ABSTRACT Low visibility hazard detection in construction sites is a crucial task for prevention of fatal accidents. Manual monitoring of construction workers to ensure they follow the safety rules (e.g., wear high-visibility vests) is a cumbersome task and practically infeasible in many applications. Therefore, an automated monitoring system is of both fundamental and practical interest. This paper proposes an intelligent solution that uses live camera images to detect workers who breach safety rules by not wearing high-visibility vests. The proposed solution is formulated in the form of an anomaly detection algorithm developed in the random finite set (RFS) framework. The proposed system is comprised of three steps: 1) applying a deep neural network to extract people in the image; 2) extracting particularly engineered features from each blob returned by the deep neural network; and 3) applying the RFS-based anomaly detection algorithm to each set of detected features. The experimental results demonstrate that in terms of F1-score, the proposed solution (as the combination of the newly engineered features and RFS-based anomaly detection algorithm) significantly outperforms various combinations of common and the state-ofthe-art features and anomaly detection algorithms employed in machine vision applications.
I. INTRODUCTION
Safety in construction sites is an extremely important priority which safety monitoring and hazard detection tasks are necessary parts of operational practices in the construction industry to prevent fatal accidents and injuries. The current practice involves manual safety monitoring which is labor intensive and prone to human error. In addition, the complex environment of construction sites makes the safety monitoring highly challenging. Therefore, development of an automated and yet reliable system for safety monitoring is of fundamental and practical interest, and has attracted significant attention from the intelligent systems community [1] .
One of the common causes of hazards in complex environments such as construction sites is the low visibility to which the workers who are not wearing appropriate apparel
The associate editor coordinating the review of this manuscript and approving it for publication was Baoping Cai. are exposed. In order to ensure the workers' safety, they require to wear high-visibility safety apparel (HVSA). There is an abundance of work in the computer vision literature in which machine vision techniques are proposed to automatically detect and identify workers with no HVSA [2] - [5] . With the recent advancements in computer vision, it is possible to detect and track workers, material, and equipment. However, one of the most challenging tasks is to analyze the content of the detected objects in order to distinguish non-desirable from desirable features.
The most common approach in recent works for low-visibility hazard detection is based on classifying observations into two or more classes [1] , [6] . Classificationbased methods commonly require a large amount of annotated/labeled data for their training. An alternative approach is anomaly detection which does not require the negative (anomalous) data to be annotated. In [1] , the HSV color space is used to detect workers who wear safety vest in which they used the histogram of H and S component in construction of their feature. In [6] , different color space models were used to train different methods. However, they divide the training data based on the color of safety vest (yellow, orange) and train two different networks. Anomaly detection is at its core a classification method, however there are some important differences. In anomaly detection-based methods, the aim is to distinguish between normal/positive and anomalous/negative observations. Anomalous observations do not conform to the expected pattern of other observations in the dataset. To the best of our knowledge, no anomaly detection-based solution has been reported for safety monitoring in construction sites.
In a wide range of applications that involve information sources (data) other than images and videos, numerous anomaly detection techniques have also been developed. There are classification-based [7] , clusteringbased [8] , statistical model-based [9] , nearest neighborsbased [10] , spectral-based [11] , [12] and information theoretic [13] solutions.
Anomaly detection using images and video data has been also explored in different practical applications. Ramezani et al. [14] proposed a method for novelty detection in video streams for surveillance applications. In his solution, a kernel density estimator is used in conjunction with an evolving clustering approach suitable for real-time applications in fully autonomous and unsupervised systems. Also, Diehl and Hampshire [15] proposed a real-time anomaly detection mechanism for video surveillance based on extracting monochromatic spatial features in image sequences to represent moving objects. Anomaly detection has also been used to monitor the wildlife. Yong etal. [16] , [17] proposed to solve the anomaly detection problem in wildlife scenes by classifying an image in terms of its scene class; if the image does not belong to any scene class, it is considered as an anomaly. Singh and Markou [18] , [19] proposed a framework for anomaly detection in terms of environmental conditions. In their solution, they employ neural networks as adaptive classifiers that are capable of anomaly detection. Sultani et al. [20] proposed an anomaly detection framework for real world surveillance videos by using pre-trained deep learning network for extracting spatial-temporal features followed by deep multiple instance learning for anomaly detection.
The focus of this paper is on formulating a parametric statistical solution (a statistical model, a branch of model based solutions [21] for anomaly detection. Such a solution, due to its statistical nature, would incorporate the existing or learned knowledge around uncertainties within the sensing mechanisms involved in the application. In a statistical model-based method, the assumption is that anomalies are distributed outside the positive data distribution [22] and have significantly lower likelihoods compared to positive data. In machine learning, many data sources are in the form of point pattern data. A point pattern is a set or multi-set of unordered points, where each point is a vector representing the state or features of an object of interest. Commonly, for point data, Gaussian mixture models are used to represent positive data [23] , [24] in which the parameters of the model could be learned by expectation maximization (EM).
Vo et al. [25] proposed the use of point processes to model point pattern data for anomaly detection via multiple instance learning. Their proposed approach is based on treating each point pattern as a Random Finite Set (RFS), and derive likelihood functions based on common RFS density assumptions (e.g. Poisson or IID Clusters). Employing the RFS framework allows the formulated likelihood function to incorporate both cardinality (the number of extracted features) information and individual feature information.
This paper proposes a novel anomaly detection solution for safety monitoring in construction sites. The proposed method uses live camera images to detect workers who breach safety rules by not wearing high-visibility vests. The entire solution is implemented in three steps. First the Faster R-CNN neural network is used to detect people in the image. Then a novel feature, particularly engineered for this application, is extracted from each blob returned by the Faster R-CNN. Finally, the RFS-based anomaly detection algorithm is applied to each set of extracted features.
The major points of contribution and novelty in this work are: (i) applying anomaly detection for the first time for the detection of safety vests not being worn by workers in construction sites, (ii) a novel solution that combines the power of deep learning for object detection (Faster R-CNN) with engineered features to achieve high detection performance, (iii) using the YCbCr color space for the first time, for feature extraction in anomaly detection as our investigations demonstrated that those features work best in differentiating anomalous events of safety vests not being worn from the normal/positive situation where all workers are abiding with the rules, and (iv) development of an RFS-based anomaly detection solution that unlike the state-of-the-art [6] , different networks for the detection of different safety vests of different colors. Experimental results demonstrate that in terms of F1-score, the proposed solution (as the combination of the newly engineered features and RFS-based anomaly detection algorithm) significantly outperforms various combinations of common and state-of-the-art features and anomaly detection algorithms employed in machine vision applications.
The rest of this paper is organized as follows: Section II presents the design problem and a background on existing solutions in the literature. Section III covers the proposed algorithm. Section IV presents experimental results, and Section V concludes the paper.
II. BACKGROUND
The main goal of this work is to detect persons who do not wear high-visibility vests in digital images taken from long distances. In such images, each person may cover a very small area and appear in low quality/resolution. Fig. 1 shows a sample of such images taken in a construction site. The workers cover a very small area and the containing blob is VOLUME 7, 2019 FIGURE 1. A sample image taken in a construction site. The workers cover a small area and the image information related to each person in the blob containing them, is of low quality.
low resolution in contrast to the whole image that appears in very high quality.
This problem can be tackled by applying a classification solution. However, as mentioned before, classification methods usually require a large annotated dataset for all classes, which may not be available in many applications. Solving the problem via anomaly detection relaxes the need for a large training dataset with the class of interest (anomaly) being annotated, as anomaly detection only needs training data for the normal/positive situation which is usually available in abundance.
In this section, a brief background on anomaly detection methods using naïve Bayes and Random Finite set (RFS) approaches is introduced.
A. ANOMALY DETECTION: NAÏVE BAYES APPROACH
The naïve Bayes approach is commonly used to solve classification problems. It is formulated based on assuming independence between the measured or detected features used for classification.
Consider a data point denoted as a measurement set Z which is comprised of n presumably independent feature vectors z 1 , . . . , z n . A classifier is to assign a class label c ∈ {c 1 , . . . , c m } to the data point. A statistical classifier would generally assign the most probable class label to the data point:ĉ
From Bayes' rule, assuming prior class probabilities denoted by {Pr(c = c i )} m i=1 , the classifier can be formulated as:
where L(z 1 , . . . , z m |c = c i ) is the likelihood of the measured features given the class label. Assuming independent features, the above Bayes' classifier reduces to the following Naïve Bayes classifier [26] :
When this approach is used for anomaly detection, there are only two possible classes: normal/positive and anomalous/negative. In the absence of sufficient data to train the likelihood for anomalous class, we can only compute the likelihood for the measurement representing the positive class. In this case, the approach turns into ranking the data points according to their likelihood values for the positive class, and considering those less than a user-defined threshold as anomalous [11] .
Vo et al. [25] have shown that the naïve Bayes model cannot be used for ranking point pattern data due to unit measurement inconsistencies. They also suggested that the naïve Bayes model does not make use of the information contained in number of elements in point patterns (cardinality). Vo et al. [25] introduced a new method based on the Random Finite Set framework for data point patterns which will be introduced in following section.
B. RANDOM FINITE SET-BASED ANOMALY DETECTION
According to Chandola et al. [11] , an effective solution for an anomaly detection problem should be designed based on the nature of the information acquired from sources/sensors and used for detection. When such information are in the form of data points, the natural approach is to treat them as point pattern data.
In the RFS-based anomaly detection methods, the data point is modeled as an RFS. The rationale is mainly the observation that in the set Z , not only the members z i (i = 1, . . . , n) vary randomly with time, but also the cardinality of the set |Z | = n may vary randomly with time. Hence, each measured set of features Z = {z i } |Z | i=1 is treated as an RFS, and its density with respect to measure µ is given by [27] :
where p c (n) = Pr(|Z | = n) is the cardinality distribution, U is the unit hyper-volume, and p n (z 1 , . . . , z n ) is a symmetric joint feature density for the given cardinality |Z | = n [28] .
As it was mentioned earlier, for the purpose of anomaly detection, we only need to compute the likelihood of the measured set of features Z given that it represents the positive case (a worker wearing the high-visibility vest in our application). In that case, the likelihood is given by (3) in which the functions p c (·) and p n (z 1 , . . . , z n ) need to be learned. In practice, we can make some particular assumptions on the mathematical form of those functions, and estimate the parameters involved in those models through a training phase.
Examples of parametric RFS densities include the Poisson RFS [29] , the Bernoulli RFS [27] , the multi-Bernoulli RFS [30] , the IID-cluster RFS [31] , the labeled multiBernoulli RFS [32] and the generalized labeled multiBernoulli RFS [33] . Our investigations have shown that assuming Poisson densities is suitable for anomaly detection particularly in the application of interest (safety in construction sites). Most of the previously mentioned RFS densities haven been used for multi-object tracking. Their approach is to treat the multi-object entity as a Random Finite Set and apply the prediction and update steps in a similar fashion applied in a traditional single-object tracking algorithm such as adaptive combination kernel filter [34] .
An IID-cluster RFS Z = {z i } n i=1 satisfies the basic IID assumption for its feature elements. Hence, its density is given by:
where, p f (·) is the feature probability density and
is a finite set exponential. With IID-cluster assumption, we need to assume a special form for the p c (·) and p f (·) functions and estimate their parameters through the training step. In a special case that turns an IID-cluster RFS into a Poisson RFS, the cardinality density is Poisson:
where ρ is a non-negative intensity of the Poisson RFS density, which is also the statistical mean of cardinality.
C. TRAINING PHASE
In the training phase of the parametric statistical learning, the goal is to estimate parameters of the likelihood function that best fits the training data (associated with positive cases) using the maximum likelihood estimator (MLE). In the RFS framework, assuming that the cardinality distribution and multi-feature joint density are parameterized as p c (n; θ c ) and p n (z 1 , . . . , z n ; θ f ), respectively, then the training phase turns into the estimation of the parameters θ c and θ f as follows:
where Z * is a single set of measurements in the training dataset. In the absence of any prior information on the parameters, prior density p(θ c , θ f ) can be assumed constant. Hence,
With Poisson assumption for the density of feature set given the parameters, L(Z |θ c , θ f ), equation (7) is simplified to:
Vo et al. [25] have proven that the above optimization can be decomposed into separate optimizations for the parameters of cardinality and feature distributions:
Note that in equation (9), the terms |Z * |!U |Z * | have been removed because they do not depend on θ c . Let us assume that cardinality is Poisson distributed and the parameter θ c , is the mean ρ. Equation (9) turns into:
where N is the number of feature set measurements in the training dataset. After differentiation with respect to ρ and equating it to zero, we derive:
Assuming that each feature z * ∈ Z * is IID with Gaussian distribution with parameters θ f = (µ, ), equation (10) In addition, the RFS likelihood function in (3) as claimed in [25] does not provide a consistent ranking measure because of the unit inconsistency of feature density p f . Therefore, a new RFS ranking function is introduced as follows [25] :
where R(·) is a ranking function, ||p f || 2 2 = p 2 f (z)dz, is the squared L 2 -norm of p f . The common approach to make a decision on occurrence of an anomaly, as used by almost all statistical methods such as naïve Bayes [35] , is to compute and threshold the joint probability density function. Alternatively, Vo et al. [25] suggest to compute and threshold the ranking function (16) . This paper presents the results of both approaches in the RFS framework with Poisson assumption for the feature set distribution.
III. PROPOSED ALGORITHM
In this section, we present the results of our investigations on how the RFS framework can be applied in machine vision for anomaly detection in visual data. We formulate our proposed algorithm for the application of low visibility safety VOLUME 7, 2019 monitoring in construction sites, but with little tweaking of parameters, the proposed algorithm can be widely used for anomaly detection in images in other safety monitoring and autonomy applications.
Let us consider a construction site where workers are expected to be wearing their high visibility vests. Those entities are modeled as positive data; while any other workers who are not wearing their high visibility vest are considered as anomalous. The proposed solution is comprised of three steps: (i) using a deep neural network for people detection, (ii) extracting features from each blob that is returned by the neural network, (iii) applying anomaly detection on the extracted features that form a set of measurements.
Note: Vo et al. [25] presents some results for anomaly detection in textures images. They employ SIFT or Harris features which cannot be used on blobs returned from object detection modules, which are in considerably low resolution. In addition, SIFT or Harris features are based on edges and corners and do not take into account the color information which are key when high visibility vests are to be detected.
Algorithm 1 shows an overview of our proposed method. The above mentioned three steps explained in the following sections.
A. PEOPLE DETECTION
In the context of detection of workers in construction sites, who do not wear their safety vests, the OBJECT_DETECTOR(·) function in Algorithm 1 is implemented via a people detection module. In this work, we found the Faster R-CNN [36] to be an effective tool for this purpose. It is a deep learning object detector based on the solution proposed by Girshick [37] but with improved training and testing speed while increasing the detection accuracy. It consists of two components. The first component is a fully convolutional Region Proposal Network(RPN), followed by a Faster R-CNN detector. The Faster R-CNN detector is a purely CNN-based method without using hand-crafted features.
B. FEATURE EXTRACTION
In order to extract features, the object detections (blobs) returned by the OBJECT_DETECTOR(·) function are first resized to 200 pixels ×180 pixels. This ensures consistency in feature detection, as well as preserves the aspect ratio of objects. RGB color space is well known to be not robust to illumination changes. We first transform the image into the YCbCr color space. This color space is selected due to observations that: (i) in our particular application, the shiny colors of safety vests stand out in the Cb component, more specifically the negative Cb (Ćb), for most color variations, (ii) the Y component holds the gray-scale information (intensity) and can be used to detect shape-related information (see Figure 2) ).
Using the information embedded in the YCbCr image, we first detect the shiny color of the vest (by focusing on the Cb component) then check shape information (by focusing on the Y component). Checking shape information is crucial because in many practical circumstances, there might be 
B ← OBJECT_DETECTOR(I ) B is a set of detected blobs in the image.
Extract a set of features from the contents of each blob in B.
4:
for b ∈ B do 5: [Y, Cb, Cr] ← rgb2ycbcr (b)
Apply Hessian method to extract key points.
6:
x ← HESSIAN(Ćb) 7 :
for x ∈ x do For each key point, computer LIOP descriptor on Cb and Y . Z ← Z ∪ {z} 13: end for 14 :
if L < L th then 16: η ← 1 parts of the image in shiny color but not representing a vest (See Figure 3) . Details of our proposed algorithm for feature extraction is presented in Algorithm 1, lines 4-13. The contents of the input blob b are first converted to YCbCr colors values. The Hessian feature detection method [38] is then utilized to extract key points. For each key point, a 144-D descriptor vector called local intensity order pattern (LIOP) [39] is then computed, once using the contents of the Cb component, and once using the Y component. The two vectors are then concatenated into a 288-D descriptor vector and saved as a member of the final feature set which gradually grows as more key points are detected and processed.
The main reason why we compute the LIOP descriptors for each key point is its invariance to rotation and monotonic intensity changes. As it was previously mentioned, we compute the descriptor for each point, once to capture color information (when applying the contents of Cb component) and once to capture shape information (when applying the contents of the Y component). Capturing both color and affine shape information enhances the robustness of our method to changes in resolution, illumination and scale.
It is important to note that the number of key points detected by Hessian method can vary from blob to blob. In addition, the order of key points does not matter. Hence, the 288-D descriptors computed for key points are accumulated in a set (not a matrix), which is then treated as a Random Finite set (mainly due to random variations in its cardinality).
Figures 4 and 5 show the features scattering in a dimensionreduced 2-D space, and their cardinality distribution for training blobs that contain positive and negative (anomalous) events in terms of the worker wearing a high-visibility vest. For the purpose of visualization, each 288-D feature vector has been reduced into a 2-D vector using the t-Distributed Stochastic Neighbor Embedding (t-SNE) technique which is well-known to be particularly well suited for the visualization of high-dimensional datasets [40] . The presented graphics in Figures 4 and 5 demonstrate that although individual feature densities for positive and negative cases are distributed with significant overlap, the likely number of those feature for positive and negative blobs are distributed with little overlap. Similarity of the feature densities justify the use of Poisson (and an IID) model for the distribution of feature sets as a Random Finite set. Differences in cardinality distribution will lead to pretty small likelihood values associated with negative (anomalous) sets of features. Using RFS-framework method both the cardinality information and the probability density will be used to detect the anomalous data.
C. ANOMALY DETECTION
Our proposed RFS-based anomaly detection routine is implemented in lines 14-20 in algorithm 1. First, the Poisson density equation 4 is used to calculate the likelihood of the measurement set Z that is comprised of all the features extracted from the contents of a given blob b. Then, if computed likelihood is less than a user-defined threshold, it is detected as an anomaly. Note that the trained parameters ρ, µ and are used here, assuming that they have been already calculated using a training dataset of positive samples (blobs containing no anomaly), based on equations (12), (14) and (15) .
Remark: In an alternative approach, we can simply compute and analyze (compare with a threshold) the ranking function given in equation (16) . In that case, the only change to Algorithm 1 would be in its lines 15 and 16 in which L would be substituted by R given by the expression in equation 16 .
IV. EXPERIMENTAL RESULTS
The proposed algorithm was evaluated based on detections resulted from Faster R-CNN algorithm in the form of bounding boxes. The original images were acquired by the authors VOLUME 7, 2019 FIGURE 6. Samples of images with workers wearing safety vest.
in construction sites. Overall, 400 blobs of workers wearing high visibility vests (positive samples) were collected as well as another 400 containing anomalies (workers not wearing their safety vests). Samples of the detected blobs (with 200 × 180 pixel resolution) are shown in Figure 6 .
In our experiments we used 80% of the 400 positive samples for training, and the union of the rest of the positive samples and the negative samples for validation. For anomaly detection evaluations, the most common metrics are the F 1 score and the Area Under the Curve (AUC). We have employed the F 1 score for performance evaluation since it has been used most widely in the literature [25] , [41] , [42] , including the major reference where RFS anomaly detection is presented [25] . Also, we used four fold cross validation and computed the well-known F 1 score which is defined as follows:
where precision and recall can be defined as follows:
in which TP, FP and FN stand for the true positive, false positive and false negative. In our particular application scenario, TP represents the number of blobs in the validation dataset that have been correctly identified as positive, while FP represents the number of blobs in the validation dataset that have been incorrectly identified as anomalous. Similarly, FN represents the number of blobs incorrectly identified as negative (anomalous). For the sake of comparative analysis, we implemented and tested the following methods:
• RFS likelihood density: This is the method proposed in Algorithm 1.
• RFS Ranking function: This is the variation of Algorithm 1 in which the ranking function (16) is computed instead of density function, for decision making.
• NB likelihood [26] : Naïve Bayes classifier.
• CNN [43] : One-class convolutional neural network (CNN) classifier.
• Fisher-OCSVM [44] : The one-class support vector machine (SVM) [45] in which a Fisher vector representation is used to convert the features sets into vectors.
• BOVW-SVM [46] : The one-class SVM [45] in which the feature sets are turned into bags of visual words. • Cardinality Threshold: A heuristic detection method based on merely comparing the cardinality of features with a user-defined threshold. We have used MATLAB 2018b for implementing all the anomaly detection methods. For Fisher-OCSVM method, the number of Gaussian clusters is set to 30. In the BOVW-SVM method, the size of codebook is set to 100000, the number of iteration of k-means clustering is set to 50 and the size of visual word is set to 500. We investigated the performance the two SVM-based methods both with the gamma parameter set to 0.07 and set to 0.01, respectively.
The Cardinality Threshold is an intuitive alternative method inspired by the following observation: From  Figures 4 and 5 , it appears that the major factor that discriminates between positive and negative sets of features is the cardinality. We have tested this hypothesis and demonstrated that it is not accurate, by indicating that our method (which uses both cardinality and feature density information all together) performs significantly better.
To determine the best-performing threshold for cardinality, we tested numerous candidates ranging from 0 to the maximum value of 718 and applied it for anomaly detection. Figure 7 shows the F 1 score averaged over all validation samples, plotted versus different choices of cardinality thresholds. It demonstrates that for any threshold less than 342, the best score of 0.67 would be achieved. Figure 8 shows 50 samples randomly chosen from those detected as anomalous by our proposed algorithm (RFS likelihood density), demonstrating its effectiveness in detecting the absence of safety vest. All of the randomly chosen samples are indeed representative of anomalies, and our proposed method has returned the right decision.
We first examined the performance of the RFS likelihood density, the RFS ranking, the Cardinality Threshold, and the naïve Bayesian in which the single-object densities are modeled each as a single Gaussian. We also investigated whether any significant improvement in anomaly detection accuracy of those methods could be achieved by considering more than one Gaussian components in our presumed model for feature densities. Note that with a mixture of Gaussian components, equations (14) and (15) are no longer valid, and training for parameter estimation should be conducted using a recursive algorithm such as the Expectation Maximization (EM) algorithm.
The overall results for different numbers Gaussians, and different gamma parameter values for the SVM-based methods are visualized as bar plots in Figure 9 . Inside each bar, we specify the average and standard deviation of the F 1 score in %. We observe that (i) the RFS likelihood density method outperforms the benchmarked solutions in all cases with returning above 98% accuracy which is not significantly improved by increasing the number of Gaussian components, (ii) the NB likelihood completely fails due to the huge overlap between the feature densities as significant difference in cardinalities that are not picked up by the method, (iii) the Cardinality Threshold method performs the same in all cases despite large disparities in cardinality of positive and negative samples, which is still weaker than the accuracy returned by the RFS likelihood density method because it utilizes both the cardinality and feature information in an efficient manner, and (iv) the performance of SVM-based methods does not change with varying the gamma parameter from 0.01 to 0.07, and both methods return a lower accuracy than the proposed RFS-based method.
For more quantitative analysis, we recorded all of the F1 score, precision and recall for all methods with the same settings reported before as shown in Table 1 . It is clear from Table 1 that the proposed solution not only achieves the highest results in F 1 score but also in the precision and recall metrics as wells.
Besides proposing the application of RFS-based anomaly detection in visual analytics, an important contribution of this paper is the introduction of the particularly crafted features (with both color and shape-related information properly embedded in them) for the purpose of anomaly detection in visual data. To ensure we are running a fair comparison, we investigated whether the benchmarked methods would outperform our method (i.e. would return an accuracy of more than %98) using other features that are widely used for various detection and identification purposes in the computer vision literature. Those features include the well-known SIFT [47] and DSP-SIFT [48] , the color-based features in different domains such as CSIFT [49] , HSV-SIFT [50] , OPP-SIFT [51] and Hue-SIFT [52] , and the recent deep learning local feature LF-Net [53] . The comparative results are presented in Table ( 2), demonstrating that our proposed VOLUME 7, 2019 RFS-based anomaly detection methods return the highest accuracy (in terms of the average F 1 score) with the proposed feature extracted and used as measurement.
A. ANALYSIS OF THE PROPOSED SOLUTION
In this section, we study the effect of different parameters on the performance of the proposed solution. The proposed solution is based on the assumption that normal and anomalous data are separated by a user-defined threshold value (p_quantile of the RFS density). Therefore, we studied the effect of different threshold values (p_quantile) on the performance of the proposed solution as shown in Figure 10 . It is clear that the proposed solution performance varies according to threshold value and in our application (non-vest detection), the best performance (the highest F 1 score) is achieved with the p_quantile set to 0.01 of its density.
In addition, we studied the effect of choosing different number of Gaussian components for modeling the singleobject densities, on the performance of the proposed solution (reported as the average F 1 score) as shown in Figure 11 . It is clear that RFS likelihood density is more robust than RFS Ranking function, as its performance is less affected by the number of Gaussian components. Note that the more Gaussian components required during the training means more computational cost.
Finally, since the parameters of the Gaussian mixture components are determined through a recursive operation by EM algorithm, we studied the effect of the number of algorithm iterations on the performance of the proposed solutions and reported it in Figure 12 . We can see that the performance of both algorithms increases with the number of iterations but the effect is less significant for the RFS likelihood density method.
V. CONCLUSIONS
In this paper, monitoring of low visibility hazards in construction sites is investigated with a focus on detection of workers who are not wearing any safety vest. The automated intelligent solution takes live images from construction sites and detects the existence of workers who do not abide with safety rule as an anomalous event. The proposed solution is formulated as an anomaly detection in RFS framework. The resulting algorithm consists of three steps: (i) people detection using deep learning (Faster R-CNN), (ii) extracting a set of particularly engineered features from the blobs returned by the Faster R-CNN, and finally (iii) anomaly detection using RFS framework on each set of the extracted features. The engineered features take into account both the shiny color of safety vest (using YCbCr color space) and shape information during the extraction process. The experimental results show that the proposed RFS likelihood density outperforms the other methods with 98% F 1 score. In addition, we showed that anomaly detection can be performed using cardinality information (Cardinality Threshold) but with lower performance compared with RFS likelihood density. The proposed solution depends on the accuracy of the blobs returned by the deep learning tool, and on weather conditions such as fog. Investigating of the effects of those parameters on the detection performance, and robustifying the solution against them are excellent candidates for our future research.
