Abstruct-An adaptive polyspectral canceller configuration is defined, whereby auxiliary canceller channels are formed using distinct monomial expressions of the auxiliary sensor channels. If noises in the auxiliary canceller channels are correlated with the noise in a main channel, then improvement in output signal-tonoise (S/N) power ratio is possible by cancelling in linear fashion the correlated auxiliary canceller channels with the main channel. The convergence performance of the polyspectral canceller is analyzed. A simple expression is derived for the asymptotic S/N efficiency of the adaptive polyspectral canceller as a function of the number of independent input sample vectors used to calculate the adaptive canceller weights and other cancellerlnoise model parameters. It is shown by simulation for low-order polyspectral Cancellers of a specific form with Gaussian inputs that this asymptotic expression is a good approximation of the actual S/N efficiency for a moderate number of input sample vectors. However, for moderate-to-high order polyspectral cancellers, the asymptotic expression is a poor indicator of performance.
I. INTRODUCTION HE standard adaptive canceller linearly weights auxiliary
T sensor channels of input data and subtracts the resultant from a main channel of input data in such a way that tries to minimize the main channel's average output noise power residue. If the auxiliary channel noises are highly correlated with the main channel noises, then this can be an effective way to significantly enhance the output signal-to-noise (S/N) power ratio. References discussing in much greater detail the standard adaptive canceller are found in [ 11-[3] .
A natural extension of the standard adaptive canceller is the adaptive polyspectral canceller. For this, the auxiliary canceller channels are formed by combining the auxiliary sensor channels using distinct monomial (possibly multivariate) functions. Thereafter, these are linearly weighted and subtracted from the main channel. For example, if for the standard canceller XI, x2, and x3 are used as auxiliary canceller (and sensor) inputs, then for the polyspectral canceller, andxg mightbeusedas theauxiliary channel inputs. This adaptive configuration is referred to as a polyspectral canceller because the nonlinearities of the inputs (i.e., the monomial functions) are associated with the analysis methodology of the polyspectral field [4]- [5] .
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This field is concerned with using higher order moments (or the associated cumulants) to characterize and investigate nonlinear systems or processes. See also [6] and [7] for related work.
For a standard or polyspectral canceller (henceforth, the standard canceller will be included in the class of polyspectral cancellers), it is straightforward to find the optimal linear weighting associated with cancellation (as described in the next section) if moments of the input noises (assumed to be random variables) are known up to a certain order. If these moments are not known, they can be estimated using sampled input data and averaging. However, in doing this, the weights will only be estimates of the optimal weights, and output S/N performance will degrade.
In this paper, this S/N degradation is quantified as a function of the polyspectral canceller configuration, input noise statistics, and the number of independent samples (actually sample vectors of multiple sensor inputs) used to compute the weight estimate. This has been done in the past for the standard canceller when the inputs are characterized as multivariate Gaussian random variables (r.v.'s) [8] , [2] , [3]. We are not able to obtain an exact expression for this degradation but find an asymptotic expression. Thereafter, the accuracy of the asymptotic expression is compared with results obtained via Monte Carlo computer simulations.
The motivation for investigating the convergence performance of the polyspectral canceller is linked to the fundamental tradeoff of optimal canceller S/N performance and S/N convergence performance. If the standard canceller's inputs are a subset of a polyspectral canceller inputs and the optimal weighting is used for both, then the polyspectral canceller's S/N performance is always at least as good as that of the standard canceller. In some cases, the steady state (when the optimal weights are known) S/N performance might be dramatically improved by using a higher order polyspectral canceller. However, the number of samples needed to approach this performance (i.e., approximate the optimal weighting to a high degree of accuracy) can be excessive. In fact, for a given number of input samples, a standard canceller might significantly outperform a higher order canceller, even though the higher order canceller's steady-state performance is significantly greater than that of the standard canceller. The steady state performance versus convergence performance issue is not addressed in this paper but rather is identified as a subject of future investigations. The work in this paper is strictly concerned with the polyspectral canceller's S/N convergence performance. In most practical cases, R, is not known a priori but is estimated from input samples. Let x( k) denote the kth sample vector of sensor input, where K sample vectors are taken.
All samples within a sample vector are assumed to be time coincident. The generalized covariance matrix R can then be estimated as the sample average (assuming stationarity)
where R denotes an estimate of R . Thereafter, the estimated optimal weight denoted by w is given by
and g(x) will be defined as (3)
The following assumptions will hold throughout the analwhere it is understood that gl (1 = 1 , 2 , . . . , L ) is not a vsis:
It is desired to find the weighting vector w, such that the average output noise S / N is maximized. For this setup, this will be equivalent to minimizing the output noise power.
The noises 20 (under the noise-only hypothesis), 2 1 , . . , X N are characterized as zero-mean r.v.'s with known statistical 1) All noise processes are stationary. The data that is used to compute the estimated weights is statistically independent of the data to which the weights are applied (this is called nonconcurrent processing).
2) z(k1) is statistically independent of 4 k 2 ) when k l # k2
(temporal independence of sampled data).
3) The desired signal is not present in the data that is used in the weight computation.
4)
The desired signal is not in the auxiliary sensor channels.
6) R is nonsingular (since this is true with probability one [9] under A5, this assumption does not change any measures taken with respect to the input probability measures).
An expression for the maximum S/N that is attained when where using the optimal weights is easily derived and given by
and An expression for the instantaneous S/N when using w is
given by A measure of the instantaneous canceller efficiency of the estimate is found by taking the ratio of the right hand sides (RHS) of (13) and (14):
It is straightforward to show that the R that maximizes p is given by R and that R is a stationary point. Thus, 0 5 p 5 1
In the forthcoming development, we are interested in finding E { p } , which we denote by p . Unfortunately, closed-form expressions for /7 are difficult to obtain except for certain cases (see [ 8 ] and [2] ). We will resort to finding an asymptotic expression for p in the next section and compare the accuracy of this to results obtained via Monte Carlo computer simulation.
ASYMPTOTIC S/N CONVERGENCE

A. Formulation
In this section, the asymptotic convergence performance (i.e., p ) of the polyspectral canceller as the number of independent input sample vectors K goes to infinity will be investigated. This will be done by invoking the multivariate central limit theorem (MCLT) in order to probabilistically characterize the elements of fi given by (1 1).
where the q,j are implicitly defined by (16). If E{gi, (x) .9j,(x)gi,(x)gj2(x)} < cx; for il,jl.i2:j2 = 1:2:. . .! L + 1, then the MCLT guarantees that the multivariate distribution
Since qLJ = q j z , only the lower half elements of Q need to be probablistically characterized. The lower-half elements of Q are uniquely mapped into a P length vector
If PK.(E) is the joint distribution function of the elements of t for a given K , then it follows from the MCLT that P K ( c ) -+ N ( 0 , D ) 
fl where V,po is the gradient of p with respect to e and evaluated at t = 0, and H,, is the Hessian of p with respect to t and evaluated at e = 0. Since p(R) = 1 , and p ( R ) is maximized at R = R where R is a stationary point, then V,po = 0, and (24) becomes
We are interested in finding an asymptotic expression for
where Uh is the support of t for a specific K . It is desired to show that (27)
where Rr is the P-dimensional real Euclidian space, and N is the asymptotic normal distribution given by (22). This is easily shown because by definition 1 c t T d P~ = / crTdN (28) Here, the lower-half elements of Q are mapped row by row starting with the first row into elements of t.
Q , the elements of E are characterized via the MCLT as a zero-mean Gaussian P-length vector with a covariance matrix D , which is easily derivable as Now, instead of probabilistically characterizing elements of 
IV. AN EXAMPLE After some straightforward simplifications, it can be shown that
where Tr(.) denotes the trace of the matrix argument. Because p 5 1 , it follows that Tr{D-lH,,} 5 0.
B. Hessian Evaluation
In order to evaluate p via ( 
A. Preliminaries
In this section, we define a specific polyspectral canceller form, specify an input noise probability density function (pdf), and calculate the asymptotic convergence performance using (30). Thereafter, the asymptotic performance will be compared with the Monte Carlo computer simulation performance to ascertain when the asymptotic result can be used to predict performance.
The canceller form to be analyzed was illustrated in Fig. 1 and is defined by specifying the monomial functions 91 as This particular form was chosen because it is a simple but natural extension of the standard canceller.
As the input pdf, the multivariate Gaussian distribution will be used because of its tractability and the ease of generating inputs for the computer simulation. For inputs that have a multivariate Gaussian distribution, it is straightforward to show for the general polyspectral canceller configuration with z 1 , 2 2 , . . . , ZN -1 included as auxiliary inputs, that the optimal weightings on the nonlinear inputs (i.e., E:, m, > 1) are zero. Hence, the standard canceller is the optimal polyspectral canceller configuration and ( S / N ) o p t is the same for all polyspectral cancellers of this type. One might argue that using a polyspectral canceller (with M > 1) against Gaussian noise is inefficient and thus unnecessary. However, in the case where one is designing a canceller against a noise with an unspecified or unknown distribution, one of the input distributions might be multivariate Gaussian. Therefore, it is of interest to know how the polyspectral canceller will behave (in converging) with this specified input distribution.
For simplicity, it will also be assumed that the sensor inputs 
h,,, = -2.1 = 1.
Using (38) and (39), it follows from (30) that 
Under the same assumptions, it is known [8] , [2] that the exact expression for p is given by (39) and (40), it is seen that the asymptotic expression is a very good approximation of the exact expression for all K . Based on this observation, one might be hopeful that for the general case (A4 > l), the asymptotic expression would also be a good approximation. However, as will be shown, this is not necessarily true. Finally, it can be shown for the standard canceller that the result given by (40) is true for any multivariate input distribution that satisfies the MCLT conditions and previously stated assumptions.
C. Polyspectral Canceller (AI 2 1)
For the specified polyspectral canceller (M 2 1) under the noise model given in the previous section, we can show that
Summarizing, the elements of R are found via (42) and (43). Thereafter, the elements of R-' are computed and used to find the elements of Hpo via (31) . From these figures, it is observed that many more samples are needed to attain the same level of efficiency for higher order polyspectral cancellers. These figures illustrate one side of the fundamental tradeoff in using a polyspectral canceller; although steady state ( K =a) canceller performance may be superior (in this case, the performance is identical) by using a polyspectral canceller, many more samples are required to attain the performance that is close (e.g., within 3 dB) to the optimal performance. In fact, for a given number of samples, a lower order canceller (such as the standard canceller) may significantly outperform a higher order canceller.
Comparing the figures, it can be seen that as expected, the asymptotic result is a very good approximation when M = 1. the o(K-') terms of (30) are significant for these higher order cancellers at the knee locations. Hence, the asymptotic expression may have some utility for predicting performance for low-order polyspectral cancellers. We leave this as a topic for future investigations.
A method of increasing the accuracy of the asymptotic expressions would be to find the higher order terms (indicated by o ( K -l ) ) given in (30)). This would involve using more terms in the Taylor series expansion of p ( A) and finding the first few terms of the multivariate Gram-Charlier expansion [ 1 11 of PK. The author did this and reports that the expressions for the higher order terms are extremely complicated. In fact, it is considerably easier to develop a Monte Carlo simulation of a given polyspectral cancelledinput noise model than it would be to evaluate these higher order terms on the computer.
V. CONCLUSION
An adaptive polyspectral canceller configuration has been defined, whereby auxiliary canceller channels are formed using distinct monomial expressions of the auxiliary sensor channels. If noises in the auxiliary canceller channels are correlated with the noise in a main channel, then improvement in output signal-to-noise power ratio is possible by cancelling the main channel in linear fashion with the correlated auxiliary canceller channels. The S/N convergence performance of the polyspectral canceller has been analyzed. Input samples were assumed to be temporally independent (other assumptions used in this development were given in Section II). A simple expression for the asymptotic efficiency of the adaptive polyspectral canceller as a function of the number of independent input sample vectors used to calculate the adaptive canceller weights and other canceller/noise model parameters was derived using the central limit theorem. It was shown for low-order polyspectral cancellers of a specific form with Gaussian inputs that this asymptotic expression is a good approximation of the actual efficiency for a moderate to large number of input sample vectors. However, for moderate-to-high order polyspectral cancellers, the asymptotic expression is a poor indicator of performance. If one attempts to increase the accuracy of the asymptotic result, the numerical effort far exceeds the effort to obtain the result via a Monte Carlo computer simulation.
Finally, the convergence result obtained by Reed et al. [8] for the standard canceller (or adaptive matched filter) in Gaussian noise was obtained with high accuracy via the asymptotic result derived in this paper. Furthermore, the asymptotic result is general in that it also applies to the standard canceller in non-Gaussian noise.
