Positronium-formation cross sections from positron-hydrogen collisions are calculated by solving a set of close-coupled, time-dependent partial differential equations. These cross sections are determined by propagating a time-evolving wave packet on a two-dimensional radial lattice and then projecting the wave function onto the stationary states of the atom. Calculations are performed through Lϭ8 and are extrapolated for Lу9 at energies of 30, 40, and 50 eV. Using distorted-wave calculations to determine ionization cross sections at these higher energies, we are able to extract approximate positronium-formation cross sections from the transfer ionization cross sections. Comparisons are made with experiment. ͓S1050-2947͑98͒02702-4͔ PACS number͑s͒: 34.80.Ϫi
I. INTRODUCTION
The theoretical study of the collision of positrons with atomic hydrogen has been an active field of research since the early work of Massey and Mohr ͓1͔ over 40 years ago. As one of the simplest three-body systems in atomic physics, positron-hydrogen scattering provides a testing ground for theoretical models, which may then be used in the study of collisions of positrons with other more complicated atoms and ions. The existence of positronium ͑Ps͒ formation channels in these calculations also makes their study fundamentally different from similar calculations for electron scattering. While much theoretical work has been carried out in this field ͑see Refs. ͓2-4͔ for reviews͒, most of these results are for low energies at which only a few channels are open. The earliest calculations were the accurate variational calculations of Schwartz ͓5͔, Armstead ͓6͔, and Bhatia et al. ͓7͔ , though many more calculations have been carried out at low energies, some of the more recent being the close-coupling calculations of Mitroy and Ratnavelu ͓8͔, Mitroy ͓9͔, and Kuang and Gien ͓10͔. Far fewer calculations exist for intermediate or higher energies in which many more channels are open. During the past few years, however, experimental data have become available for a large range of energies both for ionization ͓11,12͔ and Ps-formation ͓13,14͔ cross sections. This has led to a corresponding increase in theoretical interest at intermediate and higher energies. Of those calculations that exist, however, many do not include the positronium-formation channels ͓15-17͔ at all so that these results are unreliable in the intermediate-energy ranges where Ps formation is important. Of the few calculations that include Ps-formation channels at intermediate energies, most include only a few partial waves and have found suspect resonances ͓18-24͔. These resonances were shown by Zhou and Lin ͓25͔ not to exist using a hyperspherical close-coupling method, though these calculations were performed only for S and P waves. The most complete theoretical works to date for intermediate energies include the recent close-coupling calculations of Mitroy ͓26,27͔ and Kernoghan et al. ͓28͔ , both of which we will compare our results to in this paper.
For the calculation of accurate ionization and excitation cross sections for electron-hydrogen scattering, two very successful theoretical approaches include solving a set of closecoupled partial differential equations for the scattering wave function both time independently ͓29-38͔ and time dependently ͓39-42͔. In the latter approach, in which a wave packet is time evolved on a two-dimensional lattice in (r 1 ,r 2 ), a knowledge of the asymptotic form of the wave function is not required. In this paper, we extend this wavepacket formalism to the case of positron-hydrogen scattering, modifying the procedure followed by Pindzola and Schultz ͓41͔ for electron-impact ionization. Aside from not requiring the asympotic form of the wave function, another advantage of this method is that Ps-formation channels need not be separately included. The projection of the wave function onto the bound states of the atom, as will be described, automatically extracts the Ps formation and ionization probabilities. In Sec. II of this paper, we present the wave-packet theory as applied to positron-hydrogen collisions. Our results are given in Sec. III, including the criteria we use to test for the convergence of our solutions and comparisons with experiment. We conclude with a brief summary in Sec. IV.
II. THEORY
The method used for the present calculations is essentially that of Ref. ͓41͔ only with the incident particle being a positron instead of an electron. We immediately note that we no longer need to distinguish between singlet and triplet states as in the electron scattering case since the Pauli exclusion principle is not an issue when coupling the incident positron to the target electron. While the spins of the positron and electron may be either aligned or antialigned, we need only sum over these possibilities. The nonrelativistic Hamiltonian for a one-electron target atom is
where Z is the atomic number, r 1 refers to the electron coordinate, and r 2 refers to the positron coordinate. Using coupled spherical harmonics, we may decompose the total wave function for each angular momentum L into radial and angular components as
͑2.2͒
where
͑2.3͒
In the above equations, l 1 m 1 and l 2 m 2 refer to the orbital angular momentum and azimuthal quantum numbers for the electron and positron, respectively, C m 1 m 2 0 l 1 l 2 l 3 is a Clebsch- 
͑2.4͒
we obtain the following set of time-dependent close-coupled partial differential equations for each total angular momentum L:
͑2.5͒
and the coupling operator is given by
͑2.7͒
Equation ͑2.5͒ represents a set of coupled partial differential equations, which are to be solved numerically. First, we construct a uniform, two-dimensional radial grid in (r 1 ,r 2 ) for each unique channel in which the electron and positron angular momenta l 1 and l 2 , respectively, couple to a total angular momentum L. We then obtain a discrete, pseudospectrum of states for the hydrogen atom by diagonalizing the tridiagonal matrix representation of the radial singleelectron Hamiltonian
where Zϭ1 and the second derivative is approximated by a three-point center differencing formula. This discrete spectrum is not the true spectrum of hydrogen, though the lowest few states give very good approximations to the true spectroscopic states. Upon obtaining this spectrum for hydrogen, we construct our total positron-hydrogen wave function at time tϭ0 by taking the product of the lowest-energy bound state of hydrogen from our pseudospectrum with an incoming radial wave packet for the positron,
where the wave packet is given by
In Eq. ͑2.10͒, k is the linear momentum, s is the localization radius of the wave packet, w is the width of the wave packet, and h l Ϫ (kr)ϭe Ϫikr e il/2 is an asymptotic Hankel function. Having constructed our initial wave packet, we are now able to solve Eq. ͑2.5͒. We do so using an explicit leapfrog algorithm in which Eq. ͑2.5͒ is written as
͑2.11͒
To begin the iteration, we take P l 1 l 2 L (r 1 ,r 2 ,tϪ⌬t) to be the initial matrix. We then explicitly expand Eq. ͑2.5͒ using an exponential propagator ͓41͔ and solve for P l 1 l 2 L (r 1 ,r 2 ,t) after the first time step. Equation ͑2.11͒ is then used for all consecutive iterations. To determine the transfer ionization ͑i.e., ionization plus positronium formation͒ cross sections, we follow the procedure used by Ihra et al. ͓40͔ for electron-impact ionization. We find that the transfer ionization cross section is given by
͑2.13͒
The integral term in Eq. ͑2.13͒ gives the probability of finding the electron in a bound state. This probability is determined by projecting the bound-state wave functions ͑i.e., those from our pseudospectrum that have negative energies͒ onto the total wave function. When the electron is not bound to the atom, only two possibilities remain: the electron is bound to the positron ͑positronium formation͒ or it is free ͑ionization͒. Using ionization cross sections obtained from distorted wave calculations, the Ps-formation cross section is
III. RESULTS
All of the calculations in this paper ͑excluding the comparative cases we will describe below͒ are carried out on a 200ϫ200 uniform grid with spacings of ⌬rϭ0.2 such that the extent of the grid in both r 1 and r 2 is 40 a.u. For our wave packet, we choose a localization radius of sϭ20 such that at time tϭ0, it is centered at r 2 ϭ20. The width of the packet is chosen to be wϭ6. For the specified grid, diagonalizing the tridiagonal matrix that we construct using the three-point difference form of Eq. ͑2.8͒ gives the negativeenergy spectrum listed in Table I . For comparison, we list the energies of the seven lowest-energy bound states from the ''exact,'' nonrelativistic spectrum. The effect of discretizing the true spectrum within a finite box is immediately seen by the small extent of the negative-energy part of the spectrum. For lϭ0, for example, there are only five negative-energy states, while for lϭ5 and 6, there is only one. We see that for low values of l, the first two or three states give energies ͑and also wave functions͒ that are good approximations to the spectroscopic orbitals, while for higher values of l, this is not so. There is a clear mixing between the bound and continuous parts of the spectrum, and this leads to some error when projecting out the bound portion of the probability in Eq. ͑2.13͒.
As a test of the integrity of our calculations, we compare P wave results at 30 eV from a 200ϫ200 mesh with test cases from a 300ϫ300 mesh and address two separate issues. First, we need to examine the size of the error introduced by the modified spectrum and the mesh spacing ⌬r ϭ0.2, while second, we need to determine the effect of confining our grid to only 40 a.u. To address the first issue, we compare the results of a 200ϫ200 calculation with ⌬r ϭ0.2 to that of a 300ϫ300 calculation with ⌬rϭ0.1333 such that for both cases, the size of the grid is 40 a.u. The eight channels we include for both cases are l 1 l 2 ϭ(sp), (pd), (d f ), and ( f g), where (sp)ϭspϩps, etc. We propagate our wave packet in both cases until the projection given by Eq. ͑2.13͒ has converged to three significant figures. The cross section of the 200ϫ200 run is found to be 0.268 ͑in a 0 2 ) while the result for the 300ϫ300 run is 0.261. By decreasing the mesh spacing, we obtain a spectrum with the lowest states more closely representing the true spectroscopic states ͑e.g., the ground state energy for ⌬r ϭ0.1333 is Ϫ13.55 a.u. instead of Ϫ13.47 a.u. for the ⌬rϭ0.2 case͒, yet the number of negative-energy states remains the same for both grids. The difference in the cross section between the two calculations is about 2.5%, but the increase in CPU time is 200%. Given the large number of calculations required for this paper, this increase in CPU time is too large to justify the relatively small increase in accuracy. As we will see below, other factors influence the final results far more than the smaller ⌬r, so we now focus on these factors.
In addressing the second issue, we compare the 200 ϫ200 calculation given above with a 300ϫ300 calculation with ⌬rϭ0.2 such that the size of the mesh is 60 a.u. For this grid, the energies of the lowest-energy states remain the same, yet the number of negative-energy states increases. This also yields more spectroscopic states ͑e.g., for n ϭ4, lϭ0, the energy is now Ϫ0.8498 a.u. rather than Ϫ0.8317 a.u., and for lϭ1, it is Ϫ0.8510 instead of Ϫ0.8372). Now we find that the 300ϫ300 run yields a cross section of 0.270 ͑in a 0 2 ) and runs about 20% slower than the corresponding 200ϫ200 case. The difference in the cross sections in this case is less than 1%. We note that the difference in speed for this case is rather small, while that for the A noteworthy difference between the present calculations and electron-impact calculations is the rate of convergence of the cross sections with respect to the number of l 1 l 2 pairs. In Table II , we compare the cross sections obtained for an increasing number of channels for the D and F waves at 30 eV. While for electron-impact calculations only a relatively small number of pairs are required for convergence of a given LS symmetry ͑for example, only six pairs for 1,3 P states in Ref. ͓41͔͒, for the present calculations far more channels are required. For Lϭ3, for example, even eighteen pairs have not converged the cross sections to two significant figures. This slow rate of convergence with respect to the number of channels makes these calculations much more computationally intensive than the corresponding electronimpact calculations. As the incident energy increases, however, the rate of convergence with respect to the number of l 1 l 2 pairs also increases. For example, while the eight channel case for the F wave in Table II is 88% that for twelve channels, the comparable ratio at 50 eV is 93%. For the D wave, the ratios when comparing the nine-and twelvechannel cases are 94% and 97% at 30 and 50 eV, respectively. This improved convergence was found for all cases tested.
The channels we include in the calculations for each partial wave are given in Table III . Our final results for Lϭ0-8 are listed in Table IV . In general, the calculation for each partial wave at a given energy ran in approximately 250-300 min on the Cray C90 at the Alabama Supercomputer Center and 15-20 min, using 40 nodes, on the Cray T3E at the National Energy Research Supercomputer Center. It is important to note that the single greatest source of error in the present calculations concerns the number of channels included. Even the twelve channels included for most values of L are not enough to converge our cross sections to three significant figures. With enough resources, a further study could be carried out in which many more channels are added for each L until convergence is achieved. Such a study is not feasible with the resources we have available to us. By checking a few different energies and values of L with varying numbers of channels, however, we believe we have included all of the dominant channels. The remaining channels that we have left out, however, do appear to contribute a non-negligible amount. Also, as is the case with electron-impact calculations, convergence with respect to the number of partial waves is slower as the incident energy is increased. As we see from Table IV , the contribution due to higher partial waves is more significant at higher energies than at lower energies as a percentage of the total transfer ionization cross section. To include contributions from Lϭ9 and higher, we extrapolate our results from the lower partial waves assuming that the partial cross sections fall off as an inverse exponential ͑i.e., Ae ϪnL ). Table IV gives the transfer ionization cross sections for all three energy values both before and after including the extrapolated values. In Fig. 1 , we compare our results to the calculations of Mitroy ͓26,27͔ and Kernoghan et al. ͓28͔ for transfer ionization, where we have simply combined their ionization and total Ps-formation cross sections to obtain their results. We find that our results are in reasonable agreement with both, though at 50 eV our value is more than 15% higher than Mitroy's and almost 10% higher than Kernoghan et al. For our results, we expect that the lower-energy results are the least accurate due to incomplete convergence, as described above.
Thus far, we have seen that the present calculations are somewhat more difficult to converge than the analogous electron-impact calculations. However, because exchange effects between the incident particle and the target electrons do not exist for positron scattering, certain difficulties that are implicit in electron scattering calculations are not confronted in the present calculations. In Fig. 2 , we present the results of a lowest-order distorted-wave calculation as described by Pindzola ͓43͔. For this calculation, the bound and ejected electrons are calculated in the V NϪ1 potential of the bare nucleus while the incident and scattered positrons are calculated in the V N potential of the atom. Clearly, the distortedwave calculations are in very good agreement with both experiment and with the close-coupling calculations of Mitroy ͓26,27͔. The calculations of Kernoghan et al. ͓28͔ are in relatively good agreement with experiment though somewhat higher than both our results and those of Mitroy.
We note, however, that for electron scattering, the distorted-wave calculations of Pindzola and Schultz ͓41͔ are not in as good agreement with experiment when using either the prior ͓44͔ or post ͓45͔ form of the scattering amplitude. In the prior form, the bound and ejected electrons are calculated in a V NϪ1 potential, while the incident and scattered electrons are calculated in a V N potential. For the post form, all electrons are calculated in a V NϪ1 potential. While the intention of using mixed potentials is to allow the respective electrons to see the ''correct'' potentials, it is unclear just how well this is accomplished. Within the framework of a consistent many-body calculation, for example, the use of mixed potentials becomes even less clear when determining higher-order corrections to the scattering amplitude. Yet for a lowest-order calculation for positron scattering, since exchange effects are not present, the positrons and electrons can each be calculated in their own potentials without ambiguity.
In Fig. 3 , we compare our results for the total Psformation cross sections with the experimental results of Weber et al. ͓13͔ and Zhou et al. ͓14͔ and the close-coupling calculations of Mitroy ͓26,27͔ and Kernoghan et al. ͓28͔ . As the energy of the incident positron is increased, it is less strongly coupled to the target electrons so that correlation effects are reduced. Therefore, we expect both the present calculations and the distorted-wave calculations, which treat correlation only in lowest order, to be more accurate at higher energies. This improved accuracy at higher energies was previously noted in the faster convergence of the cross sections for each partial wave with an increasing number of l 1 l 2 pairs. At 50 eV, our results are consistent with those of Weber et al. ͓13͔ but lie well outside of the error bars of Zhou et al. ͓14͔ and are higher than the calculations of both Mitroy ͓26,27͔ and Kernoghan et al. ͓28͔ . At 30 eV, our results tend to agree more closely with both the experiment and the other theories, though we have seen that, especially at lower energies, the limited number of included channels leads to an underestimation of the transfer ionization cross sections. It is at the higher energies that we expect our results to be most accurate. We do note, however, that our results for Ps formation are obtained by subtracting the distortedwave ionization results from our transfer ionization closecoupling results. If the actual ionization cross sections are higher at higher energies, as predicted by Kernoghan et al. ͓28͔ , our Ps-formation results would be correspondingly lower.
IV. SUMMARY
We have shown that the propagation of a time-evolving wave packet in describing positron-hydrogen collisions produces good results that are consistent with experiment. The method obviates the need for an asymptotic form to the wave function and for the explicit inclusion of Ps-formation channels. In comparing the present results to those of electronimpact ionization calculations, we see that the convergence of the solutions is slower in terms of the number of channels needed per angular momentum. Convergence with total L is achieved by using an exponential fitting procedure.
In the future we plan on using the time-dependent Green's-function method described by Robicheaux et al. ͓42͔ to obtain total cross sections. While the present wavepacket method allows us to obtain not only transfer ionization cross sections but also excitation cross sections, it does not provide us with a method for obtaining the elastic cross section. We also plan on extending the wave-packet calculations to obtain differential cross sections. Finally, through the use of core potentials and a single active electron approximation, we plan to extend the present method to be used for more complex systems, such as Li.
