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FREE BOUNDARY MINIMAL SURFACES OF ANY TOPOLOGICAL
TYPE IN EUCLIDEAN BALLS VIA SHAPE OPTIMIZATION
HENRIK MATTHIESEN AND ROMAIN PETRIDES
Abstract. For any compact surface Σ with smooth, non-empty boundary, we construct
a free boundary minimal immersion into a Euclidean ball BN where N is controlled in
terms of the topology of Σ. We obtain these as maximizing metrics for the isoperimetric
problem for the first non-trivial Steklov eigenvalue. Our main technical result concerns
asymptotic control on eigenvalues in a delicate glueing construction which allows us to
prove the remaining spectral gap conditions to complete the program by Fraser–Schoen
and the second named author to obtain such mazimizing metrics. Our construction draws
motivation from earlier work by the first named author with Siffert on the corresponding
problem in the closed case.
1. Introduction
Minimal surfaces naturally appear considering soap films: for instance, in the classical
Plateau problem asking for area-minimizing disks whose boundary is a closed curve in
R
3. After this problem was independently solved by Douglas and Rado´, Courant [Cou40]
generalized this question, looking for disks minimizing the area, letting the boundary lie
in a constraint surface of R3. This created a lot of activity around so-called free boundary
minimal surfaces (see the surveys by Hildebrandt [Hil85] and M. C. Li [Li20]). In the
current paper, we focus on free boundary minimal surfaces in Euclidean unit balls.
In their celebrated, pioneering paper [FS16], Fraser and Schoen made a one to one link
between free boundary minimal immersions of a surface with boundary into a Euclidean
unit ball and critical metrics of Steklov eigenvalues on this surface among metrics with
boundary of unit length. They were inspired by the seminal work by Nadirashvili [Nad96]
and then El-Soufi and Ilias [ESI00], who notably gave the one to one link between criti-
cal metrics for Laplace eigenvalues on closed surfaces among metrics with unit area and
minimal immersions into a round sphere. Since then, the topic of free boundary minimal
surface has gained more attention again. In particular, uniqueness questions and construc-
tion of examples for a large variety of topologies have been studied extensively in recent
years. The work by Fraser and Schoen [FS16] and then extended by the second author
[Pet14, Pet18, Pet19] gave a natural program for the construction of minimal surfaces by
solving isoperimetric optimization problems for eigenvalues. This has been a permanent
source of inspiration for the research of the authors, and also for the current paper. Our
main result completes the existence question of free boundary minimal immersion into a
Euclidean unit ball, for any topology of the surface.
Theorem 1.1. Let Σ be a compact surface with non-empty boundary. Then there is
N ≥ 3 depending on the topology of Σ and a branched free boundary minimal immersion
Φ: Σ→ BN .
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Notice that in our result, the dimension of the target ball is controlled by the multiplicity
of the first Steklov eigenvalue associated to the pull-back of the Euclidean metric along Φ.
This multiplicity is controlled in terms of the topology of Σ (see [KKP14]). Beyond the
work initiated by Fraser and Schoen [FS16], there are by now plenty of other constructions
of free boundary minimal surfaces. Using perturbation techniques, Folha, Pacard, and
Zolotareva [FPZ17] obtained the existence of examples in B3 with genus 0 and 1 and k
boundary components for k large. Using an equivariant version of min-max theory, Ketover
obtained the existence of free boundary minimal surfaces in B3 of unbounded genus and
three boundary components [Ke17, Ke17a]. Examples of the same topological type using
desingularization techniques were found by Kapouleas and Li [KL17]. Examples with
high genus and connected boundary were constructed by Kapouleas and Wiygul. Another
recent result by Carlotto, Franz and Schulz [CFS20] gives existence of free boundary
minimal surfaces with arbitrary genus, connected boundary, and dihedral symmetry.
We obtain Theorem 1.1 by completely resolving the existence question in the isoperimet-
ric problem for the first non-trivial Steklov eigenvalue on compact surfaces wit non-empty
boundary.
Recall that for a compact Riemannian surface (Σ, g) with non-empty boundary the first
non-trivial Steklov eigenvalue σ1(Σ, g) is the smallest non-zero eigenvalue of the Dirichlet-
to-Neumann operator given by Tu = ∂ν uˆ, where uˆ ∈ C∞(Σ) denotes the harmonic exten-
sion of u ∈ C∞(∂Σ), and ν is the outward pointing normal field along ∂Σ. We also write
Lg(∂Σ) for the length of the boundary.
Theorem 1.2. Let Σ be a compact surface with non-empty boundary. Then there is a
smooth metric g on Σ such that
σ1(Σ, g)Lg(∂Σ) ≥ σ1(Σ, h)Lh(∂Σ)
for any smooth metric h on Σ.
This generalizes and also reproves a result due to Fraser and Schoen if Σ is orientable
and has genus 0, [FS16]. In fact, the proof of [FS16, Proposition 4.3] (a special case of
Theorem 1.3 below) appears not to be complete, cf. [GL20, Remark 1.5 and Appendix A].
The analogous result for the first eigenvalue of the Laplace operator on closed surfaces
is known by work of the second named author [Pet14] and the first named author with
Siffert [MS19a]. Very recently, in their interesting paper [KS20] Karpukhin and Stern have
obtained some related results. They show that for fixed genus γ there is an infinite number
of b ∈ N such that Theorem 1.2 holds if Σ has genus γ and b boundary components. Their
argument relies on a comparison result between Steklov and Laplace eigenvalues combined
with the main result of [MS19a].
The main result of the second named author in [Pet19] applied to the first non zero
Steklov eigenvalue σ1 states that if we set
σ1(γ, k) = sup
g
σ1(Σ, g)Lg(∂Σ)
for an orientable surface Σ of genus γ with k boundary components, and if one has that
σ1(γ, k) > σ1(γ − 1, k + 1) for γ ≥ 1 and k ≥ 1
and
σ1(γ, k) > σ1(γ, k − 1) for γ ≥ 0 and k ≥ 2 ,
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then σ1(γ, k) is achieved by a smooth metric. Theorem 1.2 then follows by induction from
the following glueing theorem which is our main technical result.
Theorem 1.3. Let (Σ, g) be a compact surface with smooth, non-empty boundary. Suppose
that Σ′ is topologically obtained from Σ by attaching a strip along two opposite sides of its
boundary along two disjoint portions of the boundary of Σ. Then there is a smooth metric
g′ on Σ′ such that
σ1(Σ
′, g′)L′g(∂Σ
′) > σ1(Σ, g)Lg(∂Σ)
This result gives the required gaps as soon as σ1(γ − 1, k + 1) and σ1(γ, k − 1) are
achieved by a smooth metric. We explain this in more detail in Section 2.2. As mentioned
above, by induction and a combination of [Pet19] and Theorem 1.3, also using that the
flat disk achieves σ1(0, 1), we obtain Theorem 1.2. While it is not written in [Pet19], the
non-orientable case follows along the very same lines. We refer to [MS17] for more details
on the non-orientable closed case. Theorem 1.3 is the analogue of [MS19a, Theorem 1.3]
in the Steklov case. In the closed case we attach a cylinder along two small boundaries of
removed disks on the original surface Σ of genus γ. Let us now describe some features of
the proof of Theorem 1.3.
As discussed in more detail in [MS19, MS19a] there are some serious obstructions on
glueing constructions for which one can hope to obtain the monotonicity result from
Theorem 1.3. Indeed, the most natural idea to prove this result in the closed case was to
attach a thin flat cylinder of length L and radius ε to a surface Σ of genus γ along the
boundary of two removed disks of radius ε, coming from [CES03] (they used the result
from [Ann87]). It is then natural but much harder to compute the first non-zero term in
the asymptotic expansion of the first non-zero eigenvalue on the perturbed surface Σε of
genus γ + 1, as ε → 0. Of course, the first eigenvalue on Σε might very well be smaller
than the first eigenvalue on Σ. But one can hope that the positive extra-term of size ε
given by the asymptotic expansion of the area compensates this loss as ε → 0. For deep
reasons, this is not always possible. One expects the range of parameters L for which
there is hope to get sufficiently strong asymptotic control on the eigenvalue to be such
that the perturbed surface Σε enjoys some interaction between the spectra on the thick
and the thin part, respectively.
More precisely, one should adjust the length of the cylinder L (potentially depending on
ε) so that the first eigenvalue of the interval of length L is close to the first eigenvalue of the
thick part to observe this interaction phenomenon. However, there is a fatal obstruction
term in the asymptotic expansion of the eigenvalue containing u⋆(p0) + u⋆(p1) where u⋆
is a first eigenfunction of Σ and the handle is attached near the points p0 and p1. If this
term does not vanish, one can never obtain the strict inequality from Theorem 1.3 by this
technique at least for such parameters L, but other parameters are not expected to have
a chance anyways. This can occur when the first eigenvalue has multiplicity on Σ, which
is exactly the situation we have for a maximal metric.
This remark also applies to the Steklov spectrum (see [FS19] for similar constructions):
The natural strip that one would like to use is a flat rectangle of size Lε × ε2 that we
attach along intervals of length ε2 on the boundary of Σ. An analogous analysis gives the
obstruction term u⋆(p0) + u⋆(p1) where u⋆ is a first Steklov eigenfunction of Σ. Notice
that in the special case of the sphere or the disk, respectively, attaching the thin part
along antipodal points gives that obstruction term from above vanishes. But there there
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is no way to obtain this for instance on the flat equilateral torus (the unique maximizer
among tori [Nad96]).
Therefore, in order to prove these type of glueing results one has to drastically change
the geometry of the attached thin part. The guiding principle here, originating from
[MS19], is that the convergence rate can not be any better than the L1-norm of an L2-
normalized eigenfunction on the thin part. (For the flat rectangle this is of size ε1/2 losing
against the additional boundary length on scale ε.) In particular, this forces us to work
with a geometry that observes the formation of continuous spectrum in the limit ε → 0.
Also, we notably introduce a big asymmetry between the attaching boundaries, while we
try to have a thin part with computable spectra. The glueing construction in [MS19a]
by the first author jointly with Siffert uses a thin, hyperbolic cusp of area ε truncated at
R = R(ε), whose Dirichlet and Neumann spectrum is perfectly computable by separation
of variables, and has an infinite number of eigenvalues converging to 14 as ε → 0. Again,
one can play with a parameter of dilatation t, such that t
2
4 is the first eigenvalue of the
thin part and is close to the first eigenvalue of the thick part, in order to capture the
interaction between both spectra, and cleverly choose the parameters t and R so that the
expected strict inequality occurs.
Compared to the approach in [MS19a] we have to face a number of new difficulties in
order to prove the Theorem 1.3. These are most significantly related to the fact that the
Steklov problem does not enjoy as strong separation of variables properties as available
for the Laplace spectrum. On the other hand, we strongly believe that the techniques
developed here - whose necessity grew out of the aforementioned reasons - could be used
to shorten the argument in [MS19a].
The domain analogous to hyperbolic cylinders in the Steklov case is a cuspidal domain
introduced by Nazarov-Taskinen [NT08], as the region on the plane such that y > 0
and −y22 ≤ x ≤ y
2
2 , since it is the simplest example having a continuous spectrum. We
discovered that there is a strong link between the structure of the spectrum and associated
eigenfunctions on a truncated hyperbolic cusp and on these cuspidal domains truncated
at r ≤ y ≤ 1, and this is the reason why the approach in the closed case and Steklov case
are so related.
Organization of the paper. In Section 2, we explain the glueing construction and
the ansatz for the behaviour of solutions to the eigenvalue equation of the Dirichlet-
to-Neumann operator on cuspidal domains, inspired by the well-known solutions of the
eigenvalue equation for the Laplacian on a truncated hyperbolic cusp.
In Section 3, we give a good upper bound on the eigenvalues σiε for i ∈ {1, . . . ,K + 1}
on the glued surface in terms of σ⋆ (the first eigenfunction on the thick surface Σ, of
multiplicity K) and parameters on the thin part.
We then give a first pointwise estimate on eigenfunctions in the attaching region (Sec-
tion 4).
The accurate energy bound deduced from Section 3 combined with the results from
Section 4, which give some control on the boundary values, allow us to perform an asymp-
totic analysis on the thin part up to a good choice of dilatation parameter on the cuspidal
domain so that we have strong interaction between the first eigenvalue of the thick part
and the bottom of the spectrum of the thin part. This fine analysis on the eigenvalue
equation on the thin part is performed in Section 5. By testing the first eigenfunction on
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the thick part we also deduce that σ1ε −σ⋆ = O(ε) as the perimeter of the cuspidal domain
tends to zero on scale ε.
To conclude, we need to improve this bound to σ1ε − σ⋆ = o(ε) as ε → 0. Fortunately,
we can use one of the eigenfunctions associated to σiε for i ∈ {2, . . . ,K + 1} in order to
correct for the non-zero mean value of the first eigenfunction on the thick part leading
to an improved bound. In Section 6, we use the results from Section 2 and the refined
energy estimates from Section 5 to choose an improved test function for σ⋆ and complete
the proof of Theorem 1.3.
Acknowledgments. The first named author is grateful to Iosif Polterovich for pointing
out the work [NT08] by Nazarov and Taskinen to him. He would also like to thank the
Universite´ de Paris for their hospitality during his stay in December 2019. The second
named author would like to thank the University of Chicago for an invitation. Both visits
initiated the preparation of this paper.
2. The glueing construction
In this section we introduce the two parameter family of competitors for the problem
that we use to obtain Theorem 1.3. We also discuss some of the properties of the cus-
pidal domain that we use. In particular, we give several analogies regarding its spectral
properties with the family of truncated hyperbolic cusps used in the closed case.
2.1. The construction. Let (Σ, g) be a compact connected Riemannian surface with a
non-empty smooth boundary ∂Σ of length Lg(∂Σ) = 1.
Let ε > 0. We set
Ωε =
{
(x, y) ∈ R2; rε ≤ y ≤ 1,−y
2
2
≤ x ≤ y
2
2
}
for a parameter 0 < rε < 1 endowed with the metric
gǫ =
ǫ4dx2 + ǫ2dy2
t2ε
for some tε > 0. Note that (Ωε, gε) is isometric to {(x, y) ∈ R2; εrε ≤ y ≤ ε,−y
2
2 ≤ x ≤ y
2
2 }
endowed with the metric dx
2+dy2
t2ε
. We also write
I±ε =
{
(x, y) ∈ R2; rε ≤ y ≤ 1, y = ±x
2
2
}
.
We glue the cuspidal domain Ωε at the neighborhood of two points p0, p1 ∈ ∂Σ in the
following way. For i = 0, 1, let ϕi : Bi → D+2 be a conformal chart at the neighborhood of
pi ∈ Bi such that ϕi(pi) = 0, ϕi(Bi) = D+2 , ϕi(Bi ∩ ∂Σ) =]− 2, 2[×{0} and
g = ϕ⋆i
(
e2ωi
(
dx2 + dy2
))
for a smooth function ωi : D
+
2 → R. We denote by Σε the surface (which also depends on
our choice of r and t but those in turn will depend on ε) that we obtain by gluing Σ and
Ωε along the intervals [−12 , 12 ]× {0} in the charts
f0 : B0 → D+2
ε2
and g0 : Ωε → E0 ,
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at the neighborhood of p0, where
(2.1) E0 =
{
(x, z);
r − 1
ε
≤ z ≤ 0 and − (1 + εz)
2
2
≤ x ≤ (1 + εz)
2
2
}
and in the charts
f1 : B1 → D+2
r2ε2
and g1 : Ωε → E1
at the neighborhood of p1, where
(2.2) E1 =
{
(x, z);
r − 1
r2ε
≤ z ≤ 0 and − (1− rεz)
2
2
≤ x ≤ (1− rεz)
2
2
}
and where fi and gi are defined by the formulae
f−10 (x, z) = ϕ
−1
0
(
ε2 (x, z)
)
and g−10 (x, z) = (x, 1 + εz) ,
f−11 (x, z) = ϕ
−1
1
(
ε2r2 (x, z)
)
and g−11 (x, z) =
(
r2x, r (1− rεz)) .
so that in the chart at the neighborhood of p0 in Σε the metric is given by{
ε4e2ω0(ε
2(x,z))
(
dx2 + dz2
)
if 0 ≤ z < 2
ε2
and − 12 ≤ x ≤ 12
ε4
t2ε
(
dx2 + dz2
)
if r−1ε ≤ z ≤ 0 and − (1+εz)
2
2 ≤ x ≤ (1+εz)
2
2
and in the chart at the neighborhood of p1 in Σε the metric is given by{
r4ε4e2ω1(r
2ε2(x,z))
(
dx2 + dz2
)
if 0 ≤ z < 2
ε2
and − 12 ≤ x ≤ 12
r4ε4
t2ε
(
dx2 + dz2
)
if r−1
r2ε
≤ z ≤ 0 and − (1−rεz)22 ≤ x ≤ (1−rεz)
2
2 .
We denote by σ⋆ the first non-zero Steklov eigenvalue of the surface Σ. Moreover, σ
1
ε
denotes the first non-zero Steklov eigenvalue on Σε. We aim at proving that for suitable
choices of the parameters tε and rε we have that
σ1ε = σ⋆ + o(ε) ,
where ε is the scale of the extra length of the boundary when we glue Ωε to Σ.
We also remark that it is easy to approximate the metric on Σε by smooth metrics
e.g. using [Kok14, Lemma 4.1] combined with the observation that Σε carries a smooth
conformal structure.
2.2. The topological change. Note that the new surface Σε will differ topologically
from the initial surface Σ. Through different choices of the points pi and orientations of
the charts fi, gi this gives rise to various options for the topological type of Σε. None
of these choices will affect our analytic arguments at all. However, it is of fundamental
importance for our application towards Theorem 1.2 that this covers all the topological
changes required to apply the main result from [Pet19]. Let us briefly explain how to
achieve this.
We first discuss the case that Σ is orientable with genus γ ≥ 0 and k ≥ 1 boundary
components. If we take p0 and p1 to lie in the same component of the boundary we can
obtain two types of surfaces by attaching the cuspidal domain Ωε. If we choose compatible
orientations for the charts fi and gi, Σε is orientable has genus γ and k + 1 boundary
components. If we reverse the orientation of one of the charts, the resulting surface will
be non-orientable, have k boundary components and non-orientable genus 2γ + 1.
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If we assume that k ≤ 2 there is also the option of taking p0 and p1 to lie in different
components of ∂Σ. In this case, if we attach Ωε such that we obtain an orientable surface
(i.e. we choose compatible orientations for the charts), we find that Σε has genus γ + 1
and k − 1 boundary components. If we reverse the orientation of one of the charts in
which we glue, the new surface will have non-orientable genus 2γ +2 and k− 1 boundary
components.
If we start with a non-orientable surface Σ of non-orientable genus γ and k boundary
components, the topological type depends only on the location (in the same or in different
components of the boundary) of the points p0 and p1. It will either have non-orientable
genus γ and k + 1 boundary components, or non-orientable genus γ + 1 and k boundary
components.
2.3. Spectral properties of the cuspidal domain. We briefly discuss some spectral
properties of the cuspidal domains Ωε. While we do not give any proofs here, we give
some motivation behind our ansatz for the asymptotic expansion. Later we deal with
eigenfunctions on the cuspidal domain that are restrictions of eigenfunctions on Σε and
hence obey weaker control on the boundary values.
2.3.1. The energy on one dimensional functions and the main ansatz. For simplicity we
consider t = 1 for the moment. First of all, notice that for fixed y ∈ [r, 1] the standard
Poincare´ inequality applied along line segments {(x, y) : −y22 ≤ x ≤ y
2
2 } implies that
functions with bounded energy on Ωε endowed with gε become more and more constant in
the x-direction for ε small. Therefore, as a first ansatz, we would like to consider functions
φ : Ωε → R with φ(x, y) = φ(y). Of course, these will never be exact eigenfunctions. The
energy of these functions is given by
ˆ
Ωε
|∇φ|2 dAε = ε
ˆ 1
r
y2φ2y dy,
while the boundary mass is
ˆ
I+∪I−
|φ|2 dlε = 2ε(1 +O(ε2))
ˆ 1
r
|φ|2 dy.
We want to point out that this resembles (up to the error term on the scale ε2, a factor
of 2, and changing y → 1/y) exactly the Dirichlet energy and the L2-norm, respectively,
on rotationally symmetric functions on a truncated hyperbolic cusp
This suggest to use the following change of variables that is the starting point of our
asymptotic analysis. For a function φ ∈W 1,2(Ωε) we write
(2.3) φ(x, y) =
√
tεy
− 1
2
√
ε
√
ln 1r
θ
(
x,
ln(y)
ln(r)
)
,
where θ is defined on
Ω˜ =
{
(x, v) ∈ R2; 0 ≤ v ≤ 1,−r
2v
2
≤ x ≤ r
2v
2
}
.
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We introduce new coordinates for Ω by the change of variables (x, y) = (x, rv). It is
convenient to write, for a function θ defined on Ω˜, for the mean value on horizontal lines
θ = r−2v
ˆ r2v
2
− r2v
2
θdx .
We can then write in the new coordinates
(2.4)
ˆ
I±
φ2dlε =
ˆ 1
0
θ2
(
±r
2v
2
, v
)√
1 + ε2r2vdv ,
(2.5)
ˆ
I±
φdlε =
√
ln
1
r
√
ε√
tε
ˆ 1
0
r
v
2 θ
(
±r
2v
2
, v
)√
1 + ε2r2vdv,
and
(2.6)
ˆ
Ω
|∇φ|2gε dAε = tε
 1
ε2
ˆ 1
0
ˆ r2v2
− r2v
2
θ2xdx
 dv + ˆ 1
0
(
θ
2
+
θv
ln 1r
)2
dv

where dAε =
ε3
t2ε
dxdy, |∇φ|2gε = t2ε
(
ε−4φ2x + ε−2φ2y
)
and dlε =
ε
tε
√
1 + ε2y2dy on I±,
noticing that
φx =
√
tεy
− 1
2
√
ε
√
ln 1r
θx and φy = −
√
tεy
− 3
2
√
ε
√
ln 1r
(
θ
2
+
θv
ln 1r
)
.
Most of our arguments will take place on the level of θ since this is the scale on which
we can hope to get good control on eigenfunctions. Broadly speaking we aim at proving
that if φ is an eigenfunction on Ωε, then θ converges to a solution of f
′′+νf = 0 for ε→ 0
in a sufficiently strong sense.
2.3.2. The asymptotic behaviour of the spectrum for the cuspidal domains. The argument
in [MS19a] relies on the following properties of the spectrum of the truncated hyperbolic
cusp (with parameter α ∈ (1/3, 1/2)) with area on scale ε:
• The first non-trivial Dirichlet eigenvalue is bounded away from zero.
• The L1-norm of the normal derivative along the boundary of the first non-trivial
L2-normalized eigenfunction is of size o(ε). (It is on scale ε(3α+1)/2).
• The separation of two consecutive Dirichlet eigenvalues is much larger than the L1-
norm of the normal derivative along the boundary of the normalized eigenfunctions.
(It is lε2α versus lε(3α+1)/2 for the l-th eigenvalue.)
• The first non-trivial Neumann and Dirichlet eigenvalues are related by λ0 ≤ µ1.
The starting point of our construction was to find an analogue for the Steklov problem.
It turns out that this is given by the cuspidal domains that we use. In fact, one can
prove similar assertions on their spectrum. However, the more robust asymptotic tech-
niques developed here to attack this problem turn out to apply more generally directly to
restrictions of eigenfunctions from Σε using that one can propagate some control on the
boundary values from the compactness of Σ.
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3. Upper bounds for eigenvalues of the glued surface
Recall that we denote by σ⋆ the first non-trivial Steklov eigenvalue of Σ. Moreover, we
write K = mult σ⋆ for the multiplicity of σ⋆.
Using appropriate extensions of σ⋆-eigenfunctions and an eigenfunction of the limiting
quadratic form on Ωε we can obtain some upper bounds on σ
1
ε , . . . , σ
K+1
ε through a classical
test function argument on the variational characterization of eigenvalues.
Claim 3.1. The first eigenvalue on Σε satisfies
(3.2) σ1ε ≤ min
{
σ⋆ +O
(
ε(
ln 1r
)2 + ε2
)
,
tε
8
+
tεπ
2
2 (ln r)2
+O
(
ε(
ln 1r
)3 + ε2
)}
,
as ε→ 0 and r → 0. Moreover, we have that
(3.3) σK+1ε ≤ max
{
σ⋆,
tε
8
+
tεπ
2
2 (ln r)2
}
+O
 ε
ln 1r
+
ε
1
2(
ln 1r
) 3
2
+ ε2

as ε→ 0 and r → 0.
Proof. Let u⋆ be an eigenfunction associated to the first eigenvalue σ⋆ on Σ with unit
L2-norm on the boundary. We set
uε =
{
(u⋆(p1)− u⋆(p0)) ln yln r + u⋆(p0) in Ωε
u⋆ + η(ε
2ϕ0) (u⋆(p0)− u⋆) + η(r2ε2ϕ1) (u⋆(p1)− u⋆) in Σ
,
where η is a smooth cut-off function such that η = 1 on D, η = 0 in R2 \ D2 and ∇η is
a bounded function, so that uε is a Lipschitz function on Σε which extends u⋆ well to Ωε
up to slightly modifying u⋆ at the neighbourhood of p0 and p1.
By the variational characterization of the first eigenvalue we have that
σ1ε ≤
´
Σε
|∇uε|2gε dAε´
∂Σε
(uε)
2 dlε − (
´
∂Σε
uεdlε)
2
1−2πε2+ 2ε
t
+O(ε3)
≤
´
Σ |∇uε|2g dAg +
´
Ωε
|∇uε|2gε dAgε´
∂Σ u
2
⋆dlε −O(ε2)
as ε→ 0, where we noticed in the denominator that |u⋆ − u⋆(p0)| = O(ε2) and |u⋆ − u⋆(p1)| =
O(r2ε2) in the neighbourhoods of p0 and p1 on which uε and u⋆ do not agree. We also
noticed that uε is uniformly bounded on Ωε so that the mean value on the boundary is
controlled by the length of order ε of the boundary. For the gradient, we haveˆ
Ωε
|∇uε|2gε dAgε = ε
ˆ 1
r
y2 |∂yuε|2 dy ≤ ε(
ln 1r
)2
andˆ
Σ
|∇uε|2g dAg ≤
ˆ
Σ
|∇u⋆|2 dAg + 2
ˆ
Σ
|∇u⋆| |∇(u⋆ − uε)| dAg +
ˆ
Σ
|∇ (u⋆ − uε)|2 dAg
≤
ˆ
Σ
|∇u⋆|2g dAg + 2Cε2 ‖∇ (u⋆ − uε)‖L2 + ‖∇ (u⋆ − uε)‖2L2
≤
ˆ
Σ
|∇u⋆|2g dAg +O(ε4)
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as ε → 0, where we used conformality of ε2ϕ0 and ε2ϕ1 and again that |u⋆ − u⋆(p0)| =
O(ε2) and |u⋆ − u⋆(p1)| = O(r2ε2) on supp∇(η(ε2ϕ0)) and supp∇(η(r2ε2ϕ1)), respec-
tively. This gives the first term in the right-hand side of the inequality (3.2).
Now, we aim at proving the inequality
(3.4) σ1ε ≤
tε
8
+
tεπ
2
2(ln r)2
+O
(
ε
(
ln
1
r
)−3
+ ε2
)
.
Indeed, we test the variational characterization of σε with the functions
φ(y) =
√
tεy
− 1
2
√
ε
√
ln 1r
sin
(
π
ln(y)
ln(r)
)
.
That is, thanks to (2.3), we compute the quantities on the right hand sides in (2.4) (2.5)
and (2.6) for f(v) = sin(πv). We have that
ˆ 1
0
(
f
2
+
f ′
ln 1r
)2
dv =
ˆ 1
0
f2
4
dv +
ˆ 1
0
(f ′)2(
ln 1r
)2 dv + ˆ 1
0
ff ′
ln 1r
dv ,
and that
ˆ 1
0
ff ′
ln 1r
dv =
ˆ 1
0
(
f2
)′
2 ln 1r
dv =
f(1)2 − f(0)2
2 ln 1r
= 0 .
We denote by I =
´ 1
0 r
v
2 sin(πv)dv. Integrating by parts twice, we get
I
(
1 +
4π2
(ln r)2
)
=
4π
(ln r)2
(
1 + r
1
2
)
so that
ε
1
2
√
ln
1
r
ˆ 1
0
r
v
2 f(v)
√
1 + ε2r2vdv = ε
1
2
√
ln
1
r
I(1 +O(ε2)) = O
(
ε
1
2
(
ln
1
r
)− 3
2
)
as ε → 0. Thanks to (2.4) (2.5) and (2.6) we get from the variational characterization
that
σ1ε ≤
´
Ω |∇φ|2gε dAε´
I+∪I− φ
2dlε − (
´
I+∪I− φdlε)
2
1−2πε2+ 2ε
t
+O(ε3)
≤ tε
´ 1
0
f2
4 dv +
´ 1
0
(f ′)2
(ln 1r )
2 dv
2
´ 1
0 f
2dv −O
(
ε
(
ln 1r
)−3
+ ε2
)
as ε→ 0, which gives the inequality (3.4).
Now, in order to prove the inequality (3.3) on σK+1ε , it suffices to take the previous
test functions (note that we have K linearly independent functions of the first type) and
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notice that they are orthogonal up to a small error term we shall compute:
ˆ
Ωε
〈∇uε,∇φ〉gε dAgε = ε
ˆ 1
r
y2uε,yφy
√
1 + ε2y2dy
=
t
1
2
ε ε
1
2 (u⋆(p0)− u⋆(p1))(
ln 1r
) 1
2
ˆ 1
0
r
v
2
(
f ′
2
+
f
ln 1r
)√
1 + ε2r2vdv
= O
(
ε
1
2
(
ln
1
r
)− 5
2
)
+O(ε2)
where we use the computation of I =
´ 1
0 r
v
2 sin(πv)dv and we also compute
´ 1
0 r
v
2 cos(πv)dv
by integration by parts. We also have that
ˆ
I+∪I−
uεφdlgε =
ε
tε
ˆ 1
r
uεφ
√
1 + ε2y2dy
=
ε
1
2
(
ln 1r
) 1
2
t
1
2
ε
ˆ 1
0
r
v
2 ((u⋆(p1)− u⋆(p0))v + u⋆(p0))f(v)
√
1 + ε2r2vdv
= O
(
u⋆(p0)ε
1
2
(
ln
1
r
)− 3
2
+ ε
1
2
(
ln
1
r
)− 5
2
+ ε2
)
,
where we can prove by several integrations by parts that
´ 1
0 r
v
2 v sin(πv)dv = O
((
ln 1r
)−3)
.
Moreover, if u⋆ and v⋆ are two orthonormal σ⋆-eigenfunctions on Σ, we have thatˆ
Σε
|〈∇uε,∇vε〉gε |dAε ≤
ˆ
Σ
|∇u⋆||∇(vε − v⋆)|+
ˆ
Σ
|∇v⋆||∇(uε − u⋆)|
+
ˆ
Σ
|∇(uε − u⋆)||∇(vε − v⋆)|+ ε
ˆ 1
r
y2uε,yvε,ydy
≤Cε4 + C ε(u⋆(p0)− u⋆(p1))(v⋆(p0)− v⋆(p1))(
ln 1r
)2
≤Cε4 + Cε(
ln 1r
)2 .
Similarly, assuming that u⋆(p0) = 0, we also have that
ˆ
∂Σε
|uεvε|dlε ≤ Cε2 + C ε
tε
ˆ 1
r
|uεvε|dy ≤ Cε4 + C ε
tε
ˆ 1
r
ln y
ln r
dy
≤ Cε4 + C ε
ln
(
1
r
) .
Finally let us choose u1⋆, . . . , u
K
⋆ an orthonormal basis of σ⋆-eigenfunctions such that
ui⋆(p0) = 0 for i ≥ 2 and denote by u1ε, . . . , uKε the corresponding extensions constructed
above. The estimate (3.3) now easily follows from the estimates above and the variational
characterization of eigenvalues applied to the space spanned by u1ε, . . . , u
K
ε , φ from above.
♦
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4. Pointwise estimates on eigenfunctions
We first aim at giving pointwise estimates on eigenfunctions at the neighbourhood of
p0 and p1 on Σ in order to get some control on the boundary values of the eigenvalue
equation on Ωε. More precisely, we want to get estimates on θ(0) and θ(1), where we use
the change of variables to the function θ as described in Section 2.3.1. It is natural to
compare them to u⋆(p0) and u⋆(p1), where u⋆ is the weak limit in W
1,2(Σ) (and strong
limit in L2(∂Σ)) of uε. Notice that by the elliptic estimates of [Rob11] on domains with
corners, the functions uε are C
0,α up to the boundary. We have the following compatibility
conditions:
(4.1)
1
ε2
ˆ ε2
2
− ε2
2
(
uε ◦ ϕ−10
)
(x, 0)dx = φ(1) =
√
tεθ(0)
√
ε
√
ln 1r
,
(4.2)
1
r2ε2
ˆ r2ε2
2
− r2ε2
2
(
uε ◦ ϕ−11
)
(x, 0)dx = φ(r) =
√
tεr
− 1
2 θ(1)
√
ε
√
ln 1r
.
Because of the factor r−
1
2 in (4.2) that is not present in (4.1), we see that θ(0) and θ(1)
do not play the same role. More precisely, θ(1) will be much smaller. Therefore, we will
never need a very precise estimate in the neighborhood of p1.
Claim 4.3. Let uε be an L
2(∂Σε)-normalized σ
l
ε-eigenfunction for l ∈ {1, . . . ,K+1}. We
have a constant C > 0 independent of ε and r such that
(4.4)
∣∣(uε ◦ ϕ−11 ) (x)∣∣ ≤ C ln 1rε
for any x ∈ D+
r2ε2
up to the boundary, and
(4.5)
∣∣(uε ◦ ϕ−10 ) (x)∣∣ ≤ C ln 1ε
for any x ∈ D+
ε2
up to the boundary. More precisely,
(4.6)∣∣(uε ◦ ϕ−10 ) (x)− u⋆(p0)∣∣ ≤ C (‖uε − u⋆‖W 1,2(Σ) + ‖∇φε‖L2(Fε) + |σε − σ⋆|+ ε+ bε ln 1ε
)
for any x ∈ D+
ε2
up the boundary, where Fε = {(x, y) ∈ Ω; 1− ε ≤ y ≤ 1} and
(4.7) bε =
ε
π
φy(1) .
Proof. We set
(4.8) miε(ρ) =
1
π
ˆ π
0
(
uε ◦ ϕ−1i
)
(ρ (cos θ, sin θ)) dθ
for i = 0, 1, the mean value of uε on the arc of radius ρ in the neighbourhood of pi in
the conformal chart ϕi. Since the charts ϕi are conformal and thanks to the eigenvalue
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equation on ∂Σ \ (A0 ∪A1), we know that
(4.9)
∆
(
uε ◦ ϕ−1i
)
= 0 in D+2
−∂y
(
uε ◦ ϕ−10
)
= eω0σε
(
uε ◦ ϕ−10
)
on [−2, 2] × {0} \
(
[− ε22 , ε
2
2 ]× {0}
)
if i = 0
−∂y
(
uε ◦ ϕ−11
)
= eω1σε
(
uε ◦ ϕ−11
)
on [−2, 2] × {0} \
(
[− r2ε22 , r
2ε2
2 ]× {0}
)
if i = 1
so that
−1
ρ
∂ρ
(
ρ
(
miε
)′)
=
eωiσε
πρ
(
uε ◦ ϕ−1i (ρ, 0) + uε ◦ ϕ−1i (−ρ, 0)
)
for any ε
2
2 < ρ ≤ 1 if i = 0 and for any r
2ε2
2 < ρ ≤ 1 if i = 1. We integrate this equation
to obtain
(4.10) ρ
(
miε
)′
(ρ) =
(
miε
)′
(1) − σε
π
ˆ
J1\Jρ
uεdlg
where Js = ϕ
−1
i ([−s, s]× {0}). Integrating again, we get that
miε(ρ) = m
i
ε(1) + ln ρ
(
miε
)′
(1)− σε
π
ˆ ρ
1
1
s
(ˆ
J1\Js
uεdlg
)
ds.
Moreover, we have by Ho¨lder’s inequality that∣∣∣∣∣
ˆ ρ
1
1
s
(ˆ
J1\Js
uεdlε
)
ds
∣∣∣∣∣ ≤
ˆ ρ
1
1
s
ˆ
J1\Jρ
|uε|dlεds ≤
(
ln
1
ρ
)√
N
√
Lg(J1 \ Jρ),
which then implies by the estimates above that∣∣miε(ρ)∣∣ ≤ ∣∣miε(1)∣∣ + ∣∣∣(miε)′ (1)∣∣∣ (ln 1ρ
)
+
σε
π
√
N
√
Lg(J1 \ Jρ)
(
ln
1
ρ
)
.
By standard elliptic theory on (4.9), we know that∣∣miε(1)∣∣ + ∣∣∣(miε)′ (1)∣∣∣ ≤ C√N
as ε→ 0 so that we obtain
(4.11)
∣∣miε(ρ)∣∣ ≤ C√N (1 + ln 1ρ
)
for ρ ≥ ε2 if i = 0 and for ρ ≥ r2ε2 if i = 1.
Let us be more precise for i = 0. We set
bε =
ε2
2
(
m0ε
)′(ε2
2
)
.
Notice that by the computation above (more precisely (4.10)) and a similar application of
Green’s formula, we have that
(4.12) bε =
(
m0ε
)′
(1)− σε
π
ˆ
J1\J ε2
2
uεdlg =
ε
π
φy(1) ,
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so that in particular our notation for bε is consistent with (4.7). By integrating (4.12) as
before we then deduce the following formula
m0ε(ρ) = m
0
ε(1) + ln ρ
(
m0ε
)′
(1)− σε
π
ˆ ρ
1
1
s
(ˆ
J1\Js
uεdlg
)
ds
= m0ε(1) + bε ln ρ+ ln ρ
σε
π
ˆ
J1\J ε2
2
uεdlg − σε
π
ˆ ρ
1
1
s
(ˆ
J1\Js
uεdlg
)
ds
= m0ε(1) + bε ln ρ+ ln ρ
σε
π
ˆ
Jρ\J ε2
2
uεdlg +
σε
π
ˆ ρ
1
1
s
(ˆ
Js\Jρ
uεdlg
)
ds
= m0ε(1) + bε ln ρ+ ln ρ
σε
π
ˆ
Jρ\J ε2
2
uiεdlg +
σε
π
ˆ ρ
1
1
s
(ˆ
Js\Jρ
uεdlg
)
ds .
We can do the very same computation for m0⋆, the mean value of u⋆ on the arc of radius
ρ in the neighbourhood of p0 in the conformal chart ϕ0, where u⋆ ◦ϕ−10 satisfies the same
equation with eigenvalue σ⋆ but now also along J ε2
2
(which does not hold for uε). This
gives that
m0⋆(ρ) = m
0
⋆(1) + ln ρ
σ⋆
π
ˆ
Jρ
u⋆dlg +
σ⋆
π
ˆ ρ
1
1
s
(ˆ
Js\Jρ
u⋆dlg
)
ds .
The difference between m0ε and m
0
⋆ gives
m0ε(ρ) = m
0
⋆(ρ) + bε ln ρ+
(
m0ε −m0⋆
)
(1)
+ ln ρ
σε
π
ˆ
Jρ\J ε2
2
(uε − u⋆) dlg + σε − σ⋆
π
ˆ
Jρ\J ε2
2
u⋆dlg − σ⋆
π
ˆ
J
ε2
2
u⋆dlg

+
σε
π
ˆ ρ
1
1
s
(ˆ
Js\Jρ
(uε − u⋆)dlg
)
ds+
σε − σ⋆
π
ˆ ρ
1
1
s
(ˆ
Js\Jρ
u⋆dlg
)
ds.
Moreover, we can estimate∣∣∣∣∣
ˆ ρ
1
1
s
(ˆ
Js\Jρ
(uε − u⋆)dlg
)
ds
∣∣∣∣∣ ≤
ˆ ρ
1
1
s
√
Lg(Js \ Jρ)‖uε − u⋆‖L2(Jρ\Js)ds
≤ C‖uε − u⋆‖L2(∂Σ)
ˆ ρ
1
(s− ρ)1/2
s
ds
≤ C‖uε − u⋆‖L2(∂Σ)
and similarly for the last term in the difference of the mean values above. Therefore,
we get by standard elliptic estimates on a compact subset of Σ \ {p0, p1} and Ho¨lder’s
inequality that there is a constant C independent of ε and ρ such that
(4.13)
∣∣m0ε(ρ)−m0⋆(ρ)− bε ln ρ∣∣ ≤ C (‖uε − u⋆‖L2(∂Σ) + |σε − σ⋆|+ ε2 ln 1ρ
)
for any ρ ∈ D \ D ε2
2
.
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Now we look at uε in the charts fi and gi that we used to define the gluing between
Ωε and Σ at the neighborhood of pi for i = 0, 1. We denote by v
i
ε the functions in these
charts and the equation (4.9) becomes
(4.14)

∆v0ε = 0 in D
+
2
ε2
∪ E0
−∂yv0ε = ε2eω0(ε
2(x,z))σεv
0
ε in
[− 2ε2 , 2ε2 ]× {0} \ ([−12 , 12]× {0})
∂ν±0
v0ε =
ε2
tε
σεv
0
ε if
r−1
ε ≤ z ≤ 0 and x = ± (1+εz)
2
2
∆v1ε = 0 in D
+
2
r2ε2
∪ E1
−∂yv1ε = r2ε2eω1(r
2ε2(x,z))σεv
1
ε in
[− 2
r2ε2
, 2
r2ε2
]× {0} \ ([−12 , 12]× {0})
∂ν±1
v1ε =
r2ε2
tε
σεv
1
ε if
r−1
r2ε
≤ z ≤ 0 and x = ± (1−rεz)22
where Ei for i = 0, 1, defined by (2.1) and (2.2), are the image of Ωε under the charts gi,
and ν±i is the outpointing normal on the boundaries of Ei endowed with the flat metric.
By elliptic regularity on domains with corners [Rob11], we know that viε ∈ C0,α and we
have the estimates ∥∥v0ε −m0ε(ε2)∥∥Ck(F0) ≤ C (ε+ 1)∥∥v1ε −m1ε(r2ε2)∥∥Ck(F1) ≤ C (rε+ 1)
for some constant C as soon as Fi is a bounded set at the neighborhood of (0, 0). Therefore,
(4.5) and (4.4) hold true. The energy which appears in the right-hand term of the pointwise
estimate for i = 0 gives the precise estimate (4.6). ♦
5. Asymptotic expansion on the first eigenvalue and first eigenfunction
In this section we prove our main technical tool, a precise asymptotic expansion of an
eigenfunction on the cuspidal domain with control on boundary values given by Claim 4.3.
5.1. Preliminary computations. Let uε be an eigenfunction associated to σ
1
ε with unit
norm, that is
´
∂Σε
u2εdlε = 1. Integrating the equation satisfied by uε, we get that
(5.1)
ˆ
Σ
|∇uε|2g dAg − σεN +
ˆ
Ωε
|∇φε|2gε dAε = σεM ,
where we write φε = uε|Ωε for the eigenfunction uε in the chart Ωε of Σε,
M =
ˆ
I+∪I−
φ2εdlε and N =
ˆ
∂Σ\(A0∪A1)
u2εdlg
are the boundary masses of the eigenfunctions on the cuspidal domain and on the surface
where
A0 = ϕ
−1
0
(
D
+
ε2
) ∩ ∂Σ and A1 = ϕ−11 (D+r2ε2) ∩ ∂Σ.
Notice that by assumption M + N = 1. We define a new function θ by the change of
variables (2.3), and thanks to (2.6) we can rewrite the gradient term over Ωε so that (5.1)
becomes
(5.2)
δε
tε
+
1
ε2
‖θx‖2L2(Ω˜) +
ˆ 1
0
(
θ
2
+
θv
ln 1r
)2
dv =
σε
tε
M ,
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where
(5.3) δε =
ˆ
Σ
|∇uε|2g dAg − σεN
and we have that
ˆ 1
0
(
θ
2
+
θv
ln 1r
)2
dv =
ˆ 1
0
(
θ2
4
+
θθv
ln 1r
+
θ2v(
ln 1r
)2
)
dv ,
so that (5.2) becomes
(5.4) M
(
σε
tε
− 1
8
)
(1 +O(ε2)) =
δε
tε
+
‖θx‖2L2(Ω˜)
ε2
+
1
(ln r)2
ˆ 1
0
θ2vdv + I1 + I2 ,
where
I1 =
1
8
ˆ 1
0
(
2θ2 − θ2
(
r2v
2
, v
)
− θ2
(
−r
2v
2
, v
))
dv
and
I2 =
1
ln 1r
ˆ 1
0
θθvdv .
We have that
θθv =
(
θ − θ) θv + θ¯θv = (θ − θ) θv + θ · θv .
But since
(
θ
)′
= θv + ln
(
1
r
) (
2θ − θ( r2v2 , v)− θ(− r
2v
2 , v)
)
and
2
ˆ 1
0
θ
(
θ
)′
dv = θ
2
(1) − θ2(0) ,
we get
I2 =
1
2 ln 1r
(
θ
2
(1)− θ2(0)
)
+ I3 ,
where
I3 =
1
ln 1r
ˆ 1
0
(
θ − θ) θvdv − ˆ 1
0
θ
(
2θ − θ
(
r2v
2
, v
)
− θ
(
−r
2v
2
, v
))
dv .
Let − r2v2 ≤ x ≤ r
2v
2 , then
(5.5)
∣∣θ(x, v)− θ¯(v)∣∣ = r−2v
∣∣∣∣∣∣
ˆ r2v
2
− r2v
2
(ˆ s
x
θt(t, v)dt
)
ds
∣∣∣∣∣∣ ≤
(
r4vθ2x(v)
) 1
2
.
Note that since r2v ≤ 1 this implies that we also have that
‖θ¯‖L2(0,1) ≤
∥∥∥∥θ¯ − θ(r2v2 , v
)∥∥∥∥
L2(0,1)
+
√
M ≤ ‖θx‖L2(Ω˜) +
√
M.(5.6)
Similarly, discarding r2v ≤ 1 again, thanks to Ho¨lder’s inequality,
|I1| ≤ 1
8
(∥∥∥∥θ¯ + θ(r2v2 , v
)∥∥∥∥
L2(0,1)
+
∥∥∥∥θ¯ + θ(−r2v2 , v
)∥∥∥∥
L2(0,1)
)
‖θx‖L2(Ω˜)
≤ 1
2
(‖θx‖L2(Ω˜) +
√
M) ‖θx‖L2(Ω˜) ,
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and
ˆ 1
0
∣∣∣(θ − θ)θv∣∣∣ dv ≤ ˆ 1
0
ˆ r2v
2
− r2v
2
θ2x
1
2 θv dxdv
≤
ˆ 1
0
ˆ r2v
2
− r2v
2
θ2x dxdv
1/2ˆ 1
0
ˆ r2v
2
− r2v
2
θ2v dxdv
1/2
≤ ‖θx‖L2(Ω˜)
(ˆ 1
0
r2vθ2v dv
)1/2
.
After discarding r2v ≤ 1 in the line above we then find from the above estimates that
|I3| ≤ 1
ln 1r
(ˆ 1
0
θ2vdv
)1/2
‖θx‖L2(Ω˜) + 2
∥∥θ¯∥∥
L2(0,1)
‖θx‖L2(Ω˜) .
Gathering our estimates, using again that ‖θx‖L2(Ω˜) ≤ ε by (5.4), we then have thanks to
Young’s inequality that
(5.7) eε = |I1|+ |I3| = O
‖θx‖2L2(Ω˜)
ηε
+ ηε
∥∥∥θ2v∥∥∥
L1(0,1)
(ln r)2
+ ηεM

for any ηε ∈ (0, 1]. Now, we can rewrite (5.4) as follows
(5.8)
M
(
σε
tε
− 1
8
)
=
δε
tε
+
‖θx‖2L2(Ω˜)
ε2
+
1
(ln r)2
ˆ 1
0
θ2vdv+
1
2 ln 1r
(
θ
2
(1)− θ2(0)
)
+O(eε+ ε
2M) .
The formula (5.8) gives the main connection between the behaviour of the eigenfunction
uε on the thick part Σ and Ωε the thin part.
We now incorporate our pointwise estimate Claim 4.3 into (5.8). Notice that by (4.4)
at the neighbourhood of p1 and by (4.2), we have that
θ
2
(1)
2 ln 1r
=
rε
tε
φ(1)2
2
= O
(
rε
(
ln
1
rε
)2)
and (5.8) becomes
(5.9)
M
(
σε
tε
− 1
8
)
=
δε
tε
+
‖θx‖2L2(Ω˜)
ε2
+
1
(ln r)2
ˆ 1
0
θ2vdv−
θ
2
(0)
2 ln 1r
+O
(
eε + ε
2M + rε
(
ln
1
rε
)2)
.
Since Lg(∂Σ) = 1 by the Poincare´ trace inequality, we have that
σ⋆
(
N −
(ˆ
∂Σ
uεdlg
)2)
≤ σ⋆
(ˆ
∂Σ
u2εdlg −
(ˆ
∂Σ
uεdlg
)2)
≤
ˆ
Σ
|∇uε|2dAg,
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where we recall that σ⋆ is the first non-zero Steklov eigenvalue on Σ. This immediately
implies that δε defined by (5.3) can be estimated according to
(5.10) N (σ⋆ − σε) ≤ δε + σ⋆
(ˆ
∂Σ
uεdAg
)2
.
Since uε has zero mean value on ∂Σε, we have that(ˆ
∂Σ\(A0∪A1)
uεdlg
)2
=
(ˆ
I+∪I−
φεdlε
)2
.
Moreover, we have thanks to Claim 4.3 thatˆ
A0∪A1
uεdlg = O
(
ε2 ln ε
)
so that we find
(5.11) (σ⋆ − σε) ≤ δε
N
+ 2
σ⋆
N
((ˆ
I+∪I−
φεdlε
)2
+O
(
ε4 (ln ε)2
))
,
where we also remark that (ˆ
I+∪I−
φεdlε
)2
= O(Mε)
thanks to Ho¨lder’s inequality.
The first idea is then to make δε as small as possible in order to have the expected
inequality.
5.2. Choice of the parameter tε. We now aim at choosing the adapted parameters tε
(near t⋆) and rε for which we we have a chance to minimize δε. We choose
rε = exp
(
− 1
εα
)
for 0 < α < 12 and. Let us also introduce the parameter
t⋆ = 8σ⋆.
The following claim is our tool to make a good choice for tε.
Claim 5.12. Let α and rε be as above and 2α < τ < 1. For any η > 0, there is ε0 > 0
such that for any 0 < ε < ε0 and any ε
1−τ < ξε < 1− η, there is tε > 0 (converging to t⋆
as ε→ 0) such that M = ξε for some first eigenfunction uε.
Remark 5.13. We have not ruled out the possibility that the first eigenvalue of Σε has
multiplicity. In particular note that the assignment t 7→ M might not be a well-defined
map but depends on the choice of a normalized first eigenfunction.
Proof. We define a function M˜ : [t0, t1]→ [0, 1] as follows.
M˜ = inf
{u∈E1 : ‖u‖L2(∂Σε)=1}
ˆ
I+ε ∪I−ε
|u|2 dlε
where E1 denotes the space of σ
1
ε -eigenfunctions (note that all of this depends on the
parameter t as well).
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In a first step we argue that
M˜(t1) ≤ ε1−τ
for t1 > t⋆ fixed and ε ≤ ε0.
If for t1 > t⋆, we have M˜(t) > ε
1−τ along a sequence εn → 0, then
(ln r)2 εφ(1)2
2M
≤ Cετ−2α (ln ε)2 → 0
for some constant C as ε → 0 by (4.5) and (4.1). Using also the inequality (5.11),
where α < 12 , combined with (3.2), we find from (5.9) that (ln r)
2
(
σ1ε
tε
− 18
)
is bounded
from below. It is clear by (3.2) that it is also bounded from above by π2. Therefore, it
converges up to a subsequence to a constant λ ∈ [0, π2].
Therefore, we have that for any t in a compact neighbourhood of t⋆,
σ1ε = t
(
1
8
+
λ
2 (ln r)2
+ o
(
1
(ln r)2
))
.
which is impossible by the eigenvalue bound from (3.2) for ε sufficiently small.
Next, we claim that
lim
ε→0
M˜(t0) = 1.(5.14)
For t0 < t⋆ fixed we take uε a normalized first eigenfunction. We have that uε is bounded
in W 1,2(Σ) since ˆ
Σ
|∇uε| ≤ σ1ε ≤ σ⋆ + o(1)
thanks to (3.2), and ˆ
∂Σ
|uε|2 ≤ N + Cε2 (ln ε)2
by (4.5). Therefore, it follows from standard Sobolev trace theory that (uε) is bounded
W 1,2(Σ). Hence, after potentially taking a subsequence, uε converges weakly in W
1,2(Σ)
and strongly in L2(∂Σ) to a function u0 on Σ. Moreover, by ellipticity of the eigenvalue
equation, uε converges in C
2
loc(Σ \ {p0, p1}) to u0. Therefore, u0 satisfies a Steklov eigen-
value equation on Σ with eigenvalue limε→0 σ1ε . Thanks to the inequality (3.4), we know
that limε→0 σ1ε ≤ t8 . Moreover, using that θ(0)
2
ln 1
r
= O(ε (ln ε)2) as ε → 0, that M +N = 1,
and the definition of δε in formula (5.9), we get that limε→0 σ1ε ≥ t8 . Therefore, we arrive
at
lim
ε→0
σ1ε =
t
8
∈ (0, σ⋆),
where σ⋆ is the first non-zero Steklov eigenvalue on Σ and we conclude that u0 = 0. By
strong convergence in L2(∂Σ) we then have that limε→0N = 0 so that limε→0M = 1.
Since the argument applies to any sequence of eigenfunctions we conclude (5.14).
We can now decrease ε0 > 0 if necessary such that we have
M˜(t1) ≤ ε1−τ < ξ < 1− η ≤ M˜(t0)
for any ε ∈ (0, ε0]. In particular,
tε = sup{t ∈ [t0, t1] : M˜ > ξ} ∈ (t0, t1)
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is well-defined for ε ∈ (0, ε0]. We claim that for tε we can find a first eigenfunction on Σε
as desired.
In fact, by construction, we find sequences rn ր tε and sn ց tε and associated normal-
ized first eigenfunctions vn and wn respectively withˆ
I+ε ∪I−ε
|vn|2 dlε ≤ ξ ≤
ˆ
I+ε ∪I−ε
|vn|2 dlε.
Thanks to (3.2) and the compact emedding W 1,2(Σε) → L2(∂Σε) (note that this holds
also along a sequence of parameters t since all the norms are uniformly equivalent for
different choices of t ∈ [t0, t1] and ε > 0 fixed) we may assume vn → v and wn → w weakly
in W 1,2(Σε) and strongly in L
2(∂Σε). We now have two options: If v = ±w we are done
immediately. In any other case we can easily find a linear combination of v and w with
the desired property. ♦
5.3. The asymptotic expansion. We now provide the precise asymptotic expansion of
the first eigenfunction on the cuspidal domain.
Recall our choice of 2α < τ < 1 and rε = exp
(− 1εα ). Moreover, thanks to Claim 5.12
we may assume that tε is such that M ≥ ε1−τ for some first eigenfunction. All the results
in this section refer to this specific eigenfunction.
Now, we aim at studying the convergence properties of θ¯. We first focus on the function
θ defined on Ω˜. We know that φ satisfies
(5.15)
ǫ
4∆gǫφ := φxx + ǫ
2φyy = 0 in Ωε
∂
ν
±
ǫ
φ
tε
:=
±φx−ε2yφy
ε2
√
1+ε2y2
= σεtε φ on I
±
ε
where I±ε = {(x, y) ∈ R2; rε ≤ y ≤ 1, y = ±x
2
2 } and ν±ε = tε
(±1,−ε2y)
ε2
√
1+ε2y2
is the outward
pointing normal along I±ε with respect to gε. Therefore, θ satisfies the following equation
(5.16)

r2vθxx + ǫ
2
(
3θ
4 +
2θv
ln 1
r
+ θvv
(ln 1r )
2
)
= 0 in Ω˜
±θx + ε2
(
θ
2 +
θv
ln 1
r
)
= ε2
√
1 + ε2r2v σεtε θ if x = ± r
2v
2
Thanks to (5.16), θv = r
−2v ´ r2v2
− r2v
2
θv(x, v)dx satisfies the equation
(5.17) − θv ′ = (ln r)2
((
θ
(
r2v
2
, v
)
+ θ
(
−r
2v
2
, v
))(
σε
tε
√
1 + ε2r2v − 1
2
)
+
3
4
θ¯
)
.
That is, if we denote µ(v) =
(
2θ¯(v)− θ
(
r2v
2 , v
)
− θ
(
− r2v2 , v
))
, we have the equation
(5.18)
− θv ′ = (ln r)2
((
2
σε
tε
− 1
4
)
θ¯ + 2
σε
tε
(√
1 + ε2r2v − 1
)
θ¯ +
(
1
2
− σε
tε
√
1 + ε2r2v
)
µ
)
.
We also have that
(5.19) θ¯′ =
(
ln
1
r
)
µ+ θv.
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Moreover, recall the compatibility conditions (4.1) and (4.2) for v = 0 and v = 1 given by
1
ε2
ˆ ε2
2
− ε2
2
(
uε ◦ ϕ−10
)
(x, 0)dx = φ(1) =
√
tεθ(0)
√
ε
√
ln 1r
,
1
r2ε2
ˆ r2ε2
2
− r2ε2
2
(
uε ◦ ϕ−11
)
(x, 0)dx = φ(r) =
√
tεr
− 1
2 θ(1)
√
ε
√
ln 1r
.
Using these equations on θ¯ and θv and that thanks to (5.5) ‖µ‖L2(0,1) is controlled by
‖θx‖L2(Ω˜), which has to be very small as ε → 0, we can perform an asymptotic anal-
ysis of the eigenvalue σ1ε , and of the functions θ¯ and θv in W
1,2(0, 1) associated to the
corresponding eigenfunction.
Claim 5.20. We have the following asymptotic expansion of σ1ε
(5.21)
σ1ε
tε
=
1
8
+
π2
2 (ln r)2
− c1
c0
π
(ln r)2
+O
(
1
(ln r)2
(
c1
c0
)3
+
∥∥∥∥θxc0
∥∥∥∥
L2(Ω˜)
+ ε2
)
as ε→ 0, the W 1,2(0, 1) asymptotic expansion of θ¯
(5.22)
θ¯
c0
= f +
c1
c0
f1 +
(
c1
c0
)2
f2 +O
((
c1
c0
)3
+ (ln r)2
∥∥∥∥θxc0
∥∥∥∥
L2(Ω˜)
)
and the W 1,2(0, 1) asymptotic expansion of θv
(5.23)
θv
c0
= f ′ +
c1
c0
(f1)
′ +
(
c1
c0
)2
(f2)
′O
((
c1
c0
)3
+ (ln r)2
∥∥∥∥θxc0
∥∥∥∥
L2(Ω˜)
)
where c0 =
√
M , c1 = θ¯(0), and for v ∈ [0, 1], we define f(v) = sinπv and
(5.24) f1(v) = (1− v) cos πv − 1
2π
sinπv
(5.25) f2(v) =
(
−v
2
2
+ v −
(
1
2
+
3
8π2
))
sinπv .
Remark 5.26. We show below (see (5.27)) that
∥∥∥θxc0 ∥∥∥L2 = O(ε ln(r)−1) = O(ε1+α).
Therefore, in terms of α we can rewrite the error terms as follows. In (5.21) the error term
is controlled by
ε
1
2
(3+α) log(1/ε)3
c30
+ ε1+α
and the error terms in (5.22) and (5.23) are controlled by
ε
3
2
(1−α) log(1/ε)3
c30
+ ε1−α .
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Proof. Using thatM ≥ ε1−τ , 2α < τ < 1, and the pointwise estimates (4.5) in combination
with the compatibility condition(4.1), we get that
(ln r)2 εφ(1)2
2M
≤ Cετ−2α (ln ε)2 → 0 as ε→ 0 .
From this combined with (3.2), (5.9) and (5.11) we then deduce that (ln r)2
(
2σεtε − 14
)
is
bounded from below. By (3.2), it is also bounded from above by π2. Therefore, up to
taking a non-relabeled subsequence1, we may assume that
(ln r)2
(
2
σε
tε
− 1
4
)
→ λ ∈ [0, π2].
We then deduce from (5.5) and (5.9) that
(5.27)
∥∥∥∥ µ√M
∥∥∥∥
L2(0,1)
≤
∥∥∥∥θxc0
∥∥∥∥
L2(0,1)
= O
(
ε
(
ln
1
r
)−1)
as ε→ 0 .
Moreover, by (5.6) we also have that θ¯√
M
is bounded in L2(0, 1). By (5.9) and Jensen’s
inequality we find that θv√
M
is bounded in L2(0, 1). Thanks to (5.18), we can then deduce
that θv√
M
is bounded in W 1,2(0, 1). We may therefore take a subsequence such that
θv√
M
→ g
weakly in W 1,2(0, 1) and strongly in C0, 12 . By (5.19) and (5.27), θ¯√
M
is bounded in
W 1,2(0, 1) and we may thus assume that
θ¯√
M
→ f
weakly in W 1,2(0, 1). Again, by (5.19) combined with (5.27), θ¯√
M
converges strongly in
W 1,2(0, 1) to f and f ′ = g. Thanks to the pointwise bounds (4.4) and (4.5) combined
with the compatibility conditions (4.1) and (4.2), and also using that that M ≥ ε1−τ , we
have that f(0) = 0 and f(1) = 0. Therefore, passing to the limit in (5.18) we find that
(5.28)
{
f ′′ + λf = 0 in (0, 1)
f = 0 if v = 0 or v = 1 .
Since
´ 1
0 f
2(v)dv = 12 , we have that f 6= 0 and since λ ≤ π2, we must have
λ = π2 and f(v) = ± sin(πv),
i.e.
lim
ε→0
(
(ln r)2
(
2
σε
tε
− 1
4
))
= π2(5.29)
By changing uε to −uε if necessary we assume from here on that f(v) = sin(πv).
1We ignore the issue of taking subsequence from here on, since we only work with precompact sequences
with limit independent of the subsequence.
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Let us continue the asymptotic expansion of σε and θ¯. We set
R1 = θ¯ − c0f ,
where f(v) = sin(πv) and c0 =
√
M and we set
ν1 = (ln r)
2
(
2
σε
tε
− 1
4
)
− π2 + a ,
where
(ln r)2
(
2
σε
tε
− 1
4
)
− π2 → 0 ,
as ε→ 0, and
a(v) = (ln r)2 2
σε
tε
(√
1 + ε2r2v − 1
)
= O
(
(ln r)2 ε2
)
.
Then, we write (5.18) as
(5.30) − (θv − c0f ′)′ = ν1θ¯ + π2R1 + bµ
and (5.19) as
(5.31) θv − c0f ′ = R′1 −
(
ln
1
r
)
µ
where
b(v) = (ln r)2
(
1
2
− σε
tε
√
1 + ε2r2v
)
∼ 3
8
(ln r)2
as ε→ 0 since σεtε → 18 by (5.29). We recall that
∥∥∥ µc0∥∥∥L2(0,1) = O (ε (ln 1r)−1) (see (5.27)).
We set
(5.32) δ1 = |ν1|+ (ln r)2
∥∥∥∥ µc0
∥∥∥∥
L2(0,1)
+
∥∥∥∥R1c0
∥∥∥∥
W 1,2(0,1)
+ r
1
4 .
We divide the equations (5.30) and (5.31) by δ1c0 so that the right-hand-terms in (5.30) and
(5.31) stay bounded in L2(0, 1) (by the definition of δ1). This means that
1
δ1c0
(
θv − c0f ′
)
is bounded in W 1,2(0, 1) and we may assume
1
δ1c0
(
θv − c0f ′
)→ ρ0
weakly in W 1,2 and strongly in C0, 12 . Then, by the definition of δ1 (5.32), R1δ1c0 is bounded
in W 1,2(0, 1) and we may assume
R1
δ1c0
→ R01
weakly in W 1,2(0, 1). Then, passing to the limit in (5.31), R1δ1c0 converges strongly in
W 1,2(0, 1) and
(
R01
)′
= ρ0. And we get, passing to the limit in (5.30) and (5.32),
(5.33) − (R01)′′ = ν01f + π2R01 + µ01 ,
(5.34) 1 =
∣∣ν01 ∣∣+ α1 + ∥∥R01∥∥W 1,2(0,1)
24 HENRIK MATTHIESEN AND ROMAIN PETRIDES
where
(5.35)
ν01 = lim
ε→0
ν1 + r
1
4
δ1
, α1 = lim
ε→0
(ln r)2
δ1
∥∥∥∥ µc0
∥∥∥∥
L2(0,1)
and
bµ
c0δ1
→ µ01 in L2(0, 1) as ε→ 0 .
We recall here that f(v) = sin(πv). We also set
β1 = lim
ε→0
θ¯(0)
δ1c0
.
Notice that
∥∥µ01∥∥L2(0,1) ≤ α1 and that β1 = R01(0) ≤ ∥∥R01∥∥W 1,2(0,1). Note that R01(1) = 0
since R1(1) = O(ε
1−3α
2 r
1
2 ) as ε → 0 thanks to the pointwise bound (4.4) and δ1 ≥ r 14
Therefore, testing (5.33) against f we get
(5.36) − πβ1 = ν
0
1
2
+
ˆ 1
0
µ1fdv = 0 .
Let us also prove that
(5.37)
ˆ 1
0
R1
δ1c0
(v)f(v)dv → 0 as ε→ 0 .
We have∣∣∣∣ˆ 1
0
R1
c0
(v)f(v)dv
∣∣∣∣ = ∣∣∣∣ˆ 1
0
(
P (θ¯)
c0
− f
)
(v)f(v)dv
∣∣∣∣ ≤ ‖f‖L2(0,1)
∥∥∥∥∥P
(
θ
)
c0
− f
∥∥∥∥∥
L2(0,1)
,
where we denote by P (θ¯) the orthogonal projection on the space generated by f in L2(0, 1).
A simple application of Pythagoras’ theorem gives that∥∥∥∥P (θ)c0 − f
∥∥∥∥
L2(0,1)
=
1
2
∥∥∥∥ θc0 − f
∥∥∥∥2
L2(0,1)
+O
(∥∥∥∥θxc0
∥∥∥∥
L2(0,1)
)
=
1
2
∥∥∥∥R1c0
∥∥∥∥2
L2(0,1)
+O
(∥∥∥∥θxc0
∥∥∥∥
L2(0,1)
)
.
(5.38)
In particular, by the definition of δ1, see (5.32), and using that
∥∥∥R1c0 ∥∥∥L2(0,1) → 0 we obtain
(5.37).
If α1 = β1 = 0, then µ
0
1 = 0 (recall that ‖µ01‖L2(0,1) ≤ α1) and then, by (5.36), also
ν01 = 0. Then, by (5.33),
(
R01
)′′
+ π2R01 = 0. Since also R
0
1(1) = 0 this implies that R
0
1 is
parallel to f . But by (5.37) R01 is also orthogonal to f , which implies that we have R
0
1 = 0,
so that all terms on the right hand side of (5.34) vanish, which is impossible.
Therefore, we must have α1 + |β1| 6= 0. Notice that if α1 6= 0, then, we have that
θ¯(0)
c0
∼ β1
α1
(ln r)2
∥∥∥∥ µc0
∥∥∥∥
L2(0,1)
so that the asymptotic expansion is proved.
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We now assume that α1 = 0. Therefore, by (5.32) and the definition of ν
0
1 and β1 6= 0
in (5.35),
(5.39) ν1 ∼ ν
0
1
|β1|
∣∣θ¯(0)∣∣√
M
+ r
1
4 ∼ −2π θ¯(0)
c0
+ r
1
4 as ε→ 0 .
Again, by (5.32) and (5.35), and because R0 is the strong limit of
R
δ1c0
in W 1,2(0, 1),
(5.40)
∥∥∥∥R1c0
∥∥∥∥
W 1,2(0,1)
∼
∥∥R01∥∥W 1,2(0,1)
|β1|
∣∣θ¯(0)∣∣
c0
as ε→ 0 .
Notice also that R1−θ¯(0)f1δ1c0 converges to 0 in W
1,2(0, 1) where f1 defined by (5.24) is the
unique solution of the equation −f ′′1 − π2f1 = −2πf which satisfies f1(0) = 1, f1(1) = 0
and
´ 1
0 f1(v)f(v)dv = 0.
Therefore, we can continue the asymptotic expansion, we set
R2 = θ¯ − c0f − c1f1 ,
where we recall that c0 =
√
M and we set c1 = θ¯(0). Knowing (5.39), we set
ν2 = ν1 + 2π
c1
c0
.
Then, we write (5.30) as
(5.41) − (θv − c0f ′ − c1f ′1)′ = ν2θ¯ + π2R2 − 2πc1c0R1 + bµ
and (5.31) as
(5.42) θv − c0f ′ − c1f ′1 = R′2 +
(
ln
1
r
)
µ .
We set
(5.43) δ2 = |ν2|+ (ln r)2
∥∥∥∥ µc0
∥∥∥∥
L2(0,1)
+
∥∥∥∥R2c0
∥∥∥∥
W 1,2(0,1)
+
(c1)
2
(c0)
2 + r
1
4 .
Then, by the the same argument as above, we can pass to the limit in (5.41) and (5.42)
and find that
(5.44) − (R02)′′ = ν02f + π2R02 − 2πβ2f1 + µ2 ,
(5.45) 1 =
∣∣ν02 ∣∣+ α2 + ∥∥R02∥∥W 1,2(0,1) + β2 ,
where R02 is the strong limit of
R2
δ2c0
in W 1,2,
(5.46) ν02 = lim
ε→0
ν2 + r
1/4
δ2
, α2 = lim
ε→0
(ln r)2
δ2
∥∥∥∥ µc0
∥∥∥∥
L2(0,1)
, β2 = lim
ε→0
(c1)
2
δ2 (c0)
2
and
bµ
δ2c0
→ µ2 in L2(0, 1) as ε→ 0 .
Now, if α2 6= 0, we get that
(c1)
2
(c0)
2 ∼
β2
α2
(ln r)2
∥∥∥∥ µc0
∥∥∥∥
L2(0,1)
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and the asymptotic expansion is proved.
We now assume that α2 = 0. We integrate (5.44) against to f and because R
0
2(0) =
R02(1) = 0, and µ2 = 0, we get
(5.47) 0 =
ν02
2
.
Therefore, (5.44) becomes − (R02)′′ − π2R02 = −2πβ2f1 and we have more precisely that
R2−c2f2
δ2c0
converges to 0 in W 1,2, where c2 =
c21
c0
, and f2 is defined by (5.25) and is the
solution of
−f ′′2 − π2f2 = −2πf1
such that f2(0) = 0, f2(1) = 0 and
´ 1
0 f2f +
1
2
´ 1
0 (f1)
2 = 0. Indeed, because
´ 1
0 f1f = 0,
we have that
(5.48)
ˆ 1
0
R2f =
ˆ 1
0
R1f = c0
ˆ 1
0
(
P (θ¯)
c0
− f
)
f = − c0√
2
∥∥∥∥∥P
(
θ
)
c0
− f
∥∥∥∥∥
L2(0,1)
and thanks to (5.38) and (5.40), we getˆ 1
0
R2f = −c0
2
∥∥∥∥R1c0
∥∥∥∥2
L2(0,1)
so that we have the integral formula on f2 when we pass to the limit.
We can continue the asymptotic expansion again. We set
R3 = θ¯ − c0f − c1f1 − c2f2 ,
and we set
ν3 = ν2 = ν1 + 2π
c1
c0
.
Then, we write (5.41) as
(5.49) − (θv − c0f ′ − c1f ′1 − c2f ′2)′ = ν3θ¯ + π2R3 − 2πc1c0R2 + bµ
and (5.42) as
(5.50) θv − c0f ′ − c1f ′1 − c2f ′2 = R′3 +
(
ln
1
r
)
µ
We set
(5.51) δ3 = |ν3|+ (ln r)2
∥∥∥∥ µc0
∥∥∥∥
L2(0,1)
+
∥∥∥∥R3c0
∥∥∥∥
W 1,2(0,1)
+
(c1)
3
(c0)
3 + r
1
4 .
Then, by the same arguments as above, one can pass to the limit in (5.49) and (5.50) in
order to have
(5.52) − (R03)′′ = ν03f + π2R03 − 2πβ3f1 + µ3 ,
(5.53) 1 =
∣∣ν03 ∣∣+ α3 + ∥∥R03∥∥W 1,2(0,1) + β3 ,
where R03 is the strong limit of
R3
δ3c0
in W 1,2,
(5.54) ν03 = lim
ε→0
ν3 + r
1
4
δ3
, α3 = lim
ε→0
(ln r)2
δ3
∥∥∥∥ µc0
∥∥∥∥
L2(0,1)
, β3 = lim
ε→0
(c1)
3
δ2 (c0)
3
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and
bµ
δ3c0
→ µ3 in L2(0, 1) as ε→ 0 .
Now, if α3 6= 0, we get that
(c1)
3
(c0)
3 ∼
β2
α2
(ln r)2
∥∥∥∥ µc0
∥∥∥∥
L2(0,1)
and the asymptotic expansion is proved.
We now assume that α3 = 0. We integrate (5.44) against f and because R
0
3(0) =
R03(1) = 0, and µ3 = 0, we get
(5.55) 0 =
ν02
2
− 2π
ˆ 1
0
ff2 .
Therefore, (5.44) becomes − (R02)′′ − π2R02 = −2πβ2f1 and we have more precisely that
R2−c3f3
δ3c0
converges to 0 in W 1,2, where c3 =
(c1)
3
(c0)
2 , and f3 is a solution of
−f ′′3 − π2f3 = −2π
(
f2 − 2
(ˆ 1
0
ff2
)
f
)
,
which gives the asymptotic expansion. ♦
We know aim at applying (5.11) with good estimates of the right-hand side. Going
back to the notation φ of the eigenfunction associated to σε on the chart Ωε, we first have
to estimate its mean value on I+ ∪ I−. By taking the derivative φy with respect to y of
φ and then the mean value with respect to x, on the equation (2.3) and denoting y = rv,
we have
(5.56) φy(y) = −
√
tεy
− 3
2
√
ε
√
ln 1r
(
θ¯(v)
2
+
θv(v)
ln 1r
)
.
Since φ is harmonic on Ωε, we have by integration by parts
(5.57) ε
(
φy(1) − r2φy(r)
)
= −
ˆ
I+∪I−
∂ν±ε φdlε = −σε
ˆ
I+∪I−
φdlε .
By Claim 5.20 we know that θvc0 converges to f
′(v) = π cos(πv) in C0,
1
2 so that by (5.56),
we have that
φy(1) ∼ −
(
1
2
φ(1) +
√
tεπc0ε
3α
2
− 1
2
)
,
φy(r) ∼ −r−
3
2
(
r
1
2
2
φ(r)−√tεπc0ε
3α
2
− 1
2
)
as ε→ 0. Therefore,
φ¯(1) ∼ 2
(
σε
ε
ˆ
I+∪I−
φdlε + r
φ¯(r)
2
− (1 + r 12 )√tεπc0ε
3α
2
− 1
2
)
so that
(5.58)
ˆ
I+∪I−
φdlε ∼ εφ¯(1)
2σε
+
√
tεπc0
σε
ε
3α
2
+ 1
2
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as ε→ 0.
Now, as already said, we aim at obtaining a good estimate for δε in order to apply
(5.11). We have by (4.1) and (5.9) that
‖θx‖2L2(0,1)
ε2
+
ˆ 1
0
(
θv − θv
)2
(ln r)2
+
δε
tε
= c20
(
σε
tε
− 1
8
− π
2
2 (ln r)2
+
c1
c0
π
(ln r)2
)
+
(c0)
2
(ln r)2
(
π2
2
− c1
c0
π −
ˆ 1
0
(
θv
c0
)2
dv
)
+
θ¯(0)2
2 ln 1r
+O(ε1+α) ,
(5.59)
where we chose ηε = ε
1+α in (5.7), in order to have eε + rε
(
ln 1rε
)2
= O(ε1+α) as ε → 0.
By (5.21), we have that
c20
(
σε
tε
− 1
8
− π
2
2 (ln r)2
+
c1
c0
π
(ln r)2
)
= O
(
ε2α
(c1)
3
c0
+ c0 ‖θx‖L2 + c20ε2
)
as ε→ 0 .
Finally, by (5.23),∥∥∥∥∥θvc0 − f ′ − c1c0 f ′1 − (c1)
2
(c0)
2 f
′
2
∥∥∥∥∥
W 1,2(0,1)
= O
(
(c1)
3
(c0)
3 + ε
−2α
∥∥∥∥θxc0
∥∥∥∥
L2
)
.
and we have
´ 1
0 (f
′)2 = −π and ´ 10 f ′ (f1)′ = −π, so that
c20
(ln r)2
(
π2
2
− c1
c0
π −
ˆ 1
0
(
θv
c0
)2
dv
)
≤ O
(
ε2α (c1)
2 + c0 ‖θx‖L2
)
.
Gathering all the previous inequalities and (5.58), in order to estimate δε in (5.59),
‖θx‖2L2(Ω˜)
ε2
+
ˆ 1
0
(
θv − θv
)2
(ln r)2
+
δε
tε
=
θ¯(0)2
2 ln 1r
+O
(
ε2α (c1)
2 + c0 ‖θx‖L2 + ε1+α
)
(5.60)
and then, the inequality (5.11) becomes
(5.61) σ⋆ − σε ≤ εφ¯(1)
2
2N
+O
(
1
N
(
ε2α (c1)
2 + c0 ‖θx‖L2 + ε1+α
))
,
where we have that tεε
2αc21 = ǫ
1+αφ¯(1)2. We now choose for the rest of the argument
M = N =
1
2
,
which is possible thanks to Claim 5.12. If we can prove that φ¯(1) = o(1) as ε→ 0, we can
conclude the proof of Theorem 1.3. Indeed, (5.61) would give that σ⋆− σε = o(ε) and the
extra-length of Σε with respect to Σ is of order ε.
However, there is in general no reason that φ¯(1) = o(1) as ε→ 0. Indeed, using (5.60)
we can prove that the W 1,2 and energy norms in the right-hand term of (4.6) converge
to 0 as fast as ε
1
2 (see formula (6.10) in Claim 6.9, in the next section). Therefore, φ¯(1)
converges to u⋆(p0), where u⋆ is the weak limit of uε inW
1,2 (Σ). As a σ⋆-eigenfunction on
Σ, u⋆ does not necessarily vanish at p0. In the case when σ⋆ is simple, one can choose an
attaching point p0 such that u⋆(p0) = 0. More generally, if any eigenfunction associated
to σ⋆ vanishes at some point p0, we get the theorem. This is not necessarily true.
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Therefore, the Poincare´ inequality we invoked to prove (5.10) and then (5.11) is not
sufficient to get σ⋆ − σε = o(ε). The key idea to improve this estimate is to use a better
perturbation of a first eigenfunction to get good control on the mean value. (Before,
we simply did this by a constant function.) The way we do this is by using another
eigenfunction with eigenvalue close to σ1ε which perturbs the eigenvalue equation on a
much smaller scale.
6. The improved test function
Recall all the choices up to this point. We have rε = exp
(− 1εα ), with α < 12 and tε
chosen with the help of Claim 5.12 such that we have u1ε a normalized σ
1
ε -eigenfunction
with M = N = 12 . From here on we assume in addition that also α >
1
3 such that
ε
3α
2
+ 1
2 = o(ε) for the scale in the estimates above.
In order to conclude our main result we would like to choose a better test function
by finding a good linear combination of the first eigenfunction and another eigenfunction
with eigenvalue close to σ1ε . We would like to have a similar asymptotic expansion on
the cuspidal domain available for the corresponding eigenfunction in order to arrange for
cancelations in our asymptotic estimates. In order to do so we first need to locate another
eigenfunction with some concentration of mass on the cuspidal domain.
Let us consider an eigenvalue σlε on Σε with 2 ≤ l ≤ K + 1 where we recall that
K = mult σ⋆ denotes the multiplicity of the first non-trivial eigenvalue on Σ. In practice,
l could depend on ε but up to taking a subsequence we may assume that it is fixed.
By the estimates from the previous sections, we can prove that
(6.1) σlε =
tε
8
+
tεπ
2
2
ε2α +O
(
ε (ln ε)2
)
as ε → 0. Indeed, by (3.3), if σlε is controlled by the second term in the maximum, (6.1)
holds true (as we know the lower bound even for σ1ε). If not, we have that σ
l
ε − σ⋆ =
O
(
ε
3α
2
+ 1
2
)
as ε→ 0. Therefore, using (4.5) and (5.61), we have
σlε = σ
l
ε − σ⋆ + σ⋆ − σ1ε + σ1ε = σ1ε +O
(
ε (ln ε)2
)
as ε→ 0 ,
and using (5.21), we get the conclusion (6.1). In order to obtain the same type of as-
ymptotic expansion for σlε and the corresponding eigenfunction as in Claim 5.20 we need
to make sure that the eigenfunction has some of its mass concentrated on the cuspidal
domain. We achieve this by choosing l appropriately in the next claim.
Claim 6.2. For ε > 0 sufficiently small we can find l ∈ {2, . . . ,K + 1} such that there is
a normalized σlε-eigenfunction orthogonal to u
1
ε withˆ
I+ε ∪I−ε
|ulε|2dlε ≥
1
4K
.
Proof. We argue by contradiction and may thus take a collection u2ε, . . . u
K+1
ε of orthonor-
mal eigenfunctions all orthogonal to u1ε, such that u
l
ε is an σ
l
ε-eigenfunction andˆ
I+ε ∪I−ε
|ulε|2dlε ≤
1
4K
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for any l = 2, . . . ,K + 1. In particular, also using the corresponding bound for the first
eigenfunction, we find by Cauchy–Schwarz for wε =
∑K+1
i=1 tiu
i
ε that
ˆ
I+ε ∪I−ε
|wε|2dlε ≤
ˆ
I+ε ∪I−ε
(
K+1∑
i=1
t2i
)(
K+1∑
i=1
|uiε|2
)
dlε ≤ 3
4
‖wε‖2L2(∂Σε) .(6.3)
After taking appropriate subsequences we can assume that ulε → ul⋆ weakly in W 1,2(Σ)
and strongly in L2(∂Σ) for l = 1, . . . ,K + 1. As in the proof of Claim 5.12 we find that
all of these are σ⋆-eigenfunctions u
l
⋆. But this can be seen to be impossible as follows.
We can choose wε =
∑K+1
i=1 tiu
i
ε with ‖wε‖L2(∂Σε) = 1 such that
´
∂Σwεu
l
⋆ = 0 for any
l = 1, . . . ,K + 1 since the multiplicity of σ⋆ is only K, so these are in fact only K linear
conditions. By strong convergence in L2(∂Σ) we find that ‖wε‖L2(∂Σ) → 0 as ε → 0.
When combined with (6.3) this gives
‖wε‖2L2(∂Σε) ≤
ˆ
I+ε ∪I−ε
|wε|2dlε + o(1) ≤ 3
4
‖wε‖2L2(∂Σε) + o(1) ,
which is a contradiction for ε sufficiently small. ♦
Thanks to (6.1) and Claim 6.2 we have a good asymptotic expansion for ulε on the
cuspidal domain. This is collected in the following claim, where we denote by θl the good
representation of ulε on the cuspidal domain given by definition (2.3).
Claim 6.4. Let l ∈ {2, . . . ,K+1} be given by Claim 6.2. We have the following asymptotic
expansion of σlε
(6.5)
σlε
tε
=
1
8
+
π2
2 (ln r)2
− d1
d0
π
(ln r)2
+O
(
1
(ln r)2
(
d1
d0
)3
+
∥∥∥∥(θl)xd0
∥∥∥∥
L2(Ω˜)
+ ε2
)
as ε→ 0, the W 1,2(0, 1) asymptotic expansion of θl
(6.6)
θl
d0
= f +
d1
d0
f1 +
(
d1
d0
)2
f2 +O
((
d1
d0
)3
+ (ln r)2
∥∥∥∥(θl)xd0
∥∥∥∥
L2(Ω˜)
)
and the W 1,2(0, 1) asymptotic expansion of (θl)v
(6.7)
(θl)v
d0
= f ′ +
d1
d0
(f1)
′ +
(
d1
d0
)2
(f2)
′ +O
((
d1
d0
)3
+ (ln r)2
∥∥∥∥(θl)xd0
∥∥∥∥
L2(Ω˜)
)
,
where d0 =
√
Ml =
√´
I+∪I− (φl)
2 dlε , d1 = θl(0), and f , f1 and f2 where defined
previously in (5.24) and (5.25).
Proof. The proof is the same as the proof of Claim 5.20, noticing that θl and (θl)v satisfy
the same equation as θ1 and (θ1)v (see (5.18) and (5.19), adding the indices l on θ and
σε), but it starts with the estimate (6.1) which already gives that
(ln r)2
(
2σlε
tε
− 1
4
)
= π2 +O
(
ε1−2α (ln ε)2
)
,
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as ε → 0. We also have the identities (5.5) and (5.9) (adding the indices l on θ, δε, σε)
which give thanks to our choice of l by Claim 6.2 that
(6.8)
∥∥∥∥ µl√Ml
∥∥∥∥
L2(0,1)
= O
(
ε
(
ln
1
r
)−1)
as ε→ 0 ,
Therefore, dividing the equations by
√
Ml, we have a W
1,2 convergence of θl√
Ml
to a non-
zero solution of f ′′ + π2f = 0. Our choice of l by Claim 6.2 gives that f(0) = f(1) = 0.
Up to changing ulε into −ulε, we can assume that f(v) = + sin(πv).
Then, the proof of the asymptotic expansion of σlε, θl and (θl)v is exactly the same as
the proof of the asymptotic expansion of σε1, θ1 and (θ1)v in Claim 5.20. ♦
We now need to give precise estimates on c0, d0, c1 and d1 in order to work with
these parameters. We define by ui⋆ the strong limit in L
2(∂Σ) of u
i
ε√
Ni
for i = 1, l, where
M1 = (c0)
2, Ml = (d0)
2 and N1 + (c0)
2 = Nl + (d0)
2 = 1. Note that this differs from our
previous convention, where we did not rescale by the mass. Recall that N1 =
1
2 . Similarly,
we also have that Nl is bounded away from zero. This can be seen as follows. Thanks to
Claim 5.20 and (5.5) we have that
ˆ
I+ε ∪I−ε
√
tεy
− 1
2
√
ε
√
ln 1r
sin
(
π
ln y
ln r
)
uiεdlε =
√
Mi + o(1)
as ε → 0 for i = 1, l. From this we conclude that M1 +Ml ≤ 1 + o(1), which gives that
Nl ≥ 12 − o(1).
Claim 6.9. We have the following two alternatives, either
σ⋆ − σlε = o(ε)
as ε→ 0 or we have the estimates
(6.10) ε
α−1
2
√
tεc1 =
√
1− (c0)2u1⋆(p0) +O(ε
1
2 )
and
(6.11) ε
α−1
2
√
tεd1 =
√
1− (d0)2ul⋆(p0) +O(ε
1
2 )
as ε→ 0.
Proof. We go back to (4.6) in Claim 4.3, which holds for i = 1, l and gives, after incorpo-
rating the estimates from the end of Section 5, that
(6.12)∣∣∣(uiε ◦ ϕ−10 ) (x)−√Niui⋆(p0)∣∣∣ ≤ C (∥∥∥uiε −√Niui⋆∥∥∥
W 1,2(Σ)
+ ‖∇φi‖L2(Fε) + ε ln
1
ε
)
for any x ∈ ϕ−10 (Dε2) where Fε = {(x, y) ∈ Ω; 1− ε ≤ y ≤ 1}. We also have the estimate
(5.60), which is also true for i = 1, l,
(6.13)
‖(θi)x‖2L2(Ω˜)
ε2
+
ˆ 1
0
(
(θi)v − (θi)v
)2
(ln r)2
+
(δi)ε
tε
=
ε
tε
φi(1)
2
2
+O
(
ε1+αφi(1)
2 + ε1+α
)
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as ε→ 0. By the same computations as in Section 5, on θi, we know that
1
tε
‖∇φi‖2L2(Fε) =
 1
ε2
ˆ ln(1−ε)
ln r
0
ˆ r2v
2
− r2v
2
(θi)
2
x dxdv +
ˆ ln(1−ε)
ln r
0
(
θi
2
+
(θi)v
ln 1r
)2
dv

≤
‖(θi)x‖2L2(Ω˜)
ε2
+
1
(ln r)2
ˆ 1
0
(
(θi)v − (θi)v
)2
dv
+
1
(ln r)2
ˆ ln(1−ε)
ln r
0
(
(θi)v
)2
dv +
(
θi
2
(
ln(1−ε)
ln r
)
− θi2(0)
)
2 ln 1r
+
1
4
ˆ ln(1−ε)
ln r
0
θi
2
dv +O
(
‖(θi)x‖L2(Ω˜)
)
as ε→ 0 for i = 1, l. By (6.13) and the asymptotic analysis on θi and (θi)v we have
(6.14) ‖∇φi‖L2(Fε) = O
(
ε
1
2
)
as ε→ 0. Let v be a first eigenfunction associated to σ⋆, bounded in W 1,2(Σ). We have
ˆ
Σ
∣∣∇ (uiε − v)∣∣2 = ˆ
Σ
∣∣∇uiε∣∣2 + ˆ
Σ
|∇v|2 − 2
ˆ
Σ
〈∇uiε,∇v〉
= (δi)ε + σε
ˆ
∂Σ
(
uiε
)2
+ σ⋆
ˆ
∂Σ
v2 − 2σ⋆
ˆ
∂Σ
vuiε +O
(
ε2 ln
1
ε
)
= (δi)ε +
(
σiε − σ⋆
) ˆ
∂Σ
(
uiε
)2
+ σ⋆
ˆ
∂Σ
(
v − uiε
)2
+O
(
ε2 ln
1
ε
)
≤ C ε
tε
φi(1)
2
2
+ σ⋆
ˆ
∂Σ
(
v − uiε
)2
+O
(
ε1+αφi(1)
2 + ε1+α
)
,
(6.15)
where the second equality comes from integrating by parts and the pointwise estimate
(4.5) on uiε and the fourth inequality uses (5.61) and (6.13). In particular, for v =
√
Niu
i
⋆,
this means that the right-hand term of (6.12) converges to 0 and that the W 1,2-norm of
uiε −
√
Niu
i
⋆ is controled by its L
2-norm up to a term of order ε
1
2 .
Let us now prove that either σ⋆−σiε = o(ε) or
∥∥uiε −√Niui⋆∥∥L2(∂Σ) = O (ε 12) as ε→ 0.
This will complete the proof of Claim 6.9. By contradiction, we assume
(6.16) ε
1
2 = o
(∥∥∥uiε −√Niui⋆∥∥∥
L2(∂Σ)
)
and ε = O
(
σ⋆ − σiε
)
as ε→ 0 .
We integrate the equation satisfied by uiε on Σ \
(
ϕ−10 (D
+
ε2
) ∪ ϕ−11
(
D
+
r2ε2
))
, against a first
eigenfunction v associated to σ⋆ and we get thanks to (6.12) combined with the estimates
above that(
σ⋆ − σiε
) ˆ
∂Σ
vuiεdlg +O
(
ε2
√
Ni
)
=
ˆ
ϕ−10 (S
+
ε2
)∪ϕ−11
(
S
+
r2ε2
)
(
v∂νu
i
ε − uiε∂νv
)
.
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By elliptic theory at the scale ε2 at the neighborhood of p0, we have the following gradient
estimate
(6.17) ε4
∣∣∇uiε∣∣2 (ϕ−10 (x)) ≤ C (ε+ ˆ
∂Σ
(
uiε
)2)
for any x ∈ D+
2ε2
\ D+
2ε2
3
and at the scale r2ε2 at the neighbourhood of p1
(6.18) ε4r4
∣∣∇ (uiε)∣∣2 (ϕ−11 (x)) ≤ C (ε+ ˆ
∂Σ
(
uiε
)2)
for any x ∈ D+
2r2ε2
\ D+
2r2ε2
3
. We simply have that
(
σ⋆ − σiε
)ˆ
∂Σ
vuiεdlg =
ˆ
ϕ−10 (S
+
ε2
)
v∂νu
i
ε +
ˆ
ϕ−11 (S
+
r2ε2
)
(v − v(p1)) ∂νuiε
+v(p1)
ˆ
ϕ−11 (Sr2ε2 )
∂νu
i
ε +O
(
ε2
√
Ni
)
.
By integration by parts combined with the pointwise estimates from Claim 4.3 we also
have that
v(p1)
ˆ
ϕ−11 (Sr2ε2 )
∂νu
i
ε = −v(p1)εr2φy +O
(
r2ε2 log
(
1
rε
))
= O(r) as ε→ 0 ,
We also have that v − v(p1) = O
(
r2ε2
)
, uniformly on S+
r2ε2
. If we assume in addition
that v satisfies v(p0) = 0, we have that |v| = O(ε2) uniformly on S+ε2. Therefore, by the
uniform estimates (6.17) and (6.18) on the gradient, we have for such v that
(6.19)
(
σ⋆ − σiε
) ˆ
∂Σ
vuiεdlg = O
(
ε2
√
Ni
)
as ε→ 0.
For any closed set E in L2 (∂Σ), we denote by PE be the orthogonal projection in L
2
on E. Let E⋆ be the space generated by the eigenfunctions associated to σ⋆. The space
F⋆ = {v ∈ E⋆ : v(p0) = 0}, has codimension at most 1 in E⋆. By the assumption (6.16)
on the distance of the eigenvalues and (6.19), we have that∥∥PF⋆(uiε)∥∥L2(∂Σ) = O (ε√Ni)
as ε → 0. Therefore, now by our assumption on the eigenfunction from (6.16), we have
that ui⋆ ∈ F⊥⋆ . Moreover, since
∥∥√Niui⋆∥∥L2(∂Σ) = ∥∥uiε∥∥L2(∂Σ) we also have that∥∥∥PE⋆ (uiε)−√Niui⋆∥∥∥
L2(∂Σ)
= O
(∥∥∥uiε −√Niui⋆∥∥∥2
L2(∂Σ)
+
√
Niε
)
as ε→ 0. Since by (6.16), ε = O
(∥∥uiε −√Niui⋆∥∥2L2(∂Σ)), we have∥∥uiε − PE⋆ (uiε)∥∥L2(∂Σ) ∼ ∥∥∥uiε −√Niui⋆∥∥∥L2(∂Σ) as ε→ 0 .
We have the following equation on Riε = u
i
ε − PE⋆
(
uiε
)
(6.20)
{
∆gR
i
ε = 0 in Σ
∂νR
i
ε = σεR
i
ε −
(
σ⋆ − σiε
)
PE⋆
(
uiε
)
on ∂Σ \ (A0 ∪A1) .
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We have from (6.15) applied to v = PE⋆
(
uiε
)
combined with ‖Riε‖L2(∂Σ) & ε
1
2 that
Riε
‖Riε‖L2(∂Σ)
is uniformly bounded in W 1,2(Σ). Therefore, we may take
Riε
‖Riε‖L2(∂Σ)
→ Ri⋆
weakly in W 1,2(Σ) and strongly in L2(∂Σ). By the strong convergence in L2(∂Σ) we have
that
∥∥Ri⋆∥∥L2(∂Σ) = 1. Since σ⋆ − σiε = O (ε) as ε → 0, by standard elliptic theory on any
compact subset of Σ \ {p0, p1}, we get the following equation at the limit
(6.21)
{
∆gR
i
⋆ = 0 in Σ \ {p0, p1}
∂νR
i
⋆ = σ⋆R
i
⋆ on ∂Σ \ {p0, p1} .
Since Ri⋆ ∈W 1,2(Σ), the equation (6.21) holds on all of Σ. Then, since we have that Ri⋆ is
orthogonal to the eigenspace associated to σ⋆ by construction, we must in fact have that
Ri⋆ = 0. This contradicts that
∥∥Riε∥∥L2(∂Σ) = 1.
Therefore, either σ⋆ − σiε = o(ε) or
∥∥uiε −√Niui⋆∥∥L2(∂Σ) = O (ε 12) as ε → 0. This and
(6.14) applied to (6.12) completes the proof of Claim 6.9. ♦
We are now in position to prove the theorem. Of course we may assume that
ε = O(σ⋆ − σlε)
since there is nothing to prove otherwise, as we also have that σlε − σ1ε = o(ε). Therefore,
we may assume that we have (6.10) and (6.11).
Recall that the main problem in testing u1ε in the variational characterization of the
first eigenvalue σ⋆ on Σ⋆ gives an estimate of order ε, as soon as u
1
⋆(p0) 6= 0 (thanks to the
estimate (5.60) and the Poincare´ inequality). We now show that the function Ψ = ulε+γu
1
ε
where γ = −d1c1 is a better test function, because it is a linear combination of u1ε and ulε
such that Ψ(1) = 0 for any ε. Thanks to (5.58), we can compute the asymptotic expansion
of the mean value of Ψ on ∂Σ
(6.22)
ˆ
∂Σ
Ψdlg = −
(
γ
ˆ
I+ε ∪I−ε
φ1dlε +
ˆ
I+ε ∪I−ε
φldlε
)
+O(ε2) = O
(
ε
3α
2
+ 1
2
)
as ε→ 0. Testing Ψ in the variational characterization of the first non-zero eigenvalue σ⋆
on Σ, we then have that
σ⋆ ≤
´
Σ |∇Ψ|2g dAg´
∂ΣΨ
2dlg −
(´
∂ΣΨdlg
)2 = γ2σ1ε + σlε −
´
Ω |∇Ψ|2gε dAgε
γ2 + 1− ´I+∪I− Ψ2dlgε +O (ε2) ,
where ˆ
I+∪I−
Ψ2dlgε +
ˆ
∂Σ
Ψ2dlg = γ
2 + 1 +O(ε2)
and ˆ
Σ
|∇Ψ|2g dAg +
ˆ
Ω
|∇Ψ|2g dAg = γ2σ1ε + σlε
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because u1ε and u
l
ε have unit L
2-norm and are orthogonal in L2(∂Σε), we then get
(6.23) σ⋆ ≤ γ
2σ1ε + σ
l
ε
1 + γ2
+
(
γ2σ1ε + σ
l
ε
) ´
I+∪I− Ψ
2dlgε −
(
γ2 + 1
) ´
Ω |∇Ψ|2gε dAgε
(γ2 + 1)
(
γ2 + 1− ´I+∪I− Ψ2dlgε
)
+O (ε2)
.
We set
A =
(
γ2σ1ε + σ
2
ε
) ˆ
I+∪I−
Ψ2dlgε −
(
γ2 + 1
) ˆ
Ω
|∇Ψ|2gε dAgε
and
B = γ2 + 1−
ˆ
I+∪I−
Ψ2dlgε .
We aim at getting an upper bound on A and a lower bound on B. Let Θ be defined by
Ψ(x, y) =
√
tεy
− 1
2
√
ε
√
ln 1r
Θ
(
x,
ln(y)
ln(r)
)
.
By our computations in the preceeding section (see (5.2), (5.4), (5.8) and (5.9)), we have
that
(6.24)ˆ
I+∪I−
Ψ2dlgε =
ˆ 1
0
(
Θ2
(
r2v
2
, v
)
+Θ2
(
−r
2v
2
, v
))
= 2
ˆ 1
0
Θ
2
dv +O
(
‖Θx‖L2(Ω˜)
)
and that ˆ
Ω
|∇Ψ|2gε dAgε = tε
(
1
4
ˆ 1
0
Θ
2
dv +
1
(ln r)2
ˆ 1
0
Θv
2
dv − Θ(0)
2
2 ln 1r
)
+tε
(´
Ω˜Θ
2
x
ε2
+
1
(ln r)2
ˆ 1
0
Θ2v −Θv2dv + eε
)
,
(6.25)
where eε is a very small error term compared to
´
Ω˜
Θ2x
ε2
. Therefore, we have that
(6.26) A ≤
(
γ2
(
2σ1ε −
tε
4
)
+
(
2σ2ε −
tε
4
))ˆ 1
0
Θ
2
dv − (γ
2 + 1)tε
(ln r)2
ˆ 1
0
Θv
2
dv ,
where we recall that γ was defined so that Θ(0) = 0 Since ‖Θx‖L2(0,1) = O (ε) we also
have that
(6.27) B = γ2 + 1− 2
ˆ 1
0
Θ
2
dv +O (ε)
as ε→ 0. Because of the asymptotic expansions of σεi , θ¯i, and θiv for i = 1, l, we getˆ 1
0
Θ
2
dv = (e0)
2
ˆ 1
0
f2 + 2e0e2
ˆ 1
0
ff2 +O (|e3e0|) ,
ˆ 1
0
Θv
2
dv = (e0)
2
ˆ 1
0
(
f ′
)2
+ 2e0e2
ˆ 1
0
f ′f ′2 +O (|e3e0|) ,(
γ2
(
2σ1ε −
tε
4
)
+
(
2σlε −
tε
4
))
=
tε
(ln r)2
(
π2(1 + γ2)− 2πe˜1
)
+O (e˜3) ,
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as ε→ 0, where
e0 = γc0 + d0 , e1 = γc1 + d1 = 0 , e2 = γ
(c1)
2
c0
+
(d1)
2
d0
, e3 = γ
(c1)
3
(c0)
2 +
(d1)
3
(d0)
2 ,
e˜1 = γ
2 c1
c0
+
d1
d0
, e˜3 = γ
2
(
c1
c0
)3
+
(
d1
d0
)3
.
Using
´ 1
0 ff1dv = 0 when we integrate f
′′
2 + π
2f2 = 2πf1, we have that
(6.28)
ˆ
I+∪I−
Θ
2
dlgε =
(e0)
2
2
+ 2e0e2
ˆ 1
0
f2f +O
(
ε
3
2
− 3α
2
)
(6.29)
ˆ
I+∪I−
Θv
2
dlgε = π
2
(
(e0)
2
2
+ 2e0e2
ˆ 1
0
f2f
)
+O
(
ε
3
2
− 3α
2
)
,
so that, (6.26) becomes
(6.30) A ≤ tε
(ln r)2
(
−2πe˜1 (e0)
2
2
+O (e˜1e0e2) +O
(
ε
3
2
− 3α
2
))
= O
(
ε
3α
2
+ 1
2
)
.
By the integral formula −2 ´ 10 ff2 =
´ 1
0 (f1)
2 6= 0 and using (6.28), the estimate (6.27) on
B becomes
(6.31) B = γ2 + 1− (e0)2 + 2e0e2
ˆ 1
0
(f1)
2 + o
(
ε1−α
)
.
We recall that
e0 = d0
(
1− d1c0
c1d0
)
, e˜1 =
d1
d0
(
1 +
d1d0
c1c0
)
, e2 =
(d1)
2
d0
(
1− c1d0
d1c0
)
.
From (6.31), we have the following lower bound on B
B = 1− 2 (d0)2 +
(
γ√
2
− d0
)2
+ 2e0e2
ˆ 1
0
(f1)
2 + o
(
ε1−α
)
≥ 1− 2 (d0)2 + 2
ˆ 1
0
(f1)
2 (d1)
2
(
1− d1c0
c1d0
)(
1− c1d0
d1c0
)
+ o
(
ε1−α
)
as ε→ 0. Now, using that u1ε and ulε are orthogonal in L2(∂Σε), we get
(6.32)
√
1− (c0)2
√
1− (d0)2
ˆ
∂Σ
u1ε√
Nl
ulε√
N2
dlg +O(ε
2) = −2
ˆ 1
0
θ1θldv
so that using again the asymptotic expansion of θ1 and θl in L
2, we have that
(6.33)
√
1− (c0)2
√
1− (d0)2
ˆ
∂Σ
u1ε√
N1
ulε√
N2
dlg = −c0d0 + o(1)
as ε→ 0. We recall that we chose tε such that (c0)2 = M1 = 12 and since u1⋆ and u2⋆ have
a unit L2-norm, we have that
2d20 ≤ 1 + o(1) as ε→ 0 ,
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so that B converges to 0 if and only if (d0)
2 → 12 . If (d0)2 does not converge to 12 , then,
since by (6.30), A = O
(
ε
3α
2
+ 1
2
)
and B is bounded from below by a positive constant, we
get the theorem.2
We assume now that (d0)
2 → 12 as ε → 0. Thanks to (6.10) and (6.11), and since
(c0)
2 = 12 and (d0)
2 = 12 + o(1), passing to the limit on (6.33) gives,
(6.34)
ˆ
∂Σ
u1⋆u
l
⋆dlg = −1 ,
where ui⋆ is the strong limit in L
2(∂Σ) of u
i
ε√
Ni
for i = 1, l. By (6.34), since u1⋆ and u
l
⋆ have
unit norm, then u1⋆ = −ul⋆, so that γ = −d1c1 = 1 + o (1) as ε → 0. We finally get the
following lower bound on B given by
(6.35) B ≥ 1− 2 (d0)2 + 8
ˆ 1
0
(f1)
2 (d1)
2 + o
(
ε1−α
)
as ε→ 0. At the same time, we have the following estimate on A given by
(6.36) A ≤ tε
(ln r)2
(
4π
d1
d0
(
1 +
d1d0
c1c0
)
+O
(
ε
3
2
− 3α
2
))
≤ Cε2αd1
d0
(
1 +
d1d0
c1c0
)
as ε→ 0, for some constant C independent from ε. Thanks to (6.10) and (6.11), since we
know that u⋆(p0) := u
1
⋆(p0) = −u2⋆(p0), we have that
c1 + d1 = ε
1−α
2
u⋆(p0)√
tε
(√
1− (c0)2 −
√
1− (d0)2
)
+O
(
ε1−
α
2
)
as ε→ 0, so that since (c0)2 = 12 and d0 − c0 = o(1), we also have that
c1 + d1 = O
(
ε
1−α
2 |c0 − d0|
)
+O
(
ε1−
α
2
)
as ε → 0. By the previous formula and since d1 = −c1 + o(c1) is of order ε
1−α
2 , this
impliest
(6.37)
d1
d0
(
1 +
d1d0
c1c0
)
= O
(
ε
1−α
2 |c0 − d0|
)
+O
(
ε1−
α
2
)
.
Gathering (6.35), (6.36), (6.37), and knowing that σ2ε − σ1ε = O
(
ε
3α
2
+ 1
2
)
as ε → 0, the
inequality (6.23) simply becomes
σ⋆ ≤ σ1ε +O
(
ε
3α
2
+ 1
2
)
+O
(
ε
5α
2
)
as ε→ 0. Choosing α such that 25 < α < 12 , we get that σ⋆ − σ1ε = o(ε) as ε→ 0, and we
can conclude Theorem 1.3.
2In fact, it is not hard to show this case does not occur.
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