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REDUCTION AND EXTREMALITY OF FINITE OBSERVABLES
HEINZ-JU¨RGEN SCHMIDT
Abstract. We investigate the theory of finite observables, i. e., resolutions
of the finite-dimensional identity by means of positive operators, that have a
physical interpretation in terms of measurement schemes. We focus on ex-
tremal and rank-one observables and consider various constructions that re-
duce observables to simpler ones. However, these constructions do not suffice
to generate all finite extremal observables, as we show by means of counter-
examples.
1. Introduction
One of the most important results of the long-lasting work on the foundations
of quantum theory is the extension of the concept of an observable [1], [2] that has,
nevertheless, remained unacquainted to large parts of the physics community. Ac-
cording to the traditional view quantum observables are mathematically described
by self-adjoint operators defined on (a dense subspace of) some Hilbert space H.
In the more general view observables are rather described by normalised positive
operator valued (POV) measures E : A → L(H), where A is a σ-algebra of subsets
of some outcome space Ω, and L(H) denotes the set of bounded linear operators of
H. A normalised POV measure E has to satisfy O ≤ E(a) ≤ 1 for all a ∈ A and
E(Ω) = 1H, see, e. g., [3] Chapter 9.3. In the case of Ω = R and A chosen as the
σ-algebra of Borel subsets, self-adjoint operators can be identified with the special
case of projection-valued POV measures and are called “sharp observables”, see [3].
What are the benefits of the above-sketched generalisation of the traditional ob-
servable concept? It turns out that attempts of physically modelling the measure-
ment of an observable in a natural way lead to the generalized observable concept.
Then the measurement scheme of a sharp observable would appear as a kind of
idealisation that could only be approximately achieved in experimental practice.
One could counter that this kind of idealization is the normal case in theoretical
physics. However, in some cases there exist theoretical obstacles to the idealisation
of sharp observables, provoking verdicts of the form “X is not an observable”, that
could be overcome by the mentioned extension of the observable concept. A recent
example is the pronounced statement “work is not an observable” in the title of [4]
that has been demystified in [5]. Other examples are time measurements [6], [7],
[8], phase-space observables [9], [10], [11], [12], and the localisation of photons [13],
[14].
In this paper we focus on the convex structure of the set of those observables that
are represented as POV measures over a finite outcome set Ω and based on a finite-
dimensional Hilbert spaceH. An important problem is that of finding operationally
relevant characterisations of extremal POV measures. This has been addressed in
different ways by various researchers, starting with the classic work of Størmer
(1974) and with recent contributions from [16], [17], [18], [19], [21], and [22]. Here
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we will concentrate on the development of practical schemes to construct extremal
finite POVmeasures. There will be a certain overlap with results of the recent paper
[22], but in order to keep the paper self-contained we will stick to our own proofs
and only mention those cases where related results have already been published
before. Section 2 contains the general definitions and some results characterising
finite rank-one observables. The criterion for extremal observables is investigated
in Section 3 and shown to be equivalent to the invertibility of a certain matrix, see
Proposition 3. We adopt the obvious strategy to construct extremal observables
from simpler ones. To this end we introduce in Section 4 the direct sum of finite
observables and identify special cases where the direct sum of extremal observables
will again yield extremal ones. Generally, this would not be the case, even for the
restricted class of rank-one extremal observables, as a counter-example in Section
5 shows. There are, however, other construction schemes, namely disjoint sums,
tensor products and partial resolutions of observables, that preserve extremality,
see Section 6. These constructions are applied to the “rank problem” in Section 7
and yield partial results for low dimensions h = 2, . . . , 5 but without solving the
general rank problem. Summarizing, the present paper contributes to the theory
of finite observables but more work is needed to complete this theory.
2. General definitions and results
We let H denote a finite-dimensional complex Hilbert space with dimH = h. L(H)
is the complex vector space of linear operators A : H → H equipped with the
scalar product 〈A | B 〉 ≡ TrA∗B. ran(A) will denote the range of the operator
A ∈ L(H). An N -valued observable in H is a sequence A = (A1, A2, . . . , AN ) of
positive operators Ai ∈ L(H) satisfying
(1)
N∑
i=1
Ai = 1H .
Sometimes it will be convenient to view an observable as a map A : I → L(H),
where I is a finite set of outcomes such that |I| = N . The observable with N = 1
and A1 = 1H will be called trivial. Positive operators A bounded above by the
identity (so that O ≤ A ≤ 1) are called effects. We allow that some of the effects
Ai may be equal to the null operator O. Due to this choice the set of N -valued
observables will be closed. Moreover, any N -valued observable can also be viewed
as an M -valued observable for M ≥ N . The effects Ai, i = 1, . . . , N, are also
called the components of the observable A. A is an element of the linear space
L(H)N and, since the constraint (1) is invariant under convex linear combinations,
the set of all N -valued observables in H will be a convex subset of L(H)N , in fact
a compact convex subset. Its extremal points will be called extremal observables.
Recall that a compact convex set is the closed convex hull of the set of its extremal
points (theorem of Krein-Milman), and hence the information about the extremal
observables is sufficient to recover all observables.
An observable A will be called sharp iff all Ai, i = 1, . . . , N are projectors,
necessarily mutually orthogonal ones. Since projectors are extremal elements of
the set of effects, sharp observables are extremal; but extremal observables need
not be sharp for dimH > 1. The reason is the following: If one of the components
of A, say, A1 is not a projector and hence can be written as a non-trivial convex
sum of effects, A1 = λA
′
1 + (1 − λ)A′′1 , 0 < λ < 1, it does not follow that also
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A = λA′ + (1 − λ)A′′ holds for two different observables A′ and A′′. Due to the
constraint (1) we would have O =
∑N
i=1(Ai − A′i) = (1 − λ)
∑N
i=1(A
′′
i − A′i) and
hence the sequence of operators (A′′i − A′i)i=1,...,N would be linearly dependent. If
such linearly dependent sequences of operators do not exist the observable A may
be extremal without being sharp, see the criterion for extremality formulated in
Theorem 1 below.
An observable A will be called a rank-one observable iff all Ai, i = 1, . . . , N have
rank equal to one. A rank-one observables will be written as A = (|ei 〉〈 ei|)i=1,...,N
where the ei ∈ H need not be normalized but will be chosen as nonzero vectors.
Its Gram matrix G is defined, as usual, by
(2) Gij ≡ 〈 ei | ej 〉 , i, j = 1, . . . , N .
It satisfies G ≥ O, and G > O (all eigenvalues positive) iff (ei)i=1,...,N is linearly
independent. The latter will only happen if A is sharp, i. e. if (ei)i=1,...,N is an
orthonormal basis (ONB) in H (hence N = h). This is a consequence of the
following
Proposition 1.
(i) Two rank-one observables A,B in H have the same Gram matrix iff they
are unitarily equivalent.
(ii) The Gram matrix G of a rank-one observable A = (|ei 〉〈 ei|)i=1,...,N is an
h-dimensional projector in CN with non-vanishing diagonal elements.
(iii) Conversely, if G : CN −→ CN is an h-dimensional projector with non-
vanishing diagonal elements then there exists a rank-one observable A in
some Hilbert space H with dimH = h such that G is its Gram matrix.
Obviously, the special case of a sharp rank-one observable corresponds to G = 1N .
Proof: (i) The if-part follows immediately.
For the only-if-part let A = (|ei 〉〈 ei|)i=1,...,N and B = (|fi 〉〈 fi|)i=1,...,N . Due to
(1) the ei, i = 1, . . . , N span H. Without loss of generality we may assume that
(ei)i=1,...,h is a basis of H, albeit in general not an orthonormal one. It follows
that the submatrix with entries Gij , i, j = 1, . . . , h is invertible and hence also
(fi)i=1,...,h will form a basis of H. Then Uei = fi, i = 1, . . . , h defines an invertible
linear operator U : H → H which according to 〈 ei | ej 〉 = 〈 fi | fj 〉 = 〈Uei | Uej 〉
leaves the scalar product of vectors invariant. Hence U is unitary. Since any
vector g is uniquely determined by the h-tuples of numbers 〈 fi | g 〉i=1,...,h, the
remaining vectors fh+j are determined by the numbers 〈 fi | fh+j 〉 = 〈 ei | eh+j 〉 =
〈Uei | Ueh+j 〉 = 〈 fi | Ueh+j 〉, so that Ueh+j = fh+j for all j = 1, . . . , N − h.
Hence U is unitary and maps A onto B.
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(ii) Let (| ν〉)ν=1,...,h be an ONB in H and consider the linear map E : CN → Ch
and the associated h×N -matrix with entries Eνi ≡ 〈 ν | ei 〉. We conclude
(E∗E)ij =
h∑
ν=1
E∗iν Eνj =
h∑
ν=1
Eνi Eνj(3)
=
h∑
ν=1
〈 ei | ν 〉 〈 ν | ej 〉 = 〈 ei | ej 〉 = Gij ,(4)
i. e. E∗E = G. On the other hand,
(E E∗)νµ =
N∑
i=1
Eνi E
∗
iµ =
N∑
i=1
Eνi Eµi(5)
=
N∑
i=1
〈 ν | ei 〉 〈 ei | µ 〉 = 〈 ν | 1H |µ 〉 ,(6)
i. e. E E∗ = 1h (the identity in Ch). We conclude G2 = (E∗E)2 = E∗(EE∗)E =
E∗1hE = E∗E = G and hence G is a Hermitean idempotent, i. e., a projector
in CN . The rank of G equals Tr G = Tr E∗E = Tr EE∗ = Tr 1h = h. Further,
Gii = ‖ei‖2 6= 0 for i = 1, . . . , N .
(iii) Let (ψν)ν=1,...,h be an ONB in ran(G), i. e., a sequence of normalised orthogonal
eigenvectors of G belonging to the eigenvalue 1. We write the ψν as the columns of
an (N × h)-matrix Ψ = (ψ1, . . . , ψh) and consider its adjoint matrix
(7) Ψ∗ =


ψ∗1
...
ψ∗h

 ≡ (e1, . . . , eN ) .
It follows that G = ΨΨ∗ and Ψ∗Ψ = 1h =
∑N
i=1 |ei 〉〈 ei|. The last equation defines
a rank-one observable A = (|ei 〉〈 ei|)i=1,...,N in H = Ch with Gram matrix G. Note
that all ei 6= 0 due to the assumption Gii 6= 0. 
Proposition 1 yields a constructive procedure to generate all rank-one observables
up to unitary equivalence.
3. Extremal observables
A family Hi, i = 1, . . . , N of subspaces of H is called independent if (i) H is
the linear span of the Hi, i = 1, . . . , N and (ii)
∑N
i=1Xi = 0 where Xi ∈ L(H)
and ran(Xi) ⊂ Hi implies Xi = 0 for all i = 1, . . . , N . The second condition
is equivalent to the statement that the union of any set of bases of L(Hi) over
i = 1, . . . , N will be a linearly independent sequence of operators. The following
characterization of extremal observables is due to Størmer [15], see also [17]:
Theorem 1. An observable A = (A1, . . . , AN ) is extremal iff the family of subspaces
ran(Ai), i = 1, . . . , N is independent.
If A = (A1, . . . , AN ) is an N -valued observable in the Hilbert space H and S a
sequence of operators in H that is the union of any set of bases of L (ran(Ai)) over
i = 1, . . . , N , then we will say that S is compatible with A. Hence A is extremal
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iff there exists a linearly independent sequence S compatible with A. In that case
every sequence S compatible with A will be linearly independent.
Let A = (A1, . . . , AN ) be an observable, and denote by Pi the projector onto the
eigenspace Ei of Ai belonging to the eigenvalue 1, i = 1, . . . , N . It follows that
〈ϕ | Aj |ϕ 〉 = 0 and hence Aj ϕ = 0 for all ϕ ∈ Ei and j 6= i.
Hence all Pi are pairwise orthogonal and P ≡
∑
i Pi and Q ≡ 1− P are projectors
which commute with all Ai, i = 1, . . . , N . Now assume A = λA
′ + (1− λ)A′′, 0 <
λ < 1 with observables A′, A′′. It follows that A′iϕ = A
′′
i ϕ = ϕ if Aiϕ = ϕ and,
consequently, all A′i and A
′′
i commute with P and Q, i = 1, . . . , N . From this we
conclude that the observable QAQ ≡ (QA1Q, . . . , QANQ) in QH is extremal iff A
is extremal. Let V(Ai) ≡ ran(QAiQ), then theorem 1 can be slightly sharpened to
the following:
Proposition 2. An observable A = (A1, . . . , AN ) is extremal iff the family of
subspaces V(Ai), i = 1, . . . , N, defined above, is independent in QH.
Before elaborating the above criteria for extremality we will collect some results
on independent families of subspaces. Interestingly, this is a concept of pure linear
algebra, not depending on the Hilbert space structure of the linear spaces involved.
This immediately implies Lemma 2 below. Nevertheless, the Hilbert space structure
can be used to simplify proofs, see, e. g. , the proof of Lemma 3.
Let hi = dimHi, i = 1, . . . , N and h = dimH.
Lemma 1. If the family Hi, i = 1, . . . , N is independent, then hi + hj ≤ h for all
1 ≤ i < j ≤ N .
Proof: Otherwise the subspaces Hi and Hj would have a non-zero intersection,
which contradicts the independence of the family (H1, . . . ,HN ). 
Lemma 2. If the family Hi, i = 1, . . . , N is independent and A ∈ L(H) is invertible
then also the family AHi, i = 1, . . . , N will be independent.
A family of independent subspaces Hi, i = 1, . . . , N is called maximal if the
L(Hi) span L(H) or, equivalently, if
∑N
i=1 h
2
i = h
2. The following lemma also
follows from theorem 1 in [22].
Lemma 3. If a family of independent subspaces Hi, i = 1, . . . , N is not maximal,
then there exists a one-dimensional subspace HN+1 of H such that (Hi)i=1,...,N+1
is independent.
Proof: Since (Hi)i=1,...,N is not maximal, there exists an X ∈ L(H) which is not
in the linear span L of the L(Hi), i = 1, . . . , N . If both X + X∗ ∈ L and
X −X∗ ∈ L then also X ∈ L in contradiction to the preceding statement. Assume
first X +X∗ /∈ L and let X +X∗ = ∑hµ=1 xµPµ be the spectral decomposition of
the Hermitean operator X +X∗ with one-dimensional projectors Pµ.
If all Pµ were elements of L then also X + X
∗ would belong to L, contrary to
our assumption. Hence at least one Pµ is not in L and hence linearly independent
of all L(Hi). The desired HN+1 is given by the range of Pµ.
The other case X −X∗ /∈ L is treated analogously by using the spectral decom-
position of the Hermitean operator i (X −X∗) =∑hµ=1 xµPµ. 
Obviously, a family of h mutually orthogonal one-dimensional projections in H
yields a corresponding family of independent one-dimensional subspaces. According
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to the last lemma it is, moreover, possible to find families of independent one-
dimensional subspaces Hi, i = 1, . . . , N for all values of N between N = h and
N = h2. For all these values of N there exist also corresponding extremal rank-one
observables. More generally, the following holds:
Lemma 4. Let Hi, i = 1, . . . , N be a family of independent subspaces. There
exists an extremal observable A = (A1, . . . , AN ) such that rank(Ai) = dim(Hi) for
all i = 1, . . . , N .
Note, that is not claimed that the Hi are the ranges of the components Ai of A but
only that they have the same dimensions.
Proof: Define F =
∑N
i=1 Pi where the Pi are the projectors onto the Hi, i =
1, . . . , N . F is positive and invertible. The latter follows since a vector 0 6= ϕ ∈
ker(F ) would satisfy 0 = 〈ϕ | Fϕ 〉 = ∑Ni=1 〈ϕ | Pi ϕ 〉 = ∑Ni=1 ‖Pi ϕ‖2. This im-
plies Pi ϕ = 0 for all i = 1, . . . , N and hence ϕ would be orthogonal to all Hi, in
contradiction to ϕ 6= 0 and the condition that the Hi span H. Then it follows
that
∑N
i=1 F
−1/2 Pi F−1/2 = 1H and rank(F−1/2 Pi F−1/2) = rank(Pi) = dim(Hi)
for all i = 1, . . . , N . Hence Ai ≡ F−1/2 Pi F−1/2 ≥ O, i = 1, . . . , N, defines an
observable A = (A1, . . . , AN ) such that rank(Ai) = dim(Hi) for all i = 1, . . . , N .
We have ran (Ai) = F
−1/2Hi and the family of subspaces F−1/2Hi, i = 1, . . . , N,
is independent since F−1/2 is invertible, see Lemma 2. Hence, by Theorem 1, A is
extremal. 
As an example we construct an extremal observable A = (A1, A2, A3) in an
h = 3-dimensional Hilbert space such that rank(A1) = 2 and rank(A2) = rank(A3) =
1. We start with three projections onto independent subspaces
(8) P1 =

 1 1 01 1 0
0 0 0

 , P2 = 13

 1 1 11 1 1
1 1 1

 , P3 = 13

 1 −1 1−1 1 −1
1 −1 1

 ,
and perform the construction described in the proof of lemma 4. The result is the
extremal observable A = (A1, A2, A3) with
A1 =
1
25

 11 + 4
√
6 0 −2− 3√6
0 15 0
−2− 3√6 0 7 + 2√6

 ,(9)
A2 =


1
25 (7 − 2
√
6) −1+
√
6
5
√
5
1
50 (2 + 3
√
6)
−1+√6
5
√
5
1
5
4+
√
6
10
√
5
1
50 (2 + 3
√
6) 4+
√
6
10
√
5
1
50 (11 + 4
√
6)

 ,(10)
A3 =


1
25 (7− 2
√
6) 125 (
√
5−√30) 150 (2 + 3
√
6)
1
25 (
√
5−√30) 15 − 4+
√
6
10
√
5
1
50 (2 + 3
√
6) − 4+
√
6
10
√
5
1
50 (11 + 4
√
6)

 .(11)
Now we return to the criterion of an observable A = (A1, . . . , AN ) being extremal.
Let Ri = ran(Ai), di = dimRi for i = 1, . . . , N , d =
∑
i di and D =
∑
i d
2
i . Further,
let (| iµ〉)µ=1,...,di be a basis in Ri. Recall that A is extremal iff the sequence of
linear operators (|iµ 〉〈 iν|)µ,ν=1,...,di, i=1,...,N is linearly independent. Again, the
Gram criterion can be invoked. It yields the condition that A is extremal iff H is
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invertible, where H is the super D ×D Gram matrix with entries
Hiµν,jκλ = Tr
[
(|iµ 〉〈 iν|)∗ |jκ 〉〈 jλ|]
= 〈 iµ | jκ 〉 〈 jλ | iν 〉 = 〈 iµ | jκ 〉 〈 iν | jλ 〉 .
(12)
This means that H can be viewed as an N × N -matrix of submatrices hij , i, j =
1, . . . , N which are tensor products of the form
hij = aij ⊗ aij(13)
(aij)µκ = 〈 iµ | jκ 〉(14)
(aij)νλ = 〈 iν | jλ 〉 for µ, ν = 1, . . . , di, κ, λ = 1, . . . , dj .(15)
We will state this result in the following
Proposition 3. An observable A = (A1, . . . , AN ) is extremal iff its super Gram
matrix H defined in (12) is invertible.
For the special case of rank-one observables considered above we obtain the
super Gram matrix H with entries Hij = | 〈 i | j 〉 |2 = |Gij |2, where (2) has been
used and the choice |i〉 = |ei〉 has been made. According to proposition 1, rank-
one observables can be characterized by their “small” Gram matrix G being an
h-dimensional projection. Now we have the additional characterization of extremal
rank-one observables by the condition H > 0 where H is obtained by squaring the
moduli of the entries of G.
4. Direct sums and reduction
Let A(µ) be N -valued observables in the Hilbert spaces Hµ, µ = 1, 2, and H =
H1 ⊕ H2 (orthogonal direct sum). Defining Aj = A(1)j + A(2)j for j = 1, . . . , N we
obtain an N -valued observable A in H which will be denoted as A = A(1) ⊕ A(2).
Similarly, we write A =
⊕M
µ=1 A
(µ) for the direct sum of more than two observables.
Conversely, let A = (A1, . . . , AN ) be an N -valued observable in the Hilbert space
H and denote by Z(A) the center of the (finite-dimensional) von Neumann algebra
generated by the Ai, i = 1, . . . , N . It can be easily shown that the minimal projec-
tions Pµ in Z(A) sum to unity,
∑M
µ=1 Pµ = 1. In fact, either 1 ∈ Z(A) is already
minimal or it contains a minimal projection Q1. Then either 1 − Q1 is already
minimal or it contains a minimal projection Q2, and so on. After a finite number
of steps one arrives at
∑M
µ=1 Pµ = 1 where the Pµ are minimal projections in Z(A).
In this way one obtains observables A(µ) = (A
(µ)
1 , . . . , A
(µ)
N ) in the Hilbert spaces
Hµ = PµH, µ = 1, . . . ,M by virtue of the definitions A(µ)i = PµAiPµ, i = 1, . . . , N
such that A =
⊕M
µ=1 A
(µ). This procedure will be called reduction in analogy with
the reduction of group representations. The A(µ) are called the factor observables of
A. If M = 1 then A is called irreducible else reducible. In the case of an irreducible
observable A, only multiples of 1H commute with all Ai, i = 1, . . . , N . A sharp
observable is reducible, except for the trivial case of A = (1H).
For a given rank-one observable A = (α1P1, . . . , αNPN ) where the Pi are one-
dimensional projectors and dim(H) > 1 there exists a simple recursive algorithm to
decide whether A is reducible or not. The algorithm is started by setting Q1 = P1
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and searching for the first Pi that does not commute with Q1. If all Pi would
commute with P1 = Q1 then A is reducible. Thus we consider the case where Q1
and some Pi1 do not commute. Let Q2 = Q1 ∨ Pi1 , i. e. Q2 projects onto the
subspace spanned by ran(Q1) and ran(Pi1 ). Then we proceed by looking for the
first Pi, i = 1, . . . , N, which does not commute with Q2 and so on. We thus ob-
tain a sequence (Q1, Q2, . . . , QL) of strictly increasing projectors such that its last
element QL commutes with all Pi, i = 1, . . . , N . If QL < 1H the observable A is
reducible since we have found some non-trivial projection in the center Z(A). Con-
versely, if A is reducible and hence some projection O < Q < 1H with Q ∈ Z(A)
exists then either Pi ≤ Q or Pi ≤ 1H−Q. Assume, without loss of generality, that
P1 = Q1 ≤ Q, then P1 will commute with all Pi ≤ 1H − Q and the first Pi1 that
does not commute with Q1 will satisfy Pi1 ≤ Q. Hence Q2 ≤ Q and so on. Finally,
QL ≤ Q < 1H. Summarizing, the observable A is irreducible iff QL = 1H.
Applying this algorithm to the case of rank-one observables A in dim(H) = 2
we obtain the following alternative: Either all Pi, i = 1, . . . , N mutually commute
in which case A is reducible or two of them do not commute, say, [P1, P2] 6= O.
In the latter case A will be irreducible. In the former case A has the form A =
(α1P1, . . . , αN1P1, β1P2, . . . , βN2P2) where
∑N1
i=1 αi =
∑N2
i=1 βi = 1 and P1, P2 are
orthogonal one-dimensional projectors. This includes the case of sharp observables
with N1 = N2 = 1.
If A is extremal, then all factor observables A(µ) are extremal. This holds since
ran(A
(µ)
i ) ⊂ ran(Ai) for all i = 1, . . . , N and µ = 1, . . . ,M . The converse is
generally not true, as will be shown below by means of a counter-example.
We will give an example of a direct sum which respects extremality. Let H =
H1 ⊕H2, A = (A1, . . . , AN ) be an observable in H1, and B = (P1, . . . , PN ) a sharp
observable in H2. Then A⊕B = (A1 +P1, A2 + P2, . . . , AN + PN ). In this case we
have:
Proposition 4. The direct sum of an arbitrary observable A and a sharp observable
B is extremal iff A is extremal.
Proof: This follows from proposition 2 since V(Ai + Pi) = V(Ai) for all i =
1, . . . , N . 
Now we return to the general question under which conditions the direct sum A⊕
B of extremal observables will be extremal. As above, let A = (A1, . . . , AN ), Ri =
ran(Ai), di = dimRi for i = 1, . . . , N , d =
∑
i di, D =
∑
i d
2
i and (| iµ〉)µ=1,...,di be
a basis in Ri. Again, H will denote the super Gram matrix with entries (12). We
set B = A and denote the corresponding entities for B by underlined expressions.
A⊕A will be extremal iff the union of the following four sequences of linear operators
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is linearly independent:
(|iµ 〉〈 iν|)µ,ν=1,...,di, i=1,...,N(16) (
| iµ〉 〈iν |
)
µ,ν=1,...,di, i=1,...,N
(17) (
| iµ〉 〈iν |
)
µ=1,...,di, ν=1,...,di i=1,...,N
(18) (
| iµ〉 〈iν |
)
µ=1,...,di,ν=1,...,di i=1,...,N
(19)
These four groups of operators are mutually orthogonal. Hence the corresponding
super Gram matrix of A ⊕ A can be decomposed into four blocks. The first two
blocks corresponding to (16) and (17) are copies of H and H and hence invertible
by assumption. The third and fourth block corresponding to (18) and (19) are
identical, hence it suffices to investigate one of them, say, the fourth one. It is an
N ×N -matrix R with entries
Riµν,jκλ = Tr
[
(| iµ〉 〈iν |)∗ | jκ〉 〈jλ |](20)
= 〈 iµ | jκ 〉 〈 jλ | iν 〉 = 〈 iµ | jκ 〉 〈 iν | jλ 〉 .(21)
This means that R can be viewed as an N × N matrix of submatrices rij , i, j =
1, . . . , N which are tensor products of the form
rij = aij ⊗ aij(22)
(aij)µκ = 〈 iµ | jκ 〉(23)
(aij)νλ = 〈 iν | jλ 〉(24)
for µ = 1, . . . , di, ν = 1, . . . , di, κ = 1, . . . , dj , λ = 1, . . . , dj .
Thus the question whether R is invertible, and hence whether A⊕A is extremal, can
be decided by direct calculation in concrete cases. In general, this problem seems
to be difficult. However, if A and A have the same matrices aij , the comparison of
(22) with (13) immediately shows that R = H , and hence R is invertible. Thus we
obtain the following result:
Proposition 5. If A and B are unitarily equivalent, then A⊕B is extremal iff A
is extremal.
5. Direct sum of extremal rank-one observables
We will consider the special case where A and A are rank-one observables. Then
R will be an N × N -matrix with entries Rij = Gij Gij , where G and G are the
Gram matrices (2) of A and A. Let (ψ1, . . . , ψh) be an ONB in ran(G) and consider
diagonal matrices Dκ ≡ diag(ψκ) : CN −→ CN , κ = 1, . . . , h.
It follows that
(25) R =
h∑
κ=1
DκGD
∗
κ .
This shows, incidentally, that element-wise multiplication with G is a completely
positive map [2] with Kraus operators Dκ. If R ≥ 0 is not invertible, then
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U ≡ Kernel R 6= {0}. For u ∈ U it follows that 0 = 〈u | ∑κDκGD∗κ | u 〉 =∑
κ 〈D∗κu | G | D∗κu 〉. Since G ≥ 0, all terms in this sum must vanish, whence
(26) D∗κ U ⊂ Kernel(G) for all κ = 1, . . . , h .
If A and A are randomly chosen extremal rank-one observables, it turns out that
(26) never occurs for U 6= {0} and hence A ⊕ A will be extremal. We conjecture
that A ⊕ A will be extremal with probability 1. But extremality does not hold
always; see the counter-example below.
However, for the special case of N = h+ 1 we can show the following:
Proposition 6. Let A and A be extremal rank-one observables in the Hilbert spaces
H and H and N = h+ 1. Then A⊕A is extremal.
Proof: Due to the assumption N = h+ 1, K ≡ Kernel (G) is one-dimensional, say,
K = C v. If all components of v would vanish except, say, v1 6= 0, then G11 = 0
in contradiction to proposition 1. Hence at least two components of v must be
nonzero, say, v1, v2 6= 0.
Assume, ad absurdum, that 0 6= u ∈ U = Kernel (R). (26) implies
(27) ψκi ui = zκ vi, zκ ∈ C, for all κ = 1, . . . , h, and i = 1, . . . , N .
Since v1, v2 6= 0, we also have u1, u2 6= 0: If u1 would vanish, then zκ v1 = 0
and hence zκ = 0 for all κ = 1, . . . , h. But ui 6= 0 for some i = 1, . . . , N , hence
ψκi ui = 0 and ψκi = 0 for all κ = 1, . . . , k. This implies Gii = 0 which contradicts
the definition of rank 1 observables. Analogously we may show that u2 6= 0.
Due to (27)
(28) ψκ1 = zκ
v1
u1
, ψκ2 = zκ
v2
u2
, for all κ = 1, . . . , h .
This means that (e1, e2) is linearly dependent, using the notation introduced in (7).
Recall that (|ei 〉〈 ei|)i=1,...,N is a a rank-one observable unitarily equivalent to A.
Hence A is not extremal, in contradiction to the assumption of the proposition. 
According to this proposition the direct sum of extremal 3-valued qubit observ-
ables is extremal. The next simplest case is that of extremal 4-valued qubit observ-
ables. Here we have found a counter-example by choosing the rank-one observable
A as a regular tetrahedron in L(C2) and kernel(G) as a 2-dimensional subspace of
C4 such that the intersection
(29) u ∈
2⋂
κ=1
(D∗κ)
−1
kernel(G) .
is one-dimensional. From kernel(G) one can reconstruct the observable A according
to proposition 1. The details of the counter-example are as follows: We write
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A = (|ei 〉〈 ei|)i=1,...,4 and A = (|fi 〉〈 fi|)i=1,...,4 where
e1 =
(
1
2
− i4
√
3
)
(30)
e2 =
(
1
2
1
12
(
3 +
√
6 + i(3
√
2 + 2
√
3)
) )(31)
e3 =
(
1
2
− i+2
√
2
4
√
3
)
(32)
e4 =
(
1
2
1
12
(−3 +√6 + i(−3√2 + 2√3))
)
(33)
f1 =
( 1√
2
0
)
(34)
f2 =
(
1√
6
1√
3
)
(35)
f3 =
(
−
√
3+3i
6
√
2
1√
3
)
(36)
f4 =
(
−
√
3+3i
6
√
2
1√
3
)
.(37)
Both observables are extremal as can be checked by calculating the eigenvalues of
the corresponding super Gram matrices H and H . But A ⊕ A is not extremal
because the block R of its super Gram matrix has the characteristic polynomial
p(x) = 1256x(−8 + 81x− 256x2 + 256x3) and hence an eigenvalue x = 0.
6. Disjoint sums, tensor products and partial resolutions of
observables
There exists a variant of the direct sum of observables connected with a change
of the set of outcomes. Whereas this set is invariant under direct sums, the disjoint
sum of observables will be accompanied with a disjoint union of the respective sets
of outcomes. It is defined as follows.
Let A(µ) be N (µ)-valued observables in the Hilbert spaces Hµ, µ = 1, 2, and
H = H1 ⊕ H2 (orthogonal direct sum). For notational convenience we introduce
sets of indices I(µ) such that
∣∣I(µ)∣∣ = N (µ) for µ = 1, 2, and denote the disjoint
union of these sets by I = I(1)⊔I(2). Let j ∈ I and define Aj = A(1)j for j ∈ I(1) and
Aj = A
(2)
j for j ∈ I(2). It is easily proven that we thus obtain an N = N (1)+N (2)-
valued observable A in H which will be denoted by A = A(1) ⊙ A(2). Similarly,
we write A =
⊙M
µ=1 A
(µ) for the disjoint sum of more than two observables.
Every sharp observable can be viewed as the disjoint sum of trivial observables
A
(µ) =
(
1Hµ
)
, µ = 1, . . . ,M .
We have the following
Lemma 5. If under the preceding definitions A(µ) is extremal for µ = 1, 2, then
A = A(1) ⊙ A(2) will be extremal.
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Proof: Let S(µ) be sequences of operators compatible with A(µ), resp., for µ = 1, 2.
By assumption and Theorem 1 both sequences of operators S(µ) are linearly in-
dependent. Since they operate in mutually orthogonal subspaces Hµ of H their
union S is also linearly independent. Due to the definition of the disjoint sum
A = A(1) ⊙ A(2) the sequence S is compatible with A and hence the latter will be
extremal. 
Another construction relevant for the present purposes is the tensor product of
observables connected with the Cartesian product of the respective sets of outcomes.
Let A(µ) be N (µ)-valued observables in the Hilbert spaces Hµ, µ = 1, 2, and H =
H1⊗H2 (tensor product). For notational convenience we use the sets of indices I(µ)
introduced above such that
∣∣I(µ)∣∣ = N (µ) for µ = 1, 2, and denote the Cartesian
product of these sets by I = I(1)×I(2). Let (i, j) ∈ I and define A(i,j) = A(1)i ⊗A(2)j .
Recall that the tensor product of two positive operators is positive. Moreover,
(38)
∑
(i,j)∈I
A(i,j) =
∑
i∈I(1)
A
(1)
i ⊗
∑
j∈I(2)
A
(2)
j = 1H1 ⊗ 1H2 = 1H .
Thus we obtain an N = N (1)×N (2)-valued observable A inH which will be denoted
as A = A(1) ⊗ A(2). Similarly, we write A = ⊗Mµ=1 A(µ) for the tensor product of
more than two observables.
We have the following
Lemma 6. Under the preceding definitions, let S(1)i , i ∈ I and S(2)j , j ∈ J be
two linearly independent sequences of operators in H1, resp. H2. Then S(i,j) =
S(1)i ⊗ S(2)j where (i, j) runs through I × J will also be a linearly independent
sequence of operators in A(1) ⊗ A(2).
Proof: With the usual identifications we have L (H1 ⊗H2) = L (H1)⊗L (H2). Since
the sequences S(µ) are linearly independent for µ = 1, 2, they can be completed to
a basis of L (Hµ), resp., and the above defined sequence S can be completed to a
product basis of L (H1 ⊗H2). This product basis and its subsequence S are linearly
independent. 
Assume that the sequences S(µ) are compatible with the observables A(µ), resp. ,
then the above defined sequence S will be compatible with A(1)⊗A(2). This proves
the following
Corollary 1. If A(1) and A(2) are extremal then also A(1) ⊗ A(2) will be extremal.
This corollary also follows from Theorem 4.1(b) and its Corollary 4.1 of [20].
As a third transformation of observables connected with a change of the set of
outcomes we mention the partial resolution. Let A = (A1, . . . , AN ) be an observable
with a set of outcomes I and An =
∑Mn
i=1 α
(n)
i P
(n)
i be the spectral decomposition of
one of its components such that α
(n)
i > 0 and the P
(n)
i are one-dimensional projec-
tions. Then we may replace An by the pair (A
′
n, A
′′
n) ≡ (
∑Mn
i=1
i6=j
α
(n)
i P
(n)
i , α
(n)
j P
(n)
j ),
where 1 ≤ j ≤ Mn and correspondingly enlarge the outcome set I to I ′ such that
|I ′| = |I|+ 1. Obviously the new sequence A′ = (A1, . . . , A′n, A′′n, . . . , AN ) is again
an observable with N + 1 outcomes. This transformation A 7→ A′ will be called
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an elementary partial resolution. Any transformation composed of a finite number
of elementary partial resolutions will be called a partial resolution. The maximal
resolution Aˆ of an observable A is obtained if all its components An are completely
spectrally decomposed and hence Aˆ will be a rank one observable.
Upon an elementary partial resolution A 7→ A′ the range ranAn will be replaced
by the two orthogonal subspaces ranA′n and ranA
′′
n that span ranAn. Hence any
sequence S ′ of operators compatible with A′ can be extended into a sequence S of
operators compatible with A. It follows that S ′ is linearly independent if S is so.
Hence the following holds for any partial resolution being composed of elementary
ones, see also theorem 3 of [22]:
Lemma 7. If A′ is obtained from an extremal observable A by means of a partial
resolution then A′ will also be extremal.
Summarizing, the disjoint sum, the tensor product and the partial resolution
are constructions that yield extremal observables if applied to extremal ones. This
principle will be applied in the next section to the “rank problem”, i. e., the problem
of which ranks may occur for the components of extremal observables.
7. Possible ranks of extremal observables
7.1. Generalities. Let A = (Ai, . . . , AN ) be an extremal observable in the Hilbert
space H with dimension h. Then the corresponding numbers di ≡ rank (Ai) =
dim ran (Ai) , i = 1, . . . , N are subject to the following constraints
N∑
i=1
di ≥ h,(39)
di + dj ≤ h for all i, j = 1, . . .N,(40)
N∑
i=1
d2i ≤ h2 .(41)
The first condition (39) holds since the subspaces ran (Ai) span H, for (40) see
Lemma 1, and (41) holds since the family of subspaces ran (Ai) is independent due
to Theorem 1.
The problem has been raised [21] whether all numbers di subject to the condi-
tions (39)–(41) can be realized as the ranks of the components of suitable extremal
observables. By means of Lemma 4 this “rank problem” can be reduced to the
question whether the di can be realized as the dimensions of a family of indepen-
dent subspaces of H. We will not solve this problem in general but rather apply
the results of the previous sections to the rank problem for small h = dimH. A
few general remarks are in order.
According to Lemma 3 it is always possible to complete a list of possible ranks
to a maximal list by adding a number of 1’s. Hence it suffices to only consider
maximal lists. The possible ranks di of an extremal observable will then be denoted
in form of equations h2 =
∑
i ni d
2
i , where 1
2 may be omitted, for example 32 =
22+5 representing the maximal list (2, 1, 1, 1, 1, 1) of possible ranks for an extremal
observable for dimH = 3. Certain extremal observables and the corresponding rank
lists can be established from general considerations. These and the corresponding
equations are called standard ones and will be defined in the following. For example,
according to the remark preceding Lemma 4, the extremal rank one observables with
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N = h, h + 1, . . . , h2 yield a maximal list (1, . . . , 1) of possible ranks represented
by the standard equation h2 = h2 × 12. Further, each partition of h gives rise to
a sharp, and hence extremal observable and to the corresponding list of possible
ranks that may be completed to a maximal one. For h = 3 we have the three
partitions 3 = 2 + 1 = 1 + 1 + 1 and the corresponding maximal lists represented
by the standard equations 32 = 22 + 5 = 9.
Another case of standard possible ranks is given if we assume that all maximal
lists are known for dimH = h. Then, according to the disjoint sum for H′ =
H ⊕ C and Lemma 5 the maximal lists for dimH = h can be completed by a
suitable number of 1’s thus obtaining certain maximal lists for h′ = h + 1 and
the corresponding standard equations. We will consider the first few dimensions
h = 2, . . . , 5 in the following subsections. These results agree with those in section
4 of [22].
7.2. h = 2. For h = dimH = 2 we have the standard maximal cases mentioned
above represented by 22 = 22 (trivial observable) and 22 = 4 (maximal number of
four outcomes for rank one extremal observables).
7.3. h = 3. Here the standard cases due to the three partitions of 3 are 32 = 32,
32 = 22+5, and 32 = 9. The latter two equations can also be derived from the case
of h = 2 in the manner described above. These standard cases exhaust all possible
ranks according to the conditions (39) – (41).
7.4. h = 4. First we consider the standard cases obtained by the five partitions
4 = 3+1 = 2+2 = 2+1+1 = 1+1+1+1. These are represented by the equations
42 = 32 + 7 = 2 × 22 + 8 = 22 + 12 = 16 and include the three cases derived
from h = 3. The standard cases are thus complete. We obtain a non-standard
case of possible ranks by considering the tensor product H4 = H2 ⊗ H2 with self-
explaining notation and by invoking Lemma 6 and Corollary 1. The tensor product
of the extremal observables in H2 given by 22 = 22 and 22 = 4 thus yields the case
42 = 4 × 22 of an extremal observable in H4 with four components consisting of
rank two effects. Alternatively, 42 = 4 × 22 can be obtained by the direct sum of
two extremal observables with ranks 22 = 4× 12 according to Proposition 5. By a
partial resolution described in Section 6 we obtain the further case 42 = 3× 22+4,
whereas 42 = 2×22+8 and 42 = 22+12 are already covered by the standard cases.
These cases exhaust all possible ranks according to the conditions (39) – (41).
Note, for example, that 42 = 32 + 22 + 3 is ruled out by (40).
7.5. h = 5. First we consider the standard cases obtained by the seven partitions
5 = 4+1 = 3+2 = 3+1+1 = 2+2+1 = 2+1+1+1 = 1+1+1+1+1. These are
represented by the equations 52 = 42 + 9 = 32 + 22 + 12 = 32 + 16 = 2× 22 + 17 =
22 + 21 = 25 and include four cases derived from h = 4. The remaining two cases
derived from h = 4 are 52 = 4 × 22 + 9 and 52 = 3 × 22 + 13 thereby completing
the standard cases.
It is not possible to derive further non-standard cases by the constructions
treated in this paper. However, there is one further possible rank list given by
52 = 32 + 4 × 22 together with its partial resolutions that is compatible with (39)
– (41). It would be difficult to exclude this case, but fortunately it is possible to
REDUCTION AND EXTREMALITY OF FINITE OBSERVABLES 15
confirm it by means of an example. Let
(42) e =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 1 1 0 i
0 i 0 i 0
0 1 0 0 1
i 1 1 i 1
0 i 1 1 i
i i 0 i 1


.
We consider the collection of 11 vectors ei ∈ C5 that are formed by the rows
of the matrix e. Then we consider the three-dimensional subspace V1 spanned
by e1, e2, e3 and the four two-dimensional subspaces V2, . . . , V5 spanned by the
pairs (e4, e5), . . . , (e10, e11). The linear independence of the family of subspaces
(V1, . . . , V5) can be shown, e. g., by calculating the determinant detH = 1024 6= 0
of the super Gram matrix H , see Section 3.
Summarizing, we have confirmed the conjecture that the conditions (39) – (41)
are not only necessary but also sufficient for lists of possible ranks of extremal
observables for the cases h = 2, . . . , 5 but have to leave open the general solution
of the rank problem.
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