(−1) n a n (13591409 + 545140134n) 1 640320 3n =
53360
√ 640320 12π where a n = 2n n 3n n 6n 3n
The transformation is
A n x n = 1 √ 1 − 1728x ∞ n=0 a n − x 1 − 1728x n General Transformation. Assume that we have a Ramanujan-like formula Proof: The transformation above is an involution, e.g. we also have ∞ n=0 a n x n = 1 The example in the introduction is the case s = 1 6 and M = 1728 of the hypergeometric case
Proving the transformation is a Maple exercise in each of the cases s = 1 3 ,
in the case s = 1 6 one shows that both sides satisfy the differential equation
and checks that the first four coefficients agree.
The case s = 1 3 . Here we have M = 108 and a n = 108
n with A n = 108
In the table below the fomula
to the conjectured supercongruence (already in [8])
The case s = 1 6 . Here M = 1728 and a n = 1728 n (1/2) n (1/6) n (5/6) n n! 3 = 2n n 3n n 6n 3n with A n = 1728 We have deleted the formula obtained from Chudnovsky's formula since it is in the Introduction.
So far we have only considered Ramanujan series with rational x 0 , found in [1] . We
give one example in case s = 1 3
In the paper [7] by Z.W.Sun there are some formulas for 1 π which are special cases of identities for the hypergeometric function
We have
and use the evaluation
We obtain
Some other transformations.
We start with proving Conjecture 4 in [6]. We have Proposition 3. Let
Then the following formula is valid
We first note the identities 2k
where (a) 0 = 1 and
We get
Now we use the following identity (see [2] , p.176, Exercise 1b)
with a = s/2, b = 1/2 to get
and the proof is finished.
Maple Proof: Using Maple one verifies that both sides satisfy the differential equation
Then we check that the first terms in the power series solutions agree. Proposition 4. Let
Given a formula for 1 π of Ramanujan type
Then the transformation above gives the formulas
1 + 4w 0 = x 0 and the right hand is ∞ n=0 a n (a + bn)x n 0 . We get
and solving for A and B we are done. This takes care of formulas 4.2-4.13 except 4.7 which comes from a divergent series with x0 = − 16 9 . Note that we find a new formula with rational w0 for s = 1 6 .
Remark: Formula (4.11) in [6] is false. The right hand side should be 162 √ 7 343π . Formula 4.1 is of different kind. It is a special case of Proposition 5. We have
The left hand side is
2 after using Pfaff's identity twice
Now we use
again to get
Maple Proof: Both sides satisfy
Then we check the first terms in the power series. Let
Then copying the proof of Proposition 4 we get for every formula 
The formulas (2.2)-(2.4) in [6] due to the twin brother Z.H.Sun are special cases of the following Proposition 6: We have
Classical Proof:
Solving for x we have the equivalent statement
Using (formula 3.1.3, p.125 in [2] )
we get
and finish by Clausen's identity. Maple Proof: One verifies that both sides satisfy the differential equation
One expands both sides in power series and checks the first few coefficients.
is a special case of the following transformation. Let
Anx n so we have the following result.
Proposition 7.
Assume we have a formula
Then we have In the final remark Almkvist and Aycock ask why, when one considers the power series at w1 = 1 2
(1 − √ 1 − x0), one gets formulas for negative multiples of . Here we shall prove such formulas in the cases s = 1/2, 1/3, 1/4, 1/6 in Proposition 7. Following [2] we set
and let for s = 1/2, 1/3, 1/4, 1/6 t(τ ) = tN (τ ) be given by
Let U be the connected component of {τ ∈ C | ℑ(τ ) > 0, |t(τ )| < 1} which contains all τ with sufficiently large imaginary part, a "neighborhood of i∞". Let τ 0 ∈ U such that
In the Ramanujan-type formulas, τ 0 is usually a quadratic irrationality. Let An be defined by the power series expansions
as in Proposition 7. Set Cs = 1 2 sin(πs) .
Theorem 1 Assume that there is an identity 
Proof. By formulas (8), (9) in [2] we have, for τ ∈ U ,
and 1 2πi
where q = e 2πiτ . Take   1  2πi times the logarithmic derivative with respect to τ in (9):
.
Substitute (10) to obtain − G(1 − t)tF 2 (t) F (1 − t) − G(t)(1 − t)F (t) = 1 2πiτ .
Multiply by 2iτ and substitute (9):
2Cs t G(1 − t)F (t) + 2 τ i (1 − t)G(t)F (t) = 1 π .
Evaluate (11) at τ = τ 0:
2Cs w0 G(w1)F (w0) + 2 τ 0 i w1G(w0)F (w0) = 1 π .
By assumption (6) 2BF (w0)G(w0) = C π − AF 2 (w0),
and eliminating F (w0)G(w0) by (12), (13) 
