A NOx emission forecasting model using multiresolution least squares support vector machine (LSSVM) based on data-driven and SF-KPCA is proposed. Firstly, the data-driven model based on real operation data contains a lot of redundant information. Therefore, a Kernel Principal Component Analysis based on Similarity Function (SF-KPCA) is proposed to reduce the redundant information and optimize the modeling complexity. Then, inspired by multiresolution analysis, a multiresolution LSSVM with online adaptive update ability is conducted, which employs the total forecast error as the threshold to update the forecasting model parameters in real time. Finally, the proposed method is applied to predict the NOx emission of a coal-fired boiler. Results reveal that the online multiresolution LSSVM model with SF-KPCA maintains the prediction accuracy at a high level even if the process characteristics vary. Meanwhile, the model only needs 0.15 seconds for each forecast, which is suitable for real time monitoring in field.
Introduction
In recent years, environmental requirements and standards become increasingly stringent, reducing emissions of pollutants into all coal-fired power plants also become an important issue. Nitrogen Oxide (NOx) as one of the major air pollutants, which can damage to the ecological environment and human health. Therefore, NOx should be measured accurately at all times. However, accurate measurement is hindered by device environment, system delay and technical limitation. NOx analyzers are available in a number of power plants, but these hardware-based instruments are not only highly vulnerable to failure because of the harsh environments but also expensive and difficult to maintain. Therefore, a new way of realizing NOx accurate measurement has crucial significance to ensure the safe, economical and efficient operation of plants [1] .
Soft sensor techniques are widely accepted for estimating primary variable with the use of other relevant variables that are easy to measure online and the data-driven methods [2] . The data source is an important factor when establishing a data-driven model [3] . Traditional field experiment can be effectively designed to cover the majority of possible operating conditions, but the experiment is time-consuming and will disturb normal operation and production. On the contrary, operation data can be easily stored and accessed in real time because of the wide availability of distributed control systems (DCS) and supervisory information systems (SIS) [4] . The accumulated historical data represent the real operation status of the plant process, which can provide useful information for developing data-driven model. But the accumulated historical data have large number of samples and dimensions which make the data nonlinear. These cause the data-driven model not suitable for field application because of computationally large. To solve this problem, a Kernel Principal Component Analysis (KPCA) based on Similarity Function (SF-KPCA) is proposed. Inspired of traditional non-linear dimensionality reduction KPCA algorithm [5] , this paper uses the similarity function to reduce the redundant information of the samples, optimize the modeling data.
A good number of research activities have been conducted and have proposed a variety of ways for predicting NOx emissions, especially artificial intelligence techniques such as artificial neural networks (ANN) and support vector machine (SVM) have been widely applied in predicting model. A study [6] used artificial neural networks to build a prediction model for CO 2 , soot, and NOx. In references [7] a support vector machine model was built for the prediction of NOx emissions with a Multi-Objective Optimization. However, the SVM algorithm has a relatively complex computation. To solve this problem, the least squares support vector machine (LSSVM) based on SVM was put forward by Suykens in 1999 [8] . Now LSSVM has been elegantly used in tunnel reliability analysis, time series prediction and other fields.
The nonlinear capability of the SVM is mapping input data to high-dimensional space through the "kernel function", like Polynomial kernel, Gaussian kernel and so on. Zhang studied the Morlet wavelet kernel in 2004 [9] , found that the wavelet has a good time-frequency local characteristic and can generate a set of complete space base on translation and expansion. Therefore, the wavelet kernel function can make the SVM approach any arbitrary class and objective function. The multiple-kernel learning is another typical kernel processing method [10] , which is a research focus and an effective tool for some complicated pattern recognition and regression problems nowadays. Based on the above algorithm, combined with multiresolution analysis [11] , the paper proposed multiresolution LSSVM.
The most important thing about the forecasting model is maintaining high prediction accuracy at all times after a soft-sensor model is initially established. Thus, a maintenance and update strategy should be performed on the model. To tackle this issue, several update approaches have been presented, including the moving window method [12] , recursive method [13] . In this paper, a moving window method based on training samples is presented and the forecast error which is used to determine whether the forecasting model is updated adaptively is defined [14] . In this way, the NOx emission forecasting model using multiresolution LSSVM based on data-driven and SF-KPCA satisfies the real time and prediction accuracy requirement under different operating conditions.
SF-KPCA
The Principal Component Analysis (PCA) method is a multivariate statistical analysis method [15] . It can be used to project high-dimensional, noise-containing and highly correlated data into low-dimensional subspaces containing large amounts of raw data. However, the PCA method only solves the linear problem and is not suitable for the analysis of nonlinear problems. In order to improve the applicability of PCA method, [5] proposed Kernel PCA (KPCA) method, through the "kernel", KPCA will map the input space to the high-dimensional feature space, so the nonlinear problem of the original input space is transformed into the linear problem of the feature space. But when the sample data is large, KPCA has a large amount of computation, real-time poor performance. It is necessary to remove the redundant information from the input samples and optimize the initial modeling data.
In this paper, we use the similarity function method to optimize the input sample. The similarity matrix R is obtained and analyzed by successively calculating the similarity of any two sets of input data. For two sets of data with high similarity, it can be considered to be approximately the same, thereby subtracting one to reduce data redundancy. The similarity function is formulated as
n is the number of samples. 2 ⋅ is the vector two norm, δ is the normalized parameter, ij F characterizes the similarity between the i and j sample. To obtain the sample information and reduce the error of the data analysis, select the normalized parameterδ , which can be calculated by the equation 
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Multiresolution wavelet decomposition may be obtained using tensor production.
Multiresolution LSSVM
Using (14), we have
. For a given wavelet ) (x ϕ , from (7), we have
Adaptive Update Algorithm Based on Forecast Error
In the practical application, the LSSVM performance relies heavily on the initial modeling sample selection because of the lack of adaptive learning ability. When the data caused by changes in operating conditions fluctuate, traditional LSSVM prediction accuracy will be reduced, which cannot meet the actual needs. In this paper, we define the total forecast error as a threshold, which determines whether to update the parameters adaptively when training sample is updated. This forecasting model satisfies both the real-time and prediction accuracy.
Forecast Error
The forecast error is defined as the difference between the predicated value and the true value. To obtain the predicted value, a set of training samples are removed from the input of the forecasting model Using (6)
.n is the number of training sample. 11 A is the first row of first column in matrix A. a is the matrix A first line which remove the elements of A11. M is the Cofactor of A11 in A. Assume the first set of data in the training sample is removed, the LSSVM model parameter is [ ] 
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From the formula (27), to calculate the total forecast error Ep, if e m E p ≤ / , update the model parameters; otherwise, wait for the next data to make judgment.
The flow chart of adaptive update forecasting model is shown in Fig. 2 
Case Simulation
In this experiment, the nonlinear sinc function with white noise is simulated as a benchmark to validate the multiresolution LSSVM proposed in this paper. For convenience, this experiment takes L=2 scales as an example, the kernel function choose RBF, Morlet, Mexican hat wavelet kernel, respectively. The error indexes including the mean absolute error (MAE) and the root mean square error (RMSE) to evaluate the regression performance [16] . The definitions of these indexes are given as follows
Where n is the total number of data samples; y is the true value; ỹ is the regression value. A total of 200 testing samples sequence which are uniformly distributed in the interval [-5, 5] based on the original function sinc(x) plus the mean 0, the variance of 0.05 Gaussian white noise. The penalty parameter γ and the wavelet kernel parameter 2 δ obtain the optimal value by ten-fold cross-validation [17] .The comparison of regression values and true values for different models are shown in Fig.3 Fig.3 shows that the regression performance of LSSVM is significantly poorer than the twp-scale LSSVM. Multiresolution wavelet kernel adjusts the kernel parameters according to different parts of the curve, therefore, compared with the traditional single scale LSSVM, the Multiresolution LSSVM introduced in this paper has better performance. The optimization parameters and error indexes of different model can be seen in Table. 1. From Tab.1, it is clear that the error indexes and the ability to resist noise of two-scale LSSVM with RBF wavelet kernel is superior to those of two wavelet kernels (Morlet, Mexican hat). Therefore, the paper selects RBF wavelet kernel to conduct the next experiment.
Application to an Industrial Power Plant
Since NOx is difficult to accurately measure in real time, the soft sensor is applied in this section to measure the NOx emissions of a 660 MW coal-fired boiler. NOx is derived from the combustion process of fossil fuels such as coal, oil, natural gas, therefore, in order to reduce NOx emissions, the flue gas must be denitrified. At present, the flue gas denitrification process can be divided into three types: dry method, semi-dry method and wet method. In this paper, the experimental power plant using SCR technology for flue gas denitrification treatment.
Input Variable Selection
The DCS data collected from the power plant includes the measurement data of the operation parameters of each equipment in the whole combustion process. In spite of using all variables, this paper chooses 15 variables as the input of the model, in order to reduce the cost of computing [18] . 
Data Processing
Select the load changes violently as a data source, DCS database resolution of 5 seconds and approximately 1000 sets of data samples are obtained. After analyzing the DCS historical data, a strong correlation exists among the above 15 variables. The correlation brings redundant information to the inputs, thereby increasing model complexity and ultimately degrading the model performance. Therefore, the KPCA is then used to eliminate the correlation. However, if the KPCA model is directly established using this data sample, the calculated kernel matrix dimension is 1000×1000, and the computational complexity is O (10003), which seriously affects the timeliness of feature extraction and data analysis. The similarity function is used to eliminate the redundant data and optimize the data samples, which not only saves the storage space but also improves the efficiency of the data. Through the experiment, the change of the similarity threshold Ɛ corresponds to the number of remaining samples is shown in Fig.4 . From Fig.4 , it is clear that with the increasing similarity threshold, the removal of the data samples gradually reduced, the remaining sample gradually increased. When the threshold is [0.98, 0.99], the slope of the curve is the largest, indicating that the reduced data sample is the most efficient and the most redundant information in this range. Therefore, the appropriate similarity threshold should be selected in this interval. In this paper, the threshold is selected as 0.982, then 1000 sets of sample data are optimized after the remaining 265 sets of data samples. The remaining 265 samples were analyzed by KPCA, and KPCA using the radial basis kernel function as follows:
2 exp ,
(31) The parameterσ takes 30. The number of selected eigenvalues and the cumulative contribution rate of eigenvalues changes are shown in Fig5. From Fig.5 , it can be seen that the cumulative contribution rate of eigenvalues increases with the number of eigenvalues. Taking the first seven principal components, the eigenvalue contribution rate has reached 89.6% and when the number is nine, the contribution rate has reached 95.3%. In this paper, we select the first nine principal components, that is, the sample feature dimension is reduced from the original 15 to 9. After the SF-KPCA algorithm, the samples data are normalized and selected as the training data set to construct the initial model.
Model Construction
The 265×9 data set as a training samples, and select another 60 consecutive sequences as a testing samples which are reduced 9 dimensions by KPCA. As mentioned above. The multiresolution LSSVM scale L is 2 and the kernel function chooses RBF wavelet kernel. The function and penalty parameters are searched based on the 10-fold cross-validation in the range of [10, 1000] δ =0.1. The error indexes RMSE and MAE are still used to evaluate the model performance. The traditional LSSVM model with SF-KPCA and online two-scale LSSVM without SF-KPCA are both established to verify the effect of the forecasting performance. 
Results and Discussion
The performance of the three models on the training and testing dataset are shown in Table. 2. It is clear that the online two-scale model is significantly higher than the traditional LSSVM. Especially in the prediction accuracy, the online model of the LSSVM is much higher than the traditional LSSVM model. Due to the reduced data redundancy of SF-KPCA, the Online two-scale SF-KPCA LSSVM is superior to Online two-scale LSSVM in training accuracy. But in the prediction accuracy, there is no significant difference between the two models. The modeling time of both and the time consumption of each prediction sample is shown in Table. 3. Table. 3, due to the reduction of data redundancy, the computational complexity of SF-KPCA model is low and the modeling time is much better than the LSSVM without SF-KPCA. At the same time, each testing sample time of the Online two-scale SF-KPCA LSSVM is far less than Online two-scale LSSVM because of the different model complexity. The results show that the NOx emission forecasting model proposed in this paper has better forecasting accuracy, and the prediction time is only 0.15 seconds, which is suitable for real time monitoring in field.
Conclusions
An adaptive update algorithm is proposed in this paper to establish a forecasting model for tacking the NOx emissions of a coal-fired boiler using real operation data. Aiming at the shortcomings of datadriven model with large data and strong correlation, a KPCA method based on similarity function is proposed. The similarity function is used to reduce the redundant data and thus reduce the model complexity and improve the operation speed. Then, inspired by multiresolution analysis, a multiresolution LSSVM model is conducted. Using the adaptive update algorithm, the model has the ability to predict online. The simulation results show that the online multiresolution LSSVM model maintains the prediction accuracy at a high level even if the process characteristics vary. The MAE and RMSE errors on the newly testing samples are only 4.83*10-4 and 5.03*10-4 respectively. Besides, forecasting the data at a time is only 0.15 seconds, which is much smaller than the LSSVM model without SF-KPCA.
