This paper analyzes a class of impulse control problems for multi-dimensional jump diffusions in a finite time horizon. Following the basic mathematical setup from Stroock and Varadhan [33] , this paper first establishes rigorously an appropriate form of Dynamic Programming Principle (DPP). It then shows that the value function is a viscosity solution for the associated Hamilton-Jacobi-Belleman (HJB) equation involving integro-differential operators. Finally, it proves the W (2,1),p loc regularity for 2 ≤ p < ∞ and the uniqueness of the viscosity solution.
Introduction
This paper considers the following class of impulse control problem for an n-dimensional diffusion process X t . In the absence of control, X t is governed by an Itô's stochastic differential equation, where W is a standard Brownian motion, N = N (dt, dz) − ρ(dz)dt with N being a Poisson point process on [0, T ] × R k with density ρ(dz)dt, W and N are independent in an appropriate filtered probability space (Ω, F , P), and b, σ, j 1 , j 2 satisfy suitable regularity conditions to be specified later. If a control policy V = (τ 1 , ξ 1 ; τ 2 , ξ 2 ; . . .) is adopted, then X t evolves as Here the control (τ i , ξ i ) i is of an impulse type such that τ 1 , τ 2 , . . . is an increasing sequence of stopping times with respect to F W,N t , the natural filtration generated by W and N , and ξ i is an R n -valued, F
• First, we follow the classical setup of Stroock and Varadhan [33] and work on the natural filtration of the underlying Brownian motion and the Poisson process, instead of the "usual hypothesis", i.e., the completed right continuous filtration adopted in previous work. Within this framework and based on the estimation techniques developed in Tang and Yong [34] for diffusion processes without jumps, we prove a general form of the DPP.
We remark that various forms of the DPP for impulse controls of jump diffusions have been exploited quite literally in the stochastic control literature, and their proofs can be found for several cases, yet not with the full generality needed in this paper. For instance, our result includes those in [34] and [32] as special cases and includes non-Markov controls. Because of the inclusion of the jumps in the diffusion processes and the possibility of non-Markov controls, there are essential mathematical subtlety and difficulties, hence the necessity to adopt the classical and framework of [33] . This framework ensures certain properties of the regular conditional probability, and ensures that the controlled jump diffusions are well defined. These properties are crucial for rigorously establishing the DPP. In a way, our approach to the DPP is in the similar spirit of Yong and Zhou [36] for one-dimensional regular controls.
Note that there are separate lines of research on the DPP, including the weak DPP formulation by Bouchard and Touzi [6] and Bouchard and Nutz [5] , as well as the classical work by El Kaouri [12] . However, it does not seem easy for us to fit their results to our problem and setup.
• Second, we show that the value function is a viscosity solution in the sense of [1] . This form of viscosity solution is convenient for the HJB equations involving integro-differential operators, which is the key for analyzing control problems on jump diffusions.
Closely related to our work in this aspect are the works of [32] and [34] . The former allowed only Markov controls and the latter did not deal with jump diffusions.
• Third, we prove the W (2,1),p loc regularity and the unique viscosity solution properties for the value function with first-order jumps. Note that the uniqueness of the viscosity solution in our paper is a "local" uniqueness, which is appropriate to study the regularity property.
Compared to [10] for an infinite horizon problem, this paper is on a finite time horizon which requires different PDEs techniques. Moreover, [10] did not study the DPP, nor the uniqueness of the viscosity solution, and was restricted to Markov controls. Thus it built partial results in a restrictive setting. There were also studies by Xing and Bayraktar [2] and Pham [31] on value functions for optimal stopping problems for jump diffusions. Their work however did not involve controls.
To our best knowledge, our paper is the first that presents a comprehensive analysis for impulse control problems for jump diffusions: from the original control problem, to the related DPP, to the viscosity solution, and its uniqueness and regularity; all established under one mathematical setup.
Problem Formulation and Main Results

Problem formulation
Filtration Fix a time T > 0. For each t 0 ∈ [0, T ], let (Ω, F , P) be a probability space that supports a Brownian motion {W · } t0≤s≤T starting at t 0 , and an independent Poisson point process N (dt, dz) on Throughout the paper, we will use this uncompleted natural filtration {F t0,t [t 0 , T ]}. This specification ensures that the stochastic integration and therefore the controlled jump diffusion to be well defined. (See Lemma 4.3.3 from Stroock & Varadhan [33] ). Now, we can define mathematically the impulse control problem, starting with the set of admissible controls. Definition 1. The set of admissible impulse control V[t 0 , T ] consists of pairs of sequences {τ i , ξ i } 1≤i<∞ such that 1. τ i : Ω → [t 0 , T ] ∪ {∞} such that τ i are stopping times with respect to the filtration {F
Now, given an admissible impulse control {τ i , ξ i } 1≤i<∞ , a stochastic process (X t ) t≥0 follows a stochastic differential equation with jumps,
Here
subject to Eqn. (1) with
Here we denote V for the associated value function
In order for J and V to be well defined, and for the Brownian motion W and the Poisson process N as well as the controlled jump process X x0,t0,τi,ξi to be unique at least in a distribution sense, we shall specify some assumptions in Section 2.2.
The focus of the paper is to analyze the following HJB equation associated with the value function
Main result. Our main result states that the value function V (x, t) is a unique W (2,1),p loc (R n × (0, T )) viscosity solution to the (HJB) equation with 2 ≤ p < ∞. In particular, for each t ∈ [0, T ), V (·, t) ∈ C 1,γ loc (R n ) for any 0 < γ < 1. The main result is established in three steps.
• First, in order to connect the (HJB) equation with the value function, we prove an appropriate form of the DPP. (Theorem 1).
• Then, we show that the value function is a continuous viscosity solution to the (HJB) equation in the sense of [1] . (Theorem 2).
• Finally, we show that the value function is W All results, unless otherwise specified, are built under the assumptions specified in Section 2.2.
Outstanding assumptions
such that the projection map (W, N )(x · , n) = (x · , n) is the Brownian motion and the Poisson point process with density ρ(dz) × dt under P, and for t 0 ≤ s ≤ t ≤ T ,
Assumption 2. (Lipschitz Continuity.) The functions b, σ, and j are deterministic measurable functions such that there exists constant
Assumption 5. (Lower Boundedness) There exists an L > 0 and µ ∈ (0, 1] such that
Assumption 6. (Monotonicity and Subadditivity) B : R n × [0, T ] → R is a continuous function such that for any 0 ≤ s ≤ t ≤ T , B(t, ξ) ≤ B(s, ξ), and for (t, ξ), (t,ξ) being in a fixed compact subset of R n × [0, T ), there exists constant K > 0 such that
Assumption 7. (Dominance) The growth of B exceeds the growth of the cost functions f and g so that δ + γ <µ, ν ≤µ.
Assumption 9. Suppose that there exists a measurable map M :
) is the set of locally finite measure on R n \ {0}, such that one has the following representation of the integro operator:
And assume that for (x, t) in some compact subset of
Notations Throughout the paper, unless otherwise specified, we will use the following notations.
• 0 < α ≤ 1.
• Ξ(x, t) is the set of points ξ for which M V achieves the value, i.e.,
• The continuation region C and the action region A are
• Let Ω be a bounded open set in R n+1 . Denote ∂ P Ω to be the parabolic boundary of Ω, which is the set of points (x 0 , t 0 ) ∈ Ω such that for all R > 0,
Note that Ω is the closure of the open set Ω in R n+1 . In the special case of a cylinder, Ω = Q(x 0 , t 0 ; R), the parabolic boundary
• Function spaces for Ω being a bounded open set,
3 Dynamic Programming Principle and Some Preliminary Results
Dynamic Programming Principle
Theorem 1. (Dynamic Programming Principle) Assuming (A1), (A2), (A3), (A4), and (A5). For t 0 ∈ [0, T ], x 0 ∈ R n , let τ be a stopping time on (Ω t0,T , {F t0,t } t ), we have
In order to establish the DPP, the first key issue is: given a stopping time τ , how the martingale property and the stochastic integral change under the regular conditional probability distribution (P|F τ ). The next key issue is the continuity of the value function, which will ensure that a countable selection is adequate without the abstract measurable selection theorem. (See [14] ).
To start, let us first introduce a new function that connects two Brownian paths which start from the origin at different times into a single Brownian path. This function also combines two Poisson measures on different intervals into a single Poisson measure.
Note that this is an
Next, we need two technical lemmas regarding (P|F τ ). Specifically, the first lemma states that the local martingale property is preserved, and the second one ensures that the stochastic integration is well defined under (P|F τ ).
According to Theorem 1.2.10 of [33] , Lemma 1. Given a filtered space, (Ω, F , {F t } 0≤t≤T , P), and an associated martingale {M t } 0≤t≤T . Let τ be an F -stopping time. Assume (P|F τ ) exists. Then, for P-a.e. ω ∈ Ω,
Lemma 2. Given a filtered space (Ω, F , {F t } 0≤t≤T , P), a stopping time τ , a previsible process H :
P-almost surely, and N t = t τ H s dM s (a version of the stochastic integral that is right-continuous on all paths). Assume that (P|F τ ) exists. Then, for P-a.e. ω ∈ Ω, N t is also the stochastic integral t τ H s dM s under the new probability measure (P|G)(ω, ·).
The proof is elementary and is listed in the Appendix for completeness. Now, we establish the first step of the Dynamic Programming Principle. Proposition 1. Let τ be a stopping time defined on some setup (Ω, {F t0,s }). For any impulse control
Here τ
Proof. Consider (P|F t0,τ ) on (Ω t0,t , {F t0,t }). Since we are working with canonical spaces, the sample space is in fact a Polish space (see [21] Theorem A2.1 and A2.3), and the regular conditional probability exists by Theorem 6.3 of [21] . Since Polish spaces are completely separable metric spaces and have countably generated σ-algebra, F t0,τ is countably generated. By Lemma 1.3.3 from Stroock & Varadhan [33] , there exists some null set N 0 such that if ( 
Now, to obtain the Dynamic Programming Principle, one needs to take the infimum on both sides of Eq. (11). The part of "≤" is immediate, but the opposite direction is more delicate. At the stopping time τ , for each ω, one needs to choose a good control so that the cost J is close to the optimal V . To do this, one needs to show that the functional J is continuous in some sense, and therefore a countable selection is adequate.
The following result, the Hölder continuity of the value function, is essentially Theorem 3.1 of Tang & Yong [34] . The major difference is that their work is for diffusions without jumps, therefore some modification in terms of estimation and adaptedness are needed, as outlined in the proof.
Proof. To include the jump terms, it suffices to note the following inequalities,
Moreover, in our framework,ξ(·) andξ(·) would not be in V[t, T ] because it is adapted to the filtration {F W,N t,s }t ≤s≤T instead of {F W,N t,s }t ≤s≤T . To fix this, consider for each ω ∈ Ω t0,T ,
Given that the value function V is continuous, we can prove Theorem 1.
Proof. (Dynamic Programming Principle) Without loss of generality, assume that τ ≤ T .
Taking infimum on both sides, we get
Now we are to prove the reverse direction for the above inequality.
to boundaries, such that for any x,x ∈ R j and t,t ∈ [s j , t j ),
Define a new stopping timeτ by:
In other word, once τ is reached, the impulse will be modified so that there would be no impulses on [τ,τ ), and starting atτ , the impulse follows the rule (τ j i , ξ j i ) on the set A j . Now we have,
The last equality follows from the fact that,τ i is either < τ , or ≥τ , soτ i <τ implies thatτ i = τ i < τ . Sinceû
Now, for the second term in the last expression, we see
Therefore, it suffices to bound the following expression,
First, note that on the interval [τ,τ ), X = X t0,x0,û·,τi,ξi solves the jump SDE with no impulse:
andτ are all deterministic, hence the following estimates
(where p = µ/δ > 0, and 1/p + 1/p ′ = 1)
Taking expectation, we get
The last inequality follows from Corollary 3.7 in Tang & Yong [34] . With these two bounds, and taking ǫ → 0, we get the desired inequality and the DPP.
Preliminary Results
To analyze the value function, we also need some preliminary results, in addition to the DPP.
Lemma 4. The set Ξ(x, t) := {ξ ∈ R n : M V (x, t) = V (x + ξ, t) + B(ξ, t)} is nonempty, i.e. the infimum is in fact a minimum. Moreover, for (x, t) in bounded
Proof. This is easy by B(ξ, t) ≥ L + C|ξ| µ , −C ≤ V ≤ C(1 + |x| γ+δ ), and µ > γ + δ.
Lemma 5. (Theorem 4.9 in [24]) Assume that
the viscosity sense, then it solves the PDE in the classical sense as well, and u(x, T − t) ∈ C 2+α,1+
Lemma 6. The value function V and M V satisfies V (x, t) ≤ M V (x, t) pointwise.
Lemma 7. M V is continuous, and there exists C such that for any x, y ∈ R n , s < t,
Proof. First we prove continuity. For each ξ, V (x, t) + B(ξ, t) is a uniformly continuous function on compact sets. And since Ξ(x, t) is bounded for (x, t) on compact sets, taking the infimum over ξ on some fixed compact sets implies that M V is continuous. For the Hölder continuity in t, let ξ ∈ Ξ(x, s), then
given that B(ξ, s) ≥ B(ξ, t) for s < t.
As a consequence, the continuous region C is open.
In particular, Let
Proof. Suppose ξ ∈ Ξ ǫ (x, t), i.e.
Then,
Lemma 9. M V is uniformly semi-concave in x, and M V t is bounded above in the distributional sense on compact sets away from t = T .
Proof. Let A be a compact subset of R n × [0, T − δ]. For any ξ ∈ Ξ(x, t) for (x, t) ∈ A, (x + ξ, t) lies in a bounded region B independent of (x, t). For any |y| = 1 and δ > 0 sufficiently small,
which is bounded by Lemma 5. Similarly,
Value function as a Viscosity Solution
In this section, we establish the value function V (x, t) as a viscosity solution to the (HJB) equation in the sense of [1] .
Theorem 2. (Viscosity Solution of the Value Function) The value function V (x, t) is a continuous viscosity solution to the (HJB) equation in the following sense: if for any
2. u ≥ φ and u − φ achieves a local minimum at
with the boundary condition u = g on R n × {t = T }.
Then without loss of generality we can assume that
Since the definition of viscosity solution does not concern the value of φ outside of B(x 0 , θ) × [t 0 , t 0 + θ), we can assume that φ is bounded by multiples of |V |. Let X 0 = X x0,t0,∞,0 and
By Ito's formula,
Meanwhile, by Theorem1,
Combining these two inequalities, we get
That is,
Again by modifying the value of φ outside of B(x 0 , θ)×[t 0 , t 0 +θ), and since V ≤ φ in B(x 0 , θ)×[t 0 , t 0 +θ), we can take a sequence of φ k ≥ V dominated by multiples of |V | such that it converges to V outside of B(x 0 , θ) × [t 0 , t 0 + θ) from above. By the dominated convergence theorem,
which is a contradiction. Therefore, we must have (−φ t + Lφ − I 
Consider the no impulse strategy τ * i = ∞ and let X 0 = X t0,x0,∞,0 . Define the stopping time τ as before, i.e,
Then for any strategy (τ i , ξ i ) ∈ V,
Therefore, without loss of generality, we only need to consider (τ i , ξ i ) ∈ V such that τ 1 > τ . Now, the Dynamic Programming Principle becomes,
Now combining these facts above,
Again by modifying the value of φ outside of B(x 0 , θ)×[t 0 , t 0 +θ), and since V ≥ φ in B(x 0 , θ)×[t 0 , t 0 +θ), we can take a sequence of φ k ≤ u dominated by multiples of |V | such that it converges to V outside of B(x 0 , θ) × [t 0 , t 0 + θ) from above. By the dominated convergence theorem,
Regularity of the Value Function
To study the regularity of the value function, we will consider the time-inverted value function u(x, t) = V (x, T − t). Accordingly, we will assume that a ij , b i , f , B and j are all time-inverted. This is to be consistent with the standard PDE literature for easy references to some of its classical results, where the value is specified at the initial time instead of the terminal time.
The regularity study is built in two phases. First in Section 5.1, we focus on the case without jumps . We will construct a unique W 
in which φ(x, t) = V (x, T − t) and Ψ(x, t) = (M u)(x, t). The local uniqueness of the viscosity solution then implies that this solution must be the time-inverted value function, hence the W (2,1),p loc smoothness for the value function.
Then in Section 5.2, we extend the analysis to the case with a first-order jump and establish the regularity property of the value function.
W (2,1),p loc
Regularity for cases without jumps
The key idea is to study a corresponding homogenous HJB, based on the following classical result in PDEs.
Lemma 10. (Theorem 4.9, 5.9, 5.10, and 6.33 of [24] 
has a unique solution to (13) that lies in C 0+α,0+
Indeed, given Lemma 10, let u 0 be the unique classical solution to (13) , with the boundary condition φ(x, t) = V (T − t, x). Then, our earlier analysis (Lemma 3) of Hölder continuity for the value function implies that V (x, T − t) − u 0 (x, t) solves the following "homogenous" HJB,
Therefore, our first step is to study the above "homogenous" HJB.
Step I: Viscosity solution of the "homogenous" HJB Theorem 3. Assume
4. Ψ t is bounded below, in the distributional sense.
Then there exists a viscosity solution u ∈ W (2,1),p (Q T ) to the homogenous HJB
In fact, u ∈ W (2,1),p (Q T ) for any p > 1.
To prove this theorem, we first consider a corresponding penalized version. For every ǫ > 0, let
One such example is, β(x) = x/ǫ for x ≥ 0 and it smooth extension to x < 0. We see that there is a classical solution u to the penalized problem, assuming some regularity on the coefficients a ij , b i , Ψ.
, and (a ij ) is uniformly elliptic. Then exists a unique u ∈ C 4+α,2+α/2 (Q T ) such that
Note that Friedman [16] proved a similar result for a W 2,p solution for the elliptic case using the L p estimates. He then used the Hölder estimates to bootstrap for the C 2 regularity. Our proof is more elementary using only the Schauder estimates. (For details, see Appendix B).
Next, consider the case with C α,α/2 (Q T ) coefficients. We will smooth out the coefficients first to the above result, and then let ǫ → 0. More precisely, let (a ǫ ) ij , (b ǫ ) i , Ψ ǫ ∈ C ∞ (Q T ) be such that they converge to the respective function in C α,α/2 (Q T ) and Ψ ǫ ≥ 0 on ∂ P Q T . This is possible because Ψ ≥ 0 on ∂ P Q T . Define L ǫ to be the corresponding linear operator and u ǫ to be the unique solution to
Now we establish some bound for β ǫ (u ǫ − Ψ ǫ ), in order to apply an L p estimate.
Lemma 12.
Assuming Ψ is semiconcave in x, i.e.
for any direction |ξ| = 1, and
where both derivatives are interpreted in the distributional sense. We have
with C independent of ǫ.
Proof. Clearly β ǫ ≥ −1, so we only need to give an upper bound. The assumption above translates to the same derivative condition on mollified Ψ ǫ , which can be interpreted classically now. Thus we have
Suppose u ǫ − Ψ ǫ achieves maximum at (x 0 , t 0 ) ∈ Q T , then
Hence
in which C is an upper bound independent of ǫ. On the other hand, if it achieves maximum on ∂ P Q T , we get u ǫ − Ψ ǫ ≤ 0 since Ψ ǫ ≥ 0 on ∂ P Q T . Either way we have an upper bound independent of ǫ.
Now with this estimate of the boundedness of β ǫ (u ǫ − Ψ ǫ ), we are ready to prove Theorem 3.
Proof. Lemma 12 allows us to apply L p estimate:
for p > 1. Thus there exists a sequence ǫ n → 0 and u ∈ W (2,1),p (Q T ) such that
On the other hand, if u − φ achieves a strict local minimum at (x 0 , t 0 ), then u ǫ − φ achieves a strict local maximum at (
Step II: Uniqueness of the HJB equation without jump terms Proposition 2. Assuming that a ij , b i , f, Ψ, f are continuous in Q T , and φ continuous on ∂ P Q T , the viscosity solution to the following HJB equation is unique.
Remark. Note that this is a local uniqueness of the viscosity solution. We later apply φ(x, t) = V (x, T − t) and Ψ(x, t) = (M u)(x, t) to our original control problem.
Proof. Let W, U be a viscosity subsolution and supersolution to (26) respectively. Then W is clearly a viscosity subsolution to v t + Lv − f = 0, with W ≤ Ψ. On the other hand, at any fixed point (x 0 , t 0 ), either U (x 0 , t 0 ) = Ψ(x 0 , t 0 ) or U satisfies the viscosity supersolution property at (x 0 , t 0 ). Define
for ǫ > 0. Note that W ǫ is still a viscosity subsolution of v t + Lv − f = 0. For fixed ǫ, α, β, define
Denote B = B(0, R). Suppose max (x,t)∈Q T W ǫ (x, t) − U (x, t) ≥ c > 0. There exist α 0 , β 0 , ǫ 0 , such that for α ≥ α 0 , β ≤ β 0 , and ǫ ≤ ǫ 0 , we have
Let (t,x,ȳ) ∈ (δ, T ) × B × B be the point where Φ achieves the maximum. Since Φ(δ, 0, 0) ≤ Φ(t,x,ȳ), we get
in which h is the modulus of continuity of U . Since the domain is bounded, α|x −ȳ| 2 ≤ K for some fixed constant K independent of α, ǫ, β. We have |x −ȳ| ≤ K/α, which implies
Denote ω as the modulus of continuity of Ψ. We have two cases:
1. U (ȳ,t) = Ψ(ȳ,t). We have
2. U (ȳ,t) < Ψ(ȳ,t). By the same analysis as Theorem V.8.1 in [15] ,
Fix ǫ ≤ ǫ 0 , β ≥ β 0 . For each α ≤ α 0 , one of the two cases is true. If case 2 occurs infinitely many times as α → ∞, we have a contradiction, thus case 1 must occur infinitely many times as α → ∞. We have the inequality
Now, combining Theorem 3 and Proposition 2, together with Lemma 10 for the C(Q T )∩C
. It suffices to show that b i and f are bounded. In fact we will show that they are continuous.
Step 1, f is continuous: Let x n → x 0 , then
For the first term,
For the second term, the integrand → 0 as n → ∞. So by the dominated convergence theorem,
Therefore f is continuous in x. Now let t n → t 0 , V (x + z, t n ) − V (x, t n )M (x, t n , dz) − V (x + z, t 0 ) − V (x, t 0 )M (x, t 0 , dz) ≤ (V (x + z, t n ) − V (x, t n )) (M (x, t n , dz) − M (x, t 0 , dz)) + (V (x + z, t n ) − V (x, t n )) − (V (x + z, t 0 ) − V (x, t 0 )) M (x 0 , t, dz) .
For the first term, (V (x + z, t n ) − V (x, t n )) (M (x, t n , dz) − M (x, t 0 , dz)) ≤ C(1 + |x| γ + |z| γ )|z| δ |M (x, t n , dz) − M (x, t 0 , dz)| ≤C |z| γ + |z| δ |M (x, t n , dz) − M (x, t 0 , dz)| → 0, as t n → t 0 . For the second term, the dominated convergence theorem implies (V (x + z, t n ) − V (x, t n )) − (V (x + z, t 0 ) − V (x, t 0 )) M (x 0 , t, dz)
Therefore f is continuous in t.
Step 2, b i is continuous: This follows easily from Assumption 11. Let (x n , t n ) → (x 0 , t 0 ),
|z||M (x n , t n , dz) − M (x 0 , t 0 , dz)| ≤ |z| δ |M (x n , t n , dz) − M (x 0 , t 0 , dz)|, which goes to 0 as n → ∞.
Step 3, replace b i by b i = b i − z i M (x, t, dz) and f by f = f + u(x + z, t) − u(x, t)M (x, t, dz), and follow the same line of reasoning in the proof for Proposition 3.
Notice, however, the "apparent" difference between the two types of viscosity solutions: the one in the above proposition, and the one in Theorem 2. Therefore, we need to show that the viscosity solution in Theorem 2 is also a viscosity solution of Eqn. (34) . Then, with the standard local uniqueness of HJB of Eqn. (34) , the regularity of value function is obtained. The other inequalities can be derived similarly.
In summary, Theorem 6. (Regularity of the Value Function and Uniqueness) With additional assumptions 10 and 11, the value function V (x, t) is a unique W (2,1),p loc (R n × (0, T )) viscosity solution to the (HJB) equation with 2 ≤ p < ∞. In particular, for each t ∈ [0, T ), V (·, t) ∈ C 1,γ loc (R n ) for any 0 < γ < 1.
The next step is to show that the set {u : u = λA[u], 0 ≤ λ ≤ 1} is bounded. Then we can apply Schaefer's Fixed Point Theorem (Theorem 9.4 in ( [13] ). Suppose u = λA[u] for some 0 ≤ λ ≤ 1. Then, u t + Lu + λβ ǫ (u − Ψ) = 0 on Q T , u = 0 on ∂ P Q T .
Since
Thus
So we only need to bound u independent of λ now. If λ = 0, then u = 0. So we can assume that λ > 0. Suppose u has a maximum at (x 0 , t 0 ) ∈ Q T . Then, −λβ ǫ (u(x 0 , t 0 ) − Ψ(x 0 , t 0 )) = (u t + Lu)(x 0 , t 0 ) ≥ 0, β ǫ (u(x 0 , t 0 ) − Ψ(x 0 , t 0 )) ≤ 0, u(x 0 , t 0 ) ≤ Ψ(x 0 , t 0 ), and u = 0 on ∂ P Q T . So we get u ≤ Ψ L ∞ (QT ) .
For a lower bound, consider the open set Ω = {u < Ψ} in Q T . Since in Ω, u t + Lu ≥ 0, u ≥ inf ∂P Ω u. Yet, ∂ P Ω ⊂ ∂ P Q T ∪{u ≥ Ψ}, and in both cases u is bounded below. Thus we conclude that u is bounded independently of λ, and u L ∞ (QT ) ≤ Ψ L ∞ (QT ) . Now Schaefer's Fixed Point Theorem (Theorem 9.4 in [13] ) gives us the existence of u ∈ C 2+α,1+α/2 (Q T ) that solves (15) . Now we have −β ǫ (u − Ψ) ∈ C 2+α,1+α/2 (Q T ). By the Schauder's estimates again, we have u ∈ C 4+α,2+α/2 (Q T ).
