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Abstract. For a positive integer r , an r -strongly vertex-distinguishing total coloring
of a graphG is a proper total coloring if any two distinct vertices u and v with distance
atmost r inG , the set of colors assigned to u togetherwith its incident elements differs
from the set of colors assigned to v together with its incident elements. Theminimum
number of colors required for an r -strongly vertex-distinguishing total coloring of G ,
denoted by χr−svdt (G), is called the r -strongly vertex-distinguishing total chromatic
number. In this paper, we show that for any K3-free graph G with no isolated edges,
χ1−svdt (G) ≤ 4∆
2(G)−∆(G). Moreover, we also prove that for any tree T , χ2−svdt (T ) ≤
∆(T )+3 and χ3−svdt (T )≤ 3∆(T )+1.
Keywords: graphs; r -strongly vertex-distinguishing total coloring; r -strongly vertex-
distinguishing total chromatic number
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1 Introduction
Let G = (V ,E ) be a finite, simple and undirected graph with vertex set V (G) and edge
set E (G). For any vertex u,v ∈V (G), the distance between u and v , denoted by d(u,v),
is defined as the length of a shortest path between them. The diameter of G , denoted
by D(G), is the maximum distance between any two vertices of G , if there is no con-
fusion, sometimes we write D(G) as D. The incident set of u, denoted by N〈u〉, is a
set consisting of N (u), u and its incident edges, where N (u) is the neighbors of u, and
dG(u) represents the degree of u inG .
As usual, let ∆(G) and δ(G) denote themaximum degree and theminimum degree
ofG , respectively. And we always write, respectively, Kn and Pn for the complete graph
and the path of order n. We say that a graphG is k3-free if it does not contain induced
K3. For a universal set I , A ⊆ I , the symbols A¯ = I\A and |A| respectively represent
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2the complement set and the cardinal number of A. For the other terminologies and
notations refer to [1].
Graph coloring theory is becoming an increasingly useful family of mathematical
models for a broad range of applications, such as register allocation, frequency assign-
ment, time tabling and scheduling and so on. In [2] Burris and Schelp first introduced
the vertex distinguishing edge-coloring of graph. After then, (adjacent) vertex distin-
guishing coloring have drawn a lot of attention of the researchers (see Ref.[6–8]).
In 2005, Zhang et al.[4] defined a proper total-coloring of graph G that is called
theD(β)-vertex-distinguishing total coloring (D(β)-VDTC) if for any vertex u,v ∈V (G),
1 ≤ d(u,v) ≤ β, C (u) 6= C (v), where C (u) is the color set of the edges incident to u
together with the color on u. Denote by χβvdt (G) the D(β)-vertex-distinguishing total
chromatic number for a D(β)-VDTC ofG . Successively, Zhang et al.[4] investigated the
chromatic number χβvdt (G) on some familiar graphs (such as paths, cycles, complete
graphs and so on) when β= 2,3, and also conjectured that χβvdt (G)≤µβ(G)+1 for any
connected graphG with order at least 2, where µβ(G) is β-combinatorial total degree of
G . Recently, the authors[9] prove that for any graph G , χ2vdt (G) ≤ (∆(G)+1)
2+1, and
χ2vt (T )≤∆(T )+2 for any tree T .
After then, Zhang et al.[5] introduced the adjacent-vertex-strongly-distinguishing
total coloring of graph once again, that is, an adjacent-vertex-strongly-distinguishing
total coloring is a proper total coloring of graphG if for any uv ∈ E (G), the set of colors
assigned to u together with its incident elements differs from the set of colors assigned
to v together with its incident elements. The minimum number of colors required for
the coloring ofG is denoted by χasdt (G). Meanwhile, Zhang et al. conjectured that for
any graphG of order n, χasdt (G)≤ n+⌈log
n
2 ⌉+1, and showed that the conjecture holds
for some simple graphs such as paths, cycles, complete bipartite graphs and so on,
and obtained that for any tree T , χasdt (T )≤∆(T )+2. Later, D. Zhang and Zhang[10] by
probabilistic method, verified that for any graphG with ∆(G) ≥ 3, χasdt (G)≤ 60∆
2(G).
In 2013, Qiang andWang[11] once again have proved that χasdt (G)≤ 20∆
2(G).
According to the resonance at the same frequency within r -distance of the com-
munication network as well as their works above, we defined a new concept entitled
r -strongly vertex-distinguishing total coloring of graph in the following.
Definition 1.1. Let G be a graph with no isolated edges as its components, and let f be
a proper k-total coloring from V (G)∪E (G) to {1,2, . . . ,k}. We called f an k-r -strongly
vertex-distinguishing total coloring (denoted by k-r -SVDTC for simplicity) if any two
vertices u and v with distance at most r meet C 〈u〉 6= C 〈v〉, where C 〈u〉 = { f (x)|x ∈
N〈u〉}. The r -strongly vertex-distinguishing total chromatic number of G is the min-
imum k for which G admits an k-r -SVDTC, we denote by χr−svdt (G) for short.
Particularly, if r = 1 or r = D, it is respectively called to be the adjacent-vertex-
strongly-distinguishing total coloring and vertex-strongly-distinguishing total coloring
of G , those concepts have been introduced by Zhang et al. in [5], but the latter one
has no any research till now. Clearly, if G admits an r -SVDTC, it is easy to see that
χ1−svdt (G)≤χr−svdt (G)≤χD−svdt (G).
Determining the bound of vertex-distinguishing colorings of a graph is an impor-
tant and exciting research topic in mathematics science and theoretical computer sci-
ence. The vertex-distinguishing coloring chromatic numbers of a graph provide infor-
3mation on its structural properties and also on some relevant topological properties,
in particular those related to information science. In this paper, we first show that for
any K3-free graphG with no isolated edges, χ1−svdt (G)≤ 4∆
2(G)−∆(G). Moreover, we
generalize the result of Zhang’s in [5], and also prove that χ2−svdt (T ) ≤ ∆(T )+ 3 and
χ3−svdt (T )≤ 3∆(T )+1 for any tree T of order at least 3.
2 Preliminaries
In the section, we give some useful lemmas which will play an important role in the
proof of our main results.
Lemma 2.1 (Hall Theorem[1]). Let G be a bipartite graph with bipartition (X ,Y ). Then
G contains a matching that saturates every vertex in X if and only if |N (S)| ≥ |S| for all
S ⊆ X .
Lemma 2.2 ([12]). Let (A1,A2, . . . ,An) be a sequence of subsets of a set Y and N (A1,A2,
. . . ,An) the number of system of distinct representatives of (A1,A2, . . . ,An). Let |Ai | =
mi ≥ k(i = 1,2, . . . ,n) and m1 ≤ m2 ≤ . . . ≤ mn . Taking k elements from each subsets
Ai (i = 1,2, . . . ,n) compose of a representative of (A1,A2, . . . ,An), then
N (A1,A2, . . . ,An)≥
n∏
i=1
(mi − (i −1)).
Lemma 2.3. For any positive integer n(≥ 2), (2n)!< (n(n+1))n .
Proof. Note that 2n + 1 = (2n − 1)+ 2 = . . . = n + (n + 1) = 2n + 1. By the elementary
isoperimetric problem, (2n − i )+ (i + 1) ≤ ⌈2n+1
2
⌉⌊2n+1
2
⌋ = n(n + 1) for i = 1,2 . . . ,n, the
equality holds if and only if i = n. It is easy to see that (2n)!= (2n)·1·(2n−1)·2. . . (n+1)n,
so the conclusion follows.
Lemma2.4. Let∆(≥ 3), Rv and Ri (i = 1,2, . . . ,∆) be non-negative integers. If κ= 4∆
2−∆,
∆≤Rv ≤ 2∆ and Ri ≤ 3∆
2−3∆+1 for i = 1,2, . . . ,∆. Then
(κ−Rv −∆)
∆∏
i=1
(κ−Ri − i )> (κ−Rv )(2∆−2)!
∆∑
i=1
(κ−Ri ). (1)
Proof. In order to verify the inequality (1), it is equivalent to show the following propo-
sitions.
(i) The claim holds if Ri = 3∆
2−3∆+1 for any 1≤ i ≤∆;
(ii) if (1) is true forR1,R2, . . . ,R∆, then (1) is also true forR1, . . . ,Ri−1,Ri−1,Ri+1, . . . ,R∆
for 1≤ i ≤∆.
First of all, we prove (i) holds. If Ri = 3∆
2−3∆+1(i = 1, . . . ,∆), we notice that ∆≤ Rv ≤
2∆, then
(κ−Rv −∆)
∆∏
i=1
(κ−Ri − i )
≥ (4∆2−4∆)(∆2+∆−1)(∆2+∆) · · · (∆2+2∆−4)(∆2+2∆−3)(∆2+2∆−2)
= 4∆2(∆2−1)(∆2+∆−1)(∆2+∆+1) · · · (∆2+2∆−2)
> 4∆2(∆2−1)(∆2+∆−1)
∆−2︷ ︸︸ ︷
(∆(∆+1)) · · · (∆(∆+1))
= 4∆2(∆2−1)(∆2+∆−1)(∆(∆+1))∆−2
4and
(κ−Rv )(2∆−2)!
∆∑
i=1
(κ−Ri ) ≤ (4∆
2−2∆)(2∆−2)!∆(∆2+2∆−1)
=∆(4∆2−2∆)(∆2+2∆−1) ·1 ·2 ·3 ·4 · · · (2∆−3)(2∆−2)
= 4∆2(2∆−1)(∆2+2∆−1) ·
︷ ︸︸ ︷
3 ·4 · · · (2∆−3)(2∆−2)
≤ 4∆2(2∆−1)(∆2+2∆−1)(∆(∆+1))∆−2 (by Lemma 2.3)
Setting
Φ(∆) = (∆2−1)(∆2+∆−1)− (2∆−1)(∆2+2∆−1)
=∆4−∆3−5∆2+3∆.
One can easily obtain Φ′(∆) = 4∆3−3∆2−10∆+3 and Φ′(3) = 54, and Φ′′(∆) = 12∆2−
6∆−10 and Φ′′(3) = 80, and Φ′′′(∆) = 24∆−6 and Φ′′′(3)= 66. Since Φ′′′(∆) is a strictly
monotone increasing function in [3,+∞),we haveΦ′′′(∆)≥Φ′′′(3)= 66> 0. ThenΦ′′(∆)
strictly increases in [3,+∞), and so Φ′′(∆) ≥Φ′′(3) = 80 > 0. This result in Φ′(∆) also a
strictlymonotone increasing in [3,+∞), and further getΦ′(∆)≥Φ′(3)= 54> 0. Further-
more,Φ(∆) is an increasing function on [3,+∞). Thus, we haveΦ(∆)≥Φ(3)= 18> 0 for
∆≥ 3. Consequently, (∆2−1)(∆2+∆−1)> (2∆−1)(∆2+2∆−1) always holds for ∆≥ 3,
so the claim follows.
(ii) The inequality (1) forR1, . . . ,Ri−1,Ri−1,Ri+1, . . . ,R∆ is equivalent to the following
(κ−Rv −∆)(κ− (Ri −1)− i )
∆∏
j=1, j 6=i
(κ−R j − j )
> (κ−Rv )(2∆−2)!(
∆∑
j=1, j 6=i
(κ−R j )+ (κ−Ri +1)) for 1≤ i ≤∆.
This is equivalent to the following inequality
(κ−Rv −∆)
∆∏
j=1
(κ−R j − j )+ (κ−Rv −∆)
∆∏
j=1, j 6=i
(κ−R j − j )
> (κ−Rv )(2∆−2)!
∆∑
j=1
(κ−R j )+ (κ−Rv )(2∆−2)! for 1≤ i ≤∆.
We notice that the inequality (1) is true for R1,R2, . . . ,R∆. It is necessary to show that
(κ−Rv −∆)
∆∏
j=1, j 6=i
(κ−R j − j )≥ (κ−Rv )(2∆−2)!.
Since Ri ≤ 3∆
2−3∆+1 and ∆≤Rv ≤ 2∆, we have
(κ−Rv −∆)
∆∏
j=1, j 6=i
(κ−R j − j ) ≥ (4∆
2−4∆)
∆∏
j=1, j 6=i
(∆2+2∆−1− j )
= (4∆2−4∆)(∆2+∆−1) · · · (∆2+2∆− i −2)
×(∆2+2∆− i ) · · · (∆2+2∆−2)
> (4∆2−4∆)(∆(∆−1))∆−2(∆2+2∆−2)
= 2∆(∆2+2∆−2)(2∆−2)(∆(∆−1))∆−2
≥ 2∆(∆2+2∆−2)(2∆−2)! ( by Lemma 2.3 )
> 2∆(2∆−1)(2∆−2)! ( note that∆≥ 3)
= (4∆2−2∆)(2∆−2)!
≥ (κ−Rv )(2∆−2)!
5Thus, the inequality (1) follows for any sequenceR1,R2, . . . ,R∆with 0≤Ri ≤ 3∆
2−3∆+1,
where i = 1,2, · · · ,∆.
Lemma 2.5. For ∆ ≥ 3, I = {1,2, . . . ,∆+3}. Suppose {a,b} ⊂ I , {a j ,b j } ⊂ I with 1 ≤ j ≤
∆−2. If {a j ,b j } 6= {a j ′ ,b j ′} for any j 6= j
′. Then there exists a sequence (A1,A2, . . . ,A∆−2)
which consists of the distinct subsets of I such that {a j ,b j ,a,b,∆+2}⊂ A j , where |A j | =
∆+2, and 1≤ j ≤∆−2.
Proof. We denote by A¯ j = I \ A j . Let A1 be any subsets of I such that |A1| = ∆+ 2
and {a,b,a1,b1,∆+ 2} ⊂ A1. Then |A¯1| = 1 since |I | = ∆+ 3, say A¯1 = {α1}. Next, we
take a subset A2 of I such that |A2| =∆+2 and {a,b,a2,b2,α1,∆+2}⊂ A2. In fact, since
{a,b,a2,b2,α1,∆+2} contains k(3≤ k ≤ 6) distinct elements, I\{a,b,a2,b2,α1,∆+2} has
∆+3−k distinct elements. On the other hand, |A2\{a,b,a2,b2,α1,∆+2}| = ∆+2−k.
Thus, the subset A2 exists for ∆ > 3 since
(
∆+3−k
∆+2−k
)
= ∆+ 3− k > 0. Here |A¯2| = 1, for
convenience, say A¯2 = {α2}. Clearly, α1 6= α2. Going on this way, one can successively
obtain Ai with A¯i = {αi } for i = 3,4, · · · ,∆−3, and for all i 6= j , αi 6=α j . At last, A∆−2 can
be obtained from I with I ′= {a,b,a∆−1,b∆−1,α1,α2, . . . ,α∆−3,∆+2}⊂ A∆−2 and |A∆−2| =
∆+ 2 since I ′ at most contains ∆+ 2 distinct elements but |I | = ∆+ 3. Hence, there
exists a sequence (A1,A2, . . . ,A∆−2) such that {a j ,b j ,a,b,∆+2}⊂ A j and |A j | =∆+2 for
1≤ j ≤∆−2, as desired.
Lemma 2.6 ([5]). Let Pn be a path of order n(≥ 3). Then χ1−svdt (Pn) = 4 if n is odd,
otherwise, χ1−svdt (Pn)= 5.
Lemma 2.7 ([5]). Let Cn be a cycle of order n(≥ 3). Then χ1−svdt (Cn)≤ 5.
FromDefinition 1.1 we see that the following lemma always holds.
Lemma 2.8. Let G be a graph. Then χr−svdt (G) ≥ ∆(G)+ 1, and further χr−svdt (G) ≥
∆(G)+2 if G has two adjacent vertices with maximum degree.
3 Main results
In this section, we will give our main results. At first, we present two obvious theorems
from Definition 1.1.
Theorem 3.1. Let G be a connected graph with order no less than 3. If r1 < r2, then
χr1−svdt (G)≤χr2−svdt (G).
Theorem 3.2. Let G be a graph with m connected components G1,G2, . . . ,Gm . Then
χr−svdt (G)=max{χr−svdt (Gi )|i = 1,2, . . . ,m}.
Now, we consider the bound of 1-strongly vertex-distinguishing total chromatic num-
ber of a graph below.
Theorem 3.3. Let G be a K3-free graph with no isolated edges. Then
χ1−svdt (G)≤ 4∆
2
−∆
where∆ is the maximum degree of G.
6Proof. Let ∆ be the maximum degree of G and κ= 4∆2−∆. Clearly, ∆≥ 2 since G has
no isolated edges as its components. If ∆= 2, by Lemmas 2.6 and 2.7 we know that the
conclusion holds. Otherwise ∆≥ 3, it implies that |V (G)| ≥ 4, we shall prove the results
by induction on |V (G)|. When |V (G)| = 4, the theorem is obvious. When |V (G)| ≥ 5,
suppose that H is a vertex-induced subgraph ofG , and H has a κ-1-SVDTC f . We here
verify thatG also admits a κ-1-SVDTC.
Let v be a vertex of G with d(v) = ∆, and let ei be all the edges incident to v ,
where ei = vvi for i = 1,2, . . . ,∆. We denote by N (v) = {v1,v2, . . . ,v∆} and N (vi ) =
{wi1,wi2, . . . ,wi ti ,v} where 1≤ ti ≤∆. As is shown in Fig.1.
v
v1
vi
v∆
w11
w∆1
w∆t∆
w1t1
wi1
wi2
witi
Figure 1: The illustration ofG
By the induction hypothesis above, H =G\{v} has a κ-1-SVDTC f such that for any
uw ∈ E (H), CH 〈u〉 6=CH 〈w〉. In order to extend the 1-SVDTC f to a 1-SVDTC of G , we
respectively denote by Ri and Rv the number of colors which cannot be used for the
coloring on ei and v , where 1≤ i ≤∆, and called it to be the forbidden colors number.
For a proper total coloring of v , there are at most 2∆ colors which are forbidden
since d(v)= ∆, thus ∆ ≤ Rv ≤ 2∆. For the edge ei , we consider two cases to cause f is
not a κ-1-SVDTCofG . (i) For the coloring of ei , there are atmost∆ colors are forbidden
in order to ensure that the total color is proper. (ii) For the neighbors of vi , we notice
that vi is not adjacent to some v j ( j 6= i ) since G is K3-free. Thus, if there exists some
neighbor wi t such that CG〈vi 〉 = CG〈wi t 〉, then it just needs CH 〈vi 〉 ⊂ CH 〈wi t 〉 and
1≤ |CH 〈wi t 〉|− |CH 〈vi 〉| ≤ 2. We here distinct two subcases.
(a) If |CH 〈vi 〉|+1= |CH 〈wi t 〉| result in CG〈vi 〉 =CG〈wi t 〉, then one of ei and v is col-
ored by the just color of CH 〈wi t 〉\CH 〈vi 〉. When ei is colored by the just color
of CH 〈wi t 〉\CH 〈vi 〉, then there are at most 2(∆−1) colors to assign on v . Other-
wise, there are at most∆−1 colors to assign on ei . Thus, under the situation, the
forbidden colors number is not more than 3∆−3.
(b) If |CH 〈vi 〉|+2 = |CH 〈wi t 〉| result in CG〈vi 〉 = CG〈wi t 〉, then ei and v are colored
by the two colors of CH 〈wi t 〉\CH 〈vi 〉. Thus, the number of forbidden colors is at
most 2.
In this case, there are at most (3∆−1)(∆−1) assignments to contribute to Ri since vi
has at most (∆−1) such neighbors (i.e., except for v , vi has at most (∆−1) neighbors).
Therefore, Ri ≤∆+ (3∆−1)(∆−1)= 3∆
2−3∆+1.
Constructing a bipartite graphB(X ,Y ) with X = {e1,e2, . . . ,e∆,v} andY = {1,2, . . . ,κ},
we connect ei ,v to all the corresponding colors which are not forbidden for ei and v .
7Then for i = 1,2, . . . ,∆, dB (ei ) = κ−Ri ≥ ∆
2 + 2∆− 1 > ∆+ 1 since Ri ≤ 3∆
2 − 3∆+ 1,
and dB (v) = κ−Rv ≥ 4∆
2 − 3∆ > ∆+ 1 as ∆ ≤ Rv ≤ 2∆. By Hall Theorem, there ex-
ists at least a matching which covers all vertices in X . Furthermore, we shall give a
lower bound for these sort of matchings from Lemma 2.2. We may assume, without
loss of generality, that R1 ≥ . . . ≥ Ri−1 ≥ Rv ≥ Ri ≥ . . . ≥ R∆(1 ≤ i ≤ ∆+ 1). Note that
Rv ≥ R1 ≥ R2 ≥ . . .≥ R∆ if i = 1, and R1 ≥ R2 ≥ . . .≥ R∆ ≥ Rv if i =∆+1. Then we can get
that∆+1< κ−R1 ≤ κ−R2 ≤ . . .≤ κ−Ri−1 ≤ κ−Rv ≤ κ−Ri ≤ . . .≤ κ−R∆(1≤ i ≤∆+1),
and the number of these matchings is at least
(κ−R1)(κ−R2−1) · · ·(κ−Ri−1− (i −2))(κ−Rv − (i −1))(κ−Ri − i ) · · · (κ−R∆−∆).
Since κ−Rv−(i−1)≥ κ−Rv−∆ and (κ−R1)(κ−R2−1) · · ·(κ−Ri−1−(i−2))(κ−Ri−i ) · · ·
×(κ−R∆−∆)≥
∆∏
i=1
(κ−Ri − i ) for 1≤ i ≤∆+1, we have
(κ−R1)(κ−R2−1) · · · (κ−Ri−1− (i −2))(κ−Rv − (i −1))
×(κ−Ri − i ) · · · (κ−R∆−∆)≥ (κ−Rv −∆)
∆∏
i=1
(κ−Ri − i ),
(2)
this implies that there are at least (κ−Rv −∆)
∏
∆
i=1(κ−Ri −i ) assignments to guarantee
the resulting is a proper coloring such thatC 〈vi〉 6=C 〈wik〉 for each vi , where 1≤ k ≤ ti .
For the vertex v , we also consider the ‘bad’ case in the respect ofCG〈v〉 =CG〈vi 〉 for
some vi (i = 1,2, . . . ,∆). If so, then it means that all the colors ofCG〈vi 〉 are assigned on
v and its incident edges and vertices. Thus, there are at most κ−Rv and κ−Ri colors
which can be respectively assigned on v and ei since { f (v), f (ei )} ⊂ CG〈v〉 ∩CG〈vi 〉.
Furthermore, there are atmost (2∆−2)! ways to color the incident elements of v except
for ei and vi . Then for each ei , there are at most (κ−Rv )(2∆−2)!(κ−Ri ) possibilities
such thatCG〈v〉 =CG〈vi 〉. Therefore, the total assignments of this coloring is at most
(κ−Rv )(2∆−2)!
∆∑
i=1
(κ−Ri ). (3)
From Lemma 2.4, (2) and (3) satisfy
(κ−Rv −∆)
∆∏
i=1
(κ−Ri − i )> (κ−Rv )(2∆−2)!
∆∑
i=1
(κ−Ri ).
Thus, there at least exists one suitable matching such that the κ-1-SVDTC f of H can
be extended to a κ-1-SVDTC ofG .
The proof completes.
Remark 1. In the proof of above, K3-free is necessary for G since if not so, the forbidden
colors number between the neighbors of v is difficult to determine here. In addition,
under the hypothesis, we can improve the result due to Qiang et al. in [11].
Zhang et al. in [5] has proved that for any tree T of order at least 3, χ1−svdt (T ) ≤
∆(T )+2. Encouragingly, we will consider the 2-strongly vertex-distinguishing total col-
oring of a tree T . For convenience of our proof, we first give the coloring of T with
∆(T )= 2. Clearly, T ∼= Pn if ∆(T )= 2.
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w
∆
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i
j(i−1)
w
∆
j(∆−1)
w
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∆
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w
i
j2
z1
zp
z2
v1t1
Figure 2: The illustration of T
Proposition 3.4. Let Pn be a path of order n(≥ 3). Then
χ2−svdt (Pn)=
{
4, n = 3 ;
5, n ≥ 4.
Proof. Suppose Pn = v1v2 . . .vn . Clearly, χ2−svdt (Pn)≥ 4 by Lemma 2.8. It is easy to get
that χ2−svdt (P3)= 4. From Theorem 3.1 and Lemma 2.6, χ2−svdt (Pn)≥ χ1−svdt (Pn)= 5
if n(≥ 4) is even. Assume that χ2−svdt (Pn) = 4 when n(≥ 5) is odd. Let f : V (Pn)∪
E (Pn)→ {1,2,3,4} be a 4-2-SVDTC of Pn . Without loss of generality, we may assume
that f (vn)= 1, f (vnvn−1)= 2 and f (vn−1)= 3, then C 〈vn〉 = {1,2,3}, and so |C 〈vn〉| = 3.
This implies that |C 〈vn−1〉| = 4 since C 〈vn) 6= C 〈vn−1〉 and {1,2,3} ⊆ C 〈vn−1〉. Because
C 〈vn−1〉 6=C 〈vn−2〉 and |C 〈vn−2〉| ≥ 3, we have |C 〈vn−2〉| = 3. Furthermore, |C 〈vn−3)| =
4 for C 〈vn−2〉 6= C 〈vn−3〉 and C 〈vn−2〉 ⊆ C 〈vn−3〉. Consequently C 〈vn−1〉 = C 〈vn−3〉, a
contradiction. Therefore χ2−svdt (Pn) ≥ 5 when n ≥ 4. We use five colors {1,2,3,4,5} to
color Pn . The vertices v1,v2, . . . ,vn can be colored alternately by 1, 2, 3, 4 and 5, and the
edges v1v2,v2v3, . . . ,vn−1vn can be colored circularly by 3, 4, 5, 1 and 2. It follows that
χ2−svdt (Pn)= 5 for n ≥ 4.
Theorem 3.5. For any tree with ∆=∆(T )(≥ 2), χ2−svdt (T )≤∆+3.
Proof. When ∆(T ) = 2, it follows from Proposition 3.4 that the result holds. When
∆(T )≥ 3, it is easy to see thatχ2−svdt (T )=∆+1 if T is a star. Otherwise, fixed a vertex v ,
we write Pk for all the paths starting with v and length of k. Assume that y is an arbi-
trary vertexwith d(v, y)= k−1, and z is the one adjacent to y with d(v,z)= k−2 (k ≥ 3).
Denoted by N (y) = {vi1,vi2, . . . ,vi ti ,z|1 ≤ i ≤ ∆(T )} and N (vi j ) = {w
i
j1
,w i
j2
, . . . ,w i
j (i−1)
,
y |1≤ j ≤ ti } where dT (vi j )= i for 1≤ i ≤∆(T ), as is shown in Fig.2.
Suppose that Pk has a (∆+3)-2-SVDTC f : V (G)∪E (G)→ {1,2, . . . ,∆+3}. Next we
will prove the theoremby induction on the distance from v . Suppose f (yvi j )= ai j and
f (vi j )= bi j . For convenience, writingαi j = {ai j ,bi j } for j = 1,2, . . . , ti . Wemay assume
without loss of generality that f (z) = ∆+3, f (zy) = ∆+1 and f (y) = ∆+2 and so, two
cases are considered in the following.
Case 1. 2≤ i ≤∆−1. We also distinct two subcases below.
9Subcase 1.1. For 1 ≤ j ≤ ti , ai j 6= ∆+3. Obviously, ai j 6= ∆+1,∆+2 since f (zy) =
∆+ 1 and f (y) = ∆+ 2. Let bi1 = bi2 = ·· · = bim = ∆+ 3 (0 ≤ m ≤ ti ) and ∆+ 3 ∉
{bi (m+1), . . . ,bi ti }, wherem = 0 represents that there is no vertex of vi j colored by ∆+3.
According to bi j =∆+3, we then consider two aspects as follows.
One can construct a bipartite graph B(X ,Y ) with X = {αi1,αi2, . . . ,αim} and Y =
{A1,A2, . . . ,Ah}, in which Ar ⊂ {1,2, . . . ,∆,∆+3}, and |Ar | = i+1(1≤ r ≤ h) and h =
(
∆+1
i+1
)
.
αi j ∈ {1,2, . . . ,∆,∆+3} since bi j =∆+3(1 ≤ j ≤m) and ai j ∉ {∆+1,∆+2}. We connect
αi j to Ar if αi j ⊂ Ar , then for any j , dB (αi j ) =
(
∆−1
i−1
)
. For any S ⊆ X , |N (S)| ≥ d(αi j ) =(
∆−1
i−1
)
≥∆−1≥m ≥ |S|, by Lemma 2.1, B(X ,Y ) contains amatching that saturates every
vertex in X . Thus, B(X ,Y ) has a matching αi j Api( j ) for 1≤ j ≤m, where pi is a permu-
tation onm letters.
On the other hand,we construct another bipartite graphB ′(X ′,Y ′) with X ′ = {αi (m+1),
αi (m+2), . . . ,αi ti } and Y
′ = {A′1,A
′
2, . . . ,A
′
h
|A′r ⊂ {1,2, . . . ,∆, ∆+1} and |A
′
r | = i +1 for r =
1,2, . . . ,h}, in which h =
(
∆+1
i+1
)
. Note that f (y) = ∆+ 2 and ∆+ 3 ∉ {bi (m+1), . . . ,bi ti }.
So we have αi j ⊂ {1,2, . . . ,∆,∆+ 1} since ai j ∉ {∆+ 2,∆+ 3} and bi j ∉ {∆+ 2,∆+ 3} for
m+1≤ j ≤ ti . We linkαi j with A
′
r if αi j ⊂ A
′
r , similar to the above, one can obtain that
B ′(X ′,Y ′) contains a matching that saturates every vertex in X ′. Thus, B ′(X ′,Y ′) has a
matching αi j A
′
pi( j ) form+1≤ j ≤ ti , where pi is a permutation on (ti −m) letters.
We now color vi j (1 ≤ j ≤ m) and its incident edges with the colors of Api( j ), and
color vi j (m+1≤ j ≤ ti ) and its incident edges with the colors of A
′
pi( j )
, and then color
vertexw i
j1
with ai j and color vertexw
i
j s
with the corresponding color on vi jw
i
j (s−1)
for
2 ≤ i ≤ ∆,1 ≤ j ≤ ti and 2 ≤ s ≤ i − 1. Under this coloring, one can get that C 〈vi j 〉 6=
C 〈vi j ′〉 for any j 6= j
′ either 1 ≤ j , j ′ ≤m or m + 1 ≤ j , j ′ ≤ ti since Api( j ) 6= Api( j ′) and
A′pi( j ) 6= A
′
pi( j ′)
, or 1 ≤ j ≤ m and m + 1 ≤ j ′ ≤ ti since ∆+ 3 ∈ C 〈vi j 〉 (1 ≤ j ≤ m) and
∆+3 ∉C 〈vi j 〉 (m+1≤ j ≤ ti ). It’s easy to see that for 1≤ j ≤m, ∆+1 ∉C 〈vi j 〉, and for
m+1 ≤ j ≤ ti , ∆+3 ∉ C 〈vi j 〉 but {∆+1,∆+3} ⊂ {C 〈z〉,C 〈y〉}, hence, we have C 〈vi j 〉 6=
C 〈z〉 and C 〈vi j 〉 6= C 〈y〉 for any 1 ≤ j ≤ ti . In this way one can also get C 〈w
i
j s
〉 6= C 〈y〉
since ∆+2 ∉C 〈w i
j s
〉, and for 1≤ j ≤ ti , s 6= s
′, C 〈w i
j s
〉 6=C 〈w i
j s′
〉. In addition, |C 〈vi j 〉| =
i +2≥ 4 and |C 〈w i
j s
〉| = 3, we then haveC 〈vi j 〉 6=C 〈w
i
j s
〉 for any i . Meanwhile, for i 6= i ′
and 2≤ i , i ′ ≤∆−1,C 〈vi j 〉 6=C 〈vi ′ j ′〉where 1≤ j ≤ ti and 1≤ j
′ ≤ ti ′ .
Subcase 1.2. There exists some ai j = ∆+3, say ai1 = ∆+3. If bi1 6= ∆+1, we can
use the same way as subcase 1.1. Otherwise, except for the edge vi1y , one can assign
the color ∆+ 2 on w i1s for 1 ≤ s ≤ i − 1, and then properly color the other i − 1 edges
vi1w
i
1s(1≤ s ≤ i−1)with some colors of {1,2, . . . ,∆} such thatC 〈vi1〉 6=C 〈z〉 andC 〈vi1〉 6=
C 〈y〉 since
(
∆
i−1
)
≥∆≥ 3, and so this results in |C 〈vi1〉| = i +2. For the other vertices vi j
for 2 ≤ j ≤ ti , we color its incident edges and adjacent vertices as the above Subcase
1.1. Obviously, C 〈vi j 〉 6=C 〈vi j ′〉 for 1≤ i ≤ ∆−1, 1 ≤ j , j
′ ≤ ti , and C 〈vi j 〉 6=C 〈vi ′ j ′〉 for
i 6= i ′, 1 ≤ i , i ′ ≤ ∆−1, 1 ≤ j ≤ ti and 1 ≤ j
′ ≤ t ′
i
. Moreover, because ∆+3 ∉C 〈w i1s〉 and
∆+3 ∈ C 〈y〉, we have C 〈w i1s〉 6= C 〈y〉 for 1 ≤ s ≤ i −1. In addition, for i
′ 6= i and j 6= 1
there are ∆+2 ∈C 〈w i
′
j s
〉 and∆+2 ∉C 〈y〉, and soC 〈w i
′
j s
〉 6=C 〈y〉. Furthermore, it is easy
to see thatC 〈w i
j s
〉 6=C 〈w i
j s′
〉where 2≤ i ≤∆−1, 1≤ j ≤ ti and 1≤ s, s
′ ≤ i −1 for s 6= s ′.
Case 2. i = ∆. We need only consider the case of |C 〈z〉| = |C 〈y〉| = ∆+2. Suppose
a ∉ C 〈z〉,b ∉C 〈y〉 and a 6= b. By Lemma 2.5, there exists a sequence (A1,A2, . . . ,A∆−2)
of subsets of {1,2, . . . ,∆+ 3} such that {ai j ,bi j } ⊂ A j (1 ≤ j ≤ ∆− 2), where |A j | = ∆+
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2 and {a,b,∆+ 2} ⊂ A j . Setting C 〈vi j 〉 = A j (1 ≤ j ≤ ∆− 2), we then color the vertex
w i
j s+1
(1 ≤ s ≤ i −2) with the corresponding color of edge vi jw
i
j s
, and color the vertex
w i
j1
with ai j . If j = ∆− 1, then for any S ⊂ {1,2, . . . ,∆+ 1,∆+ 3} and |S| = ∆+ 1, we
assign the colors of S on the vertex vi (∆−1) and it’s all incident edges. It is easy to see
that S¯ = {1,2, . . . ,∆+ 1,∆+ 3} \ S and |S¯| = 1. Denoted by S¯ = {β}, and we assign this
color on w i
(∆−1),1
and then color the vertex w i
(∆−1),(s+1)
with the corresponding color of
vi ,(∆−1)w
i
(∆−1),s
as above, where 1≤ s ≤∆−2. Thus,C 〈vi ,(∆−1)〉 = {1,2, . . . ,∆+3}.
Now, one can obtain that C 〈vi j 〉 6=C 〈z〉, C 〈vi j 〉 6=C 〈y〉 and C 〈vi j 〉 6=C 〈vi j ′〉 for j 6=
j ′ and 1≤ j , j ′ ≤ ti . Furthermore,C 〈vi j 〉 6=C 〈w
i
j s
〉 since |C 〈vi j 〉| ≥∆+2> 3= |C 〈w
i
j s
〉|,
and for any twow i
j s
andw i
j s′
,C 〈w i
j s
〉 6=C 〈w i
j s′
〉 andC 〈w i
j s
〉 6=C 〈y〉where 1≤ j ≤ ti and
1 ≤ s, s ′ ≤ i −1. Meanwhile, it follows from the coloring that |C 〈vi j 〉| = i +2≤ ∆+1 for
1≤ i ≤∆−1, and |C 〈vi j 〉| ≥∆+2 for i =∆, consequently,C 〈vi j 〉 6=C 〈vi ′ j ′〉 for i 6= i
′,1≤
i , i ′ ≤∆, 1≤ j ≤ ti and 1≤ j
′ ≤ t ′
i
.
The proof is completed.
The 3-strongly vertex-distinguishing total coloring of a graph is more complicate
than the previous one, we here give a bound for the coloring on a tree.
Theorem 3.6. For any tree of order at least 3, χ3−svdt (T )≤ 3∆(T )+1.
Proof. We write ∆= ∆(T ) for abbreviation. If T is a star, the conclusion always holds.
Otherwise, fixed a vertex v of T , let Pk be all the paths starting with v and length of
k. Suppose that y is an arbitrary vertex with d(v, y) = k − 1, and z is the one adja-
cent to y with d(v,z) = k − 2 (k ≥ 3). Let N (y) = {z,vi1,vi2, . . . ,vi ti |1 ≤ i ≤ ∆(T )} and
N (vi j )= {y,w
i
j1
,w i
j2
, . . . ,w i
j (i−1)
|1≤ j ≤ ti } where dT (vi j )= i for 1≤ i ≤∆(T ) (see Fig.2
for instance). At first, assume that Pk has a (3∆+1)-3-SVDTC f . Next we shall verify
the theorem by induction on the distance from v . Let f (yvi j )= ai j and f (vi j )= bi j . If
t1 = d(y)−1, then by our assumption, trivially, the conclusion is obvious.
Next we consider t1 ≤ d(y)−2≤∆−2. For 2≤ i ≤∆, suppose {bi1, . . . ,bi l }⊆ {a11,a12,
. . . ,a1t1 } and the color on each vertex of {vi(l+1),vi (l+2), . . . ,vi ti } is not in {a11,a12, . . . ,a1t1 }
for 0≤ l ≤ ti . Then we can recolor vi1 with the color on edge yz and vi j with the color
on the corresponding edge yvi ( j−1), where 2≤ i ≤∆ and 2≤ j ≤ l . At this time we also
denote the color on vertex vi j by bi j , and set αi j = {ai j ,bi j } for 1≤ j ≤ ti . It is easy to
see that the colors ofC 〈y〉 remain unchanged and each αi j (2≤ i ≤∆,1≤ j ≤ ti ) is also
different under this transformation.
For convenience, we denote by z = z0. Note that N (z0)= {z1,z2, . . . ,zp , y} where 1≤
p ≤∆−1. Let Y ′ = {A1,A2, . . . , Ah|Ar ⊂ Z , |Ar | = i+2, f (y) ∈ Ar }\{C 〈z0〉,C 〈z1〉, . . . ,C 〈zp〉,
C 〈y〉} where Z = {1,2, . . . ,3∆,3∆+1}\{a11,a12, . . . ,a1t1 } and h =
(3∆−t1
i+1
)
−(p+2)≥
(2∆+2
i+1
)
−
(∆+1) since |Z | ≥ (3∆+1)− (∆−2)= 2∆+3. Then one can construct a bipartite graph
B(X ,Y ) with X = {αi1,αi2, . . . ,αi ti } andY = {A
∗
1 , . . . ,A
∗
h
|A∗r = Ar \ f (y) and Ar ∈ Y
′ for r =
1,2, . . . ,h}. We connect αi j to A
∗
r if αi j ∈ A
∗
r , then for any i ≥ 2 and 1≤ j ≤ ti , dB (αi j )≥(2∆+2−2
i−1
)
− (∆+1)≥∆−1 since i ≥ 2. Therefore, for any S ⊆ X , |N (S)| ≥ dB (αi j )≥∆−1≥
ti ≥ |S|, by Lemma 2.1, B(X ,Y ) contains a matching that saturates every vertex in X ,
and so we write the matching as αi j A
∗
pi( j )
for 1≤ j ≤ ti , where pi is a permutation on ti
letters.
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Here we first color vi j and its all incident edges with A
∗
pi( j )
such that f (yvi j ) = ai j
and f (vi j )= bi j where 2≤ i ≤∆ and 1≤ j ≤ ti , then color vertexw
i
j1
with ai j and color
vertex w i
j s
with the corresponding color on vi jw
i
j (s−1)
for 2 ≤ i ≤ ∆,1 ≤ j ≤ ti and 2 ≤
s ≤ i −1, we therefore getC 〈vi j 〉 = {A
∗
pi( j )
, f (y)} and |C 〈vi j 〉| = i +2. Furthermore, when
2≤ i ≤∆, it follows thatC 〈vi j 〉 6=C 〈vi j ′〉 for 1≤ j , j
′ ≤ ti with j 6= j
′ since A∗pi( j ) 6= A
∗
pi( j ′)
,
and when 1≤ i , i ′ ≤∆ and i 6= i ′, one can obtainC 〈vi j 〉 6=C 〈vi ′ j ′〉 for 1≤ j ≤ ti and 1≤
j ′ ≤ t ′
i
. Simultaneously, under the coloring there are C 〈vi j 〉 6=C 〈y〉 and C 〈vi j 〉 6=C 〈zr 〉
for 2 ≤ i ≤ ∆, 1 ≤ j ≤ ti and 0 ≤ r ≤ p. In addition, for the sets C 〈w
i
j s
〉, it is not hard
to find that C 〈w i
j s
〉 6= C 〈vi j 〉 for i ≥ 2 since |C 〈w
i
j s
〉| = 3 < i + 2. For 2 ≤ i ≤ ∆, while
1 ≤ j ′ ≤ t1 and 1 ≤ j ≤ ti , one can get C 〈w
i
j s
〉 6= C 〈v1 j ′〉, C 〈w
i
j s
〉 6= C 〈y〉 and C 〈w i
j s
〉 6=
C 〈z0〉 owing to f (y) ∈ C 〈v1 j ′〉 ∩C 〈z0〉 ∩C 〈y〉 and f (y) 6∈ C 〈w
i
j s
〉. Besides the above, if
1≤ s, s ′≤ i −1 and s 6= s ′, thenC 〈w i
j s
〉 6=C 〈w i
j s′
〉 for 2≤ i ≤∆ and 1≤ j ≤ ti .
Hence, the conclusion holds.
Remark 2. In fact, one can use the samemethod to consider the case r ≥ 4 for r -SVDTC
on a tree, and also can obtain an upper bound for the coloring. From the above as well
as Zhang’s result[5] we see that its upper bound will increase linearly with the number
of r .
4 Further works and problems
As far as we know, for the vertex-distinguishing colorings, there exists some proper sub-
graphsH ofG such that its vertex-distinguishing chromatic number is greater than that
ofG . Thus, we propose the following problem as a further work.
Problem 1. For any positive integer r , whether or not there exists some proper subgraph
H of any graphG such that χr−svdt (G)<χr−svdt (H)?
From Theorem 6 in literature [5], one can obtain χ1−svdt (Kn) ≥ n +⌈log
n
2 ⌉, so too
is χr−svdt (Kn) for r ≥ 2 since D(Kn) = 1. In fact, if G admits an r -SVDTC, then the
restriction of the set of colors for r -SVDTC, that any two vertices ofG with distance at
most r are r -strongly vertex-distinguishing, can be viewed as two adjacent verticeswith
1-strongly vertex-distinguishing property, and so we have the following conjecture.
Conjecture 1. Let G be a graph with no isolated edges. Then
χr−svdt (G)≤ n+⌈log
n
2 ⌉+1.
Moreover, if G is a spars graph, then χ2−svdt (G) may be bounded by some bounds
like that of the trees. With the help of Theorem 3.5, we therefor propose a conjecture
below.
Conjecture 2. Let G be a planer graph with no isolated edges. Then
χ2−svdt (G)≤∆(G)+4.
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