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ABSTRACT
We present a study of a star formation prescription in which star formation efficiency depends on local gas
density and turbulent velocity dispersion, as suggested by direct simulations of SF in turbulent giant molecular
clouds (GMCs). We test the model using a simulation of an isolated Milky Way-sized galaxy with a self-
consistent treatment of turbulence on unresolved scales. We show that this prescription predicts a wide variation
of local star formation efficiency per free-fall time, ff ∼ 0.1−10%, and gas depletion time, tdep ∼ 0.1−10 Gyr.
In addition, it predicts an effective density threshold for star formation due to suppression of ff in warm diffuse
gas stabilized by thermal pressure. We show that the model predicts star formation rates in agreement with
observations from the scales of individual star-forming regions to the kiloparsec scales. This agreement is non-
trivial, as the model was not tuned in any way and the predicted star formation rates on all scales are determined
by the distribution of the GMC-scale densities and turbulent velocities σ in the cold gas within the galaxy, which
is shaped by galactic dynamics. The broad agreement of the star formation prescription calibrated in the GMC-
scale simulations with observations, both gives credence to such simulations and promises to put star formation
modeling in galaxy formation simulations on a much firmer theoretical footing.
Subject headings: galaxies: ISM – stars: formation – turbulence – methods: numerical
1. INTRODUCTION
Numerical simulations of galaxy formation require mod-
elling of how gas is converted into stars, the process that is
not yet completely understood. Star formation is thus im-
plemented in simulations using empirically motivated, phe-
nomenological prescriptions. For example, in almost all such
simulations star particles are formed from gas that satisfies
a set of fairly ad hoc criteria, such as requiring that the gas
density exceeds a certain threshold, ρ > ρsf, or that the gas is
locally compressed. Star formation rate (SFR) in this gas is
usually parametrized as:
ρ˙? = sf
ρ
tsf
, (1)
where sf is an efficiency at which gas is converted into stars
over the time scale tsf.
This basic approach has not changed since the early 1990s,
when it was introduced (Katz 1992; Cen & Ostriker 1992),
with the exception of SFR modulation with local molecular
hydrogen fraction (Robertson & Kravtsov 2008; Gnedin et al.
2009) and an attempt to account for turbulent gas motions in
the identification of star-forming regions by Hopkins et al.
(2013). The choices for the star formation eligibility criteria
and values of sf and tsf do vary significantly from study to
study. The most common recent choice is to adopt tsf = tff,
where the free-fall time is defined as tff =
√
3pi/32Gρ. In this
case, sf has a meaning of star formation efficiency (SFE) per
free-fall time, ff.
In some studies specific values of ff are chosen to repro-
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duce the observed relation between gas surface density and
star formation rate (Schmidt 1959, 1963; Kennicutt 1998;
Bigiel et al. 2008; Kennicutt & Evans 2012). In other studies,
the assumed ff value is based on the independent reasoning
of what it should be in real star-forming regions. Such simu-
lations require self-regulation by a complex interplay between
star formation and feedback to produce the observed SFE on
the scales of entire galaxy (e.g., Stinson et al. 2006; Ceverino
& Klypin 2009; Hopkins et al. 2011). In general, recent re-
sults indicate that when effects of feedback are weak, the star
formation on the galactic scale is highly sensitive to the as-
sumed input value of ff, while when feedback is strong the
sensitivity is significantly weaker (e.g., Agertz et al. 2013).
Regardless of the ff value choice, almost all galaxy forma-
tion simulations assume that this value is universal in space
and time. Consequences of such assumption on galaxy evolu-
tion remain unexplored.
There is a growing number of observational indications
that ff in star-forming giant molecular clouds (GMCs) varies
widely from ff ∼ 0.1% to ∼ 30% (Heiderman et al. 2010;
Lada et al. 2010; Murray 2011; Evans et al. 2014). There
is also evidence that in the Milky Way the overall molecular
gas forms stars at a considerably lower efficiency than typi-
cal well-studied dense star-forming regions. In particular, the
molecular gas depletion time for the entire Galaxy is tdep,MW≡
MH2,MW/M˙?,MW ∼ 109 M/(1.5 M yr−1) ∼ 0.7 Gyr. This
is an order of magnitude longer time scale than the typically
inferred in active star-forming molecular clouds: tdep,GMC =
tff/ff ∼ 5 Myr/0.05∼ 100 Myr.
The strong variation of ff also naturally arises in mod-
els of star formation in turbulent medium. These models
are motivated by the observed scaling relations between size,
mass and velocity dispersion of GMCs (Larson 1981) that are
consistent with a supersonic turbulent cascade in interstellar
medium (ISM) (e.g., Kritsuk et al. 2013). Over the past two
decades several analytical models for star formation in turbu-
lent GMCs have been proposed (Krumholz & McKee 2005;
Padoan & Nordlund 2011; Federrath & Klessen 2012; Hen-
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nebelle & Chabrier 2013). Star formation in such models is
assumed to occur in the densest, gravitationally unstable tail
of the gas density distribution. The SFR then is estimated
assuming static gas density probability distribution function
(PDF), predicted by turbulent cloud simulations. The depen-
dence of star formation on properties of turbulence, such as
the average Mach number, arises in these models via depen-
dence of the gas density PDF on such properties. As a re-
sult, these models generically predict variation of SFE with
the Mach number, magnetic fields strength and the so-called
virial parameter αvir, that parametrizes relative importance of
turbulence with respect to gravity in a given region.
Recent high-resolution simulations of self-gravitating tur-
bulent clouds have reached the stage of resolving gravitation-
ally unstable dense clumps, thus allowing modelling of star
formation in GMCs (Clark et al. 2005; Price & Bate 2009;
Wang et al. 2010; Krumholz et al. 2012b; Padoan et al. 2012;
Federrath 2015). The density PDF and other relevant phys-
ical properties and processes are evolved more or less self-
consistently and SFE is usually estimated directly by count-
ing the total mass of sink particles formed over a certain pe-
riod of time. Remarkably, Padoan et al. (2012) found that in
such simulations the relatively complex dependencies of star
formation on turbulence properties suggested by the analytic
models are replaced by a simple exponential relation between
ff and cloud virial parameter, αvir, only.
These results pave a way to modelling ff in galaxy forma-
tion simulations. However, implementation of such model
requires information on gas motions on sub-GMCs scale to
compute αvir, which is not readily available. This is because
star formation is implemented on the resolution scale of such
simulations, on which gas motions are strongly affected by
numerical viscosity. For example, in grid-based hydrodynam-
ics codes this effect becomes significant on scales as large as
≈ 10−20 computational cells (Kritsuk et al. 2011) and should
be even larger in simulations using smooth particle hydrody-
namics due to explicit artificial viscosity. Thus, even though
state-of-the-art galaxy formation simulations reach resolution
from few to hundreds of parsec, gas motions can only be
trusted on scales at least an order of magnitude larger.
One of the promising alternative ways to assess small-scale
turbulence in hydrodynamical simulations is subgrid-scale
(SGS) modelling. Models of this kind have been developed
and extensively used in simulations of terrestrial turbulent
subsonic and supersonic flows (see e.g., Sagaut 2006; Garnier
et al. 2009, for review). The main idea of these models lies
in averaging hydrodynamics equations of turbulent flow on a
certain scale ∆, that is often associated with a computational
cell size. The resulting set of equations then governs flows on
scales >∆ and contains terms that depend on integral prop-
erties of turbulence at scales <∆. Turbulent energy at scales
<∆ is also modelled as a separate field similar to gas thermal
energy.
SGS turbulence modelling was implemented in a number
astrophysical studies (e.g., Röpke et al. 2007; Maier et al.
2009; Iapichino et al. 2011). Schmidt et al. (2014) describe
such SGS model in the context of cosmological structure for-
mation. Notably, galaxy formation simulations have already
started using this model for non-resolved turbulence treatment
as well (Latif et al. 2013; Braun et al. 2014; Braun & Schmidt
2015).
In this study, we use the SGS turbulence model of Schmidt
et al. (2014) to investigate the variation of SFE in an isolated
disk simulation of a Milky Way-sized galaxy. The main goal
of this paper is to assess the viability of using the GMC-scale
modelling results of Padoan et al. (2012) in galaxy-scale sim-
ulations.
Our results show that such model predicts a wide variation
of ff and is broadly consistent with observations both on the
GMC scale and on the scale of the entire galaxy. Further-
more, we demonstrate that this model naturally results in an
effective physical density threshold for star formation. This
allows us to avoid arbitrary assumptions about such critical
density and temperature for star formation, often adopted in
modern galaxy formation simulations. The model also does
not require explicit modelling of molecular hydrogen. The SF
prescription based on the Padoan et al. (2012) results, thus,
looks promising for galaxy formation simulations.
The rest of the paper is organized as follows. In Section 2
we outline our methods and initial conditions, discuss the
SGS turbulence model and the adopted prescriptions for star
formation and feedback. In Section 3 we present our main re-
sults on the global disk structure, properties of the SGS turbu-
lence and the resulting SFRs. We also show that the predicted
wide distribution of SFE is consistent with local observations
of GMCs as well as with large-scale SFRs of Milky Way and
nearby galaxies. In Section 4 we discuss our main results and
compare them to previous numerical findings. Section 5 sum-
marizes our results and conclusions.
2. NUMERICAL MODEL
In order to investigate the effect of small-scale turbulence
on star formation we simulate an isolated Milky Way-sized
disk galaxy with a model for SGS turbulence, star formation
prescription motivated by GMC-scale simulations, and stel-
lar feedback model based on subgrid evolution of supernova
remnants.
We perform our simulation with the Adaptive Refinement
Tree (ART) N-body and gas dynamics code (Kravtsov 1999;
Kravtsov et al. 2002; Rudd et al. 2008). The ART code
is a Eulerian code that employs Adaptive Mesh Refinement
(AMR) technique with the Fully Threaded Tree data struc-
ture (Khokhlov 1998) and a shock-capturing second-order
Godunov-type method (Colella & Glaz 1985) with piecewise
linear reconstruction (van Leer 1979) to compute hydrody-
namical fluxes. The Poisson equation for gas self-gravity and
collisionless dynamics of stellar and dark matter particles is
solved using the FFT on the zeroth uniform grid level and
relaxation method on the refinement levels (Kravtsov et al.
1997). Gravitational potential and accelerations are used to
update positions and velocities of collisionless particles and
are also applied in the gas momentum and energy equations
as source terms.
The SGS turbulence model is implemented by introduc-
ing additional terms, that mediate interactions of resolved and
unresolved flows, into momentum and energy equations (see
Section 2.1 for details). Our code separately follows the evo-
lution of thermal and subgrid turbulent energies. Thermal en-
ergy is used to follow dissipative thermodynamics of the gas,
while the subgrid turbulent energy is used to compute star for-
mation efficiency, as well as the SGS terms in the fluid dy-
namics equations. In order to prevent strong fragmentation of
cold gas on resolution scale we add artificial pressure support
(e.g., Machacek et al. 2001).
2.1. Subgrid-scale turbulence
To model SGS turbulence we employ the scale separation
technique, where a large-scale flow is governed by filtered hy-
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drodynamical equations, whereas small-scale motions are de-
scribed by an additional hydrodynamical field. In our simula-
tion we use the SGS model described by Schmidt et al. (2014)
for application in cosmological AMR simulations. Here we
briefly outline the main components and properties of this
model. The more extensive description can be found in the
original paper by Schmidt et al. (2014).
Model equations follow from applying a spatial filter of
scale ∆, which we take to correspond to the grid cell scale,
to ordinary hydrodynamical equations. The resulting set of
equations governs flow on resolved scales (>∆) and contains
additional terms and a new equation for SGS turbulent energy
density K:
∂
∂t
K +∇i(uiK) = −PK∇iui −ε+ τi j∇iu j +∇iFi +SSN, (2)
where ui is resolved gas velocity, PK = 2K/3 is turbulent pres-
sure, ε is a rate of decay into thermal energy, τi j∇iu j is vis-
cous production by cascade from resolved scales, ∇iFi is tur-
bulent diffusion and SSN is sourcing by supernovae (see Sec-
tion 2.3 for the description of SSN). The total velocity disper-
sion of gas motions on unresolved scales is then derived from
K as σ =
√
2K/ρ.
Note that the SGS turbulent energy is very similar to ther-
mal energy, as the latter results from integrating particles ki-
netic energies over velocity space in the derivation of hydro-
dynamical equations from the Boltzmann equation. For in-
stance, the first term on the right-hand side of Equation (2) is
equivalent to the PdV -term in the equation for thermal energy.
This term implies that as gas contracts (expands) PK does
work and turbulent energy increases (decreases) similarly to
thermal energy (Robertson & Goldreich 2012). Change of K
in this process depends on local compression rate (−∇iui).
Likewise, the ε and τi j∇iu j +SSN are equivalent to the cool-
ing and heating terms in the thermal energy equation. We
follow Schmidt et al. (2014) and assume exponential decay
of K into thermal energy over the time scale close to the tur-
bulent cell crossing time, tdec ∼ ∆/σ. Numerical studies of
decaying MHD turbulence generally confirm fast dissipation
over crossing time both in subsonic and supersonic regimes
(e.g., Gammie & Ostriker 1996; Mac Low et al. 1998; Stone
et al. 1998; Kim & Basu 2013).
Equations for resolved gas momentum and energy also in-
clude terms related to non-thermal pressure (PK), turbulent
viscosity (τi j) and diffusion (similar to ∇iFi). The latter two
terms are analogous to molecular viscosity and thermal con-
duction that appear in the hydrodynamical equations when
different moments of the Boltzmann equation are integrated
over velocity space.
The equations of viscous hydrodynamics and SGS turbu-
lence both require closure relations for these transport terms
in order to become solvable. In both cases these closure rela-
tions cannot be derived from the first principles and are chosen
empirically. One of the common choices for the SGS turbu-
lence is to adopt the closure relations similar to those used
for usual viscosity and thermal conduction. Physically, this
approach assumes that energy and momentum are transported
on the filtering scale∆mainly by the eddies of size∆, i.e. the
largest unresolved eddies. Models that employ this assump-
tion are known as the Large-Eddy Simulations (LES) and are
widely used for simulations of both incompressible (Sagaut
2006) and supersonic (Garnier et al. 2009) turbulent flows (see
also Schmidt 2014, for a recent overview in the astrophysical
context).
In our simulation for the turbulent stress tensor τi j we use
the large-eddy viscosity closure, given by Equation (8) of
Schmidt & Federrath (2011) with C2 = 0 and C1 = 0.095, ap-
propriate for sub- and transonic regime. Our choice is justi-
fied by the fact that viscous production of turbulence in our
simulated disk is important mainly in warm diffuse gas where
SGS turbulence is subsonic and gas is only weakly compress-
ible (see Section 3.1). We checked that our implementation
of the SGS model with such closure reproduces the correct
distribution of K in a low-resolution isotropic developed tur-
bulence box simulation, when compared to a high-resolution
direct simulation.
In the adopted closure, τi j depends on the local gradients of
the resolved velocity field, and these gradients are interpreted
as an onset of turbulent cascade on scale ∆. Therefore, in
this model turbulence can be artificially produced by large-
scale velocity gradients (e.g., differential rotation, disk/halo
interface, etc.). In order to suppress this spurious production
Schmidt et al. (2014) suggest temporal averaging of simulated
flow, so that τi j depends only on the gradients of fluctuat-
ing velocity part, in the so-called “shear improved” closure,
first introduced by Lévêque et al. (2007). In our simulation
we adopt exponential temporal filtering with a time window
tsi = 10 Myr, i.e. turbulent energy is produced by cascade from
velocity perturbations that develop faster than tsi. We choose
the value tsi = 10 Myr to filter out the differential rotation, on
the one hand, and to capture various developing disk instabil-
ities, on the other hand. We checked that our results are not
sensitive to a change of tsi by a factor of 2.
Although the SGS turbulence has a number of parameters,
as described above, these parameters are calibrated using tur-
bulence simulations and are not varied in galaxy formation
simulations. In this sense, they do not really add tunable
free parameters in such simulations. They do affect the so-
lution, however, as a particular choice of the closure relation
forms and their parameters controls all interactions between
resolved and unresolved scales and may depend on flow con-
figuration and turbulent Mach number. Generally, this might
be considered as an important limitation of our model, as the
specific closure adopted for our simulation was calibrated to
reproduce the results of high-resolution simulations of devel-
oped isotropic transonic turbulence, while we apply it to a
sheared gas flow in a stratified disk. However, we argue that
this approach is still viable for prediction of the turbulent ve-
locities in cold star-forming gas. Specifically, we checked that
the resulting distribution of turbulent energy in cold gas is not
sensitive to a particular choice of τi j parametrization. This is
because the turbulent energy in this gas is mostly determined
by the interplay between heating by compression and viscous
dissipation into heat (see Section 3.1). Both these effects are
insensitive to turbulent Mach number as indicated by numeri-
cal simulations of developed turbulence (Mac Low et al. 1998;
Robertson & Goldreich 2012).
One important limitation of our model is an assumption that
unresolved turbulence on scale ∆ is in the inertial regime.
This assumption is made implicitly, because the direct simu-
lations of developed turbulence, which were used to calibrate
this model, do resolve the inertial range. However, resolv-
ing inertial scales in a galactic disk simulation is computa-
tionally challenging as it requires high spatial resolution, be-
cause turbulence is generated on scales comparable to the disk
scale height, hd ∼ 100 pc, while numerical viscosity affects
gas flows in AMR-based codes on scales up to ∼ 10−20 cells
4 Semenov, Kravtsov, Gnedin
(e.g., Kritsuk et al. 2011). Thus, resolving the inertial scales
unaffected by numerical viscosity requires minimal cell sizes
of < 5 − 10 pc. Therefore, our resolution is not quite within
the regime in which the SGS model was calibrated. However,
this problem is mitigated by the insensitivity of the SGS tur-
bulence properties in star-forming gas to the parametrization
of τi j, which is the part that depends on the ∆ being within
the inertial range. Moreover, as we discuss in Section 3.3,
we expect SFE to be a weak function of ∆ down to ∼ 1 pc
scale. Thus, we believe the use of the SGS turbulence model
in simulations with moderate resolution is justified.
Another technical complication relates to the adopted pres-
sure floor that prevents artificial fragmentation of gas (Tru-
elove et al. 1997, implemented in our simulations as described
in Section 2 of Machacek et al. 2001). Namely, in regions
where cold gas is supported against fragmentation, the arti-
ficial pressure set by this floor dominates the flux of the to-
tal internal energy (e + K) obtained by the Riemann solver.
This may result in a non-physical behaviour of internal en-
ergy. Therefore, in order to avoid this problem we disregard
the internal energy fluxes obtained by the Riemann solver and,
instead, at every timestep we advect e and K as passive scalars
and then apply all non-conservative source terms. This ap-
proach is akin to the dual energy formulation of Bryan et al.
(1995) for protecting internal energy from contamination by
numerical errors in highly supersonic flows.
2.2. Star formation
Observational evidence of turbulence in molecular clouds
motivated development of analytic models that relate star for-
mation to the properties of self-gravitating MHD turbulence
in GMCs (Krumholz & McKee 2005; Padoan & Nordlund
2011; Federrath & Klessen 2012; Hennebelle & Chabrier
2013). Generally, these models predict variation of star for-
mation efficiency with virial parameter αvir and both sonic
and Alfvénic Mach numbers. However, they usually rely on
strong assumptions about turbulence in GMCs, such as the gas
density PDF being static, and the critical density for collapse,
that is independent of local flow configuration. Recent di-
rect MHD simulations of turbulent molecular clouds do con-
firm the strong variation of star formation efficiency with αvir
but reveal a surprising insensitivity to other cloud properties
(Padoan et al. 2012). Specifically, Padoan et al. (2012) find
that the star formation efficiency per free-fall time of simu-
lated GMCs can be parametrized by the following simple for-
mula:
ff = w exp
(
−1.6
tff
tcr
)
, (3)
where tff =
√
3pi/32Gρ is a free-fall time that corresponds to
initial average density ρ of GMC, tcr = ∆/2σ is initial turbu-
lent crossing time on the scale of GMC (∆) and w is a nor-
malization coefficient that takes into account mass loss during
formation of stars from protostellar objects modelled by sink
particles. Note that ratio tff/tcr relates to virial parameter αvir,
which is usually defined for a uniform sphere with a radius R
and mass M as αvir = 5σ21DR/GM ≈ 1.35(tff/tcr)2 (Bertoldi &
McKee 1992). The range of tff/tcr probed by Padoan et al.
(2012) covers a wide range of SFE, ff ∼ 0.5 − 50%, that
matches the observed variation, and the above fit holds on
the scales of GMCs, few to hundred pc. Therefore, this fit
can be directly applied in galaxy formation simulations if the
turbulent velocity σ on GMC scale is known.
The fit to the numerical results given by Equation (3) agrees
within a factor of ∼ 2 with the results obtained by other au-
thors (Clark et al. 2005; Price & Bate 2009; Wang et al. 2010;
Krumholz et al. 2012b; Federrath 2015), although such com-
parison requires care, as SFE is defined and measured differ-
ently in different studies.
Equation (3) indicates that SFE is exponentially sensitive
to the ratio of self-gravity to turbulent pressure support. Thus,
if GMCs have a range of αvir ∝ (tff/tcr)2 values, the formula
implies a wide variation of ff.
This variation and the relative insensitivity to thermal and
Alfvénic Mach numbers can be understood as follows. At a
fixed sonic Mach number M increasing tff/tcr is equivalent to
decrease of the average density ρ¯ of gas. As the critical den-
sity at which gas becomes self-gravitating in physical units is
constant, the critical overdensity relative to the average den-
sity increases with decreasing ρ¯. As a result, the SFE de-
creases with decreasing fraction of gas mass at overdensities
above critical (e.g., Padoan & Nordlund 2011). The depen-
dence of SFE on sonic and Alfvénic Mach numbers is more
complex because their increase results in both widening the
density PDF of MHD turbulence and increasing of the crit-
ical overdensity (Padoan & Nordlund 2011). Padoan et al.
(2012) results show that these effects roughly cancel each
other and SFE becomes relatively insensitive to the actual val-
ues of these Mach numbers, at least at high M explored by
these authors.
In the regime of low-M turbulence the contribution of ther-
mal pressure to the support against gravity cannot be ne-
glected. To extend the above formula to this regime, we rede-
fine tcr to take into account thermal pressure support (Chan-
drasekhar 1951):
tcr =
∆
2
√
σ2 + c2s
, (4)
where cs is the sound speed.
In our simulations, we estimate σ =
√
2K/ρ from the SGS
turbulence energy K and compute SFE in each cell using
Equations (3) and (4) with the cell size for the value of ∆. We
adopt w = 0.9 consistent with the results of Federrath et al.
(2014) who showed that the mass loss due to outflows does
not exceed 10% on the scale where Padoan et al. (2012) form
sink particles.
We stress that all parametrizations and parameter values in
our star formation model are not tuned but taken from the
results of simulations of star formation in GMCs.
2.3. Stellar feedback
Formation of stars is accompanied by stellar feedback: i.e.
injection of mass, momentum, and energy into surrounding
gas. Recent studies (e.g, Stinson et al. 2013; Hopkins et al.
2014; Agertz & Kravtsov 2015) have demonstrated the impor-
tance of stellar feedback in shaping the key galaxy properties,
such as stellar mass, size, morphology, and star formation his-
tory. The challenge of modelling feedback in galaxy forma-
tion simulations is due to the fact that the relevant processes
are not fully understood and that any implementation needs to
work at the resolution limit of simulations.
In our simulation, we calculate a total number of SNe II
associated with a given young stellar particle assuming the
Miller-Scalo IMF (Miller & Scalo 1979). We assume that
SNe explode at a uniform rate between 3 and 40 Myr after the
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stellar particle is created, with each supernova releasing 1051
ergs. We use the results of SN remnants simulations by Mar-
tizzi et al. (2015) to estimate the fraction of this energy that
gets converted into the momentum of expanding shell (their
Equation (10)) and the fraction that is left in form of thermal
energy at the snowplow stage (their Equation (9)), when the
size of the SN remnant reaches the resolution scale ∆.
Furthermore, given that in a star-forming region the rem-
nants of multiple SNe can collide, their coherent expansion
may transform into turbulent gas motions with partial momen-
tum cancellation. As GMCs typically have distinct filamen-
tary structure, we expect that ∼ 1/3 of the total momentum is
transformed into turbulent motions. Therefore, 65% of the to-
tal radial momentum given by Equation (10) of Martizzi et al.
(2015) we assign as a radial momentum to 26 neighbors of the
stellar particle-host cell, while 30% is converted into the SGS
turbulent energy via the term SSN in our Equation (2). Finally,
we add 5% of the initial SN energy to the thermal energy of
the host cell.
2.4. Galaxy model and numerical resolution
In this work we follow the evolution of a Milky Way-like
disk galaxy consisting of gaseous and stellar disks with a
bulge embedded in a spherical dark matter halo. We use ini-
tial conditions for the stellar component and halo similar to
those used by Agertz et al. (2013), which are also similar to
the initial conditions for the disk simulations in the AGORA
comparison project (Kim et al. 2014).
Specifically, the dark matter halo profile has the NFW form
with concentration of c = 10 and circular velocity at the radius
enclosing the density contrast of 200 relative to the critical
density of the universe of v200 = 150 km s−1 (Navarro et al.
1997). For the baryonic disk we use an analytical exponential
density distribution with a scale radius rd ≈ 3.4 kpc and scale
height hd = 0.1rd. The spherical stellar bulge is described by
the Hernquist profile (Hernquist 1990) with a scale radius rb =
0.1rd and bulge to total disk mass ratio Mb/Md = 0.1.
The total mass of the baryonic disk is similar to that of
the Milky Way: Md ≈ 4.3× 1010 M with 20% of mass in
the gaseous disk and the rest in the stellar component. This
gas mass fraction is slightly higher than the observed current
∼ 13% in the Milky Way (Nakanishi & Sofue 2015), but is
perhaps appropriate at a somewhat earlier stage of its evolu-
tion, about 1 Gyr ago.
During the disk evolution we adaptively refine cells accord-
ing to a gas mass criterion. Specifically, we split a cell when
its total gas mass exceeds 8.3× 103 M. By doing so we
reach a maximal spatial resolution of ∆ = 40 pc. This scale
is similar to the typical resolution of modern cosmological
zoom-in simulations. In addition, this scale corresponds to
the size of the largest observed GMCs. Given that the star
formation prescription was calibrated on the GMC scales, we
decide to stop at this relatively coarse resolution and study
the properties of this recipe in the regime applicable to cos-
mological runs. In addition to this fiducial run, we also rerun
our simulation at higher resolutions, ∆ = 20 and 10 pc, and
briefly describe these results in Sections 3.3 and 3.4. We will
present more detailed comparison in a follow-up paper.
We set the initial ambient halo gas density and temperature
to 10−6 cm−3 and 104 K respectively. As a result, the expo-
nential gaseous disk with a constant scale height initially is
slightly off thermal equilibrium. To make the transition to
equilibrium state more gradual we initialize the subgrid turbu-
lent velocities in the gas uniformly at the value of σ = 1 km s−1
to provide an additional pressure support. We checked that
the resulting distribution of turbulent velocities in the evolved
disk does not depend on the initial value of σ.
To further minimize transient effects related to initial disk
self-adjustment, we begin the evolution of the disk with cool-
ing, star formation and the SGS turbulence model off. We
allow the disk to settle into an equilibrium and turn on dy-
namical production and dissipation of the SGS turbulence
after 50 Myr. Cooling is then turned on gradually between
100 Myr and 200 Myr. After that, we evolve the disk for an-
other 100 Myr allowing all remaining transient effects to dis-
sipate. At this point, at t = 300 Myr from the beginning of
the simulation, the disk is in a steady thermal and dynami-
cal equilibrium and maintains its structure, velocity and den-
sity profiles over further evolution if the star formation re-
mains switched off. Thus, we turn on the star formation at
t = 300 Myr.
For our analysis we choose a single snapshot of the disk
evolution at t ≈ 600 Myr, i.e. 300 Myr after the star forma-
tion is turned on. This choice is a compromise between al-
lowing the disk to evolve for an appreciable amount of time in
order to settle into a steady state, on the one hand, and choos-
ing a time significantly shorter than the global gas depletion
time (tdep ∼ 1 Gyr), on the other hand. Given that our simula-
tion does not include explicit modelling of the cosmological
mass accretion, the latter condition ensures that we examine
the disk before it significantly exhausts its gas supply, which
could bias our comparisons with observations.
3. RESULTS
The star formation efficiency in our model is predicted
based on the self-consistently evolved local density, tempera-
ture and subgrid turbulent velocity. Thus, in this section we
discuss the distribution of these quantities in our simulated
disk with a special emphasis on the turbulent velocities. We
also compare to observations the star formation efficiencies
and rates predicted by our turbulence-based star formation
prescription.
As can be seen in panels a and b of Figure 1, by t ≈ 600
Myr most of the disk volume is filled by the diffuse (n ∼
0.1−2 cm−3) warm (T ∼ 104 K) gas, while denser gas resides
in spiral structures. The spiral arms travel around the disk
compressing diffuse gas for certain periods of time. Their
motion relative to the diffuse gas is generally supersonic and
these spiral waves are thus accompanied by shocks. As gas
is being compressed, at n ∼ 5 cm−3 cooling by thermal exci-
tation of CII and OI fine structure lines becomes efficient and
the gas rapidly cools down. This substantial cooling in spiral
arms means that the pre-arm shocks are radiative and, there-
fore, they produce density jumps of orders of magnitude at the
spiral arm interfaces.
The highest densities are reached in self-gravitating
gaseous clumps. These clumps develop within the spiral
arms due to local gravitational instabilities (e.g., Agertz et al.
2009b; Dekel et al. 2009; Bournaud et al. 2010). Several ex-
amples of such clumps are circled in Figure 1a. In contrast to
spiral arms, these high-density clumps are persistent physical
objects rather than waves and so they may survive for a sig-
nificant period of time. Examination of disk evolution shows
that some of the clumps last up to a couple disk revolutions,
until they are disrupted by feedback or merged with the gas
concentration in the disk center, as also found in a number of
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FIG. 1.— Gaseous disk after 600 Myr of evolution. The top row shows from left to right slices of density (a), temperature (b) and subgrid rms turbulent velocity
(c) in the disk plane. The temperature and rms velocities are derived from the thermal and SGS turbulent energies respectively. The bottom row shows derived
quantities related to the star formation prescription. Left panel (d) shows the virial parameter calculated under the assumption that clouds are uniform spheres of
mass M and radius R: αvir = 5σ21DR/GM ≈ 1.35(tff/tcr)2 (Bertoldi & McKee 1992). Only the gas mass was taken into account in estimation of αvir. tff and tcr are
derived from the density and turbulent velocity shown in panels a and c. Equation (3) translates the derived tff/tcr directly into SFE shown in the middle panel (e).
Thin grey lines in all six panels indicate an iso-density contour that corresponds to n = 10 cm−3 and, therefore, encompasses cold dense gas. Thus, the predicted
SFE exhibits strong spatial variation even in the cold gas. Right panel (f) shows the distribution of the gas depletion time defined as tdep ≡ ρ/ρ˙?. Purple circles
in panels a, c and e indicate dense gaseous clumps.
other recent studies (e.g., Genel et al. 2012). The long-lasting
clumps may themselves drive the formation of the disk spiral
structure (e.g., D’Onghia et al. 2013).
Hot rarefied bubbles of gas are another kind of prominent
features seen in Figures 1a and b. Some of these bubbles are
inflated by exploding SNe in the regions with active star for-
mation. Local injections of SNe energy and momentum af-
fect the distribution of dense cold gas, as they disrupt gaseous
clumps and tear spiral arms apart. Sometimes, as in the case
of the large hot spot near the marker “B”, the hot gas in-
stead is being pushed into the disk plane from the hot halo
(T ≈ Tvir ∼ 106 K) in regions where the disk is thinned and its
gas pressure is low.
3.1. Properties of the ISM turbulence
Given the importance of turbulence for our adopted star
formation prescription, we begin with the discussion of the
small-scale subgrid turbulence in the disk. Figure 1c shows
that the subgrid model predicts the rms turbulent velocities,
σ, at the level of few to ten km s−1 on the scale of our small-
est grid cells (40 pc). This result agrees with the observed
velocity dispersion in GMCs (Gammie et al. 1991; Bolatto
et al. 2008), Milky Way dynamics (Kalberla & Dedes 2008)
and extragalactic HI data (Petric & Rupen 2007; Tamburro
et al. 2009), as well as with high resolution disk simulations
(Agertz et al. 2009a). The turbulent velocities in our sim-
ulation increase towards the disk center where gravitational
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FIG. 2.— The distribution of SGS turbulent velocities σ (top panel) and the
resulting star formation efficiencies per free-fall time ff (bottom panel) at dif-
ferent densities. The distributions take into account all cells within cylindrical
volume with R < 20 kpc (∼ 6 initial scale radii) and |z| < 1 kpc (total height
is ∼ 6 initial scale heights) centered at the disk center. To increase statistics
we average PDFs over 23 snapshots at 600±10 Myr. Colors show the mass-
weighted average temperature in bin and its intensity indicates the total mass
in bin. Black contours enclose 25%, 68%, 95% (top) and 5%, 15%, 30%
(bottom) of the current total gas mass. The turbulent velocities in cold spiral
arms result from compression of diffuse gas and scale with density roughly
as σ ∝ n1/2 (dashed red line given by Equation (7)). The linear structures
at the upper right end of the n −σ distribution correspond to dense gaseous
clouds with σ ≈ const. Bottom panel shows the distribution of star formation
efficiency obtained from the local gas density, temperature and SGS turbu-
lent velocities. The adopted model naturally introduces an exponential cutoff
at densities n ∼ 10 cm−3. If compared to universal ff prescriptions turbu-
lent model predicts broad variation by orders of magnitude, even though the
average SFE is still ∼ 1%.
instabilities and frequent SNe maintain higher σ (Agertz et al.
2009a). High σ in bright spots that correspond to hot gas
(105 −106 K in Figure 1b) are driven by expanding supernova
bubbles. Dense cold spiral arms are typically more turbulent
than the surrounding gas and therefore they are well traceable
in the σ map, especially at r > 5 kpc. Enhanced turbulent ve-
locities in the spiral arms result from the compression of inter-
arm turbulence. Similarly, collapse of gas into dense gaseous
clumps also results in high turbulent velocities (circled in Fig-
ures 1a and c).
Quantitative conclusions about turbulence in different ISM
phases can be drawn from the distribution of σ as a function
of local gas density shown in Figure 2a. In this plot several
distinct phases are highlighted using color: the warm diffuse
gas at T ∼ 104 K (yellow), the cold dense gas in spiral arms
and dense clumps (blue), and the hot tenuous gas at T > 105 K
in the SNe bubbles and hot gaseous halo surrounding the disk
(red). The contours enclosing different mass fractions show
that most of the gas mass is in the warm and cold phases.
The warm gas phase corresponds to the diffuse gas between
spiral arms and around the disk plane (white color in Fig-
ure 1b). In this phase the turbulence is in an approximate equi-
librium between production due to instabilities (e.g., Bour-
naud et al. 2010), sourcing by SNe and viscous dissipation
into heat. Most of the gas mass in this phase resides on the
disk outskirts (r > 5 kpc, labelled as the “outer disk”) and the
typical subgrid turbulent velocities are ∼ 1− 2 km s−1 with a
significant scatter of ∼ 0.5 dex. Note that the actual velocity
dispersion of the disk would include resolved gas motions that
are considerably larger. As mentioned above, σ in the diffuse
gas increases towards the disk center and may reach few tens
to hundred km s−1. Some of the warm gas with the largest ve-
locity dispersions resides in expanding SNe bubbles, which
drive turbulent velocities to the highest values found in our
simulations, few hundred km s−1.
The cold gas phase is, of course, the most interesting for
star formation. The figure shows that such gas has typical
subgrid turbulent velocities of σ ∼ 3 − 10 km s−1. This re-
sult agrees with the observed three-dimensional turbulent ve-
locities in GMCs (∼ 8 km s−1 on scales of 40 pc in Bolatto
et al. 2008). We find that the actual value of σ correlates with
the local compression rate (−∇iui). This result indicates that
the main source of turbulent energy in this regime is heating
by compression of the diffuse gas (Robertson & Goldreich
2012). Specifically, as a parcel of relaxed gas at T ∼ 104 K en-
ters a spiral arm both thermal and turbulent energies increase,
as pressures associated with thermal and random motions do
negative work during compression. However, at typical spiral
arm densities the excess of thermal energy is quickly radiated
away and the gas cools down. In contrast to thermal energy,
turbulent energy dissipates on the local crossing time scale,
t ∼ ∆/σ (e.g., Mac Low et al. 1998), which may be longer
than the time spent by the gas parcel inside the spiral arm.
The turbulent dissipation time scale and the time spent in the
spiral arm can be estimated as:
tdec ≈ 4 Myr
(
∆
40 pc
)( σ
10 km s−1
)−1
, (5)
tarm ≈ 3 Myr
(
warm
300 pc
)( varm
100 km s−1
)−1
, (6)
where warm is a typical spiral arm width and varm is its typical
velocity relative to the ambient gas. Here we neglect the fact
that gas may enter into spiral arms at different angles and then
travel along the spiral arm. We approximate the spiral arm
passing time simply as warm/varm with typical values found in
our simulation. Actual tarm may vary around the estimation
from Equation (6) depending on the local gas dynamics.
In the outer disk, where the pre-shocked gas has low tur-
bulent velocities (σ ∼ 1 km s−1), turbulence decays slowly
(tdec > tarm) and σ increases in spiral arms. The bimodal dis-
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tribution of mass in Figure 2a indicates that the compression
is fast and, therefore, the gas is either relaxed or resides in
a spiral arm. In the inner disk where σ is high (∼ 10 km s−1)
turbulence may decay during compression (tdec ∼ tarm) and the
increase of σ with density is shallower. Turbulence decays
even more efficiently in the dense gaseous clumps where σ
reaches few tens km s−1. Their typical lifetime (> 100 Myr)
is considerably longer than the turbulence decay time scale
(few Myr from Equation (5)). As a result, σ reaches an equi-
librium value, that weakly depends on density (purple lines in
Figure 2).
Star formation in our model proceeds in the cold dense
gas. The pressure support in this gas is dominated by small-
scale turbulent motions, as the sound speed in this phase is
cs ∼ 1 km s−1
√
T/100 K and the turbulent velocities (σ >
3 km s−1) are supersonic. Therefore, the gas in this regime
forms stars with the efficiency that depends on σ (Equa-
tions (3) and (4)). In our simulation we find that the aver-
age σ in cold gas depends on density as (dashed red line in
Figure 2a):
σ = 12 km s−1
( n
100 cm−3
)1/2
. (7)
This scaling with density is consistent with compression in
a “non-radiative” (with respect to turbulent energy) shock. In
this case the turbulent “temperature” after the shock goes as
the Mach number squared: σ2 ∝M2. As noted before, the as-
sociated orders of magnitude density jumps indicate that the
shocks preceding spiral arms are almost isothermal (with re-
spect to thermal energy). In this case the density jump also
goes as the Mach number squared: ρ ∝M2 (e.g., Zel’dovich
& Raizer 1967). These scaling relations for σ and ρ then im-
ply σ ∝ ρ1/2.
The obtained scaling is opposite to what follows from the
empirical Larson’s relations, σ ∝ ρ−0.5 (Larson 1981), that
are also consistent with the turbulent origin (Kritsuk et al.
2013). This difference originates from the mismatch of scales
on which we consider turbulence with the observed GMCs
sizes. Most of the observed GMCs have sizes of ∼ 1− 10 pc
and therefore they reside in the inertial interval of turbulent
cascade driven on the scale of disk height, ∼ 200−300 pc. At
the resolution of our simulation the inertial range is not yet
resolved (see Section 2.1), and thus, we cannot expect cor-
rect predictions of the Larson’s relations. The turbulent cas-
cade that is expected to develop on the scales unresolved in
our simulations would result in an inverted relation between
σ and ρ consistent with the Larson’s relation (Kritsuk et al.
2013).
Figure 2a shows significant scatter around the average be-
havior expressed by Equation (7) (∼ 0.3 dex). We find that
this scatter is mostly due to the variation of local compression
rate (−∇iui). This offers hope that σ may be approximated in
simulations without explicit SGS turbulence modelling using
dependencies of σ on density and ∇iui, that can be calibrated
using simulations with such modelling. We will explore the
relation of the local compression rate and the subgrid turbu-
lent velocity in a future study.
In closing we note, that the above discussion shows that the
key mechanism of turbulence production in star-forming re-
gions of our disk is the compression of warm, transonic gas by
spiral waves. This justifies the usage of the linear closure for
the turbulent stress tensor τi j, as discussed in Section 2.1. In
particular, production of SGS turbulence from resolved mo-
tions is mostly important in diffuse gas with T ∼ 104 K. This
temperature corresponds to the sound speed of cs ∼ 10 km s−1
and, therefore, the typical turbulent velocities in this gas
(few km s−1) are sub- or transonic, for which the linear closure
for the stress tensor is more appropriate (Schmidt & Federrath
2011).
3.2. Star formation efficiency
In our simulation we derive the star formation efficiency
ff in each cell using Equations (3) and (4). These equations
parametrize local SFE via virial parameter:
αvir ∝
(
tff
tcr
)2
∝ σ
2 + c2s (T )
ρ
, (8)
where ρ, T and σ are the gas density, temperature, and SGS
turbulent velocity dispersion self-consistently evolved by the
code. As can be seen in Figure 1d the virial parameter of
modelled cells on scale of 40 pc is rather high and exhibits
significant variation.
Given the exponential dependence of ff on the virial pa-
rameter, the αvir variation translates into even wider spatial
variation of ff. This variation in the dense gas can be seen in
panels e and f of Figure 1, that show maps of ff and the gas
depletion time to star formation relative to the gas denser than
n = 10 cm−3, shown by the thin gray contours.
The depletion time of molecular gas, and thus possibly
ff, is indeed observed to vary along the spiral arms of M51
(Meidt et al. 2013). As an extreme example of this spatial
variation compare the spiral arms denoted as A and B in the
panel e of Figure 1. Panels a and b of the figure show that
the gas in these arms has similar density and temperature and,
therefore, universal SFE model would predict the same effi-
ciency and similar depletion time in both arms. However, in
our simulation the spiral arm A forms stars much more ef-
ficiently than the arm B due to lower turbulent velocity pre-
dicted by the SGS model.
As discussed in Section 3.1 the difference in σ originates
from the variation in the local compression rates. The com-
pression rate, in its turn, may vary due to several reasons.
First, gas may experience different compression in spiral arms
depending on the large-scale dynamics and development of
local disk instabilities. Second, turbulence may be suppressed
(enhanced) in spiral arms due to local expansion (contraction)
of gas along the arm. Third, spiral arms may be affected by
hot gas from either SNe bubbles or the halo gas penetrating
into the disk. In particular, as can be seen in Figure 1b, the
spiral arm B is adjacent to a bubble of hot gas in the down-
stream direction. The thermal pressure of this hot gas may
contribute to compression.
In all three scenarios higher turbulent velocities result from
stronger compression. More quantitative information about
the SFE variation with density can be drawn from the phase
diagram shown in Figure 2b. The most noticeable features of
this diagram are the sharp cutoff at n∼ 10 cm−3 and the orders
of magnitude variation of ff.
The exponential cutoff at n ∼ 10 cm−3 in our model arises
naturally from the thermal support in warm diffuse gas. In
particular, turbulent velocities in this phase are mostly sub-
sonic and gas is supported against gravity mainly by its ther-
mal pressure. This thermal support is codified in the defini-
tion of the crossing time given by Equation (4), which results
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in the exponential suppression of ff in the diffuse gas, as the
sound crossing time becomes considerably shorter than the
free-fall time: tff/tcr ∼ 26
√
T4/n0, where T4 = T/104 K and
n0 = n/1 cm−3.
In the cold phase, on the other hand, the turbulence is su-
personic and its pressure provides the main support against
gravity. The typical turbulent crossing time in this regime is
of the order of the free-fall time: tff/tcr ∼ 2.6σ1/√n2, where
σ1 = σ/10 km s−1 and n2 = n/100 cm−3. This ratio corre-
sponds to ff ∼ 1%, typical for star-forming regions. As a
result, in the turbulent model only cold dense gas forms stars
at a reasonably large efficiency. The transition from the neg-
ligible values of ff in the warm diffuse gas to ff ∼ 1% in the
cold dense gas is sharp due to the abrupt drop in temperature.
This sharp transition is responsible for the effective density
threshold for efficient star formation at n∼ 10 cm−3.
The most efficient star formation in our simulation occurs in
the gas of density n∼ 10−100 cm−3 in spiral arms and dense
clumps. The average trend of σ with density (σ ∝ n1/2 from
Equation (7)) substituted into Equation (3) results in constant
ff ∼ 0.6% independent of density, as αvir ∝ σ2n. Therefore,
the entire variation of ff around the average value originates
from the scatter of modelled turbulent velocities around the
average trend. As we mentioned before, this scatter is related
to the variation of local compression rate.
Although the mass-weighted average ff in our disk is quite
similar to the universal value ff ∼ 1% at n > 10 cm−3 usu-
ally inferred from observations, the large spatial and temporal
variation of the SFE predicted by our model may have im-
portant effects on galaxy evolution. For example, localization
of efficient star formation in high-density regions may have
a drastic effect on the ability of galaxy to drive large-scale
winds and affect the final morphology of the galaxy (e.g.,
Governato et al. 2010).
3.3. Comparison with observed GMCs
In order to check the viability of our star formation model,
we compare its predictions to the SFRs in observed GMCs.
Specifically, in Figure 3 we compare the local gas surface den-
sity (Σg = ρ∆) and the surface density of SFR (Σ˙? = ρ˙?∆ =
ffρ∆/tff) in individual cells (∆ = 40 pc) to the corresponding
quantities measured in GMCs. For a fair comparison, we se-
lect the observed clouds with sizes in the range ∼ 5−100 pc,
that straddle the cell size in our simulation.
Distribution of the SFR in our disk has a sharp upper bound-
ary with a wide tail towards lower rates. The observed local
star-forming regions from Heiderman et al. (2010); Lada et al.
(2010); Murray (2011) agree remarkably well with the up-
per envelope of our predicted distribution, whereas the extra-
galactic data agrees with the main mode of SF in our simula-
tion. This may be because studies of the local GMCs focus on
the regions with the most efficient star formation. Blind sur-
veys of star formation in the Milky Way GMCs, on the other
hand, start revealing abundant gas with ff 1% (N. Murray,
private communication).
In contrast to the local surveys, GMCs in other galaxies are
sampled more uniformly and do indicate prevalent dense gas
with low star formation efficiency. For instance, the blue poly-
gon in Figure 3 summarizes the Rebolledo et al. (2015) results
for three nearby spiral galaxies: NGC 6946, NGC 628 and
M101. Their inferred SFRs do agree with the typical SFRs
of the dense gas in our simulation. The observed SFR dis-
tribution in the Small Magellanic Cloud (SMC; pink polygon
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FIG. 3.— Star formation rates obtained in our simulation are broadly consis-
tent with observational data. Blue color indicates mass weighted distribution
of cells in Σg − Σ˙? plane. Black contours indicate 5%, 15% and 30% of the
current total gaseous disk mass. Grey dotted lines correspond to constant val-
ues of ff in the simulated star-forming regions. The overplotted data points
show different samples of GMCs in the Milky Way: Heiderman et al. (2010,
stars and squares), Lada et al. (2010, circles) and Murray (2011, triangles).
In this plot we show only GMCs with sizes in the range ∼ 5 − 100 pc that
roughly correspond to our cell size,∆ = 40 pc. Two polygons show resolved
star formation rates in nearby galaxies. The blue one summarizes results of
Rebolledo et al. (2015) for three nearby spirals: NGC 6946, NGC 628 and
M101, while the pink one indicates star formation in the Small Magellanic
Cloud (Bolatto et al. 2011). In the Rebolledo et al. (2015) sample we correct
gas surface densities for helium assuming 25% mass fraction.
in Figure 3; Bolatto et al. 2011) also reveals that most of its
dense molecular gas forms stars rather inefficiently. However,
the SMC is a dwarf galaxy with substantially different dynam-
ics and significantly lower metallicity than the Milky Way,
and therefore, its global SFR is considerably lower than that
of our simulated galaxy. This discrepancy is yet another man-
ifestation of the SFE variation and its dependence on galaxy
properties.
As we discussed in Section 3.1, there is a mismatch of
our resolution scale with the sizes of the observed GMCs.
This may be a cause of concern for the comparison presented
above. However, our convergence study indicates that the
agreement with observations persists at higher resolutions. At
smaller ∆, denser and denser structures are being resolved,
while turbulent velocities in these structures keep following
average trend given by Equation 7, σ ∝ n1/2, resulting in sim-
ilar ff distributions. As a consequence, in higher resolution
runs the PDF shown in Figure 3 shifts to higher surface densi-
ties along ff = const lines and remains in good agreement with
both local and extragalactic data. However, at some point,
when the turbulent inertial range becomes fairly resolved, we
expect σ −n trend to reverse to the observed Larson’s scaling,
σ ∝ n−0.5. This will cause further motion of the PDF towards
the observed data points perpendicular to the ff = const lines.
In other words, the obtained scaling of σ with density makes
star formation efficiency a weak function of scale down to the
scale of individual GMCs in the inertial regime. This weak
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FIG. 4.— Our predicted averaged SFRs agree with observed Kennicutt-
Schmidt relations. Blue color and black contours (68% and 95% c.l.) in-
dicate smoothed distribution of vertically integrated SFR and gas density in
1×1 kpc patches. To calculate SFR in each patch we divide its total stellar
mass formed over the last tSFR = 30 Myr of the disk evolution by the time
scale tSFR. For comparison we also plot a single grey contour (68% c.l.) ob-
tained for tSFR = 100 Myr. We compare our results to the observed SFRs on
750 pc scale in 7 nearby spirals (Bigiel et al. 2008) and measurements of the
SFR on comparable scale in the Milky Way (Misiriotis et al. 2006). In the
observational data we correct the gas surface densities for helium assuming
25% mass fraction. Grey dotted lines correspond to constant values of tdep.
dependence justifies the comparison of SFRs on the scale of
individual cells in our simulation to the observed SFRs on
GMC scale.
3.4. Comparison with observed Kennicutt-Schmidt relations
The distribution of local SFR in galaxies averaged over
certain spatial and temporal scales results in the observed
power-law relation between SFR and gas surface density, the
Kennicutt-Schmidt (KS) relation (Schmidt 1959, 1963; Ken-
nicutt 1998). When averaged over entire galaxies the KS rela-
tion indicates the global gas depletion time of molecular gas
of tdep ≡ ρ/ρ˙? ∼ 2−3 Gyr (e.g., Bigiel et al. 2008). In the
Milky Way this time scale is somewhat shorter: tdep,MW ∼
109 M/1.5 M yr−1 ∼ 0.7 Gyr.
In our simulation without any tuning we obtain the global
depletion time of ∼ 1 Gyr, which is similar to that of the
Milky Way. However, given that in our simulation local con-
sumption time exhibits wide variation (Figure 1f), this global
depletion time is a result of averaging regions, that form stars
relatively fast (with tdep ∼ 100 Myr), with gas, that forms stars
slowly (with tdep > 3 Gyr). Observationally, such spatial vari-
ation of tdep can be studied in high resolution extragalactic
SFR surveys (e.g., Rebolledo et al. 2015; Lewis et al. 2015).
Figure 4 compares the KS relation for our simulated galaxy
with the relations observed for 7 nearby spirals in patches of
750 pc (Bigiel et al. 2008) and measured in the Milky Way
in radial annuli (Misiriotis et al. 2006). In our simulation we
integrate the SFR and gas density perpendicular to the disk
plane and then average them in patches of 1×1 kpc. The star
formation is temporally averaged over 30 Myr to match the
averaging scales corresponding to star formation indicators
typically used to estimate SFR in observations (e.g., see Ta-
ble 1 in Kennicutt & Evans 2012). The figure shows that our
simulation predicts the KS relation in broad agreement with
observations. We stress that this agreement is achieved with-
out any ad hoc assumptions about star formation efficiency or
threshold: our results are based on direct application of the
star formation efficiency prescription, calibrated on simula-
tions of turbulent GMCs, in a modelling of global disk evolu-
tion.
At Σg ∼ 10 M pc−2 our simulation predicts the relation
that is somewhat steeper than observed. This may be due
to the specifics of the disk structure and the dynamics of the
galaxy we model. For example, the KS relation in individ-
ual galaxies studied by Bigiel et al. (2008) exhibits significant
variation in normalization and slope. For instance, NGC628
and NGC3184 also have a steep relation between SFR and
gas surface densities, similar to the distribution in our simula-
tion. Variation of the KS relation with the disk properties thus
requires further investigation.
Another factor affecting predicted KS relation at low sur-
face densities is the averaging time scale of star formation
rate. For example, adopting the averaging time scale of
100 Myr instead of 30 Myr results in a noticeably flatter KS
relation at low Σg. Note also that the absence of star-forming
regions with Σ˙? < 10−4 M yr−1 kpc−2 in Figure 4 is an arte-
fact of numerical resolution and is set by the minimal mass of
stellar particles we form in our simulation (104 M).
Finally, at the highest surface densities, the KS relation pre-
dicted in our simulation is shaped by the star formation in
high-density clumps. Although such regions are absent in
the Milky Way itself, they are often observed in other galax-
ies. For instance, the clump-driven star formation regime may
have implications for starburst galaxies, which have surface
densities and SFRs comparable or even higher than the high-
est values in our simulations (e.g., Kennicutt 1998; Kennicutt
& Evans 2012). This is because starburst galaxies tend to
have higher gas fractions and gas surface densities and are,
therefore, more unstable. As a result, they develop more self-
gravitating clumps that have higher ff and shift the global
SFR towards higher values for a given surface density.
Our convergence tests indicate that with our implementa-
tion of feedback the distribution of SFRs averaged on 1 kpc
scales does slightly shift with resolution. Such dependence
indicates that the feedback in our simulation is not efficient
enough to self-regulate the star formation and erase depen-
dence of its large-scale properties on the assumptions about
local SFE that do depend on resolution. This behavior agrees
with findings of (Agertz & Kravtsov 2015) who showed that
high local SFE is required to reproduce the observed prop-
erties of galaxies via feedback self-regulation. As they also
showed ff ∼ 1%, that is the average SFE in our disk, is not
enough to make the feedback efficient. However, the actual
values of SFE in our simulation may be somewhat low due to
overestimation of σ in star-forming regions resulting from the
poorly resolved onset of turbulent cascade. We will present
a detailed discussion of the resolution tests and performance
of our model depending on feedback recipes in a follow-up
paper.
4. DISCUSSION
The results presented in the previous section show that our
turbulent model for star formation predicts the wide variation
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of SFE from ff < 0.1% to ∼ 10%. The predicted distribution
of SFE agrees with SFRs observed on a wide range of scales:
from the scale of individual star-forming regions (∼ 40 pc) to
∼ kpc scales and the scales of entire galaxies. This agreement
is non-trivial because on kpc scales our model predictions are
determined by the small-scale spatial distribution of density
and turbulent energy shaped by galactic evolution. Moreover,
on the scale of individual star-forming regions (cells in sim-
ulations) the star formation rate is not tuned but is estimated
from the local gas density and turbulent energy using predic-
tions of GMC-scale simulations (see Section 2.2). Once cal-
ibrated to reproduce the results of such simulations, param-
eters of both the SGS turbulence model and the prescription
for star formation remain fixed in our galactic disk simula-
tions. Remarkably, the model predicts SFRs in agreement
with observations without any additional tweaking of these
parameters.
Although the agreement with the observed KS relation can
also be achieved in simulations that adopt universal ff recipes,
such recipes require ad hoc assumptions about a value of ff
and criteria for star formation.
The obtained variation of SFE may have important implica-
tions for understanding self-regulation of star formation dur-
ing galaxy evolution. A number of studies showed that in or-
der to reproduce cosmic star formation histories and resulting
morphology of Milky Way-sized galaxies simulations require
high local SFE (e.g., Hopkins et al. 2014; Agertz & Kravtsov
2015, and references therein). The low global SFE in such
simulations is then achieved as a result of the star forma-
tion self-regulation by effective feedback. The star formation
model in our disk simulation, on the other hand, explicitly
predicts that in galaxies with average ff ∼ 1% certain regions
may form stars very efficiently (with ff ∼ 10%), regardless of
the global SFR.
The predicted localized efficient star formation also has im-
plication for outflow driving. The concentration of massive
stars in regions of high ff means that SNe can explode there
in a correlated manner, which can facilitate launching of foun-
tain flows or even galactic winds (e.g., Governato et al. 2010).
We have checked that a re-simulation of our disk with the
same feedback model but ff fixed at the value of 1% results in
no gas outflows, in contrast to our fiducial simulation, which
sustains prominent fountain outflows. We will present a de-
tailed comparison of these simulations in a subsequent paper.
The second important feature of our model is the pro-
nounced physical density threshold for star formation at nth ∼
10 cm−3. Such density threshold is often set by hand in galaxy
formation modelling. In our simulation, however, this thresh-
old arises from the rapid drop in temperature as density in-
creases beyond nth. Such threshold is quite similar to the
effective thresholds in H2-based models of star formation in
which local SFE is modulated by the molecular gas mass frac-
tion fH2 : ρ˙? = ff fH2ρ/tff (Robertson & Kravtsov 2008; Gnedin
et al. 2009). In particular, the molecular fraction correlates
with the cold gas abundance and, therefore, the threshold in
our model corresponds to the density at which fH2 rapidly in-
creases. We thus also expect that nth in our model should
depend on gas metallicity similarly to the threshold in the fH2 -
based models if gas thermodynamics is modelled properly to
capture dependence of the net cooling function on gas metal-
licity.
Modelling of the star formation density threshold can be
potentially improved if we take into account effects of gas
clumpiness on its net cooling rate: Λcool ∝ C, where C ≡
〈ρ2〉/〈ρ〉2 ≥ 1 is a clumping factor and brackets denote av-
eraging over a certain spatial region. Galaxy formation simu-
lations almost always assume C = 1 on the unresolved scales,
but actual dense ISM can be quite clumpy in regions where
turbulence is supersonic. Local clumping factor can be de-
rived from the shape of the underlying subgrid density PDF,
that can be estimated, for instance, with the aid of the SGS
turbulence model from the local parameters, such as effective
Mach number. The clumping factor could then be accounted
for in the calculation of the net cooling rate Λcool. Overall,
the star formation threshold should shift to lower values of
density for C > 1.
The importance of turbulence for modelling star formation
in galaxy formation simulations has been already recognized.
Specifically, Hopkins et al. (2013) developed a model for the
star formation threshold, in which star formation is allowed
only in self-gravitating gas, αvir < 1, but with a constant effi-
ciency of ff = 100%. Even though their model also predicts
significant localization of star formation, it substantially dif-
fers from our model both technically and conceptually.
From the technical point of view, our SGS model provides a
more appropriate way to track local σ than an estimate based
on the local velocity gradients on the scale of resolution. Due
to substantial effects of numerical viscosity on these scales
such estimate is not accurate.
More importantly, in our model we vary ff continuously
with αvir, as predicted by the Padoan et al. (2012) model,
while the prescription of Hopkins et al. (2013) adopts a fixed
ff = 100% for αvir < 1 and ff = 0 otherwise. For comparison,
the Padoan et al. (2012) model predicts ff ≈ 26% for αvir ≈ 1
and ff reaches > 99% only at αvir . 0.1. Moreover, in our
model star formation can proceed in gravitationally unbound
regions. In the turbulence-driven star formation, a given re-
gion may be globally unbound, but can contain local bound
star-forming regions created by the turbulent cascade on small
scales. For example, at αvir ≈ 10 the Padoan et al. (2012)
model predicts ff ≈ 1%, which is a healthy efficiency esti-
mated for many GMCs (e.g., Krumholz et al. 2012a). Thus,
the sharp threshold in αvir for ff is not warranted.
Turbulent models of star formation with ff continuously
varying with αvir were studied by other authors as well. In
particular, Braun et al. (2014) examined a star formation pre-
scription based on the model of Padoan & Nordlund (2011)
coupled with an SGS turbulence model in isolated disk sim-
ulations. Their subgrid model also included a prescription
for multiphase ISM (Braun & Schmidt 2012), and turbulent
velocities were rescaled to the scale of cold self-gravitating
clumps within this subgrid medium. Our disk models and star
formation implementations are sufficiently different, which
complicates a direct comparison of our results. We only note
that although Braun et al. (2014) also found gas depletion
time variation across the galaxy, in their case this variation
was mostly due to the variation of fH2 , as the SF prescrip-
tion based on the Padoan & Nordlund (2011) results predicted
ff ∼ 10% in their star-forming regions with only small scat-
ter. The variation of the depletion time in our simulations is
due to the wide variation of local ff, which, in turn, is caused
by the scatter in the virial parameter αvir that is dominated by
the variation of turbulent velocities.
This origin of variation of SFE and gas depletion in our
model is more in line with the models studied more recently
by Braun & Schmidt (2015). These authors used a series of
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disk simulations similar to those in Braun et al. (2014), but ex-
amined several star formation prescriptions based on the local
turbulent properties predicted by the SGS model, including
the model of Padoan et al. (2012, the “PHN” model), which
we use in our work.
Although the overall level of turbulence predicted by the
SGS model in their disk is in qualitative agreement with our
results, Braun & Schmidt (2015) found that the PHN model
predicts values of SFE that are systematically too low: ff .
0.1%. According to Equation (3), such low ff should arise in
regions with virial parameter: αvir& 20, which is significantly
larger than the values estimated for the observed GMCs (e.g.,
Bolatto et al. 2008; Dobbs et al. 2011). We believe that the
origin of this discrepancy is in the subgrid model of multi-
phase gas distribution used by Braun & Schmidt (2015). In
this model, the size of cold clouds is set by the condition of
αvir = 1, but at the same time, turbulent velocities are rescaled
from the cell size to the cloud size assuming a turbulent cas-
cade scaling which results in αvir & 20. This indicates that
their model is not internally consistent.
Regardless of the difference in actual values of ff, the re-
sults of Braun & Schmidt (2015) are qualitatively consistent
with our main finding that turbulence based star formation
prescription predicts a wide variation of ff.
5. SUMMARY AND CONCLUSIONS
In this paper we have presented a star formation prescrip-
tion, in which local star formation efficiency is a function of
local gas density and turbulent velocity dispersion, as pre-
dicted by direct simulations of star formation in turbulent
molecular clouds. We have tested the model using simula-
tions of an isolated Milky Way-sized disk galaxy that included
a self-consistent treatment of turbulence on unresolved scales.
Our main results and conclusions can be summarized as fol-
lows.
1. We find that in our simulations the shear-improved sub-
grid turbulence model of Schmidt et al. (2014) predicts
turbulent rms velocities on the resolution scale of our
simulations (40 pc) consistent with the observed veloc-
ity dispersions in Milky Way GMCs and nearby galax-
ies.
2. The level of turbulence in dense, star-forming gas is
largely determined by the enhancement of weak tur-
bulence in warm diffuse gas by compression in spiral
density waves. As a result, the turbulent velocities in
the cold gas correlate with the local compression rate.
Turbulence in the warm gas in between spiral arms, on
the other hand, is maintained in equilibrium between
the cascade from the resolved scales, sourcing by SNe
and viscous dissipation into heat.
3. The star formation model, in which efficiency scales
exponentially with the ratio of local free-fall and turbu-
lent crossing time, as found in the GMC simulations
of Padoan et al. (2012), predicts a wide variation of
star formation efficiency, from ff . 0.1% to ∼ 10%,
and local gas depletion time, from tdep ∼ 100 Myr to
tdep > 3 Gyr.
4. We find that the predicted distribution of ff does aver-
age to the observed global depletion time tdep ∼ 1 Gyr,
typical for Milky Way-sized galaxies. Moreover, the re-
sulting distribution of star formation rates in individual
star-forming regions broadly agrees with observations
of star formation in the Milky Way and nearby galax-
ies. This agreement is achieved without any tuning of
our star formation model parameters.
5. In addition, our SF prescription naturally predicts a
physical threshold for star formation at the density, at
which the thermal pressure of warm diffuse gas starts to
dominate over turbulent pressure. This threshold den-
sity is expected to vary with the gas metallicity in a
manner similar to the molecular fraction, although it
does not depend on the molecular gas physics explic-
itly.
All in all, we conclude that the presented implementation
of star formation based on turbulence produces realistic star
formation efficiencies and rates when applied in a galaxy-
scale simulation. The lack of free parameters and the fact
that this prescription relies on direct GMC-scale simulations
put star formation modelling within this framework on a much
firmer footing compared to standard recipes. This makes the
described SF prescription promising for use in cosmologi-
cal galaxy formation simulations, which we will pursue and
present in a subsequent study.
We are deeply grateful to Alexei Kritsuk for valuable dis-
cussions and for providing us with the initial conditions for
developed turbulence, that were used for testing our SGS tur-
bulence model. This work was supported by a NASA ATP
grant NNH12ZDA001N, NSF grant AST-1412107, and by the
Kavli Institute for Cosmological Physics at the University of
Chicago through grant PHY-1125897 and an endowment from
the Kavli Foundation and its founder Fred Kavli. The simu-
lations presented in this paper have been carried out using the
Midway cluster at the University of Chicago Research Com-
puting Center, which we acknowledge for support.
REFERENCES
Agertz, O., & Kravtsov, A. V. 2015, ApJ, 804, 18
Agertz, O., Kravtsov, A. V., Leitner, S. N., & Gnedin, N. Y. 2013, ApJ, 770,
25
Agertz, O., Lake, G., Teyssier, R., et al. 2009a, MNRAS, 392, 294
Agertz, O., Teyssier, R., & Moore, B. 2009b, MNRAS, 397, L64
Bertoldi, F., & McKee, C. F. 1992, ApJ, 395, 140
Bigiel, F., Leroy, A., Walter, F., et al. 2008, AJ, 136, 2846
Bolatto, A. D., Leroy, A. K., Rosolowsky, E., Walter, F., & Blitz, L. 2008,
ApJ, 686, 948
Bolatto, A. D., Leroy, A. K., Jameson, K., et al. 2011, ApJ, 741, 12
Bournaud, F., Elmegreen, B. G., Teyssier, R., Block, D. L., & Puerari, I.
2010, MNRAS, 409, 1088
Braun, H., & Schmidt, W. 2012, MNRAS, 421, 1838
—. 2015, MNRAS, 454, 1545
Braun, H., Schmidt, W., Niemeyer, J. C., & Almgren, A. S. 2014, MNRAS,
442, 3407
Bryan, G. L., Norman, M. L., Stone, J. M., Cen, R., & Ostriker, J. P. 1995,
Computer Physics Communications, 89, 149
Cen, R., & Ostriker, J. P. 1992, ApJ, 399, L113
Ceverino, D., & Klypin, A. 2009, ApJ, 695, 292
Chandrasekhar, S. 1951, Proceedings of the Royal Society of London Series
A, 210, 26
Clark, P. C., Bonnell, I. A., Zinnecker, H., & Bate, M. R. 2005, MNRAS,
359, 809
Colella, P., & Glaz, H. M. 1985, Journal of Computational Physics, 59, 264
Dekel, A., Sari, R., & Ceverino, D. 2009, ApJ, 703, 785
Dobbs, C. L., Burkert, A., & Pringle, J. E. 2011, MNRAS, 413, 2935
D’Onghia, E., Vogelsberger, M., & Hernquist, L. 2013, ApJ, 766, 34
Non-universal star formation efficiency in turbulent ISM 13
Evans, II, N. J., Heiderman, A., & Vutisalchavakul, N. 2014, ApJ, 782, 114
Federrath, C. 2015, MNRAS, 450, 4035
Federrath, C., & Klessen, R. S. 2012, ApJ, 761, 156
Federrath, C., Schrön, M., Banerjee, R., & Klessen, R. S. 2014, ApJ, 790,
128
Gammie, C. F., & Ostriker, E. C. 1996, ApJ, 466, 814
Gammie, C. F., Ostriker, J. P., & Jog, C. J. 1991, ApJ, 378, 565
Garnier, E., Adams, N., & Sagaut, P. 2009, Large Eddy Simulation for
Compressible Flows (Springer Netherlands)
Genel, S., Naab, T., Genzel, R., et al. 2012, ApJ, 745, 11
Gnedin, N. Y., Tassis, K., & Kravtsov, A. V. 2009, ApJ, 697, 55
Governato, F., Brook, C., Mayer, L., et al. 2010, Nature, 463, 203
Heiderman, A., Evans, II, N. J., Allen, L. E., Huard, T., & Heyer, M. 2010,
ApJ, 723, 1019
Hennebelle, P., & Chabrier, G. 2013, ApJ, 770, 150
Hernquist, L. 1990, ApJ, 356, 359
Hopkins, P. F., Kereš, D., Oñorbe, J., et al. 2014, MNRAS, 445, 581
Hopkins, P. F., Narayanan, D., & Murray, N. 2013, MNRAS, 432, 2647
Hopkins, P. F., Quataert, E., & Murray, N. 2011, MNRAS, 417, 950
Iapichino, L., Schmidt, W., Niemeyer, J. C., & Merklein, J. 2011, MNRAS,
414, 2297
Kalberla, P. M. W., & Dedes, L. 2008, A&A, 487, 951
Katz, N. 1992, ApJ, 391, 502
Kennicutt, R. C., & Evans, N. J. 2012, ARA&A, 50, 531
Kennicutt, Jr., R. C. 1998, ApJ, 498, 541
Khokhlov, A. 1998, Journal of Computational Physics, 143, 519
Kim, C.-G., & Basu, S. 2013, ApJ, 778, 88
Kim, J.-h., Abel, T., Agertz, O., et al. 2014, ApJS, 210, 14
Kravtsov, A. V. 1999, PhD thesis, NEW MEXICO STATE UNIVERSITY
Kravtsov, A. V., Klypin, A., & Hoffman, Y. 2002, ApJ, 571, 563
Kravtsov, A. V., Klypin, A. A., & Khokhlov, A. M. 1997, ApJS, 111, 73
Kritsuk, A. G., Lee, C. T., & Norman, M. L. 2013, MNRAS, 436, 3247
Kritsuk, A. G., Nordlund, Å., Collins, D., et al. 2011, ApJ, 737, 13
Krumholz, M. R., Dekel, A., & McKee, C. F. 2012a, ApJ, 745, 69
Krumholz, M. R., Klein, R. I., & McKee, C. F. 2012b, ApJ, 754, 71
Krumholz, M. R., & McKee, C. F. 2005, ApJ, 630, 250
Lada, C. J., Lombardi, M., & Alves, J. F. 2010, ApJ, 724, 687
Larson, R. B. 1981, MNRAS, 194, 809
Latif, M. A., Schleicher, D. R. G., Schmidt, W., & Niemeyer, J. C. 2013,
MNRAS, 436, 2989
Lévêque, E., Toschi, F., Shao, L., & Bertoglio, J.-P. 2007, Journal of Fluid
Mechanics, 570, 491
Lewis, A. R., Dolphin, A. E., Dalcanton, J. J., et al. 2015, ApJ, 805, 183
Mac Low, M.-M., Klessen, R. S., Burkert, A., & Smith, M. D. 1998,
Physical Review Letters, 80, 2754
Machacek, M. E., Bryan, G. L., & Abel, T. 2001, ApJ, 548, 509
Maier, A., Iapichino, L., Schmidt, W., & Niemeyer, J. C. 2009, ApJ, 707, 40
Martizzi, D., Faucher-Giguère, C.-A., & Quataert, E. 2015, MNRAS, 450,
504
Meidt, S. E., Schinnerer, E., García-Burillo, S., et al. 2013, ApJ, 779, 45
Miller, G. E., & Scalo, J. M. 1979, ApJS, 41, 513
Misiriotis, A., Xilouris, E. M., Papamastorakis, J., Boumis, P., & Goudis,
C. D. 2006, A&A, 459, 113
Murray, N. 2011, ApJ, 729, 133
Nakanishi, H., & Sofue, Y. 2015, PASJ, doi:10.1093/pasj/psv108
Navarro, J. F., Frenk, C. S., & White, S. D. M. 1997, ApJ, 490, 493
Padoan, P., Haugbølle, T., & Nordlund, Å. 2012, ApJ, 759, L27
Padoan, P., & Nordlund, Å. 2011, ApJ, 730, 40
Petric, A. O., & Rupen, M. P. 2007, AJ, 134, 1952
Price, D. J., & Bate, M. R. 2009, MNRAS, 398, 33
Rebolledo, D., Wong, T., Xue, R., et al. 2015, ApJ, 808, 99
Robertson, B., & Goldreich, P. 2012, ApJ, 750, L31
Robertson, B. E., & Kravtsov, A. V. 2008, ApJ, 680, 1083
Röpke, F. K., Hillebrandt, W., Schmidt, W., et al. 2007, ApJ, 668, 1132
Rudd, D. H., Zentner, A. R., & Kravtsov, A. V. 2008, ApJ, 672, 19
Sagaut, P. 2006, Large Eddy Simulation for Incompressible Flows
(Springer-Verlag Berlin Heidelberg)
Schmidt, M. 1959, ApJ, 129, 243
—. 1963, ApJ, 137, 758
Schmidt, W. 2014, Numerical Modelling of Astrophysical Turbulence
(Springer International Publishing)
Schmidt, W., & Federrath, C. 2011, A&A, 528, A106
Schmidt, W., Almgren, A. S., Braun, H., et al. 2014, MNRAS, 440, 3051
Stinson, G., Seth, A., Katz, N., et al. 2006, MNRAS, 373, 1074
Stinson, G. S., Brook, C., Macciò, A. V., et al. 2013, MNRAS, 428, 129
Stone, J. M., Ostriker, E. C., & Gammie, C. F. 1998, ApJ, 508, L99
Tamburro, D., Rix, H.-W., Leroy, A. K., et al. 2009, AJ, 137, 4424
Truelove, J. K., Klein, R. I., McKee, C. F., et al. 1997, ApJ, 489, L179
van Leer, B. 1979, Journal of Computational Physics, 32, 101
Wang, P., Li, Z.-Y., Abel, T., & Nakamura, F. 2010, ApJ, 709, 27
Zel’dovich, Y. B., & Raizer, Y. P. 1967, Physics of shock waves and
high-temperature hydrodynamic phenomena (New York: Academic Press)
