There are numerous problems associated with current system which are solving the problem of automatic currency classification. Some of the problems administered are like scaling, rotation and noise in the form of missing valuable data in printing or due to the wear and tear of currency notes. In our system we are first aligning the image horizontally along the x axis and after that foreground of the image is removed by detecting the location of edges, and once we have got the processed image we can apply any of the techniques for classification. Over here we are using fast template matching for recognizing the value of the currency. Once we get result after template matching we can classify the currency into different categories like 10, 50,100,500 and 1000. In our system we are aiming at the improvement on existing system by adding useful and robust pre-processing techniques which has been missing in most of the recent works done so far.
INTRODUCTION:
India is very large country and the way here currency notes are printed it is very difficult for the human operators to manually count money and categorize it into different categories like 1,2,5,10,50,100,500 and 1000. The main financial institution of India i.e. RBI (Reserve Bank of India) has given some guidelines for identification of Indian currency notes [10] , [11] .Since the currency is made up of paper, so it is quite prone to wear and tear, and the major hurdle in classification of currency notes is that of the noise which comes in form of torn notes and other factors. Table 1 . Suggests the number of currency notes issued in the number of successive years. In many of approaches which various people have applied in the recent years ,neural network has been quite popular among the classification technique, in one of the system two images are given as input and based on that images it gives output, it"s accuracy is up to 90% [4] . The other person have applied MLP (multi layer perceptron) and it has given some useful results [1] , [3] . Only problem with MLP is that it gives best results for only known classes, for any new pattern it gives false result. In another of the methods the where dimensionality of the feature vectors have to be reduced and pattern recognition has to be achieved, for that PCA (principal component analysis) is being used [6] , [7] .
Since the currency classification is two step process where first the currency is recognized and then it is verified. In above text the methods discussed were mainly focused on the image recognition. Takeda et al. [2] have devised approach for verification, for that statistical method is being employed. This classification was giving good responses but it was not able to solve when the data is heavily co-related. F"rosini et al. [8] have applied the MLP technique for the currency recognition and classification. For recognition MLP uses simple information extracted from image, and for verification it uses pyramidal MLP as autoassociator [9] . In all the techniques which have been discussed so far they give good results but still they work under some constraints, we need to make our system robust and dynamic which is able to classify the currency notes accurately.
Template matching is one of the most useful techniques in image and signal processing, among various applications image recognition, retrieval and detection are the best ones. For a given input and template image, the algorithm finds the partial image that matches the template image in terms of specific criterion, like correlation or Euclidean distance. Over the years many people have given robust and efficient techniques for template matching which reduces complexity and computational cost of matching, [12] , [13] , in this they have used a low resolution image template for coarse matching, once the template matches in coarse matching then they go ahead with high resolution matching.
[14] B. P. Flannery, et al, used the Fourier transform to perform the correlation operation. With cross correlation of the template image and every part of the input image can be obtained the same time, the computational cost required by all these methods is usually very high by conventional methods of obtaining the cross correlation. Instead if we approximate the image by a corresponding function the computation can be decreased. Schweitzer et al. proposed an efficient template matching algorithm by introducing integral images and approximating the input image with second-or thirdorder polynomials [15] .While Shinichiro and Masako Omachi [16] had proposed a fast template matching scheme using Legendre polynomial for approximating the template and then calculating the normalized cross correlation between the input image and sample templates of different sizes. We had considered the work of Shinichiro el al in particular for the task of template matching.
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METHODOLOGY:
Before we proceed with our methodology and our approach we need to understand why we needed this improvement over existing systems. Since this system is focusing on the currency classification, so the first main requirement is of image acquisition for currency classification, for that we are using the scanned images and also they can be obtained by taking high resolution photographs of currency notes. The issues which are creating problems for the current system are like rotational invariant images, noise in the form of extra background. So these problems have to be taken care of, if we want our system to be robust and highly efficient.
In the current system we are doing the following steps 2. Cross Correlation of given note with sample templates.
3. Classification.
Pre-processing for rotation invariance:
Step 1: Firstly, the canny edge detection Algorithm. Is employed for finding the edges of the note, which will give binary image (fig2). Next, starting from the upper left corner loops are iterated such that for every row the first non-zero pixel location along the columns is find out. This process is repeated until the end of the note/ bottom right corner is reached. The resulting image will be having two lines of the note outer boundary ( it may also contain some pixels outside the note boundary) as shown in fig 3 
Pre-processing for scale invariance:
We had rescaled the given currency note of any size to size of 512*512 by interpolation techniques line nearest neighbor.
Cross-Correlation of given note with sample templates:
We had taken different templates of notes like 10,50,100,500,1000 by cropping their corresponding pixels from corresponding images of size 512*512.
Instead of calculating the conventional cross-correlation we can first approximate the template using a polynomial since According to the Stone-Weierstrass theorem [17] , any 2-D continuous function defined in closed intervals can be approximated by a polynomial with two variables. Image approximation using Legendre polynomial:
The Legendre polynomial [5] of degree n is defined as
- (2) These polynomials are orthogonal functions and are defined in the interval -1<=x<=1. As Equation (2) shows that has only even powers of x for even n, and odd powers off odd n. It is known that the following formulae are satisfied:
The set is orthogonal because it satisfies the following equations
Since the set is also a complete system, any function h(x) defined in -1<=x<=1 can be expanded by the Legendre polynomials can be defined as
We can calculate the coefficients )
with the following recurrent formulae:
Where
- (10) Now we can approximate the image ) , ( y x z by the polynomial
- (11) Now we can calculate the normalized cross-correlation of ) , ( y x f and given input image as
Where f is the image t is mean of the image.
Is the mean of the ) , ( y x f in the region under the template.
CLASSIFICATION:
We can classify the currency as one having maximum normalized cross-correlation score of its template with the given input image.
RESULTS AND CONCLUSION:
Our approach aimed at improving the existing system"s which are solving the problem of currency classification, once the currency is being pre-processed with the help of methods which are being discussed in the above sections, we get image in simplest form.
Once we are having the image then for classification we can adopt any approach like neural network or template matching. The system efficiency increases manifold, if we are successfully able to make our system rotational invariant and able to remove the background. In this part we are applying template matching for the classification of the currency values, the results after the template matching are shown in the fig 6. Below are the results of rotation invariant algorithm For the current working we have only limited our system to template matching, in the future working neural network approaches can also be applied for efficiently classifying the images. By considering rotation and background image and providing useful algorithm for their correction, we can say that our system will perform more efficiently in real world scenario.
