We present a state-interaction approach for matrix product state (MPS) wave functions in a nonorthogonal molecular orbital basis. Our approach allows us to calculate for example transition and spin-orbit coupling matrix elements between arbitrary electronic states provided that they share the same one-electron basis functions and active orbital space, respectively. The key element is the transformation of the MPS wave functions of different states from a nonorthogonal to a biorthonormal molecular orbital basis representation exploiting a sequence of non-unitary transformations following a proposal by Malmqvist (Int. J. Quantum Chem. 30, 479 (1986)). This is well-known for traditional wave-function parametrizations but has not yet been exploited for MPS wave functions.
I. INTRODUCTION
The calculation of electronic and vibronic transition matrix elements between electronic states of the same or different spin and/or spatial symmetry is a ubiquitous task in the modeling of photochemical and photophysical processes. Prime examples include the modeling of non-adiabatic dynamics processes 1,2 as well as light-induced excited spin-state trapping phenomena 3, 4 . The theoretical description of these processes builds upon the calculation of intersystem crossing rates 5 which, besides electronic and vibronic coupling elements, requires the evaluation of spin-orbit (SO) coupling (SOC) matrix elements. Similarly, calculating magnetic properties 6 such as molecular g-factors and electron-nucleus hyperfine coupling, which are central parameters in electron paramagnetic resonance (EPR) spectroscopy, requires spin-orbit coupled wave functions 7, 8 . To this end, correlated two-and four-component ab initio wave function [9] [10] [11] [12] , and density functional theory approaches [13] [14] [15] . In the present study we focus on EPR g-tensors for testing purposes, but it should be noted that the underlying novel method of gaining access to wave functions that include the effects from SOC has a vast range of applications.
While it is possible to treat SOC variationally, a considerable number of two-step correlated wave function approaches for the calculation of molecular g-factors were developed over the past decades (see, for example, Refs. 9,16-23 and literature citations in these works and in Refs. [8] [9] [10] [11] [13] [14] [15] . In these schemes, the calculation of a number of non-or scalar-relativistic many-particle spin-free states that are eigenfunctions of the spin-squared operator S 2 , is decoupled from a subsequent perturbative or variational mixing of the latter through the SO coupling operator to obtain SO coupled many-electron wave functions (e.g.
by diagonalization "state-interaction"). It is straightforward to calculate properties such as g-factors in the basis of the eigenstates of the SO operator subsequently. Appealing features of the two-step approaches are that valuable insight into contributions of each (ground or excited) spin-state to the g-tensor is gained, and that the underlying wave function basis is spin-adapted. The price to pay is the need to calculate a sufficient number of spin-free states to interact, which can amount up to several hundred states to achieve convergence for (heavy-element containing) molecules where electron correlation and spin-orbit coupling contributions can be of similar order of magnitude.
Open shell electronic structures are often governed by strong electron correlation effects.
In this context, multiconfigurational methods are the preferred methods of choice 24, 25 which typically split electron correlation into a static and a dynamic contribution. However, such a separation requires careful attention 26 . A well-established approach to handle static correlation is the complete active space self-consistent field (CASSCF) ansatz 27 which requires to select a tailored number of (partially occupied) active orbitals. The selection of active orbitals is a tedious procedure but can be automatized 26, 28 . Since the computational cost of traditional CASSCF scales exponentially with the number of active orbitals and electrons, tractable active orbital spaces are presently limited to about 18 electrons in 18 orbitals 29 . These limitations can be overcome by resorting to the density matrix renormalization group (DMRG) approach [30] [31] [32] [33] in quantum chemistry [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] which, in combination with a self-consistent-field orbital optimization ansatz (DMRG-SCF) 45, 46 , is capable of approximating CASSCF wave functions to chemical accuracy with merely a polynomial scaling.
DMRG-SCF therefore allows to handle much larger active orbital spaces that can boldly surpass the CASSCF limit. To account in addition for spin-orbit coupling in a DMRG framework, variational SO approaches 47 as well as two-step approaches 22,23 based on spinfree DMRG wave functions have been reported recently.
In this work, we present a generalized state-interaction approach for nonorthogonal spinfree matrix product state (MPS) wave functions which enables the evaluation of arbitrary one-and two-particle transition matrix elements as well as SO coupling matrix elements. 
with the Hamiltonian matrix H expressed in the basis of the DMRG-SCF wave functions and the overlap matrix S we obtain a set of fully orthogonal and non-interacting states as linear combinations of the DMRG-SCF wave functions with the expansion coefficients given by c.
Since Malmqvist's approach 49 assumes either a full CI expansion or, in general terms, a wave function expansion that is closed under de-excitation [53] [54] [55] we probe the closedness of our MPS wave function transformation by systematically increasing its numerical accuracy for a given active orbital space.
In Section II we briefly discuss the theoretical framework for a second quantization formal- 
II. SECOND QUANTIZATION FOR NONORTHOGONAL ORBITALS
In this section, we briefly summarize the second quantization formalism for nonorthogonal orbitals 50, 51, 58, 59 . In what follows, all quantities expressed in an orthonormal orbital basis are denoted by a tilde, those in the biorthonormal basis will be labeled by a bar whereas quantities with no extra label refer to a nonorthogonal orbital basis.
Assuming an arbitrary set of N (linearly independent) MOs ϕ = {ϕ p } with the general
we can define a new set of orbitalsφ = {φ p } that form an orthonormal basis by applying a Löwdin symmetric orthogonalization
For an element of the overlap matrix in the new basis then holds
and consequently the new orbital set {φ} is orthonormal. The corresponding set of creation (annihilation) operators {ã † pσ } ({ã pτ }) for spin orbitals,φ p (r)σ(m s ), in the new basis is related to the set of creation (annihilation) operators {a † pσ } ({a pτ }) for spin orbitals of the original (nonorthogonal) basis
Note that the creation {ã † pσ } and annihilation {ã pσ } operators satisfy the well-known anticommutation rules.
Expressing the creation (annhihilation) operators of the nonorthogonal basis in terms of the operators defined in the orthonormal basis yields
Inserting Eq. (7) into the definition of the anticommutator, it is easy to verify that two creation operators in the nonorthogonal basis anticommute as it is the case in the orthonormal basis,
where we exploited in the second step the anticommutation of two creation operators for orthonormal spin orbitals. The same result holds for the anticommutation relation of two annihilation operators which is shown by Hermitian conjugation of Eq. (9). The anticommutator between a creation and annihilation operator reads
Hence, whereas the anticommutator for a general pairã † pσ ,ã † qτ of creation-and annihilation operators reduces in the orthonormal orbital basis to
it depends on the (in general non-vanishing) overlap matrix element S qp in the nonorthogonal case.
As a consequence, the action of an annihilator a qσ on a given occupation number vector
with
leads to a sum of ONVs
rather than to a single ONV as it would be the case for an orthonormal orbital basis. For the sake of completeness, we provide the proof for Eq. (14) In order to arrive at a formalism for evaluating matrix elements that closely resembles an orthonormal approach, the anticommutator in Eq. (11) must vanish. To this end, it is useful to define a new orbital basisφ = {φ p } through the transformation 50, 58, 79 ,
where {φ p } is referred to as the dual of the nonorthogonal basis {ϕ p } 58,79 . Moreover, {φ p } and {ϕ p } are said to form a biorthonormal system 50 since we have
and further, if both bases span the same space, they are jointly called a biorthonormal orbital basis. The definition of the biorthonormal creation operators follows from Eq. (15) asā
To illustrate the biorthonormality, we consider the anticommutator for a biorthonormal creation operator with an annihilation operator in the original basis,
which yields the standard anticommutation relation (cf. Eq. (11)).
III. MATRIX PRODUCT STATES AND MATRIX PRODUCT OPERATORS A. Concepts
We briefly introduce the concepts of expressing a quantum state as an MPS and a (Hermitian) operator as an MPO. Our notation follows the presentation of Ref. 56 .
Consider an arbitrary state |Ψ in a Hilbert space spanned by L spatial orbitals which we express as a linear superposition of ONVs |k with the CI coefficients c
where each local space is of dimension four corresponding to the basis states
of a spatial orbital. In an MPS representation of |Ψ , we encode the CI coefficients c
where the last equality follows from collapsing the summation over the a l indices (sometimes referred to as virtual indices or bonds) as matrix-matrix multiplications. Since the final contraction of the matrices M k l must yield the scalar coefficient c k 1 ...k L , the first and the last matrices are in practice 1 × m 1 -dimensional row and m L−1 × 1-dimenisional column vectors, respectively. Allowing for the introduction of some maximum dimension m for the matrices We may express an operator W in MPO form
with the incoming and outgoing physical states k l and k l and the virtual indices b l−1 and b l . In analogy to Eq. (20), we may recognize the summation over pairwise matching indices b l as matrix-matrix multiplications which leads to the second line on the right-hand side of Eq. (21) . For practical applications, we rearrange the summations in Eq. (21) and contract first over the local site indices k l k l
which then yields
The local, operator-valued matrix representation introduced in Eq. (22) is a central element for an efficient MPO-based implementation of the quantum-chemical DMRG approach 56, 57 that offers the same polynomial scaling as a "traditional" (non-MPO) DMRG implementation.
B. MPO expectation values with nonorthogonal orbitals
The calculation of overlap matrix elements and expectation values for N -electron operators in an MPO framework based on an orthonormal basis common for the bra and ket states was outlined, for instance, in Refs. 33 and 56, respectively. Here, we illustrate the complexity that results when the bra and ket states are expressed in two different MO bases which are in general not orthonormal. 
General considerations
Let |Ψ and |Φ denote two MPS wave functions based on the definition in Eq. (20), 
with N k B and N k A being the number of electrons comprised in the ONVs and det S
A of all overlap integrals between occupied orbitals of the bra and ket ONVs. Compared to the standard expression of the inner product of ONVs that are built from a common orthonormal basis {φ}, implying for example {ϕ
the inner product in Eq. (26) leads to a rather complex expression with a large number of non-zero terms. The reason for the latter is that in the general case of nonorthogonal orbitals the action of an annihilator on a given ONV, as illustrated in Eq. (14), creates a sum of ONVs rather than a single ONV.
Turning next to transition matrix elements Φ|Ô |Ψ of an N -electron operatorÔ given in MPO form (cf. Eq (21)), the expression in the case of nonorthogonal orbitals reads
Note that, similarly to Eq. (26), the inner product k If, however, we assume that |Ψ and |Φ are expressed in a common, orthonormal basis where Eq. (27) holds, Eq. (28) will reduce to the well-known expression 33, 56 ,
Note that the last equality follows from the original expression by regrouping the summations to minimize the operational cost 33,56 .
Transformation of orbitals and MPS wave functions
To bring the expressions for the overlap and transition matrix elements, Eqs. (26) and (28), into a form that is comparable to the case for a common orthonormal basis requires the fulfillment of the biorthonormality condition
The price to pay is, however, that a transformation to a biorthonormal MO basis entails an additional transformation step of the wave function expansion parameters, in the present case the MPS tensors. This is most easily seen by inspection of Eq. (17) 
for a one-electron-operator T .
a. Orbital transformation Considering the biorthonormality condition (cf. Eq. (30)), Malmqvist 49 and Olsen et al. 50 showed that an LU-factorization of the inverse of the orbital overlap matrix S XY −1 defined according to Eq. (2) with the bra (ket) orbitals in {ϕ
where C XA and C YB are the desired orbital transformation matrices. They allow us to express the biorthonormal bases {ϕ 
Expressing the orbital transformation in Eq. (33) 
and for orbital ϕ
and so forth. Collecting the unknown parameters t mn in a matrix t and splitting it into upper (U) and lower (L) triangular parts t U and t L , respectively, the general sequence of transformations is given by 49,50
From the last equation, it follows that C XA can be written as 49,50
or, alternatively, in terms of an LU-factorization 49,50 as
with L being a lower triangular matrix with unit diagonal elements and U an upper triangular matrix. Combining Eqs. (38) and (39) we can determine the upper and lower triangular parts of t
The same considerations hold for C YB and its factorization into upper and lower triangular matrices.
b. MPS wave function transformation With the elements of the matrix t at hand (vide supra), the wave function expansion parameters can be transformed by a sequence of singleorbital transformations 49, 50 . A detailed account of this transformation approach can be found for CI-type wave functions in Refs. 49 and 50. Following closely their ansatz, we outline below the essential steps required to transform an MPS-type wave function representation from an expansion in the original basis {ϕ X p } to an expansion in a biorthonormal basis {ϕ A p }. As discussed in Subsection III B, the latter will allow us to calculate N -particle transition density matrices in a framework of standard second-quantization algebra.
We start by transforming the wave function |Ψ
where we have introduced above an additional superscript X to emphasize that the MPS tensors of |Ψ refer to the original orbital basis {ϕ X }. With the parameters t L and t U calculated from an LU-factorization of C XA according to Eq. (40), the MPS wave function transformation proceeds differently for inactive and active orbitals. No special action is required for the secondary (virtual) orbital space.
Transformation with respect to the inactive orbital space As shown in Ref. 49, this transformation step reduces for CAS-type wave functions to a simple scaling of |Ψ by a factor α,
where the inactive orbital space comprises n I orbitals.
Transformation with respect to the active orbital space Assuming an active orbital space comprising L active orbitals, we set the orbital counter to j = 1 and proceed as follows:
1. Scale the j-th MPS tensor M k X j of |Ψ consisting of a set of matrices (one for each basis state occupation k X j ) with respect to the occupation number of the j-th orbital,
and
2. Construct a new MPO W for the one-electron operator T ,
where the coefficients t mj are given by the matrix elements of t L and t U , respectively.
Note that σ denotes here the eigenvalue of the spin eigenfunction. 33 , starting with the exact product (analogous to Section 5.1, page 140f of Ref. 33 )
Carry out a sequence of MPO-MPS operations
where the compact notation
has been introduced in the second to last step on the right-hand side of Eq. (47).
Compress Ψ
(1) by means of a singular-value decomposition (SVD) with a truncation threshold of (at most) = 10 −8 . This is followed by
in complete analogy to Eq. (47). 
such that we can express |Ψ as
Having found a representation of |Ψ in the biorthonormal basis {φ A p }, we repeat the transformation steps above for the inactive and active orbital spaces of the MPS wave function |Φ with t L and t U calculated from an LU-factorization of C YB .
IV. THE STATE-INTERACTION APPROACH FOR MPS WAVE FUNCTIONS
With the overlap and transition matrix elements at hand, calculated from spin-free MPS wave functions (i.e., SU(2) invariant MPS wave functions |Ψ(S) with a well-defined total spin quantum number S as, for instance implemented in the QCMaquis program 57 ) in a biorthonormal basis, we are now able not only to calculate Hamiltonian but also matrix elements for arbitrary one-and two-particle property operators such as transition dipole moments (from which we can calculate oscillator strengths), angular momentum eigenvalues and magnetic transition dipoles, or electric field gradients. Based on the discussion in the previous section, Fig. 1 illustrates the typical workflow of our MPS-SI approach where the MPSs are obtained from different DMRG-SCF optimizations. We implemented this scheme in a development version of the Molcas 8.0 82 software which, to a large extent, exploits the existing framework of the CASSI/RASSI implementation for CI-type wave functions by
Malmqvist and co-workers 48, 80 . Further details on the SI approach common to both CI-type and MPS wave functions can be found in Refs. 48 and 80 and we here provide only a brief summary of the most important steps as outlined in Fig. 1 . elements. In the last step we diagonalize the Hamiltonian matrix and calculate property matrix elements over the resulting N spin-free eigenstates.
Moreover, the calculation of magnetic properties such as g-tensors and hyperfine coupling tensors as well as the prediction of intersystem crossing rates requires access to SO coupled wave functions. To this end, we diagonalize the full Hamiltonian
represented in the basis of the multiplet of states |Ψ(S, M ) that can be obtained from a spin-free calculation of |Ψ(S) . Here, the state label (S, M ) indicates the pair of total spin S and spin magnetic quantum number M the latter which can take values in the range from −S to S with unit increments. In our current approach,Ĥ el,sf is typically a scalar-relativistic, 
where V pq are the AO spin-orbit interaction integrals and T pq the triplet operators in Cartesian representation. The latter are related to the more common triplet operators in spintensor form
through a linear transformation 59 ,
Here,T S,M is a spin-tensor operator whose eigenfunctions are a tensor state with spin eigenvalues S and M . It is one of the 2S + 1 spin-tensor operators comprising the spin- 
. (58) Taking advantage of the WE theorem, we calculate WE-reduced one-particle (spin) transition density matrices
which can now be employed to calculate a WE-reduced matrix element
Since the matrix elements over spin states will only be non-zero if |S − S | is an integer ≤ 1, while also |M − M | is an integer ≤ 1, we are left with a total of nine non-zero SO Hamiltonian matrix elements, for example,
where the remaining six cases can be found in Ref. 80 .
With the matrix elements of the SO operator at hand, we next diagonalize the total
Hamiltonian matrix H of the Hamiltonian H given in Eq. (52) with the matrix elements given by
where S AB is the overlap between states A and B. Note that it is also possible, prior to the diagonalziation of H, to correct the state energies for dynamic electron correlation contributions from, e.g., a DMRG-CASPT2 [94] [95] [96] or DMRG-NEVPT2 97-101 calculation by shifting the diagonal elements of the total Hamiltonian by
where ∆E A is the dynamical electron correlation contribution shift for state A.
Diagonalization of H yields a set of SO coupled eigenstates which are linear combinations of all MPS wave functions with different spin and magnetic quantum numbers and the corresponding eigenvalues. In the final step (lower box in Fig. 1 ), we can now calculate the desired property matrix elements such as g-tensor matrix elements (see for example Ref. 9 for further details) in the basis of the SO eigenstates.
V. NUMERICAL EXAMPLES A. Closedness of MPS wave function expansion
The transformation algorithm outlined in Section III B 2 b is based on Malmqvist's approach 49 which can only be applied to wave function expansions that are closed under de- In the chalcogenide dimers, the low-lying electronic spectrum originates from the valence (π * ) 2 configuration which gives rise to the X 0 + g electronic ground and X 2 1 g , a 2 g and b 0g
+ excited states. We consider a CAS(8,6) with 8 electrons allowed to freely occupy the six spatial orbitals (σ, σ * , π and π * ) resulting from combinations of the atomic Te 5p valence orbitals. For this active orbital space, we carried out individual state-averaged spin-free DMRG-SCF calculations for five triplet and six singlet states which are subsequently allowed to mix through SO interaction in our MPS-SI ansatz. The latter requires a transformation to a biorthonormal MO basis and a corresponding rotation of the MPS wave functions to this basis. We therefore expect that any significant violation of the closedness and/or orbital rotation invariance of the MPS ansatz for finite values of m would lead to considerable differences in the calculated spectrum and/or the SO matrix element V compared to the reference CASSCF data.
All results are compiled in Table I . We first note that for the small CAS (8, 6 ) space all our DMRG-SCF-SO data for the ZFS and the SO matrix element V , irrespective of the number of renormalized block states m ranging from m = 64 to m = 2048, is in excellent agreement with the reference CASSCF-SO data (third-to-last row in Table I (second-to-last row in Table I ) partly reduces the observed deviations, in particular for V .
In summary, we emphasize that our CASSCF-SO and DMRG-SCF-SO data are consistent. spectively. In all DMRG-SCF calculations, the number renormalized block states m was set to 1024 which is sufficient to yield results of CASSCF quality for the active orbital spaces considered. In accordance with Gendron et al. 107 , C 1 point group symmetry was assumed in calculations.
As outlined in Section IV, our MPS-SI approach is integrated in the CASSI/RASSI framework 48, 80 Allowing for nonorthogonality of the input MPS wave functions adds a greater flexibility to the preceeding orbital optimization step, which will be particularly beneficial for transition metal and lanthanide/actinide compounds, where state-specific optimizations allow 2 by allowing the lowest spin-free singlet and triplet states to interact through spin-orbit coupling. We found a similar agreement of our DMRG-SCF results to the CASSCF values as was the case for NpO 2+ 2 which illustrates that our nonorthogonal MPS-SI approach works equally well for cases where the interacting states do not share the same molecular orbital basis. Combined with our recently developed Cholesky-decomposition DMRG-NEVPT2 implementation, our MPS-SI approach will be valuable not only for the study of (magnetic) properties of transition metal and/or heavy-element complexes in different spin states but also for the full exploration of the photophysics and, more generally, excited-state (surface hopping) dynamics of chromophores and light-harvesting materials.
The latter requires, besides the calculation of non-adiabatic coupling elements to locate and characterize conical intersections, the determination of intersystem crossing probabilities between electronic states of different spin multiplicity induced by spin-orbit coupling. 
