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Abstrakt
Tato diplomová práce se zabývá zobrazovacími algoritmy grafů známých z matematické teorie. Tyto 
algoritmy řeší problematiku vhodného rozmístění uzlů grafu tak, aby byl výsledný graf co nejvíce 
přehledný a čitelný člověkem.  Hlavním cílem práce bylo také implementovat  vlastní  zobrazovací 
algoritmus  v aplikaci,  která  by  umožňovala  graf  editovat.  Práce  se  také  zabývá  problematikou 
reprezentace grafů v počítačích.
Abstract
This master thesis deals with the drawing algorithms of graphs known from the mathematical theory. 
These algorithms deals with an appropriate distribution of the graph vertices in order to obtain the 
most  clear  and readable graphs for  human readers.  The main objective of  this  work was also to 
implement the drawing algorithm in the application that would allow to edit the graph. This work 
deals also with graphs representation in computers.
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1 Úvod
V dnešní  době pronikla teorie grafů do mnoha oborů lidské činnosti.  Jsou to především obory, 
ve kterých  se  vyskytují  vzájemné  závislosti  mezi různými  objekty.  Tyto  závislosti  objektů  lze 
snadno znázornit právě pomocí grafů. Pomocí aplikace různých částí teorie grafů pak můžeme řešit 
rozmanité  druhy  úloh  z mnoha  oborů.  Například  při návrhu  elektronických  obvodů  nebo 
počítačových sítí je velmi často využívaná část teorie grafů, zvaná „Toky v sítích“.
Ještě větší  rozmach, snad už ve všech myslitelných oborech lidské činnosti,  zaznamenalo 
využívání výpočetní techniky. Logicky tak brzy vyvstala potřeba zpracovávání grafů na počítačích. 
Zpočátku se jednalo o pouhé kreslící aplikace, které byly využívány pro vizualizaci grafů. V dnešní 
době  už  ale  existuje  spousta  aplikací,  které  dokáží  nad takto  nakreslenými  grafy  provádět 
nejrůznější  simulace  nebo  řešit  nějaký  konkrétní  problém  z teorie  grafů.  Příkladem  může  být 
simulátor toků v sítích nebo hledání nejkratší cesty v grafu.
Tématem mé diplomové práce je především navrhnout a implementovat aplikaci, umožňující 
grafický návrh a editaci grafů. Aplikace by měla umožňovat načítání a ukládání grafů. Při načítání 
grafu by měla využívat inteligentní algoritmus, který dokáže jednotlivé uzly grafu rozmístit tak, 
aby byl graf přehledný a snadno čitelný člověkem.
V této  práci  se  tedy  zabývám  základy  teorie  grafů  (kapitola  2),  které  jsou  potřeba 
pro pochopení dalšího textu.
Kapitola  3  popisuje  možnosti  reprezentace  grafů  v počítači  pomocí  různých  datových 
struktur. Také je zde uvedeno, jaké mechanizmy je možno použít, pro větší úsporu paměti.
V kapitole 4 se čtenář dozví, jak pracují algoritmy pro zobrazování grafů. Podrobně jsou zde 
rozebrány především algoritmy založené na silách (anglicky označované jako Force-based nebo 
také někdy Force-directed).
Kapitoly 2, 3 a 4 byly řešeny již v rámci semestrálního projektu (SEP). Zde byly upraveny 
a rozšířeny, především kapitola 4. 
Pátá  kapitola  pojednává  o návrhu  celé  aplikace,  především z programátorského hlediska. 
Obsahuje podrobný popis práce algoritmu Fruchterman-Reingold, ze kterého vychází má vlastní 
implementace  zobrazovacího  algoritmu,  včetně  popisu  jeho  vylepšení.  Také  jsou  v této  části 
vysvětleny  základní  funkce  aplikace  a uvedeny  softwarové  požadavky  na cílovou  platformu, 
kde by měla být aplikace provozována. Je zde také vysvětlena struktura CD, které je k této práci 
přiloženo.
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V šesté kapitole je podrobně popsán vstupní a výstupní formát aplikace. Jsou zde popsané 
také různá omezení tohoto formátu a definováno chování aplikace v situacích, kdy tato omezení 
dodržena nebudou.
Sedmá kapitola nabízí především obrazový materiál, ze kterého je patrné, jakých výsledků 
implementovaný zobrazovací algoritmus dosahuje na konkrétních grafech. Je zde také poukázáno 
na silné a slabé stránky tohoto algoritmu na konkrétních obrazových příkladech.
Závěrečná osmá kapitola obsahuje zhodnocení dosažených výsledků a zabývá se možnými 
rozšířeními tohoto projektu.
Na konci této práce je ještě umístěna uživatelská příručka pro práci s vytvořenou aplikací. 
Po přečtení této příručky by neměl mít uživatel problém s ovládáním aplikace.
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2 Úvod do teorie grafů
Hned v úvodu je potřeba upozornit na to, že teorie grafů se nezabývá grafy známými ze statistiky, 
analýzy obchodování na burze nebo grafy, které zobrazují funkční závislosti nejrůznějších veličin.
Grafy z matematické teorie grafů si  můžeme spíše představit  jako zjednodušení  reálného 
světa,  kde  studovaný problém znázorníme pomocí  grafických objektů  (například  kružnic  nebo 
čtverců) a čar, které je spojují, a tím popisují vzájemné závislosti. Takovým objektům pak říkáme 
vrcholy grafu a čáry nebo křivky, které je spojují, nazýváme hrany grafu.
Při psaní této kapitoly jsem čerpal převážně z materiálů [1, 2,  3, 4],  pokud není uvedeno 
jinak.
2.1 Základní pojmy
Jak už jsem psal v úvodu, tak graf je v teorii grafů chápán jako zobrazení objektů a vztahů mezi 
nimi.  Tyto  objekty  se  v teorii  grafů  nazývají  vrcholy nebo  někdy  uzly a bývají  nejčastěji 
znázorňovány jako malé kružnice nebo jiné grafické primitiva. Vztahy mezi objekty se obvykle 
znázorňují čárami nebo křivkami, které propojují dané vrcholy. Tyto čáry se nazývají hrany.
Hrany  mohou  být  ohodnocené.  Obvykle  se  nad takovou  hranu  uvede  číslo,  které  značí 
hodnotu  dané  hrany.  Potom  rozlišujeme  mezi  ohodnoceným  a neohodnoceným grafem.  Pokud 
například  grafem  znázorňujeme  vzdálenosti  mezi  jednotlivými  městy,  do ohodnocení  hrany 
budeme psát vzdálenost mezi městy, které tato hrana spojuje. Přitom nemusí být pravidlem, že 
délka  hrany  odpovídá  v určitém  poměru  ohodnocení  hrany.  Ohodnocené  mohou  být  dokonce 
i vrcholy.  Zde se  ale  jedná spíše  o jejich pojmenování.  Taková hodnota  (nebo spíše  název)  se 
vyskytuje v blízkosti vrcholu, nebo například pokud vrchol zobrazujeme jako malou kružnici, tak 
může být tato hodnota uvedena uvnitř kružnice. Pokud se vrátím k předchozímu příkladu s městy, 
tak by mohly být jako ohodnocení vrcholů použity názvy měst.
Dále mohou být hrany orientované. Orientace se obvykle znázorňuje malou šipkou, která 
zakončuje  jeden  konec  hrany  nebo  je  umístěna  přímo  na hraně.  Grafy  pak  můžeme  dělit 
na orientované,  neorientované či  dokonce  smíšené,  které  obsahují  oba  typy  hran.  Použitím 
orientované hrany se  dá  blíže  specifikovat  vztah  mezi  vrcholy.  Například,  že  daná  ulice  mezi 
křižovatkami je pouze jednosměrná a podobně.
Formálně  je  obecný graf definován jako trojice G = (V, E,  ε), kde V je konečná množina 
vrcholů, E je konečná množina hran a ε je zobrazení E → V2, které se nazývá vztahem incidence. 
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Toto zobrazení přiřadí každé hraně e∈E uspořádanou dvojici vrcholů. Tato definice je opravdu 
univerzální a umožňuje popsat jak neorientovaný, tak i orientovaný graf. U obou se totiž popisuje 
hrana  uspořádanou  dvojicí  vrcholů,  akorát  u orientovaného  grafu  záleží  na pořadí  vrcholů 
a mluvíme  potom o počátečním a koncovém vrcholu hrany.  Dále  umožňuje  popsat  i graf,  který 
obsahuje  smyčky, což jsou takové hrany, které spojují jeden vrchol sám se sebou. Písmena V a E 
v definici  mají  své  kořeny  v angličtině  (Vertex  =  vrchol,  Edge  =  hrana).  Formální  definice 
obecného grafu také umožňuje popsat, díky definici funkce zobrazení, násobné hrany. Tedy situaci, 
kdy mezi libovolnými dvěma vrcholy grafu existuje více než jedna hrana. V tomto případě potom 
hovoříme o tzv. multigrafu. Graf bez smyček, jehož každé dva různé vrcholy jsou spojeny hranou 
zase nazýváme grafem úplným.
Nyní  můžeme  definovat  cestu  grafem.  Je  to  taková  posloupnost  vrcholů  a hran 
(v0, e1, v1, …, et, vt),  kde  vrcholy  v0, …, vt jsou  navzájem  různé  vrcholy  grafu  G  a pro každé
ei ∈ E(G), kde i = 1, 2, …, t, je ε(ei) = {vi-1, vi}. Kružnice je potom uzavřená cesta, kde v0 = vt. 
Pokud u grafu G platí, že mezi jeho dvěma libovolnými vrcholy existuje cesta, pak mluvíme o tzv. 
souvislém grafu.
Dalším důležitým pojmem, který je potřeba vysvětlit, je pojem stupeň vrcholu. Ten označuje 
počet hran, které do daného vrcholu zasahují. Značí se deg(u), kde u je daný vrchol. U smyčky se 
tak  započítá  hrana  dvakrát.  U orientovaných  grafů  se  rozlišuje  tzv.  vstupní  a výstupní  stupeň 
vrcholu, kde se počítají vstupní respektive výstupní hrany daného vrcholu. Vstupní stupeň vrcholu 
se značí deg+(u), výstupní deg-(u).
Podobným termínem je  násobnost  hrany.  Ta udává počet  hran spojujících dané vrcholy. 
Značí se m(x, y), kde x a y jsou právě vrcholy, mezi kterými hrany počítáme. U orientovaného 
grafu  existuje  násobnost  hrany  m+(x,y),  která  udává  počet  hran  s počátečním  vrcholem  x 
a koncovým vrcholem y.
Pokud se  nám podaří  graf  nakreslit  tak,  že  se  libovolné  dvě  hrany grafu  nekříží  a mají 
společné nejvýše své krajní body, mluvíme o rovinném nakreslení grafu.  Rovinný graf (planární  
graf) je pak takový, u kterého existuje rovinné nakreslení.
Libovolný  graf  H,  jehož  vrcholy  jsou  podmnožinou  vrcholů  grafu  G  a hrany  jsou 
podmnožinou hran grafu G, nazýváme podgrafem grafu G. Takový souvislý podgraf grafu G, který 
obsahuje  všechny  uzly  původního  grafu  G  a zároveň  neobsahuje  žádnou  kružnici,  nazýváme 
kostrou grafu G.
Často používaný termín v teorii grafů je izomorfizmus grafů. Pro naše potřeby si vystačíme 
s neformální definicí. Ta říká, že izomorfizmus grafů můžeme chápat jako shodu jejich struktury, 
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respektive  jejich  identity,  až  na označení  nebo  jiné  vykreslení.  Formální  definici  lze  nalézt 
například v [9].
To by bylo vysvětlení základních pojmů z teorie grafů. Samozřejmě existuje ještě celá řada 
pojmů, ale vybíral jsem pouze takové, které jsou nutné pro pochopení textu v této práci. Případný 
zájemce si samozřejmě může další pojmy nastudovat v citované literatuře (především v [2]).
2.2 Stručná historie
Počátky  matematické  teorie  grafů  se  datují  do roku  1736,  kdy  švýcarský  fyzik  a matematik 
Leonhard  Euler  publikoval  své  řešení  úlohy  sedmi  mostů  v Königsbergu  (dnešní  Kaliningrad 
v Rusku).  Jedná  se  tedy  o poměrně  mladou  teorii  (v porovnání  s jinými  matematickými 
disciplínami).  Podstatou této úlohy sedmi mostů v Königsbergu je najít  v Königsbergu takovou 
trasu, která by procházela každým mostem ve městě právě jednou a končila by opět ve výchozím 
místě. Euler převedl tuto úlohu na graf tak, že jednotlivé pevniny nahradil vrcholy grafu a mosty, 
které  pevniny  spojovaly,  nahradil  hranami  (viz  obrázek 1).  Poté  se  mu  podařilo  matematicky 
dokázat, že tato úloha nemá řešení. Po něm byl také pojmenován tzv. eulerovský graf. Je to takový 
graf, který lze projít tak, že se každou cestou prochází právě jednou a skončí se opět ve výchozím 
vrcholu. Aby bylo možno graf nazvat eulerovským, musí být souvislý a zároveň každý jeho vrchol 
musí mít sudý stupeň.
Německý fyzik Gustav Robert Kirchhoff v roce 1847 formuloval principy zachování energie 
a náboje  v elektrických  obvodech  (známé  pod názvem  1. a 2. Kirchhoffův  zákon).  Při popisech 
elektrických  obvodů  již  používal  pojmy  z teorie  grafů,  jako  uzel  a smyčka.  Výpočet  proudů 
v elektrických  obvodech  řešil  pomocí  počtu  koster  grafů.  Principy  jeho  zákonů  jsou  dnes 
využívány v teorii grafů pro analýzu toků v sítích. [7]
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V roce  1852  jihoafrický  matematik  Francis  Guthrie  definoval  v teorii  grafů  takzvaný 
problém  čtyř  barev.  Věta  problému  čtyř  barev  zní:  „Stačí  čtyři  barvy  na  obarvení  libovolné 
politické mapy tak, aby žádné dva sousedící státy nebyly obarveny stejnou barvou?“ Za sousední 
státy jsou považovány takové, které mají společnou hraniční čáru tj. nesousedí spolu jen v jednom 
bodě  (viz  obrázek 2).  Tento  problém  byl  vyřešen  až  v roce  1976  americkými  matematiky 
Kennethem  Appelem  a Wolfgangem  Hakenem.  Ti  ale  k sestrojení  důkazu  již  využili  služeb 
tehdejší výpočetní techniky. (Čerpáno z [5, 6]).
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Obrázek 1: 7 mostů v Königsbergu, převzato z [1]
Obrázek 2: Problém 4 barev, převzato z [5]
V roce  1857  zjišťoval  britský  matematik  Arthur  Cayley  pomocí  grafů  počty  různých 
uskupení  molekul  alkanů.  V témže  roce  vymyslel  irský  matematik,  fyzik  a astronom  William 
Rowan Hamilton hru, jejímž cílem bylo pospojovat všechny vrcholy pravidelného dvanáctistěnu 
(celkem tedy 20 vrcholů) tak, aby byl každý vrchol použit právě jednou. Zde také vznikl důležitý 
pojem z teorie grafů, hamiltonovská kružnice. Jedná se o neorientovanou uzavřenou cestu, která 
prochází všemi vrcholy grafu a to právě jednou (viz obrázek 3).
Teorii  však  obohatili  i čeští  matematici.  Zejména  Otakar  Borůvka,  který  v roce  1926 
vymyslel algoritmus pro nalezení minimální kostry grafu, který byl využit při výstavbě elektrické 
přenosové soustavy.  V roce 1930 vymyslel  jiný algoritmus,  také pro nalezení  minimální  kostry 
grafu, jiný český matematik, Vojtěch Jarník.
To byly asi ty nejzákladnější milníky, od kterých se začala celá teorie grafů odvíjet. Dnešní 
teorie  grafů je  už  velmi  obsáhlá.  Při řešení  výše uvedených základních problémů totiž  vznikla 
potřeba  definice  dalších  grafových  vlastností  a často  jako  vedlejší  produkt  vyvstal  nový 
matematický  problém.  Spousta  problémů  zůstala  nevyřešena  dodnes.  Mnoho  grafových  úloh 
(například  problém  obchodního  cestujícího  nebo  problém  kliky)  patří  mezi  tzv.  NP-úplné 
problémy.  To znamená,  že  řešení  těchto problémů dokážeme ověřit  v polynomiálním čase,  ale 
dosud  neznáme,  ani  nevíme,  zda  vůbec  existuje  algoritmus,  který  by  toto  řešení  získal  také 
v polynomiálním čase. Dodnes se nepodařilo dokázat nebo vyvrátit, zda třída složitosti P je rovna 
třídě složitosti NP. Jedná se o problém známý jako P versus NP. Za jeho vyřešení dokonce nabídl 
Clayův matematický institut odměnu ve výši milion dolarů.
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Obrázek 3: Hamiltonovská 
kružnice, převzato z [1]
3 Reprezentace grafů v počítači
Pokud  není  graf  příliš  velký  (zejména  nemá-li  mnoho  hran)  je  zřejmě  pro každého  člověka 
nejsrozumitelnější obrázek. Bohužel pro reprezentaci grafů v počítači a jejich další zpracovávání je 
grafická forma zcela nevhodná. Pro zpracovávání grafů na počítačích se používají speciální datové 
struktury  založené  většinou  na polích  nebo  ukazatelích.  Bohužel  neexistuje  žádná  univerzální 
datová  struktura,  která  by  byla  vhodná  pro všechny  algoritmy,  které  pracují  s grafy.  Při jejím 
výběru je tak třeba brát ohledy na algoritmus, který s ní bude pracovat. Počítačové programy, které 
používají více druhů algoritmů, pro které jsou vhodné navzájem různé datové struktury, často řeší 
tento problém implementováním různých konverzních funkcí.
Datovou strukturu pro reprezentaci  grafu v počítači  je třeba vybírat  také s ohledem na to, 
pro jaký  typ  grafu  bude  použita.  Především  je  potřeba  vědět,  zda  budou  grafy  orientované, 
neorientované,  ohodnocené,  neohodnocené,  zda  mohou  obsahovat  smyčky,  nebo  zda  mohou 
obsahovat násobné hrany (tedy zda se může jednat o multigraf). Také je důležité vybírat vhodnou 
reprezentaci  podle  toho,  zda  budeme  požadovat  častou  editaci  grafu,  především  přidávání 
a odebíraní  uzlů  a hran.  Pro neustálé  změny  velikosti  grafu,  totiž  nejsou  vhodné  maticové 
reprezentace, vzhledem k náročnosti změny velikosti dvourozměrného pole, pomocí kterého jsou 
matice často implementovány.
Tato kapitola se tedy bude podrobněji zabývat nejpoužívanějšími způsoby zadávání grafů, 
které lze použít, při zpracovávání grafů na počítačích. K jejímu sepsání jsem čerpal především z [2, 
3, 8, 9, 10, 11], pokud není uvedeno jinak.
3.1 Matice sousednosti
Matice sousednosti, v literatuře také někdy nazývaná maticí adjacence, je čtvercová matice řádu N, 
kde N je počet vrcholů grafu (N = |V|). Matice bývá v paměti počítače reprezentována jako datová 
struktura  dvourozměrné  pole.  Tento  druh  matice  lze  použít  jak  na grafy  orientované,  tak 
i neorientované.  Graf  může  obsahovat  smyčky.  Matice  sousednosti  je  určena  pouze 
pro neohodnocené grafy, což omezuje možnosti  jejího použití.  Aby bylo možno matici vytvořit 
a dále s ní pracovat, tak je nutné stanovit nějaké jednoznačné pevné pořadí vrcholů.
U neorientovaného grafu je obsah matice sousednosti A určen takto:
• Aij = m(vi, vj), tedy násobnost hrany mezi vrcholy vi a vj.
• Aij = 0 v ostatních případech.
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U orientovaného grafu je obsah matice sousednosti A určen takto:
• Aij = m+(vi, vj), tedy násobnost hrany orientovaného grafu mezi vrcholu vi a vj.
• Aij = 0 v ostatních případech.
Z tohoto popisu je patrné, že u neorientovaného grafu je matice sousednosti vždy symetrická 
podle hlavní diagonály. Ale i matice sousednosti orientovaného grafu může být symetrická. Proto 
je  potřeba  při  čtení  této  matice  znát  o jaký  typ  grafu  se  jedná,  abychom mohli  data  správně 
prezentovat.  Hodnoty  na hlavní  diagonále  značí  (ne)přítomnost  smyček  v grafu.  Součet  všech 
hodnot v matici sousednosti u orientovaného grafu odpovídá počtu hran. Pokud neorientovaný graf 
neobsahuje smyčky, tak součet všech hodnot v jeho matici sousednosti odpovídá dvojnásobku jeho 
hran (je to důsledek symetrie jeho matice sousednosti).
Poměrně značnou nevýhodou tohoto druhu reprezentace grafů je jeho kvadratická prostorová 
náročnost na paměť. Dochází tak velmi často k výraznému plýtvání pamětí, zejména patrné je to 
u grafů s nízkým počtem hran. U neorientovaného grafu se pamětí plýtvá vždy. Proto se tato matice 
u neorientovaných grafu někdy kóduje jako matice bitů. To, ale s sebou přináší komplikovanější 
práci  s tímto datovým typem. Často se také využívá faktu,  že matice neorientovaného grafu je 
symetrická  podle  hlavní  diagonály,  a  tak  se  matice  u tohoto  typu  grafu  implementuje  jako 
dvourozměrné pole s různou délkou řádků. Ušetří se tak značná část paměti. Použití pole ale přináší 
i další nevýhodu, ve formě složitého a náročného rozšiřování nebo zjednodušování grafu.
Zde je příklad grafu a matice sousednosti, která ho popisuje:
3.2 Matice vzdáleností
Jedná se o matici, která svou strukturou vychází právě z matice sousednosti a má tak veškeré její 
vlastnosti.  Na rozdíl  od ní  je  ale  určena  pro reprezentaci  ohodnocených  grafů  a nepodporuje 
multigrafy. Na místech, kde by se v matici sousednosti nacházela jednička, se v matici vzdáleností 
uvádí ohodnocení hrany. Pokud by mohla existovat hrana s ohodnocením 0 (což se ale v praxi moc 
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Obrázek 4: Referenční graf
0 1 1 01 0 1 01 1 0 1
0 0 1 0

nevyskytuje),  musela  by  se  pro signalizaci  neexistence  hrany  použít  jiná  konstanta.  Například 
záporné číslo, pokud není povoleno i záporné ohodnocení hran, nebo velmi vysoké či velmi nízké 
číslo, o kterém víme, že se určitě nikdy nevyskytne jako ohodnocení hrany.
3.3 Matice incidence
Matice incidence je matice typu N x M, kde N je počet vrcholů grafu a M je počet hran grafu
(N = |V|, M = |E|). Opět je potřeba mít stanovené nějaké jednoznačné pevné pořadí vrcholů a navíc 
také  pevné  pořadí  hran.  Tento  typ  reprezentace  je  využitelný  jak  u orientovaných,  tak 
i neorientovaných grafů. Bohužel ale jenom takových, které neobsahují žádnou smyčku a nejsou to 
multigrafy. Tato forma reprezentace je vhodná pouze pro neohodnocené grafy. U orientovaného 
grafu je obsah matice incidence B určen takto:
• Bij = 1, jestliže vrchol vi je počátečním vrcholem hrany ej.
• Bij = -1, jestliže vrchol vi je koncovým vrcholem hrany ej.
• Bij = 0 v ostatních případech.
U neorientovaného grafu je obsah jeho matice incidence určen ještě jednodušeji:
• Bij = 1, jestliže je vrchol vi incidentní s hranou ej.
• Bij = 0 v ostatních případech.
I zde ale dochází  k výraznému plýtvání  pamětí.  U větších grafů je toto plýtvání  dokonce 
větší  než  při použití  matice  sousednosti.  V každém sloupci  (odpovídající  jedné  hraně)  se  totiž 
vyskytují pouze dvě nenulové hodnoty. Navíc nepodporování smyček upřednostňuje k použití spíše 
matici  sousednosti.  Použít  bitové  pole  jako  u matice  sousednosti,  lze  pouze  v případě 
neorientovaného grafu.  Využít  dvourozměrné pole  s různou délkou řádků,  zde prakticky nelze. 
I zde se vyskytuje kvůli použití pole, nevýhoda v podobě složitého a náročného rozšiřování nebo 
zjednodušování grafu.
Matice incidence by podle mého názoru šla upravit i pro podporu ohodnocených grafů. A to 
tak, že by se u orientovaných grafů do matice zapisovala pouze hodnota -1 a místo hodnoty 1 by se 
zapisovalo  ohodnocení  hrany.  U neorientovaných  grafů  by  se  do  matice  zapsala  pouze  jedna 
jednička a místo druhé jedničky by se zapisovalo ohodnocení hrany. Pokud by nebylo povoleno 
používat  záporné a nulové ohodnocení  hrany, nedocházelo by ani k žádným kolizím. S takovou 
variantou  jsem se  sice  nesetkal  v žádné  literatuře,  ale  myslím,  že  by  byla  zcela  funkční.  Ale 
z praktického hlediska vychází pro ohodnocené grafy lépe matice vzdálenosti.
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Matice  incidence,  která  by  popisovala  referenční  graf  na obrázku 4,  by  při seřazení  hran 
podle abecedy, vypadala takto:
3.4 Laplaceova matice
Jedná se o čtvercovou matici typu N x N, kde N = |V|. Je zapotřebí mít pevně stanovené pořadí 
vrcholů.  Tato  reprezentace  je  určena  pro orientované  i neorientované  grafy.  Nesmí  ovšem 
obsahovat smyčky, ani se nesmí jednat o multigraf. Obsah Laplaceovy matice C se určí takto:
• Cij = deg(i), pokud i = j.
• Cij = -1, pokud existuje hrana vedoucí z vrcholu vi do vrcholu vj (u neorientovaných grafů 
hrana mezi vrcholy vi a vj).
• Cij =  0,  pokud  i  ≠  j  a zároveň  neexistuje  hrana  vedoucí  z vrcholu  vi do vrcholu  vj 
(u neorientovaných grafů hrana mezi vrcholy vi a vj).
U neorientovaných grafů je tedy Laplaceova matice symetrická podle hlavní diagonály. Ale 
podobně, jako je tomu u matice sousednosti, může být někdy i Laplaceova matice orientovaného 
grafu  symetrická.  Proto  musíme  vždy  předem znát,  zda  se  v matici  nachází  orientovaný  nebo 
neorientovaný graf, aby bylo možno data správně prezentovat. Tento druh matice má podobně jako 
matice sousednosti kvadratickou paměťovou náročnost. Při popisu neorientovaného grafu, ale lze 
využít pro úsporu paměti dvourozměrné pole s různou délkou řádků. Bitové pole, u tohoto druhu 
matice,  využít  nelze.  Tak  jako  každá  maticová  reprezentace,  tak  i tato  má  velkou  nevýhodu 
v podobě složitého a náročného rozšiřování nebo zjednodušování grafu.
Kvůli nepodporování smyček a multigrafů se může zdát, že je matice sousednosti vhodnější. 
Laplaceova matice se ale s úspěchem používá především při počítání koster grafů, kde má mnohem 
lepší  uplatnění  než  matice  sousednosti.  Stačí  totiž  vypustit  poslední  řádek  a sloupec  matice 
a spočítat z takto vzniklé matice determinant. [19]
Laplaceova matice odpovídající referenčnímu grafu z obrázku 4 by vypadala takto:
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1 1 0 01 0 1 00 1 1 1
0 0 0 1

2 1 1 01 2 1 01 1 3 1
0 0 1 1

3.5 Seznam sousedů
Tento typ reprezentace grafů v počítači je velmi rozšířen, zejména pro svou univerzálnost. Někdy 
bývá  také  nazývána  jako  seznam  vrcholů  a seznam  okolí  vrcholů.  Seznam  sousedů  je  totiž 
použitelný  na multigrafy,  grafy  se  smyčkami,  na orientované  i neorientované  grafy  a také 
na ohodnocené i neohodnocené grafy. Ukládá si seznam všech vrcholů grafu a ke každému z těchto 
vrcholů  seznam hran  incidentních  s daným vrcholem.  Existuje  spousta  implementací.  Základní 
rozdělení těchto implementací je podle použitého datového typu. Pro implementaci se používá buď 
kombinace několika  jednorozměrných (případně dvourozměrných)  polí  nebo dynamické datové 
struktury založené na ukazatelích (nejčastěji  lineární  spojový seznam).  Případně se  mohou tyto 
datové typy vhodně kombinovat.
Mezi hlavní výhody této reprezentace oproti  maticím je rychlost vyhledávání všech hran 
vedoucích z/do daného vrcholu a obvykle mnohem menší paměťová náročnost, zejména u grafů 
s nízkým  počtem  hran.  Právě  u tohoto  druhu  grafů  docházelo  při použití  matic  k největšímu 
plýtvání pamětí.
Při použití  dynamických  datových  struktur  sice  dochází,  kvůli  používání  ukazatelů,  také 
k určitému plýtvání, ale v průměru není tak výrazné jako při použití matic. Totéž platí i při použití 
jednorozměrných  polí.  U některých  implementací  je  totiž  potřeba  používat  speciální  hodnoty 
ukládané v polích (sloužící jako značky), které značí například konec záznamu. Někdy se ukazatele 
řeší  ukládáním indexů  jednoho  pole,  do pole  druhého  (viz  obrázek  5).  Často  se  tento  princip 
používal ve starých programovacích jazycích, kde nebyla podpora ukazatelů.
Použití ukazatelů s sebou nese patrně větší nároky na paměť, než je tomu při použití polí. 
Ale  má  to  i své  výhody.  Především  snadnější  modifikace  datového  typu,  kdy  si  můžeme 
do takovéhoto seznamu navíc ukládat například ohodnocení hrany, barvu hrany, atd., aniž bychom 
si museli zakládat další jednorozměrné pole. Navíc při vytváření pole musíme předem znát jeho 
velikost. Případné dodatečné zvětšení pole je velice náročnou a složitou operací. Dynamické datové 
struktury tak s sebou přináší mnohem větší komfort při práci s daty, než při použití polí.
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3.6 Seznamy vrcholů a hran
Tento způsob bývá velmi často využíván v praxi. Množina vrcholů je popsána výčtem svých prvků. 
Množinu hran popíšeme také výčtem svých prvků.  Hranu popíšeme jako trojici  (pojmenování, 
počáteční  vrchol,  koncový  vrchol)  nebo  pokud  nepožadujeme  jednoznačné  pojmenování 
jednotlivých hran, tak hranu popíšeme pouze jako dvojici. V tom případě může výčet modelovat 
multimnožinu hran.
Opět můžeme pro implementaci výčtu využít  buď pole nebo dynamické datové struktury 
založené na ukazatelích. V drtivé většině se ale používá právě dynamická datová struktura seznam. 
Odtud také název této reprezentace. Jak už jsem psal v předchozí podkapitole, tak tato struktura 
umožňuje  především  snadné  přidávání  a odebírání  prvků  a možnost  jednoduchého  rozšíření 
datových typů, modelující hrany a uzly, o další položky. Nemusíme tak například modelovat hranu 
jako trojici, ale můžeme si o hraně zaznamenávat třeba tloušťku čáry, jakou má být vykreslována 
a mnoho dalších položek.
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Obrázek 5: Příklad možné implementace seznamu sousedů pomocí polí, převzato z [10]
4 Algoritmy pro zobrazování grafů
Hned v úvodu je potřeba definovat,  co takový zobrazovací algoritmus dělá. Kdekdo by si  totiž 
mohl říct, že na nakreslení grafu přece nic není. To je sice pravda, ale jenom pouze když známe 
přesné souřadnice jednotlivých uzlů grafu.  Ale v mnoha případech můžeme získat data neúplná. 
Například jako výsledek různých simulací můžeme získat data, popisující vzájemné vztahy různých 
objektů mezi sebou. Takové výsledky se nejlépe prezentují  vizualizací a graf je pro ni vhodnou 
strukturou. Algoritmy pro zobrazování grafů řeší právě problémy, týkající se vhodného rozmístění 
uzlů (tedy výpočet vhodných souřadnic) tak, aby byl graf co nejvíce přehledný.
Pro zobrazování grafů na počítačích se v praxi používají nejčastěji tři způsoby kreslení hran 
mezi vrcholy. Je to kreslení pomocí přímých čar, pravoúhlé kreslení a kreslení za pomocí lomených 
čar. Pravoúhlé kreslení je tak určitým druhem kreslení pomocí lomených čar, tyto čáry však mohou 
být  kresleny  pouze  v pravoúhlé  mřížce.  Zobrazovacích  algoritmů  existuje  celá  řada  pro každý 
způsob  kreslení  grafů.  Já  jsem  se  zaměřil  především  na algoritmy,  které  zobrazují  grafy 
ve dvourozměrném  prostoru  a  kreslí  hrany  jako  přímé  čáry,  neboť  je  v praxi  tento  typ  hran 
nejčastěji používán.
Na lidské  vnímání  grafu  (především  tedy  čitelnost  a zapamatovatelnost)  má  podle 
psychologických výzkumů vliv mnoho faktorů,  nazývaných estetické kritéria grafu. Při kreslení 
grafu by se měl zobrazovací algoritmus snažit především:
• minimalizovat křížení hran
• minimalizovat zakřivení hran (při použití lomených čar nebo pravoúhlého kreslení)
• maximalizovat úhly svírané jednotlivými hranami
• kreslit graf tak, aby byl co nejvíce symetrický
Bohužel  tyto  jednotlivé  problémy  jsou  natolik  těžké  (většinou  se  jedná  o NP-těžké 
problémy),  že  optimalizovat  vykreslovaný  graf  tak,  aby  co  nejvíce  vyhovoval  všem  těmto 
požadavkům současně, je téměř nemožné. Vylepšením grafu z pohledu jednoho požadavku může 
mít velmi negativní vliv na požadavky jiné. Jedná se tedy o velice složitý optimalizační problém.
Při svém  studiu  jsem  se  zaměřil  především  na zobrazovací  algoritmy  založené  na silách 
(anglicky Force-based  nebo někdy také  Force-directed),  především pro jejich  kvalitní  výsledky 
při zohledňování  estetických  kritérií  grafů.  Jako  příklad  primitivního  zobrazování  grafů,  zde 
pro porovnání se sofistikovanějšími algoritmy založenými na silách, uvádím metodu, která mapuje 
uzly grafu na kružnici.
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Informace o metodě mapující uzly grafu na kružnici jsem čerpal z [16], obecné informace 
o algoritmu  High-Dimensional  Embedding  jsem  čerpal  z [23]  a informace  o algoritmech, 
založených  na silách,  jsem  čerpal  převážně  z [12,  13,  14].  Původ  detailnějších  informací 
o konkrétních algoritmech je pak dále vyznačen přímo v místě výskytu.
4.1 Mapování uzlů na kružnici
Jak už jsem psal  v úvodu,  tak tento algoritmus patří  asi  k těm nejprimitivnějším zobrazovacím 
algoritmům vůbec.  Jako  vstup  požaduje  seznam  uzlů  a seznam  hran.  Dále  potřebuje  pro svou 
činnost znát požadovanou vzdálenost mezi uzly. Označme ji d. Z této hodnoty se vypočítá poloměr 
pomyslné kružnice  r na kterou rovnoměrně rozmístí uzly grafu. Podle mého názoru je ale tento 
parametr d nadbytečný, protože velmi často poloměr kružnice známe. Je totiž obvykle odvoditelný 
z rozměrů plochy na kterou má být graf vykreslen.
Pro rovnoměrné  rozmístění  uzlů  grafu  po obvodu  pomyslné  kružnice  si  nejprve  musíme 
vypočítat úhel φ, který svírají sousední uzly (viz obrázek 6).
r= d
2⋅sin  
počet uzlů

= 2⋅
počet uzlů
Postup jak následně vypočítat souřadnice jednotlivých uzlů už je zcela jednoduchý. Popíši ho 
pseudokódem, blízkým jazyku Pascal:
for i = 1 to pocet_uzlu do
begin
Uzeli(x) = r * cos(π/2 – i*φ);
Uzeli(y) = r * sin(π/2 – i*φ);
end;
Argumenty  goniometrických  funkcí  jsou  samozřejmě  v radiánech.  Příklad  výsledného 
zobrazení je možno vidět na obrázku 7. Obrázky 6 a 7 byly vytvořeny pomocí aplikace Graphs (viz 
[17]).  Hned  na  první  pohled  je  ale  vidět,  že  graf  je  značně  nepřehledný,  a to  se  jedná  ještě 
o poměrně malý graf (co do počtu uzlů a hran). Nepřehlednost je dána především velkým počtem 
překřížených hran, které algoritmus nijak neřeší. Uzly se totiž mapují na kružnici v pořadí, v jakém 
jsou ve vstupním seznamu uloženy. Změnou pořadí lze tedy někdy dosáhnout zlepšení přehlednosti 
a v ojedinělých případech lze dosáhnout i planárního zobrazení.
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U stromových grafů ovšem můžeme planárního zobrazení dosáhnout vždy. Musíme ovšem 
uzly mapovat na kružnici podle jejich DFS (Depth-First Search) čísla, které získáme předchozím 
procházením grafu do hloubky právě algoritmem DFS.
Výsledky algoritmu mapování  uzlů na kružnici  tedy téměř nezohledňují  estetické kritéria 
grafu. Naopak výhodou tohoto algoritmu je jeho nízká časová složitost, která je  Ο(n) u základní 
verze algoritmu, která mapuje uzly na kružnici podle jejich pořadí ve vstupním seznamu). Další 
výhodou  je  jeho  snadná  implementace.  Často  se  tak  tento  algoritmus  používá  pro počáteční 
inicializaci uzlů u sofistikovanějších zobrazovacích metod.
4.2 Algoritmus High-Dimensional Embedding
Jedná se o jeden z nejnovějších typů algoritmů pro zobrazování grafů. Pracuje s mnoharozměrným 
prostorem,  kde  je  mnohem  snadnější  rozmístit  uzly  grafu,  tak  aby  se  jeho  hrany  nekřížily. 
Na počátku  se  tak  pracuje  například  i s 50-ti  rozměrným  prostorem  a postupně  se  provádějí 
transformace  (projekce)  do méně  rozměrného  prostoru,  až  se  dimenze  prostoru  sníží 
na požadovaný počet. V praxi jsou to tedy 2 nebo 3 dimenze, tak aby bylo možno graf vykreslit 
na daném zařízení. Časová složitost tohoto algoritmu je Ο(|V| + |E|). Podle údajů z [23] je tento typ 
algoritmu  schopný  rozmístit  až  106 uzlů  za minutu  na klasickém PC (rok  2008).  Oproti  tomu 
kategorie algoritmů, založených na silách (viz následující kapitola), jich zvládne rozmístit pouze 
okolo 104.
Nevýhodou je ale nižší kvalita vykreslení (z pohledu estetických kritérií grafu) a poměrně 
komplikovaná implementace a ne zrovna snadné pochopení činnosti. Představit si při programování 
např. 50-ti rozměrný prostor, vyžaduje už opravdu velkou fantazii programátora.
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Obrázek 6: Úhel φ Obrázek 7: Výsledné  zobrazení
4.3 Algoritmy založené na silách
Jedná se o poměrně mladou a stále se rozvíjející třídu algoritmů, které pracují se zobrazovaným 
grafem jako s fyzikálním systémem. Vztahy (přitažlivé a odpudivé síly) mezi jednotlivými uzly 
jsou  tak  modelovány pomocí  různých fyzikálních  zákonů,  jako  je  Hookův  zákon,  Coulombův 
zákon, gravitační zákony nebo magnetismus. Tyto algoritmy tak pomocí fyzikální simulace řeší 
optimalizační problém. Hledá se takový stav, kdy je energie systému nejmenší.  Na průběh řešení 
nemá vliv případná orientace hran. Tyto algoritmy většinou kreslí hrany jako přímé čáry.
Typický zástupce této  skupiny  algoritmů se  skládá  ze dvou hlavních  částí.  Tou první  je 
implementace vhodného silového nebo energetického modelu, který by dokázal co nejlépe vyčíslit 
kvalitu nakreslení grafu, vzhledem k estetickým kritériím. Druhá část je optimalizační algoritmus, 
který s tímto modelem pracuje a hledá jeho optimum (často jen lokální). [22]
Mezi  hlavní  výhody  této  třídy  algoritmů  patří  kvalita  dodávaných  výsledků,  kde  se 
minimalizuje křížení hran a jednotlivé vrcholy grafu jsou rovnoměrně rozmístěny. To také přispívá 
k větší  symetrii  zobrazovaných  grafů.  Další  výhodou je  jejich  snadná  pochopitelnost,  zejména 
vzhledem k existujícím analogiím z fyziky. Díky provádění simulace tohoto systému v postupných 
iteracích mohou tyto algoritmy dodávat průběžné výsledky.
K nevýhodám patří poměrně vysoká časová složitost algoritmů, která je často až kubická, 
vzhledem k počtu vrcholů grafu.  Velmi  často ale časová složitost  algoritmu závisí  na složitosti 
samotného grafu (především z pohledu počtu hran).  V některých aplikacích se  může jevit  jako 
nevýhoda  i fakt,  že  orientace  hran  nemá  vliv  na výpočet  rozmístění  uzlů.  Také  práce 
s ohodnocenými hranami  není  příliš  ideální,  pokud požadujeme,  aby byla  délka  hrany úměrná 
jejímu  ohodnocení.  Protože  většina  algoritmů  počítá  síly  i mezi  uzly,  které  nejsou  navzájem 
propojeny hranou, mohou tyto síly deformovat délku hrany. Potom často nastává situace, že hrana 
s nižším ohodnocením je ve skutečnosti delší, než hrana s vyšším ohodnocením. Další nevýhodou 
je riziko, že během hledání nejnižší energie systému uvázne výpočet v tzv. lokálním minimu. Toto 
už  ale  některé  algoritmy  částečně  řeší  implementováním  různých  vylepšení  (např.  principu 
simulovaného žíhaní v algoritmu Fruchterman-Reingold).
4.3.1 Pružinový algoritmus
Jedná se o nejstarší a nejzákladnější algoritmus z této kategorie, který publikoval už v roce 1984 
Petr  Eades  (pod názvem  Spring  algorithm  nebo  také  Spring  Embedder).  Princip  je  velmi 
jednoduchý. Nejprve se náhodně rozmístí vrcholy grafu. Poté se vytvoří fyzikální model takového 
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systému, kde by vrcholy byly reprezentovány kuličkami a hrany mezi vrcholy pružinami. Součástí 
modelu by mělo být  modelování  tlumení  pohybu vrcholů tak,  aby se nám model  nerozkmital. 
Simulací tohoto modelu hledáme takový stav modelu, kdy je energie celého systému minimální. 
Na obrázku 8 je  znázorněna abstrakce grafu jako systému s pružinami.  V levé části  je  původní 
rozmístění uzlů a v části pravé je výsledné rozmístění po provedení pružinového algoritmu (tedy 
rozmístění s nejmenší energií celého systému). Protože vše začíná náhodným rozvržením vrcholů, 
často se stává, že výsledek nad stejnými daty je jiný.
I když se  algoritmus jmenuje  pružinový,  tak nerespektuje  Hookův zákon,  který popisuje 
chování pružiny, a pro výpočet působících sil  používá vlastní vztahy. Na jednotlivé uzly působí 
buď přitažlivá (často označována jako fa – force attractive) nebo odpudivá síla (označována jako fr 
– force repulsive).  Vše závisí  na tom, zda je  délka hrany větší  nebo menší,  než  délka pružiny 
v klidové poloze. Pokud je délka hrany větší než délka pružiny v klidové poloze, působí na daný 
uzel přitažlivá síla: f a=k a⋅log d  , kde ka je konstanta a d je délka příslušné hrany. Naopak 
pokud je délka hrany menší, než délka pružiny v klidové poloze, potom působí na daný uzel síla 
odpudivá, kterou spočteme takto: f r=
k r
d 2
, kde kr je konstanta a d je délka příslušné hrany.
Pružinový algoritmus tedy pracuje  v cyklu,  dokud nejsou síly  každého uzlu v rovnováze 
nebo v nějakém tolerovaném rozptylu. Pro každý uzel si  tedy v cyklu spočítá sílu, jakou na něj 
působí  okolní  připojené  uzly.  Samozřejmě  platí,  že  odpudivá  a  přitažlivá  síla  mají  rozdílná 
znaménka. Výslednou sílu si algoritmus rozloží na složky x a y, a tyto hodnoty přičte k původním 
souřadnicím uzlu. Na tyto souřadnice se pak daný uzel přesune. Složitost jednoho takového cyklu 
je Ο(n2), kde n je počet uzlů grafu.
Algoritmus se tedy snaží hlavně o symetrii zobrazení a také o jednotnou délku hran. Pokud 
ale chceme tento algoritmus využít i pro ohodnocený graf tak, aby délka hrany byla úměrná jejímu 
ohodnocení, můžeme ohodnocení každé hrany použít jako délku pružiny v klidové poloze (s čímž 
se ale v původním Spring algorithm z roku 1984 nepočítalo).
Výsledky tohoto algoritmu nemusí být někdy dostatečně kvalitní, především kvůli možnému 
uváznutí v lokálním minimu (viz výše). Také není tento algoritmus příliš vhodný pro nesouvislé 
grafy a grafy s malým počtem hran. Důvodem je fakt, že uzly, které nejsou navzájem propojené 
hranou, na sebe nepůsobí žádnou silou. Tím pádem se mohou snadno dostat do velké blízkosti nebo 
dokonce na totožnou pozici a překrýt se. To ale vůbec není estetické a také to může působit tak, že 
se určité uzly z grafu vytratily (když jsou uzly v zákrytu).
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4.3.2 Algoritmus Kamada-Kawai
Algoritmus byl publikován pány Tomihisou Kamadou a Satoru Kawaiem v roce 1989 v dokumentu 
„An algorithm for drawing general undirected graphs“ (viz [20]). Tato metoda vychází z původního 
pružinového kreslení, ale odstraňuje jeho hlavní nedostatek, kterým byla absence sil  působících 
mezi uzly, které nejsou propojeny hranou.
Na rozdíl od pružinového algoritmu už respektuje Hookův zákon. Pro výpočet síly působící 
mezi uzly, které jsou propojeny hranou tak využívá vztahu F=−k⋅x , kde k je tuhost pružiny 
a x  je výchylka  pružiny  z klidového  stavu.  Díky  tomuto  vztahu  tak  mohou  uzly,  které  jsou 
propojeny  hranou  a jsou  velmi  blízko  u sebe,  na sebe  působit  i odpudivě.  Vztah  pro výpočet 
odpudivé síly zůstal stejný jako u pružinového algoritmu, tedy: f r=
k r
d 2
, kde kr je konstanta a d 
je délka příslušné hrany. Změnilo se ale jeho využití. Používá se totiž nově pro výpočet odpudivých 
sil mezi všemi uzly navzájem.
Jinak  už  algoritmus  Kamada-Kawai  pracuje  podobně  jako  algoritmus  pružinový.  Opět 
pracuje v cyklu, ve kterém počítá pro každý uzel grafu sílu, jakou na něj působí všechny okolní 
uzly. Na základě této síly se určí, kterým směrem se uzel posune. Zároveň se ale počítá energie 
celého systému, která se s každou další iterací snižuje. Tento cyklus se ukončí, až rozdíl energií 
předchozí a současné iterace poklesne pod stanovenou hranici. Samozřejmě i v tomto algoritmu je 
potřeba  modelovat  tlumení,  aby  se  nám  model  nerozkmital.  Jedna  iterace  ve  které  se  počítá 
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Obrázek 8: Práce pružinového algoritmu, upraveno z [12]
přitažlivá a odpudivá síla má časovou složitost O(|V|2 + |E|), kde |V| je počet vrcholů a |E| je počet 
hran.
Metoda  je  primárně  určena  pro práci  nad neorientovaným  grafem.  Pracovat  dokáže 
i nad orientovaným  grafem,  ale  orientovanost  hran  nebere  nijak  v potaz  a pracuje  s takovým 
grafem, stále jako s neorientovaným, jen se vykreslují orientované hrany. Výpočet jednotlivých sil 
totiž probíhá stále stejně a orientovanost hran na něj nemá žádný vliv.
4.3.3 Algoritmus Fruchterman-Reingold
Tento  algoritmus  byl  také  pojmenován  po vědcích,  kteří  ho  v roce  1991  publikovali.  Vychází 
částečně z pružinového algoritmu, i z algoritmu Kamada-Kawai. Ve svých výpočtech používá tzv. 
optimální  vzdálenost  mezi  uzly  k.  Ta  je  dána  vztahem  k=C⋅ plochapočet uzlů ,  kde  C  je 
experimentálně nalezena konstanta a plochou je myšlena plocha oblasti v pixelech do kterého se 
bude daný graf  vykreslovat.  V mé aplikaci  se  osvědčila  konstanta  C = 0,5.  Algoritmus se  tak 
nesnažil kreslit graf přes celou oblast, ani nekreslil zbytečně malé grafy.
Původní  vztah  z pružinového  algoritmu  pro přitažlivou  sílu  tento  algoritmus  nahradil 
výpočetně  jednodušším  vztahem  f a=
d 2
k
.  Odpudivou  sílu  počítá  obdobně  jako  algoritmus 
Kamada-Kawai podle vztahu: f r=
k
d 2
.
Další podstatnou změnou oproti předchozím algoritmům je využívání principů simulovaného 
žíhání.  Díky němu je tak algoritmus odolnější  vůči uváznutí  v lokálním minimu a dosahuje tak 
vizuálně lepšího vykreslení. Zároveň simulované žíhání poskytuje tlumení modelu, takže se nám 
model nerozkmitá.
Princip simulovaného žíhání  má své kořeny v technologické operaci  žíhání  tuhých těles. 
Tato operace se provádí k odstranění vnitřních defektů v tělese. Provádí se tak, že se nejprve těleso 
zahřeje na vysokou teplotu, která se postupně velice pomalu snižuje. Zahřátím získají atomy tělesa 
energii,  která  jim umožní  překonávat  lokální  energetické  bariéry  a  dostat  se  do rovnovážných 
poloh.  Postupné snižování  teploty má za  následek,  že  rovnovážné polohy atomů se  stabilizují. 
Pokud je snižování teploty dostatečně pomalé, tak se těleso při každé teplotě nachází v tepelné 
rovnováze. Viz [15].
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Algoritmus tak někdy přijme do další  iterace i horší řešení, a díky tomu nemusí uváznout 
v lokálním minimu. Vše ovšem záleží na tzv. plánu ochlazování. Jako teplota v tomto algoritmu 
vystupuje maximální dovolený posun uzlu, které se neustále snižuje. Podle literatury je vhodné jej 
na počátku nastavit na desetinu šířky (za předpokladu, že je šířka větší výška) oblasti do které se 
bude graf vykreslovat. V literatuře je ale velký nesoulad a rozptyl v udávané hodnotě, jak rychle by 
se měla teplota snižovat. Po zkušenostech získaných z experimentů, prováděných v mé bakalářské 
práci ([24]), jsem se přiklonil ke snižování teploty v každé iteraci o 5 %, která se také osvědčila.
Při posouvání  uzlem  se  vždy  požadovaný  posuv  porovnává  s hodnotou  aktuálního 
maximálně  povoleného  posunu.  Pokud  je  požadovaný  posuv  větší  než  maximálně  povolený, 
provede se pouze maximálně povolený posuv.
Jedna  iterace  algoritmu  by  se  dala  popsat  zjednodušeně  takto:  Pro každý  uzel  spočítej 
odpudivou  sílu  (složitost  O(|V|2)).  Pro každou  hranu  spočítej  přitažlivou  sílu.  U počátečního 
vrcholu hrany se započítá jako kladná síla, u koncového vrcholu jako záporná. Časová složitost této 
operace je O(|E|).  Tyto síly se pro každý uzel sčítají.  Na závěr se podle velikosti  síly,  působící 
na jednotlivé uzly, a podle aktuální velikosti maximálního povoleného posuvu rozhodne o nových 
souřadnicích každého uzlu.  Složitost  této  části  je  O(|V|).  Na závěr  každé iterace je  provedeno 
snížení teploty, tedy snížení maximálního povoleného posuvu. Výsledná složitost jedné této iterace 
je tedy O(|V|2 + |E|).
Délka cyklu je obvykle určená teplotou. Jakmile poklesne pod určitou mez, cyklus se ukončí. 
Pokud by například maximální  posuv klesl  pod jeden pixel,  další  iterace by už neměly smysl, 
protože  by  stejně  nedocházelo  k žádným  posuvům.  Lepších  výsledků  by  se  dosáhlo  pouze 
opětovným  spuštěním  algoritmu.  Počet  iterací  je  tak  závislý  na plánu  ochlazování  a částečně 
na velikosti oblasti, do které se graf vykresluje (pokud se počáteční teplota nastavuje v závislosti 
na šířce zobrazovací oblasti, jak je uváděno v literatuře). Často se udává i maximální počet cyklů, 
takže  algoritmus  ukončí  svou  činnost  buď poklesem teploty  pod určitou  mez  nebo  dosažením 
maximálního počtu cyklů.
Výhodou  algoritmu  Fruchterman-Reingold  je  velice  pěkné  vykreslení  grafu.  Bohužel 
kvalitní  výstup  má  i svou  stinnou  stránku,  a to  v podobě  vysoké  výpočetní  náročnosti  tohoto 
algoritmu. Často se tak v praxi, pro urychlení výpočtu, používá předzpracování grafu jiným, méně 
náročným algoritmem. Algoritmus Fruchterman-Reingold potom už nemusí provádět tolik iterací 
a pouze dokončí práci svého předchůdce.
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5 Návrh řešení aplikace
Protože v požadavcích na aplikaci, bylo uvedeno, že graf bude možno graficky zadávat a editovat 
maticová  reprezentace  grafů  v paměti  se  mi  jevila  jako  značně  nevýhodná,  především  kvůli 
výpočetní  náročnosti  při rozšiřování  matice.  Vybíral  jsem  tedy  mezi  dynamickými  datovými 
strukturami. Nakonec jsem zvolil pro reprezentaci grafu seznam uzlů a hran. Protože jsem aplikaci 
implementoval  v programovacím  jazyce  Java,  využil  jsem  přímo  vestavěného  datového  typu 
Vector.
Grafickou podobu grafu jsem se rozhodl zobrazovat klasicky, tedy uzly jako malé kružnice 
a hrany jako přímé čáry.  Protože jsem se rozhodl  implementovat  algoritmus,  vycházející  svým 
principem  z kategorie  algoritmů,  založených  na silách,  nenavrhoval  jsem  aplikaci,  která  by 
umožňovala zadávání smyček. Důvodem byl fakt, že smyčka v těchto algoritmech neovlivní model 
žádnou energií, takže na výsledné zobrazení grafu nemá žádný vliv. A podstatným důvodem byl 
hlavně fakt, že při kreslení hran jako přímých čar, je znázornění smyčky nemožné. Vyloučil jsem 
také kreslení násobných hran, protože jejich znázornění tak, aby se hrany nepřekrývaly by bylo 
stejně omezeno určitým počtem maximální násobnosti hrany (podle velikosti značky uzlu).
V seznamu tak bude, jak každý vrchol, tak každá hrana, zcela  jedinečná. Proto bych mohl 
zvolenou reprezentaci  grafu v počítači  klidně nazvat,  místo seznamu vrcholů a hran,  množinou 
vrcholů a hran.
Vzorem, jak by má aplikace mohla vypadat, mi byl polský projekt force-based-graph (viz 
[17]),  který  využívá  také  algoritmus  založený  na silách  (algoritmus  Kamada-Kawai)  a je 
implementován v jazyce Java. V tomto programu jsem vytvořil obrázky 6 a 7 a využíval jsem ho 
pro porovnávání mého algoritmu s algoritmem Kamada-Kawai.
Pro návrh celé aplikace jsem použil  UML (Unified Modeling Language), pomocí kterého 
jsem si namodeloval diagram tříd (obrázek 9). U každé třídy jsem uvedl hlavičky pouze některých 
veřejných  metod,  takže  výčet  není  kompletní.  Pro úplný  výčet  metod  dané  třídy  je  potřeba 
nahlédnou do dokumentace zdrojového kódu, která byla vytvořena nástrojem javadoc a je umístěna 
na přiloženém CD. Viz  podkapitola 5.4. Samozřejmě každá třída obsahuje i mnoho soukromých 
nebo chráněných proměnných a metod. Ty už ovšem v dokumentaci nejsou. Ale pro případ, že by 
někdo mé zdrojové kódy ještě upravoval, jsou tam tyto části řádně okomentovány.
24
25
Obrázek 9: Diagram tříd
V diagramu  je  vyznačena  pouze  jedna  dědičnost,  kdy  dědí  třída  Ohodnocena_hrana 
vlastnosti od třídy Hrana. Ve skutečnosti má každá třída z diagramu svého předka, od kterého dědí 
jeho  vlastnosti,  protože  jazyk Java  je  objektově  orientovaný.  Třída  FilterSouboru  je  odvozena 
od třídy,  nacházející  se  v balíku  javax.swing.filechooser.FileFilter.  Třída  Gui,  která  je  zároveň 
hlavní  třídou  celé  aplikace  (obsahuje  totiž  hlavní  funkci  main),  je  odvozena  od třídy  z balíku 
javax.swing.JFrame.  Třídy  Konfigurace  a XmlParser  dědí  vlastnosti  od třídy  z balíku 
org.xml.sax.helpers.DefaultHandler. Třídy OhodnoceniDialog a Plocha jsou potomky třídy z balíku 
javax.swing.JDialog, respektive javax.swing.JPanel.  Ostatní třídy aplikace explicitně nic nedědí, 
takže je jim implicitně přiřazena, jako přímý předek, třída java.lang.Object.
Základem  celé  aplikace  je  třída  Gui,  která  implementuje  grafické  uživatelské  rozhraní 
a spolupracuje  s většinou ostatních  tříd.  Také  obstarává  export  dat  a ukládání  konfigurace  celé 
aplikace.
Třída FiltrSouboru implementuje, jak už název sám napovídá, filtr souborů. Ten se používá 
při zobrazování dialogových oken pro načtení nebo uložení grafu. Třída zajistí  zobrazení pouze 
požadovaných typů souborů v těchto dialogových oknech.
Třída Plocha je velmi podstatná část celé aplikace. Tato třída totiž poskytuje přístup k datům 
celého grafu. Data grafu jsou uložena v seznamu uzlů a seznamu hran, implementovaného pomocí 
datového  typu  Vector.  Tato  data  je  možno  prostřednictvím  této  třídy  přidávat,  procházet, 
modifikovat nebo mazat. Třída se také stará o vykreslení celého grafu, díky překrytí metody paint 
rodičovské komponenty JPanel. Při vykreslení používá antialiasing pro vyhlazení hran grafických 
objektů a písma. Souřadnice uzlů jsou ve tvaru desetinného čísla (pro přesnost výpočtu) a teprve 
před vykreslením uzlu se zaokrouhlí na celé číslo.
Třída  XmlParser,  slouží  jako syntaktický analyzátor  při načítání  dat  ze souboru.  Načtená 
data  předává  třídě  Plocha.  Obdobným  způsobem  pracuje  třída  Konfigurace,  pouze  analyzuje 
konfigurační data aplikace uložená v konfiguračním souboru. Načtenými daty inicializuje nastavení 
aplikace.
Ve třídě  Fruchterman je  implementován samotný zobrazovací  algoritmus,  založený právě 
na algoritmu  Fruchterman-Reingold.  Tato  třída  úzce  spolupracuje  s třídou  Plocha,  pomocí  níž 
přistupuje k datům grafu a modifikuje souřadnice uzlů grafu.
Třída OhodnoceniDialog je velmi jednoduchá. Implementuje totiž pouze dialogové okno, 
pro změnu ohodnocení vybrané hrany grafu.
Třídy  Hrana,  Ohodnocena_hrana  a Uzel  potom  implementují  datové  typy  základních 
stavebních prvků grafu a poskytují metody pro modifikaci jejich vlastností.
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5.1 Fruchterman-Reingold a jeho modifikace
Při návrhu vlastního zobrazovacího algoritmu jsem vycházel z algoritmu Fruchterman-Reingold, 
který  podle  literatury  dosahoval  z kategorie  algoritmů,  založených  na silách,  velmi  dobrých 
výsledků.  Protože  nepředpokládám,  že  by  má  aplikace  měla  zpracovávat  řádově  tisíce  uzlů, 
nepoužil  jsem  k urychlení  výpočtu  nějaký  jednodušší  algoritmus  pro předzpracování  dat. 
U menších grafů by totiž mohla být režie, spojená s předáváním výpočtu a inicializací algoritmu 
vyšší, než samotné urychlení výpočtu. Při studiu tohoto algoritmu jsem čerpal především z [21], 
kde  je  podrobně  popsán,  včetně  několika  návrhů  jak  jeho  činnost  urychlit.  Proto  zde  v této 
podkapitole přiblížím implementovaná vylepšení a urychlení.
Jak už jsem psal v předchozí kapitole, tak částečně algoritmus vychází z původního pružinového 
algoritmu. Nahradil ale jeho vztah pro výpočet přitažlivé síly f a=k a⋅log d  , tímto vztahem: 
f a=
d 2
k
. Tuto sílu počítá pro hrany grafu, bez ohledu na jejich délku. Neporovnává se zde totiž 
délka hrany s klidovou délkou pružiny. Díky absenci logaritmu v tomto vztahu není výpočet tak 
výpočetně  složitý,  jako  tomu  bylo  u pružinového  algoritmu.  Odpudivou  sílu  počítá  pomoci 
klasického výrazu, tedy f r=
k
d 2
, ale pro všechny uzly navzájem.
5.1.1 Mřížkový algoritmus
Pánové  Fruchterman  a Reingold  si  také  všimli,  že  při určitých  vzdálenostech  uzlů,  které  jsou 
propojeny hranou, se přestává odpudivá síla uplatňovat (viz obrázek 10), a výsledná síla působící 
na uzel  je  téměř  totožná  se  silou  přitažlivou.  Rozhodli  se  proto,  odpudivou sílu  počítat  pouze 
pro určité okolí uzlu. Toto okolí stanovili na hodnotu 2k, kde k je optimální vzdálenost mezi uzly, 
ovšem  zde  už  se  v  jejím  výpočtu  nevyskytuje  konstanta  C.  Výpočet  je  tedy  takovýto: 
k= plochapočet uzlů .  Pro upřesnění  ještě  dodám,  že  výsledná síla  (žlutá  křivka na obrázku 10) 
protíná osu x právě v místě, která odpovídá optimální vzdálenosti mezi uzly k. Tento urychlující 
algoritmus  nazvali  mřížkový  (grid-square).  Mřížkový  se  nazývá  proto,  protože  si  algoritmus 
virtuálně celou zobrazovací plochu rozdělí mřížkou na čtverce o straně 2k. Potom podle souřadnic 
uzlu zjistí,  do kterého oblasti  patří,  a také  ví,  v jakých oblastech má hledat  uzly,  které  mohou 
na právě zkoumaný uzel působit odpudivou silou. Díky tomuto vylepšení se může snížit složitost 
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jedné iterace algoritmu Fruchterman-Reingold až na O(|V| + |E|), protože obvykle po provedení pár 
počátečních iterací,  bývají  uzly grafu rozloženy rovnoměrně po zobrazovací  oblasti  a v každém 
čtverečku mřížky se tak vyskytuje minimum uzlů.
5.1.2 Zobrazovací oblast
Další problematikou, kterou bylo potřeba v algoritmu řešit, bylo jeho chování, při pokusu posunout 
uzel mimo oblast, ve které má být graf vykreslen. Je logické, že rozměry oblasti, do které má být 
umístěný graf, jsou vždy nějakým způsobem omezeny. Proto je nutné zajistit, aby se uzly během 
výpočtu pohybovaly pouze v této oblasti.
Možností, jak řešit případný pokus o umístění uzlu grafu mimo stanovenou oblast, je hned 
několik. Téměř vždy jsou ale okraje zobrazovací oblasti modelovány jako pevné překážky, které 
nelze  při posunu  uzlu  překonat.  Proto  se  někdy  může  zobrazený  graf  jevit  u okraje  jako 
zdeformovaný.
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Obrázek 10: Závislost působící síly na vzdálenosti uzlů spojených hranou
Závislost působící síly na vzdálenosti uzlů
Přitažlivá síla
Odpudivá síla
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Jednou z možností, která by napadla hned každého, je tzv. neelastická kolize (obrázek 12). 
Uzel se posouvá svým původním směrem, dokud nenarazí na okraj oblasti. Pokud narazí na okraj 
oblasti, zůstane umístěný v místě nárazu a dále ve své dráze nepostupuje.
Další možností je modelovat hranici oblasti jako elastickou, od které se uzel odrazí podle 
fyzikálních zákonů (tedy, že úhel dopadu = úhel odrazu). Toto řešení se nazývá elastická kolize a je 
znázorněno na obrázku 11. Toto řešení tak připomíná metodu ray tracing, známou z počítačové 
grafiky, při které se počítají odrazy světelných paprsků od různých povrchů. Jedná se o poměrně 
náročnou  metodu,  která  je  podle  mého  názoru  velmi  diskutabilní.  Na příkladu,  vyobrazeném 
na obrázku 11, je totiž patrné, že uzel může být v některých případech umístěn zcela jinam, než 
bylo původně požadováno. Zejména proto a také kvůli náročnosti výpočtu, jsem tuto metodu ve své 
aplikaci nepoužil.
Použil jsem totiž metodu, která je blízká neelastické kolizi. Rozdíl je v tom, že po nárazu 
uzlu  do okraje  oblasti,  pokračuje  v pohybu ve zbývající  dimenzi  tak,  aby  se  dostal  do největší 
možné blízkosti  původně zamýšleného umístění.  Když tedy narazí  například do horního okraje 
oblasti, nemůže se už pohybovat v ose y, tak se dále posouvá pouze v ose x. Tento pohyb je určen 
rozkladem zbývající síly do směrů x a y. Viz obrázek 13. Tuto metodu jsem nazval klouzání podél 
okraje.
29
Obrázek 12: Neelastická kolize Obrázek 11: Elastická kolize
Obrázky 11, 12 a 13 byly převzaty z [21].
Časem jsem ale zjistil, že tato varianta trpí jedním neduhem, který se objevuje velmi zřídka, 
ale existuje. Jedná se o občasné překrytí některých uzlů. Výsledný graf potom vypadá, jako by se 
některé uzly z něj vytratili. Vše je způsobeno tím, že jsou v zákrytu. Dlouho jsem zjišťoval, co toto 
chování způsobuje, až jsem přišel na to, že za to může právě kolize s okrajem zobrazovací oblasti. 
Někdy se totiž může stát, že dva uzly (nebo i více) „dokloužou“ podél okraje na totožnou pozici. 
Při absenci kolize s okrajem oblasti  by se toto nikdy nemohlo stát, protože na sebe uzly působí 
odpudivou silou, takže jejich umístění tuto sílu započítává. Ale pokud dojde ke kolizi, odrazem se 
uzel posouvá v jiném než původně vypočteném směru a může tato nepříjemná situace nastat. Poté 
nastane v další  iteraci algoritmu Fruchteman-Reingold při výpočtu odpudivé síly k dělení nulou, 
protože vzdálenost  překrytých uzlů je  0.  Já  ve svém kódu při výpočtu odpudivé síly  kontroluji 
jmenovatel na výskyt nuly. Pokud se zde vyskytuje nula, nastavím odpudivou sílu také na nulu. 
Toto mi zamezilo pádu aplikace, ale také velmi zkomplikovalo odhalení příčin překrytých uzlů. 
Po odhalení  příčiny  jsem problém vyřešil  následovně.  Pokud  nastane  kolize,  aplikuji  klouzání 
podél okraje. Ale před umístěním uzlu na cílovou pozici, kontroluji, zda se na této pozici nenachází 
už nějaký jiný uzel. Pokud ano, klouže uzel zpět na místo své kolize s okrajem, a cestou zpět hledá 
volné  místo,  vzdálené  minimálně  o poloměr  uzlu,  kde  se  žádný jiný  uzel  nenachází.  Na první 
takové je uzel  umístěn.  Bývá tedy velmi  blízko jiného uzlu.  To ovšem nevadí,  protože v další 
iteraci mezi těmito blízkými uzly zapůsobí obrovská odpudivá síla, která je oddělí.
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Obrázek 13: Klouzání podél okraje
Tento problém, který jsem zde musel řešit, se musí ale logicky vyskytovat i u elastické a také 
u neelastické kolize. Proto mě docela udivilo, že v žádné literatuře jsem nenalezl zmínku o této 
problematice.
5.2 Základní funkce a vlastnosti mé aplikace
V této podkapitole uvedu pouze seznam funkcí aplikace s jejich stručným vysvětlením, především 
z implementačního hlediska. Podrobnější popis použití konkrétní funkce je uveden v uživatelském 
manuálu, který je součásti této práce, jako příloha 1.
Aplikace umožňuje editaci grafů. Tedy vkládání nových uzlů a hran, posouvání uzly, mazání 
uzlů  a hran  a také  smazání  celé  zobrazovací  plochy.  Pro vzájemné  rozlišení  jednotlivých  uzlů 
aplikace,  obsahuje  funkci  obarvení  uzlů.  Uzly může uživatel  obarvit  jednak ručně,  nebo může 
použít automatické obarvení.
Při automatickém obarvení se pro obarvení uzlů používá 26 barev. Každému z uzlů se přiřadí 
jedna barva z tohoto rozsahu. Pokud je uzlů více než barev, některé barvy se opakují. Použil jsem 
tedy  radši  rozlišování  uzlů  pomocí  barev,  než  pomocí  klasického  číselného  nebo  písmenného 
označení, které podle mého názoru nebývá vždy přehledné a hlavně je hůře zapamatovatelné, než 
barevné rozlišení.
Implicitně  je  každá  hrana  kreslená  jako  neohodnocená.  V aplikaci  je  implementována 
funkce,  která  automaticky  každou  hranu  ohodnotí  náhodným  číslem  v rozsahu,  zadaným 
v nastavení  aplikace.  Poté  už  se  každé  nově nakreslené hraně  přiřadí  implicitní  ohodnocení  1. 
Ohodnocení  každé  hrany,  lze  samozřejmě  změnit.  Automatické  a implicitní  ohodnocení  je 
v aplikaci implementováno pouze proto, aby nemusel při každé nově nakreslené hraně vyplňovat 
její  hodnotu. Ze stejného důvodu bylo implementováno i výše zmiňované automatické obarvení 
grafu. Umožněno je tak kreslit buď samé ohodnocené nebo samé neohodnocené hrany, ale nikdy ne 
jejich kombinaci.
Nejpodstatnější částí celé aplikace je samozřejmě zobrazovací algoritmus. Ten může uživatel 
zavolat explicitně a algoritmus se pokusí vylepšit zobrazení grafu, který uživatel na zobrazovací 
plochu nakreslil.  Jinak je tento algoritmus použit  implicitně při načítaní  dat  ze souboru,  u nichž 
nejsou uloženy souřadnice jednotlivých uzlů.
Samozřejmě obsahuje aplikace i možnost exportu a importu dat. Formát, který tato aplikace 
používá je velmi podrobně popsán v následující kapitole. Formát je velmi variabilní a v aplikaci lze 
nastavit co vše se do něj bude ukládat.
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Mimo ovlivnění samotného formátu umožňuje aplikace nastavit své barevné rozvržení. Tedy 
výchozí barvu nově přidaného uzlu, barvu hran a také barvu pozadí zobrazovací plochy. Dále je 
možno nastavit  jak velké se  budou uzly vykreslovat  a jaká je maximální  hodnota  u náhodného 
ohodnocení hran. Celé toto nastavení aplikace se vždy ukládá do konfiguračního souboru aplikace. 
Ten se vytvoří vždy v domovském adresáři uživatele a jmenuje se konfigurace.cnf. Tento soubor je 
ve formátu XML. Princip, jakým jsou data v tomto souboru strukturována, je obdobný jako princip 
popsán v následující kapitole, věnující se vstupnímu a výstupnímu formátu aplikace. Navíc názvy 
značek a atributů použitých v tomto souboru, jsou samovysvětlující.
5.3 Požadavky na cílovou platformu
Jak už jsem několikrát v předcházejícím textu zmiňoval, tak implementaci jsem prováděl pomocí 
programovacího  jazyka  Java.  Proto  je  nutné,  aby  bylo na cílové  platformě,  kde  se  bude tento 
program provozovat, nainstalováno minimálně běhové prostředí JRE (Java Runtime Environment) 
ve verzi 6.0 a vyšším, které dokáže spustit již přeložené zdrojové kódy nebo vytvořený jar balíček.
Pokud by se měl na cílové platformě provádět i překlad ze zdrojových kódů, bude zapotřebí 
už JDK (Java Development  Kit)  ve  verzi  6  a výše.  Pro automatizovaný překlad bude zapotřebí 
přítomnost nástroje Apache Ant minimálně ve verzi 1.7. Během vývoje jsem používal integrované 
vývojové prostředí  Netbeans ve verzi 6.5. Na přiloženém CD je umístěn celý projekt, vytvořený 
právě  v tomto  vývojovém  prostředí.  Na čtení  programové  dokumentace  bude  potřeba  také 
přítomnost libovolného webového prohlížeče.
Pro snadné  přeložení  zdrojových  kódů,  bez použití  nějakého  integrovaného  vývojového 
prostředí, stačí tedy v kořenovém adresáři spustit nástroj ant s parametrem run. Jednotlivé třídy se 
přeloží a celá aplikace se rovnou spustí. Pro vytvoření programové dokumentace slouží parametr 
javadoc.  Programová dokumentace se  vytvoří  v adresáři  dist/javadoc.  Pro vytvoření  jar  balíčku 
z přeložených tříd slouží parametr  jar. Ten už je poté možno distribuovat k provozování aplikace 
na jiných počítačích. Tam se spustí pomocí příkazu java -jar DIP.jar.
Celý  projekt  jsem  vyvíjel  pod operačním  systémem  linux,  konkrétně  Kubuntu  8.04 
a průběžně jsem aplikaci testoval na školním serveru merlin.fit.vutbr.cz. Díky použití javy, by měla 
být aplikace zcela funkční i na jiných operačních systémech.
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5.4 Struktura přiloženého CD
Obsah CD, dodávaného jako příloha, je následující (popisuji pouze nejdůležitější části):
• Aplikace – Adresář obsahující celý projekt z vývojového prostředí Netbeans.
◦ dist –  Podadresář  obsahující  programovou  dokumentaci  vygenerovanou  nástrojem 
javadoc a jar balíček celé aplikace DIP.jar.
◦ ikony – Podadresář obsahující ikony používané v aplikaci.
◦ src – Podadresář obsahující zdrojové kódy celé aplikace v programovacím jazyce Java.
◦ build.xml – Skript pro sestavení a překlad celé aplikace pomocí nástroje Apache Ant.
• Data – Adresář obsahující příklady grafů, uložených ve vstupním formátu aplikace.
• Text – Adresář obsahující text  této diplomové práce ve formátu aplikace OpenOffice 3 
a také ve formátu pdf.
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6 Vstupní a výstupní formát
Jako vstupní a výstupní formát jsem zvolil  obecný značkovací jazyk XML (eXtensible Markup 
Language). Důvodů, proč jsem se tak rozhodl, bylo hned několik.
Jedním z nich je ten, že XML je textový formát, který je snadno přenositelný na nejrůznější 
výpočetní platformy. Protože vlastní aplikaci jsem implementoval v programovacím jazyce Java, 
jehož kód je díky využívání JVM (Java Virtual Machine) snadno přenositelný, byla by podle mého 
názoru chyba, použít nějaký formát, který je úzce vázán jen na určitou platformu. Formát je díky 
své textové reprezentaci,  a při  použití  výstižných značek snadno čitelný i člověkem.  Umožňuje 
uchovávat  spolu s daty i jejich případnou hierarchii.  Díky využívání  znakové sady Unicode lze 
v tomto formátu ukládat libovolné znaky nejrůznějších abeced.
Další výhodou tohoto formátu je fakt, že je mnoha aplikacemi již používán a proto mohou 
být data z nejrůznějších počítačových programů použita jako vstupní data mé aplikace (samozřejmě 
po správné  transformaci).  Postup  je  možný  samozřejmě  i opačný,  kdy  mé  data  budou  použity 
pro cizí  aplikaci.  XML  bylo  vyvinuto  a standardizováno  konsorciem  W3C,  které  také 
standardizovalo mnoho nástrojů a technologií, které se samotným XML souvisí. Příkladem může 
být  XML Schema,  které  umožňuje  předepsat  dokumentu strukturu a datové typy atributů nebo 
hodnot..  Další  užitečnou  pomůckou  je  standard  XSLT  (eXtensible  Stylesheet  Language 
Transformations), který slouží k transformaci XML dat do libovolného jiného formátu pomocí tzv. 
stylu XSLT. Použitím této technologie na data jiných programů, také využívajících XML formát, 
lze snadno importovat data do mé aplikace. Naopak při exportu už nemusí cílová aplikace nutně 
využívat  XML,  ale  postačí  libovolný textový formát.  Pro vyhledávání  a adresování  částí  XML 
dokumentu  můžeme použít  například  jazyk XPath.  Nástrojů  pro práci  s tímto  formátem máme 
opravdu mnoho. [18]
S tímto faktem souvisí další důvod, proč jsem XML použil. Pro tento formát totiž existuje 
i podpora přímo v mnoha programovacích jazycích.  Existují  tak přímo syntaktické analyzátory, 
díky kterým lze velmi snadno naprogramovat načítání (někdy i ukládání) dat z dokumentu XML. 
Ve své  práci  jsem  použil  syntaktický  analyzátor  SAX,  jehož  implementace  je přítomna 
už v základní instalaci Javy. Stačí v kódu použít jen správné balíky.
Samozřejmě  má  tento  formát  i své  nevýhody.  Hlavní  nevýhodou  je  podle  mého  názoru 
poněkud „nabobtnalá“ syntaxe. Často se tak stává, že objem značek je vyšší než objem samotných 
dat. Může za to časté používání párových značek a také neomezená délka názvu značky. Také je 
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zde absence jakékoliv komprese. Soubory v tomto formátu proto mohou být značně objemné, což 
může  být  velmi  nevhodné  při posílání  dat  po síti  nebo  při ukládání  v zařízeních  s omezenou 
kapacitou paměti (mobilní telefony, kapesní počítače apod.).
V případě mé aplikace je tato nevýhoda docela eliminována velikostí grafů, které se budou 
v tomto  formátu  ukládat.  Grafy  se  vykreslují  na omezenou  plochu  o maximální  velikosti, 
odpovídající  přibližně  velikosti  obrazovky.  I při velmi  vysokém  rozlišení  dnešních  moderních 
monitorů je podle mých zkušeností maximální počet uzlů, které se mohou na plochu umístit, tak 
aby byl graf ještě přehledný, maximálně 300 uzlů. Varianta s největším objemem dat je úplný graf 
(tedy  graf,  v němž jsou  každé  dva  vrcholy  spojeny hranou).  Přibližným výpočtem mi vychází 
velikost souboru, kde by byl tento graf uložen v mém navrženém formátu, vychází na 2 MB. Není 
to tedy zase až tak hrozivé číslo a navíc se jedná o velice extrémní případ. Nejčastěji se bude objem 
dat pohybovat v desítkách kB. Účelem aplikace není posílání dat po síti a na mobilních telefonech 
nebo kapesních počítačích se asi moc používat nebude. Navíc v případě nouze lze díky textové 
reprezentaci dat, s úspěchem použít mnoho komprimačních algoritmů.
6.1 Syntaktický analyzátor SAX
Pro načítání  dat  z XML formátu jsem ve své práci  použil  syntaktický analyzátor  (parser)  SAX 
(Simple API for XML). V porovnání s konkurenčním přístupem DOM (Document Object Model) 
vykazuje při své činnosti  větší rychlost a také menší paměťovou náročnost.  Tyto vlastnosti jsou 
dány  především  odlišným  přístupem  ke zpracovávání  dokumentů.  Parser  DOM  načítá  celý 
dokument  najednou a vyrobí  si  z něj  v paměti  stromovou strukturu.  Naproti  tomu SAX parser 
zpracovává  dokument  proudově,  takže  nespotřebuje  tolik  paměti.  Během  procházení  vyvolává 
SAX parser různé události, které je potřeba ošetřit v kódu. Odchycením těch správných událostí si 
můžeme vyfiltrovat požadovaná data.
Jak už jsem psal výše psal, tak SAX parser je přímo součástí základní instalace Javy, kdežto 
při použití jiných parserů jako je například DOM4J nebo JDOM se musí k aplikaci dodat zvlášť 
ve formě knihovny.
6.2 Popis vlastního formátu
Vstupní a výstupní formát aplikace je velmi jednoduchý. Nicméně jeho textový popis by se mohl 
jevit jako krkolomný a značně nepřehledný. Proto uvedu konkrétní příklad grafu, který je v tomto 
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formátu zakódovaný. Na něm už snad bude syntaxe formátu snadno pochopitelná. V odstavcích 
následujících po příkladu budou mimo jiné uvedeny podrobnější informace, především o různých 
omezeních a reakcích aplikace na situace, kdy tato omezení dodržena nebudou. Navíc pro formální 
specifikaci  jsem na přiložené CD umístil  XML Schema tohoto formátu.  Viz  příloha 2.  Protože 
značky a atributy jsem volil takové, aby už z názvu bylo patrné co znamenají, může být v textu 
někdy problém rozlišit,  zda je například řeč o uzlu jako takovém, nebo o značce <uzel>.  Proto 
atributy a značky v textu vyznačuji tučným písmem.
Příklad  je  psán  kurzívou  a jedná  se  o velmi  jednoduchý  ohodnocený  úplný  graf  o třech 
uzlech. Graf tak tvoří trojúhelník. Spolu s topologií grafu jsou v tomto formátu uloženy souřadnice 
jednotlivých uzlů, jejich barva a také ohodnocení hran.
<graf>
<uzly pozice="1" barvy="1">
<uzel id="0" x="483" y="259" r="0" g="255" b="0"/>
<uzel id="1" x="353" y="555" r="255" g="0" b="0"/>
<uzel id="2" x="673" y="520" r="0" g="0" b="255"/>
</uzly>
<hrany ohodnocene="1">
<hrana uzel1="0" uzel2="1" hodnota="8"/>
<hrana uzel1="1" uzel2="2" hodnota="2"/>
<hrana uzel1="2" uzel2="0" hodnota="9"/>
</hrany>
</graf>
Veškerá data musí být umístěna mezi párovou značkou graf (tedy <graf> a </graf>). Uvnitř 
této značky jsou data rozdělena na dvě sekce pomocí vnořených párových značek uzly a hrany. 
Značka  uzly má povinné atributy  pozice a  barvy. Hodnoty těchto atributů signalizují, zda 
jsou  u jednotlivých  uzlů  uložené  i jejich  souřadnice  respektive  jejich  barva.  Pokud  je  hodnota 
některého  z těchto  atributů  nulová,  souřadnice,  respektive  barvy  uzlů  uloženy  nejsou.  Naopak 
pokud je hodnota některého z atributů libovolné kladné číslo, signalizuje to, že s jednotlivými uzly 
jsou uloženy i jejich souřadnice, respektive jejich barva. Této vlastnosti lze využít, pro náhodné 
rozmístění uzlů, i když je v souboru uložena jejich pozice. Stačí pouze vynulovat hodnotu atributu 
pozice a souřadnice uzlů se budou ignorovat a aplikace rozmístí uzly po zobrazovací ploše zcela 
náhodně. Obdobným způsobem můžeme ignorovat uložené barvy uzlů.
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Uvnitř značky uzly už jsou uloženy data jednotlivých uzlů pomocí vnořených značek  uzel 
a jejich atributů.  Každá tato  značka tedy reprezentuje  jeden uzel  grafu.  Značka  uzel má jeden 
povinný atribut  id a pět nepovinných  x, y, r, g a  b.  Hodnota atributu  id musí být jednoznačná 
nenulová celočíselná hodnota.  Slouží  k přesné identifikaci  uzlu.  Pokud by byla  u uzlů hodnota 
tohoto  atributu  stejná,  aplikace  načte  pouze  první  takový  uzel  a ostatní  ignoruje.  Výskyt 
nepovinných  atributů  x a y,  které  obsahují  souřadnice  uzlů,  je  dán  právě  hodnotou  výše 
zmiňovaného atributu pozice u nadřazené značky uzly. Pokud jsou tedy tyto atributy uvedeny, je 
vyžadováno, aby měly nenulovou celočíselnou hodnotu. Obdobně se řídí výskyt atributů r, g a  b 
hodnotou atributu barvy u nadřazené značky uzly. Jak už samy názvy těchto atributů napovídají, 
tak  kombinací  jejich  hodnot  se  určuje  barva  uzlu  pomocí  RGB barevného modelu.  Hodnotou 
každého z těchto atributů tak může být pouze celé číslo v rozsahu 0 - 255.
Druhá  sekce  dat  popisuje  jednotlivé  hrany  grafu.  Sekce  je  ohraničená  párovou značkou 
hrany, která má povinný atribut  ohodnocene. Jeho hodnota určuje (0 = NE, kladné celé číslo = 
ANO), zda je s jednotlivými hranami uložené i jejich případné ohodnocení. Opět i v tomto případě 
můžeme změnou hodnoty zařídit ignoraci přítomného ohodnocení.
Uvnitř této sekce se už vyskytují data jednotlivých hran, pomocí vnořených značek  hrana 
a jejich  atributů.  I zde každá  značka reprezentuje  jednu hranu.  Má dva  povinné atributy  uzel1 
a uzel2 a jeden  nepovinný  atribut  hodnota.  Hodnotou  atributů  uzel1 a  uzel2 musí  být  id 
existujícího uzlu, který byl definován v předchozí sekci. Jedná se tedy o počáteční a koncový uzel 
hrany.  Výskyt  nepovinného  atributu  hodnota je  opět  závislý  na hodnotě  atributu  ohodnocene 
u nadřazené značky hrany. Obsahuje pak kladné ohodnocení dané hrany.
Aplikace nepracuje s orientovanými hranami, takže na pořadí uzlů v popise hrany nezáleží. 
Je ale vhodné udržovat nějaké jednotné pořadí, pro případ budoucího rozšíření aplikace. Aplikace 
označuje uzly podle pořadí ve kterém byly vybrány při grafickém zadávání hrany.
Smyčky a násobné hrany nejsou povoleny.  Algoritmus zobrazuje hrany jako přímé čáry, 
takže smyčky by nebylo možné ani vykreslit. Kreslení násobných hran tak, aby se nepřekrývaly by, 
pomocí  přímých  čar,  šlo  také  velmi  těžko  realizovat.  Při pokusu  o načtení  dat,  které  obsahují 
smyčku,  bude  na  tuto  skutečnost  uživatel  upozorněn.  Při pokusu  o načtení  dat,  které  obsahují 
násobné hrany se načte vždy pouze první z těchto násobných hran a ostatní se ignorují.
Ve své  aplikaci  používám  pro reprezentaci  grafu  v paměti  seznam  uzlů  a seznam  hran. 
Při ukládání  tohoto  grafu  do výstupního  formátu  tedy  jednoduše  procházím  oba  seznamy 
a postupně zapisuji  data do souboru.  Pro zvýraznění struktury dat se před vnořené data zapisují 
tabulátory  tak,  aby  byla  data  přehledně čitelná  i člověkem.  Protože  uživatel  může mazat  uzly, 
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nemusí poté id jednotlivých uzlů na sebe ve výstupním souboru navazovat a mohou se vyskytovat 
v jejich posloupnosti nejrůznější výpadky. To ale vůbec nevadí, důležité je pouze to, aby id uzlu 
bylo jednoznačné.
Uživatel má taky možnost nastavit si způsob ukládaní grafů. V případě ohodnoceného grafu 
má uživatel možnost ovlivnit, zda se bude toto ohodnocení hran ukládat. Může si také zvolit zda se 
budou do souboru ukládat  i souřadnice  jednotlivých uzlů nebo jejich barva.  Vše lze  jednoduše 
provést pomocí několika zatržítek (checkboxů) v nastavení aplikace. Viz příloha 1.
Uložením  souřadnic  zajistíme  vždy  shodné  zobrazení  grafu  při opětovném  načtení. 
Při načtení  totiž  data  už  neupravuje  zobrazovací  algoritmus.  Při exportu  dat  na jiný  počítač 
(především pokud disponuje monitorem s menším rozlišením) je naopak vhodné souřadnice uzlů 
neukládat. Zajistí se tak, že se graf vždy celý „vejde“ do okna aplikace. Data se totiž přepočítávají 
zobrazovacím  algoritmem,  který  zohledňuje  velikost  okna.  Při načítání  dat  s uloženými 
souřadnicemi do okna s menšími rozměry nebo s menším rozlišením se může stát, že některé uzly 
nebudou  zobrazeny,  protože  jejich  souřadnice  jsou  mimo rozsah  okna.  V této  situaci  je  právě 
vhodné  ručně  editovat  vstupní  soubor  a nastavit  hodnotu  atributu  pozice prvku  uzly na nulu. 
Aplikace  pak  bude  souřadnice  ignorovat  a pro rozmístění  prvků  po zobrazovací  ploše  použije 
zobrazovací algoritmus.
V případě rozšíření  aplikace o nové funkce je  i tento formát,  díky syntaxi  XML, snadno 
rozšířitelný o nové značky nebo atributy.
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7 Ukázka práce mého algoritmu
Jako otestování, zda zobrazovací algoritmus pracuje správně, jsem si v aplikaci nejdříve nakreslil 
složitější  graf  o 30-ti  uzlech,  který je  symetrický.  Chtěl  jsem totiž  otestovat,  zda tuto symetrii 
dokáže  v datech  nalézt.  Nakreslený  graf  jsem  si  uložil,  ale  bez  souřadnic  jednotlivých  uzlů, 
do souboru (ten je také uložen na přiloženém CD). Následně jsem tento graf načetl  do aplikace 
zpět.  Protože  nebyly  uloženy  souřadnice,  implicitně  by  se  měl  použít  zobrazovací  algoritmus. 
Pro testovací  účely  jsem  ale  implicitní  volání  zobrazovacího  algoritmu  vypnul  a nechal  uzly 
rozmístit po ploše zcela náhodně (také proto, abych si mohl udělat screenshot situace). Teprve poté 
jsem zavolal zobrazovací algoritmus, který se snažil uzly rozmístit „čitelněji“. Na obrázku 14 je 
situace před zavoláním algoritmu:
Na obrázku 15 je už situace po zavoláni zobrazovacího algoritmu. Na první pohled je patrné, 
že se symetrii si algoritmus poradil velice dobře a uzly jsou rovnoměrně rozprostřeny. Výpočet byl 
téměř okamžitý. Netrval ani jednu vteřinu (notebook s procesorem Pentium M 1,6 GHz, 1024 MB 
RAM). V tomto ohledu jsem s implementovaným algoritmem velmi spokojen.
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Obrázek 14: Situace před zavolání zobrazovacího algoritmu
Naopak při práci  s nesouvislými grafy už tak dobré výsledky nedodává.  Je to způsobeno 
právě  působením  odpudivé  síly  v modelu  sil.  Tyto  síly  způsobují,  že  se  jednotlivé  části 
nesouvislého grafu zobrazují  v těsné blízkosti  okrajů obrazovky a střed obrazovky (kde uživatel 
obvykle očekává výsledek) zůstává prázdný. Viz obrázek 16.
Pro zobrazování  kořenových  stromů,  známých  především  z informatiky,  bych  tento 
algoritmus  také  nedoporučil.  Zobrazení  je  sice  pěkně  symetrické,  ale  neodpovídá  zažitým 
konvencím kreslení kořenových stromů. Tedy kořen stromu nebývá umístěn nejvýše, ale v tomto 
případě  bývá  často  uprostřed  celého  grafu,  což  v některých  případech  může  znesnadnit  jeho 
identifikaci a uživatel tak nemusí vůbec poznat, že se jedná o strom. Bývá také komplikovanější 
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Obrázek 15: Situace po zavolání zobrazovacího algoritmu
poznat,  v jaké  úrovní  se  konkrétní  uzel  nachází,  neboť  úrovně  stromu  nejsou  vykreslovány 
v rovině, ale spíše do pomyslného kruhu. Viz obrázek 17.
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Obrázek 16: Nesouvislý graf
Obrázek 17: Binární strom
8 Závěr
Tím  nejdůležitějším  cílem  práce  bylo  implementovat  metodu  grafického  zobrazování  grafů 
v počítači,  s možností  tento  graf  editovat.  Tento  cíl  se  podařilo  splnit.  Při implementaci  jsem 
vycházel především z algoritmů, které zobrazování grafu řeší jako optimalizační problém. Graf tak 
řeší jako složitý fyzikální systém, kde působí různé síly.
Algoritmus,  který  jsem  implementoval  se  při zobrazování  grafů  snaží  především 
o rovnoměrné  rozložení  uzlů  a o symetrii  grafu.  Proto  dosahuje  pěkných  estetických  výsledků 
především u symetrických grafů. Naopak u nesouvislých grafů jsou výsledky horší (viz předchozí 
kapitola).
Bohužel  zobrazení  ohodnoceného  grafu,  který  by  zohledňoval  ohodnocení  hran, 
při zobrazování délky hrany, je u tohoto typu algoritmu velmi problematické. Na jeden uzel grafu 
může působit  totiž  mnoho různých sil,  které  mohou délku  hrany ovlivnit.  Při experimentování 
s vykreslováním hran, které by byly úměrné svému ohodnocení, jsem tak dostával někdy značně 
zkreslené výsledky. Proto jsem od možnosti zobrazovat délku hrany, úměrnou její délce, pomocí 
tohoto typu algoritmu upustil.
Mohl  by to být  ale námět  na budoucí  rozšíření  aplikace.  Implementací  jiného algoritmu, 
který  by  se  použil  u ohodnocených  grafů,  by  se  jistě  možnosti  této  aplikace  (a také  praktická 
použitelnost) zvýšily.
Při pohledu  na velmi  obsáhlou  teorii  grafů  mne  ale  napadá  i spousta  jiných  možných 
rozšíření této aplikace. Například integrování různých druhů algoritmů pro nalezení nejkratší cesty 
grafem do aplikace. Průzkum takovýchto algoritmů byl letos řešen v rámci jiné diplomové práce. 
Implementování algoritmu pro barvení grafu by určitě této aplikaci také slušelo. Další možností by 
mohla být implementace řešení problému obchodního cestujícího nad nakresleným grafem. Obecně 
by aplikace mohla být doplněna o jakékoliv algoritmy pro řešení problémů z teorie grafů. Formát, 
který  používá  pro reprezentaci  grafů  je  velmi  pružný,  takže  budoucímu  rozvoji  bude  zcela 
vyhovovat.
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Příloha 1: Uživatelský manuál
Ovládání  celé  aplikace  je  velice  intuitivní  a její  design  se  z uživatelského  hlediska  nevymyká 
zažitým konvencím.  Převážnou  část  aplikace  lze  ovládat  pouze  pomocí  myši.  Veškeré  funkce 
aplikace  lze  vybírat  buď pomocí  klasického  menu,  nebo  pomocí  kliknutí  na příslušnou  ikonu 
v panelu nástrojů. U některých funkcí lze použít i klávesové zkratky. Případná kombinace kláves 
pro vyvolání  určité  funkce  je  vždy  uvedena  v menu  u příslušné  položky.  Okno  aplikace  tak 
většinou vypadá takto:
Aplikace umožňuje načíst graf ze souboru, případně uložit právě nakreslený graf do souboru. 
K tomu  slouží  první  dvě  ikony  zleva.  Po jejich  vybrání  se  zobrazí  klasické  dialogové  okno 
pro načtení nebo uložení. Co všechno se bude do výstupního souboru ukládat je možno ovlivnit 
v nastavení  aplikace  (třetí  ikona  zleva).  Veškeré  nastavení  se  provádí  v dialogovém okně  (viz 
obrázek 19), kde lze ovlivnit také poloměr kružnice, která reprezentuje uzel. Při používání funkce 
automatického  ohodnocení  hran,  lze  v tomto  dialogovém  okně  nastavit,  jaké  maximální 
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Obrázek 18: Okno aplikace
ohodnocení může být hraně přiřazeno. Dalšími možnými nastaveními lze upravit barevné rozvržení 
celé aplikace kliknutím na příslušný barevný čtvereček. Následně se zobrazí klasické dialogové 
okno pro výběr barvy. Tam lze jednoduše nastavit příslušnou barvu.
Po potvrzení  všech  nastavení  se  vše  uloží  do konfiguračního  souboru  aplikace 
do domovského  adresáře,  aktuálně  přihlášeného  uživatele.  Při dalším  spuštění  aplikace  se  tak 
znovu tato nastavení uplatní.
Prostřední panel ikon slouží především pro zadávání a editaci grafu v aplikaci. První ikona 
z této sekce slouží pro kreslení uzlů. Po zvolení této operace se každým kliknutím na zobrazovací 
plochu přidá jeden uzel grafu. Další ikona reprezentuje kreslení hran. Po zvolení této operace je 
nutné na zobrazovací ploše levým tlačítkem myši zvolit postupně dva uzly.
Další dostupnou operací je mazání. Po jejím zvolení lze mazat hrany nebo uzly grafu levým 
kliknutím na tento objekt.
Dále je možno provádět přesun uzlů, vybráním příslušné operace. Pak je možno tažením 
přesouvat uzly po ploše.
Dalšími operacemi je změna barvy nebo ohodnocení uzlu. Pro změnu ohodnocení je nutné 
nejprve celý graf ohodnotit (tato operace se nachází v poslední sekci ikon).
Poslední operací v editační sekci ikon je mazání plochy. Po jejím zvolení se automaticky 
veškerý obsah zobrazovací plochy smaže a implicitně se zapne kreslení neohodnocených hran.
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Obrázek 19: Nastavení aplikace
Poslední  sekce  ikon  slouží  k automatickému  obarvení  uzlů  grafu,  automatickému 
ohodnocení hran grafu a především pro spouštění zobrazovacího algoritmu.
Při automatickém obarvení se pro obarvení uzlů používá 26 barev. Každému z uzlů se přiřadí 
jedna barva z tohoto rozsahu. Pokud je uzlů více než barev, některé barvy se opakují. Tato funkce 
slouží pro vzájemné rozlišení uzlů tak, aby uživatel mohl jednotlivé uzly identifikovat. Samozřejmě 
poté může barvy jednotlivých uzlů měnit ručně pomocí příslušné operace (viz výše)
Automatické ohodnocení hran slouží pro usnadnění kreslení ohodnoceného grafu. Uživatel 
totiž nemusí, při každé nově zadané hraně, uvádět její ohodnocení. Stačí nejprve nakreslit celý graf 
neohodnocený a poté zvolit tuto operaci. Všechny hrany se ohodnotí náhodným číslem z rozsahu 
podle konkrétního nastavení. Poté je možné samozřejmě ručně opravit požadované hodnoty pomocí 
příslušné  operace  (viz  výše).  Od okamžiku  použití  této  funkce  se  automaticky  nově  přidaným 
hranám přiřazuje ohodnocení 1. Pro opětovné kreslení neohodnocených hran je nutné použít funkci 
pro smazání plochy nebo celou aplikaci restartovat.
Poslední a tou nejdůležitější funkcí celé aplikace je funkce pro automatické rozložení uzlů 
(tedy samotný zobrazovací algoritmus).  Tuto funkci lze zavolat pomocí poslední ikony vpravo. 
Algoritmus se pokusí aktuálně nakreslený graf zobrazit lépe pomocí automatického rozložení uzlů. 
V případě,  že jsou data načítána ze souboru,  kde nejsou uloženy souřadnice jednotlivých uzlů, 
použije se tato funkce implicitně.
V případě,  že  si  uživatel  nebude  jistý,  co  která  ikona  reprezentuje,  může  využít  tzv. 
bublinové nápovědy, která se zobrazí při umístění kurzoru myši nad danou ikonu.
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