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Abstract
We consider the problem of characterising expected
hitting times and hitting probabilities for imprecise
Markov chains. To this end, we consider three dis-
tinct ways in which imprecise Markov chains have
been defined in the literature: as sets of homogeneous
Markov chains, as sets of more general stochastic pro-
cesses, and as game-theoretic probability models. Our
first contribution is that all these different types of im-
precise Markov chains have the same lower and upper
expected hitting times, and similarly the hitting prob-
abilities are the same for these three types. Moreover,
we provide a characterisation of these quantities that
directly generalises a similar characterisation for pre-
cise, homogeneous Markov chains.
Keywords: imprecise Markov chain, hitting time, hit-
ting probability, lower and upper expectations
1. Introduction
Markov chains are mathematical models that probabilisti-
cally describe the uncertain behaviour of a dynamical sys-
tem [20]. We here considerMarkov chains that can only be
in a finite number of states, and that can only change state
at discrete steps in time. An important class of inferences
for Markov chains are the so called expected hitting times
and hitting probabilities for some subset A of the set of all
states X that the system can be in. Informally, their aim
is to answer the questions “How long will it take until the
system enters a state in A?” and “What is the probability of
ever visiting a state in A?”, respectively. Under some regu-
larity conditions, closed-form solutions to these questions
are available in the literature [20, 10].
A generalisation of Markov chains that also incorpo-
rates (higher order) uncertainty about one’s knowledge
of the model description itself are imprecise Markov
chains [13, 3, 11, 23, 4, 5, 6, 12, 16]. Their theoretical
foundations are based on the theory of imprecise proba-
bilities [30, 2], and they allow one to incorporate uncer-
tainties about the numerical model parameters as well as
about structural assumptions, like history independence—
the canonical Markov property—and time homogeneity.
However, the generalisation of Markov chains to their
imprecise counterpart is not unambiguous [12]. There are
various ways in which this might be done, and they can
lead to different conclusions for particular inferences of
interest.
On the one hand we have what might be called the “sen-
sitivity analysis” interpretation of an imprecise Markov
chain. Here, one’s model essentially constitutes an en-
tire set of stochastic processes that are all compatible
with one’s assessments about the system’s uncertain be-
haviour. But there are multiple versions of this interpreta-
tion, depending on which models one chooses to include
in this set; for instance, do we only include all (time-
homogeneous)Markov chains that are compatible with our
assessments [13, 3], or do we also include more general
stochastic processes [6, 12]? Each choice has its own mer-
its, depending on the particular situation. Regardless of the
choice that one makes here, inferences for this “sensitivity
analysis” interpretation always consist in computing tight
lower and upper bounds on inferences for all the models
that are included in the chosen set [12].
An entirely different formalisation of imprecise Markov
chains is based on the game-theoretic probability frame-
work that was popularised by Shafer and Vovk [21]. These
models are not necessarily given an interpretation in terms
of compatible “precise” models; rather, this theory of
stochastic processes is based on rational betting behaviour
in repeated games with uncertain outcomes, and naturally
leads to imprecise probabilistic models[4, 16, 7]. The cor-
respondence between this framework and the “sensitivity
analysis” interpretation of imprecise Markov chains was
first explored in [4, 8].
In this present work, we consider the inference prob-
lems of computing lower and upper expected hitting times
and hitting probabilities for an imprecise Markov chain—
regardless of the specific interpretation that one chooses
for these models. In fact, the first of our main results is that
these inferences are the same for all of the different types
of imprecise Markov chains discussed above. Our second
main result is an exact generalisation to the imprecise set-
ting, of a well-known characterisation of these inferences
for precise, time-homogeneousMarkov chains.
To the best of our knowledge, this problem has never
been considered in the literature at this level of generality.
The most closely related work that we are aware of is that
of Lopatatzidis et al. [17, 18], who prove similar proper-
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ties for imprecise Markov chains that have the structure of
birth-death chains. Moreover, De Cooman et al. [7] pre-
viously derived a non-linear system describing expected
hitting times, that is similar to our characterisation stated
in Corollary 13.
Some of the lengthier proofs as well as proofs of tech-
nical lemmas had to be omitted from this work because
of the page limit constraint. They are available in the ap-
pendix of an extended version of this work [15].
2. Preliminaries
Throughout, N denotes the natural numbers, and we let
N0 := N ∪ {0}. R denotes the real numbers, we define
R := R∪ {+∞}, that is, the reals that are closed above,
and we let R := R∪{−∞,+∞}. The sets R and R are en-
dowed with the usual (order) topology, and we adopt the
convention that 0 ·+∞ = 0= 0 ·−∞.
We use X to denote the finite non-empty set of states
that the Markov chain can be in. Without loss of generality,
it can be identified with the set X = {1, . . . ,k} for some
k∈N. We useL (X ) to denote the set of real-valued func-
tions on X . The set L (X ) contains all functions on X
that take values in R . Since X is finite, any f in L (X )
or L (X ) can be identified with a vector in Rk or (R)k,
respectively. The set L (X ) is endowed with the supre-
mum norm, i.e. ‖ f‖ := supx∈X | f (x)|, and the correspond-
ing norm topology.L (X ) receives the topology of point-
wise convergence.
For any A ⊂ X , we consider the indicator IA of A, de-
fined as IA(x) := 1 if x ∈ A and IA(x) := 0 otherwise. Con-
stant functions on X are simply denoted by their constant
values. Finally, point-wise multiplication of two functions
(i.e. vectors) is denoted by f · g; for example, the term
IAc ·Th
P
A in Equation (13) further on denotes the pointwise
multiplication of the functions IAc and ThPA.
2.1. “Measure-Theoretic” Imprecise Markov Chains
In order to discuss the various types of imprecise Markov
chains that arise from the “sensitivity analysis” interpreta-
tion of imprecise probabilities, we need a formalisation of
general (non-Markovian) stochastic processes. We briefly
give the measure theoretic account of this formalisation.
In this framework, the unknown—that is, uncertain—
realisation of the stochastic process is a path, which is
a function ω : N0 → X . We collect all paths in the set
Ω. This set Ω is endowed with a σ -algebra F 1 and aug-
mented to a probability space (Ω,F ,P) with a probability
measure P. A stochastic process is then a family {Xn}n∈N0
of random variables on this probability space, such that
1. Specifically, we assume that F is the σ -algebra generated by the
cylinder sets; this guarantees that all functions that we consider are
measurable.
Xn : ω 7→ ω(n) for all n ∈ N0. However, for ease of nota-
tion and terminology, we will often refer to the measure
P as the stochastic process; different processes then corre-
spond to different measures on the same measurable space
(Ω,F ).
AMarkov chain is a stochastic process that satisfies the
Markov condition, which is a conditional independence re-
lation between the random states that the process obtains.
In particular, a process P is said to be a Markov chain if
P(Xn+1 = xn+1 |X0:n = x0:n) = P(Xn+1 = xn+1 |Xn = xn) ,
for all x0, . . . ,xn,xn+1 ∈ X and all n ∈ N0, where we let
X0:n := (X0, . . . ,Xn) and similarly for x0:n. A Markov chain
is called homogeneous if, for all x,y ∈X and all n ∈ N0,
P(Xn+1 = y |Xn = x) = P(X1 = y |X0 = x) . (1)
Any homogeneous Markov chain P is uniquely
characterised—up to its initial distribution P(X0)—
by a transition matrix. A transition matrix T is simply an
|X | × |X | matrix that is row-stochastic, meaning that
for all x ∈ X , ∑y∈X T (x,y) = 1 and T (x,y) ≥ 0 for all
y ∈X . Such a transition matrix identifies a homogeneous
Markov chain P (up to its initial distribution) that satisfies
P(Xn+1 = y |Xn = x) = T (x,y) for all x,y ∈X , n ∈ N0.
(2)
Moreover, a transition matrix T can also be interpreted as
a linear operator that maps L (X ) into L (X ), because
we have identified L (X ) with R|X |. For any f ∈L (X )
and x ∈X it then holds that
EP
[
f (Xn+1) |Xn = x
]
= ∑
y∈X
P(Xn+1 = y |Xn = x) f (y)
= ∑
y∈X
T (x,y) f (y) = [T f ] (x),
so we see that T encodes the conditional expectation op-
erator for 1 time step corresponding to a process P that
satisfies (2). Moreover, T can be uniquely extended to an
operator on L (X ), due to the convention that 0 ·+∞ = 0.
We now move on to the characterisation of imprecise
Markov chains. In all cases that we consider here, these
are characterised by a set T of transition matrices. In the
remainder, we will assume that T is non-empty, closed,
convex, and that it has separately specified rows. This
last condition means that if, for all x ∈ X , we select any
element Tx ∈ T , there must be some T ∈ T such that
T (x, ·) = Tx(x, ·) for all x ∈ X ; see e.g. [12, Definition
11.6] for further discussion.
An imprecise Markov chain is now a set of stochastic
processes that are in a specific sense “compatible” with
the transition matrices in T . However, there are various
ways how we might construct such a set, which all lead to
different types of imprecise Markov chains.
2
HITTING TIMES AND PROBABILITIES FOR IMPRECISE MARKOV CHAINS
Arguably the simplest impreciseMarkov chain is the set
PH
T
, which is the set of all homogeneous Markov chains
whose characterising transition matrix T is included in
T [13, 3]. Its corresponding lower and upper expectation
operators are defined respectively as
E
H
T
[
· | ·
]
:= inf
P∈PH
T
EP
[
· | ·
]
and E
H
T
[
· | ·
]
:= sup
P∈PH
T
EP
[
· | ·
]
,
where, for both EHT [· | ·] and E
H
T [· | ·], the first argument
takes functions of the form f : Ω → R , and the second is
a conditioning event X0:n = x0:n with n ∈N0.2
Perhaps a less obvious choice is the imprecise Markov
chainP I
T
, which is the set of all (potentially non-Markov,
non-homogeneous) stochastic processes for which for all
n ∈ N0 and all x0, . . . ,xn,y ∈X :
∃T ∈T : P(Xn+1 = y |X0:n = x0:n) = T (xn,y). (3)
The associated lower and upper expectation operators are
E
I
T
[
· | ·
]
:= inf
P∈PI
T
EP
[
· | ·
]
and E
I
T
[
· | ·
]
:= sup
P∈PI
T
EP
[
· | ·
]
,
whose domain we take to be the same as that of EHT [· | ·]
andE
H
T [· | ·]. This type ofMarkov chain is often considered
in the literature [6, 12], and is called an imprecise Markov
chain under epistemic irrelevance.
Next, it will be useful to consider the dual represen-
tation(s) of the set T , given by the lower (resp. upper)
transition operator T (resp. T ). For either domain L (X )
or L (X ), these are (non-linear) operators that map these
function spaces into themselves; they are respectively de-
fined for any element f ∈L (X ) and any x ∈X as
[
T f
]
(x) := inf
T∈T
[
T f
]
(x) and
[
T f
]
(x) := sup
T∈T
[
T f
]
(x) .
(4)
Under the stated conditions on T , these operators satisfy
the following useful properties:
Lemma 1 For all f ∈L (X ), there exist T,S ∈ T such
that
T f = T f and S f = T f . (5)
Moreover, T and T are continuous operators on L (X ),
and are continuous on L (X ) with respect to non-
decreasing sequences.
The usefulness of these operators stems from the fact
that—similar to transition matrices for homogeneous
Markov chains—they encode the (1 time step) lower and
upper expectation operators for PH
T
and P I
T
. That is,
[
T f
]
(xn) = E
H
T
[
f (Xn+1) |X0:n = x0:n
]
2. We omit a technical discussion about the required measurability and
integrability properties of such f , and use this definition provided
that EP[ f |X0:n] :=
∫
Ω f (ω)dP(ω |X0:n) is well-defined; see e.g. [25]
for when this is the case. For our present purposes, it suffices to know
that the functions that will be of interest in this work are all non-
negative and measurable, making their expectation well-defined.
= E
I
T
[
f (Xn+1) |X0:n = x0:n
]
, (6)
for all f ∈L (X ), all n ∈ N0 and all x0, . . . ,xn ∈X ; and
similarly for the lower expectations and T . Observe that
the left hand side in this expression does not depend on
the states x0:n−1, which can be interpreted as saying that
the (lower and upper) expectations ofPH
T
andP I
T
satisfy
an imprecise Markov property. This explains in particular
why we call P I
T
an “imprecise Markov chain”, while it
consists of processes which in general do not themselves
satisfy the Markov property. Moreover, despite the above,
it is worth noting that equality of EHT [ f (Xn+m) |X0:n] and
E
I
T [ f (Xn+m) |X0:n] does not in general hold when m > 1;
see e.g. [16, Example 10].
Finally, we note that in our definition and notation of the
imprecise Markov chains above, we paid no further atten-
tion to the initial models P(X0) of their elements P. If this
were to be of interest, we could specify an imprecise ini-
tial model. That is, we could consider a non-empty set M
of probability mass functions on X , and then include P in
PH
T
or P I
T
if and only if, in addition to its compatibility
with T as discussed above, it holds that P(X0) ∈M .
However, we purposely restricted the domains of the
corresponding lower and upper expectation operators to
conditioning events of the form X0:n = x0:n, as this will
suffice for all our results. Therefore, as one can easily see,
these lower and upper expectations are invariant under any
particular choice of such an initial modelM , which is why
we have omitted any further reference to it for ease of no-
tation and clarity of exposition.
2.2. Hitting Times and Probabilities
We next introduce the two inferences that are of interest
in this work. The first of these is the expected hitting time
of a set of states A⊂X . The hitting time HA : Ω → N0∪
{+∞} for this set A is a function defined for all ω ∈ Ω as
HA(ω) := inf{t ∈ N0 : ω(t) ∈ A}. The vector of expected
hitting times hPA ∈ L (X ) for a given stochastic process
P, conditional on the starting state X0, is defined for all
x ∈X as
hPA(x) := EP
[
HA |X0 = x
]
:=
∫
Ω
HA(ω)dP(ω |ω(0) = x) .
Thus, hPA(x) is the expected number of steps before the pro-
cess P reaches any element of A, starting from x.
For the imprecise Markov chains PH
T
and P I
T
, the
lower expected hitting times are defined respectively as
E
H
T
[
HA |X0 = x
]
:= inf
P∈PH
T
hPA(x) , (7)
and
E
I
T
[
HA |X0 = x
]
:= inf
P∈PI
T
hPA(x) , (8)
with the corresponding upper expected hitting times de-
fined analogously with suprema.
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The second inference that we are after is the vector of
conditional hitting probabilities pPA ∈ L (X ): the proba-
bilities that the process will eventually visit an element of
A. An explicit way of encoding this inference problem uses
the function GA : Ω→ {0,1}, defined for all ω ∈Ω as
GA(ω) := sup{IA
(
ω(t)
)
: t ∈ N0} . (9)
Thus, GA takes the value one on a path ω if this path at
some point in time passes through any of the states in A;
otherwise it takes the value zero. Therefore, clearly, for
any stochastic process P, the hitting probability is given
by
pPA(x) := EP
[
GA |X0 = x
]
:=
∫
Ω
GA(ω)dP(ω |ω(0) = x) .
Correspondingly, the lower hitting probability for the im-
precise Markov chain PH
T
is given by
E
H
T
[
GA |X0 = x
]
:= inf
P∈PH
T
pPA(x) , (10)
and similarly for the upper probability and for P I
T
.
2.3. “Game-Theoretic” Imprecise Markov Chains
In Section 2.1 we introduced (imprecise) Markov chains
using their “measure-theoretic” formalisation. An en-
tirely different mathematical framework for describ-
ing stochastic processes—and imprecise Markov chains
in particular—is the “game-theoretic” framework popu-
larised by Shafer and Vovk [21]. For an in-depth trea-
tise on this formalism, we refer the interested reader to
[21, 29, 27]. Explicit discussions about the connection to
the measure-theoretic framework can be found in refer-
ences [4, 8, 16].
For our present purposes, we restrict attention to a dis-
cussion of some essential properties of the corresponding
(lower or upper) expectation operators. To this end, it suf-
fices to think of such a game-theoretic model as simply a
different characterisation of the uncertain behaviour of the
dynamical system of interest. And, although this character-
isation is different from the measure-theoretic one, it still
leads to the same inferences in a large number of cases; in
fact, it is one of the aims of this present paper to show that
the expected hitting times and hitting probabilities are the
same for these two different characterisations.
The operators that we will consider in this section are
functionals on functions on paths ω ∈ Ω. We will need
a slight notational digression to introduce these domains.
We let L (Ω) be the set of all functions on Ω that take val-
ues in R. The domainsL (Ω) and L (Ω) contain the func-
tions taking values in R and R, respectively. We also need
the concept of an n-measurable function: this is a function
on Ω whose value f (ω) only depends on the states X0 to
Xn. For any n ∈ N, we let Ln(Ω) denote the set of all n-
measurable functions taking values in R. The sets L n(Ω)
andL n(Ω) contain the n-measurable functions taking val-
ues in R and R, respectively.
A game-theoretic upper expectation operator is now
a specific R-valued functional E
V
[· | ·] [27, Definition 2],
where the first argument takes values in L (Ω) and the sec-
ond is an event of the form X0:n = x0:n.
To specify such a game-theoretic upper expectation
operator, one needs to provide a family of operators
Qs : L (X )→ R indexed by situations s ∈ S∪{}, with
S := {x0:n ∈X n+1 : n ∈ N0}. Furthermore, for every situ-
ation s ∈ S∪{}, Qs should satisfy the following axioms:
E1. Qs(c) = c for all c ∈R;
E2. Qs( f + g)≤ Qs( f )+Qs(g) for all f ,g ∈L (X );
E3. Qs(λ f ) = λQs( f ) for all positive λ ∈ R and all non-
negative f ∈L (X );
E4. if f ≤ g then Qs( f ) ≤ Qs(g) for all f ,g ∈L (X ).
Crucially, every such family leads to a unique correspond-
ing game-theoretic upper expectation operatorE
V
[· | ·]. Un-
fortunately, however, explaining how this works requires
quite some technical machinary, including the notion of a
supermartingale. Since we believe this would be too much
of a digression, we prefer to refer the interested reader to
appendix A, and here content ourselves with describing
some of its properties.
A first important property is that every Qs can be in-
terpreted as a local uncertainty model associated with the
situation s. In particular, for s= x0:n, we have that
E
V
[ f (Xn+1) |X0:n = x0:n] = Qx0:n( f ) , (11)
for any f ∈ L (X ). Similarly, the operator Q describes
the uncertainty about the initial state. Note however that,
analogous to our discussion for measure-theoretic impre-
cise Markov chains, we have restricted the domain of
E
V
[· | ·] to be conditional on X0:n. Here too, as we explain
in Appendix A, this implies that the initial model—Q, in
this case—has no effect on our operator. For ease of nota-
tion, we will therefore make no further reference to it, and
will henceforth specify E
V
[· | ·] by providing a family of
operators
{
Qs
}
s∈S
, without Q.
We next remark that the axioms E1–E4 can be recog-
nised as being analogous to familiar properties of coherent
lower previsions [30, 19]. The following result essentially
shows that the upper expectation operator E
V
[· | ·] induced
by localmodels that satisfy these properties, inherits these
properties on the global domain L (Ω). It also provides
some properties for the conjugate game-theoretic lower ex-
pectation operator, defined as EV[· | ·] :=−E
V
[−· | ·].
Proposition 2 [27, Proposition 13] LetE
V
[· | ·] be a game-
theoretic upper expectation operator. Then for all f ,g ∈
L (Ω), all λ ∈ R with λ ≥ 0, and all n ∈ N0:
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1. E
V
[ f + g |X0:n]≤ E
V
[ f |X0:n]+E
V
[g |X0:n]
3
2. E
V
[λ f |X0:n] = λE
V
[ f |X0:n]
3. f ≤ g ⇒ E
V
[ f |X0:n]≤ E
V
[g |X0:n]
and, moreover,
4. for all x0, . . . ,xn ∈X ,
inf
ω∈Γ(x0:n)
f (ω)≤ EV[ f |X0:n = x0:n]
≤ E
V
[ f |X0:n = x0:n]≤ sup
ω∈Γ(x0:n)
f (ω)
with Γ(x0:n) :=
{
ω ∈Ω
∣∣∀t ∈ {0, . . . ,n} : ω(t) = xt}
5. E
V
[ f + µ |X0:n] = E
V
[ f |X0:n]+ µ for all µ ∈R.
With the general framework of game-theoretic upper
expectation operators in place, we now move on to dis-
cussing two specific kinds of such operators, that will be
particularly important in the remainder of this work. The
first are those that correspond to a precise stochastic pro-
cess P in the measure-theoretic sense.
Proposition 3 Let P be a stochastic process as in Sec-
tion 2.1, and consider the family
{
Qs
}
s∈S
defined for all
f ∈L (X ), all n ∈ N0, and all x0, . . . ,xn ∈X as
Qx0:n( f ) := EP
[
f (Xn+1) |X0:n = x0:n
]
.
Then the operators in
{
Qs
}
s∈S
satisfy E1–E4, and there-
fore determine a unique corresponding game-theoretic up-
per expectation operator.
We will denote this game-theoretic upper expectation op-
erator as E
V
P [· | ·], and the conjugate game-theoretic lower
expectation operator as EVP [· | ·].
Our next result establishes that these game-theoretic op-
erators agree with the measure-theoretic expectationEP on
all n-measurable real-valued functions.
Proposition 4 Let P be a stochastic process as in Sec-
tion 2.1 and let EVP [· | ·] and E
V
P [· | ·] be its game-theoretic
lower and upper expectation operators. Then for all n ∈
N0, all x0, . . . ,xn ∈X , and all fm ∈Lm(Ω) with m ∈N, it
holds that
E
V
P [ fm |X0:n] = E
V
P [ fm |X0:n] = EP[ fm |X0:n] .
The second type of game-theoretic expectation operator
in which we are interested, is that corresponding to an im-
precise Markov chain.
3. If f +g and E
V
[ f |X0:n]+E
V
[g |X0:n] are well-defined; the ambigu-
ity of ∞+−∞ makes formalising this property a bit cumbersome.
Proposition 5 Let T be a non-empty, closed, and con-
vex set of transition matrices that has separately specified
rows, let T be the corresponding upper transition operator
as in Section 2.1, and consider the family
{
Qs
}
s∈S
defined
for all f ∈L (X ), all n ∈ N0, and all x0, . . . ,xn ∈X as
Qx0:n( f ) :=
[
T f
]
(xn). (12)
Then the operators in
{
Qs
}
s∈S
satisfy E1–E4, and there-
fore determine a unique corresponding game-theoretic up-
per expectation operator.
We will denote this game-theoretic upper expectation op-
erator as E
V
T [· | ·], and the conjugate game-theoretic lower
expectation operator as EVT [· | ·].
Since the right-hand side of Equation (12) does not de-
pend on x0:(n−1), it follows from Equation (11) that the
induced game-theoretic upper expectation operator satis-
fies an imprecise Markov property that is entirely similar
to that in Equation (6). It is for that reason that we call
E
V
T [· | ·] and E
V
T [· | ·] the upper and lower expectation oper-
ator of a “game-theoretic imprecise Markov chain”.
The following property shows that the operator EVT [· | ·]
provides a lower bound for the operators EVP [· | ·] whose
characterising measure-theoretic process P is compatible
with T . Similarly, E
V
T [· | ·] provides an upper bound.
Proposition 6 For all f ∈ L (Ω), all n ∈ N0 and all
x0, . . . ,xn ∈X , we have that
E
V
T [ f |X0:n = x0:n]≤ inf
P∈PI
T
E
V
P [ f |X0:n = x0:n]
and
sup
P∈PI
T
E
V
P [ f |X0:n = x0:n]≤ E
V
T [ f |X0:n = x0:n].
Finally, we will need the following continuity property;
here and in what follows, we consider L (Ω) to be en-
dowed with the topology of pointwise convergence:
Proposition 7 Consider a non-decreasing sequence
{ fm}m∈N in L (Ω) such that fm ∈ Lm(Ω) for all m ∈ N
and limm→+∞ fm = f ∈L (Ω). Then for all n ∈N0 and all
x0, . . . ,xn ∈X it holds that
E
V[ f |X0:n = x0:n] = lim
m→+∞
E
V[ fm |X0:n = x0:n]
and
E
V
[ f |X0:n = x0:n] = lim
m→+∞
E
V
[ fm |X0:n = x0:n].
3. Characterisation and Invariance
With the various definitions of imprecise Markov chains in
place, we now move on to characterising their (lower and
upper) expected hitting times and probabilities, and show-
ing that these are the same for all of the different types of
models that we discussed above. We start this discussion
with our result for the hitting times, in Section 3.1. The
results for the hitting probabilities are largely analogous
from a technical point of view, and are presented in Sec-
tion 3.2.
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3.1. Lower and Upper Expected Hitting Times
The starting point for our results in this section is the fol-
lowingwell-known characterisation of the expected hitting
times of a (precise) homogeneous Markov chain:
Lemma 8 ([20] Theorem 1.3.5) Consider a homoge-
neous Markov chain P with transition matrix T . Its vec-
tor of expected hitting times hPA ∈ L (X ) is the minimal
non-negative solution to
hPA = IAc + IAc ·Th
P
A , (13)
where Ac = X \ A, and minimality means that hPA(x) ≤
g(x) for all x ∈X , for any non-negative g ∈L (X ) that
also satisfies (13).
Inspired by this result, we introduce a recursive scheme
that essentially iterates an imprecise version of Equa-
tion (13). To this end, let h(0)A := h
(0)
A := IAc and, for all
n ∈ N0, define
h
(n+1)
A
:= IAc + IAc ·T h
(n)
A (14)
and
h
(n+1)
A := IAc + IAc ·T h
(n)
A . (15)
We will see in Lemma 9 below that these functions can be
given a clear interpretation. To this end, for all n ∈ N0, let
H
(n)
A : Ω→ {0, . . . ,n+ 1} be defined for all ω ∈ Ω as
H
(n)
A (ω) :=
{
HA(ω) if HA(ω)≤ n, and
n+ 1 otherwise.
Thus,H(n)A (ω) is the number of steps until Awas visited on
the path ω , provided that this happened in at most n steps;
otherwise its value is fixed to be n+1. The aforementioned
interpretation now goes as follows:
Lemma 9 For all n ∈N0 it holds that
h
(n)
A = E
V
T
[
H
(n)
A |X0
]
and h
(n)
A = E
V
T
[
H
(n)
A |X0
]
.
Moreover, it clearly holds that limn→+∞H
(n)
A = HA. The
next result tells us that the equalities in Lemma 9 con-
tinue to hold as we pass to this limit; therefore, we can
use the above recursive scheme to compute the (lower and
upper) expected hitting times for a game-theoretic impre-
cise Markov chain:
Proposition 10 EV
T
[
HA |X0
]
= h∗A := limn→+∞ h
(n)
A and
E
V
T
[
HA |X0
]
= h
∗
A := limn→+∞ h
(n)
A .
Proof Each H(n)A is n-measurable and the sequence
H
(n)
A is non-decreasing. Therefore, using Lemma 9 and
Proposition 7, the limit h∗A exists and equals E
V
T
[
HA |X0
]
.
The proof for h
∗
A is completely analogous.
In a similar manner, we can use these functions H(n)A
to establish that the game-theoretic hitting times corre-
sponding to a (precise) stochastic process P, agree with the
measure-theoretic expected hitting times of this process;
this property allows us to relate the quantities obtained un-
der the two different frameworks that we are using.
Lemma 11 Let P be any measure-theoretic stochastic
process. Then EVP [HA |X0] = E
V
P [HA |X0] = EP[HA |X0].
Proof Note that each H(n)A is n-measurable, that the se-
quence H(n)A is non-decreasing and non-negative, and that
limn→+∞H
(n)
A = HA. Hence, using Proposition 7, Proposi-
tion 4, and the continuity of EP[· | ·] with respect to point-
wise converging non-decreasing non-negative sequences
(Lebesgue’s monotone convergence theorem), we find that
E
V
P [HA |X0] = lim
n→+∞
E
V
P [H
(n)
A |X0]
= lim
n→+∞
EP[H
(n)
A |X0] = EP[HA |X0] .
The proof for E
V
P [HA |X0] is completely analogous.
We now need one more property before we can
state our first main result. Since the sequence H(n)A is
non-decreasing, it follows from Proposition 2 together
with Lemma 9 that the sequences h(n)A and h
(n)
A are also non-
decreasing. Hence, using the continuity of T with respect
to non-decreasing sequences in L (X )—see Lemma 1—
we find that
h∗A = lim
n→+∞
(
IAc + IAc ·T h
(n)
A
)
= IAc + IAc ·T h
∗
A . (16)
So, h∗A is a fixed-point of the iterative scheme (14). Simi-
larly, h
∗
A is a fixed-point of (15).
By combining Equation (16) with the properties of
game-theoretic expectation operators and the known char-
acterisation for precise, homogeneous Markov chains
in Lemma 8, we can now derive the following remarkable
consequence; it states that the (lower and upper) expected
hitting time for any type of imprecise Markov chain is ob-
tained by a homogeneousMarkov chain that is compatible
with it. Consequently, the (lower and upper) expected hit-
ting times are the same for all types of imprecise Markov
chains!
Theorem 12 There exists a P ∈PH
T
such that
E
V
T
[
HA |X0
]
=EIT
[
HA |X0
]
=EHT
[
HA |X0
]
=EP
[
HA |X0
]
.
(17)
Moreover, there exists a P ∈PH
T
, such that
E
V
T
[
HA |X0
]
=E
I
T
[
HA |X0
]
=E
H
T
[
HA |X0
]
=EP
[
HA |X0
]
.
(18)
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Proof From the fixed-point claim (16) and the reachability
property (5), we find a T ∈T such that
h∗A = IAc + IAc ·T h
∗
A . (19)
Using (2), we find a homogeneous Markov chain P with
transition matrix T , and clearly P ∈ PH
T
. It remains to
show that (17) holds for this P.
Since h∗A satisfies (19), it clearly is a solution to (13).
Hence, by Lemma 8 and Proposition 10, it holds that
EP
[
HA |X0
]
≤ h∗A = E
V
T
[
HA |X0
]
.
Conversely, we infer from Proposition 6 and Lemma 11
that
E
V
T
[
HA |X0
]
≤ inf
Q∈PI
T
E
V
Q
[
HA |X0
]
= inf
Q∈PI
T
EQ
[
HA |X0
]
= EIT
[
HA |X0
]
≤ EHT
[
HA |X0
]
≤ EP
[
HA |X0
]
,
where the last two inequalities hold since P ∈PH
T
⊆P I
T
.
The proof for the upper expected hitting time is far
more tedious; it can be found in Reference [15].
We want to stress how powerful this result is: no matter
what kind of imprecise generalisation of a Markov chain
one wishes to use, the corresponding expected hitting time
will always be the same (provided the regularity conditions
of the setT are satisfied). This is not only powerful from a
theoretical point of view; numerically, it allows one to use
algorithms for computing (lower and upper) expectations
of, say, a game-theoretic model, even when the model that
one is using is a set of homogeneous Markov chains.
We conclude this section with the following characteri-
sation of the lower and upper expected hitting times of an
arbitrary imprecise Markov chain; note that this is a direct
generalisation of Lemma 8.
Corollary 13 Consider an imprecise Markov chain with
lower transition operator T and upper transition operator
T . Its vector of lower expected hitting times hA ∈ L (X )
is the minimal non-negative solution to
hA = IAc + IAc ·T hA , (20)
and its vector of upper expected hitting times hA ∈L (X )
is the minimal non-negative solution to
hA = IAc + IAc ·T hA . (21)
Proof Due to Theorem 12, the lower expected hitting time
is the same for every type of imprecise Markov chain;
let hA := E
H
T
[
HA |X0
]
= EVT
[
HA |X0
]
be this lower ex-
pected hitting time. That hA satisfies (20) is immediate
from Proposition 10 and (16). That it is non-negative fol-
lows from the non-negativity of HA.
It remains to show that it is the minimal solution. So,
let g
A
∈L (X ) be any non-negative solution of (20), and
suppose ex absurdo that g
A
(x)< hA(x) for some x ∈X .
From (20) and (5), we find a T ∈T such that
g
A
= IAc + IAc ·T gA . (22)
Using (2), we find a homogeneous Markov chain P with
transition matrix T , and clearly P ∈ PH
T
. By Lemma 8
and (22) we conclude that
hPA(x)≤ gA(x)< hA(x) = E
H
T
[
HA |X0 = x
]
,
which yields a contradiction using (7).
The proof of the corresponding statement for the upper
expected hitting time is a bit more tedious; it can be found
in Reference [15].
3.2. Lower and Upper Hitting Probabilities
We now move on to study the (lower and upper) hitting
probabilities of an imprecise Markov chain. Both the dis-
cussion and the technical results largely mirror that of
the hitting times in Section 3.1. We again start with a
well-known characterisation for (precise) homogeneous
Markov chains:
Lemma 14 ([20] Theorem 1.3.2) Consider a homoge-
neous Markov chain P with transition matrix T . Its vector
of hitting probabilities pPA ∈ L (X ) is the minimal non-
negative solution to
pPA = IA+ IAc ·T p
P
A . (23)
Once more, we proceed by defining a recursive scheme
that is inspired by this characterisation: we let p(0)A :=
p
(0)
A
:= IA and, for all n ∈ N0, we define
p(n+1)
A
:= IA+ IAc ·T p
(n)
A
(24)
and
p
(n+1)
A := IA+ IAc ·T p
(n)
A . (25)
In order to give these functions a clear interpretation, we
require some auxiliary functions. For all n ∈ N0, we let
G
(n)
A : Ω→ {0,1} be defined for all ω ∈Ω as
G
(n)
A (ω) := sup
{
IA
(
ω(t)
)
: t ∈ {0, . . . ,n}
}
.
ThusG(n)A takes the value one on ω if ω visits A in the first
n steps; otherwise it takes the value zero. The aforemen-
tioned interpretation now goes as follows:
Lemma 15 For all n ∈N0 it holds that
p(n)
A
= EVT
[
G
(n)
A |X0
]
and p
(n)
A = E
V
T
[
G
(n)
A |X0
]
.
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Moreover, we again clearly have that limn→+∞G
(n)
A = GA.
As the following result tells us, the equalities in Lemma 15
continue to hold as we pass to this limit; so, the above
recursive scheme can be used to compute the (lower and
upper) hitting probabilities for a game-theoretic imprecise
Markov chain:
Proposition 16 EVT
[
GA |X0
]
= p∗
A
:= limn→+∞ p
(n)
A and
E
V
T
[
GA |X0
]
= p∗A := limn→+∞ p
(n)
A .
Proof First, we remark that each G(n)A is n-measurable
and that the sequence G(n)A is non-decreasing. Therefore,
using Lemma 15 and Proposition 7, the limit p∗
A
exists
and equals EVT
[
GA |X0
]
. The proof for p∗A is completely
analogous.
We can also use these functions G(n)A to establish a con-
nection between the game-theoretic hitting probabilities
corresponding to a (precise) stochastic process P, and the
measure-theoretic hitting probabilities of this process:
Lemma 17 Let P be any measure-theoretic stochastic
process. Then EVP [GA |X0] = E
V
P [GA |X0] = EP[GA |X0].
Proof Completely analogous to the proof of Lemma 11.
Since each p(n)A , p
∗
A
∈L (X ) is bounded—this follows
from the boundedness of GA and each G
(n)
A , together
with Lemma 15, Proposition 16, and Proposition 2—
continuity of T on L (X ) immediately yields the fixed-
point property of the iterative scheme (24):
p∗
A
= lim
n→+∞
(
IA+ IAc ·T p
(n)
A
)
= IA+ IAc ·T p
∗
A
. (26)
Similarly, p∗A is a fixed-point of the scheme (25). We again
conclude that the lower and upper hitting probabilities are
the same for all types of imprecise Markov chains:
Theorem 18 There exists a P ∈PH
T
such that
E
V
T
[
GA |X0
]
=EIT
[
GA |X0
]
=EHT
[
GA |X0
]
=EP
[
GA |X0
]
.
(27)
Moreover, it holds that4
E
V
T
[
GA |X0
]
= E
I
T
[
GA |X0
]
= E
H
T
[
GA |X0
]
. (28)
Proof The proof for the lower hitting probability is
completely analogous to the proof of the lower expected
hitting time in Theorem 12, only relying on Lemma 14
instead of Lemma 8; on the fixed-point property (26) in-
stead of (16); on Proposition 16 instead of Proposition 10;
and on Lemma 17 instead of Lemma 11. The proof for the
upper hitting probability is again far more tedious and can
4. But note that the upper hitting probability is not necessarily reached
by any P ∈PH
T
.
be found in Reference [15].
We close with a characterisation of the lower and up-
per hitting probabilities for an arbitrary imprecise Markov
chain, that directly generalises Lemma 14.
Corollary 19 Consider an imprecise Markov chain with
lower transition operator T and upper transition operator
T . Its vector of lower hitting probabilities p
A
∈L (X ) is
the minimal non-negative solution to
p
A
= IA+ IAc ·T pA , (29)
and its vector of upper hitting probabilities pA ∈ L (X )
is the minimal non-negative solution to
pA = IA+ IAc ·T pA . (30)
Proof The proof for p
A
is completely analogous to the
proof of hA in Corollary 13. The proof for pA is again
different, and can be found in Reference [15].
4. Summary and Discussion
We have studied lower and upper expected hitting times
and probabilities for imprecise Markov chains. To this
end, we considered three different ways in which an im-
precise Markov chain might be defined: as a set of pre-
cise, homogeneous Markov chains; as a set of precise but
general (non-Markovian) stochastic processes; and as a
game-theoretic model with imprecise local models. We
have shown that these quantities of interest are the same
for all these types of imprecise Markov chains. Moreover,
we have presented characterisations of these quantities that
are direct generalisations of their well-known counterparts
for precise homogeneous Markov chains.
One unexplored line of research would be to investigate
the connections of these results to the theory of Markov
Decision Processes (MDPs) [9]. In an MDP, the aim is to
choose, at each point in time n ∈ N0, an action an from
an admissible action set An(xn) that determines the tran-
sition probabilities P(Xn+1 = xn+1 |Xn = xn). If we inter-
pret the choice of these actions in our current context as
a selection T ∈ T , then the connection between MDPs
and the theory of imprecise Markov chains becomes intu-
itively clear. It is worth mentioning that this connection
has been known for a while—see, e.g., the introductions
of [28, 14]—yet an important semantic difference has al-
ways been the goal with which actions are selected. In an
imprecise Markov chain, we optimise over T in order to
compute bounds on inferential quantities of interest; the
goal is the quantification of uncertainty. In contrast, in an
MDP, the intended outputs are typically the optimal ac-
tions themselves, which are selected to optimise a given
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utility function that is typically interpreted as an opera-
tional reward. However, as it pertains to the results in this
current work, in Corollaries 13 and 19 the characterising
equations that we have derived are very reminiscent of the
equations of optimality that one often encounters in the
theory of MDPs, and it would be very interesting to see if
this connection could be formalised.
Finally, we hope in future work to derive efficient algo-
rithms for numerically computing the inferences that we
have discussed, and aim to also extend our results to the
setting of imprecise continuous-time Markov chains [24,
14].
Appendix A. Introduction to Game-theoretic
Upper Expectations
For readers that would like to have a better understanding
of game-theoretic upper expectations, and how they are de-
rived from the local models Qs, this appendix provides a
brief introduction to the game-theoretic probability frame-
work of Shafer and Vovk [21, 22].
Rather than using transition probabilities to describe
the uncertain behaviour of a process, they assume that,
for every situation s ∈ S∪ {}, we are given an opera-
tor Qs : L (X ) → R that satisfies E1–E4. As we have
already mentioned in Section 2.3, these operators can be
tought of as the local uncertainty models of the process.
Quite conveniently, as we have for example seen in Propo-
sitions 3 and 5, such a local model can be a linear expec-
tation operator corresponding to a probability mass func-
tion on X , or un upper envelope of a set of such linear
expectation operators (provided the corresponding set of
probability mass functions is closed and convex). In the
game-theoretic framework, however, these local models
will typically be interpreted as representing the bets that
a subject is willing to offer to others. To do this, a func-
tion f (Xn+1), with f ∈ L (X ) and n ∈ N0, is regarded
as a bet that yields a (possibly negative) uncertain reward
f (x) if Xn+1 = x.5 The adopted interpretation for the local
model Qx0:n is then that conditional on the fact that he ob-
served X0:n = x0:n, the subject is willing to offer the bet
f (Xn+1), for any f ∈ L (X ) such that Qx0:n( f ) ≤ 0. Ax-
ioms E1–E4 can then be regarded as constraints on what it
means to offer bets rationally. In the same way, the opera-
tor Q(·) : L (X )→ R represents bets on the initial state
X0 that the subject is willing to offer.
The idea is now to combine all these local bets to ob-
tain a global uncertainty model E
V
[ · | ·] that extends the
information that is gathered in the local models. This is
achieved using the concept of a supermartingale.
5. Note that the reward associated with these bets may also be equal to
+∞. In that case, it is not immediately clear how we should interpret
these bets. This topic is for instance discussed in [26].
Formally, we define a supermartingale M to be an
extended real-valued map on S∪ {} that is uniformly
bounded below, i.e. there is a real c such that M (s) ≥ c
for all s ∈ S∪{}, and that satisfies Qs(M (s ·)) ≤M (s)
for all s ∈ S∪ {}. Here, we used M (s ·) to denote the
function in L (X ) that takes the value M (sx) for each
x∈X . Indeed,M is uniformly bounded below, soM (s ·)
will only take values in R . The key property here is that
a supermartingale M should satisfy Qs(M (s ·)) ≤ M (s)
for all s ∈ S∪ {}, which essentially states that M rep-
resents a possible way to take the subject up on the bets
that he is offering. Indeed, if, for the sake of simplic-
ity, we assume that M (s) is real, then it follows from
the constant additivity of Qs—see [27, Proposition 1]—
that Qs(M (s ·)) ≤ M (s) is equivalent to Qs(M (s ·)−
M (s)) ≤ 0, which implies that our subject is willing to
offer the bet M (s ·)−M (s). In this way, it becomes clear
that M describes a possible evolution of a person’s capital
when he is gambling according to the bets offered by our
subject. For a given choice of local models {Qs}s∈S and
Q, we will use Mb to denote the corresponding set of all
such supermartingales.
Consider now any f ∈ L (Ω) and s = x0:n ∈ S. The
global (game-theoretic) upper expectation of f conditional
on s is then defined by
E
V
[ f |s] := inf{M (s) : M ∈Mb and liminfM ≥s f},
where liminfM ≥s f is taken to mean that for ev-
ery path ω = z0z1 . . .zn . . . ∈ Ω such that z0:n = x0:n,
liminfm→+∞ M (z1:m)≥ f (ω).
An intuitive meaning can be given to these upper expec-
tations if we interpret f ∈ L (Ω) as an uncertain reward
that depends on the path ω ∈ Ω that is taken by the pro-
cess. In particular, the game-theoretic upper expectation
E
V
[ f |s ] can then be interpreted as the infimum starting
capital M (s) that is needed in order to guarantee that, by
starting in the situation s= x0:n and then gambling against
the subject in an appropriate (and allowed) way, we can
be sure to (eventually) end up with a capital that is larger
than the reward that is associated with f , in the sense that
this will be true for every path ω = z0z1 . . . zn . . . ∈ Ω such
that z0:n = x0:n. In other words, if we are in the situation
X0:n = x0:n, then any capital α larger than E
V
[ f |s ] should
be worth more to us than the uncertain reward f , because
we can bet with α to (eventually) obtain a reward that is
guaranteed to be higher than f . We can therefore regard
E
V
[ f |s ] as a lower bound on these capitals α .
As can be expected from this interpretation, the upper
expectationE
V
[ f |s ] does not depend on the chosen initial
modelQ, thereby justifying our claim in Section 2.3. The
following result formalizes this.
Proposition 20 For any f ∈L (X ) and s ∈ S, the upper
expectation E
V
[ f |s ] does not depend on the choice of Q.
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Finally, we want to add that the global game-theoretic
upper expectation operator E
V
[ · | · ] can also be charac-
terised in a completely different way, without the use
of game-theoretic concepts such as supermartingales. In-
deed, in [26], it is shown that this operator is the
most conservative—so least informative—upper expecta-
tion that is consistent with the local uncertainty models
and satisfies a number of basic rationality axioms.
For more information on the subject of game-theoretic
probabilities, we refer the interested reader to the text-
books of Shafer and Vovk [21, 22].
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Appendix B. Proofs of Statements in
Section 2
We already introduced transition matrices in Section 2.1.
Since we will be working with such transition matrices a
lot, we start by repeating the definition explicitly.
Definition 21 An |X |× |X | matrix T is called a transi-
tion matrix if, for all x ∈X , it satisfies
1. T (x,y)≥ 0 for all y ∈X , and
2. ∑y∈X T (x,y) = 1 .
In other words, a matrix T is a transition matrix if, for all
x ∈ X , its x-th row T (x, ·) is a probability mass function
on X . We remarked in Section 2.1 that the convention
0 ·+∞ = 0 uniquely determines the extension of T from
L (X ) to L (X ). To see this, we first recall that for any
f ∈L (X ) and any x ∈X , it holds that
[
T f
]
(x) := ∑
y∈X
T (x,y) f (y) .
The extension to L (X ) is then indeed straightforward;
for any f ∈L (X ) and any x ∈X ,
[
T f
]
(x) := ∑
y∈X
T (x,y) f (y) = ∑
y∈X : f (y)∈R
T (x,y) f (y)
+ ∑
y∈X : f (y)=+∞
T (x,y) f (y)
from which it follows that
[
T f
]
(x) = +∞ ,
if T (x,y)> 0 and f (y) = +∞ for some y ∈X , and
[
T f
]
(x) = ∑
y∈X
T (x,y) f (y) = ∑
y∈X : f (y)∈R
T (x,y) f (y) ,
otherwise, where we used the convention 0 ·+∞ = 0 in the
last step.
Hence, for any T and any x ∈ X ,
[
T (·)
]
(x) maps
L (X ) into R . Therefore, the infimum and supremum in
the definitions of T and T in (4) exist.
In the remainder of this appendix, we implicitly use the
assumption that the set T of transition matrices is non-
empty, closed, convex, and that it has separately speci-
fied rows. We remark that closure here is understood in
the operator norm topology when viewing the elements
T ∈ T as operators on L (X ); thus, for any operator
M : L (X )→L (X ), we define
‖M‖ := sup
{
‖M f‖ : f ∈L (X ),‖ f‖ ≤ 1
}
,
and T is assumed to be closed under this norm. Note that
because X is finite, convergence of a sequence {Mn}n∈N
of |X | × |X | matrices is equivalent to the element-wise
convergence ofMn(x,y) for all x,y ∈X . Moreover, recall
that convergence in norm implies pointwise convergence;
thus if limn→+∞Mn = M then for any f ∈ L (X ) it also
holds that limn→+∞Mn f =M f .
We next state a number of properties of the lower and
upper transition operators corresponding to T , which will
be useful throughout this appendix. We start with an im-
portant interpretation: for any set B ⊆X , any n ∈ N, and
any x∈X , the quantity
[
T IB
]
(x) can be interpreted as the
lower probability of the process being in some state y ∈ B,
given that it started in state x at time zero:[
T IB
]
(x) = P
(
Xn ∈ B
∣∣X0 = x) .
Similarly,
[
T IB
]
(x) represents the corresponding upper
probability. Throughout this appendix, we often use this
interpretation to attempt to provide some intuition about
the technical results that we give. We do note that this in-
terpretation only holds exactly for the imprecise Markov
chain P I
T
, and that these quantities only provide (conser-
vative) bounds for the lower and upper probabilities corre-
sponding to PH
T
. Regardless, as a matter of intuition, we
hope that this will be helpful.
Next, we provide some technical properties about these
operators. Note that these are well known in the literature
and merely stated here for convenience. We emphasise
that, in the remainder of this appendix, we assume these
properties to be known and will often use them without
explicit mention.
Lemma 22 For all f ,g ∈ L (X ) and all λ ,µ ∈ R with
λ ≥ 0, it holds that
1. T f ≥miny∈X f (y) and T f ≤maxy∈X f (y)
2. f ≤ g⇒ T f ≤ T g and T f ≤ T g
3. T f +T g≤ T ( f + g) and T ( f + g)≤ T f +T g
4. T (λ f ) = λT f and T (λ f ) = λT f
5. T ( f + µ) = T f + µ and T ( f + µ) = T f + µ
6. |T f −T g| ≤ T | f − g| and
∣∣T f −Tg∣∣≤ T | f − g|
Proof Fix any x ∈ X . Then for any T ∈ T , we can
consider the map
[
T (·)
]
(x) : L (X ) → R, defined for
f ∈L (X ) as [
T f
]
(x) = ∑
y∈X
T (x,y) f (y) .
Because T (x, ·) is a probability mass function, this means
that we can interpret
[
T (·)
]
(x) : L (X )→ R as a linear
prevision—essentially an expectation operator, albeit with
a slightly different interpretation—on L (X ); see [30,
Section 2.8] for details.
Now, by definition, for any f ∈L (X ), it holds that[
T f
]
(x) = inf
T∈T
[
T f
]
(x) and
[
T f
]
(x) = sup
T∈T
[
T f
]
(x) .
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So, the map
[
T (·)
]
(x) :L (X )→R is a lower envelope of
the linear previsions
[
T (·)
]
(x) for which T ∈T . Similarly,
the map
[
T (·)
]
(x) : L (X )→ R is the upper envelope of
these linear previsions. Therefore, by [30, Theorem 3.3.3],[
T (·)
]
(x) is a coherent lower prevision on L (X ). Simi-
larly,
[
T (·)
]
(x) is a coherent upper prevision on L (X ).
The stated properties now follow (pointwise) from [30,
Section 2.6].
Moreover, we will need some of the above properties
of T and T , but generalised to their compositions T n and
T
n
, with n ∈ N. The reason that this is possible is, essen-
tially, that these compositions are themselves also lower
and upper transition operators (but corresponding to differ-
ent sets of transition matrices). Again, these properties are
well-known and ubiquitous in the imprecise Markov chain
literature, so we merely state them here for convenience
and will subsequently often use them without explicit ref-
erence.
Lemma 23 For all f ,g∈L (X ), all λ ,µ ∈Rwith λ ≥ 0,
and all n ∈N, it holds that
1. T n f ≥miny∈X f (y) and T
n
f ≤maxy∈X f (y)
2. f ≤ g⇒ T n f ≤ T ng and T
n
f ≤ T
n
g
3. T n f +T ng≤ T n( f + g) and T
n
( f + g)≤ T
n
f +T
n
g
4. T n(λ f ) = λT n f and T
n
(λ f ) = λT
n
f
5. T n( f + µ) = T n f + µ and T
n
( f + µ) = T
n
f + µ
Proof All of these follow straightforwardly
from Lemma 22 and induction on n, potentially combined
with the monotonicity property (2) of Lemma 22. We
illustrate this only for the first two properties about T .
We want to show that T n f ≥ miny∈X f (y).
By Lemma 22, it holds that T f ≥ miny∈X f (y), so
the statement is true for n= 1. Now suppose the statement
is true for n ∈N. Then also
T n+1 f = T
(
T n f
)
≥ T
(
min
y∈X
f (y)
)
≥ min
z∈X
min
y∈X
f (y) = min
y∈X
f (y) ,
where the first inequality used the induction hypothesis to-
gether with the monotonicity of T , and the second inequal-
ity used the monotonicity of T .
The second property of T can be proved in a similar
manner; we want to prove that f ≤ g implies T n f ≤ T ng.
By Lemma 22 this is true for n= 1. Now suppose the state-
ment is true for n ∈ N. Then, if f ≤ g, also
T n+1 f = T
(
T n f
)
≤ T
(
T ng
)
= T n+1g ,
where the inequality used the induction hypothesis
together with the monotonicity of T .
We also note that the lower and upper transition opera-
tors are conjugate when viewed as operators on L (X ):
Lemma 24 For any f ∈L (X ), it holds that
T f =−T (− f ).
Proof This follows immediately from the definition (4).
Corollary 25 For any f ∈ L (X ) and n ∈ N, it holds
that
T n f =−T
n
(− f ).
Proof This is immediate from Lemma 24 and induction
on n.
We need the following technical lemma:
Lemma 26 Consider a sequence {Tn}n∈N of transition
matrices such that limn→+∞Tn = T and fix any f ∈
L (X ) and x ∈X . If
[
Tn f
]
(x) < +∞ for all n ∈ N, then
limn→+∞
[
Tn f
]
(x) =
[
T f
]
(x).
Proof The condition that every step along the sequence is
real-valued implies that, for all n ∈ N,
f (y) = +∞ ⇒ Tn(x,y) = 0 ,
which yields T (x,y) = limn→+∞Tn(x,y) = 0 if f (y) = +∞.
Now let g∈L (X ) be such that g(y) = f (y) if f (y)<+∞,
and g(y) = 0, otherwise.
Then
[
T f
]
(x) =
[
Tg
]
(x) and
[
Tn f
]
(x) =
[
Tng
]
(x) for
all n ∈ N, so it suffices to prove that limn→+∞
[
Tng
]
(x) =[
Tg
]
(x). This property holds because g ∈ L (X ) and
limn→+∞Tn = T in the norm topology.
We will next prove the various claims in Lemma 1 sep-
arately. We first prove the reachability properties.
Lemma 27 Fix any f ∈L (X ). Then there is some T ∈
T such that T f = T f .
Proof We prove this pointwise per state, so fix any x∈X .
Now we consider two cases. First, suppose that
[
T f
]
(x)<
+∞. Then, for every ε > 0, we can find some Tε ∈ T such
that [
T f
]
(x)<
[
Tε f
]
(x)+ ε .
So consider any positive sequence {εn}n∈N in R such that
limn→+∞ εn = 0 and the corresponding sequence Tεn in T .
Because the set T is closed and bounded and finite di-
mensional, it is compact. Hence we get the existence of a
subsequence {Tεn j } j∈N such that
lim
j→+∞
Tεn j =: Tεn∗ ∈ T .
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Then, using Lemma 26, we get
[
T f
]
(x)≤ lim
j→+∞
[
Tεn j f
]
(x)+ εn j
= lim
j→+∞
[
Tεn j f
]
(x) =
[
Tεn∗ f
]
(x) .
Conversely, Tεn∗ ∈ T directly implies[
Tεn∗ f
]
(x)≤
[
T f
]
(x) ,
so we conclude that
[
Tεn∗ f
]
(x) =
[
T f
]
(x).
For the other case, suppose that
[
T f
]
(x) = +∞. This
means that, for any c ∈ R, there is some Tc ∈ T such that[
Tc f
]
(x)> c. So consider any sequence {cn}n∈N such that
limn→+∞ cn = +∞ and the corresponding sequence Tcn ∈
T . If there is some n ∈ N such that
[
Tcn f
]
(x) = +∞ =[
T f
]
(x) then we are done with this second case.
So suppose that
[
Tcn f
]
(x)<+∞ for all n ∈ N. Because
T is compact, we get a convergent subsequence {Tcn j } j∈N
with lim j→+∞Tcn j =: Tcn∗ ∈ T . Moreover, by Lemma 26,
we have
[
Tcn∗ f
]
(x) = lim
j→+∞
[
Tcn j f
]
(x)≥ lim
j→+∞
cn j =+∞ .
This concludes the proof for the second case.
To summarise the above, for any x ∈ X we can find
some Tx ∈T such that
[
Tx f
]
(x) =
[
T f
]
(x). Now consider
the matrix T , defined for all x ∈ X as T (x, ·) := Tx(x, ·).
Then T ∈ T because T has separately specified rows.
Moreover, for any x ∈X ,
[
T f
]
(x) = ∑
y∈X
T (x,y) f (y)
= ∑
y∈X
Tx(x,y) f (y) =
[
Tx f
]
(x) =
[
T f
]
(x) ,
and so T f = T f .
Lemma 28 Fix any f ∈L (X ). Then there is some T ∈
T such that T f = T f .
Proof We prove this pointwise per state, so fix any x ∈X .
Now we consider two cases. First, suppose that
[
T f
]
(x) =
+∞. Then for any T ∈T it holds that
+∞ =
[
T f
]
(x)≤
[
T f
]
(x) ,
which implies that also
[
T f
]
(x) =+∞. This concludes the
first case.
For the other case, suppose that
[
T f
]
(x) < +∞. Then,
for all ε > 0, we can find some Tε ∈ T such that[
Tε f
]
(x)− ε <
[
T f
]
(x) .
So consider any positive sequence {εn}n∈N in R such that
limn→+∞ εn = 0 and the corresponding sequence Tεn in T .
Because the set T is closed and bounded and finite di-
mensional, it is compact. Hence we get the existence of a
subsequence {Tεn j } j∈N such that
lim
j→+∞
Tεn j =: Tεn∗ ∈ T .
Then, using Lemma 26, we get
[
T f
]
(x)≥ lim
j→+∞
[
Tεn j f
]
(x)− εn j
= lim
j→+∞
[
Tεn j f
]
(x) =
[
Tεn∗ f
]
(x) .
Conversely, Tεn∗ ∈ T directly implies[
Tεn∗ f
]
(x)≥
[
T f
]
(x) ,
so we conclude that
[
Tεn∗ f
]
(x) =
[
T f
]
(x). This concludes
the second case.
To summarise the above, for any x ∈ X we can find
some Tx ∈T such that
[
Tx f
]
(x) =
[
T f
]
(x). Now consider
the matrix T , defined for all x ∈ X as T (x, ·) := Tx(x, ·).
Then T ∈ T because T has separately specified rows.
Moreover, for any x ∈X ,
[
T f
]
(x) = ∑
y∈X
T (x,y) f (y)
= ∑
y∈X
Tx(x,y) f (y) =
[
Tx f
]
(x) =
[
T f
]
(x) ,
and so T f = T f .
We next need a number of additional technical proper-
ties of lower and upper transition operators, before we can
prove the remaining statements in Lemma 1.
Lemma 29 Consider any f ,g ∈L (X ) such that f ≤ g.
Then it holds that
T f ≤ T g and T f ≤ Tg .
Proof Using Lemma 27, we find T ∈ T such that T f =
T f . Now fix any x∈X . Then because T ∈T it holds that
[
T f
]
(x) =
[
T f
]
(x)
= ∑
y∈X
T (x,y) f (y)
≤ ∑
y∈X
T (x,y)g(y)
=
[
Tg
]
(x)≤
[
Tg
]
(x) ,
where the first inequality used the fact that T (x,y) ≥ 0 for
all y ∈X . This implies T f ≤ T g because x was arbitrary.
We next prove the statement for T . Using Lemma 28,
we find a T ∈ T such that Tg= T g. Then
[
Tg
]
(x) =
[
Tg
]
(x)
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= ∑
y∈X
T (x,y)g(y)
≥ ∑
y∈X
T (x,y) f (y)
=
[
T f
]
(x)≥
[
T f
]
(x) ,
where the first inequality used the fact that T (x,y)≥ 0 for
all y ∈X . This implies T f ≤ T g because x was arbitrary.
Lemma 30 For any f ,g ∈L (X ), it holds that
‖T f −T g‖ ≤ ‖ f − g‖ and
∥∥T f −T g∥∥≤ ‖ f − g‖ .
Proof Fix any x ∈X . Then, using Lemma 22, we get
∣∣[T f ](x)− [T g](x)∣∣ ≤ [T | f − g|](x)
≤max
y∈X
| f (y)− g(y)|= ‖ f − g‖ .
Because x was arbitrary we find that
‖T f −T g‖=max
x∈X
∣∣[T f ](x)− [T g](x)∣∣≤ ‖ f − g‖ .
The proof for T is completely analogous.
We can now prove that T and T are continuous on
L (X ):
Lemma 31 Consider any sequence { fn}n∈N in L (X )
such that limn→+∞ fn = f ∈L (X ). Then
lim
n→+∞
T fn = T f and lim
n→+∞
T fn = T f .
Proof Since L (X ) has the norm topology, it holds that
limn→+∞ ‖ fn− f‖= 0. So then, using Lemma 30, it holds
that
lim
n→+∞
‖T fn−T f‖ ≤ lim
n→+∞
‖ fn− f‖= 0 ,
from which we conclude that limn→+∞T fn = T f . The
proof for T is completely analogous.
It remains to prove that T and T are continuous on
L (X ) with respect to non-decreasing sequences:
Lemma 32 Consider any non-decreasing sequence
{ fn}n∈N in L (X ) such that limn→+∞ fn = f ∈ L (X ).
Then
lim
n→+∞
T fn = T f and lim
n→+∞
T fn = T f .
Proof We start by proving the claim for T , and prove
the claim pointwise per state. So, fix any x ∈ X . We
now consider two cases. First, suppose that
[
T f
]
(x) <
+∞. By Lemma 29 and the fact that the sequence fn is
non-decreasing, this implies that also
[
T fn
]
(x) < +∞ for
all n ∈ N. We can then find functions gn,g ∈ L (X )
such that for all n ∈ N, gn(y) = fn(y) and g(y) = f (y) if
f (y)< +∞, and gn(y) = g(y) = 0 otherwise. Then clearly
limn→+∞ gn = g, and, as we will show next,
[
T f
]
(x) =
[
Tg
]
(x) and
[
T fn
]
(x) =
[
Tgn
]
(x) ,
for all n ∈N. To see this, note that
[
T f
]
(x)<+∞ implies,
for all T ∈ T , that T (x,y) = 0 for all y ∈ X such that
f (y) = +∞. Hence
[
T f
]
(x) =
[
Tg
]
(x) and
[
T fn
]
(x) =[
Tgn
]
(x) for all T ∈ T , from which the claim follows.
Hence it suffices to prove that limn→+∞
[
Tgn
]
(x) =[
Tg
]
(x), which follows immediately from Lemma 31.
For the other case, suppose that
[
T f
]
(x) = +∞. Us-
ing Lemma 27, we find a T ∈ T such that
[
T f
]
(x) =[
T f
]
(x) =+∞. This implies that there is some y∈X such
that T (x,y)> 0 and f (y) =+∞. Because limn→+∞ fn(y) =
f (y), this implies that
lim
n→+∞
[
T fn
]
(x) = +∞ .
Because T ∈ T it holds for all n ∈ N that
[
T fn
]
(x) ≤[
T fn
]
(x), so we find that
+∞ = lim
n→+∞
[
T fn
]
(x)≤ lim
n→+∞
[
T fn
]
(x) ,
and hence limn→+∞
[
T fn
]
(x) = +∞ =
[
T f
]
(x). This con-
cludes the proof of the second case.
In summary, we have shown that limn→+∞
[
T fn
]
(x) =[
T f
]
(x) for all x ∈X . Because L (X ) has the topology
of pointwise convergence, it follows that limn→+∞T fn =
T f . This concludes the proof for T .
It remains to prove the claim for T . Because f1 ∈
L (X ) and X is finite, f1 is bounded below. Hence, be-
cause of this, we can use an extension of the constant ad-
ditivity property in Lemma 22 (5.) to elements of L (X ),
and assume without loss of generality that f1, and there-
fore also f and all fn, are non-negative; essentially we
“shift” all functions to be non-negative, prove that the con-
vergence holds, and then shift them back afterwards.
Note that because of Lemma 29 and the non-decreasing
character of { fn}n∈N, we have that T fn ≤ T f for all n∈N,
and therefore limn→+∞T fn exists and limn→+∞T fn ≤ T f .
So it remains to prove limn→+∞T fn ≥ T f .
Fix any x ∈ X and let Y := {y ∈ X : f (y) = +∞}.
Then according to Lemma 28 there is a T ∈T such that
[T IY ](x) = [T IY ](x).
We then also have for all non-negative α ∈ R that
[T (αIY )](x) = [T (αIY )](x) = α[T IY ](x). (31)
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We consider two cases; first, suppose that [T IY ](x) > 0.
Using Lemma 29 and the non-negativity of f , it then holds
that
[T f ](x)≥ [T (+∞IY )](x) = +∞[T IY ](x) = +∞,
where we used that f = +∞IY + f · IY c , and where the
first step (super-additivity) follows from the definition of
T as an infimum. Hence, [T f ](x) =+∞. Similarly, for any
n ∈ N, we also have that
[T fn](x)≥ [T ( fn · IY )](x)
≥ [T (min
y∈Y
fn(y)IY )](x)
=min
y∈Y
fn(y)[T IY ](x),
where the first two steps follow from Lemma 29 and the
non-negativity of fn, and the third from the non-negativity
of fn together with Equation (31). Since limn→+∞ fn = f ,
we have that limn→+∞ fn(y) =+∞ for all y∈Y , and there-
fore, because Y is finite, that
lim
n→+∞
min
y∈Y
fn(y) = +∞.
Hence, because [T IY ](x) > 0 by our current assumption,
we find that
lim
n→+∞
[T fn](x)≥ lim
n→+∞
min
y∈Y
fn(y)[T IY ](x)≥+∞ .
So we indeed have that [T f ](x) = +∞ =
limn→+∞[T fn](x).
For the second case, suppose that [T IY ](x) = 0. Then,
according to Lemma 28, there is a sequence {Tn}n∈N in T
such that [T fn](x) = [Tn fn](x) for all n ∈N. Because T is
closed and bounded and finite-dimensional, it is compact.
Hence, we get a convergent subsequence {Tn j} j∈N such
that lim j→+∞Tn j =: Tn∗ ∈T . Moreover, we have that
lim
n→+∞
[T fn](x) = lim
n→+∞
[Tn fn](x)
= lim
j→+∞
[Tn j fn j ](x)
≥ limsup
j→+∞
[Tn j( fn j · IY c)](x)
= limsup
j→+∞
∑
y∈Y c
Tn j (x,y) fn j (y), (32)
where we have used the non-negativity of fn j in
the third step. Furthermore, because Y c is finite and
lim j→+∞ fn j (y) = f (y) ∈ R and lim j→+∞Tn j (x,y) =
Tn∗(x,y) ∈ R for all y ∈ Y
c, it follows from Equation (32)
that
lim
n→+∞
[T fn](x)≥ ∑
y∈Y c
lim
j→+∞
Tn j(x,y) lim
j→+∞
fn j (y)
= ∑
y∈Y c
Tn∗(x,y) f (y) . (33)
Next, note that [T f ](x) ≤ [T f ](x) = [T ( f · IY c)](x) <
+∞ because f · IY c is bounded (both below and above)
sinceX is finite. Hence, because also limn→+∞[T fn](x)≤
[T f ](x), it follows that limn→+∞[T fn](x)<+∞, which im-
plies that
+∞ > lim
n→+∞
[T fn](x) = lim
n→+∞
[Tn fn](x)
= lim
j→+∞
[Tn j fn j ](x)
≥ limsup
j→+∞
[Tn j( fn j · IY )](x)
= limsup
j→+∞
∑
y∈Y
Tn j(x,y) fn j (y) ,
where we have used the non-negativity of fn j in the fourth
step. Since lim j→+∞ fn j (y) = +∞ for all y ∈ Y , this im-
plies that lim j→+∞Tn j (x,y) = Tn∗(x,y) = 0 for all y ∈ Y .
Hence, using Equation (33) we find that
lim
n→+∞
[T fn](x)≥ ∑
y∈Y c
Tn∗(x,y) f (y)
= ∑
y∈Y c
Tn∗(x,y) f (y)+ ∑
y∈Y
Tn∗(x,y)(+∞)
= [Tn∗ f ](x)≥ [T f ](x),
where the last step follows from the definition of T .
In summary, we have shown that, in either case,
limn→+∞
[
T fn
]
(x) =
[
T f
]
(x). Because x was arbitrary
and because L (X ) has the topology of pointwise conver-
gence, it follows that limn→+∞T fn = T f . This concludes
the proof for T .
Proof of Lemma 1 These properties are proved separately
in Lemma 27, Lemma 28, Lemma 31, and Lemma 32.
Lemma 33 Let P be any closed and convex set of prob-
ability mass functions on X , and let EP be defined by
EP( f ) := sup
P∈P
EP( f ) := sup
P∈P
∑
x∈X
f (x)P(x),
for all f ∈L (X ). Then EP satisfies E1–E4.
Proof
E1. That EP satisfies E1 is trivial; it follows immediately
from its definition and the fact that∑x∈X P(x) = 1 for
any probability mass function P on X .
E2. Fix any f and g in L (X ). We first show that [ f (x)+
g(x)]P(x) = f (x)P(x)+ g(x)P(x) for any probability
mass function P on X and any x ∈X .
So fix any probability mass function P on X and
any x ∈X . If P(x) = 0, then, by our convention that
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0 ·(+∞) = 0, we have that both [ f (x)+g(x)]P(x) = 0
and f (x)P(x) + g(x)P(x) = 0, implying that [ f (x) +
g(x)]P(x) = f (x)P(x)+ g(x)P(x). So we can assume
that P(x) > 0. Then because both f ∈ L (X ) and
g ∈ L (X ), we can distinguish two cases. Either
we have that [ f (x) + g(x)] ∈ R, implying that both
f (x) ∈ R and g(x) ∈ R and therefore directly that
[ f (x)+ g(x)]P(x) = f (x)P(x)+ g(x)P(x). Otherwise,
we have that [ f (x) + g(x)] = +∞, implying that
at least f (x) or g(x) equals +∞. Hence, because
P(x) > 0, we get that both [ f (x) + g(x)]P(x) = +∞
and f (x)P(x)+ g(x)P(x) = +∞, again implying that
[ f (x)+ g(x)]P(x) = f (x)P(x)+ g(x)P(x).
So we indeed have that [ f (x) + g(x)]P(x) =
f (x)P(x) + g(x)P(x) for any probability mass func-
tion P on X and any x ∈X . Then, for any probabil-
ity mass function P on X , we can write that
∑
x∈X
[ f (x)+ g(x)]P(x) = ∑
x∈X
f (x)P(x)+ g(x)P(x),
implying, by definition, that EP( f + g) = EP( f ) +
EP(g). Now consider any set P of probability mass
function on X . Then we indeed have that
EP( f + g) = sup
P∈P
EP( f + g)
= sup
P∈P
[
EP( f )+EP(g)
]
≤ sup
P∈P
EP( f )+ sup
P∈P
EP(g)
= EP( f )+EP(g).
E3. Fix any positive λ ∈ R and any non-negative f ∈
L (X ). If λ 6=+∞, meaning that it is a positive real
number, then it follows trivially from the definition of
EP and the positivity of λ , that λEP ( f ) = EP(λ f ).
So suppose that λ =+∞ and consider any probability
mass function P on X . Then, because f (x)P(x) ≥ 0
for all x ∈X , we have that
∑
x∈X
(+∞) · f (x)P(x) = (+∞) · ∑
x∈X
f (x)P(x).
Hence, we indeed have that
EP (λ f ) = sup
P∈P
EP((+∞) · f ) = (+∞) · sup
P∈P
EP( f )
= λEP ( f ).
E4. That E4 holds, follows trivially from the fact that the
supremum operator is monotone and that P(x) ≥ 0
for any probability mass function P on X and any
x ∈X .
Proof of Proposition 3 For any n ∈ N0 and x0, . . . ,xn ∈
X , the (singleton) set
P :=
{
P(Xn+1 |X0:n = x0:n)
}
is a closed and convex set of probability mass functions on
X , and, for all f ∈L (X ),
Qx0:n( f ) = EP
[
f (Xn+1) |X0:n = x0:n
]
= sup
Q∈P
EQ
[
f (Xn+1) |X0:n = x0:n
]
.
Therefore, Qx0:n satisfies E1–E4 due to Lemma 33.
Now, we will need a small notational trick to prove the
remaining statements in Section 2. To this end, we ex-
tend the domains of T and T to functions f : X n+1 →
R for any n ∈ N. For any n ∈ N, let L +(X n+1) be
the set of all such functions, and, for any n ∈ N, define
T : L +(X n+1)→L +(X n) for all f ∈L +(X n+1) and
all x0:n−1 ∈X n as
[T f ](x0:n−1) :=
[
T
(
f (x0:n−1·)
)]
(xn−1),
and analogously for T . Note that, in the definition above,
we used the function f (x0:n−1·) ∈ L (X ) that is defined
as f (x0:n−1·)(xn) := f (x0:n) for all xn ∈X .
Our proofs will at times make use of the fact that the
game-theoretic (lower or upper) expectation operators sat-
isfy a law of iterated expectations. The following makes
this explicit for the lower expectation, and the property for
the upper expectation then follows through conjugacy:
Proposition 34 Consider any game-theoretic lower ex-
pectation operator EV. Then for all f ∈ L (Ω) and all
n ∈N0, it holds that
E
V[ f |X0:n]= EV
[
E
V[ f |X0:n+1]
∣∣∣X0:n
]
.
Proof Follows immediately from [27, Theorem 16] and
conjugacy.
Proof of Proposition 4 Note that we can assume m >
n+2 without loss of generality, because any ℓ-measurable
function is also m-measurable for all m > ℓ. Since fm
is m-measurable, we have that fm = f (X0:m) for some
f : X m+1 → R. Then we can use Proposition 34 to find
that
E
V
P
[
fm |X0:n
]
= EVP
[
f (X0:m) |X0:n
]
= EVP
[
E
V
P
[
f (X0:m)
∣∣∣X0:n+1
]∣∣∣X0:n
]
= EVP
[
E
V
P
[
· · ·EVP
[
f (X0:m) |X0:m−1
]
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· · ·
∣∣∣X0:n+1
]∣∣∣X0:n
]
.
(34)
Now, for any x0:m−1 ∈ X m we have by [27, Proposition
15] that
E
V
P
[
f (X0:m) |X0:m−1 = x0:m−1
]
= EVP
[
f (x0:m−1Xm) |X0:m−1 = x0:m−1
]
= EP
[
f (x0:m−1Xm) |X0:m−1 = x0:m−1
]
= EP
[
f (X0:m) |X0:m−1 = x0:m−1
]
,
where the second equality follows from the definition of
the local game-theoretic lower expectations. Hence, we
have that
E
V
P
[
f (X0:m) |X0:m−1
]
= EP
[
f (X0:m) |X0:m−1
]
.
By plugging this into Equation (34), we get that
E
V
P
[
fm |X0:n
]
= EVP
[
E
V
P
[
· · ·EP
[
f (X0:m) |X0:m−1
]
· · ·
∣∣∣X0:n+1
]∣∣∣X0:n
]
.
As such, we can repeat this argument and work our way
outwards. Then eventually we find that
E
V
P
[
fm |X0:n
]
= EP
[
EP
[
· · ·EP
[
f (X0:m) |X0:m−1
]
· · ·
∣∣∣X0:n+1
]∣∣∣X0:n
]
,
which by the law of iterated expectations (applied on EP)
implies that
E
V
P
[
fm |X0:n
]
= EP
[
f (X0:m) |X0:n
]
= EP
[
fm |X0:n
]
.
The equality for the game-theoretic upper expecta-
tion then follows from conjugacy and the fact that
EP
[
fm |X0:n
]
=−EP
[
− fm |X0:n
]
.
Proof of Proposition 5 For any x ∈X , let Tx denote the
set of x-th rows of T :
Tx :=
{
T (x, ·) : T ∈ T
}
.
Then, because each T ∈ T is row-stochastic, and because
T is closed and convex, Tx is a closed and convex set of
probability mass functions on X .
Moreover, for any x ∈X and f ∈L (X ) it holds that[
T f
]
(x) = sup
T∈T
[
T f
]
(x) = sup
T (x,·)
∑
y∈X
T (x,y) f (y) .
Therefore, due to Lemma 33,
[
T (·)
]
(x) satisfies E1–E4.
Because this is true for every x ∈X , it follows that, for all
n ∈ N0 and all x0, . . . ,xn ∈X , the operators
Qx0:n(·) =
[
T (·)
]
(xn) ,
also satisfy E1–E4.
Proposition 35 Consider any T and let EV
T
[· | ·] and
E
V
T [· | ·] be the corresponding game-theoretic lower and
upper expectation operators. Then for all n,m ∈ N0 with
m> n and all f : X m−n+1 → R, it holds that
E
V
T [ f (Xn:m) |X0:n] =
[
Tm−n f
]
(Xn) and,
E
V
T [ f (Xn:m) |X0:n] =
[
T
m−n
f
]
(Xn).
Proof We only prove this for the lower expectation; the
proof for the upper expectation is completely analogous.
Fix any n,m∈N0 such thatm> n, and any f :X m−n+1→
R. Note that, for all x0:m−1 ∈X m, we have by [27, Propo-
sition 15] together with conjugacy and the definitions of
the local game-theoretic lower expectations and T that
E
V
T
[
f (Xn:m) |X0:m−1 = x0:m−1
]
= EVT
[
f (xn:m−1Xm) |X0:m−1 = x0:m−1
]
=
[
T
(
f (xn:m−1·)
)]
(xm−1)
= [T f ](xn:m−1), (35)
If now m = n+ 1, we are done. If not, we have that m >
n+ 1. Then, using Proposition 34, we find that
E
V
T
[
f (Xn:m) |X0:m−2
]
= EVT
[
E
V
T
[
f (Xn:m) |X0:m−1
]∣∣∣X0:m−2
]
,
(36)
and, therefore, for all x0:m−2 ∈X m−1 we have that
E
V
T
[
f (Xn:m) |X0:m−2 = x0:m−2
]
= EVT
[
E
V
T
[
f (Xn:m) |X0:m−2 = x0:m−2,Xm−1
]
∣∣∣X0:m−2 = x0:m−2
]
= EVT
[
[T f ](xn:m−2Xm−1)
∣∣∣X0:m−2 = x0:m−2
]
=
[
T 2 f
]
(xn:m−2),
where the first step follows from Equation (36) and [27,
Proposition 15], the second step from Equation (35)
and the third from the definitions of the local game-
theoretic lower expectations and T . If m = n + 2, we
are done. If not, then we can continue in this way un-
til we find that EV
T
[ f (Xn:m) |X0:n = x0:n] =
[
Tm−n f
]
(xn).
Corollary 36 Consider any n ∈ N and any function f :
X n →R. Then, for any x,y ∈X , it holds that
E
V
T
[
f (X1:n)
∣∣X0:1 = xy]= EVT [ f (X0:n−1) ∣∣X0 = y] . (37)
Proof It follows from Proposition 35 that, for any x,y ∈
X , both sides of (37) are equal to
[
T n−1 f
]
(y).
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Proof of Proposition 6 We first prove the inequality for
the upper expectation. Note that
E
V
T [g(Xn+1) |X0:n = x0:n] =
[
Tg
]
(xn)
≥ EP[g(Xn+1) |X0:n = x0:n]
= E
V
P [g(Xn+1) |X0:n = x0:n],
for all g ∈ L (X ), all n ∈ N0, all x0, . . . ,xn ∈ X and all
P ∈ P I
T
, where the last step used Proposition 4. Hence,
then it follows immediately from [27, Proposition 14] that
E
V
T [ f |X0:n = x0:n]≥ E
V
P [ f |X0:n = x0:n] ,
for all f ∈ L (Ω), all n ∈ N0, all x0, . . . ,xn ∈ X and all
P ∈P I
T
, implying that
E
V
T [ f |X0:n = x0:n]≥ sup
P∈PI
T
E
V
P [ f |X0:n = x0:n].
The inequality for lower expectations then follows from
conjugacy.
Proof of Proposition 7 From the fact that each fm is m-
measurable and X is finite we infer that fm is bounded
below and above. Moreover, since the sequence is non-
decreasing, { fm}m∈N and f are uniformly bounded below.
Hence the claim for the upper expectation is proved by [27,
Theorem 24].
Since { fm}m∈N is non-decreasing, the corresponding
sequence {− fm}m∈N is non-increasing, and clearly each
function − fm is still m-measurable. By [27, Proposition
30] we therefore have
E
V
[− f |X0:n = x0:n] = lim
m→+∞
E
V
[− fm |X0:n = x0:n] .
Hence, the claim for the lower expectation follows from
conjugacy of the lower and upper expectations.
Appendix C. Proofs of Statements
in Section 3.1
We will need the following technical lemma. The state-
ment is obvious when working with measure-theoretic ex-
pectations, but perhaps less so for the Vovk expectation
operators that we use here:
Lemma 37 Consider any n,m ∈ N0 with m > n, any m-
measurable function f ∈ Lm(Ω) and any x0, . . . ,xn ∈ X .
Then it holds that
E
V
T
[
f (X0:m)
∣∣X0:n = x0:n]
= EVT
[
f (x0:nXn+1:m)
∣∣X0:n = x0:n] .
Proof We will give the proof using the corresponding up-
per expectation. By conjugacy we have
E
V
T
[
f (X0:m)
∣∣X0:n = x0:n]=−EVT [− f (X0:m) ∣∣X0:n= x0:n] .
We recall the definition of the game-theoretic upper expec-
tation given in Appendix A, i.e.,
E
V
T
[
− f (X0:m) |X0:n = x0:n
]
= inf
{
M (x0:n)
∣∣∣M ∈Mb and liminfM ≥x0:n − f (X0:m)
}
,
where we also recall that liminfM ≥x0:n − f (X0:m) means
that for every path ω = z0z1 · · · zn · · · in Ω such that z0:n =
x0:n, it holds that liminfk→+∞ M (z0:k)≥− f (ω).
Because this quantifier runs over paths ω ∈ Ω whose
first n+ 1 values are x0, . . . ,xn, it trivially holds that
liminfM ≥x0:n − f (X0:m)
⇔ liminfM ≥x0:n − f (X0:m)IΓ(x0:n) ,
where we recall the definition Γ(x0:n) :=
{
ω ∈ Ω
∣∣∀t ∈
{0, . . . ,n} : ω(t) = xt
}
.
Now consider this function − f (X0:m)IΓ(x0:n). Then, for
any ω ∈ Ω, it holds that
− f
(
X0:m(ω)
)
IΓ(x0:n)(ω)
=
{
− f
(
x0:nXn+1:m(ω)
)
if X0:n(ω) = x0:n, and
0 otherwise.
Therefore in particular, it holds that
− f (X0:m)IΓ(x0:n) =− f (x0:nXn+1:m)IΓ(x0:n) .
We therefore see that
liminfM ≥x0:n − f (X0:m)
⇔ liminfM ≥x0:n − f (X0:m)IΓ(x0:n)
⇔ liminfM ≥x0:n − f (x0:nXn+1:m)IΓ(x0:n)
⇔ liminfM ≥x0:n − f (x0:nXn+1:m) ,
where the final step again used the fact that the quantifica-
tion runs over paths whose first n+ 1 values are x0, . . . ,xn.
Applying the definition of the game-theoretic upper ex-
pectation a final time therefore yields
E
V
T
[
− f (X0:m) |X0:n = x0:n
]
= E
V
T
[
− f (x0:nXn+1:m) |X0:n = x0:n
]
.
Passing back to the lower expectation through conjugacy,
we finally get
E
V
T
[
f (X0:m)
∣∣X0:n = x0:n]
=−E
V
T
[
− f (X0:m)
∣∣X0:n = x0:n]
=−E
V
T
[
− f (x0:nXn+1:m)
∣∣X0:n = x0:n]
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= EVT
[
f (x0:nXn+1:m)
∣∣X0:n = x0:n] .
Proof of Lemma 9 We only give the proof for h(n)A ; the
proof for h
(n)
A is completely analogous.
First note that, for any n ∈ N0, the value of H
(n)
A
on any ω ∈ Ω is completely determined by the values
ω(0), . . . ,ω(n) ∈ X . Thus, we can equivalently interpret
H
(n)
A as a function on X
n+1. Note that we can then write,
for any n ∈ N and any x0, . . . ,xn ∈X , that
H
(n)
A (x0:n) = IAc(x0)+ IAc(x0)H
(n−1)
A (x1:n) .
This implies that, for all n ∈ N and all x0 ∈X , we have
E
V
T
[
H
(n)
A (X0:n) |X0 = x0
]
= EVT
[
IAc(x0)+ IAc(x0)H
(n−1)
A (X1:n) |X0 = x0
]
= IAc(x0)+ IAc(x0)E
V
T
[
H
(n−1)
A (X1:n) |X0 = x0
]
= IAc(x0)+ IAc(x0)E
V
T
[
E
V
T
[
H
(n−1)
A (X1:n) |X0:1
] ∣∣∣X0 = x0
]
,
(38)
where the first step used Lemma 37 and the last step
used Proposition 34. Now, according to Corollary 36,
E
V
T
[
H
(n−1)
A (X1:n) |X0:1
]
does not depend on the initial
state X0, so there is a function gn−1 : X →R such that
gn−1(X1) = E
V
T
[
H
(n−1)
A (X1:n) |X0:1
]
.
Moreover, again using Corollary 36, we also have that
gn−1(X0) = E
V
T
[
H
(n−1)
A (X0:n−1) |X0
]
.
Now note that H(0)A (x0) = IAc(x0) = h
(0)
A (x0) for all x0 ∈
X , which provides an induction base to prove the original
statement. If we now assume that the statement is true for
n− 1, we can write that gn−1 = h
(n−1)
A . Plugging this back
into Equation (38), we get that
E
V
T
[
H
(n)
A (X0:n) |X0 = x0
]
= IAc(x0)+ IAc(x0)E
V
T
[
gn−1(X1)
∣∣∣X0 = x0
]
= IAc(x0)+ IAc(x0)[T h
(n−1)
A ](x0) = h
(n)
A (x0),
for all x0 ∈ X . In the expression above, the second step
uses Equation (12) and the last uses the definition of h(n)A .
The remainder of this section of the appendix sets up
the required results to prove the statements for upper ex-
pectations in Theorem 12 and Corollary 13.
The following generic property will be useful.
Lemma 38 For all B⊆X , with Bc :=X \B, it holds for
all n ∈ N and all x ∈X that
[
T nIB
]
(x) = 0 ⇔
[
T
n
IBc
]
(x) = 1 ,
and, moreover,
[
T nIB
]
(x) = 1 ⇔
[
T
n
IBc
]
(x) = 0 .
Proof Fix x ∈ X and suppose that
[
T nIB
]
(x) = 0. Note
that IBc = 1− IB. Hence, using Lemma 23 and Lemma 25,[
T
n
IBc
]
(x) =
[
T
n
(1− IB)
]
(x) = 1−
[
T nIB
]
(x) = 1 .
Conversely, suppose that
[
T
n
IBc
]
(x) = 1 and note that
IB = 1− IBc. Then using Lemma 23 and Lemma 25,[
T nIB
]
(x) =
[
T n(1− IBc)
]
(x) = 1−
[
T
n
IBc
]
(x) = 0 .
The proof of the other claim is completely analogous.
The proofs of Theorem 12 and Corollary 13 work by
first proving the statements of interest on a modification of
the actual (imprecise) stochastic process, and then show-
ing that the inferences are invariant under this modifica-
tion. We will call this modification the A-inert modifica-
tion of the imprecise Markov chain, which is based on the
following definition:
Definition 39 A non-empty set T of transition matrices
is called A-inert if, for all x ∈ A and all T ∈ T , it holds
that T (x,x) = 1. If T is A-inert, we also say that its corre-
sponding lower and upper transition operators are A-inert,
or, similarly, that an imprecise Markov chain derived from
it is A-inert.
Lemma 40 Let T be a non-empty set of transition matri-
ces that is A-inert, and let T and T be its lower and upper
transition operators. Then, for all f ∈L (X ), it holds that[
T f
]
(x) = f (x) and
[
T f
]
(x) = f (x) for all x ∈ A.
Proof Fix f ∈L (X ) and x ∈ A, and choose any T ∈ T .
Then because T is A-inert,
[
T f
]
(x) = ∑
y∈X
T (x,y) f (y) = f (x) .
Then from the definition of T we get
[
T f
]
(x) = inf
T∈T
[
T f
]
(x) = f (x) ,
and from the definition of T we get
[
T f
]
(x) = sup
T∈T
[
T f
]
(x) = f (x) ,
which concludes the proof.
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Corollary 41 Suppose that T is an A-inert lower transi-
tion operator. Then
[
T I{x}
]
(x) = 1 for all x ∈ A.
Proof Apply Lemma 40 to the function I{x} ∈L (X ).
Intuitively, it can be seen that an imprecise Markov chain
is A-inert, if all states x ∈ A are absorbing: once the pro-
cess reaches a state x ∈ A, it remains there with (lower)
probability one. The modification is now straightforward;
we start with the modification of a set of transition matri-
ces:
Definition 42 For any non-empty set of transition matri-
ces T , its A-inert modification S is the set of transition
matrices defined by
S :=
{
S ∈ T
∣∣∣ (∀x ∈ A : S(x,x) = 1),
(
∃T ∈ T : ∀x ∈ Ac : S(x, ·) = T (x, ·)
)}
,
where T is the set of all transition matrices.
This A-inert modification satisfies the following proper-
ties:
Lemma 43 Let T be a non-empty set of transition matri-
ces that is closed and convex and that has separately spec-
ified rows, and let S be its A-inert modification. Then S
is non-empty, closed, convex, A-inert, and has separately
specified rows.
Moreover, let T and S denote the lower transition oper-
ators corresponding to T and S , respectively. Then, for
all f ∈ L (X ), if holds that
[
T f
]
(x) =
[
S f
]
(x) for all
x ∈ Ac.
Proof We first show that S is non-empty. To this end,
choose any T ∈ T ; this is possible because T is non-
empty. Consider the |X |× |X | matrix S, whose elements
are defined, for all x,y ∈X , as
S(x,y) :=


1 if x= y and x ∈ A,
0 if x 6= y and x ∈ A, and
T (x,y) otherwise.
Then for all x ∈ A we have that ∑y∈X S(x,y) = 1 and
S(x,y)≥ 0 for all y ∈X . Moreover, for all x∈ Ac we have
∑y∈X S(x,y) =∑y∈X T (x,y) = 1 and S(x,y) = T (x,y)≥ 0
for all y ∈X , because T is a transition matrix. Hence, S is
also a transition matrix, so an element of T, which means
that S ∈S .
We next show that S is closed. To this end, con-
sider any converging sequence {Sn}n∈N0 in S with S∗ :=
limn→+∞ Sn. Fix any n ∈ N0. First note that, for all n ∈N0,
Sn(x,x) = 1 for all x ∈ A, because Sn ∈ S . This implies
that also S∗(x,x) = 1 for all x ∈ A. Similarly, S∗(x,y) = 0
for all x ∈ A and y 6= x.
Next, fix an arbitrary T ∈ T . Because Sn ∈ S , there
is some Tn ∈ T such that Sn(x, ·) = Tn(x, ·) for all x ∈
Ac. Moreover, because T has separately specified rows,
there is some T ′n ∈ T such that T
′
n(x, ·) = T (x, ·) for all
x ∈ A, and T ′n(x, ·) = Tn(x, ·) for all x ∈ A
c. Taking lim-
its in n, for x ∈ A we immediately get limn→+∞T ′n(x, ·) =
limn→+∞T (x, ·) = T (x, ·). Moreover, for x ∈ Ac we get
lim
n→+∞
T ′n(x, ·) = lim
n→+∞
Tn(x, ·) = lim
n→+∞
Sn(x, ·) = S∗(x, ·) .
Hence, there exists the limit T ′∗ := limn→+∞T
′
n and, be-
cause T is closed and T ′n ∈ T for all n ∈ N0, we have
T ′∗ ∈ T . Now note that S∗(x, ·) = T
′
∗(x, ·) for all x ∈ A
c,
whence S∗ ∈S .
To prove that S is convex, fix S1,S2 ∈S and λ ∈ [0,1],
and define S := λS1 + (1− λ )S2; we need to show that
S ∈S . Because for x ∈ A we have S1(x,x) = S2(x,x) = 1,
clearly also S(x,x) = 1. Similarly, S(x,y) = 0 for all x ∈ A
and y 6= x. Next, because S1,S2 ∈S , there exist T1,T2 ∈T
such that S1(x, ·) = T1(x, ·) and S2(x, ·) = T2(x, ·) for all
x ∈ Ac. Let T := λT1+(1−λ )T2. Because T is convex, it
holds that T ∈T . Moreover, for all x ∈ Ac,
S(x, ·) = λS1(x, ·)+ (1−λ )S2(x, ·)
= λT1(x, ·)+ (1−λ )T2(x, ·) = T (x, ·) .
Hence we have found a T ∈ T such that S(x, ·) = T (x, ·)
for all x ∈ Ac, which implies S ∈S .
The fact that S is A-inert is immediately from the defi-
nition; S(x,x) = 1 for all S ∈S .
We finally prove that S has separately specified rows.
So, for all x ∈ X , choose Sx ∈ S , and define the ma-
trix S as S(x, ·) := Sx(x, ·). We need to show that S ∈
S . First, for any x ∈ A, because Sx ∈ S , it holds that
S(x,x) = Sx(x,x) = 1. Similarly, Sx(x,y) = 0 for all x ∈ A
and y 6= x. Next, for any x ∈ Ac, because Sx ∈ S , there is
some Tx ∈ T such that Sx(x, ·) = Tx(x, ·). Because T has
separately specified rows, there exists some T ∈ T such
that T (x, ·) = Tx(x, ·) for all x ∈ Ac. Hence also T (x, ·) =
Sx(x, ·) = S(x, ·), which implies S ∈S .
For the property about the lower transition operators, fix
any f ∈L (X ) and x ∈ Ac. Using Lemma 1, we can find
T ∈T and S ∈S such that[
T f
]
(x) =
[
T f
]
(x) and
[
S f
]
(x) =
[
S f
]
(x) .
Because T ∈T , there is some corresponding ST ∈S such
that ST (x, ·) = T (x, ·). This implies that[
S f
]
(x)≤
[
ST f
]
(x) =
[
T f
]
(x) =
[
T f
]
(x) .
Similarly, because S ∈ S , there is some corresponding
TS ∈ T such that TS(x, ·) = S(x, ·). Hence[
T f
]
(x)≤
[
TS f
]
(x) =
[
S f
]
(x) =
[
S f
]
(x) ,
from which we get
[
T f
]
(x) =
[
S f
]
(x).
We can now finally define the A-inert modification of an
imprecise Markov chain:
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Definition 44 For any imprecise Markov chain that is
characterised by a set T of transition matrices, its
(unique) A-inert modification is the imprecise Markov
chain that is characterised by the A-inert modification S
of T , and that has the same initial model as the original
imprecise Markov chain.
It is clear that the A-inert modification of a given im-
precise Markov chain, is indeed A-inert. In what follows,
we will want to work with the A-inert modification of the
actual imprecise Markov chain under consideration, when
proving results about the expected hitting time. The rea-
son that we can do this, intuitively, is that this modification
only changes the behaviour of the process once it has vis-
ited A, while the expected hitting time is only dependent
on the behaviour before A is reached. The followingmakes
this explicit for precise, homogeneous Markov chains:
Lemma 45 Consider a homogeneous Markov chain P
with transition matrix T . Because T can be interpreted as
a singleton set {T}, the A-inert modification {S} is well
defined. Let Q be the unique homogeneous Markov chain
with transition matrix S and initial model Q(X0) = P(X0).
Then hPA = h
Q
A .
Proof By Lemma 8, it holds that
hPA = IAc + IAc ·Th
P
A .
Thus for any x ∈ A, because IAc(x) = 0, it holds that
hPA(x) = IAc(x)+ IAc(x) ·
[
ThPA
]
(x)
= IAc(x)+ IAc(x) ·
[
Sh
Q
A
]
(x) = 0 .
Now for x ∈ Ac it holds that
[
S f
]
(x) =
[
T f
]
(x) for all
f ∈L (X ), so then also
hPA(x) = IAc(x)+ IAc(x) ·
[
ThPA
]
(x)
= IAc(x)+ IAc(x) ·
[
ShPA
]
(x) .
We can therefore conclude that
hPA = IAc + IAc ·Sh
P
A ,
which by Lemma 8 implies that hQA ≤ h
P
A. But by symmetry
we can modify the above argument to also find hPA ≤ h
Q
A .
Similarly, as the next result shows, the lower and up-
per expected hitting times of a game-theoretic imprecise
Markov chain, are equal to those of its A-inert modifica-
tion:
Lemma 46 Consider a game-theoretic imprecise Markov
chain parameterised by T . Then its lower and upper ex-
pected hitting time are equal to those of its A-inert modifi-
cation.
Proof By Proposition 10, it holds that EV
T
[HA |X0] =
limn→+∞ h
(n)
A and E
V
T [HA |X0] = limn→+∞ h
(n)
A .
Now consider the parametersS of the A-inert modifica-
tion, and let S and S be the corresponding lower and upper
transition operators, respectively.
Then consider the corresponding sequences s(n)A and s
(n)
A ,
so, s(0)A := s
(0)
A
:= IAc and, for all n ∈ N0,
s
(n+1)
A
:= IAc + IAc ·Ss
(n)
A ,
and
s
(n+1)
A
:= IAc + IAc ·Ss
(n)
A .
Then by Proposition 10, s∗A := limn→+∞ s
(n)
A and s
∗
A :=
limn→+∞ s
(n)
A are the lower and upper expected hitting
times of this A-inert model, respectively.
But note that, for all n ∈ N0 and all x ∈ A it holds that
s
(n)
A (x) = 0= h
(n)
A (x) ,
and, for all x ∈ Ac, that
s
(n+1)
A (x) = IAc(x)+ IAc(x) ·
[
Ss
(n)
A
]
(x)
= IAc(x)+ IAc(x) ·
[
T s
(n)
A
]
(x) .
Note that s(0)A = IAc = h
(0)
A , so by induction we find that for
all n ∈ N0 it holds that
s
(n)
A = h
(n)
A .
Hence we have s∗A = h
∗
A. The proof for s
∗
A is completely
analogous.
In the remainder of this section of the appendix, we will
until further notice implicitly work with the A-inert modifi-
cation of the imprecise Markov chain under consideration.
That is, we simply assume that T is A-inert, and there-
fore that the corresponding T and imprecise Markov chain
are, as well. This has two important and immediate conse-
quences:
Lemma 47 Suppose that T is A-inert. Then for all x ∈ A
and all n ∈ N, it holds that
[
T nIA
]
(x) = 1.
Proof Fix x∈ A. Note that IA ≥ I{x}. Hence by monotonic-
ity of T , it holds that
[
T IA
]
(x)≥
[
T I{x}
]
(x) = 1 ,
where the equality used the A-inertness of T . Moreover, it
holds that
[
T IA
]
(x)≤
[
T IA
]
(x)≤max
y∈X
IA(y) = 1 ,
so we conclude
[
T IA
]
(x) = 1, which proves the claim for
n= 1.
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Now observe that for any n ∈N and any y ∈ Ac, it holds
that [
T nIA
]
(y)≥ min
z∈X
IA(z) = 0= IA(y) .
We now finish by induction; so, suppose the claim is
true for n ∈N. Then for all z ∈ A it holds that
[
T nIA
]
(z) =
1= IA(z). Moreover, by the above derivation,
[
T nIA
]
(y)≥
IA(y) for all y ∈ Ac. So we conclude that T nIA ≥ IA. Then
by the monotonicity of T ,
[
T n+1IA
]
(x) =
[
T T nIA
]
(x)≥
[
T IA
]
(x) = 1 .
Lemma 48 Suppose that T is A-inert. Then for all x ∈
Ac, if for some n ∈ N it holds that
[
T nIA
]
(x) > 0, then[
T n+1IA
]
(x)> 0.
Proof Fix x∈A. Note that IA ≥ I{x}. Hence by monotonic-
ity of T , it holds that
[
T IA
]
(x)≥
[
T I{x}
]
(x) = 1 ,
where the equality used the A-inertness of T . Moreover, it
holds that
[
T IA
]
(x)≤
[
T IA
]
(x)≤max
y∈X
IA(y) = 1 ,
so we conclude
[
T IA
]
(x) = 1. Moreover, for any y ∈ Ac it
holds that
[
T IA
]
(y)≥ min
z∈X
IA(z) = 0= IA(y) .
Therefore we conclude that T IA ≥ IA.
Now fix x ∈ Ac and suppose there is some n ∈ N such
that
[
T nIA
]
(x)> 0. Then by the monotonicity of T n,
[
T n+1IA
]
(x) =
[
T nT IA
]
(x)≥
[
T nIA
]
(x)> 0 .
We are now ready to start setting up the proofs of (the
upper expectation part of) Theorem 12 and Corollary 13.
First, we split the set X into three different classes, as
follows:
Definition 49 Consider the sets B,U ,Z ⊆ X defined
as
• B :=
{
x ∈ Ac
∣∣∀n ∈N : [T nIA](x) = 0}
• U :=
{
x ∈ (Ac \B)
∣∣∃n ∈ N : [T nIB](x)> 0}
• Z := X \ (B∪U )
Intuitively, the states in B are exactly those for which
there exists a compatible precise model, under which it is
impossible to reach A once such a state is reached.
Moreover, U contains the states for which there exists
a compatible precise model that makes it possible to reach
the set B, but which are not themselves in B. Because
reaching B can make it impossible to reach A, also the
states in U inhibit reaching A. The states in Z are all
other states, including those in A.
As we will show below, the hitting time of the imprecise
Markov chain is relatively well-behaved when it starts in
Z ; in fact, the upper expected hitting then remains finite
and we can uniquely characterise it. Conversely, as we will
show, the upper expected hitting time when starting in ei-
ther B or U , will diverge to +∞.
We start by stating a number of technical properties of
these sets, which can in a certain sense be interpreted as
closure properties. The first of these can intuitively be in-
terpreted as saying that, once the process reaches B, there
is a compatible precise process that remains in B with
probability one.
Lemma 50 For all x ∈B, it holds that
[
T IB
]
(x) = 1.
Proof To avoid trivialities, we can assume without loss of
generality that B is non-empty.
First consider any x ∈ (Ac \B). Because x /∈ B, there
exists some nx ∈N such that
[
T nxIA
]
(x)> 0. Now let n :=
maxx∈(Ac\B) nx. Then, by Lemma 48, for all x ∈ (A
c \B),
because n ≥ nx, it holds that
[
T nIA
]
(x) > 0. Moreover,
by Lemma 47, clearly also
[
T nIA
]
(x) = 1> 0 for all x ∈ A.
We conclude that for all x ∈Bc it holds that
[
T nIA
]
(x)> 0 .
Now let c := minx∈Bc
[
T nIA
]
(x); then c > 0 since Bc is
finite. Define f ∈L (X ) for all x ∈X as
f (x) :=
{
1/c
[
T nIA
]
(x) if x ∈Bc, and
0 otherwise.
Clearly it holds that f ≥ IBc . Moreover, since for all x∈B
it holds by definition that
[
T nIA
]
(x) = 0, we find
f = 1/c ·T nIA .
By Lemma 38, the claim in this lemma’s statement is
equivalent to the claim that
[
T IBc
]
(x) = 0 for all x ∈ B.
First, clearly
[
T IBc
]
(x) ≥ miny∈X IBc(y) = 0. Now sup-
pose ex absurdo that there is some x ∈ B for which[
T IBc
]
(x)> 0. Then
[
T n+1IA
]
(x) =
[
T T nIA
]
(x)
= c
[
T f
]
(x)≥ c
[
T IBc
]
(x)> 0 ,
which implies x /∈B, a contradiction.
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The next property can be interpreted as saying that, if it
is possible to reach the set U when starting in some state
x ∈ Ac \B, then x must be in U .
Lemma 51 For all x ∈ Ac \B, if
[
T IU
]
(x) > 0, then it
holds that x ∈U .
Proof Fix x∈Ac\B and suppose that
[
T IU
]
(x)> 0. This
implies the existence of some T ∈T such that T (x,u)> 0
for some u∈U . Because u∈U , there is some n∈N such
that
[
T
n
IB
]
(u)> 0. Therefore
[
T
n+1
IB
]
(x)≥
[
TT
n
IB
]
(x)
= ∑
y∈X
T (x,y)
[
T
n
IB
]
(y)
≥ T (x,u)
[
T
n
IB
]
(u)> 0 ,
which is the required condition to get x ∈U .
The next result intuitively tells us that, if an element
u ∈ U can reach B in nu > 1 steps, then there is also an
element v ∈U that can reach B in nu− 1 steps:
Lemma 52 For every u ∈ U , let nu ∈ N be the smallest
number such that
[
T
nu
IB
]
(u) > 0; this nu exists by the
definition of U . Then, for all u ∈ U , if nu > 1, there is
some v∈U such that nv = nu−1, and clearly in that case
u 6= v.
Proof Fix any u ∈ U and suppose that nu > 1. Now, by
the definition of nu and due to (5), there is some T ∈ T
such that
[
TT
nu−1
IB
]
(u) =
[
T
nu
IB
]
(u)> 0 .
Hence we have
0< ∑
x∈X
T (u,x)
[
T
nu−1
IB
]
(x) . (39)
Let V ⊆X be defined as
V :=
{
x ∈X : T (u,x)
[
T
nu−1
IB
]
(x)> 0
}
.
That V 6= /0 is immediate from (39). We will next show that
V ⊆ U . To this end, consider any v ∈ V . Then, because
B ⊆ Ac, it follows from the monotonicity of T that
[
T
nu−1
IAc
]
(v)≥
[
T
nu−1
IB
]
(v)> 0 ,
which, using Lemma 38 and Lemma 47, implies that v /∈ A.
Hence we know that V ⊆ Ac. Next, suppose ex absurdo
that v ∈B. Then, because T (u,v) > 0 since v ∈ V , it fol-
lows that
[
T IB
]
(u)≥
[
T IB
]
(u)≥ T (u,v)> 0 ,
which would mean that nu = 1, a contradiction with the
assumption made at the beginning of this proof. Hence v /∈
B. Finally, since v ∈ V , it holds that
[
T
nu−1
IB
]
(v) > 0,
which is a sufficient condition to establish v ∈U .
So, indeed, we have established that /0 6= V ⊆U . More-
over, for all v ∈ V , it holds that nv ≤ nu− 1 and, clearly,
that T (u,v) > 0. Now fix any v ∈ V . We already estab-
lished that nv≤ nu−1, and if nv = nu−1 then we are done.
So suppose ex absurdo that nv < nu− 1. Then
[
T
nv+1
IB
]
(u)≥
[
TT
nv
IB
]
(u)≥ T (u,v)
[
T
nv
IB
]
(v)> 0 .
But then nu > nv+ 1 is not the smallest number for which[
T
nu
IB
]
(u)> 0, a contradiction.
As a consequence, if U is not empty, it contains at least
one element that can reach B in a single step:
Corollary 53 For all u ∈ U , let nu be defined as
in Lemma 52. Then, if U 6= /0, there is some u ∈ U with
nu = 1.
Proof Suppose that U 6= /0, and choose any u ∈ U . If
nu = 1 then we are done; otherwise, use Lemma 52 to find
v ∈U with nv = nu− 1. Then repeat until nv = 1.
The following property can be interpreted as saying that,
if the process starts in a state x ∈ Z , it will remain in Z
with lower probability one:
Lemma 54 For all x ∈Z it holds that
[
T IZ
]
(x) = 1.
Proof For x ∈ A ⊆ Z , it follows from the monotonicity
and A-inertness of T that
1≥
[
T IZ
]
(x)≥
[
T IA
]
(x) = 1 .
So consider any x ∈Z ∩Ac. Because x /∈B and x /∈U ,
we have
[
T IB
]
(x) = 0. Moreover, since x /∈B and x /∈U ,
we also find
[
T IU
]
(x) = 0 due to Lemma 51. Now observe
that since B∩U = /0, it holds that IB∪U = IB + IU and
therefore, by the subadditivity of T ,
0≤ min
y∈X
IB∪U (y)≤
[
T IB∪U
]
(x)
≤
[
T IB
]
(x)+
[
T IU
]
(x) = 0 .
From Z = (B∪U )c together with Lemma 38 we now
conclude that indeed
[
T IZ
]
(x) = 1.
The next property generalises the above result to any
finite number of steps; intuitively, since if we start in Z
and take one step we remain in Z —this is essentially the
previous statement—we also remain in Z after taking n
steps:
24
HITTING TIMES AND PROBABILITIES FOR IMPRECISE MARKOV CHAINS
Corollary 55 For all n ∈ N and all x ∈ Z , it holds that[
T nIZ
]
(x) = 1.
Proof By Lemma 54 we have for all x ∈ Z that[
T IZ
]
(x) = 1= IZ (x) . Moreover, for all y ∈X \Z we
have
[
T IZ
]
(y)≥minz∈X IZ (z)≥ 0= IZ (y), fromwhich
we conclude that
T IZ ≥ IZ .
Now fix any n ∈ N. Then by the monotonicity of T n, we
find that for all x ∈Z ,
[
T n+1IZ
]
(x) =
[
T nT IZ
]
(x)
≥
[
T nIZ
]
(x)
≥
[
T n−1T IZ
]
(x)≥ ·· · ≥
[
T IZ
]
(x) = 1 .
Conversely,
[
T n+1IZ
]
(x)≤maxy∈X IZ (y) = 1.
The following consequence of Lemma 54 is important,
and its interpretation can be explained using the interpre-
tation of T as encoding the 1 time step lower expectation
of an imprecise Markov chain (see Section 2.1). It can be
interpreted as saying that, because if we start in Z we re-
main in Z , the 1 time-step conditional expectation of a
function f , when starting in Z , only depends on the value
of f on Z :
Corollary 56 For all f ,g∈L (X ) such that f (x) = g(x)
for all x ∈Z , it holds for all x ∈Z that
[
T f
]
(x) =
[
T g
]
(x) and
[
T f
]
(x) =
[
Tg
]
(x) .
Proof Let C :=maxx∈X | f − g|(x); then clearly 0≤C.
Fix any x ∈Z . Then, using Lemma 22,
∣∣[T f ](x)− [T g](x)∣∣ ≤ [T | f − g|](x)
=
[
T
(
IZ c · | f − g|
)]
(x)
≤
[
T
(
IZ cC
)]
(x)
=C
[
T
(
IZ c
)]
(x)
= 0 ,
where the last step used Lemma 54 and Lemma 38. Hence
indeed
[
T f
]
(x) =
[
T g
]
(x). The proof for T is completely
analogous.
The next result intuitively tells us something about why
the set Z is particularly well-behaved in the context of
hitting-times of the set A: when starting in any state x ∈
Z ∩ Ac, there is a strictly positive lower probability of
reaching A in some finite number of steps:
Lemma 57 For all x ∈Z ∩Ac, there is some n ∈N such
that
[
T nIA
]
(x)> 0.
Proof First, clearly,
[
T nIA
]
(x)≥miny∈X IA(y)≥ 0 for all
n ∈N and all x ∈X .
Moreover, by the definition of B, for any x ∈ Ac it
holds that if
[
T nIA
]
(x) = 0 for all n∈N, then x∈B. Thus
the result follows because Z ∩B = /0.
The next statement essentially states the converse to the
previous property; in short, it states that when starting in
Z ∩Ac, we can leave Ac with positive upper probability in
a finite number of steps:
Corollary 58 For all x ∈ Z ∩ Ac, there is some n ∈ N
such that
[
T
n
IAc
]
(x) < 1. Moreover, also
[
T
m
IAc
]
(x) < 1
for all m ∈ N with n≤ m.
Proof Fix x ∈ Z ∩Ac. By Lemma 57, there exists some
n∈N such that
[
T nIA
]
(x)> 0. By Lemma 38, this implies[
T
n
IAc
]
(x) 6= 1. But
[
T
n
IAc
]
(x)≤maxy∈X IAc(y)≤ 1.
The second claim is by induction; so, suppose
that for some n ∈ N it holds that
[
T
n
IAc
]
(x) < 1.
By Lemma 38, this implies
[
T nIA
]
(x) 6= 0. Since[
T nIA
]
(x)≥miny∈X IA(y)≥ 0, we conclude
[
T nIA
]
(x)>
0. Due to Lemma 48, this implies
[
T n+1IA
]
(x)> 0 because
T is A-inert.
Then due to Lemma 38 we have that
[
T
n+1
IAc
]
(x) 6= 1
and, since
[
T
n+1
IAc
]
(x) ≤ maxy∈X IAc(y) ≤ 1, we find
that
[
T
n+1
IAc
]
(x)< 1.
The following property combines some of the above in-
tuitive statements. It can be interpreted as saying that, if we
start in Z , the (upper) probability of moving to any state
in Ac is the same as the (upper) probability of moving to a
state in Z ∩Ac; this follows because when starting in Z ,
we always stay in Z .
Lemma 59 For all n ∈ N and all x ∈ Z it holds that[
T
n
IZ ∩Ac
]
(x) =
[
T
n
IAc
]
(x) .
Proof We give a proof by induction. First, note that clearly
IZ ∩Ac(x) = IAc(x) for all x ∈Z . Hence, by Corollary 56,
we have for all x ∈Z that
[T IZ ∩Ac
]
(x) =
[
T IAc
]
(x) .
This provides the induction base. Now suppose the state-
ment is true for some n ∈ N. Then, by Corollary 56, we
have for all x ∈Z that
[
T
n+1
IZ ∩Ac
]
(x) =
[
T
(
T
n
IZ ∩Ac
)]
(x)
=
[
T
(
T
n
IAc
)]
(x) =
[
T
n+1
IAc
]
(x) .
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At this point, it should hopefully be intuitively clear
from the above results that the behaviour of the impre-
cise stochastic process on the states Z is relatively self-
contained, in the sense that the process cannot leave these
states once it enters them. In order to derive an expression
for the upper expected hitting time when starting in Z ,
we start below by explicitly and separately describing the
behaviour on this part of the domain.
To this end, let L (Z ∩Ac) be the (vector-)space of all
functions f : (Z ∩Ac)→ R. For any f ∈L (Z ∩Ac), let
f ↑ denote the zero-extension of f into L (X ), defined for
all x ∈X as
f ↑(x) :=
{
f (x) if x ∈Z ∩Ac, and
0 otherwise.
Let Q : L (Z ∩Ac)→ L (Z ∩Ac) be the non-linear op-
erator that is defined, for all f ∈ L (Z ∩ Ac) and all
x ∈Z ∩Ac, as
[
Qf
]
(x) :=
[
T f ↑
]
(x) .
Provide L (Z ∩ Ac) with the supremum norm and any
(bounded) operator on this space with the induced oper-
ator norm. It is easily verified that Q is indeed bounded.
We start with a number of properties of Q, which it es-
sentially inherits from T .
Lemma 60 For all f ,g ∈L (Z ∩Ac) it holds that
∣∣Qf −Qg∣∣≤ Q | f − g| .
Proof By the definition of Q and using Lemma 22,
∣∣Qf −Qg∣∣= ∣∣∣T f ↑−Tg↑
∣∣∣≤ T
∣∣∣ f ↑− g↑
∣∣∣
= T
(
| f − g|↑
)
= Q | f − g| .
Lemma 61 For all f ,g ∈L (Z ∩Ac) it holds that
f ≤ g ⇒ Qf ≤ Qg .
Proof By the definition of Q and using Lemma 22,
Qf = T f ↑ ≤ Tg↑ = Qg .
Lemma 62 For all f ∈ L (Z ∩Ac) and all λ ∈ R with
λ ≥ 0, it holds that
Q(λ f ) = λQf .
Proof By the definition of Q and using Lemma 22,
Q(λ f ) = T
[
(λ f )↑
]
= T (λ f ↑) = λT f ↑ = λQf .
The following property allows us to reduce composi-
tions of Q to compositions of T :
Lemma 63 For all n∈N and all f ∈L (Z ∩Ac) it holds
that
[
Q
n
f
]
(x) =
[
T
n
( f ↑)
]
(x) for all x ∈Z ∩Ac.
Proof We give a proof by induction. First, by definition,[
Qf
]
(x) =
[
T f ↑
]
(x) for all x ∈ Z ∩Ac. We can equiva-
lently write this using the restriction of T f ↑ to Z ∩Ac;
thus,
Qf =
[
T f ↑
]∣∣
Z ∩Ac
.
We will now show that for all x ∈Z , it holds that
[
T f ↑
]
(x) =
([
T f ↑
]∣∣
Z ∩Ac
)↑
(x) ,
which is to say, if we restrict T f ↑ to Z ∩Ac and then zero-
extend this restricted function back intoL (X ), the values
on Z remain the same. Clearly this is true for x ∈Z ∩Ac.
Now note that because A ⊆ Z it holds that Z \Ac = A.
Hence because the model is A-inert, we have for x ∈ A that
[
T f ↑
]
(x) = f ↑(x) = 0=
([
T f ↑
]∣∣
Z ∩Ac
)↑
(x) .
Hence, by Corollary 56, it holds for all x ∈Z that
[
T
(
T f ↑
)]
(x) =
[
T
(([
T f ↑
]∣∣
Z ∩Ac
)↑)]
(x) . (40)
Now suppose the statement is true for some n∈N. Then
for all x ∈Z ∩Ac,
[
Q
n+1
f
]
(x) =
[
Q
n(
Qf
)]
(x)
=
[
T
n
[(
Qf
)↑]]
(x)
=
[
T
n
[([
T f ↑
]∣∣
Z ∩Ac
)↑]]
(x)
=
[
T
n
(
T
(
f ↑
))]
(x)
=
[
T
n+1
f ↑
]
(x) ,
where the second step used the induction hypothesis, the
third step used the definition of Q, and the fourth step
used (40) and Corollary 56 (repeatedly).
We need the following three properties of the norm of
Q and its self-compositions:
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Lemma 64 For all f ∈L (Z ∩Ac) and all n∈N, it holds
that ∥∥Qn f∥∥≤ ∥∥Qn∥∥‖ f‖ .
Proof Fix f ∈L (Z ∩Ac) and n ∈ N. First we note that,
for any λ ∈ R with λ ≥ 0, by repeated application of
Lemma 62, we have
Q
n
(λ f ) = λQ
n
f .
Now define g ∈L (Z ∩Ac) as
g :=
{ 1
‖ f‖ f if ‖ f‖ 6= 0, and
1 otherwise.
Then clearly ‖g‖ ≤ 1 and, because ‖ f‖ = 0 if and only if
f = 0, we have ‖ f‖g= f . Therefore,
∥∥Qn f∥∥ = ∥∥Qn(‖ f‖g)∥∥= ∥∥‖ f‖Qng∥∥
= ‖ f‖
∥∥Qng∥∥≤ ‖ f‖∥∥Qn∥∥ ,
where the inequality used the fact that ‖g‖ ≤ 1 and the
definition of the induced operator norm.
Lemma 65 For all n ∈ N it holds that
∥∥Qn∥∥≤ 1.
Proof By Lemma 63, for any f ∈ L (Z ∩Ac) and any
x ∈Z ∩Ac we have that
∣∣[Qn f ](x)∣∣= ∣∣∣[T n f ↑](x)∣∣∣ ≤ [T n ∣∣∣ f ↑∣∣∣](x)
≤max
y∈X
∣∣∣ f ↑(y)∣∣∣= ‖ f‖ .
Hence we have
∥∥Qn f∥∥ ≤ ‖ f‖, which implies ∥∥Qn∥∥ ≤ 1.
Lemma 66 There exists some n ∈ N such that
∥∥Qn∥∥< 1.
Proof Let 1 denote the function in L (Z ∩Ac) with con-
stant value 1. Then for all f ∈L (Z ∩Ac) with ‖ f‖ ≤ 1,
f ≤ | f | ≤ 1 . (41)
For all x ∈ Z ∩Ac, due to Corollary 58, there is some
nx ∈N such that
[
T
m
IAc
]
(x)< 1 for allm∈N with nx ≤m.
Let n := maxx∈Z ∩Ac nx. Then
[
T
n
IAc
]
(x) < 1 for all x ∈
Z ∩Ac. Now let C := maxx∈Z ∩Ac
[
T
n
IAc
]
(x); then C < 1
since Z ∩Ac is finite.
Now fix any f ∈ L (Z ∩Ac) with ‖ f‖ ≤ 1. Then we
find that
∥∥Qn f∥∥= max
x∈Z ∩Ac
∣∣[Qn f ](x)∣∣
≤ max
x∈Z ∩Ac
[
Q
n
| f |
]
(x)
≤ max
x∈Z ∩Ac
[
Q
n
1
]
(x)
= max
x∈Z ∩Ac
[
T
n
1↑
]
(x)
= max
x∈Z ∩Ac
[
T
n
IZ ∩Ac
]
(x)
= max
x∈Z ∩Ac
[
T
n
IAc
]
(x)
=C ,
where the first inequality uses Lemma 60 (repeatedly, by
setting g = 0 in that lemma’s statement), the second in-
equality uses (41) and Lemma 61 (repeatedly), the sec-
ond equality uses Lemma 63 and the fourth equality
used Lemma 59.
Then,
∥∥Qn∥∥= sup{∥∥Qn f∥∥ ∣∣∣ f ∈L (Z ∩Ac),‖ f‖ ≤ 1}
≤ sup
{
C
∣∣∣ f ∈L (Z ∩Ac),‖ f‖ ≤ 1}
=C < 1 .
We now have all the pieces to characterise the upper
expected hitting time of the imprecise stochastic process
when it starts inZ . To this end, define themapQ :L (Z ∩
Ac)→L (Z ∩Ac) for all f ∈L (Z ∩Ac) as
Q( f ) := 1+Qf ,
where 1 is the function in L (Z ∩Ac) with constant value
one. For any n ∈ N, let Q
n
denote the n-fold composition
ofQ with itself.
We will show below that there is a q ∈L (Z ∩Ac) de-
scribing the upper expected hitting time when starting in
Z ∩Ac. The following proposition tells us how to find this
q.
Proposition 67 There exists a unique q ∈ L (Z ∩ Ac)
such that Q(q) = q. Moreover, limn→+∞Q
n
( f ) = q for all
f ∈L (Z ∩Ac).
Proof First, fix any f ,g ∈L (Z ∩Ac). Note that
∣∣Q( f )−Q(g)∣∣= ∣∣Qf −Qg∣∣≤ Q | f − g| , (42)
using the definition of Q and Lemma 60. We will now
show through induction that, in fact, for all n ∈ N, it holds
that ∣∣∣Qn( f )−Qn(g)
∣∣∣≤ Qn | f − g| .
We have already derived the induction base above; so now
assume that this is true for some n ∈ N. Then,∣∣∣Qn+1( f )−Qn+1(g)
∣∣∣=
∣∣∣Qn(Q( f ))−Qn(Q(g))
∣∣∣
≤ Q
n ∣∣Q( f )−Q(g)∣∣
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≤ Q
n+1
| f − g| ,
where the first inequality used the induction hypothesis,
and the second inequality used (42) together with the
monotonicity of Q
n
—this last property follows straightfor-
wardly from the monotonicity of Q in Lemma 61.
Hence, for any n ∈ N and any f ,g ∈ L (Z ∩Ac), us-
ing Lemma 64, we conclude that∥∥∥Qn( f )−Qn(g)∥∥∥≤ ∥∥Qn | f − g|∥∥≤ ∥∥Qn∥∥‖ f − g‖ .
(43)
By Lemma 66, there is some n∈N such that
∥∥Qn∥∥< 1. Us-
ing (43), this implies that Q
n
is a contraction mapping on
L (Z ∩Ac). Using a generalisation of the Banach fixed
point theorem [1, Theorem 2.4], Q (and not only Q
n
!)
therefore has a unique fixed point q∈L (Z ∩Ac), i.e. this
is the unique point for which Q(q) = q. This finishes the
proof of the first claim.
For the second claim, i.e. that limm→+∞Q
m
( f ) = q for
all f ∈ L (Z ∩ Ac), first note that, since Q
n
is a con-
traction, by the Banach fixed point theorem, there is a
unique q∗ ∈ L (Z ∩Ac) such that Q
n
(q∗) = q∗ and, for
all f ∈L (Z ∩Ac), it holds that
lim
m→+∞
Q
mn
( f ) = q∗ .
Now, first note that, since Q(q) = q, we quickly find that
Q
n
(q) = q and, therefore, that q= q∗.
Now choose any k,m ∈N. Then,∥∥∥Qmn+k( f )− q
∥∥∥=
∥∥∥Qmn+k( f )−Qk(q)
∥∥∥
=
∥∥∥Qk(Qmn( f ))−Qk(q)∥∥∥
≤
∥∥∥Qk
∥∥∥
∥∥∥Qmn( f )− q
∥∥∥
≤
∥∥∥Qmn( f )− q
∥∥∥ ,
where the first inequality used (43) and the second inequal-
ity used Lemma 65. Therefore, and because
lim
m→+∞
∥∥∥Qmn( f )− q
∥∥∥= lim
m→+∞
∥∥∥Qmn( f )− q∗
∥∥∥= 0 ,
we conclude that also limℓ→+∞
∥∥∥Qℓ( f )− q∥∥∥= 0.
The next result tells us that, indeed, this q is what we
are after.
Lemma 68 Let h
(n)
A and h
∗
A be as in Proposition 10, and
let q be as in Proposition 67. Then h
∗
A(x) = q(x) for all
x ∈Z ∩Ac.
Proof First we will show that, for any n ∈ N0, it holds for
all x ∈Z ∩Ac that[
Q
(
h
(n)
A
∣∣
Z ∩Ac
)]
(x) = h
(n+1)
A (x) .
First note that, for all x ∈Z , it holds that
(
h
(n)
A
∣∣
Z ∩Ac
)↑
(x) = h
(n)
A (x) ,
since h
(n)
A (x) = 0 for x ∈ A⊆Z .
Hence we find, for all x ∈ Z ∩ Ac, and using Corol-
lary 56, that
[
Q
(
h
(n)
A
∣∣
Z ∩Ac
)]
(x) =
[
1+Q
(
h
(n)
A
∣∣
Z ∩Ac
)]
(x)
=
[
1+T
((
h
(n)
A
∣∣
Z ∩Ac
)↑)]
(x)
=
[
1+T h
(n)
A
]
(x)
= IAc(x)+ IAc(x)
[
Th
(n)
A
]
(x)
= h
(n+1)
A .
It follows that, for all x ∈Z ∩Ac and all n ∈ N,[
Q
n(
h
(0)
A
∣∣
Z ∩Ac
)]
(x) = h
(n)
A (x) .
Thus we get, using Proposition 10 and Proposition 67, for
all x ∈Z ∩Ac, that
q(x)= lim
n→+∞
[
Q
n(
h
(0)
A
∣∣
Z ∩Ac
)]
(x)= lim
n→+∞
h
(n)
A (x)= h
∗
A(x) .
The next step will involve finding a precise, homoge-
neous Markov chain P ∈PH
T
whose expected hitting time
agrees with qwhen starting inZ ∩Ac. To this end, we will
first construct the particular transition matrixW ∈ T that
characterises this P.
We will now construct the transition matrixW of inter-
est, in a row-by-rowmanner. First, for all z∈Z , due to (5)
there is some Tz ∈ T such that[
Tzq
↑
]
(z) =
[
Tq↑
]
(z) , (44)
and we let the z-th row ofW be defined as
W (z, ·) := Tz(z, ·) .
Next, for all b ∈B, due to (5), there is some Tb ∈ T such
that [
TbIB
]
(b) =
[
T IB
]
(b) , (45)
and we let the b-th row ofW be defined as
W (b, ·) := Tb(b, ·) .
Finally, for all u ∈ U , by definition, there is some n ∈
N such that
[
T
n
IB
]
(u) > 0. Let nu ∈ N be the smallest
number for which this holds, for this u. Then, due to (5),
there is some Tu ∈T such that[
TuT
nu−1
IB
]
(u) =
[
T
nu
IB
]
(u) , (46)
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and we define the u-th row ofW as
W (u, ·) := Tu(u, ·) .
The first thing to notice is that W ∈ T , because T has
separately specified rows andW was constructed from the
rows of elements of T .
We need the following property:
Lemma 69 Let W be the transition matrix constructed
above, and let S be the |Z ∩Ac|× |Z ∩Ac| matrix that is
defined, for all x,y ∈ Z ∩Ac, as S(x,y) :=W (x,y). Let I
denote the identity matrix. Then (I− S)−1 exists.
Proof The proof basically follows the structure of [10,
Theorem 11.4], but it will take a bit of effort to get all the
moving pieces in place.
The first thing to note is that, becauseW ∈ T , and due
to Lemma 54, we have for all x ∈Z that
1=
[
T IZ
]
(x)≤
[
W IZ
]
(x) ,
from which it follows thatW (x,y) = 0 for all y /∈Z .
Therefore, for any f ∈L (X ) such that f (x) = 0 for all
x ∈ A, it holds for all x ∈Z ∩Ac that
[
S f
∣∣
Z ∩Ac
]
(x) = ∑
y∈Z ∩Ac
S(x,y) f (y)
= ∑
y∈Z ∩Ac
W (x,y) f (y)
= ∑
y∈Z
W (x,y) f (y)
= ∑
y∈X
W (x,y) f (y)
=
[
W f
]
(x) ,
where the third equality used the assumption that f (y) = 0
for y ∈ A, and the fourth equality used thatW (x,y) = 0 for
y /∈ Z . Moreover, we note that because T is assumed to
be A-inert and becauseW ∈ T , it holds for all x ∈ A that
[
W f
]
(x) = f (x) = 0 .
In other words, if f (x) = 0 for all x ∈ A then also
[W f ](x) = 0 for all x ∈ A, so we can repeat the above
derivation with this new function W f ∈ L (X ). Contin-
uing in this way, we find that for all f ∈L (X ) such that
f (x) = 0 for all x ∈ A, all n ∈ N, and all x ∈ Z ∩Ac, it
holds that [
Sn
(
f
∣∣
Z ∩Ac
)]
(x) =
[
W n f
]
(x) . (47)
Next, becauseW ∈ T , it holds for any f ∈L (X ) that
W f ≤ T f . It follows from a straightforward induction ar-
gument based on monotonicity that, for all n ∈ N and all
f ∈L (X ), it holds that
W n f ≤ T
n
f . (48)
Now, by Corollary 58, for all x ∈ Z ∩ Ac there is some
nx ∈ N such that
[
T
nx
IAc
]
(x) < 1. Let n := maxx∈Z ∩Ac nx.
Then for all x ∈Z ∩Ac, it holds that
[
T
n
IAc
]
(x)< 1 ,
again due to Corollary 58.
Now due to (48) and Lemma 59, for all x ∈ Z ∩Ac, it
holds that
[
W nIZ ∩Ac
]
(x)≤
[
T
n
IZ ∩Ac
]
(x) =
[
T
n
IAc
]
(x)< 1 .
Hence, using (47) and the fact that IZ ∩Ac
∣∣
Z ∩Ac
= 1, we
have for all x ∈Z ∩Ac that
[
Sn1
]
(x) =
[
W nIZ ∩Ac
]
(x)< 1 .
Let p ∈ R be defined as
p := max
x∈Z ∩Ac
[
Sn1
]
(x) .
Then p < 1 because Z ∩Ac is finite. Moreover, because
W ∈ T is a transition matrix, it holds that S(x,y) =
W (x,y)≥ 0 for all x,y ∈Z ∩Ac. Clearly this implies that
also Sn(x,y)≥ 0 for all x,y ∈Z ∩Ac, and therefore p≥ 0.
To be explicit in what follows, let p be the vector in
L (Z ∩Ac)with constant value p. Then, for all x∈Z ∩Ac
and for any m ∈N,
[
Smn1
]
(x) =
[
S(m−1)nSn1
]
(x) =
[
S(m−1)n(Sn1)
]
(x)
≤ S(m−1)np
= p
(
S(m−1)n1
)
≤ ·· · ≤ pm ,
where the inequalities use that fact that both p and all
the entries of Smn (and of S(m−n)n and so forth) are non-
negative.
It follows that because 0≤ p< 1,
lim
m→+∞
Smn = 0 ,
where the right hand side denotes the zero matrix.
Now, suppose f ∈L (Z ∩Ac) is such that
(I− S) f = 0 ,
or in other words, that f = S f . Iterating this, we find that,
with n as above, it holds for any m ∈ N that
f = Smn f .
Because limm→+∞ Smn = 0, this leads us to conclude that
f = lim
m→+∞
Smn f = 0 .
Hence the kernel of I− S is trivial,
ker(I− S) = {0} ,
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whence (I− S)−1 exists.
The fact thatW ∈ T implies that we can find a precise
homogeneousMarkov chain P ∈PH
T
corresponding toW
(there may in fact be multiple such P with different initial
models, but this is irrelevant). Next we characterise the ex-
pected hitting time of any such P.
Lemma 70 Let W ∈ T be the transition matrix con-
structed above, and let P ∈ PH
T
be any homogeneous
Markov chain with transition matrix W. Then, for all x ∈
X , it holds that
hPA(x) =


0 if x ∈ A⊆Z , and
q(x) if x ∈Z ∩Ac, and
+∞ if x ∈B, and
+∞ if x ∈U .
Proof By Lemma 8, the expected hitting time hPA of P is
the minimal non-negative solution to
hPA = IAc + IAc ·Wh
P
A . (49)
We now prove the claimed values of hPA in the order that
they are stated. First, for any x ∈ A ⊆ Z , using (49) we
find
hPA(x) = IAc(x)+ IAc(x)
[
WhPA
]
(x) = 0 ,
due to the presence of the indicator functions IAc .
We nowmove on to the values onZ ∩Ac. First, we infer
from Proposition 6 and Lemma 11 that,
E
V
T
[
HA |X0
]
≥ sup
Q∈PI
T
E
V
Q
[
HA |X0
]
= sup
Q∈PI
T
EQ
[
HA |X0
]
= E
I
T
[
HA |X0
]
≥ E
H
T
[
HA |X0
]
≥ EP
[
HA |X0
]
,
where the last two inequalities hold since P ∈PH
T
⊆P I
T
.
Moreover, by Lemma 68, the game-theoretic upper ex-
pected hitting time agrees with q on Z ∩Ac. This implies
that
hPA(x)≤ q(x) for all x ∈Z ∩A
c ,
and, because q is real-valued due to Lemma 67, this im-
plies in particular that hPA(x) is also real-valued for x ∈
Z ∩Ac.
Now we note that, for all z∈Z ∩Ac, the indicators eval-
uate to ones; so we can rewrite
hPA(z) = IAc(z)+ IAc(z)
[
WhPA
]
(z) = 1+
[
WhPA
]
(z) .
The next thing to note is that, because W ∈ T , due
to Lemma 54, for all z ∈Z ∩Ac it holds that
1=
[
T IZ
]
(z)≤
[
W IZ
]
(z) ,
from which we conclude that W (z,x) = 0 for all x /∈ Z .
Thus, we get
hPA(z) = 1+ ∑
x∈Z
W (z,x)hPA(x) ,
for all z ∈Z ∩Ac. However, as we have already shown, it
holds that hPA(x) = 0 for x ∈ A⊆Z . So in fact we have
hPA(z) = 1+ ∑
x∈Z ∩Ac
W (z,x)hPA(x) , (50)
for all z ∈ Z ∩Ac. Now let S be the |Z ∩Ac|× |Z ∩Ac|
matrix that is defined, for all x,y ∈Z ∩Ac, as
S(x,y) :=W (x,y) .
Then we can rewrite the system (50) as
hPA
∣∣
Z ∩Ac
= 1+ ShPA
∣∣
Z ∩Ac
.
Moreover, we also recognise S as the same matrix con-
structed in Lemma 69, so we know that (I− S)−1 exists.
Hence in particular, we have that
hPA
∣∣
Z ∩Ac
= (I− S)−11 ,
where the 1 is still the vector in L (Z ∩Ac) with constant
value one. It remains to relate this to the quantity q.
We recall from Section 3.1 the fixed-point property of
h
∗
A:
h
∗
A = IAc + IAc ·T h
∗
A .
Because h
∗
A(x) = 0= q
↑(x) for all x ∈ A⊆Z and because,
by Lemma 68, h
∗
A(x) = q(x) for all x ∈ Z ∩A
c, it holds
that h
∗
A(x) = q
↑(x) for all x ∈Z . Hence by Corollary 56 it
holds for all x ∈Z that
q↑(x) = IAc(x)+ IAc(x)
[
Tq↑
]
(x) ,
and, therefore in particular for all x ∈Z ∩Ac, that
q↑(x) = 1+
[
Tq↑
]
(x) .
Using the selection for the construction ofW in (44), this
implies for all x ∈Z ∩Ac that
q↑(x) = 1+
[
Wq↑
]
(x) .
Because q↑(x) = 0 for all x /∈ (Z ∩Ac), we can rewrite this
to
q(x) = 1+ ∑
y∈Z ∩Ac
W (x,y)q(y) ,
for all x ∈ Z ∩Ac, so rewriting in matrix-vector notation,
and recognising again the definition of the matrix S,
q= 1+ Sq .
We conclude that
q= (I− S)−11= hPA
∣∣
Z ∩Ac
,
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where the last step used the earlier derivation above.
We next consider the values on B. We start by noting
that, due to Lemma 50 and the selection used for the con-
struction ofW in (45), it holds for all b ∈B that
[
W IB
]
(b) =
[
T IB
]
(b) = 1 ,
which implies thatW (b,x) = 0 for all x /∈B.
We again rewrite the system (49), and note that since
B ⊆ Ac, for all b ∈B it holds that
hPA(b) = 1+
[
WhPA
]
(b) .
Now let b ∈ argmin{hPA(x) |x ∈ B}, and suppose ex ab-
surdo thatC := hPA(b)<+∞. Then,
C = hPA(b) = 1+
[
WhPA
]
(b)
= 1+ ∑
x∈X
W (b,x)hPA(x)
= 1+ ∑
x∈B
W (b,x)hPA(x)
≥ 1+ ∑
x∈B
W (b,x)C
= 1+C ,
which, since 0≤C <+∞, leads us to conclude that 0≥ 1,
a contradiction. Hence we have in fact that hPA(x) = +∞
for all x ∈B.
We finally consider the values on U . We again start by
noting that U ⊆ Ac so we can rewrite the system (49) such
that, for all u ∈U ,
hPA(u) = 1+
[
WhPA
]
(u) .
To avoid trivialities, we can assume that U 6= /0. The re-
mainder of the proof is then by backwards induction. Due
to Corollary 53, there is some u ∈ U with nu = 1 such
that
[
T
nu
IB
]
(u) > 0. Then due to the selection used for
the construction ofW in (46), it holds that
[
W IB
]
(u) =
[
T IB
]
(u)> 0 .
This implies that there is some b ∈B such thatW (u,b)>
0. We have already established above that hPA(x) = +∞ for
all x ∈B. Using also the non-negativity of hPA, we get
hPA(u) = 1+
[
WhPA
]
(u)≥ 1+W(u,b)hPA(b) = +∞ .
This provides the induction base.
Now suppose that hPA(u) = +∞ for all u ∈U with nu ≤
n, for some n ∈ N. Now consider any v ∈ U with nv =
n+ 1. Due to the selection used for the construction ofW
in (46), it holds that
[
WT
n
IB
]
(v) =
[
T
nv
IB
]
(v)> 0 .
This implies that, for some u ∈X ,
W (v,u)
[
T
n
IB
]
(u)> 0 .
It follows that W (v,u) > 0 and, as we will show next,
that u ∈ U and nu ≤ n. To see that u ∈ U , first suppose
ex absurdo that u ∈ A. By the above inequality, we have[
T
n
IB
]
(u) > 0. However, because u ∈ A and because T
is A-inert, it follows from Lemma 40 that
[
T
n
IB
]
(u) =
IB(u) = 0, because A∩B = /0. This is a contradiction, and
hence u /∈ A.
Next, suppose ex absurdo that u∈B. Using the fact that
W (v,u)> 0 by the above inequality, we find that
0<W (v,u) =
[
W I{u}
]
(v)≤
[
T I{u}
]
(v)≤
[
T IB
]
(v) ,
where the second inequality uses the fact thatW ∈ T and
the third inequality uses the monotonicity of T and the
assumption u ∈ B. This implies that nv = 1, a contradic-
tion due to the choice of v. Hence u /∈ B. It now follows
directly from the definition of U that u ∈ U , because[
T
n
IB
]
(u)> 0. That nu ≤ n is then immediate.
Hence, by the induction hypothesis, hPA(u) =+∞. More-
over, becauseW (v,u)> 0, we find that
hPA(v) = 1+
[
WhPA
]
(v)≥W (v,u)hPA(u) = +∞ .
We can now derive the conclusion of interest, under the
assumption that the model is A-inert.
Lemma 71 Suppose thatT is A-inert. Then there is some
P ∈PH
T
such that
E
V
T
[
HA |X0
]
=E
I
T
[
HA |X0
]
=E
H
T
[
HA |X0
]
=EP
[
HA |X0
]
.
Proof Let P ∈PH
T
be any precise homogeneous Markov
chain corresponding to the transition matrix W ∈ T con-
structed above; this choice is only unique up to the initial
model P(X0), but that initial model is irrelevant in what
follows.
Using Proposition 6 and Lemma 11, it holds that
E
V
T
[
HA |X0
]
≥ sup
Q∈PI
T
E
V
Q
[
HA |X0
]
= sup
Q∈PI
T
EQ
[
HA |X0
]
= E
I
T
[
HA |X0
]
≥ E
H
T
[
HA |X0
]
≥ EP
[
HA |X0
]
,
where we used P ∈PH
T
⊆P I
T
.
Now, for all x ∈Z ∩Ac it holds due to Proposition 10,
Lemma 68 and Lemma 70 that
E
V
T
[
HA |X0= x
]
= h
∗
A(x)= q(x)= h
P
A(x)=EP
[
HA |X0= x
]
.
Next, for all x ∈ A it holds that EP
[
HA |X0 = x
]
= 0 due
to Lemma 70. Similarly, because E
V
T
[
HA |X0 = x
]
= h
∗
A(x)
and h
∗
A satisfies
h
∗
A = IAc + IAc ·T h
∗
A ,
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for x ∈ A we get using IAc(x) = 0 that
E
V
T
[
HA |X0 = x
]
= h
∗
A(x) = 0= EP
[
HA |X0 = x
]
.
Finally, by Lemma 70, we have for all x ∈B∪U that
EP
[
HA |X0 = x
]
= hPA(x) = +∞ .
Because by the above it holds that E
V
T
[
HA |X0
]
≥
EP
[
HA |X0
]
, this implies that
E
V
T
[
HA |X0 = x
]
=+∞ = EP
[
HA |X0 = x
]
.
We therefore conclude that in fact
E
V
T
[
HA |X0
]
= EP
[
HA |X0
]
.
A final application of our earlier inequality now gives
E
V
T
[
HA |X0
]
=E
I
T
[
HA |X0
]
=E
H
T
[
HA |X0
]
=EP
[
HA |X0
]
.
In order to prove the remaining statement in Theo-
rem 12, it simply remains to extend the above result to
general (i.e. non A-inert) models:
Proof of Theorem 12 Let S be the A-inert modifica-
tion of T , and let E
V
S [HA |X0] be the upper expected
hitting time of the A-inert modification of the game-
theoretic imprecise Markov chain corresponding to T .
Due to Lemma 46 it holds that
E
V
S [HA |X0] = E
V
T [HA |X0] .
Due to Lemma 71, we can find some Q∈PH
S
such that
E
V
S [HA |X0] = EQ[HA |X0
]
.
Because Q ∈PH
S
andS is the A-inert modification of T ,
there is some P ∈PH
T
such that Q is the A-inert modifica-
tion of P. Due to Lemma 45 it then holds that
EQ[HA |X0
]
= EP[HA |X0
]
,
from which we conclude that
E
V
T [HA |X0] = E
V
S [HA |X0] = EQ[HA |X0
]
= EP[HA |X0
]
.
Finally, using Proposition 6 and Lemma 11, it holds that
E
V
T
[
HA |X0
]
≥ sup
Q∈PI
T
E
V
Q
[
HA |X0
]
= sup
Q∈PI
T
EQ
[
HA |X0
]
= E
I
T
[
HA |X0
]
≥ E
H
T
[
HA |X0
]
≥ EP
[
HA |X0
]
,
where we used P ∈PH
T
⊆P I
T
.
Proof of Corollary 13 That the upper expected hitting
time hA indeed satisfies this non-linear system is immedi-
ate from the fixed-point property of h
∗
A (see Section 3.1)
and Proposition 10. That it is non-negative follows from
the non-negativity of HA. It remains to show that it is the
minimal solution.
To this end, consider any non-negative g ∈L (X ) that
satisfies
g= IAc + IAc ·Tg .
We will show that g≥ hA.
First note that, for all x ∈ Ac, it holds that
g(x) = IAc(x)+ IAc(x)
[
Tg
]
(x) = 1+
[
Tg
]
(x)≥ 1 ,
where we used the non-negativity of g and the monotonic-
ity of T . Therefore, and because g is non-negative, it holds
that g≥ IAc .
Now define the map H : L (X )→L (X ), for all f ∈
L (X ), as
H( f ) := IAc + IAc ·T f .
Then, clearly,
g=H(g) .
Moreover, for any n ∈ N, let H
n
denote the n-fold compo-
sition of H with itself. Then it is easy to see that, for all
n ∈N,
h
(n)
A =H
n
(h
(0)
A ) =H
n
(IAc) .
Finally, it follows from the monotonicity of T that H is
also a monotone operator and, therefore, that H
n
is mono-
tone for any n ∈ N. Because, as we already established,
g≥ IAc , it follows that for every n ∈N,
g=H
n
(g)≥H
n
(IAc) = h
(n)
A ,
from which it follows that
g≥ lim
n→+∞
h
(n)
A = h
∗
A = hA .
Appendix D. Proofs of Statements
in Section 3.2
Proof of Lemma 15 We only give the proof for p(n)A ; the
proof for p(n)A is completely analogous.
First note that, for any n ∈ N0, the value of G
(n)
A
on any ω ∈ Ω is completely determined by the values
ω(0), . . . ,ω(n) ∈X . Thus, we can equivalently interpret
G
(n)
A as a function on X
n+1. Note that we can then write,
for any n ∈ N and any x0, . . . ,xn ∈X , that
G
(n)
A (x0:n) = IA(x0)+ IAc(x0)G
(n−1)
A (x1:n) .
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This implies that, for all n ∈ N and all x0 ∈ X , we have
that
E
V
T
[
G
(n)
A (X0:n) |X0 = x0
]
= EVT
[
IA(x0)+ IAc(x0)G
(n−1)
A (X1:n) |X0 = x0
]
= IA(x0)+ IAc(x0)E
V
T
[
G
(n−1)
A (X1:n) |X0 = x0
]
= IA(x0)+ IAc(x0)E
V
T
[
E
V
T
[
G
(n−1)
A (X1:n) |X0:1
] ∣∣∣X0 = x0
]
,
(51)
where the first step used Lemma 37 and the last step
used Proposition 34. Now, according to Corollary 36,
E
V
T
[
G
(n−1)
A (X1:n) |X0:1
]
does not depend on the initial state
X0, so there is a function gn−1 : X →R such that
gn−1(X1) = E
V
T
[
G
(n−1)
A (X1:n) |X0:1
]
.
Moreover, again using Corollary 36, we also have that
gn−1(X0) = E
V
T
[
G
(n−1)
A (X0:n−1) |X0
]
.
Now note that G(0)A (x0) = IA(x0) = p
(0)
A (x0) for all x0 ∈
X , which provides an induction base to prove the original
statement. If we now assume that the statement is true for
n− 1, we can write that gn−1 = p
(n−1)
A . Plugging this back
into Equation (51), we get that
E
V
T
[
G
(n)
A (X0:n) |X0 = x0
]
= IA(x0)+ IAc(x0)E
V
T
[
gn−1(X1)
∣∣∣X0 = x0
]
= IA(x0)+ IAc(x0)
[
T p(n−1)
A
]
(x0)
= p(n)
A
(x0),
for all x0 ∈ X . Here, the second step used Equation (12)
and the last step used the definition of p(n)A .
In the next couple of pages we set up the required results
to prove the remainder of Theorem 18. As in the previous
section of the appendix, we start by isolating the trouble-
some states.
Definition 72 Let C ⊆ Ac contain all states x ∈ Ac such
that
[
T
n
IA
]
(x) = 0 for all n ∈ N.
Thus, intuitively, C contains exactly those states, from
which reaching A has upper probability zero. We need the
following result, which intuitively tells us that once the
process enters C , it will remain there with lower probabil-
ity one.
Lemma 73 For all T ∈T , it holds that
[
T IC
]
(x) = 1 for
all x ∈ C .
Proof Suppose ex absurdo that the statement is false for
some T ∈T . Then there exists some x ∈ C such that
[
T IC
]
(x) = ∑
y∈X
T (x,y)IC (y) 6= 1 ,
which implies that there is y /∈ C such that T (x,y) > 0.
Moreover, this y is in Ac. To see this, suppose ex absurdo
that y ∈ A. Because x ∈ C , we then find
0=
[
T IA
]
(x)≥
[
T I{y}
]
(x)≥
[
T I{y}
]
(x) = T (x,y)> 0 ,
a contradiction. So, indeed, y∈Ac, and y /∈C . Hence, there
exists some n ∈ N such that
[
T
n
IA
]
(y)> 0. But then
[
T
n+1
IA
]
(x)≥
[
TT
n
IA
]
(x)≥ T (x,y)
[
T
n
IA
]
(y)> 0 ,
which implies x /∈ C , a contradiction.
An immediate consequence of the previous property is
that, when starting from a state in C , the upper probability
of ever hitting A, will be zero:
Corollary 74 Let p
(n)
A and p
∗
A be as in Proposition 16.
Then for all n ∈ N and x ∈ C , it holds that p
(n)
A (x) = 0.
Moreover, therefore also p∗A(x) = 0 for all x ∈ C .
Proof First note that p(0)A = IA, so because C ⊆ A
c we
immediately find that for all x ∈ C , it holds that
p
(0)
A (x) = IA(x) = 0 .
This provides the induction base for the remainder of the
proof. Indeed, if we now assume, for some n ∈ N0, that
p
(n)
A (x) = 0 for all x ∈ C , then by Lemma 73,
[
T p
(n)
A
]
(x) = ∑
y∈X
T (x,y)p
(n)
A (y) = ∑
y∈C
T (x,y)p
(n)
A (y) = 0 ,
for all x ∈C and all T ∈T . Because T ∈T was arbitrary,
we find that also
[
T p
(n)
A
]
(x) = 0 ,
for all x ∈ C . Therefore, and because C ⊆ Ac, we have for
all x ∈ C that
p
(n+1)
A (x) = IA(x)+ IAc(x)
[
T p
(n)
A
]
(x) = 0 .
This concludes the proof of the first claim. That
p∗A(x) = limn→+∞ p
(n)
A (x) = 0 for all x ∈ C is now imme-
diate.
We next prove some properties about the behaviour for
states that can reach A. Note that, for all x∈ Ac \C there is
some n ∈N such that
[
T
n
IA
]
(x)> 0. We will denote these
quantities as follows.
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Definition 75 For all x ∈ Ac \C , we let nx ∈ N be the
smallest number such that
[
T
nx
IA
]
(x)> 0.
The following technical result will be useful throughout
this appendix.
Lemma 76 For all x ∈ Ac \C with nx > 1, if for some
T ∈T it holds that
[
TT
nx−1
IA
]
(x)> 0, then there is some
y ∈ Ac \C such that ny = nx− 1 and T (x,y)> 0.
Proof Fix any x ∈ Ac \C with nx > 1, and suppose that
for some T ∈T it holds that
[
TT
nx−1
IA
]
(x)> 0 .
Expanding this expression, we get
0<
[
TT
nx−1
IA
]
(x) = ∑
y∈X
T (x,y)
[
T
nx−1
IA
]
(y) ,
which implies that there is some y ∈ X such that
T (x,y)
[
T
nx−1
IA
]
(y) > 0. Hence, we already know that
T (x,y) > 0. We will now show that y ∈ Ac \C . First, sup-
pose ex absurdo that y ∈ A. Because T (x,y) > 0, if y ∈ A
we get
0< T (x,y) =
[
T I{y}
]
(x)≤
[
T I{y}
]
(x)≤
[
T IIA
]
(x) ,
which implies that nx = 1, a contradiction with the assump-
tion made at the beginning of this proof. Hence y ∈ Ac.
To see that y /∈ C , simply observe that
[
T
nx−1
IA
]
(y) > 0,
again by the selection of y. So, y ∈ Ac \C .
Moreover, because
[
T
nx−1
IA
]
(y)> 0, it holds that ny ≤
nx− 1. Now, if ny = nx− 1 then the proof is done; so, sup-
pose ex absurdo that ny < nx− 1. Then
[
T
ny+1
IA
]
(x)≥
[
TT
ny
IA
]
(x)≥ T (x,y)
[
T
ny
IA
]
(y)> 0 ,
which implies that nx > ny+ 1 is not the smallest number
such that
[
T
nx
IA
]
(x)> 0, a contradiction.
Corollary 77 For all x ∈ Ac \C , if nx > 1, there is some
y ∈ Ac \C such that ny = nx− 1.
Proof Fix x ∈ Ac \ C , and suppose that nx > 1. Then,
by (5), there is some T ∈ T such that
[
TT
nx−1
IA
]
(x) =
[
T
nx
IA
]
(x)> 0 . (52)
Now apply Lemma 76.
Corollary 78 Suppose that Ac \ C 6= /0. Then there is
some x ∈ Ac \C such that nx = 1.
Proof Suppose that Ac \C 6= /0, and choose any x∈ Ac \C .
If nx = 1 then we are done. Otherwise, by Lemma 77,
there is some y ∈ Ac \C such that ny = nx−1. Now repeat
this selection until ny = 1.
Corollary 79 Suppose that Ac \ C 6= /0. Then there is
some T ∈ T such that for all x ∈ Ac \C ,
[
T nxIA
]
(x)> 0.
Proof We construct the matrix T ∈ T in a row-by-row
manner. First, choose any S ∈ T and, for all x ∈ A∪C ,
define the x-th row of T as
T (x, ·) := S(x, ·) .
Next, for any x ∈ Ac \C , we can find Sx ∈ T such that[
SxT
nx−1
IA
]
(x) =
[
T
nx
IA
]
(x)> 0 , (53)
and we let the x-th row of T be defined as
T (x, ·) := Sx(x, ·) .
BecauseT has separately specified rows, it then holds that
T ∈T . It remains to verify the claim for this T .
The remainder of the proof is by induction. First con-
sider x ∈ Ac \C such that nx = 1; at least one such x exists
by Corollary 78. Then,[
T IA
]
(x) = ∑
y∈X
T (x,y)IA(y)
= ∑
y∈X
Sx(x,y)IA(y)
=
[
T IA
]
(x)> 0 .
This provides the induction base. Now suppose the state-
ment is true for all x ∈ Ac \C for which nx ≤ n, for some
n ∈N. Then consider any x ∈ Ac \C with nx = n+ 1.
By Equation (53), it holds that
0<
[
SxT
nx−1
IA
]
(x) .
Using Lemma 76, this implies that there is some y∈Ac\C
such that Sx(x,y) > 0 and ny = nx− 1 = n. Therefore, by
the induction hypothesis, we know that[
T nx−1IA
]
(y) =
[
T nyIA
]
(y) =
[
T nIA
]
(y)> 0 .
Hence, and because T (x, ·) = Sx(x, ·), it holds that[
T nxIA
]
(x) = ∑
z∈X
T (x,z)
[
T nx−1IA
]
(z)
≥ T (x,y)
[
T nx−1IA
]
(y)> 0 .
We next use the construction of the matrix T in the pre-
vious result, to construct sets Tλ ⊆ T of transition matri-
ces that, as we will see, are well-behaved enough to prove
statements about upper hitting probabilities of imprecise
Markov chains parameterised by these sets Tλ .
34
HITTING TIMES AND PROBABILITIES FOR IMPRECISE MARKOV CHAINS
Proposition 80 Fix any T ∈ T such that
[
T nxIA
]
(x) >
0 for all x ∈ Ac \C ; if Ac \C 6= /0 then such a T exists
due to Corollary 79, otherwise any T ∈T will satisfy this
vacuously.
For any λ ∈ [0,1], define the set Tλ as
Tλ :=
{
λT +(1−λ )V
∣∣∣V ∈ T } .
Then Tλ ⊆T . Moreover, Tλ is non-empty, closed, convex,
and has separately specified rows.
Furthermore, for any λ ,γ ∈ [0,1], if λ ≤ γ , then it holds
that Tγ ⊆Tλ .
Moreover, if λ > 0 then for all S∈Tλ and all x∈A
c \C ,
it holds that
[
SnxIA
]
(x)> 0.
Finally, if T λ is the upper transition operator corre-
sponding to Tλ , defined for all f ∈L (X ) and all x ∈X
as [
T λ f
]
(x) := sup
S∈Tλ
[
S f
]
(x) ,
then limλ→0T λ f = T f for all f ∈L (X ).
Proof Fix any λ ∈ [0,1]. First, observe that Tλ consists
of convex combinations of elements of T . Hence, the fact
that Tλ ⊆T follows from the convexity of T .
Next, because T ∈ T and λ ∈ [0,1], it holds that
T = λT +(1−λT) ∈ Tλ ,
and so Tλ is non-empty.
To show that Tλ is closed, take any convergent se-
quence {Sn}n∈N in Tλ with S∗ := limn→+∞ Sn. We need to
show that S∗ ∈ Tλ . If λ = 1 then we trivially have Sn = T
for all n ∈ N, and hence S∗ = T ∈ Tλ . For the case that
λ < 1, we note that for all n ∈ N, because Sn ∈ Tλ , there
is someVn ∈T such that Sn = λT +(1−λ )Vn. Therefore,
S∗ = lim
n→+∞
λT +(1−λ )Vn = λT +(1−λ ) lim
n→+∞
Vn .
Hence the sequence {Vn}n∈N is convergent, with limit
limn→+∞Vn =:V∗ ∈ T because T is closed. Thus,
S∗ = λT +(1−λ )V∗ ∈ Tλ ,
and so we conclude that Tλ is closed.
For the convexity of Tλ , fix any S1,S2 in Tλ , and any
γ ∈ [0,1], and let
S := γS1+(1− γ)S2 .
We need to show that S ∈ Tλ . Because S1,S2 ∈ Tλ , there
exist V1,V2 ∈T such that
S1 = λT +(1−λ )V1 and S2 = λT +(1−λ )V2 .
Therefore,
S= γ
(
λT +(1−λ )V1
)
+(1− γ)
(
λT +(1−λ )V2
)
= γλT +(1− γ)λT + γ(1−λ )V1+(1− γ)(1−λ )V2
= λT +(1−λ )
(
γV1+(1− γ)V2
)
.
Because T is convex and γ ∈ [0,1], there is some V ∈ T
such that
V = γV1+(1− γ)V2 .
This implies that
S = λT +(1−λ )V ∈Tλ ,
and so Tλ is convex.
To show that Tλ has separately specified rows, for all
x ∈ X , select any Sx ∈ Tλ , and define the matrix S as
S(x, ·) := Sx(x, ·). We need to show that S ∈ Tλ .
For all x ∈X , because Sx ∈ Tλ , there is some Vx ∈ T
such that Sx = λT +(1−λ )Vx. Moreover, letV be defined
asV (x, ·) :=Vx(x, ·) for all x∈X ; thenV ∈T becauseT
has separately specified rows. Moreover, for any x ∈X , it
holds that
S(x, ·) = λT (x, ·)+ (1−λ )Vx(x, ·)
= λT (x, ·)+ (1−λ )V(x, ·) ,
and so
S = λT +(1−λ )V ∈Tλ ,
from which we conclude that Tλ has separately specified
rows.
Next, fix any λ ,γ ∈ [0,1] and suppose that λ ≤ γ; we
want to show that Tγ ⊆ Tλ . Clearly if λ = 1 then also
γ = 1, so then the result is trivial; it remains to prove the
case where λ < 1.
Now fix any S ∈ Tγ ; it suffices to show that S ∈ Tλ .
Because S ∈ Tγ , there is some V ∈ T such that S = γT +
(1−γ)V . Let δ := γ−λ ; then clearly λ = γ−δ . Moreover,
S = γT +(1− γ)V
= γT +V − γV
= γT − δT + δT +V − γV + δV − δV
= λT +V −λV + δT − δV
Next set
W :=
S−λT
1−λ
.
Then it holds that
S = λT +(1−λ )W ,
so it follows that S ∈ Tλ if W ∈ T . To show that this is
the case, we use our previous expansion of S to find
W =
S−λT
1−λ
=
λT +V −λV + δT − δV −λT
1−λ
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=
(1−λ )V + δT − δV
1−λ
=V +
δ
1−λ
T −
δ
1−λ
V .
Now note that δ = γ −λ and, because γ ∈ [0,1], it holds
that ∆ := δ/1−λ ∈ [0,1]. Hence,
W = ∆T +(1−∆)V ∈ T ,
because T is convex. Hence indeed Tγ ⊆Tλ .
Next, suppose that λ > 0 and fix any S∈Tλ . Then there
is some V ∈ T such that S = λT + (1− λ )V . We will
now prove by induction that
[
SnxIA
]
(x) > 0, for all x ∈
Ac \C . To avoid the vacuous truth of this statement, we
can assume without loss of generality that Ac \C 6= /0.
First, consider any x ∈ Ac \C with nx = 1; at least one
such x exists due to Corollary 78. Then,[
SIA
]
(x) = λ
[
T IA
]
(x)+ (1−λ )
[
V IA
]
(x)
≥ λ
[
T IA
]
(x)> 0 ,
where the first inequality used the fact that V IA is non-
negative (and that 1 ≥ λ ), and the second inequality used
the selection of T (and the fact that λ > 0). This provides
the induction base.
Now suppose the statement is true for all x ∈ Ac \C for
which nx ≤ n, for some n∈N, and consider any x ∈ Ac \C
with nx = n+ 1. Then, by the selection of T , it holds that
0<
[
T nxIA
]
(x) =
[
TT nx−1IA
]
(x) .
Moreover, because T ∈T , it holds for all y ∈X that
[
T nx−1IA
]
(y)≤
[
T
nx−1
IA
]
(y) ,
and so we find that
0<
[
TT nx−1IA
]
(x)≤
[
TT
nx−1
IA
]
(x) .
Hence, because T ∈ T and nx > 1 by assumption, it fol-
lows from Lemma 76 that there is some y ∈ Ac \C such
that ny = nx− 1= n and T (x,y)> 0.
For this y, it holds that
[
SnIA
]
(y) > 0 by the induction
hypothesis. Therefore,[
SnxIA
]
(x)≥ S(x,y)
[
SnIA
]
(y)
≥ λT (x,y)
[
SnIA
]
(y)> 0 ,
where the last inequality used the fact that λ , T (x,y), and[
SnIA
]
(y) are all strictly positive. This concludes the proof
that
[
SnxIA
]
(x)> 0 for all x ∈ Ac \C .
Let now, for any λ ∈ [0,1], T λ denote the upper tran-
sition operator corresponding to Tλ . We will show that
limλ→0Tλ f = T f for all f ∈ L (X ). So, consider any
f ∈L (X ) and any ε > 0. We then need to show that, for
all λ that are small enough, it holds that∥∥T λ f −T f∥∥< ε . (54)
Due to (5), there is some V ∈ T such that V f = T f . We
will show that the inequality (54) holds for any λ for which
λ ‖T f −V f‖< ε .
Indeed, whenever this is the case, it holds for λT +(1−
λ )V =: S ∈ Tλ that
‖S f −V f‖ = ‖λT f +(1−λ )V f −V f‖
= λ ‖T f −V f‖ < ε .
Moreover, because S ∈Tλ and Tλ ⊆T , it holds that
S f ≤ Tλ f ≤ T f =V f ,
from which it follows that also
∥∥T λ f −T f∥∥< ε .
We next state some properties about the upper hitting
probabilities for the imprecise Markov chains correspond-
ing to the sets Tλ .
Lemma 81 For any λ ∈ [0,1], let Tλ and T λ be as
in Proposition 80. Define p
(0)
λ
:= IA and, for all n ∈ N0,
let
p
(n+1)
λ
:= IA+ IAc ·Tλ p
(n)
λ .
Then, the limit
p∗λ := limn→+∞
p
(n)
λ
,
exists and, moreover, p∗λ ∈ L (X ) is the minimal non-
negative solution to
p∗λ = IA+ IAc ·Tλ p
∗
λ . (55)
Proof Fix any λ ∈ [0,1]. By Proposition 80, Tλ is non-
empty, closed, convex, and has separately specified rows.
Therefore, it defines a game-theoretic imprecise Markov
chain whose upper hitting probability satisfies
E
V
Tλ
[
GA |X0
]
= p∗λ = limn→+∞
p
(n)
λ
,
due to Theorem 18.
It remains to prove that p∗λ is the minimal non-negative
solution to (55). To this end, consider any non-negative
f ∈L (X ) such that
f = IA+ IAc ·Tλ f .
We will show that f ≥ p∗λ . First note that, for any x ∈ A, it
holds that
f (x) = IA(x)+ IAc(x)
[
Tλ f
]
(x) = 1 .
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Therefore, and because f is non-negative, it holds that f ≥
IA.
Now we define the map G : L (X )→ L (X ), for all
g ∈L (X ), as
G(g) := IA+ IAc ·Tλg .
Moreover, for any n ∈N, we let G
n
denote the n-fold com-
position of G with itself. Then, clearly,
f =G( f ) .
Moreover, it is easy to see that, for all n ∈ N,
p
(n)
λ
=G
n
(p
(0)
λ
) =G
n
(IA) .
Finally, it follows from the monotonicity of Tλ that G is
also a monotone operator and, therefore, that G
n
is mono-
tone for any n ∈ N. Because, as we already established,
f ≥ IA, it follows that for every n ∈ N
f =G
n
( f ) ≥G
n
(IA) = p
(n)
λ ,
from which it follows that
f ≥ lim
n→+∞
p
(n)
λ
= p∗λ .
Finally, because f ∈ L (X ), this implies that also
p∗λ ∈L (X ); in particular, that p
∗
λ is real-valued.
The next result tells us that, in order to find the hitting
probabilities of an imprecise Markov chain corresponding
to T , we can look at the hitting probabilities of imprecise
Markov chains corresponding to Tλ , and take the limit
λ → 0.
Lemma 82 For all λ ∈ [0,1], let Tλ , T λ and p
∗
λ be
as in Proposition 80 and Lemma 81, and let p∗A be as
in Proposition 16. Then
p∗A = p
∗
0 = lim
λ→0
p∗λ .
Proof It follows immediately from the definition that
T0=T , and therefore fromProposition 16 and Lemma 81
that p∗A = p
∗
0. It remains to show that the limit statement
holds.
First, let
p := lim
λ→0
p∗λ .
Note that p exists because the sequence p∗λ is uniformly
bounded and non-decreasing as λ goes to zero; this last
property follows from the fact that, by Proposition 80, Tλ
is non-decreasing (in the set-inclusion sense) as λ goes to
zero.
For the same reason, it holds that p∗λ ≤ p
∗
A for all λ ∈
[0,1], from which it follows that p ≤ p∗A.
Next, fix any λ ∈ (0,1) and use (55) to derive∥∥p− IA− IAc ·T 0p∥∥
=
∥∥p− p∗λ + IA+ IAc ·Tλ p∗λ − IA− IAc ·T 0p∥∥
≤
∥∥p− p∗λ∥∥+∥∥IAc ·Tλ p∗λ − IAc ·T 0p∥∥
≤
∥∥p− p∗λ∥∥+∥∥T λ p∗λ −T 0p∥∥
≤
∥∥p− p∗λ∥∥+∥∥T λ p∗λ −Tλ p∥∥+∥∥T λ p−T 0p∥∥
≤
∥∥p− p∗λ∥∥+∥∥T λ∥∥∥∥p∗λ − p∥∥+∥∥T λ p−T 0p∥∥
≤
∥∥p− p∗λ∥∥+∥∥p∗λ − p∥∥+∥∥Tλ p−T 0p∥∥ ,
where we used
∥∥T λ∥∥ ≤ 1 in the last step. Now note that
all summands vanish because limλ→0 p
∗
λ = p by definition,
and limλ→0Tλ p= T 0p= T p due to Proposition 80.
We conclude that
p= IA+ IAc ·T 0p .
This implies p ≥ p∗0 due to Lemma 81 and, since we
already established that p≤ p∗0, we find that p= p
∗
0 = p
∗
A.
Lemma 83 Fix any λ ∈ (0,1) and let Tλ be as in Propo-
sition 80. Choose any S∈Tλ and define the |A
c\C |×|Ac\
C | matrix F, for all x,y ∈ Ac \C , as F(x,y) := S(x,y). Let
I denote the identity matrix. Then (I−F)−1 exists.
Proof We will start by proving that limn→+∞Fn = 0,
where the right hand side is a zero matrix. Let 1 denote
the vector with constant value one.
Note that F1 ≤ 1. Therefore, by monotonicity, for any
n ∈ N it holds that Fn1 ≤ 1. Moreover, recall that for any
x ∈ Ac \C , by Proposition 80, it holds that
[
SnxIA
]
(x)> 0.
First consider any x ∈ Ac \C such that nx = 1; at least
one such x exists by Corollary 78. Then
[
SIA
]
(x) > 0,
which implies that there is some y∈ A such that S(x,y)> 0.
Therefore,[
F1
]
(x) = ∑
z∈Ac\C
F(x,z) = ∑
z∈Ac\C
S(x,z)< 1 .
Moreover, by monotonicity and Fn−11 ≤ 1 it then holds
for all n ∈ N that[
Fn1
]
(x) =
[
FFn−11
]
≤
[
F1
]
(x)< 1 .
This provides the induction base to prove that
[
Fnx1
]
(x)<
1 for all x ∈ Ac \C . Indeed, suppose that this is true when
nx ≤ n for some n ∈ N, and then consider any x ∈ Ac \C
with nx = n+ 1. Then it holds that[
SnxIA
]
(x)> 0 .
Moreover, because S ∈ Tλ ⊆ T , it holds that S
nx−1IA ≤
T
nx−1
IA, and therefore[
ST
nx−1
IA
]
(x)> 0 .
37
KRAK T’JOENS DE BOCK
By Lemma 76, this implies that there is some y ∈ Ac \C
with ny = nx− 1 = n and S(x,y) > 0. Because ny = n it
holds that
[
Fnx−11
]
(y) < 1 by the induction hypothesis.
Therefore it holds that
[
Fnx1
]
(x) = ∑
z∈Ac\C
F(x,z)
[
Fnx−11
]
(z)
= F(x,y)
[
Fnx−11
]
(y)
+ ∑
z∈Ac\
{
C∪{y}
}F(x,z)
[
Fnx−11
]
(z)
< F(x,y)+ ∑
z∈Ac\
{
C∪{y}
}F(x,z)
[
Fnx−11
]
(z)
≤ F(x,y)+ ∑
z∈Ac\
{
C∪{y}
}F(x,z)
= ∑
z∈Ac\C
S(x,z)≤ 1 ,
where we also used that F(x,y) = S(x,y)≥ 0 because S ∈
Tλ is a transition matrix. This finishes the induction step.
Now let n := maxx∈Ac\C nx, and note that
[
Fn1
]
(x) < 1
for all x∈ Ac \C ; this follows because, for each x∈ Ac \C ,
as we have just shown,
[
Fnx1
]
(x) < 1, and therefore by
monotonicity, the fact that nx ≤ n, and Fn−nx1≤ 1, we get
[
Fn1
]
(x) =
[
FnxFn−nx1
]
(x)≤
[
Fnx1
]
(x)< 1 ,
for all x ∈ Ac \C . Let now
p := max
x∈Ac\C
[
Fn1
]
(x) .
Then p < 1 because Ac \C is finite. Fix any m ∈ N. To be
explicit in what follows, let p be the vector with constant
value p. Then, for all x ∈ Ac \C , it holds that
[
Fmn1
]
(x) =
[
F(m−1)nFn1
]
(x)
≤
[
F(m−1)np
]
(x)
= p
[
F (m−1)n1
]
(x) · · · ≤ pm ,
where the inequalities use the fact that, because F is a
monotone operator, so are its powers.
Because p < 1 this implies that
lim
m→+∞
[
Fmn1
]
= 0 ,
and it easily follows from monotonicity that therefore also
lim
m→+∞
[
Fm1
]
= 0 .
Therefore, and because the entries of each Fm are non-
negative—this is because the entries of F are non-negative,
since it is derived from a transition matrix S—it holds that
limm→+∞Fm = 0, where the right hand side is a zero ma-
trix.
We are now ready to prove that (I−F)−1 exists. To this
end, choose any real vector f and suppose that (I−F) f =
0 or, in other words, that f = F f . Iterating this, for any
n∈N we have that f = Fn f . Passing to the limit and using
the above result, we find that
f = lim
n→+∞
Fn f = 0 .
This implies that the kernel of I−F is trivial,
ker(I−F) = {0} ,
whence (I−F)−1 exists.
The next result tells us that the upper hitting probability
for an imprecise Markov chain corresponding to Tλ , is
obtained by a homogeneous Markov chain P ∈PH
T
.
Lemma 84 Fix any λ ∈ (0,1) and let Tλ be as in Propo-
sition 80 and p∗λ as in Proposition 81. Then, there is some
P ∈PH
T
such that pPA = p
∗
λ .
Proof We first recall that, due to Corollary 74, p∗A(x) =
0 for all x ∈ C . By Lemma 81, p∗λ is non-negative, and,
furthermore, p∗λ ≤ p
∗
A because, by Proposition 80, Tλ is
non-decreasing (in the set-inclusion sense) as λ goes to
zero, and T = T0. This implies that also p∗λ (x) = 0 for all
x ∈ C . Moreover, by Lemma 81, p∗λ satisfies
p∗λ = IA+ IAc ·Tλ p
∗
λ .
This implies that, for all x ∈ A,
p∗λ (x) = IA(x)+ IAc(x)
[
Tλ p
∗
λ
]
(x) = 1 .
Next, becauseTλ is a non-empty, closed, and convex set of
transition matrices that has separately specified rows and
upper transition operator T λ , using Lemma 1, we can find
some S ∈ Tλ such that
p∗λ = IA+ IAc ·Sp
∗
λ . (56)
Because S ∈ Tλ ⊆ T , this implies that there is some ho-
mogeneous Markov chain P ∈PH
T
with transition matrix
S and hitting probability pPA. By Lemma 14, p
P
A is also a
solution of (56). We will show that pPA = p
∗
λ .
To this end, we will first repeat the above argumenta-
tion to show that also pPA(x) = 0 for all x ∈ C , and that
pPA(x) = 1 for all x ∈ A. First, by Lemma 14, p
P
A is non-
negative. Now note that, because P ∈ PH
T
⊆ P I
T
, by
by Proposition 6 and Lemma 17, it holds that
E
V
T
[
GA |X0
]
≥ sup
Q∈PI
T
E
V
Q
[
GA |X0
]
= sup
Q∈PI
T
EQ
[
GA |X0
]
= E
I
T
[
GA |X0
]
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≥ E
H
T
[
GA |X0
]
≥ EP[GA |X0] .
We have already seen that, for x ∈ C , it holds that 0 =
p∗A(x) =E
V
T
[
GA |X0 = x
]
, so this implies that also pPA(x) =
EP[GA |X0 = x] = 0.
For the values of pPA in A, note that by Lemma 14, for
all x ∈ A, pPA satisfies
pPA(x) = IA(x)+ IAc(x)
[
SpPA
]
(x) = 1 .
We conclude that therefore pPA agrees with p
∗
λ on C and on
A. Finally, it remains to prove that also pPA(x) = p
∗
λ (x) for
x ∈ Ac \C .
To this end, first note that for any x ∈ Ac \C , it holds
that
p∗λ (x) = IA(x)+ IAc(x)
[
S p∗λ
]
(x)
=
[
S p∗λ
]
(x)
=
[
S
(
IA+ IAc ·S p
∗
λ
)]
(x)
=
[
SIA
]
(x)+
[
S
(
IAc ·S p
∗
λ
)]
(x) . (57)
Next, we will show that, for all x ∈X ,
[
IAc ·Sp
∗
λ
]
(x) =


0 if x ∈ A, and
0 if x ∈ C , and
p∗λ (x) otherwise.
This first case is trivial due to the occurrence of the indica-
tor IAc . The second case is immediate from
[
SIC
]
(x) = 1
(this is Lemma 73) and p∗λ (x) = 0 for all x ∈ C . The fi-
nal case considers that x ∈ Ac \C and so follows from the
identity p∗λ (x) =
[
Sp∗λ
]
(x) that we already found above.
Define the |Ac \C |×|Ac\C |matrix F , for all x,y∈ Ac \
C , as F(x,y) := S(x,y). Let I denote the identity matrix.
Then by Lemma 83, (I−F)−1 exists. Moreover, for any
x ∈ Ac \C ,
[
S
(
IAc ·S p
∗
λ
)]
(x) = ∑
y∈X
S(x,y)
[
IAc ·S p
∗
λ
]
(y)
= ∑
y∈Ac\C
S(x,y)p∗λ (y)
= ∑
y∈Ac\C
F(x,y)p∗λ (y)
=
[
F
(
p∗λ
∣∣
Ac\C
)]
(x) ,
where (·)
∣∣
Ac\C
denotes the restriction of (·) to Ac\C . Plug-
ging this back into Equation (57), we can write
p∗λ
∣∣
Ac\C
=
[
SIA
]∣∣
Ac\C
+F
(
p∗λ
∣∣
Ac\C
)
,
or in other words, using the fact that p∗λ
∣∣
Ac\C
is real-valued
due to Lemma 81,
(I−F)(p∗λ
∣∣
Ac\C
) =
[
SIA
]∣∣
Ac\C
,
from which we get
p∗λ
∣∣
Ac\C
= (I−F)−1
[
SIA
]∣∣
Ac\C
,
using the existence of (I−F)−1.
This implies that p∗λ
∣∣
Ac\C
is the unique solution of (56)
on the coordinates Ac \C . Since pPA also satisfies (56), we
find that pPA
∣∣
Ac\C
= p∗λ
∣∣
Ac\C
.
We now have all the required results to prove the remain-
der of Theorem 18.
Proof of Theorem 18 First note that PH
T
⊆ P I
T
and,
therefore, by Proposition 6 and Lemma 17, it holds for any
x ∈X that
E
V
T
[
GA |X0 = x
]
≥ sup
Q∈PI
T
E
V
Q
[
GA |X0 = x
]
= sup
Q∈PI
T
EQ
[
GA |X0 = x
]
= E
I
T
[
GA |X0 = x
]
≥ E
H
T
[
GA |X0 = x
]
. (58)
Hence, if suffices to prove that E
V
T
[
GA |X0 = x
]
=
E
H
T
[
GA |X0 = x
]
for all x ∈X .
Now, we recall the definition that, for any x ∈X ,
E
H
T
[
GA |X0 = x
]
= sup
P∈PH
T
pPA(x) .
Therefore we need to prove that, for all x ∈X and for all
ε > 0, there is some P∈PH
T
such that E
V
T
[
GA |X0 = x
]
≥
pPA(x) and for which
∣∣EVT [GA |X0 = x]− pPA(x)∣∣ < ε .
We first note that the inequality (58) also implies that
E
V
T
[
GA |X0 = x
]
≥ E
H
T
[
GA |X0 = x
]
≥ EP
[
GA |X0 = x
]
,
for all P∈PH
T
, so the requirement thatE
V
T
[
GA |X0= x
]
≥
pPA(x) is trivial to satisfy.
We recall that p∗A = E
V
T
[
GA |X0
]
by Proposition 16.
Now, fix any ε ∈ R with ε > 0. Because limλ→0 p
∗
λ = p
∗
A
by Lemma 82, there is some λ > 0 such that
∥∥p∗A− p∗λ∥∥< ε .
Moreover, by Lemma 84, there is some P ∈PH
T
such that
pPA = p
∗
λ . It then holds that for any x ∈X that∣∣p∗A(x)− pPA(x)∣∣ ≤ ∥∥p∗A− pPA∥∥= ∥∥p∗A− p∗λ∥∥< ε .
Because ε > 0 was arbitrary and because, as we already
mentioned, pPA ≤ p
∗
A for all P ∈ P
H
T
, we conclude that
indeed
E
V
T
[
GA |X0= x
]
= p∗A(x)= sup
P∈PH
T
pPA(x)=E
H
T
[
GA |X0= x
]
,
for all x ∈X .
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Proof of Corollary 19 The proof for p
A
was already given
in the main text, so we here only give the remaining proof
for pA.
Due to Theorem 18, the upper hitting probability p is
the same for any type of imprecise Markov chain; us-
ing Proposition 16, let p = p∗A be this hitting probability.
Then, by Lemma 82, p0 = p
∗
A and, by Lemma 81, p0 is the
minimal non-negative solution to
p0 = IA+ IAc ·T p0 .
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