Abstract. An approach is developed to multiscale image segmentation, based on pixel classification by means of a Kohonen network. An image is described by assigning a feature pattern to each pixel, consisting of a scaled family of differential geometrical invariant features. The invariant feature pattern representation of a training image is input to a Kohonen network, in order to obtain a description of the feature space in terms of so-calhd prototypical feature patterns (the weight vectors of the network). Supervised labeling of these prototypieai feature patterns may be accomplished using classes derived from an a priori segmentation of the training image. We can segment any image similar to the training image by comparing the feature pattern representation of each pixel with all weight vectors, and assigning each pixel the dass of the best matching weight vector. In our study we evaluated the benefit of applying features at multiph scales, as well as the effects of firstand second order information on the results.
Introduction
Many image processing applications have the aim of extracting information from image data. Image segmentation is a crucial step in these applications and can be defined as dividing an image into several parts which are intended to refer to one object. The quality of both volumetric visualization and quantitative analyses strongly depends on the segmentation of the object to be displayed or measured. This paper describes a neural network based approach to image segmentation, by which the segments are acquired by pixel classification. A principle idea of our approach is that, while local image structure is known to be represented completely by a family of scaled differential operators [1, 2, 3, 4] , there is hardly any knowledge about which geometric invariants ag which scale are optimal or even suitable for specific image processing tasks as, e.g. image segmentation.
Each pixel of the image to be analyzed will be assigned a feature pattern consisting of a limited number of differential geometrical invariants at various scales. We assume that a segment of the image corresponds to a separable and coherent region in the feature space [5] . We are concerned with ascertaining these regions, and using them as a basis for classification. Since the regions are not necessarily linearly separable we might not be able to delineate them using conventional pattern recognition methods. For this reason we applied a supervised classification strategy based on Kohonen networks [6] .
The objective of the study is threefold: (i) to investigate the benefits of the multiscale approach; (ii) to analyze the effects of various differential geometrical invariants (up to the second order) on the classifications; (iii) to evaluate whether a Kohonen network is an appropriate tool for image segmentation.
Image description
Scale plays an important role in image understanding. An image, being a physical observable of a scene, represents the scene on a finite range of scales only. The sampling characteristics determine the lower bound (inner scale), the scope of the field of view the upper bound (o~ter scale). The aim of image understanding is to infer scene structure; this calls for'a multiscale description of image structure. It has been shown [3] that the only operator family satisfying the natural front-end vision constraints of linearity, shift-, rotation-, and scale invariance is the Gaussian and all its partial derivatives; this operator family provides a complete representation of image structure.
The zeroth order operator of the Gaussian differential operator family is the well known Gaussian function
Co(x)-
where D is the spatial dimension of the image; x = (Zl,..., ZD), and a is the width of the Gaussian. Assume an image with luminance pattern L(x). The property
shows that all image derivatives can be obtained by convolving with the corresponding derivative of the Gaussian. Consequently, a family of scaled differential operators is available, by which image structures may be described completely up to any desired order at various scales. We are interested in image features which are invariant under certain transformations. We confine ourselves to features which are invariant under orthogonal co-ordinate transformations, i.e. translation and rotation. An infinite number of these invariants can be constructed, but it is a straightforward, although not trivial, matter to derive so-called irreducible invarianis on which all others depend [3] . For two-dimensional images there are five irreducible invariants, which may be represented in various ways. An often used representation is the tensorial notation, {L, Li Li , L,, LI LIj Lj , L~j Ljl } or in Cartesian notation:
