Orexin Neurons and the TASK of Glucosensing
Relatively little is known about the mechanisms that link changing levels of glucose and neuronal activity. A paper in the current issue of Neuron by Burdakov et al. demonstrates that orexin/hypocretin neurons are inhibited by rising glucose in part due to membrane potential effects mediated by tandem-pore K + (K 2P ) channels. The findings may shed light on the mechanisms that link hypoglycemia and coordinated arousal and autonomic responses.
Neurons are required for proper nutrient sensing. Intensive investigation has identified populations of hypothalamic neurons that sense changing levels of peripheral hormones, such as leptin and ghrelin (Zigman and Elmquist, 2003) , that convey information about the bodies' nutritive status. Furthermore, neurons have been purported to sense circulating metabolic fuels including glucose and certain lipids (Levin et al., 2004; Obici et al., 2003; Song et al., 2001 ). These observations have led to models which predict that changes in metabolic signals alter the electrical activity of specific neurons, which in turn lead to changes in feeding behavior and glucose production. These models also predict that dysregulation of nutrient sensing in the CNS may contribute to the metabolic alterations characteristic of diabetes and obesity.
It has been known for many years that changing levels of glucose can lead to either excitation or inhibition of hypothalamic neurons (Oomura et al., 1969) . This neuronal ''glucosensing'' has also been demonstrated acutely in slices when exposed to elevated extracellular glucose (Song et al., 2001) . While the story is still taking shape, evidence suggests that the neurons activated by rising glucose behave similarly to b cells of the endocrine pancreas (Levin et al., 2004) . The mechanism of glucosemediated neuronal excitation likely involves a rise in ATP, resulting from an increase in glucose metabolism, promoting the closure of K ATP channels (Ibrahim et al., 2003) . In contrast, the mechanisms underlying the ability of neurons to be inhibited by rises in glucose (or conversely to be activated by falling glucose) are not as clearly defined.
Orexin/hypocretin (orexin) neurons of the lateral hypothalamus are inhibited by elevations in extracellular glucose (Burdakov et al., 2005; Yamanaka et al., 2003) . Until now, the cellular mechanisms for this effect were obscure. In the current issue of Neuron, Burdakov et al. (2006) demonstrate a novel mechanism for glucosensing in orexin neurons via tandem pore channels. Specifically, the authors identified subunits of the TASK subfamily of two pore potassium (K 2P ) channels as mediating the glucose-activated inhibitory current. Interestingly, these channels, which carry a potassium leak current (Bayliss et al., 2003) , also serve as oxygen and pH sensors. TASK channels regulate peripheral chemoreceptor excitability along with the activity of serotonergic, noradrenergic, and select motor neurons (Bayliss et al., 2003) . However, the role of glucosensing that Burdakov et al. (2006) propose had not been anticipated.
The authors identified orexin neurons by expressing eGFP from a transgene driven by a pre-pro orexin promoter and examined their electrophysiological properties in acutely isolated brain slices. Similar to prior reports (Burdakov et al., 2005; Yamanaka et al., 2003) , orexin neurons demonstrated spontaneous activity and were inhibited by elevated extracellular glucose. The authors then determined that the glucose-activated current was outwardly rectifying, reversed close to the potassium equilibrium potential, and possessed an I-V relationship indicative of a potassium-selective leak conductance. Furthermore, the current exhibited no voltage or calcium dependence. Unlike previous studies of VMH neurons (Levin et al., 2004) , chloride ions played no role in the glucose-mediated inhibition. Since K 2P channels have been implicated in carrying the potassium-leak conductance in other systems, the present data suggested that these same channels were also carrying the glucose-activated current. Due to the lack of K 2P subunit-specific pharmacologic antagonists for dissecting specific K 2P subunit composition, the authors instead examined the sensitivity of the glucose-activated current to halothane and acidic pH.
While halothane has been shown to activate subunits belonging to the TASK and TREK K 2P subfamilies, it conversely inhibits THIK and TALK subfamily channels (Bayliss et al., 2003) . Furthermore, of the TASK and TREK subfamilies, K 2P channels composed of TASK family subunits are strongly inhibited by acidic pH (Bayliss et al., 2003) . In orexin neurons, halothane elicited a potassium-leak conductance with kinetics similar to that of glucose, suggesting that the orexin K 2P channels contain either TASK or TREK subunits. The authors then demonstrated that acidification from pH 7.3 to 5.9 completely blocked the action of glucose on orexin neurons, making a compelling case for the involvement of TASK subunit K 2P channels in orexin glucosensing.
A key point to keep in mind when thinking about the ability of glucose to alter neuronal activity is the concentration of glucose used in the experimental paradigm. The authors' prior work and that of others has shown that large fluctuations in extracellular glucose can modulate orexin neuron activity (Burdakov et al., 2005; Yamanaka et al., 2003) To test the physiological relevance of these findings, the authors demonstrated the ability of orexin neurons to sense a shift in glucose concentration recapitulating a switch from fasted to fed extracellular glucose levels (Levin et al., 2004; Silver and Erecinska, 1994) . The data presented in this study suggest orexin neurons may be able to perceive much smaller fluctuations of glucose levels, which may occur in the brain in vivo. Finally, the authors present evidence that the involvement of TASK channels is not the only departure from the previously described mechanism of glucosensing. Surprisingly, unlike the case for glucose activated K ATP currents (Levin et al., 2004) , glucose metabolism to ATP is not required to mediate orexin neuron glucosensing. Metabolism outside of the orexin neuron does not seem to be required either, as a prior study showed an effect of glucose on isolated orexin neurons, in the absence of glucose metabolizing astrocytes (Yamanaka et al., 2003) .
The role of orexin neurons in the control of numerous CNS processes makes the discovery of their ability to sense small changes in glucose via TASK K 2P channels potentially quite important. Orexin neurons are located exclusively in the lateral hypothalamus, but orexin neurons project throughout the entire CNS, to the forebrain, midbrain, hindbrain, and spinal cord. The most established role for orexin is in the maintenance of wakefulness (Chemelli et al., 1999; Lin et al., 1999) . Subsequent studies have revealed their importance in modulating feeding behavior, neuroendocrine function, and autonomic tone. The ability of orexin neurons to sense glucose is of interest, as it provides the orexin system with the ability to modulate diverse phsyiological systems in the context of fuel availability. Furthermore, dysfunction of glucosensing would be expected to uncouple the activity of the orexin system from metabolic status and thus may have profound effects on wakefulness and coordinated autonomic responses.
Other brain sites have been implicated in responding to hypoglycemia. Neurons in the brainstem, including catacholaminergic neurons, may drive feeding behavior in response to a fall in glucose (Hudson and Ritter, 2004; DiRocco and Grill, 1979) . However, orexin neurons are ideally positioned to regulate both sleep-wake activity and coordinated counter regulatory responses during hypoglycemia. Data from our own lab supports this hypothesis, as we have found that orexin neurons specifically innervating sympathetic preganglionic neurons express c-Fos in response to hypoglycemia (J.N.M. and J.K.E., unpublished data).
Moreover, it is intriguing to speculate that given the importance of orexin neuron regulation of the autonomic system, altered orexin glucosensing may be involved in the pathogenesis of hypoglycemia induced autonomic failure (HAAF), a condition associated with type I and type II diabetes (Cryer, 2005) . Insulin therapy-induced hypoglycemia often causes a blunted autonomic response, leading to defective glucose counter regulation and personal awareness of the hypoglycemic condition. Interestingly, one hallmark of HAAF is an inability to wake during an episode of hypoglycemia (Cryer, 2005) . Clearly, a failure of orexin neuron glucosensing (failure to increase activity with falling glucose levels) would also be expected to impair this reflex waking to hypoglycemia.
Not surprisingly, numerous questions remain regarding the mechanism of glucosensing via K 2P channels. For example, the specific subunits forming the K 2P channel itself need to be clarified. Single-channel conductance studies, along with the use of the antagonist ruthenium red suggested the presence of TASK subfamily members TASK1 and TASK3, while immunohistochemical detection of TASK1 and TASK3 subunits further bolstered the likelihood of functional TASK3-TASK1 heterodimers being present in orexin neurons. However, the lack of subunit specific agonists/antagonists makes it difficult to say with certainty whether TASK1 or another subunit may be involved with TASK3 in channel assembly. Coupling of the glucose concentration change to TASK channel opening may also involve novel signaling pathways, as the authors showed glucose does not interact directly with the channel. Few traditional signaling pathways have been shown to modulate TASK channel activity, with the exception of signaling through Gq11-coupled receptors (Bayliss et al., 2003) . Consequently, it is not possible to predict whether other neurons that express the TASK channels, such as select motor, serotoninergic, and noradrenergic neurons, may also be modulated in a similar way by glucose. That said, it is quite tempting to speculate that this cellular mechanism is operating in other neurons that are activated by falling glucose levels (e.g., those in the brainstem) to initiate coordinated counter regulatory responses. Moreover, the current findings would predict that all of these neurons may also sense changes in pH and glucose using a common mechanism, coupling changes in homeostatic variables with states of consciousness. Fast Flies Take a Quantum Leap
Michael
Presynaptic regulation of quantal size is an appealing mechanism for changing synapse strength. In this issue of Neuron, Steinert et al. describe an activitydependent increase in synapse strength mediated by the formation and release of large synaptic vesicles at the Drosophila neuromuscular junction.
On beautiful spring weekends, one of us (R.W.D.) prefers vigorous hikes in the woods, while the other (A.D.) would rather amble over to a coffee shop. Remarkably, fruit fly larvae make similar lifestyle choices, with important consequences for the strength of their synapses. In this issue of Neuron, Steinert, Schuster, and colleagues (Steinert et al., 2006) present evidence that more active fruit flies exhibit a distinct course of synaptic potentiation that is not seen in their more ''laid-back'' siblings. Vigorous exercise leads to the generation and release of larger synaptic vesicles filled with extra glutamate. The pioneering work of Bernard Katz highlighted the central role of the quantum, an individual transmitterfilled vesicle, as a key determinant of synaptic strength. Following fusion of a vesicle, transmitter diffuses across the synaptic cleft and activates postsynaptic neurotransmitter receptors. Countless experiments demonstrate that experience-dependent synaptic plasticity can modify the response to a quantum by changing the activity or number of postsynaptic receptors. Although less studied, changes in the number of transmitter molecules in a vesicle should also affect the response to a quantum (reviewed by Liu, 2003) . Recent work in cultured neurons demonstrates that changes in network activity levels can lead to homeostatic changes in the presynaptic filling of both glutamatergic and GABAergic synapses (Hartman et al., 2006; Wilson et al., 2005) . While changes in vesicle filling can happen in a dish in response to pharmacological manipulation, do they occur in the animal as a consequence of altered behavior? Steinert and colleagues use a beautiful new behavioral paradigm in Drosophila to demonstrate such an experience-dependent change in vesicle size and filling.
The average lab-raised fruit fly larvae lives in a sea of mushy food, needing to do little more than open its mouth to obtain a satisfying meal. In order to get larvae off this metaphorical couch, Steinert et al. transferred larvae from the traditional food vial to a food-free observation chamber. Without ready access to food, the larvae become much more active and begin to forage. Using real-time tracking of individual larvae, Steinert et al. observed that many larvae display persistently high crawling activity, taking only a few short rests, while others exhibit low crawling activities, taking many long rests. Each tested strain of Drosophila included highand low-activity larvae, indicating that these differences are not due to genotype. This presented the authors with the opportunity to investigate how differences in an ethologically relevant behavior might affect the strength of synaptic transmission.
The fast-and slow-crawling larvae were identified, and recordings were made from their neuromuscular junctions (NMJ) at various time points after initiation of crawling. For the first 35 min, all synaptic parameters are indistinguishable among fast crawlers, slow crawlers, and naive larvae that remain in the soft-food slurry. By 40 min, however, synaptic strength begins to increase in the fast-crawling larvae and remains elevated for at least another 80 min. What is the mechanism of this experience-dependent synaptic strengthening?
Synaptic strengthening can be due to either an increase in the number of synaptic vesicles released by the presynaptic neuron (quantal content) or to an increase in the postsynaptic response to the fusion of an individual synaptic vesicle (quantal size). At the Drosophila NMJ, quantal size can be assessed directly by measuring spontaneous miniature excitatory junctional potentials, while quantal content can be estimated by dividing the average postsynaptic response to the action potential-stimulated release of many vesicles by the average response to a single vesicle. When Steinert et al. performed such a quantal analysis on the fast and slow-crawling larvae, they found that the initial increase in synaptic strength is due to an increase in the quantal size, the postsynaptic response to single vesicles. From 40 to 80 min after the initiation of crawling, there is no increase in the number of vesicles released following an action potential, but each vesicle released produces a larger response. However, within 10 min, the mechanism of synaptic potentiation abruptly shifts. From 90 to 120 min after the start of crawling, the response to individual vesicles returns to baseline, but the number of vesicles released increases. Remarkably, this sharp transition even occurs in long-term recordings made from dissected larvae. Since the timing of potentiation is stereotyped, Steinert et al. break the potentiation up into a lag phase (0-35 min), phase I (40-80 min), and phase II (90-120 min). This entire potentiation process occurs in the absence of large-scale morphological changes to the synapse, although the Schuster lab has previously demonstrated that longer-term alterations of locomotor activity can lead to structural growth of the NMJ (Sigrist et al., 2003) .
What are the mechanisms behind this synapsestrengthening regimen? The most striking part of the phenotype is the rapid appearance and subsequent disappearance of large spontaneous events. Usually, changes in quantal size are attributed to modification in the number or efficacy of postsynaptic neurotransmitter receptors. During phase I potentiation, however, Steinert et al. found no evidence for a postsynaptic change in sensitivity to glutamate as assayed by iontophoretic application of transmitter. In addition, a series of glutamate receptor mutants with very different subunit composition and glutamate responsiveness all showed a very similar potentiation during phase I. If
