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ABSTRACT OF THE DISSERTATION
CAUSALITY IN MICROBIOMES
by
Md Musfiqur Rahman Sazal
Florida International University, 2020
Miami, Florida
Professor Giri Narasimhan, Co-Major Professor
Professor Changwon Yoo, Co-Major Professor
Inferring causality is the process of connecting causes with their effects. Identifying
even a single causal relationship from data is more valuable than observing dozens
of correlations in a data set. The study of causality is not new in many areas of
science, but in recent years with the advances in artificial intelligence, Bayesian networks, causal calculus, data science, and machine learning, the question has become
“how to draw a causal conclusion in a data-driven way?”. Given a sufficiently large
and rich data set, causal inferencing techniques allow us to go well beyond merely
discovering statistical associations in data, making it possible to infer causal relationships in a quantitative manner and to even explore “what-if” questions, which can
have a profound impact in data-driven decision making in many domains. Learning
causal inference has been compared to human level intelligence. Causal inference
has been successfully applied in the fields of education, economics, online advertising, medicine and epidemiology, social sciences, natural language processing, policy
evaluation, recommendation systems, and much more.
Consider two random variables, X and Y , and a set of n observations {(x1 , y1 ),
· · · , (xn , yn )} arising from an underlying joint distribution, denoted by PXY . A
traditional statistical approach is to learn a function f such that Y = f (X) and

vii

both supervised and unsupervised methods exist to learn f from the data. However,
no causal relationship between X and Y can be inferred from this approach.
The goal of this dissertation is to develop a causal framework for the highly
dynamic, interdependent, and complex data sets generated from microbiome studies.
A microbiome is a community of microbes including bacteria, archaea, protists, fungi
and viruses that share an environmental niche. Microbiomes have been referred to
as a social network because of the complex set of potential interactions between its
various taxonomic members. Unsolved problems in the microbiome domain related
to causality range from identifying causal relationships, measuring causal effects, to
dealing with latent confounders. This dissertation addresses some of the challenging
questions based on the theoretical foundations of causal inference and by analyzing
observational data collected from microbiome studies.
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CHAPTER 1
INTRODUCTION
In general, almost all scientific pursuits involve investigations that aim to understand processes from a causal point of view. Perhaps this is fundamental to human
nature, in that we feel the subconscious need to try to establish causal relationships in our minds. The questions we tend to ask, even as children – why?, what
if ?, and how? – are all different types of questions related to causality. Causal
relationships are integral to investigations such as those on the mechanisms behind
a biological process, the driving forces of stock prices, understanding clues from a
crime scene investigation, and the primary focus in each case involves identifying
the root “cause”.
However, establishing and verifying causal relationships is nontrivial and fraught
with the perils of arriving at incorrect conclusions. Scientific literature and popular
media are full of examples of associations or correlations paraded as causality [HBO].
Recent developments in the development of new computational techniques for inferring causality allow us to explore the treacherous, mine-ridden, and often abused
world of causality, as long as we have access to a lot of good quality data that
satisfies certain properties, and the causal models we use meet the faithfulness conditions. The fundamental technique that we will use for this exploration is that of
Bayesian causal networks and its variants.
Given a known causal structure, causal inference allows us to investigate the
effects or impact of one or more variables on the other variables. The causal structure provides the framework necessary to explore and investigate any hypothetical
scenarios arising from what if questions. Causal structures allow us to estimate the
effects of interventions or the effect of changes and speculative counterfactuals without actually performing the actions and using only observational data. However, in
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reality, we are often not privy to the true causal structure. Fortunately, recent work
has shown how to infer a causal structure from good quality observational data, as
long as it satisfies a set of assumptions [Spi10]. (Also see Section 2.2.9 from Chapter
2.) Thus, a realistic solution is to learn the causal structure from observational data,
and to perform the necessary calculations on the inferred network.
Learning a causal model of a biological system allows us to predict and understand how the system will behave under hypothetical changes, i.e., under interventions. Dysbiosis in the human microbiome has been linked to a wide range
of diseases, although in most of the cases, the precise mechanisms are unknown.
Causality and interventional studies can help make the paradigm shift from association to causal relationships and illuminate biological processes involving the
organisms in the microbiome under diseased and healthy conditions.
Traditionally, the microbiota is defined as the community of microorganisms or
microbes that reside in an environmental niche, and the microbiome is the genetic
material of the microbiota [AS17]. A more recent definition now defines the microbiome as the microbes in the microbiota, along with the genetic material, genes,
proteins, metabolites that are present in that niche [MR15a]. Microbes are present
everywhere in the environment including inside and on the surface of the human
bodies, animals, and plants, and also in soil, and water [MR15b]. Microbial communities often include bacteria, viruses, archaea, fungi, and protists. The human
body has many niches each harboring a huge number of microbes. The human
body sites with the highest microbial populations include the oral cavity, gastrointestinal tract, reproductive parts, and the surface of the skin [MCR+ 07]. However,
the microbes in the human microbiome participate in a lot of activities such as digesting food, triggering the immune system, producing vitamins and other useful
metabolites, and much more. This is often achieved as a result of complex interac-
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tions that result in sharing resources, competing for nutrition, producing toxins to
harm other microbes, cooperating to build resistance, exchanging genetic material,
exchanging communication via signaling molecules, interacting with the host, and
much more [FSI+ 12, FRC+ 15]. In the healthy state, microbes exhibit symbiosis, i.e.,
harmonious relationships with other microbes and the host. However, the deviation
from this harmony, referred to as dysbiosis, due to internal and/or external factors
is potentially harmful and may lead to disease [RR14, MKDB+ 11, SA15, HTX17].
Thus, the study of the interactions within the microbial community and with the
host is critical to uncover the mechanism of health and disease. As in any scientific
endeavor, it is imperative that we understand the causal nature of relationships to
fully understand a process. Understanding causal relationships in microbial communities, both qualitatively and quantitatively, can lead to improved therapies and
treatments, and ultimately to precision personalized medicine.
Causality is the study of causes and effects. Causal queries are said to be the
basis of rational thinking [PM18]. Causal inference is the process of drawing causal
conclusions. Many statistical analysis techniques can only infer associational or
correlational relationships. However, in domains like healthcare, it is often crucial to
go one step further and establish causal relationships before making decisions about
therapy or treatments. The fool-proof method to determine causal relationships
between specific variables is that of controlled interventional studies or double blinded
randomized clinical trials, where all variables other than the ones under study are
held at specific values, while observing the variation in one variable when changing
the other. This is not always feasible because it may be expensive (e.g., setting up
every possible set of conditions), unethical (e.g., testing a human being with specific
dosages of a drug), or impossible (e.g., setting the gut microbiome composition of
an individual to preset values).
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When controlled studies are ruled out, we are left with analysis using observational data. The focus of this dissertation is the study of microbial communities
with the ultimate goal of inferring causal relationships between the entities
in the microbiome by analyzing observational data.
Analyzing metagenomics data is the most widely used method to study microbial communities [DMS+ 19, EBB+ 05]. Metagenomic data analysis occurs at
multiple levels including community profiling, correlation analysis, cluster analysis,
differential abundance analysis, Bayesian network (BN) analysis, and more. Community profiles describe the relative abundance of the microbial taxa present in a
metagenomic sample at various levels of the taxonomic hierarchy. However, community profiles do not provide information on interactions among the entities in a
microbiome. Correlation patterns suggest which microbial taxa tend to co-occur or
co-avoid in specific cohorts of samples. It has been argued that for two taxa in a
microbial community to interact, they must at least co-occur or co-avoid. However,
because of its symmetric nature, correlational analyses cannot identify the direction
of a relationship. BN analyses provide directional relationships, but do not necessarily imply causation. Thus causal inference is necessary to infer all the microbial
interactions in a microbiome, thus allowing us to understand the steps in complex
biological processes.

1.1

Motivation and Goals

One of the major limitations of existing microbiome studies is their inability to
extend the association patterns in the data to make causal inferences that are not
misleading [ANPS19, ZRMS18]. The gold standard of causal inference is the controlled laboratory experiment or a randomized controlled experiment, both of which
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can be expensive, time consuming, sometimes illegal, unethical, or even impossible.
That is why estimating causal relationships and causal effects from data are important since it allows us to move from the current paradigm of correlational studies to
a new paradigm and can predict with accuracy and confidence without performing
difficult controlled experiments.
Prior work on causality in microbiomes focused on experimental approaches.
Another important limitation of prior work on causality and microbiomes is that
they focused on the causal effect on the health of the host, not on understanding the
causal connections between the entities within the microbiome. Finally, we note that
no prior work exists on the problem of understanding confounders in the context of
microbiomes.
This dissertation aims to fill the gaps mentioned above. The goal of this dissertation is to initiate a purely computational study that applies causal discovery and
inferencing techniques to analyze microbiome data. This dissertation aims to investigate causal relationships between entities in the microbiome while also connecting
them to host factors such as disease status. This dissertation focuses on three major
questions to analyze microbiome data, as discussed below.
Identification: The first question is: How to extract causal relationships from
meta-genomic data? It is known that microbial taxa interact with each other,
but most of their interactions are not known. So the first step is to identify
relationships implied by the data along with the direction of the interaction.
Even when two taxa are known to interact, the interaction may be direct or
indirect (i.e., via another entity). Causal discovery has the ability to distinguish between direct and indirect interactions. The process of identifying the
causal relationships between these entities is known as causal discovery.
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Quantification: The second question we ask is: How to measure or quantify the
causal effect of one entity in a microbiome on another? The causal network
describes which entities are related to each other in the microbiome. However,
more interesting questions are: How much does one entity impact another
entity, or a set of entities?, What happens if a particular entity is added or
removed or has its quantity changed in the microbiome? To answer such questions, it is vital to first construct a network of quantifiable causal relationships.
A causal Bayesian network is a model that encodes causal relationships between the entities. The process of quantifying the causal effects is referred as
causal inference.
Deconfounding: The third question is: How can we account for the potential
presence of hidden confounders and correct the quantified causal relationships
appropriately? One of the major challenges in causal inference is to estimate
the unbiased effect in the presence of hidden confounders. A confounder is an
entity or a set of entities that exert a simultaneous effect on the causes as well
as the outcome. Ignoring hidden confounders can lead to the discovery and
inference of incorrect causal relationships. In the microbiome domain, hidden
confounders are critical because the ecosystem in which the microbes reside is
complex, highly dynamic and sensitive to external and internal environmental
factors.

1.2

Research Contributions

The contributions of this dissertation include the development of methods to do the
following: (a) an order-independent causal discovery approach starting from microbial abundance information, (b) a robust technique for estimating the magnitude
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of the causal effect of one entity on another, and (c) a robust estimation of the
magnitude of the unbiased causal effects in the presence of hidden (unmeasured)
confounders. Finally, we present some novel applications of the above methods, for
example, detecting antibiotic resistant taxa from a microbiome, identification of potential beneficial and pathogenic taxa from a microbiome, the identification of the
dominant eubiotic and dysbiotic factors in a microbiome, and explaining the role of
specific taxa on on health and disease.
1. Constructing Signed Causal Networks: This project first focused on
learning causal relationships between bacterial taxa given the relative abundance of each bacterial taxon. Since relationships can be positive or negative,
we showed that the “sign” of the relationship is valuable for useful causal inference. A surprising byproduct of this work was that the resulting causal
relationships were consistent with known colonization orders in these microbiomes, thus strongly suggesting that causal inferencing has the ability to
capture temporal patterns even though the data were not from a longitudinal
study. The resulting methods were applied to data from oral and infant gut
microbiomes.
2. The Power of Interventional Calculus: In this work, intervention calculus was applied to the signed causal network from above to measure the
causal effects of covariates on each other and the effect of the covariates on
a specific response (outcome) variable. A novel scoring method was proposed
to measure causal effects between pairs of entities and the causal influence of
individual entities on all others. The data augmentation technique was used
to identify the taxa playing key roles in the healthy or disease states. The
results suggested a way to identify potential pathogenic and beneficial bacteria in disease microbiomes, potentially leading to a technique to evaluate the
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efficacy of probiotics and prebiotics. When applied to antibiotics data sets,
this work also suggests a technique to identify potential antibiotic-resistant
taxa in a microbiome.
3. Microbiome Deconfounders: This part of the project focused on estimating unbiased effect in the presence of unobserved confounders. Extending the
work of Wang and Blei [WB18], an algorithm was proposed to represent the
hidden confounders in a causal structure by substitute entities, which then
allows the application of interventional calculus.
4. Synthetic Data Generation: The inferred results from causal inference
are challenging to validate. We showed validation using synthetic data and
networks in Chapters 6 and 7. We have proposed two algorithm to generate
synthetic data with and without hidden confounders.
This dissertation addresses the scarcity of causality studies in the microbiome
domain and shows the utility of applying fundamental causal discovery and inferencing techniques to microbiome data. We interpret the resulting mathematical
structures (i.e., causal networks) and connect it to the biological context.

1.3

Road Map for the Dissertation

This dissertation is organized as follows.
Chapter 2 describes the notation, definitions, and terminologies relevant to this
dissertation. They span the spectrum from statistical to graph theoretical to biological. We also introduced some new terminologies used in the following chapters. We
also discuss important assumptions made for the work described in this dissertation.
Chapter 3 contains a broad survey of the relevant theory and methods related to
causality. We briefly discuss useful data sets, some utility algorithms, and visualiza-
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tion methods. Chapter 3 sets the stages for the three following chapters on Causal
structure (Chapter 5), Intervention (Chapter 6), and Deconfounding (Chapter 7).
Chapter 4 describes the basic algorithm we used to learn causal networks from
raw data. More broadly, this chapter describes our approach to explore qualitative
cause-effect relationships.
Chapter 5 describes our approach to create signed causal networks from microbial
abundance data by incorporating correlational information. We show that signed
causal networks are able to capture temporal order from static data. From the
experimental studies we conclude that directed edges in signed causal network when
combined with negative correlations are consistent with and strongly suggestive of
colonization pattern.
Chapter 6 applies interventional techniques to score causal effects between variables. Causal effects allow us to understand and predict how a system would respond
to hypothetical interventions – for example, increase or decrease of a specific taxon
in a microbiome. This chapter shows that even with mere observational data, under
some assumptions, it is possible to compute the effects of one entity on other in a
microbiome. In this chapter we introduce the notion of a disease network. We also
propose a scoring method called causal influence that measures the total influence
by a microbial taxon on the rest of the microbiome. We show that causal influence
can be applied to understand dysbiosis in microbiomes.
In Chapter 5 and 6 we assumed that all relevant variables of the system have
been measured and available for analysis (causal sufficiency assumption). However,
in reality many unobserved confounders exist and can lead us to wrong conclusions. In the domain of microbiome studies, confounders including metabolites,
proteins, genes, peptides, host factors environmental factors, and epigenetics exert
a non-trivial influence. The work described in Chapter 7 is an effort to address
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this challenge and minimize the effects of hidden confounders in causal inference.
Inspired by a recent paper by Wang and Blei [WB18], we show how to create a set of
proxy variables called substitute confounders, which have the ability to account for
hidden confounders. The main difference in our approach is to explicitly incorporate
the substitute confounders in the causal network and follow it up with interventional
techniques. We show that our proposed method provides better inference in synthetic data than the original method of Wang and Blei.
Finally, in Chapter 8 we summarize with concluding remarks and perspectives,
and propose possible directions for future work.
The concept of causality was introduced a long time ago and still a debatable
topic in philosophy. The computational causality methods are fairly recent and still
in their infancy. This dissertation represents a pioneering effort on the study of
causality in microbiomes. Many unresolved questions remain in this domain. This
dissertation opens the door for research combining state-of-the-art computational
causality techniques, philosophical queries, and metagenomic data analysis.
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CHAPTER 2
NOTATION AND TERMINOLOGY
This chapter introduces and sets up all necessary notations, terminologies, and definitions. We use those notations and terminologies through the rest of the chapters.
All notations and terminologies are mainly from two broad classes: Probabilistic and
statistical, and Graph theoretical.

2.1
2.1.1

Probability and Statistics
Random Variables

A random variable is a symbol that can take multiple values from its domain. Random variables are denoted by capital letters and value of a random variable is
denoted by small letter. For example, the values of random variables X, Y, Z are
x, y, z respectively. Variable can be discrete or continuous. If a variable can take
only the state of something (for example, disease status healthy / infected ) is a discrete variable. On the other hand, continuous variable can be any real number (for
example, proportion of a particular microbe in a microbiome). We use variable and
random variable interchangeably.

2.1.2

Events

When a random variable takes a specific value, that is called an event. For example,
X = 1 and X = 2 are two different events. In general, we can say an event is a set
of outcomes from an experiment to which probability is assigned.
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2.1.3

Probability and Conditional Probability

Probability is the measure of how likely an event is to happen. Probability of
an event is always in [0, 1] and the probability measure is denoted by P . The
conditional probability is the probability of an event conditioned on another event.
Conditional probability of an event X = x given another event Y = y is presented
by P (X = x|Y = y).

2.1.4

Conditional Independence

Two variables X and Y are independent (denoted by X ⊥ Y ) if P (X|Y ) = P (X).
Independent relationship is symmetric, if P (X|Y ) = P (X) then P (Y |X) = P (Y ).
Two variables X and Y are conditionally independent given the third event Z (denoted by X ⊥ Y |Z) if P (X|Y, Z) = P (X|Z) and P (Y |X, Z) = P (Y |Z).

2.1.5

Expected Value

The expected value of a discrete variable X, denoted by E(X) is given by E[X] =
P
x x · P (X = x). The expected value of a continuous-valued variable X is similar
R
with the summation replaced by an integral. In other words, E[X] = x x·P (X = x).
The expected value is also known as the mean value.

2.1.6

Variance, Covariance, Standard Deviation

2
The variance of a variable X is denoted by V ar(X) or σX
. It is a measure of how

the values of X are spread out from their mean. If the values of X are close to
one value, the variance is relatively small. On the other hand, if the values are in
a large range, the variance is comparatively large. The standard deviation sigmaX
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of random variable X is the square root of its variance. The covariance of X and Y
is E[(X − E(X))(Y − E(Y ))]. It is a measure the degree to which two variables X
and Y vary together or associated. The covariance σXY is often normalized to yield
correlation coefficient, ρXY =

2.1.7

σXY
σX σY

.

Probability Distribution

A probability distribution of a random variable is the set of probabilities of all
possible outcomes of that variable. If X is a random variable and the outcomes of
X is 2, 3, and 4 then one possible probability distribution of X is P (X = 2) =
0.3, P (X = 3) = 0.5 and P (X = 4) = 0.2. The sum of all probabilities from a
distribution will be 1. Continuous variables also have probability distribution and
expressed with a probability density function (f ) . For a variable X, when f is
plotted on a coordinate plane and the probability lies between values a and b, then
Rb
R∞
the area under the curve is a f (x)dx. The area under the entire curve −∞ f (x)dx
must be equal to 1. The probability density function of a variable (X) that is
normally distributed is expressed as follows.
1 x−µ 2
1
f (x) = √ e− 2 ( σ )
σ 2π

(2.1)

where µ is the mean, σ is the standard deviation, and µ2 is the variance of the
distribution. A set of variables also have probability distribution, and that is called
joint probability distribution.
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2.1.8

Bayes’ Theorem

Bayes’ theorem describes the probability of an event conditioned on relevant prior
knowledge of that event. Mathematically Bayes’ theorem can be written as follows.
P (A|B) =

P (B|A)P (A)
P (B)

(2.2)

Where P (A|B) is the conditional probability : probability of A given B. P (B|A) is
again a conditional probability : probability of B given A. P (A) and P (B) are the
probability of A and B respectively. P (A|B) is called posterior, P (B|A) is called
likelihood, P (A) is called prior and P (B) is called marginal likelihood.

2.1.9

Regression

Regression is an approach to model the relationship between a dependent variable
and one or more independent variables. In this dissertation we use mainly linear
regression. Consider two variable X and Y , we want to predict Y based on X. In a
linear regression, we try to find a linear function that takes the value of X as input
and gives the value of Y as output such that the square error between the predicted
and actual values of Y is minimized. Similarly, instead of a single variable we can
regress a variable on several other variables, this approached is known as multiple
regression. It states that a variable Y is a linear combination of multiple variables
X1 , X2 , . . . , Xk . Usually, a regression is expressed as follows including a noise term
.
Y = β0 + β1 X1 + β2 X2 + · · · + βk Xk + 

(2.3)

where β ∈ R and βi is known as the regression coefficient of Xi , i = 1, 2, . . . , k.
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2.2
2.2.1

Graph Theory
Graph

A graph G = (V, E) consists of a set of vertices V and a set of edges E where
E ⊆ V × V . The vertices represent random variables and an edge represents the
relationship between the connected pairs. Vertices are also called nodes in a graph.
Edges in a graph can be either directed or undirected. An edge between two nodes
Xi and Xj is directed if the edge has an arrowhead,i.e., Xi → Xj or Xi ← Xj . A
graph is called directed graph if all of its edges are directed. On the other hand, an
edge between two nodes Xi and Xj is undirected if there is no arrowhead, shown
as Xi − Xj . An undirected graph is a graph in which all edges are undirected. A
partially directed graph contains both directed and undirected edges.

2.2.2

Path

Two nodes are adjacent in a graph if there is an edge between them. A path p from a
node X to a node Y in a graph G is a sequence of distinct nodes (X = Z1 , . . . , Zm =
Y ) such that Zi and Zi+1 are adjacent in G for all i ∈ {1, . . . , m − 1}. X and Y are
the endpoints of the path p. If there is a path from X to Y , then X and Y are said
to be connected, denoted by X

Y . A continuous sub-sequence of edges from a

path is called a subpath of that path. A path is called a directed path from Z1 to Zm
if Zi → Zi+1 for all i ∈ {1, . . . , m − 1} [PKM17]. If there is a directed path from X
to Y , then this is denoted by X

/

Y . A continuous sub-sequence of edges from

a directed path is called a directed subpath of that path.
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2.2.3

Parent and Child

A directed edge (X, Y ) is also denoted as X → Y . In this case, X is said to be
a parent of Y and Y is a child of X. The set of parents of node Y is denoted by
P a(Y ). Thus, if X → Y is an edge in the graph, then X ∈ P a(Y ) If there is a
directed path from X to Z, then X is an ancestor and Z is a descendant. A directed
path from X to Y is denoted by X

2.2.4

/

Y.

Cycles and Directed Acyclic Graphs

A directed path from X to Y , together with the edge Y → X forms a directed cycle.
A directed graph with no directed cycles is called a directed acyclic graph (DAG). A
partially directed graph without directed cycles is called a partially directed acyclic
graph (PDAG).

2.2.5

Skeletons

The skeleton of a DAG is the undirected graph obtained from a DAG by substituting
each directed edge by an undirected edge. Thus a skeleton is the undirected structure
of a DAG and may have cycles. We also define a directed skeleton, Gd = (V, Ed ), as
a directed graph on the vertex set V with directed edges given by the set Ed . Note
that skeletons and directed skeletons are unweighted graphs.

2.2.6

Colliders, Unblocked paths and v-structuure

If X → Z and Y → Z are two edges of a graph G and X and Y are not adjacent,
then the triple (X, Z, Y ) is called a v-structuure. The node Z is called a collider in
this v-structure. Node Z is also called a collider on any path p that uses the edges
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of the v-structure, i.e., if path p includes the subpath X → Z ← Y . A path p with
no collider is called an unblocked path.

2.2.7

d-separation

A DAG ensures conditional independence relationships via a graphical criterion
named d-separation [Pea09], which we define below. A path p from node X to node
Y in a DAG is said to be d-connected with respect to a set of nodes Z if and only
if both the following conditions are satisfied:
1. for every chain P → Q → R or fork P ← Q → R on path p, the middle node
Q 6∈ Z.
2. for every collider P → Q ← R on path p, either the middle node Q or one of
its descendants is in set Z.
X and Y are d-separated with respect to Z if they are not d-connected with respect
to Z. Note that the property of d-connectedness is computationally easier to work
with.

2.2.8

Markov equivalence and CPDAG

Multiple DAGs can encode exactly the same conditional independence relationships
and the same joint probability function. Such DAGs are called Markov equivalent
and they form a Markov equivalence class. Markov equivalent DAGs have the same
skeleton and the same set of v-structures. All Markov equivalent DAGs can be
represented by a completed partially directed acyclic graph (CPDAG) by directing
all the undirected edges in a consistent manner so that the resulting graph is a DAG.
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Besides the above terminologies, individual chapters introduce and define the
terminologies perintent to that discussion.

2.2.9

Assumptions in causal inference

The theory of causality and the resulting algorithms depend on a set of assumptions
described as follows.
Causally Sufficient: A set of variables V used in causal inference is said to be
causally sufficient or causally complete, if every common cause of any two or
more variables in V is also in V . This assumption implies that there is no
unmeasured common causes.
Causally Markov: Any variable v ∈ V in a DAG, when conditioned on its direct
causes (i.e., parents), is independent of every other ancestor. The Markov
condition states that conditional on the set of all its direct causes, a node in a
DAG is independent of all variables which are not the direct causes or direct
effects of that node.
Faithfulness (Stability): A data set D does not contain any (spurious) independence relationships that are not a consequence of the causal model that generated it. The faithfulness assumption implies that conditional independence
in the distribution of V is equivalent to the d−separation in the graph.
Availability of independence test: Conditional independence tests are readily
available.
iid random variables: All random variables are independent and identically distributed (iid).
Consistency: Causal relationships remain consistent in every subset of samples.
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2.2.10

Applicability of Assumptions to Microbiome Studies

Microbiome studies based on whole metagenome sequencing data results in the relative abundance of every microbial taxa that is sampled, sequenced, and mapped.
We argue that causal completeness is a qualitative concept because there appears
to be no way of being perfectly sure that all confounders have been included in the
analysis. By including all microbial taxa in the microbiome samples with the highest
relative abundance adding up to 99% we have taken the first step toward coming
as close to causal sufficiency as possible. The next level of causal completeness can
be achieved by the inclusion of multi-omics data sets, when available. Needless to
say, many other confounders are possible. These include environmental conditions
such as temperature, diet, co-morbidities, drugs and medications, or inflammation
in the body. As discussed earlier, these confounders are addressed in a special way
in this paper. The abundance values when put into a causal graph are readily seen
to be causally Markov and faithful. The use of the bnlearn and pcalg software packages which use Fisher’s Z-test ensures the availability of an independence
test. Finally, the assumptions about the iid nature of the random variables (that
represent the abundance of taxa) and the consistency of the microbiome data sets
are unlikely to be strictly true, but are simplifying assumptions that allow us good
starting points for the causal analysis.
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CHAPTER 3
BACKGROUND AND REVIEW

3.1

Causality

Causality is the study of causes and effects. The questions we ask go beyond correlational to questions about causality. All causality-related queries can be classified
into three hierarchical levels – association, intervention, and counterfactual [Pea19].
The prototypical actions of this three levels are doing, seeing, and imagining. Association is at the most basic level, purely observational, and invokes only statistical
relationships. A typical question from this category is of the “what is?” type. For
instance, “what does the abundance of a microbe Bifidobacterium inform us about
the abundance of clostridium?”. The second level of causality is the intervention
which can be compared with action is of the “What if?” type. A typical question
from this category is “What will be the distribution of the relative abundance of
Bifidobacterium if we set the abundance of Clostridium at 0.1 across all subjects in
the sample?”. The third and the highest level of causality is counterfactual which
can be considered as retrospection and the typical question we ask is of the type
“Why?”, which ends up becoming a question of the type “What if?”.
The process of drawing causal conclusion is called causal reasoning. Causal reasoning is more powerful than statistical reasoning and causal reasoning depends on
a causal model. A causal model encodes and describes causal relationships between
the variables. The most frequently used causal models belong to two broad families (a) Causal Bayesian Network, and (b) Structural Causal Mode / Structural
Equation Model (SCM) [Spi10]. The work of this dissertation is based on Causal
Bayesian Network (CBN), which is a special type of Bayesian network (BN) with
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some additional properties. SCM is out of the scope of this dissertation, CBN is
discussed in chapter 5 and chapter 6, BN is discussed as follows.

3.1.1

Bayesian network

A Bayesian network (BN) is a probabilistic graphical model (PGM) that allows to
represent the joint distribution in an efficient way by the products of conditional
probability distributions. Formally, we define a BN is a directed acyclic graph where
each node of the graph G = (V, E) represents one of n random variables from a set,
V = {Xi , i = 1, . . . , n}, and each of the edges (ideally) represents an inferred dependent relationship between two of these variables. Each random variable Xi has
an associated probability distribution. A directed edge in E between two vertices
represents direct stochastic dependencies. Therefore, if there is no edge connecting two vertices, the corresponding variables are either marginally independent or
conditionally independent. The “global” probability distribution, i.e., the joint distribution, P (V), is thus the product of all local probabilities [Scu14], given by the
product of all conditional probabilities specified in the BN, as shown below.
P (V) =

n
Y

P (Xi |P a(Xi )),

(3.1)

i=1

where P a(Xi ) represents the parents of the node representing variable Xi .
The explicit representation of BN shown in Eq. 3.1 provides a huge advantages
in terms of manageability and computation. For example, if we consider a simple
case where each n variables are binary valued, then a joint distribution requires the
specification of 2n − 1 numbers – the probabilities of the 2n different assignments
of Xi , i = 1, . . . , n. It is tractable for the small n, however, most of the cases it is
both computationally and memory expensive. That is why, a BN model can save a
lot of computation by encoding the conditional independence relationships between
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the variables and representing the joint probability distribution over the variables
in a compact way.
The conditional dependence (directed edge between nodes) and independence
(absence of directed edge between nodes) provide an intuitive and interpretable way
to express the interactions among the features or random variables. Formally, this
properties are known as independence map (I-map) [Pea14]. Let, given a distribution
P , I(P ) be the set of independence relations that hold in P . Similarly, given a graph
G, I(G) be the set of independence relations that are expressed in graph G. A BN
structure G is an I-map of P if I(G) ⊆ I(P ). A fully connected graph is an Imap of any distribution, since all nodes are connected, there are no independences.
Mathematically, I(Gcomplete ) = ∅ ⊆ I(P ). G is a minimal I-map for P if the removal
of even a single edge makes it not an I-map. Note that, each distribution may have
several minimum I-maps. On the other hand, G is a perfect map for the distribution
P if I(G) = I(P ).
To compare two BNs there is an important concept named ’I-equivalence’. Two
graphs, G1 and G2 over a set of random variables X = {Xi , i = 1, . . . , n} are
I-equivalent if they have same skeleton (undirected structure) and the same vstructure. However, the reverse is not necessarily true: all complete graphs are
I-equivalent, but they do not necessarily have the same skeleton or v-structure. Also,
a v-structure X → Z ← Y is an immortality if there is no direct edge between X
and Y . G1 and G2 have the same skeleton and immoralities if and only if they are
I-equivalent. Another fundamental concept related to BN is the Markov blanket.
The co-parents of a node are the parents of its children. The Markov blanket of a
node is the set containing the node’s parents, children, and co-parents. A node is
conditionally independent of every other node in the graph (BN) given its Markov
blanket.
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3.1.2

Inference in Bayesian Networks

A BN represents a joint distribution in a compact way. The main use of a BN is
to make inference on the variables that make up the joint distribution. Inference
allows us to answer questions based on the relations among the random variables in
the BN. In the microbiome domain, we may want to know that given the relative
abundance of a set of bacterial taxa, which disease likely to cause. Similarly, we can
infer what taxon is the most informative to diagnose a disease. BN inference can
be divided into two groups: (1) exact inference, and (2) approximate inference. In
the exact inference algorithms calculate the exact value of probability, for example,
the value of probability of X conditioned on Y . Exact inference is very expensive
in terms of execution time and computation. Cooper proved that exact inference in
BNs is NP-hard [Coo90]. However, in the approximate inference as name suggests
we trade off accuracy with computational cost. Roth showed that the approximate
inference is also NP-hard [Rot96].

3.1.3

Learning Bayesian networks

A BN can be constructed from from expert’s domain knowledge. However, with a
large number of variables it is very difficult and most of the time it is impossible
to determine all conditional relationships. Also, now-a-days data are available and
day by day data is getting more available. That is why, learning from data is the
most realistic option when working with a real world problem. Learning a BN has
two parts: structure learning and parameter learning. The first step of learning a
BN is the structure learning. Several algorithms are available for structure learning
of BNs. Despite the variety of theoretical background and terminologies we can
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divide the structure learning algorithms into three broad categories: constraintbased, score-based, and hybrid algorithms.

Constraint-Based Structure Learning Algorithms
Constraint-based algorithms are mainly based on inductive causation (IC) proposed
by Verma and Pearl [VP91]. The existence of an edge is determined by the conditional independent tests.
Algorithm 1: A generic outline of constraint-based algorithm, the first
step is optional for some algorithms
Input: A set of variables V , conditional independence information,
significance level α
Output: Directed acyclic graph/ partially directed acyclic graph
Step 1: The first phase consists in learning the Markov blanket of each node
to reduc e the number of cnadiate DAGs only
Step 2: The second phase is the learning the skeleton or undirected
structures
Step 3: The third phase is orient the edges or establish the diection of
undeirected edges. In some cases, it may happen that both directions are
equivalent in the sense that they identify equivalent decomposition of the
global distribution.

Some well known constraint-based algorithms are PC [SGS00], Grow-Shrink(GS)
[Mar03], Incremental Association (IAMB) [TASS03], Fast Incremental Association
(Fast-IAMB) [YM05], Interleaved Incremental Association (Inter-IAMB) [TASS03].

Score-Based Structure Learning Algorithms
In score based learning, each candidate network is assigned a score reflecting its
goodness of fit, which is then taken as an objective function to maximize. The
main problem of this method is that the number of candidate DAGs increases exponentially with the number of nodes. That is why most of the cases exhaustive
search is not feasible and heuristic algorithms are used extensively. Some examples

24

of score-based structure learning algorithms are greedy hill-climbing [Bou95], genetic
algorithm [LSG+ 97], simulated annealing [Bou95].

Hybrid Algorithms
Hybrid structure learning algorithms combine constraint-based and score-based algorithms to generate network structures. The two well known algorithms from this
category are Sparse Candidate [FNP13] and Max-Min Hill-Climbing [TBA06]. Both
of these algorithms have mainly two steps: restrict and maximize. In the restrict
step the candidate set for the parents of each node is reduced from the whole node set
to a smaller set. In the maximize phase, maximizes the score among the candidate
networks.

Parameter Learning
If we have structure of a BN and data available, then we can learn the parameters. It is the process to learn the distribution from the data given the structure.
The global distribution of a BN is made by the local distributions. Usually the
local distribution involves only a small number of variables. The total number of
parameters in the global distribution is the sum of the number of parameters from
the local distribution. However, the parameter estimation is unstable if the data is
very high dimensional (larger number of variables in comparison to the the number
of samples) [HTF09]. if the network is very dense then the number of parameters
become higher, and that is another challenge for learning parameters of a BN.
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3.1.4

Causal Discovery versus Causal Inference

For this dissertation, we differentiate between causal discovery and causal inference.
Causal discovery or causal structure learning is the process of learning which variables are causally related. Causal inference refers to the more general question: how
much would some or all variables change if we modify the value of a specific variable
by a specified amount?. To answer such questions we need to construct probabilistic
graphical models and make assumptions about the nature of these quantitative relationships between the variables. For this dissertation, we will make the simplifying
assumption that all these relationships are linear.

3.2

Causal Discovery Methods

A traditional approach to discover causal relations is to use randomized controlled
experiments (RCE) as interventions. However, in many real world applications these
experiments are too time-consuming, too expensive, or in some cases impossible to
carry out. In the past three decades many computational techniques have been
developed to infer causal relations without resorting to these experiments. These
methods can be classified as either constraint-based, score-based, or based on functional causal models.
Recently, it has been shown (using both simulated and real-world data sets)
that constraint-based algorithms work better in identifying the structure of causal
networks if the number of samples are limited, but are often less accurate than
score-based algorithms [SGG19]. This dissertation focuses on analyzing microbiome
data, where most studies have relatively small number of samples. Thus, we have
opted to use constraint-based structure learning methods for our analyses.
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The original PC algorithm was designed to learn a DAG under the assumption
that there are no hidden confounders [SGS00]. It can learn a Markov equivalence
class of DAGs that can be uniquely described by a CPDAG. The PC algorithm has
been applied to many bioinformatics data sets, including gene regulatory networks
[ZZH+ 12, LLT+ 13, ZLL+ 14]. The FCI and RFCI algorithms are based on the PC
algorithm and are designed to handle latent and selection variables [Zha08, CMH13].
The CCD algorithm was designed to estimate directed graph but not necessarily
acyclic [Ric13].
The first step of the above algorithms are common, the adjacency search. However, one of the major limitations of the above algorithms are the order dependency.
In the high dimensional setting order dependence can be very problematic and lead
to wrong conclusion for different variable orderings. That is why we adapt a recently proposed algorithm by Colombo and Maathuis named PC-stable, which is
order independent.

3.2.1

Conditional Independence Test

When we work with the real data set, we usually do not have conditional independence information readily available. We performed conditional independence test
using using exact t test and Fisher’s Z test shown as follows.
If X and Y are two continuous random variables and Z is a set of continuous
variables, then conditional independence tests between X, Y given Z can be written
using the partial correlation coefficient ρXY |Z [SL13]. The exact t test for Pearson’s
correlation is defined as follows:
s
t(X, Y | Z) = ρXY |Z
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n−2
,
1 − ρ2XY |Z

(3.2)

and distributed as a Student’s t with n − |Z| − 2 degrees of freedom.
Fisher’s Z test is defined as follows:
p
1 + ρXY |Z
n − |Z| − 3
F isherZ(X, Y | Z) =
log
.
2
1 − ρXY |Z

3.3

(3.3)

Progression of Microbiome Research

Research on microbiome is relatively recent development in the area of bioinformatics and life sciences. In the earlier research the whole community is treated as a
unit of investigation. However, recently research focuses on individual organism and
their activities [OS18]. The study on microbial community started at the beginning
within the umbrella of microbiology and molecular genetics [Par]. In the traditional
way, microbiome research was mainly laboratory based and focusing on culture of
microorganisms. The culturing was predominant because of the endorsement by
Koch postulate [LDAR17] in establishing microbial causality. Majority of the works
studied microbial association with disease and food spoilage [Gra01, Men02, RW16].

Community profile
The next generation sequencing (NGS) techniques has brought the microbiome study
to a broader and deeper perspective. The advancement of the sequencing technologies enabled to characterize bacterial genomes and provide deeper taxonomic
identification of microbial taxa collected from human body or any environmental
source [Sch08]. Sequencing technologies provide us the information about community profile. A community profile is the abundant of microbial taxa. For example,
which bacteria are present (Fig. 3.1), what are their counts, what is the proportion
of one bacterium (Fig. 3.2)in a sample.
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Figure 3.1: Krona figure from COPD dataset [CFW+ 14] using Krona visualization
tool [OBP11]: Taxonomic breakdown of a sample. At the top level, from the closest
the center it starts with the phylum level. As you go down you will see the breakdown
at more and more finer level and at the bottom you see the breakdown at species
level. It starts with the phylum and goes down all the way to species level.
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Figure 3.2: Compositional (relative)abundance from oral (throat) microbiome: data
collected from Human Microbiome Project (HMP)

Correlation analysis
To understand the complex interactions between microbial taxa and their their role
in health and diseases many recent studies are looking at the co-occurrence pattern
generated by correlation analysis [FRC+ 15, WHH14]. Correlation analysis is a statistical method to identify the strength of relationships between a pair of variables.
A high correlation means that corresponding variables have strong relationships
among themselves. On the other hand a weak correlation means that the variables
are weekly related. In correlation analysis we estimate correlation coefficients (for
example, Pearson, Spearman). The correlation coefficient ranges in [−1, 1]. The
correlation coefficient quantifies the direction and strength of the linear association
between two variables. The sign is the direction of the association and magnitude
is the strength of the association. The most familiar correlation technique (Pearson
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Figure 3.3: Co-occurrence patterns generated by Spearman correlation using PluMa
pipeline [CN18]

product-moment correlation coefficient) can be expressed as follows.
ρX,Y = corr(X, Y ) =

cov(X, Y )
E [(X − µX ) (Y − µY )]
=
σX σY
σX σY

(3.4)

Where ρX,Y is the correlation coefficient between two variables X and Y , µx and µy
are their means, and σx , σy are their standard deviations.
In Fig. 3.3 each circle represents a microbial taxon. Some taxa are connected by
either green or red edges. Green edges represent that connected taxa are positively
correlated and red edges indicate that connected taxa are negatively correlated.
That is why, co-occurrence pattern gives some insight into potential microbial social
networks. However, these relationships are symmetric, so, directional relationships
are not possible to infer from co-occurrence networks. This is a major limitation of
correlation analysis.
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Figure 3.4: A BN with seven bacterial taxa at genus level

Bayesian network analyses
In contrast to co-occurrence networks, BNs provide more information. BNs can address the major limitations of correlational analyses and suggest possible directional
interactions between the entities in a microbiome. These directional relations come
from the analysis of conditional dependencies. Thus BNs represent a powerful possible approach to reveal complex associations within microbes. Fig. 3.4 shows a BN
with seven vertices where each vertex represents the relative abundance of bacterial taxa at genus level. An edge in the BN represents a probabilistic relationship
between the connected nodes as detailed in Section 3.1.1.
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3.4

Prior work on Causality in Microbiomes

For many years evidence supports associations between the composition of human
microbiota and multiple health outcomes including diseases. Many of the results
are confirmed in vivo and in vitro models [WH19]. However, few findings require
more clarity and translated into understanding causal relationships. Jens et al.
advocated to rigorous causal analysis by showing that human diseases are linked
to altered microbiota, but such changes can be bystanders [WAFS20]. Sana et al.
in their microbiome-wide association studies showed causal effects of microbiome
on metabolic traits using Mandelism randomization [SvZM+ 19]. Vorholt et al. in
their plant microbiome research identified causal relations from controlled wet lab
experiments [VVCM17]. Lynch et al. suggested some conceptual and explanatory
strategies to make causal claims in microbiome while investigating the role of H.
pylori in ulcers [LPO19]. Gerard claimed some suggestive causal link between gut
microbiota and obesity by studying metabolic disorder in mice models [Gér17]. Luca
et al. studied human genetic variation and use functional genomics to understand
causal host-microbiome interactions and their roles in health condition [LKK+ 18].
Cicco et al. studied causal role of lung microbiome in asthma by looking at the
culture results [DCPJ+ 18].
However, most prior work in determining causal relationships in microbiomes
were from a biological perspective and conducted via wet-lab experiments. To the
best of our knowledge none of them are principled on the fundamentals of causality
theory. Another important limitation of prior work on causality and microbiomes
is that they focused on the causal effect on the phenotype of the host (for example,
health condition), not on the causal connection between the entities within the
microbiome. This dissertation aims to fill these gaps. We initiate the study of
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causality in microbiomes from a computational point of view while following the
fundamental concepts of causality including causal structures, and interventional
calculus. We investigate causal relationships between entities in the microbiome
while also connecting them to host factors such as disease status. Finally, we note
that no prior work exists on the problem of understanding confounders in the context
of microbiomes. In this dissertation, we also address the challenges of handling
hidden confounders and proposed a method to minimize the effects of such factors
in causal inference in microbiomes.

3.5

Causality in Gene Expression Data

Similar to microbiome data analysis, the mainstream research on analyzing gene
expression data focuses on statistical association or exploring statistical dependence
between variables. However, only associational analysis is unable to uncover the
whole picture, relationships between the genes and the relationships between the
expression level and host phenotypes. Causal inference is an essential component
for the discovery of causal relationships and to quantify the strength of these relationships. Unlike microbiome studies there are more developments and ongoing
research in causality using gene expression data. Some works along this direction
are discussed as follows.
Jiao et al. analyzed bi-variate relationships by introducing independence of
cause and mechanism (ICM) as a basic principle for causal inference, algorithmic
information theory and additive noise model (ANM) as major tools for bivariate
causal discovery. To evaluate the performance of causal discovery, the analyses were
compared with gene regulatory networks [JLH+ 18]. Hu et al. in their review paper
discussed algorithmic information theory as a general framework for causal discovery
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and the recent development of statistical methods for causal inference on discrete
data, and the possibility of extending the association analysis of discrete variable
with disease to the causal analysis for discrete variable and disease [HJJX18]. Finkle
et al. analyzed gene expression time series data by introducing Sliding Window Inference for Network Generation information and validate in both in silico and in vitro
experimental settings [FWB18]. Lu et al. again developed Bootstrap Elastic net regression from Time Series, a statistical framework based on Granger causality for the
recovery of a directed gene network from transcriptional time series data (BETS).
BETS uses elastic net regression and stability selection from bootstrapped samples
to infer causal relationships among genes [LDM+ 19]. Kang et al. used causal inference techniques to infer the presence or absence of causal relationships between
yeast gene expressions in the framework of graphical causal models. They evaluated their method using a well studied dataset consisting of both genetic variations
and gene expressions collected over randomly segregated yeast strains [KYSE10].
Yoo et al. discovered gene regulation pathways using local heuristic search and a
Bayesian scoring matrices and relations were compare against known causal relationships [YC02]. Wang and Michoel developed a novel method and software Findr for
higly accurate causal inference between gene expression traits using cis-regulatory
DNA variations as causal anchors, which improves current methods by taking into
consideration hidden confounders and weak regulations [WM17]. While most of the
works along the gene expression data and causality are about retrieving causal networks or causal relationships, Tran and Blei synthesized ideas from causality and
modern probabilistic modeling. They described implicit causal models, a class of
causal models that leverages neural architectures with an implicit density. Also they
described an implicit causal model that adjusts for confounders by sharing strength
across examples [TB17].
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3.6

Visualization

All networks in this dissertation were visualized by an open source bioinformatics
platform named Cytoscape version 3.2.0 [SMO+ 03].

36

CHAPTER 4
COMPUTING THE CAUSAL STRUCTURE: THEORY AND
PRACTICE
One of the primary goals in various domains of science, including microbiome studies,
is to find the underlying causal relations between variable of interest and to use them
to facilitate decision making. The causal relations are synthesized into a structure
referred to as the causal structure, causal graph, causal diagram or causal network.
The process of inferring the causal structure is known as causal discovery or causal
structure search.
The causal structure has a skeleton that informs us of which variables are causally
related without providing the parameters of their relationships. If the skeleton is
known beforehand, then the parameters can be inferred, under some assumptions,
with increasing accuracy depending on the availability of an increasing amount of
observed data from random samples. If the directed skeleton of the causal structure
is not known beforehand, then causal discovery is considerably more challenging.
However, under additional assumptions such as stability, computational methods
have been devised for learning causal structure from observational data by many
pioneers [SGS00, Ric13, CMKR12, CMH13]. In this chapter we discuss the method
of causal structure learning that is used in Chapters 5, 6, and 7.

4.1

Causal Structures

A Bayesian network (BN) was defined in Section 3.1.1 as a DAG G = (V, E), where
the n vertices from V represent n random variables from the set X = {X1 , . . . , Xn },
each with its own probability distribution. Also, the m directed edges in E represent
probabilistic relationships between the variables from X. As mentioned in Section
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3.1.1, if there is no edge in E between Xi and Xj , then the corresponding variables
are either marginally or conditionally independent. For the definition of BN to be
complete, the DAG G is also associated with P , a joint probability distribution
factorized as shown in Eq. (3.1) [Scu14]. The advantage of the definition of BN is
that it allows us to compute any marginal probability on the variables in X.
A causal structure (CN) or network is a BN with additional properties and
interpretations. In a CN, an edge Xi → Xj means that Xi has an inferred direct
causal effect on Xj , while the lack of edge between Xi and Xj means that they are
either marginally or conditionally independent. Note that the lack of an edge does
not preclude the possibility of an indirect causal relationship between Xi and Xj .
As with BNs, it is possible to compute any marginal probability on the variables
in X in a CN. However, the edges of a CN clearly represent causal relationships
between the variables.
In the causal structure, the DAG encodes conditional dependence and independence in the causal relationships between the variables, which is compactly represented by the joint probability function P . We discuss three important local substructures within causal structures that impact the causal relationships, and these
include: chains, forks, and v-structures as shown in Figure 4.1. It is important to
note that these structures were also introduced when defining d-separation in Section
2.2.7. In a chain, X and Y are connected by a directed path through node Z. The
important consequence of a chain is that if no other paths exist from X to Y , then
the two variables X and Y are conditionally independent given the intermediate Z.
Note that the above property would hold even if Z is a set of nodes that intercepts
every chain from X to Y . In a fork, variable Z is a “common cause” for variables
X and Y . An important consequence of a fork is that if there are no directed paths
between X and Y , then they are independent conditional on Z. Again Z could be
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Figure 4.1: Left: Causal chain, Middle: Fork or common effect, Right: v−structure;
from three variables X, Y, Z

a set of nodes that commonly cause X and Y . Finally, set Z is a “collider” node
between X and Y , if it is the “common-effect” forming a v-structure (also called
inverted fork). An important consequence of the v-structure is that if X and Y
are unconditionally independent, then they become dependent when conditioned
on Z and the descendants of Z. As discussed in section 2.2.8, several DAGs can
encode the exact same joint probability function. These DAGs are called causally
Markov equivalent networks. Such DAGs form a Markov equivalence class and can
be uniquely represented by a CPDAG, with the same skeleton and set of v-structures.
CPDAGs allow both directed (→) and undirected (−) edges. An edge Xi → Xj in
a DAG means that Xi → Xj is present in all DAGs in the Markov equivalence class.
However, an undirected edge Xi −Xj means the uncertainty about the directionality
of that edge [MC+ 15a], thus casting doubts on the direction of causation. CPDAGs
are specialized causal structures, but allow interventional calculus to be applied on
them as discussed later.

4.1.1

Construction of Causal Networks

The algorithm we used to construct causal networks by incorporating correlation
patterns on the edges is as follows. In Step 1, the algorithm starts with a complete
undirected graph and then performs a series of conditional independence tests to
eliminate as many edges as possible. The remaining undirected graph is referred to
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Algorithm 2: Causal network construction
Input: n, number of variables; Conditional independence information or
conditional independence test
Output: A directed or partially directed acyclic graph
Step 1: Find a skeleton (S) using conditional independence information or
performing conditional independent tests (details of this step is shown in
algorithm 3)
Step 2: Determine the v-structures and orient edges associated with
v-structures.
Step 3: Orient as many of the remaining undirected edges as possible by
repeated application of rules 1-3 shown in section (4.1.1).

Algorithm 3: Step 1 of the PC-stable algorithm [CM14]
Input: Conditional independence (CI) information among all variables V
and an order on the variables
Output: Skeleton S and a separating set From the complete undirected
graph S on the vertex set V
Let l = −1
while all pairs of adjacent vertices (Xi , Xj ) in S satisfy
|adj(Xi ) \ {Xj }| ≤ l do
Let l = l + 1
for all vertices Xi in S do
Let a(Xi ) = adj(S, Xi )
while all ordered pairs of adjacent vertices (Xi , Xj ) in S with
|a(Xi ) \ {Xj }| ≥ l considered do
Select a (new) ordered pair of vertices (Xi , Xj ) that are adjacent in
S and satisfy |a(Xi ) \ {Xj }| ≥ l, using order V
while Xi and Xj are no longer adjacent in S or all
Sep ⊆ a(Xi ) \ {Xj } with |S| = l considered do
Choose a (new) set Sep ⊆ adj(Xi ) \ {Xj } with |Sep| = l, using
order (V )
if Xi and Xj are conditionally independent given Sep then
Delete edge Xi − Xj from S
Let sepset (Xi , Xj ) = sepset(Xj , Xi ) = Sep
Return the output skeleton and separating set
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as the skeleton. Step 2 is key to inferring a causal structure, and uses the concept of
v-structures, which are defined as follows. For any three nodes representing variables
Xi , Xj , Xk in a skeleton S, if {Xi , Xj } and {Xj , Xk } are edges in S, but {Xi , Xk }
is not, and if edges are oriented as Xi → Xj ← Xk then the triple (Xi , Xj , Xk ) is
called a v-structure. Triples satisfying the v-structure property can be identified
in the skeletons using conditional dependency tests, following which edges are appropriately directed to form a v-structure. The variable Xj in the triple forming
the v-structure represents a “common effect” of Xi and Xk . These v-structures are
critical in giving directions to some of the edges of the skeleton. In Step 3, three
rules [CM14] are applied repeatedly to orient edges not already in v-structures.
Rule 1: Orient Xj −Xk as Xj → Xk whenever (a) there is a directed edge Xi → Xj
and (b) Xi and Xk are not adjacent.
Rule 2: Orient Xj − Xk as Xj → Xk whenever there is a chain Xj → Xi → Xk .
Rule 3: Orient Xj − Xk as Xj → Xk whenever there are two chains Xj − Xi → Xk
and Xj − Xl → Xk given that Xi and Xl are not adjacent.
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CHAPTER 5
CAUSAL STRUCTURES IN MICROBIOMES
Microbe-microbe and host-microbe interactions in a microbiome play a vital role
in both health and disease. However, the structure of the microbial community
and the colonization patterns are highly complex to infer even under controlled wet
laboratory conditions. In this study, we investigate what information, if any, can
be provided by a Causal Network (CN) about a microbial community. Unlike the
previously proposed Co-occurrence Networks (CoNs), BNs are based on conditional
dependencies and can help in revealing complex associations.
In this chapter, we propose a way of combining a CN and a CoN to construct a
signed Causal Network (sCN). We report a surprising association between directed
edges in signed CNs and known colonization orders. CNs are powerful tools
for community analysis and extracting influences and colonization patterns, even
though the analysis only uses an abundance matrix with no temporal information.
We conclude that directed edges in sCNs when combined with negative correlations
are consistent with and strongly suggestive of colonization order.

5.1

Inferring Directional Relationship

Bayesian Networks (BN) (also Belief Networks and Bayes Nets) are graphical models
where its set of nodes represent a set of multi-dimensional variables and edges represent conditional dependencies between the nodes. BNs can thus capture implicit
and explicit relationships between these nodes [KF09]. A causal structure or causal
network is a BN but having additional properties that the parents of each vertex are
its direct causes. A causal structure satisfies the causal Markov condition, if, given
its direct causes, a node (effect) is causally independent of all its non-descendants.

42

In other words, any two disjoint sets of nodes with no links between the two sets
are independent when conditioned on all the mediator nodes connecting them.
In its simplest form, an edge in a CN expresses the conditional probability of
knowing the (multi-dimensional) value of the variable at one node, given the value
of the variable at another.
BNs were used by Friedman et al. to use gene expression data to infer interactions
between genes [FLNP00]. Conditional dependencies are often misinterpreted as
causation, but are merely mathematical relationships that approximate causation
under specific circumstances.
A significant feature of CNs is that they can allow us to differentiate between
direct and indirect conditional dependence [SRPCN18]. For example, if the dependence of variable B on variable A vanishes when conditioned on a third variable
C, then it allows us to infer that a directed edge from A to B is superfluous and
may be removed without loss of information since the directed edges (A, C) and
(C, B) allows us to completely capture the dependency of B on A. BNs also help
to differentiate between dependency configurations referred to as “common cause”
and “common effect” [STWB03].
Many algorithmic variants and implementations to construct BNs and CNs exist, including bnlearn [Scu09a], CGBayesNet [MCW14], Banjo [SYS+ 06], DEAL
[BD03], GlobalMIT [VCCW11], BNFinder [WD08], CausalMGM [KFM+ 18], and
Tetrad [ea].
Causation is an important type of relationship to be explored with biological
data. So it makes sense to see if BNs can identify relationships that are suggestive
of causation and that could lead to wet lab experiments for validation. Recently,
BNs were used by Zhang et al. to understand changes in gene regulatory networks
under different cellular states [ZOYY17]. By modeling metabolic reactions and their
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involvement in multiple subnetworks of “metabosystems”, Shafiei et al. used BNs to
infer differential prevalence of metabolic subnetworks within microbial communities
[SDC+ 14].
The term microbiota refers to the community of microbes, including bacteria,
archaea, protists, fungi, and viruses that share an environmental niche [PGG+ 09].
The term microbiome refers to the entire habitat, including the microbes, their
genetic material and the environmental factors. The total genome from microbiota
is referred to as the metagenome. The microbes exist as a social network because
of the complex set of potential interactions between its various taxonomic members
[FRC+ 15, FAPR+ 16].
To understand potential interactions between taxa in a microbial community,
the construction of co-occurrence networks (CoN) was proposed by Fernandez et
al. [FRC+ 15] and Faust et al. [FSI+ 12]. The results suggested that groups of taxa
frequently co-infected or co-avoided cohorts of subjects due to underlying interactions between them. Unfortunately, that is as far as CoNs are able to go in terms
of inferring complex relationships in microbiomes.
In this chapter, we investigate how to infer directional relationships between
microbial taxa in a microbiome by focusing on the important challenge of inferring
“colonization order” from abundance data.
In humans, normal microbial colonization starts from birth, and over time these
communities become relatively stable [HW15]. Microbial communities are dynamic,
and their compositions change with time [KOD+ 12]. Some microbes occupy an
environmental niche early and then recruit other microbes suggesting an order of
colonization in many microbial communities. Once new recruits enter the scene,
their fitness for the environmental niche could determine the growth or decline of
the early colonizers [GS11].
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In the healthy state, our bodies harbor rich communities of microbes mostly on
cutaneous and mucosal surfaces such as the skin, oral cavity, gastrointestinal tract,
and the reproductive tract [CLH+ 09, PHM10]. Microbes in these communities have
a variety of interactions that impact the health of the host or the environmental
niche [FSI+ 12]. An imbalance (dysbiosis) in the microbial community is strongly
associated with a variety of human diseases [NDRK+ 07]. The dysbiosis is often
due to invasion or increase in harmful pathogenic bacteria, which in turn is often
preceded by colonization at the site of infection by specific early colonizers [Tod07].
Thus, understanding colonization and its order can provide a window into how
infections take hold. Understanding these functional (directed) relationships within
the niche is critical for understanding healthy versus diseased microbiomes as well
as the mechanisms and biological processes involved in the disease.
We show that signed Causal Networks (sCNs), a variant of CNs obtained by
combining CNs with co-occurrence networks can help tease apart some of these
directed relationships and provide a glimpse into the complex and dynamic world
of microbial communities.

5.2
5.2.1

Methods
Causal networks

As mentioned in Section 4.1, a causal structure or causal network (CN) is a variation
of the Bayesian networks (BN) with additional properties and interpretations. BNs
were formalized in Section 3.1.1. We remind the reader that a BN is a DAG with
a joint probability distribution, which is described in Eq. 3.1 as a product of local
probabilities.
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We remind the reader that in a CN, an edges Xi → Xj means that Xi has an
inferred direct causal effect on Xj . G can be called a causal structure if the density
P of V is compatible with post-interventional density. Interventions are expressed
using the do() operator (details are discussed in Chapter 6) introduced by Judea
Pearl [P+ 09]. The quantity, P (Y |do(X = x)), denotes the distribution of Y if the
value of X is set to x. The post-interventional densities are expressed using the
formula in Eq. 5.1, also known as the g-formula.


 Q
Vi ∈V\X P (Vi |P a (Vi )) ,
P (V|do(x)) =

 0,

if X = x

(5.1)

otherwise

where {V \X} represents the set of variables that are not intervened.

5.2.2

Training the Causal structure

The constraint-based IC approach to structure learning mentioned above was proposed by Spirtes et al. [SGS00]. The constraint-based approaches are typically more
conservative than score-based algorithms in terms of the number of edges they retain
in the final network. Furthermore, constraint-based approaches are better suited for
causal inferences [KMC+ 12]. The approach of Spirtes et al. was later modified by
Colombo and Maathuis to make it order independent in an algorithm known as
PC-Stable [CM14]. The main feature of PC-Stable algorithm is the inference of a
skeleton (undirected structure) in an order independent way [CM14]. Order dependency is a minor issue for low dimensional settings. However, in high dimensional
settings, order dependence may give results with high variance [CMKR12].
PC-stable consists mainly of three steps – adjacency search in order to learn the
“skeleton”, identifying important substructures called v-structures, and detecting
and orienting other arcs. Finally we incorporate sign information on the edges of
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Table 5.1: Microbiomes analyzed with sites, number of samples and number of
taxa detected. The first eight are from oral microbiomes, the next one from gut
microbiome, and the last three from vaginal microbiomes. Note that the Nugent
score is an indicator of the level of vaginosis.

Site

# of samples

# of taxa

Buccal mucosa (BM)
Keratinized gingiva (KG)
Palatine tonsils (PT)
Saliva (S)
Subgingival dental plaque (SP)
Supragingival dental plaque (SUP)
Dorsum of tongue (DT)
Throat (T)

309
269
320
298
325
335
335
313

51
29
68
75
84
65
37
64

Infant gut

922

12

Vaginal (lower Nugent score)
Vaginal (medium Nugent score)
Vaginal (higher Nugent score)

3203
568
916

19
19
19

causal network from the correlational pattern. Details of the algorithm are discussed
in Chapter 4

5.2.3

Real Data sets

Ribosomal 16S rRNA sequences from three microbiome data sets (oral, infant gut,
and vaginal) were used (see Table 1). The oral data set was generated as part of the
Human Microbiome Project (HMP) from eight different sites within the oral cavity
from 242 healthy adults (129 males, 113 females) [HGK+ 12, PGG+ 09]. The samples
included: saliva, buccal mucosa (cheek), keratinized gingiva (gums), palatine tonsils,
throat, tongue dorsum, and supra- and sub-gingiva dental plaque (tooth biofilm
above and below the gum) [HGK+ 12, PGG+ 09].
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The preterm infant gut microbiome samples were collected and processed for a
longitudinal study as described by La Rosa et al. [LRWZ+ 14]. This study involved
a total of 922 stool samples from 58 premature babies, each weighing ≤ 1500 g at
birth.
The vaginal microbiome data set was previously generated to determine temporal dynamics of the human vaginal microbiota [GBB+ 12]. This study involved
32 women from different ages (18 through 40), races (Black, White, Hispanic and
other), educational backgrounds, and sexual habits [GBB+ 12]. Each sample was
associated with a Nugent score [NKH91], an indicator of the level of vaginosis. All
OTUs associated with Lactobacillus were combined into one taxa.
Friedman et al. performed the BN inference by adding an extra “cell cycle phase”
variable to account for the temporal aspect of the data [FLNP00]. Following their
suggestion, an extra variable for sampling time was added to the analyses of the
infant gut and vaginal microbiome data sets, thus assuming that the sampling time
for each sample is an independent random variable from some distribution.

5.2.4

Data processing

The samples were processed by amplifying the V35 hypervariable region of the
bacterial 16S rRNA gene. This was followed by sequencing and grouping reads into
common Operational Taxonomic Units (OTUs). The Mothur pipeline [SWR+ 09]
was used to compute the microbial abundance of each taxon.
OTU abundance data were stored in matrix B, an n × p abundance matrix,
where n is the number of samples and p is the number of OTUs. The i-th sample
 (i) (i) (i)
(i) 
(i)
is represented by the i-th row of B, B (i) = b1 , b2 , b3 , ..., bp , where bj denotes
the abundance of the j-th bacterial OTU in the i-th sample. The total number
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of mapped reads from the i-th sample is denoted by w(i) =

(i)
j=1 bj .

Pp

The rela(i)

tive abundance matrix is then computed by normalizing each raw count, bj , with
the total number of reads in that sample w(i) . The normalized vector of relative
abundances for sample i is thus given by
 (i) (i)
(i) 
b1 b 2
bp
(i)
x =
,
, · · · , (i) .
w(i) w(i)
w
Each data set from the HMP collection had abundances for several hundred taxa,
most of which were extremely small [HGK+ 12, PGG+ 09]. To make our computations
efficient, taxa with abundance close to the background noise were eliminated. This
is achieved by first sorting the relative abundance values of the OTU-level taxa and
then picking the taxa with the highest values that added up to a total of 99%. In
other words, the discarded taxa were the lowest values that summed up to less than
1%. Table 5.1 shows the number of taxa from each site used to learn the BNs during
the structure learning step. The subjects in the vaginal data set were grouped by
Nugent Scores — lower (healthy), medium, and higher. Individuals with higher
Nugent scores had more severe cases of bacterial vaginosis [NKH91].

5.2.5

Semi-synthetic data

Besides using real data for our experiments, we also carried out experiments on
what we refer to as “semi-synthetic” data, which were obtained by appropriate
modifications of real data sets as described below. The semi-synthetic data sets were
obtained by performing temporal alignments on the infant gut data sets using the
time-warping methods proposed by Lugo-Martinez et al. [LMRPNBJ19, BJGG+ 03].
The purpose of temporal alignments was to align the “internal clocks” of the subjects
correcting for their different metabolic speeds. The temporal alignment was done
by interpolating the time series and stretching/squishing and shifting them with
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respect to time series of a reference subject. As a consequence, the time series are
put on an artificial time scale and then uniformly sampled with a sampling rate of
1 per (warped) day.

5.2.6

Construction of Causal Networks

The PC-stable, a causality-learning algorithm, was used to construct the BNs [CM14].
It is a constraint-based algorithm that is more conservative than score-based algorithms and results in fewer false positives. Also, it is partly order-independent,
as described below [CM14]. The PC-stable algorithm from the bnlearn package [Scu09b] was used to obtain the BNs for each data set.

5.2.7

Construction of Co-occurrence Networks

The co-occurrence networks (CoNs) were constructed for each cohort using Pearson
correlation coefficient, as described in previous work [FRC+ 15].

5.2.8

Construction of Signed Causal Networks

The edges of CNs were augmented with the coefficient values generated in CoNs,
thus distinguishing between positive and negative correlations. As mentioned earlier,
the resulting network is referred to as a Signed Causal Network (sCN). All sCNs in
this paper were visualized using Cytoscape [SMO+ 03]. The color of the edges (green
for positive and red for negative) indicates sign information.
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5.2.9

Experiments and Statistical Analyses

The constraint-based algorithms employ statistical tests for deciding conditional independence. Since the random variables in our experiments hold continuous data
representing the abundance of taxa, we used linear correlation (student’s exact Ttest) and Fisher’s Z-test (asymptotic normal test) for conditional independence testing [DW13, Cox08].
In the PC-stable algorithm, inferring the skeleton structure and inferring the
directions of edges involved in the v-structures are known to be “order-independent”.
However, inferring the directions of edges not involved in the v-structures is not
order-independent. A non-parametric bootstrap value was computed to indicate
the strength of each edge in the output network in order to assess the accuracy of
the output [FGW99, EHH96]. To achieve this, the data was randomized before input
into the PC-stable algorithm. The bootstrap values were computed by executing
the program on 200 different permuted inputs and reporting the percentage of times
it reports one direction.

5.3

Results and Discussion

The sCNs were obtained by prudent use of CNs in conjunction with CoNs. The main
contribution of this paper is to show evidence to support the claim that sCNs can
help make inferences about colonization order. In some niche environments, research
has shown that microbes colonize the niche in specific orders, with early colonizers
often recruiting late colonizers or creating conditions that make it more attractive
for specific late colonizers [CZD11]. We have observed that with high accuracy, the
edges of sCNs are consistent with known colonization orders. In particular, we show
that the sCNs can capture colonization order when augmented with the correlation
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coefficient. The findings were validated by analyzing oral, infant gut, and vaginal
microbiome data sets, where prior published information on colonization order was
available. The colonization order was also retained in our experiments with the
semi-synthetic data sets as well.
The sCNs generated from the data sets mentioned above were visualized with
Cytoscape. In all the sCNs generated (Figs. 5.1–5.4 and additional figures in 5.5),
nodes correspond to bacterial taxa, node sizes are proportional to the average abundance of the taxa, thickness of the edges are proportional to the absolute value of
Pearson correlation coefficient (i.e., measure of co-occurrence), and opacity of an
edge is proportional to its bootstrap values. Edges are colored green and red for
positive and negative correlations, respectively. The purple and red node colors
correspond to the bacterial taxa that are described as early and late colonizers (in
published literature), respectively [KAB+ 02, WRR+ 16, KL93]. The black nodes
indicate colonizers whose order has not been described previously. We note (data
not shown) that while there are many strongly connected clusters in CoNs, these
nodes remain connected in sCNs (as expected), but relatively sparsely because of
the stringent conditional probability tests.

5.3.1

Semi-synthetic data from infant gut microbiome —
sCN Edges are Consistent with Temporal Order

The infant gut data set was temporally aligned as described earlier. We then divided
the time line into k periods, with k = 1, 2, . . . and created sCNs from each period.
The goal was to see if any of the known orders of colonization can be observed in
the figures, even after having modified the time axis of each subject differently.
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Figure 5.1: sCN of Keratinized gingiva

Figure 5.2: sCN of Tongue dorsum
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Figure 5.3: sCN of infant gut microbiome

Signed BN with healthy vaginal microbiome

Signed BN with early BV

Signed BN with high advanced BV

Figure 5.4: sCN of vaginal microbiome
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The infant gut is dominated by three classes that generally appear and colonize
in a sequential order: Bacilli (Firmicutes) soon after birth, which then gives way to
the Gammaproteobacteria (Proteobacteria), and followed by Clostridia (Firmicutes)
[LRWZ+ 14]. When we partitioned the time series into k = 2 periods, the sCN
from the first period had a directed edge from the Bacilli to Gammaproteobacteria.
The red-colored edge suggested a negative correlation as would be expected if this
inference came from colonization order. Additionally, the sCN generated from the
second period showed a directed edge from Gammaproteobacteria to Clostridia, also
colored red (Fig. 5.5).
When the time series were partitioned into three periods, the same two edges
were represented strongly in periods 2 and 3 respectively. In fact, the strength of
the two edges in the three periods were (1) 0.4 and 0.16 (i.e., both weak), (2) 0.94
and 0.16, and (3) 0.61 and 0.80. The above observations suggest strongly that the
transition from Bacilli to Gammaproteobacteria occurs before the transition from
Gammaproteobacteria to Clostridia, and that the colonization order is supported in
the sCNs.
We, therefore, conclude that sCNs are capable of capturing colonization order
using the methods suggested above. Red edges or negative correlations are consistent
with the model that for both edges when one taxon is declining in abundance, the
other is increasing in abundance.

5.3.2

Oral Microbiome — sCN Edges are Consistent with
Colonization Order

In the oral cavity, early and late bacterial colonizers have been identified and reviewed in the literature [KAB+ 02]. Many species from the genus Streptococcus is
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sBN generated from early to mid time point (top)

sBN generated from mid to last time point (bottom)

Figure 5.5: sCN of semi synthetic infant gut microbiomes
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the early primary colonizer, accounting for 60% - 90% of the early abundance profile [NK87]. The following taxa have been identified as early and late colonizers for
oral microbiomes [KAB+ 02, WRR+ 16, KL93].
Early: Streptococcus gordonii, Streptococcus mitis, Streptococcus oralis, Streptococcus sanguis, Actinomyces israelii, Actinomyces naeslundii, Propionibacterium
acne.
Late: Selenomonas flueggei, Treponema spp., Porphyromonas gingivalis.
Comparison of the sCNs for all oral microbiomes (Figs. 5.1-5.2 and additional
figures in section 5.5) showed that the keratinized gingiva (Fig. 5.1) and tongue
dorsum (Fig. 5.2) have the fewest number of distinct taxa. The sCNs for these
two sites were more distinctive than those derived from other sites and showed
stronger correlations between taxa. The saliva, subgingival, and palatine tonsils
sites harbored a higher number of taxa and exhibited weaker correlations. Note
that not every taxa is present in every oral site, thus explaining the differences in
the set of nodes present in each sCN.
The sCNs for the oral microbiomes had a combined total of 716 edges. Of these,
78 edges connected vertices, which were associated with known early or late colonizers. Table 5.2 summarizes the directed edges between early and late colonizers,
they are consistent with the known colonization order, and the correlation (negative/positive edges) among them. More than 90% of the sCN edges for the oral
microbiome were directed with the exceptions of saliva and buccal mucosa, for which
only 83-84% were directed. Of the 78 edges connecting labeled vertices, all edges
except for two were consistent with the known colonization order, i.e., directed
from early to late colonizers (Table 5.2). These two edges are shown as dashed
lines in the corresponding sCNs (see Fig.5.7 and Fig. 5.10). In summary, for the
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Table 5.2: Inferring Colonization order in oral microbiomes. The columns indicate
the following: sampled oral sites, total number of edges in causal network, number of
directed edges, total number of negatively correlated (red) edges, number of edges
connecting early to late colonizers, number of edges connecting early with early
or late colonizers, number of inconsistent directed edges (i.e., from late to early
colonizers), and percentage of negatively correlated edges connecting early to late
colonizers.
Oral Site

Total

Directed

Red

E→L

E → E or L

L→E

Red edges

BM
KG
PT
S
SP
SUP
DT
T

69
39
126
102
123
109
56
92

57
36
116
86
113
105
50
83

5
8
9
8
8
11
11
8

1
3
1
1
1
3
1
0

4
5
13
12
18
13
4
9

0
0
1
0
0
1
0
0

100%
100%
92%
100%
100%
92%
100%
100%

Total

716

646

68

11

78

2

97.4%

oral microbiome the directed sCN edges go from early to late colonizers, with few
exceptions. For example, the sCN from keratinized gingiva (Fig. 5.1) has three
directed edges (Actinomyces2-Porphyromonas1, Streptococcus1-Porphyromonas1,
and Streptococcus2-Porphyromonas1) from early colonizers to late colonizers and
none from late to early colonizers. Note that all taxonomic names have been abbreviated in the figures to the first five characters plus a number, each name refers to a
distinct OTU. The sCN for the buccal mucosa (Fig. 5.6), palatine tonsils (Fig. 5.7),
saliva (Fig. 5.8), subgingival plaque (Fig. 5.9), supragingival plaque (Fig. 5.10),
and throat (Fig. 5.11) are included in section 5.5.
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5.3.3

Oral Microbiome — sCN Edges with Negative Correlation are Consistent with Colonization Order

As mentioned above, two out of the 78 edges are exceptions to the rule that no
edges in the sCNs are directed from late to early colonizers. In particular, one edge
goes from Trepo5 (Treponema, labeled as a late colonizer) to Actin3 (Actinomyces,
labeled early colonizer) in palatine tonsils. Similarly, another edge goes from Porph3
(Porphyromonas, labeled as late colonizer) to Actin3 (Actinomyces, labeled early
colonizer) in supra-gingival plaque. However, the correlation coefficient of the edges
between them is positive. Thus, the accuracy in terms of direction is 97.4%, and all
correctly directed edges have negative correlations. According to Kolenbrander et
al., the bacterial taxa representing early colonizers coaggregate with only a specific
set of other early colonizers, and not with any of the late colonizers [KAB+ 02].
Our findings, albeit limited, are consistent with this observation, that all edges
connecting early to late colonizers in that direction are negatively correlated (red
edges).

5.3.4

Infant Gut Microbiome

The abundance of microbes in neonatals over the course of the first few weeks of their
lives have been reported [LRWZ+ 14]. In two infant gut microbiome studies, the class
Bacteroidetes and Gammaproteobacteria were observed early, followed by Bacilli,
Clostridia and Gammaproteobacteria [MSG+ 16, LRWZ+ 14]. Over time, there was
a significant decrease in Bacilli, and the infant’s gut appears to have a tug-of-war
between the two classes Gammaproteobacteria and Clostridia [MSG+ 16]. When
the sCNs were constructed with the infant gut microbiome data, we obtained a
directed network that supported the claim that sCNs shed light on the colonization
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pattern (Fig. 5.3). There were directed edges from Bacteroidetes, Bacilli, and
Clostridia to Gammaproteobacteria (Fig. 5.3). The results also supported the prior
knowledge that Clostridia precedes Bacilli in the colonization order. All these taxa
are mostly negatively correlated (red edges), as shown in Fig. 5.3, reinforcing the
point that a directed edge combined with negative correlations is strongly suggestive
of colonization order.

5.3.5

Vaginal Microbiome

A healthy vaginal microbiome is dominated mainly by Lactobacillus species [PLM+ 15].
When women at a reproductive age suffer from bacterial vaginosis (BV), the Lactobacillus species are replaced by Gardnerella, Peptostreptococcus, Atopobium, Sneathia,
Parvimonas, and Corynebacterium, among others [ODF16]. Fig. 5.4 shows three
sCNs for vaginal microbiomes associated with low (healthy), medium (early BV),
and high (advanced BV) Nugent scores. All samples were analyzed for the abundance of the same set of 23 genera. Overall, the predominant genera observed were
Lactobacillus, Atopobium, Gardnerella, Parvimonas, and Prevotella (Fig. 5.4).
In the sCN associated with the healthy “vaginome”, the abundance of Lactobacillus was comparatively higher as expected. The Lactobacillus species, especially, L.
crispatus and L. iners (data not shown) displayed an antagonistic relationship with
the BV-associated Gardnerella.
In the sCN for the medium Nugent score cohort, indicative of early vaginosis, the
BV-associated genera, Atopobium, and Sneathia and Gardnerella were significantly
increased in abundance, and appeared as early colonizers. The abundance of all the
BV-associated pathogens was negatively correlated with Lactobacillus, reaffirming
an antagonistic relationship.
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In the sCN for the advanced BV cohort, characterized by higher Nugent scores,
a proportional increase in abundance was observed with Atopobium followed by
Gardnerella. Even with the antagonistic relationship with Lactobacillus, the BVassociated pathogenic genera especially Atopobium and Gardnerella, Sneathia are
connected by a directed edge to Lactobacillus. The appearance of the pathogenic
genera as late colonizers is consistent with clinical findings [MC15b]. Strong positive relationships were observed between Prevotella and Peptostreptococcus, and
Peptostreptococcus with Parvimonas. This may suggest that the presence of Prevotella enables the colonization of Peptostreptococcus followed by Parvimonas.
To check the robustness we also experimented with a higher number of taxa,
i.e., by including all taxa whose abundance added up to 99.99 %. We found that
sCNs can retrieve the known colonization order even if we include taxa with small
abundance (from 99% to 99.99% of most abundant taxa shown in Fig. 5.12).

5.4

Conclusions

In healthy oral microbiomes, taxa such as Actinobacteria were identified as early colonizers [SPG+ 19]. Many pathogenic microbes associated with oral diseases such as
dental caries, gingivitis, and periodontitis appeared as late colonizers [GGMR00]. In
addition, there were antagonistic relationships between these pathogens. The rivalry
seemed to occur between Streptococcus, Fusobacterium, Prevotella, Porphyromonas,
Veillonella, Propionibacterium and Neisseria. Since the oral samples came from
healthy individuals, the existence of the rivalry could lead to the elimination of one
or more taxa from the site. Alternatively, it is also possible that one taxon keeps the
other in check to prevent dysbiosis. A well-known pathogenic genera, Treponema,
appeared as a late colonizer with positive correlations in most of the sites. It was
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absent in keratinized gingiva and tongue dorsum, but appeared as an early colonizer
in buccal mucosa. This may suggest that the buccal mucosa is the site in the oral
cavity where Treponema colonizes.
The sCN for the vaginal microbiome confirmed previously known relationships
between Lactobacillus and other BV-associated pathogens. In the process, it also
suggested a possible colonization order. It would require a longitudinal study of
women before and after BV to validate the suggested colonization order. Current
analyses suggest that the balance in the relative abundance of Lactobacillus and
Atopobium may be a biomarker for BV.
Inferring the interactions between different taxa within a microbial community
and understanding their influence on health and disease is one of the primary goals
of microbiome research. The sCNs help us to infer potential relationships and dependencies within a microbiome, and the colonization order, even without the use
of data from longitudinal studies. The sCNs could help in understanding the dependencies between the entities of a microbial community.
Finally, we reiterate the conclusion that directed edges in sCNs when combined
with negative correlations, may be strongly suggestive of colonization order.

5.5

Additional Figures

We curated some of the causal structures created by using our proposed method. In
all networks, colonization order is consistent with the direction of edges in the causal
networks. Moreover, the negative correlation relation (red edges) provides better
biological interpretation. Our method is successful in determination of complex
patterns only from relative abundance data from microbiomes of different sites, this
is an indication of wide applicability of our method. The sCN for the buccal mucosa
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Figure 5.6: sCN of Buccal mucosa
(Fig. 5.6), palatine tonsils (Fig. 5.7), saliva (Fig. 5.8), subgingival plaque (Fig.
5.9), supragingival plaque (Fig. 5.10), and throat (Fig. 5.11) are included here.
All these networks are generated using the Human Microbiome Project (HMP) oral
data set and using PC-stable causal structure learning algorithm.
To verify the robustness of our method, we did another set of experiments. Fig.
5.12 was generated by using the abundance of the most abundant taxa whose relative
abundance addes up to 99.99% (instead of 99%, as in the previous experiments).
However, our method still recovered the edges suggesting the colonization order.
In other words, the changes did not affect the overall inferencing. Note that, even
though our method recovered temporal pattern, the data we used are static, no time
information is used.
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Figure 5.7: sCN of Palatine tonsils

Figure 5.8: sCN of Saliva
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Figure 5.9: sCN of Subgingival plaque

Figure 5.10: sCN of Supragingival plaque
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Figure 5.11: sCN of Throat

Figure 5.12: sCN of Keratinized Gingiva with 99.99 % taxa
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CHAPTER 6
CAUSAL EFFECTS IN MICROBIOMES USING INTERVENTIONAL
CALCULUS
Causal inference in biomedical research allows us to shift the paradigm from investigating associational relationships to causal ones. Inferring causal relationships
can help in understanding the inner workings of biological processes. Associational
relationships can be non-causal and may lead to wrong conclusions about causality
in complex systems. Microbiomes are highly complex, diverse, and dynamic environments. Microbes are key players in human health and disease. Hence knowledge
of critical causal relationships among the entities in a microbiome, and the impact
of internal and external factors on microbial abundance and their interactions are
essential for understanding disease mechanisms and making appropriate treatment
recommendations.
In this chapter, we employ causal inference techniques to understand causal
relationships between various entities in a microbiome, and to use the resulting
causal network to make useful computations. We introduce a novel pipeline for
microbiome analysis, which includes adding an outcome or “disease” variable, and
then computing the causal network, referred to as a “disease network”, with the goal
of identifying disease-relevant causal factors from the microbiome. Internventional
techniques are then applied to the resulting network, allowing us to compute a
measure called the causal effect of one or more microbial taxa on the outcome
variable or the condition of interest. Finally, we propose a measure called causal
influence that quantifies the total influence exerted by a microbial taxon on the rest
of the microiome. The resulting pipeline is novel, robust and sensitive. The pipeline
is able to predict interventional effects without any controlled experiments. The
pipeline can be used to identify potential eubiotic and dysbiotic microbial taxa in a
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microbiome. We validate our results using synthetic data sets and using results on
previously published real data sets.

6.1

Causal Inference from Microbiome Data

In previous chapters, we have discussed how to construct useful causal networks
from microbiome data sets and that these networks can be interpreted in biologically
meaningful ways. In this chapter we show how microbiome data sets can be used
to investigate the magnitude of causal impact between microbial taxa and that of
microbes on an outcome variable such as disease or health status.
This term microbiome refers to a microbial habitat, and includes the microorganisms (bacteria, archaea, microbial eurkaryotes, and viruses), their genomes, and
the surrounding environmental conditions [MR15a]. The microbes in a microbiome
are involved in complex, dynamic interactions among themselves as well as with
the host environment. Balanced compositions and harmonious relationships in the
microbiomes are associated with healthy environments. However, a dysbiosis (i.e.,
imbalance) can disrupt these relationships and are associated with human disease
and environmental ills. A deeper understanding of microbial interactions within the
microbiome is the overarching aim of our work. We hypothesize that many of the
microbial relationships are a result of complex biological processes and are therefore causal in nature. While the etiology of a handful of infectious diseases can be
traced back to a single species or strain of some pathogen, most diseases are complex
and multifactorial. Uncovering causal relationships is thus an important first step
toward understanding disease and also predicting the course of future treatments.
Great strides have also been made in causal inferencing from data. Starting from
strong theoretical foundations, the notion of conditional independence [SP+ 20], the
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theory of Bayesian networks [Cha91, NJ09], the notion of d-separation [HCS+ 03],
the development of efficient inferencing algorithms [Min01, TLG08], and the development of the do-calculus [Tuc13, Pea12], have made it possible to go from good
experimental data sets to useful causal relationships and predictive capability for
interventions.
With ground-breaking advancements in high-throughput sequencing technologies, it is now possible to examine microbial diversity in microbiomes with increased precision, and has led to a large number of research investigations on
the associations between the microbiome and phenotypes such as obesity, neurological disorders, inflammation, immune disorders, metabolic diseases, and more
[JM16, LHDH17, HL12, AEN+ 17]. However, these investigations do not apply the
computational tools needed to determine which associations are actually causal.
Interest in constructing causal networks for microbiomes is recent [Bou18, Fis18].
Focused experiments in the laboratory to elicit causal relationships within microbiomes do exist [SvZM+ 19, RF18], but do not employ computational causal inferencing approaches. Sazal et al. were among the first to construct causal networks
for microbiomes [SRPCN18]. They have showed that directed edges in causal networks inferred from metagenomics data using the R-based tool bnlearn [Scu09b]
are consistent with known colonization order [SMRP+ 20]. Kitsios et al. investigated data from 56 patients with bacterial pneumonia and constructed a network
of relationships between microbial taxa and other clinical variables [KFM+ 18]. Although they used the web-based inferencing tool, CausalMGM [GRCB20], to construct a probabilistic graphical model, their work falls short of doing causal inference
and shows only an undirected network of associational relationships for lung microbiomes. Mainali et al. used Granger causality to infer causality, but their work
requires microbiome data from longitudinal studies [MBVP+ 19], which is outside
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the scope of the work reported in this chapter. Literature on interventional studies
of microbiomes are limited to laboratory experiments. Causal impact on the gut
microbiome by nutrients [LZZ18] and diet [DFVC+ 18, LJSLR19] have been studied.
A significant advantage of constructing causal networks is that it allow us to
study interventions, thus making it possible to measure the impact of a hypothetical action, i.e., the effect of “doing/intervening.” It helps us to use computational
tools to answer interventional questions of the type: “if a person consumes a specific
antibiotic, how will the abundance of taxon A in his/her gut change?” or “what
is the expected abundance of B. longum if the relative abundance of C. difficile
is fixed at 0.1?” Thus the main ingredient of our pipeline is the application of the
interventional do-calculus designed by Pearl and others [PGJ16] to data from microbiome studies. In particular, we apply the techniques to reanalyze the extensive gut
microbiome data available for Inflammatory Bowel Disease (IBD). Dysbiosis of the
gut microbiome is associated with IBD, colorectal cancer, obesity, and much more.
However, the relationships between microbial taxa are complex and the experiments
required to understand the causal mechanisms are expensive and time-consuming,
and therefore remain poorly understood. This work attempts to tease out some of
these relationships.
While causal networks describe inferred causal relationships between entities,
the question we ask is: How to quantify the causal effect of one entity on another
in a microbiome? In this work, causal networks were constructed and intervention
calculus was applied to the resulting network to estimate the pairwise causal effects
of covariates on each other and on specific response (outcome) variables. A scoring
method is proposed to measure causal effects between pairs of entities and the causal
influence of individual entities on all others. By augmenting the data with disease
information, we construct networks called disease networks, which was used to iden-
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tify the taxa playing key roles in the healthy and disease states. The pairwise effects
provides useful information on the magnitude of the interaction (direct or indirect)
between two specific taxa. However, in the context of microbiomes, dysbiosis is a
community phenomenon. A pathogen can impact the whole community, not just a
specific taxon. The concept of causal influence is an attempt to quantify the contribution of a microbial taxon to the dysbiosis of the microbial community. Finally,
the concept of disease networks provide a framework to quantify the causal effect
of individual taxon on the disease variable (or a health outcome). In summary, the
results presented here suggest a way to identify “dysbiotic” and “eubiotic” microbes
in microbiomes.

6.2

Approach

The first step in inferring causality is to learn the causal relationships, which entails
discovering the structure of the relationships network. This has been discussed in
detail in Chapter 4, followed by a signed variant in Chapter 5. The next step is to use
the structure to infer the quantity causal effects, i.e., the magnitude of the strength
of causal relationships. Note that the causal network allows us to infer causal effect
values even if the nodes are not directly connected by an edge. However, the nodes
involved must be connected by a path in order for the causal effect value to be
non-zero.

6.2.1

Notations

For this chapter, we will follow the basic notation laid out in Chapter 2 and also
the formal definitions provided in Chapter 4. The main focus of this chapter is
the application of interventional calculus on the causal structures inferred from
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Figure 6.1: Left: A DAG (G) representing relationship among random variables
X, Y, Z; Right: A mutilated network (Gm ) representing intervention on X

microbiome data. Causal structures are a type of Bayesian Networks (BNs) where
each directed edge can be interpreted as a cause-effect relationship from a parent
node (cause) to a child node (effect). Causal structures can be used to answer
interventional queries as well as any marginal probabilistic queries.
In the context of causality there are two types of data: observational and interventional. Observational data arise from observational experiments, not to be
confused with randomized controlled experiments. On the other hand, interventional data are recorded after perturbations using external agents. Interventional
queries can be answered using interventional data (also called experimental data),
where some variables in the system are set/held to fixed values by external agents.
However, interventional data can only answer queries when the variables are set to
the specific values used in the experiment. A general need is to answer inferential
queries, i.e., to determine the values of an outcome variable when some subset of
variables are set to arbitrary values for which experiments were not carried out. The
challenge is to infer causal relationships, infer the result of arbitrary interventions,
and to infer the magnitudes of causal relationships only from observational data.
A mutilation operation at a node X in a DAG is obtained by deleting all incoming
edges into X. A mutilated network with respect to node X in a DAG is derived from
the original network by performing a mutilation operation at X. Fig. 6.1 shows a
network (left) and the mutilated network (right) obtained by a mutilation operation
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at node X. As described in Chapter 3, a causal network of a set of n variables
V = {X1 , . . . , Xn } is defined as a pair (G, P ). The graph G = (V, E) is a DAG on
the vertex set V , and a set of directed edges E. A joint probability distribution,
denoted by P , can be factorized as shown in Eq. (3.1).
In a causal network, an edge Xi → Xj represents the belief that Xi has a direct
causal impact on Xj .

6.2.2

Interventions

As described in Section 5.2.1, interventions are expressed using Pearl’s do() operator, where P (Y |do(X = a)) denotes the distribution of Y if the value of X is set
to a. The post-interventional densities were expressed using the g-formula shown in
Eq. 5.1, which we repeat here for convenience.


 Q
Vi ∈V\X P (Vi |P a (Vi )) ,
P (V|do(x)) =

 0,

if X = x
otherwise

Next, we provide the notation needed to describe the interventional calculus.
Note that a controlled experiment can potentially answer interventional questions,
but may be either prohibitively expensive, impossible, or unethical to perform.
Causal calculus allows us to answer such interventional questions in an in silico manner. We clarify that data collected from research studies (e.g., a microbiome study)
are observational data, and not the result of controlled interventions, which require
that variables be artificially held at specific values. Conditional expectation is given
by E[Y |X = x], while interventional expectation is given by E[Y |do(X = x)], which
is the expectation of Y if every sample in the population had variable X fixed at
value x. Observational probability P (y|x) is different from interventional probability P (y|do(x)). Observational distribution P (Y |x) describes the distribution of Y
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given that the observed value of variable X is x. On the other hand, interventional
distribution of Y is the distribution if we intervened in the data generation process
by artificially forcing the variable X to take value x, while other variables are held
unchanged. Pearl showed how to compute interventions in a causal model [PGJ16].
This is done by “mutilating” the model, as described in Section 6.2.1. To achieve
do(X = a), we delete all incoming edges to node X, fix its value at a, and then
perform the necessary computations on the resulting network. (Fig. 6.1 shows an
original network and corresponding mutilated network.)

6.2.3

Interventional Calculus

We assume that a causal graph or a causal Bayesian network consists of a directed
acyclic graph, G over a set of n random variables X = {X1 , . . . , Xn } and a joint
probability distribution on X. This causal model has both probabilistic and causal
interpretations. From a probabilistic perspective, as mentioned earlier, each variable
Xi ∈ X, is independent of all its non-descendants when conditioned on its parents,
P a(Xi ), a condition called the causal Markov condition. From a causal perspective,
a directed edge (Xi , Xj ) in G represents a direct causal impact exerted by Xi on
Xj [Lau01]. Based on the probabilistic interpretation of causal networks, the joint
distribution of X is given in Eq.(3.1) and repeated in Section 6.2.2. On the other
hand, the joint distribution of X generated by the intervention do(Xi = xi ) can be
written as follows:

P (X1 , . . . , Xn |do(Xi = xi )) =



Q

 n

j=1,j6=i



0,

P (Xj |P a(Xj )), if Xi = xi

(6.1)

otherwise

The first part of Eq. (6.1) has all but one term from Eq. (3.1). The second
part of Eq. (6.1) is equivalent to the graph G after removing all edges directed
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into Xi . Let Gm represent the modified graph. The left side of Eq. (6.1) is the
post-interventional distribution of G, while the right side is the pre-interventional
or non-interventional distribution from the mutilated graph, Gm .
To study the magnitude of the causal effect of Xi on Xn , where i 6= n, we make
Xn the outcome variable and apply standard computations. The distribution of Xn
after an intervention do(Xi = xi ) can be estimated by integrating over all variables
corresponding to P a(Xi ). Assume that Xi has at least one parent, i.e., P a(Xi ) 6= ∅,
and that Xn ∈
/ P a(Xi ). Note that if Xn ∈ P a(Xi ), then P (Xn |do)Xi = xi )) =
P (Xn ) because the causal network G is acyclic. Thus, if Xn ∈
/ P a(Xi ), then
Z
Z
P (Xn |Xi = xi , P a(Xi ))P (P a(Xi ))d(P a(Xi )),
P (Xn |do(Xi = xi )) = · · ·
P a(Xi )

(6.2)
where P (P a(Xi )) is the joint distribution of the parents of Xi , and the integral is
over all possible values that can be taken by the parents of Xi . Taking expectation
on both sides, and assuming Xn ∈
/ P a(Xi ), gives us the following:
Z
Z
E(Xn |xi , Yj )P (Yj )d(Yj ),
E[Xn |do(Xi = xi )] = · · ·

(6.3)

Yi

where P a(Xi ) = {Y1 , . . . , Yp }.
The magnitude of causal effect of Xi on Xn , upon the action do(Xi = xi ) is
denoted by C(Xi , Xn ) and is given by:
C(Xi , Xn ) =

∂
E[Xn |do(Xi = xi )].
∂x

(6.4)

We assume that the joint distribution of n random variables X1 , . . . , Xn are jointly
Gaussian/normal. Since we need the causal effect values of Xi on Xn for i =
1, . . . , n − 1, under this normality assumption the causal effect value as described
in Eq. (6.4) can be computed using linear regression because the normality implies
that E(Xn |P a(Xi ), Xi = x) is linear in xi and Yj ∈ P a(Xi ), j = 1, . . . , p, as shown
below [PGJ16]:
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E (Xn |Y1 , . . . , Yp , xi ) = α + γxi +

p
X

βjT Yj ,

(6.5)

j=1
p

for some values α, γ ∈ R and β ∈ R represents a vector of regression coefficients of
the parents of Xi . Thus, the magnitude of causal effect of Xi on Xj is given by:
C(Xi , Xn ) = γ,

(6.6)

where γ is as dictated by Eq. (6.5).
Note that causal effect values can be computed using the IDA algorithm proposed
by Maathuis et al. [MCKB10].

6.2.4

Causal Influence

The notion of the quantity, causal effect, defined above is a pairwise measure of
how much one variable causally impacts another. Here we define another quantity
called the causal influence of a node in a causal network, defined as the sum
total of absolute value of the causal effect it exerts on every other node. Let T =
{B1 , B2 , . . . , Bn } be the set of nodes representing random variables.
Eq. (6.4) gives the causal effect of Bi on Bj . The causal influence of node Bi is
given by the quantity:
CI(Bi ) =

X

|C(Bi , Bj )|.

(6.7)

j6=i

Since causal effect values can take negative values as well, the formula for causal
influence involves the sum of the absolute values. This prevents individual causal
effect values of highly influential nodes from canceling each other out.
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X

Y

Z

W
Figure 6.2: Y-structure from four variables X, Y, Z, W

6.2.5

Y-structures

A v-structure over variables X, Y, Z is shown in chapter 4. There are two directed
edges X → Z, Y → Z and there is no edge between X and Y . However, the Vstructure is not enough for discovering that variables X or Y causes Z without the
assumption that the structure is causally sufficient.
The concept of Y-structures is an extension of the concept of V-structures. As
shown in Fig. 6.2, a Y-structure contains four nodes ({W, X, Y, Z}), with 3 of the 4
vertices forming a V-structure ({X, Y, Z}). If there is an edge from Z, the center of
the V-structure, to the node W , and if there are no edges from X to W or from Y
to W , then the nodes X, Y, Z, W form a Y-structure in the causal network. We will
refer to the edge directed from Z to W as the Y-leg. Theoretically, we know that
if a Y-structure is learned from data, the Y-leg represents an unconfounded causal
relationship [MSC12], making the Y-leg edges valuable for biological interpretations.

6.2.6

Interventional calculus in microbiomes

To investigate causal relationships in microbiomes, we consider causal networks with
nodes corresponding to random variables of interest. The simplest causal network
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for microbiomes would have nodes representing the relative abundance of every detected microbial taxon, and the edges would represent the causal relationships between the taxa suggesting the direction and magnitude of interactions taking place
between the taxa. We will also discuss disease networks, a special causal network
that has one extra node representing an outcome variable such as the disease status
or severity. The edges would either represent the causal relationships between the
taxa or between a taxon and the outcome node, highlighting the taxa that are believed to have a direct impact on the outcome along with direction and magnitude of
that interaction. More complex microbiome data sets may have nodes representing
measurements of different omics entities such as the expression of genes, concentration of metabolites, amount of proteins, methylation data, and more. Additional
nodes could also represent host or environmental variables arising from host transcriptome data, host mutational data, host phenotypic data, host clinical data, host
medication information, or other environmental conditions that may be measured
for the microbiome. An additional level of complexity can be introduced by considering temporal data from longitudinal microbiome studies, which will introduce
time-dependant variables of interest.
Once a causal network is constructed, interventional calculus can be applied to
the resulting network. Used basic probabilistic inference techniques as described by
Barber [Bar12], it is possible to determine the magnitude of the causal impact of
one variable of interest on one or more variables of interest.
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6.3
6.3.1

Methods and Experiments
Problem Formulation

The goal of the work reported here is to construct causal networks from microbiome
data sets, to compute causal effects between all pairs of entities, and to interpret
the biological significance of these computations. The causal effects are determined
by the regression coefficients under normality assumption. Thus, the magnitude as
well as the sign of the causal effect values can be interpreted biologically. The causal
network and the resulting computations help us to: (a) identify the key players (most
influential taxa) in a microbiome under healthy and disease status, (b) compute the
causal effects of individual taxa on the disease outcome.
For the first problem, we compute the most influential node, which is defined
to be the node with the highest CI value, where CI is as given in Eq. (6.7). The
CI values also help us to compare the impact of the different microbial taxa on the
disease node, allowing us to put them in sorted order of influence.
In a second problem, we explore causal effects of taxa on the outcome or disease
node, or vice versa. In general, while the dysbiosis of microbiomes have been strongly
associated with disease, it is not known if the dysbiosis is the cause or effect (or both)
of the disease. Thus, our techniques allow us to identify taxa most significantly
linked to disease or health.

6.3.2

Data

We worked on both real and simulated data sets. The synthetic data generation
process and results are discussed in section 6.4.1. The real data sets are described
next.
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Synthetic Data Sets:

The synthetic data was generated as described in Algo-

rithm 4 below. It takes as input three positive integers, n, m and d. It outputs a
“true” causal network G and a synthetic data set stored as a matrix of size m × n,
representing m samples each with n features or variables of interest that describe the
sample. After successfully generating the synthetic data using the above algorithm,
we have a ground truth causal network model (including “true” network and the
“true” regression functions at each vertex) and data generated using such a network
model.
We generated m = 1000 samples from n = 9, 17, 26, 35 variables (randomly
picked four numbers from four different ranges) and for each case, we learned causal
network, compared true and estimated causal effects, computed root mean square
error (RMSE), absolute mean relative difference (AMRD) of estimated effects. We
will extend causal effects experiments with higher dimensional synthetic data (for
example, n = 75, 150, 300).
Algorithm 4: Synthetic data generation
Algorithm: SynGen(n, m.d)
Input: n, number of variables; and m, number of samples; d, density of
network
Output: A “true” causal network G = (V, E) with |V | = n and E = d · n,
and a data matrix of m × n dimension generated by a random causal
network of density d;
Step 1: Construct a directed skeleton, Gd (V, E) with |V | = n vertices and
randomly chosen |E| = d · n directed edges connecting the vertices in V .
Step 2: For every vertex v ∈ V , randomly select a linear regression function
with coefficients that add up to 1 defining the distribution of the variable
corresponding to the child node v ∈ V in terms of its parents.
Step 3: Generate m samples from the network Gd using the logic sampling
(LS) algorithm [KN10].

We represent the nodes of the synthetic networks typically using labels A1 , . . . , An .
If there are multiple kinds of variables, such as from a multi-omics data set, then
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Table 6.1: Data sets used in this study
Database: iHMP [oH14b]
Study
A. Diseased B. Healthy
Ulcerative colitis (UC)
459
429
Crohn’s disease (CD)
749
429
we use labels A, . . . , X to distinguish them. If there is an outcome variable, then it
is typically represented using variable Y . The RMSE and AMRD values between
the estimated causal effects and true causal effects are calculated as shown in Eqs.
(6.8) and (6.9) below.
v
u
D 
2
u1 X
t
β̂j − βj , and
RMSE(β̂, β) =
D j=1

(6.8)

D


1 X 
AMRD(β̂, β) =
| βj − β̂j /βj |,
D j=1

(6.9)

where β̂j is the j-th estimated effect, βj is the corresponding true effect, and D is
the number of such measures being compared.

Real Data Sets:

As summarized in Table 6.1, we analyzed the IBD gut micro-

biome data set by comparing cohorts A and B. The IBD data set were from the
Integrative Human Microbiome Project (iHMP) [oH14b], and includes data from
subjects with Crohn’s Disease (CD), ulcerative colitis (UC), and a cohort of nonIBD (i.e., healthy) subjects that were used as controls.

6.3.3

Experiments

For each data set (synthetic and real), we generated a causal structure by applying
the PC-stable algorithm [CM14], after which we computed (a) the causal effect
values between every pair of microbial taxa, and (b) the causal influence of each
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microbial taxon, i.e., the sum total of the (absolute values of) causal effect on all
other taxa. We also identified Y −structures from the causal networks and discussed
their biological relevance. For the IBD data set, we also computed the changes in
causal influence of taxa between diseased and healthy (non-IBD) samples for iHMP
data. To quantify the causal relationships we applied intervention technique that
used linear regression model by ordinary least squares method (under normality
assumption as mentioned in Section 6.2.3). We used the coefficients as a measure
of the causal effects [PGJ16].
We used the processed data for only the bacterial abundance information downloaded directly from iHMP website [oH14a]. The relative abundance matrix was
used to generate the causal graphs and then used to estimate the causal effects.
The relative abundance is computed by normalizing each raw count with the total
number of reads in a sample (details of data processing are discussed in Chapter 5).
In the IBD data set, which included a healthy cohort and diseased cohorts, we also
analyzed the data sets by combining the cohorts, but augmenting the causal network with an extra outcome node named disease representing the (binary) disease
variable. If the severity of the disease were provided, then this node could represent
a continuous random variable. This process is called context embedding, which is
important for causal inference because in different contexts, the same event can be
interpreted differently. For the healthy state, the value of disease variable was set
to 0, and for the disease state its value was set to 1. We computed the causal effect
of all taxa on the disease variable. Note that, in general, while the association may
be well established, we do not know if the microbiome composition is the cause or
the effect of the disease. Causal analysis can tell us which is more probable.
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6.4
6.4.1

Results
Synthetic Data Set

Structural recovery in inferred causal networks
Since networks with known causal relationships are not readily available, we first
performed experiments with synthetically generated data sets. One of the example of
the true and inferred networks shown in Figure 6.5 are Markov equivalent, i.e., they
have the same skeletons and v-structures. The edges, C → D edge and B → G are
inferred as C ↔ D and B ↔ G, respectively, leaving some ambiguity in the inferred
directions of these edges that are not part of v-structures. Note that the synthetic
true networks had no undirected edges in order to focus on whether straightforward
inferences could be made more accurately. We generated random networks with
variable number of nodes (n = 9, 17, 26, 35) with different number of edges. For
each random network, we generated m = 1000 samples, and then attempted to
see if the network that generated the data could be recovered using our inferencing
tools. The summary statistics of inferred networks from the synthetic data are
shown in Table 6.2. We report precision, recall, F-1 score, and accuracy. The
true positive (TP) rate is defined as the number of correctly inferred directed edges
in the inferred network with respect to the true network. This above performance
metrics were averaged over 100 experiments. A false positive (FP) rate is defined
as the number of directed edges not present in the true network, but present in
the inferred network. False negative (FN) rate is defined as the number of directed
edges present in the true network, but not in the inferred network.
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Network
size, n
9
17
26
35

# of Directed
edges, e
10
33
65
55

Precision

Recall

0.95
0.88
0.88
0.89

0.88
0.92
0.88
0.87

F-1 Score Accuracy
0.92
0.90
0.88
0.88

85.00%
82.00%
78.61%
78.36%

Table 6.2: Network configuration (number of nodes, directed edges), the number
of directed edges in each synthetic true network, precision, recall, F-1 score, and
accuracy.
Pairwise causal effects
For each case, we learned the causal network and computed the causal effects
between every pair of nodes. We also computed the deviation of estimated effects from the true effects, measured as true − estimated.

Similarly we com-

puted the relative deviation of estimated effects from the true effects, measured
as (true − estimated)/true. The distribution of deviation and relative deviation
values are shown in Fig. 6.3 and in Fig. 6.4 as violin plots. Besides pairwise causal
effects we calculated causal influence from synthetic data.
For each case, we also computed the quantities: root mean square error (RMSE)
and absolute mean relative difference (AMRD) of estimated effects. Experiments
were repeated 10 times for each value of n. The true and estimated causal effects
averaged over all edges in the synthetic networks from our experiments are shown
in Table 6.3, where the columns are marked ATCE and AECE, respectively.

Causal influence
Next, we show using synthetic networks that our methods are able to correctly
estimate the causal influence of a single variable on all the other variable in the
network. The experiments involve learning the causal graph, computing pairwise
causal effects, and finally computing the causal influence of each variable represented
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# of nodes
(n)
9
17
26
35

# of samples: m = 1000
# of edges ATCE AECE RMSE
(e)
10
0.59
0.61
0.04
33
0.33
0.35
0.05
65
0.30
0.31
0.07
55
0.43
0.42
0.083

AMRD
0.13
0.50
0.67
0.43

Table 6.3: Causal effect values were computed from synthetic data generated from
4 sets of networks where the number of variable were chosen as n = 9, 17, 26, 35. In
each case, the number of edges, average true causal effects (ATCE), average estimated causal effects (AECE), RMSE, absolute average relative difference (AMRD)
of estimated effects from 10 runs of experiments on synthetic data are shown.

Figure 6.3: Distribution of difference between True and Estimated causal effects (i.e.,
True value - Estimated value) from the experiments with all four sets of synthetic
networks

85

Figure 6.4: Distribution of relative difference of causal effects, i.e., (true - estimated)/true from the experiments with all four sets of synthetic networks
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Figure 6.5: (a) True causal network (left) and (b) inferred causal network (right)
used for the experiments with n = 9. Note that ↔ indicates an edge for which the
direction remains undetermined.

in the network. As before, we use synthetic data with 9, 17, 26, and 35 variables,
while only discussing at some length the results for n = 9.
First, Fig. 6.5 shows the true and inferred networks. The estimated causal
influence for the two networks from Fig. 6.5 are shown in Fig. 6.6.
Fig. 6.6 shows that B and C are the most influential variables, which seems
reasonable based on the high outdegree of B and the number of nodes reachable
from them. The variables F, H, I do not have any outgoing edges and their causal
influence is nearly zero, as expected. Note that causal influence need not be proportional to the outdegree. It is, however, dependent on the number of nodes reachable
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Figure 6.6: Causal influence inferred from the synthetic data generated by the causal
network shown in Figure 6.5 (a). Variables F, H, I do not have any outgoing edge
and have zero causal influence.

from it and its coefficient in the regression equations of its descendants.
We compared the causal influence values obtained from the inferred networks
starting from the synthetic data generated by the true networks. The results are
summarized in detail for one of the 10 runs in Fig. 6.7. It is clear From the figure
that even though there are some differences among the individual influence values,
the relative ranking for the top few most influential variables are consistent with
that of the true values.

6.4.2

Real Data Sets

In this section, we construct and discuss the causal networks that result from analyzing the real data sets from Table 6.1. In each of the resulting causal structures,
nodes represent random variables for one of two things – relative abundance of taxa,
and disease status. In the visualized networks, the size of each node is proportional
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(a) n = 9, Spearman correlation coefficient = 1.0

(b) n = 17, Spearman correlation coefficient = 0.879

(c) n = 26, Spearman correlation coefficient = 0.915

Figure 6.7: Pairwise comparisons between the true causal influences of individual
nodes in the synthetic networks with that of inferred causal influences of the same
nodes. The values are shown as a paired bar chart ordered by decreasing true
influence values. The ordering of the inferred influence for at least the top few most
influential variables is consistent with the true values.
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to the average value of that variable in the cohort. The color of each node represents
the phylum to which the corresponding taxon belongs. Taxa from the same phylum
were assigned the same color. Firmicutes taxa were colored with cyan, Bacteroidetes
were colored blue, Proteobacteria were colored green, and Verrucomicrobia were colored purple.
Edges represent causal relationships as inferred by the PC-stable algorithm and
represent the belief of direct causal relationship. The absence of an edge suggests
that there is no direct causal relationship, although indirect relationships may exist.
The color of the edges represents the sign of the correlation between the abundance
vectors of the taxa represented by the nodes (green color stands for positive correlations, and red color for negative correlations). The transparency of each edge
represents the confidence value for the predicted edge, computed by its bootstrap
value. For each network, we estimated the confidence value of the predicted edges
by computing the bootstrap value from 200 repetitions of the experiment. We used
non-parametric bootstrap; in the non-parametric bootstrap, the sample size is same
as the original data. However, this approach allows data with replacement, some
of the samples appear repeatedly while omitting others. That is why, we get different structures in different repetitions of experiments [FGW13]. An inferred causal
structure may contain undirected edges if the data are not enough to support an
edge orientation. Those undirected edges remain causally “uninterpretable”.
To quantify the statistical significance of the overall resulting causal structures
we computed the maximum likelihood and log-likelihood scores of the networks we
constructed. To obtain this measure for our networks, we randomly permuted the
values in each row of the input abundance matrix (which is equivalent to randomly
permuting the names of the taxa in each sample) and created networks N = 1000
times and each time we calculated the log-likelihood score. The fraction of the
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Figure 6.8: Distribution of log-likelihood scores from 1000 random causal networks
(UC data set) generated by permuting the rows of the data matrix. The loglikelihood of the predicted network was -8013.17 and its p-value is 0.047, meaning
that less than 5% of the randomly permuted networks had better scores.

networks generated by random permutations whose likelihood is higher than that
obtained for the predicted network is the p-value or reported statistical significance
value. A threshold value of 0.05 was used to discard edges that were not statistically
significant. We point out that given the astronomically large number of possible
graphs, N = 1000 may not give us adequately meaningful p-values. A possible
approach to address this problem is to try importance sampling instead of the regular
sampling, which will be considered in the future [Mel89]. The distribution of loglikelihood scores of the permuted networks for the UC data set is shown in the
Fig. 6.8, which does not appear to be Gaussian. Our experiments with the real data
sets involved first inferring a causal network from the data and then computing
all pairwise causal effect values. We created causal networks from the UC, CD,
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Log-likelihood: - 8013.17
A. muciniphila
A. onderdonkii
A. putredinis
B. caccae
B. cellulosilyticus
B. dorei
B. eggerthii
B. finegoldii
B. fragilis
B. massiliensis
B. ovatus
B. sp_2_1_22
B. sp_4_3_47FAA
B. stercoris
B. thetaiotaomicron
B. uniformis
B. vulgatus
B. xylanisolvens
B. intestinihominis
D. invisus
E. coli
E. eligens
E. rectale
E. siraeum
F. prausnitzii
O. unclassified
P. distasonis
P. merdae
P. unclassified
P. copri
R. intestinalis
R. inulinivorans
R. torques
S. unclassified
S. wadsworthensis

AKKMU
ALION
ALIPU
BACCA
BACCE
BACDO
BACEG
BACFI
BACFR
BACMA
BACOV
BACS2
BACS4
BACST
BACTH
BACUN
BACVU
BACXY
BARIN
DIAIN
ECOLI
EUBEL
EUBRE
EUBSI
FAEPR
OSCUN
PARDI
PARME
PARUN
PRECO
ROSIN
ROSIN1
RUMTO
SUBUN
SUTWA

Figure 6.9: Causal network inferred from the data on subjects with UC from the
iHMP data set. In this and all networks to follow, all directed edges point downward.
The labels of potentially pathogenic bacteria are in red font. The log-likelihood score
for the network along with a table of abbreviations used for the microbial taxa can
be found to the left of the network.
and non-IBD data sets separately using the PC-stable algorithm. Outcome causal
networks (also called disease causal networks or simply disease networks) were also
created by augmenting the data sets with a disease variable, corresponding to the
categorical variable representing the disease status of the individual. Note that
if disease severity were available for the subjects then this variable could also be
continuous. Finally, we applied intervention techniques to measure causal effects
and causal influence of each taxon.

UC, Healthy, and CD Data Set
The causal network that resulted from the UC data set is shown in Fig. 6.9. Also
we showed the causal network inferred from healthy cohorts in Fig. 6.10).
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Log-likelihood : -15071.78
A. muciniphila
A. onderdonkii
A. putredinis
B. caccae
B. cellulosilyticus
B. dorei
B. eggerthii
B. finegoldii
B. fragilis
B. massiliensis
B. ovatus
B. sp_2_1_22
B. sp_4_3_47FAA
B. stercoris
B. thetaiotaomicron
B. uniformis
B. vulgatus
B. xylanisolvens
B. intestinihominis
D. invisus
E. coli
E. eligens
E. rectale
E. siraeum
F. prausnitzii
O. unclassified
P. distasonis
P. merdae
P. unclassified
P. copri
R. intestinalis
R. inulinivorans
R. torques
S. unclassified
S. wadsworthensis

AKKMU
ALION
ALIPU
BACCA
BACCE
BACDO
BACEG
BACFI
BACFR
BACMA
BACOV
BACS2
BACS4
BACST
BACTH
BACUN
BACVU
BACXY
BARIN
DIAIN
ECOLI
EUBEL
EUBRE
EUBSI
FAEPR
OSCUN
PARDI
PARME
PARUN
PRECO
ROSIN
ROSIN1
RUMTO
SUBUN
SUTWA

Figure 6.10: Causal network for non-IBD (healthy) data from iHMP data set. The
labels of beneficial bacteria are in purple font.
The causal graph shown may be intuitive but is not easy to interpret precisely.
In contrast, the intervention technique provides quantitative information that may
lend itself more easily to interpretation. Thus, after creating causal networks, we
computed causal effect values for all pairs of nodes, and causal influence values for
all nodes. The distribution of pairwise causal effect values in the UC causal network
is shown in Fig. 6.11. To identify the strongest pairwise causal relationships, we
selected the top 15% (shown in green rectangle) and the bottom 15% (shown in red
rectangle) to zoom in for further inspection.
Next, we computed the causal influence measures for each microbial taxon (i.e.,
sum of absolute values of causal effects on every other variable). We then ranked
the taxa as shown in Fig. 6.12 (a) and (b) with the expectation that this list would
highlight the most influential taxa in health or disease. It also made sense to inspect
the change in causal influence in going from the healthy cohort to the diseased
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Figure 6.11: Histogram of causal effect values in UC. The top (green) and bottom
(red) 15% are zoomed in for details.

cohort. If we denote CIH (i) and CIU C (i) to be causal influence of variable i in the
causal network constructed from the healthy cohort and UC cohort, respectively,
then CIH (i) − CIU C (A) represents the change in influence for taxon A. Fig. 6.12 (c)
shows the ten taxa with the highest change in causal influence. Green bars indicate
higher causal influence values in healthy samples, while red bars indicate higher
values in UC samples, suggesting that the taxa representing the green bars on the
left of the chart are potentially eubiotic, while the taxa representing the red bars on
the right of the chart play a dysbiotic role in subjects with UC.

Influence subnetworks in the causal network from UC data
Based on the causal influence values computed above, the top five taxa from the
UC cohort were R. torques (RUMTO), R. inulinivorans (ROSIN), S. wadsworthensis (SUTWA), B. xylanisolvens (BACXY), P. distasonis (PARDI). We discuss our
methodology to analyze their influence in greater detail.
We start with the most influential taxon, R. torques, labeled RUMTO in the UC
network shown in Fig. 6.9. R. torques is a well known pathogenic taxon for UC.
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(a) Causal influence from non-IBD samples

(b) Causal influence from UC samples

(c) Changes in causal influence

Figure 6.12: Top ten causally influential taxa from (a) non-IBD, (b) UC, and (c)
the top 10 taxa with the highest change in causal influence from healthy to UC.
Positive changes are shown as green bars and negative changes in red.
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In the UC network, it has five outgoing directed edges connecting to B. dorei, E.
eligens, P. copri, E. rectale, and D. invisus. Additionally, a total of 19 taxa (out
of 35) are reachable by a directed path from R. torques, as shown in Fig. 6.14.
Published work has suggested that D. invisus (DIAIN), a direct child of R. torques,
is also associated with IBD [ATT+ 15]. Evidence also suggests that R. torques has
an impact on pectin-modulated bacteria such as P. copri (PRECO) [LBdSK+ 19].
R. torques is also connected to F. prausnitzii (FAEPR) via E. eligens (EUBEL). It
has been shown that E. eligens is a producer of acetate, which in turn is consumed
by F. prausnitzii [SKC+ 17].
Another highly influential taxon, R. inulinivorans (ROSIN), has directed paths
to 15 other taxa, as shown in Fig. 6.15. Although precise causal relationships
are unclear, R. inulinivorans may be associated with E. rectale (EUBRE) via
the metabolites butyrate, fructooligosaccharide, xylooligosaccharide, and acetate
[DBS+ 02, CBD06, DSR+ 03]. R. inulinivorans and B. uniformis (BACUN) may
be associated via fructooligosaccharide [SZJ+ 10, DSR+ 03]. Finally, the metabolite
butyrate may be the causal link from R. inulinivorans to F. prausnitzii (FAEPR)
[LF09].
Causal influence values have already suggested that B. xylanisolvens is a key
player in UC. Using the directed paths from this taxon, the network suggests that
it causally impacts 16 other taxa (see Fig. 6.16). To analyze these connections better, we investigate the metabolic networks from previously published literature. B.
xylanisolvens is a producer of cellobiose, which may be consumed by B. uniformis
(BACUN) [CDLBD08, MYH+ 11]. B. xylanisolvens and P. merdae (PARME) both
consume D-Glucose [SB06, CDLBD08], making them potential competitors for glucose. This may explain the negatively correlated causal connection from B. xylanisolvens to P. merdae. B. xylanisolvens and B. vulgatus (BACVU) are both
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consumers of D-fructose [SZJ+ 10, CDLBD08], making them potential competitors.
However, we see no evidence of competition in the network.
To further investigate the fidelity of the causal network we dive deeper into some
edges where mediator variables or metabolic data are available. As mentioned earlier
E. eligens potentially interacts with F. prausnitzii via the metabolite, Acetate.
When we included the concentration of Acetate from the associated metabolomics
data into the analysis, the resulting network shows E. eligens to be independent of F.
prausnitzii conditioned on Acetate concentration (see Fig. 6.13a). An investigation
into the link from B. xylanisolvens to B. vulgatus in the UC causal network shows
a similar behavior. Since both are known to be consumers of a metabolite named
D-fructose, we created a causal network by including the concentration of D-fructose
in the causal inferencing. As in the above example, B. xylanisolvens is independent
of B. vulgatus when conditioned on D-fructose concentration (shown in Fig. 6.13b).

(a) Relation between E. eligens and F.
prausnitzii without metabolite Acetate
(top), network including Acetate

.

(b) Relation between B.xylanisolvens
and B.vulgatus without metabolite Acetate (top), network including Dfructose

.

Figure 6.13: Unrolling causal relationships via metabolites. The presence of metabolites can make two causally dependent taxa conditionally independent.

Causal relations are extremely difficult to verify. Although the metabolic knowledgebases may suggest some connections, there are no guarantees that the conditions
for the metabolite to be involved or present or produced can be verified without
doing difficult controlled “wet lab” experiments. However, the approach outlined
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Figure 6.14: Sub-network of taxa reachable through directed paths from R. torques
(RUMTO) in UC cohort.
above may lead to meaningful hypotheses for future work in the laboratory. Further
validations are also possible by using metabolomics data.

Influence subnetworks in the causal network from non-IBD data
Next we perform the analysis outlined above, but on the causal network from the
non-IBD cohort of Fig. 6.10. Based on the computed causal influence values O.
unclassified (OSCUN) is the top-ranked taxon. O. unclassified, which represents
unclassified Oscillibacter species has directed paths to nine other taxa, as shown in
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Figure 6.15: Sub-network of taxa reachable through directed paths from R. inulinivorans (ROSIN) in UC cohort.
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Figure 6.16: Sub-networks of taxa reachable through directed paths from B. xylanisolvens (BACXY) in UC cohort.
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Figure 6.17: Sub-networks of taxa reachable from O. unclassified in non-IBD cohorts
Fig. 6.17. Even though Oscillibacter species are known to have beneficial impacts
in the IBD gut, without precise information at the species level it is difficult to
validate these interactions, especially if they are through other intermediate entities
such as genes and metabolites [MKM11, MKF+ 11].
Fig. 6.18 shows the sub-network of A. muciniphila containing the directed paths
leading to 13 other taxa. A. muciniphila is associated with B. thetaiotaomicron by
macromolecular degradation of Mucin (mucus Glycoprotein) [DvPvdB+ 10]. There is
a directed edge from A. muciniphila to F. prausnitzii, both of which are potentially
beneficial bacteria.
Note that the influence analyses we have performed above with subnetworks were
lot clearer in disease settings and less clear in healthy settings. B. xylanisolvens is an
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Figure 6.18: Sub-networks of taxa reachable from A. muciniphila in non-IBD cohorts
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Figure 6.19: Sub-networks of taxa reachable from B. xylanisolvens for non-IBD
cohorts
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influential taxa from the non-IBD cohort. It has directed paths to another fourteen
taxa (Fig. 6.19). Interestingly all outgoing edges from B. xylanisolvens connected
to some taxa from Bacteroides genus.

Influence subnetworks in the causal network from the CD cohort
Crohn’s disease (CD) is another form of IBD that may potentially affect parts of
the digestive system. Unlike UC, the links between microbiomes and CD are less
established and may be linked to host genetic factors [GKD+ 14]. However, some
bacteria are suspected as either beneficial or harmful for subjects with CD. As with
the UC data, we calculated the causal influence from the microbiome data for the
CD cohort.
Based on the causal influence values, the top-ranked taxa were R. inulinivorans,
R. torques, E. eligens, B. intestinihominis, B. thetaiotaomicron, Bacteroides xylanisolvens, showing considerable overlap with the taxa for UC, possibly even using the
same metabolites, genes and pathways. Of these, R. torques and B. thetaiotaomicron are known to have a harmful impact on the gut of CD subjects [MI13, RLF+ 12].
On the other hand, E. eligens is a beneficial microbe as it helps to recruit certain
strains of F. prausnitzii, a well-known beneficial taxon in CD [CMZ+ 17]. B. xylanisolvens is known to possess probiotic qualities. Furthermore, it is unable to attach
to the gut, which prevents its colonization in the intestines. It is not known to carry
plasmid material in the genome of the cell, making it a safer probiotic option. All
of these qualities make B. xylanisolvens a promising probiotic option [CDLBD08].
Our approach using causal influence values suggest which bacterial taxa have strong
probiotic or harmful potential.

104

6.4.3

Outcome or Disease networks

Disease networks were created by combining data sets from one or more diseases
(often including a data set from a healthy cohort) and producing networks with an
additional node representing the outcome or disease status. For example in a disease
network involving UC and healthy data sets, each sample from the UC cohort would
have its disease variable set to 1 (0 for healthy samples).

Figure 6.20: Causal network combining UC and non-IBD (healthy) data and introducing an additional disease node highlighted in yellow color. The labels of the
known potential pathogens are in red color and the labels of the known potential
beneficial bacteria are in purple color.
Finally, we measured the causal effect of each taxon on the special disease node
and sorted the list by their absolute value as shown in Table 6.4 for the UC disease network. We also reported the p-value of those pairwise effects of those from
the bootstrapping with 100 repetition and same number of sample size. When we
queried the published literature on this topic, we discovered that barring two, all
the taxa listed in Table 6.4 were known to be either potentially pathogenic or ben-
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Table 6.4: Sorted list of taxa (descending order) based on causal effects on ulcerative
colitis “disease” node. The p-value for each pairwise causal effect is also provided.
Cause
Oscillibacter unclassified
Sutterella wadsworthensis
Eubacterium eligens
Bacteroides xylanisolvens
Alistipes ondedonkii
Bacteroides sp4
Dialister invisus
Bacteroides ovatus
Ruminococcus torques
Akkermansia muciniphila

Effects on disease
6.68
6.34
5.29
4.73
4.68
4.04
2.53
2.38
1.41
1.39

Potential behavior
Beneficial
Beneficial
Beneficial
Beneficial
?
?
Pathogenic
Beneficial
Pathogenic
Beneficial

p-value
0.01
0.03
0.10
0.06
0.09
0.04
0.11
0.08
0.03
0.04

eficial, again supporting the claim that our approach helps to identify pathogenic
and beneficial bacteria in healthy and diseased patients. Note that, we do not find
enough evidence about the beneficial behavior or pathogenicity of A. onderdonkii,
B. intestinihominis and their entries are marked with ? sign.

Influence analysis in the UC disease network
S. wadsworthensis (SUTWA) and B. xylanisolvens (BACXY) are among the two
top bacteria based on causal effects on the special disease node. Both of them are
directly connected by an edge to the disease node and have no other directed paths
leading to the disease node. E. eligens (EUBEL), a known beneficial bacterial taxon,
has a directed edge to disease and directed paths to some other key players such
as B. xylanisolvens (BACXY) and S. wadsworthensis (SUTWA) as shown in Fig.
6.21. We investigated one of the outgoing edges to F. prausnitzii and we found that
both E. eligens and F. prausnitzii are associated with the metabolite Pectin and the
metabolic activity “macromolecular degradation” [FSD+ 12, SWVW77]. R. torques
(RUMTO) is a known pathogenic taxon and has a directed path to the special disease
node. R. torques is connected to R. inulinivorans (ROSIN1). Interestingly R.
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Figure 6.21: Sub-networks of taxa reachable from E. eligens (top) and R. torques
(bottom) in disease network
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Figure 6.22: Sub-networks of taxa reachable from O. unclassified in disease network
torques is an acetate producer and R. inulinivorans is an acetate consumer [FDSL07,
HNM+ 07]. Oscillibacter is considered a beneficial taxon overall, and is a key player
in UC, and in the causal diagram (Fig. 6.22) it is directly connected to the disease
node. It also has multiple paths to disease node via other known beneficial taxa S.
wadsworthensis and B. xylanisolvens.

Causal effects on (CD) disease node
We created a disease network using microbiome data from the CD and healthy
(non-IBD) cohorts. As before, a sample from the CD cohort would have the value
of the disease variable set to 1, while a sample from the healthy cohort would have
that value set to 0. Then we measured causal effects of each taxa on the special
disease node, which we will refer to as the disease effect. According to absolute
values of disease effects, the top taxa are R. inulinivorans, B. finegoldii, E. eligens,
E. siraeum, B. caccae, and R. torques.

108

While R. inulinivorans is not known to be directly causally linked to CD, evidence suggests that R. inulinivorans is more abundant in CD patients [ALY+ 17].
The taxon B. finegoldii is present in the fecal microbiome. While its exact role
may be unclear, emerging reaserch suggests that it may play a role in maintaining a healthy colon, as well as potentially acting as a probiotic to help patients
recover from illnesses such as inflammatory bowel disease and Clostridium difficile infection [Mic]. E. eligens is known for its beneficial behavior as a prebiotic in
IBD [CMZ+ 17]. B. caccae can be harmful in some cases for CD and IBD [WDG+ 01]
and R. torques is a pathogenic taxon for both UC and CD [MI13]. Thus similar
to disease (UC) network analysis we found that the bacterial taxa with the highest
causal effect on the disease node are primarily from the beneficial or pathogenic
group.

6.4.4

Y-Structure Validation

In the causal network inferred from UC data set we have 18 Y-structures. We discuss
the biological significance of some them in Section 6.5. We focus on the Y-leg edges
from these Y-structures. Our experiments showed that the bootstrap values for
the Y-leg edges with 100 repetitions for a given sample size ranged from 0.49 to
0.98. We used non-parametric bootstrap, where duplication of samples in the data
set is allowed. The number of samples is constant (same as the original), however,
some samples appear repeatedly while omitting the others. That is why, in each
experiment, we got different network structures. The mean, median, and standard
deviation of bootstrap values were 0.68, 0.62, and 0.17, respectively. Theoretically,
we know that the Y-leg edges cannot be confounded and bootstrap values also show
high confidence on those edges. In other words, the endpoints of a Y-leg cannot
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have a “common cause”.

6.4.5

Sensitivity Analysis

For sensitivity analysis, we investigated the stability of the computed causal networks with perturbations in the input data. Ideally small changes in the input data
should produce small or no changes in the model. The data sets were modified
repeatedly as follows. For a randomly chosen sample, we generated a new random
sample with same mean and standard deviation as the chosen sample. In this manner, we added 1%, 2%, 3%, . . . new samples to the data set until we the resulting
input caused a significant change in the network structure. A significant change in
the network is defined as the deletion of any edge from the original network with
bootstrap value more than 0.50. For UC network, the first structural change to the
network occurred after adding 7% artificially vreated samples to the data set.
Similarly, randomly chosen samples from the input were deleted. Again, the first
significant change in the network occurred after the deletion of 6% of the samples.
Thus, the computed causal networks are robust to an average of 6.5% perturbations
of samples. Similarly, the Disease networks are robust to perturbation of 8% of
the samples. One possible reason of less sensitivity of Disease network is that,
Disease network is learned from larger number of data samples in comparison to
UC network.
We also conducted a “substitution” experiment, which randomly perturbs the
data across samples, neither deleting nor inserting rows in the data matrix. Again
we started from 1% and continue until we spotted at least one significant change.
From the perturbation we found that the networks are more sensitive than deleting
or adding samples. For UC network we encounter significant changes after randomly
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perturbing 4% of samples and for the Disease network we noticed significant changes
at 5% of data perturbation. One of the possible reasons for the increase in the
sensitivity is that, when we perturb data across samples, the relative abundance
values are no longer coming from the same distribution and that makes the network
more unstable.

6.5

Discussion

Experiments with synthetically generated data sets (Fig. 6.7) shows that even
though there are differences between true and inferred influence values, the relative ranking for most values remain consistent with that of true values. These
experiments suggest that causal inference is a promising approach to analyzing microbiome data, especially when it comes to the identification of potentially dysbiotic
or eubiotic microbes.
In the UC network (Fig. 6.9), E. coli and S. unclassified are isolated. It is known
that E. coli is part of normal gut flora and evidence suggests that it is not playing a
harmful role in the IBD gut [SSYX+ 15]. The bacterial taxa D. invisus, E. eligens, S.
wadsworthensis, R. inulinivorans, A. muciniphila are at the top of the network and
have no incoming edges, suggesting that they exert an influence on most, if not all,
of the descendant taxa in the lower part of the network. The highly abundant taxon
F. prausnitzii from the Proteobacteria phylum has several incoming and outgoing
edges, many colored red, suggesting that it has a strong negative influence on its
descendant bacterial taxa and that its ancestors also impact it negatively.
The distribution of pairwise causal effect values in the UC causal network (see
Fig. 6.11) is normally distributed with a peak at 0, suggesting that most pairwise
causal effects are relatively small. The top 30% of the pairwise causal effects involve
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bacteria including R. torques, F. prausnitzii, S. wadsworthensis, B. xylanisolvens,
B. uniformis, P. copri, all of which are known to be key players in UC pathogenesis.
Analysis of the data from non-IBD subjects (see supplementary figure 6.10)
shows the bacterial taxa B. xylanisolvens, E. eligens, B. finegoldii, A. muciniphila
and some species of Oscillobacter to have the highest causal influence on the remaining taxa. These claims are supported in the literature, which show them to
play a eubiotic role [MKM11, UTS+ 12, MM95, WPM+ 16]. Analysis of the data
from the diseased state (UC) shows that the taxa R. torques, B. massiliensis, P.
distasonis, and D. invisus are the most influential. Again, the published literature supports the above claims by suggesting that these are potentially pathogenic
[MK15, LMJS06, WLZ+ 19, MJPD+ 07]. Thus, we conclude that our methods allow
us to identify potentially eubiotic and dysbiotic bacteria in cohorts of microbiome
samples.
The subnetwork rooted at R. torques in the UC causal network (Fig. 6.9 shows
a total of 19 taxa reachable from R. torques. Published work has suggested that D.
invisus (DIAIN), a direct child of R. torques, is also associated with IBD [ATT+ 15].
Evidence also suggests that R. torques has an impact on pectin-modulated bacteria
such as P. copri (PRECO) [LBdSK+ 19]. R. torques is also connected to F. prausnitzii (FAEPR) via E. eligens (EUBEL). It has been shown that E. eligens is a
producer of acetate, which in turn is consumed by F. prausnitzii.
Causal influence values have already suggested that B. xylanisolvens (labeled
BACXY) is a key player in UC. The analysis of the subnetwork rooted at B. xylanisolvens, which reaches 16 other taxa, is done in the context of metabolic networks
from previously published literature. B. xylanisolvens is a producer of cellobiose,
which may be consumed by B. uniformis (BACUN) [CDLBD08, MYH+ 11]. B. xylanisolvens and P. merdae (PARME) both consume D-glucose [SB06, CDLBD08],
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making them potential competitors for glucose. This may explain the negatively
correlated causal connection from B. xylanisolvens to P. merdae. B. xylanisolvens
and B. vulgatus (BACVU) are both consumers of D-fructose [SZJ+ 10, CDLBD08],
making them potential competitors, although no evidence of competition is found
in the network.
The analysis performed by selective addition of metabolite concentrations from
associated metabolomic data (available from IHMP) was shown in Figs. 6.13a and
6.13b. This targeted analysis strongly suggests a role for the intermediate metabolites in the interaction between the pair of bacterial taxa mentioned. The claim is
supported by the published literature on acetate and butyrate. After reaching the
gut, carbohydrates resistant to digestion (commonly derived from dietary fibers)
are degraded by gut microbiota to produce monosaccharides. These monosaccharides can be utilized by some bacteria including E. eligens in the gut to produce
short-chain fatty acids such as acetate, butyrate, and propionate [MLRC20]. Faecalibacterium prausnitzii is a commonly known acetate consuming bacteria, it consumes acetate and produce various fatty acid including butyrate by utilizing glucose [KDS+ 12]. Interestingly, under in vitro conditions it was confirmed that the
growth of F. prausnitzii is strongly stimulated in the presence of acetate [HKP+ 14].
B.xylanisolvens produce by-products such as acetate, succinate, and propionate.
These fatty acids are the by-procducts of xylose and sugar fermentation. B. xylanisolvens is able to produce acid from many sugars such as glucose, mannitol, sucrose, glyercol, fructose, galactose, and melibiose [CDLBD08, UTS+ 12]. Similarly,
Faecalibacterium prausnitzii produces butyrate, formate, and lactate using fructose,
oligofructose, and inulin [MRSDV14]. Also, from the controlled experiment it is evident that treatment with fructans led to an increase of F. prausnitzii [VTRD+ 19].
Due to the scarcity of data and knowledge-bases, many edges cannot be verified via
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metabolic networks. However, from the evidence it is understandable that metabolites play a huge role in the causal relationships in microbiomes.
Bacterial taxa that play an important role in the causal networks of healthy cohorts, but play a less influential role in the networks for disease cohorts are inferred
as playing a eubiotic role within the microbiome. For example, B. xylanisolvens, E.
eligens, B. finegoldii, A. muciniphila have the largest reduction in their causal influence values between the healthy and the diseased cohorts (Fig. 6.12) and their beneficial roles are confirmed by the literature [CDLBD08, UTS+ 12, CWL+ 16, ZAF+ 13,
Wex07, ZLC+ 19]. Bacterial taxa that play an important role in the causal networks
inferred from both healthy and disease cohorts are also of interest, since they can be
inferred as being important in healthy microbiomes, but likely changing their roles
during dysbiosis, perhaps by an introduction of a pathogenic strain or by triggering
one of its virulence factors. For example, the known pathogen R. torques has a reduction in its causal influence value between the healthy and diseased cohorts (Fig.
6.12) [MK15].
The Disease networks are a novel way of combining the information from the
UC and healthy cohorts. The first obvious difference between the network for only
UC data (Fig. 6.9) and the disease network for UC using a combination of UC and
healthy data (Fig. 6.20) is the number of edges – the disease network has more edges
than the network without the disease node. It is unclear why more dependencies
between the taxa appear in the presence of disease node. One possible explanation
is that due to the greater diversity in the samples, which now contains two very
different cohorts, there are more dependencies among the variables. Unlike network
from only UC data, there are no isolated nodes in the disease network.
More detailed analysis of the UC disease network revealed additional useful information. The taxa, S. wadsworthensis (SUTWA) and B. xylanisolvens (BACXY)
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are among the most influential bacteria based on causal effect values (on the special
disease node) as shown in Table 6.4. Both taxa are directly connected by an edge to
the disease node and have no other directed paths leading to the disease node. The
taxon, E. eligens (EUBEL), a known beneficial bacterial taxon, has a directed edge
to disease and directed paths to some other key players such as B. xylanisolvens
(BACXY) and S. wadsworthensis (SUTWA) shown in the supplementary (see Fig.
6.21).
We investigated one of the outgoing edges to F. prausnitzii and we found from
the existing knowledge-bases that both E. eligens and F. prausnitzii are associated
with the metabolite Pectin and the metabolic activity “macromolecular degradation” [FSD+ 12, SWVW77]. R. torques (RUMTO) is a known pathogenic taxon and
has a directed path to the special disease node. R. torques is also connected to R.
inulinivorans (ROSIN1) by an edge. Interestingly R. torques is an acetate producer
and R. inulinivorans is an acetate consumer [FDSL07, HNM+ 07], suggesting a possible mode of causal interaction between the two taxa. Oscillibacter is considered an
important beneficial taxon, and in the UC disease network it is directly connected
to the disease node. It also has multiple paths to disease node via other known
beneficial taxa S. wadsworthensis and B. xylanisolvens, suggesting other unknown
modes of interaction contributing to disease.
The analysis of Y-structures identified 18 Y-leg edges. Based on information
from the existing knowledge-bases, we discuss the biological significance of the Yleg edge from Bacteroides fragilis to Roseburia intestinalis. It has been shown
that Bacteroides fragilis is responsible for producing the metabolite, acetate, which
accounts for 30−54% of the total products by bacteria [RCSGdlRG17]. Furthermore,
acetate is efficiently utilized by certain groups of anaerobic bacteria particularly by
butyrate-producing species including Roseburia intestinalis [CBD06]. While we can
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never categorically prove that a Y-leg edge is not counfounded by any hidden factor,
we may be able to explain why the edge is significant. The Y-leg edge from B. dorie
to Parabacteroides distasonis is potentially significant because of the intermediate
metabolite, Xylan [FSD+ 12, SB06].
We discuss a few limitations of the work presented here. The first limitation is
that the work presented here assumes that there are no hidden confounders, when
in reality we cannot rule out their existence. Minimizing the effects of hidden confounders or measuring unbiased effects in the presence of hidden confounders remains
a challenging research direction. Second, the causal influence notion allows us to
study the influence of one taxon on the disease node. Future work needs to also
consider how groups of taxa influence disease. More generally, future work needs to
consider how groups of taxa influence or impact other groups of taxa. A third major
limitation is that of compositionality, which is caused by the use of relative abundance
values instead of raw abundance values in our analyses. Relative abundance is an
attempt to normalize sequencing depth in different samples, but introduce compositionality and the ensuing correlations into the analysis. The log-ratio transform and
the hierarchical multinomial-logit models provide two approaches to address compositionality [MMW+ 19, SRH+ 19]. Unfortunately, the log-ratio method is known
to harm the variance strtucture in the data, while the second approach remains to
be strongly validated. Finally, future work entails limited laboratory verifications
of some of the microbial interactions, especially those involving metabolites.

6.6

Conclusion

In summary, this chapter takes us one step closer to understanding complex systems
such as microbiomes in a causal way. It helps us to shed light on interactions
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between microbial taxa and the role of metabolites. It provides the framework
to include other omics data and understand complex relationships and processes in
microbiomes in a quantitative way with the use of interventional calculus. They also
make it possible to elucidate biological processes by drawing inferences on the role of
intermediaries such as metabolites, genes, and environmental factors. The resulting
causal networks are statistically significant, robust, and sensitive. We hypothesize
that our approach can lead to a better understanding of the efficacy of probiotics
and prebiotics.
Intervention techniques can be used to quantify the average causal impact of
one entity on another. However, one of the major limitations of measuring causal
effects and influence is the possibility of the existence of hidden confounders. All
experiments and tools used in this chapter assume that there are no hidden confounder. However, in the real world scenario that is not always true. That is why,
to estimate the causal effects precisely, the effects of the latent counfounders need
to be considered. Minimizing the effects of hidden confounders or measuring unbiased effects in the presence of hidden confounders is another challenging research
direction.
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CHAPTER 7
DEALING WITH HIDDEN CONFOUNDERS IN MICROBIOMES
Studying causal relationships in biological systems using laboratory experiments,
when it is not possible or unethical, is often difficult, expensive, and time-consuming.
Fortunately, research has made it possible to do causal inference given sufficient
data from observations. It is well known that the methods for causal inferences can
lead to spurious causal relationships in the presence of unknown and/or unobserved
confounders. This could happen if the confounder simultaneously impacts both the
cause and the effect of any inferred relationship. However, in most cases, we do not
know what hidden confounders may be lurking to cast a shadow on inferred causal
relationships. A recent paper by Wang and Blei [WB19] shows a way to introduce
“substitute confounders”, which have the ability to account for hidden confounders.
This chapter builds on the work of Wang and Blei and takes the approach one
step further by applying causal inferencing after reintroducing the substitute confounder and then applying Pearl’s intervention techniques. The advantage of our
approach is the ability to infer a complete causal network with the inclusion of the
substitute confounder. We validate our approach on both synthetic data and real
microbiome data sets. The results from real microbiome data sets are consistent
with the previously published literature.

7.1

Confounders in microbiome studies

A microbiome is the collection of all microbiota that cohabit in the same environmental niche. Examples of niches include the surface of the human body skin, interior
of the lungs and mouth, and the gastrointestinal tract. In the human body, these
microbial communities include bacteria, virus, fungi, archaea and protists. They are
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essential for vital human processes like digestion, nutrition, immunity, and homeostasis. In our study we focus on the microbial community and their role in health
and disease. Microbial communities are dynamic and involve complex interactions
between their constituents, including those with the host and the environment. In
the healthy state, there are harmonious relationships between the microbes in the
microbiomes and in their relationship with the host. However, deviation from the
symbiotic relationships could be harmful for the human host. That is why, our goal
is the deeper understanding of microbial interactions. We also hypothesize that
many of the relationships are causal, and their discovery is an important step to
understand disease mechanisms and the development of appropriate treatments.
With unprecedented advancements in sequencing technology we are now able
to understand the community profile of the microbiome in great detail. A large
number of research publications have studied the association between the microbial
profiles in the gut microbiome and phenotypes such as obesity, autism, inflammation,
ADHD, and more [JM16, LHDH17, HL12, AEN+ 17]. If a single species or strain of
some pathogenic microbe is responsible for disease, then this can be identified by
doing differential abundance calculations between case and controls. However, most
studies are unable to go beyond establishing a simple association between differential
abundances in the microbiome and the phenotype.
The questions of causality is way more important as well as more difficult to
infer than association. The two previous chapters have addressed the problem of
establishing causal relationships and their magnitudes. One of the key obstacles to
make correct causal inference is that there may be unobserved confounders [Aur19].
Unobserved or hidden confounders are those variables not present in the data set,
however, affect both causes and effect simultaneously. If data is collected from an
observational study, it is quite natural that data sets do not include all possible
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factors. Hence, the impact of latent confounders are unavoidable while doing causal
inference from microbiome data, even if the data is of high quality.
Association is often misinterpreted or extrapolated as causation. The gold standard method for inferring causation is the randomized controlled experiment. However, what is more often available is not data from such controlled experiments, but
lot of observational data, which may not have been collected within the context of
the study. In recent years, more data from microbiome studies are becoming available, and our goal is to study causality in a data-driven manner from observational
data, as laboratory experiments are not available or feasible most of the time. Typical machine learning approaches such as regression, deep learning, or Monte Carlo
simulations when applied on relative abundance data from microbiome studies do
not provide causal information. The challenge for regression methods is to find the
right set of variables to regress on, since otherwise it is hard to drown the impact of
the non-causal variables. Deep learning techniques and MCMC methods are hard to
work with because of their general lack of interpretability. Causal inference provides
a systematic and interpretable framework to find significant causal relationships, as
discussed in the previous two chapters. The classical approach to causality assumes
that there are no hidden confounders and therefore do not attempt to identify,
quantify, or correct for confounders. To address the problem of hidden confounders,
Wang and Blei proposed a “deconfounder” approach that estimates a set of variables
called “substitute confounders” and attempts to perform unbiased causal inference.
The bigger idea is fairly intuitive, in most of the real world situations, we cannot
get all variables of a system from available data set. That is why, what if we infer
a set of “proxy variables” that account all the hidden confounders?
In this work, we extend the idea of the deconfounder and incorporate the substitute confounders in the graphical causal model and then follow it up by applying
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interventional techniques to measure causal effects. As we focus on causality in microbiomes, we keep in mind the dynamic and highly complex patterns of microbial
interactions. We take advantage of substitute confounders from the deconfounder
method. It is realistic to assume that data collected from microbiome studies do not
include all possible confounders. That is why we create substitute confounders from
the available observed data and treat them like additional random variables. Thus,
the augmented data set is constructed by including substitute confounders. Then we
infer the causal graph or causal structure from the augmented data set. Finally, we
apply intervention to estimate causal effects on top of our inferred causal graph. We
also do a comparative study between the original deconfounder method of Wang and
Blei where the causal graph was not considered, and our proposed method for the
microbiome data. We also computed causal influence from the causal graph with
the presence of substitute confounders and compare the inference outcome when we
do not consider the substitute confouders. The method is applied to one synthetic
data set and two real data sets and we have showed the improved ability to identify
causal relationships and their magnitudes.

7.2

Methods

The outline of the approach for causal inference with unobserved confounders is
as follows: (1) Use the method of Wang and Blei to estimate the substitute confounders; (2) Check the validity of substitute confounders; (3) Apply causal inference
and generate a causal network after the inclusion of the substitute confounders as
additional variables; (4) Apply Pearl’s do calculus on the resulting causal network
for interventions as needed; (5) Compute causal influence; and (6) Validate results
where possible. In this section, we briefly explain every step mentioned above.
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7.2.1

Notation

We first define the notation used in this paper; basic notations can be found in
Chapter 2. Consider a metagenomic data set for m samples each containing at
most n bacterial taxa with measured abundance. Each sample also has an outcome
variable, Y . In our study, the outcome is the disease status, a binary variable (0 for
healthy and 1 for diseased). So the input data is a m × (n + 1) matrix. Consider
the vector, Ai = (Ai1 , . . . , Ain ), i = 1, . . . , n, representing the measured relative
abundance of all bacterial taxa in the sample from subject i with outcome Yi . A
broad goal is to understand how the relative abundance of the taxa affects the disease
status. This is achieved by estimating the distribution of Y as a function of the joint
distribution of the relative abundance of the taxa in the samples. Interventional
effect would help us understand the effect of the abundance changes of one or more
taxa on the disease outcome Y .
However, the method would be flawed if there is a need to account for confounders, i.e., factors that affect both the microbial abundance and the disease outcome. Given a, a fixed vector of values assigned to the relative abundance of each
taxon, let Yi (a) be the disease outcome distribution for subject i, if the abundance
profile of this subject were to be equal to a. Typically, we want to estimate E[Yi (a)],
for any a, which allows us to estimate the expected outcome for subject i with a
given abundance profile. Next we write down the causal effect of the abundance of a
single taxon on the disease outcome. The causal effect of j-th taxon on the disease
outcome of subject i is given by:

dYi (a)|aj = a
,
E
da


(7.1)

where aj is the j-th component of the abundance profile vector a. We know that
Eq. 7.1 can give correct causal effect values only if there are no hidden confounders.
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However, in reality it is difficult or impossible to ensure that no hidden confounders
exist. Thus, the approach of using substitute confounders as proxy variables is a
meaningful approach.

7.2.2

Deconfounder Model

The method to estimate the substitute confounders proposed by Wang and Blei is
known as the deconfounder method [WB19]. The deconfounder method consists of
three major parts as described below.

Fitting a factor model:

The first step is to fit a factor model to the observed

causes. Let P be the joint distribution, then the following equation encodes the
factor model.
Z
P (Zi )

P (Ai1 , Ai2 , . . . , Ain ) =
Zi

n
Y

P (Aij |Zi ) dZi ,

(7.2)

j=1

where Zi = (Zi1 , Zi2 , . . . , Zik ) represents a k-dimensional vector of hidden factors and
Ai = (Ai1 , . . . , Ain ) is the abundance data for sample i on n microbial taxa. These
substitute confounders can be constructed by fitting a probabilistic factor model.
Some possible candidates for the factor model are probabilistic principal component
analysis (PPCA), Poisson matrix factorization (PMF), and deep exponential family
(DEF) [WB19]. In our experiments we used PPCA as explained below.
PPCA is a dimensionality-reduction technique and is a probabilistic variation
of PCA, as proposed by Bishop [TB99]. In PPCA, the abundance data Ai =
(Ai1 , . . . , Ain ) is modeled as a product of a k-dimensional latent variable Zi and
a (k × n)-dimensional parameters Θ = [θij ]. We assume that Zi is normally distributed for i = 1, . . . , m. Then we have the following,
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Zid ∼ N 0, λ2 ,

d = 1, . . . , k


Aij |Zi ∼ N zi> θj , σ 2 ,

(7.3)

j = 1, . . . , n

(7.4)

where λ2 and σ 2 are the variance for the above two distributions. The latent variable
Zi is the substitute confounder inferred from the measured variables.
Checking the factor model:

We perform a predictive check of the fidelity of

the factor model. For each patient i, we randomly hold out a certain percentage of
entries from the abundance of taxa. Let the estimated parameter be denoted by θ̂.
The predictive check procedure follows the steps described below.
First, we generate replicated data sets for the heldout entries based on the


inferred posterior, P Zi |Ai , θ̂ .
Second, we compare the replicated data sets to the observed data sets as shown
below.
h





t (Ai,heldout ) = EZ,θ log P Ai,heldout |Z, θ̂ |Ai,obs

i

(7.5)

Third, we compute the predictive score defined by the test statistic on both the
observed data set, Aheldout and each replicated data set Arep
heldout as follows.
Score = p t Arep
i,heldout




< t (Ai,heldout )

(7.6)

The smaller the predictive score the more different the replicated data is from the
heldout data. If the predictive score is larger than 0.1 then the probabilistic factor
model is considered as adequate [WB18]. The estimated substitute confounders, Ẑi ,
can be used in the causal inference.

The Outcome Model:

In the previous steps, the outcome variable is not used

since the factor model only uses the cause variables (i.e., taxa abundance). However,
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the goal of any causality study is to understand the effects of causes on the outcome
variable (for example, disease status). After estimating the substitute confounders
Ẑi , Wang and Blei use the regression model as the outcome model [WB19]. Given
the outcome variables, Yi , the cause variables, Ai , and the substitute confounders,
Ẑi , the outcome model is expressed as a linear combination of the cause variables
and the new substitute confounders as follows:
Yi =

n
X

βj Aij +

j=1

k
X

γk Ẑik ,

(7.7)

k=1

where the β and γ values are regression coefficients and k is the dimension of the
substitute confounder Zi . Each βj represents the causal effects of the corresponding
taxon on Y . However, in the context of microbiomes, instead of using a simple
linear regression, we propose applying causal inference assuming that the substitute
confounders are additional variable in the system. This allows us to apply interventional calculus on the causal network to estimate the magnitude of various causal
effects.

7.2.3

Assumptions for causal inference

Causal structures were defined in Chapter 4, where we defined causal discovery as
the process of identifying or learning causal structures. As mentioned earlier, the
causal discovery process is applicable under some assumptions. These assumptions
were listed and discussed in Section 2.2.9 in Chapter 2.
We assume causal sufficiency, which implies that any variable that is a direct
cause of at least two measured variables is also measured and available for analysis.
We assume that all variables are causally Markov, allowing us to factorize the joint
distribution of the variables using the edges of the causal graph. We assume faithfulness, which guarantees that when an independency is detected, it is real, and not
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the result of a positive and a negative effect spuriously canceling out. It is assumed
that all random variables are iid and are consistent, and that a reliable test for
independence is available.

7.2.4

Pipeline

We propose a novel pipeline for inferring causal network and measuring causal effects
after incorporating substitute confounders with a goal to minimize the effects of
hidden confounders in the inference. Causal graphs were explained in detail in
Chapter 4. Intervention and causal influence were discussed in Chapter 6. As given
below, the proposed algorithm (Algorithm 5) performs causal inference on a causal
graph that already includes the substitute confounders.
Algorithm 5: Pipeline for causal inference in a microbiome assuming the
presence of one or more hidden confounders
Algorithm: ConExcavator
Input: A data set of features and outcome ({Ai , Yi } : i = 1, . . . , n)
Output: Causal effects of features on outcome
Step 1:
Choose a factor model (M ) (for example, PPCA, DEF, PMF etc.)
while (factor model is not satisfactory) do
Fit the model to the assigned features (Ai , i = 1, . . . , n)
Check the fitted model (M̂ )
end
for Each datapoint do
Estimate substitute confounders (Zi )
end
Step 2: Create a causal graph (G) including features (A), substitute
confounders (Z), and outcome (Y )
Step 3: Apply interventional computation on G to measure pairwise causal
effects

We implemented PPCA for our experiments using “TensorFlow Probability”
[LLC]. We used the PC-stable algorithm 2 (from Chapter 4) for inferring causal
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networks, and finally applied Pearl’s interventional technique for pairwise causal
effects (discussed in section 6.2.3 of Chapter 7).

7.2.5

Data and Experiments

Synthetic Data
The synthetic data was generated as described below in Algorithm 6. It takes
as input the number of variables, n, the number of samples, m, the number of
confounding variables c, and a real value d for the density of the causal graph. It
outputs a synthetic data set generated by a random causal graph G with density d
and stored as a matrix of size m × n, representing m samples each with n features
or variables of interest describing the sample.
Algorithm 6: Synthetic data generation with confounders
Algorithm: SynCon(n, m.d, c)
Input: n, number of variables; m, number of samples; c, number of
confounders such that n > c; d, density of causal network
Output: A m × n data matrix generated by a random causal network of
density, d;
Step 1: Construct a random directed skeleton, Gd (V, E), with |V | = n and
edge density d. This is performed by randomly choosing |E| = d · n
directed edges connecting the vertex set V that do not form directed
cycles.
Step 2: Choose an outcome variable Y ∈ V with at least one incoming edge.
Step 3: Go to step 5 if the directed skeleton Gd has c confounding variables.
Otherwise, go to step 4
Step 4: Add or remove edges to make sure that there are c confounding
variables. Add edges if Gd has confounding variables less than c, remove
edges if Gd has confounding variables more than c.
Step 5: For every edge e ∈ E, select a linear regression defining the
distribution of the variable corresponding to the child node v ∈ V in terms
of its parents.
Step 6: Generate m samples from the network Gd using logic sampling (LS)
algorithm [KN10].
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The above algorithm will generate a synthetic data set along with a causal network that represents the “ground truth”. It will have n variables that have a causal
effect on an outcome variable and will have the presence of a fixed number of confounder variables, which the user may treat as hidden variables. It will also provide
the regression coefficients at each node. We generated m = 1000 samples from
n = 9, 17, 26, 35 variables with c = 2, 2, 3, 4 respectively.
Real Data
As summarized in Table 7.1, we analyzed a data set generated from samples from
the Integrative Human Microbiome Project (iHMP) [oH14a] collected from a cohort
of subjects with ulcerative colitis (UC) along with a cohort of non-IBD (i.e., healthy
controls) subjects.
Table 7.1: Data sets used in this study
Study
Ulcerative colitis (UC)

7.2.6

Database: iHMP [oH14a]
# of diseased samples # of healthy samples
459
429

Problem Formulation

We consider the problem of estimating causal effects of the “cause” variables on an
outcome variable in the presence of hidden confounders. In the experiments with
real data, the iHMP data is augmented with a binary outcome variable representing
the cohort that the sample is from. We use 1 for UC and 0 for healthy. The variables
in the iHMP data set correspond to the abundance of individual taxa present in the
microbiomes from the subjects.
The problem formulation for causal effects among taxa is as follows: Let T =
{B1 , B2 , . . . , Bn } be the set of microbial taxa present in the samples with abundance
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values {b1 , b2 , . . . , bn }. The causal effect of a taxon Bi on disease D is given by the
∂
expression: C(Bi , D) = | ∂b
E[D|do(bi = b)]|.

Finally, we computed causal influence, the effect of an individual taxon on the
whole microbiome. As, we are interested in knowing the causes of disease (IBD),
the causal influence was computed by setting the disease variable 1 using equation
7.8.
CI(Bi ) =

X

|C(Bi , Bj )|.

(7.8)

j6=i

7.3

Results

7.3.1

Experiments with Synthetic Data

As mentioned before, m = 1000 synthetic data sets were generated for n = 9, 17, 26, 35
variables with c = 2, 2, 3, 4 respectively. The columns corresponding to the c confounders were kept hidden from the analysis. Algorithm 5 was then applied to the
data on the remaining variables (including the outcome variable). An example of
a synthetic network with hidden confounders is shown in Fig. 7.1. For this specific experimental run, the data was generated with the model shown in Fig. 7.1,
but the analysis was performed after deleting the columns for the assumed hidden
confounder variables, B and C. In each case, we estimated c substitute confounders
using the PPCA factor model, constructed causal networks, and measured the causal
effects of regular variables on the outcome variable. The true causal effects of the
regular variable were computed on the true network that included the hidden confounders.
To evaluate the performance of our proposed pipeline on the synthetic data, we
measured the closeness of the computed causal effects and the true causal effects
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Figure 7.1: A sample synthetic network to generate synthetic data with hidden
confounders B and C, outcome variable I, and regular variables {A, D, E, F, G, H}.

using (a) root mean square error (RMSE), and (b) absolute mean relative difference
(AMRD) given by the following formulae shown below:
v
u
D 
2
u1 X
t
β̂j − βj , and
RMSE(β̂, β) =
D j=1

(7.9)

D


1 X 
AMRD(β̂, β) =
| βj − β̂j /βj |,
D j=1

(7.10)

where β̂ is the estimated effect, β is the true effect, and D is the number of measures.
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We repeated the above experiment 100 times for each n = 9, 17, 26, 35 networks
and results of the performance are summarized below in Table 7.2. Fig. 7.2 shows
the distribution of the relative deviation, (true − estimated)/true.
Table 7.2: RMSE, and AMRD values comparing the set of causal effects between
every measured variable and the outcome variable averaged over 100 repetitions of
the experiments with synthetic data sets.
Network RMSE
N=9
0.025
N = 17
0.042
N = 26
0.051
N = 35
0.072

AMRD
0.12
0.45
0.38
0.41

Figure 7.2: Distribution of the relative deviation of estimated causal effects from
true effects measured as (true − estimated)/true from experiments with synthetic
data.
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7.3.2

Real Data

In the experiments using real data we assume that bacterial taxa are causes and
health status represented by the disease variable is the outcome variable. We computed pairwise causal effects of each taxon on the disease node, using these values
to understand the impact of the taxon on the disease outcome. We also computed
causal influence, which is the sum of the causal effect of a taxon on all other taxa,
to understand the overall influence that a taxon exerts on the entire microbiome.

Fidelity of Substitute Confounders
Since the number of hidden confounders is unknown, experiments were performed
with all values of k in the range 1 through 7. The value of k that resulted in the
highest predictive score was then used for further evaluation. As shown in Fig. 7.3,
the optimal value for k was 4 for the UC data set.

Figure 7.3: The number, k, of substitute confounders plotted against the predictive
score for the UC data set. Optimal value of k was 4.

We also measured the accuracy of predicting the disease status. For this work,
we divides the samples into training (80%) and test (20%) data sets. With the
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training set, we created two networks, one with and one without including substitute
confounders. In each case, we measure the accuracy of predicting the disease status
given the other variables in the test set. The confusion matrices from two sample
executions are given in Table 7.3. We repeated the same experiment 100 times and
have reported the average precision, recall, F-1 score, and accuracy values in Table
7.4. Note that the network having substitute confounders provides higher prediction
accuracy.
Table 7.3: Confusion matrix for the prediction outcome of disease status including
substitute confounders from one sample execution on the left side, and without
substitute confounders on the right.
Predicted (with
confounders)
Healthy Disease
Healthy
63
23
True diagnosis
Disease
22
70
Total
85
93

Predicted (without)
confounders)
Healthy
Disease
Total
60
26
86
23
69
92
83
95
178

Table 7.4: Average values of precesion, recall, F-1 score, and accuracy from the
network without and with substitute confounders obtained from 100 repetitions of
the experiments. P-values show the statistical significance of the difference without
and with confounders.
Network type
No substitute confounders
With substitute confounders
P-value

Precision
72.3%
74.9%
0.06

Recall F-1 Score Accuracy
70.2%
71.5%
72.2%
73.1%
74.3%
75.1%
0.08
0.10
0.06

Causal Network, Causal Effect, and Causal Influence
The causal network resulting from applying Algorithm 5 to the UC data set along
with the disease node, and the k = 4 confounders, Z1 , Z2 , Z3 , Z4 , are shown in
Fig. 7.4. The four confounder nodes are colored orange. The disease node is colored
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black. Each other node represents the relative abundance of a single bacterial taxon.
These nodes are colored based on their phylum. Firmicutes are colored with cyan,
Bacteroidetes taxa are colored blue, Proteobacteria taxa are colored green, and
Verrucomicrobia taxa are colored purple. The size of each node is proportional
to the average value of that variable in the cohort. For bacterial taxa, the size is
proportional to its average relative abundance. Edges represent their conditional
relationships as inferred by the causal structure learning algorithm and suggest
direct causal effect. The absence of an edge suggests that there is no direct causal
effect, although indirect causal effects may exist. It also represents that the two
variables are independent when conditioned on some set of variables. The color of
the edges represents the sign of the correlation between the variables represented
by the nodes (green color stands for positive correlation, and red color for negative
correlation).
Log-likelihood: -27536.89
A. muciniphila
A. onderdonkii
A. putredinis
B. caccae
B. cellulosilyticus
B. dorei
B. eggerthii
B. finegoldii
B. fragilis
B. massiliensis
B. ovatus
B. sp_2_1_22
B. sp_4_3_47FAA
B. stercoris
B. thetaiotaomicron
B. uniformis
B. vulgatus
B. xylanisolvens
B. intestinihominis
D. invisus
E. coli
E. eligens
E. rectale
E. siraeum
F. prausnitzii
O. unclassified
P. distasonis
P. merdae
P. unclassified
P. copri
R. intestinalis
R. inulinivorans
R. torques
S. unclassified
S. wadsworthensis

AKKMU
ALION
ALIPU
BACCA
BACCE
BACDO
BACEG
BACFI
BACFR
BACMA
BACOV
BACS2
BACS4
BACST
BACTH
BACUN
BACVU
BACXY
BARIN
DIAIN
ECOLI
EUBEL
EUBRE
EUBSI
FAEPR
OSCUN
PARDI
PARME
PARUN
PRECO
ROSIN
ROSIN1
RUMTO
SUBUN
SUTWA

Figure 7.4: causal network with four substitute confounders Z0 , Z1 , Z2 , Z3 shown in
solid yellow color, and disease node shown in solid black color
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We applied interventional techniques (see Section 6.2.3 of Chapter 7) on the
network shown in Fig. 7.4 and measured causal effects of each taxon on the disease
node. We compared the results (causal effects on disease node) with and without
including the substitute confounders (shown in Table 7.5). We measured the causal
effects on disease node using the alternative approach (as suggested by Wang and
Blei [WB18] without inferring the network but using linear regression and adding the
estimated substitute confounders as the regressors. These comparisons are shown
in Table 7.6.
Table 7.5: Sorted list of taxa based on causal effects (descending order) on the
disease node (ulcerative colitis) before including substitute confounders (first three
columns on the left), and after including substitute confounders (last three columns
on the right). Taxa considered to be beneficial bacteria are indicated by “B” in the
Type column, while pathogenic ones are indicated by “P”. A “-” indicates that no
information is available on the taxon.
Taxa
O. unclassified
S. wadsworthensis
E. eligens
B. xylanisolvens
A. onderdonkii
B. sp4
D. invisus
B. ovatus
R. torques
A. muciniphilas

CE-without Type
6.68
B
6.34
B
5.29
B
4.73
B
4.68
4.04
2.53
P
2.38
1.41
P
1.39
B

Taxa
S. wadsworthensis
B. xylanisolvens
O. unclassified
E. eligens
A. onderdonkii
B. intestinihominis
R. torques
A. muciniphila
D. invisus
B. ovatus

CE-with Type
5.54
B
4.50
B
4.41
B
4.24
B
3.47
3.42
2.22
P
1.41
B
1.26
P
1.09
B

Finally, causal influence values were computed as described in Chapter 4 from
the causal networks with and without substitute confounders (Fig. 7.5). The goal
was to understand the overall influence exerted by a taxon on the entire microbiome.
Since we were interested in the influence of the taxa under disease conditions, we
performed the computations for the causal influence value by conditioning on the
value of the disease variable to be equal to 1.
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Table 7.6: Sorted list of taxa based on causal effects (descending order) on the
disease node (ulcerative colitis) obtained using regression model including the substitute confounders (left), and from our propose method (intervention on top of
causal network) including the substitute confounders (right). Taxa considered to be
beneficial bacteria are indicated by “B” in the Type column, while pathogenic ones
are indicated by “P”. A “-” indicates that no information is available on the taxon.
Taxa
E. eligens
O. unclassified
P. unclassified
P. distasonis
B. vulgatus
E. coli
B. eggerthii
A. putredinis
F. prausnitzii
R. intestinalis

7.4

Regression Type
6.20
B
4.75
B
3.44
1.83
1.71
1.63
1.42
1.12
1.07
B
0.76
-

Taxa
S. wadsworthensis
B. xylanisolvens
O. unclassified
E. eligens
A. onderdonkii
B. intestinihominis
R. torques
A. muciniphila
D. invisus
B. ovatus

Proposed
5.54
4.50
4.41
4.24
3.47
3.42
2.22
1.41
1.26
1.09

Type
B
B
B
B
P
B
P
B

Discussion

In the synthetic experiments, we observed that both the RMSE and AMRD increased with the increase in n, the number of variables, suggesting a drop in performance as the complexity of the network increased. From the the distribution of
relative deviations between the observed and true values, we note that the curve is
concentrated around the value 0, and that deviations increased with n.
The motivation behind the estimation and inclusion of substitute confounders is
to make corrections in the causal effects and causal influence values, which were previously obtained under a strong assumption that “there are no hidden confounders”.
The addition of the confounders lowered the pairwise causal effect values on the disease node (see Table 7.5), which is explained by the intuition that the confounder
is now bearing a fraction of the responsibility for the cause of the disease.
The bacterial taxa, B. xylanisolvens, E. eligens, S. wadsworthensis, O. unclassified, A. muciniphilas, and B. ovatus are known to be beneficial taxa according to the

136

(a) Causal influence without substitute confounders

(b) Causal influence including substitute confounders

Figure 7.5: Top ten causally influential taxa from the UC-disease network and
their corresponding influence value. Taxa commonly known as beneficial are shown
in green color, taxa known as pathogenic are shown in red color, and blue color
indicates the taxa whose behavior is not known from the published literature.
published literature. In contrast, R. torques, D. invisus are known to be pathogenic
bacteria for UC [CDLBD08, UTS+ 12, CWL+ 16, ZAF+ 13, Wex07, ZLC+ 19]. Table
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7.5 shows that our proposed method with substitute confounders highlight more
beneficial or pathogenic bacteria among the ten highest causal effect values.
Recall that our proposed method did not use the regression method suggested
by Wang and Blei and instead we proposed a method that reconstructed the network after estimating the confounders. The comparison was summarized in Table
7.6, which shows that our proposed method identifies more number of beneficial or
pathogenic bacteria among the ten highest causal effect values. Note that substitute
confounders were included in both methods. Finally, we also reported experiments
to see how substitute confounders impacted the causal influence computationa. The
top ten taxa based on causal influence value under disease conditions, with and without the substitute confounders are shown in Fig. 7.5. While the values changed in
the two figures, the order of the taxa did not change with the exception of Oscillibacter, suggesting that deconfounding changed the inference about the most influential
taxon, which was known to be a beneficial taxon according to the literature.
In summary, the experimental results showed that substitute confounders can
provide better inferences in causal graph, and in the computation of pairwise causal
effect and causal influence values.

7.5

Conclusion

Causal inference takes us one step beyond association studies. Including substitute
confounders is a good proxy for hiddden unknonw confounders and can help us to
identify potentially beneficial and pathogenic bacterial taxa with higher confidence
and accuracy. Laboratory experiments are needed to confirm our predictions. Our
conclusions are supported by published literature, and our approach is novel for
microbiome analysis.
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CHAPTER 8
CONCLUSION
Microbiome studies have been dominated by observational approaches. Some efforts have been made to infer causality from association [RP18, HK12]. Because of
the difficulty and expense of doing traditional hypothesis-driven research on microbiomes, many data-driven studies exist in the literature. However, very few studies
have gone beyond association-based studies and ventured into data-driven causality
studies in the microbiome domain.
The challenges of analyzing microbiome data sets addressed in this dissertation
include: (i) inferring causal relationships from omics data with or without expert
domain knowledge, (ii) measuring the causal effects, i.e., magnitude of causal relationships, between the entities in the microbiome, (iii) identifying causal relationships and causal effects from data with potential confounders. This dissertation
shows how causality can shed light on subtle biological patterns like colonization order in microbial communities, identify key microbial taxa that play a causal role in
health and disease, detect potential beneficial (eubiotic) and pathogenic (dysbiotic)
microbes, and infer causality from data with hidden confounders.
Information on relationships (microbe-microbe and microbe-host) within a microbiome can be critical to understanding health and disease. Consequently, these
relationships have triggered many scientific investigations from different perspectives. Interestingly, many of the questions boil down to investigating causal relationships and a number of studies have pursued these questions. This dissertation
attempts to bridge the gap between associational studies and causal inference.
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8.1

Major Contributions of this Dissertation

We summarize the three main contributions of this dissertation in the three subsections below.

8.1.1

Learning Causal Structure from Metagenomic Data

The first question we addressed is the construction of a causal structure, i.e., a
delineation of the causal relationships between the entities of the microbiome. We
showed how to learn causal relationships from observational data collected from
microbiome studies, how to interpret a causal diagram, and how to enhance the
inference by taking advantage of associational patterns. Finally, we showed how to
make inferred causal claims more interpretable from a biological perspective.
Causal networks are a convenient and useful way to represent causal relationships
and their distributions. We learned causal structure from both semi-synthetic and
real microbiome data. Semi-synthetic data were generated by applying temporal
alignments on real data. We showed that the causal structure is able to recover the
hidden patterns like temporal order even when the data is not from a longitudinal
study.
We incorporated correlation patterns and causal structure to uncover biological
significance, and proposed an enhanced causal structure named signed Bayesian
network (sBN). We identified ten real data sets (oral, infant gut, and vaginal) from
three databases and applied sBN techniques on these data sets.
We show that our proposed technique of combining causal structures with correlation patterns can extract relationships connected to colonization patterns. In the
oral cavity, bacteria have been classified as early and late colonizers. We noted that
the sBNs generated from microbiome data the direction of edges are consistent with
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colonization order and all edges connecting early and late colonizers are negatively
correlated, consistent with the view that late colonizers proliferate when the early
colonizers become less abundant.
From infant gut microbiome data, the sBN suggests relationships among the
taxa from the microbes over the first few weeks of their lives. The direction of edges
in conjunction with correlation patterns are also strongly suggestive of colonization
order. From vaginal microbiome data, the sBN captures relationships among vaginal
microbes differentially abundant in samples with different Nugent score. It suggests
that the pathogenic genera are consistently late colonizers in vaginal microbiome.

8.1.2

Learning Causal Effects from Microbiome Data

Causal structures elucidate relationships among the random variables. However, to
understand the magnitude of the impact of one entity on others, one of the most
appropriate techniques is to construct causal Bayesian networks. Recent studies
on microbiomes have established many important associations between microbiome
and health or disease status, but do not shed light on the underlying biological
mechanism or on the microbial agents that play a vital role. To the best of our
knowledge, we are not aware of any current research to measure causal effects between microbiome entities from high dimensional compositional data.
We showed how to learn causal structures in Chapter 5. In Chapter 6, we proposed a method to measure causal effects between any pair of variables in the causal
structures (under some assumptions). As it is generally impossible to precisely verify the causal effects of a taxon on others, we developed an algorithm to generate
synthetic data to test such a hypothesis. We created causal structure and applied
interventional calculus on networks with different number of nodes and densities.
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The method we proposed was able to estimate causal effects that are reasonably
close to the ground truth.
To show the usefulness of our method we applied the pipeline to real data sets
collected from the Human Microbiome Project. The data set is from a study of
irritable bowel disease (IBD). More specifically, the samples were collected from both
patients with ulcerative colitis (UC) and from healthy individuals. We introduced a
scoring method that is capable of ranking taxa based on their causal influence on the
remaining taxa. We measured causal influence of each microbial taxon from both
healthy (non-IBD) and IBD cohorts. Causal influence provides us with information
about the most influential taxa in a microbiome. Previously published literature
has confirmed that the influential taxa are from either the beneficial group or the
pathogenic group.
The ultimate goal of microbiome studies is to assist in designing the right treatments and therapeutics, understand the rise and fall of antibiotic resistance in microbes, and to suggest potential probiotics and prebiotics. To achieve this goal it
is necessary to understand how much a bacterial taxon can impact the health of
the human host. We introduce a concept called the disease network using a data
augmentation method that incorporates a binary random variable in the data set
indicating the health status. By computing the causal effects of every taxa on a
disease node, we ranked the effects based on their magnitude value and found that
top ranked taxa were well known as being pathogenic or beneficial.
In summary, this dissertation contributes to developing a method to correctly
estimate the magnitude of causal effects in causal Bayesian networks.
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8.1.3

Causality in the Presence of Hidden Confounders

An obvious question in a microbiome study is to quantify the effect of a particular
taxon on the health status or the effect of a specific drug on the microbial population.
While it is easy to show whether or not the presence of a taxon or a group of taxa is
associated with a specific disease or disorder, it is way more difficult to prove that
the disease is caused by the change in abundance of that particular taxon or group
of taxa. Even if we can identify the causes, the estimation of the magnitude of the
effects is even more challenging.
The situation may become worse if there are hidden confounders, i.e., variables
that simultaneously affects both the cause and effect of a cause-effect relationship.
Causal inference makes the simplifying assumption that no such hidden confounders
exist. In a microbiome setting it is nearly impossible to measure all factors because
of its inherent complexity. Many potential confounders exist, including environmental factors, host factors, metabolites, and more. It is therefore important to
compute causal structures and causal effects in the presence of hidden confounders.
The problem of handling hidden confounders requires a rigorous theoretical development, that is out of scope of this dissertation and pointed out as a future work. In
Chapter 7 we presented a technique based on cutting edge developments proposed in
the causality literature to minimize the effects of hidden confounders during causal
inference. We showed the effectiveness of our method by analyzing synthetic data
and successfully applied it to real data sets.
The contributions in this chapter include an algorithm to generate synthetic data
from an assumed network with some of its nodes interpreted as hidden confounders.
The algorithm presented in this chapter first estimates substitute confounders
from the available observational data, then modifies the causal network after including the substitute confounders as additional random variables. The advantages of
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working with such an augmented network are as follows: (1) all causal relationships
get adjusted and made more precise; (2) intervention technique can be applied on
the augmented Bayesian network, albeit with adjusted parameters. We show that
our proposed method is able to identify more key microbial players in comparison
to the approach that uses a regression model.
In summary, our contribution is to introduce a new method for microbiome
study to measure causal effects in the presence of hidden confounders and develop
an algorithm to generate synthetic data.

8.2

Other Issues in Microbiome Analysis

We discuss other important issues related to microbiome analysis.

8.2.1

Incorporating Prior Knowledge in Causal Analysis

The first step of learning the structure of a causal network is to determine the arcs
present in the underlying true graph. Most of the time, we learn causal structure in
a fully data-driven way when the background knowledge is not available or checking the performance of bench-marking algorithms. However, in some contexts if we
have expert domain knowledge we can incorporate the knowledge in the structure
learning process. We can white-list some edges and the algorithm includes those
edges and learn rest of arcs from the data. Similarly, if we blacklist some edges then
the algorithm removes those edges beforehand and learns the rest of the edges in the
network. We can also add prior knowledge about undirected edges. However, different class of algorithms behave differently under prior background knowledge. For
example, score-based algorithms work on the space of DAGs, and are not amenable
to incorporate the background knowledge.
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It is important to note that the methods we use explicitly allow us to use limited
forms of prior knowledge. However, more general forms of prior knowledge may be
much harder to incorporate.

8.2.2

Causal Inference in Social Networks

Microbial relationships are similar to those found in social network settings. A
microbiome is essentially a social community of microbes. As in a human social
network, the interactions between taxa in a microbiome has biological, ecological
and physical interpretations and significance. Effects could be positive or negative
depending on whether the relationship is one of communication, cooperation or
competition.
Current methods are not capable of extending causal relationships to investigate complex ecological relationships, such as cooperation, competition, parasitism,
commensalism, amensalism, and parasitism.

8.2.3

Compositionality of Microbiome Data

Compositionality is a widely recognized issue with microbiome data. Most analyses
start with turning raw read counts to normalized counts by dividing the numbers
by the total number of reads. Thus, once normalized, the relative abundance values
add up to 1, thus making them immediately correlated, violating a basic assumption
of most analyses. Phylogenetic Isometric Log-Ratio Transform (PhiLr) [SWMD17]
transforms compositional data into an orthogonal unconstrained space with phylogenetic interpretation while preserving all the information contained in the original
composition. For a given set of samples consisting of measurements of taxa, PhiLr
transforms data into a new space of samples and orthonormal coordinates termed
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“balances”. Each balance is associated with a single internal node of a phylogenetic
tree with the taxa as leaves. The balance represents the log-ratio of the geometric
mean abundance of the two groups of taxa that descend from the given internal
node. PhILR transforms are able to provide biological insights into how human microbiota variance decomposes along individual balances. It provides us information
about evolutionary and ecological forces structuring microbial communities in the
human body.
However, we note that PhiLr does not provide transformed values that can be
used to compare taxa. Since our goal is to investigate interactions between microbial
taxa in microbiomes, we belive that PhiLr is not well suited. This leaves open the
possibility of finding other transforms that address compositionality and allow for
valuable downstream analysis, including the use of causal inferencing techniques.

8.3

Future Work

This dissertation has addressed fundamental problems in microbiome studies and
have showed a way to make the paradigm shift from associational studies to causational studies. However, the microbiome studies from a causal point of view have
many challenges. The challenges are related to data collection, study design, algorithms design, and validating the results. Below, we discuss questions that arose
from the work reported in this dissertation and suggest avenues for future work.

8.3.1

Causal Inference with Multiomics and Logitudinal data

Causal relationships clearly exist between the taxonomic entities of a microbiome,
the functional groups of the expressed microbial genes, the concentrations of the
microbial products (proteins, metabolites etc.) and other host and environmental
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factors. In order to elucidate these relationships, we need multiomics data sets
(static and temporal), whose addition can paint a more complete causal picture of a
microbiome. Moreover, the highly dynamic nature of microbiomes makes it critical
to analyze time series data.
For the multiomics case, causal inference focusing on metabolomics data can
open a new arena of microbiome research. While multiomics data analysis can
be performed with the tools developed in this dissertation, several challenges exist. (a) The range of values for different omics data sets (e.g., for taxa abundance
and metabolite concentrations) are widely different making it harder to do accurate
analyses; (b) There is a lack of comprehensive knowledgebases for multiomics data.
For example, metabolomics and functional annotation databases are less comprehensive than genomics databases; and (c) There is a lack of efficient tools to scale
the computations, especially with the increased dimensionality of the data.
Causal reasoning is easier if time-varying information is available for random
variables because the temporal order imposes a natural causal order, forcing a direction for any causal relationship. In the context of microbiomes, causality from
time series data is very significant, and also validation is much easier. Temporal
causal relationships from microbiome is necessary to get a clear picture of not only
the dynamic behavior of various entities of a microbiome but also the mechanism
of disease progression, effectiveness of antibiotic. For the longitudinal data sets,
the challenge is in deciding whether to utilize separate node sets (and variables) for
each time point (which would make the computation very expensive) or to focus on
modleing the transitions between time points, which would make the causal model
less flexible because the time series needs to be stationary.
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8.3.2

Causal Inferencing for Extremely High-dimensional
data sets

In the recent years, similar to many other domains, microbiome studies have been
experiencing a data deluge. Data sets can be very large in both ways, a large number of samples, and a huge number of variables. In many microbiome data sets,
it is quite common that the number of samples are limited. However, the number
of variables are typically considerably larger than the number of samples. If we
combine metabolomics, proteomics, and metagenomic data together, the data will
be extremely high-dimensional in terms of number of variables. We identify two
challenges: (a) Available conditional independence testing methods between two or
more variables are not reliable if the number of samples are small. New theoretical
frameworks are needed to test for conditional independence under these conditions;
(b) Causal inferencing with a large number of variables (more than˜500 nodes) can
be computationally very expensive. For example, the tests for d-separation can
get very expensive. There are only a limited collection of algorithms and tools for
high-performance computing environments such as clusters, and commercial environments such as Amazon Web Services, Microsoft Azure, Google Cloud.

8.3.3

Assumptions Violated by Microbiome Data Sets

We have showed the utility of interventional techniques to analyze causal graphs
computed from microbiome studies. However, the tools and techniques used assume
that each variable is normally distributed. Experiments are needed to figure out the
extent to which the assumption may be violated for the methods to continue to be
applicable. Theoretical studies are needed to understand if appropriate transforms of
the data would help to address violations of this assumption. Additional theoretical
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work is needed to handle the situation considering non-linear relationships among
the taxa in a microbiome.
Our methods to compute causal structures and perform interventional calculus
depend on the assumption that there are no unobserved hidden confounders, which
is a strong and untestable assumption in the microbiome context. We have showed
that the revolutionary idea of using substitute confounders as proxies is powerful
and effective, especially when combined with the innovations proposed in this dissertation. However, the method of substitute confounders assumes that the measured
variables are not causally related, which can be reliably shown to be false for microbiome data sets. It is important to figure out how to address such violations of the
assumptions, providing important directions for future research.

8.3.4

Counterfactual study in Microbiome

Interventional techniques help us to determine an average causal effect in a cohort
of samples. However, the dissertation has not addressed a major component of
causality, i.e., the theory and application of counterfactuals. Causality studies in
microbiome can be personalized by adapting counterfactual techniques to microbiome data sets. The study of counterfactuals in a microbiome can shed light on
understanding the behavior of microbial taxa at the level of individual subjects,
make huge strides in the area personalized medicine, and in the area of developing
probiotic and prebiotic treatments.
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