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Il lavoro si colloca nel settore della Computer Graphics (piu` precisamente
della scansione e ricostruzione 3D) e presenta una metodologia per il com-
pletamento di scansioni parziali mediante proiezione di pattern sugli oggetti
originali. Una delle problematiche della scansione laser e` la presenza di buchi
nei modelli 3D prodotti. Tali mancanze sono dovute in genere alla presen-
za di superfici difficilmente raggiungibili con uno scanner, o a campagne di
acquisizione non accurate. Le metodologie automatiche di chiusura di questi
artefatti possono introdurre geometria non reale nel caso di buchi di grandi
dimensioni. Il sistema proposto utilizza un pattern laser predefinito proiettato
sulloggetto reale: tramite lallineamento di alcune immagini di questo pattern
sul modello 3D di partenza, e` possibile ricostruire parte della geometria: in
questo modo il buco viene suddiviso in una serie di buchi piu` piccoli, chiudibili
con minore rischio di creazione di artefatti. La ricostruzione della geometria
e` ottenuta tramite l’analisi della distorsione che i pattern disegnano sulla
superficie. L’approccio e` stato implementato nell’ambito di un’applicazione
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Capitolo 1
Introduzione
Nell’ambito della computer graphics, la ricostruzione di un oggetto in 3D
tramite la scansione laser ormai una metodologia assodata. Questo processo
prevede una pipeline che inizia con l’acquisizione di una serie di range map di
porzioni dell’oggetto, e prosegue l’allineamento di queste e la successiva fu-
sione. Solitamente quest’ultima fase produce un modello finale che presenta
una serie di artefatti topologici quali buchi, triangoli intersecati, maniglieect
etc. Solitamente questi artefatti vengono corretti con appositi metodi chia-
mati algoritmi di riparazione.
Alcuni di questi artefatti (es. vertici non referenziati o duplicati, facce con
area nulla) sono facilmente eliminabili in modo automatico, mentre altre
imperfezioni della superficie possono presentare maggiori difficolta`. In parti-
colare i modelli ottenuti da scansione 3D presentano nella maggioranza dei
casi numerosi buchi: questi sono dovuti, in genere, a parti della superficie
difficili o impossibili da acquisire per lo scanner, o a una strategia di scan-
sione non accurata.
La presenza di buchi nel modello 3D puo` rendere meno piacevole la navigazio-
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2ne degli stessi, in quanto questo tipo di artefatti e´ particolarmente evidente:
inoltre, alcuni tipi di applicazioni, come la prototipazione o il remeshing della
geometria, necessitano di modelli watertight.
Per queste ed altre ragioni, nell’ambito della Computer Graphics sono stati
fatti molti sforzi per creare algoritmi di cosiddetto hole filling per eliminare i
buchi presenti in una superficie 3D. Questi algoritmi si possono suddividere
in due classi: metodi locali e metodi volumetrici.
I metodi volumetrici ottengono modelli watertight ”immergendo la geometria
in una struttura a griglia volumetrica. Questi metodi, seppur robusti e affi-
dabili, tendono a modificare la geometria esistente, e non sono generalmente
in grado di lavorare in maniera selettiva. Gli algoritmi locali agiscono invece
sulla zona circostante al buco, analizzando il bordo e ricreando tramite euri-
stiche la geometria mancante. Questi metodi possono agire in modo selettivo
(chiudendo ad esempio solo i buchi selezionati dall’utente), ma la qualita` del-
la superficie creata dipende dall’andamento della stessa al contorno.
Il limite di questi algoritmi diventa chiaro quando la superficie da ricreare e´
grande, in quanto vi e´ il rischio che all’interno del buco si trovino features
geometriche peculiari, non presenti al contorno dello stesso. In questo ca-
so gli algoritmi classici di chiusura buchi tendono ad ”inventare geometria,
creando delle superfici che non corrispondono alla realta`. Questo puo` essere
particolarmente negativo specialmente nel caso di applicazioni legate ai Beni
Culturali o all’Archeologia, nell’ambito delle quali e´ preferibile mantenere il
buco piuttosto che generare dati non realistici.
Nel caso di buchi di grandi dimensioni (il concetto di grandi dimensioni varia
3a seconda della natura del modello e delle sue features geometriche) e´ op-
portuno quindi trovare un modo per ottenere informazione sulla geometria
mancante, riducendo ad esempio la chiusura di un buco in una serie di chiu-
sure di buchi piu` piccoli.
La prima soluzione puo` essere rieffettuare una campagna di scansione: tut-
tavia questo puo` essere difficile dal punto di vista pratico (a causa della
complessita` di organizzazione e effettuazione delle acquisizioni). Inoltre, e´
possibile che parti della geometria siano impossibili da raggiungere per lo
scanner (a causa della difficolta` di posizionamento dello stesso, o della parti-
colare concavita` della superficie).
Lo scopo del presente lavoro di tesi e´ quindi la creazione di un nuovo metodo
(possibilmente automatico e low cost) per la chiusura coerente di buchi di
grandi dimensioni. L’input selezionato per questo approccio e´ stato un set
di fotografie digitali. L’uso di una fotocamera digitale permette l’acquisizio-
ne di moltissima informazione in modo molto semplice. Inoltre e´ possibile
inquadrare parti della superficie dificilmente raggiungibili dallo scanner.
Purtroppo l’analisi di immagini per estrapolare informazione 3D e´ in generale
un task molto complesso, anche a causa della quantita` di dato da analizza-
re. Per questo motivo e´ stato deciso di affiancare alla macchina digitale un
proiettore che generi un pattern predefinito sull’oggetto reale.
Allineando l’immagine sul modello 3D e´ possibile quindi analizzare l’anda-
mento del pattern proiettato e ottenere informazioni sulla geometria del mo-
dello anche nella parte mancante. Tale informazione viene utilizzata per
effettuare un hole filling piu` coerente alla reale forma dell’oggetto.
4Il metodo proposto e´ stato implementato nell’ambito di un tool semiautoma-
tico che effettua le seguenti operazioni:
• elaborazione della foto per estrarre il pattern proiettato.
• stima della posizione nello spazio del proiettore.
• triangolazione geometrica per andare ad inserire all’interno del buco
dei punti in corrispondenza delle linee laser proiettate sul modello e
creazione di triangle strips in corrispondenza degli stessi. In tal modo
il problema complesso di chiusura viene scomposto in alcuni problemi
semplici.
• chiusura dei buchi di piccola dimensione per ottenere la superficie finale.
I risultati preliminari ottenuti su test set di laboratorio si sono dimostrati
promettenti, nella prospettiva a breve termine di una diminuzione dei costi
di diodi laser per la proiezione di pattern di alta qualita`. I principali elementi
di innovazione del presente lavoro di tesi sono:
• l’utilizzo di immagini per il completamento della geometria.
• la proposta di un sistema low-cost da affiancare allo Scanner laser per
ottenere modelli completi.
• la creazione di un tool semi-automatico che permette il completamento
dell’operazione di chiusura in pochi minuti.
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1.1 Organizzazione della tesi
Nell’ ambito del capitolo 2, dopo un’analisi delle principali tecniche di ac-
quisizione e generazione di geometria (con particolare attenzione alle proble-
matiche connesse), e´ presentata un’ampia panoramica delle tecniche di hole
filling allo stato dell’arte. In particolare sono presentate le tecniche che ver-
ranno considerate termine di paragone nella sezione di analisi dei risultati.
Nel capitolo 3 sono descritte in dettaglio le motivazioni che hanno portato
al presente lavoro di tesi, e viene presentato l’approccio utilizzato sulla base
delle scelte progettuali necessarie. Nel capitolo 4 sono descritti i singoli passi
dell’algoritmo implementato, partendo dall’analisi dei dati di input fino alla
generazione del modello chiuso.
Il capitolo 5 presenta invece una particolareggiata descrizione dell’interfaccia
del tool che guida l’utente alla chiusura dei buchi. Inoltre, alcuni test set sui
quali sono confrontati i risultati di chiusura di alcuni metodi di riferimento
con il metodo proposto. Infine, nel capitolo 6 sono presentate alcuni possibili
sviluppi futuri del metodo, insieme alle considerazioni conclusive.
Capitolo 2
Stato dell’arte
2.1 Introduzione alla ricostruzione 3D
I metodi per digitalizzare e ricostruire modelli tridimensionali complessi si
sono evoluti rapidamente negli ultimi anni, diventando sempre piu´ veloci e
precisi. Il loro campo di utilizzo spazia in vari ambiti tra i quali la medicina,
i beni culturali e l’ingegneria. Il processo di digitalizzazione di un oggetto
e` diviso in tre parti: l’acquisizione delle informazione della superficie, alli-
neamento dei dati provenienti dalle diverse riprese e la fusione dei dati per
generare una superficie unica. Esistono due famiglie di metodi per acquisire
i dati della superficie di un oggetto: a contatto e a distanza.
2.1.1 Ricostruzione a contatto
I due principali metodi per la ricostruzione “a contatto”sono l’uso del ta-
statore e il sezionamento. I tastatori sono sistemi costituiti da un braccio
meccanico snodato che termina con un puntatore in grado di muoversi a
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360◦(fig:2.1). In ogni istante il sistema conosce l’esatta posizione spaziale
della punta, tramite la quale si va a toccare il modello per rilevare i punti
della superficie.
Il sistema a sezionamento viene utilizzato soprattutto per piccoli oggetti (in-
setti, campioni biologici, piante). In questo metodo di rilevamento l’oggetto
da acquisire viene immerso in un blocco di paraffina e poi tagliato a fette
sottili(fig:2.2), successivamente ogni fetta viene digitalizzata e assemblata in
un modello volumetrico.
Figura 2.1: Tastatore. Figura 2.2: Sezionamento.
2.1.2 Ricostruzione a distanza
La ricostruzione 3D “a distanza” puo´ usufruire di due tipi di sistemi: ottici
e non ottici. Una caratteristica dei sistemi non ottici e` la ricostruzione del
modello tramite l’approccio volumetrico (fig:2.3). Questo metodo di acquisi-
zione e` molto diffuso in ambito medico, in quanto i dati sono provenienti da
apparecchiature di tipico ambito medicale, come la Positron Emission Tomo-
graphy (PET), la Tomografia Assiale Computerizzata (TAC) o la Risonanza
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Magnetica, che si prestano fortemente a questo tipo di sistema. Questi mac-
chinari sono dotati di un emettitore di raggi (fascio di positroni, onde elettro
magnetiche, ecc.) e un sensore, che in base alla quantita´ di raggio perce-
pito determina lo spessore attraversato dai raggi e ne genera un’immagine.
Girando intorno all’oggetto vengono generate un insieme di “viste” che sa-
ranno utilizzate in input dai sistemi di ricostruzione per generare il modello
3D. Dato che non vi e` un accesso visivo al soggetto della ricostruzione, questi
sistemi vengono catalogati come non ottici.
Per quanto riguarda i sistemi ottici, essi si possono suddividere a loro
volta in in due generi: attivi e passivi. Questa suddivisione si basa sul tipo
di tecnica utilizzata per la scansione, a seconda che la misura della superficie
sia rilevata attraverso l’emissione di un pattern predefinito da parte dello
scanner o meno. Nei sistemi passivi in genere si utilizzano semplici immagini
dell’oggetto.
Tra i sistemi di ricostruzione passivi troviamo lo Shape from Silhouette,
un metodo che ricostruisce la superficie del modello tramite intersezione di
conoidi che hanno come base la sagoma dell’oggetto ricavata dalla digita-
lizzazione di una foto e come vertice il punto di vista della camera(fig.2.4).
Lo Shape from shading, ricava la geometria analizzando come l’oggetto viene
illuminato attraverso la conoscenza del materiale di cui e´ composta e delle
condizioni di illuminazione. Lo Shape from stereo, acquisisce informazioni
della geometria analizzando due immagini della scena. Da queste ricava una
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mappa di profondita´, e da questa la geometria.
Questi sistemi sono tutt’altro che automatici, infatti le immagini prima di
poter essere processate devono essere filtrate. Per esempio, l’oggetto raffigu-
rato nelle foto deve essere in genere scontornato per eliminare il background.
Altro limite di questi metodi e´ che non riescono ad acquisire certe parti di
geometria, per esempio nello Shape from Silhouette, questo limite si ha nel
registrare quelle parti di superfice concave che non rientrano mai nel contorno
dell’oggetto.
Figura 2.3: Approccio volumetrico.
Figura 2.4: Shape from silhouette.
Negli ultimi anni la ricerca sui sistemi di ricostruzione passiva si sta spo-
stando verso sistemi detti “Multi view stereo algorithms”: questi sono sempre
basati su immagini, ma a differenza di quelli sopra citati tendono a eliminare
il bisogno di intervento umano. Questi possono essere suddivisi in categorie
in base all’approccio utilizzato.
La prima classe opera in prima istanza il computo di una funzione di costo
che agisce sul volume 3D in maniera diretta, un esempio di questo approccio
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e´ il voxel coluring [36, 44] che in una singola passata “spazza” i voxel il cui
costo risulta inferiore ad una data soglia a partire da un volume. Altri al-
goritmi di questa classe si differenziano per l’uso di diverse funzioni di costo
come max-flow [34, 47, 38] o multy-way graph cut [20].
La seconda classe, racchiude algoritmi che agiscono iterativamente per
minimizzare una data funzione di costo; questi agiscono sia su voxel che su
superfici: ad esempio lo Space carving [14, 21] e le sue varianti [11, 22, 5,
40, 52, 35], partono da un volume iniziale diviso in voxel e ad ogni passo
eliminano quelli inconsistenti. Alcune varianti usano l’approccio contrario,
cioe` aggiungere voxel per minimizzare la funzione di costo [51, 39].
La terza classe r´appresentata da algoritmi basati su immagini [20, 42, 53,
15] che calcolano un insieme di depth map, associate alle immagini creando
vincoli tra loro per assicurare un unica interpretazione della scena 3D; alcuni
invece adattano le depth map alla scena calcolata in post processing [29].
L’ultima classe di algoritmi elabora le immagini per trovare punti con
caratteristiche comuni: quindi adatta la superfice a questi punti trovati
[12, 26, 28, 43].
Nel 2006 Vergauwen e Van Gool hanno proposto ARC3D [46], un web ser-
vice che partendo da un set di foto di un oggetto ne restituisce la geometria.
Questo sistema in primo luogo calibra la macchina fotografica e, calcolate le
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posizioni degli scatti, applica algoritmi di geometria epipolare per creare il
modello geometrico. Questo sistema e´ stato catalogato come “Unsupervisio-
ned” (non supervisionato) in quanto, a differenza di quelli sopra elencati, e´
quasi totalmente automatico.
Sebbene questo sistema abbia una estrema semplicita´ nel suo utilizzo, (so-
lo in rari casi le foto devono essere leggermente manipolate prima di mandarle
al sistema) la precisione di ricostruzione geometrica e` chiaramente minore ri-
spetto ad altre tecniche di acquisizione.
A differenza dei sistemi appena descritti, i sistemi attivi non necessita-
no di immagini su cui lavorare, ma vanno ad interagire direttamente con
l’oggetto da ricostruire. Infatti questi sistemi di scansione (detti anche a
“distanza”) si basano su sensore ottico e un emettitore, posizionati ad una
distanza conosciuta; il segnale luminoso viene “sparato” sull’oggetto, riletto
dal sensore, quindi viene calcolata la posizione spaziale del punto illuminato.
Il metodo a Luce strutturata prevede che vengano proiettati sull’oggetto
una serie di pattern, di luce predefiniti i quali identificano una striscia di
punti che tramite triangolazione generano la geometria della superficie.
Il metodo di acquisizione chiamato a Tempo di volo, calcola la distanza
del punto sulla base del tempo intercorso tra l’emissione del laser sul modello
e la sua rilevazione dal sensore ottico.Tale metodo e´ maggiormente usato per
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la ricostruzione di oggetti di grosse dimensioni come edifici, scavi, monumenti.
Un particolare approfondimento verra´ dato ai sistemi di scansione laser a
triangolazione, dato che e´ il sistema piu´ utilizzato per la creazione dei modelli
medio-piccoli. Il sistema e` formato da un sensore ottico (CCD) e un emet-
titore laser, posizionati a distanza prestabilita. Il processo di rilevamento di
un punto avviene tramite triangolazione(fig.2.5): l’emettitore laser illumina
un punto sul modello, formando un angolo con l’asse camera-emettitore che
viene calcolato. Il sensore collima il suo centro ottico con il punto illumina-
to, registrando anch’esso l’angolo formato con l’asse camera-emettitore. In
questa configurazione abbiamo formato un triangolo, di cui conosciamo due
angoli e un lato, quello che ci basta per calcolare la distanza del punto illu-
minato.
Figura 2.5: Scanner a triangolazione.
2.1.3 Problematiche
Tutti i sistemi di scansione appena descritti hanno dei limiti o delle vere e
proprie problematiche. Per quanto riguarda i sistemi a contatto, possiamo
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subito mettere in evidenza il loro grosso limite, il dettaglio. Per quanto ri-
guarda il “tastatore”, e´ l’utente che ne definisce il numero di punti in base al
numero di punti che andra´ a toccare sul modello stesso. Per quanto riguarda
il sistema a “sezionamento”, il limite deriva dal fatto che l’oggetto deve essere
tagliato per essere ricostruito, quindi la perdita dell’oggetto stesso.
I sistemi ad immagini sono ampiamente utilizzati per la loro semplicita´
di utilizzo e per il fatto che sono quasi totalmente automatici: il loro unico
limite risiede nel fatto che il livello di dettaglio che riescono a raggiungere e´
limitato al livello qualitativo delle foto utilizzate e alla copertura che viene
fatta dell’oggetto tramite queste.
Anche per i sistemi ottici passivi la risoluzione risulta essere un grosso
limite, ma il loro campo d’utilizzo e´ prevalentemente quello medicale, dove
queste informazioni hanno una certa rilevanza anche a basso dettaglio.
Nei sistemi a scansione ottici, diverse problematiche si presentano nella
fase di processamento dei dati. Infatti l’acquisizione di un oggetto intero
richiede un numero elevato di singole riprese, le quali devono essere combi-
nate per ottenere il modello finale. La quantita` di range maps necessarie
dipende dalla natura dell’oggetto e dalla tecnologia utilizzata. Ad esempio,
una scansione ottenuta con triangolazione laser copre in genere di un’area di
40x40 cm: per acquisire l’intera superficie di una statua a grandezza umana
possono quindi essere necessarie tra le 150 e le 200 riprese. Per completare
la pipeline di scansione quindi necessario allineare tra di loro le range maps
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acquisite e ”fondere un modello finale eliminando la ridondanza del dato.
Queste fasi (integrate in genere con operazioni di editing per l’eliminazione
di artefatti sulle singole range maps) introducono in genere un errore di mi-
sura da aggiungersi a quello inerente alla tecnologia di acquisizione (qualche
decimo di mm per la triangolazione, qualche mm per il tempo di volo).
Inoltre, il modello finale presenta in genere svariati artefatti topologici, come
sovrapposizione di triangoli (triangle overlap), intersezione di quest’ultimi
(triangle intersection), vertici singolari (singolar vertex), maniglie (handle),
lati complessi (complex edge). Molti di questi possono essere risolti andando
ad analizzare la topologia del modello. Altri tipi di artefatti, come i buchi o
le isole, sono invece il risultato di mancanza di informazione, e sono pertanto
piu` difficili da risolvere.
Infatti i sistemi di scansione ottici possono soffrire di problemi di acces-
sibilita` e intervisibilita´, ovvero si possono trovare in situazioni in cui non sia
possibile raggiungere tutti i punti della superfice dell’oggetto da parte dello
scanner.
Figura 2.6: Incavo. Figura 2.7: Rilievo.
Questi casi problematici sono divisi in due tipologie: rilievo e incavo.
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Con rilievo si indicano i casi in cui una parte dell’oggetto ne copre un’altra,
mettendola in ombra rispetto all’emettitore laser, al sensore ottico o ad en-
trambi (fig.2.7); questo caso pero’ potrebbe essere aggirato posizionando lo
scanner in altre posizioni o ruotando l’oggetto per scoprire le zone nascoste.
Il problema dell’incavo e´ la situazione in cui una parte della superfice del-
l’oggetto si trova in una avvallamento e quindi il cuneo di vista dello scanner
non riesce ad entrare (fig.2.6), per questo problema non esiste una soluzione.
Queste problematiche creano in primo luogo una mancanza di dati visibili
come buchi sulla superfice della range map. Di seguito verranno descritti
alcuni approcci per risolvere questi problemi.
2.2 Algoritmi di riparazione
Per correggere gli artefatti che vengono generati in fase di scansione, si utiliz-
zano algoritmi atti allo scopo suddetto, denominati Algoritmi di riparazione.
Alcuni artefatti (ad esempio le zone di sovrapposizione) sono semplici da ri-
parare; un tipo di artefatto particolarmente e studiato e´ il buco (hole) [un
buco in una superficie definito come “il luogo dei punti connessi omeomorfi
a un semidisco” ].
Gli algoritmi per la risolvere questo tipo di artefatti si possono dividere
in due categorie, quelli locali (surface oriented) e quelli volumetrici (volu-
metric). Di seguito verranno spiegati entrambi gli approcci con particolare
attenzione ai loro punti di forza e alle loro problematiche.
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Figura 2.8: Artefatti di una ricostruzone 3D (citazione)
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2.2.1 Metodi di hole filling surface oriented
Questa famiglia di algoritmi lavora localmente sul modello di input: le in-
formazioni sull’andamento della superficie creata sono ottenute in base al-
l’analisi della superfice vicina al buco. In letteratura si trovano svariati ap-
procci al problema, il piu´ semplice di questi e´ stato proposto da Michal
Varnusˇka in [33]. Esso si basa su di un approccio simile all’algoritmo di ear
cut. Un buco viene visto come una sequenza di vertici v1v2 . . . vn e un ear
e´ v(i−1)%nviv(i+1)%n. Ogni possibile ear del buco viene valutato secondo una
funzione peso, Varnusˇka ne propone tre: l’angolo piu´ piccolo, la minor som-
ma dei lati e il piu´ piccolo angolo diedrale con i vicini (fig.2.9). Dopo aver
trovato il miglior candidato l’ear viene trasformato in triangolo aggiungendo
il lato v(i−1)%nv(i+1)%n. Ad ogni aggiunta di un ear l’algoritmo richiede la
ricerca di un nuovo candidato, fino a che il buco non viene tappato.
Un’altro approccio e´ stato proposto da Jonathan C. Carr [8], che fa uso di
Radial Basis Function (RBF): questo metodo consiste nell’utilizzare isosu-
perfici da utilizzare per tappare i buchi. Il primo passo dell’algoritmo consiste
nel creare piccoli insiemi di punti presi intorno alla zona del buco. Da questi
insiemi vengono creati dei kernel su cui vengono calcolate le RBF: questo
avviene tramite la minimizzazione di una funzione energia che pesa i punti
dell’insieme, e questi valori vengono pesati in base alla loro distanza dal nu-
cleo. Dopo aver calcolato le RBF appartenenti ad un buco, viene a creata
l’isosuperfice, ottenuta tramite l’intersezione delle RBF. A questo punto tra-
mite la minimizzazione delle distanze tra i punti del bordo e il piano appena
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Figura 2.9: Valutazione degli ear vi−1vivi+1, (a) l’angolo piu´ piccolo, α e´ l’angolo
tra il vettore vi−1vi e il vettore vivi+1, (b) la minor lunghezza dei lati,
le variabili sono d1, d2, d3 e d4 che sono le lunghezze, (c) il piu´ piccolo
angolo diedrale, n1 e´ la normale del triangolo con lato vi+1, vi, n2 e´
la normale del triangolo con lato vi−1, vi, nt e´ la normale dell’ear, (d)
ear non valido.
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calcolato, viene eseguita la copertura del buco, andando ad adagiare su di
esso la superfice trovata.
Nguyen et al. [30] nel loro lavoro propongono di trasformare un problema
3D in uno 2D per andare a chiudere un buco. Dopo aver trovato il buco sul
modello e aver isolato la porzione di geometria che lo contiene, viene crea-
ta una parametrizzazione di questa zona andando a minimizzare l’errore di
distorsione. Cosi`ı facendo si trasforma una patch 3D in una immagine. A
questo punto viene creata un’altra immagine proveniente dalla varianza loca-
re della superfice (solitamente viene usata la curvatura per calcolare questa
varianza). Quindi viene chiuso il buco sull’immagine andando a calcolare,
per ogni pixel del buco, il gradiente locale e globale in funzione dei pixel
adiacenti. Alla zona appena ricreata viene poi applicato il metodo di Ostro-
moukhov et al. [32] che identifica le features della geometria, riproiettandole
nel modello per generare i triangoli per la chiusura. I triangoli vengono crea-
ti utilizzando l’algoritmo di Delaunay. Nguyen fa notare che questo metodo
tollera anche la presenza di isole nei buchi.
Mudge et al. [4] propongono una metodo basato sulla ricerca di una zo-
na simile a quella dove e` presente il buco, per reperire informazioni per la
chiusura. Il problema di questo approccio ottiene buoni risultati solo se la
superficie mancante ha effettivamente features simili a quelle del resto del
modello.
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Akbarzadeh et al. [1] propongono un metodo di ricostruzione 3D affian-
cando allo scanner l’utilizzo di dati fotogrammetrici. Quest’ultimi vengono
utilizzate per reperire l’informazione 3D dell’oggetto della ricostruzione, an-
dando a coprire i buchi dovuti alle aree morte dello scanner. Purtroppo
ottenere modelli fotogrammetrici puo` essere complesso, e tale tipo di misu-
razione si adatta principalmente solo a oggetti semplici come alcuni tipi di
architetture.
Infine l’approccio proposto da Leipa [24], questo e` considerato uno dei mi-
gliori, grazie ai risultati ottenuti. Questo metodo e´ basato su una sequenza
di altri algoritmi di riparazione. L’obiettivo e` quello di produrre una triango-
lazione di un buco minimizzando una funzione peso (es. l’area del triangolo
inserito).
Figura 2.10: Immagine tratta da [24].
Sia φ(i, j, k), la funzione peso definita su un’insieme di triangoli che posso-
no apparire durante il processo di triangolazione, e sia wi,j, il minimo peso che
viene memorizzato nella triangolazione di pi, . . . , pj, 0 ≤ i < j < n (fig.2.2.1).
Quindi wi,j viene calcolato ricorsivamente come :
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wi,j = min
i<m<j
wi,m + wm,j + φ(i,m, j)
La triangolazione che minimizza la funzione w0,n−1 e´ calcolata dinamicamente
dall’algoritmo, che memorizza i valori intermedi dei wi,j in un vettore.
Leipa suggerisce come funzione peso φ una coppia di valori, l’angolo diedrale
tra i triangoli vicini e il triangolo candidato, e la sua area.
φ(i,j,k) = (α,A)
Con α si indica il massimo angolo diedrale tra il triangolo (pi, pj, pk) e i sui
vicini, mentre A e´ l’area. Questa euristica del calcolo della funzione peso
tende a penalizzare in modo particolare la creazione di triangoli sovrapposti.
Nel confronto tra due w viene favorita una variazione sull’angolo rispetto
alla variazione sull’area:
(α1, A1) < (α2, A2) :⇔ (α1 < α2) ∨ (α1 = α2 ∧ A1 < A2) (2.1)
Dopo aver triangolato in maniera grossolana il buco (fig.2.11), Leipa sug-
gerisce che per aver migliori risultati si debba procedere ad una fase di raf-
finamento per rendere densita´ di vertici e lunghezza dei lati dei triangoli
omogenee con la zona intorno al buco. Per la fase di raffinamento viene sug-
gerito un algoritmo che per ogni triangolo aggiunto al modello, controlla che
la lunghezza dei suoi lati sia inferiore o uguale alla lunghezza media dei lati
del modello, in caso contrario il triangolo e´ suddiviso in tre sotto triangoli.
Per fare cio´ ne calcola il centroide c e crea nuovi lati, unendo c con i vertici
del triangolo.
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Figura 2.11: Immagine tratta da [24]. Figura 2.12: Edge-flip.
Secondo il raffinamento suggerito da Leipa, dopo aver aumentato il nu-
mero di triangoli, si deve procedere ad una seconda fase di raffinamento che
cerca di rendere il modello topologicamente migliore. Per fare cio´ usa la tec-
nica dell’ edge-flip (fig. 2.12): considerando due triangoli adiacenti (a,b,c) e
(a,d,c), si calcola il circocentro passante per a,b,c. Se il vertice d cade all’in-
terno della circonferenza appena calcolata allora si procede a girare il lato in
comune dei due triangoli (a,c), sostituendolo con il lato (b,c), cambiando le
due facce senza modificare la geometria. In fine per rendere maggiormente
piu´ morbida la geometria inserita, viene applicato un filtro di smooth alla
patch aggiunta e ai triangoli circostanti.
Advancing front con MLS
L’algoritmo Moving Least Squares (MLS ) proposto da Chen et al.[2], solita-
mente viene utilizzato per la ricostruzione dei modelli a partire da una nuvola
di punti. Il metodo calcola, per ogni punto della nuvola, un piano locale di
riferimento. Per creare un piano passante per un punto P passato, si calcola
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il piano tramite la somma delle distanze quadratiche dei punti vicini a P,
pesate in base alla distanza che questi hanno da P.
N∑
i=1
〈n, pi − r − tn〉2θ(‖pi − r − tn‖) (2.2)
Questo avviene perche´ i punti piu´ vicini al punto preso come riferimen-
to daranno un contributo maggiore rispetto a quelli che risultano piu´ lontani.
Questo algoritmo viene utilizzato nel metodo “Advancing front” proposto
da Tekumalla [23]. Questo metodo si divide in due fasi: trasformazione in
convesso (add-vertex) e aggiunta di un vertice (make-convex). Nella fase det-
ta make-convex, per ogni coppia consecutiva di lati viene calcolato l’angolo
tra di essi, se questo risulta essere minore di un angolo soglia φ, si procede
con il calcolo di un piano di riferimento in base al punto medio del lato da
aggiungere, vengono proiettati i vicini a questo nuovo lato su questo piano
di riferimento appena calcolato.
Tramite queste proiezioni viene controllato se il nuovo lato interseca la
geometria esistente (fig.2.13), in tal caso viene scartato, altrimenti il lato
viene aggiunto al modello. Durante il passo denominato add-vertex, vengono
esaminati tutti i lati del buco, per ognuno di essi viene calcolato un piano
di riferimento e proiettato su di esso tutti i vicini, come al paso precedente,
con riferimento al punto medio del lato preso in esame. A questo punto
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ci spostiamo dal punto medio, in direzione perpendicolare al lato in esame,
di una specifica distanza d. Il nuovo punto p verra´ calcolato usando MLS.
Anche in questo passo viene controllato se il nuovo punto cade all’interno del
buco (fig.2.14), in caso affermativo il nuovo punto viene aggiunto al modello
e creato un nuovo triangolo, altrimenti viene scartato. Se dopo l’esecuzione
di entrambi gli step non viene aggiunto nessun punto o lato, e il buco non
e´ stato ancora tappato, vengono nuovamente mandati in esecuzione gli step
dell’algoritmo diminuendo sia la soglia dell’angolo φ che la distanza a cui
viene messo il nuovo vertice da aggiungere d.
Figura 2.13: Caso in cui l’aggiun-
ta del nuovo lato col-
lide con la geometria
esistente.
Figura 2.14: Caso in cui l’aggiun-
ta di un nuovo verti-
ce cade nella geometria
esistente.
2.2.2 Metodi di hole filling volumetrico
Differentemente dal sistema locale, l’approccio volumetrico si basa su una
partizione dello spazio in una griglia di celle. La famiglia di algoritmi volu-
metrici si puo´ suddividere in due categorie,volumetrico a griglia regolare e
volumetrico con griglia adattiva. I metodi volumetrici sono piu´ robusti ri-
spetto a quelli surface oriented, in quanto trattano una gamma piu´ vasta
di artefatti topologici. Inoltre generano modelli watertight e “ritriangolati”.
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Questo implica una nuova topologia del modello, fattore che potrebbe essere
non richiesto.
Volumetrico a griglia regolare
Questo metodo, proposto in una delle sue ultime versioni da Nooruddin e
Turk [31], prevede che il modello venga immerso in una griglia cartesiana di
voxel. Successivamente viene creato un insieme di direzioni di proiezione {di}
lungo le quali verra´ proiettato il modello in una griglia planare ortogonale
alla direzione scelta. Successivamente per ogni punto della griglia x, vengono
memorizzate la prima e l’ultima intersezione del raggio x+ λ di con il modello
di input. Ogni voxel della griglia verra´ classificato come interno o esterno
tramite l’intersezione del raggio. A questo punto viene eseguito un algoritmo
di Marching Cubes [48] per calcolare la isosuperfice che si crea tra i voxel
interni e esterni. Per rimuovere i buchi e le maniglie si possono applicare
operatori morfologici [18].
Volumetrico a griglia adattiva
Un’ evoluzione dell’algoritmo a griglia regolare, e´ il metodo a griglia adattiva.
Bischoff et al. [6] hanno proposto e sviluppato una tecnica dove l’utente deve
semplicemente fornire una tolleranza all’errore ε e un diametro massimo ρ
che indica la massima distanza che due vertici separati possono avere per
essere uniti da un lato. L’algoritmo nella sua prima fase immerge il modello
di input in un octree adattivo. In ogni cella vengono memorizzati i vertici
dei triangoli che la intersecano. Successivamente per ogni cella, viene calco-
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lata la presenza di ‘‘caratteristiche” attraverso campionamenti. Quando una
cella ne contiene, viene divisa e i vertici dei triangoli ripartiti, per cercare di
mantenere una certa costanza nel numero di punti all’interno di una cella. A
questo punto vengono applicati una serie di operatori morfologici alle celle
dell’ octree per determinare la topologia del modello, dalla quale viene calco-
lata sia la geometria che la connettivita´ del modello. Si assume che l’intero
insieme di triangoli che costituisce il modello iniziale sia opportunamente
scalato per essere contenuto all’interno della radice dell’octree. Quindi avre-
mo costruito un octree molto efficiente in occupazione di memoria, dato che
compariranno enormi celle nelle parti del modello planari e celle con grana
molto fine laddove il modello e´ ricco di caratteristiche morfologiche.
Figura 2.15:
Nella seconda fase dell’algoritmo, vengono scandite tutte le celle per de-
terminare il dentro e il fuori del modello. Tutte le celle che contengono un
bordo (buco) vengono dilatate secondo n := ρ/ε; durante la fase di espansione
vengono cercate altre celle in espansione per riuscire a trovare una superfice
di chiusura. Cos´ı facendo tutte le spaccature di diametro ≤ ρ vengono chiuse.
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L’algoritmo di riempimento si propaga dall’esterno al’interno. Infine tutte
le componenti che si trovano all’esterno vengono nuovamente dilatate di un
fattore n, per evitare che il modello venga espanso.
Quindi viene eseguito un algoritmo per calcolare i contorni (Dual Contou-
ring), che calcola la superfice che c’e´ tra la parte interna e quella esterna del
modello, connettendo i punti campionati. Questi punti campionati vengono
calcolati come la minimizzazione della distanza quadratica dei piani sui cui
giacciono i triangoli di supporto, cos´ı facendo vengono mantenute al meglio
le caratteristiche del modello. In mancanza di piani di supporto (es. la cella
e´ una di quelle dilatate), il punto campionato e´ approssimato e arrotondato
nella fase di post-processing.
2.2.3 problematiche
I metodi appena descritti soffrono di limiti ed in alcuni casi di veri e propri
problemi. La famiglia di algoritmi surface oriented hanno come limite comu-
ne il fatto che l’unico tipo di artefatto topologico risolto e´ il buco. Questo
limite comporta l’uso di altri algoritmi per l’eliminare gli altri artefatti dal
modello per essere processato da questi algoritmi. Di questa categoria di me-
todi l’ear cut e´ indubbiamente il piu´ semplice, ma soffre anche di un grosso
problema, quello di non poter garantire che la chiusura del buco non generi
altri artefatti come facce sovrapposte o con orientamenti sbagliati. Inoltre,
data la semplicita´ delle euristiche che segue non crea una buona triangola-
zione del buco.
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Per quanto riguarda il metodo RBF il limite che viene riscontrato con
il suo utilizzo deriva dal fatto che per generare una buona isosuperfice, con
la quale si va a chiudere il buco, e` necessario generare un grande numero di
punti. Raramente si trovano casi in cui intorno al buco ci sia una distribuzine
di punti tale da calcolare delle superfici precise.
Per quanto riguarda il metodo advancing front, questo algoritmo genera
geometria in maniera controllata fino ad ridurre il buco iniziale in uno molto
piccolo. Tuttavia ma quando si devono i vari front connettere per la chiusura
effettiva del buco, non viene suggerito nessun algoritmo ed ogni implemen-
tazione si basa su altri algoritmi di chiusura non sempre effettivi.
Nel metodo presentato da Leipa invece, come evidenzia nel suo articolo,
non viene garantita la non generazione di altri artefatti durante il processo
di chiusura. Infatti capita che il processo di chiusura vengano generate facce
complesse o addirittura non two-manifold.
Di tutt’altra natura sono i limiti dei metodi volumetrici, infatti questi
metodi sono molto piu´ robusti e tolleranti alla presenza di artefatti topologi-
ci. Inoltre questi metodi restituiscono modelli watertight (caratteristica non
sempre richiesta). Il problema maggiore di questi metodi risiede nel fatto che
cambiano la geometria del modello di input. Nella versione a griglia regolare
si riscontra subito che il grosso limite e´ dato dalla suddivisione in celle dello
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spazio, che ha come conseguenza un tradeoff tra la perdita di dettaglio e la
complessita` di calcolo. Nella versione a griglia adattiva, il rischio di perdi-
ta di dettagli e´ minore, in quanto si ha una suddivisione di celle maggiore
laddove la geometria e´ piu´ ricca.
Capitolo 3
Motivazioni e approccio
Il risultato di una scansione 3D solitamente e´ un modello con artefatti e pic-
coli buchi, dovuti principalmente alla fase di ricostruzione. Accanto ai piccoli
artefatti di fusione, specialmente nel caso di geometrie piu´ complesse, puo´
essere presente qualche buco di maggiori dimensioni dovuto all’impossibilita´
da parte dello scanner di raggiungere certe zone del modello, o alla non ac-
quisizione della parte.
Per correggere gli artefatti di fusione solitamente di utilizzano algoritmi
di mesh cleaning. Questi algoritmi semplici non sono applicabili al caso di
buchi di maggiori dimensioni in quanto potrebbero andare a creare una su-
perfice troppo distante da quella reale e quindi non accettabile.
Questa tesi si prefigge lo scopo di andare a tappare questi buchi con un
sistema economico (low cost) e il piu´ automatico possibile. Gli algoritmi visti
nel capitolo precedente rispecchierebbero in pieno sia il vincolo dell’automa-
ticita´, in quanto prendono in ingresso un modello “bucato” e ne restituiscono
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uno “completo”, sia il fattore low cost in quanto si lavora direttamente sulla
geometria acquisita. In prima istanza e´ stato scartato l’utilizzo di algoritmi
volumetrici, perche´ questa famiglia di metodi elimina tutti i buchi presenti sul
modello senza nessun controllo e questo non sempre e´ un bene, soprattutto
in ambito di visualizzazione. Inoltre questi metodi distruggono la topologia
esistente e la ricostruiscono, nel fare questo solitamente puo` accadere che
parte del dettaglio geometrico venga perso. Dato che il nostro principale
ambito di lavoro e´ quello dei beni culturali (cultural heritage), puo´ essere
preferibile non tappare il buco piuttosto che inserire dati non reali ed avere
un’andamento della superfice lontano da quella reale.
La nostra direzione iniziale di ricerca della soluzione di questo problema
si e´ quindi diretta verso la famiglia degli algoritmi locali. Questi metodi so-
litamente danno la possibilita´ di scegliere il buco da chiudere, sono quindi
preferibili a quelli volumetrici. Questa famiglia di algoritmi, i quali lavorano
localmente al buco e non vanno a toccare il resto della geometria presente,
viene utilizzata in genere per tappare i buchi piccoli(quelli per cui occorrono
solo pochi triangoli per la chiusura) che non incidono sulla superfice del mo-
dello. Purtroppo nel caso di buchi piu´ grossi, il dato che vanno a inserire e´
basato sull’analisi dell’andamento dei contorni: questa analisi puo´ condurre
alla creazione di geometria non reale.
Una possibile soluzione, per andare a recuperare le informazioni sulla su-
perfice mancante, sarebbe fare una scansione piu´ approfondita della zona,
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ma questo sarebbe un’operazione costosa, comunque la zona potrebbe non
essere raggiungibile dallo scanner in alcun modo. Per reperire i dati della
superfice del buco l’idea piu´ semplice e´ utilizzo di foto. Siccome le macchi-
ne fotografiche che si possono reperire in commercio riescono a catturare un
livello di dettaglio molto maggiore rispetto a quello di uno scanner in modo
molto veloce, abbiamo scelto di intreprendere questa strada per andare a
reperire le informazioni sulla superfice mancante.
Il principale problema che sorge e´ il relazionare il dato della foto con i
punti della superfice. Un possibile approccio in tal senso e´ stato proposto da
Xu [50] et al, dove e´ descritto un algoritmo di copertura dei buchi tramite
foto. In questo lavoro per prima cosa viene ricercata nel set di foto quella
che copre interamente il buco, dopo di che parte con l’analisi di questa per
mettere in evidenza i pixel del buco e avere una relazione tra i pixel di bordo
e i vertici di bordo. Dopo aver riportato sull’immagine le normali dei vertici
di bordo, questa informazione viene espansa sui pixel del buco. Infine viene
calcolata la superfice che segue gli andamenti di queste normali successiva-
mente connessa al modello bucato.
In questo ambito il lavoro di Xu e` l’unico che tratti l’uso di foto per
andare a reperire informazioni della superfice mancante di un modello. Pur-
troppo nell’algoritmo appena descritto non ci sono sperimentazioni reali ma
solo test realizzati tramite modelli 3D a cui viene tolta una parte di superfice,
e al posto della foto viene utilizzo un rendering. Inoltre in questo metodo
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appena proposto, dalle foto vengono estratte solo poche informazioni, di cui
la piu´ importante per questo algoritmo e´ l’approssimazione dell’andamento
della superfice mancante. Questa informazione viene calcolata conoscendo
la posizione delle luci, e viene ipotizzato che le zone nella foto con stesso
colore riflettano nello stesso modo la luce. Conoscendo solo la normale si
puo´ ricavare l’orientamento di un certo punto nello spazio, ma non si potra´
mai sapere che distanza che tale punto avra´ realmente dal punto di vista.
Dopo aver valutato lavoro di Xu, e` stato deciso di utilizzare la foto come
mezzo per reperire le informazioni sul modello. Il problema principale era
relativo alla scelta di come estrapolare le informazioni dalla foto, piu´ precisa-
mente come relazionare i pixel della foto con i punti del modello. L’approccio
di lettura di semplici immagini e´ apparso fin da subito poco pratico, in quanto
la mancanza di informazione sul colore e materiale dell’oggetto rende troppo
impegnativa l’analisi della foto.
Come soluzione alternativa per facilitare la lettura delle informazioni e`
stata considerare la proiezione di un pattern predefinito in modo che l’e-
strazione automatica (o semi-automatica) dell’informazione possa fornire in
modo semplice dati aggiunti sulla geometria in modo analogo a come funzio-
nano gli scanner a triangolazione. La prima strada che abbiamo intrapreso
e´ stata quella di utilizzare un diodo laser da applicare sopra la macchina
fotografica, per andare a proiettare il pattern sul modello. L’uso del pattern
deriva dal fatto che molta della geometria presente sulla foto e´ nota, quindi
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con l’utilizzo di “figure” proiettate si sarebbero recuperate molte informazio-
ni, per la maggior parte ridondanti. Questa sovrabbondanza di informazione
si sarebbero utilizzate sia per controllare la qualita´ del dato sia per correggere
i dati raccolti. Dai primi test svolti l’approccio si e´ mostrato interessante. Si
e´ subito notato che l’utilizzo di un pattern proiettato sul modello ci avrebbe
aiutato, in quanto avremmo potuto relazione i pixel dell’immagine con punti
sul modello. Mantenendo il proiettore vincolato alla macchina fotografica, si
sarebbe evitata la stima della posizione del proiettore laser; il rischio consi-
steva nel possibile ripresentarsi dei problemi di accessibilita´ dello scanner: le
zone non raggiungibili sarebbero potute rimanere tali.
Figura 3.1: Proiettore laser con pattern a linee verticali.
Per evitare questo problema, e per creare un sistema piu´ completo ab-
biamo deciso di non vincolare la posizione del laser alla fotocamera. Quindi
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per andare a calcolare la posizione del proiettore avremmo utilizzato i dati
provenienti da un’analisi della foto. Un’altro fattore determinante per questa
scelta e´ stata la difficolta´ di reperire sul mercato diodi laser, con pattern “ad
hoc”, a prezzi competitivi.
La maggioranza di diodi laser proiettano infatti serie di righe verticali
fig.3.1). Da questo tipo di pattern si possono ricavare solo informazioni sul-
la posizione del proiettore sul piano orizzontale e non su quello verticale e
sulla sua possibile distanza dal modello, lasciandoci con due gradi di liberta´
(vedere sezione 4.3 per chiarimenti). Quindi per mantenere le scelte fatte
sull’uso della foto e sul pattern proiettato, il tutto in un ambito low cost,
abbiamo deciso di sostituire il proiettore laser con un comune proiettore.
Inoltre abbiamo creato un pattern particolare per poter stimare la posizione
del proiettore. L’approccio presentato ha una struttura tale da poter essere
applicato quando i costi dei diodi laser con pattern “ad hoc” scenderanno
sensibilmente.
La scelta del primo pattern da testare e´ stata una griglia inscritta in un
quadrato(fig.3.2). Questa scelta si e´ rilevata inizialmente buona, in quando
tramite il quadrato che inscrive la griglia, e´ possibile ricavare con adeguata
precisione le informazioni necessarie per poter stimare la posizione del pro-
iettore, mentre i punti della griglia interna possono servire a ricostruire il
buco, l’idea di base e` stata di usare i punti proiettati in corrispondenza della
superficie mancante per creare delle strisce di triangoli connessi con il bor-
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Figura 3.2: Proiettore con pattern a griglia.
do del buco con i punti proiettati, in modo tale da trasformare il problema
iniziale, la chiusura di un grosso buco, in una serie di problemi piu´ semplici
(chiusura di piccoli buchi).
Un’ulteriore modifica alla forma del pattern proiettato si e´ introdotta
eliminando le righe orizzontali interne: questa scelta e´ stata compiuta per
migliorare la stima delle posizioni dei pixel, ed evitare errori nei punti d’in-
crocio tra righe verticali e orizzontali. Le righe verticali sono state scelte
in base a un test sulla griglia: infatti e´ stato notato che le righe vertica-
li introducevano meno errore e soprattutto l’andamento di questo sembrava
propagarsi per tutta la riga in maniera regolare. Quindi il nuovo pattern
che e´ stato testato e´ un semplicemente un quadrato al cui interno sono state
inserite otto righe verticali (fig.3.3).
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Figura 3.3: Proiettore con pattern a righe verticali.
Il test di questo nuovo pattern e´ stato positivo. Inoltre, tramite la ridon-
danza dei dati provenienti dalle righe verticali, abbiamo potuto calcolare un
fattore di correzione del punto proiettato (vedere sezione 4.4.1).
Partendo quindi da questo input (una foto raffigurante un pattern laser
predefinito sull’oggetto reale nella zona corrispondente al buco considerato)
si e` costruito un framework per estrarre, elaborare e generare l’informazione
atta a compiere una chiusura coerente del buco. Questo framework, descritto
nel prossimo capitolo, ha quindi come input il modello 3D “bucato” e una
foto, che inquadra la zona della geometria mancante, dove viene proiettato il
pattern appena descritto. Sono eseguiti quindi i seguenti passi per ottenere




3. Stima posizione proiettore.
4. Creazione delle strip di triangoli.




Come descritto nel capitolo precedente, i dati di input per il sistema presen-
tato sono un modello 3D e una (o piu`) foto della modello reale con il pattern
proiettato sulla parte mancante. In realta`, per poter applicare il sistema,
necessario che la foto sia allineata al modello. L’ allineamento di una foto su
un modello tridimensionale corrisponde alla stima di tutti i parametri del-
la macchina fotografica nel momento dello scatto. I parametri di camera si
dividono in intrinseci (corrispondenti ai valori “interni” della camera, come
la distanza focale e la distorsione introdotta dalle lenti) ed estrinseci (che
definiscono la posizione e l’orientamento della camera nello spazio, rispetto
all’oggetto). Per per calcolare questi parametri stato utilizzato il tool Te-
xAlign [13], realizzato presso il Visual Computing Lab del CNR di Pisa.
TexAlign utilizza un metodo semi-automatico per la stima dei parametri
di camera. L’utente indica alcune corrispondenze tra l’immagine e il modello
39
4.1 Allineamento immagine 40
Figura 4.1: TexAlign.
(vedi Figura 4.1: queste corrispondenze sono utilizzate per minimizzare una
funzione errore associata ai parametri di camera. Nel caso del tool in esame
sono necessarie almeno 12 corrispondenze, quindi viene utilizzato il metodo
di calibrazione proposto da Tsai [45]. Tale minimizzazione viene applicata ri-
corsivamente, in modo da convergere alla solzione ottima, che corrisponde ai
parametri reali della camera al momento dello scatto. Un ulteriore possibilta`
deriva dalla possibile conoscenza (data per esempio dalla lettura dell’EXIF
dell’immagine) dei valori intrinseci della camera: in tal caso solo gli estrinseci
dovranno essere stimati, rendendo l’operazione piu` semplice e precisa.
L’allineamento dell’immagine al modello un’operazione preliminare al-
l’applicazione del metodo di chiusura del buco, tuttavia riveste un ruolo
4.1 Allineamento immagine 41
Figura 4.2: Foto della griglia proiettata sul modello.
piuttosto importante per quanto riguarda il risultato finale: infatti la preci-
sione della stima della posizione del laser (presentata nella Sezione 4.3 sara`
tanto maggiore quanto l’allinemanto dell’immagine sara` preciso. Tuttavia,
nel caso generale, e` possibile ottenere stime molto accurate dei parametri di
camera in tempi brevi.
L’allineamento dell’immagine sul modello 3D permette di avere quindi un
set di input completo per poter applicare il metodo proposto in questo lavo-
ro. In realta`, nel caso pratico ci si e` resi conto della necessita` di un’ulteriore
intervento di pre-processing per ottenere risultati finali piu` soddisfacenti.
Infatti, durante i primi test sulle immagini si e` evidenziato che la luce
della griglia emanata dal proiettore puo` essere troppo forte e generare aloni
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sul modello(fig.4.3). Questo e` in parte dovuto al fenomeno del “subsurface
scattering”: quando la luce penetra la superfice di un oggetto, interagisce
con il materiale e si riflette. Il tipo di riflessione dipende dal colore e dal ma-
teriale dell’oggetto illuminato, quindi e` comune che possano generarsi piccoli
aloni intorno ai pattern riflessi. Per evitare questo fenomeno solitamente
vengono utilizzati dei filtri da applicare alla macchina fotografica che impe-
discono l’ingresso nell’obbiettivo di determinate lunghezze d’onda. Questo
sistema di filtri solitamente viene utilizzato dagli scanner a triangolazione,
proprio per percepire meglio il fascio laser. Nel nostro sistema si e` scelto di
non aggiungere ulteriore hardware, soprattutto se costoso, quindi si e` pensa-
to di intervenire (se necessario) sulla foto. Per far risaltare meglio la griglia
e` possibile agire sul contrasto o inserire pixel neri nello spazio tra una riga
e l’altra della griglia e all’esterno del pattern, per isolarlo meglio dal resto
dell’immagine (fig.4.4). Tutto questo viene eseguito per migliorare la fase
successiva del metodo, quella della manipolazione delle immagini tramite fil-
tri per poter andare ad estrarre in maniera automatica le informazioni di
cui si necessita. Il sistema proposto e` comunque pienamente compatibile con
l’uso di filtri ottici, in quanto le operazioni di processamento foto (descriette
nella prossima sezione) funzionano anche su eventuali immagini filtrate.
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4.2 Processamento foto
Come appena accennato, in questa parte del framework vengono utilizzati
dei filtri software per l’elaborazione della griglia presente nella foto per poter
estrarre i dati utili alla chiusura del buco. Nel nostro caso il pattern proiet-
tato, e` la parte che racchiude tutte le informazioni che vogliamo recuperare
della superfice.
Inizialmente, per estrarre il pattern dall’immagine si e` pensato ad imple-
mentare un filtro di edge detection su cui applicare un algoritmo di pattern
recognition. Per il filtro ci siamo basati sull’algoritmo di Sobel [17], che calco-
la il differenziale della funzione che rappresenta la luminosita´ dell’immagine.
Questo filtro si basa su due convoluzioni a valori interi. Data la poca precisio-
ne dell’algoritmo e la presenza di numerosi oggetti nella scena, il risultato era
inutilizzabile, perche´ la griglia risultava nascosta dal “rumore” proveniente
dall’andamento dalla superfice del modello, che genera finti bordi.
Figura 4.3: Particolare della
griglia.
Figura 4.4: Particolare della
griglia pulita.
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Successivamente e` stato deciso di provare ad applicare questo filtro solo
al canale rosso, dato che il colore scelto per la griglia e` il rosso, quindi e`
stato creato un’altro semplice filtro che estrae il canale rosso dall’immagine
passata. Durante i primi test e` stato notato che, a parte piccole imprecisioni,
la griglia veniva estratta correttamente. Quindi e` stata abbandonata l’idea
dell’edge detection per migliorare quest’ultimo filtro.
Per eliminare il rumore presente nell’immagine finale, sono stati analiz-
zati anche gli altri due canali, cercando di acquisire ulteriore informazione
utile. Dopo alcuni test si e` giunti alla realizzazione di un filtro che analizza
tutti pixel dell’immagine, controlla per ogni canale se il valore supera una
determinata soglia, e in caso affermativo il pixel analizzato viene assegnato
al pattern e quindi colorato di rosso; in caso contrario, non facendo parte
della griglia, viene colorato di nero. Come risultato abbiamo un’immagine
nera con solo la griglia rossa (fig.4.5).
Per poter utilizzare al meglio il pattern, durante la fase di generazione
di strip, e` necessario ridurre lo spessore in pixel di ogni riga: per fare cio´ e`
stato implementato un’altro filtro. L’obbiettivo e` ridurre lo spessore di ogni
riga a un pixel, estraendo se possibile il pixel centrale della stessa. Prima di
applicare questo filtro, viene delimitata l’area di lavoro, siccome nella foto il
pattern occupa una piccola parte. Per fare cio` vengono calcolati gli angoli del
quadrato che circonda la griglia: questa operazione serve a limitare l’area di
lavoro sull’immagine, andando a ridurre gli accessi alla foto. Questo avviene
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calcolando in modo automatico il “bounding square”, il minimo quadrato
che contenga l’area dove si trova il pattern. Questo quadrato viene espanso
di un paio di pixel: cos´ı facendo si facilita l’utilizzo del filtro che riduce lo
spessore della griglia.
Figura 4.5: Estrapolazione del canale rosso.
Tale filtro agisce sull’immagine secondo quattro direzioni: verso l’alto,
il basso, destra e sinistra. Per ogni pixel rosso letto nell’immagine, viene
analizzata la frontiera dei pixel che lo precedono e lo seguono, tendo sempre
conto della direzione di lavoro. Tra i pixel che lo precedono vengono contati
quelli neri, quest’informazione viene salvata in un contatore n; lo stesso pro-
cedimento viene eseguito per i pixel successivi, contando pero´ quelli rossi e
memorizzando l’informazione nel contatore r. Se entrambi i contatori indi-
cano che sono stati incontrati almeno due pixel neri e due rossi 4.1, si ritiene
di aver preso in esame un pixel appartenente al bordo del pattern, che viene
quindi colorato di nero.
(n > 2) ∧ (r > 2) (4.1)
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Questo filtro puo` essere invocato dall’utente tramite interfaccia, perche´
non sempre ridurre al minimo lo spessore del pattern facilita le fasi successive
del framework: tuttavia in generale e` consigliabile usare questo filtro.
Figura 4.6: Griglia filtrata.
Dopo questa fase vengono ricercati all’interno dell’immagine gli angoli del
pattern: attualmente questa fase avviene in maniera assistita, data la natura
complessa della deformazione della griglia proiettata sulle diverse superfici e
la necessita` di avere un picking preciso per ottenere risultati soddisfacenti.
L’operazione di picking, se pur non automatica, richiede all’utente pochi se-
condi di lavoro.
4.3 Calibrazione
La calibrazione del proiettore e` la fase piu` delicata di tutto il framework: vie-
ne calcolata un’approssimazione della posizione del proiettore nello spazio,
da cui dipendera` l’inserimento dell’informazione all’interno del buco. Questo
step si puo´ dividere in due parti: la prima di raccolta informazioni, la secon-
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da parte di impostazione e risoluzione del problema.
Per prima cosa si procede con il recupero delle informazioni per la ca-
librazione del proiettore. Come visto nel capitolo precedente, l’utilizzo del
pattern proiettato dal diodo laser, ovvero una serie di righe verticali, lascia
liberi due gradi di liberta´ e quindi non sono presenti abbastanza vincoli per
poter calcolare una posizione spaziale del diodo. Con l’utilizzo del pattern
quadrato, invece, e` possibile creare un vincolo per tutti i gradi di liberta`, e
quindi si puo´ riuscire a trovare una possibile posizione del proiettore.
Le informazioni necessarie per poter impostare un sistema che ci resti-
tuisca la posizione sono una serie di punti p1...pn sul bordo del quadrato,
tramite i quali possiamo impostare un sistema lineare per risolvere il pro-
blema. Per ricavare queste informazioni si esamina la foto precedentemente
filtrata e per ogni lato si selezionano N punti equidistanti. Dopo alcuni test si
e` convenuto che l’utilizzo di sei punti per lato siano sufficienti per una buona
precisione. Quindi, sulla base della lunghezza dei lati del pattern sull’imma-
gine viene calcolato l’intervallo ∆ (in pixel) necessario a selezionare sei punti
per lato. Partendo dall’angolo in alto a destra dell’immagine, viene sottratta
all’altezza il ∆ appena calcolato, partendo dal bordo del box che racchiu-
de il pattern, ci si sposta verso il centro, analizzando la frontiera di pixel,
avanzando di un pixel alla volta fino a trovarne uno di bordo. Questo pro-
cedimento viene applicato per ogni punto che vogliamo trovare sul lato. Da
osservare che in questo passo non viene analizzata direttamente la frontiera
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Figura 4.7: Immagine di esempio di una depth map.
di pixel, perche´ non puo´ essere garantita la continuita´ dei pixel del quadrato
della griglia dopo il filtraggio. Procedendo nel modo appena mostrato si ha
invece la garanzia di trovare pixel di bordo. Questo procedimento si applica
simmetricamente agli altri lati, fino a trovare tutti i punti che servono per
impostare il problema.
Dopo aver inidividuato i p1...pn punti sull’immagine, il passo successivo
consiste nel calcolare la proiezione di questi sul sul modello. Si calcola quindi
la proiezione p′i tramite la funzione inversa della proiezione sul piano imma-
gine (unproject). Questa e´ una funzione openGL che trasforma le coordinate




n sulla superfice del modello, partendo
dalle coordinate dei pixel sull’immagine dal loro corrispondente valore di pro-
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fondita` (distanza tra la camera e il modello in quel punto) ottenuto tramite
il calcolo della depth map (fig.4.7) fornito da un’altra funzione openGL.
La fase successiva al reperimento dei dati e´ quella del calcolo della posizio-
ne del proiettore. Inizialmente il problema era stato affrontato cercando un
metodo diretto che risolvesse il problema. La scelta del metodo diretto non
avrebbe introdotto errore aggiuntivo. Quindi, tramite i punti sull’immagine
e la loro proiezione sul modello, e` stato ricavato un sistema di otto incognite
in otto equazioni. Successivamente e` stato messo nella forma Ax − b = 0
per poter essere risolto con il metodo Singular Value Decomposition (SVD).
Purtroppo il problema e` risultato mal condizionato, quindi e` stata scartata
l’idea di poter utilizzare un metodo diretto: si e` cercato quindi un metodo
iterativo che fosse piu´ robusto.
La scelta e` ricaduta sul metodo ai minimi quadrati in quanto essendo
semplice calcolare la distanza di un punto ad un piano (e in questo caso i
punti sono stati appena calcolati) e` necessario solo calcolare i piani che gene-
rano il quadrato che iscrive la griglia. Per utilizzare il pattern per il calcolo
della posizione del proiettore serve sapere come questo lo proietta, piu` pre-
cisamente sapere la lunghezza che avranno i lati del quadrato ad una certa
distanza. E´ necessario quindi avere una modellazione accurata del pattern
di proiezione, conoscendo l’angolo α di apertura della griglia proiettata (fig.
4.8). Questo angolo α viene calcolato solo la prima volta che viene utilizzato
un dato proiettore e mantenuta. Per calcolare α, si proietta il pattern su dei
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Figura 4.8: Griglia proiettata sul modello.
piani perpendicolari alla direzione di vista posizionati a distanze differenti
ma conosciute a priori. Su queste proiezioni viene a misurata la lunghezza
dei lati che il quadrato assume, e tramite un semplice calcolo trigonometrico,
viene ricavato α.
Si puo´ notare fin da subito che il sistema risultante e´ sovra dimensiona-
to, ovvero abbiamo piu´ equazioni che incognite; inoltre il problema e` non
lineare. Quindi per risolvere questo problema ci siamo basati sul metodo
Levenberg-Marquardt, metodo ai minimi quadrati per funzioni non lineari.
Piu´ precisamente abbiamo utilizzato “levmar”, libreria realizzata in ANSI
C, implementata da Manolis Lourakis [25] e rilasciata con licenza GPL,
che risulta essere un’implementazione particolarmente robusta di questo tipo
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di problemi. Questa libreria implementa un risolutore di problemi ai mini-
mi quadrati non lineari, che richiede in ingresso una funzione che calcola le
distanze tra i punti di bordo proiettati sul modello e i piani su cui giace-
rebbero, calcolati in base alla posizione del proiettore. La minizzazione di
queste distanze trova il minimo nella miglior approssimazione della posizione
del proiettore.
Conoscendo i dati iniziali e il metodo di minimizzazione da utilizzare, e`
possibile entrare nel dettaglio della funzione, per capire meglio come deve
essere impostato il problema per essere risolto. I parametri che vengono pas-
sati alla funzione sono: i punti sul perimetro del quadrato, i quattro punti
agli angoli e la posizione iniziale di Pr (che viene inizializzata con la posi-
zione della camera). La primo valore calcolato dalla funzione e` il baricentro
del quadrato della griglia, come media delle distanze tra i punti sul peri-
metro e Pr ; il risultato viene normalizzato, perche` e` utile solo per stimare
la direzione del baricentro rispetto alla posizione del proiettore. Successiva-
mente vengono proiettate sulla sfera unitaria intorno a Pr i punti di bordo
della griglia localizzati sul modellop′1...p
′





calcolare i piani esterni della griglia servono gli assi di rotazione dei piani,
che possiamo identificare negli assi del sistema di riferimento del proiettore.
Come asse z e` utilizzato il vettore direzione del baricentro precedentemente
calcolato (perche` si assume che il proiettore punti al centro della griglia).
Come asse y viene scelto quello delle coordinate mondo, perche` si assume
che il proiettore, quando vengono scattate le foto, venga tenuto su un piano
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orizzontale o leggermente inclinato. L’asse x e` calcolato come il prodotto
incrociato degli altri due assi opportunamente normalizzati. Si passa quindi
al calcolo dei piani, procedendo con il calcolo di α, che indica la meta´ del-
l’angolo di apertura del cono di proiezione della griglia (conosciuto a priori).
Quindi si considera il piano generato dagli assi x-z e lo si fa ruotare di α
intorno all’asse x per trovare il piano superiore, e di −α per il piano inferio-
re. Simmetricamente, partendo dal piano y-z si ruota di α intorno all’asse y
per avere il piano sinistro e −α per avere quello destro. A questo punto ci
si calcola il quadrato delle distanze tra i punti p′′1...p
′′
n e i piani che li generano.
Il risolutore cerca di minimizzare le distanze punti-piani, spostando op-
portunamente la posizione di Pr. Saltuariamente accade che come risultato
vengano trovati dei minimi locali che inducono la terminazione dell’esecuzio-
ne restituendo un risultato errato. Questo tipo di inconveniente non ha una
metodo sicuro che permetta di identificarlo e risolverlo, quindi nella maggior
parte dei casi che si presentano si cerca di aggirare il minimo locale, andando
a passare alla funzione da risolvere, una posizione diversa del proiettore, co-
me parametro. Questa perturbazione permette in genere di aggirare i minimi
locali.
Una volta ottenuta la posizione finale del proiettore, viene calcolato di
nuovo l’orientamento di Pr, per poi calcolare gli assi del proiettore. Cio´ avvie-
ne come abbiamo visto prima, calcolando il baricentro della griglia proiettata
sul modello b. La direzione Pr-b viene normalizzata e associata all’asse z.
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Per ricavare gli altri assi procede inizializzando l’asse y pari a quello della
camera, quindi si trova l’asse x come prodotto vettoriale di z e y. Si ripete
quindi il prodotto vettoriale tra z e x per avere un asse y corretto. A questo
punto abbiamo tutte le informazioni necessarie sul proiettore per poter ini-
ziare ad inserire le informazioni all’interno del buco.
Dopo questa calcolo solitamente e` possibile controllare tramite l’interfac-
cia la posizione del proiettore, per avere un riscontro visivo sulla correttezza
del calcolo. Le operazioni di processing delle immagini e stima della posizio-
ne del proiettore sono state ottimizzate in modo da essere eseguite in pochi
secondi. In questo modo l’eventuale ripetizione di questi step per il calcolo
corretto della posizione del proiettore risulta essere veloce e poco tediosa.
4.4 Ricostruzione geometrica
Grazie ai passi presentati nelle precedenti sezioni sono state quindi collezio-
nate tutte le informazioni necessarie per poter ricostruire la geometria nella
zona del buco. Quest’ultima fase e` stata divisa in due step: il primo di
creazione di strip di triangoli nella zona del buco, ovvero strisce di triangoli
create con le informazioni prese dalla foto, e il secondo di chiusura buco con
successivo raffinamento della geometria aggiunta.
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4.4.1 Creazione di strip
Al primo step di questa fase prevede l’inserimento dei dati presi da foto al-
l’interno della superfice mancante del modello, andando a creare dentro il
buco delle strisce di triangoli concatenati (triangle strip), che successivamen-
te verranno collegate al bordo del buco. Attraverso l’analisi della topologia
del modello, per prima cosa viene individuato il buco interessato dalla pro-
iezione del pattern. Successivamente si procede con l’analisi della foto, dalla
quale si ricaveranno le informazioni necessarie tramite i pixel che sono stati
estratti nella fase precedente.
Questa e´ il passo che richiede il maggior tempo di calcolo: per estrapo-
lare le informazioni dall’immagine si analizza ogni pixel del box contenente
la griglia, se il colore del pixel e` rosso, viene controllato se fa parte della
zona del buco da chiudere. Per fare questo si trasformano le coordinate del
pixel in un punto 3D,proiettando il raggio passante per la camera e il punto
appena trovato sul modello 3D: se la normale della faccia del modello che
viene intersecata per prima, e` concorde con il versore del raggio, allora il pixel
analizzato fa parte del buco, altrimenti il pixel proietta sulla geometria gia`
esistente. Nel caso in cui si trovi un pixel facente parte della zona del buco, e`
necessario associare il pixel stesso al piano che lo genera; questa informazione
viene calcolata analizzando le linee rosse che incontriamo spostandoci verso
il bordo sinistro del box sull’immagine. Successivamente questo indice viene
codificato per essere memorizzato nell’immagine.
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A questo punto e` possibile generare il dato geometrico attraverso la trian-
golazione dei punti. Un fattore importante da considerare e` la possibile pre-
senza di piccoli errori dovuti alla stima non totalmente precisa della posizione
del proiettore di pattern. Questo puo` generare imprecisioni nella profondita`
dei punti generati con la triangolazione. E´ possibile pero` cercare di correg-
gere questo errore (generalmente costante per tutte le linee da ricostruire).
Questo viene calcolato tramite la ridondanza delle informazioni che pos-
siamo trovare sull’immagine. Infatti nel’analisi l’immagine viene considerato
anche il caso in cui il raggio (pixel-camera) intersechi una faccia la cui nor-
male risulti discorde al versore del raggio. In questo caso viene usato il punto
di intersezione appena trovato per calcolare la differenza con il punto calco-
lato con l’intersezione tra lo stesso raggio e il piano che genera il pixel. Per
ogni piano della griglia viene associato un vettore, dove sono memorizzate le
distanze sopra indicate. Per ognuno di questi vettori viene calcolato l’errore
quadratico medio. Come risultato abbiamo un fattore di correzione per ogni
piano. Per avere un fattore di correzione piu´ attendibile, solo i pixel in pros-
simita` del bordo vengono considerati.
A questo punto sono disponibili tutte le informazioni necessarie per poter
andare a inserire dei nuovi punti all’interno del buco. Si procede con la
trasformazione in un punto 3D p di ogni pixel assodato alla zona si superfice
mancante. Questo e` ottenuto con il classico metodo della triangolazione,
creando il raggio cam-p (che parte dalla camera cam e passa per il punto p)
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e intersecandolo con il piano del pattern associato, trovando p’. Si applica
quindi la correzione  calcolata precedentemente, trovando p” = p’ + . Per
ogni punto creato se ne aggiunge un’altro (che useremo per creare la striscia
di triangoli), le cui coordinate sono le stesse del punto calcolato p”, ma
traslato di un  sull’asse x del sistema di riferimento del proiettore laser. I
punti calcolati sono memorizzati in una struttura utilizzata per creare delle
“strisce di triangoli” che definiscono i punti ottenuti(fig.4.9).
Figura 4.9: Strisce di triangoli
L’ultima operazione di questa fase e` la connessione delle strip al bordo
del buco. Per la scelta del vertice candidato alla “connessione” topologica,
si selezionano tra i vertici appartenenti al bordo quelli che minimizzano la
funzione distanza. Tali vertici sono uniti ai vertici finali delle strip correlate,
ottenendo cos`ı una nuova superfice dove il buco iniziale e` stato suddiviso in
alcuni buchi di minore estensione.
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4.4.2 Chiusura e raffinamento
La creazione e connessione delle strip ai bordi completa la prima (e piu` im-
portante) fase dell’algoritmo di completamento della geometria. Pur avendo
sensibilmente ridotto la diensione dei buchi da chiudere e` stato necessario
implementare un algoritmo sufficentemente robusto ed efficace da ottenere
risultati soddisfacenti.
Come detto all’inizio del capitolo precedente, e` stata scartata l’idea di
un algoritmo volumetrico in quanto distruggerebbe parte del lavoro svolto,
andando a ricostruire la tutta la topologia del modello. Quindi la scelta e`
avvenuta tra gli algoritmi della famiglia dei “surface oriented”. Anche per
questa scelta e` stato inizialmente implementato e impiegato un algoritmo
semplice: ear cut (vedere sezione 2.2.1). Dai primi risultati e´ stato subito
chiaro che fosse necessario dirigere la scelta verso un algoritmo piu´ robusto,
che potesse dare garanzie sulla chiusura del buco e sulla qualita` della geome-
tria. La scelta e´ ricaduta sul metodo proposto da Leipa [24], in quanto, in
base a test realizzati, la superfice ricostruita tende a rispecchiare fedelmente
l’andamento delle zone circostanti al buco.
E´ stato quindi implementato l’algoritmo per la chiusura, attenendoci alle
specifiche descritte per tale metodo (vedere sezione 2.2), per quanto riguarda
la seconda parte dell’algoritmo, quella di raffinamento, sono state apportate
alcune modifiche per adattare la procedura al sistema di ricostruzione.
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Figura 4.10: Chiusura del buco
La chiusura dei buchi segue esattamente l’algoritmo come e` stato descrit-
to nella sezione 2.2.1. Viene calcolata una funzione peso φ(i, j, k) per ogni
possibile triangolo che puo` apparire durante il processo di triangolazione.
Questa funzione tiene conto sia dell’area del triangolo che puo` essere inserito
sia degli angoli creati dalla normale della faccia da inserire con quelle delle
facce adiacenti. Minimizzando questa funzione si ha una chiusura grossolana
dei buchi (fig. 4.10) che verra` raffinata nello step successivo.
Come visto in 2.2.1 nel metodo originale, il raffinamento inizia con il
calcolo di µ, la media delle aree dei triangoli che circondano il buco, men-
tre nell’implementazione del sistema presentato sono presi in considerazione
tutte le facce del modello (escluse quelle nuove). Questa scelta e´ stata intra-
presa per dare maggiore omogeneita´ alla grana della geometria inserita. Si
prosegue scorrendo i triangoli della copertura (di cui viene calcolata l’area)
e selezionando per la suddivisione quelli che hanno l’area maggiore di µ.
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Figura 4.11: Edge-flip.
Figura 4.12: Buco raffinato
La suddivisione di una faccia in tre sottotriangoli avviene calcolando pri-
ma di tutto il centroide c del triangolo, successivamente vengono uniti i
vertici del triangolo con c, creando tre nuovi triangoli. Questo metodo viene
usato per diminuire la dimensione delle facce senza stravolgere la topologia
del modello. Successivamente si procede con la fase di edge-flip (fig. 4.11),
dove per ogni coppia di triangoli adiacenti (a,b,c) e (a,d,c), si calcola il circo-
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centro passante per a,b,c. Se il vertice d cade all’interno della circonferenza
appena calcolata allora si procede a sostituire il lato in comune dei due trian-
goli (a,c), sostituendolo con il lato (b,c), migliorando la forma dei triangoli
senza modificare la geometria. La procedura di suddivisione e edge-flip viene
quindi iterata fino a quando tutti i triangoli hanno area minore di µ (fig.
4.12).
Figura 4.13: Buco dopo la fase di smooth
Quindi l’algoritmo prevede il passaggio all’ultima fase, quella di Smooth.
Tale algoritmo che addolcisce l’andamento della topologia, andando collocare
ogni vertice facente parte della selezione in una posizione calcolata attraverso
la posizione originale mediata con la posizione dei vertici vicini. Nell’algorit-
mo originale in questa fase vengono selezionate tutte le facce appena aggiunte,
che creano la patch, e viene applicato un algoritmo di smooth. Nella nostra
implementazione, l’algoritmo di smooth viene applicato oltre a quelle appena
aggiunte anche quelle che sono immediatamente adiacenti. Questo viene ese-
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guito per ammorbidire la copertura e renderla piu´ omogenea con l’andamento
della topologia intorno al buco e perche` nella fase di fusione l’andamento dei
triangoli ricostruiti vicino al bordo tende ad essere poco preciso.
Figura 4.14: Modello finale.
L’operazione di smoothing conclude la fase di ricostruzione della geome-
tria e quindi la procedura di chiusura del buco. Come si puo` notare nell’e-
sempio in figura (fig. 4.14) la geometria aggiunta e` pressoche` indistinguibile
dal resto del modello.
Capitolo 5
Risultati
L’algoritmo descritto nel capitolo precendente e` stato utilizzato per realizzare
il tool Photomodel, che permette di chiudere i buchi inserendo dati estratti
da foto. Nell’ambito delle metodologie di mesh processing, i tool che permet-
tono di chiudere buchi, basati su algoritmi locali o volumetrici, sono molti;
tra questi ne sono stati scelti due per confrontare i risultati ottenuti con il
nostro framework: Meshlab e HoleFilling.
Meshlab [10](fig.5.1) e` un tool basato sulla libreria VCG, realizzato pres-
so il Visual Computing Group del CNR di Pisa, il quale integra una grande
quantita` di filtri per il mesh processing. L’algoritmo implementato in Me-
shlab e` un ear cut basato su diverse code di priorita`, selezionabili da utente
in base alla topologia circostante il buco.
HoleFilling e` un tool atto alla sola chiusura dei buchi presenti su me-
sh poligonali, basato sulla libreria Openmesh [7], realizzata dal Computer
Graphics Group della RWTH Aachen University. In HoleFilling si trova
l’implementazione dell’algoritmo proposto da Leipa.
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Figura 5.1: Interfaccia del tool Meshlab.
Nelle seguenti sezioni sara` descritto il tool, successivamente saranno pre-
sentati i test set selezionati per la fase di testing, infine verranno mostrati e
commentati i risultati ottenuti.
5.1 Photomodel
Photomodel e´ il tool di hole filling implementato durante il lavoro della pre-
sente tesi: la sua struttura si basa sul framework descritto nel capitolo prece-
dente. E´ stato sviluppato interamente in C++ utilizzando Microsoft Visual
Studio 2005 come ambiente di sviluppo. Per implementare l’interfaccia e`
stata utilizzata le class library di Qt[41], un framework per lo sviluppo di
applicazioni cross-platform. Il progetto si articola in piu´ di sei mila righe di
codice. L’interfaccia e´ stata costruita per dare la possibilita´ all’utilizzatore
il controllo dello stato di ogni singolo step.
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Figura 5.2: Interfaccia del framework, tab per il caricamento del progetto.
Il tool si presenta con un’interfaccia semplice che si suddivide in tre “tab”,
uno per ogni macro step: Load project, Photo filter e Hole filler. Il primo,
Load project, e´ quello dove viene caricato il file di progetto (fig.5.2), dove
sono presenti le informazioni riguardanti il modello da caricare e le foto che
verranno utilizzate per chiudere i buchi relativi. Oltre a selezionare il pro-
getto da caricare, e` stata data la possibilita´ di poter cambiare il modello
su cui lavorare. Questo da` modo di lavorare con un modello a risoluzione
maggiore rispetto a quello usato per allineare la foto. In questa schermata
e´ inoltre presente un contesto openGl dove sono visualizzati il modello e la
posizione delle camere associate alle foto. Tramite una combobox, viene data
la possibilita´ di poter disegnare il modello dal punto di vista della camera.
Infine una piccola textbox (fig.5.3) contiene alcuni dati sui buchi presenti sul
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modello.
Figura 5.3: Textbox di informazione sui buchi presenti sul modello.
Il secondo tab, Photo filter, e´ utilizzato per la manipolazione della foto.
L’utente puo´ applicare i filtri (descritti in 4.2) e controllare in tempo reale
il risultato (fig.5.4). Inoltre e` presente una combobox per poter selezionare
l’immagine che si vuole elaborare. Un bottone, permette di accettare l’im-
magine e quindi poter procedere con i successivi step dell’elaborazione.
Figura 5.4: Tab per l’elaborazione della foto.
Anche il terzo tab, Hole filler (fig.5.5), racchiude un contesto openGL,
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nel quale vengono disegnati il modello, e la posizione della camera e del pro-
iettore (quando calcolata). La combobox serve a selezionare la camera che
si vuole utilizzare per prendere le informazioni da utilizzare per chiudere il
buco. I bottoni sottostanti servono per mandare in esecuzione gli step del
framework della calibrazione, della creazione di strip e della chiusura con
raffinamento. Lo step della calibrazione e` stato separato dagli altri per poter
controllare visivamente sul contesto 3D il risultato. E infine possibile visua-
lizzare il risultato e salvare il modello.
Figura 5.5: Tab per il controllo del tappamento del buco.
Il tool realizzato e sopra descritto non richiede alcuna impostazione di
parametri per essere eseguito, per questo motivo si puo` considerare user-
friendly. L’interfaccia del tool viene esclusivamente utilizzata per avere dei
riscontri visivi sui risultati dei singoli step, rendendo il tool semi-automatico,
in quanto l’unica interazione richiesta all’utente e` la pressione dei bottoni per
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eseguire i vari step per arrivare ad ottenere la chiusura del buco.
5.2 I dataset di prova
Per verificare che il metodo presentato possa dare risultati almeno paragona-
bili a quelli presenti in letteratura, sono stati preparati dei set di dati su cui
poter andare a testare il framework realizzato. I modelli utilizzati per crea-
re il set sono tutti stati acquisiti tramite lo scanner Konica Minolta V-910
presente nel laboratorio del Visual Computing Group. Ai modelli ricostruiti
sono stati praticati dei buchi in diverse zone che racchiudono differenti ca-
ratteristiche topologiche: questa operazione e´ stata applicata per per poter
comparare visivamente e numericamente le chiusure ottenute con il dato rea-
le acquisito. Sono state quindi scattate alcune foto del pattern proiettato
sulla zona comprendente il buco; per ottenere queste immagini stata utiliz-
zata una Nikon DX80, mentre per proiettare il pattern e` stato utilizzato un
proiettore Epson EB-1725. Per avere un ulteriore riscontro dei risultati otte-
nuti, e` stato deciso di confrontare i risultati ottenuti con Photomodeler con i
modelli restituiti dai tool Meshlab HoleFilling. Questi tool sono considerati
tra i tool piu` utilizzati per la manipolazione di modelli poligonali, in quanto
implementano soluzioni robuste e automatiche.
Le statue utilizzate per i nostri test sono due riproduzioni in gesso di una
Venere (fig. 5.6) e di una donna greca (fig. 5.7). Entrambe le statue sono
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Figura 5.6: Test set: Statua di
Venere.
Figura 5.7: Test set: Statua di
donna greca.
alte 70 cm. I buchi su questi modelli sono stati praticati, come e` stato detto
precedentemente, in zone la cui superfice racchiudeva particolarita` topologi-
che. Nel paragrafo seguente verranno mostrate le zone originali, dove e` stato
praticato il buco, e i risultati ottenuti con i tre tool.
5.3 Risultati
In questo paragrafo verranno proposti i risultati e analizzati i casi di test a
cui abbiamo sottoposto il nostro tool in relazione con quelli precedentemente
citati. In ogni caso proposto verra` motivata la posizione del buco praticato
e successivamente discussi i risultati ottenuti dai tre tool; particolare atten-
zione verra` data alla differenze tra le superfici risultanti e quella originale.
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5.3.1 Test 1
Figura 5.8: a)Modello di partenza. b)Modello bucato c)Modello chiuso con
Holefiller. d)Modello chiuso con Meshlab e)Modello chiuso con
Photomodel.
Il primo test e` stato eseguito in una zona dove le caratteristiche topologi-
che erano poco rilevanti in termini di dimensioni, come si puo` vedere in Fig.
5.8 a. Si puo` notare come nei tre risultati (fig. 5.8 c, d, e) non esista una
grossa differenza nella chiusura. Infatti in tutti i casi di chiusure, le piccole
caratteristiche morfologiche vengono perse, generando una superfice legger-
mente ondulata. Questo e` dovuto al fatto che i particolari della geometria
sono particolarmente minuti. Tramite questo test si pu comunque mostrare
come Photomodel non vada ad inserire geometria dannosa ai fini della chiu-
sura del buco anche quando non si riescono a reperire informazioni precise
per quanto riguarda le caratteristiche topologiche della superfice.
La Tabella 5.1 mostra invece i tempi di elaborazione necessari per la chiusu-
ra del buco: il tempo pi lungo necessario al Photomodeler in parte dovuto








Tabella 5.1: Tempi di elaborazione per i vari metodi, Test 1
5.3.2 Test 2
Figura 5.9: a)Modello di partenza. b)Modello bucato c)Modello chiuso con
Holefiller. d)Modello chiuso con Meshlab e)Modello chiuso con
Photomodel.
Il secondo caso di test e` stato creato andando ad eliminare una parte di
superfice che racchiude una rilevante caratteristica topologica (fig. 5.9 a). In
questo caso, a differenza del test precedente, si possono subito notare grosse
differenze nei risultati dei tre tool utilizzati. Per quanto riguarda il risul-
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tato dell’ Holefiller (fig. 5.9 c), si nota immediatamente che nella superfice
ricostruita non vi e` piu` traccia della piega del vestito della statua. Anche
nel risultato proveniente da Meshlab (fig. 5.9 d) la piega e` completamente
sparita, inoltre si nota l’assenza della fase di smoothing finale, rendendo la
triangolazione meno piacevole visivamente. Sarebbe possibile applicare alla
superficie chiusa ulteriori filtri implementati in Meshlab, per ottenere risul-
tati visivamente migliori, ma questo potrebbe portare al peggioramento della
qualit della ricostruzione (si veda in seguito l’analisi numerica dei test set).
Per quanto riguarda il modello restituito da Photomodel (fig. 5.9 e), si
puo` notare come gran parte del dettaglio riguardante la caratteristica topolo-
gica eliminata dal buco sia stata ricostruita. La piega del vestito non e` stata
ricostruita completamente, ma e` stata mantenuta la scanalatura sulla destra
di questa. Questo test, se pur eseguito su un buco di non enormi dimen-
sioni, crea difficolt agli algoritmi locali, dimostrando che zone anche piccole
ma ricche di dettaglio non possono essere ricostruite senza l’inserimento di
ulteriore informazione.
5.3.3 Test 3
In questo caso, come caratteristica topologica e` stata eliminata un’altra zona
del vestito contenente due pieghe (fig. 5.10 a). Come nel test precedente Ho-
lefiller (fig. 5.10 c) perde completamente il dettaglio, creando una copertura
completamente piatta e addolcendo solo le zone di giunzione con la geome-







Tabella 5.2: Tempi di elaborazione per i vari metodi, Test 2
Figura 5.10: a)Modello di partenza. b)Modello bucato c)Modello chiuso con
Holefiller. d)Modello chiuso con Meshlab e)Modello chiuso con
Photomodel.
(fig. 5.10 d), pur utilizzando pochi triangoli, questi mantengono una parte
delle caratteristiche eliminate con il buco: viene mantenuta la scanalatura a
destra, mentre la scanalatura di sinistra viene proseguita fino al congiungi-
mento con quella sopracitata. Il risultato ottenuto con Photomodel (fig. 5.10
e), se pur ricostruendo con minor dettaglio la scanalatura di destra, riesce a
mantenere l’andamento della zona sinistra del buco senza che questa venga







Tabella 5.3: Tempi di elaborazione per i vari metodi, Test 3
5.3.4 Test 4
Figura 5.11: a)Modello di partenza. b)Modello bucato c)Modello chiuso con
Holefiller. d)Modello chiuso con Meshlab e)Modello chiuso con
Photomodel.
In questo ultimo test, e` stata eliminata una zona una dove l’andamento
della superfice compie due curve. La chiusura eseguita con Holefiller, mantie-
ne bene l’andamento della curva piu` dolce(quella della schiena della statua),
mentre tende ad appiattire l’altra. Il risultato ottenuto con Meshlab risulta
essere un’appiattimento di entrambe le curve. Photomodel ha generato una







Tabella 5.4: Tempi di elaborazione per i vari metodi, Test 4
che compare tra esse.
5.3.5 Risultati Numerici
Nella precedente sezione sono stati presentati fin ora risultati puramente vi-
sivi, i quali mostrano in generale una maggiore similarita` all’originale delle
superfici ricostruite da Photomodel tispetto agli altri metodi. Tuttavia tali
immagini non forniscono un’effettiva quantificazione di quale di questi tool
genera la superfice piu` simile a quella originale. Per ottenere dei risultati
numerici sull’effettiva distanza della superfice creata rispetto quella di riferi-
mento, ci si e` basati sulla distanza di Hausdorff : il massimo tra l’eccedenza
del primo dominio sul secondo e l’eccedenza del secondo dominio sul primo
(formula 5.3). Dati A e B due sottoinsiemi di uno spazio metrico (i modelli
nel nostro caso), si definisce distanza di un punto dall’insieme A la quantita`








infine si puo` definire la distanza di Hausdorff tra A e B come la quantita`
d(A,B) = max e(A,B), e(B,A) (5.3)
Tramite questa misura sono state calcolate le medie delle distanze dei punti
tra il modello originale e le chiusure effettuate con i tre tool: per completezza
sono mostrate in tabella 5.5 anche la distanza massima trovata e la varianza
quadratica media.
Come si puo` notare la chiusura effettuata da Photomodel risulta essere
nettamente piu` precisa di quella ottenuta con Holefiller, mentre e` migliore in
due casi su quattro rispetto alle chiusure ottenute con Meshlab. Nei restanti
due casi i risultati sono comunque paragonabili.
Dall’analisi numerica possiamo ottenere alcune indicazioni interessanti:
1. Holefiller genera una chiusura visivamente migliore, ma questa risulta
essere non precisa da un punto di vista geometrico. L’errore sembra
essere introdotto proprio dalle fasi si remeshing e smoothing.
2. Meshlab genera in due casi una chiusura geometricamente migliore, ma
visivamente risulta essere di qualita` minore. Analogamente a Holefil-
ler, l’introduzione di meccanismi di smoothing potrebbe portare ad un
peggioramento della precisione.
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Tool Media Max Scarto quadratico medio
Test 1
Holefiller 0,002083 3,284013 0,052673
Meshlab 0,000593 0,687241 0,01462
Photomodel 0,001201 1,708783 0,0295663
Test 2
Holefiller 0,515288 33,177967 3,379488
Meshlab 0,000553 0,79688 0,015343
Photomodel 0,000222 0,642542 0,007969
Test 3
Holefiller 0,497988 33,177967 3,32634
Meshlab 0,00122 1,67301 0,027455
Photomodel 0,000405 1,048663 0,013196
Test 4
Holefiller 0,002006 3,284013 0,051815
Meshlab 0,000294 0,485467 0,008804
Photomodel 0,000493 1,919416 0,018686
Tabella 5.5: Analisi della distanza di Hausdorff tra il modello originale e i modelli
ricostruiti, per tutti i test cases
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3. Holefiller e Photomodel utilizzano gli stessi algoritmi per il remeshing
e lo smoothing (escludendo piccole differenze, vedere sezione 4.4.2), ma
i risultati numerici risultano essere profondamente differenti. Questo
dimostra che l’inserimento dei dati ottenuti da immagine porta alla
ricostruzione dell’andamento “reale” della geometria. In caso contrario,
i risultati numerici di similarita` tra Holefiller e Photomodel sarebbero
paragonabili.
In conclusione e` possibile notare, analizzando i risultati sopra elencati,
che Photomodel raggiunge in genere risultati migliori sia dal punto di vista
visivo che dal punto di vista dell’accuratezza numerica. Questo e` dovuto
all’introduzione di geometria “reale”, che porta ad avere dei rilevanti vantaggi
durante il processo di chiusura.
Capitolo 6
Conclusioni
Lo scopo di questa tesi e´ stato la creazione di un nuovo metodo per risolvere
il problema della chiusura dei buchi su mesh poligonali. Questo tipo di arte-
fatti e` molto spesso presente nei modelli 3D ottenuti da scansione, a causa di
errori durante la fase di fusione delle range map o addirittura la mancanza
della scansione di alcune zone dell’oggetto.
Dopo aver intrapreso uno studio sul problema, e successivamente analiz-
zato i vari metodi esistenti, si e` rilevato che tali approcci ottengono ottimi
risultati nel casi di buchi di medio-piccola dimensione. Nel caso di buchi di
grande dimensione, il risultato puo` essere poco convincente. Inoltre, dato
che uno dei principali ambiti di applicazione e` quello dei beni culturali, l’in-
troduzione massiccia di dati non reali puo` essere considerata inaccettabile.
La soluzione in questo caso e` stat il recupero di informazione sulla superfi-
ce mancante, in modo da poter ricostruire la geometria in modo coerente.
Per questo motivo e` stato studiato un metodo alternativo per recuperare
informazione senza dover intraprendere una nuova campagna di scansione.
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Il metodo proposto prevede quindi una fase di acquisizione di informazioni
sulla regione del buco e una successiva chiusura.
Nella fase di creazione del metodo i requisiti principali da soddisfare sono
stati:
1. L’automaticita` del metodo, in grado di estrarre tutta l’informazione
necessaria senza intervento da parte dell’utente.
2. La robustezza, cioe´ la capacita` di ottenere risultati paragonabili a quelli
ottenuti dai metodi allo stato dell’arte, nel caso in cui l’informazione
estratta dalle immagini sia poco soddisfacente.
3. Il basso costo dell’apparato di acquisizione. Obiettivo della tesi stato
la creazione di un sistema che possa essere costruito in modo semplice
e con materiali facilmente reperibili sul mercato.
4. La costruzione di una geometria “reale”, in contrapposizione agli algo-
ritmi allo stato dell’arte che possono produrre geometria “inventata”
nel caso di buchi di grandi dimensioni.
Per recuperare le informazioni sulla zona di superficie e` stato scelto l’u-
tilizzo di una immagine che inquadra la zona dell’oggetto comprendente il
buco, sulla quale viene proiettato un pattern predefinito. In questo modo,
conoscendo la posizione della fotocamera e del proiettore rispetto all’oggetto,
risulta semplice il recupero delle informazioni sulla superfice tramite l’anali-
si della distorsione del pattern su di essa e la triangolazione geometrica dei
punti estratti dall’immagine.
Il metodo richiede quindi che la foto sia allineata al modello: successivamente
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la foto viene elaborata per poter estrarre il pattern. Dopo aver estratto la
griglia proiettata, si procede con la stima della posizione spaziale del proiet-
tore. La fase successiva riguarda la ricostruzione della geometria: dapprima
i pixel dell’immagine corrispondenti alla zona di superficie mancante e asso-
ciati al pattern proiettato sono trasformati in punti tridimensionali tramite
triangolazione; successivamente, tali punti 3D vengono trasformati in trian-
gle strips connesse ai bordi del buco, in modo da scomporre il problema di
partenza in una serie di problemi piu` semplici (buchi piu` piccoli da chiude-
re). L’ultima fase riguarda la chiusura dei buchi appena creati, tramite un
algoritmo proposto in letteratura.
Tramite l’utilizzo di questa tecnica possibile quindi effettuare hole filling
su buchi di grandi dimensioni riproducendo con maggiore precisione la geo-
metria reale dell’oggetto. L’implementazione del metodo nell’ambito di un
tool user friendly permette il completamento dell’operazione in modo auto-
matico in pochi minuti.
Il metodo proposto e` attualmente l’unico approccio che utilizzi immagini
reali per il completamento di geometria, in quanto gli altri metodi presenti
in letteratura [50] non mostrano risultati su casi reali, bens`ı su rendering del
modello da completare.
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Il sistema presentato nell’ambito del lavoro di tesi ha prodotto risultati sod-
disfacenti, ottenendo miglioramenti nella superficie riprodotta nel confronto
con gli algoritmi allo stato dell’arte. Tuttavia, alcune interessanti direzioni
di sviluppo futuro possono essere delineate: in particolare, e` possibile indi-
care miglioramenti sia nella struttura della device di acquisizione che nella
componente software.
Nell’ambito hardware, l’impiego di nuovi componenti per il miglioramen-
to dei nostri risultati potrebbe provenire dall’utilizzo di nuovi diodi laser
(mantenendo sempre la caratteristica del low-cost), data la loro continua e
costante decrescita dei loro prezzi. L’idea originale del sistema comprende-
va un diodo laser attaccato in una configurazione fissa rispetto alla camera.
Questo non e` stato possibile perche´ i pattern projector nell’attuale mercato
producono griglie di bassa qualita`, difficilmente estraibili dalle immagini ac-
quisite.
L’impiego di un’apparecchiatura solidale alla camera digitale avrebbe per-
messo di conoscere a priori la posizione del diodo, portando all’eliminazione
della fase di stima della stessa. Questa fase risulta essere quella piu` delicata
dell’intero framework.
Considerando l’andamento dei prezzi degli emettitori laser e dei filtri di
rifrazione per la produzione di pattern, e` pero` possibile pensare che in tempi
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brevi (da pochi mesi a un anno) saranno disponibili sul mercato diodi laser
ad ottima qualita` e a prezzi accessibili (poche centinaia di Euro). In questo
modo dovrebbe essere possibile usare il metodo proposto per una reale ap-
plicazione sul campo.
Sempre rimanendo nell’ambito delle componenti del sistema, si e` ipotiz-
zato l’utilizzo di filtri fotografici, per facilitare l’estrazione del pattern dalle
immagini acquisite. In tale modo la qualita` del riconoscimento della griglia
da parte del framework e della conseguente geometria ricostruita dovrebbe
migliorare considerevolmente.
Per quanto riguarda sviluppi a livello implementativo, sono possibili due
direzioni di intervento: il miglioramento dell’estrazione del pattern o l’elimi-
nazione dell’utilizzo del pattern proiettato.
Nel primo caso, l’intervento sarebbe diretto alla creazione di filtri piu` per-
formanti, utilizzando euristiche migliori, per rendere piu` precisa l’estrazione
della griglia dalla foto. La direzione piu` promettente quella che persegue la
creazione di una applicazione custom di una combinazione dei filtri di elabo-
razione immagine conosciuti in letteratura. Per quanto riguarda l’elimina-
zione dell’uso del pattern, la soluzione puo` presentarsi tramite l’integrazione
con un sistema di ricostruzione 3D da immagini, come Arch3D [46]. Questi
sistemi sono in grado di ottenere una geometria abbastanza accurata, anche
se non paragonabile come precisione alla scansione laser. Nel nostro caso, i
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dati da scansione e quelli da foto potrebbero essere integrati in due fasi. Nella
prima, il risultato della riscostruzione da immagini potrebbe essere migliora-
to usando l’informazione ottenuta dalla scansione. In un secondo tempo, la
geometria scansionata potrebbe essere completata nelle sue parti mancanti
usando le superfici ottenute da foto.
L’integrazione dei dati da scansione e da foto presenta pero` ancora alcune dif-
ficolta`, in particolare nel’ambito della conplessita` di calcolo. E´ quindi ancora
giustificabile pensare di utilizzare device esterne (come il proiettore laser) per
“assistere” i sistemi di chiusura buchi.
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