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Plastic deformation of crystalline and amorphous matter often involves intermittent local strain
burst events. To understand the physical background of the phenomenon a minimal stochastic
mesoscopic model was introduced, where microstructural details are represented by a fluctuating
local yielding threshold. In the present paper, we propose a method for determining this yield
stress distribution by lower scale discrete dislocation dynamics simulations and using a weakest link
argument. The success of scale-linking is demonstrated on the stress-strain curves obtained by the
resulting mesoscopic and the discrete dislocation models. As shown by various scaling relations
they are statistically equivalent and behave identically in the thermodynamic limit. The proposed
technique is expected to be applicable for different microstructures and amorphous materials, too.
PACS numbers: 81.40.Lm, 61.72.Lk, 62.20.F-, 81.05.Kf
I. INTRODUCTION
Crystal plasticity involves important features on mul-
tiple spatial and temporal scales ranging from atom-
istic processes to, e.g., the grain structure of a spec-
imen. Understanding and modeling such a rich phe-
nomenon requires a multiscale approach, where different
level models rely on inputs from lower scales. One of such
steps that has been intensively studied is to bridge dis-
crete dislocation plasticity with a higher scale continuum
description1–6. The main motivation behind these activ-
ities is that dislocations interact with long-range stress
fields, so in a discrete model all mutual pair interactions
between dislocations have to be taken into account lead-
ing to a time complexity that makes calculations unsolv-
able already for small samples. This restriction could be
lifted by an appropriate continuum model, in which dis-
locations are smeared out in terms of continuous density
fields, and one considers the dynamics of these fields in
the form of continuity equations.
These descriptions filter out spatial and temporal fluc-
tuations appearing in the form of intermittent strain
bursts caused by dislocation avalanches7,8. Such fluctu-
ations, however, often represent important physics that
one may intend to take into account. For instance, in
the case of micron-scale specimens the stochastic strain
bursts prohibit the predicted formability, and thus rep-
resent a major challenge for material design9. They also
play an important role in size effects, that is, the increase
of material strength if specimen dimensions are reduced
down to the micron regime or below10–12. So, from a
technical point of view it seems desirable to extend the
continuum dislocation models by a stochastic component
to account for avalanche dynamics.
Such a stochastic crystal plasticity model (SCPM) was
proposed by Zaiser et al. in two dimensions (2D), which
extended the continuum models with a random term in
the local yield stress of the material13. This feature is
meant to account for the inherent inhomogeneity of the
dislocation microstructure that often appears in the form
of distinctive patterns. The model is in fact a cellular
automaton (CA) representation of the plastic strain field
evolution. The elementary event is the local slip of a
cell (achieved in practice by the motion of nearby dis-
locations), that induces a long-range internal stress re-
distribution, that may trigger further events. The local
yield threshold is updated after each event to account for
microstructural rearrangements that take place during
plastic slip. The resulting model recovers the stochas-
tic nature of plasticity and yields a power-law distribu-
tion for the random steps appearing on the stress-strain
curves14. It also proved successful to model the quasi-
periodic oscillatory behavior observed at slow deforma-
tion of micron-scale single crystalline pillars15.
Interestingly, very similar mesoscopic stochastic mod-
els were already introduced earlier with a different aim,
namely, to study plasticity in amorphous materials,
where the dislocation-mediated deformation mechanism
is absent16–20. Among these models the basic assump-
tions are identical to those of SCPM: (i) that plastic
strain accumulates in local shear transformations that
generate long-range internal stress redistribution and (ii)
that the material exhibits internal disorder represented
by a fluctuating local yield stress. In fact, the 2D model
of Roux et al.16, apart from a few minor technical dif-
ferences, is identical to the SCPM of Zaiser et al.13 The
reason for this is, on the one hand, that although disloca-
tion slip is characterized by the quantum of the Burgers
vector, a local strain increment is (roughly speaking) the
product of the Burgers vector and the total distance trav-
eled by the dislocations which is, therefore, not restricted
to discrete values. On the other hand, the elastic stress
induced by a local plastic slip event is independent of
the underlying deformation mechanism, and is described
by the Eshelby solution of the corresponding eigenstrain
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2problem21. In the amorphous model of Roux et al.16 and
the SCPM of Zaiser et al.13 the free parameters of the
model are the distribution of the local yield stress and the
magnitude (or distribution) of a local slip event. These
parameters are representing the microstructural features
of the actual material, and are, of course, expected to
differ for amorphous and crystalline materials.
In the present paper, we demonstrate how these pa-
rameters can be calibrated in the case of crystalline plas-
ticity. At the lower scale we use conventional 2D dis-
crete dislocation dynamics (DDD) models, that have
been studied extensively in the literature22–26. Load-
controlled quasi-static plastic deformation is simulated,
where individual avalanches can be identified27. We find
that the stress value corresponding to the first avalanche
follows a Weibull distribution, and the mean stress at
the ith avalanche represent a weakest link sequence from
the same distribution. This implies that plastic events
are local and the subsequent avalanches are weakly cor-
related confirming the main assumption of the SCPM.
We also provide an in-depth statistical analysis of the
stress-strain curves and show by scaling relations that
at not too large strains both DDD and SCPM exhibit a
smooth plastic response if the system size tends to in-
finity. This tendency is characterized by a size exponent
that, with an appropriate choice for the local strain incre-
ment in the SCPM, equals for the different models. The
so configured SCPM, thus, provides stress-strain curves
statistically equivalent to those obtained by DDD.
The paper is organized as follows. Dimensionless units
used in the paper are introduced in Sec. II, followed by
the description of the plasticity models in Sec. V, and
the summary of the numerical results in Sec. IV. Section
V presents a plasticity theory that correctly describe the
numerical findings in the microplastic regime. The paper
concludes with a Discussion and a Summary section.
II. DIMENSIONLESS UNITS
Infinite dislocation systems, apart from the core region
not considered here, are invariant to the following re-
scaling (see, e.g., Ref. 28):
r → r/c, γ → cγ, and τ → cτ, (1)
where r, γ, and τ denote the spatial coordinate, the plas-
tic shear strain, and the shear stress, respectively, and
c > 0 is an arbitrary constant. This universal feature is
a simple result of the 1/r type (scale-free) decay of the
dislocation stress fields. This property also means that
in an infinite dislocation system the only length scale is
the average dislocation spacing ρ−1/2, where ρ is the to-
tal dislocation density, so, naturally, this value is chosen
as c. In the case of strain γ and stress τ the Burgers
vector b, shear modulus µ, and the Poisson ratio ν are
also required to arrive at dimensionless units denoted by
(·)′:
r′ = ρ1/2r, γ′ = γ/(bρ1/2), τ ′ = τ/
(
µb
2pi(1− ν)ρ
1/2
)
.
(2)
Throughout the paper these dimensionless units will be
used, and the distinguishing (·)′ symbol will be omitted.
III. SIMULATION METHODS
In this paper, for simplicity, two-dimensional (2D)
models are applied. All three models introduced below
have been used extensively in the literature, therefore,
only their main features are summarized.
A. Stochastic continuum plasticity model (SCPM)
The model is based on a crystal plasticity model in-
troduced by Zaiser and Moretti13 and considers a plane
strain problem with a local plastic shear strain field
γpl (r) and a local shear stress τ loc (r). In an infinite
system one can write the stress at an arbitrary position
r as
τ loc (r) = τ ext +
(
GE ∗ γpl) (r) , (3)
i.e., it consists of two parts: an external load and in-
ternal part generated by the inhomogeneous γpl (r) field
via GE (r), the elastic Green’s function specified by the
corresponding Eshelby inclusion problem.21 The stress
and strain fields are discretized on a square lattice with
cell size d (measured in dimensionless units introduced in
Sec. II) of global size L · d×L · d with the edges parallel
to the x and y direction and L = 8, 16, ..., 8192. The dis-
cretized Green’s function GEij is proportional to the stress
field of a local slip at the origin (γplij = δij∆γ
pl) and is,
therefore, calculated as the stress field of four edge dis-
locations with Burgers vectors bex, bey, −bex and −bey
at the right, top, left and bottom sides of the cell, re-
spectively. This corresponds to a local plastic shear of
∆γpl = 2/d. The stress values are evaluated at the
center-points of the cells and, for example, at the ori-
gin it gives GE0,0∆γ
pl = −4∆γpl = −8/d. For the rest of
the cells the numerical values of GEij can be seen in the
units of
∣∣GE0,0∣∣ in Fig. 1.
The internal structural disorder is taken into account
via the fluctuating local threshold value τ th. This means
that if for a given cell
τ r (r, t) := τ th (r, t)− ∣∣τ loc (r, t)∣∣ 6 0 (4)
holds, then it is in equilibrium, otherwise it is active,
that is, it yields. We assume that cells are large enough
to neglect the correlation between the threshold values
of the neighbor cells making them independent random
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FIG. 1. The center part of the stress field of an elementary
slip event ∆γpl for the case L = 128 in the units of
∣∣GE0,0∣∣ ∆γpl.
In the upper right corner a magnification of the cells [0, 2] ×
[0, 2] is shown. Note the 4-fold symmetry.
variables. The values are chosen from a Weibull distri-
bution with shape parameter ν = 1, 1.4 and 2 and scale
parameter τw.
At the beginning of a simulation initial values of the
local threshold values are distributed and the strain (and,
thus, the local stress, too) is set to zero everywhere. Then
a stress-controlled loading procedure is implemented as
follows. The external stress is increased until Eq. (4)
is violated in a single cell, which then becomes active.
At this cell the local strain is increased by ∆γpl and a
new local threshold value is assigned from the threshold
distribution. The internal stress is recalculated according
to Eq. (3) and the newly activated cells are determined
using Eq. (4). As long as τ r 6 0 holds for at least one
cell the system is in an avalanche, and the local strain
is increased by ∆γpl in the cell where τ r is the smallest
(extremal dynamics). When for all the cells τ r > 0 holds
the avalanche ceases and the external stress is further
increased by the smallest τ r to trigger the next avalanche.
At every state of the system the total strain is the spatial
average of the local strain: γ := 〈γpl〉.
B. Discrete dislocation dynamics
1. Continuous representation (TCDDD)
The model called time-continuous discrete disloca-
tion dynamics (TCDDD) considered here consists of N
straight parallel edge dislocations, all of which lay in the
same slip system. The slip direction was chosen to be par-
allel to the x side of the square-shaped simulation area,
so the Burgers vectors of the dislocations, assuming that
their magnitude is b, may point in two directions de-
scribed by their sign s: bi = si(b, 0), where i = 1, . . . , N .
Since there is only one slip direction present, the inter-
action of the dislocations that influences glide can be
described in terms of the shear stress field τind induced
by each dislocation. Its form in the dimensionless units
introduced above is
τind(r) = x(x
2 − y2)/(x2 + y2)2 = r−1 cosϕ cos 2ϕ, (5)
where r = (x, y) is the relative displacement from the
dislocation and (r, ϕ) are the corresponding polar coor-
dinates. To model an infinite crystal periodic boundary
conditions were applied and the periodic form of Eq. (5)
was used (for details see, e.g. Ref. 29).
This model aims to describe the easy slip regime, where
dislocation glide is dominant, therefore, climb and cross-
slip are neglected. The system is driven by a homoge-
neous external shear stress field τext, so the equation of
motion of the ith dislocation is:
x˙i = si
[
N∑
j=1;j 6=i
sjτind(ri − rj) + τext
]
, y˙i = 0, (6)
where ri = (xi, yi) denotes its position, and the disloca-
tion mobility was absorbed into the time scale. Here it is
assumed that due to the strong phonon drag the motion
is overdamped and, thus, inertial terms can be neglected.
The simulations were started from a random arrange-
ment of an equal number of positive and negative sign
dislocations. First, Eq. (6) was solved at τext = 0 un-
til the system reached equilibrium. Then a quasistatic
load-controlled procedure was applied, i.e., stress was in-
creased with a fixed rate between avalanches, and was
kept constant during the active periods (for details see
Ref. 29). The plastic strain at time t is obtained using
γ =
∑N
i=1 si(xi(t)− xi(0)).
In the dimensionless units introduced above the linear
system size is related only to the number of dislocations
as L = N0.5. The simulations were repeated for dif-
ferent system sizes L = 8, 11.31, 16, 22.63, 32 on a large
ensemble of statistically equivalent realizations in each
case (consisting of 3000, 2000, 800, 300, and 180 individ-
ual runs, respectively). Very narrow dislocation dipoles
were annihilated since they practically do not affect the
dynamics but due to numerical reasons they slow down
the simulations considerably.
2. Cellular automaton representation (CADDD)
The cellular automaton discrete dislocation dynamics
(CADDD) is very similar to the continuous method in-
troduced above except for two important differences:
1. The space is discretized, meaning that dislocations
move on a regular equidistant grid, and only one
dislocation may be present in a cell at the same
time. In the simulations performed the cell size δ
was 128 times smaller than the average dislocation
spacing, meaning that only every 128 × 128th cell
was populated.
2. The time is also discretized, i.e., the dynamics is
defined by a rule that controls how to move dislo-
cations from one cell to a neighbor cell. Here we use
4extremal dynamics (ED), meaning that the stress
induced by the other dislocations τ [i.e., the RHS
of Eq. (6)] is evaluated at the left (right) border
of the cell containing the dislocation. If the force
siτ > 0(< 0) then a step in the right (left) direc-
tion is energetically favorable and the decrease in
the stored elastic energy ∆E is proportional with
−|τ |δ. In every timestep the single dislocation with
the highest energy drop is moved, then the interac-
tion stresses are recomputed. If there is no dislo-
cation eligible to move (that is, ∆E > 0 for each)
then the external stress is increased until a disloca-
tion starts to move. If two dislocations of opposite
sign occupy the same cell, they are annihilated.
As seen, the driving is similar to the quasistatic load-
control of the TCDDD. The simulations are also started
from a random dislocation configuration, and different
system sizes are considered. It is noted, that due to the
absence of a real time scale in this model there is no
straightforward way to define a strain burst. The advan-
tage of this model lies in its faster computational speed
compared to TCDDD that allows much larger systems to
be studied. In addition, it allows to test the role of the
chosen dynamics (overdamped or extreme) in the results
obtained.
IV. NUMERICAL RESULTS
In this section simulation results are provided using the
plasticity models introduced in Sec. III. In every model,
the obtained stress-strain curves are step-like and dif-
ferent for all realizations. In the following, the statistical
properties of the stress-strain curves will be examined fol-
lowed by the analysis of the stress and strain sequences
corresponding to individual strain bursts. The latter ones
(denoted by τ (i) and γ(i), respectively) are defined by the
sketch of Fig. 2. In the rest of this paper, for simplicity,
the external stress τ ext will be denoted by τ .
A. The SCPM model
As said above, there are three scalar parameters of the
SCPM: (i) the ν shape parameter of the Weibull distri-
bution describing the local yield stress distribution, (ii)
∆γpl determining the local increment of the strain dur-
ing the activation of a cell, and (iii) τw characterizing the
average strength (threshold stress) of the cells. In the fol-
lowing section we present simulations with different pa-
rameters, and if not stated otherwise ν = 1.4, ∆γpl = 1/4
and τw = 1 is used.
1. Average stress-strain curve
Figure 3(a) plots the average stress-strain curves ob-
tained by the SCPM simulations at different system sizes
t
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FIG. 2. Sketch of a stress-strain curve obtained by the
models of Sec. III. The curve can be fully characterized by
the stress and strain sequence τ (i) and γ(i), respectively.
and for different values of the exponent ν. The curves
were obtained by the following method: for a given strain
value γ the assigned stress value 〈τ〉 is the average of
the stress values measured in individual simulations at
γ. This procedure was repeated for different γ values to
obtain the whole average stress-strain curve. It is seen,
that the microplastic regime is described by a power-law
which follows
〈τ〉(γ) = τ1γα (7)
for several decades with τ1 being a constant prefactor
and exponent α being dependent on the value of Weibull
parameter ν. The fitted values of α are summarized in
Table I. It is interesting to note, that the curves do not
exhibit a clear sign of size effects, they practically over-
lap for every ν and L, therefore, the L-dependence was
neglected in Eq. (7). For plastic strains γ & 1 the stress
saturates and the system enters the continuously flowing
state.
Figure 3(b) shows the role of the two other parameters
∆γpl and τw. As seen, the average stress-strain curves do
depend on the specific choice, but according to the inset,
a scaling collapse can be obtained if both stresses and
strains are rescaled using specific powers of ∆γpl and τw.
This means that the shape of the curves is only affected
by the parameter ν, whereas ∆γpl and τw calibrates the
scale of stress and strain.
2. Fluctuation in the plastic response
Although the average stress-strain curve discussed
above is smooth, the stress-strain curves corresponding to
individual realizations are staircase-like and differ from
each other. Here we investigate the cumulative distri-
bution of stresses Φγ(τ) measured at a given strain γ
for different realizations. The wider this distribution is,
the more are the individual realizations unpredictable.
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FIG. 3. The average stress-plastic strain curves obtained
by the SCPM with different choices of the parameters. In
every case for small strains they follow a power-law, then
saturate. (a) The effect of the shape parameter ν. The
power-law region is consistent with the 〈τ〉 = γ1/νζ rela-
tion predicted by Eq. (28) with ζ = 1. (b) The effect of
τw and ∆γ
pl at ν = 1.4 and L = 128. According to the
scaling collapse of the inset the average stress-strain curves
obey 〈τ〉 = τ1.32w (∆γpl)−0.32f(γτ−0.5w (∆γ)−0.5) with a suit-
able function f .
Macroscopic bodies are characterized by a well-defined
and smooth stress-strain curve, so for large systems one
expects shrinking of this distribution. Indeed, as seen
in Fig. 4 the measured Φγ(τ) curves tend to a step
function as the system size increases at every strain γ.
Since there was only a negligible size effect in the aver-
age stress-strain curve, the stress-strain response of an
infinite system must be equal to 〈τ〉(γ), therefore, the
limiting step function must be at 〈τ〉(γ). Interestingly,
the Φγ(τ) curves seem to intersect with each other at a
single point which, therefore, must correspond to 〈τ〉(γ).
According to the inset of Fig. 4 the curves can be col-
lapsed by rescaling the stresses by the system size around
〈τ〉(γ). In addition, the curves can be fit very well with
a normal distribution, that is,
Φγ(τ) =
1
2
[
1 + erf
(
τ − 〈τ〉(γ)
cL−β
)]
, (8)
where 〈τ〉(γ) is the average stress-strain curve of Eq. (7),
β = 1 ± 0.05 is the exponent characterizing the system
size dependence of the stress fluctuations, and c is an
appropriate constant.
We note that to fit the same distribution for 2D and 3D
DDD as well as micro-pillar compression data a shifted
Weibull distribution was used previously with shape pa-
rameter ∼3.5.30 Since a Weibull with this shape param-
eter is practically indistinguishable from a normal distri-
bution, we used here the latter, as it contains only two
fitting parameters. It is also noted that the theory to be
proposed in Sec. V predicts the normal distribution of
Eq. (8).
3. The stress sequence
The two following subsections aim at studying the
statistics of the stress and strain sequences τ (i) and γ(i),
because they will play a central role in the simple plas-
ticity model described in Sec. V. First, the distribution
Φ(1) of the stress where the first event takes place τ (1) is
considered. In the SCPM model the plastic strain field
is initially zero, therefore, the local stress is everywhere
equal to the applied stress until the occurrence of the
first event. Consequently, the distribution of the stress
where the first plastic event sets on Φ(1)(τ (1)) must be
described by a Weibull distribution with shape parame-
ter ν and scale parameter proportional with L−2/ν (see
Sec. V A for details). Indeed, according to Fig. 5(a) Φ(1)
is perfectly fit by the corresponding Weibull distribution,
and the distributions overlap if stress values are rescaled
by L2/ν .
Figures 5(b) and 5(c) plot the average stress sequence
〈τ (i)〉 and its standard deviation (STD) δτ (i), respec-
tively. The curves corresponding to a given ν parameter
and for small i values (that is, when τ (i) . 0.1) overlap if
the stresses are rescaled by L2/ν and are well described
by the power-laws
〈τ (i)〉 = τ0
(
i
Lη
)1/ν
, (9)
δτ (i) =
τ0
i1/2
(
i
Lη
)1/ν
, (10)
with η = 2.0± 0.05 yielded by visual inspection.
4. Strain sequence
The average and the STD of the strain sequence γ(i) is
seen in Fig. 6. It is clear that both 〈γ(i)〉 and δγ(i) follow
a power-law for small i values:
〈γ(i)〉 = s0 i
ζ
Lξ
, (11)
δγ(i) = s1
iζ−1/2
Lξ
, (12)
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FIG. 4. Cumulative stress distribution at different deformation levels for the SCPM case. As system size increases the
distributions tend to a step function, that is, stress fluctuations disappear for large samples. By multiplying the external stress
with a power of the system size one can fit the curves with a normal distribution (dashed line) as can be seen in the insets. (a)
γ = 0.008, (b) γ = 0.016, (c) γ = 0.032.
with ζ = 1.0 ± 0.05 and ξ = 2.0 ± 0.1. It is important
to note, that none of the exponents ζ and ν are sensitive
to the choice of the exponent ν, but the actual level of
γ(i) and its scatter (and, thus, the values s0 and s1) are
significantly larger for smaller ν values, which means that
individual avalanches become much larger in this case.
B. DDD models
1. Average stress-strain curve
The average plastic response of the specimens was cal-
culated in the same manner as for SCPM described in
Sec. IV A 1. According to Fig. 7 the average stress-strain
curves show similar features to those obtained by the
SCPM: (i) the microplastic regime is characterized by a
power-law with an exponent α = 0.8± 0.05 [see Eq. (7)]
and only a weak sign of size effects is seen, (ii) this regime
breaks down at τ ≈ 0.1, and (iii) the stress-strain curves
saturate for large (γ & 1) strains.
The only significant difference in the average stress-
strain curves between the different DDD simulations ap-
pears at large (γ & 1) strains. Here the spatial dis-
cretization of the CA model leads to an increasing stress
for large systems. In this part of the stress-strain curve
mechanisms not included in these simple models (like dis-
location creation or cross-slip) may also play an impor-
tant role, so in this paper we focus on small to medium
strains, where the two models yield quite similar behav-
ior.
2. Fluctuation in the plastic response
The cumulative distribution Φγ of the stresses mea-
sured for different realizations at a given strain γ are
plotted in Fig. 8. Like in the case of SCPM, they (i)
tend to a step function for large systems, (ii) the curves
for different system sizes intersect in a single point, (iii)
by scaling the stresses with a power of the system size
scaling collapse can be obtained, and (iv) the curves fol-
low a normal distribution. This means that Eq. (8) is
valid now with β = 0.8 ± 0.05, being somewhat smaller
than the value obtained for SCPM.
3. The stress sequence
The following two subsections investigate the statistics
of stress and strain sequences introduced above. As said
in Sec. III B 2, these sequences cannot be unambiguously
defined for CADDD, we, therefore, constrain ourselves to
the TCDDD simulations. First, like for the SCPM, the
cumulative distribution Φ(1) of τ (1), i.e., the stress where
the first plastic event sets on, is calculated. According
to Fig. 9(a) Φ(1) can be fit perfectly by a Weibull dis-
tribution with shape parameter ν that can be collapsed
for different system sizes when rescaled by Lη/ν , with
parameters
ν = 1.4± 0.05, (13)
η = 1.6± 0.1 (14)
Similarly to the SCPM case, the average 〈τ (i)〉 and
STD δτ (i) follow Eqs. (9) and (10), respectively, with the
same exponents ν and η obtained from Φ(1) above.
4. Strain sequence
Figure 10 plots the average (〈γ(i)〉) and STD (δγ(i))
of the strain sequence obtained for different system sizes.
The curves are consistent with Eqs. (11) and (12) found
for the SCPM, with exponents ζ = 0.9 ± 0.05 and ξ =
1.5± 0.1
The overview of the introduced exponents, and their
measured values are summarized in Table I.
7TABLE I. Summary of exponents used in the paper.
Exponent Description
Value predicted
by theory
Value for
SCPM
Value for
TCDDD
Value for
CADDD
ν
Characterizes threshold stress distribution,
see Eq. (15)
-
1.0, 1.4, and
2.0a
1.4± 0.05 -
η
Describes the relation between the system
size L and the total number of links M , see
Eq. (19)
- 2.0± 0.05 1.6± 0.1 -
ζ
Characterizes the strain sequence, see
Eq. (26)
- 1.0± 0.05 0.9± 0.05 -
ξ
Characterizes the system size dependence of
the average avalanche size, see Eq. (24)
ηζ 2.0± 0.1 1.5± 0.1 -
α
Exponent of the power-law characterizing the
microplastic regime of the stress-strain
curves, see Eq. (7)
(νζ)−1
1.0± 0.05,
0.7± 0.05, and
0.5± 0.05
0.8± 0.05 0.8± 0.05
β
Exponent characterizing the system size
dependence of the stress fluctuations, see
Eq. (8)
η/2 1.0± 0.05 0.8± 0.05 0.8± 0.05
a This exponent is an input parameter for the SCPM model
V. PLASTICITY MODEL BASED ON
EXTREME STATISTICS
In this section a simple model for stochastic plasticity
is introduced for stress-controlled loading. In this case
the stress-strain curves are step-like and can be charac-
terized by the stress and strain values τ (i) and γ(i) cor-
responding to each step (see the sketch in Fig. 2). In
the following, we propose assumptions for the stress and
strain sequence and then combine them to obtain statis-
tical predictions for the stress-strain curves. As we shall
see, the proposed scaling forms will be identical to those
obtained numerically in the previous section, so, for clar-
ity, the same notation will be used for the exponents as
before (see Table I).
A. Stress sequence
Recently Derlet and Maaß proposed a probabilistic
approach to explain size effects observed in crystalline
specimens31. They assumed, in accordance with the
main idea of the SCPM, that plasticity occurs via ir-
reversible structural excitations and that the material
inhomogeneities are represented by a critical stress dis-
tribution P (τ) = ddτΦ(τ), with Φ(τ) being the cumula-
tive distribution. Since during stress increase the weakest
sites are activated, only the τ → 0 asymptote of this dis-
tribution is important, for which they used a power-law
form
Φ(τ) ≈
(
τ
τ0
)ν
, if τ → 0 (15)
with ν ≥ 1. It was also assumed, that the subsequent
events are independent, so the spatial correlations of
stress and plastic strain present in the SCPM were com-
pletely neglected. In this case, if the sample consists
of M sites where plastic events may occur, then the ith
stress value τ (i) in the M →∞ case follows Weibull order
statistics32. In particular, the first event τ (1) is Weibull
distributed with shape parameter ν:
Φ(1)(τ (1)) = 1− exp
(
− 1
M
(
τ (1)
τ0
)ν)
, (16)
the expected value for τ (i) is
〈
τ (i)
〉
=
τ0
M1/ν
Γ
(
i+ 1ν
)
Γ(i)
≈ τ0
(
i
M
) 1
ν
, (17)
and for the standard deviation of τ (i) one obtains
δτ (i) =
√√√√√( τ0
M1/ν
)2 Γ (i+ 2ν )
Γ(i)
−
(
Γ
(
i+ 1ν
)
Γ(i)
)2
≈ τ0
i1/2
(
i
M
) 1
ν
.
(18)
This means that the relative fluctuation decreases as
δτ (i)/
〈
τ (i)
〉 ≈ i−1/2, independent of the number of sites
M . We also note, that the error of these approxima-
tions is less than 1% if i & 5 and M  i, and that the
distribution of τ (i) tends to normal for large i values.
Finally, one has to find the relation between M and
the linear system size L. It is natural to assume, that
the activation sites are homogeneously distributed, and
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FIG. 6. The average [panel (a)] and STD [panel (b)] of
the strain γ(i) measured at the ith strain burst for different
system sizes and ν values. The curves follow Eqs. (11) and
(12) with ζ = 1 and ξ = 2.
that their density does not depend on the sample size.
This indicates M ∝ Ld, with d the dimension of the
system. As we shall see below this hypothesis must be
refined for DDD systems due to anomalous system size
scaling. Therefore, exponent η is introduced as:
M ∝ Lη, (19)
leading to
Φ(1)(τ (1)) = 1− exp
(
−
(
1
τ0
τ (1)
Lη/ν
)ν)
, (20)
〈
τ (i)
〉
≈ τ0L−η/νi1/ν , (21)
and
δτ (i) ≈ τ0L−η/νi1/ν−1/2. (22)
B. Strain sequence
According to numerous recent experimental and nu-
merical studies, the plastic strain increments, corre-
sponding to the strain burst events, exhibit power-law
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FIG. 7. The average stress-strain curves of the DDD simu-
lations. They follow a power-law until γ ≈ 0.1, then saturate.
The panels correspond to (a) TCDDD, (b) CADDD simula-
tions.
distribution7,8,22,27. However, the scale-free behavior is
observed only in a bounded region since (i) at large strain
jumps the distribution is chopped off due to finite sys-
tem size, and (ii) in the case of very small strain bursts,
deviation from the power-law is necessary otherwise the
strain burst distribution could not be normalized. The
physical origin of this lower cutoff is that here individual
dislocation motion dominates over collective dislocation
dynamics. In summary, the strain burst size (∆γ) distri-
bution looks as
Psb(∆γ) = Cs
−τaf(∆γ/∆γu), if ∆γ > ∆γl, (23)
where ∆γl and ∆γu represent the lower and upper cutoff,
respectively, τa is the avalanche size exponent, C is a
normalization factor, and f is the cutoff function that
decays faster than algebraically for large arguments and
f(x)→ 1, if x→ 0.
It follows, that for finite system sizes and small ap-
plied stresses, due to the cutoffs, distribution Psb(∆γ)
has finite moments, in particular, finite mean and vari-
ance. The recent numerical study of 2D DDD systems of
Ispa´novity et al. showed that in the microplastic regime
τa ≈ 1, the upper cutoff ∆γu depends weakly on the
applied stress, and it exhibits anomalous system size
dependence.27 Consequently, the mean and variance of
strain increment can be written as
〈∆γ〉 = s0
Lξ
, (24)
δ(∆γ) =
s1
Lξ
, (25)
respectively, where ξ is the exponent characterizing the
system size dependence of the avalanche sizes, and s0
and s1 are appropriate constants, that may depend on
the applied stress. Here ξ = 2 corresponds to normal
scaling, where the total plastic slip during an avalanche
is independent of the system size, whereas ξ < 2 indicates
anomalous scaling.
In order to derive predictions for the strain sequence
it is assumed that the size of subsequent strain bursts
is uncorrelated. Then from the central limit theorem it
follows, that for i  1 and small applied stresses γ(i) is
distributed normally, and
〈γ(i)〉 = iζ〈∆γ〉 = iζ s0
Lξ
, (26)
δγ(i) = iζ−0.5δ(∆γ) = iζ−0.5
s1
Lξ
., (27)
with ζ = 1.
C. Stress-strain curves
Since the sequences τ (i) and γ(i) give a full descrip-
tion of the stress-strain curve, in the following the ex-
pressions for τ (i) and γ(i) derived above are combined to
obtain statistical properties of the stress-strain curves.
It was predicted that both γ(i) and τ (i) are distributed
normally [see Eqs. (26, 27) and Eqs. (17,18)] for i  1.
By “inverting” γ(i) to express i at a given plastic strain
γ, and then inserting i(γ) into τ (i) one obtains that for
i 1 τ is distributed normally and:
〈τ〉 = τ0
s
1/νζ
0
L(ξ/ζ−η)/νγ1/νζ , (28)
δτ = τ2L
(ξ/ζ−η)/ν−ξ/2ζγ1/νζ−1/2ζ . (29)
This means that the average stress-strain curve starts as
a power-law and if ξ/ζ 6= η then it has a system size
dependence even at very large system sizes. To exclude
this nonphysical situation one requires
ξ = ηζ. (30)
In this case the average and the fluctuation of the stress-
strain curve behave as
〈τ〉 ∝ γα, (31)
δτ ∝ L−β , (32)
with
α = 1/νζ, (33)
β = η/2 (34)
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FIG. 8. Cumulative stress distributions Φγ at different deformation levels γ for the DDD cases. As in Fig. 4 scaling collapse
can be obtained by multiplying the external stress with a power of the system size. The so collapsed curves can be fit by an
appropriate normal distribution (dashed lines). Panels (a)-(c) and (d)-(f) correspond to TCDDD and CADDD, respectively.
(a),(d): γ = 0.05, (b),(e): γ = 0.1, (c),(f): γ = 0.2.
Since η is positive, this means that stress fluctuations
decrease as size increases, that is, one obtains a smooth
stress-strain curve for very large samples, as expected.
To summarize this section, a weakest ling assumption
proposed by Derlet and Maaß was adopted for the stress
sequence [Eqs. (17, 18)],31 and a straightforward rule for
the strain sequence was proposed which is able to cap-
ture the anomalous system size dependence of 2D DDD
systems [Eqs. (26, 27)].27 The combination of the two se-
ries has led to statistical predictions on the stress-strain
curves [Eqs. (28, 29)], which, in fact, coincide with the
numerical findings described in Sec. IV.
VI. DISCUSSION
In the preceding two sections numerical results and a
theory were presented yielding identical scaling forms for
the average and fluctuation of the individual stress-strain
curves and the stress/strain sequence in the microplas-
tic regime. The exponents introduced to describe these
quantities and their measured/predicted values are sum-
marized in Table I. In the following discussion we high-
light the most important consequences of these findings.
Firstly, we consider the main idea of SCPM that the
material can be decomposed into local units each charac-
terized by a yield threshold. This non-trivial assumption
implies that the distribution of τ (1), i.e., the stress at the
onset of the first event, must follow a weakest link distri-
bution, so, the fact that for DDD a Weibull distribution
was found to describe P (τ (1)) supports this fundamental
hypothesis. In addition, it provides us access to the indi-
vidual link distribution for dislocation structures, since
the shape parameter of a Weibull ν unambiguously deter-
mines the asymptote of the underlying link distribution,
in this case a power-law of Eq. (15). As such, exponent
ν emerges as a central parameter that also influences the
power-law exponent of the plastic stress-strain relation
(α = 1/νζ), that is, the amount of plasticity in the mi-
croplastic regime (see Fig. 3). The origin of ν = 1.4 for
DDD systems is not addressed in this paper, it may be
influenced by the internal structure of dislocations, like
slip systems, patterns, etc. It is noted, however, that a
similar analysis of the average stress-strain curves per-
formed earlier on 3D DDD simulations and micropillar
compressions yielded α ≈ 0.8 in both cases,23,30 hinting
at some generality in the value of ν (with the straight-
forward assumption of ζ ≈ 1).
Although the behavior of the stress sequence shows
strong similarity between DDD and SCPM, exponent η
characterizing the system size dependence of the num-
ber of ,,links” of the system M differs considerably. For
SCPM η ≈ 2 was found, that corresponds to propor-
tionality between M and the 2D system size, whereas
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FIG. 9. Statistics of the stress sequence τ (i) for TCDDD
simulations of different system sizes.
(a) The cumulative distribution Φ(1) of the first activation
stress τ (1). Inset: data collapse is obtained by plotting Φ(1) as
a function of τL1.15. The curves can be fitted with a Weibull-
distribution with a shape parameter ν ≈ 1.4± 0.05.
(b),(c) The average and STD of the external stress τ (i) at
the ith avalanche for different system sizes. The data are
consistent with Eqs. (9) and (10) (solid lines) if i & 3 and
〈τ (i)〉 . 0.2 and with ν = 1.4± 0.05 and η = 1.6± 0.1.
for DDD a significantly smaller value of η ≈ 1.5 was ob-
tained, hinting at a fractal-like structure of the weakest
regions of the system. In order to quantify this con-
jecture we consider the correlation integral C(r) of the
initiation points of the events, defined as the probabil-
ity of the distance of two such arbitrarily chosen points
being smaller than r. A fractal dimension d can be de-
fined from the asymptotic behavior as C(r) ∝ rd. In-
deed, according to Fig. 11 the C(r) ∝ rη is a very good
approximation both for SCPM and DDD. Although the
explanation of this difference is out of the scope of the
present paper we mention that the fact that plasticity
accumulates on a fractal-like sub-domain of the system
may explain the recent findings on the long-range nature
of dynamical correlations and peculiar critical behavior
of 2D DDD systems.27 In addition, it echoes on the ex-
perimental findings of Weiss et al., where it was found
that during creep deformation of an ice single crystal AE
signals initiate from a fractal sub-volume of the specimen
with dimension ∼2.5.33
The plastic response of micron-scale samples usually
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FIG. 10. Statistics of the strain sequence γ(i) for TCDDD
simulations of different system sizes. The average [panel (a)]
and STD [panel (b)] of the plastic strain γ(i) at the ith
avalanche for different system sizes. The data are consistent
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FIG. 12. Stress-strain curves obtained by the three different
plasticity models. For the SCPM ν = 1.4, ∆γpl = 6, and
τw = 2 was chosen.
show strong size-effects, for instance, the strength of
micro-pillars and nano-pillars may increase two orders of
magnitude by reducing their size. The models of this pa-
per, on the other hand, only exhibit very weak size-effects
with a maximum increase of ∼10% in the measured av-
erage stress (see Figs. 3(a) and 7). One thus concludes,
that the strong stress increase observed in experiments is
not due to the finiteness of the dislocation content, but is
the result of the free surfaces, where a significant fraction
of dislocations can leave the crystal.
In summary, the two models behave similarly in the
microplastic regime, where the simple plasticity theory
introduced that neglects internal correlations and the
spatial extent of avalanches is able to properly describe
the fluctuating plastic response. More is true, however,
since the average and scatter of the stress-strain curves
obtained by SCPM and DDD are quite similar for mod-
erately large strains, too, where the plasticity model is
clearly not applicable due to strong internal correlations
(that is, in the 0.1 . γ . 10 region in Fig. 12). So,
it seems that SCPM can correctly capture the internal
stress and strain correlations developing upon increasing
strain. At very large deformations (γ & 10), however,
specific dislocation patterns develop in the DDD mod-
els with characteristic scales comparable to the system
size,34,35 the SCPM cannot account for. Therefore, simi-
larity between the models is not expected in this regime.
VII. SUMMARY
In this paper we have demonstrated that the SCPM
model introduced earlier is able to quantitatively describe
the stochastic properties of crystalline plasticity. Using
a simple theoretical model for the microplastic regime
based on the subsequent activation of the weakest links
in the sample we derived a method how to calibrate the
parameters of the SCPM based on lower-level DDD sim-
ulations. The proposed methodology does not only rep-
resent a bridge between micro- and meso-scales, but also
gives insight into the nature of stochastic processes char-
acterizing plasticity. The current paper has focused on
crystal plasticity and a simple 2D DDD representation,
but the authors do not see any reason why the proposed
plasticity model and the multi-scale methodology would
not be applicable for more involved DDD models or amor-
phous materials. The verification of this conjecture is
delegated to future work, and is expected to open new
perspectives in the applicability of stochastic continuum
plasticity models.
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