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Abstract
In the present paper we use the expansion formula of the polylog-
arithm function to construct approximations of the Caputo derivative
which are related to the midpoint approximation of the integral in the
definition of the Caputo derivative. The asymptotic expansion for-
mula of the Riemann sum approximation of the beta function and the
first terms of the expansion formulas of the approximations of the Ca-
puto derivative of the power function are obtained in the paper. The
induced shifted approximations of the Gru¨nwald formula and the ap-
proximations of the Caputo derivative studied in the first part of the
paper are constructed and applied for numerical solution of fractional
differential equations.
MSC 2010 : 65D30, 26A33, 34A08, 42A38, 65D32.
Key Words and Phrases: fractional derivative, approximation, Fourier
transform, asymptotic expansion formula, fractional differential equa-
tion.
1 Introduction
The finite difference schemes for numerical solution of ordinary and partial
fractional differential equations (FDEs) involve approximations of the frac-
tional derivatives. The fractional integral of order α > 0 and the Caputo
fractional derivative of order α, where 0 < α < 1 are defined as
Iαy(t) =
1
Γ(α)
∫ t
0
(t− x)α−1y(x)dx,
y(α)(t) = Dαy(t) =
1
Γ(1− α)
∫ t
0
y′(x)
(t− x)α
dx. (1.1)
The Caputo derivative of the exponential function is expressed with the
Mittag-Leffler function as Dαet = t1−αE1,2−α(t). The Caputo derivatives of
the sine and cosine functions satisfy
Dα sin t = t1−αE2,2−α
(
−t2
)
, Dα cos t = −t2−αE2,3−α
(
−t2
)
.
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Let h = t/n, where n is a positive integer, and tm = mh, ym = y(tm). The L1
approximation for the Caputo derivative is a commonly used approximation
for numerical solution of fractional differential equations [7, 18, 24].
1
Γ(2− α)hα
n∑
k=0
σ
(α)
k yn−k = y
(α)
n +O
(
h2−α
)
, (1.2)
where σ
(α)
0 = 1, σ
(α)
n = (n− 1)1−α − n1−α and
σ
(α)
k = (k + 1)
1−α − 2k1−α + (k − 1)1−α, (k = 2, · · · , n− 1).
The weights σ
(α)
k of the L1 approximation have the following properties
(i) σ
(α)
0 > 0, σ
(α)
1 < σ
(α)
2 < · · · < σ
(α)
k < · · · < σ
(α)
n−1 < 0, σ
(α)
n < 0,
(ii)
n∑
k=0
σ
(α)
k = 0,
n∑
k=1
kσ
(α)
k = −n
1−α, (1.3)
(iii) σ
(α)
k =
C1
k1+α
+O
(
1
k2+α
)
, σ(α)n =
C2
nα
+O
(
1
n1+α
)
,
where C1 = α(α− 1) and C2 = α− 1. When the function y ∈ C
2[0, tn], the
L1 approximation of the Caputo derivative has an order 2 − α ([22]). The
L1 approximation is constructed by using a linear interpolation of the inte-
grand function on all subintervals [tm−1, tm]. Approximations of fractional
integrals and derivatives is an active research field. Higher order approx-
imations of the fractional derivative which use a Lagrange polynomial or
spline interpolation of the integrand function are studied by Odibat [25], Li,
Chen and Ye [20], Sousa [30], Chen and Deng [3], Gao, Sun and Zhang [15],
Yan, Pal and Ford [37], Alikhanov [2], Li, Cao and Li [21], Kumar, Pandey
and Sharma [19]. Algorithms for computation of the Caputo derivative in
O(N ln2N) time are studied by Jiang et al. [17], Yan, Sun and Zhang [38],
Ren, Mao and Zhang [27]. The two-term equation is a basic ordinary FDE.
When 0 < α < 1 the two-term FDE is called fractional relaxation equation.
y(α)(t) + y(t) = F (t), y(0) = y0. (1.4)
Suppose that
1
hα
n∑
k=0
λ
(α)
k yn−k = y
(α)
n +O
(
hβ(α)
)
(*)
2
is an approximation of the Caputo derivative. The numerical solution of the
two term equation (1.4) of order β(α), which uses approximation (*) of the
Caputo derivative is computed with u0 = y0 and [7, 9, 11]
un =
1
λ
(α)
0 + h
α
(
hαFn −
n∑
k=1
λ
(α)
k un−k
)
. (NS1(*))
In the first part of the paper [9] we study the numerical solutions of the
two-term equations
y(α)(t) + y(t) = 1 + t+ t2 + t3 + t4 +
t1−α
Γ(2− α)
(1.5)
+
2t2−α
Γ(3− α)
+
6t3−α
Γ(4− α)
+
24t4−α
Γ(5− α)
, y(0) = 1,
y(α)(t) + y(t) = et + t1−αE1,2−α(t), y(0) = 1, (1.6)
y(α)(t) + y(t) = cos(2pit)− 4pi2t1−αE2,3−α(−4pi
2t2), y(0) = 1. (1.7)
Two-term equations (1.5), (1.6), (1.7) have the solutions y(t) = 1+ t+ t2+
t3 + t4, y(t) = et, y(t) = cos(2pit). The numerical results for the error and
the order of numerical solution NS1(1.2), which uses the L1 approximation
of the Caputo derivative of two-term equation (1.5) and α = 0.25, equation
(1.6),α = 0.5 and equation (1.7), α = 0.75 are presented in Table 1. The
errors of the numerical solutions are computed on the interval [0, 1] with
respect to the maximum l∞ norm. The Riemann zeta function is a special
function defined as
ζ(α) =
∞∑
n=1
1
nα
, (α > 1), ζ(α) =
1
1− 21−α
∞∑
n=1
(−1)n−1
nα
, (α > 0).
The Euler-Mclaurin formula
h
(
y(0)
2
+
n−1∑
k=1
y(kh) +
y(t)
2
)
=
∫ t
0
y(ξ)dξ+ (1.8)
∞∑
n=1
2(−1)n+1ζ(2n)
(
y(2n−1)(t)− y(2n−1)(0)
)( h
2pi
)2n
3
and the expansion formulas of the approximations of the fractional integrals
and derivatives involve the values of the zeta function. In [7, 8] we use the
formula for sum of powers
n−1∑
k=1
kα = ζ(−α) +
n1+α
1 + α
∞∑
m=0
(
α+ 1
m
)
Bm
nm
.
to derive the expansion formula of the L1 approximation
1
Γ(2− α)hα
n∑
k=0
σ
(α)
k y(t− kh) = y
(α)(t)+
ζ(α− 1)
Γ(2− α)
y′′(t)h2−α +O
(
h2
)
,
and a second-order approximation for the Caputo derivative by modifying
the first three weights of the L1 approximation with the value of the zeta
function ζ(α− 1).
y(α)n =
1
Γ(2− α)hα
n∑
k=0
δ
(α)
k yn−k +O
(
h2
)
, (1.9)
where δ
(α)
k = σ
(α)
k for 2 ≤ k ≤ n and
δ
(α)
0 = σ
(α)
0 − ζ(α− 1), δ
(α)
1 = σ
(α)
1 + 2ζ(α− 1), δ
(α)
2 = σ
(α)
2 − ζ(α− 1).
The Riemann zeta function is a special case (t = 1) of the polylogarithm
function defined as
Liα(t) =
∞∑
n=1
tn
nα
= t+
t2
2α
+ · · · +
tn
nα
+ · · · (|t| < 1).
The polylogarithm function has properties
Liα(t) + Liα(−t) = 2
1−αLiα(t
2), (1.10)
Liα(t) = Γ(1− α)
(
ln
1
t
)α−1
+
∞∑
n=0
ζ(α− n)
n!
(ln t)n , (1.11)
where α 6= 1, 2, 3, · · · and | ln t| < 2pi. From (1.11) with t = eiωh we obtain
Liα
(
eiwh
)
= Γ(1−α)(−iw)α−1hα−1 + ζ(α)− (−iw)ζ(α− 1)h (1.12)
+ (−iw)2
ζ(α− 2)
2
h2 − (−iw)3
ζ(α− 3)
6
h3 +O
(
h4
)
.
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In [9] we use (1.12) to obtain approximations of the Caputo derivative and
their expansion formulas:
1
2Γ(1− α)hα
n∑
k=0
σ
(α)
k yn−k = y
(α)
n +O
(
h2−α
)
, (1.13)
where σ
(α)
0 = 1− 2ζ(α), σ
(α)
1 =
1
2α
+ 2ζ(α) and
σ
(α)
k =
1
(k + 1)α
−
1
(k − 1)α
, (k = 2, · · · , n).
Approximation (1.13) has an order 2− α when the function y(t) ∈ C2[0, tn]
and satisfies the condition y(0) = y′(0) = 0. The approximation is extended
to all functions of the class C2[0, tn] by applying a modification of the last
two weights σ
(α)
n−1 and σ
(α)
n :
σ
(α)
n−1 = −
1
(n− 2)α
− 2
(
n−1∑
k=1
1
kα
−
n1−α
1− α
− ζ(α)
)
,
σ(α)n = −
1
(n− 1)α
+ 2
(
n−1∑
k=1
1
kα
−
n1−α
1− α
− ζ(α)
)
.
1
Γ(−α)hα
n∑
k=0
σ
(α)
k yn−k = y
(α)
n +O
(
h2−α
)
, (1.14)
where σ
(α)
0 = ζ(α)− ζ(1 + α), σ
(α)
1 = 1− ζ(α) and
σ
(α)
k =
1
k1+α
, (k = 2, · · · , n),
and modified weights σ
(α)
n−1 and σ
(α)
n :
σ
(α)
n−1 =
1
(n− 1)1+α
−
n1−α
α(1− α)
+n
(
ζ(1 + α)−
n−1∑
k=1
1
k1+α
)
−
(
ζ(α)−
n−1∑
k=1
1
kα
)
,
σ(α)n = (1− n)
(
ζ(1 + α)−
n−1∑
k=1
1
k1+α
)
+
(
ζ(α)−
n−1∑
k=1
1
kα
)
+
n1−α
α(1− α)
.
The exponential Fourier transform of the function y is defined as
F [y(t)](w) = yˆ(w) =
∫ ∞
−∞
eiwty(t)dt.
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The Fourier transform has properties F [y(t− b)](w) = eiwbyˆ(w) and
F [Dαy(t)](w) = (−iw)αyˆ(w), F [Iαy(t)](w) = (−iw)−αyˆ(w).
The generating function and the expansion formulas of an approximation
are related to the Fourier transform of the approximation. Approximations
for the Caputo derivative, constructed from the properties of the Fourier
transform and the generating function of the approximation, are studied by
Tadjeran, Meerschaert and Scheffer [31], Tian, Zhou and Deng [32], Ding
and Li [12, 13], Dimitrov [9], Ren and Wang [28]. In section 3 we use
Fourier transform and (1.12) to construct approximations of the Caputo
derivative and their expansion formulas which are related to the midpoint
approximation of the fractional integral (1.1) in the definition of the Caputo
derivtive.
1
Γ(1− α)hα
n∑
k=0
σ
(α)
k yn−k = y
(α)
n +O
(
h2−α
)
, (1.15)
where
σ
(α)
0 = 2
α − (2α − 1) ζ(α), σ
(α)
1 =
(
2
3
)α
− 2α + (2α − 1) ζ(α),
σ
(α)
k = 2
α
(
1
(2k + 1)α
−
1
(2k − 1)α
)
, (k = 2, · · · , n),
and modified weights σ
(α)
n−1 and σ
(α)
n :
σ
(α)
n−1 =
2α
(2n− 1)α
−
2α
(2n− 3)α
+
n1−α
1− α
−ζ(α)−2α
(
n∑
k=1
1
(2k − 1)α
− ζ(α)
)
,
σ(α)n = −
2α
(2n − 1)α
+ ζ(α)−
n1−α
1− α
+ 2α
(
n∑
k=1
1
(2k − 1)α
− ζ(α)
)
.
1
Γ(1− α)hα
n∑
k=0
δ
(α)
k yn−k = y
(α)
n +O
(
h2
)
, (1.16)
where δ
(α)
0 = 2
α +
3
2
(1− 2α) ζ(α) +
(
2α−1 − 1
)
ζ(α− 1),
δ
(α)
1 = 2
α
(
1
3α
− 1
)
− 2 (1− 2α) ζ(α)− 2
(
2α−1 − 1
)
ζ(α− 1),
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δ
(α)
2 = 2
α
(
1
5α
−
1
3α
)
+
1
2
(1− 2α) ζ(α) +
(
2α−1 − 1
)
ζ(α− 1),
δ
(α)
k = σ
(α)
k , (3 ≤ k ≤ n),
where σ
(α)
k are the weights of approximation (1.15). The L1 approxima-
tion (1.2) and approximations (1.13), (1.14), (1.15) have an order 2 − α
and their weights satisfy (1.3). The properties of the weights are used in
the proofs for the convergence of the numerical solutions as well as to de-
termine and improve the accuracy of the approximations when n is small.
The accuracy of the numerical solutions of order 2 − α which use approx-
imations (1.2),(1.13),(1.14) and (1.15) for the Caputo derivative depends
on the truncations error of the approximations and the absolute value of
the coefficient C(α) of the term C(α)y′′(t)h2−α in the asymptotic expansion
formulas. Approximations (1.2),(1.13),(1.14) and (1.15) have coefficients
C2(α) =
ζ(α− 1)
Γ(2− α)
, C13(α) =
ζ(α)− 2ζ(α− 1)
2Γ(1 − α)
, C14(α) =
ζ(α)− ζ(α− 1)
2Γ(−α)
,
C15(α) =
(2− 2α) ζ(α− 1)− (2α − 1) ζ(α)
2Γ(1− α)
.
Figure 1: Graph of the absolute values of coefficients C2(α), C13(α), C14(α)
and C15(α) for 0 < α < 1.
The absolute values of the coefficients C14(α) and C15(α) are smaller
than the absolute value |C1(α)| of the coefficient of the L1 approximation
and |C13(α)| > |C1(α)| (Figure 1). In the first part of this paper [9] we show
that the errors of numerical solution NS1(1.14) of two-term equations (1.5),
(1.6) and (1.7) are smaller than the errors of numerical solution NS1(1.2),
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while the corresponding errors of numerical solution NS1(1.13) are larger.
The same pattern is observed when we compare the accuracy of numeri-
cal solution NS1(1.15) to the accuracy of numerical solutions NS1(1.2) and
NS1(1.13) for standard FDEs. The errors of numerical solution NS(1.15)
of equations (1.5), (1.6) and (1.7) are smaller than the errors of numerical
solution NS1(1.2), which uses the L1 approximation of the Caputo deriva-
tive (Table 1 and Table 3). In section 4 we construct a finite difference
scheme for numerical solution of the fractional subdiffusion equation, which
uses approximation (1.15) of the Caputo derivative and we analyze the con-
vergence of the scheme. In section 5 we derive the expansion formula of
the Riemann sum approximation of the beta function and the asymptotic
expansion formula
n−1∑
k=1
kβ(n− k)α =
Γ(α+ 1)Γ(β + 1)
Γ(α+ β + 2)
nα+β+1 +
∞∑
k=0
(−1)k
(
β
k
)
ζ(−α− k)nβ−k
+
∞∑
k=0
(−1)k
(
α
k
)
ζ(−β − k)nα−k. (1.17)
The Gru¨wald formula approximation of the Caputo derivative has a right
endpoint expansion:
1
hα
N−1∑
k=0
(−1)k
(
α
k
)
y(t−kh) = y(α)(t)+
M−1∑
k=1
B
(−α)
k (−α)
k!
y(k+α)(t)hk+O
(
hM
)
,
where B(β)(t) are the generalized Bernoulli polynomials. When y(0) = 0
the Gru¨nwald formula approximates the Caputo derivative with a first or-
der accuracy. The Gru¨nwald formula is a second order approximation of the
Caputo derivative with a shift parameter s = S0(α) = α/2, when the func-
tion y(t) satisfies y(0) = y′(0) = 0. Tian, Zhou and Deng [32] construct a
class of second order shifted Gru¨nwald difference (WSGD) approximations.
The consruction of the WSGD operators uses a weighted average of shifted
Gru¨nwald formula approximations. Alekhanov [2] constructs a shifted ap-
proximation of the Caputo derivative of order 2− α. The approximation is
called L2-1s formula and has an optimal shift value s = α/2 (in the nota-
tions of this paper), where the approximation has an order 3−α. In [10] we
construct shifted approximations of order 2− α and two which have a shift
parameter s = α/2. In section 5 and section 6 we use (1.17) to show that
the first term of the left endpoint expansions of approximations (1.2), (1.13),
(1.14), (1.15) and the shifted Gru¨nwald formula approximation of the power
8
function tβ is Ch1+β, where C = ζ(−β)t−1−α/Γ(−α). In section 6 we extend
the method from [10] and we construct the induced shifted approximations
of the Caputo derivative of approximations (1.2), (1.13), (1.14), (1.15) and
the Gru¨nwald formula approximation. The induced shifted approximations
of (1.2), (1.13), (1.14), (1.15) have an order 2 − α and a second order ac-
curacy at the optimal shift values. The induced shifted Gru¨nwald formula
approximation has a second order accuracy for an arbitrary shift value and
a third order accuracy at the optimal shift value. In the special case when
the shift value is equal to zero the induced Gru¨nwald formula approximation
is a second order approximation of the Caputo derivative for all functions
y ∈ C2[0, tn].
1
hα
N∑
k=0
γ
(α)
k yn−k = y
(α)
n +O(h
2), (1.18)
where
γ
(α)
k = (−1)
k
(
α
k
)
α2 + 3α− 2k + 2
2(α − k + 1)
, (k = 0, · · · , n− 2),
γ
(α)
n−1 = (−1)
n−1
(
α− 1
n− 2
)
2α3 − α2n+ 4α2 − 5αn + 6α+ 2n2 − 4n
2(α − 1)(α− n+ 2)
+
n1−α
Γ(2− α)
,
γ(α)n = (−1)
n
(
α− 1
n− 2
)
α2 + α− 2n+ 2
2(α− 1)
−
n1−α
Γ(2− α)
.
2 Approximation for the Caputo derivative of or-
der 4-α
Approximation (1.13) is constructed in [9] and it is related to the trapezoidal
approximation for the fractional integral in the definition of the Caputo
derivative (1.1). The absolute value of the coefficient C13(α) of the term of
order 2− α in the expansion formula of approximation (1.13) is greater than
the absolute value of the coefficient C2(α) of the L1 approximation. In this
section we use the Fourier transform and (1.12) to derive approximations
(1.15) and (1.16) for the Caputo derivative, and their expansion formulas
of order 4− α, which are related to the the midpoint approximation of the
fractional integral in the definition of the Caputo derivative. The absolute
value of the coefficient C15(α) of the term of order 2 − α in the expansion
formula of approximation (1.15) is smaller than |C2(α)|. From the midpoint
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approximation for the fractional integral in the definition of the Caputo
derivative:
y(α)(t) ≈
h
Γ(1− α)
n∑
k=1
y′
(
tk−1/2
)
(t− tk−1/2)α
=
h1−α
Γ(1− α)
n∑
k=1
y′k−1/2
(n− k + 1/2)α
.
By approximating y′k−1/2 ≈ (yk − yk−1)/h we obtain
y(α)(t) ≈
2αh1−α
Γ(1− α)
n∑
k=1
y′k−1/2
(2n− 2k + 1)α
≈
2α
Γ(1− α)hα
n∑
k=1
yk − yk−1
(2n − 2k + 1)α
.
Substitute K = n− k
Γ(1−α)
(
h
2
)α
y(α)(t) ≈
n−1∑
K=0
yn−K − yn−K+1
(2K + 1)α
=
n−1∑
k=0
yn−K
(2K + 1)α
−
n−1∑
k=0
yn−K+1
(2K + 1)α
,
y(α)(t) ≈
2α
Γ(1− α)hα
(
n−1∑
k=0
yn−k
(2k + 1)α
−
n∑
k=1
yn−k
(2k − 1)α
)
. (2.19)
Now we use Fourier transform and (1.12) to obtain the asymptotic expansion
formula of approximation (2.19) of order 4− α. Denote
S(α)n [y(t)] =
n−1∑
k=0
yn−k
(2k + 1)α
−
n∑
k=1
yn−k
(2k − 1)α
. (2.20)
S(α)n [y(t)] = yn +
n−1∑
k=1
(
1
(2k + 1)α
−
1
(2k − 1)α
)
yn−k −
y0
(2n− 1)α
. (2.21)
By applying Fourier transform to (2.20):
F [S(α)∞ [y(t)]](w) =
(
∞∑
k=0
eiwkh
(2k + 1)α
−
∞∑
k=1
eiwkh
(2k − 1)α
)
yˆ(w).
Denote W = eiwh/2.
F [S(α)∞ [y(t)]](w) =
(
∞∑
k=0
W 2k
(2k + 1)α
−
∞∑
k=1
W 2k
(2k − 1)α
)
yˆ(w),
= yˆ(w)
(
1
W
−W
) ∞∑
k=1
W 2k−1
(2k − 1)α
.
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From (1.10)
2
∞∑
k=1
W 2k−1
(2k − 1)α
= Liα(W )− Liα(−W ) = 2Liα(W )− Liα(W )− Liα(−W )
= 2Liα(W )− 2
1−αLiα
(
W 2
)
.
Hence
F [S(α)∞ [y(t)]](w) = yˆ(w)
(
e−
iwh
2 − e
iwh
2
)(
Liα(e
iwh
2 )−
1
2α
Liα
(
eiwh
))
.
The exponential function satisfies
e−
iwh
2 − e
iwh
2 = (−iwh) +
(−iwh)3
24
+O
(
h5
)
. (2.22)
From (1.12) the function Liα
(
e
iwh
2
)
has a fourth-order series expansion
Liα
(
e
iwh
2
)
=
Γ(1− α)
2α−1
(−iwh)α−1 + ζ(α)− (−iw)
ζ(α− 1)
2
h (2.23)
+(−iw)2
ζ(α− 2)
8
h2 − (−iw)3
ζ(α− 3)
48
h3 +O
(
h4
)
.
From (1.12) and (2.23) we obtain
Liα
(
e
iwh
2
)
−
1
2α
Liα
(
eiwh
)
=
Γ(1− α)
2α
(−iw)α−1hα−1 +
(
1−
1
2α
)
ζ(α)
−(−iw)
(
1
2
−
1
2α
)
ζ(α− 1)h+ (−iw)2
1
2
(
1
4
−
1
2α
)
ζ(α− 2)h2
−(−iw)3
1
6
(
1
8
−
1
2α
)
ζ(α− 3)h3 +O
(
h4
)
. (2.24)
From (2.22) and (2.24):
F [S(α)∞ [y(t)]](w)/yˆ(w) =
Γ(1− α)
2α
(−iwh)α + (−iw)
(
1−
1
2α
)
ζ(α)h
− (−iw)2
(
1
2
−
1
2α
)
ζ(α− 1)h2 +
Γ(1− α)
24.2α
(−iwh)2+α (2.25)
+ (−iw)3
(
1
24
(
1−
1
2α
)
+
1
2
(
1
4
−
1
2α
))
ζ(α− 2)h3 +O
(
h4
)
.
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By applying inverse Fourier transform to (2.25) we obtain the asymptotic
expansion formula of order 4− α(
2
h
)α
Sn[y] = Γ(1− α)y
(α)
n + 2
α
(
1−
1
2α
)
ζ(α)y′nh
1−α−
2α
(
1
2
−
1
2α
)
ζ(α− 1)y′′nh
2−α ++
Γ(1− α)
24
d2
dt2
y(α)n h
2 (2.26)
2α
(
1
24
(
1−
1
2α
)
ζ(α) +
1
2
(
1
4
−
1
2α
)
ζ(α− 2)
)
y′′′n h
3−α +O
(
h4−α
)
.
Let
A(α)n [y] =
1
Γ(1− α)hα
n∑
k=0
ω
(α)
k yn−k = y
(α)
n +O
(
h1−α
)
. (2.27)
where
ω
(α)
0 = 2
α, ω
(α)
k = 2
α
(
1
(2k + 1)α
−
1
(2k − 1)α
)
, ω(α)n = −
2α
(2n− 1)α
,
for k = 1, · · · , n − 1. From (2.26) and the properties of the inverse Fourier
transform we obtain the asymptotic expansion formula of approximation
(2.27) for the Caputo derivative.
Lemma 1. Let y(0) = y′(0) = y′′(0) = 0. Then
1
Γ(1− α)hα
n∑
k=0
ω
(α)
k yn−k = y
(α)
n +
1
Γ(1− α)
(2α − 1) ζ(α)y′nh
1−α−
2α−1 − 1
Γ(1− α)
ζ(α− 1)y′′nh
2−α +
1
24
d2
dt2
y(α)n h
2+ (2.28)
1
Γ(1− α)
(
1
24
(2α − 1) ζ(α) +
1
2
(
2α−2 − 1
)
ζ(α− 2)
)
y′′′n h
3−α +O
(
h4−α
)
.
Approximation (2.27) has an accuracy O(h1−α) and satisfiesA
(α)
n [1] = Dα1 =∑n
k=0 ω
(α)
k = 0. The numerical results for the error and the order of numer-
ical solution NS1(2.27) of two-term equation (1.5) and α = 0.25, equation
(1.6) and α = 0.5 and equation (1.7) with α = 0.75 are presented in Table
2.
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3 Higher order approximations of the Caputo deriva-
tive
Approximation (2.27) of the Caputo derivative has an order 1 − α and an
expansion formula (2.28) of order 4−α. In this section section we use (2.28)
to obtain approximations of order 2− α and two.
3.1 Approximation for the Caputo derivative of order 2-α
By approximating y′n in (2.28) with first order backward difference
y′n =
yn − yn−1
h
−
h
2
y′′n +O(h
2)
we obtain the approximation for the Caputo derivative
A(α)n [y(t)] =
1
Γ(1− α)hα
n∑
k=0
σ
(α)
k yn−k = y
(α)
n +O
(
h2−α
)
, (3.29)
where ω
(α)
n = −2α/(2n − 1)α and
σ
(α)
0 = ω
(α)
0 − (2
α − 1) ζ(α), σ
(α)
1 = ω
(α)
1 + (2
α − 1) ζ(α) (3.30)
ω
(α)
k = 2
α
(
1
(2k + 1)α
−
1
(2k − 1)α
)
, (1 < k < n). (3.31)
Approximation (3.29) has an order 2− α when the function y ∈ C2[0, tn]
and y(0) = y′(0) = 0, and satisfies A
(α)
n [1] = Dα1 =
∑n
k=0 σ
(α)
k = 0. Now
we apply a modification of the last two weights of approximation (3.29) in
order to extend it to all functions of the class C2[0, tn]. Denote
Wn =
(
ζ(α)−
n1−α
1− α
+ 2α
(
n∑
k=1
1
(2k − 1)α
− ζ(α)
))
.
Claim 2. Let y(t) = t. Then
A(α)n [y(t)]− y
(α)(t) =
h1−αWn
Γ(1− α)
. (3.32)
Proof.
Γ(1− α)hαA(α)n [t] =
n∑
k=0
σ
(α)
k (t− kh) = −h
n∑
k=1
kσ
(α)
k ,
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Γ(1− α)
h1−α
A(α)n [t] = (1− 2
α) ζ(α)+2α
n−1∑
k=1
(
k
(2k − 1)α
−
k
(2k + 1)α
)
+
2αn
(2n− 1)α
,
A(α)n [t] =
h1−α
Γ(1− α)
(
(1− 2α) ζ(α) + 2α
n∑
k=1
1
(2k − 1)α
)
.
The Caputo derivative of the function y(t) = t satisfies
y(α)(t) =
t1−α
Γ(2− α)
=
n1−αh1−α
(1− α)Γ(1 − α)
.
The goal of the modification procedure is to ensure that the modified
approximation satisfies
A(α)n [1] = 0, A
(α)
n [t] = t
1−α/Γ(2− α) (3.33)
Properties (ii) in (1.3) of the L1 approximation are equivalent to (3.33). An
approximation of the Caputo derivative which satisfies (3.33) has an order
2− α for small n. Let
y(t) = y(t)− y(0)− y′(0)t + y(0) + y′(0)t = z(t) + y(0) + y′(0)t.
The function z(t) = y(t)− y(0)− y′(0)t satisfies z(0) = z′(0) = 0 and
A(α)n [z(t)] = z
(α)(t) +O
(
h2−α
)
= y(α)(t)− y′(0)
t1−α
Γ(2 − α)
+O
(
h2−α
)
.
Hence
A(α)n [y(t)] = A
(α)
n [z(t)] +A
(α)
n [y(0) + y
′(0)t],
A(α)n [y(t)] = y
(α)(t)− y′(0)
t1−α
Γ(2 − α)
+ y′(0)A(α)n [t] +O
(
h2−α
)
.
From Claim 3
1
Γ(1− α)hα
n∑
k=0
σ
(α)
k yn−k = y
(α)
n +
y′0Wnh
1−α
Γ(1− α)
+O
(
h2−α
)
.
By substituting hy′0 = y1 − y0 +O(h
2) we obtain
A(α)n [y(t)] =
1
Γ(1− α)hα
n∑
k=0
σ
(α)
k yn−k = y
(α)
n +O
(
h2−α
)
. (3.34)
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The weights σ
(α)
k of approximation (3.34) are defined with (3.30) and (3.31)
for 0 ≤ k ≤ n− 2 and the last two weights σ
(α)
n−1 and σ
(α)
n are modified as
σ
(α)
n−1 =
2α
(2n − 1)α
−
2α
(2n − 3)α
−Wn, σ
(α)
n = −
2α
(2n− 1)α
+Wn.
Approximation (3.34) has an order 2−α for all functions y ∈ C2[0, tn]. The
numerical results for the error and order of numerical solution NS1(3.34)
of two-term equation (1.5) and α = 0.25, equation (1.6) and α = 0.5 and
equation (1.7) with α = 0.75 are presented in Table 3.
3.2 Second order approximation of the Caputo derivative
By approximating y′n and y
′′
n in (2.28) with
y′n =
1
h
(
3
2
yn − 2yn−1 +
1
2
yn−2
)
+O
(
h2
)
,
y′′n =
1
h2
(yn − 2yn−1 + yn−2) +O (h) ,
we obtain the approximation for the Caputo derivative
1
Γ(1− α)hα
n∑
k=0
δ
(α)
k yn−k = y
(α)
n +O
(
h2
)
, (3.35)
where δ
(α)
0 = ω
(α)
0 +
3
2
(1− 2α) ζ(α) +
(
2α−1 − 1
)
ζ(α− 1),
δ
(α)
1 = ω
(α)
1 − 2 (1− 2
α) ζ(α)− 2
(
2α−1 − 1
)
ζ(α− 1),
δ
(α)
2 = ω
(α)
2 +
1
2
(1− 2α) ζ(α) +
(
2α−1 − 1
)
ζ(α− 1),
δ
(α)
k = ω
(α)
k = 2
α
(
1
(2k + 1)α
−
1
(2k − 1)α
)
, 3 ≤ k ≤ n− 2.
Approximation (3.35) has an accuracy O
(
h2
)
when y(0) = y′(0) = 0 and
a second order accuracy for all function y ∈ C2[0, tn] when the last two
weights are defined as
δ
(α)
n−1 =
2α
(2n − 1)α
−
2α
(2n − 3)α
−Wn, δ
(α)
n = −
2α
(2n − 1)α
+Wn.
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Figure 2: Graph of the exact solution of two-term equation (1.7) and nu-
merical solutions NS1(2.27)(green), NS1(3.34)(red) and NS1(3.35)(blue) for
α = 0.6, h = 0.1.
The order of approximation (3.35) is 2 − α for small n, which is sufficient
for constructing second order numerical solutions of FDEs. The numeri-
cal results for the error and the order of second order numerical solution
NS1(3.35) of two-term equation (1.5) and α = 0.25, equation (1.6), α = 0.5
and equation (1.7) with α = 0.75 are presented in Table 4. Second order
numerical solution NS1(3.35) of two-term equation (1.7) and α = 0.6 is com-
pared to numerical solution NS1(3.34) of order 1.4 and NS1(2.27) of order
0.4 in Figure 2.
4 Numerical solution of the fractional subdiffusion
equation
The analytical and the numerical solutions of the fractional diffusion equa-
tion are studied in [2, 6, 16, 17, 18, 23, 22, 24, 26, 27, 29, 35, 36, 38, 39]. In
this section we use approximation (1.15) of the Caputo derivative to con-
struct a finite difference scheme for the fractional subdiffusion equation

∂αu(x, t)
∂tα
= D
∂2u(x, t)
∂x2
+ F (x, t), (x, t) ∈ [0, 1] × [0, T ],
u(x, 0) = u0(x), u(0, t) = u1(t), u(1, t) = u2(t),
(4.36)
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where 0 < α < 1. Let h = 1/N, τ = T/M , where M and N are positive
integers, and J be a grid on the rectangle [0, 1] × [0, T ]:
J = {(nh,mτ)‖1 ≤ n ≤ N, 1 ≤ m ≤M} .
Denote by umn = u(nh,mτ) and F
m
n = F (nh,mτ) the values of the functions
u(x, t) and F (x, t) on the grid J . By approximating the Caputo derivative
in the time direction with (1.15) and the second derivative in the space
direction with a second order central difference we obtain
1
Γ(1− α)τα
n∑
k=0
σ
(α)
k u
m−k
n = D
umn−1 − 2u
m
n + u
m
n+1
h2
+ Fmn +O
(
τ2−α + h2
)
.
Let η = Γ(1 − α)Dτα/h2. The numerical solution {Umn }
N−1
n=1 of equation
(4.36) on the m-th layer of J satisfies
−ηUmn−1 +
(
σ
(α)
0 + 2η
)
Umn − ηU
m
n+1 = −
n∑
k=1
σ
(α)
k U
m−k
n + τ
αΓ(1− α)Fmn .
Let K be a tridiagonal matrix of dimension N − 1 with values σ
(α)
0 + 2η
on the main diagonal, and −η on the diagonals above and below the main
diagonal. The vector Um =
(
Um1 , U
m
2 , · · · , U
m
N−1
)T
of the numerical solution
on the m-th layer of the grid J is a solution of the linear system
KUm = R1 + ηR2, (4.37)
where R1 and R2 are the column vectors of dimension N − 1
RT1 =
[
−
n∑
k=1
σ
(α)
k U
m−k
n + Γ(1− α)τ
αF (nh,mτ)
]N−1
n=1
,
RT2 = [u1(mτ), 0, · · · , 0, u2(mτ)]
T .
The second order numerical solution of the fractional subdiffusion equation
on the first layer of the grid J is computed with the approximation [7]
y(α)(τ) =
y(τ)− y(0)
ταΓ(2− α)
+O
(
τ2−α
)
. (4.38)
Let η˜ = Γ(2 − α)Dτα/h2. The numerical solution on the first layer of the
grid J satisfies the system of equations{
U10 = u1(τ), U
1
N = u2(τ), (n = 1 · · · , N − 1),
−η˜U1n−1 + (1 + 2η˜)U
1
n − η˜U
1
n+1 = U
0
n + Γ(2− α)τ
αF 1n .
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The fractional subdiffusion equations

∂αv(x, t)
∂tα
=
∂2v(x, t)
∂x2
+ ex
(
t1−αE1,2−α(t)− e
t
)
,
u(x, 0) = ex, u(0, t) = et, u(1, t) = et+1, (x, t) ∈ [0, 1] × [0, 1],
(4.39)
and 

∂αu(x, t)
∂tα
=
1
pi2
∂2u(x, t)
∂x2
, (x, t) ∈ [0, 1] × [0, 1],
u(x, 0) = sin(pix), u(0, t) = 0, u(1, t) = 0,
(4.40)
have the solutions u(x, t) = ex+t and u(x, t) = sin(pix)Eα (−t
α). The nu-
merical results for the error and order of numerical solution (4.37) of the
fractional subdiffusion equations (4.39) and (4.40) for α = 0.25, α = 0.5, α =
0.75 are presented in Table 5 and Table 6. The solution of equation (4.40)
has a singularity at t = 0, where its first partial derivatives are unbounded.
Numerical solution (4.37) of equation (4.40) has a first order accuracy (Ta-
ble 6). A numerical analysis of the finite difference scheme which uses the
L1 approximation for the Caputo derivative is given by Jin, Lazarov and
Zhou in [18]. The Miller-Ross sequential derivative for the Caputo frac-
tional derivative of order nα is defined as
y[α](t) = Dαy(t) = y(α)(t), y[nα](t) = Dαy[(n−1)α](t).
When the function y(t) is differentiable in the sense of the definition of a
Miller-Ross derivative its fractional Taylor polynomials (polyfractonomials)
at the initial point of fractional differentiation t = 0 are defined as:
T (α)m (t) =
m∑
k=0
y[kα](0)tαk
Γ(αk + 1)
.
Now we compute the Taylor polyfractonomials of the solution of the frac-
tional subdiffusion equation and we apply the method from [11] for trans-
forming equation (4.40) into a fractional diffusion equation whose solution
belongs to the class C2,2([0, 1] × [0, 1]). Denote by D
[β]
t u(x, t) the Miller-
Ross derivative of order β of the solution u(x, t) in the time direction. From
equation (4.40)
D
[α]
t u(x, t) =
1
pi2
∂2u(x, t)
∂x2
.
By applying fractional differentiation of order α we obtain
D
[2α]
t u(x, t) = D
α
t D
α
t u(x, t) =
1
pi2
Dαt
∂2u(x, t)
∂x2
=
1
pi4
∂4u(x, t)
∂x4
,
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D
[3α]
t u(x, t) = D
α
t D
[2α]
t u(x, t) =
1
pi4
Dαt
∂4u(x, t)
∂x4
=
1
pi6
∂6u(x, t)
∂x6
.
By induction we obtain
D
[nα]
t u(x, t) =
1
pi2n
∂2nu(x, t)
∂x2n
.
Set t = 0
D
[nα]
t u(x, 0) =
1
pi2n
∂2nu(x, 0)
∂x2n
=
1
pi2n
∂2n sin(pix)
∂x2n
= (−1)n sin(pix).
The solution of equation (4.40) has Taylor polyfractonomials in time
T (α)m (x, t) =
m∑
n=0
tnαD
[nα]
t u(x, 0)
Γ(nα+ 1)
= sin(pix)
m∑
n=0
(−1)n
hnα
Γ(nα+ 1)
.
Substitute
v(x, t) = u(x, t) − T (α)m (x, t) = u(x, t)− sin(pix)
m∑
n=0
(−1)n
tnα
Γ(nα+ 1)
.
The function v(x, t) satisfies
Dαt v(x, t) = D
α
t u(x, t) + sin(pix)
m−1∑
n=0
(−1)n+1
tnα
Γ(nα+ 1)
,
∂2
∂x2
v(x, t) =
∂2
∂x2
u(x, t) + pi2 sin(pix)
m∑
n=0
(−1)n+1
tnα
Γ(nα+ 1)
,
and is a solution of the fractional subdiffusion equation

∂αv(x, t)
∂tα
=
1
pi2
∂2v(x, t)
∂x2
+ (−1)m+1 sin(pix)
tmα
Γ(mα + 1)
,
v(x, 0) = v(0, t) = v(pi, t) = 0.
(4.41)
When mα > 2 the function v(x, t) has a continuous second order partial
derivative in time and numerical solution (4.37) of equation (4.41) has an
accuracy O
(
τ2−α + h2
)
. The numerical results for the error and order of
numerical solution (4.37) of the fractional subdiffusion equation (4.41) for
α = 0.25 and m = 8, α = 0.5 and m = 4 and α = 0.75,m = 2 are presented
in Table 7. In Theorem 4 we establish the convergence of numerical solution
(4.37) of the fractional subdiffusion equation. The proof of Theorem 4 uses
the property of the weights σ
(α)
m of approximation (1.15) from Claim 3.
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Claim 3.
Wm =
α
24m1+α
+O
(
1
m2+α
)
.
Proof. Let Sm =
∑m
k=1 1/k
α. From the formula for sum of powers
Sm−1 = ζ(α) +
m1−α
1− α
∞∑
k=0
(
1− α
k
)
Bk
mk
.
The numbers Sm satisfy
Sm = ζ(α) +
m1−α
1− α
+
1
2mα
−
α
12m1+α
+O
(
1
m2+α
)
,
S2m =
2m∑
k=1
1/kα =
m∑
k=1
1
(2k − 1)α
+
m∑
k=1
1
(2k)α
=
m∑
k=1
1
(2k − 1)α
+
Sm
2α
,
S2m −
Sm
2α
= ζ(α)
(
1−
1
2α
)
+
m1−α
(1− α)2α
+
α
12(2m)1+α
+O
(
1
m2+α
)
.
Hence
Wm = ζ(α)−
m1−α
1− α
+ 2α
(
S2m −
Sm
2α
− ζ(α)
)
=
α
24m1+α
+O
(
1
m2+α
)
.
From Claim 4:∣∣∣σ(α)m ∣∣∣ > 2α(2m− 1)α −Wm > 1mα − α24m1+α > 2324mα > 12mα . (4.42)
The maximum (infinity) norm of the vector V = (vi) and the square matrix
L = (lij) of dimension N − 1 are defined as
‖V‖ = max
1≤i≤N−1
|vi|, ‖L‖ = max
1≤j≤N−1
N−1∑
m=1
|lij |.
The matrix K is a diagonally dominant tridiagonal matrix with positive
elements on the main diagonal and negative elements on the diagonals below
and above the main diagonal. The matrix K−1 is a positive matrix. From
the Ahlberg-Nilson-Varah bound [1, 34]
∥∥K−1∥∥ ≤ 1
σ
(α)
0
.
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The numbers σ
(α)
k satisfy
∑m
k=1
∣∣∣σ(α)k ∣∣∣ = σ(α)0 . From (4.42)
m−1∑
k=1
∣∣∣σ(α)k ∣∣∣ = σ(α)0 − ∣∣∣σ(α)m ∣∣∣ < σ(α)0 − 12mα . (4.43)
Let emn = u
m
n − U
m
n be the error of numerical solution (4.37). The error
vector Em = (emn ) on the m-th layer of the grid J satisfies the system of
equations
KEm = Rm,
where Rm = (rmn ) is an N − 1 dimensional column vector with elements
rmn = −
m−1∑
k=1
σ
(α)
k e
m−k
n + τ
α
(
Amn τ
2−α +Bmn h
2
)
,
and Amn τ
2−α +Bmn h
2 is the truncation error at the point (nh,mτ).
Theorem 4. The error of (4.37) on the m-th layer of J satisfies
‖Em‖ ≤ 2Amατα
(
τ2−α + h2
)
. (4.44)
Proof. Induction on m. Let A be large enough, such that |Amn | < A and
|Bmn | < A, for all m,n and (4.44) holds for m = 1 and m = 2. Suppose that
(4.44) holds for all k ≤ m− 1:
|rmn | ≤
m−1∑
k=1
∣∣∣σ(α)k ∣∣∣ ∣∣∣em−kn ∣∣∣+Aτα (τ2−α + h2) .
From the induction assumption and (4.43)
|rmn | ≤ 2Am
ατα
(
τ2−α + h2
)m−1∑
k=1
∣∣∣σ(α)k ∣∣∣+Aτα (τ2−α + h2) ,
|rmn | ≤ 2Am
ατα
(
τ2−α + h2
)(
σ
(α)
0 −
1
2mα
)
+Aτα
(
τ2−α + h2
)
,
|rmn | ≤ 2Aσ
(α)
0 m
ατα
(
τ2−α + h2
)
,
for all n = 1, · · · , N − 1. Then
‖Rm‖ ≤ 2Aσ
(α)
0 m
ατα
(
τ2−α + h2
)
.
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The error on the m-th layer of the grid J satisfies Em = K−1Rm and
‖Em‖ ≤
∥∥K−1∥∥ ‖Rm‖ ≤ 1
σ
(α)
0
‖Rm‖ ≤ 2Amατα
(
τ2−α + h2
)
.
From (4.44) the error of numerical solution (4.37) of the fractional sub-
diffusion equation on the grid J satisfies
‖Em‖ ≤ 2AMατα
(
τ2−α + h2
)
≤ 2ATα
(
τ2−α + h2
)
,
for all m = 1, 2, · · · ,M .
5 Approximations for the beta function and the
Caputo derivative of the power function
In this section we obtain the expansion formula of the Riemann sum approx-
imation of the beta function. The expansion formula is used to find the first
term of the left endpoint expansions of approximations (1.2), (1.13), (1.14)
and (1.15) of the Caputo derivative of the power function. The Riemann
sum approximation of the fractional integral has an asymptotic expansion
formula
hα
n−1∑
k=1
y(t− kh)
k1−α
=
∫ t
0
y(x)
(t− x)1−α
dx+
∞∑
k=0
(−1)k
ζ(1− α− k)
k!
y(k)(t)hk+α−
Γ(α)
∞∑
k=0
Bk+1
(k + 1)!
(
k∑
m=0
(−1)m
(
k
m
)
xα−m−1
Γ(α−m)
y(m−k)(0)
)
hk+1. (5.45)
The right endpoint expansion formula is obtained from the expansion for-
mula (1.12) of the polylogarithm function Li1−α
(
eiwh
)
. In the special case
α = 1 asymptotic expansion formula (5.45) is the Euler-Mclaurin formula.
5.1 Riemann sum approximation of the beta function
The beta function is defined as
B(α, β) =
Γ(α)Γ(β)
Γ(α+ β)
=
∫ 1
0
(1− x)α−1xβ−1dx. (5.46)
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From (5.46) with α := α+ 1, β := β + 1 and x := tx we obtain∫ t
0
xβ(t− x)αdx = B(α+ 1, β + 1)tα+β+1, (5.47)
where α > −1, β > −1. Let y(x) = xβ, z(x) = (t − x)α. The derivatives of
the functions y(x) and z(x) satisfy
y(k)(t)
k!
=
(
β
k
)
tβ−k,
z(k)(0)
k!
= (−1)k
(
α
k
)
tα−k.
The Riemann sum approximation of (5.47) satisfies
h
n−1∑
k=1
(kh)β(t− kh)α =
∫ t
0
xβ(t− x)αdx+ L0(h) +Rt(h),
hα+β+1
n−1∑
k=1
kβ(n− k)α = B(α+ 1, β + 1)tα+β+1 + L0(h) +Rt(h).
From (5.45) with β := β + 1, the left endpoint expansion L0(h) satisfies
L0(h) =
∞∑
k=0
(−1)k
ζ(−β − k)
k!
z(k)(0)hk+β+1 =
∞∑
k=0
(−1)k
(
α
k
)
ζ(−β − k)tα−khk+β+1.
From (5.45) with α := α+ 1, the right endpoint expansion Rt(h) satisfies
Rt(h) =
∞∑
k=0
(−1)k
ζ(−α− k)
k!
y(k)(t)hk+α+1 =
∞∑
k=0
(−1)k
(
β
k
)
ζ(−α− k)tβ−khk+α+1.
Hence
hα+β+1
n−1∑
k=1
kβ(n− k)α =
Γ(α+ 1)Γ(β + 1)
Γ(α+ β + 2)
tα+β+1+ (5.48)
∞∑
k=0
(−1)k
(
β
k
)
ζ(−α− k)tβ−khk+α+1+
∞∑
k=0
(−1)k
(
α
k
)
ζ(−β − k)tα−khk+β+1.
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From (5.48) with t = tn = nh we obtain the asymptotic expansion formula
n−1∑
k=1
kβ(n− k)α =
Γ(α+ 1)Γ(β + 1)
Γ(α+ β + 2)
nα+β+1 +
M−1∑
k=0
(−1)k
(
β
k
)
ζ(−α− k)nβ−k+
N−1∑
k=0
(−1)k
(
α
k
)
ζ(−β − k)nα−k +O
(
nmin{β−M,α−N}
)
. (5.49)
The values of the zeta function at the negative integers satisfy
ζ(−n) = (−1)n
Bn+1
n+ 1
.
From (5.49) with β = 0, α := −α we obtain the formula for sum of powers
n−1∑
k=1
1
kα
= ζ(α) +
n1−α
1− α
+
N−1∑
k=0
(−1)k
(
−α
k
)
ζ(−k)n−α−k +O
(
n−α−N
)
,
n−1∑
k=1
1
kα
= ζ(α) +
n1−α
1− α
+
N−1∑
k=0
(
−α
k
)
Bk+1
k + 1
n−α−k +O
(
1
nα+N
)
,
n−1∑
k=1
1
kα
= ζ(α) +
n1−α
1− α
N∑
m=0
(
1− α
m
)
Bm
nm
+O
(
1
nα+N
)
.
5.2 Approximations for Caputo derivative of the power func-
tion
The power function y(t) = tβ has a Caputo derivative
Dαtβ =
β
Γ(1− α)
∫ t
0
xβ−1
(t− x)α
dx =
Γ(1 + β)
Γ(1 + β − α)
tβ−α, (5.50)
where β > 0. In this section we show that the first term of the left end-
point expansions of approximations (1.2), (1.13), (1.14), (1.15) of the Caputo
derivative of the power function is Ch1+β, where C = ζ(−β)t−1−α/Γ(−α).
Claim 5. Let y(t) = tβ. Then
1
Γ(−α)hα
(
n−1∑
k=1
yn−k
k1+α
− ζ(1 + α)yn + ζ(α)y
′
nh
)
= (5.51)
y(α)n +
ζ(−β)
Γ(−α)t1+α
h1+β +O
(
h2−α
)
.
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Proof. From (5.48) with α := −1− α we obtain
hβ−α
n−1∑
k=1
k−1−α(n− k)β =
Γ(−α)Γ(1 + β)
Γ(1 + β − α)
tβ−α+ (5.52)
∞∑
k=0
(−1)k
(
β
k
)
ζ(1 + α− k)tβ−khk−α+
∞∑
k=0
(−1)k
(
−1− α
k
)
ζ(−β − k)t−1−α−khk+β+1.
From (5.52) the Riemann sum approximation of the singular integral in
(5.50) has an expansion formula of order 2− α
hβ−α
n−1∑
k=1
k−1−α(n− k)β = Γ(−α)Dαtβ + ζ(1 + α)tβ
1
hα
− βζ(α)tβ−1h1−α+
ζ(−β)
t1+α
h1+β +O
(
h2−α
)
.
Set t = tn = nh:
1
hα
n−1∑
k=1
yn−k
k1+α
= Γ(−α)y(α)n +
1
hα
ζ(1 + α)yn − ζ(α)h
1−αy′n+
ζ(−β)
t1+αn
h1+β +O
(
h2−α
)
.
From (5.51) and the substitution hy′n = yn − yn−1 + O(h
2) we obtain
the expansion formula of order 2 − α of approximation (1.14) of the power
function. The order of approximation(1.14) of tβ is min{1+β, 2−α}, when
0 < α, β < 1. In Claim 6, Clam 7 and Claim 8 we show that the left endpoint
expansion formulas of approximations (1.2), (1.13) and (1.15) of the Caputo
derivative of the power function have the same first term of order 1 + β.
Claim 6. Let y(t) = tβ. Then
1
Γ(2− α)hα
(
n−1∑
k=1
(
(k + 1)1−α − 2k1−α + (k − 1)1−α
)
yn−k + yn
)
=
y(α)n +
ζ(−β)
Γ(−α)t1+α
h1+β +O
(
h2−α
)
. (5.53)
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Proof. Let z(x) = (t − x + h)1−α − 2(t − x)1−α + (t − x − h)1−α. The L1
approximation of the power function is expressed with z(x) as
1
Γ(2− α)hα
(
n−1∑
k=1
(
(k + 1)1−α − 2k1−α + (k − 1)1−α
)
yn−k + yn
)
=
1
Γ(2− α)h
(
n−1∑
k=1
zn−kyk + yn
)
=
hβ−1
Γ(2− α)
(
n−1∑
k=1
zn−kk
β + yn
)
(5.54)
From (5.45) with α = 1 + β the left endpoint expansion of (5.54) satisfies
L0(h) =
hβ−1
Γ(2− α)
∞∑
k=0
ζ(−β − k)
k!
z(k)(0)hk =
ζ(−β)z(0)
Γ(2− α)
hβ−1 +O
(
h2+β
)
.
From second order central difference approximation
z(0)
h2
=
(t+ h)1−α − 2t1−α + (t− h)1−α
h2
=
d2
(
t1−α
)
dt2
+O
(
h2
)
,
z(0)
Γ(2− α)h2
=
(1− α)(−α)t−1−α
Γ(2− α)
+O
(
h2
)
=
1
Γ(−α)t1+α
+O
(
h2
)
.
Therefore the first term of the left endpoint expansion of the L1 approxima-
tion of the power function is ζ(−β)t−1−αh1+β/Γ(−α).
From (5.53) with β = α the L1 approximation of the Caputo derivative
of the power function tα has an order 1+α when 0 < α ≤ 0.5, and an order
2−α when 0.5 < α < 1. The L1 approximation of the Caputo derivative of
tα has an accuracy O (hα) when n is small. Approximations (1.13), (1.14)
and (1.15) of the Caputo derivative of tα have the same order.
Claim 7. Let y(t) = tβ. Then
1
2Γ(1 − α)hα
(
n−1∑
k=1
(
1
(k + 1)α
−
1
(k − 1)α
)
yn−k + yn
)
=
y(α)n +
1
Γ(1− α)
ζ(α)y′nh
1−α +
ζ(−β)
Γ(−α)t1+α
h1+β +O
(
h2−α
)
.
Claim 8. Let y(t) = tβ. Then
2α
Γ(1− α)hα
(
n−1∑
k=1
(
1
(2k + 1)α
−
1
(2k − 1)α
)
yn−k + yn
)
=
y(α)n +
2α − 1
Γ(1− α)
ζ(α)y′nh
1−α +
ζ(−β)
Γ(−α)t1+α
h1+β +O
(
h2−α
)
.
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The proofs of Claim 8 and Claim 9 are similar to the proof of Claim 7.
In section 6 we show that the first term of the left endpoint expansion of
the Gru¨nwald formula approximation of the Caputo derivative ot the power
function tβ is also ζ(−β)t−1−αh1+β/Γ(−α).
6 Induced shifted approximations of the Caputo
derivative
In this section we use the method from [10] to obtain the second order in-
duced shifted approximation of the Caputo derivative of the Gru¨nwald for-
mula and the induced shifted approximations of (1.2), (1.13), (1.14), (1.15)
of order 2− α. At the optimal shift values the approximations have a third
order and a second order accuracy respectively. The construction of the in-
duced shifted approximations is based on Lemma 9 and Lemma 10. Denote
by G
(α)
n [y(t)] the Gru¨nwald formula approximation
G(α)n [y(t)] =
n∑
k=0
(−1)k
(
α
k
)
= y
(α)
n−α/2 +O(h
2). (6.55)
Lemma 9. Suppose that y(0) = y′(0) = 0. Then
G(α)n [y(t)]− (s− α/2)hG
(1+α)
n [y(t)] = y
(α)
n−s +O(h
2).
Proof. The Gru¨nwald formula approximation of the Caputo derivative has
a first order accuracy
G(1+α)n y(t) =
1
h1+α
n∑
k=0
(
1 + α
k
)
yn−k = y
(1+α)
n +O(h).
The function y(t) satisfies y(0) = y′(0) = 0 and
(s − α/2)hG(1+α)n [y(t)] = (s− α/2)h
d
dt
y(α)n +O(h
2),
G(α)n [y(t)]−(s−α/2)hG
(1+α)
n [y(t)] = y
(α)
n −sh
d
dt
y(α)n +O(h
2) = y
(α)
n−s+O(h
2).
Let A
(α)
n [y(t)] be an approximation of the Caputo derivative of order 2−α.
A(α)n [y(t)] =
1
hα
n∑
k=0
λ
(α)
k yn−k = y
(α)
n +O
(
h2−α
)
.
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Denote
B(α)n [y(t)] = A
(α)
n [y(t)]− shA
(1+α)
n [y(t)] =
1
hα
n∑
k=0
(
λ
(α)
k − sλ
(1+α)
k
)
yn−k.
Lemma 10. Let y(0) = y′(0) = 0 and
A(α)n [y(t)] = y
(α)
n +O(h
2−α), A(1+α)n [y(t)] = y
(1+α)
n +O(h
1−α).
Then
B(α)n [y(t)] = y
(α)
n−s +O(h
2−α).
The proof of Lemma 10 is similar to the proof of Lemma 9.
6.1 Shifted Gru¨nwald formula approximations
Denote
H(α)n [y(t)] = G
(α)
n [y(t)]− (s− α/2)hG
(1+α)
n [y(t)]
From Lemma 10 approximation H
(α)
n [y(t)] is a second order shifted approx-
imation of the Caputo derivative with a shift parameter s.
H(α)n [y(t)] =
1
hα
n∑
k=0
((
α
k
)
− (s− α/2)
(
1 + α
k
))
yn−k.
The weights g
(α)
k of approximation H
(α)
n [y(t)] satisfy
g
(α)
k =
(
α
k
)
− (s − α/2)
(
1 + α
k
)
=
(
α+ 1
k
)
(α+ 1)(1 + α/2− s)− k
α+ 1
.
Hence
H(α)n [y(t)] =
1
hα
n∑
k=0
g
(α)
k yn−k = y
(α)
n−s +O(h
2), (6.56)
where
g
(α)
k = (−1)
k
(
2 + α− 2s
2
−
k
1 + α
)(
α+ 1
k
)
.
Shifted approximation (6.56) has a second order accuracy when y ∈ C2[0, tn]
and satisfies y(0) = y′(0) = 0. When the shift parameter s = α/2 approxi-
mation (6.56) is the shifted Gru¨nwald formula and when s = 0, approxima-
tion (6.56) is a second order approximation of the Caputo derivative (1.18).
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In [10] we construct a modification of the Gru¨nwald formula approximation
which has a second order accuracy for all functions in the class C2[0, tn].
Now we apply the method from [10] for modifying the last two weights of
approximation (6.56). The modified shifted approximation has a second
order accuracy for all functions of the class C2[0, tn] and satisfies
H(α)n [1] = 0, H
(α)
n [t] = (t− s)
1−α/Γ(2− α).
Let y(t) = y0 + y
′
0t+ z(t). The function z(t) satisfies z(0) = z
′(0) = 0 and
H(α)n [z(t)] = z
(α)
n−s +O(h
2).
The Caputo derivatives of the functions y(t) and z(t) are related as
y(α)(t− sh) = y′0(t− sh)
1−α/Γ(2− α) + z(α)(t− sh).
Hence
H(α)n [y(t)] = y0H
(α)
n [1] + y
′
0H
(α)
n [t] +H
(α)
n [z(t)],
H(α)n [y(t)] = y0H
(α)
n [1] + y
′
0
(
H(α)n [t]−
(t− sh)1−α
Γ(2− α)
)
+ y(α)(t− sh) +O(h2),
H(α)n [y(t)] = y
(α)(t− s) +
1
hα
(
W0Ny0 +W
1
Ny
′
0h
)
+O(h2), (6.57)
where
W0N = h
αH(α)n [1], W
1
N = h
α−1
(
H(α)n [t]−
(t− sh)1−α
Γ(2− α)
)
.
The number W1N satisfies the asymptotic estimate W
1
N = O(h
1+α). The
proof is similar to the proof of Lemma 2 in [10]. By approximating y′0 in
(6.57) by a first order backward difference hy′0 = y1 − y0 +O(h
2) we obtain
the second order shifted approximation
H(α)n [y(t)] =
1
hα
N∑
k=0
γ
(α)
k yn−k = y
(α)
n−s +O(h
2),
where
γ
(α)
k = g
(α)
k = (−1)
k
(
α
k
)
α2 − 2αs + 3α − 2k − 2s + 2
2(α − k + 1)
, (0 ≤ k ≤ n− 2),
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γ
(α)
N =W
1
N −W
0
N , γ
(α)
N−1 = g
(α)
N−1 −W
1
N . (6.58)
The binomial coefficients satisfy the identities [26]
N−1∑
k=0
(−1)k
(
α
k
)
= (−1)N−1
(
α− 1
N − 1
)
,
N−1∑
k=0
(−1)kk
(
α
k
)
= α(−1)N−1
(
α− 2
N − 2
)
. (6.59)
Hence
W0N =
N−1∑
k=0
g
(α)
k =
N−1∑
k=0
(−1)k
(
α
k
)
− (s− α/2)
N−1∑
k=0
(−1)k
(
1 + α
k
)
= (−1)N−1
((
α− 1
N − 1
)
− (s− α/2)
(
α
N − 1
))
,
W0N = (−1)
N−1
(
α
N − 1
)
α2 − 2αs+ 2α + 2− 2N
2α
. (6.60)
Now we obtain a formula for W1N .
H
(α)
N [t] =
N−1∑
k=0
g
(α)
k (t− kh) = t
N−1∑
k=0
g
(α)
k − h
N−1∑
k=0
kg
(α)
k .
From (6.60) and t = Nh:
t
N−1∑
k=0
g
(α)
k = hNW
0
N = h(−1)
N−1
(
α
N − 1
)
N(α2 − 2αs + 2α+ 2− 2N)
2α
.
From (6.59)
N−1∑
k=0
kg
(α)
k =
N−1∑
k=0
k
(
α
k
)
− (s− α/2)
N−1∑
k=0
k
(
1 + α
k
)
= α(−1)N−1
(
α− 2
N − 2
)
− (s− α/2)(1 + α)(−1)N−1
(
α− 1
N − 2
)
= (−1)N−1
(
α
N − 1
)
(N − 1)(α3 − 2α2s+ 2α2 − 2αN + α+ 2s)
2α(α − 1)
.
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Hence
W1N =(−1)
N−1
(
α
N − 1
)
N(α2 − 2αs + 2α + 2− 2N)
2α
−
(N − s)1−α
Γ(2− α)
−
(−1)N−1
(
α
N − 1
)
(N − 1)(α3 − 2α2s+ 2α2 − 2αN + α+ 2s)
2α(α − 1)
,
W1N = (−1)
N−1
(
α
N − 1
)
W −
(N − s)1−α
Γ(2− α)
, (6.61)
where
W =
(α−N + 1)
(
α2 − 2αs+ α− 2N + 2s
)
2α(α − 1)
.
From (6.58), (6.60), (6.61) we obtain the the formulas for the weights γ
(α)
N−1
and γ
(α)
N and the second order approximation of the Caputo derivative
1
hα
N∑
k=0
γ
(α)
k yn−k = y
(α)
n−s +O(h
2), (6.62)
where
γ
(α)
k = (−1)
k
(
α
k
)
α2 − 2αs+ 3α − 2k − 2s+ 2
2(α− k + 1)
, (0 ≤ k ≤ n− 2),
γ
(α)
n−1 = (−1)
n−1
(
α− 1
n− 2
)
W¯ +
(n− s)1−α
Γ(2− α)
,
γ(α)n = (−1)
n
(
α− 1
n− 2
)
α2 − 2αs + α− 2n+ 2s+ 2
2(α− 1)
−
(n− s)1−α
Γ(2− α)
,
where
W¯ =
2α3 − α2n− 4α2s+ 4α2 + 2αns− 5αn + 6α + 2n2 − 2ns− 4n+ 4s
2(α− 1)(α − n+ 2)
.
Shifted approximation (6.62) has a second order accuracy for all functions
y ∈ C2[0, tn]. Now we obtain the optimal value of the shift parameter, where
approximation (6.62) has a third order accuracy. The Gru¨nwald formula
approximation G
(α)
n [y(t)] has a third order expansion
1
hα
n∑
k=0
(−1)k
(
α
k
)
yn−k = y
(α)
n −
α
2
hy(1+α)n +
α+ 3α2
24
h2y(2+α)n +O(h
3),
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and G
(1+α)
n [y(t)] has a second order expansion formula
G(1+α)n [y(t)] =
1
h1+α
n∑
k=0
(−1)k
(
1 + α
k
)
yn−k = y
(1+α)
n −
1 + α
2
hy(2+α)n +O(h
2).
Approximation (6.62) satisfies
H(α)n [y(t)] = y
(α)
n −shy
(1+α)
n +
(
α+ 3α2
24
− (α/2 − s)
1 + α
2
)
h2y(2+α)n +O(h
3),
H(α)n [y(t)] = y
(α)
n−s +
(
−
s2
2
+
α+ 3α2
24
− (α/2 − s)
1 + α
2
)
h2y(2+α)n +O(h
3).
Shifted approximation (6.62) has a third order accuracy when the coefficient
of the second order term of the expansion formula is zero.
−
s2
2
+
α+ 3α2
24
− (α/2 − s)
1 + α
2
= 0,
12s2 − 12s(α+ 1) + 3α2 + 5α = 0, s =
1
6
(
3α+ 3±
√
3(α+ 3)
)
.
The optimal shift value of (6.62) is
s = S1(α) =
1
6
(
3α+ 3−
√
3(α + 3)
)
.
Shifted approximation (6.62) has a third order accuracy when s = S1(α).
The first term of the left endpoint expansion of approximations (1.2), (1.13),
(1.14) and (1.15) of the Caputo derivative of the power function is ζ(−β)t−α−1h1+β/Γ(−α).
Now we show that the left endpoint expansion of the shifted Gru¨nwald for-
mula approximation has the same first term of order 1 + β. The weights of
the Gru¨nwald formula approximation have asymptotic expansions [14, 33]
w
(α)
k = (−1)
k
(
α
k
)
=
M∑
m=0
B
(−α)
m (−α)
m!Γ(−m− α)
1
km+α+1
+O
(
1
kM+α+2
)
,
w
(α)
k =
1
Γ(−α)k1+α
−
α
2Γ(−1− α)k2+α
+O
(
1
k3+α
)
. (6.63)
Let y(t) = tβ and 0 < β < 1. The first term of the left endpoint expansion of
the Gru¨nwald formula is equal to the first term of the left endpoint expansion
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of the formula which has weights the first term of the expansion formula
(6.63) of w
(α)
k :
1
Γ(−α)hα
n∑
k=1
(t− kh)β
k1+α
. (6.64)
The proof is similar to the proof of Lemma 9. From expansion formula
(5.48) with α = β, β = −α− 1 the first term of the left endpoint expansion
of (6.64) is ζ(−β)t−α−1hβ+1/Γ(−α). The Gru¨nwald formula approximation
of the power function has a second order expansion when 0 < β < 1.
1
hα
n∑
k=0
(−1)k
(
α
k
)
(t− kh)β =
Γ(β + 1)
Γ(β − α+ 1)
(
t−
αh
2
)β−α
+ (6.65)
ζ(−β)
Γ(−α)tα+1
hβ+1 +O(h2).
(6.66)
By substituting t = nh in (6.65) we obtain the expansion formula
n−1∑
k=0
(−1)k
(
α
k
)
(n− k)β =
Γ(β + 1)
Γ(β − α+ 1)
(
n−
α
2
)β−α
+
ζ(−β)
Γ(−α)n1+α
+O
(
1
n2+α−β
)
.
6.2 Numerical solutions of the two-term and three-term FDEs
The analytical and the numerical solutions of the two-term and the three-
term equations are studied in [4, 5, 6, 7, 8, 10, 20, 26, 40]. Let
1
hα
n∑
k=0
λ
(α)
k yn−k = y
(α)
n−s +O
(
hβ(α)
)
(**)
be a shifted approximation for the Caputo derivative of order β(α) ≤ 3.
In the paper β(α) = 2 − α, 2, 3. We derive the numerical solution of the
two term equation of order min{β(2α), 3} and the numerical solution of the
three-term equation of order min{β(2α), 2}, which use shifted approximation
(**) of the Caputo derivative.
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6.2.1 Two-term equation
y(α)(t) + y(t) = F (t), y(0) = y0. (6.67)
Let h = 1/N , where N is a positive integer. By approximating the Caputo
derivative of equation (6.67) at the point tn−s = (n−s)h with (**) we obtain
1
hα
n∑
k=0
λ
(α)
k yn−k + yn−s = Fn−s +O
(
hβ(α)
)
.
In [6] we showed that
1
2
s(s− 1)yn−2 + s(2− s)yn−1 +
1
2
(s− 1)(s − 2)yn = yn−s +O(h
3).
The numerical solution {un}
N
n=0 of equation (6.67) is computed as
1
hα
n∑
k=0
λ
(α)
k un−k +
s(s− 1)
2
un−2 + s(2− s)un−1 +
(s− 1)(s − 2)
2
un = Fn−s,
(
λ
(α)
0 + 0.5(s − 1)(s − 2)h
α
)
un+0.5h
αs(s− 1)un−2+
0.5hαs(2− s)un−1 +
n∑
k=1
λ
(α)
k un−k = h
αFn−s,
un =
hαFn−s − h
α (0.5s(s − 1)un−2 + s(2− s)un−1)−
∑n
k=1 λ
(α)
k un−k
λ
(α)
0 + 0.5(s − 1)(s − 2)h
α
.
(NS2(**))
In [7] we showed that
y¯1 =
y(0) + Γ(2− α)hαF (h)
1 + Γ(2− α)hα
is a second order approximation for the value of the solution y(h). Numerical
solution NS2(**) of equation (6.67) has second order initial conditions are
u0 = y0, u1 = y¯1. When the solution of the two-term equation satisfies
y(0) = y′(0) = y′′(0) = 0, numerical solution NS2(**) has third order initial
conditions u0 = u1 = 0. The two-term equation
y(α)(t) + y(t) = 0, y(0) = 1 (6.68)
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has the solution y(t) = Eα(−t
α), which has a singularity at the initial point
t = 0. The Gru¨nwald formula and approximations (1.2), (1.13), (1.14) and
(1.15) of the Caputo derivative of the power function tα have an accuracy
O (hα) for small n. The numerical solution of the two-term equation (6.68)
has an accuracy O (hα) [11, 18]. Now we use the method from [11] for
transforming equation (6.68) into a two-term equation which has a smooth
solution. The Miller-Ross derivatives of the solution of equation (6.68) sat-
isfy:
y[nα](t) + y[(n−1)α](t) = 0,
y[nα](0) = −y[(n−1)α](0) = (−1)n.
Substitute
z(t) = y(t)− T (α)m (t) = y(t)−
m∑
n=0
(−tα)n
Γ(αn+ 1)
.
The function z(t) has a Caputo derivative of order α
z(α)(t) = y(α)(t) +
m−1∑
n=0
(−tα)n
Γ(αn+ 1)
,
and satisfies the two-term equation
z(α)(t) +Bz(t) =
(−1)m+1tαm
Γ(αm+ 1)
, z(0) = 0. (6.69)
When mα > 3 the solution of two-term equation (6.69) satisfies z ∈ C3[0, 1]
and z(0) = z′(0) = z′′(0) = 0.
6.2.2 Three-term equation
2y(2α)(t) + 3y(α)(t) + y(t) = 0, y(0) = 1, (0 < α < 1/2). (6.70)
In [11] we study the numerical solutions of the three-term equation which
use approximation (1.9) of the Caputo derivative. The numerical solution
of three-term equation (6.70), which uses the second order WSGL approx-
imation is studied in [40]. The analytical solution of equation (6.70) has a
fractional Taylor series expansion
y(t) = 1 +
y(α)(0)tα
Γ(α+ 1)
+
∞∑
n=2
y[nα](0)tnα
Γ(αn+ 1)
.
Compare the smallest power of t in y(t), y(α)(t) and y(2α)(t). The smallest
power is t−α of the term y(2α)(0)t−α/Γ(1−α), which is the Caputo derivative
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of order 2α of y(α)(0)tα/Γ(α + 1). Therefore the Caputo derivative of the
solution of three-term equation (6.70) satisfies y(α)(0) = 0. The Caputo and
Miller-Ross derivatives satisfy [11]:
y(2α)(t) = y[2α](t) +
y(α)(0)
Γ(1− α)tα
= y[2α](t).
Three-term equation (6.70) is formulated with the Miller-Ross fractional
derivative as
2y[2α](t) + 3y[α](t) + y(t) = 0, y(0) = 1, y(α)(0) = 0. (6.71)
Formulation (6.71) of three-term equation (6.70) has the advantage that
0 < α < 1 as well as it has two independent initial conditions [11]. Now
we derive the analytical solution of three-term equation (6.71). By applying
fractional differentiation of order α we obtain
2y[(n+1)α](t) + 3y[nα](t) + y[(n−1)α](t) = 0.
Denote an = y
[nα](0). The numbers an satisfy
2an+1 + 3an + an−1 = 0, a0 = 1, a1 = 0. (6.72)
Recurrence relations (6.72) have a characteristic equation 2r2 + 3r + 1 = 0,
which has the solutions r1 = −1/2, r2 = −1. Hence
an = c0
(
−
1
2
)n
+ c1(−1)
n,
where the coefficients c0 and c1 satisfy the system of equations∣∣∣∣ a0 = c0 + c1 = 1,a1 = c0 + 2c1 = 0.
Therefore c0 = 2, c1 = −1 and an = 2 (−1/2)
n − (−1)n. The solution of
three-term equation (6.71) satisfies
y(t) = 1 +
∞∑
n=1
ant
nα
Γ(αn + 1)
= 2
∞∑
n=0
(−tα/2)n
Γ(αn+ 1)
−
∞∑
n=0
(−tα)n
Γ(αn+ 1)
,
y(t) = 2Eα (−t
α/2) − Eα (−t
α) .
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Now we transform equation (6.71) into a three-term FDE, which has a
smooth solution. Substitute
z(t) = y(t)− T (α)m (t) = y(t)−
m∑
n=0
ant
nα
Γ(αn+ 1)
The function z satisfies z(0) = z(α)(0) = 0, when m > 1 and
z(α)(t) = y(α)(t)−
m−1∑
n=0
an+1t
nα
Γ(αn + 1)
, z[2α](t) = y[α](t)−
m−2∑
n=0
an+2t
nα
Γ(αn+ 1)
.
The Caputo and Miller-Ross derivatives of the function z(t) are equal and
the function z(t) satisfies the three-term FDE
2z(2α)(t) + 3z(α)(t) + z(t) = −
amt
mα
Γ(αm+ 1)
− (3am + am−1)
t(m−1)α
Γ(α(m− 1) + 1)
,
2z(2α)(t) + 3z(α)(t) + z(t) = F (t), z(0) = z(α)(0) = 0, (6.73)
where
F (t) =
2am+1t
(m−1)α
Γ(α(m− 1) + 1)
−
amt
mα
Γ(αm+ 1)
.
Now we obtain the numerical solution of three-term equation (6.73), which
uses approximation (**) of the Caputo derivative. By approximating the
Caputo derivative at tn−s with (**) we obtain
2
h2α
n∑
k=0
λ
(2α)
k zn−k +
3
hα
n∑
k=0
λ
(α)
k zn−k + zn−s = Fn−s +O
(
hβ(2α)
)
.
The numerical solution {un}
N
n=0 of three-term equation (6.73) satisfies
2
h2α
n∑
k=0
λ
(2α)
k un−k +
3
hα
n∑
k=0
λ
(α)
k un−k + sun−1 + (1− s)un = Fn−s,
2
n∑
k=0
λ
(2α)
k un−k + 3h
α
n∑
k=0
λ
(α)
k un−k + sh
2αun−1 + (1− s)h
2αun = h
2αFn−s,
(
2λ
(2α)
0 + 3h
αλ
(α)
0 +h
2α(1− s)
)
un =
h2αFn−s − sh
2αun−1 −
n∑
k=1
(
2λ
(2α)
k + 3h
αλ
(α)
k
)
un−k.
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The numerical solution of (6.73) is computed with
un =
h2αFn−s − sh
2αun−1 −
∑n
k=1
(
2λ
(2α)
k + 3h
αλ
(α)
k
)
un−k
2λ
(2α)
0 + 3h
αλ
(α)
0 + h
2α(1− s)
. (NS3(*))
Numerical solution NS3(**) has third order initial conditions u0 = u1 = 0,
when the solution of three-term equation (6.73) satisfies z(0) = z′(0) =
z′′(0) = 0. The numerical results for the error and the order of numerical
solution NS2(6.62) of two-term equation (1.6) with α = 0.3, s = 0.25, third
order numerical solution NS2(6.62) of two-term equation (6.69) with α =
0.6,m = 5, s = S1(0.6) = 0.2523 and numerical solution NS3(6.62) of three-
term equation (6.73) with α = 0.8,m = 4, s = 0.3 are presented in Table
8.
6.3 Shifted approximations of order 2-α
Approximations (1.2),(1.13), (1.14), (1.15) of the Caputo derivative satisfy
the conditions of Lemma 10. Now we use the method from Lemma 10 to
construct their induced shifted approximations. The induced shifted ap-
proximations have an order 2 − α and a second order accuracy at their
optimal shift values. In [9] we derive the expansion formula of order 4 − α
of approximation (1.14):
A(α)n [y(t)] =
1
Γ(−α)hα
(
n−1∑
k=1
yn−k
k1+α
− ζ(1 + α)yn
)
= y(α)n − (6.74)
ζ(α)
Γ(−α)
y′nh
1−α +
ζ(α− 1)
2Γ(−α)
y′′nh
2−α −
ζ(α− 2)
6Γ(−α)
y′′′n h
3−α +O
(
h4−α
)
.
By substituting α := α+ 1 in (6.74) we obtain
hA(1+α)n [y(t)] =
1
Γ(−α− 1)hα
(
n−1∑
k=1
yn−k
k2+α
− ζ(2 + α)yn
)
= hy(α+1)n −
ζ(1 + α)
Γ(−α− 1)
y′nh
1−α +
ζ(α)
2Γ(−α− 1)
y′′nh
2−α −
ζ(α− 1)
6Γ(−α− 1)
y′′′n h
3−α +O
(
h4−α
)
.
The gamma function satisfies 1/Γ(−α − 1) = −(α+ 1)/Γ(−α). Hence
−
α+ 1
Γ(−α)hα
(
n−1∑
k=1
yn−k
k2+α
− ζ(2 + α)yn
)
= hy(α+1)n −
(1 + α)ζ(α)
2Γ(−α)
y′′nh
2−α+
(1 + α)ζ(1 + α)
Γ(−α)
y′nh
1−α +
(1 + α)ζ(α− 1)
6Γ(−α)
y′′′n h
3−α +O
(
h4−α
)
.
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Shifted approximation B
(α)
n y(t) = A
(α)
n y(t)− shA
(1+α)
n y(t) satisfies
B(α)n [y(t)] =
1
Γ(−α)hα
(
n−1∑
k=1
w
(α)
k yn−k − (ζ(1 + α) + s(1 + α)ζ(2 + α))yn
)
=
= y(α)n − shy
(1+α)
n −
ζ(α) + s(1 + α)ζ(1 + α)
Γ(−α)
y′nh
1−α+ (6.75)
ζ(α− 1) + s(1 + α)ζ(α)
2Γ(−α)
y′′nh
2−α +O
(
h3−α
)
,
where w
(α)
k = 1/k
1+α + s(1 + α)/k2+α. From (6.75) and
y(α)n − shy
(1+α)
n = y
(α)
n−s −
s2h2
2
y(2+α)n +O(h
3)
we obtain
1
Γ(−α)hα
(
n−1∑
k=1
w
(α)
k yn−k − (ζ(1 + α) + s(1 + α)ζ(2 + α))yn
)
=
y
(α)
n−s −
ζ(α) + s(1 + α)ζ(1 + α)
Γ(−α)
y′nh
1−α+ (6.76)
ζ(α− 1) + s(1 + α)ζ(α)
2Γ(−α)
y′′nh
2−α −
s2h2
2
y(2+α)n +O
(
h3−α
)
.
Substitute hy′n = yn − yn−1 + h
2y′′n/2 +O(h
3) in (6.76),
1
Γ(−α)hα
(
n−1∑
k=1
w
(α)
k yn−k − (ζ(1 + α) + s(1 + α)ζ(2 + α))yn
)
=
y
(α)
n−s −
ζ(α) + s(1 + α)ζ(1 + α)
Γ(−α)
(yn − yn−1)h
−α −
s2h2
2
y(2+α)n + (6.77)
ζ(α− 1) + (s(1 + α)− 1)ζ(α) − s(1 + α)ζ(1 + α)
2Γ(−α)
y′′nh
2−α +O
(
h3−α
)
.
Approximation (1.14) has an induced shifted approximation:
1
Γ(−α)hα
n−1∑
k=0
w
(α)
k yn−k = y
(α)
n−s +O
(
h2−α
)
, (6.78)
where
w
(α)
k =
1
k1+α
+
s(1 + α)
k2+α
, (k = 2, · · · , n),
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w
(α)
0 = ζ(α) + ((α + 1)s− 1)ζ(α+ 1)− (α+ 1)sζ(α+ 2),
w
(α)
1 = 1 + (α + 1)s − ζ(α)− (α+ 1)sζ(α+ 1),
Shifted approximation (6.78) has an order 2 − α when the function y(t)
satisfies the condition y(0) = y′(0) = 0. Approximation (6.78) has a second
order accuracy when the coefficient of the term of order 2− α in expansion
formula (6.77) is equal to zero.
ζ(α− 1) + (s(1 + α)− 1)ζ(α)− s(1 + α)ζ(1 + α) = 0,
s = S2(α) =
ζ(α)− ζ(α− 1)
(1 + α)(ζ(α) − ζ(1 + α))
.
The numerical results for the error and order of numerical solution NS2(6.78)
of two-term equation (6.69) with α = 0.3,m = 7, s = 0.25 and α = 0.6,m =
4, s = S2(0.6) = 0.2515 and numerical solution NS3(6.78) of three-term
equation (6.73) with α = 0.4,m = 6, s = 0.2 are presented in Table 9.
The L1 approximation has a second order expansion formula
A(α)n [y(t)] =
1
Γ(2− α)hα
n−1∑
k=1
w
(α)
k yn−k = y
(α)
n +
ζ(α− 1)
Γ(2− α)
y′′nh
2−α +O
(
h2
)
,
and A
(1+α)
n [y(t)] has an expansion of order 2− α
1
Γ(1− α)hα+1
n−1∑
k=1
w
(1+α)
k yn−k = y
(1+α)
n +
ζ(α)
Γ(1− α)
y′′nh
1−α +O
(
h2−α
)
.
Approximation B
(α)
n [y(t)] = A
(α)
n [y(t)]− shA
(1+α)
n [y(t)] satisfies
B(α)n [y(t)] =
1
Γ(2− α)hα
n−1∑
k=1
(
w
(α)
k − s(1− α)w
(1+α)
k
)
yn−k = y
(α)
n−s+
ζ(α− 1)− s(1− α)ζ(α)
Γ(2− α)
y′′nh
2−α +O
(
h2
)
.
The L1 approximation has an induced shifted approximation:
1
Γ(2− α)hα
n−1∑
k=0
w
(α)
k yn−k = y
(α)
n−s +O
(
h2−α
)
, (6.79)
where
w
(α)
0 = 1 + s(α− 1), w
(α)
1 = 2
1−α + s(α− 1)2−α − 2(s(α − 1) + 1),
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w
(α)
k = (k + 1)
1−α − 2k1−α + (k − 1)1−α+
s(α− 1)
(
(k + 1)−α − 2k−α + (k − 1)−α
)
, (2 ≤ k ≤ n− 1),
w(α)n = (n− 1)
1−α − n1−α + s(α− 1)
(
(n− 1)−α − n−α
)
.
The optimal shift value of (6.79), where the approximation has a second
order accuracy is
s = S3(α) =
ζ(α− 1)
(1− α)ζ(α)
.
The numerical results for the error and order of numerical solution NS2(6.79)
of two-term equation (6.69) with α = 0.3,m = 7, s = 0.25 and α = 0.6,m =
4, s = S3(0.6) = 0.3164 and numerical solution NS3(6.79) of three-term
equation (6.73) with α = 0.4,m = 5, s = 0.2 are presented in Table 10.
Using the method from Lemma 10, we obtain the induced shifted approxi-
mations of the Caputo derivative of approximations (1.13) and (1.15).
1
2Γ(1− α)hα
n−1∑
k=0
w
(α)
k yn−k = y
(α)
n−s +O
(
h2−α
)
, (6.80)
where
w
(α)
0 = 1 + αs − 2αsζ(α+ 1)− 2ζ(α),
w
(α)
1 =
1
2α
+
αs
2α+1
+ 2αsζ(α+ 1) + 2ζ(α),
w
(α)
k =
1
(k + 1)α
−
1
(k − 1)α
+
αs
(k + 1)α+1
−
αs
(k − 1)α+1
,
for 2 ≤ k ≤ n. Shifted approximation (6.80) has an optimal shift value
s = S4(α) =
2ζ(α− 1)− ζ(α)
α(ζ(α+ 1)− 2ζ(α))
.
1
Γ(1− α)hα
n−1∑
k=0
w
(α)
k yn−k = y
(α)
n−s +O
(
h2−α
)
, (6.81)
where
w
(α)
0 = 2
α(2αs + 1)− αs
(
2α+1 − 1
)
ζ(α+ 1)− (2α − 1) ζ(α),
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w
(α)
1 = 2
α
(
2αs
(
3−α−1 − 1
)
+ 3−α − 1
)
+αs
(
2α+1 − 1
)
ζ(α+1)+(2α − 1) ζ(α),
w
(α)
k = 2
α
(
1
(2k + 1)α
−
1
(2k − 1)α
+
2αs
(2k + 1)α+1
−
2αs
(2k − 1)α+1
)
,
for 2 ≤ k ≤ n. Approximation (6.81) has an optimal shift value
s = S5(α) =
(2α − 1) ζ(α)− (2α − 2) ζ(α− 1)
α((2α+1 − 2) ζ(α)− (2α+1 − 1) ζ(α+ 1))
.
Figure 3: Graph of the optimal shift values S0(α), S1(α), S2(α), S3(α), S4(α)
and S5(α) of shifted approximations (6.55), (6.62), (6.78), (6.79), (6.80),
(6.81).
Shifted approximations (6.78), (6.79), (6.80) and (6.81) have an order 2−α
when y ∈ C2[0, tn] and y(0) = y
′(0) = 0, and second order accuracy at their
optimal shift values. The graphs of the optimal shift values S0(α), S1(α),
S2(α), S3(α), S4(α), S5(α) of shifted approximations (6.55), (6.62), (6.78),
(6.79), (6.80), (6.81) of the Caputo derivative, for 0 < α < 1, are given in
Figure 3. The numerical results for the error and order of numerical solutions
NS2(6.80) and NS2(6.81) of two-term equation (6.69) with α = 0.3,m =
7, s = 0.25, second order numerical solutions NS2(6.80) and NS2(6.80) of
two-term equation (6.69) with α = 0.6,m = 4, s = S4(0.6) = 0.3926 and
α = 0.5,m = 5, s = S5(0.5) = 0.2428 and numerical solutions NS3(6.80) and
NS3(6.81) of order 2 − 2α of three-term equation (6.73) with α = 0.4,m =
5, s = 0.2. are presented in Table 11 and Table 12.
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7 Conclusions
In the present paper we derive approximations of the Caputo derivative and
their asymptotic expansions related to the midpoint approximation of the
integral in the definition of the Caputo derivative. The L1 approximation
and approximation (1.15) of the Caputo derivative have an order 2 − α
and properties (1.3) of the weights. According to the experimental results
presented in the paper and the results from additional experiments with
standard FDEs, approximation (1.15) has the advantage that the numeri-
cal solutions using (1.15) have smaller errors, which is explained with the
smaller coefficient of the term of order 2− α in the expansion formula and
the smaller truncation error of the approximation. In section 6 we derive
the induced shifted approximations, and their optimal shift values, of the
Grunwald formula and the approximations of the Caputo derivative studied
in the paper. A question for future work is to derive higher order shifted ap-
proximations of the Caputo derivative and to apply the approximations for
numerical solution of ordinary and partial fractional differential equations.
8 Experimental results
The results of the numerical experiments are presented in Tables 1-12.
Table 1: Maximum error and order of numerical solution NS1(1.2) of order
2 − α of two-term equation (1.5) and α = 0.25, equation (1.6) and α = 0.5
and equation (1.7) with α = 0.75.
h
α = 0.25 α = 0.5 α = 0.75
Error Order Error Order Error Order
0.0125 0.4850× 10−3 1.6660 0.4009× 10−3 1.4695 0.1352× 10−1 1.2280
0.00625 0.1510× 10−3 1.6838 0.1438× 10−3 1.4792 0.5729× 10−2 1.2385
0.003125 0.4656× 10−4 1.6970 0.5134× 10−4 1.4857 0.2418× 10−2 1.2442
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Table 2: Maximum error and order of numerical solution NS1(2.27) of order
1 − α of two-term equation (1.5) and α = 0.25, equation (1.6) and α = 0.5
and equation (1.7) with α = 0.75.
h
α = 0.25 α = 0.5 α = 0.75
Error Order Error Order Error Order
0.0125 0.2132× 10−1 0.7606 0.5002× 10−1 0.5136 0.4984× 100 0.3052
0.00625 0.1262× 10−1 0.7562 0.3514× 10−1 0.5096 0.4061× 100 0.2955
0.003125 0.7486× 10−2 0.7536 0.2473× 10−1 0.5067 0.3324× 100 0.2887
Table 3: Maximum error and order of numerical solution NS1(3.34) of order
2 − α of two-term equation (1.5) and α = 0.25, equation (1.6) and α = 0.5
and equation (1.7) with α = 0.75.
h
α = 0.25 α = 0.5 α = 0.75
Error Order Error Order Error Order
0.0125 0.3891× 10−3 1.6940 0.3568× 10−3 1.4799 0.1298× 10−1 1.2334
0.00625 0.1192× 10−3 1.7064 0.1273× 10−3 1.4868 0.5489× 10−2 1.2414
0.003125 0.3631× 10−4 1.7152 0.4529× 10−4 1.4912 0.2314× 10−2 1.2460
Table 4: Maximum error and order of second order numerical solution
NS1(3.35) of two-term equation (1.5) and α = 0.25, equation (1.6) and
α = 0.5 and equation (1.7) with α = 0.75.
h
α = 0.25 α = 0.5 α = 0.75
Error Order Error Order Error Order
0.0125 0.6259× 10−4 1.8774 0.2387× 10−4 1.9580 0.1878× 10−2 1.9220
0.00625 0.1642× 10−4 1.9310 0.6107× 10−5 1.9660 0.4825× 10−3 1.9605
0.003125 0.4218× 10−5 1.9602 0.1554× 10−5 1.9748 0.1225× 10−3 1.9781
Table 5: Maximum error and order of numerical solution (4.37) of the frac-
tional subdiffusion equation (4.39) at time t = 1 for α = 0.25, α = 0.5, α =
0.75.
h
α = 0.25 α = 0.5 α = 0.75
Error Order Error Order Error Order
0.0125 0.2917× 10−4 1.7773 0.1514× 10−3 1.5084 0.7342× 10−3 1.2499
0.00625 0.8528× 10−5 1.7742 0.5328× 10−4 1.5067 0.3086× 10−3 1.2503
0.003125 0.2498× 10−5 1.7712 0.1877× 10−4 1.5053 0.1297× 10−3 1.2504
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Table 6: Maximum error and order of numerical solution (4.37) of the frac-
tional subdiffusion equation (4.40) at time t = 1 for α = 0.25, α = 0.5, α =
0.75.
h
α = 0.25 α = 0.5 α = 0.75
Error Order Error Order Error Order
0.0125 0.4063× 10−3 1.1216 0.8783× 10−3 1.0818 0.1641× 10−2 1.0661
0.00625 0.1942× 10−3 1.0652 0.4251× 10−3 1.0471 0.7947× 10−3 1.0453
0.003125 0.9483× 10−4 1.0339 0.2085× 10−3 1.0274 0.3884× 10−3 1.0327
Table 7: Maximum error and order of numerical solution (4.37) of the frac-
tional subdiffusion equation (4.41) at time t = 1 for α = 0.25 and m = 8,
α = 0.5 and m = 4 and α = 0.75,m = 2.
h
α = 0.25,m = 8 α = 0.5,m = 4 α = 0.75,m = 2
Error Order Error Order Error Order
0.0125 0.2484× 10−4 1.8641 0.9292× 10−4 1.5449 0.4714× 10−3 1.2690
0.00625 0.6842× 10−5 1.8534 0.3212× 10−4 1.5328 0.1966× 10−3 1.2615
0.003125 0.1916× 10−5 1.8431 0.1117× 10−4 1.5238 0.8228× 10−4 1.2570
Table 8: Maximum error and order of second order numerical solution
NS2(6.62) of equation (1.6) with α = 0.3, s = 0.25, third order numeri-
cal solution NS2(6.62) of two-term equation (6.69) with α = 0.6,m = 5, s =
S1(0.6) = 0.2523 and second order numerical solution NS3(6.62) of three-
term equation (6.73) with α = 0.8,m = 4, s = 0.3.
h
α = 0.3, s = 0.25 α = 0.6, s = 0.252 α = 0.8, s = 0.3
Error Order Error Order Error Order
0.0125 0.1260× 10−4 2.0023 0.3703× 10−7 2.9815 0.3234× 10−4 1.9431
0.00625 0.3149× 10−5 2.0005 0.4656× 10−8 2.9916 0.8231× 10−5 1.9743
0.003125 0.7875× 10−6 1.9998 0.5835× 10−9 2.9961 0.2075× 10−5 1.9880
Table 9: Maximum error and order of numerical solution NS2(6.78) of order
2 − α of two-term equation (6.69) with α = 0.3,m = 7, s = 0.25, second
order numerical solution NS2(6.78) of two-term equation (6.69) with α =
0.6,m = 4, s = S2(0.6) = 0.2515 and numerical solution NS3(6.78) of order
2− 2α of three-term equation (6.73) with α = 0.4,m = 6, s = 0.2.
h
α = 0.3, s = 0.25 α = 0.6, s = 0.251 α = 0.4, s = 0.2
Error Order Error Order Error Order
0.0125 0.1444× 10−4 1.6669 0.1190× 10−5 1.8400 0.2769× 10−3 1.0590
0.00625 0.4523× 10−5 1.6747 0.3197× 10−6 1.8959 0.1252× 10−3 1.1458
0.003125 0.1411× 10−5 1.6801 0.8394× 10−7 1.9292 0.5552× 10−4 1.1727
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Table 10: Maximum error and order of numerical solution NS2(6.79) of
order 2 − α of two-term equation (6.69) with α = 0.3,m = 7, s = 0.25,
second order numerical solution NS2(6.79) of two-term equation (6.69) with
α = 0.6,m = 4, s = S3(0.6) = 0.3164 and numerical solution NS3(6.79) of
order 2− 2α of three-term equation (6.73) with α = 0.4,m = 5, s = 0.2.
h
α = 0.3, s = 0.25 α = 0.6, s = 0.316 α = 0.4, s = 0.2
Error Order Error Order Error Order
0.0125 0.4408× 10−5 1.8494 0.1652× 10−5 2.0178 0.3622× 10−3 1.1009
0.00625 0.1233× 10−5 1.8379 0.4093× 10−6 2.0126 0.1608× 10−3 1.1716
0.003125 0.3482× 10−6 1.8244 0.1017× 10−6 2.0083 0.7030× 10−4 1.1938
Table 11: Maximum error and order of numerical solution NS2(6.80) of
order 2 − α of two-term equation (6.69) with α = 0.3,m = 7, s = 0.25,
second order numerical solution NS2(6.80) of two-term equation (6.69) with
α = 0.6,m = 4, s = S4(0.6) = 0.3926 and numerical solution NS3(6.80) of
order 2− 2α of three-term equation (6.73) with α = 0.4,m = 5, s = 0.2.
h
α = 0.3, s = 0.25 α = 0.6, s = 0.393 α = 0.4, s = 0.2
Error Order Error Order Error Order
0.0125 0.6032× 10−5 1.3520 0.4187× 10−5 1.9825 0.4543× 10−3 1.1289
0.00625 0.2183× 10−5 1.4663 0.1055× 10−5 1.9881 0.1993× 10−3 1.1892
0.003125 0.7540× 10−6 1.5337 0.2655× 10−6 1.9912 0.8623× 10−4 1.2084
Table 12: Maximum error and order of numerical solution NS2(6.81) of
order 2 − α of two-term equation (6.69) with α = 0.3,m = 7, s = 0.25,
second order numerical solution NS2(6.81) of two-term equation (6.69) with
α = 0.5,m = 5, s = S5(0.5) = 0.2428 and numerical solution NS3(6.81) of
order 2− 2α of three-term equation (6.73) and α = 0.4,m = 6, s = 0.2.
h
α = 0.3, s = 0.25 α = 0.5, s = 0.243 α = 0.4, s = 0.2
Error Order Error Order Error Order
0.0125 0.9541× 10−5 1.1714 0.6344× 10−6 2.0819 0.3177× 10−3 1.0815
0.00625 0.2914× 10−5 1.7111 0.1528× 10−6 2.0536 0.1422× 10−3 1.1597
0.003125 0.8909× 10−6 1.7097 0.3730× 10−7 2.0344 0.6258× 10−4 1.1841
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