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Abstract. A nonlinear cyclic system with delay and the overall negative feedback is considered. The
characteristic equation of the linearized system is studied in detail. Sufficient conditions for the oscillation
of all solutions and for the existence of monotone solutions are derived in terms of roots of the characteristic
equation.
1. Introduction. This paper studies several aspects of a cyclic system of delay differential equations of the
form
x′1(t) + λ1x1(t) = f1(x2(t− τ2))
x′2(t) + λ2x2(t) = f2(x3(t− τ3))
. . . . . . . . . (1)
x′n−1(t) + λn−1xn−1(t) = fn−1(xn(t− τn))
x′n(t) + λnxn(t) = fn(x1(t− τ1)),
where λk > 0 and fk are continuous real-valued functions, fk ∈ C(R,R), 1 ≤ k ≤ n.
System (1) has numerous applications in modeling various real world phenomena. Just to mention a few,
it was proposed as a mathematical model of protein synthesis processes where natural physiological delays
are taken into account [8, 20]. Its scalar (n = 1) version was used as a mathematical model of multiple
processes in physiology, medicine, and physics among others [10, 11, 19, 23, 30]. Its two-dimensional case
n = 2 was proposed as a model of intracellular circadian rhythm generator [27]. For other applications such
as models of neural networks see e.g. [14, 31] and further references therein. In the one-dimensional case
the corresponding scalar equation x′(t) + λx(t) = f(x(t − τ)) was comprehensively studied in numerous
publications, many of which are summarized as parts of several monographs, see e.g. [4, 6, 13, 16, 29]. These
monographs also offer an extensive list of references to other applications. The two-dimensional case was
studied in detail in paper [1], in the form of a second order differential delay equation. The three-dimensional
case of system (1) was analyzed in [15].
We assume throughout the paper that all functions involved are continuous on R and satisfy either positive
x · fk(x) > 0, ∀x 6= 0, (2)
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or negative feedback
x · fk(x) < 0, ∀x 6= 0 (3)
hypothesis, and that the overall feedback is negative
n∏
k=1
(
fk(x)
x
)
< 0, ∀x 6= 0.
In addition, we require that at least one of the functions fk, 1 ≤ k ≤ n, is bounded from one side
fk(x) ≤M or fk(x) ≥ −M for some M > 0 and all x ∈ R. (4)
Besides, we shall assume that each fk is continuously differentiable in a neighborhood of x = 0 with f
′
k(0) 6= 0.
The sign assumptions (2) and (3) on the nonlinearities fk imply that system (1) has only one constant solution
(x1, x2, . . . , xn) = (0, 0, . . . , 0).
By a simple change of variables xk and a modification of functions fk system (1) can be reduced to a
standard form
x′1(t) + λ1x1(t) = f1(x2(t))
x′2(t) + λ2x2(t) = f2(x3(t))
. . . . . . . . .
x′n−1(t) + λn−1xn−1(t) = fn−1(xn(t))
x′n(t) + λnxn(t) = fn(x1(t− τ)),
(5)
where τ = τ1+τ2+· · ·+τn > 0, all fk, 1 ≤ k ≤ n−1 satisfy positive feedback assumption (2), while fn satisfies
negative feedback assumption (3) [1, 15, 20]. Indeed, the new variables zk(t), 1 ≤ k ≤ n, can be defined by
z1(t) = x1(t), z2(t) = x2(t− τ2), z3(t) = x3(t− (τ3 + τ2)), . . . , zn(t) = xn(t− (τn + · · ·+ τ2)). If a nonlinearity
fk(x) satisfies the negative feedback condition (3) then the new nonlinearity fˆk(x) = fk(−x) will satisfy the
positive feedback condition (2). The new variable zˆk = −zk should also be introduced simultaneously.
Our considerations and results throughout the remainder of this paper will refer to the above system (5)
with the specified sign assumptions on functions fk, 1 ≤ k ≤ n. The phase space of system (5) is given by
X = C([−τ, 0],R) × Rn−1, where C([−τ, 0],R) is Banach space of continuous real valued functions defined
on the interval [−τ, 0] with the supremum norm, and Rn−1 is (n−1) dimensional Euclidean space. It is easy
to see that for arbitrary initial data (ϕ, x2, x3, . . . , xn) ∈ X there exists a uniquely determined corresponding
solution (x1(t), x2(t), . . . , xn(t)) to system (5) defined for all t ≥ 0. Such solution can be found (constructed)
by a standard step-cyclic method of integrating system (5) starting with its last equation.
Without loss of generality, and in order to be specific in assumption (4), we also assume that the last
nonlinearity fn in system (5) is bounded from above
fn(x) ≤M for some M > 0 and all x ∈ R. (6)
The possibility when another nonlinearity is one-sided bounded instead can be reduced to this one. The case
when fn is bounded from below is treated along the same reasoning as the case when (6) holds.
The following higher order delay differential equation(
d
dt
+ λ1
)(
d
dt
+ λ2
)
· · ·
(
d
dt
+ λn
)
x(t) = f(x(t− τ)) (7)
is closely related to system (5). In fact, equation (7) is a special case of system (5) when an appropriate
substitution is used to reduce it to a first order system. Equation (7) also appears in several applications; a
partial case of it was studied in [12].
When system (5) is linearized about the equilibrium (x1, x2, . . . , xn) = (0, 0, . . . , 0), it results in the
following linear system
x′1(t) + λ1x1(t) = A1 x2(t)
x′2(t) + λ2x2(t) = A2 x3(t)
. . . . . . . . . (8)
x′n−1(t) + λn−1xn−1(t) = An−1 xn(t)
x′n(t) + λnxn(t) = An x1(t− τ),
2
where Ak = f
′
k(0), 1 ≤ k ≤ n. The transcendental equation
(z + λ1)(z + λ2) . . . (z + λn) + ae
−τz = 0, (9)
where a = −A1 · A2 · . . . · An > 0, appears then as the characteristic equation of this linear system. The
location of zeros of equation (9) in the complex plane largely determines the behavior of solutions of linear
system (8). In particular, the stability or instability of the trivial solution (x1, x2, . . . , xn) = (0, 0, . . . , 0)
and the oscillation of all solutions are decided by their location. The primary goal of the present paper is to
relate the knowledge about the location of zeros of the characteristic equation (9) to properties of solutions
of the nonlinear system (1).
The structure of the paper is as follows. In Section 2 we study in detail the characteristic equation (9), in
particular in terms of location of its zeros in the complex plane. Note that in cases n = 1 or n = 2, equation
(9) has been comprehensively studied in several papers, see e.g. [1, 21]; the case n = 3 was considered in
[15]. Therefore, we emphasize the case n ≥ 4 in this work, comparing the new information with the known
facts in the low-dimensional cases n = 1, 2, 3. In Section 3 we establish conditions when all solutions of
system (5) oscillate. In particular, we show that when equation (9) has no real zeros then all solutions of
system (5) oscillate; the converse is also true. Section 4 relates real zeros of the characteristic equation (9)
and non-oscillatory solutions of system (5). The latter has monotone solutions approaching its zero solution
if and only if the characteristic equation (9) has a negative root. All results for system (5) in this paper are
derived under the standing assumption that functions fk are continuous with fk, 1 ≤ k ≤ n − 1 satisfying
the positive feedback assumption (2), fn satisfying the negative feedback assumption (3) and being bounded
from above in the sense of (6).
2. The Characteristic Equation. This section deals with some of the properties of transcendental equa-
tion (9) and its zeros. We shall treat the real value a as a parameter within the range R+ = {a ∈ R | a ≥ 0},
while the other constants λk > 0, 1 ≤ k ≤ n and τ > 0 are assumed to be arbitrary but fixed.
Lemma 1. For system (5) with positive λ1, . . . , λn, and τ > 0 exactly one of the following two options is
possible:
(i) for any a > 0, there are no real solutions of its characteristic equation (9);
(ii) there exists a0 > 0 such that for any a satisfying 0 < a ≤ a0, equation (9) has a negative real solution,
while for any a > a0 there are no real solutions.
Proof. With the polynomial notation Pn(z) = (z+ λ1)(z+ λ2) . . . (z+ λn), equation (9) can be rewritten as
Pn(z)e
τz = −a. Consider the continuous function H(z) = Pn(z)eτz. For real z we have lim
z→−∞H(z) = 0 and
H(0) > 0. This function may satisfy H(z) ≥ 0 for any real z < 0, then the first scenario is implemented,
since in this case H(z) + a > 0 for any real z and a > 0. Otherwise, H(z) can be negative, and it attains
then a negative minimum value −a0 < 0 for some negative values of z. Then for a ∈ (0, a0] there is a real
root of (9) while for a > a0 there are no real roots.
Let us note that the first option when (9) never has a real root is possible, for example, when all λk have
even multiplicities.
Lemma 2. Each complex root z = α+ β i, β 6= 0 of the characteristic equation
(z + λ1)(z + λ2) · · · (z + λn) + ae−zτ = 0, τ, a 6= 0, λk ∈ R, 1 ≤ k ≤ n,
is simple.
Proof. If z has the multiplicity two or higher then differentiating (9) yields
n∑
k=1
∏
j 6=k
(z + λj) = aτe
−zτ = −τ
n∏
j=1
(z + λj).
Therefore for α = <z, β = =z, we have
n∑
k=1
1
z + λk
= −τ, implying 0 = =
n∑
k=1
1
α+ β i+ λk
= −β
n∑
k=1
1
(α+ λk)2 + β2
6= 0,
which is a contradiction.
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Lemma 3. Given positive λj , 1 ≤ j ≤ n, and τ > 0, there exists a uniquely defined strictly increasing
sequence ak, k ∈ N, with limk→∞ ak =∞ and such that the following statements hold:
(i) For each value a = ak, equation (9) has exactly one pair of purely imaginary roots z = ±ωki. Besides,
the sequence ωk is strictly increasing, 0 < ω1 < ω2 < ω3 < . . . , with limk→∞ ωk =∞.
(ii) For all values of a ∈ (ak, ak+1), equation (9) has exactly k pairs of complex conjugate roots z =
αj ± βji, 1 ≤ j ≤ k with positive real parts αj > 0.
(iii) For each complex root z = αj + βji, 1 ≤ j ≤ k from part (ii) above its positive real part αj and its
imaginary part βj are strictly increasing functions of a for all a > 0. Moreover, lima→∞ αj(a) = +∞
and lima→∞ βj(a) = pi (2j − 1)/τ , with αj(a) > αl(a) and βj(a) < βl(a) for any pair j, l such that
1 ≤ j < l ≤ k and all a > 0.
Proof. (i) Assume that equation (9) has a pair of purely imaginary roots z = ±ωi, ω > 0. Substituting
z = ω i into characteristic equation (9) yields
n∏
j=1
(λj + ω i) + a exp{−ωτi} = 0.
By representing each value λj + ωi, 1 ≤ j ≤ n, as
λj + ωi = ρj exp{i θj}, where ρj(ω) =
√
ω2 + λ2j , θj(ω) = tan
−1
(
ω
λj
)
,
we arrive at the following equation
ρ1 ρ2 . . . ρn exp

 n∑
j=1
θj
 i
 = a exp{−i ωτ + i pi(2k − 1)}, k ∈ N,
which is equivalent to the system
n∏
j=1
(ω2 + λ2j ) = a
2,
n∑
j=1
θj = −ωτ + pi(2k − 1), k ∈ N. (10)
For each j ∈ {1, 2, . . . , n} the corresponding component θj(ω) is an increasing and concave down function
in ω > 0 with θj(0) = 0 and θj(+∞) = pi/2. This in turn implies that the function Θ0(ω) =
∑n
j=1 θj
is increasing and concave down for ω ≥ 0 with Θ0(0) = 0 and Θ0(+∞) = npi/2. For the family of lines
y = −ωτ + pi(2k − 1), k ∈ N, there exists exactly one intersection of each of the lines with the graph of
y = Θ0(ω). The corresponding positive values ωk, k ∈ N, are strictly increasing, 0 < ω1 < ω2 < . . . , with
ωk → +∞ as k → ∞, see Fig. 1. One can also have an asymptotic representation for ωk when k → ∞
Figure 1. The graphs of Θ0(ω) =
∑n
j=1 θj and y = −ωτ +pi(2k−1), k ∈ N for n = 6 (left)
and n = 10 (right).
as ωk ∼ (pi/τ)(2k − 1 − n2 ). Note that the values of ωk are independent of the parameter a as they are
determined by the second equation of (10).
4
Given a particular value ωk one can use then the first equation of system (10) to determine the corre-
sponding value of ak as
ak =
√√√√ n∏
j=1
(ω2k + λ
2
j ) , k ∈ N.
It is straightforward to see that 0 < a1 < a2 < a3 < . . . with ak → +∞ as k → ∞. This proves part (i) of
the lemma.
(ii) By differentiating equation (9) with respect to the parameter a we obtain
P ′n(z) z
′ + exp{−zτ} − aτ exp{−zτ} z′ = 0 =⇒ z′ [P ′n(z) + τ Pn(z)] =
Pn(z)
a
.
Clearly z′ 6= 0, so one has the representation
1
az′
=
P ′n(z)
Pn(z)
+ τ =
n∑
j=1
1
z + λj
+ τ. (11)
By taking the real part of equation (11) and evaluating it at z = iωk, we have
<
(
1
az′(a)
)
= τ +
n∑
j=1
<
(
1
λj + iωk
)
= τ +
n∑
j=1
(
λj
λ2j + ω
2
k
)
> 0 =⇒ < z′(ak) > 0, ∀k ∈ N.
Therefore, a pair of complex conjugate solutions z(a) = zk(a) = αk(a) ± i βk(a), k ∈ N, to equation (9)
crosses the imaginary axis at the parameter value a = ak with
αk(ak) = 0, βk(ak) = ωk and αk(a) > 0 ∀ a > ak.
By the same reason, no zero of the characteristic function can leave the right half-plane as a > 0 increases.
This means that the roots of equation (9), after crossing the imaginary axis, remain in the right half-plane
as a continues to increase. They also cannot intersect the interval [0,+∞) as (9) has no positive solutions.
All this proves part (ii) of the lemma.
(iii) Substituting the derivative z′(a) = α′(a) + β′(a) i of a zero z = α+ β i into equation (11) one arrives
at the identity
α′ − iβ′
a[(α′)2 + (β′)2]
= τ +
n∑
j=1
α+ λj − iβ
(α+ λj)2 + β2
.
By separating the real and the imaginary parts one gets the inequalities
α′(a) = a
[
(α′)2 + (β′)2
] τ + n∑
j=1
α+ λj
(α+ λj)2 + β2
 > 0, ∀a > 0,
and
β′(a) = βa
[
(α′)2 + (β′)2
]  n∑
j=1
1
(α+ λj)2 + β2
 > 0, ∀a > 0, (12)
which proves the monotonicity.
With z = α+ β i, the characteristic equation (9)
(α+ β i+ λ1)(α+ β i+ λ2) . . . (α+ β i+ λn) + a exp{−τ(α+ β i)} = 0
can be rewritten in the polar coordinates form
ρ1 ρ2 . . . ρn exp {(Arg(α+ β i+ λ1) + · · ·+ Arg(α+ β i+ λn)) i} = a exp{−ατ} exp{(pi − βτ) i},
or √√√√ n∏
j=1
[(α+ λj)2 + β2] exp

 n∑
j=1
tan−1
(
β
α+ λj
) i
 = a exp{−ατ} exp{(pi − βτ) i}, (13)
where
ρj =
√
(α+ λj)2 + β2, Arg (α+ β i+ λj) = tan
−1
(
β
α+ λj
)
, 1 ≤ j ≤ n.
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Equation (13) is equivalent to the system√√√√ n∏
j=1
[(α+ λj)2 + β2] exp{ατ} = a,
n∑
j=1
tan−1
(
β
α+ λj
)
= (2m− 1)pi − βτ, m ∈ N. (14)
The first equation of system (14) implies the following
Claim 1. Given an arbitrary α0 ∈ R, every vertical half-line z = α0 + β i, 0 ≤ β < ∞, in the complex
plane C contains at most one solution of the characteristic equation (9). For any fixed β0, every horizontal
half-line z = α+ i β0, 0 < α <∞, contains at most one solution of (9).
This follows from the monotonicity in α and β of the left-hand side of the first equation of (14).
Consider now the first pair of complex conjugate solutions z(a) = α(a) ± β(a) i to (9) which appears
from a pair of purely imaginary solutions ±ω1 i at a = a1 (see part (i) of this lemma for additional details).
Due to the continuous dependence of α(a), β(a) on a, this pair solves the second equation of (14) with fixed
m = 1 for all a > 0. Now, for every α > 0 the function Θα(β) =
∑n
j=1 tan
−1
(
β
α+λj
)
is concave down and
increasing for all β > 0. Therefore, there is precisely one intersection of the curve Y = Θα(β) with the line
Y = pi−βτ on the interval [0, pi/τ ]. Because of this uniqueness, the abscissa of the intersection point should
coincide with β(a). Clearly, ω1 < β < pi/τ . Since β is increasing in a > 0, the limit lima→∞ β(a) = β∗ ≤ pi/τ
exists. The first equation of system (14) then immediately implies lima→∞ α(a) = +∞. If one assumes next
that β∗ < pi/τ then taking the limit in the second equation of (14) as a → ∞ leads to the contradiction
0 = pi− τ β∗ > 0. This proves the limits in part (iii) of the lemma when m = 1. The other cases when m ≥ 2
are similar and left to the reader.
The last assertions of part (iii) that αj(a) > αl(a) and βj(a) < βl(a) for 1 ≤ j < l ≤ k follow from Claim
1 together with the continuous dependence of αj(a), βj(a) on a > 0. Note that this also means that the pair
of complex conjugate solutions z = α±β i that appears from the pair z = ±ω1 i at a = a1 is the leading one
in the sense that its real part α > 0 is the largest among all other solutions of the characteristic equation
(9) for any a ≥ a1. Its imaginary part always satisfies 0 < β < pi/τ, ∀a ≥ a1. Both α and β are increasing
functions in a for a ≥ 0.
Corollary 1. Suppose that a0 from Lemma 1 exists, then a0 < a[(n+1)/2].
Proof. First note that Lemma 2 and inequality (12) imply that each complex root zj(a) of equation (9)
in the upper half-plane depends smoothly on a and its imaginary part =zj(a) > 0 is a strictly increasing
function of a. Hence, when a is increasing, complex conjugate roots can not meet at a point of the real axis.
In addition, Claim 1 assures that the relative location of the real part of a pair of complex conjugate roots
and the real part of any other root of equation (9) does not change when a > 0 is increasing.
Next, for a = 0 equation (9) has n real roots zj(0) = −λj , j = 1, . . . , n. Set λ◦ := max{λj , j = 1, . . . , n}.
Thus, by Rouche´ theorem [7], equation (9) has exactly n roots in the half-plane {z : <z ≥ −λ◦ − 1}, for all
sufficiently small a ≥ 0. When a > 0 increases, the roots zj(a), j = 1, . . . , n, change continuously (possibly,
some of them taking complex values) and, as we have already mentioned, there exists a′ > 0 such that
<zj(a) < min{<zi(a), i = 1, . . . , n− 1} for all j > n and a ∈ (0, a′].
Our next arguments are dependent on the parity of n. We begin with the simpler case of even n. When
n = 2m the polynomial p(z) = (z + λ1) . . . (z + λn) is positive for all z ∈ (−∞, λ◦) and therefore roots
zj(a), j > n, are complex for all small a > 0. Consequently, if n is even, the roots zj(a), j > n, remain
complex and the following holds as a > 0 increases: (i) the relative location of their real parts <zj(a), j > n,
does not change; (ii) <zj(a) < min{<zi(a), i = 1, . . . , n} for all j > n and a > 0. In particular, the roots
zj(a), j > n = 2m, can cross the imaginary axis only when the roots zj(a), j = 1, . . . , 2m, have already left
the left half-plane.
When n = 2m+ 1 is odd limz→−∞(z + λ1) . . . (z + λn) = −∞, so equation (9) has at least one negative
root for all sufficiently small a > 0:
z−(a) min{<zi(a), i = 1, . . . , n}.
In particular, this shows that the parameter value a0 > 0 from Lemma 1 always exists when n is odd. We
claim that z−(a) is actually a unique negative root in the interval (−∞,−λ◦ − 1) for all small a > 0 (in
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particular, it is simple). Indeed, observe first that w(a) := |z−(a)| = −z−(a) satisfies the relation
r(w, a) := wτ + ln a = σ(w) =:
n∑
j=1
ln(w − λj), (15)
where function σ(w) is defined and strictly concave down for all w > λ◦. The later property of σ(w) implies
that equation (15) can have at most two solutions. Since r(λ◦ + 1, a) < σ(λ◦ + 1) for all small a and, for
each fixed a > 0, there exists w1 > λ◦ + 1 such that r(w1, a) > σ(w1), we can conclude that w(a) is actually
a unique positive root of (15) belonging to the interval (λ◦ + 1,+∞). This proves the claim.
Now, if we denote the root z−(a) as zn+1(a), then all other roots zj(a), j > n + 1, of (9) should be
complex conjugate pairwise, and the relative location of their real parts should be preserved for all a > 0
(see the first paragraph of the proof). This implies that, as a > 0 increases, the negative root zn+1(a) has
to merge with the most negative real root among {z1(a), . . . , zn(a)} at some value a˜ > 0 giving rise to a
new pair of complex conjugate roots. Using the same notation zn+1(a) for one of them, we conclude that
<zn+1(a) > <zj(a) for all a > 0 and j > n + 1. In particular, the roots zj(a), j > n + 1, can cross the
imaginary axis only after the roots zj(a), j = 1, . . . , 2m + 2 have already crossed it (as complex conjugate
pairs).
The above discussion shows that independently of the parity of n ∈ N, the left half-plane does not contain
real roots of equation (9) for all a ≥ a[(n+1)/2].
3. Oscillation. In this section we relate certain properties of the characteristic equation (9) with the os-
cillatory properties of nonlinear system (5). In what follows, | · | denotes the Euclidean norm in the vector
space Rm (we use the same symbol for all dimensions m). The corresponding operator norm of a linear map:
A : Rm → Rm is denoted by ‖A‖.
Recall that a continuous function u(t), t ≥ 0 is called oscillatory (about 0) if there is a sequence tn → +∞
such that u(tn) = 0. Usually a function that identically equals to zero for large t, u(t) ≡ 0,∀t ≥ T ≥ 0,
is excluded, and is not viewed as oscillating. If a function does not oscillate in the above sense it is called
non-oscillatory.
Since system (5) has only one equilibrium (x1, x2, . . . , xn) = (0, 0, . . . , 0), we are interested in solutions
that oscillate about it. Due to the sign hypotheses imposed on the nonlinearities fk, 1 ≤ k ≤ n, it is easy
to see that if one of the components xk is oscillatory, then all the remaining components are oscillatory as
well. Likewise, if one of the components xk is eventually of a definite sign (say, xk(t) > 0 or xk(t) < 0 for
all t ≥ T > 0 and some T > 0) then all the remaining components are also of a definite sign. Moreover, it
can be easily shown that all components of any non-oscillatory solution (x1, . . . , xn) go to zero as t goes to
infinity, limt→+∞ |xj(t)| = 0 for all 1 ≤ j ≤ n. See Lemma 7 below which provides more precise information
about non-oscillating solutions of system (5). Thus, excluding eventually trivial solutions, every solution to
system (5) either oscillates or is eventually of a definite sign with every component decaying to zero in the
latter case. The oscillation of solutions to system (5) happens in a stronger sense than that given by the
above definition. It will be seen from the considerations of this section that if a component xk oscillates
about zero then there exists an increasing sequence sj →∞ such that xk(sj) · xk(sj+1) < 0.
Lemma 4. Suppose that fj ∈ C(R,R), 1 ≤ j ≤ n, each function fj , 1 ≤ j ≤ n− 1 satisfies positive feedback
assumption (2) while fn satisfies negative feedback assumption (3) and is one-sided bounded as specified by
(6). Then every solution x(t) = (x1(t), x2(t), . . . , xn(t)), t ≥ 0, to system (5) is bounded. Moreover, a
constant K > 0 can be indicated, which depends on τ, λ1, λ2, . . . , λn and f1, f2, . . . , fn only, and such that
for the solution x(t) there exists a time moment tx ≥ 0 such that |x(t)| ≤ K, ∀t ≥ tx.
We shall prove this lemma in the context of more general considerations of the following system
ε1x
′
1(t) = −x1(t) + F1(x2(t))
ε2x
′
2(t) = −x2(t) + F2(x3(t))
. . . . . . (16)
εn−1x ′n−1(t) = −xn−1(t) + Fn−1(xn(t))
εnx
′
n(t) = −xn(t) + Fn(x1(t− τ)),
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with arbitrary positive parameters εj , 1 ≤ j ≤ n, and general nonlinearities Fj satisfying the same sign
assumptions as fj in system (5). System (5) can be rewritten in the above form with εj = 1/λj > 0 and
Fj = (1/λj) fj , 1 ≤ j ≤ n. In the limit case εj → 0+ (16) results in the system of pure difference equations
x1(t) = F1(x2(t)), x2(t) = F2(x3(t)), . . . xn−1(t) = Fn−1(xn(t)), xn(t) = Fn(x1(t− τ)),
which is further reduced to a single difference equation
x1(t) = (F1 ◦ F2 ◦ · · · ◦ Fn)(x1(t− τ)) =: F (x1(t− τ)).
The asymptotic properties of the latter are well known, including the case of continuous time t ≥ 0 [28].
They are essentially determined by dynamical properties of the one-dimensional map behind the continuous
function F :
F (x) = (F1 ◦ F2 ◦ · · · ◦ Fn)(x).
We assume now that the one-dimensional map F has an invariant interval I ⊂ R, in the sense that the
inclusion F (I) ⊆ I holds. Define next the intervals Ik, 2 ≤ k ≤ n, inductively by
In = Fn(I), In−1 = Fn−1(In) = (Fn−1 ◦ Fn)(I), . . . , I2 = F2(I3) = (F2 ◦ · · · ◦ Fn)(I).
Then F1(I2) ⊆ I in view of the invariance of I under F . Define next a subset XI of the phase space
X = C([−τ, 0],R)× Rn−1 of system (16) by
XI = C([−τ, 0], I)× I2 × I3 × · · · × In =
= {Ψ = (ϕ(s), x02, x03, . . . , x0n) ∈ X | ϕ(s) ∈ I ∀s ∈ [−τ, 0], x02 ∈ I2, x03 ∈ I3, . . . , x0n ∈ In}.
In view of the sign assumptions on the nonlinearities fk, 1 ≤ k ≤ n, one easily sees that the function F (x)
satisfies the negative feedback condition, with x = 0 being its only fixed point. Therefore, the constant
solution x = (0, 0, . . . , 0) is the only equilibrium of system (16). Also, F (x) is one-sided bounded in the sense
of (4) if such is at least one of the nonlinearities Fk, 1 ≤ k ≤ n.
The following lemma provides an invariance property for system (16). It shows that given arbitrary initial
function Ψ ∈ XI the corresponding solution to system (16) satisfies x(t,Ψ) ∈ XI for all t ≥ 0.
Lemma 5. Suppose that an interval I is invariant under the map F and an initial function Ψ belongs to
XI . Let x = x(t,Ψ) = (x1, x2, . . . , xn) be the corresponding solution to system (16). Then the following
inclusions hold
x1(t) ∈ I, x2(t) ∈ I2, . . . , xn(t) ∈ In for all t ≥ 0
and any positive values of parameters ε1, . . . , εn.
The proof of this lemma is based on a simple fact related to the solution of the initial value problem for
the scalar differential equation
εu′(t) + u(t) = b(t), u(t0) = u0, (17)
with ε > 0 and a continuous function b(t), t ≥ t0.
Proposition 1. Suppose that the range of the function b(t), t ≥ t0, is an interval L and u(t0) ∈ L. Then
the solution u(t) to the initial value problem (17) satisfies u(t) ∈ L, ∀t ≥ t0.
Proof. Indeed, assume the claim is not valid, and let t1 ≥ t0 be the first point of exit of the solution u(t)
from the interval L = [c, d]. To be definite, assume that u(t1) = c, u(t) ∈ [c, d] ∀t ∈ [t0, t1], and every right
neighborhood (t1, t1 + δ) contains a point t
′ such that u(t′) < c. Then it also contains a point t′′ such
that u(t′′) < c and u′(t′′) < 0. However, equation (17) then implies that u′(t′′) = (1/ε)[b(t′′) − u(t′′)] > 0,
a contradiction. The other possibility u(t1) = d, u(t) ∈ [c, d] ∀t ∈ [t0, t1] is considered along the same
reasoning.
Lemma 5 can be proved now by using the cyclic structure of system (16). Given an initial value Ψ =
(ϕ(s), x02, x
0
3, . . . , x
0
n) ∈ XI , the last equation of system (16) implies, in view of Proposition 1, that xn(t) ∈
In ∀t ∈ [0, τ ]. Likewise, going upward along equations of the system one sees that xn−1(t) ∈ In−1, . . . , x2(t) ∈
I2 and x1(t) ∈ I for all t ∈ [0, τ ]. By repeating the reasoning cyclically again one concludes that xn(t) ∈
In, xn−1(t) ∈ In−1, . . . , x2(t) ∈ I2, x1(t) ∈ I, ∀t ∈ [τ, 2 τ ]. Then by induction these inclusions hold for all
t ≥ 0. 
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We construct now an invariant interval I0 for the map F based on the one-sided boundedness of the
function Fn. Indeed with assumption (6) on the nonlinearity fn(x), fn(x) ≤ M for all x ∈ R and some
M > 0, one easily sees that the function F = F1 ◦ F2 ◦ · · · ◦ Fn is also one-sided bounded, F (x) ≤ M1
for all x ∈ R and some M1 > 0. Besides F (x) satisfies the negative feedback condition (3). Define next
α = min{F (x), x ∈ [0,M1]}. Then the interval I0 := [α,M1] is invariant under the map F : F (I0) ⊆ I0.
Therefore, any solution x(t,Ψ) to system (16) with the initial function Ψ ∈ XI0 is uniformly bounded, in
view of Lemma 5.
We shall show next that every solution x(t) of system (16), with an arbitrary initial function Ψ ∈ X,
enters the set XI0 in finite time.
Lemma 6. Given an arbitrary initial function Ψ ∈ X, there exists a finite time T = T (Ψ) ≥ 0 such that the
corresponding solution x = x(t,Ψ) to system (16) satisfies x(t) ∈ XI0 for all t ≥ T .
In order to prove Lemma 6 we need another simple auxiliary result about solutions to the initial value
problem (17).
Proposition 2. Suppose that the range of b(t), t ≥ t0, is an interval L and u(t0) 6∈ L. Then one of the
following holds for the solution u(t) to the initial value problem (17):
(i) there exists a finite t1 ≥ t0 such that u(t) ∈ L for all t ≥ t1;
(ii) u(t) is monotone for all t ≥ t0 and limt→∞ u(t) = l∗ where l∗ is one of the endpoints of the interval L.
Proof. To be definite, assume that u(t0) > d where L = [c, d]. Then the solution u(t) is decreasing in some
right neighborhood of t = t0. If there exists a finite time T > 0 such that u(T ) = d then, by Proposition 1,
the solution satisfies u(t) ∈ L for all t ≥ T . If, on the other hand, u(t) > d for all t ≥ t0, then u(t) has the
limit limt→∞ u(t) = l∗ ≥ d. If l∗ > d then u˙(t) = (1/ε)[−u(t) + b(t)] ≤ [(d− l∗)/ε] < 0, t ≥ t0, leading to the
contradiction u(t)→ −∞ as t→∞. The case u(t0) < c is treated similarly.
Corollary 2. Suppose that limt→∞ b(t) = b0. Then the solution to the initial value problem (17) also satisfies
limt→∞ u(t) = b0.
Proof. It follows from Proposition 2, as for an arbitrary δ > 0, the interval L can be chosen as [b0− δ, b0 + δ].
Also, this claim can be proved directly by using the variation of constant formula for the solution of (17).
Now we are in the position to prove Lemma 6. Let an initial function Ψ = (ϕ(s), x02, . . . , x
0
n) ∈ X be
given. Suppose that, for some j ∈ {1, . . . , n}, tj+1 ∈ R, and some non-empty interval Aj+1 ⊆ R it holds that
xj+1(t) ∈ Aj+1 for all t ≥ tj+1 (here we identify n+ 1 with 1). We claim that then there exists sj such that
xj(t) ∈ Fj(Aj+1), t ≥ sj . (18)
Suppose not, then, using the j-th equation of system (16) and in view of Proposition 2, (ii), one sees that
xj(t) is monotone for all large t with limt→∞ xj(t) = x∗j 6= 0. By using next (j − 1)-st equation of system
(16) and Corollary 2 one concludes that limt→∞ xj−1(t) = Fj−1(x∗j ) 6= 0 (here we identify 0 with n). Going
up along successive equations of system (16), and calculating limt→∞ xk(t) for all k, one concludes that x∗j
satisfies the iterative equation
x∗j = Fj ◦ Fj+1 ◦ · · · ◦ Fn ◦ F1 ◦ F2 ◦ · · · ◦ Fj−1(x∗j ) := Fˆj(x∗j ).
Since Fˆj satisfies the negative feedback condition (3) its only fixed point is x = 0, a contradiction with
x∗j 6= 0. Therefore, there exists sj ≥ 0 such that xj(t) ∈ Fj(Aj+1) for all t ≥ sj .
By taking first Aj := R for all j, we conclude that there exists S1 = max{sj , j = 1, . . . , n} such that
xj(t) ∈ Fj(R), for all t ≥ S1, j = 1, . . . , n.
Consequently, if we set Aj := Fj(R), we can infer the existence of S2 such that
xj−1(t) ∈ Fj−1(Fj(R)) =: Aj−1, for all t ≥ S2, j = 1, . . . , n.
Applying the same argument repeatedly n times we conclude that there exists T1 ≥ 0 such that the following
inclusions hold
x1(t) ∈ F (R), x2(t) ∈ Fˆ2(R), . . . , xn(t) ∈ Fˆn(R) ∀t ≥ T1, (19)
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where F is given by (3), and Fˆk, k = 2, 3, . . . , n, are composite functions defined by
Fˆk := Fk ◦ · · · ◦ Fn ◦ F1 ◦ · · · ◦ Fk−1.
Furthermore, repeating the same argument 3n times, we find that there exists T ′ ≥ T1 such that
x1(t) ∈ F 3(R) ⊂ I0, x2(t) ∈ Fˆ 32 (R) ⊂ (F2 ◦ · · · ◦ Fn)(I0), . . . , xn(t) ∈ Fˆ 3n(R) ⊂ Fn(I0) for all t ≥ T ′.
The set of last inclusions finalizes the proof of Lemma 6. 
With the invariant interval I0 = [α,M1] for F there is a minimal invariant interval I∗ associated with it.
It is defined as I∗ = ∩n≥0Fn(I0). Clearly I∗ ⊂ F (I∗). The interval I∗ is the global attractor for the map F
on R (it can also become the single fixed point I∗ = {0}).
The next lemma deals with non-oscillatory solutions of systems (5) and (16).
Lemma 7. Suppose that a solution x = (x1, . . . , xn) to system (5) is such that one of its components is
non-oscillatory: xk(t) ≥ 0 (or xk(t) ≤ 0), xk(t) 6≡ 0, for all t ≥ T and some k ∈ {1, . . . , n}. Then all other
components of the solution x are non-oscillatory as well. Moreover, there exists T1 > T such that |xj(t)| > 0
for all t ≥ T1 and every j = 1, . . . , n.
Proof. The proof of this lemma uses another simple fact about the solution of the initial value problem (17)
which equally applies to an equivalent IVP:
u′(t) + λu(t) = c(t), u(t0) = u0, λ > 0. (20)
Proposition 3. The following statements hold for the solution u(t) of the initial value problem (20).
(i) If u0 > 0 and c(t) ≥ 0 then u(t) > 0 for all t ≥ t0;
(ii) If u0 < 0 and c(t) ≤ 0 then u(t) < 0 for all t ≥ t0;
(iii) If u0 = 0 and c(t) ≥ 0 (or c(t) ≤ 0) and c(t) 6≡ 0 then there exists T > t0 such that u(t) > 0 (u(t) < 0)
for all t > T .
The validity of the statements of Proposition 3 is easily seen from the integral representation of the
solution u(t) of (20):
u(t) = u0 exp{−λ(t− t0)}+
∫ t
t0
c(s) exp{λ(s− t)} ds, t ≥ 0.
In case (iii), T ≥ t0 is any point where c(T ) 6= 0.
To be definite, assume that the component xk satisfies xk(t) ≥ 0 for all t ≥ T ≥ t0 and some T (and that
xk(t) 6≡ 0 for large t). By using (k − 1)-st equation of system (5), x′k−1(t) + λk−1xk−1(t) = fk−1(xk(t)) :=
c(t) ≥ 0, the positive feedback of fk−1, and Proposition 3, one sees immediately that in the case xk−1(T ) > 0
(or xk−1(T ) = 0) the inequality xk−1(t) > 0 is satisfied for all t > T1 and some T1 ≥ T . In the case
xk−1(T ) < 0 the component xk−1(t) is strictly increasing in some right neighborhood of t = T . If there is a
point T1 > T such that xk−1(T1) = 0 then one applies part (iii) of Proposition 3 to conclude that xk−1(t) > 0
for all t ≥ T2 and some T2 ≥ T1. If such first zero of xk−1(t), t ≥ T, does not exist then xk−1(t) < 0,∀t ≥ T.
Thus in either case xk−1(t) > 0 or xk−1(t) < 0 for all sufficiently large t. By using next the (k − 2)-nd
equation of system (5) and applying exactly the same reasoning, one concludes that either xk−2(t) > 0 or
xk−2(t) < 0 eventually. By going up along equations of system (5), one arrives at the same conclusion for the
first component x1(t). By using now the last equation of system (5), and the negative feedback assumption
on function fn, one sees that Proposition 3 applies to the equation x
′
n(t) + λnxn = fn(x1(t − τ)) := c(t)
to conclude that xn(t) > 0 or xn(t) < 0 eventually. By continuing up along the system, one obtains that
the same definite sign property is valid for the remaining components xj , j = k, . . . , n − 1, and moreover
xk(t) > 0 eventually.
Corollary 3. All components of any non-oscillating solution x = (x1, . . . , xn) of system (5) satisfy
limt→∞ xj(t) = 0, j = 1, . . . , n.
Proof. Assume first that all the components are positive, xj(t) > 0, t ≥ T, j = 1, . . . , n. Since fn satisfies the
negative feedback assumption (3) the last equation of system (5) implies that xn is eventually decreasing. Set
limt→∞ xn(t) = x∗n ≥ 0. By applying Corollary 2 one concludes that limt→∞ xn−1(t) = (1/λn−1)fn−1(x∗n) =:
x∗n−1. Likewise, limt→∞ xn−2(t) = (1/λn−2)fn−2(x
∗
n−1) =: x
∗
n−2. In general, for any k ∈ {1, . . . , n− 1} one
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has limt→∞ xk(t) = (1/λk)fk(x∗k+1). By using the last equation of system (5) again, one concludes that
limt→∞ xn(t) = (1/λn)fn(x∗1). Therefore, x
∗
1 is the solution of the iterative equation
x = F (x) =
(
1
λ1
f1 ◦ 1
λ2
f2 ◦ . . . ◦ 1
λn
fn
)
(x).
Since F (x) satisfies the negative feedback assumption (3), the only solution of the above equation is its fixed
point x = 0. Therefore, x∗1 = x
∗
2 = . . . = x
∗
n = 0.
Assume next that a non-oscillatory solution x has both eventually positive and negative components.
To be definite, suppose that xj(t) > 0, j = 1, . . . , k and xk+1(t) < 0 for all sufficiently large t (the case of
negative xj , 1 ≤ j ≤ k, and xk+1 > 0 is treated analogously). By using the k-th equation of the system
one sees that xk(t) is decreasing with limt→∞ xk(t) = x∗k ≥ 0. By using Corollary 2 and exactly the same
reasoning as above for the case of all positive components, one arrives at the conclusion that x∗k is the solution
(fixed point) of the equation
x = Fˆk(x) :=
(
1
λk
fk ◦ 1
λk+1
fk+1 ◦ . . . ◦ 1
λn
fn ◦ 1
λ1
f1 ◦ . . . ◦ 1
λk−1
fk−1
)
(x).
Since Fˆk(x) satisfies the negative feedback assumption (3), its only fixed point is x
∗
k = 0, implying that
x∗j = 0, j = 1, . . . , n. Other subcases are considered similarly.
Corollary 4. If x = (x1, . . . , xn) is a non-oscillatory solution then each component xj , 1 ≤ j ≤ n, satisfies
|x ′j(t)| > 0 for all t ≥ T and some T > 0.
Proof. To prove this we need one more simple fact about the solution u(t) of the initial value problem (17).
Proposition 4. Suppose that b(t) is strictly decreasing with b′(t) < 0 and the finite limit
limt→∞ b(t) = b∗ exists. Then the solution u(t) of the initial value problem (17) is strictly monotone with
|u ′(t)| > 0 for all sufficiently large t with the following specification:
(i) If u(t0) ≥ b(t0) then u(t) > b(t) and u′(t) < 0 for all t ≥ t0;
(ii) If b(t0) > u(t0) ≥ b∗ then there exists T > t0 such that u(t) is strictly increasing on [t0, T ] and strictly
decreasing on [T,∞). Moreover u(t) > b(t) and u′(t) < 0 for all t > T ;
(iii) If u(t0) < b∗ then either u(t) is strictly increasing with u′(t) > 0 for all t ≥ t0, or there exists a finite
t1 > 0 such that u(t1) = b∗. The latter case is reduced then to part (ii) above.
If u(t0) > b(t0) then u
′(t0) < 0. Therefore, u(t) is strictly decreasing in some right neighborhood of t = t0
with u′(t) < 0 there. We claim that this happens for all t ≥ t0. Indeed, one has the inequality u′(t) < 0
satisfied as long as u(t) > b(t). Suppose that t1 > 0 is the first time when u(t1) = b(t1). Then u
′(t1) = 0.
On the other hand, u′(t1) ≤ b′(t1) < 0 since u(t) > b(t) ∀t ∈ [t0, t1), a contradiction.
If u(t0) = b(t0) then u
′(t0) = 0. Since b′(t0) < 0 there exists a right neighborhood (t0, t1) of t0 such that
u(t) > b(t) ∀t ∈ (t0, t1). Exactly by the same reasoning as in the case u(t0) > b(t0) above one concludes that
t1 = +∞.
If u(t0) ∈ [b∗, b(t0)) then u′(t0) > 0, so u(t) is strictly increasing in some right neighborhood of t = t0.
Since b(t) is decreasing, there exists the first time t1 > 0 such that u(t1) = b(t1). Then u
′(t1) = 0 and
u(t) > b(t) in some open right neighborhood of t = t1. By the very same reason as in the case u(t0) > b(t0)
above, one concludes that u(t) > b(t) and u′(t) < 0 for all t > t1.
In the case u(t0) < b∗ one also has u′(t0) > 0, so u(t) is increasing in some right neighborhood of t = t0.
If u(t) < b∗ ∀t ≥ t0 then u′(t) > 0 ∀t ≥ t0. If there exists the first time t1 such that u(t1) = b∗ then the
consideration of the case (ii) applies. Therefore u′(t) < 0 eventually in the latter case. This completes the
proof of Proposition 4. 
Analogous statements of the proposition hold valid when b(t) is strictly increasing with b′(t) > 0 and
limt→∞ b(t) = b∗ <∞.
Corollary 4 now easily follows from Proposition 4 applied to equations of system (5) on each of the steps of
the proof of Corollary 3. Indeed, if all the components xk(t), 1 ≤ k ≤ n, are positive, then the last equation
of the system, x′n(t) = −λnxn(t) + fn(x1(t− τ)), shows that x′n(t) < 0 for all sufficiently large t. Likewise,
since limt→∞ xn(t) = 0 by Corollary 3, the second from last equation shows that x′n−1(t) < 0 for all large t.
By going up along the system (5) one concludes that x′k(t) < 0 for every 1 ≤ k ≤ n and all sufficiently large
t. Other subcases are similar.
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For the remainder of the paper, we shall define x as a small solution of system (5) if lim
t→∞x(t)e
λt = 0 for
any λ > 0.
Corollary 5. Under the standing assumption that f ′k(0) = Ak 6= 0, 1 ≤ k ≤ n, system (5) does not have
small non-oscillating solutions.
Proof. Suppose that x(t) is a small non-oscillating solution. As we have proved, in such a case, all |xj(t)|
are strictly decreasing on some interval [T2 − τ,+∞) and converge to 0 as t → +∞ (see Corollaries 3 and
4). Set τn = τ/n and consider the function
xˆ(t) = (xˆ1(t), xˆ2(t), . . . , xˆn(t)) := (x1(t), x2(t+ τn), . . . , xn(t+ (n− 1)τn)).
Clearly, xˆ(t) is a small non-oscillating function as well. Set
φ(t) =
xˆ(t+ τn)
|xˆ(t)| , t ≥ T2.
We claim that inft≥T2 |φ(t)| = 0. Indeed, otherwise there exists ρ ∈ (0, 1) such that
|xˆ(T2 + (k + 1)τn)| ≥ ρ|xˆ(T2 + kτn)| ≥ · · · ≥ ρk+1|xˆ(T2)| = e(τ−1n ln ρ)(k+1)τn |xˆ(T2)|, k = 0, 1, 2 . . . ,
contradicting the smallness of xˆ(t).
All this proves the existence of a sequence tj → +∞ such that φ(tj)→ 0. Set
yj(t) =
xˆ(t+ tj + τn)
|xˆ(tj)| , t ≥ 0
[
hence, yj,k(t) =
xk(t+ tj + kτn)
|xˆ(tj)|
]
. (21)
We have that |yj(−τn)| = 1 = maxt≥−τn |yj(t)|, and |yj(t)| are strictly decreasing functions, while yj(0) =
φ(tj) → 0 as j → +∞. Also, using the expression in brackets in (21), it is straightforward to verify that
yj(t) = (yj,1(t), . . . , yj,n(t)), t ≥ 0, satisfies the system
y′j,1(t) + λ1yj,1(t) = a1,j(t)yj,2(t− τn)
y′j,2(t) + λ2yj,2(t) = a2,j(t)yj,3(t− τn)
. . . . . . . . .
y′j,n−1(t) + λn−1yj,n−1(t) = an−1,j(t)yj,n(t− τn)
y′j,n(t) + λnyj,n(t) = an,j(t)yj,1(t− τn),
(22)
where
ak,j(t) =
fk(xˆk+1(t+ tj))
xˆk+1(t+ tj)
.
Since xk+1(+∞) = 0 for each k, the functions ak,j(t) are bounded on R+ and converging uniformly to f ′k(0)
on the positive semi-axis:
lim
j→+∞
sup
t≥0
|ak,j(t)− f ′k(0)| = 0.
Consequently, y′j(t) are uniformly bounded on R+ and therefore there exists a subsequence yjl such that
yjl(t) converges, uniformly on compact subsets of {−τn,−τn/2} ∪ R+, to a continuous function y(t) =
(y1(t), . . . , yn(t)) (in what follows, in order to simplify the notation we will write yj(t) instead of yjl(t)).
Note here that the function y(t) is defined only on the set {−τn,−τn/2}∪R+. Since each function |yj(t)| is
strictly decreasing on [−τn,+∞), we conclude that |y(t)| is non-increasing on the aforementioned interval.
Since y(0) = limj→+∞ yj(0) = limj→+∞ φ(tj) = 0, this implies that y(t) = 0 for all t ≥ 0. In addition,
|y(−τn)| = 1.
Due to the Helly theorem [17, p. 107], we can assume that yj,k ∗-weakly converges on [−τn, 0] to some
φk ∈ L∞[−τn, 0]. Here we are treating yj,k as elements of the standard Lebesgue space L∞[−τn, 0] of
all essentially bounded, real valued, Lebesgue measurable functions on [−τn, 0]. When defining ∗-weak
convergence in L∞[−τn, 0], we consider this space as the dual space of L1[−τn, 0]. As a consequence (see e.g.
[3, Proposition 3.13 (iv)]), for each measurable subset E ⊆ [−τn, 0] and for each sequence {gj} of continuous
functions converging uniformly on [−τn, 0] to the function g, we have that
lim
j→+∞
∫
E
yj,k(s)gj(s)ds =
∫
E
φk(s)g(s)ds.
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Therefore, integrating both sides of the k-th equation of (22) on [0, t] ⊆ [0, τn] and then taking the limit as
j → +∞, we find that
0 = lim
j→∞
[
yj,k(t)− yj,k(0) + λk
∫ t
0
yj,k(s)ds
]
= lim
j→∞
∫ t
0
ak,j(s)yj,k+1(s− τn)ds = f ′k(0)
∫ t
0
φk+1(s− τn)ds.
Thus
∫ t
0
φk(s − τn)ds = 0 for all t ∈ [0, τn] and therefore φk = 0 almost everywhere on [−τn, 0] for all k.
Since |yj,k(t)| are decreasing, this implies that yk(−τn/2) = 0 for every k:
|yk(−τn/2)| = lim
j→+∞
|yj,k(−τn/2)| ≤ lim
j→+∞
2
τn
∣∣∣∣∣
∫ −τn/2
−τn
yj,k(s)ds
∣∣∣∣∣ = 2τn
∣∣∣∣∣
∫ −τn/2
−τn
φk(s)ds
∣∣∣∣∣ = 0.
Hence, after integrating equations of (22) on [−τn, 0], we find that
lim
j→+∞
∫ 0
−τn
ak,j(s)yj,k+1(s− τn)ds = − lim
j→+∞
yj,k(−τn).
Recall here that, due to our choice of yjl(t), the sequences {yj,k(−τn)} and {yj,k(−τn/2)} are converging.
Since |yj,k(t)| are positive and decreasing functions and each ak,j preserves its sign on [−τn, 0], this yields
that
|yj,k(−τn)| =
∫ 0
−τn
|ak,j(s)||yj,k+1(s− τn)|ds ≥∫ −τn/2
−τn
|ak,j(s)||yj,k+1(s− τn)|ds+ |yj,k+1(−τn)|
∫ 0
−τn/2
|ak,j(s)|ds.
Taking lim sup on both sides of the above inequality gives
lim sup
j→+∞
∫ −τn/2
−τn
|ak,j(s)||yj,k+1(s− τn)|ds+ 0.5τn|f ′k(0)||yk+1(−τn)| ≤ |yk(−τn)|.
On the other hand, after integrating the equations of (22) on [−τn,−τn/2], we get the following:
lim
j→+∞
∫ −τn/2
−τn
|ak,j(s)||yj,k+1(s− τn)|ds = |yk(−τn)|.
Thus yk+1(−τn) = 0 for every k and, consequently, y(−τn) = 0, which is a contradiction.
Theorem 1. Assume that each fj has the first derivative f
′
j which is Ho¨lder continuous with exponent α in
some neighborhood of 0 and that f ′j(0) 6= 0, j = 1, . . . , n. If, in addition, the characteristic equation (9) has
no real roots, then every solution of system (5) is oscillating about the zero solution.
Proof. On the contrary, suppose that the characteristic equation has no real roots and there exists a non-
trivial solution x(t) with a non-oscillating component. Then this component is also non-trivial and thus, in
view of Lemma 7 and its corollaries, all components |xj(t)|, j = 1, . . . , n, are strictly decreasing and converge
to 0 at +∞.
With the notation hj = 0 for j = 1, 2, . . . , n − 1, and hn = τ , we will compare the signs of xj(t) and
fj(xj+1(t− hj)). Suppose for a moment that xj(t)f(xj+1(t− hj)) > 0 for all j and large t. Then
0 < x1(t)f(x2(t− h1))x2(t)f(x3(t− h2)) · · · · · xn(t)f(x1(t− hn)) =
n∏
j=1
(xj(t))
2
n∏
j=1
fj(xj+1(t− hj))
xj+1(t)
< 0,
a contradiction. Thus there exists some k such that xk(t)fk(xk+1(t − hk)) < 0 for all large t. This means
that
(|xk(t)|)′ + λk|xk(t)| < 0, t 1.
As a consequence, there exists t0 such that
|xk(t)| ≤ e−λk(t−t0+hk−1)|xk(t0 − hk−1)|, t ≥ t0 − hk−1.
In particular, xk(t) converges exponentially to 0. Therefore, since |fk−1(x)| ≤ 2|f ′k−1(0)||x| for all x from
some open neighborhood of 0, one has the estimate
|fk−1(xk(t− hk−1))| ≤ 2|f ′k−1(0)|e−λk(t−t0)|xk(t0 − hk−1)|, t ≥ t0.
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Set λ = min{λj/2, j = 1, . . . , n}. After applying the variation of parameters formula to the (k − 1)-st
equation of (22), we obtain that
|xk−1(t)|eλt ≤ e(λ−λk−1)t
(
|xk−1(t0)|eλk−1t0 + 2|f ′k−1(0)|
∫ t
t0
eλk−1ue−λk(u−t0)|xk(t0 − hk−1)|du
)
= o(1)
as t → +∞. This shows that xk−1(t) is also converging exponentially to 0. Clearly, repeating the same
argument n− 2 times more, we find that the convergence x(t) → 0, t → +∞, is of some finite exponential
rate −γ ≤ −λ, and therefore
fj(xj+1(t− hj)) = (f ′j(0) +O(xj+1(t− hj)α))xj+1(t− hj) = (f ′j(0) +O(e−γαt))xj+1(t− hj), t→ +∞.
Invoking now [22, Proposition 7.2] as well as Lemma 2, Claim 1 and Corollary 5, we conclude that there
exist a root λl of the characteristic equation (9) and real numbers bl := <λl, cl := =λl, Di, ψi satisfying
inequalities bl ≤ −γ, |D1|+ · · ·+ |Dn| > 0, such that
x(t) = eblt(D1 cos(clt+ ψ1) + o(1), . . . , Dn cos(clt+ ψn) + o(1)), t→ +∞.
Then, since cl = =λl 6= 0, the solution x(t) should oscillate around 0, a contradiction.
4. Existence of nontrivial non-oscillatory solutions. It is well known that even when the linear sys-
tem x′(t) = Lxt of autonomous differential equations with delay possesses a non-oscillating solution, the
perturbed asymptotically autonomous linear system
x′(t) = (L+A(t))xt, A(+∞) = 0, (23)
can still have all its solutions oscillating. In 1995, B. Li provided the following example of such an equation
[18]:
x′(t) +
(
1
e
+
1
t
)
x(t− 1) = 0, t ≥ 2.
As we will show in this section such irregular behavior of the latter equation is due to the fact that the
characteristic equation z + e−1−z = 0 of the associated linear limit equation has a unique real (negative)
root z = −1 of the multiplicity m0 = 2 while the weighted perturbation tm0−1 · (1/t) does not belong to
the space L1(R+). The same reason also explains why this phenomenon still persists if the perturbation
t−1 is replaced with a smaller perturbation t−2 sin2 pit, see [5, 26] for further examples and references. Since
asymptotically autonomous systems of form (23) are crucial for the analysis of oscillatory/non-oscillatory
behavior of solutions around the steady states, the above example shows that the “linearized non-oscillation
criterion” for our main system needs a careful justification. We are doing this work below, in the proof of
our main result, Theorem 3. As a byproduct of our analysis, we obtain the following non-oscillation result
for system (23).
Theorem 2. Suppose that the linear autonomous system x′(t) = Lxt has an eigenfunction x(t) = eλtp
with the negative eigenvalue λ of multiplicity m and the vector p = (p1, p2, . . . , pn) such that pj 6= 0 for
all 1 ≤ j ≤ n. Suppose also that there are no complex eigenvalues with the same real part λ and that
|A(t)| ≤ q(t), t ≥ t0, where q is a decreasing function such that q(+∞) = 0 and q(t)tm−1 is integrable on
[t0,+∞). Then equation (23) has a nonzero non-oscillating solution.
The proof of Theorem 2 essentially mimics the main part of the proof of Theorem 3 and therefore it is
given in Appendix.
Theorem 3. Assume that each fj is C
2-smooth in some neighborhood of 0, f ′j(0) 6= 0, and the characteristic
equation (9) has a real (hence, negative) root λ−. Then system (5) has at least one non-oscillating non-zero
solution on some interval [T,+∞).
Proof. We can assume that λ− is the largest real root of multiplicity m ≥ 1. Due to Lemma 2, each complex
eigenvalue µj with <µj > λ− is simple. Note that there exists a unique eigenvalue having λ− as the real
part (which is λ− itself).
With Λ denoting the diagonal matrix Λ := diag{λ1, . . . , λn}, the nonlinear system can be written as
y′(t) + Λy(t) = L(y1(t− τ), y2(t), . . . , yn(t)) +N(y1(t− τ), y2(t), . . . , yn(t)), (24)
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where its linearization about 0 is of the form y′(t) + Λy(t) = L(y1(t− τ), y2(t), . . . , yn(t)):
y′1(t) + λ1y1(t) = f
′
1(0)y2(t),
y′2(t) + λ2y2(t) = f
′
2(0)y3(t),
. . . . . . . . .
y′n−1(t) + λn−1yn−1(t) = f
′
n−1(0)yn(t),
y′n(t) + λnyn(t) = f
′
n(0)y1(t− τ).
(25)
The higher order term N(u) = N(u1, . . . , un) satisfies
|N(u)| ≤ K|u|2, |N(u)−N(v)| ≤ K(|u|+ |v|)|u− v|, |u|, |v| ≤ r, for some r,K > 0. (26)
When y(s) = eλ−sp = eλ−s(p1, . . . , pn) is an eigenfunction for system (25), then the following holds
(λ− + λj)pj = f ′j(0)pj+1, j = 1, . . . , n− 1; (λ− + λn)pn = f ′n(0)p1e−λ−τ .
In particular, all pj , j = 1, . . . , n, are non-zero real numbers. From now on, we will fix them, and will assume
that r is small enough compared with p, e.g. r < 0.1 min |pj |.
The change of variables y(t) = eλ−t(p+ z(t)) transforms (24) into
z′(t) + (Λ + λ−I)z(t) = L(z1(t− τ)e−λ−τ , z2(t), . . . , zn(t)) +M1(t, z1(t− τ), z2(t), . . . , zn(t)), (27)
where
M1(t, z1, z2, . . . , zn) = e
−λ−tN(eλ−(t−τ)(p1 + z1), . . . , eλ−t(pn + zn)).
Clearly, the eigenvalues of the linear system
z′(t) + (Λ + λ−I)z(t) = L(z1(t− τ)e−λ−τ , z2(t), . . . , zn(t)) (28)
can be obtained from the eigenvalues of (25) by adding −λ−. In particular, they contain 0 and a finite set
{µj : j ∈ J ⊂ N} (possibly, empty) of simple complex eigenvalues µj with positive real parts: µj = αj + iβj ,
αj > 0, βj 6= 0. This implies that the fundamental matrix solution Z(t), t ≥ 0, for system (28) can be
written in the form
Z(t) =
∑
j∈J
eµjtPj +Q(t) + Z−(t),
where Pj are n×n- complex valued matrices, Q(t) is a matrix polynomial of the degree m− 1 and |Z−(t)| ≤
de−γt, t ≥ 0, for some positive d and γ. We recall that the fundamental matrix solution solves the initial
value problem Z(s) = 0, s ∈ [−τ, 0), Z(0) = I for system (28), see [13]. Note also that each matrix-valued
function from the set {∑j∈J eµjtPj , t ∈ R; Q(t), t ∈ R; Z−(t), t ≥ 0} is an individual solution of (28). See
[2, Chapter 6] (and especially Section 6.7 (Exercise 3) and Section 6.8 (Theorem 6.7 and Exercise 1)) for
more details concerning the above listed properties of Z(t).1 System (28) can be written in a shorter form
z′(t) = Lzt (or z′(t) = Lz(t+·)) where the operator L : C([−τ, 0],Rn)→ Rn and z(t+·) = zt ∈ C([−τ, 0],Rn)
are defined by zt(s) = z(t+ s), s ∈ [−τ, 0], and
Lφ = −(Λ + λ−I)φ(0) + L(φ1(−τ)e−λ−τ , φ2(0), . . . , φn(0)), φ(s) = (φ1(s), . . . , φn(s)).
Set now K0 := 4K(|p| + |p|2)e−2λ−τ and take ρ < min{0.25, r}. Let σ be sufficiently large to satisfy
|u+ p|eλ−(t−τ) ≤ r for t ≥ σ, |u| ≤ r, as well as
K0
∑
j∈J
∫ +∞
t
e<µj(t−s)‖Pj‖eλ−sds+
∫ +∞
t
‖Q(t− s)‖eλ−sds+
∫ t
σ
‖Z−(t− s)‖eλ−sds
 < ρ < r, t ≥ σ.
(29)
For t ≥ σ and |u|, |v| ≤ r < |p|, we also have from (26) that
|M1(t, u1, u2, . . . , un)−M1(t, v1, v2, . . . , vn)|
= e−λ−t|N(eλ−(t−τ)(p1 + u1), . . . , eλ−t(pn + un))−N(eλ−(t−τ)(p1 + v1), . . . , eλ−t(pn + vn))|
≤ 4K|p|e−2λ−τeλ−t|u− v| ≤ K0eλ−t|u− v|,
|M1(t, u1, u2, . . . , un)| ≤ Ke−λ−t|(eλ−(t−τ)(p1 + u1), . . . , eλ−t(pn + un))|2
≤ Keλ−t|(e−λ−τ (p1 + u1), . . . , pn + un)|2 ≤ 4Keλ−te−2λ−τ |p|2 ≤ K0eλ−t.
1In [2], the fundamental matrix is called the kernel matrix and the notation K(t) is used there instead of Z(t).
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As we can see, the nonlinearity M1 is uniformly dominated by an integrable function on R+.
Our next goal is to prove that, for sufficiently large σ, system (27) has a solution z : [σ+τ,+∞)→ Rn such
that |zj(t)| ≤ 0.1 mink |pk|, t ≥ σ+ τ , for each j. Clearly, this implies that the solution y(t) = eλ−t(p+ z(t)),
t > T , of the original system (24) does not oscillate around 0.
To this end, for t ≥ σ, consider the integral equation
z(t) = Az(t) := −
∑
j∈J
∫ +∞
t
eµj(t−s)PjM1(s)ds−
∫ +∞
t
Q(t− s)M1(s)ds+
∫ t
σ
Z−(t− s)M1(s)ds, (30)
where the abbreviation M1(s) = M1(s, z1(s− τ), z2(s), . . . , zn(s)) is used. We will assume that z(s) ≡ 0 on
[σ − τ, σ). Suppose that this equation has a solution z∗ : [σ,+∞) → {u : |u| ≤ r} (observe that we do not
claim that z∗(σ) = 0, this property is not relevant for our further analysis). Then it can be verified that
z∗(t), t ≥ σ+ τ , also satisfies system (27) (alternatively, this fact can be deduced from considerations in [13,
p. 172]). Indeed, after differentiating equation (30) with respect to t ≥ σ + τ , we obtain that
z′(t) = (
∑
j∈J
Pj +Q(0) + Z−(0))M1(t)−
∑
j∈J
∫ +∞
t
(eµj(t−s)Pj)′M1(s)ds
−
∫ +∞
t
Q′(t− s)M1(s)ds+
∫ t
σ
Z ′−(t− s)M1(s)ds
= M1(t)−
∑
j∈J
∫ +∞
t
(Leµj(t+·−s)Pj)M1(s)ds
−
∫ +∞
t
(LQ(t+ · − s))M1(s)ds+
∫ t
σ
(LZ−(t+ · − s))M1(s)ds
= M1(t) + L
−∑
j∈J
∫ +∞
t+·
eµj(t+·−s)PjM1(s)ds
−
∫ +∞
t+·
Q(t+ · − s)M1(s)ds+
∫ t+·
σ
Z−(t+ · − s)M1(s)ds
)
= Lzt +M1(t).
In the fist line of the above chain of equalities, we invoke the relation
∑
j∈J Pj +Q(0) + Z−(0) = Z(0) = I.
Next, in order to prove the equality in the fifth line, we use another property of the fundamental matrix
solution: Z(s) = 0 for s ∈ [−τ, 0).
Now, take a bounded continuous function u(t), |u(t)| ≤ r, t ≥ σ, and set u(t) ≡ 0 for t < σ. The set B
of all such functions u equipped with the distance ρ(u, v) = sups≥σ |u(s)− v(s)| is a complete metric space.
Then, for all t ≥ σ, one has
|Au(t)| ≤ K0
∑
j∈J
∫ +∞
t
e<µj(t−s)‖Pj‖eλ−sds+
∫ +∞
t
‖Q(t− s)‖eλ−sds+
∫ t
σ
‖Z−(t− s)‖eλ−sds
 < ρ < r.
Thus the operator A : B→ B is well defined. Moreover, A is a contraction in view of the following relation:
|Av(t)−Au(t)| ≤ ρ sup
t≥σ
| (v1(t− τ)− u1(t− τ), . . . , vn(t)− un(t)) | ≤ 0.5 sup
t≥σ
|v(t)− u(t)|, t ≥ σ.
In this way, the Banach contraction principle guarantees the existence of the required z∗ ∈ B.
Corollary 6. For system (5) with any fixed τ > 0, positive λ1, λ2, . . . , λn and a = −A1 · A2 · . . . · An > 0
exactly one of the following two options is possible:
(i) for any a > 0, all its solutions oscillate about zero;
(ii) there exists a0 > 0 such that for any a satisfying 0 < a < a0 system (5) has a non-oscillating solution,
while for a > a0 all its solutions oscillate about zero.
Proof. The application of Lemma 1 and Theorems 1, 3 implies the statement of the corollary.
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5. Discussion.
5.1. Monotonicity, oscillation, and instability. It is a well known fact that the value of a1 in Lemma
3 defines the stability boundary for both systems (5) and (8). For any 0 < a < a1, the zero solution
(x1, . . . , xn) = (0, . . . , 0) is asymptotically stable, while for all a > a1 it is unstable. The value a = a1
is critical for system (5). While linear system (8) is still stable (but not asymptotically stable), nonlinear
system (5) can be either stable or unstable depending on specific local shapes of nonlinearities fj , 1 ≤ j ≤ n
around zero.
It is an interesting question of relative location of the values of a1 from Lemma 3 and a0 from Lemma 1
(when the latter exists). By Corollary 1, in the scalar n = 1 and the two-dimensional n = 2 cases we have
that a0 < a1 (see also [1, 9, 11]). This in particular means that the instability of the zero solution in either
system (5) or system (8) implies that all their solutions oscillate. However, it is not the case for the general
n. When n = 3 both possibilities a0 < a1 or a0 > a1 can happen for system (8) or (5) [15]. This in particular
shows that the zero solution to system (8) can be unstable, and still the system can have a non-oscillatory
exponentially decaying to zero solution.
In this section, for every n ≥ 4 we construct an example of characteristic equation (9) which has at
least one negative root and at least one pair of complex conjugate roots with positive real part. In our
construction we use the following simple perturbation argument. Suppose that an analytic function F (z)
has exactly m zeros z1, . . . , zm inside a connected bounded domain D ⊂ C with simple boundary (counting
with the multiplicities). Then there exists ε0 > 0 such that for every analytic function F1(z) satisfying
|F1(z)| ≤ ε0 ∀z ∈ D the perturbed analytic function F (z) + F1(z) also has exactly m zeros on the domain
D. Moreover, if w1, . . . , wm are respective zeros of F (z) + F1(z) with maxj |zj − wj | = ε1 then ε1 → 0 as
ε0 → 0. This statement can be proved by using Rouche´’s Theorem (for further details and proof see e.g.
[7]).
Let k ≥ 3 be given. The polynomial Pn(z) = (z+ 1)zk of degree n = k+ 1 has the negative root z0 = −1
and the zero root z1 = 0 of multiplicity k. For the perturbed polynomial Pn,p(z) = (z+1)z
k+p, there exists
p0 > 0 such that for every 0 < p ≤ p0 the following properties hold:
(i) there exists a negative root z0,p such that |z0,p + 1| ≤ ε0 with ε0 → 0 as p→ 0;
(ii) there exists a pair of complex conjugate roots z1,2 = α± i β with positive real part α > 0.
The validity of part (i) is seen immediately. Since z1 and z2 in part (ii) are close to zero for small p, they
are also close to the roots of the polynomial zk + p. Therefore they are close to the kth roots of p(−1),
zl = k
√
p exp{ipi(2l−1)/k}, 1 ≤ l ≤ k, which always contain a conjugate pair with positive real part for every
k ≥ 3.
Consider next the analytic function
F = F (z, p, τ, k, λ1, . . . , λk) = (z + 1)(z + λ1) · . . . · (z + λk) + p exp{−τ z}.
If τ = λ1 = . . . = λk = 0 then F = Pn,p(z) = (z + 1)z
k + p. Therefore if p > 0 is such that Pn,p(z) has
a negative root and a pair of complex conjugate roots with positive real part then there exist λ0 > 0 and
τ0 > 0 such that for all 0 ≤ λl ≤ λ0, 0 ≤ l ≤ k, and 0 ≤ τ ≤ τ0, the analytic function F (z, p, τ, k, λ1, . . . , λk)
also has a nearby negative root and a nearby pair of complex roots with positive real part. Therefore, we
have shown the following
Proposition 5. There exists p0 > 0 such that for every p ∈ (0, p0] there are λ0 > 0 and τ0 > 0 such that for
an arbitrary choice of λl ∈ [0, λ0], 1 ≤ l ≤ k, and τ ∈ [0, τ0], the corresponding characteristic equation (9)
(z + 1)(z + λ1) · . . . · (z + λk) + p exp{−τ z} = 0
has a negative real solution and a pair of complex conjugate solutions with positive real part.
The case n = 3 of the characteristic equation (9), which is not covered by Proposition 5, was treated in
detail in paper [15]. The possibility for it to have a negative root and a pair of complex conjugate roots
with positive real parts was shown there in a general setting (see [15, Lemma 2.3 and Remark 2.4]). An
alternative example can be given by the following equation
(z + 1)(z + 0.5)(z + 0.25) + 2.125 exp{−z τ} = 0,
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which has such a triplet of solutions for all sufficiently small values of τ, 0 < τ ≤ τ0 for some τ0 > 0. The
numerical approximation shows the following outcome:
(i) τ = 0.5, z1 ≈ −14.1259, z2 ≈ −2.5878, z3,4 ≈ 0.2206± 0.9359 i;
(ii) τ = 0.25, z1 ≈ −41.5326, z2 ≈ −2.1551, z3,4 ≈ 0.1637± 1.0118 i;
(iii) τ = 0.1, z1 ≈ −140.7464, z2 ≈ −1.9947, z3,4 ≈ 0.1167± 1.0558 i,
with the τ0 estimated at τ0 ≈ 0.741005. For this equation one also has that the parameter value a0 belongs
to the interval a1 < a0 < a2.
5.2. Periodic solutions. The problem of existence of periodic solutions to particular cases of system (5)
has been addressed in multiple publications. The scalar equation was studied by Hadeler and Tomiuk in
[11]. The two-dimensional case was treated by an der Heiden in [1] for a scalar second order nonlinear
delay equation. The three dimensional case was studied by Ivanov and Lani-Wayda in [15]. Two versions of
the general n-dimensional case were considered in papers [12, 20] (which are essentially higher order scalar
nonlinear equations in both papers). Hale and Ivanov viewed it from the singular perturbation point of
view, while Mahaffy assumed certain parameters of the system to be large. The knowledge about existence
of periodic solutions for general system (5) remains incomplete.
Proofs of the existence of periodic solutions in all the cases mentioned above use principal ideas of the
ejective fixed point techniques applied to appropriately constructed cones on the space of initial functions
(see e.g. monographs [4, 13] for details of the ejective fixed point theory). In part it requires the leading
eigenvalue z = α+ i β, 0 < β < pi/τ to have positive real part α > 0. Additionally the assumption that this
eigenvalue is unique is also used. We shall show by the following example that in general such uniqueness
is not guaranteed, and there can be multiple eigenvalues with positive real parts and the imaginary parts
between 0 and pi/τ .
Proposition 6. Consider characteristic equation (9) for a > 0 and τ > 0. Let ak, k ∈ N, be the values of
parameter a as defined by Lemma 3.
(i) For any n ≤ 4 and all a > a1, equation (9) has one and only one eigenvalue α + i β with α > 0 and
0 < β < pi/τ ;
(ii) For every n ≥ 5 with 4m− 3 ≤ n ≤ 4m for some m ≥ 2, there exists an example of equation (9) such
that it has m pairs of complex conjugate roots αj ± i βj , 1 ≤ j ≤ m, with αj > 0 and 0 < βj < pi/τ
for all a ∈ (am, a∗m), where a∗m is a finite value dependent on λj , 1 ≤ j ≤ n. Their real and imaginary
parts are ordered as follows
0 < αm < · · · < α1; 0 < β1 < · · · < βm < pi/τ ;
(iii) Given equation (9) with arbitrary n ≥ 1, there exists a finite a∗ ≥ a1 such that for all a > a∗ it has
one and only one eigenvalue α+ i β with α > 0 and 0 < β < pi/τ . It is the leading eigenvalue α1 + i β1
which imaginary part is ω1 at the parameter value a = a1.
Proof. We refer here to Lemma 3 and its proof for the notations and related facts established there.
(i) Recall that function Θ0(ω) is increasing, concave down, and satisfying Θ0(0) = 0,Θ0(+∞) = npi/2.
For the bifurcation value ω1, 0 < ω1 < pi/τ, consider the corresponding eigenvalue α1(a) + i β1(a). By
Lemma 3, (iii), α1(a) > 0 and 0 < β1(a) < pi/τ for all a ≥ a1. When n ≤ 4, the second bifurcation
value ω2 satisfies pi/τ < ω2 < 3pi/τ (as it is found from the intersection of the graphs of y = Θ0(ω) and
y = −ωτ + 3pi). For the corresponding eigenvalue α2(a) + i β2(a) its imaginary part β2(a) is increasing for
a > a2 with lima→∞ β2(a) = 3pi/τ. Since the sequence ωk, k ∈ N, is increasing there are no other eigenvalues
αk(a) + i βk(a), k ≥ 2, with 0 < βk(a) < pi/τ for a ≥ ak.
(ii) Let n satisfy 5 ≤ n ≤ 8, so that m = 2. Since limω→∞Θ0(ω) = npi/2 > 2pi, there is a possibility in this
case that the graph of y = Θ0(ω) intersects with the line y = 3pi−ωτ at a value ω2 satisfying ω2 < pi/τ (see
Fig. 1, n = 6). This would give a second pair of eigenvalues α2(a)± i β2(a) with α2(a) > 0 and 0 < β2(a) <
pi/τ in some right neighborhood of a2, (a2, a
∗
2). Such second pair will always exist when Θ0(pi/τ) > 2pi.
This situation can be achieved for example when Θ′0(0) =
∑n
j=1(1/λj) is made sufficiently large. One can
easily see that there exists sufficiently small λ0 > 0 such that for any choice of λj ∈ (0, λ0), 1 ≤ j ≤ n, the
characteristic equation (9) has the required second pair of complex conjugate solutions. From Lemma 3 (iii)
and Claim 1 it follows that the inequalities α1(a) > α2(a) > 0 and 0 < β1(a) < β2(a) are preserved for all
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a ≥ a2. Besides one also has that β2(a) < pi/τ for all a ∈ (a2, a∗2) and some a∗2 > a2. Since n ≤ 8 all other
values ωk, k ≥ 3, satisfy ω3 > pi/τ . Therefore, in the case m = 2 equation (9) can have no more than two
complex conjugate roots with the imaginary part in the interval (0, pi/τ).
The general case of 4m− 3 ≤ n ≤ 4m for some m ≥ 3 is treated similarly to the case m = 2 above. Since
limω→∞Θ0(ω) = npi/2 > 2(m−1)pi the first m intersections of y = Θ0(ω) with the lines y = −ωτ+pi(2k−1)
can all satisfy 0 < ωk < pi/τ, 1 ≤ k ≤ m. This will be the case when the inequality Θ0(pi/τ) > 2(m − 1)pi
holds. The latter can be achieved when Θ′(0) is made large enough. Which in turn will be the case when
all λj , 1 ≤ j ≤ n, are small enough, λj ∈ (0, λ0) for some 0 < λ0  1. For the respective complex conjugate
roots αk(a)± iβk(a) of the characteristic equation (9) the order
α1(a) > α2(a) > . . . αm(a) and 0 < β1(a) < β1(a) < · · · < βm(a) < pi
τ
will be preserved for all a ∈ (am, a∗m) and some a∗m > am. Since ωm+1 > pi/τ there are no other eigenvalues
with the imaginary part within the interval (0, pi/τ). As an illustration see Fig. 1 for the case n = 10 (m = 3)
where the inequalities 0 < ω1 < ω2 < ω3 < pi/τ and the inclusion ω4 ∈ (pi/τ, 3pi/τ) hold.
(iii) As it is shown in part (ii) above for every fixed n such that 4m − 3 ≤ n ≤ 4m for some positive
integer m there can be only a maximum m of eigenvalues with the imaginary part between 0 and pi/τ . For
the first eigenvalue α1(a) + i β1(a) one has that the inequality 0 < β1(a) < pi/τ holds for all a ≥ a1. Since
βj(a) is increasing in a > 0 and lima→∞ βj(a) = pi(2j − 1)/τ, j ∈ N, one sees that there exists a∗ ≥ a1 such
that βj(a) satisfies βj(a) > pi/τ for all a ≥ a∗ and j ≥ 2.
Our numerical calculations show two pairs of complex conjugate solutions with positive real part and the
imaginary part within (0, pi/τ) for the following values of the parameters:
n = 5, τ = 1, λk = 1/2
k, k = 1, 2, . . . , 5, a = 200,
z1,2 ≈ 1.5456± 0.9058 i, z3,4 ≈ 0.2221± 2.6734 i.
For the range 9 ≤ n ≤ 12 one can get three pairs of complex conjugate solutions with the same as above
properties. Our calculations show the following outcome:
n = 9, τ = 1, λk = 1/2
k, k = 1, 2, . . . , 9, a = 104,
z1,2 ≈ 1.9499± 0.6159 i, z3,4 ≈ 1.3703± 1.7812 i, z5,6 ≈ 0.1272± 2.7047 i.
In view of the considerations in this subsection we are in a position to state the following conjecture.
Conjecture 1. Assume all the hypotheses on the nonlinearities fj , 1 ≤ j ≤ n, as stated in the Introduction.
Suppose in addition that a > max{a0, a1}, where a0 and a1 are defined in Lemmas 1 and 3. Then system
(1) has a nontrivial slowly oscillating periodic solution.
The slow oscillation here is meant in the sense of papers [12, 20, 24, 25]. Every component xj , 1 ≤ j ≤ n,
is slowly oscillating, and there is one and only one zero of any other component xl, l 6= j, in between any two
consecutive zeros of the component xj .
The conjecture is a proven fact for the cases n = 1, 2 and 3, which was established in papers [11],[1] and
[15], respectively. It is an open problem for the general case n ≥ 4.
Appendix: Proof of Theorem 2. The change of variables y(t) = eλt(p+ z(t)) transforms (23) into
z′(t) + λz(t) = L[eλ·z(t+ ·)] +M1(t, z(t+ ·)), (31)
where
M1(t, z(t+ ·)) = A(t)[eλ·(p+ z(t+ ·))].
Fix some σ > t0 + 2τ and r ∈ (0, 0.1 min{|pj |, j = 1, . . . , n}) and observe that, for |u(t)|, |v(t)| ≤ r, t ≥ σ− τ ,
it holds
|M1(t, u(t+ ·))| ≤ |A(t)||eλ·(p+ u(t+ ·))|C ≤ 2|p|q(t)e−λτ ≤ (2|p|+ 1)e−λτq(t) =: K0q(t);
|M1(t, u(t+ ·))−M1(t, v(t+ ·))| ≤ |A(t)||eλ·(u(t+ ·)− v(t+ ·))|C ≤ q(t)K0|u(t+ ·)− v(t+ ·)|C .
Here we are using the usual notation |w(t+·)|C = sup{|w(t+s)|, s ∈ [−τ, 0]}. As we can see, the nonlinearity
M1 is uniformly dominated by an integrable function on R+.
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Clearly, the eigenvalues of the linear system
z′(t) + λz(t) = L[eλ·z(t+ ·)] (32)
(or, equivalently, z′(t) = Lzt, where Lφ = −λφ(0) + L[eλ·φ(+·)] and zt(s) = z(t+ s)) can be obtained from
the eigenvalues of x′(t) = Lxt by adding −λ. In particular, they contain 0 and a finite set {µj : j ∈ J ⊂ N}
(possibly, empty) of complex eigenvalues µj with positive real parts: µj = αj + iβj , αj > 0, βj 6= 0. This
implies that the fundamental matrix solution Z(t), t ≥ 0, for system (32) can be written as
Z(t) =
∑
j∈J
eµjtPj(t) +Q(t) + Z−(t),
where Pj(t) are complex matrix polynomials, Q(t) is a real matrix polynomial of degree m − 1 and the
inequality |Z−(t)| ≤ de−γt, t ≥ 0, holds for some positive d and γ.
Take now ρ < min{0.25, r}. Let σ be sufficiently large to satisfy |u+ p|eλ(t−τ) ≤ r for t ≥ σ, |u| ≤ r, as
well as
K0
∑
j∈J
∫ +∞
t
e<µj(t−s)‖Pj(t− s)‖q(s)ds+
∫ +∞
t
‖Q(t− s)‖q(s)ds+
∫ t
σ
‖Z−(t− s)‖q(s)ds
 < ρ, t ≥ σ.
(33)
Note that since q(s)sm−1 is integrable on [t0,+∞) and ‖Q(s)‖ = sm−1(1 + o(1)), s → +∞, the second
integral in (33) is converging to 0 as t→ +∞.
Our goal is to prove that, for sufficiently large σ, system (31) has a solution z : [σ + τ,+∞) → Rn such
that |zj(t)| ≤ 0.1 mink |pk|, t ≥ σ + τ , for each j. Clearly, this implies that the solution y(t) = eλt(p+ z(t)),
t > T , of the original system (23) does not oscillate around 0.
To this end, for t ≥ σ, consider the integral equation
z(t) = Az(t) := −
∑
j∈J
∫ +∞
t
eµj(t−s)Pj(t−s)M1(s)ds−
∫ +∞
t
Q(t−s)M1(s)ds+
∫ t
σ
Z−(t−s)M1(s)ds, (34)
where the abbreviation M1(s) = M1(s, z1(s− τ), z2(s), . . . , zn(s)) is used. We will assume that z(s) ≡ 0 on
[σ − τ, σ). Suppose that this equation has a solution z∗ : [σ,+∞) → {u : |u| ≤ r} (observe that we do not
claim that z∗(σ) = 0, this property is not relevant for our further analysis). Then z∗(t), t ≥ σ + τ , also
satisfies system (31). Indeed, after differentiating equation (34) with respect to t ≥ σ + τ , we obtain that
z′(t) = (
∑
j∈J
Pj(0) +Q(0) + Z−(0))M1(t)−
∑
j∈J
∫ +∞
t
(eµj(t−s)Pj(t− s))′M1(s)ds
−
∫ +∞
t
Q′(t− s)M1(s)ds+
∫ t
σ
Z ′−(t− s)M1(s)ds
= M1(t)−
∑
j∈J
∫ +∞
t
L(eµj(t+·−s)Pj(t+ · − s))M1(s)ds
−
∫ +∞
t
(LQ(t+ · − s))M1(s)ds+
∫ t
σ
(LZ−(t+ · − s))M1(s)ds
= M1(t) + L
−∑
j∈J
∫ +∞
t+·
eµj(t+·−s)Pj(t+ · − s)M1(s)ds
−
∫ +∞
t+·
Q(t+ · − s)M1(s)ds+
∫ t+·
σ
Z−(t+ · − s)M1(s)ds
)
= Lzt +M1(t).
In the fist line of the above chain of equalities, we invoke the relation
∑
j∈J Pj(0)+Q(0)+Z−(0) = Z(0) = I.
Next, in order to prove the equality in the fifth line, we use the standard representation (cf. [13, p. 193])
of Lφ in the form of the Riemann-Stieltjes integral (i.e. Lφ = ∫ 0−τ dη(s)φ(s)) as well as the Fubini theorem
together with the property of the fundamental matrix solution that Z(s) = 0 for s ∈ [−τ, 0).
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Finally, take a bounded continuous function u(t), |u(t)| ≤ r, t ≥ σ, and set u(t) ≡ 0 for t < σ. The set
B of all such functions equipped with the distance ρ(u, v) = sups≥σ |u(s)− v(s)| is a complete metric space.
Then, for all t ≥ σ, one has
|Au(t)| ≤ K0
∑
j∈J
∫ +∞
t
e<µj(t−s)‖Pj(t− s)‖q(s)ds+
∫ +∞
t
‖Q(t− s)|q(s)ds+
∫ t
σ
‖Z−(t− s)‖q(s)ds
 < r.
Thus the operator A : B→ B is well defined. Moreover, A is a contraction in view of the following relation:
|Av(t)−Au(t)| ≤ ρ sup
t≥σ
| (v1(t)− u1(t), . . . , vn(t)− un(t)) | ≤ 0.5 sup
t≥σ
|v(t)− u(t)|, t ≥ σ.
Hence, the Banach contraction principle guarantees the existence of the required solution z∗ ∈ B. 
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