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Exact diagonalization expansions of Bose or Fermi gases with contact interactions converge very
slowly due to a nonanalytic cusp in the wave function. Here we develop a transcorrelated approach
where the cusp is treated exactly and folded into the many-body Hamiltonian with a similarity
transformation that removes the leading-order singularity. The resulting transcorrelated Hamilto-
nian is not Hermitian but can be treated numerically with a standard projection approach. The
smoothness of the wave function improves by at least one order and thus the convergence rate for
the ground-state energy improves. By numerical investigation of a one-dimensional gas of spin- 1
2
fermions we find the error in the transcorrelated energy to scale as M−3 with a single-particle basis
of M plane waves compared to M−1 for the expansion of the original Hamiltonian and M−2 using
conventional lattice renormalization.
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I. INTRODUCTION
In recent years there has been increasing interest in the
experimental realization of strongly correlated quantum
gases with bosonic or fermionic ultracold atoms [1–5].
Their theoretical description is difficult [6, 7] and efficient
numerical methods are required to describe the system
reliably and accurately. One straightforward approach
is to diagonalize the Hamiltonian in a Fock basis, i.e.,
a finite basis of appropriately symmetrized products of
single-particle wave functions [8–15]. Besides the energy,
this approach also provides convenient access to the full
wave function from which all system properties can be
computed. With the recently developed Full Configura-
tion Interaction QuantumMonte Carlo method [16] it has
become possible to solve much larger problems than with
conventional, deterministic approaches [17–19]. Never-
theless, the exact diagonalization in Fock space is com-
putationally expensive as the size of the many-particle
Fock basis grows combinatorially with the number of par-
ticles and the size of the single-particle basis. Moreover,
the convergence towards exact results with increasing the
size of the single-particle basis is painfully slow for short-
range interacting ultracold atoms. Specifically, for a one-
dimensional model with δ function interactions, which
models ultracold atoms in a tightly confining trap [20],
the energy converges to the exact result with an error
that scales as M−1 with a basis set of M plane waves, or
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M−1/2 with a basis set of harmonic-oscillator eigenfunc-
tions [11]. The reason for this slow convergence is the
fact that the short-range interaction induces a cusp into
the many-body wave functions at particle coalescence,
i.e., whenever two particles meet [20, 21]. Mathemati-
cally, the wave function belongs to the differentiability
class C0, i.e., it is continuous but its first derivative is
discontinuous. Approximating such a shape of the wave
function by linear combinations of products of smooth
single-particle functions is highly inefficient.
One possible way to improve energy estimates in a fi-
nite basis set is to renormalize the parameters of the
Hamiltonian [22–24]. This approach is closely related
to the concept of a running coupling constant in quan-
tum field theory, where the coupling constant depends on
a momentum cutoff [25]. In two and three-dimensional
systems with contact interaction it is necessary to renor-
malize the interaction constant with the basis size (mo-
mentum cutoff) in order to avoid divergences. While this
is not necessary in one dimension, adjusting the inter-
action strength can still improve convergence properties
[23]. The simplest possibility is to adjust the interaction
constant such as to yield the exact value of the ground-
state energy for two interacting particles from a calcula-
tion in the truncated basis. We are not aware whether
the improved convergence rate of a many-body calcula-
tion has been determined before, but in Sec. III we report
numerical results for three and six fermions that indicate
that the convergence rate of the energy error improves
by one order from M−1 to M−2. Renormalizing the
coupling strength based on an exactly solvable limit of
the many-body problem was proposed in Ref. [23] and
the possibility of adjusting the dispersion relation of the
kinetic energy part of the Hamiltonian in order to im-
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2prove the convergence rate was discussed in Refs. [24, 26]
for two- and three-dimensional Fermi gases. In a similar
spirit as the renormalization of the coupling constant, a
more elaborate effective Hamiltonian approach has been
used to speed up the convergence of few-particle calcu-
lations in harmonic trapping potentials [27, 28]. Other
approaches to optimize the finite-basis representation of
the wave function have suggested modifying the cutoff
procedure for the exact diagonalization procedure [29],
or scaling the single-particle basis function [30].
A different way to improve the convergence properties
of a basis set expansion is to use basis functions that ex-
plicitly depend on the interparticle distances instead of a
Fock basis [31–34]. However, the cost of the determina-
tion of the matrix elements exponentially increases with
the number of particles restricting the applicability of the
method to the few-particle regime.
The route that we follow in this work is to introduce a
Jastrow factor eτ [35] in order to capture the short-range
behavior of the exact N -particle wave function Ψ
Ψ(x1, x2, . . . , xN ) = e
τΦ(x1, x2, . . . , xN ) , (1)
τ =
N∑
k<l
u(xk − xl) , (2)
where the correlation factor τ depends on the pairwise
separation distances of particles. The function u(x) is
designed to describe important two-particle correlations
of Ψ while the function Φ is much smoother. Jastrow fac-
tors as in Eq. (1) are frequently used in Variational and
Diffusion Quantum Monte Carlo approaches for ultracold
atoms [36–40], ab initio nuclear physics [41], the elec-
tronic structure of atoms, molecules [42, 43], and solid-
state materials [44, 45].
In this paper we follow the transcorrelated approach
[46], where the Jastrow factor is folded into the Hamilto-
nian. Starting from the stationary Schrödinger equation
HˆΨ = EΨ, (3)
and using Eq. (1) we obtain the transcorrelated Schrö-
dinger equation
e−τ Hˆeτ︸ ︷︷ ︸
H˜
Φ = EΦ , (4)
where the transcorrelated Hamiltonian H˜ = e−τ Hˆeτ
is related to the original Hamiltonian Hˆ by a similar-
ity transformation and thus shares the same eigenvalue
spectrum. The transcorrelated method has already been
widely used for computations of atomic, molecular [46–
49] and solid-state properties [50, 51], where typically
the emphasis has been on finding an optimized correla-
tion factor τ , while Φ is taken as a simple reference func-
tion with the correct particle exchange symmetry, e.g., a
Slater determinant. Here, we follow the idea of Ref. [52]
where the function u(x) is designed to exactly reproduce
the singular short-range behavior of the exact wave func-
tion Ψ, while the transcorrelated function Φ is expanded
in a Fock basis. The transcorrelated Schrödinger equa-
tion (4) is then solved as an exact diagonalization prob-
lem. Reference [52] demonstrated that an improved con-
vergence rate and highly accurate energies for the ho-
mogeneous Coulomb gas could be achieved with this ap-
proach.
In the following, we concentrate on a one-dimensional
quantum gas of bosons or fermions with contact interac-
tions. By constructing a correlation factor with an appro-
priate cusp, we show that the smoothness of the transcor-
related wave function is improved by at least one order,
i.e. from C0 to C1 where the first derivative is continuous.
For spinless bosons where the wave function is symmet-
ric under pairwise particle exchange, the transcorrelated
wave function even improves further to C2, i.e. the sec-
ond derivative is continuous as well. The explicit and
exact form of the transcorrelated Hamiltonian is derived
in real space, and in momentum space in second quan-
tization. Three-particle interactions occur as a conse-
quence of the similarity transformation. While a useful
approximation is developed that only requires evaluation
of effective two-particle terms, it is also shown that con-
vergence to exact results for the energy can be achieved
with a purely one- and two-body effective Hamiltonian
if the correlation factor is appropriately adjusted with
the basis set size. While the transcorrelated approach
developed here is not restricted to ground states or the
absence of trapping potentials, we specifically consider
the cases of the homogeneous gas of spin-12 fermions and
spinless bosons and compare with exact solutions based
on the Bethe ansatz [21, 53, 54] [55].
This allows for easy benchmarking of our numerical
results, which are presented for the spin- 12 Fermi gas in
a plane-wave basis. We find that the convergence rate
of the energy error is improved by the transcorrelated
method fromM−1 toM−3 in a basis ofM single-particle
functions.
This paper is organized as follows. After introduc-
ing the original Hamiltonian with δ interactions and dis-
cussing the wave function cusp in Sec. IIA, we construct
an appropriate correlation factor in Sec. II B before deriv-
ing the explicit form of the transcorrelated Hamiltonian
in real space in Sec. II C. In Sec. IID we show that the
correlation factor improves the smoothness of the wave
function by one or two orders before providing an ana-
lytical estimate for the convergence rate of the energy in
Sec. II E. Discussing the momentum space form of the
transcorrelated Hamiltonian in second quantization and
a convenient approximation for the three-body term in
Sec. II F concludes the theory part II. Numerical results
for spin- 12 fermions are presented in Sec. III. After intro-
ducing the methods used in Sec. III A, we present calcu-
lations of the energy error for two particles in Sec. III B,
for three particles in Sec. III C, and for six particles in
Sec. IIID before concluding in Sec. IV.
3II. THEORY
A. One-dimensional quantum gas with contact
interaction: cusp of the wave function
We consider a gas of N quantum particles of mass
m in one spatial dimension. Either a single or several
spin flavors of bosons or fermions may be present. The
particles interact with a contact (zero-range) interaction,
which can be represented by a Dirac delta potential in
the Hamiltonian
Hˆ = − ~
2
2m
N∑
i=1
[
∂2
∂x2i
+ V (xi)
]
+ g
∑
i<j
δ (xi − xj) , (5)
where xi is the spatial coordinate of the ith particle and
V (x) a smooth external potential. The external trapping
potential V (x) does not change the singlular properties
of the wave function, which are dominated by the con-
tact interaction term. For this reason, we will omit the
potential V (x) for many examples, which allows the com-
parison to exact solutions obtained by the Bethe ansatz,
e.g. for spinless bosons [21] and spin- 12 fermions [53, 54].
Our transcorrelated approach for improving the smooth-
ness of the wave function, however, is not restricted to
the homogeneous system and the asymptotic convergence
rates that we report in this work are not affected by
smooth external potentials.
The Hamiltonian (5) can be realized with ultracold
atoms in a tightly confining wave-guide-like trapping po-
tential [20]. The potential strength g can be expressed
through a one-dimensional scattering length a as
g = −2~
2
ma
. (6)
The contact interaction can be also expressed as bound-
ary condition for the wave function at coalescence, i.e.
when two particles meet [21]. Note that fermions only
feel the presence of the contact interaction term between
different spin flavors due to the Pauli exclusion principle.
Near the coalescence point the wave function takes the
form (in analogy to Refs. [24, 56, 57])
Ψ(x1, x2, . . . )
xij→0
= (a− |xij |)Aij(Xij , x1, . . . , xi−1, xi+1, . . . , xj−1, xj+1, . . . ) +O(xij), (7)
where xij = xi− xj is the relative and Xij = (xi + xj)/2
is the center-of-mass coordinate relating to the pair with
the ith and jth particles. The O(xij) term is regular at
coalescence. For fermions the function Aij(Xij , x1, . . . ) is
equal to zero if both particles i and j belong to the same
spin flavor due to the Pauli exclusion principle, which
also means that they do not feel the contact interaction.
The term a−|xij | in Eq. (7) describes a cusp in the wave
function with a discontinuity in the first derivative and
a singularity in the second derivative. The wave func-
tion thus belongs to the differentiability class C0. The
cusp in the wave function further has the consequence
that the Fourier transform of the wave function to mo-
mentum space has k−2 tails for large k and, thus, the
single-particle momentum distribution falls off as k−4, as
is well known for quantum gases in one dimension with
contact interactions [57].
B. Correlation factor for 1D system with contact
interaction
In this work we follow a similar procedure to Ref. [52]
and design the correlation factor τ of Eq. (2) such that
the boundary condition (7) is satisfied automatically. To
this end it is sufficient to require the function u(x) to
have the form
u(x)
x→0
= u(0)− 1
a
|x|+O (x2) . (8)
This restriction is enough to obtain the correct boundary
condition, which can be seen by substituting Eq. (8) into
the Jastrow factor
eτ =
 ∏
k 6=i,l 6=j
eu(xkl)
 eu(0) e− 1a |xij |+O(x2ij)︸ ︷︷ ︸
1− 1a |xij |+O(x2ij)
. (9)
It is convenient to define the correlation factor in mo-
mentum space to have the correct large-k dependence
and a simple cutoff for small k
u˜(k) =
{
2
ak2 if |k| ≥ kc ,
0 if |k| < kc , (10)
where the parameter kc sets an inverse length scale. The
advantages of choosing this specific form of the correla-
tion factor will become fully clear in the following sec-
tions. An important feature is the free parameter kc,
which controls the size of the correlation factor and be-
comes important for suppressing three-particle contribu-
tions in the transcorrelated Hamiltonian. The function
u(x) can be obtained by the inverse Fourier transform
u(x) = (2pi)−1
∫
exp(−ikx)u˜(k)dk, as
u(x) =
2
api
(
cos (kcx)
kc
+ x Si (kcx)− pi
2
|x|
)
, (11)
where Si(x) is the sine integral function [58]. The func-
tion u(x) is found to be smooth except at the origin.
4Considering the case when x is close to zero we obtain
the expression
u(x) =
2
akcpi
− 1
a
|x|+O (x2) , (12)
which satisfies the condition (8).
The Jastrow factor with u(x) from Eq. (11) is shown
in Fig. 1. Close to the coalescence point it resembles
the absolute value function, as is expected from Eqs. (7)
and (9). It can be also read from these equations that
the slopes of the two sides of the absolute value function
linearly depend on the inverse of the scattering length.
When the scattering length tends to infinity the slope
goes to zero and the cusp disappears. This is the non-
interacting limit.
The parameter kc adjusts the width of the Jastrow fac-
tor. As we choose larger momentum cutoff in the momen-
tum space it makes the function narrower in real space.
The physically relevant information about the scatter-
ing length comes exclusively from the cusp of the Jastrow
factor near the coalescence point. The long-range behav-
ior is an artifact from the definition (10). Since the long-
range part of the correlation factor is smooth, however,
it is easier to correct it with the Fock-space expansion
of the transcorrelated wave function Φ. Moreover, the
long-range part can be easily damped by increasing the
parameter kc. In Sec. III we will numerically examine the
accuracy of the transcorrelated method and we will show
that it improves the efficiency of the numerical approach.
C. Transcorrelated Hamiltonian in real space
The explicit form of the effective Hamiltonian in Eq.
(4) can be determined from the expansion
H˜ = Hˆ +
[
Hˆ, τ
]
+
1
2
[[
Hˆ, τ
]
, τ
]
+ . . . . (13)
The external and the particle-particle interaction poten-
tials commute with the function τ as they can be ex-
pressed as a function of the particle positions. The only
non-zero commutators come from the kinetic term, where
only the first three terms are different from zero. Thus
the expansion (13) terminates to yield
H˜ = Hˆ − ~
2
2m
∑
i
[
∂2
∂x2i
, τ
]
− ~
2
4m
∑
i
[[
∂2
∂x2i
, τ
]
, τ
]
.
The remaining commutators can be calculated analyti-
cally [46, 52],
H˜ = Hˆ− (14)
−
∑
i
[
1
2
∂2τ
∂x2i
+
∂τ
∂xi
∂
∂xi
+
1
2
(
∂τ
∂xi
)2] ~2
m
.
As it can be seen from the term ∂τ∂xi
∂
∂xi
in the summation
on the right-hand side, the resulting effective Hamilto-
nian is not Hermitian. As a consequence, the left and
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Figure 1. Jastrow factor exp[u(x)] with u(x) from Eq. (11).
(a) Attractive and (b) repulsive interactions with parameter
values for as and kc as indicated.
right eigenvectors are different and connected by the lin-
ear transformation
|ΦL〉 = e2τ |Φ〉 ,
where |ΦL〉 is the adjoint of the left eigenvector and |Φ〉
is the right eigenvector. Since the transcorrelated trans-
formation of Eq. (4) is a similarity transformation, the
effective Hamiltonian H˜ nevertheless has the same real-
valued eigenvalue spectrum as the original (Hermitian)
Hamiltonian Hˆ.
Properties such as correlation functions or expectation
values of general operators can be expressed through the
transcorrelated wave function as
〈Ψ|Aˆ|Ψ〉 = 〈Φ|e
τ Aˆeτ |Φ〉
〈Φ|e2τ |Φ〉 . (15)
Evaluating such expectation values involves high-
dimensional integrals, which is usually prohibitive in a
Fock basis. If the correlation factor is small, however,
one can make use of the cumulant expansion
〈Φ|eτ Aˆeτ |Φ〉
〈Φ|e2τ |Φ〉 =〈Φ|Aˆ|Φ〉c + 〈Φ|{Aˆ, τ}|Φ〉c
+
1
2
〈Φ|{{Aˆ, τ}, τ}|Φ〉c + · · · , (16)
5to obtain approximate results. Here {·, ·} is the anti-
commutator and 〈Φ| · · · |Φ〉c denotes the cumulant of op-
erator products [59].
D. Smoothness of the transcorrelated wave
function
The transcorrelated transformation improves the
smoothness of the wave function, which eventually leads
to faster convergence of the basis expansion. Here we
consider two interacting particles in a smooth and sep-
arable external potential, where we will prove that the
transcorrelated eigenfunction is at least C1, i.e. it can
be differentiated at least once with a continuous deriva-
tive. In the case of additional even exchange symmetry
of the wave function, the smoothness further improves to
C2, i.e. the second derivative of the wave function is also
continuous. This is an improvement to the eigenfunctions
of the original Hamiltonian which are only C0.
We consider two particles, e.g. two bosons, or fermions
in different spin states, and introduce the center-of-mass
and relative coordinates
X =
1√
2
(x1 + x2) , (17)
x =
1√
2
(x1 − x2) , (18)
respectively. For convenience, we assume that the
smooth external trapping potential V (x) is further sep-
arable, as it is the case for harmonic trapping potentials
frequently employed for ultracold atoms:
2∑
i=1
V (xi) = v(x) + V(X). (19)
It follows that the Hamiltonian of Eq. (5) can be written
as the sum H = HCOM +Hrel, with terms that only de-
pend on either the center-of-mass or relative coordinate,
respectively. The Schrödinger equation (3) is thus solved
with a wave function of the form
Ψ(x1, x2) = χ(X)ψ(x), (20)
and eigenvalue E = ECOM + Erel. The equation for the
center-of-mass motion is free of singular operators and
thus leads to a smooth wave function χ(X). The equation
for the relative motion, however, contains the particle-
particle contact interaction[
− ~
2
2m
∂2
∂x2
+ v (x) +
g√
2
δ (x)
]
ψ = Erelψ. (21)
The wave function of relative motion ψ(x) is not smooth
but rather has a cusp as we discussed earlier in Sec. II A.
Since we are only interested in the smoothness proper-
ties at the particle coalescence point x = 0, we may take
the simplified correlation factor
τ(x) = −
√
2
a
|x| , (22)
which has the same small-x expansion up to first or-
der as the function of Eq. (11). Applying the transcor-
related similarity transformation Eq. (4) with ψ(x) =
exp[τ(x)]φ(x), the δ-function interaction term is elimi-
nated. The transcorrelated Schrödinger equation for the
relative coordinate then can be written in the form
− ~
2
2m
d2φ
dx2
=
√
2~2
ma
S(x)
dφ
dx
− v(x)φ+ E′φ , (23)
where a constant term from the first derivative of τ has
been absorbed as a shift in the energy E′ = Erel +
~2/2ma2, and
S(x) =
d|x|
dx
=
{
1, x > 0 ,
−1, x < 0 . (24)
In order to examine the smoothness of the function
φ(x), we follow the idea of Kato [60] by designing an
elementary solution of d
2
dx2 ,
G(x) =
|x|
2
ζ(x) , (25)
where ζ is a sufficiently smooth function that equals 1 for
|x| ≤ 1 and 0 for |x| > 2. Then we have
d2
dx2
G(x) =
{
δ(x), |x| < 1,
S(x)ζ ′(x) + |x|2 ζ
′′(x), otherwise.
We apply a convolution with respect to G on both sides
of Eq. (23)
G∗
(
d2
dx2
φ
)
= −2G∗
(√
2
a
S(x)
dφ
dx
− m
~2
v(x)φ+
mE′
~2
φ
)
,
and we find the leading singular term for φ
φ(x) = −2
√
2
a
∞∫
−∞
|x− y|
2
ζ(x− y)S(y)φ′(y)dy +
+ smooth part .
Using partial integration we obtain an integral equation
that depends on φ(x) instead of its derivative
φ(x) =
√
2
a
∞∫
−∞
[
S(y − x)S(y)ζ(x− y) +
+ 2|x− y|δ(y)ζ(x− y) +
+ |x− y|S(y)ζ ′(x− y)
]
φ(y)dy +
+ smooth part.
6By noticing that S(y − x)S(y) = 1 in the whole integra-
tion domain except (0, x) or (x, 0) (depending on whether
x > 0 or x < 0), we obtain
φ(x) =
2
√
2
a

xζ(x)φ(0)−
x∫
0
φ(y)ζ(x− y)dy +
+ smooth part, x > 0,
−xζ(x)φ(0)−
0∫
x
φ(y)ζ(x− y)dy +
+ smooth part, x < 0.
Hence, φ(x) is continuous. Since the singularity only
takes place at x = 0, we can simply take ζ(x) = 1 for
small variables. Then we get the expressions for the first,
second and third derivatives (φ′ ≡ dφ/dx)
φ′(x) =
2
√
2
a

φ(0)− φ(x)+
+smooth part, x > 0,
−φ(0) + φ(x)+
+smooth part, x < 0,
(26)
φ′′(x) =
2
√
2
a
{
−φ′(x) + smooth part, x > 0,
φ′(x) + smooth part, x < 0,
(27)
φ′′′(x) =
2
√
2
a
{
−φ′′(x) + smooth part, x > 0,
φ′′(x) + smooth part, x < 0.
(28)
It follows from Eq. (26) that the first derivative φ′ is
continuous and thus the relative wave function is C1.
Since the center-of-mass wave function χ(X) is smooth,
it follows that also the full wave function Ψ(x1, x2) of
Eq. (20) is at least C1.
Even stronger results follow when the wave function
is known to be symmetric under particle exchange, i.e.
Ψ(x1, x2) = Ψ(x2, x1). This is manifestly the case
when the particles are spinless bosons but also for the
ground state of distinguishable particles if the Hamilto-
nian is symmetric (e.g. as well for fermions with different
spin quantum numbers in the absence of spin-dependent
terms in the Hamiltonian). From the symmetry of Ψ
it then follows that the relative wave function is even,
φ(x) = φ(−x), and, as a consequence, its first derivative
is an odd function. From Eq. (26) it can be seen that
the first derivative is also continuous, which means that
it must have a node at the origin, i.e. φ′(0) = 0. Using
this fact it can be seen from Eq. (27) that the second
derivative is continuous as well, and the third derivative
is the first one where a discontinuity may appear. In this
case of even particle exchange symmetry, the transcorre-
lated wave function is thus C2, i.e. the smoothness have
improved by two orders compared to the original wave
function Ψ(x1, x2).
These results derived for two particles can be expected
to carry over to multi-particle wave functions since the
only singular term in the Hamiltonian is two-particle in-
teraction in the form of a Dirac δ. For spinless bosons the
multi-particle wave function is symmetric under the ex-
change of an arbitrary pair of particle coordinates. Hence
we expect the transcorrelated multi-particle wave func-
tion to be C2 and thus have improved smoothness by
two orders compared to the original wave function. We
have checked this property by explicitly constructing the
two- and three-particle wave functions of the Lieb-Liniger
model of interacting bosons in a one-dimensional box
with periodic boundary conditions [21], and found that
the transcorrelated wave functions have continuous first
and second derivatives while the third derivatives are dis-
continuous.
For fermions the wave function has to be antisymmet-
ric under the exchange of fermions, which carries over
to an antisymmetry of the spatial wave function under
exchange of two-particle coordinates with the same spin
(like-spin pairs are thus not affected by the δ interaction).
Pairs of particles with opposite spin are affected by the
δ interaction but, for more than two (spin- 12 ) fermions,
the wave function is in general not symmetric under the
exchange of the coordinates. Thus it is expected that
the transcorrelated wave function is C1 with a discontin-
uous second derivative. We have explicitly constructed
the ground-state wave function for three fermions (one
spin-↑ and two spin-↓) in the Yang-Gaudin model of in-
teracting fermions in a box with periodic boundary con-
ditions and verified that the second derivative of the
transcorrelated wave function has a discontinuous jump
at the coalescence of different-spin particles. We will dis-
cuss further numerical evidence for the C1 nature of the
transcorrelated three-particle wave function for fermions
in Sec. III C.
E. Convergence rate for ground-state energy
In the numerical procedure we have to truncate the
many-particle Hilbert space and work with a finite basis.
Let us consider the case where we truncate the single-
particle Hilbert space with a momentum cutoff kmax and
otherwise perform an exact diagonalization. We want to
estimate the size of the error δE = E − Ea that is made
by replacing the exact energy E by the eigenvalue Ea
obtained in the truncated basis with cutoff kmax.
Let us write
H˜|Φ〉 = E|Φ〉, (29)
for the eigenvalue equation in full Hilbert space and
H˜PP |Φa〉 = Ea|Φa〉 (30)
for the approximate, truncated eigenvalue equation
solved by the computer. Here, we have introduced the
truncated Hamiltonian H˜PP = PH˜P , where P is the
projector onto the N -particle linear space spanned by the
Fock states constructed from plane waves with momen-
tum −kmax ≤ k ≤ kmax. Noting that H˜ is not necessarily
Hermitian and has a left eigenvector equation
〈ΦLa |H˜PP = Ea〈ΦLa |, (31)
7we may obtain an expression for the energy error δE
from projecting Eq. (29) onto 〈ΦLa |. Simple manipulation
yields
δE〈ΦLa |Φ〉 = 〈ΦLa |H˜PQ|Φ〉, (32)
where H˜PQ = PH˜Q and Q = 1−P is the projector onto
the complement of the projected space, i.e. where at least
one momentum is |k| > kmax. We may choose 〈ΦLa |Φ〉 = 1
as a normalization condition for the approximate eigen-
state and are thus left with evaluating the overlap on
the right-hand side of Eq. (32). Let us, for simplicity,
consider the situation of Sec. IID of two-particles in the
relative motion frame and assume that the exact wave
function decays with a power-law
Φ(k) ∼ k−α (33)
with an integer exponent α ≥ 1. Then we obtain
δE = 〈ΦLa |H˜PQ|Φ〉
∼
∫ kmax
k0
dp
∫ ∞
kmax
dqΦLa (p)q
−αH˜pq, (34)
where we have replaced the summation of momenta by in-
tegrals and the projection operators determine the range
of integration. We have applied a small momentum cut-
off k0, which is related to the inverse system size. The
expression (34) is general enough to apply both to the
original exact diagonalisation problem of the Hamilto-
nian (5) and to the transcorrelated Schrödinger equation
(4).
1. Standard method
The original Hamiltonian (5) for two particles in the
relative motion frame can be written in momentum space
with the matrix elements
Hpq =
~2p2
m
δpq + g , (35)
where the off-diagonal term results from the short-range
interaction and couples any momenta equally. The di-
agonal term of the kinetic-energy does not contribute in
Eq. (34) and we are left with∫ kmax
k0
dp
∫ ∞
kmax
dqΦLa (p)q
−αH˜pq
= k−α+1max
g
α
∫ kmax
k0
dpΦLa (p). (36)
Since the p integral is finite, the scaling of the energy
error becomes
δE ∼ k−α+1max (37)
= k−1max, (38)
where in the last equality we have used the result from
Sec. IID that α = 2 as a consequence of the C0 cusp of
the exact wave function with δ function interactions.
2. Transcorrelated method
In the transcorrelated approach, the δ function interac-
tion is removed and replaced by the less singular operator
S(x) d/dx as discussed in Sec. IID. The matrix elements
of the transcorrelated Hamiltonian in momentum space
become
H˜pq =
~2p2
m
δpq + 2
√
2g
q sin2[L(p− q)/4]
p− q . (39)
We want to use Eq. (34) in order to estimate the energy
error. For the purpose of the integral the sin2 factor may
be replaced by 12 . This yields
δE ∼
√
2g
∫ kmax
k0
dpΦLa (p)F (α− 1), (40)
where the q-integral can be separately performed as
F (n) =
∫ ∞
kmax
dq
q−n
p− q . (41)
For integer-valued n ≥ 1 it is easy to show that F (n) has
the series representation
F (n) =
∞∑
ν=0
pν
(n+ ν)kn+νmax
(42)
In order to evaluate the p-integral in Eq. (40) it is relevant
to estimate the p-dependence of the left eigenfunction
ΦLa (p). Since the left eigenfunction of the transcorrelated
Hamiltonian does not benefit from the removal of the
cusp by the Jastrow factor it will have the same asymp-
totics of the original relative wave function, i.e. ΦLa (p) ∼
p−2. Now the integral (40) can be done term by term for
the power series. The asymptotic scaling turns out to be
dominated by the first term, which gives
δE ∼ k−α+1max . (43)
This is the same result as the expression (37) for the orig-
inal short-range interaction, i.e. the scaling of the energy
error is completely determined by the large-k asymptotics
of the wave function.
Specifically, for the smooth transcorrelated wave func-
tion of class C2 for the case of completely symmetric wave
functions (bosons or fermions with different spin quan-
tum numbers only), we have α = 4 and thus the expected
scaling of the energy error with the momentum cutoff is
δE ∼ k−3max. (44)
F. Transcorrelated Hamiltonian in second
quantization and three-body term
In the following we examine the homogeneous system
in a discrete plane wave basis. In order to examine the
8matrix elements of the transcorrelated Hamiltonian, let
us rewrite Eq. (14) in second quantized form [52],
H˜ =
~2
2m
∑
kσ
k2 a†k,σ ak,σ +
+
∑
pqk
σσ′
TpqkΘσσ′ a
†
p−k,σ a
†
q+k,σ′ aq,σ′ ap,σ + (45)
+
∑
pqs
kk′
σσ′
Qkk′Θσσ′a
†
p−k,σa
†
q+k′,σa
†
s+k−k′,σ′as,σ′aq,σap,σ ,
where a†k,σ create a one-particle plane wave state with
momentum k and spin σ, L is the length of the unit
cell, and Θσσ′ = δσσ′ for bosons and Θσσ′ = 1 − δσσ′
for fermions. The tensors T and Q can be expressed
explicitly with the correlation factor,
Tpqk =
g
L
+
~2
mL
(
k2u˜(k)− (p− q)ku˜(k) + W (k)
L
)
,
W (k) =
∑
k′
(k − k′)k′u˜(k − k′)u˜(k′) , (46)
Qkk′ = −k
′ku˜(k)u˜(k′)~2
2mL2
.
The summation in Eq. (46) contains infinitely many
terms. It can be evaluated exactly. The results and
derivations are detailed in the Appendix.
Treating the three-body term in the explicit calcula-
tion is cumbersome. In order to improve the numerical
efficiency we approximated this term with an effective
two-body term. For the approximation we considered
only the diagonal part of the three-body term, where
momentum exchanges are equal to each other (k = k′).
We can recognize the number operator (
∑
sσ a
†
sσ¯asσ¯). Its
effect can be evaluated in advance,∑
pqsk
σσ′
QkkΘσσ′a
†
p−k,σa
†
q+k,σa
†
s,σ′as,σ′aq,σap,σ|Φ〉 =
=
∑
pqk
σ
QkkNσa†p−k,σa†q+k,σaq,σap,σ|Φ〉 ,
where Nσ = Nσ = N−2 for bosons and Nσ = N−Nσ for
fermions. This approximation is very closely related to
the Random Phase Approximation (RPA) [61, 62]. The
approximated Hamiltonian with only one- and two-body
terms can be given in the form:
H˜ATB =
~2
2m
∑
kσ
k2 a†k,σ ak,σ + (47)
+
∑
pqk
σ 6=σ¯
TpqkΘσσ′a
†
p−k,σ a
†
q+k,σ¯ aq,σ¯ ap,σ +
+
∑
pqk
σ
QkkNσa†p−k,σa†q+k,σaq,σap,σ ,
where the "ATB" index in the Hamiltonian stands for
"approximate three-body." In the two-particle case and
in the limit when the system is noninteracting, this ap-
proximation becomes irrelevant, because the three-body
term does not have any effects.
III. NUMERICAL EXAMINATIONS
A. Methods and implementation
In this section we study numerically the homogeneous
spin- 12 Fermi gas in one dimension with Hamiltonian of
Eq. (5) with V (x) = 0 in a box of length L with peri-
odic boundary conditions (ring configuration) for two to
six particles. Exact solutions for this system are available
using the Bethe ansatz [53, 54], which we use to calculate
exact reference energies. We then diagonalize the origi-
nal Hamiltonian (5) and the transcorrelated Hamiltonian
(47) with approximated three-body terms. To this end
we use a single-particle basis with M plane waves trun-
cated according to
|k| ≤ kmax ≡ M − 1
2
2pi
L
, (48)
and construct the full multi-particle Fock basis with di-
mension
(
M
N↑
)(
M
N↓
)
, where N↑ and N↓ are the spin-up and
spin-down particle numbers. We then express the Hamil-
tonian as a matrix in this finite Fock basis and numeri-
cally obtain the ground-state energy and eigenvector (of-
ten referred to as “exact diagonalization”).
We also compare our results with the lattice renormal-
ization approach [22, 23]. The truncated plane wave basis
expansion discretizes real space by creating an underlying
reciprocal lattice. The lattice renormalization approach
then adjusts the potential strength g of the discretized δ
interaction in order to recover the correct scattering am-
plitude for two particles [22] or, equivalently, yield the
correct two-particle ground-state energy to leading order
[23]. In order to apply this approach, one simply replaces
the interaction constant g in the Hamiltonian (5) by the
renormalized coupling constant
g˜ =
g
1 + gg0
, (49)
where
g0 =
Mpi2~2
mL
≈ kmaxpi~
2
m
. (50)
While the exact diagonalization of the Hamiltonian (5)
in the Fock bases with or without renormalized inter-
action strength can be calculated with any diagonaliza-
tion algorithm, the transcorrelated method has an ad-
ditional complication due to the non-Hermiticity of the
transcorrelated Hamiltonian. We apply power iterations
to obtain the ground-state energy and eigenvector [63],
which can be done for non-Hermitian eigenvalue prob-
lems. The power method can be scaled to very large
9 0
 1
 2
 3
 4
 5
 6
 7
 5  10  20  30  40  50 60  80 100
 (
E
- E
B
e
t h
e
)  
/  
[  
−  h
2
 /
m
 L
2
 ]
 M
diag
renorm
trcorr, kc=2pi/L
-0.0009
-0.0006
-0.0003
 0
 0.0003
 40  50 60  80 100
Figure 2. Two particles with attractive interaction (g =
−10~2/mL): the error of the approximate ground-state en-
ergy vs. the number of one-particle basis functions M , on
linear–log scale. “diag”: exact diagonalization of the Hamil-
tonian (5); “renorm”: with renormalized interaction constant
of Eq. (49); “tcorr”: transcorrelated Hamiltonian of Eq. (45);
“kc” truncation parameter for fixed correlation factor of Eq.
(10).
-0.1
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 5  10  20  30  40  50 60  80 100
 E
- E
B
e
t h
e
  
/  
[  
−  h
2
 /
m
 L
2
 ]
 )
 M
diag
renorm
trcorr, kc=2pi/L
-9x10
-5
-6x10
-5
-3x10
-5
 0
 50  60  80  100
Figure 3. Two particles with repulsive interaction (g =
10~2/mL): the error of the ground-state energy vs. the num-
ber of one-particle basis functionsM on linear–log scale. Leg-
end labels as in Fig. 2.
Hilbert spaces with the stochastic implementation pro-
vided by the Full Configuration Interaction Quantum
Monte Carlo [16, 64]. Very recently, this approach was
combined with the transcorrelated method for the homo-
geneous electron gas [52].
B. Two particles
The convergence of the energy with respect to the size
of the single-particle basis is shown in Figs. 2 and 3 for
two particles (one spin-up and one spin-down fermion or,
equivalently, two spinless bosons) with attractive and re-
pulsive interactions, respectively. The two-particle sys-
tem has the advantage that the three-body interaction
term in the transcorrelated Hamiltonian of Eq. (45) does
not contribute and thus the effects of the transcorrelated
transformation on the two-particle interactions can be
studied in isolation without the need for further approxi-
mations. The energy error δE ≡ E−EBethe is calculated
as the difference of the numerically obtained approximate
value and the exact ground-state energy value obtained
from the Bethe ansatz [53, 54]. The energy obtained
by exact diagonalization of the original Hamiltonian of
Eq. (5) in the truncated Fock basis (“diag”) is found to
converge linearly with the inverse number M−1 of one-
particle basis functions in Figs. 4 and 5, which agrees
with the theoretical prediction of Eq. (38) in Sec. II E.
The transcorrelated approach (“trcorr”) is seen to gen-
erally improve upon the exact diagonalization results.
From Sec. II E we also may expect a faster convergence
rate of δE ∼ M−3 (since the two-particle ground-state
wave function is symmetric under particle exchange).
From the numerical results presented in Figs. 6 and 7
we see that this is the case asymptotically for basis sets
that are large enough to resolve the modified singular
feature of the transcorrelated wave function.
1. Correlation factor with fixed parameter kc
In Figs. 4 and 5 the data labeled with kc values are
obtained with fixed correlation factors and variable num-
ber of single-particle basis functions M . The smallest
value, kc = 2pi/L, shows significantly improved energy
errors following the power law δE ∼ M−3 for all con-
sidered basis set sizes M ≥ 5. Increasing the correla-
tion factor cutoff kc leads to an overall smaller correla-
tion factor due to fewer Fourier components contributing,
and an associated smaller length scale for its real-space
version u(x) of Eq. (11). Unsurprisingly, the smaller
correlation factors are less effective in reducing the en-
ergy error for the small (fixed-size) basis sets. How-
ever, when the number of single-particle functions M
is increased, all curves collapse onto the same asymp-
totic power-law with δE ∼ M−3. From our numerical
data we find that the correlation factor is fully effective
when kmax ' 3kc for the attractive case of Fig. 4 and
kmax ' 2kc for repulsive interactions as seen in Fig. 5,
where kmax = (M/2− 1)2pi/L determines the number of
single-particle functions M .
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2. Correlation factor with sliding parameter kc
The observation that the correlation factor is fully ef-
fective when kmax is larger than a value determined by kc
suggests that it makes sense to adjust kc with the size of
the basis set M (or, equivalently, kmax), in order to find
the smallest correlation factor necessary, for given basis
set size M , to fully reap the benefits of the accelerated
convergence of the transcorrelated approach. We thus
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Figure 6. Correlation factor with sliding parameter kc - two
particles with attractive interaction (g = −10~2/mL) with
sliding kc: the error of the approximate ground-state energy
vs. the number of one-particle basis functions M in a log–log
plot. Legend labels as in Fig. 4. “β” parameter for scaled
correlation factor of Eq. (51).
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Figure 7. Correlation factor with sliding parameter kc - two
particles with repulsive interaction (g = 10~2/mL) with slid-
ing kc: the error of the ground-state energy vs. the number of
one-particle basis functions M in a log–log plot. Legend la-
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of Eq. (51).
introduce a way of scaling the correlation factor cutoff kc
with the basis set size according to
kc = βkmax . (51)
A similar way of scaling the correlation factor with the
size of the single-particle basis set was previously sug-
gested in Ref. [52] (with fixed β = 1) in order to control
the size of the three-body term in the transcorrelated
Hamiltonian. We will discuss this issue in Secs. III C and
IIID. In Figs. 6 and 7 we show, respectively, the energy
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error obtained with this approach for different values of
β. Our data suggest that each value of β leads to a dif-
ferent power-law, until the value of β is small enough to
reach the theoretical limit with δE ∼ M−3. Reducing
the value of β further, does not change the power-law.
We also see that different values of β are needed to reach
the theoretical limit depending on the nature of the in-
teraction.
3. Comparison with the renormalization approach
Energies obtained with renormalized interaction
strength according to Eq. (49) are also shown in Figs. 2 - 7
for comparison. The renormalization method works well
for estimating the ground-state energy for two particles,
which is not surprising because the renormalized coupling
constant is determined by comparison with an exact so-
lution to a two-particle problem. We here find that the
energy error scales again as δE ∼ M−3. Even though
the scaling is the same as the transcorrelated method, we
find that the prefactors are different (leading to different
off-sets of the curves in Figs. 6 and 7). It is interesting
to note that the transcorrelated approach works better
than the renormalized one for attractive interactions but
worse for repulsive interactions. This is probably due to
the Jastrow factor resembling the bound-state wave func-
tion that dominates the ground state for attractive inter-
actions (see Fig. 1). Since the prefactor of the transcor-
related energy error certainly depends on the details of
the cutoff procedure used in Eq. (10), it could probably
be further reduced by optimizing this procedure.
4. Single-particle momentum density
In order to obtain information about the approximate
wave function, we calculate the single-particle momen-
tum density
ρσ(k) = 〈a†k,σak,σ〉, (52)
where the expectation value is taken with respect to
the finite basis set approximation of either the original
ground-state |Ψ〉 or the transcorrelated eigenstate |Φ〉,
respectively.
The results for two particles, shown in Fig. 8, are inde-
pendent of the spin σ and the sign of k. The momentum
distribution of the original ground-state |Ψ〉 shows a clear
power-law decay ∼ k−4 for almost the entire momentum
interval shown in the figure. As discussed in Sec. IIA,
this behavior is expected, since the momentum density
contains the square of the wave function, which possesses
k−2 tails as a consequence of the cusp in real space [57].
The renormalization method leads to the same power-law
for the momentum density, since the analytic properties
of the wave function are not changed.
The momentum distributions of the transcorrelated
ground-state |Φ〉 are seen to decay much faster for large
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Figure 8. Single particle momentum density ρ(k) for two
particles with attractive interactions g = −10~2/mL, with
M = 139 on a log–log scale showing the transition from the
k−4 behavior of the original Hamiltonian to the k−8 asymp-
totics of the effective Hamiltonian as an effect of the corre-
lation factor. Legend labels as in Fig. 4. Asymptotic power-
laws from approximate fits to the large-k tails as indicated.
The data from exact diagonalization with the bare interaction
(“diag”) and renormalized interaction (“renorm”) are indistin-
guishable on the scale of the plot.
k and asymptotically converge to a power-law of k−8.
This observation is consistent with the analytic results
about the smoothness of the transcorrelated wave func-
tion of Sec. IID. Improving the smoothness (differentia-
bility class) of the real-space wave function by one order
also decreases the power-law of the large-k tail in momen-
tum space by one order. Thus the C2 character of the
transcorrelated two-particle wave function implies ∼ k−4
scaling of the wave function and thus ∼ k−8 scaling of
the momentum density. The parameter kc defines an
inverse length scale characterizing the “size” of the cor-
relation factor. For larger length scales the correlation
factor does not have any significant effect and hence the
momentum density follows the original k−4 power-law
for k < kc. For smaller length scales (larger k) there is a
transition region after which the smoothing effect of the
correlation factor on the transcorrelated wave function
becomes fully effective. In this regime of the smallest
length scales (large k), the short-range correlations are
suppressed and the momentum density shows a 1/k8 de-
cay. Smaller correlation factors (corresponding to larger
kc) reach the asymptotic scaling at larger wave numbers,
which is expected because the wave-length of the basis
functions needs to be small enough to resolve the features
of the smaller correlation factor in order to take advan-
tage of the improved smoothness of the wave function.
A remarkable feature of Fig. 8 is that the momen-
tum density of the transcorrelated wave function for
kc = 20pi/L and kc = 40pi/L coincides with the mo-
mentum density of the original wave function accurately
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Figure 9. Three fermions (two spin-up and one spin-down)
with attractive interactions g = −10~2/mL: the error of the
ground-state energy vs. the number of one-particle basis func-
tionsM on a linear-log scale. The labels “diag”, “renorm” and
“tcorr” stand for the exact diagonalization, renormalization,
and transcorrelated approaches, respectively. The correlation
factor cutoff kc is linearly scaled with M according to Eq.
(51).
for the smaller values of k up to critical value that is
approximately given by kc. This means that the exact
momentum density can be extracted from Eq. (15) for
the small wave numbers already from the first term of
the expansion (16), i.e.
〈Ψ|a†kak|Ψ〉 ≈ 〈Φ|a†kak|Φ〉. (53)
Increasing kc will further increase the range of wave num-
bers (equivalently decrease the length scale) over which
the momentum density is accurately approximated.
C. Three fermions
In order to study the role of the three-body term and
the effects of approximations we need to consider more
than two particles. It is also interesting to study the effi-
cacy of renormalizing the interaction strength in a multi-
particle system, as Eq. (49) was derived considering only
two interacting particles.
We consider three spin- 12 fermions with two spin-up
and one spin-down particles with attractive interactions.
The energy error compared to the exact Bethe-ansatz
solution for the various approximations is shown in Fig.
9. Here (and in other figures), the lines connecting data
points are a guide to the eye only. Where connecting
lines are omitted in the logarithmic plot, a sign change of
the error has occurred, i.e. the approximate energy curve
crosses the exact one. The energy error from the exact
diagonalization of the original Hamiltonian (5) is shown
for reference in Figs. 9 and 11a. As expected it follows the
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Figure 10. Relevance of three-body terms - three fermions
(two spin-up and one spin-down) with attractive interactions
g = −10~2/mL with constant kc: the error of the ground-
state energy vs. the number of one-particle basis functions M
in a log-log plot. Legend labels as in Fig. 9. The label “no
3-body” means that the three-body term was omitted from
the transcorrelated Hamiltonian Eq. (45), while for “ATB”-
labelled data the three-body term is approximated as per Eq.
(47).
power-law scaling ∼ k−1. The approach of renormalizing
the interaction strength for a given basis set size by Eq.
(49) is shown in Figs. 9 and 11a, and clearly demonstrates
power-law scaling ∼ M−2. The convergence rate has
decreased by one order compared to the two-particle case.
This can be understood by the fact that the renormalized
interaction strength was determined by solving a two-
particle problem.
1. Correlation factor with fixed parameter kc: Bias from
the approximation of the three-body term
Results from the transcorrelated approach with fixed
cutoff parameter kc are shown in Fig. 10. Since we are
not including the full three-body terms in our diagonal-
ization procedure, the results converge to a finite value,
which quantifies the contribution of the neglected three
body terms. It can be seen that the approximate in-
clusion of the three-body term as per Eq. (47) (labelled
“ATB”) leads to smaller errors than the complete neglect
of three-body contributions [“no 3-body”; Eqs. (45) and
(46) with Qkk′ = 0]. By increasing the value of kc, the
three-body error decreases dramatically providing a more
accurate approximation for the energy. This can be un-
derstood as follows: increasing kc reduces the length scale
associated to the correlation factor and with it the range
of the newly generated terms in the effective Hamilto-
nian, including the three-body term. In a dilute gas, the
significance of the three-body terms thus diminishes.
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Figure 11. Power-law convergence with sliding correlation pa-
rameter kc - three fermions (two spin-up and one spin-down)
with attractive interactions g = −10~2/mL: the error of the
ground-state energy vs. the number of one-particle basis func-
tions M in a log-log plot. Legend labels as in Fig. 9. The
label “no 3-body” means that the three-body term was omit-
ted from the transcorrelated Hamiltonian Eq. (45), while for
“ATB”-labelled data the three-body term is approximated as
per Eq. (47). Where these labels are not indicated the results
of the two approaches are indistinguishable from each other
on the scale of this plot.
2. Correlation factor with sliding parameter kc: Treatment
of the three-body term
We may expect that scaling the parameter kc of the
correlation factor with the size of the basis set as per Eq.
(51) is a way to asymptotically eliminate the error in-
troduced by neglecting or approximating the three-body
term and converge to exact results. Figs. 9 and 11 show
that this is indeed the case (and a similar observation was
previously made in Ref. [52]). Data for different values
of the scaling factor β in Eq. (51) all show algebraic con-
vergence to the exact ground-state energy. The numeri-
cally extracted power-law exponents vary, with generally
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Figure 12. Single particle momentum density ρ↓(k) for the
minority spin component for three fermions (two spin-up, one
spin-down) with attractive interactions of g = −10~2/mL and
M = 139 on a log-log scale. Labels as in Fig. 9. Asymptotic
power laws from approximate fits to the large-k tails as in-
dicated. The data from exact diagonalization with the bare
interaction (“diag”) and renormalized interaction (“renorm”)
are indistinguishable on the scale of the plot.
a smaller value of β resulting in faster convergence in the
asymptotic (largeM) regime. As in the case for two par-
ticles in Fig. 6, the fastest convergence is reached with
β ≤ 13 yielding the approximate power law δE ∼ M−3.
As seen in Fig. 11b, decreasing the factor β below this
value does not yield a further improvement of the asymp-
totic power law, but on the other hand, leads to larger
errors for smaller basis sets (due to the smaller correla-
tion factor being less effective in capturing pair correla-
tions). It is also seen from the data in Fig. 11 that the
approximate treatment of the three-body term (“ATB”)
of Eq. (47) does not change the asymptotic power law,
or even the value of the energy error in the asymptotic
regime, but it does improve the energy error for smaller
basis sets. We conclude that the value of β = 13 and the
inclusion of approximate three-body terms gives the best
performance.
3. Single-particle momentum density
The single-particle momentum density ρ↓(k) is shown
in Fig. 12 and shows similar features as seen in the
two-particle case of Fig. 8. The original ground-state
wave function for three fermions leads to a ∼ k−4 alge-
braic decay of the momentum density as in the case of
two particles, or more generally, for the Bose gas [57].
The transcorrelated ground-state |Φ〉, however, asymp-
totically decays as ∼ k−6, which is slower by two orders
than in the two particle case. This observation suggests
that the wave function has the differentiability class C1,
i.e. is less smooth by one order than the two-particle wave
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function. This result provides further evidence for the
conclusion of Sec. IID that the transcorrelated fermionic
multi-particle wave function is C1.
The remarkable result from the numerical investigation
of the three-fermion system is that the ground-state en-
ergy convergence ∼M−3 is faster than expected from the
analytical estimates of Sec. II E 2. The analytical argu-
ments as well as the numerical analysis of the momentum
density of the transcorrelated wave function indicate that
the large momentum asymptotics scale as Φ(k) ∼ k−3,
which, by Eq. (43), should lead to an energy error scaling
as δE ∼ M−2. The faster-than-expected convergence of
the transcorrelated energy is well supported by the data
shown in Fig. 11 and comes as a pleasant surprise.
D. Six fermions
We also examined the spin-balanced six-particle sys-
tem in order to study the convergence properties for the
larger particle number. Figs. 13-16 show the convergence
of the energy error for attractive and repulsive interac-
tions, respectively. The picture for the convergence rates
of the different approximations is largely consistent with
the results for three fermions. Exact diagonalization of
the original Hamiltonian yields an M−1 convergence, as
expected, and also the convergence rate of M−2 for the
renormalization approach has not changed compared to
three particles. This confirms that the faster convergence
of the renormalization method in the two-particle system
is a special case.
The transcorrelated approach with scaled correlation
factor cutoff kc is also here seen to converge algebraically
towards the exact ground-state energy, even though the
three-body terms have been either approximated or fully
omitted. The results indicate that a scaling factor of
β = 12 is sufficient to reach optimal convergence of the
energy error. This indicates that the required β-factor
for optimal convergence has no strong dependence on the
particle number. The six-particle results also confirm the
faster-than-expected M−3 scaling of the transcorrelated
approach that we already saw for the three-particle and
two-particle cases.
IV. CONCLUSION AND OUTLOOK
We have constructed an effective Hamiltonian based
on a transcorrelated transformation that replaces the
singular contact interaction by less singular, but non-
Hermitian terms, which also include artificial three-body
interactions. We have shown that an explicit treatment
of the three-body terms can be avoided, while neverthe-
less achieving fast convergence to the exact results by
scaling the correlation factor with the size of the single-
particle basis. This scaling is controlled with the pa-
rameter β through Eq. (51) and effectively reduces the
error due to neglected three-body terms when the basis
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Figure 13. Six fermions (three spin-up and three spin-down)
with attractive interactions g = −10~2/mL: the error of the
ground-state energy vs. the number of one-particle basis func-
tions M on a linear-log scale. Labels as in Figs. 9 and 11.
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Figure 14. Six fermions (three spin-up and three spin-down)
with repulsive interaction g = 10~2/mL: the error of the
ground-state energy vs. the number of one-particle basis func-
tions M on a linear-log scale. Labels as in Figs. 9 and 11.
set is increased by reducing the size of the correlation
factor. While small values of β will lead to the optimal
asymptotic scaling of the error for large basis sets, larger
values will lead to improved benefits of the correlation
factor for smaller basis set but compromise the asymp-
totic scaling beyond an optimal value. The optimal value
of β was seen to depend weakly on the sign of the inter-
action strength and may also depend on the value.
Including the full three-body terms would allow one to
achieve unbiased results for a Fock-space diagonalization
even for fixed-size correlation factors. This could poten-
tially be useful for reducing the amount of correlation
in the effective Hamiltonian, which may be beneficial for
the convergence of stochastic or approximate approaches.
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Figure 15. Power-law convergence with sliding correlation pa-
rameter kc - six fermions (three spin-up and three spin-down)
with attractive interactions g = −10~2/mL: the error of the
ground-state energy vs. the number of one-particle basis func-
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Figure 16. Power-law convergence with sliding correlation
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down) with repulsive interaction g = 10~2/mL: the error of
the ground-state energy vs. the number of one-particle basis
functions M on a log-log scale. Labels as in Figs. 9 and 11.
Our numerical results indicate that the transcorrelated
method improves the convergence of the energy from
M−1 of the exact diagonalization of the original Hamil-
tonian to M−3, where M is the number of single-particle
basis functions. For two particles we could show that
the faster convergence rate originates in the improved
smoothness of the transcorrelated wave function from C0
of the original cusp-like wave function to C2. For more
than two spin- 12 fermions, where the smoothness of the
wave function improves only to C1, the convergence rate
is not yet fully understood.
We have also examined an alternative approach based
on a simple renormalization of the interaction constant.
While not affecting the smoothness of the wave function,
this approach improves the convergence rate of ground-
state energies by one order to M−2.
Based on such promising results for the ground state
of the one-dimensional homogeneous gas, it will be in-
teresting to examine the efficiency of the transcorrelated
approach in a trapped system or for excited states, where
the presence of a cusp at the two-particle coalescence
causes slow convergence [11]. Due to the non-Hermitian
nature of the transcorrelated Hamiltonian, care must
be taken when choosing an appropriate excited state
method, but exact diagonalization approaches, for exam-
ple, are well suited. In future work we also would like to
investigate two- and three-dimensional systems, as well
as extending the treatment of the three-body terms to
include all six-index interaction terms, where we expect
improvements even more significant than those found in
the present study.
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Appendix A: Evaluation of the infinite sum in Eq.
(46)
The infinite summation is easier to evaluate if we make
the substitutions k = 2pin/L, k′ = 2pin′/L and kc =
2pinc/L into the sum as
W
(
2pin
L
)
=
L2
a2pi2
|n′|,|n−n′|≥nc∑
n′
1
n′
1
n− n′ , (A1)
where the summation index is integer.
Let us first consider the case n = 0, where the sum is
symmetric to the swap of the sign of n′. Therefore, we
can write Eq. (A1) in the following way:
W (0) = − 2L
2
a2pi2
∞∑
n′=nc
1
n′2
. (A2)
Using the identity of
∑∞
n′=1 = pi
2/6, we can expand Eq.
(A2) with finite summations, as
W (0) = − 2L
2
a2pi2
(
pi2
6
−
nc−1∑
n′=1
1
n′2
)
.
Now let us consider the case n > 0. If n < 2nc we get
16
the following expression:
W
(
4pinc
L
>
2pin
L
> 0
)
= (A3)
L2
a2pi2
( −nc∑
n′=−∞
1
n′
1
n− n′ +
∞∑
n′=n+nc
1
n′
1
n− n′
)
,
which is supplemented by an additional term, if n ≥ nc,
as
W
(
2pin
L
≥ 4pinc
L
)
=
L2
a2pi2
( −nc∑
n′=−∞
1
n′
1
n− n′ + (A4)
+
∞∑
n′=n+nc
1
n′
1
n− n′ +
n−nc∑
n′=nc
1
n′
1
n− n′
)
.
Let us consider first Eq. (A3), and swap the sign of
n′ in the first sum and merge all the terms, where n′ is
larger than n+ nc,
W
(
4pinc
L
>
2pin
L
> 0
)
= (A5)
L2
a2pi2
(
−
n+nc−1∑
n′=nc
1
n′
1
n+ n′
+
+
∞∑
n′=n+nc
1
n′
(
1
n− n′ −
1
n+ n′
)
︸ ︷︷ ︸
2
n2−n′2
)
.
The digamma function ψ(x), can be used to simplify the
sum above by using the following identities:
∞∑
n′=a
1
n2 − n′2 =
ψ(a− n)− ψ(a+ n)
2n
, (A6)
b∑
n′=a
1
n′
1
n+ n′
= (A7)
ψ(1 + b) + ψ(a+ n)− ψ(1 + b+ n)− ψ(a)
n
,
which can be derived from the series expansion of the
digamma function as
ψ(x) = −γ +
∞∑
l=0
x− 1
(l + 1)(l + x)
.
Using Eqs. (A6) and (A7), Eq. (A5) can be written in
the following form:
W
(
4pinc
L
>
2pin
L
> 0
)
= (A8)
2L2
a2pi2n
(ψ(nc)− ψ(n+ nc)) .
By using the following property of the digamma function:
ψ(x+ 1) = ψ(x) +
1
x
,
equation (A8) can be written in the following numerically
treatable form:
W
(
4pinc
L
>
2pin
L
> 0
)
= − 2L
2
a2pi2n
n+nc−1∑
n′=nc
1
n′
.
In the case of n ≥ 2nc and n < 0, with a similar deriva-
tion, we got the following expressions:
W
(
2pin
L
≥ 4pinc
L
)
= − 2L
2
a2pi2
(
1
n
n+nc−1∑
n′=nc
1
n′
−
− 1
2
n−nc∑
n′=nc
1
n′
1
n− n′
)
,
W
(
−4pinc
L
<
2pin
L
< 0
)
=
2L2
a2pi2n
nc−n−1∑
n′=nc
1
n′
,
W
(
2pin
L
≤ −4pinc
L
)
=
2L2
a2pi2
(
1
n
nc−n−1∑
n′=nc
1
n′
+
+
1
2
−nc∑
n′=nc−n
1
n′
1
n− n′
)
.
The asymptotic expression ofW
(
2pin
L
)
for large n can be
also given,
W
(
2pin
L
)
=
2L2
a2pi2|n| ln(|n|) + O
(
1
n2
)
, (A9)
where we use the following asymptotic expression of the
digamma function,
ψ(x) = ln(x) + O
(
1
x
)
.
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