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PREFACE 
Several descent methods have recently been proposed for 
minimizing smooth compositions of max-type functions. The 
methods generate many search directions at each iteration. 
It is shown here that a random choice of only two search 
directions at each iteration suffices to retain convergence 
to in£-stationary points with probability 1. Use of this 
technique may significantly decrease the effort involved in 
quadratic programming and line searches, thus allowing effi- 
cient implementations of the methods. 
This paper is a contribution to research on non-smooth 
optimization currently underway in the System and Decision 
Sciences Program. 
A.B. Kurzhanskii 
Chairman 
System and Decision 
Sciences Program 

1. Introduct ion 
We a r e  concerned with methods f o r  minimizing a nondifferen- 
t i a b l e  and nonconvex funct ion f  : RN-c R of t h e  f  o m  
f ( x ]  = g ( x ,  max h ( x ) ,  ..., max hjM(x) ) ,  
j E J1 j l  1 JM 
N 
where t h e  funct ions g : RN* RM + R and hj i  : R + R a r e  continu- 
ously d i f f e r e n t i a b l e ,  and I : = l , . . . , M  and Ji, i~ I ,  a r e  non- 
empty f i n i t e  s e t s  of indices .  Such funct ions abound i n  applica- 
t i o n s  (e .g .  minimax problems, l1 and 1- approximation problems, 
exact  penalty methods) and have been s tudied  i n  severa l  papers; 
see ,  f o r  ins tance ,  Auslender (1981),  Ben-Tal and Zowe (1982)~  
Bertsekas (1977),  F le tcher  (1981),  Papavassilopoulos (1981).  
Most of t he  pa s t  works assumed t h a t  t h e  funct ion g(x ,y l ,  
. . . ,yM) i s  nondecreasing with respect  t o  each y i s  I. I n  i' 
t h i s  case  t he  de r iva t i ve  
of f  a t  x  i n  a  d i r e c t i o n  d e RN i s  a convex funct ion of d , 
and t h i s  f a c i l i t a t e s  t h e  development of both necessary optima- 
l i t y  condit ions (Ben-Tal and Zowe (1982))  and descent  methods 
(Auslender (1981),  Kiwiel (1984a),  F le tcher  (1981 ) ) .  The appro- 
ach of Bertsekas (1977) and Papavassilopoulos (1981),  which is  
based on augmented Lagrangians, r equ i res  some other  assumptions 
which may be d i f f i c u l t  t o  ve r i fy  a  p r i o r i .  
When g ( x t m )  f a i l s  t o  preserve order ,  f ' ( x ; d )  can be ex- 
pressed a s  a  d i f f e r ence  of two convex funct ions of d (Demyanov 
and Rubinov (1983)] ,  and hence f (x+d) - f (x )  cannot be approxi- 
mated by j u s t  one simple convex funct ion of d .  Therefore t h e  
descent methods of Demyanov e t  a l .  (1983) and Kiwiel (1984b) 
const ruct  a t  each i t e r a t i o n  severa l  convex models of f ( x + * ) -  
f ( x )  f o r  f inding severa l  search d i r ec t i ons .  Then l i n e  searches 
along a l l  t h e  d i r ec t i ons  produce t h e  next  approximation t o  a  
so lu t ion .  
Of course,  c a l cu l a t i ng  many search d i r ec t i ons  through qua- 
d r a t i c  programming may requ i re  much work. Also performing seve- 
r a l  one-dimensional minimizations (~emyanov e t  a l .  (1983) )  re- 
qu i r e s  many funct ion evaluat ions ,  even though t h i s  e f f o r t  can be 
decreased i f  Armijo-type c o n t r a c t i o n s  a r e  used ( K i w i e l ,  1984b).  
This paper shows t h a t  a  random choice  of on ly  two sea rch  
d i r e c t i o n  f ind ing  subproblems among t h e  cand ida te  subproblems 
a t  each i t e r a t i o n  s u f f i c e s  f o r  r e t a i n i n g  wi th  p r o b a b i l i t y  1 
(w.p. 1) convergence of descent  methods t o  i n f - s t a t i o n a r y  po in t s  
of f ,  i .e .  p o i n t s  x s a t i s f y i n g  the necessary cond i t ion  of mini- 
ma l i ty  
C lea r ly ,  enploying only two sea rch  d i r e c t i o n s  a t  each i t e r a t i o n  
may decrease  s i g n i f i c a n t l y  t h e  work involved i n  q u a d r a t i c  pro- 
gramming and l i n e  sea rches  of t h e  methods i n  Demyanov e t  a l .  
(1983) and K i w i e l  (1984b) ,  t hus  enabl ing  t h e i r  e f f i c i e n t  imple- 
mentat ions .  
I t  is worth observing t h a t  t h e  ideas  of t h i s  paper may be  
r e a d i l y  incorpora ted  i n  t h e  methods of Demyanov e t  a1.(1983)  
and K i w i e l  (1984 c )  f o r  so lv ing  cons t ra ined  minimization prob- 
lems with  func t ions  of the form (1.1), o r  wi th  pointwise  maxi- 
ma of such func t ions .  W e  hope, t h e r e f o r e ,  t h a t  t h e  technique of  
randomization introduced he re  w i l l  prove u s e f u l  i n  implementing 
many o t h e r  a lgori thms f o r  q u a s i d i f f e r e n t i a b l e  opt imiza t ion .  W e  
i n t end  t o  pursue t h i s  s u b j e c t  , inc luding  numerical experiments, 
i n  the' near  f u t u r e .  
The paper is  organized a s  fol lows.  I n  Sec t ion  2 w e  modify 
t h e  a lgori thm of K i w i e l  (1984 b ) .  Its convergence w.p.1 is  es- 
t a b l i s h e d  i n  Sec t ion  3. Sec t ion  4 d e s c r i b e s  randomized curv i -  
l i n e a r  searches .  F i n a l l y ,  w e  have a  conclusion s e c t i o n  
R~ denotes  the N-dimensional Euclidean space wi th  t h e  usu- 
a l  i nne r  product and the assoc ia t ed  norm I * ] .  Super- 
2 
s c r i p t s  a r e  used t o  denote  d i f f e r e n t  v e c t o r s ,  e .g .  x1 and x , 
A l l  vec to r s  a r e  row vec to r s .  
2 .  Deriva t ion  of t h e  method 
I n  o rde r  t o  make t h e  paper more se l f -conta ined ,  w e  s h a l l  
now review t h e  method of K i w i e l  (1984b).  
The h e a r t  of t h e  method i s  the model of f ( x + t d ) - f ( x )  f o r  
p r e d i c t i n g  t h e  e f f e c t  of  moving from a p o i n t  x c R N  t o  t h e  next 
p o i n t  x+td a long  a  d i r e c t i o n  d  E R ~  w i t h  a s t e p s i z e  t > 0. 
W e  s t a r t ,  t h e r e f o r e ,  by r e c a l l i n g  t h e  p r o p e r t i e s  of f l ( x ; d )  
(see, e.g .  Demyanov and Rubinov ( 1 9 8 3 )  f o r  d e t a i l s ) .  W e  s h a l l  
use  t h e  fol lowing n o t a t i o n  
h i ( x )  = m a x  h j i ( x )  f o r  i e I ,  
j c J i  
For z = ( x , y )  E R~ * R~ w e  denote  by v g ( x , y )  t h e  N-vector 
( )  . . . ( z  w e  %(xty)  denotes  % ( z ) ,  i E I .  
a z1 a Z~ a Y i  a Z i + ~  
L e t  
N a x  ( ~ h ( )  f o r  a 1  x  E R  t i E I ,  
a Y i  
b(x) .  = v g ( x , h ( x ) )  f o r  a l l  x. 
Then from ~ a y l o r ' s  expansion 
= < b ( x )  ,d > + c ai(x)max Vhji(x) ,d r , 
~ E I  j E J i b )  
so  t h a t  
f f ( x ; d )  = < b ( x ) , d > +  c max < a i ( x )  vh . .  (x )  ,d > + 
i E I+(x) j E J i ( x )  3 1  
+ C min < a i ( x ) v h .  . ( x )  ,d > , 
i c I - (x) j E J ~ ( x )  3 1  
where 
and t h e  summation over  an empty index set y i e l d s  zero .  There- 
f o r e  
f 1 ( x ; d )  =. m a x i  v , d  > + min < w,d > , 
v E A ( X )  w E B ( X ) .  
where 
A(x) = {v : v==b(x)+ C a i ( x ) v h j i ( x )  f o r  some j  € J i ( x ) } ,  
i E I+(x) 
B(x). = {W : W= a i ( x ) v h . .  (x )  f o r  some j E J i ( x ) } .  (2 .2 )  
i E I-(x) 3 1  
Observe t h a t ,  i n  gene ra l ,  f f ( * , d )  is  discont inuous  because 
A ( * )  and ~ ( 0 )  may change ab rup t ly  i f  s o  do ~ ~ ( 8 ) .  Changes i n  
I + ( - )  and I do n o t  i n t roduce  d i s c o n t i n u i t i e s  i n  f f ( * ; d ) ,  
s i n c e  each i may e n t e r  o r  l e a v e  I + ( * )  o r  I only wi th  
a i ( - )=O,  whereas b(*), a i ( * )  and Y h . . ( * )  a r e  cont inuous.  
3 1  
L e t  us now analyze a lgor i thmic  impl i ca t ions  of t h e  discon-  
t i n u i t y  of f f  ( * ; d ) .  Suppose t h a t  our a lgori thm has  a r r i v e d  a t  
some p o i n t  x  c l o s e  t o  a  non-sta t ionary p o i n t  x s a t i s f y i n g  
f ( 2 ; Z )  < 0 f o r  some 3. (2 .3)  
I n  o rde r  f o r  t h e  a lgor i thm n o t  t o  jam up around x , it should b e  
a b l e  t o  f i n d  a  d i r e c t i o n  d ( " c l o s e "  t o  z, s a y )  and a  s t e p s i z e  
t >  0 such t h a t  it can move away from t o  t h e  nex t  p o i n t  x+ td  
wi th  a  s i g n i f i c a n t l y  lower o b j e c t i v e  va lue .  To t h i s  end, s i n c e  
(2 .3 )  is equ iva len t  t o  
- - - 
rnax < v , x >  + <  w,d > < 0 f o r  some d E R ~ ,  ; ~ ~ ( j l ) ,  ( 2 . 4 )  
v € A(:) 
t h e  a lgor i thm needs a t  x some model f o r  approximating t h e  va lue  
of 
max < v,d > + < w,d > f o r  w E B ( ~ )  (2 .5)  
v  E A ( ~ )  
a s  a  func t ion  of d  e R N .  C l e a r l y ,  f f  ( x ; - )  can ha rd ly  s e r v e  a s  
such a  model, s i n c e  it depends only on ~ ( x )  and ~ ( x ) ,  which 
may r e p r e s e n t  only p a r t  of A(Z) and ~ ( 2 )  even when x is  
c l o s e  t o  Z .  
For t h e s e  reasons ,  t h e  a lgor i thm of K i w i e l  (1984b) approxi-  
mates. ( 2 . 5 )  w i th  t h e  family of func t ions  
A 
f ( d ; x , w , d ) = < b ( x ) , d  > +  c ai(x)max [h.  . (XI-h i (x)  + 
i E I+(x) j  E Jibf 6 )  11 
+ < v h j i  ( x ) , d > ] + < w , d >  f o r a l l  d  
parametrized by w i n  
where t h e  use of 
with a f ixed  "an t i c ipa t ion"  to le rance  6 > 0 may p r e d i c t  changes 
of Ji( a )  around x .  Indeed, by con t inu i ty ,  we have J i ( i i ) ~ ~ i ( ~ ,  6 )  
i f  x is c l o s e  t o  x. Note t h a t  each ?(d;x,w,6I with w E B ( x )  
A 
approximates f t ( x ; d )  from above. Also t h e  models f (d ;x ,w,b)  
y i e l d  c o r r e c t  approximations t o  ( 2.51 when x is c l o s e  t o  x 
and Id[  i s  small ,  s i n c e  f o r  such d t h e  terms involving 
j E J ~ ( ; )  \ J i ( x r  6 ) may he  neglected.  
In  order  t o  " a n t i c i p a t e "  ( 2 . 4 ) ,  t h e  algori thm f i n d s  f o r  
each w E B ( X , G )  a d i r e c t i o n  d(w) t o  
h 1 
minimize f (d ;x ,w,  )+21d12 over a l l  ~ E R ~ ,  (2.71 
where t h e  term ld 1 2 / 2  ensures  t h a t  d(w) s t a y s  i n  t h e  region 
h 
where f ( * ; x , w , b )  may be c l o s e  t o  f (x+m)- f (x ) .  Indeed, Id(w)l  
cannot be very l a r g e ,  s i n c e  
d(w) = - [b(x)+ c a i ( x )  1 x j i b ]  vhj i (x)]  (2 .8a)  
i E I+(x) J i ( x t 6 )  
f o r  some 
( w ) O  f o r  j ~ J ~ ( x , 6 ) ,  L 
3 1 A j i ( ~ ) = l ,  f o r  i E I+(x) j f J i ( x t 6  1 
(2 .8b)  
( s e e ,  e.g.  Kiwiel (1984a) l .  
Note t h a t  each d(w) with w E B ( X )  is a descent  d i r e c t i o n  
f o r  f  a t  x i f  d(w)#O, s i n c e  
A 
so  t h a t  f t ( x ; d ( w ) )  5 f (d(w) ;x ,w,6]  < 0 .  Of course,  f o r  
w € B ( x , 6 )  \B(x) .  w e  may have f ( x + t d ( w ) )  . f ( x )  f o r  a l l  small  
t >  0 .  However, f o r  l a r g e r t  it may happen t h a t  f ( x + t d ( w ) )  < f ( x )  
when w becomes c l o s e  t o  B(x+td (w) ) .  Therefore,  t h e  method of 
Kiwiel (198413) searches f o r  a s t e p s i z e  t by computing f (x+ td (w) )  
f o r  a l l  w ~ B ( x , 6 ) .  We s h a l l  now desc r ibe  a modif icat ion which 
uses only two search  d i r e c t i o n s .  
Algorithm 2 .1 .  
1 N Step 0 ( ~ n i t i a l i z a t i o n ) .  S e l e c t  a s t a r t i n g  po in t  x E R , an anti-  
c i p a t i o n  t o l e r a n c e  d > 0  and a l i n e  search .  parameter m > 0. 
S e t  k= l .  
k  S t e p  1 (Descent d i r e c t i o n  f i n d i n g ) .  For each w ~ B ( x  1 ,  f i n d  
k  d(w) from t h e  s o l u t i o n  (d (w) ;u i (w) ,  i e I + ( x  ) )  t o  t h e  qua- 
d r a t i c  programming subproblem wi th  x=x k  
1 2  
min Tldl  + < b ( x ) , d  > +  E ai(x)ui+ < w,d z , 
d tu i  i E I + ( x )  (2.91 
s.t .  h . .  ( x ) - h i ( x ) +  < v h j i ( x ) , d  r s u i  f o r  j E J i ( x , 6 )  , 
3 1  
i E I + ( x ) .  
k  Step.  2 (S topping  c r i t e r i o n ) .  I f  d(w)=O f o r  a l l  W E B ( X  ) ,  
k  t e rmina t e .  Otherwise,  set  B  ={w) f o r  some w such t h a t  d(w)#O, 
and cont inue .  
S t e p  3 (Add i t i ona l  d i r e c t i o n  f i n d i n g ) .  D r a w  w a t  random from 
k  B ( x  , 6  ) \ B~ according t o  a uniform d i s t r i b u t i o n .  Find d(w)  by 
s o l v i n g  (2.9 ) . Augment B~ wi th  w and set  
S t e p  4 ( S t e p s i z e  s e l e c t i o n ) .  ( i )  S e t  t=l. 
k k  (ii) Find w i n  B  t h a t  y i e l d s  t h e  s m a l l e s t  v a l u e  of f ( x  + 
td(w11 
(iii) I f  
set  tk=t, xk+l=xk+td(w) and go t o  S tep  5; o the rwi se ,  r e p l a c e  
t by t / 2  and go t o  S t e p  4 ( . i i ) .  
S t e p  5.  Inc rease  k  by 1 and go t o  S t e p  1. 
The a lgor i thm cannot  c y c l e  i n f i n i t e l y  a t  S t e p  4 ,  s i n c e  S t ep  
k  k  4 i s  always e n t e r e d  w i t h  ; E B ( X  ) such t h a t  f  (x ;d(G) ) < 0. 
Hence t + O  would l e a d  t o  
k  k  f  (xk;d(;) ) l i m  i n f  [min f  ( x  +td(w)  )-f ( x  ).]lt l i m  mtuk=O, 
t t o  WEB k  t + O  
a c o n t r a d i c t i o n .  
I f  w e  computed d(w)  f o r  a l l  w &B(xk,  6 ) and r ep l aced  Bk 
by B ( x k , 6 )  i n  t h e  a lgo r i t hm,  we would o b t a i n  t h e  method of 
K i w i e l  (1984b).  Since 
can be l a r g e  even when each I J i (x ,6 ) I  is sma l l ,  us ing only two 
sea rch  d i r e c t i o n s  may decrease  t h e  computational e f f o r t  by a  l a r -  
ge  f a c t o r .  
I n  o rde r  t o  b e t t e r  understand t h e  a lgor i thm,  cons ider  t h e  
example 
f ( x ) = ( x 1 3 - m a x i . 0 , - x )  f o r  X P R  
1 k  
wi th  x  =0.1, b=+- and m=0.1. I f  t h e  a lgor i thm used only B ={O) 
f o r  a l l  k  ( a s  it would i f  6 were zero) . ,  then  w e  would have d ( 0 ) =  
-3(xk)  wi th  xk converging t o  Z=O, which i s  nons ta t ionary .  Ho- 
k  
wever, even one occurance of B ={ 0 , l )  produce% d (  1 ) =- ( 1 + 
k  2 - 3 ( x  ) ) ,  which enables  the a lgor i thm t o  "jump" over x=O t o  
X 
k  k+l < 0 ,  and then  cont inue  wi th  x  + -a. 
3. Convergence 
I n  t h i s  s e c t i o n  w e  s h a l l  e s t a b l i s h  g l o b a l  convergence of 
t h e  a lgor i thm w.p.1. I n  t h e  absence of convexi ty ,  w e  w i l l  con- 
t e n t  ourse lves  with  f i n d i n g  an i n f - s t a t i o n a r y  p o i n t  f o r  f .  
W e  s t a r t  by r e c a l l i n g  from K i w i e l  (1984b) t h e  p r o p e r t i e s  of 
s ea rch  d i r e c t i o n s  generated around nons ta t ionary  p o i n t s .  
- - 
Lemma 3.1. Suppose t h a t  x e R N ,  y t ~ ( ; )  and d € R N  are such 
- 
t h a t  ?(&F,;, 0 )  < 0. Then t h e r e  e x i s t  E > 0  and neighborhoods 
~ ( 5 )  and s(;) of x and w , r e s p e c t i v e l y ,  such t h a t  
- 
f r ( x ; d ( x , w ) )  l-E f o r  a l l  x E S ( X ) ,  w E S ( W ~ ,  (3.1.) 
- 
Id(xtw) L E f o r  a l l  x E S ( X ) ,  w E S ( W ] ,  (3 .2)  
where d(x ,w)  denotes  t h e  s o l u t i o n  of ( 2 . 7 ) .  
- - A - -  
I n  p a r t i c u l a r ,  s i n c e  f t ( x ; d )  5 f(d;x,w,O) f o r  W E B ( ; ; ) ,  
the above lemma shows t h a t  t h e  a lgor i thm f i n d s  a t  l e a s t  one des- 
c e n t  d i r e c t i o n  f o r  f  a t  xk i f  and only i f  xk is nonstat ionary.  
Hence w e  have 
Lemma 3.2. Algorithm 2.1 t e rmina te s  a t  t h e  k-th i t e r a t i o n  i f  
and only i f  xk is i n f - s t a t i o n a r y  f o r  f .  
Our main r e s u l t  is 
Theorem 3.3. Every accumulation p o i n t  of an i n f i n i t e  sequence 
{xk] genera ted  by Algorithm 2.1 is i n f - s t a t i o n a r y  f o r  f  w.p.1. 
Proof .  S t r i c t l y  speaking,  each sequence (xk l  genera ted  by t h e  
a lgor i thm should be considered as a r e a l i z a t i o n  ( t r a j e c t o r y )  of a 
random process  wi th  d i s c r e t e  t ime de f ined  on a s u i t a b l e  probabi- 
l i t y  space.  For b r e v i t y ,  w e  s h a l l ,  however, s u p r e s s  t h e  depend- 
ence of {xk3 on elementary even t s .  
Suppose t h a t  t h e r e  exist x E R~ and an  i n f i n i t e  set 
- 
Kc 2 . such t h a t  xk x. For contradiction purposes, assu- 
m e  t h a t  x is  nons ta t iona ry .  By Lemma 3.1, there exist w E B ( ~ )  
- 
and e > 0 such t h a t  ( 3 . 1 )  and (3.2.) hold f o r  some s(;) and 
- 
s (;) . Since  xk 3 x and 6 r 0 is f i x e d ,  an elementary con- 
t i n u i t y  argument based on (2.61, impl ies  t h a t  
B ( x k l 6 ) n ~ ( i j ) + O  f o r  a l l  l a r g e  k e K ,  
k k k k  
s o  t h e r e  exist w E B ( X ~ , G )  and d =d(x  ,w ) such t h a t  
- 
f (x ;dk )  - f o r  a l l  l a r g e  k e K ,  (3 .3 )  
- [dk l  > E f o r  a l l  l a r g e  ~ E K .  (3 .4 )  
L e t  n, b e  such t h a t  I B ( X , B ) ~  s n B  f o r  a l l  x. Since  nB is 
- 
f i n i t e  and xk -% x, ( 2.8) impl ies  t h e  e x i s t e n c e  of u < 0 such 
- k 2 t h a t  f o r  a l l  k € K  one has  u s - l d ( x  , w ) l  5 0  f o r  a l l  wrB(xk,6 ). 
k k Then u s u  1 0  f o r  a l l  ~ E K  from ( 2 . 1 0 ) .  Moreover, i d  l k E K  is 
bounded, s o  one may use  Taylor's expansion as i n  Demyanov e t  a l .  
(1983) t o  show t h a t  
where o ( t , k ) / t +  0 a s  t + O  uniformly w i t h  r e s p e c t  t o  k E K .  
h - Hence, by ( 3 . 3 ) ,  f o r  any f i x e d  E E ( 0 , ~ )  t h e r e  i s  t ( z )  > 0 
such t h a t  
k f ( z + t d  ] r f ( z ) - ; t  f o r  a l l  t ~ [ o , t ( ; ) ]  and l a r g e  k e K .  
( 3 . 5 )  
k K -  Next, s i n c e  x  -a x ,  k  } k e ~  i s  bounded and f  i s  c o n t i -  
nuous, f o r  any E > O  w e  have 
f o r  a l l  t e LO,  t ( ; )I and l a r g e  k  E K .  L e t  us choose r such t h a t  
- 
t h e  i n t e r v a l  [L( E ) t ( ~ ) ]  of s o l u t i o n s  t o  t h e  i n e q u a l i t y  
con ta ins  1 ~ 2 ~  f o r  some i z 0. This i s  p o s s i b l e ,  s i n c e  [&( E )  , 
- 
f( E ) I +  [0 ,-rJmii] a s  E + O .  Then t = l J ~ ~  s a t i s f i e s ,  by ( 3 . 5 ) -  
- ( 3 . 7 ) a n d t h e f a c t t h a t  u s u k  f o r  k c K ,  
f  (xk+~dkdk] 5 f  (xk)  + m ( ~ )  2uk f o r  a l l  l a r g e  k  r K  . (3 .8 )  
k  Suppose t h a t  w E Bk f o r  i n f i n i t e l y  many k  E K .  For such 
k ,  ( 3 . 4 )  and (2.10)  y i e l d  
whereas ( 3.8 ) and t h e  cons t ruc t ion  of tk > F imply 
C lea r ly ,  (3 .91  and (3 .10)  cannot hold s imultaneously f o r  i n f i n i -  
t e l y  many k t  s i n c e  f  (xk) + f  (z) from t h e  c o n t i n u i t y  of f  and 
t h e  f a c t  t h a t  xk x w i t h  f ( x k + l ) < f ( x k )  f o r  a l l  k.  
k Thus w e  need only cons ider  t h e  case  when w E B ( xk, G ) \ B k 
f o r  a l l  l a r g e  ~ E K .  But t h i s  event  has  p r o b a b i l i t y  0 ,  s i n c e  
f o r  each k  E K t h e  p r o b a b i l i t y  t h a t  wk e n t e r s  Bk a t  S tep  3  is 
- 
no t  less than l / n B .  Therefore ,  x  is i n f - s t a t i o n a r y  w.p.1. 
4 .  Modif icat ions  
S tep  1 of Algorithm 2 . 1  r e q u i r e s  t h e  s o l u t i o n  of lB(xk) 1 
quadra t i c  programming subproblems i n o r d e r  t o  f i n d  j u s t  one des- 
c e n t  d i r e c t i o n .  Since ]B(xk l  1 may be  l a r g e ,  i n  g e n e r a l ,  w e  
s h a l l  now show how t o  reduce t h i s  e f f o r t .  To t h i s  end, w e  need 
t h e  fol lowing r e s u l t .  
Lemma 4 .l. Let  XB={x E R ~ :  I B ( X )  l= l} .  Then XB is of f u l l  Lebes- 
N que measure i n  R . 
Proof.  General p r o p e r t i e s  of func t ions  of t h e  form (2 .1)(seet  
e .g .  R o c k a f e l l a r , ( l 9 8 2 ) )  imply t h a t  t h e  set  { V h . . ( x ) : j € J i ( x ) l  3 1 
is a s i n g l e t o n  f o r  almost a l l  x, f o r  each i E  I. Hence ( 2 . 2 )  
y i e l d s  t h e  d e s i r e d  conclusion.  
k W e  conclude from t h e  above lemma t h a t  i f  {x ) c X B  then 
k 
~ B ( X  )1=1 f o r  a l l  k. M e  proceed, t h e r e f o r e ,  t o  show how t o  en- 
s u r e  t h a t  {xk} c % w.p. 1. 
For any x and d i n  RN,  cons ider  the family of a r c s  
2- C ; l = { y ~ i l ~  : y=x+td+ ( t )  d l  t E [0,1]} 
parametrized by a u x i l i a r y  d i r e c t i o n s  2 i n  
where r > 0 .  L e t  a subse t  E of RN have Lebesgue measure zero.  
Then it is n o t  d i f f i c u l t  t o  see t h a t  almost a r c s  C; m e e t  E i n  
a set  of zero one-dimensional measure. Applying t h i s  f a c t  i n  t h e  
case where E is  t h e  complement of 
XB;- 
w e  deduce t h a t  f o r  almost 
a l l  2 i n  D ( r )  w e  have. I B ( r + t d + ( t )  d ]  /=l f o r  almost a l l  t 
i n  [0,1] . Hence w e  propose t h e  fol lowing randomized modifica- 
t i o n  of S tep  4 ,  i n  which rk a ( 0,O .l) is  a small  pe r tuba t ion  
parameter. 
-k -k -k S tep  4 '  (Randomized s t e p s i z e  s e l e c t i o n ) .  ( i)  Find d = ( d l ,  ..., d N )  
-k by drawing each di from - r k k  according t o  a uniform d i s -  
t r i b u t i o n .  S e t  t=l. 
(ii) Draw t a t  random from [-rktrk] according t o  a uniform 
d i s t r i b u t i o n .  Replace t by t(l+t).  
k k ( iii) Find w i n  B that  yields the snallest value of f ( x +td  ( w )  + 
2-k ( t )  d 1. 
2-k 2 k  k "k- ( i v )  I f  f ( x k + t d ( w ) + ( t )  d ) < _ f ( x k ] + m ( t ]  u , se t  t =t, d -d(w),  
k+l- k kAk 
x -x +t d + ( t l 2 d k  and go t o  S tep  5; otherwise,  r ep lace  t by 
t / 2  and go t o  S tep  4 ' ( i i ) .  
I n  order  t o  analyze S tep  4 ' ,  w e  no te  t h a t  f is  l o c a l l y  
Lipschi tz  cont inuous,  s i n c e  s o  a r e  hi (see, e.g.  Xackafel lar  
( 1 9 8 2 ) ) .  Thus f o r  each bounded neighborhood S ( x )  of a po in t  
x E RN t h e r e  e x i s t s  a L ipsch i t z  cons tant  L < such t h a t  
[ f ( x t ) - f ( x U ) I  < L [ x ~ - x " I  f o r  a l l  x t , x "  E S ( X ) .  
k L e t t i n g  x=x . and r e c a l l i n g  t h a t  f ( x ; d ( i )  ) < 0 f o r  some ; E Bk 
a t  S tep  4 ,  w e  see t h a t  t h e  a lgori thm cannot c y c l e  i n f i n i t e l y  a t  
S t e p  4 ,  s i n c e  t + O  would g ive  f o r  d=d($) and d s k  
k 
>l im mtu + l i m  ~ t l d l  = 0 ,  
- 
t + O  t + O  
a  c o n t r a d i c t i o n .  Thus w e  conclude from the preceding r e s u l t s  
t h a t  S tep  4 '  produces x  k+l  , Xg W.P. 1. 
W e  may now e s t a b l i s h  convergence of t h e  r e s u l t i n g  method. 
Theorem 4 . 2 .  Suppose t h a t  Algorithm 2 . 1  wi th  S tep  4 '  genera t e s  
k k 
an i n f i n i t e  sequence {x ) wi th  p e r t u r b a t i o n  parameters r + O f  
s t a r t i n g  from a  p o i n t  x' chosen a t  random according t o  some 
p o s i t i v e  p r o b a b i l i t y  d e n s i t y  on some b a l l  i n  R ~ .  Then 1B(xk) l = l  
f o r  a l l  k w.p. 1, and every accumulation p o i n t  of {xkl  is  i n f -  
s t a t i o n a r y  f o r  f  w.p. 1. 
Proof.  Of course ,  x' E w.  p. 1 and hence, by t h e  preceding re- 
k 
s u l t s ,  {x  ) c X B  w.p. 1. Thus t h e  a s s e r t i o n  can be  e s t a b l i s h e d  
by in t roducing  t h e  fol lowing modi f ica t ions  i n  t h e  l a s t  t h r e e  pa- 
ragraphs of t h e  proof of Theorem 3.3. 
s i n c e  xk Z Z, k Id I k E K  is bounded, dk + 0 and f i s  loca- 
l l y  L ipsch i t z  cont inuous,  f o r  any E > 0 w e  have 
f o r  a l l -  t e L O ,  t( ;)I i f  k r K is l a r g e  enough, because 
where L  is  a  L ipsch i t z  cons tan t  of f around z. Next, choose 
i+2  
E such t h a t  ( 3.7) holds  f o r  a l l  t E T ,  where ~ = [ l f  2 , 1 ~ 2 ' 1  
f o r  some i >  0 ,  and r e p l a c e  ( 3 . 8 )  by 
2-k k f ( x k + t d k + ( t )  d  ) ~ f ( x  )+m(t I2uk  f o r  a l l  t e T  and l a r g e  
k € K .  
- 
Then f o r  t=1/2  i+2 w e  may r e p l a c e  (3 .10)  by 
k  k  k  k  2'k k  - 2 k  f ( x k + l )  5 f ( x  +t d +( t  ) d ) 5 f ( x  ) + m ( t )  u , 
s i n c e  S tep  4 '  decreases  t r i a l  s t e p s i z e s  by a  f a c t o r  of a t  most 
k  2 / ( l + r k )  wi th  r + O .  Hence t h e  proof may b e  completed a s  before .  
W e  conclude t h a t  i n  p r a c t i c e  t h e  modified a lgor i thm w i l l  
t y p i c a l l y  genera te  only two search  d i r e c t i o n s  a t  each i t e r a t i o n .  
5. Conclusions 
W e  have presented  a  randomized ve r s ion  of t h e  method of 
K i w i e l  (198413) f o r  minimizing smooth composit ions of max-type 
func t ions .  Our modi f ica t ions  may dec rease  s i g n i f i c a n t l y  t h e  wmk 
involved i n  quadra t i c  programming and l i n e  searches .  
A few words about p o s s i b l e  ex tens ions  a r e  i n  o rde r .  The 
f i r s t  of our i d e a s ,  i . e .  t h e  random cho ice  of on ly  two sea rch  
d i r e c t i o n s  a t  each i t e r a t i o n ,  may be e a s i l y  incorpora ted  i n  t h e  
methods of Demyanov e t  a l .  (1983) and K i w i e l  ( 1 9 8 4 ~ )  f o r  solving 
cons t r a ined  problems wi th  func t ions  of t h e  form (1.1) o r  wi th  
pointwise  maxima of such func t ions ,  and i n  t h e  a lgor i thm of 
K i w i e l  (1984d) f o r  cons t r a ined  maxminmax problems. The second 
concept ,  i .e .  t h e  use of only two randomized c u r v i l i n e a r  se- 
arches  a t  each i t e r a t i o n ,  is  r e a d i l y  a p p l i c a b l e  t o  t h e  a l g o r i -  
t h m s  of K i w i e l  (1984ct1984d).  Its use i n  t h e  methods of Demya- 
nov e t  a l .  (1983) would involve e i t h e r  in t roducing  approximate 
minimizations along arcs, o r  employing t h e  c u r v i l i n e a r  searches  
of Sec t ion  4 .  
Of course ,  e f f i c i e n t  and robus t  implementations of a l l  the- 
se methods w i l l  r e q u i r e  much work. W e  in tend  t o  pursue t h i s  sub- 
j e c t  i n  t h e  near  f u t u r e .  
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