In this paper we compute the closure of the numerical range of certain periodic tridiagonal operators. This is achieved by showing that the closure of the numerical range of such operators can be expressed as the closure of the convex hull of the uncountable union of numerical ranges of certain symbol matrices. For a special case, this result can be improved so that it is the convex hull of the union of the numerical ranges of only two matrices. A conjecture is stated for the general case.
Introduction
Given b = (b i ) i∈Z a biinfinite sequence in the total shift space A Z , where A is a finite set of complex numbers, we associate a tridiagonal operator A b : 2 (Z) → 2 (Z) defined as
where the rectangle marks the matrix entry at (0, 0). When A is the set {−1, 1}, the corresponding operator A b is related to the so called "hopping sign model" introduced in [7] and subsequently studied in many other works, such as [1, [3] [4] [5] [9] [10] [11] , just to name a few.
Except for particular cases, there are not general results to establish neither the spectrum nor the numerical range of A b . Recall that the numerical range of a bounded operator T on a Hilbert space H is defined as the set This set turns out to have many nice properties and gives a lot of information about the operator. We mention here some of the properties of the numerical range that we will use in the sequel (most of the proofs are easy and they can be found in, for example, [8, 12] ). For a bounded operator T : H → H we have
• W (T ) is a bounded convex set.
• If H is finite dimensional, then W (T ) is a closed set.
• For every a, b ∈ C, we have W (aT + b) = aW (T ) + b.
• Re(W (T )) = W (Re(T )) where Re(T ) = 1 2 (T + T * ). • If H is finite dimensional and T is a Hermitian matrix, then W (T ) = [λ − , λ + ], where λ − is the smallest eigenvalue of T and λ + is the largest eigenvalue of T .
• If H = C 2 and T = 0 a b 0 , then W (T ) is the ellipse with focii ± √ ab and major axis of length |a| + |b|. In this paper we advocate to investigate the numerical range of A b when b is a n-periodic sequence. Following work of Bebiano et al. [1] , we find that W (A b ) can be expressed as the closure of the convex hull of uncountable union of numerical ranges of certain symbol matrices in M n (C). For the case A = {0, 1} and b is a 2-periodic sequence with period 01, we explicitly determine W (A b ) as the convex hull of the union of numerical ranges of only two matrices in M 2 (C). We then state a conjecture where we claim W (A b ) to be the convex hull of numerical ranges of two matrices in M n (C) when b is n-periodic of period 0 · · · 01.
We divide this work in three sections. In Section 1, we introduce the necessary concepts and notions used in the rest of the paper. In particular we justify that we may restrict to operators on 2 (N 0 ) rather than 2 (Z). In Section 2 we state and prove the main results of the paper. Finally, in Section 3, we state a conjecture which would greatly improve the computation the numerical range of our tridiagonal operators and verify it for the case n = 2.
Preliminaries
In this section we introduce the necessary notation and terminology needed in the paper. Since one-sided infinite tridiagonal operators are far more used than their biinfinite counterparts, we introduce notation for one-sided infinite periodic tridiagonal operators and work with them for the rest of the paper. At the end of this section, we prove that the closure of the numerical range of onesided periodic tridiagonal operators coincides with the closure of the numerical range of their biinfinite counterparts.
Fix an alphabet A, that is to say, a finite subset of complex numbers. For m ∈ Z, denote the set Z ≥m = {t ∈ Z : t ≥ m} so in particular we declare N 0 = Z ≥0 . A sequence a in A Z (or in A N 0 ) is said to be n-periodic if n is a positive integer such that a k = a k+n for all k ∈ Z (respectively, for all k ∈ N 0 ). Therefore, if a ∈ A Z (or in A N 0 ) is n-periodic then we refer to the finite subsequence a 0 a 1 · · · a n−1 as the period of a.
Recall that, given a bounded operator A on a Hilbert space H, and given a subspace M of H, the compression of A to M is defined as the operator P A| M , where P is the orthogonal projection onto M.
For a given n ∈ N, let a, b and c be (n + 1)-periodic infinite sequences in A N 0 . We will denote by T = T (a, b, c) the (n+1)-periodic tridiagonal operator on 2 (N 0 ) given by
Fix s ∈ N, s > 1, and let m := s(n + 1). We then define C m to be a corresponding circulant matrix of T , an m × m matrix, as:
We observe that by removing the last column and the last row of C m we obtain a matrix which is a compression of T . This observation will be useful later.
Finally, if n > 1, for each φ ∈ [0, 2π), we define the corresponding symbol of T , as the following (n + 1) × (n + 1) matrix
while the symbol of T for n = 1 is the 2 × 2 matrix
We should observe that the matrix T defines a bounded operator, since the sum of the moduli of the entries in each column (and in each row) is uniformly bounded (see, e.g., [13, Example 2.3] ). The same is true for the biinfinite matrix A b , as long as the biinfinite sequence arises from a finite alphabet.
To conclude this section, we will justify why the (closure of the) numerical ranges of our tridiagonal operators on 2 (Z) and their compressions to 2 (N 0 ) are equal. Proposition 1.1. Let b = (b i ) i∈Z be an n-periodic biinfinite sequence and let A b be the corresponding biinfinite tridiagonal operator. Let P be the projection of 2 (Z) onto the subspace 2 (N 0 ). If T is the compression of A b to 2 (N 0 ), i.e. T = P A b | 2 (N 0 ) , then
In particular,
For the other inclusion, we need the following definitions. For each m ∈ Z let P m be the projection of 2 (Z) onto the subspace 2 
Observe that T 0 = T and P 0 = P . It is clear that, for each k ∈ Z, the operators T kn and T are unitarily equivalent (just write out the matrices for each operator) and hence W (T kn ) = W (T ).
Observe also that T m
The two previous equations then give
Hence, since P m x ≤ x = 1, we obtain
Therefore, given any > 0, there is a negative integer k and µ ∈ W (T kn ) = W (T ) such that |λ − µ| < . Thus W (A b ) ⊆ W (T ).
Main results
In this section we state and prove the main results of this paper. Applications to a specific alphabet will be given in the next section. Our goal is to realize the closure of the numerical range of a periodic tridiagonal operator as the closure of the convex hull of the union of numerical ranges of its symbol matrices. For this we follow closely the work of Bebiano et al. [1] . First we will observe that a circulant matrix associated to a periodic tridiagonal operator is similar to the matrix resulting from the direct sum of its associated matrix symbols.
Recall that n ∈ N and s > 1 are given integers and m = s(n+1). For each 0 ≤ k < s, let φ k = 2πk s and denote ρ k = exp(iφ k ) Let us define, for each 0 ≤ j ≤ n, the mvector
The following lemma is straightforward computation. We will omit some of the details in the proof. (2), is an orthonormal basis for C m .
Proof. It is clear that u j,k = 1 and a computation shows that if k l then
The following theorem shows that the matrix C m , which will play an important role in what follows, can be written as a direct sum of simpler parts. 
s . Then C m is unitarily equivalent to a block diagonal matrix where the main diagonal blocks are the symbols T φ k . More precisely, there exists a unitary matrix U ∈ M m (C) such that
Proof. Recall that ρ k = exp(iφ k ). A computation shows that, for 0 ≤ k < s,
These equations can be written succinctly as the matrix equation
where the entries in each column vector are vectors in C m .
We now define the unitary matrix U as the m × m matrix with columns given by
A straightforward argument now shows that U * C m U is a block diagonal matrix, with blocks the (n + 1) × (n + 1) matrices T φ k , for 0 ≤ k < s. That finishes the proof.
The following proposition is probably well-known to the experts; however, since we are unable to find a reference in the literature, we include a proof here for completeness sake. Proposition 2.3. Let T be an operator on 2 (N 0 ) and let T k be the k × k matrix which is the compression of T to the subspace formed by the first k ≥ 1 components of 2 
and hence,
Proof. Since for each 1 ≤ k < ∞ we have that T k is a compression of T , it then follows that
. For the other inclusion, let λ belong to W (T ) so that λ = T x, x for some x ∈ 2 (N 0 ) with x = 1. Let us denote by x k the vector in C k consisting of the first k-components of x. Then we have
we allow ourselves to think of x k as a vector in 2 (N 0 )) and hence
Hence, for each > 0, there exists K ∈ N and µ ∈ W
, as was to proved.
We now establish one of the inclusions in our main result as a consequence of our previous work. Corollary 2.4. Let n ∈ N, let T be a (n + 1)-periodic tridiagonal operator and let T φ be the symbol of T . Then
Proof. First of all, as was done in the previous proposition, we denote by T k the compression of the operator T to the subspace formed by the first k components of 2 (N 0 ).
For every positive integer s > 1, let m = s(n + 1). We notice that by removing the last row and the last column in C m we obtain the matrix T m−1 and so W (
Applying now Proposition 2.3, we obtain the desired result.
For the next theorem, we first establish the following lemma.
Conversely, given an eigenvalue λ of C m , there is some k = 0, 1, 2, . . . , s − 1, such that λ has an eigenvector of the form v φ k as above.
Proof. A straightforward computation shows that v φ k is indeed an eigenvector for the eigenvalue λ of C m if v is eigenvector for the eigenvalue λ of T φ k .
For the last assertion, as a consequence of Theorem 2.2, we have that
Let v an eigenvector for T φ k corresponding to the eigenvalue λ. Then the corresponding vector v φ k does the job. 
Then the vector v φ k is an eigenvector of norm 1 for the circulant matrix C s(n+1) , in the manner of Lemma 2.5.
If T s(n+1) denotes the compression of the operator T to the subspace of 2 (N 0 ) consisting of the first s(n + 1) coordinates, then
On the other hand we have
√ s for each i = 0, 1, 2, . . . , n. Hence, if we can show that the sequence of eigenvalues (λ s ) converges to some number as s → ∞, then we will have
To assure convergence, we will focus on a particular choice of eigenvalue λ s . For each s, let λ − s and λ + s denote the smallest and largest eigenvalues of C s(n+1) , respectively. We will show that (4) lim
where λ − (φ) is the smallest eigenvalue of T φ . Hence, by taking the limit as s → ∞, we will obtain from the computations above, that a = min φ∈[0,2π) λ − (φ) ∈ W (T ).
Since λ − s is the smallest eigenvalue of C s(n+1) and since, by Theorem 2.2 we have σ (C s(n+1) ) = s−1 k=0 σ (T φ k ), then λ − s is not only an eigenvalue of T φ k for some k but in fact it is the smallest eigenvalue among the eigenvalues of all symbols
where φ * is the point where the minimum is reached (here we are using the continuity of λ − (φ); see, for example, [13, p. 108-109]). Therefore
by the density of the rational multiples of 2π in the interval [0, 2π), there exists N ∈ N such that for s ≥ N we may choose 0 ≤ r ≤ s−1 such that 2πr s ∈ (φ * −δ, φ * +δ). Thus for all s ≥ N , where λ + s is the largest eigenvalue of C s(n+1) and λ + (φ) is the largest eigenvalue of T φ . Therefore, by Expression (3), we have proved a = min
Since we have W (T 1 ) ⊆ W (T 2 ) ⊆ W (T 3 ) ⊆ · · · we obtain, by Proposition 2.3, that
as desired.
The following lemma is well known, but since we have not been able to find a reference, we include its proof here. For the next theorem, observe that if T is a tridiagonal periodic operator and T φ is its symbol, then Re(e −iθ T ) is also a tridiagonal periodic operator and its symbol is Re(e −iθ T φ ) Theorem 2.8. Let n ∈ N and let T be a tridiagonal (n + 1)-periodic operator. If T φ is the symbol of T then
Proof. In view of Corollary 2.4, it will suffice to show that W (T φ ) is a subset of W (T ) and for this purpose we will show that the conditions of Lemma 2.7 hold, that is, for each θ ∈ [0, 2π), we will show that Re(W (e −iθ T φ )) ⊆ Re(W (e −iθ T )).
Fix θ ∈ [0, 2π). Notice that, for each φ ∈ [0, 2π), we have that Re(e −iθ T φ ) is a Hermitian matrix and so we may denote by λ − (θ, φ) and λ + (θ, φ) its smallest and largest eigenvalue, respectively. Then if a(θ)
where the next-to-last equality follows from Theorem 2.6, since Re(e −iθ T ) is a tridiagonal (n+1)-periodic selfadjoint operator with symbol Re(e −iθ T φ ). It follows that Re e −iθ W (T φ ) ⊆ Re e −iθ W (T ) , as was to be proved.
As mentioned in the introduction, the proof of Theorem 2.8 is based closely in ideas contained in [1] . However, their main result [1, Theorem 3.2] applies to banded biperiodic Toeplitz operators and therefore does not apply to our tridiagonal periodic operators. On the other hand, just as for [1, Theorem 3.2], Theorem 2.8 is also a particular case of [2, Theorem 1], in spite of this, we presented the proof above since we believe it leads to interesting results for tridiagonal operators.
The 2-periodic case
In this section we specialize the theory above to the case of tridiagonal operators associated to infinite sequences with symbols in the alphabet A = {0, 1}. In particular, we focus on the (n + 1)-periodic tridiagonal operators T = T (a, 0, 1), where 0 and 1 are the constant sequences of zeroes and ones, respectively. From [11, Theorem 2.5], we already know that the numerical range of T is contained in the set Γ equal to the convex hull of the union of the numerical ranges of the tridiagonal operators T (0, 0, 1) and T (1, 0, 1) . In fact, by [11, Corollary 2.7] , this set Γ is the numerical range of some tridiagonal operator. When a is the 2-periodic sequence of period 01, we prove in this section a similar result: the closure of the numerical range of T is the closure of the convex hull of the union of the numerical ranges of two matrices in M 2 (C). We will conjecture the corresponding general result when a is the (n + 1)-periodic sequence with period 0 n 1. Observe that Re(w) = 1 + cos(φ), Im(w) = sin(φ) and |w| 2 = 2Re(w). We will use these identities in what follows.
A characterization of the points of the ellipse γ φ defined above will be useful in the sequel. We present it next. Proof. An ellipse with foci at ±| √ w|, 0 and major axis length 1 + |w| has minor axis length |1 − |w||. Thus, the parametric equations such an ellipse satisfy are
for t ∈ [0, 2π). It follows that the set of complex numbers of the form z = |w| 2 e −ti + i 1 2 e ti is precisely the mentioned ellipse with foci at (±| √ w|, 0) and major axis 1+|w|. After rotating by e θi we obtain the ellipse γ φ , as desired.
For the next lemma, we need to make the following observation. If ψ is the tangent line to the circle C = z ∈ C : |z − 1| = 1 2 at the point 1 + 1 2 e ψi , then a computation shows that it has equation x cos ψ + y sin ψ = 1 2 + cos ψ. Thus
Therefore, the line ψ defines a partition of the complex plane into semiplanes.
For ψ ∈ 0, 1 2 π ∪ 3 2 π, 2π , we define
to be the semiplane that contains the origin. We have the following lemma. • if ψ 1 2 π and ψ 3 2 π, then φ ψ implies γ φ ⊆ H ψ . If φ = ψ then ψ is tangent to γ φ at the point 1 + 1 2 e ψi ∈ C; • if ψ = 1 2 π, then ψ is tangent to γ φ at the point sin φ + i 1 2 π; and • if ψ = 3 2 π, then ψ is tangent to γ φ at the point − sin φ − i 1 2 π.
Proof. We claim that if z ∈ γ φ , then Re(ze −ψi ) ≤ 1 2 + cos ψ. Indeed, given z ∈ γ φ , using Lemma 3.2 we obtain z = e θi |w| 2 e −ti + 1 2 e ti for some t ∈ [0, 2π). Then ze −ψi = |w| 2 e (−t−ψ+θ)i + 1 2 e (t−ψ+θ)i and hence
where
and 0 ≤ B < 2π is the angle satisfying the equations
Notice that Re(ze −ψi ) = A cos(t − B) ≤ A, with equality if and only if t = B. So to prove the claim, we need to show that A ≤ 1 2 + cos(ψ), which we now proceed to verify.
Observe that and thus, since, 1 2 + cos(ψ) > 0, we obtain
with equality if and only if ψ = φ or ψ = 1 2 π or ψ = 3 2 π. Therefore, combining inequalities (5) and (7) , it completes the proof of our claim Re(ze −ψi ) ≤ 1 2 + cos(ψ), with equality if and only if t = B, and ψ = φ or ψ = 1 2 π or ψ = 3 2 π. Thus, if z ∈ γ φ then z ∈ H ψ . Hence γ φ ⊆ H ψ , as was to be proved.
To prove part (1), we assume ψ 1 2 π and ψ 3 2 π, and so ψ ∈ 0, 1 2 π ∪ 3 2 π, 2π . Observe that then inequality (7) is a strict inequality if and only if φ ψ. Therefore, if φ ψ then from inequalities (5) and (7) we obtain Re(ze −ψi ) ≤ A < 1 2 + cos(ψ) and so γ φ ⊆ H ψ as wanted.
On the other hand, if φ = ψ, we are going to show that for the angle t = B in Equation (6), we obtain that z = e θi |w| 2 e −Bi + 1 2 e Bi , which is a point of γ φ by Lemma 3.2, is the tangent point of φ to the circle C. Therefore, we must show that e θi |w| 2 e −Bi + 1 2 e Bi = 1 + 1 2 e φi . Indeed, using Equation ( To prove part (2), we assume ψ = 1 2 π. Observe that in this case π 2 is the horizontal line through 1 2 i. We are going to show that for the angle t = B in Equation (6), we obtain e θi |w| 2 e −ti + 1 2 e ti = sin φ+i π 2 , where the left hand side is a point of γ φ by Lemma 3.2, and the right hand side is the tangent point on π 2 . Observe that from Equation (7) we have A = 1 2 and so from Equation (6) 
as was to be proved. The proof that if ψ = 3 2 π, then ψ (which is the horizontal line through −i 1 2 ) is tangent to γ φ at the point − sin φ − i 1 2 π is similar, so we omit it. Clearly, there is an analogous lemma for the tangent lines to the semicircle − 1 + 1 2 e ψi for ψ ∈ 0, π 2 ∪ 3π 2 , 2π : each ellipse γ φ is contained in the semiplane (containing the origin) defined by each tangent and is tangent to the horizontal tangent line.
Using the previous lemma, we can see that the closure of the convex hull of the union of the ellipses γ φ has a simple form. 
Proof. First observe that the boundary of conv (A ∪ B) consists of the union of the segment between −1 + 1 2 i and 1 + 1 2 i, the segment between −1 − 1 2 i and 1 − 1 2 i, the semicircle 1 + 1 2 e ψi for ψ ∈ 0, π 2 ∪ 3π 2 , 2π , and the semicircle − 1 + 1 2 e ψi for ψ ∈ 0, π 2 ∪ 3π 2 , 2π . To prove the first inclusion, it suffices to show that for each φ ∈ [0, 2π), the ellipse γ φ is contained in conv (A ∪ B) . But observe that, by Lemma 3.3 each ellipse is tangent to the segment between the points −1 + 1 2 i and 1 + 1 2 i, and hence is below said segment. Also, each ellipse is tangent to the segment between the points −1 − 1 2 i and 1 − 1 2 i and hence is above said segment. Also, by Lemma 3.3, each ellipse is contained in H ψ for each ψ ∈ 0, 1 2 π ∪ 3 2 π, 2π ; i.e. each ellipse γ φ is contained in the semiplane (containing the origin) determined by each tangent line to the semicircle 1 + 1 2 e ψi for ψ ∈ 0, π 2 ∪ 3π 2 , 2π , and hence each ellipse is to the "left" (or "below", in the cases ψ = 1 2 π or ψ = 3 2 π) of said semicircle. Analogously, one can show that each ellipse is contained in the semiplane (containing the origin) determined by each tangent line to the semicircle − 1 + 1 2 e ψi for ψ ∈ 0, π 2 ∪ 3π 2 , 2π , and hence each ellipse is to the "right" (or "above") of said semicircle. Hence each ellipse is contained in conv (A ∪ B) .
For the other inclusion, by convexity, we only need to argue that the boundary of the right-hand side is included in the left-hand side. In fact, we need to show that each point in the boundary of conv (A ∪ B) is in at least one of the ellipses γ φ . But every point in each of these parts is the tangent point to an ellipse γ φ , as shown by Lemma 3.3, and hence it belongs to E φ for some φ ∈ [0, 2π). That concludes the proof.
The following lemma is an easy observation but it will be useful in the sequel. Compare with [6, Lemma 1] where a more general result for matrices is proved. Proof. Let λ = T x, x be an arbitrary element in W (T ), where x = (x 0 , x 1 , x 2 , x 3 , · · · ) is a unitary vector. Then y = (x 0 , −x 1 , x 2 , −x 3 , · · · ) is also a unitary vector. A straightforward computation then shows that T y, y = −λ, and hence −λ ∈ W (T ), as was to be proved.
We are now ready to say what the numerical range of the operator T (a, b, c) is for a particular case. Although it is possible to deduce it from [1, Theorem 4.1], we believe our elementary approach to be of independent interest. Theorem 3.6. Let T = T (a, 0, 1) be the tridiagonal operator where 0 and 1 are the constant sequences of zeroes and ones, respectively, and a is the periodic sequence with period 01. Let A and B denote the closed convex sets with boundary the circles of radii 1/2 and centers at −1 and 1, respectively. Let C = 1 1 0 1 and
Then
Proof. We begin by noticing that the numerical ranges W (C) and W (D) are A and B, respectively. Now, the result follows easily by combining Theorem 2.8 with Proposition 3.4. Indeed, it will suffice to show that W (T φ ) is E φ . Observe that by equation (1), Put w = 1 + e iφ . Then the numerical range W (T φ ) is the closed set with boundary the ellipse with foci at ± e φi (1 + e −φi ) = ± √ w and mayor axis equal to |e φi | + |1 + e −φi | = 1 + |w|, that is, E φ , as wanted.
There is a simpler alternative proof of the contention conv (A ∪ B) ⊆ W (T ). Indeed, by Lemma 3.5, since A and B are symmetric with respect to the origin, it will suffice to show that A ⊆ W (T ) in order to obtain the inclusion conv (A ∪ B) ⊆ W (T ), by convexity of the numerical range. For this purpose, let 1 + λ/2 be an arbitrary element in the interior of A, where λ is a complex number with modulus less than one. Let x = (1, 1, λ, λ, λ 2 , λ 2 , . . .) a vector in 2 (N 0 ) and let u = x/ x be the normalization of x. A computation shows that T u, u = 1+λ/2, and so 1+λ/2 belongs to W (T ). Hence A is included in W (T ), as was to be proved. Conjecture 3.7. Let T = T (b, 0, 1) be the tridiagonal operator where 0 and 1 are the constant sequences of zeroes and ones, respectively, and b is the (n + 1)periodic sequence with period 0 n 1. Let J n denote the (n + 1) × (n + 1) matrix with value 1 at the positions (1, 1) and (n+1, n+1) and zero everywhere else, and let B n be the (n+1)×(n+1) matrix which has 1's above the diagonal and is 0 everywhere else. Then W (T ) = co W (B n + J n ) ∪ W (B n − J n ) . The above conjecture is true for n = 1, as shown in Theorem 3.6, see Figure 1 . Cases n = 2 and n = 3 have been verified through computer simulations, see Figures 2 and 3 . However, we are unable to provide a proof yet.
We conclude with an additional observation regarding the symmetry of the set W (T ). First we prove the following. Proposition 3.8. Let J n denote the (n + 1) × (n + 1) matrix with value 1 at the positions (1, 1) and (n + 1, n + 1) and zero everywhere else, and let B n be the (n + 1)×(n+1) matrix which has 1's above the diagonal and is 0 everywhere else. Then W (B n + J n ) = −W (B n − J n ).
Proof. Given x = (x 1 , x 2 , . . . , x n+1 ) a vector in C n+1 with x = 1, let us denote by y = (x 1 , −x 2 , x 3 , . . . , (−1) n−1 x n , (−1) n x n+1 ) the vector obtained from x by alternating a minus sign in its components. Then y also has norm one. Moreover (B n − J n ) y, y = (−x 1 − x 2 )x 1 + x 3 (−x 2 ) − x 4 x 3 + · · · + (−1) n x n+1 (−1) n−1 x n − (−1) n x n+1 (−1) n x n+1
The statement then follows.
Hence, the closure of the numerical range of T in Conjecture 3.7, can be further reduced to depend on the numerical range of a single (n + 1) × (n + 1) matrix.
