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ABSTRACT 
The operation of regional multiquality water distribution systems (WDSs) is a complex 
task involving multiple objectives in order to meet customer water quantity and quality 
requirements. These objectives, often conflicting, include scheduling of pumps to 
minimise pumping costs and mixing different quality waters from sources to ensure 
adequate quality water for customers. Evolutionary algorithms have been successfully 
applied to optimise operation of regional WDSs. Although a considerable reduction in 
pumping costs was demonstrated in past studies, other legitimate objectives, for 
example water quality, were not considered on an equal basis as they were included as 
a constraint. This single-objective approach precludes the tradeoffs between the 
objectives being obtained, so any insight on how to operate such a system cannot be 
provided should pumping costs and water quality be considered on equal basis. 
  
A multi-objective approach is applied in this thesis to optimise operation of regional 
multiquality WDSs considering pumping costs and water quality as legitimate objectives. 
Two optimisation models with increasing complexity are proposed. The first model 
considers two objectives, the pumping costs and a general water quality objective. The 
second model includes three objectives, the pumping costs and two water quality 
objectives for turbidity and salinity. The optimisation models are applied to three 
example networks from the literature using numerous scenarios and water quality data 
from the Wimmera Mallee Pipeline, Australia. A methodology is proposed to find the 
optimal solution for the multi‐objective optimisation of the WDS, which links a network 
simulator with a multi-objective genetic algorithm. Prior to optimisation, the 
performance of algorithm parameters is evaluated and their sensitivity analysed, for 
which a new methodology is developed.  
 
The following results were obtained. For the two-objective optimisation problem, there 
is a tradeoff with a competing nature between pumping costs and water quality. It 
means that reduction in pumping costs cannot be achieved without deterioration of 
water quality delivered to customers and vice versa. For the three-objective 
optimisation problem, interestingly, there is not a unique type of tradeoff (either 
competing or non-competing) between a particular pair of objectives. It is dependent on 
network hydraulics in combination with water quality at sources and customer water 
quality requirements. General principles behind the tradeoffs are formulated based on 
new categorisation of sources, so called consistent/inconsistent water quality 
(CWQ/IWQ) sources, in relation to customer water quality requirements. A practical 
 iv 
approach for system operational strategy is developed for the purpose of long-term 
operational planning. It enables an operator to schedule supply from multiple sources 
with minimum pumping costs and customer water quality requirements being satisfied 
as much as possible, for all predicted water quality scenarios in the system. 
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LIST OF TERMS 
Consistent water 
quality (CWQ) 
reservoir/source 
 A reservoir/source which has sufficiently consistent water quality 
with customer requirements such that reservoir’s/source’s water 
can be described as either ‘good’ or ‘poor’. Principally, water 
quality parameters of interest in such a source are (mainly) either 
within or above customer requirements 
 
Inconsistent 
water quality 
(IWQ) 
reservoir/source 
 A reservoir/source which has sufficiently inconsistent water 
quality with customer requirements thus this reservoir/source is 
unable to adequately meet customer requirements. Principally, 
some water quality parameters of interest in such a source are 
within and some above customer requirements 
 
Optimisation 
approach 
 
 Single-objective approach or multi-objective approach 
Optimisation 
method 
 Method, either deterministic or stochastic, used to solve an 
optimisation problem 
 
Optimisation 
model 
 Mathematical formulation of an optimisation problem inclusive 
of objective functions, constraints and decision variables 
 
Parameter 
setting 
combination 
 One set of parameter values for the mutation operator, 
crossover operator, population size and the number of 
generations, which are used for algorithm run. 
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CHAPTER 1: INTRODUCTION 
1.1 Motivation 
The operation of water distribution systems (WDSs), in particular energy costs 
associated with the pump operation, constitute the largest expenditure for water 
corporations worldwide (Lopez-Ibanez et al. 2008; Pasha and Lansey 2009; Van Zyl et al. 
2004). Consequently in recent years, there has been substantial research focused on the 
optimisation of WDSs in order to minimise costs for their operation, especially for 
pumping (Bagirov et al. 2013; Lopez-Ibanez et al. 2008; Nitivattananon et al. 1996; 
Ormsbee et al. 2009; Ormsbee and Lansey 1994; Pasha and Lansey 2009; Pezeshk and 
Helweg 1996; Ulanicki et al. 2007; Van Zyl et al. 2004; Wu and Zhu 2009; Zessler and 
Shamir 1989). Regional multiquality WDSs have been no exception with numerous 
studies minimising not only pumping costs (Mehrez et al. 1992; Percia et al. 1997), but 
also costs of water at sources and conveyance costs (Cohen et al. 2000a; Cohen et al. 
2000b), water treatment costs (Ostfeld and Shamir 1993b; Ostfeld and Shamir 1993c), 
and yield reduction costs due to watering crops with low quality water (Cohen et al. 
2000a; Cohen et al. 2000c). 
 
Water quality aspects are of great significance when managing those regional 
multiquality WDSs. First, these systems supply water in rural locations and are often 
found in arid or semi-arid areas with limited water resources (Graymore et al. 2013). 
Second, they typically deliver water to various types of customers which have different 
water quality requirements (Cohen et al. 2009; Mehrez et al. 1992), such as rural 
domestic (i.e. farms), agricultural, industrial, environmental (i.e. wetlands) and others. 
Third, because good quality water resources are normally limited, these WDSs take 
water from multiple sources of different qualities, which they mix within the network 
and deliver to customers (Ostfeld and Shamir 1993b). It is, therefore, crucial to consider 
water quality aspects as an additional objective besides operating costs when dealing 
with those systems. 
 
The previous studies in optimal operation of regional multiquality WDSs (Cohen et al. 
2000a; Cohen et al. 2000b; Cohen et al. 2000c; Mehrez et al. 1992; Ostfeld and Shamir 
1993b; Ostfeld and Shamir 1993c; Percia et al. 1997) focused on operating costs as 
a single objective, including water quality as a constraint. This approach cannot, 
however, inform about the relationships between operating costs and water quality, 
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thus cannot provide any insight on how to operate such a system should operating costs 
and water quality be considered as legitimate objectives. This drawback can be 
overcome by applying a multi-objective approach considering both pumping costs and 
water quality as objectives, which will result in tradeoffs being obtained. Additionally, 
multiple water quality objectives can be defined for separate water quality parameters, 
which will allow for relationships between these parameters to be identified. This 
research applies a multi-objective approach and explores the relationships between 
those objectives. 
 
While applying a multi-objective approach, a multi-objective solution is obtained in 
a form of a Pareto front. The accuracy of the solution, in other words, its proximity to 
the true Pareto front is dependent upon a number of algorithm parameters. These 
parameters need to be fine tuned for each individual problem, so the algorithm delivers 
an optimal solution (Gibbs et al. 2010b; Marchi et al. 2014; Younis and Dandy 2012). The 
accuracy of the solution also depends on the scaling of objective functions. Nonetheless, 
the studies which analyse the sensitivity of algorithm parameters or objective function 
scaling are very limited. In WDSs in general, the selection of parameter settings is either 
not discussed (Babayan et al. 2007; Farmani et al. 2006; Halhal et al. 1999; Kelner and 
Leonard 2003; Raad et al. 2010; Walters et al. 1999), or is based on literature values 
(Alfonso et al. 2010; Alvisi and Franchini 2006; Farmani et al. 2005a) with no further 
rationale provided. Hence, this research analyses the sensitivity of those parameters 
and objective function scaling. 
1.2 Research objectives  
The aim of this research is to: 
 
Identify relationships between pumping costs and water quality in optimal operation 
of regional multiquality WDSs. 
 
To fulfil this aim, a number of objectives is formulated as follows: 
 
Objective 1: To develop such optimisation models, which enable obtaining relationships 
not only between pumping costs and water quality, but also between multiple water 
quality objectives for separate water quality parameters (Chapter 3). 
 
Objective 2: To analyse sensitivity of algorithm parameters and objective function 
scaling for a multi-objective optimisation problem in WDSs (Chapter 4). 
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Objective 3: To apply a multi-objective approach to optimal operation of regional 
multiquality WDSs, while considering pumping costs and water quality as separate 
objectives (Chapter 5). 
 
Objective 4: To apply developed optimisation models to different case studies using 
numerous water quality scenarios, which could be found in practice. Furthermore, to 
utilise water quality data from a real system the Wimmera Mallee Pipeline (WMP) for 
those case studies (Chapters 5 and 6). 
 
Objective 5: To propose a practical approach for system long-term operational planning 
using a proposed methodology (Chapter 6). 
1.3 Research contributions to the knowledge 
The following contributions have arisen from this research: 
 
 Two optimisation models with multiple operational objectives have been developed. 
Description of those models as well as their mathematical formulation are included in 
Chapter 3. 
 A methodology has been developed to evaluate performance of a particular 
algorithm parameter setting combination and sensitivity of a particular algorithm 
parameter. This methodology is described in Section 4.1.1, with the results presented 
in Chapter 4 and Appendix IV. 
 Tradeoffs between two operational objectives, pumping costs and water quality, 
have been explored for different multiquality WDSs with the results presented in 
Chapter 5. For this purpose, general considerations for defining a multiquality WDS 
have been categorised in Table 3, which is a useful guide to predict if the 
optimisation will result in a tradeoff or will be reduced to a single-objective solution. 
 Relationships between three operational objectives, pumping costs and two water 
quality objectives, have been identified with results presented in Chapter 6. General 
principles behind the tradeoffs between those objectives have been formulated in 
Section 6.3. These principles are built on new categorisation of water sources, so 
called consistent water quality (CWQ) and inconsistent water quality (IWQ) sources, 
in relation to customer water quality requirements. 
 A practical approach for system operational strategy using a proposed methodology, 
which can be used by a system operator, has been developed for the purpose of 
long-term operational planning. This approach is detailed in Section 6.4. It allows the 
operator to schedule supply from multiple sources with minimum pumping costs and 
customer water quality requirements being satisfied as much as possible, for all 
predicted water quality scenarios in the system. 
4 
1.4 Thesis structure 
Chapter 2 provides a review of the literature related to optimal operation of regional 
multiquality WDSs. Initially, a historical background is presented (Section 2.1). 
Concerning early work in optimisation of WDSs, it has been found that the formal work 
in this field commenced in the 1890s at the latest, which is about half of a century 
before than is commonly reported. Literature definitions of multiquality WDSs are then 
provided (Section 2.2), followed by an example of real WDSs in Western Victoria, 
Australia. Subsequently, the optimisation of WDSs is reviewed (Section 2.3) with the 
focus on optimisation of the system operation. In particular, optimisation methods, 
models and approaches previously used for a pump scheduling problem and 
optimisation of water quality are described. The use of genetic algorithms (GAs) (Section 
2.4) for optimisation of WDSs is then reviewed. Subsequently, critical review of the 
literature (Section 2.5) is presented for optimal operation of WDSs with water quality 
considerations in terms of advantages and drawbacks of optimisation methods and 
approaches used. Lastly, research motivations are summarised (Section 2.6). 
 
Chapter 3 is devoted to research methodology. Firstly, the multi-objective optimisation 
models are formulated (Section 3.1) inclusive of objective functions, constraints and 
decision variables. There are two optimisation models with increased complexity in 
terms of water quality, a two-objective and three-objective, considering either a general 
non-specified water quality parameter or two specific water quality parameters, 
respectively. Secondly, a solution scheme (Section 3.2), which integrates a network 
analysis simulator with an optimisation tool using non-dominated sorting genetic 
algorithm II (NSGA-II), is described. Thirdly, a methodology for sensitivity analysis 
(Section 3.3) of algorithm parameters and objective function scaling is developed. This 
methodology applies a set of performance metrics and is developed in more detail in 
the following Chapter 4. Finally, example networks (Section 3.4) are introduced, which 
were adapted from the literature and capture some of the unique features of regional 
multiquality WDSs in Western Victoria, Australia. Each example network contains 
numerous water quality scenarios. Application of these example networks to 
optimisation models defined in previous Section 3.1 is described. A brief summary 
(Section 3.5) of research methodology is provided.  
 
Chapter 4 presents results for a sensitivity analysis of NSGA-II parameters and objective 
function scaling using the two-objective optimisation model with the example 
network 1. Algorithm parameters mutation, crossover, population size and the number 
of generations with either scaled or non-scaled objective functions are arranged into 
parameter setting combinations (Section 4.1). Methodology for evaluation of 
performance of those parameter setting combinations and sensitivity of individual 
parameters is described. Subsequently, Pareto fronts obtained (Section 4.2) are 
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presented inclusive of true Pareto front. Sensitivity of solutions to objective function 
scaling, as well as algorithm parameter settings is analysed and the sensitivity of 
algorithm parameters is evaluated. Concluding remarks related to the use of metrics, 
and performance and sensitivity of algorithm parameters are detailed (Section 4.3). 
 
Chapter 5 includes results of tradeoffs between pump energy costs and water quality 
objectives. Firstly, the results are presented for the two-objective optimisation model 
applied to the example network 1 (Section 5.1). The results are compared to the existing 
single-objective solution from the literature. System performance is reviewed and 
tradeoffs for network scenarios explored. Secondly, the results are presented for the 
two-objective optimisation model applied to the example network 2 (Section 5.2). 
Similarly, system performance is demonstrated and tradeoffs for network scenarios 
explored. Thirdly, based on the results obtained, it is proposed that the definition of 
multiquality WDSs is broadened (Section 5.3). Finally, explanations for results obtained 
are discussed (Section 5.4) including a comparison to previous studies in drinking WDSs. 
 
Chapter 6 is dedicated to results for the three-objective optimisation model with two 
water quality objectives applied to the example network 3. Initially, tradeoffs discovered 
are displayed (Section 6.1). Examples of system performance using selected solutions 
are then presented (Section 6.2). General principles behind the tradeoffs between the 
three objectives are formulated (Section 6.3). For this purpose, new terms, such as 
consistent water quality (CWQ) reservoirs/sources and inconsistent water quality (IWQ) 
reservoirs/ sources are introduced. Results are summarised and a practical approach for 
system long-term operational planning included (Section 6.4). 
 
Chapter 7 brings together discussion topics of the previous Chapters 4 to 6, where 
research results were presented. The chapter creates a coherent overview of discussed 
challenges and research limitations. 
 
Chapter 8 concludes the research presented in this thesis. A separate conclusion is 
dedicated to sensitivity analysis (Section 8.1) and optimal operation of multiquality 
WDSs (Section 8.2). Lastly, recommendations for future work are formulated. 
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CHAPTER 2: LITERATURE REVIEW 
This chapter contains a review of the background which relates to the research 
presented in this thesis. It commences with a review of the history of WDSs and their 
optimisation. Multiquality WDSs are then described. Subsequent section is dedicated to 
the optimisation of WDSs, in particular system operation such as pump scheduling and 
water quality considerations. GAs are then reviewed. Finally, critical literature review is 
presented which specifically focuses on optimisation of operation of multiquality WDSs 
with water quality aspects. It also includes review of optimisation approaches used 
together with selection of algorithm parameters. 
2.1 Historical background 
2.1.1 Water distribution 
The history of water distribution is very ancient in development. Indeed, urban WDSs 
are dated back to the Bronz Age (circa 3200 – 1100 B.C.), with “several astonishing 
examples” from the mid-3rd millennium B.C. (Mays et al. 2012). These include, for 
example, a system of hundreds of wells supplying water to domestic demands, and 
private and public baths (Mays et al. 2012). Crouch (1993), who documented the water 
management in ancient Greece, revealed that the very first piped water supplies 
including pressure pipes had been known as early as in the 2nd millennium B.C. It is 
documented that ancient Minoan and Greek civilisations had urban water reticulation, 
sewerage and drainage systems, with wells, cisterns, tanks, reservoirs, dams, channels, 
and water pipes made of terracotta (clay) and lead (Angelakis et al. 2005; Crouch 1993; 
Mays et al. 2012). Moreover, ancient Greeks constructed “long-distance water supply 
lines with tunnels and bridges” referred to as aqueducts, which are dated back to 8th - 
6th century B.C. (Crouch 1993). 
 
Greek technologies were subsequently inherited by Romans (circa 100 B.C. – 500 A.D.), 
who developed them further and implemented them at an enlarged scale (Angelakis et 
al. 2012; Mays et al. 2007). In particular, Roman aqueducts, which carried water from 
a source to the Roman cities, could extend over more than 100 km in length (Haut and 
Vivier 2012; Viollet 2000). They could incorporate an inverted siphon, which was 
a pressurised pipeline carrying water across a valley (Haut and Vivier 2012). Romans also 
used wooden pipes as an alternative to the terracotta pipes, prevalently in Northern 
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Europe (Hodge 2002). The durability of the Roman constructions is remarkable, with 
some of them having operated up to modern times (Mays et al. 2012). Furthermore, it is 
recognised that the Romans had an advanced knowledge of water supply engineering 
(Haut and Vivier 2012; Hodge 2002).  
 
After the fall of the Roman Empire at circa 5th century A.D., it is speculative if the Roman 
knowledge about water management survived the collapse of these civilizations (Crouch 
1993) and the following Middle Age period referred to as Dark Ages (5th-15th centuries 
A.D.). Even though it is agreed that Roman achievements “were not totally forgotten” 
(Angelakis et al. 2012), it is admitted that there was decline in the quality of water 
management practices during those several centuries (Angelakis et al. 2012; Burian and 
Edwards 2002). This decline with very poor sanitary conditions including polluted water 
in sources and wastes in the streets is reported especially in Europe (Gray 1940). Water 
supply was provided to a central delivery point, from where it was brought to the homes 
by either people themselves or servants, or else water carriers who made a business of 
selling and delivering water. 
 
It was not until after the Renaissance (14th-17th centuries) when water management 
practices began to evolve once more (Walski 2006). Possiblly the first major pipeline 
was a 25 km line from Marly-on-Seine to the Palace of Versailles in France, which was 
completed in 1664 (Walski 2006). By the mid-1700s, London had more than 50 km of 
water mains constructed of wood, cast-iron and lead pipes (Sanks 2005; Walski 2006). In 
the United States, the first piped water supply was in Boston in 1652, when water was 
brought from springs and wells to near what is now the restored Quincy Market area 
(Mays 2000).  
 
More information about the history and evolution of water supply can be found in 
Angelakis et al. (2012), Draffin (1939) and Viollet (2000). 
2.1.2 Water quality and water treatment 
“Clean and safe water is the most important consideration of a healthy population, 
community, and economy“ (Pope et al. 2012). Mays et al. (2012) states that historically, 
drinking water has been considered the clear water, hence the first treatment attempts 
were aiming at the improvement of its aesthetic conditions. The earliest recorded 
knowledge of water treatment comes from Indian sources dated circa 2000 B.C. One of 
them suggests that “it is good to keep water in copper vessels, to expose it to sunlight, 
and filter through charcoal”, another directs “... to heat foul water by boiling and 
exposing to sunlight and by dipping seven times into it a piece of hot copper, then to 
filter and cool in an earthen (terracotta) vessel” (Baker 1949). 
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The first development of water treatment technology relevant to urban supply lies in 
Minoan civilization at the beginning of the Bronz Age (circa 3200 – 1100 B.C.). At those 
days, sedimentation cisterns were used for the removal of suspended solids, and 
terracotta infiltration devices filled with charcoal for removing both organic and 
inorganic constituents (Mays et al. 2012; Sklivaniotis and Angelakis 2006). In the 6th 
century B.C. at latest, utilisation of definitely two and probably three qualities of water, 
potable (i.e. springs), sub-potable (i.e. cisterns) and non-potable (i.e. storm runoff 
probably combined with waste waters for irrigation) is documented (Crouch 1993), 
which indicates very high standard of water management practices. This well agrees 
with a discussion of the Greek physician Hippocrates (460 – 377 B.C.), the father of 
medicine, in relation to the qualities of water sources, who recommended to select “the 
most health-giving sources of supply rather than (on) rectifying the waters that were 
bad” (Baker 1949). He also introduced a cloth bag later known as “Hippocrates Sleeve” 
for straining rain water which he suggested to be previously boiled (Baker 1949). Greek 
historian Herodotus (5th century B.C.) stated that water drunk by the Persian kings was 
previously boiled and kept in silver vessels (Ewbank 1858). The Romans (circa 100 B.C. – 
500 A.D.) frequently boiled rainwater before they used it (Ewbank 1858). 
 
To bring water from a source to the cities, Greeks and Romans constructed aqueducts 
typically consisting of open channels, tunnels and bridges. In 1st century A.D., Frontinus 
wrote treatise describing Roman water supply methods (Rouse and Ince 1963), of 
particular interest being his “description of a settling reservoir at the head of one of the 
aqueducts supplying Rome and of ... ingeniously designed pebble catchers built into 
most of the aqueducts” (Baker 1949). Water from aqueducts was delivered to houses, 
where it was stored in cisterns for the use by families (Crouch 1993). According to 
Ewbank (1858), if water was required to be perfectly pure, two or three cisterns were 
built at different levels, “so that the water successively deposited the impurities.”   
 
Similar to other scientific fields, water treatment technologies had not progressed 
during the Middle Ages, often referred to as Dark Ages, following the fall of the Roman 
Empire at circa 5th century A.D. (Mays et al. 2012). Discoveries started emerging in the 
beginning of the 17th century. In 1627, Francis Bacon’s experiments dealing with water 
purification, such as percolation, filtration, distillation and coagulation, were published 
(Mays et al. 2012). The important invention of the microscope, which led subsequently 
to a new field of bacteriology, dates back to the 1st decade of the 17th century, when 
Galileo Galilei developed the compound microscope to observe insect. Microscopes 
were subsequently popularised in the Hooke’s books from 1665 and 1678, second of 
which gives detailed instructions for making microscopes (Wilson 1995). In the late 17th 
century, Antony van Leeuwenhoek developed microscope powerful enough to see 
bacteria (Wilson 1995). In 1675, he discovered “living creatures” in the water which 
were “continually moving themselves” and called them “animalcula” (Baker 1949). In 
spite of those bacteriological discoveries, which were originally considered “as 
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unimportant curiosities,” it took another 200 years to understand their importance 
(Mays et al. 2012).  
 
It was in 1849, when John Snow related cholera to public water supplies and in 1854, 
when he investigated a cause of cholera outbreak in London as being a central water 
supply point, the Broad Street pump/well (Snow 1849; Snow 1855). However, “Snow’s 
work was not accepted by the medical establishment” at that time (Savic and Banyard 
2011). Although the handle of the pump was removed by the public authorities and 
water not used during the outbreak, the handle was reinstalled once the epidemic 
passed (Savic and Banyard 2011). About 30 years later, impact of bacteria in drinking 
water on human health was eventually recognised when the French scientist Louis 
Pasteur proved the ‘germ theory of disease’ correct and the more widely accepted 
miasmic theory invalid (Savic and Banyard 2011). 
 
In the 17th century, the patent era in water treatment commenced. The first known 
illustrated description of sand filters was published by Luc Antonio Porzio in the late 17th 
century (Baker 1949). In the 18th century, the first patent for a water filter made of 
sponge, wool and sand was granted to Joseph Amy (Amy 1754), and James Peacock 
received a patent for a sand filter with backwashing (Mays 2013). According to Baker 
(1949), the first filtration plant to supply a whole town was completed at Paisley, 
Scotland in 1804. In 1806, a large water treatment plant (WTP) opened in Paris (Mays et 
al. 2012), which sourced water from Seine and continually operated for a half century 
(Baker 1949). It used gravity filters “modelled on the Smith-Cuchet-Montfort patent of 
1800” and composed of layers of different sand fractions and pounded charcoal (Baker 
1949). In 1829, James Simpson’s slow sand filters were completed in London and later 
“became the model for English slow sand filters throughout the world” (Baker 1949). In 
1838, Theophile Ducommun obtained a French patent for lateral-flow pressure filter 
and in 1835, Louis-Charles-Henri de Fonvielle for high-pressure filter (Baker 1949). The 
first rapid sand filters were applied in New Jersey in 1882 (Mays et al. 2012). In 1895, 
Allen Hazen “wrote the first treatise on the art and science of water filtration” (Baker 
1949). 
 
The earliest proposals to disinfect water were made before there was knowledge of 
water born diseases. First of these found on record is a statement by Dr. Robley 
Dunglinson published at Philadelphia in 1835 (Baker 1949). One of the first known uses 
of chlorine for water disinfection was by John Snow in 1850, when he attempted to 
disinfect the Broad Street well in London after an outbreak of cholera (Christman 1998). 
In 1906, ozone was used for the first time for disinfection in Nice, France and became 
very popular in Europe, whereas chlorine was mostly used for disinfection in the USA 
(Mays et al. 2012). The first serious effort in water desalination was undertaken during 
the World War II for units which encountered difficulties in securing drinking water 
(Mays et al. 2012). 
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More information about the history and evolution of water treatment can be found in 
Baker (1949), Draffin (1939) and Mays (2013). 
2.1.3 Network analysis 
Network analysis, which is invaluable for water professional involved with design, 
operation, maintenance and optimisation of WDSs, consists of the two distinct 
components being analyses of (i) hydraulic and (ii) water quality behaviour of flow 
through a WDS. This section focuses on hydraulic analysis only. Hydraulic analysis 
calculates flows, headlosses and pressures in a specified pipe network by simultaneously 
solving a set of equations (further in the text referred to as ‘network equations’). These 
network equations arise from the conservation of mass of flow and energy as (i) the sum 
of flows toward any junction is zero, (ii) the sum of headlosses in a closed loop is zero 
and (iii) the headloss in a pipe is directly proportional to a power of the flow (Aldrich 
1937). Due to the size of WDSs and associated large number of non-linear network 
equations, hydraulic analysis is a complex task. Historically, hydraulic analysis methods 
range from graphical methods, through the use of physical analogies, to mathematical 
models (Ramalingam et al. 2004).  
 
Prior to digital computers, hydraulic analysis of WDSs involved tedious calculations 
applying a combination of simplifications, engineering experience and practice, and 
conservatism (Walski et al. 2006). As the first method is reported the graphical method 
introduced by Spiess (1887) (Aldrich 1937), followed by a more popular graphical 
method of Freeman (1892). The former method presented solutions for basic branched 
and looped systems, whereas the later method investigated simple and more complex 
WDSs with fire demands. Freeman graphical method was later expanded by Aldrich 
(1937) using the Hazen-Williams formula. Other well known methods include electric 
network analyser method (Camp and Hazen 1934) based on analogy between the laws 
governing hydraulic flow and electric current in networks (Ramalingam et al. 2004) and 
Hardy Cross method (Cross 1936), which was the first method to solve hydraulic analysis 
mathematically. Graphical and electric analyser methods have not been widely used due 
to time and equipment requirements, respectively (Aldrich 1937), Hardy Cross method 
became popular with numerous subsequent publications describing its application to 
various systems (Ramalingam et al. 2004). 
 
After digital computers, several iterative methods have been applied to hydraulic 
analysis of a WDS. The first method adapted to the digital computer was the Hardy-
Cross method (Cross 1936) in 1957, with the application to the WDS of the city Palo 
Alto, California (Ormsbee 2006). Because this method could take long time to converge 
to a solution or could fail to converge at all, other methods were proposed (Ormsbee 
2006). These methods included the Newton-Raphson method (simultaneous node 
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method) (Martin and Peters 1963), simultaneous loop method (Epp and Fowler 1970), 
the linear theory approach (simultaneous pipe method) (Tavallaee 1974; Wood and 
Charles 1972) and the gradient method (simultaneous network method) (Todini and 
Pilati 1988). The Newton-Raphson method may converge more quickly for small 
networks, but very slowly for large networks compared to the linear theory approach 
(Mays 1989). The simultaneous loop method is the improved Newton-Raphson method 
with the benefit of significantly improved convergence characteristics of the original 
algorithm (Ormsbee 2006). The linear theory approach has the capacity to analyse all 
network components and is more flexible regarding the representation of pumps (Mays 
1989). The gradient method was adopted in the development of hydraulic simulation 
package EPANet (Rossman 1993). 
 
The next significant step in hydraulic analysis of WDSs was development of hydraulic 
simulation packages, accessible for a wide use by water professionals. The first such 
a package titled KYPIPE, which uses the simultaneous loop method to solve the network 
equations, was developed by the University of Kentucky in 1980 (Wood 1980). Another 
package, WADISO (water distribution system analysis and optimisation), has been 
introduced by the U. S. Army Engineer Waterways Experiment Station and uses the 
simultaneous node method to solve the network equations. KYPIPE and WADISO are 
compared in Mays (1989). Possibly the most widely spread has become the simulation 
software EPANet (Rossman 1993), which is used in other (commercial) hydraulic analysis 
packages. Those hydraulic simulation packages have become well accepted tools (Mays 
1989; Van Dijk et al. 2008) and are used nowadays in conjunction with optimisation 
techniques to solve optimum WDS design, operation and other related optimisation 
problems in WDSs. 
 
More information about network analysis can be found in Camp (1943), Ormsbee (2006) 
and Ramalingam et al. (2004). 
2.1.4 Optimisation of water distribution systems 
There are at least dozen literature review papers on optimisation of WDSs which have 
been published since 1970s until nowadays (Table 1). These papers review mainly 
publications since 1960s/1970s to date, some of them also reference the publication of 
Camp (1939) as the first work in the field. However, even older publications can be 
found, the oldest dated back to 1890s. Hence, it appears that the formal work in 
optimisation of WDSs commenced about half of a century before it is commonly 
reported. The following section addresses this gap by reviewing the publications from 
1890s to 1950s to link to the existing literature review papers listed in Table 1. 
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Table 1: Publications containing literature review of WDS optimisation 
in chronological order 
Author(s) 
(year) 
Paper title 
Date of 
references 
Comment 
Shamir 
(1974) 
Optimal Design and 
Operation of Water 
Distribution Systems 
1961-1972 
Review of optimisation of WDS 
design (any work was not found to 
date concerning with optimisation 
of WDS operation). 
Shamir 
(1979) 
Optimization in Water 
Distribution Systems 
Engineering 
1963-1977 
Review of optimisation of WDS 
design and operation, including 
mathematical formulations of 
optimisation models. 
Walski 
(1985) 
State-of-the-Art Pipe 
Network Optimization 
1931-1939, 
1968-1985 
Classifies papers into categories of 
fixed flow pattern (branched 
systems), variable flow pattern 
(looped systems), gravity and 
pumped systems. 
Lansey and 
Mays 
(1989b) 
Optimization Models for 
Design of Water 
Distribution Systems 
1939, 1961-
1988 
Apart from the literature review 
includes also general optimisation 
model (cost of pipes, pumps and 
storages), and WDS design for 
multiple loading conditions 
(solution methodology and 
application). 
Walters 
(1992) 
A Review of Pipe 
Network Optimization 
Techniques 
1966-1991 
Review of optimisation techniques 
for WDS design, which is divided 
into branched and looped 
networks. Also includes discussion 
on reliability. 
Dandy et al. 
(1993) 
A Review of Pipe 
Network Optimisation 
Techniques 
1936, 1963-
1992 
Review and comparison of four 
optimisation techniques: partial 
enumeration, non-linear 
programming, linear programming, 
genetic algorithms. 
Ostfeld and 
Shamir 
(1993a) 
Incorporating Reliability 
in Optimal Design of 
Water Distribution 
Networks - Review and 
New Concepts 
1972-1992 
Paper contains (i) discussion on 
definition of reliability, (ii) review 
of optimisation techniques for 
WDS design to include reliability, 
(iii) new concept for incorporation 
of reliability into optimal WDS 
design. 
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Continued: 
Author(s) 
(year) 
Paper title 
Date of 
references 
Comment 
Ormsbee 
and Lansey 
(1994) 
Optimal Control of 
Water Supply Pumping 
System 
1968-1994 
Review of optimization techniques 
used for a pump scheduling 
problem, inclusive of detailed 
review table. 
Simpson et 
al. (1994) 
Genetic Algorithms 
Compared to Other 
Techniques for Pipe 
Optimization 
1973-1992 
Overview of deterministic 
techniques (enumeration, non-
linear programming) and genetic 
algorithm for WDS design. Also 
includes application of genetic 
algorithm and its comparison with 
the two above deterministic 
techniques. 
Engelhardt 
et al. (2000) 
Rehabilitation Strategies 
for Water Distribution 
Networks: A Literature 
Review with a UK 
Perspective 
1972-1999 
Review of optimisation models for 
WDS rehabilitation, inclusive of 
models for extended planning 
horizons and multi-objective 
optimisation approaches. 
Lansey 
(2006) 
The Evolution of 
Optimizing Water 
Distribution System 
Applications 
1939, 1961 -
2006 
Review of WDS optimisation with 
chronological-topical charts, 
chronological-statistical charts. 
Also outlines future needs in the 
field. 
Nicklow et 
al. (2010) 
State of the Art for 
Genetic Algorithms and 
Beyond in Water 
Resources Planning and 
Management 
1969-2007 
(WDS 
optimisation 
only) 
Review of applications of 
evolutionary algorithms in water 
resources planning and 
management, including WDS 
optimisation. Future challenges are 
highlighted. 
 
The early publications on WDS optimisation do not refer to system ‘optimisation’, but 
rather system ‘economy’. They obtain optimal solution (i.e. a minimum of a function) by 
placing the first derivate equal to zero. This approach was used prior to the field of 
operations research with mathematical optimisation was established in 1940s (Taha 
1992). 
 
The first written record found concerning the economic aspects of water works are from 
the meetings of the New England Water Works Association (NEWWA) from the late 19th 
century. Nevons, the NEWWA president at the time, refers to economy of water works 
as “the subjects [...] of the greatest importance” (Nevons 1889), and (Allis 1892) talks 
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about the importance of including more discussions on economic aspects of water 
works in the NEWWA meetings. 
 
As early as in 1895, Tuttle presented the work for economic pipe sizes in WDSs by using 
economic velocity of flow through pipes (Tuttle 1895). Being possibly the first work, it is 
described here in more detail. Tuttle based the paper on the knowledge that the 
decrease in pipe sizes, and consequently costs of the pipes, increases headlosses thus 
pressure required, and vice versa. He formulated equation representing an annual cost 
of a WDS including initial capital cost, annual interest plus depreciation and annual 
operating cost for pumping. Placing derivative of this equation equal to zero, he 
minimised a pipe diameter and subsequently calculated the ‘economic velocity.’ The 
results were summarised in a tabular form for a range of pipe diameters. Tuttle’s 
approach included several assumptions, such as the cost of cast-iron pipes, pipelaying, 
pumping and others, which were implemented as constants. On the other hand, he 
introduced a factor for variable demand. 
 
The principle of economic velocity to determine economic pipe sizes was later used in 
work of Braca and Happel (1953); True (1937). Some advancements in the True’s work 
were, for example, implementation of a range of Hazen-Williams coefficients for two 
pipe materials cast-iron and steel, and use of variable cost of pipelaying. He also stated 
the importance of “proper engineering allowances” made for future increase in water 
consumption. Braca and Happel (1953) utilised two methodologies to determine 
economic pipe sizes, first the principle of economic velocity and second the minimum 
annual costs for pipes and pumps which were divided into initial capital costs and 
ongoing costs. 
 
In the publications of Camp (1939); Genereaux (1937b); Lischer (1948); Sarchet and 
Colburn (1940), nonetheless, the principle of economic velocity was abandoned due to 
its inaccuracies. Genereaux (1937a,b) included pipe and pumping costs in the total 
annual costs and developed convenient charts, from where economic pipe diameters 
could be derived with a limitation to turbulent flows only. His work was later extended 
by Sarchet and Colburn (1941); Sarchet and Colburn (1940) for both the turbulent and 
viscous flows. Their results were also presented in practical charts for determination of 
economic pipe diameters.  
 
Camp (1939) expressed the total annual cost of a WDS as a sum of initial capital and 
labour costs, annual interest plus depreciation and annual operating cost for pumping. 
Camp’s work obtained a lot of interest and was commented by numerous authors 
(Camp 1939). The discussion topics were, for example, how to determine exact prices of 
pipes, pipe laying and pumping, how to predict pipe roughnesses over time and 
(maximum) future demands and demand patterns. Lischer (1948) applied Camp’s 
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principles of design to a simple system with a pump and storage tank and showed 
interrelations between the variables.  
 
The determination of the most economic pipe sizes were subject to early research not 
only in WDSs, but also in high-pressure water-power installations (Adams 1907; Jeffcott 
1928). These studies were based on the proposition that the annual cost of the pipes 
plus the annual value of the energy sacrificed due to friction is a minimum. Jeffcott 
(1928) proposed a numerical solution considering both pipes and tunnels excavated 
through rocks, while Adams (1907) developed a graphical solution. Adams’ work was 
subsequently discussed by several authors (Butcher et al. 1907), some of whom verified 
the graphical solution mathematically. Additionally, it was pointed out that the 
previously mentioned proposition is a modification of a law in the electrical transmission 
of energy regarding the most economical area of a conductor, first proposed by 
Sir William Thomson in 1881 (Butcher et al. 1907). 
2.2 Multiquality water distribution systems 
The definitions of multiquality WDSs have been provided by Ostfeld and Shamir (1993b) 
as “use of waters from sources with different qualities in a single system, which serves 
to mix and convey them” inclusive of quality changes due to decay, growth or accidental 
entry of low quality water into a drinking WDS; and by Ostfeld and Salomons (2004) as 
“systems in which waters of different qualities are taken from sources, possibly treated, 
conveyed and supplied to the consumers.” For this research, these definitions have 
been broadened to also consider time variability for source water quality as well as 
customer water quality requirements, which is detailed in Chapter 3, Section 3.4. 
2.2.1 Wimmera Mallee and Northern Mallee Pipelines 
Rural pipelines titled the Wimmera Mallee Pipeline (WMP) and Northern Mallee 
Pipeline (NMP) are located in arid and semi-arid regions of western Victoria, Australia 
(Figures 1-3). They extend to a total 12,000 km of pipe network and supply an area of 
about 29,000 km2. These extensive networks deliver raw (i.e. non-drinking) water to 
various customer groups such as rural townships (52 in total), rural domestic (farms), 
agricultural, industrial and environmental (wetlands) (Barton et al. 2011; Graymore et 
al. 2013). These customer groups have different water quality requirements. 
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Figure 1: Service area of the Wimmera Mallee and Northern Mallee Pipelines 
 
Water for the WMP is sourced from multiple reservoirs of different water qualities 
located in and around the Grampians mountain ranges in the south. Two main 
reservoirs supplying the WMP are the Bellfield Lake and Taylors Lake. The NMP is 
sourced from several off takes at the River Murray in the north, with an option to also 
take water from the WMP in the south. The example networks, which were adapted 
from the literature (refer to Chapter 3, Section 3.4) capture some of the unique features 
of the WMP and NMP in Australia. 
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Figure 2: Northern Mallee Pipeline 
2.3 Optimisation of water distribution systems 
Optimisation is a process, in which an optimal or near-optimal solution of a complex 
problem is found. From the engineering perspective, optimisation is used to find 
solutions which are the most economical, the most beneficial, the most time effective, 
for example, to determine the most cost economical design or performance of a WDS.  
 
Field optimisation was established as part of broader field of operations research, which 
was initialised during World War II when there was a need to resolve strategic and 
tactical problems using limited military resources (Taha 1992). Due to successful results, 
businesses and organisations recognised its potential (Cottle et al. 2007) and 
consequently started studies on effective utilisation of their processes and resources 
(Taha 1992). In 1947, the simplex method of linear programming (LP) was developed 
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and since then, other techniques have been developed specifically for optimisation 
purposes (Cottle et al. 2007). 
 
 
Figure 3: Wimmera Mallee Pipeline 
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2.3.1 Mathematical formulation of a general optimisation 
problem 
2.3.1.1 A single-objective optimisation problem 
In mathematical terms, the objective of optimisation is to find the minimum or 
maximum value of a function subject to a set of constraints. Constraints can represent 
either physical limitations of the system or other requirements. An optimal solution is 
a feasible solution when decision variables yield the extreme value of the objective 
function (minimum or maximum) while satisfying all the constraints. The mathematical 
formulation of a general single-objective optimisation problem can be written as 
follows: 
 
𝑚𝑖𝑛𝑖𝑚𝑖𝑠𝑒  𝑓(𝑥),          𝑥 = {𝑥1, … , 𝑥𝑛} ∈ 𝐑
𝑛                                         [1] 
 
subject to 
 
𝑔𝑖(𝑥) = 0,          𝑖 ∈ 𝐼 = {1, … , 𝑎};  𝑎 ≥ 0                                             [2] 
 
ℎ𝑗(𝑥) ≤ 0,          𝑗 ∈ 𝐽 = {1, … , 𝑏};  𝑏 ≥ 0                                             [3] 
 
where f(x) is an objective function; x is n-dimensional vector representing decision 
variables; Rn is n-dimensional space; gi(x) are functions representing equality 
constraints; hi(x) are functions representing inequality constraints; a is the number of 
equality constraints; b is the number of inequality constraints.  
2.3.1.2 A multi-objective optimisation problem 
A multi-objective optimisation problem, on the other hand, contains more than one 
objective function and can be written in a general form as follows: 
 
𝑚𝑖𝑛𝑖𝑚𝑖𝑠𝑒  [𝑓1(𝑥), 𝑓2(𝑥), … , 𝑓𝑚(𝑥)]          𝑥 = {𝑥1, … , 𝑥𝑛} ∈ 𝐑
𝑛                          [4] 
 
subject to 
 
𝑔𝑖(𝑥) = 0,          𝑖 ∈ 𝐼 = {1, … , 𝑎};  𝑎 ≥ 0                                             [5] 
 
ℎ𝑗(𝑥) ≤ 0,          𝑗 ∈ 𝐽 = {1, … , 𝑏};  𝑏 ≥ 0                                             [6] 
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where f1(x), f2(x), ..., fm(x) are objective functions, with the number of objective 
functions m. 
 
In contrast to a single-objective optimisation problem, multiple solutions are obtained, 
which are in the form of a Pareto front of optimal solutions. As an example with two 
objectives, these solutions are displayed in Figure 4. A concept of domination (Deb 
2001) is used to construct a Pareto front of optimal solutions. According to this concept, 
solutions A, B, C and D in Figure 4 are said to be optimal or non-dominated solutions, as 
none of these solutions is better than the other with respect to both objectives (Deb 
2001). On the other hand, solution E in Figure 4 is said to be non-optimal or dominated 
solution, because at least one solution exists (here B and C) which is better than 
solution E in both objectives. To establish, whether a solution belongs to the Pareto 
non-dominated set P or not, the following two conditions must be true (Deb 2001): 
 
 Any two solutions of P must be non-dominated with respect to each other. 
 Any solution not belonging to P is dominated by at least one member of P. 
 
 
 
Figure 4: Pareto front of optimal solutions and one non-optimal solution (adapted from 
Deb (2001)) 
 
In regards to WDSs, optimisation has been applied to two main areas, being (i) system 
design and rehabilitation, and (ii) system operation inclusive of water quality 
considerations. 
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2.3.2 System design and rehabilitation 
Design of WDS was the first engineering problem in WDSs to which optimisation was 
applied in the 1960s (Shamir 1974; Shamir 1964). The optimisation problem is often 
referred to as ‘least cost design’ and has been subject of intensive research since then 
(Nicklow et al. 2010). The objective is to find such system parameters or rehabilitation 
strategies of a WDS which will yield minimum design costs. Prior to the optimisation, the 
traditional method for designing pipe networks was principally by trial and error 
approach based on experience and engineering judgment (Simpson et al. 1994). 
 
Initially, deterministic methods were used including LP and non-linear programming 
(NLP) (Alperovits and Shamir 1977; Lansey and Mays 1989a). In those applications, 
network hydraulics was simplified to suit the solution algorithm. These simplifications 
included linearization of the hydraulic equations and/or replacement of the discrete 
decision variables by the continuous variables (Eusuff and Lansey 2003). 
 
In the 1990s, stochastic methods such as evolutionary algorithms (EA) started being 
applied to least cost design of WDSs. The first method used was GA (Simpson et al. 
1994), which is based on natural selection and the mechanisms of population genetics 
(Holland 1975). Subsequently, other EAs including shuffled frog leaping algorithm (SFLA) 
(Eusuff and Lansey 2003) and ant colony optimisation (ACO) (Zecchin et al. 2007) were 
applied. Performance of these algorithms is usually tested and benchmarked using 
hypothetical or real world test networks. A popular test network is the New York City 
water supply tunnels, which was originally described in Schaake and Lai (1969) and 
consequently applied by Broad et al. (2005); Dandy et al. (1996); Eusuff and Lansey 
(2003); Maier et al. (2003); Van Dijk et al. (2008). 
 
Over the past two decades, a multi-objective approach has been increasingly applied to 
least cost design of WDSs. The most frequent are studies which optimise system design 
and rehabilitation as primary objective, with other objectives being network reliability 
(Alvisi and Franchini 2006; Farmani et al. 2006; Farmani et al. 2005b; Giustolisi and 
Berardi 2009; Prasad and Park 2004; Raad et al. 2010), network resilience (Basupi and 
Kapelan 2013; Bolognesi et al. 2012; Ostfeld et al. 2013; Wang et al. 2014), network 
robustness (Babayan et al. 2007; Kapelan et al. 2005) or network performance (Halhal et 
al. 1999; Vamvakeridou-Lyroudia et al. 2005; Walters et al. 1999). Additionally, there are 
studies which included, beside optimum system design and rehabilitation, service 
quality measures such as pressure head deficit (Atiquzzaman et al. 2006; Farmani et al. 
2005a; Jin et al. 2008; Keedwell and Khu 2006). 
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2.3.3 System operation 
Since the 1970s, substantial research has addressed the optimisation of operation of 
WDSs (Lansey 2006; Ormsbee and Lansey 1994; Walski 1985) with two main areas of 
focus. The first area includes pump operating costs, as they constitute the largest 
expenditure for water organisations worldwide (Van Zyl et al. 2004). Optimal operation 
of pumps is often referred to as a ‘pump scheduling’ problem and is formulated as 
a cost optimization problem (Savic et al. 1997). The objective is to find such pump 
schedules which will yield minimum pump operating costs. The second area includes 
optimisation of water quality across the water distribution network. This research area 
emerged in the 1990s following the U.S. Environmental Protection Agency (EPA) 
promulgating “rules requiring that water quality standards must be satisfied at 
consumer taps rather than at treatment plants” (Ostfeld 2005). 
 
Development in the use of various methods to optimise operation of WDSs over time is 
very interesting, indeed. Initially, these techniques included deterministic methods, such 
as dynamic programming (DP) (Dreizin 1970; Sterling and Coulbeck 1975a; Zessler and 
Shamir 1989), hierarchical methods (Coulbeck et al. 1988a; Coulbeck et al. 1988b; 
Fallside and Perry 1975; Sterling and Coulbeck 1975b), LP (Alperovits and Shamir 1977; 
Schwarz et al. 1985) and NLP (Chase and Ormsbee 1989). Since the 1990s, metaheuristic 
algorithms have been applied to the optimal operation of WDSs with increased 
popularity. This popularity is due to their potential to solve nonlinear, nonconvex, 
discrete problems for which deterministic methods incur difficulty (Nicklow et al. 2010). 
In recent years however, deterministic methods have started to reappear (Arai et al. 
2013; Bene et al. 2013; Goryashko and Nemirovski 2014; Kim et al. 2014; Price and 
Ostfeld 2014; Reca et al. 2014), because they are more computationally effective, thus 
more suitable for real time control. 
2.3.3.1 Pump scheduling 
Pump schedules are optimised to achieve a minimal amount of energy consumed by 
pumps. Pumps are controlled either explicitly by times when pumps operate, or 
implicitly by pump flows (Bene et al. 2013; Nitivattananon et al. 1996; Pasha and Lansey 
2009; Zessler and Shamir 1989), pump pressures, tank water trigger levels (Broad et al. 
2010; Van Zyl et al. 2004) or pump speeds for variable speed pumps (for example 
Hashemi et al. (2014); Ulanicki and Kennedy (1994); Wegley et al. (2000)). These 
controls are specified as decision variables and formulations are reviewed in Ormsbee et 
al. (2009). The most frequently used is explicit pump scheduling, which can be specified 
by (i) on/off pump statuses during predefined equal time intervals (for example Baran et 
al. (2005); Ibarra and Arnal (2014); Mackle et al. (1995); Salomons et al. (2007)), (ii) 
length of the time (in hours) of pump operation (Brion and Mays 1991; Lopez-Ibanez et 
al. 2008), (iii) start/end run times of the pumps (Bagirov et al. 2013). The former, 
although the most frequently used, suffers from the large number of decision variables 
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for (real world) WDSs with numerous pump stations which increases the size of the 
search space, whereas the latter two reduce the number of variables hence reducing 
the size of the search space. 
 
Pump operating costs comprise of costs for energy consumption due to pump operation 
and costs due to the maintenance of pumps. Energy consumption includes energy 
consumption charge and demand charge. The former is based on the kilowatt-hours of 
electric energy consumed by pumps during the billing period (Ormsbee et al. 2009) and 
is often the only component of operating costs used in the pump scheduling problem 
(for example Jamieson et al. (2007); Kim et al. (2007); Ulanicki et al. (1993)). Demand 
charge is usually based on the peak energy consumption during a specific time period 
(Ormsbee et al. 2009) and is not easily incorporated in the optimisation model 
(McCormick and Powell 2003). It has been included as a constraint (Gibbs et al. 2010a; 
Selek et al. 2012) or as an additional objective besides pump operating costs (Baran et 
al. 2005; Kougias and Theodossiou 2013; Sotelo and Baran 2001). 
 
Pump maintenance costs, which are difficult to quantify, are usually included using 
a surrogate measure such as the number of pump switches (Lopez-Ibanez 2008). It is 
assumed that a reduction in the number of pump switches results in the reduction of 
the pump maintenance costs (Lansey and Awumah 1994). The number of pump 
switches has been considered as a constraint (Boulos et al. 2001; Lansey and Awumah 
1994; Lopez-Ibanez et al. 2008; Selek et al. 2012; Van Zyl et al. 2004), alternatively, 
pump energy costs and pump maintenance costs have been considered as a two-
objective optimisation problem (Bene et al. 2013; Kelner and Leonard 2003; Lopez-
Ibanez et al. 2005; Savic et al. 1997). 
 
A multi-objective approach has been increasingly applied to an optimisation problem of 
pump operating costs. Other legitimate objectives considered, apart from demand 
charge and pump maintenance costs mentioned above, were the difference between 
initial and final water levels in storage tanks (Baran et al. 2005; Sotelo and Baran 2001) 
and the quantity of pumped water (Kougias and Theodossiou 2013). Most recently, 
water quality has been traded off against pump operating costs (Arai et al. 2013; Kurek 
and Ostfeld 2013; Kurek and Ostfeld 2014; Mala-Jetmarova et al. 2014) with the finding 
that those objectives are conflicting. Similarly, water losses due to leakage and pump 
operating costs were identified as conflicting objectives (Giustolisi et al. 2012). 
Minimization of just pumping costs moves the pumping to the night time when the 
pressures in the system are higher, producing increased leakage. When water losses are 
introduced as an objective, more pumping occurs during the day time and leakage 
reduces (Giustolisi et al. 2012). 
 
24 
Optimisation methods have developed significantly since the 1970s. Deterministic 
methods used initially (Brion and Mays 1991; Coulbeck et al. 1988a; Coulbeck et al. 
1988b; Lansey and Awumah 1994; Ulanicki and Kennedy 1994; Ulanicki et al. 1993; 
Zessler and Shamir 1989) started being supplemented by metaheuristics during the 
1990s. The first of these introduced was a GA (Boulos et al. 2001; Lingireddy and Wood 
1998; Mackle et al. 1995; Moradi-Jalal et al. 2004; Wu et al. 2014a), which was also used 
with modifications (Bene et al. 2010; Selek et al. 2012; Wu 2007) or in combination with 
local search methods (i.e. hybrid GA) (Savic et al. 1997; Van Zyl et al. 2004) to increase 
its efficiency. Other metaheuristic algorithms included particle swarm optimisation 
(PSO) (Wegley et al. 2000), ACO (Hashemi et al. 2014; Lopez-Ibanez et al. 2008; Ostfeld 
and Tubaltzev 2008), NSGA-II (Prasad et al. 2004), strength Pareto evolutionary 
algorithm 2 (SPEA2) (Kurek and Ostfeld 2013), harmony search algorithm (HSA) (Kougias 
and Theodossiou 2013), limited discrepancy search (LDS) (Ghaddar et al. 2014) and 
other multi-objective algorithms (Baran et al. 2005). 
 
Recent advancements show, nevertheless, that these metaheuristics linked with 
a network simulator (i.e. EPANet) may prevent implementation for large WDSs in real 
time, due to considerable computational effort required (Giacomello et al. 2013). For 
this reason, more efficient deterministic methods have been increasingly applied since 
mid 2000s (Arai et al. 2013; Bagirov et al. 2008; Bagirov et al. 2013; Bagirov et al. 2012; 
Bene et al. 2013; Gleixner et al. 2012; Goryashko and Nemirovski 2014; Kim et al. 2014; 
Kim et al. 2007; Price and Ostfeld 2013a; Price and Ostfeld 2013b; Price and Ostfeld 
2014; Reca et al. 2014; Ulanicki et al. 2007). Parallel programming techniques (Ibarra 
and Arnal 2014; Wu and Zhu 2009) are also used to reduce computation time. 
2.3.3.2 Real time control 
Time is an important factor for industry. In real time planning and control of WDSs, 
there is need for optimal schedules to be found in a timely manner based on demand 
forecasts and be implemented via the SCADA (Supervisory Control and Data Acquisition) 
system. Computational efficiency of metaheuristic algorithms in conjunction with the 
network simulator EPANet for large WDSs is not sufficient, however. Several authors 
have investigated how to decrease computational effort of the network simulator 
EPANet and/or algorithm to provide an optimal solution in real time, which is discussed 
further. 
 
Time consuming EPANet extended period simulation (EPS) is replaced with surrogate 
models such as artificial neural networks (ANNs) (Broad et al. 2010), interpretive 
structural modelling (ISM) (Arai et al. 2013) or reduced (i.e. skeletonised) models (RMs) 
(Shamir and Salomons 2008). ANNs, which are used most often, were included in the 
POWADIMA research project (potable water distribution management) (Shamir et al. 
2004), whose objective was to determine real time, near optimal control of WDSs. This 
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project integrates ANN with GA, and was followed by series papers (1) project 
description (Jamieson et al. 2007), (2) development of ANN (Rao and Alvarruiz 2007), (3) 
development of dynamic, real-time, adaptive genetic algorithm (DRAGA) (Rao and 
Salomons 2007), (4) development of demand forecast, based on seasonal, weekly and 
daily periodic components (Alvisi et al. 2007), (5) application to Haifa-A WDS, Israel 
(Salomons et al. 2007), (6) application to Valencia WDS, Spain (Martinez et al. 2007). The 
project resulted in the development of software ENCOMS (energy cost minimisation 
system), which operates continually based on SCADA data and demand forecast updates 
(Rao et al. 2007). 
 
Optimisation methods used for real time control include LP (Jowitt and Germanopoulos 
1992; Pasha and Lansey 2009), progressive optimality algorithm combined with 
heuristics (Nitivattananon et al. 1996), adaptive search algorithm (ASA) (Pezeshk and 
Helweg 1996), GA integrated with ANN (Shamir et al. 2004), and LP combined with 
a greedy algorithm (LPG) (Giacomello et al. 2013). 
2.3.4 Water quality 
2.3.4.1 Urban drinking water distribution systems 
There does not seem to be a unique optimisation model for the operation of drinking 
WDSs. The following three basic single-objective models exist in the literature. The first 
optimisation model minimises pump operating time/costs (Dandy and Gibbs 2003; 
Goldman and Mays 1999; Sakarya and Mays 1999; Sakarya and Mays 2000; Sakarya and 
Mays 2003) with addition of water treatment costs (Ulanicki and Orr 1991), costs of 
water at sources (Brdys et al. 1995) and utility turnout costs (Murphy et al. 2007) 
subject to water quality and other constraints. The second optimisation model 
minimises the (costs of) total disinfectant mass dose (Boccelli et al. 1998; Fanlin et al. 
2013; Prasad et al. 2004; Rico-Ramirez et al. 2007; Tryby et al. 2002), which may 
consider the number and locations of booster disinfection stations. The third 
optimisation model minimises disinfectant concentration deviations at customer 
demand nodes from desired values (Goldman et al. 2004; Kang and Lansey 2009; 
Munavalli and Kumar 2003; Propato and Uber 2004a; Propato and Uber 2004b; Sakarya 
and Mays 1999; Sakarya and Mays 2000; Sakarya and Mays 2003). These models are 
sometimes combined (Biscos et al. 2003; Biscos et al. 2002; Gibbs et al. 2010a; Ostfeld 
and Salomons 2006). 
 
What is the difference in the solution obtained when applying those models? (Sakarya 
and Mays 2000) considered the first and third optimisation model with the following 
outcomes. Different pump schedules were found using these models. Optimal solutions 
for the first model considering either pump operating time or pump operating costs 
were very similar. For the third model considering concentration deviations, 
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nonetheless, the optimal solution had higher value of pump operating time/costs than 
for the first model. The explanation provided was that the objective function at the third 
model (i.e. concentration deviations) does not force the algorithm to reduce pump 
operating time/costs further after all of the constraints are satisfied. Ostfeld and 
Salomons (2006) discovered that pumping costs are significantly reduced if water quality 
is absent from the optimisation model and conversely, that the best water quality 
outcome corresponds to the highest pump operating costs. This competing nature of 
tradeoff between water quality and operating costs was confirmed by Arai et al. (2013); 
Kurek and Ostfeld (2014). 
 
Those models were improved by the incorporation of control valves to direct 
disinfectant laden-water where required (Kang and Lansey 2009; Kang and Lansey 
2010b) and by inclusion of uncertainties on demands, pipe roughness and chemical 
reactions of the disinfectant (Rico-Ramirez et al. 2007). Furthermore, a multi-objective 
approach was applied with additional objectives being the number of instances of not 
meeting quality requirements (Ewald et al. 2008; Kurek and Brdys 2006), the costs of 
tanks (Kurek and Ostfeld 2013), and the number of polluted nodes and operational 
interventions (OIs) as responses to WDS contamination (Alfonso et al. 2010). 
 
Water quality parameters (such as chlorine) were typically modelled as non-
conservative using first order decay kinetics, except for (Murphy et al. 2007; Prasad and 
Walters 2006), who used water age as a substitute for water quality. Optimisation 
methods used were mainly LP and mixed integer non-linear programming (MINLP) (for 
example Arai et al. (2013); Biscos et al. (2003); Boccelli et al. (1998)) and metaheuristic 
algorithms (GA, NSGA-II, SPEA2) linked with a network simulator EPANet (for example 
Alfonso et al. (2010); Dandy and Gibbs (2003)). Most recently in order to reduce 
computational effort, EPANet was replaced by the ISM (Arai et al. 2013) and ANN (Wu et 
al. 2014b). 
2.3.4.2 Regional multiquality water distribution systems 
Multiquality WDSs are “systems in which waters of different qualities are taken from 
sources, possibly treated, conveyed and supplied to the consumers” (Ostfeld and 
Salomons 2004). They deliver water to more than one customer group, who have 
different water quality requirements. The first optimisation models for multiquality 
WDSs considered pump operating costs only (Mehrez et al. 1992; Percia et al. 1997).The 
system operating costs were later extended to also include costs of water at sources 
(Cohen et al. 2000b), water treatment costs (Ostfeld and Shamir 1993b; Ostfeld and 
Shamir 1993c), water conveyance costs (Cohen et al. 2000a) and yield reduction costs 
due to watering crops with low quality water (Cohen et al. 2000a; Cohen et al. 2000c). 
These costs were combined into one objective, with water quality requirements at 
customer demand nodes included as constraints. 
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Subsequent studies performed analyses to explore sensitivity of the solution to 
modifications of model data and constraints (Cohen et al. 2004; Cohen et al. 2009; 
Ostfeld 2005; Ostfeld and Salomons 2004) and to compare performance of different 
optimisation methods (Cohen et al. 2003). The emphasis of these analyses was to 
investigate the impact of individual operating costs on total system costs and the 
relationship between different customer groups, such as drinking and irrigation. 
 
Water quality parameters (such as salinity, magnesium, sulphur) were typically 
modelled as conservative, except for (Ostfeld and Shamir 1993c), who modelled non-
conservative parameters in reservoirs using first order decay. Additionally, (Ostfeld et al. 
2011) included chemical water instability, which can result from mixing desalinated 
water with surface or groundwater, using calcium carbonate precipitation potential. 
Optimisation problems in the above papers were solved as single-objective. Most 
recently, (Mala-Jetmarova et al. 2014) included water quality as a legitimate objective 
into an optimisation model and explored tradeoffs between water quality and pumping 
costs, confirming results of Arai et al. (2013); Kurek and Ostfeld (2014). 
2.4 Genetic algorithms  
GAs, which have been proposed by Holland (1975), were first used for optimisation of 
WDSs in 1990s (Simpson et al. 1994) and have been increasingly applied since. The GA 
simulates the process of natural evolution, with the survival of the fittest members 
among the population. The population members represent, from an optimisation point 
of view, solutions which improve from generation to generation by random process 
involving mutation and crossover operators. A major benefit of GA is that it generates 
a whole class of near-optimal solutions unlike deterministic methods which only 
generate one solution (Simpson et al. 1994). Furthermore, GAs are able to solve mixed 
integer highly non-linear and non-smooth optimization problems with a large number of 
constraints and decision variables, such as those in WDSs, with which deterministic 
methods failed to cope (Ostfeld 2006). 
 
In order for GAs to surpass deterministic methods in terms of their ability to more 
effectively explore search space and find a global solution, they differ in the following 
fundamental ways (Goldberg 1989): 
 
 “GAs work with a coding of the parameter set, not the parameters themselves. 
 GAs search from a population of points, not a single point. 
 GAs use payoff (objective function) information, not derivatives or other auxiliary 
knowledge. 
 GAs use probabilistic transition rules, not deterministic rules.”  
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A typical GA involves three main stages (Ostfeld and Salomons 2004): 
 
(1) Generation of an initial population, formed into strings, each string being a set of 
values of the decision variables (not necessarily feasible). 
(2) Computation of the strings’ fitness, i.e. the value of the objective function, giving 
a ‘fitness-penalty’ to non-feasible strings. 
(3) Generation of a new population by performing selection, crossover and mutation, 
where selection involves the process of choosing members from the current 
population for reproduction according to their fitness values, crossover involves 
partial exchange of information between pairs of strings, and mutation makes 
a random change in one of the string’s locations. 
2.4.1 Multi-objective genetic algorithms 
When an optimisation problem involve more than one objective function, such as 
optimisation problems [22] and [23] formulated further in Section 3.1.4, the task of 
finding optimal solution is known as multi-objective optimisation (Deb 2001). In this 
case, multi-objective algorithms are employed to optimise simultaneously multiple 
objectives. They search for a set of optimal solutions, so called “Pareto-optimal set” 
containing “non-dominated” solutions, which are equally good or equally important 
(Deb 2001). To search for non-dominated solutions, the concept of domination is used 
to decide which solution is better among any two given solutions from the standpoint of 
multiple objectives (Deb 2001).  
2.4.1.1 NSGA-II 
The NSGA-II was introduced by Deb et al. (2000) and since then has been successfully 
applied to multi-objective optimisation problems of the design, rehabilitation 
(Atiquzzaman et al. 2006; Farmani et al. 2005b; Jin et al. 2008; Kanta et al. 2012; Prasad 
and Park 2004), and operation (Baran et al. 2005) of WDSs. It has been evaluated as one 
of the best performing multi-objective algorithms in optimal operation of WDSs (Baran 
et al. 2005). It uses a fast non-dominated sorting approach followed by crowding 
distance sorting which maintains a good spread of solutions. It also uses an elitist 
strategy which speeds up performance of the algorithm and assists in the prevention of 
loss of good solutions once they are identified (Deb et al. 2002). It is described in more 
detail in Section 3.2.3. 
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2.5 Critical review of the literature 
2.5.1 Water quality in optimisation of water distribution 
system operation 
Optimisation of water quality is to assure that water delivered to customers complies 
with health guidelines and other water quality requirements. Two different approaches 
are used in the literature for implementing water quality in the optimisation problem. In 
the first case of the economic or operational objective, where pump energy costs or 
pump operation times are minimised, respectively, water quality is included as 
a constraint (Cohen et al. 2009; Goldman and Mays 1999; Mehrez et al. 1992; Ostfeld 
and Salomons 2004; Ostfeld et al. 2011; Percia et al. 1997). In the second case related to 
water quality objectives, water quality requirements create an objective function where 
deviations of actual constituent concentrations from required values are minimized 
(Munavalli and Kumar 2003; Propato and Uber 2004a; Sakarya and Mays 2000; Sakarya 
and Mays 2003). 
 
In the literature reviewed, the optimisation of the operation of WDSs with water quality 
aspects is approached as a single-objective problem, incorporating water quality 
requirements as constrains to the objective function. This approach results in obtaining 
a unique optimal solution, in contrast to multi-objective approach, where a set of 
equally good (non-dominating) optimal solutions called Pareto sets is usually obtained 
(Deb and Horn 2000). Hence, the single-objective approach results in an absence of 
tradeoffs between the economic and water quality objectives. 
 
However, a decision maker is often interested in obtaining these tradeoffs, which 
represent valuable information to support their decision making process. Hence, it is 
considered that the single-objective approach is in contrast with the nature of decision 
making in relation to operation of WDSs. 
 
Operation of WDSs involves multiple criteria decision making (MCDM, adopted from 
Deb (2001)) which typically considers multiple objectives. These include minimisation of 
operating costs such as energy and maintenance costs, and maximisation of level of 
service delivered to customers in terms of pressure, water quality or system reliability 
(Van Vuuren et al. 2005). Subsequently, to understand the tradeoffs between these 
objectives play a critical role in the MCDM process. 
 
Research on multi-objective optimisation of the WDSs to date has been focused mainly 
on economic objectives. The major amount of this research is concerned with optimal 
design (Atiquzzaman et al. 2006; Babayan et al. 2007; Fu and Kapelan 2010; Kang and 
Lansey 2010a; Keedwell and Khu 2006; Prasad and Park 2004; Vamvakeridou-Lyroudia 
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et al. 2005) and rehabilitation (Alvisi and Franchini 2006; Jin et al. 2008; Liu et al. 2010) 
of WDSs. Research on multi-objective optimisation of the operation of WDSs is very 
limited. Kelner and Leonard (2003); Lopez-Ibanez et al. (2005) and Savic et al. (1997) 
analysed tradeoff between the two objectives, minimisation of (i) pump energy cost and 
(ii) the number of pump switches, where the second objective reflects on pump 
maintenance cost. Baran et al. (2005) expanded these two objectives by minimisation of 
(iii) reservoir water level variation and (iv) maximum power peak. 
 
Initial studies (Fu et al. 2013), which considered water quality as a sole objective in 
multi-objective optimisation of WDSs, utilised water age as a surrogate measure. In 
spite of the water age being a useful surrogate for general (or overall) water quality, it 
cannot be used to represent any specific water quality parameter (Machell and Boxall 
2014). Possibly the first to define a water quality objective using a particular water 
quality parameter (rather than water age) in multi-objective optimisation of WDSs were 
studies of Kurek and Ostfeld (2013); Kurek and Ostfeld (2014), which were applied to 
urban drinking WDSs. 
 
In summary, water quality objectives have not been included in multi-objective 
optimisation of the operation of WDSs in the literature reviewed. Nevertheless, it may 
be concluded from recent research (Dandy and Hewitson 2000; Ostfeld and Salomons 
2006; Sakarya and Mays 2000), where impact of water quality measures on economic 
objective was analysed using a single-objective approach, that water quality and 
economic objectives are connected. To quote (Ostfeld and Salomons 2006), this is 
“calling upon a multi-objective optimisation approach to further explore the tradeoff 
between these two goals.” 
2.5.2 Multiquality water distribution systems 
The first studies in regional multiquality WDSs were concerned with developing 
hydraulic and water quality models both mathematical (Males et al. 1985; Shah and 
Sinai 1985) and physical (Sinai et al. 1987). Mathematical models included the mixing of 
waters from multiple sources within a network and travel time of water from a source 
to a customer. Physical models served mainly to test control systems, demonstrate 
mixing phenomenon and verify mathematical models. Consequent studies in 
multiquality WDSs developed models for optimal system design (Ostfeld 1994; Ostfeld 
2005; Ostfeld and Shamir 1996) and operation (Cohen et al. 2003; Cohen et al. 2009; 
Cohen et al. 2000a; Cohen et al. 2000b; Cohen et al. 2000c; Mehrez et al. 1992; Ostfeld 
et al. 2011; Ostfeld and Shamir 1993b; Ostfeld and Shamir 1993c; Percia et al. 1997). 
 
Although these optimisation problems involve multiple objectives such as pipeline 
construction costs, operating costs, water quality, system reliability and others, they 
were defined in those studies as single-objective. Basically, a sole objective to be 
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minimised was construction and/or operating costs subject to water quantity, water 
quality and reliability constraints. The reason for single-objective approach may be the 
computational complexity involved while considering the other legitimate objectives, for 
example, water quality and reliability (Prasad and Park 2004). 
2.5.3 Single-objective versus multi-objective approach 
The single-objective optimisation approach has, however, considerable shortcomings 
compared to the multi-objective approach. Initially, judgements and decisions need to 
be made before multiple (conflicting) objectives are combined into one and the problem 
solved as single-objective. If those initial considerations are somewhat unsuitable or 
unacceptable, the optimisation process may produce an undesirable solution (De 
Neufville et al. 1971). De Neufville et al. (1971) also argues that “the relatively simple 
objective functions (e.g., minimize cost subject to constraints) of the available 
optimisation methods do not reflect the several criteria whereby distribution networks 
are usually evaluated. The techniques may not, for example, give any appreciation of 
overall performance, except that it at least exceeds some minimum standard in all 
places ...”  
 
Furthermore, only a single solution, often referred to as the ‘best’ solution, is obtained 
instead of a Pareto front of optimal solutions. According to Van Veldhuizen and Lamont 
(2000a), accepting a multi-objective problem solution, which resulted from single-
objective approach, may well ignore solutions which, from an overall standpoint, are 
“better.” These better solutions are contained in the Pareto optimal set (Van Veldhuizen 
and Lamont 2000a), are possibly sub-optimal in the single-objective sense (Fonseca and 
Fleming 1995), and are offered to a decision maker for consideration of “acceptable 
objective performance” (Van Veldhuizen and Lamont 2000a) which is “problem-
dependent” (Fonseca and Fleming 1995). Hence, a loss of Pareto front of optimal 
solutions or tradeoff between objectives, which could provide valuable information for 
a decision maker, appears to be the biggest drawback of the single-objective approach. 
For these reasons, it is not surprising that multi-objective approach has gained 
a growing interest over the past several decades. 
 
Possibly the first multi-objective approach was utilised by De Neufville et al. (1971) to 
design New York City tunnels, where tradeoffs between multiple alternatives were 
developed as well as tradeoffs between the cost and effectiveness of the design. To 
develop tradeoffs, they used semi-manual process applying hydraulic simulation 
package PIPENET. Multi-objective approach was also utilised as part of WADISO 
software (Gessler and Walski 1985), where bounded enumeration technique was 
employed to search for minimum pipe construction costs with a possibility to relax both 
the cost and nodal pressure within a defined tolerance. In spite of those initial studies, 
which attempted to treat WDS optimisation problems as multi-objective, probably the 
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first algorithms which searched for multi-objective solutions simultaneously were vector 
evaluated genetic algorithm (VEGA) introduced by Schaffer (1985) and non-dominated 
sorting genetic algorithm (NSGA) introduced by Srinivas and Deb (1994). The latter 
algorithm together with its improved version NSGA-II (Deb et al. 2000) appear to be the 
most commonly used in optimisation of WDSs (see for example Babayan et al. (2007); 
Farmani et al. (2005b); Jin et al. (2008); Kanta et al. (2012); Prasad et al. (2004)). 
2.5.4 Algorithm performance 
To solve multi-objective optimisation problems in WDSs, multi-objective evolutionary 
algorithms (MOEAs) have been mostly applied. Those MOEAs include NSGA (Srinivas 
and Deb 1994), NSGA-II (Deb et al. 2002), strength Pareto evolutionary algorithm (SPEA) 
(Zitzler and Thiele 1999), SPEA2 (Zitzler et al. 2001) and others. These algorithms use 
certain parameters being population size, probability of mutation and crossover, which 
need to be set up (i.e. calibrated) for each individual problem, so the algorithm delivers 
optimal solution (Gibbs et al. 2010; Marchi et al. 2014; Younis and Dandy 2012). 
Nevertheless, very limited attention has been dedicated to date to analyse sensitivity of 
algorithm parameters and their performance in multi-objective optimisation of WDSs.  
 
In the majority of literature reviewed, the selection of parameter settings is either not 
discussed (Babayan et al. 2007; Farmani et al. 2006; Halhal et al. 1999; Kelner and 
Leonard 2003; Raad et al. 2010; Walters et al. 1999) or is based on literature values 
(Alfonso et al. 2010; Alvisi and Franchini 2006; Farmani et al. 2005a) with no further 
rationale provided. There are also cases where the same algorithm with the same 
parameter settings is applied to different test networks (Farmani et al. 2005a; Keedwell 
and Khu 2006), which contradicts the importance of calibrating the algorithm parameter 
values for each individual problem as highlighted by Gibbs et al. (2010). Although some 
authors tested a range of parameter settings (Kapelan et al. 2005; Kurek and Ostfeld 
2014; Vamvakeridou-Lyroudia et al. 2005), they did not present such analysis as part of 
their research.  
 
Performance metrics were proposed in Van Veldhuizen (1999) and Zitzler (1999), and 
are normally used to compare performances of different multi-objective algorithms 
(Kollat and Reed 2006; Kollat et al. 2008; Van Veldhuizen and Lamont 2000b; Zitzler et 
al. 2000). According to Zitzler et al. (2003), the comparison of solutions in multi-
objective optimisation is substantially more complex than in single-objective, because 
there is no single performance metric which is both compatible and complete. Zitzler et 
al. (2000) suggests that such a comparison evaluates (i) distance of the obtained Pareto 
front from the Pareto front of optimal solutions (i.e. true Pareto front), (ii) uniformity of 
distribution of the solutions in the Pareto front and (iii) the extent of the obtained 
Pareto front to ensure that a wide range of objective values is covered. In WDS 
optimisation, performance metrics were applied in optimal system design (Kanta et al. 
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2012; Keedwell and Khu 2006; Raad et al. 2010) and operation (Baran et al. 2005) to 
compare performances of multiple MOEAs. To the authors’ knowledge, there are no 
WDS-focused studies which have analysed the sensitivity of algorithm parameters 
within one MOEA.  Early studies were applied to general test cases (Hadka and Reed 
2012) or general water resources applications (Reed et al. 2012), and used performance 
metrics and Sobol’s global variance decomposition to evaluate parameter sensitivity. 
2.6 Summary 
Optimisation of the operation of WDSs have been divided into two major groups: (1) 
system operation including pump scheduling and real time control and (2) water quality 
including urban drinking WDSs and regional multiquality WDSs. Optimisation of  the 
operation of multiquality WDSs was approached as single-objective considering 
operating costs as a sole objective. Water quality was included as a constraint to the 
optimisation model rather than a legitimate objective. The main drawback of such an 
approach is an absence of tradeoffs between the objectives for the use of operators' 
decision making. This research will, therefore, consider a multi-objective approach with 
an optimisation model formulated in the following chapter, Section 3.1. 
 
Furthermore, previous research in optimisation of the operation of WDSs did not 
consider calibrating or fine tuning of algorithm parameters nor did it describe 
a methodology for selecting those parameters for a particular case. Performance 
metrics were proposed in previous research, however, to compare different algorithms. 
Hence, this research explores the sensitivity of multi-objective algorithm parameters, 
evaluates the performance of a wide range of parameter settings and establishes the 
influence of these settings on solutions. It utilises a set of performance metrics to do so, 
which are described in the following chapter, Section 3.3. 
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CHAPTER 3: METHODOLOGY 
In this chapter, a research methodology is introduced to enable to fulfil the objectives of 
this research. Firstly, optimisation models are formulated inclusive of objective 
functions, constraints and decision variables. Secondly, a solution scheme is described. 
Thirdly, a method used for sensitivity analysis is included as well as performance 
metrics. Lastly, three example networks and their applications are described. The main 
contributions of this chapter include: 
 
 A new optimisation model which incorporates two objectives, one economic such as 
pumping costs and one water quality objective. 
 A new optimisation model which incorporates three objectives, one economic such 
as pumping costs and two water quality objectives each representing a specific water 
quality parameter. 
 A new methodology developed for extensive performance and sensitivity analysis of 
the algorithm parameters and objective function scaling, which is tested on a wide 
range of parameter settings. This methodology is described further in Section 3.3 
with its details provided in Chapter 4, Sections 4.1 and 4.1.1. 
 An application of a set of performance metrics (developed previously as described 
further in Section 3.3.2) for performance and sensitivity analysis.  
 A modification of literature example networks by incorporating new water quality 
data, scenarios and time variability using the data from a real multiquality WDS in 
Western Victoria, Australia. 
 A new code within a software GANetXL (CWS 2011) described further in Section 3.2.2 
to perform water quality analyses in EPANet (USEPA 2013), either one water quality 
analysis or two subsequent water quality analyses. 
3.1 Mathematical formulation of optimisation models 
3.1.1 Objective functions 
Two types of objectives are used, economic and water quality. Economic objective 
represents energy consumed by the pumps and water quality objective deviations of 
constituent concentrations from required values. 
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3.1.1.1 Economic objective 
The economic objective is represented by pump energy costs and is often referred to in 
the literature as a pump scheduling problem (Lopez-Ibanez et al. 2008). Explicit pump 
schedules are used, which specify the time when a pump operates. For this purpose, 
simulation period T is divided into equal time intervals i, in which the pump m adopts 
a binary variable bmi of either 0 or 1 to describe its status as being off or on, respectively. 
The economic objective function for the pump scheduling problem is written as: 
 
𝐹𝐼(𝑏) = ∑ ∑ 𝐸𝐶𝑖
𝐿
𝑖=1
𝑀
𝑚=1
𝑘𝐻𝑚𝑖𝑄𝑚𝑖
𝜂𝑚
Δ𝑡𝑖𝑏𝑚𝑖                                             [7] 
 
where M (-) is the number of pumps, m = 1, …, M; L (-) is the number of equal time 
intervals i for a hydraulic simulation within the simulation period T, i = 1, …, L; 
ECi ($/kWh) is the electricity tariff during a time interval i; k (-) is a unit conversion 
coefficient; Hmi (m) is the total dynamic head supplied by pump m during a time interval 
i; Qmi (L/s) is the flow through pump m during a time interval i; m (-) is the efficiency of 
pump m; ti (s) is the length of a time interval i; bmi (-), bmi = 0, 1 is the binary variable 
describing the status of pump m as being off or on, respectively, during a time interval i. 
3.1.1.2 Water quality objectives 
The water quality objective aims to meet the water quality requirements of various 
customer groups. The water quality requirements are prescribed by health and other 
regulatory guidelines, and are specified as lower and upper bounds of constituent 
concentrations. Each customer group, represented by a demand node, may have 
different water quality requirements. The constituents considered are conservative (i.e. 
non-reactive). The objective function is defined as a cumulative value of squared 
deviations of actual (modelled) constituent concentrations from required values over all 
constituents c, customer nodes d and time intervals j as (adapted from Sakarya and 
Mays (2003)): 
 
𝐹𝐼𝐼(𝑏) = ∑ ∑ ∑{min[0, min(𝑐𝑐𝑑𝑗 − 𝑐𝑐𝑑
𝑚𝑖𝑛, 𝑐𝑐𝑑
𝑚𝑎𝑥 − 𝑐𝑐𝑑𝑗)]}
2
𝐿𝐿
𝑗=1
𝐷
𝑑=1
𝐶
𝑐=1
                 [8] 
 
where C (-) is the number of constituents (water quality parameters) c, c = 1, …, C; D (-) 
is the number of customer demand nodes d, d = 1, …, D; LL (-) is the number of equal 
time intervals j for water quality simulation within the simulation period T, j = 1, …, LL; 
ccd min and ccd max  (mg/L) are the minimum required and maximum allowed 
concentrations of a constituent c at the customer node d, respectively; ccdj (mg/L) is the 
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actual (modelled) concentration of a constituent c at the customer node d during a time 
interval j. 
 
In a real world regional multiquality WDS, nevertheless, there are usually multiple water 
quality parameters of interest. Firstly, there are multiple water sources which have 
different qualities across a range of water quality parameters. These water sources are 
often of a different type (ground water, reservoir or river) and located in different 
catchments. Moreover, water quality at these sources may change due to bushfires, 
droughts, floods and other external influences (Blinn and Bailey 2001; Bond et al. 2008; 
Chessman 1986; Smith et al. 2011). Secondly, there are multiple customer groups such 
as agricultural, domestic, industrial and others, with different water quality 
requirements defined as a maximum value of concentration for a range of water quality 
parameters (Cohen et al. 2009). 
 
Therefore, it may be desirable to define separate water quality objective functions for 
individual water quality parameters, rather than aggregated water quality objective 
function such as in Equation [8]. The advantage of separate objective functions is that 
tradeoffs between those parameters can be obtained. Water quality parameters 
specifically selected are turbidity and salinity, which relate to a WDS described further in 
Section 3.4.3 and are justified therein. There are numerous customer groups within the 
WDS, who have different water quality requirements for turbidity and salinity, which are 
specified as lower and upper bounds in the optimisation model. The objective functions 
for turbidity and salinity are defined as a cumulative value of deviations of actual 
(modelled) turbidity and salinity concentrations, respectively, from required values over 
all customer demand nodes d and time intervals j: 
 
𝐹𝐼𝐼𝐼(𝑏) = ∑ ∑ max[0, max(𝑡𝑑
𝑚𝑖𝑛 − 𝑡𝑑𝑗, 𝑡𝑑𝑗 − 𝑡𝑑
𝑚𝑎𝑥)]
𝐿𝐿
𝑗=1
𝐷
𝑑=1
                            [9] 
 
𝐹𝐼𝑉(𝑏) = ∑ ∑ max[0, max(𝑠𝑑
𝑚𝑖𝑛 − 𝑠𝑑𝑗, 𝑠𝑑𝑗 − 𝑠𝑑
𝑚𝑎𝑥)]
𝐿𝐿
𝑗=1
𝐷
𝑑=1
                         [10] 
 
where td min and td max (NTU) are the minimum and maximum required turbidity t at the 
customer node d, respectively; tdj (NTU) is the actual (modelled) turbidity t at the 
customer node d during a time interval j; sd min and sd max (S/cm) are the minimum and 
maximum required salinity s at the customer node d, respectively; tdj (S/cm) is the 
actual (modelled) salinity s at the customer node d during a time interval j. 
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Equations [9] and [10] are improved compared to the previous Equation [8]. This 
improvement is by eliminating a second power using maximum instead of minimum. 
3.1.2 Constraints 
There are two constraint groups to the optimisation problem. The first group represents 
explicit system constraints, which are derived from the physical laws of water flow 
through the network. These constrains include conservation of energy, conservation of 
mass of flow and conservation of mass of constituent. The network dynamics are 
evaluated using network analysis software EPANet (USEPA 2013), described further in 
Section 3.2.1, which incorporates those physical laws. Mathematical formulations of 
these constraints can be found in Rossman (2000). 
 
The second group represents implicit bound constraints, which are derived from the 
limitations of the system itself and operational requirements. The former includes the 
water level limits at storage tanks, and the latter the volume deficit at storage tanks and 
minimum pressure at customer demand nodes. The constraint on water level limits at 
storage tanks assures that water level at these tanks does not exceed lower and upper 
bounds at any time during the simulation. This constraint is defined as: 
 
𝑦𝑠
𝑚𝑖𝑛 ≤ 𝑦𝑠𝑖 ≤ 𝑦𝑠
𝑚𝑎𝑥 , 𝑠 = 1, … , 𝑆                                                 [11] 
 
where ysi (m) is the water level in storage tank s during a time interval i; ys min (m) and 
ys max (m) is the minimum and maximum water levels in storage tank s, respectively; S (-) 
is the number of storage tanks s. 
 
The constraint on volume deficit at storage tanks assures that volume of water at 
a storage tank is recovered, to a required degree, at the end of the simulation period 
and is defined as: 
 
∆𝑉𝑠𝑇
𝑉𝑠
× 100 ≤ 𝑑𝑒𝑓𝑠
𝑚𝑎𝑥, 𝑇 = 𝑖𝐿                                              [12] 
 
where VsT (m3) is volume deficit (difference between the initial and final volume) in 
storage tank s at the end of the simulation period T; Vs (m3) is volume of storage tank s 
constrained by minimum and maximum water levels; defs max (%) is the maximum 
allowed volume deficit in storage tank s at the end of the simulation period T. 
 
𝐻𝑑𝑖 ≥ 𝐻𝑑
𝑚𝑖𝑛, 𝑑 = 1, … , 𝐷; 𝑖 = 1, … , 𝐿                                      [13] 
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where Hdi (m) is pressure at demand node d during a time interval i; D (-) is the number 
of demand nodes d, D  N; N (-) is the total number of nodes; Hd min (m) is the minimum 
required pressure at demand node d. 
3.1.3 Decision variables 
There is one type of decision variable, which is the binary variable bmi (-); bmi = 0, 1 
describing the status of pump m being off or on, respectively, during a time interval i; 
m = 1, ..., M; i = 1, ..., L. 
3.1.4 Multi-objective optimisation problems 
Two multi-objective optimisation problems for the minimisation of pump energy costs 
and water quality deviations at customer demand nodes are formulated. The first 
problem incorporates two objectives (referred to as two-objective optimisation 
problem), while the second three objectives (referred to as three-objective optimisation 
problem): 
 
𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒 [𝐹𝐼(𝑏), 𝐹𝐼𝐼(𝑏)] 
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝑐𝑜𝑛𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑒𝑛𝑒𝑟𝑔𝑦, 𝑚𝑎𝑠𝑠 𝑜𝑓 𝑓𝑙𝑜𝑤, 𝑐𝑜𝑛𝑠𝑡𝑖𝑡𝑢𝑒𝑛𝑡, [11] − [13]          [14] 
 
𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒 [𝐹𝐼(𝑏), 𝐹𝐼𝐼𝐼(𝑏), 𝐹𝐼𝑉(𝑏)] 
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝑐𝑜𝑛𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑒𝑛𝑒𝑟𝑔𝑦, 𝑚𝑎𝑠𝑠 𝑜𝑓 𝑓𝑙𝑜𝑤, 𝑐𝑜𝑛𝑠𝑡𝑖𝑡𝑢𝑒𝑛𝑡, [11] − [13]          [15] 
 
The difference between optimisation problems [14] and [15] is that the two-objective 
optimisation problem includes aggregated water quality objective function with a non-
specified constituent, whereas the three-objective optimisation problem includes 
separate objective functions for turbidity and salinity. 
 
Conservation of energy, conservation of mass of flow and constituents and constraint 
[11] are managed by the EPANet, while constraints [12] and [13] are included in the 
optimisation problem using the following penalty functions: 
 
𝑓𝐻 = 𝜏𝐻 ∑ ∑ max (0,
𝐿
𝑖=1
𝐷
𝑑=1
𝐻𝑑
𝑚𝑖𝑛 − 𝐻𝑑𝑖)                                            [16] 
 
𝑓𝑉 = 𝜏𝑉 ∑ max (0,
∆𝑉𝑠𝑇
𝑉𝑠
𝑆
𝑠=1
× 100 − 𝑑𝑒𝑓𝑠
𝑚𝑎𝑥)                                      [17] 
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where H (-) and V (-) are penalty multipliers. 
 
Therefore, the new objective functions are rewritten as follows: 
 
𝑓𝐼(𝑏) = 𝐹𝐼(𝑏) + 𝑓𝐻 + 𝑓V                                                        [18] 
 
𝑓𝐼𝐼(𝑏) = 𝐹𝐼𝐼(𝑏) + 𝑓𝐻 + 𝑓V                                                      [19] 
 
𝑓𝐼𝐼𝐼(𝑏) = 𝐹𝐼𝐼𝐼(𝑏) + 𝑓𝐻 + 𝑓V                                                     [20] 
 
𝑓𝐼𝑉(𝑏) = 𝐹𝐼𝑉(𝑏) + 𝑓𝐻 + 𝑓V                                                      [21] 
 
The multi-objective optimisation problems for the minimisation of pump energy costs 
and water quality deviations at customer demand nodes are reformulated as: 
 
𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒 [𝑓𝐼(𝑏), 𝑓𝐼𝐼(𝑏)] 
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝑐𝑜𝑛𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑒𝑛𝑒𝑟𝑔𝑦, 𝑚𝑎𝑠𝑠 𝑜𝑓 𝑓𝑙𝑜𝑤, 𝑐𝑜𝑛𝑠𝑡𝑖𝑡𝑢𝑒𝑛𝑡, [11] − [13]          [22] 
 
𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒 [𝑓𝐼(𝑏), 𝑓𝐼𝐼𝐼(𝑏), 𝑓𝐼𝑉(𝑏)] 
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝑐𝑜𝑛𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑒𝑛𝑒𝑟𝑔𝑦, 𝑚𝑎𝑠𝑠 𝑜𝑓 𝑓𝑙𝑜𝑤, 𝑐𝑜𝑛𝑠𝑡𝑖𝑡𝑢𝑒𝑛𝑡, [11] − [13]         [23] 
3.2 Solution scheme 
The solution methodology integrates a network analysis simulator EPANet (USEPA 2013) 
with the optimisation tool GANetXL (CWS 2011) (Figure 5). 
 
EPANet is used to execute hydraulic and water quality EPSs with water quality 
constituents considered as conservative (i.e. non-reactive). In the case of the three-
objective optimisation problem, EPANet is called successively twice within each iteration 
of the algorithm, because it does not enable to run two simultaneous water quality 
analyses. Therefore, the first EPANet run performs hydraulic analysis followed by water 
quality analysis for turbidity and the second EPANet run performs water quality analysis 
for salinity. Solution flowchart for the three-objective optimisation problem, as 
implemented within software GANetXL (described further) is displayed in Figure 6. 
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Figure 5: Solution scheme 
3.2.1 Network simulator EPANet 
EPANet (USEPA 2013) is a widely accepted open-source software frequently used in 
conjunction with WDS optimisation research (for example Goldman and Mays (1999); 
Kurek and Ostfeld (2014); Van Zyl et al. (2004)). It performs network analyses in 
pressurised pipe networks. Regarding water quality analysis, water quality parameters 
in both optimisation problems [22] and [23] are considered conservative (i.e. non-
reactive). 
3.2.2 Optimisation tool GANetXL 
Software GANetXL (CWS 2011), available from the Centre for Water Systems (CWS), 
University of Exeter, U.K., is used as the optimisation tool. GANetXL, which was 
developed by the CWS as a Microsoft Excel add-in, is a generic optimisation engine with 
spread-sheet based interface for solving both single and multi-objective optimisation 
problems (Savic et al. 2011). The foremost advantage of the GANetXL is that it enables 
easy integration with the EPANet via visual basic for applications (VBA) code and also 
enables direct access to evolutionary single and multi-objective algorithms. 
Furthermore, it has functionality to implement penalty functions using ‘infeasibility cell’ 
within the Excel spread-sheet (CWS 2011), which was used in this research. From the 
family of multi-objective genetic algorithms, GANetXL incorporates the NSGA-II (Deb et 
al. 2002). 
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Figure 6: Solution flowchart 
3.2.3 Multi-objective algorithm NSGA-II 
The NSGA-II principally works as follows. An initial population P0 of random solutions of 
size N is generated and each solution assigned a fitness (or rank). Applying binary 
tournament selection, and crossover and mutation operators, the offspring population 
Q0 of size N is created. Populations P0 and Q0 are combined into the population R0 = 
P0 Q0 of the size 2N. Non-dominated sorting is then applied, where the population R0 
is sorted into sets of non-dominated fronts or sets of solutions which are dominated by 
the same number of Pareto fronts. From these sets F1, F2, F3, …, Fn of the combined 
population R0, the set F1 includes the best and Fn worst solutions. If the size of the set F1 
is smaller than N, all members of this set are selected for the new population Pt. The 
remaining places in the population Pt are filled in subsequently from sets F2, F3 and so 
on until the size N is reached, using both the rank and crowding distance. The solutions 
in the set, which as last, contributes to the new population Pt, are sorted using the 
crowded-comparison operator and the best solutions are selected to fill in the last 
places in Pt. The offspring population Qt is then created from Pt applying selection, 
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crossover and mutation operators, where selection is based on crowded-comparison 
operator. The process is repeated by creating the population Rt  = Pt Qt of the size 2N, 
forming non-dominated sets F1, F2, F3, …, Fn and creating the new population Pt+1 and so 
on, until stopping criteria is met. Detailed description of the NSGA-II can be found in Deb 
et al. (2000) and Deb et al. (2002). 
3.3 Sensitivity analysis 
Generally, to evaluate the sensitivity of a particular model parameter (i.e. model input), 
the following question needs to be answered: How sensitive is the solution (i.e. model 
output such as Pareto front) to the change of this particular parameter, when other 
parameters are kept constant? Analysing sensitivity of individual parameters, authors 
strive to answer this question. It is paramount to note that the sensitivity analysis was 
undertaken as performance evaluation. For example, if a particular parameter (adapting 
various values, when other parameters are kept constant) delivers ‘good’ solutions for 
some of its values and ‘poor’ solutions for others, a solution is very sensitive towards 
this parameter, and consequently the parameter is very sensitive. Vice versa, when 
a parameter keeps delivering ‘good’ solutions (while it adapts various values and other 
parameters are kept constant), it is not very sensitive. The detailed description of 
performance and sensitivity evaluation is included in Chapter 4, Section 4.1.1. 
3.3.1 NSGA-II parameters and objective function scaling 
The NSGA-II parameters considered for sensitivity analysis are (i) population size, (ii) the 
number of generations, (iii) crossover and (iv) mutation. Mutation and crossovers can 
also adopt different types. The type selected for mutation is ‘simple by gene,’ which is 
set as the default within GANetXL. Two types were tested for crossover, being ‘simple 
one point’ (S1P) and ‘simple multi point’ (SXP). These mutation and crossover types are 
described in more detail in CWS (2011). 
 
Two alternatives are considered for objective function scaling. Firstly, objective 
functions are not scaled. Secondly, the water quality objective function is linearly scaled 
up or down to ensure that the objective functions have a similar range of numerical 
values. The former case is referred to subsequently in the text as non-scaled objective 
functions and the latter as scaled objective functions. 
3.3.2 Performance metrics 
Two measures are used for performance evaluation of parameter settings; first, a visual 
comparison and second, a set of performance metrics. Due to the large amount of 
results, where often the Pareto fronts are non-parallel and intersecting, the visual 
comparison in isolation would become a very time consuming and difficult task. For this 
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reason, the set of metrics supplements the visual comparison to provide a faster, less 
subjective, and more quantitative means for performance evaluation. 
 
Performance metrics can measure algorithm effectiveness and efficiency (Van 
Veldhuizen 1999). In this research, effectiveness (or quality of solution) is the main aim 
as to evaluate how parameter settings affect the final solution. In other words, the 
quality of the Pareto front is the forefront interest, thus objective function values are 
being evaluated only. In order to keep consistent terminology with previous research, 
the following terms are adapted from Van Veldhuizen and Lamont (2000a): 
 
 A known Pareto front (PFknown), which is the final computed Pareto front returned by 
the NSGA-II at termination, for the particular parameter setting combination. 
 The true Pareto front (PFtrue), similarly described as a true Pareto set, “is not explicitly 
known for problems of any difficulty … is implicitly defined by the functions 
composing an MOP (multi-objective optimisation problem) – it is fixed and does not 
change” (Van Veldhuizen and Lamont 2000a).  
 
Similar to Baran et al. (2005), a very good approximation to the PFtrue is obtained with 
the union of all computed PFknowns. More specifically, PFtrue used for this research is the 
union of the best solutions found in all analyses conducted for all parameter setting 
combinations, including both alternatives for objective function scaling. 
 
No single metric can entirely capture total algorithm performance (Deb et al. 2002; Van 
Veldhuizen 1999). For this reason, a set of eight metrics is applied, which were adapted 
mainly from Van Veldhuizen (1999), Zitzler (1999) and Zitzler et al. (2000, 2003). Metrics 
were selected with the intent of being able to capture the overall quality of the PFknown. 
Some of these metrics compare similarity and proximity of a PFknown with the PFtrue (i.e. 
how distant they are), whereas others evaluate the quality of a PFknown (i.e. the number 
of non-dominated solutions) or the quality of its individual solutions (i.e. spacing 
between these solutions). As PFknown is a result of a parameter setting combination, it is 
worth noting that by assessing the quality of the PFknown, the performance of the 
parameter setting combination can be evaluated. 
 
Note that two major modifications were made to the original performance metrics of 
Van Veldhuizen (1999), Zitzler (1999) and Zitzler et al. (2000, 2003). Firstly, the original 
Van Veldhuizen’s and Zitzler’s metrics were designed for n-dimensional objective space. 
As two objectives are considered in this research, the metrics were converted to the 
(simpler) form relevant to 2-dimensional objective space. Secondly, some metrics were 
transformed, where possible, into a normalised or relative value (i.e. per cent) which is 
suited better for the subsequent analysis. 
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3.3.2.1 Non-dominated number 
The metric non-dominated number (NN) represents the percentage of total number of 
non-dominated solutions in a PFknown. It is a modification of Van Veldhuizen’s metric 
overall non-dominated vector generation (ONVG) with its original definition as (Van 
Veldhuizen 1999): 
 
𝑂𝑁𝑉𝐺 =  |𝑃𝐹𝑘𝑛𝑜𝑤𝑛|                                                         [24] 
 
where |PFknown| is the cardinality of PFknown,  expressing the total number of solutions in 
PFknown. 
 
It is obvious that ONVG is dependent upon the population size, because it is expected 
that certain percentage if not all initial random solutions will evolve into final non-
dominated solutions. If all analyses were run with the same population size, ONVG 
would give a fair comparison. However, this is not the case as different population sizes 
are used. To achieve a fair comparison, NN is converted into a relative value as follows: 
 
𝑁𝑁 =
|𝑃𝐹𝑘𝑛𝑜𝑤𝑛|
𝑃𝑂𝑃
100%, 𝑃𝑂𝑃 ∈ {50,100,150,200,300,400}                          [25] 
 
where POP is the population size used to obtain the PFknown. 
 
It is expected that the NSGA-II with calibrated parameter settings is able to evolve the 
entire initial population of random solutions into the same number of non-dominated 
optimal solutions. It is, therefore, desirable that NN = 100%, which means that the final 
number of non-dominated solutions equals to the population size. 
3.3.2.2 Unique non-dominated number 
The metric unique non-dominated number (UN) is introduced in this research to report 
the percentage of unique non-dominated solutions in a PFknown. A unique solution 
represents a solution which has a different pump schedule from other solutions. The 
metric UN is defined as: 
 
𝑈𝑁 =
∑ 𝜎𝑖
𝑁𝑁′
𝑖=1
𝑃𝑂𝑃
100%, 𝜎𝑖 = {
1   𝑖𝑓 𝛾𝑖  𝑖𝑠 𝑢𝑛𝑖𝑞𝑢𝑒,
0   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒         
                                 [26] 
 
where NN’ is the number of non-dominated solutions in PFknown,i is an indicator 
expressing if i is unique, i is a solution in PFknown.  
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The reason for this metric is that NSGA-II may not always preserve diversity of 
population, thus may return some solutions in PFknown which are identical (i.e. having the 
same pump schedules). This means that some members of the initial population of 
random solutions evolved into the identical final solutions. Having identical solutions in 
the PFknown is not desirable, nonetheless, as diverse solutions are required to be 
available to a decision maker. In an ideal case, all solutions in PFknown are unique (i.e. 
UN = 100%). 
3.3.2.3 True number 
The metric true number (TN) measures the percentage of solutions in PFknown, which are 
members of the PFtrue. This metric is a variation of the original Van Veldhuizen’s metric 
error ratio (E) reporting the number of solutions in PFknown, which are not members of 
the PFtrue (Van Veldhuizen 1999) as: 
 
𝐸 =
∑ 𝜎𝑖
𝑁𝑁′
𝑖=1
𝑁𝑁′
, 𝜎𝑖 = {
0   𝑖𝑓 𝛾𝑖, 𝑖 = (1, … , 𝑁𝑁′) ∈ 𝑃𝐹𝑡𝑟𝑢𝑒 ,
1   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                       
                          [27] 
 
A result E = 0 (an ideal situation) indicates that all solutions in PFknow are contained in 
the PFtrue, while E = 1 indicates that there are none. For easier interpretation of how 
many solutions in PFknown are part of the PFtrue, TN reports simply the percentage of such 
solutions as: 
 
𝑇𝑁 =
∑ 𝜎𝑖
𝑁𝑁′
𝑖=1
𝑁𝑁′
100%, 𝜎𝑖 = {
1   𝑖𝑓 𝛾𝑖 , 𝑖 = (1, … , 𝑁𝑁′) ∈ 𝑃𝐹𝑡𝑟𝑢𝑒 ,
0   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                       
                       [28] 
 
In an ideal situation, when all solutions in PFknown are members of PFtrue, TN = 100%. The 
higher the percentage of PFknown solutions are members of PFtrue, the better the PFknown 
is.  
3.3.2.4 Generational distance 
The metric generational distance (GD) evaluates how close a PFknown to the PFtrue is, by 
measuring the distance between those two Pareto fronts. It is adapted from Van 
Veldhuizen (1999) as follows: 
 
𝐺𝐷 =
√∑ 𝛿𝑖
2𝑁𝑁′
𝑖=1
𝑁𝑁′
                                                                 [29] 
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where i is the Euclidean distance between i-th solution in PFknown and the nearest 
solution in PFtrue. For example, the Euclidean distance between the two points A=( xA, yA) 
and B=( xB, yB) in 2-dimensional space x-y is calculated as AB = [(xA - xB)2+(yA - yB)2]1/2. 
 
The GD metric is kept as an absolute value consistent with the original Van Veldhuizen’s 
formula (Van Veldhuizen 1999). It is obvious that the smaller the distance, the closer the 
PFknow is to the PFtrue. A result GD = 0 indicates that PFknow = PFtrue in terms of location, 
any other value indicates that PFknown deviates from the PFtrue (Van Veldhuizen 1999), so 
zero is a desired value. 
3.3.2.5 -indicator 
The metric-indicator (IE) measures “the smallest distance that an approximation set 
[PFknown] must be translated in order to completely dominate a reference set [PFtrue]” 
(Kollat et al. 2008). This metric is adapted from Zitzler et al. (2003) as: 
 
𝐼𝐸(𝑃𝐹𝑘𝑛𝑜𝑤𝑛, 𝑃𝐹𝑡𝑟𝑢𝑒) =  max
𝑧2∈𝑃𝐹𝑡𝑟𝑢𝑒
  min
𝑧1∈𝑃𝐹𝑘𝑛𝑜𝑤𝑛
 max
𝑖
𝑧𝑖
1
𝑧𝑖
2                              [30] 
 
where zi1 is the value of the i-th objective in PFknown, zi2 is the value of the i-th objective 
in PFtrue. 
 
The IE metric adopts values equal or bigger than 1. A result IE = 1 indicates that PFknow = 
PFtrue in terms of location, the bigger IE value represents the larger distance from the 
PFtrue, so 1 is a desired value. 
3.3.2.6 S-metric 
The S-metric (SM) is defined for 2-dimensional objective space (Zitzler and Thiele 1998), 
an equivalent metric for n-dimensional objective space is called hypervolume (Fleischer 
2003; Zitzler et al. 2003). This metric measures the area or volume, respectively, 
covered by the PFknown from the worst possible solution (the reference point). The SM is 
defined as follows: 
 
𝑆𝑀 =  ⋃ 𝑎𝑖     
𝑖
                                                           [31] 
 
where ai is the area determined by the solutions in PFknown and the reference point. 
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The SM is kept as an absolute value. A PFknown with the largest SM value is closest to the 
PFtrue. Therefore, the larger value of SM, which expresses the closer proximity to the 
PFknown, is desirable. 
3.3.2.7 Extent 
The metric extent (EX) represents the spread or extent of PFknown across the objective 
space. This metric is a modification of Zitzler’s metric (M3) calculated as (Zitzler 1999; 
Zitzler et al. 2000): 
 
𝑀3 = 𝜀𝑜𝑢𝑡𝑒𝑟                                                                      [32] 
 
where outeris the Euclidean distance between the objective function values of two outer 
solutions in PFknown. 
 
To enable better comparison for the purpose of sensitivity analysis, equation (15) is 
modified to express the percentage of the extent of a PFknown in relation to the PFtrue as 
follows: 
 
𝐸𝑋 =
𝜀𝑜𝑢𝑡𝑒𝑟
𝜀𝑜𝑢𝑡𝑒𝑟
𝑃𝐹𝑡𝑟𝑢𝑒
100%                                                          [33] 
 
where outerPFtrueis the Euclidean distance between the objective function values of two 
outer solutions in the PFtrue. 
 
The extent of PFknown “should be maximised, i.e., for each objective a wide range of 
values should be covered by the non-dominated solutions” (Zitzler et al. 2000), so 
a wide range of solutions is available to a decision maker. Equally, the greater value of 
EX expressing the larger the extent of PFknown is desirable. It is worth noting that the 
extent of a PFknown > 100% indicates that the PFknown has the larger extent than the PFtrue 
(i.e. EXPFtrue = 100%). 
3.3.2.8 Spacing 
The metric spacing (SC) evaluates the spread or distribution of solutions in PFknown and is 
adapted from Van Veldhuizen (1999) as follows: 
 
𝑆𝐶 = √
∑ (𝜀̅ − 𝜀𝑖)2
𝑁𝑁′
𝑖=1
𝑁𝑁′ − 1
                                                         [34] 
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where i is the Euclidean distance between i-th solution and its closest neighbour in 
PFknown, calculated in the objective space; ¯ is the mean of all i.  
 
The SC metric is kept as an absolute value according to the original Van Veldhuizen’s 
formula (Van Veldhuizen 1999).  To ensure that the results are not affected by identical 
solutions in the PFknown, only unique solutions were included into SC calculations. The 
more uniformly distributed solutions within the PFknown, the better the PFknown is. 
A result of SC = 0 indicates an equidistant spacing between solutions in the PFknown, 
which is an ideal situation.  
 
An overview of the performance metrics, including their expected range and desired 
values, is shown in Table 2. Some of these metrics require knowledge about the PFtrue, 
which is also indicated in Table 2. 
 
Table 2: Metric overview 
Metric 
Expected 
range 
Desired 
value 
PFtrue 
required? 
Comment 
Non-dominated number 
(NN) 
0-100 % 100 % No 
Percentage of the 
population size Unique non-dominated 
number (UN) 
0-100 % 100 % No 
True number (TN) 0-100 % 100 % Yes 
Percentage of the total 
number of non-dominated 
solutions in PFknown 
Generational distance (GD)  0 0 Yes Absolute value 
-indicator (IE)  1 1 
Yes   
(no)* 
Absolute value 
S-metric (SM)  0 >> 0 No Absolute value 
Extent (EX)  0 % >> 0 % 
Yes 
(no)** 
Percentage of the PFtrue 
extent 
Spacing (SC)  0 0 No Absolute value 
Note: *Individual PFknowns could be compared without using PFtrue (see Zitzler et al. (2003)). 
**If an absolute value was used (i.e. EX = outer), PFtrue would not be required. 
3.4 Example networks and their application 
There are three example networks which are applied to sensitivity analysis, two-
objective optimisation problem or three-objective optimisation problem with an 
increased complexity. These networks were selected from the literature with a criterion 
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that they can be adapted to characterise typical regional multiquality non-drinking 
WDSs, which can be found in rural semi-arid areas of western Victoria, Australia. 
 
As described previously in Chapter 2, Section 2.2, time variability for source water 
quality and customer water quality requirements were introduced (Table 3). 
Combinations of these aspects were implemented into example networks and are 
discussed further in Section 3.4.2.1. 
 
Table 3: General considerations for defining a multiquality water distribution system 
By water 
sources 
Single water 
source 
Example could be an urban WDS with one source being a 
reservoir with subsequent water treatment plant. 
Multiple 
water sources 
Example could be a regional WDS where there are multiple 
water sources (reservoirs, bores, rivers) of often different 
qualities. 
By 
customers 
One customer 
group 
Examples could be drinking water customers requiring a safe 
potable water supply or irrigators (within a rural supply 
system) with the same water quality requirements. 
Multiple 
customer 
groups 
Example could be several customer groups within a common 
water supply system, each customer group requiring different 
water quality. 
By time 
Constant over 
time 
Water quality parameters (mg/L) and customer water quality 
requirements (mg/L) are constant or quasi constant over 
time. Water quality parameters are conservative (non-
reactive). 
Variable over 
time 
Water quality parameters (mg/L) are either non-conservative 
(reactive which decay/grow) or are subject to change over 
time due to external influences. Customer water quality 
requirements (mg/L) vary over time. 
3.4.1 Example network 1 
Example network 1 (Figure 7) represents a regional multiquality WDS, where water is 
supplied from distinct sources of different qualities, mixed within the network and 
delivered to the customers. Real WDSs with those characteristics in western Victoria are 
rural pipelines WMP and NMP, described previously in Chapter 2, Section 2.2.1. 
 
This network consists of 11 pipes (p1-p11), 6 customer demand nodes (d1-d6), 3 non-
demand nodes (n1-n3), 8 pumps (m1-m8) located at 3 pump stations (P1-P3), an elevated 
storage tank (s1) and 3 source reservoirs (r1-r3). The data for Ostfeld example network 
including water quality data (Appendix I) were taken from Ostfeld and Salomons (2004) 
and data for pumps from Ostfeld et al. (2011). Table A1 includes the data for nodes, 
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Table A2 the data for pipes and pumps, and Table A3 the data for the demand pattern 
and electricity tariffs over 24-hour period. 
 
 
Figure 7: Layout of the example network 1 (adapted from Ostfeld and Salomons (2004); 
Ostfeld et al. (2011)) 
 
Water quality is represented by one non-specified conservative (i.e. non-reactive) water 
quality parameter, which concentration differs from reservoir to reservoir (Table A1), 
but is constant over time. Each customer group has different water quality 
requirements, constant over time, characterised by the minimum and maximum value 
of the constituent concentration (Table A1). 
 
Minimum pressure at customer demand nodes is 30 m. The efficiency for all pumps is 
0.75 for the simulation period. Such constant efficiency is not realistic, but is left 
unchanged according to the original Ostfeld’s data so the results can be directly 
compared with the results of the previous study by Ostfeld and Salomons (2004). The 
elevated cylindrical storage tank has a diameter of 20.0 m, and minimum and maximum 
water levels of 3.0 m and 10.0 m, respectively. The volume deficit in this tank at the end 
of the simulation period is 0 %. At the start of the simulation at 0:00 hrs, the initial 
water level at the tank is 5.0 m. The initial water quality at all network nodes is 
100 mg/L, which is within minimum and maximum concentration required. The initial 
water quality at the storage tank is 200.0 mg/L unless further stated otherwise for other 
network scenarios. 
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Should the example network 1 be described by using Table 3, it will be: multiple water 
sources of different qualities constant over time and multiple customer groups with 
varied water quality requirements constant over time. It can be deduced from this 
information that the water quality deviation for each customer group will be affected by 
the rate of pumping from different water sources. It is, therefore, expected that a multi-
objective optimisation problem considering water quality deviations and pump energy 
costs as two objectives will result in tradeoff between those objectives. 
3.4.1.1 Scenarios 
In a WDS such as example network 1 with multiple water sources, the realistic situation 
is that water quality at sources may change as a result of fires within catchments, floods, 
pollution, seasonal stratification or other external influences. This means practically that 
variation in source water qualities may increase, decrease, move up or down, or 
(hypothetically) be the same. ‘Variation in source water qualities’ is defined, for the 
purpose of this research, as the difference between constituent concentrations in the 
reservoir with the worst quality water and the reservoir with the best quality water. The 
question to be asked is: If water qualities at sources were to change, what impact would 
it have on the tradeoffs between water quality and pumping costs? In other words, how 
sensitive might the tradeoff between those two objectives be to a change in source 
water qualities and how might the network operation change?  
 
The scenarios developed for the Ostfeld network capture the above situations in 
Table 4. In total, there are 9 scenarios with the base scenario Ostfeld A reflecting the 
original water quality configuration of the system. Note that as water qualities at source 
reservoirs r1, r2, r3 are modified, the initial water quality at the storage tank s1 is 
correspondingly adjusted. 
3.4.2 Example network 2 
Example network 2, Anytown (Figure 8), was proposed as “the water distribution system 
of a hypothetical community, Anytown, U.S.A. [….] The town takes its water from a river 
and treats it at a central plant” (Walski et al. 1987). To credibly adapt the Anytown 
network to characterise a non-drinking WDS, I removed the central WTP and relocated 
Anytown to be one of the rural townships in western Victoria, Australia. Each of those 
townships has their own local WDS, which takes raw water from the rural pipeline, but 
this water is not necessarily treated after it leaves the rural pipeline and enters the 
township’s WDS (about 50 percent of a total of 52 townships do not have a WTP). These 
rural communities have been historically using rainwater for their drinking purposes, 
and hence there is no requirement by those communities to receive drinking water via 
a WDS (Graymore et al. 2013). 
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Table 4: Scenarios for the example network 1 
Scenario 
ID 
Water 
quality 
configuration 
Water quality at 
sources and initial 
water quality at 
storage tank (mg/L) 
Average 
water 
quality* 
(mg/L) 
Variation 
in water 
qualities** 
(mg/L) 
Customer 
water quality 
requirements 
r1 r2 r3 s1 
Ostfeld A 
(base 
scenario) 
Original data 
as described 
in Section 
3.4.1 
300 200 80 200 193 220 
Each 
customer 
group (i.e. 
demand 
node) has 
different 
water quality 
requirements, 
which are 
constant over 
time 
Ostfeld B1 Increased 
variation in 
water 
qualities at 
sources 
400 200 20 200 207 380 
Ostfeld B2 500 200 0 200 233 500 
Ostfeld C1 Decreased 
variation in 
water 
qualities at 
sources 
100 200 150 150 150 100 
Ostfeld C2 120 170 150 150 147 50 
Ostfeld D1 Moved (up or 
down) water 
qualities at 
sources 
400 200 200 200 267 200 
Ostfeld D2 100 100 80 100 93 20 
Ostfeld E1 Same water 
qualities at 
all sources 
150 150 150 150 150 0 
Ostfeld E2 250 250 250 250 250 0 
Note: *Average water quality across all source reservoirs r1, r2, r3. **Variation in source water 
qualities is defined as the difference between constituent concentrations in the reservoir with 
the worst quality water and the reservoir with the best quality water. 
 
This network consists of 37 pipes (p1-p37), 16 customer demand nodes (d1-d16), 3 non-
demand nodes (n1-n3), a pump station with 4 parallel pumps (m1-m4), an elevated 
storage tank (s1) and a river (r1) as a water source. The data for Anytown example 
network (Appendix II) were taken from GANetXL files, which are publicly available from 
CWS (2013). Table A4 contains the data for nodes, Table A5 the data for pipes, Table A6 
the data for pumps, and Table A7 the data for the demand pattern and electricity tariffs 
over 24-hour period. 
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Figure 8: Layout of the example network 2 (adapted from Walski et al. (1987) and 
GANetXL files from Savic et al. (2011)) 
 
Water quality is represented by one non-specified conservative (i.e. non-reactive) water 
quality parameter, where the concentration at the source is 100 mg/L and is constant 
over time. Because all customers within the rural township of Anytown can be classified 
as domestic, their requirements for water quality are identical, constant over time, 
characterised by the minimum and maximum value of the constituent concentration 
(Table A4). 
 
Minimum pressure at customer demand nodes is 28 m (40 psi). The elevated cylindrical 
storage tank has a diameter of 12.2 m (40 ft), and minimum and maximum water levels 
of 2.1 m (7 ft) and 10.7 m (35 ft), respectively. The volume deficit in this tank at the end 
of the simulation period is 0 %. At the start of the simulation at 0:00 hrs, the initial 
water level at the tank is 2.1 m (7 ft). The initial water quality at the tank and all network 
nodes is both 100 mg/L. 
 
Should the example network 2 be described by using Table 3, it will be: single water 
source of water quality constant over time and one customer group with water quality 
requirements constant over time. It can be deduced from this information that water 
quality deviations at customer nodes will be the same regardless of the pumping rate 
54 
from the river. It is thus expected that a multi-objective optimisation problem 
considering water quality deviations and pump energy costs as two objectives will 
simplify into a single-objective problem resulting in a single solution only (i.e. not 
a Pareto front). It will be demonstrated further how the introduction of time variability 
(as per Table 3) into the Anytown network changes this perceived result from a single-
objective to a multi-objective (i.e. a Pareto front). 
3.4.2.1 Scenarios 
As discussed previously, example network 2 will not generate any immediate tradeoff 
due to the single-objective nature of the problem. To further explore relationships 
between water quality and pumping costs, additional complexity was introduced, for 
which time variability was applied as indicated in Table 3. Because Anytown WDS is 
supplied from a river, it is quite realistic that water quality in this river could fluctuate 
over a 24-hour period, say due to some upstream activity, for example, by releasing 
discharge from agriculture or industry premises in distinct intervals during the day. 
Furthermore, it may well occur that customers do not require strict water quality over 
a full 24-hour period, especially during the night when the water is hardly used. Keep in 
mind that this hypothetical community uses rainwater for drinking purposes.  
 
Those above situations are captured in Table 5, where scenarios Anytown B1 and 
Anytown B2 combine variable water quality in the river with constant water quality 
requirements by customers. For scenarios Anytown C1 and Anytown C2, variable water 
quality in the river is combined with variable water quality requirements by customers, 
which are relaxed over night. There are 5 scenarios in total with the base scenario 
Anytown A reflecting the original water quality configuration of the system. Note that 
water quality changes in steps, which is not realistic, but is considered acceptable for 
the purpose of this research. 
3.4.3 Example network 3 
Similar to the network 1, example network 3 (Figure 9) represents a regional 
multiquality WDS, where water is supplied from distinct sources of different qualities, 
mixed within the network and delivered to the customers. This network is based on 
EPANet example Net3 (USEPA 2013). It was adapted to capture some of the unique 
features of the WMP in terms of delivery of raw (i.e. non-drinking) water from two main 
sources of different qualities to a variety of customer groups with different water 
quality requirements. 
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Table 5: Scenarios for the example network 2 
Scenario ID 
Water quality 
configuration 
Water quality at source 
r1 (mg/L) 
Customer water quality 
requirements 
Anytown A 
(base 
scenario) 
Original data as 
described in 
Section 3.4.2 
100 mg/L (all the time) All customers (i.e. demand 
nodes) have the same water 
quality requirements with 
maximum allowed 
concentration of 100 mg/L, 
constant over time 
Anytown B1 
Variable water 
quality at source 
150 mg/L (0 pm – 7 am) 
100 mg/L (8 am – 12 am) 
Anytown B2 
100 mg/L (0 pm – 7 am) 
150 mg/L (8 am – 12 am) 
Anytown C1 Variable water 
quality at source 
and variable 
water quality 
requirements at 
customer nodes 
150 mg/L (0 pm – 7 am) 
100 mg/L (8 am – 12 am) 
All customers have the same 
water quality requirements 
with maximum allowed 
concentration, which varies 
over time as 150 mg/L (0 am – 
7 am) and 100 mg/L (8 am – 
12 am midnight) 
Anytown C2 
100 mg/L (0 pm – 7 am) 
150 mg/L (8 am – 12 am) 
 
This example network consists of two source reservoirs, two pump stations each 
equipped with one pump, three elevated storage tanks, 120 pipes and 94 nodes. The 
physical attributes of the network were entirely taken from the original data which is 
publicly available from USEPA (2013) thus are not listed here. No modification occurred 
to the original physical attributes apart from the addition of a bypass pipe at pump 
station p2 to enable delivery of water from reservoir r2 by gravity when pump p2 is 
turned off. The bypass pipe at pump station p1 was already in the original data. The 
control rules, by which both of the pumps p1 and p2 were operated in the original model 
have been deleted, due to the pumps being now operated by optimisation. Despite both 
reservoirs being large enough to feed the system individually and indefinitely, hydraulic 
limitations exist in the system which do not allow such an operation. These limitations 
are discussed in Chapter 6, Section 6.1. Electricity tariff over 24-hour period (Table A1) 
was adapted from Ostfeld and Salomons (2004), who also modelled a regional 
multiquality WDS, as this data was not available for the WMP. 
 
The main changes to the original model (USEPA 2013) were (i) implementation of water 
quality data and (ii) the introduction of customer groups and their water quality 
requirements. Water quality data were adapted from the water quality records of the 
WMP (GWMWater 2011). Reservoir r2 (labelled ’Lake’ in the original data) represents 
the Taylors Lake of the WMP and reservoir r1 (labelled ’River’ in the original data) 
represents the Bellfield Lake of the WMP. Water quality data for these two reservoirs 
are listed in Table 6. 
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Figure 9: Layout of the example network 3 (adapted from USEPA (2013)) 
 
Table 6: Water quality data for source reservoirs for the example network 3 
(GWMWater 2011) 
Reservoir 
Turbidity 
(NTU) 
Salinity as EC 
(S/cm) 
r1 (Bellfield Lake) 5 100 
r2 (Taylors Lake) 50 2,000 
 
Turbidity and salinity are of a particular interest, because they play a critical role in 
operating the system. Specifically, salinity levels in Taylors Lake are subject to change 
during drought periods, while turbidity levels in Bellfield Lake may be impacted by 
bushfires and extreme floods. These events may alter water quality in the reservoirs for 
extended periods, from months to years. Turbidity and salinity are also important 
aspects for the WMP customers as described further in Section 3.4.3.1. Moreover, 
turbidity and salinity are not interdependent, which allows tradeoffs to be obtained. In 
the example network, reservoir r1 represents Bellfield Lake of the WMP with historically 
good quality water and reservoir r2 represents Taylors Lake of the WMP with historically 
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poor quality water (Table 6). Turbidity and salinity are both modelled as conservative 
(i.e. non-reactive) constituents, where different water quality sourced from the 
reservoirs mixes within the network and is delivered to the customers. Conservative 
representation may not be the case, in particular relating turbidity in large networks 
which have a potential for deposition and resuspension of particles. This limitation is 
discussed in Chapter 7. 
 
There are five customer groups, which were introduced from the WMP, including 
domestic, agricultural, industrial, environmental and recreational. These customer 
groups are shown in Figure 9. Requirements for water quality vary across these 
customer groups. Each customer group has different water quality requirements 
characterised by turbidity and salinity limits, which are specified in Table A8 in 
Appendix III. 
 
The initial water quality conditions at all network nodes and storage tanks at the start of 
the simulation at 0:00 hrs are 5 NTU for turbidity and 100 S/cm for salinity simulations. 
These values reflect better quality water in either reservoir, and are also within 
minimum and maximum concentration limits. The volume deficit at all storage tanks at 
the end of the simulation period is 0 % and minimum pressure at customer demand 
nodes 25 m (35.6 psi). Maximum residence time (water age) at customer demand nodes 
for this network is quite short from about 0.2 to 1.5 days, with the exception of one 
node at the very south of the network, which is about 3 days. 
3.4.3.1 Scenarios 
A total of six network scenarios A-F (Table 7) are analysed, which represent different 
water quality conditions in the source reservoirs Bellfield Lake (r1) and Taylors Lake (r2) 
in terms of turbidity and salinity levels, whereas all other data are kept the same as 
described above. These scenarios were developed in the systematic manner, which is 
included in the second column of Table 5, to cover a broad range of possible situations. 
Some of the scenarios with high salinity levels for the Bellfield Lake (r1) (scenarios B and 
D) have not been historically observed in the WMP, but they were included as similar 
scenarios may occur in other real world multiquality WDS. Scenario A, referred to as a 
base scenario, reflects the historical situation of the WMP (Table 6), in which the overall 
water quality is better for most of the time in Bellfield Lake (r1) than in Taylors Lake (r2). 
Other scenarios capture situations where water quality deteriorates or improves in one 
or both water quality parameters in those reservoirs (see the last column of Table 7).  
 
Constant source salinity and turbidity values are used in the scenarios. Although these 
values vary in real systems over time, these changes are modelled by using scenarios 
rather than including them in each scenario. The latter would require an additional 
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extension of the simulation period in order to capture those changes and water quality 
analysis to reach steady state. 
 
Table 7: Scenarios for the example network 3 
Scenario 
ID 
Water quality 
conditions 
compared to 
the base 
scenario 
r1 (Bellfield) r2 (Taylors) 
Scenario 
description 
Turbidity 
(NTU) 
Salinity 
(S/cm) 
Turbidity 
(NTU) 
Salinity 
(S/cm) 
A 
(base 
scena-
rio) 
Original data 
as described in 
Section 3.4.3 
5 100 50 2,000 
The overall water 
quality is better in 
the Bellfield Lake 
(r1) than in the 
Taylors Lake (r2) 
B 
Full reverse in 
water quality 
at reservoirs 
50 2,000 5 100 
The overall water 
quality is better in 
the Taylors Lake 
(r2) than in the 
Bellfield Lake (r1) 
C 
Partial reverse 
in water 
quality at 
reservoirs 
(turbidity) 
50 100 5 2,000 
Turbidity is better 
and salinity worse 
in the Bellfield Lake 
(r1) than in the 
Taylors Lake (r2) 
D 
Partial reverse 
in water 
quality at 
reservoirs 
(salinity) 
5 2,000 50 100 
Turbidity is better 
and salinity worse 
in the Taylors Lake 
(r2) than in Bellfield 
Lake (r1) 
E 
Improvement 
in turbidity in 
the reservoir r2 
5 100 25 2,000 
Same as for the 
scenario Net3 A, 
but turbidity in the 
Taylors Lake (r2) 
improved 
F 
Improvement 
in salinity in 
the reservoir r2 
5 100 50 1,500 
Same as for the 
scenario Net3 A, 
but salinity in the 
Taylors Lake (r2) 
improved 
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3.4.4 Applications and simulation period 
Multi-objective approach for operational planning of multiquality WDSs is applied to the 
example networks with increased complexity. First, the two-objective optimisation 
model [22] is applied to the example network 1. This application was purposefully 
selected, because the single-objective solution exists in the literature hence can be 
utilised as a proof of concept. Sensitivity of algorithm parameters and objective function 
scaling is also tested using the example network 1 in combination with two-objective 
optimisation model [22]. A reasonable range of algorithm parameters was identified 
based on the recommended values from within literature and preliminary testing 
(Table 8). Concerning objective function scaling, there are either non-scaled or linearly 
scaled objective functions where water quality objective function is multiplied by 0.01. 
 
Table 8: NSGA-II parameter settings for the example network 1 applied to two-objective 
optimisation model 
Parameter 
Parameter 
setting 
Parameter type Comment 
Population 
size 
50; 100; 150; 
200; 300; 400 
N/A Values based on preliminary testing 
Number of 
generations 
500; 1,000; 
2,000 
N/A Values based on preliminary testing 
Mutation 
operator 
0.002; 0.005*; 
0.01; 0.1 
Simple by gene 
*0.005 1/192, where the value of 192 
represents the number of decision 
variables (8 pumps  24 1-hour 
intervals) (Deb et al. 2002) 
Crossover 
operator 
0.6; 0.7; 0.8; 0.9; 
1.0 
Simple one 
point; simple 
multi point 
Values based on the recommendation of 
Goldberg (1989) 
 
Second, the two-objective optimisation model [22] is applied to the example network 2. 
This application was selected in order to evaluate the differences in results between 
one-source WDS (i.e. example network 2) and multi-source WDS (i.e. example 
network 1) of different water quality sources. Regarding example networks 1 and 2, the 
optimisation of all scenarios is undertaken for an EPS, with the length of the simulation 
period 24 hours, and the simulation time step within EPANet for both hydraulic and 
water quality analysis of one hour. 
 
Third, the three-objective optimisation model [23] is applied to the example network 3. 
This application is the most complex case, which investigates the optimal operation of 
a real WDS with multiple water quality objectives. The optimisation of all scenarios A-F is 
undertaken for an EPS with the length of the simulation period 5 days (120 hours). The 
simulation time step within EPANet for both hydraulic and water quality analysis is one hour, 
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which is adequate for sufficiently accurate simulations. In an ideal case, the hydraulic time step 
would be in the order of minutes and water quality time steps even shorter. Due to the 
increased computation effort while considering the length of the simulation period of 5 days, 
however, one hour time steps are considered satisfactory for this research. 
3.5 Summary 
Contributions of this research were detailed in this chapter. Formulations of two multi-
objective optimisation problems for operation of regional multiquality WDSs were 
provided. In the first formulation [22], pumping costs are optimised together with 
a general water quality objective. In the second formulation [23], two water quality 
objectives were introduced for specific water quality parameters, which are optimised 
simultaneously with the pumping costs. The solution methodology was described, which 
links network analysis simulator EPANet with optimisation software GANetXL. A new 
code was implemented into GANetXL to perform water quality analyses in EPANet. 
 
A method for extensive performance sensitivity analysis was developed and is further 
detailed in Chapter 4, Sections 4.1 and 4.1.1. This method applies a set of metrics, which 
are typically used to compare performance of different multi-objective algorithms. In 
this research, however, these metrics are used to compare performance of parameter 
settings within one multi-objective algorithm. This comparison subsequently serves to 
evaluate sensitivity of those parameters. 
 
Three literature example networks and their applications were described. These 
example networks were modified for the purpose of this research by incorporating 
water quality data from a real multiquality WDS in Western Victoria, Australia. 
Numerous scenarios were developed for each example network. These scenarios were 
systematically designed to reflect situations which could be experienced while operating 
a real multiquality WDS. 
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CHAPTER 4: RESULTS A: 
SENSITIVITY ANALYSIS AND PROOF 
OF CONCEPT 
In this chapter, the two-objective optimisation model [22] is applied to the example 
network 1 to evaluate sensitivity of NSGA-II parameters and objective function scaling, 
which were described previously in Chapter 3, Section 3.3.1. A methodology to assess 
performance and sensitivity of a particular parameter has been developed and is 
detailed further in Section 4.1.1. 
4.1 Parameter setting combinations 
Initially, NSGA-II parameters settings (Table 8) were systematically arranged into 
76 parameter setting combinations with either non-scaled or scaled objective functions 
(Table 9, in detail in Appendix IV), so the total number of analyses performed was 152 
(i.e. 276). Due to the  large number of modelling combinations the optimisation runs 
were undertaken as a two stage process, being sensitivity analysis 1 (SA1) and sensitivity 
analysis 2 (SA2). In the first stage (SA1), sensitivity of mutation and crossover was tested 
with a constant population size and constant number of generations. Those constant 
values for the population size and number of generations were cautiously selected 
based on preliminary testing, which was used initially to identify a reasonable range for 
the algorithm parameters (as previously reported in Table 8). The results obtained were 
visually compared with the well performing mutation and crossover operators then 
selected. In the second stage (SA2), these operators were applied for the sensitivity 
analysis of the population size and the number of generations. Additionally, all 
parameter setting combinations were analysed with both non-scaled and scaled 
objective functions. 
 
A single run was performed for each parameter setting combination from an initial 
population of random solutions. Therefore, the sensitivity of seed value (i.e. 
convergence of an algorithm from different initial populations of random solutions) was 
not investigated as part of this research and has been left for future research. A seed 
value of 1 was used for all analyses conducted. 
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Table 9: Parameter setting combinations for sensitivity analysis 
Analysis 
ID 
Sensitivity 
analysis of 
Setting of 
constant 
parameters 
Setting of 
variable 
parameters* 
No. of parameter 
setting 
combinations 
No. of 
analyses 
conducted 
SA1 
 
Crossover 
Mutation 
POP: 100 
GEN: 2,000 
MUT: 0.002; 
0.005; 0.01; 0.1 
CRS: 0.6; 0.7; 0.8; 
0.9; 1.0 (all both 
S1P and SXP) 
40 
40 (non-
scaled**) 
40 
(scaled**) 
SA2 
 
Population 
size 
Number of 
generations 
MUT: 0.005 
CRS: 0.7 
SXP; 1.0 
S1P 
POP: 50; 100; 
150; 200; 300; 
400 
GEN: 500; 1,000; 
2,000 
36 
36 (non-
scaled**) 
36 
(scaled**) 
Total 76 152 
Note: POP = population size, GEN = number of generations, MUT = mutation, CRS = crossover. 
*All possible combinations were analysed. **Objective functions either non-scaled or scaled. 
 
Only Pareto fronts, in which all solutions are feasible (i.e. comply with constraints and 
thus are useful for operators), can be used for performance evaluation. The exclusion of 
Pareto fronts containing infeasible solutions is to ensure that a parameter setting 
combination, which delivered a Pareto front with infeasible solutions, cannot score 
better than another parameter setting combination, which produced only feasible 
solutions. 
 
All analyses were conducted using Intel Core i3 CPU M 380 processor with RAM 2.0 GB. 
Due to limited computer capacity for required analyses, about 30,000 function 
evaluations only were able to run at once. Whereas the number of function evaluations 
required for one analysis ranged from 25,000 (i.e. population size of 50 for 500 
generations) up to 800,000 (i.e. population size of 400 for 2,000 generations). 
Advantageously, the GANetXL has the capability to conduct one analysis in a sequence 
of interrupted runs, where the previous run is resumed using ‘resume’ function in 
application’s toolbar (CWS 2011). As such, some analyses involved numerous 
interrupted runs and resumes, where each run of 30,000 function evaluations took 
approximately 3.3 minutes and resume about 0.5 minutes. The longest run with 
population size of 400 for 2,000 generations, which consisted of 27 interrupted runs and 
26 resumes, took about 1 hour and 41 minutes. 
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4.1.1 Performance and sensitivity evaluation 
There are two possible approaches to evaluate performance using the metrics. The first 
approach examines the results which were directly obtained from the metrics and 
compares them. This approach provides, on the one hand, very detailed information 
about performance of a parameter setting combination in each aspect of the quality of 
the Pareto front. On the other hand, the quantity of results (8 results for each 
parameter setting combination of 152 total combinations) would cause difficulties in 
analysing and presenting them. Hence, this approach was not used as it is more suitable 
for low quantities of results. It was used, for example, by Baran et al. (2005) to compare 
six MOEAs. 
 
The second approach, which is developed in the following paragraphs and applied for 
this research, combines the metrics together with the aim to obtain an overall 
performance for a parameter setting combination. This approach requires, besides 
setting the performance criteria for each of the metric with the corresponding 
performance scores, also the assignment of a weighting factor to each metric (Table 10). 
Based on the performance criteria, the value for each metric is replaced by means of 
linear interpolation with a corresponding performance score 0.0-5.0 to provide 
a common basis for comparison. This step would not be required if all metrics were 
assessed as normalised or relative values. Weighting factors are then determined to 
provide a desired level of balance across all metrics according to the user’s preference. 
These weighting factors (Table 10) combine the individual performance scores of 
metrics into a combined performance score of all metrics (Table 11). A disadvantage 
of this approach is in the subjectivity of weighting factors. However, the clear advantage 
is the significantly more succinct set of results obtained which are more easily 
interpreted and presented. 
 
The development of the metric performance criteria and weighting factors was 
undertaken by a trial-and-error approach. Initially, performance criteria for all metrics 
were distributed evenly with the same weighting factors assigned so all factors summed 
to 1.0. A process was then undertaken whereby the overall performance was assessed 
against a visual comparison where the proximity of the PFknown to the PFtrue was 
considered of main importance. Basically, the visual comparison served as a means of 
‘calibrationʼ of metric performance criteria and weighting factors, so the combined 
performance scores returned (see Table 11) were (more or less) in alignment with the 
location of the PFknown from the PFtrue. For that reason, metrics GD, IE and SM were 
assigned a higher weighting factor than the other metrics reflecting their higher 
importance. Similarly, metric TN was assigned a low weighting factor because the bulk 
of the results (mainly SA1) for TN metric did not score well due to the lower population 
size applied. Fine tuning the performance criteria and weighting factors was an iterative 
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task requiring careful considerations. Furthermore, these considerations will vary for 
different problems. 
 
Table 10: Metric weighting factors and performance criteria 
Metric 
NN 
(%) 
UN 
(%) 
TN   
(%) 
GD IE SM** 
EX      
(%) 
SC 
Weighting factor 0.120 0.050 0.050 0.250 0.250 0.250 0.005 0.025 
Individu-
al perfo-
rmance 
Perfor-
mance 
score 
Metric performance criteria 
Very 
good 
5.0-4.0) 
100-
80 
100-
80 
100-
80 
0-50 1-1.05 
37.3*-
34 
313*-
80 
0-500 
Good 4.0-3.0) 80-60 80-60 80-60 50-100 
1.05-
1.1 
34-31 80-60 
500-
1,000 
Average 3.0-2.0) 60-40 60-40 60-40 100-200 1.1-1.3 31-28 60-40 
1,000-
1,500 
Poor 2.0-1.0) 40-20 40-20 40-20 200-500 1.3-1.5 28-25 40-20 
1,500-
2,000 
Very 
poor 
1.0-0.0 20-0 20-0 20-0 
500-
12,816* 
1.5-
3.34* 
25-
21.3* 
20-0 
2,000-
48,838* 
Note: *Maximum or minimum values obtained. **SM Metric performance criteria ×106. 
 
Table 11: Overall metrics performance 
Overall performance Combined performance score 
Very good 5.0-4.0) 
Good 4.0-3.0) 
Average 3.0-2.0) 
Poor 2.0-1.0) 
Very poor 1.0-0.0 
 
The following paragraphs illustrate a practical example of establishing the sensitivity of 
a particular parameter of interest using the performance metrics. Firstly, the metrics for 
the parameter setting combination are calculated and using linear interpolation, 
assigned a performance score from 0.0 to 5.0 (as per Table 10). For example, the results 
NN = 100 %, UN = 94 %, TN = 5 %, GD = 117, IE = 1.06, SM = 37.3106, EX = 99 %, SC = 
2,319 are replaced with performance scores as NN = 5.0, UN = 4.7, TN = 0.3, GD = 2.8, 
IE = 3.8, SM = 5.0, EX = 4.1, SC = 1.0. Secondly, the combined performance score, which 
can adopt values from 0.0 to 5.0, is established as the sum of individual metric 
performance scores added together after each of them was multiplied by a weighting 
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factor. Accordingly, the combined performance score is obtained as 5.00.120 + 
4.70.050 + 0.30.050 + 2.80.250 + 3.80.250 + 5.00.250 + 4.10.005 + 1.00.025 = 
3.8, with the overall performance of the parameter setting combination ‘good’ (as per 
Table 11). 
 
Finally, an additional step is undertaken to obtain the sensitivity of a particular 
parameter of interest. This involves grouping together parameter setting combinations, 
in which the parameter of interest is systematically changing (i.e. incrementally 
increasing) while the other parameters are held constant. These groups are further 
referred to as sensitivity groups (SEGs). The sensitivity of the parameter of interest is 
then expressed in sensitivity points (SPs), which is the difference between the maximum 
and minimum combined performance scores within the SEG. For example, combined 
performance scores in the SEG ranging from 0.6 to 3.9 give 3.3 SPs (i.e. 3.9 - 0.6 = 3.3), 
indicating the high sensitivity of the parameter. Note that the maximum possible SPs = 
5.0 (as per Table 11). Conversely, combined performance scores in the SEG ranging from 
2.8 to 3.2 give 0.4 SPs, indicating low sensitivity of the parameter. 
 
Developed methodology for performance and sensitivity analysis of algorithm 
parameters is summarised as a flowchart in Figure 10. Performance results of parameter 
setting combinations are included in Appendix IV. 
4.2 Pareto fronts obtained 
The results for all 152 analyses conducted are displayed in Figure 11. It is confirmed that 
indeed there is a tradeoff between pumping costs and water quality objectives. This 
tradeoff is examined in detail in Chapter 5. 
 
Analysis SA1 (solid grey squares in Figure 11), which tested the sensitivity of mutation 
and crossovers for a constant value of population size of 100 and the number of 
generations of 2000, includes 80 Pareto fronts (i.e. PFknowns). Analysis SA2 (solid black 
triangles in Figure 11), which tested the sensitivity of the population size and number of 
generations for a constant value of mutation of 0.005 and crossover of 0.7 SXP and 1.0 
S1P, includes 72 Pareto fronts (i.e. PFknowns). It can be seen that SA1 (solid grey squares) 
consist of two isolated clouds of Pareto fronts. This is caused by a particular value of 
a mutation, which is discussed in Section 4.2.3.1. 
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Figure 10: Flowchart for performance and sensitivity analysis of algorithm parameters 
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Figure 11: Results of all analyses conducted 
4.2.1 True Pareto front 
As previously described, PFtrue is the union of the best solutions found in all analyses 
conducted. To be more exact, 152 Pareto fronts (i.e. PFknowns) from both SA1 and SA2 
were joined together (solid grey dots in Figure 12) and the optimal solutions identified 
(solid black dots as PFtrue in Figure 12). Because some of these solutions were identical 
(i.e. had the same pump schedules), they were eliminated from the PFtrue. Those 
identical solutions were mainly gained from the same combinations of NSGA-II 
parameter settings, but different objective function scaling. The resulting PFtrue, which 
was used for subsequent calculations of some of the metrics, consists of a total of 
333 non-dominated and unique solutions. 
 
Some interesting observations were made regarding the PFtrue, displayed in more detail 
in Figure 13 and Table 12, which relate to the NSGA-II parameter setting combinations 
and population sizes creating the PFtrue. The first observation was that the PFtrue was 
reached by several NSGA-II parameter setting combinations, more specifically 
13 combinations. Interestingly, 5 of those combinations (i.e. 38 %) represented 91 % of 
all solutions in PFtrue. Conversely, 8 combinations (i.e. 62 %) represented only 9 % of 
solutions in PFtrue. So, the minority of the parameter setting combinations, which 
reached the PFtrue, formed the vast majority of all PFtrue solutions and vice versa. The 
second observation was that as the solutions within the PFtrue progress from the top left 
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to bottom right, they are derived from (more or less) dedicated sections to a particular 
and increasing population size. The last observation may indicate that population size 
performs inconsistently across a search space for this particular problem, which is 
discussed further in Section 4.3.3.3. 
 
 
Figure 12: Pareto fronts of all analyses conducted and true Pareto front 
4.2.2 Objective function scaling 
The results for the sensitivity of objective function scaling (Figure 14) include two sets of 
76 Pareto fronts (i.e. PFknowns) each gained from the same NSGA-II parameter setting 
combinations, with the difference that only one set had its objective functions scaled. 
Figure 14 indicates that there may be a considerable number of identical solutions in the 
two Pareto front sets, because black dots representing scaled objective functions 
appear to lie on top of grey crosses representing non-scaled objective functions. 
Comparing individual solutions from the two Pareto front sets confirmed that about 
70 % of them are indeed identical, resulting in the majority of Pareto fronts (64 of 76) 
from the two sets being also identical. Accordingly, 64 NSGA-II parameter setting 
combinations (84 %) delivered the same Pareto fronts regardless of the objective 
functions being or not being scaled. Whereas only 12 NSGA-II parameter setting 
combinations (16 %) delivered varying Pareto fronts for scaled and non-scaled objective 
functions. 
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Figure 13: True Pareto front 
 
Table 12: NSGA-II parameter setting combinations which reached the PFtrue 
NSGA-II parameter setting combination Solutions in PFtrue 
POP GEN MUT CRS Number % 
50 2000 0.005 1.0S1P 1 0.3 
100 2000 0.005 1.0S1P 10 3.0 
100 2000 0.01 0.7S1P 15 4.5 
100 2000 0.005 1.0SXP 2 0.6 
150 2000 0.005 0.7SXP 47 14.1 
150 1000 0.005 0.7SXP 4 1.2 
200 2000 0.005 0.7SXP 2 0.6 
300 2000 0.005 0.7SXP 133 39.9 
300 2000 0.005 1.0S1P 30 9.0 
300 1000 0.005 0.7SXP 3 0.9 
300 1000 0.005 1.0S1P 2 0.6 
400 2000 0.005 1.0S1P 79 23.7 
400 1000 0.005 1.0S1P 5 1.5 
Total 333 100 
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Differences in those two sets of 12 Pareto fronts were each examined using metrics. 
Results from the SC metric showed that uniformity of spacing between solutions in the 
Pareto fronts with scaled objective functions improved in 5 instances and deteriorated 
in 7 instances. Consequently, it was not confirmed that adequate scaling of the objective 
functions assures more uniformly distributed solutions, for the optimisation model and 
network used. Similarly, the improvement in quality of Pareto fronts for scaled objective 
functions regarding other performance metrics was non-conclusive, as some of those 
metrics gave better results and some worse, with the overall performance being the 
same comparing scaled and non-scaled objective functions. An exception was the EX 
metric, which for scaled objective functions improved in 9 instances and deteriorated in 
3 instances only, so scaled objective functions generally delivered Pareto fronts with 
larger extents. 
 
 
Figure 14: Pareto fronts of all analyses conducted for sensitivity of objective function 
scaling 
 
Considering the bias of the NSGA-II towards the water quality objective when objective 
functions are inadequately scaled, the results for non-scaled and scaled objective 
functions were compared in terms of concentrations of solutions along the Pareto front 
and the location of the Pareto front. It can be seen from Figure 14 that the 
concentration of solutions for minimum pump energy cost values improved (for 
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example ellipse A and B in Figure 14) for scaled objective functions. Moreover, scaled 
objective functions tended to find better solutions for minimum water quality values 
(for example ellipse E in Figure 14), with an example provided in Table 13. It was thus 
confirmed that non-scaled (i.e. inadequately scaled) objective functions caused the 
NSGA-II bias towards the water quality objective for the optimisation model and 
network used. However, the discontinuity of Pareto fronts is still obvious (for example 
ellipse C and D in Figure 14), with the reasons discussed in Section 4.3.2. 
 
Table 13: Example of minimum solution for economic and water quality objective 
Analysis 
ID 
POP GEN MUT CRS 
Objective 
functions scaled 
Economic 
objective 
Water 
quality 
objective 
104 100 2,000 0.005 1.0 S1P No 
148.7 98,149.0 
204.8 1,815.9 
140 100 2,000 0.005 1.0 S1P Yes 
148.7 98,149.0 
204.5 1,521.8* 
Note: POP = population size, GEN = number of generations, MUT = mutation, CRS = crossover. 
*Note that the water quality objective improved when scaled. 
4.2.3 NSGA-II parameters 
Because the two sets of results for non-scaled and scaled objective functions were very 
similar, with scaled objective functions proved to deliver slightly better results, the 
subsequent sensitivity analysis of NSGA-II parameters was undertaken using results with 
scaled objective functions only. 
 
The graphical results for exploring the sensitivity of mutation, crossover (both types S1P 
and SXP), population size and the number of generations are displayed in Figures 15-19, 
which are included in subsequent Sections 4.2.3.1 to 4.2.3.4. In those figures, each set 
of results representing a single parameter value (mutation value of 0.002 as white 
triangles in Figure 15, or crossover value of 0.6 as solid black squares in Figure 16, and 
so on) exist as a ‘cloud’ rather than a single front. The reason for this is that a single 
parameter value was always combined with other parameters, some as constants, but 
some as a range, as noted in Figure titles. For example, the data set for the 
aforementioned mutation value of 0.002 (white triangles in Figure 15) includes results 
for population size of 100, the number of generations of 2,000 and 5 crossover values 
from 0.6 to 1.0 both S1P and SXP, so this data set contains 10 Pareto fronts. 
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4.2.3.1 Mutation 
The observation gleaned from Figure 15 is that the best and most competitive results 
were obtained from the mutation values of 0.005 and 0.01. The mutation value of 0.002 
gave poorer results and the value of 0.1 provided Pareto fronts very distant from the 
optimal solutions, creating an isolated cloud. This indicates that the mutation value of 
0.1 is too high for this particular problem, which caused the search to degenerate into 
a random process as previously described by Savic and Walters (1997). In contrast, the 
mutation value of 0.002 is too low for this particular problem, which caused the 
premature convergence of the algorithm to a local optimum as previously described by 
Srinivas and Patnaik (1994). 
 
 
Figure 15: Pareto fronts for sensitivity of mutation (POP 100; GEN 2,000; CRS 0.6-1.0 
both S1P and SXP) 
 
The sensitivity of mutation was investigated using metrics. Table 14 lists two sample 
SEGs from 10 available SEGs for the mutation. The performance of mutation varies from 
‘very poor’ to ‘good’ for the both SEGs, with the corresponding 3.3 SPs and 2.9 SPs, 
respectively. Because of the wide range of scores across all SEGs with the average of 
2.9 SPs, the sensitivity of mutation is high for the optimisation model and network used. 
This means that the selection of a suitable mutation value to achieve good results 
requires careful attention. 
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Table 14: Sensitivity of mutation (2 sample SEGs) 
ID 
M
u
ta
ti
o
n
 v
al
u
e 
C
o
n
st
an
t 
p
ar
am
e
te
rs
 Metrics 
C
o
m
b
in
ed
 
p
er
fo
rm
. s
co
re
 
O
ve
ra
ll 
p
er
fo
rm
an
ce
 
NN 
(%) 
UN 
(%) 
TN 
(%) 
GD IE 
SM 
(106) 
EX 
(%) 
SC 
41 0.002 
P
O
P
: 1
0
0
; G
EN
: 2
,0
0
0
; 
C
R
S:
 0
.6
 S
1
P
 
100 51 0 93 1.10 31.9 38 1,071 3.0 
ave-
rage 
51 0.005 100 86 0 125 1.10 32.3 63 1,914 2.9 
ave-
rage 
61 0.01 100 91 0 61 1.06 35.4 45 1,335 3.9 good 
71 0.1 18 18 0 4,113 1.74 21.3 149 14,416 0.6 
very 
poor 
48 0.002 
P
O
P
: 1
0
0
; G
EN
: 2
,0
0
0
; 
C
R
S:
 0
.9
 S
X
P
 
100 57 0 83 1.17 28.7 45 1,759 2.7 
ave-
rage 
58 0.005 100 100 0 71 1.10 32.0 58 1,551 3.2 good 
68 0.01 100 100 0 55 1.09 32.7 66 3,615 3.3 good 
78 0.1 14 14 0 11,085 2.36 22.0 219 17,899 0.4 
very 
poor 
Note: POP = population size, GEN = number of generations, CRS = crossover. 
4.2.3.2 Crossover 
It can be observed from Figures 16 and 17 that particular crossover values are very 
widely spread and unlike mutation, are not formed into designated performance areas. 
This may not make the identification of the best performing crossover value as 
straightforward as for the mutation. Indeed, the metrics with the following sensitivity 
analysis confirmed the low sensitivity to different crossover values, meaning that the 
change of crossover setting does not affect much the final solution. 
 
Table 15 presents two sample SEGs from 8 available SEGs for the crossover. The 
performance of crossover varies from ‘average’ to ‘good’ for the first SEG and is ‘very 
poor’ across the second SEG, with the corresponding 0.9 SPs and 0.4 SPs, respectively. 
Because the range of scores across all SEGs is narrow with the average of 0.7 SPs, the 
sensitivity of crossover is low for the optimisation model and network used. The 
selection of a suitable crossover value for this particular problem is still important to 
achieve good results, yet it does not seem as crucial as the identification of a suitable 
mutation value.   
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Figure 16: Pareto fronts for sensitivity of S1P crossover (POP 100; GEN 2,000; MUT 
0.002-0.1) 
 
 
Figure 17: Pareto fronts for sensitivity of SXP crossover (POP 100; GEN 2,000; MUT 
0.002-0.1) 
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Table 15: Sensitivity of crossover (2 sample SEGs) 
ID 
C
ro
ss
o
ve
r 
va
lu
e 
C
o
n
st
an
t 
p
ar
am
e
te
rs
 Metrics 
C
o
m
b
in
ed
 
p
er
fo
rm
. s
co
re
 
O
ve
ra
ll 
p
er
fo
rm
an
ce
 
NN 
(%) 
UN 
(%) 
TN 
(%) 
GD IE 
SM 
(106) 
EX 
(%) 
SC 
51 
0.6  
S1P 
P
O
P
: 1
0
0
; G
EN
: 2
,0
0
0
;  
   
   
M
U
T:
 0
.0
0
5
 
100 86 0 125 1.10 32.3 63 1,914 2.9 
ave-
rage 
53 
0.7 
S1P 
100 96 0 59 1.13 33.0 52 1,539 3.2 good 
55 
0.8 
S1P 
100 97 0 58 1.08 33.8 40 1,245 3.3 good 
57 
0.9 
S1P 
100 70 0 45 1.14 29.1 46 2,344 2.9 
ave-
rage 
59 
1.0 
S1P 
100 94 5 117 1.06 37.3 99 2,319 3.8 good 
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0.6 
SXP 
P
O
P
: 1
0
0
; G
EN
: 2
,0
0
0
;  
   
   
   
M
U
T:
 0
.1
 
16 16 0 5,655 1.84 22.9 166 14,186 0.6 
very 
poor 
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0.7 
SXP 
18 18 0 12,816 3.34 24.0 313 48,838 0.4 
very 
poor 
76 
0.8 
SXP 
17 17 0 3,775 1.42 22.8 123 7,396 0.8 
very 
poor 
78 
0.9 
SXP 
14 14 0 11,085 2.36 22.0 219 17,899 0.4 
very 
poor 
80 
1.0 
SXP 
16 16 0 7,259 1.83 23.6 167 13,545 0.6 
very 
poor 
Note: POP = population size, GEN = number of generations, MUT = mutation. 
4.2.3.3 Population size 
The performance of different population sizes (Figures 13 and 18) was discussed in 
relation to the PFtrue in previous Section 4.2.1, so only sensitivity is examined here. 
Table 16 lists two sample SEGs from 6 available SEGs for the population size. The 
performance of population size varies from ‘average’ to ‘very good’ for the first SEG and 
is ‘good’ across the second SEG, with the corresponding 1.4 SPs and 0.7 SPs, 
respectively. Because of the intermediate range of scores across all SEGs with the 
average of 1.2 SPs, the sensitivity of population size is moderate for the optimisation 
model and network used. The selection of a suitable population size to achieve good 
results needs careful attention, which is emphasised by the finding that a particular 
population size appears to perform better at some locations within the search space 
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and worse in others as demonstrated by the PFtrue (Figure 13). This inconsistent 
performance is discussed in subsequent Section 4.3.3.3. 
 
 
Figure 18: Pareto fronts for sensitivity of population size (MUT 0.005; CRS 0.7 SXP and 
1.0 S1P; GEN 500-2,000) 
4.2.3.4 Number of generations 
The first observation gleaned from Figure 19 is that generally, the results show steady 
improvement with the increasing number of generations. Hence, the best results were 
obtained from the number of generations of 2,000, which was confirmed by the PFtrue, 
where 319 (i.e. 96 %) of total 333 solutions in the PFtrue were gained from this number of 
generations. 
 
 
77 
Table 16: Sensitivity of population size (2 sample SEGs) 
ID 
P
o
p
u
la
ti
o
n
 s
iz
e 
C
o
n
st
an
t 
p
ar
am
e
te
rs
 Metrics 
C
o
m
b
in
ed
 
p
er
fo
rm
. s
co
re
 
O
ve
ra
ll 
p
er
fo
rm
an
ce
 
NN 
(%) 
UN 
(%) 
TN 
(%) 
GD IE 
SM 
(106) 
EX 
(%) 
SC 
118 50 
G
EN
: 1
,0
0
0
; M
U
T:
 0
.0
0
5
;  
   
   
   
   
   
   
C
R
S:
 0
.7
 S
X
P
 
100 100 0 202 1.13 32.1 83 4,119 2.8 
ave-
rage 
121 100 100 100 0 23 1.08 30.6 22 927 3.2 good 
124 150 100 86 3 46 1.05 36.5 64 1,239 4.1 
very 
good 
127 200 100 51 0 42 1.12 35.1 54 867 3.7 good 
130 300 100 48 2 36 1.12 35.8 71 1,219 3.7 good 
133 400 100 43 0 102 1.15 33.4 115 2,007 2.7 
ave-
rage 
137 50 
G
EN
: 2
,0
0
0
; M
U
T:
 0
.0
0
5
;  
   
   
   
   
   
   
  
C
R
S:
 1
.0
 S
1
P
 
100 98 2 67 1.10 31.8 55 2,474 3.2 good 
140 100 100 94 5 117 1.06 37.3 99 2,319 3.8 good 
143 150 100 99 0 24 1.13 33.7 38 1,139 3.3 good 
146 200 100 100 0 29 1.11 31.3 48 988 3.5 good 
149 300 100 34 7 24 1.07 34.6 58 822 3.9 good 
152 400 100 83 7 22 1.08 32.9 53 1,017 3.5 good 
Note: GEN = number of generations, MUT = mutation, CRS = crossover. 
 
The sensitivity of the number of generations was assessed using metrics. Table 17 lists 
two sample SEGs from 12 available SEGs for the number of generations. The 
performance of the number of generations varies from ‘average’ to ‘good’ for the first 
SEG and is ‘good’ across the second SEG, with the corresponding 0.4 SPs and 0.8 SPs, 
respectively. Because the range of scores across all SEGs is narrow with the average of 
0.7 SPs, the sensitivity of number of generations is low for the optimisation model and 
network used. In spite of the steady improvements in results with increased number of 
generations, there are additional associated computational costs which may be 
considered to negate the perceived benefits. 
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Figure 19: Pareto fronts for sensitivity of the number of generations (MUT 0.005; CRS 
0.7 SXP and 1.0 S1P; POP 50-400) 
 
Table 17: Sensitivity of the number of generations (2 sample SEGs) 
ID 
N
u
m
b
er
 o
f 
ge
n
e
ra
ti
o
n
s 
C
o
n
st
an
t 
p
ar
am
e
te
rs
 Metrics 
C
o
m
b
in
ed
 
p
e
rf
o
rm
. s
co
re
 
O
ve
ra
ll 
p
e
rf
o
rm
an
ce
 
NN 
(%) 
UN 
(%) 
TN 
(%) 
GD IE 
SM 
(106) 
EX 
(%) 
SC 
120 500 
P
O
P
: 1
00
;  
   
   
   
   
   
  
M
U
T:
 0
.0
05
; 
C
R
S:
 0
.7
 S
X
P
 100 71 0 72 1.14 29.5 52 2,764 2.8 
ave-
rage 
121 1000 100 100 0 23 1.08 30.6 22 927 3.2 good 
122 2000 100 100 0 28 1.07 30.8 22 526 3.2 good 
147 500 
P
O
P
: 3
00
;  
   
   
   
   
   
 
M
U
T:
 0
.0
05
; 
C
R
S:
 1
.0
 S
1
P
 100 33 0 43 1.14 32.5 40 675 3.1 good 
148 1000 100 28 0 51 1.08 34.3 59 1,001 3.6 good 
149 2000 100 34 7 24 1.07 34.6 58 822 3.9 good 
Note: POP = population size, MUT = mutation, CRS = crossover. 
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4.3 Discussion 
4.3.1 Performance metrics and their application 
The UN metric [26] reports the percentage of unique non-dominated solutions in 
a PFknown (i.e. solutions with unique pump schedules). There were some solutions found 
which had different pump schedules, yet objective function values for both objectives 
were nearly the same, for example, only differing in the 3rd decimal place for one 
objective. Note that solutions with the same objective function values, but different 
decision variables (i.e. pump schedules) are called alternate solutions (Bhattacharjya 
2007). In this research, the formerly described solutions were considered ‘unique’ for 
the following reason. If a solution has desirable objective function values but is 
impractical, the decision maker would probably be interested in a different solution with 
similar objective function values. 
 
There is a limitation to the GD metric [29], which measures the distance between 
a PFknown and the PFtrue. This metric may give misleading results if the length (i.e. extent) 
of the PFknown is significantly greater than the extent of the PFtrue as demonstrated in 
Figure 20. Despite the proximity of PFknownA and PFknownB to the PFtrue being the same, the 
GD metric returns larger value for the PFknownA due to inclusion of the points A1-A4 in 
the equation, calculating their distance from the outer PFtrue point T1. This limitation 
was recognised but was considered adequate for the purpose of the sensitivity analysis. 
This limitation is overcome by using the -indicator metric. 
 
 
Figure 20: GD metric limitation 
 
In addition, both the GD metric and -indicator metric require knowledge about the 
PFtrue, which is not normally available. The metric with a similar function, which 
measures the closeness of a PFknown to the PFtrue, yet does not require the PFtrue 
information, is S-metric for 2-dimensional objective space (Zitzler and Thiele 1998) or 
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hypervolume for n-dimensional objective space (Fleischer 2003; Zitzler et al. 2003). The 
disadvantage of this metric is, however, that the choice of the reference point can 
influence the evaluation of the PFknowns (Knowles and Corne 2002). 
4.3.2 Objective function scaling 
In spite of the adequate scaling of objective functions, the Pareto fronts obtained were 
discontinuous, which is possibly due to the following: 
 
 Discrete decision variables. 
 Model simplifications, for example, water quality analysis (the length of time step i.e. 
one hour rather than 1–10 minutes, the length of simulation period i.e. one day 
rather than one week or more). 
 Only a single run was performed from one initial population of random solutions.  
4.3.3 NSGA-II parameters 
4.3.3.1 Parameter sensitivity 
Performance metrics enabled to evaluate the sensitivity of the NSGA-II parameters on 
a quantitative and more objective basis than the use of visual comparison only. In 
particular, the sensitivity of NSGA-II parameters was expressed as SPs of maximum 
possible SPs, which assisted in understanding of sensitivity hierarchy (Table 18). The 
most sensitive parameter was identified mutation and the least sensitive crossover, with 
the limitation to the optimisation model and network used. Population size was more 
sensitive than the number of generations for this problem. Note that the more sensitive 
parameter is, its change has greater influence on results. 
 
Table 18: Sensitivity of NSGA-II parameters 
Parameter 
Sensitivity points (SPs)* 
Parameter 
sensitivity 
Number of 
sensitivity 
groups (SEGs) Average Median Minimum Maximum 
Mutation 2.9 2.9 2.7 3.3 High 10 
Population size 1.2 1.3 0.6 1.8 Moderate 6 
Number of 
generations 
0.7 0.8 0.0 2.1 Low 12 
Crossover 0.7 0.7 0.2 1.4 Low 8 
Note: *Difference between the maximum and minimum combined performance scores 
within SEGs. 
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A comment needs to be made though that the identification of reasonable range of 
settings for each parameter was important in this exercise. It is acknowledged that the 
value for the mutation of 0.1 may be a little bit too high and if this value was not used, 
the sensitivity of mutation would not be evaluated as high. However, quite wide range 
of settings for each parameter was identified purposely so impact of those settings on 
final results could be clearly demonstrated. 
4.3.3.2 Parameter interdependency 
The performance of a mutation in relation to crossover and vice versa is now examined 
by exploring charts detailing concrete mutation and crossover values, and crossover 
types. Figure 21 indicates that increase in mutation from 0.005 to 0.01 using the 
crossover of 0.6 improved the solution (arrow 1a in Figure 21); conversely, the solution 
deteriorated for the same increase in mutation, but crossover of 1.0 (arrow 1b in 
Figure 21). Vice versa, when crossover increased from 0.6 to 1.0 using mutation of 
0.005, the solution improved (arrow 2a in Figure 21); conversely, the solution 
deteriorated for the same increase in crossover, but mutation of 0.01 (arrow 2b in 
Figure 21).  
 
 
Figure 21: Pareto fronts for varying mutation and crossover values (POP 100; GEN 2,000) 
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Figure 22 displays Pareto fronts for varying mutation and crossover values, and 
crossover types. It demonstrates that the change of crossover type from S1P to SXP for 
crossover value of 0.6 and mutation value of 0.005 resulted in better results (arrow 3a in 
Figure 22); and vice versa, change of crossover type from S1P to SXP for crossover value 
of 1.0 and mutation value of 0.01 resulted in worse results (arrow 3b in Figure 22). The 
likely conclusion drawn from those observations is that the performance of a particular 
mutation depends on the crossover value and crossover type, and the performance of 
a particular crossover value and its type is probably dependent upon the mutation 
value. In other words, it appears that mutation and crossover are somehow 
interdependent. If this is the case, they ought to be evaluated as an interdependent pair 
rather than in isolation. More research is needed in this area. Plotting the values of 
computed metrics for different combinations of crossover and mutation operators on 
a surface or contour chart is suggested as one way of visualizing the combined effects of 
these two parameters. 
 
 
Figure 22: Pareto fronts for varying mutation and crossover values, and crossover type 
(POP 100; GEN 2,000) 
4.3.3.3 Performance inconsistency 
Due to Pareto fronts for different parameter setting combinations being non parallel 
often intersecting (Figures 21-23), it indicates that some parameter setting 
combinations may perform better at some locations of the search space and worse in 
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others. At Figures 21 and 22, for example, mutation value of 0.005 and crossover value 
of 0.6 S1P (solid grey dots) perform well towards minimum water quality values, but 
quite irregularly diverge from minimum pump energy costs values. Another example is 
in Figure 23, where all population sizes were able to capture (more or less) minimum 
water quality values, but their level of performance (or accuracy) over the large search 
space differs a lot. Hence, (certain) parameter setting combinations seem to perform 
with various degrees of inconsistency across the search space. This inconsistent 
performance was also demonstrated by the PFtrue (Figure 13), which was not reached by 
one but several parameter setting combinations. This is thought to reflect the 
complexity of the search space, and requires further research. 
 
 
Figure 23: Pareto fronts for varying population size (GEN 2,000; MUT 0.005; CRS 1.0 S1P) 
 
Unlike single-objective approaches, where the calibration process results in the ‘best’ 
algorithm parameter values to find the optimal solution as demonstrated in Younis and 
Dandy (2012), the identification of those ‘best’ values in multi-objective approach does 
not seem as straightforward. On the contrary, it appears that the multi-objective 
approach requires a range of parameter values (i.e. a range of parameter setting 
combinations) to reach or identify all optimal solutions within the (true) Pareto front. 
This may be caused by the fact that the single-objective approach seeks one particular 
solution, whereas the multi-objective approach searches for an entire front of optimal 
solutions. 
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4.4 Summary 
The developed methodology for performance and sensitivity analysis using metrics may 
be applied for the calibration of multi-objective algorithm parameters for any WDS 
optimisation problem. It needs to be noted, nevertheless, that the metric performance 
criteria, performance scores and weighting factors (see Table 10) were specifically 
developed for the purpose of this research and, that these parameters need to be 
developed and fine tuned to suit the particular problem. Furthermore, the selection of 
the metrics and their performance evaluation also depends on the purpose for their 
application. In the case of calibration, the metrics GD, IE, SM and TN would likely adopt 
the higher weighting factors than the other metrics. For applications comprising more 
than two objectives, metrics can easily be adjusted to the required n-dimensional 
format. 
 
The disadvantage of the developed methodology is that a large computational effort is 
required. This effort may be partially reduced by using only metrics, which do not 
require knowledge about the PFtrue (refer to Table 2). Alternatively, algorithms with 
adaptive parameter settings, such as Borg multi-objective evolutionary algorithm 
(Hadka and Reed 2013) or algorithms with few parameters, such as Pareto archived 
dynamically dimensioned search (PA-DDS) with only one parameter (Asadzadeh and 
Tolson 2011) could be considered. It is expected that these algorithms may well require 
less computational effort to calibrate their parameters. 
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CHAPTER 5: RESULTS B: 
EXPLORATION OF TRADEOFFS 
BETWEEN OPERATIONAL OBJECTIVES 
This chapter includes an examination of tradeoffs between two operational objectives 
being pumping costs and water quality. The two-objective optimisation model [22] is 
applied to two networks, example network 1 and example network 2. Before final 
optimisation runs were performed, some simulations were undertaken in order to 
identify the reasonably well performing algorithm parameters for both problems. 
Results from the previous sensitivity analysis (Chapter 4) were used to identify those 
parameters for the example network 1. Both tested and selected NSGA-II parameter 
settings are listed in Table 19. 
5.1 Example network 1 
5.1.1 Comparison with the existing single-objective solution 
Initially, a comparison is made with the existing single-objective solution from the 
literature. This solution was identified by Ostfeld and Salomons (2004), who applied 
a single-objective approach with the objective being a sum of costs (in $) for pumping 
(EC), and purchasing and treating water (WC). Customer water quality requirements 
represented by maximum concentrations were included in the optimisation problem as 
a constraint. The identified optimal solution of $2238 comprised of EC = $257 (pumping 
cost) and WC = $646 (treatment cost) + $1335 (purchasing water cost), while there was 
no violation of water quality constraints. 
 
As the current research considers pump energy costs only, Ostfeld and Salomons’ single-
objective solution of EC = $257 (marked as a solid black dot in Figure 24) is used as 
a reference for the obtained results. While applying the multi-objective approach, the 
Pareto front should converge to Ostfeld and Salomons’ single-objective solution, with 
the water quality objective being zero and pump energy costs having similar (lower) 
value to $257. The lower value for the pump energy costs is expected because the 
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Ostfeld network was slightly modified from Ostfeld and Salomons’ original network 
(Ostfeld and Salomons 2004) with additional changes from Ostfeld et al. (2011). Those 
modifications included firstly, a relaxation of nodal pressure requirements from 35–
45 m to 30 m and secondly, adjusting a pump curve for pumps m1 to m3. 
 
Table 19: NSGA-II parameter settings for the example networks 1 and 2 applied           
to two-objective optimisation model 
Network 
NSGA-II 
parameter 
Parameter values tested 
Parameter 
values selected 
Example 
network 1 
Population size 50; 100; 150; 200; 300; 400 300 
Number of 
generations 
500; 1,000; 2,000 2,000 
Mutation 0.002; 0.005*; 0.01; 0.1 (simple by gene) 
0.005 simple by 
gene 
Crossover 
0.6; 0.7; 0.8; 0.9; 1.0 (all both S1P and 
SXP) 
0.7 SXP; 1.0 S1P 
Example 
network 2 
Population size 50; 100; 150; 200; 300; 400 100 
Number of 
generations 
500; 1,000; 2,000 2,000 
Mutation 0.005; 0.01* (simple by gene) 
0.01 simple by 
gene 
Crossover 
0.6; 0.7; 0.8; 0.9; 1.0 (all both S1P and 
SXP) 
0.6 SXP; 0.8 SXP 
Note: *0.005 1/192 and 0.01 1/96, where the values of 192 and 96, respectively, 
represent the number of decision variables (8 pumps  24 1-hour intervals and 4 pumps  
24 1-hour intervals) (Deb et al. 2002) 
 
The convergence of the Pareto front in terms of both pump energy cost and water 
quality parameters towards the Ostfeld and Salomons’ single-objective solution is 
demonstrated in Figure 24, which proves the concept of this research. Nevertheless, 
a solution with the zero value of the water quality objective was not found, and the 
comparison solution (i.e. a solution closest to the x-axis) has the value of the water 
quality objective of 535 mg/L. A solution with the zero value of the water quality 
objective was not found possibly due to the use of limited range of NSGA-II parameter 
settings (Table 19), which may not be the ‘best’ parameters for this particular part of the 
search space. It was identified in Mala-Jetmarova et al. (2013) that even though some 
parameter settings can perform well at some locations of the search space, their 
performance at other locations may not be as good. 
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Figure 24: Pareto front for the scenario Ostfeld A and its comparison with the existing 
single-objective solution of the example network 1 
5.1.2 System performance 
To illustrate the performance of the system, one particular solution ‘S1’ (marked in 
Figure 24) was selected with the underlying hydraulic performance presented in 
Figure 25, which confirms the feasibility of this solution. The pump schedule 
(Figure 25(a)) demonstrates that the majority of pumps operate mainly during the low 
and medium electricity tariff periods. The water level at the storage tank (Figure 25(b)) 
was not violated at any time and was fully recovered at the end of the simulation. 
Moreover, there was no violation of the minimum pressure (30 m) at any customer 
demand node (Figure 25(c)) at any time during the simulation. 
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Figure 25: System performance for solution ‘S1’ of the example network 1: (a) Pump 
schedule, (b) total demand and head of the elevated storage tank, (c) pressure at the 
network nodes, (d) water quality at the network nodes 
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The value of the economic objective for the solution ‘S1’ is $173 (i.e. pump energy costs) 
and the water quality objective is 7,770 mg/L2 (i.e. squared deviations of concentration 
as a cumulative value over all customer demand nodes and time intervals). Although the 
value of the first objective is clear and easy to understand, the value of the second 
objective is interpreted using Figure 25(d) and Table 20. Figure 25(d) shows the 
constituent concentrations at the customer demand nodes accompanied with the dash-
dot lines as maximum allowed concentrations. It was confirmed that concentrations 
were violated at three network nodes (d1, d2, d4) over designated periods during the 
day. More information about those violations is included in Table 20, listing the 
magnitude and duration of these violations at each individual customer node. Exact 
daily times, at which these violations occurred, may then be identified from 
Figure 25(d). 
 
Table 20: Water quality data at the network demand nodes for solution ‘S1’ 
Customer 
node 
Concentration 
required 
(mg/L) 
Maximum 
concentration 
modelled (mg/L) 
Concentration 
violated 
Violation 
magnitude 
(mg/L)     (%) 
Violation 
duration 
(hours/day) 
d1 150.0 178.9 yes 28.9 19 6 
d2 175.0 177.0 yes 2.0 1 9 
d3 180.0 108.4 no - - - 
d4 150.0 177.0 yes 27.0 18 11 
d5 130.0 100.0 no - - - 
d6 140.0 115.2 no - - - 
5.1.3 Tradeoffs between pumping costs and water quality 
The results indicating tradeoffs between economic and water quality objectives for all 
9 scenarios Ostfeld A to E2 are presented in Figure 26. The base scenario Ostfeld A is 
displayed as solid gray squares. The initial observations gleaned from Figure 26 are: 
 
 There is a tradeoff with a competing nature between water quality and pumping 
costs objectives for the majority of the scenarios of this particular example network. 
This tradeoff means that lower pumping costs cannot be achieved without 
deterioration of water quality, which is delivered to customers. Conversely, 
improvements in water quality delivered to customers cannot be achieved without 
an increase in pumping costs. 
 Pareto fronts for the scenarios Ostfeld B1 to E2 combined cover larger objective 
space than the Pareto front for the base scenario Ostfeld A in isolation. 
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 Pareto fronts for the individual scenarios are located closer to, or are more distant 
from the x-axis, which depends on water quality configuration of the system for 
a particular scenario. 
 The scenario Ostfeld D2 resulted in a single solution only (i.e. not Pareto front). 
 
 
Figure 26: Tradeoffs for all scenarios of the example network 1  
 
The following paragraphs focus on the exploration of tradeoffs between water quality 
and pumping costs for individual scenarios Ostfeld B to E, compared to the base 
scenario Ostfeld A (referred to as ‘base scenario’). Scenarios Ostfeld B1 and Ostfeld B2 
represent, compared to the base scenario, increased variation in water qualities at 
source reservoirs, which was designed to maintain the average water quality across all 
reservoirs similar to the base scenario (Table 4). More specifically, when water quality in 
the reservoir r1 deteriorated, it improved in the reservoir r3, while it was kept the same 
in the reservoir r2. These scenarios resulted in similar Pareto fronts (Figure 27), with 
Pareto front for the scenario Ostfeld B2 diverging towards worse solutions in its upper 
part. A reason for the similarity in the Pareto fronts could be the similar average water 
quality across all reservoirs for those scenarios, where worse quality water in some 
reservoirs was compensated by better quality water elsewhere. Moreover, the system is 
able to supply the majority of the daily demand by pump stations at reservoirs r2 and r3 
(‘good’ quality water) and only use the pump station at reservoir r1 (‘poor’ quality 
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water) when the former pump stations are close to their capacity. An example pump 
schedule is shown in Figure 25(a) for the base scenario. 
 
 
Figure 27: Tradeoffs for the scenarios Ostfeld B1 and Ostfeld B2 compared to the base 
scenario Ostfeld A of the example network 1 
 
For scenarios Ostfeld B1 and Ostfeld B2, deterioration of water quality in one reservoir, 
compared to the base scenario, does not necessarily mean that water quality delivered 
to customers has to be compromised. The benefits of having this type of redundancy 
within a WDS can only be realised, however, if the system has the required operational 
flexibility. The main aspects to be evaluated are water qualities at all sources, capacity 
of these sources and water availability, capacity of pump stations, and the hydraulics 
and connectivity of the system to enable mixing of different water qualities within the 
network. 
 
Scenarios Ostfeld C1 and Ostfeld C2 represent, compared to the base scenario, 
decreased variation in water qualities at source reservoirs (Table 4). Similar to the 
scenarios Ostfeld B1 and Ostfeld B2, water qualities at reservoirs were designed to 
maintain the average water quality across all reservoirs similar to the base scenario. In 
the scenarios Ostfeld C1 and Ostfeld C2, water quality in the reservoir r1 improved 
significantly, and water qualities across all reservoirs do not vary greatly and generally 
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coincide with water quality requirements by customers. It is worth noting that water 
quality in the reservoir r3 deteriorated. Scenarios Ostfeld C1 and Ostfeld C2 resulted in 
similarly shaped Pareto fronts (Figure 28), which are located at proximity to the x-axis, 
cover a very small part of the objective space and provide much better solutions for 
both objectives than the base scenario. This could be explained by significant 
improvement in water quality in the reservoir r1, which resulted in concentrations at all 
reservoirs being very close to customer water quality requirements. Surprisingly, better 
Pareto fronts were still achieved despite deterioration of water quality in the reservoir 
r3. Additionally, Pareto front for the scenario Ostfeld C2 provides lower pump energy 
costs than for the scenario Ostfeld C1. The possible reason is that concentrations at 
reservoirs vary less and are much closer to customer water quality requirements for the 
scenario Ostfeld C2 than the scenario Ostfeld C1, which is likely to enable the more 
efficient use of pumps. 
 
 
Figure 28: Tradeoffs for the scenarios Ostfeld C1 and Ostfeld C2 compared to the base 
scenario Ostfeld A of the example network 1 
 
For scenarios Ostfeld C1 and Ostfeld C2, lower pumping costs are achieved, compared 
to the base scenario, after the water quality at the worst quality reservoir (i.e. exceeding 
maximum customer water quality requirements) improved. When, at the same time, 
water quality at the best quality reservoir (i.e. well within customer water quality 
requirements) deteriorated, these pumping cost savings are still achieved. The 
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magnitude of savings is likely to depend on the variation in water qualities across all 
sources, how distant these qualities are from customer water quality requirements, and 
the required operational flexibility of the system. 
 
Scenarios Ostfeld D1 and Ostfeld D2 represent, compared to the base scenario, water 
qualities at source reservoirs shifted up or down, respectively (Table 4). This water 
quality configuration was designed to obtain the average water quality across all 
reservoirs significantly different from the base scenario. Moreover, variation in water 
qualities at reservoirs is quite great for the scenario D1 and very small for the scenario 
D2. It can be observed from Figure 29 that optimal solutions for the scenarios Ostfeld D1 
and Ostfeld D2 are completely different. The scenario Ostfeld D2 resulted in a single-
objective solution with zero concentration deviations, whereas the scenario Ostfeld D1 
resulted in the Pareto front far above the Pareto front for the base scenario. The reason 
for the scenario Ostfeld D2 producing a single-objective solution with low pump energy 
costs is that water qualities at all reservoirs are below customer water quality 
requirements. Consequently, concentration deviations at customer nodes will always be 
zero regardless of the pump schedule, thus the optimisation problem effectively 
becomes a single-objective problem of minimising pumping costs. The Pareto front for 
the scenario Ostfeld D1 provides very high concentration deviations due to very ‘poor’ 
quality waters at all reservoirs r1, r2, r3 far above maximum customer water quality 
requirements. 
 
Optimisation problems in a multi-quality WDS with multiple sources, which consider 
water quality (with conservative parameters) and pumping costs as two objectives, 
become single-objective, if water qualities at sources unconstrained by hydraulic 
conditions can assure zero concentration deviations at all customer demand nodes. 
 
Scenarios Ostfeld E1 and Ostfeld E2 represent a situation when water qualities at all 
source reservoirs are the same (Table 4). In the scenario Ostfeld E1, constituent 
concentration in the reservoirs is approximately in alignment with customer water 
quality requirements. In the scenario Ostfeld E2, on the other hand, constituent 
concentration in the reservoirs is much higher than customer water quality 
requirements. Because water quality is the same across all reservoirs, it is reasonable to 
assume that these scenarios will result in single-objective solutions. The scenarios 
Ostfeld E1 and Ostfeld E2 did not produce single-objective solutions, however 
(Figure 30). This is a consequence of the initial water quality at network nodes 
(100 mg/L) and short simulation period, which prevented steady state water quality 
conditions occurring. Nevertheless, the short extent of the Pareto front for the scenario 
Ostfeld E1 is getting ‘close’ to the single-objective solution. The longer extent of the 
Pareto front for the scenario Ostfeld E2 is a reflection of the initial water quality at 
network nodes being quite distant in value from the water quality within the reservoirs. 
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Figure 29: Tradeoffs for the scenarios Ostfeld D1 and Ostfeld D2 compared to the base 
scenario Ostfeld A of the example network 1 
 
 
Figure 30: Tradeoffs for the scenarios Ostfeld E1 and Ostfeld E2 compared to the base 
scenario Ostfeld A of the example network 1 
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Scenarios Ostfeld E1and Ostfeld E2 resulted in Pareto fronts very close to the x-axis (low 
concentration deviations) and very distant from the x-axis (high concentration 
deviations), respectively. These results resemble those of scenarios Ostfeld C1 to D2, 
where the Pareto front is closer or further from the x-axis depending on how far the 
average water quality across all reservoirs is to the average customer water quality 
requirements. This means that when water quality at all reservoirs deteriorates above 
the maximum customer water quality requirements, water quality delivered to 
customers is undoubtedly going to be compromised. 
5.2 Example network 2 
Even though Anytown network has been widely applied (Farmani et al. 2006; Kurek and 
Ostfeld 2014; Savic et al. 2011; Vamvakeridou-Lyroudia et al. 2005; Walters et al. 1999), 
it was always used as an urban WDS. As such, water quality considerations included 
either water age (Farmani et al. 2006) or disinfectant (Kurek and Ostfeld 2014). Hence, 
there are no literature results which could be used for comparison or reference with the 
current research. 
5.2.1 System performance 
The results showing tradeoffs between economic and water quality objectives for all 
5 scenarios Anytown A to C2 are presented in Figure 31. Initially, one particular solution 
‘S2’ (marked in Figure 31) of the scenario Anytown C2 was selected to demonstrate the 
hydraulic performance of the system and the feasibility of the solution. The water level 
at the storage tank (Figure 32(b)) was not violated at any time and was fully recovered 
at the end of the simulation period. Because of the tank’s limited capacity to supply one 
day demand of the Anytown community, the tank is filled by pumps twice a day 
(Figure 32(a,b)). The minimum pressure (28 m) was not violated at any customer 
demand node at any time during the simulation, the lowest pressure of 28.5 m occurred 
at the customer demand node d6. The pressures at selected nodes are displayed in 
Figure 32(c). 
 
The value of the economic objective for the solution ‘S2’ is $1,223 (i.e. pump energy 
costs) and the water quality objective (i.e. squared deviations of concentration as 
a cumulative value over all customer demand nodes and time intervals) is 
110,885 mg/L2, which is further examined in Figure 32(d) and Table 21. Figure 32(d) 
shows the constituent concentrations at the selected customer demand nodes 
accompanied with plain black lines as a maximum allowed concentration. 
Concentrations were intermittently violated at all customer demand nodes (d1 to d16) 
over the period from 8 am – 12 am midnight when customers required maximum of 
100 mg/L, but the remaining concentration of 150 mg/L from the river still travelled 
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around the network. More information about concentration violations is included in 
Table 21, listing the magnitude and duration of these violations at each customer node. 
Exact daily times, at which these violations occurred, may then be identified from Figure 
32(d). 
 
 
Figure 31: Tradeoffs for all scenarios of the example network 2 
5.2.2 Tradeoffs between pumping costs and water quality 
To analyse tradeoffs for Anytown scenarios, Figure 31 is examined. Note that the base 
scenario Anytown A is displayed as a solid gray square. The initial observations gained 
from Figure 31 are: 
 
 The base scenario Anytown A produced a single solution only (i.e. not Pareto front) as 
expected. 
 Similar to the Ostfeld example network, there appears to be a tradeoff with 
a competing nature between water quality and pumping costs objectives for the 
scenarios Anytown B1 to C2 of this particular example network. 
 Pareto fronts for the scenarios Anytown B1 to C2 combined cover quite large 
objective space and are located further from the x-axis (depending on water quality 
configuration of the system) than the single-objective solution of the base scenario 
Anytown A. 
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 The scenarios Anytown B2 and Anytown C2 resulted in the same Pareto front. 
 
 
Figure 32: System performance for solution ‘S2’ of the example network 2: (a) Pump 
schedule, (b) total demand and head of the elevated storage tank, (c) pressure at the 
network nodes, (d) water quality at the network nodes 
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Table 21: Water quality data at the network demand nodes for solution ‘S2’ 
Customer 
node 
Concentration 
required 
(mg/L) 
Maximum 
concentration 
modelled (mg/L) 
Concentration 
violated 
Violation 
magnitude 
(mg/L)     (%) 
Violation 
duration 
(hours/day) 
d1 
150.0 mg/L 
(0 am – 7 am) 
and 
100.0 mg/L 
(8 am – 12 am 
midnight) 
150.0 yes 50.0 50 2 
d2 150.0 yes 50.0 50 4 
d3 150.0 yes 50.0 50 5 
d4 150.0 yes 50.0 50 7 
d5 146.7 yes 46.7 47 16 
d6 137.7 yes 37.7 38 14 
d7 134.4 yes 34.4 34 16 
d8 149.1 yes 46.5 46 7 
d9 150.0 yes 50.0 50 3 
d10 150.0 yes 50.0 50 4 
d11 150.0 yes 50.0 50 7 
d12 144.7 yes 44.7 45 14 
d13 150.0 yes 50.0 50 9 
d14 137.9 yes 37.9 38 16 
d15 149.7 yes 49.7 50 14 
d16 132.1 yes 28.5 29 16 
 
The following paragraphs focus on the exploration of tradeoffs between water quality 
and pumping costs for individual scenarios Anytown B to C, compared to the base 
scenario Anytown A (referred to as ‘base scenario’). Scenarios Anytown B1 and Anytown 
B2 represent a combination of variable water quality in the river with constant water 
quality requirements by customers, compared to the base scenario where there was 
constant water quality in the river and constant water quality requirements by 
customers (Table 5). Scenarios Anytown B1 and Anytown B2 resulted in Pareto fronts 
distant from the x-axis with quite high concentration deviations (Figure 33). In addition, 
the scenario Anytown B2 provided worse solutions than the scenario Anytown B1, 
which could be explained by the initial water quality in the network nodes (100 mg/L) 
and the storage tank (100 mg/L) at the start of the simulation used for both scenarios. 
This initial set up is ‘advantageous’ for the scenario Anytown B1 where the water quality 
at the river starts at 150 mg/L, so before it reaches this value from the initial state, 
water quality from the river is improved (Table 5). It can be also seen from Figure 33 
that pumping costs would increase for scenarios Anytown B1 and Anytown B2, 
compared to the base scenario, if water quality concentration deviations were to 
improve. This increase in pumping costs and improvement in water quality for 
customers (or decrease in pumping costs and deterioration of water quality for 
customers) reflects the competing nature between those two objectives. 
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Figure 33: Tradeoffs for the scenarios Anytown B1 and Anytown B2 compared to the 
base scenario Anytown A of the example network 2 
 
It is important to note that the optimisation results for the scenarios Anytown B1 and 
Anytown B2 were affected not only by the initial water quality at the network nodes and 
storage tank at the start of the simulation, but also by the size of the storage tank in 
relation to the simulation period. If the capacity of the storage tank was sufficient to 
supply one day demand, this tank could have been filled during a period of ‘good’ 
quality water in the river and pumping from the river during a period of ‘poor’ quality 
water avoided. To investigate the sensitivity of the tradeoff on the size of the storage 
tank is outside the scope and is left for future research. 
 
Scenarios Anytown C1 and Anytown C2 represent a combination of variable water 
quality in the river with variable water quality requirements by customers, where these 
customer requirements are relaxed over night (Table 5). Those scenarios have thus 
increased complexity comparing to the previous scenarios Anytown B1 and Anytown B2, 
where customer water quality requirements were constant. Similar to the previous 
scenarios (Anytown B1 and Anytown B2), the scenarios Anytown C1 and Anytown C2 
resulted in Pareto fronts far away from the x-axis with quite high concentration 
deviations (Figure 34). Additionally, the scenario Anytown C2 provided worse solutions 
than the scenario Anytown C1, which, similar to above, could be explained by the initial 
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water quality in the network nodes (100 mg/L) and the storage tank (100 mg/L) at the 
start of the simulation. 
 
 
Figure 34: Tradeoffs for the scenarios Anytown C1 and Anytown C2 compared to the 
base scenario Anytown A of the example network 2 
 
When comparing the Anytown ‘C’ scenarios to the Anytown ‘B’ scenarios, the Anytown 
C1 produced better optimal solutions than the scenario Anytown B1, and the scenarios 
Anytown C2 and Anytown B2 produced the same optimal solutions (Figure 31). The 
former case could be explained by the relaxed customer water quality requirements 
over night (0-7 am) for the scenario Anytown C1, which resulted in no concentration 
deviations during this time, when water quality in the river was ‘poor’. The reason for 
the latter case could be that relaxation of customer water quality requirements over 
night (0-7 am) for the scenario Anytown C2 did not contribute to any decrease in 
concentration deviations at customer nodes, because there was ‘good’ quality water in 
the river at that time (Table 5). When subsequently water quality in the river became 
‘poor’, customer water quality requirements were the same as in the scenario Anytown 
B2. 
 
For the scenarios Anytown C1 and Anytown C2, it appears that relaxation of water 
quality requirements at customer demand nodes does not necessarily guarantee that 
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concentration deviations at customer nodes will improve (i.e. decrease). Nevertheless, 
this arrangement of variable (relaxed over a period) customer water quality 
requirements could bring some benefits if it is ‘synchronised’ with the delivery of poorer 
quality water into the network, when supply of good quality water is either limited or 
unavailable. 
5.3 Multiquality Water Distribution Systems 
The introduction of variable water quality at a source and variable water quality 
requirements by customers (last double-row in Table 3) into the scenarios Anytown B1 
to C2 caused the optimisation problem to become multi-objective rather than single-
objective, when compared to the base scenario Anytown A. It is suggested that systems, 
which display such variability, can be considered multiquality WDSs. If distinct patterns 
in variability for both sources and customers are apparent, additional water quality 
benefits could be brought via synchronisation of system operation, when adequate 
quality water is made available in alignment with customer water quality requirements. 
Such operational arrangements have implications not only for optimal WDS design 
involving sizing of tanks, pumps and trunk mains, but also for the optimal WDS 
operation including minimising operating costs and maximising water quality benefits. 
5.4 Discussion 
The results of a competing nature of tradeoffs between water quality and pumping 
costs are in alignment with the previous research of Kurek and Ostfeld (2013); Kurek 
and Ostfeld (2014), even though they considered drinking WDSs where their water 
quality objective consisted of disinfectant concentrations at customer demand nodes. 
The example networks used in this particular study were Anytown (Walski et al. 1987) 
and EPANet Net3 (Rossman 2000). Kurek and Ostfeld (2013); Kurek and Ostfeld (2014) 
explanation for a competing tradeoff is that: “... high energy consumption constitutes 
increased flow of water within the network, thus resulting in a better overall water 
quality. On the other hand when a lot of water is stored in the tanks, and the flows are 
reduced to minimum, the quality obviously deteriorates.” This explanation may not be 
applicable for regional non-drinking WDSs with conservative (i.e. non-reactive) 
constituents, which do not decay (as disinfectant does), thus water quality variations 
within the network are not time dependent. It seems that the explanation for 
a competing tradeoff between pump energy costs and water quality, at least for WDS 
with conservative constituents, lies elsewhere as follows. It is likely that with more 
relaxed water quality requirements, by allowing violations at customer demand nodes, 
increased flexibility exists for pumps to operate more effectively over a broader 
objective space. 
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It was identified that a regional non-drinking WDS, where water quality is represented 
by a single conservative constituent (i.e. a non-reactive parameter such as salinity or 
colour), has the potential to produce either a tradeoff or single-objective solution 
between water quality and pumping cost objectives. If either a tradeoff or single-
objective solution is obtained, this outcome is dependent on both the water quality 
configuration of the system and system operational flexibility (see, for example, 
Figures 29, 33 and 34 in conjunction with Tables 4 and 5). Table 3, which categorises the 
main aspects of a system’s water quality configuration, seems to be a useful guide to 
predict if the optimisation will result in a tradeoff or single-objective solution. 
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CHAPTER 6: RESULTS C: 
APPLICATION WITH TWO WATER 
QUALITY OBJECTIVES 
In this chapter, the three-objective optimisation model [23] is applied to the example 
network 3 to analyse tradeoffs between pumping costs and two water quality 
objectives. Before final optimisation runs were performed, some simulations were 
undertaken in order to identify the reasonably well performing algorithm parameters. 
Both tested and selected NSGA-II parameter settings are listed in Table 22. 
 
Table 22: NSGA-II parameter settings for the example network 3 applied to                                        
three-objective optimisation model 
Parameter Parameter values tested Parameter values selected 
Population size 50; 100; 200; 300 100 
Number of 
generations 
500; 1,000 500 
Mutation operator 
0.001; 0.004*; 0.01 
(type simple by gene) 
0.001 
(type simple by gene) 
Crossover operator 
0.6; 0.8; 1.0 
(type simple multi point) 
1.0 
(type simple multi point) 
Note: *0.004 1/240 where the value of 240 represents the number of decision 
variables (2 pumps  120 one-hour intervals) (Deb et al. 2002). 
 
Intel Core i3 CPU M 380 processor with RAM 2.0 GB was used for all analyses. Because 
of limited computer capacity, one optimisation run was restricted to 20,000 function 
evaluations, while 100,000 function evaluations was required to complete one analysis 
(i.e. population size of 100 for 500 generations with two EPANet calls for each 
generation). Therefore, each analysis was undertaken as five consecutive runs taking 
advantage of GANetXL’s capability to conduct one analysis as a sequence of interrupted 
runs, where the previous run is resumed using ‘resume’ function in application’s toolbar 
(CWS 2011). Approximately 2.5 hours was required to complete one analysis. 
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6.1 Tradeoffs discovered 
The results displaying tradeoffs between economic and water quality objectives for all 
6 scenarios A-F are presented in Figure 35 as a three-dimensional (3D) chart. It is worth 
noting that only feasible solutions (i.e. constraints [11]-[13] are satisfied) were obtained 
from the optimisation model [23]. It can be observed from Figure 35 that the Pareto 
fronts take the form of similarly shaped lines, which occupy different parts of the 
objective space. Since several NSGA-II parameters were tested (see Table 22), prior to 
final Pareto fronts being executed, inclusive of five different seed values, the results 
shown in Figure 35 are believed to be a property of the problem rather than choices 
made in the optimisation process. 
 
 
Figure 35: Tradeoffs between all objectives for the example network 3 
 
In order to gain better insight into these results, Pareto fronts are displayed for two 
objectives at a time, as projections across three two-dimensional (2D) charts in 
Figures 36-38. 
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Figure 36: Tradeoffs between pump energy costs and turbidity deviations for the 
example network 3 
 
 
Figure 37: Tradeoffs between pump energy costs and salinity deviations for the example 
network 3 
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Figure 38: Tradeoffs between turbidity deviations and salinity deviations for the 
example network 3 
 
Figure 36 displays tradeoffs between pump energy costs and turbidity deviations at 
customer demand nodes for all scenarios. Interestingly, two types of tradeoffs can be 
seen in Figure 36. Firstly, for scenarios A, B, D, E, F, there is a tradeoff of competing 
nature between pump energy costs and turbidity deviations. This competing tradeoff 
means that turbidity deviations at customer demand nodes decrease (i.e. water quality 
improves) with the increase in pumping costs and conversely, turbidity deviations at 
customer demand nodes increase (i.e. water quality deteriorates) with the decrease in 
pumping costs. In other words, improvements in one objective cannot be achieved 
without deterioration of another objective. Secondly, for the scenario C, there is 
a tradeoff of non-competing nature between pump energy costs and turbidity 
deviations. This non-competing tradeoff means that turbidity deviations at customer 
demand nodes decrease (i.e. water quality improves) with the decrease in pumping 
costs and increase (i.e. water quality deteriorates) with the increase in pumping costs. In 
other words, if one objective improves (or deteriorates) the other also improves (or 
deteriorates). 
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The explanations for tradeoffs between pump energy costs and turbidity deviations 
displayed in Figure 36 are as follows: 
 
 Feeding the network from reservoir r2 is cheaper, whereas from reservoir r1 it is more 
expensive. For that reason, high turbidity scenarios A, D, E, F in reservoir r2 produced 
results of high turbidities for low pumping costs, with decreasing turbidities for 
higher pumping costs as more water from reservoir r1 is introduced. 
 For scenarios B, C with inversed turbidity proportions in reservoirs, the opposite 
effect would be expected. This is indeed observed for scenario C. The explanation for 
scenario B is more complex and is further elaborated in Section 6.3. 
 
Figure 37 displays tradeoffs between pump energy costs and salinity deviations at 
customer demand nodes for all scenarios. Similarly to Figure 36, there are two types of 
tradeoffs. For scenarios A, B, C, E, F, there is a competing tradeoff between pump 
energy costs and salinity deviations, and for the scenario D, a non-competing tradeoff 
between those two objectives. 
 
The explanations for tradeoffs between pump energy costs and salinity deviations 
displayed in Figure 37 are as follows: 
 
 As feeding the network from reservoir r2 is cheaper than from reservoir r1, high 
salinity scenarios A, C, E, F in reservoir r2 produced results of high salinities for low 
pumping costs, with decreasing salinities for higher pumping costs as more water 
from reservoir r1 is introduced. 
 For scenarios B, D with inversed salinity proportions in reservoirs, the opposite effect 
would be expected, which is indeed observed for scenario D. The explanation for 
scenario B is more complex and similar to above, is further elaborated in Section 6.3. 
 
Figure 38 displays tradeoffs between turbidity and salinity deviations at customer 
demand nodes for all scenarios. For scenarios A, B, E, F water quality objectives do not 
compete between themselves, whereas for the scenarios C and D they do compete 
between themselves. Basically for scenarios C and D, turbidity or salinity deviations at 
customer demand nodes cannot be improved without deterioration of the other water 
quality parameter for customers. Furthermore, it can be seen that customer water 
quality requirements represented by zero turbidity and salinity deviations can be met 
only for scenarios A, E, F, which is discussed further. 
 
108 
The explanations for tradeoffs between turbidity and salinity deviations displayed in 
Figure 38 are as follows: 
 
 In scenarios A, B, E, F, both reservoirs have either low turbidity and low salinity or 
high turbidity and high salinity. Since the pumps take the water from both reservoirs 
in varying proportions, turbidity and salinity deviations are either both low as water 
is taken from a ‘good’ quality source or both are escalating higher as water 
proportion from a ‘poor’ quality source increases.  
 In scenario B, customer water quality requirements cannot be satisfied (i.e. zero 
turbidity and salinity deviations) due to limited capacity of the pump and trunk main 
downstream of Taylors Lake (r2). 
 In scenarios C and D, both reservoirs have either a high salinity and a low turbidity or 
the reverse. Since the pumps take the water from both reservoirs in varying 
proportions, improvement of one parameter automatically results in deterioration of 
the other. 
6.2 Examples of system performance 
System performance is demonstrated in detail for two example solutions A-1 and D-1, 
which were selected from the results for scenarios A and D, respectively. These 
solutions were specifically selected as they have similar pump energy costs (see 
Table 23). Solutions A-1 and D-1 are marked in Figure 35. 
 
Table 23: Objective function values for solutions A-1 and D-1 
Sc
e
n
ar
io
 ID
 
So
lu
ti
o
n
 ID
 Objective function value 
Turbidity 
violations 
Salinity violations 
Pump 
energy 
costs 
($/5 days) 
Turbidity 
deviations* 
(NTU) 
Salinity 
deviations* 
(μS/cm) 
No. of 
custo-
mer 
nodes+ 
Total 
duration++ 
(hours/ 
5 days) 
No. of 
custo-
mer 
nodes+ 
Total 
duration++ 
(hours/ 
5 days) 
A A-1 2,299 19,188 223,802 32 1,513 7 230 
D D-1 2,285 26,385 3,489,152 32 2,367 7 306 
Note: *As a cumulative value over all customer demand nodes and time intervals, +In which 
violations occur of a total of 59 customer demand nodes, ++Of violations across all customer 
demand nodes in which violations occur. 
 
Hydraulic performance of the example network for the solution A-1 is displayed in 
Figure 39 and for the solution D-1 in Figure 40. Figures 39(a,b) and 40(a,b) illustrate that 
during the periods when pumps p1 and p2 do not operate, there is still outflow from the 
reservoirs r1 and r2 into the network. This almost continuous flow from reservoirs into 
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the network is caused by the presence of a bypass pipe at each reservoir, which enables 
the delivery of water by gravity when pumps are turned off. Figure 39(c) reveals that 
after the first day of optimisation, water levels at storage tanks s1, s2 and s3 developed 
cyclic behaviour for the solution A-1 where the tanks were filled during low electricity 
tariff periods and emptied during high tariff periods. In comparison with Figure 40(c) for 
the solution D-1, the cyclic water levels at storage tanks s1, s2 and s3 are not as apparent, 
which is likely due to water quality conditions in reservoirs resulting in a more complex 
optimisation problem. A longer simulation period may be required for these types of 
complex scenarios to establish cyclic hydraulic behaviour. Figures 39(d) and 40(d) show 
pressure at selected customer demand nodes with minimum required pressure of 25 m 
(35.6 psi). No pressures were violated at any customer demand nodes with the lowest 
pressure found at node 153. 
 
Figures 39(e,f) and 40(e,f) display turbidity and salinity values at customer demand 
nodes. Similar to tank water levels, cyclic patterns for solution A-1 and non-cyclic 
patterns for solution D-1 are apparent, which is again probably due to a more complex 
optimisation problem being solved. In Figure 39(e,f), high turbidity and salinity levels 
when reservoir r2 and storage tanks are used for feeding the network are due to a short 
residence (transit) time in the system. To further examine the difference between 
solutions A-1 and D-1 for turbidity and salinity at customer demand nodes, Table 23 lists 
the number of customer demand nodes in which water quality violations occur and the 
duration of these violations. More detailed information about turbidity and salinity 
levels at each customer demand node, can be obtained from charts such as those shown 
in Figures 39(e,f) and 40(e,f). These charts show the magnitude of water quality 
violations and times of the day at which they occur, and they will be of particular use to 
system operators in their long-term planning and decision making processes. 
 
In a real WDS, it may be possible to direct water from one source to a specific customer 
by operating valves. For example, water with lower turbidity may be directed to the 
domestic customers while poorer water to the environmental or agricultural customers. 
It may also be feasible to construct a WTP to improve water quality. The proposed 
optimisation model does not include decisions on valve operations or WTP 
constructions, but could incorporate these decisions if required. 
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Figure 39: System performance for solution A-1 of the example network 3: (a) Pump 
schedule, (b) Total demand and outflow from reservoirs, (c) Tank head, (d) Pressure at 
selected nodes including minimum pressure, (e) Turbidity at selected nodes and tank s1, 
(f) Salinity at selected nodes and tank s1 
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Figure 40: System performance for solution D-1 of the example network 3: (a) Pump 
schedule, (b) Total demand and outflow from reservoirs, (c) Tank head, (d) Pressure at 
selected nodes including minimum pressure, (e) Turbidity at selected nodes and tank s1, 
(f) Salinity at selected nodes and tank s1 
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6.3 General principle behind tradeoffs 
As previously stated in Section 6.1, some of the explanations for tradeoffs discovered 
were not provided, due to the absence of straightforward explanations for them. For 
example, if we are examining purely tradeoffs between pump energy costs and turbidity 
deviations, why does scenario B not give the same result as scenario C, when these 
scenarios have exactly the same turbidity levels in both reservoirs? A similar observation 
can be made about the tradeoffs between pump energy costs and salinity deviations for 
scenario B in relation to scenario D. 
 
To find additional explanations together with general principles behind tradeoffs, the 
problem is examined as follows. Table 24 is introduced to list the nature of tradeoffs 
between individual objectives for all scenarios. This table illustrates that each scenario 
produced two competing and one non-competing tradeoff between the objectives and 
that the results can be divided into two distinct groups: 
 
 Scenarios A, B, E, F, where there is (i) non-competing tradeoff between the water 
quality objectives themselves (turbidity and salinity deviations) and (ii) competing 
tradeoff between pumping costs and both water quality objectives. Let us call 
reservoirs for those scenarios consistent water quality (CWQ) reservoirs/sources. 
A CWQ reservoir/source has sufficiently consistent water quality with customer 
requirements such that reservoir’s/source’s water can be described as either ‘good’ 
or ‘poor’. Principally, water quality parameters of interest in such a source are 
(mainly) either within or above customer requirements. 
 Scenarios C and D, where there is (i) competing tradeoff between the water quality 
objectives themselves (turbidity and salinity deviations), and (ii) a competing tradeoff 
between pumping costs and one water quality objective and (iii) a non-competing 
tradeoff between pumping costs and the other water quality objective. Let us call 
reservoirs for those scenarios inconsistent water quality (IWQ) reservoirs/sources. 
A IWQ reservoir/source has sufficiently inconsistent water quality with customer 
requirements thus this reservoir/source is unable to adequately meet customer 
requirements. Principally, some water quality parameters of interest in such a source 
are within and some above customer requirements. 
6.3.1 Tradeoffs for scenarios with CWQ sources 
Regarding the tradeoff between water quality objectives, there is a non-competing 
relationship. This relationship exists because there is a no competition status between 
the two CWQ sources as one source is superior in both water quality parameters of 
interest than the other source.  
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Table 24: Results for all scenarios A-F 
Scenario ID 
A nature of tradeoff between objectives Water 
quality 
conditions in 
reservoirs* 
Pumping costs 
vs. turbidity 
deviations 
Pumping costs vs. 
salinity deviations 
Turbidity deviations 
vs. salinity 
deviations 
A 
(base 
scenario) 
Competing Competing Non-competing 
CWQ+ 
 
B Competing Competing Non-competing 
CWQ 
 
C Non-competing Competing Competing 
IWQ++ 
 
D Competing Non-competing Competing 
IWQ 
 
E Competing Competing Non-competing CWQ 
F Competing Competing Non-competing CWQ 
Note: *In relation to water quality requirements by customers. +CWQ = Consistent water 
quality (conditions). ++IWQ = Inconsistent water quality (conditions). 
 
In relation to the tradeoff between pump energy costs and either water quality 
objective, a competing relationship exists. Despite the difficulty in providing an obvious 
explanation for scenario B, this tradeoff is in alignment with the previous research of 
Mala-Jetmarova et al. (2014), where a single water quality objective was optimised 
together with pump energy costs. Consequently, the explanation for scenario B’s 
competing relationship between pump energy costs and either water quality objective is 
that increased flexibility exists for pumps to operate more effectively over a broader 
objective space, because pumps are not restricted by competition between water 
quality objectives. 
6.3.2 Tradeoffs for scenarios with IWQ sources 
Regarding the tradeoff between water quality objectives, there is a competing 
relationship. This relationship exists because there is ‘competition’ between the two 
IWQ sources with one source able to deliver better water quality for turbidity and the 
other better water quality for salinity. 
 
In relation to the tradeoff between pump energy costs and water quality objectives, one 
relationship is competing and one is non-competing. Knowledge of which water quality 
parameter will compete with pumping costs and which will not, requires an 
understanding of the system’s hydraulics, pump characteristics relative to other pumps 
114 
in the system and water quality. Principally, a low value of water quality parameter 
(within customer requirements) in a reservoir with cheaper pumping costs equates to 
this water quality parameter not competing with pump energy costs. On the contrary, 
a high value of water quality parameter (above customer requirements) in a reservoir 
with cheaper pumping costs means that this water quality parameter will compete with 
pump energy costs. 
 
In summary, the nature of a tradeoff between pumping costs and water quality 
objectives, and between multiple water quality objectives, can be categorised by CWQ 
or IWQ sources. These sources are identified based on the relationship between water 
quality conditions in source reservoirs and customer water quality requirements. 
6.4 System long-term operational planning 
It was identified that there is not a unique type of tradeoff (either competing or non-
competing) between the particular pair of objectives. Consequently, operation of 
a multiquality WDS, where there is more than one water quality parameter of interest, 
appears to be a difficult task with no straightforward solution of how to plan operations 
of such a system to meet water quality requirements by customers. Nonetheless, this 
research assisted in bringing an insight into such system long-term operational planning 
and associated decision making, which could be useful for practitioners and system 
operators: 
 
 The example multiquality WDS with only CWQ sources (scenarios A, B, E, F) is easier 
to operate. Basically, the operator needs to be aware that potential pumping cost 
savings, according to Pareto front of optimal solutions, will result in deterioration of 
water quality delivered to customers for both turbidity and salinity. Nevertheless, 
customer water quality requirements can be met provided there are no capacity 
constraints in the system. 
 The example multiquality WDS with only IWQ sources (scenarios C and D) is more 
difficult to operate. Particularly, customer water quality requirements cannot be 
satisfied unless at least one IWQ reservoir is ‘converted’ into a CWQ reservoir in 
a way that it will satisfy customer requirements for both turbidity and salinity. This 
conversion represents investment cost for a water corporation to install an adequate 
treatment facility to improve either turbidity in one reservoir or salinity in another. 
As a suitable decision making tool, the optimisation process ought to be undertaken 
in advance for those alternatives in order to evaluate, with which of those options 
the system will operate more effectively. 
 When operating a general multiquality WDS, where possible water utilities should 
aim for CWQ sources in the system to avoid the competing nature of tradeoffs 
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between multiple water quality objectives, which are likely to cause difficulties of 
meeting customer water quality requirements. 
 
In real systems, nevertheless, source water quality change over time, and it well may be 
that CWQ sources become IWQ sources for a period of time and vice versa. Obvious 
long-term operational strategy may then be 'When the water quality is poor at one of 
the sources, use the other source more.' It may not always be possible to implement 
such a strategy because of (i) limited water availability at the sources (which is typical 
for regional WDSs in arid/semi-arid areas such as the WMP), (ii) unknown mixing ratio of 
sources in order to supply various customer groups with adequate water quality. 
Therefore, a practical approach for system long-term operational planning using 
a proposed methodology could be as follows: 
 
(1) Run optimisation for all potential water quality conditions at sources (scenarios) 
and obtain Pareto fronts. 
(2) For each scenario, select an acceptable solution based on objective tolerance 
(pumping costs, and water quality for turbidity and salinity). Objective tolerance 
will differ from organisation to organisation. 
(3) Record pump schedules and water quality violations for all selected solutions. If 
they are acceptable, proceed to (4); if not, go back to (2). 
(4) Using recorded pump schedules, calculate volumetric water withdrawals from 
each reservoir over a period of time (1 day, 1 week, etc.).  
(5) Compare these withdrawals with allowable, nominated withdrawals (which may 
differ on seasonal basis). If they are acceptable, pump schedules recorded in item 
(3) represent long-term operational strategies for all potential scenarios; if not, go 
back to (2). 
(6) Implement pump schedules for the current scenario. 
(7) When water quality conditions at sources (scenario) change, alter pump schedules 
accordingly. 
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CHAPTER 7: GENERAL DISCUSSION 
This chapter brings together three previous Chapters 4 to 6, in which research results 
were presented. In particular, the discussion topics in those chapters are linked to 
create a coherent overview of discussed challenges and research limitations. 
 
Identification of the best performing algorithm parameters for two-objective 
optimisation problem of WDS operation is not as straightforward as in the case of 
a single-objective problem. Firstly, crossover and mutation appear to be 
interdependent, thus should be evaluated as an interdependent pair rather than in 
isolation. Secondly, certain parameter setting combinations performed inconsistently 
across the search space. The likely explanation is that the algorithm searches for an 
entire front of optimal solutions across a complex search space rather than for a single 
solution.  
 
There are three limitations to the sensitivity analysis. The first limitation is that, due to 
the large number of parameter setting combinations being evaluated, only a single run 
of the NSGA-II was performed for each parameter setting combination. This approach is 
contrary to the common application of GAs where multiple runs are used because of the 
stochastic nature of GAs. The reader, therefore, needs to keep in mind that the analyses 
of the generated results and conclusions are limited to a single run only (i.e. are not 
based on statistical assessment of multiple runs). The second limitation is that the 
number of parameter setting combinations to be evaluated needs to be limited (i.e. 
based on literature values and/or preliminary testing), otherwise time required to run 
analyses may become unacceptable. The third limitation is that the developed 
methodology is applied to one example network only. These limitations need to be 
addressed in future research, which could focus on: 
 
 Understanding of performance inconsistency of parameter setting combinations 
across the search space. 
 Developing methods for calibrating algorithm parameters. 
 Designing new ‘flexible’ algorithms which would find optimal solutions regardless of 
complexities of optimisation problem and search space. 
 Investigating the sensitivity of seed value (i.e. convergence of an algorithm from 
different initial populations of random solutions). 
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The results of a competing nature of tradeoffs between water quality and pumping 
costs are in alignment with previous research (Kurek and Ostfeld 2013; Kurek and 
Ostfeld 2014). The explanation for this competing tradeoff is that with more relaxed 
water quality requirements, by allowing violations at customer demand nodes, 
increased flexibility exists for pumps to operate more effectively over a broader 
objective space. 
 
It is suggested that systems, which display either variable water quality at a source or 
variable water quality requirements by customers, can be considered multiquality 
WDSs. Additional water quality benefits could be provided in those systems by 
synchronising adequate storage capacities with customer water quality requirements.  
Therefore, future research could focus on: 
 
 Investigating sensitivity of storage tank capacity on optimal solution. 
 Optimal design of multiquality WDSs considering sizing of tanks, pumps and trunk 
mains for operational objectives being minimisation of operating costs and 
maximising water quality benefits. 
 
The optimisation models presented in this research can be applied to any multiquality 
WDS, however, some limiting factors may exist. Firstly, there is a limitation due to the 
size of the solution space. For the example network 3 with 2 pumps and 120 time steps, 
for example, the size of the solution space is 2(2120) = 1.81072, which required 2.5 hours 
of computational time. If there were 3 or 4 pumps, the size of the solution space would 
be 2(3120) = 2.310108 or 2(4120) = 3.110144, respectively, and so on. The solution space 
grows exponentially with the number of pumps/decision variables. Considering the 
WMP including 45 pump sets, the size of the solution space would be 2(45120) (which is 
incalculable) if each pump set was modelled as 1 pump and simulation period was 
5 days with 120 time steps. Due to the size of the WMP, a much longer simulation 
period would be required, which would additionally increase the size of the solution 
space thus computational time, making the proposed methodology infeasible for the 
WMP problem and other real world sized problems.  
 
A reduction of the number of decision variables and consequently solution space would 
be required for those problems. This reduction can be achieved, for example, by 
applying a different optimisation model (see Bagirov et al. (2013)), where decision 
variables are represented by start/end run times of the pumps with the number of 
pump switches limited a priori. Hence, the future research could focus on: 
 
118 
 Developing methods for search space reduction. 
 Developing new formulations for the pump scheduling problem, which will reduce 
the number of decision variables explicitly. 
 
Secondly, with the larger extent of the network, a longer simulation period will likely to 
be needed in order to reach cyclic hydraulic and water quality behaviour. Both spatial 
and temporal changes can be also expected in the system sources. If these changes are 
to be implemented in the model, additional extension of the simulation period with 
associated increased computational effort will be necessary. Thirdly, shorter hydraulic 
and water quality time steps are better for obtaining more accurate results. These 
improvements will require additional computational effort. Fourthly, modelling turbidity 
and salinity independently as conservative constituents may not reflect real situation in 
the system. To model salinity, turbidity or other constituents more accurately, EPANet 
multi-species extension (EPANet-MSX) would need to be employed incorporating 
reactions between these constituents together with growth or decay equations which 
would realistically represent them. EPANet-MSX will represent additional increase in 
computational effort. The reduction of the computational effort could be subject of 
future research by: 
 
 Developing more effective network analysis techniques. 
 Developing more effective optimisation algorithms. 
 
Future research directions relating to reduction of search space and computational 
effort may be found in Maier et al. (2014). 
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CHAPTER 8: CONCLUSIONS 
In this chapter, conclusions of this research which correspond to the objectives given in 
Chapter 1, Section 1.2 are listed. Additionally, recommendations for future research are 
provided. 
8.1 Sensitivity analysis 
The sensitivity of NSGA-II parameters and their settings and objective function scaling 
for a multi-objective optimisation problem in WDSs was comprehensively analysed 
applying a set of performance metrics. Algorithm parameters considered included 
population size, number of generations, crossover and mutation. An optimisation model 
involved pump energy costs and water quality objectives, and was applied to a test 
network adopted from the literature representing a regional multiquality WDS. 
 
Performance metrics enabled the evaluation of the sensitivity of the NSGA-II parameters 
on a quantitative and more objective basis than the use of visual comparison only. 
Moreover, they assisted in determining the sensitivity hierarchy of NSGA-II parameters 
for the particular optimisation model and network used. Performance metrics were thus 
demonstrated suitable for sensitivity analysis of NSGA-II parameters for multi-objective 
optimisation problems in WDSs. 
 
Adequate scaling of the objective functions to cover similar ranges of numerical values 
was confirmed as important for the optimisation model and network used, because 
inadequately scaled objective functions caused the NSGA-II to bias towards the water 
quality objective. However, adequately scaled objective functions did not assure the 
continuity of Pareto fronts. In fact, the discontinuity of Pareto fronts is likely attributed 
to other factors, for example discrete nature of decision variables. 
 
NSGA-II parameters were found sensitive for the optimisation model and the network 
used. Performance of the algorithm and the quality of the solution was thus dependent 
on parameter settings. Furthermore, some parameters (i.e. mutation and crossover) 
appeared interdependent and some parameter setting combinations performing with 
various degrees of inconsistency across the search space. It appears that unlike a single-
objective approach, a multi-objective approach requires a range of parameter values 
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(i.e. a range of parameter setting combinations) to cover the entire search space and to 
reach or identify all optimal solutions. 
8.2 Relationships between pumping costs and water 
quality 
The tradeoffs between multiple objectives were explored in optimal operation of 
regional multiquality WDSs. Two multi-objective optimisation problems were 
formulated, two-objective and three-objective problems.  
 
Concerning the two-objective optimisation problem, pumping costs and water quality 
objectives were considered. Water quality was represented by a single conservative 
constituent and the water quality objective defined as the sum of squared deviations of 
actual constituent concentrations from required values. Two example networks were 
used, the first with three reservoirs of different qualities and the second with a single 
water source only. Multiple scenarios were systematically developed to reflect different 
water quality configurations of the system which could be found in practice. For this 
purpose, variable water quality at the source and variable water quality requirements at 
customer demand nodes were implemented into those scenarios. 
 
It was identified that there is a tradeoff with a competing nature between water quality 
and pumping costs objectives for the example networks used. This tradeoff means that 
lower pumping costs cannot be achieved without deterioration of water quality, which 
is delivered to customers. Conversely, improvements in water quality delivered to 
customers cannot be achieved without an increase in pumping costs. It was also 
demonstrated that adequate data can be provided about concentration deviations, 
particularly the list of network nodes at which constituent violations occur, and the 
magnitude and duration of these violations during the day at each individual customer 
node. 
  
It was discovered that multi-objective optimisation problems considering water quality 
and pumping costs are reduced, in certain instances, to single-objective problems of just 
minimisation of pumping costs. In fact, a regional WDS, where water quality is 
represented by a single conservative constituent, can produce either a tradeoff or 
single-objective solution between those two objectives. This outcome is dependent 
upon the water quality configuration of the system, more specifically, how source water 
qualities relate to customer water quality requirements, and upon system operational 
flexibility. In multiquality WDSs with multiple sources of different qualities, those 
optimisation problems become single-objective if source water qualities, unconstrained 
by hydraulic conditions, can assure concentration deviations being either zero or 
a constant value across all customer demand nodes. 
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Some particular conclusions are drawn for regional multiquality WDSs, where water is 
supplied from multiple sources of different qualities to various customer groups with 
different water quality requirements: 
  
 The deterioration of water quality in one source does not necessarily mean that 
water quality delivered to customers has to be compromised. The WDS, however, 
has to enable required operational flexibility, with the aspects to be evaluated 
primarily water qualities at all sources, their capacity and availability, capacity of 
pump stations and the connectivity of the system.  
 Lower pumping costs may be achieved after the water quality at the worst quality 
source (i.e. exceeding maximum customer water quality requirements) improves. 
When, at the same time, water quality at the best quality source (i.e. well within 
customer water quality requirements) deteriorates, these pumping cost savings may 
still be achieved. The magnitude of savings is likely to depend on the variation in 
water qualities across all sources, how distant these qualities are from customer 
water quality requirements and the required operational flexibility. 
 
Some particular conclusions are drawn for regional WDSs, where water is supplied from 
a single source of variable quality to one customer group with the variable water quality 
requirements: 
  
 Relaxation of water quality requirements at customer demand nodes over 
designated periods does not necessarily guarantee that concentration deviations at 
these customer demand nodes will improve (i.e. decrease). Essentially, variable 
customer water quality requirements could bring some additional water quality 
benefits if they were ‘synchronised’ with the delivery of adequate quality water into 
the network. This means that good and worse quality water is made available at 
periods of strict and relaxed customer water quality requirements, respectively.  
 Operational arrangements can be implemented in a system to take advantage of any 
distinct water quality patterns which might exist for either the source and/or for the 
customer requirement.  Such operational arrangements have implications not only 
for the optimal WDS design including sizing of tanks, pumps and trunk mains, but also 
for the optimal WDS operation including minimisation of operational costs and 
maximisation of water quality benefits. 
 
Concerning the three-objective optimisation problem, impacts of water quality 
conditions in source reservoirs on the optimal operation of a regional multiquality WDS 
was analysed. The optimisation model incorporated three operational objectives, one 
economic and two water quality objectives, which were minimised simultaneously. The 
economic objective was defined as (i) energy consumed by the pumps to operate the 
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system, water quality objectives were defined as (ii) turbidity and (iii) salinity deviations 
of concentrations from allowed values at the customer demands nodes. The 
optimisation model was applied to the example network EPANet Net3 from the 
literature, which was adapted to capture some of the unique features of the real world 
WDS titled the WMP located in western Victoria, Australia. Numerous network 
scenarios were analysed representing different water quality conditions in the source 
reservoirs of Bellfield Lake and Taylors Lake within the pipeline system. 
 
It was discovered that both competing and non-competing tradeoffs exist between the 
objectives. It was also discovered that there is not a unique type of tradeoff (either 
competing or non-competing) between a particular pair of objectives for all scenarios. 
This inconsistency in tradeoffs across scenarios between pumping costs and water 
quality objectives, and between multiple water quality objectives themselves, is 
dependent on the relationship between water quality conditions in the source 
reservoirs and customer water quality requirements. Considering this relationship, two 
categories of sources can be introduced. First, there are consistent water quality (CWQ) 
sources with sufficiently consistent water quality with customer requirements (can be 
also described as either ‘good’ or ‘poor’ sources) and second, there are inconsistent 
water quality (IWQ) sources with sufficiently inconsistent water quality with customer 
requirements such that the source is unable to adequately meet customer 
requirements. 
 
In a system with CWQ sources, there is a non-competing relationship between water 
quality objectives. Regarding tradeoff between pump energy costs and water quality 
objectives, there is a competing relationship due to an increased flexibility for pumps to 
operate more effectively over a broader objective space, because pumps are not 
restricted by competition between water quality objectives.    
 
In a system with IWQ sources, there is a competing relationship between water quality 
objectives. Regarding the tradeoff between pump energy costs and water quality 
objectives, one relationship is competing and one is non-competing. Knowledge of 
which water quality parameter will compete with pumping costs and which will not, 
requires an understanding of the system’s hydraulics, pump characteristics in relation to 
other pumps in the system and water quality. 
 
It was also observed that unlike in a system with CWQ sources, the cyclic hydraulic and 
water quality patterns at storage tanks and customer demand nodes, respectively, are 
not as apparent in a system with IWQ sources. These non-cyclic patterns are likely due 
to a more complex optimisation problem which may require a longer simulation period 
to establish cyclic hydraulic and water quality behaviours. 
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Water utilities, such as those in western Victoria, Australia, which operate regional 
multiquality WDSs may benefit from the exploration of tradeoffs between the multiple 
operational objectives for the purpose of operational planning. It was demonstrated 
that as water quality at sources changes (subject to droughts, fires, floods and others), 
so do tradeoffs between water quality and pumping costs. These tradeoffs indicate 
what pumping costs a water utility may incur and to what degree customers 
requirements may be satisfied, for a range of possible water quality scenarios. 
Therefore, a practical approach for system long-term operational planning using 
a proposed methodology could be as follows: 
 
(1) Run optimisation for all potential water quality conditions at sources (scenarios) 
and obtain Pareto fronts. 
(2) For each scenario, select an acceptable solution based on objective tolerance 
(pumping costs, and water quality for turbidity and salinity). The objective 
tolerance will differ from organisation to organisation. 
(3) Record pump schedules and water quality violations for all selected solutions. If 
they are acceptable, proceed to (4); if not, go back to (2). 
(4) Using recorded pump schedules, calculate volumetric water withdrawals from 
each reservoir over a period of time (1 day, 1 week, etc.).  
(5) Compare these withdrawals with allowable, nominated withdrawals (which may 
differ on seasonal basis). If they are acceptable, pump schedules recorded in item 
(3) represent long-term operational strategies for all potential scenarios; if not, go 
back to (2). 
(6) Implement pump schedules for the current scenario. 
(7) When water quality conditions at sources (scenario) change, alter pump schedules 
accordingly. 
8.3 Recommendations for future work 
Three areas for future research have been identified as follows with the subsequent 
dot-pointed future work.  
 
(1) Performance and sensitivity of algorithm parameters: 
 
 Understanding of performance inconsistency of parameter setting combinations 
across the search space. 
 Developing methods for calibrating algorithm parameters. 
 Designing new ‘flexible’ algorithms which would find optimal solutions regardless of 
complexities of optimisation problem and search space. 
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 Investigating the sensitivity of seed value (i.e. convergence of an algorithm from 
different initial populations of random solutions). 
 
(2) Optimisation of regional multiquality WDSs: 
 
 Investigating the sensitivity of storage tank capacity on optimal solution. 
 Optimal system design considering sizing of tanks, pumps and trunk mains for 
operational objectives being minimisation of operating costs and maximising water 
quality benefits. 
 
(3) Reduction of the computational effort: 
 
 Developing methods for search space reduction. 
 Developing new formulations for the pump scheduling problem, which will reduce 
the number of decision variables explicitly. 
 Developing more computationally effective network analysis techniques. 
 Developing more computationally effective optimisation algorithms. 
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APPENDIX I:        INPUT DATA FOR 
EXAMPLE NETWORK 1 
Table A1: Node data for the example network 1 (adapted from Ostfeld and Salomons 
(2004); Ostfeld et al. (2011)) 
Node 
Elevation 
(Total 
head) (m) 
Base 
demand 
(L/s) 
Constituent 
concentra-
tion (mg/L)* 
Minimum 
pressure head 
Hdmin (m) 
Minimum 
concentra-
tion (mg/L) 
Maximum 
concentra-
tion (mg/L) 
r1 5 (15) - 300 - - - 
r2 5 (10) - 200 - - - 
r3 20 (25) - 80 - - - 
s1 110 - - - - - 
n1 5 0 - - - - 
n2 5 0 - - - - 
n3 20 0 - - - - 
d1 50 8.33 - 30 0 150 
d2 60 16.67 - 30 0 175 
d3 55 15.28 - 30 0 180 
d4 40 22.22 - 30 0 150 
d5 60 19.44 - 30 0 130 
d6 40 18.06 - 30 0 140 
Note: *These values are different to the network scenarios described in Chapter 3, 
Section 3.4.1.1. 
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Table A2: Pipe and pump data for the example network 1 (adapted from Ostfeld and 
Salomons (2004); Ostfeld et al. (2011)) 
Pipe 
Length 
(m) 
Diameter 
(mm) 
Darcy-Weisbach friction 
loss coefficient (-) 
p1 5,500 300 0.038 
p2 2,500 200 0.040 
p3 3,500 175 0.025 
p4 1,700 225 0.020 
p5 2,500 225 0.025 
p6 4,500 225 0.028 
p7 1,600 175 0.038 
p8 3,000 200 0.040 
p9 6,500 254 0.036 
p10 1,000 200 0.040 
p11 7,500 300 0.022 
Pump head-flow curves {head [H (m), flow [Q (m3/h)]} 
m1-m3, m8 H = 150 - 0.07386 Q1.40 
m4-m7 H = 155 - 0.26890 Q1.52 
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Table A3: Demand pattern and electricity tariff for the example network 1 (adapted 
from Ostfeld and Salomons (2004); Ostfeld et al. (2011)) 
Time 
Base demand 
pattern 
coefficient 
Electricity tariff 
($/kWh) 
00:00 - 01:00 0.4 Low 0.080 
01:00 - 02:00 0.4  0.080 
02:00 - 03:00 0.3  0.080 
03:00 - 04:00 0.3  0.080 
04:00 - 05:00 0.2  0.080 
05:00 - 06:00 0.2  0.080 
06:00 - 07:00 0.3  0.080 
07:00 - 08:00 0.3  0.080 
08:00 - 09:00 0.5 High 0.260 
09:00 - 10:00 0.5  0.260 
10:00 - 11:00 0.6  0.260 
11:00 - 12:00 0.6  0.260 
12:00 - 13:00 0.7  0.260 
13:00 - 14:00 0.7  0.260 
14:00 - 15:00 0.8  0.260 
15:00 - 16:00 0.8  0.260 
16:00 - 17:00 0.7 Medium 0.172 
17:00 - 18:00 0.7  0.172 
18:00 - 19:00 0.6  0.172 
19:00 - 20:00 0.6  0.172 
20:00 - 21:00 0.5 Low 0.080 
21:00 - 22:00 0.5  0.080 
22:00 - 23:00 0.4  0.080 
23:00 - 24:00 0.4  0.080 
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APPENDIX II:       INPUT DATA FOR 
EXAMPLE NETWORK 2 
Table A4: Node data for the example network 2 (apart from water quality data adapted 
from CWS (2013)) 
Node 
Elevation 
(Total 
Head) (ft) 
Base 
demand 
(GPM) 
Constituent 
concentra-
tion (mg/L)* 
Minimum 
pressure 
head (psi) 
Minimum 
concentra-
tion (mg/L) 
Maximum 
concentra-
tion (mg/L)* 
r1 (10) - 100 - - - 
s1 215 - - - - - 
n1 20 - - - - - 
n2 120 - - - - - 
n3 120 - - - - - 
d1 20 500 - 40 0 100 
d2 50 200 - 40 0 100 
d3 50 200 - 40 0 100 
d4 50 200 - 40 0 100 
d5 80 200 - 40 0 100 
d6 120 200 - 40 0 100 
d7 120 200 - 40 0 100 
d8 120 200 - 40 0 100 
d9 50 500 - 40 0 100 
d10 50 500 - 40 0 100 
d11 50 500 - 40 0 100 
d12 50 1000 - 40 0 100 
d13 50 500 - 40 0 100 
d14 120 200 - 40 0 100 
d15 50 500 - 40 0 100 
d16 120 800 - 40 0 100 
Note: *These values are different to the network scenarios described in Chapter 3, 
Section 3.4.2.1. 
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Table A5: Pipe data for the example network 2 (adapted from CWS (2013)) 
Pipe 
Length 
(ft) 
Diam. 
(in) 
Hazen-Williams 
roughness 
coefficient C 
p1 100 30 130 
p2 12000 12 120 
p3 6000 10 120 
p4 6000 10 120 
p5 12000 8 120 
p6 12000 8 120 
p7 6000 8 120 
p8 6000 8 120 
p9 6000 8 120 
p10 12000 12 70 
p11 12000 16 70 
p12 9000 12 70 
p13 6000 12 70 
p14 6000 10 70 
p15 6000 12 70 
p16 6000 8 70 
p17 6000 10 120 
p18 6000 10 70 
p19 6000 10 70 
p20 9000 10 120 
p21 6000 12 70 
p22 6000 10 70 
p23 6000 10 70 
p24 6000 12 70 
p25 6000 8 120 
p26 6000 10 120 
p27 9000 10 130 
p28 6000 10 120 
p29 6000 8 120 
p30 6000 10 70 
p31 6000 10 120 
p32 6000 10 120 
p33 6000 8 120 
p34 6000 8 120 
p35 100 12 120 
p36 100 12 120 
p37 1000 12 100 
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Table A6: Pump data for the example network 2 (adapted from CWS (2013)) 
 
Pump m1 Pump m2 Pump m3 Pump m4 
Performance 
curves 
Q (GMP) H (ft) Q (GMP) H (ft) Q (GMP) H (ft) Q (GMP) H (ft) 
0 600 0 580 0 560 0 540 
3500 440 3200 415 2800 400 2500 390 
5400 335 4500 310 4000 290 3600 270 
6500 240 5750 200 5000 175 4600 140 
Efficiency 
curves 
Q (GMP)  (%) Q (GMP)  (%) Q (GMP)  (%) Q (GMP)  (%) 
0 0 0 0 0 0 0 0 
4950 75.6 4050 75.6 3150 75.6 2250 75.6 
7200 94.5 6300 94.5 5400 94.5 4500 94.5 
9900 75.6 9000 75.6 8100 75.6 7200 75.6 
 
Table A7: Demand pattern and electricity tariff for the example network 2 (adapted 
from CWS (2013)) 
Time 
Base demand 
pattern 
coefficient 
Electricity 
tariff ($/kWh) 
00:00 - 01:00 1.2 
Low 
0.024 
01:00 - 02:00 0.4 0.024 
02:00 - 03:00 0.5 0.024 
03:00 - 04:00 0.6 0.024 
04:00 - 05:00 0.7 0.024 
05:00 - 06:00 0.8 0.024 
06:00 - 07:00 0.9 0.024 
07:00 - 08:00 1.0 
High 
0.120 
08:00 - 09:00 1.1 0.120 
09:00 - 10:00 1.2 0.120 
10:00 - 11:00 1.2 0.120 
11:00 - 12:00 0.4 0.120 
12:00 - 13:00 0.5 0.120 
13:00 - 14:00 0.6 0.120 
14:00 - 15:00 0.7 0.120 
15:00 - 16:00 0.8 0.120 
16:00 - 17:00 0.9 0.120 
17:00 - 18:00 1.0 0.120 
18:00 - 19:00 1.1 0.120 
19:00 - 20:00 1.2 0.120 
20:00 - 21:00 1.2 0.120 
21:00 - 22:00 0.4 0.120 
22:00 - 23:00 0.5 0.120 
23:00 - 24:00 0.6 0.120 
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APPENDIX III:      INPUT DATA FOR 
EXAMPLE NETWORK 3 
Table A8: Customer water quality requirements for the example network 3 
Customer 
group 
Turbidity limits Salinity limits Average 
demand 
(L/s) 
Comment tdmin 
(NTU) 
tdmax 
(NTU) 
sdmin 
(S/cm) 
sdmax 
(S/cm) 
Domestic 0 
7 
(5*) 
0 
1,000 
(937.5**) 
206 
Uses WDS water for 
internal domestic use such 
as washing dishes, 
showering, laundry etc. 
Uses filtered rainwater for 
drinking. 
Agricultural 0 10 0 5,000 17 
Uses WDS water for 
irrigating field crops. The 
turbidity limit is low due to 
protection of irrigation 
sprinklers against 
sediments. The salinity 
limit was adapted from 
ANZECC (2000). 
Industrial 0 7 0 1,500 75 
Uses WDS water for 
washing equipment. 
Environmental 0 20 0 2,000 285 
Uses WDS water for 
supplying environmental 
flows to a lowland river. 
The turbidity and salinity 
limits were adapted from 
ANZECC (2000). 
Recreational 0 10 0 2,000 108 
Uses WDS water for filling 
a small recreational lake. 
The turbidity limit is low 
due to aesthetic reasons. 
The salinity limit was taken 
from ANZECC (2000). 
Note: *Australian Drinking Water Guidelines (ADWG) (NHMRC 2011) for turbidity.  **ADWG for 
total dissolved solids (TDS). 
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APPENDIX IV:     NSGA-II PARAMETER SETTING 
COMBINATIONS AND THEIR PERFORMANCE 
 
ID
 
P
O
P
 
G
EN
 
M
U
T 
C
R
S 
SC
A
L 
N
N
 
U
N
 
TN
 
G
D
 
IE
 
SM
* 
EX
 
SC
 Metric performance score 
C
O
M
B
. 
O
.P
. 
NN|UN|TN|GD|IE|SM*|EX|SC 
1 100 2000 0.002 0.6S1P N 100 51 0 93 1.10 31.9 38 1,071 5.0|2.6|0.0|3.1|3.0|2.7|1.9|2.9 3.0 AV 
2 100 2000 0.002 0.6SXP N 100 55 0 53 1.13 28.9 36 1,076 5.0|2.8|0.0|3.9|2.8|1.7|1.8|2.8 2.9 AV 
3 100 2000 0.002 0.7S1P N 100 50 0 71 1.10 29.7 30 1,273 5.0|2.5|0.0|3.6|3.1|1.4|1.5|2.5 2.8 AV 
4 100 2000 0.002 0.7SXP N 100 99 0 256 1.16 30.6 95 2,374 5.0|5.0|0.0|1.8|2.7|1.1|4.1|1.0 2.3 AV 
5 100 2000 0.002 0.8S1P N 100 100 0 64 1.08 32.2 41 1,049 5.0|5.0|0.0|3.7|3.4|2.6|2.1|2.9 3.4 G 
6 100 2000 0.002 0.8SXP N 100 100 0 117 1.21 27.9 105 5,833 5.0|5.0|0.0|2.8|2.5|0.0|4.1|0.9 2.2 AV 
7 100 2000 0.002 0.9S1P N 100 100 0 58 1.08 35.4 63 1,868 5.0|5.0|0.0|3.8|3.3|4.4|3.2|1.3 3.8 G 
8 100 2000 0.002 0.9SXP N 100 57 0 83 1.17 28.7 45 1,759 5.0|2.9|0.0|3.3|2.7|1.8|2.3|1.5 2.7 AV 
9 100 2000 0.002 1.0S1P N 100 100 0 3,200 1.72 31.9 171 3,668 5.0|5.0|0.0|0.8|0.9|2.7|4.4|1.0 2.0 P 
10 100 2000 0.002 1.0SXP N 100 100 0 74 1.17 26.6 40 1,663 5.0|5.0|0.0|3.5|2.6|0.5|2.0|1.7 2.6 AV 
11 100 2000 0.005 0.6S1P N 100 86 0 125 1.10 32.3 63 1,914 5.0|4.3|0.0|2.7|3.0|2.6|3.2|1.2 2.9 AV 
12 100 2000 0.005 0.6SXP N 100 100 0 60 1.07 33.9 33 1,466 5.0|5.0|0.0|3.8|3.5|2.0|1.7|2.1 3.2 G 
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Continued: 
ID
 
P
O
P
 
G
EN
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N
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G
D
 
IE
 
SM
* 
EX
 
SC
 Metric performance score 
C
O
M
B
. 
O
.P
. 
NN|UN|TN|GD|IE|SM*|EX|SC 
13 100 2000 0.005 0.7S1P N 100 96 0 59 1.13 33.0 52 1,539 5.0|4.8|0.0|3.8|2.8|2.3|2.6|1.9 3.2 G 
14 100 2000 0.005 0.7SXP N 100 100 0 28 1.07 30.8 22 526 5.0|5.0|0.0|4.4|3.6|1.1|1.1|3.9 3.2 G 
15 100 2000 0.005 0.8S1P N 100 97 0 58 1.08 33.8 40 1,245 5.0|4.9|0.0|3.8|3.5|2.1|2.0|2.5 3.3 G 
16 100 2000 0.005 0.8SXP N 100 94 0 44 1.11 31.5 38 996 5.0|4.7|0.0|4.1|2.9|2.8|1.9|3.0 3.4 G 
17 100 2000 0.005 0.9S1P N 100 70 0 45 1.14 29.1 46 2,344 5.0|3.5|0.0|4.1|2.8|1.6|2.3|1.0 2.9 AV 
18 100 2000 0.005 0.9SXP N 100 100 0 71 1.10 32.0 58 1,551 5.0|5.0|0.0|3.6|3.0|2.7|2.9|1.9 3.2 G 
19 100 2000 0.005 1.0S1P N 100 100 7 95 1.06 37.2 98 2,531 5.0|5.0|0.4|3.1|3.7|5.0|4.1|1.0 3.9 G 
20 100 2000 0.005 1.0SXP N 100 88 2 41 1.07 33.8 32 1,060 5.0|4.4|0.1|4.2|3.5|2.1|1.6|2.9 3.4 G 
21 100 2000 0.01 0.6S1P N 100 91 0 61 1.06 35.4 45 1,335 5.0|4.6|0.0|3.8|3.7|4.4|2.3|2.3 3.9 G 
22 100 2000 0.01 0.6SXP N 100 100 0 161 1.09 36.5 70 1,350 5.0|5.0|0.0|2.4|3.2|4.8|3.5|2.3 3.5 G 
23 100 2000 0.01 0.7S1P N 100 99 15 86 1.07 34.9 59 2,902 5.0|5.0|0.8|3.3|3.6|4.3|3.0|1.0 3.7 G 
24 100 2000 0.01 0.7SXP N 100 95 0 160 1.11 33.2 87 2,481 5.0|4.8|0.0|2.4|2.9|2.3|4.0|1.0 2.8 AV 
25 100 2000 0.01 0.8S1P N 100 95 0 50 1.08 32.7 42 1,206 5.0|4.8|0.0|4.0|3.4|2.4|2.1|2.6 3.4 G 
26 100 2000 0.01 0.8SXP N 100 100 0 121 1.07 34.4 90 2,727 5.0|5.0|0.0|2.8|3.5|4.1|4.0|1.0 3.5 G 
27 100 2000 0.01 0.9S1P N 100 100 0 50 1.08 33.9 39 1,292 5.0|5.0|0.0|4.0|3.5|2.0|1.9|2.4 3.3 G 
28 100 2000 0.01 0.9SXP N 100 100 0 55 1.09 32.7 66 3,615 5.0|5.0|0.0|3.9|3.2|2.4|3.3|1.0 3.3 G 
29 100 2000 0.01 1.0S1P N 100 100 0 78 1.08 33.2 43 1,512 5.0|5.0|0.0|3.4|3.3|2.3|2.2|2.0 3.2 G 
30 100 2000 0.01 1.0SXP N 100 67 0 72 1.09 35.1 55 1,645 5.0|3.4|0.0|3.6|3.1|4.3|2.7|1.7 3.6 G 
31 100 2000 0.1 0.6S1P N 18 18 0 4,113 1.74 21.3 149 14,416 0.9|0.9|0.0|0.7|0.9|0.0|4.3|0.7 0.6 VP 
32 100 2000 0.1 0.6SXP N 16 16 0 5,655 1.84 22.9 166 14,186 0.8|0.8|0.0|0.6|0.8|0.4|4.4|0.7 0.6 VP 
33 100 2000 0.1 0.7S1P N 17 17 0 3,919 1.67 22.5 151 15,641 0.9|0.9|0.0|0.7|0.9|0.3|4.3|0.7 0.7 VP 
34 100 2000 0.1 0.7SXP N 18 18 0 12,816 3.34 24.0 313 48,838 0.9|0.9|0.0|0.0|0.0|0.7|5.0|0.0 0.4 VP 
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35 100 2000 0.1 0.8S1P N 16 16 0 8,150 2.29 24.6 212 24,969 0.8|0.8|0.0|0.4|0.6|0.9|4.6|0.5 0.6 VP 
36 100 2000 0.1 0.8SXP N 17 17 0 3,775 1.42 22.8 123 7,396 0.9|0.9|0.0|0.7|1.4|0.4|4.2|0.9 0.8 VP 
37 100 2000 0.1 0.9S1P N 22 22 0 8,707 2.71 22.9 255 21,151 1.1|1.1|0.0|0.3|0.3|0.4|4.7|0.6 0.5 VP 
38 100 2000 0.1 0.9SXP N 14 14 0 11,085 2.36 22.0 219 17,899 0.7|0.7|0.0|0.1|0.5|0.2|4.6|0.7 0.4 VP 
39 100 2000 0.1 1.0S1P N 16 16 0 3,977 1.58 22.5 131 8,322 0.8|0.8|0.0|0.7|1.0|0.3|4.2|0.9 0.7 VP 
40 100 2000 0.1 1.0SXP N 16 16 0 7,259 1.83 23.6 167 13,545 0.8|0.8|0.0|0.5|0.8|0.6|4.4|0.8 0.6 VP 
41 100 2000 0.002 0.6S1P Y 100 51 0 93 1.10 31.9 38 1,071 5.0|2.6|0.0|3.1|3.0|2.7|1.9|2.9 3.0 AV 
42 100 2000 0.002 0.6SXP Y 100 55 0 53 1.13 28.9 36 1,076 5.0|2.8|0.0|3.9|2.8|1.7|1.8|2.8 2.9 AV 
43 100 2000 0.002 0.7S1P Y 100 50 0 71 1.10 29.7 30 1,273 5.0|2.5|0.0|3.6|3.1|1.4|1.5|2.5 2.8 AV 
44 100 2000 0.002 0.7SXP Y 100 99 0 256 1.16 30.6 95 2,374 5.0|5.0|0.0|1.8|2.7|1.1|4.1|1.0 2.3 AV 
45 100 2000 0.002 0.8S1P Y 100 100 0 64 1.08 32.2 41 1,049 5.0|5.0|0.0|3.7|3.4|2.6|2.1|2.9 3.4 G 
46 100 2000 0.002 0.8SXP Y 100 100 0 117 1.21 27.9 105 5,833 5.0|5.0|0.0|2.8|2.5|0.0|4.1|0.9 2.2 AV 
47 100 2000 0.002 0.9S1P Y 100 100 0 115 1.11 34.4 83 2,494 5.0|5.0|0.0|2.9|3.0|4.1|4.0|1.0 3.4 G 
48 100 2000 0.002 0.9SXP Y 100 57 0 83 1.17 28.7 45 1,759 5.0|2.9|0.0|3.3|2.7|1.8|2.3|1.5 2.7 AV 
49 100 2000 0.002 1.0S1P Y 100 100 0 3,200 1.72 31.9 171 3,668 5.0|5.0|0.0|0.8|0.9|2.7|4.4|1.0 2.0 P 
50 100 2000 0.002 1.0SXP Y 100 100 0 74 1.17 26.6 40 1,663 5.0|5.0|0.0|3.5|2.6|0.5|2.0|1.7 2.6 AV 
51 100 2000 0.005 0.6S1P Y 100 86 0 125 1.10 32.3 63 1,914 5.0|4.3|0.0|2.7|3.0|2.6|3.2|1.2 2.9 AV 
52 100 2000 0.005 0.6SXP Y 100 100 0 60 1.07 33.9 33 1,466 5.0|5.0|0.0|3.8|3.5|2.0|1.7|2.1 3.2 G 
53 100 2000 0.005 0.7S1P Y 100 96 0 59 1.13 33.0 52 1,539 5.0|4.8|0.0|3.8|2.8|2.3|2.6|1.9 3.2 G 
54 100 2000 0.005 0.7SXP Y 100 100 0 28 1.07 30.8 22 526 5.0|5.0|0.0|4.4|3.6|1.1|1.1|3.9 3.2 G 
55 100 2000 0.005 0.8S1P Y 100 97 0 58 1.08 33.8 40 1,245 5.0|4.9|0.0|3.8|3.5|2.1|2.0|2.5 3.3 G 
56 100 2000 0.005 0.8SXP Y 100 100 0 45 1.11 31.6 58 1,905 5.0|5.0|0.0|4.1|3.0|2.8|2.9|1.2 3.4 G 
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57 100 2000 0.005 0.9S1P Y 100 70 0 45 1.14 29.1 46 2,344 5.0|3.5|0.0|4.1|2.8|1.6|2.3|1.0 2.9 AV 
58 100 2000 0.005 0.9SXP Y 100 100 0 71 1.10 32.0 58 1,551 5.0|5.0|0.0|3.6|3.0|2.7|2.9|1.9 3.2 G 
59 100 2000 0.005 1.0S1P Y 100 94 5 117 1.06 37.3 99 2,319 5.0|4.7|0.3|2.8|3.8|5.0|4.1|1.0 3.8 G 
60 100 2000 0.005 1.0SXP Y 100 88 2 41 1.07 33.8 32 1,060 5.0|4.4|0.1|4.2|3.5|2.1|1.6|2.9 3.4 G 
61 100 2000 0.01 0.6S1P Y 100 91 0 61 1.06 35.4 45 1,335 5.0|4.6|0.0|3.8|3.7|4.4|2.3|2.3 3.9 G 
62 100 2000 0.01 0.6SXP Y 100 100 0 161 1.09 36.5 70 1,350 5.0|5.0|0.0|2.4|3.2|4.8|3.5|2.3 3.5 G 
63 100 2000 0.01 0.7S1P Y 100 99 15 86 1.07 34.9 59 2,902 5.0|5.0|0.8|3.3|3.6|4.3|3.0|1.0 3.7 G 
64 100 2000 0.01 0.7SXP Y 100 95 0 160 1.11 33.2 87 2,481 5.0|4.8|0.0|2.4|2.9|2.3|4.0|1.0 2.8 AV 
65 100 2000 0.01 0.8S1P Y 100 95 0 50 1.08 32.7 42 1,206 5.0|4.8|0.0|4.0|3.4|2.4|2.1|2.6 3.4 G 
66 100 2000 0.01 0.8SXP Y 100 100 0 121 1.07 34.4 90 2,727 5.0|5.0|0.0|2.8|3.5|4.1|4.0|1.0 3.5 G 
67 100 2000 0.01 0.9S1P Y 100 100 0 50 1.08 33.9 39 1,292 5.0|5.0|0.0|4.0|3.5|2.0|1.9|2.4 3.3 G 
68 100 2000 0.01 0.9SXP Y 100 100 0 55 1.09 32.7 66 3,615 5.0|5.0|0.0|3.9|3.2|2.4|3.3|1.0 3.3 G 
69 100 2000 0.01 1.0S1P Y 100 100 0 78 1.08 33.2 43 1,512 5.0|5.0|0.0|3.4|3.3|2.3|2.2|2.0 3.2 G 
70 100 2000 0.01 1.0SXP Y 100 67 0 72 1.09 35.1 55 1,645 5.0|3.4|0.0|3.6|3.1|4.3|2.7|1.7 3.6 G 
71 100 2000 0.1 0.6S1P Y 18 18 0 4,113 1.74 21.3 149 14,416 0.9|0.9|0.0|0.7|0.9|0.0|4.3|0.7 0.6 VP 
72 100 2000 0.1 0.6SXP Y 16 16 0 5,655 1.84 22.9 166 14,186 0.8|0.8|0.0|0.6|0.8|0.4|4.4|0.7 0.6 VP 
73 100 2000 0.1 0.7S1P Y 17 17 0 3,919 1.67 22.5 151 15,641 0.9|0.9|0.0|0.7|0.9|0.3|4.3|0.7 0.7 VP 
74 100 2000 0.1 0.7SXP Y 18 18 0 12,816 3.34 24.0 313 48,838 0.9|0.9|0.0|0.0|0.0|0.7|5.0|0.0 0.4 VP 
75 100 2000 0.1 0.8S1P Y 16 16 0 8,150 2.29 24.6 212 24,969 0.8|0.8|0.0|0.4|0.6|0.9|4.6|0.5 0.6 VP 
76 100 2000 0.1 0.8SXP Y 17 17 0 3,775 1.42 22.8 123 7,396 0.9|0.9|0.0|0.7|1.4|0.4|4.2|0.9 0.8 VP 
77 100 2000 0.1 0.9S1P Y 22 22 0 8,707 2.71 22.9 255 21,151 1.1|1.1|0.0|0.3|0.3|0.4|4.7|0.6 0.5 VP 
78 100 2000 0.1 0.9SXP Y 14 14 0 11,085 2.36 22.0 219 17,899 0.7|0.7|0.0|0.1|0.5|0.2|4.6|0.7 0.4 VP 
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79 100 2000 0.1 1.0S1P Y 16 16 0 3,977 1.58 22.5 131 8,322 0.8|0.8|0.0|0.7|1.0|0.3|4.2|0.9 0.7 VP 
80 100 2000 0.1 1.0SXP Y 16 16 0 7,259 1.83 23.6 167 13,545 0.8|0.8|0.0|0.5|0.8|0.6|4.4|0.8 0.6 VP 
81 50 500 0.005 0.7SXP N 100 60 0 110 1.16 31.5 45 1,362 5.0|3.0|0.0|2.9|2.7|2.8|2.3|2.3 2.9 AV 
82 50 1000 0.005 0.7SXP N 100 100 0 202 1.13 32.1 83 4,119 5.0|5.0|0.0|2.0|2.8|2.6|4.0|1.0 2.8 AV 
83 50 2000 0.005 0.7SXP N 100 100 0 120 1.13 32.6 44 1,050 5.0|5.0|0.0|2.8|2.8|2.5|2.2|2.9 3.0 AV 
84 100 500 0.005 0.7SXP N 100 71 0 72 1.14 29.5 52 2,764 5.0|3.6|0.0|3.6|2.8|1.5|2.6|1.0 2.8 AV 
85 100 1000 0.005 0.7SXP N 100 100 0 23 1.08 30.6 22 927 5.0|5.0|0.0|4.5|3.5|1.1|1.1|3.1 3.2 G 
86 100 2000 0.005 0.7SXP N 100 100 0 28 1.07 30.8 22 526 5.0|5.0|0.0|4.4|3.6|1.1|1.1|3.9 3.2 G 
87 150 500 0.005 0.7SXP N 100 39 0 99 1.05 36.2 67 1,225 5.0|1.9|0.0|3.0|4.0|4.7|3.3|2.6 3.7 G 
88 150 1000 0.005 0.7SXP N 100 86 3 46 1.05 36.5 64 1,239 5.0|4.3|0.1|4.1|3.9|4.8|3.2|2.5 4.1 VG 
89 150 2000 0.005 0.7SXP N 100 100 33 10 1.03 36.6 63 1,477 5.0|5.0|1.7|4.8|4.3|4.8|3.2|2.0 4.5 VG 
90 200 500 0.005 0.7SXP N 98 20 0 32 1.14 33.0 42 906 4.9|1.0|0.0|4.4|2.8|2.3|2.1|3.2 3.1 G 
91 200 1000 0.005 0.7SXP N 100 51 0 42 1.12 35.1 54 867 5.0|2.5|0.0|4.2|2.9|4.3|2.7|3.3 3.7 G 
92 200 2000 0.005 0.7SXP N 100 83 1 54 1.09 36.0 59 1,228 5.0|4.1|0.1|3.9|3.2|4.6|2.9|2.5 3.8 G 
93 300 500 0.005 0.7SXP N 100 11 0 213 1.25 33.0 124 4,063 5.0|0.6|0.0|2.0|2.2|2.3|4.2|1.0 2.3 AV 
94 300 1000 0.005 0.7SXP N 100 48 2 36 1.12 35.8 71 1,219 5.0|2.4|0.1|4.3|2.9|4.5|3.5|2.6 3.7 G 
95 300 2000 0.005 0.7SXP N 100 90 45 32 1.02 36.3 61 816 5.0|4.5|2.3|4.4|4.5|4.7|3.0|3.4 4.4 VG 
96 400 500 0.005 0.7SXP N 72 32 0 130 1.15 36.5 70 2,749 3.6|1.6|0.0|2.7|2.7|4.7|3.5|1.0 3.1 G 
97 400 1000 0.005 0.7SXP N 100 43 0 102 1.15 33.4 115 2,007 5.0|2.1|0.0|3.0|2.8|2.2|4.1|1.0 2.7 AV 
98 400 2000 0.005 0.7SXP N 100 64 0 140 1.17 33.8 116 2,850 5.0|3.2|0.0|2.6|2.7|2.1|4.2|1.0 2.6 AV 
99 50 500 0.005 1.0S1P N 100 84 0 79 1.12 31.3 63 3,736 5.0|4.2|0.0|3.4|2.9|2.9|3.2|1.0 3.2 G 
100 50 1000 0.005 1.0S1P N 100 100 0 80 1.11 31.6 64 4,151 5.0|5.0|0.0|3.4|2.9|2.8|3.2|1.0 3.2 G 
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101 50 2000 0.005 1.0S1P N 100 98 2 67 1.10 31.8 55 2,474 5.0|4.9|0.1|3.7|3.0|2.7|2.8|1.0 3.2 G 
102 100 500 0.005 1.0S1P N 100 25 0 157 1.13 33.1 70 2,367 5.0|1.3|0.0|2.4|2.9|2.3|3.5|1.0 2.6 AV 
103 100 1000 0.005 1.0S1P N 100 100 0 33 1.07 34.2 48 1,378 5.0|5.0|0.0|4.3|3.6|4.1|2.4|2.2 3.9 G 
104 100 2000 0.005 1.0S1P N 100 100 7 95 1.06 37.2 98 2,531 5.0|5.0|0.4|3.1|3.7|5.0|4.1|1.0 3.9 G 
105 150 500 0.005 1.0S1P N 100 37 0 98 1.13 31.1 68 2,672 5.0|1.9|0.0|3.0|2.8|3.0|3.4|1.0 3.0 AV 
106 150 1000 0.005 1.0S1P N 100 62 0 38 1.13 32.9 43 1,618 5.0|3.1|0.0|4.2|2.9|2.4|2.1|1.8 3.2 G 
107 150 2000 0.005 1.0S1P N 100 99 0 24 1.13 33.7 38 1,139 5.0|5.0|0.0|4.5|2.9|2.1|1.9|2.7 3.3 G 
108 200 500 0.005 1.0S1P N 100 40 0 55 1.15 30.3 56 1,172 5.0|2.0|0.0|3.9|2.7|1.2|2.8|2.7 2.7 AV 
109 200 1000 0.005 1.0S1P N 100 100 0 36 1.12 31.1 54 1,170 5.0|5.0|0.0|4.3|2.9|3.0|2.7|2.7 3.5 G 
110 200 2000 0.005 1.0S1P N 100 100 0 32 1.12 31.9 52 1,116 5.0|5.0|0.0|4.4|2.9|2.7|2.6|2.8 3.4 G 
111 300 500 0.005 1.0S1P N 100 27 0 8 1.12 34.4 46 1,144 5.0|1.4|0.0|4.8|2.9|4.1|2.3|2.7 3.7 G 
112 300 1000 0.005 1.0S1P N 100 63 1 30 1.12 34.7 48 710 5.0|3.1|0.1|4.4|2.9|4.2|2.4|3.6 3.7 G 
113 300 2000 0.005 1.0S1P N 100 95 4 28 1.11 34.8 46 708 5.0|4.8|0.2|4.4|2.9|4.2|2.3|3.6 3.9 G 
114 400 500 0.005 1.0S1P N 100 53 0 76 1.12 32.0 73 1,394 5.0|2.6|0.0|3.5|2.9|2.7|3.7|2.2 3.1 G 
115 400 1000 0.005 1.0S1P N 100 22 0 63 1.09 32.6 60 848 5.0|1.1|0.0|3.7|3.1|2.5|3.0|3.3 3.1 G 
116 400 2000 0.005 1.0S1P N 100 100 15 11 1.08 32.9 50 880 5.0|5.0|0.7|4.8|3.5|2.4|2.5|3.2 3.6 G 
117 50 500 0.005 0.7SXP Y 100 60 0 110 1.16 31.5 45 1,362 5.0|3.0|0.0|2.9|2.7|2.8|2.3|2.3 2.9 AV 
118 50 1000 0.005 0.7SXP Y 100 100 0 202 1.13 32.1 83 4,119 5.0|5.0|0.0|2.0|2.8|2.6|4.0|1.0 2.8 AV 
119 50 2000 0.005 0.7SXP Y 100 100 0 120 1.13 32.6 44 1,050 5.0|5.0|0.0|2.8|2.8|2.5|2.2|2.9 3.0 AV 
120 100 500 0.005 0.7SXP Y 100 71 0 72 1.14 29.5 52 2,764 5.0|3.6|0.0|3.6|2.8|1.5|2.6|1.0 2.8 AV 
121 100 1000 0.005 0.7SXP Y 100 100 0 23 1.08 30.6 22 927 5.0|5.0|0.0|4.5|3.5|1.1|1.1|3.1 3.2 G 
122 100 2000 0.005 0.7SXP Y 100 100 0 28 1.07 30.8 22 526 5.0|5.0|0.0|4.4|3.6|1.1|1.1|3.9 3.2 G 
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123 150 500 0.005 0.7SXP Y 100 39 0 99 1.05 36.2 67 1,225 5.0|1.9|0.0|3.0|4.0|4.7|3.3|2.6 3.7 G 
124 150 1000 0.005 0.7SXP Y 100 86 3 46 1.05 36.5 64 1,239 5.0|4.3|0.1|4.1|3.9|4.8|3.2|2.5 4.1 VG 
125 150 2000 0.005 0.7SXP Y 100 100 33 10 1.03 36.6 63 1,477 5.0|5.0|1.7|4.8|4.3|4.8|3.2|2.0 4.5 VG 
126 200 500 0.005 0.7SXP Y 98 20 0 32 1.14 33.0 42 906 4.9|1.0|0.0|4.4|2.8|2.3|2.1|3.2 3.1 G 
127 200 1000 0.005 0.7SXP Y 100 51 0 42 1.12 35.1 54 867 5.0|2.5|0.0|4.2|2.9|4.3|2.7|3.3 3.7 G 
128 200 2000 0.005 0.7SXP Y 100 83 1 54 1.09 36.0 59 1,228 5.0|4.1|0.1|3.9|3.2|4.6|2.9|2.5 3.8 G 
129 300 500 0.005 0.7SXP Y 100 11 0 213 1.25 33.0 124 4,063 5.0|0.6|0.0|2.0|2.2|2.3|4.2|1.0 2.3 AV 
130 300 1000 0.005 0.7SXP Y 100 48 2 36 1.12 35.8 71 1,219 5.0|2.4|0.1|4.3|2.9|4.5|3.5|2.6 3.7 G 
131 300 2000 0.005 0.7SXP Y 100 90 45 32 1.02 36.3 61 816 5.0|4.5|2.3|4.4|4.5|4.7|3.0|3.4 4.4 VG 
132 400 500 0.005 0.7SXP Y 72 32 0 130 1.15 36.5 70 2,749 3.6|1.6|0.0|2.7|2.7|4.7|3.5|1.0 3.1 G 
133 400 1000 0.005 0.7SXP Y 100 43 0 102 1.15 33.4 115 2,007 5.0|2.1|0.0|3.0|2.8|2.2|4.1|1.0 2.7 AV 
134 400 2000 0.005 0.7SXP Y 100 59 0 109 1.14 33.7 114 2,405 5.0|3.0|0.0|2.9|2.8|2.1|4.1|1.0 2.7 AV 
135 50 500 0.005 1.0S1P Y 100 84 0 79 1.12 31.3 63 3,736 5.0|4.2|0.0|3.4|2.9|2.9|3.2|1.0 3.2 G 
136 50 1000 0.005 1.0S1P Y 100 100 0 80 1.11 31.6 64 4,151 5.0|5.0|0.0|3.4|2.9|2.8|3.2|1.0 3.2 G 
137 50 2000 0.005 1.0S1P Y 100 98 2 67 1.10 31.8 55 2,474 5.0|4.9|0.1|3.7|3.0|2.7|2.8|1.0 3.2 G 
138 100 500 0.005 1.0S1P Y 100 25 0 157 1.13 33.1 70 2,367 5.0|1.3|0.0|2.4|2.9|2.3|3.5|1.0 2.6 AV 
139 100 1000 0.005 1.0S1P Y 100 100 0 33 1.07 34.2 48 1,378 5.0|5.0|0.0|4.3|3.6|4.1|2.4|2.2 3.9 G 
140 100 2000 0.005 1.0S1P Y 100 94 5 117 1.06 37.3 99 2,319 5.0|4.7|0.3|2.8|3.8|5.0|4.1|1.0 3.8 G 
141 150 500 0.005 1.0S1P Y 100 37 0 98 1.13 31.1 68 2,672 5.0|1.9|0.0|3.0|2.8|3.0|3.4|1.0 3.0 AV 
142 150 1000 0.005 1.0S1P Y 100 62 0 38 1.13 32.9 43 1,618 5.0|3.1|0.0|4.2|2.9|2.4|2.1|1.8 3.2 G 
143 150 2000 0.005 1.0S1P Y 100 99 0 24 1.13 33.7 38 1,139 5.0|5.0|0.0|4.5|2.9|2.1|1.9|2.7 3.3 G 
144 200 500 0.005 1.0S1P Y 100 40 0 55 1.15 30.3 56 1,172 5.0|2.0|0.0|3.9|2.7|1.2|2.8|2.7 2.7 AV 
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145 200 1000 0.005 1.0S1P Y 100 97 0 41 1.12 31.1 67 1,440 5.0|4.8|0.0|4.2|2.9|3.0|3.3|2.1 3.4 G 
146 200 2000 0.005 1.0S1P Y 100 100 0 29 1.11 31.3 48 988 5.0|5.0|0.0|4.4|3.0|2.9|2.4|3.0 3.5 G 
147 300 500 0.005 1.0S1P Y 100 33 0 43 1.14 32.5 40 675 5.0|1.7|0.0|4.1|2.8|2.5|2.0|3.6 3.1 G 
148 300 1000 0.005 1.0S1P Y 100 28 0 51 1.08 34.3 59 1,001 5.0|1.4|0.0|4.0|3.4|4.1|2.9|3.0 3.6 G 
149 300 2000 0.005 1.0S1P Y 100 34 7 24 1.07 34.6 58 822 5.0|1.7|0.4|4.5|3.5|4.2|2.9|3.4 3.9 G 
150 400 500 0.005 1.0S1P Y 100 53 0 76 1.12 32.0 73 1,394 5.0|2.6|0.0|3.5|2.9|2.7|3.7|2.2 3.1 G 
151 400 1000 0.005 1.0S1P Y 85 18 1 111 1.12 32.5 72 2,418 4.3|0.9|0.1|2.9|2.9|2.5|3.6|1.0 2.7 AV 
152 400 2000 0.005 1.0S1P Y 100 83 7 22 1.08 32.9 53 1,017 5.0|4.2|0.3|4.6|3.4|2.4|2.6|3.0 3.5 G 
Note: POP = population size, GEN = number of generations, MUT = mutation, CRS = crossover, SCAL = scaling of the objective function (N = no, 
Y = yes), NN = metric non-dominated number, UN = metric unique non-dominated number, TN = metric true number, GD = metric 
generational distance, IE = metric -indicator, SM = S-metric, EX = metric extent, SC = metric spacing, COMB. = combined performance score, 
O.P. = overall performance, VG = very good, G = good, AV = average, P = poor, VP = very poor. 
*SM (106). 
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