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1. Introduction
The extension of the topological theory of ﬁxed points of continuous mappings to the case of multi-valued mappings
has led to the introduction of different classes of multifunctions (for example Kakutani maps, Browder maps, F -maps or
Φ-maps) to replace the class of completely continuous single-valued functions. Also within this theory various operations
on these classes of multifunctions were deﬁned, without paying much attention to whether they are sets or proper classes
(see [1, §7.10.A] and the references therein). S. Park has deﬁned, with his Aκc classes, not a single class, but a class of classes
for which the later are examples (see [2–6]).
We set out in this article a rigorous presentation of Park’s classes, within the general framework of multifunctions
between topological spaces, using a broad deﬁnition of convexity. In addition, we obtain a ﬁxed point theorem for multi-
functions deﬁned on a proximity space via the Samuel–Smirnov compactiﬁcation.
In Section 2, we present some deﬁnitions which will be needed throughout this article, while in Section 3 we prove
a result about operators on classes of multifunctions. In Section 4, we deﬁne the Park’s classes in our framework and we
establish the fundamental relations between these classes. In Section 5 we present a ﬁxed point result for better admissible
multifunctions deﬁned on a proximity space. Finally, in Section 6 we explain, using proper classes, how the later theory can
be presented without imposing any limitation on the cardinality of the universe.
2. Preliminaries
Let Ω be a set, x ∈ Ω, A ∈ 2Ω , i.e., A ⊂ Ω , and F ,G ⊂ Ω × Ω . We shall make use of the following notations:
F (x) = {y ∈ Ω: (x, y) ∈ F},
F (A) =
⋃
a∈A
F (a),
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dom F = {x: F (x) = ∅},
rng F = F (dom F ),
F− = {(y, x) ∈ Ω × Ω: (x, y) ∈ F},
Fix F = {x ∈ Ω: x ∈ F (x)}.
To avoid ambiguity in the above deﬁnition of F (A), we assume that Ω ∩2Ω = ∅. This is not a relevant restriction, because
for each cardinal there exists a set satisfying this property.
We denote by Υ the class formed by those topologies whose underlying set is a subset of Ω , that is,
Υ =
{
T ⊂ 2Ω :
⋃
A ∈ T for all A ⊂ T and
⋂
A ∈ T for all A ⊂ T ﬁnite
}
.
Notice that Θ = {(⋃T , T ): T ∈ Υ } is the class formed by these topological spaces. As usual, we write X ∈ Θ , when a
topology T ∈ Υ with ⋃T = X is assumed. It is strongly emphasized that we admit {∅} as a topology on ∅ because of
simplicity of notation, that is, {∅} ∈ Υ and (∅, {∅}) ∈ Θ .
When X, Y ∈ Θ , we will write X  Y , to express that X is a topological subspace of Y . For X ∈ Θ and B ∈ Ω we denote
by ClX B the closure of the set B ∩ X in the topological space X .
A multifunction on Ω is a triple F = (G, T , T ′) ∈ 2Ω×Ω × Υ × Υ , such that ⋃T = domG and rngG ⊂⋃T ′ . We denote
respectively by dom F , cod F and rng F the spaces (
⋃T , T ), (⋃T ′, T ′) and rngG  cod F . When no confusion can result,
we denote the multifunction F and its graph G with the same letter. The empty multifunction, denoted also by ∅, is the
multifunction (∅, {∅}, {∅}).
Let M be the class formed by all multifunctions on Ω . Notice that M⊂ 2Ω×Ω × 2(2Ω) × 2(2Ω) .
The expression F : X⇒ Y means that F ∈M, dom F = X and cod F = Y . For F1, F2 ∈M, we will understand by F1  F2
that dom F1  dom F2, rng F1  rng F2 and F1 ⊂ F2.
If F1, F2 ∈M with rng F2  dom F1, the composition F1 ◦ F2 ∈M is deﬁned to be the multifunction whose graph, domain
and codomain are respectively F1  F2, dom(F1 ◦ F2) = dom F2 and cod(F1 ◦ F2) = cod F1. If the condition rng F2  dom F1 is
not satisﬁed, we deﬁne F1 ◦ F2 to be the empty multifunction. We also deﬁne F1 ◦ · · · ◦ Fn by F1 ◦ (F2 ◦ (· · · ◦ (Fn−1 ◦ Fn)) · · ·).
When n = 1, we agree to understand F1 ◦ · · · ◦ Fn as F1.
For each X ∈ Θ let i X ∈M be the multifunction deﬁned by dom i X = cod i X = X , i X (x) = {x} for all x ∈ X .
We say that a multifunction is: upper semicontinuous (u.s.c.) if F−(B) is closed in dom F for each closed B ⊂ rng F ,
compact-valued if F (x) is a compact subset of rng F for each x ∈ dom F , single-valued if F (x) has only one element for
each x ∈ dom F , compact if the closure of rng F in cod F is compact and closed if the graph of F is a closed subset of
dom F × cod F . Notice that the empty multifunction is u.s.c. single-valued, thus compact-valued.
A compatible uniformity (separated) on X ∈ Θ can be deﬁned to be a ﬁlter U on the lattice (2X×X ,∪,∩) (whose elements
are called surroundings) satisfying the following conditions: U is generated by {T  T−: T ∈ U}, ⋂U = i X and {T (x)}T∈U
is base of neighborhoods of x for each x ∈ X . If a uniformity on X exists, then X is a Tychonoff space, and conversely, the
topology of any Tychonoff space is generated by some uniformity. Recall that Tychonoff spaces are precisely those for which
a Hausdorff compactiﬁcation exists.
A compatible proximity on X ∈ Θ is a binary relation  on 2X for which there exists a compatible uniformity U on X
such that A  B if and only if T (A) ⊂ B for some T ∈ U . The uniformity U does not need to be unique, but all uniformities
generating the same proximity induce the same topology on X (we say that the topology and the proximity are mutually
compatible). Exactly one of these uniformities is totally bounded and the correspondent completion is a compact Hausdorff
space, denoted by cX and called the Samuel–Smirnov compactiﬁcation of X relative to the given proximity. There is only one
compatible uniformity on a compact space and thus, only one compatible proximity. See [7].
Of course, each topological vector space is endowed with a canonical proximity: A  B if and only if A+U ⊂ B for some
neighborhood U of the origin.
3. Classes of multifunctions
We consider the following particular subclasses of M:
I= {i X ∈M: X ∈ Θ},
U= {F ∈M: F is u.s.c. compact-valued},
C= {F ∈M: F is u.s.c. single-valued},
F= {F ∈M: Fix F = ∅}.
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• L(X, Y ) is the set formed by those F : X⇒ Y with F ∈ L.
• L(κ) = {F (B): F ∈ L, B ∈ κ, B  dom F }.
• Lκ = {F ∈M: for each D ∈ κ with D  dom F , there is H ∈ L with dom H = D and H  F }.
• Lc = {F ∈M: there exist F1, . . . , Fn ∈ L such that F1 ◦ · · · ◦ Fn = F }.
• L ◦L′ = {F ◦ F ′: F ∈ L, F ′ ∈ L′}.
Theorem 1. Let F ∈M, L,L′ ⊂M and κ ⊂ Υ . Then,
(i) (Lc)c = Lc ;
(ii) L⊂ Lc ;
(iii) L⊂ L′ ⇒ Lc ⊂ L′c ;
(iv) L⊂ L′ ⇒ Lκ ⊂ L′κ ;
(v) Cc = C;
(vi) Uc = U;
(vii) C⊂ U;
(viii) Lκ ◦ I= Lκ ;
(ix) L ◦ I⊂ (L ◦ I)κ ;
(x) C⊂ Cκ ;
(xi) U⊂ Uκ ;
(xii) I⊂ L⇒ Lc ⊂ (Lc)κ ;
(xiii) (Lκ )κ = Lκ ;
(xiv) if X(κ) ⊂ κ , where X= (Lc)κ ∩L′c , then Xc =X.
Proof. Items (i) to (viii) are almost obvious. To prove (ix), notice that G ◦ iC ◦ iD ∈ L◦I whenever G ∈ L and D  C  domG ,
D ∈ κ . Since C ◦ I= C and U ◦ I= U, we deduce (x) and (xi) from (ix). Item (xii) is also a consequence of (ix). With regard
to (xiii), we have Lκ = Lκ ◦ I⊂ (Lκ ◦ I)κ = (Lκ )κ , while the opposite inclusion is obvious.
To prove (xiv), let F1, . . . , Fn ∈ X. If D ∈ κ and D  dom(F1 ◦ · · · ◦ Fn) = dom Fn , there is Hn ∈ Lc with dom Hn = D and
Hn  Fn . Since X(κ) ⊂ κ , one has Fn(D) ∈ κ and Fn(D) dom Fn−1, thus there is Hn−1 ∈ Lc , with dom Hn−1 = Fn(D) and
Hn−1  Fn−1, and so forth. We get Hk ∈ Lc with dom Hk  rng Hk−1 and Hk  Fk . Therefore, H1 ◦ · · · ◦ Hn ∈ Lc , dom(H1 ◦
· · · ◦ Hn) = dom Hn = D and H1 ◦ · · · ◦ Hn  F1 ◦ · · · ◦ Fn , which implies that F1 ◦ · · · ◦ Fn ∈X, that is, Xc =X. 
4. Park’s classes
Assume in the sequel a vector space structure in Ω . The convex hull of a ﬁnite, non-void, subset of Ω , endowed with
the usual Euclidean topology, is called a polytope and π ⊂ Θ is the class formed by all the polytopes in Ω .
We also introduce one more class of multifunctions:
P= {F ∈M: dom F ∈ π and rng F  dom F }.
As a consequence of Brouwer’s Theorem, we know that C∩P⊂ F.
S. Park originally used the collection κ formed by the compact sets in a topological vector space to deﬁne his classes of
multifunctions. We consider here a more general situation: let κ be a class of topological spaces that includes the polytopes,
that is, π ⊂ κ ⊂ Θ .
We deﬁne, after S. Park, a class A ⊂ M to be pre-admissible if C ⊂ A ⊂ U and Ac ∩P ⊂ F. A class E ⊂ M is said to be
admissible if there exists a pre-admissible class A such that E = (Ac)κ . The class (Ac)κ is denoted by Aκc . Also deﬁne a
multifunction to be admissible (pre-admissible) if it belongs to some admissible (pre-admissible) class and denote
B0 = {F ∈M: F pre-admissible},
B1 = {F ∈M: F admissible},
that is,
B0 =
⋃
{A: A pre-admissible} =
⋃
{Ac: A pre-admissible},
B1 =
⋃
{E: E admissible}.
Park had also introduced a class B of better admissible multifunctions (see [8]). We deﬁne this class by
B= {F ∈M: (C ◦ ({F } ◦ I))∩P⊂ F}.
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B2 =
{
F ∈M: ({F } ∪ C)c ∩P⊂ F
}
.
Theorem 2. Assume A⊂M, π ⊂ κ ⊂ Θ .
(i) If A is pre-admissible, then Ac is also pre-admissible, A⊂Ac ⊂Aκc and Aκc ∩P⊂ F. Therefore,B0 ⊂B1 ∩B2 .
(ii) If A is pre-admissible and X(κ) ⊂ κ , where X=Aκc ∩ U, then X is also pre-admissible, Xc =X and Xκc =Aκc .
(iii) Bκ =B.
(iv) B2 ⊂Bκ2 ⊂B.
(v) B1 ⊂Bκ1 =Bκ0 ⊂Bκ2 .
(vi) B0 =B2 ∩ U.
(vii) If U(κ) ⊂ κ (for instance if κ is formed by the compact spaces), then B1 ⊂ B2 and B0 = B1 ∩ U, i.e., a multifunction is pre-
admissible if and only if it is u.s.c. compact-valued and admissible.
Proof. (i) Since Uc = U, it is obvious that Ac is pre-admissible. Apply Theorem 1(ii) and (xii) for the ﬁrst two inclusions. For
the third one: if F ∈Aκc ∩P, then dom F ∈ π and rng F  dom F , thus there is H ∈Ac(dom F , rng F ) with H ⊂ F . Therefore,
H ∈Ac ∩P⊂ F, thus F ∈ F.
On the one hand, if F ∈ B0, then there exists a pre-admissible class A containing F ; as F ∈ A ⊂ Aκc , we see that F is
admissible, thus F ∈B1. On the other hand, since ({F } ∪ C)c ∩P⊂Ac ∩P⊂ F, we conclude that B0 ⊂B2.
(ii) From Theorem 1(xiv), we have Xc = X, while from the last inclusion in (i) above, we see that X is pre-admissible.
Moreover, as Ac ⊂X⊂Aκc , we have Aκc ⊂Xκ ⊂ (Aκc )κ =Aκc (Theorem 1(iv) and (xiii)).
(iii) From Theorem 1(ix), as B ◦ I = B, we have B ⊂ Bκ . Assume F ∈ Bκ and let f ∈ C, i ∈ I such that f ◦ F ◦ i ∈ P.
As dom i = rng i ∈ π ⊂ κ , there is H ∈ B with dom H = rng i and H  F . Therefore, f ◦ H ◦ i ∈ (C ◦ (H ◦ i)) ∩ P ⊂ F, thus
f ◦ F ◦ i ∈ F and then F ∈B.
(iv) Since B2 ◦ I=B2, by Theorem 1(ix), one has B2 ⊂Bκ2 . Now, notice that C ◦ (Bκ2 ◦ I) =Bκ2 , so, it suﬃces to show
that Bκ2 ∩P⊂ F. If F ∈Bκ2 ∩P, then dom F ∈ π and rng F  dom F . As dom F ∈ κ , there is H ∈B2 with dom H = dom F ,
and H  F . Therefore, H ∈B2 ∩P⊂ F, thus F ∈ F.
(v) For all pre-admissible class A, one has Ac ⊂ B0, thus Aκc ⊂ Bκ0 , that is, B1 ⊂ Bκ0 . As B0 ⊂ B1 ⊂ Bκ0 , we get
Bκ0 =Bκ1 . Finally, as B0 ⊂B2, we get Bκ0 ⊂Bκ2 . To prove the other inclusions, apply Theorem 1(xiii), and Theorem 1(iv).
(vi) It is obvious that B0 ⊂B2 ∩U. For the opposite inclusion notice that A= {F }∪C is a pre-admissible class whenever
F ∈B2 ∩ U.
(vii) Let F ∈ B1 and f0, f1, . . . , fn ∈ C such that H = f0 ◦ F ◦ f1 ◦ · · · ◦ fn−1 ◦ F ◦ fn ∈ P. We have to prove that H ∈ F.
There is a pre-admissible class A such that F ∈ Aκc and, as dom H ∈ π ⊂ κ , there are some multifunctions H1, . . . , Hn ∈ Ac
such that
dom Hn = fn(dom H) ⊂ dom F , Hn  F ,
dom Hn−1 = fn−1(rng Hn) ⊂ dom F , Hn−1  F ,
...
dom H1 = f1(rng H2) ⊂ dom F , H1  F .
Therefore, J = f0 ◦ H1 ◦ f1 ◦ H2 ◦ · · · ◦ fn−1 ◦ Hn ◦ fn ∈Ac ∩P⊂ F. As J  H , we have H ∈ F. To see that B0 =B1 ∩U, apply
(vi) above. 
Remark. We can ﬁnd in [8] two more classes, denoted there by Bκ and Bσ . A self multifunction F (i.e., such that
rng F  dom F ) belongs to the above ﬁrst class if F ∈ Dκ . Here D = {G ∈ B: G is a closed} and κ = {D ∈ Θ: D is con-
vex and compact}. To describe the second class, just replace compact with σ -compact. As a consequence of Theorem 1 and
Theorem 2, we have D⊂Dκ ⊂B.
Remark. S. Park has also deﬁned a class Bp (see [9]), which coincides with Bπ (we use here the notation of the present
paper). We have seen in Theorem 2(iii) that Bπ =B, thus the class Bp in [9] is in fact B.
Remark. S. Park has also presented a deﬁnition for his better admissible class in the framework of the so-called abstract
convex spaces (a triple (E, D,Γ ), where E is a topological space and Γ : 〈D〉 → 2E \ {∅}; here 〈D〉 ⊂ 2D is formed by
the nonempty ﬁnite subsets of D , see [10]). A multifunction F , with dom F  E , is said to be better admissible if for any
N ∈ dom(F ◦ Γ ) and for any continuous map p : F ◦ Γ (N) → 
 (here 
 is the standard simplex having as many vertices
as the cardinality of N), there exists a continuous function φ : 
 → Γ (N) such that p ◦ F ◦ φ ∈ F. It is obvious that all
multifunctions are better admissible, as in the deﬁnition we described above: just consider x0 ∈ Γ (N), y0 ∈ (p ◦ F )(x0) and
deﬁne φ(x) = x0 for all x ∈ 
; then y0 ∈ (p ◦ F ◦ φ)(y0).
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We are mainly concerned with Tychonoff spaces (i.e., T1 completely regular) inducing the usual topology on each of its
polytopes. Whenever a compatible proximity is considered on X ∈ Θ , we will endow the set C(X, cX) with the topology of
the uniform convergence. We introduce the last class of multifunctions
Cπ = {F ∈ C: rng F ∈ π},
and the following notation for the notion of X to be uniformly ﬁnitely approximable into Y : the expression X  Y means
that X, Y ∈ Θ , while ‘’ is a compatible proximity on X and i X ∈ ClC(X,cX)(Cπ (X, Y )). It can be easily shown that Z 
Y  X W implies Z  W .
S. Park proves in [9] a ﬁxed point result for compact closed better admissible multifunctions in topological vector spaces
(see Theorem 2.2 in [9] keeping in mind that the classes B and Bp in this paper are identical). It should be noticed that the
statement Theorem 1 in [11] is not correct (here the multifunction is not required to be closed). As a simple counterexample
consider E = R, X = (0,1) and F (x) = {(x + 1)/2}. The mistake in the proof lies in the function h, which depends on V ,
thus K and Γ also depend on V .
We provide a ﬁxed point result in a general framework.
Theorem 3. If F ∈B(X, Y ) and Y  X, then Fix(ClcY×cY F ) = ∅.
Proof. Since iY ∈ ClC(Y ,cY )(Cπ (Y , X)), there exists a net (hλ)λ∈Λ in C(Y , cY ) ∩ Cπ (Y , X) uniformly converging to iY on
C(Y , cY ). For each λ ∈ Λ one has hλ ◦ (F ◦ irnghλ ) ∈P, thus hλ ◦ (F ◦ irnghλ ) ∈ F, since F ∈B. Then, there are xλ ∈ rnghλ  cY
with xλ ∈ hλ(F (xλ)) and yλ ∈ F (xλ) ∩ h−λ (xλ) ⊂ Y  cY . Therefore, for each surrounding D of the diagonal uniformity on cY ,
one has (xλ, yλ) ∈ D for eventually all λ ∈ Λ. Since cY is compact, there is a cluster point x0 ∈ cY of the net (xλ)λ∈Λ , thus
(x0, x0) is a cluster point in cY × cY of the net (xλ, yλ) ∈ F . As a consequence, x0 ∈ Fix(ClcY×cY F ). 
Recall that a compact closed multifunction is upper semicontinuous.
Corollary 1. Let (Z ,) be a proximity space and X  Z . If F ∈B(Z , Z) is closed, F (X) X and ClZ (F (X)) is compact, then Fix F = ∅.
Proof. Apply Theorem 3 replacing F with F ◦ i X and with Y = F (X). Notice that ClZ (Y ) cY . 
6. Proper classes
The exposition above depends on the chosen vectorial space Ω , but it can be easily modiﬁed to obtain universality by
introducing proper classes. We work with ZFC theory (Zermelo–Fraenkel axiomatic set plus the Axiom of Choice) making
use of the notion of class as a general speciﬁable (by a formula of the ﬁrst order predicate calculus) collection of sets, which
may or may not be a set; thus everything which we say with the term class can also be said without it (see [12]).
Recall that a set μ is a cardinal number if μ ⊂ 2μ , no element of μ has the same cardinality as μ itself and (μ,∈)
is well ordered. Also remember that, if μ = ν are cardinal numbers, then either μ ⊂ ν or ν ⊂ μ (furthermore, either
μ ∈ ν or ν ∈ μ). For each set there exists exactly one cardinal having the same cardinality. For each set A denote A =
{x ∈ A × (R \ {0}): x single-valued} and let Z be the proper class Z=⋃{ μ: μ is a cardinal}. For x, y ∈ Z, a ∈ R, we deﬁne
x+ y,ax ∈ Z as follows:
• If a = 0, (ax)(t) = a(x(t)) with dom(ax) = dom x. If a = 0, then ax = ∅.
• dom(x+ y) = (dom x∪ dom y) \ {t ∈ dom x∩ dom y: x(t) + y(t) = 0} and
(x+ y)(t) =
⎧⎪⎨
⎪⎩
x(t) if t ∈ dom x \ dom y,
x(t) + y(t) if t ∈ dom x∩ dom y,
y(t) if t ∈ dom y \ dom x.
It can be easily shown that (Z,+, ·) satisﬁes all the axioms in the deﬁnition of (real) vector spaces, with ∅ as zero vector,
although Z is not a set.
For each subset A of a cardinal, A ⊂ Z is a vector space (A can be seen as a basis of A). Furthermore, B is a subspace
of A, whenever B ⊂ A. Likewise, for any vector space E there is exactly one cardinal μ such that E is isomorphic with μ.
This paper supports a double reading: if Ω stands by Z, all collections denominated as classes in the previous sections,
will be proper classes, but, if Ω stands by an arbitrary vector space (i.e., Ω = μ for a cardinal number μ), then all these
classes will be just sets. For instance, if we select the cardinal number μ having the same cardinality than 2R , then,
our study will cover all separable (i.e. containing a countable dense subset) spaces. Recall that μ and μ have the same
cardinality in the last case.
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