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Εισαγωγή στο πρόβλημα 
 
Η αλματώδης αύξηση της τεχνολογίας έχει επιφέρει σημαντικές αλλαγές στα δίκτυα 
υπολογιστών. Συγκεκριμένα τα τελευταία χρόνια γνωρίζει ευρείας αποδοχής η 
ασύρματη δικτύωση υπολογιστών/συσκευών καθώς προσφέρει πληθώρα 
πλεονεκτημάτων σε αυτούς που την χρησιμοποιούν και αρκετές ευκολίες, κυρίως 
λόγω της απαλλαγής από τα καλώδια. 
Ως εκ τούτου τα ασύρματα δίκτυα εισχωρούν στην καθημερινότητα του απλού 
χρήστη και όχι μόνο, από το πιο απλό παράδειγμα, που είναι το ασύρματο router 
στο σπίτι ή σε ένα hotspot, μέχρι και τα μεγαλύτερα εταιρικά δίκτυα. Αυτό έχει ως 
αποτέλεσμα να προκύπτουν νέα προβλήματα και θέματα προς έρευνα για την 
βελτιστοποίηση τους. Ο λόγος είναι ότι δεν έχουν σχεδιαστεί για τόσο ευρεία χρήση 
και τα προβλήματα θα αρχίσουν να εμφανίζονται όταν σε κάθε γειτονιά ο κάθε 
χρήστης θα έχει και το δικό του ασύρματο router που θα ενώνει δεκάδες συσκευές,  
με αποτέλεσμα να υπάρχει πληθώρα ασυρμάτων συσκευών σε μικρή εμβέλεια με 
πολλά προβλήματα να προκύπτουν από τις παρεμβολές του ενός στο άλλο.  
Ένας βασικός τομέας των ασύρματων δικτύων που παίζει σημαντικό ρόλο στο 
throughput του μέσου, είναι το rate adaptation, δηλαδή η επιλογή του κατάλληλου 
ρυθμού μετάδοσης για να μπορεί να επικοινωνήσει ένας ασύρματος κόμβος με 
έναν άλλον χωρίς προβλήματα και με την καλύτερη δυνατή ταχύτητα που του 
επιτρέπει το ασύρματο κανάλι. 
Αρχικά φαίνεται απλό, ωστόσο η επιλογή του κατάλληλου ρυθμού κρύβει πολλές 
παγίδες, περισσότερες από ότι στα ενσύρματα δίκτυα, καθώς ο αλγόριθμος θα 
πρέπει να συνυπολογίσει πολλές παραμέτρους, όπως η ποιότητα και η συμφόρηση 
του καναλιού, πριν πάρει την σωστή απόφαση. Η τελική του απόφαση μπορεί να 
έχει ως συνέπεια την αποτυχία στην μετάδοση των δεδομένων καθώς μπορεί να 
επιλέξει ένα ρυθμό μεγαλύτερο από ότι μπορεί να υποστηρίξει το κανάλι ή να γίνει 
και το αντίθετο, δηλαδή να επιλεχθεί ένας ρυθμός ο οποίος είναι κατώτερος από 
αυτόν που μπορεί να υποστηρίξει το κανάλι, με αποτέλεσμα να μην έχουμε 
αποτελεσματική χρήση του ασύρματου μέσου. 
Η επικοινωνία στα δίκτυα όπως είναι γνωστό γίνεται με πακέτα πληροφοριών. Ποιο 
συγκεκριμένα στα ασύρματα δίκτυα βλέπουμε πακέτα από μερικά Bytes έως 
1500bytes περίπου. Η δομή ενός πακέτου δεδομένων στα ασύρματα δίκτυα είναι η 
εξής: 
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 Πριν μεταδοθεί ένα πακέτο η κάρτα στέλνει μπροστά από το header του πακέτου το 
λεγόμενο PLCP header, ο οποίος “προετοιμάζει” την κάρτα του παραλήπτη για την 
λήψη του κανονικού πακέτου. Ο PLCP header στέλνεται σε χαμηλότερο rate από το 
κανονικό πακέτο, έτσι ώστε διασφαλιστεί η ακεραιότητα του. Αν χαθεί ο PLCP 
header χάνεται και ολόκληρο το πακέτο, καθώς η κάρτα δεν ήταν δυνατό να λάβει 
τις απαραίτητες πληροφορίες ώστε να γίνει σωστά η λήψη του κανονικού πακέτου 
(συγχρονισμός, διάρκεια μετάδοσης, κτλ). 
 
Οι rate adaptation αλγόριθμοι λοιπόν καλούνται κάθε φορά πριν σταλεί ένα πακέτο 
να κάνουν μία εκτίμηση της ποιότητας του  μέσου βάσει της οποίας θα πρέπει να 
επιλέξουν την κωδικοποίηση με την οποία θα μεταδοθεί το πακέτο. Όσο καλύτερο 
το κανάλι, τόσο μεγαλύτερη η κωδικοποίηση του πακέτου και τόσο μεγαλύτερος ο 
ρυθμός μετάδοσης. Αν επιλεγεί όμως ρυθμός/κωδικοποίηση μεγαλύτερος από 
αυτόν που μπορεί να υποστηρίξει το κανάλι, το πακέτο θα φτάσει κατεστραμμένο 
λόγω θορύβου και συνεπώς δεν θα παραληφθεί επιτυχώς. Οι σημερινοί αλγόριθμοι 
είναι κυρίως εμπειρικοί και ευρεστικοί. Συνεπώς υπάρχουν πάρα πολλοί τρόποι και 
μετρικές που χρησιμοποιούνται σήμερα, όμως σε γενικές γραμμές όλες έχουν έναν 
κοινό παρονομαστή: 
 Αν έχουμε αποτυχημένη αποστολή μειώνουν το ρυθμό μετάδοσης, ενώ 
 Αν έχουμε επιτυχημένες αποστολές αυξάνουν το ρυθμό μετάδοσης 
Το σαφές μειονέκτημα της παραπάνω τακτικής είναι ότι δεν λαμβάνει καθόλου 
υπόψη της ότι υπάρχουν δύο λόγοι για να αποτύχει η αποστολή ενός πακέτου: 
 Το κανάλι είναι κακής ποιότητας 
 Το κανάλι έχει πολλή κίνηση και συνεπώς έχουμε συγκρούσεις 
πακέτων(collisions) 
Αν δύο κόμβοι επιχειρήσουν να μεταδώσουν ταυτόχρονα, οι κόμβοι οι οποίοι είναι 
εντός εμβέλειας και των δύο σημάτων θα αντιληφθούν σύγκρουση πακέτων με 
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αποτέλεσμα την αποτυχία λήψης και των δύο πακέτων1. Για το λόγο αυτό 
επινοήθηκε ο CSMA/CA μηχανισμός, ο οποίος είναι ένας αλγόριθμος αποφυγής 
συγκρούσεων. Σαν γενική αρχή λειτουργίας έχει να είναι δίκαιος ως προς τον 
αριθμό των απεσταλμένων πακέτων, ανεξάρτητα από τον ρυθμό με τον οποίο αυτά 
στέλνονται. Αυτό όμως μπορεί να έχει και απρόσμενες επιπτώσεις. Αν λόγου χάρη 
ένας κόμβος που μεταδίδει με 1Mbps και ένας κόμβος που μεταδίδει με 54Mbps 
βλέπουν ο ένας τον άλλον, μετά από κάποιο χρονικό διάστημα θα έχουν μεταδώσει 
κατά μέσο όρο τον ίδιο αριθμό πακέτων. Δεδομένου ότι το μέγεθος των πακέτων 
είναι σταθερό και ίσο με 1500 bytes, οι δύο κόμβοι θα έχουν μεταδώσει με τον ίδιο 
ρυθμό, ο οποίος μάλιστα θα είναι χαμηλότερος ή ίσος του πιο “αργού” κόμβου 
(“802.11 Anomaly”).  
Ο μηχανισμός αυτός αναπτύχθηκε για να γίνεται ένας όσο το δυνατόν ποιο δίκαιος 
διαμοιρασμός του μέσου, το οποίο δεν είναι τίποτα άλλο από το μη-ντετερμινιστικό 
αέρα και την συχνότητα στην οποία λειτουργούν οι κάρτες (συνήθως στην μπάντα 
των 2,4GHz και λιγότερο των 5Ghz). Συνεπώς δεν είναι δυνατόν να χρησιμοποιούν 
ταυτόχρονα την ίδια συχνότητα στον αέρα δύο διαφορετικές ασύρματες κάρτες και 
γι αυτό τον λόγο οι μηχανισμοί του CSMA/CA αναλαμβάνουν να διασφαλίσουν ότι 
μόνο μία μετάδοση γίνεται κάθε χρονική στιγμή. Αξίζει να σημειωθεί ότι τα κανάλια 
του 802.11g είναι 14 και από αυτά, τα 3 είναι μη επικαλυπτόμενα το οποίο 
υποδεικνύει και το πρόβλημα που προκύπτει από την συνεχώς αυξανόμενη 




 Συνεπώς γίνεται πλέον αρκετά ξεκάθαρη η σημαντικότητα επιλογής του 
σωστού(μεγίστου δυνατού) ρυθμού μετάδοσης, τόσο για τον ίδιο τον κόμβο, όσο 
και για το σύστημα.  
Όσο αναφορά τον μηχανισμό backoff, είναι ένας μηχανισμός του CSMA/CA που 
προσπαθεί να αποφύγει τις συγκρούσεις. Ο τρόπος που δουλεύει είναι απλός και 
έχει ως εξής: 
                                                     
1 Εξαίρεση σε αυτό αποτελεί η περίπτωση κατά την οποία τα λαμβανόμενα σήματα στον 
παραλήπτη έχουν αισθητή διαφορά ισχύος, γεγονός που επιτρέπει στο ισχυρότερο να 
ληφθεί επιτυχώς (Capture Effect). 
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 Στην ουσία είναι ένας μετρητής που λαμβάνει τυχαία τιμή μέσα από ένα 
πεπερασμένο εύρος. 
 Κάθε φορά που ένας κόμβος θέλει να μεταδώσει, ακούει το κανάλι και 
εφόσον δεν χρησιμοποιείται αρχίζει να μετράει αντίστροφα ξεκινώντας από 
την τιμή που έχει και όταν φτάσει στο μηδέν μεταδίδει. 
 Όταν το κανάλι χρησιμοποιείται, τότε ο μετρητής σταματάει την αντίστροφη 
μέτρηση και περιμένει μέχρι το κανάλι να απελευθερωθεί ώστε να ξεκινήσει 
από εκεί που έμεινε, μέχρι να φτάσει στο μηδέν και να αρχίσει την 
μετάδοση. 
 Όταν ένα πακέτο χάνεται, υποθέτει ότι υπήρξε μία σύγκρουση και για να 
μειώσει την πιθανότητα να ξαναγίνει διπλασιάζει το εύρος των πιθανών 
τιμών που μπορεί να πάρει. Σαν αποτέλεσμα, την επόμενη φορά θα διαλέξει 
έναν αρκετά μεγαλύτερο αριθμό, κατά μέσο όρο διπλάσιο, για να αρχίσει 
την αντίστροφη μέτρηση. 
Γνωρίζοντας τώρα πως λειτουργεί ο παραπάνω μηχανισμός, εύκολα συμπεραίνουμε 
ότι για να έχουμε σύγκρουση πακέτων θα πρέπει οι backoff timers δύο ή 
περισσοτέρων κόμβων να μηδενιστούν ταυτόχρονα. Αυτό σημαίνει ότι όσοι 
περισσότεροι κόμβοι υπάρχουν σε ένα ασύρματο δίκτυο, τόσο μεγαλύτερη είναι και 
η πιθανότητα να συμβεί το παραπάνω φαινόμενο και να έχουμε συγκρούσεις 
πακέτων. 
Υποθέτοντας ότι έχουμε λύσει το πρόβλημα του διαχωρισμού των απωλειών 
εξετάζουμε τις πιθανές ενέργειες σε κάθε περίπτωση: 
1. Αν το πακέτο καταστράφηκε λόγω θορύβου, το κανάλι δεν μπορεί να 
υποστηρίξει επιτυχώς την κωδικοποίηση που επιλέξαμε συνεπώς πρέπει να 
ρίξουμε το ρυθμό μετάδοσης  
2. Αν το πακέτο καταστράφηκε λόγω σύγκρουσης, δεν παίρνουμε καμία 
πληροφορία για την ποιότητα του καναλιού, παρά μόνο ότι θέλουν να το 
χρησιμοποιήσουν και άλλοι κόμβοι.  
Αν λάβουμε όμως υπόψη μας και το “802.11 Anomaly”: 
 Αν μειώσουμε το ρυθμό μετάδοσης χωρίς να χρειάζεται, θα υποστούμε 
μείωση και στο δικό μας throughput αλλά και στου συστήματος. 
 Αν αυξήσουμε το ρυθμό μετάδοσης, θα αυξηθεί το throughput των 
υπόλοιπων κόμβων του συστήματος, αλλά δεν γνωρίζουμε τι θα κάνει το 
δικό μας throughput. 
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Εφόσον αυτή τη στιγμή εφαρμόζεται η πρώτη προσέγγιση, θα επιλέξουμε τη μεσαία 
οδό και όταν διακρίνουμε ότι το πακέτο μας έχει υποστεί σύγκρουση απλά θα 
διατηρούμε το ρυθμό μας αμετάβλητο.  
 
 
Μελέτη των επιμέρους προβλημάτων 
 
Το κίνητρο λοιπόν για την σχεδίαση ενός αποδοτικότερου rate adaptation 
αλγορίθμου είναι ο διαχωρισμός των απωλειών σε πακέτα που χάνονται: 
1. Λόγω θορύβου δηλαδή κακής ποιότητας καναλιού 
2. Λόγω σύγκρουσης με άλλο πακέτο(collision) 
Ένας τρόπος να καταφέρουμε να διαχωρίσουμε τις απώλειες είναι να 
κατηγοριοποιηθεί το μοτίβο με το οποίο καταστρέφονται τα πακέτα.  Ποιο 
συγκεκριμένα, όταν ένα πακέτο καταστρέφεται λόγω θορύβου, τότε έχουμε κάποια 
ξεσπάσματα λαθών (error bursts) τα οποία καταλαμβάνουν τυχαία, διάσπαρτα και 
μικρά τμήματα του πακέτου. Αντίθετα, όταν δύο πακέτα μεταδοθούν ταυτόχρονα 
και συγκρουστούν, τότε τα λανθασμένα bits των πακέτων έχουν μεγαλύτερη 
πιθανότητα να είναι συνεχόμενα και το μεγαλύτερο μέρος του πακέτου, αν όχι όλο, 
αχρηστεύεται. 
 
Καταστροφή λόγω noise 
 
Καταστροφή λόγω collision 
Στην περίπτωση της καταστροφής από θόρυβο, υπάρχει μεγάλη πιθανότητα να 
διασωθεί η κεφαλή του πακέτου που περιέχει πληροφορίες όπως τις MAC του 
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αποστολέα και του παραλήπτη. Αυτό συμβαίνει διότι το μέγεθός της είναι πολύ 
μικρό σχετικά με το μέγεθος ολόκληρου του πακέτου και κατ’ επέκταση η 
πιθανότητα να καταστραφεί μικρότερη. Αυτό μας δίνει την δυνατότητα να 
εντοπίσουμε με μεγάλη πιθανότητα, ποια πακέτα καταστράφηκαν λόγω θορύβου 
και από ποιον στάλθηκαν αυτά στη μεριά του παραλήπτη. 
Το παραπάνω σενάριο ωστόσο αφορά τις περιπτώσεις που όλοι οι ασύρματοι 
κόμβοι μπορούν και βλέπουν όλους τους ασύρματους κόμβους που υπάρχουν στο 
δίκτυο. Γι αυτό και υπάρχει τέλειος συγχρονισμός μεταξύ των αποστολών, κάτι το 
οποίο προβλέπεται στο πρωτόκολλο 802.11. Σε αυτήν την περίπτωση ο μόνος 
τρόπος να έχουμε σύγκρουση πακέτων είναι όταν δύο κόμβοι αρχίσουν να 
μεταδίδουν ταυτόχρονα και αυτό μπορεί να συμβεί μόνο εφόσον μηδενιστούν 
ταυτόχρονα οι backoff timers τους. Διαφορετικά αν αρχίσει να μεταδίδει ο ένας 
κόμβος λίγο νωρίτερα, τότε ο δεύτερος κόμβος θα ακούσει το κανάλι κατειλημμένο 
και δεν θα αρχίσει την μετάδοση του. 
 
Το πρόβλημα του κρυμμένου κόμβου 
 
 Το πρόβλημα του κρυμμένου κόμβου(Hidden Terminal) αφορά την περίπτωση 
όπου έχουμε για παράδειγμα τρεις κόμβους και οι δύο κόμβοι οι οποίοι δεν 
βλέπουν ο ένας τον άλλον, μεταδίδουν ταυτόχρονα στον τρίτο κόμβο, όπου και 
αναπόφευκτα δημιουργούνται συγκρούσεις. 
 
Σε αντίθεση με την περίπτωση όπου όλοι οι κόμβοι βλέπονταν μεταξύ τους, οι 
συγκρούσεις των πακέτων δεν είναι συγχρονισμένες! Αυτό συμβαίνει γιατί οι δύο 
κόμβοι οι οποίοι δεν ακούγονται μεταξύ τους ξεκινάνε τις μεταδόσεις τους ο 
καθένας ανεξάρτητα από τον άλλο. Αυτό έχει σαν αποτέλεσμα τα παρακάτω 
σενάρια συγκρούσεων πακέτων. 
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Από τα σχήματα συμπεραίνουμε ότι το ένα από τα δύο πακέτα δεν θα ληφθεί 
καθόλου, καθώς χάνεται ο PLCP header και η κεφαλή του. Αντίθετα, το άλλο πακέτο 
θα ληφθεί, ως εσφαλμένο βέβαια, καθώς θα διασωθεί ο PLCP header και 
πιθανότατα και η κεφαλή του πακέτου, ενώ μεγάλο μέρος του πακέτου θα είναι 
κατεστραμμένο. 
 
Το capture effect 
 
Δυστυχώς η θεωρία με την πράξη δεν είναι πάντα ίδια και δεν υπάρχει πάντα ο 
σαφής διαχωρισμός του πότε είχαμε collision, ακόμη και αν μπορούμε να 
αναγνωρίζουμε όλες τις παραπάνω περιπτώσεις που αναφέρθηκαν. Αυτό συμβαίνει 
γιατί έχει παρατηρηθεί ένα φαινόμενο το οποίο λέγεται capture effect. 
Στην ουσία το φαινόμενο αυτό δεν είναι τίποτα άλλο παρά την υπερίσχυση ενός 
πακέτου(σήματος) έναντι ενός άλλου στον δέκτη. Δηλαδή αν έχουμε μια σύγκρουση 
πακέτων στον παραλήπτη και το ένα πακέτο είναι τουλάχιστον κατά 3dB 
ισχυρότερο από το άλλο, τότε ο παραλήπτης αποκωδικοποιεί ορθά το ισχυρό 
πακέτο, ενώ το άλλο δεν το λαμβάνει ποτέ. 
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Αυτό επιφέρει δυσμενή αποτελέσματα στο δίκτυο, καθώς ο κόμβος που χάνει το 
πακέτο με τους παραδοσιακούς αλγορίθμους, ρίχνει τον ρυθμό του και απασχολεί 
το κανάλι περισσότερο από όσο θα έπρεπε και κατά συνέπεια έχουμε μη αποδοτική 
χρήση του καναλιού. Επιπλέον αυξάνει συνεχώς και τον backoff timer του με 
αποτέλεσμα να προσπαθεί να μεταδώσει σπάνια. 
Το πρόβλημα περιπλέκεται περαιτέρω όταν υπάρχει και hidden terminal μεταξύ 
αυτών των δύο κόμβων. Τότε παρατηρείται το εξής παράδοξο: 
 Ο κόμβος ο οποίος δεν αντιλαμβάνεται την παρουσία άλλου κόμβου και τα 
πακέτα του υπερισχύουν, καταφέρνει να διατηρήσει έναν υψηλό ρυθμό 
μετάδοσης και σχεδόν να χρησιμοποιήσει το κανάλι κατά αποκλειστικότητα. 
 Ο δεύτερος κόμβος, ο οποίος ούτε αυτός αντιλαμβάνεται την παρουσία του 
άλλου αποστολέα, υποφέρει από συγκρούσεις οι οποίες έχουν σαν 
αποτέλεσμα την πτώση του ρυθμού μετάδοσης λόγω των παραδοσιακών 
αλγορίθμων. Επιπλέον αυξάνει συνεχώς και τον backoff timer του με 
αποτέλεσμα να προσπαθεί να μεταδώσει σπάνια και όταν το κάνει να έχει 
μεγαλύτερη πιθανότητα να χάσει το πακέτο λόγω σύγκρουσης. Αυτό 
συμβαίνει διότι καταλαμβάνει περισσότερη ώρα το κανάλι εξαιτίας του 
χαμηλού ρυθμού μετάδοσης και έτσι είναι περισσότερο ευπαθής να χάσει το 
πακέτο που μεταδίδει, αν εκείνη την στιγμή αποφασίσει να μεταδώσει ο 
άλλος κόμβος . Στο τέλος αυτό που συμβαίνει είναι ο «αδύναμος» κόμβος να 
μεταδίδει σχεδόν με μηδενικό ρυθμό. 
 
 
Η λύση στο πρόβλημα 
 
Εφόσων είδαμε ότι τα πακέτα καταστρέφονται διαφορετικά σε κάθε περίπτωση, το 
μόνο που μένει είναι να προσδιορίσουμε ένα τρόπο με τον οποίο θα ανιχνεύουμε 
τα εσφαλμένα bits σε ένα λαμβανόμενο πακέτο και πως αυτά κατανέμονται. Τότε 
θα μπορούσαμε να καθορίσουμε και το αίτιο που προκάλεσε την καταστροφή του. 
Αποφασίσαμε να τροποποιήσουμε το MAC επίπεδο ώστε κάθε πακέτο να χωρίζεται 
ομοιόμορφα σε έναν αριθμό τμημάτων και κάθε τμήμα να ακολουθείται από το CRC 
του τμήματος αυτού.  
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Ο λόγος που επιλέξαμε να τοποθετήσουμε αυτά τα “μικρά” CRC ομοιόμορφα 
κατανεμημένα εσωτερικά του πακέτου, είναι καθαρά η ανοχή σε σφάλματα. Αν τα 
τοποθετούσαμε όλα μαζί σε ένα μέρος, ένα burst θορύβου στην περιοχή αυτή του 
πακέτου, θα προκαλούσε εσφαλμένη λήψη πολλών CRC και συνεπώς λανθασμένη 
εντύπωση ότι σωστά κομμάτια του πακέτου έχουν σφάλματα. Το ίδιο θα μπορούσε 




Στην λήψη, ο παραλήπτης υπολογίζει εκ νέου το checksum των επιμέρους 
κομματιών του πακέτου και το συγκρίνει με το εμπεριεχόμενο CRC αυτών. Στην 
συνέχεια μελετώντας την κατανομή και την ποσότητα αυτών εξάγουμε το 
συμπέρασμά μας. Το σκεπτικό είναι ότι εφόσον μία σύγκρουση προκαλεί 
συνεχόμενα σφάλματα ενώ ο θόρυβος σποραδικά, αν ο αριθμός των συνεχόμενων 
λανθασμένων τμημάτων είναι πάνω από κάποιο όριο, το πακέτο έχει συγκρουστεί. 
Σε αντίθετη περίπτωση τα σφάλματά του προέρχονται με μεγάλη πιθανότητα από 
θόρυβο στο κανάλι.  
 
Το μέγεθος του CRC κάθε τμήματος, ο αριθμός στον οποίο χωρίζουμε το πακέτο 
καθώς και το όριο απόφασης, επιλέχθηκε έπειτα από μαθηματική μελέτη (βλέπε 
Παράρτημα), αλλά οριστικοποιήθηκε πειραματικά έτσι ώστε να αυξάνει 
ανεπαίσθητα το πλεόνασμα της μεταδιδόμενης πληροφορίας, αλλά και να μας 
προφέρει αρκετή ακρίβεια στην επιλογή μας2. Επιλέξαμε το CRC σαν συνάρτηση 
κατακερματισμού, διότι είναι εξαιρετικά αποδοτική στο να ανιχνεύει bursts 
σφαλμάτων, το επικρατές είδος σφαλμάτων σε ένα τηλεπικοινωνιακό κανάλι. 
 
Στο σημείο αυτό έχουμε καταφέρει ο παραλήπτης να γνωρίζει το αίτιο 
καταστροφής του πακέτου, αλλά αυτή η πληροφορία έχει λίγη αξία αν δεν φτάσει 
                                                     
2
 Ιδανικά θα θέλαμε να γνωρίζουμε το μέσο εύρος ενός burst θορύβου και να θέσουμε το 
κατώφλι μας για τη σύγκρουση σε κάτι μεγαλύτερο αυτού. 
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στον αποστολέα. Ιδανικά θα θέλαμε με τον ίδιο τρόπο που ενημερώνεται ο 
αποστολέας για μία επιτυχημένη μετάδοση μέσω ενός ACK, να ενημερώνεται και 
για το αίτιο αποτυχίας. Δυστυχώς αυτό είναι απαγορευτικό λόγω hardware 
συνεπώς καταλήξαμε στην εξής λύση: 
Οι πιθανές “καταστάσεις” ενός πακέτου είναι τρεις: 
- Επιτυχημένη μετάδοση 
- Αποτυχημένη μετάδοση λόγω θορύβου 
- Αποτυχημένη μετάδοση λόγω σύγκρουσης 
 
Ως εκ τούτου, αν προσδιορίζουμε τις δύο από τις τρεις καταστάσεις, η τρίτη 
αυτοπροσδιορίζεται λόγω της εις άτοπο απαγωγής.  
 
Έτσι: 
- Όταν ένα πακέτο λαμβάνεται επιτυχώς στέλνουμε ένα ACK 
- Όταν ένα πακέτο καταστράφηκε λόγω θορύβου, ενημερώνουμε τον αποστολέα με 
ένα δικό μας πακέτο ΝΑΚ, το οποίο δημιουργείται και αποστέλλεται σε χρόνο 
μικρότερο από αυτόν που χρειάζεται ο αλγόριθμος προσαρμογής του ρυθμού 
μετάδοσης του αποστολέα για να αποφασίσει να αλλάξει το ρυθμό. 
- Όταν ένα πακέτο καταστρέφεται λόγω σύγκρουσης, δεν στέλνεται τίποτα. 
 
Ο λόγος που επιλέγουμε να στείλουμε το ΝΑΚ πακέτο στην περίπτωση του 
θορυβώδους καναλιού και όχι στη σύγκρουση, είναι η ακεραιότητα των δεδομένων 
στο header του πακέτου (αυτός είναι εξάλλου και ο λόγος που έχουμε προσθέσει 
ένα μικρό checksum και στο header). Χρειαζόμαστε ακέραια τα bits που μας 
πληροφορούν για τη διεύθυνση του αποστολέα. Σε αντίθετη περίπτωση δεν 
μπορούμε να ξέρουμε ποιανού κόμβου τα στατιστικά να ενημερώσουμε. Επειδή ο 
header καταλαμβάνει πολύ μικρό μέρος του πακέτου, η πιθανότητα να προκύψει 
σφάλμα σε αυτόν λόγω θορύβου είναι εξίσου μικρή. Από την άλλη μεριά, εφόσον οι  
πιθανοί τρόποι σύγκρουσης δύο πακέτων είναι ισοπίθανοι, η πιθανότητα να φτάσει 
ο header κατεστραμμένος είναι σαφώς υψηλότερη. Επιπρόσθετα, σε περίπτωση 
σύγκρουσης δύο πακέτων, μόνο ο ένας εκ των δύο header διασώζεται. Εξαίρεση 
αποτελεί η περίπτωση της πλήρους επικάλυψης, κατά την οποία καταστρέφονται 
και οι δύο headers. 
 
Η δομή ενός ΝΑΚ πακέτου είναι πολύ απλή και προσαρμοσμένη στα ζητούμενα του 
SampleRate, μιας και αυτόν τον αλγόριθμο προσαρμογής ρυθμού μετάδοσης 
επιλέξαμε στην υλοποίησή μας. Έπειτα από τους καθιερωμένους headers, στην 
περιοχή των δεδομένων του πακέτου εισάγουμε τριάδες πληροφορίας που 
αποτελούνται από: 
Α) Το μέγεθος του πακέτου 
Β) Το ρυθμό με τον οποίο αυτό στάλθηκε  
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Γ) Τον αριθμό των συνεχόμενων λανθασμένων πακέτων με τα παραπάνω 





Όλα τα παραπάνω έχουν υλοποιηθεί στον driver ανοιχτού κώδικα MadWifi για 
ασύρματες κάρτες με τσιπ Atheros. Τα πειράματα διεξήχθησαν στο NITOS Wireless 
Testbed. Λεπτομέρειες για την υλοποίηση και για τα αποτελέσματα των 
πειραμάτων φαίνονται στο Παράρτημα. 
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