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ABSTRACT

The purposes of this research were to:-

• develop an integrated, conceptual model of the productivity process,
• apply a simplified version of it to selected aspects of an Australian integrated steel
strip manufacturing plant, and
• develop recommendations for controlling and improving the productivity of the plant.

Following an extensive literature search, a full theoretical model of productivity was
developed, involving the following key concepts and theories:-

• Total Factor Productivity,
• Activity Factor,
• Systems Approach,
• Action Research,
• Total Quality Management,
• Change Theory,
• H u m a n Performance, and
• Multiple Regression Analysis.

A simplified model of productivity was then developed and tested for both managerial
acceptance and perceived usefulness, in the selected manufacturing plant.

The research has developed a conceptual framework for activity based analysis which
was critical to productivity measurement. This framework was based on the "activity factor"
concept — originally proposed by Cooper and Kaplan (1988). This concept stresses that it is
not products, but "activities" which cause cost, and it is products which consume activities.

XI

A n "activity factor" approach has been rarely included and

documented in the

productivity measurement literature. This study documents the gaps in our knowledge about
this important issue related to productivity. Hence, the research question proposed is as
follows:
Does an integrated "total factor" productivity management
system incorporating the "activity factor" concept enhance
productivity in an integrated steel strip manufacturing plant ?

The overall research design was based on an action research approach during which the
researcher worked with management groups within the selected integrated steel strip

manufacturing plant. This experience provided insights that helped to identify key manage

control variables and formulate research hypotheses. A regression analysis was then used t
explore the relationships of the key variables to an independent measure of productivity
determine sensitivity coefficients.

The regression analysis explained approximately 66% of variance of the productivity

variable. Thus the study provided evidence that the activity based approach can successful

identify key management control variables for productivity. The data also supported a "tot
quality" approach to improving productivity, namely improvement comes from small,
continuous steps over a wide range of relevant factors.

The large manufacturing organization studied has many characteristics in common with
other industrial organizations. Thus, the findings and conclusions of this study may be
pertinent not only to similar firms, but also to other manufacturing industries.

The particular contributions of this research are considered to be:-

• a further development in productivity modelling,
• new knowledge concerning the improvement of productivity in the Australian
manufacturing environment.
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CHAPTER 1
C H A P T E R 1.

INTRODUCTION

The purpose of this research is to develop an integrated,
conceptual model of the productivity process, and to apply a simplified
version of it to selected management aspects of the B H P , Western Port
Plant, with a view to improving the productivity ratio of the plant.

Structure of the thesis

This thesis is divided into five chapters, which can be summarized as fol

1. Chapter One identifies a challenging issue—productivity. It outlines t
background characteristics of the research. It contains the setting for the
research, the description of the research problem, the significance of the
problem, the different approaches to defining and using productivity, the
purpose and objectives of the proposed research, the summary of key points
and ideas used, the scope and limitations of the research, and the perceived
value of the research.

2. Chapter Two provides a general overview of the literature and accompan
development of the research themes. It includes a brief introduction, some
important definitions and concepts of productivity, an explanation of
productivity measurement and the process of managing productivity. It also
explains the following key concepts:- the action research, and systems theory
approaches to productivity management, total quality management, change
theory, the "activity factor", human performance in productivity, and multiple
regression analysis. It also discusses the development of the conceptual model
which underlies the research approach.
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3.

Chapter Three develops the research methodology. Initially, a review is
carried out of the conceptual model underlying the research. Then, limitations
are acknowledged, and the simplified research model is developed. This
chapter also deals with the key performance indicators (KPIs), the research
hypotheses, and the pilot study at B H P Steel Group, Western Port Plant.

4. Chapter Four concentrates on the research results. It contains the data
analysis and discussion of the principal findings.

5. Chapter Five summarizes and concludes this thesis. It provides summaries
and interpretations of the key findings, and it provides suggestions and
recommendations for a successful plant-wide productivity management system
and for future research.

1.1 Background and Context for the Research

This section is designed to introduce the background of the problem, to
understand where the problem comes from, and to understand w h y it is a problem.

1.1.1 Setting for the research

This study involved a field research within an integrated steel strip
manufacturing plant. The data gathering location and focus for the research was B H P ,
Sheet & Coil Products Division, and this section will provide a general description of
the background information of the company under study. This Division operates a hot
strip mill and cold strip plant at Western Port, Victoria, Australia.

The Coated Products Division of BHP Steel had its beginnings in 1857 when
Irishman, John Lysaght, acquired a small galvanizing works in Bristol, England.
John Lysaght visited Australia in 1879 to set up a central selling agency because of the

ever-swelling volume of trade. About two-thirds of his output was exported to
Australia.

BHP took over the Australian Iron and Steel Works at Port Kembla in 1936
and offered its sheet rolling and galvanizing equipment to John Lysaght (Australia)
Limited. This offer was accepted and construction of a n e w works on Springhill
began.

Expansion of the steel sheet market in Australia continued throughout the years
requiring a change to strip production methods (in 1955) and then the establishment of
another complete sheet and coil manufacturing plant on Western Port Bay in Victoria
in 1972. This manufacturing complex is BHP's newest plant. It was enlarged by
addition of a hot strip mill in 1978.

BHP became joint owners of John Lysaght (Australia) Limited in 1970 with
Guest, Keen and Nettlefold's, the owners since 1920. The company became a wholly
owned subsidiary of B H P in 1979. It adopted the name Coated Products Division
after a corporate restructuring in 1985. It has subsequently become the "Sheet and
Coil Products Division" in 1992.

The Coated Products Division of BHP is described in a company publication
("The production of steel sheet and coil", B H P , December, 1988) as Australia's
premier producer of steel sheet and coil. It is also one of the world's biggest
producers of coated steel and roll-formed steel products. Coated Products Division is
a part of B H P Steel, and is comprised of an interlocking series of units based on steel
sheet and coil product business.

Production of steel sheet and coil is a highly specialized and complex
manufacturing operation. The Western Port Plant processes slab produced either by
B H P Slab and Plate Products Division at Port Kembla or by BHP's Long Product
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Division at Whyalla, South Australia. The plant operates:
•

a hot strip mill,

•

a continuous pickle line,

•

a five stand cold reduction mill,

•

coil annealing furnaces,
three continuous hot-dip metal coating lines (one for zinc and two for
zinc/aluminium alloy coatings),

•

a coil temper mill,

•

two continuous paint coating lines,

•

m a n y smaller units of finishing equipment.

The plant converts steel slab or hot rolled coil into a wide range of products
including: hot and cold rolled uncoated; hot-dipped zinc-coated; zinc/aluminium alloycoated; teme coated; P V C laminated; and electrical steel sheet and coil.

The total site area is 1220 hectares. The work force is between 1700 and 1800.
(Information obtained from B H P Steel, Sheet & Coil Products Division as at March,
1993.).

A simplified plant organization chart and production flow chart of the major
steel sheet and strip production operations is n o w provided in Figures 1.1 and 1.2
below. The division's mission, vision, rationale, and key strategies are provided in
Appendix 11.

(All the above information is based on BHP's introductory material entitled "The
production of steel sheet and coil" of December, 1988.)

4

WESTERN PORT SHEET & COIL PRODUCTS
WORKS MANAGEMENT

STAFF ORGANISATION CHART
as at 30th December, 1989

WORKS MANAGER
C J (Cyril) BENJAMIN

ASSISTANTS
WORKS MANAGER
ITUNNECUFFE

SECRETARY
MraFaye Lay

TECHNICALAREA SUPERINTENDENT
DEVELOPMENT ENGINEERING
BUSINESS & PRODUCTION
SYSTEMS PROJECT

MANAGER
ADMINISTRATION &
PLANNING
JRBORNE

MANAGER HUMAN
RESOURCES
PC TALBOT

SUPERINTENDENT
COMPUTER
SERVICES
CMMORONEY

GENERAL
SUPERINTENDENT
COLD STRIP PLANT
HEPAPSON

HOTSTRIPMILL
SUPERINTENDENT

CHIEF ENGINEER

J G LAWRENCE

M G BYRNE

Figure 1.1 — Simplified Organization Chart
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SUPERINTENDENT
ORGANIC
FINISHING
MJPartdnson

WESTERN PORT
Steel Sheet and Coil
Production Flow Chart
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HOT STRIP M i a
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- > Hoi rolled plate & slit coil

v
•
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>
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V
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v
5—
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- > Cold rolled, hard

V
•

>
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>/
V
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->-
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V
V
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\/
•
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>
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V
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V
->

PAINT LINE
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This now (hart depicts major steel sheet and imp production operations only and does
not include other facilities such as shearing, slitting, levelling and cleaning lines, testing
and inspection.

Figure 1.2 — Production Flow Chart
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A major reason for this study being located in the Western Port Plant is the fact
that, from a practitioner's perspective, the dynamic environment that organizations are
facing today has created a lot of practical difficulties in productivity measurement. The
W o r k s Manager of BHP's Western Port Plant recognized that labour productivity
alone was an inadequate measure of the performance of the overall plant. H e thus
sought assistance in developing a plant-wide productivity measurement system. T o
assist this research, B H P provided the researcher with office accommodation at
Western Port Plant and access to confidential company data, arranged meetings with
senior staff and contributed to the researcher's travel and accommodation expenses
associated with the project. O n the other hand, the researcher w a s requested by the
C o m p a n y to enter into a secrecy agreement limiting the extent to which the researcher
m a y divulge C o m p a n y information. This agreement was of a type previously entered
into in relation to joint research between B H P and the University of Wollongong, and
the key details are provided in Appendix 12.

Accordingly, particular productivity aspects of this large manufacturing firm,
B H P Steel, Sheet and Coil Products Division, Western Port Plant, were examined and
analyzed by the researcher. The main purpose was to determine the source, nature,
focus, and scope of the identified productivity systems. A works-based system for
performance measurement and productivity improvement was developed. In this way,
a total factor productivity measure was developed as part of an action research
productivity analysis project for Western Port Plant.

A number of measures of plant productivity were already available within the
organization, namely; Output Rate, Ratio of Operating to Available Time, Ratio of
Available to Calendar Time. The actual definitions of these terms were:-

7

(1)

Output Rate — a measure of the average tonnage produced per 480 minutes (or
1 x 8 hour shift) of continuous operations, determined over a weekly time span
(1 week contains 10080 minutes)
^
Output rate =

weekly output (tonnes) x 480
(10080 - sum of all delays (minutes))

(2) R O A (Ratio of Operating to Available Time) — A measure of the "efficiency" of
the unit in comparing when the unit actually produced with when the unit was
planned to be producing.
_

(10080 - sum of all delays (minutes))
(10080 - sum of scheduled downtime (minutes))

(3) R A C (Ratio of Available to Calendar Time) — A measure of the "utilization" of
the unit in comparing when the unit was planned to be producing with calendar
time.
_ (10080 - sum of scheduled downtime (minutes))
10080

These measures were designed for previous management systems and
provided some valuable and essential information, especially for the accounting
procedures necessary for running of the business. However, with the m o v e to quality
based management of the organization, it was recognized by the plant management that
the existing measures needed to be extended and modified to allow management to
measure the productivity of operations in a w a y that identified key problems and
helped in solving them. For example, in order to improve productivity and meet
delivery performance goals, works based measures were required that applied to the
whole plant, as opposed to a series of measures for individual units. This approach
would permit trade-offs between efficiencies at individual units in order to maximize
the efficiency of the plant as a whole.
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1.1.2 Basic concept of productivity

Productivity is not a simple term, for example Hayes and Wheelwright stated
(1984, 2), "Productivity, a concept that is almost as hard to explain as it is to
measure". Kendrick and Grossman (1980, 11) defined productivity of a production
process as the efficiency with which the physical volume of resource inputs is
converted to a physical volume of output. Sink (1985, 3) adopted a similar approach

defining productivity as the relationship of quantity of output of a production system
over a given time period to the quantity of resources used in producing that output
over the same period of time.

Sink provided a visual systems illustration (Figure 1.3) which depicted the
productivity relationship schematically.

System

Inputs:
Labor
Capital
• equipment
• facilities
• etc.
Energy
Materials
Data

Transformations
Outputs:
Goods
Services

Productivity
Q
I

Figure 1.3 — General Productivity Concept
(Source: Sink 1985, 3)

T h e various definitions and approaches to productivity will be reviewed in
detail in Section 1.2.1.
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1.1.3 A related concept :- productivity measurement

Kendrick, one of the foremost international authorities on corporate
productivity, argued that productivity cannot be measured directly. H e argued that it
must be measured indirectly, ie as a relationship between physical outputs and inputs
that can be estimated most simply as a ratio of aggregate output to the s u m of key
inputs. Kendrick (1984, 210) has given the most frequently quoted classical
definition of "productivity":
Productivity is the ratio of physical
volumes of output to one or more classes of
input used in the production process, usually
expressed in terms of index numbers.

Kendrick continued with the view that output must be related to all associated
inputs or cost elements in order to measure the net saving in real cost per unit of
output, and thus the subsequent increase in productive efficiency.

In line with Kendrick's concept, Chew (1988) suggested that effective
productivity measurement required the development of an index that identifies the
contribution of each factor of production and then tracks and combines them.

The development of productivity measurement at the level of the firm was
pioneered by Davis (1955). H e argued that real costs per unit of output and
productive efficiency cannot be measured unless output is first related to all associated
inputs. Davis' ideas are still influential after more than thirty years. For example,
Kendrick and Creamer (1965), Craig and Harris (1973), Hines (1976), Sumanth
(1984), and Sink (1985) have all extended Davis' work. The above authors measured
productivity performance by quantifying the aggregate inputs and outputs, relative to
some base period. It was then possible to analyze discrete changes in order to identify
causes of productivity increase or decrease.
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1.1.4 Problems of productivity measurement

The complexity of the typical multi-process, multi-product manufacturing
environment created a significant problem for productivity measurement in industry.
The problem arose from difficulties such as:- determining the key contributing factors
including h o w they interact, interpreting the data, and trying to determine the reasons
for the changes in productivity which occur over time. Gold (1985) argued that most
productivity measures have fluctuated between those that are overly fragmented and
those that are overly aggregated. Gold (1979, 103) summarized some of the key
issues that create confusion in measuring productivity:

• dealing with multi-dimensional inputs and outputs;
•

recognizing the dynamic nature of economic relationships;

•

keeping input and output measurement unbiased and independent;

•

weighing the diversified outputs of the firm; and

•

measuring the impact of process (throughput) factors on productivity.

Measuring productivity is critical to any improvement effort. It provides
indicators for controlling and improving productivity. Thus, any organization seeking
to improve productivity must overcome those productivity measurement problems in
the first place.

1.1.5 Significance of the problem

This section addresses the significance of productivity, including;
(1) as a key measure of competitiveness,
(2) as a major strategic variable of the challenge of staying in
business and providing jobs through improvement of product and
service, and
(3) as a social or political element in influencing government policy.
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1.1.5.1 The significance of productivity as a key

measure

Porter (1990) proposed that the only meaningful concept of competitiveness at

the national level is national productivity. Porter argued that a rising standard of l

depends on the capacity of a nation's firms to both achieve high levels of productivit
and to increase productivity over time.

In a competitive economy, continuous improvement in productivity is essential
if an organization is to stay in operation. Rediger, Vice President—Manufacturing of
Inland Steel Company, ranked productivity problems as a major cause of the "demise
of industrialized America". Starr (1987, 7) stressed the relationship between
increasing productivity and lowing the unit costs of goods and services.

1.1.5.2 The significance of productivity as a major strategic variable

The ultimate productivity goals of improving quality and competitiveness serve
to strengthen the ability of an organization to stay in business. Indeed, quality and
productivity are seen as major strategic variables (Shetty and Buehler, 1985, 9). "By
strategic, rather than tactical, we mean the whole picture instead of piece by piece"
(Starr, 1985, 1). Starr also suggested that academic research should be redirected to
focus on this theme.
1.1.5.3 The significance of productivity as an influential factor on
social or political affairs

Chen and McGarrah (1982,4) stated that:
Growth in those capabilities (to produce and distribute
more and better products or services) also has social or
political significance. For as an organization grows to
provide more jobs, income, products, or services for
more people its powers of influence are increased.
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"The role of productivity in increasing national welfare is n o w universally
recognized" (Prokopenko, 1987, xi). M a n a g e m e n t is n o w recognizing that
productivity has been and continues to be a major measure of success. The potential
inherent in an integrated productivity management system is impressive and justifies
the application of m u c h effort to this area. Thus research into ways of conceptualizing
plant-wide productivity improvement systems provides a particularly important
stimulus for national as well as organizational concerns.

1.2 Different Approaches to Defining and Using Productivity

As already outlined in Sections 1.1.2, 1.1.3 and 1.1.4, the concept of
productivity has become a major issue in recent years. M a n y researchers have
attempted to define "productivity" from various perspectives. Consequently, m a n y
definitions of "productivity" and related terminologies have been suggested over the
years. It is necessary to review the major approaches in order to outline the pertinent
concepts in "productivity" and to establish a theoretical basis for the study.

1.2.1 Review of selected definitions

Productivity is often described by frameworks which differ according to their
coverage of inputs; their units of measurement; the method(s) of ascertaining the
relationships and the standard to which current measures are related.

Riggs (1985, 8) argued:

Productivity is such a huge subject, encompassing
the entire economy and affecting everyone, that it defies
girdling. N o single organization can regulate it. Rather,
productivity changes result from innumerable small
activities conducted in innumerable individual settings.
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T h e Organization for European Economic Cooperation ( O E E C ) offered a
formal definition of productivity as follows:

Productivity is the quotient obtained by dividing
output by one of* the factors of production. In this w a y
it is possible to speak of productivity of capital,
investment, or raw materials according to whether
output is being considered in relation to capital,
investment or raw materials, etc.
(quoted in Sumanth, 1984, 3)

Tangeraas (1980) defined "productivity" as :

. .
Productivity =

business result
resource inputs

Miller (1984, 146) simplified the concept by presenting the following equation:
Profitability = "Productivity" + "Price recovery"
In essence, this relationship dissects the period-toperiod change in the profit margin into a component due
to price actions and a component due to relative volumes
(that is, output quantities versus input quantities).

Sudit (1984) stated that the term "productivity" is usually operationalized in
terms of ratios of outputs to inputs, defined in physical terms or the equivalent.
Sumanth (1984,7) gave a basic definition of "Total Productivity" as :
Total productivity is the ratio of total output to the
s u m of all input factors. Thus, a total productivity
measure reflects the joint impact of all the inputs in
producing the output."

Sink (1985, 3) defined productivity as :

Productivity is simply the relationship between the
outputs generated from a system and the inputs
provided to create those outputs.
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The Australian Business Council (1986, 5) defined "productivity" as :
Productivity refers to the relationship between the
quantity of goods and services produced and the
quantity of resources employed in producing those
goods and services. A n improvement in productivity
implies that more goods and services can be produced
with a given quantity of resources. Alternatively, it
means a given amount of goods and services can be
produced with fewer resources. In very general terms
productivity can be described as the efficiency with
which w e do things.
E d o s o m w a n (1988, 8) viewed productivity as :
Productivity is a measure of h o w well resources are
utilized to produce output (goods and services). It
relates output to input and also integrates performance
aspects of quality, efficiency and effectiveness.
Sink, Turtle, and DeVries (1984, 265) put forward the following statement:
Productivity is a component of performance, not a
synonym for it
Productivity represents a critical
component of the performance equation, and managers
face the task of developing measurement, evaluation,
control, and improvement systems for this performance
criterion.
In practice, management guides h u m a n talent to utilize company limited

resources to produce the right quantity of products at the right time and with the

level of quality. These factors collectively represent productivity. In expressing
facts, Riggs and Felix (1983,4) stated:
Productivity is the measure of h o w specified
resources are managed to accomplish timely objectives
stated in terms of quantity and quality.

For the purpose of this study, this author has selected the Edosomwan's

definition, because it has not only related output to input but also integrated ot
performance aspects. Therefore the definition adopted for this thesis is :
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Productivity is a measure of h o w well resources are
utilized to produce output (goods and services). It
relates output to input and also integrates performance
aspects of quality, efficiency and effectiveness.
1.2.2 Interpretations of productivity from the perspectives of selected
disciplines

Sumanth (1984) argued that accountants, economists, personnel managers,
trade unionists, and engineers each have their own way of defining, interpreting,
measuring productivity. Those views can be summarized for convenience as follows :

(1)

Accountants' V i e w : Accountants essentially take a costing and budgeting
approach to productivity. W h e n budgetfiguresrather than optimum achievable
values are used as standards, there could be a false impression of high
productivity. Accountants also frequently employ the rate of return on capital
as a financial measure, but because the definitions they use vary so much,
mterfirm comparisons become difficult to interpret.

(2) Economists' View : Partial measures, such as labour productivity, have been
the primary measures employed by economists. Total factor and total
productivity measures have also been proposed, but again definitions do not
agree.
(3) Behaviourists' View : Behaviourists, in general, and personnel managers, in
particular, view the productivity of people in organizations in terms of the
amount of time they spend at work versus the total time available. This again is
a misleading measure because high-percentage utilization of employee time
need not necessarily result in high output. This is because the "percent
utilization concept" does not take the pace and effort of the employees into
account.
(4) Engineers' View : Engineers generally seek measures of physical assets and
other resources, such as production per hour, man-hours per units, material
requirements per unit, machine utilization, and space utilization, but m a y fail to
relate these to overall productivity. For example, reducing the cost of direct
labour to save a few dollars m a y actually cause expensive machines to be idle
for a longer time.
(5) Managers' View : Managers frequently use accounting ratios in achieving the
objectives of the general management, which are usually interested in
productivity measures that enable it to easily assess the present profitability of
the company.
Source : Sumanth (1984,121)
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The main problem seems to be widely differing approaches taken by different

disciplines, and more particularly the different focal points adopted by each disci
or proposer of a particular argument.

A clear understanding of which approach has been adopted to the concept of

productivity is essential if misinterpretations or misrepresentations are to be avo

but it does not appear that the literature or practice in the field has reached thi

1.2.3 Plant level productivity and related measurement problems

Hilmer (1991,2) defined a production plant as:
A specific location where a team or teams of people
create, make, sell or distribute goods or services for
either an outside customer or another unit within the
firm.

The effort to establish plant level productivity measures, as mentioned earlier,
can be dated back to 1955, and was pioneered by Davis. Other work done by

Kendrick and Creamer in the 1960s on productivity measurement also still serves as a
useful guide to plant level productivity.

The plant level productivity measurement approach requires the calculation of

the efficiency with which the location (the plant) converts its key resources (inpu
into outputs. An analysis of the level of these performances over time forms a
measure of the concept: plant level productivity.

Accompanying the fact that a precise concept of productivity has been elusive,

problems involved in measuring productivity at the firm level have also been diffic
Kendrick (1984) summarized those problems as:
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(1) measuring outputs whose characteristics m a y change over time;
(2) defining and measuring real capital stocks and inputs as well as labour
inputs w h e n the characteristics of both factors are diverse and changing;
(3) problems of aggregating heterogeneous units of output and of input; and
(4) it is not clear whether one method would be best under all circumstances.

As a contrast, Mohanty and Rastogi (1986, 50) argued that although the
quantitative types of measures incorporated net change in the real cost of production
output over successive time periods, they had the following limitations:• They do not measure changes in productivity against some
norm or standard. For example, if while measuring the
work, the method changed, the norm also changed.
•

They do not help in choosing optimal inputs so that the
cost of operations was minimized.

•

It is difficult to estimate accurately the deflation factor to
bring all cost data to a base year of measurement.

Therefore the productivity measurement must consider the various quantitative
and qualitative elements of the inputs and outputs of the firm and be responsive to the
environment. Thus, developing a single yardstick to measure the complex concept of
productivity is unrealistic. A more rational approach to productivity measurement
appears to be the "Total Factor Productivity" approach which attempts to measure the
total productivity of a firm.

1.2.4 A more sophisticated concept: "Total Factor Productivity"

Because of the abovementioned problems, productivity has been commonly
measured in terms of input and output quantities as these quantities are measurable in
most cases. T h e concept of "Total Factor Productivity" (TFP) was developed by
Tinbergen in 1942 and further elaborated by Kendrick in 1951 (Kendrick & Vaccara,
1980, 3). T h e concept was developed to measure the extent of h o w effectively
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resources are used to produce a given output.

Brauer (1987, 220) pointed out:

T F P measurement attempts to quantify the past in
order to identify and understand the elemental
components that lead to changes in productivity. Instead
of just purely tracking historical performance, the concept
of T F P measurement can be used to plan for future
improvement.

Thus, the concept of Total Factor Productivity provided a concept capable of
capturing the dynamic performance of the plant, and provided a means of measuring
the overall plant performance in transforming a variety of inputs into outputs.

This study has adopted a total factor productivity approach in the development
of the large scale conceptual model.

1.2.5 Productivity m a n a g e m e n t and productivity systems

Sink (1985,26) subsumed productivity measurement into a broader concept of
productivity management. Sink defined "productivity management" as :
A process that entails strategic and action planning
and a critical focus on ongoing and effective
implementation.

Sink (1985, 23) emphasized that the productivity management process should
include:
(1) measuring and evaluating productivity;
(2) planning for control and improvement of productivity based on
information provided by the measurement and evaluation process;
(3) making control and improvement interventions; and
(4) measuring and evaluating the impact of these interventions.
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Thus a productivity management system is comprised of more than one distinct
activity and the tasks of a management oriented productivity analysis must include the
proper specification and measurement of output-input ratios, the identification of the
key factors affecting these productivity variations, and the assessment of their relative
contributions to the issue of productivity improvement. Manufacturing managers do
require and would benefit from a more comprehensive measure of plant-wide
productivity.

1.2.6 Summary

This section provided an introduction and summarized the different approache
to defining and using productivity. It has been seen that productivity has been defined
and interpreted in a number of ways. Different disciplines with their various
backgrounds and perspectives interpret and address productivity quite differently. The
section argued that a broader approach which included other performance aspects is
needed, and also raised the importance and problems of measuring productivity. The
measurement issue is considered a crucial factor in studying productivity.

1.3 Difficulties in Measuring Productivity

This section will describe the problems of productivity measurement from the
planning perspective, including issues of the weighting techniques, partial productivity
measurement, and problems related to the misleading use of labour productivity.

1.3.1 The importance of measurement

From the perspective of controlling and improving productivity, Sink and
Rossler (1987,2) pointed out that measurement and evaluation are important, because:
• you cannot manage what you cannot measure.
• you get what you inspect, not what you expect.
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•
•
•
•
•

they can keep headquarters off your back.
they can, if designed properly, motivate improvement.
they can help management compete for resources.
they help management gain visibility; and
they help management k n o w w h e n the system/process is out of control.

T h e main requirement in a productivity discussion has been to develop
measures which will enable management to measure trends in productivity and plan
the organization's resources efficiently.

1.3.2 A productivity planning perspective
Edosomwan (1987,238) defined productivity planning as:

A process by which all factors affecting an organization
are considered in formulating its goals and objectives,
assessing its capabilities and capacities, designing
alternative courses of action for the purpose of achieving
these goals and objectives, initiating necessary actions for
their implementation and evaluating the effectiveness of the
plan.

F r o m the productivity planning perspective, there are also serious problems
associated with no logical framework for consistent planning within the firm.
Edosomwan (1987,237) summarized those problems as follows :
1.
2.
3.
4.
5.
6.

Existing productivity planning tools offer no logical framework for consistent
planning within the firm.
Available productivity methodology assumes no significant changes in the
regulatory environment.
Existing planning tools assume no significant changes in factors such as inflation
rate, resources, competition and operating policies.
These tools offer no methodology for assessing the organization's strengths and
weaknesses.
They offer no methodology for on-going assessment of the threats and
opportunities in the operating environment.
They offer no framework where problems are easily identified and pin pointed to
a base planning process.

It is therefore necessary to recognize the importance of all the major factors
which contribute to or put barriers against productivity planning.
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1.3.3 Weighting techniques in productivity measurement

Weighting techniques relate to the challenges of bringing different productivity
measures to a c o m m o n basis for comparison. Their primary purpose is to provide a
means of aggregating unlike units of input or output.

Sudit (1984) stated that for productivity measurement, often quantities of
inputs and outputs are measured in different and diverse units. For example, simple
addition of man-hours and machine-hours, or for that matter, man-hours of different
occupational categories, would be equivalent to adding "apples and oranges".

With a similar viewpoint, Bitran and Chang (1984) pointed out that there is a
significant problem with "conversion factors" (weights). S o m e production activities
(ie, research and development, education and training) produce abstract outputs which
are difficult to measure either quantitatively or qualitatively. This creates a basic
concern of h o w to choose conversion factors so that all the inputs and outputs are
meaningfully restated in c o m m o n scales. Bitran and Chang (1984) argued that one
approach to tackling those intangible factors was to eliminate them from both the
numerator and the denominator of a productivity measure. Nevertheless, some of
these intangible factors are even less immediately visible but are every bit as critical to
the improvement of operations. O n e example of an intangible issue is training.
E d o s o m w a n (1988, 13) claimed:
Training is essential because it prepares everyone to do his job
well, by building the right knowledge that makes for logical,
intelligent actions and decisions.

Edosomwan argued that strong commitment and provision of training and
management techniques can go a long w a y to improving productivity, and can also
account for the major share of value added in most production-based industries.
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Consequently some intangible factors can provide strong motivation for management
action.

1.3.4 Partial productivity measurement

Historically, measures of productivity in an industrial environment have
usually been partial measurements. Partial measurements of productivity concentrate

on a single factor, such as labour productivity. In many cases, these partial measure

are used without understanding the effect on other partial measures and/or on the to

productivity of the firm. In contrast, a "total factor" measure of productivity comb
the contributions of multiple key contributing factors. Kendrick (1984, 57) claimed:
We have seen that a total productivity measure has substantial
advantages over individual partial measures for the business
analyst. Not only does it ensure that all the factors of production
will be reflected in business decisions, but it makes available
information on trade-offs between factors that individual partial
ratios alone do not provide.
The use of a more sophisticated concept, such as Total Factor Productivity, to
measure plant performance gives management an integrated perspective on
productivity.

1.3.5 The limitations of labour productivity as a productivity measure

Traditionally, when management faced up to the challenge of competitiveness,

they usually directed their attention first to reducing the costs of the visible ope

on the floors of the plants (ie the labour costs). The reality is that these types o
have long represented a decreasing percentage of the total value added by
manufacturing.

One reason for a focus on these types of measures is that there is greater

familiarity with the tasks involved in managing and measuring direct labour than with
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the other factors mentioned earlier. Labour productivity has thus been traditionally
used to measure the plant's performance.

Labour productivity can rise not only because of greater effort and diligence by
employees, but also because the production process has incorporated more and better
machines, technical know-how, managerial expertise, more expensive materials and
so forth. Thus labour productivity has been a partial measure and does not consider
the total cost of doing business. M a n y researchers [eg, Kendrick (1984), Sumanth
(1984), Sink (1985) and E d o s o m w a n (1987)] have pointed out that partial measures
of productivity could be misleading when viewed alone.

It can be seen that the labour productivity alone as a productivity indicator has
real limitations. A rational approach to productivity measurement should be the
combination of a series of key performance indicators which reflect the firm's total
productivity.

1.4 Approach to the Research Problem

1.4.1 Main purpose of the research

The purpose of this research has been to develop an integrated, conceptual
model of the productivity process, and to apply a simplified version of it to selected
management aspects of the B H P , Western Port Plant, with a view to improving the
productivity ratio of the plant.

There were three phases to the research:-

1. An extensive literature search which reviewed in particular the concept of
"activity factor" and "systems approach" underlying productivity
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measurement, and included the development of the need for a productivity
model for this research.

2. Research effort which ensured the acceptability and usefulness of an
appropriate productivity model for BHP's Western Port Plant.

3. The development of a productivity model for this thesis which involved the
following key concepts and theories:-

(1) Total Factor Productivity,
(2)

Activity Factor,

(3)

Systems Approach,

(4)

Action Research,

(5)

Total Quality Management,

(6)

Change Theory,

(7)

H u m a n Performance, and

(8)

Multiple Regression Analysis.

This research was focused on a manufacturing environment. For
manufacturing companies to gain competitive advantage, better management of
production operations is required. Voss (1984,27) stated :
The academic community has a strong part to play in this in
task identifying, developing and transferring good management
practice. Part of being able to do this effectively is good, well
focused research.

In line with the challenge of "good, well focused research", the emphasis of
this study has been placed on controlling and improving plant productivity. In order
to gain a deeper understanding of the plant productivity, more research into the
management aspects of production and operations are needed. The success of such a
well focused research has to depend on a rational approach.
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Checkland, Wilson, and Warmington (1984,457) stated that:

• research into the management aspects of production and operations will
necessarily entail investigation of complex densely-connected entities;
• systems ideas are relevant to such investigations;
• "action research" is the appropriate mode of research;
• "soft systems methodology" provides a suitable intellectual framework for
the action research.
Here "soft systems methodology", according to Checkland (1981, 162) was:
A methodology for using systems concepts which would have four
characteristics: it should be capable of being used in actual problem
situations; it should be not vague in the sense that it should provide a
greater spur to action than a general everyday philosophy; it should be
not precise, like a technique, but should allow insights which precision
might exclude; it should be such that any developments in "systems
science" could be included in the methodology and could be used if
appropriate in a particular situation.
Given the above framework of systems concepts, Checkland, Wilson, and
Warmington (1984, 433) recommended action research as a methodology for the
establishment of integrated production systems. Central to action research is a

collaboration between the researchers and employees of the organization to establis
such required production system.

Action research requires working within the environment under study and thus
requires field research in which the researcher becomes personally involved in the
management problems of the organization.

1.4.2 Field research and associated advantages

A production management system is concerned with the design, economical
planning and control of activities required for transforming a set of inputs into
specified products or services. It requires an understanding of the processes for
arriving at solutions to the above management problems. A field research approach
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was selected to fulfil such a requirement. Field research has a number of advantages,
including the following:

(1) Field study facilitates the gaining of familiarity with a organizational
system. It enables the researcher to define a research problem or develop
hypotheses about some process associated with the organizational system.

(2) Field study is high on realism since it is conducted in naturally occurring
systems which match the action research concept.

(3) Field study is often valuable for its use of selective programs suitable to the
problem setting, and can prune the complexity of the problem d o w n to
manageable size.

1.4.3 The balance between "Hard Data" and "Soft Data"

Baird (1986, 63) drew attention to the fact that most people prefer to work
with "hard data" associated with numerical measures rather than "soft data" such as
attitudes and perceptions. Baird holds that the preference for hard data does not mean
that it is better data, simply that it is easier to manipulate.

There is no doubt that the imbalance between "hard data" and "soft data" must
be redressed in some appropriate way. Accordingly this research was in part intended
to build up n e w patterns of data analysis more appropriate and consistent with overall
productivity performance issues. This involved replacing traditional accounting
measures with emphasis on achieving labour efficiency and increasing volume to
absorb overhead. This aspect of the research is covered in Chapter Three of this
thesis.
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1.5

S u m m a r y of K e y Points and Ideas Used in This Study

A consistent theme of this study will be the issue of PRODUCTIVITY. A
wide literature review will be presented to develop the following key points:-

(1) Narrow definitions are no longer considered useful.
(2)

Current definitions are seeking wide ranging explanations.

(3)

Productivity is increasingly being used as a benchmark for comparison
between companies (and even countries).

For this study, the following major ideas will be adopted in the theory
development:

(1) a plant level productivity perspective,
(2) the management process perspective,
(3) the activity concept perspective,
(4) a decision-making perspective.
Each of these will n o w be introduced in more detail.

1.5.1 The adoption of a plant level perspective

Kendrick (1984, 1) stressed the importance of high plant level productivity as
a strategic factor leading to competitive advantage and higher profit margins while
below average level and growth-rates of productivity threaten the survival of the
organization.

Kendrick referred to this issue as fundamental to "profitability and survival".
This viewpoint coincides with the emphasis adopted by this study.
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1.5.2 M a n a g e m e n t process perspective

Sink (1985) argued that productivity management is actually a subset of the
larger management process. It involves planning, organizing, leading, controlling,
and adapting, based on the system's inputs and outputs relationship.

As discussed previously, the dynamic environment that organizations are
facing today has created a lot of difficulties in productivity measurement. Sink and
Rossler (1987, 1) suggested three basic causes of problems in productivity
measurement. These are:

• lack of understanding of the system being measured;
•

lack of operational definition of what is to be measured (An operational
definition is one that is stated so clearly that everyone w h o uses it has the
same understanding of its meaning.); and

•

use of inappropriate or poorly applied measurement techniques.

They suggested that much improved measurement systems will follow from
the development of a better theoretical basis.

Sink and Rossler emphasized the systems approach to improvement. This
study also incorporated a systems approach concept in developing the productivity
model. Such a productivity model should include a number of inputs such as labour,
materials, capital, machines, and other resources. T o transfer these resources to
expected outputs, management must go through a series of activities. These activities
included planning, organizing, leading, controlling, and adapting which are no less
than a typical management process.

29

1.5.3 T h e activity concept perspective

In a manufacturing environment, an integrated productivity management
system is based on the dynamic process by which an organization plans, operates, and
controls its activities and properly utilizes its available resources to meet its goals and
objectives.

The "activity" concept is based on the approach which was recently created and
developed by Professors Cooper and Kaplan of Harvard Business School and is
based on a management accounting's perspective. Cooper and Kaplan (1988) referred
to this n e w approach as "Activity-based costing" ( A B C ) . Activity-based costing
emphasizes the need to obtain a better understanding of cost behaviour and thus
ascertain what causes the overhead costs.

Cooper and Kaplan developed their explanation that activity-based costing is as
m u c h a tool of corporate strategy as it is a formal accounting system. They claimed
that (1988, 103):
It is designed to provide more accurate information
about production and support activities and product
costs so that management can focus its attention on the
products and processes with the most leverage for
increasing profits.

Cooper (Cooper and Kaplan, 1991, 355) distinguished two different
approaches to costing. The conventional cost system focuses on the product in the
costing process, such as the number of:

• direct labour hours consumed,
•

machine hours consumed,

•

material dollars consumed.
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In contrast, an activity-based costing system focuses on activities of the costing
process. Costs are traced from activities to products based on the product's demand
for these activities during the production process (eg, these might include hours of
setup time).

He also pointed out that many activities in an organization are not proportional
to product volume, giving as examples the number of setups or part orders.

The theory of "ABC" is to appreciate that it is not products, but "activities"
which cause cost, and it is products which consume activities. Jeans and Morrow
(1989,42) stated that:
ABC provides meaningful product cost and
profitability analysis information and a basis for
performance measurement which is easy to understand
and in sympathy with the issues and trends in today's
competitive manufacturing environment.
Management must understand and accept that the utilization of resources
(people, equipment, supplies and so on) costs money. Critical to productivity
management is the identification, management and control of the activities that
consume resources in a positive way. So, in terms of productivity measurement and
evaluation process, plant management should distinguish "value-adding" from "non-

value-adding" activities and focus on the "vital few" rather than the "trivial many"

1.5.4 A decision-making perspective

In the research reported in this thesis activity-based costing was of central
importance. It differs from a traditional cost system in the precision with which it
measures resource usage. For the purpose of decision-making, management requires
meaningful information in the appropriate form. Kaplan (Cooper and Kaplan, 1991,
60) claimed:
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Today's global competition requires that nonfinancial measures—on
quality, inventory levels, productivity, flexibility, deliverability, and
employees—also be used in the evaluation of a company's
manufacturing performance. Companies that achieve satisfactory
financial performance but show stagnant or deteriorating performance
on nonfinancial indicators are unlikely to b e c o m e — o r long r e m a i n —
world-class competitors.
The traditional financial measures which focused on costs and profits,
provided an inadequate summary of a plant's manufacturing operations. A n integrated
productivity m a n a g e m e n t system can provide such information from a total
productivity perspective which is crucial to a business's understanding of h o w its
strength is generated.

To sum up, management needs meaningful information for decision-making.
A n integrated productivity management system can provide to management such
meaningful information on h o w well various resources were put into use for achieving
specific goals or results.

1.5.5 Literature review and recognition of other relevant key "ideas"

In the development of an appropriate research strategy, a substantial literature
review was carried out. It has recognized that, apart from the productivity concept and
activity factor, there were six other key areas of "ideas" particularly relevant to the
productivity issue; namely:

(1) The concept of action research: The action research approach has taken as its
starting point a current problem "on site" as defined by the members of the
organization themselves. It simultaneously assists in practical problem-solving
and expands scientific knowledge. The action research is characterized by:
(a) the immediacy of the researcher's involvement in action;
(b) the intention of both parties to be involved in change.
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(2)

The systems approach to productivity management: It is recognized that instead
of looking at productivity management from several incongruent platforms or
within a limited perspective of measurement, a systems viewpoint, involving
an overall perspective, is m u c h more desirable.

(3) The total quality management (TQM) concept: "TQM" seeks to improve the
competitiveness and profitability of an organization by eliminating waste of
resources of money, time, materials, and h u m a n skills and creativity. Pfau
(1989,17) defined it as:
An approach for continuously improving the quality of
goods and services delivered through the participation of
all levels and functions of the organization.

(4) Change theory: Warrick (1984, 3) stated: "Learning how to manage change
and develop high-performance organizations is becoming a necessity rather
than a luxury for organizations that hope to stay successful in an increasingly
competitive, complex, and rapidly changing environment." The quotation is
self-explanatory to the importance of change theory.

(5) Human performance: Baird (1986, 67) argued that: "In many situations, a
critical factor of organizational performance is h u m a n resources. People's
attitudes and behaviours have a substantial effect on what the organization can
accomplish."

(6) Multiple regression analysis: Multiple regression analysis is a statistical
technique for taking into account simultaneously the relationship between the
dependent (unknown value) variable and two or more independent (known
value) variables. It is a method of analyzing the change of a dependent
variable by using information available on two or more independent variables.
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The above key areas together with the productivity concept and the activity
factor provided a broad foundation of theory and background for the development of
this research project. The concepts will be developed in detail in Chapter T w o .

1.6 Scope and Limitations of the Research
(Including A S u m m a r y O f Hypotheses T o B e Tested)

This section examines the constraints and limitations of the research project
and, specifically, thefieldstudy constraints, and the other important limitations of this
study. It also summarizes the research strategy adopted.

1.6.1 Project limitations

Doctoral projects are usually subjected to limited time and financial constraints,
and it is usually necessary for any researcher to limit the scope of the selected project.
Ideally, a full conceptual model ("total organizational performance system model")
would be developed to examine the complex manufacturing environment. In this
study, a theoretical model was developed, and then a simplified model was derived
from the theoretical one, in order to undertake the data collection phases of the
research.

1.6.2 Field work constraints

The field study was set for a maximum period of twelve months (from March,
1990 to February, 1991) as agreed and approved by the management of B H P and
allowed for a subsequent follow-up by questionnaire, with the cooperation and
assistance of the B H P Steel Group, Western Port Plant.
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1.6.3 Limitations of the study

Although these aspects are discussed in detail in thefinalchapter, the important
limitations of this research were identified as follows:

1. The research was based on a field investigation in a large manufacturing firm.
Accordingly, there m a y be some reservations concerning the generalization of
the results to other organizations.

2. It was recognized that BHP Steel's Sheet and Coil Products Division is in a
period of cultural change, with the focus directed at managing via T Q C / T Q M
principles. In order to avoid disrupting other processes of improvement being
implemented at Western Port Plant, the changes in measurement or
methodology proposed as a result of the research covered in the fieldwork
used existing Sheet and Coil Products terminology and operational definitions.
It is acknowledged that some of the operational terminologies might not be
k n o w n to outsiders.

3. In most exploratory studies, there was a major difficulty in selecting the
appropriate research variables to justify the study within selected constraints.
Therefore, in this respect the hypotheses specified and tested were those
selected as the most critical ones.

4. The input and output variables included in the field study represented only the
key variables, not all of the variables of the organization being studied.

5. It was also considered that product design would be a critical factor. As
product design was not included within the responsibilities of the Western Port
Plant, for practical purposes, it was not included in this study.

35

1.6.4 Research strategy adopted

In order to reflect the research question (see Section 1.6.5) more appropriately,
a compromise research strategy was adopted. In order to satisfy the abovementioned
constraints and to subsume those key areas of "ideas", Checkland, Wilson, and
Warmington (1984,433) provided a useful guideline by pointing out that:

There are m a n y aids available for the design and
operation of production systems; but m a n y such
systems are neither efficient nor effective. W h a t is
lacking is the effective bringing together within the
enterprise of the elements which would comprise a
production system well-integrated into the overall
activity of the company or institution. The concept of
"engineering" (in the broad sense of the term) an
integrated production system is too little entertained,
and methodology for the task is both too little k n o w n
and too little developed. That is where research is
needed.

In developing a model which satisfied the practical benefits as well as the
conceptual requirements, the challenge lay in "finding the proper balance between
concept and reality" (Stewart 1984, quoted in Adler, 1987, 76). Therefore, care was
taken to develop the proposed system in as lucid and reasonably simple a manner as
possible, without sacrificing essential concepts.

1.6.5 Research question

It was recognized that conventional costing systems that relied on the measures

of direct labour hours or dollars, machine hours, materials, and units of production

reported inaccurate product costs. In contrast, activity-based costing systems meas
resource usage and therefore report more accurate product costs than conventional
systems. Hence this study adopted the activity-based concept as the basis for the
development of the hypotheses.
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The research approach is based on an underlying research question, which in
turn was tested through the use of twelve (12) more specific research hypotheses. The
research question focuses on the requirement of B H P , Western Port Plant to develop a
plant-wide productivity management system: -

Does an integrated "total factor" productivity management system
incorporating the "activity factor" concept, enhance productivity in an
integrated steel strip manufacturing plant ?

1.6.6 Summary of hypotheses

The hypotheses to test the abovementioned research question will be derived
and can be summarized as follows:

Hypothesis No. 1 :
If the Key Performance Indicator (KPI):- "inventory turnover rate" is kept at
greater than the value of a selected base period for that measure, then productivity will
increase.

Hypothesis No. 2 :
If the KPI:- "packed tonnes" is kept at greater than the value of a selected base
period for that measure, then productivity will increase.

Hypothesis No. 3 :
If the KPI:- "employee turnover" is kept at less than the value of a selected
base period for that measure, then productivity will increase.
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Hypothesis

No. 4 :

If the KPI:- "workers" medical-treatment-injury frequency rate" is kept at less
than the value of a selected base period for that measure, then productivity will
increase.

Hypothesis No. 5 :
If the KPI:- "over-time hours" is kept at less than the value of a selected base
period for that measure, then productivity will increase.

Hypothesis No. 6 :
Assuming constant operations, if the KPI:- "personnel manning" is kept at less
than the value of a selected base period for that measure, then productivity will
increase.

Hypothesis No. 7 :
If the KPI:- "delivery performance" is kept at greater than the value of a
selected base period for that measure, then productivity will increase.

Hypothesis No. 8 :
If the KPI: "man-hours per tonne" is kept at less than the value of a selected
base period for that measure, then productivity will increase.

Hypothesis No. 9 :
If the KPI:- "consumable equipments" is kept at less than the value of a
selected base period for that measure, then productivity will increase.

Hypothesis No. 10 :
If the KPI:- "costs of quality failure" is kept at less than the value of a selected
base period for that measure, then productivity will increase.
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Hypothesis

No. 11 :

If the KPI:- "transport costs" is kept at less than the value of a selected base
period for that measure, then productivity will increase.

Hypothesis No. 12 :
If the KPI:- "costs of repairs and maintenance" is kept at less than the value of
a selected base period for that measure, then productivity will increase.

1.7 Perceived Value of the Research

This section outlines the perceived contributions that will be made by the study
at a theoretical level and at a practical level. These parts will be developed in detail in
Chapters 4 and 5, and this is a preview summary of these later chapters.

This research was particularly focused on incorporating both a systems
approach and an "activity factor" concept into a plant-wide productivity management
system. This research therefore used activity analysis and developed a total factor
productivity model which included the activity analysis concept.

1.7.1 Contributions at theoretical and practical levels

The research is considered to have provided contributions at two levels.:

1. At the more theoretical level, the objective was to add to our knowledge and
understanding of the concept of "activity factor" in productivity management
system. Such an "activity factor" has been rarely included and documented in
the productivity measurement literature. This study documented the knowledge
gaps about this important measurement issue related to productivity.
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2.

A t a m o r e practical level, the research has led to the establishment of a
comprehensive, systematic, integrated model of h o w to manage productivity by
planning for, measuring, evaluating, controlling and improving it. Although
this research project has considered to be an initial study of the impact of activity
factor on total factor productivity, it also produced practical benefits to the
organization being studied. These included :

(1) enhanced activity management (by eliminating/minimizing non-valueadding activities),
(2) effective resource consumption,
(3) improved resource allocation,
(4) reduced total cost.

Some other benefits were expected. Specifically these included that: plant
management would be able to identify improvement opportunities and allocate
the available resources to produce the best result within overall organization
strategy; it would be possible to compare alternative operations management
strategies and carry out sensitivity testing against major external and internal
variables; an ongoing mechanism would be provided to improve resources
allocation, andfinallythat plant management will be provided with a set of key
performance indicators for continuously monitoring the productivity of plant
operations.

1.8 Summary of the Chapter

This chapter has presented and discussed the key definitions, issues, and
concepts of productivity. It also briefly outlined productivity measurement, systems
approach, action research, "activity factor", " T Q M " , h u m a n performance, change
theory, multiple regression analysis, and the use of "total factor" productivity
measures. A challenging issue—"activity" concept — w a s identified. T h e chapter
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closed with an outline of the scope and limitations of the research and the contributions
of the research at theoretical and practical levels.

CHAPTER 2
CHAPTER 2.

GENERAL OVERVIEW OF THE LITERATURE AND
DEVELOPMENT OF RESEARCH THEMES

The essence of the productivity concept is the relationship between output and
input. However, as illustrated in Chapter 1, in measuring productivity, most
emphasis is on "hard data" (ie, dollar sales, labour costs) rather than "soft data" (ie,
activity factors, attitudes). The "hard data" are easier to add, compare, measure,
understand, and tangibly manipulate (Baird, 1986). The emphasis on "hard data"
leads to a relatively narrow view of productivity. Such a narrow view is no longer
considered useful (Edosomwan, 1988, 18). Newer approaches develop a broader
vision of productivity that also recognizes, and incorporates the importance of "soft
data".

This chapter incorporates the above broader requirements for a productivity
perspective and provides a general overview of the literature. It identifies trends in
both the concept and measurement of productivity, and then reviews the following
major fields:

1. action research,
2. systems theory approach,
3. total quality management,
4. change theory,
5. activity factor,
6. h u m a n performance, and
7. multiple regression analysis,

from the particular perspective of the contribution of understanding of those fields
the productivity debate.

42

Finally, this chapter presents a full model of productivity which in turn is used

as the conceptual basis for the development of a simpler practical model. The practic
model is, in turn, then used to test the propositions of this thesis concerning ways
improving productivity in a large manufacturing organization.

2.1 Introduction

The context and importance of productivity can be understood from viewpoints
such as Hayes, Wheelwright, and Clark (1988, 130) who pointed out that it is in

industrial operations that most of a manufacturing company's assets are invested, mos
of its people and managers are found, and most of its costs are incurred. The

company's prosperity—even survival—lies in its ability to control those costs and use
those assets effectively.

Within industrial firms, the pressure for better industrial performance has often

been severe, and in some industries the issue was one of plain survival. Productivity
is frequently used as a measure by management (and others) to gauge the current and
future effectiveness of company.

After years of neglect of productivity, management's attention has been
captured by this issue (Rediger 1986, Starr 1989, Porter 1990). The productivity
problem has considerable economic significance because it deals with management's
attempt to utilize limited resources in the most effective way.

For example, a common productivity perspective was to view a manufacturing
organization as a complex system. An actual production/operations system included
multiple processes producing multiple products. It could be considered as a dynamic,
stochastic and complex system. These characteristics have attracted considerable
research interest over the years (eg, Craig and Harris 1973, Hines 1976, Starr 1981,
Voss 1984, Sumanth 1984, Kendrick 1984, Gold 1985, Sink 1985, Buffa and Sarin
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1987, O h n o 1988, Hayes, Wheelwright and Clark 1988, Porter 1990, Drucker 1991,
Kaplan and Norton 1992).

The productivity issue not only has had considerable economic significance but
has also provided other benefits. Because it is recognized as a dynamic process
(Dogramaci 1981, Sink 1985), the improvement of productivity can lead to additional
saving and better utilization of resources. In turn, such additional saving of resources
could further improve productivity in future periods.

The improvement of

productivity can also lead to the reduction of working time per year and per lifetime.
Thus, a greater portion of a working group's time could be devoted to, eg leisure, and
the quality of work life can be improved (Kendrick, 1984). A rising standard of living
also depends on the capacity of a nation's firms to achieve high level of productivity
(Porter, 1990).

Dogramaci (1981, 5) observed that many authors have provided viewpoints on
the productivity issue which argue that increase in productivity growth will lead to
various benefits, such as:

• higher standards of living,
•

less inflation,

•

improved balance of trade,

•

further productivity growth,

•

greater leisure time,

•

better support for an ageing population, and

•

environmental improvement.

Thus a study which addresses how managers can improve productivity, is of
central relevance to this important issue.
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2.1.1 Contribution of the literature review

A substantial literature review across the fields of Accounting, Economics,
Industrial Engineering, Organization Development, H u m a n Performance, Management
and especially Productivity M a n a g e m e n t has been carried out as the basis for
developing a research strategy. H o w a r d and Sharp (1983, 68) pointed out that there
are two major reasons for carrying out a survey of the literature; namely:

(a) as part of the process of topic selection,
(b) as part of the research project proper.

A thorough review of relevant literature assisted the researcher to gain an indepth theoretical background, identify opportunities for extending the work of earlier
researchers and develop the research framework.

A good literature survey ensures that (Sekaran, 1984):-

(1) Important variables that are likely to influence the problem situation are not le
out of the study.
(2)

A clearer idea emerges as to what variables are the most important to be
considered, w h y they would be considered important, and h o w they should be
investigated to solve the problem.

(3)

Testability and replicability of the findings of current research are enhanced.

(4)

The problem statement can be m a d e with greater precision and clarity.

(5)

O n e does not run the risk of "reinventing the wheel", that is, wasting efforts
on trying to rediscover something that is already known.

(6)

The problem investigated is perceived by the scientific community as relevant
and of significance.
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This checklist provided useful guidelines for the researcher in providing an
appropriate literature review for this study.

2.1.2 Preferred terminology for this study

The previous sections have developed the viewpoint that productivity has been
defined and interpreted in a number of ways and that there was no consensus on a
particular definition. O n e approach was based on the concept of "Total Factor
Productivity" which is a measure of output relative to a combination of two or more
factor inputs (Kendrick 1984). It can be applied to measure h o w effectively resources
are used to produce a given output. In this study, the term "Total Factor
Productivity", has been used in preference to the term "Total Productivity", on the
grounds that "Total Productivity" is really only measurable when all possible factor
inputs were completely taken into account. In practice, some of these become nearly
impossible to identify and quantify, and "Total Factor Productivity" was considered a
more realistic w a y of addressing the problem area.

2.2 Productivity Measurement and the Process of Managing
Productivity

2.2.1 Seven performance measures for management decision-making

Management has used a number of performance measures to evaluate its
operations and to make strategic decisions concerning the future. Sink (1985,42-45)
discussed seven such measures; they are :

(1) Effectiveness: the degree to which the organizational system accomplishes
what it set out to accomplish.
(2)

Efficiency: the degree to which the organizational system utilized the "right"
things (eg, resources).
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(3)

Quality: the degree to which the organizational system conforms to
requirements, specifications, or expectations.

(4)

Profitability (benefit/burden): a relationship between total revenues and total
costs.

(5)

Productivity: a relationship between quantities of outputs from a system and
quantities of inputs into that same system.

(6)

Quality of work life: the way participants in a system respond to sociotechnical
aspects of that system.

(7)

Innovation: can be defined as applied creativity.

Triantis (1987) developed the understanding that of these seven performance
measures, "profitability" has been the measure most commonly incorporated into
management's decision-making processes. The remaining six measures have not
received as m u c h attention by researchers or practitioners. Consequently, these other
six measures have not been extensively used by management for policy making.

Pineda (1989) focused attention on the above unbalanced decision-making
process and emphasized that productivity is inextricably related to effectiveness,
efficiency, and quality. M a n a g e m e n t teams needed wider information about
productivity in order to better manage their organizational systems. Drucker (1980)
pointed out:
Without productivity objectives, a business does not have
direction. Without productivity measurement, it does not have
control.
(quoted in Sink, 1985, 146)

Every organization in one way or another has systems to monitor and control
their performance by using one or more of the above-mentioned seven measures.
Triantis (1987), Pineda (1989), and Drucker (1980) all argued that productivity was
the most important indicator to reflect the company performance in a meaningful way.
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2.2.2 Inadequacies in existing c o m p a n y level m e a s u r e m e n t systems

Skinner (1985, 66) stated that:

we mistakenly cling to the old notion that "a good plant is
a low-cost plant". This is simply not so. A low-cost plant m a y
be a disaster if the company has sacrificed too m u c h in the way
of quality, delivery, flexibility, and so forth, in order to get its
costs down.
Thus, it is necessary to recognize the importance of all the major factors which

will contribute to productivity growth (eg, quality, delivery, and flexibility), not
the (usual) factor of low-cost.

Gold (1985) argued that a variety of prevailing concepts and measures of
"productivity" failed to satisfy management's need for practical productivity
management, because they cannot be effectively integrated into company performance

evaluation and strategic planning. The main reason is that the concept of productivi
remains confusing and hence it has not been obvious to firms how to measure it.

Kaplan (1990, 2) argued that existing systems for cost and performance

measurement provided little motivation to support companies' attempts to incorporate
modern concepts (eg, TQM) into ongoing, continuous improvement activities.
Therefore, Kaplan stressed the need to improve existing systems for performance
measurement.

Kendrick (1984, 10) also criticized many company productivity programs as
being intermittent, short-lived, and all too often focused on cost cutting without
considering more positive strategies. They were often not linked to adequate
measurement systems. Kendrick summarized eight elements for successful
productivity improvement programs; namely:
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(1)

Top management commitment and explicit involvement;

(2)

Formalized company policy or position on productivity;

(3)

Productivity organization (ie, Productivity Steering Committee);

(4)

Productivity coordination;

(5)

People/quality of work life orientation;

(6)

O n e or more formalized employee involvement technique;

(7) Measurement; and
(8)

Top-down program of stimulation and awareness.

In terms of productivity measurement at company level, Hays, Wheelwright
and Clark (1988, Chapter 5) observed that most measurement systems in place today
did not provide the kind of information needed by companies that sought to create a
competitive advantage through manufacturing.

The deficiencies of most existing productivity measurement systems can
therefore be summarized as follows :

(1) Difficulty in determining systems boundaries, as the configuration of
subsystems boundaries within the overall system are both difficult to determine
and to identify as interactions.
(2)

Difficulty in deciding what input resources are to be included and h o w they can
be measured.

(3)

Difficulty in measuring outputs in a sense of converting product mix to
uniformly meaningful physical volume.

(4)

Problems in measuring outputs whose characteristics m a y change over time.

(5)

Different companies have different systems and have different goals and
objectives as well. It is difficult tofinduniform measuring criteria to measure
multi-dimensional performance meaningfully.
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In short, many "non-static" factors m a y affect productivity measurement. This
adds difficulties for firms that have attempted to measure the concept.

2.2.3 Productivity improvement

In a more structured approach, Sink and Tuttle (1989, 181, Figure 5-24)
presented five basic ways to improve productivity. Their conceptualizations can be
briefly depicted as follows:
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Figure 2.1 — Five Basic W a y s to Improve Productivity
Source: Sink and Tuttle (1989,181)

It can be seen that Sink and Tuttle simplified the productivity concept by using
a visual explanation of the relationships between input and output.

On the other hand, Kendrick (1984, 124) pointed out that many organizations
have spent a lot of effort on both inputs and outputs measures but then simply
neglected to get on with the improvement.
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Thus, a focus on h o w to control and to get on with selected improvement(s)
should be regarded as the most important element in productivity improvement.

Sink (1985) argued that productivity measurement is essentially a type of
managerial control. This approach emphasized that the productivity measurement
was not the primary target; merely measuring productivity is not going to improve it.
Measurement can provide the basis for tracking trends and rates of improvement and
can help to identify key factors affecting productivity, but an adequate measurement
system was seen as only a prerequisite for productivity improvement. It must
recognize that productivity should be managed, not only measured.

This managerial control concept was adopted as a central idea in the approach
of this study, essentially by the development of a conceptual model which targeted
specific managerial actions (or lack of them) as the keys to improving productivity.

Sumanth (1984, 1987) suggested that a formal productivity program in an
organization must be based on the concept of what he called the "Productivity Cycle".

Productivity
Jf

Measurement

Productivity
Evaluation

Productivity
Improvement

\

Productivity
Planning

Figure 2.2 — The Productivity Cycle (Sumanth, 1984,1987).
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Sumanth recommended that an organization that is beginning a formal
productivity program for thefirsttime can institute the following procedures which
represent a cycle of activity:-

(1) Productivity measurement: ie, measure the existing productivity levels.
(2)

Productivity evaluation: ie, evaluate or compare the productivity levels against
planned values.

(3)

Productivity planning: ie, plan productivity target levels on both short- and/or
long-term bases.

(4)

Productivity improvement: ie, achieve the planned productivity targets by
making improvements.

This cycle is continued for as long as the productivity program is operated in
the organization.

T h e productivity cycle concept showed that productivity

improvement must be preceded by measurement, evaluation, and planning. All four
phases were important, not just productivity measurement or productivity
improvement. This cycle also emphasized the "process" nature of the productivity
issue, ie that a productivity program w a s not a one-off project, but rather a
continuous, on-going process. This approach was in accordance with the " K A I Z E N "
(total quality) concept of continuous improvement. (The "Kaizen" concept will be
developed fully in a following section.)

2.2.4 The need for "Tangible" and "Intangible" explanations for
productivity

Most of the already mentioned authors and researchers defined productivity in
terms of inputs and outputs and restricted input factors to those that were tangible and
could be measured quantitatively. Hilmer (1991,9) criticized that factors that are easy
to identify and measure usually receive more attention than those are less visible.
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T o modify such an attitude towards intangible factors, E d o s o m w a n (1988,18)
argued that:

In order to control the production, service, delivery and
consumption processes involved in producing products and
services, adequate measures for both tangible and intangible
elements are needed.
The understanding and appropriate management of tangible and intangible
factors have a vital role to play in productivity improvement.

Some authors, however, attempted to include more intangible factors in their
measures. For example, Gold (1979) m a d e extensive use of an intangible input
factor—technology— in his approach to productivity measurement, which traced the
effects of actual or prospective technological or other innovations through the
production system. Thus, it became possible to identify the direct impacts of the
technological innovation and to trace their interactions with other input factors as the
basis for determining their effects on productivity.

2.2.5 A comparison of various models in the field

Mohanty and Rastogi (1986, Table I) compared various models by using
certain standard attributes (such as type of index used, type of input used, type of
output used, and special features not included in other models) to study their
characteristics. All models selected emphasized input-output ratios. They established
productivity indices by quantifying the aggregate inputs and outputs relative to some
base period in order to identify productivity changes. A m o n g s t the models
summarized, Gold (1971), and Riggs and Felix (1983) have taken into consideration
financial ratios as well.

Table 2.1 below summarizes the representative models developed for the
productivityfield,and is provided as a quick reference source.
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Table 2.1
A Comparison of Models. A: Three Models Requiring a Medium Level of Understanding and a
Moderate Amount of Data, Intended for Intra-plant Control
Basic Model
Craig and Harris (1973)
O
PI =

L +C +R +Q

•type of Index

"type of Output

TVpe of Input

Total
Productivity
Measure

• Value "produced"
(including incomplete items)
• Gross output "deflated"
average
• Dividends and interest
(as output)

{.' Weighted cost
C: Leasing method
R: Weighted cost
Q: Energy, insurance, taxes,
office supplies, etc.

First available model on
total productivity
Suggested a short-cut to
calculate total output
produced equal to total
sales plus change in total
inventory

Total
Productivity

• Value "produced"
(including incomplete items)
• Gross output "weighted"
average
• Dividends, etc. (as output)

U Weighted cost
C: Annual cost method
A- Weighted cost
Q: Utilities, supplies and
services purchased

Elaborated Craig and
Harris model
Stressed that no single
"static" measure like PI
can be of use in the
dynamic system of an
organisation with
interacting elements

Special Features

Hines (1976)
O
PI =

L+C+R+Q

Mundel (1976)
OMP/IMP
PI =
and
OBP/IBP

Measure

N o details given

• T w o concepts of total
productivity given
• Discusses inaccuracies of
PI measures in terms of
OMP/OBP
outputs not related to
PI IMP/IBP
corresponding inputs and
technological change (no
answer proposed)
Q input; OMP, OBP = aggregate output in measured
Symbols: O = output; L - labour input; C = capital input; R = material input;other
and base periods; IMP, IPB = input in measured and base periods.
Total
Productivity
Measure

N o details given

A Comparison of Models. B: Three Models Requiring a Moderate Amount of Data and Intended for
Inter-plant Control
Bask Model

Type of
Index

Type of Output

TVpe of Input

Special Features

Level of
understanding
required

Partial
Productivity
Measure

Weighted gross output
"produced"

U Total expenditure
"deflated"
C: Annual cost method
R: "Deflated" cost
Q: Not considered

Developed a series of
ratios mixing physical
with financial ratios
through a network of
ratios. N o "single ratio"
derived to represent
firm's productivity

High

Total
Factor
Measure

• Value added concept
• Output "deflated"
average
• Products for in-plant

L Total expenditure
"deflated"
O N e w concept of
"Investors
Contribution"
R: Not considered
Q: Not considered

• N e w capital cost
Moderate
concept of "Investors
Contribution" based
on "rate of return"
on capital in base
year
• Non-saleable products
considered as outputs
• Purchased material
neither input nor
output (someone else's
effort)

Gold 0971)

mo/Cap) R Cap
PI =
R

X— x
L
FI

Taylor and Davis (1977)

O + MP - E
L +C

use

Roll and Sachish (1981)
• Tried to accommodate Moderate
change in labour
standard's norms
e
Et Q
Z: O
(technology change)
' 1
1 1
• Measured productivity
as ratio of actual
output to standard
output (not output to
input)
input;
Symbols: O = output; L = labour input; C = capital input; R = material....
. Q = other input; FI = Fixed investment; Cap = plant capcity^
U, depreciation etc; O ? , O * = standard output, firms S and B; 0 ;
M P = product m a d e for in-plant use; E = exclusions: purchased materials,
= actual output of firm B.
PI=ZiO$

z(o*

Partial
Productivity
Measure

N o details given
Weighted gross output
"produced" (no break-up
details)
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Table 2.1 (continued)
A Comparison of Models. C: Two Models Requiring a Medium Level of Understanding and Intended
for Intra-plant control
Basic Model

Type of
Index

Type of Output

Type of Input

Special Features

Amount of Data
Required

Total
Productivity
Measure

•

L:
C:
R:
Q:

• Extended Craig and
Harris model
• Linked total
productivity to
identify superior and
inferior products

Substantia)

Sumanth and Hassan
(1982)

S,<£/+ C,.+ K,.+ g.)

•
•

w

Tp

=.- it

it

*iWio
Riggs (1983)

Product-wise "value
produced"
Gross output
"denated"
Dividends and interest
(as output)

Weighted cost
Leasing method
Weighted cost
Energy, insurance,
taxes, office supplies,
etc.

TP

io

O + MP

•
•

• Besides T P M , defined
a long list of P P M ,
financial ratios, other
performance measures
• Concept of "team
•
productivity" as
weighted average of
many P P M indicators
Symbols: O = output; I = labour input; C = capital input; R = material input; Q = other input; E = energy input; M P = product made for
in-plant use; i = ;'th product; TP.., T. = total productivty of /' at times / and o; W., W• , = deflation indices at times / and o; T P M = Total
Productivity Measure; P P M = Partial Productivity Measure.

L+C+R+E+Q

Total
Productivity
Measure

Value "produced"
Gross output
("deflated" or
"weighted" noi
specified
Products made for
inter-plant use

L:
C:
R:
Q:

Weighted cost
Annual cost method
N o details given
N o details given

Source: Mohanty and Rastogi (1986, Table I)
Craig and Harris (1973) produced the first available model based on the
approach of total productivity measure. They converted physical inputs into dollars.
They viewed productivity as the measure of the efficiency of the conversion process,
and developed a comprehensive description of outputs by suggesting a short-cut to

calculate total output produced as equal to "deflated" total sales plus change in to
inventory (deflated). Kendrick (1984,207) defined the deflation process as:
Dividing an economic time series expressed in value terms by
an index of prices of the underlying physical units (combined by
appropriate quantity weights) in order to convert the series to
"real" terms or constant prices.
This deflation concept provided a basis for developing the measuring and modelling
methodology of this study which will be discussed in Section 3.5.5.

2.2.6 Partial summary

The chapter to this point has discussed the relationship of productivity
measurement to organizational performance. It also traced potential problems and
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pitfalls in productivity measurement, and provided a listing of elements for successful
productivity improvement programs. The chapter now continues with a comparison of

various models in the field, and a nomination by the writer of the model (ie, Craig
and Harris' Model) considered appropriate as the bases of this study.

2.3 Action Research

2.3.1 Introduction:- The Traditional Research Approach

Howard and Sharp (1983, 6) defined research as :
seeking through methodical processes to add to one's own
body of knowledge and, hopefully, to that of others, by the
discovery of non-trivial facts and insights.
In traditional research, the researcher is regarded as neutral in influencing the
subjects or outcomes. Hypotheses are always stated in a null form. As Zikmund
(1988,468) defined:
A null hypothesis is a statement about a status quo. It is a
conservative statement which communicates the notion that any
change from what has been thought to be true or observed in the
past will be due entirely to random error.

The process of traditional hypothesis testing would normally proceed as
follows (Zikmund, 1988, Chapter 19):

(1) A hypothesis is determined. Then, the researcher determines what the
sampling distribution of the mean would be if this hypothesis were a true
statement of the nature of the population.
(2) An actual sample is taken and the sample mean is calculated. The researcher
works out the difference between the sample mean and the population mean.

56

(3)

The researcher then must determine if the deviation between the obtained value
of the sample m e a n and its expected value would have occurred by chance
alone if the statistical hypothesis were true.

As well as traditional research approaches, an emerging alternative—action
research—has been shown to provide particular advantages for organizational system
study. The approach has been especially useful for social science (as reviewed by
Rapaport 1970, McLennan 1989). The following sections summarize/review this
approach.

2.3.2 An emerging alternative:- action research

The concept of action research arose in the behavioural sciences and originated
from Kurt Lewin's view of "the limitations of studying complex real social events in a
laboratory, the artificiality of splitting out single behavioural elements from an
integrated system" (quoted in Checkland, 1981,152).

The early development of the basic action research model can be dated back to
1946; Kurt Lewin was the major influence at that time (Warrick, 1984, Chapter 2).
The basic model consisted of gathering data from a client group, organizing and
feeding the data back to the group, and using the data to explore ways to improve.

Frohman, Sashkin and Kavanagh (1989, 153) described "action research" as
follows:
The action research approach as applied to organization
development involves data collection interventions by an O D
practitioner in collaboration with the client. Thus, working
together, they can obtain useful information which will enable
them to jointly: develop and implement action plans for change in
the client system; evaluate the effects and effectiveness of these
action plans; and based on these evaluations, create and
implement further action plans.
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However, Rapaport (1970,499) has provided the most widely and frequently
quoted definition of "action research":
Action research aims to contribute both to the practical concerns
of people in an immediate problematic situation and to the goals of
social science by joint collaboration within a mutually acceptable
ethical framework.

Checkland, Wilson, and Warmington (1984, 443) argued that there is an
important aspect of action research missing from Rapaport's definition. That was :
the need for the action researcher to enter into the research
with a clear and adequate conceptual or theoretical framework,
which he applies to the research.

In response to the challenges of the above argument, a theoretical model will

be fully developed in a later section (2.10) to provide the conceptual framework of th
research.

Foster (1972) developed a formal definition based upon the one given by
Rapaport:
A type of applied social research differing from other varieties
in the immediacy of the researcher's involvement in the action
process and the intention of the parties, although with different
roles, to be involved in a change process of the system itself. It
aims to contribute both to the practical concerns of people in an
immediate problematic situation and to the goals of social science
by joint collaboration within a mutually acceptable ethical
framework.
(quoted in Checkland, 1981,153)

The Foster's (1972) definition has fully reflected the underlying characteristics
of action research. Therefore, in terms of this study, this researcher has selected
Foster's definition for action research.
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Thus action research has been characterized by :

(1) the immediacy of the researcher's involvement in action;
(2) the intention of both parties to be involved in change.

Susman and Evered (1989, 148) argued that action research can be viewed as a
five-phase cyclical process. These are:

(1) diagnosing,
(2) action planning,
(3) action taking,
(4) evaluating, and
(5) specifying learning.

The same source provided a visual explanation (see Figure 2.3) of the "cyclical
process" nature of action research.

McLennan (1989,436) also suggested a similar cyclical pattern as depicted by
Figure 2.4. M c L e n n a n c o m m e n c e d the analysis with the feelings evoked in the
consultant's contact with the client. These feelings provided the consultant clues or
insights leading to cognitions, which were succeeded by working hypotheses, which
were in turn fed back to the client. M c L e n n a n (1989,435) claimed that the benefit of
feedback was that it can lead to:

• client reactions to the hypotheses,
•

further evocation of feelings in the consultant, and

•

fresh working hypotheses.
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DIAGNOSING
Identifying or
defining a problem

EVALUATING
Studying the
consequences
of an action

ACTION TAKING
Selecting a course
of action

Source: Susman and Evered (1989,148)
Figure 2.3 — The cyclical process of action research
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Consultant—Client
Interaction over
Problem

Consultant—Client
Interaction over
P'oblem

Source: McLennan (1989,436)
Figure 2.4 — The action research process

From this review, it was deduced that a highly desirable programme of

research is one that would develop clearly defined measures of productivity and wou
accurately respond to changes in key input and output variables. Bryant (1989,146)

claimed that the action research approach takes the current problems "on site". It h
dual commitment to find and to implement solutions to problems.
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In acknowledging the dynamic nature of all real world systems, Tilles (1963)
argued that:
No single model or conceptual scheme embraces the whole
breadth and complexity of reality, even though each in turn m a y
be useful in particular instances. This is w h y management
remains an art, for the practitioner must go beyond the limits of
theoretical knowledge if he is to be effective.
(Quoted in Weisbord, 1989, 384)

Thus, each organization required an action research model tailored to its
specific features, if this basic approach was to be effectively adopted.

In dealing with the dynamics of an organizational system, it was considered
that an organized action research programme would be more suited than other methods
to the dynamic situations which companies were facing. Hence, this study adopted
the action research approach.

2.3.3 A productivity perspective on action research

From the productivity perspective, Hines (1976) argued that no single, "static"
measure will precisely describe company level productivity. Advancing a similar
viewpoint, Gross and Smith (1976, 350) stated that it is non-practicable to construct
an universally acceptable model for all companies. Therefore, they suggested that the

pattern of relationships and priorities of those key performance variables of individ
companies should be accomplished through "on-site" analyses.

Therefore, effective productivity models needed to be sensitive and responsive
to the environment. In practice, most of the productivity models failed to match such
requirement and therefore often resulted in failures of understanding and
implementation. Czajkiewicz and Issa (1986) suggested that more research needs to

be done by each individual organization to determine a suitable formal, scientific and

analytical model that best fitted the organization's productivity level or problem ba
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on the feedback from the organization itself. There is strong criticism in the literature
of research projects conducted from "a distance". As Mintzberg (1979) stated:
W h a t the researcher gets is answers in the form of data that can
be plugged into the computer. W h a t he does not get is any idea of
the relationship between the perceptions he has measured and the
reality they purport to describe.
(quoted in Kazandjis, 1980, 38)

Thus, each organization's productivity management system exhibits features
unique to it. Hence, each organization required a productivity model tailored to its
specific environment and incorporating its key operating variables. As managers

understand the special characteristics of a specific organization, in order to ensur

validity of a productivity model, it became important to involve the managers in stag
of formulating and testing the model. This approach assisted in developing their
confidence in the model and in ensuring its acceptance as a management tool. This

viewpoint was adopted in this research to the degree that the final phase of the fie

research conducted was the testing of managerial acceptance levels for the productiv
model. The purpose was to assess whether the recommendations of this study could
be applied to the practical (managerial) world of productivity management.

2.3.4 Industrial engineering perspective

Within most manufacturing firms, the productivity issue has been usually
assigned to the Industrial Engineering function. In 1955, the American Institute of

Industrial Engineers (now known as the Institute of industrial Engineers) adopted the
following formal definition of industrial engineering :

Industrial engineering is concerned with the design,
improvement, and installation of integrated systems of m e n ,
materials, and equipment. It draws upon specialized knowledge
and skill in the mathematical, physical, and social sciences
together with the principles and methods of engineering analysis
and design to specify, predict, and evaluate the results to be
obtained from such systems.
(quoted in Sumanth, 1984,49)
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Industrial engineers have had to work closely with management on the one

hand and rank-and-file employees on the other. These roles placed them into a leadi
position in the handling of productivity issues.

As early as in 1984, Sumanth believed that there were clear signs that two new

fields of study would evolve during the subsequent few years, namely : "productivity
engineering" and "productivity management". Sumanth's prediction (1984) was

backed-up by Kanawaty's argument (1987) that over the years interest in productivit
has taken various forms. At the enterprise level, it has helped in ascertaining
performance. More important, perhaps, has been the interest in methods and

techniques for raising productivity. Sumanth (1984,49) further defined "productivit
engineering" as follows:

Productivity engineering is concerned with the design,
development, and maintenance of productivity measurement,
evaluation, planning, and improvement systems in manufacturing
and service organizations.

The American Productivity Management Association (formed in 1982) defined
"productivity management" as:
Productivity management is a formal management process involving
all levels of management and employees with the ultimate objective of
reducing the cost of the manufacturing, distributing, and selling of a
product or service through an integration of the four phases of the
productivity cycle, namely, productivity measurement, evaluation,
planning, and improvement.
(quoted in Sumanth, 1984, 51)

It can be seen that productivity engineering was focused on the maintenance
and improvement of the productivity system. On the other hand, productivity
management emphasized the management process by setting up a formal structure to
monitor and control the productivity level.
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Traditionally, industrial engineering has been involved in various efforts
related to manufacturing performance. For example, Method Study and Time Study

were approaches aimed at increasing production volume and measuring productivity at

a work-shop level and have occupied much of Industrial Engineering's functional rol

This narrow functional role is no longer considered as appropriate, as a broader sc

emphasis on productivity measurement at a higher level — the plant level — should be
included in the practice of industrial engineering (Sumanth, 1984, 51).

Thus, the broader aspects of industrial engineering should include the design
and development of plant level productivity management systems, such as the design

and installation of integrated productivity systems of men, materials, and equipmen

2.3.5 "Checkland methodology"

In general, although there were substantial literature sources on most aspects
of research methodology [eg : Rummel and Ballaine (1963), Stone (1978), Rothman
(1980), Burgess (1982), Howard and Sharp (1983), Sekaran (1984), Kerlinger
(1986), Zikmund (1988), and Strauss and Corbin (1990)], there was relatively less
discussion on the practical steps involved in action research.

Checkland (1981, 163, Figure 6) advanced a methodology which was derived
experientiaUy and represented the distillation of the learning achieved in a large
of "action research" projects. This became known as the "Checkland Methodology",
and is shown visually in Figure 2.5, below.
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Source: Checkland (1981,163)
Figure 2.5 — Checkland Methodology

Checkland's methodology contained seven stages. It can be summarized as
follows:-

Stage 1

: structuring the problem,

Stage 2

: expression of the problem,

Stage 3

: root definitions of relevant systems,

Stage 4

: making and testing conceptual models,

Stage 5

: comparing conceptual models with reality,

Stage 6

: identifying "feasible and desirable" changes,

Stage 7

: implementing "feasible and desirable" changes.

Figure 6 provides a visual summary of these relationships.

In essence the methodology can be described as a seven-stage process of
analysis which uses the concept of a h u m a n activity as a means of getting from
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"finding out" about the situation of concern; to "taking action" to improve that
situation.

Checkland has developed action research from its early stages into a practical
research tool. His book —

"Systems Thinking, Systems Practice" (1981) has

discussed this research approach in great detail.

2.3.6 Research strategy

The above sections have provided an outline of the traditional research
approach, the action research approach, the research model from a productivity
perspective, the industrial engineering perspective, and the "Checkland Methodology".

Given the above analysis, the research strategy selected for this study was a
"hybrid approach". This study used essentially an action research type platform plus
traditional hypotheses. That means it was a mix of action research and traditional
research. It should be noted that:

• The setting selected for the research was a "one site" setting — BHP Coated
Products, Western Port Plant.

• The problem-productivity issue was "localized" to the plant.

• The researcher was known and accepted by the plant management as a
change agent to develop a plant-wide productivity measurement system for
the organization.

The above features distinguished the researcher from the uninvolved role of a
"traditional" researcher. The researcher participated in and monitored jointly with the
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plant management some of the five action research phases proposed by Susman and
Evered (1989), namely:

• diagnosing,
•

action planning,

•

action taking,

•

evaluating, and

•

specifying learning.

The involvement in the relevant management group furnished the researcher
"clues or insights leading to cognitions" (McLennan, 1989, 435). It enabled the
researcher to work out hypotheses based on these "cognitions". In the approach
selected for this study, the "pure" version of action research as described by
McLennan (1989), and Susman and Evered (1989), was not completely followed.
That means it was a mix of action research and traditional research. This was because
at the B H P , Western Port plant, the managers were more interested in knowing the
productivity measurement and its results rather than a series of theoretical
development. Thus, managers of B H P , Western Port plant were not involved in the
development of the propositions developed for testing. In that context, the research
approach used was a "hybrid", which was mostly based on the steps of action
research, but involved the researcher undertaking the "traditional research" role of
developing and deciding the research model and research questions.

2.3.7 Partial summary

A number of basic characteristics not usually associated with traditional
scientific research were emphasized in the above action research approaches. These
features :(1) were based on the fact of collaboration, and
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(2) required the researcher to become involved in monitoring and evaluating
the effects of any change.

It is recognized that in action research problem-solving and knowledge
expansion are pursued simultaneously. Its core idea meant that the researcher did not
remain an observer outside the subject of research but become a participant with the
relevant management group.
2.4 A Systems Theory Approach to Productivity Management

2.4.1 The concept: its definition and historical development

The systems approach has been used both as a way of thinking and as a
method for describing complex problems. F r o m the productivity viewpoint, a
manufacturing environment is complex. The systems are dynamic and rarely reach
equilibrium (Hines 1976). Because of this, there is no single, "static" measure which
would precisely describe firm level productivity.

Systems theory provided management with insights into the overall structure
of productivity problems. It emphasized a total view rather than identifying isolated
problems. Smith (1973, 77) stressed that the "whole" system is of far more
importance than the parts.

As early as 1969, Hopeman (1969, 32) advanced the systems concept by
putting forward the following statement:
Using the systems concept, the processes of analysis of
variables and constants which reflect the state of the system and
its interfaces with other objects both within the firm and in the
environmental set allow for a more structured, documentable
construct.
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From the manufacturing management's viewpoint, there has recently been a
"quality focused" revolution in management thinking which was initiated by
Dr Edwards Deming (1982). This new management style — usually known as Total
Quality — defined management's job in the following way :

(1) Management works on the system; workers work within the system.
(2) Management improves the system with the workers' help.

It can be seen that the total quality concept also focused special emphases on

the systems approach. The systems approach considered all the interactions occurring
between the various elements of an organization. It assisted in optimizing the
operations of the firm as a whole in order to meet the overall objectives of the
organization, rather than concentrating on the narrower objectives of individual

sections of the organization. The major benefit of a "holistic" approach was identif
by Badiru (1990, 33); that the overall performance of the system is higher than the
sum of each subsystems' performance.

Thus the systems approach provided a methodology for studying the
interaction of different units within the organization.

Haas (1987,75) pointed out that:
It is only by managing the operational component as an
integrated system that manufacturers can exploit their full
potential for delivering added value to customers through lower
prices, greater service responsiveness, or higher quality.

Yavuz and Sumanth (1987, 191) also argued that the success of any

organization is heavily reliant on its management's capability for controlling the w
organization as an integrated unit.
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In accepting and adopting the above argument, the researcher has incorporated
the systems concept into the theoretical framework of this study.

In developing insights into systems concepts, it was useful to commence with
a general concept of systems thinking. Ackoff (1971) defined a system as :
A system is a set of interrelated elements. Thus a system is an
entity which is composed of at least two elements and a relation
that holds between each of its elements and at least one other
element in the set. Each of a system's elements is connected to
every other element, directly or indirectly. Furthermore, no
subset of elements is unrelated to any other subset.

Addressing the same systemic issue, Kilmann (1990,3) argued that:
During the 1960s and the 1970s, efforts at improving
organizations became more and more specialized and, eventually,
fragmented — primarily because they focused on the narrow use
of single approaches, such as team building, survey feedback,
and performance appraisal. Academicians, following traditional
guidelines for rigorous research, tended to develop improvement
methods primarily suited for tightly controlled, isolated parts of
the organization — thereby ignoring system-wide perspectives.
Kilmann offered an excellent counterpoint to traditional guidelines for rigorous
research to emphasize the need for integrative systems thinking. Kilmann continued

with the view that there was an urgent need to rejuvenate the vision and practice of
organizational development: to supply system-wide programs of planned changes.
The real world does not allow isolation of subsets of problems that are solved
independently of the others.

In reality, each problem subset imposes certain constraints on the solution of
the others and the whole. Under such circumstance, the holistic requirements of a
"full" productivity model were undoubtably needed. This study was aimed at to
develop such a "full" productivity model.
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2.4.2 Checkland's systems methodology

Many studies have been devoted to the importance of the systems approach.
A s discussed in Section 2.3.5, Checkland (1981) advanced a "systems thinking,
systems practice" approach by adopting the use of a particular set of ideas — systems
ideas — in trying to understand the world's complexity. Checkland (1981, 3) stated
that the centrality of "system" embodies the idea of a set of elements connected
together which form a whole.

Checkland developed systems thinking by the argument that:

Systems thinking, then, makes conscious use of the particular
concept of wholeness captured in the word "system", to order
our thoughts. "Systems practice" then implies using the product
of this thinking to initiate and guide actions w e take in the world.

This approach "aimed at using systems ideas as a help in tackling the illstructured problems of the real world", and incidentally for exploring social reality
(Checkland, 1981, Chapter 8). The system concept is the idea of a whole entity which
provides a w a y of viewing and interpreting the universe as a hierarchy of such
interconnected and interrelated wholes (Checkland, 1981, Chapter 4).

From the productivity management perspective, the Checkland approach meant
that all the resources of the plant were brought to bear on the problem at hand. The
solution approach addressed the overall manufacturing function in total and thus
required the resources of most if not all functions of the plant.

This research adopted a systems approach for developing a plant-wide
productivity management system which was based on the Checkland approach.
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2.4.3 Partial s u m m a r y

This section has presented the basic concept, definition and historical
development of the systems approach. It also discussed Checkland's methodology as
a version of the systems approach. It also reviewed various authors' perspectives
the systems approach.

It was established that it is highly desirable to make quantum improvements in

improving productivity and thus profitability. Systems concepts and methods provid

the general framework for analyzing productivity systems. Given this framework, it
is appropriate that instead of looking at productivity management from several
incongruent platforms or within a limited perspective of measurement, a systems

viewpoint, involving an overall (ie, integrative) perspective, is much more desira
To reflect the above argument, the researcher incorporated the systems approach
concept into the development of the framework of the productivity model.

2.5 Total Quality Management (TQM)

2.5.1 Basic concepts

The essence of the "productivity concept" was considered to be closely related
to the approaches of the "Total Quality Management" movement (Sink 1987,
Edosomwan 1988). For example, Edosomwan (1988,10) claimed that:
Productivity and quality management form an integrated
process involving both management and employees with the
ultimate goal of managing the design, development, production,
transfer, and use of the various types of products or services in
both the work environment and the market-place.
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Total Quality Management ( T Q M ) is not definable as a brief, simple term.
" T Q M " seeks to improve the competitiveness and profitability of an organization (or a
nation) by eliminating waste of resources of money, time, materials, and human skills
and creativity. The major departure of " T Q M " from traditional approaches to quality
management is that " T Q M " seeks to assure the quality of outputs by workingfirstto
stabilize and then improve both the product design and the processes that produce
those outputs. Pfau (1989, 17) provided a useful definition of "Total Quality
Management" as:

An approach for continuously improving the quality of goods and
services delivered through the participation of all levels and functions
of the organization.

Sink (1989) provided a summary of the foundational concepts and principles
ofTQMasfollows:-

1. TQM is customer-oriented.
2.

T Q M seeks to improve profitability and productivity by eliminating waste of all
material, financial and human resources.

3.

Products and services are the result of processes, and all processes are subject to
inherent variation.

4.

T Q M involves a long-term commitment to the continuous improvement of all
processes. Firstly, processes must be brought into a statistically stable
condition. Then, it is possible to work on improving the processes by reducing
their inherent variability.

5.

T Q M success demands top management leadership and continuous involvement.

6.

M u c h of the knowledge needed to improve a process resides in the workforce
and with the customers; however, only management can m a k e m a n y of the
necessary changes happen.

7.

Responsibility for establishment and improvement of processes lies with
management.
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8.

Managers are responsible for the quality of supplier, products and services
received.

9.

T Q M is a strategy for continuously improving performance at every level and in
all areas of responsibility. It involves everybody in the organization.

10.

T Q M aims at achieving one broad, unending objective: continuous improvement
of products and services.

11.

Successful T Q M

implementation depends on establishing a nurturing

encouraging environment, a disciplined organizational goal-setting
methodology, and a formal, structured process-improvement methodology.

Sprouster (1984, 26) simplified the concept by stating that:

In essence, Total Quality Control strives to take the hard work out of
the system — one of TQC's credos is "Work Smarter Not Harder".

Initially, many authors used the terms "TQC" and "TQM" interchangeably.
More recently " T Q C " tends to be confined to that aspect of " T Q M " concerned with
achieving statistical control of processes.

It is important to refute the viewpoint that there is only "one" Total Quality
Management approach. Four major approaches to T Q M movement will n o w be
discussed as below.

2.5.2 Four approaches to "TQM" process

There is no one, definable theoretical approach to TQM.

Fine and Bridge (1987) described four approaches to the total quality
management process; namely:
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(1) The Deming Approach —

summarized by Deming's 14 point program;

(2) The Juran Approach — Managing for quality is done by use of the three
managerial processes. These were quality planning,
quality control, and quality improvement. Juran
referred to these three processes as the "Juran
Trilogy". ("Juran On Leadership For Quality", The
Free Press, 1989, 20)

(3) The Crosby Approach — the "absolutes of quality management" and the "basic
elements of improvement";

(4) The Japanese Approach — to develop and sustain a habit of improvement and
to work toward perfection. Major theorists are
Imai, Ishikawa, and Mizuno.

The abovementioned four approaches can be summarized as follows:-

Deming

Deming defined quality as "a predictable degree of uniformity and
dependability, at low cost and suited to the market" (Oakland, 1989, 285). Deming

(1982) concentrated on describing final objectives at the expense of providing a p
achieve these objectives. Deming expected the organization to change by:-

• managing quality with direct statistical measures and without cost of quality
measures;
• developing partnership with labour to use the minds and muscles of all
employees most effectively;
• involving top management in all stages of the quality management program.
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Deming (1982, 16) claimed that his "fourteen points" apply anywhere, to small
organizations as well as to large ones. The management of a service industry has the
same obligations and the same problems as management in manufacturing. Deming's
fourteen points were (1982, 16-17):-

1. Create constancy of purpose toward improvement of product and
service, with a plan to become competitive and to stay in business.
Decide to w h o m top management is responsible.
2.

Adopt the new philosophy. W e are in a n e w economic age. W e can
no longer live with commonly accepted levels of delays, mistakes,
defective materials, and defective workmanship.

3.

Cease dependence on mass inspection. Require, instead, statistical
evidence that quality is built, to eliminate need for inspection on a mass
basis. Purchasing managers have a new job, and must learn it.

4.

End the practice of awarding business on the basis of price tag.
Instead, depend on meaningful measures of quality, along with price.
Eliminate suppliers that can not qualify with statistical evidence of
quality.

5.

Find problems. It is management's job to work continually on the
system (design, incoming materials, composition of material,
maintenance, improvement of machine, training, supervision,
retraining).

6.

Institute m o d e m methods of training on the job.

7.

Institute modern methods of supervision of production workers. The
responsibility of foremen must be changed from sheer numbers to
quality.

Improvement of quality will automatically improve

productivity. Management must prepare to take immediate action on
reports from foremen concerning barriers such as inherited defects,
machines not maintained, poor tools, fuzzy operational definitions.
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8.

Drive out fear, so that everyone m a y work effectively for the company.

9.

Break down barriers between departments. People in research, design,
sales, and production must work as a team, to foresee problems of
production that m a y be encountered with various materials and
specifications.

10.

Eliminate numerical goals, posters, and slogans for the work force,
asking for new levels of productivity without providing methods.

11.

Eliminate work standards that prescribe numerical quotas.

12.

R e m o v e barriers that stand between the hourly worker and hisrightto
pride of workmanship.

13.

Institute a vigorous program of education and retraining.

14.

Create a structure in top management that will push every day on the
above 13 points.

Deming sought to improve productivity by eliminating all waste of resources.
Deming emphasized that quality is providing whatever the customer needs or requires.
Oakland (1989, 286) simplified Deming's concept by stating that quality and
productivity increase as variability decreases and due to the fact that all things are vary,
therefore the statistical methods of quality control must be applied.

Juran

Juran's (1980) major points were as follows :

1. Sporadic problems must be identified and eliminated through a well defined
"control sequence" procedure.
2.

Chronic problems require managerial breakthroughs in attitudes and
knowledge.

3.

A n annual quality program permits ongoing management involvement in
quality policies and objectives.
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4.

Quality professionals are the champions of quality improvement.

5.

Cost accountingfiguresplay an important role in the identification, selection,
monitoring, and control of quality projects.

For Juran productivity came from technological breakthroughs. Juran
identified the h u m a n factor as a critical element for solving the technical problems.
Juran claimed that (1980): "an understanding of the h u m a n situations associated with
the job will go far to solve the technical problems; in fact such understanding m a y be a
prerequisite of a solution."

Crosby

Crosby (1979) placed a strong emphasis on the process of changing the
corporate culture and attitudes. Crosby's "fourteen-step" (1979, 132-139) process
gave clear guidance for building a quality improvement attitude in the organization.
Crosby placed little emphasis on statistical quality control techniques relative to
Deming and Juran. Crosby is more management- and organization-oriented than tool
(technique)-oriented.

Crosby also emphasized increased productivity through elimination of
defective products. Crosby claimed that there is a need for constant improvement in
all areas of operations, including suppliers and distributors to eliminate waste of
material, capital, and time.

Japanese Approaches

The Japanese approach to quality management which is typified by sources
such as Ishikawa (1985); Imai (1986); Mizuno (1988) can be summarized as follows :
1.

Ultimate objective is to improve the quality of life for producers, consumers,
investors.
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2.

Quality is defined as : " A stable and acceptable degree of variability of a
process about a stable and acceptable average performance".

Here

"acceptable" means meeting or exceeding the customers' requirements.
3.

The goal of "the program" is continual improvement toward perfection.

4.

The impact of "uncountable costs" (ie, costs that are difficult to quantify) must
not be ignored.

Again, the Japanese approach stressed the elimination of wasted resources as a
means of improving productivity.

Traditionally, quality and productivity have been regarded as distinctly
different. A traditional view has been that quality improvement w a s believed to
increase costs and hence reduce productivity. Scholars like Deming, Juran, Crosby,
and others have m a d e vigorous efforts to correct this faulty impression and have
proclaimed that "quality is productivity". The Japanese quality management also
strongly suggests (Imai, 1986, 39) that quality is an important component of
productivity. The core concept is that doing thingsrightthefirsttime and all the time
can reduce the immense cost of correction and enhance the company reputation and
business success.

The Japanese quality management actively pursues and encourages continual
improvement toward perfection and views change as a natural part of its organizational
activities. It removes the resistance to change which is considered the number one
roadblock to performance and productivity improvement. It also emphasizes the
impact of "uncountable costs" (eg, training costs, set-up costs) which is in line with
the "activity concept". This researcher favoured the Japanese approach, because it
concentrated on the processes within an organization and sought to improve
productivity by improving the processes within which people work.
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2.5.3 Cyclic process and systems approach to T Q M

Rossier and Sink (1990) emphasized that, to remain competitive, organizations
must actively examine their current performance levels and determine the performance
levels required for the future. Rossier and Sink (1990, 25) emphasized making use of
the competitive challenges to stimulate improvement.

They focused upon

implementing a cyclic process of planning, measurement, and further improvement to
achieve the productivity goals. This process for managing quality and productivity is
shown in Figure 2.6 below. Note that it is similar to the " P D C A Cycle" concept
developed by Deming (Imai, 1986, 10).

Visions

Challenges

Excellence

Planning

Improvement

Improvement

Measurement

Source: Rossier and Sink (1990)
Figure 2.6 — Process for Managing Quality and Productivity

Using a systems viewpoint, Badiru (1990, 33) pointed out that:
A systems approach to total quality management facilitates an
integrated awareness of the importance of quality throughout an
organization.
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Sink (1990, 3) also argued that:
If our decisions and actions are strategically thought through,
comprehensive, and well-integrated, then w e will be closer to
managing quality totally than is presentiy the case.

It is noted that Badiru and Sink both placed emphasis on a systems approach.

Consistent with that viewpoint, this study also adopted the systems approach concep

for developing its conceptual framework, as will be described more fully in Section
2.10.

2.5.4 Components for success in TQM

Sink (1987) showed eight basic components that appeared to be common and
essential to the success of TQM. They were:

(1) Awareness of the challenge and of the "new competition" through information
sharing,
(2) The creation of a basic foundation of management practices,
(3) Plarining and turning more attention to performance improvement,
(4) Measurement and Evaluation,
(5) Control and Improvement,
(6) Action Planning and Effective Implementation,
(7) Cultural Support Systems,
(8) Mamtaining Excellence.

Within a competitive world economy, Edosomwan (1988,91) pointed out that:

The ability to balance productivity and quality goals,
objectives, resources and expected results, at the individual and
organizational levels can make a difference in a competitive world
economy.
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Using the perspective of performance, Sink (1989, 9) emphasized the
importance of constant improvement to productivity. Such a central theme formed the
basis of the productivity model developed for this study.

Caulcutt (1990, 28) identified four key points for success of "total quality";
namely, management commitment, teamwork, tools, and the quality system. Caulcutt
argued that:
TQM is a large and rapidly expanding subject, but it can be
summarized in one sentence. The quality S Y S T E M S manage
the manufacturing procedures; the T E A M S use the T O O L S to
measure the performance of the systems, and to effect neverending improvement in the procedures.

The adoption of a TQM philosophy provided the organization with a rational
way of improving its manufacturing procedures and quality. In fact, m u c h of the
procedures emphasized in T Q M can be seen as actions to increase productivity; such
as:
•

eliminating defects and increasing first-pass yields,

•

reducing set-up times,

•

improving plant layout and materials flows,

•

designing products with fewer and more c o m m o n parts, and

•

continuing improvement toward perfection.

The above ideas provided a useful guideline for selecting and developing
managerial controls for this study, which were then tested as specific activity based
hypotheses within the productivity model.

2.5.5 "Kaizen" strategies

Japan has developed an elaborate system of "Kaizen" strategies as management
tools within the T Q M movement. Imai (1986, xx) defined "Kaizen" as :
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Kaizen means improvement. W h e n applied to the
workplace Kaizen means continuing improvement
involving everyone — managers and workers alike.

"Kaizen" promotes small step improvements in contrast to large innovations of
the type promoted by Juran. It does not exclude innovation but stresses the need to
stabilize and slowly improve processes in the periods between innovations. Imai
(1986, 16) argued that "Kaizen" generates process-oriented thinking. This contrasts
sharply with the result-oriented thinking of most Western managers. In terms of
process-oriented thinking, management will be more concerned with:

1. Discipline,
2. Time management,
3. Skill development,
4. Participation and involvement,
5. Morale, and
6. Communication.

The underlying principle is aimed at continuous systems improvement.
Systems improvement concerns such crucial areas of management as planning and
control, decision-making processes, organization, and information systems. In this
approach, management is urged to direct its effort to overall systems improvement as
one of the most important tasks of managing "Kaizen".

Consistent with the Kaizen "continuous improvement" concept, Tribus and
Tsuda (1988,147) defined the manager's job as :
The people work in a system. The job of the manager is to
work on the system to improve it with their help.
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The managerial challenge lies in the impact of quality —

which Tribus and

Tsuda (1988) called the "Second wave of the industrial revolution". Tribus and Tsud
emphasized that competitiveness derives not only from natural advantages, eg,
proximity to natural resources, but also from two thrusts:

• Invention and innovation, making new and better things.
• Quality and productivity, making things in better ways.

Tribus and Tsua claimed that (1988, 143):
New technologies of products, processes and manufacture
strongly influence invention and innovation in products
N e w technologies of management strongly influence quality and
productivity.

Tribus and Tsuda posed an important message that quality and productivity are
the two key elements of making things in a better way.

2.5.6 "Ishikawa" diagram concept

It is also worthwhile here to outline another Japanese quality control (QC)
concept — called the "cause-and-effect" diagram which has been widely accepted and
adopted by Japanese industry.

The development of the "cause-and-effect" diagram was pioneered by
Dr Kaoru Ishikawa of the University of Tokyo in the summer of 1943 (Ishikawa,
1990). Ishikawa used the cause-and-effect concept to explain to engineers at the

Kawasaki Steel Works how various factors contribute to quality of finished products.

From this perspective, the diagram is a quality control method that originated in Ja
The concept of this kind of diagram spread throughout other countries, and is
sometimes called an "Ishikawa Diagram" (or a "Fishbone Diagram").
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The following simplified "Ishikawa" diagram shows the quality characteristics
of a system as resulting from four broad causal factors; work methods, measurement,
materials, and equipment. In a real problem analysis each "rib" of the diagram would
itself be broken d o w n into a set of causal sub-factors, and so on.

Work
Methods

Materials
\

N^

\

*>,

/

/

w

Quality

/
Equipment

Measurement

CAUSE

EFFECT

Source: Ishikawa, 1990, 19
Figure 2.7 — "Cause-and-effect" Diagram

In Ishikawa's terms, the variables such as materials and methods, which have
caused the variability of quality, are called factors (causes). Outputs, such as the
percentage of defectives are called quality characteristics (effects). In order to improve
the quality of the output, one must first analyze the causal factors. The possible
causes of dispersion in the quality characteristics are outlined in such a format that all
the relationships are clearly noticeable.

Ishikawa (1990,18) claimed that:
" A cause-and-effect diagram is useful in sorting out the causes of
dispersion and organizing mutual relationships."

A s well as developing analytical tools such as the cause-and-effect diagram,
Ishikawa addressed the effect of management attitudes on quality (1985, Chapter VI).
H e argued that the application of " T Q C " requires a thought revolution in management.
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Hence, Ishikawa defined quality control as follows (1985,44):
"To practice quality control is to develop, design, produce and
service a quality product which is most economical, most useful, and
always satisfactory to the consumer."

Ishikawa also summarized six categories illustrating how many companies had
transformed themselves after applying Q C concepts (Ishikawa, 1985, 104):-

1. Quality first — not short-term profit first.
2.

Consumer orientation — not producer orientation. Think from the standpoint
of the other party.

3.

The next process is your customer —

breaking d o w n the barrier of

sectionalism.
4.

Using facts and data to m a k e presentations — utilization of statistical methods.

5.

Respect for humanity as a management philosophy —

full participatory

management.
6.

Cross-function management.

An Ishikawa diagram provided the framework for categorizing the key
performance indicators selected for this study, as will be explained in detail in Section
3.5.1.2 following.

2.5.7 Partial summary

It was noted that the unifying goal of the TQM approach is to provide customer
satisfaction. B y focusing on the goal of customer satisfaction, emphasis focuses on
quality, service, and reliability, and systematic problems are identified and resolved.
S o m e c o m m o n results of problems were identified as: — disrupted schedules, delayed
deliveries, increased rework, more scrap, wasted manpower and materials, and lost
machine time. These are to be reduced or eliminated. Once both non-value-added
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activities and costs go down, productivity goes up simultaneously.

Hence,

management must recognize the close link between quality and productivity.

It was assumed that there was no quick, simple, "one-shot" solution to the
challenge of improving quality and productivity. A company-wide commitment and
process-oriented thinking were required to improve Total Quality Management. For
example, Deming (1982) claimed that as efforts succeed in improving quality,
productivity improves, and costs go down. With better quality at lower costs a
company strengthens its competitiveness. Thus the basic belief accepted was that
productivity and quality can be the central source of competitive advantage. Hence the
underlying main theme of this study has been the focus on productivity, and the
challenge of quality improvement is seen to be an essential part of that focus.

2.6 Change Theory

2.6.1 Basic concept and framework of organizational change

This project was concerned with the development of an integrated productivity
management system within a large organization. Beer (1980,4) argued that:
Organizations are social inventions designed to achieve economic or
other purposes while at the same time fulfilling member needs.

Thus, organizations may be viewed as dynamic entities that must aim to
reconcile the needs of individuals and of the organization and successfully realize both.
To cope with such requirements, organizations must develop their strategies —
including a change strategy — to integrate both the individual's and the organization's
goals while considering its dynamic environment.

Regarding change strategy, Michael (Michael, Luthans, Odiorne, Burke, and
Hay den, 1981, 10, Fig. 1-1) provided a useful model of organizational change by
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showing the basic steps that are involved in adjusting the organization to its
environment.
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Source: Michael, Luthans, Odiome, Burke and Hayden (1981,10)

Figure 2.8 — Model of organizational change: adjusting the organization to its
environment

The model detailed the following aspects of the process (Michael, et al, 1981,9):

1.

T h e environment consists of a bundle of opportunities and problems. These

impact upon the organization as a set of demands.
2. The organization has some characteristic strengths and weaknesses. These
characteristics all determine the ability of the organization to supply products,
programs, and services to the environment.
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3.

The ability or inability of the organization to respond to demand with supply

can be seen as indicating a good, fair, or poor fit between the environment and
the organization.
4. To the extent that there is an inadequate fit between the organization and its
environment, there is a need for a problem definition.
5. The problem definition leads to a set of alternative strategic solutions which
specify ways in which the organization can seek a better fit with its
environment.
6. One of the alternatives is chosen as the strategic solution which will maximize
the fit between organization and environment.
7. The chosen strategic solution is implemented.
8. The organizational change required by the strategic solution should result in a
better fit between organization and environment.

Michael's model was concerned with adapting the organization to the changing
demands made upon it by the environment in which it operated. The model also
exposed an underlying theme — that an organization can be viewed as a dynamic
entity. Any management system which has been maintained in isolation from changes
in the organization becomes obsolete. It can no longer provide relevant information
for management decisions and control for the current rapidly changing environment.

To respond effectively to the challenges in its environment, an organization needs t
exploit its strengths and bolster its weaknesses. When changes arise, the old
management system may become obsolete. Rather than wait for confusing and
misleading information from an inappropriate old system, it would be preferable for

management to create a new system that better fit its environment. Michael emphasize
that there are situations where change has to be brought about in order to fit its
environment. In a productivity management perspective, productivity improvement
can also be viewed as a process of change. To improve productivity, it is therefore
necessary to manage change. This involves managing the degree of change in all
major management control variables, such as: manpower structure, materials,
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equipment, technology and methods. Michael's argument facilitated the framework
for thinking about the creation of conditions for higher organizational performance.

2.6.2 Relationships with organizations:- the "Leavitt Diamond"

From an organizational change viewpoint, Leavitt (1964) advanced the
argument that successful organizational change involves changes to the structure, the
technology, and the human system simultaneously. Leavitt's idea was that an effective
organization is one whose strategy, structure, decision systems, and h u m a n systems
are all in alignment. Such a concept became known as the "Leavitt Diamond":-

(Source: Leavitt H.J., "Applied organization change in industry: structural, technical
and human approaches", in McLennan, 1989,129)
Figure 2.9 — The "Leavitt Diamond"

Accepting and adopting Leavitt's concept, implied that productivity measurement
occurred within a complex organization. Thus, the organization's structure, the
technology, and the h u m a n system all bear on the issue: h o w the researcher or the
management is perceived and the success of the effort. The concept provided the
framework for selecting key performance indicators in the later part of this study.
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2.6.3 F o u r organizational components affecting change

Consistent with Leavitt's conceptual ideas, Beer (1980, Chapter 1) argued that
the effectiveness of a given organizational design is contingent on the situation. Four
organizational components must be congruent; namely:

1.

People:

Abilities, needs, values, and expectations of employees.

2.

Process:

The behaviours, attitudes, and interactions that occur within the
organization at the individual, group, and intergroup level.

3.

Structures:

The formal mechanisms and systems of the organization that are
designed to channel behaviour toward organizational goals and
fulfil m e m b e r needs.

Environment:

The external conditions with which the organization must deal
including its market, customers, technology, stockholders,
government regulations, and the social culture and values in
which it operates.

Beer presented the following model, showing the above mentioned four major
organization components.

Organizational process

Organization's
environment

People-

S

Organizational structures

Figure 2.10 — Beer's (1980, 5) Four Organization Components

91

Although the concept was similar to the "Leavitt Diamond", Beer (1980, 5)
emphasized that for organizations to adapt successfully, changes in structure and
process have been found to be critical. These two factors preceded n e w strategic
thrusts, and that is w h y "lines" have been placed around these two elements.

Beer's process concept was in line with Kaizen's process-oriented
management (Imai, 1986, 16) which influenced this research project to focus
emphases on the P R O C E S S in managing organization effectiveness. It is a process
that managers and workers can use to identify problems, to work out and implement
solutions. The process concept will be discussed in a later section (Section 2.10), and
a theoretical model will also be developed to include this critical issue.
2.6.4 Four major organizational properties and four distinct methods of
change

In attempting to m a k e organizations operate more effectively, organizational
members constantly propose and implement changes. In answering the question:
"What is to be changed?" Connor and Lake (1988) argued that four major
organizational properties were typical objects of change. These can be summarized as
follows:

1. Task: Different raw materials, new equipment, better procedures — these all
can serve to modify individual task behaviours.
2. Processes:

Organizational processes such as methods of control, information
transmission, reward, appraisal, and decision making m a y need
revising in the face of new circumstances.

3. Strategy:

F r o m time to time, management m a y need to modify the
organization's strategic direction in order to cope with the dynamic
environment. Changes in products and services offered provide a
major basis for strategic change.
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4. Culture:

Culture is a pattern of beliefs and expectations shared by the
organization's members. Management m a y decide that certain critical
organizational norms, ideals, and customs need revising.

These ideas provided areas for consideration during developing or creating a
new system. In terms of this study, the productivity management must be considered
in social and economic terms. For example, attitudes towards work and achievement
m a y be improved through employees' participation in planning objectives and
implementing processes, and through sharing productivity gains.

Connor and Lake (1988, Chapters 4 & 5) proposed four distinct methods of
change, namely:

1. Technological methods: aimed at improving either the organization's quality or
quantity of output. Such change typically involves n e w equipment, process or
techniques; ie management m a y want to affect their change by altering technical
and production processes.

2. Structural methods: These are concerned with the way that labour is divided
into its component tasks, the degree to which formal rules govern the
performance of those tasks, and h o w authority is concentrated or distributed in
the organization. Effecting a change by structural means can involve any of the
following dimensions: complexity, formalization, centralization, and
coordination.

3. Managerial methods: the reward system can be used to promote a move from
the status quo to a n e w state. Additionally, labour-management cooperation
can provide a means for change to occur in a positive and constructive manner.

93

4.

H u m a n methods: there are two principal methods by which people are the
major instrument of change: (a) Education and training —

which refers to

activities aimed at upgrading people's knowledge, skills, attitudes, and even
beliefs, (b) Organization development interventions —

which emphasize

planned "interventions" into various aspects of organizational life. The object
of the interventions is to improve organizational and employee climate, values,
health, functioning, and well-being.

In order to plan effective productivity interventions and make continuous
improvement, management needed some kind of comprehensive change theory which
explained h o w to initiate change and h o w to manage the change process. Connor and
Lake's methods provided a useful guideline for management to deal with changes.

A change in the organization's character requires accompanying changes in the
organization's design and its processes.

M o h r m a n Jr., M o h r m a n , Ledford,

C u m m i n g s and Lawler (1990, 3) classified these two factors (design and process) as
follows:

(1) Design includes:
•

organizational strategies,

•

organizational structures,

•

configurations of technology,

•

formal information and decision-making systems, and

•

h u m a n resources systems.

(2) Process refers to behaviour and energy and information flows which includes:
•

communication,

•

decision making,

•

participation,

•

cooperation,
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•

conflict,

•

politics, and

•

the flow of materials.

Design deals with structure and systems and initiates and accompanies changes
in processes. Design is often far more important than the process itself.

The abovementioned authors emphasized the design factor through the
argument that changes in process that did not change the design of the organization did
not constitute organizational change. This view was that if process changes were not
supported by appropriate design, they could only solve an isolated problem
independently of the others and the change cannot be expected to last.

Design contributed to support process changes. In a productivity improvement
process there is a significant need to gain full h u m a n commitment to the changes. In
this study its merit w a s in helping the researcher to consider the process of an
organization's changes and provide direction for the study.

Based on the above arguments, it can be seen that there are two key factors
critical to the organizational change, namely, the h u m a n factor (Beer 1980, Connor
and Lake 1988) and the design factor (Mohrman et al, 1990). T h e h u m a n factor
stresses the need for h u m a n interactions in the process of achieving organizational
goals and the design factor supports the process. Design here means organizational
strategies, structures, configurations of technology, decision-making systems, and
human resources systems. It has to support the process of the operations and the final
objective is to achieve customer satisfaction. These two factors will n o w be further
discussed.
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2.6.5 People a n d design perspectives in organizational change

The setting for this research was a manufacturing firm — BHP, Western Port
Plant. Its production process is constituted from a complex, adaptive, on-going social
system. T h e inter-relationships between people, capital and the organizational
environment were important in the w a y they were balanced and co-ordinated into an
integrated whole. A s the principal resource and the central factor in productivity
improvement drives, people in an organization played an important role. Business
objectives are seen to be accomplished through people. London (1988, 195)
emphasized the important role of people by arguing that:
People establish directions for organizational change, and they
implement the change. They can be change facilitators or change
barriers.

From a similar viewpoint, Sandy (1990,5) argued that change in organizations
occurs only through people, and suggested that the business plan should be connected
to people's performance. It should also be:

• getting across to the workforce what changes will be made;
•

guiding what people should do more of, or less of; and

•

informing what the company will do to help people reach their potential and
meet the demands of the tasks ahead.

Thus, management must focus both on organizational and individual needs,
and h o w these two sets of needs can be accomplished jointly in order to achieve
business objectives.

This research was concerned with the development of a plant-wide productivity
management system. At the plant level, operations played a major role in setting the
final characteristics of the output. Meredith (1987, 61) suggested, in a checklist form,
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some typical design characteristics of outputs that organizations should consider.
These can be summarized as follows:

1. Function: The design must properly perform its function.
2. Cost: The total cost cannot exceed a reasonable amount.
3. Size and shape: These must be compatible with the function.
4. Appearance: It must be equivalent to the function.
5. Quality: It should be compatible with the purpose.
6. Reliability: The output should function normally when used and last the
expected duration.
7. Environment impact: The output should not degrade the environment or pose a
hazard to the recipient.
8. Producibility: The output should be producible with ease and speed.
9. Timing: The output should be available when desired.
10. Accessibility: The recipient should be able to obtain the output without
difficulty.

Such a checklist provided useful information for management on the design

characteristics of system outputs. It also contributed to the selection of manageria
controls for this research, by concentrating on key aspects of productivity
improvement among many of the operating and output variables.

2.6.6 Organization development (OD)

An organization development effort should be related to an organization
change. It involves the total "system" approach (Beckhard, in McLennan, 1989,141).
A systems approach to productivity management is based on two fundamental

concepts: focus on the overall results of the system; and the integration of all the

subsystems of the organization into a whole. As discussed in Section 2.4 in a system
perspective, it does not allow isolation of subsets of problems that are solved
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independently of the others. In reality, each problem subset imposes certain
constraints on the solution of both the others and the whole. M c L e n n a n (1989, 100)
argued that organization development is a process. Its objective is to change the
systems, the culture, and the behaviour of an organization in order to improve the
organization's effectiveness. The development of more useful methods and theories
about organizations together with the need to solve pressing problems has resulted in
the emergence of thefieldof endeavour called: organization development. Warrick
(1984, 11) defined organization development as:

Organization development is a planned, long-range, systems, and
primarily behavioural science strategy for understanding, changing,
and developing organizations and improving present and future
organizational health and effectiveness. O D can be applied as a strategy
for changing and developing whole organizations or as an intervention
technique for working with individuals, groups, or systems.

Organization development can be interpreted as a process for diagnosing
organizational problems by looking for incongruencies between environment,
structures, processes, and people. Beer provided a list of its basic tenets, which can
be summarized as follows (Beer, 1980,10):

1. Organization development seeks to create self-directed change to which people
are committed.
2.

Organization development is a system-wide change effort.

3.

Organization development typically places equal emphasis on solving
immediate problems and long-term development of an adaptive organization.

4.

Organization development places more emphasis than other approaches on a
collaborative process of data collection, diagnosis and action for arriving at
problem solutions.

5.

Organization development often leads to n e w organizational arrangements and
relationships that break with traditional bureaucratic patterns.

6.

In organization development efforts, the change agent brings two types of
competencies to the organization. H e brings knowledge about organization
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design, management practice, and interpersonal dynamics. H e also brings
skills in working with individuals and groups.

Beer (1980, 25) continued with the view that behaviours of people and
interactions of operations process are the means of potential energy and motivation that
can be converted into results. Therefore, Beer stressed that the more congruent the
behaviours and interactions are with the organization's purpose and task, the more
effective the organization will be in achieving its performance goals.

From this perspective, the job of managing an organization can be viewed as
the job of managing and guiding people's behaviour. Thus, diagnosing and
understanding the people's behaviour is essential for managing organizational change.
M u c h organizational inefficiency can be traced to individuals w h o are not committed
and interested in the organization they are working. It exposed and provided a critical
factor for consideration when developing a productivity system for this study, and led
to the element of the theoretical model called "performance improvement interventions:
tactics and techniques".

2.6.7 Relationship of organizational change to productivity

In order to improve organizational effectiveness, management needed to
develop a conceptual framework for diagnosing organizational problems and coming
to an understanding of their causes. From the productivity perspective, productivity
measurement often sought to precipitate change, and change often becomes
threatening. Productivity measurement required deft handling of a number of
complex, interrelated factors; such as: processes, human relationship and political
concerns. (Brinkerhoff and Dressier, 1990, Chapter 1).

To become a high-performance organization, transformation of traditional
management was needed. Management's emphasis needed to shift from result99

oriented thinking to process-oriented thinking (Imai, 1986; Deming, 1982). Deming
(1982) listed fourteen points of management that should lead to improved productivity
and quality and a transformation of Western-style management which have had a great
impact for the productivity and quality movement (a summary of Deming's 14 points
is provided in Section 2.5.2).

Deming's fourteen points highlighted such concepts as building quality into the
product in the first place, customer focus, continuous improvement and employee
involvement. Hence, management must look ahead and plan for the future if they are
to stay in profitable business. It provided a clear message that T Q M is organizational
change and therefore change relates to productivity. Thus, integrating productivity and
quality becomes management's key result area.

2.6.8 Partial Summary

The conclusion of this section is that the demands of the competitive business
environment for high productivity, high quality, low cost, and customer satisfaction
require a n e w type of management philosophy, based on process-oriented thinking.
This section outlines the comprehensive theories and concepts underlying
organizational change that will assist management to develop an adaptive organization
to stay successful in a rapidly changing environment.

2.7 The Activity (Transaction) Concept

The main purpose of this research has been to understand and apply the
principles of the "activity factor" approach to develop a total factor productivity model.
Such an "activity concept" copes with volume and product diversity and thus reports
more accurate product costs than traditional costing systems. The key points to be
developed by this section include;
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1. limitation of traditional cost systems,
2. the need for a n e w perspective,
3. the activity factor and "activity-based costing" (ABC),
4. use and benefits of " A B C " ,
5. appraisal of " A B C " ,
6. the value of " A B C " for this research.

2.7.1 Limitation of traditional cost systems

Hayes, Wheelwright, and Clark (1988) mentioned that in their field research
conducted at twelve factories they found most of the plant controllers collected and
reported data on the estimated C O S T S incurred during the month for different types
of inputs. They also reported the costs that would have been incurred if their workers
and equipment had performed at a predetermined "standard" level. Actual costs were
compared with standard costs, and variances were highlighted for management action.

Hayes, Wheelwright, and Clark (1988, 165) argued that such a costing system
is supposed to take the incredibly diverse range of activities in the plant and summarize
them in a useful w a y for management decision-makings. In practice however, it
appeared that the costing system often masked critical phenomena and distorted
management's understanding of them.

Manufacturing managers were frustrated most of the time with the traditional
cost based performance measurement system. This was because its measures are
mainly tracking the performance of each unit in isolation. This distorts management's
understanding of h o w effectively the organization A S A W H O L E was implementing
the company's strategy. Also, some of the measures provided irrelevant or misleading
information and can provoke behaviour such as distributing overhead costs to products
according to volume of output that undermined the achievement of strategic objectives.
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2.7.2 T h e need for a n e w perspective: the activity concept

Porter (1985, 33) argued that in order to analyze the sources of competitive
advantage of afirm,it is necessary to examine all the activities of the firm in a w a y of
h o w they perform and h o w they interact with each other.

Porter's analysis introduced the "value chain" as the basic tool for analyzing
the sources of competitive advantage. Porter (1985, 33-34) developed the argument
further that in order to understand the behaviour of costs and the existing sources of
differentiation, the "value chain" can be applied to disaggregate an organization into its
strategically important activities. Hence, an organization can gain competitive
advantage if it can perform these strategically important activities more efficiently and
effectively than its competitors.

On the other hand, Miller and Vollmann (1985, 142) focused attention on
overhead costs by pointing out that manufacturing managers are n o w quietly waging a
battle to conquer overhead costs.

In the article "The hidden factory" (1985, 144), Miller and Vollmann argued
that:

Unit output drives direct labour and materials inputs on the shop
floor that w e all think of w h e n w e envision a factory. But in the
"hidden factory", where the bulk of manufacturing overhead costs
accumulates, the real driving force comes from transactions, not
physical products.

Traditional cost based performance indicators such as earnings-per-share and
direct labour expenses are unlikely to provide sufficiently useful data for managing
firms' manufacturing operations. Kaplan and Norton (1992, 71) claimed that "what
you measure is what you get". In today's competitive environment, management
should understand that traditional financial accounting measures like retura-on-
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investment and earnings-per-share can give misleading signals for continuous
improvement and innovation-activities. They further argued that the traditional
financial performance measures which worked well for the industrial era are no longer
justified, because they are out of step with the skills and competencies which
companies are trying to master today.

Traditional cost systems are used to measure resources that are consumed in
proportion to the number of units produced of the individual products. However,
many organizational resources are consumed by activities and transactions that are
unrelated to the physical volume of units produced. Traditionally, management has
placed emphasis on achieving labour efficiency and increasing volume to absorb
overheads even though the output might not be adapted to meet customer
requirements. The inadequacies of the traditional costing system exposed the need for
a n e w approach to costing. This n e w costing approach is called "activity-based
costing" ( A B C ) which was initiated and developed by Cooper and Kaplan (1988).
The A B C identifies the activities performed, and traces cost to these activities using
different types of cost drivers.

Cooper and Kaplan (1991, 267) pointed out that the expenses of support
resources to the production and sale of individual products are typically allocated to
products using unit-based measures (eg, direct labour, materials purchased, or units
produced). However, they argued that the product costs produced by such allocations
are distorted. They developed the view that products do not consume most support
resources in proportion to their production volumes.

The above authors exposed an underlying theme that there is a need for a new
management perspective on activities and transactions. A consistent theme of this
research was to use appropriate operations information to control and improve plantwide productivity. Traditional cost systems cannot satisfy this requirement.
Therefore, the need for an accurate cost systems for improving productivity has
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stimulated the development of a productivity m o d e l to incorporate such a n e w
approach — the activity-based costing (ABC) approach. The activity concept stressed
that management should manage activities, not costs. Activities are processes or
procedures that cause work and thereby consume resources. This research focused on
activities by managers as key items to improve productivity as explained below in
Sections 2.7.4 and 2.7.5.

2.7.3

T h e activity factor a n d "Activity-Based Costing" ( A B C )

In order to demonstrate the basic concept of A B C , this author has selected the
following detailed explanation from Hall, Johnson and Turney (1991):-

Activity-based costing is an information system that maintains and processes data on a
firm's activities and cost objects (eg product). It identifies the activities performed, it
traces cost to these activities, and then uses various cost drivers to trace the cost of the
activities to the cost objects. These cost drivers (such as the number of part numbers or
the effort expended by product) reflect the consumption of activities by the cost objects.
A n activity-based cost system is used by management for a variety of purposes relating
to both activities and cost objects.
Activity and cost driver concepts are at the heart of activity-based costing. Activities
processes or procedures that cause work and thereby consume resources. Examples of
activities include tapping threads in a hole in a metal part; telephoning a vendor to place
an order for materials; preparing a n e w drawing for a part to reflect a change in
engineering specifications.
Cost drivers reflect the demands placed on activities by products or other cost objects.
T h e cost driver "number of receipts", for example, measures the frequency of
performing various activities connected with receiving and inspecting in-coming
components and updating the parts database. The cost driver "effort by vendor"
measures the time required by various activities to establish and maintain vendor
relations.

Cost drivers measure the demands placed on activities at both the activity and cost object
levels. For example, the product cost driver "number of production runs" m a y show that
the production scheduling department schedules 4,000 batches of product over a year.
It m a y also show that Product A is run 6 times in a year and will therefore be scheduled
6 times.
Cost drivers are also used to trace cost to objects other than products. These objects
include customers, markets, distribution channels and engineering projects. The activity
"maintaining customer relations" is a customer sustaining activity and should be traced to
customers via a cost driver such as "effort by customer".
Activity-based cost systems vary in the information provided on activities. Some systems
use multiple cost drivers and allocate pools of cost to each cost driver. Each cost pool
contains the resources consumed by several activities, but the activities are not separately
defined. These "cost driver" systems are economical ways of reporting accurate product
cost and are useful for strategic and product design purposes.

Sources: Hall, Johnson, and Turney (1991, 88-89).
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Kaplan and Atkinson (1989, 193) highlighted the cost drivers by explaining
that the primary cost drivers for manufacturing overhead are transactions. These
transactions are activities which can be in the form of:

• ordering, executing, and confirming materials movements;
•

performing production scheduling, materials planning, and inventory
forecasting;

•

performing quality checks, and inspections; and

•

implementing change transactions — updating bills of materials, engineering
change orders, and changing schedules, routines, standards, and
specifications.

In an analysis of effective decisions, Cooper (1990, 58) stated that for
managers to m a k e better decisions, they do require a cost system which can provide
insights into the "whole" of the operations, not just isolated individual parts of the
operations. Thus, a resource consumption orientated cost system which can capture
the lag between changes in resource consumption and the subsequent changes in the
level of spending on resources should be superior to a spending based cost system.

Gilligan (1990, 34) pointed out that the fundamental difference between
traditional cost accounting principles and A B C is in the w a y burden is allocated. A
cost accounting approach used to allocate burden based on labour, but an A B C
approach allocates burden based on cost drivers. Gilligan claimed that:

Activity based costing is a timely cost accounting system. As
implied, it bases costs on the activity involved in manufacturing a
product. "Activity" includes more than the traditional process time. It
includes movement, inspection, queue, and all other aspects of
product's journey through the factory floor that m a y affect cost. In
other words, its cost correlates with its activities and traits.

Brown (1989, 84) summarized the synopsis of activity-based costing by
stating that even though the direct labour only represents a small fraction of corporate
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cost, most corporations still apportion and absorb overheads on this diminishing direct
labour base. Cooper and Kaplan (see B r o w n 1989, 84) exposed this inadequacy and
pointed out that intensified global competition and radically n e w production
technologies have m a d e accurate product cost information crucial to competitive
success. Therefore, Cooper and Kaplan argued that such a simplistic approach as
direct labour based costing is no longer justifiable.

Accordingly, management should recognize that a new approach to competitive
success could be built on activity-based cost information.

This information

emphasizes those activities that consume resources and deliver the value for which
customers will pay.

Bailey (1991) completed a consultancy project on "Implementation of activitybased costing systems by U K companies". Bailey's project sample of ten companies
was m a d e up of nine manufacturing organizations and one service organization.
Bailey's findings (1991, 32) can be summarized as follows:
Table 2.2 — Benefits of Implementing Activity Based Costing

% of sample positive

Benefit Identified
(1) Greater accuracy in product costing
(2) Improved management information
(3) Improved profitability
(4) Reduction in costs
(5) Greater involvement of production managers

100
70
40
60
90

In Bailey's project, it can be seen that a majority of respondents agreed with
four out of the five identified benefits of A B C system.

Bailey (1991,32) concluded that:

The findings of the investigation are positive and live up to the
expectations created by " A B C " pundits. There is a lot of evidence that
benefits are both obtainable and substantial.
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2.7.4

" A B C " in a research context

Kaplan (Cooper and Kaplan, 1991, 57) pointed out that in today's competitive
environment, many companies are still using the old cost accounting and management
control systems that were developed decades ago.

Kaplan (Cooper and Kaplan, 1991, 62) further argued that the inadequacies of

present performance measurement systems provide little basis for effective manageria
decisions and controls. Therefore, management required both improved financial
numbers and non-financial indicators for improving manufacturing performance.

In recognizing the limitations of existing cost systems, Cooper and Kaplan
(1988) advanced a new approach, Activity Based Costing or "ABC", to provide the
management information that businesses need in today's competitive environment.
Cooper (Cooper and Kaplan, 1991, 366) wrote :A n activity-based cost system, by focusing on activities instead of
products, overcomes the distorted product costs inherent to traditional
volume-based cost systems. These distortions can arise for a number
of reasons, including the following:
1. production volume diversity,
2. size diversity,
3. complexity diversity,
4. material diversity, and
5. setup diversity.
However, in extensively reviewing past literature, it was found that none of the
productivity models have taken into consideration the impact of the "activity"
(transaction) factor. The Harvard Business Review editor pointed out (HBR, 1985,
Sep.-Oct., 142):
Less immediately visible but every bit as critical to the improvement
of operations are the overhead costs incurred by the off-line
transactions. The indirect work embodied in logistical, balancing,
quality, and change transactions n o w accounts for the lion's share of
value added in most production-based industries; but because of our
great familiarity with the tasks involved in managing direct labour,
these costs have received relatively little management attention.
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The recognition of the inadequacy in existing productivity models led to the
decision to base this research on the activity concept.

The activity concept provided a new perspective for looking into the issues of
manufacturing performance. In adopting the activity concept, this research developed
a productivity focused application of activity analysis in order to facilitate more
management attention on the usefulness of the activity approach.

Cooper and Kaplan argued that no matter how well-designed traditional cost
accounting systems m a y be, they become obsolete as changes occur in a company's
competitive environment, production technology, and product mix. This argument
reinforced a need to develop an activity based costing system to provide more accurate
information on the organizational resources consumed by its varied products. For
management, the critical step in controlling and improving costs lies in developing a
model that can relate those costs to the forces behind them in order to be aware of what
drives such costs. This argument facilitated the researcher to develop an activity based
productivity management model.

2.7.5 Use and benefits of activity-based costing

Dugdale (1990, 37) discussed the use of "ABC", stating that:

The emphasis, to date, of activity-based costing has been to identify
the cost of activities and hence to predict the consequences of
alternative product strategies
The activity-based approach can
also be adopted in analysis of performance.

From a similar viewpoint, Ward and Patel (1990) argued that once a business's
key activities have been identified, the " A B C " approach enables non-value added
activities to be identified through asking such questions as :
— Is the activity necessary ?
— Is the activity performed efficiently ?
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Once management can identify the cost of resources, main activities, activity
resource consumption; then that management will be in a better position for
understanding the cost implications of alternative courses of action.

"ABC" ensures that the cost of non-value-added activities becomes visible to
management, thus aiding operational decision making which will optimize business
efficiency.

Sephton and Ward (1990) observed that the use of "ABC" will provide the
following benefits:

• The understanding of "cost drivers" provides a basis for the long range
planning process.
•

The identification of high cost activities and the analysis of costs into their main
categories enables senior management to identify areas for investment and/or
improvement focus.

Sharman (1990,12) appraised ABC as follows :
ABC is an invention of the western world which it still possesses.
The Japanese have not caught on yet, but you can bet they surely will.

2.7.6 Partial summary

This section has presented and discussed the key issues and concepts of
activity analysis. The concept of "Activity-based Costing" ( A B C ) was also outlined.
The A B C systems recognized non-unit-based cost drivers, such as the number of
machine set-ups and materials and parts purchases. Hence, the A B C systems report
more accurate product costs than traditional costing systems.
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T h e introduction of activity factors enabled management to focus on and
review the impact of activities (processes or procedures) that cause work and consume
company resources. In accepting and adopting the activity concept, the operational
measures (eg, plant-level productivity) must take into consideration a number of
activity factors to reflect the key performance measures. The improvement in the
accuracy of key performance measures that are based on the activity concept can
facilitate management to eliminate non-value-added activities and thereby reduce costs.

This study used ABC in the following specific ways:(1)

it incorporated the activity concept into a productivity model;

(2)

it developed managerial control recommendations based on twelve selected
activity factors which were drawn from a simplified productivity model;

(3)

focused managerial actions on the selected activities as the key to improving
productivity.

2.8 Human Performance

2.8.1 A critical factor of organizational performance:- people

Baird (1986, 67) argued that people's attitudes and behaviours have a
substantial effect on organizational performance. Baird continued with the argument
that traditionally, managers focus on components of the performance process that can
be measured with "hard data", ie number of products, dollar sales, and rejection rate,
rather than "soft data", ie attitudes, perceptions, and impressions. Baird developed the
argument further to propose that hard data always pre-empts soft data, because it is
easier to add, compare, measure, understand, communicate, and tangibly manipulate.
Soft data is more difficult to work with, because it is difficult to quantify and express
in equivalent terms. However accurate understandings of attitudes, perceptions, and
impressions are critical to understanding and managing the performance process. This
is because "numbers do not m a k e decisions, people do" (Baird, 1986, 65). The
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human resources serve in conjunction with other sources (eg, those which can be
expressed by "hard data") as critical areas for management's attention towards
productivity improvement. In addressing such "people" aspects, the researcher has
selected four key performance indicators to incorporate into this study's productivity
model to reflect their impact in productivity change, namely; "employee turnover",
"workers medical-treatment-injury frequency rate", "personnel manning" and "overtime hours". The basis of the four aspects selected was derived from the concept
developed by the quality management theorists (eg, Ishikawa 1990, Imai 1986) and
the availability of data from Western Port Plant. These aspects will be dealt with in
more detail in Chapter Three.

2.8.2 "Sociotechnical" approaches

Continued concerns over poor productivity in industry have encouraged
interest in developing and implementing sophisticated technology in the manufacturing
sector. However Marguiles and Colflesh (1985) argued that careful planning and
analysis must take place before implementing n e w technology.

Planning

considerations need to include the design of technology itself as well as the
modification of the existing human system. The authors also hold that designing and
implementing n e w technology, while simultaneously considering the h u m a n
component, makes the "sociotechnical approach" an effective and practical
management technique.

The concept of "sociotechnical" systems emerged from studies and consulting
work by the Tavistock Institute in England.
The essence of the emerging interventions was to try to develop a
betterfitbetween the technology, structure, and social interaction of the
workplace so as to enhance desired organizational outcomes.
(quoted in Marguiles and Colflesh, 1985, 234)

ill

Sociotechnical systems recognized that organizations are a composite of
technical subsystem factors, h u m a n processes, and management subsystems. It is
clear that factors of technology, structure, and social interaction of the workplace must
be taken into consideration as a whole in order to contribute to enhanced organizational
performance. These sociotechnical systems provided a basis for analyzing and
designing the productivity management systems for this study so that the social factor
(men) and technological factor (machines and methods) were integrated into the
productivity model.

2.8.3 "Scientific Management" approaches

Wheelwright (1987) argued that a traditional management perspective can best
be described as "static optimization" of the manufacturing function. A basic tenet of
this type of approach is that management should take more responsibility for h o w the
worker performs the job. Wheelwright holds that basically, management came to view
the workforce as a source of energy where eight hours' work for eight hours' pay was
the goal. Management used to plan and decide what they thought to be the best course
of action in advance. The essential characteristics of this philosophy of management
can be traced back to Frederick Taylor's "scientific management" ("The principles of
scientific management", 1947). It often adhered to the principle of "If it ain't broken,
don't fix it." Wheelwright claimed that what resulted was a decline in workers'
motivation and interest in their work, a decline in suggestions for improvement from
the workforce, the disassociation of workers from overall company objectives and
goals, and the gradual split into a workers-versus-management mentality.

In line with Wheelwright's viewpoint, Marguiles and Colflesh (1985, 235)
claim that if organizations can not balance their concerns for technological and h u m a n
subsystem change, the result will be a mismatch and thus will cause:
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•

lowered morale,

•

decreased productivity,

•

lower quality of work,

•

increased conflict and even sabotage, waste, job stress and duplication of
efforts.

Such a negative result again will further increase costs of technological implemen
and cause underutilization or failure of the new technology.

The traditional management principle of "If it ain't broken, don't fix it" has its
drawback in motivating people. In a dynamic and competitive business environment,
in contrast to such a reactive management, a proactive management which anticipates
problems and takes steps to avoid them is more appropriate. The traditional
management used to pay more attention on technological subsystems rather than
human subsystems which exposed a need to balance such bias by shifting the focus to
the behaviour concept. The following section will briefly outline three types of
consequences from such behaviour.

2.8.4 Three types of consequences from behaviour management

In discussing human performance, Dessler (1983, 19) argued that behaviour
management assumes that behaviour is a function of its consequences and that to
change a behaviour, management must therefore change its "consequences of the
behaviour". Those consequences can be distinguished as positive or negative. The
positive consequences included praise, bonuses, and the feeling of achievement one
gets from accomplishing a challenging task.

O n the other hand, negative

consequences included punishments like demotions,firing,or reprimands. Dessler
takes the view that there are three types of consequences that management can add to a
situation to improve instances of desirable behaviour, namely (1983,21):
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(1)

Social Consequences: These include praise from the boss, letter of thanks from
the company, and taking the person to lunch. These are usually the easiest and
least expensive ones management can m a k e use of to reinforce the desired
behaviour.

(2)

Intrinsic Consequences: This is usually in the form of visualized feedback.
For example, the feedback of a graph or the increased challenge and variety of
the task can make the job more interesting and challenging.

(3)

Tangible Consequences: These include bonuses, incentive pay, raffles, and the
like. Such tangible reinforcers can be used to increase the incidence of the
desired behaviour.

Dessler (1983) further developed the argument that the use of punishment to
reduce undesired behaviour must be attempted very cautiously. It can be tolerated only
up to a point. It generates excuses and avoidance behaviour and can undermine
personal relationships.

In conclusion, it was recognized that behaviour consequences can contribute to
h u m a n productivity.

In order to motivate people to the desired behaviour,

management has to master the techniques of positive reinforcement. The basic belief is
that behaviour is a function of its consequences and that to change a behaviour,
management must therefore change its consequences. Thus, it is essential to look
more closely into h u m a n factors and consider their contribution to the improvement of
productivity, since the success of any productivity programme depends on h u m a n
innovative ideas and creativity. In this study, the researcher has reviewed the h u m a n
factor from the particular perspective of the contribution of understanding of that field
to the productivity debate. For example, the selected key productivity factors such as
men, machines, materials, and methods are all closely linked into the h u m a n factor.
All these factors involved the quality of h u m a n input.
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2.8.5 " D y n a m i c Evolution"

In recognizing the defect of the scientific management approach, Wheelwright
(1987, 89) suggested a m u c h more progressive view of what he described as
"dynamic evolution". The dynamic evolution view holds that:
The problem of production will never be solved. Rather, it is
necessary, possible, and desirable to continually improve the function
and its contribution to the overall business.

To operationalize the above view, workers' problem-solving skills must be
developed and required information provided as well. Thus, the concern is not for
getting eight hours' work for eight hours' pay but getting the workers' best efforts
both mental and physical applied to the areas about which they known the most and
have the most influence. This usually means their immediate working area and their
production tasks.

This "dynamic evolution" viewpoint is in accordance with Deming's (1982)
approach of developing partnership with labour to use the minds and muscles of all
employees most effectively. It also is in line with Imai's (1986) "Kaizen" strategies.
That is, "when applied to the workplace, it means continuing improvement involving
everyone — managers and workers alike".

From a productivity viewpoint, Aubrey and Felkins (1988, 11) also argued
that productivity begins with committed people. Therefore, in order to obtain people's
commitment and productivity growth, management must be willing to share
information and power with employees.

Sharing the same point of view, Dixon, Nanni, and Vollmann (1990, 18-19)
advanced a "whole person concept" which recognizes a need to hire people for "their
brains as well as their backs". Dixon, Nanni, and Vollmann stated that:
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The people w h o work in manufacturing need to continually improve
performance, where improvement is measured on several dimensions
consistent with marketplace dictates. More output m a y be one of these
improvements, but definitely included are better quality and the ability
to manufacture a great variety of products and a wider range of
volumes.

This indicates that there might be other critical factors (like human
performance) having the ability to beat the competition.

The emphasis on the human system is in line with Peters' and Waterman's
(1982) claim that one of the core contributors to their "excellent" companies is
productivity through people. Peters and Waterman pointed out that those excellent
companies value their employees as the root cause of productivity, quality, and

growth. From the perspective of this study, the selected key performance indicators
such as "packed tonnes (stock levels)", "employee turnover", "workers' medical-

treatment-injury frequency rate", "over-time hours", "personnel manning", "delivery

performance", and "man-hours per tonne" revealed at once that more than half of the
factors selected for the study were concerned with the quality of the people.

2.8.6 Partial summary

This section has addressed an underlying theme that "human resources" is an

important factor affecting organizational performance. People's quality and skills
a substantial effect on what an organization can accomplish.

In order to achieve the desired outcomes, management must maximize the

human capital by developing strategies to improve human potential, such as to treat
training as a strategy. Deming (1982) in his "fourteen points" proposed that
management should:
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•

Institute modern methods of training on the job.

• Institute a vigorous program of education and retraining.

In essence, training refers to activities aimed at upgrading people's knowledge,

skills, attitudes, and even beliefs. Training and development contribute to prepare th
individual to better discharge organizational responsibilities.

In recognizing that people are a determining factor in the success of an
organizational productivity system, Shetty and Buehler (1985,323) claimed that:
Every aspect of the productivity and quality enhancement effort is
determined by the competence, motivation, commitment, and general
effectiveness of h u m a n effort.
Holding the same viewpoint, Hall, Johnson, and Turney (1991, 30) also stated
that a "new manufacturing" approach is to develop an extremely strong competitive
organization through the development of people.

In summary, the human resource function plays a major role on a firm's

performance. From the productivity perspective, there is a growing recognition that a

key element in the successful execution of a productivity program is the people of the

organization. It is because only people can translate the productivity plan into acti

Hence, to improve productivity it is not sufficient to invest in and focus on machines
It is necessary to focus on labour and management as well, and also in the working

environment. Therefore, the researcher has incorporated all these critical factors (i
men, machines, materials, and methods) into the development of the productivity
model in a balanced and integrated way.
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2.9

Analytic Approaches: Multiple Regression Analysis

2.9.1 Introduction

This study concerned a large manufacturing firm, BHP, Western Port Plant.
A s manufacturing has b e c o m e increasingly complex, the responsibilities of
management have become increasingly wider and greater. In a dynamic business
environment, management must choose one definite course of action from all those
open to them, even though the consequences of each course of action m a y not be fully
k n o w n at the time the decision is to be made. Stockton and Clark (1980, 1) argued
that the making of such difficult decisions relies on two things, namely;

(1) there must be an elaborate information system to gather and to supply all the
facts needed by the executives, and
(2)

there must be available a tested, and often sophisticated, set of tools for
evaluating those facts.

Selected statistical techniques have provided such a set of tools to the
management. B y their nature, the statistical techniques can be grouped into three
categories, namely:

(1) Statistical description,
(2) Statistical induction, and
(3) Statistical correlation.

Each category will be briefly defined as follows:-

(1) Stockton and Clark (1980,2) defined statistical description as:

Statistical data are facts expressed in quantitative form. In order to
m a k e effective use of statistical data it is necessary to have some
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systematic method of organizing, summarizing, and analyzing the data.
The technical statistical methods used to accomplish this objective are
called statistical description.

Such statistical methods include measures of location (eg M e a n , Median,
Mode) and measures of dispersion (eg Range, Average Deviation, and Standard
Deviation).
(2) Statistical Induction
In terms of inferential statistics, Stockton and Clark (1980. 2) argued that it is

not always necessary to compile all the data concerning a particular problem in order
obtain valuable information for making decisions. By analyzing a sample taken from a
large group will under certain conditions also give the information needed by the
decision-makers. The basis is the use of probability concept. In that sense, to reach

conclusions under uncertainty by applying probability theory is known as "statistical
induction".

Such statistical methods include, for example, parametric statistical tests which
act to take sample(s) from population(s) and attempt to reach conclusions from those
samples.

(3) Statistical Correlation
From the viewpoint of correlational statistics, Stockton and Clark (1980, 274)
defined "Regression Analysis" and "Correlation Analysis" as below:
Using the relationship between a known variable and an unknown
variable to estimate the unknown one is called regression analysis.
Measurement of the degree of relationship between two or more
variables is called correlation analysis. The closer the relationship
between the two variables, the greater the confidence that m a y be
placed in the estimates. Correlation analysis measures the degree of
relationship between the variables, while regression analysis shows
h o w the variables are related.
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Frequently, correlation analysis is used in conjunction with regression analysis
to measure h o w well the regression line explains the variation of the dependent
variable, Y. Correlation can also be used by itself to measure the degree of association
between two variables.

2.9.2 The selected analysis tool — regression analysis

From the perspective of this study, the researcher's interest was on what kinds
of scales best describe the relations to be investigated. It was also important to k n o w
what kinds of relations were useful for this study and h o w relations a m o n g more than
two variables can be described.

Runkel and McGrath (1972,7) defined "relation" as:

Everything happens at some rate. When a rate of occurrence of one
characteristic in a population changes concomitantly with the rate of
occurrence of another characteristic, the concurrence is called a relation.

From the social sciences research viewpoint, Howard and Sharp (1983, 112)
argued that in m a n y social sciences situations an explanation is often deemed
impossible because of the complexity of the systems involved. Hence, the task of
social sciences is presented asfindingassociations between specific variables that can
be generalized to other situations.

One of the statistical techniques, which is relevant to explanation and
prediction, is "regression analysis". It involves determining the relationship between a
set of k n o w n variables (the controlling variables, or independent variables) and an
u n k n o w n variable (the dependent variable). B y using values of those k n o w n
variables, it is possible to estimate the u n k n o w n one. A s defined by Hair, Anderson
andTatham(1987,20):

Multiple regression analysis is a statistical technique that can be
used to analyze the relationship between a single dependent (criterion)
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variable and several independent (predictor) variables. The objective of
multiple regression analysis is to use the several independent variables
whose values are k n o w n to predict the single dependent value the
researcher wishes to know.

Blank (1984,267) also appraised regression analysis as a very versatile tool of
analysis. It can analyze the relationship between a dependent variable and a set of
independent or predictor variables.

From an applied point of view, regression analysis is often used to build a
model for exploring relationships between variables. Concerning the term "model",
B o w m a n and Robinson (1990, 1) defined it as:

A description of a particular type of relationship between different
variables is referred to as a model.

In building a regression model the coefficients of the model are determined
from the analysis of a set of historical data containing sets of values of the independent
variables and corresponding values of the dependent variable. For predictive purpose,
such a regression model can be very helpful as claimed by Draper and Smith (1981,
413) that the regression predictive models are very useful and can lead to real insight
into the process or problem.

Regression and correlation analyses are statistical tools that, when properly
used, can significantly help management to m a k e decisions. F r o m the same
viewpoint, B o w m a n and Robinson (1990,2) also claimed:

They are usually sufficiently good at describing the observed
situation that they can be used to produce helpful and meaningful
results.

Sometimes, a causal relationship between variables could be established; that
was, the independent variable "caused" the dependent variable to change. However,
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in m a n y cases, some other factor caused the changes in both the dependent and the
independent variables.

This relationship is ideal, however as Lewis, O'Brien and Thampapillai (1990,
238) argued it is important to understand that:

Regression analysis does not prove any "cause" and "effect"
between a dependent and independent variable. Regression analysis
enables us to estimate a mathematical function that describes the
relationships between the variables. It provides us with estimates of
h o w variables are related. A n y statements on "cause" and "effect" must
be based on some logical or systematic foundation, such as economic
theory or scientific principles.

For this reason, it has to be considered that the relationships found by

regression to be relationships of association but not necessarily of "cause and effec
Davis (1990,10) argued that:
"The principles of statistics and probability provide part of the logic,
but not all of it. In addition, research workers draw on a more general
"logic of causal systems" that applies to diverse statistical schemes.
The core of this logic is the notion of "causal order".

Davis' book "The logic of causal order" (1990) provided detail explanations
that applied across every content area. The book has served as a reference book for
developing the multiple regression analysis for this study.

2.9.3 Major contributions of multiple regression analysis

Multiple regression analysis is a statistical process by which several variables
are used to predict another variable.

In regression analysis, an estimating equation has to be developed — that is, a
mathematical formula that relates the known variables to the unknown variable. Then
after the pattern of this relationship has been learned, correlation analysis can be
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applied to determine the degree to which the variables are statistically related.
Correlation analysis, then, indicates h o w well the estimating equation actually
describes the relationship. Regression and correlation analyses can indicate h o w to
determine both the nature and the strength of a relationship between two variables.

2.9.4 Justification of multiple regression analysis for this study

Regression and correlation analyses are based on the relationship, or
association, between two (or more) variables. The known variable is called the
independent variable. The variable which is unknown and to be predicted by the
researcher is the dependent variable.

Management have to make professional decisions every day that are based on
predictions of future events. T o make such forecasts, management must rely upon the
relationship between what is already known and what is to be estimated. If decision
makers can determine h o w the k n o w n is related to the future event, they can aid the
decision making process considerably. The principal advantage of multiple regression
analysis is that it allows us to utilize the information available to estimate the dependent
variable. In this study, the researcher m a d e use of 18 months available data from the
Western Port Plant to predict the productivity trend.

2.9.5 Partial summary

This section presented an introduction to the rationale and fundamental
concepts underlying multiple regression analysis. It emphasizes that multiple
regression analysis can describe and predict the relationship between two or more
intervally scaled variables.

It was noted that in a dynamic business world most of the important
management decisions were m a d e under conditions of uncertainty. Hence, the
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application of statistical techniques, such as Multiple Regression Analysis, to
management decisions can provide some capability for dealing with the uncertainty.

In comparison to simple regression, the principal advantage of multiple
regression is that it allows the user to utilize more of the information available for
estimating the dependent variable. Adding more independent variables m a y help to
determine an estimating equation that described the relationship with greater accuracy.

2.10 Development of the Conceptual Model

2.10.1 A "Process" concept in management

Sink (1987) argued that management is a process. "It is a process that can be
engineered, measured, improved and controlled." The following "Conceptual Model"
emphasizes the concept of "process". Through such a process an organization can:
(Sink and Tuttle, 1989,49)

1. Assess competitive challenges and create a vision of how to effectively respond
to those challenges;
2.

Enhance the strategic planning process in the organization to incorporate a
pervasive performance improvement planning process;

3.

Develop a grand strategy for performance improvement that integrates ongoing
improvement thrusts with the improvement projects that flow from the
performance improvement planning process;

4.

Improve the quality of and pervasiveness of measurement and evaluation
systems in the organization.

An organizational system can be described as a system constituted by [input][transformation process]-[output] model, with feedback, in a complex environment.
Feedback makes performance dynamic by relating one time period to another and
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allows management to compare actual results with goals. Baird (1986,6) claimed that:
Management becomes a dynamic process of comparing what actually
happens to what is supposed to happen and using the difference as a
basis for action in the future.

2.10.2 Basis of the theoretical framework

Sekaran (1984) defined a theoretical framework as:
A theoretical framework is a conceptual model of how we theorize
the relationships among the several factors that have been identified as
important to the problem.

The basis of the conceptual model of this study has drawn a great deal from the

literature on productivity issues, especially that of Cooper and Kaplan (1991), S
and Tuttle (1989), Starr (1989), Edosomwan (1988), Sink and Rossler (1987), Yavuz
and Sumanth (1987), Gold (1981), and Buffa (1977).

The conceptual model is aimed at enabling the researcher "to enter into the

research with a clear and adequate conceptual or theoretical framework" (Checklan
Wilson, and Warmington, 1984).

The logic of the model can be summarized as follows:(1) The model commences with a systems framework.

(2) Input environment is determined by accepting the logic of design and planning
measurement, and performance improvement interventions that productivity is
measured by activity-based key variables which are selected from the areas of:1. men,
2. machines,
3. materials, and
4. methods.
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Outputs, such as "man-hours per tonne", and "delivery performance" were

selected in order to treat the monthly productivity level in terms of contr
product despatches for the month.

The conceptual model outlines the theoretical framework of this study.

0)

Perspectives,
Awareness

Mission, Goals

Visions
*(3)

Evaluate

Design & Planning

*(4)

Measure System
Development
aopn

*(5)

(2)

*02)

Performance Improvement
Interventions: Tactics &
Techniques

I

Input
variables
*(7)

*(6)

Value-added
process,
transformation
process

Output
variables
*(9)

Outcomes:
customer
satisfaction,
sales, profits,
growth, etc

*(8)
*(10)
Measure, assess,

*0D

ana yze

Control and
Improvement

*(13)

Growth, Competitiveness,
Desired Outcomes

* Key: The (No.) refers to the "Table of Explanation" on the following pages

Figure 2.11 — A Conceptual Model Developed for this Study
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Table of Explanation: T h e (number) refers to the stage of model

(1) Perspectives and
Awareness
This step ensured that everyone in the organizational system has a
Concept:
clear view of purpose, mission, where the organizational system is
headed and w h y (eg, Western Port Plant management's awareness of
lack of accuracy of measurement of total factor productivity).
Theorists:
Sink and Tuttle (1989).
(2) Vision
Concept:

Theorist:

This step indicated the corporate long-range objective, (eg, one of the
visions for B H P , Western Port Plant is securing its future through
innovation, constant internal improvement and expansion of the
market for sheet steel).
Sandy (1990).

(3) Mission and Goals
This step provided the purpose, the business plans, and the company
Concept:
strategies. The business plan details what the company is trying to
get done.
Theorists:
Sink and Tuttle (1989).
(4) Design
Concept:

Theorists:

and Planning
This step included organizational strategies, structures, configurations
of technology, formal information and decision-making systems, and
human resource systems. It assessed present organizational status
relative to the vision. It created strategies for how the desired future
state can be attained.
Sink and Tuttle (1989).

(5) Measurement
System
Development
Concept:
A n appropriate measurement system (eg, activity-based costing
system) should become an integral part of the productivity
management system.
Theorists:
Cooper and Kaplan (1988 and 1991).
(6) Performance Improvement Interventions
Concept:
This step identified specific performance improvement interventions
that can be made. It ensured that improvement strategies and
intervention are well thought through and well integrated.
Theorists: Edosomwan (1988); Cooper and Kaplan (1991).
(7) Input Variables
Concept:
This step identified key input variables. Based on the 4 "M"s concept
(ie, men, machines, materials, and methods) which are usually
defined variables that can cause the problems in a manufacturing
setting. For example, at B H P , Western Port Plant, the activity-based
key input variables (resources) can be classified as follows:
1. inventory turnover rate,
2. packed tonnes (stock levels),
3. employee turnover,
4. over-time hours,
5. personnel manning,
6. consumable equipments, and
7. transport costs.
Theorists:
Imai (1986); Cooper and Kaplan (1988).
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(8) Transformation
Process
Concept:
This step described the way the organization transforms inputs into
outputs. This concept included three factors:
1. What is to be worked on (called inputs).
2. H o w the work is accomplished (called the transformation process).
3. What is produced (called outputs).
This included the subject matter of the integrated productivity
management approach. B y "integrated" here meant that all the
resources the company has will be brought to bear on the problem at
hand.
Theorists:
Starr (1989); Checkland (1981); Yavuz and Sumanth (1987); Ackoff
(1971); Cooper and Kaplan (1988).
Variables
(9)
Output
Concept:

Theorist:

This step described the nature of the outputs. It indicated products
and services produced. For example, at B H P , Western Port Plant, it
can be stated as the tonnage of steels of different product groups
being produced. Other output variables could be quality of products,
delivery performance, and services supplied to customers.
Starr (1989).

(10)
Outcomes
Concept:
The outputs generated different outcomes (desired, undesired,
intentional, unintentional, functional, dysfunctional). If the outcomes
are the desired ones, management can assume this positively
contributes to the performance equation of the organizational system.
O n the other hand, if the outcomes are undesired ones, management
can assume the organizational system is unsatisfactory and managerial
actions have to be taken.
Theorists:
Sink and Tuttle (1989).
(11) Measure, Assess, and Analyze
Concept:
Measurement is an essential element in the performance management
process, especially for control and improvement purposes.
Measurement helps in obtaining insight into operations and
determining what to pay attention to. It can provide "scoreboards" for
employee motivation purposes, help gain visibility, and it can also be
used in competing for resources. For this study, the measurement
was focused on twelve key activity-based performance indicators; ie
1. Inventory,
2. Tonnes packed,
3. Employee turnover,
4. Medical treatment injury frequency rate,
5. Over-time hours,
6. Manning,
7. Delivery performance,
8. Man-hours per tonne,
9. Consumable equipments,
10. Costs of quality failure,
11. Transport costs, and
12. Repairs and maintenance.
Theorists:
Ishikawa (1990); Cooper and Kaplan (1988).
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(12) Evaluate
Concept:
Measurements and assessments each influenced the development of
n e w strategies, tactics and techniques. These will be based on
perception of the challenges posed by the "new competition". They
will take account of planned responses and will include strategies for
improvement. Thus "real time" adjustments can be m a d e to the
performance management process.
Sink and Tuttle (1989).
Theorists:
(13) Growth, Competitiveness and Desired Outcomes
Concept:
Measuring and analyzing provided management with new insights
into w h y the system performs the w a y it does, where it can be
improved, and when the system is in control or out of control. This
step should focus on improvement rather than just control.
Theorists:
Sink and Tuttle (1989).

2.10.3 Discussion of the proposed conceptual model

2.10.3.1

Scope

of conceptualization

The system under study was a system for doing work. W o r k involves

configurations of people, physical resources, skills, finance, and time that are u
achieve transformations. The conceptual model has drawn a great deal from the

literature on productivity issues and provides an overall picture of a management
system.

The conceptual model contains thirteen (13) connected activities that constitute
a transformation process. It can be outlined as follows:

Activity 1: Perspectives and awareness:
This activity ensured that personnel in the organisational system have a clear
view of purpose and where the system is headed and why. This activity has been

reflected in the Western Port plant's awareness of lack of accuracy of measuremen

total factor productivity. Management sought assistance in developing a plant-wid

productivity measurement system. Therefore, this activity was not selected as one
the key variables in the simplified research model.
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Activities 2 and 3: Vision, mission and goals:
BHP has indicated its mission, vision and key strategies as shown in Appendix
11 which emphasised the senior manager's crucial role in integrating these strategies
from top to bottom in the corporation and spearheading substantive, effective change.
It is beyond the scope of this study and was not included in the simplified model.

Activity 4: Design and planning
This led to the simplified research models' Variable 1.
Activities 5 and 6: Measurement system development and performance improvement
interventions:
These led to the simplified research model's Variable 2.

Activity 7: Input variable:
This led to the simplified model's Variable 3.

Activity 8: Transformation process:
This led to the simplified model's Variable 4.

Activity 9: Output variables:
This led to the simplified model's Variable 5.

Activity 10: Outcomes
This led to the simplified model's Variable 6.

Activities 11 and 12: Measure, assess, and analyse, and evaluate:
These led to the simplified model's Variable 7.

Activity 13: Growth, competitiveness and desired outcomes:
This led to the simplified model's Variable 8.
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A s stated earlier, this study was limited to the development of a plant-wide
productivity management system, which was part of the conceptual model (A Total
Organizational System Performance Management Model). It was proposed to apply a
systems approach incorporating the "activity factor" to m a k e a plant level study at
B H P , Western Port Plant. The systems approach was concerned with the optimum
operations for the plant as a whole in order to meet the overall objectives of the
organization, rather than concentrating on the narrower objectives of individual
sections of the organization.

Hill (1993,13) argued that the importance of linking operations and marketing
is paramount. Therefore, it is a need for all operations functions to support a
company's markets. Thus, functions are party to determining a company's markets
and to reaching agreement as to the qualifiers and order-winners appertaining to the
various markets to be served. Hence, companies will be able to m o v e away from
functionally-derived strategies to market-derived strategies. In order to develop
appropriate strategies, there must be a clear understanding and agreement on h o w the
company competes in its various markets. Hill (1993, 20) argued that the focus
should be placed on h o w to identify the different market segments in which a company
competes and h o w orders are w o n in each of these. Hill (1993, 19) provided a
checklist of critical elements for "order-winners and qualifiers" to reflect h o w products
win orders in the market-place; namely:

• price
• quality
•

delivery (speed; reliability)

•

demand increases

•

colour range

•

product/service range

•

design leadership

•

technical support supplied.
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In B H P , their strategic vision is:
'To ensure long term growth of our business by providing high
quality, cost effective products and services which enable our
customers to be competitive and successful.'

On examining the "real world" situation in BHP in the light of Hill's argument,
it has been found that products ( M A N C A T s ) actual contribution played a key part in
the development of BHP's relevant strategy. The focus is that all functions exist
primarily to help fulfil the role of selling and providing customers with a company's
products and services at an acceptable level of profit. The M A N C A T ' s contribution
can reflect not only the acceptable level of price in its markets. Therefore, in this
study, the researcher m a d e use of M A N C A T contribution as a measure of customer
requirement. Sales revenue for a particular M A N C A T was an indication of the market
share of that M A N C A T . Market share was an indication of the importance of the
products in a particular M A N C A T towards satisfying the needs of customers. A full
determination of customers' requirements would involve market research that would
form the basis of a quality function deployment study. However, B H P has not carried
out such a study in relation to products produced at the Western Port plant, and such a
study was outside the scope of the research on which this thesis was based. Thus, in
the absence of other available measures, M A N C A T contribution was chosen as the
best available measure of customers' requirements.

The Western Port plant was only one link in the chain of processes that
determined customer satisfaction. The Western Port plant included the operations or
manufacturing function. It was recognised that the marketing and logistics functions
also had an important role to play in determining customer satisfaction (Delmar, 1985;
Hill, 1993). The marketing function identifies the different market segments in which
the company competes. It enables the company to determine what the customers want
and draws up the initial specifications for economically viable products that will satisfy
those wants as closely as possible. With the technical and operations function,
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marketing helps in the development and design work needed to draw up the
manufacturing specifications for products that can be reliably manufactured at a cost
and quality level acceptable to the customer. Marketing also has the responsibility not
to accept orders beyond the manufacturing capacity of operations, if due dates for
delivery are to be met. The logistics function includes all activities involved in
obtaining materials at m i n i m u m cost, transporting them and providing storage, and
moving toward the production process. The logistics function must minimise or
ehminate disruption in production resulting from the lack of any materials. It is also
important in ensuring that due dates for delivery are met and that lead times from order
acceptance by the manufacturer to delivery to customer are acceptable to the customer.
Thus, it can be seen that the logistics concept which incorporates all functions involved
in obtaining and bringing materials into the plant, is being viewed as the critical feature
of many coordination and cross-control problems. The present study was restricted to
the Western Port plant. This was a limitation of the study in that it covered only one
portion, but an important portion, of the chain of processes affecting customer
satisfaction.

There was clearly a mandate suggested by Sink (1989) to improve the
productivity of the total organizational management system including factors such as
design, process, human resources. Each Division or Department can be effectively
studied as a subsystem of the organization. However, the interactions of these
subsystems must be understood and controlled in order to achieve optimum
performance of the total organization. The research will not explore the total
management system in every detail, instead it will be conceptualized up to the level of a
system for the measurement and management of productivity.

2.10.3.2 Design and planning

The upper portion of the model (refer to the [(1) to (6)] numbers on the
diagram, Fig. 2.11 on p 126) emphasized the design factor. B y designing,
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developing, and effectively implementing the improvements of the key issues
discussed above, the organization had a high probability of moving towards the
desired levels of performance. One critical factor for successfully managing this
function is communication; the sharing of information. Management must
communicate the goals and objectives of the organization to all people concerned.

Philosophy, concepts, and principles should be clearly stated so as to guide behavio

2.10.3.3

The

transformation

process

(input-output

system)

In the middle portion of the model, the flow diagram steps [(7) to (10)]
indicated that inputs were transformed into the desired outputs. Gold (1981, 91)
stated that:

Outputs obviously represent the integrated contributions of
numerous categories of purchased materials and supplies, various types
of labour skills, m a n y highly differentiated capital facilities and
equipment, a wide array of technically specialized personnel, and a
hierarchy of supervisory and other managerial contributions.

If the outcomes are the desired ones, management can assume that this

positively contributes to the performance of the organizational system. On the other
hand, if the outcomes are undesired ones, management can assume the organizational
system is unsatisfactory and/or unstable. Starr (1989,4) claimed that:
The input-output systems model allows us to examine the status of
the inputs in some detail. H o w m u c h do they cost compared to what
competitors are paying? H o w m u c h waste is there in the input system?
Are materials sitting around, blocking passageways and being pilfered?
W h a t are their delivered qualities, and h o w reliable are the delivery
dates? These are good questions, some of the m a n y that can be asked
about inputs.

In this study, the input-output systems model was focused on activity based

factors which were identified as key performance indicators which targeted manageria
actions in key areas for improving productivity .
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2.10.3.4

Measurement

and

feedback

The lower portion of the conceptual model, steps [11] to [13] represented the
measurement, evaluation, control, and improvement component of the process.
Measures must be established to enable assessment of productivity improvement. If
an activity or process cannot be measured, it is difficult to control or improve.
Continuous improvement goals are needed and must have total commitment from
management. Quality and productivity improvement must become integral parts of
everyone's job. Organizations should have feedback mechanisms that allow various
parts or components to adjust to other parts and components.

2.11 Summary of the Chapter

2.11.1 The activity concept

As illustrated in Section 2.7, the "activity concept" was based on the approach
created and developed by Cooper and Kaplan (1988). Cooper's and Kaplan's " A B C "
ensured that the cost of non-value added activities is visible to management, thus
aiding operational decision making which will optimize business efficiency.

The activity concept is based on the argument that (Cooper, 1991, 355):
"Volume-based cost systems often distort reported product costs when dealing with
product diversity in the form of size or volume. For this reason, activity-based cost
systems—those that trace costs to products according to the activities performance on
them independent of volume—are gaining prominence." A B C focuses on activities
rather than products, which helps to prevent the distorted product costs that can arise
from the use of traditional cost systems based on volume.

In the productivity model development, the researcher incorporated the activity
concept into a series of selected managerial controls. Those selected managerial
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controls provided management with a more accurate productivity measurement than a
conventional direct-labour-hour system. The detail of such a productivity model
development will be provided in the following chapter, Chapter Three.

2.11.2 Research framework selected

Based on the above arguments, this research therefore sought to develop a total
factor productivity model to include the activity analysis concept.

As Sumanth and Dedeoglu (1988,248) pointed out:

Measuring the productivity of an enterprise and its operational units,
and evaluating the results thereof, are essential steps to utilizing its
human, material, capital, energy, and other resources in an economical
manner. T h o u g h easily said, this involves difficult-to-access
knowledge related to productivity measurement and evaluation.

Given this framework, this research attempted to study the state-of-the-art of
productivity management at plant level by including the "activity factor" to the

measuring of productivity. And thereby helped to refocus plant activities on the criti
success factors.

However, it has to be reiterated that the primary objective of this research was
to develop a systematic conceptualization and subsequent measure of total plant

productivity which would satisfy two criteria : that it expressed the efficiency of th

use of all key plant resources; and that it met the academic's requirements for rigour.
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CHAPTER 3
CHAPTER 3. RESEARCH METHODOLOGY: THE
MODEL

PRACTICAL

This chapter develops the research methodology used in this study. Initially, a
review is carried out of the conceptual model underlying the research. Then,
limitations are acknowledged, and a simplified research model is developed. This
chapter also deals with the pilot study at B H P , Western Port Plant, and the main study
(including the 12 research hypotheses). It discusses the refutation of Smith's
methodology of productivity measurement, the development and trialling of three other
models for measuring plant performance, the additional pilot study, the attitude survey
of managers' perceptions of practicability and usefulness of KPIs, and finally,
provides the focus of "action items" emanating from matching managerial ratings with
research correlated productivity improvement factors.

3.1 Introduction and the Research Design

The previous chapter ended by providing the conceptual model of the research
framework and by locating the variables within that framework. Kerlinger (1986,
280) wrote that research design has two basic purpose; namely:
(1) to provide answers to research questions, and
(2) to control variance.

He further argued that research design sets up the framework for study of the relatio
among variables. In that sense, research design tells us:
(1) what observations to make,
(2) h o w to make them, and
(3) h o w to analyze the quantitative representations of the observations.
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Thus, research design does not "tell" us precisely what to do, but rather "suggests" the
directions of observation-making and analysis.

On the other hand, Hough (1991) argued that:

A strongly held viewpoint to be developed is that research is an
identifiable process, rather than a narrow reliance on "traditional" or
"respectable" techniques (eg, hypothesis testing by "hard" inferential
statistics).

Hough (1991, 1) developed the argument further by summarizing the key
features of the research process as follows. They are a useful guideline for defining
research.
(1) A relevant and/or challenging issue is identified, and then reduced to a
definable problem.
(2) Relevant literature thinking, reflection and discussion are used as
sources to identify and justify the conceptual framework(s) and
approach(es) selected by the researcher to generate approaches to the
problem.
(3) Clear propositions are developed which solve/improve/ predict some
aspect(s) of the problem.
(4) These propositions are tested by gathering appropriate data from an
identified sample (or total group).
(5) Appropriate conclusions, inferences and recommendations are drawn
about the propositions and the problem.

The above framework presented the "process" concept which was used to
guide this research design.

The overall research design was implemented through an action research
approach. The selected meaning of "action research" for this study has already been
discussed in Chapter Two, Section 2.3. The research was based on a field
investigation in a large manufacturing firm. This large manufacturing firm has some
characteristics in common with other industrial organizations. Although this study

dealt with only one manufacturing firm, it will be argued in Chapter 5 that the findi
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and conclusions m a y be pertinent not only to similar firms, but also to other
manufacturing industries.

In response to the challenge of practicability and usefulness to the management
of B H P , this research project developed an activity-based productivity measurement
model with the close cooperation and assistance of B H P Western Port Plant. Attention
was directed towards ensuring the acceptability of a productivity model for the firm.
The model involved the following key concepts and theories:(1) Total Factor Productivity,
(2) Activity Factor,
(3) Systems Approach,
(4) Total quality Management, and
(5) Change Theory.

These key conceptual areas have been outlined in full in Chapters One and
Two.

Figure 3.1 provides a flow chart which outlines the key features of the research
process adopted by this study.
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3.2

T h e Theoretical M o d e l

In developing the theoretical model underlying the research approach, the key
variables within a total organizational performance management system have been
selected as:
(1) the development of a plant-wide mission and strategy,
(2) the design and planning function(s),
(3) the way in which a measurement system is developed and managed,
(4) the management of people in value-added processes,
(5) the inputs-transformations-outputs of a general productivity concept focus,
(6) the management of the T Q M concept leading to increased customer satisfaction,
(7) the assessment, analysis, and feedback functions,
(8) the integration of control and improvement with a systems approach.

Ideally, a performance model must incorporate all of the decision variables.
However, a model with the total number of decision variables as developed for this
study was considered infeasible for practical implementation purposes. This is
essentially because of the limitations of time, resources, and the data access capabilities
of this particular research project. In addition, the complexity of the statistical (or
other) analyses required was considered to be too great. Accordingly, it was not
within the researcher's capacities to explore the full performance model in every detail.
For the scope of this study, a practical model with reduced variables was judged as
more appropriate. Thus, the development of the model was restricted to selected key
features, which will n o w be specified.

3.3 A Refinement: The Practical Model

The flow chart Figure 3.2 depicts the key features of the practical model
developed for this study. Those variables selected are drawn from the literature on
productivity issues. The following table summarizes the concepts and their use as a
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basis in the simplified model.
Variables Selected: T h e [No.] refers to Figure 3.2
1. Productivity Planning:
A. Concept: It is concerned with the setting-up of target levels of total and/or
partial productivities so that these levels can be used as bench marks for
comparison.
B . Theorist: Sumanth (1984, 254).
2. Action Plan for implementing the productivity plan:
A. Concept: This plan specified the responsibility for implementing the
productivity target.
B . Theorist: Kendrick (1984, 130).
3. Key Input Variables:
A. Concept: This step identified key input variables from an activity-based
perspective.
B . Theorists: Imai (1986, 237); Cooper and Kaplan (1988).
4. Process or Transformation:
A. Concept: The process phase converted the input resources to desired outputs
taking into consideration requirements of quantity, quality, timing, and cost
factors. From an activity based perspective, the selected key performance
indicators are:
(1) Inventory Turnover,
(2) Tonnes Packed,
(3) Employee Turnover,
(4) Medical Treatment Injury Frequency Rate,
(5) Over-time Hours,
(6) Marining,
(7) Delivery Performance,
(8) Man-hours per tonne,
(9) Consumable Equipments,
(10) Costs of Quality Failure,
(11) Transport Costs, and
(12) Repairs and Maintenance.
B . Theorists: Sink and Tuttle (1989, 49); Cooper and Kaplan (1988).
5. Key Output Variables:
A. Concept: This described the nature of the output. It indicated products and
services produced.
B . Theorist: Starr (1989, 3).
6. Total Factor Productivity Measurement Process:
A. Concept: This identified the contribution of each selected factor of
production and then tracked and combined them. It would then be possible to
analyze discrete changes in order to identify cause of productivity increase or
B. Theorists: Kendrick (1984); Chew (1988).
7. Productivity analysis, Evaluation, and Action:
A. Concept: Actual performance is evaluated against standards and appropriate
management actions are set in motion based on interpretation of measurement
and the perception that there is a cause-and-effect relationship to be
manipulated.
B . Theorist: Ishikawa (1990).
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8. Productivity Improvement:
A. Concept: This aimed at a total integrated effort toward improving
performance at every level. Incorporating the T Q M concept, this improved
performance is directed toward satisfying such cross-functional goals as
quality, cost, scheduling, manpower development, new product development,
and ultimately leading to increased customer satisfaction. In a "Kaizen"
strategy, this is referred as "Process (P) Criteria" which can produce
significant competitive advantages for the company.
B. Theorists: Deming (1982); Juran (1980); Crosby (1979); Ishikawa (1985);
Imai (1986).
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Figure 3.2 — Flow Chart of Simplified Research Model
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The essence of this practical model is that it directs focus to the A C T I V I T Y
F A C T O R S which influence the productivity performance of the plant.

To summarise, the flow diagram steps (7) to (10) of the conceptual model
indicated that inputs were transformed into the desired outputs. The outputs generated
different outcomes, such as: customer satisfaction, sales, profits and growth. If the
outcomes are the desired ones, management can assume this positively contributes to
the performance equation of the organisational system. The flow diagram steps (11) to
(13) emphasised the analyses, evaluation, and improvement elements. The simplified
practical model followed a similar logic but with focus on transformation of resource
inputs to create useful goods and services as outputs. A useful output is one that leads
to enhanced customer satisfaction, sales, profits, and growth. These obviously
represent the integrated contributions of numerous categories of 'order winning
criteria' (Hill, 1993), namely: price, quality, delivery, demand increases, colour range,
product/service range, design leadership, and technical support supplied. The focus is
to help fulfil the role of selling and providing customers with a company's products
and services at an acceptable level of profit. If the outputs are undesired ones,
management can assume the organisational system is unsatisfactory and managerial
actions have to be taken. This represented some of the most important processes.
Steps (3) to (6) of the simplified research model indicated an "input-transformationoutput" system while steps (6) to (8) focused on analyses, evaluation, and
improvement. T h e input-transformation-output sequence w a s a useful w a y to
conceptualise productivity systems. Managing productivity systems involved
controlling the transformation process and all the variables that affect its performance.
The principle of the model was as follows:

(1) The model commences with a systems framework.
(2)

Input environment is determined by accepting the logic of design and planning,
measurement, and performance improvement interventions that productivity is
measured by activity-based key variables which are operationally practicable.
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Such a model provided an important framework for mapping a managerial
approach to achieving greater competitiveness through productivity measurement and
improvement. The analysis was mainly based on the data availability and operationally
practicable and acceptable by the Western Port plant.

3.4 The Specific Research Methodology

As indicated in previous sections, the research method selected was "Action
Research". Action research was pioneered by Lewin in the 1940s (Argyris, Putnam,
and Smith, 1985).

The essence of this research project consisted of two main phases.
(1)

A review of the literature was undertaken to select the sources used to identify
and justify the conceptual frameworks selected by the researcher to generate
approaches to the problem. It has been discussed in detail in Chapter 2.

(2) In a sense of action research, a field work of an on-site study at BHP, Western
Port Plant has been carried out. It will n o w be discussed in detail as below.

3.4.1 Methodology adopted for field research

A "seven stage" methodology proposed by Checkland (as outlined in Chapter
2) has been adopted for guiding thisfieldresearch. The stages are:
Stage 1 : stmcturing the problem,
Stage 2 : expression of the problem,
Stage 3 : root definitions of relevant systems,
Stage 4 : making and testing conceptual models,
Stage 5 : comparing conceptual models with reality,
Stage 6 : identifying "feasible and desirable" changes,
Stage 7 : implementing "feasible and desirable" changes.
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3.4.2 Field work/pilot phase

In general, the researcher's involvement at the early stage of the field work can
be grouped into two main processes. It involved an introductory process for studying
in depth the plant's management system, and a subsequent series of intensive
interviews with key personnel.

(1) The introductory process:
The main purpose and basic requirement of the introductory process was to
obtain a good understanding of the environment, organizational structure,
production process, and the management systems of the setting for the
research. The researcher was concerned with gaining detailed insights into
h o w productivity and performance measurement were used in the organization.

(2) The interview process:
The procedure used to carry out interviews at departmental level was that an
appointment was arranged by the Administration and Planning Manager w h o
was the plant co-ordinator of this project. The researcher used this
introductory contact to meet and discuss the aims of the research with heads of
departments and some other key personnel and to arrange site visits to their
departmental surroundings.

In order to become familiar with the operations and participate in some of the
change processes as closely as possible, the researcher spent 12 weeks in full-time
field work spread over a period of 12 months with the firm.

The field work provided opportunity for developing activity-based key
performance indicators (KPIs) on-site. KPIs will be further discussed in detail the
following sections.
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3.4.3 A pilot study at B H P , Western Port Plant

A pilot study of a "cost-based" productivity model was carried out at B H P ,
Western Port Plant to familiarize management with the concept of identifying and
using control variables. Another major reason was that the researcher could confirm
that all selected techniques and procedures would work properly under the conditions
in which they were later applied in the main study.

3.4.3.1 Purpose of the pilot study

In order to gain the acceptance and confidence of the plant management, the
researcher conducted a pilot study at Western Port Plant. A s stated earlier, it was
aimed at facilitating familiarity of the plant management with selected management
processes for the control of variables. In order to achieve this outcome, a cost-based
model was developed for the Western Port Plant.

The following sections will outline the pilot study. The supporting detail will
be shown in Appendix 2.

3.4.3.2 Plant input resources identified

One of the important processes of the field work was to identify factors
adversely affecting performance and identify opportunities for improvement. This was
in line with Checkland methodology's Stages 1 and 2, namely:•

structuring the problem, and

•

expression of the problem.

In line with the challenge of building up "the richest possible picture of the
situation" (Checkland, 1981, 165), emphasis has been placed on existing systems at
Western Port Plant from a plant-wide perspective. F r o m the inputs-transformations147

outputs system viewpoint, the inputs of a cost-oriented type were selected and
identified as follows:
(1

Materials,

(2

Operating supplies and services,

(3

Transport costs,

(4

Personnel expenditure,

(5

Consumable plant usage,

(6

Conversion costs,

(7

Capital,

(8

General a<irninistration and support,

(9

Repairs and maintenance.

This plant classified its products into seven main manufacturing categories.
For operational terminology they are called " M A N C A T " s .

Once those cost items for each individual MANCAT (Manufacturing Category)
are identified, they can provide afinancialfigure for inputs to the M A N C A T s .

For the purpose of bringing different MANCATs to a common basis for
comparison, the researcher developed an approach for aggregating all outputs to a
c o m m o n scale. The approach involves converting all outputs to contribution to profit
of products.

In simple terms, with the total cost of the inputs and the aggregated outputs
calculated in terms of their contribution to profit, it was then possible to calculate the
level of productivity. This level can be translated into an index figure. Thus, plant
management can compare the base period's productivity with levels for each
subsequent period.

148

3.4.3.3 Plant outputs identified

This plant classified its products into seven main manufacturing categories
( M A N C A T s ) . They were:
(1) Hot Rolled,
(2) Cold Rolled (unpainted),
(3) Cold Rolled (painted),
(4) Galvanized (unpainted),
(5) Galvanized (painted),
(6) Z I N C A L U M E ® (unpainted),
(7) Z I N C A L U M E (painted).
which represented the integrated contributions of numerous inputs.
3.4.3.4 A workable methodology for productivity for Western Port
plant

As an action researcher, the author's role was to support the company through
the use of a workable methodology for producing an initial productivity measurement
plan. Substantial discussions over a period of 12 months were held with the following
key managers:
(1) Works Manager.
(2) Business Planning Superintendent.
(3) Management Accountant.
(4) Works Controller.
(5) H u m a n Resources Manager.
(6) Administration & Planning Manager, (formerly Assistant to Works
Manager, newly promoted to the present position.)
(7) Engineering Manager,
(8) Production Superintendents.
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The functional issues addressed during the discussion were :
(1)

H u m a n resources,

(2)

Business planning,

(3)

Cost structure of inputs in different Manufacturing Category,

(4)

Production outputs in different Manufacturing Category, and

(5)

Delivery performance,

in order to develop a workable methodology for an initial productivity measurement
plan. The detail of the pilot study is provided in Appendix 2.

3.5 Main Study

3.5.1 Key Performance Indicators (KPI)

3.5.1.1 Introduction

First, an approach for developing activity-based key performance indicators
(KPIs) will be introduced. The "Ishikawa Diagram Method" for identifying key
performance activities is also presented. Finally, relevant activity-based KPIs are
identified.

The position adopted by this study is that a new approach to manufacturing
management must be built on "activity-based information". T o achieve competitive
operations that deliver value to customers, plant management needed information on
sources of non-value-added activities. The ultimate goal was to eliminate and remove
non-value-added activities.

For this study, a theoretical model has been established, drawing heavily on
the work of Checkland. Checkland's soft system methodology can be summarised as:
by V o n Bulow (1989) in Checkland and Scholes, page 28:
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A methodology that aims to bring about improvement in areas of
social concern by activating in the people involved in the
situation a learning cycle which is ideally never-ending. The
learning takes place through the iterative process of using
systems concepts to reflect upon and debate perceptions of the
real world, taking action in the real world, and again reflecting
on the happenings using systems concepts. The reflection and
debate is structured by a number of systemic models. These are
conceived as holistic ideal types of certain aspects of the problem
situation rather than as accounts of it. It is taken as given that no
objective and complete account of a problem situation can be
provided.

From the productivity management perspective, the Checkland approach meant
that all the resources of the plant were brought to bear on the problem at hand.

In order to tackle the ill-structured problems of the real world and bring about
improvement, Checkland's approach has been adopted and served as a guideline. The
process can be summarised as follows:

(1) Exploring and expressing the problem situation:
A major reason for this study being located in the Western Port plant is that
from a practitioner's perspective, the dynamic environment that organisations
are facing today has created a lot of practical difficulties in productivity
measurement. The W o r k s Manager of BHP's Western Port plant recognised
that labour productivity alone was an inadequate measure of the performance of
the overall plant. H e thus sought assistance in developing a plant-wide
productivity measurement system. Accordingly, particular productivity aspects
of this large manufacturing firm, B H P Steel, Sheet and Coil Products Division,
Western Port plant, were examined and analysed by the researcher. The main
purpose w a s to determine the source, nature, focus, and scope of the identified
productivity systems. A works-based system for performance measurement
and productivity improvement w a s developed In this way, a total factor
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productivity measure was developed as part of an action research productivity
analysis project for Western Port plant.

(2) Formulating root definition:
The purpose of this study was to develop an integrated, conceptual model of
the productivity process, apply a simplified version of it to selected aspects of
an Australian integrated steel strip manufacturing plant, and develop
recommendations for controlling and improving the productivity of the plant.

(3) Considering the key elements (CATWOE):
C:

Customers — steel sheet and coil users

A

Actors — B H P , Western Port plant

T:

Transformation process — converts steel slab or hot rolled coil into a
wide range of steel sheet and coil products

W:

Weltanschauung — a works-based system for performance measurement
and productivity improvement was developed

O.

Owner — B H P

E:

Environmental constraints — made use of available data.

(4) Building a conceptual model:
For building conceptual models, Checkland's 3Es criteria (Checkland and
Scholes, 39) have been taken into consideration. They are
A

Efficacy

B:

Efficiency

C:

Effectiveness.

The aim was to build an activity-based model which was critical to productivity
measurement.
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In order to ensure that the operations function makes a positive contribution to
the company's business success, it is necessary for the model to monitor and control
its operations in the light of the contribution it makes. The root definition of
developing an integrated, conceptual model of the productivity process of BHP,
Western Port plant has been explored and expressed in the model, and the model
reflected as close as possible in all aspects of the root definition. The aim was to

achieve a pairing of root definition and conceptual model features which were mutua
consistent.

An examination of the theoretical model identified the kinds of KPI that were

relevant to productivity measurement. These were: (a) people, (b) physical resources
(c) skills, (d) finance, and (e) time.

In general terms, they were all regarded as the resources of the system.

Resources of people can be measured by the personnel expenditure; physical resources
can be measured by the volume and level of materials and supplies; skills can be
measured by investment in new equipment and the frequency of machine breakdowns;
finance can be measured by profit and contribution; and time can be measured by
production and delivery lead time.

Western Port plant had available historical data on certain KPIs determined by
management. These were: (a) materials, (b) operating supplies and services, (c)
transport cost, (d) personnel expenditure, (e) consumable plant usage, (f) capital,
general administration and support, and (h) repairs and maintenance.

After having compared the available KPIs with those recommended from a
study of the theoretical model, it was found that there were some close matches, eg,
Western Port plant's KPI "personnel expenditure" corresponded closely to the KPI
"people" derived from the theoretical model. Similarly, the Western Port KPI
"materials", corresponds to the theoretical model's KPI "physical resources". The
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Western Port KPIs "general administration and support" and "repair and maintenance"
correspond to the theoretical model's KPI "skills". And the Western Port KPIs
"capital" and "transport costs" correspond to the theoretical model's KPI "finance".

However, as argued in Section 2.7, a costing system often masks critical
phenomena and distorts management's understanding of them. In order to analyse the

sources of competitive advantage of a firm, it is necessary to examine all the criti

activities of the firm in relation to how they perform and how they interact with ea
other. Thus this study selected and used a subset of the KPIs available at Western

Port plant from the viewpoint of activity-based factors. These were considered to be

potential causal variables in the analysis described in this thesis, and they form t

'independent variables' in the regression analysis of historical data that used to t
research hypotheses (see Section 4.5, below).

It should be emphasized that the new approach adopted by this research
defined performance measures from the viewpoint of ACTIVITY-BASED FACTORS.

In accepting such a need, this research develops activity-based KPIs for manufacturi
performance measures.

3.5.1.2 Ishikawa diagram method

To identify the key resources used in the manufacturing process, Ishikawa

(1990) developed a cause-and-effect diagram for sorting out the causes of dispersion
and organizing mutual relationships. It also can be used in many other functions.
Details of an Ishikawa approach are outlined in Appendix 1.

3.5.1.3 A research concept: the activity-based KPI

Imai, in his book "Kaizen" (1986, 237), suggested a framework for resources
categorization by setting forth a checklist under four main categories for checking
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activities, namely:
(1) M a n (operator),
(2) Machine (facilities),
(3) Material,
(4) Operation Method.

Imai's four "M" classification served as a useful guideline to this study. Thus,
the selected key activities discussed below can be grouped into four categories using
the categorization suggested by Imai. They will form the indicator sources.

The position adopted by this study is that a new approach to manufacturing
management must be build on "activity-based information". T o achieve competitive
operations that deliver value to customers, plant management needed information on
sources of non-value-added activities. The ultimate goal was to eliminate and remove
non-value-added activities. In accepting such a need, this research develops activitybased KPIs derived from a group of KPIs from the work of Checkland and Imai for
manufacturing performance measures. It was recognised that Imai's approach is
restricted to performance needs concerning production, whereas the performance
needs of the Western Port plant appear to be wider than just the production needs, if
the customers are to be satisfied. This was a limitation of the study resulting from
constraints of time and resources.

This research also incorporates the "Kaizen" concept (Imai, 1986). Kaizen
means continuous improvement involving everyone. Therefore, the researcher has
selected such a similar format for K P I generators. The main emphasis is on providing
management with a plant-wide perspective on activity-based analysis. It also aims at
enhanced visibility and control of waste in activities.

The following four "M" classification basis is based on the framework
proposed by Imai:-
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(1)

Materials:
• inventory turnover;
• tonnes packed.

(2)

Men:
• employee turnover;
• medical treatment injury frequency rate;
• over-time hours;
• manning.

(3)

Machines:
• delivery performance;
• man-hours per tonne;
• consumable equipments.

(4)

Methods:
• costs of quality failure;
• transport costs;
• repairs and maintenance.

Operational measures play an important role in the new competitive
environment. Thus performance measurement systems must serve the objectives of
the firm. It was noted that there are no universal performance indicators that work
well in all circumstances. Therefore, management must select the appropriate Key
Performance Indicators in conjunction with the strategic goals of the plant and in close
communication with the rapid changes occurring in the firms' manufacturing
processes.

3.5.2 The systematic development of activity-based KPIs

The following systematic analysis of a selected range of activity-based KPIs is
based on three fundamental frameworks, as follows:-
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(1) The systematic development uses a plant-wide perspective focused on activity
analysis for enhanced activity-based control.

(2) All selected key activities will be grouped into a category of four "M"s, na
1. Materials,
2.

Men,

3. Machines, and
4. Methods.

(3) A selected period will form the base range value as a benchmark.

The activity action rules developed from the KPIs will predominantly be focused
the analysis of what will happen if a selected key variable is kept at a higher value (or,
alternatively, a lower value) than some benchmark value.

The following chart shows the systematic flow of activity-based KPI analysis.

Theoretical Model

1f
Practical Model
1*
Indicator Source

1f
KPI
(Activity Factor)

1r
Action Rules from
KPI
Figure 3.3 — Activity-based KPI Analysis
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Table of explanations is shown below:
Table 3.1 — Components of Activity-based KPI Analysis
Terms

Explanations

Theoretical Model

The theoretical model has been outlined in full in Chapter 2. It
can be described as an "input-transformation process-output
model". Its process can be briefly summarized in three factors
(Starr, 1989, 3):
1. W h a t is to be worked on (called inputs).
2. H o w the work is accomplished (called the transformation
process).
3. W h a t is produced (called outputs).
The system converts the input resources to desired outputs by
taking into consideration the quantity, quality, timing, and cost
factors.

Practical Model

The practical model has been discussed in detail in the early
part of this Chapter. The essence of this practical model is that
it directs focus to the "activity factors" which influence the
productivity performance of the plant.

Indicator Source

They can be grouped into four categories based on the
framework proposed by Imai (1986):
1. Materials,

2. Men,
3. Machines,
4. Methods.

KPI

The selected activity-based KPIs for this study are as follows:

(Activity Factor)
1. Inventory Turnover.
2. Tonnes Packed.
3. Employee Turnover.
4. Medical Treatment Frequency Rates.
5. Over-time Hours.
6. Manning.
7. Delivery Performance.
8. Man-hours Per Tonne.
9. Consumable Equipments.
10. Costs O f Quality Failure.
11. Transport Costs.
12. Repairs A n d Maintenance.

Action Rules from

KPI

The activity decision rules developed from each K P I are
designed to provide plant management with procedures to
focus relevant activity factors. For example:
If Inventory Turnover is defined as
Cost of goods sold in the m o n t h
~ Average inventory level that month
then productivity will increase if IT is kept at more than a
benchmark value for that measure.

158

3.5.2.1 Development
of a sample
"Inventory Turnover"

key performance

indicator:

The inventory turnover ratio involved the inventory level and the costs of
goods sold which represented a critical part of the company's resources. To quote
Taiichi Ohno who initiated the "Kanban" system at Toyota:
There is nothing more wasteful than producing something you don't
need and storing it in a warehouse. Both people and machines are
wasted, and the warehouse puts your money to sleep.
Therefore, it is selected as one of the key performance indicators.

As Edwards, Johnson, and Roemmich (1981, 662) defined it:
Inventory turnover is computed by dividing the cost of goods sold
by average inventory

It can be expressed in equation format as:
Costs of goods sold in the month
Inventory Turnover = Average inven tory level that month
The following data obtained from B H P Western Port Plant illustrates the
calculation of inventory turnover:
(For illustration purpose, this example selected October, 1990 as the base period
essentially due to availability. The data was already published in BHP's Monthly
Report, October, 1990.)

(1) Cost of goods sold (October, 1990) was $70.0 million

(2) Average inventories for that month was $8.66 million
«u + $70.0 million Q nfi
(3) Inventory turnover = $8-66 ^ ^
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= 8.08

3.5.2.2 Applications of KPIs:

Management

decision rules

The activity "Decision Rules" which were developed for each KPI were
designed to provide plant management with management procedures to focus relevant
activity factors. For example, for the KPI: Inventory Turnover:-

(1) If inventory turnover rate is equal to the current base range as measured at
October, 1990, ie 8.08; then productivity is constant.

(2) If inventory turnover rate is greater than 8.08; then productivity will
increase.

(3) If inventory turnover rate is less than 8.08; then Productivity will
decrease.

Each KPI was developed along similar approach lines, and will now be
outlined as Table 3.2 below.

Decision Rules

As indicated in the previous section, the decision rules developed for each KPI
were focused on providing the forecast of what should happen if each selected key
variable is kept at a higher value (or, alternatively, a lower value) than the selected
benchmark value. The benchmark period selected was October, 1990.
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Table 3.2 — Key Performance Indicators
KPIs

Indicator
Source

(1) Materials Inventory turnover

(2) M e n

Definitional Concept
Costs of Goods sold
A v Inventory Level

Packed stock

Actual number of packed tonnes

Employee turnover

Employee Resigned
Total workforce

Medical treatment
frequency rate

Actual numbers as reported

Over-time hours

(Overtime/per man/per week) x (actual head
counts)

Personnel manning

Average numbers of that month

(3) Machines Delivery performance
Man-hours per tonne

Despatched tonnes
planned despatches
Total man-hours expended
total tonnes produced

Consumable equipment Actual costs as reported
(4) Methods Costs of quality failure Summation of actual costs of:
Scrap, downgrade, claims, non-standard
process
Transport costs

Sum of
delivery cost + freight inward + handling
total despatches (tonnes)

Repairs and
maintenance

Actual costs as reported

KPI Forecasts
No. 1 :
If the KPI:-"inventory turnover rate" is kept at greater than the selected base
period's value for that measure, then productivity will increase.

No. 2 :
If the KPI:-"tonnes packed" is kept at greater than the selected base period's
value for that measure, then productivity will increase.
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No. 3 :
If the KPI:-"employee turnover" is kept at less than the selected base period's
value for that measure, then productivity will increase.

No. 4 :
If the KPI: "workers' medical-treatment-injury frequency rate" is kept at less
than the selected base period's value for that measure, then productivity wiD increase.

No. 5 :
If the KPI: "over-time hours" is kept at less than the selected base period's
value for that measure, then productivity will increase.

No. 6 :
Assuming constant operations, if the KPI:-"personnel manning" is kept at less
than the selected base period's value for that measure, then productivity will increase.

No. 7 :
If the KPI:-"delivery performance" is kept at greater than the selected base
period's value for that measure, then productivity will increase.

No. 8 :
If the KPI: "man-hours per tonne" is kept at less than the selected base period's
value for that measure, then productivity will increase.

No. 9 :
If the KPI:-"consumable equipments" is kept at less than the selected base
period's value for that measure, then productivity will increase.
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No.

10:
If the KPI:-"costs of quality failure" is kept at less than the selected base

period's value for that measure, then productivity will increase.

No. 11 :
If the KPI:-"transport costs" is kept at less than the selected base period's value
for that measure, then productivity will increase.

No. 12 :
If the KPI.:-"costs of repairs and maintenance" is kept at less than the selected
base period's value for that measure, then productivity will increase.

These 12 statements were developed to form the hypotheses to be tested which
were a major quantitative component of the study.

3.5.3 Hypotheses

3.5.3.1 Definition and basic criteria

Simon (1968) defined a hypothesis as:

A single statement that attempts to explain or to predict a single
phenomenon.
(Quoted in Howard and Sharp, 1983,41)
From the testable perspective, Mitchell and Jolley (1988, 30) suggested the
following basic criteria for a quality hypothesis which can serve as useful guidelines:
(1) Key variables are operationalized.
(2) The hypothesis makes specific and precise predictions.
(3) The hypothesis does not make predictions that cannot be disproved.
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3.5.3.2 The research

hypotheses

Following the illustration of h o w a KPI and decision rules are developed, this
section develops the hypotheses related to the KPIs. They are derived from the
grouping areas:(1) Materials,
(2) M e n ,
(3) Machines, and
(4) Methods,
which represent the groupings from which key activities are derived in more specific
form, ie as KPIs.

Hypothesis No. 1 :
If the KPI:-"inventory turnover rate" is defined as
_ costs of goods sold for the month
~
inventory level that month

then productivity will increase if IT is kept at greater than the selected base pe
value for that measure.

Hypothesis No. 2 :
If the KPI:-"tonnes packed" is defined as T P = actual number of packed tonnes that
month, then productivity will increase if T P is kept at greater than the selected base
period's value for that measure.

Hypothesis No. 3 :
If the KPI:-"employee turnover" is defined as

pT

_ employee turnover of the month
total workforce that month
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then productivity will increase if E T is kept at less than the selected base period's value
for that measure.

Hypothesis No. 4 :
If the KPI:-"workers" medical-treatment-injury frequency rate" is defined as MT =
actual count of injury numbers of the month, then productivity will increase if MT
kept at less than the selected base period's value for that measure.

Hypothesis No. 5 :
If the KPI: "over-time hours" is defined as OT = (overtime per man per week)

multiplied by average head counts for the month, then productivity will increase if
is kept at less than the selected base period's value for that measure for the same
output.

Hypothesis No. 6 :
Assuming constant operations, if the KPI:-"personnel manning" is defined as PM =

average head counts for the month, then productivity will increase if PM is kept at
than the selected base period's value for that measure.

Hypothesis No. 7 :
If the KPI:-"delivery performance" is defined as

np

_ actual despatched tonnes for the month
planned despatched tonnes that month

then productivity will increase if DP is kept at greater than the selected base per
value for that measure.
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Hypothesis No. 8 :
If the KPI: "man-hours per tonne" is defined as
^ry _ total man-hours expended for the month
tonnes produced that month

then productivity will increase if MT is kept at less than the selected base perio
value for that measure.

Hypothesis No. 9 :
If the KPI:-"consumable equipments" is defined as CE = actual costs defined and
reported by the Western Port Plant, then productivity will increase if CE is kept
than the selected base period's value for that measure.

Hypothesis No. 10 :
If the KPI:-"costs of quality failure" is defined as QF = actual cost of: scrap,
downgrade, claims, and non-standard process; then productivity will increase if QF
kept at less than the selected base period's value for that measure.

Hypothesis No. 11 :
If the KPI:-"transport costs" is defined as
_r _ delivery cost + freight inward cost + handling cost
total despatched tonnes

then productivity will increase if TC is kept at less than the selected base perio
for that measure.

Hypothesis No. 12 :
If the KPI:-"costs of repairs and maintenance" is defined as RM = actual costs as
reported in the financial monthly summary of Western Port Plant, then productivity
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will increase if R M is kept at less than the selected base period's value for that
measure.

3.5.3.3 Measures

Example: Base period selected — October, 1990:

The selection of this base period (October, 1990) was based on the
researcher's personal judgement from field observations of plant operations. The
selected month was judged to be a normal month with only one public holiday (ie
Labour Day) and without other obvious interruptions or rush exercises. This was
considered a typical month with regard to production and productivity figures at
Western Port.

The productivity level of this selected period of production at Western Port was
used to form a base range value (ie as a benchmark). The activity action rules
developed from the KPIs were predominantly focused on the analysis of what will
happen if each selected key variable was kept at a higher value (or, alternatively, a
lower value) than the benchmark value established for that specific variable.

The above Key Performance Indicators provide a selected range of activitybased KPIs. They are not independent variables, but in turn are based on a series of
more fundamental variables. Values of these KPIs for the benchmark period are
shown in Table 3.2.

3.5.3.4 A Pilot Calculation

Using the data obtained from BHP, Western Port Plant, a series of illustrative
KPIs and their quantitative values for two periods was obtained as n o w illustrated in
Table 3.3 This table provided the initial data for a subsequent test between a
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productivity measure which is activity-based and a productivity measure which is
independent-based. In Table 3.3, S = staff, W = non-staff workers.
Table 3.3 — Illustrative KPIs
October 1990
(base range level =100)

September 1991

1

8.08

8.5

2

90,200 tonnes

74,200 tonnes

3

S:0%

S:0%

W:7%

W:2%

4

60

64

5

S: 1,391 Hours
W: 6,555 Hours

S: 778 Hours
W : 3,633 Hours

6

S: 537
W: 1,136

S: 499
W: 1,053

7

101%

93%

8

2.53

2.87

9

$0.6 million

$0.4 million

10

$4.2 million

$5.1 million

11

$99.9 per tonne

$100.3 per tonne

12

$3.1 million

$3.6 million

A s noted in the preceding Section 3.5.3.3, the researcher has selected October
1990 as the first base period for this pilot calculation. O n a yearly basis, this became
the opening period, thus the researcher had great interest to k n o w h o w it compared
with the end of the annual period (ie September 1991). For this purpose, the period
September 1991 was selected for comparison. The result for this comparison will be
discussed in Chapter 4.
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3.5.4 Refuting Smith's (1973) m e t h o d of productivity measurement

During the literature survey, a method of calculating multifactor productivity
suggested by Smith (1973) was found. Initially Smith's approach appeared to be a
valid basis on which to build a multifactor productivity measurement system.
However, a careful analysis of Smith's methodology showed it to be invalid.

As was noted in the preceding chapters, a simplified productivity concept is a
ratio that compares output with input. For the purpose of this study, in order to
convert the plant's total aggregate outputs to a c o m m o n scale of value for comparison;
it was initially decided to adopt the Smith's (1973) approach as a mechanism. Later
on, after detailed analysis, it is recognized that Smith's approach was fundamentally
flawed (this detailed analysis can be found in Appendix 5).

It can be seen from the detailed analysis given in Appendix 5 that Smith's
"level of productivity" depended only on the "average marginal cost" of the base
product and w a s independent of the costs of other products and independent of
physical outputs. It thus measured only the productivity of the base product "A" and
was not a multiproduct productivity measure.

Therefore, the researcher abandoned the use of Smith's approach for this
study. This decision led to the development and trialling of three other models for
measuring plant performance which will be discussed in the following sections.

3.5.5 Measuring productivity

The literature review substantiated that there was no universal agreement and
support for one independent productivity measure. Prompted by such a lack of
knowledge of a single clear measure which proved to be useful and suitable to
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management, the researcher defined three alternate measures for measuring plant
productivity performance, namely:

p

Contribution to profit of product despatches for a month
actual total manufacturing costs for that month

M 1

p**2

p M

-

-

Total sales value of despatches for a month
actual total manufacturing costs for that month

Flexed budget total manufacturing costs for a month
actual total manufacturing costs for that month
("Flexed" budget values are corrected for actual product mix.)

Eighteen months of BHP, Western Port Plant data was used to run "regression
tests" on these three alternatives. The regression models predicted the value of

productivity from a set of values of management control variables. The measure that

provided the "best fit" to observed productivity values was chosen as the measure t
be used as the independent productivity measure for the remainder of the research.

The regression tests were carried out in a manner similar to the calculation
described in Appendix 2 (Section A.2.2), but with the following difference:-

It was assumed that productivity could be measured as:-

P R O r i T T r T T V T T V - Contribution to profit of product despatches for a month
~
actual total manufacturing costs for that month
"Input" was defined as the total manufacturing cost for a month calculated as
follows: All components (refer to Appendix 9) of actual operating costs for a given
work centre were determined from the Western Port Plant Monthly Report. These
were summed to give total operating costs for each work unit for the month. Then
operating costs were summed over all units to give a total operating cost for the
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Western Port Plant. T o this sum was added "other manufacturing costs" for the month
representing overheads directly linked to manufacturing. This gave a "total

manufacturing cost" for the Western Port Plant for the month, which was used as the

value of "input". The value of "output" was calculated by multiplying the output ma

for each "Mancat" by the associated contribution to profit (per tonne of output) fo
"mancat", then summing over all "mancats".

This approach was the same as the method of calculating "output" as used in

Appendix 2, Section A.2.2 except that a constant value of "contribution" is used fo
each "mancat" instead of varying (budget) values. This prevented the productivity

calculation being distorted by price changes which may reflect the market situation
The fixed values of "contribution" for the Mancats were obtained from the budget
figures for the 1989/1990 BHP year.

When testing the selected research model, the researcher developed "a priori"
rules for judging the outcomes of the research approaches. These were a series of

"practical" managerial measures to control productivity (as discussed and explained
Section 3.5.3.3 on p 158). Another "a priori" assumption was that managers could
control (vary) a selected measure by up to a 10% change in that measure.

The twelve selected key management control measures each based on the KPI

of the research productivity model (refer to summary Table 3.1) were tested by usi
Multiple Regression Software Package — "SAS Release 6.06" (SAS Institute Inc.,
1990). The model used actual plant data obtained from 18 months of Western Port
Plant operations up to December 1991.

The result of regression models: PM1A, PM2A, and PM3A will be discussed
in Chapter 4.
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3.6

Additional pilot study: "Productivity P a y " model

To integrate the field research into Western Port Plant's immediate need, the
researcher w a s asked by the plant management to assist them to develop a
"Productivity Pay" model. Based on the action research procedures developed in
previous sections, a simplified productivity measurement model incorporating the total
factor productivity concept was developed. It was tailored to suit the need of B H P
Western Port Plant for serving as a basis for performance related payments for the
" S T E E L I N D U S T R Y D E V E L O P M E N T A G R E E M E N T " (SIDA)*. It provided a
series of pay and productivity agreements for B H P Steel workplaces. Under the
agreement, workers in the B H P Steel, Sheet and Coil Products Division gained
quarterly lump-sum bonus payments if they met performance targets. Those payments
depended on the productivity as measured against a series of performance indicators.

In line with the Company's policy, the measurement period was defined on a
quarterly rather than on a yearly basis. Bearing in mind the element of seasonal
fluctuation, a moving average concept was introduced for the benchmark period. It
was calculated by adding the four consecutive quarters and then dividing by four to
obtain the average performance for the first base period.

The principles of the model can be summarized as follows: (The detail of the
calculation is shown in Appendix 3).

The quarterly performance index (PI) can be expressed as follows:

,-. . ,
,
. ,_T. contributions ($) of product despatched for a quarter
Quarterly performance index (PI) =
—.
. . , . c ., . ~~^
v
'
production budget costs for that quarter

S I D A is a formal agreement negotiated between the Australian government, steel employers and
steel unions to form the basis of restoring and working a more productive steel industry.
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PI is calculated using a moving average over the previous four quarters for the
benchmark period and the difference between the agreed base period PI and the PI for
the quarter just completed is shown as follows:
P(cp)

PI(n) = PI(ref)-

Where

PI(n)

Pl(ref)

= Difference between PI for quarter just completed and the base
period PI — this value used to assess quarterly performance
bonus payment.
= Base period PI.

P(cp)

= Average quarterly performance index for previous four quarters.
Where

P(cp)

C

= Total aggregated works output in terms of contributions ($) to
profit of products for each quarter.
= Total production budget cost including productive materials,
packing materials, operating supplies and services, maintenance,
direct trading costs, delivery charges, personnel expenditure, etc
for each quarter.

The approaches of the model represented a valuable organizational technique
intended to become a part of the company culture which involved employees at all

levels in promoting the objectives of the company with respect to cost-reduction and
productivity growth. The incentive for all employees was to share the results of

efforts by getting bonus payments accordingly. It was also recognized that collectiv
bargaining could be accomplished more rationally once productivity estimates were
available.
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3.7

M a n a g e m e n t Attitudes towards introducing the Productivity
M o d e l at Western Port Plant

3.7.1 Background

This component of the research was a follow up survey after the development
of an activity-based productivity model for B H P , Western Port Plant. The design
purpose of this survey was to collect viewpoints from the senior management team of
B H P , Western Port Plant on two selected implementation aspects of the activity-based
productivity model — practicability and usefulness.

In April/May 1992, a survey was carried out by the researcher to test the
acceptability of the proposed productivity model. Its major aim was tofindout the
managers' views on both the practicability and usefulness of the developed
productivity model, as explained in the following Section 3.7.2.

3.7.2 Testing the acceptability of the activity based productivity model

The researcher tested the acceptability of the proposed activity based
productivity model for the Western Port Plant in two major aspects, namely:P R A C T I C A B I L I T Y and U S E F U L N E S S .

1. Issue 1 (Practicability): This asked the managers to focus on whether they
could increase or decrease a particular management control factor (eg,
inventory turnover).

2. Issue 2 (Usefulness): This asked the managers to focus on the worth or
value of that same proposal (which will be discussed in detail in Chapter 4.)
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A survey questionnaire was sent to Western Port's senior managers (see
Appendix 8 for the questionnaire detail). The questionnaire thus obtained the views of
Western Port managers on:-

1. Their perceptions of the usefulness and practicability of the items
developed by the productivity model being accepted by management for
application within the plant.

In testing practicability, the survey asks the managers to focus on whether they
could increase or decrease a particular management factor.

It was not a judgement about whether it is useful or not, but whether managers
could do it.

In testing usefulness, it asks the managers to focus on the worth or value of
that same proposal.

It was not a judgement about whether the proposal is practicable or not, but
whether it would be useful if implemented.

2. Their advice on one KPI result: the probable explanations for the apparently
contradictory item (costs of quality failure), which was identified by the major
findings of the study, as explained in Chapter 4.

3.7.3 Survey methodology

The survey used a questionnaire which requested senior managers of Western
Port Plant to put a rating against a series of statements concerning the w a y they as
managers could manage aspects of productivity.

175

The responses to the survey are based on "Likert" scales. A n example of a
Likert scale response to a proposition is as follows:

Statement:

"Hot Rolled" is the
basic product among
the 7 "Mancats" at
B H P , Western Port

Strongly
agree

Agree

Neutral or
no view

Disagree

Strongly
disagree

(5)

(4)

(3)

(2)

(D

Figure 3.4 — Example of a Likert Scale
The survey questions are provided in Appendix 8. A n example of one of the
proposition tested follows:

Assume man-hours per tonne is defined as MT =

total man-hours expended
tonnes produced that month

Proposition: If MT is reduced by 10%, then the forecast productivity change
will be 3.3% (medium improvement)
PRACTICAL: (5) (4) (3) (2) (1)
USEFUL : (5) (4) (3) (2) (1)

The analysis of the responses to the questionnaire will be discussed in Chapter 4
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CHAPTER 4
CHAPTER 4. RESEARCH RESULTS
4.1 Introduction

This chapter provides a discussion of the research results. First, a brief
overview of the role of data analysis will be presented. Then, a framework for
productivity measures will be outlined which will be followed by the principal
findings. Finally, a detailed discussion of the research results will be presented.

4.2 The Role of Data Analysis

Blank (1984, 264) stated:
Data analysis consists of running various tests on the
data. Implied in this statement is the fact that data
analysis involves decisions concerning tests to be made
and the data to be used in those tests. The desired end
result of the data analysis process is the formation of
conclusions that can be used in decision making in
future situations."
From this perspective, the researcher is concerned with how to make
quantitative and qualitative comparisons among sets of observations and data.

Howard and Sharp (1983) argued that one key function of data analysis was to
determine and communicate the value of the findings. They continued with the view

that an important purpose was to convince the reader that through the innate value of

the knowledge gained the research report made a contribution appropriate to the leve

of research in question. It also has to convince the reader that the research measur
up to the necessary standards of academic worth. Howard and Sharp developed the

above argument further that at the doctoral level there is a flavour of the legal pr
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about analysis. It should be seen that it was done for a good reason and that it w a s
properly carried out. They summarized their arguments as follows (1983,120):

• The role of analysis is to supply evidence which justifies claims that the
research changes belief or knowledge and is of sufficient value. This is done
through the ordering or structuring of data.
• The direct purposes of analysis are description, construction of measurement
scales, generation of empirical relationships, and explanation and prediction.
• Analysis to be convincing must satisfy the principles of logical inference.
The above framework provided a useful guideline for data analysis.

4.3 Results of the Pilot Study

This section will present the results of the pilot study.

The following Table 4.1 provided a comparison for a series of illustrative KPIs
and their quantitative values between two periods (ie October 1990 and September
1991).
(1) Productivity (activity-based)
Table 4.1 — Illustrative KPI for two periods
Oct 1990
(bast range level = 100)
1
8.08
90,200 tonnes
2
3
S:0%
W:7%
4
60
5
S: 1,391 Hours
W: 6,555 Hours
6
S: 537
W: 1,136
7
101%
8
2.53
9
$0.6 million
10
$4.2 million
11
$99.9 per tonne
12
$3.1 million

Remarks:

Productivity
KPI Index % of Change
5
105 (U)
8.5
82(D)
-18
74,200 tonnes
100 (C)
S:0%
0
W:2%
29 (U)
71
-7
64
106 (D)
S: 778 Hours
56 (U)
44
W : 3,633 Hours
55 (U)
45
S: 499
93 (U)
7
93 (U)
7
W : 1,053
92(D)
-8
93%
113(D)
-13
2.87
67 (U)
33
$0.4 million
-21
121
(D)
$5.1 million
100(C)
0
$100.3 per tonne
116(D)
-16
$3.6 million
•
Sum of the percentage changes = +-129%
Sep 1991

(D) = Productivity Down, (U)= Productivity Up, (C) = Productivity Constant
S = Staff, W = Non-staff Workers

178

The decision rules developed for each KPI have already been discussed in

Section 3.5.2.2. For KPIs 1, 2 and 7 an increase in value corresponds to an in

in productivity. For the other KPIs a decrease in value corresponds to an incr
productivity. An independent measure of productivity (not directly related to

variables used to calculate the values in Table 4.2) was used to test and reje

comparison approach, and then used to test whether a correlational measure bet
measures of productivity, could be justified.

Table 4.2 illustrates the independent measure of productivity.

(2) Productivity (Independent)
Table 4.2 — Independent Measure of Productivity
October 1990
Contribution
Qty
($/tonne)

MANCAT

Hot rolled

September 1991
Contribution
Qty
($/tonne)

36.6

80.0

32.2

80.0

CR

Unpainted
Painted

12.1
0.2

196.0
65.0

12.9
0.4

196.0
65.0

Galv

Unpainted
Painted

18.9
1.9

286.0
329.0

13.8
1.8

286.0
329.0

Zlm.

Unpainted
Painted

7.5
13.5

386.0
576.0

5.2
9.8

386.0
576.0

Total contribution of despatches
Total manufacturing costs

$22014.1
$64.8 million

22014
= 0.34
64800

$22651.2
$52.7 million

22651
= 0.43
52700

* A constant value of "contribution" is used for each "mancat" instead of varying values.

Productivity Change:
0.43 - 0.34
= 0.26 (up 2 6 % )
0 3 4
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After obtaining the "Productivity Change Index", management could then use it
as a benchmark for equivalent measures of the same productivity levels.

4.3.1 Interim conclusions on the pilot study

Judging from the existing situation at the Works, as described by managers
and including observations by the researcher, there had not yet been established a
"Total Factor Productivity" concept. Thus, the advice given to management was to

keep the "Productivity Pay" model simple at first and to let the measurement systems
and the productivity improvements grow together. The model served as a tool which
helped to heighten awareness. It combined outputs and inputs into meaningful
relationships and helped define and communicate to employees what is meant by
productivity change.

It must be emphasized that any productivity measurement was not the primary

target; as merely measuring productivity is not going to improve it. But measuremen

was considered essential, since it provided the basis for tracking trends and rates

improvement and for identifying key operational variables controlling productivity.

Subsequently, the researcher was informed by the Works Manager of Western
Port Plant that the simplified productivity measurement model was being used as a
basis in extensive negotiations between management and union delegates for a
Productivity/Quality/Delivery Performance Based Payment for employees (refer to

Appendix 13). It contributed to facilitate the first of a series of pay and product
agreements for BHP, Western Port Plant. The detail of the "Productivity Pay" has
been reported in the Australian newspaper, "Financial Review" (December 24, 1991),
as shown in Appendix 4.

The above cost based model was well accepted by Western Port Plant. Such a

cost based model essentially only served to improve an existing situation. In order
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produce fundamental improvement, this research emphasized a n e w perspective, the
activity based approach, for looking into the issue of productivity improvement.
Therefore, the subsequent major research process was built on the activity-based
model.

4.4 A Framework for Productivity Measures

The following systematic analysis of the research selected range of activitybased K e y Performance Indicators (KPIs) provides a framework for productivity
measures.

4.4.1 Selected key activities

"People cannot pay attention to each indicator in an ocean of them. They can
concentrate on only a few." (Hall, Johnson, and Turney, 1991, 164). Thus, for this
study, twelve input activities were selected for the B H P , Western Port Plant. They
were chosen because they were categories both supported by literature and were
accessible data from Western Port (ie they were Key Performance Indicators directly
or indirectly reported in the internal "Monthly Report" of the Plant).

As explained in Chapter 3, all selected key activities were grouped into a
category of four "M"s, consistent with the ideas developed by the quality management
theorists, eg, Ishikawa, (1990, 19), and Imai (1986, 237), namely:

1. Materials,
2.

Men,

3. Machines, and
4.

Methods.
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4.4.2 Inadequacy of a simple comparison approach

The following Table 4.3 summarized the comparison between the activity
based and the independent based measures.

Table 4.3 — Comparison of Activity-Based and Independent-Based Measured

Activity Measure
(explained in Chapter 3)

Independent Measure
(explained in Chapter 3)

October 1990 — September 1991

October 1990 —September 1991

130%

26%

It was therefore noted that simply summing up the percentage of the activity
measure did not provide a meaningful comparison with the independent measure. It
can be reasonably deduced that the selected twelve key variables carried different
weights and different sensitivity coefficients in the activity measure. Therefore, the
researcher rejected this simple comparison approach and subsequently selected the use
of regression analysis.

A regression analysis was applied to explore selected relationships between
measurable variables. It provided a method of analyzing the change of a dependent
variable by using information available on one or more independent variables. The
study sought to answer the question: " W h a t were the expected changes in the
dependent variable as a result of changes in the independent variables?"

4.5 Discussion of the Principal Findings

From the productivity measurement perspective, Brinkerhoff and Dressier
(1990, 39) argued that:
In productivity measurement, validity will be
determined by whether the data collected through
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measurement are, in fact, related to phenomena that can
be controlled to improve productivity.

Using this viewpoint, the researcher has developed an activity-based analysis
to measure productivity. Such an activity based analysis identified a set of key
management control variables that should influence productivity.

In order to test the usefulness of the identified key management control
variables, an independent measure of total factor productivity was derived through
testing of three alternative models, as explained previously (Chapter 3). This
independent measure was then used as the dependent variable in a regression analysis
to determine h o w well the variability in this measure of total factor productivity was
explained by the key management control variables identified by the model's activity
based analysis.

4.5.1 Principal findings

By using the data as shown in Appendix 7, several key issues are clear from
the testing of the above three measuring models.

Of the three models tested, two are actually measuring productivity, namely: (1)PM1A:
contribution to profit of product despatches for a month
PM1A actual total manufacturing costs for that month
and
(2) PM2A:
PM9A - total sales value of despatches for a month
" actual total manufacturing costs for that month
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O f these, P M 1 A is considered more meaningful to management, since it
measures output in terms of contribution to profitability. P M 2 A measures output in
terms of sales value, but in bad economic times some product categories m a y be sold
at a loss. Thus increased sales could detract from profitability in these product
categories.

For this study, two versions of each definition, notated as "A" and "B"
referred to versions of the model for testing. The "A" version (eg P M 1 A ) referred to
the whole product data and the "B" version (eg P M 1 B ) referred to the individual
product ("Mancat") type data. Initially, the researcher intended to test both the "A" and
"B" versions. Unfortunately, the "B" version type data was not available from the
Western Port Plant. Therefore, the "B" versions were not able to be tested.

Since sales value and contribution to profit are closely related, it was expected
the structures of the regression models for P M 1 A and P M 2 A would be very similar.
This proved to be the case. Stepwise regression selects independent variables (one at
each step of the regression) for inclusion in the model. At a given step, the
independent variable selected is that which makes the greatest contribution to the
explained variance of the dependent variable. It is noted from the data in Table 3.5 that
five out of the six controlling variables selected by stepwise regression are the same in
both cases. In addition the sensitivity coefficient showing the importance of the
contributions of each controlling variable to productivity are of the same signs and
similar magnitudes. [The sensitivity coefficient for a controlling variable is equal to
the change (in standard measure) in the dependent variable that results from a change
of one standard deviation in the value of the controlling variable.]

4.5.2 A supporting item of qualitative evidence

The above method (discussed in Section 4.5.1) of calculation has been
discussed with a senior B H P Cost Accountant responsible for setting up the current
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cost reporting system for Western Port Plant. H e has expressed the opinion that this

method was the best that could currently be used (with the data types then available)
for determining a realistic measure of manufacturing productivity.

4.5.3 The relationship between regression analysis and the activity
based analysis developed for this study
In the preceding chapters, the researcher has laid out a conceptual framework
for activity based analysis which is critical to productivity measurement. It has to
emphasized that the purpose of the regression was to test whether the activity based
approach of this study is successful in identifying and testing whether selected key
management control variables are meaningfully related to productivity change.

Actual plant data from BHP, Western Port, gathered over the period July 1990
to December, 1991 was used to conduct a regression analysis of how well the model

related to the actual productivity and performance patterns of the plant. The data is
found in Appendix 7. The summaries of findings are shown below:
Table 4.4 — Factors Related to Productivity Measure PM1A
6 meaningful* factors

6 non-meaningful factors

Staff overtime hours

Inventory turnover

Man-hours per tonne

Employee turnover

Consumable equipments

Tonnes packed

Cost of quality failure

Medical treatment

Transport costs

Personnel manning

Repairs and maintenance

Delivery performance

"R-square": 0.656 (66%)
*

Here meaningful meant identified by the regression model as more critical to the
plant's productivity (which already explained 6 6 % of the variance) and those nonmeaningful meant provided little contribution to productivity increase.
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The regression model of P M 1 A showed that:-

(1) There was no single major approach that by itself will give a large gain in
productivity.

(2) Six out of 12 management control variables were more critical to the plant's
productivity which already explained 6 6 % of the variance, ie they contributed
to a major portion of the plant's measured productivity; they were:
• OTHS (staff over-time hours),
• M H P T (man-hours per tonne),
• C O N E (consumable equipments),
• C O L Q (cost of quality failure),
• T R A N (transport costs), and
• R E P M (repairs and maintenance).

(3) The balance of the other six management control variables were considered to
provide little productivity increase for a 1 0 % change in a S I N G L E management
control factor.

The regression model of PM2A also showed a very similar outcome (refer to
Appendix 7), that is six out of 12 management control variables were more critical to
the plant's productivity which already explained 6 9 % of the variance, namely:

• WARH (warehousing activities—tonnes packed),
• O T H S (staff over-time hours),
• C O N E (consumable equipments),
• C O L Q (cost of quality failure),
• T R A N (transport cost), and
• R E P M (repairs and maintenance).

The following table summarized the outcome of "PM2A":
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Table 4.5 — Factors Related to Productivity Measure P M 2 A
6 meaningful factors

6 non-meaningful factors

Tonnes packed
Staff overtime hours
Consumable equipments
Cost of quality failure
Transport cost
Repairs and maintenance

Inventory turnover
Employee turnover
Medical treatment
Personnel manning
Delivery performance
Man-hours per tonne
MT-«

_

..

II.

"R-square": 0.688 (69%)

It was also noted thatfiveout of six management control variables selected by
stepwise regression were the same in both cases. Therefore, it can be deduced that
five "pinpointed" key management control variables already explained 66-69% of the
variance.

The following Table 4.6 summarized the key findings:Table 4.6— Summary of Regression Results for Productivity Measures P M 1 A and
PM2A
Controlling variable
selected by testing

Sensitivity coefficient obtained for the two productivity
models tested
For " P M 1 A "

For " P M 2 A "

OTHS

-0.280

-0.336

CONE

-0.444

-0.352

COLQ

0.530

0.394

TRAN

-0.429

-0.519

REPM

-0.821

-0.905

"R-square"

0.656

0.688

REMARKS:

In Table 4.6, a"+" sign for the sensitivity coefficient meant that as the
value of the controlling variable increases, the value of the productivity
variable also increases. A "-" sign for the sensitivity coefficient meant
that as the value of the controlling variable increases, the value of the
productivity variable decreased.
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In summary, the regression of model " P M 1 A " showed that a significant
proportion of the variability of the independent measure of productivity (approximately
6 6 % of the variance) can be explained by a subset (5) of the previously identified "key
management control variables".

As corroborative data, the overall fit in a time series of productivity values
provided by the regression also appeared good as shown in Appendix 6.

Thus there was visual and correlational evidence that the activity based
approach did successfully identify key management control variables for productivity.

4.5.4 Reasons for rejection of one productivity model tested

The productivity model PM3A was rejected for further consideration because it
was subsequently realized that P M 3 A is a measure of economic control
efficiency rather than productivity. The test results assisted to develop the
understanding that this parameter was actually a measure of h o w well actual
manufacturing costs were predicted by budget costs. The regression model for P M 3 A
is thus expected to be different from that of P M 1 A and P M 2 A , and this proved to be
the case (for actual test data refer to Appendix 7). Four out of the six controlling
variables selected by the stepwise regression of P M 3 A were different from those
selected for P M 1 A and three are different from those selected for P M 2 A . Controlling
variables and their associated sensitivity coefficient of P M 3 A are shown in Tables 4.7
and 4.8 below.
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Table 4.7 — Factors Related to Productivity Measure P M 3 A
6 meaningful factors

6 non-meaningful factors

Inventory turnover
Employee turnover
Medical treatment
Man-hours per tonne
Cost of quality failure
Repairs and maintenance

Tonnes packed
Overtime hours
Personnel manning
Delivery performance
Consumable equipments
Transport costs
"R-square": 0.824 (82%)

Table 4.8 — Summary of Regression Results for Productivity Measure P M 3 A
Controlling variable selected by testing

Sensitivity coefficient obtained for
productivity Model P M 3 A
-0.266
0.195
0.184
-0.491
0.314
-0.805

INVT

ETNW
MTTF
MHPT
COLQ
REPM

It is noted that for P M 3 A the regression model provided a better statistical
explanation of the data than in the case of the two productivity measures. For P M 3 A,
"R-square" is 0.824 indicating that the regression model explains 8 2 . 4 % of the
variance of P M 3 A . A s discussed in Section 4.5.5 P M 3 A is a measure of economic
control efficiency rather than productivity; therefore it w a s not considered as relevant
for this study.

Details of the regression analyses which supported this overview analysis of
the above three regression models is provided in Appendix 7.

4.5.5 Reasons for selecting from the 12 K P I (activity) variables

T h e results of the test also confirmed that since there were some strong
correlations between individual variables amongst the twelve controlling variables, the
stepwise regression deliberately does not include all twelve. (Doing so would m a k e
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regression coefficients and sensitivity coefficients meaningless for closely correlated
pair of variables. For example, the two measures of employee turnover, E T N W and
E T N S had a "Pearson" correlation coefficient equal to 0.82 showing a strong
interrelationship. Thus only one of these variables should be included in a regression
to reflect the effect of employee turnover.) The stepwise regression procedure for
P M 1 A , for example, selected E T N W for inclusion in the regression because it
explained more of the variance of P M 1 A than E T N S did. The detail of the "Pearson
correlation Coefficients" can be examined in the following Table 4.6.

Another major set of findings was the management acceptability survey which
probed useful/useability of the 12 variable model and which will be discussed further
in Section 4.7.

4.5.6 Correlation structures: some additional analysis points

In the above regression analysis, one "key management control variable" —
costs of quality failure — had a regression coefficient of an opposite sign to that
expected. The relationships of R E P M (Repairs and Maintenance) and C O L Q (Costs of
Quality Failure) to P M 1 A (Productivity Measurement) and other variables were as
shown below in a diagram which is a selected analysis extracted from the full "Pearson
Correlation Coefficient" analysis. Numbers on the lines linking variable names are the
values of the "Pearson" correlation coefficient(s) between the pairs of variables.
MANS
-0.58

0.41
-0.58

PM1A

REPM
-0.54

0.59

MTIF

•0.69
-0.10

COLQ

Figure 4.1 — Correlation with Productivity Measure P M 1 A
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In a set of three variables A , B , C (say), if there is zero partial correlation
between A and C (say) then the expected value of the product moment correlation
between A and C will be the product of the two correlations between A and B and
between B and C. The observed correlation of (-0.10) between PM1A and COLQ
does not match that to be expected from the correlation of both variables with REPM
[ie, (-0.54) X (0.69) = -0.37]. The partial correlation between PM1A and COLQ
controlling for REPM was calculated as shown below using product movement
correlations to five decimal places as shown in Appendix 7.
-0.09844 - (-0.54390x0.69133) „
v
;
-,
•
= 0.458
-y/l - (0.54390)2 yi - (0.69133)2

This just falls short of being significant at the 5% (0.482 for 15 degrees of
freedom) level but suggested a positive relationship between PM1A and COLQ. The

relationship also came out in the regression equation. There the relationships betwee
all 12 independent variables were correlated, not just two variables. Thus it was

difficult to explain away this relationship in terms of the correlation structure amo
the "controlling" variables and some causal explanation must be sought.

In this case, the specified "key management control variable" (costs of quality

failure) had a regression coefficient of opposite sign to that expected. By initial l

simply interpreting this would indicate that increasing the cost of quality failure l

to increased productivity, which at least on the surface, appeared not to be a defens

causal relationship. The possible alternative causal explanations considered/develope
by the researcher were as follows:

(1) It does not make sense (ie the findings were basically incorrect or misleading).

191

(2)

It reflects the fact that increased costs of quality failure are based on greater

care/detection of quality, hence higher productivity occurs because "early
mistakes" are being detected first up, and this process created higher
productivity outcomes (but is also reflected in higher measured quality costs).

(3) It was considered that production processes at the Western Port Plant were not
yet statistically stable, though much work was being carried out to bring them
into a state of statistical stability. ("Process Improvement Team" was still active
at Western Port Plant at the time of this study.) However, a "Process
Improvement Team" is still working at Western Port Plant. As yet, the process
is not "capable" in the total quality management sense. Thus when they are
pushed towards the limits of their output capacities it could be expected that
increased problems with quality will arise and thus lead to higher "cost of
quality failure". In this explanation approach, periods of high productivity are
also periods where higher costs of low quality arise. Thus not only would
"cost of quality failure" be a variable affecting productivity, efforts to increase
productivity would also be causal factors in creating quality problems. This
situation could be expected to be corrected when current "process improvement
activities" at Western Port Plant bear fruit. It certainly supported the
importance of successfully completing those activities.

4.5.7 Possible effects of seasonality

Firstly, the short period of time coved by the data (18 months) means that any seasonal
effects will be difficult to detect. It is known that there are seasonal influences on
sales volume of products from BHP's Western Port plant. For example, the building

industry and some other industries have greatly reduced activity in December and early
January of each year. MANCATs associated with those industries will thus suffer a
decline in orders for the December-January period, but other MANCATs will not be so
seriously affected. Thus, not only is seasonality present, but it affects individual
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M A N C A T S differently. Given that there are such seasonal effects there are grounds
for concern that the time series of monthly "contribution to profit of product
despatches for a month" could be out of phase with the time series of "actual total
manufacturing costs for that month". If that occurred, then the primary measure of
productivity, P M 1 A , would be inaccurate.

In order to test whether such a problem is likely to have occurred, the two compone
of P M 1 A were plotted on the same graph, as shown in Figure 4.2, below. In order to
m a k e the comparison easier, the two components were normalised by dividing the
values of each component by the value of that component for June 1990. A s can be
seen from Figure 4.2, there is significant variation in the values of the two components
of P M 1 A , but the variations of the two components are in phase. Thus it is unlikely
that seasonality has caused significant inaccuracy in the calculation of P M 1 A .
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Figure 4.2 — Normalised Components of P M 1 A

It must be admitted however that there could be phase shifts between the
"independent variables" of the regression and the "dependent variable". S o m e
"independent variables" m a y be leading indicators for the "dependent variable", while
others m a y be lagging indicators. Because of the small amount of data available, it is
not possible to detect any such effects. This must be admitted to be a limitation on the
value of the regression analysis.
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4.6

Research Results Related to Hypotheses

This section discusses research results related to the previous developed
hypotheses.

The basis of the research has been the development of a productivity model
based on the concept of activity analysis. Using this approach, the model developed
identified the selected key management activities which appear to influence or control
productivity.
The model was depicted in a system theory framework as presented in
Chapter 3.

The model selected 12 key variables which a review of literature justified as
essential to productivity improvement. These were:
(1)

Inventory Turnover,

(2)

Packed Stock,

(3)

Employee Turnover,

(4)

Medical Treatment Frequency Rate,

(5)

Over-time Hours,

(6)

Personnel Manning,

(7)

Delivery Performance,

(8)

Man-hours Per Tonne,

(9)

Consumable Equipments,

(10)

Cost of Quality Failure,

(H)

Transport Costs, and

(12)

Repairs and Maintenance.

Table 4.9 summarizes the groupings used and outlines the indicator source, the
KPIs, and their definitional concept.
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The hypotheses were derived and developed from the above twelve
management control variables.

The "goodness offit"of the regression was "R-square" equal to 0.656. That
is the regression explained 65.6% of the variance of the productivity measure. The
overallfitto the time series of productivity values provided by the regression was also
good as shown by the graph for " P M 1 A " shown in Appendix 6. This graph increased
confidence in using estimates of sensitivity factors for management control variables.
Table 4.9 — KPIs used in Regression Models
Indicator Source
(1) Materials

Definitional Concept

KPIs
Inventory turnover.

Actual number of packed tonnes

Packed stock
(2) M e n

Employee turnover

(overtime/per man/per week) x
(actual head counts)

Overtime hours

(4) Methods

Emplovee resigned
Total workforce
Actual numbers as reported

Medical treatment
frequency rate

(3) Machines

Costs of goods sold
Inventory level

Delivery performance

Despatched tonnes
Planned despatches

Man-hours per tonne

Total man-hours expended
Total tonnes produced

Consumable equipment

Actual costs as reported

Costs of quality failure

Summation of actual costs of:
Scrap, downgrade, claims, nonstandard process
S u m of (delivery cost + freight
inward + handling
Total despatches (tonnes)

Transport costs

Repairs and maintenance

Actual costs as reported

The results also confirmed that since there were some strong correlations
among the 12 management control variables, the "stepwise regression" did not include
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all twelve. Doing so would m a k e regression coefficients and sensitivity coefficients
meaningless for closely correlated pair of variables. Therefore, a reduction of the
model d o w n to the independent control variables meant that plant management could
direct their control emphases to the six "pinpointed" key management control
variables.

The tests of the model therefore supported the view that "the most important,
and perhaps the only valid, reason for measuring performance of an organizational
system is to support and enhance improvement." (Sink and Tuttle, 1989,141).

The model essentially provided the following insights:-

1. There was no obvious single or "major factor" identified, which by
itself would provide significant (ie major) productivity improvement at
the plant (ie it does not support a "single major improvement" item
approach to productivity).

2. There was a series of specific factors (six items) which each appeared
to contribute in a small or moderate w a y to improving plant
productivity.

3. There was a series of six other items which even though they may
appear logical or attractive to managers, appeared to provide only a
very low level contribution to plant productivity.

4. There was one factor (Costs of Quality Failure) which is puzzling in
that it appeared to be related to productivity in an unexpected way.
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4.6.1

Analysis of the hypotheses: decision rules

In this study, the researcher has developed the assumption (decision rule) that
for a 1 0 % change in each selected management factor (eg transport costs), forecast
productivity improvement ranges are as follows:

(1) No change/no significant improvement: 0% — 0.5%
(2)

Small improvement

0.5% —

2%

(3)

M e d i u m improvement

2% —

(4)

Large improvement

over 4 %

4%

(This "a priori" decision rules was entirely empirical, as no guidelines were available
from previous studies reported in the literature surveyed for this study.)

Hypothesis No. 1 :
If the KPI:-"inventory turnover rate" is defined as
_ costs of goods sold for the month
inventory level that month

then productivity will increase if IT is kept at a value greater than the selected
period's value for that measure.

The regression analysis provided an estimated productivity change of NO
S I G N I F I C A N T I M P R O V E M E N T . Therefore, this hypothesis is rejected, ie there is
no demonstrated significant plant productivity relationship with KPI1 (Inventory
turnover).

Hypothesis No. 2 :
If the KPI:-"tonnes packed" is defined as T P = actual number of packed tonnes that
month, then productivity will increase if T P is kept at greater than the selected base
period's value for that measure.
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The regression analysis provided an estimated productivity change of N O
S I G N I F I C A N T I M P R O V E M E N T . Therefore, this hypothesis is rejected, ie there is
no demonstrated significant plant productivity relationship with KPI2 (Tonnes
packed).

Hypothesis No. 3 :
If the KPI:-"employee turnover" is defined as

ET

_ employee turnover for the month
total workforce that month

then productivity will increase if ET is kept at less than the selected base perio
for that measure.

The regression analysis provided an estimated productivity change of NO
S I G N I F I C A N T I M P R O V E M E N T . Therefore, this hypothesis is rejected, ie there is
no demonstrated significant plant productivity relationship with KPI3 (Employee
turnover).

Hypothesis No. 4 :
If the KPI:-"workers" medical-treatment-injury frequency rate" is defined as M T =
actual count of injury numbers of the month, then productivity will increase if M T is
kept at less than the selected base period's value for that measure.

The regression analysis provided an estimated productivity change of NO
S I G N I F I C A N T I M P R O V E M E N T . Therefore, this hypothesis is rejected, ie there is
no demonstrated significant plant productivity relationship with KPI4 (Workers'
medical treatment injury frequency).
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Hypothesis No. 5 :
If the KPI: "over-time hours" is defined as O T = (overtime per m a n per week)
multiplied by average head counts for the month, then productivity will increase if O T
is kept at less than the selected base period's value for that measure for the same
output.

The regression analysis provided an estimated productivity change of SMALL
I M P R O V E M E N T . Therefore, this hypothesis is accepted, ie there is a demonstrated
productivity improvement relationship between plant productivity and KPI5 (Overtime hours).

Hypothesis No. 6 :
Assuming constant operations, if the KPI:-"personnel manning" is defined as P M =
average head counts for the month, then productivity will increase if P M is kept at less
than the selected base period's value for that measure.

The regression analysis provided an estimated productivity change of NO
S I G N I F I C A N T I M P R O V E M E N T . Therefore, this hypothesis is rejected, ie there is
no demonstrated significant plant productivity relationship with KPI6 (Personnel
manning).

Hypothesis No. 7 :
If the KPI:-"delivery performance" is defined as
_ actual despatched tonnes for the month
~~ planned despatched tonnes that month

then productivity will increase if DP is kept at greater than the selected base pe
value for that measure.
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The regression analysis provided an estimated productivity change of N O
S I G N I F I C A N T I M P R O V E M E N T . Therefore, this hypothesis is rejected, ie there is
no demonstrated significant plant productivity relationship with KPI7 (Delivery
performance).

Hypothesis No. 8 :
If the KPI: "man-hours per tonne" is defined as

j^P _ total man-hours expended for the month
tonnes produced that month

then productivity will increase if MT is kept at less than the selected base peri
value for that measure.

The regression analysis provided an estimated productivity change of
M E D I U M I M P R O V E M E N T . Therefore, this hypothesis is accepted, ie there is a
demonstrated productivity improvement relationship between plant productivity and
KPI8 (Man-hours per tonne).

Hypothesis No. 9 :
If the KPI:-"consumable equipments" is defined as C E = actual costs defined and
reported by the Western Port Plant, then productivity will increase if C E is kept at less
than the selected base period's value for that measure.

The regression analysis provided an estimated productivity change of SMALL
I M P R O V E M E N T . Therefore, this hypothesis is accepted, ie there is a demonstrated
productivity improvement relationship between plant productivity and KPI9
(consumable equipment).
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Hypothesis

No. 10 :

If the KPI:-"costs of quality failure" is defined as Q F = actual cost of: scrap,
downgrade, claims, and non-standard process; then productivity will increase if Q F is
kept at less than the selected base period's value for that measure.

The regression analysis provided an estimated productivity change of
M E D I U M I M P R O V E M E N T . Therefore, this hypothesis is accepted, ie there is a
demonstrated productivity improvement relationship between plant productivity and
KPI10 (costs of quality failure).

Hypothesis No. 11 :
If the KPI:- "transport costs" is defined as
_ delivery cost + freight inward cost + handling cost
total despatched tonnes

then productivity will increase if TC is kept at less than the selected base period
for that measure.

The regression analysis provided an estimated productivity change of
M E D I U M I M P R O V E M E N T . Therefore, this hypothesis is accepted, ie there is a
demonstrated productivity improvement relationship between plant productivity and
KPI 11 (transport costs).

Hypothesis No. 12 :
If the KPI:-"costs of repairs and maintenance" is defined as R M = actual costs as
reported in thefinancialmonthly summary of Western Port Plant, then productivity
will increase if R M is kept at less than the selected base period's value for that
measure.
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The regression analysis provided an estimated productivity change of
M E D I U M I M P R O V E M E N T . Therefore, this hypothesis is accepted, ie there is a
demonstrated productivity improvement relationship between plant productivity and
KPI 12 (repairs and maintenance).

The following Table 4.10 summarized the key findings related to hypotheses:-

Table 4.10 — Key Findings Related to Hypotheses

Hypothesis

KPI Name

Correlational Result

No

Accept or
Reject

1

Inventory turnover

N o significant improvement

Reject

2

Tonnes packed

N o significant improvement

Reject

3

Employee turnover

N o significant improvement

Reject

4

Medical treatment

N o significant improvement

Reject

5

Overtime

Small improvement

Accept

6

Personnel manning

N o significant improvement

Reject

7

Delivery performance

N o significant improvement

Reject

8

Man-hours per tonne

M e d i u m improvement

Accept

9

Consumable equipment

Small improvement

Accept

10

Costs of quality failure

M e d i u m improvement

Accept

11

Transport costs

M e d i u m improvement

Accept

12

Repairs and maintenance

M e d i u m improvement

Accept

It is probable that this above pattern of results obtained from a testing of the
model on Western Port Plant data supports a basic tenet of " T Q M " — that continuous
improvement over a wide range of items is the most appropriate pathway for managers
to pursue in improving productivity.
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4.6.2 Validity of causal conclusions from regressions in relation to
individual research hypotheses

Two variables expected to significantly affect productivity did not show up as
important in the stepwise regression analysis. These were I N V , a measure of
inventory turnover, and D E L L , a measure of delivery performance. Unless some
explanation for these unexpected results can be found, they cast doubt upon the
validity of other causal conclusions drawn from the regression analysis. This problem
will n o w be addressed in relation to the principal productivity measure P M 1 A .

A

similar argument can be followed in relation to P M 2 A .

In the stepwise regression for PM1A, the first independent variable to enter the
regression is R E P M (cost of repairs and maintenance). This happens because R E P M
is the independent variable that has the highest product moment correlation with P M 1 A
(ie -0.54). The next variable to enter the regression is C O L Q . This variable has the
highest correlation with the residuals from the regression of P M 1 A on R E P M . This
was confirmed by a separate analysis. The independent variables D E L C and I N V T
have product m o m e n t correlation coefficients with C O L Q of -0.25 and +0.33
respectively. Once C O L Q has entered the regression its correlations with D E L C and
I N V T appear to be sufficient to prevent those variables from entering the regression.
That is, their effects are "soaked up" by the variable C O L Q . A similar argument
applies to the independent variables W A R H , M T J F , M A N S and M A N W which have
correlations with C O L Q of +0.43, +0.46, -0.36 and -0.36 respectively. Those
variables also failed to show up as significantly related to P M 1 A in the regression
analysis.

The conclusion to be drawn from the above discussion is that the fact that an
independent variable does not show up as significant in the stepwise regression
analysis does not prove that it has no causal relation to productivity. Its effect m a y
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have been "soaked up" by another independent variable more strongly correlated with
productivity.

There are a few very high correlations among the independent variables so that
it is unlikely that a variable with no true correlation with productivity will enter
stepwise regression. However it is well known that correlation does not establish
causal relationship. To investigate causal relationships thoroughly would require a
causal path analysis, but the small amount of data available does not justify the use

that technique. It can be said that a statistically significant regression coefficient

stepwise regression with a sign consistent with a hypothesis for that variable derive
on theoretical grounds is supportive of that hypothesis. It does not of course prove
that the hypothesis is correct.

The degree to which research hypotheses are supported by the regression can
be partly evaluated by examining the statistical significance of the regression
coefficients of the relevant independent variables in the regression. Again the small
sample size means that regression coefficients will need to be relatively large to be

statistically significant. Significance of a regression coefficient is measured by the
"Prob>F" value for that coefficient. For the purpose of this analysis a regression
coefficient with a "Prob>F" value less than or equal to 0.10 (to two decimal places)
will be considered as significant. On that basis the following independent variables

have significant regression coefficients in the final step of the stepwise regression:
REPM, COLQ, CONE, TRAN (in decreasing order of significance). This means that
the acceptance of each of Hypotheses Nos 9, 10, 11 and 12, as discussed in Section
4.6.1, above, is strongly supported by the regression results.

The only other hypotheses accepted in Section 4.6.1 were Hypotheses No 5,
concerning the variable OTHS, and Hypothesis No 8, concerning the variable MHPT.
For the regression coefficient of MHPT the "Prob>F" value is 0.12. Thus the support
for Hypothesis 8 is still fairly strong, but not as strong as that for Hypotheses 9
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through 12. For the regression coefficient for O T H S , the "Prob>F" value is 0.02.
That is, there is a twenty per cent chance that an effect of the size observed could be
due to accidents of sampling. It would thus be safe to say that the acceptance of
Hypothesis 5 is assertive, rather than based on strong evidence from the regression.

4.7 Management Attitude Survey: Data Presentation

4.7.1 The response

Copies of the questionnaire were despatched to the senior management team of
B H P , Western Port which consists of seventeen senior managers one level below the
W o r k s Manager. A total of 17 responses was received. It represents a 1 0 0 %
response rate.

1. In collecting responses for analysis, a summative score was calculated
as follows:- There were seventeen senior managers, thus, the lowest score that could
be obtained was 17 for "Strongly disagree" (ie, 1 7 x 1 = 17) and the highest score that
could be obtained was 85 for "Strongly agree" (ie, 17 x 5 = 85). The mid-point (51)
was for "Neutral" (ie, 17 x 3 = 51). For each question, the total of the seventeen
rating scores can be categorized as follows:Strongly agree

Neutral

Strongly disagree

85

51

17

Based on the above range values, the researcher developed and applied the
decision rule that if the total rating score for a proposition is greater than "51", it was
treated as having an "agree" tendency. O n the other hand, if rating score is less than
"51", was treated as having a "disagree" tendency.
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2.

T o facilitate more meaningful analysis, the survey data can be further

grouped into the following patterns.
High Practicable Low Practicable
High Useful

High Useful

A

C

B

D

High Practicable
L o w Useful

L o w Practicable
L o w Useful

3. Note: When the questionnaire data was analyzed, amongst all ratings
there were several scores missing (ie a rating was left with blank). For those missing
scores, it was assumed that they indicated an opinion of "neutral or no view". Thus,
the score automatically allocated to such a proposition was "3".

4.7.2 M a j o r findings
The data from the survey questionnaires were analyzed to determine the critical
information about h o w managers react to a proposed productivity model.

1.

The survey results were grouped under the four patterns, A,B,C,D defined

above.
Table 4.11 — Survey Results
Propositions
(KPI No.)

A
High Practicable
High Useful
X

Managerial rating category
B
c

HP
LU

1
2
3
4
5
X
6
7
X
8
X
9
X
10 (will be discussed separately)
11
X
12
X
13
X

LP
HU

D
LP
LU

X
X
X
X
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The management survey's results can be summarized as follows:(1)

Eight out of thirteen propositions had an "A" rating for "high practicability and
highly useful". These were:
• Inventory turnover,
• Over-time hours,
• Delivery performance,
• Man-hours per tonne,
• Consumable equipment,
• Transport costs,
• Repairs and maintenance, and
• Multiple use of management controls proposition.

(2) One out of thirteen propositions had a "B" rating for "high practicability with
low usefulness". It was "Personnel manning".

(3) Two out of thirteen propositions had a "C" rating for "low practicability with
high usefulness". They were:
• Tonnes packed, and
• Employee turnover.

(4) One out of twelve propositions had a "D" rating for "low practicability with low
usefulness". It was "Medical treatment injuries".

The survey-based rating summarized the opinions among plant senior
managers on the productivity model's selected twelve propositions plus a
thirteenth proposition of multiple use (making use of two or more variables at
the same time) of the selected 12 management control variables.
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2.

Regarding the special case of Question N o 10 on "cost of quality failure", the
Western Port data suggested a puzzling relationship. It indicated that cost of
quality failure was directly related to productivity improvement (ie as cost of
quality failure increase, productivity increases). There were a number of
alternative explanations as to w h y this relationship m a y have occurred.

The possible alternative causal explanations were as follows:
(1)

It does not m a k e sense (ie the findings are basically incorrect or misleading).

(2) It reflects the fact that increased cost of quality failure is based on greater
care/detection of quality, hence higher productivity occurs because "early
mistakes" are being detected first up, and this process creates higher
productivity outcomes.

(3) It reflects the fact that production processes at the Western Port Plant are not
yet statistically stable, though m u c h work is being carried out to bring them
into a state of statistical stability. A s yet, they are not "capable" in the Total
Quality Management sense. Thus w h e n they are pushed towards the limits of
their output capacities it can be expected that increased problems with quality
will arise and thus lead to higher "cost of quality failure". Thus, periods of
high productivity are also periods where higher costs of low quality arise.

(4) Other explanation(s) than the above, but not identified or recognized.

Managers were asked to rate (ie rate as 1 — 4 in order of plausibility) the
above alternative causal explanations, ie which explanation was more appropriate on a
1 to 4 scale in order of plausibility. Managers did respond to the questionnaire.
However, it was noted that:-
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Firstly, s o m e managers could have given a score of 4 to highest plausibility
and 1 to lowest plausibility, the researcher believed that some gave a score of 1 to
highest plausibility and 4 to lowest plausibility. This resulted in an inconsistent
interpretation of meaning of the question, across all respondents.

Secondly, several managers did not rate all four plausibilities. This lack of
consistency in the method of rating also raises serious doubts about the usefulness of
the results.

Although the above concerns raised doubts about the validity of the responses
to Question N o . 10, statistical tests were carried out to determine whether the response
data, as recorded, indicated any significant differences in managers' responses to the
alternative propositions contained in Question N o . 10. This analysis is reported in
Appendix 10. The test used was the "Wilcoxon Matched-Pairs Signed Ranks" test. It
is a non-parametric test (ie, does not depend on any assumptions about the statistical
distributions underlying the data) and is appropriate where scores for two different
items are allocated by each of a set of people. The null hypothesis ( H O ) is that the two
sets of scores c o m e from the same population (ie, in this case, the group of managers
as a whole do not consider one "explanation" to be more plausible than another). The
detailed analysis is shown in Appendix 10.

The result of the Wilcoxon based tests was that there were no significant
differences in the managers ratings of the plausibilities of "explanations" (1), (2), and
(3). N o tests were m a d e for (4) because of the small number of responses to that
alternative and the clear evidence that that "explanation" was not interpreted by the
managers in the w a y intended by the experimenter.

However, despite this indicative result, for this special question "No 10", it
was decided that no useful information could be derived from the responses. It should
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be acknowledged that more careful questionnaire design for Question "No 10" was
needed to avoid this problem recurring.

It was not considered acceptable to administer a revised version of question
"No 10" to the plant managers.

4.7.3 Implications of the follow-up managerial acceptance study

1. A significant number (8 out of 13, or 62%) of the selected propositions were
rated by those senior managers as pattern "A" (highly practicable and highly
useful).

2. One "B" rating (highly practicable, low usefulness) was obtained for the KPI:
"personnel manning". It was considered practicable because management
could cut manning by 1 0 % for whatever the reasons. It was not considered
useful because the contribution to the productivity change would be in the
"small improvement" range. However its impacts on aspects such as
employees' morale, industrial relations, company image, and employees'
loyalty would all be negative influences if implemented. Thus, considering the
"small improvement" contrasted with the negative impacts, it was considered
not useful by those senior managers.

3. There is one "D" rating (low practicable, low usefulness) — the KPI: "medical
treatment frequency rate". It indicated that this issue was of minimal impact on
productivity as judged from the managers' point of view.

4. The two "C" ratings (low practicable, high usefulness) were the KPIs: "packed
stock" and "employee turnover". The plant management should consider
carrying out a study into these two specific areas in order to facilitate
developing ways to make them more practicable.
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5.

Regarding the problem area—Question N o 10, due to the data problem,

several approaches were tried out in order to determine the most appropri

solution. The conclusion as already reported was that no particular usefu

helpful information could be obtained from the responses to Question No 1
for this study.
4.8 Cross Analysis of the Managerial Survey Findings and the Six
Meaningful and Six Non-meaningful Variables as Determined by
the Earlier Analyses
Table 4.12 — Cross Analysis: A Focus On "Action Items"
Contribution to productivity*

Managerial Rating Of Each Factor
(A)
(C)
(B)
(D)
LP
HP
LP
HP
LU
LU
HU
HU

0-0.5%
N o significant improvement

KPI(l)

0.5-2%
Small improvement

KPI(5)
KPI(9)

2-4%

KPI(8)

Medium improvement

KPI(10)

KPI(6)

KPI(7)

KPI(2)

KPI(4)

KPI(3)

-

1

KPI(ll)
KPI(12)
Note: H P = Highly practical, H U = Highly usefulness,
LP = Low practical, L U = L o w usefulness.

* As obtained from regression analysis discussed in Section 3.5 and Appen
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The [No] refers to the following items:KPIs (propositions)

KPI N a m e

(D

Inventory turnover

(2)
(3)
(4)
(5)
(6)
(7)
(8)
(9)

Packed tonnes

(10)

Costs of quality failure

(ID

Transport costs

(12)

Repairs and maintenance

Employee turnover
Medical treatment frequency rate
Over-time hours
Personnel manning
Delivery performance
Man-hours per tonne
Consumable equipments

Based on the above cross analysis, it can be seen that:

1. Of the selected 12 KPIs, four of them were identified by the regression
analysis as usefully related to productivity improvement (ie contributed 2-4%,
ranked as medium improvement, to productivity) and were also judged by
senior managers of Western Port Plant as practical and useful. These four
KPIs were:
• N o 8 : Man-hours per tonne,
• N o 10: Costs of quality failure,
• N o 11: Transport costs, and
• N o 12: Repairs and maintenance.

2. One KPI (No 4: Medical treatment frequency rate), showed by the regression
model as making no significant contribution (ie, 0-0.5%) to productivity
improvement, and was also judged by managers as low practical and low
usefulness.
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3.

T w o KPIs were shown by the regression model as making no significant
improvement (ie, 0-0.5% contribution to productivity), but were judged by
managers as highly practical and highly useful.

4. One KPI (No 6: Personnel manning) was shown by the regression model as
making no significant contribution to productivity improvement (ie, 0-0.5%
contribution), and was judged by managers as highly practical but of low
usefulness.

5. Two KPIs (No 2: Packed tonnes, and No 3: Employee turnover) were shown
by the regression model as making no significant contribution to productivity
(ie, 0-0.5% contribution), and were rated by senior managers as highly useful
but of low practicality.

6. Two KPIs (ie, Over-time hours, and Consumable equipment) were shown by
the regression model as making small contribution to productivity, but were
rated by senior managers as highly useful and highly practical.

4.9 Conclusions from the Confirmatory Survey

Based on the above findings, it can be concluded that overall, plant senior
managers consider the proposed activity-based productivity model to be both useful
and practicable. The model argues that for a 1 0 % change in a set of six selected
management factors (ie Nos 5, 8, 9, 10, 11, 12), forecast productivity improvement
ranges for each factor would most likely result in a "small" (0.5%-2%) or "medium"
(2%-4%) improvement. Although each factor was individually rated as small/medium,
the cumulative effect of the six variables accounts for 6 6 % of productivity variance.
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This finding supported the "Kaizen" approach to productivity improvement
which indicates that the ability to make small but continuous improvement provides a
competitive advantage of cumulative importance.

The follow up survey drawn from the practical viewpoints of BHP senior
managers provided insights to support the claim that major components of the activitybased productivity model were considered practical and useful. It provided a level of
justification that the research was of sufficient value on a practical level as well as on a
theoretical level.

Most importantly, the cross analysis showed that:
1.

Four factors which were usefully related to productivity improvement (ie "manhours per tonne", "costs of quality failure", "transport costs", and "repairs and
maintenance") were also judged by managers of Western Port Plant as practical
and useful. O n e factor (Medical treatment frequency rate) with no significant
contribution to productivity improvement and was rated as of low practicality
and low usefulness. These were high value findings, representing
consistency between selected correlation based findings and the
m a n a g e m e n t attitude findings.

2. Three of the variables identified by the regression model as making no
significant impact on productivity were rated by the managers of Western Port
Plant as useful and practicable. These three factors were:
• Inventory turnover,
• Delivery performance, and
• Consumable equipments.
this indicated a m a j o r

mismatch

between

the results of the

regression model a n d the perceptions of plant managers.
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3.

There were a set of variables which appealed to managers but only gave low
productivity improvement levels (ie, only partially useful items), they were:
• Inventory turnover,
• Employee turnover,
• Tonnes packed,
• Medical treatment injuries frequency,
• Personnel manning, and
• Delivery performance.

Overall, the survey results supported the claim that the activity-based productivity
model is considered as practical and useful.
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CHAPTER 5
CHAPTER 5.

SUMMARY AND CONCLUSION OF THE THESIS

5.1 Introduction

This chapter summarizes and interprets the key findings of the study and
concludes this thesis. It also provides some recommendations and suggestions for
further research.

5.2 Summary of the Thesis

The first chapter identified a challenging issue — productivity. It provided a
background to the problem and develops an understanding of where the problem came
from and w h y it is a problem. The productivity issue was then reduced to a definable
problem—a plant-wide productivity measurement. M a n y definitions of "productivity"
and related terminologies have been suggested over the years. The initial chapter
reviewed the major approaches in order to outline the pertinent concepts in
productivity and to establish a theoretical basis for the study. Then, it presented a
more sophisticated concept: "total factor productivity". The chapter summarized the
key points and ideas used in this study, and pointed out that this research was
particularly focused on incorporating both a systems approach and an "activity factor"
concept into a plant-wide productivity management system. Finally, it discussed the
scope and limitations and the perceived value of the research.

The second chapter provided a general overview of the literature. It identified
the trends in both the conceptualization and measurement of productivity. It also
recognized and explained the following relevant key concepts:- action research,
systems theory, total quality management, change theory, activity concept, h u m a n
performance in productivity, and multiple regression analysis. The concept of "Total
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Quality Management" was also raised in relationship to productivity. The relevant
literature, thinking, reflection and discussion were then used as sources to identify and
justify the conceptual framework developed by the researcher. The chapter then
reported the development of a specific conceptual model which was developed for and
underpinned the research approach of this study. The chapter closed with a viewpoint
that instead of looking at productivity management from several incongruent platforms
or within a limited perspective of measurement, a systems view, involving an overall
perspective, was m u c h more desirable.

The third chapter developed specific activity based propositions which
addressed selected aspects of the research problem. A workable refinement of the full
conceptualization (the simplified practical model) was developed. This chapter also
discussed the pilot study at B H P , Western Port Plant and developed the specific
research methodology, the key performance indicators (KPIs), and the research
hypotheses. This chapter also noted and criticized Smith's (1973) method of
productivity measurement. (After detailed analysis, it is argued that Smith's approach
is fundamentally flawed, a viewpoint which led to the refutation of Smith's
methodology for use as an approach for this study). The chapter provided an
additional pilot study on the development of a "Productivity Pay" Model for Western
Port Plant's immediate need. Such a model suggested a valuable organizational
technique which was intended to become a part of the company culture and involve
employees at all levels. The model was reported by management of the plant as being
used as a management tool to help share the benefits of measured productivity with
employees and thus lead to greater involvement of employees at all levels by
promoting the objectives of the company with respect to cost-reduction and
productivity growth.

In order to test the usefulness of the identified key management control
variables, an independent measure of total factor productivity was derived. Prompted
by the lack of a single clear measure k n o w n to be useful and suitable to management,
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three models for measuring plant performance were presented and discussed. O n e of
these models, " P M 1 " measured as "contribution to profit of product despatches for a
month" divided by "actual total manufacturing costs for that month", was shown to be
more meaningful to management, since it measured output in terms of contribution to
profitability. It w a s then selected and used as the dependent variable in a regression
analysis to determine h o w well the variability on this measure of total factor
productivity is explained by the 12 selected key management control variables (the
activity factors) of the research productivity model.

As a confirmation to the development and appropriateness of the activity-based
productivity model, a survey was developed to collect viewpoints from the senior
management team of B H P , Western Port Plant on the study's activity-based
productivity model. The survey tested the managerial acceptability of the proposed
productivity model. Its major aim was to determine senior managers' views on both
the practicability and usefulness of the developed productivity model.

The chapter ended by focusing on the key "action items" by pinpointing which
KPIs on which plant management should focus more attention, and spelling of thenresources to these critical KPIs. It also identified "non productive" KPIs and
"partially productive" KPIs.

The fourth chapter concentrated on the research results. First, a brief overview
of the role of data analysis was presented. Then, a range of productivity measurement
formats were discussed. Using the data obtained from B H P , Western Port Plant, a
calculation of the productivity model was undertaken. The result of the regression
analysis provided evidence that the activity based approach does successfully identify
key management control variables for productivity and in particular identified six (of
the 12) KPIs as activity factors that did improve productivity as measured by the
available plant data. A follow up survey also showed that the activity-based
productivity model was acceptable to plant management of Western Port. Most
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importantly, a match of managerial ratings versus the correlated productivity ratings
established the essential, partially desirable and non desirable productivity
improvement factors. These three categories for the KPIs were the culminating
findings of this research study.

The fifth chapter summarized and concluded this thesis. It summarized and
interpreted the keyfindings,and finally, it provided some management suggestions
and recommendations for further study/research.

5.3 Summary of the Key Findings

The objective of this study has been to develop a plant-wide productivity
model based on both a systems approach and an "activity factor" concept. Using this
approach, the model developed identified twelve (12) key management activities which
a review of literature justified as essential to productivity and which appeared to
influence or control productivity. This model provided a n e w w a y of looking into the
productivity issue by using an activity analysis as the basis of the management control
activities tested in the model.

The model made use of eighteen (18) months actual plant data from BHP,
Western Port, which was used to conduct a regression analysis which tested the "fit".

The "goodness of fit" of the regression model was "R-square" equal to 0.656.
That is the regression explained 6 5 . 6 % of the variance of the productivity measure.
The overallfitto the time series of productivity values provided by the regression was
also good. Thus there was evidence that the activity based approach did successfully
identify key management control variables for productivity. This increased the
researcher's confidence in the use of estimates of sensitivity factors for management
control variables.
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The empiricalfindingspresented in this research indicated that:1. There was no obvious single "major factor" identified, which by itself
would provide significant (ie major) productivity improvement at the
plant.

2. There was a series of specific management activity factors (six items)
which appeared to contribute in a small or moderate way to improving
plant productivity. These items were:(1) Over-time hours,
(2) Man-hours per tonne,
(3) Consumable equipments,
(4) Costs of quality failure,
(5) Transport costs, and
(6) Costs of repairs and maintenance.

3. There was a series of six other items which although they may have
appeared logical or attractive to managers, only provided a nil or very
low level of contribution to plant productivity. These items were:(1) Inventory turnover,
(2) Packed tonnes,
(3) Employee turnover,
(4) Workers' medical treatment injury frequency,
(5) Personnel manning, and
(6) Delivery performance.

4. There was one factor (Costs of Quality Failure) which was puzzling in
that it appeared to be related to productivity in an unexpected way (ie as
costs of quality failure increased, productivity increased). After a
series of tests, it was decided that this unexpected result was not
explicable, and was noted as an aberration.
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It is probable that this above pattern of results in the above findings "1" to "3"obtained from a testing of the model on Western Port Plant data - supported a basic
tenet of " T Q M " — that continuous improvement over a wide range of items is an
appropriate productivity improvement pathway for managers to pursue. It also
suggested a b e n c h m a r k — that for a 1 0 % change in a S I N G L E management control
factor (of those tested) the impact on a productivity increase was estimated to be within
the range: 0-4%.

An important issue arising from this research concerned management's views
on both the usefulness and practicability of the productivity model. A survey
questionnaire conducted with Western Port's senior managers, tested acceptability and
implementation aspects of the proposed productivity model for Western Port Plant.
The responses from the survey provided the conclusions that overall the proposed
activity-based productivity model was accepted by management of Western Port Plant
as a useful tool. This corroborative survey, drawn from the practical viewpoints of
those B H P senior managers provided data to support the claim that the activity-based
productivity model was considered as practical and useful. It also provided a
summative analysis of essential, partially desirable and non desirable categories of
KPIs identified by this research.

5.4 Interpretation of the Key Findings

Peters (1989,482) argued that:
N e w competitive challenges call for rethinking supporting
systems. W e must:
• Develop simple systems that encourage participation and
understanding by everyone and that support initiative-taking
on the front line.
• Measure what's important to the business; in particular shed
the distracting biases of traditional cost-accounting
procedures.
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Peters continued with the view that most of our existing supporting systems

are too complex. This complexity thwarted flexible implementation at the front line.
Most of our existing systems also failed to measure most of what is important to
success today.

On the other hand, Kaplan and Norton (1992, 71) stated that:
As managers and academic researchers have tried to
remedy the inadequacies of current performance
measurement systems, some have focused on making
financial measures more relevant. Others have said,
"Forget thefinancialmeasures. Improve operational
measures like cycle time and defect rates; the financial
results will follow".
The crucial point is that today's complex and dynamic environment of the
business world requires management to view performance from an overall (eg a
systems viewpoint) across a range of areas. Therefore, management does need a set
of feasible measures which provide a comprehensive view of ways of running and
improving the business.

Based on the above suggestion, a system of plant-wide critical success factors

and decision rules have been identified and developed in this study, aimed to provid
improved measures of plant performance (ie improved productivity).

The new approach philosophy accepted and adopted by this study defined

performance measures from the viewpoint of activity-based factors, and thus departed
from the traditional performance viewpoint of emphasis on unit-level measures and

direct labour efficiency. In part, this was because the study accepted the criticism

such traditional viewpoints caused the plant to focus on some relatively unimportant

factors (eg direct labour efficiency). By developing and applying the activity-based

productivity model, management was offered the opportunity to shift from traditional

cost accounting measures (eg unit-level measures) to a set of activity-based operati
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performance measures (eg activity-based KPIs) which emphasized overall activity
factors and focused on managerial activities shown to improve productivity.

The study's key findings were as follows:
I. F r o m the regression analysis:-

(1) The regression showed that a significant proportion of the variability of the
independent measure of productivity (approximately 6 6 % of the variance) can
be explained by a subset (6) of the previously identified "key management
control variables". These six items (KPIs) were
• Over-time hours,
• Man-hours per tonne,
• Consumable equipments,
• Costs of quality failure,
• Transport costs, and
• Repairs and maintenance.

As corroborative data, the overall fit in a time series of productivity values
provided by the regression also appeared good.

Thus there was visual and correlational evidence that the activity based
approach did successfully identify key management control variables for
productivity.

n. From the managerial rating category:-

(1) Eight out of thirteen propositions achieved an "A" rating from senior plant
management where A meant: "high practicability and high usefulness". These
were:

223

• Inventory turnover,
• Over-time hours,
• Delivery performance,
• Man-hours per tonne,
• Consumable equipment,
• Transport costs,
• Repairs and maintenance, and
• Multiple use of management controls proposition.

(2) One out of thirteen propositions achieved a "B" rating from senior plant
managers, where B meant: "high practicability with low usefulness". It was
"Personnel manning".

(3) Two out of thirteen propositions achieved a "C" rating from plant senior
managers, where C meant: "low practicability with high usefulness" . They
were:
• Tonnes packed, and
• Employee turnover.

(4) One out of thirteen propositions achieved a "D" rating from plant senior
managers, where D meant: "low practicability with low usefulness". It was
"Medical treatment injuries frequency".

The results from the regression analysis findings were then combined with the

results from the senior management ratings, to determine the most useful—least usefu
activity factors (KPIs).

The following table summarized the relationship between the managerial rating
category and the regression analysis, which enabled each KPI to be analyzed for its
degree of usefulness in improving productivity in a managerially acceptable way:
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Table 5.1 — Managerial Ratings of KPIs Compared to Regression Results
Managerial rating
category

A

N o significant
improvement

The Regression Analysis
Small improvement

KPI(l)

KPI(5)

KPI(7)

KPI(9)

Medium
improvement
KPI(8)
KPI(IO)
KPI(ll)
KPI(12)

B

KPI(6)

—

—

C

KPI(2)
KPI(3)

—

—

D

KPI(4)

—

—

The above results will be further discussed in Section 5.6.1.

5.5 Limitations of the Study

This study was limited to the development of an activity based plant-wide
productivity management system which was a modified (reduced) part of a full
conceptual model. Ideally, a performance model must incorporate all of the relevant
decision variables. However, the theoretical productivity model contained such a large
number of decision variables that it was considered to be infeasible for practical
implementation purposes. This was essentially because of the limitations of time,
resources, testing techniques available and access capacities to data of this actual
research project. Accordingly, this study was unable to explore the full conceptual
model in every detail. Thus, the scope of this study was restricted to a practical model
with reduced variables and 12 selected key features, identified as managerial activity
based key performance indicators.
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The amount of historical data n o w available for the plant studied is limited to
eighteen monthly sets of data because previously the plant used different reporting
format. Additional data (eg, thirty monthly sets of data) was needed to provide better
estimation.

Initially, the researcher was intended to test both versions of productivity
measurement developed for this study (Section 5.5). The "A" version (eg P M 1 A ) was
based on the whole range product data, whilst the "B" version (eg P M 1 B ) referred to
the individual product ( M A N C A T ) type data. Unfortunately, the "B" version type
data was not available from the Western Port plant. D u e to the constraint of data
availability, the "B" versions of productivity measurement were not able to be tested.
Thus, the productivity contribution from individual products ( M A N C A T s ) cannot be
traced. But it has to be emphasized that the "A" version measurement was only related
to the average productivity performance rather than the set of customers being
supplied. However, the method of "A" version calculation has been discussed with a
senior B H P Cost Accountant responsible for setting up the current cost reporting
system for Western Port plant. H e has expressed the opinion that this method was the
best that could currently be used (with the data types then available) for determining a
realistic measure of manufacturing productivity.

5.6 Recommendations
5.6.1 Advice to B H P for
m a n a g e m e n t system

a

successful

plant-wide

productivity

The regression analysis showed that a significant proportion of the variability
of the independent measure of productivity (approximately 6 6 % of variance) could be
explained by the previously identified six "key management control variables".

The overall fit to the time series of productivity values provided by the
regression was also good as shown by the previously provided Figure 4.1.
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Thus there was visual and correlational evidence that the activity based model

developed for this study does successfully identify specific key management control
variables for improving productivity.

(1) Based on these key findings of six key performance indicators, plant
management should direct their emphasis and provide proper resources
allocation to the "pinpointed" five (for a specific study related reason, those six
became five as discussed in Section 4.4) key management control variables as
specified in models PM1A and PM2A. Because these five key control
variables already explained 66-69% of the variance, it is appropriate to claim
that they contributed to a major portion of the plant's measured productivity.
These five key management variables (controls) were:-

(1) OTHS (Staff Over-time Hours),
(2) CONE (Consumable Equipments),
(3) COLQ (Cost of Quality Failure),
(4) TRAN (Transport Costs), and
(5) REPM (Repairs and Maintenance).

(2) Most importantly, the cross analysis of matching correlational productivity
findings to plant management ratings showed that there were four KPIs (ie
Man-hours per tonne, Costs of quality failure, Transport costs, and Repairs
and maintenance) were ranked by managers as highly useful and highly
practical and they also identified by the regression model as contributing most
significantly to productivity. Thus, plant management should put more
attention on these areas and allocate more company's resources to these
management control factors.
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In short, in a more specific approach, plant management should direct their
emphasis and provide proper resources allocation to the "pinpointed" four key
management controlling variables as specified previously.

The next most important area for managers to concentrate should be the No. 5
"KPI" (ie Over-time hours), as it was ranked by managers as highly useful and
highly practical and also identified by the regression model as contributing
"small improvement" (ie 0.5-2%) to productivity.

There were three KPIs (ie Inventory turnover, Delivery performance, and
Consumable equipments) ranked by managers as highly useful and highly
practical, but identified by the regression model as "no significant
improvement" to productivity. Therefore, attempts to improve productivity by
using these KPIs will probably be misleading and a waste of plant and
management resources. Thus plant management should educate managers to
realize and accept the characteristics of these non productive activities.

There was one KPI (ie Medical treatment frequency rate) was ranked by
managers as "low useful with low practical" and also identified by the
regression model as "no significant improvement" to productivity. Thus
management should avoid efforts on this area, and should have no difficulty in
gaining acceptance by plant managers of the nil value of this activity as a
productivity improvement factor.

There were two KPIs (Packed tonnes, and Employee turnover) ranked by
managers as "low practical and highly useful" while one K P I (Personnel
manning) ranked by managers as "highly practical and low useful", but were
identified by the regression model as "no significant improvement". Thus
plant management should educate managers to alter their attitude towards these
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areas so as to put m i n i m u m or no effort into these management control
variables.

It must be stressed that in a dynamic business world the critical success factors
m a y keep changing.

This should require management to m a k e continual

improvements and adjustments to existing plant operations. Continuous improvement
is also a core principle of T Q M . This T Q M based concept is also in line with the
"Management Through Quality and Improvement Program" being implemented at
Western Port Plant. Thus, in adopting the approach of identifying and using high
value activity-based performance factors, management can focus on an effective
pattern of a plant-wide productivity management system. Such a n e w system would
provide plant management with emphasis on the critical success factors which are the
n e w measures (activity-based KPIs) which achieve competitive performance in the
manufacturing environment.

5.6.2 Suggestions for future research

This research has opened an agenda for activity based productivity
measurement. Most of the current literature focuses on tangible factors which could
be measured quantitatively (eg that are numbers easy to manipulate). Little research
has till n o w been focused on the broader factors, like activity factors, for a
productivity measurement.

Given the preceding analysis of this study and in the spirit of constructive
debate about research issues, the following suggestions are offered for future research
work:1.

Conceptualization aspects:
Opportunities for extending and adding additional variables from the
conceptual framework into the "cut-back" practical model is an area of
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need to be developed. Specific areas of likely interest and value are
considered to be:
(1) the design and planning functions, and
(2) the management of people in value-added processes.
Implementation aspects:

(1) As this study is based on limited data ie, eighteen monthly sets of
plant data, more analysis work will be required in the future, as
additional plant data becomes available, to confirm and refine the
exact relationships between the identified "key management
control variables" and the independent measure of productivity.
(2) An alternative research methodology could be the adoption of
simulation techniques (such as "GPSS" simulation technique) to
analyze and compare the results of various combinations of
management control variables in terms of their specific
contribution(s) to productivity.

Interpretation aspects:
(1) The impact of the product mix of the plant cannot be ignored.
Therefore, the study of the sensitivity of different product mixes
on productivity outcomes will provide other future research
areas.
(2) For this study, one of the assumptions was that management
could achieve up to a 10% change in the twelve selected key
control measures. Another potential for further research is to
pose "what if propositions ie the effect(s) of the percentage of
change in the twelve selected key control measures being altered
to different ranges values, eg up to 15% or 20% and so forth.
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5.6.3 Concluding comments

To conclude with, it is appropriate to claim that this study provided a selected
few ideas that typified the values for this research. In short, this study provided:

(1) A statistical activity-based model.
(2)

A practical model, with an example of testing methodology for an actual plant.

(3)

The establishment of correlation based K P I activity factors that are productivity
improvers.

(4)

The identification of the "critical few" KPIs on which plant management
should concentrated; and

(5)

The low productive KPIs, they should avoid.
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APPENDIX 1
Ishikawa Diagram Method for Process Examinations

Guide to Understanding
Ishikawa Diagram Method
for Process Examinations
The specific tool to identify control elements is a variation of Dr. Kaoru Ishikawa's production
process classification-type cause-and-effect diagram.* This type of diagram has the advantage of following through to identify variables required to create a positive effect, instead
of the normal fishbone cause-and-effect diagram that breaks things down into Manpower,
Machines, Methods and Materials, searching for a problem solution. Before examining Dr.
Ishikawa's method, w e first look at cause-and-effect diagrams in general:
This is a Generalized Cause-and-Effect Diagram.
Cause Cause
Effect

Cause

Cause

There are 2 Special Types, or Subsets, of the General C & E Diagram:

Root Cause

Required
Event

Root Cause

Required
Event
Desired
Outcome

Problem

Root Cause

Root Cause
Type I

Required
Event

Required
Event
Type II

Characteristics of T y p e I

Characteristics of T y p e II

• Negative
• Historic - looks backward
• Identifies what not to do
• Primarily addresses "Special Cause"
• Reactive
• Event Driven
• Correlative to "Inspection"
• "In the System"
• Deming: 6 % of Total Problem

• Positive
• Futuristic - looks forward
• Identifies what to do
• Primarily addresses "Common Cause"
• Proactive
• Plan Driven
• Correlative to "Process Control"
• "On the System"
• Deming: 9 4 % of Total Problem

Comments:
• Both types are useful; i.e., neither is the "correct" one.
• Type I is predominant; Type II is seldom used — many are not aware of its existence.
• IPC is heavily dependent on Type II; Type 1 is used only in IPC Step 6, Diagnostics/Problem
Solving.

1.2

Ishikawa's Production Process Classification Diagram
Dr. Ishikawa explains this special "Type II" cause-and-effect diagram this way:

Cooking rice is very similar to a production process in a factory. The rice (raw material) is
washed (pretreatment); then, in a pot (equipment), it is heated and steamed (second treatment). Here is a cause-and-effect diagram showing the steps necessary to cook good
tasting rice:

1^

Si

w

R a w material
(rice)

\ \

y%

\

Ul

%
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\

\
\
\

Pretreatment
(washing)

\ WW,
/ /
/ /

/

\
Second
treatment
(steaming)

Equipment
(pot)

Delicious rice

/
/
/

,

/

/

/

T

This problem concerns "when w e cook rice in our homes." The result desired is "delicious
rice," so, with regard to the method of attaining that, w e use the word "cook." "Delicious
rice" is the quality characteristic (effect) and the cooking is the reason (cause).

-H +< .
-A zfi

Delicious
rice

(effect)

T o c o o k it
so as to be
delicious

(cause)

• Guide To Quality Control. Dr. K.Ishikawa, Kraus International Publications, page 21.

Source:

SLATE & DEASY (1989, p 25&26)

APPENDIX 2
The Independent Productivity Measurement Model

A.2.1 Foundational Definitions for the Relevant Systems

Once the researcher had become familiar with the system structure and activit
of the plant, the design of a measurement system was begun. This system was named
the "Independent Productivity Measurement Model". This is to distinguish it from a
model of activity based productivity measures developed in Section 3.5 of this thesis.
A.2.2 Building the Independent Productivity Measurement Model
The following tables describe the purposeful activity according to the scheme:
input-output measurement.
BHP Sheet & Coil Products Division, Western Port Plant
The physical outputs achieved for the year 1986 were grouped into four main
manufacturing categories (called M A N C A T s ) , namely:
• Hot Rolled,
• Cold Rolled,
• Galvanized,
• ZINCALUME.
They are further classified into "unpainted" or "painted" products to form a total
of seven M A N C A T s . (It is noted that Hot Rolled does not have painted products).
For example, the Unpainted Hot Rolled products achieved for the year of 1986 were
55 500 tonnes, and so forth.
1986 (85/86) : Actual Outputs (in tonnes '000)
MANCAT

Hot Rolled

Unpainted

55.5

Painted
Total
%

Cold Rolled Galvanized

ZINCALUME

Total

140.5

248.8

116.6

561.4
(83%)

8.1

15.5

91.3

114.9
(17%)

55.5

148.6

264.3

207.9

676.3

8%

22%

39%

31%

100%

—

The following example illustrates how the total aggregate outputs are converted
into value of contribution to the profit.
The actual unit-based production costs of 1986's outputs were obtainable as
follows:

2.2

The basic assumption underlying the following calculation is that the unit
production cost is the average cost rate/tonne for domestic market. Such a cost is
considered more realistic than the export cost's structure. For exports, sometimes due
to management strategy or political reasons, the selling price does not reflect the real
cost structure.
The following formula is adopted :
Average Unit Production Cost (Domestic Market)
= Average Selling Price (Domestic) - Average Gross Contribution (Domestic).
The average domestic selling prices and average gross contributions were
obtained from budget figures supplied by the cost accountants of Western Port Plant
w h o stated that these budget figures are close approximations to actual average prices
and contributions.
The Unit Production Costs (in $'000) per tonne of 1986's output (1985/86)
were worked out as follows:
$541.16 - $2.29

= $539

$676.11- $103.49

= $573

$858.47 - $2.97

= $856

=

$784.45 - $175.55

= $609

=

$1032.75 - $136.38

= $896

Z I N C A L U M E (Unpainted) =

$867.94 - $253.29

= $615

Z I N C A L U M E (Painted)

$1208.56 - $227.29

= $981

(1)

Hot Rolled

(2)

Cold Rolled (Unpainted)

(3)

Cold Rolled (Painted)

(4)

Galvanized (Unpainted)

(5)

Galvanized (Painted)

(6)
(7)

=

Once the production cost for an individual M A N C A T is identified, it is possible
to calculate the total production cost by multiplying by the physical output of that
M A N C A T . For example, the total production cost for Hot Rolled is worked out by:
Production cost per tonne ($539) multiplied by physical output (55.5) (in
tonnes '000) = $29,915.
Thus, the total production costs for different MANCATs were worked out as
follows:
(Hot
(1)
(2)
(3)
(4)
(5)
(6)
(7)

Rolled).
$539 *
$573 *
$856 *
$609 *
$896 *
$615 *
$981 *
Total

55.5
140.5
8.1
248.8
15.5
116.6
91.3

= $29,915
= $80,507
=
$6,934
= $151,519
= $13,888
= $71,709
= $89,565
$444,037

(Cold Rolled - Unpainted).
(Cold Rolled - Painted).
(Galvanized - Unpainted).
(Galvanized - Painted).
( Z I N C A L U M E - Unpainted).
( Z I N C A L U M E - Painted).

2.3

The following table outlines the calculation of the aggregate level of output in
terms of contribution to the profit. For example:
Cold Rolled (Unpainted) product's physical output is 140.5 tonnes.
Cold Rolled (Unpainted) unit contribution to profit is $103.49 per tonne.
Therefore, the total contribution of cold rolled (unpainted) is:$103.49 * 140.5 = $14,540.35
and so forth.
MANCAT

Hot Rolled

Cold Rolled

Galvanized

Zincalume

Unpainted

55.5*
$2.29
=127.1

140.5*
$103.49
=14540.3

248.8*
$175.55
=43676.8

116.6*
$253.29
=29533.6

8.1*
$136.38
=2113.9

15.5*
$227.29
=20751.6

91.3*

$2.97
=24.1
127.1

14564.4

45790.7

50285.1

Painted

Total

Total

110767

Thus, in 1986 the total aggregate output in terms of contribution to profit was:
$110,767

From the output/input ratio perspective, the level of productivity for 1986
110767
44037

= 0.25

For benchmark purposes w e can set the Productivity Index as 100 for this base
period of 1985 to 1986 inclusive.
A.2.3 Comparing the Measurement Model with Reality

Using the data obtainable from BHP, Western Port Plant, the following serie
of tables and calculations illustrate the rationale of the comparison stage.
1987 (86/87): actual outputs (in Tonnes '000)
MANCAT

Hot Rolled

Cold Rolled

Galvanized

Zincalume

Total

Unpainted

102.3

126.7

262.5

108.5

600.0
(83%)

9.85

9.7

103.6

123.1
(17%)

136.5
(19%)

272.2
(38%)

212.1
(29%)

723.1
(100%)

Painted
Total

—

102.3
(14%)

2.4

The following table illustrates how the total aggregate outputs are converted to
value of contribution to profit. The method and procedures used are the same as those
illustrated in previous year's (1986) calculation.
MANCAT

Hot Rolled

Cold Rolled

Galvanized

Zincalume

Unpainted

102.3*
-$11.06
=-1131.4

126.7*
$100.56
=12740.9

262.7*
$176.16
=46277.2

108.5*
$208.11
=22579.9

9.7*
$183.1
=18969.1

103.6*

-$57.21
=-560.6

9.8*
$207.03
=2008.1

-1131.4

12180.2

48285.4

41549.1

Painted

Total

Total

100883

Thus, in 1987 the total aggregate output in terms of contribution to profit was:
$100,883
The actual unit production costs of 1987's outputs were:
(1) $560
(2) $580
(3) $897
(4) $598
(5) $995
(6) $635
(7) $1024

102.3
126.7
9.8
262.5
9.7
108.5
103.6
Total

$57,288 (Hot Rolled).
$73,486 (Cold Rolled - Unpainted).
$8,791 (Cold Rolled - Painted).
$156,975 (Galvanized - Unpainted).
$9,652 (Galvanized - Painted).
$68,898 ( Z I N C A L U M E - Unpainted).
$106,086 ( Z I N C A L U M E - Painted).
$481,176

The level of productivity of 1987 was :
100883
481176

= 0.21

Thus, the subsequent period can be compared with the base period's level.
Level

Productivity Index

0.25 (1986)

100 Base Period

0.21 (1987)

84 (0.21/0.25)

The basis of the above calculations and the method of presenting the results
were discussed in several meetings with Western Port Plant cost accountants and the
Superintendent of Business Planning. The results presented above are based on an
agreement reached as to the best methods of calculation and presentation.

2.5

S u m m a r y of the method of the above calculation
The sequence of calculations can be summarized as follows:
(1) Obtaining the physical output of different MANCATs.
(2) Working out the unit production cost of different MANCATs.
(3) Working out each individual unit's contribution to profit.
(4) Calculating the total aggregate output in terms of contribution to profit.
(5) Working out the total production costs as input resources.

(6) From the output/input ratio perspective, calculating the level of productivit
that period.
(7) Using the same procedures as (1) to (6) to work out the subsequent period's
productivity levels.
(8) Comparing the basic period's productivity level with subsequent periods to
obtain the productivity trend.
For example, using the obtainable data from Western Port Plant and following
the same procedures, the subsequent years' Productivity Level & Productivity Index
can be worked out:(We ignore the Consumer Price Index Factor for the moment, but
refinement will be made for the CPI later in the following section.)
Level

Productivity Index

0.15 (1988)

60 (0.15/0.25)

0.16 (1989)

64 (0.16/0.25)

0.37 (1990)

148 (0.37/0.25)

The implication of the above measurement model has been discussed with the
plant management. The feedback from the plant management was that they would like
to have an improved model which also takes into account the increase in prices for
materials and labour. Thus, an external indexing mechanism will have also to be
imposed. This will involve utilizing a published index, such as the producers price
index or the consumer price index. The concept of "deflation" was then adopted.
In Chapter 3 of this thesis, a different method of avoiding inaccuracies due to
price changes is discussed.
A . 2 . 4 Refinement of the M o d e l
Using 1985/86 as a base, the following "Differential Factor" was worked out
It was based on the difference between Consumer Price Index (CPI) and an internal
index of increased materials and labour costs developed by the Works Controller s

2.6

Department at Western Port Plant. Plant management considered materials and labour
were their most critical input resources. (The CPIs were obtained from the Australian
Bureau of Statistics' publication, Catalogue No. "6401.0". The materials and labour
costs were obtained from the W o r k s Controller's Office.). Thus, the following
refinement was worked out to suit the particular requirements of the plant management.
The calculation method can be outlined as follows:
(1) Obtain average unit cost (per tonne) of four major input items, namely: Slab,
Zinc, Aluminium, and Labour.

(2) Work out their individual contribution to total of material and labour costs;
Slab
Zinc
Aluminium
Labour

Total:

81%

6%
2%
11%
100%

(3) Compare the increase of material and labour costs with a selected base period
(Year 1985/86).
(4) Compare the increase of CPI with the selected base period.
(5) Calculate the difference between CPI and total material and labour costs.

(6) Work out the conversion factor to reflect the true productivity growth. Becau
the above-mentioned difference represents a favourable or an unfavourable gain
on the total material and labour costs.
(7) Adjust the original productivity index to exclude the impact from either
favourable or unfavourable gain of total material and labour costs.
The following example illustrates the sequence of calculation:
(1) Year 1986/87 compared with selected base period — 1985/86.

• Slab cost increased 6% with a contribution to total material and labour costs o
6 % * 8 1 % = 4.8%
• Zinc cost increased 1 6 % with a contribution of:
1 6 % * 6 % = 0.9%
• Alurninium cost increased 1 4 % with a contribution of:
1 4 % * 2 % = 0.3%
• Labour cost increased 6 % with a contribution of:
6%* 11 % = 0.7%
(2) The increase of total material and labour costs are:
4.8%
0.9%
0.3%
+ 0.7%
6.7%
(3) The percentage change of CPI (obtained from ABS publication No. 6401.0) is:
<162-6-148-7> , 100 = 9.3%
148.7

2.7

(4) The difference between total material and labour costs and CPI is:
6.7% - 9.3% = -2.6%
(5) It represents a 2.6% favourable gain on total material and labour costs.

(6) Because it is a favourable gain, therefore, the conversion factor to original
productivity index should be brought down from 1.000 to (1.000 - 0.026)
= 0.974

(7) Thus, the original productivity index should be adjusted to exclude the impac
the favourable gain by using the above conversion factor; ie, the adjusted value of
the productivity index for 1986/1987 is 84*0.974 = 82.
The table below shows the complete calculations of adjusted productivity
indices for the years 1986/87 through 1989/90:85/86

86/87

87/88

88/89

89/90

Slab

$319
81%)**

6%*81%
=4.8

13%*81%
=10.5

22%*81%
=17.8

29%*81%
=23.5

Zinc

$1135
(6%)**

16%*6%
=0.9

12%*6%
=0.7

72%*6%
=4.3

96%*6%
=5.8

Aluminium

$1578
(2%)**

14%*2%
=0.3

57%*2%
=1.1

96%*2%
=1.9

42%*2%
=0.8

Labour

$505.63
(11%)**

6%*11%
=0.7

16%*11%
=1.8

29%* 11%
=3.1

42%*11%
=4.6

Material & Labour
increase compared
with B-Period

Selected
Base
Period

6.7%

14.1%

27.1%

34.7%

CPI compared
with B-Period

(148.7)
Base
Period

(162.6)

(174.5)

(187.3)

(202.3)

9.3%

17.0%

25.9%

36%

-2.8%

-2.9%

+1.2%

-1.3%

1.000

0.974

0.971

1.012

0.987

Original P Index

100

84

60

64

148

Adjusted P Index

100

82

58

65

146

Differential
Factor

—

** Contribution to total of Material and Labour costs.

APPENDIX 3
"Productivity Pay" model's calculation: Simplified Productivity
Measurement Model
The success of a measurement system often depends on the clarity with which
its results can be displayed and understood.
The following examples serve to illustrate the development of the model.
method of calculation is the same as in Appendix 2, namely, Section A.2.2 and Section
A.2.3. The sequence of calculations can be presented as shown in the table below:(1) Row 1: is the unit production cost of individual MANCAT.
(2) Row 2: is the contribution to profit
(3) Row 3: is the actual output of individual MANCATs.

(4) Row 4: is the output in terms of the contribution to profit. This is
multiplying "Row 2" by "Row 3".

(5) Row 5: is the total production costs of individual MANCAT. This is o
by multiplying "Row 1" by "Row 3".

(6) Row 6: is the level of productivity. This is obtained by dividing th
"Row 4" by the sum of "Row 5", ie
76457 (the sum of "Row 4" of 1st reference quarter) n~Q
196073 (the sum of "Row 5" of 1st reference quarter) ~ U "^
1st reference quarter :
Qtrend
Nov 89

Hot
Rolled

Cold
Rolled
(Unp)

Cold
Rolled
(P)

Galv
(Unp)

Galv
(P)

ZAL
(Unp)

ZAL
(P)

Total

D
$
626

$
898

$
732

$
1011

$
735

$
972

92

210

88

286

337

388

583

74.2

37.0

3.3

71.8

8.1

24.5

49.4

268.3

6826

7770

290

20534

2729

506

28800

76457

$
43086

$
23186

$
2965

$
52578

$
8193

$
18016

$
48049

$
196073

Prod
cost/ton

$
580

2)
Contribution

$

3)
Actual output
4)
Convert
to value of
Contribution
(2)*(3)
5)
Actual Prod
Costs
(D*(3)
Level of productivity

(4) Total
76457
(5) Total " 196073

0.39

3.2

2nd reference quarter :
Qtrend
Feb 90

Hot
Rolled

1)
Prod
cost/ton

$

2)
Contribution
toHR

$

3)
Actual output
4)
Convert
to value of
Contribution
(2)*(3)
5)
Actual Prod
Costs
(D*(3)

Cold
Rolled
(Unp)

593

$
640

92

Cold
Rolled
(P)

Galv
(Unp)

Galv
(P)

ZAL
(Unp)

ZAL
(P)

Total

916

$
745

$
1029

$
748

$
990

210

88

286

337

388

583

56.5

32.5

2.6

56.7

3.9

20.5

32.2

204.9

5198

6825

228

16216

1314

7954

18772

56508

$
33522

$
20801

$
2383

$
42286

$
4016

$
$
15349 31883

$
150240

$

Level of productivity

(4) Total
56508
(5) Total ~ 150240 "

3rd reference quarter :
Qtrend
Feb 90

Hot
Rolled

Cold
Rolled
(Unp)

Cold
Rolled
(P)

Galv
(Unp)

$

$

Galv
(P)

ZAL
(Unp)

ZAL
(P)

Total

D
Prod
cost/ton

$
595

2)
Contribution
toHR

$

3)
Actual output
4)
Convert
to value of
Contribution
(2)*(3)
5)
Actual Prod
Costs
(D*(3)
Level of productivity

$
643

.

924

748

$
1037

$
751

$
997

92

210

88

286

337

388

583

87.8

44.6

1.1

67.3

4.0

21.5

24.3

250.6

8077

9366

96

19247

1348

8342

14166

60645

$
52290

$
28681

$
1017

$
50404

$
4152

$
24236

$
176943

60645
(4) Total
(5) Total " 176943

$
16163

.34

3.3

4th reference quarter
Qtrend
Feb 90

Hot
Rolled

1)
Prod
cost/ton

$
597

2)
Contribution
toHR
3)
Actual output
4)
Convert
to value of
Contribution
(2)*(3)
5)
Actual Prod
Costs

Cold
Rolled
(Unp)

$
653

Cold
Rolled
(P)

$

Galv
(P)

Galv
(Unp)

ZAL
(Unp)

ZAL
(P)

925

$
744

$
1011

$
752

$
980

Total

$
92

210

88

286

337

388

583

130.9

37.8

1.0

58.6

14.1

24.9

31.8

299.1

12042

7938

88

16759

4751

9661

18539

69780

$
78187

$
24690

925

$
43628

$
31181

$
211615

$

$
$
14267 1873
7

(D*(3)
Level of productivity

(4) Total
69870
(5) Total ~ 211615 "

Base
Period
4th Qtr

0.33

sum of
four
Qtrs

0.39 + 0.38 + 0.34 + 0.33 = 1.44

Moving
average
of four
Qtrs

1.44/4 = 0.36

Change of Net Productivity Level = 0.36 - 0.33
= 0.03
After having obtained the Net Productivity Level, management can decide h o w much
payment should be paid soon after the end of that quarter.
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Steelworkers for

B H P will get
productivity pay
It is the first of several
similar
agreements planned
Thefirstof a series of pay and
for
the
various workplaces
productivity agreements for
within
B
H P Steel, which
B H P Steel workplaces was
employs
almost
20,000 workapproved by the Industrial
ers
nationally,
mainly
under
Relations Commission yesterState
rather
than
federal
day.
Under the agreement, about industrial awards.
Negotiations between man500 workers in the B H P Steel
agement
and unions are at
coated-products division's
different
stages
in the various
service centres will gain quarB
H
P
Steel
divisions.
terly lump-sum bonus payA n agreement has been
ments
if they
meet
reached
for the company's
performance targets over the
Newcastle
steelworks and was
next 12 months.
considered
briefly by the
A spokesman for the main
steel industry union, the Fed- N S W Industrial Commission
eration of Industrial, Manu- yesterday but adjourned until
facturing and Engineering next March.
In other developments in
Employees, said the agreethe
wages system, Deputy
ment provided for an immediPresident
Michael Keogh yesate $300 bonus for each of the
terday
ratified
enterprise proworkers.
ductivity
agreements
for
Four more lump-sum bonus
workers
at
two
metal
manupayments, equivalent to wage
rises of up to 5.5 per cent, facturing companies, Conwould then be m a d e at quar- tainers Packaging and the
terly intervals until the agree- Pacific B B A Ltd subsidiary,
ment expired at the end of Brake and Clutch Industries
Australia.
November next year.
Under the agreements an
The size of the lump-sum
immediate
pay rise of 2.5 per
payments would depend on
cent
is
to
be followed by a
the productivity of the service
centres as measured against a further 2 per cent increase
series of performance indica- from late February in return
tors developed in extensive for agreed productivity
negotiations between manage- improvements.
At Brake and Clutch's Melment and union delegates at
bourne
automotive compoeach workplace.
factory,
the agreement is
nents
If performance is measured
based
o
n
the
adoption of
as outstanding, the bonus
payment will be equivalent to so-called "cellular" work
5.5 per cent of each employ- groups, a form of work organisation which uses small
ee's .gross earnings.
For "good" performance a semi-autonomous teams of
bonus of 4.5 per cent will be production workers.
Another 4.5 per cent metal
paid, while ^adequate" perindustry
enterprise agreement,
formance will attract a 2 per
for
A
S
E
A
Brown Boveri Pty
cent payment If performance
Ltd's
Melbourne
rolling stock
is assessed as poor during any
quarter, no bonus will be paid. manufacturing plant, is schedThe B H P agreement was uled to be considered by the
ratified yesterday by Commis- I R C today.
Meanwhile,.
the
Ithe
Rcan
CFederhas
the^IRC's
sioner
ing]
negotiate
unions
ual
'improved
workplaces
principles
Fred
apay
nproductivity.
national
d"Peterson
rises
employers
which
in .return
atwage-fixindividunder
allow
for
to •the
ruled
ation
per
stevedoring
processed
national
Waterside
cent
for
thatwage
wages
in
an
under
workers
rises
Workers
aggregate
application
system.
totalling
for
new.
by
be
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APPENDIX 5
Refuting Smith's (1973) Method of Productivity Measurement

In order to convert the plant's total aggregate outputs to a common scale of value
for comparison; initially, it was attempted to adopt the Smith's (1973) approach as a
mechanism. Later on, after detailed analysis, it is recognized that Smith's approach is
fundamentally flawed, as will be discussed in the following sections.

Smith (1973) in his book — "The Measurement Of Productivity: A Systems
Approach in the Context of Productivity Agreements" suggested using a systems
method of productivity measurement in which outputs of different products are
combined by weighting each output mass with a factor equal to the "average marginal
cost" for the product divided by the "average marginal cost" of a chosen base product.
These weighted outputs are then totalled to give a"total aggregate output" which is then
divided by"total input cost of all product" to give"the level of productivity".

While the above procedure seems logical, it is fundamentally flawed, as wil
seen from analyzing an example presented by Smith (1973,140-145).

For product A, Smith defines the "average marginal contribution" (AMC of A)
follows:
Total input cost of A
A M C of A = Physical output of A

100
1

Similarly:
A*,^ f n
A M C o f B =

Total input cost of B
Physical output of B

and similarly for product C.

x

100
"T

5.2

For convenience, w e introduce the following notation
Total input cost of A = Q,
Total input cost of B = C#,
Total input cost of C = CQ,
Physical output of A = OA,
Physical output of B = OB,
Physical output of C = Oc,
AMC of A = MA,
AMC of B = MB,

AMCofC= Mc,
So MA=^, MB = ^-, and Mc=^oA
0B

Oc

In the example given by Smith (141-145) for the three product case, the to
aggregate output (TA, say) in units of equivalent value of product A would be :
nr ~ „ MR

n

Mr

MA

MA

The total input cost of all products is [CA + CB + Cc\ and the "level of p
is thus equal to:
TA _ BMA CMA
CA + C B

+

^C

( : +( :

-A -B

+

Q:

Substituting the values of MA, MB, Mc by their expressions in terms of CA, OA etc
gives:

5.3

C„
OB

"Level of productivity" =

O.

Cr Oa

CA

0C

ca

+

cA cB + cc

oA+cB2±+cc?±
CA
CA
CA CB + CC
+

o.

0A

0,

C

A-T+CB-±+CC-+

cA

cA

CA + CB + cc

ot

as:

CA

MA=^-

0A)

Mt
Thus the "level of productivity" depends only on the "average marginal cost" of
the base product and is independent of the costs of other products and independent of
physical outputs. It thus measures only the productivity of the base product A and is
not a multiproduct productivity measure.

APPENDIX 6
Accuracy of Regression Prediction for Productivity Measure PM1A
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APPENDIX 7
(a)
Regression Models of Productivity Measures

(Mean value of P M 1 A = 0.9886)
Control
Variable

Mean Value 1 0 % Change Regression
of Variable

in Mean

Change in % Change in
Coefficient P M 1 A due to
PM1A
1 0 % Change

ETNW
OTHS
MHPT
CONE
COLQ
TRAN
REPM*

8.500
1224.833
2.6922
0.2222
5.6055
109.2833
3.9500

0.8500
122.4833
0.2692
0.0222
0.5605
10.9283
0.3950

0.000936
-0.00009
-0.12722
-0.19801
0.062459
-0.00319
-0.08830

0.00079
-0.011
-0.034
-0.0044
0.0353
-0.0349
-0.0348

0.08%
1.11%
3.44%
0.44%
3.57%
3.53%
3.52%

R E M A R K S : Remaining independent variables were not selected by the stepwise
regression procedure, because they make no significant contribution to
the dependent variable.
•Example:
Mean Value of REPM = 3.9500
10% change in Mean value = 0.3950
0.395 in
Therefore change in PM1A due to a change of
R E P M = -0.08830 (ie "Regression Coefficient") x 0.395 =-0.0348
Mean value of PM1A = 0.9886
So percentage change in PM1A
= 1^

x 100

= 3.52%
0.9886

APPENDIX 7 (b)
Computer Printouts for Regression Model of Productivity Measure P M 1 A

The SAS System
3BS

MNTH

1 -JUN90
2 JUL 90
3 AUC90
4 SEP 90
5 NOV 90
6 DEC90
7
JAN91
8
9
10
11
12
13
14
IS
16
17
18

PM2A
1.000
0.986
1.051
0.905
0.943
1.026
1.013

FEB91
MAR91

1.289
0.9SO

APR91
MAY91
JUN91
JU191
AUG 91
SEP 91
OCT91
NOV91

1.074
1.13S
0.915
1.028
1.045
0.940
0.929
0.775
0.791

DEC91

INVT
7.6
8.5
9.9
9.4
7.9
8.0
6.9
7.7
7.1
7.8
7.4
B.l
8.3
8.3
8.5
8.9
B.4
7.4

HARM
94100
66800
93300
121000
93500
78300
73900
79000
9530C
80600
83800
92200
75500
107000
74200
84 000
93300
S4200

ETNS
5
S

s
2
5
5
S
3
6
7
13
4
23
0
0*'
2
4
3

ETNW
10
11
B
5
8
4
12
10
5
6
7
10
31
2
2
6
7
9

12:09 Wednesday, March 25, 1992

HTIF

OTHS

QTHW

MANS

KANW

DELC

MHPT

CONE

COLQ

TRAN

REPM

49
34
48
82
42
45
72
52
69
70
92
65
70
67
64
61
86
62

1767
1887
14S3
1336
1719
1341
850
971

690S
5196
5632
7674
6051
2583
3597

S26
S26
536
526
534
519
518

1167

5.7

96.5
87.5
101.1
101.1
128.4
109.0
136.0

4.0
2.4
2.8
4.8
3.1
2.9
2.5

522
522
S20
515
509
500

2.77
3.61
2.42
2.51
2.44
3.00
2.10
2.53
2.60
2.40
2.50
2.81
2.96
2.64
2.87

0.0
0.1
0.0
0.6
0.1
0.3
0.1

4842
6542
4915
6006

122
96
107
93
112
88
91
101
113
101
91
114
87

1216
1045
1112
1399
750
1366
778
943
1145
969

5783
7201
4220
3633
4879
4 659
4152

S04
4 99
4 99
4 96
4 97

1156
1150
1142
1129
1124
1124
1113
1107
1102
1096
1085
1059
1055
10S3
1047
1040
1033

122
93
101
104
100

2.50
3.00
2.80

0.4
0.1
0.0
0.3
0.6
0.0
0.0
0.4
0.6
0.1
0.3

4.3
3.5
5.7
S.3
5.9
4.4
5.5
6.7
5.5
6.2
7.5
6.0
6.9
5.1
S.3
6.7
4.7

102.3
126.9
111.8
104.5
84.9
109.6
118.2
100.3
95.S
115.7
137.8

MONTH
JUN90

2.5
5.3

JUL90
AUG 90
SEP90
NOV90
DEC90
JAN91
FEB 91
MAR91

3.3
4.0
4.9
4.8
5.5
3.6

APR91
MAY91
JUN91
JUL91
AUG 91
SEP91

4.2
5.5
5.0

OCT91
NOV 91
DEC91

7b. 2

The SAS System

12:09 Wednesday, March 25, 1992

Correlation Analysis
'VAR' Variables:

PM1A
CONE

INVT
COLQ

KARH
ZRAN

ETNS
REPM

ETNW MTIF OTHS
MONTH

DELC

Simple Statistics
Variable
PM1A
INVT
WARH
ETNS
ETNW
MTIF
OTHS
OTHW
MANS
MANW
DELC
MHPT
CONE
COLQ
TRAN
REPM
MONTH

N

Mean

Std Dev

Sum

Minimum

Maximum

18

0.988611
8.116667
86111
S.388889
8.500000
62.777778
r224.833333
5248.333333
514.888889
1099.000000
102.000000
2.692222
0.222222
5.605556
109.283333
3.950000
11392

0.117894
0.767923
14153
5.248405
6.317576
15.566010
337.050049
13S5.350703
13.042414
42.799120
11.013361
0.333000
0.221108
1.004386
15.413335
1.096653
172.040436

17.795000
146.100000
1550000
97.000000
153.000000
1130.000000
22047
94470
9268.000000
19782
1836.000000
48.460000
4.000000
100.900000
1967.100000
71.100000
205047

0.775000
6.900000
64200
0
2.000000
34.000000
750.000000
2583.000000
496.000000
1033.000000
87.000000
2.100000
0
3.500000
84.900000
'2.400000
11109

1.289000
9.900000
121000
23.000000
31.000000
92.000000
1887.000000
7674.000000
536.000000
1167.000000
122.000000
3.610000
0.600000
7.SOOO00
137.800000
5.500000
11657

18
18
18
18
18
18
18
18
18
18
18
18
18
18
16
18

7b. 3

The SAS System

12:09 Wednesday, March 25, 1992

Correlation Analysis
Pearson

PM1A

C o r r e l a t i o n Coefficient
Prob > R

PM1A

INVT

WARM

ETNS
ETNW

1.00000

•0.13669

-0.09670
0.7027

0.23622
0.3453

0.38188
0.1179
1.00000

0.0

0.5886

Ho: Rho-0 / N - 18

u

MTIF

OTHS

0.11535
0.6486

•0.16308

-0.06390
0.8011

-0.00122
0.9962

0.4O8S8

0.5179

-0.16225
0.5201

-0.07699
0.7614

•0.13303
0.5987

0.18542
0.4614

0.18960
0.4511

0.08477

-0.24532
0.3265

-0.33112
0.1795

0.29572
0.233S

0.33734
0.1710

0.50374.
0.0331

0.26919
0.2801

0.82229
0.0001

0.21785
0.3852

-0.22788
0.3631

0.42956
0.0752

-0.04745
0.8517

0.0923

-0.13669
0.5886

1.00000

-0.09670

0.38188

0.7027

0.1179

0.23622
0.3453

•0.16225
0.5201

-0.24532
0.-32 65

1.00000

0.11535
0.6486

•0.07699

-0.33112
0.1795

0.82229
0.0001

1.00000
0.0

•0.01795
0.9437

-0.20958
0.4039

0.39313

0.7614

0.1065

-0.11423
0.6518

-0.16308
0.5179

•0.13303
0.5987

0.29572
0.2335

0.21785
0.3852

-0.0179S
0.9437

1.00000

-0.55624
0.0165

0.17865
0.4781

-0.45995
0.0548

-0.06390
0.8011

0.18542
0.4614

0.33734
0.1710

-0.22788
0.3631

-0.209S8
0.4039

0.55624
0.0165

1.00000

0.27905
0.2621

0.63640
0.004S

OTHW

-0.00122
0.9962

0.18960
0.4511

0.50374
0.0331

0.42956
0.0752

0.39313
0.1065

0.17865
0.4781

0.27905
0.2621

1.00000
0.0

0.32633
0.1863

MANS

0.40858

0.08477

0.8517

-0.11423
0.6518

•0.45995
0.0548

0.63640
0.0045

0.32633
0.1863

1.00000

0.7381

0.26919
0.2801

-0.04745

0.0923
0.37372
0.1266

0.06676
0.7924

0.20341
0.4182

-0.01990
0.9375

-0.02872
0.9099

•0.46770
0.0503

0.66349
0.0027

0.31576
0.2018

0.93556
0.0001

DELC

-0.10157
0.6884

•0.04521
0.8586

0.47996
0.0438

-0.38875
0.1109

-0.29590
0.2332

•0.21205
0.3983

0.51847
0.0275

0.22130
0.3775

0.17077
0.4981

MHPT

-0.26707
0.2840

0.15834
0.5303

-0.31412
0.2043

0.09372
0.7115

0.17923
0.4767

•0.33603
0.1728

0.32779
0.1842

-0.06363
0.8019

-0.23100
0.3564

CONE

-0.13798
0.5851

0.19863
0.4295

0.10011
0.6927

-0.34244
0.1642

-0.26530
0.2873

0.17243
0.4939

-0.22467
0.3701

-0.03434
0.8924

-0.24183
0.3336

COLQ

-0.09844
0.6976

0.25486
0.307 4

0.42651
0.0776

0.09442
0.7094

-0.0662B
0.7938

0.46023
0.0546

-0.03430
0.8925

0.18496
0.4625

-0.36547
0.1359

TRAN

-0.22163
0.3768

•0.5297C
0.0238

-0.11003
0.6638

0.02270
0.928 8

-0.01018
0.9680

0.19865
0.4294

-0.29S25
0.2343

-0.24473
0.3277

-0.09959
0.6942

REPM

-0.54390
0.0196

0.00454
0.9857

0.44892
0.0617

0.04855
0.8483

-0.00976
0.9693

0.S8615
0.0106

-0.16297
0.5182

0.31137
0.2085

-0.58482
0.0108

MONTH

-0.34353

0.14989

-0.22587

0.51217

0.3675

0.9486

0.0298

-0.69302
0.0014

-0.34403

0.5527

0.00420
0.9868

-0.01637

0.1628

-0.91745
0.0001

INVT

ETNS

ETNW

0.0

0.0

0.0

0.0

0.0

0.1621

0.7381

0.0
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Correlation Analysis
Pearson Correlation Coefficient
Prob > R
DELC

MHPT

CONE
COLQ

-C.26707
0.2840

-0.13798
0.5851

r Ho: Rho-o ' N - 18

u

TRAN

REPM

-0.09844
0.6976

-0.22163
0.3768

-0.54390
0.0196

-0.34353
0.1628

PM1A

0.37372
0.1266

-0.10157
0.6884

INVT

0.06676
0.7924

-0.04521
0.8586

5.15834
0.5303

0.19863
0.4295

-0.2S486
0.3074

-0.S2970
0.0238

0.00454
0.9857

-0.14989
0.5S27

HARH

0.20341
0.4182

0.47996
0.0438

-0.31412
0.2043

0.10011
0.6927

0.42651
0.0776

-0.11003
0.6638

0.44892
0.0617

-0.22587
0.3675

ETNS

-0.01990
0.9375

-0.38875
0.1109

0.09372
0^7115

-0.34244
0.1642

0.09442
0.7094

0.02270
0.9288

0.04855
0.8483

0.00420
0.9868

-0.02872
0.9099

-0.29590
0.2332

0.17923
0.4767

-0.26530
0.2873

-0.06628
0.7938

-0.01018
0.9680

-0.00976
0.9693

-0.01637
0.9486

-0.4 6770
0.0503

-0.21205
0.3983

-0.33603
0.1728

0.17243
0.4939

0.46023
0.0546

0.19865
0.4294

0.58615
0.0106

0.51217
0.0298

0.66349
0.0027

0.51847
0.0275

0.32779
0.1842

-0.22467
0.3701

-0.03430
0.892S

-0.29S2S
0.2343

-0.16297
0.5182

-0.69302
0.0014

0.31576
0.2O18

0.22130
0.3775

-0.06363
0.8019

-0.03434
0.8924

0.18496
0.4625

-0.24473
0.3277

0.31137
0.2085

-0.34403
0.1621

0.93556
0.0001

0.17077
0.4981

-0.23100
0.3564

-0.24183
0.3336

-0.36547
0.1359

-0.099S9
0.6942

-0.58482
0.0108

-0.91745
0.0001

1.00000
0.0

0.O8698
0.731S

-0.06447
0.7994

-0.20948
0.4041

-0.35989
0.1424

-0.24746
0.3222

-0.60132
0.0083

-0.98993
0.0001

0.08698
0.7315

1.00000
0.0

-0.11372
0.6532

-0.24881
0.3194

0.32811
0.1838

-0.00301
0.9905

0.33606
0.1727

-0.09295
0.7137

MHPT

-0.06447
0.7994

-0.11372
0.6532

1.00000
0.0

-0.0414S
0.8703

0.09652
0.7032

-0.40638
0.0942

0.08360
0.7416

-0.00016
0.999S

CONE

-0.20948
0.4O41

-0.24881
0.3194

-0.04145
O.B703

1.00000
0.0

0.18483
0.4628

-0.38583
0.1138

0.10431
0.6B04

0.24046
0.3365

COLQ

-0.35989
0.1424

0.32811
0.1838

0.09652
0.7032

0.18483
0.4628

1.00000
0.0

-0.08401
0.7403

0.69133
0.0015

0.38099
0.1188

TRAN

-0.24746
0.3222

-0.00301
0.9905

-0.40638
0.0942

-0.38583
0.113S

-0.08401
0.7403

1.00000
0.0

0.15116
0.5494

0.26858
0.2812

REPM

-0.60132
0.0083

0.33606
0.1727

0.08360
0.7416

0.10431
0.6804

0.69133
0.0015

0.15116
0.5494

1.00000
0.0

0.57504
0.0125

MONTH

-0.98993

-0.09295
0.7137

-0.00016
0.9995

0.24046
0.3365

0.38099
0.1188

0.26858
0.2812

0.57504
0.0125

1.00000
0.0

MTIF

MANS

o.oooi
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Stepwise Procedure for Dependent Variable PM1A
Step 1

Variable REPM Entered

R-ssr=are - 0.29582910 C(p) - -3.99400407
DF Sua of Squares

Regression
Error
Total

1
16
17

Mean Square
0.06989977
0.16638451
0.2362842B

0.069B9977
0.01039903

Variable

Parameter
Estimate

Standard
Error

Type II
Sum of Squares

INTERCEP
REPM

1.219S7357
-0.05847151

0.09226968
0.02255293

1.81673219
0.06989977

F

Prob>F

6.72 0.0196

F

Prob>F

174.70 0.0001
6.72
0.0196

Bounds on condition number:

Step 2

Variable COLQ Entered

R-square - 0.44340923

C(p)

4.09106053

DF Sum of Squares Mean Square
Regression
Error
Total

0.10477063
0.13151365
0.23628428

0.05238531
0.00876758

Standard
Error

Type II
Sum of Squares

F Prob>F

INTERCEP
COLQ
REPM

1.02S82258
0.06240842
-0.09798616

0.12890S23
0.03129332
0.02866045

0.S5524289
0.03487086
0.10248089

63.33 0.0001
0.0646
3.98
11.69
0.0038

1.9154 63,

Variable MHPT Entered

7.661851

R-square - 0.50264975

Regression
Error
Total

C(p) - -2.93284542

3
14
17

F

0.11876823
0.1175160S
0.2362842B

0.03958941
0.00839400

Variable

Parameter
Estimate

Standard
Error

Type II
Sum of Squares

INTERCEP
MHPT
COLQ
REPM

1.24367029
-0.08659848
0.06453795
-0.09713618

0.21063635
0.06706069
0.03066375
0.02805094

0.29262608
0.01399760
0.03718338
0.10065S22

Bounds on condition number:

Prob>F

4.72 0.0178

Prob>F
34.86
1.67
4.43
11.99

0.0001
0.2175
0.0539
0.0038

F

Prob>F

1.921019, 14.54249

Variable ETNW Entered

R-square - 0.53904926

C(p) - -1.45006842

DF Sum of Squares Mean Square
Regression
Error
Total

4
13
17

Variable
INTERCEP
ETNW
MHPT
COLO
REPM
Bounds on condition number:

5.97 0.0123

Parameter
Estimate

DF Sum of Squares Mean Square

Step 4

Prob>F

Variable

Bounds on condition number:

Step 3

2
IS
17

F

1.938068,

0.12736887
0.10891541
0.23628428

0.03184222
0.00837811

Parameter
Estimate

Standard
Error

' Type II
Sum of Squares

1.23618812
0.00363611
-0.09945012
0.06746208
-0.09845686

0.21056636
0.00358877
0.06818732
0.03077035
0.02805467

0.28876007
0.00860063
0.01782171
0.04027174
0.10318763

23.79167

3.80 0.0293

34.47
1.03
2.13
4.81
12.32

0.0001
0.3295
0.1684
0.0471
0.0038

7b.6

PLANT PERFORMANCE INDEX

Step 5

Variable TRAN Entered

R-square - 0.S6823S25

MODEL WITH EXTENDED DATA

C(p) -

0.13520996

DF Sum of Squares Mean Square
Regression
Error
Total

S
12
17

Variable
INTERCEP
ETNW
MHPT
COLQ
TRAN
REPM

Prob>F

0.0268S301
0.00850160

Parameter
Estimate

Standard
Error

Type II
Sum of Squares

F

Prob>F

1.48735515
0.00381091
-0.12880495
0*^0598 9950
-0.001S1774
-0.08968911

0.35037490
0.00362033
0.07602864
0.03211351
0.00168516
0.02989038

0.15320190
0.00942027
0.02440122
0.02957819
0.00689619
0.07654507

18.02
1.11
2.87
3.46
0.81
9.00

0.0011
0.3132
0.1160
0.0868
0.3855
0.0111

DF

Sum of Squares

Mean Square

F

Prob>F

Regression
Error
Total

6
11
17

0.14S33342
0.0909508S
0.23628428

0.02422224
0.00826826

Variable

Parameter
Estimate

Standard
Error

Type II
Sum of Squares

INTERCEP
ETNW
MHPT
CONE
COLQ
TRAN
REPM

1.66566842
0.00272455
-0.14903692
-0.13668717
0.06063985
-O.OO2S0S69
-0.08473168

0.37834507
0.00369170
0.07699013
0.11813892
0.03167620
0.00186841
0.02978711

0.16025627
0.00450353
0.03098359
0.01106837
0.03030151
0.01487046
0.066903S4

2.148569,

3.16 0.0476

39.52824

Variable CONE Entered

Bounds on condition number:

Step 7

F

0.13426S06
• 0.10201922
0.23628428

Bounds on condition number:

Step 6

12:09 Wednesday, March 25, 1992

R-square - 0.65645001

C(p) -

Regression
Error
Total

7
10
17

Variable

Parameter
Estimate

INTERCEP
ETNW
OTHS
MHPT
CONE
COLQ
TRAN
REPM

1.82556875
0.00093601
-0.00009024
-0.12722188
-0.19801560
0.06245981
-0.00319S32
-0.08830338

2.220646,

19.38
0.54
3.75
1.34
3.66
1.80
8.09

0.0011
0.4760
0.0790
0.2718
0.0819
0.2069
0.0160

F

Prob>F

2.88171236

DF Sum of Squares Mean Square

Bounds on condition number:

Prob>F

59.11812

2.193965,

Variable OTHS Entered

2.93 O.0SB4

86.2707

2.73 0.0731

0,.15510882
0,.08117546
0..23628428

0.02215840
0.00811755

Standard
Error

Type II
Sum of Squares

F

Prob>F

0.16723S86
0.00044348
0.00977539
0.02114140
0.01891691
0.03205814
0.02168368
0.07178975

20..60
0..05
1..20
2..60
2..33
3,.95
2,.67
8..84

0.0011
0.8199
0.2982
0.1376
0.1579
0.0750
0.1332
0.0140

0..40220353
0., 004004S7
0..00008223
0..07883287
0,.12971393
0.,03142996
0..00195506
0..02969330
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R-sq=are - 0.65457311 C (p) - 0.90838242
DF Sum of Squares Mean Square

Regression
Error
Total

6
11
17

Variable
INTERCEP
OTHS
MHPT
CONE
COLQ
TRAN
REPM

0.15466533
0.08161894
0.23628428

0.02577756
0.00741990

Parameter
Estimate

Standard
Error

1.84620475
-0.00009806
-0.12334479
-0.20968846
0.06215710
-0^.00328282
-0.08822322

0.37515352
0.00007181
0.07368190
0.11445509
0.03002352
0.00183458
0.02838679

2.22035 ,

Bounds on condition number:

3.47

0.0354

Type II
Sum of Squares

F

Prob>F

0.17969664
0.01383544
0.02079305
0.02490446
0.03180215
0.0237S85S
0.07166903

24.22
1.86
2.80
3.36
4.29
3.20
9.66

0.0005
0.1994
0-.1223
0.0941
0.0627
0.1011
0.0100

61.94 8 08

M l variables left in the model are significant at the 0.5000 level.
No other variable met the 0.5000 significance level for entry into the model.
Summary of Stepwise Procedure for Dependent Variable PM1A

Step
1
2
3
4
5
6
7
8

Variable
Number
Entered Removed
In

Partial
R"2

1
2
3
4
S
6
7
6

0.2958
0.1476
0.0592
0.0364
0.0292
0.0468
0.0414
0.0019

REPM
COLQ
MHPT
ETNW
TRAN
CONE
OTHS

Model
R"2
0.29S8
0.4434
0.5026
0.5390
0.5682
0.61S1
0.6565
0.654 6

Prob>F

C(P)
-3.9940
-4.0911
-2.9328
-1.4501
0.1352
1.4696
2.8817
0.9084

6.7218
3.9773
1.6676
1.0266
0.8112
1.3387
1.2042
0.0S46

0.0196
0.0646
0.2175
0.3295
0.3855
0.2718
0.2982
0.8199
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Model: MODEL!

Model Crossproducts X'X X'Y Y'Y
X'X
INTERCEP
OTHS
HHPT
CONE
COLQ
TRAN
REPM
PM1A

MHPT CONE COLQ

INTERCEP
18
22047
48.46
4
100.9
1967.1
71.1
17.795

22047
28935147
59980.86
4614.7
123388.3
2383294.1
86061.6
21752.743

48.46
59980.B6
132.3502
10.717
272.194
5260.412
191.936
47.72985

4
4614.7
10.717
1.72
23.12
414.78
16.23
3.8933

REPM

PM1A

1967.1
2383294.1
5260.412
414.78
11004.58
219009.95
7813.48
1937.8503

71.1
B6061.6
191.936
16.23
411.5
7813.48
301.29
69.0948

17.795
21752.743
47.72985
3.8933
99.5527
1937.8503
69.0948
17.828619

COLQ

TRAN

REPM

PM1A

-0.535812694
-0.00002214
0.0200018466
-0.028S284S
0.1214856448
0.0014101959
-0.080932747
0.0621571005

-0.078402863
4.8227655E-6
0.00749236
0.0142241382
0.0014101959
0.0004536006
-0.002104343
-0.003282818

0.3777713062
0.0000343857
-0.058339752
-O.036703111
-0.080932747
-0.002104343
0.1086011175
-0.088223224

1.8462047483
-0.000098063
-0.123344792
-0.2096884 64
0.0621571005
-0.003282818
-0.088223224
0.0816189435

100.9
123388.3
272.194
23.12
582.75
11004.SB
411.5
99.5527

X'X Inverse, Parameter Estimates, and SSE

INTERCEP
OTHS
HHPT
CONE
COLQ
TRAN
REPM
PM1A

INTERCEP

OTHS

MHPT

18.967922217
-0.001112091
-2.55S21670S
-2.662070894
-0.53SB12694
-0.078402863
0.3777713062
1.8462047483

-0.001112091
6.950S089E-7
-0.000132993
0.0003602429
-0.00002214
4.8227 655E-6
0.0000343857
-0.000098063

-2.555216705
-0.000132993
0.7316837307
0.2150380222
0.0200018466
0.00749236
-0.058339752
-0.123344792

-2.662070894
0.0003602429
0.2150380222
1.7655172068
-0.02852845
0.0142241382
-0.036703111
-0.2096884 64
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PM1A

Analysis o f Variance
Sum of
Source

DF

Squares

Mean
Square

Model
Error
C Total

6
11
17

0.154 67
0.08162
0.23628

0.02578
0.00742

Root . M S E
Dep S e a n

c.v.

0 .08614
0..98861
B..71312

R-square
A d ] R-sq

Parameter

Variable

DF

Paramet er
Estimate

Standard
Error

INTERCEP
OTHS
MHPT
CONE
COLQ
TRAN

1

1.84 6205

1
1
1
1
1

-0.000098063
-0.123345
-0.209688
0.062157
-0.003283

0.37S15352
0.00007181
0.07368190
0.11445509
0.03OOZ352
0.001834S8

REPM

1

-0.088223

0.02838679

4.921
-1.366
-1.674
-1.832
2.070
-1.789
-3.108

Variable

DF

Squared
Partial
Corr Type I

Squared
Semi-partial
Corr T y p e I I

INTERCEP
OTHS
MHPT
CONE
COLQ
TRAN
REPM

1
1
1
1
1
1
1

0.00408333
0.06814926
0.02338335
0.00231173
0.28256110
0.46754SO4

.

0.13459276
0.10055069
0.30331698

INTERCEP
OTHS

0.140740161
-8.251612E-6

MHPT
CONE
COLQ
TRAN

-0.018959463
-0.01975231

REPM

-0.003975679
-O.0O0S81742
0.0028030268

OTHS

0.0354

0.,654 6
0..4662

Type I SS

Type II SS

Standardized
Estimate

0.0005
0.1994
0.1223
0.0941
0.0627
0.1011
0.0100

17.592335
0.000965
0.016037
0.005128
0.000495
0.060372
0.071669

0.179697
0.013835
0.020793
0.024904
0.031802
0.023759
0.071669

0.00000000
-0.28035362
-0.34839497
-0.39326624
0.52953950
-0.42919080
-0.82065207

Squared
Partial
Cor:r T y p e II

Tolerance

Variance
Inflation

0..14494291
0..20303336
0..23379331
0..28039011
0..22546132
0. 4 6 7 5 4 5 0 4

0.7449B184
0.72500274
0.68150486
0.47998203
0.54S86375
0.45037948

Prob >

T

COLQ

-0.01975231
2.6729674E-6

2.6729674E-6

0.005429023
0.0015955615

0.0015955615
0.0130999681

-1.642788E-7
3.S7844S7E-8

0.0001484118
0.0000555926

-0.00021167a
0.0001055417

-0.003975679
-1.642788E-7
0.0001484118
-0.000211678
0.0009014118
0.0000104635

2.5513833E-7

-0.000432875

-0.000272334

of

0.30331698

Estimates

-0.018959463
-9.8679S1E-7

5.1572108E-9
-9.867951E-7

0.00408333
0.06787098
0.02170082
0.00209522
0.25550577

„

2.08341132
1.8319S8S7
2.22034985

CONE

-8.251612E-6

Squared
Semi-partial
Corr Type I

0.00000000
1.34231459
1.37930513
1.4S7340S7

MHPT

Correlation
CORRB

3.474

T f
_ o r_ HO... .
Parameter-0

Covarlance of
INTERCEP

Prob>F

Estimates

.
D.05855420
0.08800015
0.10540041

F Value

TRAN
-0.000581742

REPM

-0.00Q600S13

0.0000104635
3.3656728E-6
-0.000015614

0.0028030268
2.5513833E-7
-0.000432875
-0.000272334
-0.000600513
-0.000015614
0.0008058099

3.5784457E-8
0.0000555926
0.0001055417

Estimates

INTERCEP

OTHS

MHPT

CONE

COLQ

TRAN

REPM

INTERCEP
OTHS

1.0000
-0.3063

-0.3063
1.0000

-0.6859
-0.4 600

-0.1865
0.3252

-O.3S30
-0.8453

-0.0762
0.2716

-0.6859
-0.1865
1.0000
0.1892
0.0671

-0.4 600

MHPT
CONE
COLQ
TRAN

-0.0616
0.5026

-0.3530
-0.0762
0.0671
-0.0616
1.0000
0.1900

0.2632
0.1252
-Q.2070
-0.0838
-0.7046

REPM

0.2632

0.1252

-0.0838

-0.704 6

-0.8453
0.2716
0.4113
0.5026
0.1900
1.0000
-0.2998

0.4113
-0.2070

0.3252
0.1892
1.0000

-0,2998
1.0000
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Sequential Parameter Estimates

0.9886111111
1.0159879166
1.2400984166
1.26814854 65
1.2934847898
2.1530911158
1.8462047483

0
-0.000022351
9.2654614E-6
-3.247399E-6
-3.750175E-6
-0.000070129
-0.000098063

MHPT

CONE

0
0
-0,.097627881
-0,.095696517
-0.,093802848
-0.,170737 683
-0.,123344792

0
0
0
-0,.080656302
-0,.076092273
-0,.239504609
-0..209688464

COLQ
0
0
0
0
-0.005500407
-0.003589441
0.0621571005

0
0
0
0
0
-0.004992302
-0.003282818

0
0
0
0
0
0
-0.088223224
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MODEL WITH EXTENDED DATA

1

Consistent Covariance of Estimates
INTERCEP

CTHS

MHPT

CONE

COLQ

TRAN

REPM

0.0332987944
-3.88S9S9E-6
-0.004428923
-0.00044911
0.0006989633
-0.00010718
-0.00222746B

-3.BB59S9E-6
2.109639IE-9
-3.S22245E-7
1.9339653E-7
-2.497817E-7
9.4470601E-9
5.7713323E-7

-0.OO4428923
-3.S2224SE-7
0.0015065152
0.0001580913
-0.000241473
B.S630026E-6
0.0002966741

-0.00044911
1.93396S3E-7
0.0001580913
0.0045880616
-0.000040273
0.0000121304
-0.000597644

0.0006989633
-2.497817E-7
-0.000241473
-0.000040273
0.0004028938
-4.71060SE-6
-0.000323921

-0.00010718
9.4470601E-9
B.5630026E-6
0.0000121304
-4.710605E-6
8.75S7814E-7
5.0422747E-7

-0.002227468
S.7713323E-7
0.0002966741
-0.000597644
-0.000323921
S.0422747E-7
0.0006283744

ACOV
INTERCEP
OTHS
MHPT
CONE
COLQ
TRAN
REPM

DF:

ibs

Dep Var
PM1A

1 1.0000
2
0.9860
3
1.0510
4
0.9050
5
0.9430
6
1.0260
7
1.0130
B
1.2890
9
0.9500
10
1.0740
11
1.1350
12
0.9150
13
1.0280
14
1.0450
15
0.9400
16
0.9290
17
0.7750
18
0.7910

Lower95t
Mean

Predict
Value

Std Err
Predict

1.0159
0.9632
1.0439
0.8787
0.9901
1.0348
1.0893
1.1405
0.9176
1.1314
1.0553
0.9918
0.9972
0.9422
1.0022
0.9649
0.8943
0.7416

0.9085
0.049
0.8014
0.074
0.S995
0.066
0.7597
0.054
0.8608
0.059
0.9203
0.052
0.9612
0.058
1.0329
0.04 9
0.8255
0.042
1.O350
0.044
0.9870
0.031
0.8633
0.058
0.8696
0.0S8
0.B389
0.047
0.9008
0.046
0.8546
0.050
0.7979
0.044
0.5886
0.070

Sum of Residuals
Sun of Squared Residuals
Predicted Resld SS (Press)

I

Test of First and Second Moment Specification
17
Chisq Value: 16.43131143
Prob>Chisq:
0.4935

°
0.0816
0.2028

Upper9S%
Mean

Lower95t
Predi cc

Upper95t
Predict

Residual

Std Err
Residual

0.071
-0.0159
0.7980
1.2337
1.1232
0.045
0.0228
1.2125
0.7140
1.1250
0.056
0.00714
1.2822
0.8055
1.1883
0.067
0.0263
1.1026
0.9977
0.6549
0.063
-0.0471
1.2196
0.7607
1.1194
0.069
1.2563 -0.00881
0.8133
1.1493
0.063
-0.0763
1.3182
0.860S
1.2175
0.071
0.14B5
1.3585
0.9225
1.2481
0.075
1.1283
0.0324
0.7068
1.0096
0.074
-0.0574
1.3441
0.9187
1.227B
0.080
1.2569
0.0797
0.8538
1.1237
0.063
-0.0768
0.7628
1.2208
1.1202
0.064
0.0308
1.2258
0.7687
1.1249
0.072
1.1582
0.1028
0.7263
1.0456
0.073
1.2172
-0.0622
0.7872
1.1036
0.070
-0.0359
. 1.1843
0.7456
1.0752
0.074
-0.1193
1.1070
0.6816
0.9907
0.051
0.0494
0.9852
0.4979
0.8945

Student
Residual
-0.224
0.508
128
392
-0.748
-0.128
-1.202
2.094
0.431
-0.774
0.992
-1.212
0.483
1.423
-0.854
-0.513
-1.609
0.972

-2-1-0 1 2
0.00
0.09
0.00
0.01
0.07
0.00
0.17
0.29
0.00
0.03
0.02
0.17
0.02
0.12
0.04
0.01
0.12
0.25
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1

PM1A

1.30 •

1.25 •

1.20 +

1.15 +

1.10 +

1.05 +

1.00 +

X

I

P

0.9S +

0.90 +

0.8S +

0.80 +

0.75 +

0.70 +

11100

11150

11200

11250

+
11300

11350

+
11400
MONTH

11450

11500

11550

+
11600

11650

11700

A P P E N D I X 7 (c)
Computer Printouts for Regression Model of Productivity Measure P M 2 A

12::09 Wednesday, Marc]•i

The :SAS System

OBS

1
2
3
4
5
6
7
B
9
10
11
12
13
14
15
16
17

ie

MNTH
JUN90
JUL90
AUG 90
SEP90
NOV90
DEC90
JAN91
FEB 91
MAR91
APR91
MAY 91
JUN91
JUL 91
AUG91
SEP 91
OCT 91
NOV91
DEC91

PM2A

INVT

1.000
1.033
1.021
0.864
0.863

7.6
8.5
9.9
9.4

0.992
0.858
1.282
0.809
1.001
1.056
0.862
0.937
0.996
0.933
0.882
0.747
0.680

WARS

941CC
668CC
933CC
1210OC
7.9 '" -93SOC
7835C
8.0
73900
6.9
7900C
7.7
9S330
7.1
60600
7.8
B3800
7.4
B.l 92203
7S50C
B.3
8.3 107000
74200
B.S
84030
a.9
93300
a.4
64200
7.4

ETNS

5
5
S
2
5
5
5
3
6
7
13
4
23
0
0
2
4
3

ETNW

10
11

a
5

a
4
12
10

s
6
7
10
31
2
2
6
7
9

MTIF

OTHS

0THW

49
34
48
82
42
4S
72
52
69
70
92
65
70
67
64
61
86
62

1767

6905
5196
5632
7674
60S1
2S83
3597

1887
1453
1336
1719
1341

850
971
1216
104S
1112
1399

750
1366

778
943
1145

969

4842
6542
4915
6006
S783
7201
4220
3633
4879
4659
4152

MANS

526
526
536
S26
534
519
518
522
522
520
515
509
500
504
499
499
496
497

KANW
1167
1156
1150
1142
1129
1124
1124
1113
1107
1102
1096
108S
1059
1055
10S3
1047
1040
1033

DELC

122
96
107
93
112
88
91
101
113
101
91
114
87
122
93
101
104
100

MHPT
2.77
3.61
2.42
2.51'
2.44
3.00
2.10
2.53
2.60
2.40
2.50
2.81
2.96
2.64
2.87
2.50
3.00
2.80

CONE'

0.0
0.1
0.0
0.6
0.1
0.3
0.1
0.4
0.1
0.0
0.3
0.6
0.0
0.0
0.4
0.6
0.1
0.3

COLQ

5.7
4.3
3.5
S.7
5.3
5.9
4.4
5.S
6.7
5.5
6.2
7.S
6.0
6.9
S.l
5.3
6.7
4.7

TRAN
96. S
B7.S
101.1
101.1
128.4
109.0
136.0
102.3
126.9
111.8
104.S
64.9
109.6
118.2
100.3
95. S
115.7
137.8

REPM

4.0
2.4
2.8
4.8
3.1
2.9
2.5
2.5
5.3
3.3
4.0
4.9
4.8
5.5
3.6
4.2
S.S
S.O

2S,

1992
1

MONTH
JUN90
JUL90
AUG 90
SEP90
NOV90
DEC90
JAN91
FEB91
MAR91
APR91
MAY91
JUN91
JUL91
AUG 91
SEP91
OCT91
NOV 91
DEC91

7c. 2
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Correlation Analysis
17 'VAR' Variables:

PM2A
CONE

INVT
COLO

KARH
TRAN

ETNS
REPM

ETNW
MONTH

MTIF

OTHS

Simple Statistics
Variable
PM2A
INVT
WARH
ETNS
ETNW
MTIF
OTHS
OTHW
MANS
MANW
DELC
MHPT
CONE
COLQ
TRAN
REPM
MONTH

N

ie
la
la
IB
18
IB

ie
18

ie
18
18
18
18
18
ie
18
18

Mean
0.934222
B.116667
86111
5.388889
B. 500000
62.777778
1224.833333
5248.333333
514. 888889
1099.000000
102.000000
2.69222*2
0.222222
S.60S5S6
109.283333
3.950000
11392

Std Dev
0.134631
0.767923
14153
5.248405
6.317576
IS.566010
337.050049
135S.3S0703
13.042414
42.799120
11.013361
0.333000
0.221108
1.004386
15.41333S
1.0966S3
172.040436

Sum
16.816000
146.100000
issoooo
97.000000
153.000000
1130.000000
22047
94470
9268.000000
19782
1836.000000
48.460000
4.000000
100.900000
1967.100000
71.100000
205047

Minimum

Maximum

0.680000
6.900000
64200
0
2.000000
34.000000
7S0.000000
2583.000000
496.000000
1033.000000
87.000000
2.100000
0
3.500000
84.900000
2.400000
11109

1.282000
9.900000
121000
23.000000
31.000000
92.O000O0
1887.000000
7674.000000
S36.O0OOO0
1167.000000
122.000000
3.610000
0.600000
7.500000
137.800000
5.500000
116S7
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Correlation Analysis
Pearson Correlation Coefficients
INVT
PM2A

WARH

MTIF

DELC

COLQ

WARH

ETNS

-0.07279
0.7741

0.0973S
0.7008

Ho: Rho-0 ,' N - 18
HTIF

OTHS

0.03541
0.8891

•0.31033
0.2101

0.11706
0.6437

-0.01233
0.9613

0.4054C
0.09S1

-0.1622S
0.5201

-0.07699
0.7614

•0.13303
0.5987

..0.18S42
0.4614

0.18960
0.4511

0.08477
0.7381

1.00000
0.0

-0.24S32
0.326S

-0.33112
0.1795

0.29572
0.233S

0.33734
0.1710

0.50374
0.0331

0.26919
0.2801

-0.16225
0.5201

-0.24532
0.3265

1.00000
0.0

0.82229
0.0001

0.21785
0.3852

-0.22788
0.3631

0.42956
0.07S2

-0.0474;
0.8S17

0.03S4I
0.8891

-0.07699
0.7614

-0.33112
0.179S

0.82229
0.0001

1.00000
0.0

-0.01795
0.9437

-0.2O9S8
0.4039

0.39313
0.1065

-0.1142;
0.65ie

-0.31033
0.2101

-0.13303
0.5987

0.29572
0.233S

0.2178S
0.3852

-0.01795
0.9437

1.00000
0.0

-0.55624
0.0165

0.17865
0.4781

-0.4599;
0.0S4E

0.11706
0.6437

0.19S42
0.4614

0.33734
0.1710

-0.22788
0.3631

-0.20958
0.4039

-0.SS624
0.0165

1.00000
0.0

0.27905
0.2621

0.6364C
0.0045

-0.01233
0.9613

0.18960
0.4S11

0.50374
0.0331

0.429S6
0.0752

0.39313
0.106S

0.17865
0.4781

0.27905
0.2621

1.00000
0.0

0.32633
0.1863

0.40540
0.09S1

0.08477
0.7381

0.26919
0.2801

-0.04745
0.8S17

-0.11423
0.6S18

-0.4599S
0.OS48

0.63640
0.O04S

0.32633
0.1863

1.0000C
0.0

0.422S6
0.0806

0.06676
0.7924

0.20341
0.4182

-0.01990
0.9375

-0.02872
'0.9099

-0.46770
0.05O3

0.66349
0.0027

0.31576
0.2018

0.9355'.

-0.05955
0.8144

-0.04521
0.8S36

0.47996
0.0438

-0.38875
0.1109

-0.29590
0.2332

-0.2120S
0.3983

0.51B47
0.027S

0.22130
0.377S

0.17077
0.4 98:

-0.01069
0.9664

0.15834
0.S3O3

-0.31412
0.2043

0.09372
0.7115

0.17923
0.4767

-0.33603
0.1728

0.32779
0.1342

-0.06363
0.8019

-0.2310C
0.3S6-:

-0.072SO
0.7750

0.19863
0.429S

0.10011
0.6927

-0.34244
0.1642

-O.26S30
0.2873

0.17243
0.4939

-0.22467
0.3701

-0.03434
0.8924

-0.2418:
0.333 6

-0.13212
0.6012

-0.25486
0.3074

0.42651
0.0776

0.09442
0.7094

-0.06628
0.7938

0.46023
0.C546

-0.03430
0.892S

0.18496
0.4625

-0.36S47
0.13S5

-0.48187
0.0429

-0.52970
0.0238

-0.11003
0.6638

0.02270
0.9288

-0.01018
0.9680

0.19865
0.4294

-0.29S2S
0.2343

-0.24473
0.3277

-0.099S9
0.694:

-0.57762
0.0121

0.00454
0.9857

0.44892
0.0617

0.048S5
0.8483

-0.00976
0.9693

0.5861S
0.0106

-0.16297
0.5182

0.31137
0.2085

-0.5348:
0.01CS

-0.41670
0.0854

-0.14989
0.SS27

-0.22S87
0.3675

0.00420
0.9868

-0.01637
0.9486

0.51217
0.0298

-0.69302
0.0014

-0.34403
0.1621

-0.9174:

1.00000
0.0

0.08235
0.7453 _

0.0823S
0.74S3

1.00000
0.0

0.38188
0.1179

-0.07279
0.7741

0.38188
0.1179

0.0973S

o.7ooa

o.ooo:

o.ooo:
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Correlation Analysis
Pearson Ccrrclation Coefficients
DELC

KTIF

KANW

COLQ

MONTH

Ho: Rho-0 / N - la

MHPT

CONE

COLQ

TRAN

REPM

-C. 01069
0.9664

-0.072S0
0.77S0

-0.13212
0.6O12

-0.481B7
0.0429

-0.57762
0.0121

-0.41670
D.08S4

-0.2S486
0.3074

-0.52970
0.0238

0.00454
' 0.9857

-0.14989
0.5527

0.42256
0.0806

-0.05955 - 0.8144

0.06676
0.7924

-0.04521
0.8586

C.15834
0.5303

0.19863
0.4295

0.20341
0.4182

0.47996
0.043S

-C.31412
0.2043

0.10011
0.6927

0.42651
0.077 6

-0.11003
0.6638

0.44892
0.0617

-0.22587
0.3675

-0.01990
0.937S

-0.38875
0.-1109

C.09372
0.7115

-0.34244
0.1642

0.09442
0.7094

0.02270
0.9288

0.04855
0.8483

0.00420
0.9868

-0.02872
0.9099

-0.29590
0.2332

C.17923
0.4767

-0.26530
0.2873

-0.06628
0.7938

-0.01018
0.9680

-0.00976
0.9693

-0.01637
0.9486

-0.46770
0.0S03

-0.21205
0.3983

-S.33603
0.1728

0.17243
0.4939

0.46023
0.054 6

0.1986S
0.4294

0.5B61S
0.0106

0.51217
0.0293

0.66349
0.0027

0.S1B47
0.0275

0.32779
0.1842

-0.22467
0.3701

-0.03430
0.8925

-0.29525
0.2343

-0.16297
0.5182

-0.69302
0.0014

0.31576
0.2018

0.22130
0.3775

-0.06363
0.8019

-0.03434
0.8924

0.18496
0.4625

-0.24473
0.3277

0.31137
C.2085

-0.34403
0.1621

0.93556
0.0001

0.17077
0.4981

-0.23100
0.3564

-0.24183
0.3336

-0.36547
0.13S9

-0.09959
0.6942

-0.58482
0.0108

-0.91745
0.0001

1.00000
0.0

0.03698
0.7315

-0.06447
0.7994

-0.20948
0.4041

-0.35989
0.1424

-0.24746
0.3222

-0.60132
0.0083

-0.98993
0.0001

0.08698
0.7315

1.00000
0.0

-0.11372
0.6532

-0.24881
0.3194

0.32811
0.1833

-0.00301
0.9905

0.33606
0.1727

-0.0929S
0.7137

-0.06447
0.7994

-0.11372
0.6S32

1.00000
0.0

-0.0414S
0.8703

0.096S2
0.7032

-0.40638
C.0942

0.08360
0.7416

-0.00016
0.9995

-0.20948
0.4041

-0.24881
0.3194

-O.0414S
0.8703

1.00000
0.0

0.18483
0.4628

-0.38583
0.1138

0.10431
C.6804

0.24046
0.3365

-0.35989
0.1424

0.32811
0.1838

0.09652
0.7032

0.18483
0.4628

1.00000
0.0

-0.08401
0.7403

0.69133
0.0015

0.38099
0.1188

-0.24746
0.3222

-0.00301
0.9905

-0.40638
0.0942

-0.38583
0.1138

-0.08401
0.7403

1.00000
0.0

0.15116
0.5494

0.26858
0.2812

-0.60132
0.0083

0.33606
0.1727

0.08360
0.7416

0.10431
0.6304

0.69133
0.0015

0.15116
0.5494

1.00000
0.0

0.57504
0.0125

-0.98993
0.0001

-0.0929S
0.7137

-0.00016
0.9995

0.24046
0.3365

0.38099
0.1188

0.26858
0.2812

0.57S04
0.0125

1.00000
0.0
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Stepwise Procedure tor Dependent Variable PM2A
Step 1

Variable REPM Entered

R-sq=arc - 0.33364751 C(p) 3.06990338
DF Sum of Squares Mean Square

Regression
Error
Total

1
16
17

F

0.10280851
0.20S32660
0.30613S11

0.10280851
0.01283291

Variable

Parameter
Estimate

Standard
Error

Type II
Sum of Squares

INTERCEP
REPM

1.21432S43
-0.07091220

0.10250031
0.0250S3S4

1.80113008
0.10280851

Prob>F

B.01 0.0121

140.3S
B.01

0.0001
0.0121

F

Prob>F

Bounds on condition number:

Step 2

Variable TRAN Entered

R-sc=are - 0.49296220

C(p) - -3.68312606

DF Sum of Squares Mean Square
Regression
Error
Total

2
IS
17

Variable
INTERCEP
TRAN
REPM
Bounds on condition number::

Step 3

0..1S1B9B96
0,.15623615
0,.30813S11

0.07594948
0.01041574

Parameter
Estimate

Standard
Error

Type II
Sum of Squares

1.57016280
-0.00352693
-0.06341932

0 .188130.18
0 .00162459
0 .02283340

0.725S4221
0.04909045
0.0803S119

1.023382,

Variable COLO Entered

Step 4

R-square - 0.568140E3

69.66 0.0001
0.0464
4.71
7.71
0.0141

F

Prob>F

0. 17S06414
0..13307097
0,.30813511

0.05835471
0.009SOS07

Parameter
Estimate

Standard
Error

Type II
Sum of Squares

F

Prob>F

1.339S5S79
O.OS27360S
-0.00286399
-0.09321818

0 .23263485
0 .03378061
0 .00160899
0 .03118747

0.31S1S729
0.02316518
0.03011S63
0.09427118

33..16
2..44
3..17
9..92

0.0001
0.14O8
0.0968
0.0071

F

Prob>F

3
14
17

Variable
INTERCEP
COLO
TRAN
REPM

6.14 0.0069

15.7S307

2.092146,

R-square - 0.61128S18

C(p) - -1.62396223

DF Sum of Squares Mean Square

S.ll 0.0107

0.,18835843
0.,11977669
0.,30813511

0.0470S961
0.00921359

Parameter
Estimate

Standard
Error

Type II
Sum of Squares

F

Prob>F

1.43222771
-0.139S390S
0.05496470
-0.00365865
-0.09S00625

0,.24168439
0,.11616563
0 .03331034
0 .00171672
0 .03082176

0.323S6078
0.01329429
0.02508642
0.041B4799
0.08754240

35.,12
1..44
2,,72
4 ,S4
9,.50

0.0001
0.2S11
0.1229
0.0527
0.0087

Regression
Error
Total

4
13
17

Variable
INTERCEP
CONE
COLQ
TRAN
REPM
Bounds on condition number :

Prob>F

C[p) - -2.91627119
'. Squares Mean Square

Regression
Error
Total

Variable CONE Entered

F

4.093S29

DF Se

Bounds on condition number:

7.29 0.0061

2.108011,

26.72961
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Step 5

Variable OTHS Entered

R-«q--arc - 0.6487964S

INDEX

MODEL WITH EXTENDED DATA

C (p) - -0.23925474

DF Sum of Squares Mean Square

Bounds on condition

Step 6

Regression
Error
Total

5
12
17

Variable
INTERCEP
OTHS
CONE
COLO
TRAN
REPM
number::

Variable WARH

0.03998339
0.00901818

Parameter
Estimate

Standard
Error

Type 13
Sum of Squares

1.63916249
-0.00008806
-0.19195464
0.OS739362
-0.00447044
-0.09812781

0.30097006
0.00007778
0.12390244
0.03302496
0.00184357
0.03061756

0.26749S36
0.011SS854
0.02164494
0.02723713
0.05302707
0.09263213

Prob>F

4.43 0.0161

Prob>F

29. 66
1..28
2..40
3,.02
S .88
10 .27

0.0001
0.2797
0.1473
0.1078
O.0320
0.0076

4.04

0.0218

F

Prob>F

42.1S917

R-«TJare - 0.68811172

Entered

F

0.19991697
0.10821614
0.30813S11

2.12S247.

12:09 Wednesday, March 2S, 1992

C(p) -

1.11586220

DF Sum of Squares Mean Square
Regression
Error
Total

Bounds on condition

6
11
17

0.21203138
0.09610373
0.30813S11

0.03S338S6
0.00873670

Variable

Parameter
Estimate

Standard
Error

Type II
Sum of Squares

INTERCEP
WARH
OTHS
CONS
COLQ
TRAN
REPM

1.S7389391
0.00000244
-0.00013416
-0.21449094
0.05278417
-0.004S3196
-0.11107230

0.30137672
0.00000208
O.OO00eS99
0.12344606
0.03274034
0.00181533
D.03207629

0.23827S33
0.01211441
0.02126778
C.02637612
0.022708S1
C.0544S152
C.10474S79

:
number:

2.408031

27.,27.
1..39
2,.43
3 .02
2 .60
6 .23
11 .99

0.0003
0.2638
0.1470
0.1102
0.1352
0.0297
0.0053

64.79024

All variables left In the model are significant at the 0.5000 level.
No other variable met the 0.5000 significance level for. entry into the model.
Su=ary of Stepwise Procedure for Dependent Variable PM2A

Entered Removed

r
n

Partial
R-'2

Model
R--2

C(p)

F

Prob>F

REPM
TRAN
COLQ
CONE
OTHS
WARH

1
2
3
4
S
6

0.3336
0.1593
0.0752
0.0431
0.037S
0.0393

0.3336
0.4930
0.5681
0.6113
0.648a
0.6881

-3.0699
-3.6631
-2.9163
-1.6240
-0.2393
1.1159

8..0113
4,.7131
2,.4371
1..4429
1..2817
1 .3866

0.0121
0.0464
0.1408
0.2511
0.2797
0.2638

Variable Number
Step

1
2
3
4
5
6
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Model: MO0EL1

Model Crossproducts X'X X'T Y'Y
INTERCEP
INTERCEP
WARH
OTHS
CONE
COLQ
TRAN
REPM
PM2A

ie
1S50000
22047
4
100.9
1967.1
71.1
16.816

OTHS CONE COLQ
1550000
136877440000
1925848100
349770
8791680
168981140
6240950
1445686.7

22047
192S848100
28935147
4614.7
123388.3
2383294.1
86061.6
20687.099

4
34 9770
4614.7
1.72
23.12
414.78
16.23
3.7002

100.9
8791680
123388.3
23.12
582.75
11004.58
411.5
93.9593

1967.1
168981140
2383294.1
414.78
11004.58
219009.95
7313.48
1820.7097

71.1
62409S0
86061.6
16.23
411.5
7B13.48
301.29
64.9734

16.816
14456B6.7
20687.099
3.7002
93.9593
1820.7097
64.9734
16.018016

X'X Inverse, Parameter Estimates, and SSE
INTERCEP
INTERCEP
WARH
OTHS
CONE
COLQ
TRAN
REPM
PM2A

10.39613318
-0.000013166
-0.001328141
-1.789687689
-0.441127187
-0.05190626
0.2437755447
1.S73893912S

REPM

COLQ
-0.000013166
-0.001328141
4.929838E-10
-9.30O468E-9
-9.30046BE-9 . .8.4633723E-7
-4.546192E-6
0.0004850957
-9.298S19E-7
-9.6241E-7
-1.241097E-8
6.41874E-6
-2.61126E-6
0.0000730448
2.4438104E-6
-0.000134163

-1.789687689
-4.546192E-6
0.OOO48S09S7
1.744242673
-0.025831991
0.0121366241
0.004523122
-0.214490936

-0.441127187
-9.298S19E-7
-9.6241E-7
-0.025831991
0.1226927196
0.0012287884
-0.07441264S
0.0527841704

-0.05190626
-1.241097E-8
6.41874E-6
0.0121366241
0.0012287884
0.0003771921
-0.001441211
-0.004531963

0.2437755447
-2.61126E-6
0.0000730448
0.004523122
-0.074412645
-0.001441211
0.1177809262
-0.111072299

1.5738939125
2.4438104E-6
-0.000134163
-0.214490936
0.0527841704
-0.004531963
-0.111072299
0.096103731
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Dependent V a r i a b l e : PM2A
Analysis of Variance

Source

DF

Sum of
Squares

Mean
Square

Model
Error
C Total

6
11
17

0.21203
0.09610
0.30814

0.03534
0.00874

Root MSE
D e p Mean
C.V.

0 09347
0 93422
LO 00515

R-s 1" are
AdJ R -sq

F Value

Prob>F

4.045

0.0218

0 6881
0 5130

Parameter Estimates

T for HO:

Standard
Error

Parameter-0

Variable

DF

Parameter
Estimate

INTERCEP
WARH
OTHS
CONE
COLQ
TRAN
REPM

3
1
1
1
1
1
3

1.573894
0.000002444
-0.000134
-0.214491
O.0S2784
-0.004532
-0.111072

0.30137672
C.00000238
0.00008S99
0.12344606
0.03274034
0.00181533
0.03207829

5.222
1.178
-1.560
-1.738
1.612
-2.496
-3.463

Squared
Partial
Corr Type I

Squared
Serai-partial
Corr T y p e II

0.00S29794
0.02275009
0.00064331
0.006S6861
0.32458214
0.52151376

0.03931526
0.06902094
0.08S59922
0.07369659
0.17671314
C.33993460

Variable
INTERCEP
WAR.M
OTHS
CONE
COLQ
TRAN
REPM

D

1
1
1
1
1
1

Type I SS

Type II ss

Standardized
Estimate

0.0003
0.2638
0.1470
0.1102
0.13S2
0.0297
0.0OS3

IS.709881
0.001632
C.006973
0.000193
0.001966
0.096S21
0.104746

0.238275
0.012114
0.021268
0.026376
0.022709
0.054452
0.104746

0.00000000
0.2S690311
-0.33S87759
-0.3S226370
0.39378406
-0.51884398
-0.90475028

Squared
Partial
Corr Type 11

Tolerance

Variance
Inflation

0 11194438
0 181200S0
0 21S3S071
0 19112937
0 .36167135
0 .52151376

0 59S69296
0 61181320
0 .68981718
0 47S2S988
0 .65644035
0 .41527704

0.00000000
1.67871717
1.63448S82
1.4496S947
2.10411198
1.S233676S
2.40803104

Prob >

T

Squared
Semi-partial
Corr Type I

0.OOS29794
0.02262956
0.00062S34
0.00638106
0.31324322
0.33993460

Covarlance of Estimates

INTERCEP
WARH
OTHS
CONE
COLQ
TRAN
REPM

0.090827926
-1.150315E-7
-0.000011604
-0.01563S969
-0.0038S3997
-0.0004S349
0.0021297945

-1.1S031SE-7
4.307053E-12
-8.12SS4E-11
-3.971873E-8
-8.12384E-9
-1.08431E-10
-2.2B138E-8

-0.000011604
-8.12S54E-11
7.3941969E-9 :
4.2381373E-6
-8.40829E-9
S.6078624E-8
6.3817089E-7

-0.01S63S969
-3.971873E-8
4.2381373E-6
0.0152389299
-0.000225686
0.0001060341
0.0000395172

COLQ

TRAN

-0.003853997
-8.12384E-9
-8.40B29E-9
-0.000225686
0.0010719298
0.0000107356
-0.0006S0121

-0.00045349
-1.08431E-10
S.6078624E-8
0.0001060341
0.00001073S6
3.29S41S3E-6
-0.000012S91

0.0021297945
-2.28133E-8
6.3817089E-7
0.000039S172
-0.000650121
-0.O0OO12S91
0.0010290169

Correlation of Estimates
INTERCEP
INTERCEP
WARH
OTHS
CONE
COLQ
TRAN
REPM

1.0000
-0.1839
-0.4478
-0.4203
-0.3906
-0.8289
0.2203

-0.1839
1.0000
-0.4553
-0.155C
-0.1196
-0.0288
-0.3427

-0.4478
-0.4553
1.0000
0.3993
-0.0030
0.3592
0.2314

CONE

COLQ

:RAN

-0.4203
-0.1550
0.3993
1.0000
-0.0558
0.4732
0.0100

-0.3906
-0.1196
-0.0030
-0.0558
1.0000
0.1806
-0.6190

-0.8289
-0.028S
0.3592
0.4732
•0.1806
1.0000
-0.2162

0.2203
-0.3427
0.2314
0.0100
-0.6190
-0.2162
1.0000
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Sequential Parameter Estimates
INTERCEP
0.9342222222
0.9938448388
0.959820734
0.962838227
1.0022103328
1.8037843634
1.S73893912S

0
-6.923917E-7
-1.20518E-6
-1.15S81E-6
-7.4SS774E-7
-1.871S99E-8
2.4438104E-6

OTHS

CONE

COLQ

0
0
0.0000638298
0.0000607839
0.0000545321
-0.000065279
-0.000134163

0
0
0
-0,.015921363
-0..010468668
-0..210225445
-0 .214490936

0
0
0
0
-0.012175779
-0.01739004
0.0527841704

0

o
0
0
0
-0.005891084
-0.004S31963

0
0
0
0
0
0
-0.111072299
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Consistent Covariancc of Estimates
INTERCEP

KARH

OTHS

CONE

COLO

TRAN

REPM

0.0185089489
-2.055806E-8
-3.C08S23E-6
0.0023047452
-0.00003365
-0.00007296
-0.001312443

-2.0S58C6E-8
1.414992E-12
-4~.32443E-11
-5.B7576SE-B
1.3465317E-8
-1.35746E.-10
-2.3384S9E-8

-3.608523E-6
-4.32443E-11
3.1798328E-9
B.S088478E-7
-7.044235E-7
S.60B1836E-9
1.5622766E-6

0.0023047452
-5.875768E-8
B.S088478E-7
0.00S8755289
0.0000530157
0.0000170958
-0.000409968

-0.00003365
1.3465317E-8
-7.04423SE-7
0.OOO0S301S7
0.000552370S
-6.71S97SE-6
-0.000603669

-0.00007296
-1.3S746E-10
5.60B1B36E-9
0.0000170958
-6.71597SE-6
1.1001963E-6
-8.91302E-7

-0.001312443
-2.338459E-8
1.5622766E-6
-0.00040996B
-0.000603669
-8.91302E-7
0.0011985512

ACOV
INTERCEP
WARH
OTHS
CONE
COLQ
TRAN
REPM

Test of First and Second Moment Specification
Chlsq Value: 17.492427031
Prob>Chlsq:
0.4215
17

DF:
Dep Var
PM2A
1
2
3
4
S
6

1.0000
1.0330
1.0210
0.8640
0.6630
0.9920

7

o.esao

B
9
10
11
12
13
14
IS
16
17
IB

1.2820
0.8090
1.0010
1.0560
0.8620
0.9370
0.9960
0.9330
0.8820
0.7470
0.6B0C

Predict
Value
0.9360
1.0264
1.0225
0.8712
0.9038
1.0163
0.9S72
1.0999
0.8121
1.0476
0.9745
0.9497
0.9446
0.8698
0.9798
0.9044
0.84S2
0.6047

Sum of Residuals
Sum of Squared Residuals
Predicted Resid SS (Press)

Std Err
Predict
Q.0S0
0.074
0.070
0.076
0.063
0.048
0.062
D.0S4
0.045
C.044
0.031
0.O66
0.061
0.053
0.047
0.0S2
0.043
0.084

Lo-er95»
Mean
C.8761
C.B634
0.8636
C.7046
C.7641
0.9104
0.8207
C.9817
C.7122
0.9515
0.9072
0.8054
0.3106
0.7S22
0.8773
C.7399
0.7510
0.4203

0
0.0961
0.3565

Upper9S%
Mean
1.0960
1.1894
1.1764
1.0378
1.0435
1.1222
1.0937
1.2181
0.9119
1.1440
1.0419
1.0939
1.0787
0.9873
1.0824
1.0189
0.9395
0.7890

Lower9S\
Predict
0.7528
0.7639
0.7656
0.6065
0.65S2
0.7849
0.7103
0.8626
0.5834
0.8206
0.7581
0.6984
0.6991
0.6328
0.7500
0.6690
0.6190
0.3284

Upper9S%
Predict
1.2193
1.2889
1.2794
1.13S9
1.1525
1.2477
1.2041
1.3372
1.0407
1.2749
1.1910
1.2009
1.1902
1.1067
1.2097
1.1398
1.071S
0.8809

std Err
Residual
0.0140
0.00662
-C.00152
-0.00720
-0.0408
-0.0243
-0.0992
0.1821
-0.00306
-0.046B
0.0815
-0.0877
-S.00763
0.1262
-0.04.68
-0.0224
-0.0982
0.O7S3

0.O79
0.057
0.062
0.055
0.069
0.030
0.070
0.077
0.082
C.083
0.088
0.O67
0.O71
0.077
0.081
0.078
0.083
0.042

Student
Residual
0.177
0.116
-0.025
-0.131
-0.595
-0.303
-1.419
2.380
-0.037
-0.566
0.922
-1.316
-0.108
1.646
-0.578
-0.289
-1.182
1.815

-2-1-0 1 2
0.00
0.00
0.00
0.00
0.04
O.OC
0.22
0.39
O.OO
0.01
0.01
0.23
0.00
0.18
0.01
O.OC
COS
1.9:

APPENDIX 8
Survey of Usefulness and Practicability of the Productivity Model
To:

Managers, B H P , Western Port Plant.

From:

Chiu Y. Wong, Doctoral Candidate, Dept. of Management, University of
Wollongong.

Date:

3rd April, 1992.

Subject:

Survey on the usefulness and practicability of the productivity
model.

1. SURVEY PREAMBLE
This survey is designed to obtain information about how you, as a manager,
react to a proposed productivity model. This model has been developed and tested using
operational plant data from B H P , Western Port. The survey tests your views on both
the U S E F U L N E S S and P R A C T I C A B I L I T Y of the productivity model.
I would sincerely appreciate it if you would take approximately fifteen minutes
of your time to read and answer the following questions. All answers will be kept in
strict confidence and individual responses will not be used for any further analysis.
This survey requests you to put a rating against a series of statements concerning
the way you as a manager could manage aspects of productivity.
The responses to the survey are based on "Likert" scales, and an example of a
Likert scale response to a proposition is as follows:
Statement:

Strongly
agree

Agree

(5)

(4)

Neutral or Disagree
N o view

Strongly
disagree

Hot rolled is the most
basic product among the
7 M A N C A T s at B H P
Western Port Plant
(3)

(2)

Rating Instructions:
If you strongly agree with the above statement, you circle (5).
If you moderate agree with the above statement, you circle (4).
If you have no view or neutral with the above statement, you circle (3).
If you moderate disagree with the above statement, you circle (2).
If you strongly disagree with the above statement, you circle (1).

(1)

8.2

2.

SURVEY QUESTIONNAIRE

T h e following survey is intended to test the acceptability of the proposed
productivity model for Western Port Plant in two major aspects as follows:-

(1) Issue 1 (PRACTICABILITY) :
This judgement asks you to focus on whether you could increase or decrease
a particular factor. (For example, statement N o . 1 asks if you could
increase inventory turnover.) It is N O T a judgement about whether it is
useful or not, but whether you could D O it.

(2) Issue 2 (USEFULNESS) :
This judgement asks you to focus on the W O R T H or V A L U E of that same
proposal. It is not a judgement about whether the proposal is practicable or
not, but whether it is U S E F U L if implemented.
Following is a brief s u m m a r y explanation of the terms which are the proposals
to be tested.
Table of explanations
T A B L E 1 :- Propositions
Proposition to be Tested

Definition of the Concept

1. Inventory turnover.

costs of goods sold (month)
inventory level that month

2. Packed stock.

Actual number of packed tonnes for that month

3. Employee turnover.

employees resigned that month
total workforce that month

Monthly actual count of numbers
4. Medical treatment frequency rate.
5. Over-time hours.

(Overtime/per person/per month) x (Actual head
counts that month)

6. Personnel manning.

Average head count(s) for that month

7. Delivery performance.

actual despatched tonnes
planned despatches tonnes

8. Man-hours per tonne.

total man-hours expended
tonnes produced

9. Consumable equipment.
(as defined by Western Port Plant)

Actual monthly costs reported

10. Costs of quality failure.

Summation of actual costs of:
Scrap, downgrade, claims, non-standard process

11. Transport costs.

sum of (delivery cost+freight inward+handling)
total despatches tonnes

12. Repairs and maintenance.

Actual costs as reported in the financial monthly
summary
.

8.3

Assumption 1:
In the model to be tested, it is assumed that productivity is measured as:
p

, ..
ro uc vi y

contributions ($) of product despatches for a month
actual total manufacturing costs for that month

Assumption 2:
The target improvement of a productivity control measure is set at 1 0 % change
level (ie Y o u could achieve up to 1 0 % change in the 12 selected key control
measures, as listed in Table 1).

Assumption 3:
For a 1 0 % change in a S I N G L E management factor (eg Transport Costs),
forecast productivity improvement ranges are as follows:-

NO CHANGE/NOT SIGNIFICANT IMPROVEMENT : 0% — 0.5%
SMALL IMPROVEMENT

: 0.5% — 2%

MEDIUM IMPROVEMENT

: 2% — 4%

LARGE IMPROVEMENT

: over 4%

Your are n o w requested to rate a series of propositions which link a specific
management control option to a productivity outcome.
Each proposition is based on the test results obtained for this productivity model
using actual plant data obtained from the 28 months of Western Port Plant operations
until December 1991.

8.4

QUESTIONNAIRE:
Proposition
Statement of the
Proposition

Rating No. 1

Rating No. 2

Practicability Rating

Usefulness Rating

Highly Practical — Not Practical Highly Useful — Not Useful

No. 1
If inventory turnover is defined
asIT =
Costs of Goods Sold(Month)
Inventory Level that month
PROPOSITION:If IT is increased by 10%, then
the estimated productivity change
will be less than 0.5% (NO
SIGNIFICANT
(5) (4) (3) (2) (1) (5) (4) (3) (2) (1)
IMPROVEMENT)
No. 2 :
If Packed tonnes is defined as
actual number of tonnes packed
(without changing manning or
overtime worked),
PROPOSITION:If packed tonnes is increased by
10%, then the estimated
productivity change will be less
than 0.5% (NO SIGNIFICANT
(5) (4) (3) (2) (1) (5) (4) (3) (2) (1)
IMPROVEMENT)
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Rating No. 1

Rating No. 2

Practicability Rating

Usefulness Rating

Proposition
Statement of the
Proposition

Highly Practical — Not Practical Highly Useful — Not Useful

No. 3 :
If employee turnover is
defined as E T =
Employees Resigned that month
Total workforce that month
PROPOSITION:If ET is reduced by 10%, then the
forecast productivity change will
be less than 0.5%
(NO SIGNIFICANT
(5) (4) (3) (2) (1) (5) (4) (3) (2) (1)
IMPROVEMENT)

No. 4 :
If workers' medical-treatmentinjury frequency rate is defined as

MT =
Monthly actual count of injury
numbers,
PROPOSITION:IfMT is reduced by 10%,
then the forecast
productivity change will
be less than 0.5%
(NO SIGNIFICANT
IMPROVEMENT)

(5) (4) (3) (2) (1) (5) (4) (3) (2) (1)
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Proposition
Statement of the
Proposition

Rating No. 1

Rating No. 2

Practicability Rating

Usefulness Rating

Highly Practical — Not Practical Highly Useful — Not Useful

No. 5 :
If over-time hours is defined as

OT =
(Overtime/per person/per
month) x (Actual head
counts),
PROPOSITION:If OT is reduced by 10%, then the
forecast productivity change will
be 1.2%
(5) (4) (3) (2) (1) (5) (4) (3) (2) (1)
(SMALL IMPROVEMENT)
No. 6 :
Assuming constant operations, if
personnel manning is defined as

PM =
Average actual monthly head
counts,
PROPOSITION:If PM is reduced by 10%, then the
forecast productivity change will
be less than 0.5%
(NO SIGNIFICANT
(5) (4) (3) (2) (1) (5) (4) (3) (2) (1)
IMPROVEMENT)
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Proposition
Statement of the
Proposition

Rating No. 1

Rating No. 2

Practicability Rating

Usefulness Rating

Highly Practical — Not Practical Highly Useful — Not Useful

No. 7 :
If delivery performance is defined
asDP =
Actual despatched tonnes
Planned despatches tonnes
PROPOSITION:If DP is increased by 10%, then
the forecast productivity change
will be less than 0.5%
(NO SIGNIFICANT
IMPROVEMENT)

(5) (4) (3) (2) (1) (5) (4) (3) (2) (1)

No. 8 :
If man-hours per tonne is defined
asMT =
Total man-hours expended
Tonnes produced that month
PROPOSITION:If MT is reduced by 10%, then the
forecast productivity change will
be 3.3%
(5) (4) (3) (2) (1) (5) (4) (3) (2) (1)
(MEDIUM IMPROVEMENT)
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Proposition
Statement of the
Proposition

Rating No. 1

Rating No. 2

Practicability Rating

Usefulness Rating

Highly Practical — Not Practical Highly Useful — Not Useful

No. 9 :
If consumable equipment is
defined as C E = actual costs
defined and reported by the
Western Port Plant,
PROPOSITION:If CE is reduced by 10%, then the
forecast productivity change will
be 0.5%
(5) (4) (3) (2) (1) (5) (4) (3) (2) (1)
(SMALL I M P R O V E M E N T )
Note: See next section for
No.10.
No. 11
If transport cost is defined as T C
= the sum of:
delivery cost, freight inward cost
and handling cost divided by the
total despatched tonnes,
PROPOSITION:If TC is reduced by 10%, then the
forecast productivity change will
be 3.6%
(5) (4) (3) (2) (1) (5) (4) (3) (2) (1)
(MEDIUM IMPROVEMENT)
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Proposition

Rating No. 1

Statement of the Practicability Rating
Proposition

Rating No. 2
Usefulness Rating

Highly Practical — Not Practical
Highly Useful — Not Useful

No. 12 :
If costs of repairs and maintenance
is defined as R M =actual costs as
reported in the financial monthly
summary of Western Port Plant,
PROPOSITION:If RM is reduced by 10%, then the
forecast productivity change will
be 3.5%
(5) (4) (3) (2) (1) (5) (4) (3) (2) (1)
(MEDIUM IMPROVEMENT)
No. 13 :
Multiple use of management
controls proposition:If two (or more) of the above
control variables are improved
simultaneously, then productivity
should be improved by
approximately the sum of the two
(or more) individual effects.
[Except where control variables
are strongly correlated (eg Costs of
quality failure and Costs of
Repairs & maintenance)]

(5) (4) (3) (2) (1) (5) (4) (3) (2) (1)
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A special case: COST OF QUALITY FAILURE
One of the indicators tested by the model was "cost of quality failure". The
Western Port data suggested a puzzling relationship namely:- cost of quality failure is
directly related to productivity improvement (ie as cost of quality failure increase,
productivity increases.).
The terms "cost of quality failure" is defined as QF = Summation of actual cost
of: scrap, downgrade, claims, and non-standard process.
There are a number of alternative explanations as to why this relationship may
have occurred. W e would appreciate your opinion as to which of them is most likely to
be the underlying explanation for this trend.
PROPOSITION:Please rate the following alternative causal explanations on which one is more
appropriate.

My rating of the appropriate explanation for the "cost of quality failure" relationship
Rating
(Rate as 1 — 4 in order
of plausibility)
The possible alternative causal explanations are as follows:(1) It does not make sense (ie the findings are basically incorrect or
misleading).
(2) It reflects the fact that increased cost of quality failure are based on
greater care/detection of quality, hence higher productivity occurs
because "early mistakes" are being detectedfirstup, and this process
creates higher productivity outcomes.
(3) It reflects the fact that production processes at the Western Port Plant
are not yet statistically stable, though m u c h work is being carried out
to bring them into a state of statistical stability. A s yet, they are not
"capable" in the total quality management sense. Thus when they are
pushed towards the limits of their output capacities it can be expected
that increased problems with quality will arise and thus lead to higher
"cost of quality failure". Thus, periods of high productivity are also
periods where higher costs of low quality arise.
(4) Other explanation(s) (Please fill in)

APPENDIX 9
Western Port Plant Monthly Report

Note $ values have been deleted in accordance with confidentiality agreeme

B.H.P. - SHEET AND COIL PRODUCTS Sch. Tl
WESTERN PORT ANALYSIS OF TOTAL EXPENDITURE
YEAR ENDED MAY 1990
l.PRODUCriVE MATERIALS
ALUMINIUM
ATM REBATE
DROSS
HOT STRIP ex HSM
HOT STRIP ex PK
HOT STRIP PRICE CONCESSION
IMPORTS CPD (IMPORTED FEED)
LEAD
PRODUCT SCRAP
SLAB ex SPPD
STOCK PROFIT
ZINC
PAINT AND CHEMICALS
RAW COIL EX CSP TO HCPF
VINYLADHESrVES ANDSOLVENTS

TOTAL PRODUCTIVE MATERIALS :
la. PACKING MATERIALS
FRAME MAKING EXPENSE
OTHER PACKING MATERIALS
PACKING PAPER
PACKING SHEETS
PACKING TIMBER
STRAPPING

TOTAL PACKING MATERIALS :
2. OPERATING SUPPT TFS & SERVICES
ACID
COMPRESSED AIR
ELECTRICITY - EC
ELECTRICITY - M D GAS : HYDROGEN
LIQUID NITROGEN
NATURAL
NITROGEN
OXYGEN
OPERATING SUPPLIES & STORES
ROLLING OILS
STANDBY CHARGES CIG & SHORTFALL
STEAM
WATER: ADDITIVES
:FRESH
:SALT
UNCLASSIFIED

TOTAL PACKING MATERIALS :

9.2

£:H.P. - SHEET AND COLLv PRODUCTS Sen. T1
WESTERN PORT ANALYSIS OF TOTAL EXPENDITURE
YEAR ENDED MAY 1990 $
2a. MAINTENANCE
ENGINEERING SUPPLIES & STORES
MAINTENANCE LABOUR
AUTHORIZED JOBS
CAPITAL CHARGED TO REVENUE

TOTAL MAINTENANCE:
3. DIRECT TRADING COSTS
COMMERCIAL REBATE
COMMISSION
DEFECTIVE MATERIALS
DELIVERY CHARGES
EXCHANGE VARIATION
ROYALTIES EXPENSE
SALES DISCOUNTS

TOTAL DIRECT TRADING COSTS :
4. PERSONNEL EXPENDITURE
HOLIDAY PAY: SALARIES
: WAGES
LONG SERVICE LEAVE : SALARIES
: WAGES
NON STAFF LABOUR
PAYROLL TAX
PAYROLL TAX ON EMPLOYEE BENIFITS
PROVISIONS OTHER
PUBLIC HOLIDAY PAY : WAGES
SALARIES
SICK PAY : WAGES
SUPERANNUATION : SALARIES
: WAGES
WORKERS COMPENSATION

TOTAL PERSONNEL EXPENDITURE:
5. DEPRECIATION OF FDCED ASSETS

6. CONSUMABLE PLANT USAGE

7. ALLOCATED CHARGES

9.3

B.H.P. - SHEET AND COIL PRODUCTS Sch. Tl |
WESTERN PORT ANALYSIS OF TOTAL EXPENDITURE
YEAR ENDED M A Y 1990
8. OTHER PERIOD COSTS
ACCOMODATION & TRAVEL
ADVERTISING
BANK CHARGES
CAPITAL DESIGN TIME
CAR EXPENSES
CHAPLAINCY
COMPUTER MAINTENANCE
CONSULTANTS FEES
CONTRACT OFFICE CLEANING
COUNCIL RATES
DONATIONS
EDP EQUIPMENT RENTAL
EDP STATIONERY
FACTORY REGISTRATION
FOOD & KITCHEN
HIRE EQUIPMENT
HIRE SERVICES
INCENTIVE BONUSES
INSURANCE CLAIMS
INSURANCE PREMIUMS
LABORATORY
LAND TAX
LAUNDRY & TOWEL SERVICES
LEGAL EXPENSES
LIBRARY
LOCAL VEHICLE HIRE
LONG SERVICE AWARDS
MEDICAL EXPENSES
MICROFILM/MICROFISCH
MINCOM PRICE VARIANCE
NON-DEDUCTIBLE ENTERTAINMENT
NON-TRADING INCOME
OFFICE EQUIPMENT LEASE
OFFICE EQUIPMENT SERVICE
OVERSEAS TRAVEL
OVERTIME MEALS
PATENTS
PAYROLL MAKE-UP
PERSONAL COMPUTER/WORD PROCESSING
PERSONNEL DEVELOPMENT
POSTAGE & DUTY STAMPS
PRODUCT SAMPLES
PROMOTIONS & PUBLICATIONS
PROTECTIVE CLOTHING
RECRUITMENT EXPENSES
RELOCATION EXPENSES
RENTED HOUSING EXPENSES
R&D PROJECT EXPENSES

$
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B;H.Pv- SHEET A N D COIL, PRODUCTS Sch. Tl

AYESTERNPORT ANALYSIS OF TOTAL EXPENDITURE
YEAR ENDED M A Y 1990
8. OTHER PERIOD COSTS (continued...)
SAFETY
SAFETY AWARDS
SALES TAX ON PRINTING MATERIALS
SETTLEMENT DISCOUNTS
STAFF UNIFORMS
STATE GOVT. LICENSES
STATIONERY & OFFICE SUPPLIES
STORES ADJUSTMENT
STORES OBSOLECENCE
SUBSCRIPTIONS - MEMBERSHIP
SUBSCRIPTIONS - PUBLICATIONS
SUGGESTION BONUSES
SUNDRY FREIGHT
TECT-A-TANK
TELEPHONE & TELEX
UNCLASSIFIED
WATER TREATMENT
WAYLEAVE
WORKS CARTAGE
WORKS CLUB SUBSIDY
WORKS MAGAZINE PRINTING
ALLOCATIONS

TOTAL OTHER PERIOD COSTS:
9. TRANSFERS INTER-DIVISIONAL
SALES :PK to WP -SEMI PROCESSED FEED
-PK MATERIAL RETURNED TO WP
:WP TO PAINTLINES
:WP TO LAMINATING LINE
:OFD PAINTING SERVICE CHARGE
CLAIMS :WP SALES TO LAMINATING LINE
COST FLUCTUATION RESERVE
TRANSFERS :WP to PK -HOT STRIP
-COLD REDUCED
-PACKING SHEETS
-WP MAT.RETURNED TO PK
-OTHER
:WP to OFD -PACKING SHEETS
OFD CALENDER MONTH ADJUSTMENT
OFD YEAR END ADJUSTMENT
WATER TREATMENT CHARGED TO WP OFD

TOTAL TRANSFERS INTER-DIVISIONAL:

$
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B.H.P. - SHEET AND COIL PRODUCTS Schu Tl
WESTERN PORT ANALYSIS OK TOTAL EXPENDITURE
YEAR ENDED MAY 1990 $

10. INTERNAL REALLOCATIONS
MAINTENANCE LABOUR
OTHER

TOTAL INTERNAL REALLOCATIONS:

11. VARIANCE IN STOCK LEVELS
FINISHED STOCK
WIP

TOTAL VARIANCE IN STOCK LEVELS:

12. ABNORMAL CHARGES

13. BOUNTIES RECEIVABLE
GRAND TOTAL EXPENDrTURE

Plus: CORPORATE CHARGES
PROFIT/LOSS (-)
Less ABSORPTION COSTING ADJUSTMENT

GROSS SALES INCOME

APPENDIX
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Analysis of Responses to Question No. 10 of the Questionnaire
Ignoring for the m o m e n t the data problems raised in Section 4.7.1, statistical
tests were carried out to see whether there were any significant differences in the
respondents' ranking of "explanations" (1), (2) and (3). The test used is the
Wilcoxon Matched-Pairs Signed Ranks" test. It is a non-parametric test (ie, does not
depend on any assumptions about the statistical distributions underlying the data) and
it is appropriate where scores for two different items are allocated by each of a set of
people. The null hypothesis ( H O ) is that the two sets of scores come from the same
population (ie, in this case, the group of managers as a whole do not consider one
"explanation" to be more plausible than another).
The pairwise comparisons of "explanations" (1), (2) and (3) are shown on the
following pages. Regarding the "Tcrit", it is the critical value of T for a two tailed test
at the 0.05 (ie, 5 per cent) significance level and is obtained from available statistical
tables. A two tailed test is used because there is no a priori knowledge of which
m e m b e r of a pair of explanations is likely to be considered the more plausible; the
comparison could go either way. The 5 per cent significance level is that usually used
in statistical testing.
The result of the tests is that there are no significant differences in the
managers ratings of the plausibilities of "explanations" (1), (2), and (3). N o tests
were m a d e for (4) because of the small number of responses to that alternative and the
clear evidence that that "explanation" was not interpreted by the managers in the way
intended by the experimenter.
I. Question 10, responses to explanations (1) a n d (2):
Wilcoxon Matched-Pairs Signed Ranks Analysis
Plausibility Rating
Difference
—Signed
(2)
(1)

Case N o

2
1
2
2
2
1
3
3
4
4
2
4
3
1
2

1
2
3
4
5
7
8
9
10
11
12
13
14
16
17

1
3
1
4
3
1
2
1
1
4
1
1
1
4
1

1
-2
1
-2
-1
0
1
2
3
0
1
3
2
-3
1
Sums

n
T
Tcrit
T

=
=
=

Rank

5.5
-10.5

5.5
-10.5
-5.5
-1.5

5.5
10.5

14
1.5

5.5
14
10.5

-14
5.5
-42

15
42
25
(Significance level 0.05, two tailed)
> Tcrit, so no significant difference between responses to (1) and (2).

78
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II. Question 10, responses to explanations (1) and (3):
Wilcoxon Matched-Pairs Signed Ranks Analysis
Plausibility Rating
(2)
(D
Difference
—Signed

Case N o

1
2
3
4
5
6
7
8
9
10
11
12
13
14
16
17

2
1
2
2
2
4
1
3
3
4
4
2
4
3
1
2

4
2
4
1
1
1
1
4
2
1
1
3
1
4
3
2

-2
-1
-2
1
1
3
0
-1
1
3
3
-1
3
-1
-2
0
Sums

n
T
Tcrit
T

Rank

-11
-6
-11

6
6
14.5
-1.5

-6

6
14.5
14.5

-6
14.5

-6
-11

1.5
-58.5

77.5

=
=
=

16
58.5
29
(Significance level 0.05, two tailed)
> Tcrit, so no significant difference between responses to (1) and (3).

III. Question 10, responses to explanations (2) and (3):
Wilcoxon Matched-Pairs Signed Ranks Analysis
Plausibility Rating
—Signed
Difference
(2)
(1)

Case N o

1
3
1
4
3
1
2
1
1
4
1
1
1
4
1

1
2
3
4
5
7
8
9
10
11
12
13
14
16
17

4
2
4
1
1
1
4
2
1
1
3
1
4
3
2

-3
1
-3
3
2
0
-2
-1
0
3
-2
0
-3
1
-1
Sums

n
T
Tcrit
T

=
=
=

Rank

-12
4.5
-12
12
8
-1.5

-8
-4.5

1.5
12
-8

-12
4.5
-4.5
-62.5

15
42.5
25
(Significance level 0.05, two tailed)
> Tcrit, so no significant difference between responses to (2) and (3).
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A P P E N D I X 11
BHP SCPD'S Mission, Vision and Key Strategies

MISSION

T o contribute to the creation of shareholder
wealth by creating and maintaining world
competitive customers through manufacturing
and marketing in Australia and Internationally a
range of flat sheet metal products with an
emphasis on high value added.

11.2

VISION
The vision for S & C P is that of the Australian flat products producer which is
— highly profitable, through being Internationally cost competitive
— market focused and meeting customer needs for quality and service
— run by involved, committed employees at all levels
— operating at 2.8 mt/a mainly value added flat products
— at the leading edge of value added flat products technology
— securing its future through innovation, constant internal improvement
and expansion of the market for sheet steel

RATIONALE
Attaining the vision would allow S & C P in a rapidly changing future environment to:
— provide a secure and satisfying work environment, and attract human resources
and capital necessary to sustained growth
— nurture and grow existing customers, and win new customers, through
understanding and meeting their needs
— attain cost competitiveness through
— securing full scale economies from existing investment
— meeting a high rate of change through continued ingtemal improvement
— lead in technology to exploit opportunities not react to threats
— sustain volume through market growth and maximise pull through of feed from
other B H P Steel Divisions.

V

11.3

r

^—
KEY STRATEGIES

The S & C P vision will be achieved through implementing seven
strategic thrusts.
1. Provide excellent delivery performance to the domestic and export
market
2. Maximise returns in the domestic and export markets through
pricing and emphasis on differentiated value-added products
3. Improve delivered product quality
4. Reduce the cost of goods sold
5. Continuous pursuit of opportunities for market growth
6. Provide a safe satisfying and secure working environment
7. Improve management and employee skills

