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A p-adic-valued function on the p-adic integers has a continuous derivative, 
Mahler showed, whenever its interpolation coefficients decay at a certain rate. It 
is shown here that Mahler’s decay condition is equivalent to the strict differen- 
tiability of the function. There is a discussion of the Banach-space structure of the 
space of strictly differentiable functions. It is shown, moreover, that there is no rate 
of decay common to all functions with continuous derivative. Specifically, given 
any decay condition, there exists a function with derivative identically zero, 
whose interpolation coefficients decay more slowly. 
1. INTRODUCTION 
In his fundamental paper [2] and in his book [3], Mahler developed a 
method for the explicit study of continuous functions on the space Z, of 
p-adic integers with values in a complete p-adic field. He found a sufficient 
condition, in terms of a certain series expansion, that a function should 
possess a continuous derivative, and he asked whether one could find 
necessary conditions of a similar sort. 
In the second section of this paper, we show that Mahler’s condition is 
equivalent to strict differentiability in the sense of Bourbaki [l]. After the 
fact, this result is perhaps to be expected. It has long been known that strict 
differentiability is the hypothesis most useful for geometric applications, 
such as the inverse function theorem; indeed, one may say that the classical 
usefulness of continuous differentiability comes about because that notion 
fortuitously coincides with strict differentiability in the classical case. In the 
third section, we use a construction of van der Put to study the Banach space 
of strictly differentiable functions. In the fourth section, we construct 
examples suggesting that continuous differentiability cannot be characterized 
by any condition of the sort envisioned by Mahler. 
Professor R. Bojanic has kindly called to my attention the work of 
D. Barsky, “Fonctions k-lipschitziennes sur un anneau local et polyn6mes 
a valuers entitfres,” Bull. Sot. Math. Fr. 101 (1973), 397-411. In that paper, 
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strict differentiability (and of any higher order) is characterized by what 
amounts to Mahler’s decay condition (and over more general rings). The 
proof given here in Theorem 1 is simpler, since a change of variables permits 
the interpolation coefficients of the Newton quotient to be calculated 
formally; this works for higher derivatives as well, but only for the p-adic 
integers. 
In this paper, all functions defined on the space Z, of p-adic integers will 
take their values in a fixed but unspecified field K that is a complete rank-one- 
valuation extension of the field of p-adic numbers. The absolute value 1 x j 
for K is normalized by j p 1 = p-l. 
2. STRICT DIFFERENTIABILITY AND MAHLER'S DECAY CONDITION 
Let V denote the space of continuous K-valued functions on Z, , provided 
with the Banach norm llfilv = sup If(y In his fundamental paper [2], 
Mahler showed that the functions (@ = y(y - 1) **. (y - n + 1)/n! , 
n = 0, I,..., form an orthonormal basis for the Banach space VZ. That is, 
every f~ ?Z can be represented as an interpolation series f(y) = C a,(z), 
where each a, lies in K, 1 a, I + 0, and /lfllV = sup 1 a, I. The interpolation 
coefficients are calculated by the familiar formula a, = C (- 1)+i (;) f(i). 
Mahler showed, moreover, that if the interpolation coefficients off satisfy 
the decay condition n j a,, I --+ 0, then the function f possesses a continuous 
derivative on Z, . And he posed the problem of finding necessary and 
sufficient conditions, in terms of its interpolation coefficients, for the con- 
tinuous differentiability of a function. In this section, we show that Mahler’s 
decay condition is equivalent to the stronger condition that the function be 
strictly differentiable. Recall that a function f: Z, + K is said to be strictly 
differentiable if the Newton quotient (f(y) - f(x))/(y - x), defined for 
x # y, can be extended to a continuous function on the product space 
n, x n,. 
In order to relate it to strict differentiability, it is convenient to rephrase 
Mahler’s condition. Define y0 to be 1. If n is a positive integer, define Y,, to be 
the leading term asps, 0 < a, < p, in the expansion of n to the base p. Then, 
for n > 0, one has evidently n/p < 1 yn 1-l < n and also I yn 1-l = 
max{] j 1-l 1 1 ,( j < n}. Thus n j a, I -+ 0, if and only if I an/Yn I --+ 0, if 
and only if 1 ai+j+l/j + 1 I -+ 0 as i and j approach infinity. It is the last 
equivalent form that will be used in the proof that follows. 
THEOREM I. Let f be a continuous function on Z, , with interpolation 
coejicients a, . Then n 1 a,, [ -+ 0 if and only iff is strictly dzxerentiable. 
Proof. By a literal copying of Mahler’s argument, it follows that the 
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functions (f)(T), where i and j are nonnegative integers, make up an ortho- 
normal basis for the space of continuous functions on Z, x Z, . The same is 
true, therefore, of the functions (I), where u = y and u = x - y - 1. 
Thus, every continuous function g(y, X) on Z, x Z, can be expanded as an 
interpolation series g( y, X) = & pij(:)(Y), where 
/Iii = c (- l)i+j-m-n (A)( ; ) g(m, m + n + l), 
m.lL 
and 1 fiii 1 -+ 0 as (i, j) approaches infinity along the complements of finite 
sets. 
Assume that f is strictly differentiable, and let g(u, X) be the continuous 
function of two variables, such that g(y, X) = (f(u) - f(x))/( y - X) if 
y # x. Let C &(y)(y) be the interpolation series for g. We shall show that 
Bif = ai+j+lU + 1; once this is done, Mahler’s decay condition follows from 
the nullity of /Iii . 
Now for fixed (i,j), the pairs (m, m + n + 1) in Z, x 12, are bounded 
away from the diagonal, when 0 < m d i and 0 < n < j. Moreover, if 
(y, x) is restricted to the complement of a neighborhood of the diagonal, the 
series C a& - x)“((i) - (3) converges uniformly to (f( JJ) - f(x))/( y - x). 
Therefore 
(f(m) -ftm + n + l>M-n - 1) 
= - jl aktn + 11-l (( y ) - (” + c + ‘)) 
= ,fl cn + l1-l ak $ (” ; ‘)(,” I) 
From this, it follows that 
But it is easily seen that 
;@ t-lY+i-m-n ($( ;)(,: ,)(,” J 
is equal to 1, if j = 1 - 1 and i = k - I; and is equal to 0 otherwise. Thus 
the sum for plj contains only the nonzero term at+j+,/j + 1. 
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The proof that the decay condition implies strict differentiability is 
essentially included in a uniformity statement in Mahler’s proof of continuous 
differentiability. Alternatively, one may simply define a function on the 
product by the uniformly convergent series C ~l~+~+~(j + 1)-l(r)(y), and verify 
as above that it yields the Newton quotient away from the diagonal. 
COROLLARY 2. Zf f is strictly difirentiable, then sup+0 / an/yn 1 = 
suPu+;a: U(v) -f(x))l(y - x)1. 
Proof. Let g(y, x) be the continuous extension of the Newton quotient. 
Then, since the complement of the diagonal is dense, 
y+z Itf(Y) -ftX>>/(Y - XII = SUP I g(Y, X)l = SUP I ai+j+& + 1 j 
= SUP I 4yn I. 
n>o 
In order to indicate in what sense Theorem 1 can be said to answer 
Mahler’s question, it is necessary to investigate the relationship between 
strict and continuous differentiability. For this purpose and also for the 
purposes of the next section, it is convenient to use the remarkable con- 
struction of van der Put [4]. Define x0 to be the characteristic function of pZ, . 
If n > 0, define x,, to be the characteristic function of (y E Z, 1 / y - n I < l/n}. 
Then the functions xn, for n = 0, l,..., form an orthonormal basis for %?. 
The coefficients of the expansion f( y) = 2 bnxn( y) are calculated by the rule: 
If n < p, then b, = f(n); if n 2 p, then b, = f(n) - f(n - yn). If f(y) = 
2 b,xn( y) is any continuous function, then the van der Put antiderivative sf 
off is defined to be the continuous function jj( y) = C b,,yn( y)( y - n). 
PROPOSITION 3. The function sf is strictly dtrerentiable with derivative f 
Proof. By enumerating cases, one shows that / xn( y)(y - n) - 
x~(x>(x - n) - xn(xo)(y - x)1 < / y - x I, for all y, x, and x,, . Moreover, 
if n > 0, and / x - x0 / < l/n, and / y - x,, / < l/n, then xn( y)( y - n) - 
x~(x)(x - n) - xn(xo)(y - x) = 0. Likewise, if 1 x - x0 I < 1 and 
I y - x0 j < 1, then xo(y)y - x0(x)x - xO(xo)(y - X) = 0. From this it 
follows that if N is a positive integer, and I y - x0 j < l/N, and I x - x0 ( < 
l/X then I Sf(y) - sf<x> -ftxo)tv - 4 G I Y - x I su~,>~ I b, I. Since 
\ b, / is a null sequence, it follows that Jfhas strict derivativef. 
COROLLARY 4. Every continuous function is a strict derivative. Zf f is 
continuously dtrerentiable, then f = g + h, where g is strictly differentiable 
and h has derivative identically zero. 
Proof, Take g = 1 (f’) and h = f - g. 
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3. THE SPACE OF STRICTLY DIFFERENTIABLE FUNCTIONS 
Denote by %‘l the space of strictly differentiable functions on Z, . For 
f E W, define ]lf]lVl to be the maximum of I f(0) and SUP,+~ I(f(v) - 
f(x))/(y - x)1. This evidently defines a norm on V. By Corollary 2 and the 
remarks preceding Theorem 1, this norm is equivalent to the norm which 
assigns to f the greater of / a,, j and sup n / a, (. This latter norm is evidently 
complete, so that V1 is a Banach space. 
PROPOSITION 5. The functions yn(h) form an orthonormal basis for @. 
Proof. The orthonormality is the content of Corollary 2. The ability to 
represent f(v) = C a,~,(:) is a consequence of Theorem 1. 
This basis does not seem to be so effective as van der Put’s for exhibiting 
the finer structure of W. 
LEMMA 6. For any 01 and j3, the V-norm of qnxn(y) + /3xn(y)(y - n) is 
equal to supil 01 I, I B I). 
Proof. First assume n = 0. The value of the function at 0 is ol; the value 
of the Newton quotient at (p, 0) is /3. So the V-norm is at least sup{/ 01 1, j ,B I}. 
If x and y are distinct units, then the Newton quotient has value 0 at (v, x). 
If x and y are distinct nonunits, the Newton quotient has value /3 at (y, x). 
If x is a unit and y is a nonunit, then the absolute value of the Newton 
quotient at (y, x) is I oi + fly I < sup{1 01 I, I /3 I>. 
Next assume n > 0. Then the function vanishes at 0. The value of the 
Newton quotient at (n, n - yn) is cr; its value at (n + py,, , n) is ,fL So the 
P-norm is at least sup{] 011, j /3 I}. If / y - x / < l/n, then the Newton 
quotient at (u, X) is either /3 or 0. If neither j y - n I nor / x - n I is less than 
l/n, then the Newton quotient is 0. If / y - n / < l/n but / x - iz I > l/n, 
then the Newton quotient has absolute value / CII + pz I 1 yn j/I y - x I 
where z = (y - n)/m , Now I yn 1-l < n and is the greatest such p-power. 
Thus / z I < 1 and I yn I < I y - x I; so finally the Newton quotient has 
absolute value at most j (II + pz I < sup{1 01 I, j p I}. 
THEOREM 7. The functions y,,x,,( y) and x,J y)( y - n) form an orthonormal 
basis for W. 
Proof. By Lemma 6, it suffices for orthonormality to show that 
The demonstration is modelled on the corresponding proof given in [4] that 
the functions xn are orthonormal in %?. The value of the sum at 0 is 01~. 
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The value of the derivative at 0 is /IO. Thus the V-norm of the sum is at least 
sup{] 01~ /, I f10 I}, which, by Lemma 6, is the %P-norm of the 0th term, And 
therefore the norm of the sum from 0 to M is not less than the norm of the 
sum from 1 to M. Likewise, if 1 < k < M, and we are considering the 
5Y1-norm of the sum from k to M, then by evaluating the derivative at 
k, we obtain Pk ; and by evaluating the Newton quotient at (k, k - yk), 
we obtain ak . So the %P-norm of the sum is at least sup{] ak /, 1 pk i}, and, 
as above, we may lop off the kth term. This completes the proof that the 
functions are orthonormal. 
It remains to be shown that every f~ +Z1 can be expressed as f(v) = 
C ~y,x,d~) + C P,,x~(Y)( Y - 4, where I a, I - 0 and I k& I - 0. Let 
f’(Y) = c BrzX?z(Y>? and letfb) - C ,&x~(Y)(Y - 4 = WY) = C &x~(Y). 
Then we must show that 1 bn/rn I -+ 0. But h(y) has strict derivative identically 
zero. Consequently, we have, for any E > 0, the inequality 1 h(y) - h(x)1 < 
E 1 y - x / whenever ! 3’ - x I is sufficiently small. And b, = h(n) - h(n - m) 
whenever n >, p. 
COROLLARY 8. Let f be a continuous function with van der Put expansion 
C b,xn . Then f has strict derivative identically zero if and only ifn / b, j -+ 0. 
COROLLARY 9. The van der Put antiderivative is an isometry of V into W. 
It splits of the space of functions with strict derivative zero as an orthogonal 
direct summand. The locally constant functions are W-dense in the space of 
functions with strict derivative zero. 
4. A COUNTEREXAMPLE 
Mahler [3, p. 721 poses the problem: Is there a number 01 > 0, such that 
the interpolation coefficients of every function with continuous derivative 
satisfy the decay condition no: 1 a, / --t O? In this section, we show that, 
on the contrary, given any decay condition whatever, there exists a function 
with derivative identically zero, whose interpolation coefficients do not 
satisfy the given condition. 
LEMMA 10. Let 0 < m < pk and let B,,, = C’ ( -l)“-i(F), the sum being 
over all i = m(p”). Then the power of p dividing B,,, is at least 
[n/p”-‘(p - l)] - 1. 
Proof. The proof is a slight elaboration of Mahler’s method for obtaining 
the basic estimate needed to show the existence of his interpolation series. 
We employ induction on k. Let k = 1. If p = 2, then B, = (-l)‘+‘” 2%-l; 
so we may assume p > 2. Let w  be a primitive pth root of unity. Then, for 
p-ADIC DIFFERENTIABILITY 85 
0 < m < p - 1, the coefficient of w” in (W - 1)” is B,,, - B,-, . Now 
(co - I),--l = pu’ for some u’ E Z[w]. So if u = [n/p - I], we have, for each 
O<m<p-1, 
B, - B,-, = p%, , Urn) 
where u, is a rational integer. Also, we have 
(2) 
If we subtract each (1,) from (2), we obtainpB,-, = -p”(u,, + *.. + us-&, 
so that BP-, is divisible by pa-l. And then, by (l,), we have B, divisible by 
pa-l for all m. 
Now assume the result for k, and for each m < ph’+l - 1, write m = 
m, + jpk with 0 < m, < pk and 0 < j < p. If now o denotes a primitive 
p”+lst root of unity, then, for j -=c p - 1, the coefficient of wm. in (w - 1)” 
is &n - &no+z)+-l) . Also, we have again (W - l)P’(p--l) = pu’ for some 
u’ E Z[o]. Thus, writing a = [n/p”(p - l)], we have, for each m, < pk - 1, 
a system of p - 1 equations 
Bnz +j@ - Bnto+pk.(p-l) = Paurn 0 Cl’ j ’ (%lo,i) 
where u+ is a rational integer and 0 < j < p. 
Now summing B,o+is k over all j < p yields the sum of (-l)“-“(F) over all 
i = mo(pk). By induction hypothesis, then, we have 
C B,,, +jP~ 
j<P II 
= ~~-‘~~;n~ 3 (%J 
where b = [n/p”-l(p - l)] and wmO is a rational integer. 
Thus pB,,,+pk(D-l) = pb-lwmo -pa x:Z: u,~,~. Now we may assume 
n 3 pYp - l), since the result is trivial otherwise. From this it follows 
that b > -1 + (n + 1)/p”-l(p - 1) > n/p”(p - I), so that b - 1 > 
[n/p’;(p - l)] = a. So finally, B,o+pk(9-1) is divisible by pa-l. And then, by 
(3,,& we have B, divisible by pa-l for all m. 
Now suppose we are given a decreasing function g on the nonnegative 
integers, such that g(n) --+ 0 as n -+ co. Define a function h of the positive 
integers into themselves by induction as follows. Let h(l) be the least positive 
integer such that g(p h(l) - 1) < P-~. If m > 1, let h(m) be the least positive 
integer such that (i) g(ph(“’ - 1) < p-2n, and (ii) if k < m, then phcm) > 
2(p - l)(m - k + l)phck). 
Using h, we define a function on H p: LA f(y) = p2” if I y - pk / < p+“) 
for some k >, 1; let f(y) = 0 otherwise, The function f is constant in a 
neighborhood of every y # 0; so f’(y) = 0 if y # 0. And since 1 f( y)/y 1 < 
( y I for all y # 0, we havef’(0) = 0 as well. The nth interpolation coefficient 
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off is a, = &1~21i x; (-l)“-i@), where CL means summation over all 
j s p”(ph’k’+l)* 
PROPOSITION 11. Zf m >, 1 and n = pa(Tn) - 1, then 1 a, 1 = p+“. 
Proof. Consider the kth summand of the formula for a,, . If k > m, and 
i < n, and i 2 p”(pa’“)+l), then i = p k. But the binomial coefficient (T) is 
not divisible by p. So the exact power of p dividing the kth summand, for 
k > m, is 2k. Now assume that 1 < k < m. Then by Lemma 10, the power 
of p dividing the kth summand is at least 2k + [n/pa(“)(p - I)] - 1 2 
2k - 2 +phWh’k’ /(p - 1). By condition (ii) in the definition of h(m), the 
latter number is strictly greater than 2m. Thus the mth summand dominates 
all others strictly, yielding the desired result. 
COROLLARY 12. One has / a,, I > g(n) for infinitely many n. 
Proof. If n = pacm) - 1, then by Proposition 11 and condition (i), we 
have 1 a, ! = p--2m > g(n). 
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