Abstract-In the analysis of stochastic concurrent timed models, probabilistic model checking combines qualitative identification of feasible behaviors with quantitative evaluation of their probability. If the stochastic process underlying the model is a Continuous Time Markov Chain (CTMC), the problem can be solved by leveraging on the memoryless property of exponential distributions. However, when multiple generally distributed timers can be concurrently enabled, the underlying process may become a Generalized Semi Markov Process (GSMP) for which simulation is often advocated as the only viable approach to evaluation.
Abstract-In the analysis of stochastic concurrent timed models, probabilistic model checking combines qualitative identification of feasible behaviors with quantitative evaluation of their probability. If the stochastic process underlying the model is a Continuous Time Markov Chain (CTMC), the problem can be solved by leveraging on the memoryless property of exponential distributions. However, when multiple generally distributed timers can be concurrently enabled, the underlying process may become a Generalized Semi Markov Process (GSMP) for which simulation is often advocated as the only viable approach to evaluation.
The method of stochastic state classes provides a means for the analysis of models belonging to this class, that relies on the derivation of multivariate joint distributions of times to fire supported over Difference Bounds Matrix (DBM) zones. Transient stochastic state classes extend the approach with an additional age clock associating each state with the distribution of the time at which it can be reached.
We show how transient stochastic state classes can be used to perform bounded probabilistic model checking also for models with underlying GSMPs, and we characterize the conditions for termination of the resulting algorithm, both in exact and approximate evaluation. We also show how the number of classes enumerated to complete the analysis can be largely reduced through a look-ahead in the non-deterministic state class graph of reachable DBM zones. As notable traits, the proposed technique accepts efficient implementation based on DBM zones without requiring the split of domains in regions, and it expresses the bound in terms of a bilateral constraint on the elapsed time without requiring assumptions on the discrete number of executed transitions. Experimental results based on a preliminary implementation in the Oris tool are reported.
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I. INTRODUCTION
Model checking is an automated way to verify whether a model satisfies formally specified properties which can combine temporal logical operators, time constraints, and quantifiers over the set of feasible behaviors. This has been developed and applied mainly in correctness verification of sequencing and timeliness requirements of concurrent and timed systems [19] . More recently, the approach has been proposed also in a quantitative perspective that aims not only at verifying the feasibility of the specified behavior, but also at evaluating its probability. This can serve to evaluate dependability and performance indices that require quantitative evaluation of steady-state and transient rewards along a restricted set of feasible behaviors. To this end, a measure of probability is associated with non-deterministic choices so that the behavior of the model is characterized by an underlying stochastic process [17] .
Various formulations have been proposed, first addressing models with an underlying Discrete Time Markov Chain [38] , [26] and then more complex stochastic processes [2] , [31] , [5] . In particular, continuous time probabilistic model checking was efficiently implemented for Continuous Time Markov Chains (CTMC) [5] , [30] , [18] . For this class of processes, both steady state and transient probabilities can be derived through efficient numerical techniques. Moreover, since all timers are distributed according to an exponential (memoryless) distribution, the logical location of the model comprises a sufficient description of its state, facilitating the integration of algorithmic state space exploration and quantitative probabilistic evaluation. However, the Markov assumption also restricts the expressive power of the model, ruling out generally-distributed timers and thus preventing representation of behaviors that accumulate memory with the passage of time. Continuous phase-type approximants [34] can partially smooth the problem, but they encounter a critical trade-off between accuracy and complexity, and they are in any case unable to represent timers with finite support distributions.
Probabilistic model checking over continuous-time nonMarkovian models was addressed in [8] for one-clock Timed Automata. The one-clock assumption guarantees that memory is reset at every restart so that the underlying process is a semiMarkov Process [22] , as occurring in non-Markovian Stochastic Petri Nets under the so-called enabling-restriction [17] , [16] . When multiple generally distributed (non-deterministic) timers are allowed to overlap their activity cycles [17] , [40] , the underlying process does not satisfy the enabling restriction and it may belong to the class of Generalized Semi-Markov Processes (GSMP) [24] , for which simulation is often advocated as the only viable approach to evaluation.
An approach for the analysis of models with multiple generally distributed (non-deterministic) timers possibly supported over finite domains was proposed in [12] , [15] by integrating concepts of qualitative verification and quantitative evaluation. The approach relies on symbolic derivation of a probability density function supported over classes of equivalent states encoded through Difference Bounds Matrix zones. This enables exact steady state analysis, provided that activity cycles of generally distributed transitions cannot infinitely overlap [15] , [28] , which in turn can be efficiently detected on the non-deterministic state class graph of reachable zones usually employed in qualitative verification [39] . Transient analysis is obtained through the addition of an age clock that associates each class with the distribution of the absolute time at which it can be reached [27] , largely relaxing the conditions that guarantee termination of the analysis within a given time bound. The calculus involved in the derivation of probability density functions over DBM zones was recently proposed also for Duration Probabilistic Automata, which compose a set of acyclic Semi-Markov Processes under control of a nondeterministic scheduler [32] . Symbolic derivation of a closedform for a density function over equivalence classes was independently proposed also in [1] , with a calculus similar to that of [12] but relying on a partition of the support of times to fire based on regions [3] rather than DBM zones. In that paper, the derivation is applied to probabilistic model checking over a subclass of GSMPs, providing a way to decide a real-time until operator through the introduction of a bound on the maximum number of steps taken by the process.
In this paper, we propose an analytic approach for the evaluation of a probabilistic bounded until operator for models with multiple generally distributed timers with possibly overlapping activity cycles. The proposed technique permits the expression of the bound as a bilateral constraint on the elapsed continuous time rather than on the discrete number of executed transitions, and it accepts efficient implementation based on DBM zones without requiring a region-based partition. This also enables a look-ahead strategy that leverages on the non-deterministic state class graph of reachable zones to reduce the number of stochastic classes traversed during the analysis.
The rest of the paper is organized as follows. In Sects. II-III, we recall the definition of stochastic Time Petri Nets and the concepts of their analysis through transient stochastic classes. In Sect. IV we show how transient stochastic state classes can be used to evaluate the probability of satisfaction of a timebounded until operator, and we characterize the conditions for termination both in exact and approximate evaluation. In Sect. V, we show how the number of classes enumerated to complete the analysis can be reduced by looking ahead reachable DBM zones without evaluating their probabilities. Finally, in Sect. VI-VII, we report experimental results based on a preliminary implementation in the Oris tool, and we draw conclusions.
II. STOCHASTIC TIME PETRI NETS
We formulate our technique with reference to a class of nonMarkovian Petri Nets which we call stochastic Time Petri Nets (sTPN) [15] , [12] . The name is intended to suggest that sTPNs can be regarded as a stochastic extension of an underlying non-deterministic Time Petri Net, which in fact turns out to determine the conditions for the termination of the analysis.
As in Time Petri Nets [33] , [7] , [39] :
• P is a set of places;
• T is a set of transitions disjoint from P ; 
t).
In addition:
• C associates each transition with a real-valued weight;
• F associates each transition t ∈ T with a cumulative probability distribution F t supported on the firing interval
The state of an sTPN is a pair s = m, τ , where m : P → N is a marking and τ : T → R + 0 associates each transition with a time-to-fire. A transition t 0 is enabled if each of its input places contains at least one token and none of its inhibiting places contain any token, and it is firable if it is enabled and its time-to-fire τ (t 0 ) is not higher than that of any other enabled transition. When multiple transitions are firable, the choice is resolved through a random switch determined by the weight C:
with T f (s) denoting the set of transitions firable in state s. When a transition t 0 fires, the state s = m, τ is replaced by s = m , τ , which we write as s t0 → s . Marking m is derived as usual in Petri Nets:
Transitions that are enabled both by the intermediate marking m tmp and by m are said to be persistent, while those that are enabled by m but not by m tmp are said to be newly enabled. If t 0 is still enabled after its own firing, it is always regarded as newly enabled [7] , [39] . For any transition t i that is persistent after the firing of t 0 , the time-to-fire is reduced by the time elapsed in the previous state:
Whereas, the time-to-fire of each newly enabled transition t a is a random value sampled according to the probability distribution F ta :
Without loss of generality, we rule out deterministic transitions with EF T (t) = LF T (t) > 0, which could be encompassed in the treatment by resorting to the partitioned form of DBM zones described in [15] . We maintain in the treatment transitions with EF T (t) = LF T (t) = 0 which have relevance for the issue of termination. We call them immediate, and call timed any transition for which LF T (t) > 0. Though not strictly necessary, we also assume that F t can be expressed as the integral function of a probability density function f t :
If t is an immediate transition, f t (y) = δ(y) denotes the Dirac impulse function.
In [25] a more general class of Stochastic Petri Nets is considered, which is there shown to be able to represent any process in the class of GSMPs [24] . With respect to that formulation, stochastic Time Petri Nets do not encompass randomization of state updates and timers evolving with statedependent rates. In particular, the latter limitation prevents sTPNs from representing GSMPs that can be generated by a Preemptive Resume policy [9] , [13] .
A. Underlying stochastic process
The evolution of the marking of an sTPN identifies an underlying continuous time stochastic process [17] that may accumulate memory over time due to the presence of generally distributed (GEN) transitions. This may result in different classes of processes depending on the conditions of persistence of GEN transitions.
If the model never permits a GEN transition be persistent at a change in the enabling status of other GEN transitions, then it satisfies the so-called "enabling restriction" and falls in a subclass of Markov Regenerative Processes (MRGP) [29] . In this case, activity cycles of GEN transitions never overlap, and analysis can be carried out through numerical integration of Generalized Markov Renewal Equations with local and global kernels computed on CTMCs subordinated to the activity cycles of GEN transitions [16] , [10] .
When multiple GEN transitions can be concurrently enabled, their activity cycles can overlap. The underlying process may still fall in the class of MRGP or become a Generalized Semi Markov Process depending on whether the model guarantees or not that a regeneration point is eventually reached with probability 1. In both cases, the only analytical approaches for the evaluation of the process are the method of supplementary variables [20] , [23] , [37] or the method of stochastic state classes [15] , [27] .
In principle, the overlap of GEN activity periods can occur in any model with at least two GEN transitions. However, the really most complex and general case occurs when two GEN transitions persist at the firing of a third GEN transition. In this case, the times to fire of persistent GEN transitions become mutually dependent variables and their joint support may become a Difference Bounds Matrix (DBM) zone [21] , [39] , [6] . This means that the times to fire values are distributed over a domain represented by a set of linear inequalities of the form
with b ij ∈ R ∪ {+∞}. A non-empty DBM zone has a unique normal form of representation where b ij coincides with the maximum value that can be attained by the difference τ i − τ j ; this form is univocally identified by the condition:
and it can be derived in polynomial time as the solution of an all-shortest-path problem [39] .
III. THE METHOD OF TRANSIENT STOCHASTIC STATE

CLASSES
Stochastic state classes extend Difference Bounds Matrix zones used in qualitative symbolic analysis of the state space of timed models [7] , [39] , [21] with a density-function that provides a measure for the probability of individual states. In so doing, the graph of non-deterministic state classes based on DBM zones is expanded into a stochastic-class-graph that makes explicit the transition probabilities among classes and the multivariate distribution of times-to-fire of transitions enabled in each class [12] , [15] . Transient stochastic classes [27] extend the concept with a supplementary age clock that encodes the opposite of the time elapsed since the beginning of the execution under analysis. The age clock is initially set equal to zero and it is always decreased at every transition firing. where:
A. Transient Stochastic State Classes
• m is a marking;
• τ age , τ is a random variable called clock vector composed of the scalar variable τ age associated with the age clock, and by the vector τ
of the times-to-fire of transitions enabled by m, with τ i denoting the time-to-fire of transition t i ;
• f τage,τ is the probability density function of τ age , τ ;
• D is the support of f τage,τ . Transient stochastic classes are associated with a succession relation extending in a probabilistic perspective the usual reachability relation among state classes [35] . • t 0 has a non-null probability to be the first transition to fire; • under the assumption that t 0 is the first transition to fire, its firing yields the marking m with a clock vector distributed over D according to f .
Enumeration of the relation t ⇒ requires a calculus for the identification of outgoing events and the derivation of successors.
Transition t 0 ∈ T is an outgoing event from Σ = m, D, f iff t 0 is enabled by m and there is a non-null probability μ 0 that its time-to-fire is not higher than that of any other enabled transition:
If t 0 is a timed transition, then there is a null probability that the time-to-fire of t 0 is equal to that of any other enabled transition, and μ 0 is thus the probability that t 0 is the outgoing event from Σ. Whereas, if t 0 is an immediate transition, then the probability of t 0 is determined by the weights C:
where T I (m) is the set of immediate transitions enabled by m.
Marking m is derived in standard manner by moving tokens as usual in Petri Nets and D is given as the successor of D as usual in symbolic state space analysis based on DBM zones [39] . Besides, derivation of the state density function f extends [12] , [15] so as to account for the fact that τ age is never restarted and that it does not restrict the range of times-to-fire under which a transition may fire. The steps of the derivation are reported in [27] .
IV. USING TRANSIENT STOCHASTIC STATE CLASSES IN PROBABILISTIC MODEL CHECKING
A. Problem formulation
We are given a bounded time interval
, and two state formulas φ 1 and φ 2 that classify the logical locations of the model through a Boolean combination of conditions on the marking (i.e., φ ::
We address the problems of exact-, approximate-and threshold-probabilistic-model-checking [8] . In the exact formulation, we are interested in evaluating P (Σ 0 , φ 1 , φ 2 , α, β), which will denote the probability that, starting from a state sampled in Σ 0 according to f 0 , the model reaches a location that satisfies φ 2 at a time in the interval [α, β] after visiting only states that satisfy φ 1 :
In the approximate formulation, the problem is generalized accepting a safe accuracy in the evaluation. Specifically, given a tolerance ∈ R + 0 , we want to find an upper and a lower estimate on P (Σ 0 , φ 1 , φ 2 , α, β) that are closer than :
Finally, in the threshold formulation, the evaluation is cast into a decision form that amounts to checking whether the probability P (Σ 0 , φ 1 , φ 2 , α, β) is higher than a given threshold Δ.
All three problems can be cast in the formulation of [5] , and all of them can be managed with non-substantial variations in the enumerative structure of the algorithm that we propose. To make notation easier, without loss of generality, we focus on the approximate model checking problem. Our formulation extends that of [1] as the set of selected behaviors can be bounded in terms of the time elapsed without making assumptions on the number of steps that the model is allowed to take before reaching the satisfaction of φ 2 . A bound on the number of steps can easily be encompassed also in our formulation, but we avoid to describe it here, as a bound on the elapsed time is in general more significant in the modeling perspective. A less substantial extension regards the fact that we consider a bilateral time bound [α, β] rather than an upper bound [0, β]. Finally, as in [5] , note that when α = β and φ 1 = true the problem amounts to the (possibly approximate) evaluation of the transient probability that the model satisfies a given condition φ 2 at a given time α = β.
B. Enumeration of transient stochastic classes
The calculus of successor classes enjoys some properties that take a major relevance for the practical viability of the approach.
If the vector of times-to-fire τ in the initial class Σ 0 is supported over a DBM zone D, then all its successors still have domains in DBM form, with the age ranging over negative values. This yields a compact partition of the state space in the sense that any two aged-states reached through the same firing sequence (i.e. through the same order of firings) will be enclosed in the same transient stochastic class, which would not hold for a partition based on regions.
According to [14] , if density functions of transitions in the sTPN model are continuous functions, then the density functions of the reached transient stochastic classes are continuous piecewise functions with analytic representation over a finite partition of the support made of DBM subdomains. As reported in [14] , this partition in subzones comprises the dominating factor of complexity in the practical implementation of the theory, as it yields an exponential explosion not only in the number of classes but also in their internal representation. The usage of DBM zones largely limits this explosion with respect to simple regions [1] and also opens the way to techniques that leverage on the continuity of the state density function to identify a global approximant over the entire DBM domain.
If transition density functions are monovariate expolynomial functions (i.e. f t (y) = K k=1 c k y ak e −λky with a k ∈ N, c k ∈ R, and λ k ∈ R ≥0 ), then density functions of reachable transient classes accept a closed form, which is a multivariate piecewise expolynomial function [17] , [1] , [14] , [36] . This class of functions is closed with respect to all the operations required in the calculus of successors, which can be performed in a symbolic closed form efficiently implemented in the Oris tool and the Sirio Java API [11] , [15] . Given an initial transient stochastic class Σ 0 , the transitive closure of the succession relation t0 =⇒ identifies a transient stochastic tree: Definition 4.1: A transient stochastic tree is a tuple n 0 , N, Σ, Σ 0 , E, μ , where: N is a countable set of nodes; n 0 ∈ N is the root node; Σ associates each node n ∈ N with a transient stochastic class Σ(n), with Σ(n 0 ) = Σ 0 ; E ⊆ N × T × N is a set of edges such that n, t, n ∈ E iff Σ(n) t ⇒ Σ(n ). The edges of the tree can be labeled with a real function μ : E → [0, 1] returning the value of the probability of the transition Σ(n) t ⇒ Σ(n) derived according to Eqs. (7) (8) .
Nodes can be labeled with a real function η : N → [0, 1] that returns 1 for the root node n 0 , and for any other node n returns the product of the probabilities associated with the edges traversed in the path from the root to n, which we denote by ρ(n).
According to Def. 3.3, for any given node n, the value returned by η(n) is the probability that the model runs along the transition sequence ρ(n). Moreover, if Σ(n) = m, D, f , then f is the probability density function of the aged-states collected in Σ(n) conditioned to the execution sequence ρ(n). Thus, for any node n with Σ(n) = m, D, f and for any two values α ∈ R + 0 and β ∈ R + 0 {∞} with α ≤ β, the probability P (n, α, β) that the model completes the sequence that reaches the transient class Σ(n) within a time falling in the interval [α, β] is equal to
where
represents the probability that the class Σ(n) is entered in the interval [α, β] given that the model performs the transition sequence ρ(n).
C. Decision algorithm
Algorithm-A reported in Fig. 1 evaluates the probability P (Σ 0 , φ 1 , φ 2 , α, β) following the usual pattern of forward reachability analysis, which in this case relies on two invariants: a set Γ contains all the transient stochastic classes that have been reached in the analysis but not yet processed, each associated with the probability η(Σ) ∈ (0, 1] to be reached from the initial class; two probability values P OK and P KO provide lower bounds on the probability that the until formula is satisfied and on the probability that it is not satisfied, so as to define a safe estimate on P (Σ 0 , φ 1 , φ 2 , α, β):
While Γ is not empty and P OK + P KO ≤ 1 − , the algorithm repeatedly selects and removes a class Σ = m, D, f from 1 η(Σ 0 ) = 1 2 Γ = {Σ 0 } 3 P OK = 0 4 P KO = 0 5 while Γ = ∅ and P OK + P KO < 1 − 6 select and remove a class the frontier Γ (line 6); according to whether the marking m satisfies the conditions φ 1 and φ 2 , it evaluates the probability measure of the subsets of Σ that satisfy the until formula and of the subsets that certainly do not satisfy it, assigning them to P OK and P KO , respectively; finally, if φ 1 holds, it computes the successor classes of the subset of Σ that cannot be assigned either to P OK or to P KO , and adds them to Γ.
Given a transient state class Σ = m, D, f , the subset [α,β] ), are derived following the usual enumeration of transient stochastic state classes. Each successor Σ is associated with a probability mass η(Σ ) = η(Σ [α,β] ) · μ 0 , where μ 0 is the probability of the outgoing event from Σ [α,β] to Σ , according to Eqs. (7) (8) .
Successors of Σ [α,β] , indicated as SUCCESSORS(Σ
D. Termination
Termination of Algorithm-A jointly involves the finiteness of reachable markings and the absence of Zeno behaviors that can engage infinite events without letting time diverge beyond α or β. We focus here on the latter aspect, under the assumption that the number of markings that can be reached within the bound β is finite, which better compares with models with a finite number of logical locations. Various results could be generalized to the case of infinite markings under the assumption that the model does not include inhibitor arcs, which in turn guarantees that the set of enabled immediate transitions is monotonic with respect to the marking.
It is intuitive that different conditions hold whether = 0 or > 0, i.e. whether the evaluation aims at an exact or an approximate value of the probability P (Σ 0 , φ 1 , φ 2 , α, β), as the latter case rules out unfair null-probability infinite behaviors [4] .
In the case = 0, for every feasible behavior ρ accepted by the model, the tree includes a path with edges labeled by the same transitions of ρ. Algorithm-A thus turns out to be non-terminating iff it reaches a class that includes at least one state allowing a behavior that can reach in zero-time the same marking without visiting any intermediate marking with terminating conditions of state formulas. The concept is formalized in the following Theorem.
Theorem 4.1: With = 0, Algorithm-A does not terminate if and only if there exists a node n a that enables a sequence ρ = t 1 → t 2 → ... → t N reaching a node n b such that all the following conditions hold:
(i) n a and n b have the same marking; (ii) Σ(n a ) includes aged-states that satisfy −τ age < α and all the markings visited from n a to n b satisfy φ 1 , or Σ(n a ) includes aged-states that satisfy α ≤ −τ age ≤ β and all the markings visited from n a to n b satisfy φ 1 ∧ ¬φ 2 ; (iii) EF T (t n ) = 0 for every transition t n in the sequence ρ.
Proof -if:
Let n a and n b be two nodes with the same marking, and let EF T (t n ) = 0 for every transition t n along the sequence ρ = t 1 → t 2 → ... → t N from n a to n b . Assume that none of the classes visited by ρ is terminal, either because it satisfies φ 1 ∧ ¬φ 2 and includes states with −τ age ≤ β or because it satisfies φ 1 ∧φ 2 and includes states with −τ age < α. Let s a be a state in Σ(n a ) with the minimum accepted value of −τ age , and let s a be the state that gives a null time-to-fire to each enabled transition t n that will persist until the firing along ρ, while agreeing with s a on every other clock (including the age). The state s a can be proven to be in Σ a as every transition t n that will fire along ρ was newly enabled (either in Σ a or in any ancestor) with a firing domain initially set to the interval [0, LF T (t n )]. Consider now the infinite behavior of the model that starts from state s a , always gives a null timeto-fire to every transition included in ρ, and resolves every choice among transitions with equal time-to-fire according to the order of ρ. This behavior indefinitely repeats ρ without ever advancing the age or reaching a terminal state, and thus yields an infinite sequence of nodes in the transient stochastic tree enumerated by Algorithm-A.
Proof -only if: Let ρ * be an infinite sequence of transient classes in the tree. Since all non-terminal classes in the tree include only non conclusive states, all classes visited by ρ * satisfy φ 1 and none of them include states satisfying φ 2 with −τ age ∈ [α, β]. Since the model accepts a finite number of markings, a marking m * is visited infinitely often, and there exists an infinite number of (possibly equal) subsequences of ρ * that start and terminate on marking m * . Moreover, since all classes visited by ρ * include states with −τ age ≤ β, there exists an infinite number of subsequences of ρ * that traverse only transitions t n with EF T (t n ) = 0.
Theorem 4.1 provides a test that can be embedded in Algorithm-A so as to make it terminating, either because the analysis of the transient tree is successfully completed or because it is shown that an exact evaluation with = 0 cannot be performed within a finite number of classes.
When the objective of evaluation is relaxed by allowing some error threshold > 0, termination can be obtained by an extension of Algorithm-A that rules out necessarily immediate cyclic executions. This relies on the concept of vanishing and time-blocking classes. Definition 4.2: We call vanishing a transient class Σ = m, D, f where there is at least one enabled transition t n that is bound to fire immediately (∃t n ∈ T (m) such that ∀τ ∈ D, τ n = 0). Conversely, we call tangible a transient class that is not vanishing.
Since the model does not include transitions with EF T = LF T > 0, it can be easily proven that a class is vanishing if and only if its marking enables at least one immediate transition, and that all non-null probability outgoing events of a vanishing class are immediate transitions. Also note that according to Eq. (8), in a vanishing class, discrete transition probabilities of outgoing events are determined by the marking, independently from the state density distribution and its support. Finally, note that the firing of an immediate transition does not advance the age: if Σ t0 ⇒ Σ and t 0 is immediate, then Σ contains an aged-state s iff Σ contains an aged-state s which agrees with s on the age and on the time-to-fire of every transition that is persistent at the firing of t 0 .
Definition 4.3: We call time-blocking a transient class that is vanishing and whose descendants are all vanishing.
From the definition follows that, with probability 1, time does not advance any further as soon as a time-blocking class is reached. According to this, if Algorithm-A reaches a timeblocking class it will never terminate. The problem can be fixed by modifying Algorithm-A so as to detect time-blocking classes and avoid their explicit enumeration, performing the transient analysis of a subordinated DTMC. To this end, Algorithm-B reported in Fig. 2 provides a terminating procedure to decide whether a vanishing class is time-blocking.
The partial correctness of Algorithm-B is trivial if Σ is decided not to be time-blocking (line 5) as the algorithm identifies in a constructive manner a non-vanishing class reached from Σ. Whereas, in case Σ is decided to be timeblocking (line 9), it is sufficient to note that when Ω is empty, all possible markings that can be reached from Σ have already been identified and they all turned out to be vanishing. Besides, termination is guaranteed within a constant number of steps dependent on the finite number of reachable markings and IS-TIME-BLOCKING(Σ) 1 Ω = {Σ} 2 while Ω = ∅ 3 select and remove a class Σ from Ω 4 if ∃Σ ∈ SUCCESSORS(Σ) : Σ is tangible 5 return FALSE 6 else Ω = Ω ∪ {Σ ∈ SUCCESSORS(Σ) : the path 7 from Σ to Σ doesn't include any class 8 with a marking equal to that of Σ } 9 return TRUE Fig. 2 . Algorithm-B: decides whether Σ is a time-blocking class. transitions in the model. Note that when Σ turns out to be a time-blocking class, the subsequent behavior of the model is characterized as a Discrete Time Markov Chain (DTMC), whose states are the markings identified by Algorithm-B and whose transition probabilities are completely determined by these markings according to Eq. (8) .
Algorithm-B can be integrated into Algorithm-A so as to obtain Algorithm-C (which we do not write explicitly) that avoids the expansion of time-blocking classes: at lines 14 and 18, each successor Σ is added to Γ only if it is tangible or if it is vanishing but Algorithm-B guarantees that it is not a time-blocking class. If a successor Σ turns out to be timeblocking, then its probability can be allocated to P OK and P KO through transient analysis of the DTMC starting from Σ . By construction, Σ does not contain any state with age higher than β (i.e. ∀(m, τ age , τ) ∈ Σ, − τ age ≤ β). Besides, since time does not advance after a time-blocking class has been entered, the probability measured over aged-states of Σ that satisfy τ age < α can be assigned to P KO as no descendant of any of these states can ever reach the age α. Whereas, the probability of the states that satisfy α ≤ −τ age ≤ β is assigned either to P OK or P KO depending on the satisfaction of φ 1 and φ 2 in the markings of vanishing classes enumerated during the time-block detection algorithm: if none of the classes enumerated in the time-block detection algorithm satisfy the condition φ 2 , then the entire measure of the subset of Σ that satisfies α ≤ −τ age ≤ β is assigned to P KO ; if all classes enumerated in the time-block detection algorithm satisfy the condition φ 2 , then the entire measure of the subset of Σ that satisfies α ≤ −τ age ≤ β can be assigned to P OK ; in the remaining case, the assignment to P OK and P KO is carried out through a first passage analysis of the DTMC starting from Σ .
When time-blocking classes have been removed from the enumeration, Algorithm-C always terminates either because it reaches a time block, or because the time bound β is exceeded with probability 1 − : Theorem 4.2: ∀ > 0, Algorithm-C always terminates. Proof: Ab absurdo, if the algorithm does not terminate, ∀N ∈ N the union of transient classes reached after N steps still contains non-conclusive states (i.e. states reached traversing φ 1 -states without exceeding β nor satisfying φ 2 after α). According to this, there exists an infinite path ρ * in the transient tree that does not exceed the time limit β.
Since the starting node of ρ * can not be time-blocking, with probability 1, ρ * eventually traverses some transition t with LF T (t) > 0. This result is easily lifted to show that ρ * traverses infinite transitions with LF T > 0. Since the model includes a finite number of transitions, there is some transition t * with LF T (t * ) > 0 that is fired infinitely often along ρ.
The time elapsed between two subsequent firings of t * is not lower than the time from newly enabling to firing of t * , which by construction is a random variable X * distributed over [EF T (t * ), LF T (t * )] according to F t * . The overall duration of ρ * is thus lower bounded by an infinite sum of i.i.d. variables distributed as X * . This sum diverges beyond any finite limit (and in particular beyond β) with probability 1.
V. STATE SPACE REDUCTION THROUGH LOOK-AHEAD OF REACHABLE NON-DETERMINISTIC ZONES
The model checking technique of Algorithm-A enables a parsimonious approach to the state-space enumeration of sTPN models; in fact, the enumeration is restricted only to classes giving a non-null contribution to P OK or P KO . However, a major complexity is still determined by the piecewise partitioning of state density functions that arises during successive evaluations of transient state classes. To mitigate this problem, the approximation technique of [14] can be used to keep partitioning limited and reduce complexity at the price of obtaining an approximate solution. An alternative approach, that in many cases is able to strongly accelerate convergence of Algorithm-A, is based on a non-deterministic analysis of the model, in order to anticipate detection of transient classes contributing to P OK and P KO without the need to compute the corresponding state density functions.
In more detail, this look-ahead technique is based on the generation of a transient non-deterministic tree obtained through the transitive closure of a non-deterministic succession relation among transient non-deterministic state classes.
All these concepts can be regarded as non-deterministic reductions of those of transient stochastic class (Def. According to these definitions, a transient non-deterministic tree T = n 0 , N, S, S 0 , E is isomorphic to the corresponding transient stochastic tree T = n 0 , N , Σ, Σ 0 , E , μ , i.e. a bijection f can be defined between the vertex sets of T and T so that Σ(i) is a successor of Σ(j) in T if and only if
Moreover, corresponding classes share the same marking m and the same domain of timers
This implies that any formula φ that is verified by the marking of Σ(i) is also verified by that of f (Σ(i)) = S(j), and that any assertion regarding the domain of timers D is valid on both Σ(i) and S(j).
From the perspective of the model checking problem, this remark enables a classification of each node in the transient non-deterministic tree as an "OK"/"KO"/"unknown" node, based on the satisfaction of φ 1 and φ 2 and on the possible range of the age timer τ age with respect to the analysis time interval [α, β] . Specifically, an "OK" node is a node that only contributes to P OK and whose descendants are all labeled as "OK"; a "KO" node is a node that only contributes to P KO and whose descendants are all labeled as "KO"; all other nodes are classified as "unknown". Once all nodes have been classified, the resulting labeled transient non-deterministic tree can be used to avoid the evaluation of successors in Algorithm-A (lines 14 and 18) when a class Σ is encountered such that the corresponding non-deterministic class f (Σ) is classified as "OK" or "KO". In such cases, the whole probability mass η(Σ) is assigned to P OK or P KO , respectively, and successors of Σ are not evaluated because their contribution to P OK or P KO is already included in η(Σ).
Hence, enumeration of the underlying non-deterministic model (requiring a negligible computational effort with respect to Algorithm-A) is exploited to dynamically prune the transient stochastic tree, resulting in a significant performance boost of the model checking algorithm.
VI. COMPUTATIONAL EXPERIENCE
We illustrate the results obtained through a preliminary implementation in the Oris tool. We refer to the model in Fig. 3 , which was introduced in [15] in the context of steady state analysis. The model represents two production cells that repeatedly pass control to each other through transitions start 1 and start 2 . Each cell carries out two parallel activities with uniform duration, named JobA and JobB. JobA requires a resource called res which may fail according to an exponential distribution with rate 0.3. If failure occurs, JobA is replaced by a recovery activity recA, and a repair action is started. Both recovery and repair activities take uniformly distributed durations.
We evaluate here the probability to reach at a time in the interval [5, 7] a state in which both resources are simultaneously failed, without visiting any state subsequent to the success in the execution of JobA in the first cell. To this end, we assume α = 5 and β = 7, with state formulas φ 2 = failed1∧failed2 and φ 1 = ¬(p5∧res1) = ¬(p5)∨¬(res1). Note that φ 1 is the complement of the logical condition reached after a successful execution of JobA 1 , which could better fit in an action-based formulation of the logic and the decision algorithm. Fig. 4 plots the estimates 1 − P KO and P OK as a function of the number of enumerated transient classes. In particular, Fig. 4 (a), 4(b) and 4(c) plot the results obtained enumerating classes with a FIFO (breadth-first), LIFO (depth-first) and η-priority policy, respectively. The latter implements the queue Γ as a priority queue, ordering classes Σ within Γ according to their probability mass η(Σ). Intuitively, the policy of selection of the next class to expand in the enumeration process (line 6 of Algorithm-A) gives space to convergence optimizations through appropriate heuristics. In this case, for instance, Breadth-First initially accelerates the decrease of 1−P KO as it first explores classes with higher probability η but containing states with age under the lower bound α; Priority Policy further boosts this process, as it explicitly prioritize classes with higher η.
The adoption of the look-ahead technique of Sect. V determines a strong reduction in the complexity of the model checking algorithm. To illustrate this result, we repeat the experiment on the model of Fig. 3 evaluating the probability of state formulae φ 1 and φ 2 within the interval [5, 7] . Results are shown in Fig. 5 : the number of enumerated transient stochastic classes falls from 87 in the standard approach to 26 in the look-ahead approach.
Enlarging the analysis interval to [5, 18] so as to include an entire activity cycle of both production cells (i.e. to cover at least an entire time period until the first firing of start 1 ), the number of enumerated non-deterministic classes increases to 5240, a number that would make the standard approach unviable. However, tree pruning based on the look-ahead technique reduces the number of enumerated classes to 26. It is worth noting that this is exactly the same result obtained for the [5, 7] interval; the fact is due to the timing structure of the model, causing this particular φ 1 Unt [α,β] φ 2 formula to be verifiable only within a narrow time window (that excludes the interval between 7 and 18). The look-ahead technique enables early detection of such conditions, so as to avoid the much more complex (and, in this case, useless) enumeration of the transient stochastic tree.
VII. CONCLUSIONS AND FUTURE DIRECTIONS
The method of stochastic state classes provides an analytical approach to the evaluation of non-Markovian models with , φ 1 , φ 2 , α, β) , as a function of the number of classes enumerated with the standard approach (thin lines) and the lookahead approach (thick lines). In both cases, nodes are extracted from queue Γ following a η-priority policy. multiple generally distributed transitions possibly supported over bounded domains. To this end, the method embeds a discrete time chain in the underlying stochastic process by sampling the marking and the distribution of times to fire of generally distributed transitions after each firing. In so doing, the analysis results in the traversal of a graph of so-called state classes, each encoding a multivariate probability density function supported over a DBM zone. While the method was initially targeted to steady state analysis [12] , [15] , the introduction of an age clock that supplements process samples enabled its extension to the evaluation of transient behavior [27] .
We showed here how transient stochastic state classes can be effectively cast into a probabilistic time-bounded model checking algorithm, enabling exact or approximate analysis for a large class of processes beyond the limits of the enabling restriction and encompassing GSMPs where active timers are constrained to evolve with unitary speed.
This achieves a twofold advancement with respect to the literature of probabilistic model checking of non-Markovian models [1] . On the one hand, the proposed technique supports the evaluation of a probabilistic until operator with a bound expressed on the elapsed continuous time rather than on the discrete number of occurred transitions. This better fits the needs of the application in the context of real time systems and relaxes the assumptions required to guarantee termination in exact or approximated analysis. In particular, for any accepted error threshold > 0, the algorithm always terminates.
On the other hand, traversal of reachable transient stochastic state classes results in a coarse partition of the state space based on zones rather than regions. This largely reduces the complexity of the analysis, which here involves not only the enumeration of supports but also the symbolic evaluation of probability density functions. Moreover, this enables an effective look-ahead strategy that leverages on the non-deterministic state class graph of reachable zones to prune classes for which probability density functions do not need to be computed.
Results achieved so far permit now to target the integration with generalized regenerative theory developed in [27] and the experimentation of the impact of different heuristics driving the order of expansion in the traversal of the tree of transient stochastic state classes.
