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ALGEBRAIC TWISTS OF GL3×GL2 L-FUNCTIONS
YONGXIAO LIN, PHILIPPE MICHEL, AND WILL SAWIN
Abstract. We prove that the coefficients of a GL3 ×GL2 Rankin–Selberg L-function do not cor-
relate with a wide class of trace functions of small conductor modulo primes, generalizing the
corresponding result [FKM15] for GL2 and [KLMS19] for GL3. This result is inspired by a recent
work of P. Sharma who discussed the case of a Dirichlet character of prime modulus.
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1. Introduction
We start by describing the content of a recent preprint of P. Sharma [Sha19] which is the starting
point of the present work.
Let (λ(r, n))r,n be the Hecke eigenvalues of a GL3 cusp form ϕ and (λf (m))m be Hecke eigenvalues
of a GL2 cusp form f (holomorphic or Maass); for simplicity we assume that both have level 1 (i.e.,
are SL3(Z) and SL2(Z)-invariant respectively). Their Rankin–Selberg L-function is the Dirichlet
series
L(ϕ× f, s) =
∑
n,r>1
λ(r, n)λf (n)
(nr2)s
, Re s > 1.
This is an Euler product of degree 6 admitting analytic continuation to C and a functional equation
relating L(ϕ× f, s) to L(ϕ× f , 1− s).
Given q a prime and χ : (Z/qZ)× → C× a non-trivial Dirichlet character the twisted L-function
is
L(ϕ× f × χ, s) =
∑
n,r>1
λ(r, n)λf (n)χ(n)
(nr2)s
, Re s > 1.
This again is an Euler product of degree 6 admitting analytic continuation to C and a functional
equation relating L(ϕ× f × χ, s) to L(ϕ× f × χ, 1− s).
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The following bound, known as the convexity bound (in the q-aspect) is not too hard to establish
for Re s = 1/2
L(ϕ× f × χ, s)≪f,ϕ,s q3/2+o(1).
The subconvexity problem aims at improving the exponent 3/2. In [Sha19], P. Sharma provided a
detailed description of a solution of this problem. Inspired by the previous works [FKM15,KLMS19],
we follow Sharma’s strategy and generalise this bound by replacing χ by a generic trace function
K : (Z/qZ)× → C,
that is the (restriction to F×q of the) Frobenius trace function associated to some geometrically
irreducible middle extension sheaf F on P1
Fq
pure of weight 0 satisfying addition generic condition
(we call such a sheaf “good”).
Indeed (see §9), it follows from the (Mellin) expansion of K|F×q into Dirichlet characters that the
series
L(ϕ× f ×K, s) =
∑
n,r>1
(n,q)=1
λ(r, n)λf (n)K(n)
(nr2)s
, Re s > 1,
has analytic continuation to C and satisfies a functional equation relating L(ϕ × f × K, s) to
L(ϕ × f × K
∧6
, s) where K
∧6
: F×q → C is a suitable “GL6” transform of K. In most cases, K
∧6
is essentially (the restriction to F×q of) a trace function. From this one can deduce a “convexity”
bound
L(ϕ× f ×K, s)≪f,ϕ,s q3/2+o(1), Re s = 1/2.
Our goal is to improve the exponent 3/2.
Using approximate functional equation techniques the problem reduces to bounding non trivially
the following smooth sums: let V be a smooth compactly supported function satisfying (2.1) and
let
StV (K,X) :=
∑
r,n
λ(r, n)λf (n)K(n)V (
r2n
X
).
Obtaining subconvex bounds is tantamount to non-trivial bounds for StV (K,X) at least when X is
large enough. The typical value for X to have in mind is
X = q3
corresponding to the square-root of the conductor of the degree 6 L-functions L(ϕ.f.χ, s), χ (mod q).
For this we introduce the following conditions on the sheaf F which are both generic (i.e., hold
for a “typical” sheaf).
– (MO) There is not any λ ∈ F×q such that the geometric monodromy group of F has some
quotient which is equal, as a representation of the geometric fundamental group π1 into
an algebraic group, to the geometric monodromy group of the Kloosterman sheaf [×λ]∗Kℓ2
modulo ±1.
– (SL) The local monodromy representation of F at ∞ has no summand with slope 1/2.
We will also need to assume that the sheaf F is Fourier, that it is not geometrically isomorphic to
either the constant sheaf or any Artin-Schreier sheaf (whose trace functions are additive characters).
We will say that F is good if F is Fourier and satisfies both of (MO) and (SL) and say that F is
bad otherwise.
Theorem 1.1. Notations as above. Assume that the sheaf F is good. We have
(1.1) StV (K,X)≪ qo(1)
(
Z5/4X3/4q11/16 + ZX2/3q11/12 + ZXq−1/8
)
.
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In particular for X = q3 (the convexity range) one obtains
StV (K, q
3)≪ Z5/4q3−1/16+o(1),
where the implicit constant depends on ϕ, f and C(F).
Remark 1.2. (1) This bound is non trivial (is o(X)) as long as
X ≫ q3−1/4+η, for some η > 0.
(2) For k > 2 an integer, the hyper-Kloosterman sheaves Kℓk whose attached trace function is
given by the k − 1-dimensional hyper-Kloosterman sums
Klk(n; q) =
1
q
k−1
2
∑
x1.··· .xk=n (mod q)
e
(x1 + · · ·+ xk
q
)
is good unless k = 2. In that case neither (SL) nor (MO) hold; it is nevertheless possible to obtain
non-trivial bound by a duality principle. See §9.5.
(3) If F is not Fourier then (SC) and (MO) hold and (for q large enough depending on C(F))
K is proportional to an additive character. In that case, we expect that the general theory of
Whittaker models and Rankin-Selberg’s theory (for GL3×GL2) to provide strong and uniform
bounds of Wilton’s type. As this is not the main topic of this paper and uses different methods,
we do not discuss this case here. However in §9.4, we show how the duality principle mentioned
above allows for some non-trivial bounds.
(4) Let us remark that if one were able to get cancellation for the sum when X is of size ≍ q5/2−η ,
then by taking K(n) = Kl6(an; q) we would have been able to deduce a “level of distribution”
2
7 + δ
for λF (n) :=
∑
n21n2=n
λ(n1, n2)λf (n2) in arithmetic progressions n ≡ a (mod q). This demonstrates
the importance and difficulty of detecting cancellation for sums of shorter length. In the other
direction, the Archimedean analogue of improving the level of distribution 27 + ε would be the
problem of improving the bound O(x5/7+ε) for the sharp-cut sum
∑
n6x λF (n), which under the
Ramanujan conjecture, amounts to getting nontrivial estimates for
∑
n6N λF (n) e(t(n/N)
1/6) for
N ≫ t5/2. The later has recently been worked out in [LS19].
1.1. Principle of the proof. To illustrate the main idea of our approach, we provide a quick
sketch of the proof, focusing on just the “generic” case in various transformations. Therefore we
will assume X ≍ q3 and r = 1, and we will suppress the smooth test functions from our notation.
We denote the the GL3 Hecke eigenvalues by (λ(1, n))n and the GL2 Hecke eigenvalues by (λ(n))n.
We use the Hecke relation to write λ(1, nℓ) ≈ λ(1, n)λ(1, ℓ) and then use the Kronecker symbol
to separate oscillations of λ(1, nℓ) and λ(n)K(n). Our starting point is to follow [Sha19] and write
S :=
∑
n∼q3
λ(1, n)λ(n)K(n)
≈ 1
L
∑
ℓ∼L
λ(1, ℓ)
∑
n∼q3
λ(1, nℓ)λ(n)K(n)
=
1
L
∑
ℓ∼L
λ(1, ℓ)
∑
n∼q3L
λ(1, n)
∑
m∼q3
λ(m)K(m)δ(n,mℓ).
We first use a conductor-decreasing trick to write
δ(n,mℓ) = δq|n−mℓ · δ
(
n−mℓ
q
, 0
)
.
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Expressing δq|n−mℓ = 1q
∑
u(q) e
(
(n−mℓ)u
q
)
and using the DFI/Heath-Brown delta symbol to detect
the second one:
δ
(
n−mℓ
q
, 0
)
≈ 1
C
∑
c∼C
1
c
∑⋆
a(c)
e
(
u(n −mℓ)
cq
)
,
we have the following approximation
δ(n,mℓ) ≈ 1
qC
∑
c∼C
1
c
∑⋆
u(cq)
e
(
u(n−mℓ)
cq
)
.
Here C is a large parameter which we will choose as
C =
(
q3L
q
)1/2
= qL1/2.
Now we can write our original sum as
S ≈
√
q3L
LCq
∑
c∼C
1
c
∑
ℓ∼L
λ(1, ℓ)
∑⋆
u(cq)
∑
n∼q3L
λ(1, n)√
n
e
(
un
cq
) ∑
m∼q3
λ(m)K(m)e
(−umℓ
cq
)
.
We use Fourier inversion to separate the m-variable from K(m) and rewrite the m-sum above as
1
q1/2
∑
b (mod q)
K̂(b)
∑
m∼q3
λ(m)e
(−(bc+ uℓ)m
cq
)
.
We now use Voronoi summation twice to dualize the n- and m-variables respectively, getting∑
n∼q3L
λ(1, n)√
n
e
(
un
cq
)
=
∑
n∼ (cq)3
q3ℓ
≈q3L1/2
λ(n, 1)√
n
Kl2(u¯n; cq);
∑
m∼q3
λ(m)e
(−(bc+ uℓ)m
cq
)
=
q3
cq
∑
m∼ (cq)2
q3
≈qL
λ(m)e
(
bc+ uℓm
cq
)
.
Therefore, after applying Voronoi summation twice, we arrive at the following dual sum
S ≈
√
q3L
LCq
q2
C
∑
c∼C
1
c
∑
ℓ∼L
λ(1, ℓ)
∑
n∼q3L1/2
λ(n, 1)√
n
∑
m∼qL
λ(m)
1
q1/2
∑⋆
u(cq)
∑
b (mod q)
K̂(b)Kl2(u¯n; cq)e
(
bc+ uℓm
cq
)
.
By splitting the sum modulo cq into product of sums modulo c and q respectively, the second line
above can be written as∑⋆
u(c)
Kl2(q¯
2u¯n; c)e
(
uℓqm
c
)
· 1
q1/2
∑
b (mod q)
K̂(b)
∑⋆
u(q)
Kl2(c¯
2u¯n; q)e
(
bc+ uℓc¯m
q
)
≈√ce
(
nq¯ℓm
c
) ∑⋆
u(q)
Kl2(c¯
3u¯n; q)Lc¯2m,ℓ(u; q),
where
Lα,β(u; q) :=
1
q1/2
∑
b (mod q)
K̂(b)e
(
α b+ βu
q
)
.
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Hence
S ≈ q
5/2
L1/2C3/2
∑
n∼q3L1/2
λ(n, 1)√
n
∑
c∼C
1
c
∑
ℓ∼L
λ(1, ℓ)
∑
m∼qL
λ(m)e
(
nq¯ℓm
c
) ∑⋆
u(q)
Kl2(c¯
3u¯n; q)Lc¯2m,ℓ(u; q).
We next apply Cauchy–Schwarz inequality to remove the GL3 coefficients while keeping the c-sum
“inside”.
S≪ q
5/2
L1/2C3/2
 ∑
n∼q3L1/2
|λ(n, 1)|2
n
1/2 ∑
n∼q3L1/2
∣∣∑
c∼C
∑
ℓ∼L
∑
m∼qL
∑⋆
u(q)
(...)
∣∣21/2
:=
q5/2
L1/2C3/2
Ω1/2.
Remark 1.3. The n-variable has size q3L1/2 and was originally weighted by the GL3 coefficients
λ(n, 1) times a periodic arithmetic function of modulus qc. After applying Cauchy–Schwarz the
resulting periodic functions have moduli qcc′ ≈ q3L which is not much bigger than the size of n
which is now smooth and therefore one can expect to be able to analyse this sum further.
We continue to analyze the sum Ω. Opening the square and switching the order of summations,
we arrive at
Ω =
∑
c∼C
1
c
∑
c′∼C
1
c′
∑
ℓ∼L
λ(1, ℓ)
∑
ℓ′∼L
λ(1, ℓ′)
∑
m∼qL
λ(m)
∑
m′∼qL
λ(m′)
∑⋆
u(q)
Lc¯2m,ℓ(u; q)
∑⋆
u′(q)
L
c′
2
m′,ℓ
(u′; q)
∑
n∼q3L1/2
Kl2(c¯
3u¯n; q)Kl2(c′
3
u′n; q)e
(
nq¯ℓm
c
)
e
(−nq¯ℓ′m′
c′
)
.
We apply Poisson summation to the n-sum; after computing the resulting Fourier transform and
several manipulations we obtain
Ω ≈
∑
c∼C
1
c
∑
c′∼C
1
c′
∑
ℓ∼L
λ(1, ℓ)
∑
ℓ′∼L
λ(1, ℓ′)
∑
m∼qL
λ(m)
∑
m′∼qL
λ(m′)
q3L1/2
∑
n<L1/2
∑
v(q)
Z(v)Z ′(v − ncc′) · δn+ℓmc′−ℓ′m′c≡0 (mod cc′),
where
Z(v) = Zα,β,γ(v) :=
1
q1/2
∑
x∈F×q
Kl2(βγx; q)K(xv)Kl2(αxv; q)
with (α, β, γ) = (c2m, ℓ, c3) and Z ′(v) is defined likewise with (α′, β′, γ′) = (c′2m′, ℓ′, c′3).
We consider the case where n = 0 and n 6= 0 separately and denote their contribution to Ω by
Ω0 and Ω 6= respectively.
For n = 0, one has c = c′, and since the sheaf F is good, we have by Proposition 4.4,∑
v
Z(v)Z ′(v)≪ q · δℓm′≡ℓ′m (mod q) + q1/2;
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this gives
Ω0 =
∑
c∼C
1
c2
∑
ℓ∼L
λ(1, ℓ)
∑
ℓ′∼L
λ(1, ℓ′)
∑
m∼qL
λ(m)
∑
m′∼qL
λ(m′)
× q3L1/2(q · δℓm′≡ℓ′m (mod q) + q1/2)δℓm′≡ℓ′m (mod c)
≪q
5L5/2
C
+
q11/2L9/2
C2
,
whose corresponding contribution to S is
S0 ≪ q
3
L1/4
+ q11/4L1/2.
Remark 1.4. This bound is admissible is long as L is a (not too big) positive power of q and
corresponds roughly to the contribution of the diagonal term (c, ℓ,m, u) = (c′, ℓ′,m′, u′) in Ω:
S00 ≪ q
5/2
L1/2C3/2
(
q3L1/2 · 1
C
· L · qL · q
)1/2
≪ q
3
L1/4
.
This saving was the whole point of keeping the c-sum inside in the application of Cauchy–Schwarz.
This also shows how the additional parameter ℓ plays a role in this argument; without introducing
the ℓ-sum at the very beginning we would have been failed to beat the convexity bound O(q3) for
the diagonal contribution. This trick is reminiscent of the amplification technique which seems to
be used first by [Mun16] (See also [HN18,Lin18,KLMS19,Sha19]).
For the case n 6= 0, we use again Proposition 4.4,∑
v(q)
Z(v)Z ′(v − δ)≪ q1/2, δ 6= 0 (mod q),
to obtain
Ω 6= =
∑
c∼C
1
c
∑
c′∼C
1
c′
∑
ℓ∼L
λ(1, ℓ)
∑
ℓ′∼L
λ(1, ℓ′)
∑
m∼qL
λ(m)
∑
m′∼qL
λ(m′)
× q3L1/2
∑
06=n<L1/2
q1/2 · δn+ℓmc′−ℓ′m′c≡0 (mod cc′)
≪q
11/2L5
C2
+
q9/2L4
C
.
Correspondingly, such terms contribute to S
S6= ≪ q11/4L3/4.
Therefore we have the following estimate for the sum of interest
S≪ q
3
L1/4
+ q11/4L1/2 + q11/4L3/4.
By choosing L appropriately, say L = q1/4 we have
S≪ q3−1/16,
beating the convexity bound.
Key to this argument is the bound for the correlation sums∑
v
Z(v)Z ′(v − δ)≪ δδ=0δα/α′≡βγ/(β′γ′) (mod q)q + q1/2
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which follows from Proposition 4.4. This proposition is proven by interpreting the functions
v 7→ Z(v), Z ′(v)
as trace functions of ℓ-adic sheaves Z,Z′ on the affine line A1
Fq
and by using methods from ℓ-adic
cohomology. As the expression for Z suggests, the underlying sheaf Z is the geometric convolution
of the tensor product
K = (F ⊗ [×α]∗Kℓ2) with L = [y → βγ/y]∗Kℓ2
(and likewise for Z′). First we verify that if (MO) is satisfied, then K and hence Z are geometrically
irreducible. It remains to show that if (SL) is also satisfied, Z and [−δ]Z′ are not geometrically
isomorphic if either, δ 6= 0 or α/α′ 6= βγ/(β′γ′) (mod q). To do this, we analyse carefully the
possible singularities of Z (at most at ∞, 0 and βγ/α) and determine their nature (unipotent or
not) at 0, βγ/α using Deligne’s semi-continuity theorem and the theory of local convolution due to
Rojas-Leon. This last point is the most delicate part of the argument.
This general approach is entirely different from the path taken by Sharma in the special case
K = χ a multiplicative character: Sharma exploits the multiplicativity of χ and reduces the problem
to checking the non-degeneracy criterion of Aldolphson-Sperber for an explicit exponential sum in
9 variables. Let us remark that for this special case, the sheaf Z is an hypergeometric sheaf whose
properties were studied in depth by Katz in [Kat90] so it is likely that a third method is available
in that case.
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organisation and their choice of the beautiful location.
2. Some materials
In the sequel we will denote by V or W some smooth functions V,W ∈ C∞c (]1, 2[) satisfying for
all i > 0
(2.1) V (i)(x)≪ ZiV
for some ZV > 0.
2.1. Bounds for Hecke eigenvalues. We recall the following well-known Rankin–Selberg esti-
mates for GL2 and GL3 Hecke eigenvalues
(2.2)
∑
16n6X
|λf (n)|2 ≪f X,
and
(2.3)
∑
16m2n6X
|λ(n,m)|2m≪ϕ,ε X1+ε,
for X > 2 and any ε > 0. (For the second bound see [Mol02] and [Mun16, Lemma 2].)
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2.2. Summation formulas. Let f be a GL2 cuspform of level 1 and of weight k (if f is holomor-
phic) or of Laplace eigenvalue 1/4 + r2 (if f is Maass).
The GL2 Voronoi summation formula states:
Proposition 2.1. Let V be a test function as in (2.1). Let X > 0, c, u > 1 be integers such that
(u, c) = 1. We have
∞∑
m=1
λf (m)e
(um
c
)
V
(m
X
)
=
X
c
∑
±
∞∑
m=1
λ(m)e
(
∓ u¯m
c
)
V±
(
mX
c2
)
,
where
V±(y) =
∫ ∞
0
V (x)J±f (4π
√
xy)dx
with
J
+
f (x) = 2πi
kJk−1(x), J−f (x) = 0 if f is holomorphic;
and
J+f (x) =
−π
sinπir
(J2ir(x)− J−2ir(x)), J−f (x) = 4εf cosh(πr)K2ir(x) if f is Maass.
We also recall the GL3 Voronoi summation formula:
Proposition 2.2. Let W be a test function as in (2.1). Let X > 0, c, u, r > 1 be integers such
that (u, c) = 1. We have
∞∑
n=1
λ(r, n)e
(un
c
)
W
( n
N
)
= c3/2
∑
±
∑
n1|rc
∞∑
n=1
λ(n, n1)
n1n
S
(
ru¯,±n; rcn1
)
c1/2
W±
(
nn21
c3r/N
)
,
where
S(m,n; c) =
∑⋆
x(c)
e
(
mx+ nx¯
c
)
is the Kloosterman sum and where
(2.4) Wσ(x) =
1
2πi
∫
(1)
x−sGσ(s+ 1)
(∫ +∞
0
W (y)y−s
dy
y
)
ds.
We recall the following lemma (see [KLMS19, Lemma 4.3])
Lemma 2.3. Let σ ∈ {−1, 1}. For any j > 0, any A > 1 and any ε > 0, we have
xjW(j)σ (x)≪ min
(
Zj+1x1−θ3−ε, Zj+5/2+ε
(Z3
x
)A)
for x > 0, where the implied constant depends on (j,A, ε). Moreover, for x > 1, we have
xjW(j)σ (x)≪ x2/3min(Zj, xj/3)
where the implied constant depends on j.
The integral transform W± admits another representation as Hankel transform of some GL3-
Bessel functions as can be seen by switching the y and s integrals in (2.4) which we record here
(see [Lin18, Lemma 3.2])
(2.5) W±(x) = x
∫ ∞
0
W (y)Jϕ,±(xy)dy.
Here Jϕ,±(x) is some GL3-Bessel function satisfying the following properties.
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Lemma 2.4. (1). Let ̺ > max{−Reµϕ,1,−Reµϕ,2,−Reµϕ,3}. For x≪ 1, we have
(2.6) xjJ
(j)
ϕ,±(x)≪µϕ,1,µϕ,2,µϕ,3,̺,j x−̺.
(2). Let K > 0 be a fixed nonnegative integer. For x > 0, we may write
(2.7) Jϕ,±(x3) =
e(±3x)
x
W±ϕ (x) + E
±
ϕ (x),
where W±ϕ (x) and E±π (x) are real-analytic functions on (0,∞) satisfying
W±ϕ (x) =
K−1∑
m=0
B±m(ϕ)x
−m +OK,µϕ,1,µϕ,2,µϕ,3
(
x−K
)
,
and
E±,(j)ϕ (x)≪µϕ,1,µϕ,2,µϕ,3,j
exp(−3√3πx)
x
,
for x≫µϕ,1,µϕ,2,µϕ,3 1, where B±m(π) are constants depending on µϕ,1, µϕ,2 and µϕ,3.
Proof. See [Qi16, Theorem 14.1]. 
Next we recall the Duke–Friedlander–Iwaniec delta symbol method [DFI93] in a form given by
Heath-Brown [HB96].
Lemma 2.5. For any C > 1, there is a positive constant cC and a smooth function h(x, y) defined
on (0,∞) × (−∞,∞) such that
δn=0 =
cC
C2
∞∑
c=1
1
c
∑⋆
a(c)
e
(an
c
)
h
( c
C
,
n
C2
)
.
Here the constant cC satisfies cC = 1 +OA(C
−A) for any A > 0, and h(x, y) is a smooth function
vanishing unless x 6 max(1, 2|y|) and whose derivatives satisfy
xi
∂i
∂ix
h(x, y)≪i 1 and ∂
∂y
h(x, y) = 0,
for x 6 1 and |y| 6 x/2, and
xiyj
∂i+j
∂ix∂jy
h(x, y)≪i,j 1(2.8)
for |y| > x/2.
3. First transformations
We have
StV (K,X) :=
∑
r,n
λ(r, n)λf (n)K(n)V (
r2n
X
) =
∑
r
SV,r(K,X/r
2).
where
(3.1) SV,r(K,X) :=
∞∑
n=1
λ(r, n)λf (n)K(n)V (
n
X
).
We have the trivial bound
SV,r(K,X/r
2)≪ qo(1)(X/r2)
so that
(3.2)
∑
r>R
SV,r(K,X/r
2)≪ qo(1)X/R.
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It will suffice to bound SV,r(K,X) for r 6 R = q
̺ for some ̺ > 0 to be chosen; see (7.7).
In the sequel we assume that r 6 R. To simplify notation we write SV (K,X) in place of
SV,r(K,X).
Let L > 1 be some parameter and L be the set of primes in the interval [L, 2L[. We have∑
ℓ∈L
|λ(1, ℓ)|2 ≃ L
logL
Therefore
SV,r(K,X) =
logL
L
∑
ℓ∈L
λ(1, ℓ)
∑
n
λ(1, ℓ)λ(r, n)λf (n)K(n)V (
n
X
)
In the sequel we will assume that L satisfies
(3.3) R < L
so that it is guaranteed that any ℓ ∈ [L, 2L[ is coprime with r.
By the Hecke relation (since (ℓ, r) = 1 by the assumption L > R) we have
λ(1, ℓ)λ(r, n) = λ(r, ℓn) + δℓ|nλ(rℓ, n/ℓ).
The contribution to SV,r(K,X) of the second term is trivially bounded by
(3.4)
qo(1)
L
∑
ℓ∈L
|λ(1, ℓ)2|
∑
n∼X/ℓ
|λ(r, n)| (|λf (n)|λf (ℓ)|+ δℓ|n|λf (n/ℓ)|) ‖K‖∞ 6 qo(1) (rL)θ3XL
where θ3 = 5/14 ([KS03]).
The rest of the sum is therefore (W is a suitable smooth compactly supported function satisfying
(2.1) with ZW = 1)
(3.5) S′V,r(K,X) =
logL
L
∑
ℓ∈L
λ(1, ℓ)
∑
n∼Xℓ
λ(r, n)
∞∑
m=1
λf (m)K(m)
( n
mℓ
)iv
δn=mℓW
( n
Xℓ
)
V
(m
X
)
.
Remark 3.1. The parameter v has size qη (not of the same order of magnitude as the parameter
Z) for some η > 0 which can be chosen as small as we wish. It will be useful later to localize the
range of some variables. See Lemma 3.3.
Using a Mellin transform on W we can replace – up to a factor qo(1) and up to changing the
definition of W– the expression W
(
n
Xℓ
)
by W
(
n
XL
)
.
We proceed as in [Sha19] and follow Holowinsky, Munshi and Qi [HMQ16] to rewrite the δn−ℓm
in a more analytic form using the delta symbol method in Lemma 2.5: for any n ∈ Z such that
|n| 6 4XL we have
δn=0 = δq|nδn/q=0 =
1
q
∑
u(q)
e(
un
q
)
1
C
∑
c62C
1
c
∑⋆
a(c)
e
(
an/q
c
)
h
(
c
C
,
n
C2q
)
+OA(C
−A)
=
1
C
∑
c62C
1
cq
∑∑⋆
u(q),a(c)
e
(
n
a+ uc
cq
)
h
(
c
C
,
n
C2q
)
+OA(C
−A)
=
1
C
∑
c62C
(c,q)=1
1
cq
∑∑⋆
u(q),a(c)
e
(
n
aq + uc
cq
)
h
(
c
C
,
n
C2q
)
+
1
C
∑
c62C/q
1
cq2
∑∑⋆
u(q),a(cq)
e
(
n
a+ ucq
cq2
)
h
(
cq
C
,
n
C2q
)
+OA(C
−A).
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Here we choose
(3.6) C =
(
XL
q
) 1
2
.
Observe that in the first sum of the last expression, as a varies over a set of representatives of
the residue classes modulo c (prime to c) and u varies over a set of representatives of the residue
classes modulo q, aq+uc varies over a set of representatives of the residue classes modulo cq prime
to c.
Similarly in the second sum, the modulus c is 6 2(XL/q3)1/2 < q and is therefore coprime with
q. It follows that as a varies over a set of representatives of the residue classes modulo cq (prime
to cq) and u varies over a set of representatives of the residue classes modulo q, a+ ucq varies over
a set of representatives of the residue classes modulo cq2 prime to cq2.
We can therefore rewrite
δn=0 =
1
C
∑
c62C
(c,q)=1
1
cq
∑⋆
u(cq)
e
(
n
u
cq
)
h
(
c
C
,
n
C2q
)
+
1
C
∑
c62C
(c,q)=1
1
cq
∑⋆
a(c)
e
(
n
a
c
)
h
(
c
C
,
n
C2q
)
(3.7)
+
1
C
∑
c62C/q
1
cq2
∑⋆
u(cq2)
e
(
n
u
cq2
)
h
(
cq
C
,
n
C2q
)
+OA(C
−A)
Remark 3.2. The reason for detecting the condition n−mℓ in two such steps is that the quotient
(n −mℓ)/q is smaller by a factor q from the difference n −mℓ and therefore the parameter C in
(3.6) is reduced by a factor q1/2 from the most natural choice (XL)1/2. A similar reduction trick
was used by Munshi in [Mun15], and more recently in [Mun18].
We apply (3.7) to the difference n−mℓ in (3.5) and obtain
(3.8) (logL)−1S′V,r(K,X) = Main0 + Err1 +Err2 +OA(X
−A)
where
Main0 =
1
LCq
∑
c62C
(c,q)=1
1
c
∑
ℓ∈L
λ(1, ℓ)ℓ−iv
∑⋆
u(cq)
∞∑
n=1
λ(r, n)e
(
n
u
cq
)
nivW
( n
XL
)
∞∑
m=1
λf (m)K(m)e
(−umℓ
cq
)
m−ivV
(m
X
)
h
(
c
C
,
n−mℓ
C2q
)
,
(3.9)
Err1 =
1
LCq
∑
c62C
(c,q)=1
1
c
∑
ℓ∈L
λ(1, ℓ)ℓ−iv
∑⋆
a(c)
∞∑
n=1
λ(r, n)e
(an
c
)
nivW
( n
XL
)
∞∑
m=1
λf (m)K(m)e
(−amℓ
c
)
m−ivV
(m
X
)
h
(
c
C
,
n−mℓ
C2q
)
,
(3.10)
11
and
Err2 =
1
LCq2
∑
c62C/q
(c,q)=1
1
c
∑
ℓ∈L
λ(1, ℓ)ℓ−iv
∑⋆
a(cq2)
∞∑
n=1
λ(r, n)e
(
an
cq2
)
nivW
( n
XL
)
∞∑
m=1
λf (m)K(m)e
(−amℓ
cq2
)
m−ivV
(m
X
)
h
(
cq
C
,
n−mℓ
C2q
)
,
(3.11)
In the sequel we focus on the first of these three terms which is the hardest and is responsible
for the final bound. The other two terms Err1 and Err2 discussed briefly in §7.1 below.
3.1. Bounding Main0. We further restrict to the subsum where (c, ℓ) = 1, otherwise (since ℓ is a
prime) we have ℓ|c and replace c by c′ = c/ℓ ∼ C/L and proceed the same way obtaining a smaller
term.
To prepare for the application of Voronoi summation formula to the m-sum we write
K(m) =
1
q1/2
∑
b (mod q)
K̂(b)e(
−bm
q
) =
1
q1/2
∑
b (mod q)
K̂(b)e(
−bcm
cq
),
and find that the first term in (3.9) is of the shape
1
LCq
∑
c62C
(c,q)=1
1
c
∑
ℓ∈L
λ(1, ℓ)ℓ−iv
∑⋆
u(cq)
∞∑
n=1
λ(r, n)e
(
n
u
cq
)
nivW
( n
XL
)
1
q1/2
∑
b (mod q)
K̂(b)
∞∑
m=1
λf (m)e
(−(bc+ uℓ)m
cq
)
m−ivV
(m
X
)
h
(
c
C
,
n−mℓ
C2q
)
.
(3.12)
We can further assume (bc+ uℓ, cq) = 1 and apply Proposition 2.1 to the m-sum (the contribution
from the terms with bc+ uℓ ≡ 0 (mod q) would be smaller) to get
X
LCq2
∑
±
∑
c62C
(c,q)=1
1
c2
∑
ℓ∈L
λ(1, ℓ)ℓ−iv
1
q1/2
∑∑⋆
b(q),u(cq)
K̂(b)
∞∑
m=1
λf (m)e(
±bc+ uℓm
cq
)
∞∑
n=1
λ(r, n)e
(
n
u
cq
)
nivW
( n
XL
)
V̂±n
(
mX
c2q2
)
,
(3.13)
where
V̂±n (y) =
∫
R
V (x)(Xx)−ivh
(
c
C
,
n−Xxℓ
C2q
)
J±f (4π
√
xy)dx.(3.14)
We further apply Proposition 2.2 to the n-sum above to obtain a sum of the form
(3.15)
X
LCq
∑
±±
∑
(c,q)=1
1
c
∑
ℓ∈L
λ(1, ℓ)ℓ−iv
∑
n1|rcq
∑
m,n
λf (m)
λ(n, n1)
nn1
· · ·W±±
(
m
c2q2/X
,
n21n
c3q3r/XL
)
where
· · · = 1
q1/2
∑∑⋆
b(q),u(cq)
K̂(b)e
(±bc+ uℓm
cq
)
S
(
ru,±n; rcq
n1
)
and
W±±(y, z) =
∫
R
V (x)(Xx)−ivUx,±(z)J±f (4π
√
xy)dx,
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where Ux,±(z) denotes the transform (2.4) of the function Ux(ξ) := (XLξ)ivW (ξ)h
(
c
C ,
XLξ−Xxℓ
C2q
)
.
Lemma 3.3. The function
(y, z) 7→W±±(y, z)
is negligible unless y ≪ Z2 where
Z := max{v, Z}
and z ≍ v3. Here v = qη > 1 is the parameter introduced in Remark 3.1.
Proof. We recall
V̂±n (y) =
∫
R
V (x)(Xx)−ivh
(
c
C
,
n−Xxℓ
C2q
)
J
±
f (4π
√
xy)dx.
Here V is a test function satisfying
V (i)(x)≪ Zi.
We consider the case where f is holomorphic (the case f is a Maass cusp form would be similar).
Then J−f (x) = 0, and J
+
f (x) = Jk−1(x) satisfies
(3.16) xiJ
(i)
k−1(x)≪ xk−1,
for x≪ 1, and while for x≫ 1 we can write
(3.17) Jk−1(x) =
∑
±
e±ix√
x
Wk−1,±(x),
for some Wk−1,±(x) satisfying xiW
(i)
k−1,±(x)≪ 1. We also have
xi
∂i
∂xi
h
(
c
C
,
n−Xxℓ
C2q
)
≪ 1,
where follows from (2.8). This together with (3.16) implies that if y ≪ 1 then xiV (i)1,y (x) ≪ Zi,
where V1,y(x) := V (x)X
−ivh
(
c
C ,
n−Xxℓ
C2q
)
Jk−1(4π
√
xy). Therefore integration by parts implies
that: if y ≪ 1 we have
V̂+n (y) =
∫
R
V1,y(x)x
−ivdx≪
(
Z
v
)A
,
for any A > 0. In particular if Z = 1, then for y ≪ 1, V̂+n (y) is always negligibly small.
We now assume that y ≫ 1. We use (3.17) to write
V̂+n (y) =
∑
±
∫
R
X−ivV (x)h
(
c
C
,
n−Xxℓ
C2q
)
1
(4π
√
xy)1/2
Wk−1,±(4π
√
xy)e
(
−v log x
2π
± 2√xy
)
dx
:=
∑
±
∫
R
V2,y(x)e
(
−v log x
2π
± 2√xy
)
dx,
where V2,y(x) satisfies x
iV
(i)
2,y (x)≪ 1√yZi. Again, integration by parts implies that
V̂+n (y)≪
1√
y
(
Z
| − v ±√y|
)A
,
for any A > 0, which shows that V̂+n (y) is negligibly small unless | − v ±
√
y| ≪ Z. Therefore we
may assume that the y-variable satisfies
y ≍ v2 + Z2 ≍ Z2.
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We continue to consider the z-variable. Recall
W±±(y, z) =
∫
R
V (x)(Xx)−ivUx,±(z)J±f (4π
√
xy)dx.
By the alternative expression (2.5) for Ux,±(z), this is
z
∫
R
V (x)(Xx)−ivJ±f (4π
√
xy)
×
∫
R
(XLξ)ivW (ξ)h
(
c
C
,
XLξ −Xxℓ
C2q
)
Jϕ,±(zξ)dξ dx.
We consider the inner integral above. Recall here W (ξ) is a test function satisfying (2.1) with
ZW = 1. If z ≪ 1, then by using (2.6) and (2.8) we have ξiW (i)1,z(ξ)≪ z−̺, where
W1,z(ξ) := (XL)
ivW (ξ)h
(
c
C
,
XLξ −Xxℓ
C2q
)
Jϕ,±(zξ).
Hence using integration by parts, the inner integral∫
R
W1,z(ξ)ξ
ivdξ ≪ z−̺v−A ≪ q−2019
by taking A sufficiently large. This implies that W±±(y, z) is negligibly small when z ≪ 1.
Now we assume that z ≫ 1 and use (2.7) to rewrite the inner integral over ξ as∑
±
∫
R
(XL)ivW (ξ)h
(
c
C
,
XLξ −Xxℓ
C2q
)
W±ϕ ((zξ)1/3)
(zξ)1/3
e
(
v log ξ
2π
± 3(zξ)1/3
)
dξ
:=
∑
±
∫
R
W2,z(ξ)e
(
v log ξ
2π
± 3(zξ)1/3
)
dξ
up to a negligible error term. Here W2,z(ξ) satisfies ξ
iW
(i)
2,z(ξ) ≪ z−1/3. Applying integration by
parts, the integral above is negligibly small unless
z ≍ v3.

4. The case q 6 |n1
We assume first that (n1, q) = 1 and therefore n1|rc and bound the sum
(4.1)
X
LCq
∑
±±
∑
(c,q)=1
1
c
∑
ℓ∈L
λ(1, ℓ)ℓ−iv
∑
n1|rc
(n1,q)=1
∑
m,n
λf (m)
λ(n, n1)
nn1
· · ·W±±
(
m
c2q2/X
,
n21n
c3q3r/XL
)
.
We have
e(
±bc+ uℓm
cq
) = e(
±bc+ uℓcm
q
)e(
±uℓqm
c
)
S(ru,±n; rcq
n1
) = S(cn1u,±rcn1n; q)S(qru,±qn; rc/n1).
Therefore the (b, u) sum split into a product of two sums of rc/n1 and q respectively.
The modulus rc sum is denoted by
(4.2) Mn1,r(m,n, ℓ; rc) :=
∑⋆
u(c)
e(
±uℓqm
c
)S(qru,±qn; rc/n1).
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The modulus q sum is given by
Nc(m,n, ℓ; q) :=
1
q
∑∑⋆
b(q),u(q)
(bc+uℓ,q)=1
K̂(b)e(
±bc + uℓcm
q
)S(cn1u,±rcn1n; q)
=
1
q1/2
∑∑⋆
b(q),u(q)
(b+uℓ,q)=1
K̂(b)e(
±c2b+ uℓm
q
)Kl2(±c3rn21nu; q) =
∑⋆
u(q)
L±c2m,ℓ(u; q)Kl2(±c3rn21nu; q)
where
(4.3) Lα,β(u; q) :=
1
q1/2
∑
b(q)
(b+βu,q)=1
K̂(b)e
(
α b+ βu
q
)
.
We will sometime suppress the parameters α and β, and abbreviate Lα,β(u; q) as L(u; q).
From these notations we find that the subsum of (3.15) corresponding to the case (q, n1) = 1
equals
(4.4)
X
LCq1/2
∑
±±
∑
(c,q)=1
1
c
∑
ℓ∈L
λ(1, ℓ)ℓ−iv
∑
n1|rc
(n1,q)=1
∑
m,n
λf (m)
λ(n, n1)
nn1
×
W±±(
m
c2q2/X
,
n21n
c3q3r/XL
)Mn1,r(m,n, ℓ; rc)Nc(m,n, ℓ; q)
We break the c-sum into O(log q) dyadic intervals and for C ′ 6 C we evaluate the truncated
version of SV (K) where c ∼ C ′. Here C ′ satisfies
X1/2−η/q 6 C ′ 6 C = (XL/q)1/2.
We set
(4.5) M = Z2
C ′2q2
X
, N =
C ′3q3+3ηr
XL
.
By Lemma 3.3 we have
m≪M,nn21 ≍ N
which we abreviate by
m 6M, nn21 ≈ N.
Remark 4.1. From this discussion we see that C ′ cannot be too small: since m > 1, we have
m/M 6 1 and therefore
C ′ > X1/2/q1+η,
and this also implies that N is not too small
N >
X1/2r
L
.
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4.1. Cauchy–Schwarz. We will now apply Cauchy–Schwarz inequality with the n, n1 variables
outside (to get rid of the factor λ(n, n1)) but we need some preparation.
We factor c = c1c2 with
c1 6 C
′, n1|rc1, c1|(n1r)∞ and (c2, n1r) = 1.
We then apply Cauchy–Schwarz and (2.3) to remove the GL3 coefficients in (4.4). Using Lemma
3.3 the sum is bounded by four terms of the shape
qo(1)
X/LCq1/2
C ′4q3+3ηr/XL
A1/2B1/2
with
A =
∑∑
nn21≈N
|λ(n, n1)|2n1 ≪ qo(1)N = qo(1)C ′3q3+3ηr/XL
B =
∑∑
c1,nn21≈N
(n1,q)=1
n1
∣∣∣∣∑
ℓ∈L
λ(1, ℓ)ℓ−iv
×
∑
m6M
λf (m)
∑
c2∼C′/c1
(c2,q)=1
Mn1,r(m,n, ℓ; rc1c2)Nc1c2(m,n, ℓ; q)W(m,n
2
1n)
∣∣∣∣2
with
W(m,n21n) = W±±(
m
M
,
n21n
N
)
for the various choices of ±,±.
After opening the square, the second factor equals
B =
∑∑
c1,n1
n1
∑∑
ℓ,ℓ′
m,m′
∑∑
c2,c′2
×(4.6)
∑
n
Mn1,r(m,n, ℓ; rc1c2)Mn1,r(m
′, n, ℓ′; rc1c′2)Nc1c2(m,n, ℓ; q)Nc1c′2(m
′, n, ℓ′; q)W
(
n
N/n21
)
,
where
W
(
n
C ′3q3r/XLn21
)
= W±±(
m
c21c
2
2q
2/X
,
n21n
c31c
3
2q
3r/XL
)W±±(
m′
c21c
′
2
2q2/X
,
n21n
c31c
′
2
3q3r/XL
).
Remark 4.2. At this point it may be useful to recall the typical size of the various quantities
involved: we should imagine that c1 = n1 = r = 1 and
X = q3, L = qη with η > 0 as small as need be, C = qL1/2
q1/2 6 C ′ 6 qL1/2.
M = C ′2q−1 ∈ [1, qL], N = C ′3q3/q3L = C ′3/L ∈ [q3/2/L, q3L1/2]
and
kq = C ′2q ∈ [q2, q3L1/2], k ≈ Q/q ∈ [q, q2L1/2].
In particular
N = C ′3/L > (kq)1/2 = C ′q1/2;
therefore we are in the Polya-Vinogradov range where applying the Poisson summation formula to
(4.6) is beneficial.
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We apply Poisson formula to the n-variable keeping in mind that
(4.7) n 7→Mn1,r(m,n, ℓ; rc1c2)Mn1,r(m′, n, ℓ′; rc1c′2)Nc1c2(m,n, ℓ; q)Nc1c′2(m
′, n, ℓ′; q)
is periodic of period qk := qrc1c2c
′
2/n1, and see that (4.6) equals
(4.8)
∑∑
c1,n1
n1
∑∑
ℓ,ℓ′
m,m′
∑∑
c2,c′2
N
n21(qk)
1/2
∑
n
FT(n,m,m′, ℓ, ℓ′; qk)Ŵ(n/N∗),
where
(4.9) N∗ := qkn21/N ≍
n1
c1
qrC ′2
N
(≍ n1
c1
XL
C ′q2+3η
)
is the dual range and
FT(n,m,m′, ℓ, ℓ′; qk) =
∑∑
u,u′ (mod q)
L±c2m,ℓ(u; q)L±c′2m′,ℓ′(u
′; q)×
1√
qk
∑
v (mod qk)
Kl2(±c3rn21vu; q)Kl2(±c′
3
rn21vu
′; q)Mn1,r(m, v, ℓ; rc1c2)Mn1,r(m′, v, ℓ′; rc1c′2) e
(
nv
qk
)
.
4.2. Computation of FT. Recall k = rc1c2c
′
2/n1. We have (q, k) = 1 and we split the above sum
FT(n,m,m′, ℓ, ℓ′; qk) as a product of sums FT(n; q) and FT(n; k), modulo q and k respectively.
4.2.1. The k-sum. The k-sum equals
FT(n; k) :=
1√
k
∑
v(k)
Mn1,r(m, v, ℓ; rc1c2)Mn1,r(m
′, v, ℓ′; rc1c′2) e
(nvq¯
k
)
.
Lemma 4.3. We have the following bounds
(4.10) FT(0; k)≪
√
krc1c2
∑
d|c1c2
∑
d′|c1c2
(ℓ′d,ℓd′)|(mℓ′−m′ℓ)
(ℓ, d)(ℓ′, d′)
(
d
(ℓ, d)
,
d′
(ℓ′, d′)
)
,
and
FT(n; k)≪
√
k
∑
d1|c1
d1
∑
d′1|c1
d′1
∑⋆
x1(rc1/n1)
ℓn1x1≡∓m(d1)
∑∑
d2|(c2,ℓn1c′2+nm)
d′2|(c′2,ℓ′n1c2+nm′)
d2d
′
2.
(4.11)
Proof. To see this, we recall
(4.12) Mn1,r(m,n, ℓ; rc) =
∑
d|c
dµ
( c
d
) ∑⋆
x(rc/n1)
ℓn1x≡∓m(d)
e
(±q¯nx¯
rc/n1
)
.
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Then,
FT(n; k) =
1√
k
∑
d|c1c2
dµ
(c1c2
d
) ∑
d′|c1c′2
d′µ
(
c1c
′
2
d′
) ∑⋆
x(rc1c2/n1)
ℓn1x≡∓m(d)
∑⋆
x′(rc1c′2/n1)
ℓ′n1x′≡∓m′(d′)
∑
v(k)
e
(
(±q¯x¯c′2 ∓ q¯x′c2 + nq¯)v
k
)
=
√
k
∑
d|c1c2
dµ
(c1c2
d
) ∑
d′|c1c′2
d′µ
(
c1c
′
2
d′
) ∑⋆
x(rc1c2/n1)
ℓn1x≡∓m(d)
∑⋆
x′(rc1c′2/n1)
ℓ′n1x′≡∓m′(d′)
x¯c′2−x′c2≡∓n(k)
1.
(4.13)
We calculate the case where n ≡ 0 (mod k) first.
For n ≡ 0 (mod k), The congruence x¯c′2 − x′c2 ≡ ∓n (mod k) forces
(4.14) c2 = c
′
2
and x ≡ x′(rc1c2/n1). Therefore
FT(0; k) =
√
k
∑
d|c1c2
dµ
(c1c2
d
) ∑
d′|c1c2
d′µ
(
c1c
′
2
d′
) ∑⋆
x(rc1c2/n1)
ℓn1x≡∓m(d)
ℓ′n1x≡∓m′(d′)
1.
The system of equations ℓn1x ≡ ∓m(d) and ℓ′n1x ≡ ∓m′(d′) has a unique solution modulo
[ d(ℓn1,d) ,
d′
(ℓ′n1,d′)
], moreover it implies that (ℓ′d, ℓd′)|(mℓ′ − m′ℓ). The number of solutions for x
mod rc1c2n1 is therefore given by
rc1c2/n1
[ d(ℓn1,d) ,
d′
(ℓ′n1,d′)
]
=
rc1c2
[[n1,
d
(ℓ,d) ], [n1,
d′
(ℓ′,d′) ]]
=
rc1c2
[n1,
d
(ℓ,d) ,
d′
(ℓ′,d′) ]
.
Hence,
FT(0; k) =
√
k
∑
d|c1c2
∑
d′|c1c2
(ℓ′d,ℓd′)|(mℓ′−m′ℓ)
dµ
(c1c2
d
)
d′µ
(
c1c
′
2
d′
)
rc1c2
[n1,
d
(ℓ,d) ,
d′
(ℓ′,d′) ]
.
In particular,
FT(0; k)≪
√
krc1c2
∑
d|c1c2
∑
d′|c1c2
(ℓ′d,ℓd′)|(mℓ′−m′ℓ)
dd′
[ d(ℓ,d) ,
d′
(ℓ′,d′) ]
≪
√
krc1c2
∑
d|c1c2
∑
d′|c1c2
(ℓ′d,ℓd′)|(mℓ′−m′ℓ)
(ℓ, d)(ℓ′, d′)
(
d
(ℓ, d)
,
d′
(ℓ′, d′)
)
.
(4.15)
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Next we consider the case where n 6= 0 in FT(n; k). In (4.13) we write d = d1d2 where d1|c1,
d2|c2 and d′ = d′1d′2 where d′1|c1, d′2|c′2. Then the sum splits as
FT(n; k) =
√
k
∑
d1|c1
d1µ
(
c1
d1
)∑
d′1|c1
d′1µ
(
c1
d′1
)∑
d2|c2
d2µ
(
c2
d2
)∑
d′2|c2
d′2µ
(
c′2
d′2
)
∑⋆
x1(rc1/n1)
ℓn1x1≡∓m(d1)
∑⋆
x′1(rc1/n1)
ℓ′n1x′1≡∓m′(d′1)
x1c′2−x′1c2≡∓n(rc1/n1)
∑⋆
x2(c2)
ℓn1x2≡∓m(d2)
∑⋆
x′2(c
′
2)
ℓ′n1x′2≡∓m′(d′2)
x2c′2−x′2c2≡∓n(c2c′2)
1
:=
√
kFT1(n; k)FT2(n; k),
(4.16)
where
FT1(n; k) =
∑
d1|c1
d1µ
(
c1
d1
)∑
d′1|c1
d′1µ
(
c1
d′1
) ∑⋆
x1(rc1/n1)
ℓn1x1≡∓m(d1)
∑⋆
x′1(rc1/n1)
ℓ′n1x′1≡∓m′(d′1)
x1c′2−x′1c2≡∓n(rc1/n1)
1,
and
FT2(n; k) =
∑
d2|c2
d1µ
(
c2
d2
)∑
d′2|c2
d′2µ
(
c′2
d′2
) ∑⋆
x2(c2)
ℓn1x2≡∓m(d2)
∑⋆
x′2(c
′
2)
ℓ′n1x′2≡∓m′(d′2)
x2c′2−x′2c2≡∓n(c2c′2)
1.
In FT1(n; k), the term x
′
1 (mod rc1/n1) is completely determined by x1 (mod rc1/n1). Therefore
estimating trivially, one sees that
FT1(n; k)≪
∑
d1|c1
d1
∑
d′1|c1
d′1
∑⋆
x1(rc1/n1)
ℓn1x≡∓m(d1)
1 .
For FT2(n; k), the congruence conditions there imply that d2|ℓn1c′2 + nm and d′2|ℓ′n1c2 + nm′.
Therefore
FT2(n; k)≪
∑∑
d2|(c2,ℓn1c′2+nm)
d′2|(c′2,ℓ′n1c2+nm′)
d2d
′
2.

4.2.2. The q-sum. The q-sum equals
(4.17) FT(n; q) =
1√
q
∑∑
u,u′ (mod q)
L±c2m,ℓ(u; q)L±c′2m′,ℓ′(u
′; q)×
∑
v (mod q)
Kl2(±c3rn21vu; q)Kl2(±c′
3
rn21vu
′; q) e
(
kvn
q
)
.
It will be useful to transform it to make it amenable to a sheaf-theoretic treatment.
For α, β, γ, α′, β′, γ′ ∈ F×q we recall (see (4.3))
(4.18) L(u; q) = Lα,β(u; q) :=
1√
q
∑
b(q)
K̂(b)e
(
α(b+ βu)
q
)
=
1√
q
∑
a
K(a)Kl2(αa; q)e(−βau
q
),
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the later identity following from the expression of the Fourier transform
K̂(b) =
1
q1/2
∑
a∈Fq
K(a)e(
ab
q
).
We also define
M(u) := Kl2(γu; q)
and define likewise L′(u; q), M ′(u′) with α′, β′, γ′. The following choices of values of the parameters
correspond to our initial problem:
α = ±c2m, β = ℓ, α′ = ±c′2m′, β′ = ℓ′
γ = ±c3rn21, γ′ = ±c′
3
rn21, δ = kn,(4.19)
we see (by switching the u, u′ sums and the v sum) that (4.17) equals
√
q
∑
v (mod q)
M ⋆ L(v)M ′ ⋆ L′(v)e(
δv
q
)
where M ⋆ L denote the normalized multiplicative convolution
M ⋆ L(v) =
1
q1/2
∑
u∈F×q
M(u)L(v/u) =
1
q1/2
∑
u∈F×q
M(vu)L(1/u).
To evaluate such sum further we will need to make a few elementary transformations.
By Plancherel formula we have
(4.20)
∑
v
M ⋆ L(v)M ′ ⋆ L′(v)e(
δv
q
) =
∑
v
M̂ ⋆ L(v)M̂ ′ ⋆ L′(v − δ) =
∑
v
Z(v)Z ′(v − δ)
say. Let us now compute Z(v):
Z(v) =
1
q1/2
1
q1/2
∑
x∈F×q
∑
u
M(x)L(u/x)e(
vu
q
) =
1
q1/2
∑
x∈F×q
M(x)L̂(xv).
By (8.1) we have
L̂(x) = K(x/β)Kl2(α/βx; q)
and
(4.21) Z(v) =
1
q1/2
∑
x∈F×q
Kl2(βγx; q)K(xv)Kl2(αxv; q).
In Section 8 we will prove the following
Proposition 4.4. Let TF(Fq) be the subgroup of F
×
q defined by
TF(Fq) = {λ ∈ F×q , [×λ]∗F is geometrically isomorphic to F}.
Assume that the sheaf F is good then for any α, β, α′, β′, γ, γ′, δ ∈ F×q , we have∑
v
Z(v)Z ′(v − δ) = O(q1/2).
If δ = 0 the above bound holds unless
α/α′ = βγ/β′γ′ ∈ TF(Fq)
in which case ∑
v
Z(v)Z ′(v) = cF(α/α′)q +O(q1/2)
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for cF(α/α
′) some complex number of modulus 1. Here the implicit constants depend only on C(F).
Returning to our original sum, we see that (4.17) is O(q) unless
c′2m/c2m′ = c′3ℓ/c3ℓ′ ∈ TF(Fq)
in which case (4.17) equals C(c′2m/c2m′)q3/2 +O(q) with |C(c′2m/c2m′)| = 1.
5. Contribution of the n = 0 frequency
In this section we bound the contribution to (4.8) of the frequency n = 0. By (4.14), we then
have
(5.1) c2 = c
′
2, c = c
′, k = rc1c22/n1
We use the case δ = 0 of Proposition 4.4: by (5.1) and (4.19) we have that (4.17) is O(q) unless
we have the congruence modulo q
m/m′ = ℓ/ℓ′ ∈ TF(Fq)
in which case (4.17) equals C(m/m′)q3/2 +O(q) with |C(m/m′)| = 1.
The contribution of the n = 0 frequency to (4.8) is bounded by
≪ N
q1/2
∑∑
n1,c=c1c2
1
n1k1/2
∑∑
ℓ,ℓ′
|λ(1, ℓ)||λ(1, ℓ′)|
×
∑∑
m,m′6M
|λf (m)||λf (m′)|(q3/2δm/m′=ℓ/ℓ′∈TF(Fq) + q)|FT(0; k)|
≪ N
q1/2
∑∑
n1,c=c1c2
1
n1k1/2
∑∑
ℓ,ℓ′
|λ(1, ℓ′)|2
×
∑∑
m,m′6M
|λf (m)|2(q3/2δm/m′=ℓ/ℓ′∈TF(Fq) + q)|FT(0; k)|
≪ qo(1) rNC
′
q1/2
∑∑
n1,c
1
n1
∑∑
ℓ,ℓ′
|λ(1, ℓ′)|2
×
∑∑
m,m′6M
|λf (m)|2(q3/2δmℓ′=ℓm′ (mod q) + q)
∑∑
d,d′|c
(ℓ′d,ℓd′)|(mℓ′−m′ℓ)
(ℓ, d)(ℓ′, d′)(d, d′).
We deal with the case (ℓ, d) = (ℓ′, d′) = 1 the other three cases are similar (remember that ℓ, ℓ′ are
primes). Writing b = (d, d′) the sum is bounded by
≪ qo(1) rNC
′
q1/2
∑∑
n1,b|c∼C′
b
n1
∑∑
ℓ,ℓ′∼L,m,m′6M
b|ℓ′m−ℓm′
|λ(1, ℓ′)|2|λf (m)|2(q3/2δmℓ′=ℓm′ (mod q) + q)
≪ qo(1) rNC
′
q1/2
LM
∑
b|c∼C′
b
(
q3/2(
LM
qb
+ 1) + q(
LM
b
+ 1)
)
≪ qo(1) rNC
′
q1/2
LMC ′(q1/2LM + C ′q3/2 + qLM + C ′q)≪ qo(1) rNC
′2LM
q1/2
(C ′q3/2 + qLM).
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Taking the squareroot of this term, multiplying by A1/2 and then by X/LCq
1/2
C′4q3+3ηr/XL
we see that
the contribution of these terms to (3.9) is bounded by
qo(1)
r1/2XM1/2
CL1/2q3/4
(
C ′1/2q3/4 + q1/2L1/2M1/2
)
≪qo(1)r1/2
(
Z
X3/4q3/4
L1/4
+ Z2L1/2X1/2q5/4
)
.
(5.2)
In particular for X = q3 we obtain
qO(η)(r1/2Z
q3
L1/4
+ r1/2Z2L1/2q3−1/4)
which is non-trivial for L < q1/2.
6. Contribution from the n 6= 0 frequencies
Recall that
Bn 6=0 =
N
q1/2
∑∑
c1,n1
1
n1
∑
ℓ∈L
λ(1, ℓ)ℓ−iv
∑
ℓ′∈L
λ(1, ℓ′)ℓ′iv
∑
m6M
λf (m)
∑
m′6M
λf (m
′)
∑
c2∼C′/c1
∑
c′2∼C′/c1
1
k1/2
∑
n 6=0
FT(n; q)FT(n; k)Ŵ(n/N∗).
(6.1)
We consider two cases: n 6= 0 (mod q) and n ≡ 0 (mod q).
6.1. n 6= 0 (mod q). By Proposition 4.4, we have
FT(n; q)≪ q.
Combining this with Lemma 4.3, gives
Bn 6=0(mod q) ≪Nq1/2
∑∑
c1,n1
1
n1
∑
ℓ∈L
|λ(1, ℓ)|
∑
ℓ′∈L
|λ(1, ℓ′)|
∑
m
|λf (m)|
∑
m′
|λf (m′)|
∑
c2
∑
c′2∑
n≪N∗
n 6=0(mod q)
∑
d1,d′1|c1
d1d
′
1
∑⋆
x1(rc1/n1)
ℓn1x1≡∓m(d1)
∑∑
d2|(c2,ℓn1c′2+nm)
d′2|(c′2,ℓ′n1c2+nm′)
d2d
′
2|Ŵ(n/N)|.
By using |λ(1, ℓ)||λ(1, ℓ′)||λf (m)||λf (m′)| ≪ |λ(1, ℓ′)λf (m)|2 + |λ(1, ℓ)λf (m′)|2, we have
Bn 6=0(mod q) ≪Nq1/2
∑∑
c1,n1
c1
n1
∑
ℓ∈L
∑
ℓ′∈L
|λ(1, ℓ)|2
∑
n≪N∗
n 6=0 (mod q)
∑
d1|c1
d1
∑
m6M
∑
m′6M
|λf (m′)|2
∑
c2∼C′/c1
∑
c′2∼C′/c1
∑⋆
x1(rc1/n1)
ℓn1x1≡∓m(d1)
∑∑
d2|(c2,ℓn1c′2+nm)
d′2|(c′2,ℓ′n1c2+nm′)
d2d
′
2.
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The right hand side, when replacing c2 by c2d2 and c
′
2 by c
′
2d
′
2, is
Nq1/2
∑∑
c1,n1
c1
n1
∑
n≪N∗
n 6=0 (mod q)
∑
d1|c1
d1
∑
d2≪C′/c1
d2
∑
d′2≪C′/c1
d′2
∑
c2∼C′/c1d2
∑
ℓ′∈L
∑
m′6M
ℓ′n1c2d2+nm′≡0(d′2)
|λf (m′)|2 ×
∑
c′2∼C′/c1d′2
∑
ℓ∈L
|λ(1, ℓ)|2
∑⋆
x1(rc1/n1)
∑
m6M
ℓn1c′2d
′
2+nm≡0(d2)
ℓn1x1≡∓m(d1)
1.
Bounding the number of solutions in m of the congruence equations ℓn1c
′
2d
′
2 + nm ≡ 0(d2) and
ℓn1x1 ≡ ∓m(d1) we see that∑
c′2∼C′/c1d′2
∑
ℓ∈L
|λ(1, ℓ)|2
∑⋆
x1(rc1/n1)
∑
m6M
ℓn1c′2d
′
2+nm≡0(d2)
ℓn1x1≡∓m(d1)
1 ≪ qo(1)(d2, n)rc1
n1
C ′L
c1d′2
(
1 +
M
d1d2
)
≪ qo(1)(d2, n) r
n1
C ′L
d′2
(
1 +
M
d1d2
)
.
Averaging this bound over the remaining variables we obtain
Bn 6=0 (mod q) ≪ qo(1)rNq1/2C ′L
∑∑
c1,n1
c1
n21
∑
n≪N∗
n 6=0(mod q)∑
d2≪C′/c1
(d2, n) (c1d2 +M)
∑
d′2≪C′/c1
∑
c2∼C′/c1d2
∑
ℓ′∈L
∑
m′6M
ℓ′n1c2d2+nm′≡0(d′2)
|λf (m′)|2.
– If ℓ′n1c2d2 + nm′ 6= 0 we interpret the congruence ℓ′n1c2d2 + nm′ (mod d′2) as d′2 being a divisor
of that integer so that the contribution of such terms is bounded by
≪ qo(1)rNq1/2C ′L
∑∑
c1,n1
c1
n21
N∗
∑
d26C′/c1
(c1d2 +M)
C ′
c1d2
LM
= qo(1)rNq1/2C ′2L2M
∑∑
c1,n1
c1
n21
n1
c1
qrC ′2
N
∑
d26C′/c1
(
1 +
M
c1d2
)
= qo(1)r2C ′4q3/2L2M
∑∑
c1,n1
1
n1
∑
d26C′/c1
(
1 +
M
c1d2
)
= qo(1)r2C ′5q3/2L2M
(
1 +
M
C ′
)
.
– On the other hand, the contribution of the terms satisfying ℓ′n1c2d2 + nm′ = 0 is bounded
by (this follows from bounding the number of representations of m′n′ as a product of four factors,
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where n′ = n/(d2, n) and using the Rankin–Selberg bound (2.2))
qo(1)rNq1/2C ′3L
∑∑
c1,n1
1
n21
∑
n≪N∗
n 6=0 (mod q)∑
d2≪C′/c1
(d2, n)
(
1 +
M
C ′
) ∑
c2∼C′/c1d2
∑
ℓ′∈L
∑
m′6M
ℓ′n1c2d2=−nm′
|λf (m′)|2
≪ qo(1)rNq1/2C ′3L
(
1 +
M
C ′
)∑∑
c1,n1
1
n21
N∗M = qo(1)r2C ′5q3/2LM
(
1 +
M
C ′
)
,
which is smaller than the previous term.
6.2. q|n, n 6= 0. In that case we write n = qn′ with n′ 6 qo(1)N∗/q and have
FT(n′q; q)≪ q3/2.
We have there lost a factor q1/2 by comparison with the previous section. On the other hand we
can run exactly the same argument as above with N∗ replaced by N∗/q and all in all we find that
Bq|n,n 6=0 ≪ qo(1)r2C ′5q3/2L2M
(
1 +
M
C ′
)
1
q1/2
.
The non-zero frequencies contribution to (4.1) is bounded by
qo(1)
X/LCq1/2
C ′4q3+3ηr/XL
(
C ′3q3+3ηr/XL
)1/2 (
Bn 6=0 (mod q) +Bq|n,n 6=0
)1/2
6 qo(1)
X2
rCC ′4q7/2+3η
(
C ′3q3+3ηr/XL
)1/2(
r2C ′5q3/2L2M
(
1 +
M
C ′
))1/2
6 qo(1)r1/2
(
Z
L1/2X
q1/4+3η/2
+ Z2L3/4X3/4q1/2−3η/2
)
.(6.2)
6.3. Bounding Main0: conclusion. Let us recall that the sum Main0 in (3.15) was split into two
subsums depending on whether (n1, q) = 1 or not.
By (5.2) and (6.2) the first subsum (4.1) is bounded by
(6.3) ≪ qo(1)r1/2
(
Z
X3/4q3/4
L1/4
+ Z2L1/2X1/2q5/4
+ Z
L1/2X
q1/4+3η/2
+ Z2L3/4X3/4q1/2−3η/2
)
.
The complement sum (when q|n1) is given (rewriting n1 into qn1) by
(6.4)
X
LCq2
∑
±±
∑
(c,q)=1
1
c
∑
ℓ∈L
λ(1, ℓ)ℓ−iv
∑
n1|rc
∑
m,n
λf (m)
λ(n, n1q)
nn1
· · ·W±±
(
m
c2q2/X
,
n21n
c3qr/XL
)
24
where
· · · = 1
q1/2
∑∑⋆
b(q),u(cq)
K̂(b)e
(±bc+ uℓm
cq
)
S
(
ru,±n; rc
n1
)
=
1
q1/2
∑∑⋆
b(q),u(q)
K̂(b)e
(±bc+ uℓmc
q
)
×
∑⋆
u (mod c)
e
(±uℓmq
c
)
S
(
ru,±n; rc
n1
)
= −K(0)
∑⋆
u (mod c)
e
(±uℓmq
c
)
S
(
ru,±n; rc
n1
)
.
This last u-sum is very similar to the sum (4.2) discussed previously (The Kloosterman sum
S
(
qru,±qn; rcn1
)
has just been replaced replaced by S
(
ru,±n; rcn1
)
) and is bounded by (rc)1+o(1)
(cf. (4.12)). Using this bound we obtain that (6.4) is bounded by
(6.5) ≪ qo(1)+θ3 X
LCq2
L
Z2C2q2
X
rC = qo(1)+θ3rZ2
XL
q
.
Combining this bound with (6.3) we obtain that
(6.6) Main0 ≪ qo(1)+θ3rZ2XL
q
+ qo(1)r1/2
(
Z
X3/4q3/4
L1/4
+ Z2L1/2X1/2q5/4 + Z
L1/2X
q1/4+3η/2
+ Z2L3/4X3/4q1/2−3η/2
)
.
7. Bounding SV (K,X): the final steps
7.1. Bounding Err1 and Err2. Our treatment of the error terms Err1 and Err2 is similar to that
of Main0 and in the end these terms yield smaller contributions. We will again start by using
Voronoi summation on the m and the n variables but, from this point on, the argument become
much simpler than that of §4.1. For instance for Err1 it is sufficient to bound the resulting sums
trivially ( no need to apply Cauchy–Schwarz to smooth the n variable). Since these arguments have
already presented in full details and in more complex form in §4.1, we will be brief and pass over
various technical points (for instance we will often assume the coprimality of different variable).
7.1.1. Err1. We refer to (3.10) for the shape of this term. As before we apply Voronoi summations
formulas to the m and n sums. The chief difference is that the exponential
n 7→ e(an
c
)
has modulus c 6 C instead of cq. The dual sum has length
c3/XL 6 X3/2L3/2/(Xq3/2L) = (XL)1/2/q3/2
which is rather small (6 L1/2 for X = q3) and the exponential is (essentially) transformed into
Kloosterman sums typically of the shape
(7.1) n 7→ Kl2(ran; rc).
For m-sum, the function
m 7→ K(m)e(−amℓ
c
)
has period cq, therefore the dual m-sum has length
Z2(cq)2/X 6 Z2qL
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and is weighted (essentially) by the function
(7.2) m 7→ K
∧
(±c2m)e(±aℓq
2m
c
)
where
K
∧
(m) =
1√
q
∑
b∈F×q
K̂(b)e(
bm
q
) =
(
K̂ ⋆ e(
·
q
)
)
(m).
The convolution K
∧
is a trace function unless F is geometrically isomorphic to [x 7→ αx]∗Kℓ2, α ∈
F×q , but such situation is excluded by both the MO and the SL assumptions. Summing the product
of (7.1) and (7.2) over a (mod c) the resulting sum is bounded by
≪ ‖K
∧
‖c1/2+o(1)
and therefore we obtain
(7.3) Err1 ≪ q
o(1)
LCq
L
∑
c
1
c
XL
c3/2
c3
XL
X
cq
Z2(cq)2
X
c1/2 =
qo(1)Z2
Cq
∑
c
c2q = qo(1)Z2C2 = qo(1)Z2
XL
q
.
7.1.2. Err2. We refer to (3.11) for notations and the shape of this term; in particular c 6 C/q.
This time the two functions
n 7→ e( an
cq2
), m 7→ K(m)e(−amℓ
cq2
)
have modulus cq2 6 Cq. Under Voronoi, for (a, cq) = 1 the first function transforms (essentially)
into a Kloosterman sum of the shape
(7.4) Kl2(±an; cq2)
while the second sum transforms into
(7.5)
1
q1/2
∑
b (mod q)
K̂(b)e(±maℓ(1− aℓbcq)
cq2
) = K(±(aℓ)2m)e(±aℓm
cq2
).
The sum over a (mod cq2), (a, cq) = 1 of the product of (7.4) and (7.5) equals∑⋆
a (mod cq2)
K(±(aℓ)2m)e(±aℓm
cq2
)Kl2(±an; cq2)
=
( ∑⋆
a (mod c)
e(±aℓq
2m
c
)Kl2(±aq4n; c))
)( ∑⋆
a (mod q2)
K(±aℓ2m)e(±aℓcm
q2
)Kl2(±ac2n; q2)
)
.
The first factor is (essentially)
c1/2e(−q
2nℓm
c
)
while the second factor equals∑⋆
a (mod q2)
K(±a2m)e(±acm
q2
)Kl2(±ac2ℓn; q2) =
∑⋆
a6q
K(±a2m)e(±acm
q2
)
∑
b (mod q)
e(±bcm
q
)
1
q
∑⋆
x (mod q2)
e(
±(a+ bq)c2ℓnx+ x
q2
)
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=
∑⋆
a6q
K(±a2m)e(±acm
q2
)
∑
x (mod q2)
x≡−cmℓn (mod q)
e(
±ac2ℓnx+ x
q2
)
=
∑⋆
a6q
K(±a2m)e(±acm
q2
)e(∓acm
q2
)e(−cmℓn
q2
)
∑
y (mod q)
e(
±ac2ℓny − cm2(ℓn)2y
q
)
= qK(m3ℓ2n2)e(
−cnℓm
q2
).
Hence the sum over a (mod cq2), (a, cq) = 1 of the product of (7.4) and (7.5) equals (essentially)
to
c1/2q ·K(m3ℓ2n2)e(−nℓm
cq2
),
and Err2 is (essentially) transformed to
Err2 ≪q
o(1)
LCq
∑
c6C/q
1
c1/2
∑
ℓ∈L
λ(ℓ, 1)
XL
(cq2)3/2
∑
n∼ (cq2)3qo(1)
XL
λ(n, 1)
X
cq2
∑
m≪qo(1) (cq2Z)2
X
λf (m)K(m
3ℓ2n2)e(
−nℓm
cq2
)
≪ X
2
Cq6
∑
c6C/q
1
c3
∑
n∼(XLq3)1/2
λ(n, 1)
∑
ℓ∈L
λ(ℓ, 1)
∑
m≪Z2q1+o(1)L
λf (m)K(m
3ℓ2n2)e(
−nℓm
cq2
).
We just need to save a bit more than O(qδL) from the trivial estimate Err2 ≪ qo(1)XL.
As in the treatment of the generic term Main0, we can then apply the Cauchy–Schwarz inequality
to smooth the n-sum, but now we can put the c-sum outside the square and the (m, ℓ)-sums inside
the square. After this, applying Poisson summation to the n-variable leads to the following∑
n∼(XLq3)1/2
K(m3ℓ2n2)K(m′3ℓ′2n2)e(
−nℓm
cq2
)e(
nℓ′m′
cq2
) = OA(q
−A)+
qo(1)(XLq3)1/2
cq2
∑
β (mod q2)
K(m3ℓ2β2)K(m′3ℓ′2β2)e(
−(ℓm− ℓ′m′)βc
q2
)
∑
γ (mod c)
e(
−(ℓm− ℓ′m′)q2γ
c
).
Here we have noticed that in the dual sum only the n = 0 zero-frequency contributes, since
cq2 6 q−η(XLq3)1/2
for some η > 0. Writting β = β′ + qy, β′ 6 q, y (mod q) we see that this is further equal to
qo(1)(XLq3)1/2
q2
∑
β6q
K(m3ℓ2β2)K(m′3ℓ′2β2)e(
−(ℓm− ℓ′m′)βc
q2
)
∑
y (mod q)
e(
−(ℓm− ℓ′m′)yc
q
) · δmℓ′≡m′ℓ (mod c)
=
qo(1)(XLq3)1/2
q
∑
β6q
K(m3ℓ2β2)K(m′3ℓ′2β2)e(
−(ℓm− ℓ′m′)βc
q2
) · δmℓ′≡m′ℓ (mod cq).
Given (m,m′, ℓ, ℓ′), we consider two cases.
– If mℓ′ = m′ℓ , the β-sum above is ≪ q. Such terms contribute to Err2
qo(1)
X2
Cq6
∑
c6C/q
1
c3
(XLq3)1/4
∑
ℓ∈L
|λ(ℓ, 1)|2
∑
m≪Z2q1+o(1)L
|λf (m)|2 (XLq
3)1/2
q
· q
1/2 ≪ qo(1)ZX/q1/2.
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– If mℓ′ 6= m′ℓ, we can write mℓ′ = m′ℓ+ cqδ with δ 6= 0, then the β-sum after Poisson is∑
β (mod q)
K(m′ℓℓ′β2)K(m′ℓ2β2)e(
βδ
q
).
We distinguish two further cases.
– If F is“non-exceptional” in the sense of [FKM14, p. 1686] (i.e., F is not geometrically isomorphic
to the product of a Kummer and an Artin-Schreier sheaf or in other terms K is not proportional
to the product of an additive and a multiplicative character (mod q)) then for any α ∈ F×q the
pull-back sheaf [x 7→ αx2]∗F whose trace function is x 7→ K(αx2) is non-exceptional and by
[FKM14, Theorem 6.3] the above sum is ≪ q1/2 for every δ (mod q) unless ℓ/ℓ′ (mod q) belongs to
a subset B ⊂ F×q satisfying |B| = O(1). Then such terms contribute to Err2
qo(1)
X2
Cq6
∑
c6C/q
1
c3
(XLq3)1/4
 ∑∑
ℓ,ℓ′,m,m′
mℓ′≡m′ℓ (mod cq)
(XLq3)1/2
q
· (q1/2 + qδℓ/ℓ′∈B)

1/2
≪ qo(1)Z2(XL)3/4 + qo(1)Z2X3/4L1/4q1/4.
– If F is exceptional then we may assume that K(x) = χ(x)e(kxq ) for k ∈ Fq and χ a (non-trivial)
Dirichlet character and the β-sum equals
χ(m′ℓℓ′)χ(m′ℓ2)
∑⋆
β (mod q)
e(
km′ℓ(ℓ′ − ℓ)β2 + βδ
q
)≪ q1/2 + qδℓ≡ℓ′ (mod q)
δ≡0 (mod q)
.
In either cases we obtain
(7.6) Err2 ≪ qo(1)ZX/q1/2 + qo(1)Z2(XL)3/4 + qo(1)Z2X3/4L1/4q1/4.
7.2. Conclusion. Collecting the bounds (5.2), (6.2), (7.3) and (7.6) into (3.7) and (3.4) we obtain
that
SV,r(K,X) ≪ qo(1)X
L
(rL)θ3 + qo(1)+θ3rZ2
XL
q
+ qO(η)r1/2
(
Z
X3/4q3/4
L1/4
+ Z2L1/2X1/2q5/4 + ZL1/2Xq−1/4 + Z2L3/4X3/4q1/2
)
.
L =
q1/4
Z
and obtain on taking η as small as we wish
SV,r(K,X)≪ qo(1)r1/2
(
Z5/4X3/4q11/16 + Z3/2X1/2q11/8 + Z1/2Xq−1/8 + qθ3r1/2ZXq−3/4
)
.
Averaging this bound over r 6 R we obtain∑
r6R
SV,r(K,X/r
2)≪ qo(1)
(
Z5/4X3/4q11/16 + Z3/2R1/2X1/2q11/8 + Z1/2Xq−1/8 + ZXqθ3−3/4
)
.
Combining this with (3.2), we have∑
r6R
SV,r(K,X/r
2) +
∑
r>R
SV,r(K,X/r
2)
≪ qo(1)
(
Z5/4X3/4q11/16 + Z3/2R1/2X1/2q11/8 + Z1/2Xq−1/8 + ZXqθ3−3/4 +X/R
)
,
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which upon choosing
(7.7) R =
X1/3
Zq11/12
gives
StV (K,X)≪ qo(1)
(
Z5/4X3/4q11/16 + ZX2/3q11/12 + ZXq−1/8
)
.
This completes the proof of Theorem 1.1.
8. Square-root cancellation for certain exponential sums
In this section we establish Proposition 4.4. Let K be the trace function of an irreducible middle
extension sheaf F on P1
Fq
of conductor C(F). For α, β, α′, β′ ∈ F×q we define
(8.1) L(u; q) :=
1√
q
∑
b(q)
K̂(b)e
(
α(b+ βu)
q
)
=
1√
q
∑
a
K(a)Kl2(αa; q)e(−βau
q
),
and define L′(u; q) in the same way with α′, β′ instead. We also set
(8.2) Z(v) =
1
q1/2
∑
x∈F×q
K(xv)Kl2(αxv; q)Kl2(βx; q).
and define Z ′(v) likewise using α′, β′. In this section we provide bounds for the sums
(8.3)
∑
v
Z(v)Z ′(v − δ)
for δ ∈ Fq with different methods depending on whether δ = 0 or not.
We recall the key assumptions:
– (MO) There is no λ ∈ F×q such that the geometric monodromy group of F has some
quotient which is equal, as a representation of π1 into an algebraic group, to the geometric
monodromy representation of [×λ]∗Kℓ2 modulo ±1.
– (SL) The local monodromy representation of F at ∞ has no summand with slope 1/2.
8.1. The case δ = 0.
Lemma 8.1. Assume F satisfies (MO). Then
L(u; q) = O(c(F)O(1)).
Proof. By Deligne’s theorem, because F and Kℓ2(αa) ⊗ Lψ(βa) are irreducible, this cancellation
holds unless F is geometrically isomorphic to Kℓ2(αa)⊗Lψ(βa), which clearly violates assumption
(MO). 
Lemma 8.2. We have ∣∣∣∣∣∑
u
L(u; q)
∣∣∣∣∣ 6 c(F)q1/2.
Proof. ∑
u
L(u; q) = q−1/2
∑
u
∑
a
K(a)Kl2(αa; q)e(−βau
q
) = q1/2K(0)Kl2(0) = K(0)q
1/2
and
|K(0)| 6 c(F).

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For the third Lemma we need to define the following group
(8.4) TF(Fq) = {λ ∈ F×q , [×λ]∗F is geometrically isomorphic to F}.
Lemma 8.3. Suppose F satisfies (MO). Then∑
u(q)
L(u; q)L′(u; q) = O(c(F)O(1)q1/2)
unless
α/α′ = β/β′ ∈ TF(Fq).
In that later case we have∑
u(q)
L(u; q)L′(u; q) = cF(α/α′)q +O(c(F)O(1)q1/2)
for cF(α/α
′) a complex number of modulus 1. In particular if TF(Fq) = {1} we have∑
u(q)
L(u; q)L′(u; q) = δα=α′
β=β′
q +O(c(F)O(1)q1/2).
Proof. By Plancherel formula the sum equals
(8.5)
∑
a (mod q)
K(β−1a)Kl2((α/β)a; q)K(β′−1a)Kl2((α′/β′)a; q)
Square-root cancellation now follows unless there is a nontrival map from [×β−1]∗F⊗ [×β′−1]∗F∨
to [×α/β]∗Kℓ2⊗ [×α′/β′]Kℓ2. If a nontrivial map exists, then an irreducible component on the left
side must be isomorphic to the irreducible cohomology on the right.
If the irreducible component on the right is trivial, then there is a nontrivial map from [×β−1]∗F⊗
[× β′−1]∗F∨ to the constant sheaf Qℓ, hence a nontrivial map from [×β−1]∗F to [×β′−1]∗F, which
must be an isomorphism because both sides are irreducible, giving β/β′ = λ. Furthermore, be-
cause Qℓ appears on the other side and Kℓ2 is not geometrically isomorphic to any non-trivial
multiplicative twist of itself [Kat88], we must have α/β = α′/β′ so α/α′ = β/β′ = λ.
If the irreducible component on the right is nontrivial, then its monodromy must be a nontrivial
quotient of the monodromy of the product of two Kℓ2, which is either SL2 or SL2×SL2 depending
on whether the two copies are isomorphic or not (by the Goursat-Kolchin-Ribet criterion in the
later case). In either case, it has a further quotient equal to PGL2, with π1 acting by its geometric
monodromy action on one of the Kloosterman sheaves, modulo ±1. This quotient must also appear,
as a π1-representation, as a quotient of the monodromy on the left side. Because it is a simple
group, it must appears as a quotient of the monodromy of either [×β−1]∗F or [×β′−1]∗F. This
implies that assumption (MO) is violated. 
8.2. The case δ 6= 0.
Proposition 8.4. Assume that F satisfies both (MO) and (SL). Then for any α, β, α′, β′, δ ∈ F×q
we have
(8.6)
∑
v
Z(v)Z ′(v − δ) = O(q1/2)
Here the implicit constants depend only on C(K).
We will prove this in several steps, using a series of lemmas. Let us first observe that by (8.2),
Z(v) is the trace function of the sheaf
(8.7) Z := (F ⊗ [×α]∗Kℓ2) ⋆ [y → β/y]∗Kℓ2
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where ⋆ is multiplicative convolution. Our lemmas will focus mostly on understanding the geometry
of this sheaf convolution and to compare with the sheaf Z′ defined using the parameters α′, β′. We
denote
K = F ⊗ [×α]∗Kℓ2, L = [y → β/y]∗Kℓ2
and
K′ = F ⊗ [×α′]∗Kℓ2, L′ = [y → β′/y]∗Kℓ2.
Lemma 8.5. If F satisfies (MO), then Z is geometrically irreducible
Proof. It follows from Goursat’s lemma that, if F satisfies (MO), the monodromy of F⊗ [×α]∗Kℓ2
is the product of the monodromy group of F and the monodromy group of [×α]∗Kℓ2. Because it
is a tensor product of irreducible representations, it is an irreducible representation of the product
group. Then because [y → β/y]∗Kℓ2 is an object of dimension 1 in the sheaf convolution Tannakian
category, convolving it preserves irreducibility. (Alternately, we can view the convolution as a
Fourier transform, change of variables y → y−1, then another Fourier transform, and each of these
steps preserve irreducibility.) 
It follows immediately from Lemma 8.5 that, if F satisfies (MO), then the bound of (8.6) holds
unless Z′ is geometrically isomorphic to [+δ]∗Z. So this case is what we will focus on eliminating.
Lemma 8.6. If F satisfies (SL), then Z is lisse away from {0, β/α,∞}
Proof. The middle convolution K ⋆L is equal to the compactly supported convolution K ⋆!L up to
a lisse sheaf, so it suffices to prove this for the compactly supported convolution. The compactly
supported convolution is
Rπ!((F ⊗ [×α]∗Kℓ2)⊗ [(x, v)→ βx/v]∗Kℓ2)
where π : Gm × Gm → Gm is the projection from the torus with coordinates (x, v) to the torus
with coordinate v. To prove lisseness, we apply Deligne’s semicontinuity theorem and examine the
variation with v of the Euler characteristic of the sheaf (in the x-variable) (F ⊗ [×α]∗Kℓ2)⊗ [x→
βx/v]∗Kℓ2
Let V be an indecomposable summand of the local monodromy representation of F at ∞. By
assumption (SL), the slope of V is not 1/2.
If the slope of V is > 1/2, then V ⊗ [×α]∗Kℓ2 has the same slope, and thus for any given v, the
sheaf in the x-variable, (V ⊗ [×α]∗Kℓ2)⊗ [x→ βx/v]∗Kℓ2 has the same slope, which in particular
is independent of v, so the contribution of this representation to the Swan conductor is constant.
If the slope of V is < 1/2, then the slope of V [×α]∗Kℓ2 is exactly 1/2, and the slope of (V ⊗
[×α]∗Kℓ2) ⊗ [x → βx/v]∗Kℓ2 is at most 1/2. The slope of (V ⊗ [×α]∗Kℓ2) ⊗ [x → βx/v]∗Kℓ2 is
less than 1/2 if and only if [×α]∗Kℓ2 ⊗ [x→ βx/v]∗Kℓ2 has a summand of slope < 1/2. By known
properties of the Kloosterman sheaf [Kat88, 10.4.5], this happens if and only if α = βv−1.
Because the Swan conductor at ∞ of (F ⊗ [×α]∗Kℓ2) ⊗ [x → βx/v]∗Kℓ2 is constant away from
v = β/α, and its Swan conductor elsewhere is constant, by Deligne’s semicontinuity theorem its
cohomology is lisse (in the v variable) away from v = β/α. 
Lemma 8.7. If F satisfies (SL), then K ⋆ L has a nontrivial singularity at zero.
Proof. Let us first check that, if F satisfies (SL), at least one of the following four conditions must
be satisfied:
(1) F is singular at some point on Gm.
(2) The local monodromy representation of F at zero is not unipotent.
(3) The local monodromy representation of F at zero has a Jordan block of size > 3.
(4) The local monodromy representation of F at ∞ has a summand with slopes > 1/2.
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This follows from an Euler characteristic calculation. Assume none of these happen. Because
F is a nontrivial irreducible middle extension sheaf on A1, its Euler characteristic is nonpositive.
Because F is unipotent at 0, it is tamely ramified at 0. Because F is lisse on Gm and tamely
ramified at 0, its Euler characteristic is its rank, minus its drop at 0, minus its Swan conductor at
∞. Because all the local monodromy at 0 is unipotent, with unipotent blocks of size at most 2, its
drop at 0 is at most half the rank. Because its slopes at ∞ are < 1/2, its Swan conductor at ∞ is
less than half the rank. So the Euler characteristic is positive, giving a contradiction.
So at least one of (1) to (4) must happen. This imply corresponding conditions for K = F ⊗
[×α]∗Kℓ2. We must have either
(1) K is singular at some point on Gm.
(2) The local monodromy representation of K at zero is not unipotent.
(3) The local monodromy representation of K at zero has a Jordan block of size > 4.
(4) The local monodromy representation of K at ∞ has a summand with slopes > 1/2.
These follow by straighforward arguments. The most subtle is that, in case (2), we must check
that the tensor product of a non-unipotent representation with a nonzero unipotent representation
is non-unipotent, and in case (3), we must check that a Jordan block of size > 3 tensored with
a Jordan block of size > 2 produces a Jordan block of size > 4. Both follow from standard
representation theory.
We will now show, in each of these cases, that K ⋆L has nontrivial local mondoromy at zero. In
fact, we will break case (2) into the cases (2w) where the local monodromy at 0 is wild and (2t)
where the local mondromy at 0 is tame but not unipotent. Rojas-Leon has shown [RL13, Theorem
16] that the wild part of the local mondromy at 0 of a sheaf convolution K ⋆ L is given by a sum
of the values of certain functors applied to the local monodromy representations of K and L at
different points. We will show, in cases (1), (2w), and (4), that one of those functors produces a
nontrivial value on K and L and thus the local monodromy representation of K ⋆L at 0 is wild. In
cases (2t) and (3) we will show, using a different result of Rojas-Leon (encapsulating earlier work
of Katz), that the local monodromy at 0 of K ⋆ L contains a nontrivial tame component. In every
case we will deduce it is nontrivial.
The functors appearing in [RL13, Theorem 16] are defined by swapping 0 and ∞ in the functors
defined in [RL13, Theorem 9], which is harmless as Gm has a symmetry switching 0 and ∞. Thus
we will need to swap 0 and ∞ when citing results from [RL13].
(1) Fix s a singularity of K in Gm. We must show that the function ̺(s,0) applied to (K
w
(s),L
w
(0))
is non-trivial. This follows from [RL13, Proposition 12], using the assumption that K has
a singularity at s, and the fact that L has non-trivial wild local monodromy at 0.
(2w) In this case we must show that the functor ̺(0,0) applied to (K
w
(0),L
w
(0)) (the wild parts of
the local monodromy representations of these two sheaves at 0) is non-trivial. This follows
from [RL13, Proposition 11] which shows that this functor applied to any two nontrivial wild
representations is nontrivial, our assumption that K has nontrivial wild local mondromy at
0, and the fact that L has nontrivial wild local monodromy at 0.
(2t) For each character χ of the tame fundamental group of Gm, and for Uk a unipotent Jordan
block of size k, Rojas-Leon defines [RL13, §6] a polynomial PK,χ(T ) associated to a middle
extension sheaf K, whose coefficient of T k is the multiplicity of Lχ⊗Uk as a direct summand
of the local monodromy of K at ∞ if k > 0 and the multiplicity of Lχ ⊗ U−k as a direct
summand of the local monodromy of K at 0 if k < 0, and such that PK,χ(1) is minus the
Euler characteristic of K. He proves that PK⋆L,χ(T ) = PK,χ(T )PL,χ(T ) [RL13, Proposition
28].
If the local monodromy representation of K at 0 is tame but not unipotent, then it
contains some Lχ ⊗ Uk for some k > 0 and nontrivial character χ. Thus PK,χ(T ) contains
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some term T−k. Because χ is nontrivial, Lχ does not appear in the local monodromy of L
at 0 or ∞, and so PL,χ(T ) = −χ(Gm,L) = 1. Thus PK,χ(T )PL,χ(T ) contains some term
T−k, so the local monodromy representation of K ⋆ L contains Lχ ⊗ Uk and is nontrivial .
(3) Now taking χ to be trivial, we see that PK,1(T ) contains some term of the form T
−k for
k > 4. On the other hand, because the local monodromy of L at ∞ is a unipotent block of
size 2, PL,1(T ) = T
2. Thus PK,χ(T )PL,χ(T ) contains some term of the form T
2−k for k > 4,
and thus the local monodromy representation of K ⋆ L contains Uk−2 and is nontrivial.
(4) In this case we must show that the functor ̺(∞,0) applied to (Kw(∞),L
w
(0)), the wild parts
of the local monodromy representations of these two sheaves at ∞ and 0 respectively, is
nontrivial. This follow from [RL13, Proposition 13] which implies (swapping 0 and∞) that
̺(∞,0) is nontrivial as soon as some slope a of the first input is greater than some slope b
of the first input, our assumption that K has some slope > 1/2 at ∞, and the fact that L
has slope 1/2 at 0.

Let us adopt some notation. Let Uk(F) be the number of unipotent blocks of size k in the local
monodromy representations of F at 0, let χx(F) be the drop plus the Swan conductor at the point
x, and let Ns(F) be the rank of the local mondromy representation of F at ∞ with slope s.
Lemma 8.8. The dimension of the monodromy invariant subspace of K ⋆ L at 0 is∑
k>2
Uk(F) +
∑
k>4
Uk(F)
Proof. The dimension of the monodromy invariants at 0 is the number of unipotent blocks in the
local monodromy representation at 0, which is the sum of all the coefficients of negative powers of
T in PK⋆L,1(T ), which is the sum of all coefficients of powers < −2 of T in PK,1(T ), which is the
number of unipotent blocks of size at least 3 of T . A unipotent block of F of size k produces a
unipotent block of F ⊗ [×α]∗Kℓ2 of size k + 1 and one of size k − 1, so it produces one unipotent
block of size 3 if k > 2 and another if k > 4. 
Lemma 8.9. Assume F satisfies (SL). The dimension of the monodromy invariant subspace of
K ⋆ L at β/α is
4 Swan0(F)+4
∑
x∈Gm
χx(F)+
∑
s
Ns(F)(2s+2max(s, 1/2))−
2∑
k>1
Uk(F) +
∑
k>2
Uk(F) +
∑
k>4
Uk(F)

Proof. The dimension of the monodromy invariants at β/α is minus the Euler characteristic of
K⊗ [y → β/(αy)]∗L = K⊗ [×α]∗Kℓ2 = F ⊗ [×α]∗Kℓ2 ⊗ [×α]∗Kℓ2.
on Gm, minus the dimensions of the spaces of local monodromy invariants at 0 and ∞ of
K⊗ [y → v/y]∗L = F ⊗ [×α]∗Kℓ2 ⊗ [×β/v]∗Kℓ2
for generic v. These extra terms come from taking the middle convolution and not the compactly-
supported convolution.
By combining the formula for the Euler characteristic of a middle extension sheaf with a cal-
culation of the invariants and Swan conductor of a tensor product monodromy representation at
each point, the Euler characteristic term is 4 times the sum of the drop plus Swan at all the finite
singularities of F, plus the sum over all local monodromy representations at ∞ of rank r and slope
s of r(2s + 2max(s, 1/2)), plus 4 times the Swan conductor of F at 0.
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Because [×α]∗Kℓ2 and [×β/v]∗Kℓ2 both have local monodromy representations at 0 unipotent
of rank 2, the dimension of the local monodromy invariants of of at 0 is 2 for each unipotent block
of size 1 in the local monodromy of F at 0, 3 for each unipotent block of size 2, and 4 for each
unipotent block of greater size.
Because the local monodromy of [×β/v]∗Kℓ2 at ∞ is irreducible and distinct for distinct v, for
only finitely many v can F ⊗ [×α]∗Kℓ2 ⊗ [×β/v]∗Kℓ2 have nonzero local monodromy invariants at
∞, meaning that for generic v there are no local monodromy invariants. 
Lemma 8.10. Assume F satisfies (SL). Suppose that the dimension of the monodromy invariants
subspace of K ⋆L at 0 is equal to the dimension of the monodromy invariant subspace of K′ ⋆L′ at
β′/α′. Then F is lisse on Gm, with the local monodromy at 0 unipotent with all blocks of size 2, 3,
and 4, all slopes of the local monodromy representation at ∞ at most 1/2, and χ(A1,F) = 0.
Proof. By Lemmas 8.8 and 8.9 our assumption implies that∑
k>2
Uk(F) +
∑
k>4
Uk(F)
= 4Swan0(F)+4
∑
x∈Gm
χx(F)+
∑
s
Ns(F)(2s+2max(s, 1/2))−
2∑
k>1
Uk(F) +
∑
k>2
Uk(F) +
∑
3>4
Uk(F)

This gives
2
∑
k>1
Uk(F) + 2
∑
k>2
Uk(F) +
∑
k>3
Uk(F) +
∑
k>4
Uk(F)
= 4Swan0(F) + 4
∑
x∈Gm
χx(F) +
∑
s
Ns(F)(2s + 2max(s, 1/2))
On the other hand, we have
0 6 −χ(F) = Swan0(F) +
∑
x∈Gm
χx(F) +
∑
s
Ns(F)s −
∑
k>1
Uk(F)
and ∑
k>1
kUk(F) 6 rank(F) =
∑
s
Ns(F) 6
∑
s
Ns2max(s, 1/2)
Subtracting twice the first inequality plus the second inequality from our identity, we must have
−U1(F)−
∑
k>5
(k − 4)Uk(F) > 2 Swan0(F) + 2
∑
x∈Gm
χx(F) > 0.
Thus, for the identity to hold, every inequality must be sharp. It follows that we must have
χ(F) = 0,
∑
k>1 kUk(F) = rank(F) (meaning the local monodromy at ∞ is unipotent), Uk(F) = 0
for k 6= 2, 3, 4, χx(F) = 0 for x ∈ Gm (meaning F is lisse on Gm, and 2max(s, 1/2) = 0 for all s
with s 6 0 (meaning all slopes at ∞ 6 1/2). 
Lemma 8.11. Under the assumptions of Lemma 8.10, the local monodromy of K ⋆ L at 0 is
unipotent.
Proof. We will calculate the wild part and the χ-tensor unipotent part of the local monodromy at
0 for each nontrivial character χ using [RL13]’s local convolution theory, and show that they are
trivial, deducing that the local mondromy is unipotent.
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By Lemma 8.10, F is lisse on Gm and tame at 0, so F(s) vanishes for all s ∈ Gm and Fw(0) = 0.
Similarly, L is lisse on Gm and tame at ∞, so L(s) vanishes for all s ∈ Gm and Lw(∞) = 0. So the
only term in [RL13, Theorem 16] that could be nonvanishing is
̺∞,0(F
w
(∞),L
w
(0)).
But by Lemma 8.10 Fw(∞) has all slopes < 1/2, and L
w
(0) has slope 1/2, so by [RL13, Proposition
13] we have
̺∞,0(F
w
(∞),L
w
(0)) = 0
as well.
For χ, because F is unipotent at 0, F ⊗ [×α]∗Kℓ2 is unipotent at 0, and because F has no slope
exactly equal to 1/2 at ∞, F ⊗ [×α]∗Kℓ2 is totally wild at infinity, so Lχ ⊗ Uk does not appear
in the local monodromy of F ⊗ [×α]∗Kℓ2 at 0 or ∞ for χ nontrivial. Thus PK,χ(T ) is a constant,
and by the same reasoning PL,χ(T ) is a constant, so their product is a constant, and thus by
[RL13, Proposition 28] Lχ⊗Uk does not appear in the local monodromy of K⋆L at zero or infinity.

Lemma 8.12. Under the assumptions of Lemma 8.10, the local monodromy of K′ ⋆ L′ at β′/α′ is
not unipotent.
Proof. Assume for contradiction that this representation is unipotent. We have
K′ = K′ ⋆ ([y → β′/y]∗Kℓ2 ⋆ [y → β′y]∗Kℓ2) = K′ ⋆ L′ ⋆ [×β′]∗Kℓ2
Using this identity, we apply [RL13]’s local convolution theory to calculate the slope 1/2 part
of the local monodromy of K′ at ∞. Because [×β′]∗Kℓ2 is lisse away from 0 and ∞ and tame at
0, the only functors that contribute to the wild part of K′ at ∞ are ̺(0,∞), ̺(β′/α′,∞), and ̺(∞,∞).
Because the unique slope at ∞ of [×β′]∗Kℓ2 is 1/2, by [RL13] the image of ̺(0,∞) has slopes < 1/2
and by [RL13, Proposition 11], the image of ̺(∞,∞) has slopes < 1/2. So the slope 1/2 part only
arises from
̺(β′/α′,∞)
(
(K′ ⋆ L′)(β′/α′), [×β′]∗Kℓ2w(∞)
)
.
Because ̺(β′/α′,∞) is exact and (K′ ⋆ L′)(β′/α′) is unipotent, this is an iterated extension of
̺(β′/α′,∞)
(
1, [×β′]∗Kℓ2w(∞)
)
= [×α′]∗Kℓ2(∞).
(This identity can be checked by applying local convolution functors to calculate the local mon-
odromy at ∞ of δβ′/α′ ⋆ [×β′]∗Kℓ2, say. )
Then the slope 1/2 part of the local monodromy of (F⊗ [×α′]∗Kℓ2) at∞ is an iterated extension
of [×α′]∗Kℓ2, hence [×α′]∗Kℓ2 tensor a unipotent representation.
Let V be the local monodromy representation of F at ∞. By Lemma 8.10 and assumption (SL),
V has all slopes < 1/2, so V ⊗[×α′]∗Kℓ2 has all slopes exactly 1/2. Thus V ⊗[×α′]∗Kℓ2 is [×α′]∗Kℓ2
tensored with a unipotent representation. Because V is a summand of
V ⊗ ([×α′]∗Kℓ2 ⊗ [×α′]∗Kℓ2) = (V ⊗ [×α′]∗Kℓ2)⊗ [×α′]∗Kℓ2,
it is a summand of
[×α′]∗Kℓ2 ⊗ [×α′]∗Kℓ2
tensored with a unipotent representation, and because it has slope < 1/2, it is a summand of the
slope < 1/2 part of [×α′]∗Kℓ2 ⊗ [×α′]∗Kℓ2 tensored with a unipotent representation. The slope
< 1/2 part of [×α′]∗Kℓ2⊗ [×α′]∗Kℓ2 is the sum of a trivial representation and quadratic character,
so V is a summand of the sum of a unipotent representation and another unipotent representation
tensored with a quadratic character.
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Hence V is a sum of unipotent representations and unipotent representations tensored with the
quadratic character. In particular, F is tamely ramified at ∞. So because it is irreducible and lisse
on Gm, tamely ramified at ∞, and unipotent at 0, it must be the trivial sheaf, which contradicts
our assumption that F is nontrivial. 
Proof of Proposition 8.4. It is clear from their constructions that the conductors of Z and Z′ are
O(c(F)O(1)). By Lemma 8.5, Z′ is irreducible. So we get the bound of Proposition 8.4 unless Z′ is
geometrically isomorphic to [+δ]∗Z. Suppose this is the case.
By Lemma 8.7, [+δ]∗Z has a singularity at −δ which should be a singularity of Z′. Since δ 6= 0,∞,
Lemma 8.6 (applied to Z′) imply that −δ = β′/α′ and the dimension of the monodromy invariant
of Z and Z′ respectively at 0 and β′/α′ are equal. By Lemma 8.11, the local monodromy of [+δ]∗Z
at −δ is unipotent while by Lemma 8.12, the local monodromy of Z′ at β′/α′ is not unipotent, a
contradiction. 
9. The case of Kloosterman sum
An example of a “bad” sheaf F is the Kloosterman sheaf Kℓ2 : in that case neither (MO) nor
(SL) are satisfied. In the section we discuss that case.
9.1. A general duality principle. We start with the general duality principle hinted in the
introduction. Let K : F×q → C be some function; we define the Dirichlet series
L(ϕ× f ×K, s) :=
∑
n,r>1
(n,q)=1
λ(r, n)λf (n)K(n)
(nr2)s
, Re s > 1.
We will show that L(ϕ × f × K, s) admits analytic continuation to C and satisfies a functional
equation. We then use this functional equation to obtain non trivial bounds for StV (Kl2,X) when
the sheaf F is Kℓ2.
9.1.1. The functional equation for standard L-functions. Let ϕ and f be GL3 and GL2 cusp forms
of level one; to simplify the exposition and the shape of the functional equation we assume that
f is holomorphic of some weight k > 2. The Rankin-Selberg L-function L(ϕ × f, s) has analytic
continuation to C and satisfies the functional equation
Λ(ϕ × f, s) = ε(ϕ × f)Λ(ϕ× f, 1− s)
where
ε(ϕ × f) = i3k = ik = ±1
is the root number;
Λ(ϕ× f, s) = L∞(ϕ× f, s)L(ϕ× f, s)
is the L-function completed by the Archimedean local factor
L∞(ϕ× f, s) =
∏
i=1,2
j=1,2,3
ΓR(s − µf,i − µϕ,j), ΓR(s) = π−s/2Γ(s/2)
with
µf,1 = −k − 1
2
, µf,2 = −k
2
and (µϕ,j)j=1,2,3 being the Langlands parameters of the (principal series representation attached to
ϕ) which satisfy
µϕ,1 + µϕ,2 + µϕ,3 = 0
(and belong to (iR)3 under the Ramanujan–Petersson conjecture); ϕ denotes the automorphic
form dual to ϕ (attached to the contragredient automorphic representation of ϕ) with parameters
36
(µϕ,j)j=1,2,3 and Hecke eigenvalues (λ(r, n))(r,n). Under our assumption, L∞(ϕ×f, s), L∞(ϕ×f, s)
have no poles for Re s > −1/2 + θ3 = −17 .
For χ (mod q) a non trivial Dirichlet character, the twisted L-function L(ϕ×f×χ, s) has analytic
continuation to C and satisfies the functional equation
(9.1) Λ(ϕ × f × χ, s) = ε(ϕ × f × χ)Λ(ϕ× f × χ, 1− s)
where
Λ(ϕ× f × χ, s) = q3sL∞(ϕ× f, s)L(ϕ× f × χ, s),
and
ε(ϕ × f × χ) = ε6χε(ϕ× f)
with
εχ = q
−1/2 ∑
x∈F×q
χ(x)e(
x
q
)
being the normalized Gauss sum (notice that the Archimedean local factor does not depend on χ
because f is holomorphic).
9.2. Functional equation for algebraically twisted L-functions. Let K : F×q → C be a
function on F×q ; we define the Mellin transform for χ (mod q)
K˜(χ) =
1
(q − 1)1/2
∑
x∈F×q
K(x)χ(x)
and we define for (n, q) = 1 the “GL6-transform” of K as
K
∧6
(n) =
1
q1/2
∑
x∈F×q
Kl6(nx; q)K(x)
where Kl6 is the hyper-Kloosterman sum in six variables
Kl6(x; q) =
1
q5/2
∑∑
x1,··· ,x6∈F×q
x1.··· .x6=x
e(
x1 + · · ·+ x6
q
).
Proposition 9.1. The completed series
Λ(ϕ × f ×K, s) = q3sL∞(ϕ× f, s)L(ϕ× f ×K, s)
has analytic continuation to C and satisfies the functional equation
Λ(ϕ× f ×K, s) = (1− q−1)1/2ε(ϕ× f)Λ(ϕ× f ×K
∧6
, 1− s) +
+
q3s
(q − 1)1/2 K˜(χ0)Λ
(q)(ϕ× f, s)
− ε(ϕ× f)q
−3s
(q − 1)1/2 K˜(χ0)Λ
(q)(ϕ× f, 1− s)
where χ0 = 1|F×q denotes the trivial character modulo q and Λ
(q)(· · · ) denotes the complete L-
function with the local factor at q being removed.
37
Proof. By the Mellin inversion formula
K(n) =
1
(q − 1)1/2
∑
χ (mod q)
K˜(χ)χ(n)
we have
Λ(ϕ× f ×K, s) = q
3s
(q − 1)1/2 K˜(χ0)Λ
(q)(ϕ× f, s) + 1
(q − 1)1/2
∑
χ (mod q)
χ 6=χ0
K˜(χ)Λ(ϕ × f × χ, s)
and the result follows by applying the functional equations (9.1), the identity
K
∧6
(n) =
1
(q − 1)1/2
∑
χ (mod q)
ε6χK˜(χ)χ(n),
and the value of the Ramanujan sum εχ0 = −q−1/2. 
By standard contour shifts we deduce the following.
Corollary 9.2. Let V be a compactly supported smooth function, we have for any X > 1∑
n,r
λ(r, n)λf (n)K(n)V (
r2n
X
) = (1− 1
q
)1/2ε(ϕ × f)X
q3
∑
n,r
λ(r, n)λf (n)K
∧6
(n)V
∧6
(
r2n
q6/X
)
+ O(
|K˜(χ0)|
q1/2−θ3
)
where
V
∧6
(x) =
1
2iπ
∫
(3/2)
V˜ (1− s) L∞(ϕ× f, s)
L∞(ϕ× f, 1− s)x
−sds
where V˜ (s) =
∫∞
0 V (y)y
s dy
y is the Mellin transform of V .
Proof. We have
V (x) =
1
2iπ
∫
V˜ (s)x−sds
(the integration is along the vertical line Re s = 1 + 1/14) so that∑
n,r
λ(r, n)λf (n)K(n)V (
r2n
X
) =
1
2iπ
∫
Λ(ϕ × f ×K, s)
q3sL∞(ϕ× f, s) V˜ (s)X
sds
= q3(1− 1
q
)1/2ε(ϕ× f) 1
2iπ
∫
L(ϕ× f ×K
∧6
, 1− s)L∞(ϕ× f, 1− s)
L∞(ϕ× f, s) V˜ (s)(X/q
6)sds
+
K˜(χ0)
(q − 1)1/2
1
2iπ
∫
L(q)(ϕ× f, s)V˜ (s)Xsds
−ε(ϕ× f)K˜(χ0)
(q − 1)1/2
1
2iπ
∫
L(q)(ϕ× f, 1− s)L∞(ϕ× f, 1− s)
L∞(ϕ× f, s) V˜ (s)(X/q
6)sds
In the first integral we make the change of variable s↔ 1− s getting
(1− 1
q
)1/2ε(ϕ× f)X
q3
1
2iπ
∫
(−1/14)
L(ϕ× f ×K
∧6
, s)
L∞(ϕ× f, s)
L∞(ϕ× f, 1− s) V˜ (1− s)(X/q
6)−sds
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and shifting the contour back to Re s = 3/2 without hitting any poles we obtain the first sum. For
the second and third integrals we shift the contour to Re s = 0 and apply trivial bounds; the term
qθ3 arise from the following bound for the inverse of the local factor
Lq(ϕ× f, s)≪ qθ3 , Re s = 0.

9.3. Application. Suppose now thatK is the trace function attached to a geometrically irreducible
non-trivial sheaf of weight 0. Unless F is geometrically isomorphic to a sheaf of the shape [x 7→
αx−1]∗Kℓ6 for some α 6= 0, the function K
∧6
coincides (outside a set of points of size OC(F)(1)) with
the trace function of a geometrically irreducible sheaf of weight 0, namely the convolution
F
∧6
:= Kℓ6 ⋆ [x 7→ x−1]∗F
(alternatively F
∧6
is the sheaf obtained from F by applying 6 times the composition of [x 7→ x−1]∗
and the geometric Fourier transform). Moreover as F is not geometrically trivial we have K˜(χ0) =
OC(F)(1).
Therefore if the transform sheaf Kℓ6 ⋆ [x 7→ x−1]∗F is good, we can apply Theorem 1.1 to the
sum ∑
n,r
λ(r, n)λf (n)K
∧6
(n)V
∧6
(
r2n
q6/X
)
(after a dyadic partition of unity). The outcome is the following
Theorem 9.3. Suppose that F is not geometrically isomorphic to a sheaf of the shape [x 7→
αx−1]∗Kℓ6 and that the sheaf F
∧6
= Kℓ6 ⋆ [x 7→ x−1]∗F is good, we have
StV (X) ≪ ZB
′
qo(1)
X
q3
(
(q6/X)3/4q11/16 + (q6/X)2/3q11/12 + (q6/X)q−1/8)
)
≪ ZB′qo(1)(X1/4q35/16 +X1/3q23/12 + q23/8).
Remark 9.4. This bound is non trivial as long as
X ≫ q3−1/12+η , η > 0
and when X = q3 we obtain
StV (q
3)≪ q3−1/16+o(1).
9.4. The case of an additive character. At some point our argument required F to be a Fourier
sheaf (so that the Fourier transform of K remains a trace functions). If F is not Fourier then F
is geometrically isomorphic to Lψ for ψ : Fq 7→ C× an additive character; if q is large enough
depending on C(F) this means concretely that K is proportional to ψ. Assume that ψ is not
trivial; in that case
ψ
∧6
= [x 7→ αx]Kℓ5
for α ∈ F×q and therefore ψ
∧6
is good (and Fourier): its geometric monodromy group is SL5 and all
its ∞-slopes are 1/5. We can therefore apply the previous theorem to conclude that∑
r,n
λ(r, n)λf (n)ψ(n)V (
r2n
q3
)≪ q3−1/16+o(1).
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9.5. The case of the Kloosterman sums. The Kloosterman sheaf is definitely not good: neither
(SL) nor (MO) are satisfied. On the other hand
Kℓ2
∧6
= Kℓ4
is good : its geometric monodromy group is SL4 and all its ∞-slopes are 1/4. We can therefore
apply the previous theorem to conclude that∑
r,n
λ(r, n)λf (n)Kl2(n; q)V (
r2n
q3
)≪ q3−1/16+o(1).
Remark 9.5. Further examples of geometrically irreducible sheaves satisfying neither (MO) nor
(SL) are the sheaves of the shape
r⊗
i=1
Symki ◦ [×λi]∗Kℓ2
where Symk denote the k-th symmetric power representation of SL2 and λi, i = 1, · · · , r are distinct
elements of F×q . The underlying trace function is
K : x ∈ F×q 7→
r∏
i=1
symki(θλix)
where 2 cos(θλix) = Kl2(λix) and sym(kθ) = sin((k + 1)θ)/ sin(θ). In that case all the non-trivial
slopes of the monodromy at ∞ are 1/2 and the set of λ’s for which the condition in (MO) fail are
precisely the λi. It should be possible to check for most or all of these sheaves F that F
∧6
is good.
References
[DFI93] W. Duke, J. Friedlander, and H. Iwaniec, Bounds for automorphic L-functions, Invent. Math. 112 (1993),
no. 1, 1–8.
[FKM14] E´. Fouvry, E. Kowalski, and Ph. Michel, Algebraic trace functions over the primes, Duke Math. Journal
163 (2014), no. 9, 1683-1736. arXiv:1211.6043.
[FKM15] E´. Fouvry, E. Kowalski, and Ph. Michel, Algebraic twists of modular forms and Hecke orbits, GAFA 25
(2015), no. 2, 580-657. arXiv:1207.0617.
[HB96] D. R. Heath-Brown, A new form of the circle method, and its application to quadratic forms, J. Reine
Angew. Math. 481 (1996), 149–206.
[HMQ16] R. Holowinsky, R. Munshi, and Z. Qi, Character sums of composite moduli and hybrid subconvexity,
Advances in the theory of automorphic forms and their L-functions, Contemp. Math., vol. 664, Amer.
Math. Soc., Providence, RI, 2016, pp. 135–148.
[HN18] R. Holowinsky and P. Nelson, Subconvex bounds on GL(3) via degeneration to frequency zero, Math. Ann.
372 (2018), no. 1-2, 299–319.
[Kat88] N. M. Katz, Gauss sums, Kloosterman sums, and monodromy groups, Annals of Mathematics Studies,
vol. 116, Princeton University Press, Princeton, NJ, 1988.
[Kat90] , Exponential sums and differential equations, Annals of Mathematics Studies, vol. 124, Princeton
University Press, Princeton, NJ, 1990.
[KS03] H. H. Kim and P. Sarnak, Refined estimates towards the Ramanujan and Selberg conjectures, J. Amer.
Math. Soc. 16 (2003), no. 1, 139–183. Appendix to H. Kim, Functoriality for the exterior square of GL4
and the symmetric fourth of GL2.
[KLMS19] E. Kowalski, Y. Lin, Ph. Michel, and W. Sawin, Periodic twists of GL3-automorphic forms, Preprint
(2019), 27 pages. arXiv:1905.05080.
[Lin18] Y. Lin, Bounds for twists of GL(3) L-functions (2018). arXiv:1802.05111.
[LS19] Y. Lin and Q. Sun, Analytic twists of GL3 ×GL2 automorphic forms (2019).
[Mol02] G. Molteni, Upper and lower bounds at s = 1 for certain Dirichlet series with Euler product, Duke Math.
J. 111 (2002), no. 1, 133–158.
[Mun15] R. Munshi, The circle method and bounds for L-functions—III: t-aspect subconvexity for GL(3) L-
functions, J. Amer. Math. Soc. 28 (2015), no. 4, 913–938.
40
[Mun16] , Twists of GL(3) L-functions (2016). arXiv:1604.08000.
[Mun18] , Subconvexity for GL(3) ×GL(2) L-functions in t-aspect (2018). arXiv:1810.00539.
[Qi16] Z. Qi, Theory of Fundamental Bessel Functions of High Rank, Mem. Amer. Math. Soc. (to appear). (2016).
arXiv:1612.03553.
[RL13] A. Rojas-Leo´n, Local convolution of ℓ-adic sheaves on the torus, Math. Z. 274 (2013), no. 3-4, 1211–1230.
[Sha19] P. Sharma, Subconvexity for GL(3) ×GL(2) twists in level aspect, Preprint (2019). arXiv:1906.09493.
EPFL/MATH/TAN, Station 8, CH-1015 Lausanne, Switzerland
E-mail address: yongxiao.lin@epfl.ch
EPFL/MATH/TAN, Station 8, CH-1015 Lausanne, Switzerland
E-mail address: philippe.michel@epfl.ch
Columbia University, USA
E-mail address: sawin@math.columbia.edu
41
