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a b s t r a c t
We study an iterativemethodwith order (1+√2) for solving nonlinear operator equations
in Banach spaces. Algorithms for specific operator equations are built up. We present the
received new results of the local and semilocal convergence, in case when the first-order
divided differences of a nonlinear operator are Hölder continuous. Moreover a quadratic
nonlinear majorant for a nonlinear operator, according to the conditions laid upon it, is
built. A priori and a posteriori estimations of the method’s error are received. The method
needs almost the same number of computations as the classical Secant method, but has a
higher order of convergence. We apply our results to the numerical solving of a nonlinear
boundary value problemof second-order and to the systems of nonlinear equations of large
dimension.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let F be a nonlinear operator defined on a convex subset D of a Banach space X with values in a Banach space Y . Let us
consider for solving the equation
F(x) = 0 (1.1)
the algorithm
xn+1 = xn − [δF(xn, yn)]−1F(xn),
yn+1 = xn+1 − [δF(xn, yn)]−1F(xn+1), n = 0, 1, . . . ,
(1.2)
where, for each xn, yn ∈ D, δF(xn, yn) is bounded linear operator from X to Y ; x0, y0 are given.
The history of this method is rather rich. For function F : R→ Rmethod (1.2) was first investigated in the work [1] as a
Secant method. For Banach spaces a differential analog of this method
xn+1 = xn − [F ′(yn)]−1F(xn),
yn+1 = xn+1 − 12 [F
′(yn)]−1F(xn+1), n = 0, 1, . . . , x0 = y0
(1.3)
was proposed in [2]. Later independently in different forms and under different conditions it was also proposed and
investigated in the works of the other authors [3–5]. Rather deep investigations of the methods (1.2) and (1.3) were
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conducted in the works of UkrainianmathematiciansM.Ya. Bartish and Yu.M. Shcherbyna [2,6–8]. However while exploring
the method (1.2) the existence of divided difference of the second-order of operator F as well as bounded norm or Lipschitz
(Hölder) continuity of divided difference of the second-order were required.
In this work we define divided differences for some nonlinear operators and apply algorithm (1.2) for solving concrete
types of operator equations.
We conduct an investigation of the local convergence of the method (1.2) (Cauchy type conditions) and the semilocal
convergence (Kantorovich type conditions [9]) under much weaker conditions, than in all the other known works.
Particularly we demand only the existence and continuity by Hölder, just as for the classical Secant method [10–12]. The
formula of dependance of the order of convergence on the Hölder constant has been received. Moreover we use for the
first time the majorant methodology for investigating the semilocal convergence of the method (1.2). We have proved the
theorem about uniqueness of the solution.
Investigated in [13,14] iterative differencemethods also demand the existence and continuity by Lipschitz of the second-
order divideddifferences. They converge locally to a solutionwith order of convergence 1.839. . . and 2 respectively. For rather
smooth functions F and simple zeros we can show that the approximations created by the iterative method (1.2) converge
asymptotically to the solution at least with order of convergence 1 + √2. The number of calculations on each iteration is
practically the same as in a classical Secant method.
In this work we will consider an open convex subset D of the space X and suppose that F is differentiable by Frechet in
in D. We suppose that the divided difference δF(x, y) satisfies the Hölder conditions, if there exists a nonnegative constant
k such that
‖δF(x, y)− δF(u, v)‖ ≤ k(‖x− u‖α + ‖y− v‖α), α ∈ (0, 1] (1.4)
for all x, y, u, v ∈ Dwith x 6= y and u 6= v. In this casewewill state that F has onD a continuous byHölder divided difference.
With that as we know [10], exists a Frechet derivative of F in D and it satisfies δF(x, x) = F ′(x), x ∈ D.
The paper is organized as follows: In Section 2, we give a definition of the first-order divided differences for specific
nonlinear operators and write down iterative algorithm (1.2) for corresponding types of nonlinear operator equations. In
Sections 3–5 we give local and semilocal convergence theorems, the estimates of radii for the convergence ball of method
(1.2), the uniqueness of the solution, a posteriori estimation of the error of the method (1.2). In Section 6, we present some
numerical experiments.
2. Divided differences and algorithms of method (1.2) for specific operator equations
Definition 2.1. Let F be a nonlinear operator defined on a subset D of a linear space X with values in linear space Y and let
x, y be two points of D. A linear operator from X into Y , denoted δF(x, y), which satisfies the condition
δF(x, y)(x− y) = F(x)− F(y) (2.1)
is called a divided difference of F at the points x and y.
Let us consider a presentation of the first-order divided differences for specific nonlinear operators and write down
iterative algorithm (1.2) for corresponding types of nonlinear operator equations. Let us note that an overview of different
definitions of divided differences and relations between them is provided in [15].
1. Now consider the case where F : Rn → Rn. Let us apply the method (1.2) to solving a nonlinear system of n real
equations with n variables
Fi(x1, . . . , xn) = 0, i = 1, 2, . . . , n. (2.2)
In this case the divided difference δF(x, y) is represented by the matrix with entries [10,13,16]
δF(x, y)ij = Fi(x1, . . . , xj, yj+1, . . . , yn)− Fi(x1, . . . , xj−1, yj, . . . , yn)xj − yj , i, j = 1, 2, . . . , n, (2.3)
where function δF(x, y)ij with xj = yj equals ∂Fi∂xj (x1, . . . , xj, yj+1, . . . , yn).
Successive approximations x(k+1), y(k+1) to solution x∗ in case (2.2) are determined from the system of equations for
corrections
n∑
j=1
H(k)ij (x
(k+1)
j − x(k)j ) = −Fi(x(k)1 , . . . , x(k)n ),
n∑
j=1
H(k)ij (y
(k+1)
j − x(k+1)j ) = −Fi(x(k+1)1 , . . . , x(k+1)n ),
H(k)ij =
Fi(x
(k)
1 , . . . , x
(k)
j , y
(k)
j+1, . . . , y
(k)
n )− Fi(x(k)1 , . . . , x(k)j−1, y(k)j , . . . , y(k)n )
x(k)j − y(k)j
, i = 1, 2, . . . , n; k = 0, 1, 2, . . . .
(2.4)
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It is easy to see that on each iteration (2.4) one needs to solve two systems of linear equations but with the same matrix of
divided differences H(k)ij = δF(x(k), y(k))ij.
2. Let a boundary value problem be given as{
L[x] = ϕ(t1, t2, . . . , tn, x) in region B;
Ul[x] = 0 (l = 1, 2, . . . ,m) on boundary Γ of region B, (2.5)
where L[x],Ul[x] – linear differential expressions (in partial or ordinary derivatives) of function x = x(t1, t2, . . . , tn).
Let us consider a set of such functions x = x(t1, t2, . . . , tn), that satisfy homogeneous boundary conditions Ul[x] = 0. In
this set let us define an operator F(x) as follows:{
Φ(x) = L[x] − ϕ(t1, t2, . . . , tn, x) = 0 in region B;
Ul[x] = 0 (l = 1, 2, . . . ,m) on boundary Γ of region B. (2.6)
Let us define the divided difference δF(x1, x2)h of operator F(x) as the following equationδΦ(x1, x2)h = L[h] −
ϕ(t1, t2, . . . , tn, x1)− ϕ(t1, t2, . . . , tn, x2)
x1 − x2 h;
Ul[h] = 0 (l = 1, 2, . . . ,m).
(2.7)
It is easy to see, that for (2.7) condition (2.1) is satisfied.
Let us note xk+1 − xk = ∆xk, yk+1 − xk+1 = δxk. According to method (1.2)
δF(xk, yk)∆xk = −F(xk);
δF(xk, yk)δxk = −F(xk+1), (2.8)
or 
L[∆xk] − ϕ(t1, t2, . . . , tn, xk)− ϕ(t1, t2, . . . , tn, yk)xk − yk ∆xk = −Φ(xk);
Ul[∆xk] = 0 (l = 1, 2, . . . ,m).
L[δxk] − ϕ(t1, t2, . . . , tn, xk)− ϕ(t1, t2, . . . , tn, yk)xk − yk δxk = −Φ(xk+1);
Ul[δxk] = 0 (l = 1, 2, . . . ,m).
(2.9)
At each k for the corrections ∆xk, δxk we get two linear boundary value problems. New approximations xk+1, yk+1 we get
from the rule
xk+1 = xk +∆xk, yk+1 = xk+1 + δxk (k = 0, 1, . . .),
and x0 = x0(t1, t2, . . . , tn), y0 = y0(t1, t2, . . . , tn) are initial approximations to solution x∗ of problem (2.5).
3. In particular, while solving the Cauchy problem
dx
dt
= f (t, x(t));
x(t0) = 0
(2.10)
we get an algorithm
d∆xk
dt
= f (t, xk)− f (t, yk)
xk − yk ∆xk + f (t, xk)−
dxk
dt
;
∆xk(t0) = 0; xk+1 = xk +∆xk;
dδxk
dt
= f (t, xk)− f (t, yk)
xk − yk δxk + f (t, xk+1)−
dxk+1
dt
;
δxk(t0) = 0; yk+1 = xk+1 + δxk,
where x0(t), y0(t) are initial approximations to solution x∗ of problem (2.10). Let us remark that one may take y0(t) =∫ t
0 f (s, x0(s))ds.
4. Let us now consider a nonlinear integral equation
F(x) = x(s)−
∫ 1
0
K(s, t, x(t))dt = 0, (2.11)
where K(s, t, x) is a continuous function of its arguments, continuously differentiable by x.
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Let us define the divided difference of operator F(x) according to formula
δF(x, y)h(s) = h(s)−
∫ 1
0
K(s, t, x(t))− K(s, t, y(t))
x(t)− y(t) h(t)dt. (2.12)
It is easy to see that for (2.12) condition (2.1) holds. In this case approximations xk+1, yk+1 have to be determined from linear
integral equations
xk+1(s)− xk(s)−
∫ 1
0
H(k)(s, t)(xk+1(t)− xk(t))dt =
∫ 1
0
K(s, t, xk(t))dt − xk(s),
yk+1(s)− xk+1(s)−
∫ 1
0
H(k)(s, t)(yk+1(t)− xk+1(t))dt =
∫ 1
0
K(s, t, xk+1(t))dt − xk+1(s),
H(k)(s, t) = K(s, t, xk(t))− K(s, t, yk(t))
xk(t)− yk(t) , k = 0, 1, 2, . . . ,
(2.13)
meanwhile we set the kernel H(k)(s, t) with values t = tm, at which xk(t) − yk(t) transforms into zero, equal to
K ′x(s, tm, xk(tm)). Under such a condition as
lim
t→tm
K(s, t, xk(t))− K(s, t, yk(t))
xk(t)− yk(t) = K
′
x(s, tm, xk(tm))
kernel H(k)(s, t) is continuous for all t ∈ [0, 1].
Eq. (2.13) are received from general formulas (2.8), taking into account the meaning of δF(x, y) for the given case.
Let us note that while solving linear integral equations (2.13) with quadraturemethodswe again receive at each iteration
two systems of linear algebraic equations with one matrix.
Analogously to [17] one can build up divided differences and write down corresponding algorithms for integro-
differential equations, functional equations of dynamic programming and others.
3. Local convergence of the iterative process (1.2)
Theorem 3.1. Let F be a nonlinear operator, that is defined in an open convex subset D of the Banach space X with values in the
Banach space Y . Suppose that equation F(x) = 0 has a solution x∗ ∈ D and there exists an invertible Frechet derivative F ′(x∗).
Let F have in D divided differences of the first-order that satisfy the Hölder condition
‖F ′(x∗)−1(δF(x, y)− δF(u, v))‖ ≤ p∗(‖x− u‖α + ‖y− v‖α), α ∈ (0; 1], p∗ ≥ 0. (3.1)
Let us also suppose that the open ball U = U(x∗, r∗) with center x∗ and radius
rα∗ =
1
(2+√1+ 2α)p∗
(3.2)
is such that U ⊂ D.
Then for x0, y0 ∈ U the iterative process (1.2) is well defined and generated by it sequences {xn}n≥0 and {yn}n≥0, which belong
to U, converge to x∗ and satisfy the following inequalities:
‖xn+1 − x∗‖ ≤ p∗‖yn − x
∗‖α
1− p∗(‖xn − x∗‖α + ‖yn − x∗‖α)‖xn − x
∗‖, (3.3)
‖yn+1 − x∗‖ ≤ p∗(‖xn+1 − xn‖
α + ‖yn − x∗‖α)
1− p∗(‖xn − x∗‖α + ‖yn − x∗‖α)‖xn+1 − x
∗‖. (3.4)
Proof. Let us denote by An such a linear operator An = δF(xn, yn). It is easy to see that if xn, yn ∈ U , then An is invertible and
the following inequality holds
‖[I − (I − F ′(x∗)−1An))−1‖ = ‖A−1n F ′(x∗)‖
≤ (1− p∗(‖xn − x∗‖α + ‖yn − x∗‖α))−1. (3.5)
Indeed from the formula (3.1) we will get
‖I − F ′(x∗)−1An‖ = ‖F ′(x∗)−1(δF(x∗, x∗)− δF(xn, yn))‖
≤ p∗(‖xn − x∗‖α + ‖yn − x∗‖α). (3.6)
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From definition r∗ we have
2p∗(r∗)α <
2
3
< 1. (3.7)
Using the Banach theorem, we will get a formula (3.5). Further we will get an estimation
‖xn+1 − x∗‖ = ‖xn − x∗ − A−1n (F(xn)− F(x∗))‖
= ‖ − A−1n (δF(xn, x∗)− An)(xn − x∗)‖
≤ ‖A−1n F ′(x∗)‖‖F ′(x∗)−1(δF(xn, x∗)− An)‖‖xn − x∗‖. (3.8)
According to the theorem conditions
‖F ′(x∗)−1(δF(xn, x∗)− An)‖ = ‖F ′(x∗)−1(δF(xn, x∗)− δF(xn, yn))‖ ≤ p∗‖yn − x∗‖α. (3.9)
With (3.5) and (3.8) one can see that (3.3) holds. Analogically from the equality
yn+1 − x∗ = xn+1 − x∗ − A−1n (F(xn+1)− F(x∗))
= −A−1n (δF(xn+1, x∗)− An)(xn+1 − x∗)
= A−1n F ′(x∗)[F ′(x∗)−1(δF(xn+1, x∗)− An)](xn+1 − x∗) (3.10)
we will get an estimation (3.4). Further from (3.2)–(3.4) and (3.7) we will get
‖xn+1 − x∗‖ < ‖xn − x∗‖ < r∗,
‖yn+1 − x∗‖ < ‖xn − x∗‖ < r∗, n = 0, 1, 2 . . . .
Thus the iterative process (1.2) is well-defined and sequences {xn}n≥0, {yn}n≥0, that it produces, belong to U . From the last
inequalities and estimations (3.3) and (3.4) we get limn→∞ ‖xn − x∗‖ = 0, limn→∞ ‖yn − x∗‖ = 0.
The proof is completed. 
Remark 3.1. The radius of convergence r∗, received in this theorem, is somewhat smaller than the radius of convergence of
the Secant method [10] rα∗ = 13p∗ .
Corollary 3.1. The iterative process (1.2) converges locally to zero of function F at least with R-order of convergence 1+α2 +√(
1+α
2
)2
+ α2.
Proof. Let us denote by an = ‖xn − x∗‖, bn = ‖yn − x∗‖, n = 0, 1, 2, . . . , C = p∗1−p∗(aα0+bα0 ) . From (3.3) and (3.4) for
n = 0, 1, 2, . . .we get
an+1 ≤ p∗b
α
nan
1− p∗(aαn + bαn )
= Cbαnan, (3.11)
bn+1 ≤ an+1C((an+1 + an)α + bαn ) ≤ an+1C((2an)α + bαn )≤ an+1C((2an)α + Cα((2a0)α + bα0 )αaαn )= an+1aαn [C(2α + Cα((2a0)α + bα0 )α)]. (3.12)
Finally for a large enough natural number n from the inequality (3.11) taking into account (3.12) we will get
an+1 ≤ Canaαnaα
2
n−1[C(2α + Cα((2a0)α + bα0 )α)]α
= Aa1+αn aα
2
n−1, (3.13)
where A = C1+α[2α + Cα(((2a0)α + bα0 )α)]α. Based on (3.13) we can write down an equation of the convergence order of
the iterative procedure (1.2)
t2 − (1+ α)t − α2 = 0.
The R-order of convergence is the unique positive solution t∗ = 1+α2 +
√(
1+α
2
)2
+ α2 of this equation.
Having plugged α = 1 into formula for t∗, which corresponds to the Lipschitz condition, we will get t∗ = 1+√2. 
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4. Semilocal convergence of method (1.2)
Theorem 4.1. Let F be a nonlinear operator, that is defined on an open convex set D of the Banach space X with values in the
Banach space Y . Let us suppose that:
(1) linear operator A0 = δF(x0, y0), where x0, y0 (x0 6= y0) are two points from D, has an inverse,
(2) a, c and p0 are three non-negative numbers such that
‖x0 − y0‖ ≤ a, ‖A−10 F(x0)‖ ≤ c, c > a (4.1)
and in D the following Hölder condition fulfills (α ∈ (0, 1])
‖A−10 (δF(x, y)− δF(u, v))‖ ≤ p0(‖x− u‖α + ‖y− v‖α). (4.2)
(3) r0 is a non-negative number such that
r0 ≥ c/(1− γ ), p0(rα0 + 2(r0 − a)α) < 1, (4.3)
where γ = p0(r0 − a)α/(1− [rα0 + (r0 − a)α]) (note, that 0 ≤ γ < 1),
(4) closed ball U0 = U(x0, r0) is contained in D.
Then:
(i) real sequences {tn}n≥0, {sn}n≥0, defined as
t0 = r0, s0 = r0 − a, t1 = r0 − c, (4.4)
and for k ≥ 0
tk+1 − tk+2 = p0(sk − tk+1)
α
1− p0[(t0 − tk+1)α + (s0 − sk+1)α] (tk − tk+1)
= Bk+2(tk − tk+1), (4.5)
and
tk+1 − sk+1 = p0(sk − tk+1)
α
1− p0[(t0 − tk)α + (s0 − sk)α] (tk − tk+1)
= Ck+1(tk − tk+1) (4.6)
are non-negative, decreasing and converge to certain t∗ ∈ R such that r0 − c/(1− γ ) ≤ t∗ < t0.
(ii) Iterative process (1.2) is well-defined and the sequences produced by it {xn}n≥0 and {yn}n≥0 converge to solution x∗ ∈ U(x0, r0)
of the equation F(x) = 0. Moreover, the following inequalities hold
‖xn − x∗‖ ≤ tn − t∗, ‖yn − x∗‖ ≤ sn − t∗, n = 0, 1, 2, . . . , (4.7)
and for n ≥ 1
‖xn − x∗‖ ≤ p0(sn−1 − tn)
α
1− p0[(t0 − s0)α + (t0 − tn)α + (t0 − t∗)α] (tn−1 − tn). (4.8)
Proof. (i) Let us show by mathematical induction holding of the inequalities (n ≥ 0)
tn+1 ≥ sn+1 ≥ tn+2 ≥ r0 − 1− γ
n+2
1− γ c ≥ 0 (4.9)
and
Bn+2 ≤ γ , Cn+1 ≤ γ . (4.10)
Using (4.5) and (4.6) for k = 0, we will receive
t1 ≥ t2, s1 ≥ t2, t1 ≥ s1 ≥ t2 ≥ r0 − c(1+ γ ) ≥ r0 − c/(1− γ ) ≥ 0
and B2 ≤ γ , C1 ≤ γ according to (4.3), which proves (4.5)–(4.6) for n = 0. Lets suppose that inequalities (4.9) and (4.10)
hold for k = 0, 1, . . . , n− 1. Lets prove that they are adequate for k = n.
Using (4.5) and (4.6), we receive tk+1 ≥ sk+1 ≥ tk+2 and afterwards tk+1 ≥ 0 and sk+1 ≥ 0 and according to the
assumption of the mathematical induction
Bk+2 ≤ p0s
α
0
1− p0(tα0 + sα0 )
≤ γ ,
Ck+1 ≤ p0s
α
0
1− p0(tα0 + sα0 )
≤ γ .
(4.11)
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Finally according to (4.5) and (4.6) and the induction hypothesis
tk+2 ≥ sk+2 ≥ tk+3 ≥ r0 − 1− γ
k+3
1− γ c ≥ 0. (4.12)
The proof of induction is complete.
(ii) Let us prove using mathematical induction that the iterative process (1.2) is well defined and that
‖xn − xn+1‖ ≤ tn − tn+1, ‖xn+1 − yn+1‖ ≤ tn+1 − sn+1. (4.13)
Let us point out that then
‖yn − yn+1‖ ≤ ‖yn − xn + xn − xn+1 + xn+1 − yn+1‖ ≤ sn − sn+1.
Using (1.2), (4.1) and (4.4), we prove that (4.13) fulfills for n = 0. Let k be an non-negative number and for all n ≤ k
inequality (4.13) fulfills. If Ak+1 = δF(xk+1, yk+1), then according to (4.2) we have
‖I − A−10 Ak+1‖ = ‖A−10 (A0 − Ak+1)‖ = ‖A−10 (δF(x0, y0)
− δF(xk+1, yk+1))‖ ≤ p0(‖x0 − xk+1‖α + ‖y0 − yk+1‖α)
≤ p0[(t0 − tk+1)α + (s0 − sk+1)α] ≤ p0(tα0 + sα0 )
≤ p0[rα0 + (r0 − a)α] < 1. (4.14)
According to the Banach theorem Ak+1 is invertible and
‖A−1k+1A0‖ ≤ (1− p0(‖x0 − xk+1‖ + ‖y0 − yk+1‖))−1. (4.15)
Further let us prove that iterative process (1.2) is well-defined for n = k+ 1. Using inequality (4.2) and identity
F(xk+1) = F(xk+1)− δF(xk, yk)(xk+1 − xk)− F(xk)
= [δF(xk, xk+1)− δF(xk, yk)](xk+1 − xk), (4.16)
we will get
‖A−10 (δF(xk+1, xk)− Ak)(xk+1 − xk)‖ = ‖A−10 [δF(xk, xk+1)− δF(xk, yk)](xk+1 − xk)‖
≤ p0‖xk+1 − yk‖α‖xk+1 − xk‖. (4.17)
From (1.2), (4.15) and (4.17) derives that
‖xk+1 − xk+2‖ ≤ p0‖xk+1 − yk‖
α
1− p0(‖x0 − xk+1‖α + ‖y0 − yk+1‖α)‖xk+1 − xk‖,
‖xk+2 − yk+2‖ ≤ p0‖xk+2 − yk+1‖
α
1− p0(‖x0 − xk+1‖α + ‖y0 − yk+1‖α)‖xk+2 − xk+1‖.
Finally, using (4.13), (4.5) and (4.6), we will get that
‖xk+1 − xk+2‖ ≤ tk+1 − tk+2, ‖xk+2 − yk+2‖ ≤ tk+2 − sk+2.
Therefore we have proven that the iterative process (1.2) is well-defined for each n. From this derives
‖xn − xk‖ ≤ tn − tk, ‖yn − xk‖ ≤ sn − tk, ‖yn − yk‖ ≤ sn − sk, 0 ≤ n ≤ k. (4.18)
The statement shows that {xn}n≥0 and {yn}n≥0 are fundamental sequences, and they are converging in Banach space X . Let k
strive to infinity in formulas (4.18), thenwe get (4.7). It is easy to see that x∗ is a root of equation F(x) = 0, because according
to (1.2) and (4.2), we can write down
‖A−10 F(xk+1)‖ = ‖A−10 (δF(xk+1, xk)− Ak)(xk+1 − xk)‖
≤ p0‖yk − xk+1‖α‖xk − xk+1‖ −→ 0 (4.19)
at k→∞.
Now let us prove (4.8). Using the Hölder condition (4.2), we will get
‖I − A−10 δF(xn, x∗)‖ = ‖A−10 (δF(x0, y0)− δF(x0, x0))+ (δF(x0, x0)
− δF(xn, x∗))‖ ≤ p0(‖x0 − y0‖α + ‖x0 − xn‖α + ‖x0 − x∗‖α)
≤ p0[(t0 − s0)α + (t0 − tn)α + (t0 − t∗)α] < 1 (4.20)
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according to choice r0. According to the Banach theorem about inverse operator, the linear operator δF(xn, x∗) is invertible
and
‖δF(xn, x∗)−1A0‖ ≤ (1− p0(‖x0 − y0‖α + ‖x0 − xn‖α + ‖x0 − x∗‖α))−1. (4.21)
Using identity
xn − x∗ = δF(xn, x∗)−1(F(xn)− F(x∗)) = ((δF(xn, x∗)−1)A0)A−10 F(xn), (4.22)
we get (4.8). The theorem is proven. 
Now we can get the result of uniqueness.
Theorem 4.2. Let F be a nonlinear operator, defined on the open convex set D of the Banach space X with values in the Banach
space Y . Assume that:
(1) conditions of Theorem 4.1 are satisfied;
(2) r0 from Theorem 4.1 additionally satisfies conditions
2p0rα0 + (r0 − a)α + p0aα < 1. (4.23)
Then the iterative algorithm (1.2) is well-defined and generated by it {xn} belongs to U(x0, r0) and converges to the unique solution
x∗ of the equation F(x) = 0 in U(x0, r0).
Proof. The existence of the solution x∗ of equation F(x) = 0 was proven in Theorem 4.1 Let us suppose that there exists
another solution x∗∗ of this equation in U(x0, r0)with r0, which satisfies (4.3) and (4.23). From (1.2) and (4.2) we get
xn+1 − x∗∗ = A−1n A0[A−10 (δF(xn, yn)− δF(xn, xn))(xn − x∗∗)
+ A−10 (δF(xn, xn)(xn − x∗∗)− (F(xn)− F(x∗∗)))]. (4.24)
Now using (4.2), (4.13) and (4.15) we get
‖xn+1 − x∗∗‖ = p0(tn − sn)
α + p0‖xn − x∗∗‖α
1− p0((t0 − tn)α + (s0 − sn)α)‖xn − x
∗∗‖ ≤ · · · ≤ qn+1‖x0 − x∗∗‖, (4.25)
where the upper bound of fraction is denoted as q and 0 < q < 1 according to the choice of r0. Inequality (4.25) produces
x∗∗ = limn→∞ xn = x∗. 
Let us point out that estimations (4.7) and (4.8) are a priori error estimations, as iterations {tn}n≥0 and {sn}n≥0 can be
computed, as soon as t0, s0 and t1 are known.
In the case when the divided difference δF(x, y) satisfies the Lipschitz condition instead of the Hölder condition, then
we can analytically build a majorizing function for a nonlinear operator F and get more precise estimations of the speed of
convergence of the iterative process (1.2).
Theorem 4.3. Let F be a nonlinear operator defined on the open convex set D of the Banach space X with values in Banach
space Y . Assume that the linear operator A0 = δF(x0, y0), where x0, y0 ∈ D (x0 6= y0), has an inverse and there exist three
non-negative numbers a, c and p0 such that
‖x0 − y0‖ ≤ a, ‖A−10 F(x0)‖ ≤ c, c > a. (4.26)
Assume that the following Lipschitz conditions hold on D
‖A−10 (δF(x, y)− δF(u, v))‖ ≤ p0(‖x− u‖ + ‖y− v‖). (4.27)
Let 2p0a ≤ 1, r = 1−p0a2p0 and h is polynomial with real coefficients
h(t) = −p0t2 + (1− p0a)t.
If the following inequality is being satisfied
h(r) = (1− p0a)
2
4p0
≥ (1− 2p0a)c (4.28)
and closed ball U0 = U(x0, r0) ⊂ D, where
r0 = 1− p0a−
√
(1− p0a)2 − 4p0c(1− 2p0a)
2p0
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is the unique solution of equation h(t) = c(1− 2p0a) on (0, r], then the iterative process (1.2) is well-defined and the sequences
generated by it {xn}n≥0 and {yn}n≥0 converge to the solution x∗ of equation F(x) = 0. Moreover the following inequalities are
being satisfied
‖xn − x∗‖ ≤ tn, ‖yn − x∗‖ ≤ sn, n = 0, 1, 2, . . . , (4.29)
where
t0 = r0, s0 = r0 − a, (4.30)
tn+1 = p0tnsn1− p0a− 2p0r0 + p0(tn + sn) ,
sn+1 = tn+1 · p0(tn + sn − tn+1)1− p0a− 2p0r0 + p0(tn + sn) , n = 0, 1, 2, . . .
(4.31)
Proof. Let us note that sequences {tn}n≥0, {sn}n≥0 are received by applying the iterative procedure (1.2) to the polynomial
f (t) = p0t2 + (1− p0a− 2p0r0)t.
It is easy to see that these sequences monotonously converge to zero, with speed of the order of 1+√2. Also we have
tn+1 − tn+2 =
(
f (tn+1)− f (sn+1)
tn+1 − sn+1
)−1
f (tn+1) = p0(sn − tn+1)1− p0a− p0(2t0 − tn+1 − sn+1) (tn − tn+1),
tn+2 − sn+2 = p0(sn+1 − tn+2)1− p0a− p0(2t0 − tn+1 − sn+1) (tn+1 − tn+2).
(4.32)
Let us prove using mathematical induction that the iterative process is well-defined and that
‖xn − xn+1‖ ≤ tn − tn+1, ‖xn+1 − yn+1‖ ≤ tn+1 − sn+1. (4.33)
Then it is obvious that ‖yn−yn+1‖ ≤ sn−sn+1. Using (4.26), (4.28), (4.30) and the fact that t0−t1 = h(r0)1−2p0a = c, t0−s0 = a,
we prove that (4.33) holds for n = 0. Let k be a non-negative number and for all n ≤ k (4.33) holds. If Ak+1 = δF(xk+1, yk+1),
then according to (4.27) we get
‖I − A−10 Ak+1‖ = ‖A−10 (A0 − Ak+1)‖ = ‖A−10 (δF(x0, y0)− δF(xk+1, yk+1))‖
≤ p0(‖x0 − xk+1‖ + ‖y0 − yk+1‖)
≤ p0(‖x0 − xk+1‖ + ‖y0 − x0‖ + ‖x0 − xk+1‖ + ‖xk+1 − yk+1‖)
≤ p0a+ p0(2t0 − tk+1 − sk+1)
< p0a+ 2p0t0 ≤ p0a+ 2p0r ≤ p0a+ 2p0 1− p0a2p0 = 1. (4.34)
By the Banach theorem we have that Ak+1 is invertible and
‖A−1k+1A0‖ ≤ (1− p0(‖x0 − xk+1‖ + ‖y0 − yk+1‖))−1. (4.35)
Further we prove that the iterative process is well-defined for n = k+ 1. Using formula (4.27) and identity
F(xk+1) = F(xk+1)− δF(xk, yk)(xk+1 − xk)− F(xk)
= [δF(xk, xk+1)− δF(xk, yk)](xk+1 − xk), (4.36)
we get
‖A−10 (δF(xk+1, xk)− Ak)(xk+1 − xk)‖ = ‖A−10 [δF(xk+1, xk)− δF(xk, yk)](xk+1 − xk)‖
≤ p0‖xk+1 − yk‖‖xk+1 − xk‖. (4.37)
From (1.2), (4.35) and (4.37) it results that
‖xk+1 − xk+2‖ ≤ p0‖xk+1 − yk‖1− p0(‖x0 − xk+1‖ + ‖y0 − yk+1‖)‖xk+1 − xk‖.
‖xk+2 − yk+2‖ ≤ p0‖xk+2 − yk+1‖1− p0(‖x0 − xk+1‖ + ‖y0 − yk+1‖)‖xk+2 − xk+1‖.
Finally using (4.32) and (4.33), we will get that
‖xk+1 − xk+2‖ ≤ tk+1 − tk+2, ‖xk+2 − yk+2‖ ≤ tk+2 − sk+2.
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Therefore we have proven that the iterative process is well-defined for each n. From this derives that
‖xn − xk‖ ≤ tn − tk, ‖yn − xk‖ ≤ sn − tk, ‖yn − yk‖ ≤ sn − sk, 0 ≤ n ≤ k. (4.38)
This statement shows that {xn}n≥0 and {yn}n≥0 are fundamental sequences, and they are converging in Banach space X . Let k
strive to infinity in formulas (4.38), then we get (4.29). It is easy to see that x∗ is the solution of equation F(x) = 0, because
according to (4.37), we can write down
‖A−10 F(xk+1)‖ = ‖A−10 (δF(xk+1, xk)− Ak)(xk+1 − xk)‖
≤ p0(‖xk − xk+1‖ + ‖xk − yk‖)‖xk − xk+1‖ −→ 0. (4.39)
when k→∞. The theorem is proven. 
Analogically we can get the uniqueness result.
5. A posteriori estimation of the method (1.2) error
If the constants a, c, p0 are known, thenwe can compute sequence {tn}n≥0 before receiving a sequence {xn}n≥0 by iterative
algorithm (1.2). With help of inequality (4.29) a priori estimations of the method’s (1.2) error are received. Further we get a
posteriori estimations of error, which are more precise than the corresponding a priori estimations.
Theorem 5.1. Let the conditions of the Theorem 4.3 fulfill. Let us denote
en = p0‖xn − yn−1‖‖xn − xn−1‖,
gn = 1− p0a− 2p0‖xn − x0‖.
Then the estimation for n = 1, 2, 3, . . . is true
‖xn − x∗‖ ≤ 2en
gn + (g2n − 4p0en)
1
2
≤ tn.
Proof. From condition (4.27) we get
‖I − A−10 δF(xn, x∗)‖ = ‖A−10 (δF(x0, y0)− δF(x0, x0)+ δF(x0, x0)
− δF(xn, x0)+ δF(xn, x0)− δF(xn, x∗))‖ ≤ p0(‖x0 − y0‖ + ‖xn − x0‖
+‖x0 − x∗‖) ≤ p0a+ p0(2‖xn − x0‖ + ‖xn − x∗‖)
≤ p0a+ p0(2t0 − 2tn + tn) = p0a+ 2p0t0 − p0tn < p0a+ 2p0t0.
It is easy to see that p0a + 2p0t0 ≤ 1. Then according to the Banach theorem the divided difference δF(xn, x∗) has inverse
and
‖δF(xn, x∗)−1A0‖ ≤ 11− p0(‖x0 − y0‖ + ‖xn − x0‖ + ‖x0 − x∗‖) ≤ (gn − p0‖xn − x
∗‖)−1. (5.1)
From (2.1) we can write down
xn − x∗ = δF(xn, x∗)−1(F(xn)− F(x∗)) = (δF(xn, x∗)−1A0)A−10 F(xn).
Using (4.39) and (5.1), we get inequality
‖xn − x∗‖ ≤ (gn − p0‖xn − x∗‖)−1en.
Out of where derives
‖xn − x∗‖ ≤ 2{gn + (g2n − 4p0en)
1
2 }−1en.
tn = p0t
2
n + (1− p0a− 2p0r0)tn
p0tn + (1− p0a− 2p0r0)
= p0(sn−1 − tn)(tn−1 − tn)
1− p0a− 2p0(t0 − tn)− p0tn (tn−1 − tn)
≥ en
gn − p0‖xn − x∗‖ ≥ ‖xn − x
∗‖.
(5.2)
Proof is completed. 
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6. Applications
We now complete this paper with two possible applications. First we will solve a specific boundary value problem
for nonlinear differential equations of the second-order, having approximated it by a corresponding system of nonlinear
algebraic equations. Let us note that the same problem according to Section 2 can be brought down to solving a sequence of
linear boundary problems. Now we apply the semilocal convergence result given above to an example also considered by
the other authors [10,11].
A more interesting application is given by the Example 6.2.
Example 6.1. We consider the nonlinear boundary value problem of second-order:
x′′ + x1+p = 0, p ∈ (0, 1],
x(0) = x(1) = 0. (6.1)
We divide the interval [0; 1] into n subintervals and we set h = 1/(n + 1). Let {tk} be the points of subdivision with
0 = t0 < t1 < · · · < tn+1 = 1. A standard approximation for the second derivative is given by
x′′i '
xi−1 − 2xi + xi+1
h2
, xi = x(ti), i = 1, . . . , n.
Take x0 = xn+1 = 0. As a result we will get for solving a system of nonlinear equations
2x1 − x2 − h2x1+p1 = 0,
−xi−1 + 2xi − xi+1 − h2x1+pi = 0, i = 2, . . . , n− 1,
−xn−1 + 2xn − h2x1+pn = 0,
(6.2)
which we will write down in the matrix-vector form
A =

2 −1 0 . . . 0
−1 2 −1 . . . 0
0 −1 2 . . . 0
...
...
...
. . .
...
0 0 0 . . . 2
 , H(x) = h2

x1+p1
x1+p2
...
...
x1+pn
 , x =

x1
x2
...
...
xn
 .
Then F ′(x) = A− H ′(x) = A− h2(1+ p)diag{xp1, xp2, . . . xpn}.
The Newton-Kantorovich hypotheses in works [1,2,4–8,13] for the solution of equation F(x) = 0 may not be satisfied.
We may not be able to evaluate the second Frechet-derivative since it would involve evaluation of quantities x−pi and they
may not exist.
The divided difference of the first-order we define by formula (2.3). Then
δF(x, y) = A− h2

x1+p1 − y1+p1
x1 − y1 0 . . . 0
0
x1+p2 − y1+p2
x2 − y2 . . . 0
...
...
...
...
0 0 . . .
x1+pn − y1+pn
xn − yn

.
For estimating ‖A−10 (δF(x, y) − δF(u, v))‖ in (4.2) let us investigate the value of ‖F ′(x) − F ′(y)‖. We will use the norm‖x‖ = max1≤i≤n |xi| for x ∈ Rn and corresponding norm ‖A‖ = max1≤i≤n∑nj=1 |aij| for A ∈ Rn × Rn. We have
δF(x, y) =
∫ 1
0
F ′(x+ t(y− x))dt.
Then for all x, y ∈ Rn, xi > 0, yi > 0, (i = 1, 2, . . . , n), for the max-norm we get [11]
‖F ′(x)− F ′(y)‖ = ‖diag{h2(1+ p)(ypi − xpi )}‖
= h2(1+ p) max
1≤i≤n
|ypi − xpi |
≤ h2(1+ p) max
1≤i≤n
|yi − xi|p = h2(1+ p)‖y− x‖p.
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Then
‖δF(x, y)− δF(u, v)‖ ≤
∫ 1
0
‖F ′(x+ t(y− x))− F ′(u+ t(v − u))‖dt
≤ h2(1+ p)
∫ 1
0
‖(1− t)(x− u)+ t(y− v)‖pdt
≤ h2(1+ p)
∫ 1
0
((1− t)p‖x− u‖p + tp‖(y− v)‖p)dt
= h2(‖x− u‖p + ‖y− v‖p).
Therefore,
‖A−10 (δF(x, y)− δF(u, v))‖ ≤ ‖A−10 ‖‖(δF(x, y)− δF(u, v))‖
≤ ‖A−10 ‖h2(‖x− u‖p + ‖y− v‖p),
and the divided difference is Hölder continuous with constant p0 = ‖A−10 ‖h2.
Now, we apply the method (1.2) for solving (6.2). The initial and additional approximations were chosen as follows:
x˜(0)i = 130 sin(pi ti), y˜(0)i = x˜(0)i + 10−4, i = 1, 2, . . . , n.
This approximation produces the following vector:
x˜(0) =

4.01722e+001
7.64120e+001
1.05172e+002
1.23637e+002
1.30000e+002
1.23637e+002
1.05172e+002
7.64120e+001
4.01722e+001

.
Using algorithm (1.2), after three iterations we get
x˜(3) =

3.35744e+001
6.52035e+001
9.15675e+001
1.09169e+002
1.15365e+002
1.09169e+002
9.15675e+001
6.52035e+001
3.35744e+001

, y˜(3) =

3.35739e+001
6.52024e+001
9.15660e+001
1.09167e+002
1.15363e+002
1.09167e+002
9.15660e+001
6.52024e+001
3.35739e+001

.
Now let us take the received vectors x˜(3), y˜(3) as starting values x(0) = x˜(3), y(0) = y˜(3) for our Theorem 4.1. We get the
following results:
a = 1.959104686477531e−003, c = 1.979481003930060e−003,
p0 = 2.658847710508207e−001, p = 0.5.
Let us choose r0 = 0.01. Then according to formulas (4.4)–(4.6) we get
t0 = 1.000000000000000e−002, s0 = 8.040895313522469e−003,
t1 = 8.020518996069941e−003, s1 = 8.018143208254686e−003,
t2 = 8.018111677623910e−003, s2 = 8.018111562459251e−003,
t3 = 8.018111562458307e−003, . . . , t∗ = 8.01811156245e−003.
C1 = 1.200207433431871e−003, B2 = 1.216136169658610e−003,
C2 = 4.783939576478122e−005, B3 = 4.783978708624777e−005,
γ = 2.510839630798201e−002,
r0 − c/(1− γ ) = 2.030462665216887e−003 < t∗ < t0.
It is easy to see that for the given values hypothesis of Theorems 4.1 and 4.2 are satisfied. According to these theorems,
iterative algorithm (1.2) is well-defined, remains in U(x0, r0) and converges to a unique solution x∗ of equation F(x) = 0 in
U(x0, r0).
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Table 6.1
Number of iterations for solving the Example 6.2 with the discussed methods.
n x˜ Method
Secant Newton Method (1.2) Method (1.3)
x˜I 11(1) 9(1) 10(2) 9(2)
10 x˜II 9 8 5 6
x˜III 24 17 14 14
x˜I 17 – – –
20 x˜II 11 8 7 7
x˜III 25 18 15 15
x˜I 17(3) – 35(4) –
100 x˜II 19 14 12 12
x˜III 29 21 18 18
x˜I – – 9 9
200 x˜II 21 15 13 13
x˜III 30 21 18 18
x˜I – – 11 11
1000 x˜II – 19 15 16
x˜III – 22 19 18
The calculations were carried out to a relative precision of ε = 10−10. In the case when n = 9, p = 12 the solution of
the nonlinear difference problem (6.2) was received by the Secant method in 10 iterations, by the Newton method and the
1+√2-order method (1.3) in 5 iterations, and by the 1+√2-order method (1.2) in 4 iterations.
Our second test problem consist of searching for a solution to the system of nonlinear equations fk(x) = 0, 1 ≤ k ≤ n.
We suppose that n is even and use the functions div (integer division) and mod (remainder after integer division).
Example 6.2. Consider the countercurrent reactor problem I [18,19]
α = 1/2,
fk(x) = α − (1− α)xk+2 − xk(1+ 4xk+1), k = 1,
fk(x) = −(2− α)xk+2 − xk(1+ 4xk−1), k = 2,
fk(x) = αxk−2 − (1− α)xk+2 − xk(1+ 4xk+1), mod(k, 2) = 0, 2 < k < n− 1,
fk(x) = αxk−2 − (2− α)xk+2 − xk(1+ 4xk−1), mod(k, 2) = 1, 2 < k < n− 1,
fk(x) = αxk−2 − xk(1+ 4xk+1), k = n− 1,
fk(x) = αxk−2 − (2− α)− xk(1+ 4xk−1), k = n.
Initial approximation I:
x˜Ii = 0.1, mod(i, 8) = 1,
x˜Ii = 0.2, mod(i, 8) = 2 or mod(i, 8) = 0,
x˜Ii = 0.3, mod(i, 8) = 3 or mod(i, 8) = 7,
x˜Ii = 0.4, mod(i, 8) = 4 or mod(i, 8) = 6,
x˜Ii = 0.5, mod(i, 8) = 5.
Initial approximation II: x˜IIi = 0.1i, i = 1, . . . , n. Initial approximation III: x˜IIIi = 1000, i = 1, . . . , n. Additional initial
approximation was chosen in the following way: y˜i = x˜i + 0.00000001.
In Table 6.1 the results of investigations of real properties of the considered numerical methods are shown.We examined
the convergence and the convergence speed of methods for three variants of choice of the initial approach and for the
different dimensions of the system (n = 10; 20; 100; 200; 1000). Under x˜Ii for n = 10 the Secant method and the Newton
method have converged to one solution, methods (1.2) and (1.3) – to the other one. Also under x˜Ii for n = 100 the Secant
method andmethod (1.2) have converged to different solutions. In the other cases the methods have converged to the same
solution. Sign ’’–’’ means, that the solution in this case was not possible to find. The Secant method both in theory and in
practice has the lowest speed of convergence. The most reliable and the most fast converging methods turned out to beat
the method investigated by us (1.2) and its differential analogue (1.3). They have converged to the solution almost in the all
considered cases, in particular, for the problems of large dimension. These methods do not differ among themselves after
numerical results. An important advantage of the method (1.2) in comparison to the Newton method and to method (1.3)
is that it does not need the analytically given derivatives, and can be used when they cannot be found (for example in case
when the function is given by the machine algorithm).
Let us denote that all the methods have been realized without step-regulation. The solutions have been found with a
relative precision of ε = 10−10. The calculations were conducted in MATLAB 7.1.
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7. Conclusion
In this work we have offered a new approach to research of the 1 + √2-order difference method for solving nonlinear
equations in Banach spaces. We have defined divided differences for typical nonlinear operators and built up some specific
algorithms for equations with these operators. We have proven the theorems about the method’s local and semilocal
convergence to a locally unique solution just under Hölder conditions for the first-order divided differences of a nonlinear
operator. An example has also been provided, to which our results successfully apply and some other related results from
already existing literature fail.
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