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1. Seznamte se s kartou COMBO6X a technologi´ı Virtex-II Pro od firmy Xilinx.
2. Nastudujte problematiku na´vrhu pameˇt´ı CACHE.
3. Navrhneˇte architekturu pameˇti CACHE s ohledem na vyuzˇit´ı v s´ıt’ovy´ch aplikac´ıch.
4. Proved’te implementaci navrzˇene´ architektury v jazyce VHDL s ohledem na synte´zu
do technologie FPGA. Snazˇte se, aby vy´sledny´ ko´d byl genericky´ a umozˇnˇoval pod-
le genericky´ch parametr˚u prˇizp˚usobit pameˇt’ CACHE pozˇadavk˚um sˇiroke´ho spektra
s´ıt’ovy´ch aplikac´ı.
5. Vytvorˇenou implementaci oveˇrˇte v simulac´ıch i v hardware na desce COMBO6X.




Licencˇn´ı smlouva je ulozˇena v archivu Fakulty informacˇn´ıch technologi´ı Vysoke´ho ucˇen´ı
technicke´ho v Brneˇ.
Abstrakt
Ta´to pra´ca sa zaobera´ na´vrhom a implementa´ciou generickej cache pama¨te pre sˇiroke´ spek-
trum siet’ovy´ch aplika´ci´ı. Najprv su´ diskutovane´ hlavne´ aspekty na vy´konnost’. V na´va¨znosti
na to je navrhnuta´ architektu´ra a pama¨t’ implementovana´ s resˇpektom pre zvolenu´ ciel’ovu´
technolo´giu. Hlavny´mi genericky´mi parametrami su´: da´tova´ sˇ´ırka, vel’kost’ riadku, asocia-
tivita, pocˇet riadkov a spoˆsob vy´beru obete. Cache podporuje zret’azene´ spracovanie, ktore´
umozˇnˇuje kazˇdy´ hodinovy´ cyklus vykonat’ jednu pozˇiadavku. Pre overenie funkcionality
bola vy´sledna´ komponenta doˆkladne odsimulovana´ a nakoniec bola jej cˇinnost’ odsku´sˇana´




This thesis deals with design and implementation of generic cache memory for a wide range
of network applications. Firstly, aspects with influence on performance are discussed. Then
architecture is proposed and implemented with respect to the given technology. The main
selectable parameters of the design are: data path width, line size, associativity, number
of lines and replacement policy. Cache is also pipelined and therefore is able to process
one request for reading or writing every clock cycle. The resulting component has been
thoroughly simulated to verify its functionality and finally, its operation has also been
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V dnesˇnej dobe je mozˇne´ vo vy´pocˇtovy´ch syste´moch pozorovat’ sta´le rastu´ce rozdiely vo
vy´konnosti medzi procesorom a hlavnou pama¨t’ou. Vytvorenie pama¨te, ktora´ by mala cˇo
najva¨cˇsˇiu kapacitu a za´rovenˇ by sa svojou ry´chlost’ou vyrovnala procesoru je vel’mi drahe´,
preto sa do tohto syste´mu vklada´ d’alˇs´ı cˇla´nok – cache. Cache je mala´ ale ry´chla pama¨t’,
ktora´ docˇasne obsahuje informa´cie, ktore´ su´ pra´ve pouzˇ´ıvane´. Pr´ıstup k da´tam v cache je
ovel’a kratsˇ´ı, preto procesor stra´vi ovel’a menej cˇasu pri cˇakan´ı na cˇ´ıtanie insˇtrukci´ı alebo
da´t. V dnesˇnej dobe prakticky vsˇetky pocˇ´ıtacˇove´ syste´my obsahuju´ cache pama¨te.
U´spech cache je zalozˇeny´ na princ´ıpe zna´mom ako lokalita odkazov [2]. Odkazy do
pama¨te, na insˇtrukcie a aj na operandy, su´ pocˇas pra´ce procesora zhlukovane´. Princ´ıp
lokality ma´ dve podoby: cˇasova´ lokalita, kde referencie su´ zhlukovane´ v cˇase a priestorova´
lokalita, kde referencie su´ zhlukovane´ v (adresovom) priestore. Zatial’ cˇo pri vykona´van´ı
programu platia obidve varianty, bolo uka´zane´, zˇe v siet’ovej preva´dzke plat´ı iba princ´ıp
cˇasovej lokality [11]. To je vsˇak sta´le postacˇuju´ca podmienka pre vy´hodne´ pouzˇitie cache
pre rozmanite´ siet’ove´ aplika´cie.
Pra´ve rozmanitost’ aplika´ci´ı vytva´ra nutnost’ pre kazˇdu´ pozˇiadavku vytvorit’ sˇpecia´lnu
cache. Tento postup, aj ked’ v mnohy´ch pr´ıpadoch jeho vy´sledkom je lacny´ a pre kon-
kre´tnu potrebu vysoko optimalizovany´ syste´m, zlyha´va pri nutnosti vsˇeobecne´ho modelu,
prispoˆsobitel’ne´mu roˆzne sa meniacim pozˇiadavka´m aplika´ci´ı. Ta´to pra´ca si kladie za ciel’
vytvorenie generickej cache pama¨te pouzˇitel’nej pre sˇiroke´ spektrum siet’ovy´ch aplika´ci´ı.
Za´kladom je mozˇnost’ parametricky si zvolit’ vy´sledne´ vlastnosti, podl’a pozˇiadaviek na
ry´chlost’, vnu´torne´ usporiadanie a kapacitu cache. Flexibilita je tiezˇ podmienena´ tech-
nolo´giou Virtex-II Pro a implementacˇny´m jazykom VHDL, ktore´ by mali byt’ za´kladnou
platformou pre na´vrh a implementa´ciu.
Pra´ca je cˇlenena´ do niekol’ky´ch kapitol. Na u´vod (kapitola 2) je pre prehl’adnost’ uvedena´
defin´ıcia cache a hlavny´ princ´ıp, na ktorom je zalozˇena´ jej funkcˇnost’ – hierarchia pama¨t´ı
a lokalita odkazov. V d’alˇsej cˇasti su´ defin´ıcie za´kladny´ch pojmov potrebny´ch pre pocho-
penie na´sledny´ch su´vislost´ı. Na za´ver kapitoly su´ detailne pop´ısane´ roˆzne aspekty na´vrhu
cache pama¨t´ı, organiza´cia da´tovy´ch sˇtruktu´r a algoritmy ty´kaju´ce sa roˆznych typov cache.
Na´sledne v kapitole 3 je navrhnuta´ pozˇadovana´ architektu´ra, neza´visla´ na konkre´tnej ap-
lika´ci´ı a cˇiastocˇne aj na pouzˇitej implementacˇnej technolo´gii. Kapitola 4 popisuje vy´sledky
hotovej implementa´cie. Jedna´ sa hlavne o zhodnotenie vy´konnosti cache (latencia, d´lzˇka
cyklu a priepustnost’), plochy zabratej na cˇipe a maxima´lnej frekvencie. Za´verecˇna´ kapitola




Cache je mala´ a ry´chla pama¨t’, pouzˇ´ıvana´ obecne vo vy´pocˇtovy´ch syste´moch na uklada-
nie ty´ch cˇast´ı hlavnej pama¨te, ktore´ sa v danom okamihu vyuzˇ´ıvaju´, alebo u ktory´ch je
pravdepodobnost’, zˇe sa v bl´ızkej dobe budu´ vyuzˇ´ıvat’ na vy´pocˇet.
Vsˇeobecne mozˇno povedat’, zˇe idea´lne parametre pama¨te su´ maxima´lna vel’kost’ a ma-
xima´lna ry´chlost’. Vzhl’adom na fakt, zˇe s rastom ry´chlosti a kapacity neu´merne rastie aj
jej cena, teda vytvorenie vel’kokapacitny´ch a ry´chlych pama¨t´ı je ekonomicky na´rocˇne´, je
potrebne´ pri vol’be pama¨t’ovy´ch zdrojov urobit’ kompromis. Jednou z mozˇnost´ı je tzv. hie-
rarchia pama¨t´ı. Pama¨t’ je rozdelena´ do niekol’ky´ch vrstiev podl’a kapacity a ry´chlosti. Na
obra´zku 2.1 je jednoduchy´ pr´ıklad takejto hierarchie. Najvysˇsˇie je umiestnena´ (centra´lna)
procesna´ jednotka – (C)PU1, spolu s registrami a najry´chlejˇs´ım pr´ıstupom. S kazˇdou d’alˇsou
nizˇsˇou vrstvou sa znizˇuje ry´chlost’ a zvysˇuje kapacita. Ciel’om je vytvorit’ syste´m, ktory´ sa
cenou priblizˇuje cˇo najlacnejˇs´ım druhom pama¨t´ı a ry´chlost’ou cˇo najry´chlejˇs´ım.
2.1 Princ´ıp lokality
Na uplatnenie hierarchicke´ho usporiadania mus´ı platit’ tzv. princ´ıp lokality. Tento princ´ıp,
ktory´ je vy´raznou vlastnost’ou programov, je zalozˇeny´ na znovupouzˇit´ı da´t. Moˆzˇme ho
rozdelit’ do dvoch typov:
• Cˇasova´ lokalita znamena´, zˇe da´ta, ktore´ boli neda´vno pouzˇite´ budu´ za kra´tky cˇas
pravdepodobne pouzˇite´ znova.
• Priestorova´ lokalita znamena´, zˇe da´ta, ktory´ch adresy su´ bl´ızko seba, s pomerne vel’kou
pravdepodobnost’ou budu´ pouzˇite´ spolocˇne v kra´tkom cˇasovom u´seku.
Aby teda bolo pouzˇitie cache pama¨te pre siet’ovu´ aplika´ciu efekt´ıvne, mus´ı byt’ k da´tam
pristupovane´ v bl´ızkych cˇasovy´ch u´sekoch, popr´ıpade v zhlukoch (priestorova´ lokalita).
V [11] je sˇtu´dia lokality IP adries, ktora´ potvrdzuje, zˇe charakteristicky´m rysom rea´lnej
siet’ovej preva´dzky je cˇasova´ lokalita. Tento fakt je potom vyuzˇity´ na na´vrh architektu´ry pre
zry´chlenie pr´ıstupu do DRAM pama¨te pri vyhl’ada´vac´ıch mechanizmoch v IP smerovacˇoch.
Moˆzˇme teda povedat’, zˇe pouzˇitie cache pama¨te ma´ vy´znam aj pre siet’ove´ aplika´cie za
predpokladu dodrzˇania pra´ve uvedene´ho princ´ıpu.
1Pra´ca popisuje cache obecne, preto sa nemus´ı voˆbec jednat’ o procesor. Na pr´ıstupy do pama¨te moˆzˇe










Obra´zok 2.1: Pr´ıklad hierarchie pama¨t´ı pre vy´pocˇtovy´ syste´m.
2.2 Za´kladne´ pojmy
Nasleduju´ci text na u´vod strucˇne popisuje pojmy definuju´ce architektu´ru a vlastnosti cache
pama¨t´ı. Ku kazˇde´mu na´zvu je jednoduche´ vysvetlenie dane´ho aspektu a pojmov s n´ım
su´visiacich.
Cache hit a miss Ak sa pri pozˇiadavke na informa´ciu zist´ı, zˇe sa v cache nacha´dza, nastal
tzv. hit. Naopak, ak sa informa´cia v cache nenacha´dza a je pozˇadovana´, jedna´ sa
o miss.
Algoritmus nacˇ´ıtavania da´t (fetch algorithm) Pouzˇ´ıva sa na urcˇenie, kedy je po-
trebne´ nacˇ´ıtat’ da´ta do cache. Existuje niekol’ko mozˇnost´ı: informa´cia sa nacˇ´ıta pra´ve
vtedy, ked’ je potrebna´ alebo dopredu (prefetch). Algoritmy pouzˇ´ıvaju´ce prefetch sa
snazˇia predpovedat’ aka´ informa´cia bude onedlho potrebna´ a nacˇ´ıtaju´ ju v predstihu.
Dˇalˇsou mozˇnost’ou je napr´ıklad vynechanie cˇ´ıtania pri za´pise v cache, ktora´ pouzˇ´ıva
techniku write-through (vysvetlena´ neskoˆr).
Umiestnenie polozˇky (placement algorithm) Cache sama o sebe nie je priamo adre-
sovatel’na´, ale jav´ı sa aplika´cii transparentne. Vzhl’adom na to, zˇe je schopna´ ponˇat’
iba zlomok kapacity pama¨te na nizˇsˇej vrstve, je potrebne´ zvolit’ nejaky´ algoritmus,
ktory´ mapuje adresu pama¨te na adresu cache. Dˇalej cˇastokra´t sa informa´cia vy-
hl’ada´va v cache asociat´ıvne. Avsˇak pouzˇitie plne asociat´ıvnej pama¨te je jednak drahe´
a taktiezˇ pomale´, preto sa vol´ı kompromis vo forme tzv. sady (set). Kazˇda´ sada je
tvorena´ mensˇou asociat´ıvnou pama¨t’ou. Algoritmus, ktory´ urcˇ´ı v ktorej sade sa in-
forma´cia nacha´dza a taktiezˇ samotna´ asociativita sady su´ vy´znamny´mi parametrami
a v znacˇnej miere ovplyvnˇuju´ vy´konnost’ cache.
Dl´zˇka riadku Fixne definovane´ mnozˇstvo informa´ci´ı, ktore´ sa prena´sˇa medzi cache a
pama¨t’ou sa nazy´va riadok. Zvolenie spra´vnej vel’kosti riadku je vel’mi doˆlezˇity´ as-
pekt na´vrhu cache pama¨te. Iny´ na´zov pre riadok v cache je tak isto blok.
Algoritmus vy´beru obete (replacement algorithm) Ak je z pama¨te pozˇadovana´ in-
forma´cia a cache je plna´, je potrebne´ zvolit’ tzv. obet’ (victim) a nahradit’ ju
pozˇadovanou informa´ciou. Spoˆsob aky´m sa obet’ urcˇ´ı sa nazy´va nahradzovac´ı al-
goritmus (replacement algorithm). Existuje niekol’ko typov, z ktory´ch najzna´mejˇsie
su´ LRU (Least Recently Used), FIFO (First In First Out) a na´hodny´ vy´ber (Random).
Algoritmus za´pisu polozˇiek do pama¨te (memory update algorithm) Pri za´pise
da´t existuje niekol’ko mozˇnost´ı ako sa zmena premietne do cache a do samotnej
pama¨te. Ak sa da´ta zap´ıˇsu iba do cache a v pama¨ti ostane stara´ hodnota, jedna´
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sa o write back. Da´ta sa do pama¨te zap´ıˇsu azˇ vtedy, ked’ je potrebne´ ich nahradit’
iny´mi. V tomto pr´ıpade je za´pis pomerne efekt´ıvny, ale nevy´hodou je, zˇe vznika´
nekonzistencia medzi obsahom cache a pama¨te. Dˇalˇsou mozˇnost’ou je pri za´pise
da´t okamzˇite zmenu premietnut’ aj do pama¨te – write through. Tento algoritmus
odstranˇuje proble´m nekonzistencie, ale plat´ı sa za to urcˇity´m zvy´sˇen´ım cˇasu cyklu
cache, pretozˇe kazˇdy´ za´pis vyzˇaduje pr´ıstup do pama¨te.
Vel’kost’ cache Je zrejme´, zˇe vel’kost’ cache ma´ priamy vplyv na pravdepodobnost’ vy´skytu
pozˇadovanej informa´cie. Avsˇak vel’kost’ cache je obmedzena´ hlavne ekonomicky´mi
faktormi. Je to jednak cena, pocˇet zabraty´ch zdrojov a v nemalej miere aj vy´konnost’.
Preto je dobre´ uzˇ pri na´vrhu spra´vne analyzovat’ druh aplika´cie a zvolit’ primeranu´
vel’kost’ cache.
Pr´ıstupova´ doba (latencia) je cˇas potrebny´ na vykonanie cˇ´ıtania alebo za´pisu, t.j. do-
ba od chv´ıle ked’ sa cache poskytne adresa, do chv´ıle ked’ su´ da´ta zap´ısane´ alebo
pripravene´ na pouzˇitie.
Cyklus pama¨te (memory cycle time) je su´cˇet pr´ıstupovej doby a cˇasu na vykonanie
d’alˇs´ıch opera´ci´ı pred ty´m ako je mozˇne´ zaha´jit’ spracovanie nasleduju´cej pozˇiadavky.
V pr´ıpade cache je to cˇas potrebny´ na vycˇ´ıtanie da´t z hlavnej pama¨te (vtedy sa vstup
zablokuje a neprij´ımaju´ sa zˇiadne pozˇiadavky).
Priepustnost’ Jedny´m z vel’mi podstatny´ch faktorov (a hlavne pri siet’ovy´ch aplika´cia´ch)
je priepustnost’, t.j. mnozˇstvo informa´cie za jednotku cˇasu, ktore´ je mozˇne´ z cache
precˇ´ıtat’. Priepustnost’ sa da´ zva¨cˇsˇit’ hlavne zvy´sˇen´ım sˇ´ırky da´tovej cesty, zaveden´ım
zret’azene´ho spracovania a taktiezˇ zn´ızˇen´ım cyklu pama¨te (cache).
2.3 Aspekty na´vrhu cache
2.3.1 Algoritmus umiestnenia polozˇky
Ako uzˇ bolo spomenute´, na zistenie, kam ulozˇit’ pozˇadovanu´ polozˇku do cache je potrebne´
zvolit’ nejaky´ algoritmus. Cache sama o sebe z pohl’adu aplika´cie nie je priamo adresovatel’na´
a slu´zˇi iba ako za´soba´renˇ ry´chlo pr´ıstupny´ch da´t. Algoritmus umiestnenia polozˇky v cache
bud’ zahr´nˇa nejaku´ funkciu, ktora´ namapuje adresu pama¨te do cache, alebo prehl’ada´va
cache asociat´ıvne, popr´ıpade kombinuje tieto dva pr´ıstupy. V princ´ıpe existuju´ tri druhy
mapovania:
• Ak sa blok (polozˇka) moˆzˇe nacha´dzat’ v cache iba na jedinom mieste, jedna´ sa o priamo
mapovanu´ (direct mapped) cache. V tomto pr´ıpade je mapovanie jednoduchy´ bitovy´
vy´ber.
• Ak sa blok moˆzˇe nacha´dzat’ na l’ubovol’nom mieste v cache, hovor´ıme o plne aso-
ciat´ıvnej (fully associative) cache.
• Kombina´ciou ty´chto dvoch pr´ıstupov je N–cestne asociat´ıvna (N–way set associative)
cache. Cache pozosta´va z tzv. sa´d. Sada (set) je skupina blokov v cache. Blok sa
najprv namapuje na konkre´tnu sadu pouzˇit´ım bitove´ho vy´beru a potom je mozˇne´ ho
umiestnit’ kdekol’vek v ra´mci sady. To znamena´ zˇe asociat´ıvne sa neprehl’ada´va cela´







































Obra´zok 2.2: Genericky nastavitel’na´ organiza´cia cache pama¨te.
Na obra´zku 2.2 je zna´zornene´ genericke´ usporiadanie cache, ktore´ zahr´nˇa vsˇetky tri vysˇsˇie
uvedene´ mozˇnosti. Cache je rozdelena´ na S sa´d a kazˇda´ sada obsahuje P polozˇiek, ktore´ sa
prehl’ada´vaju´ asociat´ıvne. Polozˇku je pritom mozˇne´ stotozˇnit’ s riadkom. Celkova´ kapacita
C cache je teda dana´ su´cˇinom: C = P ∗S blokov. Je zrejme´, zˇe ak zvol´ıme S = C, z´ıskame
priamo mapovanu´ cache. Ak zvol´ıme P = C, z´ıskame plne asociat´ıvnu cache. V ostatny´ch
pr´ıpadoch je cache N–cestne asociat´ıvna.
Vzhl’adom na to, zˇe na jedno miesto v cache je mozˇne´ namapovat’ viacero polozˇiek
z pama¨te, je potrebne´ kazˇdy´ blok jednoznacˇne identifikovat’. Na to sa vyuzˇ´ıva tzv. tag.
Na obra´zku 2.3 je vidiet’ poz´ıciu tagu v adrese do pama¨te. Cˇast’ adresy, ktora´ sa pouzˇije
Adresa slovaIndexTAG
Adresa do pamäte
Obra´zok 2.3: Poz´ıcia tagu v adrese do pama¨te. Taktiezˇ je vidiet’ indexovaciu cˇast’, ktora´ sa
pouzˇije na zvolenie sady pre pozˇadovany´ blok.
na indexovanie do cache nie je jednoznacˇna´, preto na jednoznacˇne´ urcˇenie adresy bloku
sa s da´tami mus´ı ulozˇit’ aj zvysˇna´ horna´ cˇast’ adresy. Sˇpecia´lny pr´ıpad nasta´va pri plne
asociat´ıvnej cache, ktora´ ma´ jedinu´ sadu obsahuju´cu vsˇetky riadky. Tam indexovacia cˇast’
chy´ba a preto na jednoznacˇne´ urcˇenie riadku v cache je potrebne´ ulozˇit’ celu´ adresu.
2.3.2 Vel’kost’ riadku
Vel’kost’ riadku je jedny´m z podstatny´ch parametrov, ktore´ je potrebne´ zvolit’ pri na´vrhu.
Riadok je za´kladna´ jednotka pri prenose medzi cache a hlavnou pama¨t’ou. Uplatnˇuje sa tu
blokovy´ pr´ıstup, preto sa taktiezˇ nazy´va blok. Aj ked’ pojmy riadok a blok su´ ekvivalentne´,
pre jednoduchost’ sa v d’alˇsom texte pouzˇ´ıva slovo blok.
Mozˇnost’ zvolit’ pri na´vrhu vel’kost’ bloku je vel’mi podstatna´ vec, pretozˇe to ovplyvnˇuje
vy´konnost’ cache pama¨te [9]. Najviac sa vel’kost’ bloku prejavuje pri miss pozˇiadavka´ch: ak
nastane miss, je potrebne´ z pama¨te nacˇ´ıtat’ cely´ blok, pricˇom najhorsˇia situa´cia nasta´va,
ked’ je cache zaplnena´ a je potrebne´ zvolit’ obet’. Vtedy je potrebne´ jeden blok do pama¨te
zap´ısat’, a jeden z nej precˇ´ıtat’.
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Ak je mnozˇstvo pozˇadovanej informa´cie male´, napr´ıklad iba jedno slovo, je vy´hodne´
zvolit’ malu´ vel’kost’ bloku. Cˇas na nahratie male´ho bloku z pama¨te do cache je urcˇite mensˇ´ı
ako ked’ je blok vel’ky´. Dˇalej pri pouzˇit´ı kra´tkeho bloku je mensˇia pravdepodobnost’, zˇe
bude obsahovat’ informa´cie, ktore´ sa nepouzˇiju´.
Na druhej strane, ak sa vyuzˇ´ıva va¨cˇsˇia cˇast’ bloku, idea´lne cely´, jeho zva¨cˇsˇen´ım sa moˆzˇe
dosiahnut’ zvy´sˇenie vy´konu. Pri nacˇ´ıtavan´ı z pama¨te sa informa´cia nacˇ´ıta naraz, cˇo je ovel’a
efekt´ıvnejˇsie. Va¨cˇsˇie bloky taktiezˇ znizˇuju´ pocˇet adresovany´ch polozˇiek v cache a ten znizˇuje
pocˇet logicky´ch obvodov potrebny´ch na implementa´ciu.
Je teda zjavne´, zˇe vy´hody jedne´ho pr´ıstupu su´ automaticky nevy´hody toho druhe´ho,
preto mozˇnost’ zvolit’ si vel’kost’ bloku podl’a pozˇiadaviek konkre´tnej aplika´cie je vel’mi pod-
statna´ vec a mala by byt’ jedny´m z nastavitel’ny´ch parametrov generickej cache.
2.3.3 Spoˆsob vy´beru obete
Ked’ nastane miss a cache je plna´, je potrebne´ zvolit’ blok, ktory´ sa nahrad´ı pozˇadovany´mi
da´tami. Algoritmus vy´beru obete definuje spoˆsob, aky´m sa obet’ vybera´.
Ak sa na vy´ber pouzˇije na´hodny´ genera´tor, jedna´ sa o na´hodny´ vy´ber (random). V pra-
xi sa pre jednoduchost’ pouzˇ´ıva pseudona´hodne´ generovanie kandida´ta. V pr´ıpade, zˇe sa
na vy´ber pouzˇije spoˆsob fronty, hovor´ıme o FIFO algoritme. Obidve mozˇnosti sa im-
plementuju´ pomerne jednoducho bud’ pouzˇit´ım cˇ´ıtacˇa, alebo nejakej formy genera´tora
pseudona´hodny´ch cˇ´ısel, s perio´dou N , kde N je pocˇet polozˇiek na vy´ber obete. Dˇalˇsou
mozˇnost’ou je pouzˇit’ princ´ıp tzv. najneskoˆr pouzˇitej polozˇky – LRU (Least Recently Used).
Tento algoritmus je vel’mi popula´rny pre jeho vysˇsˇiu vy´konnost’ oproti FIFO a na´hodne´mu
vy´beru [9]. Jeho nevy´hodou je problematicka´ hardwarova´ implementa´cia. Existuje niekol’ko
spoˆsobov ako tento algoritmus implementovat’, kazˇdy´ z nich sa l´ıˇsi prec´ıznost’ou a na´rokmi
na zdroje.
Implementa´cia plne´ho LRU je pama¨t’ovo na´rocˇna´ – algoritmus navrhnuty´ v [9] vyuzˇ´ıva
tzv. referencˇnu´ maticu a pre sadu obsahuju´cu N polozˇiek spotrebuje N(N−1)/2 stavovy´ch































































Obra´zok 2.4: Pr´ıklad LRU pouzˇit´ım referencˇnej matice. Vrchne´ hodnoty znamenaju´ index
aktualizovanej polozˇky. Spodne´ hodnoty urcˇuju´ LRU obet’.
N , kde i a j je index riadku, resp. st´lpca) s rozmermi N ∗ N . Pri pr´ıstupe na polozˇku i
sa vsˇetky bity v riadku i nastavia na jedna a vsˇetky bity v st´lpci i matice sa nastavia na
nula. LRU obet’ je ta´, ktora´ vo svojom riadku ma´ vsˇetky bity nulove´ a v st´lpci ma´ vsˇetky
bity jednotkove´ (obra´zok 2.4). Tento postup je pre 4 polozˇky pomerne vy´hodny´, je treba
vyhradit’ 6 bitov. Pre 8 polozˇiek je uzˇ treba 28 bitov, cˇo je esˇte realizovatel’ne´, ale pre 16 a
viac polozˇiek je uzˇ tento postup nevhodny´, pretozˇe vyzˇaduje asponˇ 120 bitov.
Su´ zna´me aj ine´ meto´dy implementa´cie plne´ho LRU algoritmu, napr´ıklad v [13] je im-
plementovany´ obojsmerne viazany´ zoznam. V [4] je navrhnute´ pouzˇit’ systolicke´ pole pre
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l’ubovol’ne´ mnozˇstvo polozˇiek, za cenu pomerne vel’kej pama¨t’ovej na´rocˇnosti. Je zjavne´,
zˇe pama¨t’ova´ na´rocˇnost’ pri pouzˇit´ı zoznamu je linea´rna, avsˇak plat´ı sa za to nemozˇnost’ou
vykonat’ zmenu polozˇky v jednom hodinovom cykle (pre cache je to vel’mi podstatna´ vec,
pretozˇe kazˇdy´m cyklom naviac sa zvysˇuje doba odozvy). Tento proble´m naopak riesˇi sys-










Obra´zok 2.5: Pr´ıklad pseudo LRU algoritmu pre sˇtyri polozˇky pouzˇit´ım bina´rneho stromu.
Existuju´ preto algoritmy, ktore´ LRU iba aproximuju´, su´ vsˇak jednoduchsˇie. Jedny´m
z nich je pseudo LRU (a jeho modifika´cie [6]), ktory´ na uchovanie stavovej informa´cie
pouzˇ´ıva bina´rny strom. Pr´ıklad take´hoto stromu pre 4–cestne asociat´ıvnu cache je na
obra´zku 2.5. Jednotlive´ bloky su´ reprezentovane´ listmi stromu – A, B, C a D. Histo´ria
pr´ıstupov je dana´ tromi bitmi v uzloch - A/B, C/D a AB/CD. Pri pr´ıstupe na jeden
z dvojice blokov A a B sa nastav´ı bit AB/CD na 1, pri pr´ıstupe na jeden z blokov C a D sa
AB/CD bit nastav´ı na 0. Podobne je to pri bitoch A/B a C/D. Postup zmeny konkre´tnych
bitov je v tabul’ke 2.1. Pseudo LRU je iba aproxima´cia prave´ho LRU, preto aj zvolene´
LRU polozˇky su´ ine´. Tabul’ka 2.2 porovna´va rozdiel medzi LRU a pseudo LRU pocˇas se´rie
niekol’ky´ch referenci´ı.
Blok AB/CD bit A/B bit C/D bit
A 1 1 bez zmeny
B 1 0 bez zmeny
C 0 bez zmeny 1
D 0 bez zmeny 0
Tabul’ka 2.1: Zmena bitov pri pr´ıstupe na jednu z polozˇiek v pseudo LRU algoritme.
2.3.4 Za´pis do pama¨te
Ak je potrebne´ do cache zap´ısat’ da´ta, existuju´ dve mozˇnosti ako sa zachovat’:
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Cˇas 1 2 3 4 5 6 7 8 9 10
Pr´ıstup na polozˇku A D B C B A D A B C
PLRU D B C A D D B C C A
LRU D C C A A D C C C D
Tabul’ka 2.2: Rozdiely zvolenej LRU polozˇky pri LRU a pseudo LRU.
• Write through – Jedna´ sa o jednoduchsˇiu techniku, kde vsˇetky pozˇiadavky na za´pis
ovplyvnˇuju´ cache a aj samotnu´ pama¨t’. To zabezpecˇuje, zˇe da´ta v hlavnej pama¨ti su´
vzˇdy platne´. Tento pr´ıstup sa najviac uplatn´ı pri multiprocesorovy´ch syste´moch, kde
je potrebne´ jednotlive´ dvojice procesor-cache synchronizovat’ so zmenami v hlavnej
pama¨ti. Jeho nevy´hodou je, zˇe kazˇdy´ za´pis do cache spoˆsob´ı aj za´pis do pama¨te, preto
moˆzˇe znacˇne ovplyvnit’ jej vy´konnost’.
• Write back – Ta´to technika minimalizuje za´pisy do pama¨te, poskytuju´c takto poten-
cia´lne vysˇsˇ´ı vy´kon. Jedna´ sa ale na druhej strane o zlozˇitejˇsiu a na zdroje na´rocˇnejˇsiu
variantu. Ak je cache plna´ a je potrebne´ vymenit’ niektory´ blok, mus´ı byt’ zna´me cˇi
je pama¨t’ovy´ blok s n´ım koresˇponduju´ci platny´. Ku kazˇde´mu bloku v cache je teda
potrebne´ vyhradit’ jeden bit naviac aby uda´val jeho zneplatnenie (invalidate). Tento
bit sa vsˇeobecne nazy´va dirty bit. Ak je potrebne´ z cache odstra´nit’ polozˇku mus´ı sa
tento bit resˇpektovat’ a pri jeho nastaven´ı dany´ blok zap´ısat’ do pama¨te.
V pr´ıpade, zˇe pri za´pise nastane miss, nemus´ı byt’ vzˇdy nutne´ v cache alokovat’ priestor
pre pozˇadovany´ blok. Su´ dve mozˇnosti:
• Write allocate – Pri za´pisovej miss pozˇiadavke sa pre pozˇadovany´ blok vyhrad´ı priestor
a blok sa nahra´ z pama¨te do cache. Teda miss pozˇiadavky pri za´pise sa chovaju´
rovnako ako pri cˇ´ıtan´ı. Syste´m write allocate je vy´hodny´ ak je predpoklad, zˇe po
za´pise bude kra´tko na to nasledovat’ cˇ´ıtanie, preto sa oplat´ı dany´ blok v cache alokovat’.
• No-write allocate – Jedna´ sa o opacˇny´ pr´ıpad, kde za´pisove´ opera´cie neovplyvnˇuju´
cache. Namiesto toho blok je modifikovany´ priamo v pama¨ti.
Kazˇda´ z vysˇsˇie uvedeny´ch variant ma´ svoje vy´hody a nevy´hody a je dobre´ ju pouzˇit’
v roˆznych pr´ıpadoch.
2.3.5 Vel’kost’ cache
Vel’kost’ cache pama¨te je d’alˇs´ım z parametrov, ktore´ vo vy´znamnej miere ovplyvnˇuju´ jej
vy´konnost’. Aj tu plat´ı v za´sade, zˇe s rastu´cou vel’kost’ou klesa´ podiel miss pozˇiadaviek
a rastie jej cena, pocˇet logiky na adresovanie, atd’. Preto plat´ı, zˇe va¨cˇsˇie cache su´ v po-
rovnan´ı s maly´mi o niecˇo pomalˇsie (dokonca, ako ukazuje sekcia 4.2.2, vel’kost’ ako jeden
z parametrov moˆzˇe prina´sˇat’ znacˇne´ rozdiely frekvencie, spoˆsobenej pra´ve mnozˇstvom kom-
binacˇnej logiky potrebnej na adresovanie). Pr´ıliˇs vel’ka´ cache by preto nemala byt’ na u´kor
pr´ıstupovej doby, ale zase pr´ıliˇs mala´ cache vy´razne degraduje vy´konnost’ cele´ho syste´mu.




Hlavnou pozˇiadavkou na funkcˇnost’ cache je jej pouzˇitel’nost’ pre sˇiroke´ spektrum siet’ovy´ch
aplika´ci´ı, ale aj iny´ch aplika´ci´ı, kde je potrebne´ ry´chlo pristupovat’ k pomalej pama¨ti. Ako
bolo pop´ısane´ v kapitole 2, existuje mnozˇstvo parametrov, ktore´ vply´vaju´ na jej charakte-
ristiku. Pri na´vrhu bol kladeny´ doˆraz hlavne na nasleduju´ce parametre:
• Da´tova´ sˇ´ırka slova (DS) uda´va najmensˇiu jednotku adresovania medzi cache a
hlavnou pama¨t’ou. Da´tova´ sˇ´ırka je taktiezˇ mienena´ ako najmensˇia adresovatel’na´ cˇast’
medzi aplikacˇnou jednotkou a cache. Ty´m sa docieli transparentnost’.
• Vel’kost’ bloku (VB), ktoru´ je mozˇne´ stotozˇnit’ s vel’kost’ou riadku, uda´va mnozˇstvo
informa´cie, ktore´ si preda´vaju´ navza´jom cache a hlavna´ pama¨t’ pri cˇ´ıtan´ı, resp. za´pise.
Vel’kost’ bloku viac ako jedno slovo sa uplatn´ı hlavne ak aplikacˇna´ jednotka potrebuje
pracovat’ s va¨cˇsˇ´ım objemom da´t, ale nedoka´zˇe ho adresovat’ v jednom kroku.
• Asociativita (A) uda´va pocˇet blokov v jednej sade (sekcia 2.3.1). Cache by mala byt’
schopna´ realizovat’ asociativitu jedna azˇ N , kde maxima´lne N bude obmedzene´ imple-
mentacˇny´mi mozˇnost’ami. Pr´ıpad jedine´ho plne asociat´ıvneho riadku sa neuvazˇuje.
Vzhl’adom na na´rocˇnost’ implementa´cie CAM pama¨te prina´sˇa plne asociat´ıvna cache
vel’mi maly´ pr´ınos.
• Vel’kost’ cache (VC) uda´va pocˇet blokov, ktore´ obsahuje jedna cesta. Ta´to vel’kost’
je udana´ iba v jednom rozmere. To znamena´, zˇe celkovy´ pocˇet blokov v cache VB
bude dany´ vzorcom
VB = (Vel’kost’ cache)×Asociativita
• Algoritmus vy´beru obete uda´va spoˆsob aky´m sa zvol´ı obet’ v pr´ıpade zaplnenia
cache. Je potrebne´ implementovat’ tri najzna´mejˇsie spoˆsoby: LRU, FIFO a na´hodny´
vy´ber.
• Spoˆsob za´pisu typu write back a write allocate pre minima´lnu preva´dzku medzi
cache a hlavnou pama¨t’ou.
• Podpora l’ubovol’nej adresovej sˇ´ırky (AP) hlavnej pama¨te. Dl´zˇka adresy bude
zada´vana´ ako jeden z parametrov.
• Podpora zret’azene´ho spracovania.
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Na obra´zku 3.1 je zna´zornena´ blokova´ sˇtruktu´ra. Vstupna´ fronta vyrovna´va vy´konnostne´
rozdiely medzi aplikacˇnou jednotkou a cache. Ukladaju´ sa do nej pozˇiadavky na cˇ´ıtanie ale-
bo za´pis, spolu s potrebny´mi da´tami (pri za´pise). Pozˇiadavka sa na´sledne presu´va do bloku
tagov, kde sa vyhodnot´ı, cˇi sa pozˇadovana´ polozˇka v cache nacha´dza a za´rovenˇ sa dana´
polozˇka namapuje – urcˇ´ı sa adresa a poloha v sade v da´tovej pama¨ti. Blok tagov zahrnˇuje
pama¨t’ tagov, ktora´ slu´zˇi na zistenie, cˇi sa pozˇadovana´ informa´cia v cache nacha´dza alebo
nie a blok vy´beru obete. Ten pri kazˇdej pozˇiadavke aktualizuje stav histo´rie pr´ıstupov a
neusta´le poskytuje na vy´ber obet’, ktora´ sa pouzˇije v pr´ıpade zaplnenia cache.
V d’alˇsej fa´ze sa podl’a adresy vycˇ´ıtaju´ samotne´ da´ta a nakoniec sa podl’a z´ıskany´ch
informa´ci´ı spracuje hit/miss pozˇiadavka. Na riadenie cele´ho syste´mu slu´zˇi radicˇ vo forme













Obra´zok 3.1: Blokova´ sˇtruktu´ra cache
mory). Ta´ slu´zˇi na uchovanie informa´cie o za´pise do bloku. Pre kazˇdy´ blok v cache je teda
potrebny´ jeden bit, ktory´ sa pri za´pise do bloku nastav´ı. Ak je pri vy´bere obete tento bit
nastaveny´, je nutne´ obet’ zap´ısat’ do hlavnej pama¨te, pretozˇe polozˇka v nej je zneplatnena´.
Tento postup plat´ı iba pri za´pisoch typu write-back, kde moˆzˇe nastat’ nekonzistencia medzi
da´tami v cache a v hlavnej pama¨ti.
Vzhl’adom na to, zˇe cache podporuje zret’azene´ spracovanie, informa´cia o tom, cˇi sa
pozˇadovana´ polozˇka nacha´dza v cache (nastal hit), sa propaguje cez jednotlive´ stupne
ret’azca. Zist’ovanie, cˇi nastal hit alebo miss sa z´ıskava z pama¨ti tagov. Tak isto pri vytvo-
ren´ı alebo nahraden´ı polozˇky v pama¨ti tagov (teda nastal miss) je potrebne´ pristupovat’ do
tejto pama¨te. Z obra´zka 3.1 vyply´va, zˇe v pr´ıpade ak sa v ret’azci spracovania nacha´dza in-
forma´cia o polozˇke, ktora´ sa pra´ve prep´ısala v pama¨ti tagov, ta´to informa´cia sa zneplatn´ı vo
vsˇetky´ch stupnˇoch ret’azca. Je preto vy´hodne´ implementovat’ minima´lne mnozˇstvo stupnˇov
zret’azene´ho spracovania, u ktory´ch je nutnost’ zneplatnenia. V su´cˇasnom na´vrhu je iba je-
den taky´to stupenˇ, implementovany´ ako register, pricˇom do budu´cnosti sa pocˇ´ıta s ty´m, zˇe
bude volitel’ny´. Register vlozˇeny´ do tohoto spracovania zvysˇuje vy´slednu´ frekvenciu cache,
takzˇe pri vysˇsˇ´ıch stupnˇoch asocia´cie je vy´hodou. Naopak, pri priamo mapovanej cache, kde
je mozˇne´ dosiahnut’ pomerne vysoke´ frekvencie, je tento register zbytocˇny´, pretozˇe zvysˇuje
vy´slednu´ latenciu.
Jednotlive´ bloky su´ implementovane´ genericky. Ich vnu´torne´ usporiadanie a vlastnosti
je mozˇne´ menit’ pomocou parametrov, ktore´ su´ su´cˇast’ou rozhrania.
11
3.1 Adresovanie
V cache je potrebne´ adresovat’ jednotlive´ riadky, a ked’ je asociativita viac ako jedna, ad-
resou je potrebne´ urcˇit’ aj poz´ıciu bloku v ra´mci riadku. Va¨cˇsˇina pama¨t´ı ma´ svoj obsah
zako´dovany´ bina´rne a vyuzˇ´ıva svoju ry´chlu vnu´tornu´ logiku na urcˇenie aktua´lnej bunky –
na adresa´ciu riadku je v tomto na´vrhu pouzˇite´ bina´rne ko´dovanie, pretozˇe je predpoklad,
zˇe kazˇda´ technolo´gia obsahuje nejake´ ry´chle pama¨t’ove´ bloky, kde vstupom je iba adresa.







Obra´zok 3.2: Adresovanie riadku v cache. S - adresa slova, B - adresa bloku, TAG -
jednoznacˇny´ identifika´tor bloku.
sa rozdel´ı na niekol’ko cˇast´ı. Ich sˇ´ırka za´vis´ı od genericky´ch parametrov: AS = log2(VB)
uda´va pocˇet bitov na adresovanie slova v ra´mci bloku, AB = log2(VC) uda´va adresu bloku
v cache. Na presnu´ identifika´ciu sa zvysˇok adresy ulozˇ´ı ako tag do pama¨te tagov. Sˇ´ırka
tagu je teda za´visla´ na vel’kosti hlavnej pama¨te, cache a bloku v cache, podl’a nasleduju´ceho
vzt’ahu:
ATAG = AP −AB −AS
Na urcˇenie adresy bloku v ra´mci riadku (da´ sa povazˇovat’ za druhy´ rozmer, pozri
sekciu 3.2) sa pouzˇije ko´dovanie “1 z N”. Na rozdiel od bina´rneho prina´sˇa v niektory´ch
pr´ıpadoch va¨cˇsˇ´ı vy´kon za cenu sˇirsˇ´ıch adresovy´ch zbern´ıc. V tomto na´vrhu je vy´hodny´
hlavne z hl’adiska asociat´ıvneho prehl’ada´vania pama¨ti tagov - kde vyhl’adan´ım sa z´ıska
pra´ve jedna polozˇka z celkove´ho pocˇtu blokov v danej sade. Na bina´rne zako´dovanie po
asociat´ıvnom vyhl’adan´ı polozˇky by bol potrebny´ kode´r a naopak, pri za´pise, kde je po-
trebne´ vybrat’ podl’a adresy pra´ve jeden z blokov v sade, je potrebne´ znova pouzˇit’ dekode´r.
Ako je zna´zornene´ na obra´zku 3.3 a 3.4, pri adresovan´ı “1 z N”odpada´ nutnost’ pouzˇit’ kode´r
a dekode´r, cˇ´ım sa moˆzˇe vy´razne zlepsˇit’ vy´sledne´ cˇasovanie.
3.2 Dvojrozmerne´ pama¨te
Ak je asociativita cache viac ako jedna, je mozˇne´ da´ta vn´ımat’ ako maticu s rozmermi V ∗A,
kde V znacˇ´ı pocˇet riadkov a A znacˇ´ı asociativitu. Jednou zo za´kladny´ch stavebny´ch blokov
na´vrhu je teda dvojrozmerna´ pama¨t’. Je potrebna´ v ty´chto pr´ıpadoch:



























































Obra´zok 3.4: Asociat´ıvne urcˇena´ adresa
zako´dovana´ ako “1 z N”. Nie je nutny´
kode´r a dekode´r.
• Uskladnenie informa´ci´ı pre vy´ber obete, histo´rie za´pisu do bloku (riadku), zne-
platnˇovacia pama¨t’.
Je zrejme´, zˇe tieto cˇasti vy´raznou mierou vply´vaju´ na celkovu´ latenciu vy´slednej cache
pama¨te. Samotny´ na´vrh sa nijako neviazˇe na implementacˇnu´ technolo´giu, pozˇaduje vsˇak
maxima´lne latencie pama¨t’ovy´ch blokov. V prvom pr´ıpade, kedzˇe sa jedna´ o uskladnenie
vel’ke´ho objemu informa´cie, je povolena´ latencia maxima´lne jeden hodinovy´ cyklus. V dru-
hom pr´ıpade je potrebne´ vytvorit’ pama¨te, ktore´ pracuju´ bez hodinovej synchroniza´cie –
ako kombinacˇna´ logika. Ta´to nutnost’ plynie z pozˇiadavky zret’azene´ho spracovania, ciel’om
je schopnost’ cache spracovat’ kazˇdy´ hodinovy´ cyklus cˇ´ıtanie/za´pis jedne´ho slova. To zna-
mena´, zˇe kazˇdy´ hodinovy´ cyklus je potrebne´ zap´ısat’ do pama¨te polozˇku a za´rovenˇ polozˇku
precˇ´ıtat’. Pouzˇitie synchronizovanej pama¨te by si v tomto pr´ıpade vyzˇiadalo bud’ zvy´sˇenie
latencie, alebo nutnost’ zlozˇito taku´to pama¨t’ implementovat’.
Genericka´ sche´ma dvojrozmernej pama¨te je na obra´zku 3.5. Na adresa´ciu slu´zˇia dva
vstupy: adresa slova a adresa cesty. Adresa slova je ko´dovana´ bina´rne a adresa cesty je
ko´dovana´ ako “1 z N”. Vy´stup z pama¨te je realizovany´ dvoma spoˆsobmi:
• Vy´stup jedinej zvolenej polozˇky – pre urcˇenie polozˇky je potrebne´ vediet’ obe adresy.
Ta´to mozˇnost’ sa pouzˇije pri priamom adresovan´ı.
• Vy´stup cele´ho riadku – pouzˇije sa, ak je potrebne´ z´ıskat’ vsˇetky da´ta z riadku, na-
pr´ıklad pri asociat´ıvnom prehl’adan´ı (sekcia 3.3).
Za´pis prebieha podobny´m spoˆsobom: Adresa riadku je zako´dovana´ bina´rne, pricˇom na
adresa´ciu st´lpca nie je potrebny´ dekode´r.
Na implementa´ciu ty´chto dvojrozmerny´ch pama¨t´ı boli pouzˇite´ dva typy pama¨t’ovy´ch
buniek technolo´gie Virtex-II Pro (kompletnu´ sˇpecifika´ciu je mozˇne´ na´jst’ v [12]).
Pama¨t’ pre vy´ber obete, histo´rie za´pisu do bloku a zneplatnˇovacia pama¨t’ vyzˇaduju´
minima´lnu latenciu, preto bola pouzˇita´ Distribuovana´ SelectRAM+ (DistRAM). Kazˇda´
DistRAM jednotka implementuje 16x1 bitovu´ pama¨t’ so synchronizovany´m za´pisom a kom-
binacˇny´m cˇ´ıtan´ım. Na vytvorenie va¨cˇsˇ´ıch kapac´ıt je samozrejme mozˇne´ DistRAM kaska´dne
spojovat’ a vytva´rat’ tak, ako hovor´ı na´zov, pama¨t’ distribuovanu´ na ploche FPGA.
Na implementa´ciu pama¨t´ı pre uskladnenie samotny´ch da´t a tagov uzˇ DistRAM nie je
vhodna´. Nie je totizˇ mozˇnost’ efekt´ıvne pospa´jat’ distribuovane´ bloky. Preto sa pouzˇila






































Obra´zok 3.5: Sche´ma dvojrozmernej pama¨te.
do blokov, ktore´ poskytuju´ kapacitu azˇ 18Kb. BRAM je takisto mozˇne´ kaska´dne spojovat’
a vytva´rat’ tak pomerne vel’ke´ pama¨te.
Pouzˇita´ technolo´gia umozˇnˇuje takto vytvorit’ dvoj-portove´ pama¨te. Blokove´ pama¨te
obsahuju´ dva u´plne na sebe neza´visle´ porty urcˇene´ na cˇ´ıtanie alebo za´pis (to vyuzˇ´ıva blok
tagov, sekcia 3.5). Distribuovane´ pama¨te poskytuju´ jeden port na cˇ´ıtanie alebo za´pis a jeden
port iba na cˇ´ıtanie. V pr´ıpade potreby je mozˇne´ jeden z portov odpojit’ a minimalizovat’
tak mnozˇstvo zabraty´ch zdrojov.
3.3 Pama¨t’ tagov
Pama¨t’ tagov zabezpecˇuje dve za´kladne´ funkcie:
• Asociat´ıvne vyhl’adanie bloku v sade. Konkre´tna sada sa namapuje podl’a spoˆsobu
adresovania (sekcia 3.1).
• Vyhl’adanie vol’nej polozˇky v sade. V pr´ıpade, zˇe pozˇadovane´ da´ta sa v cache ne-
nacha´dzaju´, je potrebne´ zistit’, cˇi je v danej sade vol’na´ polozˇka, a ktora´ to je.
Ako uzˇ bolo spomenute´, na jednoznacˇne´ urcˇenie, cˇi sa blok nacha´dza v cache sa mus´ı
pouzˇit’ tag odvodeny´ z adresy do hlavnej pama¨te. Tag sa uklada´ spolu s bitom, ktory´
uda´va jeho platnost’, do dvojrozmernej pama¨te. Na asociat´ıvne prehl’adanie pama¨te sa
vyuzˇije se´ria kompara´torov (obra´zok 3.6). Aby tento syste´m pracoval spra´vne, pra´ve jeden
zo vsˇetky´ch kompara´torov mus´ı byt’ akt´ıvny v pr´ıpade, zˇe pozˇadovany´ blok sa nacha´dza
v sade. Na zachovanie konzistencie preto mus´ı kazˇda´ sada vzˇdy obsahovat’ rozdielne tagy.
V opacˇnom pr´ıpade sa porusˇ´ı princ´ıp ko´dovania “1 z N”a cache sa dostane do nedefino-
vane´ho stavu. Tu´to konzistenciu zarucˇuje radicˇ, ktory´ vyhodnocuje vy´sledky vyhl’adania.
V pr´ıpade, zˇe je potrebne´ vytvorit’ v cache novu´ polozˇku, mus´ı sa vybrat’ v ra´mci sady
ta´, ktora´ ja vol’na´. Ak predpoklada´me, zˇe bit platnosti v pama¨ti tagov uda´va vol’nu´ polozˇku,









Obra´zok 3.6: Kompara´tory implementuju´ce asociat´ıvnu pama¨t’ pre vyhl’adanie bloku v sade.
pr´ıpade je vol’na´ a moˆzˇe sa pouzˇit’. Na rozdiel od identifika´torov bloku v ra´mci sady (tag),
aj niekol’ko taky´chto bitov moˆzˇe byt’ v tejto sade nastaveny´ch na nula (polozˇka je vol’na´).
Na zako´dovanie je preto pouzˇity´ prioritny´ kode´r, ktory´ zako´duje danu´ postupnost’ ako

















Obra´zok 3.7: Urcˇenie vol’ne´ho bloku v cache pomocou genericke´ho prioritne´ho kode´ru
“1 z N”.
3.4 Jednotka vy´beru obete
Jednotka vy´beru obete sa pouzˇije iba v pr´ıpade, zˇe asociativita je viac ako jedna. Ak sa
cache zapln´ı a v sade je potrebne´ zalozˇit’ novu´ polozˇku, mus´ı sa zvolit’ obet’ a ta´ z cache
odstra´nit’. Na tento blok su´ kladene´ pr´ısne pozˇiadavky cˇasovania, pretozˇe v kazˇdom hodi-
novom cykle mus´ı byt’ schopny´ aktualizovat’ informa´ciu pre vy´ber obete. Je preto vhodne´,
aby logika, ktora´ to realizuje, bola cˇo najjednoduchsˇia a zaberala cˇo najmenej miesta.
Na implementa´ciu LRU bol vybrany´ algoritmus pseudo LRU (PLRU), ktory´ s´ıce nie
je u´plne presny´, ale ma´ vel’mi malu´ pama¨t’ovu´ zlozˇitost’. Na urcˇenie PLRU z N polozˇiek
je potrebny´ch N − 1 bitov. Pri tomto algoritme na uskladnenie informa´ci´ı o pr´ıstupe pre
celu´ cache je treba VC ∗ (N − 1) bitov. Pre porovnanie – pri pouzˇit´ı referencˇnej matice
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by pre celu´ cache bolo nutne´ vyhradit’ VC ∗ N(N − 1)/2 bitov. Pre va¨cˇsˇie asociativity
su´ pama¨t’ove´ na´roky nepr´ıpustne´, vzhl’adom na kapacity dnesˇny´ch technolo´gi´ı [12].Dˇalˇsou
z vy´hod PLRU algoritmu je jeho stromova´ sˇtruktu´ra – na zako´dovanie histo´rie pr´ıstupov na
polozˇky v ra´mci sady sa vyuzˇ´ıva bina´rny strom. Pre N polozˇiek je vy´sˇka stromu log2N , cˇo
je aj za´rovenˇ cesta potrebna´ na vyhl’adanie LRU polozˇky. Pri hardwarovej implementa´cii
to znamena´, zˇe na vyhl’adanie LRU polozˇky je potrebna´ funkcia log2N vstupov. Pre tieto
priaznive´ vlastnosti – linea´rna pama¨t’ova´ a logaritmicka´ cˇasova´ zlozˇitost’, je PLRU vy´hodny´
algoritmus, poskytuju´ci porovnatel’ne´ vy´sledky s LRU.
Obra´zok 3.8 zna´zornˇuje pouzˇite pama¨te, ko´dovacieho a deko´dovacieho obvodu PLRU.
V RAM pama¨ti su´ ulozˇene´ konfiguracˇne´ bity uzlov bina´rneho stromu. Ko´dovac´ı obvod
slu´zˇi na zmenu konfigura´cie stromu podl’a toho, na aku´ polozˇku bolo pra´ve pristupovane´.
Deko´dovac´ı obvod realizuje urcˇenie LRU polozˇky – prehl’adanie bina´rneho stromu. Pre
ake´kol’vek hodnoty stavovy´ch bitov v strome bude LRU akt´ıvna pra´ve jedna polozˇka. Ked’zˇe
adresa bloku v sade je zako´dovana´ ako “1 z N”, je urcˇovanie adresy LRU bloku jednoducha´
(a hlavne ry´chla) AND funkcia s log2N vstupmi pre kazˇdy´ z N mozˇny´ch blokov. Pre kazˇdy´



























Obra´zok 3.8: Implementa´cia PLRU s pouzˇit´ım pama¨te na uskladnenie histo´rie.
obra´zku je mozˇne´ si vsˇimnu´t’ spa¨tnu´ va¨zbu, smeruju´cu z vy´stupu pama¨te na vstup PLRU
kode´ru. Pri aktualiza´ci´ı histo´rie pr´ıstupov v RAM je totizˇ nutne´ zachovat’ poˆvodne´ hodnoty
niektory´ch bitov v uzloch stromu. V tomto pr´ıpade existuju´ dve mozˇnosti ako zap´ısat’ do
pama¨te bity jednotlivo:
• Pama¨t’ podporuje maskovanie za´pisu. Spa¨tna´ va¨zba nie je potrebna´, bity, ktore´ pri
za´pise osta´vaju´ bez zmeny sa urcˇia maskou.
• Pama¨t’ nepodporuje maskovanie za´pisu. Je nutne´ najprv vycˇ´ıtat’ cele´ slovo, z neho
vybrat’ nezmenene´ bity a na´sledne pozmenene´ slovo zap´ısat’.
Nutnost’ spracovat’ kazˇdy´ hodinovy´ cyklus jednu pozˇiadavku a potreba spa¨tnej va¨zby
vyzˇaduju´ aby sa RAM pouzˇita´ na PLRU algoritmus chovala ako kombinacˇna´ logika.
Na implementa´ciu FIFO vy´beru obete je mozˇne´ pouzˇit’ jednoduchy´ cˇ´ıtacˇ s perio´dou N ,
kde N je pocˇet polozˇiek v sade. Ked’zˇe adresa je zako´dovana´ ako “1 z N”, je vy´hodne´ na-
miesto bina´rneho cˇ´ıtacˇa pouzˇit’ rotuju´cu jednicˇku. To sa docieli bitovy´m posunom vy´stupnej
hodnoty RAM a na´sledny´m za´pisom na rovnaku´ adresu (obra´zok 3.9). Bitovy´ posun sa ak-


















Obra´zok 3.9: FIFO vy´ber obete s pouzˇit´ım rotuju´cej jednotky.
Asi najjednoduchsˇ´ım a najlacnejˇs´ım spoˆsobom je na´hodny´ vy´ber obete. V tomto pr´ıpade
nie je nutne´ pouzˇit’ RAM. Postacˇuju´ci je jediny´ register implementuju´ci rotuju´cu jednotku
kazˇdy´ hodinovy´ cyklus [9]. Ked’zˇe pr´ıstupy do cache nie je mozˇne´ predv´ıdat’, da´ sa tento
spoˆsob povazˇovat’ sa urcˇitu´ jednoduchu´ formu na´hodne´ho genera´toru.
3.5 Blok tagov
Ta´to jednotka zapuzdruje pama¨t’ tagov a blok vy´beru obete. Ma´ dve rozhrania. Rozhranie
na cˇ´ıtanie je napojene´ na vstup cache (vstupna´ fronta) a smeruje do pama¨ti tagov, kde
sa vyhodnot´ı, cˇi nastal hit alebo miss a zist´ı sa cˇi je v cache vol’na´ polozˇka a ktora´ to
je. Ta´to informa´cia sa pouzˇije na vy´ber adresy v ra´mci bloku, podl’a postupu pop´ısanom
v sekcii 3.6. Rozhranie na za´pis slu´zˇi na vkladanie informa´ci´ı o novy´ch polozˇka´ch v cache.
Obidve rozhrania su´ adresovane´ osobitne, a ak je mozˇne´ pouzˇit’ dvojportove´ pama¨te, tak
nie je nutne´ multiplexovat’ adresy.
Obra´zok 3.10 popisuje usporiadanie jednotlivy´ch podkomponent v ra´mci jednotky. Pre-
rusˇovane´ cˇiary zobrazuju´ stupne zret’azene´ho spracovania. Ako prvy´ stupenˇ slu´zˇi pama¨t’
tagov, v druhom stupni sa spracuje jej vy´sledok a z´ıskane´ informa´cie sa posielaju´ do d’alˇs´ıch
cˇast´ı cache. Blok tagov poskytuje pre radicˇ priebezˇne´ vy´sledky z oboch stupnˇov. Takto sa
zabezpecˇ´ı plynulost’ spracovania pozˇiadaviek – a ty´m je splnena´ podmienka, zˇe cache mus´ı
zvla´dat’ spracovat’ kazˇdy´ hodinovy´ cyklus jedno slovo (samozrejme v pr´ıpade, zˇe sa jedna´
o hit).
Hlavnou vy´hodou zret’azene´ho spracovania je mozˇnost’ pouzˇitia vysˇsˇ´ıch frekvenci´ı, hlav-
ne v pr´ıpade vel’kej asociativity. Ako je vidiet’ na obra´zku 3.10, blok tagov na vy´stupe
obsahuje register, ktory´ zabezpecˇuje pra´ve funkciu zret’azene´ho spracovania. Ak vsˇak na
konkre´tnu aplika´ciu postacˇuje mala´ a jednoducha´ cache (napr´ıklad priamo mapovana´ ca-
che pre 128 polozˇiek, s vel’kost’ou bloku jedna), bolo by vy´hodne´ mat’ mozˇnost’ tento regis-
ter vypustit’, a tak zn´ızˇit’ celkovu´ latenciu. Bohuzˇial’ su´cˇasny´ na´vrh toto neumozˇnˇuje, do











hit & (voľný blok)
adresa cesty v cache
adresa voľnej cesty
adresa obete
stupeň 1 stupeň 2
Obra´zok 3.10: Sche´ma bloku tagov.
3.6 Radicˇ cache
Na generovanie riadiacich signa´lov pre jednotky slu´zˇi stavovy´ automat. V princ´ıpe je mozˇne´
na riadenie kazˇdej cˇasti cache vytvorit’ samostatny´ automat, pricˇom by jednotlive´ automaty
navza´jom komunikovali. Nejedna´ sa vsˇak o azˇ tak zlozˇity´ syste´m, ktory´ by toto striktne
vyzˇadoval v za´ujme zachovania prehl’adnosti na´vrhu. Preto bol pre celu´ cache navrhnuty´
jediny´, aj ked’ o niecˇo zlozˇitejˇs´ı, radicˇ, ktory´ spracova´va informa´cie o vsˇetky´ch jednotka´ch
a na za´klade toho generuje riadiace signa´ly. Automat v priebehu svojej cˇinnosti precha´dza
niekol’ky´mi fa´zami:
1. Inicializa´cia. Na zacˇiatku je potrebne´ vynulovat’ pama¨te, ktore´ reprezentuju´ plat-
nost’ – pama¨t’ tagov a zneplatnˇovacia pama¨t’. Pocˇas behu inicializa´cie cache esˇte nie
je schopna´ spracova´vat’ pozˇiadavky.
2. Z´ıskanie vy´sledku z bloku tagov – z jednotlivy´ch stupnˇov bloku (sekcia 3.5) sa vy-
hodnot´ı, cˇi sa jedna´ o za´pis alebo cˇ´ıtanie. Podl’a toho sa cˇinnost’ stavove´ho automatu
del´ı na cˇ´ıtaciu a za´pisovu´ vetvu. Pre kazˇdu´ vetvu existuje podvetva pre spracovanie
hit alebo miss pozˇiadavky. Informa´cia, cˇi sa jedna´ o hit alebo miss sa tak isto z´ıskava
z bloku tagov.
3. V pr´ıpade, zˇe sa jedna´ o hit (pozˇadovana´ polozˇka sa nacha´dza v cache), jednodu-
cho sa urob´ı za´pis/cˇ´ıtanie, podl’a toho v akom stave sa automat pra´ve nacha´dza.
Na´sledne automat prejde naspa¨t’ na krok 2 a zacˇne vykona´vat’ d’alˇsiu predspracovanu´
pozˇiadavku.
4. Ak sa jedna´ o miss (polozˇka v cache nie je), vytvor´ı sa pozˇiadavka na precˇ´ıtanie
pozˇadovane´ho bloku z hlavnej pama¨te, zalozˇ´ı sa nova´ polozˇka. Po zaplnen´ı cache je
potrebne´ zvolit’ obet’. Radicˇ vsˇak uzˇ samotne´ zvolenie obete nevykona´va – o to sa
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v predcha´dzaju´cich fa´zach postarala jednotka vy´beru obete, umiestnena´ v bloku ta-
gov. Za´pis obete (bloku) do pama¨te sa udeje iba ked’ je v hlavnej pama¨ti zneplatneny´.
Informa´cia o konzistencii bloku vybrate´ho na za´pis sa z´ıska zo zneplatnˇovacej pama¨te.
5. Cache na´sledne cˇaka´ na prijatie bloku z hlavnej pama¨te, ktory´ sa zap´ıˇse do da´tovej
cˇasti.
6. Dokoncˇ´ı sa pozˇiadavka – podl’a toho v akej vetve sa automat nacha´dza, sa vykona´
bud’ za´pis alebo cˇ´ıtanie.
7. Radicˇ pokracˇuje v pra´ci od bodu 2.
Radicˇ pracuje ako Mealyho stavovy´ automat. V hardwarovej implementa´cii kazˇdy´ pre-
chod medzi stavmi obecne znamena´ jeden hodinovy´ cyklus. Mealyho typ, ked’zˇe minima-
lizuje expanziu stavov, umozˇnˇuje vytvorit’ cˇo najviac u´sporny´ model. Ty´m sa skracuje
cˇas potrebny´ na spracovanie pozˇiadavky. Na druhej strane Mealyho vy´stup, ako funkcia
aktua´lneho stavu a aj vstupov, kladie zvy´sˇene´ na´roky na kombinacˇnu´ logiku vy´sledne´ho




S ohl’adom na pozˇiadavky na generickost’, pouzˇitu´ technolo´giu a jazyk bola vytvorena´ ko-
necˇna´ implementa´cia. Ta´to kapitola popisuje vy´sledky vy´konnosti cache a plochy zabra-
tej na FPGA (Virtex-II Pro). Na za´ver kapitoly je pop´ısane´ ako bola overena´ funkcˇnost’
vy´sledne´ho na´vrhu.
4.1 Vy´konnost’
Pre hodnotenie latencie je potrebne´ uvazˇovat’ dva pr´ıpady:
• Latencia v pr´ıpade ak je polozˇka v cache na´jdena´, t.j. jedna´ sa o hit. V tomto
pr´ıpade sa da´ta zap´ıˇsu, resp. da´ta su´ k dispoz´ıci´ı za tri hodinove´ cykly. Vyply´va to
z blokovy´ch sche´m cache (obra´zky 3.1 a 3.10). Je dobre´ poznamenat’, zˇe samotny´
za´pis pozˇiadavky do vstupnej fronty sa do vy´sledku nezapocˇ´ıtava.
• Latencia v pr´ıpade ak sa polozˇka nena´jde, cˇizˇe ide o miss, sa zvysˇuje o cˇas nutny´ na
spracovanie miss pozˇiadavky (miss penalty). Da´ sa to vyjadrit’ vzorcom
L = 3 + to + LP ,
kde to je cˇas potrebny´ na za´pis obete do hlavnej pama¨te a LP je latencia tejto pama¨te.
Pritom ani za´pis obete ani latencia vycˇ´ıtania polozˇky nemus´ı byt’ konsˇtantna´. Ked’zˇe
cache vyuzˇ´ıva write back princ´ıp, urcˇena´ obet’ mus´ı byt’ zap´ısana´ iba vtedy, ked’
vznikla nekonzistencia medzi da´tami v cache a hlavnou pama¨t’ou. Cˇas to je mozˇne´
teda vyjadrit’ takto:
to = 1 + stb,
kde s nadobu´da hodnotu jedna alebo nula podl’a toho cˇi je nutne´ blok do pama¨te
zap´ısat’ alebo nie. Hodnota tb uda´va cˇas za´pisu bloku do pama¨te (pocˇet cyklov) a je
za´visla´ na vel’kosti bloku a charakteristika´ch hlavnej pama¨te.
Na´vrh podporuje zret’azene´ spracovanie. Implementa´cia umozˇnˇuje pri postupnosti hit
pozˇiadaviek spracovat’ kazˇdy´ hodinovy´ cyklus jednu z nich. Jedine´ obmedzenie nastane pri
zmene typu zo za´pisu na cˇ´ıtanie. Vtedy je potrebne´ ret’azec zastavit’ a najprv vykonat’ za´pis
a hned’ po tom je mozˇne´ zret’azene pokracˇovat’ v spracova´van´ı. Za norma´lnych okolnost´ı je
cˇasovy´ cyklus cache jeden hodinovy´ takt, ale v pr´ıpade pra´ve pop´ısanom je cyklus dva
takty. Ak nastane miss, je potrebne´ zastavit’ ake´kol’vek d’alˇsie spracovanie pozˇiadaviek a
teda cyklus sa pred´lzˇi o cˇas nutny´ na spracovanie miss pozˇiadavky.
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Posledny´m faktorom je priepustnost’. V tomto pr´ıpade nie je mozˇne´ konkre´tne urcˇit’
hodnoty, pretozˇe sa jedna´ o genericky´ na´vrh a priepustnost’ za´vis´ı na konkre´tnych paramet-
roch. Obecne vsˇak za urcˇuju´ce je mozˇne´ povazˇovat’ tieto body:
• Sˇ´ırka slova
• Frekvencia
• Podiel hit a miss pozˇiadaviek, ktore´ urcˇuju´ ako dlho bude procesor zablokovany´
4.2 Plocha na cˇipe a frekvencia
Na porovnanie vlastnost´ı cache bola opakovane vykonana´ synte´za, pricˇom vzˇdy sa me-
nil pra´ve vybrany´ parameter a ostatne´ boli konsˇtantne´. Ked’zˇe cache ma´ pomerne vel’ke´
mnozˇstvo parametrov, tento postup je nevyhnutny´. Pri hodnoten´ı vy´slednej implementa´cie
je potrebne´ zistit’ nasleduju´ce tri hodnoty:
1. Pocˇet slice jednotiek.
2. Pocˇet BRAM jednotiek. Spolu so slice uda´vaju´ celkovu´ zabratu´ plochu na cˇipe.
3. Maxima´lnu frekvenciu.
Pr´ıloha A obsahuje graf pre kazˇdy´ parameter, ktory´ ma vplyv na vy´slednu´ plochu alebo
frekvenciu. Na synte´zu bol pouzˇity´ na´stroj “Precision RTL Synthesis”.
4.2.1 Plocha
Vy´sledky synte´zy ukazuju´ linea´rnu za´vislost’ pocˇtu blokovy´ch pama¨t´ı na vsˇetky´ch paramet-
roch, okrem spoˆsobu vy´beru obete, ktory´ prakticky na to nema´ zˇiadny vplyv. Je to dane´
ty´m, zˇe tieto parametre priamo ovplyvnˇuju´ vy´slednu´ kapacitu cache.
Pri pocˇtoch slice jednotiek sa taktiezˇ ukazuje, zˇe za´vislost’ na parametroch (opa¨t’ to
neplat´ı pre vy´ber obete) je linea´rna. To by na prvy´ pohl’ad mohlo byt’ prekvapive´, pretozˇe
parametre ako vel’kost’ bloku, vel’kost’ cache, a da´tova´ sˇ´ırka priamo urcˇuju´ jej kapacitu, a
ta´ je dana´ pocˇtom BRAM. Asociativita ma´ v tomto pr´ıpade vplyv na pocˇet vstupov mul-
tiplexoru, ktory´ prep´ına medzi jednotlivy´mi cestami v dvojrozmerny´ch pama¨tiach. Presne
to zobrazuje obra´zok 3.5. Tento multiplexor je potrebny´ pri vy´stupe takmer zo vsˇetky´ch
ty´chto pama¨t´ı. Vel’kost’ cache ma´ vplyv (tak isto ako aj pre BRAM) na pocˇet polozˇiek
v distribuovany´ch pama¨tiach, v ktory´ch su´ ulozˇene´ informa´cie pre vy´ber obete a da´ta
v zneplatnˇovacej pama¨ti. Vel’kost’ ty´chto pama¨t´ı rastie taktiezˇ linea´rne s pocˇtom riadkov.
Podobne ako v distribuovany´ch pama¨tiach, aj vel’kost’ blokovy´ch pama¨t´ı ma´ nemaly´ vplyv
na pocˇet slice. Samotne´ vy´sledne´ pama¨te (paralelne zobrazene´ na obra´zku 3.5) totizˇ nie su´
tvorene´ jedinou BRAM, ktora´ ma´ obmedzene´ mnozˇstvo polozˇiek. Pri da´tovej sˇ´ırke va¨cˇsˇej
ako 32 bitov maxima´lny pocˇet polozˇiek v jednej BRAM je 512 [12]. Ak je teda zvoleny´
vel’ky´ pocˇet riadkov – bud’ prostredn´ıctvom vel’kosti cache, alebo vel’kosti bloku – moˆzˇe sa
stat’ zˇe bude potrebne´ jednotlive´ BRAM kaska´dne spojovat’. Na spojenie je nutne´ vyhradit’
nejake´ mnozˇstvo logiky a pri vel’ky´ch da´tovy´ch sˇ´ırkach moˆzˇe pra´ve toto kaska´dne zapojenie
zaberat’ va¨cˇsˇinu plochy na cˇipe.
Spoˆsob vy´beru obete, vzhl’adom na predcha´dzaju´ce parametre, nijako vy´razne neovp-
lyvnˇuje pocˇet slice. Za zmienku stoj´ı iba na´hodny´ vy´ber, ktory´ na rozdiel od PLRU a
FIFO, nepotrebuje uskladnˇovat’ svoj stav pre vsˇetky riadky, ale iba do jedine´ho registru.
Ty´mto sa usˇetr´ı asi 100 slice pre danu´ konfigura´ciu.
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4.2.2 Frekvencia
Najva¨cˇsˇ´ı vplyv na frekvenciu ma´ asociativita. Je to dane´ ty´m, zˇe pri vzrastaju´cej asociativi-
te sa zvysˇuje podiel kombinacˇnej logiky pri asociat´ıvnom vyhl’ada´van´ı v cache. Okrem toho,
so zva¨cˇsˇuju´cim sa pocˇtom ciest narasta´ aj pocˇet vstupov multiplexorov vyberaju´cich da´ta
zo zvolenej cesty v dvojrozmerny´ch pama¨tiach. Ako vyply´va z grafu na obra´zku 4.1, vel’ky´



















Obra´zok 4.1: Za´vislost’ frekvencie na asociativite cache. Kompletne´ grafy su´ v pr´ılohe A.
cache na 4-cestnu´. Pri pozˇiadavke vysˇsˇ´ıch frekvenci´ı za nutnosti asponˇ minima´lnej asocia-
tivity je preto vy´hodne´ pozˇit’ 2-cestnu´ cache, ktora´ u´spesˇne konkuruje priamo mapovanej.
Podstatne vysˇsˇie frekvencie pri priamo mapovanej a 2-cestnej cache je mozˇne´ vysvetlit’ aj
na za´klade ty´chto dvoch faktov:
1. Priamo mapovana´ cache nevyzˇaduje zˇiadny vy´ber obete ani vy´ber vol’nej cesty – dva
prvky, ktore´ do kombinacˇnej cesty vna´sˇaju´ podstatne´ oneskorenie.
2. 2-cestna´ cache s´ıce vyzˇaduje uzˇ vy´ber obete a jednej z dvoch vol’ny´ch ciest (preto
ma´ o niecˇo nizˇsˇiu frekvenciu) ale tento vy´ber je vel’mi jednoduchy´ a neprina´sˇa zˇiadne
podstatne´ zat’azˇenie.
Dˇalˇs´ım z parametrov, ktory´ vy´raznejˇsie ovplyvnˇuje frekvenciu, je pocˇet riadkov (vel’kost’
cache). Zatial’ cˇo mensˇie kapacity prakticky nemaju´ na vy´sledok vplyv, priblizˇne od 1024
polozˇiek sa frekvencia zacˇ´ına priblizˇovat’ 100 MHz. V danej konfigura´cii urcˇuju´cej vy´slednu´
kapacitu (radovo jeden azˇ dva MB), je to sta´le pomerne dobry´ vy´sledok.
Na rozdiel od dvoch predcha´dzaju´cich parametrov, vel’kost’ bloku a algoritmus vy´beru
obete maju´ na frekvenciu minima´lny vplyv. Taktiezˇ, ako by sa dalo predpokladat’, frekven-
cia je na sˇ´ırke slova neza´visla´.
4.3 Overenie funkcˇnosti
Na funkcˇne´ overenie spra´vnosti implementa´cie bolo vytvorene´ prostredie na odsimulovanie
cˇinnosti cache v programe Modelsim. Prostredie obsahuje simulacˇne´ komponenty dynamic-
kej pama¨te a jej radicˇa spolu s cache (obra´zok 4.2). Ako za´klad slu´zˇi testbench (nap´ısany´
tak isto vo VHDL), ktory´ je vytvoreny´ genericky, viazany´ na parametre samotnej cache.
Takto bolo mozˇne´ doˆkladne otestovat’ roˆzne stavy a funkcionalitu vy´sledne´ho produktu esˇte






Generovanie požiadaviek a analýza
Obra´zok 4.2: Simula´cia cache pouzˇit´ım modelu dynamickej pama¨te a jej radicˇa.
Funkcˇnost’ bola taktiezˇ otestovana´ v hardware, v projekte FlowMon monitorovacej son-
dy [13]. Cache bola umiestnena´ medzi Storage procesor (STO) a pama¨t’ NetFlow za´znamov.




Ciel’om tejto pra´ce bol na´vrh a implementa´cia cache pama¨te konfigurovatel’nej pomocou
sady genericky´ch parametrov tak, aby ju bolo mozˇne´ prispoˆsobit’ sˇiroke´mu spektru roˆznych
aplika´ci´ı. Boli nasˇtudovane´ princ´ıpy konsˇtrukcie cache pama¨t´ı a vykonany´ doˆkladny´ rozbor
roˆznych typov pama¨t´ı. Z´ıskane´ informa´cie su´ zhrnute´ v kapitole 2. Na za´klade z´ıskany´ch
znalost´ı bol vytvoreny´ na´vrh a genericka´ implementa´cia v jazyku VHDL s ohl’adom na
technolo´giu Virtex-II Pro.
Navrhnuta´ komponenta je konfigurovatel’na´ vel’ky´m mnozˇstvom parametrov. Je mozˇne´
definovat’ da´tovu´ sˇ´ırku, vel’kost’ bloku, asociativitu, ale aj spoˆsob vy´beru obete pri zaplnen´ı
cache. Boli implementovane´ tri pr´ıstupy - Pseudo LRU, FIFO a na´hodny´ vy´ber. Vsˇetky
parametre maju´ vplyv na frekvenciu a pouzˇite´ zdroje v FPGA. Za´vislost’ vyuzˇitia FPGA
a maxima´lnej dosiahnutel’nej frekvencie na jednotlivy´ch parametroch je zhrnuta´ v kapito-
le 4. Pre zvy´sˇenie priepustnosti bola tiezˇ implementovana´ podpora zret’azene´ho spracovania,
vd’aka ktorej je cache schopna´ spracovat’ v kazˇdom hodinovom cykle jednu pozˇiadavku na
cˇ´ıtanie alebo za´pis. Vytvorena´ implementa´cia bola overena´ pomocou simula´ci´ı v programe
Modelsim a testovana´ na karte Combo6X.
Vy´sledna´ komponenta si na´jde uplatnenie ako ry´chla pama¨t’ ku procesnej jednotke pri
monitorovan´ı siet´ı, pri vyhl’ada´van´ı polozˇiek v IP smerovacˇoch, popr´ıpade ako cache pre ap-
likacˇne sˇpecificke´ procesory pracuju´ce napr´ıklad s dynamickou pama¨t’ou. Samotne´ mozˇnosti
su´ vsˇak natol’ko flexibilne´, zˇe cache je mozˇne´ pouzˇit’ obecne v aky´chkol’vek syste´moch, ktore´
su´ schopne´ vyuzˇit’ princ´ıp hierarchicke´ho cˇlenenia pama¨te.
Aj ked’ predcha´dzaju´ci zoznam vymenoval znacˇne´ mnozˇstvo flexibility, na´vrh nemus´ı
nutne byt’ povazˇovany´ za uzavrety´. Jedny´m z parametrov, ktore´ v konecˇnom doˆsledku
urcˇuju´ vy´konnost’ cache je jej latencia, ktora´ je ale pre tento pr´ıpad konsˇtantna´. Ako
rozsˇ´ırenie do budu´cnosti sa preto da´ pocˇ´ıtat’ s latenciou ako d’alˇs´ım parametrom. Od-
stra´nen´ım vstupnej a vy´stupnej fronty by totizˇ bolo mozˇne´ usˇetrit’ azˇ dva hodinove´ cykly.
Taktiezˇ register v zret’azenom spracovan´ı by bol volitel’ny´, cˇo by usˇetrilo d’alˇs´ı cyklus. Tento
pr´ıstup by mal oporu hlavne v miniatu´rnych cache pama¨tiach, kde by bolo mozˇne´ dosia-
hnut’ latenciu azˇ jeden hodinovy´ cyklus. Samozrejme, iba v pr´ıpade hit pozˇiadaviek. Na
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Ta´to pr´ıloha obsahuje podrobne´ vy´sledky synte´zy pouzˇit´ım “Precision RTL Synthesis”. Ta-
bul’ka A.1 zhrnˇuje konfigura´cie pocˇas jednotlivy´ch pokusov. Pre kazˇdy´ riadok je definovany´
jeden parameter, ktory´ sa pocˇas synte´zy men´ı, pricˇom ostatne´ zosta´vaju´ konsˇtantne´. Na to
nadva¨zuju´ grafy za´vislost´ı zabratej plochy a frekvencie na ty´chto meniacich sa hodnota´ch.
Parameter Asociativita Vel’kost’ cache Vel’kost’ bloku
[pocˇet riadkov] [pocˇet slov]
Asociativita 1 – 16 1024 4
Vel’kost’ cache 4 64 – 4096 4
Vel’kost’ bloku 4 512 1 – 16
Vy´ber obete 4 1024 4
Sˇ´ırka slova 4 512 4
Parameter Vy´ber obete Sˇ´ırka slova Kapacita
[b] [B]
Asociativita FIFO 128 65k – 1M
Vel’kost’ cache PLRU 128 16k – 1M
Vel’kost’ bloku PLRU 128 32k – 0.5M
Vy´ber obete vsˇetky 128 256k
Sˇ´ırka slova PLRU 8 – 256 8k – 128k























































































































Veľkosť bloku [počet slov]














Veľkosť bloku [počet slov]
















Veľkosť bloku [počet slov]





































































K pra´ci je prilozˇene´ CD, ktore´ obsahuje nasleduju´ce su´cˇasti:
• Zdrojovy´ text tejto pra´ce so vsˇetky´mi na´lezˇitost’ami, tak aby ju bolo mozˇne´ znovu
vytlacˇit’,
• programovu´ dokumenta´ciu,
• zdrojove´ texty vy´slednej cache pama¨te.
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