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Topology of Clique Complexes of Line Graphs
Shuchita Goyal∗, Samir Shukla†, Anurag Singh‡
Abstract
Clique complex of a line graph is a functor from the category of graphs to
the category of simplicial complexes. Using functorial properties of this functor,
we determine the homotopy type of clique complexes of line graphs for several
classes of graphs. Among others, we study triangle free graphs, wheel free graphs,
4-regular circulant graphs, chordal graphs, and complete multipartite graphs. We
also give a closed form formula for the homotopy type of these complexes in several
cases.
Keywords: H-free complex, clique complex, line graph, chordal graphs, wheel-free
graphs, circulant graphs
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1 Introduction
For a fixed graph H , a subgraph K of a graph G is called H-free if K does not contain
any subgraph isomorphic to H . Finding H-free subgraphs of a graph G is a very
well studied notion in extremal graph theory. It is easy to observe that H-freeness
is a hereditary property, thereby giving a simplicial complex for any fixed graph G,
denoted F(G,H). These complexes have already been studied for different graphs H ,
for example see [3, 12, 13, 16] when H is a complete graph, [14, 18, 20] when H is a star
graph, [9, 11] when H is r disjoint copies of complete graphs on 2 vertices, denoted rK2.
Replacing H by a class of trees on fixed number of vertices has also gained attention in
the last decade, for instance see [5, 6, 19].
In this article, our focus will be on the complex F(G, rK2), when r = 2. In [11],
Linusson et. al have studied F(G, rK2) for complete graphs and complete bipartite
graphs. They showed that F(G, rK2) is homotopy equivalent to a wedge of (3r − 4)-
dimensional spheres when G is a complete graph, and (2r−3)-dimensional spheres if G
is a complete bipartite graph. Further, Holmsen and Lee [9] studies these complexes for
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general graph G; and they showed that F(G, rK2) is (3r−3)-Leray
1, and it is (2r−2)-
Leray if G is bipartite. It is worth noting that for r = 2, F(G, rK2) is the clique complex
of the line graph of G, denoted ∆L(G). Clique complexes of graphs have a very rich
literature in topological combinatorics, for instance see [1, 10]. Recently, Nikseresht [17]
studied some algebraic properties like Cohen-Macaulay, sequentially Cohen-Macaulay,
Gorenstein, etc., of clique complexes of line graphs. In this article, we determine the
exact homotopy type of ∆L(G) for various classes of graphs G. Moreover, we show
that ∆L in each of these cases is homotopy equivalent to a wedge of equidimensional
spheres.
Our Contributions
In Section 3, we show that ∆L as a functor, from the category of graphs to the cat-
egory of simplicial complexes, behaves well (upto homotopy equivalence) with the
pushout operation when the maps in consideration are induced subgraph inclusions
(cf. Lemma 3.3). Further, Lemma 3.6 shows that it commutes with the suspension for
triangle-free graphs. We also compute the homotopy type of ∆L of cone of any graph
in Lemma 3.5, and end this section by giving the closed form formula for the homotopy
type of ∆L of triangle-free graphs in Theorem 3.7. The next section is devoted towards
the study of ∆L of wheel-free graphs (cf. Theorem 4.1) and 4-regular circulant graphs
(cf. Corollary 4.4). The main results of Section 5 are Theorem 5.2 and Theorem 5.5,
where we make use of the functorial properties of ∆L to determine the homotopy type
of ∆L of chordal graphs and complete multipartite graphs, respectively. We end this
article with a few observations and remarks.
2 Preliminaries
A (simple) graph is an ordered pair G = (V,E) where V is called the set of vertices
and E ⊆
(
V
2
)
, the set of unordered edges of G. The vertices v1, v2 ∈ V are said to
be adjacent, if (v1, v2) ∈ E and this is also denoted by v1 ∼ v2. If v is a vertex of G,
then the set of its neighbours in G is {x ∈ V (G) : x ∼ v}, and is denoted by NG(v).
The degree of a vertex v ∈ V (G) is the cardinality of its neighbourhood set, |NG(v)|. A
vertex v of degree 1 is called a leaf vertex and the vertex adjecent to v is called the parent
of v. An edge adjacent to a leaf vertex is called a leaf/hanging edge. A graph H with
V (H) ⊆ V (G) and E(H) ⊆ E(G) is called a subgraph of the graph G. For a nonempty
subset U ⊆ V (G) (or U ⊆ E(G)), the induced subgraph G[U ], is the subgraph of G
with vertices V (G[U ]) = U (or V (G[U ]) = {v ∈ V (G) : v ∈ e for some e ∈ U}) and
E(G[U ]) = {(a, b) ∈ E(G) : a, b ∈ U} (or E(G[U ]) = U). In this article, G[V (G) \ A]
will be denoted by G−A for A ( V (G).
For n ≥ 1, the complete graph on n vertices is a graph where any two distinct vertices
are adjacent, and it is denoted by Kn. For n ≥ 3, the cycle graph Cn is the graph with
1A simplicial complex K is called d-Leray (over a field F) if H˜i(L,F) = 0 for all i ≥ d and for every
induced subcomplex L ⊆ K.
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V (Cn) = {1, . . . , n} and E(Cn) = {(i, i+ 1) : 1 ≤ i ≤ n− 1} ∪ {(1, n)}.
For r ≥ 1, let Pr denote the path graph of length r, i.e., it is a graph with vertex set
V (Pr) = {0, . . . , r} and edge set E(Pr) = {(i, i+1) : 0 ≤ i ≤ r−1}. The line graph L(G)
of a graph G is the graph with V (L(G)) = E(G) and E(L(G)) = {((v1, v2), (v
′
1, v
′
2)) :
|{v1, v2} ∩ {v
′
1, v
′
2}| = 1}.
An (abstract) simplicial complex K is a collection of finite sets such that if τ ∈ K
and σ ⊂ τ , then σ ∈ K. The elements of K are called the simplices of K. If σ ∈ K
and |σ| = k+1, then σ is said to be k-dimensional. The set of 0-dimensional simplices
of K is denoted by V (K), and its elements are called vertices of K. A subcomplex of
a simplicial complex K is a simplicial complex whose simplices are contained in K. In
this article, we always assume empty set as a simplex of any simplicial complex and we
consider any simplicial complex as a topological space, namely its geometric realization.
For the definition of geometric realization, we refer to Kozlov’s book [15].
The clique complex, ∆(G) of a graph G is the simplicial complex whose simplices
are subsets σ ⊆ V (G) such that G[σ] is a complete subgraph.
The complex ∆L(G) has also been studied by Linusson, Shareshian, and Welker
in [11] and Holmsen and Lee in [9]. They denoted these complexes by NM2(G) and
proved the following results.
Theorem 2.1 (Theorem 1.1, [11]). Let n be a positive integers. Then NM2(Kn) is
homotopy equivalent to a wedge of spheres of dimension 2.
Theorem 2.2 (Theorem 1.1, [9]). For a graph G, the complex NM2(G) is 3-Leray.
2.1 (Homotopy) Pushout
Let X, Y, Z be topological spaces; and p : X ! Y and q : X ! Z be two continuous
maps. The pushout of the diagram Y
p
 − X
q
−! Z is the space
(
Y
⊔
Z
)
/ ∼,
where ∼ denotes the equivalence relation p(x) ∼ q(x) for x ∈ X.
The homotopy pushout of Y
p
 − X
q
−! Z is the space
(
Y ⊔ (X × [0, 1]) ⊔ Z
)
/ ∼,
where ∼ denotes the equivalence relation (x, 0) ∼ p(x), and (x, 1) ∼ q(x) for x ∈ X. It
can be shown that homotopy pushouts of any two homotopy equivalent diagrams are
homotopy equivalent.
Remark 1. If spaces are simplicial complexes and maps are subcomplex inclusions,
then their homotopy pushout and pushout spaces are equivalent up to homotopy. For
elaborate discussion of these results, we refer interested readers to [4, Chapter 7].
Remark 2. Consider a diagram Y
f
 − X
g
−! Z and let W be its pushout object. If f, g
are null-homotopic, then W ≃ Y ∨ Z ∨ Σ(X), where Σ(X) denotes the suspension of
X.
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2.2 Simplicial Collapse
Let K be a simplicial complex and τ, σ ∈ K be such that σ ( τ and τ is the only maximal
simplex in K that contains σ. A simplicial collapse of K is the simplicial complex L
obtained from K by removing all those simplices γ of K such that σ ⊆ γ ⊆ τ . Here, σ
is called a free face of τ and (σ, τ) is called a collapsible pair. We denote this collapse
by K ↘ L. A complex is called collapsible if it collapses onto a point by applying
a sequence of simplicial collapses. It is a simple observation that if K ↘ L, then
K ≃ L. Here ≃ denotes the homotopy equivalence. Throughout this article, we write
K↘ 〈A1, A2, . . . , Ar〉 to mean that K collapses onto a subcomplex whose maximal faces
are A1, . . . , Ar.
We now give a result about collapsing which will be used throughout this article.
To the best of our knowledge, this result is not present in writing anywhere in literature
and thus we provide its proof here for the sake of completeness.
Lemma 2.3. Let X be a simplicial complex and σ be a facet of X. Let A,B,C ⊂ σ
such that σ = A⊔B ⊔C. Let {a, b} be a free face of σ in X for each a ∈ A and b ∈ B.
1. If C 6= ∅, then σ ↘ 〈σ \ A, σ \B〉.
2. If C = ∅, |A| = 1 and |B| ≥ 2, then for each a ∈ A and b ∈ B, σ ↘ 〈B, {a, b}〉.
3. If C = ∅ and |A|, |B| ≥ 2, then for each a ∈ A and b ∈ B, σ ↘ 〈A,B, {a, b}〉.
Proof. Let A = {a1, . . . , ap} and B = {b1, . . . , bq}. Without loss of generality, we can
assume that ap = a and bq = b.
1. We first do collapsing using vertex a1 from set A and then use similar arguments
for rest. Since {a1, b1} is a free face of σ, σ ↘ 〈σ\{b1}, σ\{a1}〉. Now ({a1, b2}, σ\
{b1}) is a collapsible pair and therefore σ \ {b1} ↘ 〈σ \ {b1, b2}, σ \ {a1, b1}〉.
Inductively assume that for some 1 ≤ j < q, σ ↘ 〈σ \ {b1, . . . , bj}, σ \ {a1}〉.
Now, ({a1, bj+1}, σ \ {b1, . . . , bj}) is a collapsible pair and therefore σ ↘ 〈σ \
{b1, . . . , bj , bj+1}, σ \ {a1}〉. Using induction, we get that σ ↘ 〈σ \ {b1, . . . , bq} =
σ \B, σ \ {a1}〉.
If p = 1, then we are done here otherwise we proceed as follows:
By doing similar collapsing using vertices a2, a3, . . . , ap−1 from set A, we get that
σ ↘ 〈σ\{b1, . . . , bq} = σ\B, σ\{a1, . . . , ap−1}〉. Now ({ap, b1}, σ\{a1, . . . , ap−1})
is a collapsible pair and therefore σ \ {a1, . . . , ap−1}↘ 〈σ \ {a1, . . . , ap−1, ap}, σ \
{a1, . . . , ap−1, b1}〉. Thus σ ↘ 〈σ\B, σ\{a1, . . . , ap} = σ\A, σ\{a1, . . . , ap−1, b1}〉.
We now show that σ \ {a1, . . . , ap−1, b1}↘ 〈σ \ A, σ \B〉.
Since C 6= ∅, it is easy to observe that by using collapsible pairs in the following
order:
({ap, b2}, σ \ {a1, . . . , ap−1, b1}), . . . , ({ap, bq}, σ \ {a1, . . . , ap−1, b1, . . . , bq−1}),
and applying the collapses, we get that σ \ {a1, . . . , ap−1, b1}↘ 〈σ \ {a1, . . . , ap−1,
ap, b1, . . . , bq−1}, σ\{a1, . . . , ap−1, b1, . . . , bq−1, bq}〉. Since σ\{a1, . . . , ap−1, ap, b1, . . .
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, bq−1} ⊂ σ \ A and σ \ {a1, . . . , ap−1, b1, . . . , bq−1, bq} ⊂ σ \ B, we get that
σ ↘ 〈σ \ A, σ \B〉.
2. Here σ = {a, b1, . . . , bq}. Using similar arguments as in the first paragraph of
previous point and using the collapsible pairs in the following order:
({a, b1}, σ), ({a, b2}, {a, b2, . . . , bq}), . . . , ({a, bq−1}, {a, bq−1, bq}),
and doing the collapses, we get the desired result.
3. Using similar arguments as in the proof of part 1, we get that σ ↘ 〈σ \ B, σ \
{a1, . . . , ap−1}〉. Observe that σ \ {a1, . . . , ap−1} = {ap, b1, . . . , bq}. We now use
part 2 to collapse σ \ {a1, . . . , ap−1} and get the result.
Induction along with Lemma 2.3 gives the following result:
Corollary 2.4. Let X be a simplicial complex and let σ = A1 ⊔ A2 . . . ⊔ Ak ⊔ C, be a
maximal face of X, where Aj = {a
j
1, . . . , a
j
lj
} for each 1 ≤ j ≤ k. If {ais, a
j
t} is a free
face of σ for each i 6= j, s ∈ [li] and t ∈ [lj ].
1. If C = ∅, then σ ↘ 〈A1, . . . , Ak, {a
1
l1
, aklk}, {a
2
l2
, aklk}, . . . , {a
k−1
lk−1
, aklk}〉.
2. If C 6= ∅, then σ ↘ 〈A1 ⊔ C, . . . , Ak ⊔ C〉.
2.3 Discrete Morse Theory
We now discuss some tools needed from discrete Morse theory ([7]).
Definition 2.5 (Definition 11.1, [15]). Let (P,≤) be a poset. A partial matching on
P is a pair (A, µ), where A ⊆ P and µ : A ! P \ A is an injective map such that
µ(a) ≻ a for all a ∈ A. Here b ≻ a means a < b and no c satisfies a < c < b.
An acyclic matching is a partial matching (A, µ) on the poset P such that there
does not exist a cycle
µ(a1) ≻ a1 ≺ µ(a2) ≻ a2 ≺ µ(a3) ≻ a3 . . . µ(at) ≻ at ≺ µ(a1), t ≥ 2.
For an acyclic matching (A, µ) on P , the elements of P \ (A ∪ µ(A)) are called
critical .
Theorem 2.6 (Theorem 11.13, [15]). Let K be a simplicial complex andM be an acyclic
matching on the face poset of K. Let ci denote the number of critical i-dimensional cells
of K with respect to the matching M . Then K is homotopy equivalent to a cell complex
Kc with ci cells of dimension i for each i ≥ 0, plus a single 0-dimensional cell in the
case where the empty set is also paired in the matching.
Following can be inferred from Theorem 2.6.
Remark 3. If an acyclic matching has critical cells only in a fixed dimension i, then
K is homotopy equivalent to a wedge of i-dimensional spheres.
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3 ∆L as a functor and of triangle free graphs
In this section, we analyse ∆L as a functor from the category of graphs to the category
of simplicial complexes. Before jumping in to the functor theoretic properties of ∆L,
we prove some basic but useful results about ∆L. We start with the result which lets
us remove hanging edges from any graph without affecting its homotopy type.
Proposition 3.1. Let G be a connected graph on at least 3 vertices and e be a leaf edge
in G, then ∆L(G)↘ ∆L(G− e).
Proof. Let σe = {e
′ ∈ E(G) : |e ∩ e′| ≥ 1}. Since G is connected and |V (G)| ≥ 3,
|σe| ≥ 2. It is easy to observe that ({e}, σe) is a collapsible pair. After collapsing this,
we get the desired result.
This result implies that for any tree T , ∆L(T ) ↘ ∆L(K2) = {pt}. Thus, we have
the following result.
Corollary 3.2. For any tree T , ∆L(T ) is collapsible.
The next two results shows the behaviour of ∆L as a functor with respect to the
pushout operation.
Lemma 3.3. Let H be a connected induced subgraph of connected graphs G1 and G2.
Then
∆L(G1
⋃
H
G2) ≃


∆L(G1)
⊔
∆L(G2) if |V(H)| = 0,
∆L(G1)
∨
∆L(G2) if |V(H)| = 1,
∆L(G1)
⋃
∆L(H)
∆L(G2) otherwise.
Proof. When V (H) = ∅, the result follows from the definition of ∆L. Therefore, we
assume that V (H) 6= ∅. Denote G1
⋃
H
G2 by G. We now fix a vertex w ∈ V (H) and
choose v1 ∈ V (G1) \ V (H) and v2 ∈ V (G2) \ V (H) such that {u˜, v˜} ⊆ NG(w). Define,
H ′ = G[E(H) ∪ {(v1, w), (v2, w)}]
G′1 = G[E(G1) ∪ {(v2, w)}]
G′2 = G[E(G2) ∪ {(v1, w)}].
(3.1)
Clearly, H ′ is obtained from H by hanging two edges from a fixed vertex w and
similarly G′1 and G
′
2 are obtained from G1 and G2 respectively by hanging an edge. We
now show that ∆L(G) collapses onto X = ∆L(G′1)
⋃
∆L(H′)
∆L(G′2) which is the pushout
of the following diagram
∆L(G′1) −֓ ∆L(H
′) −֒! ∆L(G′2). (3.2)
To show that ∆L(G) collapses onto X, it is enough to show that any facet σ ∈
∆L(G) such that σ /∈ X, collapses ontoX. It is easy to see that for any facet σ ∈ ∆L(G)
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which is not in X, there exist a unique x ∈ H such that σ = {(x, y) : y ∈ NG(x)}. Such
σ will be denoted as σx. Our aim is to collapse such σx onto a subcomplex of X. For a
fixed σx, let Ax = {(x, y) : y ∈ NG(x) \ V (G2)} and Bx = {(x, y) : y ∈ NG(x) \ V (G1)}.
It is easy to see that for any a ∈ Ax and b ∈ Bx, there is no triangle in G which contains
both a and b. Therefore, {a, b} is a free face of σx for any a ∈ Ax and b ∈ Bx. If H
contains only one vertex w, then clearly, (v1, w) ∈ Aw and (v2, w) ∈ Bw. In this case,
by Lemma 2.3(2) and (3), we get that σw ↘ 〈σ \Aw, σ \Bw, {(u˜, w), (v˜, w)}〉. Further,
if H contains more than one vertex, then again by Lemma 2.3(1), we get that for each
x ∈ H , σx ↘ 〈σ \ Ax, σ \ Bx〉. Since σx \ Ax, σx \ Bx, {(u˜, w), (v˜, w)} ∈ X for each
x ∈ H , we get that ∆L(G) collapses onto X.
We now determine the homotopy type of X. Since both the maps in Equation (3.2)
are inclusion, from Remark 1, the pushout X is homotopy equivalent to the homo-
topy pushout of the diagram in Equation (3.2). From Proposition 3.1, we know that,
∆L(G1) ≃ ∆L(G
′
1) and ∆L(G2) ≃ ∆L(G
′
2). If |V (H)| = 1, then using Corollary 3.2
we get that ∆L(H ′) is contractible and if |V (H)| > 1, then ∆L(H) ≃ ∆L(H ′). This
completes the proof of Lemma 3.3.
Lemma 3.4. Let H and P3 be graphs on the vertex set {x, y, z, w}; and edge set
{(x, y), (z, w)} and {(x, y), (y, z), (z, w)} respectively. Let K be a triangle free graph
such that H is a subgraph of K and (y, z) /∈ E(K). Then ∆L(K ⊔H P3) is homotopy
equivalent to the pushout of the diagram ∆L(P3) −֓ ∆L(H) −֒! ∆L(K).
Proof. Denote graph K ⊔H P3 by G. We show that ∆L(G) collapses onto X =
∆L(K)
⋃
∆L(H)
∆L(P3) which is the pushout of the following diagram
∆L(P3) −֓ ∆L(H) −֒! ∆L(K). (3.3)
We show that each facet of∆L(G) which does not belong toX, can be collapsed onto
a subcomplex of X. Let σ be a facet of ∆L(G) such that σ /∈ X. Then there exists a
unique a ∈ V (G) such that σ = σa = {(a, v) : v ∈ NG(a)}. Since σ /∈M(X), a ∈ {y, z}.
Write σa = A ⊔ B ⊔ C, where A ⊂ E(K) \ E(H), B = {(y, z)} and C ⊂ E(H). Since
σ /∈ X, A,B and C are nonempty. From Lemma 2.3(1), σ ↘ 〈σ \ A, σ \ B〉. Clearly,
both σ \ A and σ \B belong to X.
Let G be a graph. The cone over G with apex vertex w, denoted by CwG, is the
graph with V (CwG) = V (G)⊔{w} and edge set E(CwG) = E(G)∪{(w, v) : v ∈ V (G)}.
Lemma 3.5. Let G be a graph withm triangles. Then ∆L(CwG) is homotopy equivalent
to a wedge of m spheres of dimension 2.
Proof. Let V (G) = {v1, . . . , vn}. Let B0 be the face poset of ∆L(CwG). For H ∈ B0,
let H + e denotes the induced subgraph G[E(H)∪ {e}]. We define an acyclic matching
on B0. For 1 ≤ i ≤ n, define
Mi = {H ∈ Bi−1 : (w, vi) /∈ E(H) and H + (w, vi) ∈ Bi−1},
µi : Mi ! Bi−1 \Mi by µi(H) = H + (w, vi), and
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Bi = Bi−1 \Si, where Si = Mi ∪ µi(Mi).
Let M =
n⊔
i=1
Mi and µ : M ! B0 \M be defined by µ(σ) = µi(σ), where i is unique
number such that σ ∈ Mi. Clearly, µ is injective and therefore a well defined partial
matching on B0. It follows from [8, Proposition 3.1] that µ is an acyclic matching.
Let C = B0 \
n⋃
i=1
Si be the set of critical cells for the matching µ. We now analyse
the set C. Let σ ∈ C. Observe that |σ| ≥ 2, because if σ = {(vi1, vi2)} for some
i1 < i2, then σ ∈ Si1 and {w, vi} ∈ S1. So, either σ ⊆ {(a, v) : v ∈ NG(a)} for
some unique a ∈ V (CwG) or σ = {e1, e2, e3}, where CwG[σ] is a triangle. If σ =
{(a, vi1), . . . , (a, vik)}, then σ ∈ Si if a = vi for some vi ∈ V (G) and σ ∈ S1 if a = w.
Further, if σ = {e1, e2, e3} such that CwG[σ] form a triangle and w ∈ V (CwG[σ]), then
σ = {(w, vi1}, (w, vi2), (vi1, vi2)} for some vi1 , vi2 ∈ V (G). In this case σ ∈ Smin{i1,i2}.
Therefore, C = {{e1, e2, e3} ⊆ E(G) : G[{e1, e2, e3}] is a triangle}. Thus, result follows
from Remark 3.
For a graph G, the suspension ΣG of G is the graph with vertex set V (ΣG) =
V (G) ⊔ {a, b} and E(ΣG) = E(G) ∪ {(a, v) : v ∈ V (G)} ∪ {(b, v) : v ∈ V (G)}. The
following result shows commutation of this operation with the functor ∆L.
Lemma 3.6. Let G be a triangle free connected graph on at least two vertices. Then
∆L(ΣG) ≃ Σ(∆L(G)).
Proof. Let x, y be the suspension vertices of ΣG, i.e., x, y ∈ V (ΣG) \ V (G) and x 6= y.
Clearly, ΣG is the pushout of the diagram CxG  ֓ G !֒ CyG. From Lemma 3.3, we
know that ∆L(ΣG) ≃ X, where X is the pushout of the following diagram
∆L(CxG)  ֓ ∆L(G) !֒ ∆L(CyG).
From Lemma 3.5, we know that∆L(CxG) and∆L(CyG) are contractible spaces. There-
fore by Remark 2, X is homotopy equivalent to Σ(∆L(G)).
Let v(G) and e(G) denote the number of vertices and edges in graph G respectively.
For given graph G, define u(G) = e(G)− e(T ) where T is a spanning tree of G.
Theorem 3.7. Let G be a triangle free graph. Then
∆L(G) ≃
∨
u(G)
S1,
where Sn denotes the n-dimensional sphere.
Proof. Let T0 be a spanning tree of G with E(G) = E(T0) ⊔ {e1, . . . , en}. For i ∈
[n], define Ti = Ti−1 ∪ {ei}. Clearly Tn = G. We use induction on i to show that
∆L(Ti) ≃
∨
i
S1. Since G is triangle free, for any given edge ei, there are two disjoint
edges ai, bi in Ti−1 such that |ai ∩ ei| = 1 = |bi ∩ ei|. Observe that Ti is the pushout
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of the diagram aieibi  ֓ ai ⊔ bi !֒ Ti−1, where aieibi denotes the path graph with
three edges ai, ei, bi. By Lemma 3.3, ∆L(a1 ⊔ b1) ≃ S
0, and Corollary 3.2 implies that
∆L(T0) ≃ {pt} ≃ ∆L(a1e1b1). From Lemma 3.4, ∆L(T1) is homotopy equivalent to
the pushout of the diagram ∆L(a1e1b1)  ֓ ∆L(a1 ⊔ b1) !֒ ∆L(T0), which is homotopy
equivalent to S1 by Remark 2. Using induction on i and Remark 2, we get that the
pushout of ∆L(aieibi)  ֓ ∆L(ai ⊔ bi) !֒ ∆L(Ti−1) is homotopy equivalent to
∨
i
S1.
Hence, Lemma 3.4 implies that ∆L(Ti) ≃
∨
i
S1.
4 Wheel-free graphs and 4-regular circulant graphs
For n ≥ 3, a wheel graph, denoted by Wn, is a graph on n + 1 vertices isomorphic to
cone over a cycle graph Cn. For a wheel graph, we call apex vertex of the cone as the
center of the wheel.
Theorem 4.1. Let G be a wheel-free graph. Then ∆L(G) is homotopy equivalent to a
wedge of circles.
Proof. In view of Proposition 3.1, we can assume thatG does not have any leaf. Observe
that any maximal simplex σ in ∆L(G) is one of the following two types
1. σ = {e1, . . . , et} such that
⋂
i∈[t]
ei = {x}, i.e., every edge shares a common vertex.
2. σ = {e1, e2, e3} and e1, e2, e3 forms a triangle in G.
We now show that each facet of ∆L(G) can be collapsed to a 1-dimensional subcom-
plex. First we collapse facets of type 1.
Case 1: Let σ = {e1, . . . , et} be a facet and
⋂
i∈[t]
ei = {x}. Without loss of generality,
we can assume that t ≥ 3. We partition the set NG(x) = A ⊔ B, where
• A =
⋃
i∈[r1]
{ai}, where each ai is an isolated vertex in the induced subgraph
G[NG(x)].
• B =
⊔
j∈[r2]
Bj, where each Bj ⊆ NG(x) such that G[Bj ] is a connected component
of G[NG(x)] and has more than 1 vertex.
Since G is wheel-free graph, it is easy to see that Bj is a tree for each j ∈ [r2]. Define,
A = {(x, ai) : i ∈ [r1]} and
B =
⊔
j∈[r2]
{(x, a) : a ∈ Bj}, (4.4)
(cf. Figure 1). For each j ∈ [r2], let Bj = {(x, a) : a ∈ Bj}. It is easy to see that
each {e, e′} is a free face of σ whenever
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(i) e ∈ Bi, e
′ ∈ Bj and i 6= j, or
(ii) e ∈ A and e′ ∈ B, or
(iii) e, e′ ∈ A.
For each j ∈ [r2], let Bj = {e
j
1, e
j
2, . . . , e
j
lj
} and A = {e1, . . . , er1}. By Corol-
lary 2.4(1), σ ↘ {B1, . . . ,Br2 ,A} ∪ {{e
i
li
, er1} : 1 ≤ i ≤ r2}. Again using Corol-
lary 2.4(2), A ↘ {{ei, er1} : 1 ≤ i ≤ r1 − 1}. We now show that each Bj can be
collapsed onto a 1-dimensional subcomplex of ∆L(G). We prove this by induction on
the number of elements in Bj . If lj = 2 then the simplex Bj itself is of dimension 1.
a2
a1
x
a11
a12
a13
a14
a15
a12
a22
(a) G[{x} ∪NG(x)]
x
a2
a1
(b) A
x e11
e12
e13
e14
e15
e12
e22
a11
a12
a13
a14
a15
a12
a22
(c) B
a11
a12
a13
a14
a15
(d) G[B1]
a12
a13
a14
a15
(e) G[B1 − a
1
1]
Figure 1
Fix j ∈ [r2] and assume that lj ≥ 3. For each 1 ≤ i ≤ lj , let e
j
i = (x, a
j
i ). Without
loss of generality, we can assume that the aj1 is a leaf vertex in tree G[Bj ] and a
j
2 is
its parent. This implies that for any i ∈ {3, . . . , lj}, there exist no triangle in G which
contains both the edges ej1 and e
j
i .
Since ej1 and e
j
3 are not part of any triangle, ({e
j
1, e
j
3},Bj) is a collapsible pair and
therefore Bj ↘ 〈Bj \ {e
j
1},Bj \ {e
j
3}〉. If lj = 3, then Bj \ {e
j
1} and Bj \ {e
j
3} are
1-dimensional. Assume lj ≥ 4.
Now ({ej1, e
j
4},Bj \ {e
j
3}) is a collapsible pair and therefore Bj \ {e
j
3} ↘ 〈Bj \
{ej3, e
j
4},Bj \ {e
j
3, e
j
1}〉. Since Bj \ {e
j
3, e
j
1} ⊆ Bj \ {e
j
1}, Bj ↘ 〈Bj \ {e
j
1},Bj \ {e
j
3, e
j
4}〉. It
is easy to observe that by using collapsible pairs in the following order:
({ej1, e
j
5},Bj \ {e
j
3, e
j
4}), . . . ({e
j
1, e
j
lj
},Bj \ {e
j
3, e
j
4, . . . , e
j
lj−1
})
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and applying the collapses, we get that Bj ↘ 〈Bj \ {e
j
1}, {e
j
1, e
j
2}〉. Since a
j
1 is a leaf
vertex of G[Bj ], G[Bj −{a
j
1}] is again a tree (cf Figure 1e). Therefore, from induction,
we have that Bj \ {e
j
1} collapses onto a 1-dimensional subcomplex of ∆L(G). Which
implies that, Bj collapses onto a subcomplex of dimension 1.
Case 2: Once we have collapsed all simplices of type 1 then given any simplex
{e1, e2, e3} of type 2, it is easy to see that ({e1, e2}, {e1, e2, e3}) is always a collapsi-
ble pair. Thus we can collapse all these simplices to a 1-dimensional subcomplex of
∆L(G).
It is an easy observation that any graph which is not K4 and has maximal degree 3
is a wheel free graph, and hence the previous result implies the following corollary.
Corollary 4.2. Let G be a connected graph of maximal degree at most 3 and G ≇ K4.
Then ∆L(G) is homotopy equivalent to a wedge sum of circles.
Let n ≥ 3 be a positive integer and S ⊂ {1, 2, . . . , ⌊n
2
⌋}. The circulant graph Cn(S)
is the graph, whose set of vertices V (Cn(S)) = {0, 1, . . . , n− 1} and any two vertices x
and y adjacent if and only if x− y (mod n) ∈ S ∪ (−S), where −S = {n− a | a ∈ S}.
Circulant graphs are also Cayley graphs of Zn, the cyclic group on n elements. Since
n /∈ S, Cn(S) is a simple graph, i.e., does not contains any loop. Further, Cn(S) are
|S ∪ (−S)|-regular graphs. We now prove a structural result for 4-regular circulant
graphs. This result will enable us to do the computation of the homotopy type of their
∆L.
Proposition 4.3. Let G be a 4-regular circulant graph. Then each connected component
of G is either wheel free or isomorphic to K5 or to ΣC4.
Proof. Let {s, t} be the generating set of G such that s < t and V (G) = {0, 1, . . . , n−
1}. Symmetry in the circulant graph implies that connected components of G are
isomorphic. Suppose G is not wheel free and say it has a subgraph H isomorphic toWm,
a wheel on m+ 1 vertices. Since G is 4-regular, 3 ≤ m ≤ 4. Without loss of generality
we can assume that 0 is the center vertex of Wm. Clearly, NG(0) = {s, t, n− s, n− t}.
Case 1: m = 3.
Since W3 ∼= K4, we see that |V (W3) ∩ NG(0)| = 3. Therefore, either s ∼ t or
n− s ∼ n− t in W3. In both the cases we get that t = 2s. Since s < t, n− t < n− s. If
NW3(0) = {s, t, n− t}, then n− t < n−s implies that n− t = 3s, thus n = 3s+2s = 5s.
Similar analysis can be done for any 3 element subset of NG(0). This implies that
the vertices {0, s, 2s, 3s, 4s} form a complete graph in G. Moreover, the fact that G is
4-regular implies that G[{0, s, 2s, 3s, 4s}] is a component.
Case 2: Let m = 4.
Let a ∼ b ∼ c ∼ d ∼ a be the outer cycle of W4. By symmetry, the vertex
a is also a center of a wheel with 5 vertices, say W ′4. Let NG(a) = {b, d, 0, x}. If
x = c, then {a, b, c, 0} forms a K4. By Case 1, we get that {a, b, c, d, 0} forms a K5.
Therefore, let x 6= c, then x 6∼ 0 implies that d ∼ x ∼ b ∼ 0 ∼ d is the outer
cycle of W ′4. Similarly, b is the center of some other wheel with 5 vertices, say W
′′
4 .
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Since NG(b) = {a, 0, c, x}, the outer cycle of W
′′
4 is given by a ∼ x ∼ c ∼ 0 ∼ a.
Therefore, NG(x) = NG(0) = {a, b, c, d}. Again the 4-regularilty of G implies that
G[{0, a, b, c, d, x}] is a component and is isomorphic to ΣC4
Corollary 4.4. Let G be a 4-regular circulant graph. Then each connected component
of ∆L(G) is homotopy equivalent to either S2 or a wedge sum of circles.
Proof. We first note that for any cycle graph Cr, ∆L(Cr) ≃ S
1 whenever r ≥ 4. From
Proposition 4.3, each connected component of G is either wheel free or isomorphic to
K5 or to ΣC4. Since ∆L(wheel free) ≃ ∨S
1 (cf. Theorem 4.1), ∆L(K5) ≃ ∨S
2 (cf.
Theorem 2.1) and ∆L(ΣC4) ≃ Σ(∆L(C4)) ≃ Σ(S
1) = S2 (cf. Lemma 3.6), the result
follows.
It is to note here that the compuations done in this section gives the exact homotopy
type of ∆L of all the 2, 3 and 4-regular circulant graphs. Moreover, for any fixed graph
G from these classes, ∆L(G) is homotopy equivalent to a wedge of equidimensional
spheres.
5 Chordal graphs and complete multipartite graphs
A graph G is called chordal if it has no induced cycle of length greater than 3, i.e., each
cycle of length greater than 3 has a chord. Maximal cliques of a chordal graph can be
decomposed as follows.
Theorem 5.1. [2, Theorem 9.20] Let G be a connected chordal graph, and let V1 be
a maximal clique of G. Then the maximal cliques of G can be arranged in a sequence
(V1, V2, . . . , Vk) such that Vj ∩ (
j−1⋃
i=1
V i) is a clique of G, 2 ≤ j ≤ k.
We will make use of the above decomposition of a chordal graph to prove the fol-
lowing result.
Theorem 5.2. Let G be a chordal graph. Then ∆L(G) is homotopy equivalent to a
wedge of spheres of dimension 2.
Proof. We prove the result by induction on the number of cliques in the decomposi-
tion of G. The base step follows from Theorem 2.1. Now consider, (V1, . . . , Vr) be a
decomposition of G as given in Theorem 5.1 and r ≥ 2. Let G1 =
r−1⋃
j=1
Vj , G2 = Vr and
H = Vr ∩G1.
Case 1: |V (H)| = 1.
From Lemma 3.3, we get that ∆L(G) ≃ ∆L(G1)
∨
∆L(G2). Therefore by induction,
we get that ∆L(G) is homotopy equivalent to a wedge of spheres of dimension 2.
Case 2: |V (H)| > 1.
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From Lemma 3.3, we get that∆L(G) homotopy equivalent toX = ∆L(G1)
⋃
∆L(H)
∆L(G2)
which is the pushout of Figure 2a.
We now determine the homotopy type of X. From Theorem 2.1, we get that ∆L(H)
and ∆L(G2) are homotopy equivalent to a wedge of spheres of dimesnion 2. From
induction, we know that ∆L(G1) is homotopy equivalent to a wedge of spheres of
dimension 2. Thus the pushout diagram Figure 2a is homotopy equivalent to Figure 2b.
∆L(H)
∆L(G2)
∆L(G1)
X
(a)
≃
∨
S2
∨
S2 ∨
(∨
B3
)
∨
S2 ∨
(∨
B3
)
X
(b)
Figure 2
Here B3 denotes a closed ball of dimension 3. From Figure 2b, it is easy to see
that X is homotopic to a wedge of spheres of dimension 2 and 3. Therefore ∆L(G) is
homotopy equivalent to a wedge of spheres of dimension 2 and 3.
From Theorem 2.2, we know that H˜3(∆L(G)) = 0, which therefore implies that
∆L(G) is homotopy equivalent to a wedge of 2-dimensional spheres. This completes
the proof of Theorem 5.2.
Let m1, m2, . . . , mr be positive integers and let Ai be a set of cardinality mi for
1 ≤ i ≤ r. A complete multipartite graph Km1,...,mr is a graph on vertex set A1⊔. . .⊔Ar
and two vertices are adjacent if and only if they lie in different Ai’s. Using functorial
properties of∆L from Section 3 and arguments similar to those given for chordal graphs,
we study the homotopy type of ∆L of complete multipartite graphs.
Following result is a straighforward corollary of Lemma 3.3.
Corollary 5.3. For any 1 ≤ s ≤ mr − 1, ∆L(Km1,m2,...,mr) is homotopy equivalent to
the pushout of
∆L(Km1,m2,...,mr−1,s)  ֓ ∆L(Km1,m2,...,mr−1) !֒ ∆L(Km1,m2,...,mr−1,mr−s).
Proposition 5.4. For m,n, r ∈ N, ∆L(Km,n) ≃
∨
t
S1 and ∆L(Km,n,r) ≃
∨
t(r−1)
S2,
where t = mn− (m+ n− 1).
Proof. For the graph Km,n, recall u(Km,n) = e(Km,n) − e(Tm,n) = mn − (m + n − 1),
where Tm,n denotes a spanning tree of Km,n. Since any bipartite graph is triangle-free,
Theorem 3.7 implies that ∆L(Km,n) is homotopy equivalent to
∨
u(Km,n)
S1.
Further, Km,n,1 is a cone over the graph Km,n which is triangle-free, and hence
∆L(Km,n,1) is contractible by Lemma 3.5. Now using Remark 2 and Corollary 5.3,
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∆L(Km,n,2) ≃ {pt}∨ {pt} ∨
( ∨
u(Km,n)
S2
)
. Inductively, we construct Km,n,r as a pushout
of Km,n,r−1  ֓ Km,n !֒ Km,n,1. Then repeating the similar arguments, we get that
∆L(Km,n,r) ≃
∨
u(Km,n)(r−1)
S2.
Remark 4. The homotopy type of ∆L(Km,n) has also been computed by Linusson et
al. in [11, Theorem 1.4] using discrete Morse theory.
Theorem 5.5. For a complete r-partite graph Km1,...,mr , if r > 2 then ∆L(Km1,...,mr)
is homotopy equivalent to a wedge of S2.
Proof. From Proposition 5.4, ∆L(Km1,m2,m3) is homotopy equivalent to a wedge of 2-
dimensional spheres. So let r > 3. Since Km1,m2,m3,1 is a cone over Km1,m2,m3, by
Lemma 3.5 ∆L(Km1,m2,m3,1) is homotopy equivalent to a wedge of S
2’s. If m4 > 1, we
inductively construct Km1,m2,m3,m4 as a pushout of
Km1,m2,m3,m4−1  ֓ Km1,m2,m3 !֒ Km1,m2,m3,1.
Note that after applying ∆L to this diagram, the pushout diagram that we get is similar
to Figure 2. Using Corollary 5.3 and arguments given in the proof of Theorem 5.2, we
get that ∆L(Km1,m2,m3,m4) ≃
∨
S2. We now repeat these arguments for Km1,...,mr to
get the desired result.
6 Further directions
Given any simplicial complex K ≃
(∨
m
S1
)
∨
(∨
n
S2
)
, using Lemma 3.3, we see that
∆L(
(∨
m
C4
)
∨
(∨
n
K4
)
) ≃ K, where the wedge of graphs is taken along a vertex as 1-
dimensional simplicial complexes. It is well known that the clique complex functor ∆ is
universal (i.e., given any simplicial complex K, there is a graph G such that∆(G) ≃ K),
whereas line graph functor L is not (for example, K1,3 is not a line graph of any graph).
This raises the following natural question.
Question 1. Is the functor ∆L universal from the category of graphs to the category
of 3-Leray simplicial complexes?
We note here that for all the classes of graphs considered in this article, ∆L has
always been a wedge of equidimensional spheres. Therefore, it would be interesting to
ask the following question.
Question 2. Can the classes of graphs be classified whose ∆L is a wedge of equidi-
mensional spheres? More specifically, can we classify those graphs whose ∆L is simply
connected?
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