Abstract-In this paper, we provide a stochastic adaptive sampling strategy for mobile sensor networks to estimate scalar fields over a surveillance region using kernel regression. Our approach builds on a Markov Chain Monte Carlo (MCMC) algorithm particularly known as the Fastest Mixing Markov Chain (FMMC) under a quantized finite state space for generating the optimal sampling probability distribution asymptotically. An adaptive sampling algorithm for multiple mobile sensors is designed and numerically evaluated under a complicated scalar field. The comparison simulation study with a random walk benchmark strategy demonstrates the good performance of the proposed scheme.
I. INTRODUCTION
Due to recent drastic global climate changes, it is urgent to monitor the excessive growth of detrimental variables such as harmful algal blooms and cyanobacteria in oceans, in lakes, and public water systems [1] . It is also important to monitor hazardous materials [2] in a nonconvex surveillance region such as airports and public transportation. Mobile sensor networks and robotic technology provide a viable solution to such environmental monitoring [3] - [7] . Adaptive sampling can be utilized by a mobile sensor network such that later sampling is optimally scheduled considering the earlier sampling to improve the quality of the prediction [3] , [4] . Mobile sensor networks using parametric regression are limited in the sense that they require a priori knowledge about the model structure of the scalar fields [5] , [8] . Mobile sensing agents using nonparametric Gaussian processes also require a priori knowledge on the covariance functions [6] .
Therefore, it is necessary to design theoretically-sound, adaptive sampling algorithms for mobile sensor networks using nonparametric regression such that they operate with no prior information about the scalar field. Due to the nature of the environmental monitoring, the difficulty of covering a large nonconvex surveillance region by a finite number of mobile sensors with mobility constraints (such as range of movements and obstacles) has to be addressed.
Local linear regression techniques [9] could provide a way for mobile sensors to perform adaptive sampling without prior information about the field of interest. For instance, an adaptive sampling strategy based on the local linear regression for a robotic boat to reconstruct a field was developed in [7] . However, due to the nonparametric approach without a key statistical structure (such as a covariance function in a Gaussian process), the kernel regression instead requires a large number of samples for a good level of prediction. The asymptotic properties of local linear regression for univariate and multivariate cases were investigated in [10] - [12] . The estimation results using local linear regression highly depends on the choice of bandwidth. A large bandwidth may cause a large bias whereas a small bandwidth may result in a large variance [13] . An effective bandwidth selector for local least squares regression was proposed in [14] . Plug-in bandwidths for multivariate kernel density estimation was introduced in [15] . The optimal bandwidths for multivariate local linear regression were established in [13] . Two classes of variable bandwidth selectors (balloon and sample-point selectors) for kernel density estimation which are more flexible as compared to the fixed bandwidths were introduced in [16] . In kernel regression, its sampling (continuous) probability distribution can be considered as a weighting function to be optimized for minimizing the estimation error. For a fixed (possibly small) number of sampling positions, this can be considered as an optimal resource allocation problem in which sampling positions have to be optimally allocated for the scalar field of interest such that the resulting kernel regression with the corresponding optimal variable bandwidths produces the minimal estimation error.
A Markov Chain Monte Carlo (MCMC) algorithm such as Metropolis-Hastings and maximum-degree Markov chains [17] can be used to coordinate mobile agents to generate the optimal sampling (discrete) probability distribution in a mobility-constraints encoded graph. MCMC based stochastic rules to generate way-points for the agents throughout their surveillance missions have been developed in [18] . In [19] , a decentralized strategy was proposed to reallocate a swarm of robots to multiple tasks following a target distribution which is optimized for the fast convergence subject to transition constraints. The convergence rate of the Markov chain to the prescribed equilibrium probability distribution is related to the second largest eigenvalue modulus (SLEM) of the Laplacian matrix associated with the transition probability [18] , [20] . Finding the fastest mixing Markov chain (FMMC) on a given graph was successfully formulated as a convex optimization problem in [20] .
In this paper, we provide a stochastic adaptive sampling strategy for mobile sensor networks to estimate scalar fields over a (possibly nonconvex) surveillance region using kernel regression. Our approach builds on a MCMC algorithm particularly known as the FMMC under a quantized finite state space for generating the optimal (discrete) probability distribution asymptotically. A partition of the region of interest will be generated to obtain a finite state space for a Markov chain. To design a Markov chain, an associated graph will be also constructed by taking into account mobility constraints of sensing robots. For a single mobile sensor, in each iteration, the robot will randomly move to a neighboring partitioned cell by the FMMC and the sampling position will be randomly distributed within the selected cell according to the optimal (continuous) probability distribution. An adaptive sampling algorithm for multiple mobile sensors to cover a large surveillance region will be designed and numerically simulated under a complicated scalar field. The good performance of the proposed algorithm as compared to a random walk benchmark will be demonstrated in the simulation study.
This paper is organized as follows. In Section II, local linear regression and its mean square error are reviewed. In Section III, a concept of target positions and its associated optimal sampling distribution are introduced. A stochastic strategy for mobile sensors to generate the optimal sampling is proposed in Section IV. Stochastic adaptive sampling for a large surveillance region is provided in Section V. Section VI provides numerical experiments to demonstrate the effectiveness of the proposed algorithm.
II. LOCAL LINEAR REGRESSION
Let
be the collection of measurements,
where
where ǫ is independent of X (i) satisfying E(ǫ) = 0 and Var(ǫ) = 1. The local linear estimator of f at a given point
is obtained by applying a first-order Taylor expansion of the function f at point x for all the data points in X
and solving a least squares problem locally weighted by kernels. The estimatorf (x) is the first element of
K is a symmetric, compactly supported, univariate probability kernel that satisfies K(u)du = 1 and
is the bandwidth matrix. Hence the local linear estimator is given bŷ
, and
is ill-conditioned or singular, the Tikhonov regularization technique can be applied [21] .
Assume that the noise function g(x) is a constant σ. Let p(x) be the density of x with p(x)dx = 1, H f (x) be the Hessian matrix of function f (x). The Mean Squared Error (MSE) at a target position x is given by [12] MSE
where R(K) = K(u) 2 du, and µ 2 (K)I = uu T K(u)du. The estimation quality highly depends on the selection of the bandwidth matrix. The bandwidth matrix in (2) is fixed for simplicity. In this paper, we use the so called balloon bandwidth selector in which the bandwidth is a function of x. The bandwidth matrix has been parameterized by H 1/2 (x) = h(x)I. The optimal bandwidth that minimizes the MSE can be obtained by
In the next section, we introduce the concept of target positions and its associated optimal sampling distribution.
III. THE OPTIMAL SAMPLING DISTRIBUTION
In this paper, positions of interest will be referred to as target positions. The introduction of target positions is motivated by the fact that the potential environmental concerns should be monitored with a higher resolution. For instance, the target positions can be assigned at the interface of a factory and a lake, sewage systems, or polluted beaches. Thus, the introduction of target positions, which can be arbitrarily specified by a user, provides a flexible way to define a geometrical shape of a subregion of interest in a surveillance region. Without a priori knowledge on such concerns, we will take uniformly distributed grid points as target positions.
According to the selected target positions
, we now quantize the region of interest Q ∈ R d into n finite sets so that the stochastic sampling strategy can be derived in a finite state space. For a given compact and closed region of interest Q, we design a partition of Q, denoted by
where IntA denotes the interior of A.
is a collection of nonempty subsets of Q whose interior is disjoint and whose union is Q.
In our approach, the performance cost function is chosen to be the Average Mean Squared Error (AMSE) on n target positions given by AMSE =
By plugging in the optimal bandwidths that minimize MSE, the AMSE is obtained by
where c is a constant. The goal of optimal sampling is to minimize the AMSE by selecting an optimal continuous probability distribution from a family of continuously differentiable probability density functions p(x) with x∈Q p(x)dx = 1.
From (4), we parameterize the probability distribution by
We also pre-select the weighted area of Q i denoted by ω i , which provides the following constraint.
Hence the probability of x being in Q i is simply ω i p i and n i=1 ω i p i = 1 is always satisfied due to (5).
The optimal parameter set {p
is derived in the following proposition.
Proposition 1: Consider the following optimization
The solution is then
Proof: By introducing Lagrange multipliers λ, we define the Lagrange function as
We introduce the following definition. Definition 2: Consider a pair of a collection of target positions and its associated partition, i.e., (T , Q p ). A continuously differentiable probability distribution that satisfies (6) and (7) will be referred to as an optimal sampling continuous probability distribution p ⋆ (x) with respect to T .
IV. A STOCHASTIC STRATEGY FOR OPTIMAL SAMPLING
In this section, we introduce a stochastic strategy under which mobile sensor networks are coordinated to generate the optimal sampling probability distribution p ⋆ (x) in Definition 2 asymptotically. Consider the quantized optimal discrete probability distribution π = π 1 · · · π n : where ω i is the weighted area of Q i . Our stochastic rule has two steps. In the first step, a robotic sensor is randomly distributed to satisfy mobility constraints and to generate the discrete probability distribution π asymptotically in the quantized state space. In the second step, when the robotic sensor is assigned to Q i by the first step, its precise sampling position is randomly generated proportionally to the optimal sampling continuous probability distribution p ⋆ (x) over Q i . To develop such a stochastic rule for the first step, we use a Markov Chain Monte Carlo (MCMC) algorithm [17] to randomly assign a mobile sensor over a partitioned region by synthesizing a Markov chain that has the target distribution π as its equilibrium distribution.
Consider an undirected graph G := (V, E) with a vertex set V = {1, · · · , n} and an edge set E ⊆ V × V. Each vertex is associated to a cell of the surveillance region Q. Hence, Q i is indexed by a vertex index i ∈ V. The edge set E shall be defined to reflect the mobility constraints of a mobile sensor and obstacles in the surveillance region. For instance, we could have (i, j) ∈ E, if Q i ∩ Q j = ∅, which means that if the two partitions are neighbors, there is an (undirected) edge between two corresponding vertices (see Fig. 1 ). We also assume that each vertex has a self-loop, i.e., (i, i) ∈ E for ∀i ∈ V, which allows a mobile sensor to stay in the same cell with some probability. The state at time t ∈ Z ≥0 is denoted by q(t) ∈ V. We define a Markov chain by a transition probability P ∈ R n×n with
A Markov chain on a graph G with the transition probability P is called reversible with respect to an equilibrium probability distribution π on G if
To maximize the rate of convergence to the target distribution π, we solve the fastest mixing Markov chain (FMMC) problem [20] in which the transition probability matrix P is designed to maximize the mixing rate of the Markov chain. Hence, by the FMMC, the associated discrete probability distribution on the vertices approaches to the equilibrium (optimal) probability distribution π as rapidly as possible.
We now design the FMMC that minimizes the second largest eigenvalue modulus (SLEM) by solving the following convex optimization problem [20] :
where Π = diag(π), r = √ π 1 · · · √ π n T , the inequality P ≥ 0 means elementwise, i.e., P ij ≥ 0 ∀i, j and 1 ∈ R n is a vector of all ones. This optimization problem can be solved globally and efficiently using standard SDP solvers [20] .
We now summarize our stochastic strategy for optimal sampling by the following theorem.
Theorem 3: Consider our stochastic strategy that consists of two steps:
Step1: Mobility among cells is driven by the FMMC with the transition probability P in (9) over the specified graph G and the partition Q p . Step2: Mobility within a cell is driven by random sampling proportionally to p ⋆ (x) in the assigned cell from Step 1, i.e., if q(t) = i, then the sampling position x ∈ Q i is randomly distributed byp
A mobile sensor under this stochastic rule will then satisfy the mobility constraints and generate a sampling distribution that converges to the optimal continuous probability distribution p ⋆ (x) asymptotically. Proof: Consider a mobile sensor under this stochastic rule. The mobility constraints are satisfied since the edge set E of the associated graph G is constructed to reflect the mobility constraints. The discrete probability distribution generated by the FMMC converges to π, which satisfies (8), i.e., π i = ω i p ⋆ i = x∈Qi p ⋆ (x)dx, ∀i ∈ V asymptotically. For Q i , ∀i ∈ V, the sampling probability distribution over Q i for given q = i, converges top ⋆ i (X) asymptotically. Therefore, the sampling distribution p(x) converges to the optimal continuous probability distribution π ip
In the case when multiple mobile sensors are coordinated by the same Markov chain independently, the probabilistic collision avoidance capability of sampling positions of multiple mobile sensors is provided by the following proposition.
Proposition 4: Suppose m sensors are assigned to Q i , i.e., q(t) = i for all m sensors at time t ∈ Z >0 . The probability of the collision of any two sampling points of mobile sensors is zero.
Proof: Let B r [s] be a closed ball of radius r > 0 centered at a point s defined by B r [s] := {x ∈ Q i | x− s ≤ r}. The sampling position X of sensor k can occur any point s ∈ Q i . The probability that the sampling position Y of sensor ℓ belongs to a closed ball
Two random variables X, Y are independent, therefore, the probability that two sampling positions of sensors collide is This argument can be extended for m sensors.
This stochastic strategy for optimal sampling requires the knowledge of the Hessian matrix used in (7) for calculating {p
to produce the optimal distribution π. One way to deal with this issue is to use the estimated Hessian matrix from a set of initially observed samples.
V. STOCHASTIC ADAPTIVE SAMPLING
In this section, we provide an adaptive sampling algorithm for a mobile sensor network to cope with a large surveillance region Q with respect to the mobility range of sensors. In this case, it is necessary to use multiple mobile sensors that are distributed efficiently over Q. Often an attempt to cover a relatively large area by a single mobile sensor yields an infeasibility in the optimization in (9) . To address this problem, robotic sensor j will take charge of subregion j, denoted by S j , which is defined by a union of its cells S j := i∈Ij Q i , where I j is the vertex set of the connected subgraph G j = (I j , E j ) generated by S j considering mobility constraints of robot j. We also constrain this collection of subregions to be a partition of Q, i.e., Q = m i=1 S i , IntS j ∩ IntS ℓ = ∅ for j = ℓ. The key constraint of designing subregions is that the desired sampling probability over each subregion has to be equal to 1/m with the minimal quantization error. In this way, the equilibrium distributions of m FMMC's will produce the optimal discrete sampling distribution.
We now provide a stochastic adaptive sampling algorithm for multiple robotic sensors as in Algorithm 1.
VI. NUMERICAL EXPERIMENTS
We consider a scenario in which four mobile sensor performs the estimation task. The static field to be estimated is shown in Fig. 2 . The measurement noise level σ is chosen to be 2. We consider 10 × 10 grid points on Q as the target positions. The region Q is partitioned into n = 100 cells Q i , each of which has a pre-selected value ω i = 1. At time t = 0, N 0 = 100 evenly distributed initial samples are collected by these four mobile sensors, which are used for estimating the Hessian matrix. Then each robot collects N = 10 samples during each time period based on the proposed algorithm. The maximal range of the movement is set to be 3.
The field Q is partitioned into four rectangular subregions {S j } 4 j=1 such that the desired sampling probability over each subregion is nearly equal to 1/4 as shown in Fig. 3 . A benchmark is created by a stochastic sampling scheme in which each of four robotic sensor uses a random walk to choose a cell to travel in the finite state space and the sampling position is uniformly distributed inside the cell. Estimate the density function p(x) using a fixed bandwidth h p .
5:
Calculate the optimal bandwidth h opt using (3).
6:
Estimate the fieldf (x) at n target positions {U (i) } using local linear regression in (1). 7: Calculate the optimal probability distribution p ⋆ i (X) using (6) and (7). for m (groups of) mobile sensors such that desired sampling probability over each subregion is equal to 1/m with some minimal quantization error. 9: for each subregion j do 10: Calculate the equilibrium probability distribution π (j) using (8).
11:
Find the transition probability matrix P (j) using the FMMC optimization in (9). 12: for (k = 1; k <= N ; k + +) do 13: Update sampling positions of sensors according to the transition probability matrix P (j) and {p ⋆ i (x)|i ∈ I j } in (10). 14: Take new samples at new locations. 15: end for 16: end for 17: end while Each of four mobile sensors is launched at the one of the four vertex cells in Q for both proposed and benchmark schemes. To be fair, the same parameters for the mobility constraints and the initial sampling positions are used for our scheme as well as the benchmark. To evaluate our scheme, the simulations of two schemes are repeated 100 times and the results of our scheme are compared against those of the benchmark in terms of the Average Squared Error (ASE):
The sample means of the ASE (AMSE) for our adaptive sampling (blue circles) and the benchmark (red squares) along with the corresponding one standard deviation bars are shown in Fig. 4 . By the nature of the kernel regression, the sample mean of ASE decreases as the number of samples increases for both schemes. It is important to notice that the proposed scheme decreases the AMSE with a faster rate than the random walk scheme. Realizations of the estimated density of 500 samples are shown in Fig. 5 . It can be clearly seen that the density is high at the lower part of the field where has the fast changing rate. The percentage improvement of the AMSE using the adaptive sampling scheme with respect to the random walk benchmark scheme is about 12% with 500 samples. The estimated fields with 500 samples are shown in Fig. 6 . Although the objective is to minimize the estimation error at finite target (or grid) positions, the overall estimated field using adaptive sampling strategy approximates to the true field well as shown in Fig. 2 .
VII. CONCLUSION
We have proposed a stochastic adaptive sampling scheme in which mobile sensors use kernel regression to estimate an unknown scalar field. The Fastest Mixing Markov Chain (FMMC) guarantees the fastest convergence of the sampling probability distribution to the optimal sampling probability distribution. Simulation results have shown the good performance of the proposed scheme.
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