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Abstract
In Abhyankar’s Purdue Lectures of 1971, the bivariate Jacobian Conjecture was settled for the case of two
plus epsilon characteristic pairs. In the published version, the epsilon part got left out. Here we make further
preparation for proving a more general result which may be called the three minus epsilon characteristic
pairs case.
© 2008 Elsevier Inc. All rights reserved.
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0. Prologue
We shall now continue the discussion of the bivariate Jacobian Problem which we started
in Part II [Ab8]. In Sections 1 to 9 we shall make further preparation for proving the three
minus epsilon characteristic pairs case; this subsumes the two plus epsilon characteristic pairs
case and also includes the Sharper Result which was stated in the Introduction of Part I [Ab5];
details in Section 11 on future plans. In particular, in Section 8 we shall sharpen the result on the
Newton polygons of nonautomorphic pairs being rectangles to their being squeezed rectangles;
we shall also show that if the GCD of the degrees of a Jacobian pair is at most eight then that pair
is an automorphic pair; these two results are respectively taken from my 1977 TIFR Lectures
[Ab1] and my 1971 Purdue Lectures [Ab4]. In Section 9 we shall study Newton polygons of
meromorphic polynomials. In Section 10 we shall give a perspective on the three parts.
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The rest of this Prologue will be written in a “readable” manner, which will continue the
project (started in the Introduction to Part II) of carrying out the implied request made by the
referee of the first part (which was seconded by the editor) who suggested an “explicit refer-
ence to the author’s Engineering Book [Ab3] to soften the otherwise intimidating austere style of
the first part (necessitated by the foundational requirements of precision and generality).” More
specifically, in the Prologue which is addressed to the student, in addition to providing motiva-
tion, I shall give an informal discussion about the somewhat cryptic remarks about having one
point at infinity made in Lemmas (5.1) and (5.5) of Section 5 of Part II. In Section 12 the same
matter will be discussed from a more abstract viewpoint.
(0.1) Conics as Axes. In high-school algebra we study factorization of polynomials. In college
analytic-geometry we introduce the (X,Y )-axes to study geometric figures such as lines and
conics. To put these subjects together we generalize the idea of axes thus.
Definition. Polynomials f (X,Y ) and g(X,Y ) are said to form an axes-pair (or automorphic
pair) if X and Y can be expressed as polynomials in f and g, i.e., we can find polynomials
u(X,Y ) and v(X,Y ) such that
(∗) X = u(f (X,Y ), g(X,Y )) and Y = v(f (X,Y ), g(X,Y )).
We call f (X,Y ) an axis if f,g is an axes-pair for some g.
Conics. Let f (X,Y ) be a nonconstant polynomial of degree N > 0 and consider the plane curve
C : f (X,Y ) = 0. If N = 1 then C is a line. If N = 2 then C is a conic and
f (X,Y ) = aY 2 + bXY + cX2 + pX + qY + r
where a, b, c,p, q, r are constants with either a = 0 or b = 0 or c = 0. A conic is either a circle
or an ellipse or a hyperbola or a parabola or a pair of lines (which may or may not be distinct).
First Exercise. Show that a conic is an axis iff (= if and only if) it is a parabola.
Hint. The parabola Y 2 − X is an axis because Y 2 − X and Y form an axes-pair. If the conic f
is not a parabola then it factors after adding a suitable constant; add 1 to the circle X2 + Y 2 − 1,
ellipse X2
a2
+ Y 2
b2
− 1, hyperbola X2
a2
− Y 2
b2
− 1 or XY − 1 (these standard forms are obtained after
a suitable linear change of variables); if f is a pair of lines then take the constant to be zero.
Therefore it only remains to show that (i) an axis must be irreducible (= not reducible = cannot
be factored) and (ii) an axis remains an axis after adding a constant.
Assertion (ii) follows by noting that f,g an axes-pair and a, b constants obviously implies
f + a,g + b is an axes-pair.
To prove assertion (i), for any h(X,Y ) let h′(X,Y ) = h(f (X,Y ), g(X,Y )) where f,g is an
axes-pair. Then (•) h → h′ is a k-automorphism of k[X,Y ] where k is the field of coefficients,
and hence h is irreducible iff h′ is irreducible. Clearly f = X′ [i.e., taking h(X,Y ) = X we get
h′(X,Y ) = f (X,Y )] and hence f is irreducible because X is irreducible; thus f,g an axis-pair
implies f is irreducible.
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h1(X,Y )h2(X,Y ) then substituting f,g for X,Y on both sides we get (2) h′(X,Y ) =
h′1(X,Y )h′2(X,Y ) and conversely, in view of (∗), substituting u,v for X,Y in both sides of (2)
we get back (1).
Definition. To generalize the First Exercise, for a polynomial f (X,Y ), by f+ we denote the
degree form of f , i.e., the highest degree terms in f ; if f = 0 then we put f+ = 0. f+ gives
the behavior of f for large values of X,Y , and hence we call factors of f+ points at infinity
of f . In particular, we say that f has only one point at infinity to mean that f is a nonconstant
irreducible polynomial such that
f+ = a(bX + cY )N
where a, b, c are constants and N is the degree of f . Now we observe that a circle and an ellipse
have two complex points at infinity, a hyperbola has two real points at infinity, and a parabola
has only one point at infinity. This suggests the following generalization of the First Exercise.
Second Exercise. Show that f,g an axes-pair implies f has only one point at infinity.
Hint. Every point of an irreducible projective variety is the center of a valuation of the function
field of that variety, and conversely every valuation has a center. For details see [Ab3] and [Ab6].
Future Tasks. To make further progress in understanding the concept of an axis, I suggest that
you read my Kyoto Paper [Ab2]. You may disregard the first three pages of that paper, i.e., start
with Chapter 2 on Decimal Expansion which is on pages 251–261. The Kyoto Paper is (except
for the first 3 pages where it is summarized) completely self contained and can be understood by
anybody with a high-school education. The other references at the end of the paper, in addition
to some of my other books such as [Ab0] and [Ab7], contain a list of some classical algebra
and analysis books which I highly recommend such as [Bôc], [Chr], [Edw], [Gib], [Gou], [Kap],
[Phi], [SeR], [Wal] and [Zar].
(0.2) Resultant or Alternative Hint to Second Exercise. As an alternative solution of the Sec-
ond Exercise, in the classical vein, we can use the resultant introduced by Sylvester in 1840 thus;
see Chapter 9 (pages 374–404) of the Kyoto Paper [Ab2], or Lecture 30 (pages 267–273) of the
Engineering Book [Ab3] or Lecture 4§1 (pages 100–104) of the Algebra Book I [Ab6].
Assuming n,m to be nonnegative integers, the Y -resultant of two polynomials
f (Y ) = a0Yn + a1Yn−1 + · · · + an,
g(Y ) = b0Ym + b1Ym−1 + · · · + bm
is the determinant
ResY (f, g) = det
(
ResmatY (f, g)
)
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ResmatY (f, g) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a0 a1 · · · · an 0 · · · · 0
0 a0 a1 · · · · an 0 · · · 0
· · · · · · · · · · · · ·
· · · · · · · · · · · · ·
· · · · · · · · · · · · ·
0 0 · · · a0 a1 · · · · · an
b0 b1 · · · · bm 0 · · · · 0
0 b0 b1 · · · · bm 0 · · · 0
· · · · · · · · · · · · ·
· · · · · · · · · · · · ·
· · · · · · · · · · · · ·
0 0 · · · b0 b1 · · · · · bm
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
where the first m rows consist of the coefficients of f and the last n rows consist of the coeffi-
cients of g. In detail, the first row starts with the coefficients of f , these are shifted one step to
the right to get the second row, shifted two steps to the right to get the third row, and so on for
the first m rows, then the (m + 1)st row starts with the coefficients of g, these are shifted one
step to the right to get the (m+ 2)nd row, and so on for the next n rows. The matrix is completed
by stuffing zeroes elsewhere. The determinant ResY (f, g) is sometimes called the Sylvester re-
sultant of f and g because it was introduced by Sylvester in his 1840 paper where he enunciated
the following Basic Fact and Permuting, Isobaric, and Root Properties.
Basic Fact (formula (34) on page 391 of Kyoto Paper). If the coefficients ai, bj belong to a do-
main R then we have: ResY (f, g) = 0 ⇔ n + m = 0 and either a0 = 0 = b0 or f and g have
a common root in some overfield of R.
Permuting Property (formula (9) on page 377 of Kyoto Paper). We have
ResY (g,f ) = (−1)mn ResY (f, g).
Isobaric Property (formula (14) on page 378 of Kyoto Paper). View the coefficients ai, bj as
indeterminates over Z. Give weight i to ai , and j to bj . Then 0 = ResY (f, g) ∈ Z[a0, . . . , an,
b0, . . . , bm] is isobaric of weight mn, i.e., for the weight of any monomial ai00 . . . ainn bj00 . . . bjmm
occurring in ResY (f, g) we have (
∑
0rn rir ) + (
∑
0sm sjs) = mn. In particular, the prin-
cipal diagonal am0 b
n
m has weight mn, and it does not cancel out because there is no other term
of bm-degree n in the resultant; the principal diagonal of an N × N matrix (Aij ) is the term
A11A22 . . .ANN . The resultant being isobaric of weight mn is the fundamental fact behind vari-
ous cases of Bézout’s Theorem.
Root Property (formula (28) on page 390 of Kyoto Paper). If the coefficients ai, bj belong to a
domain R and a0 = 0 then, upon writing
f (Y ) = a0
∏
(Y − αi)
1in
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ResY (f, g) = am0
∏
1in
g(αi).
By Root Property we see that
(1)
⎧⎨⎩
if a0 = 0 and g′(Y ) = b′0Ym + b′1Ym−1 + · · · + b′m is such that
g′ = νg − hf for some constant ν and polynomial h
then ResY (f, g′)= νn ResY (f, g).
Now if m = n with a0 = 0 = an = 0 = a1 = · · · = an−1 = b1 = · · · = bn−1 then⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
ResY (f, g)
= a−nn ResY (f, ang − bnf ) taking (ν,h) = (an, bn) in (1)
= a−nn ResY (f, (anb0 − bna0)Y n) by simplifying
= (−1)n2(anb0 − bna0)n by Permuting and Root Properties
if anb0 − bna0 = 0
and obviously otherwise
and hence⎧⎨⎩
if m = n with a0 = 0 = a1 = · · · = an−1 = b1 = · · · = bn−1 then
(by above calculation in case an = 0 and by Root Property in case an = 0)
we get ResY (f, g) = (−1)n2(anb0 − bna0)n.
Thus
(2)
{ if m= n with a0 = 0 = a1 = · · · = an−1 = b1 = · · · = bn−1
then ResY (f, g) = (−1)n2(anb0 − bna0)n.
By (2) and the Isobaric Property we get the Defo (= degree form) Property:
Defo Property. In the set-up of the Isobaric Property, assume m = n, and consider the bivariate
(= two-variable) polynomial
Ψ (an, bn) = ResY (f, g) ∈ K[an, bn]
over the field
K = Q(a0, . . . , an−1, b0, . . . , bn−1).
Then for the (total) (an, bn)-degree and degree form we have
deg(Ψ ) = n with Ψ+ = (−1)n2(anb0 − bna0)n.
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be devoid of a1, . . . , an−1, b1, . . . , bn−1 and hence, by putting a1 = · · · = an−1 = b1 = · · · =
bn−1 = 0 in f and g, our assertion follows from (2).
Corollary. Assume that m + n > 0. Let A0, . . . ,An,B0, . . . ,Bm be elements in a field k, let
X,Y,Z be indeterminates over k, and let
P(Z) = A0Zn +A1Zn−1 + · · · +An,
Q(Z) = B0Zm +B1Zm−1 + · · · +Bm
and
Φ(X,Y ) = ResZ
(
P(Z)−X,Q(Z)− Y ) ∈ k[X,Y ].
Then we have
(3) Φ(P(Z),Q(Z))= 0.
Moreover, if m = n with either A0 = 0 or B0 = 0 then
(4) deg(Φ) = n and Φ+ = (−1)n2(A0Y −B0X)n
and for any nonconstant irreducible F(X,Y ) ∈ k[X,Y ] with F(P (Z),Q(Z)) = 0 we have
(5) F+ = 0 (A0Y −B0X)N
where deg(F ) = N and 0 = Abhyankar’s nonzero = a nonzero constant = an unspecified
nonzero element of k.
Proof. Taking an indeterminate T over k(X,Y,Z) we obtain the equation ResZ(P (Z) −
P(T ),Q(Z) − Q(T )) = Φ(P (T ),Q(T )) and clearly Z = T is a common solution of P(Z) −
P(T ) = 0 = Q(Z) − Q(T ), and hence by the Basic Fact we get Φ(P (T ),Q(T )) = 0 which
yields (3). Taking ai = Ai and bi = Bi for 0 i  n − 1 with an = An − X and bn = Bn − Y ,
by the Defo Property we get (4). By (3) and (4) we get (5). 
Polynomial Curve. By a polynomial curve over a field k we mean a nonconstant irre-
ducible f (X,Y ) ∈ k[X,Y ] for which there exist P(Z),Q(Z) in k[Z], at least one of which
is not in k, such that f (P (Z),Q(Z)) = 0. Taking F(X,Y ) = f (X,Y ) and putting m = n =
max(degZ P (Z),degZ Q(Z)) in the above Corollary we see that a polynomial curve has at most
one point at infinity.
(0.3) Equation Solving. The genesis of resultants is the other topic studied in high-school al-
gebra which consists of the various solvings of polynomial equations. First linear equations
are discussed culminating in Cramer’s Rule for solving m equations in n variables. Then
Bhaskaracharya’s 1150 A.D. verse of Shreedharachaya’s 500 A.D. completing the square method
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one-variable equations f (Y ) = 0 and g(Y ) = 0, or rather to finding a condition for them to have
a common solution, we get their resultant ResY (f, g) as depicted in the beginning of (0.2).
As reference for the above paragraph see pages 1–2, 100–104, 172–188 of my 2006 Algebra
Book I [Ab6], and for a classical treatment of the matter see the 1907 Higher Algebra Book of
Bôcher [Bôc].
In view of the description of Polynomial Curves given at the end of (0.2), to complete the
explanation of the Second Exercise, it only remains to show that if f,g is an axes-pair then f is
a polynomial curve. This can be done either abstractly or concretely thus.
Strict Polynomial Curve. Abstractly, for the polynomial ring R = k[X,Y ], as in (•) of the
First Exercise, h → h′ gives a k-homomorphism H :R → R. Likewise, for any w(X,Y ) let
w∗(X,Y ) = w(u(X,Y ), v(X,Y )) with u,v as in the display (∗) at the beginning of (0.1). Then
we get the k-homomorphism W :R → R given by w → w∗. The display (∗) yields HW =
WH = the identity map I :R → R, and hence H and W are automorphisms. Consequently for
the residue class epimorphism D :R → R/(fR) we have D(R) = k[D(g)] and hence there is a
unique k-epimorphism E :R → k[Z] whose kernel is fR such that E(g)= Z. Let P(Z) = E(X)
and Q(Z) = E(Y). Then f (P (Z),Q(Z)) = 0 and either P(Z) /∈ k or Q(Z) /∈ k. Thus f is a
polynomial curve. Actually f is a strict polynomial curve, i.e., (P (Z),Q(Z)) is an epimorphic
pair which means that
Z = G(P(Z),Q(Z))
for some G(X,Y ) ∈ k[X,Y ]; indeed G(X,Y ) = g(X,Y ).
Concretely speaking, putting P(Z) = u(0,Z) and Q(Z) = v(0,Z) gives us
f
(
P(Z),Q(Z)
)= 0 and g(P(Z),Q(Z))= Z.
Epimorphic Pair. In the Kyoto Paper it is proved that, in case of a characteristic zero field k,
we have: (P (Z),Q(Z)) epimorphic pair implies either the degree of P(Z) divides the degree
of Q(Z) or the degree of Q(Z) divides the degree of P(Z), and from this it is deduced that
every strict polynomial curve is an axis. Examples show that both of these are false for nonzero
characteristic.
(0.4) Newton’s Theorem and Jacobian Problem. The above degree dividing property of an
epimorphic pair gives us entry into the Jacobian Problem which is the high-school incarnation of
the inverse function theorem of calculus. For a detailed treatment of the inverse function theorem
of calculus together with its mate the implicit function theorem, see Chapter II of my Local
Analytic Geometry Book [Ab0].
The said implicit function theorem is the often neglected foundation of the method of implicit
differentiation as exemplified by the following example.
f (X,Y ) = 0 ⇒ fX dX + fY dY = 0 ⇒ dY
dX
= −fX
fY
.
But what if fX = fY = 0 such as when f (X,Y ) = Y 2 − X3 (cusp) or f (X,Y ) = Y 2 − X2 −
X3 (node) and we are evaluating dY
dX
at the origin (X,Y ) = (0,0)? For the resulting theory of
singularities see Lectures 1 and 5 of my Engineering Book [Ab3].
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(with sufficiently many continuous partial derivatives) are zeroes at the origin but their Jacobian
is not then, locally near the origin, the variables are functions of the functions. The Jacobian
Problem asks if this remains true if the only permissible functions are polynomials. For instance,
in case of n = 2, given polynomials f (X,Y ), g(X,Y ) with J (f,g) = 0 we are asking if X,Y
are polynomials in f,g, i.e., if f,g is an axes-pair. Here
J (f,g) = fXgY − gXfY
with subscripts denoting partial derivatives. Surprisingly, the answer is not known even for n = 2.
More about this later on. At present see Lectures 22–23 of the Engineering Book as well as my
recent papers [Ab5] and [Ab8]. At any rate, according to these references, the 2-variable Jacobian
Problem is equivalent to showing that if J (f,g) = 0 then out of the (total) degrees of f and g,
one divides the other.
To prove the degree dividing property of an epimorphic pair, we apply Newton’s Theorem on
fractional expansion to the minimal equation Φ(X,Y ) = 0 satisfied by the pair. For details see
[Ab2].
(0.5) Degreewise Newton Polygon. As an aid to proving his theorem, Newton considered the
support Supp(Φ) = the set of all integer pairs (i, j) such that the coefficient of XiY j in Φ(X,Y )
is nonzero, and he drew the polygon which is the boundary of the convex hull of that support, as
depicted in the left-hand picture below. Good discussions of the Newton Polygon can be found
on pages 373–396 of volume II of Chrystal’s book [Chr] and on pages 98–106 of Walker’s book
[Wal]. One important property of the Newton Polygon is the fact that the slopes of the various
sides are the orders of the various roots of Φ . Moreover, the integral part of the slope of the first
side equals the number of Quadratic Transforms required to decrease multiplicity of the plane
analytic curve Φ(X,Y ) = 0. See the books [Ab3] and [Ab6].
Now assume that f is a nonzero polynomial in X and Y . Then the support is a nonempty
finite set. So the convex hull will look something like the following diagram on the right, and we
call it the Degreewise Newton Polygon or DNP. Since this was introduced in my lecture notes
[Ab1] and [Ab4], people also call it the Abhyankar Polygon.
(0.6) Triangle and Full Rectangle. The significance of the DNP for the Jacobian Problem
is the fact that a positive answer to that problem is equivalent to showing that if J (f,g) = 0
then the DNP of f is a triangle as depicted in the following picture on the left, while a negative
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rectangle as depicted in the following picture on the right.
(0.7) Squeezed Rectangle and Shortsqueezed Rectangle. If J (f,g) = 0 but f has two
points at infinity then, by a change of coordinates, its DNP can be arranged to be a squeezed
vertical rectangle as depicted in the following picture on the left, or a shortsqueezed horizontal
rectangle as depicted in the following picture on the right where the marked angle may be smaller
than 45◦.
1. Notation and concordance with previous parts
In general we shall follow the notation introduced in Part II. Moreover, by a quasireal we
mean a member of R̂ = R∪{±∞}. For any field k we let k((X)) denote the field of meromorphic
series in X with coefficients in k (see pages 58–59 of [Ab6]), and we let Rk denote the set of all
monic irreducible nonunits in the polynomial ring Rk = k((X))[Y ]; we also consider the subrings
R˜k = k[X,Y ] and Rk = k[X−1, Y ] of Rk , and we note that X → X−1 gives k[Y ]-isomorphisms
R˜k → Rk → R˜k . We are particularly interested in the objects RK and RK for an algebraically
closed field K of characteristic zero.
We shall refer to item (x) of Part I as PI(x), and we shall refer to item (y) of Part II as PII(y).
Now we take over Sections 3, 4, 9, 10 of Part I without change. In this Section 1, and in the
following Sections 2 and 4, we shall respectively rewrite Sections 11, 12, and 14 of Part I in a
suitably modified form. In the rewriting, items PI(11.a), PI(12.b), PI(14.c) will mostly correspond
to items (1.a), (2.b), (4.c) respectively. Section 3 contains some general comments.
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(1•) F (X,Y ) = f (X,Y ) and G(X,Y ) = g(X,Y )
(1.0)
⎧⎪⎪⎨⎪⎪⎩
where k is a field of characteristic zero and
f = f (X,Y ) and g = g(X,Y ) are nonzero polynomials
of positive Y -degrees N and M with coefficients in k[X]
with f being monic in Y .
Note that now W,Z are indeterminates over k(X,Y ) and
K =
{
an algebraic closure of k(W)
inside an algebraic closure of k(W,X,Y,Z).
In view of PI(4.4), by PI(9.3) to PI(9.5) we see that
(1.1) Φ(X,Y ) ∈ k[W,X−1, Y ] is monic of degree N in Y
and we have the expansion
(1.2)
⎧⎨⎩
g(X,Y ) = y(T )=∑−Mi<∞ yi(X)T i
where yi(X) ∈ k[X] with y−M(X) = 1
and T = f (X,Y )−1/N or equivalently T −N = f (X,Y )
accompanying the factorization
Φ
(
T N,Y
)= ∏
ωN=1
(
Y − y(ωT )) and y(T ) =∑yiT i with yi = yi(W) ∈ K
where to avoid confusion we are changing y to y in Sections 3 and 4 of Part I.
To obtain a stand-alone description of Φ(X,Y ) which is independent of Part I, disregarding
(1•) but starting with (1.0), expansion (1.2) may be described thus. By Hensel’s Lemma there
is a unique k(X)-monomorphism k(X,Y ) → k(X)((T )) which sends f (X,Y ) to T −N and Y to
T −1+ an element of k(X)[[T ]]. Take y(T ) to be the image of g(X,Y ) under this monomorphism
and define Φ(X,Y ) by the above factorization. Note that now
m= mmo(f,g), h= h(m), d = d(m), n = n(m),
q = q(m), s = s(q), r = r(q)
where m = mmo(f,g) = the meromorphic charseq of (f, g), i.e., equivalently, in the notation
of Section 3 of Part I we have m = m(Supp(y(T )),−N). The quantities h = h(m), d = d(m),
n = n(m), q = q(m), s = s(q), r = r(q) are also as defined in Section 3 of Part I. In particular
(r0, r1) = (−N,−M) = (m0,m1).
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(1.3)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
J (f,g) ∈ k[X]× ⇔ yi(X) ∈ k for −M  i < N − 1 with yN−1(X) /∈ k,
and if J (f,g) ∈ k[X]×
then degX yN−1(X)= 1 + degX J (f,g)
with y†N−1(X)= (−1/N)J (f,g) where † is the X-derivative.
As a special case of PI(10.1) we see that
(1.4)
⎧⎨⎩
if J (f,g) ∈ k[X]×
then dh+1 = N/N˜ = 1 with Φ = Φ˜
and mh N − 1 with k(X,f,g) = k(X,Y )
where the last equation in PI(10.1) should be changed from “K(F,G) = K(Y).” to
“K(F(W,Y ),G(W,Y )) = K(Y).” As a consequence of PI(10.2) we see that
(1.5)
⎧⎪⎪⎨⎪⎪⎩
given any κ(X) ∈ k[X],
upon letting f 	 = f 	(X,Y ) = f (X,Y − κ(X))
and g	 = g	(X,Y ) = g(X,Y − κ(X)),
we have J (f 	, g	) = J (f,g) and mmo(f 	, g	) = mmo(f,g).
Note (1.6). The above modifications to Section 11 of Part I, and the modifications to Sections 12
and 14 of Part I described in the following Sections 2 and 4 respectively, were necessitated
by the fact that in the relevant portion of Part I, instead of (1•) we had assumed that (1••)
F (X,Y ) = f (X−1, Y ) and G(X,Y ) = g(X−1, Y ).
Now case (1•) may be referred to as the polynomial case while case (1••) may be referred to
as the meromorphic case.
2. Nice special values
Continuing with Sections 3, 4, 9, 10 of Part I as supplemented by the above Section 1, for
1 j  h+ 1 we let
Φj(W,X,Y ) = Φ[l,j ](X,Y ) with l = −N
and note that then {
Φj(W,X,Y ) is a monic polynomial of degree nj in Y
with coefficients in k[W,X−1]
and we call Φj(W,X,Y ) the j th meroapproximate root of (f, g).
For any κ ∈ k we put
Φj,κ = Φj,κ(X,Y ) = Φj(κ,X,Y )
and note that then {
Φj,κ(X,Y ) is a monic polynomial of degree nj in Y
−1with coefficients in k[X ]
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approximate roots we see that Φh+1,κ is obtained by substituting κ for W in Φ(X,Y ) and for
2  j  h + 1 we have Φj,κ = Appdj (Φh+1,κ ). To complete the picture we recall that Φ1,κ =
Φ1,κ (X,Y ) = Y and we put
Φ0,κ = Φ0,κ (X,Y ) = X−1.
For any
Θ = Θ(X,Y ) ∈ k[X−1, Y ]
henceforth we let
I (Θ) = int(Φ,Θ)
and
Θ = Θ(X,Y ) = Θ(f (X,Y )−1, g(X,Y )) ∈ k[X,Y ].
Note that for any κ ∈ k we have
Φ

0,κ = f and Φ1,κ = g.
By a nice special value for (f, g) we mean κ ∈ k such that yN−1(κ) = 0. By (1.3) we see that
(2.1) if J (f,g) ∈ k[X]× then there exist nice special values for (f, g)
and clearly (cf. [Ab2])
(2.2)
⎧⎨⎩
if κ is any nice special value for (f, g)
then for 1 j  h+ 1
we have Φj,κ(X,Y ) ∈ Strictj (Φ, l, k)
and hence by PI(3.2) and PI(3.3) we see that
(2.3)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
if κ is any nice special value for (f, g)
then for 1 j  h
we have I (Φj,κ) = rj
and I (Φ ′j,κ ) = rj −mj
where
Φ ′j,κ = Φ ′j,κ (X,Y )
is the Y -derivative of Φj,κ(X,Y ).
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(2.4)
{
for any Γ = Γ (X,Y ) ∈ k[X−1, Y ]
we have int(Φ,Γ )= −degZ Γ (ξ(Z)−1, η(Z))
where using int(Φ,Γ ) instead of I (Γ ) indicates we are dealing with the “primordial” Φ before
we put (ξ(Z), η(Z)) = (f (W,Z),g(W,Z)); convention: −deg(0) = ∞.
In the present situation, by (2.4), we see that
(2.5)
{
for any Θ = Θ(X,Y ) ∈ k[X−1, Y ]
we have I (Θ) = −degY (Θ).
Note (2.6). As an easy generalization of (2.5) we state (2.5∗) below. In (∗∗) we prove (2.5∗)
and also warn against “slippery generalizations.” Similar remark applies to (12.5) of Section 12
of Part I. Given any integers μ > 0 and ν < 0, letting θ∗ = θ∗(X,Y ) = θ(Xμ,XνY ), for all
θ = θ(X,Y ) ∈ k[X−1,X,Y−1, Y ],
(2.5∗)
{
for any Θ = Θ(X,Y ) ∈ k[X−1, Y ]
we have I (Θ) = −degY Θ(f ∗(X,Y )−1, g∗(X,Y )).
(∗∗) To deduce (2.5∗) from (2.5) note that ( ) → ( )∗ preserves Y -degrees and(
Θ
)∗
(X,Y ) = Θ(f ∗(X,Y )−1, g∗(X,Y ))
and hence RHS of (2.5) = RHS of (2.5∗).
A slippery generalization could say
(2.5†) . . . I
(
Θ∗
)= −degY Θ(f ∗(X,Y )−1, g∗(X,Y ))
and this would be wrong because in general I (Θ) = I (Θ∗) as can be seen by taking Θ(X,Y ) =
X−1, and noting that then Θ∗(X,Y ) = X−μ and hence the LHS of (2.5†) equals μ times the
LHS of (2.5) which is nonzero, and therefore the two LHSs are unequal provided μ> 1.
3. Some comments
Sections 5 to 8 of Part I dealt with the two points at infinity theorem in the meromorphic
case which in the polynomial case was redone in Sections 3 and 4 of Part II in a more transparent
manner. Section 13 of Part I was auxiliary to Sections 5 to 8 of Part I. Sections 15 and 16 of Part I
dealt with the Newton Polygon in the meromorphic case and that topic was redone in Sections 7
to 9 of Part II for the polynomial case.
Now we proceed to connect Parts I and II by showing how the machinery of Section 3 of
Part I supplemented by the following Section 4 can be applied to the situation of PII(8.4.19).
Very briefly, we do this by letting the sequence g1, . . . , ge of PII(8.4.19)(XII) to coincide with
the initial subsequence of the sequence
Φ

1,κ , . . . ,Φ

h+1,κ
where κ is a nice special value for (f, g).
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By (2.3) and (2.5) we see that
(4.1)
{ if κ is a nice special value for (f, g)
then I (Φj,κ) = rj for 0 j  h.
Now temporarily suspending the above meaning of the seven quantities m,h,d,n, q, s, r , and
referring for details to pages 251–271 of [Ab2], let us give a brief review of adic expansions and
approximate roots.
Actually the definition of the Dth approximate root AppD(U) has already been recalled in
Section 3 of Part I. Equivalently, given any monic V ∈ A[Y ]× of degree Δ > 0 with coeffi-
cients in a domain A of characteristic zero, every U ∈ A[Y ] has a unique V -adic expansion
U =∑UiV i where the summation is over a finite set of nonnegative integers i and the “digit”
Ui ∈ A[Y ] is of degree < Δ. If U is nonzero monic of degree DΔ with D ∈ N+ then UD = 1
with Ui = 0 for all i > D; moreover if D is a unit in A then: V = AppD(U) ⇔UD−1 = 0.
The V -adic expansion is the polynomial avatar of the decimal expansion or more generally of
the P -adic expansion of nonnegative integers Q where P is any integer > 1, and the expansion
is Q =∑QiP i with 0Qi < P .
The P -adic expansion can be further generalized to the n-adic expansion where n =
(ni)1ih+1 is a finite sequence of positive integers ni with n1 = 1 and ni dividing ni+1
for 1  i  h ∈ N. We call h = h(n) the length of the finite expansion base n. For any
h ∈ N, a right h-sequence is a sequence of integers z = (zi)1ih+1. Reverting to the notation
h = h(n), the inner product 〈z,n〉 is defined to be the sum∑1ih+1 zini . A right n-vector is
a right h-sequence z such that 0 zi < ni+1/ni for 1 i  h. The right n-vector z is said to be
negative or nonnegative according as zh+1 < 0 or zh+1  0. The n-adic expansion of M ∈ Z
is the unique right n-vector z such that M = 〈z,n〉. Let⎧⎪⎪⎪⎨⎪⎪⎪⎩
B0(h) = the set of all right h-sequences,
B(h) = the set of all right h-sequences z with {z1, . . . , zh+1} ⊂ N,
B0(n) = the set of all right n-vectors,
B(n) = the set of all nonnegative right n-vectors.
The easy to prove semigroup property says that M  0 iff z is nonnegative, i.e.,
z → 〈z,n〉 gives a bijection B(n) → N
and the positional property says that
(4.2)
{ if z ∈ B(n) and i ∈ {1, . . . , h+ 1} then:
〈z,n〉 < ni ⇔ zj = 0 for i  j  h+ 1.
To generalize n-adic expansion, write the sequence n1, . . . , nh+1 backwards as R0, . . . ,Rh
with Ri = nh+1−i for 0 i  h. Now the unique expansion is given by M =∑0ih TiRi with
integers T0, . . . , Th such that 0 Ti < Ri−1/Ri for 1 i  h; the semigroup property says that
M  0 ⇔ T0  0.
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integers r0, . . . , rh, with r0 = 0, which we augment by a quasireal rh+1; according to Section 3
of Part I, r = (r0, . . . , rh+1) is now a charseq (= characteristic sequence) of length h= h(r) ∈ N;
we call ri the ith component of r . For any h ∈ N, a left h-sequence is a sequence of integers
t = (t0, . . . , th); t is nonnegative means ti  0 for 0 i  h. Reverting to the notation h= h(r),
the inner product 〈t, r〉 is defined to be the sum ∑0ih tiri . By a left r-vector we mean a
left h-sequence t such that 0  ti < di/di+1 for 1  i  h, where the GCD sequence d = d(r)
is as defined in Section 3 of Part I; in particular, di = GCD(r0, . . . , ri−1) for 0 i  h+ 1 with
d0 = 0. A left r-vector t is said to be negative or nonnegative according as t0 < 0 or t0  0. Let⎧⎪⎪⎪⎨⎪⎪⎪⎩
B∗0(h) = the set of all left h-sequences,
B∗(h) = the set of all left h-sequences t with {t0, . . . , th} ⊂ N,
B∗0 (r) = the set of all left r-vectors,
B∗(r) = the set of all nonnegative left r-vectors.
Also we define {
rZ = the group generated by r
= {〈t, r〉: t ∈ B∗0(h)}
and {
rN = the semigroup generated by r
= {〈t, r〉: t ∈ B∗(h)}
and we note that then{
rZ = {r0, . . . , rh}Z = the group generated by {r0, . . . , rh}
= {∑0ih tiri : t ∈ B∗0(h)}
and {
rN = {r0, . . . , rh}N = the semigroup generated by {r0, . . . , rh}
= {∑0ih tiri : t ∈ B∗(h)}.
It can be shown that given any M ∈ rZ there is a unique left r-vector t such that M = 〈t, r〉; we
call t the r-mal expansion of M . The easy to prove positional lemma says that
(4.2.1)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
if t ∈ B∗0 (r) and i ∈ {0, . . . , h} then:
〈t, r〉 ∈ di+1Z ⇔ tj = 0 for i < j  h,
and more generally,
if {t, t ′} ⊂ B∗0 (r) and i ∈ {0, . . . , h} then:
〈t, r〉 − 〈t ′, r〉 ∈ di+1Z ⇔ tj = t ′j for i < j  h.
For a moment let t ∈ B∗(r) and i ∈ {0, . . . , h} be such that −〈t, r〉 = di+1 < di and rj  0 for
0 j  i. Since di+1 = −〈t, r〉, by (4.2.1) we get tj = 0 for i < j  h. Consequently, because
di+1 < di , we must have tiri = 0. Now di+1 = −t0r0 − · · · − tiri with tj  0 rj for 0 j  i
S.S. Abhyankar / Journal of Algebra 320 (2008) 2720–2826 2735implies that tj = 0 for 0 j < i and ti = 1 with ri = −di+1. Thus, as a consequence of (4.2.1),
we have shown that
(4.2.2)
⎧⎨⎩
if t ∈ B∗(r) and i ∈ {0, . . . , h} are such that
−〈t, r〉 = di+1 < di and rj  0 for 0 j  i,
then we have ri = −di+1.
Recall that a pair of integers (μ, ν) is principal means either μ divides ν, or ν divides μ. Taking
i = 1 in (4.2.2), and noting that r1 = −d2 ⇒ r1 divides r0 whereas d1 = d2 ⇒ r0 divides r1, we
see that
(4.2.3)
⎧⎨⎩
if h 1 and rj  0 for 0 j  1
and −d2 = 〈t, r〉 for some t ∈ B∗(r),
then the pair (r0, r1) is principal.
The charseq r is said to be a strict generating system if the r-mal expansion of any integer
in rN is nonnegative. By an integer semigroup we mean a subset S of Z with 0 ∈ S such that
the sum of every pair of integers in S belongs to S. Given an integer semigroup S, by a strict
system of generators of S we mean a strict generating system r such that S = rN. The easy to
prove lemma on semigroup conditions says that
(4.2.4)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
the charseq r is a strict generating system iff it satisfies
one of the following two mutually equivalent conditions
First Semigroup Condition: for 1 i  h we have
ridi/di+1 ∈ {r0, . . . , ri−1}N.
Second Semigroup Condition: for 1 i  h we have
ridi/di+1 = 〈t, r〉
for some t ∈ B∗(r) with tj = 0 for i  j  h.
Now (4.2.2) may be paraphrased by saying that
(4.2.5)
⎧⎨⎩
if r is a strict system of generators and i ∈ {0, . . . , h} is such that
−di+1 ∈ rN with di > di+1 and rj  0 for 0 j  i,
then we have ri = −di+1.
Likewise (4.2.3) may be paraphrased by saying that
(4.2.6)
⎧⎨⎩
if r is a strict system of generators with h 1
and rj  0 for 0 j  1 with −d2 ∈ rN,
then the pair (r0, r1) is principal.
The charseq r is said to be a strictly negative generating system if it is a strict generating
system with h 1 and −1 ∈ rN such that
d2 > · · · > dh+1 = 1 and rj < 0 for 0 j  h.
2736 S.S. Abhyankar / Journal of Algebra 320 (2008) 2720–2826By (4.2.5) and (4.2.6) we see that
(4.2.7)
{
if r is a strictly negative system of generators,
then ri = −di+1 for 2 i  h and the pair (r0, r1) is principal.
A given charseq m is said to be rigid if the charseq r(q(m)) is a strictly negative gener-
ating system. Here “rigid” is meant to suggest that if m is rigid then the sequence d = d(m)
determines the sequences m, q = q(m), s = s(q(m)), r = r(q(m)) in the following sense where
h = h(m). Assuming m is rigid, by (4.2.7) we get assertions (i∗) to (v∗) and (i) of the following
Theorem (4.2.8). To show that assertions (ii) to (v) of Theorem (4.2.8) also hold, we proceed
as follows. Because ri = si/di we get (i) ⇒ (ii). Because si − si−1 = qidi we get (ii) ⇒ (iii).
To prove (iv) we note that, since mi = mi−1 + qi , by (iii) we get mi = mi−1 + di−1 − di+1,
and hence, by induction on i, it suffices to show that: (†) m2 = d1 − d2 − d3. By (ii) we have
−d2d3 = s2 = q1d1+q2d2 and hence q2 = −q1(d1/d2)−d3 and therefore, because m2 = q1+q2,
we get: (‡) m2 = −q1((d1/d2) − 1) − d3. By (v∗) we see that either d2 = d1 or d2 = −q1 and,
looking at these two cases separately, by (‡) we get (†). To prove (v) assume that h  2; since
m1 < · · · <mh, it suffices to show that mh < d1 −2; by (iv) we have mh = d1 −dh−dh+1 and by
(iii∗) we have dh > dh+1 = 1, and therefore mh < d1 − 2. Thus we have proved Theorem (4.2.8)
stated below.
Theorem (4.2.8). For any rigid charseq m, upon letting h = h(m), d = d(m), q = q(m), s =
s(q(m)), r = r(q(m)), we have that⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(i∗) r is a strict system of generators,
(ii∗) h 1 and −1 ∈ rN,
(iii∗) d1  d2 > . . . > dh+1 = 1,
(iv∗) ri < 0 for 0 i  h,
(v∗) the pair (r0, r1) is principal
and ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(i) ri = −di+1 for 2 i  h,
(ii) si = −didi+1 for 2 i  h,
(iii) qi = di−1 − di+1 for 3 i  h,
(iv) mi = d1 − di − di+1 for 2 i  h,
(v) if h 2 then mi < d1 − 2 for 1 i  h.
Given the finite expansion base n, let Ψ = (Ψi)1ih+1 be a polynomial vector where Ψi ∈
A[Y ]× is monic of degree ni for 1 i  h+1. The Ψ -adic expansion of Θ ∈ A[Y ] is the unique
expression
Θ =
∑
z∈B(n)
ΘzΨ
z with Θz ∈ A and Ψ z =
∏
1ih+1
Ψ
zi
i .
Here Θz is called the zth digit in the Ψ -adic expansion of Θ , and it is required to be zero for
all except a finite number of z in B(n), i.e., we require the Ψ -support of Θ defined by
SuppΨ (Θ) =
{
z ∈ B(n): Θz = 0
}
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Θ = 0 ⇔ SuppΨ (Θ) = ∅.
Also note that
(4.3)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
if z ∈ B(n) then Ψ z ∈ A[Y ]× is monic of degree 〈z,n〉 in Y ,
and hence:
if Θ ∈ A[Y ]× and ζ is the n-adic expansion of degY Θ
then ζ ∈ SuppΨ (Θ)
with degY Θ = 〈ζ,n〉> 〈z,n〉 for all ζ = z ∈ SuppΨ (Θ)
and lecoYΘ = Θζ = 0
and: Θ is monic in Y ⇔Θζ = 1
where lecoYΘ ∈ A denotes the leading coefficient of Θ , i.e., the coefficient of the highest
Y -degree term in Θ .
Now reverting to the notation of Section 1 to 3, assuming the existence of a nice special
value κ for (f,g), selecting such a κ , and letting
Θ = Θ(X,Y ) ∈ k[X−1, Y ] with A = k[X−1]
and
Ψj = Ψj (X,Y ) = Φj,κ(X,Y ) for 0 j  h+ 1
we see that n is the reciprocal GCD sequence of m as well as r , i.e.,
h(n) = h(m) = h and ni = ni(m) = d1(m)/di(m) for 1 i  h+ 1
and
h(n) = h(r) = h and ni = ni(r) = d1(r)/di(r) for 1 i  h+ 1
where we note that, in Section 3 of Part I, the adjective GCD was inadvertently dropped from the
phrase reciprocal GCD sequence.
To connect with the situation of PII(8.4.19), for w ∈ Q ∪ {±∞} let (w1,w2) be the unique
pair of coprime integers with w1  0 such that if w ∈ Q then w = −w2/w1 whereas if w = −∞
or ∞ then (w1,w2) = (0,1) or (0,−1) respectively.
As in PII(8.4.19) we write
f ∼w g
to mean that f is w-similar to g, and
f w g
to mean its negation.
2738 S.S. Abhyankar / Journal of Algebra 320 (2008) 2720–2826For any
θ = θ(X,Y ) ∈ k[X,X−1, Y,Y−1]
let
aw(θ) = −degw(θ)
and
Dw(θ) = degY
(
θ+w
)
with
Δw(θ) = degX
(
lecoY
(
θ+w
))
and observe that then
aw(θ) = −deg
(
θ0w
)
where, as in Section 2 of Part II, the w-version of θ (i.e., the jacked up version of θ ) is defined
by putting
θ0w = θ0w(X,Y ) = θ
(
Xw1, Yw2
) ∈ k[X,X−1, Y,Y−1]
and we note that
degw(θ) = deg
(
θ0w
)
and
(
θ+w
)0
w
= degree form of θ0w
and
θ is w-homogeneous ⇔ θ0w is homogeneous
where the usual notions of degree, degree form, and homogeneity are extended from the ordinary
polynomial ring to the bigger ring k[X,X−1, Y,Y−1] in an obvious manner.
For every z ∈ SuppΨ (Θ) let z∗ ∈ B∗(r) be defined by putting
z∗j =
{
zj if 1 j  h,
ordX Θz if j = 0.
Clearly [see the boldfaced note—on the previous page just after (4.3)—that n is the reciprocal
GCD sequence of r ; also see lines 15–24 on page 258 of the Kyoto Paper [Ab2] starting with
“We shall have occasion”]
(4.4)
⎧⎪⎪⎨⎪⎪⎩
if 0 degY Θ < nh+1
then there exists a unique τ ∈ SuppΨ (Θ)
such that I (Θ) = I (ΘτΨ τ ) = 〈τ ∗, r〉 < 〈z∗, r〉 = I (ΘzΨ z)
for all τ = z ∈ SuppΨ (Θ)
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dependence on Θ then we could denote it by τ(Θ).
By (4.1) to (4.4) we see that
(4.5)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
if 0 degY Θ < ne for some e ∈ {1, . . . , h+ 1}
and if for some 0 < π ∈ Q
we have aw(Ψ j ) = I (Ψj )π for 0 j  e − 1
then aw(Θ)= aw((ΘτΨ τ )) = 〈τ ∗, r〉π < 〈z∗, r〉π = aw((ΘzΨ z))
for all τ = z ∈ SuppΨ (Θ)
and hence aw(Θ)= I (Θ)π and (Θ)+w = ((ΘτΨ τ ))+w.
By (4.5) (and the obvious fact that if f is w-similar to a finite number of members of k[X,Y ]
then it is w-similar to their product) we see that
(4.6)
⎧⎨⎩
in the situation of (4.5),
if f ∼w Ψ j for 0 j  e − 1
then f ∼w Θ.
Now (where the first equation follows from (2.3) and the second is obvious)
(4.7)
⎧⎪⎨⎪⎩
for 1 j  h
we have I (Ψ ′j )= rj −mj
and degY Ψ ′j < nj
and hence by (4.6) we see that
(4.8)
{ in the situation of (4.6) with e h,
we have (re −me)π = aw((Ψ ′e)) & f ∼w (Ψ ′e).
By the chain rule we have
j (f,Ψ

e )
j (X,Y )
= j (f,Ψ

e )
j (f, g)
j (f, g)
j (X,Y )
and clearly
j (f,Ψ

e )
j (f, g)
= (Ψ ′e)
and hence
(4.9) J (f,Ψ e )= (Ψ ′e)J (f, g) for 1 e h+ 1.
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(4.10)
⎧⎨⎩
in the situation of (4.6) with e h,
if f ∼w J (f,g)
then f ∼w J (f,Ψ e ).
In view of PII(7.4.1), by (4.4) to (4.10) we get the following Theorem (4.11), and by also
invoking PII(4.6) we get the following Theorem (4.12).
Theorem (4.11). Assume that J (f,g) = 0 [by (2.1) this ensures a nice special value for (f, g)].
Let 0 < π ∈ Q and e ∈ {1, . . . , h+ 1} be such that for 0 j  e− 1 we have aw(Ψ j ) = I (Ψj )π
and f ∼w Ψ j . Then for every Θ ∈ k[X−1, Y ] with 0 degY Θ < ne we have aw(Θ) = I (Θ)π
and f ∼w Θ. Moreover, if e = h+ 1 then we always have
meπ + aw
(
Ψ e
)− I (Ψe)π  aw(XY)− aw(f )
and if also aw(f ) = 0 then we have:{
meπ + aw(Ψ e )− I (Ψe)π < aw(XY)− aw(f )
⇔ f ∼w Ψ e .
Theorem (4.12). Assume that J (f,g) = 0 [by (2.1) this ensures a nice special value for (f, g)].
Let 0 < π ∈ Q and e ∈ {1, . . . , h} be such that for 0 j  e− 1 we have aw(Ψ j ) = I (Ψj )π and
f ∼w Ψ j . Assume that either (i) −∞ <w < 0 or (ii) ∞ >w  0 = aw(f ) & Dw(Ψ e )aw(f )−
Dw(f )aw(Ψ

e ) = 0 < aw(XY)/aw(f ). Then f as well as Ψ e has at most two points at infinity
in the w-weighted sense. More precisely f+w = 0 xiyj and (Ψ e )+w = 0 xi∗yj∗ where i, j, i∗, j∗
are nonnegative integers with i − j = 0 = i + j = 0 = i∗ + j∗ and (x, y) is the w-automorphic
pair described below.
(1) If w = −1 then x = αX + α∗Y and y = βX + β∗Y where α,α∗, β,β∗ in k are such that
αβ∗ − α∗β = 0.
(2) If −∞ < w < −1 then x = X and y = γX−w + Y with γ ∈ k such that −w ∈ N+ in case
γ = 0.
(3) If 0 >w > −1 then x = Y and y = X+ γ Y−1/w with γ ∈ k and −1/w ∈ N+ in case γ = 0.
(4) If ∞ > w  0 = aw(f ) & Dw(Ψ e )aw(f ) − Dw(f )a(Ψ e ) = 0 < aw(XY)/aw(f ) then
x = X and y = Y + γX−w with γ ∈ k such that w = 0 in case γ = 0.
Moreover we have aw(f ) = 0 and we have (I) and (II) stated below.
(I) lagw(f,Ψ e ) = 0 ⇔ f ∼w Ψ e .
(II) lagw(f,Ψ e )= 0 ⇒ (i∗, j∗)= (1 + ci,1 + cj) for some c ∈ Q.
Note that here lagw(f,Ψ

e ) equals RHS minus LHS of the displays in (4.11), i.e.,{
lagw(f,Ψ

e ) = −meπ − aw(Ψ e )+ I (Ψe)π + aw(XY)− aw(f )
with lagw(f,Ψ

e ) 0.
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the important Two Point Lemma PII(4.6) which is certainly used in the proof of (4.12). However,
Section 9 of Part I is crucial. In connection with (4.12) we note that, for w ∈ Q with aw(f ) = 0,
the condition aw(XY)/aw(f ) > 0 is equivalent to the condition w > 1 or w < 1 according as
aw(f ) > 0 or aw(f ) < 0, and for any i, j in N we have: i − j = 0 ⇒ i + j = 0.
Concerning the quantity π in (4.11) we see that
(4.14)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
we have f ∼w Ψ 0
with (aw(Ψ 0 ), I (Ψ0)) = (aw(f ),−N)
and hence for any 0 < π ∈ Q
we have: aw(Ψ 0 ) = I (Ψ0)π ⇔ π = −aw(f )/N.
Concerning the function aw(Θ) in (4.11) we note that
(4.15)
⎧⎪⎪⎨⎪⎪⎩
for every Θ ∈ k[X−1, Y ] with 0 degY Θ < nh+1
we have (Δw(Θ),Dw(Θ)) ∈ Supp((Θ)+w)
and for every (Δ∗,D∗) ∈ Supp((Θ)+w)
we have aw(Θ) = −D∗w2 −Δ∗w1
and hence in particular
(4.16) aw(f ) = −Dw(f )w2 −Δw(f )w1.
Note that
(4.17)
{
since g = 0, we have η = 0, and hence h = 0
and by definition we have mh+1 = ∞.
Inspired by the RHS of the inequalities in (4.11), we define the w-numeric Nw(f,g) of (f, g)
by putting
Nw(f,g) = N − aw(XY)
(
N/aw(f )
)
with the understanding that if aw(f ) = 0 then Nw(f,g) = ∞, and we define the w-elongation
ew(f,g) of (f, g) by putting
ew(f,g) = min
{
e ∈ {1, . . . , h+ 1}: me Nw(f,g)
}
.
Concerning Nw(f,g), by (4.16) we see that
(4.18)
⎧⎪⎪⎨⎪⎪⎩
if aw(f ) = 0 with w ∈ Q
then Nw(f,g) = N −N(w − 1)/(Dw(f )w −Δw(f ))
with Dw(f )w −Δw(f ) = aw(f )/w1 = 0
and Nw(f,g)(−aw(f )/N) = RHS of the inequalities in (4.11)
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(4.19)
⎧⎨⎩
if aw(f ) = 0 with w ∈ Q and N = Dw(f )+Δw(f )
then Nw(f,g) = N − (Dw(f )+Δw(f ))(w − 1)/(Dw(f )w −Δw(f ))
with Dw(f )w −Δw(f )= aw(f )/w1 = 0.
Recalling that f is regular in Y , or f is Y -regular, means its Y -degree equals its total degree,
clearly
(4.20)
⎧⎨⎩
if f is regular in Y with w = −1
then for every (u, v) ∈ Supp(f+w )
we have N = v + u
and
(4.21)
⎧⎪⎪⎨⎪⎪⎩
if f is regular in Y with w = −1
then −aw(f )/N = 1 and N = Dw(f )+Δw(f )
with (0,Dw(f )) = (Δw(f ),Dw(f )) ∈ Supp(f+w )
and therefore by (4.19) we get Nw(f,g) = N − 2.
Finally, in the following theorem we show that Nw(f,g) is monotonic in w.
Theorem (4.22). Assume that aw(f ) < 0. Let D = Dw(f ) and Δ = Δw(f ), and let w∗ ∈ Q be
such that w∗ <w < ∞ with (Δ,D) ∈ Supp(f+w∗). Then for any  ∈ {<,=,>} we have:
Nw(f,g)Nw∗(f, g) ⇔ ΔD.
Proof. Letting Nw = Nw(f,g) with Nw∗ = Nw∗(f, g), by (4.15) and (4.18) we have
Nw −N
N
= w − 1−Dw +Δ with 0 < −Dw +Δ ∈ Q
and
Nw∗ −N
N
= w
∗ − 1
−Dw∗ +Δ with 0 < −Dw
∗ +Δ ∈ Q
and hence
Nw Nw∗ ⇔ (w − 1)(−Dw∗ +Δ) (w∗ − 1)(−Dw +Δ).
Clearly
(w − 1)(−Dw∗ +Δ) (w∗ − 1)(−Dw +Δ) ⇔ Δ(w −w∗)D(w −w∗)
which follows by transferring terms from the left to the right, and now dividing both sides by the
positive rational number w −w∗ we get
Δ(w −w∗)D(w −w∗) ⇔ ΔD.
Our claim follows from the last three displays.
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In Section 6 we shall continue with the general weight w. Here, as a model, in (5.1) to (5.3)
we shall deal with the special case of w = −1.
First note that
(5.1)
⎧⎨⎩
if f is Y -regular with w = −1 then taking π = 1,
for any Θ ∈ k[X−1, Y ] with 0 degY Θ < nh+1 we have:
f ∼w Θ ⇒Θ is regular in Y ⇒ aw(Θ)= I (Θ)π = − degY (Θ)
where the first implication is by the Y -regularity of f and the second is by (2.5). In view of (5.1),
by (4.6) we get the following:
(5.2)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Assume that f is Y -regular with w = −1 and J (f,g) = 0 ,
let e ∈ {1, . . . , h+ 1} be such that f ∼w Ψ j for 0 j  e − 1,
and let Θ ∈ k[X−1, Y ] be such that 0 degY Θ < ne.
Then we have f ∼w Θ.
Now let us deduce the following:
(5.3)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Assume that f is Y -regular with w = −1 and J (f,g) = 0 ,
and let e ∈ {1, . . . , h} be such that f ∼w Ψ j for 0 j  e − 1.
Then we have the following:
(i) f ∼w J (f,Ψ e ).
(ii) J (f,Ψ e ) = 0 (Ψ ′e) with degw(Ψ ′e) = me − re.
(iii) f has one point at infinity or Ψ e is Y -regular.
(iv) if me = N − 2 then f has one point at infinity or f ∼w Ψ e .
Proof. In view of (5.1), we get (i) and (ii) from (4.8) (with π = 1) to (4.10), and then, in
view of (i), we get (iii) as a consequence of Lemma (4.6)(1) of Part II. [Note that (4.8) to
(4.10) are subsumed in the above Theorem (4.11), while Lemma (4.6)(1) of Part II is partly
subsumed in the above Theorem (4.12)]. To prove (iv), note that by (i) and (ii) we have (xi)
degw J (f,Ψ

e ) = me − re . Since f is Y -regular, we have (xii) degw f = N . Assuming f does
not have one point at infinity, in view of (iii), by (2.5) and (4.1) we get (xiii) degw Ψ e = −re.
Also assuming f w Ψ e , by (4.1) of Part II we get lagw(f,Ψ e ) = 0 and hence by the definition
of lag we get (xiv) degw f + degw Ψ e − degw J (f,Ψ e ) = 2. By (xi) to (xiv) we conclude that
me = N − 2 which proves (iv). 
Next we sharpen (5.3)(iv) thus.
(5.4)
⎧⎨⎩
Assume that f is Y -regular with w = −1 and J (f,g) = 0 .
Also assume that mj = N − 2 for 1 j  h.
Then f has one point at infinity.
Proof. Now, in view of (5.3)(iv), by induction on j we see that either f has one point at
infinity or f ∼w Ψ  for 0  j  h. Since f is Y -regular, by (4.1) and (5.1) we see thatj
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j ⇒ degw(Ψ j ) = −rj ; consequently, because GCD(r0, . . . , rh) = dh+1 = 1, by taking
(g0, . . . , ge,w) = (Ψ 0 , . . . ,Ψ h ,−1) in the following Lemma (5.5), we conclude that f has one
point at infinity. 
Lemma (5.5). Let gj ∈ k[X,Y ]× for 0 j  e with e ∈ N be such that g0 ∼w gj for 0 j  e
and GCD(degw g0, . . . ,degw ge) = 1 with degw g0 = 0, where we recall that w ∈ Q ∪ {±∞}.
Then for some C ∈ k[X,Y ]× which is w-homogeneous of w-degree |degw g0|/degw g0 we have
(gj )
+
w = 0 C|degw gj | for 0 j  e.
Proof. By the given GCD condition we can find v1, . . . , ve in N+ such that GCD(degw g0,
degw(g
v1
1 . . . g
ve
e )) = 1. Clearly g0 ∼w (gv11 . . . gvee ), and hence we are done by taking (A,B) =
((g0)+w, (g
v1
1 . . . g
ve
e )
+
w) in PII(3.10) or PII(3.11). 
Remark–Definition. Note that (5.2), (5.3)(i), (5.3)(iii), (5.3)(iv) give transparent short proofs of
Lemmas (20.7), (20.8.1), (20.8), (20.9) of [Ab1] respectively. In (5.9) we shall give a transparent
short proof of Theorem (20.10) of [Ab1] which adds a couple of items to the lists of conditions
equivalent to the Jacobian Conjecture given in items (1.3) and (6.2) of Parts I and II respectively.
First in (5.8) we shall give a transparent short proof of the special properties of the characteristic
sequence of an epimorphic pair given in item (13.5) of [Ab1]. We start off by making some
definitions.
Recall that given f = f (X,Y ) ∈ k[X,Y ] and g = g(X,Y ), we call (f, g) a Jacobian pair or
an automorphic pair (over k) if J (f,g) = 0 or k[f,g] = k[X,Y ] respectively. Let us call (f, g)
a quasiautomorphic pair if k(f, g) = k(X,Y ). Likewise, in the situation of Section 4 of Part I,
given any ξ = ξ(Z) ∈ K[Z] \ K and η = ξ(Z) ∈ K[Z] \ K , let us call (ξ, η) an epimorphic
pair or a quasiepimorphic pair (over K) if K[Z] = K[ξ(Z), η(Z)] or K(Z) = K(ξ(Z), η(Z))
respectively. Note that, in view of PI(3.1∗∗∗) and the preamble of Section 4 of Part I, with the
current assumption of a nice special value defined just before (2.1), (f (W,Z),g(W,Z)) is a
quasiepimorphic pair over an algebraic closure K of k(W). From Section 10 of Part I, recall the
definition of mep(ξ, η) and its relation to the current situation of m = mmo(f,g). Also recall that
r = r(q(m)) with d(r) = d(m) and h(r) = h(m).
In connection with (4.1) we claim that
(5.6)
⎧⎨⎩
for 0 j  h we have rj < 0,
and this continues to hold for m = mep(ξ, η)
with quasiepimorphic pair (ξ, η).
Proof. Let φ(X,Y ) be the irreducible polynomial in k[X,Y ] which is monic in Y and which is
such that φ(ξ(Z), η(Z)) = 0. Then degX φ(X,Y ) = −r0 > 0 and degY φ(X,Y ) = −r1 > 0. For
2  j  h, let φj (X,Y ) be the (dj )th approximate root of φ(X,Y ); then 0 < degY φj (X,Y ) =
nj < nh+1 = −r1 and therefore φj (ξ(Z), η(Z)) /∈ K ; consequently degZ φj (ξ(Z), η(Z)) > 0;
but degZ φj (ξ(Z), η(Z)) = −rj , and hence −rj > 0. Thus for 0 j  h we have rj < 0. 
S.S. Abhyankar / Journal of Algebra 320 (2008) 2720–2826 2745As a weaker version of (5.6) with easier proof we claim that
(5.7)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
for 0 j  h we have rj = 0,
and more generally for m= m(J, l)
where J is any subset of Z bounded from below
and l is any nonzero integer,
for 0 j  h with j = 1 we have rj = 0.
Proof. In the current situation we have r1 = −M = 0, and hence it suffices to consider the case of
m = m(J, l). Now by definition r0 = l = 0, and for 2 j  h we have dj > dj+1 = GCD(dj , rj )
and hence rj = 0. 
Next we prove the following.
Theorem (5.8). If (f, g) is an automorphic pair then m = mmo(f,g) is a rigid charseq. More
generally, if (ξ, η) is any epimorphic pair then m= mep(ξ, η) is a rigid charseq.
Proof. The first sentence follows from the second sentence.
The second sentence follows by noting that:
(i∗) the strict generation property of the charseq r appears in assertion (17) on page 374 of the
Kyoto Paper [Ab2];
(ii∗) h 1 because η(Z) = 0, whereas the condition −1 ∈ rN is visibly equivalent to the part
of epimorphicity requiring that Z be expressible as a polynomial in ξ(Z), η(Z);
(iii∗) d1  d2 > · · · > dh+1 = 1 because d = d(m(Φ, l)) where m(Φ, l) is the Newtonian
charseq of irreducible Φ(X,Y ) ∈ K((X))[Y ] of Y -degree −l > 0 with Φ(X,0) = 0.
(iv∗) rj < 0 for 0 j  h by (5.6).
Now we are ready to prove the following theorem where the implications are labelled (i),
(vii), (viii) to conform with PII(6.2). Note that, in (vii) and (viii), in accordance with the ongoing
notation, f is monic of positive degree N in Y , and g is of positive degree M in Y . No such
conditions are assumed for the Jacobian pair (f, g) in (i).
Theorem (5.9). The following three implications are equivalent.
(i) (f, g) is a Jacobian pair in k[X,Y ] ⇒ (f, g) is an automorphic pair.
(vii) f is Y -regular with N > 1 and J (f,g) = 0 ⇒ mi <N − 2 for 1 i  h.
(viii) f is Y -regular with N > 1 and J (f,g) = 0 ⇒ mi = N − 2 for 1 i  h.
Proof. If for the pair (f, g) in (vii) we have h = 1 then GCD(N,M) = 1 because (m0,m1) =
(−N,−M); therefore if also m1 N − 2 then M + N  2 and hence N = 1. Consequently by
(4.2.8)(v) and (5.6) we get (i) ⇒ (vii).
(vii) ⇒ (viii) is obvious.
Now assuming (viii) we shall prove (i) by induction on
min
{
deg(f ),deg(g)
}
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suitable linear transformations on the Jacobian pair as well as on the variables, without loss of
generality we may suppose that the pair (f, g) is such that f and g are both monic and regular
in Y with
1 deg(f ) = N M = deg(g).
If N = 1 then (f, g) is an automorphic pair by PII(4.15)(6). So let N > 1 and assume true for all
smaller values of N . Now, in view of (viii), by (5.4) we see that f has one point at infinity, and
hence we get a min deg reduction by PII(5.2). 
6. Preservation of proportionality
Returning to the general weight situation of Section 4, let us proceed to prove the following
Lemmas (6.1) to (6.5) showing that the proportionality factor π is preserved. These lemmas
generalize items (5.1) to (5.5) of Section 5 respectively. To exhibit the dependence of π on the
weight w, as detailed in (4.14), let us put
πw = −aw(f )/N.
Consider the small proportionality condition
p(e,w) aw
(
Ψ e
)= I (Ψe)πw
and the small similarity condition
s(e,w) f ∼w Ψ e .
Also consider the big proportionality condition saying that
P(w) p(e,w) holds for all e ∈ {1, . . . , h} with me Nw(f,g)
and the big similarity condition saying that
S(w) s(e,w) holds for all e ∈ {1, . . . , h} with me <Nw(f,g).
Likewise consider the small quasiproportionality condition saying that
q(e,w)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
condition p(e,w) holds
and f ∼w J (f,Ψ e ) with degw(Ψ e ) = −reπw
and J (f,Ψ e ) = 0 (Ψ ′e) with degw(Ψ ′e) = (re −me)πw
and for all Θ ∈ k[X−1, Y ]× with degY Θ < ne
we have aw(Θ) = I (Θ)πw with f ∼w Θ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Q(w) q(e,w) holds for all e ∈ {1, . . . , h} with me Nw(f,g).
Clearly there are some redundancies in the above definition of q(e,w); for instance, by (4.1)
and (2.5), the second part of the second line subsumes p(e,w). Finally consider the big total
similarity condition saying that
T (w)
{
for all e ∈ {1, . . . , h} with me Nw(f,g)
we have that: s(e,w) holds ⇔ me <Nw(f,g).
At a crucial point in the proof of Lemma (6.4) we shall make induction on the weight w.
The ground case of the induction is provided by item (5.3) where f is assumed Y -regular. In
order to provide an alternative ground case we define: θ ∈ k[X,Y ] is w-pseudoregular means
0 > w ∈ Q with degY θ+w = degY θ and θ is submonic of degree ν ∈ N+ in Y ; here θ ∈ k[X,Y ]
is submonic of degree ν ∈ N means θ = 0 Y ν +∑j<ν aijXiY j where aij ∈ k. Moreover, θ ∈
k[X,Y ] is w-unipoint means θ is w-pseudoregular of Y -degree ν and: either θ+w = 0 Y ν , or
θ+w = 0 (Y + 0 X−w)ν with −w ∈ N+, or θ+w = 0 (Y−1/w+ 0 X)−νw with {−1/w,−νw} ⊂ N+.
In the current situation where f is assumed monic of positive degree N in Y we clearly have:
f is Y -regular ⇒ f is (−1)-pseudoregular; and f is w-unipoint ⇒ f has one point at infinity in
the w-weighted sense.
To introduce some more unipoints, given θ,ψ in k[X,Y ] we say that (the pair) (θ,ψ) is
nonsimilarly Y -unipoint to mean that
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
upon letting w = 0 we have
θ+w = 0 Xi(Y + γ )j with ψ+w = 0 Xi
∗
(Y + γ )j∗
where γ ∈ k× and i, j, i∗, j∗ are nonnegative integers
such that i − j = 0 = i + j = 0 = i∗ + j∗
with (i∗, j∗) = (1 + ci,1 + cj) and c ∈ Q.
By changing the last line to read “with (i∗, j∗) = (ci, cj) and c ∈ Q×” we get the notion of
(θ,ψ) to be similarly Y -unipoint. By flipping X,Y and changing w = 0 to w = −∞ we get the
notions of (θ,ψ) to be nonsimilarly X-unipoint or similarly X-unipoint respectively. Drop-
ping the reference to ψ we get the notions of θ to be Y -unipoint or X-unipoint; for instance,
θ is Y -unipoint means
⎧⎪⎪⎨⎪⎪⎩
upon letting w = 0 we have
θ+w = 0 Xi(Y + γ )j
where γ ∈ k× and i, j are nonnegative integers
such that i − j = 0 = i + j .
To complete the picture, we say that (θ,ψ) is nonsimilarly w-unipoint to mean that both θ and
ψ are w-unipoint and we have θ w ψ . Likewise, we say that (θ,ψ) is similarly w-unipoint to
mean that both θ and ψ are w-unipoint and we have θ ∼w ψ .
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(6.0•)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
πw = −aw(f )/N
and Nw(f,g) = N − aw(XY)(N/aw(f ))
(which is taken to be ∞ if aw(f ) = 0)
and ew(f,g) = min{e ∈ {1, . . . , h+ 1}: me Nw(f,g)}
and degw θ = −aw(θ) for all θ ∈ k[X,X−1, Y,Y−1]
and 0 > rj = I (Ψj ) ∈ Q for 0 j  h
where the last line is by (5.6) and the rest is by definition, and so in particular
(6.1•)
{degw f = −aw(f ) with degY f = N
and hence: πw > 0 ⇔ degw(f ) > 0.
Also observe that
(6.2•) p(0,w) and s(0,w) are true for all w ∈ Q ∪ {±∞}.
Finally observe that, by (2.5) we see that
(6.3•)
{
if Θ ∈ R×k with degY Θ < nh+1 is such that
Θ is w-pseudoregular then aw(Θ)= I (Θ)πw .
These observations may be used tacitly.
Lemma (6.1). Assume that J (f,g) = 0 and degw f > 0. Let e ∈ {1, . . . , h + 1} be such that
p(j,w) holds for 0  j  e − 1. Then for any Θ ∈ k[X−1, Y ]× with degY Θ < ne we have
aw(Θ
) = I (Θ)πw .
Proof. Follows from (4.5). 
Lemma (6.2). Assume that J (f,g) = 0 and degw f > 0. Let e ∈ {1, . . . , h + 1} be such that
p(j,w) and s(j,w) hold for 0 j  e− 1. Then for any Θ ∈ k[X−1, Y ]× with degY Θ < ne we
have f ∼w Θ.
Proof. Follows from (4.6). 
Lemma (6.3). Assume that J (f,g) = 0 and degw f > 0. Let e ∈ {1, . . . , h} be such that p(j,w)
and s(j,w) hold for 0 j  e − 1. Then we have the following.
[See PII(4.14) for the antecedent w†(f ) and the consequent w‡(f ). Likewise see
PII(8.4.19)(IV) and PII(8.4.19)(VIII.2) for the monomial f w to be above the 45◦ line. Note
that: f is Y -regular ⇒ f is (−1)-pseudoregular. Also note that: f is w-pseudoregular ⇒ fw is
above the 45◦ line].
(i) f ∼w J (f,Ψ e ).
(ii) J (f,Ψ e ) = 0 (Ψ ′e) with degw(Ψ ′e) = (me − re)πw .
(iii) If f is w-pseudoregular then f is w-unipoint or Ψ e is w-pseudoregular.
(iv) If f is w-pseudoregular but not w-unipoint then: f ∼w Ψ e ⇔me = Nw(f,g).
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and both P(w) and S(w) hold, where ŵ = −∞ and w ∈ Q ∪ {ŵ} with w > w 
max(w†(f ),w†(Ψ e )), then p(e,w) holds.
(iv∗) If fw is above the 45◦ line and me  Nw(f,g) and ŵ < w < 1 with degw f > 0
and both P(w) and S(w) hold, where ŵ = −∞ and w ∈ Q ∪ {ŵ} with w > w 
max(w†(f ),w†(Ψ e )), then: s(e,w) holds ⇔ me <Nw(f,g).
(v∗) If fw is above the 45◦ line and p(e,w) holds but s(e,w) does not, and Nw(f,g) = me
with e > 1 and ŵ < w < w‡(f ) < 1 with ŵ = −∞, and moreover for all w ∈ Q with
w < w  w‡(f ) we have degw f > 0 and both Q(w) and T (w) hold, then ew(f,g) = e
and either
(I)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
there exists  ∈ {1, . . . , e − 1} such that
upon letting w¨ = min(w‡(f ),w‡(Ψ  ),w‡(Ψ e ))
we have w¨ ∈ Q with w < w¨ = min(w‡(f ),w‡(Ψ  ))w‡(f )
and Nw¨(f,g) = m with ew¨(f, g) = 
or
(II)
{
w‡(f )w‡(Ψ e ) and upon letting w = w‡(f )
we have w = 0 and (f,Ψ e ) is nonsimilarly Y -unipoint.
Proof. In view of (6.1) and (6.2), we get (i) and (ii) from (4.8) to (4.10), and then, in view of (i),
we get (iii) as a consequence of PII(4.6).
To prove (iv), note that by (i) and (ii) we have (xi) degw J (f,Ψ e ) = (me − re)πw . By the
definition of πw we have (xii) degw f = Nπw . Assuming f is w-pseudoregular but not w-
unipoint, in view of (6.3•) and (iii), by (2.5) and (4.1) we get (xiii) degw Ψ e = −reπw . By
PII(4.1) we have lagw(f,Ψ e ) = 0 ⇔ f w Ψ e , and hence by the definitions of lag and Nw we
get (xiv) degw f + degw Ψ e − degw J (f,Ψ e ) = Nπw − Nw(f,g)πw ⇔ f w Ψ e . By (xi) to
(xiv) we conclude that me = Nw(f,g) ⇔ f w Ψ e which proves (iv).
To prove (iii∗), assume that fw is above the 45◦ line and me  Nw(f,g) and ŵ < w < 1
with degw f > 0 and both P(w) and S(w) hold, where ŵ = −∞ and w ∈ Q ∪ {ŵ} with w >
w max(w†(f ),w†(Ψ e )). Here is a sketch-proof that then p(e,w) holds; details in (6.3∗). The
definition of compound derivative given in the beginning of PII(8.4.19) yields
p(e,w) ⇔ (w, ŵ)′(f )= (w, ŵ)′(Ψ e )
and
p(e,w) ⇔ (w, ŵ)′(f ) = (w, ŵ)′(Ψ e ).
Also clearly
(w, ŵ)′(f ) · (w,w)′(f ) = (w, ŵ)′(f )
and
(w, ŵ)′
(
Ψ e
) · (w,w)′(Ψ e )= (w, ŵ)′(Ψ e ).
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(w,w)′(f ) = (w,w)′(Ψ e ).
However, this equation is only a surmise. PII(8.4.19)(VIII.2) yields the correct version (6.3∗)(2∗).
To prove (iv∗) assume that fw is above the 45◦ line and me  Nw(f,g) and ŵ < w < 1
with degw f > 0 and both P(w) and S(w) hold, where ŵ = −∞ and w ∈ Q ∪ {ŵ} with
w > w max(w†(f ),w†(Ψ e )). By (i) and (ii) we get (xi∗) degw J (f,Ψ e ) = (me − re)πw . By
the definition of πw we have (xii∗) degw f = Nπw . In view of (iii∗), by (2.5) and (4.1) we
get (xiii∗) degw Ψ e = −reπw . By PII(4.1) we have lagw(f,Ψ e ) = 0 ⇔ f w Ψ e , and hence
by the definitions of lag and Nw we get (xiv∗) degw f + degw Ψ e − degw J (f,Ψ e ) = Nπw −
Nw(f,g)πw ⇔ f w Ψ e . By (xi∗) to (xiv∗) we conclude that me = Nw(f,g) ⇔ f w Ψ e
which proves (iv∗).
(v∗) is mostly a paraphrase of PII(8.4.19)(XII); details in (6.3∗∗). 
Critique (6.3∗). To give a detailed proof of (6.3)(iii∗), with notation as in the preamble of
(6.3), let us assume that fw is above the 45◦ line and me  Nw(f,g) and ŵ < w < 1 with
degw f > 0 and both P(w) and S(w) hold, where ŵ = −∞ and w ∈ Q ∪ {ŵ} with w > w 
max(w†(f ),w†(Ψ e )). We want to show that then
(1∗) p(e,w) holds.
Because fw is assumed to be above the 45◦ line, by (4.22) we get
me <Nw(f,g)
and hence by assumption we see that
(1) s(e,w) holds
and
(2) p(e,w) holds.
By (2.5) we see that
(3) p(e,w) ⇔ −degw(f )
degY (f )
= −degw(Ψ

e )
degY (Ψ

e )
and
(4) p(e,w) ⇔ −degw(f )
degY (f )
= −degw(Ψ

e )
degY (Ψ

e )
where, by (4.1) and (5.7),
(5) the denominators in (3) and (4) are nonzeroes.
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and the compound derivative ( , )′(f ) given in the beginning of PII(8.4.19), in view of (2) to (5)
we see that
(6)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
{(w)′(f ), (ŵ)′(f ), (w)′(f )} ⊂ Q×
and {(w, ŵ)′(f ), (w,w)′(f ), (w, ŵ)′(f )} ⊂ Q×
with (w, ŵ)′(f )= (w)′(f )/(ŵ)′(f )
and (w,w)′(f ) = (w)′(f )/(w)′(f )
and (w, ŵ)′(f ) = (w)′(f )/(ŵ)′(f )
and
(7)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
{(ŵ)′(Ψ e ), (w)′(Ψ e ), (w, ŵ)′(Ψ e )} ⊂ Q×
and {(w)′(Ψ e ), (w, ŵ)′(Ψ e ), (w,w)′(Ψ e )} ⊂ Q
with (w, ŵ)′(Ψ e ) = (w)′(Ψ e )/(ŵ)′(Ψ e )
and (w,w)′(Ψ e ) = (w)′(Ψ e )/(w)′(Ψ e )
and (w, ŵ)′(Ψ e ) = (w)′(Ψ e )/(ŵ)′(Ψ e )
and
(8) p(e,w) ⇔ (w, ŵ)′(f ) = (w, ŵ)′(Ψ e )
and
(9) p(e,w) ⇔ (w, ŵ)′(f ) = (w, ŵ)′(Ψ e ).
Also clearly
(10) (w, ŵ)′(f ) · (w,w)′(f )= (w, ŵ)′(f )
and
(11) (w, ŵ)′(Ψ e ) · (w,w)′(Ψ e )= (w, ŵ)′(Ψ e ).
Consequently (see (6.3	) below) it suffices to show that
(2∗) (w)′
(
Ψ e
)= (w,w)′(f )(w)′(Ψ e )
where we note that Eq. (2∗) is weaker than equation
(w,w)′(f ) = (w,w)′(Ψ e )
surmised in the sketch-proof. In view of (1), Eq. (2∗) follows from the first conclusion (before
“moreover”) of PII(8.4.19)(VIII.2)(ii).
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A = B and [9] (2) ⇔ A = B . Let us also write (10) and (11) as saying: [10] A A˜ = A and
[11] B B˜ = B . Finally let us write (2∗) as saying: [12] B ′ = A˜B ′′. Then the first and the fourth
lines of (7) say that: [7] B˜ = B ′/B ′′ with B ′′ = 0. Now [7] to [12] tell us that: (2) implies (1∗).
Here the letters A,B with or without flourishes have visually obvious meanings.
Critique (6.3∗∗). To give a detailed proof of (6.3)(v∗), with notation as in the preamble of
(6.3), let us assume that fw is above the 45◦ line and p(e,w) holds but s(e,w) does not, and
Nw(f,g) = me with e > 1 and ŵ < w <w‡(f ) < 1 with ŵ = −∞, and moreover for all w ∈ Q
with w <w  w‡(f ) we have degw f > 0 and both Q(w) and T (w) hold. Now by (6.3∗∗∗)(1)
below we get e = ew(f,g). For every w ∈ Q with w  w  w‡(f ), let us consider the largest
positive integer (w)  e such that s(j,w) holds for 1  j < (w). Clearly (w) = e. Letting
gj = Ψ j for 1  j  e, in view of (6.3)(i) and (6.3∗∗∗∗) below we see that for all w ∈ Q with
w  w  w‡(f ) we have the similarity f ∼w J (f,gj ) for 1  j  (w). Hence, upon letting
 = (w˜) with w˜ = min(w‡(f ),w‡(ge)), by PII(8.4.19)(XII) we see that either  < e or (II)
holds. If  < e then by (6.3∗∗∗)(3) below we see that (I) holds. Note that the proof of (6.3∗∗∗∗) is
very similar to the proof of (6.3∗) except that the former uses PII(8.4.19)(VII.3) whereas the latter
uses its more sophisticated cousin PII(8.4.19)(VIII.2); the desire to enhance the said similarity
caused us to flip w,w in applying (6.3∗∗∗∗); the resulting similarity is so extensive that the entire
proof of (6.3∗∗∗∗) except its last sentence “In view of (0) and (1) . . .” is completely identical with
the material in the proof of (6.3∗) starting from “By (2.5) we see that” except its last sentence
“In view of (1) . . . .”
Sublemma (6.3∗∗∗). Assuming J (f,g) = 0 , the numeric Nw(f,g) and the elongation ew(f,g)
are related by the following properties.
(1) If Nw(f,g) = me with e ∈ {1, . . . , h}, then ew(f,g) = e.
(2) Assume that Nw¨(f,g) = m with  ∈ {1, . . . , h} and ŵ < w < w¨  w‡(f ) < 1 with
ŵ = −∞ and w¨ ∈ Q and degw f > 0. Also assume that fw is above the 45◦ line and
for all w ∈ Q with w < w  w‡(f ) we have that degw f > 0 and T (w) holds. Then
w¨ = min(w‡(f ),w‡(Ψ  )) with ew¨(f, g) = .
(3) Assume that Nw(f,g) = me with e ∈ {2, . . . , h} and ŵ < w < w‡(f ) < 1 with ŵ = −∞
and degw f > 0. Also assume that fw is above the 45◦ line and for all w ∈ Q with w <
w  w‡(f ) we have that degw f > 0 and T (w) holds. Finally assume that there exists  ∈
{1, . . . , e−1} and w˜ ∈ Q with w < w˜ w‡(f ) such that s(j, w˜) holds for 1 j <  but not
for j = . Let w¨ = min(w˜,w‡(Ψ  )). Then w¨ ∈ Q with w < w¨ = min(w‡(f ),w‡(Ψ  )) w˜
and we have Nw¨(f,g) = m with ew¨(f, g) = .
Proof. (1) follows from the definition of ew(f,g).
To prove (2) we note that by the definition of ew¨(f, g) we have ew¨(f, g) = . So it only
remains to show that:
(2∗) w < w¨ < w‡(f )w‡(Ψ  )⇒ contradiction,
(2∗∗) w < w¨ < w‡(Ψ  ) < w‡(f ) ⇒ contradiction, and
(2∗∗∗) w <w‡(Ψ  ) < w¨ w‡(f )⇒ contradiction.
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(2′) w′ ∈ Q with w <w′ < w¨ <w‡(f ) ⇒ Nw′(f, g) > m.
To prove (2∗), suppose if possible that w < w¨ < w‡(f )w‡(Ψ  ). Then taking w′ ∈ Q with
w <w′ < w¨, by (2′) we get Nw′(f, g) > m and hence by T (w′) we have f ∼w′ Ψ  . But, since
Nw¨(f,g) = m , by T (w¨) we have f w¨ Ψ  . This is a contradiction because w < w′ < w¨ <
w‡(f ) w‡(Ψ  ) ⇒ f+w′ = f+w¨ = κ ′Xi
′
Y j
′
and (Ψ  )+w′ = (Ψ  )+w¨ = κ ′′Xi
′′
Y j
′′
with κ ′, κ ′′ in k×
and i′, j ′, i′′, j ′′ in N.
To prove (2∗∗), suppose if possible that w < w¨ <w‡(Ψ  ) < w‡(f ). Then taking w′ ∈ Q with
w <w′ < w¨, by (2′) we get Nw′(f, g) > m and hence by T (w′) we have f ∼w′ Ψ  . But, since
Nw¨(f,g) = m , by T (w¨) we have f w¨ Ψ  . This is a contradiction because w < w′ < w¨ <
w‡(Ψ  ) < w‡(f ) ⇒ f+w′ = f+w¨ = κ ′Xi
′
Y j
′
and (Ψ  )+w′ = (Ψ  )+w¨ = κ ′′Xi
′′
Y j
′′
with κ ′, κ ′′ in k×
and i′, j ′, i′′, j ′′ in N.
To prove (2∗∗∗), suppose if possible that w < w‡(Ψ  ) < w¨  w‡(f ). Then, upon letting
w′ = w‡(Ψ  ), in view of (2′), again by T (w′) we get f ∼w′ Ψ  , which is a contradiction because
f is a (w′)-monomial but Ψ  is not.
To prove (3) we note that because fw is assumed to be above the 45◦ line, i.e., fw =
κXiY j with κ ∈ k× and i < j in N, by (4.22) we get Nw‡(f )(f, g) < Nw(f,g) in Q, and
considering the closed rational intervals I = {w ∈ Q: w  w  w‡(f )} and I ′ = {ν ∈ Q:
Nw‡(f )(f, g)  ν  Nw(f,g)}, and looking at the defining equation Nw = N − (1−w)Ni−jw , we
conclude that w → Nw(f,g) gives an order reversing bijection I → I ′. The asserted properties
of  and w˜ together with the definition of T (w˜) tell us that Nw˜(f,g)  m and we also have
m < me = Nw(f,g) as a consequence of the monotonicity m1 < · · · < mh. Consequently by
the said bijection we can find w¨ ∈ Q with w < w¨  w˜ such that Nw¨(f,g) = m . Now by (2) we
get w¨ = min(w‡(f ),w‡(Ψ  )) = min(w˜,w‡(Ψ  )) with ew¨(f, g) = . 
Sublemma (6.3∗∗∗∗). Assume that J (f,g) = 0 and let e ∈ {1, . . . , h}. Recall that w ∈ Q ∪
{±∞} and let w ∈ Q ∪ {±∞} and ŵ = −∞. Assume that degw f > 0 and degw f > 0. Also
assume that Supp(f+w )∩ Supp(f+w ) = ∅ and {w,w} ⊂ Q \ {1}. Finally assume that (0) s(e,w),
(1) s(e,w), and (2) p(e,w) hold. Then (1∗) p(e,w) holds.
Proof. By (2.5) we see that
(3) p(e,w) ⇔ −degw(f )
degY (f )
= −degw(Ψ

e )
degY (Ψ

e )
and
(4) p(e,w) ⇔ −degw(f )
degY (f )
= −degw(Ψ

e )
degY (Ψ

e )
where, by (4.1) and (5.7),
(5) the denominators in (3) and (4) are nonzeroes.
2754 S.S. Abhyankar / Journal of Algebra 320 (2008) 2720–2826Noting that degY = degŵ , and looking at the definitions of the multiplicative derivative ( )′(f )
and the compound derivative ( , )′(f ) given in the beginning of PII(8.4.19), in view of (2) to (5)
we see that
(6)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
{(w)′(f ), (ŵ)′(f ), (w)′(f )} ⊂ Q×
and {(w, ŵ)′(f ), (w,w)′(f ), (w, ŵ)′(f )} ⊂ Q×
with (w, ŵ)′(f ) = (w)′(f )/(ŵ)′(f )
and (w,w)′(f ) = (w)′(f )/(w)′(f )
and (w, ŵ)′(f ) = (w)′(f )/(ŵ)′(f )
and
(7)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
{(ŵ)′(Ψ e ), (w)′(Ψ e ), (w, ŵ)′(Ψ e )} ⊂ Q×
and {(w)′(Ψ e ), (w, ŵ)′(Ψ e ), (w,w)′(Ψ e )} ⊂ Q
with (w, ŵ)′(Ψ e ) = (w)′(Ψ e )/(ŵ)′(Ψ e )
and (w,w)′(Ψ e )= (w)′(Ψ e )/(w)′(Ψ e )
and (w, ŵ)′(Ψ e )= (w)′(Ψ e )/(ŵ)′(Ψ e )
and
(8) p(e,w) ⇔ (w, ŵ)′(f ) = (w, ŵ)′(Ψ e )
and
(9) p(e,w) ⇔ (w, ŵ)′(f ) = (w, ŵ)′(Ψ e ).
Also clearly
(10) (w, ŵ)′(f ) · (w,w)′(f ) = (w, ŵ)′(f )
and
(11) (w, ŵ)′(Ψ e ) · (w,w)′(Ψ e )= (w, ŵ)′(Ψ e ).
Consequently (see (6.3	) above) it suffices to show that
(2∗) (w)′
(
Ψ e
)= (w,w)′(f )(w)′(Ψ e ).
In view of (0) and (1), Eq. (2∗) follows from PII(8.4.19)(VII.3). 
Lemma (6.4). Assume that J (f,g) = 0 and min(deg(f ),deg(g))  2. Then we have the fol-
lowing.
[See the preamble of Section 5 of Part II for the initial degree weight w˘(f ), whose defi-
nition has some obvious misprints which can be easily corrected. Note that by PII(8.4.17)(1),
min(deg(f ),deg(g))  2 implies that degw˜ f > 0 for all w˜ ∈ Q ∪ {−∞}. Also note that by
PII(4.16), min(deg(f ),deg(g)) < 2 implies that (f, g) is an automorphic pair in an obvious
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w˘(f ) ∈ Q with w˘(f ) < 0.]
(1) If f is w-pseudoregular and mj = Nw(f,g) for 1 j  h then f is w-unipoint.
(2) If f is w-pseudoregular then either f is w-unipoint or Q(w) and T (w) hold.
(3) If f is w-pseudoregular but f is not w-unipoint then Q(w) and T (w) hold and upon letting
e = ew(f,g) we have e ∈ {2, . . . , h} with Nw(f,g) = me .
(1∗) If f is not w˘(f )-unipoint then −∞ < w˘(f ) < 0 and f
w˘(f )
is above the 45◦ line and upon
letting e˘ = ew˘(f )(f, g) we have e˘ ∈ {2, . . . , h} with Nw˘(f )(f, g) = me˘.
(2∗) If fw is above the 45◦ line and w˙ w < 1 for some w˙ ∈ Q such that f is w˙-pseudoregular
but not w˙-unipoint, then Q(w) and T (w) hold.
(3∗) If fw is above the 45◦ line and w˘(f )  w < 1 then either f is w˘(f )-unipoint or Q(w)
and T (w) hold.
(4∗) If fw is above the 45◦ line and w˘(f )  w < w‡(f ) < 1 with Nw(f,g) = me for some
e ∈ {2, . . . , h} but f is not w˘(f )-unipoint, then ew(f,g) = e and either
(I)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
there exists  ∈ {2, . . . , e − 1} such that
upon letting w¨ = min(w‡(f ),w‡(Ψ  ),w‡(Ψ e ))
we have w¨ ∈ Q with w < w¨ = min(w‡(f ),w‡(Ψ  ))w‡(f )
and Nw¨(f,g) = m with ew¨(f, g) = 
or
(II)
{
w‡(f )w‡(Ψ e ) and upon letting w = w‡(f )
we have w = 0 and (f,Ψ e ) is nonsimilarly Y -unipoint.
(5∗) If fw is above the 45◦ line and w˘(f )w <w = w‡(f ) < 1 with w = 0 and Nw(f,g) =
me for some e ∈ {2, . . . , h} but f is not w˘(f )-unipoint, then ew(f,g) = e and there exists
 ∈ {2, . . . , e − 1} such that Nw(f,g) = m with ew(f,g) = .
(6∗) If fw is above the 45◦ line and w˘(f )w <w = w‡(f ) with w = 0 and Nw(f,g) = me
for some e ∈ {2, . . . , h} but f is not w˘(f )-unipoint, then ew(f,g) = e and either there exists
 ∈ {2, . . . , e − 1} such that Nw(f,g) = m with ew(f,g)=  or there exists δ ∈ {2, . . . , e}
such that (f,Ψ δ ) is nonsimilarly Y -unipoint.
Proof. To prove (1) assume that f is w-pseudoregular and mj = Nw for 1  j  h. In view
of (6.3•), (6.3)(iii) and (6.3)(iv), by induction on j we conclude that either f is w-unipoint
or for 0  j  h we have degY (Ψ

j )
+
w = degY Ψ j and f ∼w Ψ j . So we are done by taking
(g0, . . . , ge) = (Ψ 0 , . . . ,Ψ h ) in the following Lemma (6.5) and noting that by (2.5) and (4.1) we
have
GCD
(
degY Ψ

0 , . . . ,degY Ψ

h
)= GCD(−r0, . . . ,−rh) = dh+1 = 1.
To prove (2) assume that f is w-pseudoregular but not w-unipoint. Noting that q(0,w) and
s(0,w) are tautologically true, in view of (6.3•), (6.1), (6.2) and (6.3)(i) to (6.3)(iv), by induction
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whereas: s(e,w) holds ⇔ me <Nw(f,g).
To prove (3) assume that f is w-pseudoregular but f is not w-unipoint. Then by (1) and (2) we
see that Q(w) and T (w) hold and Nw(f,g) = me for some e ∈ {1, . . . , h}. Now by the definition
of ew(f,g) we get e = ew(f,g). Moreover by PII(4.17)(1) we get f ∼w g = Ψ 1 . Therefore,
since Nw(f,g) = me, by T (w) we get e > 1.
Now everything in (1∗) is obvious except the assertion that 2 e˘  h with Nw˘(f )(f, g) = e˘,
which follows from (3) because f is clearly w˘(f )-pseudoregular.
To prove (2∗) assume that fw is above the 45◦ line and w˙  w < 1 for some w˙ ∈ Q such
that f is w˙-pseudoregular but not w˙-unipoint. Recalling that card denotes cardinality, in view of
PII(7.4.14)(2) there is a unique νw ∈ N+ together with a sequence
w˙(f )= w(1) < w(2) < · · · <w(νw) = w
such that for 2 i  νw − 1 we have max{card Supp((Ψ j )+w(i)): 0 j  h} = 1, and for 1 i 
νw−1 we have max{card Supp((Ψ j )+w˜): 0 j  h} = 1 for all w˜ ∈ Q with w(i) < w˜ < w(i+1).
By PII(4.17)(1) we have degw(i) f > 0 for 1 i  νw , and hence by PII(7.4.14)(3)(V.3) we see
that fw(i) is above the 45◦ line for 1 i  νw . Now, briefly, we are done by induction on νw .
In greater detail, the νw = 1 case follows from (2). So let νw > 1 and assume true for all
smaller values of νw . Then P(w) and S(w) hold with w = w(νw − 1). Noting that q(0,w) and
s(0,w) are tautologically true, in view of (6.3•), (6.1), (6.2), (6.3)(i), (6.3)(ii), (6.3)(iii∗), and
(6.3)(iv∗), by induction on e we conclude that for all e ∈ {1, . . . , h} with me Nw(f,g) we have
that q(e,w) holds whereas: s(e,w) holds ⇔ me < Nw(f,g). This completes the proof of (2∗).
(3∗) follows from (2∗) by taking w˙ = w˘(f ). (4∗) follows from (3∗) by invoking (6.3)(v∗) and
noting that now in (6.3)(v∗)(I) we must have   2 because T (w¨) and the last line of (6.3)(v∗)(I)
yield f w¨ Ψ  but by PII(4.17)(1) we get f ∼w¨ g = Ψ 1 .
To prove (5∗) and (6∗) let J (w) be the set of all w˜ ∈ Q with w < w˜  w‡(f ) such that
card Supp((Ψ i )
+
w˜) > 1 for some i ∈ {0, . . . , h}. Then by PII(7.4.14)(2) we have cardJ (w) ∈ N+.
We make induction on this card. If it is 1 then we are done by (4∗) because in (4∗)(I) we must have
w¨ = w‡(f ) and in (6∗) we can take δ = e. So let it be > 1 and assume true for all smaller values
of it. Now either we are done by (4∗) or we must be in (4∗)(I) with w < w¨ = w‡(Ψ  ) < w‡(f )
and Nw¨(f,g) = m . In the latter case cardJ (w¨) is obviously smaller than J (w) and hence we
are done by the induction hypothesis. 
Lemma (6.5). Let gj ∈ k[X,Y ]× for 0 j  e with e ∈ N be such that degw g0 = 0 = degY g0
and g0 ∼w gj for 0 j  e. Let degY gj = δj and GCD(δ0, . . . , δe) = δ. Assume degY (gj )+w =
degY gj for 0  j  e. Then for some C ∈ k[X,Y ]× which is w-homogeneous we have that
degY C = δ ∈ N+ and (gj )+w = 0 Cδj /δ for 0 j  e.
Proof. By obvious properties of GCD we can find v1, . . . , ve in N+ such that upon letting g′ =
g
v1
1 . . . g
ve
e and degY g′ = δ′ we have GCD(δ0, δ′) = δ. Now g0 ∼w g′ and hence we are done by
PII(3.10) and PII(3.11). In greater detail, by taking (A,B) = ((g0)+w, (g′)+w) in PII(3.10) we can
find C ∈ k[X,Y ] \ k which is w-homogeneous such that A = 0 Cp and B = 0 Cq with p ∈ N+
and q ∈ N. By PII(3.11) we can write C = 0 Ĉλ where λ = radnum(C) ∈ N+ and Ĉ ∈ k[X,Y ]\k
with Ĉ ∈ radset(C). Now Ĉ ∈ radset(A) ∩ radset(B) and A = 0 Ĉp̂ and B = 0 Ĉq̂ with p̂ =
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with GCD(δ0, δ′) = δ. From the last two sentences it follows that for some positive integers
μ,ν we have degY Ĉ = μ with δ = μν. Now upon letting C = Ĉν we see that C ∈ k[X,Y ]× is
w-homogeneous with degY C = δ. Moreover A = 0 Cp and B = 0 Cq where p = νp̂ ∈ N+ and
q = νq̂ ∈ N. It follows that (gj )+w = 0 Cδj /δ for 0 j  e. 
7. Decrease in elongation along Newton polygon
To coalesce the discussion of Section 6 into a theorem, from the preamble of Section 5 of Part
II recall the concept of the initial degree weight w˘(f ). From PII(8.4.15) recall that
w(f,1) < w(f,2) < · · · <w(f, l(f ))
is the sequence of all the members of Q ∪ {±∞} such that f is not a w(f, i)-monomial for 1
i  l(f ) ∈ N; w(f, i) is called the ith line weight of f and l(f ) is called the degreewise length
of f . Note that, assuming J (f,g) = 0 , by PII(8.4.17)(1) we have: min(deg(f ),deg(g)) 2 ⇒
degw˜ f > 0 for all w˜ ∈ Q ∪ {−∞}, by PII(4.16) we have: min(deg(f ),deg(g)) < 2 ⇒ (f, g) is
an automorphic pair in an obvious manner, and by PII(4.16) we have: min(deg(f ),deg(g)) 
2 ⇒ f /∈ k[Y ] and hence w˘(f ) ∈ Q with w˘(f ) < 0.
Theorem (7.1). Assume that J (f,g) = 0 and min(deg(f ),deg(g))  2. Also assume that f
is not w˘(f )-unipoint. For 1  i  l(f ) let e(i) = ew(f,i)(f, g) and let e(0) = ∞. Let l′ be the
largest nonnegative integer  l(f ) such that w(f, i) < 1 and fw(f,i) is above the 45◦ degree line
for 1 i  l′. Then we have the following.
(1) l(f ) ∈ N+ with −∞ < w˘(f ) = w(f,1) < 0 and fw(f,1) is above the 45◦ line and we have
e(1) ∈ {2, . . . , h} with Nw(f,1) = me(1).
(2) If w(f, i) = 0 for 2 i  l′ then for 1 i  l′ we have e(i) ∈ {2, . . . , h} with Nw(f,i) = me(i)
and e(i) < e(i − 1).
(3) If w(f, l∗ + 1)= 0 for some l∗ with 1 l∗ < l′ then for 1 i  l∗ we have e(i) ∈ {2, . . . , h}
with Nw(f,i) = me(i) and e(i) < e(i − 1), and either for i = l∗ + 1 we have e(i) ∈ {2, . . . , h}
with Nw(f,i) = me(i) and e(i) < e(i − 1) or for some δ ∈ {2, . . . , e(l∗)} we have that (f,Ψ δ )
is nonsimilarly Y -unipoint.
Proof. (1) follows from (6.4)(1∗). In view of (1), by induction on i, (2) and (3) follow from
(6.4)(5∗) and (6.4)(6∗) respectively. 
8. Squeezed rectangle
In this section, which is independent of Sections 1 to 7, we abandon the notation of Sections 1
to 7, but in general we continue to follow the notation of Part II. Also we continue to refer to
item (y) of Part II as PII(y). Let f,g be in k[X,Y ]×, where k is a field of characteristic zero with
algebraic closure k, and where k[X,Y ]× is the set of all nonzero elements in the polynomial ring
k[X,Y ].
Recall that (f, g) is a Jacobian pair means the Jacobian J (f,g) of (f, g) relative to (X,Y )
equals a nonzero constant 0 , (f, g) is an automorphic pair means k[f,g] = k[X,Y ], and (f, g)
is a w-automorphic pair means (f, g) is an automorphic pair and the elements f and g are
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coprime integers with w1 > 0. If w = ∞ or w = −∞ then we put (w1,w2) = (0,−1) or (0,1) re-
spectively. We write f ∼w g to mean that f is w-similar to g, i.e., (f+w )degw(g) = 0 (g+w)degw(f ).
Here degw(f ) denotes the w-degree of f , and f+w denotes the w-degree form of f .
From the preamble of Section 6 of Part II recall that the Newton polygon of f is a rectangle
means {
for some positive integers i′, j ′,p with i′ = j ′ and GCD(i′, j ′) = 1
we have (pi′,pj ′) ∈ Supp(f ) ⊂ {(u, v) ∈ N2: u pi′ and v  pj ′}.
We call (i′, j ′) the shape of the said rectangle. We call the said rectangle vertical or horizontal
according as i′ < j ′ or i′ > j ′. We call the said rectangle full if {(pi′,0), (0,pj ′)} ⊂ Supp(f ).
Note that clearly
Xi
′
Y j
′ ∈ radset(f+) and p = radnum(f+).
Also note that, assuming the Newton polygon of f to be a rectangle of shape (i′, j ′), there is
obviously a finite subset k˜ of k such that, for all κ, κ ′ in k \ k˜, the Newton polygon of f (X + κ,
Y + κ ′) is a full rectangle of shape (i′, j ′). Finally note that the second displays in PII(5.2)(9)
and PII(5.2)(10) say that under certain conditions the Newton polygons of f and g are rectangles
of same shape.
Refining the above definition, we say that the Newton polygon of f is a shortsqueezed
vertical rectangle to mean that
⎧⎨⎩
for some positive integers i′, j ′,p with i′ < j ′ and GCD(i′, j ′) = 1
we have (pi′,pj ′) ∈ Supp(f )⊂ {(u, v) ∈ N2: u pi′ and v  pj ′}
and we have Supp(f )⊂ {(u, v) ∈ N2: u− pi′  v − pj ′}
and we say that the Newton polygon of f is a shortsqueezed horizontal rectangle to mean
that ⎧⎨⎩
for some positive integers i′, j ′,p with i′ > j ′ and GCD(i′, j ′) = 1
we have (pi′,pj ′) ∈ Supp(f )⊂ {(u, v) ∈ N2: u pi′ and v  pj ′}
and we have Supp(f )⊂ {(u, v) ∈ N2: u− pi′  v − pj ′}.
In both the cases we say that the Newton polygon of f is a shortsqueezed rectangle, and we call
(i′, j ′) its shape.
Moreover, we say that the Newton polygon of f is a longsqueezed vertical rectangle to
mean that
⎧⎪⎪⎨⎪⎪⎩
for some positive integers i′, j ′,p with i′ < j ′ and GCD(i′, j ′) = 1
we have (pi′,pj ′) ∈ Supp(f )⊂ {(u, v) ∈ N2: u pi′ and v  pj ′}
and for some i′ < ĵ  j ′ in Q̂ ′we have pj = min{v ∈ N: (pi , v) ∈ Supp(f )}
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⎧⎪⎪⎨⎪⎪⎩
for some positive integers i′, j ′,p with i′ > j ′ and GCD(i′, j ′) = 1
we have (pi′,pj ′) ∈ Supp(f ) ⊂ {(u, v) ∈ N2: u pi′ and v  pj ′}
and for some j ′ < î  i′ in Q
we have p̂i = max {u ∈ N: (pi′ − u,pj ′) ∈ Supp(f )}.
In both the cases we say that the Newton polygon of f is a longsqueezed rectangle.
Finally, we say that the Newton polygon of f is a squeezed vertical rectangle to mean that
it is a shortsqueezed as well as a longsqueezed vertical rectangle, and we say that the Newton
polygon of f is a squeezed horizontal rectangle to mean that it is a shortsqueezed as well as
a longsqueezed horizontal rectangle. In both the cases we say that the Newton polygon of f is
a squeezed rectangle.
If the Newton polygon of f is either a longsqueezed vertical rectangle or a squeezed verti-
cal rectangle then we call (i′, j ′  ĵ ) its strict shape. If the Newton polygon of f is either a
longsqueezed horizontal rectangle or a squeezed horizontal rectangle then we call (̂i  i′, j ′) its
strict shape.
For pictures see items (0.5) to (0.7) of the Prologue and also PII(9.2).
In Theorem (8.1) stated below and proved in Remark (8.6) we sharpen the second display
of PII(5.2)(10) by replacing rectangle by squeezed rectangle. In Corollary (8.9) we deduce that
if (f, g) is a Jacobian pair with GCD(deg(f ),deg(g))  8 then (f, g) is an automorphic pair;
note that by PII(6.1) we know it except when GCD(deg(f ),deg(g)) = 6 or 8. In Section 9 we
shall make preparation for showing that, under certain conditions, a shortsqueezed horizontal
rectangle can be squeezed some more; the proof of this will be completed in Part IV.
Theorem (8.1). Assume that (f, g) is a Jacobian pair but not an automorphic pair. Then there is
a tame automorphism σ : k[X,Y ] → k[X,Y ] such that the Newton polygons of σf and σg are
vertical shortsqueezed (squeezed if k = k) rectangles of same shape, and there is a tame auto-
morphism σ ′ : k[X,Y ] → k[X,Y ] such that the Newton polygons of σ ′f and σ ′g are horizontal
shortsqueezed (squeezed if k = k) rectangles of same shape.
The following items (8.2) and (8.3) are supplementary to PII(3.2) and PII(3.3) respectively.
Remark–Notation (8.2). Assuming w ∈ Q,
for T = X−w2Yw1 we clearly have degw T = 0.
For w-homogeneous F in k[X,Y ]×, let
degw F = N with degY F = D and ordY F = δ
and
degX F = D∗ and ordX F = δ∗ with μ =
{
δ∗ if w > 0,
D∗ if w  0.
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(1)
⎧⎨⎩
F =∑j∈S(F ) FjXu(j)Y j with 0 = Fj ∈ k
where D ∈ S(F ) ⊂ {0,1, . . . ,D} and u(j) ∈ N
with u(j)w1 + jw2 = N .
Let Z be an indeterminate over k[X,Y ]. We claim that:
(8.2.1)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
There is a unique F(Z) ∈ k[Z]× of some degree D
such that F = XμYδU where U = F(T ).
Moreover we have the formulas D = (D − δ)/w1
and F(Z) =∑j∈S(F ) FD+δ−jZ(D−j)/w1 with F(0) = 0.
Namely, for any j ∈ S(F ), subtracting the last equation of (1) from its version with j ′ re-
placing j where j ′ > j in S(F ), we get [u(j ′) − u(j)]w1 = −(j ′ − j)w2 which, because
of GCD(w1,w2) = 1, first yields (j ′ − j)/w1 ∈ N+ and then yields u(j ′) − u(j) > 0 or
u(j ′) − u(j) = 0 or u(j ′) − u(j) < 0 according as w > 0 or w = 0 or w < 0. The rest is now
straightforward.
For w-homogeneous G in k[X,Y ]×, let
degw G = M with degY G = E and ordY G = 
and
degX G = E∗ and ordX G = ∗ with ν =
{
∗ if w > 0,
E∗ if w  0.
As in the proof of PII(3.3.5), we have
(2)
⎧⎨⎩
G =∑j∈S(G) GjXv(j)Y j with 0 = Gj ∈ k
where E ∈ S(G) ⊂ {0,1, . . . ,E} and v(j) ∈ N
with v(j)w1 + jw2 = M .
By (8.2.1) we see that:
(8.2.2)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
There is a unique G(Z) ∈ k[Z]× of some degree E
such that G = XνY V where V = G(T ).
Moreover we have the formulas E = (E − )/w1
and G(Z) =∑j∈S(G) GE+−jZ(E−j)/w1 with G(0) = 0.
Considering the Z-derivatives FZ(Z) and G

Z(Z) and letting
U ′ = F (T ) and V ′ = G (T )Z Z
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⎧⎪⎪⎨⎪⎪⎩
FX = μXμ−1Y δU −w2XμYδU ′X−w2−1Yw1 ,
GY = XνY −1V +w1XνY V ′Yw1−1X−w2,
FY = δXμY δ−1U +w1XμYδU ′Yw1−1X−w2,
GX = νXν−1Y V −w2XνY V ′X−w2−1Yw1
and hence calculating determinants we obtain
(8.2.3) J (F,G) = FGX−1Y−1[(μ − νδ)+ (NV ′V −1 −MU ′U−1)T ].
Lemma (8.3). In (8.2), assuming J (F,G) = 0 F , we have the following.
(8.3.1) Assume that M = 0 and G = 0 xy where (x, y) is a w-automorphic pair. Then F =
0 xiyj with i = j in N.
(8.3.2) For any H ∈ k[X,Y ] \ k we have G/H 2 /∈ k[X,Y ].
(8.3.3) We have E∗  1 and E  1.
(8.3.4) We have degw(G) = degw(XY), i.e., M = w1 +w2.
(8.3.5) Assume that EN −DM = 0. Then E = 1.
(8.3.6) Assume that E = 1. Then G = 0 X(Y +γX−w) with γ ∈ k such that 1−w ∈ N in case
γ = 0.
(8.3.7) Assume that w < 0 and E > 2. Then G = 0 Y(X + γ YE−1) with 0 = γ ∈ k and we
have −1
w
= E − 1.
(8.3.8) Assume that w < 0 and E = 2. Then G = 0 (αX + Y)(βX + Y) with α = β in k and
we have w = −1.
(8.3.9) Assume that E∗N −D∗M = 0. Then E∗ = 1.
(8.3.10) Assume that E∗ = 1 and w = 0. Then G = 0 Y(X + γ Y−1/w) with γ ∈ k such that
1 − (1/w) ∈ N in case γ = 0.
(8.3.11) Assume that w < 0 and E∗ > 2. Then G = 0 X(Y + γXE∗−1) with 0 = γ ∈ k and we
have −w = E∗ − 1.
(8.3.12) Assume that w < 0 and E∗ = 2. Then G = 0 (X + αY)(X + βY) with α = β in k and
we have w = −1.
(8.3.13) Assume that 1 = w > 0. Then⎧⎨⎩
EN −DM = 0
⇔ F = 0 XiY j and G = 0 XY with i = j in N
⇔ E∗N −D∗M = 0.
(8.3.14) Assume that 1 = w > 0. Then EN −DM = 0 ⇔E∗N −D∗M = 0. Moreover
F = XμYδF (T ) and G = XYG(T )
i.e., in the notation of (8.2) we have (∗, ) = (ν, ) = (1,1). We also have
F(T ) ∈ k[X,Y ]× \ (Xk[X,Y ] ∪ Yk[X,Y ])
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G(T ) ∈ k[X,Y ]× \ (Xk[X,Y ] ∪ Yk[X,Y ]).
(8.3.15) Assume that 1 = w > 0 and F is not a w-monomial. Then G is not a w-monomial and
we have EN − DM = 0 = E∗N − D∗M . Moreover, for any  ∈ {<,=,>} we have:
D∗ D ⇔ w 1.
(8.3.16) Assume that 1 = w > 0 and D′ ∈ N+ where D′ = D∗/2. Also assume that e′ ∈ N+
where e′ = e/D′ with e = ordY (defoX(F )). Finally assume that (D′,0) ∈ Supp(F ).
Then e = D∗.
(8.3.17) Assume that w = 0. Then
F = 0 XD∗
∏
1jE
(Y + γj )ej and G = 0 X
∏
1jE
(Y + γj )
where γ1, . . . , γE are pairwise distinct elements in k (which are in k if E  1) and
e1, . . . , eE are nonnegative integers with e1 +· · ·+eE = D and ej = D∗ for 1 j E.
We also have
(i) D∗ = N = D and E∗ = M = 1. Moreover,
(ii) if EN −DM = 0 then E = 1, whereas
(iii) if EN − DM = 0 then D = ED∗ with E  2 and ej > D∗ for some j ∈
{1, . . . ,E}.
Proof. (8.3.1) to (8.3.8) are verbatim restatements of PII(3.3.1) to PII(3.3.8) respectively.
(8.3.9) to (8.3.12) essentially follow respectively from PII(3.3.5) to PII(3.3.8) by flipping X,Y .
As an alternative, we can reproduce the proofs of PII(3.3.5) to PII(3.3.8) with appropriate modifi-
cations thus. First note that if w = 0 then (w1,w2) = (1,0) and hence by (8.3.4) we get E∗ = 1.
So, until the proof of (8.3.16), assume that w = 0. Then w2 = 0 and hence as in (8.2)(1) and
(8.2)(2) we have
(1∗)
⎧⎨⎩
F =∑i∈S∗(F ) F ∗i XiY u∗(i) with 0 = F ∗i ∈ k
where D∗ ∈ S∗(F ) ⊂ {0,1, . . . ,D∗} and u∗(i) ∈ N
with iw1 + u∗(i)w2 = N
and
(2∗)
⎧⎨⎩
G =∑i∈S∗(G) G∗i XiY v∗(i) with 0 = G∗i ∈ k
where E∗ ∈ S∗(G) ⊂ {0,1, . . . ,E∗} and v∗(i) ∈ N
with iw1 + v∗(i)w2 = M .
To prove (8.3.9) assume that E∗N −D∗M = 0. For a moment also assume that E∗ > 1. Now
equating the coefficients of XD∗+E∗−1Yu∗(D∗)+v∗(E∗)−1 on both sides of J (F,G) = 0 F we see
that (u∗(D∗)E∗ − v∗(E∗)D∗)FD∗GE∗ = 0 and substituting u∗(D∗) = (N/w2) − D∗(w1/w2)
and v∗(E∗) = (M/w2)−E∗(w1/w2) in this and then dividing out by FD∗GE∗/w2 we get E∗N−
D∗M = 0 which is a contradiction. Therefore E∗ = 1 by (8.3.3).
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have (i) G = aYX+ bY 1−(1/w) with 1 − (1/w) ∈ N in case b = 0 or (ii) G = aYX+ bXE∗ with
b = 0, according as we are in (8.3.10) or (8.3.11). By (8.3.2) we get a = 0. The rest is clear.
To prove (8.3.12), in view of (2∗), by (8.3.2) and (8.3.4) we see that w = −1 and G =
b(X + αY)(X + βY) with 0 = b ∈ k and α = β in an algebraic closure k of k. By (8.3.1) we get
F = a(X+ αY)i(X+ βY)j with 0 = a ∈ k and i = j in N. It follows that [cf. PII (3.7)] α and β
must belong to k.
To prove (8.3.13) assume that 1 = w > 0. Then by (8.3.5) and (8.3.6) we see that EN−DM =
0 ⇒ G = 0 XY and, in the same manner, by (8.3.9) and (8.3.10) we see that E∗N − D∗M =
0 ⇒ G = 0 XY . By (8.3.1) we also see that G = 0 XY ⇒ F = 0 XiY j with i = j in N. It
remains to show that ⎧⎨⎩
EN −DM = 0
⇐ F = 0 XiY j and G = 0 XY with i = j in N
⇒ E∗N −D∗M = 0.
The middle assertion clearly implies F = 0 XD∗YD with D = D∗ and (E∗,E)= (1,1). In view
of the equation (E∗,E) = (1,1), the first and the second implications are equivalent to saying
that DM = N = D∗M . The middle assertion also implies that degw F = N = D∗w1 +Dw2 and
degw G = M = w1 + w2. Substituting these values of N and M makes the first and the second
implications equivalent to saying that Dw1 +Dw2 = D∗w1 +Dw2 = D∗w1 +D∗w2, which is
obviously equivalent to saying that (D − D∗)w1 = 0 = (D∗ − D)w2, and this in turn follows
from the inequalities w1 = 0 = w2 and D = D∗.
To prove (8.3.14) assume that 1 = w > 0. Then, in view of (8.2) and (8.3.13), the only thing
we need to check is the equation (ν, ) = (1,1). But this follows by noting that by (8.3.2) we
have {} ⊂ {0,1}, and by (8.3.4) we have degw(XνY ) = degw(XY).
To prove (8.3.15) assume that 1 = w > 0 and F is not a w-monomial. Then by (8.3.14)
we see that (∗, ) = (1,1) and hence by (8.3.1) we see that G is not a w-monomial. Also
clearly {(∗, ), (E∗,E)} ⊂ Supp(G), and hence E∗ > 1 and E > 1 with w = (E∗ −1)/(E−1).
Therefore for any  ∈ {<,=,>} we have E∗ E ⇔w 1. By (8.3.13) we have EN −DM =
0 = E∗N −D∗M , and hence for any  ∈ {<,=,>} we have D∗ D ⇔w 1.
To prove (8.3.16) assume that 1 = w > 0 and D′ ∈ N+ where D′ = D∗/2. Also assume that
e′ ∈ N+ where e′ = e/D′ with e = ordY (defoX(F )). Finally assume that (D′,0) ∈ Supp(F ).
Now by assumption
(1′) D∗ = 2D′.
Also
(2′) (D′,0) ∈ Supp(F )
and
(3′) (2D′, e′D′) ∈ Supp(F )
with
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and hence by (8.3.15) we get
(5′) E∗N = D∗M.
By (2′) and (3′) we have w1 + e′w2 = 0 and hence the positiveness of w1 together with the
coprimeness of w1 and w2 tells us that
(6′) (w1,w2) = (e′,−1).
By (2′) and (6′) we get N = D′e′ and hence by (1′) and (5′) we see that
(7′) E∗e′ = 2M.
In view of (8.3.4), by (6′) we see that M = e′ − 1 and hence by (7′) we get
(8′) E∗e′ = 2e′ − 2.
By (8′) we get E∗ < 2 and hence by (8.3.3) we see that E∗ = 1 and hence by (8′) we must have
(9′) e′ = 2.
Multiplying both sides of (9′) by D′ we conclude that e = D∗.
To prove (8.3.17) assume that w = 0. Then (w1,w2) = (1,0) and hence the w-homogeneity
of F and G tells us that
F = XD∗Φ(Y) and G = XE∗Ψ (Y )
with
Φ(Y),Ψ (Y ) in k[Y ]× of respective degrees D,E.
By (8.3.2) there are pairwise distinct elements γ1, . . . , γE in k (which are in k if E  1) such that
Ψ (Y ) = 0
∏
1jE
(Y + γj )
and in view of (8.3.4) we see that
(1) D∗ = N and E∗ = M = 1.
Now the condition J (F,G) = 0 F tells us that
D∗Φ(Y)ΨY (Y )−E∗ΦY (Y )Ψ (Y ) = 0 Φ(Y)
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(2) D∗ = D
and comparing orders of zeroes we see that
Φ(Y) = 0
∏
1jE
(Y + γj )ej
where e1, . . . , eE are nonnegative integers such that
(3) e1 + · · · + eE = D and ej = D∗ for 1 j E.
By (8.3.3) we have
(4) E  1.
By (3) and (4) we see that if ej D∗ for 1 j E then D <ED∗, and from this it follows that
(5) if D ED∗ then ej > D∗ for some j ∈ {1, . . . ,E}.
Clearly (1) and (2) imply (i). By (8.3.5) we get (ii). Finally, in view of (i), by (4) and (5) we
get (iii). 
Remark–Precalculation (8.3∗). To prepare the groundwork for the following supplement (8.4)
to the Two Point Lemma, assume that (f, g) is a Jacobian pair. Let w = 0 and note that then
(1•) (w1,w2) = (1,0) and by convention defoXf = f+w and defoXg = g+w
where (1•) to (4•) are by way of footnotes. Assume that
(1′) f+w = 0 Xrsi
′p′ ∏
1lt
(Y + γl)snlp′ and g+w = 0 Xrsi
′q ′ ∏
1lt
(Y + γl)snlq ′
where
(2′) i′, j ′,p′, q ′, d in N+ with GCD(i′, j ′) = 1 = GCD(p′, q ′) and i′ = j ′
and
(3′)
{
r, s, t, nl in N+ with n1 + · · · + nt = rj ′ and rs = d
and γ1, . . . , γt are pairwise distinct elements in k.
In view of (1′) to (3′), by PII(4.10)(1) we can find w-homogeneous members F and G of
k[X,Y ]× such that
(4′) J (F,G) = 0 F and f+w = 0 Fm for some m ∈ N+.
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(5′) (degX f+w ,degY f+w ,degw f+w )= (D∗,D,N)
and
(6′) (degX G,degY G,degw G) =
(
E∗,E,M
)
by (8.3.17) we see that
(7′)
⎧⎨⎩
t E and G = 0 X∏1lE(Y + γl) where γt+1, . . . , γE
are pairwise distinct elements in k \ {γ1, . . . , γt }
such that if E = 1 then γE ∈ k
and
(8′)
{
di′p′ = D∗ = N = D = dj ′p′ with E∗ = M = 1
and snl = di′ for 1 l  t
and
(9′) if EN −DM = 0 then E = 1
whereas
(10′)
{
if EN −DM = 0 then D = ED∗ with E  2
and snl > di′ for some l ∈ {1, . . . , t}.
(2•) To explain (8′) and (10′), suitably matching notation with (8.3.17) we have el = snlp′
and D∗ = di′p′.
Now fix any l ∈ {1, . . . , t} and let
f = f (X,Y ) = f (X,Y − γl)− f (0,−γl)
and
g = g(X,Y ) = g(X,Y − γl)− g(0,−γl).
Then (f , g) is a Jacobian pair in k[X,Y ] with
f (0,0) = 0 = g(0,0)
and we have
f+w = P(Y )Xrsi
′p′Y snlp
′
where P(Y ) ∈ k[Y ] with P(0) = 0
and
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′q ′Y snlq
′
where Q(Y) ∈ k[Y ] with Q(0) = 0.
Let
w = min(w‡(f ),w‡(g))
where we recall that the degreewise consequent w‡(f ) of w relative to f is the minimal rational
number >w such that f is not a w‡(f )-monomial (i.e., the slope of the next Newton line) if it
exists, and otherwise w‡(f ) = ∞. Clearly f has two points at infinity, and hence (f , g) is not
an automorphic pair in k[X,Y ]. Therefore by PII(4.16)(1) we get
(1) f /∈ Yk[X,Y ].
Hence, in view of (8.2)(1), by PII(3.11) and PII(4.17) we see that
(2) w = w‡(f ) = w‡(g) ∈ Q+ with f ∼w g
and
(3) f+w = 0 Cp
′
and g+w = 0 Cq
′
where C ∈ k[X,Y ] is w-homogeneous and upon letting
(4)
{
ordY C = δ with degYC = D and degw C = N
and ordX C = δ∗ with degXC = D∗
we have
(5)
⎧⎨⎩
0 < δ∗ <D∗ = rsi′ = di′ ∈ N+
and δ <D = snl ∈ N+
with δ∗w1 + δw2 = N = D∗w1 +Dw2 ∈ N+
and
(6) C =
∑
δ∗ID∗
CIX
IYU(I)
where
(7)
⎧⎪⎨⎪⎩
U(I) ∈ N with Iw1 +U(I)w2 = N
and U(δ∗)= δ with U(D∗) = D
and CI ∈ k with Cδ∗ = 0 = CD∗
and where we refer to the picture on the left in (0.7) of the preamble.
(3•) The only possibly nonobvious thing is the claim that δ∗ > 0; this follows from the last
line of (5) by noting that by (2) we have w2 < 0. By looking at w‡(f ) we also get the implication
δ∗ = 1 ⇒ δ = 0. To see this, suppose if possible that δ∗ = 1  δ. Now (f , g) is not an
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deg(f ) 2 deg(g) and hence, upon letting ŵ = w‡(f ) with degŵ f = N̂ and degŵ g = M̂ , by
(4.17) we see that
N̂ > 0 < M̂ with
(
f+ŵ
)M̂ = (g+ŵ)N̂ .
Since the top ŵ-monomials of f ,g coincide with their bottom w-monomials, by (3) to (7) we get
f+ŵ = μ′′Xp
′′
Y r
′′ + · · · +μ′Xp′Y δp′
where μ′′,μ′ in k× and p′′, r ′′ in N with p′′ <p′ and where the dots indicate terms of X-degree
strictly between p′′ and p′ and
g+ŵ = ν′′Xq
′′
Y s
′′ + · · · + ν′Xq ′Y δq ′
where ν′′, ν′ in k× and q ′′, s′′ in N with q ′′ < q ′ and where the dots indicate terms of X-
degree strictly between q ′′ and q ′. Since GCD(p′, q ′) = 1, the above three displays tell us
that p′′ = 0 = q ′′ which contradicts (1). This establishes the implication δ∗ = 1 ⇒ δ = 0 and
completes footnote (3•).
Claims (8′) to (10′) may respectively be restated by saying that
(8)
{
di′ = D∗ = N/p′ = D/p′ = dj ′ with E∗ = M = 1
and D = D∗ for 1 l  t
and
(9) if EN −DM = 0 then E = 1
whereas
(10)
{
if EN −DM = 0 then D = ED∗ with E  2
and D >D∗ for some l ∈ {1, . . . , t}.
For a moment assume that
(1) D∗  2.
Then by the material from (1) to (3•) we see that
(2) D∗ = 2 with δ∗ = 1 and δ = 0
and hence
(3) C = 0 X2YD + 0 X
and therefore w1 + Dw2 = 0 and hence by the positivity of w1 and the coprimeness of w1 and
w2 we get
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It follows that w1 +w2  0 and hence by PII(4.10)(1) and PII(4.17)(1)
(5)
{
we can find w-homogeneous members F and G of k[X,Y ]×
such that J (F ,G) = 0 F and f+w = 0 Fm for some m ∈ N+.
If D D∗ then clearly 1 >w > 0, and hence in view of the material from (1) to (3•) and from
(1) to (5), by (8.3.16) we see that
(6) if D D∗ then D = D∗.
(4•) To explain (6), taking (f+w,D∗p′) for (F,D∗) in (8.3.16), we have D′ = D∗/2 = p′ ∈
N+ by (2) with e = ordY (defoX(f+w)) = Dp′ by (3) and hence e′ = e/D′ = D ∈ N+. Thus the
conclusion e = D∗ of (8.3.16) becomes the equation Dp′ = D∗p′ which is obviously equivalent
to the equation D = D∗.
By (8) and (6) we see that we always have
(7) D <D∗
and hence by (2) we get
(8) D = 1.
If EN − DM = 0 then, in view of (10), we could have chosen l ∈ {1, . . . , t} to be such that
D >D∗ and that would have contradicted (7). Therefore EN −DM = 0. Consequently by (9)
we get E = 1 and hence by (7′) we must have t = 1 and therefore by (3′) we get snl = dj ′ and
hence by (5) we obtain
(9) D = dj ′.
By (8) and (9) we get
(10) d = 1.
For a moment disregarding the material from (1) to (10), but noting that if w < 1 then
w1 + w2 > 0 and hence (5) holds by PII(4.10)(1) and PII(4.17)(1), and therefore D > D∗ by
(8.3.15). Thus it follows that
(1	) if D D∗ then w  1.
Remark–Calculation (8.4). This is a supplement to the Two Point Lemma PII(4.7). Assume
that (f, g) is a Jacobian pair. Let w˜ = −1 and note that then (w˜1, w˜2) = (1,1) and by convention
f+ = f+w˜ and g+ = g+w˜ . Assume that
(1∗) f+ = 0 (Xi′Y j ′)dp′ and g+ = 0 (Xi′Y j ′)dq ′
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(2∗) i′, j ′,p′, q ′, d in N+ with GCD(i′, j ′)= 1 = GCD(p′, q ′) and i′ = j ′.
Note that then
(3∗) Xi′Y j ′ ∈ radset(f+)∩ radset(g+)
and
(4∗)
{
d = GCD(radnum(f+), radnum(g+))
with (i′ + j ′)d = GCD(deg(f ),deg(g)).
Let w = 0 and note that then (w1,w2) = (1,0) and by convention defoX f = f+w and
defoX g = g+w . By PII(4.7) and PII(4.14) we see that
(5∗) w min
(
w˜‡(f ), w˜‡(g)
)
.
By PII(4.17) we have
(6∗) f ∼w g.
(7∗) Claims (5∗) and (6∗) can be sharpened thus. By PII(4.7), PII(4.14), PII(4.17) (together
with their versions obtained by flipping X,Y ) we see that
⎧⎪⎪⎨⎪⎪⎩
Newton polygons of f and g are rectangles of shape (i′, j ′)
⇔ (1∗)+ (2∗)
⇒w  w˜‡(f ) = w˜‡(g) with f ∼w g
and −∞ = w˜†(f ) = w˜†(g) with f ∼−∞ g.
Thus, in particular, now the Newton polygons of f and g are rectangles of the same shape (i′, j ′).
In view of (1∗) to (7∗), by PII(3.11) we see that (1′) to (3′) of (8.3∗) hold with (2′) being a
reproduction of (2∗), and hence by (1	) of (8.3∗) we see that
(I) in the notation of (8.3∗), if D D∗ then w  1.
Since (1′) to (3′) of (8.3∗) hold, in view of the above item (4∗) and (10) of (8.3∗), by PII(4.19)
we see that (f, g) is an automorphic pair which contradicts the fact that f has two points at
infinity; therefore the assumption (1) of (8.3∗) is untenable; consequently, noting that by (5) of
(8.3∗) we have D∗ = di′, we conclude that
(II) di′ > 2.
Again since (1′) to (3′) of (8.3∗) hold, by (7′) to (10′) of (8.3∗) we see that
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⎧⎨⎩
if i′ > j ′ then for some γ ∈ k
we have defoXf = 0 Xdi′p′(Y + γ )dj ′p′
and defoXg = 0 Xdi′q ′(Y + γ )dj ′q ′
and by (I) we see that
(IV)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
if i′ > j ′ then for the k-linear automorphism
σ : k[X,Y ] → k[X,Y ] given by
(X,Y ) → (X,Y − γ ) with γ as in (III),
the Newton polygons of σf and σg
are shortsqueezed rectangles of shape (i′, j ′).
Let τ : k[X,Y ] → k[X,Y ] be the k-flip k-automorphism given by (X,Y ) → (Y,X). Applying
(III) and (IV) to (τf, τg) we see that
(V)
⎧⎨⎩
if i′ < j ′ then for some γ ∈ k
we have defoY f = 0 (X + γ )di′p′Ydj ′p′
and defoY g = 0 (X + γ )di′q ′Ydj ′q ′
and
(VI)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
if i′ < j ′ then for the k-linear automorphism
σ : k[X,Y ] → k[X,Y ] given by
(X,Y ) → (X − γ,Y ) with γ as in (V),
the Newton polygons of σf and σg
are shortsqueezed rectangles of shape (i′, j ′).
Now we shall show that
(VII)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
if i′ < j ′ then for some γ ∈ k and γ ∈ k
we have defoY f = 0 (X + γ )di′p′Ydj ′p′
and defoY g = 0 (X + γ )di′q ′Ydj ′q ′
together with defoXf = Xdi′p′(Y + γ )snp′P(Y )
and defoXg = Xdi′q ′(Y + γ )snq ′Q(Y),
where s ∈ N+ with d/s ∈ N+
and n ∈ N+ with di′ < sn dj ′
and P(Y ),Q(Y ) in k[Y ] with P(γ ) = 0 = Q(γ )
and
(VIII)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
if i′ < j ′ then for the k-linear automorphism
σ : k[X,Y ] → k[X,Y ] given by
(X,Y ) → (X − γ,Y − γ ) with γ, γ as in (VII),
the Newton polygons of σf and σg
are squeezed vertical rectangles of shape (i′, j ′)
′ ′and strict shape (i , j  sn/d).
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that we can take (γ ,n) = (γl, nl). But this follows from (7′) to (10′). Applying (VII) and (VIII)
to (τf, τg) we see that
(IX)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
if i′ > j ′ then for some γ ∈ k and γ ∈ k
we have defoXf = 0 Xdi′p′(Y + γ )dj ′p′
and defoXg = 0 Xdi′q ′(Y + γ )dj ′q ′
together with defoY f = P(X)(X + γ )snp′Ydj ′p′and defoY g = Q(X)(X + γ )snq ′Ydj ′q ′ ,
where s ∈ N+ with d/s ∈ N+
and n ∈ N+ with dj ′ < sn di′
and P(X),Q(X) in k[X] with P(γ ) = 0 = Q(γ )
and
(X)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
if i′ > j ′ then for the k-linear automorphism
σ : k[X,Y ] → k[X,Y ] given by
(X,Y ) → (X − γ ,Y − γ ) with γ, γ as in (IX),
the Newton polygons of σf and σg
are squeezed horizontal rectangles of shape (i′, j ′)
and strict shape (sn/d  i′, j ′).
Lemma (8.5). Assume that (f, g) is a Jacobian pair and the Newton polygons of f and g are
rectangles of the same shape (i′, j ′). Then we have the following.
(8.5.1) There exists a k-linear automorphism σ : k[X,Y ] → k[X,Y ] such that the Newton poly-
gons of σf and σg are shortsqueezed rectangles of shape (i′, j ′). Also there exists a
k-linear automorphism σ : k[X,Y ] → k[X,Y ] such that the Newton polygons of σf and
σg are squeezed rectangles of shape (i′, j ′) and of a common strict shape.
(8.5.2) Upon letting d = GCD(radnum(f+), radnum(g+)), we have di′ > 2.
Proof. (8.5.1) follows from (8.4)(III) to (8.4)(X). (8.5.2) follows from (8.4)(II). 
Remark (8.6). In view of PII(5.2)(10), Theorem (8.1) follows from (8.5.1). Note that if (f, g)
is a Jacobian pair such that the Newton polygon of f is a squeezed rectangle of size (i′, j ′)
then (f, g) cannot be an automorphic pair because f has two points at infinity, and hence by
applying PII(4.10) to the nonautomorphic Jacobian pair (f − f (0,0), g − g(0,0)) we see that
there exist integers 0 < a < i′ and 0 < b < j ′ such that {(a,0), (0, b)} ⊂ Supp(f ) but for all
integers a∗ > a and b∗ > b we have {(a∗,0), (0, b∗)} ∩ Supp(f ) = ∅. This accounts for the two
small lines emanating from the horizontal and vertical axes in the left-hand picture depicted in
(0.7) of the Prologue.
Remark–Postcalculation (8.7). We shall now revisit part of (8.4) for the more general case when
w˜ ∈ Q with w˜ < w = 0. Assume that (f, g) is a Jacobian pair. Also assume that
(1∗) f+ = 0 (Xi′Y j ′)dp′ and g+ = 0 (Xi′Y j ′)dq ′w˜ w˜
S.S. Abhyankar / Journal of Algebra 320 (2008) 2720–2826 2773where
(2∗) i′, j ′,p′, q ′, d in N+ with GCD(i′, j ′) = 1 = GCD(p′, q ′) and i′ = j ′.
Note that then
(3∗) Xi′Y j ′ ∈ radset(f+w˜ )∩ radset(g+w˜ )
and
(4∗)
⎧⎨⎩
d = GCD(radnum(f+w˜ ), radnum(g+w˜ ))
with d ′ = GCD(deg(f+w˜ ),deg(g+w˜ ))
where d ′ = (i′ + j ′)d.
By PII(4.7), PII(4.14), PII(4.17) and their versions obtained by flipping X,Y , we see that
(5∗) if w˜ −1 then w  w˜‡(f ) = w˜‡(g) with f ∼w g
and
(6∗) if w˜ −1 then −∞ = w˜†(f ) = w˜†(g) with f ∼−∞ g.
In case of w˜ −1, in view of (5∗), by PII(4.7) we see that either: (i) w†(f )= −∞ and hence
(dp′i′, dp′j ′) ∈ Supp(f )⊂ {(u, v) ∈ N2: u dp′i′ and v  dp′j ′}
or: (ii) −∞ <w†(f ) < w˜ and f is a Y -submonic polynomial for which we have{
f+
w†(f ) = 0 xdi
′p′ydj
′p′ where (x, y) = (X + γ Y−1/w†(f ), Y )
with γ ∈ k× and −1/w†(f ) ∈ N+
and
degY f = dj ′p′ +
(−1/w†(f ))di′p′.
If (ii) then for the k-automorphism σ : k[X,Y ] → k[X,Y ], which is given by (X,Y ) →
(X − γ Y−1/w†(f ), Y ), we have
(σf )+w˜ = 0
(
Xi
′
Y j
′)dp′
and (σg)+w˜ = 0
(
Xi
′
Y j
′)dq ′
and
w  w˜‡(σf ) = w˜‡(σg) with (σf ) ∼w (σg)
and {
either −∞ = w˜†(σf )= w˜†(σg) with (σf )∼−∞ (σg)
or σf is Y -submonic with degY (σf ) < degY (f ).
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(I)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
if w˜ −1 then there exists P(Y ) ∈ k[Y ] such that
for the k-elementary X-type automorphism
σ : k[X,Y ] → k[X,Y ] given by (X,Y ) → (X − P(Y ),Y )
we have (σf )+ = 0 (Xi′Y j ′)dp′ and (σg)+ = 0 (Xi′Y j ′)dq ′
with (dp′i′, dp′j ′) ∈ Supp(f ) ⊂ {(u, v) ∈ N2: u dp′i′ and v  dp′j ′}.
In case of w˜ −1, in view of (6∗), by PII(4.7) we see that either: (i∗) w‡(f )w and hence
(dp′i′, dp′j ′) ∈ Supp(f ) ⊂ {(u, v) ∈ N2: u dp′i′ and v  dp′j ′}
or: (ii∗) w˜ < w‡(f ) < w and f is an X-submonic polynomial for which we have{
f+
w‡(f ) = 0 xdi
′p′ydj
′p′ where (x, y) = (X,Y + γX−w‡(f ))
with γ ∈ k× and −w‡(f ) ∈ N+
and
degX f = di′p′ +
(−w†(f ))dj ′p′.
If (ii∗) then for the k-automorphism σ : k[X,Y ] → k[X,Y ], which is given by (X,Y ) →
(X,Y − γX−w‡(f )), we have
(σf )+w˜ = 0
(
Xi
′
Y j
′)dp′
and (σg)+w˜ = 0
(
Xi
′
Y j
′)dq ′
and
−∞ = w˜†(σf ) = w˜†(σg) with (σf ) ∼−∞ (σg)
and {
either w  w˜‡(σf ) = w˜‡(σg) with (σf ) ∼w (σg)
or σf is X-submonic with degX(σf ) < degX(f ).
Therefore by decreasing induction on the X-degree of f we see that
(II)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
if w˜ −1 then there exists Q(X) ∈ k[X] such that
for the k-elementary Y -type automorphism
σ : k[X,Y ] → k[X,Y ] given by (X,Y ) → (X,Y −Q(X))
we have (σf )+ = 0 (Xi′Y j ′)dp′ and (σg)+ = 0 (Xi′Y j ′)dq ′
with (dp′i′, dp′j ′) ∈ Supp(f ) ⊂ {(u, v) ∈ N2: u dp′i′ and v  dp′j ′}.
In case of (5∗) and (6∗) we see that
(III)
{
if w˜ = −1 then in (I) and (II) we can take P(Y ) = 0 = Q(X),
i.e., we can take σ to be the identity automorphism of k[X,Y ].
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Lemma (8.8). Assume that (f, g) is a Jacobian pair. Then we have the following.
(8.8.1) If f does not have one point at infinity then GCD(deg(f ),deg(g)) 9.
(8.8.2) If f has one point at infinity and (f, g) is not an automorphic pair then GCD(deg(f ),
deg(g)) 10.
Proof. To prove (8.8.1) assume that f does not have one point at infinity. Then, in view of
PII(4.7), by applying a homogeneous k-linear automorphism to k[X,Y ], without loss of gener-
ality, we may assume that conditions (1∗) to (4∗) of (8.7) are satisfied. Now by (III) of (8.7) we
get
(dp′i′, dp′j ′) ∈ Supp(f ) ⊂ {(u, v) ∈ N2: u dp′i′ and v  dp′j ′}.
Therefore by (8.5.2) we see that GCD(deg(f ),deg(g)) 9.
To prove (8.8.2) assume that f has one point at infinity and (f, g) is not an automorphic
pair. By applying a homogeneous k-linear automorphism to k[X,Y ], without loss of generality,
we may assume that (f+, g+) = (0 YN, 0 YM) with (deg(f ),deg(g)) = (N,M). Taking f −
f (0,0) for f in PII(4.16)(1) we see that f /∈ k[Y ]. Therefore, upon letting w˜ to be equal to the
initial degree weight w˘(f ) of f as defined in the preamble of Section 5 of Part II, we see that
w˜ ∈ Q with 0 > w˜ > −1 and (0,N) ∈ Supp(f+w˜ ) = {(0,N)}.
For a moment assume that f has one point at infinity in the w˜-weighted sense. Let
GCD(deg(f ),deg(g)) = d ′. Now, upon letting τ : k[X,Y ] → k[X,Y ] be the k-flip automor-
phism, by PII(5.2)(4) we see that τf and τg are Y -submonic with GCD(degY (τf ),degY (τg))
d ′/2. Hence by PII(5.2)(9) there exists a tame automorphism σ : k[X,Y ] → k[X,Y ] such that
GCD
(
radnum
(
(στf )+
)
, radnum
(
(στg)+
))
 d ′/6.
Therefore if d ′  9 then we would get
GCD
(
radnum
(
(στf )+
)
, radnum
(
(στg)+
))= 1
and hence (f, g) would be an automorphic pair by PII(4.19) which would contradict our hypoth-
esis. Consequently we must have d ′  10.
Next for a moment assume that f does not have one point at infinity in the w˜-weighted sense.
Now by PII(4.7) we get
(1) f+w˜ = 0
(
xi
′
yj
′)dp′
and g+w˜ = 0
(
xi
′
yj
′)dq ′
where
(2) i′, j ′,p′, q ′, d in N+ with GCD(i′, j ′)= 1 = GCD(p′, q ′) and i′ = j ′
and
(3) x = X + γ Y−1/w˜ and y = Y
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(4) γ ∈ k× with −1/w˜ ∈ N+ \ {1}.
Clearly
(5) deg(f )= [(−1/w˜)i′ + j ′]dp′ and deg(g) = [(−1/w˜)i′ + j ′]dq ′
and hence
(6) (i′ + j ′)d < GCD(deg(f ),deg(g)).
Let τ : k[X,Y ] → k[X,Y ] be the k-special X-type k-automorphism given by (X,Y ) →
(X − γ Y−1/w˜, Y ). Then
(7) (τf )+w˜ = 0
(
Xi
′
Y j
′)dp′
and (τg)+w˜ = 0
(
Xi
′
Y j
′)dq ′
.
By (2), (7) and (8.7)(I) there exists a k-elementary X-type k-automorphism σ : k[X,Y ] →
k[X,Y ] given by (X,Y ) → (X − P(Y ),Y ) with P(Y ) ∈ k[Y ] such that
(8) (στf )+ = 0 (Xi′Y j ′)dp′ and (στg)+ = 0 (Xi′Y j ′)dq ′
with
(9) (dp′i′, dp′j ′) ∈ Supp(f ) ⊂ {(u, v) ∈ N2: u dp′i′ and v  dp′j ′}.
By (2), (6), (8) and (9) we see that (στf,στg) is a Jacobian pair such that στf does not have
one point at infinity with
(10) GCD(deg(στf ),deg(στg))< GCD(deg(f ),deg(g))
and therefore by (8.8.1) we get
GCD(deg(f ),deg(g)) 10. 
Corollary (8.9). If (f, g) is a Jacobian pair with GCD(deg(f ),deg(g))  8 then (f, g) is an
automorphic pair.
Proof. Follows from (8.8). 
9. Preparation for some more squeezing
As said in the preamble of Section 8, we shall now make preparation for showing that, under
certain conditions, a shortsqueezed horizontal rectangle can be squeezed some more. In this
Section 9, we continue with the notation of Section 8.
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a > b in N+ and c = c(X) in k[X,X−1] with degX c(X) < a, consider the k-monomorphisms
La,b,c, L˜a, L̂b,c : k(X,Y ) → k(X,Y )
given by
F = F(X,Y ) → F = F(X,Y ) = F (X−b,XaY + c(X))
and
F = F(X,Y ) → F˜ = F˜ (X,Y ) = F (X−1,XaY )
and
F = F(X,Y ) → F̂ = F̂ (X,Y ) = F (Xb,Y + c(X−1)).
To explicitize a, b, c we may write Fa,b,c, F˜a, F̂b,c instead of F, F˜ , F̂ .
We claim that
(1) La,b,c = L˜aL̂b,c
and
(2) J (X,Y ) = −bXa−b−1.
The proofs are obvious. (1) can be paraphrased by saying that
for all F ∈ k(X,Y ) we have La,b,c(F ) = L˜a
(
L̂b,c(F )
)
.
Also note that in (2)
X = La,b,c(X)= X−b and Y = La,b,c(Y ) = XaY + c(X).
We want to show that under certain conditions F ∈ k[X,Y ] ⇒ F ∈ k[X,Y ] and F has certain
properties. The utility of the factorization (1) is that it is easier to prove F̂ has some related
properties although it may not belong to k[X,Y ], and then applying L˜a to it brings it back to
k[X,Y ].
To start describing the said properties, for any A,B in N+ we introduce the set{
S[A,B] = {F ∈ k[X,Y ]×: (A,B) ∈ Supp(F ) and
i A and j  B for all (i, j) ∈ Supp(F )}
and for any w ∈ Q we introduce the sets
Sw[A,B] =
{
F ∈ k[X,X−1, Y ]×: degw(F ) degw(XAYB)}
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S′w[A,B] =
{
F ∈ k[X,X−1, Y ]: F !w = (A,B)}
and
S′′w[A,B] =
{
F ∈ k[X,X−1, Y ]×: F !!w = (A,B)}
where F ! and F !!w are the top and bottom w-points of F (i.e., the top and bottom end points of
the w-degree form F+w of F ) as defined in PII(7.4.14), and for any w	 < w in Q we introduce
the set
S∗
w	,w
[A,B] = S′′
w	
[A,B] ∩ S′
w
[A,B].
Note that the supports of the members of the above sets, except Sw[A,B], are required to contain
(A,B). Also note that for any p ∈ N+ we clearly have
(3) Sa/b[ap,bp] =
{
F ∈ k[X,X−1, Y×]: bi − aj  0 for all (i, j) ∈ Supp(F )}
and hence we have
(4) L˜a
(
Sa/b[ap,bp]
)⊂ k[X,Y ].
Let us illustrate the various types of sets introduced above by pictures. The line of “slope” w
passing through the point (A,B) divides the (X,Y )-plane into two parts; more accurately this
plane may be called the (i, j)-plane referring to the exponents of a monomial XiY j occurring in
a “meromorphic polynomial” F . The degree forms of F ∈ Sw[A,B] lie in one part as depicted in
the following pictures (Figs. (5) and (6)) where we recall that Q− and Q+ are the sets of positive
and negative rational numbers respectively.
F ∈ Sw[A,B] with w ∈ Q+
Fig. (5).
F ∈ Sw[A,B] with w ∈ Q−
Fig. (6).
Making (A,B) the top or bottom point we have the following pictures—Figs. (7) and (8).
The next two pictures (Figs. (9) and (10)) depict the set S∗
w	,w
[A,B] of polynomials whose
support is enclosed in the angular region delineated by the lines of slope w	 and w meeting at
the point (A,B). The picture on the left (Fig. (9)) deals with a meromorphic polynomial while
the picture on the right (Fig. (10)) deals with an ordinary polynomial.
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F ∈ S′′w[A,B]
Fig. (8).
F ∈ S∗
w	,w
[A,B]
Fig. (9).
F ∈ S∗
w	,w
[A,B] ∩ k[X,Y ]
Fig. (10).
Coming to our main task of squeezing some more, assuming GCD(a, b) = 1, F ∈ S[ap,bp]
is clearly equivalent to saying that the Newton polygon of F is a horizontal rectangle and then,
referring to (0.7) with (i′, j ′) = (a, b) and dp′ = p, it is shortsqueezed means it belongs to
S1[a, b]. Our aim is to squeeze it more by moving the w line in (0.7) until it goes through the
origin, i.e., F belongs to Sa/b[ap,bp] ∩ k[X,Y ] as depicted in the right-hand picture below
(Fig. (12)). To do this we first manage F to belong to Sa/b[ap,bp] as in the left-hand picture
below (Fig. (11)), and then by (4) move it back into k[X,Y ]. Assuming some other “suitable
condition” we try to show that F̂ ∈ Sa/b[ap,bp] and from this deduce that F ∈ Sa/b[ap,bp] ∩
S[ap,bp]. Actually this is somewhat of a dream. When we do carry out the plan, instead of
Fig. (12) we may get something like Fig. (11) in (0.6) with (0, bp) as the top vertex of the
triangle which is a reduction in the total degree.
F ∈ Sa/b[ap,bp]
Fig. (11).
F ∈ Sa/b[ap,bp] ∩ S[ap,bp]
Fig. (12).
We now make a two-way generalization. Firstly we permit F to belong to k[X,X−1, Y ]×. Sec-
ondly we shall show that several assertions proved previously for members of the ring k[X,Y ],
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Y,Y−1]. Our ultimate goal of squeezing some more will be completed in Part IV of this paper.
To give a small sample of the goal, just for a moment let (a, b) = (2,1) and take F ∈ k[X,Y ]
with F ∈ S1[ap,bp] ∩ S[ap,bp] as in the right-hand picture of (0.7) with (i′, j ′) = (a, b) and
dp′ = p. We want to show that under suitable conditions we can arrange to have F as in the left-
hand picture of (0.6) with the top vertex of the triangle at (0,p) giving a reduction in the total
degree. As a “suitable condition” suppose that F = Y + (X2Y −X)p . Then taking c = c(X) = X
we get (X,Y ) = (X−1,X2Y +X) with (X˜, Y˜ ) = (X−1,X2Y) and (X̂, Ŷ ) = (X,Y +X−1). Now
F̂ (X,Y ) = L̂1,X
(
Y + (X2Y −X)p)
= Y +X−1 + (X2(Y +X−1)−X)p
= Y +X−1 + (X2Y )p
and hence
F(X,Y ) = L˜2
(
F̂ (X,Y )
)
= X2Y +X + (X−2(X2Y ))p
= X2Y +X + Yp.
As exhibited by the above example, as a refined version of Fig. (11) we could have Fig. (13)
below and instead of Fig. (12) we would have Fig. (14) below. Moreover the “dream” says that
under suitable conditions we may have F̂ ∈ k[X,Y ].
Fig. (13). Fig. (14).
Remark–Extension (9.2). Coming to “continue to hold,” in Sections 2, 3, 7, 8 of Part II, except
when explicitly said to the contrary, we dealt with the ring k[X,X−1, Y,Y−1]. The “contrary”
included (7.3.4), (7.4.1) to (7.4.10), (8.3.4), (8.4.1) to (8.4.10), and (8.4.16) to (8.4.19), where
we restricted to the ring k[X,Y ]. Also in PII(4.14) we let the ring be k[X,X−1, Y,Y−1] ex-
cept in assertions (7) to (9) where it was assumed to be k[X,Y ]. The proofs of assertions
PII(3.2.5), PII(4.1), PII(4.2), PII(4.3), PII(7.4.1), PII(8.4.1) remain verbatim valid for elements
in k[X,X−1, Y,Y−1]. The resulting assertion will respectively be called PII(3.2.5)(E), PII(4.1)E,
PII(4.2)E, PII(4.3)II, PII(7.4.1)E, PII(8.4.1)E. Thus (x)E will stand for an assertion (x) with the
ring extension from the ring k[X,Y ] to the ring k[X,X−1, Y,Y−1]. The preamble of PII(8.4.19)
and assertions (I) to (IV) also remain verbatim valid with the ring k[X,Y ] extended to the
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of (IV). So we shall refer to these assertions as PII(8.4.19)(I)E to PII(8.4.19)(IV)E respectively.
Note that k is a characteristic zero field with algebraic closure k. Also note that w ∈ Q∪{±∞}
with the meaning of the associated pair of coprime integers (w1,w2) repeated in the preamble of
Section 8.
To recall and extend some previously made definitions, let θ ∈ k[X,X−1, Y ]. We say that θ is
Y -submonic if
θ = a0Y ν +
∑
j<ν
aijX
iY j
where a0 ∈ k× with ν ∈ N and aij ∈ k; alternatively we may say that θ is submonic of degree ν
in Y ; if moreover a0 = 1 then we may replace submonic by monic. Note that the Y -degree
form defoY θ of θ is defined to be the sum of all the highest Y -degree terms in θ with the
understanding that defoY 0 = 0. Also note that if θ is Y -submonic then defoY θ ∈ k[X,Y ]× but
not conversely. For any w ∈ Q, by a w-semiautomorphic pair we mean a pair of elements (x, y)
in k[X,X−1, Y ]× which are w-homogeneous and for which we have
either: (1) (x, y) = (αX + α∗Y,βX + β∗Y) where w = −1 and α,α∗, β,β∗ in k such that
αβ∗ − α∗β = 0,
or: (2) (x, y) = (X,Y +γX−w) where w < −1 and γ ∈ k such that −w ∈ N+ in case γ = 0,
or: (3) (x, y) = (Y,X + γ Y−1/w) where 0 > w > −1 and γ ∈ k such that −1/w ∈ N+ in
case γ = 0,
or: (4) (x, y) = (X,Y + γX−w) where w  0 and γ ∈ k such that w = 0 in case γ = 0,
or: (5) (x, y) = (X,Y + γX−w) with w ∈ N+ and γ ∈ k×.
We call the above pair (x, y) automorphic or nonautomorphic according as it is a w-
automorphic pair or not, i.e., according as we are not in case (5) or we are in case (5). f ∈
k[X,X−1, Y ]× is said to have at most two points at infinity in the w-weighted semisense if for
some w-semiautomorphic pair (x, y) and some nonnegative integers i, j we have f+w = 0 xiyj .
A monomial is an expression of the form κXiY j with κ in k× and i, j in Z. This monomial is
above or below or on the 45◦ line according as i < j or i > j or i = j .
Meromorphic Polynomial Ring. For any f,g in k[X,X−1, Y ]× we shall first state and then
prove modifications (V) to (X) of assertions PII(8.4.19)(V) to PII(8.4.19)(X) respectively, show-
ing that these assertions continue to hold when the ring k[X,Y ] is replaced by the bigger ring
k[X,X−1, Y ]. Out of these modified versions, only (V), (VIII.2), (IX), (X), and parts (i), (ii), (v),
(ix) of (VI∗), have a slightly different formulation than the corresponding items of PII(8.4.19).
For instance, (8.11)(VII.2) is the same as PII(8.4.19)(VII.2) except that the former applies to f,g
in k[X,X−1, Y ]× whereas the latter applies to f,g in k[X,Y ]×. We then follow this up by mod-
ifications (XI) and (XII) of PII(8.4.19)(XI) and PII(8.4.19)(XII) respectively. In item (XI) we
include modifications of PII(3.2.9), PII(3.3), PII(4.6), and two supplements to (X). The proofs
of all these modifications are essentially repetitions of the proofs of the corresponding properties
originally given in Part II with appropriate changes.
(V) If f ∼w g & degw f = 0 = degY (fg)+w with g+w /∈ k then (degw f )(degw g) > 0.
[Note (V∗) (i). Concerning the condition (degw f )(degw g) > 0 we note that for any integers
(or rational numbers) N,M we have: NM > 0 iff either both N and M are positive or both are
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one of N and M is zero.
(ii) To see the necessity of assuming g+w /∈ k, take (w1,w2) = (1,−2) and f = X with g =
1 + Y . Observe that now degw g = 0 with g+w ∈ k but g /∈ k.]
(VI) If f and g are monomials such that either degw f = 0 or degw g = 0, then:
f ∼w g ⇔ f ∼w g for all w ∈ Q ∪ {±∞}.
[Note (VI∗). This note is not related to (VI) but is meant for making a list of claims to be used
in the proof of (VII). Given ŵ,w in Q ∪ {±∞}, we say ŵ is between w and w to mean that
either w > ŵ > w or w < ŵ < w. Given ω̂,ω in Z2 we say that ω̂ is proportional to ω, and
we write ω̂ ≈ ω, to mean that either ω̂ = (0,0) = ω with |ω̂| = |ω|, or ω̂ = (0,0), or ω = (0,0);
geometrically, this says that ω̂ and ω are on a line through the origin. With these definitions in
hand, here is the list of claims (i) to (xii).
(i) If f ∈ k then Supp(f ) = {(0,0)} and hence degw f = 0 for all w ∈ Q ∪ {±∞}. If f+w ∈ k
then for all w  w ∈ Q ∪ {±∞} we have f+w ∈ k[X−1] with degw f = 0. If degw f = 0 and
w = −∞ then f ∈ k[X,X−1] and hence Supp(f ) ⊂ {(i,0): i ∈ Z} and so: degw f  0 for all
w ∈ Q ∪ {∞} in case f ∈ k[X−1], whereas deg∞ f = 0 with degw f > 0 for all w ∈ Q in case
f /∈ k[X−1]. If degw f = 0 with (0,0) /∈ Supp(f ) then for all w˜ < w in Q ∪ {−∞} we have
degw˜ f > 0. If degw f = 0 with (0,0) /∈ Supp(f ) then for all w <w in Q ∪ {∞} we have
degw f < 0 or degw f  0 according as w = ∞ or w = ∞.
If degw f = 0 and w = −∞ with (0,0) ∈ Supp(f ) then for all w < w in Q ∪ {∞} we have
degw f = 0.
(ii) If degw f < 0 then for all w <w ∈ Q ∪ {±∞} we have
degw f < 0 or degw f  0 according as w = ∞ or w = ∞.
(iii) If degw f > 0 and w <w ∈ Q∪{±∞} is such that degw f > 0 then for all ŵ ∈ Q∪{±∞}
between w and w we have degŵ f > 0.
(iv) If degw f > 0 and w <w ∈ Q∪{±∞} is such that degw f < 0 then there is a unique ŵ ∈
Q ∪ {±∞} between w and w for which degŵ f = 0; moreover, for this ŵ we have degw∗ f > 0
for all w∗ ∈ Q∪ {±∞} between w and ŵ, and degw∗∗ f < 0 for all w∗∗ ∈ Q∪ {±∞} between ŵ
and w.
(v) If degw f > 0 and w < w ∈ Q ∪ {±∞} is such that degw f = 0 then there is a unique
ŵ ∈ Q ∪ {±∞} with w < ŵ w and degŵ f = 0 such that degw∗ f > 0 for all w∗ ∈ Q ∪ {±∞}
between w and ŵ; moreover, for this ŵ we have (a), (b), (c) stated below.
(a) degw∗∗ f = 0 for some w∗∗ ∈ Q between ŵ and w ⇒ w = ∞ and degw∗∗∗ f < 0 for all
w∗∗∗ ∈ Q between ŵ and w.
(b) (0,0) /∈ Supp(f ) ⇒ ŵ = w.
(c) (0,0) ∈ Supp(f ) ⇒ f is not a ŵ-monomial.
(vi) If w ∈ Q ∪ {±∞} is such that w = w with (degw f )(degw f ) > 0 then for every ŵ ∈
Q ∪ {±∞} which is between w and w we have (degw f )(degŵ f ) > 0.
(vii) If w ∈ Q ∪ {±∞} is such that w = w with (degw f )(degw f ) < 0 then for some ŵ ∈
Q ∪ {±∞} which is between w and w we have degŵ f = 0.
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(ix) If w < w ∈ Q ∪ {±∞} is such that Supp(f+w ) ∩ Supp(f+w ) = ∅ with degw f  0 then
f !!w = (0,0) = f !w with |f !!w| = |f !w| and: |f !!w| < |f !w| ⇔ (f !w)1 < 0  (f !!w)1. If w < w ∈ Q ∪{±∞} is such that Supp(f+w ) ∩ Supp(f+w ) = ∅ with degw f > 0 and either: (′) degw f > 0, or:
(′′) degw f = 0 with (0,0) /∈ Supp(f ), or: (′′′) degw f = 0 with (0,0) ∈ Supp(f ) but degŵ f = 0
for all ŵ ∈ Q between w and w, then f !!w = (0,0) = f !w with |f !!w| = |f !w| and
in cases (′) and (′′′) we have:
∣∣f !!w∣∣> ∣∣f !w∣∣ ⇔ (f !!w)1 < 0 (f !w)1.
(x) If w <w ∈ Q ∪ {±∞} is such that Supp(f+w ) ∩ Supp(f+w ) = ∅ then either f !!w = (0,0) =
f !w with |f !!w| > |f !w|, or f !!w = (0,0) = f !w with |f !!w| < |f !w|, or degŵ f = 0 for some ŵ ∈ Q ∪{±∞} between w and w.
(xi) If w < w ∈ Q ∪ {±∞} is such that Supp(f+w ) ∩ Supp(f+w ) = ∅ with f !!w ≈ f !w then
degŵ f = 0 for some ŵ ∈ Q ∪ {±∞} which is between w and w.
(xii) If w ∈ Q ∪ {±∞} is such that Supp(f+w ) ∩ Supp(f+w ) = ∅ with f ∼w g and f ∼w g
with (degw f )(degw f ) = 0, and either w > w†(g) > w or w < w‡(g) < w, then for some ŵ ∈
Q ∪ {±∞} which is between w and w we have degŵ g = 0.]
(VII) Let w ∈ Q ∪ {±∞} be such that Supp(f+w )∩ Supp(f+w ) = ∅. Also let degw f = N and
degw f = N with degw g = M and degw g = M . Then we have the following.
(VII.1) Exactly one of the following seven conditions holds:
(1) w = w;
(2) w >w >w†(f );
(3) w >w = w†(f ) > −∞;
(4) w >w = w†(f )= −∞;
(5) w <w <w‡(f );
(6) w <w = w‡(f ) < ∞;
(7) w <w = w‡(f )= ∞.
(VII.2) If f ∼w g and f ∼w g with NN = 0 and for every ŵ ∈ Q ∪ {±∞} which is between
w and w we have degŵ g = 0, then corresponding to (1) to (7) of (VII.1) we respectively have:
(1∗) w = w;
(2∗) w >w >w†(g);
(3∗) w >w = w†(f )= w†(g) > −∞;
(4∗) w >w = w†(f )= w†(g) = −∞;
(5∗) w <w <w‡(g);
(6∗) w <w = w‡(f )= w‡(g) < ∞;
(7∗) w <w = w‡(f )= w‡(g) = ∞;
and moreover we have:
Supp
(
g+w
)∩ Supp(g+w ) = ∅ and MM = 0 with M/N = M/N
and
(w,w)′(f )= (w,w)′(g).
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(w)′(g) ∈ Q with (w)′(g) ∈ Q
and
(w)′(g) = (w,w)′(f )(w)′(g) with (w,w)′(f ) ∈ Q×.
(VIII) Let w ∈ Q ∪ {±∞} be such that Supp(f+w ) ∩ Supp(f+w ) = ∅ and w = 1 = w. Also let
degw f = N and degw f = N with degw g = M and degw g = M . Then we have the following.
(VIII.1) Assume that NN = 0 and f ∼w g with f ∼w g. Also assume that f ∼w J (f,g)
with f ∼w J (f,g), and for every ŵ ∈ Q ∪ {±∞} between w and w we have degŵ g = 0 =
degŵ J (f, g). Then
λw(f,g) ∈ Q with λw(f,g) ∈ Q
and
λw(f,g) = (w,w)′(f )λw(f,g) with (w,w)′(f ) ∈ Q×.
(VIII.2) Assume that NN > 0, and let f ,g in k[X,X−1, Y ]× be such that: either (i) (f , g)=
(f, g), or (ii) (f , g) = (fw ,gw) with w > w  w†(g), or (iii) (f , g) = (fw ,gw ) with w <
w w‡(g). Assume that f ∼w g and f ∼w g. Then we have:
(w)′(g) ∈ Q with (w)′(g) ∈ Q
and
(w)′(g) = (w,w)′(f )(w)′(g) with (w,w)′(f ) ∈ Q×.
Moreover, if also f ∼w J (f,g) with f ∼w J (f,g), then we have
λw(f,g) ∈ Q with λw(f,g) ∈ Q
and
λw(f,g) = (w,w)′(f )λw(f,g) with (w,w)′(f ) ∈ Q×.
(IX) If w = 1 then we have:
λw(f,g) = 1 ⇔ lagw(f,g) = 0 ⇔ f ∼w g.
Moreover we have that
if w < 1 then λw(f,g) 1
whereas
if w > 1 then λw(f,g) 1.
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and f ∼w J (f,g) with f w g. Also assume that degw f > 0 < degw f and fw is above the
45◦ line. Then fw = fw with gw = gw , and we have fw w gw with fw w gw , and
either f is not a w-monomial or g is not a w-monomial.
Proof of (V) to (X). (V) follows from PII(3.11) or can also be checked directly. (V∗) does not
require any proof.
(VI) follows from (V).
(VI∗) can be proved thus. We shall use the facts which say that: for any fixed (i, j) ∈ Z × N,
the function (1/w1)degw(XiY j ) = i − jw is monotonically decreasing in w ∈ Q if j = 0
and constant if j = 0; collectively we call these the monotonicity. In addition to the basic
equation (1/w1)degw(XiY j ) = i − jw for w ∈ Q, we shall also use the subsidiary equations
deg−∞(XiY j ) = j and deg∞(XiY j ) = −j . For any (i, j) ∈ Z×N and w <w in Q∪ {±∞}, by
the monotonicity and the subsidiary equations we get (i′) to (v′):
(i′) If degw(XiY j ) 0 with j = 0 then degw(XiY j ) < 0. If degw(XiY j ) = 0 with j = 0 then
degw˜(XiY j ) > 0 for all w˜ < w in Q ∪ {±∞}.
(ii′) If degw(XiY j ) < 0 then degw(XiY j ) < 0 or degw(XiY j )  0 according as w = ∞ or
w = ∞.
(iii′) If degw(XiY j ) > 0 < degw(XiY j ) then for all ŵ ∈ Q ∪ {±∞} between w and w we have
degŵ(XiY j ) > 0.
(iv′) If degw(XiY j ) > 0 > degw(XiY j ) then for a unique ŵ ∈ Q ∪ {±∞} between w and w
we have degŵ(XiY j ) = 0; moreover, for this ŵ we have degw∗(XiY j ) > 0 for all w∗ ∈
Q ∪ {±∞} between w and ŵ, and degw∗∗(XiY j ) < 0 for all w∗∗ ∈ Q ∪ {±∞} between ŵ
and w.
(v′) If degw(XiY j ) > 0 = degw(XiY j ) then (i, j) = (0,0) and for all ŵ ∈ Q ∪ {±∞} between
w and w we have degŵ f > 0.
The first and the third sentences of (i) are self-explanatory. Consequently, to prove (i) we may
assume that degw f = 0 and w˜ < w < w in Q ∪ {±∞}. We want to show that: if f+w ∈ k then
f+w ∈ k[X−1]; if (0,0) /∈ Supp(f ) then degw f  0 < degw˜ f or degw f < 0 < degw˜ f according
as w = ∞ or w = ∞; and if (0,0) ∈ Supp(f ) then degw f = 0. Since w ∈ Q and degw f = 0,
we can write
f =
∑
i∈N
αiX
−i +
∑
(i,j)∈S
βijX
iY j
with αi ∈ k and βij ∈ k× where S is a finite subset of Z×N\{(0,0)} such that for all (i, j) ∈ S we
have j = 0 and degw(XiY j ) 0; moreover, if α0 = 0 then degw(XiY j ) = 0 for some (i, j) ∈ S.
Now clearly deg∞ X−i = 0 for all i ∈ N. Moreover, by (i′) we see that degw(XiY j ) < 0 for all
(i, j) ∈ S, and if α0 = 0 then degw˜(XiY j ) > 0 for some (i, j) ∈ S. So we are done. [Similarly
(ii) can mostly be deduced from (ii′); however we proceed to describe a unified “connectivity”
method of deducing (ii) to (v) from (ii′) to (v′) respectively.]
Now supposing w <w in Q∪{±∞}, let us prove the weaker versions (ii∗) to (v∗) of (ii) to (v)
obtained by assuming Supp(f+w )∩ Supp(f+w ) = ∅. By PII(8.4.14)(1) to PII(8.4.14)(6) we know
that then there is a unique (i, j) ∈ Z×N such that for all ŵ ∈ Q∪{±∞} with w < ŵ w we have
Supp(f+w ) ∩ Supp(f+ŵ ) = {(i, j)} with f !!w = (i, j) = f !̂w . Hence by (ii′) to (v′) we respectively
get (ii∗∗) to (v∗∗):
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(iii∗∗) If degw f > 0 < degw f then for all ŵ ∈ Q∪ {±∞} between w and w we have degŵ f >
0.
(iv∗∗) If degw f > 0 > degw f then for a unique ŵ ∈ Q ∪ {±∞} between w and w we have
degŵ f = 0; moreover, for this ŵ we have degw∗ f > 0 for all w∗ ∈ Q ∪ {±∞} between
w and ŵ, and degw∗∗ f < 0 for all w∗∗ ∈ Q ∪ {±∞} between ŵ and w.
(v∗∗) If degw f > 0 = degw f then for all ŵ ∈ Q ∪ {±∞} between w and w we have
degŵ f > 0; moreover, if (0,0) ∈ Supp(f ) then f is not a w-monomial.
This completes the proof of the weaker versions.
Continuing to suppose w <w ∈ Q ∪ {±∞}, we shall now deduce the original versions of (ii)
to (v) from their weaker versions by using the connectivity of the Degreewise Newton Polygon
w(f ) thus; this is similar to the use of connectivity of the Positive Newton Polygon wp(f ) in
the proof of PII(8.4.18)(14).
Let
n = l(f,w)− l(f,w) and w˜ = w‡(f ).
Then n ∈ N with w˜ ∈ Q ∪ {±∞} and by PII(8.4.14)(1) to PII(8.4.14)(6) we see that: n = 0 ⇒
w  w˜ ⇒ we are in the weaker version, and w˜ < w ⇒ 0 l(f,w)− l(f, w˜) < l(f,w)− l(f,w).
So (ii) follows by induction on n. In case of (iii) we see that if w˜ < w then by (i) and (ii) we
have degw˜ f > 0 and hence (iii) also follows by induction on n. If w˜ < w with degw f > 0 =
degw˜ f = 0 > degw f then by the last inequality we have (0,0) /∈ Supp(f ) and hence by (i)
we see that degw∗ f > 0 for all w∗ ∈ Q ∪ {±∞} between w and w˜, and degw∗ f < 0 for all
w∗∗ ∈ Q ∪ {±∞} between w˜ and w; consequently (iv) follows by induction on n. Similarly, in
view of (i) to (iii), we also get (v) by induction on n. In all this the “initial case” of the induction
is w  w˜ rather than n = 0.
This completes the proof of (i) to (v). To prove (vi) and (vii), by symmetry we may assume that
w <w and then, in view of (V∗)(i), we are done by (ii) to (iv). (viii) follows from PII(8.4.14)(1)
to PII(8.4.14)(6).
To prove (ix) let w <w ∈ Q ∪ {±∞} be such that Supp(f+w ) ∩ Supp(f+w ) = ∅. Upon letting
r = l(f,w‡(f )) and t = l(f,w†(f )), in view of PII(8.4.14)(1) to PII(8.4.14)(6) we see that
r  t  l(f ) in N+ and
w <w‡(f )= w(f, r) < w(f, r + 1) < · · · <w(f, t)= w†(f ) < w.
Clearly
f !!w = f !w(f,r) and f !!w(f,t) = f !w
and we have
f !!w(f,s) = f !w(f,s+1) for r  s < t.
Let us now prove the following four implications:
(ix∗) if degw f  0 then we have degw(f,s) f < 0 for r  s  t ,
(ix′) if degw f > 0 < degw f then we have degw(f,s) f > 0 for r  s  t ,
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for r  s  t ,
(ix′′′) if degw f > 0 = degw f with (0,0) ∈ Supp(f ) but degŵ f = 0 for all ŵ ∈ Q between w
and w, then we have degw(f,s) f > 0 for r  s  t .
If degw f < 0 then (ix∗) follows from (ii). If degw f = 0 with w = −∞ and (0,0) /∈ Supp(f )
then (ix∗) follows from (i). If degw f = 0 with w = −∞ and (0,0) ∈ Supp(f ) then by (i)
we get (0,0) ∈ Supp(f+w ) ∩ Supp(f+w ) which contradicts the assumption that Supp(f+w ) ∩
Supp(f+w ) = ∅. If degw f = 0 with w = −∞ then by (i) we get Supp(f ) ⊂ {(i,0): i ∈ Z} and
hence w‡(f ) = ∞ which contradicts the above displayed inequalities w < w‡(f ) < w. This
proves (ix∗).
(ix′) follows from (iii). (ix′′) and (ix′′′) follow from (v). Also note the obvious fifth implica-
tion saying that
(ix∗∗) if u = (u1, u2) and v = (v1, v2) in Z × N+ are such that u1 < 0  v1, then we have
|u| > 0 > |v|.
In view of the above five implications, (ix) follows from PII(7.4.14)(3)(V.3) in its alternate
version which says that: if f is not a w-monomial and f !w = (0,0) = f !!w then we have (p), (q),
(r) stated below.
(p) degw f > 0 ⇒ (|f !w| > |f !!w| ⇔ (f !w)1 < 0 (f !!w)1).
(q) degw f = 0 ⇔ |f !w| = |f !!w|.
(r) degw f < 0 ⇒ (|f !w| < |f !!w| ⇔ (f !!w)1 < 0 (f !w)1).
The proof of the above alternate version is straightforward.
This completes the proof of (ix), and by (iv) it implies (x). (xi) follows from (x).
To prove (xii), by symmetry we may assume that w <w ∈ Q∪{±∞} is such that Supp(f+w )∩
Supp(f+w ) = ∅ with f ∼w g and f ∼w g with (degw f )(degw f ) = 0, and w <w‡(g) < w. We
want to show that then for some ŵ ∈ Q∪ {±∞} which is between w and w we have degŵ g = 0.
Since w <w‡(g) < w, by PII(8.4.14)(1) to PII(8.4.14)(6) we see that Supp(g+w)∩Supp(g+w) = ∅;
in a moment we shall show that g!!w ≈ g!w and then we will be done by taking g for f in (xi). If
g+w ∈ k then clearly g!!w = (0,0) and if g+w ∈ k then clearly g!w = (0,0); in both the cases we have
g!!w ≈ g!w . So we may assume that g+w /∈ k and g+w /∈ k.
Let degw f = N and degw f = N with degw g = M and degw g = M . Then, since we are
assuming f ∼w g and f ∼w g with N = 0 = N , in view of PII(3.11), by (V) we get M =
0 = M with (f+w )|M| = 0 (g+w)|N | and (f+w )|M| = 0 (g+w)|N |. Therefore f !!w = (0,0) = g!!w with
|M|f !!w = |N |g!!w and f !w = (0,0) = g!w with |M|f !w = |N |g!w . Since Supp(f+w )∩ Supp(f+w ) = ∅,
by PII(8.4.14)(1) to PII(8.4.14)(6) we see that f !!w = f !w . Consequently g!!w ≈ g!w .
This completes the proof of (xii), and hence of the entire Note (VI∗).
(VII.1) follows from PII(8.4.14)(1) to PII(8.4.14)(6).
(VII.2) can be proved thus. If w = w then we are done by PII(8.4.19)(3•)E. So assume that
w = w. Now upon letting
S = Supp(f+w )∩ Supp(f+w )
and
S′ = {(i, j) ∈ Supp(f ): j > (f !w) }2
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S′′ = {(i, j) ∈ Supp(f ): j < (f !!w)2}
by PII(8.4.14)(1) to PII(8.4.14)(6) we see that (with (2) to (7) as in (VII.1))
(A)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(2) ⇒ S = {f !w} = {f !!w} & f+w is a monomial;
(3) ⇒ S = {f !w} = {f !!w} & f+w is not a monomial & S′ = ∅;
(4) ⇒ S′ = ∅;
(5) ⇒ S = {f !!w} = {f !w} & f+w is a monomial;
(6) ⇒ S = {f !!w} = {f !w} & f+w is not a monomial & S′′ = ∅;
(7) ⇒ S′′ = ∅;
and upon letting
T = Supp(g+w )∩ Supp(g+w )
and
T ′ = {(i, j) ∈ Supp(g): j > (g!w)2}
and
T ′′ = {(i, j) ∈ Supp(g): j < (g!!w)2}
by PII(8.4.14)(1) to PII(8.4.14)(6) we also see that
(B)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
w >w >w†(g) ⇒ T = {g!w} = {g!!w} & g+w is a monomial;
w >w = w†(g) > −∞ ⇒ T = {g!w} = {g!!w}
& g+w is not a monomial & T ′ = ∅;
w >w = w†(g) = −∞ ⇒ T ′ = ∅;
w <w <w‡(g) ⇒ T = {g!!w} = {g!w} & g+w is a monomial;
w <w = w‡(g) < ∞ ⇒ T = {g!!w} = {g!w}
& g+w is not a monomial & T ′′ = ∅;
w <w = w‡(g) = ∞ ⇒ T ′′ = ∅.
Clearly
(C)
{
if f ∼w g with degw f = 0 = degw g then:
f is a w-monomial iff g is a w-monomial.
Under the hypothesis of (VII.2) we have
(D) f ∼w g with f ∼w g
and in view of (VI∗)(i) we see that
(E) N = 0 = N with M = 0 = M
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(F) either w >w w†(g) or w <w w‡(g).
Now (disregarding the hypothesis of (VII.2) but assuming w = w), in view of PII(3.11),
PII(8.4.14)(1) to PII(8.4.14)(6), (V), (VII.1), and (A) to (F), we see that (2) to (7) respectively
imply (2∗) to (7∗) and we have⎧⎪⎪⎪⎨⎪⎪⎪⎩
(f+w )+w = (f+w )+w = a monomial Hf
with (g+w)+w = (g+w)+w = a monomial Hg
and (Hf )M = 0 (Hg)N with (Hf )M = 0 (Hg)N
and T = ∅ with M/N = M/N.
Therefore by PII(8.4.19)(I)E and PII(8.4.19)(II)E we conclude that
(w,w)′(f )= (w,w)′(g)
where we note that if either w = 1 or w = 1 then by definition both sides of the above equation
are reduced to ∞. This completes the proof of (VII.2).
(VII.3) can be proved thus. In view of PII(8.4.19)(1•)E we see that (w,w)′(f ) ∈ Q× and
(w)′(g) ∈ Q with (w)′(g) ∈ Q. Now clearly 1/(w,w)′(f ) = (w,w)′(f ) and hence by symmetry
we may assume that w  w. If M = 0 then in view of (V) and (VI∗)(i) we see that M = 0
and hence (w)′(g) = 0 = (w)′(g) ∈ Q and therefore (w)′(g) = (w,w)′(f )(w)′(g). If M < 0
then by (V) and (VI∗)(ii) we see that all the four integers N,N,M,M are negative and for every
ŵ ∈ Q∪{±∞} between w and w we have degŵ g < 0, and therefore by (VII.2) we get (w)′(g) =
(w,w)′(f )(w)′(g). So now we may assume that M > 0. Then by (V) we get N > 0 <N . In view
of PII(8.4.14)(1) to PII(8.4.14)(6), the similarities f ∼w g and f ∼w g tell us that
fw = fw and
(
fw
)M = (gw )N with (fw )M = (gw )N.
Since g!!w ∈ Supp(g), by the above display we get M > 0. Now by (VI∗)(iii) we see that for every
ŵ ∈ Q ∪ {±∞} between w and w we have degŵ g > 0, and therefore again by (VII.2) we get
(w)′(g) = (w,w)′(f )(w)′(g).
(VIII.1) can be proved thus. By PII(8.4.19)(1•)E, PII(8.4.19)(2•)E, and (VII.2) we see that
(1′)
⎧⎨⎩
(w)′(f ) ∈ Q× with (w)′(f ) ∈ Q×
and (w)′(J (f, g)) ∈ Q with (w)′(J (f, g)) ∈ Q
and (w)′(g) ∈ Q with (w)′(g) ∈ Q
and
(2′)
⎧⎪⎪⎨⎪⎪⎩
upon letting μ = (w,w)′(f )
we have μ ∈ Q× with (w)′(f )= (w)′(f )μ
and (w)′(J (f, g)) = (w)′(J (f, g))μ
′ ′and (w) (g) = (w) (g)μ.
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λw(f,g) ∈ Q and λw(f,g) ∈ Q with λw(f,g) = λw(f,g)μ.
(VIII.2) can be proved thus. By assertions PII(8.14.19)(1•)E, PII(8.14.19)(2•)E, and (VII.3)
we see that
(1′′)
⎧⎨⎩
(w)′(f ) ∈ Q× with (w)′(f ) ∈ Q×
and upon letting μ = (w,w)′(f )
we have μ ∈ Q× with (w)′(f )= (w)′(f )μ
and
(2′′)
⎧⎨⎩
if f ∼w J (f,g) with f ∼w J (f,g)
then we have (w)′(J (f, g)) ∈ Q with (w)′(J (f, g)) ∈ Q
and (w)′(J (f, g)) = (w)′(J (f, g))μ.
By PII(8.4.14)(1) to PII(8.4.14)(6) we see that⎧⎨⎩
in cases (ii) and (iii),
the monomial f is in f+w as well as in f+w ,
and the monomial g is in g+w as well as in g+w ,
and hence in view of PII(8.4.19)(II)E we see that (it being trivial in case (i)) in all the three cases
we have
(3′′)
{
(w)′(f ) = (w)′(f ) with (w)′(f ) = (w)′(f ),
and (w)′(g) = (w)′(g) with (w)′(g) = (w)′(g).
In view of (3′′), by PII(8.4.19)(1•)E, PII(8.4.19)(2•)E, and (VII.3) we see that
(4′′)
{
(w)′(f ) ∈ Q× with (w)′(f ) ∈ Q×
and (w)′(g) ∈ Q with (w)′(g) ∈ Q
and
(5′′)
⎧⎪⎪⎨⎪⎪⎩
recalling that μ = (w,w)′(f )
we have μ ∈ Q×
with (w)′(f ) = (w)′(f )μ
and (w)′(g) = (w)′(g)μ.
Now, in view of (1′′) to (5′′), by the definition of the multiplicative lag we see that if f ∼w
J (f,g) with f ∼w J (f,g) then
λw(f,g) ∈ Q and λw(f,g) ∈ Q with λw(f,g) = λw(f,g)μ.
(IX) follows from PII(7.4.1)E.
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λw(f,g) = (w,w)′(f )λw(f,g),
but by (IX) we have λw(f,g) = 1 λw(f,g) and by PII(8.4.19)(III)E we have (w,w)′(f ) > 1,
which contradicts the above displayed equation. Therefore we get fw w gw . By
PII(8.4.14)(1) to PII(8.4.14)(6) we have fw = fw with gw = gw , and hence by (VI) we
get fw w g

w . By PII(8.4.14)(2) we also see that either f is not a w-monomial or g is not a
w-monomial. 
Note (XI). The terminology introduced in PII(8.4.19)(XI) verbatim applies with the ring k[X,Y ]
replaced by the ring k[X,X−1, Y ]. In (XI.1) and (XI.3)(2) to (XI.3)(7) we prove some auxiliary
lemmas. In (XI.2) we give a modification of PII(3.3). After a preamble in (XI.3)(1), in (XI.4)
we give a partial modification of PII(3.2.9) together with some examples. In (XI.5) we describe
a failed attempt to prove a fuller modification of PII(3.2.9). In (XI.6) we give a modification
of PII(4.6). In (XI.7) and (XI.8) we give two supplements to (X). Allowing some imprecision,
the supplements (XI.7) and (XI.8) may respectively be summarized in the following
Mantra. If w <w = w‡(f ) ∈ Q and degw f > 0 with f ∼w J (f,g) then:
(1) w  1 with f ∼w g ⇒ f ∼w g, whereas
(2) −1 <w < 1 with f ∼w J (f,g) and fw is above the 45◦ line ⇒ f ∼w g.
Commentary. In analogy with (2), why is it not necessary in (1) to assume that fw is on or
below the 45◦ line? Because this is automatically so, as can be seen thus. Noting that degw f > 0
and fw = fw = κXaY b with κ ∈ k× and (a, b) ∈ Z × N, we get
degw f = degw
(
Xa−b
)+ degw(XY)b > 0.
Also 1  w ∈ Q tells us that degw(X) > 0 with degw(XY)  0 and hence a  b. In the same
manner 1 <w ∈ Q ⇒ a > b.
Lemma (XI.1). Let F in k[X,X−1, Y ]× be w-homogeneous with w ∈ Q. Then we have the
following.
(1) defoY F ∈ k[X,Y ]× with degw F  0 ⇒ F ∈ k[X,Y ].
(2) w  0 with degw F  0 ⇒ defoY F ∈ k[X,Y ]×.
(3) F = f+w with Supp(f )∩ N2 = ∅ and w  0 ⇒ degw F  0.
(4) F = f+w with Supp(f )∩ (N2 \ {(0,0)}) = ∅ and w < 0 ⇒ degw F > 0.
Proof. Upon letting degY F = D we have D ∈ N and defoYF = κXD∗YD with κ ∈ k× and
D∗ ∈ Z. For any (d∗, d) ∈ Supp(F ) \ {(D∗,D)} we clearly have D∗w1 + Dw2 = d∗w1 + dw2
with d <D and therefore (D∗ − d∗)w1 = (d −D)w2 with w1 > 0 > (d −D); hence: (∗) D∗ >
d∗ ⇒w2 < 0. By (∗) we see that D∗  0 > d∗ ⇒ degw F = d∗w1 +dw2 < 0 and this proves (1).
Since w1 > 0, the equation degw F = w1(D∗ −Dw) yields (2). (3) and (4) are obvious. 
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0 F . Let N = degw F with D = degY F and M = degw G with E = degY G. Then we have the
following.
(1) Assume that M = 0 and G = 0 xy where (x, y) is a w-semiautomorphic pair which is
nonautomorphic in case {F,G} ⊂ k[X,Y ]. Then we have F = 0 xiyj with i = j in N.
(2) For any H ∈ k[X,X−1, Y ] \ k(X) we have G/H 2 /∈ k[X,X−1, Y ].
(3) We have G /∈ k(Y ) and E  1.
(4) We have degw(G) = degw(XY), i.e., M = w1 +w2.
(5) Assume that EN −DM = 0. Then E = 1.
[Note (5∗). Concerning the above condition we observe that EN − DM = 0 iff the highest
Y -degree term in F is w-similar to the highest Y -degree term in G. This is so because clearly
the said terms are X(N−w2D)/w1YD and X(M−w2E)/w1YE respectively.]
(6) We have the five implications stated below.
(i) If E = 1 then G = 0 X(Y + γX−w) with γ ∈ k such that 1 −w ∈ Z in case γ = 0.
(ii) If F is Y -submonic then D > 0.
(iii) If E = 1 and F is Y -submonic then G is Y -submonic.
(iv) If defoYF ∈ k[X,Y ] then defoYG ∈ k[X,Y ].
(v) If E = 1 and defoYG ∈ k[X,Y ] then defoYF ∈ k[X,Y ].
(7) Assume that w < 0 with E > 2 and either defoYF ∈ k[X,Y ] or defoYG ∈ k[X,Y ]. Then
{F,G} ⊂ k[X,Y ] and G = 0 Y(X + γ YE−1) with 0 = γ ∈ k and we have −1
w
= E − 1.
(8) Assume that w < 0 with E = 2 and either defoY F ∈ k[X,Y ] or defoY G ∈ k[X,Y ]. Then
{F,G} ⊂ k[X,Y ] and G = 0 (αX + Y)(βX + Y) with α = β in k and we have w = −1.
Proof of (1). If {F,G} ⊂ k[X,Y ] and (x, y) is an automorphic pair then we are done by
PII(3.3.1). So assume that the w-semiautomorphic pair (x, y) is nonautomorphic. Now there
is a unique
C = C(X,Y ) =
∑
CijX
iY j ∈ k[X,X−1, Y ] with Cij ∈ k
such that Supp(C) = ∅ and C(x, y) = F . The four equations C(x, y) = F , G = xy, J (x, y) =
0 , J (F,G) = 0 F , tell us that J (C,XY) = rC with r ∈ k×. Also
J (C,XY) =
∑
(i − j)CijXiY j .
Therefore for all (i, j) in Supp(C) we have i − j = r and hence XiY j = Xr(XY)j . So for all
(i, j) = (i′, j ′) in Supp(C) we have j = j ′; since degw(Cij xiyj ) = r degw(x) + j degw(xy)
with degw(xy) = degw(G) = 0 and similarly for (i′, j ′), we conclude that degw(Cij xiyj ) =
degw(Ci′j ′xi
′
yj
′
). Since F and Cijxiyj are w-homogeneous, the equation
F = C(x, y) =
∑
(i,j)∈Supp(C)
Cij x
iyj
tells us that Supp(C) consists of a unique element (i, j). It follows that F = 0 xiyj with i = j
in N. 
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be the highest powers of C which divide F and G in k[X,X−1, Y ] respectively. If q  2 then
by PII(3.2.5)(E) we get F/Cp+1 ∈ k[X,X−1, Y ] which is a contradiction. Therefore q  1 and
hence G/H 2 /∈ k[X,X−1, Y ]. 
Proof of (3). If G ∈ k(X) then GY = 0 and hence J (F,G) = −GXFY which, by comparing Y -
degrees, contradicts the equation J (F,G) = 0 F . Therefore G /∈ k(X) and hence degY G  1,
i.e., E  1. Flipping X,Y in the above argument we also get G /∈ k(Y ). 
Now (4) follows from PII(3.2.6). In proving (5) to (8) we can use the following common
Notation. We clearly have
G =
∑
j∈S(G)
GjX
v(j)Y j with 0 = Gj ∈ k
where
E ∈ S(G) ⊂ {0,1, . . . ,E} and v(j) ∈ Z with v(j)w1 + jw2 = M.
Proof of (5). We also have
F =
∑
j∈S(F )
FjX
u(j)Y j with 0 = Fj ∈ k
where
D ∈ S(F ) ⊂ {0,1, . . . ,D} and u(j) ∈ Z with u(j)w1 + jw2 = N.
If E > 1 then equating the coefficients of Xu(D)+v(E)−1YD+E−1 on both sides of the equation
J (F,G) = 0 F we see that (
u(D)E − v(E)D)FDGE = 0
and substituting u(D) = (N/w1) − D(w2/w1) and v(E) = (M/w1) − E(w2/w1) in this and
then dividing out by FDGE/w1 we get EN − DM = 0 which is a contradiction. Therefore
E = 1 by (3). 
Proof of (6). If E = 1 then by (4) and the above Notation, we see that for some  ∈ k× and δ ∈ k
we have G = XY + δX1−w with 1 − w ∈ Z in case δ = 0. If F is Y -submonic with D = 0
then F ∈ k× and hence J (F,G) = 0 which contradicts the assumption that J (F,G) = 0 F .
Therefore, if F is Y -submonic then D > 0. This proves (i) and (ii). To prove the rest of (6) we
can write
(1•) F = κXD∗YD + (terms of Y -degree <D)
and
2794 S.S. Abhyankar / Journal of Algebra 320 (2008) 2720–2826(2•) G = λXE∗YE + (terms of Y -degree <E)
with κ,λ in k× and D∗,E∗ in Z. Calculating the Jacobian we get{
J (F,G) = κλXD∗+E∗−1YD+E−1(DE∗ −ED∗)
+(terms of Y -degree <D +E − 1)
and hence comparing terms of Y -degree D +E − 1 on the two sides of the equation J (F,G) =
0 F we see that
(3•) E = 1 ⇔ DE∗ −ED∗ = 0.
By (ii) and (3•) we get (iii). By (i) and (1•) to (3•) we get (iv) and (v). 
Proof of (7). In view of (XI.1), by (6) we get {F,G} ⊂ k[X,Y ] and hence we are done by
PII(3.3.7). 
Proof of (8). In view of (XI.1), by (6) we get {F,G} ⊂ k[X,Y ] and hence we are done by
PII(3.3.8). 
Preamble–Lemma (XI.3). Let F and G be w-homogeneous members of k[X,X−1, Y ]× with
w ∈ Q. Let us put degw F = N with degY F = D and degX(defoY F ) = D∗, and similarly let
us put degw G = M with degY G = E and degX(defoY G) = E∗. Let us put ordY F = δ and
ordX(infoY F ) = δ∗, and similarly let us put ordY G =  and ordX(infoY G) = ∗.
(1) Assuming that J (F,G) = 0 Fu with u ∈ N+, in PII(3.2.9) we showed that: if {F,G} ⊂
k[X,Y ] with N = 0 (1 −w)N then G/Fu−1 ∈ k[X,Y ]. So we ask the question if
(Q) {F,G} ⊂ k[X,Y ] with N > 0 > (1 −w) < 0 <D ⇒ G/Fu−1 ∈ k[X,Y ].
In (1) to (6) of (XI.4) we shall give a partial positive answer to this, and in (7) and (8) of (XI.4)
we shall give examples to show that a full answer is in the negative. To help out with the above
question and related matter, in (2) to (5) below we shall state some auxiliary results and then
prove them.
(2) Assuming D > 0 and J (F,G) = 0 Fu with u ∈ N we have the following.
(1∗) If ED∗ −DE∗ = 0 then E = uD −D + 1 and E∗ = uD∗ −D∗ + 1.
(2∗) If ED∗ −DE∗ = 0 then E > uD −D + 1.
(3∗) If u > 0 then E > 0.
(4∗) If u > 0 and N > 0 (1 −w) then F ∈ k[X,Y ] and ED∗ −DE∗ = 0.
(3) Assuming δ > 0 and J (F,G) = 0 Fu with u ∈ N we have D > 0 and we have the follow-
ing.
(1∗) If δ∗ − δ∗ = 0 then  = uδ − δ + 1 and ∗ = uδ∗ − δ∗ + 1.
(2∗) If δ∗ − δ∗ = 0  then  = 0 = ∗.
(3∗) If u > 0 then E > 0.
(4∗) If u > 0 and N > 0 (1 −w) then F ∈ k[X,Y ] and ED∗ −DE∗ = 0.
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(1∗) (defoY F ) ∼w (defoY G)⇔ EN −DM = 0 ⇔ED∗ −DE∗ = 0.
(2∗) F ∼w G ⇒ (defoY F ) ∼w (defoY G).
(3∗) N = 0 and
F ∼w G ⇒
⎧⎪⎪⎨⎪⎪⎩
there exists w-homogeneous
F̂ ∈ k[X,X−1, Y ]× such that
F = 0 F̂ p and G = 0 F̂ q
for some p ∈ N+ and q ∈ Z.
(4∗) N = 0 <D and
F ∼w J (F,G) ⇒
⎧⎪⎪⎨⎪⎪⎩
there exists w-homogeneous
F̂ ∈ k[X,X−1, Y ]× such that
F = 0 F̂ p and J (F̂ ,G) = 0 F̂ u
for some p ∈ N+ and u ∈ N.
(5) Assume that F = f+w and G = g+w with f ∼w J (f,g), and assume that either (i) w < 0,
or (ii) w  0 = N with EN − DM = 0 < (w1 + w2)N . Also assume that either (•) N > 0 
D∗ <D, or (••) {f,g} ⊂ k[X,Y ]. Then both F and G belong to k[X,Y ].
Proof of (2). We can write
(1•) F = κXD∗YD + (terms of Y -degree <D)
and
(2•) G = λXE∗YE + (terms of Y -degree <E)
with κ,λ in k×. Since D > 0, calculating the Jacobian we get{
J (F,G) = κλXD∗+E∗−1YD+E−1(ED∗ −DE∗)
+(terms of Y -degree <D +E − 1)
and hence comparing terms of Y -degree D +E − 1 on the two sides of the equation J (F,G) =
0 Fu we see that
(3•) if ED∗ −DE∗ = 0 then E = uD −D + 1 and E∗ = uD∗ −D∗ + 1
and
(4•) if ED∗ −DE∗ = 0 then E > uD −D + 1.
Now assume that u > 0. Then by (3•) and (4•) we get E > 0. Now also assume that N > 0
(1 −w). Then by (XI.1)(1) and (XI.1)(2) we get F ∈ k[X,Y ].
Suppose if possible that ED∗ − DE∗ = 0. Then D∗/D = E∗/E and by the definition of
w-degree we have N = w1(D∗ −wD) and M = w1(E∗ −wE), and therefore we get
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(
D∗D−1 −w)= w1(E∗E−1 −w)= M/E
and hence upon letting π = N/D we get 0 < π ∈ Q with
(5) N = πD and M = πE.
By PII(4.1)(E), the equation J (F,G) = 0 Fu tells us that uN = N +M −w1(1−w) and hence,
in view of (5), dividing by π we get E = uD − D + w1(1 − w)π−1 and therefore by (4•) we
obtain w1(1 − w)π−1 > 1 which is a contradiction because w1 and π are positive but 1 − w is
nonpositive. 
Thus we must have ED∗ −DE∗ = 0.
Proof of (3). We can write
(1•) F = κXδ∗Y δ + (terms of Y -degree > δ)
and
(2•) G = λX∗Y  + (terms of Y -degree > )
with κ,λ in k×. Since δ > 0, calculating the Jacobian we get{
J (F,G) = κλXδ∗+∗−1Y δ+−1(δ∗ − δ∗)
+(terms of Y -degree > δ +  − 1)
and hence comparing terms of Y -degree δ +  − 1 on the two sides of the equation J (F,G) =
0 Fu we see that
(3•) if δ∗ − δ∗ = 0 then  = uδ − δ + 1 and ∗ = uδ∗ − δ∗ + 1
and moreover
(4•) if δ∗ − δ∗ = 0  then  = 0 = ∗.
Clearly D  δ and hence D > 0. Therefore by (2)(3∗) we see that if u > 0 then E > 0, and by
(2)(4∗) we see that if u > 0 and N > 0 (1 −w) then F ∈ k[X,Y ] and ED∗ −DE∗ = 0. 
Proof of (4). Clearly (defoY F ) ∼w (defoY G)⇔ (XD∗YD)M = (XE∗YE)N and hence
(defoY F ) ∼w (defoY G) ⇔ EN −DM = 0 = E∗N −D∗M.
By the definition of w-degree we have N = w1(D∗ −wD) and M = w1(E∗ −wE) and hence
EN −DM = w1
(
ED∗ −DE∗) and E∗N −D∗M = −ww1(ED∗ −DE∗).
Since w1 = 0, (1∗) follows from the above two displays. (2∗) is obvious. Clearly k[X,X−1, Y ]
is a UFD and hence (3∗) follows from PII(3.10) or, alternatively, also from PII(3.11); see part (1)
of the following modification (XI.3∗) of (5.5) and (6.5).
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homogeneous member of k[X,X−1, Y ]× and therefore by (3∗) we can find w-homogeneous
F̂ ∈ k[X,X−1, Y ]× such that F = 0 F̂ p and J (F,G) = 0 F̂ q for some p ∈ N+ and q ∈ N.
By PII(3.2.3) we get J (F̂ ,G) = 0 F̂ u with u = q − p + 1 ∈ Z. Since F̂ and G belong to
k[X,X−1, Y ], so must their Jacobian. Since D > 0 we get degY F̂ > 0 and hence, because
F̂ u ∈ k[X,X−1, Y ], we must have u ∈ N. 
Proof of (5). The (••) case being obvious, assume (•). Then
(1•)
{
F and G are w-homogeneous members of k[X,X−1, Y ]×
and defoYF ∈ k[X,Y ]× with N > 0 <D
and
(2•) 0D∗ <D.
In view of (1•), by (XI.1)(1) we get F ∈ k[X,Y ]. We want to show that G ∈ k[X,Y ]. We
shall divide the argument in two cases according as (defoY F ) ∼w (defoY G) or (defoY F ) w
(defoY G).
First suppose that (defoY F ) ∼w (defoY G). Then (defoY F )M = 0 (defoY G)N and hence by
(1•) we see that defoYG ∈ k[X,Y ]× with M  0 and therefore by (XI.1)(1) we get G ∈ k[X,Y ].
Next suppose that (defoY F ) w (defoY G). Then by (4)(2∗) we have F w G, and hence by
PII(3.1) and PII(4.1)E we get J (F,G) = J (f,g)+w = 0. Therefore, because by assumption f ∼w
J (f,g), we conclude that F ∼w J (F,G), and hence in view of PII(3.1) we get (defoY F ) ∼w
J (defoY F,defoY G). Consequently, in view of (1•), by (4)(4∗) we can find w-homogeneous
F̂ ∈ k[X,X−1, Y ]× such that
defoYF = F̂ p and J (F̂ ,defoY G) = 0 F̂ u with p ∈ N+ and u ∈ N.
Now clearly
(3•) degw F̂ > 0
and upon letting
(4•) defoY G = Ĝ
in view of (2•) we see that
(5•)
⎧⎨⎩
F̂ w Ĝ and J (F̂ , Ĝ) = 0 F̂ u with u ∈ N
where F̂ = κXD̂∗Y D̂ and Ĝ = λXE∗YE with κ,λ in k×
and D̂∗, D̂,E∗,E in Z with 0 D̂∗ < D̂ and E  0.
For a moment assume that u > 0. Then, in view of (5•), by (4)(1∗) we have ED̂∗ − D̂E∗ = 0
and hence by (2)(1∗) we get E > 0 <E∗ and we also get degw Ĝ = (u−1)degw F̂ +degw(XY).
Therefore Ĝ ∈ k[X,Y ] and in view of (3•) we get degw Ĝ w1 + w2. Since N > 0 and either
2798 S.S. Abhyankar / Journal of Algebra 320 (2008) 2720–2826(i) or (ii) holds, we must have w1 + w2 > 0. Thus Ĝ ∈ k[X,Y ] and degw Ĝ > 0; consequently,
in view of (4•), by (XI.1)(1), we get G ∈ k[X,Y ].
Finally assume that u = 0. Then, in view of (5•), by (4)(1∗) we see that ED̂∗ − D̂E∗ = 0
and hence by (2)(1∗) we get D̂ = 1 and therefore D̂∗ = 0 with E = 0 and E∗ = 1. Therefore
Ĝ = λX ∈ k[X,Y ] and degw Ĝ = w1 > 0; consequently, in view of (4•), by (XI.1)(1), we get
G ∈ k[X,Y ]. 
Sublemma (XI.3∗). For 0  j  e with e ∈ N let gj ∈ k[X,X−1, Y ]× be such that g0 ∼w gj .
For 0  j  e let degw(gj )+w = Δj and let GCD(Δ0, . . . ,Δe) = Δ. For 0  j  e let
degY (gj )+w = δj and let GCD(δ0, . . . , δe) = δ. Assume that degw g0 = 0. Then we have the fol-
lowing.
(1) Assuming e = 1, there exists w-homogeneous C ∈ k[X,X−1, Y ]× such that (g0)+w = 0 Cp
and (g1)+w = 0 Cq with p ∈ N+ and q ∈ Z. Moreover, if degY (g0)+w = 0 then q ∈ N.
(2) Without further assumption, there exists w-homogeneous C ∈ k[X,X−1, Y ]× such that
degw C = Δ|Δ0|/Δ0 and (gj )+w = 0 C(Δj /Δ)(|Δ0|/Δ0) for 0 j  e. Moreover, if degY (g0)+w =
0 then (Δj/Δ)(|Δ0|/Δ0) = |Δj |/Δ for 0 j  e.
(3) If degY (g0)+w = 0 then for 1  j  e we have δj /δ = |Δj |/Δ and for any C as in (2) we
have degY C = δ.
(4) If (g0)+w ∈ k[X,Y ] then the C in (1) to (3) must belong to k[X,Y ].
Proof. Everything follows from PII(3.10). In greater detail first we shall prove (1) and then
deduce (2) and (3) from it. The proof of (4) is straightforward.
For a moment suppose that degY (g0)+w = 0. Then, since degw g0 = Δ0 = 0, we must have
w1 ∈ N+ with Δ0/w1 ∈ Z× and (g0)+w = 0 XΔ0/w1 . Therefore for 1  j  e, since g0 ∼w gj ,
we get Δj/w1 ∈ Z and (gj )+w = 0 XΔj/w1 . Now (2) follows by taking C = XΔ/w1 or X−Δ/w1
according as Δ0 > 0 or Δ0 < 0. (1) is a special case of (2). In the current situation (3) is vacuous.
Henceforth suppose that degY (g0)+w = 0. Note that since g0 ∼w gj we now have (Δj/Δ)×
(|Δ0|/Δ0) = |Δj |/Δ for 0 j  e.
To prove (1) note that, since g0 ∼w g1, we get ((g0)+w)Δ1 = 0 ((g1)+w)Δ0 with Δ0 =
degw(g0)+w = 0 and Δ1 = degw(g1)+w . It follows that if Δ1 = 0 then (g1)+w ∈ k× and it suffices to
take (C,p,q)= ((g0)+w,1,0). So assume that Δ1 = 0. Now we have
(1∗)
(
(g0)
+
w
)Δ1 = 0 ((g1)+w)Δ0 with degw g0 = Δ0 = 0 = Δ1 = degw g1.
If (g0)+w ∈ k[X,Y ] then by (1∗) we must have (g1)+w ∈ k[X,Y ] and we are done by taking
(A,B) = ((g0)+w, (g1)+w) in PII(3.10)(2). So assume that (g0)+w /∈ k[X,Y ]. Then by (1∗) we must
have (g1)+w /∈ k[X,Y ]. Now there exist unique positive integers 0, 1 such that
(2∗) Xi (gi)+w ∈ k[X,Y ] but Xi−1(g0)+w /∈ k[X,Y ] for 0 i  1.
Let V : k(X,Y ) → Z ∪ {∞} be the real discrete valuation such that for all Θ in k[X,Y ]× we
have V (Θ) ∈ N with Θ/XV (Θ) ∈ k[X,Y ] but Θ/XV (Θ)+1 /∈ k[X,Y ]. Then by (2∗) we see that
V ((gi)
+
w)= −i for 0 i  1 and hence by (1∗) we get
(3∗) 1/0 = Δ1/Δ0 with 0 and 1 in N+.
For large enough  ∈ N+, upon letting
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by (1∗) to (3∗) we see that A,B are w-homogeneous members of k[X,Y ]× with (degw A)×
(degw B) > 0 such that (
Adegw B/Bdegw A
)Δ1 = (AΔ1/BΔ0)degw B ∈ k×
and hence Adegw B = 0 Bdegw A and therefore again by PII(3.10)(2) we can find w-homogeneous
Ĉ ∈ k[X,Y ]× such that
A = 0 Ĉp̂ and B = 0 Ĉq̂ with p̂ and q̂ in N+.
Now upon letting GCD(p̂, q̂ ) = d̂ and C˜ = Ĉd̂ with p = p̂/d̂ and q = q̂/d̂ , we see that C˜ ∈
k[X,Y ] is w-homogeneous and
(5∗) A = 0 C˜p and B = 0 C˜q where p,q in N+ with GCD(p, q) = 1.
Recall that degY (gi)+w = δi for 0 i  1 and we are supposing δ > 0; hence by (1∗) we see that
(6∗) δ1/δ0 = Δ1/Δ0 with δ0 and δ1 in N+.
By (4∗) we get
degY A = δ0 and degY B = δ1
and hence by (3∗), (5∗), (6∗) we conclude that
0/p = 1/q ∈ N+
and therefore, upon letting C = X−0/pC˜, in view of (2∗) and (5∗) we see that C ∈
k[X,X−1, Y ]× is w-homogeneous with (g0)+w = 0 Cp and (g1)+w = 0 Cq . This completes the
proof of (1).
To prove (2), by obvious properties of GCD we can find v1, . . . , ve in N+ such that upon
letting g′ = gv11 . . . gvee and degw g′ = Δ′ we have GCD(Δ0,Δ′) = Δ. Now g0 ∼w g′ and hence
by (1) we can find w-homogeneous C′ ∈ k[X,X−1, Y ]× such that (g0)+w = 0 (C′)p′ and (g′)+w =
0 (C′)q ′ with p′ ∈ N+ and q ′ ∈ N. Now upon letting GCD(p′, q ′) = d ′ and C = (C′)d ′ with
p = p′/d and q = q ′/d ′ we see that C ∈ k[X,X−1, Y ]× is w-homogeneous and
(7∗) (g0)+w = 0 Cp and (g′)+w = 0 Cq with degw C = Δ|Δ0|/Δ0
where
(8∗) p = |Δ0|/Δ ∈ N+ and q = |Δ′|/Δ ∈ N with GCD(p, q) = 1.
Given any j ∈ {1, . . . , e}, by (1) we can find w-homogeneous Cj ∈ k[X,X−1, Y ]× such
that (g0)+ = 0 (Cj )pj and (gj )+ = 0 (Cj )qj with pj ∈ N+ and qj ∈ N. Now upon lettingw w
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k[X,X−1, Y ]× is w-homogeneous and upon letting
(9∗) GCD(Δ0,Δj )= Δ′j
we have
(10∗) (g0)+w = 0
(
C′j
)p′j and (gj )+w = 0 (C′j )q ′j with degw C′j = Δ′j |Δ0|/Δ0
where
(11∗) p′j = |Δ0|/Δ′j ∈ N+ and q ′j = |Δj |/Δ′j ∈ N with GCD(p′j , q ′j ) = 1.
Recall that
(12∗) GCD(Δ, . . . ,Δe)= GCD(Δ0,Δ′).
Upon letting t = p′j/p, as a purely numerical consequence of (8∗), (9∗), (11∗) and (12∗) we
see that tq = q ′j with tΔ′j |Δ0|/Δ = Δ|Δ0|/Δ0 and hence by (7∗) and (10∗) we conclude that
C = 0 (C′j )t with (gj )+w = 0 C|Δj |/Δ. This completes the proof of (2).
Finally (3) follows from (2) by taking (Gj ,Dj ,L) = ((gj )+w, |Δj |/Δ,k(X,X−1)) in the fol-
lowing fact whose proof is straightforward; also see PII(3.11). 
Fact. Let C = L[Y ]× where L is a field. Let e ∈ N. For 0 j  e let Gj ∈ L[Y ]× of Y -degree
δj be such that Gj = λjCDj with λj ∈ L× and Dj ∈ N. Let GCD(δ0, . . . , δe) = δ. Assume that
δ0 > 0 <D0 and GCD(D0, . . . ,De) = 1. Then the Y -degree of C is δ and for 0 j  e we have
δj /δ = Dj .
Lemma–Examples (XI.4). Let F and G be any w-homogeneous members of k[X,X−1, Y ]×
with w ∈ Q such that J (F,G) = 0 Fu with u ∈ N+. Let us put degw F = N with degY F = D
and degX(defoY F ) = D∗, and let us put degw G = M with degY G = E and
degX(defoY G) = E∗. Let us put ordY F = δ and ordX(infoY F ) = δ∗, and let us put ordY G = 
and ordX(infoY G) = ∗. Then, assuming N > 0 (1 −w), we have the following.
(1) If D > 0 then E > 0 with F ∈ k[X,Y ].
(2) If D > 0 then ED∗ −DE∗ = 0 with E = uD −D + 1 and E∗ = uD∗ −D∗ + 1.
(3) If δ > 0 then E > 0 <D with F ∈ k[X,Y ].
(4) If δ > 0 and δ∗ − δ∗ = 0 then  = uδ − δ + 1 and ∗ = uδ∗ − δ∗ + 1.
(5) If δ > 0 and δ∗ − δ∗ = 0  then  = 0 = ∗.
(6) If 1 −w = 0 <D then GF 1−u ∈ k[X,Y ] with J (F,GF 1−u) = 0 F and for some γ ∈ k we
have F = 0 XD∗(Y + γX−1)D and G = 0 XE∗(Y + γX−1)E .
(7) Letting F = X2(X2Y − a)2 and G = X(X2Y − a)(X2Y − a + 1)(X2Y − a − 1) with any
a ∈ k, we have J (F,G) = 4F 2, giving a negative answer to the above question (XI.3)(1)(Q)
with N = w = 2. By taking a = 0 we get the simplest example F = X6Y 2 and G = X7Y 3 −
X3Y . By taking a = 1 we get the simplest nonmonomial example F = X2(X2Y − 1)2 and
G = X7Y 3 − 3X5Y 2 + 2X3Y .
S.S. Abhyankar / Journal of Algebra 320 (2008) 2720–2826 2801(8) Taking any integers w > 1 and n > 0 and letting
F = Rn+1 and G = RnQ with R = Xw−1P and T = XwY
where P = P(T ) =∑PiT i is any preassigned member of k[T ] \ k with Pi ∈ k and
Q= Q(T ) = c + v
∑
(i + 1)−1PiT i+1 ∈ k[T ] \ k
with c ∈ k and 0 = v ∈ k, we have J (F,G) = v(n+ 1)(w− 1)F 2. Moreover for all except a
finitely many c in k we have that P and Q have no nonconstant common factor in k[T ], and
then G/F /∈ k[X,Y ], again giving a negative answer to question (XI.3)(1)(Q). For instance
we can take P(T ) = (T − a1)e1 . . . (T − ad)ed where d, e1, . . . , ed are any positive integers
and a1, . . . , ad are any pairwise distinct elements in k. Note that (7) can be obtained from
this family of examples by taking (w,n, v, c) = (2,1,2, a2 − 1) and P(T ) = T − a. Also
note that by taking (w,n, v, c) = (2,5,12,0) and P = (T − 1)2(T − 2) in this family of
examples we get the example communicated by Pierette Cassou-Nogues in February 2007 to
me and others.
Proof. (1) and (2) are proved in (XI.3)(2). (3) to (5) are proved in (XI.3)(3).
To prove (6), assuming 1 −w = 0 <D, let
F ′ = F
and
G′ = G/Fu−1.
Then, in view of (XI.3)(2), by PII(3.2.9) followed by PII(3.2.2) and PII(3.2.7), F ′ and G′ are
w-homogeneous members of k[X,Y ]× with J (F ′,G′) = 0 F ′. Now degY G′ = 1 and hence by
(XI.2)(6)(i) followed by (XI.2)(1) we get
F ′ = 0 XD∗(Y + γX−1)D
and
G′ = 0 XE∗−uD∗+D∗(Y + γX−1)
for some γ ∈ k. This completes the proof of (6).
The proof of (7) is obvious by direct calculation or can also be deduced from (8) by taking
(w,n,R,v, c)= (2,1,2, a2 − 1).
To prove (8), it suffices to note that upon letting Q′ denote the T -derivative of Q(T ) we have
J (F,G) = J (F,Rn)Q+ J (F,Q)Rn = (n+ 1)(w − 1)(Q′/P )F 2
because J (F,Rn) = J (Rn+1,Rn) = 0 and because upon letting J ′ denote Jacobian relative to
X,T we have
J (F,Q) = XwJ ′(F,Q) = XwFXQ′ = (n+ 1)(w − 1)Xw−1FQ′
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J (F,G) = v(n+ 1)(w − 1)F 2. 
Failed-attempt (XI.5). In the setup of (XI.4), assuming {F,G} ⊂ k[X,Y ] with N > 0 >
(1 − w) < 0 < D, we shall try to show that G/Fu−1 ∈ k[X,Y ]. In view of Examples (7) and
(8) of (XI.4) we must fail, but putting our finger on the exact spot where the failure occurs will
be instructive. This being only a suggestive explanation, we need not be very precise. To recall
the setup:
Let F and G be any w-homogeneous members of k[X,Y ]× with w ∈ Q such that J (F,G) =
0 Fu with u ∈ N+. Let us put degw F = N with degY F = D and degX(defoY F ) = D∗, and
let us put degw G = M with degY G = E and degX(defoY G) = E∗. Let us put ordYF = δ and
ordX(infoY F ) = δ∗, and let us put ordY G =  and ordX(infoY G) = ∗.
Assuming N > 0 > (1 −w) < 0 <D, let us try to prove the divisibility G/Fu−1 ∈ k[X,Y ].
By (XI.4)(1) and (XI.4)(2) we see that
(1) E > 0 with F ∈ k[X,Y ]
and
(2) ED∗ −DE∗ = 0 with E = uD −D + 1 and E∗ = uD∗ −D∗ + 1.
Our next step is to translate Y by a root of F and then apply (XI.4)(4) and (XI.4)(5) combined
with PII(8.4.19)(VIII.2). But in general we can find such a root only in k[X1/t ,X−1/t ] for some
t ∈ N+. So we better enlarge the ring k[X,Y ] by the ring extensions
k[X,Y ] ⊂ k[XQ,Y ] ⊂ k[XQ,YQ]
where the double fractional polynomial ring k[XQ,YQ] consists of all finite sums
θ = θ(X,Y ) =
∑
(i,j)∈Q×Q
aijX
iY j
with aij ∈ k, and the fractional polynomial ring k[XQ,Y ] consists of all finite sums
θ = θ(X,Y ) =
∑
(i,j)∈Q×N
aijX
iY j
with aij ∈ k. Several definitions and results which were done for members of the ring k[X,Y ]
continue to hold for members of the bigger ring k[XQ,Y ] or sometimes for the still bigger ring
k[XQ,YQ]. For instance PII(4.1) as well as PII(9.14), except assertions (7) to (9), seem to hold
for k[XQ,YQ], while (8.4.19)(VIII) seems to hold for the ring k[XQ,Y ]. Since the aim of (XI.5)
is only of a suggestive nature, we need not be very precise about this.
Letting T = X−w2Yw1 , by (8.2.1) we see that{
F = Xδ∗Y δF (T ) where F(Z) ∈ k[Z]×
 with degZ F (Z) = (D − δ)/w1 and F (0) = 0
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G = X∗Y G(T ) where G(Z) ∈ k[Z]×
with degZ G(Z) = (E − )/w1 and G(0) = 0.
We can factor F(Z) into (a nonzero constant times) a product of linear factors of the form
(Z + γ ′) with γ ′ ∈ k× and then we can further factor (Yw1 + γ ′Xw2) as ∏Ωw1=1(Y + Ωγ ′′)
with γ ′′ ∈ k×. We can do the same for G(Z). Putting all this together we get
F = 0 XD∗
∏
1it
(
Y + γiX−w
)δi and G = 0 XD∗ ∏
1it ′
(
Y + γiX−w
)i
where t  t ′, δ1, . . . , δt , t+1, . . . , t ′ are positive integers and 1, . . . , t are nonnegative integers
and γ1, . . . , γt ′ are pairwise distinct elements in k. Fix any i ∈ {1, . . . , t} and let
f = f (X,Y ) = F (X,Y − γiX−w) and g = g(X,Y ) = G(X,Y − γiX−w).
Now f,g are w-homogeneous members of k[XQ,Y ] with J (f,g) = 0 f u. Note that tem-
porarily, just in (XI.5), we are breaking the rule that f,g belong to k[X,X−1, Y ]. Now clearly
defoY f = defoY F and defoY g = defoY G. Consequently we have degw f = N with degY f = D
and degX(defoY f ) = D∗, and we have degw g = M with degY g = E and degX(defoY g) = E∗.
We also have ordY f = δi and ordY g = i . Moreover, upon letting ordX(infoY f ) = δ∗i and
ordX(infoY g)= ∗i we have
(3) δ∗i = D∗ − (D − δi)w and ∗i = E∗ − (E − i)w.
Since δi > 0, by substituting (f, g, δi, i) for (F,G, δ, ) in the proof of (XI.3)(3) we see that
(4) if iδi − δi∗i = 0 then i = uδi − δi + 1 and ∗i = uδ∗i − δ∗i + 1.
Because f and g are w-homogeneous with J (f,g) = 0 f u = 0, by PII(4.1) applied to the ring
k[XQ,Y ] we get lagw(f,g) = 0 and hence, because w = 1, by PII(8.4.19)(IX) applied to the
ring k[XQ,Y ] we see that
(5) λw(f,g) = 1.
In PII(8.4.19)(IX) we can obviously insert the supplement saying that if w > 1 then we have
λw(f,g)  1. Clearly we can take w ∈ Q with w < w, and then w > 1 and hence again by
applying the said supplement to the ring k[XQ,Y ] we see that
(6) λw(f,g) 1.
By applying PII(8.4.19)(VIII.2) to the ring k[XQ,Y ] we also conclude that
(7)
⎧⎨⎩
if iδi − δi∗i = 0 then
(w,w)′(f ) ∈ Q× and λw(f,g) ∈ Q with λw(f,g) ∈ Q
′ ′ ×and λw(f,g) = (w,w) (f )λw(f,g) with (w,w) (f ) ∈ Q .
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PII(8.4.19)(II) and PII(8.4.19)(IV) to the ring k[XQ,Y ] we see that
(8) (w)′(f ) < (w)′(f )
and by definition we have
(9) (w,w)′(f ) = (w)′(f )/(w)′(f ).
Under NORMAL conditions (8) and (9) would imply
(10) (w,w)′(f ) < 1
and in view of (7) this would say that
(11) if iδi − δi∗i = 0 then λw(f,g) < λw(f,g)
and in view of (5) and (6) we could conclude that
(12) if iδi − δi∗i = 0 then we get a contradiction.
By (4) and (12) we see that
(13) for 1 i  t we have i = uδi − δi + 1 and ∗i = uδ∗i − δ∗i + 1.
By (2) and (13) we get
(14) G/Fu−1 ∈ k[X,Y ]
in contradiction to Examples (7) and (8) of (XI.4).
So where is the fly in the ointment? Well, life is NOT always NORMAL. More precisely,
under NORMAL conditions, both sides of (8) would be positive, say 2 < 3, and by (9) this
would give (w,w)′(f ) = 2/3 in agreement with (10). But if the two sides of (8) were negative,
say −3 < −2, then (9) would give
(w,w)′(f )= (−3)/(−2) = 3/2
in contradiction with (10). Since (w)′(f ) = degw(f )/degw(XY) = N/(w1(1 −w)) with N > 0
and wi(1 −w) < 0 we do get (w)′(f ) < 0 and similarly (w)′(f ) < 0.
Lemma (XI.6). Assume that w ∈ Q and f ∼w J (f,g). Let N = degw f with D = degY f+w and
D∗ = degX(defoY f+w ). Let M = degw g with E = degY g+w and E∗ = degX(defoY g+w). Assume
that either (i) w < 0, or (ii) w  0 = N with EN − DM = 0 < (w1 + w2)N . Also assume
that either (•) N > 0D∗ <D, or (••) {f,g} ⊂ k[X,Y ]. Then f as well as g has at most two
points at infinity in the w-weighted sense. More precisely f+w = 0 xiyj and g+w = 0 xi∗yj∗ where
i, j, i∗, j∗ in N with i− j = 0 = i+ j = 0 = i∗ + j∗ and where (x, y) is the w-automorphic pair
described below.
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αβ∗ − α∗β = 0.
(2) If w < −1 then x = X and y = γX−w + Y with γ ∈ k such that −w ∈ N+ in case γ = 0.
(3) If 0 >w > −1 then x = Y and y = X+ γ Y−1/w with γ ∈ k and −1/w ∈ N+ in case γ = 0.
(4) If w  0 = N with EN − DM = 0 < (w1 + w2)N then x = X and y = Y + γX−w with
γ ∈ k such that w = 0 in case γ = 0.
Moreover we have N = 0 and we have (I) and (II) stated below.
(I) lagw(f,g) = 0 ⇔ f ∼w g.
(II) lagw(f,g) = 0 ⇒ (i∗, j∗) = (1 + ci,1 + cj) for some c ∈ Q.
Observation. (A) By picking the alternative (••) we see that PII(4.6) is subsumed in (XI.6).
(B) (•) has the equivalent form: N > 0 and defoY f+w belongs to k[X,Y ] and is above the 45◦
degree line.
(C) By (XI.3)(4)(1∗) we see that in (ii) the condition EN − DM = 0 is equivalent to the
condition ED∗ −DE∗ = 0.
Proof. We get w-homogeneous members F,G,H of k[X,X−1, Y ] by putting F = f+w and G =
g+w with H = J (f,g)+w . Let degw H = V .
Clearly (••) together with w < 0 = N ⇒ f ∈ k× which contradicts J (f,g) = 0. Also w1 +
w2 = w1(1 −w) with w1 > 0. Therefore, in both the cases (•) and (••), we always have
(1∗) N = 0 < (w1 +w2)N.
If (•) then by (XI.3)(5), whereas if (••) then obviously, we see that
(2∗) F and G are w-homogeneous members of k[X,Y ]×.
Let us start off by assuming lagw(f,g) = 0. Then by (2∗) and PII(4.1)E we have
(3∗) J (F,G) = H ∈ k[X,Y ]× and H is w-homogeneous.
By assumption f ∼w J (f,g) and hence
(4∗) F ∼w J (F,G)
which is equivalent to saying that
(5∗) FV = 0 HN.
Upon letting
(6∗) G = FG
by PII(3.2.3) we get
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In view of (1∗) to (7∗), by PII(3.2.8) we can find
(8∗) F˜ ∈ k[X,Y ]× which is w-homogeneous
such that
(9∗) F = 0 F˜ p and J (F˜ ,G) = 0 F˜ q with q  p in N+
and then by PII(3.2.3) we see that
(10∗)
{
F˜ and G are w-homogeneous members of k[X,Y ]×
and J (F˜ ,G)= 0 F˜ u with u = q − p + 1 ∈ N+.
Upon letting
(11∗) G˜ = G/F˜ u−1
in view of (1∗) and (10∗), by PII(3.2.9) and PII(3.2.3) we see that
(12∗)
{
F˜ and G˜ are w-homogeneous members of k[X,Y ]×
and J (F˜ , G˜)= 0 F˜ .
In view of (12∗), as in PII(3.4), by PII(3.3) we see that G˜ = 0 xy and F˜ = 0 x˜iyj˜ with i˜ = j˜ in
N where (x, y) is the w-automorphic pair described below.
(D1) If w = −1 = −E then x = αX + Y and y = βX + Y with α = β in k.
(D2) If w = −1 = −E then x = X and y = βX + Y with β ∈ k.
(D3) If w < −1 then x = X and y = γX−w + Y with γ ∈ k such that −w ∈ N+ in case γ = 0.
(D4) If 0 > w > −1 then x = Y and y = X + γ Y−1/w with γ ∈ k and −1/w ∈ N+ in case
γ = 0.
(D5) If w  0 = w1 + w2 = 0 = EN − DM then x = X and y = Y + γX−w with γ ∈ k such
that w = 0 in case γ = 0.
Our assertions follow from the above description by invoking (6∗), (9∗) and (11∗). Observe
that the above reference to PII(3.4) could have been replaced by a reference to (XI.2) which is a
new incarnation of PII(3.3) valid in the bigger ring k[X,X−1, Y ]. But since F and G belong to
k[X,Y ] by (XI.3)(5), it was not necessary to invoke (XI.2).
Now dropping the assumption that lagw(f,g) = 0, by PII(4.3)E we see that for some ĝ ∈
k[f,g]× we have lagw(f, ĝ ) = 0 with f ∼w J (f, ĝ ). By applying the zero lag case proved
above to (f, ĝ) we see that F has the desired description. If lagw(f,g) = 0 then we are done as
above.
So henceforth assume that lagw(f,g) = 0. Note that by PII(3.1) and PII(4.1)E this is so iff
f ∼w g, i.e., equivalently, iff F ∼w G. At any rate, we now have F ∼w G. Therefore G also has
the desired description. 
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f ∼w J (f,g) with f ∼w g and degw f > 0. Then f+w and g+w both belong to k[X,Y ] and we
have degw g  0 with f ∼w g and w = w‡(f ). Moreover, if w‡(g) = ∞ then we have degw g > 0
with w = w‡(g).
Proof. Clearly w <w w‡(f )⇒ fw = fw , and w <w w‡(f ) ∈ Q ⇒ degY fw > 0; sim-
ilarly w <w w‡(g) ⇒ gw = gw , and w <w w‡(g) ∈ Q ⇒ degY gw > 0; therefore, since
we are assuming w <w = min(w‡(f ),w‡(g)) ∈ Q, we see that
(1) fw = fw and gw = gw
with
(2) either degY fw > 0 or degY gw > 0.
Since we are assuming f ∼w g, we see that
(3) fw ∼w gw .
Consequently by (VI) we get
(4) fw ∼w gw .
Upon letting
F = f+w with G = g+w
we clearly have
(5) defoY F = fw with defoY G= gw
and hence by (4) we see that
(6) defoY F ∼w defoY G.
By assumption we have the following assertion (7) out of which the inclusion will henceforth be
used tacitly but the entire assertion will only be used in the sentence just after assertion (20) and
in the proof of (8) below:
(7) 1w ∈ Q.
In view of (7), the assumption degw f > 0 tells us that F ∈ k[X,Y ]× and hence
(8) defoY F ∈ k[X,Y ]×.
Moreover the assumption degw f > 0 says that
(9) degw F > 0
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(10) (defoY F )degw G = 0 (defoY G)degw F .
In view of (2) and (5), by (8) to (10) we conclude that
(11) degY F > 0
and
(12) defoY G ∈ k[X,Y ]× with degw G 0.
By (XI.1)(1) and (8) to (12) we see that
(13) F and G are w-homogeneous members of k[X,Y ]×.
Now suppose if possible that f w g. Then by PII(4.1)E we see that
J (F ,G) = J (f,g)+w = 0
and hence, because we are assuming f ∼w J (f,g), we get
(14) F ∼w J (F ,G).
Upon letting
(15) G = FG
by PII(3.2.3) we get
(16) J (F ,G) = F J(F ,G).
In view of (8) to (16), by PII(3.2.8) we can find
(17) F ∈ k[X,Y ]× which is w-homogeneous
such that
(18) F = 0 Fp and J (F ,G)= 0 Fq with q  p in N+
and then by (9), (11), (13) and PII(3.2.3) we see that
(19)
⎧⎨⎩
F and G are w-homogeneous members of k[X,Y ]×
such that degw F > 0 with degY F > 0
and J (F,G) = 0 Fu with u = q − p + 1 ∈ N+
and by (6), (15) and (18) we see that
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In view of (7) and (19), by (XI.4)(2) we get defoY F w defoY G which contradicts (20). There-
fore we must have
(21) f ∼w g.
Consequently
(22) F degw G = 0 Gdegw F .
Now suppose if possible that w = w‡(f ). Then w = w‡(g) < w‡(f ) and hence F is a
monomial but G is not. In view of (9) and (12), this contradicts (22). Therefore we must have
w = w‡(f ).
Finally assume that w‡(g) = ∞. Then we must have degY G > 0. Consequently by (9), (12),
(13) and (22) we see that degw G > 0 and hence degw g > 0. If w = w‡(g) then we would get
w = w‡(f ) < w‡(g) which would tell us that G is a monomial but F is not. This would contradict
(22) because degw G> 0 < degw F . Therefore we must have w = w‡(g). 
Lemma (XI.8). Let w ∈ Q be such that w < w = min(w‡(f ),w‡(g)) and −1 < w < 1. As-
sume that f ∼w J (f,g) and f ∼w J (f,g) with f w g and degw f > 0 < degw f . Also
assume that fw belongs to k[X,Y ] and is above the 45◦ line. Then: w = 0 = w‡(f ) and
f+w = 0 Xi(Y + γ )j with g+w = 0 Xi
∗
(Y + γ )j∗ where γ ∈ k× and i, j, i∗, j∗ are nonnegative
integers such that i − j = 0 = i + j = 0 = i∗ + j∗ with (i∗, j∗) = (1 + ci,1 + cj) and c ∈ Q.
Proof. In view of (X) and (XI.2)(5∗), we are done by (XI.6). In greater detail, because of −1 <
w < 1, we must have 0 w or 0 >w > −1, i.e., we are respectively in case (4) or (3) of (XI.6)
and, because f or g is non-w-monomial, in both the cases we get γ = 0, and moreover:
(A) If 0w then, because of fw w gw & (XI.2)(5∗), we have: γ = 0 ⇒ w = 0.
(B) If 0 >w > −1 then we have: γ = 0 ⇒ −1/w is an integer  2 ⇒ fw ∼w gw (because both
are constant multiples of powers of Y ) ⇒ contradiction. 
Lemma (XII). Let us consider a sequence g1, g2, . . . , ge in k[X,X−1, Y ]× with integer e > 1.
Assume that f ∼w gj for 1  j < e with f w ge. Also assume that f ∼w J (f,gj ) for
1  j  e. Moreover assume that fw belongs to k[X,Y ] and is above the 45◦ line. Finally
assume that degw f > 0 with w <w‡(f ) ∈ Q. For every w ∈ Q with w <w w‡(f ), consider
the largest positive integer (w)  e such that f ∼w gj for 1  j < (w). Then we have the
following.
(1) Let w ∈ Q be such that w <w = w‡(ge) < w‡(f ). Assume that −1 <w < 1 with degw f >
0 and f ∼w J (f,gj ) for 1 j  (w). Then (w) < e and f w g(w).
(2) Let w ∈ Q be such that w <w = w‡(f ). Assume that for every ŵ ∈ Q with w < ŵ w we
have: −1 < ŵ < 1 with degŵ f > 0 and f ∼ŵ J (f, gj ) for 1  j  (ŵ). Then either we
have:
(i) (w) < e and f w g(w),
or we have:
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(Y + γ )j∗ where γ ∈ k× and
i, j, i∗, j∗ are nonnegative integers such that i − j = 0 = i + j = 0 = i∗ + j∗ with
(i∗, j∗) = (1 + ci,1 + cj) and c ∈ Q.
Proof of (XII). In (1), assuming (w) = e, we get a contradiction by taking g = ge in (XI.8).
Now consider (2) and let w˜ = w‡(ge). If w˜  w then we are done by taking g = ge in (XI.8)
[Note: this is the only occurrence of (ii).] If w˜ < w then by (1) we have (w˜) < e and f w˜ g(w˜).
If (w˜) = 1 then we are done by taking (w,g) = (w˜, g1) in (XI.8). Otherwise apply induction on
e with (w˜, (w˜)) replacing (w, e). 
Detail. Perhaps the last two sentences of the above proof are somewhat cryptic. So in case the
conclusions are not evident, here is an unraveling of the Chakrawyuha (as in the Mahabharat) =
a labyrinth.
Turning to the (w˜) = 1 case, firstly note that by the definition of  we must have f w˜ g1,
and secondly by assumption
(a) w <w‡(ge) = w˜ < w = w‡(f )
and hence fw˜ = fw ∈ k[X,Y ] above the 45◦ line. Now in (XI.8) substitute (w,g) = (w˜, g1)
and to avoid confusion rename min(w‡(f ),w‡(g)) as w∗. With this substitution, by (XI.8) we
get
(b) w∗ = 0 = w˜‡(f ).
By (a) we get w˜‡(f ) = w and hence by (b) we conclude that
(c) w∗ = 0 = w.
In view of (c), by the description of f+w and (g1)+w given in (XI.8) we conclude that f w g1 and
hence (w) = 1 < e as required in (i).
Turning to the induction, the ground case of e = 2 follows from what we have proved so far
by noting that in the fourth sentence of the proof which says that “If w˜ < w then by (1) we
have (w˜) < e . . . ” we get (w˜) < e = 2 and hence (w˜) = 1 which is dealt with in the above
paragraph.
Now let e > 2 and assume true for all smaller values of e. Again, as in the above proof, we
only have to consider the situation in the fourth sentence saying that “If w˜ < w then by (1)
we have (w˜) < e . . .” and, because we have already dealt with the case of (w˜) = 1, we may
suppose that
2 (w˜) < e.
Consider the largest positive integer ∗(w) (w˜) such that
f ∼w gj for 1 j < ∗(w).
By the induction hypothesis, with (w˜, (w˜)) replacing (w, e), either we have:
(i∗) ∗(w) < (w˜) and f w g∗(w),
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(ii∗) same as (ii) with e replaced by (w˜).
If ∗(w) < (w˜) then clearly (w) = ∗(w) and hence we are in (i). If ∗(w) = (w˜) then we
must be in (ii∗) and hence f w g(w˜) and therefore (w) = (w˜) < e.
10. Perspective
Let us give a brief perspective on Part I [Ab5], Part II [Ab8], and Part III, i.e., the current part
of this paper.
In Part I we use the method of meromorphic series to explore the Jacobian Problem. Here the
main tools are approximate roots and characteristic pairs as developed in my Kyoto Paper [Ab2].
In the first half of Part II, consisting of Sections 2 to 6, the main tool is Euler’s Theorem on
homogeneous polynomials. In the second half, consisting of Sections 7 to 9, we make a thorough
study of the Newton polygons of bivariate polynomials.
In Part III, the Euler technique and the meromorphic series technique are put together. In (6.2)
of Part II and (5.9) of Part III we show that the bivariate Jacobian Conjecture is equivalent to
eight different propositions.
In Section 1 of Part II and in the Prologue of Part III we give a heuristic introduction to the
underlying geometry, some of which is made rigorous in Section 12 of Part III. For the former
the main reference is to my Engineering Book [Ab3], and for the latter the main reference is to
my new algebra book [Ab6].
11. Future plans
For a Jacobian pair (f, g) let N and M be the Y -degrees of f and g respectively. Referring to
the Introduction of Part I [Ab5], assuming f,g to be regular in Y , i.e., assuming their Y -degrees
to coincide with their total degrees, let
m0, . . . ,mh+1
be the characteristic sequence when we expand g in terms of f as polynomials in Y , and let
d1, . . . , dh+1 be the corresponding GCD sequence. Note that
(m0,m1) = (−N,−M)
and for 1 i  h+ 1 we have mi−1 ∈ Z and
di = GCD(m0, . . . ,mi−1).
Also note that h is called the number of characteristic pairs of the pair (f, g). Detailed definitions
of the quantities h,mi, di are in Sections 3 and 11 of Part I.
As reported on page 181 of my Engineering Book [Ab3], in my Purdue Lectures of 1971
[Ab4] it was shown that if
either: h 2 (two characteristic pair case),
or: h= 3 with d3  4 (plus epsilon case),
then (f, g) is an automorphic pair.
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which in addition to the above two cases includes what in Part I was called the Sharper Result
and which says that if h = 3 and d3 is even then (f, g) is an automorphic pair.
As we shall see in Part IV, the proof of this Sharper Result as well as the proof of the case
h  2 essentially follow from Theorem (7.1) of this Part III. Moreover the proof of the case
h = 3 = d3 is based on Sections 8 and 9 of this Part III and requires some additional work.
12. Appendix on projective geometry
In the beginning of the Prologue, I promised to give a discussion about the somewhat cryptic
remarks about having one point at infinity made in Lemmas (5.1) and (5.5) of Part II. Such a
discussion was initiated in the Second Exercise of the Prologue which asked the student to show
that if (f, g) is any automorphic pair in k[X,Y ], where k is any field, then f has only one point
at infinity. In the First Hint to that exercise, I pointed to the correspondence between points
of an irreducible projective variety and valuations of the function field, and I referred to my
Engineering Book [Ab4] for heuristic details and to my Algebra Book [Ab6] for logical details.
Then in the Alternative Hint, I gave an ad hoc treatment of the matter based on the Sylvester
resultant. To further fulfill that promise I shall now expand the First Hint into a brief crash course
on projective geometry extracted from [Ab6]. This will include an explanation of a related cryptic
remark made on page 10 at the end of Lecture 1 of the Engineering Book [Ab4] asserting that
a plane curve can be polynomially parameterized iff it can be rationally parameterized and has
only one place at infinity. In this Appendix we are not bound by the notation of the previous
sections.
Geometrically speaking the plan is thus. Generalizing the idea of an irreducible algebraic
curve, take an irreducible algebraic variety V in the projective N -space PNk over a field k. Con-
sidering all valuations v of its function field K/k, we shall define the center of v on V which will
be an irreducible subvariety W of V . Conversely we shall show that any such W is the center
of some v. If V is a curve and k is algebraically closed then the valuations are real discrete, the
irreducible subvarieties are the points P of V , and each of them is the center of a nonempty finite
set of valuations which may be identified with the “branches” or “places” of V at P . In particular
a simple point is the center of exactly one valuation. Since a curve has only a finite number of
singularities, the correspondence P → its center is almost a bijection. In case V is a curve and
k is the field of complex numbers, the set of all valuations may be identified with the Riemann
surface associated with V . Since Zariski generalized this from curves to higher dimensional va-
rieties, in the general case we call the set of all valuations of K/k, the Riemann–Zariski space
R(K/k).
For a moment suppose that V is the curve in the projective plane P2k given by an irreducible
homogeneous polynomial φ(X,Y ,Z). A point of P2k is indicated by a triple
(a, b, c) = (0,0,0)
in k3, with proportional triples indicating the same point. Let X = X/Y and Y = Y/Z. Let
L : Z = 0 be the line at infinity. Then points of P2k \ L make up the affine (X,Y )-plane A.
Upon letting X′ = X/Y and Y ′ = Z/Y , with L′ : Y = 0, the points of P2k \ L′ make up the
affine (X′, Y ′)-plane A′ which is a second “affine patch.” Likewise upon letting X′′ = Y/X and
Y ′′ = Z/X, with L′′ : X = 0, the points of P2k \L′′ make up the affine (X′′, Y ′′)-plane A′′ which is
a third “affine patch.” Thus the projective plane P2 equals the union of the three affine planes A∪k
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and f ′′(X′′, Y ′′) = φ(1,X′′, Y ′′). Then the corresponding affine patches of V are the affine plane
curves V ∩A : f (X,Y ) = 0 together with V ∩A′ : f ′(X′, Y ′) = 0 and V ∩A′′ : f ′′(X′′, Y ′′) = 0.
This “explains” how the points at infinity of the affine curve V ∩ A : f (X,Y ) = 0 “correspond”
to the factors of the degree form of f .
Given any point P = (a, b, c) ∈ V , say with c = 0, we can “bring it to the origin” of the
(X,Y )-plane A by the translation
(X,Y ) → (X − (a/c),Y − (b/c)).
Now the irreducible factors of f in the power series ring k[[X,Y ]] give us the branches of V
at P . The affine coordinate ring A of V ∩ A is the residue class ring of the polynomial ring
k[X,Y ] modulo the ideal generated of f . The function field of V is the quotient field K of A.
The punch line of the entire project at hand is the fact that the number of places of V at infinity
which have been so tediously defined can be found in one fell swoop because they are simply
the valuation rings of K/k which do not contain A. Yes, I did say valuation rings rather than
valuations, because we have to identify “equivalent” valuations, otherwise there are too many
of them. So R(K/k) is really the set of all “valuation rings” of K/k. At any rate, to com-
plete the explanation of why a member f of an automorphic pair (f, g) has only one place at
infinity and hence only one point at infinity, it only remains to note that the affine coordinate
ring k[X,Y ]/(f k[X,Y ]) is clearly isomorphic to the univariate polynomial ring k[X], and the
“(1/X)-adic valuation” is the only valuation of k(X) whose center is at infinity on the X-axis,
i.e., whose “valuation ring” does not contain k[X].
To explain how an irreducible factor gives a branch of V at P , and hence a valuation of K/k,
for the sake of simplicity also assume that k is an algebraically closed field of characteristic
zero. Then, first applying the very versatile Weierstrass Preparation Theorem and then invoking
Newton’s Theorem on fractional power series expansion, the irreducible factor leads to a param-
eterization X = ξ(T ) and Y = η(T ) with ξ(T ) and η(T ) in k[[T ]] such that ξ(0) = η(0) = 0
and f (ξ(T ), η(T )) = 0. Every member s of A can be written as r(X,Y ) modulo f for some
r(X,Y ) ∈ k[X,Y ]. The corresponding real discrete valuation v of K/k is given by taking
v(s) = ordT (r(ξ(T ), η(T )). See pages 89–124 of [Ab4] and pages 72–89 of [Ab6] for details.
If P is a simple point then the parameterization is nothing but the standard implicit function
theorem. As examples of singular points, for the cusp Y 2 − X3 = 0 we have ξ(T ) = T 2 and
η(T ) = T 3, while for the node Y 2 − X2 − X3 = 0, using the binomial theorem for fractional
exponents, we get two branches ξ(T ) = T 2 and
η(T )= ±T (1 + T )1/2 = ±T (1 + (1/2)T − (1/8)T 2 + · · ·).
By homogenizing these equations we get Y 2Z−X3 = 0 and Y 2Z−X2Z−X3 = 0, then flipping
Y,Z followed by dehomogenizing we get the affine curves Y −X3 = 0 and Y −X2Y −X3 = 0
respectively having a cusp and a node at the point at infinity given by (0,1,0). Out of these the
first has one place at infinity while the second has two places at infinity, although both have only
one point at infinity. Both have rational parameterizations but only the first has a polynomial
parameterization. This explains the cryptic remark at the end of Lecture 1 of [Ab4].
Formally speaking, for any (integral) domain A we define the modelic spec V(A) of A by
putting
V(A) = the set of all localizations AP with P varying over spec(A)
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quotient field of A with u ∈ A and v ∈ A \ P . Now AP is a subring of K with quotient field K.
Moreover AP is a quasilocal ring, i.e., a ring R (commutative with 1) having a unique maximal
ideal M(R); in the present case M(AP )= PAP . Clearly R → P = A∩M(R) gives an inclusion
reversing bijection V(A) → spec(A), and its inverse is given by P → R = AP . For any ideal I
in A
(12.1) I =
⋂
P∈spec(A)
(IAP ) =
⋂
P∈mspec(A)
(IAP )
where mspec(A) = the set of all maximal ideals in A, and hence in particular
(12.2) A =
⋂
P∈spec(A)
AP =
⋂
P∈mspec(A)
AP .
Clearly V(A) is a complete model of K/A (or K over A) in the following sense.
Let A be a subring of a field K . Postponing the definition of a valuation v of K and the
definition of the valuation ring Rv of v for a moment, note that Rv is a quasilocal domain with
quotient field K . By a valuation ring we mean the valuation ring of some valuation of its quotient
field. By a valuation of K/A, i.e., K over A, we mean a valuation v of K such that A ⊂ Rv . By
a valuation ring of K we mean a valuation ring with quotient field K , and by a valuation ring
of K/A we mean a valuation ring of K which contains A. We put
R(K) = the set of all valuation rings of K
and
R(K/A) = the set of all valuation rings of K/A
and we call these the Riemann–Zariski space of K and the Riemann–Zariski space of K/A
respectively. We also put
R′(K) = the set of all quasilocal domains with quotient field K
and
R′(K/A) = the set of all members of R′(K) which contain A
and we call these the quasitotal Riemann–Zariski space of K and the quasitotal Riemann–Zariski
space of K/A respectively. Finally put
R′′(K) = the set of all quasilocal domains which are subrings of K
and
R′′(K/A) = the set of all members of R′′(K) which contain A
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K/A respectively. A quasilocal ring R is dominated by a quasilocal ring S means R is a subring
of S and M(R) ⊂ M(S) or equivalently M(R) = R ∩ M(S); alternatively we may say that S
dominates R; we may indicate this by writing
R < S or S > R.
This converts R(K),R(K/A),R′(K),R′(K/A),R′′(K),R′′(K/A) into posets, i.e., partially
ordered sets. A valuation v dominates a quasilocal ring R means Rv dominates R.
To proceed with the definition of models, by a premodel of K (resp. K/A) we mean a
nonempty subset E of R′(K) (resp. R′(K/A)). The premodel E is irredundant means any
member of R(K) (resp. R(K/A)) dominates at most one member of E. Note that a quasilocal
domain S can dominate at most one member R of an irredundant premodel E, and if R exists
then we call it the center of S on E. To see the uniqueness of R, let S dominate another member
R′ of E; identifying K with a subfield of the quotient field L of S, by (12.6) below we can find
a valuation ring W of L dominating S and then by (12.7) we see that W ∩K is a valuation ring
of K which dominates R as well as R′ and hence R = R′ by (12.5).
By a semimodel (resp. model) of K/A we mean an irredundant premodel E of K/A which
can be expressed as a union E =⋃l∈ΛV(Bl) for some family (resp. finite family) (Bl)l∈Λ of
subrings Bl of K with quotient field K such that Bl is an overring of (resp. affine ring over) A.
Note that if B is any subring of K with quotient field K such that B is an overring of A (resp.
affine ring over A, i.e., a finitely generated ring extension of A) then V(B) is a semimodel (resp.
model) of K/A; we call it an affine semimodel (resp. affine model) of K/A. Also note that if E
is any irredundant premodel of K then: E is a semimodel of K/A ⇔ for every R ∈ E we have
A ⊂ R and V(R) = {R′ ∈ E: R ⊂ R′}. Finally note that every model of K/A is a semimodel of
K/A, and if A is Noetherian then every member of E is a local ring, i.e., a Noetherian quasilocal
ring.
A quasilocal ring S dominates a set E of quasilocal rings (or E is dominated by S) means S
dominates some member of E; we may indicate this by writing E < S (or S > E). A set E′ of
quasilocal rings dominates a set E of quasilocal rings (or E is dominated by E′) means every
member of E′ dominates E; we may indicate this by writing E < E′ (or E′ > E). A set E′
of quasilocal rings properly dominates a set E of quasilocal rings (or E is properly dominated
by E′) means E′ dominates E and every member of E is dominated by some member of E′.
A semimodel or model of K/A is complete means it is dominated by R(K/A). Note that if
K is the quotient field of A then V(A) is a complete model of K/A. Also note that if E is a
semimodel (resp. complete semimodel) of K/A then E dominates (resp. properly dominates)
V(A).
A model E (of K/A) is said to be normal (resp. Noetherian) if every R ∈ E is normal (resp.
Noetherian). A model E is said to be nonsingular if every R ∈ E is a regular local ring, i.e.,
it has the property emdim(R) = dim(R) where the embedding dimension emdim(R) of a local
ring R is defined to be the smallest number of generators of M(R). By the dimension dim(E) of
a model E we mean max{dim(R): R ∈ E}, where the dimension dim(R) of any ring R is the
maximum length n of a strictly increasing chain of prime ideals P0  P1  . . .  Pn in R.
The above material is taken from L4§§7–9 on pages 137–161 of [Ab6] except that (12.1)
and (12.2) are taken from L5§5(Q15)(T65) on page 282 of [Ab6], i.e., from item (Q15)(T65)
in §5 of Lecture L5 on page 282 of [Ab6]. Moreover, Theorems (12.3) to (12.8) stated be-
low are reproductions of L4§8(T23) to L4§8(T28) on pages 153–156 of [Ab6]. Out of these,
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proved in L5§5(Q7)(T29) on page 233 of [Ab6]. Finally, (12.4) is proved in L5§5(Q4)(T7),
L5§5(Q14)(T64), L5§5(Q15)(T71), L5§5(Q17)(T81.7)] on pages 222, 280, 299, 329 respec-
tively of [Ab6]. Note that a domain is normal means it is integrally closed in its quotient field
(L3§7 on page 78 of [Ab6]), and for any element x in any quasilocal ring R we define the order
by putting ordR x = max{i ∈ N: x ∈ M(R)i} where the max is taken to be ∞ if the set of i is
unbounded (L3§11 on page 85 of [Ab6]).
Turning to valuations, as per L2§3 on pages 39–43 of [Ab6], let G be an ordered Abelian
group, i.e., G is an additive Abelian group which is also an ordered set such that for all x, y, x′, y′
in G we have:
x  y and x′  y′ ⇒ x + x′  y + y′.
For instance G = Z or Q or R. Or G could be the set R[d] of lexicographically ordered d-tuples of
real numbers r = (r1, . . . , rd), s = (s1, . . . , sd), . . . , where lexicographic order means: r  s ⇔
either ri = si for 1  i  d , or for some j with 1  j  d we have ri = si for 1  i < j and
rj < sj . Or G could be a subgroup of any of these.
We define a valuation of K to be a map v :K → G ∪ {∞} such that for all x, y in K , with
the obvious conventions about infinity, we have⎧⎨⎩
v(xy) = v(x)+ v(y),
v(x + y)min(v(x), v(y)),
v(x) = ∞ ⇔ x = 0.
We call G the assigned value group of v, and by the value group of v we mean the subgroup
of G given by Gv = {v(x): x ∈ K×}. By the valuation ring of v we mean the ring Rv = {x ∈ K:
v(x) 0} and we note that this is a quasilocal domain with quotient field K and maximal ideal
M(Rv) = {x ∈ K: v(x) > 0}. We say that v is trivial over A, or that v is a valuation of K/A, to
mean that A ⊂ Rv , i.e., v(x) = 0 for all x ∈ A×. The valuation v is trivial means Gv = 0. The
valuation v is real discrete means Gv is order isomorphic to Z. A ring is a DVR (= Discrete
Valuation Ring) means it is the valuation ring of a real discrete valuation. In (12.4), where we
show that the ord function of a regular local ring is a real discrete valuation, we use the notation
ZR(R) for the set of all zerodivisors of a ring R, i.e., ZR(R) = {r ∈ R: rs = 0 for some s ∈ R×}.
In (12.9) we characterize DVRs following L5§5(Q19)(T85) on page 359 of [Ab6]. Valuations v
and v′ of K are said to be equivalent if there exists an order preserving isomorphism θ :Gv →
Gv′ such that for all x ∈ K× we have v′(x) = θ(v(x)). It can be shown that v and v′ are equivalent
⇔ Rv = Rv′ ; see L4§12(R7) on pages 188–192 of [Ab6].
Dim–Emdim Theorem (12.3). For any local ring R we have
emdim(R) dim(R).
Ord Valuation Theorem (12.4). Let R be any local ring. Then:
(12.4.1) For all 0 = x ∈ R we have ordR x ∈ N, i.e., ⋂i∈NM(R)i = 0.
(12.4.2) If R is regular then for all nonzero elements x and y in R we have ordR(xy) = ordR x+
ordR y; consequently R is a normal domain and we get a valuation ordR : QF(R) →
Z by putting ordR(x/y) = ordR x − ordR y. [We shall continue to use this extended
meaning of ordR .]
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that: (i) R/(xR) is a local ring whose dimension is one less than the dimension of R,
(ii) if R/(xR) is regular then ordR x = 1, and (iii) if ordR x = 1 and R is regular then
R/(xR) is regular. [Note that if R is regular, or more generally if R is a domain, then
the condition x ∈ M(R) \ZR(R) is equivalent to the condition 0 = x ∈ M(R).]
(12.4.4) If R is regular then RP is regular for every P in spec(R).
Valuation Maximality Theorem (12.5). R(K) (resp. R(K/A)) is the set of all maximal mem-
bers of R′′(K) (resp. R′′(K/A)), i.e., R in R′′(K) (resp. R′′(K/A)) belongs to R(K) (resp.
R(K/A)) iff R is not dominated by any member of R′′(K) (resp. R′′(K/A)) other than itself.
Valuation Existence Theorem (12.6). Every member of R′′(K) is dominated by some member
of R(K).
Valuation Extension Theorem (12.7). Let L be any overfield of K . Then every member V of
R(K) is dominated by some member W of R(L), and for any such W we have V = W ∩ K .
Conversely, for any W ∈ R(L), upon letting V = W ∩ K , we have that W dominates V and
V ∈R(K).
Valuation Characterization Theorem (12.8). A domain R is a valuation ring iff for all x, y
in R we have either x ∈ yR or y ∈ xR. Equivalently, a domain R with quotient field K is a
valuation ring of K iff for every x ∈ K× we have either x ∈ R or 1/x ∈ R.
Conditions for DVR (12.9). For any domain R we have the following.
(12.9.1) R is a DVR ⇔ R is a one-dimensional normal local domain ⇔R is a one-dimensional
regular local domain ⇔ R is a positive-dimensional local PID (where a local PID means
a local ring which is also a principal ideal domain) ⇔ R is a local PID in which M(R)e
with e = 0,1,2, . . . are exactly all the distinct nonzero ideals.
(12.9.2) If R is the valuation ring of a nontrivial valuation v then: R is Noetherian ⇔ v is real
discrete.
(12.9.3) If R is local then: R is the valuation ring of a nontrivial valuation ⇔ R is regular of
dimension one.
As an illustration of modelic spec, consider the affine N -space
ANk = kN =
{
α = (α1, . . . , αN): αi ∈ k for 1 i N
}
and the N -variable polynomial ring
BN,k = k[X1, . . . ,XN ]
over a field k. We define the variety of any J ⊂ BN,λ by putting
Vk(J ) =
{
α ∈ ANk : f (α) = 0 for all f ∈ J
}
and the ideal of any U ⊂ ANk by putting
Ik(U) =
{
f ∈ BN,k: f (α) = 0 for all α ∈ U
}
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f (α1, . . . , αN). For polynomials f,g, . . . in BN,k we may write Vk(f, g, . . .) in place of
Vk({f,g, . . .}) and we may call this the variety f = g = · · · = 0. For points α,β, . . . in ANk
we may write Ik(α,β, . . .) in place of Ik({α,β, . . .}). By a variety in ANk we mean a subset of ANk
which can be expressed in the form Vk(J ) for some J ⊂ BN,k .
Let U be a variety in ANk . A subvariety of U is a variety U ′ in A
N
k with U
′ ⊂ U . A proper
subvariety of U is a variety U ′ in ANk with U ′  U . The variety U is reducible means U is
the union of two proper subvarieties. The variety U is irreducible means it is nonempty and
nonreducible. We denote BN,k/Ik(U) by k[U ]∗ and call it the affine coordinate ring of U . We
define the dimension of U by putting dim(U) = dim(BN,k/Ik(U)). In case Ik(U) is not the unit
ideal in BN,k , we identify k with a subfield of k[U ]∗ and we note that then k[U ]∗ becomes an
affine ring over k, and hence in particular it is a Noetherian ring. In case Ik(U) is a prime ideal
in BN,k , we denote the quotient field of k[U ]∗ by k(U)∗ and call it the function field of U
(over k); we also denote the localization of BN,k at Ik(U) by Rk(U)∗ and call it the local ring
of U (over k); note that Rk(U)∗ is indeed a local ring and its residue field Rk(U)∗/M(Rk(U)∗)
is naturally isomorphic to k(U)∗. Note that the ideal Ik(α) of any point α in ANk is the maximal
ideal in BN,k generated by X1 −α1, . . . ,XN −αN ; also Vk(Ik(α)) = {α}, and writing α in place
of {α} we get k = k[α]∗ = k(α)∗ ⊂ Rk(α)∗ = the local ring of α.
Let A = BN,k . Then, as said above, α → Ik(α) given an injective map ANk → mspec(A). The
Hilbert Nullstellensatz, stated as L4§8(T22) on page 151 of [Ab6], says that if k is algebraically
closed then this map is bijective and so is the map from the set of all irreducible varieties in ANk to
spec(A) given by U → Ik(U), and the inverses of both the bijections are given by J → Vk(U).
The Nullstellensatz also tells us that by replacing varieties in ANk by “varieties” in spec(A), the
corresponding bijections hold. Now all these bijections are inclusion reversing, but if we follow
them up by the inclusion reversing bijection spec A → V(A) given by P → AP , then we get
inclusion preserving bijections from the set of all irreducible varieties to V(A). Moreover all
this continues to hold if for A we take the affine coordinate ring k[U ]∗ of an irreducible variety
in ANk ; note that now, upon letting isvt(A) denote the set of all irreducible subvarieties of U , the
inclusion reversing bijections with inclusion preserving composition are
isvt(A) → spec(A) →V(A)
and restricting to the set imsvt(A) of all points of U we get the bijections
imsvt(A) → mspec(A) →V(A)μ
where V(A)μ is the set of all minimal members of V(A), i.e., the set of all members which are
not subsets of any other member; in the so called Zariski topology, these are the closed points
of V(A). For details see pages 146–154 of [Ab6] where in (T19) you will find the following
Theorem (12.10) which puts the above definition of the dimension of U in proper perspective;
for the definitions of height ht and depth dpt see page 127 of [Ab6] and for the definition of
transcendence degree trdeg see pages 12 and 49 of [Ab6]. After (12.10) we insert the Geometric
Motivation and the Intuitive Definition from page 149 of [Ab6], and then we illustrate (12.4) by
reproducing the Example from page 154 of [Ab6].
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B/P be the residue class epimorphism, we have
trdegk QF(B/P ) = dim(B/P ) = dptB P = N − htBP
and
trdegkQF(B/P ) = htφ(B)φ(P ′)+ dptφ(B)φ(P ′).
As Geometric Motivation for some of the above definitions, consider the variety f = 0 in
ANκ where f is a nonconstant polynomial in BN,k . For N = 1 this is a point-set (= a finite set
of points) on the line, for N = 2 it is a plane curve, for N = 3 it is a surface, for N = 4 it
is a solid, and in general it is a hypersurface, i.e., something defined by a single equation. For
instance, by taking f = X21 + · · · + X2N − 1 we get a point-pair, a circle, a sphere, a solid ball,
and so on. Intuitively, a point-set is zero-dimensional, a curve is one-dimensional, a surface is
two-dimensional, a solid is three-dimensional, . . . , a hypersurface is (N − 1)-dimensional. The
hypersurface is irreducible if the polynomial f is irreducible.
This gives rise to the Intuitive Definition of an r-dimensional irreducible algebraic variety U
in the affine N -space ANκ as a geometric object which can be parameterized by an irreducible
hypersurface in (r + 1)-space. Here by a geometric object we mean something defined by a
bunch of polynomial equations. Let P be the ideal generated by these polynomials in BN,k . The
irreducibility of U suggests that we require P to be a prime ideal. The dimensionality r of U
suggests that we require it to equal trdegk k(U)∗.
Example (12.11). Consider a hypersurface
S : F = 0 in ANk with F = F(X1, . . . ,XN) ∈ BN,k \ k
and let α = (α1, . . . , αN) be a point of S, i.e., α1, . . . , αN are elements in k with F(α1, . . . ,
αN) = 0. Expanding F around α we get
F(X1, . . . ,XN) =
∑
Gi1...iN (X1 − α1)i1 . . . (XN − αN)iN
with Gi1...iN ∈ k. Let ν be the smallest value of i1 + · · · + iN for which Gi1...iN = 0. On page 65
of [Ab6] we have put ordαF = ν, called ν the multiplicity multαS of S at α, called α a ν-fold
point of S, and said that α is a simple or singular point of S according as ν = 1 or ν > 1. In terms
of (formal) partial derivatives we have
ν > 1 (i.e., α is a singular point of S) ⇔ ∂F
∂Xi
∣∣∣∣
α
= 0 for 1 i N.
In the present notation ordR(α)∗ F = ν, and by (12.4) the local ring R(α)∗/(FR(α)∗) is regular
iff ν = 1, i.e., iff α is a simple point of S.
Just as the projective plane P2k is covered by three affine planes, quoting from page 68 [Ab6],
the projective N -space
PN = PN = (kN+1 \ {(0, . . . ,0)})/ ∼k
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PNk =
N+1⋃
i=1
(
PN \Hi
)= N+1⋃
i=1
ANk,i ,
where for u = (u1, . . . , uN+1) and u′ = (u′1, . . . , u′N+1) in kN+1 \ {(0, . . . ,0)} we have:
u ∼ u′ ⇔ (u′1, . . . , u′N+1) = (cu1, . . . , cuN+1) for some 0 = c ∈ k. Thus PNk is the set of
all equivalence classes under this equivalence relation. Moreover Hi is the hyperplane in
PNk consisting of all equivalence classes β ∈ PNk of those u ∈ kN+1 for which ui = 0, and
β → (u1/ui, . . . , ui−1/ui, ui+1/ui, . . . , uN+1/ui) gives a bijection φi :PNk \ Hi = ANk,i → ANk .
We have shown V(BN,k) to be bijective with spec(BN,k) and a portion of V(BN,k) is bijective
with ANk . We proceed to show that similarly a certain portion of a certain model is bijective with
the projective space PNk .
So again let A be a subring of a field K . For any family (xl)l∈Λ of elements in K , with xj = 0
for some j ∈ Λ, we put
W
(
A; (xl)l∈Λ
)= ⋃
j∈Λwithxj =0
V
(
A
[
(xl/xj )l∈Λ
])
and we call this the modelic proj of (xl)l∈Λ over A. Here A[(xl/xj )l∈Λ] denotes the smallest
subring of K which contains A and which contains xl/xj for all l ∈ Λ. If Λ is a finite set,
say Λ = {1, . . . , n}, then we may write W(A;x1, . . . , xn) instead of W(A; (xl)l∈Λ) and call it
the modelic proj of (x1, . . . , xn) over A. Clearly for all i, i′ in Λ with xi = 0 = xi′ we have
QF(A[(xl/xi)l∈Λ]) = QF(A[(xl/xi′)l∈Λ]) and, upon letting K ′ be this common quotient field,
W(A; (xl)l∈Λ) is obviously a premodel of K ′/A. Moreover, for any i′ ∈ Λ with xi′ = 0, upon
letting yl = xl/xi′ , we see that (yl)l∈Λ is a family of elements in K ′ such that yj = 0 for some
j ∈ Λ and W(A; (xl)l∈Λ) = W(A; (yl)l∈Λ). According to L4§9(T29) on page 157 of [Ab6]
which is reproduced as (12.12) below, W(A; (xl)l∈Λ) is actually a semimodel of K ′/A and if
Λ is finite then it is in fact a complete model of K ′/A. By a projective model of K/A we
mean a premodel E of K/A such that E =W(A;x1, . . . , xn) for some finite number of elements
x1, . . . , xn in an overfield of K with xj = 0 for some j ∈ {1, . . . , n}; by what we have just said,
E is then indeed a complete model of K/A and we have E = W(A;y1, . . . , yn) for a finite
number of elements y1, . . . , yn in K at least one of which is nonzero.
Modelic Proj Theorem (12.12). For any family (xl)l∈Λ of elements in K , with xj = 0 for some
j ∈ Λ, let E = W(A; (xl)l∈Λ) and let K ′ = QF(A[(xl/xi)l∈Λ]) where i ∈ Λ with xi = 0; as
noted above the QF is independent of the choice of i. Also let yl = xl/xi′ for any fixed i′ ∈ Λ
with xi′ = 0. Then we have the following.
(12.12.1) E is a premodel of K ′/A and E =W(A; (xl/x)l∈Λ) for all 0 = x ∈ K . In particular
(yl)l∈Λ is a family of elements in K ′ such that yj = 0 for some j ∈ Λ, and we have
E =W(A; (yl)l∈Λ).
(12.12.2) Given any R ∈ E and any subring S of K such that S is a quasilocal ring dominat-
ing R, there exists j ∈ Λ with xj = 0 such that xl/xj ∈ S for all l ∈ Λ. Moreover, for
any such j we have R = BQ where B = A[(xl/xj )l∈Λ] and Q = B ∩M(S).
(12.12.3) E is a semimodel of K ′/A, and if Λ is finite then E is in fact a complete model
of K ′/A.
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set of all minimal members of (ANk )δ by (A
N
k )
μδ and call it the minimal modelic affine N -space
over k. Clearly α →Rk(α)∗ gives a natural injective map ANk → (ANk )δ whose image we denote
by (ANk )ρδ and call it the rational modelic affine N -space over k. Thus as enlargements of A
N
k
we get
(1•) ANk ≈
(
ANk
)ρδ ⊂ (ANk )μδ ⊂ (ANk )δ
where ≈ stands for isomorphism.
To justify the terms modelic proj and projective model, we proceed to show that there is a natu-
ral injection of the projective space PNk into a projective model. Now BN+1,k = k[X1, . . . ,XN+1]
and we take its quotient field k(X1, . . . ,XN+1) to be K ; also we take k to be A. For 1  i 
N + 1, upon letting Yli = Xl/Xi (with Yii = 1), we get a copy BN,k,i = k[Y1,i , . . . , YN+1,i]
of BN,k whose modelic spec V(BN,k,i ) may be identified with the modelic affine N -space
(ANk,i)
δ = V(BN,k); also we get (ANk )ρδ ⊂ (ANk )μδ ⊂ (ANk )δ ; let θi :ANk,i → (ANk,i)δ be the nat-
ural injective map. For all i, j in {1, . . . ,N + 1} we clearly have QF(BN,k,i) = QF(BN,k,j ) and
we let K ′ stand for this common subfield of K . Then W(k;X1, . . . ,XN+1) is a projective model
of K ′/k. Let us denote W(k;X1, . . . ,XN+1) by (PNk )δ and let us call it the modelic projective
N -space over k. By the definition of W we get
(
PNk
)δ = ⋃
1iN+1
(
ANk,i
)δ
.
We put
(
PNk
)ρδ = ⋃
1iN+1
(
ANk,i
)ρδ
and
(
PNk
)μδ = ⋃
1iN+1
(
ANk,i
)μδ
and we call these the rational modelic projective N -spaces over k and the minimal modelic
projective N -spaces over k respectively. On pages 158–159 of [Ab6] it is shown that there
exists a unique injection θ :PNk → (PNk )δ such that for 1 i N + 1 we have θ(α) = θi(α) for
all α ∈ ANk,i ; note that then the image of θ must be (PNk )ρδ . Thus we get
(2•) PNk ≈
(
PNk
)ρδ ⊂ (PNk )μδ ⊂ (PNk )δ
extending the above enlargements from the affine case to the projective case. By (12.4) we see
that PNk is a nonsingular, and hence a normal Noetherian, model.
The following Theorem (12.13), which is reproduced from pages 159–160 of [Ab6] says that
the modelic blowup, which we shall now introduce, is nothing but the coordinate free incarnation
of the modelic proj. As illustrated by the Examples on pages 161–162 of [Ab6], it is also the main
key to the desingularization of curves and surfaces in particular and varieties in general. For any
nonzero A-submodule P of K we put
W(A,P ) =
⋃
V
(
A
[
Px−1
])
0=x∈P
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K which contains A and which contains y/x for all y ∈ P .
Modelic Blowup Theorem (12.13). Recalling that A is a subring of a field K , and P is a
nonzero A-submodule of K , we have the following.
(12.13.1) For any 0 = x ∈ P we have (A[Px−1])P = (A[Px−1])x and hence RP = Rx for
every R ∈ V(A[Px−1]). In particular, if P is a nonzero ideal in A then for every
R ∈V(A[Px−1]) we have that PR is a nonzero principal ideal in R.
(12.13.2) Given any family (xl)l∈Λ of generators of P , for all 0 = x ∈ P we have A[Px−1] =
A[(xl/x)l∈Λ], and we have W(A; (xl)l∈Λ)⊂W(A,P ).
(12.13.3) For any family (xl)l∈Λ of generators of P we have
W(A,P ) =W(A; (xl)l∈Λ).
(12.13.4) For all x = 0 = y in P we have QF(A[Px−1]) = QF(A[Py−1]) and letting K ′ denote
this common QF we have that W(A,P ) is a semimodel of K ′/A, and if P is a finitely
generated A-module then W(A,P ) is a projective model of K ′/A. In particular, if P
is a finitely generated ideal in A then W(A,P ) is a projective model of QF(A)/A. If
P = Ax for some 0 = x ∈ K then W(A,P ) =W(A;x) =V(A).
(12.13.5) If P is an ideal in A then{
R ∈V(A): PR = R}= {R ∈W(A,P ): PR = R}.
(12.13.6) If A is quasilocal and P is an ideal in A then:
P is a principal ideal in A ⇔W(A,P ) =V(A) ⇔ A ∈W(A,P ).
Example (12.14). Let us go back to the irreducible curve V : φ(X,Y ,Z) = 0 in P2k discussed
in the beginning of this appendix. Here φ(X,Y ,Z) ∈ k[X,Y ,Z] is a nonconstant irreducible
homogeneous polynomial, say of degree d . For the lines L : Z = 0 and L′ : Y = 0 with
L′′ : X = 0, we have the decomposition
P2k =
(
P2k \L
)∪ (P2k \L′)∪ (P2k \L′′)= A ∪ A′ ∪ A′′.
Also, for the polynomials f (X,Y ) = φ(X,Y,1) and f ′(X′, Y ′) = φ(X,1, Y ) with f ′′(X′′, Y ′′) =
φ(1,X,Y ), we have V ∩ A : f (X,Y ) = 0 and V ∩ A′ : f ′(X′, Y ′) = 0 with V ∩ A′′ :
f ′′(X′′, Y ′′) = 0. To facilitate going over to the modelic language, let σ : k[X,Y ,Z] → k[x, y, z]
be a k-epimorphism with kernel φk[X,Y ,Z] where x, y, z are the images of X,Y ,Z. Now upon
letting
K = k(x/z, y/z) = k(x/y, z/y) = k(y/x, z/x) and (V )δ =W(k;x, y, z)
for the projective model (V )δ of K/k we have
(V )δ =V(k[x/z, y/z])∪V(k[x/y, z/y])∪V(k[y/x, z/x])
with the understanding that we delete the objects which make use of a zero denominator; thus
if z = 0 then from the display for K we delete k(x/z, y/z) and from the display for (V )δ we
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all minimal members of (V )δ , and let (V )ρδ be the set of all rational “points” of (V )δ , i.e.,
(V )ρδ is the set of all R ∈ (V )δ for which k gets mapped onto R/M(R) by the residue class
epimorphism R →R/M(R). We call (V )μδ be the minimal portion of (V )δ , and we call (V )ρδ
be the rational portion of (V )δ . Clearly V ρδ ⊂ V μδ = the set of all one-dimensional members
of (V )δ , and (V )δ \ (V )μδ = {K}. Members of (V )μδ are sometimes called the closed points
of (V )δ and then K is called the generic point of (V )δ . Let τ : k[X,Y ] → k[x/z, y/z] and
τ ′ : k[X′, Y ′] → k[x/y, z/y] with τ ′′ : k[X′′, Y ′′] → k[y/x, z/x] be the k-epimorphisms which
send (X,Y ), (X′, Y ′), (X′′, Y ′′) to (x/z, y/z), (x/y, z/y), (y/x, z/x). Their kernels are clearly
generated by f,f ′, f ′′ respectively. Consequently, for every α in V ∩A we get a k-epimorphism
α :Rk(α)
∗ → k[x/z, y/z]τ(Ik(α)) ∈V
(
k[x/z, y/z])⊂ (V )δ
induced by τ , for every α in V ∩ A′ we get a k-epimorphism
′α :Rk(α)∗ → k[x/y, z/y]τ ′(Ik(α)) ∈V
(
k[x/y, z/y])⊂ (V )δ
induced by τ ′, and for every α in V ∩ A′′ we get a k-epimorphism
′′α :Rk(α)∗ → k[y/x, z/x]τ ′′(Ik(α)) ∈V
(
k[y/x, z/x])⊂ (V )δ
induced by τ ′′. We also get a bijection
 :V ∩ A →V(k[x/z, y/z])∩ (V )ρδ
such that (α) = α(α) for all α ∈ V ∩ A, a bijection
′ :V ∩ A′ →V(k[x/y, z/y])∩ (V )ρδ
such that ′(α) = ′α(α) for all α ∈ V ∩ A′, and a bijection
′′ :V ∩ A′′ →V(k[y/x, z/x])∩ (V )ρδ
such that ′′(α) = ′′α(α) for all α ∈ V ∩A′′. Finally there exists a natural injective map θ :V →
(V )δ whose image is (V )ρδ and which is such that: for all α ∈ V ∩ A we have θ(α) = (α), for
all α ∈ V ∩ A′ we have θ(α) = ′(α), and for all α ∈ V ∩ A′′ we have θ(α) = ′′(α). Thus we
have the enlargements
(3•) V ≈ (V )ρδ ⊂ (V )μδ ⊂ (V )δ.
Example (12.15). To generalize (12.14) from curves in P2k to hypersurfaces in PNk , continuing
with (12.11), let F be a nonconstant irreducible polynomial of degree d in X1, . . . ,XN with
coefficients in k, and let us homogenize it to get
Φ(X1, . . . ,XN+1) = XdN+1F(X1/XN+1, . . . ,XN/XN+1).
Let V be the hypersurface in PNk given by Φ = 0, and let us use the material sandwiched between
(12.11) and (12.12). Then, for 1 i N+1, the affine portion V ∩AN is given by Fi = 0 wherek,i
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the modelic language, let σ : k[X1, . . . ,XN+1] → k[x1, . . . , xN+1] be a k-epimorphism with ker-
nel generated by Φ where x1, . . . , xN+1 are the images of X1, . . . ,XN+1. Now upon letting
K = k(x1/xi, . . . , xN+1/xi) for 1 i N + 1 and (V )δ =W(k;x1, . . . , xN+1)
for the projective model (V )δ of K/k we have
(V )δ =
⋃
1iN+1
V(Ai) where Ai = k[x1/xi, . . . , xN+1/xi]
with the understanding that we delete the objects which make use of a zero denominator.
We call (V )δ the modelic enlargement of V . Let (V )μδ be the set of all minimal mem-
bers of (V )δ , and let (V )ρδ be the set of all rational “points” of (V )δ , i.e., (V )ρδ is the set
of all R ∈ (V )δ for which k gets mapped onto R/M(R) by the residue class epimorphism
R → R/M(R). We call (V )μδ the minimal portion of (V )δ , and we call (V )ρδ the rational
portion of (V )δ . Clearly V ρδ ⊂ V μδ = the set of all (N − 1)-dimensional members of (V )δ ,
and (V )δ \ (V )μδ = {K}. Members of (V )μδ are sometimes called the closed points of (V )δ and
then K is called the generic point of (V )δ . Letting τi : k[X1, . . . ,Xi−1,Xi+1, . . . ,XN+1] → Bi
with Bi = k[x1/xi, . . . , xi−1/xi, xi+1/xi, . . . , xN+1/xi] be the k-epimorphism which sends Xj
to xj /xi for all j ∈ {1, . . . , i − 1, i + 1, . . . ,N + 1} we see that its kernel is generated by Fi .
Hence for every α in V ∩ ANk,i we get a k-epimorphism
i,α :Rk(α)
∗ → (Bi)τi (Ik(α))
induced by τi . Clearly Bi = Ai and hence we get a bijection
i :V ∩ A →V(Ai)∩ (V )ρδ
such that i(α) = i,α(α) for all α ∈ V ∩ ANk,i . Finally there exists a natural injective map
θ :V → (V )δ whose image is (V )ρδ and which is such that for all i ∈ {1, . . . ,N + 1} and α ∈
V ∩ ANk,i we have θ(α) = i(α). Thus we have the enlargements
(4•) V ≈ (V )ρδ ⊂ (V )μδ ⊂ (V )δ.
Modelic Enlargements (12.16). To make some general comments about the enlargements (1•)
to (4•), in the four cases let W denote ANk ,P
N
k ,V,V respectively. Its modelic enlargement (W)δ
is a certain collection of local rings. The natural injective map θ :W → (W)δ sends every point
of W to its local ring on W . The image θ(W) is the set (W)ρδ of those members of (W)δ whose
residue field coincides with k. First we enlarge this to (W)μδ by inserting local rings of “algebraic
points” of W . In other words (W)μδ is the set of all members of (W)δ whose residue field is an
algebraic extension of k; the field degree of this extension is necessarily finite and we call it the
degree of the corresponding algebraic point. Finally we enlarge (W)μδ to (W)δ by putting in
the local rings of all the irreducible subvarieties of W . In the four cases let n = N,N,1,N − 1
respectively. Then every member of (W)δ has dimension at most n, and (W)μδ exactly consists
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of W iff θ(α) is a regular local ring; in particular this applies to the case when W is a curve
in P2k ; in case W = ANk or PNk , every member of (W)δ is a regular local ring, indicating that
every irreducible variety in W contains a simple point of W because actually all points of W are
simple.
Polynomial Parameterization and Automorphic Pairs (12.17). Reverting to the study of plane
curves made in (12.14), assume that the affine curve C = V ∩ A : f = 0 is polynomially param-
eterizable, i.e., f (P (T ),Q(T )) = 0 for univariate polynomials P(T ),Q(T ) in k[T ] at least one
of which is not in k. Then the affine ring of C, i.e., k[C]∗ = k[X,Y ]/(f k[X,Y ]), is a subring of
k[T ] different from k, and hence it is not contained in exactly one valuation ring of the function
field of k(C)∗ of C, namely the restriction of the (1/T )-adic valuation. Therefore C has only
place at infinity and hence a fortiori it has only one point at infinity. If f is part of an automor-
phic pair (f, g) then obviously f is polynomially parameterizable and it has only one place at
infinity and therefore only one point at infinity. A similar argument also shows that if a rationally
parameterizable affine plane curve has only one place at infinity then it is polynomially parame-
terizable; here the said place is assumed to be rational over k, i.e., its residue field is assumed to
coincide with k. Thus we have once more “explained” the cryptic remarks in [Ab4] and [Ab8].
Points of Higher Degree (12.18). To illustrate the idea of the degree of an algebraic point
mentioned in (12.16), returning to the situation of (12.17), let C be the unit circle with f =
X2 + Y 2 − 1 and k = R. Now in general a line D meets C in two points. Say the line is the
vertical line D : X− a = 0 with a ∈ R. If −1 < a < 1 then D does meet C in two distinct points,
but if a = 1 or −1 then it meets C in two “coincidental” points, and if a < −1 or a > 1 then it
does not meet C at all. This not meeting can be repaired in two ways. One way is to go over to
the complex field C and declare that again the meeting is in two distinct points. The other way is
to declare that the meeting is in the single algebraic point Y 2 + (a2 −1) of degree 2 over R in the
sense that this is an irreducible polynomial of degree 2, or that modulo this polynomial we get a
field extension of R of degree 2. To give another example, let f = X3 + Y 3 − 1 with k = Q and
consider the line D : X− 2 = 0. Then D meets the cubic curve C in the single algebraic point of
degree 3 represented by the polynomial Y 3 + 7 which is irreducible over Q.
Epilogue
MANGALACHARAN
ATA VISHVATMAKE DEVE | YENE VAGYADNYE TOSHAVE
TOSHONI MAJA DYAVE | PASAYDANA HE
GANITAVIDYECHEE JAGRUTEE | KARONIYA SARVA JAGATEE
PRADNYASURYE UJALATEE | SUKHAVAYA SAKALA JANA
Here is a free Paraphrase of the above MAGALACHARAN = INVOCATION in my mother
tongue MARATHI whose founding father DNYANESHVAR composed the first two lines around
1250 A.D. to which I added the last two lines.
Paraphrase. May the Lord God of the Universe be pleased with my recounting of the story
of algebra and geometry which are the essence of our beloved subject of mathematics. Being
pleased may he shower his blessings upon us and make our endeavor pleasurable.
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