ABSTRACT. Feature hashing and more general projection schemes are commonly used in machine learning to reduce the dimensionality of feature vectors. The goal is to efficiently project a high-dimensional feature vector living in R n into a lower-dimensional space R m , while approximately preserving Euclidean norm. These schemes can be constructed using sparse random projections, for example using a sparse Johnson-Lindenstrauss (JL) transform. In practice, feature vectors often have a low ℓ ∞ -to-ℓ 2 norm ratio, and for this restricted set of vectors, many sparse JL-based schemes can achieve the norm-preserving objective with smaller dimension m than is necessary for the scheme on the full space R n . A line of work introduced by Weinberger et. al (ICML '09) analyzes the sparse JL transform with one nonzero entry per column, which is a standard feature hashing scheme. Recently, Freksen, Kamma, and Larsen (NIPS '18) closed this line of work by proving an essentially tight tradeoff between ℓ ∞ -to-ℓ 2 norm ratio, distortion, failure probability, and dimension m for this feature hashing scheme.
INTRODUCTION
Projection schemes such as feature hashing are influential in machine learning to help manage large data [10] . The goal is to reduce the dimensionality of feature vectors: more specifically, to project a highdimensional feature vector living in R n into a lower dimensional space R m (where m ≪ n), while preserving ℓ 2 norm up to distortion 1 ± ε with high probability. This enables the parameter vector of a classifier to live in R m , while approximately preserving the ℓ 2 norm of the n-dimensional feature vector. In this context, feature hashing was first introduced by Weinberger et. al [26] for document-based classification tasks such as email spam filtering. For such tasks, feature hashing yields a lower dimensional embedding of a high-dimensional feature vector derived from a bag-of-words model. Since then, feature hashing has become a mainstream approach [25] , applied to numerous domains including ranking text documents [2] , compressing neural networks [6] , and protein sequence classification [4] .
Dimensionality reduction schemes for feature vectors fit nicely into the random projection literature. In fact, the feature hashing scheme in [26] can be viewed as a m × n matrix with one nonzero entry randomly chosen from {−1, 1}. The geometry-preserving objective can be expressed mathematically as follows: for error ε > 0 and failure probability δ , the goal is to construct a probability distribution A over m × n real matrices that satisfies the following condition for vectors x ∈ R n :
The mathematical result that underlies the random projection literature is the Johnson-Lindenstrauss lemma, which gives an upper bound on the dimension m achievable by a probability distribution A that satisfies (1):
Lemma 1.1 (Johnson-Lindenstrauss [16] ) For any positive integer n and parameters 0 < ε, δ < 1, there exists a probability distribution A over m × n matrices with m = Θ(ε −2 log(1/δ )) satisfying (1) .
≤ v , so that S 1 = R n and S v S w for 0 ≤ v < w ≤ 1. Let v(m, ε, δ , s) be the sup over all 0 ≤ v ≤ 1 such that (1) holds on S v for a sparse JL distribution with sparsity s and dimension m. For the case of s = 1, a line of work [26, 11, 19, 9, 18] subsequently improved upper and lower bounds on v(m, ε, δ , 1), and was recently closed by Freksen, Kamma, and Larsen [12] : While Theorem 1.4 is restricted to the case of s = 1, dimensionality reduction schemes constructed using sparse random projections with s > 1 are also commonly used to project feature vectors in practice. For example, sparse JL-like methods (with s > 1) have been used to project feature vectors in machine learning domains including visual tracking [24] , face recognition [3] , and recently in ELM (a type of feedforward neural network) [5] . Now, a variant of sparse JL is even included in the mainstream Python sklearn library for machine learning 2 . Given the ℓ ∞ to ℓ 2 ratio properties of feature vectors common in practice, it is natural to explore how sparse JL performs on these vectors by studying v(m, ε, δ , s).
In this paper, we settle the question of how v(m, ε, δ , s) varies for a general sparsity s. We compute essentially tight bounds on v(m, ε, δ , s), thus generalizing Theorem 1.4. Our result elucidates how v(m, ε, δ , s) increases as a function of s, thus providing insight into why a higher sparsity may be desirable for the dimensionality reduction of feature vectors in practice. Moreover, we connect our result to the sparse JL literature through showing that it implies a lower bound for dimension-sparsity tradeoffs that essentially matches the upper bound in Theorem 1.3. Our main results are the following lower and upper bounds on v(m, ε, δ , s): Theorem 1.5 There exist constants C ε ,C δ ,C M ,C v ,C S ,C U > 0 such that if 0 < ε < C ε , 0 < δ < C δ , 1 ≤ s ≤ C S ε −1 log e (1/δ ), and m ≥ C M ε −2 log e (1/δ ), then, for g C M ,C v ,C S ,C U defined below:
v(m, ε, δ , s) ≥ min(1, g C M ,C v ,C S ,C U (m, ε, log e (1/δ ), s)). Theorem 1.6 Suppose that A s,m is a uniform sparse JL distribution (defined formally in Section 1.1). There exist constants C ε ,C δ ,C M,1 ,C M,2 ,C E,1 ,C E,2 ,C v ,C S > 0 such that if 0 < ε < C ε , 0 < δ < C δ , 1 ≤ s ≤ C S ε −1 log e (1/δ ), and m ≤ ε −2 e C E,2 log e (1/δ ) , and for h C M,1 ,C M,2 ,C E,1 ,C v defined below, if h C M,1 ,C M,2 ,C E,1 ,C v (m, ε, log e (1/δ ), s) ≤ 0.5, then:
v(m, ε, δ , s) ≤ h C M,1 ,C M,2 ,C E,1 ,C v (m, ε, log e (1/δ ), s).
In these bounds, functions g and h are defined as follows: Using Theorem 1.6, we prove the following dimension-sparsity lower bound: Corollary 1.7 There exists constants C ε ,C δ ,C,C L ,C T > 0 such that if 0 < ε < C ε , 0 < δ < C δ , and C ≤ s ≤ C s ε −1 log(1/δ ), and A s,m is a uniform sparse JL distribution (defined formally in Section 1.1), then v(m, ε, δ , s) ≤ 1/2 when:
We remark that for a uniform sparse JL distribution 3 , the lower bound on v(m, ε, δ , s) in Theorem 1.5 essentially matches the upper bound on v(m, ε, δ , s) in Theorem 1.6, and the dimension-sparsity lower bound in Corollary 1.7 essentially matches the known upper bound in Theorem 1.3. Moreover, the dimensionsparsity upper bound that we obtain in Theorem 1.5 recovers Theorem 1.3 and also generalizes the result to non-uniform sparse JL distributions. More precisely, when m ≥ min(2ε −2 e p , ε −2 pe
), where p = log(1/δ ), we know that v(m, ε, δ , s) = 1 by Theorem 1.5, which means that (1) holds on the full space R n . This produces the same bound as in Theorem 1.3 for a more general family of sparse JL distributions. When m ≤ C M,1 ε −2 log(1/δ ), we know that v(m, ε, δ , s) = 0 by Theorem 1.6. For the remaining regimes, √ εs log( there is also an extra regime 4 for v(m, ε, δ , s) when m ≥ max(s · e C S log(1/δ )ε −1 /s ,C M ε −2 log e (1/δ )). Intuitively, we expect such a regime to arise for large enough s for the following reason. At s = Θ(ε −1 log(1/δ )) and m = Θ(ε −2 log(1/δ ), we know by Theorem 1.2 that v(m, ε, δ , s) = 1, but if ε is a constant, then the first branch of the min expression, i.e.
√ εs log mε p /p, gives us a bound of Θ 1/ log(1/δ ) in this case, while the second branch gives us the desired bound of 1. Thus, it is natural that the first branch disappears for sufficiently large m.
The proof boils down to bounding the moments of a certain random variable. Although this random variable has been analyzed in [18, 12] , the existing methods could not be adapted to this setting, for reasons we discuss in Section 1.1, so new methods are needed. Unlike traditional approach in the JL literature of computing these moments via combinatorial methods [12, 18, 1, 22] , our paper provides a new perspective on proving these moment bounds. We analyze these moments using methods grounded in intuition from probability theory, but that have not appeared in the theoretical computer science literature (to our knowledge). We view the random variable structurally, and construct and apply general facts on moments of random variables with this structure which we believe could be useful in other settings, given the ubiquity of moment and tail bounds in theoretical computer science. 
Let A s,m be a uniform sparse JL distribution if for every 1 ≤ i ≤ n, {η r,i } r∈ [m] is the distribution defined by uniformly choosing exactly s of these variables to be 1. This definition is commonly used. When s = 1, observe that every sparse JL distribution is a uniform sparse JL distribution, but for s > 1, this is not the case.
We use the following notation in our analysis. For any random variable X and value p ≥ 1, we use X p to denote the p-norm (E[|X | p ]) 1/p , where E denotes the expectation. Given two scalar quantities Q 1 and Q 2 that are functions of some parameters, we use Q 1 ≃ Q 2 to denote that there exist positive universal constants
, and we use Q 1 Q 2 (resp. Q 1 Q 2 ) to denote that there exists a positive universal constant C such that
For every [x 1 , . . . , x n ] ∈ R n such that x 2 = 1, we need to analyze tail bounds of an error term, which for the sparse JL construction is the following random variable:
lower bound from upper and lower bounds on random variable moments. As a result, the key ingredient of our analysis is a tight bound for R(
We remark that it is not clear how to adapt existing approaches for studying moments of R(x 1 , . . . , x n ) q to obtain this bound. The moment bound that we obtain is more general than the bounds in [18, 8] for R(x 1 , . . . , x n ) q on R n = S 1 and the bound in [12] for R(x 1 , . . . , x n ) q on each S v for the special case of sparsity s = 1. Moreover, it is not clear how to adapt the combinatorial approach in [18] to yield tight bounds on S v for v < 1 or how to adapt the combinatorial approach in [12] to a general sparsity s. The non-combinatorial approach 6 in [8] for bounding R(x 1 , . . . , x n ) q on R n = S 1 also turns out to not be sufficiently precise on S v at critical v values, for reasons we discuss in Section 2.
Thus, we require new tools for our moment bound. Our analysis provides a new perspective inspired by the probability theory literature that differs from the existing approaches in the JL literature. We believe our style of analysis is less brittle than combinatorial approaches [12, 18, 1, 22] : in this setting, once the sparsity s = 1 case is recovered, it becomes straightforward to generalize to other s values. Moreover, our approach can yield greater precision than the existing non-combinatorial approaches [8, 7, 14] , which is necessary for this setting.
In Section 2, we present our analysis of the moments of R(x 1 , . . . , x n ). In Section 3, we prove the tail bounds in Theorem 1.5 and Theorem 1.6 from these moment bounds. 
In order to obtain upper bounds on R (x 1 , . . . , x n ) q , they use the HansonWright bound [13] , a tight bound on moments of gaussian quadratic forms. However, we need different technical tools for two reasons.
(1) First, in order to prove Theorem 1.6, we need to lower bound |R(x 1 , . . . , x n ) q , and thus cannot simply consider R (x 1 , . . . , x n ) q . (2) Second, even for Theorem 1.5, using R (x 1 , . . . , x n ) q as a upper bound for R(x 1 , . . . , x n ) q is not sufficiently strong. In Appendix A, we give a counter-example, i.e. a vector x, where R (x 1 , . . . , x n ) q is too large to recover Theorem 1.5. Thus, we cannot use the Hanson-Wright bound in this setting, and need to come up with a better bound on R(x 1 , . . . , x n ) q that does not implicitly replace Rademachers by gaussians 7 . In our approach, we make use of stronger moment bounds for Rademacher linear and quadratic forms, some of which are known to the probability theory community through Latała's work in [21, 20] and some of which are new. It is important to note that the bounds in [21, 20] target the setting where the coefficients are scalars.
In our setting, however, the coefficients are themselves random variables, and we need to make use of bounds that are tractable to analyze in this setting, which involves creating new bounds to handle some cases. Given the ubiquity of moment and tail bounds in theoretical CS, we believe that these methods could be useful in other settings.
Our strategy for obtaining both an upper and lower bound on R(x 1 , . . . , x n ) is to break down into rows. We define
We analyze the moments of Z r (x 1 , . . . , x n ) using the technical tools mentioned above. After obtaining these bounds, it remains to move from moments of Z r (x 1 , . . . , x n ) to moments of R(x 1 , . . . , x n ). For the upper bound, we make use of the negative correlations between the η r,i random variables to upper bound by the independent case, and then we apply a general result for sums of i.i.d random variables. For the lower bound, this step requires more care, even though we restrict to a uniform sparse JL distribution, since we must show that the negative correlations induced by having exactly s nonzero entries per column do not lead to significant loss. We use a general result to reduce to bounding moments of products of rows, and then use a counting argument tailored to this setting to obtain a lower bound in terms of moments of individual rows.
Our main results are the following bounds. We prove the following upper bound that holds for all vectors in the l 2 unit ball with bounded l ∞ norm. 
If m ≥ q, 2 ≤ log(qmv 4 /s 2 ) ≤ q, 2qv 2 ≤ 0.5s log(qmv 4 /s 2 ), and s ≤ m/2, then:
.
, 1 ≤ log(qmv 2 /s) ≤ q, and s ≤ m/2, then:
In Section 2.1, we present useful moment bounds for Rademacher forms and other combinations of random variables. In Section 2.2, we obtain upper bounds for Z r (x 1 , . . . , x n ) T and lower bounds for Z r (v, . . . , v, 0, . . . , 0) T and necessary variants. In Section 2.3, we combine the moments of each row to prove Lemma 2.1 and Lemma 2.2.
Useful Moment Bounds.
To obtain a lower bound on the moments of Z r (v, . . . , v, 0, . . . , 0), we make use of the following tight bound on moments of quadratic forms of Rademacher random variables with random variable coefficients. We derive this bound from Latała's bound 8 on Rademacher quadratic forms [21] , and we defer the proof of this lemma from Latała's result to Appendix B.
Lemma 2.3 Let T be an even integer, {σ i } 1≤i≤n be independent Rademachers, and (Y i, j ) 1≤i, j≤n be a n × n symmetric, nonnegative random matrix with zero diagonal (i.e.
Since the estimate in Lemma 2.3 is tight, it could also theoretically be used to upper bound moments of Z r (x 1 , . . . , x n ) for general vectors. However, when x is not of the form [v, . . . , v, 0, . . . , 0], the expression becomes challenging to analyze tightly. Specifically, the sup term, which can be viewed as a generalization of an operator norm to an ℓ 2 ball cut out by ℓ ∞ hyperplanes, becomes difficult to analyze since the Y i, j = η r,i η r, j x i x j do not have nice symmetry properties in this case. As a result, we instead make use of the simpler estimates that avoid an operator-norm-like term.
Linear forms naturally arise in the upper bound since
Latała [20] presents a general expression for moments of weighted sums of symmetric random variables. However, it turns out that using a vanilla linear form bound here 9 is weak due to the loss arising from ignoring the ∑ 1≤i≤n η r,i x 2 i term. Thus, we need to create a generalized bound tailored to squares of linear forms with a zero diagonal. Since random variables with a zero diagonal are common in the JL literature [18, 1, 22] , we believe this moment bound could of broader use. 
8 In fact, Latała shows moment bounds for much more general quadratic forms, but for the application to JL, we only need the bound in the special case of Rademachers. 9 It turns out that we need the linear form bound in [20] for a different part of the analysis, and we defer its statement to Section 2.2.2.
Now, we use the fact that |x i | ≤ v and the condition on t to obtain that this is bounded by
In order to combine rows in the upper bound 10 , we use the following result from [20] on moments of sums of i.i.d symmetric random variables. 
In the lower bound, to combine rows, we make use of the following bound on sums of certain (potentially correlated) sums of identically distributed random variables. The result follows from expanding moments, and we defer the proof to Appendix B. Proposition 2.6 Let Y 1 , . . . ,Y n be identically distributed (but not necessarily independent) random variables, such that the joint distribution is a symmetric function of Y 1 , . . . ,Y n and for any integers
For any natural number q and natural number T that divides q, it is true that
i ] ≥ 0 so that we can restrict to a subset of the terms. By the symmetry of the joint distribution, we know that for 1 ≤ r 1 
This implies that
and the statement follows from taking 1/qth powers.
Analyzing each row.
We analyze the moments of Z r (x 1 , . . . , x n ) using the tools from Section 2. 
We show the following upper bound on Z r (x 1 , . . . , x n ) q : Lemma 2.8 If x ∞ ≤ v and x 2 ≤ 1, then we have that:
In Section 2.2.1, we prove Lemma 2.7. In Section 2.2.2, we prove Lemma 2.8.
Proof of Lemma 2.7. The key ingredient of the proof is Lemma 2.3 (for Rademacher quadratic forms).
We can view Z r (v, . . . , v, 0, . . . , 0) as the following quadratic form:
where N = Proof of Lemma 2.7. First, we handle the case of T = 2:
as desired. Now we handle T > 2. We know that
We only use the operator-norm-like term in the lower bound. Ob-
where we set b i = 1 on all i such that η 1,i = 1 and c j = 1 on all j such that η 1, j = 1. As long as M ≥ 2, it is thus true that:
Since the events M = ∑ N i=1 η 1,i are disjoint, we know that:
where the last line follows from the fact that since T ≥ se mv 2 and s ≤ m/2, we know that:
Taking the 1/T th power and setting t = T /M, we obtain, up to constants:
. which we will convert to the desired form at the end of the proof. We can take a derivative to obtain the two expressions in the lemma statement at the following regimes of parameters: T v 2 ≤ log(T mv 2 /s) ≤ T and log(T mv 2 /s) > T . The second regime aligns with the lemma statement. Thus it suffices to show that when
, it is true that T v 2 ≤ log(T mv 2 /s). This is a straightforward calculation 11 . Now, we consider the case that we only include the I ∑ N j=1 η 1, j =2 random variable. We obtain the desired lower bound of N 2
2.2.2.
Proof of Lemma 2.8. For this proof, recall the issues discussed in Section 2.1 with using Lemma 2.3 or a naive linear form to upper bound Z r (x 1 , . . . , x n ) q . For these reasons, we use Lemma 2.4 (our moment bound for squared linear forms with zero diagonal) and obtain: Lemma 2.9 If x ∞ ≤ v and x 2 ≤ 1, then we have that:
Proof. This can be seen by simply taking Y i = η r,i σ r,i in Lemma 2.4.
is very close to the value where T v 2 = log(T mv 2 /s), so this approximation is essentially tight. . As a result, we require the linear form bound in [20] for
(and it is sufficiently tight in this regime). We use Proposition 2.11, which theoretically can be derived from Theorem 2 in [21] . We give an alternate proof of this proposition, which is very similar to the proof of Lemma 2.4, in Appendix B. 
Based on the conditions in this lemma statement, we know that
Thus taking a derivative, we obtain that this can be upper bounded by taking t = log(mT v ′2 /s) which yields:
Finally, combining Lemma 2.9 and Lemma 2.10 yields Lemma 2.8:
Proof of Lemma 2.8. We apply Lemma 2.9 at T = 2 to directly obtain T s m , and for T ≥ 3, we apply Lemma 2.9 and take a derivative to obtain:
We also include the bound from Lemma 2.10 in the middle regime. R(x 1 , . . . , x n ) q . Now, we show to move from bounds on moments of individual rows (i.e. Z r (x 1 , . . . , x n )) to bounds on moments of R(x 1 , . . . , x n ). In Section 2.3.1, we obtain an upper bound on R(x 1 , . . . , x n ) q , thus proving Lemma 2. 
Combining rows to bound
where the last inequality follows from Lemma 2. Moving from a lower bound on the moments of individual rows given by Lemma 2.7 to moments of R(v, . . . , v, 0, . . . , 0) is more delicate. Unlike in the upper bound, the negative correlations between random variables require some care to handle, even with the simplification that the s nonzero entries in a column are chosen uniformly at random. For example, the conditional distribution of η s+1,1 | η 1,1 = η 2,1 = . . . = η s,1 = 1 is 0, while the marginal distribution of η s+1,1 has expectation s/m. One aspect that simplifies our analysis is that we know from our proof of Lemma 2.1 which moments of Z r (x 1 , . . . , x n ) are critical in the sup expression in (2). We only need to account for these particular moments in our lower bound approach. It turns out that the three critical values are q/T = 2, q/T = q, and q/T = log(qmv 4 /s 2 ).
For q/T = q, where rows are isolated, we can directly obtain a bound from Lemma 2.6 and Lemma 2.7 to obtain. Lemma 2.12 Suppose A s,m is a uniform sparse JL distribution. Suppose that q is even, q ≥ se
and v 2 ≤ 0.5. Then it is true that:
Proof. By Lemma 2.6 with T = 1, we have that:
Now, we apply Lemma 2.7 to obtain the desired expression. 13 This can easily be seen by expanding.
For q/T = 2 and q/T = log(qmv 4 /s 2 ), we make use of the following lemma that relates moments of products of rows to products of moments of rows by taking advantage of either s and 1 v 2 being sufficiently large. This method essentially uses a counting argument to show that not too many terms vanish as a result of negative correlations, and requires adding in an indicator for the number of nonzero entries in a row being 2 for some cases (which is sufficient to prove Lemma 2.2). We defer the proof to Appendix D. Lemma 2.13 Suppose A s,m is a uniform sparse JL distribution. If 1 ≤ T ≤ q/2 is an integer, q/T is an even integer, N := 1 v 2 is an even integer, and 2T v 2 ≤ s, then:
Now we can use Lemma 2.6 coupled with Lemma 2.13 and Lemma 2.7 to handle the cases of q/T = 2, log(qmv 4 /s 2 ) and obtain the following bounds. For q/T = 2, we obtain: .
With these bounds, Lemma 2.2 follows.
Proof of Lemma 2.2. We combine Lemma 2.12, Lemma 2.14, and Lemma 2.15.
PROOF OF MAIN RESULTS
Now that we have proven bounds on R(x 1 , . . . , x n ) q in Lemma 2.1 and Lemma 2.2, we prove our main results: Theorem 1.5, Theorem 1.6, and Corollary 1.7. Our proofs require the following cleaner bounds on moments of R(x 1 , . . . , x n ) q that follow simplifying the bounds in Lemma 2.1 and Lemma 2.2 at the target values of v. We defer the proofs of these lemmas, which boil down to function bounding and simplification, to Appendix E. Lemma 3.1 Suppose that 0 < ε < C ε and 0 < δ < C δ for some constants C ε ,C δ . There exist constants C ε ,C δ ,C M ,C v ,C S > 0 such that for 0 < ε < C ε , 0 < δ < C δ , 1 ≤ s ≤ C S ε −1 log(1/δ ), and C M ε −2 log(1/δ ) ≤ m < 2ε −2 /δ , and if v ≤ g C M ,C v ,C S ,C U (m, ε, log(1/δ ), s), and p is log(1/δ ) rounded up to the nearest even integer, then we have that:
R(x 1 , . . . , x n ) p ≤ ε 2 .
13

Lemma 3.2 Suppose that A s,m is a uniform sparse JL distribution. There exist constants
To lower bound v(m, ε, δ , s), we need to upper bound the tail probability of R(x 1 , . . . , x n ). The main tool that we use is Markov's inequality applied to pth powers.
Proof of Theorem 1.5. To get the case where m ≥ 2ε −2 /δ , we take q = 2 in Lemma 2.1 and apply Chebyshev's inequality. Otherwise, we use Lemma 3.1 to see that R(x 1 , . . . , x n ) p ≤ ε 2 . By Markov's inequality, this means that P[| Ax 2 2 − 1| ≥ ε] can be expressed as:
Now, we observe that there exists a constant C U such that when m ≥ ε −2 pe
1, so we know that v(m, ε, δ , s) = 1 in this case. Moreover, we need to take a min with 1 in general since v is defined to be the sup over [0, 1] and S v = S 1 for v ≥ 1.
To upper bound v(m, ε, δ , s), we need to lower bound the tail probability of R(v, . . . , v, 0, . . . , 0). The main tool that we use is the Paley-Zygmund inequality: Lemma 3.3 (Paley-Zygmund) Suppose that Z is a nonnegative random variable with finite variance. Then,
For our setting, we use the Paley-Zygmund inequality applied to qth moments:
Lemma 3.4 Suppose that K > 0 and Z is a nonnegative random variable, such that Z q ≥ 2K and Z 2q is finite. Then,
Proof of Lemma 3.4. We apply Lemma 3.3 to Z p to obtain that:
If Z p ≥ 2K, then we know that
and then we can apply the above result. 
We now prove Corollary 1.7. R (v, . . . , v, 0, . . . , 0) p ω(ε) for a certain v value, where we know it to be true that R(v, . . . , v, 0, . . . , 0) 
be the set of indices where η 1,i = 1. We can set the vector to x i = y i = 1 √ M for all i ∈ S and 0 elsewhere. This gives us:
We can expand out this moment to obtain: 
where 
where the last line follows from the fact that the the Y i, j are nonnegative, so each term is nonnegative, so the triangle inequality results in at most a factor of 2 of gain.
Now, we present a proof of Proposition 2.11.
Proof of Proposition 2.11. Let t = v sup 1≤k≤T
T k
In [21] , there is a generalization of Lemma B.1 to much more general quadratic forms, but for the application to JL, we only need the bound in the special case of Rademachers. 17 Now, we use the fact that |x i | ≤ v and the condition on t to obtain that this is bounded by
APPENDIX C. PROOFS OF AUXILIARY LEMMAS FOR LEMMA 2.1
First, we use Lemma 2.5 and Lemma 2.8 to prove a upper bound R(x 1 , . . . , x q ) q that is not quite in the desired form for Lemma 2.1.
If log(qmv 2 /s) > q then we have
In all other cases, we have that
The functions are defined as follows.
Proof of Lemma C.1. As we discussed in Section 2.3, it suffices to bound
Our bounds on Z 1 (x 1 , . . . , x n ) t are based on Lemma 2.8. We split into cases based on the T value, and how it separates into different cases in Lemma 2.8. Let x log x . This is an increasing function for x ≥ e, and so if this condition is not met at T = q, then it is never going to be met. We write this condition as log(qmv 2 /s) ≥ q. In all other cases, we include all three terms. Thus, it suffices to produce bounds α 1 (q, v, s, m), . . . , α 4 (q, v, s, m) such that β i (q, v, sm) α i (q, v, s, m) , which is what we do for the remainder of the analysis.
First, we handle the β 1 (q, v, s, m) term. We see that
Now, we handle the β 2 (q, v, s, m) term. We obtain a bound for Z r T v 2 s mT v 2 2/T . The expression becomes:
Suppose that log(qmv 4 /s 2 ) ≥ 2. In this case, we have that this expression is upper bounded by T = log(qmv 4 /s 2 ). When we plug this into the expression, we obtain . Otherwise, if log(qmv 4 /s 2 ) ≤ 2, then this expression is upper bounded by T = 3:
We know that that
because this reduces to
≤ e 1/3 . Now, we handle the β 4 (q, v, s, m) term. 
We use some function bounding arguments to come with a simpler bound for α 3 for sufficiently large v.
Lemma C.2 Assume that C 2 q 3 mv 4 ≥ s 2 for some C 2 ≥ 1. Then it is true that
Proof of Lemma C.2. With the assumptions that we made we know that
s . This implies that our expression becomes:
. Now, we just need to bound We see that setting Q to its maximum value achieves with a factor of e of the maximum. Thus, we obtain that this is upper bounded by e 3 q log 2 (mv 2 q/s)
. 20 Now, we just need to handle the first term. If T min ≥ (log q)/10, then we are done. Let's take a log to obtain:
The derivative is:
The sign of the derivative is the same as:
We know that 1 − 2 log(mv 2 T /s) ≤ 1. Since T ≤ log q, we know that the last term is − 2 log q T ≤ −2. Thus, the derivative is negative, so we just need to consider T min = T , where the expression is: Proof of Lemma 2.1. First, we compute the second moment by hand: We prove Lemma 2.13.
Proof of Lemma 2.13. First, we show the following fact: Suppose that there are T distinguishable buckets and we want to a assign an ordered pair of 2 unequal elements in [N] to each bucket so that the total number of times that any element i ∈ [N] shows up is ≤ s. We show that the number of such assignments is at least C T N 2T for some constant C. To prove this, we first consider the case where N ≥ 2T . In this case, we have that the number of such assignments is at least:
Now, if N < 2T , then we define:
By construction, we know that β N ≥ 2T . We partition 2T into β blocks, each of size N, until potentially the last block, which may be smaller. Let's assume that each block is a permutation of 1, . . . , N, and the last block is 2T − (β − 1)(N) non-equal numbers drawn from 1, . . . , N. (this satisfies the unequal ordered pair condition). Then the number of assignments is (N!)
. This is at least as big as C 2T 1 N 2T for some constant C 1 . First, we handle the case where q/T = 2. Since we have a uniform sparse JL distribution, we know that for 1 ≤ x ≤ s:
We know that
where Y r has expectation 0. In this case we have that
where Q consists of terms that contain a factor of some Y r . Due to the independence of the Rademachers, the expectation of any term that contains a factor of Y r has expectation 0, which implies that:
where Y ′ r has expectation 0. This means that:
where Q ′ consists of terms that contain a factor of some Y ′ r . For similar reasons, this implies that 
as desired. Now, we handle the case of the general q/T . Since we have a uniform sparse JL distribution, we know that for 1 ≤ x ≤ s:
where Y r has expectation ≥ 0. In this case we have that
where Q has expectation ≥ 0. This implies that:
be independent random variables, and let
where Y ′ r has expectation 0. In this case we have that
where Q ′ consists of terms that contain a factor of some Y ′ r . For similar reasons to the above, we have that:
as terms in a sum. In the second expression, every term has expectation ≤ 
We also use Lemma 2.6 coupled with Lemma 2.13 to handle the case of q/T = log(qmv 4 /s 2 ) and prove Lemma 2.15:
Proof of Lemma 2.15. Let's let f (x) be the function that rounds x to the nearest power of 2. By the conditions, we know that 2 ≤ f (log(qmv 4 /s 2 )) ≤ q. Now, we want the condition 2qv 2 ≤ s f (log(qmv 4 /s 2 )) to be satisfied. If f (log(qmv 4 /s 2 )) ≥ log(qmv 4 /s 2 ), then this is implied by 2qv 2 ≤ s log(qmv 4 /s 2 ) = s max(log(qmv 4 /s 2 ), 2), which is a strictly weaker condition than the one given in the lemma statement. If f (log(qmv 4 /s 2 )) ≤ log(qmv 4 /s 2 ), then f (log(qmv 4 /s 2 )) ≥ 0.5 log(qmv 4 /s 2 ) and so 2qv 2 ≤ 0.5s log(qmv 4 /s 2 ) ≤ s f (log(qmv 4 /s 2 )) gives the desired condition.
We use the fact that log(qmv 4 /s 2 )/2 ≤ f (log(qmv 4 /s 2 )) ≤ 2 log(qmv 4 /s 2 ). We apply Lemma 2.13 with
and Lemma 2.7 to see that if we have the additional condition that f (log(qmv 4 /s 2 )) ≥ se mv 2 , then we know that:
2s log(
. Now, we see that Proof of Lemma 3.1. We plug q = p into Lemma 2.1. We use this relaxed version of the bound:
, min
Suppose that the absolute constant on the upper bounds is ≤ C ′ . Let C = max(C ′ , 1) (we take C to be the constant on the upper bounds). Let's take
For the remainder of the analysis, we assume that m ≥ C M ε −2 p and m < 2ε −2 δ . First, observe m ≥ 16C 2 ε −2 p gives us that 
. Observe that when C v,1 ≥ 1 and m ≥ eε −2 q ≥ eε −1 q, this is lower bounded by e, so log(qmv 2 /s) ≥ 1. Now, We claim that when f 1 ≤ f 2 , the other necessary conditions are satisfied (also for the lower bound). We check that log(qmv 2 /s) ≤ q/2. In this case, using that m ≤ ε −2 qe q , we have: 
