Abstract. We prove that the modified Korteweg-de Vries equation (mKdV) equation is unconditionally well-posed in H s (R) for s > . Our method of proof combines the improvement of the energy method introduced recently by the first and third authors with the construction of a modified energy. Our approach also yields a priori estimates for the solutions of mKdV in H s (R), for s > 1 10
Introduction
We consider the initial value problem (IVP) associated to the modified Kortewegde Vries (mKdV) equation
where u = u(x, t) is a real function, κ = 1 or −1, x ∈ R, t ∈ R.
In the seminal paper [10] , Kenig, Ponce and Vega proved the well-posedness of (1.1) in H s (R) for s ≥ 1/4. This result is sharp in the sense that the flow map associated to mKdV fails to be uniformly continuous in H s (R) if s < 1 4 in both the focusing case κ = 1 (cf. Kenig, Ponce and Vega [11] ) and the defocusing case κ = −1 (cf. Christ, Colliander and Tao [2] ). Global well-posedness for mKdV was proved in H s (R) for s > 1 4 by Colliander, Keel, Staffilani, Takaoka and Tao [4] by using the I-method. We also mention that another proof of the local well-posedness result for s ≥ 1 4 was given by Tao by using the Fourier restriction norm method [19] .
The proof of the well-posedness result in [10] relies on the dispersive estimates associated with the linear group of (1.1), namely the Strichartz estimates, the local smoothing effect and the maximal function estimate. A normed function space is constructed based on those estimates and allows to solve (1.1) via a fixed point theorem on the associated integral equation. Of course the solutions obtained in this way are unique in this resolution space. The same occurs for the solutions constructed by Tao which are unique in the space X The question to know wether uniqueness holds for solutions which do not belong to these resolution spaces turns out to be far from trivial at this level of regularity. This kind of question was first raised by Kato [6] in the Schrödinger equation context. We refer to such uniqueness in C([0, T ] : H s (R)), or more generally in L ∞ (]0, T [: H s (R)), without intersecting with any auxiliary function space as unconditional uniqueness. This ensures the uniqueness of the weak solutions to the equation at the H s -regularity. This is useful, for instance, to pass to the limit on perturbations of the equation as the perturbative coefficient tends to zero (see for instance [15] for such an application).
Unconditional uniqueness was proved for the KdV equation to hold in L 2 (R) [20] and in L 2 (T) [1] and for the mKdV in H 1 2 (T) [13] .
The aim of this paper is to prove the unconditional uniqueness of the mKdV equation in H s (R) for s > . By doing so, we also provide a different proof of the existence result. Next, we state our main result. Our technique of proof also yields a priori estimates for the solutions of mKdV in H s (R) for s > 1 10 . It is worth noting that a priori estimates in H s (R) were already proved by Christ, Holmer and Tataru for − [3] . Their proof relies on short time Fourier restriction norm method in the context of the atomic spaces U , V and the I-method. Although our result is not as strong as Christ, Holmer and Tataru's one, we hope that it still may be of interest due to the simplicity of his proof. Remark 1.5. By passing to the limit on a sequence of smooth solutions, the above a priori estimate ensures the existence of a L ∞ T H s x -weak solution of (1.1) for s > 1/10. Note that, since s > 0, there is no difficulty to pass to the limit on the nonlinear term by a compactness argument.
Uniqueness : The solution is unique in the class
To prove Theorems 1.1 and 1.4, we derive energy estimates on the dyadic blocks P N u . This technique has been introduced by the first and the third authors in [16] . Note however that in addition to use the fractional Leibniz rule to control the X s−1,1 T -norm as in [16] , we also introduce the norm · L 4
. This norm is in turn controlled by using a refined Strichartz estimate derived by chopping the time interval in small pieces whose length depends on the spatial frequency. It is this estimate which provides the restriction s > 1 10 in Theorem 1.4. Note that it was first established by Koch and Tzvetkov [12] (see also Kenig and Koenig [7] for an improved version) in the Benjamin-Ono context.
The main difficulty to estimate
is to handle the resonant term R N , typical of the cubic nonlinearity ∂ x (u 3 ). When u is the solution of mKdV, R N writes R N = ∂ x P +N uP +N uP −N u P −N udx. Actually, it turns out that we can always put the derivative appearing in R N on a low frequency product by integrating by parts 1 , as it was done in [5] for quadratic nonlinearities. This allows us to derive the a priori estimate of Theorem 1.4 in H s (R) for s > 1 10 . Unfortunately, this is not the case anymore for the difference of two solutions of mKdV due to the lack of symmetry of the corresponding equation. To overcome this difficulty we modify the H s -norm by higher order terms up to order 6. These higher order terms are constructed so that the contribution of their time derivatives coming from the linear part of the equation will cancel out the resonant term R N . The use of a modified energy is well-known to be a quite powerful tool in PDE's (see for instance [14] and [8] ). Note however that, in our case, we need to define the modified energy in Fourier variables due to the resonance relation associated to the cubic nonlinearity. This way to construct the modified energy has much in common with the way to construct the modified energy in the I-method (cf. [4] ).
Finally let us mention that the tools developed in this paper together with some ideas of [18] and [17] will enable us, in a forthcoming paper, to get the unconditional well-posedness of the periodic mKdV equation in H s (T) for s > 1/3. We also hope that the techniques introduced here could be useful in the study of the Cauchy problem at low regularity of other cubic nonlinear dispersive equations such as the modified Benjamin-Ono equation and the derivative nonlinear Schrödinger equation.
The rest of the paper is organized as follows. In Section 2, we introduce the notations, define the function spaces and state some preliminary estimates. The multilinear estimates at the L 2 -level are proved in Section 3. Those estimates are used to derive the energy estimates in Section 4. Finally, we give the proofs of Theorems 1.1 and 1.4 respectively in Sections 5 and 6.
2. Notation, Function spaces and preliminary estimates 2.1. Notation. For any positive numbers a and b, the notation a b means that there exists a positive constant c such that a ≤ cb. We also denote a ∼ b when a b and b a. Moreover, if α ∈ R, α + , respectively α − , will denote a number slightly greater, respectively lesser, than α.
Let us denote by D = {N > 0 : N = 2 n for some n ∈ Z} the dyadic numbers. Usually, we use n i , j i , m i to denote integers and
we also denote by N max ≥ N med ≥ N min the maximum, sub-maximum and minimum of {N 1 , N 2 , N 3 }.
For u = u(x, t) ∈ S ′ (R 2 ), Fu will denote its space-time Fourier transform, whereas F x u = u, respectively F t u, will denote its Fourier transform in space, respectively in time. For s ∈ R, we define the Bessel and Riesz potentials of order
We also denote by U (t) = e −t∂ 3
x the unitary group associated to the linear part of (1.1), i.e.,
Throughout the paper, we fix a smooth cutoff function χ such that
We set φ(ξ) := χ(ξ) − χ(2ξ). For l ∈ Z, we define
and, for l ∈ N * ,
By convention, we also denote
Any summations over capitalized variables such as N, L, K or M are presumed to be dyadic. Unless stated otherwise, we will work with non-homogeneous dyadic decompositions in N , L and K, i.e. these variables range over numbers of the form D nh = {2 k : k ∈ N} ∪ {0}, whereas we will work with homogeneous dyadic decomposition in M , i.e. these variables range over D . We call the numbers in D nh nonhomogeneous dyadic numbers. Then, we have that
Finally, let us define the Littlewood-Paley multipliers P N , R K and Q L by
Sometimes, for the sake of simplicity and when there is no risk of confusion, we also denote u N = P N u. 
Function spaces
with obvious modifications for p = ∞, and
For s, b ∈ R, we introduce the Bourgain spaces X s,b related to the linear part of (1.1) as the completion of the Schwartz space S(R 2 ) under the norm
, where x := 1 + |x|. By using the definition of U , it is easy to see that
We will also use restriction in time versions of these spaces. Let T > 0 be a positive time. The restriction space X s,b T will be the space of functions u :
Finally, we define our resolution spaces
2.3. Extension operator. In this subsection, we introduce an extension operator ρ T which is a bounded operator from X
for any s ∈ R.
Definition 2.1. Let 0 < T ≤ 1 and u : R × [0, T ] → R or C be given. Let us first define
Then, we extend v on [−2, 2] by setting
We define the extension operator ρ T by
which extends functions defined on R × [0, T ] to R 2 .
It is clear from the definition that
Lemma 2.2. Let 0 < T ≤ 1 and s ∈ R. Then,
since U is a unitary group in H s . Next, we explain how to bound ρ T (u) X s−1,1 . From the definition of X s−1,1 T , there exists an extensionũ of u on R 2 such that (2.10)
Now, by using (2.2), we have that
It follows then gathering (2.11)-(2.13) and using (2.2) that (2.14)
which implies (2.8) in view of (2.10).
2.4. Refined Strichartz estimates. First, we recall the Strichartz estimate associated to the unitary Airy group derived in [9] . Then
. Following the arguments in [7] and [12] , we derive a refined Strichartz estimate for the solutions of the linear problem (2.16) 
Proof. Let u be solution to (2.16) defined on a time interval [0, T ]. We use a nonhomogeneous Littlewood-Paley decomposition, u = N u N where u N = P N u, N is a nonhomogeneous dyadic number and and also denote F N = P N F . Then, we get from the Minkowski inequalitiy that
for any θ > 0. Recall that P 0 corresponds to the projection in low frequencies, so that we set 0 θ = 1 by convention. Therefore, it is enough to prove that
for any δ ≥ 0 and any dyadic number N ∈ {2 k : k ∈ N} ∪ {0}. Let δ be a nonnegative number to be fixed later. we chop out the interval in small intervals of N −δ . In other words, we have that
Since u N is a solution to the integral equation
which concludes the proof of (2.18).
L 2 multilinear estimates
In this section we follow some notations of [19] . For k ∈ Z + and ξ ∈ R, let Γ k (ξ) denote the k-dimensional "affine hyperplane" of R k+1 defined by
and endowed with the obvious measure
with the obvious modifications.
Moreover, given T > 0, we also define
Then it holds that (3.1)
Proof. Let us denote by I 3 M (f 1 , f 2 , f 3 , f 4 ) the integral on the left-hand side of (3.1). We can assume without loss of generality that f i ≥ 0 for i = 1, · · · , 4. Then, we have that
Hölder's inequality yields
Moreover, the Cauchy-Schwarz inequality yields
Therefore, estimate (3.1) follows from (3.2)-(3.5).
For a fixed N ≥ 1 dyadic, we introduce the following disjoint subsets of D 3 :
where M min ≤ M med ≤ M max denote respectively the minimum, sub-maximum and maximum of {M 1 , M 2 , M 3 }. Moreover, we also denote
We will denote by φ M1,M2,M3 the function
Next, we state a useful technical lemma.
Lemma 3.2. Let (ξ 1 , ξ 2 , ξ 3 ) ∈ R 3 that satisfies |ξ j | ∼ N j for j = 1, 2, 3 and
. Then it holds that
Proof. Without loss of generality, we can assume that
On one hand N 3 ≪ N would imply that M 1 ∼ M 2 ∼ N which is a contradiction. On the other hand, N 3 ≫ N would imply that |ξ 1 + ξ 2 + ξ 3 | ≫ N which is also a contradiction. Therefore, we must have
For η ∈ L ∞ , let us define the trilinear pseudo-product operator Π 3 η,M1,M2,M3 in Fourier variables by
It is worth noticing that when the functions u j are real-valued, the Plancherel identity yields
Finally, we define the resonance function of order 3 by
The following proposition gives suitable estimates for the pseudo-product Π 
Moreover, the implicit constant in estimate (3.9) only depends on the L ∞ -norm of the function η.
Before giving the proof of Proposition 3.3, we derive some important technical lemmas.
x and the implicit constant appearing in (3.10) does not depend on L.
Proof. A direct computation shows that
Since e itw(D) is a unitary group in L 2 , it follows from (3.11), Minkowski and Hölder's inequalities that
which implies estimate (3.10).
For any 0 < T ≤ 1, let us denote by 1 T the characteristic function of the interval [0, T ]. One of the main difficulty in the proof of Proposition 3.3 is that the operator of multiplication by 1 T does not commute with Q L . To handle this situation, we follow the arguments introduced in [16] and use the decomposition
, for some R > 0 to be fixed later. The following lemmas were derived in [16] . For the sake of completeness, we will give their proof here. 
and
Proof. It follows from the definition of 1
Finally it is easy check that 1
Proof. By Plancherel we get
In the region where
Proof of Proposition 3.3. Given u i , 1 ≤ i ≤ 4, satisfying the hypotheses of Propo-
denote the left-hand side of (3.9). We use the decomposition in (3.12) and obtain that
M1,M2,M3,R , where
We deduce from Hölder's inequality in time, (3.1), (3.7) and (3.13) that
which implies that
To deal with the term G
3,low
M1,M2,M3,R , we decompose with respect to the modulation variables. Thus,
Moreover, observe from the resonance relation in (3.8) and the hypothesis (
In the case where L max = L 1 , we deduce from (3.1), (3.7), (3.10) and (3.15) that
, which implies that
We can prove arguing similarly that (3.19) still holds true in all the other cases,
Note that for those cases we do not have to use (3.13) but we only need (3.14). Therefore, we conclude the proof of estimate (3.9) gathering (3.16), (3.17) and (3.19).
3.2. 5-linear estimates.
Then it holds that (3.20)
If moreover f j are localized in an annulus {|ξ| ∼ N j } for j = 5, 6, then
Proof. Let us denote by
) the integral on the right-hand side of (3.20) . We can assume without loss of generality that f j ≥ 0, j = 1, · · · , 6. We have by using the notation in (3.4) that
Thus, estimate (3.20) follows applying (3.4) and the Cauchy-Schwarz inequality to (3.22) . Assuming furthermore that f j are localized in an annulus {|ξ| ∼ N j } for j = 5, 6, then we get arguing as above that (3.23)
From the Cauchy-Schwarz inequality
which together with (3.23) yields
Therefore, we conclude the proof of (3.21) interpolating (3.20) and (3.24).
For a fixed N ≥ 1 dyadic, we introduce the following subsets of D 6 :
where
, denote the maximum, sub-maximum and minimum of {M 1 , M 2 , M 3 }, respectively {M 4 , M 5 , M 6 }. We will also denote by φ M1,...,M6 the function defined on R 6 by
For η ∈ L ∞ , let us define the operator Π 5 η,M1,...,M6 in Fourier variables by (3.26)
Observe that, if the functions u j are real valued, the Plancherel identity yields
Finally, we define the resonance function of order 5 for ξ (5) 
It is worth noticing that a direct calculus leads to
Here, we used the notations M min(3) = min(M 1 , M 2 , M 3 ). Moreover, the implicit constant in estimate (3.30) only depends on the L ∞ -norm of the function η.
Proof. The proof is similar to the proof of Proposition 3.3. We may always assume
In Case 1, we deduce from identities (3.28) and (3.8), the non resonance assumption and the fact that (
Estimate (3.30) follows from this and estimate (3.20) .
In Case 2, we get from the assumptions on M i and N i that
The proof of estimate (3.31) follows then exactly as above.
In Case 3, we get from the assumptions on M i and N i
Moreover, observe from Lemma 3.2 that max{N 1 , · · · , N 6 } ∼ N . The proof of estimate (3.32) follows then exactly as above.
3.3. 7-linear estimates.
If moreover f j is localized in an annulus {|ξ| ∼ N j } for j = 7, 8, then
Proof. Let us denote by I 7 = I 7 (f 1 , · · · , f 8 ) the integral on the right-hand side of (3.33). We can assume without loss of generality that f j ≥ 0, j = 1, · · · , 8. We have by using the notation in (3.4) that (3.36)
Thus, estimate (3.33) follows applying (3.4) and the Cauchy-Schwarz inequality to (3.36). Assuming furthermore that f j are localized in an annulus {|ξ| ∼ N j } for j = 7, 8, then we get arguing as above that (3.37)
which together with (3.37) yields
Therefore, we conclude the proof of (3.35) interpolating (3.33) and (3.39). Now, we prove (3.34). Let denote by I 7 = I 7 (f 1 , · · · , f 8 ) the left-hand side of (3.34). Then,
We deduce from Cauchy-Schwarz in (ξ 1 , ξ 4 ) that
which together with (3.4) and (3.40) concludes the proof of (3.34).
For a fixed N ≥ 1 dyadic, we introduce the following subsets of D 9 :
where M max(7) ≥ M med(7) ≥ M min (7) denote respectively the maximum, submaximum and minimum of {M 7 , M 8 , M 9 }. We will denote by φ M1,...,M9 the function defined on Γ 7 by
For η ∈ L ∞ , let us define the operator Π 7 η,M1,...,M9 in Fourier variables by
We define the resonance function of order 7 for
Again it is direct to check that
The following proposition gives suitable estimates for the pseudo-product Π 7 M1,··· ,M9
Proposition 3.10. Assume that 0 < T ≤ 1, η is a bounded function and u j are functions in we get
The claim follows from this and estimate (3.33).
Energy estimates
The aim of this section is to derive energy estimates for the solutions of (1.1) and the solutions of the equation satisfied by the difference of two solutions of (1.1) (see equation (5.3) below).
In order to simplify the notations in the proofs below, we will instead derive energy estimates on the solutions u of the more general equation
where for any i ∈ {1, 2, 3}, u i solves
Finally we also assume that each u i,j solves
for any (i, j) ∈ {1, 2, 3} 2 . We will sometimes use u 4 , u 4,1 , u 4,2 , u 4,3 to denote respectively u, u 1 , u 2 , u 3 . Here c j , j ∈ {1, · · · , 4} and c i,j , (i, j) ∈ {1, 2, 3} 2 denote real constant. Moreover, we assume that all the functions appearing in (4.1)-(4.2)-(4.3) are real-valued.
Also, we will use the notations defined at the begining of Section 3.
The main obstruction to estimate
L 2 at this level of regularity is the resonant term ∂ x P +N u 1 P +N u 2 P −N u 3 P −N u dx for which the resonance relation (3.8) is not strong enough. In this section we modify the energy by a fourth order term, whose part of the time derivative coming from the linear contribution of (4.1) will cancel out this resonant term. Note however, that we need to add a second modification to the energy to control the part of the time derivative of the first modification coming from the resonant nonlinear contribution of (4.1).
4.1.
Definition of the modified energy. Let N 0 = 2 9 and N be a nonhomogeneous dyadic number. For t ≥ 0, we define the modified energy at the dyadic frequency N by (4.4)
where ξ (3) = (ξ 1 , ξ 2 , ξ 3 ) and the dyadic decompositions in N j are nonhomogeneous,
with the convention
ξ j,l and the notation
where ξ j (3) is defined by
For T > 0, we define the modified energy by using a nonhomogeneous dyadic decomposition in spatial frequency
By convention, we also set
Next, we show that if s > 
Proof. We infer from (4.5) and the triangle inequality that
We first estimate the contribution of E 3,med N . By symmetry, we can always assume that
. Then, we have thanks to Lemma 3.1,
Now, we deal with the contribution of E 3,high N . Observe from the frequency localization, that we have
. Without loss of generality, assume moreover that N 1 ≤ N 2 ≤ N 3 . Thus it follows from estimate (3.1) that
To estimate the contribution of E 
Thus we infer from (3.20) that
since 2s + 1 < 6s.
Finally, we conclude the proof of (4.6) gathering (4.7)-(4.10) and using the Cauchy-Schwarz inequality. 
Proof. Let 0 < t ≤ T ≤ 1. First, assume that N ≤ N 0 = 2 9 . By using the definition of E N in (4.4), we have
which yields after integrating between 0 and t and applying Hölder's inequality that
where the notation R t = R × [0, t] defined at the begining of Section 3 has been used. Thus, we deduce after taking the supreme over t ∈ [0, T ] and summing over N ≤ N 0 that (4.12)
Next, we turn to the case where N ≥ N 0 . As above, we differentiate E N with respect to time and then integrate between 0 and t to get
We rewrite I N in Fourier variable and get
Next we decompose I N as 
since (2s + . We perform nonhomogeneous dyadic decompositions u j = Nj P Nj u j for j = 1, 2, 3. We assume without loss of generality that N 1 = max(N 1 , N 2 , N 3 ).
Recall that this ensures that M max ∼ N 1 . Then we apply Lemma 3.1 on the sum over M med and use the discrete Young's inequality to get . For j = 1, · · · , 4, letũ j = ρ T (u j ) be the extension of u j to R 2 defined in (2.7). Now, we define u Nj = P Njũj and perform nonhomogeneous dyadic decompositions in N j , so that I high,3 N can be rewritten as
. Thus, it follows from (3.9) that
Proceeding as in (4.16) (here we sum over M min by using that M min ≤ N med ) we get 
First, we deal with the case N med > N 
and the nonlinear contribution 
It thus remains to treat the terms A j N corresponding to the nonlinear contribution
in this case. Moreover, without loss of generality, we can always assume that
Estimates for A 
Moreover thanks to Berstein and Hölder's inequalities
, which implies after summing over N and using the Sobolev embedding
We observe that N max(5) = max{N 3,1 , N 3,2 , N 3,3 } N since N 3 ∼ N . Without loss of generality, we can assume M 4 ≤ M 5 ≤ M 6 . Note that this forces M 6 ∼ N max (5) .
Estimates for A
3,low N . We apply (3.20) on the sum over M 5 . On account of (4.22), we obtain that
(4.25) Therefore, we deduce after proceeding as in (4.16) and summing over N that (4.26)
and u 3,l be the extensions of u k and u 3,l = ρ T (u 3,l ) to R 2 defined in (2.7). We define
Therefore, we conclude from (2.8) that
Estimates for A 3,high N . We argue as above by using (3.31) instead of (3.32). We obtain that
which leads to .2), we can rewrite where, for j = 1, · · · , 4,
ξ j,l and the notation ξ (3) = (ξ 1 , ξ 2 , ξ 3 ). Now, we define ξ j (3) , for j = 1, 2, 3, 4 as follows:
With this notation in hand and by using the symmetries of the functions M med 3 φ M1,M2,M3 and Ω 3 , we obtain that
Moreover, observe from the definition of M med 3
in Section 3 that
, (3) denote the maximum, sub-maximum and minimum of {M 1 , M 2 , M 3 }.
Since max(|ξ j,1 + ξ j,2 |, |ξ
5 . Moreover, we may assume by symmetry that 
since s > 1/4. Thus, we deduce that
and M 5 ∼ M 6 ∼ N max (5) . Therefore by using (3.20), we can bound |J high,1 N | by
. For 1 ≤ k ≤ 4, and 1 ≤ l ≤ 3 letũ k = ρ T (u k ) andũ j,l be the extensions of u k and u j,l = ρ T (u j,l ) to R 2 defined in (2.7). We define u N k = P N kũ k , u N j,l = P N j,lũ j,l and perform nonhomogeneous dyadic decompositions in N k and N j,l .
We first estimate J high,2 N in the resonant case
. We assume to simplify the notations that
, we have that M 5 , M 6 N and M 1 , M 2 ≪ N which yields
This forces N j,1 ∼ N and it follows from (3.21) that
Summing over N −1/2 ≤ M 1 , M 2 ≪ N and N ≥ N 0 and using the assumption s > 
Recalling that max{N j,1 , N j,2 , N j,3 } N , we conclude after summing over N that (4.34) also holds, for s > 1/4, in the non resonant case. c j
. For the sake of simplicity, we will only consider the contribution of K 3 N corresponding to a fixed (j, m) ∈ {1, 2, 3, 4} × {1, 2, 3}, since the other contributions on the right-hand side of (4.35) can be treated similarly.
Thus, for (j, m) fixed, we need to bound
with the conventions
ξ j,l and ξ j,m = 3 n=1 ξ j,m,n and where
Now, we define ξ j,m (7) ∈ Γ 7 as follows:
Observe from Lemma 3.2 that the integrand is non trivial for
Hence,
Now we decomposeK N as
Moreover, we may assume without loss of generality that 
This implies that (4.37)
, we have that
It follows that M 6 ∼ N and
This forces N j,m,1 ∼ N and we deduce from (3.35) that
which yields summing over N ≥ N 0 and using the assumption s > and M 7 > N −1 . In the first region, applying (3.33) on the sum over (M 8 , M 9 ), we get
Observing that max{N j,m,1 , N j,m,2 , N j,m,3 } N , we conclude after summing over
Finally we treat contribution of the region M 7 > N −1 . For 1 ≤ j ≤ 4, 1 ≤ l ≤ 3 and 1 ≤ n ≤ 3 letũ j = ρ T (u j ),ũ j,l = ρ T (u j,l ) andũ j,l,n = ρ T (u j,l,n ) be the extensions of u j , u j,l and u j,l,n to R 2 defined in (2.7). We define u N k = P N kũ k , u N j,l = P N j,lũ j,l , u N j,l,n = P N j,l,nũ j,l,n and perform nonhomogeneous dyadic decompositions in N k , N j,l and N j,m,n . Thanks to Proposition 3.10 we easily estimatẽ K high N on this region by
where N max(7) = max{N j,m,1 , N j,m,2 , N j,m,3 }. Therefore, we deduce from (2.8) that (4.38) also holds, for s > 1/4, in this region.
Finally, we conclude the proof of Proposition 4.2 gathering (4.12)-(4.38).
4.3.
Estimates of the X s−1,1 T norm. In this subsection, we explain how to control the X s−1,1 T norm that we used in the energy estimates. 
Proof. By using the Duhamel formula associated to (4.1), the standard linear estimates in Bourgain's spaces and the fractional Leibniz rule (c.f. Theorem A.12 in [10] ), we have that
(4.41)
It remains to derive a suitable Strichartz estimate for the solutions of (4.1).
Proof. Since u is a solution to (4.1), we use estimate (2.17) with F = ∂ x (u 1 u 2 u 3 ) and δ = 2 and the Sobolev embedding to obtain
5. Proof of Theorem 1.1
. First it is worth noticing that we can always assume that we deal with data that have small H s -norm. Indeed, if u is a solution to the IVP (1.1) on the time interval [0, T ] then, for every 0 < λ < ∞, u λ (x, t) = λu(λx, λ 3 t) is also a solution to the equation in (1.1) on the time interval [0, λ −3 T ] with initial data u 0,λ = λu 0 (λ·). For ε > 0 let us denote by B s (ε) the ball of H s (R), centered at the origin with radius ε. Since
we see that we can force u 0,λ to belong to B 5.1. Existence. First, we begin by deriving a priori estimates on smooth solutions associated to initial data u 0 ∈ H ∞ (R) that is small in H s (R) . In other words, we assume that u 0 ∈ B s (ε). It is known from the classical well-posedness theory that such an initial data gives rise to a global solution u ∈ C(R; H ∞ (R)) to the Cauchy problem (1.1).
Then, we deduce gathering estimates (2.5), (4.6), (4.11), (4.40) and (4.42) that
= c u 0 H s . Therefore, it follows by using a continuity argument that there exists ǫ 0 > 0 and C 0 > 0 such that
Now, let u 1 and u 2 be two solutions of the equation in (1.1) in L ∞ T H s x for some 0 < T ≤ 1 emanating respectively from u 1 (·, 0) = ϕ 1 and u 2 (·, 0) = ϕ 2 . We also assume that
Let us define w = u 1 − u 2 and z = u 1 + u 2 . Then (w, z) solves
Therefore, it follows from (2.5), (4.6), (4.11), (4.40) and (4.42) that
provided u 1 and u 2 satisfy (5.2) with 0 < ǫ < ǫ 1 , for some 0 ≤ ǫ 1 ≤ ǫ 0 . We are going to apply (5.4) to construct our solutions. Let u 0 ∈ H s with s > 1/4 satisfying u 0 H s ≤ ε 1 . We denote by u N the solution of (1.1) emanating from P ≤N u 0 for any dyadic integer N ≥ 1. Since P ≤N u 0 ∈ H ∞ (R), there exists a solution u N of (1.1) satisfying u N ∈ C(R : H ∞ (R)) and u N (·, 0) = P ≤N u 0 .
We observe that u 0,N H s ≤ u 0 H s ≤ ǫ 1 . Thus, it follows from (5.1)-(5.4) that for any couple of dyadic integers (N, M ) with M < N ,
Therefore {u N } is a Cauchy sequence in C([0, 1]; H s (R)) which converges to a solution u ∈ C([0, 1]; H s (R)) of (1.1). Moreover, it is clear from Propositions 4.3 and 4.4 that u belongs to the class (1.2). 5.2. Uniqueness. Next, we state our uniqueness result. 
Proof. Let us define
′ be a real number satisfying 1 4 < s ′ < s. We get from the Cauchy-Schwarz inequality that
As explained above, we use the scaling property of (1.1) and define u i,λ (x, t) = λu i (λx, λ 3 t). Then, u i,λ are solutions to the equation in (1.1) on the time interval [−S, S] with S = λ −3 T and with the same initial data ϕ λ = λϕ(λ·). Thus, we deduce from (5.5) that 
Proof. The proof is exactly the same as the one of Proposition 4.3. 
Proof. Since u is a solution to (1.1) we use estimate (2.17) with F = ∂ x (u 3 ). Then, it follows from the Sobolev inequality and the fractional Leibniz rule that
for all 1 ≤ p ≤ 2 and 2 ≤ q 1 ≤ ∞ satisfying 
Then, we choose δ such that Therefore, we conclude estimate (6.2) by using (2.17) with δ = 6.2. Integration by parts. In this Section, we will use the notations of Section 3. We also denote m = min 1≤i =j≤3 |ξ i + ξ j | and (6.6)
Then, it is clear from the definition that
For η ∈ L ∞ , let us define the trilinear pseudo-product operator Π
Moreover, if the functions u j are real-valued, the Plancherel identity yields
Next, we derive a technical lemma involving the pseudo-products which will be useful in the derivation of the energy estimates. 
(R) and where η 3 is a function of (ξ 1 , ξ 2 , ξ 3 ) whose L ∞ −norm is uniformly bounded in N and M .
Proof. Let us denote by T M,N (f 1 , f 2 , g, g) the right-hand side of (6.10). From Plancherel's identity we have
where ξ = ξ 1 + ξ 2 + ξ 3 and dξ = dξ 1 dξ 2 dξ 3 . We use that ξ = ξ 1 + ξ 2 + ξ 3 to decompose T M,N (f 1 , f 2 , g, g) as follows.
with the notation g N = P N g. First, observe from the mean value theorem and the frequency localization that η 1 andη 2 are uniformly bounded in M and N .
Next, we deal with T M,N (f 1 , f 2 , g, g). By using that ξ 3 = ξ − (ξ 1 + ξ 2 ) observe that
Since g is real-valued, we have g N (ξ) = g N (−ξ), so that
We change variableξ 3 = −ξ = −(ξ 1 + ξ 2 + ξ 3 ), so that −ξ 3 = ξ 1 + ξ 2 +ξ 3 . Thus, S M,N (f 1 , f 2 , g, g) can be rewritten as
where dξ = dξ 1 dξ 2 dξ 3 . Now, observe that |ξ 1 + (−ξ 1 − ξ 2 −ξ 3 )| = |ξ 2 +ξ 3 | and |ξ 2 + (−ξ 1 − ξ 2 −ξ 3 )| = |ξ 1 +ξ 3 |. Thus χ A3 (ξ 1 , ξ 2 , −ξ 1 − ξ 2 −ξ 3 ) = χ A3 (ξ 1 , ξ 2 ,ξ 3 ) and we obtain S M,N (f 1 , f 2 , g, g) = − T M,N (f 1 , f 2 , g, g) , so that (6.12)
where η 2 (ξ 1 , ξ 2 , ξ 3 ) = − 1 2
is also uniformly bounded function in M and N . Finally, we define η 1 =η 1 +η 2 and η 3 = η 1 + η 2 . Therefore the proof of (6.10) follows gathering (6.11) and (6.12).
Finally, we state a L 2 -trilinear estimate involving the X −1,1 -norm and whose proof is similar to the one of Proposition 3.3. Moreover, the implicit constant in estimate (6.13) only depends on the L ∞ -norm of the function η.
6.3. Energy estimates. The aim of this subsection is to prove the following energy estimates for the solutions of (1.1). Proof. Observe from the definition that
Moreover, by using (1.1), we have 1 2
which yields after integration in time between 0 and t and summation over N P N ∂ x (u 3 ) P N u dxds .
In the case where N 1, Hölder's inequality and (2.5) imply that
In the following, we can then assume that N ≫ 1. By using the decomposition in (6.7), we get that L N (u) = where we performed a homogeneous dyadic decomposition in m ∼ M . Thus, by symmetry, it is enough to estimate L
N (u), that still will be denoted L N (u) for the sake of simplicity. Estimate for L high N (u). Letũ = ρ t (u) be the extension of u to R 2 defined in (2.7). Now we define u Ni = P Niũ , for i = 1, 2, 3, u N = P Nũ and perform dyadic decompositions in N i , i = 1, 2, 3, so that Estimate for L med N (u). To estimate L med (u), we decompose R P N Π
1,M (u, u, u) P N ∂ x u as in (6.10), since we are in the case 1 ≤ M ≪ N and N ≫ 1.
Once again, letũ = ρ t (u) be the extension of u to R 2 defined in (2.7) and u Ni = P Niũ , for i = 1, 2, 3, u N = P Nũ . Observe from the frequency localization that N 3 ∼ N . We perform dyadic decompositions in N i , i = 1, 2, 3 and deduce from (6.10) that η3,M (u, u, P N3 u)P N u dxds , where η 3 is defined in the proof of Lemma 6.3. Since η 3 is uniformly bounded in N and M , we deduce from (3.1) and Hölder's inequality in time (recall here that 0 < t ≤ T ≤ 1) that
Thus, we infer that
Finally, we conclude the proof of estimate (6.14) gathering (6.16), (6.18), (6.19), (6.21), (6.23) and (6.24). 
