In this paper, we show the following theorems. Suppose 0 < a l < 1 are algebraically independent numbers and 0 < λ l 1 for 1 l m. Then we have the joint t-universality for Lerch zeta functions L(λ l , a l , s) for 1 l m. Next we generalize Lerch zeta functions, and obtain the joint t-universality for them. In addition, we show examples of the non-existence of the joint t-universality for Lerch zeta functions and generalized Lerch zeta functions.
(1.1) tion ζ(a, s) is analytically continuable to a meromorphic function, which has a simple pole at s = 1. We prepare some notation for t-universality. By meas{A} we denote the Lebesgue measure of the set A, and, for T > 0, we use the notation When all a l 's are the same, this property is called the λ-joint t-universality in [8, Definition 7] . Firstly we show the next theorem, which gives the universality under the assumption weaker than that in Theorem 1.2. 
(See for example [9, p. 85, (10) ].) Hence L(λ, a, b, c; s) contain a special case of Barnes double zeta functions. The following theorem gives a joint universality property of L(λ, a, b, c; s). This is a partial solution of the problem of (joint) universality of multiple zeta functions presented in [7, Section 2] . 
This paper is divided into six sections. Section 2 is a preparation for the proof of these theorems. In Sections 3 and 4, we prove Theorems 1.3 and 1.5, respectively. We consider the proofs of Theorems 1.3 and 1.5 in Section 5. We show examples of the non-existence of the joint tuniversality for Lerch zeta functions in Section 6.
Preliminaries
In this section, we quote definitions and theorems from [2] and [5] , and we omit the proofs of those theorems. Denote by H (D) the space of analytic on D functions equipped with the topology of uniform convergence on compacta. Let B(S) stands for the class of Borel sets of the space S.
What we need is a limit theorem in the sense of weak convergence of probability measures for P T L as T → ∞, with an explicit form of the limit measure. Denote by γ the unit circle on C, and let
where γ n = γ for all n ∈ N ∪ {0}. With the product topology and pointwise multiplication the infinite dimensional torus Ω is a compact topological Abelian group. Denoting by m H m the probability Haar measure on (Ω m , B(Ω m )), where Ω m := Ω × · · · × Ω, we obtain a probability space (Ω m , B(Ω m ), m H m ). Let ω l (n) be the projection of ω l ∈ Ω to the coordinate space γ n , and define on the probability space
In [6, Theorem 1] , the following lemma is proved in the case of 0 < λ l < 1. But we can prove the case of 0 < λ l 1 similarly. [6, Theorem 1] .) Suppose 0 < a l < 1 are algebraically independent numbers and 0 < λ l 1 for 1 l m. The probability measure P T L converges weakly to P L as T → ∞.
Lemma 2.1. (See
Next we consider the support of the measure P . We recall that the minimal closed set S P ⊆ H m (D) such that P (S P ) = 1 is called the support of P . The set S P consists of all f ∈ H m (D) such that for every neighborhood V of f the inequality P (V ) > 0 is satisfied. The support of the distribution of the random element X is called the support of X and is denoted by S X . 
We quote some results on Hilbert spaces from [2, Chapter 6] . The subset L ⊂ X is called a linear manifold if for all x, y ∈ L and for all α, β ∈ C the linear combination αx + βy ∈ L. Let L be a linear manifold of X. The set of elements x ∈ X such that x ⊥ L is called the orthogonal complement of L and is denoted by L ⊥ . 
Then the set of all convergent series ∞ n=1 a n x n , |a n | = 1, n ∈ N, is dense in X. 
Joint universality I
In this section, we prove Theorems 1.3. We define the Hilbert space X m by X m = X ×· · ·×X. For convenience, we define the next symbols:
The following theorem is a generalization of Lemma 2.5. 
Then the set of all convergent series ∞ n=1 a n · x n , a n ∈ Π m , n ∈ N, is dense in X m .
Proof. Put y n := c n · x n . By using Lemma 2.5 as X = X m , the set of all convergent series
is dense in X m . Hence by taking d n := b n c n , the set of all convergent series
is dense in X m . Since this set is contained in the set of all convergent series ∞ n=1 a n · x n , a n ∈ Π m , we obtain this theorem. 
Then the set of all convergent series
Proof. We modify the proof of [2, Theorem 6.3.10]. Let K be a compact subset of D 1 . We choose a simply connected domain G such that K ⊆ G, G is a compact subset of D 1 and the boundary of G is an analytic simple closed curve. We will consider the space H m 2 (D 1 ). In view of Lemma 2.7 (see [2, proof of Theorem 6.3.10]), we have
Hence by assumption (c), we have
By Lemma 2.7 again, we have
where μ g l , 1 l m, are complex Borel measures with support contained in the boundary of G. Thus in view of (3.2), we have
This and assumption (a) give that
Hence in view of (3.3), we deduce that g is orthogonal to all polynomials. Therefore it follows from Lemmas 2.3 and 2.8 that g is the zero element of H m 2 (G). Consequently,
Whence and from (3.1), using Theorem 3.1, we obtain that the set of all convergent series
and ε > 0. Then by Theorem 3.1 and Lemma 2.6, there exists a series
convergent uniformly on K and
Thus we can choose a positive integer M such that 4) and in view of (b)
Now let
Then we have the convergent series 
The support of each ω l (n) (n ∈ N ∪ {0}, 1 l m) is the unit circle γ . Therefore the set {f n (s, α); α ∈ Π m } is the support of the random elements f n (s, ω(n)). Consequently, by Lemma 2.2 the closure of the set of all convergent series Therefore we obtain that all assumptions of Theorem 3.2 are satisfied. Hence we obtain Theo- 
in the situation of [6] . However, if at least two of λ l 's are equal, which is a special case of the present weaker assumptions, we will show 
Joint universality II
In this section, we will prove Theorem 1. a 1 , b 1 , c; s + iτ ), . . . , L(λ m , a m , b m , c; 
Firstly we show the limit theorem for L(λ, a, b, c; s). Define on (H m (D), B(H m (D))) the probability measure
P T L (A) := ν τ T L(λ 1 ,
s + iτ ) ∈ A , A∈ B H m (D) .
We define the
where
Let P L be the distribution of the random element L(s, ω). Let {C k } be a sequence of compact subsets of D such that
, and if C is a compact subset of D, then C ⊆ C k for some k.
Lemma 4.2. We have
Proof. By the triangle inequality, we have By the binomial theorem, we have
Hence, for some positive constant K, we have 
Non-denseness lemma
In this section, we reconsider the proofs of Theorems 1.3 and 1.5, especially Remark 3.3. The next theorem is a kind of counter-proposition for Lemma 2.5.
Theorem 5.1 (Non-denseness lemma). Let {x n } be a sequence in a Hilbert space X m satisfying the following condition:
(a) There exists a non-zero x ∈ X m such that
Then the set of all convergent series
is not dense in X m .
Proof. Firstly, we consider the case of ∞ n=1 | x n , x | = 0. We take an x which satisfies this condition. By the assumption, we have
Hence in this case, the set of all convergent series ∞ n=1 a n x n is not dense in X m . Next we consider the case of 0 = ∞ n=1 | x n , x | < ∞. We take an x which satisfies this condition and choose b n ∈ C so that |b n | = 1 and
We can assume that | x 1 , x | = 0 without loss of generality. Let M be a sufficiently large integer which satisfies
By the trigonometric inequality, we have
a n x n := |A − B|, say. Then we obtain
By the definition of x and b n , we have
Therefore we have the inequality
Hence the set of all convergent series ∞ n=1 a n x n is not dense in X m . 2
Proof. We show the contraposition, that is, if {x n } is dense in H m (D), then {x n } is dense also in the Hardy space H m 2 (D). By Lemma 2.7, we have
This implies the contraposition. By the same argument as in [5, (12) ], the above formula is equivalent to 
Examples of non-existence of universality
In this section, we will show three examples which imply the non-existence of joint universality for Lerch zeta functions and generalized Lerch zeta functions. We remark that the parameters a 1 , . . . , a m of the next two examples are not algebraically independent. Proof. Let K := {s; |s − 3/4| R}, 0 < R < 1/4. We put ε = 1/3, f 1 (s) ≡ 1 and f 2 (s) ≡ 8. Suppose
For every τ satisfying (6.1), by the well-known formula
we have
This proposition implies that the set of Hurwitz zeta functions does not necessarily have the joint t-universality. Proposition 6.1 is a rather obvious example, but we can observe that the key of the proof is the functional relation (6.2). By using another functional relation, we can show the following result. In the case of a 1 = · · · = a m , we have the following non-existence of joint t-universality for L (λ l , a, b, c; s) . 
Proof. We assume m = 2 and λ := λ 1 = λ 2 without loss of generality. For some positive constants C 1 and C 2 , we have Hence we have (6.3) in this case. 2
In the case when a is transcendental, we obtain another proof of Proposition 6.4 by using Theorem 5.1. We recall that the support S P consists of all f ∈ H m (D) such that for every neighborhood V of f the inequality P (V ) > 0 is satisfied. Since the support of the random element L 0 (s, ω) is not whole H m (D), there exist a set of analytic functions f l (s) and its neighborhood V 2 satisfying P L 0 (V 2 ) = 0. Since V 1 ⊂ V 2 , we have P L 0 (V 1 ) = 0. Let P n and P be probability measures defined on (S, B(S)). It is well known that P n converges weakly to P as n → ∞ if and only if This formula yields the assertion of non-existence of joint t-universality.
