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EQUIVARIANT LAGRANGIAN FLOER COHOMOLOGY VIA
SEMI-GLOBAL KURANISHI STRUCTURES
ERKAO BAO AND KO HONDA
ABSTRACT. Using a simplified version of Kuranishi perturbation theory that we
call semi-global Kuranishi structures, we give a definition of the equivariant La-
grangian Floer cohomology of a pair of Lagrangian submanifolds that are fixed
under a finite symplectic group action and satisfy certain simplifying assump-
tions.
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1. INTRODUCTION
Let G be a finite group. The equivariant Lagrangian Floer cohomology for a
pair of Lagrangians fixed under a symplectic G-action was first defined and stud-
ied in [KS] and later in [SS, He1, He2, He3, HLS]. One of the main difficul-
ties in defining such a theory is achieving transversality of the moduli spaces of
J-holomorphic curves using an equivariant almost complex structure J . Indeed,
there are obstructions to the existence of equivariant regular almost complex struc-
tures; see [KS, SS]. The paper [HLS] uses an infinite family of non-equivariant
regular almost complex structures and an algebraic approach to define equivariant
cohomology.
The goal of this paper is to give an alternate definition of equivariant Lagrangian
Floer cohomology using an equivariant almost complex structure J that is not nec-
essarily regular. This involves constructing an equivariant version of a semi-global
Kuranishi structure, which is a simplified version of the Kuranishi structures of
[FOn, FO3] used in [BH2]; compare to [MW] for the Kuranishi atlas formulation.
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It is worth mentioning that there is a construction of equivariant Kuranishi charts
in [Fu] in a more general situation via a quite different approach.
Let (M,ω) be a compact symplectic manifold of dimension 2n and L0 and L1
be oriented Lagrangian submanifolds of M that intersect transversely. Suppose
G acts on (M,ω) symplectically and satisfies g(Li) = Li for each g ∈ G and
i = 0, 1; and that G fixes the orientations of Li.
We make the following simplifying assumptions:
(S1) the maps π2(M)
∫
ω→ R and π2(M,Li)
∫
ω→ R for i = 0, 1 have image 0;
(S2) for each pair p, q ∈ L0 ∩ L1, only finitely many classes map to R+ under
the map π2(p, q)
∫
ω→ R.
Here π2(p, q) is the set of homotopy classes of continuous maps u : [0, 1]×[0, 1] →
M with boundary conditions u(0, t) = q, u(1, t) = p, u(s, 0) ∈ L0, u(s, 1) ∈ L1.
More informally, (S1) says that for all almost complex structures we consider we
want to avoid disk bubbles and sphere bubbles. (S2) allows us to avoid Novikov
rings and instead work with the coefficient ring R = Z[R≥0], whose elements are
finite formal sums
∑
α aαT
α, where α ∈ R≥0, T is a formal variable, and aα ∈ Z.
Remark 1.0.1. To simplify the notation sometimes we will assume:
(S′2) for each pair p, q ∈ L0 ∩ L1, there is at most one class that maps to R≥0
under the map π2(p, q)
∫
ω→ R.
This allows us to define a partial order ≥ on L0 ∩ L1: given p, q ∈ L0 ∩ L1, we
write p ≥ q if (i) p = q or (ii) p 6= q and the image of π2(p, q)
∫
ω→ R nontrivially
intersects R+.
Exact case. One special case for which (S1) and (S
′
2) hold is when:
• (M,ω = dσ) is a Liouville domain, i.e., M is compact and the Liouville
vector fieldX defined by ιXω = σ points out of ∂M ;
• L0 and L1 are compact exact Lagrangians inM with Legendrian boundary,
where exactness means that σ|Li is an exact 1-form on Li for i = 0, 1.
Moreover we assume that there exists a collar neighborhood U ⊂ M of ∂M and
a diffeomorphism (U, σ) ≃ ((−ǫ, 0] × ∂M, erα), where r is the coordinate for
(−ǫ, 0], such that G preserves the contact structure α on ∂M and the vector field
∂r.
Let J be a G-invariant, ω-compatible almost complex structure on M , i.e.,
ω(·, J ·) is a G-invariant Riemannian metric. In the exact case we assume that
J is convex at the boundary. More specifically:
(J) on the collar neighborhood (U, σ) ≃ ((−ǫ, 0]×∂M, erα), J is compatible
with dα and maps ξ to ξ and ∂r to the Reeb vector field Rα of α.
To orient the relevant moduli spaces of J-holomorphic strips, following [FO3,
Section 8.1] we assume that:
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(O) the pair (L0, L1) is equipped with a relative spin structure which is pre-
served by G.
See Section 3 for more details on the auxiliary orientation data including relative
spin structures. In particular we assume that L0 and L1 are oriented. (See Sei-
del [Se] for orientations using Pin structures and Solomon [So] for orientations
using relative Pin structures.)
The Lagrangian Floer cochain complex CF •(L0, L1) of the pair (L0, L1) is the
free module over the coefficient ring R generated by L0 ∩ L1 with differential d
whose definition we give below.
Given p, q ∈ L0 ∩L1 and A ∈ π2(p, q), let M˜J(p, q;A) be the space of smooth
maps u : R× [0, 1]→M that satisfy:
(A1) ∂Ju := us + J(u)ut = 0;
(A2) u|R×{i} ⊆ Li for i ∈ {0, 1};
(A3) lim
s→−∞u(s, t) = q and lims→+∞u(s, t) = p; and
(A4) [u] = A.
Note that R acts on M˜J(p, q;A) by translation in the domain and we denote
MJ(p, q;A) := M˜J(p, q;A)/R.
We also denote the virtual (= expected) dimension ofMJ(p, q;A) by vdimMJ(p, q;A).
Notation 1.0.2. We use the notation MJ(p, q;A) to mean the space of possibly
broken strips from p to q in the class A and
∂MJ (p, q;A) =MJ(p, q;A) −MJ(p, q;A).
Note that ∂MJ (p, q;A) is not necessarily the set-theoretic boundary ofMJ(p, q;A);
for example it is possible thatMJ(p, q;A) = ∅ and ∂MJ (p, q;A) 6= ∅.
Suppose for the moment that J is regular. Then we have the differential
d : CF •(L0, L1)→ CF •(L0, L1)
d[p] =
∑
q∈L0∩L1,A∈π2(p,q)
#MJ(p, q;A) · T
∫
A
ω[q],
where #MJ(p, q;A) = 0 if vdimMJ(p, q;A) 6= 0. Then as usual one shows
that d2 = 0 and defines the usual Lagrangian Floer homology byHF •(L0, L1) :=
ker d/ Im d.
We recall the definition of equivariant cohomology of a space Y with aG-action.
Let BG be the classifying space of G and let EG be the universal bundle over
BG. The diagonal action of G on EG × Y is free and the quotient is denoted by
EG×G Y . The G-equivariant cohomology of Y with coefficient ring R is defined
to be H•(EG ×G Y ;R). Let C•(A) be the singular chain complex of the space
A over R and C•(A) = HomR(C•(A), R) be the singular cochain complex of
A. Since the singular chain complexes and cochain complexes of EG and Y are
invariant under the G-action and their boundary maps are G-equivariant, they can
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be viewed as complexes over the group ring R[G]. Then we have
Hk(EG×G Y ;R) ∼= Hk(HomR(C•(EG×G Y ), R))
∼= Hk(HomR(C•(EG) ⊗R[G] C•(Y ), R))
∼= Hk(HomR[G](C•(EG), C•(Y ))).
In the second and third lines we are taking the k-th cohomology of the total com-
plex of a double complex. We are also viewing C•(EG) as a complex of right
R[G]-modules and C•(Y ) as a complex of left R[G]-modules.
Returning to the definition of equivariant Lagrangian Floer cohomology, we
want to replace C•(Y ) by CF •(L0, L1). More precisely, since J is invariant under
the G-action, we have
#MJ(p, q;A) = #MJ(g(p), g(q); g(A))
for all g ∈ G. Hence d is a R[G]-linear map on CF •(L0, L1). We can then
define the G-equivariant Lagrangian Floer cohomology group HF •G(L0, L1) as
the cohomology of the total complex of HomR[G](C•(EG), CF •(L0, L1)).
Example 1.0.3. [FO] Let f : L0 → R be aG-equivariant Morse function and let L1
be graph(ǫ·df) ⊂ T ∗L0 for some small ǫ > 0. ThenHF •G(L0, L1) ∼= H•G(L0;R).
In general, an equivariant J is not regular and the moduli space MJ(p, q;A)
is not transversely cut out. The main ingredient of this paper is to obtain a G-
equivariant cochain complex CF •(L0, L1) when J is not regular by construct-
ing an equivariant version of a semi-global Kuranishi structure, initially developed
in [BH2] for contact homology. The equivariant semi-global Kuranishi structure
comes with a section s, and while the Kuranishi structure itself isG-equivariant, the
section is not. This creates some difficulties, but interestingly enough there is a per-
turbed count of #MJ(p, q;A) that still remains G-invariant (cf. Theorem 4.1.2).
Our main theorem is therefore the following:
Theorem 1.0.4. Suppose G acts on (M,ω) symplectically and for each i = 0, 1,
Li is oriented, g(Li) = Li for each g ∈ G, and G fixes the orientation of Li. Let
J be a G-invariant, ω-compatible almost complex structure onM satisfying (J) in
the exact case. If (S1), (S2), and (O) hold, there exists an R-module HF
•
G(L0, L1)
which is an invariant of (L0, L1) under G-equivariant Hamiltonian isotopy. More-
over it agrees with the usual definition of equivariant Lagrangian Floer homology
when the equivariant almost complex structure J is regular.
If we want to equip the Lagrangian Floer homology groups with a Z-grading,
we assume that (L0, L1) is aG-equivariant graded Lagrangian pair; see Section 5.1
for details.
The definition of HF •G(L0, L1) is given in Section 5.2 and its invariance under
G-equivariant Hamiltonian isotopy is given in Section 5.4. Most of the work is
devoted to the construction of the semi-global Kuranishi structure in Section 2 and
the equivariance of the curve count in Section 4. The agreement with the usual
definition for regular J is automatic.
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2. EQUIVARIANT SEMI-GLOBAL KURANISHI STRUCTURE
The construction of the equivariant semi-global Kuranishi structure follows the
same steps as that of [BH2]. The only differences are that (i) we consider sections,
not multisections, and (ii) we pay attention to G-equivariance.
2.1. G-invariant almost complex structure. The following lemma is well-known.
Lemma 2.1.1. In the exact case, there exists an almost complex structure J which
is ω-compatible, G-invariant, and satisfies (J).
Proof. By the conditions on G on the collar neighborhood U = (−ǫ, 0] × ∂M , it
follows that ∂r , Rα, and ξ are also preserved by G on U . Choose a Riemannian
metric gˆ onM such that
(*) ∂r, Rα, and ξ are mutually orthogonal on U and ∂r and Rα have unit
length.
Let g be the average of gˆ under the group action G. Then g is preserved by G and
(*) holds.
From ω and g, we obtain the canonical ω-compatible almost complex structure J
onM by the usual polar decomposition argument; see for example [Si, Proposition
12.3] and [MS1, Proposition 2.50]. More precisely, we define A : TM → TM
by ω(u, v) = g(Au, v) and the almost complex structure J by J = (
√
A∗A)−1A,
where A∗ is the g-adjoint of A. It is not hard to check that J is ω-compatible and
G-invariant and that J maps ∂r 7→ Rα and Jξ = ξ. Hence (J) is satisfied. 
Lemma 2.1.2. In the exact case, given almost complex structures J0 and J1 that
are ω-compatible, G-invariant, and satisfy (J), there exists a 1-parameter family
of almost complex structures {Jτ}τ∈[0,1] connecting J0 and J1 such that for each
τ ∈ [0, 1], Jτ is ω-compatible, G-invariant, and satisfies (J).
Proof. Define the metrics gi(·, ·) := ω(·, J i·) for i ∈ {0, 1}. We can connect g0
and g1 by a 1-parameter family of G-invariant metrics {gτ}τ∈[0,1]. It is not hard to
see that we can take the gτ so that (*) holds for each τ ∈ [0, 1]. Then we can define
{Jτ}τ∈[0,1] as in the proof of Lemma 2.1.1. 
From now on we assume ω, J , and g are compatible andG-invariant. It is easy to
check that we can further choose J such that for any p ∈ L0 ∩L1, (TpM,J(p)) ≃
(Rn⊕ iRn, i), where TpL0 is the Rn factor and TpL1 is the iRn factor; and that we
further choose the family {Jτ}τ∈[0,1] such that for any p ∈ L0 ∩L1 and τ ∈ [0, 1],
we have (TpM,J
τ (p)) ≃ (Rn ⊕ iRn, i).
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2.2. Fredholm setup. Let S = R× [0, 1] with coordinates (s, t) and the standard
complex structure j which maps ∂s 7→ ∂t. Let p, q ∈ L0 ∩ L1.1
For k ≥ 2, let Bk+1,p = Bk+1,p(p, q;A) be the space of maps u : S → M in
W k+1,p(S,M) satisfying (A2)–(A4) and such that there exist ρ+, ρ− ∈ R, ξ+ ∈
W k+1,p(S, TpM), and ξ− ∈W k+1,p(S, TqM) for which
• u(s, t) = expp ξ+(s, t) for s ≥ ρ+,
• u(s, t) = expq ξ−(s, t) for s ≤ ρ−.
Here the exponential map exp is taken with respect to the G-invariant g. Let
π : Ek,p = Ek,p(p, q;A)→ Bk+1,p
be the smooth Banach bundle with fiber
Ek,pu = π−1(u) = W k,p(S,∧0,1S ⊗J u∗TM).
Then
∂J : Bk+1,p → Ek,p, u 7→ (us + J(u)ut)⊗J (ds− idt)
is a Fredholm section and ∂
−1
J (0) = M˜J(p, q).
Let ∇ be a Levi-Civita connection on M with respect to g. Let Du be the
differential
(∂J)∗ : TuBk+1,p → T(u,∂Ju)E
k,p
postcomposed with the projection to Ek,p
(u,∂Ju)
. Let us writeWk+1,p(S, u∗TM) for
ξ ∈ W k+1,p(S, u∗TM) satisfying ξ(s, 0) ∈ Tu(s,0)L0 and ξ(s, 1) ∈ Tu(s,1)L1.
Then, by [MS2, Proposition 3.1.1],
Du :Wk+1,p(S, u∗TM)→W k,p(S,∧0,1S ⊗J u∗TM)
is given by
Duξ =
1
2(∇ξ + J∇ξ ◦ j)− 12J(∇ξJ)∂Ju(2.2.1)
= 12
[
(∇sξ + J∇tξ)− 12J(∇ξJ)(us − Jut)
]⊗J (ds − idt).
By abuse of notation, we are not distinguishing between sections of u∗TM and
sections of TM along u.
In what follows we will usually write π : E → B. Note that, as s → ±∞,
(∇sξ + J∇tξ) → ∂sξ + J(p)∂tξ and us, ut → 0. This motivates the following
definition.
2.3. The asymptotic operator. Consider
Wp = {ξ ∈ C∞([0, 1], TpM) | ξ(i) ∈ TpLi, i = 0, 1},
with inner product
〈ξ1, ξ2〉 =
∫ 1
0
gp(ξ1(t), ξ2(t))dt.
1We will be using p for both a point in L0 ∩ L1 and the L
p-exponent. Hopefully this will not
create any confusion.
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The asymptotic operator A = Ap :Wp →Wp is the self-adjoint operator
Aξ(t) = −J(p) ∂∂tξ(t).
We list the eigenvalues of A
· · · ≤ λ−2 ≤ λ−1 < 0 < λ1 ≤ λ2 ≤ · · ·
with corresponding eigenfunctions
· · · , fp−2, fp−1, fp1 , fp2 · · · ,
chosen so that the fpi form an L
2-orthonormal basis ofWp.
Model calculation for the adjoint. Consider the map u : R × [0, 1] → C with
boundary conditions u(s, 0) ∈ L0 = R and u(s, 1) ∈ L1 = iR = JR and
decay conditions lims→±∞ u(s, t) = 0. Consider the Cauchy-Riemann operator
Du = ∂u∂s + J
∂u
∂t .
We calculate the adjoint operator D∗v which satisfies 〈Du, v〉 = 〈u,D∗v〉,
where 〈, 〉 denotes the L2-norm. More precisely, we have∫
R×[0,1]
(∂u∂s + J
∂u
∂t ,v)dsdt =
∫
R×[0,1]
(∂u∂s , v) + (J
∂u
∂t , v)dsdt
=
∫
R×[0,1]
(
∂
∂s(u, v) − (u, ∂v∂s ) + ∂∂t(Ju, v) − (Ju, ∂v∂t )
)
dsdt
= −
∫
R×[0,1]
(u, ∂v∂s − J ∂v∂t )dsdt+
∫
R×[0,1]
∂
∂t(Ju, v)dsdt(2.3.1)
Here (·, ·) is the real part of the standard Hermitian inner product on C. Observe
that: ∫ ∞
−∞
∂
∂s(u, v)ds = (u, v)|s=+∞s=−∞ = 0
by the decay conditions at s = ±∞. We also have
(2.3.2)
∫ 1
0
∂
∂t(Ju, v)dt = (Ju, v)|t=1t=0 = ω(Ju, Jv)|t=1t=0 = ω(u, v)|t=1t=0 .
The following claim implies the adjoint is D∗v = −(∂v∂s − J ∂v∂t ), subject to the
restriction of the domain to v satisfying v(s, 0) ∈ L0 = R and v(s, 1) ∈ L1 = JR.
Claim 2.3.1. If 〈Du, v〉 = 0 for all u, then v satisfies D∗v = 0 and boundary
conditions v(s, 0) ∈ L0 = R and v(s, 1) ∈ L1 = JR.
Proof. By Equations (2.3.1) and (2.3.2), if 〈Du, v〉 = 0 for all u, then∫
R×[0,1]
(u,D∗v)dsdt+
∫
R
((Ju(s, 1), v(s, 1)) − (Ju(s, 0), v(s, 0))) ds = 0
for all u. We can decouple this equation into two pieces by considering u that are
supported in the interior of R × [0, 1] and on small neighborhoods of boundary
points. Hence we obtain the conditions D∗v = 0 and v(s, 0) ∈ L0 = R and
v(s, 1) ∈ L1 = JR. 
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2.4. Interior semi-global Kuranishi charts. Let us first consider a single moduli
space
M =M(p, q;A) = M˜(p, q;A)/R.
We will often suppress the almost complex structure J from the notation when it is
clear from the context. Let us also abbreviate M˜ = M˜(p, q;A), B = B(p, q;A),
and E = E(p, q;A).
Definition 2.4.1. An interior semi-global Kuranishi chart is a quadruple (K, π :
E→ V, ∂, ψ), where:
(i) K ⊂M is a large compact subset; ifM is compact, we take K =M;
(ii) π : E → V, called the obstruction bundle, is a finite rank vector bundle
over a finite-dimensional manifold;
(iii) ∂ : V→ E is a section;
(iv) ψ : ∂
−1
(0) → M is a homeomorphism onto an open subset of M and
K ⊂ Im(ψ);
(v) dimV− rkE = vdimM.
If the group G preserves (K, π : E → V, ∂, ψ), then the Kuranishi chart is G-
invariant.
A section s of π : E→ V that is transverse to ∂ is an obstruction section.
Notation 2.4.2. In (iii) we are abusing notation and writing ∂ for the section to
indicate that it descends from ∂ : B → E ; for the charts we construct, the sections
∂ are consistent with one another. We will also often abuse notation and write
K ⊂ V without referring to the map ψ.
The goal of this subsection is to construct a G-equivariant interior semi-global
Kuranishi chart over a large G-invariant compact subset K ⊂M. Let K ⊂ M˜ be
a compact set such that K = K/R.
Let Bq ⊂ M be a sufficiently small disk neighborhood of q ∈ L0 ∩ L1. Given
m ∈ Bq, let
Γqm : TqBq → TmBq
be the parallel transport with respect to the Levi-Civita connection of g along the
shortest geodesic from q to m. Next we define the t ∈ [0, 1]-dependent section
F qj : [0, 1] ×Bq → TBq of TBq → Bq by
F qj (t,m) = Γ
q
m(f
q
j (t)),
where f qj are the eigenfunctions of Aq .
Definition 2.4.3 (The map Ωq). Let P(Bq) be the space of C1-paths γ : [0, 1] →
Bq satisfying γ(i) ∈ Li for i ∈ {0, 1}. We then define a map
Ωq : P(Bq)→ R
as follows: Let vγ : (−∞, 0]× [0, 1] → Bq be a C1-map such that vγ(0, t) = γ(t),
vγ(s, i) ∈ Li for i ∈ {0, 1}, and lims→−∞ vγ(s, t) = q. Then vγ is a path in
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squ,ε
βqu
−∞
+∞
u
L1
L0
p
q
FIGURE 1.
P(Bq) from the constant path at q to γ. Then let
(2.4.1) Ωq(γ) =
∫
(−∞,0]×[0,1]
v∗γω.
Note that Ωq(γ) does not depend on the choice of path vγ .
For ε > 0 sufficiently small, for each v ∈ K , there exists a unique value sqv,ε of
s ∈ R which satisfies the following:
(sq) the path γv,s(t) = v(s, t) is contained in Bq and Ωq(γv,s) = ε.
We can also define squ,ε for u ∈ B which is C1-close to v.
Let U = Uv ⊂ B be a sufficiently small open neighborhood of v ∈ K . Fix
δ > 0 small. We construct a section f˜ qj = f˜
q,δ
j of E|U → U as follows. For each
u ∈ U , we define
(2.4.2) f˜ qj (u) = β
q
u · u∗F qj ⊗C (ds − idt) ∈W k,p(S,Λ0,1S ⊗ u∗TM),
where βqu : R→ [0, 1] is a smooth bump function of s such that
(a) βqu(s) = 1 for s ∈ [squ,ε − δ, squ,ε + δ], and
(b) βqu(s) = 0 for s 6∈ [squ,ε − 2δ, squ,ε + 2δ].
We denote by Eℓ = Eq,ℓ → U the vector subbundle of E|U spanned by the
sections f˜ q1 , . . . , f˜
q
ℓ . We also introduce the notation
(2.4.3) eℓ = eq,ℓ = R〈f q1 , . . . , f qℓ 〉.
Proposition 2.4.4. There exists a sufficiently large ℓ and a sufficiently small open
neighborhood N (K) ⊆ B of K such that the vector bundle Eℓ → N (K), ob-
tained by patching together charts of the form Eℓ → Uv, v ∈ K , is transverse
to the section ∂ : N (K) → E|N (K) and is trivial with fibers that are canonically
identified with eℓ.
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The proof is similar to that of [BH2, Theorem 5.1.2] and will be omitted. We
then define
V := ∂
−1
(Eℓ|N (K)) ⊂ N (K)
and restrict to Eℓ|V → V . Note that if u1, u2 ∈ N (K) and u2(s, t) = u1(s +
s0, t), then by construction the translation by s0 naturally induces an isomorphism
between the fibersEℓu1 andE
ℓ
u2 . The quotient ofE
ℓ|V → V by such identifications
is denoted by π : Eℓ → V. By shrinking V if necessary, we may assume that V
isG-equivariant. This completes the construction of a G-equivariant interior semi-
global Kuranishi chart for K.
In view of the identification of the fibers of π with eℓ, we will usually take
an obstruction section s on Eℓ → V to be a generic point in eℓ = eq,ℓ which is
sufficiently close to the origin. A more specific choice of the generic point sq ∈ eq,ℓ
will be made in Section 4.1.
From now on we assume that ε > 0 small and ℓ large have been chosen to apply
to all the moduli spacesM.
2.5. Boundary semi-global Kuranishi charts. In this subsection, we explain how
to construct Kuranishi charts for curves that are close to breaking.
2.5.1. Simplest case. Let us consider the simplest situation where
M1 =M(p, r;A1), M2 =M(r, q;A2), M3 =M(p, q;A1 +A2),
∂M3 = M1 ×M2, andM3 is G-invariant. Let K1, K2, K3 be compact subsets
ofM1,M2,M3, respectively,
(K1,E1 → V1, ∂), (K2,E2 → V2, ∂), (K3,E3 → V3, ∂)
be the corresponding interior G-equivariant semi-global Kuranishi charts, and s1 ∈
er,ℓ, s2 ∈ eq,ℓ, s3 ∈ eq,ℓ be the obstruction sections.
We will construct a boundary semi-global Kuranishi chart E(12) → V(12) over
the curves ofM3 that are close to breaking. Let σ > 0 be small.
Definition 2.5.1 (Close to breaking). An element u ∈ B(p, q;A1 + A2) (resp.
[u] ∈ B(p, q;A1 + A2)/R) is σ-close to a broken strip ([u1], [u2]) ∈ V1 × V2 if
there exist a constant T > 0 and representatives u1, u2 of [u1], [u2] (resp. u, u1,
u2 of [u], [u1], [u2]) such that
• u|[T,∞)×[0,1] is σ-close in the C1-norm to u1|[T,∞),
• u|(−∞,−T ]×[0,1] is σ-close in the C1-norm to u2|(−∞,−T ], and
• u|[−T,−T ]×[0,1] is σ-close in the C1-norm to the constant map to the point
r.
Let G˜σ(V1,V2) ⊂ B(p, q;A1 + A2) be the subset of maps u that are σ-close to
some broken strip ([u1], [u2]) ∈ V1 × V2 and let Gσ(V1,V2) := G˜σ(V1,V2)/R.
For each u ∈ G˜σ(V1,V2), there exists a unique value sru,ε of s ∈ R which
satisfies the following:
(sr) the path γu,s(t) = u(s, t) is contained in Br and Ωr(γu,s) = ε.
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Then for each u ∈ G˜σ(V1,V2) we define
f˜ rj (u) = β
r
u · u∗F rj ⊗C (ds − idt) ∈W k,p(S,Λ0,1S ⊗ u∗TM),
where βru : R→ [0, 1] is a smooth bump function of s such that
(a) βru(s) = 1 for s ∈ [sru,ε − δ, sru,ε + δ], and
(b) βru(s) = 0 for s 6∈ [sru,ε − 2δ, sru,ε + 2δ].
Let Eℓ(V1,V2) → G˜σ(V1,V2) be the vector subbundle of E|G˜σ(V1,V2) spanned
by the sections f˜ r1 , . . . , f˜
r
ℓ and f˜
q
1 , . . . , f˜
q
ℓ . By linear gluing (a simpler version
of Theorem 2.6.1 described below) for σ > 0 sufficiently small, Eℓ(V1,V2) →
G˜σ(V1,V2) is transverse to ∂. We then define
V(1,2) := ∂
−1
(Eℓ(V1,V2)) ⊂ G˜σ(V1,V2).
The quotient of Eℓ(V1,V2)|V(1,2) → V(1,2) by the R-translation is denoted by:
π(1,2) : E
ℓ
(1,2) → V(1,2).
Observe that Eℓ(1,2) is a trivial vector bundle whose fibers are canonically identified
with er,ℓ ⊕ eq,ℓ.
Let us fix ε′ satisfying 0 < ε′ ≪ ε. Suppose σ = σ(ε′) > 0 is sufficiently small.
Definition 2.5.2 (Neck length). The neck length function is the function
nl : G˜σ(V1,V2)→ R+,
u 7→ sru,−ε′ − sru,ε′,(2.5.1)
where sru,−ε′ and s
r
u,ε′ are the unique values defined as in (sr) above.
Observe that nl : G˜σ(V1,V2)→ R+ descends to nl : Gσ(V1,V2)→ R+.
Pick L = L(ε′, σ′) > 0 large and ε′′ > 0 small. After some modifications we
may assume that:
(C) V3 and V(1,2) coverM3;
(C3) V3∩M3 consists of [u] ∈ M3−Gσ(V1,V2) and [u] ∈ Gσ(V1,V2)∩M3
satisfying nl([u]) < L;
(C(1,2)) V(1,2)∩M3 consists of [u] ∈ Gσ(V1,V2)∩M3 satisfying nl([u]) > L−ε′′;
(G) G acts equivariantly on E(1,2) → V(1,2).
The bundles E3 → V3 and E(1,2) → V(1,2) are related by the restriction-
inclusion morphism: we first restrict E3 → V3 to
V3,(1,2) := V3 ∩ {L − ε′′ < nl([u]) < L}
and take the natural inclusion into E(1,2) → V(1,2), recalling that the fibers of E3
are canonically identified with eq,ℓ and the fibers of E(1,2) are canonically identified
with er,ℓ ⊕ eq,ℓ.
Definition 2.5.3 (The function ζ). Choose 0 < ε′′′ ≪ ε′′. Let
ζ : [0,∞)→ [0, 1]
be a smooth function such that
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• ζ([0,L + ε′′′]) = 0,
• ζ([L+ ε′′ − ε′′′,∞)) = 1, and
• its restriction to (L+ ε′′′,L+ ε′′ − ε′′′) is a diffeomorphism onto (0, 1).
We then set
s(1,2) = (ζ(nl)sr, sq) ∈ er,ℓ ⊕ eq,ℓ.
In particular, s(1,2) = (sr, sq) on nl ≥ L + ε′′ and s(1,2) = (0, sq) on nl ≤ L. By
the restriction-inclusion, s(1,2) is consistent with s3.
2.5.2. General case. In general, we construct boundary semi-global Kuranishi
charts by induction on ω(A), A ∈ π2(p, q). Under our assumptions (S1) and (S2),
there are finitely many moduli spaces M(p, q;A), p, q ∈ L0 ∩ L1, A ∈ π2(p, q),
withM(p, q;A) 6= ∅ and we order them
M1, . . . ,Mρ
so that ω(A) is in nondecreasing order.
Define the source, target, and homotopy class maps
s(M(p, q;A)) = p, t(M(p, q;A)) = q, h(M(p, q;A)) = A.
Definition 2.5.4. A tuple I = (i1, . . . , ik) with ij ∈ {1, 2, . . . , ρ} is called an
index tuple if ω(h(Mij )) > 0 for all j and t(Mij) = s(Mij+1) for all j < k.
If k = 1, sometimes we write i1 instead of (i1).
Definition 2.5.5. Let I = (i1, i2, . . . , ik) be an index tuple.
(1) An index tuple I ′ is a simple contraction of I if I ′ is obtained by replacing
a consecutive pair ij, ij+1 by i
′
j such that h(Mi′j ) = h(Mij )+h(Mij+1).
(2) An index tuple I ′ is a contraction of I if I ′ is obtained from I by a sequence
of simple contractions. We write I ′ < I .
(3) We write c(I) for the index tuple (i′1) such that (i′1) < I .
(4) Given I ′ = (i′1, . . . , i′k′) < I , the blocks of I relative to I
′ are groupings
(i1, . . . , il1), (il1+1, . . . , il2), . . . , (ilk′−1+1, . . . , ilk′ )
such that c applied to the jth block yields i′j .
(5) Given I ′ = (i′1, . . . , i′k′) < I ,
δ(I, I ′) = {i1, . . . , il1−1, il1+1, . . . , il2−1, . . . , ilk′−1+1, . . . , ilk′−1},
where we are using block notation from (4).
We can organize the set of index tuples as a category I , called the index tuple
category, with objects which are index tuples and a unique morphism from I ′ to I
if I ′ ≤ I .
Let Ki ⊆ Mi be the large compact subsets over which we construct the equi-
variant interior semi-global Kuranishi chart Ci = (Ki,Ei → Vi, ∂i, ψi) and the
obstruction section si.
Let I = (i1, . . . , ik). The following construction of the boundary chart
(πI : EI → VI , ∂I , ψI)
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is a straightforward generalization of Section 2.5.1: Let G˜σ(Vi1 , . . . ,Vik) be the
set of maps u that are σ-close to a broken strip in Vi1 × · · · × Vik , defined in a
manner analogous to Definition 2.5.1. For convenience we will also write G˜σ(Vi)
for the set of maps u that are σ-close to a map in Vi. Again we take L = L(ε′, σ′)
and ε′′ > 0.
Definition 2.5.6 (Neck length). Let u ∈ ∪c(i1,...,ik)=(i)G˜σ(Vi1 , . . . ,Vik).
(1) The neck length function satisfies
nl
′
(i′1,i
′
2)
(u) = sru,−ε′ − sru,ε′
if u ∈ G˜σ(Vi1 , . . . ,Vik), (i) < (i′1, i′2) < (i1, . . . , ik), and r = t(Mi′1) =
s(Mi′2).
(2) The modified neck length function satisfies
nl(i′1,i
′
2)
(u) =
{
λ(nl′(i′1,i′2)(u)) if nl
′
(i′1,i
′
2)
(u) is defined;
0 otherwise,
where λ : R+ → R≥0 satisfies λ(x) = x for x ≥ L − ε′′, λ(x) = 0
for x ≤ L − 2ε′′, and λ′(x) > 0 on (L − 2ε′′,L − ε′′). We also write
nlij (u) = nl(i′1,i′2)(u) if c(i1, . . . , ij) = i
′
1.
We then define the boundary charts πI : EI → VI , I = (i1, . . . , ik), whose
fibers are canonically identified with er1,ℓ ⊕ · · · ⊕ erk,ℓ and such that:
(CI) VI ∩Mc(I) consists of [u] ∈ Gσ(Vi1 , . . . ,Vik) ∩Mc(I) satisfying
(a) nlij ([u]) > L − ε′′ for all j < k and
(b) nli′′j
([u]) < L for all i′′j ∈ δ(I ′′, I) where I < I ′′ = (i′′1 , . . . , i′′k′′).
The section ∂I is the ∂-operator restricted to VI and ψI : ∂
−1
I (0) → VI is the
obvious inclusion.
Observe that G acts on the set of index tuples. Let GI ⊂ G be the stabilizer of
I . By trimming VI if necessary, we may assume that GI acts on EI → VI .
Next we discuss the restriction-inclusion morphism
φI′,I : (πI′ : EI′ → VI′)→ (πI : EI → VI),
where I ′ = (i′1, . . . , i
′
k′) < I = (i1, . . . , ik). We first restrict EI′ → VI′ to
EI′,I := EI′|VI′,I → VI′,I := VI′ ∩ {L − ε′′ < nlij ([u]) < L,∀ij ∈ δ(I, I ′)}.
We then consider the inclusion of vector bundles given by the commutative diagram
EI′,I EI
VI′,I VI
φ♯
I′,I
φ♭
I′,I
where φ♭I′,I : VI′,I → VI is the inclusion and the bundle map φ♯I′,I is defined by
canonically identifying the fibers of EI′ and EI with
er
′
1,ℓ ⊕ · · · ⊕ er′k′ ,ℓ and er1,ℓ ⊕ · · · ⊕ erk ,ℓ,
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and including
er
′
1,ℓ ⊕ · · · ⊕ er′k′ ,ℓ ⊂ er1,ℓ ⊕ · · · ⊕ erk,ℓ.
Here rj = t(Mij ) and r′j = t(Mi′j ). We have
(a) φ♯I′,I ◦ ∂I′ = ∂I ◦ φ♭I′,I on VI′,I ; and
(b) ψI ◦ φ♭I′,I = ψI′ on ∂
−1
I′ (0) ∩ VI′,I .
For I = (i1, . . . , ik) we set
(2.5.2) sI = (ζ(nli1)sr1 , . . . , ζ(nlik−1)srk−1 , srk) ∈ er1,ℓ ⊕ · · · ⊕ erk ,ℓ,
where the function ζ is as given in Definition 2.5.3. Denote sI′,I := sI′ |VI′,I . It is
immediate that
φ♯I′,I ◦ sI′,I = sI ◦ φ♭I′,I
and
∂
−1
I (sI) ∩ φ♭I′,I(VI′,I) = φ♭I′,I(∂
−1
I′ (sI′,I)).
2.6. Gluing. The following gluing results are standard.
Theorem 2.6.1 (Gluing). For sufficiently large R > 0, there exists a gluing map
(2.6.1) G(i1,...,im) : Vi1 × · · · × Vim × (R,∞)m−1 → V(i1,...,im)
which satisfies the following: Writing T1, . . . , Tm−1 for the coordinates on (R,∞)m−1,
(1) G(i1,...,im) is a C
1-diffeomorphism onto its image;
(2) ImG(i1,...,im) ⊃ V(i1,...,im) ∩ {nlij ≥ R+ ε′′,∀j < m};
(3) G(i1,...,im)([ui1 ], . . . , [uim ], T1, . . . , Tm−1) is close to the broken strip ([ui1 ], . . . , [uim ]);
(4) for j = 1, . . . ,m− 1, the functions (G(i1,...,im))∗Tj and nlij are C1-close;
(5) ∂(G(i1,...,im)([ui1 ], . . . , [uim ], T1, . . . , Tm−1)) and (∂ui1 , . . . , ∂uim), viewed
as elements of er1,ℓ ⊕ · · · ⊕ erk,ℓ, rj = t(Mij ), are close;
(6) the errors in (3), (4), and (5) go to zero as all Tj →∞.
Theorem 2.6.2 (Iterated gluing). For sufficiently large R > 0, there is a gluing
map
G(i1,...,(ia,...,ib),...im) :Vi1 × · · · × Via−1 × V(ia,...,ib)
× Vib+1 × · · · × Vim × (R,∞)m−(b−a)−1 → V(i1,...,im),
satisfying properties analogous to those of Theorem 2.6.1 and such that
G(i1,...,im) and G(i1,...,(ia,...,ib),...im) ◦ (id, . . . ,G(ia,...,ib), . . . , id)
are C1-close with error→ 0 as all the coordinates of (R,∞)m−(b−a)−1 go to∞.
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2.7. Equivariant semi-global Kuranishi structures. The Kuranishi charts con-
structed in Section 2.4 and 2.5 can be organized into a G-invariant semi-global
Kuranishi structure.
Our definition is similar to McDuff-Wehrheim’s treatment of Kuranishi struc-
tures (called atlases) in [MW]. (1)–(3) are general properties of Kuranishi struc-
tures/atlases and (4) and (5) are specific “semi-global” properties.
Definition 2.7.1 (Semi-global Kuranishi structure). A semi-global Kuranishi struc-
ture K is a category consisting of the following data:
(1) The objects are semi-global Kuranishi charts CI = (πI : EI → VI , ∂I , ψI):
(a) for each i, Ci = (πi : Ei → Vi, ∂i, ψi) is an interior Kuranishi chart
for Ki ⊂Mi;
(b) for each I = (i1, . . . , im), πI : EI → VI is a finite rank vector
bundle over a finite-dimensional manifold, ∂I : VI → EI is a section,
ψI : ∂
−1
I (0) → Mc(I) is a homeomorphism onto an open subset of
Mc(I), and dimVI − rkEI = vdimMc(I); and
(c) for each i, ∪c(I)=(i) Im(ψI) =Mi.
(2) For each I ′ ≤ I there is a unique morphism φI′,I : CI′ → CI encoded by
the data (VI′,I , φ
♯
I′,I , φ
♭
I′,I) and given by restriction-inclusion: first restrict
EI′ → VI′ to an open subset VI′,I ⊂ VI′ and then take the inclusion of
vector bundles given by a commutative diagram
EI′,I := EI′ |VI′,I EI
VI′,I VI ,
φ♯
I′,I
φ♭
I′,I
subject to:
(a) φ♯I′,I ◦ ∂I′ = ∂I ◦ φ♭I′,I on VI′,I ;
(b) ψI ◦ φ♭I′,I = ψI′ on ∂
−1
I′ (0) ∩ VI′,I ;
(c) (∂I)∗ : TVI → EI descends to an isomorphism
TVI/(φ
♭
I′,I)∗(TVI′,I)
∼−→ EI/EI′ .
(3) The composition of morphisms is defined so that φI′′,I = φI′′,I′ ◦ φI′,I .
The following are strata compatibility conditions:
(4) (Neck length functions) For each (i) < (i′1, i′2), there exists a smooth
(modified) neck length function
nl(i′1,i
′
2)
: ∪c(I′′)=(i)G˜σ(Vi′′1 , . . . ,Vi′′k )→ R
≥0
such that
VI′,I := {[u] ∈ VI′ | L − ε′′ ≤ nl(c(i1,...,ij),c(ij+1,...,ik))([u]) ≤ L,∀ij ∈ δ(I, I ′)}.
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(5) For each I = (I1, . . . , Im)
2 there exists a C1-bundle map (G˜I ,GI):
pr∗I1 EI1 ⊕ · · · ⊕ pr∗Im EIm EI
VI1 × · · · × VIm × (R,∞)m−1 VI ,
G˜I
GI
whereR≫ 0, prIk : VI1×· · ·×VIm×(R,∞)m−1 → VIk is the projection
map, Tj is the coordinate for the jth (R,∞) factor, and
(a) GI is a C
1-diffeomorphism onto its image;
(b) ImGI ⊃ VI ∩ {nl(c(I1,...,Ij),c(Ij+1,...,Im)) ≥ R+ ε′′,∀j < k};
(c) GI([uI1 ], . . . , [uIm ], T1, . . . , Tm−1) is close to the broken strip ([uI1 ], . . . , [uIm ]);
(d) for j = 1, . . . ,m−1, the functions (GI)∗Tj and nl(c(I1,...,Ij),c(Ij+1,...,Im))
are C1-close;
(e) G˜I ◦ (∂I1 , · · · , ∂Im) and ∂I ◦GI are C1-close;
(f) the errors of (d) and (e) go to zero as Tj →∞ for all j = 1, . . . ,m−1;
(g) G(I1,...,Im) and G(I1,...,(Ia,...,Ib),...Im) ◦ (id, . . . ,G(Ia,...,Ib), . . . , id) are
C1-close with error→ 0 as Tj →∞ for all j = 1, . . . ,m−(b−a)−1.
We say that K is G-invariant if, for each g ∈ G, g induces an isomorphism
(VI → EI) ∼−→ (Vg(I) → Eg(I))
such that ∂I , ψI , nl(i′1,i′2), GI are taken to ∂g(I), ψg(I), nlg(i′1,i′2), Gg(I).
A section of K is a collection {sI : VI → EI}I of obstruction sections such
that:
(1) φ♯I′,I ◦ sI′,I = sI ◦ φ♭I′,I , where sI′,I := sI |VI′,I ;
(2) ∂
−1
I (sI) ∩ φ♭I′,I(VI′,I) = φ♭I′,I(∂
−1
I′ (sI′,I));
(3) for each I = (i1, · · · , im), G˜I ◦ (si1 , · · · , sim) and sI ◦ GI are C1-close
and the error goes to 0 as Tj →∞ for all i = 1, · · · ,m− 1.
Remark 2.7.2. There is no reason to expect the sections {sI}I to be G-invariant.
This will be treated in Section 4.1.
One can also view K as a functor from the index tuple category I to the “cate-
gory of Kuranishi charts”.
Let K (Mi) (also written as K (p, q;A) ifMi = M(p, q;A)) be the full sub-
category of K with objects I such that c(I) = i.
Given a section S = {sI}c(I)=(i) of K (Mi), we define
Z(K (Mi),S) =

 ∐
c(I)=(i)
∂
−1
I (sI)

 / ∼K ,
where ∼K is the identification given by the morphisms.
2Here we abuse notation and refer both (I1, . . . , Im) and (i11, . . . , i1j1 , . . . , im1, . . . , imjm ) by
I , where Ik = (ik1, . . . , ikjk ).
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(∞,∞) nl1
nl2
L L− ε′′
L
L− ε′′
V(1,2,3) V(4,3)
V(1,5) V6
FIGURE 2. Corner structure. Suppose that c(1, 2) = 4, c(2, 3) =
5, c(4, 3) = 6 = c(1, 5).
We now come to an important point: There is no reason to expectZ(K (Mi),S)
for an abstract semi-global Kuranishi structure to be a manifold, i.e., the Hausdorff
property is not automatic. However, in our case the existence of the neck length
functions implies the following analog of [BH2, Lemma 8.8.1]:
Lemma 2.7.3. Z(K (Mi),S) is a manifold.
Proof. Same as that of [BH2, Lemma 8.8.1]. 
Implicit charts. Our semi-global Kuranishi structure K (Mi),Mi = M(p, q;A)
can be converted into a single global implicit chart in the sense of Pardon [Pa]. For
simplicity assume (S′2). Using the partial order < from Remark 1.0.1, we define
S(p, q) = {r ∈ L0 ∩ L1 | p < r ≤ q} and take the global fiber to be
e(p, q) := ⊕r∈S(p,q)er,ℓ.
We consider solutions (u, ξ),
u ∈ ∪c(i1,...,ik)=(i)G˜σ(Vi1 , . . . ,Vik), ξ = (ξr)r∈S(p,q) ∈ e(p, q),
to the equation
(2.7.1) ∂u =
∑
r∈S(p,q)
(ζ ◦ nlr(u)) · ξr,
where ζ and nlr are as given in Definitions 2.5.3 and 2.5.6. Roughly speaking, we
turn off the perturbations for er,ℓ when nlr(u) ≤ L but still remember the data for
er,ℓ.
2.8. Equivariant semi-global Kuranishi structures for chain maps and chain
homotopies.
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2.8.1. Chain maps. Let Hs : M → R, s ∈ [0, 1], be a compactly supported,
time-dependent, G-invariant Hamiltonian function and let φs, s ∈ [0, 1], be the
corresponding 1-parameter family of Hamiltonian symplectomorphisms of (M,ω)
with φ0 = id; we call such a φs a G-equivariant Hamiltonian isotopy. Writing
L′i = φ1(Li), i = 0, 1, we assume that L
′
0 ⋔ L
′
1. Let {Js}s∈[0,1] be a 1-parameter
family of almost complex structures that are ω-compatible, G-invariant, and satisfy
(J).
Define a smooth function ϑ0 : R → [0, 1] such that ϑ0(s) = 0 for s ≤ 0 and
ϑ0(s) = 1 for s ≥ 1.
Given p ∈ L0 ∩ L1, q ∈ L′0 ∩ L′1, and A ∈ π2(p, q), let M◦(p, q;A) (we are
suppressing {Js}) be the space of smooth maps u : R × [0, 1] → M that satisfy
(A3) and (A4), in addition to:
(A1′) us(s, t) + Jϑ0(s)(u(s, t))ut(s, t) = 0, and
(A2′) u(s, 0) ∈ φϑ0(s)(L0) and u(s, 1) ∈ φϑ0(s)(L1).
When we are defining chain maps and chain homotopies, the moduli spaces for
(L0, L1) will have superscripts − as in M−(p, p′;A) and the moduli spaces for
(L′0, L′1) will have superscripts + as in M+(q, q′;A). We also assume that the
analogs of (S1) and (S2) hold so that we can avoid disk and sphere bubbles and
work with the coefficient ring R.
The construction of the Kuranishi charts and the Kuranishi structure from Sec-
tions 2.4 to 2.7 carry over with very few modifications: Under our assumptions
there are finitely many moduli spaces of type M◦(p, q;A), M−(p, q;A), and
M+(p, q;A), which we list as
M1, . . . ,Mρ
as before so that ω(A) is in nondecreasing order. The type ofMi is given by the
superscript ◦, −, or +.
Definition 2.8.1. A tuple I = (i1, . . . , ik) is a c-index tuple (where c stands for
chain map), if it satisfies the conditions of Definition 2.5.4 and
• there exists ij such thatMij has type ◦ and all il with l < j have type −
and all il with l > j have type +.
The charts (πI : EI → VI , ∂I , ψI) are constructed in exactly the same way as
before, where I is now a c-index tuple. By construction the Kuranishi structure is
G-invariant.
2.8.2. Chain homotopies. Fix T ≫ 0. We define a smooth function
Θ : R× [0, 1]→ [0, 1]
with coordinates (s, τ) for R× [0, 1] such that:
• Θ(s, 0) = 1 for s ∈ [−T + 1, T − 1];
• Θ(s, 1) = 0 for all s;
• Θ(s, τ) = 0 for all s > T and s < −T and τ ∈ [0, 1].
For each τ ∈ [0, 1], let M◦τ (p, q;A) be the space of smooth maps u : R ×
[0, 1]→M that satisfy (A3), (A4),
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(A1τ ) us(s, t) + J
Θ(s,τ)(u(s, t))ut(s, t) = 0, and
(A2τ ) u(s, 0) ∈ φΘ(s,τ)(L0) and u(s, 1) ∈ φΘ(s,τ)(L1).
We also write
M◦{τ}(p, q;A) =
∐
τ∈[0,1]
M◦τ (p, q;A).
For each c-index tuple and each τ ∈ [0, 1] we construct a chart
(πI,τ : EI,τ → VI,τ , ∂I,τ , ψI,τ ),
which can be combined into a family
(πI,[0,1] : EI,[0,1] → VI,[0,1], ∂I,[0,1], ψI,[0,1]).
By construction the family of Kuranishi structures is G-invariant.
3. ORIENTATIONS
The goal of this section is to review the definition of a coherent (= compati-
ble with gluing) system of orientations on the moduli space of (finite energy) J-
holomorphic strips for a pair (L0, L1) of Lagrangians, following [FO3] and then
adapt it to the case with a G-action.
3.1. Cauchy-Riemann tuples. ACauchy-Riemann tuple is a quadruple (Σ, ξ, η,D)
satisfying (CR1)–(CR4):
(CR1) Σ = B\X, where B is the closed unit disk in C andX is a finite subset of
∂B.
For each x ∈ X, let Ix ⊂ ∂B be a small interval neighborhood of x and let Ix−
and Ix+ be the two connected components of Ix\x.
(CR2) ξ is a trivial C-vector bundle over Σ = B.
(CR3) η is a real subbundle of ξ|∂Σ−X such that η|Ix± extends smoothly to a real
subspace ηx± ⊂ ξx over x. Moreover, ξx = ηx+ ⊕ ηx−.
LetΓ(Σ, ξ) be the space of compactly supported smooth sections of ξ|Σ that restrict
to sections of η along ∂Σ\X. For each x ∈ X, choose a neighborhood N(x) ⊂ B
and a holomorphic identification of Σ ∩N(x) with a strip-like end [0,∞) × [0, 1]
with coordinates (s, t). LetW k+1,p(Σ, ξ) be the closure of Γ(Σ, ξ) in theW k+1,p-
norm with respect to a metric on Σ consistent with the strip-like ends and a metric
on ξ. The spaceW k,p(Σ,∧0,1Σ⊗C ξ) is defined similarly.
(CR4) The operator D : W k+1,p(Σ, ξ) → W k,p(Σ,∧0,1Σ ⊗C ξ) is a real-linear
Cauchy-Riemann operator such that on each strip-like end
Dw = 12(∇sw + J∇tw)⊗ (ds + idt),
where J is the complex structure on ξ and ∇ is a connection of ξ.
See [MS2, Appendix C] for the definition of a real-linear Cauchy-Riemann opera-
tor over a compact Riemann surface.
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3.2. Auxiliary orientation data. Recall the determinant line of (Σ, ξ, η,D) is a
1-dimensional vector space defined by
detD := ∧top kerD ⊗R ∧top(cokerD)∗.
Let π : E(p, q;A) → V(p, q;A) be an interior semi-global Kuranishi chart for
M(p, q;A). Given u with [u] ∈ V, we define the Cauchy-Riemann tuple
(Σu, ξu, ηu,Du) := (S, u∗TM,⊔i∈{0,1}u(·, i)∗TLi,Du),
where S = R× [0, 1] and Du is the linearized ∂-operator at u.
A coherent system of orientations o(Du) of detDu will depend on the following
auxiliary orientation data; see Theorem 3.4.1.
Definition 3.2.1. A choice of auxiliary orientation data consists of:
(O1) a relative spin structure for the pair (L0, L1);
and for each p ∈ L0 ∩ L1,
(O2) a capping Lagrangian path;
(O3) a capping orientation; and
(O4) a stable capping trivialization.
We will explain (O2) and (O3), leaving (O1) and (O4) for the next subsection.
A capping Lagrangian path (O2) is a path {Lp,t}0≤t≤1 in the oriented La-
grangian Grassmannian Lag(TpM,ωp) such that Lp,i = TpLi with orientations,
for i = 0, 1.
For each p ∈ L0∩L1, we define a Cauchy-Riemann tuple (Σp+, ξp+, ηp+,Dp+)
as follows: Let Σp+ be the closed unit disk in C with one boundary puncture,
identified with the upper half plane H = {z | Im z ≥ 0}, and let πp : Σp+ → M
be the constant map to p. We then define:
• ξp+ = π∗p(TpM),
• ηp+z = Lp,0 for z ∈ (−∞, 0), ηp+z = Lp,z for z ∈ [0, 1], and ηp+z = Lp,1
for z ∈ (1,+∞), and
• Dp+ is a fixed real linear Cauchy-Riemann operator (the choice is unique
up to homotopy).
We can similarly choose the Cauchy-Riemann tuple (Σp−, ξp−, ηp−,Dp−) by swap-
ping the roles of L0 and L1.
Finally, a capping orientation (O3) is a choice of orientation o(Dp+) (but not
o(Dp−)).
3.3. Relative spin structures. A pair (L0, L1) is relatively spin if there exists
st ∈ H2(M ;Z/2) such that w2(TLi) = ι∗i st for i = 0, 1: Fix a triangulation τ
of M such that L0, L1, and L0 ∩ L1 are subcomplexes. Choose an oriented real
vector bundle V of rank ≥ 2 on the 3-skeleton M (3) ofM such that w2(V ) = st.
(Here we are using the notation X(i) for the i-skeleton of a triangulation of X.)
Then the bundle TLi|L(2)i ⊕ V |L(2)i is spin and hence is a trivial bundle. Choosing
a spin structure is equivalent to choosing a homotopy class of trivializations ti of
TLi|L(1)i ⊕ V |L(1)i that extends to L
(2)
i . Since π2(SO(m)) = 0 for m ≥ 3, the
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extension to L
(2)
i is unique and ti also extends to L
(3)
i . We will refer to choices of
τ , V , and homotopy classes of ti, i = 0, 1, as a relative spin structure (see [FO3,
Section 8.1] for an explanation of when two relative spin structures are equivalent).
Let L˜p → [0, 1] be a vector bundle whose fiber over t ∈ [0, 1] is Lp,t⊕Vp. Then
a stable capping trivialization (O4) is a trivialization t˜p of L˜p that agrees with the
trivializations ti of (TLi|L(1)i ⊕ V |L(1)i )|p that we have already chosen for i = 0, 1.
3.4. Coherent orientation system. We review the following theorem from [FO3,
Section 8.1]:
Theorem 3.4.1. The moduli space of J-holomorphic strips admits a coherent ori-
entation system if the pair of Lagrangians (L0, L1) is relative spin. Moreover, the
choice of auxiliary orientation data (O1)–(O4) determines the orientation.
We give a sketch of the proof, partly to establish notation. The fundamental fact
that we use is the following (cf. [FO3, Proposition 34.3]), stated without proof.
Fact 3.4.2. Given a Cauchy-Riemann tuple (Σ,Cn, η,D), if Σ has no punctures
and η is trivial, then any trivialization of η canonically determines an orientation
of detD.
Sketch of proof of Theorem 3.4.1.
Step 1. Let (Σ1, ξ1, η1,D1) and (Σ2, ξ2, η2,D2) be two Cauchy-Riemann tuples.
Given punctures x1 ∈ ∂Σ1 and x2 ∈ ∂Σ2, suppose there is a C-linear isomor-
phism Φ : ξ1x1
∼−→ ξ2x2 that maps η1x1± to η2x2∓. Then there is an associated
Cauchy-Riemann tuple (Σ1,2, ξ1,2, η1,2,D1,2) defined by a straightforward preglu-
ing which identifies x1 and x2 and the orientations of detD
1 and detD2 induce
an orientation of detD1,2.
In particular, if we preglue (Σq+, ξq+, ηq+,Dq+) and (Σq−, ξq−, ηq−,Dq−), we
obtain the Cauchy-Riemann tuple (Σq+,q−, ξq+,q−, ηq+,q−,Dq+,q−) and it has a
canonical orientation by Fact 3.4.2. (Here we are taking the trivializations of ηq+
and ηq− to come from the same trivialization ofLp; then the trivialization of ηq+,q−
is independent of the choice of trivialization of Lp.) Hence the capping orientation
o(Dq+) determines o(Dq−).
For any u with [u] ∈ V(p, q,A), we preglue
(Σp+, ξp+, ηp+,Dp+), (Σu, ξu, ηu,Du), (Σq−, ξq−, ηq−,Dq−)
along p and q to obtain
(Σp+,u,q−, ξp+,u,q−, ηp+,u,q−,Dp+,u,q−).
If we can orient det(Dp+,u,q−), then o(Du) is determined by o(Dp+,u,q−) and the
capping orientations o(Dp+) and o(Dq−).
Step 2. By the simplicial approximation theorem, after a homotopy we can assume
that u(Σ) ⊆ M (2) and u(∂Σ) ⊆ L(1)0 ∪ L(1)1 . Let V → M (3) be the bundle
appearing in the definitions of (O1) and (O4).
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Define Cauchy-Riemann tuples
(Σp+, ξp+V , η
p+
V ,D
p+
V ), (Σ
u, ξuV , η
u
V ,D
u
V ), (Σ
p−, ξp−V , η
p−
V ,D
p−
V )
in the same way as the versions without V , except that we replace TM by V ⊕ iV ,
TLi by V for i = 0, 1, and Lp,t by Vp. By pregluing as in Step 1, we obtain
(Σp+,u,q−, ξp+,u,q−V , η
p+,u,q−
V ,D
p+,u,q−
V ).
A key point to observe now is that, since V is oriented and defined over u(Σ), there
is a canonical equivalence class of trivializations of ηp+,u,q−V and hence a canonical
orientation of detDp+,u,q−V by Fact 3.4.2.
We take the direct sum of
(ξp+,u,q−, ηp+,u,q−,Dp+,u,q−) and (ξp+,u,q−V , η
p+,u,q−
V ,D
p+,u,q−
V ),
over Σp+,u,q− to obtain
(Σp+,u,q−, ξp+,u,q− ⊕ ξp+,u,q−V , ηp+,u,q− ⊕ ηp+,u,q−V ,Dp+,u,q− ⊕Dp+,u,q−V ).
Now ti, t˜p, and t˜q give a trivialization of η
p+,u,q− ⊕ ηp,u,q−V , so det(Dp+,u,q− ⊕
Dp+,u,q−V ) is canonically oriented by Fact 3.4.2. Since det(D
p+,u,q−⊕Dp+,u,q−V ) is
canonically isomorphic to detDp+,u,q−⊗detDp+,u,q−V and detDp+,u,q−V is canon-
ically orientated, we obtain a canonical orientation of detDp+,u,q−.
Step 3. It remains to show that o(Du) is independent of the choices. We refer the
reader to [FO3, Section 8.1] for a proof. 
Since detDu is canonically isomorphic to detDu, where Du is the linearized
operator of ∂J : V(p, q;A) → E(p, q;A), a choice of auxiliary orientation data
induces a system of orientations on
(ΛtopEI)
∗ ⊗ ΛtopTVI .
Next we study orientations under the group action. To do that, we first need to
allow G to act on the obstruction bundle.
3.5. Orientations on er,ℓ.
Lemma 3.5.1. If ℓ is an even multiple of n, then er,ℓ admits a canonical G-
invariant orientation.
Proof. Without loss of generality, we assume:
(i) TrM ≃ Rn⊕ iRn = Cn, where TrL0 is the Rn factor and TrL1 is the iRn
factor;
(ii) J(r) = J0 is the standard complex structure that takes v ∈ Rn to iv ∈ iRn
and gr is the standard Euclidean structure on TrM ; and
(iii) G leaves TrL0 invariant. Since G is compatible with J and g, it can be
described by a representation ρ : G→ O(Rn).
The asymptotic operator A is given by −J0 ∂∂t with boundary conditions Rn at
t = 0 and iRn at t = 1. For each k = 0, 1, . . . , there are n eigenfunctions
e˜kj : [0, 1]→ Cn, t 7→ ei(πk+π/2)tej , j = 1, . . . , n,
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where e1, . . . , en is a basis for R
n. Writing ℓ = 2k0n, we choose the orientation
(3.5.1) e˜01 ∧ · · · ∧ e˜0n ∧ · · · ∧ e˜2k0−11 ∧ · · · ∧ e˜2k0−1n
for er,ℓ. Since G acts on each R〈e˜k1 , . . . , e˜kn〉 in the same way as on Rn using the
identification e˜kj 7→ ej , for any g ∈ G,
g(e˜01)∧· · ·∧g(e˜0n)∧· · ·∧g(e˜2k0−11 )∧· · ·∧g(e˜2k0−1n ) = e˜01∧· · ·∧e˜0n∧· · ·∧e˜2k0−11 ∧· · ·∧e˜2k0−1n
and G preserves the orientation. Note that the definition in Equation (3.5.1) does
not depend on the orientation of Rn. 
From now on let us assume that ℓ is an even multiple of n and hence all the er,ℓ
are canonically oriented, so G acts on EI → VI .
3.6. Orientations under group action. Now we study the action of G on the
orientation of (ΛtopEI)
∗ ⊗ ΛtopTVI .
We assume Condition (O) from Section 1, i.e., the relative spin structure (O1)
is preserved under G: This means that for each g ∈ G, we have a bundle au-
tomorphism g# of TM
(3) ⊕ V ⊕ iV which takes each summand to itself, is
orientation-preserving on each summand, and whose restriction preserves the ho-
motopy classes of trivializations ti of TLi|L(2)i ⊕V |L(2)i given by the spin structure
for i = 0, 1.
For p ∈ L0∩L1 and g ∈ G, let s = gp. At s, we have the canonical isomorphism
(3.6.1) detDs+ ⊗ detDs− ⊗ detDs+,s−V ≃ det(Ds+,s− ⊕Ds+,s−V )
coming from gluing. Let o(Dp+) and o(Ds−) be the capping orientations of
detDp+ and detDs− and let o(Ds+,s−V ) be the canonical orientation of D
s+,s−
V .
Then g#o(D
p+)⊗ o(Ds−)⊗ o(Ds+,s−V ) determines an orientation of the left-hand
side of Equation (3.6.1). On the right-hand side of Equation (3.6.1), we have a
canonical orientation of det(Ds+,s−⊕Ds+,s−V ) coming from the concatenation of
the stable capping trivializations g#t˜p and t˜s. (The trivializations g# t˜p and t˜s a
priori do not agree at the endpoints. We assume that g#ti has been homotoped to
ti and by abuse of notation refer to g#t˜p as the result of applying the homotopy to
g#t˜p.) We compare these two orientations via the isomorphism of Equation (3.6.1),
and define σ(p, g) ∈ {±1} to be the difference. For u with [u] ∈ V(p, q,A), let
o(Du) be the orientation of u determined by the auxiliary orientation data (O1)–
(O4). Then one can check that g#o(D
u) = σ(p, g)σ(q, g)o(Dgu).
In general, g ∈ G may not preserve the orientation, but we can define the action
of g ∈ G on CF •(L0, L1) by sending [p] to σ(p, g)[gp]. In the case when the
moduli spaces that we count to define the differential d of CF •(L0, L1) are G-
invariant, it is obvious that the G-action on CF •(L0, L1) commutes with d. In
Section 4, we see this is true even when the moduli space is not G-invariant.
From now on, we fix a choice of auxiliary orientation data (O1)-(O4) such that
the relative spin structure (O1) is preserved under the G-action. This gives an
orientation of (ΛtopEI)
∗ ⊗ ΛtopTVI . Since the fiber of EI → VI is canonically
oriented by Section 3.5, we also get an orientation of VI .
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4. EQUIVARIANCE OF CURVE COUNTING
4.1. Equivariance of curve counting. In this subsection, we will assume (S′2) to
simplify the notation in some arguments. To treat the more general (S2) case we
must fix a basepoint x0 in the path space Ω(L0, L1) inM from L0 to L1 and keep
track of the pair (p, [v]) where [v] is a homotopy class of paths in Ω(L0, L1) from
x0 to p.
Choice ofS. We first describe how to chooseS = {sI}I to be asG-equivariant as
possible. First decompose L0∩L1 into a disjoint union ofG-orbitsOp, p ∈ L0∩L1.
Given Op, pick a generic sp ∈ ep,ℓ which is sufficiently close to the origin and for
each q ∈ Op choose a single g ∈ G such that g(p) = q and set sq = g(sp) ∈ eq,ℓ.
We then choose si = sp ∈ ep,ℓ, where p = t(Mi), and construct sI as described
in Sections 2.4 and 2.5. We additionally assume that:
(*) |sp| ≪ |sq| if p > q.
Here we are using the partial order p ≥ q from Remark 1.0.1.
Remark 4.1.1. Note that S is not expected to equal g(S) for all g ∈ G. If we
replace S by a G-equivariant collection of multisections, the Floer chain groups
will be defined over Q as in Cho-Hong [CH]. Since this leads to some loss of
information, we choose to work with collections of sections.
The following key theorem makes the equivariant count work.
Theorem 4.1.2. If vdimMi = 0 and g(Mi) = Mi, then Z(K (Mi),S) and
Z(K (Mi), g(S)) are cobordant.
Proof. If Mi = Mi, i.e., there is no boundary, then Z(K (Mi),S) is given by
the preimage of sr, r = t(Mi), under the map
∂i : Vi → er,ℓ.
Similarly, Z(K (Mi), g(S)) is given by the preimage of g(sr). Since ∂i(∂Vi)
does not contain 0, and S and g(S) are sufficiently close to 0, the two preimages
are cobordant.
The main point of the proof is to homotop S to g(S) near ∂Mi (i.e., for curves
in Vi that are close to breaking) when it is nonempty. In order to simplify the
cumbersome notation, let us assume without loss of generality that:
(**) Mij = g(Mij ) for all ij that appears in I = (i1, . . . , im), m ≥ 2, such
that c(I) = (i) and for all g ∈ G; in particularMi is G-invariant.
Step 1. Given I = (i1, . . . , im) such that c(I) = (i), consider the composition
Vi1 × · · · × Vim × (R,∞)m−1
S(i1,...,im)−−−−−−−→ VI ∂I−→ er1,ℓ ⊕ · · · ⊕ erm,ℓ,
where rj = t(Mij ) and in particular rm = r. As R → ∞, its image approaches
the image of the product map
(∂i1 , . . . , ∂im) : Vi1 × · · · × Vim → er1,ℓ ⊕ · · · ⊕ erm,ℓ.
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This implies that Im(∂I ◦S(i1,...,im)) is effectively Im(∂i1 , . . . , ∂im). We assume
that the generic point (sr1 , . . . , srm) ∈ er1,ℓ⊕· · ·⊕ erm,ℓ has been chosen to avoid
Im(∂i1 , . . . , ∂im). Note that under our assumption vdimMi = 0, we have
(4.1.1) (m− 1) +
m∑
j=1
dimVij = dimVI =
m∑
j=1
dim erj ,ℓ.
Remark 4.1.3. We will see that Z(K (Mi),S) and Z(K (Mi), g(S)) are empty
sets “near the boundary” unless m = 2 and (vdimMi1 , vdimMi2) = (−1, 0) or
(0,−1).
We now continue the proof in steps based on the value ofm.
Step 2. Suppose thatm = 2.
Step 2A. Suppose that (vdimMi1 , vdimMi2) = (0,−1) or (−1, 0). We treat the
former; the latter is analogous. Consider the G-equivariant, codimension one map
∂i2 : Vi2 → er2,ℓ.
Let Sr2,ℓ−1ρ2 ⊂ er2,ℓ (resp. Br2,ℓρ2 ⊂ er2,ℓ) be a sphere (resp. an open ball) of radius
0 < ρ2 ≪ dist({0}, ∂i2(∂ Vi2)). The action G → GL(er2,ℓ) factors through the
orthogonal group and hence G acts on Sr2,ℓ−1ρ2 .
Lemma 4.1.4. If sr2 ∈ er2,ℓ is a point such that 0 < |sr2 | < ρ2 and sr2 6∈ Im(∂i2),
then for any path γr2 : [0, 1] → Br2,ℓρ2 from sr2 to g(sr2), the signed intersection
number 〈γr2 , ∂i2〉 between γr2 and ∂i2 is zero.
Proof of Lemma 4.1.4. We may slightly perturb ρ2 such that S
r2,ℓ−1
ρ2 ⋔ ∂i2 . Then
N := ∂
−1
i2 (S
r2,ℓ−1
ρ2 ) is a submanifold of Vi2 of dimension (ℓ − 2). We homotop
γr2 to a concatenation γ1γ2γ3, where
(1) γ1 is a slightly perturbed radial ray from sr2 to a point x1 ∈ C := Sr2,ℓ−1ρ2 −
∂i2N ;
(2) γ2 connects x1 to g(x1) on S
r2,ℓ−1
ρ2 ; and
(3) γ3 = (g(γ1))
−1 from g(x1) to g(sr2).
See Figure 3. The contributions to γr2 ∩ ∂i2 from γ1 and γ3 cancel, and it remains
to calculate the contribution from γ2.
There exists a locally constant weight function w : C → Z, such that the val-
ues on adjacent connected components differ by 1; more precisely, given any two
points x, x′ ∈ C , if δ is a path from x to x′ in Sr2,ℓ−1ρ2 and δ intersects ∂i2 |N pos-
itively and only once, then w(x) − w(x′) = 1. The existence of such a function
follows from the existence of the winding number of the map
∂i2 |N : N → Sr2,ℓ−1ρ2 − {z} ≃ Rℓ−1,
for any z ∈ C . More precisely, for any x ∈ Rℓ−1\∂i2(N), w(x) is given by the
degree of the mapping from N to Rℓ−1\{x} ∼= Sℓ−2. Any two weight functions
differ by an integer-valued constant function (depending on the choice of z).
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FIGURE 3.
Next we claim that w = w ◦ g for any g ∈ G. First observe that w ◦ g is
also a weight function. Arguing by contradiction, suppose there is a component
C0 of C such that w(g(C0)) = w(C0) + k, k 6= 0. Then w ◦ g = w + k,
and w(g2(C0)) = (w ◦ g)(C0) + k = w(C0) + 2k. Applying this procedure to
the order m of the group G, w(C0) = w(g
m(C0)) = w(C0) + mk, which is a
contradiction.
Since 〈γ2, ∂i2〉 = 〈γ2, ∂i2 |N 〉◦,where 〈·, ·〉◦ is the intersection number on Sr2,ℓ−1ρ2 ,
and
〈γ2, ∂i2 |N 〉◦ = w(x1)− w(g(x1)) = 0,
the lemma follows. 
We now explain how to homotop the section S “near the boundary of” Vi to
another section S′ such that:
(M1) S′ and g(S) agree “near the boundary”; and
(M2) S and S′ have the same signed count of intersections with ∂.
In them = 2 case, this means that we homotop s(i1,i2) to another section s
′
(i1,i2)
such that:
(1) s′(i1,i2) and g(s(i1,i2)) agree “near the boundary”; and
(2) s(i1,i2) and s
′
(i1,i2)
have the same signed count of intersections with ∂(i1,i2).
Pick L′ ≫ L and let τ : [L′,∞)→ [0, 1] be a smooth function such that
• τ([L′,L′ + ε′′]) = 0,
• τ([L′ + 2ε′′,∞)) = 1, and
• its restriction to (L′ + ε′′,L′ + 2ε′′) is a diffeomorphism onto (0, 1).
Let γ∗rj = γrj ◦ τ , where we take γr1 to be an arbitrary path in er1,ℓ connecting sr1
to g(sr1) and γr2 to be as in Lemma 4.1.4. We then define
s
′
(i1,i2)
=
{
(γ∗r1(nli1), γ
∗
r2(nli1)), for nli1 ≥ L′,
s(i1,i2), for nli1 ≤ L′.
By Lemma 4.1.4, S and S′ have the same signed count of intersections with ∂
near V(i1,i2).
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Step 2B. Suppose that (vdimMi1 , vdimMi2) = (a,−a− 1) or (−a− 1, a) with
a > 0; we treat the former. By Equation (4.1.1), a generic path γr2 from sr2 to
g(sr2) does not intersect ∂i2 and the same construction of S
′ applies. This covers
the homotopy of S near VI form = 2.
Step 3. Suppose m = 3. Let rj = t(Mij ), j = 1, 2, 3.
Step 3A. Suppose that vdimMc(i2,i3) ≤ −1.
Now we have the following variant of Lemma 4.1.4:
Lemma 4.1.5. There exists ρ3 > 0 small such that if sr3 ∈ er3,ℓ is a point such that
0 < |sr3 | < ρ3 and sr3 6∈ Im(∂c(i2,i3)), then there exists a path γr3 : [0, 1]→ Br3,ℓρ3
from sr3 to g(sr3) such that:
(1) the signed intersection number 〈γr3 , ∂c(i2,i3)〉 is zero and
(2) γr3 is disjoint from ∂c(i2,i3)(∂Vc(i2,i3)).
Proof of Lemma 4.1.5.
Case vdimMc(i2,i3) = −1. In this case the proof follows the same outline as that
of Lemma 4.1.4, but
N := ∂
−1
c(i2,i3)(S
r3,ℓ−1
ρ3 )
is now a manifold with boundary. Let us write N = N ′ ∪N ′′, where N ′ is closed
and each component of N ′′ has nonempty boundary. Writing γr3 as γ1γ2γ3 as
before,
〈γ2, ∂c(i2,i3)〉 = 〈γ2, ∂c(i2,i3)|N 〉◦ = 〈γ2, ∂c(i2,i3)|N ′ + ∂c(i2,i3)|N ′′〉◦,
where 〈·, ·〉◦ is the intersection number on Sr3,ℓ−1ρ3 . As before, 〈γ2, ∂c(i2,i3)|N ′〉◦ =
0. We can modify γ2 if 〈γ2, ∂c(i2,i3)|N ′′〉◦ = k by concatenating it with a loop
in Sr3,ℓ−1ρ3 that winds −k times around ∂c(i2,i3)|∂N ′′ . The resulting γ2 will have
zero signed intersection with ∂c(i2,i3)|N ′′ , implying (1). (2) is immediate since
∂c(i2,i3)|∂Vc(i2,i3) is a codimension two map.
Case vdimMc(i2,i3) < −1. In this case γr3 can just be a generic arc from sr3 to
g(sr3) and it will have no intersections with ∂c(i2,i3). 
We now explain how to modify S to S′ near the codimension one and two
“boundaries” of Vi so that (M1) and (M2) hold. In other words, we modify the
sections
(s(i1,i2,i3), s(i1,c(i2,i3)), s(c(i1,i2),i3), sc(i1,i2,i3))
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to
(s′(i1,i2,i3), s
′
(i1,c(i2,i3))
, s′(c(i1,i2),i3), sc(i1,i2,i3)).
The modifications will take place on the set
X = {nli1 ≥ L′} ∪ {nli2 ≥ L′},
where L′ ≫ L; in other words, s∗ = s′∗ on the complement ofX. In the rest of this
step we encourage the reader to refer to Figure 2 for the picture of a corner, where
i1, i2, i3, c(i1, i2), c(i2, i3), c(i1, i2, i3) are labeled 1–6.
First we define
s
′
(i1,c(i2,i3))
=
{
(γ∗r1(nli1), γ
∗
r3(nli1)), for nli1 ≥ L′,
s(i1,c(i2,i3)), for nli1 ≤ L′.
By Lemma 4.1.5(1), the signed intersection number between ∂(i1,c(i2,i3)) and s
′
(i1,c(i2,i3))
on nli1 ≥ L′ is zero.
Next consider the pushforwards of s(i1,c(i2,i3)) and s
′
(i1,c(i2,i3))
under the mor-
phism φ(i1,c(i2,i3)),(i1,i2,i3). On the overlap
X3,0 := {nli1 ≥ L′,L − ε′′ ≤ nli2 ≤ L},
the section s(i1,c(i2,i3)) = (sr1 , sr3) is sent to s(i1,i2,i3) = (sr1 , 0, sr3) and the sec-
tion s′(i1,c(i2,i3)) = (γ
∗
r1(nli1), γ
∗
r3(nli1)) is sent to s
′
(i1,i2,i3)
= (γ∗r1(nli1), 0, γ
∗
r3(nli1)).
By applying Lemma 4.1.5(2) to the term γ∗r3(nli1), we see that ∂(i1,i3,i3) has no in-
tersections with s′(i1,i2,i3) onX3,0 if we take ε
′′ > 0 to be sufficiently small.
On
X3,1 := {nli1 ≥ L′,L ≤ nli2 ≤ L+ ε′′},
(4.1.2) s(i1,i2,i3) = (ζ(nli1)sr1 , ζ(nli2)sr2 , sr3) = (sr1 , ζ(nli2)sr2 , sr3).
We then set
(4.1.3) s′(i1,i2,i3) = (γ
∗
r1(nli1), ζ(nli2)γ
∗
r2(nli1), γ
∗
r3(nli1)),
where γr2 : [0, 1]→ Br2,ℓρ2 is some path from sr2 to g(sr2) with ρ2 = 2|sr2 |.
Now we come to the key point: s(i1,i2,i3) and s
′
(i1,i2,i3)
do not intersect ∂(i1,i2,i3)
onX3,1 for ε
′′ > 0 sufficiently small. This is due to |sr2 | ≪ |sr3 | by Condition (*).
Since γr3 does not intersect ∂c(i2,i3)(∂Vc(i2,i3)) by Lemma 4.1.5(2), ∂(i1,i2,i3)|X3,1
does not intersect a small neighborhood of (γ∗r1(nli1), 0, γ
∗
r3(nli1)). In particular, if
|sr2 | is sufficiently small, then ∂(i1,i2,i3)|X3,1 does not intersect s′(i1,i2,i3); s(i1,i2,i3)
is similar.
The situation for s′(c(i1,i2),i3) and s
′
(i1,i2,i3)
on
X0,3 ∪X1,3 := {nli2 ≥ L′,L − ε′′ ≤ nli1 ≤ L+ ε′′}
is analogous (for one of Steps 3A, 3B, or 3C).
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It remains to modify s(i1,i2,i3) to s
′
(i1,i2,i3)
on X3,2 ∪X2,3 ∪X3,3, where:
X3,2 := {nli1 ≥ L′,L + ε′′ ≤ nli2 ≤ L′},
X2,3 := {L+ ε′′ ≤ nli1 ≤ L′, nli2 ≥ L′},
X3,3 := {nli1 , nli2 ≥ L′}.
On {nli1 , nli2 ≥ L + ε′′} we have s(i1,i2,i3) = (sr1 , sr2 , sr3). We then define
s
′
(i1,i2,i3)
as:
(1) (γ∗r1(nli1), γ
∗
r2(nli1), γ
∗
r3(nli1)) onX3,2;
(2) (γ∗r1(nli2), γ
∗
r2(nli2), γ
∗
r3(nli2)) onX2,3;
(3) (γ∗r1(β(nli1 , nli2)), γ
∗
r2(β(nli1 , nli2)), γ
∗
r3(β(nli1 , nli2))) on X3,3, where
β(a, b) =
√
(a− L′)2 + (b− L′)2 − L′.
The images of the maps (1)–(3) are 1-dimensional, since each is a postcompo-
sition by (γ∗r1 , γ
∗
r2 , γ
∗
r2), which has 1-dimensional image. On the other hand, by
Equation (4.1.1), two of the three maps ∂ij : Vij → erj ,ℓ, j = 1, 2, 3, have codi-
mension at least one or one of the maps has codimension at least two. Hence if γrj ,
j = 1, 2, 3, are sufficiently generic, then s(i1,i2,i3) and s
′
(i1,i2,i3)
have no intersec-
tions with ∂(i1,i2,i3) onX3,2 ∪X2,3 ∪X3,3.
Step 3B. Suppose that vdimMc(i2,i3) = 0. Then vdimMi1 = −1. The only
differences with Step 3A are that, assuming genericity of γr1 and γr3 :
• γr1 : [0, 1] → er1,ℓ satisfies the conditions of Lemma 4.1.4 (where we
replace i2 by i1) and intersects ∂i1 at isolated points;
• γr3 : [0, 1] → er3,ℓ intersects ∂c(i2,i3)|∂Vc(i2,i3) at isolated points since it is
a codimension one map; and
• the intersection points do not occur at the same time in [0, 1].
It implies that if |sr2 | ≪ |sr3 |, then s(i1,i2,i3) and s′(i1,i2,i3), given by Equations (4.1.2)
and (4.1.3), have no intersections with ∂(i1,i2,i3) on X3,0 ∪X3,1.
Step 3C. Suppose that vdimMc(i2,i3) ≥ 1. Then vdimMi1 ≤ −2 and
• γr1 : [0, 1]→ er1,ℓ does not intersect Im ∂i1 .
If |sr2 | ≪ |sr3 |, then s(i1,i2,i3) and s′(i1,i2,i3), given by Equations (4.1.2) and (4.1.3),
have no intersections with ∂(i1,i2,i3) on X3,0 ∪X3,1.
This implies the theorem for m = 3. The general case is completely analogous
and is only more complicated in notation. 
5. EQUIVARIANT LAGRANGIAN FLOER COHOMOLOGY
5.1. Grading. In order to Z-grade our equivariant Lagrangian Floer cohomology
groups, we require L0 and L1 to be G-equivariantly graded, i.e., (G1)–(G3) to
hold.
(G1) c1(M,J) = 0.
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Then there exists a nowhere-vanishing section Ω of ∧nC(T ∗M,J). Let det2Ω,i :
Li → S1 be the map given by
det2Ω,i(pi) =
Ω(Xi,1 ∧ · · · ∧Xi,n)2
|Ω(Xi,1 ∧ · · · ∧Xi,n)|2 ,
where pi ∈ Li and Xi,1, . . . ,Xi,n is a basis of TpiLi.
(G2) There exists a function θi : Li → R that lifts det2Ω,i, i.e.,
e2π
√−1θi(pi) = det2Ω,i(pi).
Then for each p ∈ L0 ∩ L1, we define an integer index µ(p) by the formula
µ(p) = n+ θ1 − θ0 − 2∠(TpL0, TpL1).
Here ∠(TpL0, TpL1) = α1 + · · · + αn, where the αi ∈ (0, 12) are defined by
choosing a unitary basis {e1, . . . , en} of TpL0 with respect to ω and J and writing
TpL1 = R〈e2π
√−1α1e1, . . . , e2π
√−1αnen〉.
(G3) µ(gp) = µ(p) for all p ∈ L0 ∩ L1 and g ∈ G.
For more details on grading, we refer the reader to [Se2] or [AB, Section 2.3].
5.2. Chain complex. Let
CF •(L0, L1) =
⊕
j CF
j(L0, L1),
where CF j(L0, L1) is the Z-graded free R = Z[R
≥0]-module generated by {p ∈
L0 ∩ L1 | µ(p) = j}. The differential
d : CF j(L0, L1)→ CF j+1(L0, L1)
is defined on the generators by
d[p] =
∑
#Z(K (p, q;A),S) · e
∫
A
ω[q],
where the sum is over all q ∈ L0 ∩ L1 and A ∈ π2(p, q) subject to the condition
vdim(M(p, q;A)) = 0.
Lemma 5.2.1. d2 = 0.
Sketch of proof. We consider the ends of the 1-manifold Z(K (p, q;A),S) where
vdim(M(p, q;A)) = 1. First observe that, by codimension reasons, for any u ∈
Z(K (p, q;A),S), we have nlr(u) ≤ L + ε′′ for all but possibly one r ∈ L0 ∩
L1 (cf. Equation (2.5.2) for the definition of the section sI and Definition 2.5.3
for the definition of ζ and note that ζ([L + ε′′,∞)) = 1). Hence the ends of
Z(K (p, q;A),S) are in bijection with∐
r
Z(K (p, r;A1),S1)×Z(K (r, q;A2),S2),
where vdim(M(p, r;A1)) = vdim(M(r, q;A2) = 0 and S1 and S2 are compat-
ible withS. 
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We define the usual Lagrangian Floer cohomology from L0 to L1 by
HF •(L0, L1) = ker d/ Im d.
By Theorem 4.1.2, if vdim(M(p, q;A)) = 0 and g ∈ G preserves K (p, q;A),
then
#Z(K (p, q;A),S) = #Z(K (p, q;A), g(S)).
Hence,
dg[p] =σ(g, p)d[gp]
=σ(g, p)
∑
r,B
#Z(K (gp, r;B),S)[r]
=σ(g, p)
∑
q,A
#Z(K (gp, gq; gA),S)[gq]
=σ(g, p)
∑
q,A
#Z(K (gp, gq; gA), gS)[gq]
=σ(g, p)
∑
q,A
#(g(Z(K (p, q;A),S))[gq]
=σ(g, p)
∑
q,A
#Z(K (p, q;A),S)σ(g, p)σ(g, q)[gq]
=gd[p],
i.e., d is R[G]-linear.
Denote by (C•(EG), dEG) the singular chain complex ofEGwithR-coefficients.
Note that the action of G on Ci(EG) commutes with dEG. We denote
Ei,j := HomR[G](Ci(EG), CF
j(L0, L1)),
where Ci(EG) and CF
j(L0, L1) are regarded asR[G]-modules. Let d
i,j
> : E
i,j →
Ei+1,j be the map induced by dEG : Ci+1(EG) → Ci(EG), and di,j∧ : Ei,j →
Ei,j+1 be the map induced by d : CF j(L0, L1) → CF j+1(L0, L1) multiplied by
the factor (−1)i. Then di,j> and di,j∧ commute with the multiplication by elements
in R[G] and form a double complex.
The G-equivariant Lagrangian Floer cochain complex is the total complex
(CF •G(L0, L1), dG),
where
CF kG(L0, L1) =
⊕
i+j=k E
i,j, dG|Ei,j = di,j> + di,j∧ .
The corresponding G-equivariant Lagrangian Floer cohomology group is:
HF •G(L0, L1) = ker dG/ Im dG.
Since C•(EG) is a free R[G]-resolution of R, we have:
Lemma 5.2.2. There exists a spectral sequence {Ei,jr }r with second page
Ei,j2 = Ext
i
R[G](R,HF
j(L0, L1))
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converging to HF •G(L0, L1).
5.3. Chain map. Using the notation from Section 2.8, for p ∈ L0 ∩ L1, q ∈
L′0 ∩ L′1, and A ∈ π2(p, q), there exists a Kuranishi structure K (p, q;A) and a
collection of sections S such that chain map
Φ : CF •(L0, L1)→ CF •(L′0, L′1)
is defined on the generators by
Φ(p) =
∑
#Z(K (p, q;A),S) · e
∫
A ωq,
where the sum is over all q ∈ L′0 ∩ L′1 and A ∈ π2(p, q) subject to the condition
vdim(M◦(p, q;A)) = 0. We also have the following, whose proof is similar to
that of Lemma 5.2.1:
Lemma 5.3.1. d ◦Φ = Φ ◦ d.
The proof of Theorem 4.1.2 carries over for chain maps. In other words, if
vdim(M◦(p, q;A)) = 0 and g ∈ G preserves K (p, q;A), then
#Z(K (p, q;A),S) = #Z(K (p, q;A), g(S)).
This implies that:
Lemma 5.3.2. Φ : CF •(L0, L1) → CF •(L′0, L′1) is a chain map of R[G]-
modules.
It is clear from the definition that the chain map Φ induces the chain map
ΦG : CF
•
G(L0, L1)→ CF •G(L′0, L′1).
5.4. Chain homotopy. Let
Φ : CF •(L0, L1)→ CF •(L′0, L′1) and Ψ : CF •(L′0, L′1)→ CF •(L0, L1)
be chain maps of R[G]-modules, defined using φs and φ
−1
s .
Fix p ∈ L0 ∩ L1, q ∈ L′0 ∩ L′1, and A ∈ π2(p, q). Using the function Θ
from Section 2.8.2 we construct the bundles πI,[0,1] : EI,[0,1] → VI,[0,1] and the
1-parameter family
K[0,1](p, q;A) :=
∐
τ∈[0,1]
Kτ (p, q;A),
of Kuranishi structures. Here each term Kτ (p, q;A) corresponds to K (p, q;A)
for τ ∈ [0, 1]. We can take the sections sI,[0,1] of S[0,1], viewed as a map to a fixed
vector space, to be “independent of τ” or, more precisely, only dependent on neck
lengths.
Now consider the ends of Z(K[0,1](p, q;A),S[0,1]) for vdim(M(p, q;A)) = 0.
A similar argument as Lemma 5.3.2 gives
Lemma 5.4.1. Φ ◦Ψ− id = K ◦ d+ d ◦K, where
K : CF •(L0, L1)→ CF •(L0, L1)
is a map of R[G]-modules.
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LetKG : CF
•
G(L0, L1)→ CF •G(L0, L1) be the map induced by K . We obtain
ΦG ◦ΨG − id = KG ◦ dG + dG ◦KG.
Summarizing, we have:
Corollary 5.4.2. TheG-equivariant Lagrangian Floer cohomology HF •G(L0, L1)
is independent of the choice of equivariant almost complex structure J and is an
invariant of the pair (L0, L1) under G-equivariant Hamiltonian isotopy.
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