This study addresses how to maintain oceanic mixing along potential density surface in ocean data assimilation (ODA). It is well known that the oceanic mixing across the potential density surface is much weaker than that along the potential density surface. However, traditional ODA schemes allow the mixing across the potential density surface and thus may result in extra assimilation errors. Here, a new ODA scheme that uses potential density gradient information of the model background to rescale observational adjustment is designed to improve the quality of assimilation. The new scheme has been tested using a regional ocean model within a multiscale 3-dimensional variational framework. Results show that the new scheme effectively prevents the excessive unphysical projection of observational information in the direction across potential density surface and thus improves assimilation quality greatly. Forecast experiments also show that the new scheme significantly improves the model forecast skills through providing more dynamically consistent initial conditions
Introduction
Data assimilation makes use of model background to retrieve observational information for generating continuous observation-constrained model states in time and space which serve as model initial conditions for numerical weather and climate predictions. Scientists have been pursuing physically consistent analysis methods to minimize assimilation error and help increase prediction accuracy. For example, the multigrid 3-dimensional variational (3D-Var) algorithm (e.g., [1] [2] [3] ) has been introduced to avoid the deficiency of insufficient spectra of error correction. Ones also introduce physical constraints or balances to improve the assimilation performance, such as the geostrophic balance [4, 5] , the temperature-salinity (T-S) relationship (e.g., [6] [7] [8] [9] ), and total heat content and salt content conservation in ocean data assimilation (ODA) [10] [11] [12] .
In this study, we address the importance of maintaining the natural oceanic mixing process in ODA. Given the isopycnal nature of ocean water movement, a natural oceanic mixing occurs mostly along the potential density surface so that the mixing across the potential density surface is always much weaker than that along the potential density surface. However, when projecting an observational increment onto the neighboring model space, traditional analysis schemes use covariance and a distance-dependent localization factor without much consideration of mixing physics. Given the important role of mixing in ocean circulations, such deficiency can result in extra assimilation errors and limit the quality of ODA.
As a demonstration, we use the following simple case to illustrate the role of maintaining a natural mixing process in ODA. Assuming one observation at point (100 ∘ E, 20 ∘ N, 100 m) has increment of 5 ∘ C and the other observation at point (150 ∘ E, 20 ∘ N, 300 m) has increment of 1 ∘ C, these two observations locate at same potential density layer with 1027 km/m 3 value (Figure 1 ). To some extent, the data assimilation can be regarded as a mixing procedure [11] , and the oceanic mixing usually occurs along the potential density surface. However, a simple data assimilation approach without considering the gradient of the potential density may linearly result in an analyzed increment value of 3 ∘ C at point (125 ∘ E, 20 ∘ N, 200 m). But the real mixing procedure should happen on the same potential density surface, and therefore a dynamically consistent data assimilation approach should simulate this procedure and result in an analyzed increment value of 3 ∘ C at point (125 ∘ E, 20 ∘ N, 250 m) and the value at point (125 ∘ E, 20 ∘ N, 200 m) should be reduced to about 2 ∘ C. The Princeton Ocean Model with a generalized coordinate system (POMgcs, which will be discussed in Section 4.1) is used to show the dynamical evolution of the analyzed increment relative to the background in a 3D-Var case. Figure 2(a) shows the analyzed increment at the initial time, in which the increment shape does not follow the isolines of the potential density, and instead many increment contours run across the isolines. We integrate the model for 5 days starting from the background fields and analyzed fields. We show their difference as the dynamical evolution of the analyzed increments in Figure 2 (b). It is seen that the model dynamics tend to push the increments to evolve along the isoline of the potential density, especially in the frontal regions (the Kuroshio extension and the North Equator Current areas, e.g.). This means that if the initial analysis increments are consistent with the distribution of isolines of the potential density, both the assimilation and forecast errors will be reduced as the model forecast initial shock is minimized.
Based on the above discussion, we will design an isopycnal multiscale mapping operator in the original multigrid 3D-Var proposed by Li et al. [2, 13, 14] to implement the mixing consistent ODA scheme. The paper is organized as follows: Section 2 gives the methodology of the new data assimilation scheme. The data assimilation experiments and result analyses are given in Section 3. To further validate this new scheme in oceanic numerical forecast, "twin" forecast experiments are conducted and analyzed in Section 4. Section 5 gives conclusions and discussions.
Methodology
The traditional 3D-Var, using either correlation scales or recursive filters, can only correct certain wavelength errors [1] . Note that the shortwave errors should not be sufficiently corrected until the longwave ones are corrected; otherwise, longwave errors could be mistakenly treated as shortwave errors, resulting in erroneous analyses. To correctly minimize the longwave and shortwave errors, a multigrid 3D-Var data assimilation scheme is proposed in Li et al. 's papers [2, 13, 14] . In this study, we will use the multigrid 3D-Var as an example to design the potential density dependent ODA scheme. Our solution is to introduce a preprocessing in the multigrid 3D-Var system. Before optimization on each level grid, the preprocessing projects the observational residues between the observations and the sum of all the previous level grid analyses at observational point to the present level grid points using a mapping operator with the spatial correlation scale corresponding to the length of this level grid and the threshold of potential density difference. Thus, the assimilated data are not the residues on observation locations but the projected residues on the analysis grid points.
The mapping operator is described as follows. Following the basic idea of the multigrid 3D-Var (e.g., [1] ) and the convention in Li et al. [2] , let projects the background field to observation space. X ( −1) is the analysis results of the last level grid and is the final level grid of the multigrid analysis which depends on the observations' distribution.
The proposed mapping operator based on the correlation scales and the threshold of potential density can be expressed as
where the subscript is index of grid point and superscript obs represents observation. is the threshold value of the potential density difference of model background between the observational point and the grid point and is set to 0.05 kg/m 3 in this study. ( ) is a mask value of th grid point on th level grid with 1 representing wet grid and 0 representing dry grid. The black dot means multiplication operation. Therefore based on the model instant background potential density information, if the potential density difference between the observational point and the grid point is large (small) compared to the threshold, the projected observational residual value on grid point will be small (large). This character of the mapping operator can effectively inhibit the excessive spread of observation residue across potential density surface. From (2), this mapping operator can in general handle the temporal information for observations and can deal with the 4D data assimilation, but in this study, for simplicity, we omit the temporal term −[(
and only discuss the 3D data assimilation.
Given totally observational points, using the above mapping operator, the gridded observational residue ( ) on th grid point of th level analysis grid is
Since for a given grid point all observations can make an observational residual contribution to it, the final gridded observational residue should take the form of weighted average of all the observational residues calculated by (1). The black dot means multiplication operation. It should be noted that the same goal could be achieved by imposing a density gradient constraint on the background error covariance of the traditional 3D-Var data assimilation [4, [15] [16] [17] . The traditional 3D-Var using correlation scale method or recursive filter method is a single scale data assimilation method [1] . Although the density gradient constraint can be used in the traditional 3D-Var, it can only resolve single scale information. In this study, the multigrid 3D-Var is used to extract multiscale information from observation, and the density gradient constraint is used in this assimilation scheme. More reasonable analysis results with the multiscale information from observational network can be anticipated.
Following (9) in Li et al. [13] and (5) in Li et al. [14] , the cost function of the original multigrid 3D-Var is
where the matrix O stands for the observational error covariance matrix in the observation space. Superscripts and −1 represent matrix transpose and inverse respectively.
is a smoothing term with matrix S ( ) being a smoothing matrix at th level grid, and is a penalty parameter weighing how strong the smoothing term will be. The smoothing matrix ( ) is introduced in order to remove the local small-scale noise (such as "bull's-eye") in the analysis and is set to a static two-order smoothing operator [14] . If ( ) is a 2D matrix with ( , ) dimension, the expression of the smoothing term can be formulated by
where
is the ( , )th element of ( ) and the four coefficients are
where lon( ) and lat( ) represent the longitude and latitude of the ( , )th model grid, respectively. It is easy to infer that the smoothing matrix is a quasidiagonal matrix whose magnitude is ( ), where is the identity matrix. The multigrid 3D-Var data assimilation scheme attempts to obtain the optimal solution of ( ) through balancing the smoothing term and the observation term. Therefore, the O matrices are used to balance the smoothing matrices and are different from the observational error covariance matrix in the theory. For simplicity, we set the O matrices to identity matrix, which is also adopted in the previous studies [2, 13, 14] .
Since the observational residues on original observational positions have been projected to the grid points in the preprocessing procedure in our new multigrid 3D-Var scheme, the bilinear interpolation operator H ( ) from model space to observational space is reduced to the identity matrix. Therefore the cost function of the multigrid 3D-Var takes the following form:
is the observation projected in the state space. O * is the observational error covariance matrix in state space. On one hand this preprocessing using the above mapping operator can effectively improve the condition number of the Hessian matrix of the cost function on every level grid because the observational residues on original observational positions have been projected to the analysis grid points. On the other hand it can restrain excessive incremental analysis on direction cross front and produce more reasonable analysis results, which will be discussed later. Therefore, a critical step for the theoretical success of this data assimilation scheme is the projection of observations given in the observational space to "pseudo observations" in the model space and the consistent specification of matrix O * . Similar to the original multigrid 3D-Var, the new multigrid 3D-Var also starts analysis at its coarsest level. After ( −1) is solved, ( ) is computed with X ( −1) and (1)- (3). Then
is projected onto the model grids with the operator
. Last, X ( ) can be solved by minimizing ( ) . This process is repeated until it reaches the finest grid level. During the analysis, only the half "V" cycle [18] property of the multigrid technique is applied as it continuously refines the resolutions. Then the final analysis is as follows [2, 13, 14] :
From the above description, it is obvious that the new scheme [hereafter, we use "the new (old) scheme" to briefly denote the new (original) multigrid data assimilation scheme] also has multiscale analysis capability inherited from the old scheme, while the new scheme can make isopycnal data assimilation.
Data Analysis Experiments
In this section, we will conduct three data analysis experiments to assess the performance of this new scheme.
Idealized Experiment 1: Single Observation on a Front.
The study domain in this experiment is a rectangular flatbottom area which spans 115 ∘ -135 ∘ E in longitude and 0 ∘ -40 ∘ N in latitude with water depth being 500 m. From top to bottom, a south-north front is assumed to exist near 125 ∘ E. Figure 3 gives the 3D background temperature field, and to make the front clear, only the central longitudes of the horizontal map are shown (Figure 3(a) ). For simplicity, salinity in the whole domain is set to be 35 psu homogeneously. One observation with a given increment 4 ∘ C compared to the background temperature is just located at point Figure 4 (c)). The detailed structure can be seen in the vertical section (middle and right panels of Figure 4 (c)). Unlike the vertical structure of increment in the old scheme which is simple ellipsoid, the new scheme vertical structure is mainly distributed along the surface of potential density, which is consistent with the isolines of the potential density very well. The increment is almost center-symmetric relative to the observational position and the vertical position of the increment on the cold side of the front is a little bit higher than that on the warm side. Importantly, the strength of the front is conserved and the location is shifted to the cold side slightly in the new scheme (Figure 4(d) ), since the only one observational increment on the front has a positive value.
Idealized Experiment 2: Two-Point Observation on Both
Sides of a Front. It is the same as experiment 1 but two observations are assimilated in this experiment. One observation is located at point (123 ∘ E, 10 ∘ N, 300 m) on the cold side of the front with negative increment −4 ∘ C, and the other is located at point (127 ∘ E, 30 ∘ N, 300 m) on the warm side of the front with positive increment 4 ∘ C. The results are shown in Figure 5 but both the center and right panels are of the cross front. Figures 5(a) and 5(b) give the results of old scheme. Horizontally, increments relative to the background are circles around observational points, and the increments on the cold (warm) side can be spread to the warm (cold) side through the front. Therefore the front is destroyed. But in new scheme (Figures 5(c) and 5(d) ), the negative and positive increments are constraint to their own side not only horizontally but also vertically. And the strength of the front is conserved.
Real Data Analysis Experiment.
Furthermore a realistic case is carried out in this experiment. Figure 6(a) shows the temperature background at 300 m depth of output of March 24, 2005 , from our operational data assimilation and forecast system of China Ocean Reanalysis (CORA) [2, [19] [20] [21] . Figure 6(b) shows the in situ observational position (brown points) at 300 m depth in this day and the color shade gives the increment of observation relative to the background using the Kriging interpolation. With the old scheme, the analysis increment relative to the background at 300 m depth is shown in Figure 6 (c). As seen, the increment is very similar to that of the Kriging interpolation which does not take care of the fronts existing in the background and makes increments along and across these fronts. Figure 6(d) gives the result of the new scheme. The increments mainly spread along the isolines of the potential density of this layer, and cross front elements of increments are confined to very narrow areas. Figures 6(e) and 6(f) give the increment analysis result of one profile at a given observational point. It is obvious that vertically the old scheme only catches a roughly shape (blue line) of the observational profile (black line), while the new scheme gets more detailed structure, and the result (red line) is closer to the observation than that of the old scheme. In the multigrid 3D-Var, one can implement a full 3D analysis, and the cost function will be minimized to make the analysis field to fit observations as possible as it can in all three spatial directions. Therefore the multigrid 3D-Var just compromises horizontal and vertical analysis accuracy to fit observations. If one directional element, such as the cross front element, is squeezed, the minimization of the cost function will only focus on the other two directions, that is, along front and vertical directions, which makes it easier to fit observational profiles and obtains more detailed vertical information.
Twin Forecast Experiments
In this section, one-month twin forecast experiments are set up to further verify the validation of this new scheme in oceanic numerical forecast and examine whether the new scheme can provide more physically consistent initial conditions for model so as to improve model prediction quality.
Model. The model domain is 99
∘ -150 ∘ E in longitude and 10 ∘ S-52 ∘ N in latitude including the Bohai Sea, the Yellow Sea, the East China Sea, the South China Sea, and adjacent seas. The numerical model used in this study is the Princeton Ocean Model with a generalized coordinate system (POMgcs). The model horizontal resolution is 1/4 ∘ . The hybrid vertical grid of sigma and -level is used, with a total of 35 levels and a maximum depth of 5035 m for the configuration. In the area with the local depth being less than 200 m depth, the sigma-level grids are employed, while in other area the -level grids are used with shaved cell applying to the model bottom grids.
As for the meteorological forcing the wind field is obtained from the US National Centers of Environmental Prediction (NCEP) reanalysis, with a resolution of 1.875 ∘ × 1.875
∘ in space and 6 hours in time. The bulk formula is used to calculate wind stress. The heat and water flux are also taken from NCEP reanalysis. There is no river runoff to be considered in this study. The sea level, temperature, salinity, and currents specified on the open boundary come from the SODA (Simple Ocean Data Assimilation) reanalysis datasets.
Experiment Setup.
A one-month free model run using the above POMgcs from the CORA [19, [21] [22] [23] [24] Synthetic temperature and salinity observations are constructed by interpolating the TRUTH run results to some preset positions spatially and temporally. Instead of using highly inhomogeneous real observational positions which are not fit for making it clear to analyze the advantage of the different data assimilation schemes in this study domain, spatially and temporally homogeneous positions are employed. The zonal and meridional distances between neighboring observational positions are 5-degree. The vertical resolution is the same as that of the model. And the synthetic observations are generated with daily frequency. To simulate observations as real as possible, the random error of 0.3 ∘ C is imposed to the synthetic temperature observation and random error of 0.02 psu is added to the synthetic salinity observation by using the random white-noise simulation.
Three experiments are setup to demonstrate the performance of this new scheme. EXP1 is a control run similar to the TRUTH run but starting from the climatological March T/S field with the currents and sea surface height being zero. EXP2 is 7-day forecast experiment similar to EXP1 but using the old scheme to assimilate the synthetic T/S observations to construct the initial field. EXP3 is similar to EXP2 but using the new scheme to assimilate the synthetic T/S observations. All three experiments span one month from March 16 to April 16, 2005. In order to match the resolution of the synthetic observations, 6 level grids are applied to both schemes in EXP2 and EXP3 from 2 × 2 × 2 (only one big cell containing the whole study domain) to 9 × 9 × 33 (the horizontal interval is 6.375 ∘ × 7.75 ∘ , and the vertical resolution is almost the same as that of the model) which has a similar resolution with the synthetic observations. Figure 7 shows the first-day evolution of the temperature increments of EXP2 and EXP3 relative to the control run (EXP1) at 200 m depth, as well as the TRUTH run. Since the horizontal resolution of the synthetic observations is 5-degree, from this observational network only the information with wavelength not less than 5-degree can be resolved by the old scheme. Therefore, compared to the difference (we will call it truth) between the TRUTH run and the EXP1, the difference between EXP2 and the control run only catches some large scale (not less than 5-degree) information of the truth. However, by using the isopycnal mapping operator, some model dynamical information is effectively used to obtain some useful and additive small-scale and detailed information from the same coarse observational network; therefore lots of detailed structures are caught. Interestingly, after one month's data assimilation, the difference between EXP2 and EXP1 and the difference between EXP3 and EXP1 both gradually are close to the truth, and the latter is more and more alike the truth in detail, which can be seen in Figure 8 . This can be interpreted as follows. The old scheme can retrieve the multiscale information from the given observational network and construct good analysis for further model integration. Unfortunately, the resolution of the given observational network is very coarse and can not provide small-scale and detailed information. However in the new scheme, besides the multiscale information obtained in the old scheme, using the model dynamical information, the flow-dependent analysis with some additive and useful small-scale and detailed structure can be obtained by the new scheme from the observational network, and this flowdependent analysis is then input to the model as the initial field. Finally through the model integrating forward, we get more and more reasonable model forecast fields which can further provide more useful model dynamics for the next data assimilation cycle. Therefore the difference between EXP3 and EXP1 is close to the truth more quickly than that between EXP2 and EXP1. All of the forecast results are compared to the TRUTH run results and the root mean square errors (RMSEs) are calculated. Figure 9 shows the time series of 7-day forecast RMSEs of the different experiments. The RMSE of EXP2 is smaller than that of EXP1, which can attribute to the multiscale analysis capability of the old scheme. The RMSE of EXP3 is the smallest one among all these experiments through the whole forecast experiment time, which can attribute to the flow-dependent multiscale analysis capability of the new scheme. Figure 10 gives the vertical distribution of 7-day forecast RMSEs of different experiments. Similar to Figure 9 , the RMSE of EXP2 is smaller than that of EXP1 and the RMSE of EXP3 is the smallest one among all these experiments. For the temperature forecast the most improved layer of EXP3 compared to EXP2 occurs at about 100 m level, and for salinity forecast occurs at surface and about 200 m level. For one month average of the whole domain, the forecast temperature (salinity) RMSEs are 0.488 ∘ C (0.055 psu), 0.398 ∘ C (0.038 psu), and 0.360 ∘ C (0.033 psu) in EXP1, EXP2, and EXP3, respectively, which indicates that, compared to the control run, the old scheme can reduce the RMSE by about 18.4% for temperature forecast (31.2% for salinity forecast), while the new scheme can reduce RMSE by about 26.2% for temperature forecast (39.4% for salinity forecast); therefore the improvement of the new scheme over the old one is about 7.8% for temperature forecast (8.2% for salinity forecast).
Results.

Conclusions and Discussions
A new potential density gradient dependent analysis scheme for ocean data assimilation (ODA) has been designed and evaluated within a multigrid 3D-Var algorithm and a regional The new scheme based on the model background potential density information can effectively inhibit the excessive spread of observation residue in the direction of across potential density face. (2) Due to uses of local density information, the new scheme produces more physically consistent analysis increment structure in 3-dimensional space. (3) The new scheme provides more dynamically and physically consistent initial conditions and thus improves model forecast skills.
Although promising results are obtained in this idealized study, further research work still remains when the new scheme is applied to assimilate real observations. First, the flow-dependent mapping operator is generated from the forecast model potential density fields, and thus the assimilation and forecast performances of this new scheme depend strongly on the accuracy of the model forecast. This feature is also illustrated in Cummings [4] . A possible hybrid multigrid 3D-Var will be considered in the future studies. Furthermore, using a set of ensemble forecasts to construct a flow-dependent background error covariance may further improve assimilation quality. Second, the threshold of potential density gradient used in this new scheme may be model dependent and need further examination when the new scheme is implemented into a new global or regional ocean model for a global or regional ocean reanalysis. In addition, when the number of observations is large or the number of analysis grids is large, the interpolating from observational to model grid points is indeed not trivial. It needs us to further improve our scheme in the future.
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