Abstract
Introduction
40% of fine particulate mass (PM 1 and PM 2.5 ) in winter, and SOA accounts for up to 50% of OA (Gilardoni  100  et masses. In addition, the occurrence of frequent and prolonged wind calm periods and atmospheric stability 103 conditions during the night-time favor the accumulation of locally-emitted pollutants, especially during the 104 coldest months. These distinctive features of the Po Valley make it an interesting challenge to model SOA. 105 The Po Valley has been subject to several modeling studies pointing out the influence of both meteorological 106
and chemical processes on model performance. Lonati et al. (2010) report that underestimation of PM 2.5 107 mass by CAMx model essentially derives from a 60% underestimation of organic matter, whereas a rather 108 good agreement is observed for the other chemical species and especially for the ammonium-nitrate system. 109
In addition, Pernigotti et al (2013) concluded that CTM models continue to experience problems in 110 reproducing the PM 10 concentration levels observed in the Po Valley, particularly underestimating the winter 111 concentration. One key factor partially explaining this PM 10 underestimation is meteorology, particularly 112 concerning wind speed overestimation. But other factors, such as the systematic cold bias in the ambient 113 temperature and uncertainties in biomass burning emissions estimates, may also affect the results. Similar 114 findings were reported by Pirovano et al. (2015) . ) has been performed in order to evaluate the influence of the 129 adopted chemical scheme (SOAP and 1.5D-VBS) on OA reconstruction, also relying on local OA mass 130 spectra from positive matrix factorization of aerosol mass spectrometer data. 131
In particular, two specific aspects of our diagnostic evaluation provide new insights for CTMs improvement: 132 i) this is one of the first works presenting a complete evaluation of all the main meteorological and chemical 133 processes driving OA formation, also including a state-of-the-art chemical module like 1.5D-VBS; ii) this is 134 the first time that model diagnostic evaluation is performed at regional scale over the Po Valley, a very 135 challenging situation for its meteorological conditions and density of emission sources. 136 2 Modelling setup 137
CAMx configuration and modelled domain 138
We use CAMx 6.20 model (ENVIRON, 2015) to simulate dispersion phenomena and chemical processes. 139
Homogenous gas phase reactions are reproduced through CB05 mechanism (Yarwood et al., 2005) . The 140 aerosol scheme is based on two static modes (coarse and fine). Secondary inorganic compounds evolution is 141 described by thermodynamic algorithm ISORROPIA (Nenes et al., 1998) . According to the main goal of the 142 study, OA is separately simulated adopting both the algorithms available in CAMx: SOAP (Strader et al., 143 1999 ) and 1.5D-VBS (Koo et al., 2014) . 144 The SOAP approach considers VOC gas-phase oxidation chemistry, forming condensable gases (CG), and 145 equilibrium partitioning between condensable gas and secondary organic aerosol (SOA) for a number of 146 CG/SOA pairs. Properties of CG/SOA pairs used in CAMx are described in ENVIRON (2015 HOA is linked with emissions from traffic and fossil fuel combustion, BBOA with biomass burning for 242 residential heating. Among the three OOA factors, OOA1 was associated to the aqueous processing of 243 biomass burning emissions (and so called also aqSOA) while OOA2 and OOA3 were linked to local fresher 244 emissions (comprising again biomass burning products) and to very oxidized aerosols (typical of regional 245 background), respectively. Both these latter factors are probably generated both by gas phase oxidation 246 reactions not involving aqueous processing; therefore, hereinafter they are referred to as Dry SOA (DrSOA underestimations, while the latter consider the absolute value of the error. Similar information can be 256 inferred from RMSE, a widely used metric for model performance. Finally, IOA is a normalized measure of 257 the agreement with respect to the temporal variability, like correlation, but taking into account also the 258 influence of the error (Rao et al., 1985) . Meteorological parameters were evaluated at both WMO and ARPA 259
sites, but the presented results refer just to ARPA sites because performance was similar for the two datasets, 260 but the latter included more stations and was based on hourly data. 261
CAMx provided the same results in both simulations for all species except for OA, and consequently for 262 PM 2.5 and PM 10 , because the change in the chemical scheme affected only OA. Therefore, in the following 263 only one CAMx result is reported, except for OA, PM 2.5 and PM 10 . 264
Gas phase precursors were evaluated against hourly concentrations, PM 10 and PM 2.5 against daily 265
concentrations. PM 1 AMS data, averaged at 1-hour time resolution, were compared to modelled PM 2.5 266 concentrations, because the adopted chemical scheme considers only a fine (0-2.5 µm) and a coarse (2.5-10 267 µm) bin. The decision to use PM1 observations for the comparison is due to the size range measured by the 268 on-line instrumentation (the Aerodyne Aerosol Mass Spectrometer) that is below 1 µm. The comparison of 269 modelled and observed aerosol concentrations referring to different size ranges could introduce an additional 270 discrepancy to be taken into account, Particularly, in winter, when condensation processes are more relevant 271 and the accumulation mode is shifted towards larger diameter, we expect that non-refractory species in PM 1 272 fraction underestimate PM 2.5 concentration by about 20%. 273
The meteorological characterization of the simulation period and the model performance evaluation for gas 274 phase precursors are described in the supplementary material (SM). ). CAMx slightly underestimates the monthly mean 296 concentration at all sites, with the exception of SOAP scheme for PM 10 at RB sites, where the model shows a 297 positive bias around 5%. At all sites the VBS scheme underestimates PM mass more than SOAP; however, 298 IOA seems not influenced by the chemical scheme used. These findings are confirmed also by the inspection 299 of the concentration time pattern (Figure 3) , showing that SOAP scheme results are slightly higher than 300 VBS, even though the models share the same temporal evolution. Figure 3 Coherently with nitrate and sulfate reconstruction, a small underestimation is shown also for ammonium at 327
Milano VBS scheme predicts SOA concentrations 2 to 5 times higher than the SOAP scheme. However, both 366 schemes still underestimate SOA concentrations (monthly mean = 4.5 μg m -3 ) with a bias of -3.8 μg m -3 (-367 83%) and -4.3 μg m -3 (-93%), respectively. Observed SOA can be decomposed in one factor (OOA1) formed 368 through aqueous phase processing of organic aerosol in wet particles, and two factors (OOA2 and OOA3) 369 corresponding to SOA formed from gas-phase oxidation and processing. Since both SOAP and VBS 370 schemes neglect SOA formation in aqueous phase, a more accurate comparison is reported in Figure 11e , 371
where CAMx SOA are displayed against DrSOA (obtained by the sum of OOA2 and OOA3). The removal 372 of the aqSOA from SOA budget improves model performance with decreasing bias (from -83% to -74%) and 373 increasing IOA (from 0.48 to 0.52). Although CAMx results still widely underestimate DrSOA (Table 5),  374 this result suggest that including wet aerosol chemistry might help to reduce the discrepancy between 375 modeled and observed SOA. 376
Discussion

377
One of the common features of the CAMx results is the systematic underestimation of both gas and aerosol 378 concentrations taking place in the middle of February. As the underprediction of these peak events affects 379 both gaseous precursors and PM, regardless for the modelling scheme adopted (i.e. SOAP or VBS), it might 380 be linked to limitation in the meteorological simulation and not to the SOA formation and ageing. As 381 discussed in S.M., such period was characterized by a snowfall episode (February 11-12) followed by the 382 development of more stagnant conditions ( Figure S.9) . The discrepancy between modelled and observed 383 concentrations is clearly described in Figure S .10 and S.11, showing the comparison between modelled and 384 observed NO X and NO 2 concentrations. Model underestimation occurs over the whole domain, but 385 particularly in the Alpine foothill areas (Figure S.12 ). This is confirmed also by the comparison between 386 hilly and plain sites shown in Figure S .16. The model underestimation is probably related to a wrong 387 reconstruction of the Planetary Boundary Layer (PBL) height during that period. Indeed, as shown in Figure  388 S.18, WRF simulates a higher PBL height at foothills than in the plain area, while the spatial distribution of a 389 primary pollutant such as NO X (Figure S.12) seems suggesting the opposite. The incorrect reconstruction of 390 PBL height is probably related to a corresponding overestimation of wind speed and related mechanical 391 turbulence. As shown in Figure S .14, WRF reproduces correctly the development of the temperature field, 392 while it overestimates wind speed at hilly areas. Such discrepancy is the likely cause of the PBL 393 overestimation, as it can be inferred from Figure S .15 showing that in the hilly region PBL height is mainly 394 driven by wind speed, particularly during night-time and early-morning hours. 395
The analysis of the modelled PBL height over the whole month at hilly and plain sites shows two additional 396 and interesting features: the first one is that the meteorological model is able to follow the development of 397 different dispersion conditions along the whole month, correctly simulating low PBL heights during stable 398 conditions (middle of February) and more diffusive conditions during unstable periods (e.g. February 7-10), 399 but it is not able to completely capture the features of the strongest accumulation conditions. The second 400 feature is that WRF tends to simulate a higher PBL height over hilly areas than plain areas, particularly 401 during night-time, pointing out a systematic behavior in WRF, not depending on specific meteorological 402 conditions. A more general consequence that can be ascribed to the influence of meteorological model 403 performance is that WRF favors the accumulation of pollutants in the plain areas while concentrations could 404 be more strongly underestimated close to foothill areas. This feature seems particularly clear during strong 405 stagnation conditions. This can have an influence on both primary aerosol components, such as EC (see 406
February 13-18 in Figure 4 ), but also on secondary PM. Indeed, as shown in Figure 6 and 22-27 when PM was overestimated by the model (Figure 3 ). This discrepancy may be linked to the 415 underestimation of rain by WRF during those periods as shown in Figure 2 . 416 Besides of meteorology also uncertainty in emission reconstruction can affect modelled results. As shown in 417 Figure 5 , sulfate concentration is correctly reproduced in Ispra and Milano, while it is overestimated in 418
Bologna. Overestimation takes place particularly during night-time hours and could be related to an 419 overestimation of ground level SO 2 emissions in Emilia Romagna region. As depicted in Figure S that can be emitted by traffic, fossil fuels, biomass burning and industry. As shown in Figure 4 and Table  427 S.3, EC is frequently overestimated at all sites, with the exception of middle February, likely due to an error 428 compensation with meteorology. The overestimation is stronger at the urban site of Milano than at the rural 429 site of Ispra, suggesting that the traffic EC used as input in CAMx should be lowered. 430 The analysis of AMS data showed that POA represents about 45% of the OA total mass. showed that on average about 30% of the total observed SOA derives from oxidation processes in 462 heterogeneous phase (Table 5 ), but this fraction can be even higher (e.g. February 13-16, see Figure 11d However, even neglecting the SOA fraction related to aqueous processes, the lack between modelled and 472 observed concentrations is still relevant, as shown in Figure 11e . The analysis of the secondary organic 473 fractions reveals that CAMx underestimates the contribution of both fossil fuels and biomass burning 474 sources. Comparing the hourly time series of SOA, OOA2 and OOA3, as well as the mean day of the same 475 species (Figure 11i, j) it is worth noting that their atmospheric fate seems driven by different processes. 476
Indeed, SOA and OOA3 show quite flat hourly profiles, while their day-to-day variation reflects the 477 development of the different stagnation and dispersion conditions. This suggests that the total burden of 478 modelled SOA is more influenced by aging processes, taking place over time scales of several days, than the 479 temporal variation of emission sources.. The underestimation of semi-volatile emissions as well as of the 480 strength of the aging process can be reasons of CAMx underestimation. In contrast, the sub-fraction of SOA 481 directly linked to biomass burning (OOA2) presents a very clear daily cycle and seems less influenced by the 482 evolution of the meteorological conditions. This points out that the formation of SOA from wood burning 483 emissions could be driven by faster processes, more closely related to the availability of OA precursors. 484
Missing precursors in CAMx could be a reason of model underestimation of this fraction. 485
Conclusions 486
The aerosol concentration in the Po Valley was modelled with the regional air quality model CAMx 487 implementing two different schemes (SOAP and 1.5D-VBS) for organic aerosol reconstruction. Model 488 simulations considered February 2013 as a case study. Although the model well simulates inorganic aerosol, 489 regardless of the partitioning/aging approach (SOAP or VBS) used for OA, PM mass concentrations are 490 systematically under predicted both by CAMx-SOAP and by CAMx-VBS, due to underestimation of OA. In 491 order to investigate OA model performance, the VBS simulation predictions were compared with factor-492 analysis of the Aerosol Mass Spectrometer (AMS) data for one monitoring site. 493
Even though limited to a rather short winter period, the main conclusions stemming from these simulations 494 and comparisons with observations are as follows: 495
• Meteorological fields were reasonably reproduced by the meteorological model WRF. However, the 496 model showed some limitations in the reproduction of some specific features (e.g. the PBL evolution 497 in foothill areas) that can lead to relevant discrepancies between the predicted and the observed PM 498 mass, as shown by the strong PM underestimation during a few episodes in the period of this study. 499
• Limitations in meteorological fields can explain a large part of CAMx discrepancies in reproducing 500 gas phase precursors and inorganic aerosol, but they can elucidate only to a lesser extent CAMx 501 performance for organic aerosol. 502
• CAMx performance for OA is clearly better for the primary than secondary fraction 503
• For total OA (i.e.: POA + SOA) SOAP scheme provides better results than VBS, because POA 504 fraction is overestimated, thus partially compensating the SOA underestimation. In the SOAP 505 simulation the predicted POA fraction is higher than the one derived from CAMx-VBS because the 506 SOAP approach does not take into account the volatility of POA 507
• Overall the VBS scheme seems to give more realistic estimates for the different fractions of OA. 508
These results support the idea that many processes neglected in the SOAP scheme are important 509 (e.g.: oxidation of intermediate to low volatility organic compounds, partitioning of POA, and the 510 oxidation and fragmentation pathways). 511
• POA fraction related to biomass burning is better reproduced than HOA, pointing out either a 512 underestimation of organic emissions from road transport or an overestimation of the volatility. 513
• The underestimation of SOA can be related to several shortcomings in both emissions and process 514 description. A first finding that stems from PMF analysis is that in the Po valley a relevant fraction 515 of OA is produced by heterogeneous phase processes, probably driven by fog, that so far are totally 516 missing in the chemical scheme. Secondly, the model seems unable to correctly capture the faster 517 intra-day processes that characterize the daily evolution of SOAB as well as the slower aging 518 processes that rule the OA accumulation over longer periods. The underestimation of the former 519 processes could be related to an underestimation of SVOC emissions from domestic heating that can 520 contribute to SOAB formation processes over a rather short time-scale, as underlined by Ciarelli et 521 al. (2015) . On the other hand, the underestimation of aging processes could be ascribed both the 522 chemical mechanism and particularly to the strength of the oxidation processes that could take place 523 at high NOx concentrations and low photochemical activity (Fountoukis et al., 2016) as well as to an 524 underestimation of the gas phase precursors, such as IVOCs that are highly uncertain and the can 525 affect the amount of the available oxidants (Tsimpidi et al., 2010) . 526
In more general terms we can affirm that the results obtained in this work confirmed several findings of 527 previous studies, but with a specific focus on the Po valley, an area where local and regional meteorology 528 influence air quality processes no less than local and regional emissions sources (Ricciardelli et al., 2017) . 529
This allowed to investigate the influence of such peculiar features on OA modelling, with respect to previous 530 studies mainly dealing with the European scale. Particularly, the presence of frequent stagnation conditions 531 can: i) amplify the effect of errors in the emission inventories, as in case of the HOA fraction; ii) increase the 532 influence of IVOC/SVOC emission underestimation on OA formation through aging processes; iii) enhance 533 the role of heterogeneous phase processes, mainly driven by fog. 534
Moreover, the sensitivity analysis of the OA modules indicates that CAMx 1.5D-VBS is a very promising 535 approach in describing OA concentration and composition, although there are still relevant limitations and 536 uncertainties to be further investigated. First, this VBS scheme requires a number of assumptions concerning 537 the volatility, reaction rates and oxygen gain at each oxidation step, that are partially depending on each case 538 study, but that are very difficult to identify. Consequently, parameters available in literature are often used. 539
Additional sensitivity studies of the VBS setup are therefore required, in order to assess the actual sensitivity 540 of the modelled results to the input setup. A second recommendation for future research concern emissions. 541
Particularly, improved estimations of the amounts and speciation of primary SVOCs and IVOCs as well as 542 more specific measurements of the sources of SOA are needed to further constrain and evaluate the model 543 results. Additional research should also be carried out in order to improve the reproduction of aqueous-phase 544 processes, above all in presence of fog. Last but not least, performing the comparison of the modeled 545 concentrations with filter-based PM speciated data and with AMS data from a larger number of monitoring 546 sites, both collected in the different seasons of the year, would give a great impact to evaluate the model 547 performance. 548
Finally, the application of the 1.5D-VBS should be extended also to a summer case. 
