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It is shown that all solutions of certain recursively defined, infinite systems 
of differential inequalities converge to zero. Convergence is global for initial 
value inequalities, but only local for boundary value inequalities. Applications 
to the stability of differential games are sketched. 
1. INTRODUCTION AND RESULTS 
Certain questions concerning the stability of differential games lead 
naturally to infinite systems of differential inequalities which are defined 
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recursively. These questions were considered in [l], in which were proved two 
results, stated below as Theorems 1 and 2, on the convergence of solutions of 
such systems. Our purpose here is to prove Theorems 3, 4, and 5 below, 
which generalize Theorem 1 and 2. Our proofs, given in Section 3, are some- 
what shorter than those in [l]. In Section 4 we give a different proof of 
Theorem 4, based on the theory of vector integral inequalities, and indicate 
some generalizations. Applications to differential games are sketched in 
Section 2. 
Notation 
For each fixed n, Qt) and m(t) b 1 e ow are vector valued functions of, 
possibly, different finite dimensions. The symbol 1 * 1 denotes any vector 
norm. Unless explicitly stated otherwise, all other functions and constants 
appearing below are nonnegative. If a function f(t) belongs to LP on 
0 < t < T, then we shall write 
Ilfll, = (j;fw qp, 1 d P < co* 
We let [If/l denote llfllr. A sequence {x~}++,, will be written simply as {xn}. 
Theorems 1 and 2 were proved in [l]. 
THEOREM 1. Let {x,,(t)} be a sequence of continuously dij’ferentiable functions 
satisfying, for some constant 01, 
I &WI < 4 %@)I + I %4>l + I %-&)I] + % 
for 0 < t < T and n > 2. Let I x,(O)\ + Ed -+ 0 as n + CO. Then ( x%(t)1 -+ 0 
uniformlyonO<t~Tasn-+~. 
THEOREM 2. Let {xn(t)> and {m(t)} be two sequences of continuously 
dz@rentiable functions satisfying, for some constant 01, 
I %‘(a G 4 %#)I + I %dt)l + I m(t)l + I m-&>I1 + En 8 
I Y?zV)I G 41 %-&)I + I Y&I + I m-IWII + %I > 
XJO) = 0 and m(T) = 0 
forO<t<Tandn>1.Let~,+Oasn+~andassumeTissosmallthat 
(1 + a)(2 + LX) TeaT < 1. 
Then 1 xn(t)l + I m(t)1 --t 0 uniformly on 0 < t < T as n + CO. 
Theorems 3 and 4 each generalize Theorem 1. 
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THEOREM 3. Let (xn(t)} b e a sequence of absolutely continuous functions 
satisfying 
be.) 
for 0 < t < T and n > 0. Suppose 1 xn(0)l + 11 pn (I--+ 0 as n 
also that, for some p > 1, 
II L- IIP + 0 as n+co foreach i>O, 
L = lirn2:p i II A,< IID < co. 
i=O 
ThenIx,(t)l-+OuniformlyonO<t<Tasn-+co. 
co. Suppose 
(1) 
(2) 
Theorem 3 as stated is false for p = 1; a counterexample is given in 
Section 2. Nevertheless, the following result does hold (note that the Ani are 
now constants). 
THEOREM 4. Let (xJt)> be a sequence of absolutely continuous functions 
satisfying 
I h’@)l < f(t) i & I @)I + 4) 
i=o 
(a.4 (3) 
fotO~t9Tandn~O.LetIx,(O)I+/ICLlzI(~OaSu~CO,andZetfEL1 
onO<t<T.Assumethath,,+Oasn+ooforeachi>Oand 
L = lirn+yp i A,$ < a~ 
i=O 
Then I xn(t)l -+ 0 uniformly on 0 < t < T as n + co. 
Our final result generalizes Theorem 2. In Section 2 we shall comment on 
the “local” nature of Theorem 5. 
THEOREM 5. Let {xn( t)} and { yJ t)} be two sequences of absolutely continuous 
functions satisfying 
I %av)l < 2 {%&> 
i=O 
xi(t>l + Mt) I Yi(t)lI + I-dt)3 
(4) 
xi(t>l + Ut) I Yi(t)l> + Pn(t), 
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for n 2 Oandforalmost alit in [0, T]. Suppose /xn(0)l + /y%(T)1 + i/pL,jl+O 
as n ---f co. Suppose further that all four sets of coefjkients atisfy (1) with p = 1, 
and that 
limsyp max f (1 
L 1 
%/I + IlYnill, f IIBnill + llhll iI < 1. (5) i=O i=O 
Then 1 xn(t)l + / m(t)1 -to uniformly on 0 < t < T as n+ 00. 
2. REMARKS AND APPLICATIONS 
The example 
X n’ = x0 = 1, X7@) = 0, 
with solution xn(t) = t, and the example 
X 12’ = nx, , ~~(0) = n-l, 
with solution xn(t) = n-lent, show that conditions (1) and (2) cannot be 
dropped from Theorem 3. We next show by an example that p = 1 cannot 
be allowed in (1) and (2) in Theorem 3. 
EXAMPLE 1. Let T = 1 and let {tn} be a strictly increasing sequence such 
that t, ---f 1 as n + co. Let Ani = 0 for all 0 < i < n < co except 
i = n - 1. Denote h,,,-l(t) by a,(t) and suppose that o,(t) is continuous on 
0 < t < 1, vanishes outside [tnel , t,], and satisfies 
Let x0(t) = 1 for 0 < t < 1. We consider the scalar equations 
x,‘(t) = s(t) %-l(t), x,(O) = 0, 
for n 3 1. Then it follows by induction that, for t > t, , xn(t) > 1. Thus, 
although the hypotheses of Theorem 3 are satisfied with p = 1, the sequence 
{xn(t)} fails to converge uniformly to zero on [0, 11. 
Note that Theorem 5 with m(t) = 0 says that Theorem 3 holds with p = 1 
provided that we have L < 1. In the above example the result failed because 
L = 1. This also shows that the inequality (5) is sharp for L1 coefficients. 
But we do not know whether (5) is sharp for constant coefficients. 
In order to see more easily the difference between the local character of 
Theorems 2 and 5 and the nonlocal character of Theorems 1, 3, and 4, let us 
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suppose for the moment that all coefficients Ani , ani , etc., are constant. In 
Theorem 3 the sequence {x%(t)} converges to zero no matter how large T is. 
If the hypotheses are satisfied on every compact subset [0, T] of [0, OO), 
then the sequence {am} converges to zero on [0, co), and the convergence is 
uniform on each compact subset. However, the conclusions of Theorem 5 
hold only for T sufficiently small. To see this, consider for 712 1 the scalar 
equations 
%‘(4 = m-l(t), %(O) = 0, 
m’(t) = -%-l(t)> Ye = 0. 
(6) 
First let T = 7r/2. Then x,(t) = sin t and m(t) = cos t for all n > 0 
satisfies (6) but 1 ~~(t)j + 1 m(t)\ fails to converge to zero as n -+ co. For 
unrestricted T, Theorem 2 shows that 1 xn(t)j + 1 ya(t)l -+ 0 uniformly on 
0 < t < T provided 6TeT < 1. Theorem 5 shows this fact provided T < 1. 
In fact, if we consider the case given in Theorem 2, then Theorem 2 gives the 
convergence for 
TeaT < (2 + 3a + LX~)-~, (7) 
while Theorem 5 gives the convergence for 
T < (401)-l. (8) 
If 01 < 1, then (2 + 301 + a2)-l < (50r + c?)-l < (41~)-l. If 01 > 1, then 
(2 + 301 + a”)-’ < (2 + 401)-l < (401)-l. Thus (8) allows a larger interval of 
convergence than does (7). This means that Theorem 5, in addition to being 
more general, gives a slightly better estimate of the interval of convergence 
than does Theorem 2. 
These results apply to stability problems in differential games. For certain 
m-player, linear differential games 
z’(t) = A(t) z(t) + 2 Bj(t)uj ) z(0) = z, (9) 
j=l 
with quadratic cost, where the state z and the strategies uj are vectors, each 
player has the feedback equilibrium (saddle point) strategy 
q(t) = G(t) x(t) + 4(t), j = l,..., m, (10) 
where each Cj(t) is a continuous matrix and each d,(t) is a continuous vector. 
The problem is that the present state z(t) may not be known. So the game 
might be played repeatedly on an interval 0 < t < T, and if the players know 
an approximation of the previous states, they could play, for example, at the 
nth stage 
q’(t) = (q(t) gz’“-l’(t) + 29-2)(t) + e,(t)] + $(t), 
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where en(t) + 0 uniformly on 0 < t < T as n + 03. More generally they 
might prefer to consider a weighted average of all previous states, such as 
[ 
n-1 
u:.“‘(t) = q(t) c 29+)(t) + e,(t) + dj@), 
?A0 1 
or 
[ 
n-1 
ujyt) = q(t) 1 n-??+“‘(t) + c,(t) + qt). 
i=O 1 
Now suppose each player uses the strategy (11). We substitute (10) into (9) and 
call the resulting equilibrium solution S(t). Then we substitute (11) into (9) for 
j = I,..., m and call the resulting solution z+](t). Let xn(t) = S(t) - dn)(t). 
Then {xn(t)> satisfies a system of differential inequalities of the type given in 
Theorem 3. The fact that ] x,(t)1 -+OuniformlyonO<t<Tasn+oo 
means that z@(t) -+ S(t) and u?‘(t) -+ zZj(t). If either of the other expressions 
for u:“)(t) is used, then z?)(t) -+ 2(t) and again the strategies converge to the 
equilibrium strategy. On the other hand, suppose some players, at the nth 
stage, use the feedback formula (lo), while others solve a certain minimi- 
zation problem (optimal control problem) based on the other players’ 
strategies at previous stages. Then one can derive differential inequalities with 
boundary conditions of the kind considered in Theorem 5. Again, if the 
solution converges to zero, the state converges to equilibrium. Details of 
these applications are given in [l]. 
3. PROOFS 
It is convenient to prove three lemmas from which the proofs of 
Theorems 3, 4, and 5 follow easily. 
LEMMA 1. Let {M,} be a sequence of nonnegative numbers. Let 
Q = lim sup M,, as n -+ co. Assume 0 < Q < co. Then there exists a strictly 
increasing sequemze {k,} of positive integers and for every 0 satisfying 0 < 0 < 1 
there exists a positive integer N = N(0) such that 
M,c, b eMi for all N < i < k, , 
Mt., -Q as n+ co. 
Proof. First suppose 0 < Q < 00. Choose {k,} so that Mk, ---f Q. Let 
0 < B < 1. Then there exists P = P(e) such that BP < Q < P. Choose 
N = N(B) so large that M, < P for all i > N and also so that BP < 
MK, < P for all k, > N. Then for all N < i < k, , eMi < BP < Mk,. 
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Now suppose Q = 03. Then one can easily choose (k,} so that Mkm -+ CO 
and &Ii < Mk, for all 0 < i < k, . The proof is complete. 
LEMMA 2. Let (M,} be a sequence of nonnegative numbers satisfying 
where p,, -+ 0 and tRi -+ 0 as n -+ co for each fixed i >, 0. Let 
A = lim+?p i lni < 1. 
i=O 
Then M,, +OUS?Z+CQ. 
Proof. Suppose not. Let Q = lim sup M,, as n -+ co. Then 0 < Q < co. 
Choose 8 so that A < f3 < 1. Choose {k,} and N as in Lemma 1. Let 
M = max Mi for 0 < i < N. Then for all sufficiently large m E {k,}, 
This is a contradiction. Therefore, the lemma is proved. 
LEMMA 3. LetfELponO < t < Tforsomep > l.Lety>O. Thenforall 
O<t<T, 
et I 1 eYuf (4 du < llf Ilp(vFq, 4 = PNP - 1). 
Proof. Using Hiilder’s inequality, we have 
I 
t 
oe’“f(u)du < [~:e~Q”d~]“‘/lf iI9 
G e%4-1’q II f llD , 
from which the result follows. 
Proof of Theorem 3. Choose y > 0 so large that (yq)l/* > L, where 
q = p/( p - 1). Define 
M, = sup(e+ I x,(t)1 : 0 < t < T}. 
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Let 0 < t d T and pn = I x,(O)/ + II CL,, II. Then 
I &>I d in + ,: go U4 I Ml ds. 
z 
Therefore, using Lemma 3, we have 
e-t ( q&(t)/ < &pn + e+ SC t n X,i(s) evsMi ds 0 i=O 
Since t no longer appears on the right, 
M,, < i Mi II hi 119 (M)Y’~ + in. 
i=O 
By (l), (2), and the choice of y, we may now apply Lemma 2 to conclude that 
M,, -+ 0 as n -+ 00. Theorem 3 is proved. 
Proof of Theorem 4. The proof is the same as the proof of Theorem 3 
given above; however, instead of Lemma 3, one uses the fact that for this fixed 
f(t) 
s 
t 
e-4 eYsf (s) ds + 0 as Y-+W 
0 
uniformly on 0 < t < T. To see this fact, let E > 0. Then choose S > 0 so 
small that 
s t t-sf (4 ds < 42 for all 0 < t < T. 
Then choose fl so large that 2e-@ jl f 11 < E. Then 
s t [S t--6 e-Yt eYsf(s) ds = e-yt @‘Y(s) ds + St --6 @'"f(s) ds 0 o 1 
G e-y’llfll +It J’(s)ds -=c Et--6 
for all y > /3, proving the claim. Thus one need only choose y so large that 
i 
t 
2Le-vt 
0 eYy(s) ds G l 
for all 0 < t < T. Theorem 4 is proved. 
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Proof of Theorem 5. Let P, = sup 1 xn(t)j and Qn = sup 1 m(t)1 for 
0 < t < T. Then by integrating (4) we have 
Pn < i (II ani II Pi + II Bni II QJ + I dO)l + II in II) 
i=O 
Qn d i {II YES II Pi + II ani II Qd + I YAT)I + II in II* 
i=O 
LetM,=P,+Q,andp,= I GKOI + I m(T)I + 2 II pn II. Let 
L = maxill %i II + II hi II, II i%i II + II hi II>. 
Then 
From (5) and Lemma 2, we conclude that M, + 0 as n + 00, completing the 
proof. 
4. ALTERNATE PROOF OF THEOREM 4 
There is an alternate access to theorems such as Theorem 4, based on the 
theory of vector integral inequalities. We give below the statement and a 
sketch of the proof of a general result on such inequalities, and we then 
apply it to give another proof of Theorem 4. In what follows y(t), z(t), u(t), 
s(t), w,(t), and g(t) will denote d-dimensional vector valued function of t, 
and K(t, y) will map [0, T] x lid into Rd. All functions are continuous. We 
say that y < z if yi < zi for each i = l,..., d and that k(t,y) is monotone 
increasing in y if, for all 0 < t < T, 
YGT implies k(t, y) < k(t, 7). 
LEMMA 4. Let y(t) and z(t) satisfy 
r(t) G .dt) + It k(s, y(s)) ds, 
0 
44 2 g(t) + s:, k(s, 4s)) ds, 
for all 0 < t < T. Assume k satisjies 
I W, Y) - W, r)l < v(t) I Y - r I 
for ally and 7 in Rd, where v is integrable on 0 < t < T. Assume further that 
k(t, y) is monotone increasing in y. Then y(t) < z(t) for all 0 < t < T. 
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There are essentially two different methods of proving this result. In the 
first method one starts with a theorem where, in the assumption and the 
conclusion, the < sign is replaced by a strict < sign; this theorem is easily 
proved by contradiction. Lemma 4 is then obtained from this theorem by a 
limiting process. This method of proof may be found, for example, in [2, $61. 
The second method of proof, which we shall indicate now, is also well 
known; it is based on successive approximations. First, we note that under our 
assumptions, the equation 
has exactly one (continuous) solution on 0 < t < T, and the sequence of 
successive approximations, obtained from any continuous zero approximation, 
converges uniformly to u(t). A simple proof of this well known fact runs 
as follows. The space of continuous functions u(t) from [0, T] to lid 
equipped with the norm 
11 u I]* = max{] u(t)1 e-O($) : 0 < t < T}, 
where 0(t) = $9)(s) cis, is a Banach space B. The map G defined by 
(W(t) = g(t) + ,: & W ‘is 
maps B into itself, and it is a contraction. Indeed, 
I(Gu)(t) - (Gw)(t)l e-@(t) < e-a(t) 
s t I w, 44) - 45 WI ds 0 
< e-o(t) 11 24 - w /I* /i q(s) e@@) ds 
= /I 24 - w II* (1 - e-Ott)). 
Setting 4 = 1 - e-@(r) < 1, we obtain 
IlGu--ll*<qllu--II*, 
and the assertions stated above follow from the contraction fixed point 
theorem. 
Second, we note that due to the monotonicity of It(t, y) the operator G is 
monotone increasing, i.e., u(t) < e)(t) on [0, T] implies (a)(t) < Gw)(t) on 
[0, T]. If we solve (12) by successive approximations starting with the zero 
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approximation v,(t) = r(t), then w1 f Gv, >, et, . Furthermore, the sequence 
{on>, defined by v,+~ = Gv, , is increasing since zlnel < a, implies Gw,-, < 
Gv, , i.e., v, < v,+i . Thus er, 1 u, the solution of (12). Similarly, the 
sequence (w,}, defined by w,,(t) = z(t) and wnfl = Gw, , satisfies w, 1 u. 
Thus 
y(t) = wo(t> < u(t) < w,(t) = z(t) 
for 0 < t < T. This completes the proof of Lemma 4. 
In order to apply Lemma 4 to the proof of Theorem 4, we need one final 
lemma. It allows us to find “upper solutions” z,(t) of (3). 
LEMMA 5. Let {pn} be a null sequence (i.e., pn + 0 as n + co) of nonnegative 
numbers. Let {Ani} satisfy 
2 ARi < L for all n > 0, 
i=O 
and hni --+ 0 as n -+ co for all i > 0. Then to each E > 0 there corresponds a null 
sequence {a,} satisfying, for all n > 0, 
=n 2 Pn and L(l + +, >, g A,& . 
i=O 
Proof. Let 0 & pn < A for all n. Define 
for mk < n < mk+l (h = 0, l,...), 
where q = (1 + ~/3)-l and where {mk} is a strictly increasing sequence of 
positive integers defined recursively as in Table I. 
TABLE I 
m, : m. = 0, 
m, : in < 4 for n >, m, , 
mz : in G A$ and c baiq < !&Q for n > m, , 
i<m, 
. . . 
mk : pn G Aqk and c h,<ai < &ALqk-1 for n > ntk ) 
I <mh-1 
. . . 
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Thus 0 < pn < on 4 0 as n + co. Furthermore, for mk < n < mk+l we have 
2 Lui = C h&Ui + C h&i 
i=o i-an~-, i>m,-, 
< &ALqk-l + ALq”-1 
d ALq”(1 + 6) = L( 1 + l )un , 
since we may assume without loss of generality that E < 1. Lemma 5 is 
proved. 
We may now prove Theorem 4. Actually, we can prove a little more. 
THEOREM 4”. Let the hypotheses of Theorem 4 hold on 0 < t < T < 03, 
except that f (t) is required to be integrable only on every compact subset of [0, T). 
Then to each E > 0 there corresponds a null sequence {un} such that for all 
O<t<T, 
1 xn(t)j < a,e(l+~)LF(t), F(t) = /:f(s) ds. 
Proof. Let y%(t) = 1 xn(t)/ and pn = 1 x,(O)1 + 11 pL, I/. Then yn satisfies 
Yatt) S Pn 4 Stf Cs) i AniYi(S) dS* 
0 i=O 
Let E > 0. Choose {u,} by Lemma 5. The function 
#(t) = e(l+r)LFW 
is the solution of the integral equation 
W = 1 + L(1 + 4 j:r(“) #(s) ds. 
Therefore, the sequence {z=(t)} defined by z,(t) = o,+(t) satisfies 
2 Pn + $ hni”i j:f Cs) tYs) ds; 
hence 
Zn(t> 2 in + ff(s) i h%(s) ds* 
0 i=O 
(13) 
(14) 
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Now we fix d and consider the inequalities (13) and (14) for n = 0, l,..., d 
and 0 < t < t, < T. From Lemma 4 we conclude that 
m(t) < zn(t) for n = 0, l,..., d and 0 < t < tr . 
Since d and t, are arbitrary, we have 
1 xn(t)l < a,+(t) = u,e(l+fbLFct) 
for all n > 0 and 0 < t < T. This completes the proof of Theorem 4*. 
Remark 1. If f(t) is integrable on all of [0, T), then Theorem 4* states 
that 1 +Qt)l -+ 0 uniformly for 0 < t < T as n + co, so that the formulation 
of the conclusion with E > 0 yields no further information in this case. Yet if 
f(t) is not integrable over [0, T), as for example in the case where T = co and 
f(t) is a constant, then the conclusion of Theorem 4* contains actually more 
than the mere statement hat the convergence is uniform on compact subsets 
of [0, T). 
Remark 2. The assertion that the system of inequalities (3) is defined 
recursively (i.e., that (Ani) is a lower triangular infinite matrix) was never used 
in the proof of Theorem 4*. Indeed, the proof shows that the conclusion holds 
for an arbitrary infinite matrix (A,<) provided that each row contains only 
finitely many nonzero elements, and there exists a strictly increasing sequence 
of positive integers {qR} such that 
Ani = 0 for 0 <n < qk and i > qk , k = 1,2,... . (15) 
Then, for a given k, one considers (13) and (14) for n = O,..., qlc and applies 
Lemma 4. The point of this remark is that it is not essential that the entire 
sequence {x,} be defined recursively. Rather it is enough that only a sub- 
sequence (~~3 be defined recursively. The following example shows that (15) 
cannot be dropped. 
EXAMPLE 2. Let T > 0 be arbitrary, let a, > 0 for every n > 0, and 
define 
X&) = 2-m + c,t2 
for 0 < t < T, where {cn} is defined recursively by c,, = 1 and 
c 
n+1 
= max{n, 2n+1c,2a;2} 
for n 3 0. This implies that {xn(t)} satisfies 
&z’(t) f %2%+1(t), A&(O) = 2-n. (16) 
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To see this, we compute 
a,x,+,(t) - xn’(t) = a,2-“-1 + a,c,+,t2 - 2&J, 
which is non-negative if the discriminant is non-positive, i.e., if 
(2cJ2 - 4an22--n-1c,+1 < 0. 
Since this in the case, (xla(t)} satisfies (16). However, xn(t) -+ CO as a--+ CO 
for all 0 < t < T. Thus the conclusion of Theorem 4 fails for (16) no matter 
how fast a, -+ 0 as n + co. 
Remark 3. One can even remove the restriction on (h,J described in 
Remark 2. But then it is necessary to add a boundedness assumption on { yn} 
which guarantees the convergence of the infinite series involved in the 
hypothesis. More precisely, we may state the follwing result. 
Theorem 4* remains true if, for (3), we substitute 
I xn'(t>l <f(t) 2 hai I %Wl + /h(t) (a.4 
i=O 
for O:< t < T and n > 0. It is required that hni + 0 as n -+ co for each i > 0, 
for all n b 0, 
and that to every t, , 0 < t, < T, there corresponds a constant M > 0 such that 
1 x%(t)/ < M for all n >O and 0 <t < t,. 
Note that Example 2 shows the need for the boundedness even when the 
series in (3’) is not infinite. 
We indicate briefly the necessary changes in the proof. In Lemma 4 we may 
restrict consideration to the case in question, i.e., y < Gy and .a >, Gx, where 
the nth component of Gu is defined by 
for 0 < t < t, , and where f is integrable on 0 < t < t, . The Banach space 
B is now the space of all function u(t) = (uO(t), ul(t),...,) such that each 
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component un(t) is continuous for 0 < t < t, (equicontinuity with respect 
to n is not required), and such that 
sup{\ un(t)l : 0 < t < t, and n 2 0} < co. 
The norm on B is 
11 24 II* = sup{1 u(t)] e-F(t) : 0 < t < ti}, 
where 1 - 1 now denotes the I” norm, i.e., 
1 II 1 = sup{1 u, 1 : 1z > O}. 
It is easily seen that G maps B into itself and that it is a contraction. This 
establishes Lemma 4, i.e., 
Y,ZEB, Y < GY, z > Gz implies y < 2. 
The rest of the proof remains unchanged. 
ACKNOWLEDGMENT 
We are indebted to James A. Yorke for Example 1 and to W. E. Kirwan for the La 
formulation of Theorem 3. 
1. D. L. LUKES AND A. STRAUSS, Two countable systems of differential inequalities 
with applications to the stability of linear quadratic differential games, J. Math. 
Anal. Appl., in press. 
2. W. WALTER, “Differential and Integral Inequalities,” Springer Tracts in Natural 
Philosophy, Vol. 19, New York, 1970. 
