ABSTRACT: We present a weighting scheme specifically designed for regional climate models (RCMs) in that it is based on the model performance in simulating the sub-global climate model (GCM) mesoscale climate signal. The functional form of the weights is based on multiple variables (temperature and precipitation) and metrics (correlation and root mean square error). The weighting scheme is applied to an ensemble of RCM simulations for the European region recently completed as part of the ENSEMBLES project. As a test of the successful implementation of the scheme, the weighting leads to an overall improvement of the performance of the ensemble when measured with the same metrics used in the weighting. The improvement is particularly pronounced over topographically complex regions (e.g. the Alps) in which a larger inter-model range of performance, and thus a more aggressive weighting, is found. When applied to the generation of probabilistic climate change projections, this scheme is designed to be used in conjunction with other RCM weighting metrics developed in the ENSEMBLES project and corresponding weighting schemes for the GCMs driving the regional models. 
INTRODUCTION
The availability of relatively large global and regional multi-model ensemble projections of climate change (e.g. Meehl et al. 2007 , Déqué et al. 2005 requires the development of techniques to compound this information towards the production of regional climate change scenarios (Giorgi 2005) . Within this context, there is an ongoing debate regarding whether all models should be treated equally or whether the models should be weighted by some measure of model reliability. Model weighting essentially implies that the information of more reliable models provides a stronger contribution when compounding the full model ensemble. Following this consideration, in the last few years several techniques have been proposed to weight the models according to different performance metrics and methodological approaches (e.g. Giorgi & Mearns 2002 , 2003 , Murphy et al. 2004 , Tebaldi et al. 2005 , Piani et al. 2007 , Tebaldi & Knutti 2007 . Giorgi & Mearns (2002) first introduced the reliability ensemble averaging (REA) method, in which climate model ensemble members were weighted based on their bias and distance from the ensemble mean. In this first important step towards ensemble weighting, the weight applied to single ensemble members was dependent on a single variable (temperature or precipitation). More recently, Xu et al. (2010) upgraded the REA method to account for multiple metrics, variables and statistics in the definition of the model weights. In Murphy et al. (2004) and Piani et al. (2007) , global climate models (GCMs) were weighted using a broad range of normalized variables and the associated root mean square error (RMSE) relative to available observations. In particular, Murphy et al. (2004) produced a probabilistic forecast for global climate sensitivity whereas Piani et al. (2007) produced probabilistic forecasts of regional values of temperature and precipitation changes. As a final example of weighting approach, methods using a Bayesian approach were proposed by Tebaldi et al. (2005) and Tebaldi & Knutti (2007) .
Most of the previous model-weighting methods have been applied to ensembles of GCM simulations. However, as part of the EU project ENSEMBLES (http:// ensembles-eu.metoffice.com/) an ensemble of regional climate model (RCM) projections were completed for the European region (see Section 3). A component of the project consisted of the development of weighting schemes specifically designed for RCMs that could be used to produce RCM-based probabilistic climate change forecasts. Different groups produced different techniques -described separately in the papers of this special issue -and then the different weighting metrics were compounded to obtain a final weight, as described in Christensen et al. (2010, this Special) , and to produce probabilistic forecasts, as described in Déqué & Somot (2010, this Special) .
Within this context, in the present study we describe a weighting approach specifically aimed at the use of ensembles of RCMs, where the performance metrics used to calculate the weights are based on variables for which the RCMs are expected to provide added value compared to GCMs. The weighting procedure is then implemented within the ENSEMBLES RCM set of models. More specifically, we used the ensemble of simulations driven by ERA40 reanalysis (Uppala et al. 2005) fields to determine the performance metrics and the associated weights. We then assessed to what extent the weighting procedure influences the ensemble performance of the models. This was done in order to test the implementation of the scheme, as it should be expected that a weighted model performance should improve, particularly for those metrics used to generate the weights. Further, we performed a number of case studies in order to explore the sensitivity of the results to the method of deriving the weights. Our weights are compounded with others by Christensen et al. (2010) and used in a climate projection context by Déqué & Somot (2010) .
THE WEIGHTING METHOD
The method developed here is based on metrics for which the use of RCMs is expected to provide significant added value with respect to coarse-scale GCMs. Following this objective, the metrics are based on sub-GCM grid-scale processes that can be resolved by RCMs. In order to define such metrics, we thus first decomposed the RCM signal into a large-scale component and a mesoscale signal as done, for example, in Giorgi et al. (1994) .
The large-scale component was identified by carrying out a 9 × 9 grid point running spatial average of the RCM fields. Because the RCM grid spacing is ~25 km, this yields a signal roughly at a scale of 200 to 250 km, which is typical of present-day global coupled climate models (GCMs). The mesoscale signal was then obtained by simply subtracting the calculated large-scale component from the full RCM fields. This generates an anomaly field in which the large-scale component is filtered out. Performance metrics based on the mesoscale signal are thus essentially measures of the 'added value' due to the increased resolution of RCMs compared with present-day GCMs in response, for example, to sub-GCM grid-scale topography and coastlines. In order to calculate the performance metrics, the mesoscale signal was calculated for both the RCMs and suitable observations. We identified the following 5 functions that measure the model mesoscale performance for temperature and precipitation:
g 4 = σ(T) obs / RSME(T) (4)
Each function was calculated separately for the 4 seasons: December-January-February (DJF), MarchApril-May (MAM), June-July-August (JJA) and September-October-November (SON). In Eqs. (1-5), R is the spatial correlation coefficient between the observed and simulated mean mesoscale signal calculated for the 4 seasons over a preselected region of interest (e.g. Europe) and for a given time period (e.g. the ERA-40 period, 1961 ERA-40 period, -2000 . The symbols p and T represent seasonally averaged mesoscale components of precipitation and temperature, respectively; RMSE is the root mean square error between simulated and observed mean mesoscale signals calculated in space over the preselected region after averaging the fields over the selected time period; and σ is a measure of the interannual variability of the observed mesoscale signal. To obtain σ, the mean mesoscale signal was first calculated at each grid point for every season of each year of the selected time period. This time series of seasonal values was then used to compute the interannual standard deviation at each grid point, which was then averaged over all the grid points in the domain of interest to yield σ. In Eqs. (3) & (4), if the RMSE is lower than the observed interannual variability of the same variable (which is taken as a measure of observation uncertainty), then the values of g 3 and g 4 were set equal to 1 (i.e. the model is perfect in that metric). In other words, σ is used as a scaling metric to yield a nondimensional value. The last function (Eq. 5) measures the ability of the models to simulate the spatial correlation between precipitation and temperature mesoscale signals, with R having the same meaning as in g 1 and g 2 except that it now measures the spatial correlation between temperature and precipitation mesoscale signals. The specific functional form of g 5 is such that it yields values between 0 and 1.
Therefore, the set of functional metrics include multiple spatial statistics (spatial correlation, RMSE) and multiple variables (temperature and precipitation). The rationale for the choice of the 5 specific functions is the following: g 1 and g 2 (for p and T, respectively) measure the model's ability to reproduce the observed spatial patterns of the mesoscale signal (e.g. as affected by complex topography), which is a key aspect of the RCM performance; g 3 and g 4 (for p and T, respectively) measure the overall model performance (as measured by the RMSE) in quantitatively reproducing the magnitude and sign of the signal; and g 5 measures the model's ability to reproduce the (spatial) interconnections between the temperature and precipitation mesoscale signals.
Note that the functions g 1 -g 5 are all normalized to yield non-dimensional values between 0 and 1 over a preselected domain, in our case the common ENSEM-BLES RCM domain.
Given the functional metrics g 1 -g 5 , in its general form, the weight for a given model i is given by: (6) where the exponent j can be used to give more weight to one metric than the others. From these weights, the mean simulated value of a variable X _ (temperature or precipitation) obtained from the ensemble of models is given by: (7) where X i is the value of the variable for model i. A few points should be stressed. In Eq. (6), any of the functions g 1 -g 5 can be set to 1 to remove a particular metric from the weight. Also, from Eq. (7), it is clear that the weighting metrics can all be scaled by a common multiplicative factor without changing the weighting process. Also note that, following Giorgi & Mearns (2002) , the weight is given by the product of all performance functional metrics, which implies a stringent test on model performance, i.e. in order to have a high weight, a model needs to perform well in all metrics. Finally, the weights are not calculated locally, by construction, but over a pre-selected region.
In order to test the weighting procedure, we calculated the values of the functions g 1 -g 5 as well as the weights for 15 ENSEMBLES RCMs by comparing the mesoscale signals in the ERA40-forced RCM simulations with corresponding observed values. All quantities were calculated for the seasonal averages for DJF, MAM, JJA and SON. In addition, to explore the sensitivity of the approach to different combinations of weighting functions, we tested 5 cases of different combinations of g 1 -g 5 as described in Table 1 . In Case 1, all the g 1 -g 5 functions are used; in Cases 2a and 2b, only the precipitation-based functions or temperaturebased functions are included; in Case 3, the function g 5 is removed; and in Case 4, functions g 1 and g 2 provide a stronger contribution to the weight than the others.
Finally, we calculated the weights for the European common region across the ENSEMBLES models and observations and for a subregion including only the Alpine area, where the mesoscale signal is expected to be particularly strong.
MODEL AND EXPERIMENTS
In the present study we used results from 15 RCMs participating in the ENSEMBLES project. The list of models and originating research centers is given in Table 2 . A more detailed specification of the RCMs, including references, can be found in Christensen et al. (2010) . The simulations cover the period 1961-2000 and the meteorological initial and lateral boundary conditions were obtained from the ERA40 reanalysis product. The domain covers the entire European region with a resolution of approximately 25 km.
In order to calculate the functions g 1 -g 5 , observations are needed at a resolution similar to that of the models. For this purpose we used the observed monthly data set for Europe at 10 minute resolution (0.16°) developed by the Climate Research Unit (CRU) at the University of East Anglia (Mitchell et al. 2004 ) (data set version CRU TS1.2). The observed X w X w Table 1 . The different function combinations used to obtain the weights data set was interpolated onto the 25 km common ENSEMBLES model grid. We note that an additional observation data set (called E-OBS) was produced as part of ENSEMBLES, although it was not yet available when we carried out this work. However, a careful comparison of the CRU and E-OBS data sets is given in Rauscher et al. (2010) who concluded that, although the 2 data sets differ in horizontal extent and station density, their climatologies are very close to each other and would thus lead to similar conclusions. The authors also stress that the methodology presented here can be applied using any set of relevant observations.
RESULTS
Figs. 1 & 2 compare the RCM ensemble mean and observed mesoscale signals over the European region for DJF and JJA surface air temperature and precipitation. In both cases, the mesoscale signal is essentially tied to the main European topographical features. For temperature, it is negative in correspondence with the mountain peaks and positive in the surrounding valley areas as a consequence of the relatively smooth orography used by the models at the present horizontal resolution. Therefore, for example, it attains large negative values over the Alpine chain and positive values over the Po valley of northern Italy. For both the European and the Alpine regions, the model ensemble captures the observed spatial pattern of the mesoscale signal (R ≈ 0.92 to 0.99) ( Table 3 ). This can be expected in view of the fact that the mesoscale temperature signal, on average, is a linear function of elevation that roughly follows the atmospheric temperature lapse rate.
Topography is also a key factor in modulating the precipitation mesoscale signal (Fig. 2) . For example, positive values are found in the mountain areas in southern Norway and Scotland and the upwind (westward) slope of the Alps, Carpathians and Balkan massifs in DJF and, in general, over all mountainous areas in JJA. The model ensemble generally reproduces this pattern, although the correlation with the observed mesoscale signal is lower, 0.68 to 0.75 for the whole European region and 0.58 to 0.78 for the Alpine region, with minimum values in MAM and maximum values in JJA (Table 4) . Overall, the RCM ensemble reproduces reasonably well the observed spatial patterns of the mesoscale signal for seasonal temperature and precipitation (Figs. 1 & 2, Tables 3 &  4) . In addition, biases and RMSE of the mesoscale signals are generally small, for both temperature and precipitation (Tables 3 & 4) . Fig. 3 shows the values of the full weight (Eq. 6) for Case 1, for all models and seasons. The distribution of weights across models shows relatively uniform values except for 2 models (3 and 4) that exhibit weights that are much larger than all the others. This indicates that these 2 models overall have a substantially better performance in simulating the mesoscale signal as measured by the metrics of Eqs. (1) to (5). If the full weight is used, these models would be the greatest contributors to the ensemble. Intermediate weights are found for Models 1, 2, 8, 10, 12 and 15, whereas 6 models have relatively low weights (5, 6, 7, 9, 13 and 14) . The inter-model distribution of weights thus appears substantially skewed. The weights also show substantial variations across seasons, with the largest values (and thus better model performance) generally found in summer.
A useful diagnostic when analyzing model weighting is the effective number (N eff ) of models (Xu et al. 2010 ), defined as: (8) where P i is defined as: (9) where j indicates the model. and for both domains the best scores are usually associated with a lower value of N eff . This is because for lower N eff values, the better models provide stronger contributions to the ensemble. In order to illustrate how the 5 functions g 1 -g 5 contribute to the intermodel spread of weights, the values of each individual function for each model in DJF and JJA were plotted (Fig. 4) . The functions g 2 and g 5 show the largest values in both seasons, especially in JJA, and the values of g 2 are relatively uniform across models. The lowest values are found for the functions g 3 and g 4 , which are both measures of the model perfor- Thus, in general the weights appear to be more sensitive to the precipitation than the temperature performance metrics. In order to allow an assessment of the effect of the weighting, Figs. 5 & 6 compare the temperature and precipitation mesoscale signals as obtained from the standard unweighted average and the weighted average using the weights of Case 1. As expected from the fact that the mesoscale signal is primarily induced by topography, the differences occur mainly in correspondence with the main mountainous systems, particularly the Alps. They are on the order of a few tenths of a degree for temperature and a few tenths of a millimeter per day for precipitation and do not show any systematic behavior, i.e. they are both positive and negative.
Given that the region where the mesoscale-based weighting appears most relevant is the Alps, we repeated our calculations only for the Alpine region (e.g. as shown in Fig. 8) . Because, as mentioned above, the weights are calculated over a preselected region rather than locally, they need to be recalculated for the Alps. Fig. 7 shows the weights (Case 1) for the different models and seasons. As can be seen, a greater inter-model variability in the calculated weights is found compared to the whole European region case. Models 3 and 4 still have relatively high weights, but relatively high weights were also found for Models 1, 8 and 15 (for 2 seasons). Conversely, the lowest weights were found for Models 2, 5, 6 and 14. Overall, the magnitude of the weights varies by a factor of ~5. Fig. 8 , which shows the contributions of the different functional metrics for the Alpine region, indicates that again functions g 2 and g 5 are relatively uniform across models, whereas most of the inter-model variability is due to functions g 2 , g 3 and g 4 .
The number of effective models was also calculated for this region (Tables 3  & 4) . Again, we observed a correspondence of the best scores with the lowest value of N eff but, for the same case and the same season, the value of N eff over the Alpine domain is always lower than that obtained for the whole European region. This is because of the greater inter-model performance over the Alps than the whole European region, i.e. because of the more aggressive weighting that resulted over the Alps.
Figs. 9 & 10 compare the mesoscale signal over the Alpine region as obtained from the unweighted and weighted (Case 1) ensemble average for temperature and precipitation in DJF and JJA. As noticed earlier, the effect of the weighting is stronger over the Alps than the rest of the domain, with differences between the weighted and unweighted means reaching almost 1°C for temperature and 1 mm d -1 for precipitation. Some systematic differences can be observed over the Alpine region between the 2 averaging processes. Table 3 . Bias, spatial root mean square error (RMSE) (mm d -1 ) and spatial correlation (R) of the 15-model and 15-model weighted mean mesoscale temperature (Cases 1-4) compared with CRU observed temperature mesoscale signals. All indices are computed for the whole European region and for the small Alpine region. The effective model number (N eff ) is indicated for both regions.
Bold: best results
In terms of temperature, the weighting produces higher temperatures over the mountain peaks and lower temperatures over the surrounding valleys, especially the Po valley. For precipitation, the weighting produces lower values at high elevations and higher values at low elevations for DJF, whereas a noisier pattern is found for JJA. These systematic differences are due to the fact that a smaller number of models (N eff value) with common characteristics dominate the averaging process.
All our results are summarized in Tables 3 (temperature) & 4 (precipitation). One should expect that the bias and RMSE would be lower for the weighted than the unweighted case, whereas the correlation should be higher, i.e. the weighting should lead to an improved performance by the ensemble of models in simulating the mean mesoscale signal, given that the metrics used to measure the improvement are also used for the weighting. This is indeed true in the vast majority of cases for all seasons, variables and weighting schemes, showing that the weighting method has been properly implemented and provides the results expected. The improvement by the model weighting is especially evident in the Alpine region, particularly for the bias and RMSE of both temperature and precipitation. 
CONCLUDING REMARKS
In the present study we presented a model-weighting method based on the performance of RCMs in simulating various statistics of the sub-GCM grid-scale mesoscale signal of temperature and precipitation. The method was applied to the ensemble of 15 RCMs participating in the ENSEMBLES EU project, using simulations for the period 1961-2000 and driven at the lateral boundaries by ERA40 reanalyses. The model weights are based on 5 functional metrics that measure the model's ability to simulate the spatial patterns of the mesoscale signal, its magnitude/sign and the covariance between temperature and precipitation mesoscale signals. Calculations were performed for both the entire European region and for the Alpine sub-region.
Results indicate that there is a substantial variability in weights, and thus performance, across models, especially for the Alpine region, mostly deriving from the magnitude/sign and precipitation-based functional metrics. This factor is measured by the effective number of models (N eff ), which is ~12 for Europe and smaller, ~10, for the Alps. As expected, the weighted mean leads to a general improvement of the simulation of the mesoscale signal compared with the unweighted mean, especially over the Alps, showing a good implementation and performance of the weighting procedure. Indeed, in general, this weighting method has its largest effects in areas characterized by complex topography, which exerts a strong forcing at the sub-GCM scale. We also tested the sensitivity of the weighting procedure to different combinations of the 5 functional metrics.
Our weighting scheme is specifically designed for use in ensembles of RCM simulations, because it is based on the model performance of those aspects that provide an added value with respect to the driving global model fields. This weighting scheme is compounded with others in ENSEMBLES by Christensen et al. (2010) and is used to produce probabilistic forecasts by Déqué Somot (2010) . We note that, when ensembles of GCM-driven simulations are available, the method should be used in conjunction with a weighting scheme for the driving GCMs. We also stress that, as in any other weighting scheme, ours includes a subjective component in terms of the choice of variables, metrics and combination of functions to produce weights. This subjectiveness is unavoidable, as it is virtually impossible to construct a universally valid performance metric. In addition, the fact that the weighting improves the overall performance of the ensemble in reproducing present climate mesoscale signals does not necessarily imply that its use enhances the robustness of the climate change signals produced by the ensemble. As a result, we suggest that the weighting itself represents a source of uncertainty in the generation of RCM-based regional projections, which should be assessed using suitable sensitivity experiments. 
