where
where
Introduction
Let I = (0, ∞) , k, m, l ∈ N , n = k + m , u(·) , v(·) , and ρ(·) be infinite differentiable and positive weight functions on I . Moreover, · p,u denotes the usual norm of the Lebesgue space L p,u (I) ≡ L p,u :
For a function f : I → R introduce the following two differential operators: where all derivatives are understood in the generalized sense. In L 2 (I) we consider the operator
defined on the set C ∞ 0 (I) of all infinitely differentiable and finitely supported functions on I .
The operator A 0 is non-negative and symmetric in L 2 . Therefore, it has the Friedrichs self-adjoint extension in L 2 (see e.g. [14] ). Denote this extension by A .
The main aim of this paper is to establish necessary and sufficient conditions for positive definiteness, discreteness of the spectrum and resolvent nuclearity of the operator A in dependence on the behaviour of the weight functions u , v , and ρ in neighbourhoods of the boundary points of I .
The theory of spectral analysis of differential operators, in particular, the spectral characteristics pointed out above, is very important in mathematics, which can be seen from a great number of works on this theme. When ρ(·) ≡ 1 the operator A has attracted a lot of interest for various reasons and been studied in a number of works, see e.g. [2] , [3] , and the references given their. A special method to study spectral properties presented in this paper can be found, for example, in [1] , [11] , and [12] . In the monographs [8] , [13] a complete presentation of this method is given and applied. The method is based on embedding theorems of some function spaces. The results concerning properties of these function spaces have independent interest and, in turn, are based on Hardy type inequalities (see [7] ). In particular, in [1] the spectral properties of the operator A with ρ(·) ≡ 1 were obtained due to the well-known Muchenhoupt's result on the Hardy inequality with weights [9] . When the conditions on the weight u is that there are traces in one of the endpoints of the interval (0, ∞) , the spectral properties of A with ρ(·) ≡ 1 were studied in [15] , and these results were obtained due to a Hardy type inequality for the Riemann-Liouville integral operator [16] . Moreover, the results from [16] gave a new impulse to study Hardy type inequalities for different kinds of integral operators because of the usefulness of such estimates in spectral theory. The scheme of connection between estimates for integral operators and spectral properties of differential operators such as A is given in [10] .
The paper is organized as follows: In Section 2 the new results concerning a special function space, connected to the operator D n ρ , are described and discussed. In order not to disturb our presentation all proofs of the results in Section 2 are collected in Section 3. Finally, our main results concerning the spectral properties of the operator A can be found in Section 4. 
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Now the first aim is to define the behaviour of f ∈ w n p at the endpoints of I in dependence on the behaviour of u and ρ at the endpoints of I , and obtain for f ∈ w n p an integral representation provided the following conditions
hold, where 1 l n − 1 .
In order to be able to reach this aim we weaken the conditions on the weight functions u and ρ , namely, we suppose that ρ ∈ L loc
B means A cB , where the constant c > 0 may depend on unessential parameters. We write A ≈ B instead of A B A . The studying of this problem divides into three cases depending on the relation between m and l :
Suppose that ∀t > 0 and ∀z > 0 the following conditions hold:
Then ∀f ∈ w 
Suppose that ∀t > 0 the following conditions hold:
In addition, ∀f ∈ w n p the following representation holds:
Then ∀f ∈ w (9) .
From (6), (12), and (15) it easily follows In each of the representations (6), (12) , and (15) there are n constants: in the
Suppose that the conditions of Theorem 1 for the case (1) m
Then on w n p the following functional can be defined: (1), (2) , and (3) hold in the case (1) m < l , (7) and (8) hold in the case (2) m > l , and (13) and (14) hold in the case (3) m = l . Moreover, assume that for t > 0 the following conditions hold:
for the case (1) m < l :
for the case (2) m > l :
for the case (3) m = l : (17), (21), and
W n p . Thus, if the conditions of Theorem 2 hold, then we have
Now we shall consider the problem of continuousness and compactness of the embedding
respectively. Moreover, let where
Further we need the following Lemma: 
holds, where K(t, s) is defined by (25).

Proofs
Proof of Theorem 1. Let us begin with the case 
From the condition (3) and Kudryavcev's theorem [6] there exist numbers c i , i = l, . . . , n − 1 , which are defined by ϕ from the relation:
which is equivalent to (4), and the following representation holds:
i.e.,
SPECTRAL PROPERTIES OF A CLASS OF SINGULAR DIFFERENTIAL OPERATORS 363
Let us show that from (1) and (2) we get the finiteness of the expression:
For t 1 , in view of (28), (2) , and (3) we have
For 0 t < 1 , according to (28), (2) , and (3) we have
Therefore, the equality (27) can be integrated l − m times on (0, t) :
Let us rewrite the obtained equality in the form:
Now we shall prove that the right-hand side of the last equality can be integrated m times on (0, t) . From (1) ∀t > 0 it follows that ρ −1 (s)s l−m dx ∈ L 1 (0, t) . This yields that the first summand of the right-hand side of (29) can be integrated m times. To show that the second summand can be integrated m times we need to prove that ∀t > 0 :
From (28) we get
Now, by using (1), (2) , and (3) we obtain that (30) holds. Hence, we can integrate (29) m times on (0, t) : By changing the order of integration in the last summand of (31), we get (6). Let us turn to the case (2) m > l . As in the first case supposing that
and, hence, by Kudryavcev's theorem [6] there exist numbers c i , i = 0, . . . , k − 1 , which are defined by ϕ from the relation (9), and the following relation holds:
The last equality can be rewritten in the form:
In the same way as in the first case it is easy to show that from (8) it follows that the right-hand side of the last equality can be integrated m − l times on (t, ∞) . Put
After integration of the both sides of the last equality on (t, ∞) we can conclude that there exists ψ (m−1) (∞) ≡ lim t→∞ ψ (m−1) (t) = a m−1 , and the following equality is true: = 0.
If we continue to integrate till m − l times we find numbers a i , i = l, . . . , m − 1 , which are defined from the relations:
i.e., from (10) . Moreover, the following equality is true:
Again from (7) and (8) it follows that the right-hand side of the last equality can be integrated l times on (0, t) . Hence, l times integration of the both sides of the last equality yields:
or (12) after changing of the order of integration in the last summand, where
which is the same as (11).
The correctness of the case (3) m = l is obvious from (32) because, due to (13) and (14), we can integrate the right-hand side of (32) on (0, t) and get (15) and (9).
Proof of Theorem 2. Since
Let us prove the reversed inclusion
and the denseness of
Therefore, g is a solution of the equation
Hence, there exist constants
where ω i (·) , i = 0, . . . , n − 1 , is a fundamental system of solutions of (34). Now the aim is to prove that g(·) ≡ 0 . We now point out a scheme for the proof of this crucial fact. Firstly, we prove that (35) can be divided into two groups of sums. The first group consists of functions ω i (·) such that u
Secondly, we prove that the functions ω i (·) inside of each of the groups do not have a same order in neighbourhoods of the appropriate endpoints. This yields that we can present g(·) in the following form:
But by the assumption it yields that u
. This contradiction gives that ψ(t) = 0 , ∀t > 0 . The same arguments for the interval (t, ∞) imples that ϕ(t) = 0 , ∀t > 0 . Therefore, g(t) ≡ 0 , ∀t ∈ I .
To use this scheme we need to construct different fundamental systems of solutions of (34) suitable for each of the cases (1) m < l , (2) m > l , and (3) m = l .
Let us begin from the case (1) m < l . The following functions
form a fundamental system of solutions of (34). 
Estimate ω i , i = k, . . . , n − 1 , from below in a neighbourhood of infinity. For i = k, . . . , k + l − m − 1 , and for some t > 1 , changing order of integration and integrating by parts, we have
If k + l − m − i is an even number, then from (39) for some t > 2 we get
If k + l − m − i is an odd number, then from (39) for some t > 2 we obtain
For i = k + l − m, . . . , n − 1 , and for some t > 1 , we have:
When i = n − l, . . . , n − 1 , from (37), (38), (1), and (2) for t > 0 we have u (42), and (19) we have u
. Using the L'Hospital rule and taking (17) into account it is easy to see that for i = n − l + 1, . . . , n − 1 :
and from (18) it follows that u In its turn, the case m − l > k − 1 we divide into two cases: k = 1 and k > 1 . Suppose k = 1 . Then the system (36),
and
is a fundamental system of solutions of (34). Notice that the system consists of n functions because here m − l
but in view of (22) we have u
. Using the L'Hospital rule and taking (20) into account, we get lim
Suppose k > 1 . Then to get a fundamental system of solutions of (34) we add to (36), (43), and (44) the following functions:
Let us notice that for i = n − l, . . . , n − 1 , we have the same situation as in the case k = 1 . Hence we need to consider the case when i = 0, . . . , n − l − 1 .
Estimate (45) from above for t 1 :
In the same way as in the case (1) m < l we estimate (45) for 0 t < 1 : 
