Abstract-Maintaining high system utilisation is a key factor for data centres. However, strictly partitioning the datacentre resources to fully isolate the concurrent applications (contention freedom) leads to poor system utilisation because of fragmentation. We present an allocation algorithm for fat-trees (which are commonly found in large-scale data centres) capable of increasing system utilisation while maintaining application isolation. Results show at least a 10% increase in system utilization compared to regular contention free allocation mechanisms, at the cost of a slight reduction in network performance or application isolation.
I. INTRODUCTION
High system utilisation is an important target for cloud computing centres and other large computer installations (such as HPC) to get the highest profit possible from the expensive installations. However, increasing system utilisation can have a negative effect on the individual applications running in the system. On one hand, maximum system utilisation (fragmentation free allocation) requires that applications are allocated space on the system if there are sufficient resources available. This leads to suboptimal allocations since an application will with high probability be spread throughout the system. This application will have to share many network resources with other applications, leading to poor performance. On the other hand, guaranteeing full routing containment (completely isolating the network traffic belonging to different applications, which is desirable for predictable performance [1] [2]), also known as contention free allocation, leads to reduced system utilisation because of fragmentation of processing elements. It might be impossible to allocate resources for a new application even though these resources might be available, because it will break the requirement of contention freedom. The outcome of this trade-off between system utilisation and application performance can be improved by a suitable application allocation/scheduling strategy and routing algorithm.
For the much utilised fat-tree topology [3] the usual approach to application allocation has been to allocate more or less randomly because of the high bisection bandwidth. Recently, Pascual et al [4] studied the effect of job and task placement on application performance and found that maximising processor locality had a significant impact on application performance. The authors also presented a simple allocation strategy which does not consider routing containment. Cluster management tools like the Oracle Grid engine (OGE) [5] have implemented support for defining node blocks preferred for allocations. Furthermore, there has been a trend among HPC and cloud computing data centres to modify the routing paths in fat-tree networks to achieve maximum network utilisation based on which nodes are allocated [6] [7] . However, routing containment has not been implemented as part of the requirements yet.
No study has previously been presented that evaluates the ability of a large-scale computer cluster based on a fat-tree topology to support multiple concurrently running jobs with both processor locality and contention freedom.
This paper presents an efficient algorithm for allocating processing nodes while guaranteeing contention freedom and processor locality in a fat-tree-based large-scale computer cluster. We explore methods for achieving high network utilisation with contention freedom and evaluate the cost/benefit of contention-free allocation versus fragmentation-free allocation. The main focus is on how virtual channels (VCs) and the multiple paths in the fat-tree can be utilised in order to decrease the fragmentation caused by contention-free allocation. We believe that the algorithm we present in this paper is suitable to be implemented for use in OGE, but this is currently left as further work.
The rest of this paper is organised as follows. In Section II we review previous work done on processor allocation/network partitioning in interconnection networks. We present our novel allocation algorithm for fat-trees in Section III. Section IV presents an evaluation of the allocation algorithm, both in terms of system utilisation and network performance for the individual jobs running in the system. Finally, the paper is concluded in Section V.
II. BACKGROUND
The multiple paths in the fat-tree topologies considered in this paper allow for a higher degree of flexibility than what is possible in the unidirectional MINs commonly considered in the partitioning literature. The challenge is no longer that of mapping memory units to processing units in a contention-free manner. Rather it is to allocate a given number of stand-alone processing units (each containing all necessary elements such as processor, cache, memory, etc.) to a job.
An approach has been suggested for meshes to increase the flexibility of the allocations while maintaining routing containment and good network performance, UDFlex [8] . Rather than utilising dimension order routing, the authors suggest using the topology agnostic Up*/Down* routing algorithm, and allocate an Up*/Down* sub-graph to each job. In meshes and tori, UDFlex significantly increases system utilisation when compared to traditional sub-mesh allocation. On the other hand, the use of Up*/Down* routing may degrade network performance when compared to dimension order routing. The use of UDFlex is not restricted to mesh and tori topologies.
Traditionally, research on allocation algorithms has to a large degree focused on direct network topologies such as meshes and tori. Navaridas et al. [4] present two simple algorithms for exploring the effects of locality in task placements. The two algorithms start the allocation with a port on a switch to which a processor is connected. Next, the first algorithm sequentially increases port numbers, and each time the port numbers wrap around the switch number is increased. The second algorithm increases the switch number sequentially and then port numbers. While the first version of this algorithm to some degree will give processor locality, the algorithms do not provide either contention free allocation or guarantee maximum locality. In fact, through the lifetime of the algorithm, network fragmentation will gradually decrease processor locality.
III. THE ALLOCATION ALGORITHM
In this section we introduce our novel fat-tree allocation algorithm. The algorithm is applicable to many commonly used fat-tree topologies such as the k-ary n-tree [9] and the m-port n-tree [10] . The aim of the algorithm is to achieve high system utilisation while ensuring good network performance for communication within the allocated jobs. A key requirement to achieve this, at least when some jobs are communication intensive, is routing containment and locality.
Routing in a fat-tree consists of an upward path to a least common ancestor of the source and destination, followed by a downward path to the destination. Every combination of source and destination usually has multiple least common ancestors at the same tier of the fat-tree. Different combinations of nodes that share a least common ancestors might share some channels.
A. Preliminaries and Motivation
Every switch in a fat-tree is identified by an index s consisting of a tuple {s 0 , s 1 , . . . , s n−1 }, and every processor is identified by the tuple p, {p 0 , p 1 , . . . , p n }, where n is the number of tiers in the fat tree and each digit in the tuple can have the values 0 . . . k, k = m 2 , m is the number of ports in the switches. From the definitions of k-ary ntrees [9] and m-port n-trees [10] (we refer to the respective papers for details on the definitions) it is clear that any switch s at stage l has a downward path to all processors n for which the l − 1 first digits in their index tuple is the same as the first l − 1 digits in tuple s. In other words,
. Select two processors n 1 and n 2 with a least common ancestor at stage j (j is determined by the number of most significant equal digits of their tuples). Any path between n 1 and n 2 will possibly share links with paths to or from any processor n 3 for which
. Consequently, to guarantee routing containment, all nodes n, n ′ , where
and j is the stage of the least common ancestor, must be reserved for the same job. All these nodes are part of the same branch of the same subtree of the fat-tree, rooted at stage j − 1. So all nodes connected to the same branch of the subtree must be allocated to the same job. An example of such allocation is displayed in Figure 1(b) .
This observation leads us to the conclusion that it is beneficial to consider allocating sub-topologies of the fat-tree, or sub fat-trees (Figure 1(b) ), just as has been done with e.g. mesh topologies. This restriction means that for all job sizes that do not conform to the allocation granularity of the fat-tree, there will be a degree of fragmentation. In order to increase system utilisation, we must devise a method for allowing multiple jobs to share a sub fat-tree.
There are two mechanisms that can be utilised to separate traffic within each such sub fat-tree to allow for allocating multiple jobs to a single or multiple sub fat-trees. First, rather than using physically separate links to provide routing containment (as is common in the literature), it is possible to use separate VCs on the same link. The total bandwidth of each link will then be divided between the VCs supported by the link, either on an equal basis, or based on some service differentiation mechanism. The immediate throughput of a job will be affected by the amount of traffic on the other VCs sharing its links, but the jobs are logically separated. The jobs that occupy different VCs on the same physical link are therefore only partially disjoint.
The other approach is to utilise the multiple paths available in fat-trees. Each bottom tier switch can divide all of its k upward ports into at most k sets of disjoint paths (one upward port is assigned to each set). There exists a path between any source/destination pair within every set, and no links (except the links connected to the processors) are shared between sets. We call each of these sets a view. Thus, a view connects all nodes of the fat-tree, and it is completely disjoint from all other views (see Figure 1(a) ). Consequently, a job utilising a view that it does not share with any other jobs for packet transmission will always be contention-free.
Combining these two mechanisms we get a two-dimensional allocation space where the x-axis is comprised of the views and the y-axis is comprised of the VCs.
If we accept that traffic need only be partially disjoint, we can configure the topology to support v views and c VCs. A maximum of v × c jobs may be allocated to the same subtree with contention-freedom if each job is assigned one VC in one view. In this paper we only consider the two extremes where we use only views or VCs, but not a combination of the two.
The algorithm we present follows a tree-based approach. Recall that each processor is identified by a tuple consisting of n digits, each with a value between 0 and k − 1. First, we construct a hierarchical representation of the digits in the processor index tuples, an allocation tree ( Figure 2 ). The construction of the allocation tree is only done once when the allocation algorithm is initialised at start-up. All allocation calculations take place within this tree. Every element in the (a) A 2-ary 4-tree divided into two views (grey lines/switches belong to view 0, and the black lines/switches belong to view 1.
(b) A 4-ary 2-tree. The figure illustrates how all nodes connected to the same branch of the subtree must be allocated to the same job, but nodes connected to different branches of the same subtree may be allocated to different jobs. The black processors belong to job 0, and the white processors belong to job 1. tree has k = m 2 downward links, except the root element for the m-port n-tree topology which has m downward links. Each link corresponds to one of the possible permutations of the digit that the node represents. The tier of each node in the tree corresponds to the index of a digit in the tuple. Every node contains an allocation table for each of its downward links, with information about which view/VC-combinations are available and a counter indicating the number of free leaves that can be reached through this link. This information is updated every time a new job is allocated or deallocated.
Every processor in the fat-tree corresponds to a leaf in the allocation tree. The corresponding leaf can be found by following the path from the tree root as dictated by the digits in the index tuple of the processor.
B. Processor Allocation
We now present the algorithm for allocating a given number of processors p in a fat-tree. The allocation tree has n tiers (excluding the root which constitutes tier -1). The algorithm searches through the allocation tree for a node with enough free leaves and at least one view/VC available. The search will start as far down as possible given the size of the job in order to maximise locality. 1) Calculate the maximum numbered tier t which could contain the root of the allocation subtree: t = n − ⌈log k (p)⌉ − 1 2) Traverse all nodes at tier t by traversing downwards from the tree root through all branches until the following condition (2a) is met. (An allocation may require nodes from one or more downward branches from the allocation tree root.) a) Find a view/VC combination that has a fraction of free resources which is greater than or equal to the fraction of the requested nodes in the subtree. 3) If there is no room at this tier, set t = t − 1 and redo from step 2.
4)
Once the view/VC-combinations in the downward branches from the allocation subtree root towards the processors have been determined, reserve these view/VC-combinations and the appropriate number of processor nodes in the allocation tree: a) Traverse all downward branches to be reserved for the job from the allocation subtree root using a depth-first traversal. b) If a leaf is reached and the number of processors reserved is less than p, mark the leaf as reserved. c) For every node on the path from the leaf to the allocation tree root (including the leaf), update the allocation table of each traversed downward branch as follows: i) Increase by one the entries for all view/VCcombinations used for the reservation, and reduce by one the number of free leaves. This is done cumulatively upwards in the tree to reduce the number of steps required.
1) An example:
Here we give an example of the operation of the allocation algorithm in a 2-ary 3-tree. The network is depicted in Figure 3(a) . The grey and white processor nodes are occupied by two different jobs, and the black processor nodes are free (unallocated). The corresponding allocation tree is depicted in Figure 3(b) . Only part of the tree is depicted as the left branch of the root has no free processor nodes. We assume that the network is configured with two VCs for each link, and that an incoming job is requesting three processor nodes.
We begin by calculating the tier of the root of the allocation subtree, t = n − ⌈log k (p)⌉ − 1 = 3 − ⌈log 2 (3)⌉ − 1 = 0. Next, we traverse downwards in the allocation tree from the root until we reach tier 0. At tier 0 on the way down, since there are not enough free processor nodes down the left branch, the algorithm proceeds down the right branch which has three free processor nodes.
The algorithm examines the allocation tables for the down- ward branches of the current node (tier 0, node 1). The left downward branch has one free node, and one node is occupying VC1. The right downward branch has two free nodes, and none of the VCs have been used. The algorithm must select VC2 for this allocation, and proceed with a depthfirst traversal of the subtree. During this process it reserves the three free processor nodes and updates the allocation tables of all the subtree roots on the path to the allocation tree root.
C. Processor Deallocation
Deallocating a job is a quite simple process. 1) For each processor reserved to the job, find its corresponding leaf in the allocation tree. 2) Mark the leaf as free, and propagate this information upwards towards the root: a) For every node on the path from the leaf to the allocation tree root (including the leaf), update the allocation table of each traversed downward branch as follows: i) Reduce by one the entries for all view/VCcombinations used for the reservation, and increase by one the number of free leaves.
D. Complexity
The complexity of the entire allocation algorithm is the sum of the search and reservation complexities. Let P be the number of processors in the network, p is the number of processors requested by a job, k = m 2 , n is the number of tiers in the fat-tree, and t is the tier of the root of the allocation subtree. v is the number of available views, c is the number of VCs, and f is a fraction of resources required. Keep in mind that these are relatively small values. The complexity is
The deallocation is a simple tree traverseal with the complexity O(p × n).
IV. PERFORMANCE EVALUATION
To evaluate the proposed allocation algorithm, and the effect of the number of views and VCs used for the allocation, we performed two different sets of simulation experiments. First we simulated the allocation algorithm as it operates on the M24, a 3456-port InfiniBand switch developed by Sun Microsystems with an internal 24-port 3-tree. Smaller topologies have been evaluated, with similar results to what we present here. During the allocation simulations, a number of snapshots were taken of the current allocations in the fat-tree. Subsequently, packet simulations were run for these snapshots.
A uniform traffic pattern was used, where each processor has an equal probability of sending a packet to any other processor allocated to same job (and never sends packets to any processor outside the job). Uniform traffic is a worst-case for concurrently running jobs since the traffic pattern maximise the probability of interference between the jobs if the allocation is not contention-free (although the effect of interference is not maximised as with hotspot traffic). As there are no other contention-free alternatives, we compare the results for the allocation algorithm presented by Navaridas et al. [4] . The algorithm prioritises locality without routing containment. We also compare with random allocations. These two mechanisms are referred to as local and random, respectively.
A. Allocation Simulations
We first present the results of the allocation simulations. To generate the results we used a simulator developed at Simula Research Laboratory which is based on the J-Sim core [11] . Allocation requests are added to an infinite firstcome, first-served queue at time intervals determined by the load to be offered to the network (see formula below).
1 After a successful allocation, the job runs without interruption on the allocated processors until completion (in accordance with a space-sharing model). The running-time of a job is drawn from an exponential distribution with a mean of 1 000 simulation cycles. The simulation terminates when 20 000 jobs have been allocated and completed, and statistics from the first and final 2 000 allocations are discarded.
The number of processors requested by a job is drawn from a uniform distribution. We evaluate three different size distributions. Small, where each task is between one and 64 nodes; large, where each task is between 512 and 1024 nodes; and finally mixed, which is made up of 90% small and 10% large jobs. The following formula (from [12] ) for input load is used to determine the interarrival time of the allocation requests: load = |R|mean×STmean nodes×ITmean , where |R| mean is the mean number of resources requested by the job, ST mean is the mean service time of the jobs, and IT mean is the mean interarrival time of the jobs. The formula was originally developed for meshes and tori. However, since the load is a function of the number of nodes, and not the topology, it is also applicable to fat-trees. Figure 4 presents the utilisation of the processors in the network as a function of the offered load. In the following we refer to views and VCs collectively as resources. The figures show that without routing containment (random and local) the network utilisation is close to 100% for the small tasks. As expected, for the larger task sizes the maximum system utilisation is reduced. The figures also clearly show that the added requirement of routing containment without additional resources ("contained 1 resource") reduces system utilisation by 20% for small and mixed tasks, and by 9% for large tasks. This is a cost of not sharing sub fat-trees between jobs. Adding one resource (a total of two VCs or two views) halves the reduction in utilisation compared to one resource for small and mixed tasks, and for large tasks the reduction in utilisation is reduced to only 1%. Adding more resources decreases the reduction in utilisation by successively smaller increments for small and mixed tasks.
B. Packet Simulations
In this section we present packet simulation results based on 10 different snapshots from the allocation simulations with the mixed task sizes. We have performed the snapshot simulations for the random and local algorithms, as well as for our algorithm with 2 and 6 resources. The same snapshots have been run once with VCs for routing containment and once with views for routing containment, in order to compare the effect of the two different resources. We use virtual cutthrough switching, and each input VC has a virtual output queue with room for four packets. The packet size is 256 bytes and the transfer rate of each network link is 52 bytes/cycle. The ratio between packet size, buffer size and transfer rate is close to the InfiniBand specification.
The figures ( Figure 5 and Figure 6 ) contain two datasets. The first is a set of scattered points that represents what we call the containment ratio. Each data point is the fraction of network throughput achieved by an individual job running in the system together with all other jobs in the allocation snapshot relative to the job running alone in the network with the same resource constraints. The farther below 1 the data point lies, the more the job is affected by interference from the other jobs in the snapshot.
The second dataset is the continuous black line, which we call the network performance ratio. This is similar to the mean of the containment ratio, with the important difference that when the job is running alone in the network it suffers no resource constraints. In other words, the network performance ratio is the mean cost of having to run with a reduced set of resources (e.g., only one of six views or VCs).
These two datasets tell us to which degree we are able to maintain routing containment, i.e. routing performance predictability (containment ratio), and the cost of this predictability (network performance ratio) in terms of reduced mean network throughput.
The number of jobs in the snapshots corresponds to the utilisation at load 1 (on the x-axis) in Figure 4 . Let us first consider the random allocation in Figure 5 (a). It is clear that the containment ratio suffers badly as the offered load on the network increases. For a fully loaded network, there is one job which achieves only 28% of the throughput it has when running alone. Clearly, the lack of contention freedom has an adverse effect on the performance of individual jobs. This large spread also affects the network performance ratio which degrades down to 90%. The situation is slightly improved by considering the results for the local algorithm presented in Figure 5 (b). The spread in containment ratio is smaller, leading to a small reduction in network performance ratio as well.
Next, let us see how it looks with contention freedom (Figure 6 ). We have not included the figures for one resource because the containment ratio and network throughput ratio remains at one regardless of the load. It is more interesting to see how our attempts at increasing system utilisation affects the containment mechanism. Recall that using two resources reduces the reduction in system utilisation from 20% to 10% for the mixed tasks. The figures show that using views guarantees a containment ratio of 1, but the strict partitioning of the network reduces the network performance ratio. On the other hand, using VCs maintains a high network performance ratio, but it has an adverse effect on the containment ratio. Still, it is possible to exploit this to differentiate the service provided different applications.
V. CONCLUSION
Job allocation in fat-trees has to little extent been studied previously. Common implementations of the fat-tree have multiple paths available in the topology for any source/destination pair. This property can be utilised to provide routing containment, a state where there is no contention between traffic belonging to different jobs. In this paper we have presented an efficient job allocation algorithm for fat-trees which can utilise both the multiple disjoint paths and any available virtual channels. The simulation results show that using multiple paths or virtual channels to achieve contention freedom can increase system utilisation by up to 25% compared to using no such resources. Furthermore, full contention freedom is guaranteed using multiple paths at the expense of reduced network performance. On the other hand, using virtual channels maintains high network performance while reducing contention freedom. This can be alleviated to some extent by actively utilising service differentiation for different applications. Further work includes studying how multiple paths and virtual channels can be combined, and implementing the algorithm in a real-life system.
