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Ducks on the torus: existence and uniqueness
Ilya V. Schurov∗
Abstract
We show that there exist generic slow-fast systems with only one
(time-scaling) parameter on the two-torus, which have canard cycles
for arbitrary small values of this parameter. This is in drastic contrast
with the planar case, where canards usually occur in two-parametric
families. Here we treat systems with a convex slow curve. In this case
there is a set of parameter values accumulating to zero for which the
system has exactly one attracting and one repelling canard cycle. The
basin of the attracting cycle is almost the whole torus.
UDC 517.925.42+517.938.
AMS MSC 2010: 70K70, 37G15.
Keywords: slow-fast systems, canards, limit cycles, Poincare´ map, distor-
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1. Introduction
Consider a generic slow-fast system on the plane:{
x˙ = f(x, y, ε)
y˙ = εg(x, y, ε)
(x, y) ∈ R2, ε ∈ (R, 0). (1.1)
There is a rather simple description of its behavior for small ε. It consists
of interchanging phases of slow motion along stable parts of the slow curve
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M := {(x, y) | f(x, y, 0) = 0} and fast jumps along straight lines y = const.
Given additional parameters, which depend on ε, one can observe more com-
plicated behavior: appearance of duck (or canard) solutions (particularly
limit cycles), i.e. solutions, whose phase curves contain an arc of length
bounded away from 0 uniformly in ε, that keeps close to the unstable part
of the slow curve (see [Di] and [DR]).
In [GI], Yu. S. Ilyashenko and J. Guckenheimer discovered a new kind
of behavior of slow-fast systems on the two-torus. It was shown that for
some particluar family with no auxiliary parameters there exists a sequence
of intervals accumulating at 0, such that for any ε from these intervals, the
system has exactly two limit cycles, both of which are canards, where one is
stable and the other unstable.
Yu. S. Ilyashenko and J. Guckenheimer conjectured that there exists an
open domain in the space of slow-fast systems on the two-torus with the same
property. This work is devoted to the proof of this conjecture: we generalize
the result of [GI] for generic slow-fast systems with convex slow curve. The
work is based on the ideas of [GI] and has similar structure: Section 2 states
the Main Theorem and outlines its proof, consisting of a sequence of auxiliary
lemmas. In Section 3 we state necessary theorems about normal forms of
slow-fast systems. The lemmas are proved in Section 4, and some auxiliary
propositions are proved in the Appendix (Section 5).
The author would like to express his sincere appreciation to
Yu. S. Ilyashenko for the statement of the problem and his assistance with
the work, to A. Fishkin for assistance with the work, to V. Kleptsyn for
fruitful discussions, valuable comments on the text of the work and idea of
using Distortion Lemma, to G. Kolutsky for valuable comments on the text
of the work. The author also grateful to the anonymous referee for valuable
comments.
2. Slow-fast systems on the two-torus and
Poincare´ map
2.1. Preliminary statement of the main result
Consider a slow-fast system on the two-torus:{
x˙ = f(x, y, ε)
y˙ = εg(x, y, ε)
(x, y) ∈ T2 ∼= R2/(2piZ2), ε ∈ (R, 0), (2.1)
where functions f and g are assumed to be smooth enough.
2
The following theorem is a corollary of the main result (Theorem 2.5
below):
Theorem 2.1. There exists an open set in the space of slow-fast systems
on the two-torus with the following property. For every system from this set
there exists a sequence of intervals accumulating at zero, such that for every
ε that belongs to these intervals the system has an attracting canard cycle.
The basin of this cycle is the whole torus excluding exactly one unstable cycle.
A rigorous definition of the term “canard solution” as well as conditions
that define the open set mentioned in the theorem above are given in the next
section. The main result (Theorem 2.5) is a stronger version of Theorem 2.1.
2.2. Full statement of the main result
For the slow-fast system (2.1) denote its slow curve by M :
M := {(x, y) | f(x, y, 0) = 0} (2.2)
Impose the following conditions of local genericity on system (2.1):
1. The speed of the slow motion is bounded away from zero: g > 0.
2. M is a smooth curve.
3. The lift of the curve M to the covering coordinate plane is contained
in the interior of the fundamental square {|x| < pi, |y| < pi} and is
convex. This, in particular, implies that there are two jump points
(straight and inverse jumps), which are the far right and the far left
points of M . (See Fig. 2.1.) We denote them G− and G+ respectively.
4. The following nondegenericity assumption holds in every point (x, y) ∈
M\{G+, G−}:
∂f(x, y, 0)
∂x
6= 0. (2.3)
5. The following nondegenericity assumptions hold in the jump points:
∂2f(x, y, 0)
∂x2
∣∣∣∣
G±
6= 0, ∂f(x, y, 0)
∂y
∣∣∣∣
G±
6= 0 (2.4)
Conditions 1–5 define an open set in the space of slow-fast systems on the
two-torus.
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Figure 2.1: Slow-fast system on the two-torus. x-axis is directed upward, red
lines are trajectories of the system.
Remark 2.2. Without loss of generality (by altering the direction of the
x-axis if necessary) we can assume that:
∂f(x,y,0)
∂y
∣∣∣
G+
< 0, ∂
2f(x,y,0)
∂x2
∣∣∣
G+
> 0,
∂f(x,y,0)
∂y
∣∣∣
G−
> 0, ∂
2f(x,y,0)
∂x2
∣∣∣
G−
> 0.
(2.5)
Let M± be the stable (−) and unstable (+) parts of the slow curve. Let
us fix a vertical interval J+ that crosses the unstable part of the slow curve
M+ near the jump point G+ and does not intersect M−(the exact position
of this interval will be specified later).
Defenition 2.3. Any solution that crosses J+ is a canard solution.
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In order to construct canard cycles, we will study the Poincare´ map Pε
from the global cross-section Γ = {y = −pi} to itself along the trajectories of
system (2.1). As the function g is bounded away from zero, this map is a well-
defined diffeomorphism of a circle to itself. Note that periodic trajectories of
system (2.1) correspond to periodic (in particular, fixed) points of this map;
thus, it is natural to consider the rotation number of Pε. Let us lift Pε to
universal cover and denote the rotation number of lifted map by ρ(ε) ∈ R.
Remark 2.4. Hereafter by “the assertion holds for small ε” we shall mean
that the following condition is satisfied: there exists an ε0 > 0 such that the
assertion holds for every ε ∈ (0, ε0]. We can choose a universal ε0 for all such
assertions in the paper.
Theorem 2.5 (Main result). For any system (2.1) that satisfies conditions
1–5, there exists a sequence of non-intersecting intervals {Rn}, Rn = [αn, βn]
and two sequences of non-intersecting intervals C±n ⊂ Rn with the following
properties:
1. |Rn| = O(e−Cn) for some C > 0.
2. αn = O(1/n)
3. For every ε sufficiently small, not belonging to the Rn’s, the rotation
number ρ(ε) is an integer. For such ε there are exactly two periodic
trajectories, both of which are hyperbolic, where one is stable and the
other unstable. The unstable one is a canard.
4. For every sufficiently small ε ∈ C±n , system (2.1) has exactly two pe-
riodic trajectories, both of which are hyperbolic (where one stable and
one unstable), and both are canards.
Remark 2.6. The condition of convexity of M above can be weakened to
that of the existence of exactly two points of M with a vertical tangent line.
Indeed, using a smooth coordinate change that preserves vertical circles, any
such curve can be made convex. On the other hand, such a change will not
affect the conditions of local genericity.
As it was mentioned above, the main tool of our study will be the Poincare´
map Pε. In Section 2.3 three Lemmas (2.8, 2.10 and 2.12) are stated. They
describe the behavior of the Poincare´ map as ε → 0+. In section 2.4, the
Main Theorem 2.5 is proved modulo these Lemmas.
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2.3. Poincare´ map
Remark 2.7. Note that the function g is bounded away from zero, so we can
divide the system (2.1) by it, thus re-scaling the time: this does not change
the desired properties of its solutions, and the system with new function f
still belongs to the same open set. Thus without loss of generality we can
assume g = 1 in (2.1) and consider the system:{
x˙ = f(x, y, ε)
y˙ = ε
(x, y) ∈ T, ε ∈ (R, 0) (2.6)
Denote the graph of the Poincare´ map Pε by γε ⊂ S1×S1. The following
lemma shows that this graph looks more and more like the union of a hori-
zontal and a vertical circle as ε tends to 0+. In other words, the derivative of
the Poincare´ map is (exponentially) small on the whole Γ with the exception
of an exponentially small interval.
Lemma 2.8 (Shape Lemma). There exist constants c±1,2 > 0 such that for
any sufficiently small ε > 0 one can find two intervals D+ε and D
−
ε in the
preimage and image of Pε resp. with the following properties:
1. |D±ε | = O(e−c
±
1
/ε)
2. |P ′ε||S1\D+ε = O(e−c
+
2
/ε)
3. |(P−1ε )′||S1\D−ε = O(e−c
−
2
/ε)
4. The graph γε lies in the union of two orthogonal rings: Π
+
ε := D
+
ε ×S1
and Π−ε := S
1 ×D−ε .
Lemma 2.8 is proved in Section 4.1. The next lemma formalizes the
following observation: the lift of γε to the fundamental domain {|x| < pi, |y| <
pi} moves monotonically to the upper left as ε → 0+. To formalize this, we
need to introduce some additional notation.
Consider arbitrary points a and b on the oriented circle S1. They split the
circle into two arcs. Denote the arc from point a to point b (in the sense of
the orientation of the circle) by [a, b〉. The orientation of this arc is induced
by the orientation of the circle. Also denote the same arc with the inversed
orientation by 〈a, b]. (See fig. 2.2.)
Denote the Poincare´ map along the phase curves of the main system (2.1)
from the cross-section y = a to the cross-section y = b in the forward time
(i.e. along the arc [a, b〉) by P [a,b〉ε . Also, let P 〈a,b]ε =
(
P
[a,b〉
ε
)−1
: this is the
6
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Figure 2.2: Orientation of the arcs
Poincare´ map from the cross-section y = b to the cross-section y = a in the
reverse time. This fact is stressed by the notation: the direction of the angle
bracket shows the time direction.
Hereafter any formula containing a ± or ∓ sign replaces two formulae:
one with all the upper sign and another with all the lower sign.
Let the jump points G± have coordinates (σ±, τ±) resp., (the slow curve
M lies inside the strip {τ+ ≤ y ≤ τ−} due to its convexity, see Fig. 2.1). For
some fixed small positive δ+ and δ− we define the following objects:
1. Transversal cross-sections Γ±, intersecting the slow curve M near the
jump points:
Γ± := S1 × {α±},
where α± = τ± ± δ±. (See Fig. 2.1.)
2. Segments J+ and J− of the cross-sections Γ±, which intersect unstable
and stable parts of the slow curve resp.:
J+ := {(x, α+) ∈ Γ+ | x ∈ [σ+, pi]},
J− := {(x, α−) ∈ Γ− | x ∈ [−pi, σ−]}.
3. Segments D±ε (whose existence is provided by the Shape Lemma 2.8):
D+ε := P
〈−pi,α+]
ε (J
+), D−ε := P
[α−, pi〉
ε (J
−), D±ε = [p
±
ε , q
±
ε 〉,
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The choice of segment J+ here formally completes Definition 2.3 that
used this interval. Note that all trajectories that intersect segment D+ε also
intersect J+ and thus are canards.
Let B+ε and B
−
ε be the points on the graph γε, where the slope of Pε is
equal to 1. As it will be shown below (see Lemma 2.12) there are exactly two
such points. From the Lemma 2.8 it follows that the points B±ε lie in the
rectangle Kε := D
+
ε × D−ε , because outside of this rectangle the derivative
of Pε is either very small or very big. For the sake of definiteness, we will
assume that [x(B−ε ), x(B
+
ε )〉 ⊂ D+ε : let us denote this as x(B−ε ) < x(B+ε ).
Remark 2.9. The map Pε preserves orientation (i.e. monotonic) and is
bijective, so [y(B+ε ), y(B
−
ε 〉) ⊂ D−ε (i.e. y(B−ε ) > y(B+ε )).
Let us denote by A+ε and A
−
ε the points of the graph γε which lie above
the ends of the segment D+ε (see figure 2.3):
A−ε := (p
+
ε , Pε(p
+
ε )), A
+
ε := (q
+
ε , Pε(q
+
ε )),
Denote also the top left and bottom right (in the sense of orientations of
coordinate circles) corners of the rectangle Kε by E
−
ε and E
+
ε resp.:
E−ε := (p
+
ε , q
−
ε ), E
+
ε := (q
+
ε , p
−
ε )
Let Cε stand for either of the points B
±
ε , A
±
ε or E
±
ε and let C¯ε be its lift
to the universal cover depending continuosly on ε.
Lemma 2.10 (Monotonicity lemma). The following assertions hold:
1. d
dε
(x− y)(C¯ε)→ +∞ as ε→ 0+, for any choice C¯ε = A¯±ε ; E¯±ε
2. The equation (y − x)(E¯−ε ) = 2pin has solution ε = εn for any n, and
εn = O(1/n).
Remark 2.11. The second assertion of the Lemma implies that for ε = εn
the diagonal
∆ := {y = x (mod 2piZ)}
crosses top left corner of the rectangle Kε.
Lemma 2.10 is proved in Section 4.3.
The following lemma describes the graph of the Poincare´ map near the
points B±ε . Denote by U the set of points on Γ where the derivative of the
Poincare´ map is close to 1:
U := {x ∈ S1 | P ′ε(x) ∈ [1/2, 2]} (2.7)
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Lemma 2.12 (Convexity Lemma). The set U consists of two arcs contained
in D+ε . On one of them the derivative P
′
ε increases and on the other it
decreases.
In particular, it follows that there exist exactly two solutions of the equa-
tion P ′ε(x) = 1. Lemma 2.12 is proved in the Section 4.2.
Now we can prove Main Theorem 2.5 modulo these lemmas.
2.4. Existence of canard solutions
In this section we deduce Main Theorem 2.5 from Lemmas 2.8, 2.10 and 2.12.
2.4.1. Heuristic ideas
We notice that the points of intersection of the graph γε and the diagonal
∆ := {y = x (mod 2piZ)} correspond to the fixed points of the Poincare´
map and therefore to the closed solutions of the system. The stability of the
corresponding cycle depends on the derivative of the Poincare´ map at the
fixed point: if the derivative is greater than 1, then the cycle is unstable, if
it is less then 1, then the cycle is stable. We are particulary interested in the
fixed points that belong to the segment D+ε because they correspond to the
closed canard solutions.
Lemmas 2.8 and 2.10 describe behavior of the system as ε→ 0+. The
graph γε lies inside the union of horizontal and vertical rings, which are ex-
ponentially thin when ε→ 0+. The graph moves from the lower right corner
to the upper left. Theoretically, the following cases for relative positions of
the diagonal ∆ and the graph γε are possible (Fig. 2.3):
1. The diagonal ∆ does not intersect the rectangle Kε. In this case it
intersects γε in two points, one of them belongs to the ring Π
+
ε , and corre-
sponds to an unstable fixed point, and the other belongs to the ring Π−ε and
corresponds to the stable fixed point from Γ\D+ε .
2. The diagonal ∆ intersects the rectange Kε, but the stable fixed point
is located outside D+ε like in the previous case. (Note that the position of
the unstable fixed point is not significant for our analysis.)
3. The diagonal ∆ intersects γε in two points, and the point of inters-
tection which corresponds to the stable fixed point belongs to the rectangle
Kε. In this case this point corresponds to the stable canard cycle, which
provides its existence in Main Theorem, 2.5. Uniqueness of the cycle follows
from Convexity Lemma 2.12.
4. The diagonal ∆ touches γε in one of the points B
±
ε .
5. The diagonal ∆ does not intersect γε.
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From Lemma 2.10 and the fact that the graph γε depends on ε continuosly
it follows that when ε → 0+, the described cases occur consecutively and
cyclically, in the following order: 1, 2, 3, 4, 5, 4, 3, 2, 1, . . . Values of ε that
correspond to case 3 form intervals C±n mentioned in Main Theorem 2.5.
Later we will prove these propositions strictly.
2.4.2. Segments on the line of ε
Proof of Main Theorem 2.5. Define the segments Rn in the following way:
Rn := {ε ∈ (R+, 0) | (y − x)(E¯+ε ) ≤ 2pin ≤ (y − x)(E¯−ε )} = [αn, βn] (2.8)
In other words, ε ∈ Rn when the diagonal ∆ crosses the rectangle Kε.
Let us show that in this case Rn satisfies assertions 1 and 2 of Theorem 2.5.
Assertion 1 of Monotonicity Lemma 2.10 implies that Rn is actually a
segment (as a preimage of a segment under a continuos monotonic map).
Moreover, ε = αn is a solution of the equation (y − x)(E¯+ε ) = 2pin with
respect to ε; according to assertion 2 of Lemma 2.10, αn = O(1/n), which
proves assertion 2 of the theorem.
Let us estimate the length of the segment Rn, showing that |Rn| =
O(e−C/ε) for some C > 0. Assertion 1 of the Shape Lemma 2.8 implies,
that
|(y − x)(E¯+ε )− (y − x)(E¯−ε )| ≤ |x(E¯+ε )− x(E¯−ε )|+ |y(E¯+ε )− y(E¯−ε )| =
= |D+ε |+ |D−ε | = O(e−C
′/ε) = O(e−Cn) (2.9)
Together with assertion 1 of the Monotinicity Lemma and the mean value
theorem it implies the required estimate for |Rn|. Hence assertions 1 and 2
of theorem 2.5 are proved for the selected Rn.
Let us show that if ε does not belong to any Rn then we are in the
domain of case 1 from the previous section. This will imply assertion 3 of
Theorem 2.5.
Proposition 2.13. Let Kε ∩ ∆ = ∅. Then the rotation number of Pε is
an integer (to be more exact, ρ(ε) = 0 (mod 2piZ)) and Pε has exactly two
hyperbolic fixed points (one of them attracting and the other one repelling).
Proof. The original proof is given in [GI] (Proposition 1, p. 34). We reproduce
it here with minor changes.
On the arc S1\D+ε , the graph γε of Pε has slope less than one. The
endpoints of this graph lie on the left and the right boundaries of the rectangle
10
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Figure 2.3: The graph of the Poincare´ map. As ε → 0+ cases 1, 2, 3, 4,
5 occur consecutively, then case 4 takes place again (denoted by “case 4′”),
then cases 3, 2, 1 (not shown), after which they repeat cyclically.
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Kε at the points A
+
ε and A
−
ε . If we connect these points by a segment inside
Kε, we obtain a closed curve γh on T
2. This curve has homotopy type (1, 0),
because outside Kε its slope is less than 1 and it intersects each vertical circle
y = const at exactly one point. Consequently, γh intersects ∆ in some point.
The Rolle lemma implies that this point is unique, because the slope of the
curve is less than 1. Let us denote it as ps; it cannot lie in Kε, because ∆
does not intersect Kε. Therefore, it is a fixed point of Pε. It is stable because
it lies outside Kε.
Applying the same arguments to the inverse map P−1ε (which is the
Poincare´ map after time inversion) we obtain the second (unstable) fixed
point pu, which also lies outside Kε.
Let us prove assertion 4 of the Main Theorem 2.5: the existence and
uniqueness of canard solutions. Let us define sets C˜−n and C˜
+
n in the following
way:
C˜−n := {ε ∈ Rn | (y − x)(B¯−ε ) < 2pin < (y − x)(A¯−ε )},
C˜+n := {ε ∈ Rn | (y − x)(A¯+ε ) < 2pin < (y − x)(B¯+ε )}.
(2.10)
In other words, there are values of a parameter for which case 3, a stable
fixed point inside Kε, occurs. The Monotonicity and Convexity Lemmas
imply that for n big enough, the sets C˜±n are non-empty and open. Therefore,
one can choose two open intervals C±n ⊂ C˜±n for each n. By definition,
C−n ∪ C+n ⊂ Rn.
These intervals do not intersect each other: remark 2.9 implies that
(y − x)(B−ε ) > (y − x)(B+ε ) (which means, [(y − x)(B−ε ), (y − x)(B+ε )〉 ⊂
[E+ε , E
−
ε 〉).
Let ε ∈ C−n (the case of ε ∈ C+n can be treated in a similar way). Take
an arc λε of the graph γε with the endpoints A
−
ε and B
−
ε , which lies inside
Kε. By the definition of C
−
n , the endpoints of λε lie on different sides of ∆ in
Kε, and thus it crosses ∆. The intersection point belongs to Kε. Convexity
Lemma 2.12 implies that this point is unique and the slope of γε at this point
is less than 1, so it corresponds to the stable fixed point of the Poincare´ map.
Poincare´ map is a well-defined diffeomorphism of a circle, so the existence
of a stable fixed point implies the existence of an unstable fixed point.
Thus, theorem 2.5 is proved.
3. Normalization
In this and the next two sections, we prove Lemmas 2.8, 2.10 and 2.12.
Lemma 2.8 is proved in subsection 4.1. Lemma 2.10 is proved in subsection
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4.3. Lemma 2.12 is proved in subsection 4.2 modulo an auxiliary Theo-
rem 4.3. That theorem is proved in section 5.
We need two theorems (due to Guckenheimer and Ilyashenko) that de-
scribe normal forms of slow-fast systems on the two-torus.
3.1. Nonlinear transition
The following theorem describes slow-fast dynamics on the two-torus outside
of some neighborhood of a slow curve.
Theorem 3.1 ([GI]). Consider a vector field on the cylinder x ∈ S1 = R/Z,
y ∈ R defined by
x˙ = f(x, y, ε), y˙ = εg(x, y, ε), f > 0, g > 0 (3.1)
Let a, b ∈ R, a < b and ε > 0. The Poincare´ map P [a,b〉ε of a cross-section
Γa = {y = a} to Γb = {y = b} has the form
P [a,b〉ε (x) = G
1
ε ◦ (G2ε(x) + T (ε)), (3.2)
where T (ε) → ∞ as ε → O+ and G1,2ε are diffeomorphisms of a circle.
G1,2ε → G1,2 as ε→ 0+ and G1,2 are diffeomorphisms of a circle, as well.
In other words, the Poincare´ map from one fixed vertical cross-section to
another fixed vertical cross-section is a rotation by T (ε) in properly selected
coordinates on the preimage and image circles. T (ε) tends to infinity as
ε→ 0+. It is important that corresponding coordinate maps have uniformly
bounded derivatives as ε→ 0+ and tend to smooth maps.
Theorem 3.1 is proved in [GI] (Theorem 2, p. 35).
3.2. Normalization near the slow curve
The following theorem shows that near the slow curve and outside of some
neighborhood of the jump point system (2.1) is smoothly equivalent to a
linear system.
Theorem 3.2 ([GI]). Consider the system
x˙ = f(x, y, ε), y˙ = εg(x, y, ε), g > 0 (3.3)
Let the corresponding fast system have a curve of nondegenerate fixed points
(which is the nondegenerate slow curve). Then for small ε > 0 near this
curve (and outside any small fixed neighborhood of jump points) the system
is smoothly orbitally equivalent to the family
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x˙ = a(y, ε)x, y˙ = ε (3.4)
The proof of this theorem can be found in [GI] (Theorem 3, p. 38). The
Fenichel theorem (see [F], and also [A1] and [A2]) implies that in some
neighborhood of the stable (unstable) parts of the slow curve M− (M+)
there exists a smooth invariant manifold S−ε (S
+
ε ), which can be seen as the
graph of the function x = s−(y, ε) (x = s+(y, ε) resp.). Variational equations
imply that the function a(y, ε) in Theorem 3.2 has the form:
a(y, ε) = f ′x(s(y, ε), y, ε) (3.5)
Remark 3.3. True slow curves S±ε are non-unique. However, the distance
between any such curves is of order O(e−C/ε) (thus they are exponentially
close to each other) and we can choose any of them for our analysis.
3.3. Rough estimate of the derivative of the Poincare´
map
Let us prove a preliminary estimate for the derivative of the Poincare´ map.
Remark 3.4. Here and below we will use letter C (without indicies) to
denote (generally different) positive constants that do not depend on ε.
Lemma 3.5. Consider the slow-fast system
x˙ = f(x, y, ε), y˙ = ε, (x, y) ∈ S1 × R (3.6)
For ε > 0 small enough the following estimate for Poincare´ map P
[a,b〉
ε : Γa →
Γb holds:
| ln(P [a,b〉ε (x))′| < C
b− a
ε
, (3.7)
Proof. Let x = x(y; x0, ε) be the phase curve that contains the point (x0, a)
for given ε. As f ′x is bounded (from above and from below) on the two-torus,
variational equations imply that
(P [a,b〉ε (x0))
′ = exp
(
1
ε
∫ b
a
f ′x(x(y; x0, ε), y, ε)dy
)
< e
C
ε
(b−a) (3.8)
The same estimate holds for the inverse map. Applying the logarithm we
obtain the required estimate.
This lemma will be used in the neighborhood of a jump point. More
precise estimates of the derivative of the Poincare´ map near a jump point are
presented in subsection 5.1.
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4. Properties of the Poincare´ map
In this section and two sections that follow we prove Lemmas 2.8, 2.10
and 2.12.
4.1. Distortion: proof of Lemma 2.8
Recall the notation:
α± = τ± ± δ±
Γ± = {y = α±}
J+ := {(x, y) ∈ Γ+ | x ∈ [σ+, pi]}, J− := {(x, y) ∈ Γ− | x ∈ [−pi, σ−]}
Denote P
[−pi,α+〉
ε as Qε for brevity. Recall that D
+
ε = (Qε)
−1 (J+).
Proposition 4.1. For any δ+ small enough there exist constants c1,2(δ+) > 0
such that the following estimates hold:
1. |D+ε | = O(e−c1(δ+)/ε);
2. Q′ε ≤ Cec2(δ+)/ε.
Moreover, c1,2(δ+)→ 0+ as δ+ → 0+.
Remark 4.2. Let us denote the Poincare´ map from Γ− to Γ (in forward
time) as Q˜ε. For the system with the reversed time similar assertions can be
made for Q˜ε and some other constants c1,2:
1. |D−ε | = O(e−c1(δ−)/ε);
2.
(
Q˜−1ε
)′
≤ Cec2(δ−)/ε.
Moreover, c1,2(δ−)→ 0+ as δ− → 0+.
It can be proven by the same arguments, applied to the system with the
reversed time.
Proof of proposition 4.1. In order to prove the first assertion let us estimate
the derivative of Qε on the segment J
+. Consider cross-sections
Γ1 = {y = τ+ + δ2+}, Γ2 = {y = τ+ − δ2+}. (4.1)
Denote a segment [τ+ + δ2+, τ
− − δ2−] by Σ and let S−ε and S+ε be the stable
and unstable parts of the true slow curve over the segment Σ, resp. Also,
denote the segment [τ+ + δ2+, τ
+ + δ+] by Σ
+.
The map Q−1ε can be presented as a composition of the following Poincare´
maps:
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Q−1ε : Γ
+ Q1→ Γ1 Q2→ Γ2 Q3→ Γ
Q−1ε = Q3 ◦Q2 ◦Q1
We will use normal forms to analyse maps Q1 and Q3 and Lemma 3.5 to
estimate the derivative of Q2.
4.1.1. Linear contraction: neighborhood of the true slow curve
Let us prove the following estimate:
Q′1|J+ ≤ C1 exp
(
−Cδ
3/2
+
ε
)
, (4.2)
where C,C1 are positive constants that do not depend on δ+.
When trajectories that cross J+ are traced back in time from Γ+ to Γ1, we
see that the amount of time they spend outside of some neighborhood ofM−
is uniformly bounded from above. Thus we can use the normal form (3.4) to
study the map Q1 (see Theorem 3.2).
We shift coordinates by moving the origin to the jump point G+ =
(τ+, σ+):
x1 = x− σ+, y1 = y − τ+ (4.3)
We will apply normal form (3.4) over the segment Σ+ for small δ±. (Note
that Σ+ does not depend on ε.) Let us show that for y1 ∈ Σ+ the function
a(y1, ε) has the following form:
a(y1, ε) = (C + o(1))
√
y1 +Oδ+(ε), (4.4)
where o(1) is a function of y1 and ε which tends to 0 uniformly as δ+ → 0
and Oδ+(ε) is of order ε for any fixed δ+. Indeed, from nondegenericity
assumptions (2.5) and the implicit function theorem, it follows that M+ can
be presented as a graph of the function
x = s+(y1) = (C + o(1))
√
y1. (4.5)
Thus the true slow curve is a graph of the function
x = s+(y1, ε) = (C + o(1))
√
y1 +Oδ+(ε). (4.6)
Substitute (4.6) into the expression for a(y1, ε) (see (3.5)). We obtain:
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a(y1, ε) = f
′
x(s(y1, ε), y, ε) =
= f ′′xx(0, 0, 0)(s(y1) +Oδ+(ε)) +O(|y|+ ε) =
= (C + o(1))
√
y1 +Oδ+(ε), (4.7)
where f ′′xx|0 > 0 according to (2.5).
From the normal form (3.4) it follows that the map Q1 is linear in normal-
ized chart. To simplify the notation, let δ = δ+. Substituting expression (4.7)
for a(y, ε) into (3.4) and integrating, we have:
Q1(x1) = Λ(ε)x1, Λ(ε) = e
− δ
3/2
ε
(C+o(1)+Oδ(ε)) < e−
δ3/2
ε
( 3
4
C) (4.8)
The normalizing map that we applied to obtain the normal form has its
derivative bounded away from∞ and 0. Thus in the original coordinates the
right-hand part of (4.2) can be taken to be a constant times Λ(ε).
4.1.2. Neighborhood of the jump point
Let us show that for δ small enough the expansion of the phase curves, which
is possible near the jump point (during the transition from Γ1 to Γ2) is much
less than their contraction that was accumulated during the transition near
the slow curve. Indeed, Lemma 3.5 yields the following estimate:
Q′2 ≤ eCδ
2/ε ≪ Λ−1(ε). (4.9)
4.1.3. Estimating the derivative of Qε
Map Q3 is a rotation in rectifying charts. Its derivative is bounded uniformly
in ε.
Using the chain rule, we get:
Q−1ε |′J+ = O(e−C/ε), C = O(δ3/2+ ) (4.10)
Thus,
|D+ε | = O(e−C/ε), C = O(δ3/2+ ) (4.11)
Assertion 1 of Proposition 4.1 is proved. Due to Remark 4.2 this proves
assertion 1 of Lemma 2.8.
Let us prove assertion 2 of Proposition 4.1. Consider the map Qε:
17
Qε = (Q1)
−1 ◦ (Q2)−1 ◦ (Q3)−1 (4.12)
The derivative of (Q3)
−1 can be estimated from above by Theorem 3.1 and
so is bounded by a constant. The time of the transition from Γ2 to Γ
+ is
no greater than 2δ+. Applying Lemma 3.5 to the map (Q1)
−1 ◦ (Q2)−1, we
obtain the desired estimate for its derivative. Along with the chain rule, it
completes the proof.
Let us prove assertion 4 of Lemma 2.8. We present Pε as a composition:
Pε : Γ
Qε→ Γ+ P
−
+→ Γ− eQε→ Γ (4.13)
By definition, the trajectories that start outside of D+ε , intersect Γ
+ outside
of segment J+:
Qε(Γ\D+ε ) = Γ+\J+ (4.14)
Note that outside of any neighborhood of the slow curve the function f is
bounded away from zero. Therefore it will take time of order O(1) for the
trajectory that crosses Γ+\J+ to reach certain neighborhood of the stable
part of the slow curve M−. Due to the normal form (3.4), the derivative of
the map P−+ satisfies the following estimate:
(P−+ )
′|Γ+\J+ < e−C/ε, (4.15)
where C is bounded away from 0 as δ± → 0.
Therefore, the image of segment Γ+\J+ has exponentially small length
and intersects the true slow curve. Thus P−+ (Γ
+\J+) ⊂ J− for ε > 0 small
enough. We have:
Pε(Γ\D+ε ) ⊂ D−ε , (4.16)
which implies assertion 4 of Lemma 2.8.
Let us prove assertion 2 of Lemma 2.8 (assertion 3 can be proven by
the same arguments applied to the system with reversed time). From esti-
mate (4.15), it follows that for a trajectory that crosses Γ\D+ε , the deriva-
tive of the map P−+ is less than 1 and, moreover, it is exponentially small
as ε → 0+. Similar to (4.10), one can show that the derivative of Q˜ε is
exponentially small on the segment J−. Derivative of the map Qε is less
than O(ec(δ+)/ε) according to assertion 2 of Proposition 4.1 and c(δ+) can
be considered small enough for an appropriate choice of δ+. Therefore, any
possible expansion by Qε is controlled by the exponential contraction P
−
+ ,
and the derivative of Pε is exponentially small.
Lemma 2.8 is proven.
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4.2. Convexity: proof of Lemma 2.12
In this section Lemma, 2.12 will be proved. Recall that we have defined the
set U of initial conditions u ∈ Γ, for which
P ′ε(u) ∈ [1/2, 2]. (4.17)
We will show that U consists of two arcs of the circle Γ: on one arc the
derviative of the Poincare´ map increases (the graph γε is convex), and on the
other one it decreases. All along the proof we will assume that the initial
condition of every trajectory considered belongs to U .
4.2.1. Heuristic motivation
As Lemma 2.8 shows, outside of the segment D+ε the derivative of the
Poincare´ map Pε is exponentially small. Therefore, the set U lies in D
+
ε
and corresponding trajectories cross J+.
After intersecting J+ any such trajectory spends some time near the
unstable part of the slow curve M+. Then it jumps either up or down, leaves
the neighborhood ofM+, and approaches the neighborhood of the stable part
of true slow curve M− in bounded time. Calculating the derivative of the
Poincare´ map, one easily sees that it increases while the trajectory spends
time near M+ and decreases while the trajectory passes along M− (which
follows from the normal form (3.4)). We do not consider trajectories which
spend too much time near either M+ or M−: the derivative of the Poincare´
map for such trajectories is either too big or too small. Trajectories we are
interseted in jump “somewhere in between” and spend comparable amount
of time near M+ and M−. (Later we will give rigorous definitions for this.)
After the jump (either upwards or downwards), those trajectories
cross J−, jump near the point G− and cross Γ in a point that belongs to
D−ε .
Let us extend the true slow curve M+ε in reverse time and denote the
point of its intersection with the cross-section Γ by u0. Obviously, u0 ∈ D+ε .
Consider trajectories starting from points u ∈ D+ε that lie lower than u0.
When u tends to u0 from below, the corresponding trajectory tends to S
+
ε
and thus it spends more time near M+ and less time near M−. Hence
when u increases, the derivative of the Poincare´ map increases too. When
u coincides with u0, the derivative reaches its maximum value, because the
corresponding trajectory coincides with the true slow curve S+ε . After that,
as u increases, the derivative of the Poincare´ map will decrease for similar
reasons: the trajectory spends less time near M+, and more time near M−.
The foregoing analysis shows that these naive arguments do work.
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4.2.2. The strategy
We will use the same method to deal with Pε as we used to prove Lemma 2.8:
we decompose the map Pε into the composition of several Poincare´ maps. By
analyzing the dynamics nearM+ andM−, we will show that the trajectories
for which the derivative of the Poincare´ map is close to 1 leave the neigh-
borhood of M+ near some fixed cross-section y = y−+. Afterwards, using
variational equations, we will estimate the second derivative of the Poincare´
map.
To proceed with this strategy we need additional information describing
the dynamics near the jump point.
Theorem 4.3. For some constant λ > 0 and arbitrarily small δ+, there exists
a C+(δ+), such that, for arbitrary x ∈ D+ε , the following representation of
the derivative of the Poincare´ map Rε = Q
−1
ε = P
〈−pi,α+]
ε holds:
lnR′ε(x) =
C+(δ+) +O(ε
λ)
ε
, (4.18)
where C+(δ+) < 0 is continuous and tends monotonically to zero as δ+ → 0+
Remark 4.4. A similar expression (with another constant C−(δ−) < 0,
which tends to 0 monotonically as δ− → 0) holds for Q˜ε = P [α
−,pi〉
ε .
Theorem 4.3 is proved in section 5.
We denote the normalizing charts near unstable and stable parts of the
true slow curve by (x+, y) and (x−, y), resp. Define U
± := {|x±| < b} for
some b > 0. Let us first deal with the case when the trajectory jumps from S+
to S− in the negative direction (down). Suppose that the trajectory under
consideration leaves the neighborhood U+ when y = y+ and reaches U−
when y = y−. Obviosly, y− = y++O(ε) (since outside of U±, the function f
is bounded away from 0). We assume that in the charts (x±, y), system (2.1)
has the following form:
x˙± = a
±(y, ε)x±, y˙ = ε (4.19)
Let us define
Φ±(y, ε) =
∫ y
α±
a±(v, ε) dv, Φ±(y) = Φ±(y, 0) (4.20)
Function Φ− (resp. Φ+) is equal to the logarithmic derivative of the corre-
sponding Poincare´ map in the normalizing chart. In other words, they esti-
mate contraction (expansion) of trajectories, accumulated during the transi-
tion near stable (resp. unstable) part of the slow curve. Since a+(y, ε) > 0
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and a−(y, ε) < 0, and α+ < y < α−, it follows that Φ±(y, ε) > 0, and Φ+
increases with y, while Φ− decreases. Let y = y−+ be the root of the equation:
Φ+(y, 0)− Φ−(y, 0) = 0. (4.21)
In order to satisfy (4.17) it is neccessary that y± is close to y−+. Otherwise,
either attraction or repulson will dominate in P ′ε, though (4.17) demands
them to annihilate. The next Lemma formalizes this heuristic arguments.
Lemma 4.5. There exists λ > 0, such that for an appropriate choice of
a small δ± and for any trajectory with initial condition in U , the following
estimates hold:
|y−+ − y+| = O(ελ), |y−+ − y−| = O(ελ). (4.22)
These two estimates are equivalent because |y+ − y−| = O(ε).
Proof. Let us decompose the Poincare´ map Pε:
Pε : Γ
Qε→ Γ+ P
−
+→ Γ− eQε→ Γ
Pε = Q˜ε ◦ P−+ ◦Qε,
where Qε = R
−1
ε . The chain rule implies:
lnP ′ε = ln Q˜
′
ε ◦ P−+ ◦Qε + ln(P−+ )′ ◦Qε + lnQ′ε (4.23)
First, we estimate the second term of this sum from below. Theorem 3.2 and
variational equations imply:
| ln(P−+ )′| =
∣∣∣∣1ε(Φ+(y+, ε)− Φ−(y−, ε))
∣∣∣∣ =
=
∣∣∣∣1ε (Φ+(y+)− Φ−(y−))
∣∣∣∣+O(1) =
=
1
ε
|Φ+(y+)− Φ+(y−+)− Φ−(y−) + Φ−(y−+)|+O(1) =
=
1
ε
∣∣∣∣∣−
∫ y−
+
y+
a+(y, 0)dy +
∫ y−
+
y−
a−(y, 0)dy
∣∣∣∣∣+O(1) >
> c
|y+ − y−+|
ε
, (4.24)
where c = 1
2
minΣ(a
+(y, 0)−a−(y, 0)) > 0 since a+(y, 0) > 0 and a−(y, ε) < 0.
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According to theorem 4.3,
lnQ′ε =
C+(δ+) +O(ε
λ)
ε
, ln Q˜′ε =
−C−(δ−) +O(ελ)
ε
(4.25)
It follows from the asymptotic behaviour of C± that one can find small δ±
such that C+(δ+) = C−(δ−). For such δ±, condition (4.17) implies:
ln 2 ≥ | lnQ′ε + lnP−+ + ln Q˜′ε| > c
|y+ − y−+|+O(ελ)
ε
. (4.26)
Therefore,
|y+ − y−+| = O(ε) +O(ελ) = O(ελ), λ > 0 (4.27)
y−+ = y
+ + ελk1(y
+, ε), (4.28)
where k1(y
+, ε) is a smooth function.
Let us take the derivative of (4.23):
d
du
logP ′ε =
d
du
log Q˜′ε◦P−+ ◦Qε(u)+
d
du
log(P−+ )
′◦Qε(u)+ d
du
logQ′ε(u) (4.29)
We will show shat the sign of the lograthmic derivative of the Poincare´ map
depends only on the sign of the second term in this expression. The other
two terms’s influence can be estimated from above:
∣∣∣∣ ddu logQ′ε(u)
∣∣∣∣ < C · exp
(
δ
3/2
+
ε
)
∣∣∣∣ ddu log Q˜′ε(u)
∣∣∣∣ < C · exp
(
δ
3/2
−
ε
)
Proof of these estimates can be found in [GI], p. 44. It only requires the fact
that f and its derivative are bounded and that assertion 2 of Proposition 4.1
holds. Once it is assured, the proof from [GI] works without any changes.
Proposition 4.6. Suppose ε and u such that (4.17) holds. Let
I = 2Φ+(y−+) = Φ
+(y−+) + Φ
−(y−+). (4.30)
Then assuming that ε is sufficiently small, we have the following estimate:∣∣∣∣ ddu ln(P−+ )′ ◦Qε(u)
∣∣∣∣ > exp I5ε (4.31)
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It is easy to see that provided (4.31) the second term of the sum (4.29)
dominates. Thus, when trajectories jump down, the whole expression (4.29)
is positive. Similar arguments show that the derivative is negative if trajec-
tories jump up. The rest of the section is devoted to the proof of Proposi-
tion 4.6, which thus concludes the proof of Lemma 2.12.
Proof. Let us consider the normalizing chart ξ on the cross-section J+ near
the slow curve, and the normalizing chart η on the cross section J−. For the
trajectory that intersects J+ in ξ, we denote its intersection with J− by η(ξ).
In the case we are considering (when trajectories jump down) ξ is negative.
The function ξ 7→ η(ξ) defines the Poincare´ map P−+ in normalizing charts.
As direct calculations show (see [GI], p. 43), we have:
η(ξ) = −ξ exp
(
Φ+(y+, ε)− Φ−(y−, ε)
ε
)
(4.32)
However, according to (4.22):
Φ+(y+, ε)− Φ−(y−, ε)− (2Φ+(y−, ε)− I) =
= Φ+(y+, ε)− Φ−(y−, ε)− (2Φ+(y−, ε)− Φ+(y−+)− Φ−(y−+)) =
= Φ+(y+)− Φ−(y+)− (2Φ+(y+)− Φ+(y−+)− Φ−(y−+)) +O(ε) =
= (−Φ−(y+) + Φ−(y−+)) + (−Φ+(y+) + Φ+(y−+)) +O(ε) =
= ελk2(y
+, ε), (4.33)
where k2(y
+, ε) is a smooth function.
On the other hand, by definition of y+,
exp
(
Φ+(y+, ε)
ε
)
= − b
ξ
. (4.34)
The minus sign is due to ξ < 0 in the case we are considering. It will be
opposite in the other case (when trajectory jumps up).
Substituting Φ+(y+, ε)−Φ−(y−, ε) into (4.32) with the expression which
follows from (4.33), and using (4.34), we obtain:
η(ξ) = −b
2
ξ
exp
(−I + ελk(y+, ε)
ε
)
, (4.35)
where k(y+, ε) is a smooth function.
Let us show that η(ξ) behaves like − const ·ξ−1, i.e. it is convex for
negative ξ.
Equation (4.34) implies that
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Φ+(y+, ε) = ε(ln b− ln(−ξ)). (4.36)
The function Φ+(y+, ε) is strictly y+-monotonic due to nondegeniricity con-
dition (2.3). Thus there exists an inverse function. Denote it by zε:
zε(Φ
+(y+, ε)) ≡ y+. (4.37)
Then
y+ = zε(ε(ln b− ln(−ξ))). (4.38)
We substitute (4.38) into (4.35) and take the derivative:
η′(ξ) = b2e−I/ε
1
ξ2
e(ε
λ−1k(y+,ε))(k′z′εε
λ + 1),
ln η′(ξ) = 2 ln b− I
ε
− 2 ln(−ξ) + ελ−1k(y+, ε) + ln(k′z′εελ + 1),
d
dξ
ln η′(ξ) = −2
ξ
− ελk′z′ 1
ξ
− ε
λ+1
ξ
k′′(z′)2 + k′z′′
1 + k′z′ελ
>
1
−ξ .
Obviously,
Φ+(y+) >
I
3
. (4.39)
By (4.34), we have
− ξ = b exp −Φ
+(y+, ε)
ε
(4.40)
Hence,
d
dξ
log η′(ξ) > −1
ξ
>
1
b
exp
I
3ε
(4.41)
The transition from the normalizing charts back to the initial charts may
only multiply the derivative by a bounded function and will not considerably
affect the exponential estimate we just obtained:
d
du
ln(P−+ )
′ >
1
b
exp
I
4ε
(4.42)
The chain rule and the estimate from assertion 2 of proposition 4.1 imply
that
d
du
ln(P−+ )
′ ◦Qε(u) = d
dx
(ln(P−+ )
′) ·Q′ε(u) >
>
1
b
exp
(
I + o(1)
4ε
)
>
1
b
exp
(
I
5ε
)
. (4.43)
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For trajectories that jump up, the corresponding estimate takes the form:
d
du
ln(P−+ )
′ ◦Qε(u) < −1
ξ
< −1
b
exp
(
I
5ε
)
. (4.44)
4.3. Monotonicity: proof of lemma 2.10
In this section we prove lemma 2.10. Let us first ensure that the following
assertions are fulfilled:
1. d
dε
(x− y)(C¯ε)→∞ as ε→ 0+ for any choice of C¯ε = A¯±ε ; E¯±ε
2. The equation (y − x)(E¯−ε ) = 2pin has root ε = εn for any n, and
εn = O(1/n).
Consider the cross-section Γ0 := {y = y0} for some y0 ∈ [δ+, δ−]. Consider
the Poincare´ map from Γ0 to Γ = {y = pi} in forward and reverse times:
R−ε (x; y0) := P
〈−pi,y0]
ε (x),
R+ε (x; y0) := P
[y0,+pi〉
ε (x).
We lift these maps from the circle S1x to the universal cover R
1
x continuosly
in ε, and denote the result by R¯±ε (y0 is considered a fixed parameter).
The proof of the lemma is based on the following proposition:
Proposition 4.7. One can find positive constants C±, such that for any
fixed x0 ∈ S1 and any ε > 0 small enough, the following facts hold:
1. dR¯
±
ε (x0;y0)
dε
→ ∓∞ as ε→ 0+,
2. R¯+ε (x0; y0) =
C++O(δ2+)+O(ε)
ε
,
3. R¯−ε (x0; y0) =
−C−+O(δ2
−
)+O(ε)
ε
;
This proposition is proved in [GI], (see the proof for points d¯−ε and A¯
±
ε ,
pp. 45–46) for some particular system, but the proof can be extended to our
case verbatim.
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Proof of Lemma 2.10. Let us recall that
A−ε := (p
+
ε , Pε(p
+
ε )), A
+
ε := (q
+
ε , Pε(q
+
ε )),
E−ε := (p
+
ε , q
−
ε ), E
+
ε := (q
+
ε , p
−
ε ).
By definition, D±ε = [p
±
ε , q
±
ε ] (see subsection 4.1 and fig. 2.1 on page 4),
p+ε = R
−
ε (σ
+; δ+), q
+
ε = R
−
ε (+pi; δ+),
p−ε = R
+
ε (−pi; δ−), q−ε = R+ε (σ−; δ−).
It is obvious that
Pε(p
+
ε ) = R
+
ε (σ
+; δ+), Pε(q
+
ε ) = R
+
ε (+pi; δ+).
Therefore,
(x− y)(A−ε ) = R−ε (σ+; δ+) − R+ε (σ+; δ+),
(x− y)(A+ε ) = R−ε (+pi; δ+) − R+ε (+pi; δ+),
(x− y)(E−ε ) = R−ε (σ+; δ+) − R+ε (σ−; δ−),
(x− y)(E+ε ) = R−ε (+pi; δ+) − R+ε (−pi; δ+).
(4.45)
Using (4.45), it is easy to show that assertion 1 of the lemma follows from
assertion 1 of proposition 4.7, and assertion 2 of the lemma follows from the
assertions 2 and 3 of the same proposition.
5. Influence of the jump point: proof of tech-
nical propositions
5.1. Dynamics near jump point
5.1.1. Composition of the Poincare´ maps
In this section we will prove Theorem 4.3. Let us show that for some λ > 0,
derivative of the Poincare´ map Rε = Q
−1
ε = P
〈−pi,α+]
ε can be written in the
following form:
lnR′ε(x) =
C(δ+) +O(ε
λ)
ε
, (5.1)
where C(δ+) < 0 is continuous and tends to 0 monotonically as δ+ → 0+.
For some ε > 0, consider the two cross-sections
Γ1ε = {(x, y) | y = τ+ − εν},Γ2ε = {(x, y) | y = τ+ + εµ}, (5.2)
26
where µ, ν ∈ (0, 1) are constants to be defined later.
Consider Rε as a composition:
Rε : Γ
+ R
1
ε→ Γ2ε
R2ε→ Γ1ε
R3ε→ Γ (5.3)
Rε = R
3
ε ◦R2ε ◦R1ε (5.4)
Take the logarithmic derivative of (5.4):
lnR′ε = ln(R
3
ε)
′ ◦R2ε ◦R1ε + ln(R2ε)′ ◦R1ε + ln(R1ε)′. (5.5)
Lemma 3.5 implies that the second term of the sum is O(εmin(µ,ν)−1). We will
prove that
| ln(R3ε)′| < Cεν−1, (5.6)
ln(R1ε)
′ =
C(δ+) +O(ε
µ)
ε
, C(δ+) < 0. (5.7)
Taking λ = min(µ, ν) and using these estimates in (5.5), we obtain the the
desired estimate and thus complete the proof of theorem 4.3.
5.1.2. Dynamics far from the true slow curve
The following proposition generalizes theorem 3.1. It allows us to estimate
the derivative of the Poincare´ map from some given cross-section to the the
cross-section which slowly approaches the jump point.
Let us move the origin to G+ = (σ+, τ+). Then cross-section Γ = {y =
−pi} becomes {y = a} for some a > 0 (which can be chosen arbitrary by an
appropriate coordinate change).
Define the map:
Q3ε =
(
R3ε
)−1
= P [a,−ε
ν〉
ε : Γ→ Γ1ε. (5.8)
Proposition 5.1. The derivative of Q3ε can be estimated as follows:
| ln(Q3ε)′| = | ln(R3ε)′| < Cεν−1. (5.9)
Proposition 5.1 is proved in subsection 5.2.
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5.1.3. True slow curve near the jump point
Proposition 5.2. Assume that the conditions of Proposition 5.1 are satisfied
for any u ∈ Γ+ in some neighborhood of the slow curve M+. Then, the
following equality holds:
ln(R1ε)
′(u) =
C(δ+) +O(ε
µ)
ε
, (5.10)
where C(δ+) < 0 is continuous and tends to 0 monotonically as δ+ → 0.
To prove this proposition we need a description of the asymptotics of the
true slow curve near the jump point:
Theorem 5.3 ([MR], p. 119). There exists a µ ∈ (0, 1/3) such that the func-
tion defining true slow curve, x = s(y, ε), admits the following representation
for y ∈ [εµ, δ+] :
s(y, ε) = s(y) +O(ε2/3−µ/2), (5.11)
where s(y) defines the slow curve.
This theorem can be deduced by applying a trivial coordinate change to
representation (16.10) from the cited work.
Remark 5.4. In the definition of the cross-section Γ2ε we set µ equal to the
value given by theorem 5.3.
Proof of the Proposition 5.2. Fix a cross-section Γ′ = {y = δ′} for δ′ ≪ δ+.
Assume that ε is small enough to assure δ′ > εµ. We represent the map R1ε
as a composition:
R1ε : Γ
+ H
1
ε→ Γ′ H
2
ε→ Γ2ε. (5.12)
Suppose that the trajectory passing through the point (u, δ+) is the graph of
a function x = x(y, ε). Theorem 3.2 implies that H1ε is a linear contraction
with an exponential rate of order O(e−C/ε) in normalizing charts. Fix a
segment of Γ+ that intersects the slow curve M+. Due to the exponential
contraction, any trajectory that crosses this segment is quickly attracted to
true slow curve in reverse time. We have:
|x(δ′, ε)− s+(δ′, ε)| ≤ const e−C/ε (5.13)
With an appropriate choice of δ′, we can move Γ′ arbitrarily close to Γ2ε for
ε small enough. Thefore, the trajectory spends much more time during the
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transition from Γ+ to Γ′ than during the transition from Γ′ to Γ2ε. Hence,
lemma 3.5 implies that for any y ∈ [εµ, δ′] the following estimate holds:
|x(y, ε)− s+(y, ε)| ≤ const e−C/ε (5.14)
In other words, the corresponding trajectory on the segment from Γ′ to Γ2ε
moves exponentially close to the true slow curve.
Variational equations imply:
ln(R1ε)
′(u) = ln(H1ε )
′(u) + ln(H2ε )
′ ◦H1ε (u) =
=
−c3(δ′, δ+)
ε
+
1
ε
∫ εµ
δ′
f ′(x(y, ε), y, ε)dy+O(1), (5.15)
where c3(δ
′, δ+) > 0.
Due to (5.14), one can replace x(y, ε) by s+(y, ε) in the second term
of (5.15). Moreover, using representation (5.11), we obtain:
ln(H2ε )
′ =
1
ε
∫ εµ
δ′
f ′x(x(y, ε), y, ε)dy =
1
ε
∫ εµ
δ′
f ′x(s
+(y, ε), y, ε)dy+O(1) =
=
1
ε
[∫ εµ
δ′
f ′x(s
+(y), y, 0)dy+O(ε2/3−µ/2)
]
=
1
ε
[∫ 0
δ′
f ′x(s
+(y), y, 0)dy+O(εµ)
]
=
=
−c4(δ′) +O(εµ)
ε
(5.16)
Denoting C = −(c3+c4) and substituting (5.16) into (5.15), we obtain (5.10).
The number C is δ+-monotonic, because expressions under the integral sign
in (5.15) and (5.16) are positive.
5.2. Distortion lemma: proof of proposition 5.1
In this section we prove proposition 5.1. Instead of considering the Poincare´
map from one vertical cross-section to another, we consider Poincare´ map
from the horizontal cross-section x = 0 to itself. We will iterate this Poincare´
map and estimate the derivative of these iterations using the Distortion
Lemma due to Denjoy and Schwartz. To apply this lemma we need some
additional estimates obtained from the variational equations.
5.2.1. Vertical Poincare´ map
Proof of the proposition 5.1. Along with the system (2.1) we will consider
two auxilliary systems with the same phase portraits for any given ε:
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x˙ = v(x, y, ε), y˙ = ε; (5.17)
and
x˙ = 1, y˙ = εw(x, y, ε), (5.18)
where
v(x, y, ε) =
f(x, y, ε)
g(x, y, ε)
, w(x, y, ε) =
g(x, y, ε)
f(x, y, ε)
. (5.19)
According to remark 2.7, without loss of generality we can assume that g = 1
and then v = f , w = 1/f .
Nondegenerecity conditions (2.5) imply that for a < y < 0 and for some
positive constants cv, Cv, cw, Cw the following equivalent estimates hold:
0 < −cv(y+O(ε)) < v(x, y, ε) < Cv ⇔ 0 < cw < w(x, y, ε) < − Cw
y +O(ε)
(5.20)
For the sake of simplicity, we will rescale the coordinate x 7→ 2pix so that x
becomes a coordinate modulo Z.
Denote the line {x = 0} = {x = 1} by Σ, and the Poincare´ map Σ → Σ
by ψ (see fig. 5.4). Recall that we are considering the following cross-sections:
Γ = {(x, y) | y = a}
Γ1ε = {(x, y) | y = −εν}.
For brevity, we will write Γε instead of Γ
1
ε.
Let us define a correspondence map γ from the cross-section Γ to the
semi-interval J0 ⊂ Σ in forward time (see fig. 5.4). Note that γ is not
countinous at 0, so in the following analysis we will replace the circle Γ by
the semi-interval [0, 1), where γ is continious. Consequently, let us denote:
Jk+1 := ψ(Jk), ψ|Jk =: ψk, k ≥ 1
Obviously, the semi-intervals Jk do not intersect each other and the right
end of the k-th interval coincides with the left end of (k + 1)-th interval.
Define N = N(ε) in such way that JN intersects Γε. Denote by τ the inter-
section point of Γε and the trajectory passing thought (0, a).
Let us define γε : Γε → JN in the following way. On the interval [0, τ〉
(resp., [τ, 1〉) it coincides with the correspondence map for the phase flow
of (2.1) in the reverse (resp., forward) time. Defined this way, γε will be
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Figure 5.4: Correspondence maps
discontinious in τ , but its inverse γ−1ε continiuosly projects JN to the circle Γε
along the phase curves.
Now Q3ε may be represented by the following composition:
Q3ε : Γ
γ→ J0 ψ0→ · · · ψN−1→ JN γ
−1
ε→ Γε
Q3ε = γ
−1
ε ◦ ψN−1 ◦ · · · ◦ ψ0 ◦ γ = γ−1ε ◦ FN−1 ◦ γ
The chain rule implies:
| lnQ′ε| ≤ |max
JN
ln |(γ−1ε )′||+ |max
J0
lnF ′N−1|+ |max
Γ
ln |γ′||. (5.21)
We will obtain the following estimates for the terms of this sum.
| ln |γ′ε|| < Cεν−1 (5.22)
| lnF ′N−1| ≤ (ν − 1) ln ε+ const+o(1) (5.23)
| ln |γ′|| ≤ ln 1
ε
(5.24)
These estimates are obtained below and they justify (5.9).
Remark 5.5. Inequality (5.21) can be applied to every point of Γ exclud-
ing 0, because γ and γε are discontinuous in 0 and τ respectively. However,
we can still obtain necessary inequalities on the whole Γ. To this end, we
have to define another cross-section Σ (e.g. Σ = {x = 1
2
}) and use the same
arguments for this new cross-section to obtain the inequality for x = 0.
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5.2.2. Application of the Distortion Lemma
In this section we will obtain (5.23). First, we give the statement of the Dis-
tortion Lemma.
Defenition 5.6. For any diffeomorphism ψ : A → B define its distortion
rate as:
κ(ψ) = ln
maxA ψ
′
minA ψ′
= max
x,y∈A
ln
ψ′(x)
ψ′(y)
. (5.25)
Lemma 5.7 (Distortion Lemma ([De], [Sch])). Consider a sequence of arbi-
trary intervals and their orientation-preserving diffeomorphisms:
J0
ψ0→ J1 ψ1→ · · · ψN−1→ JN .
Then the following estimate holds for the composition FN−1 := ψN−1◦· · ·◦ψ0
of these maps:
κ(F ′N−1) ≤ max
i
max
x∈Ji
·
∣∣∣∣ψ′′i (x)ψ′i(x)
∣∣∣∣ N−1∑
k=0
|Jk|. (5.26)
This lemma easily follows from the subadditivity (under the composition)
of the distortion rate and the mean value theorem, which implies that:
κ(ψ) = max
x,y∈A
(lnψ′(x)− lnψ′(y)) ≤ max
z∈A
∣∣∣∣ψ′′(z)ψ′(z)
∣∣∣∣ · |A|. (5.27)
Our strategy is to apply the Distortion Lemma to composition FN−1 of the
iterations of the vertical Poincare´ map ψ (see subsection 5.2.1). To this end,
we have to estimate the sum of lengths for {Jk}N−1k=0 and the distortion rate
of ψ. In the rest of this subsection we consider system (5.18).
By construction, the intervals Jk do not intersect each other. There-
fore, to estimate the sum of their lengths it is sufficient to control the last
interval JN := [xN , xN+1].
Proposition 5.8. For any ν < 1/2 and ε small enough, we have:
|JN | ≤ εν (5.28)
xN+1 < −1
2
εν (5.29)
Proof. Let us denote the projections of the phase space to Σ along the phase
curves in forward (+) and reverse (−) time as T±. Obviosly,
JN = [T
−(τ,−εν), T+(τ,−εν)) ⊂
⊂ [T−(1,−εν), T+(0,−εν)] = [ψ−1(−εν), ψ(−εν)]. (5.30)
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Let us consider the trajectory that passes through the point (0,−εν). The
second equation of the system (5.18) is:
y˙ = εw(x, y, ε) (5.31)
By (5.20), the right-hand side of this equation is positive and can be esti-
mated from above by −ε Cw
y+O(ε)
(recall that in the domain under consider-
tion y < 0). Solving the equation
y˙∗ = −ε Cw
y∗ +O(ε)
, (5.32)
we find that
y∗(t; y0) = −
√
y20 − 2εCwt +O(ε), y∗(0; y0) = y0 < 0. (5.33)
Therefore,
T+(0,−εν) = y(1;−εν) ≤ y∗(1;−εν) = −
√
ε2ν +O(ε) =
= −εν
√
1 +O(ε1−2ν) < −1
2
εν (5.34)
The last inequality holds for ε small enough if ν < 1/2.
Similar arguments show that T−(0,−εν) > −3
2
εν , which implies the
proposition.
Remark 5.9. Obviosly, (5.20) implies the following estimates for some pos-
itive constants CJN , CJ0 and cJ0:
|JN | ≥ CJNε, cJ0ε ≤ |J0| ≤ CJ0ε. (5.35)
Proposition 5.10. For any ν < 1/2 the derivative of the Poincare´ map ψ :
Σ→ Σ admits the following estimate in the domain a < y < −εν :
ψ′ ≥ 1
2
, (5.36)
ψ′′ ≤ Cε1−4ν . (5.37)
Proof. Proposition 5.8 implies that a trajectory starting from the do-
main {a ≤ y ≤ −εν} does not leave the domain {a − O(ε) ≤ y ≤ −εν/2}
until it intersects Σ.
Let y = y(t; y0) be the y-coordinate of the solution of the system (5.18)
with the initial conditions x(0) = 0, y(0) = y0. Obviously,
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ψ(y0) = y(1; y0). (5.38)
Taking the derivative with respect to y0, we obtain:
ψ′(y0) =
∂y(1; y0)
∂y0
=: y′y0(1; y0). (5.39)
The variational equation for y′y0 has the form:
y˙′y0 = ε
∂w
∂y
y′y0, y
′
y0
(0; y0) = 1. (5.40)
Therefore,
y′y0(t; y0) = exp
∫ t
0
ε
∂w
∂y
(x(ξ; y0), y(ξ; y0), ε) dξ. (5.41)
For a < y < −1
2
εν the derivative ∂w
∂y
can be estimated as follows:
∣∣∣∣∂w∂y
∣∣∣∣ = ∣∣∣∣ ∂∂y g(x, y, ε)f(x, y, ε)
∣∣∣∣ = ∣∣∣∣g′yf − f ′ygf 2
∣∣∣∣ ≤ C(y +O(ε))2 ≤ C1ε2ν . (5.42)
Therefore, for ν < 1
2
and ε small enough,
ψ′(y0) ≥ exp
(
−ε C1
ε2ν
)
= exp(−C1ε1−2ν) > 1
2
, (5.43)
which proves (5.36).
To obtain (5.37) we take the derivative of (5.41) with respect to y0 for t =
1:
ψ′′(y0) =
∂
∂y0
y′y0(1; y0) =
∂
∂y0
exp
∫ 1
0
ε
∂w
∂y
(x(ξ; y0), y(ξ; y0), ε) dξ =
= εψ′(y0)
∫ 1
0
∂2w
∂y2
y′y0(ξ; y0) dξ ≤ ε(maxξ∈[0,1] y
′
y0
(ξ; y0))
2C2
ε4ν
≤
≤ Cε1−4ν exp(Cε1−2ν) ≤ Cε1−4ν , (5.44)
where ∂
2w
∂y2
was estimated from above by C2
ε4ν
(the justification is similar
to (5.42)), and y′y0 was estimated using (5.40) and (5.42).
Corrollary 5.11. For ν < 1/4 and ε→ 0 we have:
ψ′′
ψ′
≤ Cε1−4ν → 0. (5.45)
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Therefore, the Distortion Lemma gives the following estimate for FN−1
(for brevity, we omit the index N − 1 below):
ln
maxJ0 F
′
minJ0 F
′
≤ C max
[a,−εν ]
ψ′′
ψ′
= o(1). (5.46)
It implies that
lnmax
J0
F ′ = lnmin
J0
F ′ + o(1). (5.47)
At the same time, the mean value theorem implies that for any ε > 0 small
enough there exists some point y0 ∈ J0, such that
F ′(y0) =
|JN |
|J0| .
According to the estimates (5.28) and (5.35), we have:
minF ′ ≤ F ′(y0) ≤ C1εν−1,
maxF ′ ≥ F ′(y0) ≥ C2. (5.48)
Taking the lograhithm of (5.48) and using (5.47), we have:
lnmaxF ′ ≤ lnC1εν−1 + o(1),
lnminF ′ ≥ const+o(1). (5.49)
Therefore, (5.23) is justified.
5.2.3. The projection to the horizontal cross-section
In this subsection inequalities (5.22) and (5.24) are proved. Consider the
system (5.17).
Proposition 5.12. For the map γ : Γ→ J0 the following estimate holds:
| ln |γ′|| ≤ ln 1
ε
+O(1). (5.50)
Proof. Let us fix x0 and define y0 := γ(x0). We present γ(x) as a composition
(see fig. 5.5):
γ : Γ
R→ Γ′ γ˜→ Σ, (5.51)
where Γ′ = {y = y0} is the shifted vertical cross-section, R is the corre-
spondence map from Γ to Γ′, and γ˜ is the correspondence map from some
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Figure 5.5: Estimate of the derivative γ
neighborhood of the point x = 0 on Γ′ to some neighborhood of y = y0 on Σ,
which is defined in the following way:
γ˜(±x˜) = T∓(x˜, y0), (5.52)
Recall that T± are the projections of the phase space to Σ along the trajec-
tories of the system in forward (+) and reverse (−) time.
It is easy to see that γ˜′(1) = −εw(0, γ(x0), ε), because in a small neigh-
borhood of (1, y0) the map γ˜ is close to the linear projection from Γ
′ to Σ
along the vector (1,−εw(1, y0, ε)).
The function w is bounded away from zero and infinity in some neigh-
borhood of the cross-section Γ. Therefore |γ˜′| is of order ε.
Note, that the distance between Γ and Γ′ is of order ε, and therefore the
time of the transition between these cross-sections along the phase curves
of the system (5.17) is bounded from above. Hence, the derivative of R is
bounded from above (what follows from the variational equations). There-
fore, estimates for γ˜′ and γ′ coincide.
Proposition 5.13. For every point x0 6= τ , the following estimate holds:
| ln |γ′ε(x0)|| < Cεν−1 (5.53)
Proof. Like in the previous proposition, we fix x0 and represent γε as a com-
position:
γε : Γε
Rε→ Γ′ε
γ˜ε→ JN , (5.54)
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where Γ′ε = {y = γε(x0)}.
According to proposition 5.8, all the trajectories starting at Γε stay in
the strip {−3
2
εν < y < −1
2
εν} until they cross Σ in forward or reverse
time. Therefore, the trajectory of (5.17) spends time t∗ = C1ε
ν−1 before
it intersects Σ. Due to the smoothness of v(x, y, ε) on the whole torus, the
variational equations imply that
| lnR′| ≤ C2t∗ ≤ Cεν−1. (5.55)
Applying arguments from the previous proposition to γ˜′ε, we obtain:
γ˜′ε(0) = −εw(1, y0, ε), | ln γ˜′ε(0)| < (ν − 1) ln ε+O(1)≪ εν−1. (5.56)
Provided (5.55) and (5.56), the chain rule justifies (5.53).
Remark 5.14. We can put arbitrary ν from the interval (0, 1/4) into the
definition of the cross-section Γε = Γ
1
ε.
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