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A run-and-tumble particle in a one dimensional box (infinite potential well) is studied. The steady
state is analytically solved and analyzed, revealing the emergent length scale of the boundary layer
where particles accumulate near the walls. The mesoscopic steady state entropy production rate of
the system is derived from coupled Fokker-Planck equations with a linear reaction term, resulting
in an exact analytic expression. The entropy production density is shown to peak at the walls.
Additionally, the derivative of the entropy production rate peaks at a system size proportional to
the persistence length of the particle motion, suggesting that the behavior of entropy production
rate and its derivative as a function of the control parameter may signify a qualitative behavior
change in the physics of active systems, such as phase transitions.
I. INTRODUCTION
Active matter is composed of particles that self pro-
pel by consuming energy from the environment, produc-
ing a persistent random motion. Due to the motion
persistence, active particles accumulate on surfaces even
when the particle-surface interaction is purely repulsive,
a behavior which can be described as effective attraction
[1, 2].
A minimal model in which this behavior was studied
is that of run-and-tumble particles (RTP), where a free
particle moves in a straight line for an exponentially dis-
tributed random duration (run), and then changes its
direction of motion to a new random direction (tum-
ble). This model was originally suggested to describe
the swimming of E. coli bacteria [3–5]. Similar mini-
mal models, which differ in the statistics of the particle
speed and change of direction of motion, are active Brow-
nian particles (ABP) [6], and active Ornstein-Uhlenbeck
particles (AOUP) [7–9], which display similar surface ac-
cumulation. In free space, RTPs, ABPs and AOUPs all
perform a persistent random walk, which is diffusive at
long time and length scales [9]. However, when confined,
they display a nonequilibrium steady state density [5, 10–
24]. Most theoretical studies of confined active parti-
cles used simulations and approximate analytical treat-
ment, including those of 2D and 3D RTPs in a channel
[13, 15]. Few models, including the 1D RTP with hard
walls, which we study here, have an analytic steady state
solution [18, 20, 25, 26].
While its steady state particle density can be described
by an effective potential [2, 24], the nonequilibrium na-
ture of a confined active particle system can be quantified
by its entropy production. The entropy production rate
(EPR, often called ”entropy production”) is zero in equi-
librium and positive when detailed balance is broken, as
signified by the existence of probability currents in the
system’s state space. It thus provides a quantification of
the distance of a system from equilibrium [27–33].
The entropy production of active matter systems has
been a recent topic of interest [34–47]. It has been calcu-
lated using different frameworks and at different levels of
coarse graining, yielding different results [36, 39, 41–43].
The EPR for a single free active particle has been cal-
culated analytically in [42], and the result was shown to
depend on whether the motion dynamics is overdamped
and whether the self propulsion force is odd or even
under time reversal. Most previous calculations of the
EPR of interacting active systems have been approxi-
mate (such as field theory approaches [38, 48]) or numer-
ical [38, 43, 47]. In the following, we calculate exactly
the EPR of an overdamped dry active particle which
interacts with confining hard walls from Fokker-Planck
equations.
In this paper, we study the minimal system of a single
RTP in a box in one dimension. The model is defined
in Section II. In Section III, we derive and study the
limits of its nonequilibrium steady state. In Section IV,
we develop an expression for the mesoscopic EPR corre-
sponding to dynamics given by a Fokker-Planck equation
with linear reaction terms, and use it to obtain an exact
analytic result for the EPR of the system. We show that
the EPR has maximal slope at a system size proportional
to the persistence length of the particle motion. We de-
fine an entropy production density and show that it is
maximal near the system edges, where the interaction
between the particle and the walls causes breaking of
time reversal symmetry.
II. MODEL DEFINITION
A point-like run-and-tumble particle moves at a con-
stant speed v, as a result of a constant magnitude self
propulsion force acting against friction in an overdamped
regime. With rate α, a tumble event occurs and a new
random direction of motion is chosen. In addition to
the active motion, the particle diffuses (due to the tem-
perature or another source of white noise) with diffusion
coefficient D.
In one dimension, a run-and-tumble particle can move
in one of two directions: left or right. This allows writing
two coupled Fokker-Planck (FP) equations for the den-
sity of right and left moving particles at position x and
time t - R(x, t) and L(x, t) [3–5]:
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2∂tR = D∂
2
xR− v∂xR+ α2 (L−R) ≡ −∂xJR + α2 (L−R)
∂tL = D∂
2
xL+ v∂xL+
α
2 (R− L) ≡ −∂xJL + α2 (R− L)
(1)
The probability currents associated with the right /
left moving particles are
JR(x, t) = vR−D∂xR
JL(x, t) = −vL−D∂xL
(2)
We consider here a RTP in a box - confined by hard
walls at x = ±d (Fig. 1). Thus the particle density is
described by Eq. 1, with reflecting boundary conditions,
which mean the currents vanish at the walls: JL(±d) =
JR(±d) = 0.
𝑥𝑥𝑑𝑑0−𝑑𝑑 𝑣𝑣
𝛼𝛼
FIG. 1. System illustration: a run and tumble particle (RTP)
in a 1D box.
III. THE STEADY STATE DENSITY AND
CURRENT
We define the total particle density ρ = R + L, and
the difference σ = R − L. The steady state (∂tR =
∂tL = 0) solution of Eq. 1, which satisfies the no flux
boundary conditions and the normalization condition of
one particle in the box
∫ d
−dρ(x) dx = 1 is given by
ρ(x) = ρ0 cosh(
x
ξ ) + ρ1
σ(x) = ρ0
√
1 + Pe−1 sinh(xξ )
(3)
where ξ =
√
D2
v2+αD =
√
1
Pe(Pe+1)`p, Pe = v
2τ/D is the
dimensionless Peclet number, τ = α−1 is the persistence
time, `p = vτ is the persistence length, and the constants
ρ0 and ρ1 are
ρ1 =
1
2d − ρ0 ξd sinh(dξ )
ρ0 =
Pe
2(ξPe sinh( dξ )+d cosh(
d
ξ ))
(4)
Substituting the steady state density Eq. 3 into Eq. 2
gives the currents:
JR(x) =
v
2
(
−ρ0Pe−1 cosh(xξ ) + ρ1
)
= −JL(x) (5)
The particle spends time near the walls due to its per-
sistence: when the particle’s active force pushes it against
a wall, it takes on average a time duration τ to turn
around. This results in a boundary region of increased
density near each wall, which decays exponentially with
length scale ξ (Fig. 2). The currents of R and L particles
vanish at the walls as required by the boundary condi-
tions, and grow in magnitude towards the system center
(Fig. 2(a)). Their sum, the total particle current in the
system, vanishes (J = JR + JL = 0).
A similar solution appears in [20], and for the D = 0
case in [18, 25, 26]. The steady state density of the RTP
in the box is notably similar to the approximate solution
for the density of ABPs in a 2D channel with hard walls
derived in [14, 23].
In the limit of vanishing Peclet number Pe → 0, the
thermal equilibrium result of uniform density ρ(x) =
1/2d, which is the Boltzmann distribution inside the box,
is restored. The length scale of the surface accumulation
in the Pe  1 limit is ξ ' √Dτ , while in the Pe  1
limit, ξ ' D/v. The accumulation length scale ξ in-
creases with the diffusion coefficient D, because diffu-
sion causes wall-facing particles to spread over a nonzero
length near the wall, instead of remaining at the wall.
Without diffusion D = 0, the length scale of the accumu-
lation boundary region vanishes ξ = 0, and the particle
density at the walls diverges as a macroscopic number of
particles accumulate on each of the walls. This can be
shown either by taking the limit of D → 0 in the steady
state solution above, or by writing coupled differential
equations for the densities of left and right moving parti-
cles in the bulk and the numbers of particles accumulated
on the walls. Both methods yield the same result (Ap-
pendix A). Working in the D = 0 limit is often useful
since it allows an analytical solution of some generaliza-
tions of the run-and-tumble model, such as ones with
position dependent v and α and source and sink terms
[26, 49]. Moreover, this limit is relevant for colloids and
bacteria, where thermal diffusion is typically two orders
of magnitude smaller than the effective active diffusion
v2τ [50].
IV. THE ENTROPY PRODUCTION
The steady state density of a particle in a box indicates
that the system is out of equilibrium, since it is not the
Boltzmann distribution, which is a uniform distribution
inside the box. Nevertheless, one can define an effective
energy Eeff(x) = −β−1 log(ρ(x)), for which the steady
state particle distribution is the Boltzmann distribution
ρ(x) ∝ exp(−βEeff(x)). The effective interaction poten-
tial between the particle and the walls is attractive. This
effective attraction between the particle and the wall is
similar to the effective attraction between self propelled
particles with repulsive interactions which causes them
to create a dense cluster phase at large enough densi-
ties and active speeds in 2 and 3 dimensional systems.
This phase transition is known as motility induced phase
separation (MIPS) [8, 51, 52].
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FIG. 2. The steady state density (Eq. 3) and current (Eq. 5)
for D = 1, α = 1, d = 5. (a) Top: The densities of right/left
moving particles R/L, and their sum - the total density ρ.
Bottom: The current of right/left moving particles JR/L, and
their sum - the total current J = JR + JL = 0. (v = 1)
(b) Particle density ρ(x), for varying particle speed v. For a
Brownian particle (v = 0), the density profile is uniform. As
the active velocity increases, a growing portion of the density
is concentrated near the walls.
Thus it is not possible to determine if the system is
out of equilibrium by observing the steady state particle
density. The fact that the total current J = 0 is also
consistent with the equilibrium-like picture. However,
when in addition to the particle positions, the direction
of the active force is known, R(x) can be distinguished
from L(x). This reveals the the existence of currents
(Eq. 5, Figs. 2a, 3) and breaking of detailed balance. The
deviation of the system’s steady state from equilibrium,
associated with the severity of the violation of detailed
balance, is quantified by the entropy production rate.
The Eqs. 1 describe the diffusion and drift of particles
of types R and L, along with a reaction that turns R
particles into L and vice versa. In the following, we de-
rive the entropy production rate for such reaction-drift-
diffusion FP equations. Similarly to the derivations in
[27] for a spatially discrete system defined by master
equations, and in [53] for the FP equation with drift
and diffusion terms, we show that the time derivative of
the information/Gibbs entropy S is a sum of two terms:
S˙ = Π − Φ. Π, which can be interpreted as the en-
tropy production rate, is non-negative and vanishes if
the system is in detailed balance. Φ is the entropy flux
from the system to the environment [27, 53]. Moreover,
we find that the EPR Π for a reaction-drift-diffusion FP
equation is composed of separate contributions from the
drift-diffusion in space and from the reaction.
The system states are S = (i, x) for i = R/L and
−d ≤ x ≤ d. The information entropy is given by
S(t) = −∑
S
P (S, t) logP (S, t)
= −
d∫
−d
dxR(x, t) logR(x, t)−
d∫
−d
dxL(x, t) logL(x, t)
(6)
where in the first line the summation over the con-
tinuous degree of freedom x denotes an integral, and
P ((R/L, x), t) ≡ R/L(x, t) as defined before. We denote
SR ≡ −
∫ d
−d dxR(x, t) logR(x, t). Its time derivative is
S˙R = −
∫ d
−d
dx∂tR(logR− 1) (7)
By using Eq. 1, we get
S˙R = −
d∫
−d
dx(∂xJR + JLR)(logR− 1) (8)
where JLR(x) =
α
2 (R(x)−L(x)) is the flux density from
R(x) to L(x). Using integration by parts and the bound-
ary condition JR(±d) = 0,
S˙R = −
d∫
−d
dxJR∂x logR+
d∫
−d
dxJLR(logR− 1) (9)
From the definition of JR, D∂x logR = v− JR/R, and
therefore the first term in the right hand side of Eq. 9 is
equal to
− v
D
d∫
−d
dxJR +
1
D
d∫
−d
dx
J2R
R
≡ −ΦR + ΠR (10)
We identify ΠR and ΦR as the entropy production and
entropy flux from the system to the environment due to
the drift and diffusion of R(x) [53, 54]. Similarly,
S˙L = −ΦL + ΠL −
d∫
−d
dxJLR(logL− 1) (11)
where ΦL ≡ − vD
∫ d
−d dxJL and ΠL ≡ 1D
∫ d
−d dx
J2L
L .
Summing Eq. 9 and Eq. 11, we find
S˙ = S˙R + S˙L = Π− Φ (12)
where Π and Φ are defined as follows:
Π ≡ ΠR + ΠL + ΠRL
= 1D
d∫
−d
dx
(
J2R
R +
J2L
L
)
+ α2
d∫
−d
dx(R− L) log(R/L)
(13)
Π is the total entropy production rate. It is non nega-
tive and thus satisfies the second law of thermodynamics.
ΠR/L is the entropy production due to drift and diffusion
of R/L particles, which generate the flux JR/L. It has the
same form as the EPR of a drift-diffusion FP equation
[53, 54]. ΠRL is given by
4ΠRL ≡ α
2
d∫
−d
dx(R− L) log(R/L) (14)
=
α
2
(DKL(R||L) +DKL(L||R)) (15)
where DKL(f ||g) is the Kullback-Leibler (KL) divergence
of the functions f and g. ΠRL is the entropy production
due to the transitions R(x) 
 L(x), according to the
entropy production definition for discrete state systems
[27, 29], integrated over the continuum of contributions
from all −d ≤ x ≤ d. This symmetrized KL divergence
quantifies the difference between the distributions L(x)
and R(x), and vanishes when they are equal, as happens
in equilibrium (v = 0).
The second term in Eq. 12 is
Φ ≡ ΦR + ΦL = − v
D
d∫
−d
dx(JR − JL) (16)
This is the total entropy flux from the system to the
environment, composed of symmetric contributions from
R and L.
In steady state, S˙ = 0 and thus Π = Φ. We can
therefore calculate the EPR Π by evaluating the simpler
expression for Φ. We obtain:
Π = α
d
ξ cosh
(
d
ξ
)
− sinh
(
d
ξ
)
Pe−1 dξ cosh
(
d
ξ
)
+ sinh
(
d
ξ
) (17)
In the equilibrium limit Pe = 0, the entropy production
vanishes Π = 0. As Pe grows, the entropy production
grows. For Pe 1, Π ' α (1− d/ξ coth(d/ξ)), which di-
verges for vanishing ξ - as D → 0, v →∞ or α→∞. The
divergence occurs since in this limit, there are wall-facing
particles accumulated on the walls. These particles have
a nonzero rate of transition to the state with opposite
propulsion force direction, while the reverse probability
flux vanishes since the number of particles at the wall
with propulsion force away from it is zero (Appendix A).
The EPR’s dependence on the system half length d
and the accumulation length scale ξ only through their
dimensionless ratio d/ξ. The EPR vanishes in the small
system limit d/ξ → 0, and monotonically increases as
d is increased. In the infinitely large system d → ∞
limit, Π → v2/D which is the entropy production of a
free particle (as calculated in [42] for overdamped, time
reversal symmetry even propulsion).
The rate of change of the EPR as the system size is
varied, ∂dΠ, is maximal for dmax = ξf(Pe), where f(Pe)
is a constant close to one for Pe ≤ 1, and grows logarith-
mically with Pe for Pe 1 (Appendix B). The fact that
the EPR slope with respect to d is maximal for a system
R(−d) R(d)
L(−d) L(d)
JR(x)
JL(x)
JRL(x)
x
R
L
FIG. 3. Probability flux in state space. Black lines represent
the continuum of R and L states for −d ≤ x ≤ d. There
is a flux JR/L between the continuum of R/L states, and
a flux density JRL(x) of discrete transitions from the state
L(x) to the state R(x) for each −d ≤ x ≤ d. The existence
of probability flux in state space indicates the breaking of
detailed balance and a nonzero production of entropy.
size proportional to ξ is interesting in light of previous
findings in nonequilibrium systems were the EPR or its
slope were maximal near (or divergent at) a critical point
[28, 31, 55]. While this 1D system does not undergo a
phase transition, d ≈ ξ is a transition point between two
regimes in which the system is qualitatively different: at
d ξ the system is much larger than the particle persis-
tence length `p and thus in the bulk the particle motion
is diffusive at long time and length scales, with diffusion
constant D + v2τ . Once the system size - a length scale
introduced by the particle interaction with the walls -
becomes of the order of ξ, the system is dominated by
the boundary physics.
Since the boundary accumulation of the particle on the
walls resembles that of particles on each other in MIPS,
it would be interesting to see if a similar maximum in
the EPR or its slope occurs near the critical volume in 2
and 3 dimensional systems of interacting active particles
that undergo MIPS.
From Eq. 13, the entropy production is given by an
integral over the system length of a quantity that we can
identify as an entropy production density and denote it
by pi(x). As with the total EPR Π, we can consider the
three separate contributions to the EPR density of the
current of the right moving current JR, the current of left
moving particle states JL, and the probability current
between the states R(x) and L(x) for each x, denoting
them piR(x), piL(x) and piRL(x) respectively:
piR(x) ≡ J
2
R
DR
piL(x) ≡ J
2
L
DL
piRL(x) ≡ α2 (R− L) log(R/L)
(18)
piRL(x) is symmetric, and peaks near the walls, where
the difference R−L is the largest. For ξ  d, it vanishes
in the bulk, where R(x) ≈ L(x). piR(x) and piL(x) are
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FIG. 4. Entropy production of a RTP in a 1D box. (a) The
entropy production rate Π (Eq. 17) and (b) ∂dΠ as a function
of d/ξ, for varying Pe values (α = 1). The derivative ∂dΠ is
maximal at dmax/ξ = f(Pe) (independent of α and ξ), and
decays to zero away from dmax. (c) The entropy production
density and its three components (Eq. 18) for v = 1, α = 1,
D = 1, d = 5. It is maximal at the walls. (d) The EPR density
pi(x) with v, α, d as in c and varying D. There is a qualitative
change in the shape of pi(x) as the diffusion coefficient D
varies.
asymmetric mirror images of each other (as are R and L)
which vanish at the walls and peak in the bulk where the
current magnitude per particle density is largest. The
total entropy production density is concentrated at the
walls (Fig. 4c,d), consistent with the fact that time re-
versal symmetry is violated by to the particle interaction
with the walls. This resembles the findings of [38], where
the entropy production density for a cluster of active par-
ticles in the motility induced phase separation regime was
found to be maximal at the interface, which could func-
tion similarly to a wall for the fluid phase on one of its
sides.
V. DISCUSSION
A RTP in a 1D box is an analytically solvable minimal
system in which the nonequilibrium physics of active par-
ticles can be studied at the mesoscopic level described by
Fokker-Planck equations. While a single active particle
in free space undergoes effective diffusion at large time
and length scales, in the case of the infinite potential well
the interaction of the particle with the hard walls breaks
detailed balance also at the coarse grained level [5]. We
showed here that the violation of detailed balance in this
system can be quantified by analytically calculating the
entropy production rate from a Fokker-Planck descrip-
tion.
We obtained an expression for the entropy production
rate in the system which is an integral over local quan-
tities resulting from local detailed balance breaking, and
can be interpreted as an entropy production density. This
density is maximal near the walls, similarly to the results
of [38] for interacting particles in 2D, in which the en-
tropy production density was shown to be maximal at
the boundary of a particle cluster in system at MIPS.
We found that the EPR derivative as a function of the
box size is maximal at a size proportional to the length
scale of the boundary region of increased density near the
walls. This result, and similar findings in other nonequi-
librium systems [28, 31, 55], suggest that the behavior
of the entropy production and its derivatives may pro-
vide an interesting characterization of active systems at
regimes of qualitative change of behavior, and specifically
at criticality. In particular, it would be interesting to
measure these quantities as a control parameter, such as
the system volume, is varied across the motility induced
phase separation transition, since that phenomenon re-
sembles the surface accumulation displayed by a confined
active particle: In MIPS, below the critical volume, the
system separates into dense clusters and a dilute fluid
phase. The mechanisms for clustering, in which the ac-
tive particles appear to effectively attract each other, is
similar to the effective attraction of the RTP in a 1D
box to the walls and results from the persistence of their
motion.
Indeed, it was recently found that within a field theory
of active phase transitions, the EPR diverges at criticality
[48]. In addition, [47] recently showed that the entropy
production rate as defined by [36] has a maximum as a
function of the persistence time in a system of AOUPs
in 3D. In light of our results for the entropy production
of a confined RTP, we suggest that the maximum may
be a signature of a qualitative transition in the system
behavior.
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Appendix A: limits of the steady state distribution
1. The no diffusion (D → 0) limit
a. Taking the D → 0 limit of the steady state density Eq. 3
As D → 0, the length scale of wall accumulation ξ → 0,
yet the number of particles accumulated near the wall
remains finite - resulting in a diverging particle density.
We first derive an expression for the asymptotic behavior
6of ρ(x) for small D. Since Pe  1, ξ = `pPe + O(Pe−2).
Using this and ξ  d, we get:
ρ(x) ' 1
2(d+ `p)
(
1 + Pe exp
( |x| − d
ξ
))
(A1)
Taking the limit ξ → 0, and using the identity
lim→0 12e
|x|/ = δ(x), we obtain:
lim
D→0
ρ(x) =
1
2(d+ `p)
(1 + 2`pδ(|x| − d)) (A2)
where in order to maintain the particle number conser-
vation normalization condition
∫ d
−d ρ(x)dx = 1, we de-
fine an integral over a delta function with the integration
boundary at the point of the delta divergence to be equal
to 1/2:
∫ a
0
δ(x) = 12 for a 6= 0 (consistent with the con-
tribution of the asymptotic expression for small ξ to the
integral).
Thus Eq. A2 describes a constant bulk density ρ(x) =
1
2(d+`p)
for −d < x < d, and a macroscopic particle num-
ber accumulated on each of the walls:
N−d =
`p
d+ `p
lim
→0
−d+∫
−d
dxδ(|x| − d) = `p
2(d+ `p)
(A3)
and similarly the number of particles at x = d is Nd =
N−d, where we denote the number of particles at x = ±d
by Nx.
b. Solving coupled equations directly for D = 0
The coupled rate equations for the bulk density of left
and right moving particles, and for the numbers of par-
ticles accumulated on the walls:
∂tR = −∂xJR + α2 (L−R)
∂tL = −∂xJL + α2 (R− L)
∂tN
−d
L = −JL(−d)− α2N−dL
∂tN
−d
R = −JR(−d) + α2N−dL
∂tN
d
L = JL(d) +
α
2N
d
R
∂tN
d
R = JR(d)− α2NdR,
(A4)
where JR(x, t) = vR(x, t) and JL = −vL(x, t) are the
currents of right and left moving particles, and NxL/R is
the number of left/right-moving particles at the bound-
ary position x = ±d. The number of particles accumu-
lated on a wall that are moving away from it is zero (i.e.
N−dR = N
d
L = 0). We set the total particle number to 1:∫ d
−d ρ(x)dx+N
−d
L +N
d
R = 1, where ρ(x) = R(x) + L(x)
is the total particle density. The steady state solution of
Eq. A4 is then
ρ(x) ≡ ρ0 = 12(d+`p)
R(x) = L(x) = 12ρ0
N−dL = N
d
R =
`p
2(d+`p)
, N−dR = N
d
L = 0
(A5)
This is the same as the solution derived in the previous
subsection by taking the D → 0 limit of the steady state
density. More general versions of these equations allow-
ing position dependent v and α, and including sink and
source terms, have analytic steady state solutions that
were studied in [26, 49].
Appendix B: Dependence of the entropy production
rate derivative ∂dΠ on Pe
We show below that the entropy production
rate derivative as a function of the system size,
∂dΠ(d;α, ξ,Pe), is maximal at dmax = ξf(Pe) where
f(Pe) '
{
constant ≈ 0.91, if Pe 1
− 12W−1( 12Pe ), if Pe 1
(B1)
where W−1(x) is the −1 branch of the Lambert W func-
tion.
We defined the model by the FP equations Eq. 1 in
terms of 4 independent parameters: the speed v, the
tumble rate α, the diffusion coefficient D and the sys-
tem half size d. We now study the change in entropy
production Π as d is varied, as a function of an alterna-
tive set of 4 independent parameters, which instead of D
and v includes the dimensionless Peclet number Pe, and
the accumulation length scale ξ arising from the steady
state density (Eq. 3).
The derivative of the EPR Π with respect to the system
half length d:
∂dΠ =
αPe(1 + Pe)
(
sinh( 2dξ )− 2dξ
)
2ξ
(
d
ξ cosh(
d
ξ ) + Pe sinh(
d
ξ )
)2
=
αPe(1 + Pe)
2ξ
g(d˜,Pe) (B2)
where we denote d˜ ≡ dξ . ∂dΠ has a single maximum as
a function of d (Fig. 4b). From the form of Eq. B2, the
maximum point dmax = argmax
d
∂dΠ = ξd˜max for d˜max =
argmax
d˜
g(d˜,Pe) ≡ f(Pe) independent of α and ξ.
A numerical evaluation of d˜max is plotted in Fig. 5.
It appears that f(Pe) has distinct behaviours in the two
regimes Pe  1 and Pe  1. We shall perform a self-
consistent analytic approximation of d˜max = f(Pe) in
each of these regimes.
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FIG. 5. The maximum point dmax of the entropy production
derivative ∂dΠ(d;α, ξ,Pe) (Eq. B2). The ξ normalized max-
imum point dmax/ξ = f(Pe) is independent of α and ξ, and
its dependence on Pe is plotted from numerical calculation
(green line). The dashed black lines are analytic results for
the asymptotic behavior of f(Pe) in the Pe  1 and Pe  1
limits (Eq. B1).
First, in the Pe 1 limit, it seems that d˜max converges
to a constant which is slightly smaller than 1. In this
limit,
g(d˜,Pe) '
(
sinh(2d˜)− 2d˜
)
d˜2 cosh2(d˜)
(B3)
Taking a 2nd order Taylor expansion around d˜ = 1 and
calculating the maximum of the resulting parabola gives
d˜max ≈ 0.91, consistent with the Taylor approximation
assumption.
Next, consider the Pe  1 limit. From Fig. 5, in this
limit d˜max grows logarithmically with Pe. Thus we will
look for an approximate solution for d˜max when Pe 
d˜  1. Using the approximation sinh(x) ≈ cosh(x) ≈
1
2e
x for x 1, we obtain:
g(d˜,Pe) '
2
(
1− 4d˜e−2d˜
)
(
d˜+ Pe
)2 (B4)
Looking for a maximum by demanding that ∂d˜g(d˜) =
0, and keeping only leading order terms for Pe  x 
1, gives the demand e2d˜ = 4d˜Pe. The solution of this
equation is
d˜max = −1
2
W−1
(
1
2Pe
)
(B5)
where W−1(x) is the −1 branch of the Lambert W func-
tion. The results of the two approximations of the asymp-
totic behavior of d˜max are plotted in Fig. 5, showing that
the numerical evaluation of the maximum converges to
the approximate results in the respective limits.
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