INTRODUCTION
A classical inequality in operator theory, due to von Neumann [30] , asserts that if T is a linear contraction on a complex Hilbert space H (i.e., its operator norm is less than or equal to one) then p(T ) L (H ) ≤ sup{|p(z)| : z ∈ C, |z| ≤ 1}, for every polynomial p in one (complex) variable. Note that, as a direct consequence of von Neumann's inequality, we can define a functional calculus on the disk algebra. There are many other consequences this, he used the metric theory of tensor products among some probabilistic tools to construct a polynomial and operators that violate the inequality. The work of Varopoulos has since been simplified or extended by several authors [5, 9, 15, 21, 22] .
It is an open problem of great interest in operator theory (see [6, 25] ) to determine whether there exists a constant K (n) that adjusts von Neumann's inequality. More precisely, it is unknown whether or not there exist a constant K (n) such that (1) p(T 1 , . . . , T n ) L (H ) ≤ K (n) sup{|p(z 1 , . . . , z n )| : |z i | ≤ 1}, for every polynomial p in n variables and every n-tuple (T 1 , . . . , T n ) of commuting contractions in L (H ).
Dixon in [15] gave lower estimates for the optimal K (n) and showed that, if such a constant verifying (1) exists, then it must grow faster than any power of n. He did this by considering the problem in the smaller class of k-homogeneous polynomials. More precisely, he studied the asymptotic behavior (as n, the number of variables/operators, tends to infinity) of the smallest constant C k,∞ (n) such that This problem was undertaken by Mantero and Tonge in [21] . Among other problems, for each 1 ≤ q < ∞ they consider C k,q (n), the smallest constant such that
for every k-homogeneous polynomial p in n variables and every n-tuple of commuting contractions
They give upper and lower estimates for the growth of C k,q (n) [21, Propositions 11 and 17] :
It is worth noting that the upper bounds here hold for every n-tuple (T 1 , . . . , T n ) satisfying
(and even a weaker condition), not necessarily commuting. If we do not ask the contractions to commute, this bound is showed to be optimal in [21, Proposition 15].
Based on the combinatorial methods from [15] (i.e., considering polynomials whose monomials are determined by Steiner blocks) we change the construction of the Hilbert space and the operators involved given there to find the exact asymptotic growth of C k,∞ (n), answering a question that was explicitly posed by Dixon.
On the other hand, by applying some probabilistic tools used by Bayart in [3] we are able to control the increments of a Rademacher process and in this way we get very close to show that the upper estimate in (6) is actually optimal. We collect this in our main result.
(ii) for 2 ≤ q < ∞ we have
In particular n
The proof of this result will be given in Section 3.
STEINER UNIMODULAR POLYNOMIALS
The systematic study of norms of random homogeneous polynomials started with the Kahane-SalemZygmund theorem [17, Chapter 6] , which was found very useful in Fourier analysis. More recently, additional applications of random norms of polynomials with unimodular coefficients were found to complex and functional analysis (see for example [7, 13, 8, 3] ).
The philosophy in this problem and in many other of the same kind (like e.g. to compute the Sidon constant for polynomials [23, 11] ) is to find polynomials which have "big" (or "many") coefficients, but whose maximum modulus on the unit ball is relatively "small".
In this section we are going to relax the number of terms appearing in the polynomials, by allowing them to have some zero coefficients. In this way we will find a special class of tetrahedral unimodular polynomials having "many" terms, but keeping the maximum modulus quite "small".
Let us first start with some notation and preliminaries. As usual we will denote ℓ n q for C n with the
A k-homogeneous polynomial in n variables is a function p : C n → C of the form
where a α ∈ C and |α| = α 1 + · · · + α n . Given α we have a α = c J where J = (1, α 1 . . ., 1, . . . , n, α k . . ., n). We will write z
the Banach space of all k-homogeneous polynomials on n variables with the norm
It is a well known fact (see e.g. [14, Chapter 1] ) that for every k-homogeneous polynomial there is
If (a n ) n and (b n ) n are two sequences of real numbers we will write a n ≪ b n if there exists a constant C > 0 (independent of n) such that a n ≤ C b n for every n. We will write a n ∼ b n if a n ≪ b n and b n ≪ a n .
Given a set A we will denote its cardinality by |A|. We will say that it is a k-set if |A| = k.
For an index 1 < q < ∞ we as usual denote by q
Let C ⊂ N n 0 denote any set of multi-indices α with |α| = k. Then as a consequence of the KahaneSalem-Zygmund theorem [17, Chapter 6] there exists a k-homogeneous polynomial, with unimodular coefficients a α for α ∈ C and a α = 0 if α ∉ C , of small maximum modulus on the n-polydisk. More precisely, let (ε α ) α∈C be independent Bernoulli variables on a probability space (Ω, Σ, P), then we have
where D > 0 is an absolute constant which is less than 8. In particular there are signs (a α ) α∈C such that the k-homogeneous unimodular polynomial
We are going to work with polynomials with many zero coefficients, expecting that this will make the norm of the polynomial small enough. The fact that (9) takes into account |C | does the job we need in the case where the norm of the polynomial is computed in ℓ n ∞ . But (9) does not help any more when we consider the norm in ℓ n p and we need different tools. The results we have at hand [7, 12, 13, 3] do not take into account the number of non-zero coefficients, so considering our tetrahedral polynomials does not improve these estimates. We deal with polynomials with a particular combinatorial configuration in order to get useful estimates for our aim. We modify some arguments from [3] reflecting this configuration.
To achieve our goal we consider special subsets of multi-indices: partial Steiner systems on the set {1, . . . , n}. An S p (t , k, n) partial Steiner system is a collection of subsets of size k of {1, . . . , n} such that every subset of t elements is contained in at most one member of the collection of subsets of size k. The first one to consider Steiner unimodular polynomials was Dixon [15] , who used
partial Steiner systems. He used this to obtain lower bounds for (2) . The combinatorial property was only applied to define some Hilbert space operators that violate the inequality, but not to estimate the norm of the polynomial, which he did just using (9) and the number of non-zero coefficients.
As it can be seen in the following lemmas, in ℓ n q , 1 ≤ q < ∞, we will strongly use the fact that the multiindices of the non-zero coefficients form a partial Steiner system to estimate the maximum modulus.
We use an entropy argument due to Pisier to control the increments of a Rademacher process and then we apply an interpolation argument. With this, the entropy integral of (X , d ) with respect to ψ is given by
We are going to define a random process (Y z ) z∈B ℓ n 2 and we will need to estimate the expectation of sup z Y z . To do that we are going to use the following theorem due to Pisier [24] (see also [20, Theorem 11.1]) that bounds this expectation with the entropy integral, provided that the random process satisfies certain contraction condition.
Then, if J ψ (X , d ) is finite, Z is almost surely bounded and
Let now k ≥ 2 and let S be a S p (k − 1, k, n) partial Steiner system. We consider a family of independent Bernoulli variables (ε J ) J∈S on the probability space (Ω, Σ, P).
we define the following Rademacher process indexed by B ℓ n 2 as (10)
We view it as a random process in the Orlicz space defined by the Young function ψ 2 (t ) = e 
Proof. As a consequence of Khintchine inequalities (see e.g. [10, Sect 8.5]), the ψ 2 -norm of a Rademacher process is comparable to its L 2 -norm. Now,
Now since S is an S p (k −1, k, n) partial Steiner system, given j 1 , . . . , j u−1 , j u+1 , . . . , j k for a fixed u, there is at most one index j u such that ( j 1 , . . . , j k ) belongs to S . Therefore the sum J∈S |z j 1 . . .
can be bounded by
and this is less than or equal to one (since z, z ′ ∈ B ℓ n 2
). This combined with the previous inequality concludes the proof.
We 
Proof. We fix n and for each m we consider the number
By result of Schütt [27, Theorem 1] there exists a constant K , independent of n and m, such that
Let us note that Schütt's result is stated for real spaces. Since the (2n)-dimensional real euclidean space is isometrically isomorphic to ℓ n 2 we get (11).
With the same argument, if
and with this we can bound the integral from
by some K 2 .
We define now ε m = log(1+
We write
and we get
Finally, for the remaining subinterval we have that, by (11) 
This completes the proof.
We can use all these to find Steiner unimodular polynomials that have small norm in P ( k ℓ n q ), for every 2 ≤ q ≤ ∞ simultaneously. 
Moreover, the constant A k,q may be taken independent of k for q = 2.
Proof. To prove this theorem we will first find a polynomial with small norm both in P ( k ℓ n 2 ) and in 
Therefore, by Markov's inequality we have
where M is some constant to be determined. On the other hand recall that by (8) we have
(note that we can take M = 2 here) we have the following inequalities for ω in a positive measure set
Then there is a choice of signs (c J ) J∈S such that the polynomial p(z) := J∈S c J z J satisfies the inequalities in (13) . We now use an interpolation argument to obtain a bound of the norm of p in P ( k ℓ n q ) for 2 < q < ∞. We consider the k-linear form associated to p then [4, Theorem 4.4.1], together with (7) and (13), give
) .
Note that for q > 2, A k,q → 0 as k → ∞, and thus we may take a constant independent of k in this case.
For q = 1, it is immediate to see that every Steiner unimodular polynomial has norm less than or equal to one. Actually, more can be said. Let P (z) = |α|=k a α z α be any k-homogeneous polynomial.
Then
In particular, the polynomial p considered above satisfies p P ( k ℓ n 1 ) ≤ 1 k! . Finally, proceeding by interpolation between the ℓ n 1 and ℓ n 2 cases we obtain that for 1 < q < 2,
Note that also in this case, for every 1 ≤ q < 2 we have A k,q → 0 as k → ∞.
As was already noted in [12, Corollary 6.5], the argument in (14) improves the estimates given in [7] and [3, Corollary 3.2] for the q = 1 case.
Remark 2.6. It is not difficult to prove that every 2-homogeneous Steiner unimodular polynomial has norm in P ( 2 ℓ n 2 ) less than or equal to 1 2 . It would be interesting to know if there exists a constant C , maybe depending on k ≥ 3 an not on n, such that given any S p (k − 1, k, n) partial Steiner system S , we can find a k-homogeneous unimodular polynomial p(z) := J∈S c J z J with p P ( k ℓ n 2 ) ≤ C . An affirmative answer to this question would in particular give that the upper bound given by Mantero and Tonge (6) for C k,q (n) with 2 ≤ q < ∞ is actually optimal.
The last ingredient we need for the applications is the existence of nearly optimal partial Steiner systems, in the sense that they have many elements. This translates to many unimodular coefficients of the Steiner polynomials. It is well known that any partial Steiner system S p (t , k, n) has cardinality less than or equal to n t / k t . A conjecture of Erdős and Hanani [16] , proved positively by Rödl [26] , states that there exist partial Steiner systems S p (t , k, n) of cardinality at least (1−o(1)) n t / k t , where o(1) tends to zero as n goes to infinity. This bound was improved in [1] (see also [19] for a panoramic overview of the subject), where it is proved that there exists a constant c > 0 such that are partial Steiner systems
Taking partial Steiner systems of this cardinality in Theorem 2.5 we have the following. 
Remark 2.8. Very recently a longstanding open problem in combinatorial design theory was proved by
Keevash [18] . An Steiner system S(t , k, n) is a collection of subsets of size k of {1, . . . , n} such that every subset of t elements is contained in exactly one member of the collection of subsets of size k. Keevash's result implies the asymptotic existence of Steiner systems, that is, that given t < k, Steiner systems S(t , k, n) exist for every n big enough that satisfies some natural divisibility conditions. In particular, for an infinite number of n's we may take ψ(k, n) = ] . This is not enough to find a good lower bound. We, however, use partial
Steiner systems S p (k − 1, k, n). This allows us to have more non-zero coefficients, but also forces us to make a new construction of the Hilbert space and the operators that we feel that is closer to that given by Varopoulos in [29] . Let n ≥ k ≥ 3 and a partial Steiner system S p (k −1, k, n), denoted by S such that |S | = ψ(k, n) as in (15) .
Proof of Theorem 1.1-(i).
By Theorem 2.5, see also (13) , there exists a k-homogeneous polynomial p(z) = J∈S c J z J , with c J = ±1
for every J ∈ S and such that
Let H be the (finite dimensional) Hilbert space which has as orthonormal basis the following vectors
g .
Given any subset {i 1 , . . . , i r } ⊂ {1, . . . , n}, we denote by [i 1 , . . . , i r ] its nondecreasing reordering.
We define, for l = 1, . . . , n, the operators that act as follows on the basis of H ,
where
Since S is an S p (k − 1, k, n) partial Steiner system, T l = 1 for l = 1, . . . , n. It is easily checked that the operators commute. We have
Now, using (16) we get
This gives the desired conclusion. 
Proof of Theorem 1.1-(ii
This concludes the proof of the theorem. 
for every k-homogeneous polynomial p in n variables and every n-tuple of commuting contractions (T 1 , . . . , T n ) with
Proceeding as in the proof of Theorem 1.1-(ii), we can show the following. Another possible multivariable extension of the von Neumann inequality (also studied in [21] ) is by considering polynomials on commuting operators T 1 , . . . , T n satisfying that for any pair h, g of norm one vectors in the Hilbert space, (18) for q ≤ 2.
For k = 3 and q = 2 we show that this is optimal up to a logarithmic factor. Proof. Let p(z) = J∈S c J z J be a 3-homogeneous Steiner unimodular polynomial as in Theorem 2.5 and let T 1 , . . . , T n be the operators defined in the proof of Theorem 1.1-(i). We prove first that
, . . . ,
T n p
1/2 P ( 3 ℓ n 2 )
satisfy (18) . Note that this operators are defined on a (2n + 2)-dimensional Hilbert space H with orthonormal basis {e, e 1 , . . . , e n , f 1 , . . . , f n , g }.
Let α ∈ ℓ n 2 and h ∈ H , then (in the third step we take some β in the unit ball of ℓ 
