Higher-order Markov chains play a very important role in many fields, ranging from weather forecast to financial modeling. In this paper, we propose two accelerated higher-order power methods for computing the limiting probability distribution of higher-order Markov chains, namely higher-order power method with momentum and higher-order quadratic extrapolation method. The convergence analysis is given for the proposed methods. Numerical experiments show that the new algorithms are more efficient than the existing methods in the literature.
Introduction
Markov chains are powerful tools to analyze and predict traffic flows, communications networks, genetic issues, and a variety of stochastic (probabilistic) processes over time, in which the probability of each event depends only on the state attained in the previous event. Considering a stochastic process {X t , t = 0, 1, 2, . . .} that takes on a finite set {1, 2, . . . , n} ≡ n . An element in n is called a state of the process. The definition of a Markov Chain can be given as follows.
Definition 1 Assume there exists a fixed probability p i,j independent of time such that P rob(X t+1 = i|X t = j, X t−1 = i t−1 , . . . , X 0 = i 0 ) = P rob(X t+1 = i|X t = j) = p i,j , where i, j, i 0 , i 1 , . . . , i t−1 ∈ n and {X t }(t = 0, 1, 2, . . .) is a stochastic process. Then this is called a Markov chain process.
The probability p i,j represents the probability that the process will make a transition to state i given that currently the process is state j. Clearly one has p i,j ≥ 0, n i=1 p i,j = 1, j = 1, . . . , n.
The matrix P = (p i,j ) is called the one-step transition probability matrix of the process. A vectorx is said to be a limiting or stationary probability distribution of a finite Markov chain having n states withx i ≥ 0, ∀i, n i=1x i = 1, andPx =x.
In real world, there are many situations that one would like to employ higher-order Markov chain models as a mathematical tool to analyze data sequences, in which the probability of X t+1 = i not only depends on the adjacent time state X t but also depends on more previous time states. The (m − 1) th order Markov chain model is given as follows.
Definition 2 Assume there exists a fixed probability p i 1 ,i 2 ,...,im independent of time such that 0 ≤ p i 1 ,i 2 ,...,im = P rob(X t+1 = i 1 |X t = i 2 , . . . , X t−m+2 = i m ) ≤ 1,
where i 1 , . . . , i m ∈ n and n i 1 =1 p i 1 ,i 2 ,...,im = 1. Then this is called a (m − 1) th order Markov chain process.
It is clear that the (m − 1) th order Markov chain process will reduces to first-order Markov chain when m = 2. The probability p i 1 ,i 2 ,...,im represents that process make transition to the state i 1 given that currently the process is in the state i 2 and previously the process is in the states i 3 , . . . , i m . Tensor P = (p i 1 ,i 2 ,...,im ) is called transition probability tensor. A number of applications can be found in the literature, for example, chemistry [5, 9] , physics [2] and multilinear PageRank [6] .
In [10] , Li and Ng established the following approximated tensor model for Higherorder Markov chains:
where Px m−1 is defined by:
(Px m−1 ) i = n i 2 ,...,im=1 p ii 2 ···im x i 2 · · · x im , i = 1, 2, . . . , n. and x = (x i ) is called a stationary probability distribution vector of higher-order Markov chains.
Later, many researchers employed this model to explore some applications such as in random walk [3] and multilinear PageRank [6] . Gleich, Lim and Yu [6] first studied the following multilinear PageRank model:
where tensorP is a transition probability tensor, v is transition probability vector, and θ ∈ (0, 1) is a damping parameter. We can rewrite the equation (2) as follows
It is easy to see that the tensor P is also a transition probability tensor.
Recently, some algorithms have been proposed for solving the tensor equations (1) and (3). In [10] , Li and Ng extended the power method to compute the tensor equation (1) . They given the convergence analysis of the proposed iterative algorithm. Moreover, in [11] , Li et al proposed some relaxation algorithms for solving equation (1) by introducing some parameters. The convergence of the proposed methods are established under some conditions. Liu et al. [12] developed a tensor splitting method and Guo et al. presented a modified Newton method for evaluating the (1) .
For tensor equation (2), some iterative algorithms (a fixed-point algorithm, a shifted fixed-point algorithm, a inner-outer iteration algorithm, an inverse iteration algorithm and a Newton algorithm) are proposed by Gleich et al. [6] . Meini and Poloni [13] proposed the Perron-based iteration and Cipolla et al. [4] presented some extrapolation methods for fixed-point multilinear PageRank computations.
In this paper, we propose two algorithms for solving the stationary probability distribution of higher-order Markov chains by accelerating the higher-order power method. The main contributions of this paper are • to present a novel higher-order power method with momentum for Z-eigenvector computations of tensor;
• to propose a non-parametric higher-order quadratic extrapolation method to compute the stationary probability distribution of higher-order Markov chains;
• to establish the convergence theorems for the proposed algorithms;
• to use the proposed algorithms for some applications such as fixed-point multilinear PageRank computations.
The rest of this paper is organized as follows. In section 2, we will show some preliminary knowledge and some existing methods. In Section 3, we propose two novel iterative algorithms for calculating the limiting probability distribution vector of higherorder Markov chains. In Section 4, the convergence theorems for the proposed methods are established. Numerical experiments are given and analyzed in Section 5. The last section is the conclusions.
The existing methods
We first describe notations and show some preliminary knowledge on tensors. Let R be the real field. An mth-order n-dimensional real tensor P consists of n m entries in real numbers:
where [n] = {1, 2, . . . , n}. P is called non-negative(or,respectively,positive) if p i 1 i 2 ···im ≥ 0(or, respectively, p i 1 i 2 ···im > 0). Given two vectors x, y ∈ R n , we define
It is easy to get that proj(x) is a transition probability vector. We also show the definition of irreducible tensors as follows.
Definition 1 An m-order n-dimensional tensor P is called reducible if there exists a nonempty proper index subset I ⊂ {1, 2, . . . , n} such that
If P is not reducible, then we call P irreducible.
In [10] , Li et al. proposed the following higher-order power method(HOPM) for solving the tensor equation (1). HOPM 1. Given a transition probability tensor P, maximum k max , termination tolerance ǫ and an initial point In [11] , Li et al. further proposed several relaxation methods for computing tensor equation (1) . In particular, by using relaxation technique to the higher-order power method, they developed a novel algorithm that shown as follows.
Relaxation higher-order power method, RHOPM 1. Given a transition probability tensor P, γ > 0, termination tolerance ǫ and an initial
Remark 2. The relaxation higher-order power method can be viewed as a higherorder power method with momentum term. The (1 − γ)x k−1 is called momentum term.
Two accelerated Power methods
In this section, we will propose two accelerated higher-order power methods, referred to as the higher-order power method with momentum term and higher-order quadratic extrapolation method, respectively.
Higher-order power method with momentum
In [16, 14] , some accelerated first-order methods are proposed by adding momentum terms to classic gradient method, called heavy-ball method and Nesterov's accelerated gradient method (NAG), respectively. Recently, Xu et al. [19] proposed a power method with momentum for principal component analysis.
Motivated by the ideas of the above papers, in this subsection, we propose the following algorithms for solving the tensor equations (1) by adding a momentum term to higher-order power method, referred to as the HOPMM. HOPMM 1. Given a transition probability tensor P, maximum k max , β > 0, termination tolerance ǫ and an initial point
is called momentum term. By choosing a suitable parameter β, the HOPMM will performs better than higher-order power method. In particular, if β = 0, the HOPMM will reduces to higher-order power method that proposed by Li et al. [10] . Compared with the RHOPM, our proposed method uses three iterative points to generate next iterative point. In the HOPMM, we will execute step 7 at every 3 steps.
How to choose the parameter β is crucial for the performance of HOPMM. However, it is difficulty to select the parameter β for us so far. Thus we further propose a freeparameter method for solving the tensor equation (1) in the following subsection.
Higher-order quadratic extrapolation method
In this subsection, we extend the quadratic extrapolation method in [8] for solving the tensor equation (1), referred to as the QEHOPM. For the classic quadratic extrapolation method, Sidia in [18] has proved that this method is faster than power method. The QEHOPM is shown as follows. QEHOPM 1. Given a transition probability tensor P, maximum k max , β > 0, termination tolerance ǫ and an initial point
The quadratic extrapolation algorithm is defined as follows.
Quadratic Extrapolation
Using the following Gram-Schmidt to solve γ 1 and γ 2 .
Gram-Schmidt 1. Compute the reduced QR factorization Y = QR using 2 steps of Gram-Schmidt. 2. Compute the vector −Q T y k . 3. Solve the upper triangular system:
for R γ 1 γ 2 using back substitution.
Note that quadratic extrapolation should not be applied too often. Furthermore, the additional cost of each process of quadratic extrapolation should not be negligible. In this paper, we will apply quadratic extrapolation at every 4 steps.
Convergence analysis for the proposed methods
In this section, we present the convergence analysis of the proposed algorithms. Before giving these Theorems, some lemmas that established by Li et al. in [10, 11] are shown as follows.
Lemma 1 If P is a non-negative transition probability tensor of order m and dimension n, then there exists a nonzero non-negative vectorx satisfies (1) . In particular, if P is irreducible, thenx must be positive.
Lemma 2 Suppose P is a non-negative transition probability tensor of order m and dimension n. If δ m > m−2 m−1 , the δ m is given as follows
where n = {1, 2, . . . , n}, S is a subset of n and S ′ be its complementary set in {1, 2, . . . , n}, i,e., S ′ = {1, 2, . . . , n}\S. then the nonzero non-negative vectorx in Lemma 1 is unique.
Lemma 1 and Lemma 2 give the existence and uniqueness conditions of the solution for equation (1), respectively. Lemma 3 Suppose P is a non-negative transition probability tensor of order m and dimension n and x, y ∈ R n are transition probability vectors. Then we have
where η m = (1 − δ m )(m − 1).
The proof of Lemma 3 can be found in the Lemma 2 of [11] .
Lemma 4 Letx, y ∈ R n and x 1 = 1,
The proof can be obtained by Lemma 3 of [11] . Based on these above Lemmas, we establish the following convergence Theorems for HOPMM and QEHOPM, respectively.
Convergence analysis for the HOPMM
Theorem 1 Let P be a non-negative transition probability tensor of order m and dimension n with δ m > m−2 m−1 andx is a solution of equation (1). Then, if β < 1 − η m the iterative sequence {x k } generated by HOPMM exists a convergent subsequence {x kn } that converges to the solutionx for any initial transition probability vector x 0 , i.e., lim n→∞ x kn =x.
Proof. According to the Lemma 2 and condition δ m > m−2 m−1 , we get that equation (1) has a unique solutionx. From the HOPMM, it is easy to get that x k ≥ 0 for all k.
Letê k =x k −x and e k = x k −x. By Algorithm 1, we can obtain
where β > 0. By substituting thex = Px m−1 and x k = Px m−1 k−1 into (7), we havê
By Lemma 3, we have
and
Then, by (9) and (10), we have
By Lemma (4), we can obtain
If β < 1 − η m , it is easy to get (η m + β)η m + β < 1, which proves that the the iterative sequence {x k } generated by HOPMM exists a convergent subsequence {x kn }.
Convergence analysis for the QEHOPM
Now, we establish the convergence Theorem for QEHOPM.
Theorem 2 Assume P is a non-negative transition probability tensor of order m and dimension n with δ m > m−2 m−1 andx is a solution of equation (1) . Then, the iterative sequence {x k } generated by QEHOPM has a convergent subsequence {x kn } that converges to the solutionx for any initial transition probability vector x 0 , i.e., lim n→∞ x kn =x. (13) Proof. According to the Lemma 2 and condition δ m > m−2 m−1 , we get that equation (1) has a unique solutionx. From the QEHOPM, it is easy to get that x k ≥ 0 for all k.
Letê k =x k − x and e k = x k − x. By Algorithm 2, we can obtain
where
β 0 +β 1 +β 2 . By substituting the x k = Px m−1 k−1 ,x = Px m−1 into (7), we havê
Then, by (15) , (16) and (17), we have
It is easy to get that 0 ≤ η m < 1 when δ m > m−2 m−1 . Then, we have
Now, by (19) and (20), we can get that sequence {e k } has a convergent subsequence {e kn } that will converges to zero vector, which proves that the iterative sequence {x k } has a convergent subsequence {x kn } that converges to the solutionx. This completes the proof of the theorem.
Numerical experiments
In this section, a number of numerical experiments are presented to verify the efficiency and superiority of our methods, compared with the original higher-order power method(HOPM) [11] , the relaxation higher-order power method((RHOPM)) [11] , the shifted fixed-point iteration method(S) [6] and the inner-outer iteration method(IO) [6] . Three measure indexes are introduced: number of iterations(denoted IT), the CPU time in seconds(denoted by CPU) and relative residual(denoted by RR) defined by
In the numerical experiments, all initial points are chosen to be x 0 = ones(n, 1)/n, all algorithms are performed with Tensor Toolbox 2.5 in MATLAB R2010a and are terminated when the condition
is satisfied. The maximum iterative number is set to 1000. The curve of the norm of relative residual vector versus the number of iteration step is plotted. The selection of parameters in Algorithms 1-4 are same to [11] .
Numerical results for higher-order Markov chains
In this subsection, we use the proposed methods(i.e., QEHOPM and HOPMM), HOPM and RHOPM for solving the limiting probability distribution vector of four transition probability tensors.
Example 1: The first three tensors come from DNA sequence data in the works of Raftery et al. [17] . On the other hand, their orders m are 3 and their numbers of states n are 3 or 4 by considering three categories({A/G,C,T). By using the Matlab multidimensional array notation, the transition probability tensors are given by By considering three categories ({A,C/T,G}), we construct a transition probability tensor of order 4 and dimension 3 for the DNA sequence in [15] : The numerical results are reported in Table 1 . As we can see, from the Table 1 , the number of the iteration steps in QEHOPM and HOPMM are less than HOPM and RHOPM. Furthermore, our methods(i.e., QEHOPM and HOPMM) spend less time than HOPMPM and RHOPM. Specially, QEHOPM performs the best among all methods. In Fig.1 , The curve of the norm of relative residual vector versus the number of iteration step for Example 1 are presented. 
Numerical results for multilinear PageRank
In this subsection, we display the numerical results when all iteration algorithms are applied to solve the multilinear PageRank. The vector v is set to 1 n e, where e = ones(n, 1).
The damping parameter θ is set to 0.99. We test all methods on four transition probability tensors in the work of Gleich et al. [3] . We show the numerical results in Table 2 for four transition probability tensors, where '-' means that the corresponding method is not available. Table 3 shows that our proposed methods are faster than HOPM, IO and S, i.e., the number of the iteration steps in our proposed methods are less than them. Furthermore, our methods achieve lower relative residual and spend less time than HOPM, IO and S. In particular, the QEHOPM performs best among these. In a word, from these above results, we conclude that the proposed algorithm is effective and competitive.
Conclusion
In this paper, we have proposed two accelerated higher-order power method for higherorder Markov chains and multilinear PageRank, referred to as the HOPMM and QE-HOPM, respectively. Moreover, we established the convergence theorem for the proposed algorithms. Finally, numerical experiments are carried out to illustrate that our new methods are efficient and outperform some existing algorithms. 
