Abstract-This paper presents an analog-to-digital converter with a novel adaptive wavelet-based sampling scheme. The proposed algorithm uses the wavelet transform to localize critical points in the signal, while the estimated Lipschitz exponent describes the signal's shape. Also, a polynomial reconstruction method is proposed and applied to the converter's outputs for a test signal. Results show that it is possible to recover the signal from its samples with up to 99% correlation for some wavelet bases.
I. INTRODUCTION
Traditional analog-to-digital converters (ADCs) can be implemented with four blocks: an antialiasing filter; a sampler; a quantizer; and an encoder [1] . Usually, the signal is sampled at an uniform rate, regardless of the different input signals that may be processed and their properties.
The design of analog circuits for ADCs poses many challenges and trade-offs, such as high speed, high precision, and low power dissipation [2] . This paper proposes an ADC with adaptive sampling based on the wavelet transform's (WT) theory and properties, aiming to reduce power consumption while keeping a good signal representation. The WT has known applications in signal processing [3] , data compressing [4] , and singularity detection [5] .
Instead of uniform sampling, this ADC identifies the signal's critical points via signal processing with the WT. This data along with information about the signal behavior in the vicinity of such points allows signal reconstruction. It is possible to extract this information by estimating the Lipschitz exponent at the local maxima and minima, which can also be done via WT [6] .
This manuscript is organized as follows: Section II makes a brief review of the most important properties for the WT and Lipschitz exponent; Section III describes the converter's algorithm and suggests a reconstruction process; Section IV displays the simulation results and its analysis; and Section V concludes the study.
II. THEORETICAL BACKGROUND
The continuous time WT has two parameters: a scale a and a position u, and it can be expressed by Eq. (1):
The WT acts as a multiscale differential operator of order n, given that it has n vanishing moments [3] . This property is what allows the signal's critical points to be identified: by determining the WT coefficients that equal zero with a wavelet base with n = 1 vanishing moment, one would locate the signal's maxima and minima points; if the wavelet has n = 2 vanishing moments, the points for which the WT coefficients equal zero will be the inflection points; and so on.
To choose which scales are considered for the zero-crossing detection of the coefficients line, the wavelet zoom property is taken into consideration. This property states that the WT for small scales allows analysis of the signal's details, which, in fact, isolates high frequency components; for large scales, the base is expanded, and the analysis focuses on low frequency components. This way, when detecting local maxima and minima, the chosen scale should be small, and when detecting inflection points, the scale should be large.
The Lipschitz coefficient α carries information regarding the shape of the signal, and can be estimated via WT by its definition, which develops to:
where A > 0 is a constant [3] . A function to estimate the signal behavior with the Lipschitz exponent is derived in [6] as Eq. (3), and its graph for different values of α between 0.2 and 2 is shown in Fig. 1 . 978-1-4673-6853-7/17/$31.00 ©2017 IEEE III. SYSTEM DESCRIPTION The flowchart for the sampling algorithm is shown in Fig. 2 . Once the WT bases and scales are chosen, the input signal's first and second order transforms are computed in order to identify its critical points and estimate the Lipschitz exponent. Note that some approximations are required in the inflection points identification: first of all, local maxima and minima identification prevails over inflection points identification, that is, if one point is identified at the same time as a local maximum or minimum and as an inflection, it will be considered a local maximum or minimum. Also, this algorithm assumes that there is only one inflection point between consecutive local maxima and minima, so, if no inflection point is detected between a maximum and a minimum, it is approximated as the point in the curve whose position corresponds to the average of the maximum and minimum positions; also, if more than one inflection point is detected between a maximum and a minimum, the inflection's position is approximated as the average of the identified inflection points positions. The sampler outputs the position and amplitude of the identified critical points, as well as the Lipschitz exponent only at local maxima and minima. After sampling, this information should be quantized and encoded. 3 shows the ADC block diagram. After computing the WT of first and second orders for the input signal v in , the coefficients line for scales a 1 and a 2 , respectively, coeff 1 and coeff 2 , go through a comparator, which implements the zero-crossing detection. This generates the signals t m and t inf , that identify, respectively, the local maxima and minima, and the inflection points. The amplitudes are sampled at all identified critical points, which is represented by the sample-and-hold block controlled by t amp . The Lipschitz coefficient is estimated at all points of the signal based on Eq. (2), which is implemented by the 'abs', 'log', and division chain, yielding the signal lpz. This signal is sampled only at local maxima and minima with the sample-and-hold block controlled by t m . In order to use only one quantizer (Q) for the whole circuit, the sampled signals for amplitude, amp, and for the Lipschitz exponent, α, should be streamed together, without loss of information, which is accomplished with the synchronization signal that controls the switch, sync,sw. Since at local maxima and minima there is information regarding both the amplitude and the Lipschitz exponent, the signal sync,sw contains pulses at these points, when α should be selected by the switch. After the pulse, the switch selects amp, collecting the amplitude at a local maximum or minimum and the subsequent inflection point. These pulses are generated based on t amp and its delayed version t amp,d . Then, this single signal, v out , is quantized (v out,q ) and encoded. The encoding is not discussed in this paper, as there are many known suitable options, including simple binary coding.
The WT can be implemented with analog wavelet filters of first and second order by adopting the method from Karel et al [7] . The mathematical operations of absolute value and division can be implemented with translinear circuits working in current mode, the logarithm can be obtained by using MOS transistors operating in weak inversion [6] . In order to verify that the data extracted from the signal via wavelet transform is enough to recover the input, a polynomial reconstruction algorithm, based on Eq. (3), is proposed. Fig. 4 shows the identified critical points for a test signal. This algorithm implements a piecewise reconstruction of the signal, with a polynomial to describe each piece between a local maximum or minimum and an inflection point. The polynomials are described as shown in Eq. (4), where: A i and A m are the sampled amplitudes for, respectively, the inflection points and the local maxima or minima; α m is the estimated Lipschitz exponent at the suitable maximum or minimum; t 0 and t f are the initial and final points of the polynomial P n , that is, one of them must be an inflection while the other must be either a local maximum or a local minimum; μ is the time interval for P n i.e. μ = t f − t 0 ; and τ is the position of the local maximum or minimum. Adding τ and μ to the function in Eq. (3) allows shifting in time, while the shift in amplitude is assured by multiplying by (A m − A i ), which also indicates concavity, and then adding A i .
IV. SYSTEM VALIDATION Fig. 5 shows the results for the detection of critical points using the gaussian wavelet bases, gaus1 and gaus2, for the input signal shown on Fig. 5(a) . Fig. 5(b) shows the coefficients line for the first order WT, a = 16, and the result of the zero-crossing detection of local maxima and minima points. Similarly, Fig. 5(c) shows the coefficients line for the second order WT, a = 64, and the result after zerocrossing detection and the suitable approximations for the inflection points. Fig. 5(d) shows the amplitude sampling, which occurs at the identified critical points, that is, local maxima and minima and inflection points; and Fig. 5(e) shows the estimated Lipschitz exponent sampled at the local maxima and minima. Fig. 6 shows the synchronization signals, as displayed in the circuit diagram of Fig. 3 . In order to send information about the critical points as well as the Lipschitz exponent only at local maxima and minima, the switch selects the Lipschitz exponent before the amplitudes for the local maxima/minima and for the inflection points. This is done by creating small pulses, during which the Lipschitz exponent sampling occurs, based on the amplitude sampling clock, t amp , shown in Fig. 6(b) , and its delayed version, t amp,d , shown in Fig. 6(c) . The pulses are generated by an XOR operation between these two signals, as shown in Fig. 6(d) , but, since the Lipschitz exponent should be sampled only at the local maxima or minima, the pulses corresponding to the inflection points positions are excluded, resulting in the clock for the switch, sync,sw, in Fig. 6(e) . The resulting output is the signal v out in Fig. 6(f) . Fig. 7 shows the recovered signal (dashed line) for the 8-bit quantizer, using the polynomial reconstruction algorithm, along with the input signal (solid line). Note that the information extracted from the signal suffices for its appropriate recovery.
More complete results can be evaluated through Table I , which displays the correlation coefficient for four different cases: before the signal goes through the quantizer ("Ideal"), when only the amplitude is quantized ("Amplitude"), when only the Lipschitz exponent is quantized ("α"), and when both the amplitude and the Lipschitz coefficient are quantized ("Amplitude + α"). Each of these cases include results for resolutions of 4, 8 and 12 bits. Also, the tests included the analysis of the effect of changing the wavelet bases. The chosen bases belong to the families: Gaussian (gaus1, gaus2, and mexh), Daubechies (db1 and db2), Biorthogonal (bior1.1 and bior1.2), and Reverse Biorthogonal (rbio1.1 and rbio 1.2).
The results show that the reconstruction works best for the gaussian wavelet bases, which is due to the fact that these bases hold a higher correlation with the input signal. Also, the results for resolutions of 8 and 12 bits are very close, which indicates that an 8-bit quantizer would be suitable for high resolution applications for this ADC. Another result is that the Lipschitz exponent could be quantized with a lower resolution (4 bits) than the amplitudes (8 or 12 bits), with minor effect on the overall performance of the ADC. The authors' choice for quantizing both the data with the same resolution was based on the thought of low-power applications, by using only one quantizer block instead of two. In this work, uniform quantization was applied, since the objective was to verify the novel sampling algorithm presented.
V. CONCLUSION
This paper proposed a novel wavelet-based ADC. A systemlevel description of the sampling scheme as well as a circuit block diagram have been presented. In order to implement an adaptive sampling algorithm, the presented ADC uses the WT as a way of capturing critical points of the input signal, and estimates the Lipschitz coefficient to describe the shape of the signal's fragments. Also, a polynomial reconstruction method to recover the input and verify the ADC's algorithm was implemented.
The results show that it is possible to recover a signal with little loss of information (high correlation coefficients between reconstructed and input signals) using only the information extracted by the proposed adaptive ADC. As is expected, the change in WT parameters such as bases and scales alters the final result, requiring an analysis of which would be the best choices of those parameters according to the application and the expected behavior of the input signal.
