Diffuse optical tomography (DOT) is a noninvasive imaging technology that is sensitive to local concentration changes in oxy-and deoxyhemoglobin. When applied to functional neuroimaging, DOT measures hemodynamics in the scalp and brain that reflect competing metabolic demands and cardiovascular dynamics. The diffuse nature of nearinfrared photon migration in tissue and the multitude of physiological systems that affect hemodynamics motivate the use of anatomical and physiological models to improve estimates of the functional hemodynamic response. In this paper, we present a linear state-space model for DOT analysis that models the physiological fluctuations present in the data with either static or dynamic estimation. We demonstrate the approach by using auxiliary measurements of blood pressure variability and heart rate variability as inputs to model the background physiology in DOT data. We evaluate the improvements accorded by modeling this physiology on ten human subjects with simulated functional hemodynamic responses added to the baseline physiology. Adding physiological modeling with a static estimator significantly improved estimates of the simulated functional response, and further significant improvements were achieved with a dynamic Kalman filter estimator (paired t tests, n = 10, P < 0.05). These results suggest that physiological modeling can improve DOT analysis. The further improvement with the Kalman filter encourages continued research into dynamic linear modeling of the physiology present in DOT. Cardiovascular dynamics also affect the blood-oxygen-dependent (BOLD) signal in functional magnetic resonance imaging (fMRI). This state-space approach to DOT analysis could be extended to BOLD fMRI analysis, multimodal studies and real-time analysis. D
Introduction
Diffuse optical tomography (DOT) is a noninvasive imaging technology that uses near-infrared (IR) light to image biological tissue. The dominant chromophores in this spectrum are oxyhemoglobin (HbO), deoxyhemoglobin (HbR), lipids and water. The basis of DOT is in vivo dynamic near-infrared spectroscopy of these dominant chromophores in the tissue. Tomographic images in DOT are constructed by simultaneously measuring from many regions that cover a larger volume of tissue. The achievable inplane resolution of DOT decreases rapidly with depth because biological tissue is a highly scattering medium for near-infrared light. This diffuse property of the light also limits the penetration depth in the adult human brain imaging to about 3 cm, which is sufficient to study most of the cerebral cortex. See Gibson et al. (2005a) for a more complete description of DOT. Clinical and research applications of DOT arise due to its specificity to the physiologically relevant chromophores HbO and HbR. Potential clinical and research applications for DOT abound in brain injury (Vernieri et al., 1999; Chen et al., 2000; Nemoto et al., 2000; Saitou et al., 2000) , neurological diseases (Hock et al., 1996; Fallgatter et al., 1997; Hanlon et al., 1999; Steinhoff et al., 1996; Adelson et al., 1999; Sokol et al., 2000; Watanabe et al., 2000) , psychiatric disorders (Okada et al., 1996b; Eschweiler et al., 2000; Matsuo et al., 2000; Okada et al., 1994; Fallgatter and Strik, 2000) and in cognitive and behavioral neuroscience (Ruben et al., 1997; Sakatani et al., 1999; Franceschini et al., 2003; Colier et al., 1999; Sato et al., 1999) . Other research areas for DOT include infant monitoring (Chen et al., 2002; Hintz et al., 2001; Meek et al., 1999; Baird et al., 2002; Pena et al., 2003; Taga et al., 2003) and breast cancer detection Shah et al., 2004; Dehghani et al., 2003; Srinivasan et al., 2003) . DOT is particularly suitable for in situ monitoring and multimodal imaging (Strangman et al., 2002) . The dynamics measured with DOT in the functional neuroimaging application are caused by dynamics in blood volume and oxygenation in the scalp and in the brain. The measured hemodynamics are caused by systemic fluctuations associated with cardiac pulsation, respiration, heart rate variations, vasomotion and the vascular response to neuronal activity (Obrig et al., 2000; Toronov et al., 2000) .
The primary aim of DOT functional neuroimaging is to localize and separate the stimulus-related brain function signal from the background physiology. The main problems are that the background physiology is much stronger than the stimulus response and that anatomical regions are mixed in the diffuse measurements. As a result, the DOT inverse problem cannot be solved without some prior knowledge about the relevant anatomy and physiology. Since the nature of functional anatomy is that structure and function are mutually informative, spatial and temporal prior knowledge should be considered in concert. The challenge of DOT analysis is then to design a framework that will accommodate spatiotemporal prior knowledge in a numerically tractable inverse problem. We attempt here to advance DOT analysis in this direction.
Biophysical modeling of near-infrared photon migration in human tissue remains an active area of research. Although a forward model of the relevant physics is captured by the radiative transport equation (Chandrasekhar, 1960) , its solution for the complex geometry of the human head can only be approximated. One approach is to apply a finite element numerical solution to the diffusion approximation to the transport equation (Arridge, 1999) . Another approach is to use hybrid methods (Ripoll et al., 2001; Hayashi et al., 2003) . Others have used a Monte Carlo simulation of the photon migration (Okada et al., 1996a; Fukui et al., 2003; Boas et al., 2002) . Optical absorption and scattering parameters for different tissue types are still debated in the literature (Koyama et al., 2005; Strangman et al., 2003) . The spatial inverse problem is highly ill posed and requires regularization. Both linear (Boas et al., 2004b; Yamamoto et al., 2002; Hintz et al., 2001 ) and nonlinear (Bluestone et al., 2001; Prince et al., 2003; Xu et al., 2005; Hebden et al., 2004) reconstructions are commonly used in DOT.
Many physiological systems are involved in determining the vascular, blood pressure and blood oxygen dynamics in the scalp and brain during DOT functional neuroimaging experiments. Models of the systemic cardiovascular system (Mukkamala and Cohen, 2001 ) and cerebral autoregulation (Lu et al., 2004) demonstrate how these complex systems interact to produce the observed short-term physiological variability. Some of the key factors are heart rate, stroke volume, arterial and venous compliance. These cardiovascular parameters are mediated by autonomic regulatory mechanisms such as the arterial and cardiopulmonary baroreflexes and by cardiorespiratory coupling in the medulla. Cerebral autoregulation maintains relatively constant cerebral blood flow (CBF) irrespective of variations in arterial blood pressure. Despite this autoregulation, short-term variability in CBF is still present (Panerai, 2004) . Local vasomotion is also present throughout the brain and introduces spatial and temporal variability in hemodynamics (Mayhew et al., 1996) . Local cerebral vascular beds respond to the metabolic demands of neurons with a localized increase in blood flow, which is called the neurovascular response (Logothetis et al., 2001) . Systemic blood oxygen and cerebral hemodynamics are also affected by inspired gas concentrations and ventilation rate (Rostrup et al., 2002) .
One method to help separate out the background physiology in neuroimaging data is to include noninvasive auxiliary physiological measurements as inputs in the analysis. Many instruments can be used during experiments to acquire these physiological dynamics. Examples are the blood pressure monitor, pulse oximeter, electrocardiogram (ECG), chest band respirometer, spirometer and capnograph. Stationary linear regression methods in fMRI analysis (Frackowiak et al., 2003) accept multiple regressors that could easily include auxiliary physiological measurements. Including these additional inputs is a small extension of standard finite impulse response (FIR) deconvolution techniques (Goutte et al., 2000) , which make the assumption that the FIR models are time invariant. Zwiener et al. (2001) investigated short-term coordinations between respiratory movements, heart rate fluctuations and arterial blood pressure fluctuations with partial coherence analysis. They concluded that there are direct and changing coordinations between all three parameters to different extents within the respiratory frequency range even during paced breathing. These changing coordinations suggest that the physiological effects are non-stationary and that dynamic analysis methods may be more appropriate.
Dynamical methods in fMRI analysis have been applied with parametric models of the functional response and a wide variety of statistical methods (Gö ssl et al., 2000; Riera et al., 2004; Friston, 2002) . These methods from fMRI are not directly transferable to DOT because of differences in the biophysical models and relative spatial and temporal resolution. In the DOT literature, Kolehmainen et al. (2003) applied dynamic state-space estimation without physiological regressors. Prince et al. (2003) fit the amplitude and phase angle of three non-stationary sinusoids to DOT time-series data using the Kalman filter. The three sinusoids were intended to model the cardiac pulsations, respiratory affects and functional response to a blocked experimental design. While supporting the principle of using the dynamic Kalman filter in DOT analysis, the three-sinusoid model does not allow for the most commonly used event-related experimental designs nor can it use readily available physiological measurements such as blood pressure as a regressor. Zhang et al. (2005b) used principal component analysis (PCA) to reduce the background physiological variance in functional neuroimaging experiments. Anecdotal evidence was presented that certain principal components correlate with blood pressure and respiratory dynamics, but, since PCA analysis does not accept exogenous inputs, any additional information contained in the physiological measurements is not actually used. Known respiratory interactions in blood pressure regulation (Cohen and Taylor, 2002) suggest that the orthogonal projections in PCA are likely to be mixtures of physiological effects. Due to the blind nature of PCA, it is unclear how the principal components relate to prior information from anatomical and physiological models.
In this paper, we present a state-space model that incorporates most of the relevant anatomy, physiology and physics for DOT. Unknown parameters in the proposed model can then be estimated with the static and dynamic methods that we discuss. We evaluate the model on data from ten human subjects with simulated local hemodynamic responses added to the baseline physiology. With this evaluation method, we confirm that the simulated activations can be recovered and compare the results with and without physiological inputs and from static and dynamic estimators.
A state-space model for DOT We illustrate the anatomy, physiology and physics related to DOT in the schematic of Fig. 1a with a level of complexity that is intended to facilitate the design of a state-space analog. Within the model, an experimental design determines the timing of events to which the subject responds neurologically and behaviorally. The neurological response leads to changes in local cerebral blood flow through a neurovascular coupling mechanism. Blood flow changes are also caused by cerebrovascular autoregulation, through which effects can propagate from the systemic physiology. Cerebral blood oxygen saturation and blood flow undergo gas exchange with the brain tissue resulting in the cerebral hemodynamics. The model also contains hemodynamic contributions from the scalp, which are determined from the blood flow and oxygenation from the systemic vasculature. The systemic inputs are the arterial blood pressure (ABP) from the heart, the partial pressures of oxygen ( pO 2 ) and carbon dioxide ( pCO 2 ) from the lungs and autonomic nervous system (ANS) reactivity, which affects vasomotion. The cerebral and scalp hemodynamics cause dynamics in the absorption property of the tissues. These dynamics are superimposed on the background tissue optical properties. Photon migration physics determine the DOT measurements from the head anatomy and the optical properties of the skin, muscle, fat, blood vessels, bone, bone marrow, cerebrospinal fluid (CSF), dura, gray and white matter.
A schematic for the state-space model we propose for linear system identification is illustrated in Fig. 1b . ABP, ANS reactivity and blood gas concentrations are approximately quantified with noninvasive correlates. ABP approximately correlates with pressure variations measured with a finger cuff, which will be called blood pressure variability (BPV). ANS reactivity can be assessed with heart rate variability (HRV); and blood gas concentrations can be controlled by varying the gas concentrations of inspired air and monitoring end tidal CO 2 . By combining these auxiliary data with the experimental design and DOT measurements, pathways within the physiological model in Fig. 1a can be approximated as lumped linear models. The inputs u in the state-space model are the Boolean stimulus time vector and time-series physiological measurements of BPV and HRV. Inspired gas concentrations are constant in most experiments, and so end tidal CO 2 is not often included as an input. We define the model states x to be the weights for temporal basis sets that comprise discrete FIR functions, which relate the measurable inputs to the unknown chromophore concentration changes in different regions of the tissue. In order to perform the convolution, it is convenient to define auxiliary states z that merely store a regression length n r of most recent inputs. The measurements y are the time-series of changes in optical density (DOD) measured from the detectors at each wavelength. A linear biophysical model propagates the local concentration changes to the DOT measurements collected with the instrumentation. We Table 1 Length constant names used in the specification of all state-space variables n u Inputs (regressors) n w Wavelengths n d Source-detector pairs n c Chromophores n s Voxels n g Spatial basis functions n r Regression time points n h Temporal basis functions n x States (n x = n u n c n g n h ) n y Measurements (n y = n w n d ) n z Auxiliary states (n z = n u n c n g n r ) n k Total time points define all the constants and variables for the state-space model in Tables 1 and 2 and further explain the model elements subsequently.
Our state-space model shown in Fig. 1b is a discrete-time process that we will now describe in detail. In the following description, we will use the notations T for the transpose operator, ' for the Kronecker tensor product, R for term-by-term array multiplication, I for the identity matrix, 1 for a matrix of ones, 0 for a matrix of zeros, and matrix sizes will be indicated with parenthetical subscripts.
Starting with the input vector u, the auxiliary state update described by Eq. (1) buffers the input vector u into an auxiliary state vector z storing n r time points of each input. The auxiliary input model C places the current time step of the input vector u into its proper location in the auxiliary state vector z. The auxiliary update model B has a structure that advances the buffered inputs in z by one time step
The mask matrix M is used to arrange the auxiliary states into an input matrix U that allows multiple convolutions with the inputs to be performed with a single matrix multiplication
The state vector x in Fig. 1b contains the weights for the temporal basis set H that comprises the finite impulse response functions used to model the physiology related to each input. The state update defined by Eq. (6) is a first order autoregressive model for the temporal evolution of the state vector x. We have defined the state update model A as an identity, which specifies no inherent growth or decay of the states. The process noise w is added at each time step
The measurement update of Eq. (8) effectively filters the inputs u with order n r À 1 finite impulse response filters defined by the states x to predict the dynamics in the measurements y. The measurement noise v adds to the measurement vector y at each time step. The elements of the measurement model D are contained in Eq. (9) and are also shown in Fig. 1b
The states x operate through temporal H and spatial G basis sets, which have the Kronecker product structure
The columns of the temporal submatrix H 0 contain temporal basis functions to reduce the number of states and/or impose temporal smoothing. The columns of the spatial submatrix G 0 contain a set of spatial basis functions that can be used to reduce the number of states and/or impose spatial smoothing of the state estimates.
The optical extinction coefficients for the chromophores present in the tissue volume are contained in the wavelength by chromophore submatrix E 0 and then copied and arranged into the extinction matrix E. The pathlength submatrix L 0 is a block diagonal matrix formed from detector by voxel average effective pathlengths for each wavelength as described by Arridge et al. (1992) . The pathlength matrix L captures the relevant physics for linear tomographic reconstructions for the set of continuous wave measurements in y
The last element of the state-space model is a summing matrix S, which combines the effects of multiple inputs in u into the measurements y
Static least-squares estimator
For the static least-squares estimator, we first pre-calculate U k and D(U k ) for all time steps k and then arrange the forward model 
State update model
Kalman gain matrix S (n y ,n u n y ) Summing matrix U (n u n c n g ,n z ) (k)
Input matrix M (n u n c n g ,n z ) Input mask matrix L (n u n y ,n u n w n s )
Pathlength matrix L 0(n y ,n w n s ) Pathlength submatrix G (n u n w n s ,n u n w n g ) Spatial basis set
The respective sizes of each variable are indicated with parenthetical subscript notation and those that vary with the time index are indicated.
where y s is the concatenation of y k at every time step
We then use a standard Tikhonov or ridge regression estimator for x
where a is the regularization parameter. There are many other linear estimators that could be used in place of Eq. (18). Kay (1993) discusses most of the common alternatives. We chose to use Tikhonov here because of its simplicity and wide general use.
Dynamic Kalman filter estimator
The Kalman filter is a recursive solution to discrete linear filtering and prediction problems such as our proposed state-space model (Kalman, 1960) . The objective of the Kalman filter is to obtain the best state estimates x k)k À 1 in a mean square sense given all the data up to that time {y 1 ,. . ., y k }. There are many ways to model the same physical system within the generality of the Kalman filter, and so the following discussion is limited to our proposed model. The Kalman filter recursions require initialization of the state vector estimate x 0 and estimated state covariance V 0 . Statistical covariance priors must also be specified for the state process noise cov(w) = Q and the measurement noise cov(v) = R. The algorithm can then proceed with the following prediction-correction recursion.
First, the auxiliary state vector z and measurement model D are updated
Next the state vector x and state covariance V are predicted
The Kalman gain matrix K is then computed
and the auxiliary state vector z, state vector x and state covariance V predictions are corrected with the new measurements y that are available at time step k
Model validation
The salient feature of the state-space model we propose for DOT analysis is physiological modeling. We designed the following experiment to validate that the model reduces physiological interference in estimates of a functional hemodynamic response. The approach we took was to add a simulated functional response to real data and then attempt to recover the simulated response. Adding a simulated response allowed us to quantitatively evaluate the analysis methods by comparing the estimated responses with the ''true'' response that could not be directly measured otherwise. We hypothesized that including blood pressure variability and heart rate variability as inputs u would model some of the real physiological variance and thereby improve estimates of the simulated response. We also hypothesized that allowing dynamic estimation of the physiological models would further improve the simulated response estimates.
Baseline DOT data were collected approximately over the right sensorimotor area of ten human subjects (9 male, 1 female, median age 31, 9 right hand dominant, 1 left hand dominant). The subjects were instructed to lie quietly in the dark and to breathe freely. The raw optical measurements were collected with a continuous wave DOT instrument , demodulated and down sampled to 1 Hz. The photon fluence and auxiliary physiological measurements were high-pass-filtered in a forward then reverse direction with a 6th order IIR Butterworth filter with a cutoff frequency of 0.05 Hz and zero phase distortion. This filtering step removes slow physiology that is sufficiently outside the frequency range of interest for the hemodynamic response that it can be ignored. Short-term physiological variability including the respiratory sinus arrhythmia, Mayer waves and vasomotion is still present after filtering. The photon fluence U(t, k) was then converted to a change in optical density DOD
where U 0 was the average detected photon fluence and DOD(t, k) are the measurements y for the state-space model. The three model inputs contained in u were the Boolean stimulus time vector, the blood pressure variability (BPV) and heart rate variability (HRV) with normalized variances. Data from only a single source fiber and three detector locations were included in the analysis. The three detectors were arranged around the source fiber with 3 cm separation between the source and detector fibers and 3 cm between neighboring detector fibers as shown on the right side of Fig. 2 . We computed the pathlength submatrix L 0 with a Monte Carlo simulation of the transport equation ) for a slab model of the scalp, skull, CSF and brain with 1 mm isometric voxels as illustrated on the left side of Fig. 2 . Approximate slab thicknesses and tissue optical properties were adapted from Strangman et al. (2003) . Given that there are only three detectors, we felt that it was reasonable to use a simple slab model of the tissue. In the present experiment, the anatomical and photon migration models are mathematical placeholders for future work that will explore the effects of complex anatomical structures and larger extent tomography.
We populated the extinction coefficient submatrix E 0 with values tabulated by Prahl (2005) . The spatial basis set matrix G 0 defines weighted sets of the 1 mm isometric voxels for the analysis. We chose to define three spatial bases with Boolean weights along the boundaries shown in Fig. 2 . Basis 1 represents the scalp and is common to all the detectors. Bases 2 and 3 represent two regions of the brain located under the scalp basis. Outside of these boundaries, the spatial basis weights were set to zero. The size of the scalp basis is 4.8 cm by 2.4 cm by 0.8 cm thick. The brain bases are both 2.4 cm by 2.4 cm by 0.8 cm thick. We chose to keep the spatial extent of our test case small so that emphasis of the present work is on the physiological modeling aspect of the statespace model rather than the biophysics of photon migration in the head anatomy.
We used a normalized Gaussian function to derive the temporal basis set H 0 . The standard deviation for the Gaussian function was fixed at 1.5 s, and the means were separated by 1.5 s over the regression time as shown in Fig. 3 . The same temporal basis set was used for each input and spatial basis. The states to be estimated by the static or Kalman filter estimators are the stationary or timevarying weights for these temporal bases respectively.
The stimulus paradigm for the simulated cerebral hemodynamics followed an event-related design with a uniformly distributed 12 to 18 s inter-stimulus interval over the 300 s runs. The model used to simulate the functional response was one period of an offset cosine with a delay and amplitude set differently for HbO and HbR. The simulated waveforms can be seen in the results figures.
We specified the simulated functional responses to be localized in basis 2 of the brain. We then propagated the simulated responses through our state-space model to get simulated measurements containing only the functional response from brain basis 2. We then added the simulated measurements to the measurements of real baseline physiology for the 10 human subjects. The variance in the simulated measurements typically equaled 10 to 30% of the physiological variance in the real measurements depending on the subject. Given the average of only 20 stimuli in a run, accurately recovering the functional response from a single run presents a significant signal processing challenge.
For the static least-squares estimator, we evaluate two cases. In the first case (Static), we only used the Boolean stimulus vector (Stim) as an input u. This means that the physiological fluctuations are implicitly modeled in the measurement noise v. In the second case (Physio), we used all three inputs in u, namely, the stimulus vector (Stim), blood pressure variability (BPV) and heart rate variability (HRV). Since we included BPV and HRV as inputs, the physiological fluctuations from the human subjects were explicitly included in the state-space model. The Tikhonov regularization parameters a for the static estimators were set to maximize the average coefficient of determination R 2 for the estimated functional response.
For the dynamic Kalman filter estimator (Kalman), we again used the stimulus vector, BPV and HRV as inputs u so the physiology was explicitly modeled. The Kalman filter requires noise and measurement covariance priors. The state update noise covariance Q only contained nonzero terms on the diagonal elements. Diagonal terms related to the functional response were set to 2.5 Â 10
À6
, and those related to BPV and HRV were set to 5 Â 10
. This imbalance in state update noise caused the functional response model to evolve more slowly than the systemic physiological models. The measurement noise covariance matrix R was set to an identity scaled by 8 Â 10
À1
. These variances act as regularization and were adjusted to stabilize the estimation scheme and to maximize R 2 for the functional response.
Results
Example results of dynamic physiological modeling for diffuse optical tomography with our proposed state-space model and Kalman filter estimator are shown in Fig. 4 . We generated the signal components in the figure by propagating the state estimates x through the state-space model in Fig. 1b until just before the signal enters the summing matrix S. At this point in the model, the modeled effects of each input in u on the DOD measurements y are still separated. These modeled measurement components related to each input are shown for subjects 3 and 4 for the 830 nm and 690 nm measurements from detector 1. The example results in Fig. 4 are not intended as validation but rather illustration of how our state-space model can be used to separate measurements into physiological components.
Functional response estimates from spatial basis 2 in the brain (see Fig. 2 ) for subjects 1 through 4 with the two static estimators (Static and Physio) and the dynamic estimator (Kalman) are shown in Figs. 5, 6 and 7 respectively. When our state-space model and static estimator are used without physiological inputs as shown in The R 2 coefficients comparing the estimated functional response in HbO and HbR to the true responses for all subjects are summarized in Fig. 8 . We used the Fisher Z transformation on the correlation coefficients from each regression so that the values took on an approximate normal distribution. The mean and standard deviation was computed from the Z values, and the result was inverse transformed back to R values then squared. Paired t tests were then performed on the Z values between all pairs of estimators (Physio-Static, Kalman-Static and Kalman-Physio). The null hypothesis was that there was no difference between the Z values. The R 2 values were found to be significantly improved (n = 10, P < 0.05) when physiological inputs were used with the static estimator. The Kalman filter estimates were significantly better than either of the static estimator cases.
The average measurement variance explained by the model components related to each input for the two static estimator cases (Static and Physio) and the dynamic estimator case (Kalman) are summarized in Fig. 9 . The measurement components and coefficients of determination R 2 were obtained in the same way as those shown in Fig. 4 . Averages were computed after applying the Fisher Z transformation, and the result was inverse transformed. Although the inter-subject variability was large, blood pressure and heart rate variability consistently accounted for a major portion of the measurement variance when included as inputs (Physio and Kalman). The differences in the variance explained by the residual for the three estimation cases were all highly significant (two-tailed, paired t test, n = 10, P < 0.001). The variance explained by the BPV component of the measurements was just significant at the P < 0.05 level for the 830 nm measurements and approached significance at P = 0.053 for the 690 nm measurements (two-tailed, paired t test, n = 10). Other differences in R 2 were not significant.
Discussion

Static versus dynamic filtering of physiological interference
We initially hypothesized that including systemic physiological inputs in the state-space model analysis would improve estimates of the functional hemodynamic response function (HRF) and that the dynamic Kalman filter approach would offer further improvement. This hypothesis is supported in fMRI analysis where physiological filters are sometimes added to the general linear model to remove physiological interference (Worsley and Friston, 1995; Purdon and Weisskoff, 1998) . The details of how the physiological filtering is performed vary widely from sinusoidal regressors (Josephs et al., 1997) to spatiotemporal modeling (Purdon et al., 2001) . Dynamic methods have also found good success in fMRI analysis but again with a wide range of methods. Friston (2002) applies Bayesian estimation methods to dynamically Riera et al. (2004) applies a state-space method that includes nonlinear hemodynamic models and physiological noise. Despite the variations in method, these fMRI studies all support the notion that dynamic analysis provides superior estimates of the HRF than time-invariant methods. Kolehmainen et al. (2003) offer the first example of a dynamic state-space approach to DOT analysis, but the formulation does not include any physiological interference. Prince et al. (2003) were the first to dynamically model physiological interference in DOT, but no comparisons are made with static methods. The present study is the first to quantitatively evaluate dynamic and static filtering of physiological interference by combining real physiological interference with a simulated functional response.
The results of the present study are consistent with our hypothesis that physiological modeling improves HRF estimates in DOT. Although the HRF component of the data in our validation study was simulated, the physiological interference shown in the estimates of Fig. 5 typify what we observe experimentally with response estimates to finger tapping. The reduction in interference achieved by including physiological inputs in the model is apparent in Fig. 6 , and this improvement is reflected in the average goodness of fit reported in Fig. 8 . The R 2 values are generally greater for HbO than for HbR, which is expected given that blood volume fluctuations are larger in the arteries. The greater challenge of estimating the HbR response also appears to provide more room for improvement with our dynamic physiological modeling. Improved HRF estimates may be achieved here because the physiological modeling accounts for some of the measurement variance as shown in Fig. 9 , and so less interference remains that might correlate with the stimulus. We anticipate that, with real experimental stimulus data, the systemic physiology may also respond to the stimulus (e.g. heart rate increases with physical activity). In such a case, we expect that including the physiological inputs in the model will help to reduce false-positive functional responses in the brain. We plan to test this hypothesis in future studies.
The present study also supports our hypothesis that dynamic physiological modeling is superior to static modeling as reflected in the HRF estimates shown in Fig. 7 . The further increase in average R 2 shown in Fig. 8 represents the improvement with dynamic modeling. In our validation, we did not consider that the functional response may not be identical from every repeated stimulus. It is known from fMRI that a degree of variance exists in the hemodynamic response within an experiment (Miezin et al., 2000) . Dynamic estimation methods should be inherently superior when this nonstationarity is present in the data. There are also a number of improvements that could be made to the dynamic estimation methods as they are applied in this study. The areas for improvement include adding a reversed time direction Kalman smoother, better covariance estimates for the state evolution and possibly an alternate, more robust, dynamic state-space estimator.
Prior information in DOT Spatial priors
Tomographic reconstructions for DOT are challenging from a statistical and computational standpoint. Under most experimental conditions, the number of voxels exceeds the number of measurements by 1 or 2 orders of magnitude, making the inverse problem highly under defined. The diffuse nature of photon propagation in the tissue also results in a poorly conditioned inverse problem particularly with respect to depth resolution. A number of authors have proposed methods of incorporating prior information into the tomography problem to improve image reconstructions. Schweiger et al. (2005) and Pogue et al. (1999) describe spatial regularization approaches that reduce spatial variance in exchange for increased model residual. Applying a cortical constraint to the reconstructions has also been described by Pogue and Paulsen (1998) and Boas and Dale (2005) . Another approach is to define a functional region of interest (ROI) based on prior knowledge of the anatomy (Zhang et al., 2005a; Gibson et al., 2005b) .
In the proposed Kalman filter framework, a spatial basis set must be specified, but its form is not prescribed. This flexibility in defining the spatial basis set permits inclusion of spatial regularization by defining the bases as overlapping smoothing kernals, which is a commonly used spatial smoothing approach in fMRI (Friston et al., 2000a) . The bases could also be bounded by anatomical or functional regions to implement cortical or ROI priors. In the present validation experiment, large spatial basis functions were used to match the number of effective voxels to the number of measurements to avoid the under defined problem. We structured our experiment in this way to shift the focus from spatial to temporal modeling while leaving the mathematical structure for larger scale tomography intact for further study in the future. It will be necessary to significantly increase the number of measurements and to have overlapping measurements to properly explore the effects of spatial priors on the dynamic DOT inverse problem.
Spectral priors
Specifying the chromophores present in the tissue and their optical properties constitutes a spectral prior. Wavelength-dependent extinction coefficients for the chromophores are readily available in the literature (Prahl, 2005) . The advantage of using spectral priors is that the concentrations of multiple chromophores can be estimated as described by Cope et al. (1991) . Systematic errors in chromophore concentrations, referred to as cross talk, can arise due to pathlength uncertainties (Strangman et al., 2003; Uludag et al., 2002) . Regularizing the inversion, including more wavelengths than the number of chromophores, and careful selection of wavelengths as described by Corlu et al. (2005) all help to reduce the cross-talk problem. The present framework includes an extinction coefficient matrix E 0 for inclusion of spectral priors without any limitations on the number of wavelengths or chromophores.
Temporal priors
Temporal priors include everything from hemodynamic models of the neurovascular response such as the gamma function often used in fMRI (Friston et al., 1998) to nonlinear models of the vascular dynamics like the balloon model (Buxton et al., 1998; Friston et al., 2000b; Mandeville et al., 1999) . Even deconvolution methods implicitly bound the duration of the impulse response (Josephs et al., 1997) . This is a challenging area because accurate models are generally too complex and nonlinear to be solved as an inverse problem. Models that are numerically tractable inverse problems typically have ad hoc elements that make physiological interpretation more difficult. In the proposed framework, the temporal model is a dynamic, causal FIR transfer function for each input-spatial basis combination. The FIR transfer function is constructed from a temporal basis set again without prescribing its form. The temporal smoothness of the FIR functions can be assumed by using, for example, an overlapping Gaussian basis set as in the present experiment. Even more constraints can be added using an assumed time course for the hemodynamic response for the basis set as described by Zhang et al. (2005c) .
In a dynamic estimation framework, another category of temporal priors is included that constrains the temporal evolution of the states. In the present formulation, the states evolve as random processes with a covariance prior. We used this covariance prior to allow the BPV and HRV models to evolve more rapidly than the functional response model. This had the effect of drawing more of the random variance away from the functional response model and improved the R 2 values for the functional hemodynamics and illustrates how priors are sometimes used as regularization parameters. Some technical aspects of the dynamic priors in the proposed Kalman filter framework could be more sophisticated. We manually tuned the process noise covariance, but there are automatic tuning procedures in the literature that may be appropriate for this application (Kitagawa, 1998) . Future implementations should also include a state estimate smoother that operates in a reversed time direction as described by Kaipio and Somersalo (2004) . This will help remove any lag in the state estimates and reduce the random variance in the temporal evolution of the states.
Covariance between spatial, spectral and temporal priors
Additional benefit from prior information can be obtained by modeling the co-variance between multiple priors. The benefits of combined spatial and spectral priors have been demonstrated previously (Li et al., 2005; Pogue and Paulsen, 1998) . Zhang et al. (2005c) combined spatial, spectral and temporal priors but only with a time-invariant system model. In the proposed state-space model, covariances between the spatial, spectral and temporal priors are all included. We expect these covariances to improve the tomographic reconstructions including possibly increased depth resolution.
Anatomical and physiological models
Comprehensive DOT data analysis requires a biophysical model of all the relevant anatomy and physiology formulated as a numerically tractable inverse problem. Koyama et al. (2005) and Boas et al. (2002) describe how DOT interacts with the anatomical structure of the human head. Anatomical MRI is a useful prior for DOT analysis (Barbour et al., 1995; Pogue and Paulsen, 1998; Boas and Dale, 2005) . DOT reveals the physiological dynamics in hemoglobin concentration in the scalp and in the brain. Unraveling these dynamics is a nontrivial inverse problem. A significant advantage of a dynamic state-space approach for DOT analysis is that it is particularly suitable to this class of inverse problems. Arnold et al. (1998) provide an example of dynamic state-space modeling of cardiac and respiratory interactions in the electroencephalogram (EEG).
If nonlinear models are used, then the extended Kalman filter is an alternate formulation that facilitates dynamic parameter estimation (Kailath et al., 2000) . This research direction could extend to integrating systems-level or large-scale neural modeling (Horwitz et al., 1999) or dynamic causal modeling with the biophysics of DOT into a comprehensive inverse problem formulation. Nonlinear circuit models are available to describe the cardiovascular system (Mukkamala and Cohen, 2001) , cerebral autoregulation and gas exchange (Lu et al., 2003) , vasomotion (Ursino et al., 1998) and functional hemodynamics (Friston et al., 2000b) . A natural extension of this physiological modeling strategy is to relate the biophysics of multiple imaging modalities that can be performed simultaneously, such as DOT, EEG and fMRI, to a common anatomical and physiological model. The physiologically relevant parameters would then be estimated in a dynamic statespace formulation.
Physiologically based interpretations of the neuroimaging data offer advantages to neuroscience advancement and clinical applications. Identifying mechanical properties of the cerebral vasculature, for example, could help to diagnose neurovascular pathologies like those found in Alzheimer's disease. Simultaneous fMRI and DOT may help to illuminate the physiological dynamics of neurovascular coupling that are the basis of hemodynamic neuroimaging (Buxton et al., 1998; Friston et al., 2000b; Mandeville et al., 1999) . We designed the present state-space model as a first step toward physiological interpretation of DOT and multimodal integration.
Extending to larger dimensional reconstruction
One of the practical challenges of dynamic state-space analysis in DOT and other functional imaging technologies is the large dimensionality of the data and analysis models. In the formulation by Gö ssl et al. (2000), there are as many parameters to estimate as there are observations for one effect. Large scale state-space estimation is not a new challenge but is still an active area of research. Khellah et al. (2005) provide an example of a new largescale technique from geophysics. The reduced rank square root implementations of the Kalman filter are a notable method for estimating otherwise unfeasibly large problems (Verlaan and Heemink, 1997) .
Although the proposed state-space approach was evaluated with only a small spatial basis set, the same framework can be used for problems of much larger spatial extent. The focus of the present experiment was the temporal system identification aspect of DOT; the spatial aspect will be examined in subsequent investigations. Spatially overlapping and multi-distance measurements are also desirable to fully utilize the tomography mathematics. Toward this aim, the proposed state-space approach will accommodate time domain multiplexing of the measurements (Boas et al., 2004a; Bluestone et al., 2001) , which is a requirement for collecting measurements from source -detector separations that exceed the limited dynamic range for the instrumentation. While dynamically adjusting the detector gains permits an effective expansion of the dynamic range, temporal gaps occur in the measurements. An advantage of the proposed state-space model and Kalman filter estimator is that these gaps in the data should be well tolerated.
Conclusion
Our state-space model for DOT analysis is purposefully versatile, and so its implementation requires specification of certain model elements. We frame a series of questions here as a guide to using the proposed model. Who? Determine which physiological and experimental inputs are important for the analysis. Where? Specify the spatial basis set and photon pathlength matrix for the anatomical structure. When? Specify the temporal basis set for the finite impulse response models. What? Estimate the states in the model. How? Determine how the modeled components are related to functional anatomy and physiology. Why? Hypothesize why the functional anatomy and physiology is related to the model inputs.
The present work is only a step toward a comprehensive dynamic framework for DOT data analysis and interpretation. The proposed dynamic state-space approach has the potential to significantly improve estimates of functional hemodynamics in DOT neuroimaging and may open the door to a broader range of brain activation paradigms. The ability to separate signals into physiological components may reveal new information about the local regulatory physiology and may be useful in identifying certain vascular pathologies. Unlike the prior work with the Kalman filter for DOT, the present formulation has the flexibility to be applied to any experimental design and a broad range of spatial, spectral and temporal priors. The proposed Kalman filter framework may also be useful for other imaging modalities such as fMRI, MEG and EEG or when multiple modalities are combined with a single state-space model of the underlying physiology.
