Abstract. This paper provides a unifying and simplifying approach to Bruhat order in which the usual Bruhat order, parabolic Bruhat order, and Bruhat order for symmetric pairs are shown to have combinatorially analogous and relatively simple descriptions. Such analogies are valuable as they permit the study of P \G/B and K\G/B by reducing to B\G/B rather than by introducing additional machinery. A concise definition for reduced expressions and a simple proof of the exchange condition for P \G/B are provided as applications of this philosophy. A geometric argument for spherical subgroups, which includes all of the cases considered, shows that Bruhat order has property Z and therefore satisfies the subexpression property. Thus, Bruhat order can be described using only simple relations, and it is the simple relations which we simplify combinatorially. A parametrization of K\G/P is a simple consequence of understanding the Bruhat order of K\G/B restricted to a P -orbit. In
Introduction
Bruhat order is an important tool in many branches of representation theory, in part because of the importance of studying orbits on the flag variety. Category O and the category of Harish-Chandra modules (see [Kna02] p. 375) are two categories for which representations are related to orbits on the flag variety. Let G be a complex reductive linear algebraic group with Lie algebra g, θ a Cartan involution of G (specifying a real form), K = G θ , B a θ-stable Borel subgroup, and P a standard parabolic subgroup containing B. Using Beilinson-Bernstein's geometric construction, irreducible representations in Category O of trivial infinitesimal character are known to be in correspondence with B-orbits on the flag variety while irreducible Harish-Chandra modules of trivial infinitesimal character are in bijection with K-equivariant local systems on K-orbits on the flag variety. The module constructions may be modified suitably to produce modules for other infinitesimal characters.
Multiplicities of irreducible composition factors in standard modules for each of these categories can be computed using Kazhdan-Lusztig-Vogan polynomials. Finding efficient means of computing such polynomials is a heavily studied problem. Since the recursion formulas for computing Kazhdan-Lusztig-Vogan polynomials are expressed in terms of the Bruhat order on orbits and on local systems, we hope that the simplifications to Bruhat order
Setup and Notation
The following notation will be fixed for the duration of this paper.
• G: complex reductive linear algebraic group • g: the Lie algebra of G. Analogous notation will be used for Lie algebras of other groups.
• θ ∈ Aut(G): an algebraic automorphism of order two
• B = T U: the Levi decomposition of a Borel subgroup. We may assume that we selected both B and its Levi decomposition B = T U to be θ-stable (exists by Steinberg, see [Spr85] 2.3). Therefore T is maximally compact, i.e. dim t ∩ g θ is maximal so all of the roots with respect to t have non-trivial restriction to t θ (see Proposition 6.70 of [Kna02] ).
• ∆(g, t): the roots of g with respect to t • W = W G : the Weyl group N G (T )/T of G • Π: the set of simple roots corresponding to B • S: the set of simple reflections corresponding to Π • P J : the standard parabolic subgroup corresponding to J ⊂ Π • P = LN: the T -stable Levi decomposition of P • I ⊂ Π: the subset corresponding to P • W L : the Weyl Group N L (T )/T of L • x α : R → G: for the simple root α, the one-parameter subgroup of G associated to α. This satisfies tx α (τ )t −1 = x α (tτ t −1 ) for all t, τ ∈ T . Then x −α : R → G is chosen to be the unique one-parameter subgroup such that x α (1)x −α (−1)x α (1) ∈ N(T ).
• φ α : SL 2 → G: for the simple root α, the group homomorphism satisfying •ṡ α = x α (−1)x −α (1)x α (−1) = φ α 0 −1 1 0 ∈ N(T ) for the simple root α (ṡ α = n α in the notation of [RS90]) •ẇ: Given w = s i 1 s i 2 · · · s i k ∈ W a reduced expression, defineẇ =ṡ i 1ṡ i 2 · · ·ṡ i k ∈ N(T ). It is known thatẇ is independent of the reduced expression chosen.
• H g := gHg −1 for every g ∈ G, H ≤ G • B := the variety of Borel subgroups of G. This is in bijection with G/B where B g ↔ gB.
Spherical Subgroups: Reducing Bruhat Order to its Simple Relations
In this section, we prove that Bruhat order on B\G/B, P \G/B, and K\G/B may be described using only simple relations; more generally, if H is a spherical subgroup of G, then Bruhat order on H\G/B can be described using only simple relations. For readers far more accustomed to Bruhat order on the Weyl group than Bruhat order on K\G/B, it might be easier to read this section last.
Often, one first encounters Bruhat order as a partial order on the Weyl group and on quotients of the Weyl group. That definition of Bruhat order does not immediately lend itself to generalization. Since our goal is to unify Bruhat order for B\G/B, P \G/B, K\G/B, and for K\G/P , before we obtain combinatorially analogous definitions of Bruhat order, we focus on orbits on the flag variety G/B and use the equivalent topological definition of Bruhat order which is common to all of our settings. Our subgroups B, P , and K share the common property that they are all spherical subgroups of G. It is well-known that if H is spherical, then H\G/B is finite. This will also follow from the subexpression property.
Definition 3.2. Let H be a spherical subgroup of G. Then the closure order on H\G/B is defined by:
Bruhat order on H\G/B is defined to be closure order.
It is well-known that under the bijections B\G/B ↔ W G and P \G/B ↔ W L \W G , the topological definition of Bruhat order agrees with the usual definition.
We will see that this topological definition can easily be used to find a common proof for all of our cases that Bruhat order satisfies property Z and hence satisfies the subexpression property. Thus, Bruhat order for B\G/B, P \G/B, and for K\G/B may be described using only what we will call simple relations.
Notation 3.3. Given α a simple root, we define P α = P {α} (the standard parabolic of type α containing B). Then we have the canonical projection:
which may be viewed as a projection from B to P α , the variety of parabolics of type α.
The set of Borel subgroups contained in P α is in bijection with P 1 . Therefore we see that:
Because of the P 1 -fibration, Corollary 3.5. Let H be a subgroup of G and let O be an H-orbit on G/B. Then
is a union of 1, 2, or 3 orbits. Proof. This is a consequence of the geometry of each P 1 -fibre. Here, we outline Knop's work for its relevance to finiteness of H\G/B.
Given a B-variety, the complexity of the variety is defined to be the minimal codimension of a B-orbit in the variety ([Kno95] , p. 287). Thus, since H is spherical, the complexity of G/H is 0. By Theorem 2.2 of [Kno95] , any B-stable subvariety of G/H also has complexity 0. Therefore π
′ . Using the notation of this paper, there is a correspondence ([Kno95] p. 290) between H ∩ (P α ) x -orbits on (P α ) x /B x ∼ = P 1 and the H-orbits in
This map is well-defined and surjective. To show injectivity, suppose that Hxp 1 B = Hxp 2 B for some p i ∈ P α . Then we may assume that xp 1 = hxp 2 b for some h ∈ H and b ∈ B. Rearranging, we see that
Focusing on the action of H ∩ (P α ) x on (P α ) x /B x ∼ = P 1 , we may instead study the action ofH which denotes the quotient of H ∩ (P α ) x by the kernel of the action on P 1 . ThenH may be viewed as a subgroup of Aut(P 1 ) ∼ = P SL 2 (C). According to [Kno95] Lemma 3.1, since the complexity of G/H is 0, thereforeH has positive dimension. It is easy to classify the orbits of positive dimension subgroups of P SL 2 (C) on P 1 , and thus π −1 α π α (O) is a union of 1, 2, or 3 orbits with O ′ the unique dense orbit (see [Kno95] p. 291).
Definition 3.7. If in the previous corollary dim
This is a simple relation for Bruhat order.
Remark 3.8.
(1) For B\G/B, we will see that for some
Lemma 3.9. Let P 1 ≤ P 2 ≤ G be parabolic subgroups. Since parabolic subgroups are closed, each G/P i is equipped with the quotient topology. Then, letting p i : G → G/P i and π : G/P 1 → G/P 2 be the natural projections, we have the commutative diagram:
Proof. Each G/P i is a projective variety, and hence complete. Then each π(X 1 ) must be closed (see [Spr09] , 6.1.2), whence π(X 1 ) ⊃ π(X 1 ). (Note that this containment could also follow from Lemma 2, p. 68, of [Ste74] , just as Lemma 4.5 of [RS90] did.)
For the opposite containment, since the topology on G/P i is the quotient topology, for
by definition of quotient topology
Given X 2 ⊂ G/H 2 , repeating the above formulas with p 1 in place of p 2 , p 2 in place of p 1 , and π −1 in place of π yields π −1 (X 2 ) ⊃ π −1 (X 2 ). We have the opposite containment since π is continuous.
The final statement follows from the first two statements. (
H v 2 . Bruhat order is said to satisfy property Z if it satisfies every property Z(α, u 1 , v 1 ).
Theorem 3.11. If H is a spherical subgroup of G, then Bruhat order on H\G/B satisfies property Z.
Proof. We use the notation of the previous definition, replacing u 1 with O u 1 , for example, to remind us that we are studying H-orbits.
(1) ⇒ (2): Let x H v 1 be such that x α → u 2 , possibly setting x = u 1 . Applying Lemma 3.9 with H 1 = B, H 2 = P α , 
Definition 3.13. Given ((v 0 , . . . , v k ), (α 1 , . . . , α k )) a reduced decomposition of v ∈ H\G/B, a subexpression of that reduced decomposition is a sequence (u 0 , . . . , u k ) such that u 0 = v 0 and for i = 1, . . . , k:
(1) u i = u i−1 , or (2) ∃ u such that both u i−1
Remark 3.14. We see by the deletion condition that this generalizes the usual definition for subexpression for elements of the Weyl group. Proof. Deodhar's proof that property Z implies the subexpression property from [Deo77] works in this general setting. ⇐: We prove by induction on j that for each 0 ≤ j ≤ k, u j H v j . The statement holds for j = 0. Assume that the statement holds for j = i − 1. In case (1) where u i = u i−1 , the statement clearly holds for j = i. In case (3), property Z implies that since u i−1 Proof. This was pointed out by Vogan. Since the dimension of an H-orbit is finite, therefore there are finitely many reduced expressions for the unique open orbit in G/B. There are finitely many subexpressions of each reduced expression, and thus by the subexpression property, H\G/B is finite.
Corollary 3.17. Bruhat order for B\G/B, P \G/B, and K\G/B satisfy the subexpression property, whence Bruhat order can be defined using only simple relations.
It is the focus of the subsequent chapters to find elementary means of describing these simple relations and showing how their descriptions are analogous in all of our settings.
Bruhat Order for B\G/B
4.1. Equivalence of Closure Order and Bruhat Order on W . As mentioned, it is well-known that B\G/B is in bijection with the Weyl group: Proposition 4.1. Bruhat Decomposition:
We review the definition of Bruhat order on the Weyl group W G arising from viewing it as a reflection group. Definition 4.2. For u, v ∈ W , t a (not necessarily simple) reflection, we write u Proof. This is well-known, but we provide a discussion to illuminate the source of the similarities between the various double cosets for which we consider Bruhat order. First, π −1 α π α (BwB) = BwP α /B = BwB ∪ Bws α B by the parabolic Bruhat decomposition (Proposition 5.1) and by Lemma 8.3.7 of [Spr09] .
Recall that ℓ(w) = #{α ∈ ∆ + : wα < 0}. Under the correspondence G/B ↔ B where gB → gBg −1 = B g , we may view Bẇ as a point in the orbit O w and B ∩ Bẇ as the stabilizer of that point. If ℓ(ws α ) = ℓ(w)+1, then dim B ∩Bẇ = dim B ∩Bẇṡ α +1. Since the dimension of a B-orbit is the dimension of B minus the dimension of the stabilizer of a point in the orbit, dim BwB + 1 = dim Bws α B.
Remark 4.4. The relationship between the dimension of an orbit and the dimension of the stabilizer of a point in the orbit is the source of the similarities between descriptions of simple Bruhat relations for our various settings in terms of Weyl group elements and positive roots.
Observing now that the notion of reduced decomposition arising from viewing W as a reflection group corresponds with definition 3.12, we conclude:
Corollary 4.5. Under the correspondence arising from the Bruhat decomposition (Proposition 4.1), Bruhat order for B\G/B agrees with Bruhat order for W .
We now proceed to reformulate simple relations for Bruhat order. We find that our reformulations apply not only to simple relations.
Weyl Group and Roots. Another means of describing (not necessarily simple) Bruhat relations is:
Theorem 4.6. Let α be a positive root and w ∈ W . Then:
Proof. This is known if α is a simple root ( [Hum90] , Lemma 1.6). In general, suppose ℓ(w) < ℓ(ws α ). Let ws α = s 1 s 2 · · · s r be a reduced expression for ws α . By the strong exchange con-
Similarly, if ℓ(w) > ℓ(ws α ), then wα < 0.
4.3. Roots and Pullbacks. Let ∆ = ∆(g, t) and ∆ + = ∆(b, t). Recall the notation of
We have the map between Cartan subalgebras Ad(g −1 ) : t g → t, while pullback allows us to map between duals of Cartan subalgebras:
It is straightforward to prove (use int rather than Ad):
Lemma 4.7. For w ∈ W and n ∈ N(T ) any representative of w, wα = α n . In particular, wα = αẇ.
Using pullbacks, Bruhat order may be reformulated as follows:
Proposition 4.8. Let α be a positive root and w ∈ W . Then:
This may also be written
Remark 4.9. Pullbacks turn out to be particularly useful in studying Bruhat order in more general situations: for example, if one of the subgroups with respect to which you take double cosets is twisted by conjugation or if that subgroup is a more general spherical subgroup. See [PSY] for details.
4.4. Cross Actions.
Definition 4.10. The cross action of W on B\G/B is the action generated by
α B where α is a simple root.
Under the correspondence between B\G/B and W , cross action corresponds to the natural left action of W on itself by right multiplication by the inverse.
It follows immediately:
Theorem 4.11. Let α be a positive root and w ∈ W . Then:
5. Bruhat Order on P \G/B 
The commonly used definition for Bruhat order on W L \W G viewed as a reflection group quotient is this:
The converse holds for minimal length coset representatives:
Proof. This is a special case of [Deo77] , Lemma 3.5. For a purely topological proof using maximal length coset representatives, adapt the proof of Proposition 9.16.
Because closure order for B\G/B corresponds to Bruhat order for W G , by the Bruhat decomposition applied to P wB, closure order for P \G/B corresponds to Bruhat order for W L \W G :
Theorem 5.4. Closure order on P \G/B and Bruhat order on
Let w ∈ W G and let α ∈ ∆ + (g, t). Using the nomenclature of Casian-Collingwood from [CC87] for cases which may be shown to correspond, P wB = P ws α B if wα ∈ ∆(l, t)
i.e. α is Levi type P wB P α P ws α B if wα ∈ ∆(n, t)
i.e. α is complex upward P wB
Proof. First, u ≤ v implies that BuB B BvB which implies that PuB P PvB. Conversely,
To prove the first of the remaining three statements, note that Pẇṡ α B = Pẇṡ αẇ −1ẇ B = Pṡ wαẇ B. The rest of the theorem now follows.
Remark 5.5. This proof does not generalize to K\G/P since it relies upon the Bruhat decomposition. We could also have proved the theorem using the following more general heuristic. Bruhat order and closure order on P \G/B are the same since:
(1) Bruhat order is induced by Bruhat order on B\G/B and closure order and Bruhat order for B\G/B are the same; (2) the topology on G/B is the quotient topology. The proof is concise, but rather than record it, we refer the reader to the proof of Theorem 9.1 where the order induced from Bruhat order on K\G/B and closure order of K\G/P are shown to be the same. The proofs are similar.
Recall that Bruhat order for P \G/B satisfies property Z. We may restate property Z for
Definition 5.6. Let u, v ∈ W G be minimal length coset representatives for W L u and for
Furthermore, an analogue of Deodhar's description II for Bruhat order on W G from [Deo77] holds:
Again, Bruhat order for P \G/B may be described using only simple relations and we focus on reformulations of those relations. As for B\G/B, our reformulations apply not just to the simple relations.
5.2. Weyl Group and Roots. Here we describe (not necessarily simple) Bruhat relations using the Weyl group and roots.
Theorem 5.8. Let w ∈ W G and let α ∈ ∆ + . Then
Note that this is analogous to Bruhat order relations for B\G/B with l analogous to t, ∆(t, t) = {}.
Remark 5.9. Compare this characterization to John Stembridge's characterization of parabolic Bruhat order in section 2 of [Ste02] in which W L -cosets are associated with W G -orbits in the dual space of the Cartan subalgebra with stabilizer W L . Bruhat order then corresponds to the partial order on the root lattice.
5.3. Roots and Pullbacks. Since αẇ = wα, we may reformulate Bruhat order as follows:
Theorem 5.10. Let α be a positive root and w ∈ W G . Then
5.4. Cross Actions.
Definition 5.11. The cross action of W on P \G/B is the action generated by s α × P wB := P ws
α B where α is a positive root.
It follows immediately:
Theorem 5.12. Let α be a positive root and w ∈ W . Then the cross action corresponding to α satisfies: P wB = s α × P wB = P ws
Proof. Again, if wα ∈ ∆(l, t), thenṡ wα ∈ L ⊂ P . The remainder of the proof resembles previous arguments.
Reduced Expressions for B\G/B and P \G/B
Throughout this section, wherever
6.1. B\G/B. An important aspect of Bruhat order is understanding decompositions of Weyl group elements into products of simple reflections. This is the equivalent definition for reduced expression that generalizes nicely to P \G/B.
6.2. P \G/B. Again, we wish to simplify the existing literature and limit the introduction of complex machinery as much as possible.
Definition 6.3. An element w ∈ W G is P -minimal if it is a minimal length coset representative for W L w. Equivalently, wα ∈ ∆(n, t) for every α ∈ I.
Remark 6.4. As discussed, W L \W G is in bijection with the P -minimal elements of W G .
Definition 6.5. Let w ∈ W G be P -minimal. A P -reduced expression for w is a product of simple reflections w = s i 1 s i 2 · · · s i k where w j α i j+1 ∈ ∆(n, t) for j = 1, 2, . . . , k − 1. We define ℓ P (w) = k, the P -length of w.
Lemma 6.6. If w ∈ W is P -minimal, then any B-reduced expression for w is also P -reduced.
Proof. The P -minimal element has a B-reduced expression w = s i 1 · · · s i k . Each w j−1 α j is positive. Consider the equations
If the expression is not P -reduced, then for some 1 ≤ j ≤ k, we have
Thus our expression must be P -reduced.
Proposition 6.7. Every coset in W L \W G has a unique P -minimal representative and every P -minimal representative has a P -reduced expression.
Proof. The first statement follows immediately from the definition of P -minimal element. The second statement follows from the previous lemma.
Remark 6.8. We can likewise define P -maximal elements: w ∈ W G is P -maximal if it is a maximal length coset representative for W L w. Equivalently, wα ∈ ∆(n − , t) for every α ∈ I. We also have a bijection between W L \W G and the P -maximal elements of W G . See the discussion of P -maximal elements in section 9 where we discuss K\G/P . 7. Exchange Property for B\G/B and P \G/B 7.1. B\G/B. The Exchange Property for W G is the following:
Theorem 7.1. Let w = s i 1 s i 2 . . . s i k ∈ W G be a reduced expression and let α ∈ Π. If wα < 0, then ℓ(w) > ℓ(ws α ). The Exchange Property is the assertion that there exists some j such that ws α = s i 1 s i 2 · · ·ŝ i j · · · s i k is a reduced expression for ws α and hence s i 1 s i 2 · · ·ŝ i j · · · s i k s α is a reduced expression for w.
7.2. P \G/B. The Exchange Property for W L \W G may be described similarly:
Theorem 7.2. Let w = s i 1 s i 2 · · · s i k ∈ W G be a P -reduced expression and let α ∈ Π. If wα ∈ ∆(n − , t), then there exists some j such that ws α = s i 1 s i 2 · · ·ŝ i j · · · s i k and it is a Preduced expression for ws α . It follows that w = s i 1 s i 2 · · ·ŝ i j · · · s i k s α is a P -reduced expression for w.
Proof. We know that there exists j such that s i 1 s i 2 · · ·ŝ i j · · · s i k is a B-reduced expression for ws α . Since wα ∈ ∆(n − , t), therefore P wB = P ws α B, dim P ws α B = dim P ws α B − 1, and ℓ(ws α ) = k − 1. Since, as we analyze each location in any expression, roots in l fix the corresponding orbit, roots in n increase the orbit dimension, while roots in n − decrease the orbit dimension, therefore each simple reflection in our expression must increase dimension, whence ws α = s i 1 s i 2 · · ·ŝ i j · · · s i k must be a P -reduced expression as well. Since w = s i 1 · · · s i k is a P -reduced expression for w, considering length, so must w = s i 1 · · ·ŝ i j · · · s i k s α .
Bruhat Order on K\G/B
Bruhat order for K\G/B may differ in "direction" in the literature due to a preference to associate the minimal length reduced expression with the open dense orbit since the open orbit is unique while the closed minimal dimension orbits generally are not.
8.1. Parametrizing K\G/B. We use the parametrization of K\G/B as presented in [Spr85] , which is an excellent reference. Recall that K = G θ and B = T U is a θ-stable Borel subgroup and Levi decomposition.
Notation 8.1. Modifying Springer's parametrization for B\G/K, we set:
V is in bijection with K\G/B.
Real Forms and Root Types.
In order to discuss Bruhat order in detail, we must discuss real forms and root types. A real form of the complex Lie algebra g is a real Lie subalgebra g 0 such that g = g 0 ⊕ ig 0 . A less obvious way to specify a real form is to select a Cartan involution θ. (Use the Cartan decomposition g = k ⊕ s and the fact that the Killing form is positive definite on ik 0 ⊕ s 0 .)
We begin by studying the Cartan subalgebra. Definition 8.5. Given t a θ-stable CSA, relative to θ, α ∈ ∆(g, t) is:
(1) real if θα = −α (2) imaginary if θα = α (3) complex if θα = ±α.
Definition 8.6. Given g ∈ G, recall α g := Ad * g −1 α : t g = Ad g t → C. Relative to g, α is:
Notation 8.7. Let v ∈ V and let n =v −1 θ(v), and w = nT . Since v ∈ V , it follows that θ(w) = w −1 .
We study the particular case where g =v ∈ V .
This allows us to describe root types using θ.
Definition 8.9. If v ∈ V , then relative to v α is:
(1) real if wθα = −α (2) imaginary if wθα = α (3) complex if wθα = ±α.
Proposition 8.11. The previous two definitions for real, complex, and imaginary are consistent.
Proof.
Since α v (t 1 ) = α(t), we see therefore that
It follows from these computations that:
We may further distinguish imaginary roots as compact or noncompact.
Definition 8.13. Let α be an imaginary root. Normalizing the one-parameter subgroup x α appropriately,
The root α is said to be compact imaginary if c α = 1 and noncompact imaginary if c α = −1.
Definition 8.14. Suppose the root α is imaginary relative to v ∈ V . Then, normalizing x αv appropriately, θ(x αv (ξ)) = x θαv (c αv ξ) = x αv (c αv ξ) where c αv = ±1. We say that α is compact relative to v if c αv = 1 and noncompact if c αv = −1.
Springer showed that if v ∈ V and n ∈ N(T ), then vn −1 ∈ V , so there is a left W G -action on V and also on V [Spr85].
Definition 8.15. The cross action on K\G/B corresponds to Springer's W G -action on V . That is,
α B. Suppose α ∈ Π is noncompact imaginary relative to v ∈ V . In section 6.7 of [Spr85] , Springer defines the automorphism ψ(g) =v
. We observe that this is simply θ n (g) := int(n) • θ(g). Since θ(n) = n −1 , this is an involutive automorphism. It is now easy to see, as Springer pointed out, that ψ descends to an involutive automorphism of G α , the subgroup corresponding to ±α, since α is imaginary relative to θ n . Springer shows that ψ(x α (m)) = x α (−m), ψ(x −α (m)) = x −α (m), and ψ(ṡ α ) =ṡ
Definition 8.16. Given v ∈ V , α ∈ Π noncompact imaginary relative to v, the Cayley transform of v through α is c α (KvB) = Kvz [PSY] for more detail on the choice of nomenclature.
Thus to simplify the definition of type I and type II roots, we define: Definition 8.17. If the simple root α is noncompact imaginary relative to v ∈ V , then α is said to be:
(1) type I relative to v if s α × v = v (2) type II relative to v otherwise.
We also define types I and II for real roots. If α is real relative to v, then α is said to be:
(1) type I relative to v if α is type I relative to c α (v) (2) type II relative to v otherwise.
We have a richer theory for certain type II roots. Leading towards such results, we consider:
, p. 527) Recallṡ α was defined using one-parameter subgroups. Then: (1)ṡ −α =ṡ α =ṡ −1 α , (2) α is type II relative to all orbits, and (3) all the roots in the Weyl group orbit of α must be of type II.
Recall thatṡ
α . Considering order, we obtain the first equation.
The condition m α = 1 is conjugation-invariant. That is, m αg = gm α g −1 = 1 as well for all g ∈ G. To prove the proposition, it suffices to prove that for any v ∈ V relative to which α is noncompact imaginary, s α × KvB = KvB. Observe that θ(ṡ αv ) =ṡ αv by Lemma 8.18 and (1) whenceṡ αv ∈ K. Then Kvṡ We list the results which may be found in [RS90] .
In the complex case, either wθα > 0 or wθα < 0. Since B is θ-stable, therefore θ∆ + = ∆ + . If wθα > 0, then θ(wθα) > 0. Since θ(w) = w −1 , therefore θ(wθα) = w −1 α. From w −1 α > 0, we conclude that ℓ(s α w) = ℓ(w)+1. From θ∆ + = ∆ + , we also conclude that θΠ = Π, whence θα is a simple root. Since α is complex relative to v so that wθα = ±α, therefore s α wθα > 0, whence ℓ(s α ws θα ) = ℓ(s α w) + 1 = ℓ(w) + 2. Similarly, if wθα < 0, then θ(wθα) = w −1 α < 0 as well and ℓ(s α ws θα ) = ℓ(s α w) − 1 = ℓ(w) − 2. The complex case now follows from the case analysis in 4.3 of [RS90] . 8.5. Roots and Pullbacks.
Theorem 8.24. Let v ∈ V and α ∈ Π. Simple relations for Bruhat order on K\G/B may be formulated by the existence of v ′ ∈ V such that:
Proof. This follows from the previous theorem and from Corollary 8.12.
8.6. K\G/B in More Depth. We review the discussion of monoids in [RS90] and study how we may specify elements of V by the monoidal action using our combinatorial results. ( 
The monoidal action should be thought of in the following way. When considering Weyl group actions, s ∈ S is self-inverse, so acting twice by s should return the original element. The action of s can both raise and lower dimensions. In contrast, the monoidal action of s ∈ S on v ∈ V only changes v if a cross action or Cayley transform corresponding to s raises the dimension. Thus repeated monoidal actions of s are the same as acting once. This agrees with m(s) 2 = m(s). Considering a string of simple monoidal actions, we may always remove the simple elements which do not raise dimension. As for the Weyl group action on B\G/B and on P \G/B, any element of V can be obtained by M(W ) acting on the closed orbits in V . 
is the standard order on V .
Richardson and Springer show in [RS90] that Bruhat order on K\G/B and standard order are the same.
The inverse of a cross action is single valued. The inverse of a type II Cayley transform is single valued while the inverse of a type I Cayley transform is double valued. We wish to understand how elements of K\G/B may be identified using sequences in S.
where α k is noncompact type I relative to v k−1 , there is a sequence
with each α j the same types relative to v j−1 and to u j−1 (eg. α k is noncompact type I relative to both u k−1 and v k−1 ).
Proof. Begin by letting w
. Thus if β is real, imaginary, or complex relative to v and α is non-compact relative to v, then β is real, imaginary, or complex, respectively, relative to s α × v. Our tables before Theorem 8.22 show that if β is type I relative to v, then it is type I relative to s α × v. If β is compact relative to v (that is, d(θint(v))X β = d int(v)X β for X β ∈ g β ) and α is non-compact type I or type II relative to v, then we see that β is compact relative to s α × v:
We see that whatever type some simple root β is relative to v k−1 , it is precisely the same type relative to
Since only noncompact type I roots cause ambiguity in taking inverses of cross actions and Cayley transforms, therefore by induction, the proposition holds.
Thus using our simple combinatorial descriptions of simple relations in Bruhat order, it is easy to understand:
Remark 8.33. There are two general methods of specifying any element u ∈ V up to braid relations:
(1) There is u 0 ∈ V 0 and a sequence u 0
This specifies u unambiguously.
(2) Let the unique open dense orbit in K\G/B be KvB. There is a sequence
A sequence moving downwards from the open orbit does not necessarily uniquely identify the orbit u since the inverse Cayley transform is double valued for type I roots. To uniquely identify u, specify a choice for each type I inverse Cayley transform.
Corollary 8.34. If u ∈ V and w 1 , w 2 ∈ W are minimal length satisfying m(w 1 )u = m(w 2 )u, then w 1 = w 2 .
9. Bruhat Order on K\G/P 9.1. Closure Order and the Order Induced From Bruhat Order on K\G/B. Recall that Bruhat order on K\G/P is defined to be closure order. 9.2. Understanding KvP : I-Equivalence. We wish to find a simple parametrization of K\G/P . As we will see, the key to parametrizing K\G/P is understanding the Bruhat order of K\G/B restricted to the B-orbits in a P -orbit.
Since P ⊃ B, therefore each P -orbit KvP can be expressed as a union of B-orbits KuB. This is an example of an I-equivalence class, defined in the preprint [PSY] on generalized Harish-Chandra modules: I (π I (O)). In [PSY] , each I-equivalence class Kv 0 P = ∪ O∼ I Ov 0 O is shown to be in bijection with some double coset space v 0 M\L/B ∩ L. The idea of considering such a bijection is due to Lusztig-Vogan, according to [Mat82] , p. 313. Note that these are v 0 M-orbits on L/B ∩ L, the flag variety of L. The bijection permits a generalization of the following commonly used technique: when computing Kazhdan-Lusztig polynomials, often, the first step is to first make use of polynomials arising from smaller root subsystems. For example, to compute type A 3 polynomials, begin by finding copies of A 2 within A 3 . Furthermore, the subgroup v 0 M is a spherical subgroup of L and thus there is a unique open dense orbit in v 0 M\L/B ∩ L. The bijection of I-equivalence classes with double coset spaces respects Bruhat order. Therefore, each I-equivalence class has a unique maximal element since v 0 M\L/B ∩ L has a unique maximal element. These maximal elements are easy to specify combinatorially, giving us a succinct parametrization of K\G/P . We now proceed to provide more details. Because we study orbits of different subgroups on different flag varieties, we use superscripts to differentiate the different orbit types by subgroup. Remark 9.4. Mixed subgroups generalize K, B, and P as follows. Select P = G and Θ = θ, then M = K. Select P = B and Θ = Id, then M = B. Select P = P and Θ = Id, then M = P .
Remark 9.6. Our double cosets are in bijection with a smaller K\G/B cross a Weyl group quotient.
Corollary 9.7. Mixed subgroups are spherical subgroups. α , respectively, as before. As mentioned, an application of the theory of mixed subgroups is a bijection between orbits in an I-equivalence class and mixed subgroup orbits on the flag variety for a Levi subgroup.
such that the following diagram commutes:
The unlabelled maps are the natural maps arising by choosing orbit representatives from L and from gL. Furthermore,
In the case where M = K, we may set:
J . Remark 9.10. I-equivalence permits us to decompose any M\G/B into unions of smaller mixed subgroup double coset spaces. In particular, iterating I-equivalence to simplify computations does not introduce any type of subgroup beyond mixed subgroups. For this reason and since we may develop a rich theory for mixed subgroups (parametrizing orbits and understanding Bruhat order very explicitly), we choose to use g M in bijections even though there are other subgroups for which bijections with the orbits in an I-equivalence class are simpler to prove.
Remark 9.11. Compare this theorem and Proposition 9.5 with Brion and Helminck's parametrization of an I-equivalence class in the symmetric case, i.e. the B-orbits in KgP , in Proposition 4 of section 1.5 of [BH00] . They set V g to be {x ∈ L ∩θ(L) :
The first term in the product is a smaller K\G/B while Brion-Helminck show the second term to be in bijection with orbits on L/B ∩ L of the semidirect product of the unipotent radical ofθ(P ) ∩ L with Lθ. That subgroup is not usually a mixed subgroup nor a parabolic subgroup of L. Brion and Helminck do not impose the condition that O K g is a minimal dimension equivalence class representative.
Again, we saw that mixed subgroups are spherical subgroups. Thus:
Corollary 9.12. Each I-equivalence class of orbits has a unique orbit maximal with respect to Bruhat order. Thus each P -orbit KvP contains a unique dense B-orbit.
Remark 9.13. This is equivalent to Proposition 2 of section 1.2 of [BH00] . 9.3. Parametrizing K\G/P . There is a simple combinatorial parametrization of the unique dense orbits in each I-equivalence class, and hence of K\G/P . Theorem 9.14. Let I ⊂ Π correspond to the standard parabolic P . Then the double coset space K\G/P is in bijection with V P where V P := {v ∈ V : for every α ∈ I, wθα < 0 where
In other words, K\G/P is in bijection with the I-maximal elements of V .
Proof. This follows immediately from the proposition and the corollary above and our characterization of Bruhat order for K\G/B.
Remark 9.15. In comparison, P \G/B is in bijection with W I := {w ∈ W G : wα > 0 for every α ∈ I}, the P -minimal elements of W G . As discussed, P \G/B is in bijection with the unique maximal length coset representatives as well, giving us a parametrization analogous to our parametrization of K\G/P . We may think of K\G/P as the P -maximal elements of K\G/B. 9.4. Behaviour of Simple Relations: Descent of the Monoidal Action. Since Bruhat order for K\G/P is induced from Bruhat order on K\G/B, which can be described using simple relations, one concludes that Bruhat order for K\G/P can be described using simple relations as well. However, the absence of a Borel subgroup among the two subgroups with respect to which we take double cosets complicates matters somewhat, obstructing the possibility of making a natural definition for α − → consistent among all coset representatives. Proposition 9.18.
(1) If α ∈ I, thenṡ α , z α ∈ L ⊂ P ; thus π I (v) = π I (m(s α )v) for all v ∈ V.
(2) If α ∈ Π \ I,
Proof. This follows immediately from Proposition 9.9.
Thus we may restrict our attention to simple relations in K\G/B for α ∈ Π \ I. We consider defining cross action to be s α × KvP = Kvṡ α P, we see that the cross action does not descend naturally from K\G/B to K\G/P . Lemma 9.19. For α ∈ Π \ I, L normalizes N, so W L α ⊂ ∆(n, t).
(1) For any w ∈ W L , the coefficient of α in the expression of wα as a linear combination of simple roots is 1. (2) If β ∈ W L α is a simple root, then β = α. 
Conclusion
It would be interesting to apply the simplifications of Bruhat order to the study of Kazhdan-Lusztig-Vogan polynomials. The theory of parabolic Kazhdan-Lusztig polynomials appears the most likely to benefit from the simplifications.
Another topic for future consideration is to further explore the philosophy of proving results for P \G/B and for K\G/B by reducing to B\G/B using our analogies for simple relations. For example, can it be applied to develop a better understanding of the exchange property and the deletion condition for K\G/B?
Can the theory for K\G/B be simplified by using the Tits group? Can the theories for K\G/P and P \G/B be made more similar by recasting results for P \G/B using maximal length representatives rather than minimal length representatives?
The reader will find more material on Bruhat order in [PSY] . In particular, it contains a description of Bruhat order for mixed subgroups (for which parabolic subgroups and symmetric subgroups are a special case) and for situations where one of the subgroups with respect to which we take double cosets is twisted by conjugation. The descriptions of Bruhat order through pullbacks of roots in particular carries over to the twisted case very naturally.
