The results on robustness theory presented here are extensions of those given in [ 11. The basic innovation in these new results is that they utilize minimal additional information about the structure of the modelling error as well as its magnitude to assess the robustness of feedback systems for which robustness tests based on the magnitude of modelling error alone are inconclusive.
I. INTRODUCTION
Briefly, the issue of robustness in feedback conrol system design may be summarized as follows.
Any mathematical model can only approximate the behavior of a physical system. In designing a feedback compensator, one nominal model must be selected, from a class models that approximate the physical system's behavior. Once a nominal model has been selected an associated class of modelling errors is defined implicitly by the deviation of any model (in the class of models that approximate the physical system's behavior) from the nominal design model When a compensator is designed using this nominal model, the resulting feedback system is said to be robust with respect to the class of modelling errors if it remains stable when the nominal model is replaced by any other model in the class of models that represents the physical system. Otherwise, the feedback system is not robust.
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and by the NASA Ames Research Center under grant ,-22-009-124. Determining the robustness of a given feedback control system can be logically divided into two distinct questions: (1) how near instability is the feedback system and (2) given the class of model errors for which the feedback system is stable, does this class include the model errors that can be reasonably expected for this particular system? The first question can be answered exactly by appropriate mathematical analysis once a suitable notion of "nearness to instability" is defined. The second question is, however, a question that requires engineering judgment in the definition of what constitutes a reasonable modelling error.
The role of mathematical analysis with respect to question (2) is that of providing a simple characterization of a sufficiently large subclass of modelling errors that do not destabilize the feedback system. Without a simple characterization of this subclass of model errors even the best engineering judgment may not be adequate to answer question (2).
Nevertheless, very simple characterizations of model errors that are not destabilizing often lead to results that are not very useful practically because they are too restrictive and the associated subclass of nondestabilizing model errors too small. Therefore, a compromise between the simplicity of the characterization and the extent of the subclass of nondestabilizing model errors that can be considered is necessary. The main result of this paper will propose one such compromise.
?he results presented in this paper are essentially extensions of those presented in [ I ] on the robustness of mult:var!.sble linear time invariant feedback control systems. ;he work in [l] is based on a multivariable version of Nyquist's theorem from which several robustness theorems were derived
In thls paper, a slightly more general approach based on Nyquist's theorem is given in a fundamental robustness theorem from which various robustness tests may be obtained. These robustness tests all have the following form The magnitude or norm of the modelling error or uncertainty in the frequency domain is characterized by a nonnegative frequency dependent scalar. The measure of robustness or margin of stability is also characterized ty a nonnegative frequency dependent scalar that represents the mininum norm or magnitude c ; Erie modelling error required to destabilize the feedback system. The robustness test consists in comparing these two quantities versus frequency. If the norm of the modelling -error is less than the minimum error norm required to destabilize the feedback system at all the frequencies then, obviously stability is guaranteed in the face of this modelling error. However, if the norm of the model error at some frequency exceeds the minimum error norm required to destabilize the test is inconclusive. Additional information about the structure of the modelling error must be used to determine if it will destabilize the feedback system. This additional information about the model error structure is obtained by examining the projection of the error matrix onto the one dimensional subspace spanned by the outerproduct of the left and right singular vectors corresponding to the minimum Bingular value of the return difference matrix or a related matrix quantity. A corollary of the main result is that the minimum "size" (i.e. norm) of the modelling error required to destabilize a feedback system i s equal to the geometric mean of the two smallest singular values of the return difference transfer matrix (or a related matrix quantity) provided the error matrix has no projection onto the one dimensional subspace spanned by the outer product of the left and right singular vectors associated with the smallest singular value.
Thus, the feedback system will tolerate an error of this type of possibly much larger magnitude than an artitrarily structured model error. Of course, in order to guarantee that the error matrix has no such projection, engineering judgment based on what class of models gives a reasonable approximation to the behaviour of 'the physical system is required.
The development of the results on the use of model error structure will proceed first by presenting in Section I1 a generalized version of a fundamental robustness theorem found in [l] based on the idea of deforming the multivariable Nyquist locus to account for model error without making the return difference matrix singular. Section I11 gives a brief review of the singular value decomposition and related notions that will be used. It then gives the basic results from matrix theory that will be used in Section IV. Section IV gives a classification of various robustness tests that have appeared previously in the literature as well as a new one that has not, according to the type of model error they guard against. All these tests have the same basic form and therefore may all be generalized to use model error structure as well as magnitude information via the results of Sections 111. Section V shows how the results of Section 111 may be used along with the fundamental robustness theorem to generalize the robustness theorems of Section IV that utilize only error magnitude information.
Also, an example is given demonstrating the results.
All proofs are omitted due to space considerations but may be found in ( 2 1 .
FUNDAMENTAL CHARACTERIZATION OF ROBUSTNESS
The basic system under consideration is given in Figure 1, 
The polynominal2 I @OL(S) and @CL(S) associated with (A,B,C) are analogously defined.
The following theorem generalizes Theorem 2 . 2 of [l] and is based on the idea of continuously deforming the multivariable Nyquist diagram for G ( s j into the one corresponding to c ( s ) without passing the locus through the critical point.. If this can be done and the number of encirclements of the cr_itical point required for stability by G ( s j and G(s) are the same then this perturbation of G ( s > will not induce instability. In this theorem we will let DR denote the Nyquist contour (shown in Figure 2 ) along which det(I+G(s)) is evaluated and define G ( s , E ) as a matrix of rational transfer functions continuous in E for E in iO,l] and for all s in DR that also satisfies the following conditions and for all B E % with R sufficiently large.
Theorem 1 forms the basis for the derivation of all subsequent robustness results. We -will subsequently assume that the radius R of the contour DR is taken sufficiently large so that Theorem 1 may be applied. structure of the error matrix E = --A.
. .
C. Error Matrix Structure
In this section we will use the tools developed in earlier sections to sLlve the problem o f finding a singular matrix A nearest to a given matrix. This can be formulated more precisely as a mathematical optimization problem: (3.13) In this formulation the matrix is simply A+E, where we refer to E as the error matrix. This is the simplest problem to solve since E is unconstrained. In what follows we make the following technical assumption.
Assumption 1: The matrix A is nxn nonsingular and has distinct singular values.
The assumption of nonsingularity of A assures us of a nontrivial problem otherwise E is identically zero when A is singular. The assumption of distinct singular values is a technical one which allows us to avoid some combinatoric problems associated with multiple solutions but it is not difficult to remove this assumption.
Solution to Problem A:
Suppose that A has the SVD given by
where 2,3; ...) 3 1 .
then we can characterize the form that all solutions to Problem A must have. namely where Ps is (n-1) x (n 1) and (3.19) but is otherwise arbitrary.
Recall from equation (3.11) the interpretation of *A, E>%* as the projection of E onto the direction mH. From (3.18) we see that all solutions to Problem A have the same projection in the direction u & which we shall call the most sensitive direction since this is the direction it is "easiest" to make A singular by changing its elements the "least". Note also the additional conditions for any two solutions to Problem A say E1 and E2 that 
Now suppose that we construct a constraint set for E so that E cannot have a projection of magnitude U , in the most sensitive direction %H.
This means that the matrix A+E cannot become singular along the direction =$, and thus IIE112 must increase if A+E is to be singular. To find out just h?w much larger IIE112 must become we formulate the constrained optimization problem:
;he error matrix E is given by
where Ps arbitrary and
where Y is given by
and A has the SVD The following theorem follows trivially from the solutions of Problems A and B.
Theorem 2: For square matrices A and E , A+E is nonsingular if
Omax(E)=1lEII2< ~onun-l+Q(on*fi-l) Theorem 2 is the key to making use of model error structure in the subsequent robustness tests. Corollary 1 has a very pleasing geometrical interpretation that will be discussed next.
D . Geometric Interpretation
The nature of the solution to Problems A and B becomes apparent when the SVD is used to transform the A matrix into a positive definite diagonal matrix. This is accomplished with the following simple lemma. Thus, one may work with C and P rather than A and E. Therefore, in the subsequent discussion w e will make the assumption that the matrix A is now diagonal and positive definite.
The matrix A is now given by
where ai > ui,.~.
If the columns of the matrix A are thought of as a set of n orthogonal vectors of lengths ui then Corollary 1 can be interpreted geometrically in the 2 x 2 case as the problem of aligning two orthogonal vectors with minimum "effort" without decreasing the length of the shortest vector.
Here the "effort" required 
E. Examples
To make these results clearer we will illustrate the solutions to the problem of finding the matrices E of minimum spectral norm that make A+E singular under various constraints on the E matrix.
Examples :
Let A be given by (3.35) and consider t h e various constraints on E. Then a simple test bounding the magnitude of the error is devised which guarantees that condition 2 of Theorem 1 is satisfied. This procedure is carried out for four different types of errors. These tests use only the magnitude of the modelling error and do not exploit any other characteristics or structure of the model error and hence are based on the unstructured part of the model error. These different types of model errors will emphasize different aspects , o f the difference between the nominal G(s) and G(s) and thus under certain circumstances will give essentially different assessments of the robustness or margin of stability of the feedback control system.
A .
Robustness Tests Using Different Error Criteria
Probably the most familiar types of errors are those of absolute and relative errors. Absolute errors are additive in nature whereas relative errors are multiplicative in nature. One can use both types of errors to derive robustnes theorems. However, the famillar notions of gain and phase margins are associated only with relative type of error since these margins are multiplicative in nature.
If we let the matrix E(s) generically denote the particular modelling error under consideration, the absolute error is obviously given by
and the relative error, in a matrix sense, by
could post-multiply the absolute error and serve as an alternative relative error in the matrix sense but all subsequent results will still hold with trivial modifications. Two robustness theorems using these errors will be given.
However, first G(s,g) must be constructed. 3 ) and ( 4 . 4 ) imply the same G(s,E) although they employ different types of errors to arrive at G(s,E).
In either ( 4 . 3 ) or ( 4 . 4 ) G(s,E) is simply given by G(S, E)=(~-E)G(s;+Z(SS) ( 4 . 5 ) showing that G(s,E) is continuous in E for E on [O,l] and for all s E DR and that G(s,E) satisfies ( 2 . 4 ) and ( 2 . 5 )
In deriving stability margins based on theorems using different error criteria, it is useful to define a multiplicative uncertainty matrix L ( s ) to account for modelling errors in the open-loop plant. The perturbed or actual system G(s) in this case is given by
which implicitly defines L(s).
Notice that for the relative error criteria that L(s) is very simply given by
where E ( s ) is given by ( 4 . 2 ) .
However, as we will be shown later ( 4 . 7 ) is not the only description of L(s);
there are other types of relative errors in which the relationship between L(s) and the generic E ( s ) is not s o simply given by ( 4 . 7 ) .
We will use both L ( s ) as defined implicitly in ( 4 . 6 ) and a variety of error matrices denoted by
E(s)
in stating the subsequent robustness theorems.
Two robustness theorems based on the preceedings definitions of absolute and relative errors in ( 4 . 1 ) and ( 4 . 2 ) respectively are the following. are plotted. (The inverse Nyquist diagram can also be used to determine stability by counting encirclements of the critical points (0,O) and (-1,O) in the complex plane.) Therefore, it is natural to define the absolute and relative errors between the nominal and perturbed systems as
for the absolute error and
for the relative error. Using (4.8) and (5.9) we may define a G(s,E), again by replacing G(s) by G(s,E) and E(s) by EE(s) in (4.8) and (4.9), and then solving for G(s,E). If this is done, we obtain
G ( S , E ) = [ G -' (~) + E E (~) ] -.~
(4.10) where E ( s ) is given by (4.8) and where E(s) is given by (4.9).
Both (4.10) and (4.11) give the same G(s,E) which written in terms of G(s) and G(s) is
G(s,E)=[(l-E)G-l(s)+EP1(s)]-l (4.12)
where now we see that E enters nonlinearly and it is not clear that G(s,E) is continuous in E in [O,l] for all s E but is clear that it does satisfy (2.4) and ( 2 . 5 ) .
The type of G(S,E) in (4.12) could be replaced by the one in (4.5) and theorems worked out in terms of the errors described by (4.8) and (4.9). This approach was taken by Lehtomaki, Sandell and Athans [ l ] and led to more restrictive and complicated conditions to check than the approach using (4.12).
Since (4.10) and (4.11) and (4.12) are all equivalent in that they give rise to the same
we may work with any one of them to Prove assertions about the continuity of G(5,E) required by Theorem 1. If G-~(s) and ?1(s) exist, so that E ( s ) in (4.9) is well-defined, Observation: The condition that L ( s ) have no strictly real and negative eigenvalues or be singular can be interpreted in terms of a phase reversal of certain signals between the nominal and perturbed systems or as the introduction of transmission zeros by the modelling error.
To make this precise, suppose that for some w o that L( jwo)x = Ax_ for some complex nonzero vector x and some real X < 0. Then there exists a vector u(t) of input sinusoids of various phasing and at frequency wo which when applied to the nominal system produces an output y(t) and produces an output Xy(t) when applied to the perturbed system. This is depicted in Figure 4 .
Thus when
h is negative the phase difference between the sinusoidal outputs of the nominal and perturbed systems is 180'.
If h=O then the perturbed system has transmission zeros at 2 j woThis fact is significant since Theorems 5 and 6
can never guarantee stability with respect to model uncertainty when the phase of the system outputs is completely uncertain above some frequency or with respect to sensor o r actuator failures in the feedback channels.
B. Interpretations of Robustness Tests Error Criteria
Up to this point, it is probably unclear what the significance of the various error criteria are and how they are related. This can be partly clarified by an understanding of how each error enters into the structure of the perturbed system from a block diagram perspective. This is done in Figure 5 where a very pleasing symmetry occurs that corresponds to the four basic arithmetic operations of addition, subtraction, multiplication and division. As can be seen from Figure 5 the absolute type of errors correspond to addition and subtraction whereas the relative errors correspond to multiplication and division. Other types of errors can be represented as combinations of these basic types of errors. One such combination of the two basic relative errors given in (4.2) and (4.9) occurs in connection with Barrett's generalization of the passivity theorem [6] for linear-time invariant systems.
One statement of his theorem is given in Theorem 7 . then E of (4.14) is given by
Therefore, E is a "parallel-resistive" type sum of errors E 1 and E2. This particular criteria is pleasing in that it produces logarithmically symmetrical stability margins.
All the preceeding robustness tests guarantee that stability is preserved by ensuring that the magnitude of the model error (according to some particular error criteria) is sufficiently small.
In these tests the model error is unconstrained in its structure and therefore these tests guard against any type of model error structure. If all types of model error structure are not possible then these robustness tests may be conservative and methods such as those developed in the next section must be employed to take advantage o f some particular aspect of the structure of the model error.
V. ROBUSTNESS ANALYSIS FOR LINEAR SYSTEMS WITH STRUCTURED MODEL ERROR
In this section, the robustness tests of Section IV are refined to distinguish between those model errors which do not destabilize the feedback system and those that do, but both of which have magnitudes larger than the MIMO generalization of the "distance to the critical (-1,O) point". TO do this it is necessary to be able to distinguish between model errors that increase the margin of stability for the feedback system and those that decrease it. This cannot be done on the basis of the magnitude of the model error. Therefore, it must be done on the basis of the structure of the model error.
The structure of the model error, in general terms, is simply the numerical relationship of the elements of the error matrix E(s), representing the difference between the nominal and the perturbed loop transfer matrices. In other words, the structure of the model is specified by magnitude and phase relationships between the eij(s) elements of E(s). In this section the structure of E(s) which is necessary to determine the stability of the perturbed feedback system is extracted using the results of Section I11 and the singular value decomposition expansion of E(s).
It will be shown that the (SVD), to generate an orthonormal basis for the projections of E ( s ) on only certain elements of the basis need be known precisely to extract the information relevant €or stability analysis. Thus, only a partial characterization of the modelling error is necessary and its structure is constructively produced by the method of analysis used in Section 111.
In order to make a practical use of these results that utilize the structure of the model error, it is necessary to determine if the model error of minimum magnitude that will destabilize the feedback system can be guaranteed not to occur. This assessment must be made on the basis of engineering judgement about the type of model uncertainties that are reasonable for the nominal design model representing the physical system. For discussions on how to practically determine what constitutes a reasonable modelling error, the reader is referred to [ 7 ] for a discussion of model errors in an automative engine control system and [8] for a similar discussion with regard to power system models.
A. Robustness Tests Utilizing Model Error
Structure
In the robustness theorems of Section IV, the key conditions ensuring the stability of the perturbed closed-loop system were inequalities of the form
where h(
and where (5.1) must hold for all
SE%.
This condition assures that the model error is sufficiently small so that a closed-lobp system designed on the basis of-G(s) will remain stable when it is replaced by G(s). However, the approach used to develop these robustness theorems neglects the fact that there are perturbations or modelling errors for which (5.1) does not hold, i.e., the model error is not small, and yet the closed-loop system remains stable.
These Section IV theorems are conservative if one restricts the allowable type of model error structure because they guard against absolutely all types of structure in linear model errors. One way to reduce this conservatism is to obtain additional conditions that distinguish between modelling errors that do not destabilize the feedback system but violate the test of (5.1), and those that violate the test of (5.1) but also destabilize the feedback system. Or better yet, obtain some conditions that discriminate between modelling errors, that violate (5.1), between those that increase and those that decrease the margin of stability of the feedback system.
The problem is illustrated in Figure 7 for SISO systems whtre two different perturbed systems ;lis) and g2(s) produce qxactly the same size of relative error on the Nyquist diagram. As can be seen from Figure 7 , the difference between the perturbed systems g ( s ) and E(s) cannot be determined from the magnitude of the error alone. Clearly, Z~( S ) has a smaller margin of stability than the nominal system g(s), and 2 ( 8 ) has a larger margin of stability than the rlbminal g(s). Since this is a scalar system the only additional information akout the trror needed to distinguish between gl(s) and g2(s) is the phase of the error.
Thus, in the SISO case this gives us a complete characterization of the error.
In the MIMO case, the problem is not so simple because for an nxn system G(s) the error matrix E (s) has 2n2 degrees of freedom, two for each element of E(s) (i.e., gain and phase or real and imaginary part).
Thus, if a single degree of freedom is eliminated from E(s), by information in addition to the norm of E ( s ) , there are still 2n2-2 degrees of freedom left. Therefore, it is important that exactly the right additional information about E(s) is obtained so that only a partial characterization of E ( s ) is necessary to distinguish between modelling errors that increase or decrease the margin of stability of the feedback system. In order to do this it is necessary to examine the structure of the smallest error that destabilizes the feedback loop. We will call this error the worst error. In the SISO case the worst error is illustraed in the Nyquist diagram of Figure 8 .
At point A , in Figure 8 , the Nyquist locus of g(s) is nearest the critical -1 point and thus the worst error simply moves point A to A' by "stretching" the Nyquist locus at that particular frequency to just pick up an extra encirclement of the -1 point (the point A ' is infinitesimally close to -1). It is important to point out that this type of perturbation could be applied to g(s) in any frequency range but that it need happen only at one particular frequency, W o near A, in order to induce instability. Thus we will speak of the worst error at a particular value of S&R.
Notice also that there are any number of curves that we could pass through A' representing perturbations of the original Nyquist diagram of g(s) as depicted by zl(s) in Figure 8 , that induce instability and are identical to the worst error at the frequency of point A but differ at other frequencies. However, these curves will also be considered as worst errors since it is really their nature at a single frequency that is important in distinguishing them from other curves.
One other point must be emphasized.
A casual perturbed system is the component of E(s) given by (5.11) that alone must be exactly known if it is to be ascertained whether or not the matrix h(G(s)) +E (s) is singular. Hence, the description of the E(s) given by (5.12) as the essential structure of E(6j given by (5.11) is justified.
Again, as in the SISO case, the error given by (5.12) need only occur at one particular complex frequency so to destabilize the feedback system. That is, we may construct a perturbed c ( s ) having the same number of unstable poles as the nominal G(s) that has the property that E(s0) satisfies (5.11) arbitrarily closely and hence destabilizes the feedback system. The The direction of this movement of the MIMO Nyquist diagram is simply ascertained by determining if -3~~(S)x~(s),E(s)> is nearer or farther than a distance of (Jn(s) from the point However, the quantity < % ( s ) G ( s ) , E ( s ) > merely determines the effect of one component of the model error and does not take into account the effect of the other components of the model error (i.e., the projections have on the multivariable Nyquist diagram. Therefore, some restrictions on these other model error components must be placed if their effect on the stability of the closed-loop system is to be easily predicted.
Suppose now that we restrict the component of modelling error in the most sensitive or worst direction s(s)$(s) to be exactly zero (-an(s) ,oi in the complex plane.
l0f course it must also be such that c(s)
satisfies condition 1 of Theorem 1.
Theorem 9:
The polynominal TCL(S) has no then the multiplicative uncertainty factor matrix CRHp zeros and hence the perturbed feedback L(s) is given by system is stable if the following conditions hold:
1. conditions 1 and 2 of Theorem 8 hold
~,~[E(s)]<[~,(~)~,-~(~)+C(S)IU~(S)-Q~-~(S)II~/~
for all S&R L ( S ) = I+E(s) =
. I <~( s )~~s ) , E (~) > I~c ( s ) < 5~( s )
for all ~€ 5 2~.
0
The essential structure of the next worst perturbation that does not violate condition 3 but destabilizes the feedback system is given by The process of eliminating each successively worst direction" could obviously be continued and larger magnitudes of these classes of errors would then be necessary t o destabilize the feedback system.
VI. SUMMARY AND CONCLUSIONS T'nis paper has addressed the following problem. Given a finite-dimensional, linear-time-invariant feedback control system designed using an inaccurate nominal model of the open-loop plant, case, namely the singular value decomposition (SVD) and properties of special types of matrices. These were discussed in Section 111, where the main problem solved was tke determination of the nearest singular matrix, A , to a given noneingular matrix, A , under certain constraints on A-A.
The solution to this problem (given in Problems A and B) is fundamental to the control .system robustness results of Section IV and V.
The basic formulation of the control system robustness problem was considered in Section 11 via a multivariable versionof Nyquist's stability theorem. There, a fundamental robustness theorem (Theorem 1 was presented that implicitly characterized the class of perturbed models that would not destabilize the control system, in terms of the nonsingularity of the return difference matrix. Various robustness tests Theorems 3 and 7 1 , were then derived which can be used to test the nonsingularity of the return difference matrix for several types of model Section V heavily utilizes the results of error criteria.
Section I11 in determining what types of model error will destabilize a given feedback system. Model errors that tend to destabilize the feedback system are distinguished from those that tend to stabilize the feedback system by examining their structure as well as their magnitude.
The key results, contained in Theorems 8, 9, and 10, show that the magnitude of the model error necessary to destabilize the feedback system may greatly increase if the class of model errors that can plausibly occur does not include model errors that are essentially alike in structure to the model error of minimum size that will destabilize the feedback system. This provides an important partial characterization of the model errors that are important in feedback system design. However, the degree to which the the partial characterization of the model error demanded by this approach correlates with one's understanding of modelling errors in the physical system will undoubtably be the key factor in making practical use of these results. 
