The aim of this paper is to introduce a new Newton-type iterative method and then to show that this process converges to the unique solution of the scalar nonlinear equation under weaker conditions involving only and by fixed point techniques. Also, by using this iteration process quite new nicely looking graphics are obtained.
Introduction and Preliminaries
Newton's method or Newton-Raphson method, as it is generally called in the case of scalar equations is one of the most used iterative procedures for solving such nonlinear equations. Newton's method is defined by an iterative sequence There exist several convergence theorems under weak conditions which involve , and with , where is defined by (3).
Later, this result was extended to the -dimensional case [21] . However, in both cases an extended Newton-like algorithm was used.
There exists a strong link of Newton's methods with iteration processes in fixed point theory. In 2007, Agarwal, O'Regan and Sahu [1] have introduced the S-iteration process as follows: Let be a normed space, a nonempty convex subset of and an operator.
Then, for arbitrary , the S-iteration process is defined by
where { } and { } are sequences in .
In 2009, Yildirim and Ozdemir [23] proved some convergence result by using the following iteration process: For an arbitrary fixed order
or, in short, {
where { } and { } are real sequence in Remark 1. i) If we take in (8) , we obtain the iteration process in [22] .
ii) If we take in (8) , we obtain the following iteration process:
After, Khan [14] introduced a new iteration process for nonexpansive mappings, which he called 'Picard-Mann hybrid iteration process' and the convergence process is faster than Picard and Mann iteration process. Let be a normed space, a nonempty convex subset of and an operator. Then, for arbitrary , the Picard-Mann hybrid iteration process is defined by {
where { } Karaca et al [12] obtained a convergence result for the iteration process (10) of
Newton-like and they showed this iteration process is better than the Newton method (1) and the extended Newton-like method (5).
Recently, Kadioglu and Yildirim introduced an iteration process in [13] :
where { } and { } are sequences in . And, they showed that the iteration process (11), for contractions, is faster than both the S-iteration process and the Picard-Mann hybrid iteration process.
Motivated by Newton's method and the other iteration process, we will introduce the iteration process (11) 
where , and .
The purpose of this paper is to prove that the iteration process (12) converges to the unique solution of the scalar nonlinear equation under weaker conditions involving only and Also, by using this algorithm quite new nicely looking polynomiographs are obtained.
The following definitions and lemma will be needed in the sequel.
Definition 1. Let be a metric space. A mapping is said to be (i) contraction if there exists a constant such that for any the following condition hold:
(ii) quasi-contraction [19] if there exist a constant such that for any and we have (13) where, { }
The following lemma will be used in the proof of the main result of this paper. 
Main Result
We start with the our main result. 
where ̅ From (16) and (17), we obtain
for all . (ii) From (12),
We know that is the root of from the proof of (i) in Theorem 3. By using the mean value theorem and (22),
where , and , .
From (23), we have
Using conditions ( ), we obtain that
which is a required error estimation. (14) is better than the error estimate (4) 
Remark 2. (i) Note that the error estimate

Polynomiographs
Polynomiography bridges the gap between math and art, combining them into patterns that have symmetry and equilibrium. Polynomials themselves have wide uses in mathematics. 
of degree has roots. The degree of polynomial describes the number of basins of attractio n in complex plane. Restuating the roots on the complex plane manually, localizations of basins can be controlled. Description of polynomiograph, its theoretical background and artistic applications are described in [9] , [10] .
In [15] Kotarski et al. used the Mann and Ishikawa iterations instead of the standart Picard iteration to obtain some generalization of Kalantari's polynomiography. They introduced some polynomiographs for the cubic equation . Latif et al. in [19] , using the ideas from [15] , have used the S-iteration in polynomiography.
In this section we recall the well-known Newton method for finding roots of a complex polynomial . The Newton method is given as followig:
where and is a starting point. is the first derivative of at . We will take the space or that is Banach one. We take and , such that and .
Applying the Picard-Mann hybrid iteration process (10) in (13) we obtain the following formula:
where .
Using the iteration process (9) in (13) we get:
where and Substituting the our iteration (11) in (13) 
Examples of Polynomiographs with Different Iterations
In this section a few examples of the polynomiographs are obtained using iteration , , and one can obtain infinitely many polynomiographs.
All the experiments were performed on a computer with the following specification: Intel Core i3 processor, 2.53GHz, 4GB RAM and Windows 7 (64-bit). MATLAB software was used for generating polynomiographs.
