The relationship between quadratic variation for compound renewal processes and M -Wright functions is discussed. The convergence of quadratic variation is investigated both as a random variable (for given t) and as a stochastic process.
Introduction
This paper discusses the relationship between quadratic variation for pure jump processes (usually called continuous-time random walks by physicists) and the M -Wright functions, often appearing in fractional calculus. Some results highlighted here were already published in [8] . However, the main focus of that paper was defining and studying the properties of stochastic integrals driven by pure jump processes. Moreover, in the present paper we study the convergence of quadratic variation as a stochastic process.
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Continuous-Time Random Walks (CTRW)
Let {J i } ∞ i=1 be a sequence of independent and identically distributed (i.i.d.) positive random variables with the meaning of durations between events in a point process. They define a renewal process. Let 1) be the epoch of the n-th event. Then the process N t counting the number of events up to time t is N t = max{n : T n ≤ t}, (1.2) where it is assumed that the number of events occurring up to t is a finite, but arbitrary, non-negative integer.
be a sequence of i.i.d. random variables (also independent of the J i s) with the meaning of jumps taking place at every epoch; then the compound process X(t) defined by
is called uncoupled continuous-time random walk (CTRW). Let F Y (x) = P(Y ≤ x) be the cumulative distribution function for the jumps Y , then, by purely probabilistic arguments, one can prove that the cumulative distribution function for X(t) is given by F X(t) (x) = P(X(t) ≤ x) = ∞ n=0 P(N t = n)F * n Y (x), (1.4) where F * n Y (x) is the n-fold convolution of F Y (x). As an example, if the durations are exponentially distributed (J ∼ exp(λ)) then the counting process is Poisson (N t ∼ Poi(λt)); moreover, if the jumps are normally
where
is the error function. As a final remark, if F Y (x) has a probability density function f Y (x) = dF Y /dx, from equation (1.4) one can write for the density f X(t) (x, t)
where f * n Y is the n-fold convolution of f Y (x).
Diffusive limit for CTRWs
Assume that the duration J is rescaled by a positive real parameter r so that the rescaled duration is J r = rJ and that the jump Y is rescaled by h getting Y h = hY . Let X r,h (t) denote the rescaled CTRW. Further assume that J has a density function f Jr (t) whose Laplace transform has the following behaviour for vanishing r
where 0 < β ≤ 1, and that the characteristic function of Y h has the following behaviour for vanishing h 10) where 0 < α ≤ 2. If the scaling parameters satisfy the equation 11) then, in the limit r, h → 0, one can prove that f X r,h (t) (x, t) weakly converges to u(x, t) given by 13) where E β (z) is the one-parameter Mittag-Leffler function defined as
(1.14)
and coinciding with the exponential function for β = 1. Notice that equation (1.12) is the fundamental solution (or Green function) for the Cauchy problem of the space-time fractional diffusion equation in −∞ < x < +∞ and t ≥ 0: The transition from the CTRW to the fractional diffusion equation (1.15) in the diffusive limit has been discussed in several papers by Gorenflo and co-workers, see e.g. [11, 12, 30, 31, 1] . Furthermore, Scalas in [32] has provided a simplified method to derive the probability density u(x, t) in the diffusive limit. Indeed, it is sufficient to assume that the duration distribution is Mittag-Leffler (see [20, 7] ) with survival function given bȳ
Then, the Laplace transform of the probability density for the rescaled durations is
Moreover, if the jumps Y are distributed according to a symmetric Lévy α-stable distribution, the characteristic function for the rescaled jumps becomes
Therefore, these hypotheses are compatible with equations (1.9) and (1.10). Indeed, it turns out that they are more general than expected as discussed in [31] . Further notice, that this class of CTRWs includes the normal compound Poisson process (NCPP) as a particular case, for α = 2 and β = 1. Now, equation (1.8) becomes (see [31, 32, 3] )
and, observing that the n-th epoch is rescaled as 22) it tuns out that the rescaled CTRW has the following characteristic function
Now, if r, h → 0 with the scaling equation (1.11) satisfied for c 1 = c 2 = 1, one gets from (1.23)
which is the characteristic function of u(x, t) defined in equation (1.12). This simplified method will be used to derive the distribution of the quadratic variation for the class of CTRWs described above.
Quadratic variation

Definition
In [8] , the following stochastic integral was defined on CTRWs
where G(x) is a sufficiently smooth ordinary function and a ∈ [0, 1]. The properties of I a (t) were investigated in [8] . In particular, it turns out that
where Z(t) = G(X(t)) and the covariation or cross variation of X(s) and
Essentially, the definition (2.1) is a simplified version of Bichteler-Dellacherie theory of stochastic integration (see [4] ) and, for a = 0, equation (2.2) is a version of the celebrated Itō formula in the case of pure jump processes. Notice that one has X(
is the quadratic variation.
Diffusive limit
The probability density function for the quadratic variation can be obtained from the density of squared jumps, f Y 2 (x) which, in its turn, can be obtained from a transformation of f Y (x):
Now, by the same arguments leading to equation (1.8), one gets the following density function for the quadratic variation
where x > 0. The characteristic function of the quadratic variation can be written as
Using the same method as in the previous section, let us assume that P(N t = n) is the distribution of the Mittag-Leffler counting process discussed in [31, 20] ,
Then the equation (2.9) becomes (see [32] and the analogous equation
If the jumps Y are distributed according to a Lévy α-stable distribution,
, and the sum of Y 2 i converges to the positive stable distribution of exponent α/2, whose characteristic function is
Inserting this distribution in equation (2.11), rescaling as above and taking the proper diffusive limit, the following characteristic function is recovered for the diffusive limit of the quadratic variation:
Notice that h appears in terms of the type (h α/2 ) 2 = h α as before. Therefore, the probability density of the quadratic variation in the diffusive limit becomes
with u > 0. When α = 2, M 2,β (u) coincides with the right half of the M -Wright function ( [19, 22] ) of real argument that will be discussed in Appendix. When α = 2 and β = 1 (standard diffusion case), a delta function q(x, t; D) = δ(x − 2t) is recovered, corresponding to the quadratic variation of the Bachelier-Wiener process, [X](t) = 2t.
Functional convergence of quadratic variation
Preliminary results
As in Section 1, J i are i.i.d. nonnegative random variables and we assume that J 1 belongs to the strict domain of attraction of some stable law with index β ∈ (0, 1). That is, there exist positive constants b n > 0 such that we have the following convergence in distribution of random variables
when n → +∞ and where D β > 0 almost surely. The limiting random variable D β has β-stable distribution.
For t 0, we define
i=1 J i , where [t] denotes the integer part of t. Then, taking into account the above convergence and using Example 11.2.18 of [24] it follows that all finite-dimensional distributions of {c −1/β T ct } t 0 converge to that of {D β (t)} t 0 , as c → +∞:
The limiting process {D β (t)} t 0 is called the β-stable subordinator. In the class of strictly β-stable diffusion processes it is the positive-oriented extreme one. It is càdlàg (continuous from the right, with left-hand limits), nondecreasing and it has stationary increments (see for instance, [29] ).
We can define the functional inverse of the process D β (t) as
It has almost surely continuous non-decreasing sample paths and without stationary and independent increments (see [23] ).
For any integer n 0 and any t 0, it can be easily proved that the number of jumps by time t is at least n if and only if the n-th jump occurs at or before t, therefore the following events coincide:
From (3.1) and (3.3), we have the following limit theorem for the counting process {N t } t 0 .
Theorem 3.1 (Theorem 3.6., [24] ).
We are interested in the convergence of stochastic processes in the Skorokhod space. Let D([0, +∞), R + ) denote the space of càdlàg R + -valued functions on [0, +∞). We endow this space with the usual J 1 -topology introduced in [33] (for more details, see Appendix II).
As a corollary, by using Stone's Theorem [34] , the convergence in the Skorokhod space D([0, ∞), R + ) follows.
Corollary 3.1 (Corollary 3.7., [24] ).
Now, we assume that the jumps Y i belong to the strict generalized domain of attraction of some stable law with exponent α ∈ (0, 2), then there exist a n > 0 such that
where L α denotes a random variable with symmetric α-stable distribution.
From Example 11.2.18 [24] , we can extend this convergence to the convergence of the corresponding finite-dimensional distributions for the stochastic process
⇒ {L α (t)} t 0 , when c → +∞. 
To conclude this subsection we will introduce the following Functional Central Limit Theorem (FCLT) proved by Meerschaert and Scheffler in [24] which identifies the limit process as a composition of an α-stable Lévy process and the functional inverse of a β-stable subordinator D −1 β (t), with α ∈ (0, 2] and β ∈ (0, 1). 
Theorem 3.3 (Theorem 4.2., [25]). Under the distributional assumptions considered above for the waiting times J i and the jumps Y i , we have
c −β/α Nt i=1 Y i t 0 M 1 −top ⇒ {L α (D −1 β (t))} t 0 ,
Functional Central Limit Theorem for the quadratic variation
In this section we prove a functional limit theorem for the quadratic variation of the CTRW {X(t)} t 0 defined in (2.6) under the distributional assumptions considered in the subsection above. We follow the method developed in [2] . The limiting process obtained is a subordination of the positive α/2-stable Lévy process by the process {D −1 It can be assumed, without loss of generality, that all of the sample paths of the two-dimensional process (see for instance, p. 197 of [29] 
. Then, it follows by the previous results (3.1) and (3.10) that
as n → +∞, in D([0, +∞), R + × R + ) endowed with the J 1 -topology. Now by (3.11) and applying the Continuous Mapping Theorem (see in Appendix II), taking the mapping
with the J 1 -topology, where as usual the topology on product spaces is the product topology.
For a nondecreasing function y ∈ D([0, +∞), R + ), we can define the inverse as y −1 (t) = inf{s 0 : y(s) > t}.
Now, we will apply again the Continuous Mapping Theorem to (3.12) and with the mapping Finally, applying another time the Continuous Mapping Theorem, with the continuous mapping
The functional convergence of quadratic variation leads to the following conjecture on the integrals defined in (2.1): it might be possible to prove that, under proper scaling, the integral converges in some sense to a stochastic integral driven by the semimartingale measure L α (D −1 β (t)). This will be the object of further research. From Mainardi's book see [17] , Appendix F, we get for 0 < ν < 1 the following integral transforms:
Laplace transform, with Re[s] > 0 and x ≥ 0 we have
For the Fourier transform, with κ ∈ R, we have
From the Laplace transform for s = 0 we derive the normalization
Furthermore for the limiting case ν = 1 it is known that M ν (x) reduces to the Dirac delta generalized function centered in x = 1, that is
Now we provide the explicit (integral) representation of the M -Wright function by inverting the above transforms.
From the Laplace transform (A.3) the Bromwich formula provides for
If we assume s = ∓iκ with κ ∈ R and σ = 0 we obtain the representation by a Fourier integral. In fact, for σ = 0 we mean for the Bromwich integral its Cauchy principal value (V P ) obtained by isolating the origin s = 0 (the terminal point of the branch cut on the negative real semi-axis). Then we get for x ≥ 0,
From inverting the Fourier transform (A.4) we get for −∞ < x < +∞,
We recognize the consistency between the two equations (A.8) (A.9), thanks to the duplication formula, see equation (E.74) in [21] ,
Finally, for reader's convenience, we recall how the M -Wright function enters in the the fundamental solution u(x, t) and in the quadratic variation q(x, t) for the time-fractional diffusion process obtained from the main text with α = 2 and 0 < β ≤ 1. Based on the results outlined in this appendix we recognize for −∞ < x < +∞ and t ≥ 0, D([0, a] , R) with a topology that makes this set a Polish space and for which convergence of sequences can be characterized as follows. In these spaces we can apply Arzelà-Ascoli's Theorem to characterize compact sets. This is very useful to find criteria of convergence. Skorokhod [33] proposed four metric separable topologies on
In this appendix we focus on the J 1 and M 1 topology. The J 1 topology is the finest and the closest to the uniform topology. Kolmogorov showed in [15] |x n (λ n (t)) − x 0 (t)| → 0, (3.15) as n → ∞. When x 0 is continuous, the convergence in J 1 is equivalent to the uniform convergence.
On the other hand, the sequence x n (t) converges to x 0 (t) in M 1 -topology if there exist parametric representations (y(s), t(s)) of the graph Γ x 0 (t) and (y n (s), t n (s)) of the graph Γ xn(t) such that 
