



















WHITE NOISE CALCULUS AND HAMILTONIAN OF
A QUANTUM STOCHASTIC PROCESS
WILHELM VON WALDENFELS
Abstract. A white noise quantum stochastic calculus is devel-
opped using classical measure theory as mathematical tool. Wick’s
and Ito’s theorems have been established. The simplest quantum
stochastic differential equation has been solved, unicity and the
conditions for unitarity have been proven. The Hamiltonian of
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Introduction
The object of this paper is at first to establish a white noise quantum
stochastic calculus using classical measure theory as mathematical tool.
Secondly we solve the simplest quantum stochastic equation written in
normal ordered form [4]
d
dt














and show the unitarity of the solution. Thirdly we derive the Hamil-
tonian of the associated one-parameter strongly continuous group in
the explicite form


















Quantum stochastic calculus can be considered as a kind of one di-
mensional field theory. The basic quantities are the creation operator
a+t and the annihilation operator at of a particle at t ∈ R.In the con-
text of quantum probability these operators are called quantum white
noise operators. Treating them in a mathematical rigorous way is not
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straight forward. Accardi et al.[3] use Schwartz’s distribution theory,
Obata et al.[22]use the theory of Gelfand triples. We apply just classical
measure theory exploiting the positivity of the white noise operators.
Equation (1) has been stated and solved in an other form at first by
Hudson and Parthasarathy [23]. The kernel formalism developped by
Maassen and Meyer [20][25] [26]. is dual to white noise calculus. There
the equation can be solved too.
Equation (3) occurs in what Accardi calls the Hamiltonian form of
the quantum stochasic differential equation [2][13][14][5]. The Hamil-
tonian form of a quantum stochastic differential equation is a related
but different object to the Hamiltonian considered here. Neither the
obvious connection nor Accardi’s time consecutive principle have been
regarded in this paper.
Denote by Θ(t) the time shift by t, then
W (t) =Θ(t)U t0; W (−t) =W (t)+; t ∈ R (4)
forms a unitary, strongly continuous one parameter semigroup on the
Fock space. By Stone’s theorem there exists a selfadjoint operator H ,
called the Hamiltonian, such that
W (t) = e−iHt. (5)
So the existence of H is clear, what was not clear,was an explicit an-
alytic expression representing H . The problem was posed by Accardi
[1]in 1989, solved for the case of commuting L and L+ by Chebotarev
[10] in 1997 and finally solved by Gregoratti in 2000 in his thesis [15].
I presented in a previous paper for the case A0 a different approach
using Maassen-Meyer calculus and obtained Gregoratti’s result with a
different proof and in a different, more intuitive representation. Here I
treat the general case, use white noise calculus, calculate the resolvent
and arrive at formula (2). Our result is again equivalent to that of
Gregoratti.
The basic equations for the white noise operators are
[as, a
+
t ] = δ(s− t) (6)
asΦ = 0,
where Φ is the vacuum. Let us as first approximate the creation and
annihilation operators. Assume a continuous function ϕ of compact
3
support in R and a continuous symmetric function f on Rn then
(a+(ϕ)f)(t0, t1, · · · , tn) =ϕ(t0)f(t1, · · · , tn) + ϕ(t1)f(t0, t2, · · · , tn)+
· · ·+ ϕ(tn)f(t0, t1, · · · , tn−1)
(a(ϕ)f)(t2, · · · , tn) =
∫
R
dt1ϕ(t1)f(t1, · · · , tn).
Shrink ϕ = ϕ(t) to δ(t− s) and obtain
(a+(s)f)(t0, t1, · · · , tn) =δ(t0 − s)f(t1, · · · , tn)+
· · ·+ δ(tn − s)f(t0, · · · , tn−1)
a(s)f(t2, · · · , tn) =
∫
dt1δ(t1 − s)f(t1, · · · , tn) = f(s, t2, · · · , tn)
The δ-function can interpreted in three different ways. Denote by εs(dt)
the point measure at the point s ∈ R and by ε(dt) the function s 7→
εs(dt). Then
(1) δ(t− s)ds = εt(ds)
(2) δ(t− s)dt = εs(dt)
(3) δ(t− s)dtds = εs(dt)ds = εt(ds)dt = λ(dt, ds)
with
∫
λ(dt, ds)g(t, s) =
∫
dtg(t, t)
We use mostly the first possibility and arrive at
(a+(ds)f)(t0, · · · , tn) = (a+(ε(ds)f)(t0, · · · , tn)
= εt0(ds)f(t1, · · · , tn) + · · ·+ εtn(ds)f(t0, · · · , tn−1) (7)
So the function ϕ is replaced by the function t 7→ εt(ds). For the second
possibility we use a gothic a in order to distinguish.
(a+(s)f)(t0, · · · , tn) = εs(dt0)f(t1, · · · , tn)+· · ·+εs(dtn)f(t0, · · · , tn−1)
This expression has to be interpreted in the notation of L.Schwartz,
who identifies measures having a density with respect to Lebesgue mea-
sures with their densities. So in usual notation
(a+(s)f)(dt0, · · · , dtn) = εs(dt0)f(t1, · · · , tn)dt1 · · · dtn + · · ·
+ εs(dtn)f(t0, · · · , tn−1)dt0 · · · dtn−1. (8)
We shall use this notation only in the last section. The third possibility
occurs in hidden form in calulations further on.
For the annihilation operator there is no problem
(a(s)f)(t2, · · · , tn) =
∫
εs(dt1)f(t1, · · · , tn) = f(s, t2, · · · , tn) (9)
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We obtain the commutation relation
[a(s), a+(dt)] = εs(dt). (10)
Define the infinitesimal number operator
n(ds) = a+(ds)a(s), (11)
then
(n(ds)f)(t1, · · · , tn) =
n∑
i=1
εti(ds)f(t1, · · · , tn).
We introduce the space
R = {∅}+ R+ R2 + · · · (12)
where the + -sign indicates disjoint union .We introduce in R the
Lebesgue measure∫







dt1 · · · dtnf(t1, · · · , tn) (13)
The Fockspace Γ is the space of all square integrable symmetric func-
tions on R.
A normal ordered monomial of creation and annilation operators is
of the form
a+(dta1) · · ·a+(dtal)a+(dtb1) · · · a+(dtbm)
× a(dtb1) · · · a(dtbm)a(tc1) · · · a(tcn) = a+(tα)a+(tβ)a(tβ)a(tγ) (14)
with
α = {a1, · · · , al}, β = {b1, · · · , bm}, γ = {c1, · · · , cn}













(t, tα, tβ , tγ) 7→ uts(tα, tβ, tγ)
is symmetric in tα and in tβ and in tγ and is locally integrable. Then
there exists a unique solution which can be explicitely given as follows.
Assume that all points t, tα, tβ, tγ are different ,denote p = l +m + n,
and order the set
tα ∪ tβ ∪ tγ = {s1 < · · · < sp}
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in increasing order and define ij = 1, 0,−1 if sj ∈ tα, tβ , tγ resp..Then
uts(tα, tb, tγ) = 1{tα ∪ tβ ∪ tγ ⊂]s, t[}
× e(t−sp)BAipe(sp−sp−1)BAip−1 · · ·Ai2e(s2−s1)BAi1e(s1−s)B (16)
The function uts has remarkable analytical properties, e.g. it is smooth
except a finite number of jumps. We define a class of functions C1
which includes uts and has the same essential properties.
In order to prove unitarity one has to deal with products of normal
ordered monomials. These are not normal ordered any more, but they
are admissible: if a+(dt) and a(t) occur in the same monomial then
a+(dt) must be left of a(t). The theory of admissible monomials can
be done in any locally compact space. We improve some previous
studies [30] , prove Wick’s theorem and establish duality.
Using that theory and the properties of C1 functions we are able to
show a generalization of Ito’s theorem. With its help we establish the
unitarity of U ts. Denote by Γk ⊂ Γ, k = 0, 1, 2, · · · the subspace of
those functions for which






‖f(t1, · · · , tn)‖2dt1 · · · dtn <∞.
Then Γk is invariant with respect to U
t
s.
In order to describe the Hamiltonian we split the point 0 ∈ R into
two points and introduce R0 =] − ∞,−0] + [+0,∞[ with the usual
topology and Lebesgue measure and define R0 accordingly. We define
the measures ε±0 and
(a±0f)(t2, · · · , tn) = f(±0, t1, · · · , tn) (17)





(ε+0 + ε−0) aˆ =
1
2






The symmetric derivative ∂ˆ is defined for functions on R0 [29]. It is
the second quantization of its restriction to functions on R0, which are




1 for t > 0
0 for t < 0
and not defined for t = 0.Then
∂ˆY (t) = (Y (t+ 0)− Y (t− 0))εˆ0(dt) = εˆ0(dt)
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This notion is very much related to the notion of a δ- function on sim-
plices, introduced by J.Gough[13] and by Accardi ,Lu and Volovich[3]
.
We introduce the preliminary Hamiltonian






−1 M0 = M
+







where Θ(t) is the time shift.The domain D of Hˆ is the space of all
functions of the form
f = Z(f0 + a
+f1)
with
(a+f)(t0, · · · , tn) = ε0(dt0)f(t1, · · · , tn) + · · ·+ ε0(dtn)f(t0, · · · , tn−1)
using again Schwartz’s convention and with f0 ∈ Γ1, f1 ∈ Γ2. So Hˆ
maps D into a space of measures on R0, which might be singular at
the origine ±0.
Denote by D0 ⊂ D the subspace where Hˆ is non-singular, then
D0 ⊂ DH , where DH is the domain of H and D0 is dense in Γ. On D0
the operator H equals the restriction of Hˆ to D0 and H is the closure
of the restriction.
Gregoratti uses as well the operators a± but he does not employ the
singular operators a+±. Therefor his expression for H is not symmetric.
To prove symmetry, he has to impose boundary conditions. These turn
out to be equivalent to our restriction to H0. We base the characteri-
zation of the Hamiltonian on the resolvent, where as Gregoratti uses a
direct approach.
1. Admissible monomials
1.1. Some notations. Let X be a set . We denote by W(X) the set
of all finite sequences of elements of X or words formed by elements of
X and write for short X = W(X) and we have
X = ∅+X +X2 + · · ·
We use the plus sign for denoting disjoint union of sets. We denote
by S(X) the set of finite subsets of X and by M(X) the set of finite
multisets of X . A multiset is on X is a mapping m : X → N =
{0, 1, 3, · · · } The cardinality of m is ♯m = ∑x∈X m(x).. The multiset
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is finite if its cardinality is finite. We may write multisets in the form of
an enumaration m = {x1, · · · , xn}•, where x ∈ X occurs m(x) times.
So not all xi must be different. If w = (x1, · · · , xn) is a word and σ is
a permutation,then
σw = (xσ−1(1), · · · , xσ−1(n))
The word w defines a multiset
mw = {x1, · · · , xn}•
If w′ is another word, then mw′ = mw iff there exists a permutation
changing w into w′.
An n-chain is a totally ordered set of n elements
a = (a1, · · · , an)
We denote by xa the word
xa = (xa1 , · · · , xan)
If α is the underlying set of a, we denote by
xα = {xa1 , · · · , xan}•
the corresponding multiset, as it does not depend on the order of a.
That is the usual way we are writing multisets.
A function f on X is called symmetric, if f(w) = f(σw) for all
permutations of w. If α is an n-set, i.e. a set with n elements , then
f(xα) is well defined.
A function f on X is called symmetric, if f(w) = f(σw) for all
permutations of w. If α is an n-set, i.e. a set with n elements , then
f(xα) is well defined.
In order to avoid unnecessary complications, we shall only consider
locally compact spaces countable at infinity. Assume now, that X is
a locally compact space, provide Xn with the product topology and
X = W(X) with that topology where the Xn are as well open and
closed and where the restriction to Xn coincides with the topology of
Xn. Then X is locally compact as well, its compact sets are contained
in a finite union of the Xn and their intersection with the Xn are
compact.
If S is a locally compact space, denote by K(S) the space of complex
valued continuous functions on S with compact support and by M(S)
the space of complex measures on S. If µ is a complex measure on X ,
we write
µ = µ0 + µ1 + µ2 + · · ·
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where µn is the restriction of µ to X
n. We denote by Ψ the measure
given by
Ψ(f) = f(∅).
Then µ0 is a multiple of Ψ. If a is an n-chain, we denote
µ(dxa) = µn(dxa1 , · · · dxan)

























µ(dx1, · · · , dxn)f(x1, · · · , xn)
If X = R and
R = {∅}+ R+ R2 + · · ·
and if µ is the Lebesge measure∫
∆(Rn)
µdx1 · · ·dxnf(x1, · · · , xn) =
∫
x1<···<xn
dx1 · · · dxnf(x1, · · · , xn)
A hierarchy is a family of finite index sets
A = {α0, α1, α2, · · · },



















if the context and the variable x is clear.
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1.2. Sum Integral Lemma for Measures. We recall the sum inte-
gral lemma . We shall need a stronger result, a sum integral lemma
for measures, as it was written in our papers [26] [29] For the sake of
completeness we shall reformulate and prove it.
Lemma 1.2.1. [Sum-integral lemma for measures].Let be given a mea-
sure





Xn1 × · · ·Xnk ,
symmetric in each of the variables wi and assume that∑ 1
n1! · · ·nk! µn1,··· ,nk
is a bounded measure on Xk where µn1,··· ,nk is the restriction of µ to









where ν is a measure on X and
∑
(1/n!)νn is a bounded measure,where
νn is the restriction of ν to X
n and
νn(dx1, · · · , dxn) =
∑
β1+···+βk=[1,n]
µ#β1,··· ,#βk(dxβ1 , · · · , dxβk).
where β1, · · · , βk are disjoint sets.













µ(dxβ1 , · · · , dxβk)
















n1! · · ·nk!µn1,··· ,nk(dxα1 , · · · , dxαn)
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where the αi are the intervals
α1 = [1, n1], α2 = [n1+1, n1+n2], · · · , αk = [n1+· · ·nk−1+1, n1+· · ·+nk]
















µn1,··· ,nk(dxσ(α1), · · · , dxσ(αk))
where the sum runs through all permutations of n elements. The sub-
sets σ(αi) = βi have the property
β1 + · · ·βk = [1, n],#βi = ni. (∗)
Fix β1, · · ·βk with property (∗). There are exactly n1! · · ·nk! permuta-
tions σ, such that
σ(αi) = βi for i = 1, · · · , k.
Hence the last expression equals







µn1,··· ,nk(dxβ1 , · · · , dxβk),
where the βi have the property (∗).
1.3. Creation and Annihilation Operators on Locally Compact
Spaces. We define creation and annihilation operators for symmetric
functions and measures on X. Assume a function ϕ ∈ K(X), a function
f ∈ K, a measure ν ∈ M(X), a symmetric measure µ ∈ M(X). We
define
(a(ν)f)(x1, · · · , xn) =
∫
ν(dx0)f(x0, x1, · · · , xn)
or in another notation, where α + c = α + {c} means that the point c
















If Φ is the function
Φ(∅) = 1, Φ(xα) = 0 for α 6= ∅
then
a(ν)Φ = 0























We define the exponential measures and functions
e(ϕ) = Φ + ϕ+ ϕ⊗2 + · · · = ea+(ϕ)Φ
e(ν) = Ψ + ν + ν⊗2 + · · · = ea+(ν)Ψ.
So for α = {a1, · · · , an}
e(ϕ)(xα) = ϕ(xa1) · · ·ϕ(xan)
e(ν)(dxα) = ν(dxa1) · · · ν(dxan).
1.4. Multiplication of Diffusions.
Definition 1.4.1. Let X and Y be two locally compact spaces. A
continuous diffusion is a vaguely continuous mapping
κ : X →M+(X)
x 7→ κx
Using the oldfashioned way of writing we note
κ = κx(dy) = κ(x, dy)
We consider three types of multiplication of diffusions
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(1) Let X1, X2, Y1, Y2 be four locally compact spaces,and let
κ1 : X1 →M+(Y1)
κ2 : X2 →M+(Y2)
be continuous diffusions.Then
κ : X1 ×X2 →M+(Y1 × Y2)
κ(x1, x2; dy1, dy2) = κ1(x1, dy1)κ2(x2, dy2)
or
κ(x1,x2) = κ1,x1 ⊗ κ2,x2.
(2) Let X, Y, Z be three locally compact spaces and
κ1 : X →M+(Y )
κ2 : Y →M+(Z)
be continuous diffusions, then
κ : X →M+(Y × Z)
κ(x; dy, dz) = κ1(x, dy)κ2(y, dz)
So∫∫





(3) Let X, Y, Z be three locally compact spaces and
κ1 : X →M+(Y )
κ2 : X →M+(Z)
be continuous diffusions, then
κ : X →M+(Y × Z)
κ(x; dy, dz) = κ1(x, dy)κ2(x, dz)
So
κx = κ1,x ⊗ κ2,x
Using the positivity of the diffusions it is easy to see, that all three
types of multiplications yielt again positive continuous diffutions. We
shall not introduce symbols for the multiplications, but use instead the
indication by differentials.
We are mostly interested into the diffusion
ε : x ∈ X 7→ εx ∈M+(X)∫
εx(dy)ϕ(y) = ϕ(x),
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so εx is the point measure in the point x. We have the three ways
of defining the product of two point measures. If the 4 variables
x1, x2, x3, x4 are different, then we may define at first the tensor product
εx1(dx2)εx3(dx4) = εx1 ⊗ εx3(dx2, dx4)∫∫
εx1 ⊗ εx3(dx2, dx4)f(x2, x4) = f(x1, x3).
The second way is
εx1(dx2)εx2(dx3) = Ex1(dx2, dx3) = εx1 ⊗ εx1(dx2, dx3)∫∫
Ex1(dx2, dx3)f(x2, x3) = f(x1, x1).
The third possibility is
εx1(dx2)εx1(dx3) = εx1 ⊗ εx1(dx2, dx3).
We omit the variable x and write only the indices and denote
εxb(dxc) = ε(b, c) and Ex1(dx2, dx3) = E(1; 2, 3).
We want to define the product of the set
{ε(bi, ci) : i = 1, · · · , n}.
Consider the set
S = {(b1, c1), · · · , (bn, cn)},
where all the bi and all the ci are different and bi 6= ci. We introduce
in S the structure of an oriented graph by defining the relation of right
neighbor
(b, c) ⊲ (b′, c′)⇐⇒ c = b′.
An element (b, c) has atmost one right neighbor, as (bi, ci) ⊲ (bj , cj) and
(bi, ci) ⊲ (bk, ck) implies bj = bk and j = k. So the components of the
graph S are either chains or circuits.
We have to avoid the expression εx(dx). This notion makes no sense
and if one wants to give it a sense, one runs into problems. If X is
discrete, then εx(dy) = δx,y and εx(dx) = δx,x = 1. If X = R,then
εx(dy) = δ(x − y)dy and if one wants to approximate Dirac’s delta
funtion one obtains εx(dx) =∞.
Consider a circuit
(1, 2), (2, 3), · · · , (k − 2, k − 1), (k − 1, 1).
It corresponds to a product
ε(1, 2)ε(2, 3) · · ·ε(k − 2, k − 1)ε(k − 1, 1).
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Integrating over x2, · · · , xk−1 one obtains ε(1, 1), which cannot be de-
fined. So in order that
∏n
i=1 ε(bi, ci) can be defined, it is necessary, that
the graph S contains no circuits.
In the contrary,if (1, 2), (2, 3), · · · , (k− 2, k− 1), (k− 1, k) is a chain,
then by extending the second way of multiplication we have
ε(1, 2)ε(2, 3) · · ·ε(k − 2, k − 1)ε(k − 1, k)




E(1; 2, 3, · · · , k)f(2, 3, · · · , k) = f(x1, · · · , x1)
above Denote S− = {b1, · · · , bn} and S+ = {c1, · · · , cn}. If S contains
no circuits, then any p ∈ S− \ S+ is the starting point of a (maximal)
chain (p, cp,1), (cp,1, cp,2), · · · , (cp,k−1, cp,k). Denote πp = {cp,1, · · · , cp,k}.
We have
ε(p, cp,1)ε(cp,1, cp,2) · · · ε(cp,k−1, cp,k) = E(p, πp)
where explicitely












1.5. Measure Valued Finite Particle Vectors. We generalize the
















· · · a+bn
aα = ab1 · · · abn
We define the continuous diffusion






Φα(xυ) = ε(υ, α)





i=1 ε(h(bi), bi) if #α = #υ
0 otherwise
Here the sign _ signifies a bijective mapping. So the sum runs over all
bijections from α to υ. We call Φα is a measure valued finite particle
vector.
Assume a set σ = {s1, · · · , sm} and a set S = {(bi, ci) : i = 1, · · · , n},
where all the elements bi and ci are different. Denote as above S− =
{b1, · · · , bn} and S+ = {c1, · · · , cn} and assume that σ ∩ S+ = ∅. We
extend the relation ⊲ of right neighbor from S to the pair (σ, S) by
defining
s ⊲ (b, c)⇐⇒ s = b.
If the graph (σ, S) is without circuits and (σ ∪ S+ ∪ S−) ∩ υ = ∅, then
for any f : υ _ σ, the graph
S ∪ {(c, f(c)), c ∈ υ}
is without circuits, so we can define without problems ESΦσ = ΦσES.
The the set of components of the graph (σ, S) is
Γ = Γ(σ, S) = Γ1 + Γ2
Γ1 = {{s, (s, cs,1), (cs,1, cs,2), · · · , (cs,ks−1, cs,ks)}; s ∈ σ}
Γ2 = {{(t, ct,1), (ct,1, ct,2), · · · , (ct,kt−1, ct,kt)}; t ∈ S− \ (S+ + σ)}.
Put
ξs = {s, cs,1, · · · , cs,ks} for s ∈ σ
πt = {ct,1, · · · , c(t, kt)} for t ∈ S− \ (S+ + σ)
π = S+ + σ









So ΦσES is a continuous diffusion
ΦσES : X×X̺ →M+(Xπ)










Definition 1.5.1. We denote by Gn,π,̺ the set sums of elements of
the form ΦσES, such that σ ∩ S+ = ∅ and the graph (σ, S) is without
circuits and that
̺ = S− \ (S+ + σ), π = S+ + σ, n = #σ.
We extend the definitions of subsection1.3 to Φσ and obtain for b 6=
c; b, c /∈ σ
a+b a
+








c Φσ = ε(b, c)Φσ + a
+
c abΦσ





a+c Φσ = Φσ+c.
Proposition 1.5.1. Assume
f = ΦσES ∈ Gn,π,̺.
Then for c /∈ π we have
(a+c Φσ)ES ∈ Gn+1,π+c,̺\c
and we define
a+c f = (a
+
c Φσ)ES




Proof. The graph of ΦσES is (σ, S).Its set of components is Γ = Γ1+Γ2
as above. Assume c /∈ π and consider (a+c Φσ)ES. The corresponding
graph is (S ′, σ′) = (σ+c, S). Denote by Γ′ = Γ′1+Γ
′
2 the corresponding
set of components of (S ′, σ′). There are two cases:
a) c /∈ S−, then Γ′1 = Γ1 + {c},Γ′2 = Γ2 and π′ = π + c, ̺′ = ̺.
b) c = t ∈ S−, then
Γ′1 = Γ1 + {t, (t, ct,1), (ct,1, ct,2), · · · , (ct,kt−1, ct,kt)}
Γ′2 = Γ2 \ {(t, ct,1), (ct,1, ct,2), · · · , (ct,kt−1, ct,kt)}
and π′ = π + c and ̺′ = S ′− \ (σ′ + S ′+) = ̺ \ {c}.
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In both cases the graph (σ+c, S) contains no circuits and (a+c Φσ)ES
is defined and we set
a+c (ΦσES) = (a
+
c Φσ)ES.
Assume c /∈ π + ̺ and consider (acΦσ)ES. It consists of a sum of
terms with a graph of the form (S ′′, σ′′) = (σ \ b, S + (c, b)). Denote
the corresponding sets of components by Γ′′1,Γ
′′
2. Then we have
Γ′′1 = Γ1 \ {b, (bc1, bc2), · · · · · · (bck−1 , bck)}
Γ′′2 = Γ2 + {(c, b), (bc1, bc2), · · · · · · (bck−1 , bck)}
and π′′ = π, ̺′′ = ̺+ {c}. The graph (σ′′, S ′′) has no circuits.
1.6. Admissible Sequences.
Definition 1.6.1. A sequence
W = (aϑncn , · · · , aϑ1c1 )
with c1, · · · , cn indices and ϑi = ±1 and
aϑc =
{
a+c for ϑ = +1
ac for ϑ = −1
is called admissible if
i > j =⇒ {ci 6= cj or {ci = cj and ϑi = 1, ϑj = −1}} .
So W is admissible, if it contains only pairs ( not necessarily being
neighbors) of the form (aϑc , a
ϑ′
c′ ) with c 6= c′ or (a+c , ac) and no pairs of




c ) or (ac, a
+
c ).
Definition 1.6.2. If W is an admissible sequence,define
ω(W ) = {c1, · · · , cn}
ω+(W ) = {ci, 1 ≤ i ≤ n : ϑi = +1}
ω−(W ) = {ci, 1 ≤ i ≤ n : ϑi = −1}.
Lemma 1.6.1. IfW is admissible andW1 ⊂W , thenW1 is admissible.
If W is admissible,then
(a+c ,W ) is admissible ⇐⇒ c /∈ ω+(W )
(ac,W ) is admissible ⇐⇒ c /∈ ω(W )
(W, a+c ) is admissible ⇐⇒ c /∈ ω(W )
(W, ac) is admissible ⇐⇒ c /∈ ω−(W ).
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If W = (W2,W1) is admissible,then
(W2, a
+
c ,W1) is admissible ⇐⇒ c /∈ ω(W2) ∪ ω+(W1)
(W2, ac,W1) is admissible ⇐⇒ c /∈ ω−(W2) ∪ ω(W1).
Proposition 1.6.1. Assume
W = (aϑncn , · · · , aϑ1c1 )
to be an addmissible sequence. Assume disjoint index sets π and ̺ and
ω+(W ) ∩ π = ∅
ω−(W ) ∩ (π + ̺) = ∅.




, · · · , aϑ1c1 )
Set π0 = π, ̺0 = ̺ and
πk = π + ω+(Wk)
̺k = ̺ \ (ω+(Wk) \ ω−(Wk)) + ω−(Wk) \ ω+(Wk),
where for sets α, β
α \ β = α \ (α ∩ β).
Then
aϑkck : Gπk−1,̺k−1 → Gπk,̺k
and the iterated application
M = aϑncn · · · aϑ1c1 : Gπ,̺ → Gπ′,̺′
with
π′ = π + ω+(W )
̺′ = ̺ \ (ω+(W ) \ ω−(W )) + ω−(W ) \ ω+(W ).
Definition 1.6.3. If
W = (aϑncn , · · · , aϑ1c1 )
is an admissible sequence we call
M = aϑncn · · · aϑ1c1
an admissible monomial.
Proof. We prove by induction. The case k = 1 is trivial. Put
ωk = ω(Wk) etc..Assume
πk−1 = π + ω+,k−1
̺k−1 = ̺ \ (ω+,k−1 \ ω−,k−1) + ω−,k−1 \ ω+,k−1
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Assume ϑk = +1. In order that a
+
ck
is defined, ck /∈ πk−1. But ck /∈ π
by assumption and ck /∈ ω+,k−1, as Wk is admissible. So
a+ck : Kπk−1,̺k−1 → Kπk−1+ck,̺k−1\ck
Now πk−1 + ck = π + ω+,k = πk and it can be seen easily, that
̺k−1 \ ck = ̺k.
Assume now,that ϑk = −1.In order that ack is defined,
ck /∈ πk−1 + ̺k−1 ⊂ π + ̺+ ωk−1.
But ck /∈ π + ̺ by assumption and ck /∈ ωk−1, as Wk is admissible.
ack : Kπk−1,̺k−1 → Kπk−1,̺k−1+ck
But ω+,k = ω+,k−1 and
πk = π + ωk−1 = πk−1
̺k = ̺ \ (ω+,k \ ω−,k) + (ω−,k \ ω+,k)
= ̺ \ (ω+,k−1 \ ω−,k−1) + (ω−,k \ ω+,k) + ck
= ̺k−1 + ck.
Lemma 1.6.2. Assume W = (W2,W1) to be admissible ,denote by





























1.7. Wick’s theorem. Assume two finite index sets σ, τ and a finite
set of pairs S = {(bi, ci) : i ∈ I}, such that all bi and all ci are different
and bi 6= ci.We extend the relation of right neighborhood to the triple
(σ, S, τ) by putting for (b, c) ∈ S, t ∈ τ
(b, c) ⊲ t⇐⇒ c = t
Consider a triple (σ, S, τ), σ ∩ τ = ∅ and two finite sets υ, β such that




ε(τ, υ1)ε(β, σ + υ2)
we find that the product (a+σ aτΦυ)(β)ES is defined if the graph (σ, S, τ)
is without circuits and we define the operator







Consider an admissible sequence W = (aϑncn , · · · , aϑ1c1 ) and the asso-
ciated sets ω+, ω−. We define the set P(W ) of all decompositions of
[1, n] .i.e.all sets of subsets, of the form
p = {p+, p−, {qi, ri}i∈I}




p+ ⊂ ω+, p− ⊂ ω−, qi ∈ ω−, ri ∈ ω+, qi > ri
Lemma 1.7.1. Assume W to be admissible and p ∈ P(W ). Then the
graph (σ, S, τ) with
σ = {cs : s ∈ p+}, S ={(cqi, cri) : i ∈ I}, τ = {ct : t ∈ p−}
is without circuits.
Proof. Let (cq, cr) ⊲ (cq′, cr′), then cr = cq′ and r > q
′ as W is
admissible. By the definition of p we have q > r and q′ > r′, so
q > r > q′ > r′, and if we have a sequence (cq1, cr1)⊲ · · ·⊲ (cqk , crk), then
q1 > r1 > · · · qk > rk and as ϑ1 = −1, ϑk = +1 we have cq1 6= crk as
W is admissible. This proves that S is without circuits. For the other
components of the graph one uses similar arguments.

















Proof. We proceed by induction. The case n = 1 is clear. We write
for short pi = (qi, ri), ε(c(pi)) = ε(cqi, cri).Assume
V = (aϑncn , · · · , aϑ1c1 )
to be admissible and
N = aϑncn · · · aϑ1c1 .
ConsiderW = (acn+1, V ) and define an application ϕ− : P(W )→ P(V )
consisting in erasing n+1. Then n+1 may occur in one of the pi, say
in pi0 , or in p−. In the first case
ϕ−p = {p+ + {ri0}, (pi)i∈I\i0 , p−}
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in the second case
ϕ−p = {p+, (pi)i∈I , p− \ {n+ 1}}.
Assume
q = {q+, (qj)j∈J , q−} ∈ P(V )
then
ϕ−1− q = {p : ϕ−p = q} = {p(0), p(l), l ∈ q+}
p(0) = {q+, (qj)j∈J , q− + {n+ 1}}
p(l) = {q+ \ l, (qj)j∈J , (n+ 1, l), q−}.
Consider





















































Cosider nowW = (a+cn+1, V ) and define an application ϕ+ : P(W )→
P(V ) consisting in erasing n+ 1 then
ϕ+p = {p+ \ {n+ 1}, (pi)i∈I , p−}
ϕ−1+ q = {q+ + {n+ 1}, (qj)j∈J , q−+}
a+cn+1⌊V ⌋q = ⌊W ⌋ϕ−1+ q.
By the same reasoning as above one fishes the proof.










W = (aϑncn , · · · , aϑ1c1 )
to be admissible and






Here P0(W ) is the set of partitions of [1, n] into pairs {qi, ri}i=1,··· ,n/2





If n is odd or P0(W ) is empty, then 〈M〉 = 0.
As a consequence of Wick’theorem 1.7.1 we obtain
Proposition 1.8.1. We obtain
(MΦ)(∅) = ΨMΦ =
{
0 if ϑ1 + · · ·+ ϑn 6= 0
〈M〉 if ϑ1 + · · ·+ ϑn = 0
If M is admissible, then
(MΦβ)(α) = ΨaαMa
+
βΦ = 〈aαMa+β 〉.
We shall use this notation very often.






M = aϑncn · · · aϑ1c1
M2 = a
ϑn




· · · aϑ1c1
We prove by induction with respect to k.For k = n we have
Ψa+αaαMΦ =
{
〈M〉 for α = ∅
0 otherwise
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Integration yields the result. PutM ′2 = a
ϑn






















In a similar way one proves∫
α




1.9. Duality. We repete the definitions of subsection 1.5 Assume ΦσES ∈
Gn,π,̺, then n = #σ, π = σ+S+, ̺ = S− \ (σ+S+) and the set of com-
ponents of the graph (σ, S) is
Γ = Γ1 + Γ2
Γ1 = {{s, (s, cs,1), (cs,1, cs,2), · · · , (cs,ks−1, cs,ks)}; s ∈ σ}
Γ2 = {{(t, ct,1), (ct,1, ct,2), · · · , (ct,kt−1, ct,kt)}; t ∈ S− \ (S+ + σ)}.
Put
ξs = {s, cs,1, · · · , cs,ks} for s ∈ σ









So ΦσES is a continuous diffusion
ΦσES : X×X̺ →M+(Xπ)













































We may define the product







E(c; ξf1(c) + ξf2(c))
∏
r∈̺1∪̺2
E(r, π1,r + π2,r)
assuming π1 ∩ π2 = ∅ and using E(r, π1)E(r, π2) = E(r; π1 + π2) for
π1 ∩ π2 = ∅ settingE(r; ∅) = 1.
Assume a positive measure λ on X and denote e(λ) = λ and
e(λ)(dxα) = λ






For π1 ∩ π2 = ∅ we define the application
(F1, F2) ∈ Gπ1,̺1 × Gπ2,̺2 7→ 〈F1, F2〉λ,





Using only the essential information we write
〈F1, F2〉λ(π1 + π2, ̺1 ∪ ̺2) =
∫
λαF1(α, π1, ̺1)F2(α, π2, ̺2).
Definition 1.9.1. We define the measure Λ on Xk given by∫
Λ(1, · · · , k)f(1, · · · , k)
=
∫
Λ(dx1, · · · , dxk)f(x1, · · · , xk) =
∫
λ(dx)f(x, · · · , x)
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So we have
λ(1)ε(1, 2) · · ·ε(k − 1, k) = Λ(1, 2, · · · , k)












W = (aϑncn , · · · , aϑ1c1 ),
to be an admissible sequence assume ϑ1 + · · ·ϑn = 0. Define a usual





Here P0(W ) is the set of partitions of [1, n] into pairs {qi, ri}i=1,··· ,n/2





Call S(p) the graph related to p and Γ(S(p)) the set of components of
the graph. To any s ∈ S−(p) \ S+(p) there is a component. As
S−(p) \ S+(p) = ω−(W ) \ ω+(W ) = ̺











W = (aϑncn , · · · , aϑ1c1 ),
to be an admissible sequence, then define the formal adjoint sequence
by
W+ = (a−ϑ1c1 , · · · , a−ϑncn ).
If M is the monomial corresponding to W , we denote by M+ the mono-
mial corresponding to W+.
Using the symmetry of Λ one sees that
Proposition 1.9.1.
〈M〉λ(ω−(W ) \ ω+(W )) = 〈M+〉λ(ω+(W ) \ ω−(W )).
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Theorem 1.9.1. Let W1 and W2 be two addmissible sequences such
that W0 = (W
∗
1 ,W2) is admissible too. Denote ωi = ω(Wi), ω±i =
ω±(Wi) and Mi the corresponding monomials for i = 0, 1, 2. Then
Mi : Φ→ Gπi,̺i
with πi = ω+i, ̺i = ω−i \ ω+i. We have π1 ∩ π2 = ∅ and
〈M1Φ,M2Φ〉λλ(̺1 ∪ ̺2) = 〈M+1 M2〉λ(̺0)
Proof. Call ω+±i = ω±(W
+
i ) = ω∓i. Put
ωi = αi + βi + γi
βi = ω+i ∩ ω−i
αi = ω+i \ ω−i = ω+−i \ ω++i
γi = ω−i \ ω+i = ω++i \ ω+−i = ̺i
Using
〈aζM1〉λ(ζ + γ1〉 = 〈M+1 a+ζ 〉λ(α1)
we have
〈M1Φ,M2Φ〉λλ(̺1 ∪ ̺2) =
∫
ζ




〈M+1 a+ζ 〉〈aζM2〉λ(α1 + (γ1 ∪ γ2) \ γ1) = 〈Φ,M+1 M2〉λλ(̺0),
by theorem 1.8.1. As W is admissible we have
α1 + (γ1 ∪ γ2) \ γ1 = α1 + γ2 \ γ1 = γ0 = ̺0
1.10. Integration of Normal Ordered Monomials.
Definition 1.10.1. An admissible sequence
W = (aϑncn , · · · , aϑ1c1 ),
is called normal ordered if all the creators a+c are at left of the annihi-
lators ac. ,i.e.
ϑi = +1, ϑj = −1 =⇒ i > j.
Using the commutation relations it is clear, that any normal odered
monomial can be brought into the form
a+(dxs1) · · · a+(dxsl)a+(dxt1) · · · a+(dxtm)
a(xt1) · · · a(xtm)a(xu1) · · ·a(xun) = a+σ+τaτ+υ.
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with
σ = {s1, · · · , sl}, τ = {t1, · · · , tm}, υ = {u1, · · · , un}.
Assume five finite , pairwise disjoint index sets π, σ, τ, υ, ̺ and consider




̺ . For the associated graph S we
have S+ = σ+ τ + ̺, S− = π+ τ + υ.So S− \S+ = π+ υ Following the
last subsection 〈aπa+σ+τaτ+υa+̺ 〉λπ+υ is for fixed #π,#σ,#τ,#υ,#̺ a
measure on X#(π+σ+τ+υ+̺). Letting the numbers #π,#σ,#τ,#υ,#̺
run from 0 to ∞ we arrive at a measure m on X5
m = m(π, σ, τ, υ, ̺) = 〈aπa+σ+τaτ+υa+̺ 〉λπ+υ.












ε(σ + τ + ω, π)ε(τ + υ + ω, ̺)λω+σ+τ+υ
If ϕ ∈ K(X5) then∫
m(π, σ, τ, υ, ̺)ϕ(π, σ, τ, υ, ̺) =
∫
ϕ(σ+τ+ω, σ, τ, υ, τ+υ+ω)λω+σ+τ+υ.
Assume a Hilbert space k with countable base. We write the scalar
product x, y 7→ 〈x, y〉 often in the form x+y introducing the dual vector
x+. We denote by B(k) the space of bounded linear operarors on k.We
provide B(k) with the operator norm topology. If A ∈ B(k), then A+
denotes the adjoint.
Assume a function F : X3 → B(k) locally λ-integrable, i.e. locally
integrable with respect to e(λ)⊗3, and f, g ∈ Ks(X, k) ( continuous in
the normtopology of k).The integral
∫
m(π, σ, τ, υ, ̺)f+(π)F (σ, τ, υ)g(̺)
=
∫
f+(σ + τ + ω)F (σ, τ, υ)g(τ + υ + ω)λω+σ+τ+υ = 〈f |B(F )|g〉
exists and defines a sesquilinear form on Ks(X, k).
Using again theorem 1.9.1 we find


















m(π, σ, τ, υ, ̺)f+(ω)F (σ, τ, υ)g(̺) =
∫









λυF (α, β, υ)g(ω \ α+ υ).
So O(F ) is a mapping from Ks(X) into the locally λ-integrable func-
tions on X.
Using the results of the last subsection ,we have
m(π, σ, τ, υ, ̺) = m(̺, υ, τ, σ, π)
and obtain
〈f,O(F )g〉 = 〈g,O(F+)f〉 = 〈O(F+)f, g〉
with
F+(σ, τ, υ) = (F (υ, τ, σ))+.
Consider
m(π, σ1, τ1, υ1, σ2, τ2, υ2, ̺) = 〈aπa+σ1+τ1aτ1+υ1a+σ2+τ2at2+υ2a+̺ 〉λπ+υ1+υ2 .




m(π, σ1, τ1, υ1, σ2, τ2, υ2, ̺)f
+(π)F (σ1, τ1, υ1)G(σ2, τ2, υ3)g(̺)
provided the integral exists in norm.
As it might be guessed from Wick’s theorem, there exists an H such
that B(F,G) = B(H). In fact we have the following theorem basically
due to P.A. Meyer.
Theorem 1.10.1 (Meyer’s formula).
H(σ, τ, υ) =
∑∫
κ
λκF (α1, α2+β1+β2, γ1+γ2+κ)G(κ+α2+α3, β2+β3+γ2, γ3)
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where the sum runs through all indices α1, · · · , γ3 with
α1 + α2 + α3 = σ
β1 + β2 + β3 = τ
γ1 + γ2 + γ3 = υ
.
This formula was proven in [30] for Cc-functions and can be easily
extended to our more general case. Our formula differs fom Meyer’s
formula as the letters σ, τ, · · · denote index sets and not sets of real
numbers. It is more general because it holds for for any positive positive
measure and not only for the Lebesgue measure. We shall noe repeat
the proof and we shall not use it in this paper.
We have
〈f |B(F,G)|g〉 = 〈O(F+)f,O(G)g〉.
So a sufficient condition for the existence of 〈f |B(F,G)|g〉 is thatO(F+)
and O(G) are bounded operators from Ks(X, k) provided with the
L2(X, k, λ)-norm into L2(X, k, λ).
2. Skorokhod Integral
2.1. Definition. Denote R = W(R) , so
R = {∅}+ R+ R2 + · · · .
























dt1 · · · dtnf(t1, · · · , tn)
Definition 2.1.1. Assume a Banach algebra B and a function x
x : R×Rk → B
(t, w1, · · · , wk) 7→ xt(w1, · · · , wk)
symmetric in any of the variables w1, · · · , wk and locally integrable in
norm with respect to the Lebesgue measure on R × Rk. Assume a





(f)x)(tα1 , · · · , tαk) =∑
c∈αj
f(tc) xtc(tα1 , · · · , tαj−1 , tαj\c, tαj+1 , · · · , tαk)
Remark 2.1.1. The function
(w1, · · · , wk) ∈ Xk 7→ (
∮ j
(f)x)(w1, · · · , wk) ∈ B
is symmetric in any of the variables wi and locally integrable.
Proof. The symmetry is trivial, for local integrability it is sufficient,that
all functions have values ≥ 0. Let g(w1, · · · , wk) be a continuous func-
tion ≥ 0with compact support, symmetric in any of the wi, then by
















f(tc)xtc(tα1 , · · · , tαk)
g(tα1 , · · · , · · · , tαj+c, · · · , tαk)dtcdtα1 · · · dtαk <∞
2.2. A Skorokhod Integral Equation.
Definition 2.2.1. Consider the subset
{(tα1 , · · · , tαk) ∈ Rk : all ti for i ∈ α1 + · · ·+ αk are different }.
This subset differs from the set Rk by a nullset. We define on that set
a mapping Ξ onto S(R×{1, · · · , k}),where S denotes the set of finite
subsets, by mapping
(tα1 , · · · , tαk) 7→ ξ = {(s1, i1), · · · , (sn, in)}
where
tα1 + · · ·+ tαk = {s1, · · · , sn}
il = j ⇔ sl ∈ tαj .
Definition 2.2.2. Assume A1, · · · , Ak, B ∈ B and define
u(A1, · · · , Ak, B) : {s, t ∈ R2, s < t} ×Rk
7→ uts(A1, · · · , Ak, B)(tα1 , · · · , tαk) ∈ B
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for the case holding a.e., that all points
{s, t} ∪ {ti : i ∈ α1 + · · ·+ αk}
are different by
uts(A1, · · · , Ak, B)((tα1 , · · · , tαk) = 1{s < s1 < · · · < sn < t}
exp((t− sn)B)Ain exp((sn − sn−1)B)Ain−1
× · · · × Ai2 exp((s2 − s1)B)Ai1 exp((s1 − s)B)
where
Ξ(tα1 , · · · , tαk) = {(s1, i1), · · · , (sn, in)}
with
s1 < · · · < sn.
Define
e : Rk → B
e(w1, · · · , wk) =
{
1 if w1 = · · · = wk = ∅
0 otherwise
. (21)





Theorem 2.2.1. AssumeA1, · · · , Ak, B ∈ B and
x : (t, w1, · · · , wk) ∈ R×Rk 7→ xt(w1, · · · , wk) ∈ B
to be a symmetric function in any of the variables wi and locally inte-














s(A1, · · · , Ak, B)
is the unique solution of that equation.
Proof. The proof is very similar to that of [29]lemma 6.1. We include
it for completeness. Using the mapping Ξ of definition 2.2.2 we rewrite
the equation for
ξ = {(s1, i1), · · · , (sn, in)}; s1 < · · · < sn
and obtain
xt(ξ) = e(ξ) + +
n∑
l=1










xt(∅) = exp((t− s)B)
We want to prove by induction, that xt(ξ) = 0 if {s1, · · · , sn} 6⊂]s, t[.
Assume n = 1 and s1 /∈]s, t[,then




hence xt({(s1, i1)}) = 0 .If {s1, · · · , sn} 6⊂]s, t[, then at least one of the








The first term vanishes, as s1 ∈ {s1, · · · , sn} 6⊂]s, t[ and therefor xt(ξ) =
0. Now if s1 ∈ {s1, · · · , sn} ⊂]s, t[, then xsl(ξ \ (sl, il)) = 0 for l < n
and xu(ξ) = 0 for u < sn and




In a similar way one proves
Proposition 2.2.1. For s < t the function
s 7→ ys = uts(A1, · · · , Ak, B)











Remark 2.2.1. Use again the representation Ξ and writing
ust(A1, · · · , Ak, B)(tα1 , · · · , tαk) = uts(ξ)
with
ξ = {(s1, i1), · · · , (sn, in)}; s1 < · · · < sn







ξ1 = {(s1, i1), · · · , (sj−1, ij−1)}
ξ2 = {(sj, ij), · · · , (sn, in)}.
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2.3. Functions of Class C1.
Definition 2.3.1. Assume a function
x : (t, tα1 , · · · , tαk) ∈ R×Rk 7→ xt(tα1 , · · · , tαk) ∈ B
symmetric in tα1 , · · · , tαk . Then x is called of class C0 if the function
is locally intergable and is continuous in the subspace, where all points
t, ti, i ∈ α1 + · · ·αk are different. We call x of class C1 if it is of class
C0 and if on the same subspace the functions
(∂cx)t(tα1 , · · · , tαk) =
d
dt
xt(tα1 , · · · , tαk)
(Rj±x)t(tα1 , · · · , tαk) = xt±0(tα1 , · · · tαj−1 , tαj + {t}, tαj+1 , · · · , tαk)
for j = 1, · · · , k exist and are of class C0. Here d/dt = ∂c is the usual
derivative at the points of usual differentiability. Put
Djx = R+j x− Rj−x
Proposition 2.3.1. For fixed s is the function t 7→ uts(Ai, B) and for

























for j = 1, · · · , k.
We recall the definition of the Schwartz test functions on the real
line. They form the space C∞c (R) of infinitely differentiable functions
of compact support.
Definition 2.3.2. Assume f to be locally integrable on R, the Schwartz









where g is locally integrable, we write
g = ∂f.
If f is continuous differentiable except a finite set of points {t1, · · · , tn},then
its Schwartz diffential is the measure
∂f = ∂cf +
n∑
i=1
(f(ti + 0)− f(ti − 0))εti(dt),
where ∂cf is the usual derivation outside the jumping points and εt is
the point measure in the point t.
We extend the notion of the Skorokhod integral to the weakly con-
tinuous measure valued function ε : x 7→ εx.Hence
(
∮ j
(ε(dt))x)(tα1 , · · · , tαk) =∑
c∈αj
εtc(dt) xtc(tα1 , · · · , tαj−1 , tαj\c, tαj+1 , · · · , tαk)
This expression is scalarly defined, i.e. for any function f with compact




















dtα1 · · · dtαkg(tα1, · · · , tαk)
∫
dtϕ′(t)xt(tα1 , · · · , tαk)
where g is a continuous function of compact support.It is sufficient
to calculate the integral outside the null set , where all the ti with
i ∈ α1 + · · ·+ αk are different. Using the representation (def 2.2.2)
Ξ(tα1 , · · · , tαk) = ξ = {(s1, i1), · · · , (sn, in)}
with s1 < · · · < sn,we may write
−
∫




























(ϕ)Djx)(tα1 , · · · , tαk)
From there one obtains immediately the proposition.
3. Quantum stochastic processes of class C1
3.1. Definition and Fundamental Theorem. Recall definition 2.3.1
of functions of class C1 and use instead of the index sets α1, · · · , αk the
index sets σ, τ, υ and set B = B(k), where k is a Hilbert space. Assume
xt(σ, τ.υ) of class C1 and denote
(R1±x)t(tσ, tτ , tυ) = xt±0(tσ + {t}, tτ , tυ)
(R0±x)t(tσ, tτ , tυ) = xt±0(tσ, tτ + {t}, tυ)




Recall the definition of the measure
m(π, σ, τ, υ, ̺) = 〈aπa+σ+τaτ+υa+̺ 〉λπ+υ
and the sesquilinear form subsection 1.10
〈f |B(F )|g〉 =
∫
m(π, σ, τ, υ, ̺)f+(π)F (σ, τ, υ)g(̺).
Definition 3.1.1. If xt is of class C1, we call B(xt) a quantum sto-
chastic process of class C1.
Theorem 3.1.1. If xt is of class C1, then the Schwartz derivative of
〈f |B(xt)|g〉 for f, g ∈ Ks(R, k) is a locally integrable function
∂〈f |B(xt)|g〉 = 〈f |B(∂cxt)|g〉+
〈a(t)f |B(D1xt)|g〉+ 〈a(t)f |B(D0xt)|a(t)g〉+ 〈f |B(D−1xt)|a(t)g〉
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Proof. Using the proof of proposition 2.3.2 we have∫























xtc(σ, τ, υ \ c)g(̺)ϕ(tc).








and from there the result .
3.2. Ito’s Theorem. Recall subsection 1.10 and consider the measure
m(π, σ1, τ1, υ1, σ2, τ2, υ2, ̺) = 〈aπa+σ1+τ1aτ1+υ1a+σ2+τ2at2+υ2a+̺ 〉λπ+υ1+υ2 .




m(π, σ1, τ1, υ1, σ2, τ2, υ2, ̺)f
+(π)F (σ1, τ1, υ1)G(σ2, τ2, υ3)g(̺)
provided the integral exists in norm.
Theorem 3.2.1. Assume xt, yt to be of class C1 and that for f, g ∈
Ks(R, k) the sesquilinear forms 〈f |B(Ft, Gt)|g〉 exist in norm and t ∈
R 7→ 〈f |B(Ft, Gt)|g〉 is locally integrable, where
Ft ∈ {xt, ∂cxt, R1±xt, R0±xt, R−1± xt}
Gt ∈ {yt, ∂cyt, R1±yt, R0±yt, R−1± yt}
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is any of the functions. Then the Schwartz derivative of 〈f |B(xt, yt)|g〉
is a locally integrable function and yields
∂〈f |B(xt, yt)|g〉 =〈f |B(∂cxt, yt) + B(f, ∂cyt) + I−1,+1,t|g〉
+ 〈a(t)f |B(D1xt, yt) + B(f,D1yt) + I0,+1,t|g〉
+ 〈a(t)f |B(D0xt, yt) + B(f,D0yt) + I0,0,t|a(t)g〉
+ 〈f |B(D−1xt, yt) + B(f,D−1yt) + I−1,0,t|a(t)g〉
with
Ii,j,t = B(Ri+xt, Rj+yt)− B(Ri−xt, Rj−yt)
Proof. Define
N(σ, τ, υ) =
{
1 if {tσ+τ+υ}• has no multiple point
0 otherwise
As N is a Lebesgue nullfunction we find for a Schwartz testfunction ϕ∫






′(c)f+(π)(1−N(σ1, τ1, υ1))xt(σ1, τ1, υ1)
(1−N(σ2, τ2, υ2))yt(σ2, τ2, υ2)g(̺)m(π, σ1, τ1, υ1, σ2, τ2, υ2, ̺)




′(c)xt(σ1, τ1, υ1)yt(σ2, τ2, υ2)
=
∫






xtc+0(σ1, τ1, υ1)ytc+0(σ2, τ2, υ2)− xtc−0(σ1, τ1, υ1)ytc−0(σ2, τ2, υ2)
)
where tc runs through all points of tσ1+τ1+υ1 ∪ tσ2+τ2+υ2 . Remark that
the points of tσ1+τ1+υ1and tσ2+τ2+υ2 resp. are all different, but both sets
might have common points. The sum over tc equals∑
c∈σ1+τ1+υ1




(xtc−0(σ1, τ1, υ1)(ytc+0(σ2, τ2, υ1)− ytc−0(σ2, τ2, υ2))
as e.g.
xtc+0(σ1, τ1, υ1)− xtc−0(σ1, τ1, υ1) = 0
for tc /∈ tσ1+τ1+υ1 .
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We discuss the integrals of the terms of the form∑
c∈σi+τi+υi
(xtc±0(σ1, τ1, υ1)(1−N(σ1, τ1, υ1))(ytc±0(σ2, τ2, υ2)(1−N(σ2, τ2, υ2))




(xtc+0(σ1, τ1, υ1)(1−N(σ1, τ1, υ1))
(ytc+0(σ2, τ2, υ2)(1−N(σ2, τ2, υ2))g(̺)ϕ(tc)
m(π, σ1, τ1, υ1, σ2, τ2, υ2, ̺)
= I + II + III

















(R1+x)tc(σ1 \ c, τ1, υ1)(1−N(σ1, τ1, υ1))
ytc+0(σ2, τ2, υ2)(1−N(σ2, τ2, υ2))g(̺)ϕ(tc)
m(π, σ1, τ1, υ1, σ2, τ2, υ2, ̺)
=
∫
f(π)(R1+x)tc(σ1, τ1, υ1)(1−N(σ1 + c, τ1, υ1))





The integral over N(1) and N(2) vanishes and yt+0 = yt a.e. with
respect to the integrating measure.
In the same way
II =
∫
f(π)(R0+x)tc(σ1, τ1, υ1)(1−N(σ1, τ1 + c, υ1))




yt+0(σ, τ, υ)(1−N(σ, τ, υ)) =


yt(σ, τ, υ) if tc /∈ tσ+τ+υ
(R1y)t(σ \ b, τ, υ) if t = tb, b ∈ σ
(R0y)t(σ, τ \ b, υ) if t = tb, b ∈ τ
(R−1y)t(σ, τ, υ \ b) if t = tb, b ∈ υ












and split the expression II into three parts




f(π)(R0+x)tc(σ1, τ1, υ1)(1−N(σ1, τ1 + c, υ1))





Using the sum integral lemma
II2 =
∫
f(π)(R0+x)tc(σ1, τ1, υ1)(1−N(σ1, τ1 + c, υ1))∑
b∈σ2




f(π)(R0+x)tc(σ1, τ1, υ1)(1−N(σ1, τ1 + c, υ1))









f(π)(R0+x)tc(σ1, τ1, υ1)(1−N(σ1, τ1 + c, υ1))∑
b∈τ2




f(π)(R0+x)tc(σ1, τ1, υ1)(1−N(σ1, τ1 + c, υ1))








f(π)(R−1+ x)tc(σ1, τ1, υ1)(1−N(σ1, τ1, υ1 + c))
ytc+0(σ2, τ2, υ2)(1−N(σ2, τ2, υ2))g(̺)ϕ(tc)
〈aπa+σ1+τ1aτ1+υ1+ca+σ2+τ2aτ2+υ2a+̺ 〉λπ+υ1+c+υ2




f(π)(R−1+ x)tc(σ1, τ1, υ1)(1−N(σ1, τ1, υ1 + c))









f(π)(R−1+ x)tc(σ1, τ1, υ1)(1−N(σ1, τ1, υ1 + c))∑
b∈σ2




f(π)(R−1+ x)tc(σ1, τ1, υ1)(1−N(σ1, τ1, υ1 + c))








f(π)(R−1+ x)tc(σ1, τ1, υ1)(1−N(σ1, τ1, υ1 + c))∑
b∈τ2




f(π)(R−1+ x)tc(σ1, τ1, υ1)(1−N(σ1, τ1, υ1 + c))










〈a(t)f |B(R1+xt, yt)|g〉+〈a(t)f |B(R1+xt, yt)|a(t)g〉+
〈a(t)f |B(R0+xt, R1+yt)|a(t)g〉+ 〈a(t)f |B(R0+xt, R0+yt)|a(t)g〉
+ 〈f |B(R−1+ xt, yt)|g〉+ 〈f |B(R−1+ xt, R1+yt)|g〉+ 〈f |B(R−1+ xt, yt)|g〉
)
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The assumptions of our theorem guarantee that all expressions exist
and we may extend the formuals to vector and operator valued func-




(xtc±0(σ1, τ1, υ1)(1−N(σ1, τ1, υ1))
(ytc+0(σ2, τ2, υ2)(1−N(σ2, τ2, υ2))g(̺)ϕ(tc)








(xtc−0(σ1, τ1, υ1)(1−N(σ1, τ1, υ1)
(ytc±0(σ2, τ2, υ2)(1−N(σ2, τ2, υ2)g(̺)ϕ(tc)


















±,+ = 〈a(t)f |B(R1±xt, yt)|g〉+〈a(t)f |B(R0±xt, yt)|a(t)g〉+〈f |B(R−1± xt, yt)|a(t)g〉
K
(1)




±,± = 〈a(t)f |B(R0±xt, R1±yt|g〉+ 〈a(t)f |B(R0±xt, R0±yt|a(t)g〉
+ 〈f |B(R−1± xt, R0±yt|a(t)g〉+ 〈f |B(R−1± xt, R1±yt|g〉.
From there one achieves the final result without big difficulty.
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4. A Quantum Stochastic Differential Equation
4.1. Formulation of the Equation. We shall investigate the quan-

















where A1, A0, A−1, B are Operators in B(k).
In his white noise calculus Accardi formulates it as normal ordered
equation













Our approach is very similar to Accardi’s one. We understand U ts as
a sesquilinear form over Ks(R) given by







where uts is locally integrable in all four variables. We formulate the
differential equation in the weak sense
(d/dt)〈f |U ts|g〉
= 〈a(t)f |A1U ts|g〉+〈a(t)f |A0U ts|a(t)g〉+〈f |A−1U ts|a(t)g〉+〈f |BU ts|g〉
or better as integral equation
〈f |U ts|g〉 = 〈f |g〉+
∫ t
s
dr〈a(r)f |A1U rs |g〉+
∫ t
s




dr〈f |A−1U rs |a(r)g〉+
∫ t
s
dr〈f |BU rs |g〉 (∗)
for t ≥ sWe shall show that this equation has a uniques solution, which
can be given explicitely.
4.2. Existence and Unicity of the Solution.
Lemma 4.2.1. The equation (∗) is equivalent to the Skorokhod integral
equation (∗∗)














Proof. Cosider e.g.the term∫ t
s




+(ω + σ + τ + c)A0u
tc





+(ω + σ + τ)A0u
tc
s (σ, τ \ c, υ)g(ω + τ + υ)λω+σ+τ+υ
=
∫
f+(ω + σ + τ)A0(
∮ 0
s,t
u.s)(σ, τ, υ)g(ω + τ + υ)λω+σ+τ+υ
Remark that the function uts(σ, τ, υ) is determined by the sesquilinear
form 〈f |U ts|g〉 Lebesgue almost everywhere.
Applying theorem 2.2.1 we obtain immediately
Theorem 4.2.1. Equation (∗) has a unique solution namely
U ts = B(uts(A1, A0, A−1;B). (∗∗)
4.3. Invarianz of Γk.Continuity.
Definition 4.3.1. We define the Fock space
Γ = L2s(R, k, λ)
of all symmetric square integrable functions with respect to Lebesgue
measure from R to k. If f is a mesurable function on R define the
operator N by (Nf)(w) = (#w)f(w) and define Γk as the space of
those measurable symmetric functions from R to k , for which∫
∆(R)
〈f(w)|(N + 1)k f(w)〉 dw <∞
We denote by ‖.‖Γk the corresponding norm. We write for short
K = Ks(R, k)
for the space of all symmetric continuous functions from R to k with
compact support. Call K(n),resp. Γ(n) the subspace, where f(w) = 0 for
#w > n.
We extend the notions of a and a+. We define a(ϕλ)f = a(ϕ)f and
a+(ϕ)f for ϕ ∈ L2(R) and f ∈ Γ.We have the well known relations
a(ϕ) : Γ(n) → Γ(n−1) ‖a(ϕ)f‖Γ ≤
√
n‖ϕ‖L2‖f‖Γ




Lemma 4.3.1. Assume a Lebesgue measurable function R→ k, then∫























U ts = O(uts(A1, A0, A−1;B)).
Then there exist constants Cn,k(t− s) such that for f ∈ K(n)
‖U tsf‖Γk ≤ Cn,k(t− s)‖f‖Γ
Furthermore for t ↓ s and f ∈ K
‖U tsf − f‖Γk → 0.
Proof. Define
C = max(‖Ai‖, i = 1, 0,−1, ‖B‖),
then
‖uts(σ, τ, υ)‖ ≤ eC(t−s)C#σ+#τ+#υ1{tσ+τ+υ ⊂ [s, t]}
= eC(t−s)e(χ)(σ + τ + υ)
with
χ(r) = C1[s,t](r).








λυ exp(C(t− s))(e(χ)(σ + τ + υ)‖f(ω \ σ + υ)‖
= exp(C(t− s))(Rts Sts T ts ‖f‖)(ω).
For g ∈ K(n)(R,R), g ≥ 0 we have
(T tsg)(ω) =
∫
λυe(χ)(υ)g(ω + υ) = (exp(a(χ))g)(ω).
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Further more we have
Sts : K(n) → Γ(n), (Stsg)(ω) =
∑
τ⊂ω
e(χ)(τ)g(ω) = e(1 + χ)(ω)g(ω)
and
‖Sst g‖Γ ≤ (1 + C)n‖g‖Γ.
Again
Rts : Γ
(n) → Γ (Rstg)(ω) =
∑
σ⊂ω




















































































From there follows the first assertion of the proposition.
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s(σ, τ, υ)1{σ+τ+υ 6= ∅}f(ω \σ+υ)






λυ exp(C(t−s))e(χ)(σ+τ+υ)‖f(ω\σ+υ)‖1{σ+τ+υ 6= ∅}
= exp(C(t− s))(RtsStsT ts − 1)‖f‖)(ω).
We have


















As f ∈ Kn, there exists a compact interval K ⊂ R, [s, t] ⊂ K, such
that g(ω) ≤ e(1K)(ω) for #ω ≤ n , if g(ω) ≤ 1 for all ω. We have∑
c∈ω
χ(c)(1 + C)n−1g(ω) ≤
∑
c∈ω
χ(c)(1 + C)ne(1K)(ω \ c)




t− s(1 + C)n exp(|K|/2).
We have























‖g‖2Γ = O(t− s).
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From these results one obtains the second assertion of the proposition
easily.
4.4. Time Consecutive Intervals. We consider again uts(A1, A0, A−1;B).
We showed in 4.4, that O(uts) : K(n) → Γ is bounded. So B(utr, urs) ex-
ists (see 1.10).
Proposition 4.4.1. For s < r < t we have
B(utr, urs) = B(uts).
Proof. If {r, s, t, Tσ+τ+τ}• is without multiple points, then we showed
in remark 2.2.1


















σ′2 = {c ∈ σ : r < tc < t}, σ′1 = {c ∈ σ : r < tc < t}
etc..Hence







s(σ1, τ1, υ1) (∗)
as from this terms only those terms survive, where σ1 = σ
′
1, σ2 =
σ′2, · · · . We have




t (σ1, τ1, υ1)g(̺)
〈aπa+σ2+τ2at2+υ2a+σ1+τ1aτ1+υ1a+̺ 〉λπ+υ1+υ2
We claim that the last term equals∫
f+(π)utr(σ2, τ2, υ2)u
r
t (σ1, τ1, υ1)g(̺)
〈aπa+σ2+τ2a+σ1+τ1aτ2+υ2aτ1+υ1a+̺ 〉λπ+υ1+υ2 (∗∗)


















t (σ1, τ1, υ1)g(̺)
ε(c, b)〈aπa+σ2+τ2at2+υ2\ca+(σ1+τ1)\baτ1+υ1a+̺ 〉λπ+υ1+υ2 = 0
as∫
λcε(c, b)1{r < tc < t}1{s < tb < r} =
∫
λc1{r < tc < t}1{s < tc < r} = 0.
With the help of these considerations we prove successively (∗∗) and
with the help of (∗) and the sum integral lemma we obtain the result.
4.5. Unitarity.
Theorem 4.5.1. Assume uts = u
t
s(A1, A0, A−1;B). The mapping
O(uts) : K → Γ
can be extended to a unitary mapping
U ts : Γ→ Γ,
iff the operators Ai, i = 1, 0,−1;B fulfill the following conditions: There
exist a unitary operator Υ such that
A0 = Υ− 1
A1 = −ΥA+−1
B +B+ = −A+1 A1 = −A−1A+−1.
Proof. We recall proposition 2.3.. For fixed s is the function t 7→ uts

























for j = 1, 0,−1. We recall Ito’s formula theorem 3.2.1 Assume xt, yt
to be of class C1 and that for f, g ∈ Ks(R, k) the sesquilinear forms
〈f |B(Ft, Gt)|g〉 exist in norm and t ∈ R 7→ 〈f |B(Ft, Gt)|g〉 is locally
integrable, where
Ft ∈ {xt, ∂cxt, R1±xt, R0±xt, R−1± xt}
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Gt ∈ {yt, ∂cyt, R1±yt, R0±yt, R−1± yt}
is any of the functions.
Then the Schwartz derivative of 〈f |B(xt, yt)|g〉 is a locally integrable
function and yields
∂〈f |B(xt, yt)|g〉 =〈f |B(∂cxt, yt) + B(f, ∂cyt) + I−1,+1,t|g〉
+ 〈a(t)f |B(D1xt, yt) + B(f,D1yt) + I0,+1,t|g〉
+ 〈a(t)f |B(D0xt, yt) + B(f,D0yt) + I0,0,t|a(t)g〉
+ 〈f |B(D−1xt, yt) + B(f,D−1yt) + I−1,0,t|a(t)g〉
with
Ii,j,t = B(Ri+xt, Rj+yt)− B(Ri−xt, Rj−yt)
We want to calculate the Schwartz derivativs of
t 7→ 〈f |B((uts)+, uts)|g〉
s 7→ 〈f |B(uts, (uts)+)|g〉.
The derivativs exist, because u : K → Γ. We obtain
∂t〈f |B((uts)+, uts)|g〉 = 〈f |B(u+, C1u)|g〉+ 〈a(t)f |B(u+, C2u)|g〉
+ 〈a(t)f |B(u+, C3u)|a(t)g〉+ 〈f |B(u+, C4u)|a(t)g〉
∂s〈f |B(uts, (uts)+)|g〉 = 〈f |B(u, C5u+)|g〉+ 〈a(t)f |B(u, C6u+)|g〉
+ 〈a(t)f |B(u, C7u+)|a(t)g〉+ 〈f |B(u, C8u+)|a(t)g〉
with
C1 = B +B






−1 + A1 + A
+







0 + A0 + A
+







1 + A−1 + A
+





The operator O(uts) is unitary iff both derivativs vanish and they van-
ish,iff Ci = 0, i = 1, · · · , 8. The equations C3 = 0 and C7 = 0 imply
(1 + A+0 )(1 + A0) = (1 + A0)(1 + A
+
0 ) = 1.
So
Υ = 1 + A0




−1 + (1 + A
+






So C2 = 0 implies A1 = −ΥA+−1, and from there C1 = C5.
Definition 4.5.1. For t < s we define










Proof. For s < r < t and t < r < s the assertion follows from
proposition 4.4.1. For s < t < r we calculate
〈f |U trU rs g〉 = 〈U rt f |(U rt )+(U tsg)〉 = 〈f |U tsg〉.
The other variants can be calculated in a similar way.
4.6. Estimation of the Γk-norm. Recall subsection 1.10∫
m(π, σ, τ, υ, ̺)f+(ω)F (σ, τ, υ)g(̺) =
∫









λυF (α, β, υ)g(ω \ α+ υ).
So O(F ) is a mapping from Ks(X) into the locally λ-integrable func-
tions on X. Extend it to those functions g, such that the integral exists
in norm for almost all ω.
Lemma 4.6.1. Assume a locally integrable function F : R3 → B(K)
such that for g ∈ K we have ‖O(F )g‖Γ ≤ const‖g‖Γ and ‖O(F+)g‖Γ ≤
const‖g‖Γ. Let T : Γ→ Γ the operator , such that O(F ) is the restric-
tion of T to K. Then O(F+) is the restriction of T+ to K. Assume
f ∈ Γ such that O(‖F‖)‖f‖ ∈ L2(R), then
Tf = O(F )f
Proof. Assume g, h ∈ K,then
〈h|Tg〉 = 〈h|O(F )g〉 =
∫
h+(ω)F (σ, τ, υ)g(̺)m
=
∫
g+(ω)F+(σ, τ, υ)h(̺)m = 〈O(F+)h|g〉 = 〈T+h|g〉
with
m = 〈aωa+σ+τaτ+υa+̺ 〉λω+υ.
So O(F+) is the restriction of T+ to K.
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We have ∫




f+(ω)(O(F+)h)(ω)dω = 〈f |T+h〉 = 〈h|Tf〉.
As this holds for any h ∈ K the assertion follows.
Lemma 4.6.2. Asssume uts = u
t
s(Ai, B) satisfying the unitarity condi-
tions and U ts the corresponding unitary operator. Assume G1, · · · , Gk ∈
B(k) and s = t0 < t1 < · · · < tk < tk+1 = t and








· · ·G2ut2t1(σ1, τ1, υ1)G1ut1s (σ0, τ0, υ0).
Then for f ∈ K
O(F )g = U ttkGkU tktk−1Gk−1 · · ·G2U t2t1G1U t1s g
Proof. The case k = 0 is clear. We prove by induction from k − 1 to
k. Put for short
u(i) = u
ti+1













′(σ′, τ ′, υ′)
with








u(k − 1)Gk−1 · · ·u(1)G1u(0)
Go back to the proof of 4.4.1. Put
C = max(‖Ai‖, i = 1, 0,−1; ‖B‖; ‖Gi‖, i = 1, · · · , k).
For g ∈ K we have
‖(O(‖F‖)‖g‖)‖Γ ≤ c‖g‖Γ
‖(O(‖F ′‖)‖g‖)‖Γ ≤ c′‖g‖Γ.
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For h ∈ K∫
h+(ω)(O(F )g)(ω)λω =
∫
h+(π)F (σ, τ, υ)g(̺)〈aπa+σ+τaτ+υa+̺ 〉λπ+υ.
Using the same argument as in the proof of 4.4.1 the last term equals∫
h+(π)u(k)GkF
′(σ′, τ ′, υ′)g(̺)〈aπa+σk+τkaτk+υka+σ′+τ ′aτ ′+υ′a+̺ 〉λπ+υk+υ′ .
Now following theorem 1.9.1
〈aπa+σk+τkaτk+υka+σ′+τ ′aτ ′+υ′a+̺ 〉 =
∫
ω
〈aπa+σk+τkaτk+υka+ω 〉〈aωa+σ′+τ ′aτ ′+υ′a+̺ 〉
As ∫
F ′(σ′, τ ′, υ′)g(̺)〈aωa+σ′+τ ′aτ ′+υ′a+̺ 〉λυ′ = (O(F ′)g)(ω) = f(ω)




The conditions of the preceding lemma are fulfilled, the last expression
equals
〈h|U ttkf〉 = 〈h|U ttkGkU tktk−1Gk−1 · · ·G2U t2t1G1U t1s g〉
using the hypothesis of induction.
Theorem 4.6.1. For any k there exists a polynomial P of degree ≤ k,
such that for g ∈ Γk
‖U tsg‖2Γk ≤ P (|t− s|)‖g‖2Γk .








‖(U tsf)(ω + ξ)‖2λω+ξ <∞
Hence





















(uts)ξ1,ξ2(σ, τ, υ) = u
t
s(σ + ξ1, τ + ξ2, υ)
fξ1+ξ2(̺) = f(ξ1 + ξ2 + ̺).
Assume that the multiset {s, t, tξ, tσ+τ+υ}• is without multiple points
and order the set
{(ti, 1) : i ∈ ξ1}+ {ti, 0) : i ∈ ξ0} = {(t1, i1), · · · , (tl, il)}
with t1 < · · · < tl and ij ∈ {1, 0}.Then








· · ·Ai2ut2t1(σ1, τ1, υ1)Ai1ut1s (σ0, τ0, υ0).
Using the last lemma we obtain for h ∈ K
O((uts)ξ1,ξ2)h = U ttlAil · · ·Ai2U t2t1Ai1U t1s h
If C = max(‖Ai‖, ‖B‖), then

























The proof for t < s goes in the same way.
5. The Hamiltonian
5.1. Definition of the One Parameter Group W (t). Denote by
ϑ(t) the rightshift on R and extend it to R,
ϑ(t)(t1, · · · , tn) = (t1 + t, · · · , tn + t)
If {t1, · · · , tn}• is a multiset we define
ϑ(t){t1, · · · , tn}• = {t1 + t, · · · , tn + t}•
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In the notation {t1, · · · , tn}• = tα we write ϑ(t)tα = tα + t eα with
eα = {1, · · · , 1}•.
If f is a function onR, then (ϑ(t)f)(w) = f(ϑ(t)w). If µ is a measure




If µ(dw) = g(w)dw then ϑ(t)µ(dw) = (ϑ(t)g)(w)dw. Simlar notations
hold for Rk. We have
(ϑ(t)εx)(dy) = εt−x(dy).
Lemma 5.1.1. If W is an admissible sequence, then 〈W 〉λω−\ω+ is a
shift invariant measure.
Proof. Following 1.9 this measure is a sum of measures where each
one is a tensor product of measures of the form
Λ(dt1, · · · , dtn) :
∫
Λ(dt1, · · · , dtn)f(t1, · · · , tn) =
∫
dtf(t, · · · , t).
So it is clearly invariant due to the invariance of Lebesgue measure dt.
Using the defining formulas one obtains immediately




for r, s, t ∈ R.
Define a unitary operator Θ(t) on Γ by Θ(t)f = Θ(t)f .
Proposition 5.1.1. The operators U ts, s, t ∈ R form a cocycle with
respect to Θ(t), i.e.
Θ(r)U tsΘ(−r) = U t−rs−r .
Proof. Use the invariance of
m = 〈aπa+σ+τaτ+υa+̺ 〉λπ+υ.
and obtain
f+(π)ut−rs−r(σ, τ, υ)g(̺)m =
∫
(Θ(−r)f+)(π)uts(σ, τ, υ)(Θ(−r)g)(̺)m
= 〈Θ(−r)f |U tsΘ(−r)g〉 = 〈f |Θ(r)U tsΘ(−r)g〉.
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Proposition 5.1.2. Define for t ∈ R
W (t) = Θ(t)U t0,
then W (t) is a unitary strongly continuous one parameter semigroup
on Γ.
Proof. We have W (0) = 1 and
W (s+ t) = Θ(t+ s)U t+s0 = Θ(s)Θ(t)U
t+s
s Θ(−t)Θ(t)U t0 = W (s)W (t)
and
W (t)+ = U0t Θ(−t) = Θ(−t)U−t0 = W (−t)
An immediate consequence of theorem 4.6.1 is
Proposition 5.1.3. The operators W (t) map the space Γk into itself
and
‖W (t)f‖2Γk ≤ P (|t|)‖f‖2ΓK
where P is a polynomial of degree ≤ k.





an operator mapping Γk into Γk for all k .
If ν is a measure on R and f a locally integrable function , symmetric




ν(c)f(ω \ c)λ(ω \ c)







a = a(ε0) = a(0) a
+ = a+(ε0)
We use gothic a+ in order to distinguish from a+(dx) = a+(ε(dx)) used













Lemma 5.2.1. Assume f ∈ L2(Rn) and ϕ ∈ (L1∩L2)(R). Then Θ(ϕ)
maps the singular measure a+f into a absolute continuous measure





The application Θ(ϕ)a+ can be extended to a mapping Γk → Γk−1 and
we have





with ϕ+(t) = ϕ(−t). One obtains
(aΘ(ϕ)f)(t1, · · · , tn) =
∫
ϕ(s)dsf(s, t1 + s, · · · , tn + s).
The application can be extended to a mapping Γk → Γk−1 and we have






















So Θ(ϕ) works as a mollyfier,as it is called in the theory of Schwartz’s
distributions, making a function out of a singular measure . The other
results folllow by simple calculations.
Lemma 5.2.2. If ϕ ∈ (L1 ∩ L2)(R) and f ∈ L2(Rn+1),then
x ∈ Rn+1 7→ g(x)
g(x)(t1, · · · , tn) = (Θ(ϕ)f)((0, t1, · · · , tn) + x)
maps Rn+1 into L2(Rn) and x 7→ g(x) is a continuous function bounded
by ‖ϕ‖L2(R)‖f‖L2(Rn+1).
58




dt1 · · ·dtn‖
∫
ds ϕ(s)(f((0, t1, · · · , tn) + se+ x)− f((0, t1, · · · , tn) + se+ y)‖2
≤ ‖ϕ‖2L2(R)
∫
dt1 · · · dtn
∫
ds
‖f(s+ x0, t1 + s+ x1, · · · , tn + s+ xn)− f(s+ y0, t1 + s+ y1, · · · , tn + s+ yn)‖2
= ‖ϕ‖2L2(R)
∫
dt0 · · · dtn‖f(t0 + x0, · · · , tn + xn)− f(t0 + y0, · · · , tn + yn)‖2
= ‖ϕ‖2L2(R)‖(T (x)− T (y))f‖2L2(Rn+1)
where T (x) denotes the translation by x. The bound for ‖g(x)‖ can be
shown in the same way.
Lemma 5.2.3. Assume f ∈ L2(Rn) and η ∈ L2(R) a continuous
bounded function on R \ {0} with right and left limits at 0 or with
other words η is a continuous bounded function on R0. We show
x ∈ Rn+1 7→ g(x) ∈ L2(Rn)
g(x)(t1, · · · , tn) = (Θ(η)a+f)((0, t1, · · · , tn) + x)
and
‖g(x)‖L2(Rn) ≤ (n + 1)‖η‖∞‖f‖L2(Rn)
for all x ∈ L2(Rn+1) and x 7→ g(x) is continuous in {(x0, x1, · · · , xn) :
x0 6= 0}. We have g(0±, x1, · · · , xn) exist and
g(0+, x1, · · · , xn)−g(0−, x1, · · · , xn) = −(η(0+)−η(0−))T (x1, · · · , xn)f
where T (x) is the translation by x.
Proof. We have
(Θ(η)a+f)(t0, t1, · · · , tn) = k0(t0, t1, · · · , tn) + · · ·+ kn(t0, t1, · · · , tn)
with
k0(t0, t1, · · · , tn) = η(−t0)f(t1 − t0, t2 − t0, · · · , tn − t0)
k1(t0, t1, · · · , tn) = η(−t1)f(t0 − t1, t2 − t1, · · · , tn − t1)
...
kn(t0, t1, · · · , tn) = η(−tn)f(t0 − tn, t1 − tn, · · · , tn−1 − tn)
Define
gi(x)(t1, · · · , tn) = ki((0, t1, · · · , tn) + x)
and discuss at first gi with i 6= 0, e.g. gn.We have
gn(x)(t1, · · · , tn) = kn((0, t1, · · · , tn) + x)
= η(−xn − tn)f(x0 − xn − tn, x1 − xn + t1 − tn, · · · , xn−1 − xn + tn−1 − tn)
= η(−xn − tn)(T (x′)f)(−tn, t1 − tn, · · · , tn−1 − tn−1)
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with
x′ = (x0 − xn, x1 − xn, · · · , xn−1 − xn).
From there one obtains
‖gn(x)‖ ≤ ‖η‖∞‖f‖.
We have∫
dt1 · · · dtn‖kn((0, t1, · · · , tn) + x)− kn((0, t1, · · · , tn) + y)‖2
≤ 2
∫
dt1 · · ·dtn|η(−xn − tn)− η(−yn − tn)|2
‖(T (x′)f)(−tn, t1 − tn, · · · , tn−1 − tn−1)‖2
+2‖η‖2∞
∫
dt1 · · · dtn‖(T (x′)−T (y′))f(−tn, t1−tn, · · · , tn−1−tn−1)‖2
For y → x the first term goes to zero by the theorem of Lebesgue, in
the second term observe, that z 7→ T (z)f is normcontinuous.So gn(x)
and gi(x), i 6= 0 is continuous for all x. We have
g0(x) = η(−t0)f(t1 + x1 − x0, t2 + x2 − x0, · · · , tn + xn − x0).
From there one obtains the result.
We double the point 0 and introduce
R0 =]−∞,−0] + [+0,∞[
with the usual topology. A function f on R0 is continuous, if its re-
striction to R \ {0} is continuous and if both limits f(±0) exist.We
define
R0 = {∅}+ R0 + R20 + · · · .
We introduce on R0 and on R0 the Lebesgue measure λ. A continuous
function on R\{0} which has left and right limits at 0, can be considered
as a function on R0. We define the measures ε±0 and for symmetric








(ε+0 + ε−0) aˆ =
1
2






A δ-sequence is a sequence of functions ϕn ∈ C∞c such that∫
ϕn(t)dt = 1,
∫
|ϕn(t)|dt ≤ C <∞, supp(ϕn) ⊂]− εn, εn[
and εn ↓ 0.
Definition 5.2.1. We call a δ-sequence ϕn a symmetric δ-sequence if
the ϕn are real and if ϕn(t) = ϕn(−t) for all n and t.
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Proposition 5.2.1. Assume two functions f and η fulfilling the con-
ditions of lemma 5.2.3, then aˆΘ(η)a+f exists ,and
‖aˆΘ(η)a+f‖Γ ≤ ‖η‖∞‖f‖Γ2
and if ϕn is a symmetric δ-sequence, then aΘ(ϕn)Θ(η)af exists and
aΘ(ϕn)Θ(η)a
+f → aˆΘ(η)a+f
Proof. We apply lemma 5.2.3. We have
(Θ(η)a+f)(s, t1, · · · , tn) = g(s, 0, · · · , 0)(t1, · · · , tn)
and g(s, 0, · · · , 0) → g(0+, 0, · · · , 0) for s ↓ 0. From there one con-
cludes the existence of aˆΘ(η)a+f .We have
(aΘ(s)Θ(η)a+f)(t1, · · · , tn) = g(s, · · · , s)(t1, · · · , tn)
and g(s, · · · , s) → g(0+, 0, · · · , 0) for s ↓ 0. From there one obtains
the rest of the proposition.
Denote
ζ(t) = 1{t > 0}e−t
and




Definition 5.2.2. The vector space D ⊂ Γ is defined by
D = {f = Z(f0 + a+f1) : f0 ∈ Γ1, f1 ∈ Γ2}
As a consequence of lemmata 5.2.2 and 5.2.3 for f ∈ D the map-
ping f → aˆf exists and defines a application aˆ : D → Γ, which stay
bounded, if ‖f0‖Γ1 and ‖f1‖Γ2 stay bounded. Assume ϕn to be a sym-
metric δ-sequence and f ∈ D,then aΘ(ϕn)f → aˆf in the norm of Γ.












Definition 5.2.3. We define
∂ˆ = − limΘ(ϕ′n),
where ϕnis a symmetric δ-equence.
The sense of the convergence and the domain of ∂ˆ will be explained
in the following proposition.
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Proposition 5.2.2. Assume ϕn to be a symmetric δ-sequence, then
for n→∞ and f = Z(f0 + aˆ+f1) ∈ D
−Θ(ϕ′n)f → ∂ˆf = −(f0 + aˆ+f1) + f







−Θ(ϕ′n)Z = −Θ(ϕ′n ⋆ ζ)
where ⋆ denotes the usual convolution and
ϕ′n ⋆ ζ = ϕn ⋆ ζ
′ = ϕn ⋆ (ε0 − ζ) = ϕn − ϕn ⋆ ζ.
So
−Θ(ϕ′n)Z = −Θ(ϕn) + Θ(ϕn)Z
and for f = Z(f0 + aˆ
+f1) we have
−Θ(ϕ′n)f = −Θ(ϕn)(f0 + a+f1) + Θ(ϕn)f
Now Θ(ϕn)f and Θ(ϕn)f0 converge to f ,resp.f0 in Γ- norm. We inves-
tigate for g ∈ D∫
g(t0, t1, · · · , tm)+Θ(ϕn)(a+f1)(t0, t1, · · · , tm)dt0 · · · dtm
=
∫
(aΘ(ϕn)g)(t1, · · · , tn)f(t1, · · · , tn)dt1 · · · dtn
→
∫
(aˆg)(t1, · · · , tn)f(t1, · · · , tn)dt1 · · · dtn
=
∫
g(t0, · · · , tn)(aˆ+f)(t1, · · · tn)
by proposition 5.2.3.
Proposition 5.2.3. The sesquilinear form
f, g ∈ D 7→ 〈f |i∂ˆg〉 =
∫
f+(ω)(i∂ˆg)(ω)
is symmetric,i.e.〈f |i∂ˆg〉 = 〈i∂ˆf |g〉.
Proof. One has∫




+)(t0, t1, · · · , tm)f(t0, t1, · · · , tm)dt1 · · · dtm
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as ϕn(−s) = ϕn(s) and hence ϕn(−s)′ = −ϕn(s). This establishes the
symmetry of i∂ˆ.
5.3. Discussion of the Resolvent. We go back to the group W (t).























−i1{t > 0}eizt+Bt for ℑz > 0
i1{t > 0}eizt−B+t for ℑz < 0
and










+tΘ(t)dt for ℑz < 0






−iR˜(z)a+A+−1R(z)f − iR˜(z)a+A+0 S(z)f − iR˜(z)A+1 S(z)f
The upper line holds for ℑz > 0, the lower one for ℑz < 0.
Proof. Directly from the definition for t > s













eB(t−tc)1{tc ∈ [s, t]}A−1utcs (σ, τ, υ \ c)
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uttc(σ, τ, υ \ c)A−1eB(tc−s)1{tc ∈ [s, t]}.
Hence
(uts)

















+(tc−s)1{tc ∈ [s, t]}A+1 (utcs )+(σ, τ, υ \ c)
Assume f, g ∈ K and using the same arguments as in the proof of
theorem 2.2.1we obtain
〈f |U tsg〉 = 〈f |eB(t−s)g〉+
∫ t
s
dr(〈a(r)f |eB(t−r)A1U rs g〉
+ 〈a(t)f |eB(t−r)A0U rs a(r)g〉+ 〈f |eB(t−r)A−1U rs a(r)g〉)
and










Finally for t > 0




+ 〈a(r)f |eB(t−r)A0U r0a(r)g〉+ 〈f |eB(t−r)A−1U r0a(r)g〉)
and for t < 0










We want now to calculate the resolvent for ℑz > 0
〈f |R(z)g〉 = −i
∫ ∞
0



















dt ds eiz(t+s)〈a(0)eB+tΘ(−t)f |A0Θ(s)Us0a(s)g〉
= 〈aR˜(z)+g|iA0S(z)g〉 = i〈f |R˜(z)a+A0S(z)g〉.
By similar calculations one finishes the proof.
Corollary 5.3.1. If f ∈ K we may write
R(z) = R˜(z)(g0(z) + a
+g1(z))
with
g0(z) = f +
{
iA−1S(z)f for ℑz > 0




iA1R(z)f + iA0S(z)f for ℑz > 0
−iA+−1R(z)f − iA+0 S(z)f for ℑz < 0
.
Lemma 5.3.1. We have




B for ℑz > 0
−B+ for ℑz < 0
Proof. Use the equation
κ(z) + iζ = −i(1 + iz + C(z))(ζ ⋆ κ) = −i(1 + iz + C(z))(κ ⋆ ζ)
Lemma 5.3.2. We have that f = Z(f0 + a
+f1) is in D iff
f = R˜(z)(g0 + a
+g1),
with g0 ∈ Γ1 and g1 ∈ Γ2.
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Proof. Assume at first that f = R˜(z)(g0+ a
+ ∗ g1), using lemma 5.2.1
we see that f ∈ Γ1 and by lemma 5.3.1
f = −iZ(g0 + a+g1)− i(1 + iz + C(z))Zf
and f ∈ D.By interchanging the roles of Z and R˜(z) one shows that
every f ∈ D is of that form.
Proposition 5.3.2. The resolvent
R(z) : K → D
.
Proof. By proposition 5.1.3
‖W (t)f‖2Γk ≤ P (|t|)‖f‖2Γk,







If f ∈ K, the function f ∈ Γk for all k. The functions a(t)f, t ∈ R are
uniformely bounded in any Γk-norm. Hence R(z)f and S(z)f are in
Γk for all k. The proposition follows from cor.5.3.1.
Proposition 5.3.3. Using the functions g0(z), g1(z) of corollary 5.3.1
and C(z) of lemma 5.3.1 we have for f ∈ K
i∂ˆR(z)f = −g0 − aˆ+g1 + (z − iC(z))R(z)f.
Proof. The Schwartz derivative
κ(z)′ = −iε0 + (iz + C(z))κ(z)
and if ϕn is a symmetric δ-sequence, then
Θ(ϕ′n)R˜(z) = Θ(ϕ
′
n ⋆ κ(z)) = Θ(ϕn ⋆ κ(z)
′)
= −iΘ(ϕn) + (iz + C(z))Θ(ϕn)R˜(z)
So
−iΘ(ϕ′n)R˜(z)(g0 + a+g1) = −Θ(ϕn)(g0 + a+g1) + (z − iC(z))Θ(ϕn)f
converging weakly over D to
i∂ˆf = −g0 − aˆg1 + (z − iC(z))f
From there one obtains immediately the result.
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Proposition 5.3.4. For f ∈ Kwe have













A+0 S(z)f for ℑz < 0.
Proof. We prove at first the case ℑz > 0. Following the arguments of
the proof of theotem 4.6.1 we have for t > 0
(U0−tf)(ω + c) = (U
0
−ta(tc)f)(ω)

















dteizt(U tc−tΘ(t)f)(ω) + A0
∫ ∞
−tc




(R(z)f)(0+, t1, · · · , tn) =(S(z)f)(t1, · · · , tn)
(R(z)f)(0−, t1, · · · , tn) =(S(z)f)(t1, · · · , tn) + A1(R(z)f)(t1, · · · , tn)
+ A0(S(z)f)(t1, · · · , tn)
Similar for ℑz < 0
(R(z)f)(0+, t1, · · · , tn) =(S(z)f)(t1, · · · , tn) + A+−1(R(z)f)(t1, · · · , tn)
+ A+0 (S(z)f)(t1, · · · , tn)
(R(z)f)(0−, t1, · · · , tn) =(S(z)f)(t1, · · · , tn)
5.4. Characterization of the Hamiltonian. By Stone’s theorem
there exists for the unitary strongly continuous one parameter group a













The domain DH of H is the set all those f ∈ Γ, for which ‖f‖H < ∞




defines a bounded operator from Γ onto DH . The equation
(z −H)R(z) = 1
shows that the mapping R(z) is bijective. As K is dense in Γ we have
that R(z)K is dense in DH with respect to the DH-norm.We make at
first an Ansatz Hˆ for H
Definition 5.4.1. Assume four operators M0,M±1, G ∈ B(k) such that





Hˆ = i∂ˆ +M1aˆ
+ +M0aˆ
+aˆ+M−1aˆ+G.
an application from D into the singular measures on R0. We identify
again measures with densities with respect to Lebesgue measure with
their densities.
By proposition 5.3.2 we have that R(z)f ∈ D for f ∈ K . The foolow-
ing lemma is a direct consequence of prop.5.2.3 and the assumptions
about the coefficients.
Lemma 5.4.1. The sesquilinear form
f, g ∈ D 7→ 〈f |Hˆg〉
= 〈f |(i∂ˆ +G)g〉+ 〈aˆf |M1g〉+ 〈aˆf |aˆM0g〉+ 〈f |aˆM−1g〉
exists and is symmetric.
Proposition 5.4.1. Assume f = Z(f0 + a
+f1) ∈ D. Then Hˆf is a
absolute continuous mesure with density in Γ iff
−if1 +M1f +M0aˆf = 0
Proof. An immediate consequence of the formula
Hˆf = −i(f0 + aˆ+f1) +M1aˆ+f +M0aˆ+aˆf +M−1aˆf +Gf.
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Definition 5.4.2. Define by D0 the subspace of those functions ∈ D,
which obey the condition of the last lemma and denote by H0 the re-
striction of Hˆ to D0f
Corollary 5.4.1. As Hˆ is symmetric on D ,it is symmetric in D0 too.
The conditions for the unitarity of the operators O(uts)(Ai, B))were
(thm.4.5.1) that the operators Ai, i = 1, 0,−1;B fulfill the following
conditions: There exist a unitary operator Υ such that
A0 = Υ− 1
A1 = −ΥA+−1
B +B+ = −A+1 A1 = −A−1A+−1.
Theorem 5.4.1. The operator Hˆ fulfills the equation
HˆR(z)f = −f + zR(z)f (∗)



















If equaton (∗∗) is fulfilled, then R(z) maps K into D0. The domain
DH of the Hamiltonian H of W (t) contains D0 and the restriction of
H to D0 coincides with the restriction H0 of Hˆ to D0 and D0 is dense
in Γ and H is the closure of H0.
Proof. Assume at first ℑz > 0. By prop.5.3.3 and 5.3.4
i∂ˆRf = −f − iA1SF − aˆ+(iA1Rf + iA0Sf) + (z − iB)Rf







HˆRf = −f + zRf + C1aˆ+Rf + C2aˆ+Sf + C3Sf + C4Rf
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with
C1 = −iA1 +M1 + 12M0A1
C2 = −iA0 +M0 + 12M0A0
C3 = −iA−1 +M−1 + 12M−1A0
C4 = −iB +G + 12M−1A1
The equations C1 = C2 = C3 = C4 = 0 are equivalent to (∗∗).
For ℑz < 0 we obtain
i∂ˆR = −(f − iA+1 Sf) + aˆ+(iA−1Rf + A+0 Sf) + (z + iB+)Rf







HˆRf = −f + zRf + C ′1aˆ+Rf + C ′2aˆ+Sf + C ′3Sf + C ′4Rf
with




































4 = 0 are equvalent to (∗∗) as well, as it
should be.
Formula (∗) shows, that R(z) maps K into D0.
As H0 coincides on R(z)K with H and R(z)K is dense in DH w.r.t.
the DH-norm , it has a unique extension to DH coinciding with H , and
H is the closure of H0. As R(z)K is contained in D0, the space D0 is
dense in Γ.
Consider the matrix elements for ξ ∈ K and f ∈ D0
〈ξ|R(z)H0f〉 = 〈R(z)ξ|H0f〉.
Now R(z)ξ is in D0 and using the symmetry of H0 the last expression
equals
〈H0R(z)ξ|f〉 = 〈−ξ + zR(z)ξ|f〉.
As K is dense in Γ we obtain
R(z)H0f = −f + zR(z)
and with H0f = g ∫
1









|z − λ|2 〈g|dEλg〉 =
∫
λ2
|z − λ|2 〈f |dEλf〉.













λ2〈f |dEλf〉 = ‖f‖2H <∞.




This finishes the proof.
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