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A COMMUTATOR LEMMA FOR CONFINED SUBGROUPS AND
APPLICATIONS TO GROUPS ACTING ON ROOTED TREES
ADRIEN LE BOUDEC AND NICOLÁS MATTE BON
Abstract. A subgroup H of a group G is confined if the G-orbit of H under
conjugation is bounded away from the trivial subgroup in the space Sub(G) of
subgroups of G. We prove a commutator lemma for confined subgroups. For groups
of homeomorphisms, this provides the exact analogue for confined subgroups (hence
in particular for URSs) of the classical commutator lemma for normal subgroups:
if G is a group of homeomorphisms of a Hausdorff space X and H is a confined
subgroup of G, then H contains the derived subgroup of the rigid stabilizer of some
open subset of X.
We apply this commutator lemma to the study of URSs and actions on compact
spaces of groups acting on rooted trees. We prove a theorem describing the struc-
ture of URSs of weakly branch groups and of their non-topologically free minimal
actions. Among the applications of these results, we show: 1) if G is a finitely gen-
erated branch group, the G-action on ∂T has the smallest possible orbital growth
among all faithful G-actions; 2) if G is a finitely generated branch group, then every
embedding from G into a group of homeomorphisms of strongly bounded type (e.g.
a bounded automaton group) must be spatially realized; 3) if G is a finitely gener-
ated weakly branch group, then G does not embed into the group IET of interval
exchange transformations.
1. Introduction
Given a group G, we denote by Sub(G) the space of subgroups of G, endowed with
the Chabauty topology. A subgroup H of G is confined if the closure of the G-orbit
of H under conjugation in Sub(G) does not contain the trivial subgroup {1}. By
definition of the topology in Sub(G), this is equivalent to saying that there exists a
finite subset P of non-trivial elements of G such that gHg−1 ∩ P is not empty for
every g ∈ G. A subset P with this property is called a confining subset for (H,G).
When G is finitely generated, yet another equivalent definition is that a subgroup H
of G is confined if the Schreier graph of H does not contain copies of arbitrarily large
balls of the Cayley graph of G (see Section 2 for the precise formulation).
A related notion is the notion of uniformly recurrent subgroup (URS) introduced by
Glasner and Weiss [GW15]. By definition a URS is a closed and minimal G-invariant
subspace of Sub(G). By extension we also say that subgroup H of G is a URS if the
orbit closure of H is minimal. Since the trivial subgroup {1} is a fixed point for the
conjugation action, clearly every non-trivial URS H is confined. Conversely for every
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confined subgroup H, the orbit closure of H contains a non-trivial URS by Zorn’s
lemma.
Historically confined subgroups were first systematically studied in the setting of
locally finite groups, in connection with the study of ideals in group algebras [SZ93,
Zal95, HZ97, LP02a, LP02b, LP03]. More recently, confined subgroups and URSs
played an important role in the study of ideals in reduced group C∗-algebras [KK17,
Ken15, LBMB18]. Beyond these connections with group algebras, confined subgroups
and URSs were shown to be useful tools in the study of various families of countable
groups appearing as groups of homeomorphisms [MB18, LBMB18].
Given a group G acting on a set Ω and Σ ⊂ Ω, we denote by RG(Σ) the rigid
stabilizer of Σ in G, that is the pointwise fixator in G of Ω \ Σ. An elementary
observation in the study of normal subgroups is the following: if a group G acts
faithfully on a set Ω, and N is a normal subgroup of G such that there exist g ∈ N
and Σ ⊂ Ω such that Σ and g(Σ) are disjoint, then N contains the derived subgroup
RG(Σ)
′ of RG(Σ). This classical trick goes back at least to Higman [Hig54], and
is the common denominator of many proofs of simplicity. It is sometimes referred
to as the “commutator lemma” or “double commutator lemma”, as its proof consists
of a suitable commutator manipulation (see Lemma 3.4). One particular setting in
which the commutator lemma has been used extensively is the case of groups of
homeomorphisms. In this setting it says that if G is a group of homeomorphisms of
a Hausdorff space X and N is a non-trivial normal subgroup of G, then N contains
RG(U)
′ for some non-empty open subset U ⊂ X.
In this article we prove the exact extension of this statement to confined subgroups.
Theorem 1.1. Let G be a group of homeomorphisms of a Hausdorff space X. If H
is a confined subgroup of G (e.g. if H is a non-trivial URS of G), then there exists a
non-empty open subset U ⊂ X such that H contains RG(U)
′.
Note that the conclusion of Theorem 1.1 is non-trivial only when RG(U) 6= 1. A
group of homeomorphisms G ≤ Homeo(X) is micro-supported if RG(U) 6= 1 for
every non-empty open subset U of X.
We actually derive Theorem 1.1 from a more constructive version of the commutator
lemma for confined subgroups in the abstract setting of group actions. Recall that the
FC-center FC(G) of a group G is the set of elements of G with a finite conjugacy class.
For k ≥ 1 we denote by FC6k(G) the set of elements of G with a conjugacy class of
cardinality at most k. By definition FC(G) = ∪kFC6k(G), and FC6k(G) = {1} if and
only if the conjugacy class of every non-trivial element of G has cardinality > k.
Theorem 1.2 (Commutator lemma for confined subgroups). Let H ≤ G be a confined
subgroup of G, and let P be a confining subset for (H,G) or cardinality r. Suppose
that G acts faithfully on a set Ω and that there exists a collection {Ωσ}σ∈P of subsets
of Ω such that:
i) {Ωσ}σ∈P is a displacement configuration for P (see Definition 3.12);
ii) RG(Ωσ) is non-trivial and satisfies FC6r(RG(Ωσ)) = {1} for all σ ∈ P .
Then there exists Ωσ such that H contains a non-trivial subgroup N ≤ RG(Ωσ) whose
normalizer in RG(Ωσ) has finite index at most r
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Theorem 1.2 has the advantage of being applicable outside of the realm of micro-
supported groups of homeomorphisms, and has other applications. In an upcoming
work we use this result to establish a connection between confined subgroups of a
group G and highly transitive actions of G [LBMB20].
One direction of application of Theorem 1.1 comes within the scope of a pro-
gram that aims at understanding, given a micro-supported group of homeomorphisms
G ≤ Homeo(X), how much the space X and the action of G on X are intrinsically
associated to G as an abstract group. An instance of this program is given by the
reconstruction results of Rubin [Rub89], which provide various (mild) sufficient con-
ditions under which two micro-supported faithful actions of the same group G by
homeomorphisms on two spaces X,Y must be conjugate, or equivalently under which
an isomorphism between two micro-supported groups G,H must be implemented by a
homeomorphism of the underlying spaces. Similar results in this spirit were obtained
in [Whi63, Fil82] in the setting of groups of homeomorphisms and diffeomorphisms of
manifolds, in [Dye59] in the setting of measured group actions, or also in [LN02] and
[GPS99, Med11, Mat15] for groups of homeomorphisms of the Cantor set.
A considerably less understood problem, suggested for example by Rubin in [Rub89,
p.493], is the following. Given a micro-supported group G ≤ Homeo(X), find natural
conditions under which an action of G on another space Y (not necessarily micro-
supported) must be related to the action of G on X, for instance by the existence of a
continuous equivariant map from Y to X (or at least to a close kin, such as its space
of closed subsets F(X)). Another version of this problem is to find natural conditions
on a group of homeomorphisms H ≤ Homeo(Y ) under which any embedding of G
into H must automatically give rise to such a map.
It turns out that for certain classes of micro-supported groups, the study of confined
subgroups with the help of Theorem 1.1 provides a framework to study these problems.
To understand the connection, recall that an action of a group G on a compact space
Y is topologically free if the germ stabilizer G0y is trivial for every y ∈ Y . Here G
0
y
is the set of elements of G acting trivially on a neighbourhood of y. Conversely we
say that the action of G on Y is topologically nowhere free if G0y is non-trivial for
every y ∈ Y . For minimal actions, this is equivalent that the action is not topologically
free. Observe that topologically nowhere free is a much weaker condition than micro-
supported. One readily checks that compactness of Y implies that if the action of G on
Y is topologically nowhere free, then G0y is a confined subgroup of G for every y ∈ Y .
Therefore, given any micro-supported group G ≤ Homeo(X), Theorem 1.1 establishes
a connection between any topologically nowhere free action of G on a compact space
Y and its natural action on X.
A version of Theorem 1.1 has been previously obtained in [LBMB18, Theorem 3.10]
under a strong additional assumption on the dynamics of the action of G on X, namely
that the action of G on X is extremely proximal, and this assumption was weakened
in [MB18] to the assumption that the action of G on X is proximal. Recall that an
action of a group G on a topologival space X is proximal if for every pair of points
x, y, there exists a net (gi) in G such that gi(x) and gi(y) converge to the same point
z ∈ X. These weaker versions of Theorem 1.1 where used among other things in
[LBMB18] to study C∗-simplicity in combination with [KK17, Ken15] and to prove a
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rigidity theorem for non-topologically free minimal actions of certain micro-supported
groups (including Thompson’s groups), and in [MB18] to prove structure theorems for
embeddings of topological full groups of pseudogroups over the Cantor set into other
groups of homeomorphisms.
The main novelty of Theorem 1.1 over these previous versions is that it holds with-
out any assumption on the action of G on X, and this opens the way to applications
to broader classes of micro-supported groups. One important class of actions in topo-
logical dynamics that is at the opposite of the class of proximal actions is the class
of profinite actions, i.e. inverse limit of finite actions. This class admits the follow-
ing characterization: an action of a group G on a compact metrizable space X is
profinite if and only if there exists a locally finite rooted tree T and an action of G
by automorphisms on T such that the action of G on the boundary ∂T is conjugate
to the action of G on X (see Proposition 5.1). Following Grigorchuk, a group G is
called a weakly branch group if G admits a faithful and minimal profinite action
that is micro-supported. Equivalently, G is a weakly branch group if there exists a
rooted tree on which G acts faithfully such that the action of G on ∂T is minimal and
micro-supported. This class of groups is rich and includes well-studied examples such
as Grigorchuk’s groups from [Gri84], the Basilica group and the Gupta-Sidki groups.
See [BGS03] for a survey and for additional examples. In this setting Lavreniuk and
Nekrashevych proved the following reconstruction result: if G admits a faithful weakly
branch action on two trees T, T ′, then the actions on ∂T and ∂T ′ are conjugate [LN02].
Hence for a weakly branch group the G-space ∂T is well-defined and canonically at-
tached to G (although the tree T itself is not). In Sections 5 and 6 of the article
we focus on applications of our results on confined subgroups to the class of weakly
branch groups. In the remainder of this introduction we give an overview of our results
in this setting.
URSs of weakly branch groups and applications to orbital growth. We apply
the commutator lemma for confined subgroups to study URSs of weakly branch groups.
Simple constructions carried out in §5.3 provide two natural ways to obtain families
of URSs in a weakly branch group G. The flexibility of these constructions provide in
particular continuously many distinct URSs in G. Our main result on URSs (Theorem
5.17) provides structural information about URSs of a weakly branch group. This
result implies that a lot of information can be recovered on a URS H from its set of
fixed points Fix(H) in ∂T : namely the set Fix(H) varies continuously with H, and
one can find a partition of the complement of Fix(H) in ∂T into cylinders subsets such
that H contains the derived subgroup of the rigid stabilizer of each of these cylinders
subsets, and moreoever this partition also varies continuously with H. We refer to
Section 5 for details. In the setting of IRSs, a similar statement was obtained by
Zheng in [Zhe19], where it is deduced from a commutator lemma for IRSs of groups
of homeomorphisms. In the special case of finitary regular branch groups, a similar
IRS statement was also previously obtained in [FT18].
We give an application of Theorem 5.17 to the study of the orbital growth of actions
of finitely generated branch groups. Recall that if G = 〈S〉 is a finitely generated group
and X is a G-set, the orbital growth of the action of G on X is the function
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volG,S,X(n) = sup
x∈X
|BS(n) · x|,
where BS(n) is the ball of radius n in G around the identity with respect to the
word metric associated to S. For example for the left action of G on a coset space
G/H, the orbital growth is the uniform growth of the Schreier graph of the subgroup
H. Up to a natural equivalence relation, the function volG,S,X does not depend on
S, and is denoted volG,X . Clearly volG,X is bounded above by the growth volG of
the group G (which corresponds to the left action of G on itself), but many finitely
generated groups G admit faithful actions whose orbital growth is strictly smaller than
the growth of G. For instance, non-abelian free groups admit faithful action whose
orbital growth is linear. Thus given a finitely generated group, it is natural to ask
how small the orbital growth of its faithful actions can be.
Various examples of Schreier graphs of weakly branch groups G ≤ Aut(T ) as-
sociated to the action of G on ∂T have been studied in details in the literature
[GS06, Bon07, Vor12, DDMN10], and play a role in the study of existence of free
subgroups and of amenability of such groups [Nek10, JNS16]. In many of these exam-
ples, the graphs of the action of G on ∂T are quite small and much easier to describe
that the Cayley graph of G. In particular the orbital growth volG,∂T is often slow,
for instance it is polynomial if G is a contracting group (see [Nek05]); but it can also
be exponential, for instance for the groups from [SW03]. In §6.1 we prove that for a
finitely generated branch group G ≤ Aut(T ), the action of G on ∂T has the smallest
possible growth among all faithful G-actions: volG,X < volG,∂T for every faithful G-set
X. See Theorem 6.3.
Non-topologically free actions of weakly branch groups and applications.
We also prove a structure theorem that applies to non-topologically free minimal
actions of weakly branch groups (Theorem 5.22). A consequence of this theorem is that
every faithful and minimal action of a weakly branch group G that is not topologically
free admits as a factor a non-trivial closed G-invariant subspace of the space F(∂T ) of
closed subsets of ∂T . In particular, it factors onto a non-trivial G-space on which the
G-action is profinite (Corollary 5.28). The existence of a non-trivial profinite factor
is a restrictive condition that has consequences on the dynamics of the action of G
on X. To put into context, recall that Frish, Tamuz and Vahidi Ferdowsi proved that
every countable group with trivial FC-center admits a minimal and proximal faithful
action [FTVF19], that can be chosen to be topologically free [GTWZ19]. Corollary
5.28 implies for instance that for weakly branch groups, every faithful minimal and
proximal action is topologically free. Similarly we also deduce that every faithful
minimal and weakly mixing action is topologically free. See Corollary 5.29.
In the case when the orbital growth of the action of the finitely generated weakly
branch group G on X is polynomially bounded, we show that this profinite factor
is infinite (Theorem 6.9). To illustrate this result, we give an application related
to the group IET of interval exchange transformations. An interval exchange trans-
formation is a permutation of R/Z with finitely many discontinuities, which coin-
cides with a translation in restriction to each interval of continuity. While the dy-
namics of iterations of one interval exchange is a well-studied topic, the study of
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more general groups of interval exchanges and has attracted attention recently. A
central question is to understand which finitely generated groups can embed in the
group IET. While a few obstructions to the existence of such embedding have been
found [Nov09, DFG13, JMBMS18, DFG17, Cor18], this question remains not well-
understood in general. For instance it is not known if non-abelian free groups can
embed into IET (a question attributed to Katok in the litterature [DFG13]), or if IET
can contain infinite finitely generated periodic groups, or finitely generated groups
with intermediate growth. As an application of Theorem 6.9, we show that finitely
generated weakly branch groups cannot embed in IET (Theorem 6.10). We refer to
§6.2 for a more detailed discussion.
Finally as another application, we explain how Theorem 5.22 recovers the afore-
mentionned result from [LN02] which asserts that weakly branch groups admit only
one faithful minimal and micro-supported action that is profinite (Corollary 5.31).
We also consider more general minimal and micro-supported actions of weakly branch
groups, and show that every such G-space factors onto ∂T and is a highly proximal
extension of ∂T in the sense of Auslander and Glasner [AG77] (Corollary 5.35).
Embeddings of weakly branch groups into other groups of homeomor-
phisms. Theorem 1.1 provides a simple characterization of confined subgroups of
weakly branch groups (Corollary 5.6). We use this characterization to prove a rigidity
result for embeddings of finitely generated branch groups G into other groups of home-
omorphisms. We show that if H is a finitely generated group of homeomorphisms of
a compact space X such that the associated graphs of germs satisfy a suitable one-
dimensionality condition, then every embedding ρ : G→ H must be spatially realized
in the sense that the induced action of G on a natural subspace of X factors onto
the natural G-action on ∂T (Theorem 6.24). This theorem applies for instance when
the group H belongs to the class of groups of homeomorphism of a Cantor set of
strongly bounded type, defined in [JNS16] (see Theorem 6.32). The class of groups
of strongly bounded type includes for instance groups of bounded automorphisms of
rooted trees [Nek10] (e.g. groups generated by finite-state bounded automata), which
contain many well-studied examples of weakly branch groups acting on rooted trees,
as well as other groups of homeomorphisms such as topological full groups of Cantor
minimal systems. We refer to Section 6 for details.
Organization. The article is organized as follows. In Section 2 we set some notation
and recall basic facts about URSs and semi-continuous maps. Section 3 contains the
proof of Theorem 1.2, and all the other sections of the article depend on this section.
In Section 4 we explain how to deduce Theorem 1.1 from Theorem 1.2.
Sections 5 and 6 are devoted to groups acting on rooted trees. In Section 5 we apply
the results of Section 3 to obtain the structure theorem on URSs (Theorem 5.17) as
well as a structure theorem about non-topologically free minimal actions (Theorem
5.22). This result is actually the core of this section, and Theorem 5.17 is deduced
from Theorem 5.22. At the end of Section 5 we also discuss some of the consequences
of Theorems 5.17 and 5.22 that will be used in the last section.
In Section 6 we prove all the other results mentionned in this introduction. The
precise dependence between Section 6 and the rest of the article is that §6.1 and §6.2
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depend on Theorem 5.22, while §6.3 only depends on Theorem 1.1, so that the reader
interested in §6.3 may fairly skip Section 5.
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2. Preliminaries
2.1. Subgroups and graphs associated to group actions. Let G be a group
acting on a topological space X. We denote by Gx the stabiliser of x ∈ X in G,
and by G0x the germ-stabiliser of x, i.e. elements g ∈ G which fix pointwise a
neighbourhood of x. Note that G0x is a normal subgroup of Gx. The corresponding
quotient Gx/G
0
x is called the isotropy group (or group of germs) of G at x. A
point x ∈ X is said to be regular if G0x = Gx. If G is countable and X is a Baire
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space (e.g. if it is locally compact) then a standard application of Baire’s theorem
shows that the set of regular points is a dense Gδ subset of X.
For C ⊂ X we denote by FixG(C) the pointwise fixator of C in G. The subgroup
FixG(X \U), U ⊂ X, is the rigid stabiliser of U and is denoted RG(U). The action
of G on X is micro-supported if RG(U) is non-trivial for every non-empty open
subset U ⊂ X. Given a subgroup H of G, we denote by FixX(H) the set of fixed
points of H in X. The (closed) support SuppX(H) of H is defined as the closure
X \ FixX(H) ⊂ X.
Assume now that G is a finitely generated group acting on a set X, and let S be a
finite symmetric generating subset of G. The graph of the action of G on X (with
respect to S) is is the graph Γ(G,X) with vertex set X and edge set X × S, where
each edge (x, s) connects the point x with sx, and is labelled by the corresponding
generator s ∈ S. Note that Γ(G,X) is connected if and only if the action is transitive.
If H ≤ G is a subgroup, the Schreier graph of H is the graph Γ(G,G/H) of the left
action of G on the coset space G/H. Given x ∈ X, the orbital graph Γ(G,x) of x
is the graph Γ(G,G/Gx). It is naturally isomorhic with the connected component of
Γ(G,X) containing x. Following the terminology of Nekrashevych [Nek18], the graph
of germs Γ˜(G,x) of x is the graph Γ(G,G/G0x). Note that elements of the vertex
set of Γ˜(G,x) are in one-to-one correspondence with the set of germs of elements
of G at x, that is the equivalence classes of elements of G where two elements are
equivalent if they coincide on some neighbourhood of x. Since G0x is a subgroup of
Gx, there is a natural map Γ˜(G,x) → Γ(G,x), which is a Galois cover with deck
transformation group equal to the isotropy group Gx/G
0
x. Note that all the graphs
defined here depend on the choice of the finite generating subset S of G. However
all the properties of these graphs that will be considered in the sequel are actually
independent of S. This is why we omit S in order to simplify the notation.
2.2. Semi-continuous maps. When Y is a locally compact space, we will denote by
F(Y ) the space of closed subsets of Y , endowed with the Hausdorff topology, i.e. the
topology generated by the sets
{C ∈ F(Y ) : C ∩K = ∅; C ∩ Ui 6= ∅ for all i } ,
where K ⊂ Y is compact and U1, . . . , Un ⊂ Y are open. The space F(Y ) is compact.
Given a compact space X, a map ϕ : X → F(Y ) is upper semi-continuous if for
every compact space K ⊆ Y , the set of points x ∈ X such that ϕ(x)∩K = ∅ is open in
X. This is equivalent to asking that whenever (xi) is a net in X converging to x such
that (ϕ(xi)) converges to F , one has F ⊆ ϕ(x). Also ϕ is lower semi-continuous
if for every open subset U ⊆ Y , the set of points x ∈ X such that ϕ(x) ∩ U 6= ∅ is
open in X; or equivalently if for every net (xi) converging to x and such that (ϕ(xi))
converges to F , one has ϕ(x) ⊆ F .
Lemma 2.1. Let G be a group, X a compact G-space, and Y a locally compact G-
space. Let Φ: X → Sub(G) be a lower semi-continuous G-map, and for x ∈ X let
FixY (Φ(x)) be the set of fixed points of Φ(x) in Y . Then the map X → F(Y ), x 7→
FixY (Φ(x)), is upper semi-continuous.
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Proof. If K is a compact subset of Y and x ∈ X is such that Φ(x) fixes no point
in K, we have to show that there is a neighbourhood of x in X consisting of points
still having this property. For all y ∈ K there exist an open subset Uy of Y and
gy ∈ Φ(x) such that gy(Uy) ∩ Uy = ∅. By compactness K can be covered by finitely
many Uy1 , . . . , Uyn . By lower semi-continuity the set {x
′ ∈ X : gy1 , . . . , gyn ∈ Φ(x
′)}
is an open neighbourhood of x with the desired property. 
2.3. URSs and confined subgroups. Recall that a URS H of a group G is a closed
and minimalG-invariant subspace of Sub(G). Banal examples areH =
{
g1Hg
−1
1 , . . . , gnHg
−1
n
}
,
whereH is a subgroup of G having only finitely many conjugates g1Hg
−1
1 , . . . , gnHg
−1
n .
Such a URS is called a finite URS. Note that by minimality and compactness, if H
is a URS that is not finite, then H has no isolated points. By extension we also say
that a subgroup H of G is a URS is the conjugacy class closure of H in Sub(G) is
minimal. We will always use letters H for subsets of Sub(G) and H for subgroups of
G, so that this there is no possible confusion.
Every minimal action of G on a compact space X gives rise to a URS SG(X), called
the stabilizer URS associated to X, which is the only minimal G-invariant closed
subset in the closure of the set of subgroup Gx, x ∈ X [GW15]. The action of G on
X is topologically free if and only if SG(X) = {{1}}.
The inclusion between subgroups naturally induces a relation 4 on the set of URSs
of G, defined by H 4 K if there exists H ∈ H and K ∈ K such that H ≤ K. It is not
very hard to check that 4 is a partial order.
Recall that a subgroup H of G is confined if the closure of the G-orbit of H
under conjugation in Sub(G) does not contain the trivial subgroup. This is equivalent
to saying that there exists a finite subset P of non-trivial elements of G such that
gHg−1 ∩ P is not empty for every g ∈ G, or equivalently such that the coset space
G/H is the union of the set of fixed points of elements of P for the left action of G
on G/H. When G = 〈S〉 is a finitely generated group, a subgroup H of G is not
confined if and only if the Schreier graph Γ(G,G/H) of H associated to S contains
isomorphic copies (as labelled graphs) of arbitrarily large balls of the Cayley graph of
G associated to S.
2.4. Minimal actions and finite index subgroups. In the sequel we will invoke
the following basic lemma.
Lemma 2.2. Let G be a group and X be a minimal compact G-space. Let H be a
finite index subgroup of G. Then X can be written as finite union of disjoint clopen
H-invariant subsets X = X1⊔· · ·⊔Xk, where each Xi is a compact minimal H-space.
Proof. Assume first that H is normal. Let X1 ⊂ X be a closed minimal invariant
H-space, and X1, . . . Xk be the collection of its distinct G-translates. Then each Xi
is H-invariant and minimal, so in particular X1, . . . ,Xk must be disjoint. Moreover
by minimality of the G-action we must have X = X1 ⊔ · · · ⊔Xk, so it follows that Xi
is indeed clopen.
Assume now that H is not necessarily normal, and choose a subgroup K ≤ H that
is normal and of finite index in G. By the previous paragraph we have a decomposition
X = X ′1 ⊔ · · · ⊔X
′
r into clopen minimal K-invariant subsets. Then H acts on the set
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{X ′1, . . . ,X
′
r}. If k is the number of orbits for this action and if Xi is the union of the
sets X ′j in each orbit, i = 1, . . . , k, then X1, . . . ,Xk satisfy the conclusion. 
3. Commutator lemma for confined subgroups
In this section we prove Theorem 1.2. The proof is of purely group theoretical
nature, and is an elaboration of the arguments of [LBMB18, Proposition 3.8].
3.1. Confined subgroups. The following definition generalizes the notion of a con-
fined subgroup H ≤ G to the case where H,G are two subgroups (not necessarily
contained in each other) of an ambient group L.
Definition 3.1. Let H,G be two subgroups of a group L. We say that H is confined
by G if there exists a finite subset P of non-trivial elements of L such that for every
g ∈ G, gHg−1 ∩ P is not empty. A subset P with this property is called a confining
subset for (H,G).
Given two subgroups H,G of a group L, we denote by COLG(H) the closure of the
G-orbit of H under conjugation in the space Sub(L). Hence a subgroup H is confined
by G if and only if COLG(H) does not contain the trivial subgroup {1}.
Lemma 3.2. Let H,G be two subgroups of a group L, and suppose that H is confined
by G and that every confining subset P ⊂ L for (H,G) contains at least one element
of order 2. Then there exists K in COLG(H) such that K is an elementary abelian
2-group.
Proof. Suppose that no element K of COLG(H) is an elementary abelian 2-group. Then
for every K one can find gK ∈ K such that g
2
K 6= 1. The sets
U(gK) =
{
L ∈ COLG(H) : gK ∈ L
}
are open and cover COLG(H), so by compactness we can find a finite number of sets
U(gK1), . . . , U(gKr) that cover CO
L
G(H). This implies that every G-conjugate of H
contains one of gK1 , . . . , gKr , which means that {gK1 , . . . , gKr} is a confining subset
for (H,G). By definition none of these elements have order 2, so we have reached a
contradiction. 
Although we will be mainly interested in the case n = 1, the commutator lemma
for confined subgroups will be proven in the more general setting of a confined n-tuple
of subgroups.
Definition 3.3. Let n ≥ 1. The n-tuple of subgroups (H1, . . . ,Hn) is confined by G
if there exists a finite subset P of non-trivial elements of L such that for every g ∈ G,
there exists j such that gHjg
−1 ∩ P is not empty. As above such a subset P is a
confining subset for (H1, . . . ,Hn, G).
Equivalently, the n-tuple (H1, . . . ,Hn) is confined by G if and only if for the diagonal
action of G on the space Sub(L)× · · · × Sub(L), there exists a neighbourhood of the
point {1}n that does not intersect the G-orbit of (H1, . . . ,Hn).
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3.2. The case of normal subgroups. Before we embark on the proof of Theorem
1.2, we first recall the corresponding statement for normal subgroups. When N is
normal in G, saying that P is a confining subset for (N,G) is the same as saying that
P contains an element of N . In this setting the notion of displacement configuration
that we introduce below is not needed, and Theorem 1.2 takes the following form.
This statement is well-known, we include a proof for completeness.
Lemma 3.4. Suppose that G acts faithfully on a set Ω, let N be a subgroup that is
normalized by G. Then for every σ ∈ N and every subset Ωσ ⊂ Ω such that Ωσ and
σ(Ωσ) are disjoint, the subgroup N contains RG(Ωσ)
′.
Proof. Take g1, g2 ∈ RG(Ωσ). Since N is normalized by G, the element [g1, σ] belongs
to N , and so does [[g1, σ], g2]. Now since Ωσ and σ(Ωσ) are disjoint, σg1σ
−1 and g2
commute, and [[g1, σ], g2] = [g1, g2]. Therefore [g1, g2] belongs to N , as desired. 
3.3. Notation. In the sequel we denote by Sym(Ω) the symmetric group on the set
Ω. Let P be a finite set of non-trivial elements of Sym(Ω) and {Ωσ}σ∈P a collection
of subsets of Ω.
Let H1, . . . ,Hn ≤ Sym(Ω) and G ≤ Sym(Ω) be subgroups of Sym(Ω). We denote
by R the subgroup of G generated by the rigid stabilizers RG(Ωσ) for σ ∈ P . For
every σ ∈ P and k ≤ n we let
Yσ,k = {γ ∈ R : γσγ
−1 ∈ Hk}, and Dσ,k = 〈γδ
−1 : γ, δ ∈ Yσ,k〉,
and for γ, δ ∈ Yσ,k we set
aδ,γ = (δσ
−1δ−1)(γσγ−1) and Aσ,k = 〈aδ,γ : γ, δ ∈ Yσ,k〉 ≤ Hk.
3.4. A first result. The goal of this paragraph is to prove some preliminary results
towards the proof of Theorem 1.2.
Definition 3.5. For a finite set P of non-trivial elements of Sym(Ω) and a collection
{Ωσ}σ∈P of non-empty subsets of Ω, consider the following properties:
(C1) for all σ, ρ ∈ P , either Ωσ = Ωρ, or Ωσ and Ωρ are disjoint.
(C2) for all σ ∈ P , σ(Ωσ) is disjoint from Ωα for all α ∈ P .
Definition 3.6. Let P and {Ωσ}σ∈P satisfying (C1) and (C2). For σ ∈ P , we denote
by Mσ ⊆ P the set of ρ ∈ P such that σ(Ωρ) is disjoint from Ωα for all α ∈ P , and
by Fσ ⊆ P the set of ρ ∈ P such that σ fixes pointwise Ωρ. Clearly Mσ and Fσ are
disjoint, and σ ∈Mσ thanks to condition (C2).
Until the end of §3.4 we assume that P and {Ωσ}σ∈P satisfy conditions (C1) and
(C2) of Definition 3.5. We also let H1, . . . ,Hn ≤ Sym(Ω) and G ≤ Sym(Ω) be
subgroups of Sym(Ω), and we retain the notation R,Yσ,k,Dσ,k, Aσ,k from §3.3.
Definition 3.7. We denote by Stab(Ωρ) the setwise stabilizer of Ωρ in Sym(Ω). We
also denote by pρ : Stab(Ωρ)→ Sym(Ωρ) and πσ : ∩ρ∈MσStab(Ωρ)→ Sym(
⋃
ρ∈Mσ
Ωρ)
the restriction maps.
12 ADRIEN LE BOUDEC AND NICOLÁS MATTE BON
We observe that for any two distinct Ωσ,Ωρ, the rigid stabilizers RG(Ωσ) and
RG(Ωρ) intersect trivially and centralize each other by (C1), so that the subgroup
R generated by all the RG(Ωσ) is the direct product of the RG(Ωσ), where the prod-
uct is taken over the set of distinct Ωσ.
Lemma 3.8. For every σ ∈ P and k ≤ n, the following hold:
i) The subgroup Aσ,k is supported in
⋃
ρ∈P\Fσ
Ωρ ∪ σ
−1(Ωρ).
ii) Aσ,k preserves Ωρ for all ρ ∈Mσ, and one has πσ(Aσ,k) = πσ(Dσ,k).
Proof. Let γ, δ ∈ Yσ,k. Recall that γ, δ are supported in
⋃
ρ∈P Ωρ and preserve each
Ωρ. The element σ
−1δ−1γσ is therefore supported in
⋃
ρ∈P σ
−1(Ωρ) and preserves
each of these sets. Hence aδ,γ = δ(σ
−1δ−1γσ)γ−1 is supported in
⋃
ρ∈P Ωρ ∪ σ
−1(Ωρ).
Since σ acts trivially on Ωρ for ρ ∈ Fσ, aδ,γ also acts trivially on Ωρ. Hence it follows
that aδ,γ is actually supported in
⋃
ρ∈P\Fσ
Ωρ ∪ σ
−1(Ωρ), so i) holds.
For ii), observe that aδ,γ coincides with δγ
−1 on
⋃
ρ∈Mσ
Ωρ because for ρ ∈Mσ we
have that σ(Ωρ) is disjoint from Ωα for all α ∈ P . Hence πσ(aδ,γ) = πσ(δγ
−1), and
the equality πσ(Aσ,k) = πσ(Dσ,k) follows since Dσ,k is generated by the γδ
−1 when
γ, δ range over Yσ,k. 
Lemma 3.9. Suppose that P is a confining subset for (H1, . . . ,Hn, R), and let r = |P |.
Then there exist σ ∈ P and k ≤ n such that Dσ,k has index at most nr in R.
Proof. Saying that P is a confining subset for (H1, . . . ,Hn, R) is equivalent to saying
that the union of the Yσ,k is equal to R. So it follows R can be written as a union
of cosets of the subgroups Dσ,k. Hence according to B.H. Neumann’s lemma [Neu54],
there must exist σ ∈ P and k such that Dσ,k has finite index at most nr in R. 
Proposition 3.10. Let H1, . . . ,Hn ≤ Sym(Ω) and G ≤ Sym(Ω) such that (H1, . . . ,Hn)
is confined by G. Suppose that there exist a confining subset P for (H1, . . . ,Hn, G)
and {Ωσ}σ∈P that satisfy (C1) and (C2). Then there exist σ ∈ P and k ≤ n such that
Aσ,k ≤ Hk preserves Ωσ, and pσ(Aσ,k) is a subgroup of RG(Ωσ) of index at most nr,
where r = |P |.
Proof. Since P is confining for (H1, . . . ,Hn, G), it is also confining for (H1, . . . ,Hn, R).
Hence by Lemma 3.9 we can choose σ ∈ P and k such that Dσ,k has index at most nr
in R. Thanks to condition (C2) we have σ ∈Mσ, so Lemma 3.8 ii) implies in particular
that Aσ,k preserves Ωσ and pσ(Aσ,k) = pσ(Dσ,k). Since (RG(Ωσ) : pσ(Dσ,k)) ≤ (R :
Dσ,k), the statement follows. 
Remark 3.11. Strictly speaking, RG(Ωσ) should be replaced by pσ(RG(Ωσ)) in the
conclusion of the previous proposition. However pσ being injective on restriction to
RG(Ωσ), for ease of notation we freely identify RG(Ωσ) and pσ(RG(Ωσ)).
3.5. The proof of Theorem 1.2. The following definition is a strengthening of
Definition 3.5.
Definition 3.12. Let P be a finite set of non-trivial elements of Sym(Ω). A collection
{Ωσ}σ∈P of non-empty subsets of Ω is a displacement configuration for P if the
following hold:
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(C1) for all σ, ρ ∈ P , either Ωσ = Ωρ, or Ωσ and Ωρ are disjoint;
(C3) for all σ, ρ ∈ P , either σ fixes Ωρ pointwise, or σ(Ωρ) is disjoint from
⋃
α∈P Ωα;
(C4) for all σ ∈ P , σ(Ωσ) is disjoint from
⋃
α∈P Ωα and also from
⋃
α∈P σ
−1(Ωα).
Remark 3.13. We note that condition (C4) implies (C2) from Definition 3.5. Note
also that (C3) is equivalent to saying that P =Mσ ∪Fσ for all σ ∈ P (Definition 3.6).
Combined with (C1), (C3) implies that for ρ ∈ Mσ we have that σ
−1(Ωρ) is disjoint
from Ωα for all α ∈ P .
Until the end of this section we assume that P is a finite set of non-trivial elements
of Sym(Ω), that {Ωσ}σ∈P is a displacement configuration for P , and we let
H1, . . . ,Hn and G be subgroups of Sym(Ω), and we retain the notation
R,Yσ,k,Dσ,k, Aσ,k from §3.3.
In addition we will also use the following notation. For λ ∈ Yσ,k, we denote by Bλ
the conjugate of Aσ,k by λσλ
−1:
Bλ = λσλ
−1Aσ,kλσ
−1λ−1.
Since λ ∈ Yσ,k and Aσ,k is a subgroup of Hk, Bλ is also a subgroup of Hk.
Lemma 3.14. For every σ ∈ P , k ≤ n and λ ∈ Yσ,k, the following hold:
i) Bλ is supported in
⋃
ρ∈Mσ
Ωρ ∪ σ(Ωρ);
ii) Bλ preserves each Ωρ and σ(Ωρ), and πσ(Bλ) ≤ πσ(R).
Proof. For every ρ ∈ Mσ, σ
−1(Ωρ) is disjoint from Ωα for all α ∈ P , so the element
λσλ−1 sends σ−1(Ωρ) to Ωρ and Ωρ to σ(Ωρ). Since Bλ is the conjugate of Aσ,k by
λσλ−1, statement i) follows from Lemma 3.8 i). Moreover for γ, δ ∈ Yσ,k, the element
aδ,γ = δ(σ
−1δ−1γσ)γ−1 coincides with σ−1δ−1γσ on σ−1(Ωρ). So it follows that Aσ,k
preserves σ−1(Ωρ). Since Aσ,k also preserves Ωρ, the subgroup Bλ indeed preserves Ωρ
and σ(Ωρ). So to conclude the proof of ii) we only have to prove that πσ(Bλ) ≤ πσ(R).
One has
(λσλ−1)aδ,γ(λσ
−1λ−1) = λ(σλ−1δσ−1)δ−1γ(σγ−1λσ−1)λ−1,
and the elements (σλ−1δσ−1) and (σγ−1λσ−1) both act trivially on Ωρ for ρ ∈Mσ, so
it follows from the above equality that (λσλ−1)aδ,γ(λσ
−1λ−1) coincides with λδ−1γλ−1
on Ωρ. Hence one has
πσ(λσℓλ
−1aδ,γλσ
−1
ℓ λ
−1) = πσ(λδ
−1γλ−1),
and in particular πσ(Bλ) ≤ πσ(R) since γ, δ, λ ∈ R. 
Recall from Lemma 3.8 that for σ ∈ P , the subgroup Aσ,k is supported in
⋃
ρ∈Mσ
Ωρ∪
σ−1(Ωρ).
Definition 3.15. For ρ ∈ Mσ we denote by A
ρ
σ,k the subgroup of Aσ,k consisting of
elements supported in Ωρ ∪
⋃
α∈Mσ
σ−1(Ωα). Equivalently, A
ρ
σ,k consists of elements
of Aσ,k acting trivially on Ωα for all α 6= ρ.
Lemma 3.16. For all σ ∈ P , one has
(
RG(Ωρ) : pρ(A
ρ
σ,k)
)
≤ (R : Dσ,k) for every
ρ ∈Mσ.
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Proof. Indeed one has(
RG(Ωρ) : pρ(A
ρ
σ,k)
)
= (RG(Ωρ) : RG(Ωρ) ∩Dσ,k) ≤ (R : Dσ,k) ,
where the first equality follows from Lemma 3.8. 
For k ≥ 1 we will denote by FC6k(G) the set of elements of G admitting a conjugacy
class of cardinality at most k. Equivalently, FC6k(G) is the set of elements of G
having a centralizer of index at most k. By definition the FC-center of G is FC(G) =
∪kFC6k(G).
Theorem 1.2 from the introduction corresponds to the case n = 1 in the following
theorem.
Theorem 3.17. Let H1, . . . ,Hn, G ≤ Sym(Ω) such that (H1, . . . ,Hn) is confined by
G, and let P be a confining subset for (H1, . . . ,Hn, G), and r = |P |. Assume that
{Ωσ}σ∈P is a displacement configuration for P such that for all σ ∈ P the group
RG(Ωσ) is non-trivial and satisfies FC6nr(RG(Ωσ)) = {1}. Then there exist ρ ∈ P
and k ≤ n such that Hk contains a non-trivial subgroup N ≤ RG(Ωρ) whose normalizer
in RG(Ωρ) has index at most nr.
The theorem will follow from the following more precise statement:
Proposition 3.18. Retain the assumptions of Theorem 3.17. Then for every σ ∈ P
and k ≤ n such that Dσ,k has index at most nr in R, there exist ρ ∈Mσ such that Hk
contains a non-trivial subgroup N ≤ RG(Ωρ) that is normalized by Dσ,k.
Moreover if RG(Ωρ) is finitely generated for all ρ ∈Mσ, then one can find a finitely
generated subgroup L of Hk that contains N .
Proof. Fix σ and k as in the statement. We first argue that there exists ρ ∈ Mσ
such that Hk ∩ RG(Ωρ) 6= 1. Since RG(Ωσ) is not trivial and FC6nr(RG(Ωσ)) = {1},
it follows in particular that RG(Ωσ) has cardinality strictly larger then nr. Since
(R : Dσ,k) ≤ nr, it follows from Lemma 3.16 that pσ(A
σ
σ,k) has index at most nr in
RG(Ωσ), and in particular pσ(A
σ
σ,k) is non-trivial. Choose an element f ∈ A
σ
σ,k such
that pσ(f) 6= 1. If f acts trivially on σ
−1(Ωρ) for every ρ ∈ Mσ then f belongs to
RG(Ωσ) and the claim holds with ρ = σ. Hence in the sequel we may assume that
there exists ρ ∈Mσ such that f acts non-trivially on σ
−1(Ωρ).
Fix λ ∈ Yσ,k, and let h = (λσλ
−1)f(λσ−1λ−1) ∈ Bλ. Since f ∈ A
σ
σ,k, the element h
is supported in
⋃
α∈Mσ
Ωα∪σ(Ωσ) and pρ(h) ∈ pρ(RG(Ωρ)) by Lemma 3.14. Moreover
by our assumption pρ(h) is non-trivial. Since FC6nr(RG(Ωρ)) = {1}, it follows that
the index in RG(Ωρ) of the centralizer of pρ(h) is strictly larger than nr, and hence
by Lemma 3.16 the subgroup pρ(A
ρ
σ,k) does not centralize pρ(h).
Now by condition (C4) of Definition 3.12, we have that σ(Ωσ) is disjoint from Ωα and
σ−1(Ωα) for all α ∈ P . Since the subgroup A
ρ
σ,k is supported in Ωρ∪
⋃
α∈Mσ
σ−1(Ωα),
the intersection between the support of Aρσ,k and the support of h is contained in Ωρ.
It follows that every element in [Aρσ,k, h] is supported in Ωρ, and that the map pρ is
injective in restriction to [Aρσ,k, h]. Combined with the previous paragraph, this implies
that one can find a ∈ Aρσ,k such that [a, h] is non-trivial and [a, h] ∈ Hk ∩ RG(Ωρ).
This terminates the proof of the claim.
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To conclude the proof of the proposition, we fix ρ ∈ Mσ and a non-trivial element
h0 ∈ Hk ∩ RG(Ωρ). Let S be a generating set of the group pρ(Dσ,k). By Lemma
3.8 one has pρ(Aσ,k) = pρ(Dσ,k), so for every s ∈ S one can choose as ∈ Aσ,k such
that pρ(as) = s. We denote by AS the subgroup generated by the elements as for
s ∈ S, and by L the subgroup of Hk generated by h0 and AS . We also let N ≤ L
be the subgroup generated by the elements ah0a
−1, a ∈ AS . Since h0 ∈ RG(Ωρ),
the subgroup N is contained in RG(Ωρ), and N is not trivial since h0 is non-trivial.
Moreover since {
aha−1 : a ∈ AS
}
=
{
ghg−1 : g ∈ Dσ,k
}
according to Lemma 3.8, the subgroup N is normalized by Dσ,k. Since N is in Hk by
construction, it follows that N satisfies all the conclusions.
For the last assertion, if RG(Ωρ) is finitely generated, then so is the finite index
subgroup pρ(Dσ,k). Hence above it is possible to take for S a finite generating subset
of pρ(Dσ,k), and it immediately follows that the subgroup L of Hk is also finitely
generated. 
Proof of Theorem 3.17. We choose σ ∈ P and k ≤ n such that Dσ,k has index at most
nr in R (these exist by Lemma 3.9), and apply Proposition 3.18. Since N ≤ RG(Ωρ)
and N is normalized by Dσ,k, N is also normalized by pρ(Dσ,k), which has index at
most nr in RG(Ωρ). 
4. Confined subgroups of groups of homeomorphisms
In this section we derive Theorem 1.1 from Theorem 1.2. The following easy lemma
shows that the notion of displacement configuration introduced in the previous section
is adapted to our current purpose in the case of group actions by homeomorphisms.
Lemma 4.1. Let P = {ϕ1, · · · , ϕr} be a finite set of homeomorphisms of a Hausdorff
space X, and let Y ⊂ X be a non-empty subspace with no isolated points such that
for all i the restriction of ϕ2i to Y is not trivial. Then there exists a family of open
subsets (U1, · · · , Ur) of Y that form a displacement configuration for P .
Proof. Argue by induction on r. For r = 1, the required condition is just the existence
of non-empty open subset U1 of Y such that ϕ
−1
1 (U1), U1, ϕ1(U1) are pairwise disjoint.
An open subset with this property indeed exists by the assumption that ϕ21 is not the
identity on Y and by the fact that the space is Hausdorff.
Assume now that we are given ϕ1, . . . , ϕr+1, and that we have open subsets U1, . . . , Ur
of Y satisfying the conclusion for ϕ1, . . . , ϕr. Observe that any collection of open sub-
sets U ′1, . . . , U
′
r with U
′
i ⊂ Ui still works. Since ϕ
2
r+1 is not the identity on Y and the
space is Hausdorff, we may find an open subset V of Y such that V, ϕr+1(V ), ϕ
2
r+1(V )
are disjoint. We will choose Ur+1 inside V . Since Y has no isolated points, upon
reducing V we may assume that none of V, ϕr+1(V ), ϕ
2
r+1(V ) intersect any of the
U1, . . . , Ur. This will guaranty that (C1) and (C4) are satisfied for ϕr+1. We may fur-
ther assume that V intersects none of the ϕ1(U1), . . . , ϕr(Ur) and ϕ
2
1(U1), . . . , ϕ
2
r(Ur),
so that (C4) still holds for ϕ1, . . . , ϕr when taking the new open subset Ur+1 into
account.
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We now have to argue that (C3) can be satisfied. We first do it for the elements
ϕ1, . . . , ϕr. Since it is always possible to assume that V intersects none of the open
subsets ϕi(Uj) for i, j ≤ r, we only have to argue that we can choose V such that for
all i either ϕi fixes V pointwise, or ϕi(V ) is disjoint from U1, . . . , Ur, V . We start with
ϕ1. If ϕ1 fixes V pointwise then there is nothing to do, and we pass to ϕ2. If not,
then upon reducing U1, . . . , Ur we may find an open subset V
′ ⊂ V such that ϕ1(V
′)
is disjoint from U1, . . . , Ur and from V
′. Then we replace V with this new V ′, and we
pass to ϕ2. Repeating this process r times, we do obtain an open subset Ur+1 with the
required property that for all i either ϕi fixes Ur+1 pointwise, or ϕi(Ur+1) is disjoint
from U1, . . . , Ur+1. The verification that condition (C3) can always be satisfied for
the element ϕr+1 is the same. Hence we have verified all the required properties. 
For a proof of the following, see the proof of Theorem 9.17 from [Gri11] or the proof
of Theorem 1.2 in [Zhe19].
Lemma 4.2. Let G be a group of homeomorphisms of a Hausdorff space X such that
the action of G on X is micro-supported. For every open subset U ⊂ X, the rigid
stabilizer RG(U) has trivial FC-center.
Lemma 4.3. Let G be a group of homeomorphisms of a Hausdorff space X such that
the action of G on X is micro-supported, and let H1, . . . ,Hn ≤ Homeo(X) such that
(H1, . . . ,Hn) is confined by G. Then there is ℓ such that Hℓ is not an elementary
abelian 2-group.
Proof. Let P = {ϕ1, . . . , ϕr} be a confining subset for (H1, . . . ,Hn, G). Since ϕ1, . . . , ϕr
are non-trivial, there are non-empty open subsets U1, . . . , Ur such that U1, . . . , Ur,
ϕ1(U1), . . . , ϕr(Ur) are disjoint. Since rigid stailizers are not abelian (Lemma 4.2), for
each i we may find disjoint open subsets Ui,1, . . . , Ui,nr+1 ⊂ Ui and γi,j ∈ RG(Ui,j)
such that γi,j is not of order 2. Let γj = γ1,j · · · γr,j. Since P is confining for
(H1, . . . ,Hn, G), by the pigeonhole principle, we can find j 6= k and i, ℓ such that
a = γjϕiγ
−1
j and b = γkϕiγ
−1
k both belong to Hℓ. Then h = a
−1b is an element of Hℓ
that preserves Ui,j and coincides with γi,j on Ui,j. It follows that h is not of order 2,
and Hℓ is not an elementary abelian 2-group. 
Recall the classical commutator lemma for normal subgroups of groups of homeo-
morphisms, that follows from Lemma 3.4.
Lemma 4.4. Let G be a group of homeomorphisms of a Hausdorff space X, and let
N ≤ G be a non-trivial normal subgroup. Then there exists a non-empty open subset
U ⊂ X such that N contains RG(U)
′. More precisely, for every open subset U such
that there exists σ ∈ N such that σ(U) and U are disjoint, N contains RG(U)
′.
Theorem 1.1 follows from the following theorem.
Theorem 4.5. Let G be a group of homeomorphisms of a Hausdorff space X and let
H1, . . . ,Hn ≤ Homeo(X) such that (H1, . . . ,Hn) is confined by G. Then there exists
k and a non-empty open subset U ⊂ X such that Hk contains RG(U)
′.
Proof. We may clearly assume that the action of G on X is micro-supported, because
otherwise the conclusion is trivially satsified. According to Lemma 4.3 and Lemma
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3.2 (applied to the diagonal action), there must exist a subset P of Homeo(X) that is
confining for (H1, . . . ,Hn, G) such that P contains no element of order 2. Therefore it
follows from Lemma 4.1 that we may find a displacement configuration (U1, · · · , Ur)
for P consisting of non-empty open subsets of X. The fact that the action of G on
X is micro-supported implies that all rigid stabilizers RG(Ui) have trivial FC-center
(Lemma 4.2), so it follows that all the assumptions of Theorem 3.17 are satisfied.
By the conclusion of that theorem we deduce that there is k and Ui = U such that
Hk contains a non-trivial subgroup N of RG(U) that is normalized by a finite index
subgroup L of RG(U). Upon passing to a subgroup of finite index in L, we may assume
that L is normal in RG(U). Since N is non-trivial and normalized by L, by Lemma
4.4 there exists an open subset V of U such that N contains RL(V )
′. Now RL(V )
is normal in RG(V ), and hence so is RL(V )
′, so that by applying Lemma 4.4 again
we obtain W such that RL(V )
′ contains RG(W )
′. Hence RG(W )
′ ≤ Hk, and we are
done. 
5. Groups acting on rooted trees I: structure of non-free minimal
actions
5.1. Preliminaries on group actions on rooted trees. In the sequel T is locally
finite rooted tree, that is, a simplicial tree with a distinguished vertex o ∈ T , called
the root. We denote ∂T is the visual boundary of T . We let Aut(T ) be the group of
automorphisms of T that fix the root. Note that every G ≤ Aut(T ) acts on ∂T by
homeomorphisms. The following classical fact provides a characterisation of actions
that arise in this way. Recall that if a group G acts on a compact space X, the G-
action if profinite if it is the inverse limit of finite G-actions. When this holds we
will also say that the G-space X is profinite.
Proposition 5.1. Let G be a group acting by homeomorphisms on a totally discon-
nected compact metrizable space X. The following are equivalent:
i) The action of G on X is profinite.
ii) Continuous equivariant maps from X to finite G-spaces separate points in X.
iii) Every clopen subset of X has a finite G-orbit.
iv) There exists a G-action by automorphisms on a rooted tree T such that the
action of G on ∂T is topologically conjugate to its action on X.
v) The G-action on X preserves a compatible distance on X.
Moreover when this holds, the orbit closure of every x ∈ X is minimal.
Proof. Some implications are immediate. For the others, see [GNS00, Proposition
6.4]. The last assertion follows from v). 
The set of vertices of a locally finite rooted tree T at distance n from the root
form the n-th level of T , denoted by L(n). A subgroup G ≤ Aut(T ) is said to be
level-transitive if its action on L(n) is transitive for every n; this is equivalent to
the minimality of the action of G on ∂T . Note that this is possible only if the tree
T is spherically homogeneous, that is, any two vertices at the same level have the
same degree.
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Given vertices v,w ∈ T , we say that w is below v if the unique geodesics from the
root to w passes through v. We denote by Tv the subtree of T of vertices below v,
and by ∂Tv the corresponding clopen subset in the boundary ∂T .
Given a subgroup G ≤ Aut(T ) and a vertex v, we denote by StG(v) the stabilizer
of v in G, and by RG(v) the rigid stabilizer of ∂Tv in ∂T , i.e. the elements of G
which fix pointwise the complement of Tv. For n ≥ 1, we denote by StG(n) the n-th
level stabilizer in G, i.e. the intersection of StG(v) for v ∈ L(n). We also denote by
RG(n) ≃
∏
v∈L(n) RG(v) the subgroup generated by RG(v) when v ranges over L(n).
Definition 5.2. Aweakly branch group is a level-transitive subgroup G ≤ Aut(T ),
where T is an infinite spherically homogeneous rooted tree, whose action on ∂T is
micro-supported, equivalently such that that RG(v) is non-trivial for every vertex
v ∈ T . A branch group is a level-transitive subgroup G ≤ Aut(T ) such that the
n-th level rigid stabiliser RG(n) has finite index in G for every n ≥ 1.
Lemma 5.3. Let G ≤ Aut(T ) be a weakly branch group. Then for every ξ1 6= ξ2 ∈ ∂T ,
there exists n such that the subgroup generated by G0ξ1 and G
0
ξ2
contains RG(n).
Proof. Since ξ1 6= ξ2 there exists n such that ξ1 and ξ2 are separated by vertices of level
n, and it follows that for every v ∈ L(n) we have RG(v) ≤ G
0
ξ1
or RG(v) ≤ G
0
ξ2
. 
For groups acting on rooted trees, the commutator lemma for normal subgroup
gives the following fundamental fact, used by Grigorchuk in [Gri00].
Lemma 5.4 (Grigorchuk). Let G ≤ Aut(T ) be a level-transitive subgroup of automor-
phisms of a rooted tree. Then every non trivial normal subgroup of G contains RG(n)
′
for some n ≥ 1. In particular, if G is a branch group, every proper quotient of G is
virtually abelian.
We will also use the following result due to Francoeur.
Theorem 5.5 (Francoeur). If G ≤ Aut(T ) is a finitely generated branch group, all
normal subgroups of G are finitely generated. As a consequence, for every v ∈ T the
group RG(v)
′ is finitely generated.
Proof. The fact the normal subgroups are finitely generated is proven in [Fra20]. In
particular for every level n the group RG(n)
′ =
∏
v∈L(n)RG(v)
′ is finitely generated,
and it follows that all the groups RG(v)
′ must be finitely generated as well. 
5.2. A characterization of confined subgroups in weakly branch groups.
Theorem 4.5 implies that weakly branch groups enjoy the following simple character-
ization of confined subgroups.
Corollary 5.6. Let G ≤ Aut(T ) be a weakly branch group, and let H be a subgroup
of G. Then H is confined if and only if there exists a vertex v such that RG(v)
′ ≤ H.
Proof. Being characteristic in RG(v), the subgroup RG(v)
′ is normal in StG(n), where
n is the level of v. Hence RG(v)
′ has only finitely many conjugates. Since RG(v)
′ is
non-trivial, it is then confined, and hence so is every subgroup H of G containing it.
The converse implication is provided by Theorem 4.5. 
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5.3. Two constructions of URSs in weakly branch groups. In this paragraph
we explain the construction of two families of examples of URSs in weakly branch
groups. The first arises by looking at the action on the space of closed subset F(∂T )
of the boundary of the tree (which is endowed with the Hausdorff topology).
We will use the following observation.
Lemma 5.7. Let G ≤ Aut(T ), where T is a rooted tree. Then the G-action on F(∂T )
is again profinite.
Proof. To every finite set of vertices A ⊂ T , we can associate a clopen set in F(∂T ):
UA = {C ∈ F(∂T ) : C ⊂
⋃
v∈A
∂Tv , C ∩ ∂Tv 6= ∅ ∀v ∈ A}.
These sets form a basis of clopen subsets for the topology on F(∂T ), and each UA has
a finite G-orbit. It follows that every clopen subset of F(∂T ) also has a finite G-orbit,
and hence the G-action on F(∂T ) is profinite by Proposition 5.1. 
Given C ∈ F(∂T ), we denote by FixG(C) = {g ∈ G : g(x) = x ∀x ∈ C} its
pointwise fixator. It is not difficult to check that the map
FixG : F(∂T )→ Sub(G)
is lower semi-continuous. This can be used to define a vast family of URSs of G as
follows.
Proposition 5.8. Let G ≤ Aut(T ) be a weakly branch group.
i) For every C ∈ F(∂T ), the closure of the conjugacy class of FixG(C) in Sub(G)
contains a unique uniformly recurrent subgroup of G, denoted HC . If moreover
G is countable then FixG(C) ∈ HC for C in a dense Gδ-subset of F(∂T ).
ii) Given C,D ∈ F(∂T ), we have HC = HD if and only if C and D have the
same orbit closure in F(∂T ).
Proof. Given C ∈ F(∂T ), the setX = G · C ⊂ F(∂T ) is a minimal G-space by Lemma
5.7 and Proposition 5.1. Thus it follows from the upper semi-continuity of FixG and
[Gla75, Theorem 2.3] that the closure of the set {FixG(D) : D ∈ X} contains a unique
URS. If moreover, G is countable, the map FixG is continuous on a dense Gδ-subset
of F(∂T ) by semi-continuity, and FixG(C) ∈ HC for every continuity point C.
Let us now check ii). By construction it is clear that if C and D have the same orbit
closure then HC = HD. For a closed subset C ∈ F(∂T ) and n ≥ 1, let An(C) ⊂ L(n)
be the set of vertices v ∈ L(n) such that ∂Tv ∩C = ∅. Note that when C is fixed, the
sets Un = {D ∈ F(∂T ) : An(D) = An(C)} form a basis of clopen neighbourhoods of
C in F(∂T ). It follows that C ∈ G ·D if and only if for every n the sets An(C) and
An(D) belong to the same G-orbit in the set 2
L(n) of subsets of the n-th level. Thus
it is enough to show that the sequence of orbits of the sets An(C) can be recovered
from HC . To this end, for every subgroup H ∈ Sub(G) we can consider the sequence
of sets A˜n(H) = {v ∈ L(n) : RG(v) ≤ H} ⊂ L(n).
Let H ∈ HC and take a net (gi) such that Hi := gi FixG(C)g
−1
i = FixG(gi(C))
converges to H. Fix an integer n. Upon passing to a subnet, we may assume that
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gi(An(C)) is constant, denote it An. For every v ∈ An we have RG(v) ≤ Hi, and hence
RG(v) ≤ H since Hi converges to H. So An ⊆ A˜n(H). Conversely if v ∈ A˜n(H) then
H does not fix any point in ∂Tv, and hence by compactness H admits a finitely
generated subgroup Γ with the same property. Eventually we have Γ ≤ Hi, and hence
v ∈ An. Therefore A˜n(H) is equal to An, and hence belongs to the G-orbit of An(C),
as desired. 
Corollary 5.9. If G ≤ Aut(T ) is a weakly branch group, then G admits uncountably
many distinct URSs.
Proof. By Proposition 5.8, it is enough to show that there exist uncountably many
closed subsets C ⊂ F(∂T ) with pairwise different orbit-closures. For example, here
is one way to see this. Let dn be the sequence of degrees of vertices of T . Fix a
sequence (ℓn) such that 1 ≤ ℓn ≤ dn, and choose a spherically homogeneous rooted
subtree T ′ ⊂ T with sequence of degrees (ℓn), and consider the set C = ∂T
′. Then
the sets An(C) from the proof of Proposition 5.8 consist exactly of the level n vertices
of T ′ thus satisfy |An(C)| = ℓ1 · · · ℓn. By the same argument in the proposition the
sequence of cardinalities |An(C)| is an invariant of the orbit-closure of C. Thus if we
let the sequence (ℓn) vary, we easily construct uncountably many sets with distinct
orbit-closures. 
We now explain a natural variant of the previous construction, which also plays a
role in the sequel (Remark 5.18).
Notation 5.10. We let P(T ) be the power set of the set of vertices of T , endowed
with the natural product topology.
Definition 5.11. Two vertices v,w ∈ T are independent if Tv ∩ Tw = ∅. We let
P⊥(T ) ⊂ P(T ) be the set of V ∈ P(T ) such that V consists of pairwise independent
vertices. We endow P⊥(T ) with the topology induced by P(T ), which makes it a
compact space.
Definition 5.12. We define a map π⊥ : P⊥(T )→ F(∂T ) by π⊥(V) = ∂T \ ⊔v∈V∂Tv.
The map π⊥ : P⊥(T ) → F(∂T ) is continuous and surjective, and for C ∈ F(∂T ),
the preimage π−1⊥ (C) has a natural identification with the partitions of the complement
of C into cylinder sets.
Let G be a subgroup of Aut(T ). To every V ∈ P⊥(T ), we can naturally associate a
subgroup of G, namely:
RG(V) := 〈RG(v) : v ∈ V〉 ≃
⊕
v∈V
RG(v),
and by definition this subgroup lies in FixG(C(V)).
Lemma 5.13. The map P⊥(T )→ Sub(G), V 7→ RG(V), is lower semi-continuous.
Proof. Suppose that (Vn) converges to V and that the sequence of subgroups (RG(Vn))
converges to a subgroup H of G. One has to check that RG(V) ≤ H. Let v ∈ V and
g ∈ RG(v). For n large enough, we have v ∈ Vn since (Vn) converges to V, and hence
g ∈ RG(Vn). Therefore it follows that g ∈ H since (RG(Vn)) converges to H, and
hence RG(v) ≤ H. Since v was arbitrary, this shows RG(V) ≤ H. 
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This can be used to give another construction of URS’s in weakly branch groups.
Proposition 5.14. Let G ≤ Aut(T ) be a weakly branch group. For every V ∈ P⊥(T ),
the closure of the conjugacy class of RG(V) in Sub(G) contains a unique URS of G.
Moreover the same is true if RG(V) is replaced by its derived subgroup RG(V)
′.
Proof. The first observation is that the G-action on P⊥(T ) is profinite. Indeed since
the action of G on T has only finite orbits, it follows that the action of G on P(T ) is
profinite, and thus so is the action of G on the closed invariant subset P⊥(T ). Since in
addition the map V 7→ RG(V) is lower semi-continuous by Lemma 5.13, the statement
follows from [Gla75, Theorem 2.3]. The argument for RG(V)
′ is the same. 
5.4. The structure theorem on URSs and its consequences.
Definition 5.15. Given a subgroup H ≤ Aut(T ), we denote by Fix(H) the set of
fixed points of H in ∂T . If G ≤ Aut(T ) and if H is a URS of G, we will denote by
FH = {Fix(H) : H ∈ H} .
Remark 5.16. In order to stick to the notation introduced in Section 2, we should
rather write Fix∂T (H) instead of Fix(H). But since there is no possible confusion
here we use Fix(H) in order to simplify the notation.
We now state our main structure theorem for URSs of weakly branch groups. It is
a general fact that when H is a URS of a group G and G acts on a compact space Y ,
the map H → F(Y ), H 7→ FixY (H), is upper semi-continuous (Lemma 2.1). The first
assertion of the theorem is that in the case where the action on Y is profinite, this
map is actually continuous (this statement does not require G to be weakly branch,
see Proposition 5.27). Now for G weakly branch, the second assertion of the theorem
says that a lot of information can be recovered on H from the knowledge of Fix(H):
one can find a partition of the complement of Fix(H) into cylinders sets, i.e. an
element VH ∈ P⊥(T ) such that π⊥(VH) = Fix(H), such that H contains the subgroup
RG(v)
′ for all v ∈ VH . Moreover it is possible to find such a VH ∈ P⊥(T ) that varies
continuously with H, and in such a way that VH depends only on Fix(H) (and not
on the subgroup H itself). This is summarized as follows:
Theorem 5.17. Let G ≤ Aut(T ) be a weakly branch group, and H be a URS of G.
Then the following hold:
i) The map H → F(∂T ), H 7→ Fix(H), is continuous.
ii) There exists a continuous G-equivariant map σ : FH → P⊥(T ) such that:
a) π⊥ ◦ σ = id, i.e. σ is a section of the projection π⊥;
b) for every H ∈ H and v ∈ σ(Fix(H)) we have RG(v)
′ ≤ H.
Remark 5.18. Note that using notation from §5.3, saying that RG(v)
′ ≤ H for all
v ∈ σ(Fix(H)) is equivalent to saying that RG(σ(Fix(H)))
′ ≤ H. Since the inclusion
H ≤ FixG(Fix(H)) also holds by definition, in fact we have the double inclusion
RG(σ(Fix(H)))
′ ≤ H ≤ FixG(Fix(H)).
Thus, although the knowledge of Fix(H) is not enough to recover the subgroup H
completely, Theorem 5.17 implies in particular that every URS of a weakly branch
group is sandwiched between two URSs as in Propositions 5.8 and 5.14.
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The proof of Theorem 5.17 is postponed to §5.5. We discuss some of its conse-
quences.
Corollary 5.19. Let G ≤ Aut(T ) be a weakly branch group, and let H be a URS of
G. Then exactly one of the following happens:
i) For every H ∈ H, the subgroup H fixes a point in ∂T ;
ii) there exists a level n such that RG(n)
′ ≤ H for every H ∈ H.
Proof. If there exists H ∈ H such that Fix(H) = ∅, then we have FH = {∅}, and by
Theorem 5.17 there exists V ∈ P⊥(T ) such that ∂T = ⊔v∈V∂Tv and RG(v)
′ ≤ H for
every H ∈ H and v ∈ V . By compactness V is necessarily finite, and it follows that
if we choose n such that every v ∈ V is at level at most n, then we have RG(n)
′ ≤ H.
Finally these two situations are mutually disjoint because RG(n)
′ does not fix any
point in ∂T , as follows for instance from Lemma 5.25. 
Remark 5.20. In terms of the partial order  on the set of URS’s of G, the first
condition of Corollary 5.19 is equivalent to H  SG(∂T ).
Another consequence of Theorem 5.17 is that for every URS H of G, the action of
G on H factors onto the set FH ⊂ F(∂T ), which is a profinite G-space. The following
corollary describes the situations where the space FH is finite.
Corollary 5.21. Let G ≤ Aut(T ) be a weakly branch group, and H a URS of G such
that FH is finite. Then there exists a level n such that the normal subgroup N = RG(n)
′
acts trivially on H, and the map H → Sub(G/N), H 7→ NH/N , is continuous and
finite-to-one. In particular if G is a branch group, then H is a finite URS.
Proof. If C ∈ F(∂T ) has a finite G-orbit, then the stabilizer of C in G is a finite
index subgroup of G, and Lemma 2.2 implies that C is clopen. So if the set FH is
finite, then it consists of clopen subsets of ∂T . It follows that for every C ∈ FH,
the set σ(C) ∈ P⊥(T ) consists of finitely many vertices. Thus we can find a level n
such that for every v ∈ L(n) and every C ∈ FH, we have either ∂Tv ⊂ C, or that
∂Tv ⊂ ∂Tw for some w ∈ σ(C). In particular for every H ∈ H we can find a partition
L(n) = P+H ∪P
−
H , where P
+
H consists of vertices v such that ∂Tv ⊂ Fix(H), and P
−
H of
vertices v such that ∂Tv ⊂ ∂Tw for some w ∈ σ(Fix(H)). Let N = RG(n)
′. The group
N acts trivially on H because for every H ∈ H and v ∈ L(n), either RG(v)
′ ≤ H (if
v ∈ P−H) or RG(v)
′ centralizes H (if v ∈ P+H).
Now given H ∈ H, it follows from the above desciption that NH =
∏
v∈P−
H
RG(v)
′×
H. From this we deduce that H 7→ NH is continuous and is injective in restriction to
each fiber of the map that associate to every H the corresponding partitions P+H ⊔P
−
H .
Since there are finitely many such fibers, this map is finite-to-one. Since the natural
map from Sub(G/N) to Sub(G) is a G-equivariant homeomorphism onto its image,
the statement follows.
If G is a branch group, the quotient G/N is virtually abelian by Lemma 5.4. Hence
the image of H in Sub(G/N) is finite, and therefore H is also finite. 
5.5. The main structure theorem for non-topologically free minimal actions.
In this section, we prove Theorem 5.17. In fact we will prove the following more general
theorem, which is the core of this section:
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Theorem 5.22. Let G ≤ Aut(T ) be a weakly branch group, X a minimal compact
G-space, and Φ: X → Sub(G) a lower semi-continuous G-equivariant map. Then the
following hold:
i) The map Ψ: X → F(∂T ), x 7→ Fix(Φ(x)), is continuous.
ii) There exists a continuous G-map σ : FX → P⊥(T ), where FX is the image of
Ψ, such that:
a) π⊥ ◦ σ = id, i.e. σ is a section of the projection π⊥;
b) for every x ∈ X and v ∈ σ(Fix(Φ(x))) we have RG(v)
′ ≤ Φ(x).
Remark 5.23. This theorem implies Theorem 5.17 by taking X = H a URS of G and
Φ: H →֒ Sub(G) the inclusion (which is thus continuous). The main advantage of
stating this result in this more general setting is that it also leads to a rigidity result
for non-topologically free minimal G-actions on compact spaces, by considering the
map Φ(x) = G0x. In particular, it implies that every non-topologically free minimal
action of G must factor onto a non-trivial closed G-invariant subspace of F(∂T ) (see
§5.6).
We will need the following elementary lemmas.
Lemma 5.24. Let G ≤ Aut(T ) be a weakly branch group. Let v ∈ T , and k ≥ 1.
Then there exists m = m(v, k) such that every orbit of the action of RG(v) on the mth
level of Tv has cardinality greater or equal than k.
Proof. By [BG02, Lemma 3.3] all te orbits of RG(v) in ∂Tv are infinite, so the statement
easily follows by compactness of ∂Tv. 
The following is a strenghtening of the previous lemma.
Lemma 5.25. Let G ≤ Aut(T ) be a weakly branch group. Let v ∈ T , and k ≥ 1.
Then there exists m = m(v, k) such that for every subgroup D of RG(v) of index at
most k in RG(v), the action of D
′ on the mth level of Tv does not fix any vertex.
Proof. By Lemma 5.24, there exists m′ depending only on v and k such that the
action of D on the m′-th level of Tv does not fix any vertex. For every w ∈ Tv, the
intersection D ∩ R(w) has index at most k in RG(w). Thus we can find m
′′(w) such
that the action of RG(v) ∩D on the m
′′(w) level of Tw does not fix any vertex. We
claim that m = m′ +maxwm
′′(w) (where the maximum is taken over w ∈ Tv at the
m′ level of Tv) satisfies the desired conclusion. Indeed let u ∈ Tv be at level m, and
let w ∈ Tv be the unique vertex above u at level m
′. By construction we can find
g ∈ D such that g(w) 6= w, as well as h ∈ RG(w) ∩ D such that h(u) 6= u. Then
the commutator [g, h] will satisfy [g, h](u) = h(u) 6= u, showing that D′ does not fix
u. 
The following proposition is the core of the proof of Theorem 5.22. This is the part
of the proof that is based on the results of Section 3.
Proposition 5.26. Let G be a subgroup of Aut(T ), X a minimal compact G-space,
and Φ: X → Sub(G) a lower semi-continuous G-map. For every x ∈ X and every ξ ∈
∂T that is not fixed by Φ(x), there exist a vertex w above ξ and a clopen neighbourhood
Z of x in X such that Φ(z) contains RG(w)
′ for every z ∈ Z.
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Proof. We choose h ∈ Φ(x) and v ∈ T above ξ such that h(v) 6= v. Let n be the level
of v and L the stabilizer of level n in G. Let Z be the closure of the L-orbit of x in
X. Then Z is a clopen subset of X and L acts minimally on Z (Lemma 2.2). By
lower semi-continuity of Φ, the set U = {z ∈ Z : h ∈ Φ(z)} is open in Z, so that by
minimality and compactness there exist γ1, . . . , γr ∈ L such that Z =
⋃
i γi(U).
Fix z ∈ Z. It follows that for every g ∈ L there is i such that gΦ(z)g−1 = Φ(g(z))
contains σi := γihγ
−1
i . That is, the set P = {σ1, . . . , σr} is confining for (Φ(z), L).
Note that by construction we have σi(v) = h(v) for every i = 1, . . . , r. Thus if we
set Ωσi = ∂Tv for every i, conditions (C1) and (C2) of Definition 3.5 are satisfied.
By applying Proposition 3.10 with n = 1 to the pair (Φ(z), L), we deduce that there
exists a subgroup Az of Φ(z) that fixes v and h(v), acts trivially on the complement of
∂Tv ⊔ ∂Th−1(v), and such that D(Az) := p∂Tv(Az) is a subgroup of RG(v) of index at
most r. Note that since D(Az) has finite index in RG(v), Lemma 5.25 implies that the
group D(Az)
′ does not fix the point ξ. As a consequence, there exists d ∈ D(Az) such
that ξ, d(ξ), d2(ξ) are pairwise distinct (indeed otherwise the image of the permutation
representation of D(Az) on the orbit of ξ would be an abelian 2-group, so that D(Az)
′
would fix ξ). Choosing a ∈ Az such that p∂Tv(a) = d, we see that Az (and hence
Φ(z)) also contains elements with this property. In particular this is true for z = x,
so that we could have chosen to begin with the element h and the vertex v so that
v, h(v), h2(v) are pairwise distinct. In the sequel we assume that this is the case.
Now we can apply the argument of the previous paragraph with h2 instead to h,
and we find for every z ∈ Z a subgroup Bz ≤ Φ(z) that fixes v and h
−2(v), acts
trivially on the complement of ∂Tv ∪ ∂Th−2(v), and such that D(Bz) := p∂Tv(Bz) is
a also a subgroup of index at most r in RG(v). Note that D(Az) ∩D(Bz) has index
at most r2 in RG(v), and thus contains a subgroup Cz which is normal in RG(v)
and has index at most (r2)! (observe that although Cz might depend non-trivially
on z ∈ Z, the bound on its index does not). For every c1, c2 ∈ Cz, we choose
a ∈ Az, b ∈ Bz such that p∂Tv(a) = c1 and p∂Tv(b) = c2. Using that a, b are supported
respectively in ∂Tv ⊔ ∂Th−1(v) and ∂Tv ⊔ ∂Th−2(v), and since h(v) 6= h
2(v), it follows
that [c1, c2] = [a, b] ∈ Φ(z). Since c1, c2 were arbitrary, this shows that the derived
subgroup C ′z is contained in Φ(z) for every z ∈ Z. Note also that C
′
z is still normal in
RG(v).
Since the index of Cz in RG(v) is bounded uniformly on z, by Lemma 5.25 we can
find a vertex w above ξ and below v which is moved by C ′z for every z ∈ Z. Applying
Lemma 4.4 to C ′z, we have that RG(w)
′ ≤ C ′z ≤ Φ(z), concluding the proof. 
Proposition 5.27. Let G be a subgroup of Aut(T ), X a minimal compact G-space
and Φ: X → Sub(G) a lower semi-continuous G-map. Then the map x 7→ Fix(Φ(x))
is continuous.
Proof. This map is upper semi-continuous by Lemma 2.1, so we only have to prove
lower semi-continuity. So given a vertex v ∈ T , we shall prove that the set Uv of points
x ∈ X such that Φ(x) fixes a point in ∂Tv is open in X. Let n be the level of v in T ,
and x ∈ Uv. Since the level stabilizer StG(n) preserves ∂Tv, it is clear that gx ∈ Uv
for all g ∈ StG(n). Since StG(n) has finite index in G, the closure in X of the orbit of
x, contains an open neighbourhood of x (Lemma 2.2). But by upper semi-continuity,
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the subset Uv is closed in X. It follows that Uv contains an open neighbourhood of x,
and hence Uv is open, as desired. 
We are now ready to prove Theorem 5.22.
Proof of Theorem 5.22. For simplicity in the proof we write Cx = Fix(Φ(x)) for x ∈
X. The continuity of the map x 7→ Cx has been established in Proposition 5.27. In
particular the image FX of this map is closed in F(∂T ). We now construct the map
σ : FX → P⊥(T ) satisfying the desired properties.
For every vertex v ∈ T , the set Uv = {C ∈ FX : C ∩ ∂Tv = ∅} is clopen in FX .
Let us denote by Ov = Uv \ Uv′ , where v
′ is the vertex above v: Ov is the clopen
subset of FX consisting of all C ∈ FX such that ∂Tv ∩ C = ∅ and so that ∂Tv is not
strictly contained in another cylinder subset with this property. We also denote by
OXv = {x ∈ X : Cx ∈ Ov} ⊂ X, i.e. the preimage of Ov under x 7→ Cx, which is a
clopen subset of X by continuity of x 7→ Cx. Finally for v ∈ T let us denote by Lv(n)
the nth level of the subtree Tv.
Note that for x ∈ OXv , the group Φ(x) does not admit fixed points in ∂Tv by
definition. Thus by Proposition 5.26 and by compactness of ∂Tv, we can find a neigh-
bourhood Vx ⊂ O
X
v of x, and an integer n(v, x) such for every z ∈ Vx, the group Φ(z)
contains
⊕
w∈Lv(n(v,x)
RG(w)
′. Using now compactness of the set OXv , we can find a
single integer n(v) such that
⊕
w∈Lv(n(v))
RG(w)
′ ≤ Φ(x) for every x ∈ OXv .
For C ∈ FX we denote by ΩC the set of vertices v such that C ∈ Ov, and we set
σ(C) :=
⋃
v∈ΩC
Lv(n(v)).
It follows from the definition and the fact that the sets Ov are clopen in FX that the
map C 7→ σ(C) is indeed continuous. Moreover for C ∈ FX we have
∂T \ C =
⊔
v∈ΩC
∂Tv =
⊔
v∈ΩC
⊔
w∈Lv(n(v))
∂Tw =
⊔
w∈σ(C)
∂Tw,
so that the map σ is indeed a section of π, i.e. satisfies π ◦ σ = id. Furthermore from
the definition of Lv(n(v)) it is clear that RG(σ(Cx))
′ ≤ Φ(x), so we have proved all
the desired properties. 
5.6. Factor maps to profinite G-spaces. Theorem 5.22 can be applied by choosing
Φ: X → Sub(G) to be the germ-stabilizer map Φ(x) = G0x, with X any minimal com-
pact G-space. Of course, its conclusion is interesting only when the germ-stabilizers
of the action are non-trivial, i.e. when the action is not topologically free. This
provides information on the structure of non-topologically free minimal compact G-
spaces. The main consequence is that any non-topologically free minimal action that is
faithful must factor onto a non-trivial profinite G-space, namely a subspace of F(∂T ):
Corollary 5.28. Let G ≤ Aut(T ) be a weakly branch group, and X be a compact
minimal G-space. Then at least one of the following hold:
i) The action of G on X is not faithful.
ii) The action of G on X is topologically free.
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iii) There exists a factor map from X to a compact minimal subset FX ⊂ F(∂T ),
with |FX | ≥ 2. In particular, X factors onto a non-trivial profinite G-space.
Proof. We apply Theorem 5.22 to the map Φ(x) = G0x. Letting Cx be the set of fixed
points of G0x, we have that FX = {Cx : x ∈ X} is a factor of X, and is a compact
minimal G-invariant subset of F(∂T ). If |FX | ≥ 2, then we are in case iii). Assume
that |FX | = 1. Since the action of G on ∂T is minimal, the only fixed point for the
action of G on F(∂T ) are ∂T and ∅, so that FX = {∂T} or FX = {∅}. In the first
case, we have that for every x ∈ X the subgroup G0x must fix the whole ∂T , so that
G0x = {1}. Thus, the action is topologically free and case ii) holds. If instead FX = ∅,
then there exists a collection of vertices V := V∅ ∈ P⊥(T ) such that ∂T =
⊔
v∈V ∂Tv
and RG(V)
′ ≤ G0x for every x ∈ X. From this we deduce that there exists n such that
the normal subgroup RG(n)
′ acts trivially on X, so case i) holds. 
The existence of a factor map to a profinite G-space is a quite restrictive condition.
For example, it has the following consequence. Recall that the action of a group G on
a compact space X is proximal if for every pair of points x, y ∈ X there exists a net
(gi) in G such that (gix) and (giy) converge to the same limit in X. The action of G
on X is weakly mixing if the diagonal G-action on X×X is topologically transitive.
Corollary 5.29. Let G be a weakly branch group, and X be a minimal compact G-
space on which the G-action is faithful. If the action of G on X is proximal, or weakly
mixing, then it is topologically free.
Proof. The properties of proximality and weak mixing pass to factors, and a non-
trivial profinite G-space never satisfies them, so the statement follows from Corollary
5.28. 
The profinite factor FX in case iii) of Corollary 5.28 may or may not be finite. The
folllowing statement provides an interpretation of when it is. Roughly speaking, if
FX is finite, then a combination of cases i) and ii) in Corollary 5.28 must hold, in
the sense that there exists a clopen partition of X that is invariant under a normal
subgroup RG(n) ≃
∏
v∈L(n)RG(v) and such that the action of RG(v) on each piece of
this partition is either not faithful or topologically free. See §6.2 for an application of
this statement.
Corollary 5.30. Let G ≤ Aut(T ) be a weakly branch group. For every minimal
compact G-space X, one of the following hold.
i) There exists a continuous G-map from X to an infinite closed minimal invari-
ant subset FX ⊂ F(∂T ). In particular X factors onto an infinite profinite
G-space.
ii) There exist a clopen partition X = X0⊔· · ·⊔Xk and n ≥ 1 and such that each
Xi is invariant under the level stabilizer StG(n), and for every vertex v ∈ L(n)
and i = 1, ..., k, exactly one of the following holds:
– the derived subgroup RG(v)
′ acts trivially on Xi;
– ∂Tv ⊂ Fix(G
0
x) for every x ∈ Xi. In particular the action of RG(v) on
Xi is topologically free.
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Proof. The proof is similar to the proof of Corollary 5.21. We apply Theorem 5.22
to the map Φ(x) = G0x. If FX is finite, then it consists of clopen subsets, and as
in the proof of Corollary 5.21 we can find a level n, and for every x ∈ X a parition
L(n) = P+x ⊔ P
−
x such that for every x ∈ X we have RG(v)
′ ≤ G0x for x ∈ P
+
x , and
∂Tv ⊂ Fix(G
0
x) if x ∈ P
−
x . We then let X = X0 ⊔ · · · ⊔Xk be the partition of X into
fibers of the map that to x associates (P−x ,P
+
x ), which is continuous. Each fiber of this
map is clearly StG(n) invariant (hence RG(n)-invariant) and satisfies the conclusion
by construction. Note that if (v, i) are such that ∂Tv ⊂ Fix(G
0
x) for x ∈ Xi, then
RG(v) ∩G
0
x = {1}, so that the action of RG(v) on Xi is topologically free. 
5.7. Micro-supported actions. As an another application of Theorem 5.22, let
us show how it recovers the following reconstruction theorem proven in [LN02] (see
[Nek05, Th. 2.10.1] for the following version).
Corollary 5.31 (Lavreniuk-Nekrashevych). Suppose that a group G admits two faith-
ful and weakly branch actions on rooted trees T1 and T2. Then there exists a G-
equivariant homeomorphism ∂T1 → ∂T2.
Proof. The map φ1 : ∂T2 → F(∂T1), ξ 7→ Fix∂T1(G
0
ξ), is lower semi-continuous, so
that we can invoke Theorem 5.22. Fix ξ ∈ ∂T2. If G
0
ξ does not fix any point in ∂T1,
then by the theorem there would exist a finite set V of independent vertices such that
the disjoint union of ∂(T1)v for v ∈ V is equal to ∂T1, and RG(v)
′ ≤ G0ξ for all v ∈ V.
That would imply that G0ξ contains the derived subgroup of the rigid stabilizer in
G of some level n in T1, which is impossible. Hence there exists x ∈ ∂T1 such that
G0ξ ≤ Gx. By Lemma 5.3 we have Gx ≤ Gξ (because otherwise Gx would contain a
non-trivial normal subgroup of G), and again by the same lemma we have Gξ ≤ Gx.
Hence Gx = Gξ , and it follows that the point x is the only point in ∂T1 that is fixed
by Gξ. So we have shown that for every ξ ∈ ∂T2, there exists a unique x ∈ ∂T1 that
is fixed by Gξ.
Assume for a moment that the group G is countable. That assumption implies that
there is a dense Gδ-subset of regular points in ∂T2, ie. points ξ such that Gξ = G
0
ξ .
For such a point we have that G0ξ fixes a unique point in ∂T1 by the above paragraph.
Together with continuity of the map φ1, this implies that φ1 actually takes values in
∂T1, so that φ1 is a continuous G-map φ1 : ∂T2 → ∂T1. Now by symmetry we also
have φ2 : ∂T1 → ∂T2, so that ψ = φ1 ◦ φ2 : ∂T1 → ∂T1 is an endomorphism of the
G-space ∂T1. Since the G-action on ∂T1 is micro-supported, ψ must be the identity.
So φ1, φ2 are homeomorphisms, as desired.
If now G is not countable, then we can find a countable subgroup Γ of G such that
the actions of Γ on T1 and T2 are weakly branch. By the same argument as above we
can find ξ such that Γ0ξ fixes a unique point in ∂T1. But then G
0
ξ also fixes a unique
point in ∂T1 since Γ
0
ξ ≤ G
0
ξ , and hence the previous argument applies for G. 
Our present goal is now to explain a result about general micro-supported actions
of weakly branch groups. We need some terminology. Let G be a group, and X,Y
compact G-spaces. An extension π : Y → X is highly proximal if for every non-
empty open subset U ⊆ Y , there exists x ∈ X such that π−1(x) ⊆ U . When X,Y are
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minimal, π : Y → X is highly proximal if and only if for every x ∈ X, the fiber π−1(x)
is compressible, in the sense that there exists y ∈ Y such that for every neighbourhood
V of y, there is g ∈ G such that g(π−1(x)) ⊂ V [AG77]. We say that two compact
G-spaces X1,X2 are highly proximally equivalent if X1 and X2 admit a common
highly proximal extension [AG77].
For a compact G-space X, we denote by X˜ the Stone space of the Boolean algebra
R(X) of regular open subsets of X. Note that X˜ is also a compact G-space. The
map π : X˜ → X, which associates to every ultrafilter on R(X) its limit in X, is a
continuous and surjective G-map, and is highly proximal.
Recall that if a group G admits faithful and micro-supported actions on two com-
pact spaces X1,X2, then a theorem of Rubin [Rub96] asserts that there exists a G-
equivariant isomorphism between R(X1) and R(X2), or equivalently a G-equivariant
homeomorphism between X˜1 and X˜2, so that X1,X2 are highly proximally equiva-
lent. Since a highly proximal extension of a micro-supported G-space remains micro-
supported (see [CLB20, Proposition 2.3]), Rubin theorem implies that for every group
admitting a faithful and micro-supported action on a compact space, there exists a
(necessarily unique) universal compact G-space on which the G-action is faithful and
micro-supported which factors onto every compact G-space on which the G-action
is faithful and micro-supported. Hence there always exists a largest object among
faithful and micro-supported G-spaces.
The goal of this paragraph is to exhibit sufficient conditions ensuring that a similar
beavior happens “at the bottom”, in the sense that there exists a smallest object among
faithful and micro-supported G-spaces (see Corollary 5.34). This will apply to weakly
branch groups, providing a companion of Corollary 5.31 (see Corollary 5.35).
Particular instances of the two following results already appeared in [LBMB18, §4].
Recall from §2.3 that if X is a minimal compact G-space, SG(X) is the stabilizer URS
associated to X.
Lemma 5.32. Let G be a group, X a minimal compact G-space and H a URS of G.
For x ∈ X, let Hx be the set of H ∈ H such that G
0
x ≤ H ≤ Gx. Then:
i) The map x 7→ Hx is upper semi-continuous.
ii) If H = SG(X) then H = ∪xHx.
Proof. The verification of upper semi-continuity is routine, and we leave it to the
reader. Suppose H = SG(X), and let H ∈ H. Then there exists (xi) such that Gxi
converges to H, and we easily verify that H ∈ Hx for every accumulation point x of
(xi). 
Proposition 5.33. Let G be a group and X a minimal compact G-space on which
the G-action is faithful and with the property that for every ξ1 6= ξ2 ∈ X , the subgroup
generated by G0ξ1 and G
0
ξ2
contains a non-trivial normal subgroup of G. Let X a
minimal compact G-space such that SG(X) = SG(X ). Then X factors onto X .
Proof. Let H = SG(X) = SG(X ). According to Lemma 5.32 we have H = ∪xHx =
∪ξHξ, and by our assumption on the G-action on X we have that the sets Hξ are
pairwise disjoint.
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We claim that for every x, there exists ξ (necessarily unique) such that Hx ⊆ Hξ.
Indeed if H,K ∈ Hx are such that H ∈ Hξ1 and K ∈ Hξ2 , then Gx contains G
0
ξ1
and G0ξ2 because it contains H and K, and hence we deduce that ξ1 = ξ2. We define
φ(x) = ξ.
That φ is G-equivariant is clear. In order to see that it is continuous, it is enough
to see that whenever (xi) converges to x and (φ(xi)) converges to η, then φ(x) = η.
Without loss of generality we may assume that Hxi and Hφ(xi) converge respectively
to K and L, and clearly K ⊆ L. Moreover by upper semi-continuity of x 7→ Hx and
η 7→ Hη (Lemma 5.32), we have K ⊆ Hx and L ⊆ Hη, so that K ⊆ Hx ∩ Hη. In
particular Hx ∩Hη is not empty, which by definition implies φ(x) = η, as desired. So
the proof is complete. 
Corollary 5.34. Let G be a group and X a faithful and micro-supported minimal
compact G-space, with the property that for every ξ1 6= ξ2 ∈ X , the subgroup generated
by G0ξ1 and G
0
ξ2
contains a non-trivial normal subgroup of G. Then the faithful and
micro-supported minimal compact G-spaces are exactly the highly proximal extensions
of X .
Proof. Every highly proximal extension of X is a faithful and micro-supported mini-
mal G-space. Conversely, let X be a faithful and micro-supported minimal G-space.
According to Rubin theorem [Rub96], X and X are highly proximally equivalent.
Since two highly proximally equivalent G-spaces give rise to the same stabilizer URS,
we have SG(X) = SG(X ). Hence Proposition 5.33 applies and provides a factor
map π : X → X , and we shall check that this map is highly proximal. Let U be a
non-empty open subset of X. Since the rigid stabilizer RG(U) is non-trivial and the
G-action of X is faithful, we can find ξ ∈ X and g ∈ RG(U) such that g(ξ) 6= ξ. Hence
the fiber π−1(x) is such that g(π−1(x)) is disjoint from π−1(x). Since g is supported
in U we must have π−1(x) ⊂ U , and hence π : X → X is indeed a highly proximal
extension. 
This applies to weakly branch groups by Lemma 5.3, and we obtain:
Corollary 5.35. Let G ≤ Aut(T ) be a weakly branch group. Then the faithful and
micro-supported minimal compact G-spaces are exactly the highly proximal extensions
of ∂T .
6. Groups acting on rooted trees II: rigidity of actions with small
Schreier graphs
In this section we give give further applications of the results of the previous sections
to rigidity results for actions of finitely generated (weakly) branch groups. A common
feature of all results in this section is that they rely on the study of the geometry of
graphs of actions. We refer the reader to §2 for the necessary terminology concerning
graphs of group actions. The general principle is that if a finitely generated branch
group G ≤ Aut(T ) acts on a set X with sufficiently “nice” graphs, then the action of
X must be tightly related to the action on ∂T (in a sense that will be specified in each
situation). This is used to to prove rigidity results for certain types of actions and
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for embeddings of G into other groups of homeomorphisms and of automorphisms of
rooted trees.
6.1. Orbital growth of actions of branch groups. In this subsection we prove
that if G ≤ Aut(T ) is a finitely generated branch group, then for every faitfhul action
of G on a set X, the growth of the graph of the action (see below for a definition)
must be bounded below by the one of the action on the boundary ∂T .
Let us recall some terminology. Given two functions f, g : N → N, we write f  g
if there is C > 0 such that f(n) ≤ Cg(Cn), and f ∼ g if f  g and g  f . Let Γ be
a graph of bounded degree (not necessarily connected). The uniform growth of Γ
is the function
volΓ(n) = sup
v∈Γ
|BΓ(v, n)|,
where BΓ(v, n) is the ball of radius n around v.
If G = 〈S〉 is a finitely generated group and X a G-set, the orbital growth of the
action volG,X of G on X is the uniform growth of the graph Γ(G,X) of the action of
G on X (with respect to the generating set S):
volG,X(n) := volΓ(G,X)(n).
Since two finite generating subsets S, S′ give rise to bi-Lipschitz graphs, the equivalence
class of volG,X with respect to ∼ does not depend on the choice of S. This justifies
that we omit S in the notation. Note that we do not require the action of G on X
to be transitive; in particular the function volG,X can be unbounded even if every
individual G-orbit in X is finite.
The following lemma is immediate from the definitions.
Lemma 6.1. Let G be a finitely generated group acting on a set X and H ≤ G be a
finitely generated subgroup. Then volH,X  volG,X .
If X is a compact space and the action of G on X is minimal, the orbital growth
of the action is equal to the orbital growth of each of its orbital graphs:
Lemma 6.2. Let G be a finitely generated group acting minimally on a Hausdorff
space X. Then the orbital growth volG,X of the action satisfies volG,X = volΓ(G,x) for
every x ∈ X. In particular volΓ(G,x) does not depend on the point x ∈ X.
Proof. It is obvious that for every n ∈ N we have volΓ(G,x)(n) ≤ volG,X(n) for every
x ∈ X, so let us prove the converse. Set m = volG,X(n). By definition, we can find
a point y ∈ X such that |BΓ(G,y)(n, y)| = m. Thus there exists g1, . . . , gm ∈ G with
word length ≤ n in the generating set S such that g1(y), . . . , gm(y) are pairwise dis-
tinct. Choose an open neighbourhood U of y such that g1(U), . . . , gm(U) are pairwise
disjoint. By minimality there exists z ∈ U in the same orbit of x. Then the points
g1(z), . . . , gm(z) are pairwise distinct. This shows that |BΓ(G,x)(n, z)| ≥ m, so that
volΓ(G,x)(n) ≥ m = volG,X(n). 
The main result of this subsection is the following:
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Theorem 6.3. Let G ≤ Aut(T ) be a finitely generated branch group. Then for ev-
ery G-set X on which G acts faithfully, the orbital growth volG,X satisfies volG,X 
volG,∂T .
Proof. Let X ⊂ Sub(G) be the closure of the stabilisers Gx, x ∈ X. For every x ∈ X,
the growth volΓ(G,x) of the orbital Schreier graph associated to x satisfies volΓ(G,x) 
volG,X , with constants uniform on x. It follows that the Schreier graph of every H ∈ X
also satisfies volΓ(G,H)  volG,X , since every ball in Γ(G,H) is isomorphic to a ball in
Γ(G,x) for some x.
Let H ∈ X that is a URS of G. By Corollary 5.19, either there exists a point ξ ∈ ∂T
such that H fixes ξ, or there exists a level n such that H contains RG(n)
′. Assume
towards a contradiction that no URS H ∈ X fixes a point in ∂T . Given an arbitrary
subgroup K ∈ X , the closure of the G-orbit of K contains a URS, so we can find a
sequence (gi) such that (giKg
−1
i ) converges to some H ∈ X which is a URS. By our
assumption, there exists n such that RG(n)
′ ≤ H. But RG(n)
′ is finitely generated
by Theorem 5.5, so that the set of subgroups that contain it is open in Sub(G). We
deduce that giKg
−1
i contains RG(n)
′ for i large enough, and since RG(n)
′ is normal,
we actually have RG(n)
′ ≤ K. It folliws that if we set Un = {H ∈ X : RG(n)
′ ≤ H},
then Un ⊂ Un+1 and the sets (Un) form an open cover of X . Thus by compactness
there exists n such that RG(n)
′ ≤ K for every K ∈ X . In particular RG(n)
′ ≤ Gx for
every x ∈ X, and we have reached a contradiction since the action on X is supposed
to be faithful.
Hence it follows that there must exist a URS H ∈ X and ξ ∈ ∂T such that
H ≤ Gξ. This implies that volΓ(G,H)  volΓ(G,ξ) = volG,∂T (Lemma 6.2). Since
volG,X  volΓ(G,H), this terminates the proof. 
Remark 6.4. Theorem 6.3 admits an equivalent reformulation in terms of embeddings
of G into wobbling groups. Recall that the wobbling group of a graph ∆ is the group
W (∆) of all permutations σ of the vertex set of∆ which have bounded displacement in
the sense that supv∈∆ d∆(σ(v), v)) <∞, where d∆ is the simplicial distance. Theorem
6.3 implies that if G is a finitely generated branch group, and if ∆ is a graph such that
vol∆  volG,∂T , then every homomorphism ρ : G→W (∆) has virtually abelian image.
Indeed it is not difficult to see that for every finitely generated subgroup H ≤ W (∆)
the graph of the action of H on ∆ is Lipchitz embedded in ∆, and thus its growth is
bounded above by vol∆.
As a concrete application of Theorem 6.3, observe that it provides an invariant to
show the non-existenve of embeddings of G into other groups, using Lemma 6.1.
Corollary 6.5. Let G ≤ Aut(T ) be a finitely generated branch group. Let H be a
finitely generated group, and assume that H admits a faithful action on a set X such
that volH,X  volG,∂T . Then every homomorphism ρ : G → H has virtually abelian
image.
As another application of Theorem 6.3, consider the following group property, de-
fined in [MB18, Definition 1.12].
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Definition 6.6. Let λ : N→ N be a function. A finitely generated group G is said to
have property FGλ if for every action of G on a set X either volG,X  λ, or the image
of G in Sym(X) is finite.
Remark 6.7. Definition 1.12 in [MB18] is formulated in a different terminology, which
also applies to non-finitely generated groups, however for finitely generated groups it
is equivalent to the previous one by [MB18, Prop. 8.1]
It is a well-known observation that if G has Kazhdan’s property (T ), then it has
property FGexp, where exp: N → N is the exponential function (this remark is at-
tributed to Kazhdan in [Gro93a, Remark 0.5 F]). This follows from the fact that if a
group G acts on a set X with volG,X(n) ≁ exp(n), then the G action on every orbit
preserves an invariant mean (i.e. a finitely additive probability measure). For the
same reason, if a group G has property FM in the sense of Cornulier [Cor15], i.e. if
every G-action with an invariant mean has a finite orbit, then G has property FGexp
[Cor15, Th. 7.1] (note that property (T) implies property FM). It is shown in [MB18,
§8] that there exists groups with property FGexp but not property FM, and also that
there exists groups that have property FGλ, where λ is sharp and varies in a vast class
of subexponentially growing functions. These examples are obtained using topological
full groups of étale groupoids. The following corollary of Theorem 6.3 shows that the
class of branch groups is also a source of examples of groups enjoying this property.
Corollary 6.8. Let G ≤ Aut(T ) be a just-infinite finitely generated branch group,
and let λ = volG,∂T . Then G has property FGλ.
6.2. Actions of weakly branch groups with polynomially growing orbits and
interval exchange transformations. Recall that using Theorem 5.22, in §5.6 we
associated to every minimal and non topologically free action of a weakly branch
group G on a compact space X, a continuous G-equivariant map from X to F(∂T ).
The following result asserts that when the orbital growth of the action of G on X is
bounded above by a polynomial, then the image of this map is infinite.
Theorem 6.9. Let G ≤ Aut(T ) be a finitely generated weakly branch group, and X be
a minimal compact G-space on which G acts faithfully. Assume that the orbital growth
of the action satisfies volG,X(n)  n
d for some d ≥ 1. Then there exists a continuous
G-equivariant map q : X → F(∂T ) with infinite image. In particular X factors onto
an infinite profinite G-space.
Proof. According to Corollary 5.30 applied to the action of G on X, it is enough
to show that case ii) in the conclusion of Corollary 5.30 cannot hold in the present
situation. We argue by contradiction and assume that there exist r ≥ 1 and a clopen
partition X = X1 ⊔ · · · ⊔ Xk that is invariant under StG(r) and that satisfies the
conclusion ii) of Corollary 5.30. The subgroup RG(v)
′ cannot act trivially on every
Xi, so we can choose v ∈ L(r) and i = 1, · · · , k such that ∂Tv ⊂ Fix(G
0
x) for every
x ∈ Xi. We fix v and i, and we also choose a point y ∈ Xi such that G
0
y = Gy.
Let πv : StG(r)→ Aut(Tv) be the map obtained by restricting the action of StG(r)
on Tv, and let Kv := πv(StG(r)). Note that since StG(r) has finite index in G,
it is finitely generated, and thus so is Kv. We fix a finite generating subset S of
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StG(r) and consider the corresponding generating subset πv(S) of Kv, that we use to
compute the growth volKv . We will show that volKv must be polynomial, and derive
a contradiction.
Fix n and let m = volKv(n). Let h1, · · · , hm be an enumeration of the ball of radius
n in Kv. For every i = 1, . . . ,m choose a representation hi = πv(s1 · · · sℓ) as a product
of generators of minimal length and set gi = s1 · · · sℓ be the corresponding element of
G. If i 6= j then giy 6= gjy since gig
−1
j projects to hih
−1
j 6= 1, thus does not fix ∂Tv,
while ∂Tv ⊂ Fix(G
0
y) = Fix(Gy). Since volG,X  n
d, and each gi has length at most
n in the generating set S of StG(r), we deduce that
volKv(n) = m = |{g1y, . . . , gmy}| ≤ Cn
d
for some constant C = C(S) independent of n. Thus the group Kv has polynomial
growth, and hence must be virtually nilpotent by Gromov’s theorem [Gro81]. But it
is easy to check that Kv cannot be virtually nilpotent (alternatively, this also follows
from Lemma 4.2). This provides a contradiction, and concludes the proof. 
We now describe an application in the setting of interval exchange transformations.
An interval exchange transformation is a left-continuous permutation of R/Z, with
finitely discontinuity points, and which coincides with a translation in restriction to
every interval of continuity. Interval exchange transformations form a group, denoted
by IET. For a countable subgroup Λ of R/Z, we also define IET(Λ) to be the subgroup
of IET consisting of elements whose discontinuity points belong to Λ, and that are
given by translations by an element of Λ in restriction to every interval of continuity.
The dynamics of iterations of one interval exchange transformation is a classical and
well-developed topic, see [Via06] for a survey. More recently there has been interest in
the study of actions of more general groups by interval exchanges. A central question
in the field is to understand which finitely generated groups can act faithfully by
interval exchanges. It turns out that the subgroup structure of IET appears to be
more restricted than it might look, although few explicit obstructions are currently
known. For example, Novak proved that a finitely generated subgroup of IET cannot
have a distorted infinite cyclic subgroup [Nov09], and Dahmani-Fujiwara-Guirardel
[DFG17] proved that a finitely generated torsion-free solvable subgroup of IET is
virtually abelian (in contrast, they also show that there are uncountably many non-
isomorphic finitely generated solvable subgroups of IET containing torsion [DFG17]).
Another subgroup obstruction comes from work of Cornulier [Cor18], which implies
that if G group with property FW (see [Cor18]), then every homomorphism from G
to IET has finite image.
Note that every finitely generated subgroup G of IET is a subgroup of IET(Λ)
for some finitely generated dense subgroup Λ of R/Z, so that it is natural to study
how the subgroup structure of IET(Λ) depends on Λ. It was proven in [JMBMS18]
that if rkQ(Λ) ≤ 2, then the group IET(Λ) is amenable, generalising a result of
Juschenko and Monod [JM13] which implies the same result in the case rkQ(Λ) = 1.
Here rkQ(Λ) denotes the rational rank of the abelian group Λ, which is defined as
rkQ(Λ) = dimQ(Λ⊗Z Q). A result of the second author in [MB18] classifies the pairs
(Λ,∆) such that IET(Λ) can be embedded into IET(∆).
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In contrast with these results, several basic questions remain open. In particular it is
not known if the whole group IET is amenable [Cor14], and if non-abelian free groups
can embed into IET (a question attributed to Katok in the litterature [DFG13]). It
is also not known whether IET can contain infinite finitely generated periodic groups,
or if it can contain finitely generated groups with intermediate growth.
As an application of Theorem 6.9, we will prove the following:
Theorem 6.10. Let G ≤ Aut(T ) be a finitely generated weakly branch group. Then
G does not admit a faithful action on R/Z by interval exchange transformations.
We need some preliminaries on the dynamics of actions of finitely generated sub-
groups of IET. Since every finitely generated subgroup of IET is contained in IET(Λ)
for some finitely generated subgroup Λ < R/Z, without loss of generality we will
consider finitely generated subgroups of IET(Λ).
We first recall that although the action of IET(Λ) on R/Z is not continuous, the
group IET(Λ) can be viewed as a group of continuous transformations via the following
well-known “doubling trick”. Let XΛ be the space obtained from R/Z by replacing
each point λ ∈ Λ ⊂ R/Z with two copies [λ]−, [λ]+. Endow XΛ with the natural
circular order induced by the circular order on R/Z, by replacing each λ with a pair
of adjacent elements [λ]−, [λ]+. The topology induced by this circular order turns
XΛ into a compact space homeomorphic to a Cantor set. The group IET(Λ) acts
on XΛ, by letting it act as usual on (R/Z \ Λ) ⊂ XΛ, and extending its action by
continuity to points of the form [λ]±. Explicitly, for every g ∈ IET and recalling that
g is left-continuous on R/Z, we have g([λ]−) = [g(λ)]− and g([λ]+) = [g˜(λ)]+, where
g˜ is the unique right-continuos map which coincides with g away from its points of
discontinuity.
We will need the following well-known observation, which can be found e.g. in
[DFG13, Lemma 6.3]. Recall that the rational rank of Λ is defined as rkQ(Λ) is the
rank of its torsion-free part. We also recall from §6.1 that volΓ(n) is the (uniform)
growth of a graph Γ.
Lemma 6.11. Assume that Λ < R/Z is finitely generated, and set d := rkQ(Λ). Then
for every finitely generated subgroup H ≤ IET(Λ) and every point x ∈ XΛ, the growth
of the orbital graph Γ(H,x) satisfies volΓ(H,x)(n)  n
d.
The following result is due to Imanishi [Ima79]. For the following formulation, see
[DFG17, Corollary 2.4].
Theorem 6.12 (Imanishi [Ima79], see Corollary 2.4 in [DFG17]). Let Λ ≤ R/Z be a
countable subgroup and G ≤ IET(Λ) be finitely generated. Then there exists a unique
decomposition XΛ =W1 ⊔ · · · ⊔Wk ⊔ Z into G-invariant clopen subsets such that:
i) the action of G on each of the sets W1, · · · ,Wk is minimal;
ii) the action of G on Z factors through a finite quotient of G.
Remark 6.13. The statement of Corollary 2.4 in [DFG17] is given in terms of the
actions on R/Z but it is straightforward to translate it in terms of the action on XΛ
as above.
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The sets Wi will be called the minimal components of G, and the set Z its
periodic component. We also need the following definition.
Definition 6.14. A group G ≤ IET(Λ) is unfragmentable if the following hold
i) The action of G on its periodic component is trivial.
ii) Every finite index subgroupH < G acts minimally on the minimal components
of G (thus the minimal components of H coindide with those of G.)
The above definition is given by Dahmani, Fujiwara, and Guirardel in [DFG17],
who prove the following improvement of Imanishi’s theorem [DFG17, Theorem 2.11].
Theorem 6.15 (Dahmani–Fujiwara–Guirardel). Every finitely generated subgroup
G ≤ IET(Λ) has a finite index subgroup G0 ≤ G which is unfragmentable.
We will use this result via the following corollary.
Corollary 6.16. Let G be a finitely generated subgroup of IET(Λ), and Wi ⊂ XΛ be
a minimal component of G. Then Wi cannot factor onto an infinite profinite G-space.
Proof. Otherwise, by Proposition 5.1 there would exist a rooted tree T on which G acts
level-transitively and such that ∂T is infinite, and a continuous surjective equivariant
map q : Wi → ∂T . Let G0 ≤ G be an unfragmentable subgroup of finite index. Then
Wi is can be written as a disjoint union Wi =W
′
1⊔· · ·⊔W
′
ℓ of minimal components of
G0. Let H be an arbitrary finite index subgroup of G. Since H ∩ G0 acts minimally
on each of the sets W ′j, every closed H-invariant subset of Wi must be the union of
finitely many sets W ′j. In particular, whenever Wi = C1 · · · ⊔ · · ·Cr is a partition into
H-invariant clopen non-empty subsets, we must have r ≤ ℓ.
Now since the tree T has an infinite boundary, we can choose a level n such that
r := |LT (n)| > ℓ. Set H = StG(n). Then ∂T = ⊔v∈LT (n)∂Tv is a partition into r
clopen H-invariant non-empty subsets. Their preimage under q gives an H-invarint
partition of Wi of cardinality r > ℓ, which contradicts the previous paragraph. 
Proof of Theorem 6.10. Assume for a contradiction that there exists an embedding of
G into IET. Then G actually embeds in IET(Λ) for some finitely generated subgroup
Λ < R/Z. Let XΛ =W1⊔· · ·⊔Wk⊔Z be the decomposition into minimal and periodic
components (see Theorem 6.12). We claim that there exists a minimal component Wi
on which G acts faithfully. Indeed if this is not the case, and since the action on
Z is also not faithful, by Lemma 5.4 we can find n1, · · · , nk, nZ such that RG(ni)
′
acts trivially on Wi for i = 1, · · · , k, and RZ(nZ)
′ acts trivially on Z. Thus RG(m)
′
acts trivially on XΛ for m = max{n1, · · · , nk, nZ}, contradicting that the action of G
is faithful. Without loss of generality, we assume that G acts faithfully on W1. By
Lemma 6.11 and Theorem 6.9, the action of G on W1 must factor onto an infinite
profinite G-space. This is in contraction with Corollary 6.16 
Remark 6.17. The following example shows that finite generation is a necessary as-
sumption in Theorem 6.10. Consider the regular tree of words T indexed by the
alphabet E = {1, · · · , d} (see §6.3.4 for the terminology), and let G ≤ Aut(T ) be the
group of finitary automorphisms, i.e. automorphisms g ∈ Aut(T ) such that the section
g|v is non-trivial only for finitely many vertices v ∈ T . Then G is a countable locally
36 ADRIEN LE BOUDEC AND NICOLÁS MATTE BON
finite branch group, and it is not difficult to see that G is isomorphic to a subgroup
of the group IET(Λ) for Λ = Z[1/d]/Z.
Remark 6.18. For example, Theorem 6.10 implies that the Grigorchuk group G does
not embed in the group IET. This can be compared with the fact that the Grig-
orchuk group shares some dynamical features with subgroups of IET. For instance
the Schreier graphs of the natural action of the Grigorchuk groups on the boundary
of its defining tree have linear growth [BG02] (compare with Lemma 6.11). This is
used in [MB15] to observe that it can be embedded in the topological full group of a
minimal subshift. As observed in [Cor14], the group IET also contains the topological
full groups of a family of minimal subshifts, for instance Sturmian subshifts (in our
notation these correspond to the subgroups IET(Λ) when Λ = 〈α〉 for an irrational
element α ∈ R/Z). Moreover, the subshift associated to Grigorchuk group shares with
Sturmian subshifts the property to have linear word complexity (see [MB15]). We also
point out that the Grigorchuk group admit a natural description as a group of interval
exchanges with an infinite number of discontinuities (this is actually the point of view
taken in Grigorchuk’s original article [Gri84]).
6.3. Rigidity of embeddings into groups of homeomorphisms via graphs of
germs. The goal of this subsection is to prove a rigidity result for embeddings of
finitely generated branch groups G into a class of groups of homeomorphisms. We
show that if H is a finitely generated group of homeomorphisms of a compact space
X and if the graphs of germs of Γ˜(H,x) of the action of H satisfy a suitable one-
dimensionality condition, then every group embedding ρ : G → H must be spatially
realized in the following sense: if Y ⊂ X is the essential support of ρ(G) (defined
below), then the action of G on Y induced by ρ factors onto its natural action on ∂T .
See Theorem 6.24.
In §6.3.3 we illustrate Theorem 6.24 with a class of groups that we call strongly
bounded type, essentially defined by Juschenko–Nekrashevych–de la Salle [JNS16] (see
Theorem 6.32). The class of groups of strongly bounded type includes in particular
groups of bounded automorphisms of rooted trees [Nek10] (e.g. groups generated by
finite-state bounded automata), which contain many well-studied examples of weakly
branch groups acting on rooted trees (see §6.3.4), as well as other groups of homeo-
morphisms of Cantor sets such as topological full groups (see §6.3.5). In particular
every embedding from a finitely generated branch group G ≤ Aut(T ) to a group of
strongly bounded type gives rise to a factor map onto ∂T (Theorem 6.32).
6.3.1. The essential support. Let G ≤ Aut(T ) be a branch group, and X a compact
G-space. Recall that every non-trivial normal subgroup of G contains RG(n)
′ for some
n, by Grigorchuk’s lemma (Lemma 5.4). For every n the support SuppX RG(n)
′ is
a closed G-invariant subset, and the action of G on its complement factors via an
action of the virtually abelian quotient G/RG(n)
′. Thus, it is natural to restrict the
attention to the action on SuppX RG(n)
′. Since the groups RG(n) form a decreasing
sequence, we have a sequence of closed G-invariant subsets of X:
SuppX(RG(n)
′) ⊃ SuppX(RG(n+ 1)
′) ⊃ SuppX(RG(n + 2)) ⊃ · · ·
This leads to the following definition.
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Definition 6.19. Let G ≤ Aut(T ) be a branch group and X be a compact G-space.
The essential support of the action of G on X is the set
Y :=
⋂
n≥1
SuppX(RG(n)
′).
Note that the essential support Y is closed and G-invariant, and by compactness
Y = ∅ if and only if there exists n ≥ 1 such that SuppX(RG(n)
′) = ∅, if and only if
the action of G on X factors via a virtually abelian quotient G/RG(n)
′. In particular
if Y 6= ∅, then the action of G on Y is faithful.
6.3.2. Actions with finite-dimensional graphs of germs. We will use the following no-
tion of dimension of a graph.
Definition 6.20. For a bounded degree graph Γ, we define the Lipschitz euclidean
dimension of Γ, denoted dimLE(Γ) ∈ [0,∞], as the supremum over all d such that
there exists a Lipschitz map Nd → Γ whose fibers have uniformly bounded cardinality.
Remark 6.21. If a graph Γ has volume growth bounded above by a polynomial of
degree d, then dimLE(Γ) ≤ d. It is also worth mentioning that dimLE(Γ) is bounded
above by the asymptotic dimension of Γ [Gro93b] (although we will not use asymptotic
dimension directly). This follows from the fact that Nd has asymptotic dimension
d, and from the observation that asymptotic dimension behaves monotonically for
Lipschitz maps with uniformly bounded fibers between graphs of bounded degrees
(see [BST12, §6] or [MB18, Prop. 2.5]).
The following lemma is straightforward from Definition 6.20, and we omit the proof.
Lemma 6.22. Let Γ and ∆ be graphs of bounded degree. Assume that there exists a
Lipschitz map Γ→ ∆ whose fibers have uniformly bounded cardinality. Then we have
dimLE(Γ) ≤ dimLE(∆).
Our goal in this paragraph is to prove a rigidity result for actions of branch groups
on compact spaces whose graphs of germs have finite Lipcschitz euclidean dimension
(Theorem 6.24 below). We first prove the following proposition, which is an application
of Theorem 1.1.
Proposition 6.23. Let G ≤ Aut(T ) be a finitely generated branch group. Let X be a
compact G-space, and Y ⊂ X be the essential support of the action. Then one of the
following holds.
i) There exists a vertex v ∈ T and a point x ∈ X such that RG(v)
0
x = {1}.
ii) There exists an upper semi-continuous G-equivariant map q : Y → F(∂T ),
which takes values in the set of non-empty closed subsets of ∂T with empty
interior.
Proof. We assume that RG(v)
0
x 6= {1} for every vertex v and every x ∈ X, and we
prove that the second condition must hold. This assumption implies that the group
RG(v)
0
x is confined in RG(v) for every x ∈ X. Thus, by Theorem 1.1 for every v and
every x there exists a vertex w ∈ T below v such that RG(w)
′ ≤ RG(v)
0
x ≤ G
0
x. In
particular, for every x ∈ X the set Ox =
⋃
{∂Tw : RG(w)
′ ≤ G0x} is a dense open
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subset of ∂T . Note that Ox = ∂T if and only if there exists n such that RG(n)
′ ≤ G0x,
and this is equivalent to the fact x does not belong to the essential support Y of the
action. For x ∈ Y , we set q(x) := ∂T \ Ox. Then q(x) is non-empty and has empty
interior by construction, and the map q is clearly equivariant. Let us check that it
is upper semicontinuous. Let (xi) ⊂ Y be a net converging to some point x ∈ Y ,
and let C be a cluster point of (q(xi)). We shall check that C ⊆ q(x). Assume for
a contradiction that there exists ξ ∈ C \ q(x). Then we can find a vertex w above ξ
such that RG(w)
′ ≤ G0x. By Theorem 5.5, the group RG(w)
′ is finitely generated, so
it follows that RG(w)
′ ≤ G0xi eventually. Therefore q(xi)∩ ∂Tw = ∅ eventually, which
is a contradiction with the fact that C contains the point ξ ∈ ∂Tw. 
Given a compact space Z and d ≥ 1 we let Z [d] be the subspace of F(Z) consisting
of non-empty finite sets of cardinality at most d, that is, the space of configurations
of d points on Z without taking into account order or multiplicity. Note that Z [1] is
naturally identified with Z.
The following is the main result of this subsection. Recall that the definition of
graphs of germs was given in §2.
Theorem 6.24 (Rigidity of actions with finite-dimensional graphs of germs). Let
G ≤ Aut(T ) be a finitely generated branch group. Let X be a compact space, and let
H ≤ Homeo(X) be a finitely generated group such that the quantity
d := sup
x∈X
dimLE(Γ˜(H,x))
is finite. Let ρ : G → H be an injective homomorphism, and Y ⊂ X be the essential
support of the G-action induced by ρ. Then there exists an upper semi-continuous G-
equivariant map q : Y → ∂T [d]. Moreover, if d = 1, then the map q : Y → ∂T [1] = ∂T
is continuous.
Proof. We apply Proposition 6.23 to the action of G on X. We claim that case i) in
Proposition 6.23 cannot hold here. Indeed, if by contradiction there exist x ∈ X and
v ∈ T such that RG(v)
0
x = {1}, the Cayley graph of RG(v) (with respect to any finite
generating subset of RG(v)) admits a Lipschitz embedding into the graph of germ
Γ˜(H,x). But RG(v) contains subgroups isomorphic to direct products of n infinite
finitely generated subgroups for arbitrary large n (e.g. RG(w1)× · · · ×RG(wn) where
w1, . . . , wn are vertices below v with ∂Twi ∩ ∂Twj = ∅). Hence dimLE(Γ˜(H,x)) =∞,
which contradicts that d <∞.
We deduce that we have an upper semicontinuous map q : Y → F(∂T ), where
Y ⊂ X is the essential support of the G-action. Let us show that q must take
values in ∂T [d]. Assume by contradiction that there exists y ∈ Y such that q(y)
contains d + 1 distinct points ξ1, . . . , ξd+1, and let us construct a Lipschitz injective
map Nd+1 → Γ˜(H, y). Choose vertices wi above ξi, with ∂Twi ∩ ∂Twj = ∅ for i 6= j.
For i = 1, . . . , d + 1 let Si be a finite symmetric generating set of RG(wi), and set
Ci = q(y) ∩ ∂Twi . Then Ci is a non-empty closed subset of ∂Twi with empty interior.
We consider the action of RG(wi) on the space F(∂Twi), and restrict the attention
to the orbit of Ci, denote it by Ωi. We claim that Ωi must be infinite. Namely,
if |Ωi| < ∞ the set
⋃
C∈Ωi
C would be a closed RG(wi) invariant subset of ∂Twi of
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empty interior. Since G is a branch group, Lemma 2.2 implies that
⋃
C∈Ωi
C is clopen,
contradicting that Ci has empty interior. This proves the claim.
Since each Ωi is infinite, for every i we can find an infinite sequence (s
(i)
n )n∈N of
elements of Si with the property that the sets Ci, h
(i)
1 (Ci), h
(i)
2 (Ci), · · · , with h
(i)
n :=
s
(i)
n · · · s
(i)
1 , are pairwise distinct. For ~n = (n1, . . . , nd+1) ∈ N
d+1 set h~n = h
(1)
n1 · · · h
(d+1)
nd+1 .
Consider the map
ι : Nd+1 → Γ˜(H, y), ι(~n) = ρ(h~n)H
0
y .
The map ι is clearly Lipschitz, and we claim that it is injective. To see this it
is enough to show that for ~n 6= ~m, we have ρ(h~n(y)) 6= ρ(h~m)(y). And since the
map q : Y → F(∂T ) is equivariant, it is actually enough to show that h~n(y)(q(y)) 6=
h~m(q(y)). To see this assume that ~n = (n1, . . . , nd+1) and ~m = (m1, . . . ,md+1) differ
at the ith coordinate. Then the sets h~n(y)(q(y)) ∩ ∂Twi = h
(i)
ni (Ci) and h~m(y)(q(y)) ∩
∂Twi = h
(i)
mi(Ci) are distinct by construction. This shows the injectivity of ι. The
existence of the map ι as above contradicts that dimLE(Γ˜(H, y)) ≤ d, thus showing
that q takes valued in ∂T [d]. Finally observe that if d = 1, upper semi-continuity of
the map q automatically implies that q is continuous. 
Remark 6.25. In Theorem 6.24 the essential support Y is non-empty since ρ is in-
jective. Hence in the case d = 1 the map q : Y → ∂T is automatically surjective
since q(Y ) is a non-empty closed invariant subset of ∂T and the action of G on ∂T is
minimal.
Remark 6.26. Theorem 6.24 applies for instance when the graphs Γ˜(H,x) have as-
ymptotic dimension 1, since in that case we have d = 1 (see Remark 6.21).
6.3.3. Actions on the Cantor set of strongly bounded type. Theorem 6.24 is particularly
relevant when the graphs of germs of the group H satisfy dimLE(Γ˜(H,x)) = 1. Here
we describe a class of groups of homeomorphisms of the Cantor set which appear
naturally in the setting of branch groups, and which satisfy this condition.
Recall that a Bratteli diagram B is the data of two sequences of finite non-empty
sets (Vn)n≥0, (En)n≥1 together with surjective maps o : En → Vn−1, t : En → Vn. One
can visualize B as a graph whose vertex set is V =
⊔
Vn and each e ∈ En is an edge
between o(e) and t(e). The path space of B, denoted XB , is the space of all infinite
paths of the form x = e1e2e3 · · · , with ei ∈ Ei and t(ei) = o(ei+1). The space XB
is endowed with the topology inherited from the product topology on
∏
En, which
makes it a totally disconnected compact space. A finite path in B is a finite sequence
of the form γ = e1 · · · en, with t(ei) = o(ei+1). We extend the map t to the set of
finite paths by setting t(γ) = t(en). For each v ∈
⊔
Vn, we let L(v) be the set of finite
paths γ such that t(γ) = v.
For every finite path γ we denote by Cγ ⊂ XB the cylinder set of infinite paths
that begin with γ. Then Cγ is a clopen subset of XB and sets of this form are a basis
of the topology. Assume that v ∈ Vn and that γ, η ∈ L(v). Then we have a natural
homeomorphism
Fγ,η : Cγ → Cη, γen+1en+2 · · · 7→ ηen+1en+2 · · · ,
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Maps of this form are called prefix replacement maps. A homeomorphism f : XB →
XB is said to be finitary if every point x ∈ XB , the germ of f at x coincides with
the germ of some prefix replacement Fγ,η with x ∈ Cγ . Equivalently if there exists
partitions XB = Cγ1 ⊔ · · · ⊔ Cγk = Cη1 ⊔ · · · ⊔ Cηk , with t(γi) = t(ηi), such that
f |Cγi = Fγi,ηi . Finitary homeomorphisms of XB form a group. This group coincides
with the topological full group of the AF-groupoid associated to the Bratteli diagam,
and it is not difficult to see that it is locally finite (see e.g. [Mat06, §2]). Note also that
if G is a group of finitary automorphisms, then the isotropy group Gx/G
0
x is trivial
for every x ∈ XB , as follows from the fact that a prefix replacement map that fixes x
must automatically fix a neighbourhood of x.
The following definition is due to Juschenko, Nekrashevych, and de la Salle [JNS16,
§4]
Definition 6.27. Let g be a homeomorphism of XB . We say that a point x ∈ XB
is a singularity of g if the germ of g at x does not coincide with the germ of a
prefix replacement map. Furthermore, for every v ∈
⊔
Vn, let Av(g) be the number
of paths γ ∈ L(v) such that the restriction of g to Cγ does not coincide with a prefix
replacement. The homeomorphism g is of bounded type if it has finitely many
singularities and supv Av(g) <∞.
Homeomorphisms of bounded type of XB form a group. We further give the fol-
lowing variant of the previous definition.
Definition 6.28. A group of homeomorphisms G of XB is said to be of strongly
bounded type if it consists of homeomorphisms of bounded type and if for every
x ∈ XB , the isotropy group Gx/G
0
x is locally finite.
A group of homeomorphisms G of a totally disconnected compact space X is said
to be of (strongly) bounded type if there exists a homeomorphisms between X and the
path space of a Bratteli diagram that conjugates G to a group of homeomorphisms of
(strongly) bounded type.
Let us observe the following.
Lemma 6.29. Let G be a finitely generated group of homeomorphisms of bounded type
of XB. Then for every x ∈ XB, the isotropy group Gx/G
0
x is finitely generated. In
particular, G is of strongly bounded type if and only if the isotropy groups are finite.
Proof. Fix a finite symmetric generating set S of G, which will be implicit throughout
the proof. Let Γ := Γ(H,x) be the orbital graph, and consider its fundamental group
π1(Γ, x). There is a natural epimorphism π1(Γ, x) → Gx, which associate to every
loop in Γ based at x the product sn · · · s1 of the generator that label its edges. By
composition we obtain an epimorphism π1(Γ, x) → Gx/G
0
x. Call an edge (y, s) of Γ
singular if y is a singularity of s ∈ S in the sense of Definition 6.28. Note that Γ
has a finite number of singular edges. Let Γ1, . . . ,Γk be the connected components of
the graph obtained from Γ by removing all singular edges. We also fix a connected
finite graph ∆ ⊂ Γ large enough so that it contains x, it contains all singular edges,
and whenever two vertices of ∆ belong to a same component Γi, they are connected
in ∆ by a path which is entirely contained in Γi. Now consider the CW 2-complex
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Γ(2) obtained by filling with a 2-cell every loop in Γ which does not contain any
singular edge. We claim that the epimorphism π1(Γ, x) → Gx/G
0
x factors via the
natural quotient π1(Γx) → π1(Γ
(2), x) to a homomorphisms π1(Γ
(2), x) → Gx/G
0
x.
This follows from the observation that if α is a a loop in Γ based at any point y which
does not contain any singular edge, and if s1, . . . , sn are the labels read on its edges,
then the germ of si . . . s1 at y coincides with the germ of a prefix replacement. In
particular sn · · · s1 acts trivially on a neighbourhood of y, and thus defines a trivial
element in the isotropy group Gy/G
0
y. Now note that each of the subgraphs Γi spans a
simply connected subcomplex Γ
(2)
i of Γ, and this implies that every loop in Γ based at
x is homotopic to a loop contained in ∆. Thes the group π1(∆, x) projects surjectively
onto Gx/G
0
x. Since ∆ is a finite graph, the group π1(∆, x) is a finitely generated free
group, and thus Gx/G
0
x is finitely generated. 
Let Γ be a bounded degree graph. We will say that Γ admits a sequence of
bounded cut-sets if there exists an increasing sequence Vn of subsets of the vertex
sets of Γ, with Γ =
⋃
n Vn, such that supn |∂Vn| <∞. Here the boundary ∂V of subset
V ⊂ Γ is defined as the set of v ∈ V which admit at least one neighbour outside of V .
The relevance of this notion in this setting comes from the following proposition,
first proven by Bondarenko in his thesis [Bon07] for bounded automata groups acting
on rooted trees (a class of groups whose definition will be recalled below). It was
shown in [JNS16, Lemma 4.3] that it extends to all groups of homeomorphisms of
bounded type.
Proposition 6.30. Let G be a finitely generated groups of homeomorphisms of bounded
type of XB. Then for every x ∈ XB, the orbital graph Γ(G,x) admits a sequence of
bounded cut-sets.
We will make use of the existence of a sequence of bounded cut-sets through the
following lemma.
Lemma 6.31. Let Γ be a bounded degree graph. If Γ admits a sequence of bounded
cut-sets, then dimLE(Γ) ≤ 1.
Proof. More generally, we will show the following: let ∆ be another bounded degree
graph, and assume that there exists a Lipschitz map ι : ∆ → Γ whose fibers have
uniformly bounded cardinality. Then ∆ also has a sequence of bounded cut-sets. The
statement follows by choosing ∆ = Nd, which does not have a sequence of bounded
cut-sets unless d = 1.
Let ι have Lipschitz constant K > 0, and fibers with cardinality bounded by C1 > 0.
Let also m ≥ 1 be an upper bound on the degree of Γ, and (Vn) be a sequence of
finite subsets of Γ with C2 := sup |∂Vn| <∞. Set Wn = ι
−1(Vn). We claim that (Wn)
is an exhaustion of ∆ with bounded boundary. We have |Wn| ≤ C1|Vn|, so that the
sets Wn are finite, and it is clear that the sets Wn are increasing and that
⋃
Wn = ∆.
Thus we only need to bound the size of the boundary ∂Wn. Let w ∈ ∂Wn, and z ∈ ∆
be a neighbour such that z /∈ Wn. We have ι(w) ∈ Vn, ι(z) /∈ Vn, and the distance
between ι(w) and ι(z) is ≤ K. Since any geodesic path from ι(w) and ι(z) must
contain a vertex v ∈ ∂Vn, we deduce that ι(w) is at distance ≤ K from some vertex
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v ∈ ∂Vn, that is w is in the preimage of the ball BΓ(v,K). Since w is arbitrary we
obtain ∂Wn ⊂
⋃
v∈∂Vn
ι−1(BΓ(v,K)). But since the degree of Γ is bounded by m, we
have |BΓ(v,K)| ≤ m
k for every v. Thus for every n we have
|∂Wn| ≤
∑
v∈∂Vn
|ι−1(BΓ(v,K))| ≤ |∂Vn|C1m
K ≤ C2C1m
K ,
showing that |∂Wn| is uniformly bounded. 
We refer to §6.3.4 and §6.3.5 for examples of classes of groups to which the following
result applies.
Theorem 6.32. Let G ≤ Aut(T ) be a finitely generated branch group, and H be a
group of homeomorphisms of strongly bounded type of a totally disconnected compact
space X. Let ρ : G → H be an injective homomorphism, and Y ⊂ X be the essential
support of the action induced by ρ. Then there exists a continuous G-equivariant map
q : Y → ∂T .
Proof. The image ρ(G) is a finitely generated group of homeomorphisms of X of
strongly bounded type. Thus the orbital graph of every x ∈ X satisfies dimLE(Γ(G,x)) =
1 according to Proposition 6.30 and Lemma 6.31. Moreover, by Lemma 6.29 the
isotropy group Gx/G
0
x is finite. Since the graph of germs Γ˜(G,x) covers Γ(G,x) with
fibers of cardinality |Gx/G
0
x|, by Lemma 6.22 we also have dimLE(Γ˜(G,x)) ≤ 1. Thus,
we can apply Theorem 6.24 and deduce the conclusion. 
6.3.4. Groups of bounded automorphisms of rooted trees. An important class of groups
of homoemorphisms of strongly bounded type appear among groups of automorphisms
of rooted trees. Namely, consider the special case of Bratteli diagram such that each
set Vi is contains only one point, so that it is determined by the sequence (Ei)i≥1. We
interpret (Ei) as a sequence of finite alphabets, and the set of finite paths consists of
formal words e1 · · · en with ei ∈ Ei. This set naturally has the structure of rooted tree
T , called the tree of words associated to the sequence (Ei), whose nth level L(n) is
consists of words of length n, and where each word w = e1 · · · en is connected by an
edge to words of the form we, e ∈ En+1. (The tree T should not be confused with the
graph associated to the Bratteli diagram). The boundary ∂T is identified with the
path space of the diagram.
If T is a tree of words, for every n we denote by T (n) the tree of words associated to
the shifted sequence (Ei−n)i≥n+1. For every v = e1 · · · en, the subtree Tv is equal to
the set vT (n) of concatenations of the form vw,w ∈ T (n). For every g ∈ G and every
v ∈ L(n), there exists a unique g|v ∈ Aut(T
(n)) satisfying
g(vw) = g(v)g|v(w), w ∈ T
(n).
The element g|v is called the section of G at v ∈ T .
Definition 6.33. Following Nekrashevych [Nek10, Def. 4.3], we say that an auto-
morphism g ∈ Aut(T ) is bounded if there exists finitely many points ξ1, . . . , ξk ∈ ∂T
and a number m > 0 such that g|w is trivial for every w which does not belong to the
m-neighbourhood of the rays defining ξ1, . . . , ξk.
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It is not difficult to see that bounded automorphisms of a tree of words T form a
subgroup of Aut(T ) (see [Nek10, Prop. 4.3]), that we denote B(T ).
Proposition 6.34. Let T be a tree of words of bounded degree. Then the group of
bounded automorphisms B(T ) is a group of homeomorphisms of ∂T of strongly bounded
type in the sense of Definition 6.28.
Proof. It is clear that B(T ) consists of groups of homeomorphisms of bounded type
of ∂T , and it is not difficult to check that its isotropy groups are locally finite, using
that T has bounded degree (see the argument in the proof of [Nek10, Th. 4.4.], or
[AAMBV16, Lemma 2.7]). 
Thus, from Theorem 6.32 we obtain the following result.
Corollary 6.35. Let G ≤ Aut(T1) be a finitely generated branch group, and let T2
be a tree of words of bounded degree. Let G → B(T2) be an injective homomorphism,
and Y ⊂ ∂T2 the essential support of the associated G-action. Then there exists a
continuous equivariant map Y → ∂T1.
Many well studied examples of groups acting on rooted trees arise as subgroups
of the group of bounded automorphisms B(T ). An important class of subgroups of
B(T ) are groups generated by finite state bounded automata, defined by Sidki [Sid04].
Let us recall this notion. Assume the sequence of alphabets (Ei) is constant equal
to some given alphabet E. The corresponding tree T is called the regular tree of
words associated to E. Note that the shifted trees T (n) are all equal to E, so that
for every g ∈ Aut(T ) and w ∈ T the section g|w is still an element of Aut(T ). We say
that g ∈ Aut(T ) is finite state if there exists a finite subset A ⊂ Aut(T ) such that
g|w ∈ A for every w ∈ T . This is equivalent to the fact that g can be defined by a
finite-state automaton over the alphabet E. The activity function of g ∈ Aut(T )
is the function Ag(n) that counts the number of vertices w ∈ L(n) such that g|w is
non-trivial (compare with Definition 6.28). Obviously if g ∈ Aut(T ) is bounded in the
sense of Definition 6.33, then its activity function Ag(n) is bounded. One can check
that if g is finite state, then the converse also holds. A bounded automaton group
is a group G ≤ Aut(T ) generated by finitely many bounded finite-state automor-
phisms. This class contains many well-studied examples of (weakly) branch groups,
including the first Grigorchuk group, the Gupta-Sidki groups, the Basilica group, it-
erated monodromy groups of post-critically finite polynomials [Nek05], see [BKN10]
for more examples. Examples of subgroups of B(T ) which are not finite state include
the extended family of Grigorchuk groups (Gω) [Gri84]. See also [Nek07] and [JNS16,
§4.3.3] for additional examples of subgroups of B(T ). In particular Corollary 6.35 ap-
plies to homomorphisms between any two groups among the above classes of groups,
provided that the source group is a branch group.
6.3.5. More examples of actions of branch groups of strongly bounded type. Groups
of homeomorphisms of strongly bounded type also appear outside of the realm of
groups acting on rooted trees, in particular in the setting of topological full groups
of étale groupoids. We refer to [JNS16, §4] for a list of examples. In particular the
topological full group of every minimal homeomorphism of the Cantor set is a group
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of strongly bounded type (this follows from the Bratteli-Vershik representation of
Cantor minimal systems obtained in [HPS92], see [JNS16, §4] for details). The family
of groups constructed by Nekrashevych in [Nek18], some of which are simple and have
intermediate growth, are also all groups of homeomorphisms of strongly bounded
type. Thus Theorem 6.32 applies to homomorphisms from branch groups with values
in these classes of groups. Explicit examples of embeddings of Grigorchuk groups
into groups in these classes can be found in [MB15] and [GLN18] (see also the tightly
related construction in [Vor12]) and [Nek18]. More examples of homomorphisms from
branch groups to groups of homeomorphisms of strongly bounded type can be found
in [MB17].
6.3.6. Contracting actions on rooted trees. Theorem 6.24 also implies a rigidity result
of another type of actions of branch groups on rooted trees, namely contracting actions.
Definition 6.36. Let T be a regular tree of words associated to a finite alphabet E.
A subgroup G ≤ Aut(T ) is contracting if it consists of finite state automorphisms
and if there exists a finite set N ⊂ Aut(G) such that for every g ∈ G, there exists
m > 0 such that g|v ∈ N for every v ∈ T at level ≥ m.
We say that an action of a group G on T is contracting if it comes from a homo-
morphism G→ Aut(T ) taking values in a contracting group.
Contracting groups constitute the central objects in the theory of iterated mon-
odromy groups, see [Nek05]. Groups generated by finite-state bounded automata (see
§6.3.4) are contracting, see [Nek05, Th. 3.8.8], but the class of contracting groups is
strictly larger than the class of bounded automata groups.
Remark 6.37. If G is a contracting group, a contracting action of G on T is in general
not unique, even up to conjugation on the boundary. For example, given a tree of words
T over the alphabet E for every d ≥ 1, consider the tree of words T⊗d associated to
the sequence of alphabets Ed. The group G acts on T⊗d, and this action is contracting
if the original action of G on T was. Note that the boundary ∂T⊗d identifies with
(∂T )d, with the diagonal action of G.
Theorem 6.24 has the following corollary, which can be seen as a partial converse
to Remark 6.37.
Corollary 6.38. Let G ≤ Aut(T1) be a finitely generated branch group, and suppose
that G has a faithful contracting action on a regular tree of words T2, with essential
support Y ⊂ ∂T2. Then there exists d ≥ 1 and an upper semi-continuous G-equivariant
map q : Y → ∂T
[d]
2 . Moreover, if the action of G on T2 is level-transitive, then Y = ∂T2
and the map q : ∂T2 → ∂T
[d]
1 is continuous.
Proof. By a result of Nekrashevych [Nek05, Prop. 2.13.6], if G ≤ Aut(T2) is a finitely
generated contracting group, then there exists d such that for every ξ ∈ ∂T2 the orbital
graph Γ(G, ξ) has polynomial growth of degree at most d. Moreover by [Nek10, Prop.
4.1], the isotropy groups Gξ/G
0
ξ are finite and their cardinality is uniformly bounded
in ξ. Thus, the graphs of germs Γ˜(G, ξ) also have polynomial growth of degree at
most d. By Remark 6.21, we deduce that dimLE(Γ˜(G, ξ) ≤ d for every ξ ∈ ∂T2. Thus
A COMMUTATOR LEMMA FOR CONFINED SUBGROUPS 45
Theorem 6.24 applies. Assume further that the action of G on T2 is level-transitive,
i.e. the action on ∂T2 is minimal. Since Y is closed and G-invariant, we must have
Y = ∂T2. Upon replacing d with a smaller number, we can assume that the image of
the map q : ∂T2 → ∂T
[d] contains a finite subset Q = {ξ1, . . . , ξd} ⊂ ∂T2 of cardinality
d. Let X ⊂ ∂T [d] be the closure of the G-orbit of Q. Then X consists entirely of sets
of cardinality d. Since q is upper semicontinuous and d is the maximal cardinality
of subsets in ∂T [d], the preimage q−1(X) is closed, and since it is also non-empty by
minimality we must have q−1(X) = ∂T2. So q takes values in X, and using again
that the cardinality of sets in X is maximal, the upper semi-continuity forces q to be
continuous. 
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