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Abstract
The fidelity, defined as overlap of eigenstates of two slightly different Hamiltonians, is proposed
as an efficient detector of avoided crossings in the energy spectrum. This new application of fidelity
is motivated for model systems, and its value for analyzing complex quantum spectra is underlined
by applying it to a random matrix model and a tilted Bose–Hubbard system.
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I. INTRODUCTION
The progress in cooling and manipulating ultracold atomic gases in recent years
has opened new perspectives on interacting many-body models from condensed matter
physics [1, 2]. It led to questions and opportunities beyond conventional solid-state physics,
e.g., the direct experimental study of quantum phase transitions [1], the role and engineering
of genuine quantum correlations [1, 3], and the phenomenon of quantum chaos in systems
that consist of indistinguishable particles [4–8]. In this context, it is possible to detect a
quantum phase transition by the change of fidelity (modulus of the overlap between eigen-
states of slightly different Hamiltonians) [9], since the ground state of a quantum system
changes dramatically at a critical parameter [10].
Up to now, the temporal change of fidelity – as the overlap of the same initial states
evolved by different Hamiltonians [11] – has been measured experimentally in wave bil-
liards [12], but also in systems of cold atoms subject to optical potentials [13, 14]. Similar
techniques may be applied to measure the evolving overlap of two eigenstates where time
is substituted by the change of some tunable control parameter. Often a quantum phase
transition may be viewed, for finite-size realizations of a system, as an avoided crossing
(AC) in parameter space which closes in the thermodynamic limit [10]. A scenario of many
ACs with a broad distribution of widths [15–17], as a manifestation of a strong coupling
of many energy levels, is naturally found in quantum chaotic systems [15]. The dynamical
evolution of these systems is determined by the number and distribution of ACs present in
the spectrum. The question then arises whether the applicability of fidelity can be lifted
from pure ground-state analysis [18] to detect and characterize ACs in the entire spectrum
of a complex quantum system. In this paper we propose to use the fidelity as a new and
experimentally accessible tool to detect and characterize ACs in quantum spectra [19]. This
is corroborated by analytical and numerical results for exemplary quantum systems.
II. THE FIDELITY MEASURE
Given some parameter depending HamiltonianH(λ) = H1+λH2, the fidelity [11] between
the n-th eigenstates, denoted by |n〉, of two slightly different Hamiltonians H(λ) and H(λ+
δλ) is defined as fn(λ, δλ) ≡ |〈n(λ)|n(λ + δλ)〉|. In complex quantum systems with many
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degrees of freedom, many of the levels of the system are coupled to each other leading to
ACs in the spectrum of the Hamiltonian when the parameter λ is changed [15]. To simplify
the discussion, we assume a finite size Hilbert space H, where all energy levels are never
exactly degenerate. To detect and characterize an AC for a given quantum level n we study
the fidelity change [9]
Sn(λ, δλ) ≡ 1− fn(λ, δλ)
(δλ)2
(1)
which measures the change of the state |n〉. For δλ ≪ 1, it is independent of δλ, i.e.
Sn(λ, δλ) ≈ Sn(λ), and vanishingly small everywhere except in the vicinity of an AC. The
independence of δλ arises from the fact that the first non-vanishing contribution to fn in
the expansion of the changed state |n(λ+ δλ)〉 is of second order in δλ [19, 20]. The fidelity
measure (1) also has the advantage of being applicable locally in the spectrum, where one
follows a certain state |n(λ)〉 and its neighbors over a range of parameter values λ to study
the ACs they encounter. In addition, it is well-suited for numerical computations, since
λ is the only relevant parameter as long as δλ is sufficiently small. The different limit of
large δλ and hence the coupling over a broad energy band was the focus of a recent work
using another generalized fidelity [21]. In contrast, our interest here is the detection and
characterization of ACs as local couplings in energy space.
A. Two-state model
Let us first discuss an isolated AC which can locally be described in nearly-degenerate
perturbation theory as an effective two-level system. It is then represented by a Hamiltonian
H(λ) = λσz + gσx, with a real coupling g between the levels (σx and σz denote Pauli
matrices), showing an AC at λ = 0 of width c = 2g. The eigenstates are easily found [15, 22]
and from them we calculate the fidelity for the two-level system:
f±(λ, δλ) =
g2 + λ(λ¯− λ) + λ2 + λ¯
√
g2 + λ2 + λ
√
g2 + λ¯2 +
√
[g2 + λ2][g2 + λ¯2]
2
√[
g2 + λ
(
λ±
√
g2 + λ2
)] [
g2 + λ¯
(
λ¯±
√
g2 + λ¯2
)] ,
where we used the shorthand notation λ¯ ≡ λ + δλ. To obtain the fidelity change in the
limit δλ≪ 1, we need to expand the expression for the fidelity in a power series for δλ and
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keep only the leading term proportional to (δλ)2. The final expression is the same for both
eigenstates (indexed by ±) and has the simple form:
S±(λ) =
1
8
(
g
g2 + λ2
)2
. (2)
This is the square of a Lorentzian and differs significantly from zero only near the AC
at λ = 0. This formula already allows us a good understanding of isolated ACs, as, for
example, the peak width is easily computed as σFWHM = 2g
√√
2− 1. On the other hand
an AC can be characterized by the ratio between the local energy level curvature and the
distance between the two repelling energy levels. We call the absolute value of this ratio
renormalized curvature Cn(λ) and find
C±(λ) ≡
∣∣∣∣ 1∆(λ) ∂
2E±(λ)
∂λ2
∣∣∣∣ = 4S±(λ) (3)
for the two-level system. For higher-dimensional systems we expand the wave function
|n(λ+ δλ)〉 in second order in δλ and find
Sn(λ) =
1
2
∑
m6=n
|〈m(λ)|H2|n(λ)〉|2
[En − Em]2 ≈
|〈n′(λ)|H2|n(λ)〉|2
2 [En − En′]2 ,
where we reduced the sum near an isolated AC to the nearest neighboring level n′. Similarly,
one obtains for the renormalized curvature [23]
Cn(λ) =
∣∣∣∣ 2∆(λ)
∑
m6=n
|〈m(λ)|H2|n(λ)〉|2
En − Em
∣∣∣∣
≈ 2 |〈n
′(λ)|H2|n(λ)〉|2
[En −En′ ]2 = 4Sn(λ). (4)
The relation Cn ≈ 4Sn thus holds as long as the effect of other levels can be neglected close
to a single AC.
B. Beyond the two-level approximation
ACs in higher dimensional systems are not totally isolated, but other levels can contribute
to the evolution of a quantum state as the parameter λ is varied. Consider two energy levels
approaching each other as λ → 0, and a third level being well separated by a distance ǫ in
energy and weakly coupled to the first two levels. A Hamiltonian model for such a situation
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reads
H(λ) =


−λ g g13
g λ g23
g13 g23 ǫ

 , gij, ǫ ∈ R, (5)
where we limited ourselves to real couplings. Since the first two levels become nearly degen-
erate and are well-separated from the third one, we can write this in degenerate perturbation
theory [24] close to the crossing as
HPT(λ) =

 −λ+ g213ǫ g + g13g23ǫ
g +
g
13
g
23
ǫ
λ+
g2
23
ǫ

 +O(ǫ−2). (6)
This reduces the three-level system to an effective two-level system taking the effect of the
distant level perturbatively into account. The same procedure can be applied, in principal,
to higher dimensional systems. The minimal distance c between the two levels of eq. (6) is
thus changed by the influence of the distant third level in first order to
cPT = 2|g |
√(
1 +
g
13
g
23
2gǫ
)2
+
(
g2
23
−g2
13
2gǫ
)2
≈ 2|g |
(
1 +
g13g23
2gǫ
)
, (7)
where we kept only the leading order behaviour. The minimal distance in an isolated AC
is accordingly only slightly changed, provided that the coupling to the third level is not
much larger than between the two encountering levels and that the third level is well-
separated from them. We need to compute the eigenstates |E±(λ + δλ, ǫ)〉 of eq. (6) and
then take their overlap for slightly different parameter values to obtain the fidelity, i.e.,
f±(λ, δλ, ǫ) = |〈E±(λ, ǫ)|E±(λ + δλ, ǫ)〉|. The fidelity change can be computed by taking
the second derivative of the fidelity at δλ = 0. The full expression is very long and difficult
to grasp. Expanding it in inverse powers of ǫ and including just the first order correction to
the simple two-level system, the fidelity change under the influence of a third not too close
level is then given by
SPT± (λ, ǫ) =
1
8
g2
(g2 + λ2)2
[
1− 2
ǫ
(
gg13 + λg23
)(
gg23 − λg13
)
g(g2 + λ2)
+O (ǫ−2)
]
.
The correction due to the third level is also λ-dependent and changes the peak height at
λ = 0. Let us also include the second order correction to the fidelity change at λ = 0 here
SPT± (λ = 0, ǫ) =
1
8g2
[
1− 2
ǫ
g13g23
g
− 1
2ǫ2
g413 − 8g213g223 + g423
g2
+O(ǫ−3)
]
.
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If all off-diagonal matrix elements are of similar magnitude, the effect of the third level is
characterised by its inverse distance to the AC. This underlines our claim that the effect
of a third level on an AC is not too strong, provided that the level is not very close. But
the latter does not take place when three levels undergo a joint AC, i.e., if there were no
off-diagonal matrix elements coupling the levels they would all cross in one point. Such a
situation cannot be reduced to an effective two-level system. We will in the following also
study numerically the behaviour of the fidelity change in exactly this case, where the third
level cannot be considered a simple perturbation to the two-level system, i.e., when the
approximation of an isolated AC breaks down.
Three crossing levels can be generated, e.g., by the following real symmetric Hamiltonian
H(λ) =


−λ a b
a 0 c
b c λ

 , (8)
which generalizes the above 2×2-model. Fig. 1 shows that the fidelity change, defined in
Eq. (1), is able to detect and to distinguish two nearby ACs in this system. Furthermore it
reflects specific features of an AC in the shape of its peak, i.e., depending on the coupling
g, Sn(λ) shows a narrow peak of height S(λ = 0) = 1/(8g
2).
We see already in this simple example that the renormalized curvature captures the form
of the fidelity change Sn(λ) close to an AC, with deviations arising from the admixture of
a further level, which first and foremost affects the local curvature, i.e., the numerator in
Eq. (3). But it also demonstrates that the fidelity change S(λ) itself is still effective in
detecting and characterizing the ACs.
III. APPLICATION TO COMPLEX SYSTEMS
A. Quantum chaos model
A highly dense spectrum with many and possibly overlapping ACs is encountered in
quantum chaotic systems as described by Random Matrix Theory (RMT) [15]. A prime
example having such a dense complex spectrum is the combination of two random matrices
drawn from the Gaussian orthogonal ensemble (GOE) [15]
H(λ) = cos(λ)H1 + sin(λ)H2, H1, H2 ∈ GOE. (9)
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FIG. 1: (a) Energy spectrum of Eq. (8) for a = 0, b = 2, c = 3. All levels are coupled and the
spectrum shows two close ACs; (b) fidelity change Sn(λ) and (c) renormalized curvature Cn(λ)
for the energy levels of (a). (d) Energy spectrum for a = 1, b = 2, c = 3. All three levels are now
directly coupled and the spectrum shows two close ACs. (e) Sn(λ) and (f) Cn(λ) for the energy
levels of (d).
The distribution of minimal distances c at the ACs (normalized to unit mean) is then given
by a Gaussian distribution P (c) = (2/π) exp [−c2/π] [16]. Using our fidelity measure, we can
directly detect the ACs in this system (by a numerical search for maxima of the S-function)
and estimate also their widths. In the vicinity of a local maximum, the S-function has a
Lorentzian shape as in Eq. (2) even in very dense quantum chaotic spectra. Under this
assumption, we can thus extract the width of the AC as c = 2g = 1/
√
2Smax, c.f. Eq. (2),
from the local maximum Smax. Averaging over many ACs, the fidelity allows the verification
of the RMT prediction with high accuracy. This is demonstrated in Fig. 2 for large random
matrices.
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FIG. 2: Cumulative distribution of ACs determined from the fidelity change maxima for the RMT
model of Eq. (9) with dimH1,2 = 1024 and λ ∈ [0, pi[ showing ca. 30,000 ACs: the numerical
distribution (solid line) in excellent agreement with the RMT prediction CDF(c) = erf(c/
√
pi)
(dashed line). Inset: Distribution of widths of the ACs P (c) (histogram) and the RMT prediction
(dashed line).
B. Bose-Hubbard system
To further exemplify the value of our fidelity measure, we apply it to a one-dimensional
Bose-Hubbard Hamiltonian with additional Stark force [6, 8, 25]. This example of a many-
body Wannier–Stark system can be realized with ultracold atoms in optical lattices and the
relevant parameters may be changed using well-known experimental techniques [1]. This
model describes N particles on L lattice sites, with hopping between adjacent sites and
a local on-site interaction. As exemplified in [6, 8], a gauge transformation into the force
accelerated frame of reference turns a constant Stark force into a time-dependent phase
8
exp(±iFt) with periodicity TB = 2π/F (the Bloch period). The corresponding Hamiltonian
reads
H(t) = −J
2
L∑
l=1
(eiFta†l+1al + h.c.) +
U
2
L∑
l=1
nl(nl − 1), (10)
where a†l (al) creates (annihilates) a boson at site l and nl = a
†
lal is the number of bosons
at site l. The parameter J is the hopping matrix element, U the interaction energy for two
atoms occupying the same site, and F the Stark force. Periodic boundary conditions are
imposed for H(t), such that the Hamiltonian and the one-period Floquet operator UˆF (TB) =
T exp
(
−i ∫ TB
0
H(t)dt
)
(where T denotes time-ordering) decompose into a sum of operators
for specific quasimomenta κ [6]. In the following, we use F as a control parameter. For
J ≈ U ≪ F the quasienergy spectrum (eigenphases of UˆF (TB)) is dominated by the force
F and the system is regular. Decreasing the force to J ≈ U & F the quasienergy spectrum
reorders and the coupling between the levels becomes more important. For fillings of order
unity, e.g. N/L ≈ 1, the system is quantum chaotic in this regime and the spectrum obeys
Wigner-Dyson statistics [6, 8]. As F is varied one observes an increasing number of ACs
as the spectrum is changing and additionally many broad ACs once the quantum chaotic
region is reached.
To illustrate the crossover between regions with few and many ACs, we study the density
of ACs as detected by the fidelity change Sn, when changing the system parameter λ. In
a histogram, the density ρAC(λ) is defined via ρAC(λ) · dλ ≡ NAC(λ)/dimH, comparing the
number of ACs NAC(λ) in the interval [λ, λ+dλ] to the total number of energy levels dimH.
This is shown in the main part of Fig. 3 where we observe no ACs at large F , i.e., small
values of 1/F , and an increasing number of ACs for larger values of 1/F that saturates
around 1/F ≈ 20.
The mentioned transition between regular and chaotic spectral properties for J ≈ U & F
and approximately integer filling in the tilted system can be visualized by comparing the
actual level spacing distribution to a Wigner-Dyson distribution using a standard statistical
χ2 test [8]. This is displayed in the inset of Fig. 3 along with the density of ACs in Fig. 3.
The fidelity change S(1/F ) detects ACs and shows the same qualitative behavior as the
spectral statistics along the crossover from regular to chaotic dynamics: in regions of good
Wigner-Dyson statistics we find a high density of ACs compared to a smaller number of ACs
in the regular regime. The crossover beginning for log(1/F ) ≈ 2, where the density of ACs
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FIG. 3: Density of ACs ρAC in the quasienergy spectrum of the Floquet operator of our Bose-
Hubbard model for varying F and fixed J = 0.038, U = 0.032, N = L = 6. The number of ACs as
detected by the fidelity change increases with 1/F and saturates around 1/F ≈ 20 to an average
value which is shown by the dashed line. Inset: Magnification of the region marked by the box
on logarithmic scale with a comparison to a χ2 test (with small values for good Wigner-Dyson
statistics [8]).
rises above unity, i.e., on average each energy level undergoes more than one AC in the unit
interval. The transition is complete for log(1/F ) ≈ 3 where the χ2 test saturates around a
low value. However, the density of ACs alone is not able to distinguish regular from chaotic
dynamics. Instead the ACs need to have a broad distribution of widths which is reflected in
the distribution P (c) introduced above.
By using the fidelity change in order to detect and characterize ACs, we can resolve
further remarkable details in the full spectrum. With this method we are, e.g., able to
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detect a small number of regular states [27] traversing the chaotic sea of energy levels in the
chaotic regime of the tilted Bose–Hubbard model. In this case the distribution of widths of
ACs is a mixture of regular and quantum chaotic distributions:
P (c) = (1− γ)δ(c) + 2γ
2
πc¯
exp
[
−γ
2c2
πc¯2
]
, (11)
with a chaotic part of weight 0 ≤ γ ≤ 1 [28]. A finite regular component makes itself
visible as a strong enhancement of P (c) close to zero, c.f., the inset of Fig. 4. We are able
to estimate the size of this component by analyzing the cumulative distribution function
CDF(c) = 1 − γ + γ erf
(
γc√
π
)
. The result is shown in the main part of Fig. 4, where
we plot the numerically obtained distribution and the best χ2-fit including a finite regular
component. We obtain a chaotic part of γ ≈ 0.94, corresponding to ca. 6% of regular
levels, in good agreement with counting 7 regular levels out of 132 by direct inspection of
the spectrum. Except for the identification of single regular levels [27], this has so far not
been detected in the tilted Bose–Hubbard model by other statistical measures. The reported
results are obtained for periodic boundary conditions applied to the Hamiltonian of Eq. (10),
but we found a qualitatively similar picture for hard-wall boundary conditions, as used in
[27]. Our results underline the value of fidelity as a measure for detecting ACs with high
resolution in energy spectra.
IV. CONCLUSIONS
We showed that quantum fidelity is perfectly suited to detect and characterize ACs in
the energy spectrum. It therefore connects information about the wave function of a system
with its spectrum, without direct reference to the energy levels by using only the overlap of
wave functions [29]. This has been exemplified for simple models and for complex quantum
systems showing many ACs. The fidelity, therefore, proves very useful to study many-body
systems, also beyond their ground-state properties [9].
We expect a clear advantage of the fidelity change compared to spectral statistics in the
sense that it can be applied, in principle, also just locally in the spectrum. This means that,
if one is interested only in local spectral properties of a system, it is sufficient to follow a small
number of levels to characterize the behavior of a system. For larger systems, computing the
entire spectrum and all eigenstates is in general difficult, but the fidelity allows an analysis of
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FIG. 4: Cumulative distribution of ACs determined from the fidelity change maxima for the
system of Eq. (10). Shown are the numerical distribution (solid line), the best fit for a mixed
RMT spectrum (thick dashed line, chaotic part γ ≈ 0.94), and the RMT prediction for a purely
chaotic spectrum (thin dashed-dotted line). Parameters: N = 6, L = 7, J = 0.038, U = 0.032, F =
1/39 . . . 1/35. Inset: Distribution of widths of ACs for the same model (histogram) and Eq. (11)
with γ ≈ 0.94 (dashed line). The enhancement close to c = 0 arises from regular “solitonic” states
[27] in the spectrum.
parts of the spectrum providing local spectral information. To make use of this advantage,
one may resort to numerical algorithms optimized to access just a subset of eigenstates,
e.g., the Lanczos algorithm [26]. We will pursue this interesting perspective of the fidelity
proposed here in a future publication [30].
12
V. ACKNOWLEDGMENTS
This work was supported by the HGSFP (DFG grant GSC 129/1), FOR760 (DFG grant
WI 3426/3-1), the Frontier Innovation Fund, the Global Networks Mobility Measures, and
the Klaus Tschira Foundation. We thank Re´my Dubertrand, Boris Fine, Andrea Tomadin,
and especially Steve Tomsovic for many inspiring discussions.
[1] I. Bloch et al., Rev. Mod. Phys. 80, 885 (2008); I. Bloch, Nature 453, 1016 (2008).
[2] E. Arimondo and S. Wimberger, Tunneling of ultracold atoms in time-independent potentials,
in Dynamical Tunneling, eds. S. Keshavamurthy and P. Schlagheck, (Taylor & Francis – CRC
Press, Boca Raton, 2011).
[3] D. Witthaut et al., Phys. Rev. Lett. 101, 200402 (2008); M. Lubasch et al., preprint
arXiv:1009.4075.
[4] J. Madron˜ero et al. in M. Scully and G. Rempe (Eds.) Adv. At. Mol. Opt. Phys. 53, 33
(Elsevier, Amsterdam, 2006).
[5] G. Montambaux et al., Phys. Rev. Lett. 70, 497 (1993).
[6] A. R. Kolovsky and A. Buchleitner, Phys. Rev. E 68, 056213 (2003).
[7] A. R. Kolovsky and A. Buchleitner, Europhys. Lett. 68, 632 (2004); P. Buonsante and S.
Wimberger, Phys. Rev. A 77, 041606(R) (2008).
[8] A. Tomadin et al., Phys. Rev. Lett. 98, 130402 (2007); A. Tomadin et al., Phys. Rev. A 77,
013606 (2008).
[9] P. Zanardi and N. Paunkovic´, Phys. Rev. E 74, 031123 (2006); P. Buonsante and A. Vezzani,
Phys. Rev. Lett. 98, 110601 (2007); S.-J. Gu et al., Phys. Rev. B 77, 245109 (2008).
[10] S. Sachdev, Quantum Phase Transitions, (Cambridge University Press, 2001).
[11] T. Gorin et al., Phys. Rep. 435, 33 (2006); P. Jacquod and C. Petitjean, Adv. Phys. 58, 67
(2009).
[12] C. Dembowski et al., Phys. Rev. Lett. 93, 134102 (2004); R. Ho¨hmann et al., ibid. 100, 124101
(2008).
[13] S. Schlunk et al., Phys. Rev. Lett. 90, 054101 (2003); M. F. Andersen et al., ibid. 97, 104102
(2006); S. Wu et al., ibid. 103, 034101 (2009).
13
[14] S. Wimberger and A. Buchleitner, J. Phys. B 39, L145 (2006); M. Abb et al., Phys. Rev. E
80, 035206(R) (2009).
[15] F. Haake, Quantum Signatures of Chaos (Springer-Verlag, Berlin, 1991).
[16] J. Zakrzewski and M. Kus´, Phys. Rev. Lett. 67, 2749 (1991).
[17] S.-J. Wang and Q. Jie, Phys. Rev. C63, 014309 (2000).
[18] P. Giorda and P. Zanardi, Phys. Rev. E81, 017203 (2010).
[19] P. Plo¨tz, Ph.D. thesis (University of Heidelberg, 2010) available online at
http://archiv.ub.uni-heidelberg.de/volltextserver/volltexte/2010/11123/.
[20] W.-L. You et al., Phys. Rev. E 76, 022101 (2007).
[21] M. Hiller et al., Phys. Rev. A 79, 023621 (2009).
[22] L. D. Landau, E. M. Lifshitz, Quantum Mechanics: Non-relativistic Theory (Pergamon Press,
Oxford, 1977), §79.
[23] P. Pechukas, Phys. Rev. Lett. 51, 943 (1983).
[24] An excellent overview on this topic gives, e.g., J. H. Shirley, Interaction of a quantum system
with a strong oscillating field, Ph.D. Thesis, California Institute of Technology (1963), available
online at http://resolver.caltech.edu/CaltechETD:etd-05142008-103758.
[25] P. Plo¨tz et al., J. Phys. B 43, 081001(FTC) (2010).
[26] C. Lanczos, J. Res. Natl. Bur. Stand. 45, 225 (1950); A. Buchleitner et al., J. Opt. Soc. Am.
B 12, 505 (1994).
[27] H. Venzl et al., Appl. Phys. B 98, 647 (2010).
[28] X. Yang and J. Burgdo¨rfer, Phys. Rev. A 48, 83 (1993).
[29] A similar connection, yet in the deep semiclassical regime, between spectral properties and
fidelity is identified in H. Kohler et al., Phys. Rev. Lett. 100, 190404 (2008).
[30] C. Parra-Murillo, J. Madron˜ero, and S. Wimberger, in preparation.
14
