In m^dpim 2 ) < oo if d = 1). This is the stochastic process associ-0 ated with the quantum system at zero temperature. At a nonzero temperature T we get the periodic Gaussian linear stochastic process Φ β (f,t) 
Jo
Other stochastic processes associated with quantum systems at nonzero temperature (including non-Gaussian processes) are discussed by Hoegh-Krohn [3] , Albeverio and Hoegh-Krohn [1] , and Driessler, Landau and Perez [2] .
These stochastic processes associated with quantum systems have certain important properties in common. They are stationary, symmetric, and satisfy Osterwalder-Schrader (OS)-positivity, which was originally derived by Osterwalder and Schrader [13] from physical considerations in the context of quantum field theory. In the nonzero temperature case OS-positivity must be properly interpreted with respect to the circle of length β (the precise definitions are given in § § 2 and 3).
In the nonperiodic case (i.e., zero temperature) OS-positive processes have been studied by Klein [4, 5, 6, 7, 8] .
In this article we study in detail periodic (i.e., nonzero temperature) Gaussian OS-positive processes. We obtain a representation of the covariance function of such processes which enable us to describe all periodic Gaussian OS-positive processes (Theorems 2.5, 3.3, and 3.8) . In the simplest case, that of a periodic Gaussian OS-positive process X(t) indexed by the real line with period β ( §2), we show that it has covariance function E(X(t)X(s)) = for \t -s\ ^ β, where v+ is a finite measure on [0, oo) (Theorem 2.5), i.e., the most general covariance function is a positive combination of covariance functions of periodic Ornstein-Uhlenbeck processes. The general case of a periodic Gaussian OS-positive linear process indexed by VxR, where V is a real vector space, is treated in § 3.
For periodic processes the usual Markov property does not make sense, as the "future" winds back into the "past". The appropriate condition is the two-sided Markov property on the circle (see §4). The periodic Ornstein-Uhlenbeck processes and the periodic free Euclidean fields are examples of processes satisfying the twosided Markov property on the circle (Corollaries 4.4 and 4.5). We determine which periodic Gaussian OS-positive processes satisfy the two-sided Markov property on the circle (Theorem 4.1) . In particular we prove that the periodic Ornstein-Uhlenbeck processes are the only periodic Gaussian OS-positive processes indexed by the real line satisfying the two-sided Markov property on the circle (Corol-lary 4.4), and similarly for the periodic free Euclidean fields in the class of periodic generalized free Euclidean fields (Corollary 4.5). For a periodic stationary symmetric stochastic process the twosided Markov property on the circle implies OS-positivity on the circle. In particular restrictions (see § 4 for definitions) of periodic two-sided Markov processes are periodic OS-positive processes. For Gaussian processes we prove the converse, namely that every periodic Gaussian OS-positive process is the restriction of a periodic Gaussian two-sided Markov process and there exists a minimal such two-sided Markov extension (Theorem 4.6).
Finally, we look at the two-sided Markov property for (nonperiodic) Gaussian OS-positive processes ( § 5). In general the usual Markov property implies the two-sided Markov property, but the converse is not true. For Gaussian OS-positive processes we prove that the Markov property and the two-sided Markov property are equivalent (Corollary 5.4) .
Non-Gaussian periodic OS-positive processes will be studied in a subsequent paper (Klein and Landau [9] ). 2* Periodic Gaussian OS^positive processes indexed by the real line* Let X(t) be a stochastic process indexed by the real line. We will call X(t) a periodic stochastic process which period β(β > 0) if X(t + β) = X(t) for all t e R. In this case X(t) can be considered as a stochastic process indexed by the real numbers modulo β, which are identified with the circle of length β (denoted by S β ).
The stochastic process X{t) is said to be stationary if the processes X(t) and X(t + s) are equivalent stochastic processes for all seR; X(t) is said to be symmetric if the processes X(t) and X{-t) are equivalent. For a periodic stochastic process with period β considered as being indexed by the circle S β , stationarity and symmetry correspond to translation and reflection on S β , respectively.
A periodic stochastic process X(t) with period β is said to be OS-positive on S β in case 
rit) = E(X(0)X(t)) = E(X(s)X(s + t))
for all t, s e R is its covariance function.
We can characterize the covariance function of a periodic Gaussian OS-positive process. PROPOSITION 
Conversely, if r(t) satisfies (i), (ii) and (iii) then it is the covariance function of a periodic Gaussian OS-positive process with period β.
Proof. Let r(t) be the covariance function of a periodic GaussianΌS-positive process with period β. Then (i), (ii) are immediate. (iii) follows from the OS-positivity on S β as Conversely, (i) and (ii) imply that r{t) is the covariance function of a Gaussian process X(t), stationary and continuous in quadratic mean. The periodicity of the process follows from the periodicity of the covariance function, as 
Conversely, let r(t) be symmetric (around t = 0) and symmetric around β/2. Then 
3* Periodic Gaussian OS-positive processes indexed by VxR* Let us now consider a stochastic process Φ(v, t) indexed by VxR, where V is a real vector space, which is linear (i.e., Φ(v f t) is linear in v for each teR).
Such a process will be said to be periodic
In this case Φ(y, t) can be considered to be a stochastic process indexed by VxS β .
We will call the stochastic process Φ(v, t) stationary if the processes Φ (v, t) and Φ{v, t + s) are equivalent for all seR; Φ(v, t) will be said to be symmetric if the processes Φ(v, t) and Φ(v, -t) are equivalent. If Φ(y, t) is a periodic stochastic process with period β, stationary and symmetry correspond to translation and reflection on the circle S β , respectively.
A periodic stochastic process Φ(v, t) with period β is said to be
and F is a bounded measurable function on R n (for any n = 1, •)• Let us now consider a Gaussian linear stochastic procss indexed by Vx R, periodic with period β, stationary, continuous in quadratic mean (i.e., for each veV the process Φ(v, t) indexed by the real line is continuous in quadratic mean), and OS-positive on S β . Such a process will be called a periodic Gaussian OS-positive process with period β.
A Gaussian process is determined by its covariance and mean. Without loss of generality we may assume the mean to be zero. If the process is stationary we can assume, also without loss of generality, that E(Φ(v, 0) 2 ) Φ 0 for all veV (i.e., Φ(v, 0) is not the zero random variable; by stationarity neither are Φ(v,t) for any teR).
Thus V can be given the inner product (y, w) = E(Φ(v, ϋ)Φ(w, 0)) and the map v H* Φ(V, 0) extends to the completion V of V under this inner product. It follows that we could assume without loss of generality that Fis a real Hubert space with (v, w) =E (Φ(v, ϋ)Φ(w, 0) ). For reasons that will be clear later we will only assume that V is a real Hubert space with inner product < , •> and that there exists a finite constant C such that E (Φ(v, 0) 2 ) ^ C|M| 2 for all veV. We will denote by V c the complex Hubert space that is the complexification of V and we will extend by linearity the process Φ(v, t) to a complex process indexed by V c xR, which we will also denote by
Φ(v,t). By £f(V c ) fC 2f(V)
we will denote the Banach spaces of bounded linear operators on V c , V, respectively.
Let Φ(v, t) be a stationary Gaussian linear stochastic process. As
for v, weV c , te R, we can define an operator-valued function r:
For each teR r(ί) is a well defined bounded linear operator on V c with ||r(t)|| ^ C, leaving V invariant. We will call r(t) the (operatorvalued) covariance function of the process Φ(v f ί). PROPOSITION 
Let Φ(v, t) be a periodic Gaussian OS-positive process with period β indexed by VxR, and let r(t) be its (operatorvalued) covariance function. Then ( i) r(t) leaves V invariant, is weakly continuous, and periodic with period β.
(ii) r(t) is an operator-valued positive definite function, i.e., • A function r: U->Sf{V c ) satisfying (i), (ii) and (iii) will be called a periodic OS-positive covariance function with period β. In view of (i) we can also consider r as a function r: R-*J2f(V) whose extension to V c satisfies (i), (ii) and (iii). REMARK 3.2. Remarks 2.2 and 2.3 apply to operator-valued covariance functions with the obvious modifications. In particular r(ί) is symmetric (i.e., r(t) = r(-t) for all teR), and a bounded nonnegative self-adjoint operator leaving V invariant for all teR. It will follow from the next theorem that (i), (iii), and symmetry imply (ii).
We will now obtain a representation for periodic OS-positive operator-valued covariance functions which extends the representation obtained in Theorem 2.5 for real-valued covariance functions. To show that T is well defined let us first assume that / is nonnegative. Then (v, w) H> I f{a)dv VtW {a) is a positive semi-definite sesquilinear form on V e , so by the CauchySchwarz inequality^\ \f\\4Γ(I)\\\\v\\\\w\\. The
It follows that I f(a)dΓ(a) is a well defined bounded operator on

map A h-> Γ+(A) is clearly an operator-valued measure on [0, ©o) with values in £f(V).
Moreover can construct a (nonperiodic) Gaussian OS-positive process Φ^v, t) (Klein [8] 
t 2 ). The characteristic function is where X(f) = \dtf(t)X(t). Now consider the process X(t) with characteristic function
E(e iZif)
) -J-M°° dme{im)m2 E m (e iXif) ) .
That is, we have decomposed the expectation E as an integral over the expectations E m . Then X(t) is a Gaussian process with mean zero and covariance In this way if Γ(0) has finite range the process can be decomposed into processes such that Γ(0) = 0. In general, Γ(0) can be approximated by operators with finite range, and this shows that the general process is in the closed convex hull of processes with Γ(0) = 0.
REMARK 3.11. In the nonperiodic (β = <χ>) case (see §5) the decomposition in Remark 3.10 is the ergodic decomposition of the given process into extremal stationary processes. To see this, note
E(e
\X\->oo
This asymptotic independence property (clustering) implies that the σ-algebra of translation invariant functions is trivial and thus the process is ergodic. A similar discussion holds for processes Φ(v 9 1) indexed by VxR.
4* The two-sided Markov property on the circle* For periodic processes the usual Markov property does not make sense as the "future" winds back into the "past". The appropriate condition is the two-sided Markov property on the circle. This can be formulated as follows. A periodic linear stochastic process Φ(v, t) with period β can be considered as indexed by VxS β .
For IczS β9 we will denote by Σi t^e tf-algebra generated by {Φ{v, t) \ v 6 V, t e I}, and by E z the corresponding conditional expectation. If r, s e S β , we will write [r, s] for the closed interval from r to s in the counterclockwise direction. Thus [s, r] is the closure of S β \ [r, s] . We will say that Φ(v, t) has the two-sided Markov property on S β if and only if for all r,se S β , E ί8trl E ίrt9l = E {r>8} E ίr>8} where {r, s) = {s, r} denotes the set consisting of the two elements r and s. Equiva- (F(Φ(v lf -tO, - hence it follows from the two-sided Markov property on S β that
Let us now consider Gaussian process. For such it suffices to look at their second-order properties. So let Φ(v, t) be a periodic Gaussian linear stochastic process with period β that we will consider indexed by VxS β .
For IaS β we will denote by σ τ the closed complex Hubert space spanned by {Φ (v, t)\veV,teI) in the ZΛ-norm, e τ will denote the orthogonal projection of σ 8β onto σ x . We will say that Φ(v 9 t) has the two-sided pre-Markov property on S β if and only if for all r, s e S β , e[ s , r ]β [r , s] = e {rtS) e [r>s^ For Gaussian processes the two-sided pre-Markov property is equivalent to the two-sided Markov property (see the discussion in Klein [8, proof of Proposition 3.1] ).
We now restrict our attention to periodic Gaussian OS-positive processes. We can determine which such processes satisfy the twosided Markov property on the circle. THEOREM 4.1. Let Φ(v, t) rl , it suffices to consider r, seS^ with |r -s| ^ /3/2. If the process is stationary there is no loss of generality in assuming that r = 0, s = T with 0 < T ^ /3/2. It follows that for a periodic Gaussian stationary linear stochastic process Φ(v f t) with period β, indexed by F o x R, the two-sided Markov property on S β is equivalent to E (Φ(u, s)Φ(v, t) . Thus (-a) , and V, V axe the constant functions in W, W, respectively, it follows that E+W = TF, E + V = F, JE7 + JΪ = iJjSV, and thus E + f(H) = f(H)E+. As E + V = V and /(#) leaves F invariant, we conclude that f(H) leaves F invariant. But as fix) is a bounded continuous function on [0, oo), strictly decreasing and vanishing at oo, it generates a dense sub-algebra of C 0 ([0, oo)) by the StoneWeierstrass theorem. As a consequence e~t H leaves F invariant for all ί ^ 0 and thus F = W.
• δ(a) is the δ-function, (i. e., the probability measure that gives measure one to the set {0}). This proves the corollary.
•
The analogous result is true for generalized free Euclidean fields. ) for some ml ^ 0, C > 0, i.e., if and only if the process is a multiple of the periodic free Euclidean field with period β.
• In general, given two linear stochastic processes Φ (v, t) and Ψ{w,t) indexed by VxR and WxR, respectively, where V and W are real vector spaces, we will say that Φ is a restriction of Ψ, or that Ψ is an extension of Φ, if F can be identified with a subspace
