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Quantitative Phase Imaging (QPI) is an emerging imaging modality, which has attracted 
significant interest in the past decade. Built upon the principle of interferometry, QPI measures 
the difference in optical path-length as the intrinsic contrast mechanism; it images mostly 
transparent, in vitro objects such as cells and tissue. This label-free capability makes QPI a unique 
tool for long-term imaging and is increasingly used in neuroscience. It has enabled noninvasive 
studies of neurons from single cell to network levels. Currently, cell structures and network 
elements of interest, including dendrites and axons, are manually tracked. This process leads to 
a bottleneck in analysis, which must be remedied in the near future due to the large amount of 
data constantly generated. In response to the current challenges, we have adapted image 
processing methods to create a toolbar which can automatically extract and analyze regions of 
interest in neural networks. Using these methods, image analysis can be greatly expedited, 
leading to more effective studies of neural diseases.  
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Cognitive functions such as memory and learning are determined by the interaction 
between neurons in a network. The activity between neurons is composed of a 
complicated system of functions controlled by chemicals including peptides, 
neurotransmitters and cytokines. Among the most complex systems is the actual 
formation and development of these neurons. This self-organization of neural networks is 
a poorly understood process and is necessary to understand in order to effectively 
advance medicine sciences. How groups of neurons work together and how they grow 
over time determines the existence of healthiness and disease, including Alzheimer’s 
disease and seizure disorders. Thus, it is important to study how neural networks form 
and grow, and its interconnections in the spatial and time domains [1].  
Electrophysiology is considered the ‘gold standard’ to study neurons and neural 
networks. Electrophysiology measures the electrical properties of cells through voltage 
potentials or currents. Neurons communicate with one another through axons using 
action potentials, which is a voltage. However, though electrophysiology method provides 
high confidence of electrical readout, it requires physical attaching electrodes to cell body 
or even impaling. Besides, it provides low spatial throughput, and therefore cannot be 
used to study neurons at a very small scale [1].  
Fluorescence imaging, which uses fluorescent dyes as a label to track molecular 
processes as an optical imaging modality, is an optical imaging method with potentials to 
circumvent physiology by looking at the network as a whole. The drawback is that 
fluorescent chemicals can create phototoxicity, which can impact the actual biological 
function being studied in the neural network. Another drawback of fluorescent imaging is 
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photobleaching. Bleaching occurs during fluorescent imaging when the fluorescent 
chemical is permanently chemically altered and unable to fluoresce due to light exposure 
during imaging of the cells [1]. 
Quantitative Phase Imaging (QPI) is an emerging imaging modality, which has 
potentials to circumvent the drawbacks of these traditional methods. QPI is built upon the 
principle of interferometry, where an electromagnetic field transmitted through a sample 
is overlaid with a reference field; it measures the difference in optical path-length (OPL) 
at each point in the specimen as the intrinsic contrast mechanism [2]. As a result, it 
visualizes extremely transparent objects, such as cells and tissue, without exogenous 
labeling. Due to its capabilities of label-free imaging, nanoscale sensitivity to changes in 
OPL, and quantitative information related to sample’s physical or chemical properties, this 
imaging platform offers a unique tool to study dynamics in biological samples [3]. In the 
past, researchers have translated QPI to a ranges of biomedical applications, including 
red blood cells (RBCs) dynamics [4, 5], cell growth and division [6-8], neuroscience [9-
11], and even clinical studies [12-14].  
In the past decade, QPI theoretical models were established, and a number of QPI 
systems have been invented to improve the temporal and spatial sensitivity [15-20]. In 
our lab, we developed Spatial Light Interference Microscopy (SLIM), which has been 
proven to be an outstanding instrument among the QPI family [21]. By attaching an 
external module to the output port of an existing phase contrast microscope (PCM), this 
method produces a wide-field phase map with exceptional sensitivity (e.g. sub-nanometer 
spatial background noise). Recently, we applied this imaging platform to study 
neuroscience at both single cell and brain slice levels [1, 22-24].  
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Though QPI produces a considerable amount of data to image the growth of 
neuronal network, analyzing the data is extremely time consuming compared to the 
imaging itself. Even the most up-to-date programs, i.e. NeuronJ, require large amounts 
of repeated manual input to extract metrics about two dimensional images. This creates 
a bottleneck in the full process, which needs to be remedied if the field is to advance. 
Automation of the tracking process must be integrated into research in order to most 
effectively study neurons.  
In response to these limitations, we created a toolkit to automatically track neuron 
growth, called Neurite Extraction (NEXT). We adapted a piece of software called CT-FIRE 
that was originally used to track collagen fibers. The new toolkit tracks individual neurites, 
which are projections from the neuron body in the form of an axon or a dendrite. The 
growth of the neurites is tracked by comparing the metrics, including spatial and temporal 
information, of each individual neurite of the course of the imaging. The program we 
created analyzes growth of neural network many times quicker than manual analysis. 
This quicker analysis leads to more effective studies of neural diseases such as 





2.1 SLIM Principle 
Figure (2.1) shows the system schematic of a SLIM setup. The SLIM module is 
attached to the output port of an existing phase microscope, producing additional phase 
delay between sample and reference field [21]. A camera collects four intensity images 
and produce one corresponding phase image [28].  
 
 𝜙 = 2𝜋𝜆 (𝑛 − 𝑛))ℎ (2.1) 
The phase map is determined by equation (2.1). The wavelength, 𝜆, is inversely 
proportional to the phase. The phase is affected by the density of dry mass in the 
sample which determines the refractive index, 𝑛), at that point. The term ,-.  is called the 
wavenumber, and the right term, (𝑛 − 𝑛))ℎ, is called the optical path-length (OPL), 








Fig. 2.1. Schematic of SLIM module 
 
2.2 Neuronal network imaging 
Neuronal network images were obtained from an earlier study, with details 
described in Ref. [25]. In short, neuron cultures at different cell population were prepared 
and imaged by a SLIM system every 1.42 hour for nearly 30 hours. Based on the number 
of neuron cell bodies per Field of View (FOV), we specify three confluence levels: low 
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confluence (< 20), medium, and high (> 50). Figures (2.2a-c) show the representative 
phase map for each condition.  
 
  
Figure 2.2. Phase image of neuronal network at low (a), medium (b), and high (c) confluence. 
 
2.3 CT-FIRE 
CT-FIRE (curvelet transform - fiber extraction) was made by a group of 
researchers at the University of Wisconsin- Madison to automatically track collagen fibers 
[26]. The algorithm uses a two-dimensional, 8-bit intensity image of tissue as input to 
segment individual fibers. For each extracted fiber, the algorithm produces a group 
descriptive metrics to further characterize its structural organization, including fiber length, 
width, angle and straightness.  
The algorithm goes through two stages: the curvelet transform (CT), and the fiber 
extraction (FIRE). Developed by Candes and Donoho, the curvelet transform works as a 
preprocessing step to denoise and also to enhance line and edges in an 2D image [27]. 
The transform is briefly represented as a superposition of edge lines (which are the 
neurites in this case), and wavelets in the perpendicular direction. In this algorithm, a 
threshold for the curvelet transform has been chosen to optimize extraction of edges, 
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which has been shown to be an improvement over the decimated wavelet transforms. 
The fiber extraction algorithm was developed as a method to extract a network of 
fluorescently labeled collagen fibers from a three-dimensional image [27]. The first step 
of the algorithm forms a binary image by thresholding to differentiate between pixels that 
are potential fibers and those that are background. Next, nucleation points are chosen by 
finding the foreground pixels which have a maximum distance to the nearest background 
pixels, or in other words, the width. Networks are formed by connecting nucleation points 
which have only foreground pixels between them. The fibers with lengths below a certain 
threshold are removed, and the resulting graph is a network of fibers.  
Since neurites have similar structures to collagen fibers, meaning 
elongated/extend shapes, we use CT-FIRE as the framework for the automated neuron 
tracker. In this current research, we are interested in the changes in neurite length within 






Here, we purpose a novel method, called CT-NEXT (Neuron Extraction) to 
automatically extract neurites and assess their growth dynamics. With minimal manual 
input, this method significantly improves the efficiency of image analysis. Figure (3.1) 
represents the process from beginning to end of extracting neuron network metrics. Each 
section will be discussed in detail.  
 
Figure 3.1. Flowchart of Design Process 
 
A time-lapse SLIM image stack is selected as an input (Fig. 3.2a), and each frame 
is downsampled to an 8-bit image (Fig. 3.2b) and then CT-FIRE is applied to locate 
individual neurites (Fig. 3.2c), which are each assigned index numbers. As one can see 
in overlaid image in Fig. (3.2c), though a few neurites are missed, most features of interest 
are picked out. Be that as it may, the processed result is clearly very busy, including 
disconnected lines and particles in the media. The program CT-FIRE was not made for 
tracking neurites, so the toolkit we built from it uses its results to find edges effectively, 
but only as an intermediate step.  








Figure 3.2 (a-c). A Medium Confluence Neural Network SLIM Image (a) downsampled (b) and CT-FIRE applied (c) 
 
Next, to address the issue of CT-FIRE errors, we designed a unit called Merging 
& Deleting, where index numbers are manually selected, and the corresponding neurites 
are either deleted or merged depending on the context. If a selected neurite has several 
line segments due to CT-FIRE error, those segments will be merged as one complete 
segment. The resulting neurites are those of interest to the user. This manual input must 
only be applied to the last image in a stack to be used as the ground truth, and the rest 
of the stack will follow suit. In general, the last image in a stack contains the neurites with 
the greatest length because growth is strongly favored over decrease (retraction). It is 
optimal, therefore, to require the last image to have manual input. Figures (3.3a-b) show 
an example of the capability of deleting and merging. After this manual process (Fig. 
3.3c), the image is much less cluttered, and contains only the neurites of interest. For an 
800 x 800 µm2 image of a medium confluence network, this process takes, approximately 
10 min, which is considered a significant improvement from conventional methods 
























Figure 3.3 (c-d) Manual selection of last frame as a ground truth. 
 
After Deleting & Merging, automated neurite tracking follows. Using the last frame 
as reference, CT-NEXT continuously compares neurites against those in the last frame. 
For each neurite in each successive frame, the program compares the location of the 
neurites in last frame that are in the same vicinity as the current one. Here, we developed 
a “closeness” kernel to quantify the spatial correlation of two neurites in different frames, 
as follow.  
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Consider a neuronal SLIM image as a 2D map. The position of a neurite is 
essentially a set of 𝑛 pixels (𝑥, 𝑦) with unique coordinates, {𝑥4, . . . , 𝑥6, 𝑦4, … , 𝑦6}, which can 
be obtained from the CT-FIRE output. Given two neurites at different time moment, 𝑁4, 
and 𝑁,, we define their closeness as 
 𝑐𝑙𝑜𝑠𝑒𝑛𝑒𝑠𝑠(𝑁4,𝑁,) = min4BCD,EDB6F,6GHI J KL𝑥C4 − 𝑥E,M, + L𝑦C4 − 𝑦E,M,CDOIH4,EDOIH4CPCD,EPED  (3.1) 
 
Eq. (3.1), shows the closeness between two neurites, 𝑁4 = Q𝑥44, … , 𝑥6F4 , 𝑦44, … , 𝑦6F4 R 
and 𝑁, = Q𝑥4,,… , 𝑥6G, , 𝑦4,, … , 𝑦6G, R, is essentially the minimum sum of Euclidean distances 
between 𝐿 consecutive pixels in each neurite. In other words, it is the closest overlap 
between 𝐿 coordinate pairs in each neurite. By assumption. neurons are reluctant to 
migrate, so the closeness of same neurite at different time should be a small value. 
Therefore, two neurites are said to be “matched” if the closeness is under the certain 
threshold, and its length, ℓ, can be calculated as   
 ℓU = JV(𝑥C − 𝑥CO4), + (𝑦C − 𝑦CO4),	6H4CP4  (3.2) 
which is the sum of Euclidean distances between consecutive pairs of coordinates. 
The CT-NEXT algorithm automatically deletes, merges, and tracks all of the 
neurites in every frame, with the last frame as a reference. If they are matched, then the 
neurite is added to the growth data, as are any successive neurites that are matched. If 
two-line segments are matched to one neurite in the last frame, then they are merged 
together using the merging tool. If a neurite is not matched to any in the last frame, then 
it is either erroneous, or the user is not interested in it, and it is deleted with the deletion 
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tool. When the program completes, it outputs a set of lengths over time for each neurite 
matched to a neurite in the reference (the last frame). The program also produces a stack 












Figure 1.5. Representative result of neurite tracing 
 
Figure (3.5) shows a typical tracking result of one neurite in a low confluence network. 
While this fiber was displayed because it grew over time, it is important to note that many 
of the fibers did not grow, and in some cases, retractions (shrinking) occurred, which 
indicates that though in low confluence condition, not all neurites have equal capability to 
grow. Figure (3.6) shows the actual growth of the neurites plotted along with a regression 


















Figure 3.6. Plot of Individual Neurite Growth over Time 
 
Growth of individual neurites is equally as important information as growth of the 
neural network as a whole. Information is also held in the comparison of growth between 
the varying confluences of the neural networks. Different biological regions contain 
varying densities of neurons, so therefore the differences are important. The rate of 









Figure 3.7. Normalized Growth Rate of Neurites over Low, Medium and High Confluences 
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Using CT-NEXT, we processed 10 stacks in total, and extracted 264 neurites. 
Figure (3.7) is a boxplot of growth rates over low, medium, and high confluences. The 
growth rates were very high for the low confluence cases. This is because neurites branch 
out to locate other neurites or neuron cell bodies but are not able to as often because of 
the low density of cells. The same substrate was applied to all the confluences, so there 
is plenty of nutrients from the fetal bovine serum. As the density (confluence) of neurons 
increase, the growth rate clearly decreases. The means and standard deviations of the 
low, medium and high confluence networks were 3.67, 1.84 and 0.99, and 3.88, 2.14 and 
1.18, respectively. Using a MacBook Pro 2017 computer (2.9 GHz Intel Core i7), the total 





The field of neuroscience (as well as all other fields) is rapidly moving toward more 
automated analysis. Tracking neuron growth over time in varying confluences, substrates 
and diseases hold important information in medical sciences. These are the reasons we 
decided to investigate and build a toolkit to track and quantify neural network growth. 
In this research, we designed a toolkit to automatically track neurites from SLIM 
images of neuronal networks. Data about individual and overall neurite growth was 
collected and analyzed. We found that there is a statistically significant difference 
between growth rates for neural networks of varying confluences. Though remarkable 
progress has been made, some other work should be done to even advance the 
performance and robustness of the current setup.  
Out method adapted a current software package to track collagen fiber growth over 
time. Many times, in science and engineering, ideas and methods are drawn from other 
areas in science, both similar and very different. By building on top, and adapting this 
program, we save time and make the process more efficient in general. However, using 
this framework made the possible scope of analysis narrower because many of the 
metrics extracted were drawn from CT-FIRE itself. For example, the initial preprocessing 
of the images used the curvelet transform. While helpful, this method of preprocessing is 
not fully suited for the time of structures that neural networks form because there is less 
physical parallelism. The fiber extraction algorithm worked very well, even though it was 
meant for collagen fiber networks.  
Given a project of longer duration, better preprocessing methods would be the first, 
most effective improvement. Neuron cell bodies often times “confused” the fiber extraction 
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(FIRE) algorithm, and better methods to make them invisible to the algorithm would 
greatly help. Neurites often times branch in several different directions, and so a method 
to find the effective roots of several branches would be useful to distinguish which 
branches are growing or retracting.  
Furthermore, another way to improve the project would be to introduce and extract 
more metrics from the networks, including neurite curviness. Another metric could be 
finding neurites that locate a target (i.e. another neurite, or a cell body, etc.). These 
methods could improve the useful information drawn from analysis, and more inferences 
could be made with this larger scope.  
Automation in neuroscience is inevitable, but much work is left to be done. 
Breakthroughs in artificial intelligence and machine learning are bound to advance the 
science, and the work that we performed in this project would help these fields to improve. 
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