Abstract. Work of Jean Renault shows that, for topologically principalétale groupoids, a diagonal-preserving isomorphism of reduced C * -algebras yields an isomorphism of groupoids. Several authors have proved analogues of this result for ample groupoid algebras over integral domains under suitable hypotheses. In this paper, we extend the known results by allowing more general coefficient rings and by weakening the hypotheses on the groupoids. Our approach has the additional feature that we only need to impose conditions on one of the two groupoids. Applications are given to Leavitt path algebras.
Introduction
Groupoid C * -algebras have played a prominent role in the theory of operator algebras since Renault's seminal monograph [33] ; see also Connes [20] . In recent years, there has been a flurry of activity [4, 5, 7-9, 11, 12, 14-17, 19, 24, 38-40] around groupoid algebras over commutative rings [18, 37] , as this class encompasses group algebras, Leavitt path algebras [1] [2] [3] 6] and inverse semigroup algebras amongst other interesting rings.
Groupoid algebras are built from an ample groupoid G and a commutative ring with unit R. An ample groupoid is anétale groupoid with a totally disconnected, locally compact unit space. If G and G ′ are isomorphic ample groupoids, then there is a diagonal-preserving isomorphism RG −→ RG ′ of algebras, where the diagonal subalgebra of a groupoid algebra is the commutative algebra of compactly supported locally constant functions on the unit space. Groupoid reconstruction is concerned with determining to what extend the converse holds.
Renault [34] proved in the operator theoretic setting that a diagonalpreserving isomorphism between reduced C * -algebras implies an isomorphism of groupoids provided the groupoids are topologically principal. This result has inspired most of the work in the algebraic setting.
Prior to this paper, all of the work has focused on the case where R is an integral domain. Of course, the isomorphism problem for group rings (when does ZG 1 ∼ = ZG 2 imply that the groups G 1 , G 2 are isomorphic) is exactly our problem in the special case that the ample groupoids are discrete groups and the ring R is the integers. There is a famous example [25] of two finite non-isomorphic groups with isomorphic integral group rings and so diagonalpreserving isomorphisms cannot recover the groupoid in general; simpler examples are, of course, available over the field of complex numbers. Note that if Kaplansky's Unit Conjecture [31] is true, then a torsion-free group is determined by its algebra and diagonal subalgebra over any integral domain.
In [10] it was shown that a diagonal-preserving isomorphism of * -rings between Leavitt path algebras implies an isomorphism of the corresponding path groupoids. Of course, a groupoid isomorphism yields a diagonalpreserving isomorphism of * -rings. However, we shall not require the * -structure to be preserved in this paper. The paper [4] shows that, for topologically principal groupoids, a diagonal-preserving ring isomorphism between groupoid algebras gives rise to an isomorphism of groupoids; this is the groupoid analogue of Renault's theorem [34] . Topologically principal groupoids are a special case of the important class of effective groupoids. For second countable groupoids, which is what operator theorists usually consider, being effective is equivalent to being topologically principal, but in general it is a weaker condition [9] .
The strongest result prior to our work is that of Carlsen and Rout [12] . They prove that groupoid reconstruction is possible as long as there is a dense set of objects such that the group ring of the isotropy group at each of these objects has no zero divisors and no non-trivial units. Diagonalpreserving isomorphisms are classified in [21] for this context. We remark that over an integral domain, having no zero divisors and no non-trivial units is equivalent to being torsion-free and having no non-trivial units [31] . This condition is satisfied by any left or right orderable group and, in particular, by any torsion-free abelian group. The results of Carlsen and Rout imply those of [4, 10] discussed above, but they are not strong enough to cover all effective groupoids since, in principle, a groupoid can be effective and fail the no zero divisors and no non-trivial units condition at each object. The results on diagonal-preserving isomorphisms of Leavitt path algebras were put to good effect in the paper [13] in connection with the work of Matsumoto and Matui on symbolic dynamics and groupoids, cf. [29] .
We generalize the results of Carlsen and Rout in several ways. Firstly, we weaken the hypotheses on the base ring R. Secondly, we show that one can work with the group rings of the isotropy groups of the interior of the isotropy bundle; this will allow us to apply our results to all effective groupoids. Also, we do not require the group rings to have no zero divisors; we just need no non-trivial units. For example, the integral group rings of finite abelian groups of exponent 4 or 6, as well as direct products of quaternion groups or left orderable groups with elementary abelian 2-groups [26] , have no non-trivial units but have zero divisors and so give examples to which our results apply but those of [12] do not. Finally, our results only require one of the two groupoids linked by a diagonal-preserving isomorphism of algebras to satisfy our hypotheses in order to conclude that the groupoids are isomorphic; previous papers [4, 10, 12] required both groupoids to satisfy their hypotheses.
Despite working in a more general setting, we believe that our proofs are technically simpler than those in [4, 10, 12] . Our chief innovation is to provide a simple, direct proof that the normalizer of the diagonal subalgebra is an inverse semigroup. This type of approach was suggested by the referee of [4] , but the papers [4, 10, 12] use instead the full strength of their hypotheses to achieve this. We introduce what we call the local bisection hypothesis on the normalizer of the diagonal; it is an analogue of the no non-trivial units hypothesis for group rings. Under this hypothesis we show that the inverse semigroup of compact local bisections of the original ample groupoid can be recovered as the normalizer of the diagonal subalgebra, modulo its normal inverse subsemigroup of diagonal elements. Since an ample groupoid is the tight groupoid of its associated inverse semigroup of compact local bisections [22, 23, 28] , this allows us to recover the groupoid. A crucial advantage of working in this axiomatic setting is that we can show that the local bisection hypothesis can be checked on the interior of the isotropy bundle and hence we may reduce to the case of a group bundle, which is technically easier. Also, we show that the local bisection hypothesis is invariant under diagonal-preserving ring isomorphisms, analogously to the no non-trivial units hypothesis for group rings [31, Chpt. 14, Thm 3.1].
Our results, like those of [4, 10, 12] , are carried out in the more general graded setting. This entails a little extra work because we must prove that a graded ample groupoid can be reconstructed from its graded inverse semigroup of homogeneous compact local bisections. The ungraded case can be recovered from the graded case by assuming the group providing the grading is trivial.
The paper is organized as follows. We begin with a section of preliminaries on group rings, inverse semigroups, groupoids and groupoids of germs. We then introduce graded inverse semigroups and show how graded ample groupoids can be recovered from their graded inverse semigroup of homogeneous compact local bisections. The next section studies the graded normalizer of the diagonal subalgebra of the algebra of a graded ample groupoid. The normalizer is shown to be an inverse semigroup and its structure is elucidated. We then introduce the local bisection hypothesis. Sufficient conditions on a groupoid to ensure the local bisection hypothesis are provided. We then show that the graded groupoid can be reconstructed from its algebra and diagonal subalgebra under this hypothesis by recovering the inverse semigroup of homogeneous compact local bisections as the normalizer factored out by its normal subsemigroup of diagonal elements. The paper ends with an application to Leavitt path algebras [2] .
Preliminaries
Let R be a commutative ring with unit. The ring R is indecomposable (or connected) if 0, 1 are the only idempotents of R. This is equivalent to R not being isomorphic to a non-trivial direct product and it is also equivalent to the Zariski spectrum of R being connected. Every integral domain is indecomposable, but so are local rings like Z/p n Z with p prime. The ring R is reduced if it contains no non-zero nilpotent elements. The coordinate ring of an affine variety that is connected, but not irreducible, gives a reduced indecomposable ring that is not an integral domain, e.g., C[x, y]/(xy). Another example is the integral group ring of Z/2Z.
The group of units of a ring A will be denoted by A × .
2.1. Group rings. Let G be a group and RG the corresponding group algebra. Put A group is said to have the unique product property if given two finite nonempty subsets A, B of G, there is an element of AB that can be uniquely written as a product ab with a ∈ A and b ∈ B. This property is satisfied by any left or right orderable group and so, in particular, for any torsionfree abelian group or free group; see [31] . If R is an integral domain and G has the unique product property, then RG has no zero divisors and no non-trivial units [31] . We remark that it is known that if R is an integral domain, then in order for RG to have no zero divisors, G must be torsionfree and that, for torsion-free groups, having no non-trivial units implies having no zero divisors; see [31] . Kaplansky's Unit Conjecture asserts that if G is torsion-free and R is an integral domain, then RG has no non-trivial units [31] .
Let us say that G is a trivial units only group if kG has no non-trivial units for every field k, for example, a unique product property group. The following proposition is a direct consequence of [30, Theorem 3] (or rather its proof, since the stated result is slightly weaker than we need). We provide a proof for the reader's convenience. Proposition 2.1. Let G = 1 be a trivial units only group (e.g., a unique product property group). Then RG has no non-trivial units if and only if R is reduced and indecomposable.
Proof. We begin with necessity. Fix g ∈ G \ {1}. Suppose first that R is not indecomposable and let e = 0, 1 be an idempotent. Then e + (1 − e)g is a non-trivial unit with inverse e + (1 − e)g −1 . If 0 = n ∈ R is nilpotent, the ng is nilpotent and so 1 − ng is a non-trivial unit.
For sufficiency, we use a little algebraic geometry following [30] . Since R is indecomposable, its prime spectrum Spec(R) is connected. If p ∈ Spec(R), then κ(p) denotes the field of fractions of R/p and if a ∈ R, then a(p) denotes the image of a in κ(p). Let u ∈ RG be a unit, say u = g∈G a g g. The image of u under the canonical homomorphism RG −→ κ(p)G is a unit and hence a trivial unit by hypothesis. If follows that there is a unique element h ∈ G with a h (p) = 0. Denote this element g(p). Thus we have a mapping g : Spec(R) −→ G that we claim is locally constant. Indeed, if g(p) = h, then a h / ∈ p. Let D(a h ) denote the basic open set of all prime ideals not containing a h . Then if q ∈ D(a h ), we have a h (q) = 0 and so g(q) = h. It follows, since Spec(R) is connected, that g is a constant mapping. Therefore, there is an element h ∈ G such that, for every p ∈ Spec(R), we have a h (p) = 0 and a h ′ (p) = 0 for all h ′ = h. Since R is reduced, the intersection of all of its prime ideals is zero and so a h ′ = 0 for h ′ = h. On the other hand, since a h belongs to no prime ideal, and hence to no maximal ideal, we must have that a h is a unit. Thus u = a h h is a trivial unit.
For instance, RZ has no non-trivial units if and only if R is reduced and indecomposable. Note that the proof of necessity in Proposition 2.1 is valid for any non-trivial group. Also in the proof of sufficiency, we just need that kG has no non-trivial units for each field k that is an R-algebra.
Higman [26] showed that if G is a finite abelian group of exponent 4 or 6, or a quaternion group, then ZG has no non-trivial units. He also showed that if ZG has no non-trivial units, then Z[G × Z/2Z] has only trivial units.
Inverse semigroups.
An inverse semigroup is a semigroup S such that, for each s ∈ S, there exists a unique element s * ∈ S with ss * s = s and s * ss * = s * . Moreover, one has that (s * ) * = s, (st) * = t * s * and ss * t * t = t * tss * for all s, t ∈ S. The reader is referred to Lawson's book [27] for the theory of inverse semigroups. Note that every group is an inverse semigroup.
The set E(S) of idempotents of an inverse semigroup is a commutative subsemigroup and is a meet semilattice with respect to the partial ordering e ≤ f if ef = e; the meet is the product. Also, if e ∈ E(S), then e * = e. The partial order extends to the entire inverse semigroup by putting s ≤ t if s = te for some idempotent e ∈ E(S) (or, equivalently, s = f t for some f ∈ E(S)). This partial order is stable for multiplication and inversion.
Inverse semigroups can be alternatively axiomatized as those von Neumann regular semigroups with commuting idempotents where we recall that a semigroup S is von Neumann regular if, for all s ∈ S, there exists s ′ ∈ S with ss ′ s = s.
A zero element of an inverse semigroup S is an element z such that zx = z = xz for all x ∈ S. Zero elements are unique when they exist and are usually denoted 0. Most inverse semigroups of interest to us will have a zero.
Any semigroup homomorphism ϕ : S −→ T of inverse semigroups automatically preserves the involution.
An inverse subsemigroup T of S is said to be full if E(T ) = E(S). Notice that if T is a full inverse subsemigroup of S, then it is an order ideal, that is, if s ≤ t with t ∈ T , then s ∈ T . Indeed, s = te with e ∈ E(S) = E(T ) and so s ∈ T .
2.3. Ample groupoids. A groupoid G is a small category in which every morphism is an isomorphism. We write G (0) for the set of objects of G and G (1) for the set of arrows. The domain and range maps are denoted d and r, respectively. We typically view G (0) as a subset of G (1) by identifying an object x with the identity morphism at x. A topological groupoid is a groupoid in which G (0) and G (1) are equipped with topologies such that all the groupoid structure maps are continuous. A topological groupoid isétale if all the structure maps are local homeomorphisms; actually, it is enough for the domain map to be a local homeomorphism. In this case G (0) is an open subspace of G (1) . See [22, 32, 35] (1) will also be a Boolean space. In this paper we assume that all groupoids are Hausdorff although we shall repeat this hypothesis in the main theorems.
Groups are precisely one-object ample groupoids. More generally, any discrete groupoid is ample. If X is a Boolean space, then we can view it as an ample groupoid in which G (0) = X = G (1) , that is, as a groupoid of identity morphisms.
A local bisection of anétale groupoid G is an open subset U of G (1) such that d | U and r | U are injective. The set of compact local bisections is denoted Γ c (G ) . The groupoid G is ample if and only if Γ c (G ) is a basis for the topology on G (1) (cf. [32] ). If U, V ∈ Γ c (G ), then so is
and so Γ c (G ) is an inverse semigroup with U −1 = {γ −1 | γ ∈ U } as the inverse of U (in the sense of inverse semigroup theory) [22, 32] .
If x ∈ G (0) , then the isotropy group of G at x is the group
The orbit of x is the set of objects y such that there is a morphism from x to y. A subset of G (0) is invariant if it is a union of orbits. If G is a groupoid, the isotropy bundle of G is the subgroupoid consisting of all objects and those arrows belonging to x∈G (0) G x . The isotropy bundle of anétale groupoid need not beétale but the interior of the isotropy bundle isétale. Anétale groupoid is said to be effective if the interior of the isotropy bundle consists of just the identity morphisms. This is equivalent to the natural action of Γ c (G ) on G (0) being faithful (cf. [22] ). A closely related notion is that of a topologically principal groupoid. Anétale groupoid is topologically principal if the set of objects with trivial isotropy group is dense. Topologically principal ample groupoids are effective and the converse is true for second countable groupoids [9, 34] . In general, these notions are different. In [9] , an effective ample groupoid is constructed in which every isotropy group is infinite cyclic.
If G is a group, a cocycle c : G −→ G is a continuous functor (where G is viewed as a discrete one-object groupoid). The fiber over g ∈ G is denoted G g and is called the homogeneous component of g. Note that G 1 is a clopen subgroupoid of G . We call G a G-graded groupoid. There is an obvious category of G-graded groupoids. We call a local bisection U homogeneous if U ⊆ c −1 (g) for some g ∈ G. The homogeneous compact local bisections form an inverse subsemigroup Γ h c (G ) of Γ c (G ) . Of course, every groupoid is trivially graded by the trivial group, in which case, Γ h c (G ) reduces to Γ c (G ).
2.4.
Groupoids of germs. Let X be a Boolean space. We denote by I X the inverse semigroup of all partial homeomorphisms of X with compact open domain. An action of an inverse semigroup S with zero on X is a zero-preserving homomorphism ϕ : S −→ I X such that if X e denotes the domain of an idempotent e, then e∈E(S) X e = X; this last condition says that the action is non-degenerate. An important example is given by the spectral action of S, which we now proceed to describe. If E is a meet semilattice with zero, a character of E is a non-zero homomorphism τ : E −→ {0, 1} of semilattices with zero. The space Spec(E) of all characters on E is a Boolean space with respect to the topology of pointwise convergence. An ultracharacter is a maximal character with respect to the pointwise ordering on characters. The set of ultracharacters of E is denoted E. It is well known that if E is a generalized Boolean algebra, then the ultracharacters are precisely the generalized Boolean algebra homomorphisms. In this case, E is a closed subspace of Spec(E) with basic compact open sets of the form D(e) = {τ ∈ E | τ (e) = 1}. If X is a Boolean space and B is its generalized Boolean algebra of compact open sets, then X is homeomorphic to B via the mapping x → τ x where τ x (U ) = χ U (x) (here χ U is the characteristic function of U ).
If S is an inverse semigroup with zero, then S acts on Spec(E(S)) as follows. For e ∈ E(S), let D(e) = {τ ∈ Spec(E(S)) | τ (e) = 1}. Then the domain of the action of s ∈ S is D(s * s) and the range is D(ss * ). The action is given by sτ (e) = τ (s * es). The space E(S) is invariant under the action of S and so if E(S) is a generalized Boolean algebra, then S acts on E(S). See [22] for details.
If S acts on a Boolean space X, the groupoid of germs G = S ⋉ X of the action is described as follows. The object space is X. The arrow space G (1) consists of all equivalence classes of pairs (s, x) with x ∈ X s * s where (s, x) ∼ (t, y) if x = y and there exists u ∈ S with x ∈ X u * u and u ≤ s, t. In other words, s and t have a common restriction belonging to S and defined at x. The class of (s, x) is denoted by [s, x] . A basis for the topology on G (1) is given by the sets . The identity at x is [e, x] where e is any idempotent with x ∈ X e . We note that it is not always the case that S ⋉ X is Hausdorff. The reader should consult [22] for details. The groupoid S ⋉ Spec(S) is called the universal groupoid of S. Its algebra is isomorphic to the semigroup algebra of S [37] .
If G is an ample groupoid, then it follows from [22, Prop.
5.4] and Stone duality that
See, for example, [23, Thm 4.8] or [28] for details. Consequently, ample groupoids G and G ′ are isomorphic if and only if the inverse semigroups Γ c (G ) and Γ c (G ′ ) are isomorphic.
2.5. Groupoid algebras. If G is a Hausdorff ample groupoid and R is a commutative ring with unit, then the groupoid algebra RG has underlying R-module the space C c (G (1) , R) of compactly supported locally constant mappings from G (1) to R. The product is given by convolution
Details can be found in [37] . In this paper, we shall write f g as shorthand for f * g. Note that RG is spanned by the characteristic functions of compact local bisections and if U, V ∈ Γ c (G ), then χ U χ V = χ U V . In fact, RG is the quotient of the semigroup algebra RΓ c (G ) by the relations χ U + χ V = χ U ∪V whenever U, V are disjoint compact open subsets of G (0) [18, 36] . If X is a Boolean space, viewed as an ample groupoid consisting of identity morphisms, then the groupoid algebra is C c (X, R) with pointwise operations. If we view a group G as a one-object ample groupoid, then RG is the usual group algebra.
If c : G −→ G is a cocycle, then RG is a G-graded algebra where the homogeneous component RG g of g ∈ G consists of those mappings whose support is contained in the clopen set G g [18] .
If H is an open subgroupoid of G , then RH is a subalgebra of RG in a natural way (by extending a compactly supported mapping on H (1) to G (1) by 0 at all undefined morphisms). In particular C c (G (0) , R) is naturally a subalgebra of RG that we call the diagonal subalgebra and denote by D R (G ) or, if R is understood, just D(G ). Note that in the graded setting, the diagonal subalgebra is contained in the homogeneous component of 1. If H is a group, then the diagonal subalgebra of RH consists of the scalar multiples of the identity.
If X is a closed invariant subspace of G (0) and G | X is the (closed) full subgroupoid of G with object set X, then restriction induces a homomorphism RG −→ RG | X . Proposition 2.2. Let G be a Hausdorff ample groupoid and R a commutative ring with unit. Let H be the interior of the isotropy bundle of G . Then the centralizer of the diagonal subalgebra D R (G ) is RH (viewed as the subalgebra of RG consisting of those functions supported on H ).
. This completes the proof.
Since any isomorphism sends centralizers to centralizers, we obtain our first corollary of Proposition 2.2. Corollary 2.3. Let G and G ′ be ample Hausdorff groupoids and R a commutative ring with unit. If Φ : RG −→ RG ′ is a diagonal-preserving ring isomorphism, then it restricts to a diagonal-preserving ring isomorphism of the algebra of the interior of the isotropy bundle of G with that of the interior of the isotropy bundle of G ′ .
The implication (1) implies (2) of the following corollary was proved in [39, Proposition 3.8] , although it should probably be considered folklore.
Corollary 2.4. Let G be a Hausdorff ample groupoid and R a commutative ring with unit. Then the following are equivalent.
( (G ) . By maximality, we conclude that χ U ∈ D R (G ) and hence γ ∈ G (0) . Thus G is effective.
An immediate consequence of Corollary 2.4 is our next corollary.
Corollary 2.5. Let G , G ′ be Hausdorff ample groupoids and let R be a commutative ring. Suppose that Φ : RG −→ RG ′ is a diagonal-preserving ring isomorphism. Then G is effective if and only if G ′ is effective.
2.6. Distributive inverse semigroups. Let S be an inverse semigroup. Then s, t ∈ S are said to be compatible [27] if st * , t * s ∈ E(S). Notice that if s, t have a common upper bound in S, then they are compatible. A subset of S is compatible if each pair of its elements is compatible. Compatible subsets are precisely those which can potentially have a join. An inverse semigroup S is distributive if it admits joins of compatible pairs and products in S distribute over joins. It is easy to see that if an inverse semigroup is distributive, then it admits joins of any finite compatible set. Of course, any isomorphism of distributive inverse semigroups preserves the join and the class of distributive inverse semigroups is closed under isomorphism. Also, note that any homomorphism of inverse semigroups preserves the compatibility relation. Details can be found, for example, in [28] .
Let G be a Hausdorff ample groupoid. The reader should check that U, V ∈ Γ c (G ) are compatible if and only if U ∪ V is a local bisection. Hence Γ c (G ) is a distributive inverse semigroup with union as the join.
If S is a distributive inverse semigroup and T ≤ S is a full inverse subsemigroup which is also distributive, then T is closed under all joins of finite compatible subsets. Indeed, if A ⊆ T is finite and compatible and s, t are the joins of A in S and T , respectively, then s ≤ t and so s ∈ T because T is an order ideal. Thus s = t.
Graded inverse semigroups and groupoids of germs
Let S be an inverse semigroup with zero and G a group. A partial homomorphism θ : S −→ G is a mapping θ : S \ {0} −→ G (abusing notation) such that θ(st) = θ(s)θ(t) whenever st = 0. Proposition 3.1. Let θ : S −→ G be a partial homomorphism.
(1) θ(e) = 1 for all non-zero idempotents e.
Proof. If 0 = e = e 2 , then θ(e) = θ(e)θ(e) and so θ(e) = 1. Hence, if s = 0, then θ(s)θ(s * ) = θ(ss * ) = 1 and so θ(s * ) = θ(s) −1 . Finally, if 0 = s ≤ t, then s = te with 0 = e idempotent and so θ(s) = θ(t)θ(e) = θ(t). This completes the proof.
A G-graded inverse semigroup is an inverse semigroup equipped with a partial homomorphism θ :
We sometimes call θ a grading of S. A graded homomorphism of G-graded inverse semigroups is a zero-preserving homomorphism respecting the grading.
Our main example of a G-graded inverse semigroup comes from a Ggraded ample groupoid c : G −→ G. Then the inverse semigroup of homogeneous compact local bisections Γ h c (G ) is a G-graded inverse semigroup with respect to the obvious grading induced by c.
Note that any inverse subsemigroup with zero of a G-graded inverse semigroup inherits a G-grading.
If S is a G-graded inverse semigroup acting on a Boolean space X, then the groupoid of germs G = S ⋉ X is naturally G
We shall require a condition that guarantees that if T ≤ S is an inverse subsemigroup, then the groupoid of germs for the action of S on X is isomorphic to the groupoid of germs for the restricted action of T on X.
If ϕ : S −→ I X is an action on a Boolean space, we say that T ≤ S is cofinal with respect to the action if, for all x ∈ X and s ∈ S with x ∈ X s * s , there exists t ∈ T such that t ≤ s and x ∈ X t * t . Proposition 3.2. Let S be a G-graded inverse semigroup acting on a Boolean space X. Suppose that T ≤ S is a full inverse subsemigroup that is cofinal with respect to the action. Then the groupoids of germs T ⋉ X and S ⋉ X are isomorphic as G-graded groupoids.
Proof. Note that since E(S) = E(T ), the restriction of the action to T is non-degenerate. We define a functor ρ : T ⋉ X −→ S ⋉ X by the identity on objects and by ρ([t, x] T ) = [t, x] S where we use [u, y] R to denote the germ class of (u, y) for the inverse semigroup R. The mapping ρ is clearly well defined. To see that ρ is injective, suppose [t, x] S = [t ′ , x] S with t, t ′ ∈ T . Then there exists u ∈ S with u ≤ t, t ′ and x ∈ X u * u . But T is an order ideal, so u ∈ T and hence [t, x] T = [t ′ , x] T . Also, ρ is surjective since if [s, x] S is an arrow of S ⋉ X, then by cofinality, there exists t ∈ T with t ≤ s and
and so ρ is onto. Clearly ρ is a functor. It is continuous because ρ −1 (s, U ) = t∈T,t≤s (t, U ∩ X t * t ). It is open because ρ(t, U ) = (t, U ) for U ⊆ X t * t . Clearly ρ preserves the grading. This completes the proof.
As a consequence, we show that if G is a G-graded ample groupoid, then where U is any compact local bisection containing γ. Since the identities of G all belong to G 1 , it follows that Γ h c (G ) is a full inverse subsemigroup of Γ c (G ) . To see that it is cofinal with respect to the action on E(Γ c (G )), let x ∈ G (0) and U ∈ Γ c (G ) with x ∈ d(U ), i.e., τ x (U −
Indeed, if γ : x −→ y with c(γ) = g, then the above argument shows that we can find V ∈ Γ h c (G ) with γ ∈ V and
) (using the proof of Proposition 3.2). It follows that the isomorphism preserves the grading.
Consequently, to reconstruct G as a G-graded groupoid, it suffices to reconstruct Γ h c (G ) as a G-graded inverse semigroup.
The normalizer of the diagonal
In this section, we generalize the notion of having no non-trivial units from group algebras to ample groupoid algebras.
4.1.
The local bisection hypothesis. Let R be a commutative ring with unit and G a Hausdorff ample G-graded groupoid with cocycle c :
We call N = g∈G N g the (graded) normalizer of D (G ) . Observe that if m ∈ N g and m ′ is as in (4.1), then m ′ ∈ N g −1 . Trivially, if U ⊆ G g is a homogeneous compact local bisection, then χ U ∈ N g with χ ′ U = χ U −1 . Our first goal is to show that N is a G-graded inverse semigroup. 
Proof. They are clearly idempotents. Let
Recall that a semigroup S is an inverse semigroup if and only if it is von Neumann regular with commuting idempotents. Proposition 4.2. We have that N is a G-graded inverse semigroup, where the grading sends a non-zero element of N g to g.
Proof. Let m ∈ N g and n ∈ N h and suppose that m ′ ∈ N g −1 and n ′ ∈ N h −1 are as in (4.1). Note that m ′ mnn ′ = nn ′ m ′ m by Proposition 4.1 and commutativity of D(G ). We then compute mnn ′ m ′ mn = mm ′ mnn ′ n = mn and similarly
and so mn ∈ N and we can take (mn) ′ = n ′ m ′ . It follows that N is a von Neumann regular semigroup. If e ∈ N g is an idempotent and e ′ ∈ N g −1 is as in (4.1), then we get that e ′ = e ′ ee ′ = e ′ eee ′ = ee ′ e ′ e = ee(e ′ e ′ )ee = ee = e where the third equality is from Proposition 4.1 and commutativity of D(G ) and the penultimate equality is from the previous computation with m = e = n. Therefore, e = ee = ee ′ ∈ D(G ) by Proposition 4.1. Thus E(N ) ⊆ D(G ), which is commutative, and so the idempotents of N commute, establishing that N is an inverse semigroup. Clearly, mapping m ∈ N g \ {0} to g is a partial homomorphism and so N is G-graded. 
Proof. This is immediate from Remark 4.3 since the product in D(G ) is pointwise and R contains only the idempotents 0 and 1.
For an indecomposable R, we can further clarify the nature of the idempotents m ′ m and mm ′ . 
and so m(α) = 0 for some α in d −1 (x). Thus x ∈ d(supp(m)). The other equality is dual.
A consequence of Proposition 4.5 is that intersection of the diagonal subalgebra with N is an inverse subsemigroup. Our next result says that the support of an element of the normalizer is highly restricted, and close to being a local bisection. Let us say that G satisfies the local bisection hypothesis (relative to R and the grading) if the support of each element of N is a local bisection. For example, if H is a group with the trivial grading and R is indecomposable, then N consists of the units of RH, together with 0, and so H satisfies the local bisection hypothesis if and only if RH has no non-trivial units. We continue to denote by H the interior of the isotropy bundle of G 1 . Note that D(G ) ⊆ RH ⊆ RG since H is an open subgroupoid containing all the objects. We view H as trivially graded. Let N H denote the normalizer of D(G ) in RH . The following proposition will allows us to reduce to the case of a group bundle when studying the local bisection property. Proposition 4.9. Let R be indecomposable and G a Hausdorff ample Ggraded groupoid. Let H be the interior of the isotropy bundle of G 1 .
( 
Thus α = β as supp(n) is a local bisection. Similarly, we have that r | supp(m) is injective.
As a consequence, if G 1 is effective, then G satisfies the local bisection hypothesis.
Corollary 4.10. Suppose that R is indecomposable, G is G-graded and Hausdorff and G 1 is effective. Then G satisfies the local bisection hypothesis.
Proof. The support of any locally constant function on G (0) is a local bisection and so the corollary is immediate from Proposition 4.9 as G 1 is effective.
4.2.
Achieving the local bisection hypothesis. In this subsection we provide some assumptions on a groupoid that imply the local bisection hypothesis. We continue to fix an ample Hausdorff G-graded groupoid G and to denote the interior of the isotropy bundle of G 1 by H . The isotropy group of H at an object x will be denoted by H x . Proposition 4.9 suggests that we should impose conditions on the group rings of the isotropy groups of H . Since a group H satisfies the local bisection hypothesis if and only if RH has only trivial units, we shall need to impose this on a dense set of objects of H . Recall that N H is the normalizer of D(G ) in RH .
Proposition 4.11. Let R be indecomposable and m ∈ N H . Let x ∈ G (0) be such that RH x has no non-trivial units. Then |H x ∩ supp(m)| ≤ 1.
Proof. Let U = d(supp(m)) = r(supp(m)) (since d = r for H ) and suppose that x ∈ U . Note that {x} is a closed invariant subspace of H (0) and hence restriction to H x yields an R-algebra homomorphism ρ x : RH −→ RH x . By Proposition 4.5, we have that m ′ m = χ U = mm ′ and so ρ x (m ′ )ρ x (m) = 1 = ρ x (m)ρ x (m ′ ). Thus ρ x (m) is a unit and hence ρ x (m) has singleton support as RH x has no non-trivial units. It follows that |H x ∩ supp(m)| = 1.
We may now conclude that if RH x has only trivial units for a dense set of objects, then G satisfies the local bisection hypothesis.
Theorem 4.12. Let R be an indecomposable commutative ring with unit and let G be a Hausdorff ample G-graded groupoid. Suppose that the set of objects x ∈ G (0) for which RH x has no non-trivial units is dense, where H x denotes the isotropy group at x in the interior of the isotropy bundle of G 1 . Then G satisfies the local bisection hypothesis.
Proof. By Proposition 4.9 we may assume without loss of generality that the grading is trivial and G is its own isotropy bundle. Suppose that m ∈ N and that α, β ∈ supp(m) with d(α) = d(β) but α = β. Since G is Hausdorff and m is locally constant, we can find disjoint compact local bisections U, V with α ∈ U , β ∈ V and U, V ⊆ supp(m). By assumption d(U )∩d(V ) is nonempty. Hence there is x ∈ d(U )∩d(V ) with RH x having no non-trivial units. By assumption there exists α ′ ∈ U and β ′ ∈ V with d(α ′ ) = x = d(β ′ ), i.e., with α ′ , β ′ ∈ H x . But then α ′ = β ′ by Proposition 4.11. This contradicts that U and V are disjoint. We conclude that d | supp(m) is injective. As d = r, this completes the proof.
We end this section with some necessary conditions for the local bisection hypothesis to hold and give a class of groupoids where the sufficient condition from Theorem 4.12 is necessary. Proposition 4.13. Let G be a Hausdorff ample G-graded groupoid satisfying the local bisection hypothesis and x ∈ G (0) an isolated point. Let G be the isotropy group at x in G 1 . Then RG has no non-trivial units.
Proof. Since x is isolated, G is a clopen subgroupoid of G (1) 1 . Let f ∈ RG be a unit with inverse g. Then f χ U g = χ U χ {x} = gχ U f for U ⊆ G (0) compact open and so f, g ∈ N 1 . It follows that f has singleton support since G satisfies the local bisection hypothesis and so f is a trivial unit. Corollary 4.14. Let R be an indecomposable commutative ring with unit and G a Hausdorff ample G-graded groupoid such that G (0) has a dense subset X of isolated points. Then G satisfies the local bisection hypothesis if and only if, for each x ∈ X, the group algebra over R of the isotropy group of x in G 1 has no non-trivial units.
Proof. Necessity follows from Proposition 4.13 and sufficiency follows from Theorem 4.12.
Remark 4.15. If G 1 is not effective, then in order for G to satisfy the local bisection hypothesis, R must be reduced. For if 0 = n ∈ R is nilpotent and U is a compact local bisection contained in the interior of the isotropy bundle of G 1 , but not inside G (0) , then χ d(U ) −nχ U belongs to the normalizer of D(G ) but its support is not a local bisection. Indeed, if n k = 0, then
for any compact open V ⊆ G (0) . We also remark that the proof of Proposition 2.1 can be adapted to show that if G satisfies the local bisection hypothesis for every field k, then it satisfies it for every indecomposable reduced commutative ring with unit R.
Reconstructing the groupoid
Let us assume now that R is an indecomposable ring and G is a G-graded ample Hausdorff groupoid. We continue to denote the normalizer of the diagonal subalgebra by N . We wish to recover G (or, equivalently, Γ h c (G )) from the pair (RG , D(G )) if we impose the local bisection hypothesis. Although N contains Γ h c (G ) they are never equal because we can, for example, multiply by elements of R × . For instance, if G is a group (with trivial grading), the diagonal subalgebra of RG is R and the normalizer of the diagonal subalgebra is the unit group (RG) × , together with 0. The local bisection hypothesis becomes the assumption that (RG) × = R × G and so to recover G we must factor out by R × . Since we want to be able to recover our groupoid from diagonal-preserving ring isomorphisms, rather than R-algebra isomorphisms, we must think of R × as the (non-zero) diagonal elements of N . Thus, in the general case, we need to factor out by the diagonal elements of N (and impose the local bisection hypothesis). To do this, we shall need to recall how to factor an inverse semigroup by a suitable normal inverse subsemigroup.
An inverse subsemigroup K of an inverse semigroup S is normal if K is full (so E(K) = E(S)) and sKs * ⊆ K for all s ∈ S. If ϕ : S −→ T is an inverse semigroup homomorphism, then its kernel ker ϕ = ϕ −1 (E(T )) is a normal subsemigroup. If ∼ is a congruence on S, then the kernel of ∼ will be the kernel of the quotient S −→ S/∼. A congruence ∼ is idempotent separating if S −→ S/∼ is injective on E(S). It is idempotent pure if its kernel is E(S). It is well known and easy to check that ∼ is the equality relation if and only if it is both idempotent separating and idempotent pure; see [27, Chpt. 5 ]. An idempotent separating congruence is completely determined by its kernel. Moreover, a normal subsemigroup K is the kernel of an idempotent separating congruence if and only if a * a = aa * for all a ∈ K [27, Lemma 5.1]; the corresponding congruence is given by s ∼ t if s * s = t * t and st * ∈ K (for a group, this reduces to the usual notion of factoring out a normal subgroup). See [27, Chpt. 5] for details.
It is an inverse subsemigroup of N by Corollary 4.6, which, moreover, is full because
It is normal by definition of N . Furthermore, since D(G ) is commutative, a ′ a = aa ′ for all a ∈ K. Thus K is the kernel of an idempotent separating congruence ∼ given by m ∼ n if m ′ m = n ′ n and mn ′ ∈ D(G ). Note that 0 is in a congruence class of its own and that if m, n ∈ N \ {0} with m ∼ n, then mn ′ ∈ D(G ) ⊆ RG 1 implies that if m ∈ N g , then n ∈ N g . Thus ∼ respects the grading. In summary, we have the following proposition. 
Conversely, if ψ is surjective and m ∈ N g , then there exists We now aim to show that if G and G ′ are ample G-graded Hausdorff groupoids such that G satisfies the local bisection hypothesis and there is a diagonal-preserving ring isomorphism Φ : RG −→ RG ′ , then G ′ also satisfies the local bisection hypothesis. The argument is loosely inspired by what happens in the special case of groups [31, Chpt. 14, Thm 3.1].
Theorem 5.5. Suppose that R is an indecomposable commutative ring with unit and that G 1 , G 2 are ample G-graded Hausdorff groupoids. If G 2 satisfies the local bisection hypothesis and there is a graded diagonal-preserving ring isomorphism Φ : RG 1 −→ RG 2 , then G 1 satisfies the local bisection hypothesis.
Proof. Let us denote the identity of G by e. First note that, as (RG i ) e = R(G i ) e , for i = 1, 2, it follows that Φ restricts to a diagonal-preserving ring isomorphism R(G 1 ) e −→ R(G 2 ) e . But then, by Corollary 2.3, if H i is the interior of the isotropy bundle of (G i ) e for i = 1, 2, then Φ restricts to a diagonal-preserving ring isomorphism RH 1 −→ RH 2 . Thus we can assume without loss of generality, by Proposition 4.9, that G 1 , G 2 are group bundles and the grading is trivial. Then RG i is a D(G i )-algebra, for i = 1, 2, by Proposition 2.2.
Let N i be the normalizer of the diagonal subalgebra in G i and ψ i : N i −→ N i /∼ the canonical projection, for i = 1, 2. By Proposition 5.3, it suffices to prove that ψ 1 (Γ c (G 1 )) = N 1 /∼. Observe that Φ, being diagonal preserving, induces an isomorphism ϕ :
By Remark 5.4, we have that (G 2 ) by the local bisection hypothesis. Hence γ ∈ U ∩ V and U ∩V ∈ Γ c (G 2 ) since G 2 is Hausdorff. Notice that ψ 2 (χ U ∩V ) ≤ ψ 2 (χ U ) = ψ 2 (m) and hence, since ψ 2 (T ) is full and thus an order ideal, ψ 2 (χ U ∩V ) ∈ ψ 2 (T ). Thus we can find n ∈ T with γ ∈ supp(n) ⊆ V for each γ ∈ V .
By compactness of V , we can then find
is an isomorphism by Proposition 5.3 and Γ c (G 2 ) is distributive, we conclude that N 2 /∼ is distributive and
N 2 /∼ and distributive (being isomorphic to Γ c (G 1 )), and hence is closed under joins, as discussed in Subsection 2.6. We conclude that ψ 2 (χ V ) ∈ ψ 2 (T ). This concludes the proof that G 1 satisfies the local bisection hypothesis.
We can now state the main theorem of this section.
Theorem 5.6. Let R be an indecomposable commutative ring with unit and let G and G ′ be G-graded Hausdorff ample groupoids such that G satisfies the local bisection hypothesis. Then the following are equivalent.
(1) There is a graded isomorphism ϕ :
There is a diagonal-preserving graded isomorphism Φ :
There is a diagonal-preserving graded isomorphism Φ : RG −→ RG ′ of rings.
Proof. Trivially, (1) implies (2) implies (3). Suppose that (3) holds. Then G ′ satisfies the local bisection hypothesis by Theorem 5.5. Let N, N ′ be the normalizers of the diagonal subalgebra in RG , RG ′ , respectively. As Φ is a diagonal-preserving graded ring isomorphism, it follows that it induces a graded isomorphism of inverse semigroups
As a consequence of Theorem 4.12 and Theorem 5.6 we may now state the main result of this paper.
Theorem 5.7. Let R be an indecomposable commutative ring with unit and let G , G ′ be Hausdorff ample G-graded groupoids. Suppose that G has a dense set of objects x such that the group algebra over R of the isotropy group at x of the interior of the isotropy bundle of the homogeneous component of 1 has no non-trivial units. Then the following are equivalent.
There is a diagonal-preserving graded isomorphism Φ : RG −→ RG ′ of R-algebras. (3) There is a diagonal-preserving graded isomorphism Φ : RG −→ RG ′ of rings.
The hypotheses of Theorem 5.7 are met by a groupoid G if G 1 is effective (and, in particular, if G 1 is topologically principal), so we recover the main results of [4] . In [12] , Carlsen and Rout prove a version of Theorem 5.7 under the stronger hypotheses that R is an integral domain and that there is a dense set of objects such x such that the group algebra of the isotropy group at x in G 1 has no zero divisors and no non-trivial units. So our results imply those of [12] . Note that if G 1 is not effective, then R must be reduced for the hypotheses of the theorem to apply. Of course, Theorem 5.7 applies to the ungraded setting by taking G to be trivial.
For effective groupoids, using that the diagonal subalgebra is a maximal commutative subring, we can, in fact, formulate a slightly stronger result.
Since topologically principal groupoids are effective [9] , the following theorem recovers, and extends, the main result of [4] .
Corollary 5.8. Let R be an indecomposable commutative ring with unit and let G and G ′ be G-graded Hausdorff ample groupoids. Suppose that G 1 is effective. Then the following are equivalent.
There is a graded ring isomorphism Φ :
Proof. The equivalence of (1)- (3) 
and so the third item holds.
Notice that in [4] both groupoids are assumed to have a topologically principle homogeneous component of 1, whereas our result only requires that G 1 is effective: no assumption is made on G ′ 1 . In [9] , an example is given of an effective ample groupoid G such that each isotropy group is infinite cyclic. If R is any indecomposable ring that is not reduced, then the group ring of each isotropy group of G has zero divisors and non-trivial units. Nonetheless, Corollary 5.8 applies to G .
An application to Leavitt path algebras
We end this paper with an application to Leavitt path algebras. Let E be a (directed) graph with vertex set E (0) and edge set E (1) . We use s(e) for the source of an edge e and r(e) for the range, or target, of an edge. A vertex v is a sink if s −1 (v) = ∅ and an infinite emitter if | s −1 (v)| = ∞. The length of a finite (directed) path α is denoted |α|.
The Leavitt path algebra [1] [2] [3] 6 ] L R (E) of E with coefficients in R is the R-algebra generated by a set {v ∈ E (0) } of pairwise orthogonal idempotents and a set of variables {e, e * | e ∈ E (1) } satisfying the relations:
(1) s(e)e = e = e r(e) for all e ∈ E (1) ; (2) r(e)e * = e * = e * s(e) for all e ∈ E (1) ; (3) e * e ′ = δ e,e ′ r(e) for all e, e ′ ∈ E (1) ; (4) v = e∈s −1 (v) ee * whenever v is not a sink and not an infinite emitter.
It is well known that L R (E) ∼ = RG E for the path groupoid G E defined as follows, cf. [19] . Let ∂E consist of all one-sided infinite paths in E as well as all finite paths α ending in a vertex v that is either a sink or an infinite emitter. If α is a finite path in E (possibly empty), put Z(α) = {αβ ∈ ∂E} (if α is the empty path ε v at v, this should be interpreted as those elements of ∂E with initial vertex v). Then a basic open neighborhood of ∂E is of the form Z(α) \ (Z(αe 1 ) ∪ · · · ∪ Z(αe n )) with e i ∈ E (1) , for i = 1, . . . n (and possibly n = 0). These neighborhoods are compact open.
The graph groupoid G E is the given by:
A basis of compact open subsets for the topology on G
E can be described as follows. Let α, β be finite paths ending at the same vertex and let U ⊆ Z(α), V ⊆ Z(β) be compact open with αγ ∈ U if and only if βγ ∈ V . Then the set (U, α, β, V ) = {αγ, |α| − |β|, βγ) | αγ ∈ U, βγ ∈ V } is a basic compact open set of G
E . Of particular importance are the compact open sets Z(α, β) = (Z(α), α, β, Z(β)) = {(αγ, |α| − |β|, βγ) ∈ G (1) } where α, β are finite paths ending at the same vertex. It is well known that G E is Hausdorff.
There is an isomorphism L R (E) −→ RG E sending v ∈ E (0) to the characteristic function of Z(ε v , ε v ) and, for e ∈ E (1) , sending e to the characteristic function of Z(e, ε r(e) ) and e * to the characteristic function of Z(ε r(e) , e), cf. [13, 16, 18, 39] or [19, Example 3.2] .
By a cycle in a directed graph E, we mean a simple, directed, closed circuit. A cycle is said to have an exit if some vertex on the cycle has out-degree at least two. It is well known that the isotropy group at an element γ ∈ ∂E is trivial unless γ is eventually periodic, that is, γ = ραα · · · with α a cycle, in which case the isotropy group is infinite cyclic, cf. [40] . Proposition 2.1 therefore implies that the group algebra of each isotropy group of G E over an indecomposable reduced ring has no non-trivial units. If E satisfies condition (L), that every cycle has an exit, then G E is well known to be topologically principal. Thus Theorem 5.7 has the following specialization to Leavitt path algebras. It extends the results of [10, 12] in that we weaken the integral domain hypothesis and we require only one of the groupoids to be a path groupoid. Applications of the previous versions of this result can be found in [13] .
Theorem 6.1. Let R be an indecomposable reduced commutative ring with unit and let E be a graph with associated path groupoid G E . Let G be any ample Hausdorff (Z-graded) groupoid. Then the following are equivalent. Proposition A.2. Let G be an ample G-graded groupoid. Then G (1) is Hausdorff if and only if Γ h c (G ) admits binary meets. Proof. If G (1) is Hausdorff and U, V ∈ Γ c (G ), then U ∩ V is closed in U and hence compact. Thus U ∩ V ∈ Γ c (G ) and so Γ c (G ) admits binary meets. As Γ h c (G ) is a full inverse subsemigroup, and hence an order ideal in Γ c (G ) , it also admits binary meets. Suppose that Γ h c (G ) has binary meets. We show that G (0) is closed in G (1) . Let γ ∈ G (1) \G (0) . Choose U ∈ Γ h c (G ) with γ ∈ U and let V be the meet in Γ h c (G ) of U and U −1 U . Then V ⊆ U −1 U ⊆ G (0) and V ⊆ U . Since U is Hausdorff and V is compact, we deduce that V is closed in U and hence U \ V is open. Clearly, γ ∈ U \ V . Suppose that x ∈ U ∩ G (0) . Then x ∈ U ∩ U −1 U and there is a compact open set W with x ∈ W ⊆ U ∩ U −1 U ⊆ G (0) . Thus W ∈ Γ h c (G ) is a common lower bound of U, U −1 U and so W ⊆ V . It follows that U \ V ⊆ G (1) \ G (0) . We conclude that G (0) is closed and so G is Hausdorff by Proposition A.1.
We observe that all the results of Subsection 4.1 up to, and including, Corollary 4.6 do not use the Hausdorff assumption and hence are valid for non-Hausdorff groupoids. Also the results of Section 5 up to, and including, Proposition 5.3 do not use the Hausdorff assumption. Thus we have that the normalizer N of the diagonal subalgebra is an inverse semigroup in the non-Hausdorff case and that N ∩ D(G ) is a normal inverse subsemigroup such that Γ h c (G ) embeds as a full inverse subsemigroup of N/∼ (where ∼ is the idempotent-separating congruence associated to N ∩ D(G )). We then have the following extension of Theorem 5.6. Theorem A.3. Let R be an indecomposable commutative ring with unit and let G be a G-graded Hausdorff ample groupoid satisfying the local bisection hypothesis. Let G ′ be any ample groupoid (not necessarily Hausdorf ). Then the following are equivalent.
(1) There is a graded isomorphism ϕ : G −→ G ′ .
(2) There is a diagonal-preserving graded isomorphism Φ : RG −→ RG ′ of R-algebras. (3) There is a diagonal-preserving graded isomorphism Φ : RG −→ RG ′ of rings.
Proof. Trivially, (1) implies (2) implies (3). Suppose that (3) holds. Let N, N ′ be the normalizers of the diagonal subalgebra in RG , RG ′ , respectively. As Φ is a diagonal-preserving graded ring isomorphism, it follows that it induces an somorphism of inverse semigroups Γ h c (G ) ∼ = N/∼ −→ N ′ /∼ by Proposition 5.3 and Remark 5.2. Thus Γ h c (G ′ ) is isomorphic to a full inverse subsemigroup of the inverse semigroup Γ h c (G ) . But Γ h c (G ) admits binary meets by Proposition A.2 and hence so does Γ h c (G ′ ), as it is an order ideal in an inverse semigroup with binary meets (and hence closed under binary meets). Therefore, G ′ is Hausdorff by Proposition A.2. We can now apply Theorem 5.6.
As a consequence, we obtain the following generalization of Theorem 5.7.
Theorem A.4. Let R be an indecomposable commutative ring with unit, G a Hausdorff ample G-graded groupoid and G ′ any ample groupoid (not necessarily Hausdorff ). Suppose that G has a dense set of objects x such that the group algebra over R of the isotropy group at x of the interior of the isotropy bundle of the homogeneous component of 1 has no non-trivial units. Then the following are equivalent.
Similarly, the Hausdorff assumption can be removed on G in Theorem 6.1.
