IntroDuctIon
Understanding how neural stem cells (NSCs) give rise to different types of progeny is a fundamental question in developmental biology. Lineage analysis is a key aspect of quantifying the patterns of development for stem cells. The importance of gathering lineage information is well exemplified in the blood system, in which lineage analysis has revealed that differentiated blood cells are derived from hematopoietic stem cells; in addition, lineage analysis has identified factors that regulate the different types of blood cells and has generated information that has been vital for the design of blood disorder therapies 1,2 . In addition to lineage analysis, another key aspect of understanding NSC behavior is observing the pattern of changes in the motion and morphology of an individual cell; these patterns have been shown to enable accurate prediction of the type of progeny an NSC will produce before the cell divides 3 . In previous research, we developed a software methodology called algorithmic information theoretic prediction and discovery (AITPD) 3, 4 . AITPD was applied to the segmentation and tracking results of NSC image sequence data, in which we discovered that NSCs with different cell fate outcomes showed visually subtle differences in the patterns of motion and morphology, and then subsequently used those differences to accurately predict cell fate from the segmentation and tracking results.
There is a compelling and widespread need for computerautomated tools for generating lineage trees from time-lapse images and for producing quantitative phenotypic measurements. Owing to the visual ambiguity inherent in image sequence data showing proliferating cells, such automated tools will inevitably make mistakes. Mistakes in the tracking or lineaging of NSCs can corrupt the ultimate statistical analysis. There is a pressing need for methods that can automatically identify and easily correct errors in the automated image analysis results. Here we present a software tool named LEVER, which is designed to quantify the lineage and the patterns of dynamic behaviors of NSC development. LEVER contains two integrated modules. The first performs automatic image segmentation (delineation), tracking and lineaging of the stem cells. The second module is an interactive software application that allows the user to inspect and edit the results of the automated image analysis. Integration of the two modules enables the automatic image analysis tools to learn from the manual edits, making the best possible use of human-provided corrections. In addition to generating lineage trees from the time-lapse image sequence data, LEVER accurately segments and tracks NSCs through the image sequence, extracting the segmentation and tracking information required to apply AITPD to wider problems relating to the analysis of NSC development. Figure 1 illustrates the LEVER process.
Development of the protocol
The automated segmentation, tracking and lineaging modules of LEVER are based originally on the NSC lineaging tools developed by Al-Kofahi et al. 5 . The segmentation and tracking was improved in the study by Cohen et al. 3 to allow the tracking algorithm to automatically make corrections to segmentation errors. The tracking algorithm was also improved to incorporate multiple image frames when solving the data association problem between segmentation results and tracks.
This work improves further on the segmentation algorithm from these previous implementations by replacing the watershed transform that was used to separate touching cells with a thresholded morphological gradient, thereby improving the ability to separate touching cells while reducing the oversegmentation associated with the watershed transform 6 . This work also improves on these previous implementations by replacing the bipartite assignment step that was used to optimally assign existing tracks to future sequences of segmentations. The tracking algorithm used by the LEVER program uses an approach we term multitemporal association tracking (MAT). MAT performs a minimum-spanning tree optimization 7 instead of using a bipartite graph-matching approach to associate existing tracks with multiple frames of segmentation results. MAT eliminates the need to construct explicit probabilistic models of segmentation errors, instead using known stem cell behaviors to predict the most likely sequence of frames. Supplementary Table 1 shows a comparison between the MAT approach and the bipartite matching tracker that was used in the study by Cohen et al. 3 LEVER also exploits user-supplied edits to automatically correct related segmentation errors. This inference-based approach to learning 8 from user-supplied edits was inspired by our prior work on retinal progenitor cells 3 , in which tracking results were used to automatically correct segmentation errors.
In the LEVER program, we have combined the MAT algorithm with the inspection and editing tools in order to optimally use manual edits to correct the segmentation and tracking results. Notably, each time the user performs an edit operation, MAT recalculates the segmentation and tracking for all cells affected by the manual edit throughout the image sequence. Figure 2 shows the LEVER user interface, with the image sequence data and automated segmentation and tracking results displayed in one window and the lineage tree displayed in a second window. Editing and navigation of the spatiotemporal data can be done on either window. Figure 3 shows how a user can correct a segmentation error by simply specifying the correct number of cells in a region. Such corrections are then used to identify and correct related errors in subsequent image frames.
Experimental design
Here we describe a protocol that uses the LEVER computer program to automate lineaging for embryonic NSCs. To adapt the protocol for other cell types, the culture medium, growth factors and coating of tissue culture dishes must be optimized. In addition, the division rate and proliferative potential of the cells must be considered. For highly proliferative cells that produce large clones, the initial plating density should be low to minimize clonal progeny overlapping and cells growing on top of each other, which impedes tracking. In addition, cell motility is a key factor because cells can move out of the frame. If cells are highly motile, conditions that limit cell movement to within the field of view can be used (e.g., by etching small islands of appropriate adhesive surfaces) 9 . Increasing the temporal resolution of imaging can make it easier to track highly motile cells. Depending on the cell cycle length and motility, the time of recording should be adjusted. For some cells, live imaging, for example, with specific promoter-driven fluorescent tags, such as enhanced green fluorescent protein, can be acquired (e.g., once per hour). This is a useful technique that provides real-time information on phenotype, but it is limited by cell sensitivity to exciting wavelengths. To elucidate the progeny phenotype at the end of clonal development, immunohistochemistry is performed using specific markers appropriate for the particular cell type being imaged. The LEVER program is applicable to any image sequence for which a human observer is able to specify the correct tracking and lineaging. Applications of LEVER are limited to cell culture densities at which it is possible for a human observer to validate and correct the automated results.
The segmentation algorithm described here is specific to phase-contrast microscopy. Applications using a different imaging modality such as fluorescence microscopy will require a custom segmentation algorithm; alternatively, you should investigate the use of either manual lineaging or the protocol developed by Murray et al. 10 .
Although the segmentation algorithm has been optimized for mouse embryonic NSCs, it is still possible to apply it directly to other cell types. For example, in other current biological studies, we have applied the segmentation algorithm to adult NSCs and to hematopoietic stem cells. Because the adult NSCs tend to clump together, these image sequences require more manual editing to separate touching cells. As the adult NSC clones being analyzed are smaller than embryonic clones, the overall editing time is similar. For the hematopoietic stem cells, because the cells are extremely motile, we increased the temporal resolution of imaging to one frame per minute. This makes it easier for the tracker (and also for the human observer) to establish temporal correspondences between cells. The increased temporal resolution comes at a cost of decreased microscope throughput because of a reduction of the number of movies that can be captured simultaneously, and it also increases the data storage requirement and time required for application of the protocol. As a rule of thumb, temporal resolution should be chosen to be no less frequent than the cell radius divided by the maximum cellular velocity. The use of phasecontrast rather than fluorescence imaging has eliminated issues related to phototoxicity for the cells imaged using this protocol, thereby enabling long-term high-frequency image capture. At the maximum temporal resolution of imaging, the use of a deep red filter in the light path has allowed long-term survivability under continuous illumination of a single field without affecting subsequent image analysis.
Controls
Experimental treatments and biological controls can be imaged from the same culture plate during the same period of image acquisition. Software controls consist of the sample data and results (Data Sets 1 and 2, which are available for download along with the LEVER executables on the web page: https://pantherfile.uwm. edu/cohena/www/lever.html). In adapting the protocol to other applications, users should compare their images with the sample images for cellular appearance and dynamics, as well as for contrast, illumination and background. Results can be compared with those obtained from the sample data.
Applications of the method
The full diversity of potential applications for this protocol includes the segmentation, tracking and lineaging of proliferating cells imaged using phase-contrast microscopy. The software implementation of the protocol presented here has been applied to segmenting, tracking and lineaging 2D phase-contrast image sequences of adult and embryonic murine NSCs, as well as to rat retinal progenitor cells and oligodendrocyte precursors 3 . The MAT algorithm described here has also been applied to quantifying organelle transport deficiencies in Huntington's disease (M.W., C. Fang, G. Banker, B.R. and A.R.C., unpublished data). The cell culture and staining steps of the protocol have been applied to the study of timing in cortical neurogenesis 11 . Our image analysis algorithms can adapt to normal variations in imaging conditions. To analyze other cell types imaged by other protocols, some modifications and adjustments to the segmentation algorithm may be required. With the exception of the segmentation algorithm, all of the LEVER program components, including the tracking, lineaging and editing user interface, can be applied to any type of stem or tumorigenic cell.
Comparison with other methods
Recent research involving stem cell lineage analysis has used manual tracking to follow individual cells through the image sequence and establish parent-daughter cell relationships. In a study by Gomes et al. 12 , thousands of rat retinal progenitor cells were tracked manually to reconstruct their lineages. Although manual tracking to generate lineages allows the analysis of population dynamics related to the lineage tree, the approach is tedious and it does not capture important properties of shape and motion for the cells being analyzed. In addition, manually generated lineages are challenging to validate, as it can be difficult to establish correspondences between the lineage and the image data. Eilken et al. 13 developed a software tool that allows users to manually specify temporal correspondences between cells in every pair of image frames. This approach allows for the capture of attributes related to cell motion and shape, and it also provides correspondences between the lineage tree and the image data. This protocol represents a substantial reduction in the amount of labor required compared with manual segmentation approaches. The error rate for the automated image analysis portion of the protocol is approximately 1-2% (see Supplementary Table 1 ). In contrast, manual segmentation would require editing 100% of the image data. To enable highthroughput analysis of large quantities of stem cell data necessary for analyzing large populations, automated tools are required.
A number of automated stem cell lineaging trackers have been developed. In particular, a system for automatically lineaging and editing the lineage for fluorescent image sequences of Caenorhabditis elegans embryos was described previously 10 . The protocol here differs in that it is designed for analyzing phasecontrast vertebrate NSCs rather than fluorescence images of C. elegans embryos. In addition, the tracking approach described in that protocol used a nearest-neighbor strategy to associate segmentation results with tracks. Nearest-neighbors data association approaches in multitarget tracking are error prone under high target and noise density. The MAT approach used by LEVER solves the data association problem optimally across multiple image frames simultaneously, thus improving performance substantially under high target and noise density, as shown in Supplementary 14 describe a tracking approach that achieves an error rate comparable to MAT but at the cost of substantial implementation complexity. Chen et al. 15 implemented segmentation and tracking for 3D fluorescence image sequences of thymocytes, which included a statistically guided edit-based validation system similar to the protocol described here, although the source code was not released. Our approach here is designed for phase-contrast rather than fluorescence images, and it uses a more sophisticated tracking algorithm (MAT) compared with their bipartite assignment tracking algorithm. Finally, the protocol presented here is unique in that the segmentation, tracking and lineaging algorithms are tightly coupled with the editing application, allowing the program to learn from user edits and automatically correct related errors. Here we are releasing both the automatic image analysis and the user interface portions of the LEVER program under an open-source license with the intention that future developments and improvements in stem cell segmentation and tracking can be integrated into the LEVER program in order to make those improvements available to the wider biological community using a consistent user interface.
Limitations
Progenitor cells that are difficult to grow as adherent cultures, those that grow on top of one another, those that are highly motile or that are particularly photosensitive will be challenging. In addition, dense cultures are difficult to segment and follow; thus, this protocol is most suitable for cells that can be plated initially at lower density and then allowed to proliferate to form a low to moderately dense culture.
One limitation of the current implementation of the LEVER computer program is that it requires a computer running the Windows operating system. We do provide all of the LEVER source code so that anyone with access to a C ++ compiler and the MATLAB environment for a particular operating system should be able to use LEVER with that operating system. Our use of the GNU general public license will allow such a modified version of LEVER to be redistributed. The authors are not aware of any issues that would prevent LEVER from running on a platform other than Windows, but this has not been tested to date.
There are two additional limitations to the protocol presented here. First, the segmentation is specific to the visual appearance of the cells being segmented. For cells that are imaged by other imaging protocols, the segmentation algorithm may not work as well. Such image data may still be processed but will require additional manual editing subsequent to the automated image analysis. To mitigate this limitation, we have implemented the segmentation in MATLAB in the hopes that it will ease the creation of new segmentation algorithms for other types of stem cells. The second limitation is that the segmentation algorithm can take a long time to run on older computers. On our reference computer, which contains a dual quad core Intel Xeon X5570 with 16 processing cores and 24 GB of RAM, segmentation fully exploits the parallel processing capabilities of the machine and typically takes 5-15 min.
• Adjust the pH to 7.3 with NaOH. This can be stored at room temperature for up to 1 month. Serum-free culture medium Prepare medium using aseptic technique in a biological safety cabinet. For every 10 ml of medium, use 9.5 ml of DMEM, add 100 µl of l-glutamine, 100 µl of Na-pyruvate, 100 µl of N2 supplement, 200 µl of B27 supplement and 10 µl FGF2. Filter-sterilize using a 50-ml conical filter system. This can be stored at 4 °C overnight. 2| To isolate NPCs from the cerebral cortex of embryonic day (E)12 Swiss Webster mouse embryos, kill pregnant dams by cervical dislocation and remove E12 pups and place them in a Petri dish with HIB buffer.  crItIcal step All animal procedures were approved by the University at Albany, Institutional Animal Care and Use Committee.
Papain solution

3|
Under a dissection scope in a clean dissection hood, euthanize embryos by decapitation, dissect cerebral cortices and place them in HIB on ice.
4| Transfer cortices to a 15-ml conical tube and allow them to sink to the bottom of the tube.
5|
Remove the supernatant and add 5 ml of papain solution; incubate on a rocker at 37 °C for 30 min.
6|
Wash cells with DMEM three times by centrifugation at 405g for 10 min at 4 °C.
7|
Count the cells using a hemocytometer and plate them at a density of 2,000 cells per well in eight wells of a poly-llysine-coated 24-well tissue culture dish (from Step 1) in serum-free culture medium as described previously 16, 17 .
8|
Allow the cells to settle in an incubator and then place them under the Zeiss Axio-Observer Inverted Z1 microscope equipped with an incubation chamber and a digital camera. Open the Zeiss Axiovision software and set up the experimental parameters using the multidimensional acquisitions tool. Specific instructions on how to use Zeiss Axiovision can be found at http://www.zeiss.de/C1256F8500454979/0/94C38663C2E22AD2C1256F8E00384B5B/$file/avguide.pdf. Image 9 fields per well every 5 min with a ×10 phase objective and 32 ms of shutter time for 5-15 d, refeeding every 3 d or as needed.  crItIcal step Save all the field coordinates used.
9| Export .zvi image files from the microscope software as individual TIFF files. The file names must be of the form 'datasetname_tXXX.tif', where XXX is the zero-padded time stamp for the image. For example, 'E120527090025_05_t001. tif' and 'E120527090025_05_t500. tif' are both appropriate file names.  crItIcal step LEVER is able to work with an arbitrary-sized time stamp (number of Xs), but the number of digits in the time stamp must be fixed for every image in the sequence. Users of microscope software other than the Zeiss Axiovision may need to write a batch file or conversion script to make sure that the filename is in the appropriate format. A freeware imaging tool called IrfanView can be used for batch renaming.
10|
To stain cells for cell type-specific markers such as the neuronal marker β-tubulin III in order to identify the progeny, first remove culture medium and fix cells with 0.5 ml per well 4% (wt/vol) PHEM fix at room temperature for 30 min.
11|
Incubate cells in 0.5 ml per well of blocking buffer for 30 min at room temperature.
12|
Remove blocking buffer and incubate cells overnight at 4 °C with 0.5 ml per well of anti-β-tubulin III antibody diluted 1:1000 in antibody diluent (4.0 ml total volume).
13|
Remove antibody solution, rinse three times with 0.5-1.0 ml per well of PBS and then incubate for 45 minutes at room temperature with 0.5 ml per well of Cy5-conjugated goat anti-mouse IgG 2B diluted 1:1,000 in antibody diluents (4.0 ml total volume).
14|
Remove antibody solution and rinse three times with 0.5-1.0 ml per well of PBS.
15|
Remove PBS and incubate in 0.5 ml per well of DAPI diluted 1:1,000 in antibody diluents (4.0 ml total) for 5 min at room temperature to label nuclei. Remove DAPI and rinse three times with 0.5-1.0 ml per well of PBS.
16|
Register the staining information with the time-lapse recording by placing the tissue culture dish back on the microscope stage and revisiting each field time-lapse recorded using the field coordinates saved in the Axiovision software (in Step 8) . Capture fluorescent and phase-contrast images for each marker per field. This information can be edited into the final lineage tree (see Step 23).
Installing the software • tIMInG 5-10 min 17| Download the LEVER executables and/or source code from https://pantherfile.uwm.edu/cohena/www/lever.html. An example data set (Data Set 1) is also available for download from the same web page. A reduced size data set (Data Set 2)
is available for download in cases where available disk storage space is limited. Install the Microsoft Visual C + + runtime from the link on the web page. If you do not have MATLAB version 2009b or later installed on your computer, you must also download and install the MATLAB runtime (MCRInstaller.exe, 170 MB). Full instructions for installation are given on the web page listed above.
18|
Launch the software by double-clicking on the LEVER.exe program from the folder where you installed the executables. The first time that the software executes there may be a one-time delay of up to 1 min while LEVER initializes. Alternatively, you may launch LEVER from within MATLAB by browsing to the source code folder and executing 'LEVER.m' . ? trouBlesHootInG segmenting, tracking and lineaging • tIMInG 5-15 min 19| Select the first image in the data set that you wish to edit or process by browsing to the folder to which you exported the image sequence data (from Step 9) . After the first image is selected, a dialog box allows you to either 'Run Segmentation and Tracking' or 'Use Existing Data' . To begin processing a new data set, choose 'Run Segmentation and Tracking' and choose a location and filename for the segmentation, tracking and lineaging results file. To continue with editing an existing data set or to try the software with the sample data, choose 'Use Existing Data' and proceed to Step 20.  crItIcal step Note that the segmentation algorithm uses all available computing resources. While the segmentation is running, the performance of other applications on this computer will be affected. In particular, do not attempt to edit data while segmentation is running. 
21|
Visualize results and navigate around the LEVER image and lineage windows using both the mouse and keyboard. Ideally, maximize each of the LEVER windows on separate displays. Activate the zoom-in tool and then click a point in the window to zoom, centered, on that point. This tool is especially useful as it allows the image data to be viewed in large detail. It is also possible to click and drag with the zoom-in tool activated to specify a rectangular region to zoom in on. Activate the pan tool and then click and drag to move the display data. Double-click with any of the zoom-in, zoom-out or pan tools selected to reset the window view. Left-clicking on a cell in the image data window will display the lineage for that cell in the lineage window. The current image frame for LEVER can be controlled from either window. The current image time is indicated by the red line in the lineage window. Left-clicking in the lineage window will move the red line. It is also possible to change the current time using the keyboard up and down arrow keys or to use the mouse scroll wheel to increase or decrease the current time. The PgUp and PgDn buttons move the current time forward or backward by five image frames. Playing the movie as an animation can be toggled by using the 'Play' option from the 'View' menu in either window. The 'View' menu also allows you to enter the image frame you wish to view. In addition, the 'View' menu allows you to toggle the display of segmentation and tracking results. This feature is particularly helpful when you are trying to resolve visually ambiguous cell dynamics.  crItIcal step After you have completed using any of the view navigation tools, you must be sure to deactivate that tool; otherwise, subsequent keyboard or mouse inputs will be directed to the view navigation tool rather than to the LEVER application. Clicking an active tool button will deactivate the tool.
22|
Editing of segmentation results, tracking results or lineaging to correct errors can be done following options A, B or C, respectively. Note that it is not necessary to fully correct all segmentations. Correct the segmentation as needed to enable the lineage tree to be correctly captured. For example, in cases in which a mitosis is not visually apparent, a single segmentation can be split into two to allow the daughter cells to be labeled properly on the lineage tree.
28|
The tracking results can be exported for use by the AITPD software tools 3 by choosing 'Export AITPD data' from the File menu. Analysis of the stem cell dynamic behaviors using AITPD requires additional MATLAB programming scripts. Details on using AITPD can be found in Cohen et al. 3 .
? trouBlesHootInG Troubleshooting advice can be found in table 1. 
antIcIpateD results
At the completion of this protocol, a user can expect to have gone from time-lapse image sequence data showing the development of one or more vertebrate NSCs imaged using phase-contrast microscopy to a fully corrected lineage tree. A log file containing a complete list of the edits, with time, date and the name of the user who created the edits is generated. A movie showing the lineage tree simultaneously with the image sequence data (with segmentation and tracking overlaid throughout the image sequence) can be generated. Lineage statistics for every cell in the movie, including parent-daughter cell relationships and cell lifetimes, as well as cell velocity and size information, can be exported to a spreadsheet program for further analysis. Thus, digitization of the image sequence by LEVER will enable in-depth statistical analysis of parameters such as changes in cell cycle time, cell motility, cell phenotype and overall lineage structure. Figure 4 shows an example of a LEVER-generated lineage tree with phenotypic information for Data Set 1 (Fig. 4a) . This lineage required ~30 min to fully correct. Figure 4 also shows an example plot generated from the exported data showing average velocity, size and cell cycle time for each of the NSCs in the lineage tree, arranged by increasing order of division number (Fig. 4b) . The full segmentation, tracking and lineaging results can also be exported for more sensitive analysis using the AITPD software tools 3 . These software tools were previously applied to predicting the cell fate of individual NSCs, but they have not yet been applied to studying the clonal properties of development because of the difficulty in obtaining fully corrected lineages. The protocol presented here will enable the comprehensive study of the temporal dynamics of cell cycle time and population growth, motion, morphology and associations between cells across large numbers of clones. and imaged the NSCs, provided manual lineage reconstructions for comparison, edited the automated lineages, made suggestions on the design of the software tools from a biological perspective and helped prepare figures and write the manuscript.
