Introduction
This paper examines a few relations between solution characteristics of an LP and the amount by which the LP must be perturbed to obtain either a primal infeasible LP or a dual infeasible LP. We consider such solution characteristics as the size of the optimal solution and the sensitivity of the optimal value to data perturbations. We show, for example, that an LP has a large optimal solution, or has a sensitive optimal value, only if the instance is nearly primal infeasible or dual infeasible. The results are not particularly surprising but they do formalize an interesting viewpoint which apparently has not been made explicit in the linear programming literature.
The results are rather general. Several of the results are valid for linear programs de ned in arbitrary real normed spaces. A Hahn-Banach Theorem is the main tool employed in the analysis; given a closed convex set in a normed vector space and a point in the space but not in the set, there exists a continuous linear functional strictly separating the set from the point.
We introduce notation, then the results. Let X; Y denote real vector spaces, each with a norm. We use the same notation (i.e. k k) for all norms, it being clear from context which norm is referred to. Let X denote the dual space for X; this is the space of all continuous linear functionals c : X ! R I (continuous with respect to the norm topology). Endow X with the operator norm; if c 2 X then kc k := supfc x : kxk = 1g
De ne Y and its norm analogously. Let X denote the dual space of X . Note that X can be viewed as a subset of X ; x 2 X induces the continuous linear functional on X given by c 7 ! c x. If X = X then X is said to be re exive.
To make this introductory section expositionally clean we assume throughout it that X is re exive; no such restriction is placed on Y ; in later sections the requirement that X be re exive is sometimes removed. Many important normed spaces are re exive, e.g., nite dimensional spaces regardless of the norm, Hilbert spaces. Let C X ; C Y be convex cones in X; Y , each with vertex at the origin, i.e., each is closed under multiplication by non-negative scalars and under addition. The cone C X induces an \ordering" on X by x 0 x 00 $ x 0 ? x 00 2 C X :
(It is easily veri ed that we obtain a partial ordering i the cone C X is pointed; we do not assume pointedness.) Similarly, C Y induces an \ordering" on Y:
In this introductory section we assume C X and C Y are closed. 2 The propositions in Section 3 provide bounds which are more detailed; several of the bounds allow both X and Y to be arbitrary normed vector spaces.
Note that the rst order terms of the quantity on the right of the inequality in assertion (5) The theorem focuses on solution characteristics of d rather than d ; analogous results pertaining to d are discussed in Section 3.
Assertions (1) and (2) (1:2) is independent of t satisfying 0 < t 1 (as it is if C X and C Y are closed subspaces). 1 Assertion (2) The bounds asserted by the theorem will be useful in developing a complexity theory for linear programming where problem instance \size" is de ned using quantities similar to condition numbers; see Renegar 3] and Vera 5] for work in this direction.
Others have studied perturbations of linear programs but not in terms of the quantities dist(d; Pri;) and dist(d; Dual;); cf. Ho man 4], Mangasarian 6] , 7] and Robinson 9] .
In the sections that follow we do not assume X or Y is re exive unless stated. However, we do assume X and Y are indeed normed as is natural for perturbation theory.
Whenever we write \cone" we mean \convex cone with vertex at the origin". We do not assume the cones C X and C Y are closed unless stated.
Duality Gaps
In this section we prove that if X is re exive, C X and C Y are closed, dist(d; Pri;) > 0 and dist(d; Dual;) > 0 then val(d) = val(d ), i.e. no duality gap. We begin with well-known propositions from which the proof follows easily. For completeness we include short proofs of the well-known propositions.
The exposition throughout the paper allows the reader to skip all proofs yet still follow the main thread of the development. The proposition follows immediately from (2.1) and (2.2). 2 Shortly, we state a dual analog of the proposition. Before doing so we digress to present a simple technical lemma important for establishing the analog. is naturally associated with a system which we will call its \double-dual -extension":
where x 2 X , C X is the dual cone for C X ; C Y is the dual cone for C Y , and A is the dual operator of the dual operator of A. Viewing X as a subset of X ; Y as a subset of Y , it is trivial to see that C X C X ; C Y C Y ; also, if x 2 X then A x = Ax. Hence, any solution of the original system is also a solution of the double-dual-extension. However, the doubledual-extension can have solutions which are not solutions of the original system; it can have solutions in X nX. This possibility is a well-known obstruction to the development of a symmetric duality theory for analytic linear programming.
To gain symmetry we occasionally impose additional assumptions; ironically, these are not symmetric, being restrictive for X but not for Y . The following lemma becomes important. The rst system is inconsistent if and only if the second is asymptotically consistent (meaning that it can be made consistent by an arbitrarily slight perturbation of c ).
Proof. Replacing the rst system of Proposition 2.1 with the second system of the corollary, note that the appropriate second system for the proposition will then have the same solutions as the rst system of the corollary by Lemma2.2. A dual analog of Lemma 3.9 is obtained by an analogous proof using Proposition 3.5. We leave this to the reader. We now collect our results to prove the theorem. As mentioned in the introduction, the results of Section 3 provide for many special cases better bounds than those asserted by the theorem. Proposition 3.11 establishes (1) of the theorem, Proposition 3.12 establishes (2), and Proposition 3.8 establishes (3). Substituting (4.7) for ?val(d + d) in (4.6) and using (4.3), one arrives at a quantity which is obviously bounded from above by the factor for k Ak in (5).
Similarly, one argues that the other factors are correct in the case that (4.4) and (4.5) are valid. The other cases are handled with equally tedious and obvious arguments. 2 
Examples
In this section we display simple examples indicating that the bounds of Theorem 1.1 cannot be improved in general without relying on additional parameters.
The examples form a family of two variable LP's depending on parameters s and t: max x 1 s:t: (st)x 1 + x 2 s tx 1 + x 2 1 x 1 ; x 2 0 We use the notation d(s; t) = (A(s; t); b(s; t); c (s; t)) when referring to the family.
We assume 0 < s 1; 0 < t 1 Endow the domain X = R I 2 with the`1-norm and endow the range Y = R I 2 with the`1-norm. So X = R I 2 is given the`1-norm and Y = R I 2 is given thè 1 -norm. 
