A non-perturbative formulation of N=4 super Yang-Mills theory based on
  the large-N reduction by Ishiki, Goro et al.
ar
X
iv
:1
10
6.
55
90
v2
  [
he
p-
th]
  1
4 J
ul 
20
11
KUNS-2347
June 2011
A non-perturbative formulation of N = 4 super Yang-Mills theory
based on the large-N reduction
Goro Ishiki1),2)∗, Shinji Shimasaki2),3)† and Asato Tsuchiya4)‡
1) Center for Quantum Spacetime (CQUeST)
Sogang University, Seoul 121-742, Republic of Korea
2) Department of Physics, Kyoto University, Kyoto 606-8502, Japan
3) Harish-Chandra Research Institute
Chhatnag Road, Jhusi, Allahabad 211019, India
4) Department of Physics, Shizuoka University
836 Ohya, Suruga-ku, Shizuoka 422-8529, Japan
Abstract
We study a non-perturbative formulation of N = 4 super Yang-Mills theory (SYM)
on R × S3 proposed in arXiv:0807.2352. This formulation is based on the large-N
reduction, and the theory can be described as a particular large-N limit of the plane
wave matrix model (PWMM), which is obtained by dimensionally reducing the original
theory over S3. In this paper, we perform some tests for this proposal. We construct an
operator in the PWMM that corresponds to the Wilson loop in SYM in the continuum
limit and calculate the vacuum expectation value of the operator for the case of the
circular contour. We find that our result indeed agrees with the well-known result first
obtained by Erickson, Semenoff and Zarembo. We also compute the beta function at
the 1-loop level based on this formulation and see that it is indeed vanishing.
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1 Introduction
The AdS/CFT correspondence [1–3] has been intensively studied and fruitfully extended to
various directions over a decade. However, a complete proof of this conjecture is still missing
even for the most typical example, the correspondence between N = 4 super Yang-Mills
theory (SYM) and type IIB superstring theory on AdS5 × S5. This is partially because the
correspondence is a strong/weak one. Namely, the region on the string theory side in which
the supergravity approximation or the classical string approximation is valid is mapped to
the strongly coupled region in the planar limit on the gauge theory side. In order to study
N = 4 SYM in the strongly coupled region, one needs to have a non-perturbative formulation
such as the lattice gauge theory. In fact, there are considerable developments in the lattice
theories of N = 4 SYM [4–11]. However, any lattice formulations of N = 4 SYM proposed
so far seem to require the fine-tuning of at least three parameters1.
In [12], a non-perturbative formulation of N = 4 SYM on R × S3 in the planar (’t
Hooft) limit was proposed by using the plane wave matrix model (PWMM) [13] (for earlier
discussions, see [14, 15]). Note that N = 4 SYM on R4 at a conformal point has the
PSU(2, 2|4) symmetry with thirty-two supercharges and is equivalent to N = 4 SYM on
R × S3 through the conformal mapping. The PWMM can be obtained by dimensionally
reducing N = 4 SYM on R×S3 over S3 [16,17]. In the formulation, N = 4 SYM on R×S3
is retrieved by taking an appropriate large-N limit for the theory around a particular vacuum
of the PWMM. Thus the formulation is viewed as an extension of the large-N reduction [18],
which asserts that the planar limit of a gauge theory is described by its dimensionally
reduced model. The formulation provides a matrix regularization of the planar N = 4
SYM on R × S3, where the matrix size plays a role of the ultraviolet cutoff. Remarkably,
the formulation preserves sixteen supercharges and the gauge symmetry. Note that this
number of the preserved supercharges is optimal, because any regularization must break
the conformal symmetry so that the number is inevitably reduced to less than or equal to
sixteen from thirty-two. Since the formulation preserves so many supercharges and provides
a massive theory, no fine-tuning should be needed in taking the continuum limit. This is
advantageous to the lattice formulations of N = 4 SYM, while the latter may also be used
1It was shown recently that only a fine-tuning of one parameter is needed at least to one-loop order in a
lattice formulation [11]. It is discussed that no fine-tuning is required in the recent proposals [9, 10].
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to study the finite N N = 4 SYM. Thus the formulation gives a feasible way to simulate the
planar N = 4 SYM by computer using the methods in [19,20] and study its strong coupling
dynamics2.
To check the validity of the formulation, some one-loop perturbative calculations were
performed in [12]. It was shown that the tadpole vanishes and that the fermion one-loop
self-energy agrees with the one in the continuum theory. In [27, 28], the known result of
the confinement-deconfinement transition in the planar N = 4 SYM on R × S3 in the
weak coupling limit at finite temperature was reproduced in the formulation. In [29], a
two-loop calculation in the high temperature limit was done, and the result was consistent
with the continuum theory. In [30, 31], based on the earlier work [32, 33], the same large-N
reduction for S3 was applied to Chern-Simons theory on S3 to obtain a matrix regularization
of the theory in the planar limit, and the exact results on Chern-Simons theory on S3
were reproduced. Extension of the formulation to other supersymmetric gauge theories was
discussed in [34, 35]. In [36, 37], large-N reduction on general group manifolds and coset
spaces was found. Applying the case of SU(2) ≃ S3 to planar N = 4 SYM on R × S3
yields another non-perturbative formulation of the theory in terms of the PWMM. Recently,
a matrix model regularization of N = 4 SYM on S4 was proposed in [38].
In this paper, we make a further check by calculating two quantities: the vacuum expec-
tation value (VEV) of a half-BPS Wilson loop and the beta function.
Erickson, Semenoff and Zarembo gave a successful example of calculation in the strongly
coupled regime of N = 4 SYM [39] (see also [40]). They considered (locally) supersymmetric
Wilson loops in N = 4 SYM on R4. It is conjectured that the logarithms of the VEV of
such a Wilson loop in N = 4 SYM corresponds to minus the area of the minimal surface of
a string world sheet in the AdS5 × S5 such that the boundary of the world sheet coincides
with the loop [41, 42]. In the planar limit, they evaluated the VEV of the circular Wilson
loop, which is half-BPS, by summing up all ladder diagrams of all orders in the perturbative
expansion. They indeed showed that in the strong coupling region the result agrees with the
prediction on the gravity side [43, 44]. Thus, they gave a nontrivial check of the AdS/CFT
correspondence. Their result was reproduced through the localization method in [45] to
2Monte Carlo simulation of the correlation functions of the chiral primary operators in N = 4 SYM and
comparison of the results with the prediction from the gravity side will be reported in [21]. Preliminary
results including the one for the Wilson loop are seen in [22, 23]. For related work, see [24–26].
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show that it is indeed the exact result. In this paper, we reproduce their result in the above
formulation of N = 4 SYM on R × S3. We first construct an operator in terms of the
matrices in such a way that it coincides with the Wilson loop in N = 4 SYM on R × S3 in
the continuum limit. Then, we concentrate on the circular loop, and calculate its VEV by
summing up all the planar ladder diagrams. We find that the VEV exactly agrees with the
result in [39].
We also evaluate the 1-loop beta function and find that it indeed vanishes, which is
consistent with restoration of the superconformal invariance.
This paper is organized as follows. In section 2, we review the non-perturbative formula-
tion of the planarN = 4 SYM on R×S3 proposed in [12]. In section 3, after reviewing Wilson
loops in the AdS/CFT correspondence, we construct operators in the non-perturbative for-
mulation which correspond to the Wilson loops in N = 4 SYM on R× S3 in the continuum
limit. In section 4, we calculate the VEV of the operator in the half-BPS case and show that
it agrees with the known exact result. In section 5, we calculate the 1-loop beta function
and verify that it indeed vanishes. Section 6 is devoted to summary and discussion. In
appendices, some details are gathered.
2 Large-N reduction for N = 4 SYM on R× S3
In this section, we review the novel large-N reduction for N = 4 SYM on R × S3 proposed
in [12]. In section 2.1, as a warm-up, we review the large-N reduction on S1 developed in [12],
by taking the φ3 theory on S1 as an example. In section 2.2, to explain the mechanism of
the large-N reduction on S3, we consider the large N reduction for the φ3 theory on S3. In
section 2.3, we apply the mechanism to N = 4 SYM on R× S3.
2.1 Large-N reduction on S1
We consider the φ3 matrix quantum mechanics at finite temperature with the inverse tem-
perature R. In other words, it is a one-dimensional matrix field theory on S1 with the radius
R. The action is
S =
1
g2
∫ 2piR
0
dx Tr
(
1
2
(
dφ
dx
)2
+
ξ2
2R2
φ2 +
1
3R
φ3
)
, (2.1)
where 0 ≤ x < 2πR, φ is an N ×N hermitian matrix, and ξ is a dimensionless mass.
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To diagonalize the quadratic part in (2.1), we make the Fourier expansion
φ(x) =
∑
n
φne
i n
R
x . (2.2)
The action (2.1) is rewritten in terms of the Fourier modes as
S =
VS1
g2
[
1
2R2
∑
n
(n2 + ξ2)φnφ−n +
1
3R
∑
n1,n2,n3
δn1+n2+n3,0φn1φn2φn3
]
, (2.3)
where VS1 = 2πR is the volume of S
1.
Here, for instance, we consider the following correlation function〈
1
N
Tr(φ(x1)φ(x2))
〉
. (2.4)
By using the translation invariance of the theory and the Fourier expansion (2.2), we see
that the above correlation function is equal to
1
2πR
∫
dy
〈
1
N
Tr(φ(x1 − x2 + y)φ(y))
〉
=
∑
n
〈
1
N
Tr(φnφ−n)
〉
ei
n
R
(x1−x2) . (2.5)
We calculate a diagram in Fig. 1 which appears in the perturbative expansion of 〈 1
N
Tr(φnφ−n)〉:(
g2N
VS1
)2
R6
(
1
n2 + ξ2
)2∑
l
1
l2 + ξ2
1
(n+ l)2 + ξ2
. (2.6)
This survives in the planar limit where
N →∞ with g2N fixed . (2.7)
In this limit, all the planar diagrams such as Fig. 1 contribute to (2.4), while other non-planar
diagrams such as Fig. 2 do not.
To obtain the reduced model of (2.1), we introduce a constant diagonal matrix with the
eigenvalues uniformly distributed:
P =
1
R
diag
(−ν + 1
2
,
−ν + 3
2
, · · · , ν − 1
2
)
⊗ 1k , (2.8)
where ν and k are integers satisfying3
N = νk . (2.9)
3The tensor product of 1k is needed for the theory on S
1 to extract the planar contribution through the
k →∞ limit [12]. It is not needed for the theory on R.
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Figure 1: Planar diagram
for the two-point correla-
tion function
Figure 2: Non-planar dia-
gram for the two-point cor-
relation function
ν turns out to play the role of the UV cutoff. The rule for obtaining the reduced model is
φ(x)→ eiPxφe−iPx, VS1 → v , (2.10)
where φ is an N ×N hermitian matrix independent of x. v is determined shortly such that
the reduced model reproduces the original theory. The rule (2.10) implies that
dφ(x)
dx
→ ieiPx[P, φ]e−iPx . (2.11)
Then, applying the rule (2.10) to (2.1) yields the reduced model of (2.1)
Sr =
v
g2
Tr
(
−1
2
[P, φ]2 +
ξ2
2R2
φ2 +
1
3R
φ3
)
. (2.12)
If φ is decomposed to a tensor product of a ν × ν matrix and a k× k matrix following (2.8),
(2.12) is expressed as
Sr =
v
g2
tr
(
1
2R2
∑
s,t
((s− t)2 + ξ2))φ(s,t)φ(t,s) + 1
3R
∑
s,t,u
φ(s,t)φ(t,u)φ(u,s)
)
, (2.13)
where φ(s,t) is a k × k matrix, and tr stands for the trace over k × k matrices. The range of
the indices s, t, u is
−ν + 1
2
≤ s, t, u ≤ ν − 1
2
, (2.14)
and the indices s, t, u run integers for odd ν and half-integers for even ν .
By applying the rule (2.10), we obtain the observable corresponding to (2.4)〈
1
N
Tr(eiPx1φe−iPx1eiPx2φe−iPx2)
〉
r
, (2.15)
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where 〈· · · 〉r stands for the VEV in the reduced model. By using (2.8), this is rewritten as
1
ν
∑
s,t
〈
1
k
tr(φ(s,t)φ(t,s))
〉
r
ei
s−t
R
(x1−x2) . (2.16)
We calculate again the diagram in Fig. 1 which appears in the perturbative expansion of
〈 1
k
tr(φ(s,t)φ(t,s))〉r:
∑
u
(
g2N
νv
)2
R6
(
1
(s− t)2 + ξ2
)2
1
(t− u)2 + ξ2
1
(u− s)2 + ξ2 . (2.17)
Comparing (2.6) and (2.17), we put
v =
VS1
ν
, (2.18)
and take a limit
k →∞, ν →∞ with g2N fixed . (2.19)
Note that (2.19) implies (2.7) because N = νk. We make an identification n = s − t,
l = t − u and −n − l = u − s , and find that (2.17) agrees with (2.6) in the limit (2.19).
This correspondence holds for all the planar diagrams such as Fig. 1. As for the non-planar
diagrams such as Fig. 2, such correspondence does not hold. However, because of k → ∞,
only the planar diagrams contribute to (2.16). Furthermore, we compare (2.16) with (2.5).
While the summation over s and t in (2.16) is redundant compared to the summation over n
in (2.5), this redundancy is canceled by a factor 1/ν in (2.16). Thus we conclude that (2.15)
in the limit (2.19) agrees with (2.4) in the planar limit.
In a similar manner, one can easily show that in the limit (2.19)〈
1
N
Tr(eiPx1φe−iPx1eiPx2φe−iPx2 · · · eiPxrφe−iPxr)
〉
r
=
〈
1
N
Tr(φ(x1)φ(x2) · · ·φ(xr))
〉
.
(2.20)
One can also show the following equality for the free energies of both theories in the limit
(2.19):
Fr
N2v
=
F
N2VS1
. (2.21)
This gives an interpretation of v that it is the volume of space on which the reduced model is
defined. Thus, in the limit (2.19), the reduced model (2.12) with (2.18) retrieves the planar
limit of the original theory (2.1).
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2.2 Large-N reduction on S3
To illustrate the large-N reduction on S3, we consider the φ3 matrix field theory on S3:
S =
VS3
g2
∫
dΩ3
2π2
Tr
(
−µ
2
2
(Liφ)2 + ξ
2µ2
2
φ2 +
µ
3
φ3
)
. (2.22)
Here the radius of the S3 is 2/µ, and its volume VS3 is given by
VS3 =
16π2
µ3
. (2.23)
dΩ3 represents the volume element of unit S
3. φ(Ω3) is an N × N hermitian matrix scalar
field on S3. Li is the Killing vector on unit S3. Note that S3 is identified with the SU(2)
group manifold. From this point of view, dΩ3 is the Haar measure which is left and right
invariant, and Li is the generator of the left translation on the group manifold. For an
explicit form of dΩ3 and Li, see (A.7) and (A.11), respectively. ξ is a dimensionless mass as
before.
In what follows, the argument goes parallel to the one in the previous subsection. Indeed,
S3 is an S1-bundle over S2, and this S1 is a counterpart of the S1 on which the φ3 theory is
defined in the previous subsection.
To diagonalize the quadratic part in (2.22), we expand φ in terms of the spherical har-
monics on S3 defined in (A.12):
φ(Ω3) =
∑
J
J∑
m,m˜=−J
φJmm˜YJmm˜(Ω3), (2.24)
where J take non-negative integers and half-integers. The properties of the spherical har-
monics on S3 are summarized in appendix A. m˜ is viewed as the momentum along the S1
fiber [12, 14, 15]. By using them, the action (2.22) is rewritten in terms of the modes as
S =
VS3
g2
[
µ2
2
∑
Jmm˜
(−1)m−m˜(J(J + 1) + ξ2)Tr(φJmm˜φJ−m−m˜)
+
µ
3
∑
J1m1m˜1J2m2m˜2J3m3m˜3
CJ1m1m˜1 J2m2m˜2 J3m3m˜3Tr(φJ1m1m˜1φJ2m2m˜2φJ3m3m˜3)
]
, (2.25)
where CJ1m1m˜1 J2m2m˜2 J3m3m˜3 is defined in (A.18).
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By identifying the S3 with the SU(2) group manifold, we denote φ(Ω3) by φ(g), where
g ∈ SU(2). We consider the following correlation function which is a counterpart of (2.4):〈
1
N
Tr(φ(g1)φ(g2))
〉
. (2.26)
The invariance of the theory under the right translation implies that (2.26) is equivalent to∫
dΩ3
2π2
〈
1
N
Tr(φ(g1g
−1
2 g)φ(g))
〉
. (2.27)
We substitute (2.24) into the above quantity:
∑
Jmm˜J ′m′m˜′
∫
dΩ3
2π2
〈
1
N
Tr(φJmm˜φJ ′m′m˜′)
〉
RJ(g2g
−1
1 )m′′mYJm′′m˜(Ω3)YJ ′m′m˜′(Ω3)
=
∑
Jmm˜m′
(−1)m′+m˜RJ (g2g−11 )−m′m
〈
1
N
Tr(φJmm˜φJm′−m˜)
〉
, (2.28)
where RJ(g) is the representation matrix of g in the spin J representation, and we have used
(A.12) and (A.16). We have obtained a counterpart of (2.5). We calculate a diagram in
Fig.4 which appears in the perturbative expansion of 〈 1
N
Tr(φJmm˜φJm′−m˜)〉:
∑
Jmm′m˜J2m2m˜2J3m3m˜3
(−1)m+m′
µ6
(
g2N
VS3
)2(
1
J(J + 1) + ξ2
)2
(−1)m2−m˜2
J2(J2 + 1) + ξ2
(−1)m3−m˜3
J3(J3 + 1) + ξ2
× CJ−m−m˜ J2m2m˜2 J3m3m˜3CJ−m′m˜ J3−m3−m˜3 J2m2−m˜2 . (2.29)
This survives in the planar limit (2.7). As before, in this limit, all the planar diagrams such
as Fig.4 contribute to (2.26), while other non-planar diagrams such as Fig.5 do not.
Next we construct the reduced model of (2.22). For this it is convenient to introduce an
N -dimensional reducible representation of SU(2) in which the generators take the form
Li =
(ν−1)/2⊕
s=−(ν−1)/2
(
L
[js]
i ⊗ 1ks
)
, (2.30)
which represents multiple fuzzy spheres. Here L
[j]
i are the spin j representation matrices of
the SU(2) generators obeying
[L
[j]
i , L
[j]
j ] = i ǫijk L
[j]
k . (2.31)
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ν is the number of different irreducible representations of SU(2), and the index s runs
integers for odd ν and half-integers for even ν. The parameters js and ks in (2.30) satisfy
the relation
(ν−1)/2∑
s=−(ν−1)/2
(2js + 1)ks = N. (2.32)
In particular, in order to construct a reduced model of (2.22), we choose the following
parameters4:
2js + 1 = n + s, ks = k. (2.33)
n is the centered value of the dimension of the representations, so that
N = nνk. (2.34)
The rule for obtaining the reduced model, which is a counterpart of (2.10), is
φ(g)→ G−1φG, VS3 → v, (2.35)
where G is the representation matrix of g in the reducible representation specified by (2.33),
and φ is an N ×N hermitian matrix independent of Ω3. v is determined shortly such that
the reduced model reproduces the original theory. By using (A.9), it is easy to see that
Liφ→ G−1[Li, φ]G. (2.36)
Then applying the rule to (2.22) yields the reduced model of (2.22)
Sr =
v
g2
Tr
(
−µ
2
2
[Li, φ]
2 +
ξ2µ2
2
φ2 +
µ
3
φ3
)
. (2.37)
To see how this reduced model retrieves the original theory, we expand the (s, t) block
of φ we denote by φ(s,t) in terms of the fuzzy spherical harmonics defined in (B.3):
φ(s,t) =
js+jt∑
J=|js−jt|
J∑
m=−J
φ
(s,t)
Jm ⊗ YˆJm(jsjt), (2.38)
4The correspondence between the notation here and that in [12] is (n)here = (N0)there, (ν)here =
(T + 1)there, (ks)here = (Ns)there, (k)here = (N)there.
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where φ
(s,t)
Jm is a k×k matrix. The properties of the fuzzy spherical harmonics are summarized
in appendix B. We will see shortly that js− jt = (s− t)/2 is identified with m˜ as in the case
of the φ3 theory on S1. Using the modes, (2.37) is expressed as
Sr =
vn
g2
[
µ2
2
∑
s,t
∑
Jm
(−1)m−(js−jt)(J(J + 1) + ξ2)tr(φ(s,t)Jm φ(t,s)J−m)
+
µ
3
∑
s,t,u
∑
J1m1J2m2J3m3
CˆJ1m1(jsjt) J2m2(jtju) J3m3(jujs)tr(φ(s,t)J1m1φ
(t,u)
J2m2
φ
(u,s)
J3m3
)
]
, (2.39)
where CˆJ1m1(jsjt) J2m2(jtju) J3m3(jujs) is defined in (B.8), and tr stands for the trace over k × k
matrices.
Applying the rule (2.35), we obtain the observable in the reduced model corresponding
to (2.26): 〈
1
N
Tr(G−11 φG1G
−1
2 φG2)
〉
r
, (2.40)
where 〈· · · 〉r stands for the VEV in the reduced model. By using (2.38), (B.4) and (B.6),
we calculate (2.40):
1
ν
∑
s,t
∑
JmJ ′m′
〈
1
k
tr(φ
(s,t)
Jm φ
(t,s)
J ′m′)
〉
r
RJ(g2g
−1
1 )m′′m
1
n
tr(YˆJm′′(jsjt)YˆJ ′m′(jtjs))
=
1
ν
∑
s,t
∑
Jmm′
(−1)m′−(jt−js)RJ (g2g−11 )−m′m
〈
1
k
tr(φ
(s,t)
Jm φ
(t,s)
Jm′ )
〉
r
. (2.41)
We calculate again the diagram in Fig.4 which appears in the perturbative expansion of
〈 1
k
tr(φ
(s,t)
Jm φ
(t,s)
Jm′ )〉r:
∑
u
∑
Jmm′J2m2J3m3
(−1)m+m′
µ6
(
g2N
n2νv
)2(
1
J(J + 1) + ξ2
)2
(−1)m2−(js−ju)
J2(J2 + 1) + ξ2
(−1)m3−(ju−jt)
J3(J3 + 1) + ξ2
× CˆJ−m(jtjs) J2m2(jsju) J3m3(jujt)CˆJ−m′(jsjt) J3−m3(Jtju) J2m2(jujs). (2.42)
Comparison of (2.29) with (2.42) leads us to put
v =
VS3
n2ν
, (2.43)
and take a limit
k →∞, ν →∞, n/ν →∞ with g2N fixed. (2.44)
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Note again that (2.44) implies (2.7). Then, in the limit (2.44), we can make an identification
m˜ = js − jt, m˜2 = js − ju, m˜3 = ju − jt as anticipated and show by using (B.9) that
CˆJ−m(jtjs) J2m2(jsju) J3m3(jujt) → CJ−m−m˜ J2m2m˜2 J3m3m˜3
CˆJ−m′(jsjt) J3−m3(Jtju) J2m2(jujs) → CJ−m′m˜ J3−m3−m˜3 J2m2−m˜2 . (2.45)
We therefore find that (2.42) agrees with (2.29). As before, this correspondence holds for all
the planar diagrams such as Fig.4, while it does not hold for the non-planar diagrams such as
Fig.5. However, because of k →∞, only the planar diagrams contribute to (2.41). Note also
that the UV/IR mixing on fuzzy spheres does not exist in the planar contribution, so non-
commutativity does not remain in the n→∞ limit. Furthermore, while the summation over
s and t in (2.41) is redundant compared to the summation over m˜ in (2.28), this redundancy
is canceled by a factor 1/ν in (2.41). Thus we conclude that (2.40) in the limit (2.44) agrees
with (2.26) in the planar limit.
As in the case of the φ3 theory on S1, one can easily show that counterparts of (2.20)
and (2.21) hold in the limit (2.44):〈
1
N
Tr(G−11 φG1G
−1
2 φG2 · · ·G−1r φGr)
〉
r
=
〈
1
N
Tr(φ(g1)φ(g2) · · ·φ(gr))
〉
. (2.46)
and
Fr
N2v
=
F
N2VS3
, (2.47)
Thus, in the limit (2.44), the reduced model (2.37) with (2.43) retrieves the planar limit of
the original theory (2.22)5.
What we have done is understood as follows. S3 is viewed as an S1-bundle over S2.
The momenta along the S1 is given by m˜ in (2.24). By making the Kaluza-Klein (KK)
reduction along the S1, one obtains the KK modes on S2 with the KK momenta given by
m˜. The KK mode with the KK momentum m˜ behaves as in a situation that the monopole
with the monopole charge m˜ is located at the origin of the S2. Reflecting the angular
momentum possessed by the monopole, the angular momentum J of the KK mode on S2 is
restricted to |m˜| ≤ J . The identification m˜ = js − jt = (s− t)/2 matches the range of J in
5Another large-N reduction on S3 was developed in [36], where the planar limit of the original theory is
retrieved by setting n = (ν + 1)/2 and ks = (2js + 1)k in (2.30) instead of (2.33) and taking the limit in
which ν →∞ and k →∞ with v = VS3k/N .
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(2.38) in the n → ∞ limit. Actually, the monopole spherical harmonics for the monopole
charge q is regularized by the fuzzy spherical harmonics which is an (l + q)× l rectangular
matrix [12,14,15]. The relation (2.45) reflects this fact. We obtain the base space S2 through
the continuum limit of the fuzzy sphere and the S1 fiber through the mechanism of the large-
N reduction on S1 explained in the previous subsection. n plays the role of the UV cutoff
on S2, while ν plays the role of the UV cutoff on S1.
2.3 N = 4 SYM on R × S3 from PWMM
We first see that N = 4 SYM on R4 at a conformal point, where the VEVs of all the scalar
fields vanish, is equivalent to N = 4 SYM on R × S3 through the conformal map. In this
subsection, for simplicity, we suppress the terms including fermion fields. Then, the action
of N = 4 U(N) SYM on R4 takes the form
SYM =
1
g2
∫
d4xTr
(
F 2µν +
1
2
(Dµφm)
2 − 1
4
[φm, φn]
2
)
, (2.48)
where Dµ = ∂µ + i[Aµ, ]. There are six scalars φm, and for later convenience we make m
and n run from 4 to 9. This theory possesses the PSU(2, 2|4) superconformal symmetry
with 32 supercharges. Applying the Weyl transformation defined by
Aµ → Aµ ,
φm → e−
ρ(x)
2 φm ,
δµν → gµν = eρ(x)δµν . (2.49)
to (2.48) yields N = 4 SYM on a curved space endowed with a metric gµν :
SYM =
1
g2
∫
d4x
√
gTr
(
1
4
gµλgνρFµνFλρ +
1
2
gµνDµφmDνφm +
1
12
Rφ2m −
1
4
[φm, φn]
2
)
,
(2.50)
where R is the Ricci scalar constructed from gµν . R
4 is transformed to R× S3 by the Weyl
transformation. In fact, if one starts with the metric of R4 in the polar coordinate and
rewrites it as
ds2R4 = dr
2 + r2dΩ23 = e
µτ
(
dτ 2 +
(
2
µ
)2
dΩ23
)
, (2.51)
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one obtains the metric of R × S3 up to the conformal factor eµτ . Namely, ρ = −µτ in this
case. Here we have changed the coordinate from r to τ ≡ 2
µ
log
(
µr
2
)
where 2/µ is the radius
of the resultant S3 as we have adopted so far. Thus N = 4 SYM on R4 at the conformal
point is equivalent to N = 4 SYM on R× S3.
Next, using the equations in appendix A, we rewrite the action (2.50) for R×S3 in terms
of the Killing vector. We expand the gauge field on S3 as
A = Xie
i, (2.52)
where ei (i = 1, 2, 3) are defined in (A.3), and put φm = Xm. By using (A.5), we rewrite
(2.50) in terms of Xi and Xm:
SYM =
VS3
g2
∫
dτ
dΩ3
2π2
Tr
(
1
2
(DτXi − iµLiAτ )2 + 1
2
(
µXi + iǫijk(µLjXk + 1
2
[Xj, Xk])
)2
+
1
2
(DτXm)
2 − 1
2
(µLiXm + [Xi, Xm])2 + µ
2
8
X2m −
1
4
[Xm, Xn]
2
)
,
(2.53)
where Dτ = ∂τ + i[Aτ , ]. Applying the rule (2.35) to the above action, we obtain a reduced
model of N = 4 SYM on R× S3:
SYM,r =
v
g2
∫
dτTr
(
1
2
(DτXi − iµ[Li, Aτ ])2 + 1
2
(
µXi + iǫijk(µ[Lj , Xk] +
1
2
[Xj , Xk])
)2
+
1
2
(DτXm)
2 − 1
2
(µ[Li, Xm] + [Xi, Xm])
2 +
µ2
8
X2m −
1
4
[Xm, Xn]
2
)
.
(2.54)
Note that the matrices still depend on τ .
Here we can absorb µLi into Xi:
µLi +Xi → Xi. (2.55)
In other words, we can regard µLi as a background of Xi. Note that one can not perform
such an absorption in the case of the φ3 theory in the previous subsection. The resulting
action is nothing but the plane wave matrix model [13]:
SPW =
1
g2PW
∫
dτ Tr
(
1
2
(DτXM)
2 − 1
4
[XM , XN ]
2 +
µ2
2
X2i +
µ2
8
X2m + iµǫijkXiXjXk
)
,
(2.56)
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where M runs from 1 to 9 and we put
g2
v
= g2PW . (2.57)
This action is obtained by dimensionally reducing N = 4 SYM on R× S3 over S3 [16, 17].
The PWMM possesses the SU(2|4) supersymmetry, which includes 16 supercharges. The
PWMM possesses many discrete vacua given by Xi = µLi, where Li is given in (2.30), and
they are degenerate. There are no classical moduli, and these vacua are classically stable.
Furthermore, all of these vacua preserve the SU(2|4) supersymmetry, and the theories around
these vacua are massive. Hence they are also quantum mechanically stable at least at
perturbative level [46]. We pick up a particular one specified by (2.33) from these vacua and
take the limit (2.44) to obtain the reduced model of N = 4 SYM on R × S3. In this limit,
this vacuum is stable even at non-perturbative level, because tunneling to other vacua by an
instanton effect is suppressed by the k →∞ limit. The global gauge invariance (depending
only on τ) of the PWMM is translated to the local gauge invariance of N = 4 SYM. The
SU(2|4) symmetry is expected to enhance to the PSU(2, 2|4) symmetry in the continuum
limit. Thus the reduced model (2.54) retrieves the planar limit of N = 4 SYM on R×S3 as
the reduced model (2.37) does the planar limit of (2.22).
Note that obtaining a reduced model of N = 4 SYM on R4 is quite non-trivial. For
instance, dimensionally reducing it to R yields the D0-brane effective theory or the Matrix
theory [47], which is obtained by putting µ = 0 in (2.56). This theory possesses infinitely
many continuous vacua, which are characterized by [XM , XN ] = 0. All of these vacua
preserve sixteen supercharges as well. However, there are one-dimensional massless fields
around these vacua at least perturbatively, so whether each vacuum is stable at quantum
level heavily depends on dynamics. Thus one may not naively expect that a theory around
a vacuum where Xi are simultaneously diagonal and their eigenvalues distribute uniformly
in R3 retrieves the planar limit of N = 4 SYM on R4.
We summarize the prescription of the large-N reduction for N = 4 SYM on R×S3. We
expand the PWMM (2.56) around the vacuum Xi = µLi with (2.30) and (2.33), and take
the limit
k →∞, ν →∞, n/ν →∞ with g
2
PWk
n
=
g2N
VS3
fixed. (2.58)
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Then, the planar limit of N = 4 SYM on R×S3 with the ’t Hooft coupling g2N is retrieved.
The correspondence is explicitly given in (2.46) and (2.47). Thus the planar limit of N = 4
SYM on R × S3 is regularized by the PWMM. This regularization preserves the SU(2|4)
symmetry including sixteen supercharges and the gauge symmetry. This number of the
preserved supercharges is optimal. In the next section, we will see the correspondence
between Wilson loops.
3 Wilson loops
In this section, we examine the correspondence between Wilson loops in N = 4 SYM and
its reduced model we reviewed in the previous section. In section 3.1, we review the Wilson
loops considered in the gauge theory side in the context of the AdS/CFT correspondence.
In section 3.2, we construct the corresponding Wilson loop in the reduced model.
3.1 Wilson loop in the AdS/CFT correspondence
The Wilson loop considered in the AdS/CFT correspondence takes the form
W (C) =
1
N
TrP exp
(
i
∫ 1
0
ds{x˙µ(s)Aµ(x(s)) + i|x˙(s)|Θm(s)φm(x(s))}
)
, (3.1)
where the function xµ(s) : [0, 1]→ C specifies the contour C, and Θm(s) satisfies δmnΘmΘn =
1. The Wilson loop is invariant under the Weyl transformation (2.49), namely takes the same
form both in R4 and R×S3. The contour C on R4 is mapped to the corresponding contour C ′
on R× S3 given by the coordinate transformation used in (2.51), and the following equality
holds:
〈W (C)〉R4 = 〈W (C ′)〉R×S3 . (3.2)
We next consider the supersymmetric property of the Wilson loop on R × S3 for later
convenience. Its infinitesimal variation under the supersymmetry transformation is propor-
tional to (x˙µΓµ + i|x˙|ΘmΓm)ǫ(x) where µ = τ, θ, ϕ, ψ and ǫ(x) is a ten-dimensional Killing
spinor on R× S3 satisfying the Killing spinor equation [49, 50],
∇aǫ(x) = ±µ
4
ΓaΓ
1Γ2Γ3ǫ(x). (3.3)
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Here a = τ, 1, 2, 3 is the local Lorentz index. This equation is solved by
ǫ1(x) = e
µ
4
Γτ123τη1, ǫ2(x) = e
−µ
4
Γτ123τe−
1
2
Γ12ϕe−
1
2
Γ31θe−
1
2
Γ12ψη2, (3.4)
where ǫ1 and ǫ2 are the solutions to the upper and the lower signs of (3.3), respectively, and
η1 and η2 are constant spinors. If the Wilson loop operator is invariant under some of the
supersymmetries, there exist some non-zero components of η1,2 such that the following two
equations hold,
(x˙µΓµ + i|x˙|ΘmΓm)e
µ
4
Γτ123τη1 = 0,
(x˙µΓµ + i|x˙|ΘmΓm)e−
µ
4
Γτ123τe−
1
2
Γ12ϕe−
1
2
Γ31θe−
1
2
Γ12ψη2 = 0. (3.5)
Introducing local projection operators as
P1± =
1
2
e−
µ
4
Γτ123τ (1± ix˙
µ
|x˙|Θ
mΓµm)e
µ
4
Γτ123τ ,
P2± =
1
2
e
1
2
Γ12ψe
1
2
Γ31θe
1
2
Γ12ϕe
µ
4
Γτ123τ (1± ix˙
µ
|x˙|Θ
mΓµm)e
−µ
4
Γτ123τe−
1
2
Γ12ϕe−
1
2
Γ31θe−
1
2
Γ12ψ, (3.6)
one can rewrite (3.5) simply as
P1+η1 = 0, P2+η2 = 0. (3.7)
The number of independent non-zero components of η1 and η2 which satisfy (3.7) (or equiva-
lently (3.5)) is just the number of supersymmetries preserved by the insertion of the operator.
As an example, let us consider the case where x˙µ(s) and Θ(s) are constant in s and the
contour does not extend to the τ direction. In this case, the projection operator P1 is a
constant operator on the contour, so that the half components of η1 which are projected by
P1+ into 0 can be non-zero constants. Therefore, the operator preserves at least 8 supersym-
metries (1/4 BPS). We can also consider a special case of this example in which the path is
given by a great circle on S3 at a fixed value of τ ,
C : (τ(s), θ(s), ϕ(s), ψ(s)) = (τ0, 0, 0, 4πs), (3.8)
where τ0 is a constant. In addition to the above mentioned 8 supersymmetries, another 8
supercharges are preserved in this case because P2 is also a constant operator on the contour
(3.8) as well as P1. Hence, the Wilson loop on the great circle (3.8) is a half-BPS operator.
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The contour (3.8) is mapped to the circular loop, whose center is located at the origin on
R4, by the Weyl transformation (2.49). For the circular contour with the unit radius, xµ(s)
can be parametrized as
{xµ(s)} = (cos(2πs), sin(2πs), 0, 0). (3.9)
Because of (3.2), the VEV of the Wilson loop with the contour (3.8) on R × S3 coincides
with the VEV of the Wilson loop with the contour (3.9) on R4.
The VEV of the BPS circular Wilson loop on R4 can be computed including all orders
in the perturbative expansion in the planar limit [39, 40]. Let us review the result of this
computation. The VEV of (3.1) for the path (3.9) turns out to be given by the following
VEV in the Gaussian matrix model,
〈W (circle)〉 =
〈1
k
Tr exp(M)
〉
≡ 1
Z
∫
DM 1
k
Tr exp(M) exp
(
−k
λ
TrM2
)
=
√
2
λ
I1(
√
2λ),
(3.10)
where λ is the ’t Hooft coupling6 and I1 is a Bessel function. The strong coupling expansion
of this result reproduces the correct coupling behavior e
√
λ observed in the gravity side.
3.2 Wilson loop in the reduced model
By using the relation (2.46), we can construct an operator in the reduced model (2.54)
corresponding to the Wilson loop (3.1):
Wˆ (C) =
1
N
Tr
[
P exp
{
i
∫ 1
0
ds
(
x˙τ (s)G−1(s)Aτ (τ(s))G(s)
+ x˙µ¯(s)eiµ¯(x
µ¯(s))G−1(s)Xi(τ(s))G(s)
+i|x˙(s)|Θm(s)G−1(s)Xm(τ(s))G(s)
)}]
, (3.11)
where µ¯ = θ, ϕ, ψ and ei is the right invariant 1-form on S3 defined in (A.3). G(s) is given
by
G(s) = P exp
[
i
∫ s
0
ds′x˙µ¯(s′)eiµ¯(x
µ¯(s′))µLi
]
, (3.12)
6Our convention of the ’t Hooft coupling is slightly different from that in [39]. The relation is given by
λours = λESZ/2.
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where Li is given by (2.30) and (2.33). Note that G(1) = 1. By referring to an argument
in [48], we can show that (3.11) is equal to [32]
Wˆ (C) =
1
N
Tr
[
P exp
{
i
∫ 1
0
ds
(
x˙τ (s)Aτ (τ(s)) + x˙
µ¯(s)eiµ¯(x
µ¯(s))(µLi +Xi(τ(s)))
+i|x˙(s)|Θm(s)Xm(τ(s)))}] . (3.13)
In fact, (3.11) can be viewed as 1/N times the trace of the time evolution kernel for a
time-dependent Hamiltonian
H(s) =− {x˙µ¯(s)eiµ¯(xµ¯(s))µLi + x˙τ (s)Aτ (τ(s)) + x˙µ¯(s)eiµ¯(xµ¯(s))Xi(τ(s))
+i|x˙(s)|Θm(s)Xm(τ(s))} . (3.14)
If one regards the first term as a free part and the others as an interaction part and switches
the picture to the interaction one, one obtains (3.11). Note that applying (2.55) to (3.13)
results in the dimensional reduction of (3.1) from R × S3 to R. In other words, we expand
Xi around µLi in the dimensionally reduced Wilson loop. Such a correspondence for the
Wilson loops is seen commonly in the large-N reduction.
From (2.46), we expect
〈Wˆ (C)〉r = 〈W (C)〉. (3.15)
In the next section, we verify this relation in the case of the half-BPS Wilson loop with the
contour C given in (3.8).
4 VEV of the half-BPS Wilson loop from PWMM
In this section, we calculate VEV of the operator (3.13) with the contour (3.8).
For the calculation of the circular BPS Wilson loop in SYM on R4, it is convenient to take
the Feynman gauge where the computation is simplified such that the non-ladder diagrams
cancel out [39]. One can expect that this simplification also occurs in the PWMM if one
takes a particular gauge which corresponds to the Feynman gauge in the continuum limit.
This leads us to take this particular gauge in the PWMM for the following computation.
The corresponding gauge fixing term on R × S3 can be obtained by applying the Weyl
transformation. Although the original action is invariant under the Weyl transformation
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(2.49), the gauge fixing term is not invariant in general. In fact, if one takes the Feynman
gauge on R4, the gauge fixing term is transformed as
1
2
√
gR4
(
gµνR4∇R
4
µ A
R4
ν
)2
=
1
2
√
gR4
{
∂µ(
√
gR4gµνR4A
R4
ν )
}2
=
e−2µτ
2
√
gR×S3
{
∂µ(e
µτ
√
gR×S3gµνR×S3A
R×S3
ν )
}2
=
1
2
√
gR×S3
(
gµνR×S3∇R×S
3
µ A
R×S3
ν + µA
R×S3
τ
)2
. (4.1)
Hence, the corresponding gauge fixing term on R×S3 should be given by the last line of (4.1).
We then apply the reduction rule (2.35) to the above gauge fixing term plus appropriate ghost
terms to obtain those in the PWMM,
Sgf+gh =
1
g2PW
∫
dτTr
{1
2
(∂τAτ + iµ[Li, Xi] + µAτ )
2
− ic¯(∂τDτ + µDτ)c+ µc¯[Li, iµ[Li, c] + i[c,Xi]]
}
, (4.2)
where c and c¯ are the ghost fields.
We add (4.2) to the original action of the PWMM expanded around the background
(2.30) with the parameters given by (2.33) and construct the Feynman rule of this theory.
We make a mode expansion of the matrices as in (C.9) and read off the propagators for each
momentum mode as
〈x(s,t)Jmρ(p)ijx(s
′,t′)
J ′m′ρ′(p
′)kl〉
=


g2PW
n (−1)m−(js−jt)+1δJJ ′δm−m′δρρ′δst′δts′δilδjk2πδ(p + p′) 1p2+ωx
J
2 (ρ 6= 0)
g2PW
n (−1)m−(js−jt)+1δJJ ′δm−m′δst′δts′δilδjk2πδ(p + p′) p
2+µ2(J(J+1)+1)
(p2+µ2J2)(p2+µ2(J+1)2)
(ρ = ρ′ = 0)
,
〈B(s,t)Jm (p)ijB(s
′,t′)
J ′m′ (p
′)kl〉 = g
2
PW
n
(−1)m−(js−jt)δJJ ′δm−m′δst′δts′δilδjk2πδ(p + p′) p2+µ2J(J+1)(p2+µ2J2)(p2+µ2(J+1)2) ,
〈x(s,t)Jm0(p)ijB(s
′,t′)
J ′m′ (p
′)kl〉 = g
2
PW
n
(−1)m−(js−jt)δJJ ′δm−m′δst′δts′δilδjk2πδ(p + p′) iµ
√
J(J+1)
(p2+µ2J2)(p2+µ2(J+1)2)
,
〈c(s,t)Jm (p)ij c¯(s
′,t′)
J ′m′ (p
′)kl〉 = g
2
PW
n
(−1)m−(js−jt)δJJ ′δm−m′δst′δts′δilδjk2πδ(p + p′) i
−p2+iµp−µ2J(J+1)
,
〈φ(s,t)AB,Jm(p)ijφ(s
′,t′)
A′B′,J ′m′(p
′)kl〉 = g
2
PW
n
1
2
ǫABA′B′(−1)m−(js−jt)δJJ ′δm−m′δst′δts′δilδjk2πδ(p + p′) 1
p2+ω
φ
J
2 ,
〈ψA(s,t)Jmκ (p)ijψ(s
′,t′)†
A′,J ′m′κ′(p
′)kl〉 = g
2
PW
n
δJJ ′δmm′δκκ′δ
A
A′δss′δtt′δilδjk2πδ(p − p′) p+κω
ψ
J
p2+ω
ψ
J
2 , (4.3)
where ωxJ , ω
φ
J and ω
ψ
J are defined in (C.11). We can also read off the interaction vertices in
this mode expansion. In particular the vertices used in this section take the same form as
in (C.13) although a different gauge is taken in appendix C.
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(T   b) (T   )
(T   d) (T   e) (T   f)
(T   a)
Figure 3: Tadpole diagrams. The curly, wavy, dotted, solid and dashed lines represent the
propagators of Xi, At, the ghost, ΦAB and ψ
A respectively.
In general, the tadpole is expected to vanish as in the continuum theory. Let us check
it at the 1-loop level in the present gauge. The only possibly nonzero contribution is the
truncated 1-point function for x
(s,t)
Jmρ(p)ij , where i, j run from 1 to k and p is the momentum
along the τ direction. The 1-point function takes the form,
2πδ(p)δstδijδρ−1δJ0δm0δijΥ(s). (4.4)
There are six diagrams for the 1-loop correction to (4.4) as shown in Fig. 3. Note that all
these diagrams are planar ones. The diagrams (T − a) and (T − b) completely cancel each
other. The diagram (T −f) vanishes under the integration of p because it is an odd function
of p. Below we list the value of Υ(s) for each of the remaining diagrams,
(T − c) = 4g
2
PW√
n
∑
t,R
kt(−1)R+js+jt
√
R(R + 1)(2R + 1)
{
1 R R
jt js js
}
, (4.5)
(T − d) = 12g
2
PW√
n
∑
t,R
kt(−1)R+js+jt
√
R(R + 1)(2R+ 1)
{
1 R R
jt js js
}
, (4.6)
(T − e) = −16g
2
PW√
n
∑
t,R
kt(−1)R+js+jt
√
R(R + 1)(2R+ 1)
{
1 R R
jt js js
}
, (4.7)
where the last factor in the above equations is the 6-j symbol. We therefore find that the
1-loop contribution to the tadpole in the present gauge is indeed vanishing without taking
the continuum limit.
Let us calculate the VEV of the Wilson loop (3.11) with the contour given by a great
circle (3.8). Thanks to the SO(6)R rotational invariance, we can set Θ
m = δm4 without loss
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of generality. Then, the operator (3.11) for the great circle can be written in a relatively
simple form by substituting (A.4) for the circular contour,
Wˆ =
1
νnk
Tr
(
e4pii(L3+H)
)
, (4.8)
where we have defined a dimensionless complex matrix H as
H =
1
µ
(X3 + iX4). (4.9)
H is expanded in terms of the fuzzy spherical harmonics as
H(s,t) =
1
µ
∑
R,m
(
iCR+1mRm10 x
(s,t)
Rm1 + C
Rm
Rm10x
(s,t)
Rm0 − iCR−1mRm10 x(s,t)R−1m−1 + i(φ(s,t)14,Rm + φ(s,t)23,Rm)
)
⊗ Yˆ (jsjt)Rm
≡
∑
R,m
H
(s,t)
Rm ⊗ Yˆ (jsjt)Rm , (4.10)
where we have used (B.10), (C.2) and (C.9). Here the second term (x
(s,t)
Rm0) and the third
term (x
(s,t)
R−1m−1) in the right-hand side of the first line are summed over R ≥ 12 and R ≥ 1,
respectively, while the first term (x
(s,t)
Rm1) and the last term (φ
(s,t)
AB,Rm) are summed over R ≥ 0.
Using (4.3) and the explicit expression of the Clebsch-Gordan coefficients
CR+1mRm10 =
[
(R + 1 +m)(R + 1−m)
(2R + 1)(R + 1)
]1/2
,
CRmRm10 =
m
[R(R + 1)]1/2
,
CR−1mRm10 =
[
(R +m)(R −m)
R(2R + 1)
]1/2
, (4.11)
we can calculate the propagator for H . In particular, the equal-time propagator is simply
given by
〈H(s,t)Rm (τ)ijH(s
′,t′)
R′m′ (τ)kl〉 = −δR0δR′0δm0δm′0δstδs′t′δst′δilδjk
g2PW
2µ3n
. (4.12)
Namely, only the zero mode contributes to the propagator of H in the present gauge. We
expand the VEV of the Wilson loop as
〈Wˆ 〉 = 1
νnk
∞∑
q=0
1
q!
(
dq
daq
Tr〈e4pii(L3+aH)〉
)
a=0
=
1
νnk
∞∑
q=0
∫ 1
0
dα1
∫ 1
0
dα2 · · ·
∫ 1
0
dαq+1δ(1− α1 − α2 − · · · − αq+1)
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Figure 4: Planar ladder diagram
for Wilson loop
Figure 5: Planar non-ladder di-
agram for Wilson loop
× (4πi)qTr〈e4piiα1L3He4piiα2L3H · · · e4piiαqL3He4piiαq+1L3〉, (4.13)
where we have used the generalized Feynman formula proven in appendix D to show the
second equality. Then we obtain
〈Wˆ 〉 = 1
νnk
∞∑
q=0
∑
{si}
∫ 1
0
dα1
∫ 1
0
dα2 · · ·
∫ 1
0
dαq+1δ(1− α1 − α2 − · · · − αq+1)
× e4piiα1r1e4piiα2r2 · · · e4piiαqrqe4piiαq+1r1n q2 (4πi)q(−1)r1−j1+r2−j2+···+rq−jq
× CR1m1j1r1j2−r2CR2m2j2r2j3−r3 · · ·CRqmqjqrqj1−r1Tr〈H(s1,s2)R1m1 H
(s2,s3)
R2m2
· · ·H(sq,s1)Rqmq 〉, (4.14)
where CRmjrj′r′ is the Clebsch-Gordan coefficient.
In the following, we assume that only the planar ladder diagrams (i.e. planar diagrams
without vertices, see Fig. 4) contribute to the VEV as in the case of the continuum theory.
This assumption is reasonable since we are working in the gauge corresponding to the Feyn-
man gauge on R4. In the Feynman gauge, the ladder approximation gives an exact result in
the case of the circular Wilson loop in SYM on R4. Hence, also for the PWMM, we believe
that the non-ladder diagrams do not contribute to the VEV in the continuum limit in the
present gauge.
Within this assumption, only the modes with R = m = 0 contribute to 〈Wˆ 〉 because the
tree-level propagator (4.12) is vanishing unless R = m = 0. Furthermore, only the terms
with q even contribute. Thus, we obtain,
〈Wˆ 〉 = 1
νk
∞∑
q=0
∑
s
(4πi)2q
(2q)!
(
n
2js + 1
)q−1
Tr〈(H(s,s)00 )2q〉, (4.15)
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where we have used C00jrj−r =
1√
2j+1
. Taking the limit (2.58), we obtain7
〈Wˆ 〉 → 1
k
∞∑
q=0
1
(2q)!
〈Tr(4πiH(0,0)00 )2q〉
=
1
Z
∫
DM 1
k
Tr exp(M) exp
(
−k
λ
TrM2
)
. (4.16)
On the right hand side of the first line of (4.16), we have put (s, s) to (0, 0) because the
propagator does not depend on s. In the second line, we have put λ =
V
S3g
2
PW k
n
and identified
4πiH
(0,0)
00 with a k × k hermitian matrix M . Although H(0,0)00 is a complex matrix and time-
dependent, this identification is possible within the ladder approximation where only the
equal-time propagator in the free theory (4.12) is needed for the computation of the Wilson
loop. Since the equal-time propagator of 4πiH
(0,0)
00 takes the same value as that of M if
we take the weight of the integral of M as in (4.16), the computational rules are identical
between the two expressions. The result (4.16) agrees with (3.10).
Here, we again emphasize that in a general gauge one needs to add also the planar non-
ladder diagrams (See Fig. 5) to obtain the correct result (3.10) in the continuum theory. In
fact, we checked that in a different gauge which will be introduced in the next section the
sum over only the planar ladder diagrams does not coincide with (3.10). This is consistent
with the fact that the value of each Feynman diagram depends on a gauge choice and the
non-ladder diagrams cancel out only in the Feynman gauge on R4.
5 Beta function
In this section, we compute the beta function at the 1-loop level in the PWMM expanded
around the background specified by (2.33) and show that it is indeed vanishing. In this
section, we take the gauge shown in appendix C for convenience which is different from what
we used in the previous section. We consider only the planar diagrams in the following.
We first compute the wave function renormalization of the SO(6) scalar field. The self-
energy is given by the truncated two-point function 〈φ(s,t)ABJm(p)ijφ(s
′,t′)
CDJ ′m′(p
′)kl〉 which takes
the form,
2πδ(p− p′)δst′δs′t1
2
ǫABCDδilδjkδJJ ′δm−m′Ξ
(s,t)
J (p). (5.1)
7Here, the limit ν → ∞ is not used explicitly. However this limit should be needed for the non-ladder
diagrams (See Fig. 5) to cancel out.
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There are six diagrams contributing to the 1-loop correction to the self-energy as shown in
Fig. 6. For example, one can compute (S− 2) in Fig. 6 as follows. In terms of the Feynman
rules shown in appendix C, the contribution of (S−2) to Ξ(s,t)J (p) in (5.1) can be written as,
−2k
∑
J1m1κ1
∑
J2m2κ2
∫
dq
2π
iq + κ1ω
ψ
J1
q2 − (ωψJ1)2
i(p− q) + κ2ωψJ2
(p− q)2 − (ωJ2ψ)2
FˆJ2m2κ2(jujt)J1−m1κ1(jujs) Jm(jsjt)Fˆ
J1−m1κ1(jujs)
J2m2κ2(jujt) Jm(jtjs)
,
(5.2)
where the ranges of the variables in
∑
Jimiκi
are given by κi = ±1, mi = −Ji,−Ji+1, · · · , Ji
(i = 1, 2), J1 − κ1 = |js − ju|, |js − ju| + 1, · · · , js + ju and J2 − κ2 = |jt − ju|, |jt − ju| +
1, · · · , jt + ju. By performing the integration, substituting the explicit form of Fˆ shown in
(B.17) and finally taking the summation over m1, m2, κ1 and κ2, one can obtain,
32µnk(−1)m−(js−jt)
js+ju∑
R1=|js−ju|
jt+ju∑
R2=|jt−ju|
(2J + 1)(2R1 + 1)(2R2 + 1)
×

(R1 + 1)(R2 + 1)(R1 +R2 + 32)
p2 + µ2(R1 +R2 +
3
2
)2


R1 +
1
2
R1
1
2
R2 +
1
2
R2
1
2
J J 0


+
R1R2(R1 +R2 +
1
2
)
p2 + µ2(R1 +R2 +
1
2
)2


R1 R1 +
1
2
1
2
R2 R2 +
1
2
1
2
J J 0



{ R2 R1 J
js jt ju
}
, (5.3)
where Ri are defined as Ri = Ji − κi for κi = ±1. Then, if one sets J = 0 and s = t = 0,
it is easy to compute the divergent part of (5.3). In this case, the explicit formula for the
6j-symbol and 9j-symbol can be found in [56]. Substituting those explicit forms, one finds
that the divergent part is given as
k
µ
(ν−1)/2∑
u=−(ν−1)/2
n−1+u/2∑
R=|u/2|
{
8− 2
R2
(
p2
µ2
+
1
4
)}
, (5.4)
Similarly, the divergent parts in the other diagrams in Fig. 6 are evaluated as
(S − 1) = k
µ
(ν−1)/2∑
u=−(ν−1)/2
n−1+u/2∑
R=|u/2|
(−5) ,
(S − 3) = k
µ
(ν−1)/2∑
u=−(ν−1)/2
n−1+u/2∑
R=|u/2|
(
−3 + 3
8R2
)
,
(S − 4) = k
µ
(ν−1)/2∑
u=−(ν−1)/2
n−1+u/2∑
R=|u/2|
{
1
2
− 1
8R2
(
p2
µ2
+
1
4
)}
,
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(S   1)
(S   2)
(S   3)
(S   4) (S   5)
(S   6)
Figure 6: The 1-loop corrections to the self-energy of scalar field. The solid, dashed, curly
and wavy lines represent the propagators of the SO(6) scalar, fermion, SO(3) scalar and the
gauge field, respectively.
(S − 5) = k
µ
(ν−1)/2∑
u=−(ν−1)/2
n−1+u/2∑
R=|u/2|
(
−1 − 1
8R2
)
,
(S − 5) = k
µ
(ν−1)/2∑
u=−(ν−1)/2
n−1+u/2∑
R=|u/2|
{
1
2
+
1
8R2
(
9p2
µ2
+
1
4
)}
. (5.5)
Here, it is important that the quadratic divergence cancels when one takes the sum over all
the diagrams in Fig. 6. Note also that there is no divergence even if one takes the large-n
limit. This limit corresponds to the commutative limit of fuzzy sphere in which the theory
on R × S2 is realized. The fact that there is no divergence due to n is consistent with the
super renormalizability of (2+1) dimensional gauge theory.
From (5.4) and (5.5), we find that the wave function renormalization for the SO(6) scalars
is given by
Zφ = 1− 4g
2
PWk
µ3n
log ν. (5.6)
Here, we have introduced the following expression for the logarithmic divergence,
(ν−1)/2∑
u=−(ν−1)/2
∞∑
R=|u/2|
1
R2
≡ 4 log ν. (5.7)
25
The wave function renormalization of the fermions can be computed in the same way [12].
The result is given by
Zψ = 1− 16g
2
PWk
µ3n
log ν. (5.8)
Next, we compute the renormalization of the coupling which can be read off from the trun-
cated three point function of fermions and a scalar, 〈φ(s1,t1)ABJ1m1(p1)ψ
(s2,t2)†
CJ2m2κ2
(p2)ψ
(s3,t3)†
DJ3m3κ3
(p3)〉.
We take the simplest choice of the external momenta: Ji = 0, pi = 0, si = ti = 0 (i = 1, 2, 3),
m1 = 0 and κ1 = κ2 = 1. In Fig. 7, all the diagrams contributing to the 1-loop corrections
are listed. By following the same calculation that we described for the self-energy, we find
the following values for the divergent part of each diagram,
(Y − 1) = k
µ3
ǫABCD(−1)m+ 12
(ν−1)/2∑
u=−(ν−1)/2
n−1+u/2∑
R=|u/2|
2
R2
,
(Y − 2) = k
µ3
ǫABCD(−1)m+ 12
(ν−1)/2∑
u=−(ν−1)/2
n−1+u/2∑
R=|u/2|
3
2R2
,
(Y − 3) = k
µ3
ǫABCD(−1)m+ 12
(ν−1)/2∑
u=−(ν−1)/2
n−1+u/2∑
R=|u/2|
1
2R2
,
(Y − 4) = k
µ3
ǫABCD(−1)m+ 12
(ν−1)/2∑
u=−(ν−1)/2
n−1+u/2∑
R=|u/2|
3
4R2
,
(Y − 5) = k
µ3
ǫABCD(−1)m+ 12
(ν−1)/2∑
u=−(ν−1)/2
n−1+u/2∑
R=|u/2|
(
− 1
4R2
)
. (5.9)
Comparing the sum of the above diagrams with the tree level result, one obtains the renor-
malization for the coupling at the 1-loop level,
ZgPW = 1−
18g2PWk
µ3n
log ν. (5.10)
This satisfies ZgPW = ZψZ
1
2
φ and therefore the beta function is vanishing at the 1-loop level.
6 Conclusion and discussion
In this paper, we study a non-perturbative formulation of N = 4 SYM on R×S3 proposed in
[12]. After reviewing the formulation, we introduce Wilson loop operators in the formulation
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(Y   1)
(Y   2)
(Y   3)
(Y   4) (Y   5)
Figure 7: The 1-loop corrections to the Yukawa coupling. The solid, dashed, curly and wavy
lines represent the propagators of the SO(6) scalar, fermion, SO(3) scalar and the gauge
field, respectively.
which correspond to Wilson loops in N = 4 SYM studied in the context of the AdS/CFT
correspondence. We calculate the VEV of the half-BPS Wilson loop by summing up all
the planar ladder diagrams as done in the continuum theory in [39, 40] and reproduce the
known result. We also calculate the one-loop beta function and verify that it vanishes in the
continuum limit, which is consistent with restoration of the superconformal invariance. Our
results serves as a check of the formulation.
We should check that the planar non-ladder diagrams for the half-BPS Wilson loop are
indeed canceled out at lower orders in the perturbative expansion, as done in [39], while
the calculation in our case seems hard work. It is also desirable to derive the result using
a method such as localization as done in the continuum theory in [45]. It is interesting to
do the calculation of this paper in another non-perturbative formulation of N = 4 SYM on
R × S3 proposed in [36]. It is quite important to calculate the VEV of non-BPS Wilson
loops such as a rectangular Wilson loop on R4 in the strong coupling regime in the present
formulation and reproduce the prediction from the gravity side [42]. This kind of calculation
on the gauge theory side not done yet would serve as a highly nontrivial test of the AdS/CFT
correspondence.
We hope that our calculation in this paper will trigger development in the study of the
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formulation.
Note
Preliminary result on the beta function in this paper was announced by G. I. and A. T.
at the International Conference on Progress of String Theory and Quantum Fields Theory,
Osaka City University, 7-10 December 2007 [57, 58].
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A S3 and the SU(2) group manifold
In this appendix, we summarize some useful facts about S3 and the SU(2) group manifold
(see also [12,15]). We regard S3 as the SU(2) group manifold. We parameterize an element
of SU(2) in terms of the Euler angles as
g = e−iϕJ3e−iθJ2e−iψJ3 , (A.1)
where Ji are the generators of the SU(2) algebra, and 0 ≤ θ ≤ π, 0 ≤ ϕ < 2π, 0 ≤ ψ < 4π.
The periodicity with respect to these angle variables is expressed as
(θ, ϕ, ψ) ∼ (θ, ϕ+ 2π, ψ + 2π) ∼ (θ, ϕ, ψ + 4π). (A.2)
The isometry of S3 is SO(4) = SU(2) × SU(2), and these two SU(2)’s act on g from left
and right, respectively. We construct the right-invariant 1-forms,
dgg−1 = −iµeiJi, (A.3)
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where the radius of S3 is 2/µ. They are explicitly given by
e1 =
1
µ
(− sinϕdθ + sin θ cosϕdψ),
e2 =
1
µ
(cosϕdθ + sin θ sinϕdψ),
e3 =
1
µ
(dϕ+ cos θdψ), (A.4)
and satisfy the Maurer-Cartan equation
dei − µ
2
ǫijke
j ∧ ek = 0. (A.5)
The metric is constructed from ei as
ds2 = eiei =
1
µ2
(
dθ2 + sin2 θdϕ2 + (dψ + cos θdϕ)2
)
. (A.6)
The Haar measure is defined through above metric as
dΩ3 =
1
8
sin θdθdφdψ, (A.7)
which is left and right invariant. The Killing vectors dual to ei are given by
Li = − i
µ
eµ¯i ∂µ¯, (A.8)
where µ¯ = θ, ϕ, ψ and eµ¯i are inverse of e
i
µ¯. It follows from (A.3) and (A.8) that
Lig = −Jig, (A.9)
which indicates that Li are the generators of the left translation and satisfy
[Li,Lj] = iǫijkLk. (A.10)
The explicit form of the Killing vectors are
L1 = −i
(
− sinϕ∂θ − cot θ cosϕ∂ϕ + cosϕ
sin θ
∂ψ
)
,
L2 = −i
(
cosϕ∂θ − cot θ sinϕ∂ϕ + sinϕ
sin θ
∂ψ
)
,
L3 = −i∂ϕ. (A.11)
The spherical harmonics on S3 is defined through Wigner’s D-function (see also [14,50]):
YJmm˜(Ω3) = (−1)J−m
√
2J + 1DJ(−m, m˜)
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= (−1)J−m√2J + 1〈J −m|g|Jm˜〉
= (−1)J−m√2J + 1eimφ−im˜ψ〈J −m|e−iθJ2|Jm˜〉, (A.12)
where g is given in (A.1). The complex conjugate is given by
Y ∗Jmm˜(Ω3) = (−1)J−m
√
2J + 1e−imφ+im˜ψ〈J −m|e−iθJ2|Jm˜〉
= (−1)J−m√2J + 1e−imφ+im˜ψ(−1)−m−m˜〈Jm|e−iθJ2 |J − m˜〉
= (−1)m−m˜YJ−m−m˜(Ω3). (A.13)
It follows from (A.9) that
L2iYJmm˜(Ω3) = J(J + 1)YJmm˜(Ω3),
L±YJmm˜(Ω3) =
√
(J ∓m)(J ±m+ 1)YJm±1m˜,
L3YJmm˜ = mYJmm˜. (A.14)
By using the orthogonality relation∫
dg〈Jm˜|g−1|Jm〉〈J ′m′|g|J ′m˜′〉 = 1
2J + 1
δJJ ′δmm′δm˜m˜, (A.15)
where dg = dΩ3/(2π
2) is the Haar measure, one can show the following equalities:∫
dΩ3
2π2
Y ∗J1m1m˜1(Ω3)YJ2m2m˜2(Ω3) = δJ1J2δm1m2δm˜1m˜2 (A.16)
and
CJ1m1m˜1J2m2m˜2 J3m3m˜3 ≡
∫
dΩ3
2π2
Y ∗J1m1m˜1(Ω3)YJ2m2m˜2(Ω3)YJ3m3m˜3(Ω3)
=
(2J2 + 1)(2J3 + 1)
2J1 + 1
CJ1m1J2m2J3m3C
J1m˜1
J2m˜2J3m˜3
, (A.17)
CJ1m1m˜1 J2m2m˜2 J3m3m˜3 ≡
∫
dΩ3
2π2
YJ1m1m˜1(Ω3)YJ2m2m˜2(Ω3)YJ3m3m˜3(Ω3)
= (−1)m1−m˜1CJ1−m1−m˜1J2m2m˜2 J3m3m˜3 , (A.18)
where CJ1m1J2m2J3m3 is the Clebsch-Gordan coefficient.
B Fuzzy spherical harmonics
In this appendix, we summarize some useful properties of the fuzzy spherical harmonics
(See [12, 14], and also [46, 51–55]).
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Given (2j + 1)× (2j′ + 1) rectangular complex matrices, we can generally express them
as
M =
∑
r,r′
Mrr′|jr〉〈j′r′|, (B.1)
where |jr〉 are the basis of the spin j representation of SU(2) algebra. {|jr〉〈j′r′| ∣∣ r =
−j, · · · , j; r′ = −j′, · · · , j′} form a basis of (2j + 1) × (2j′ + 1) matrices. Let us consider
linear maps, which map the set of (2j + 1)× (2j′ + 1) complex matrices into itself, defined
by
Li ◦ |jr〉〈j′r′| ≡ L[j]i |jr〉〈j′r′| − |jr〉〈j′r′|L[j
′]
i , (B.2)
where L
[j]
i are the spin j representation matrices of the SU(2) generators. Li◦ satisfy the
SU(2) algebra: [Li◦, Lj◦] = iǫijkLk◦.
By changing the basis, we can obtain the more appropriate basis for the action of Li◦,
which is called the fuzzy spherical harmonics:
YˆJm(jj′) =
√
n
∑
r,r′
(−1)−j+r′CJmjr j′−r′|jr〉〈j′r′|, (B.3)
where CJ1m1J2m2J3m3 is the Clebsch-Gordan coefficient and n is a positive constant, which is
taken to be an integer as an ultraviolet cutoff in section 2. For a fixed J , the fuzzy spherical
harmonics form the basis of the spin J irreducible representation of SU(2) under Li◦,
(Li◦)2YˆJm(jj′) = J(J + 1)YˆJm(jj′),
L± ◦ YˆJm(jj′) =
√
(J ∓m)(J ±m+ 1)YˆJm±1(jj′),
L3 ◦ YˆJm(jj′) = mYˆJm(jj′). (B.4)
The hermitian conjugates of the fuzzy spherical harmonics are given by
(
YˆJm(jj′)
)†
= (−1)m−(j−j′)YˆJ−m(j′j). (B.5)
The orthonormality condition is
1
n
tr
{(
YˆJm(jj′)
)†
YˆJ ′m′(jj′)
}
= δJJ ′δmm′ , (B.6)
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where “tr” stands for the trace over (2j′ + 1)× (2j′ + 1) matrices. The trace of three fuzzy
spherical harmonics is evaluated as
CˆJ1m1(jj′′)J2m2(jj′)J3m3(j′j′′) ≡
1
n
tr
{(
YˆJ1m1(jj′′)
)†
YˆJ2m2(jj′)YˆJ3m3(j′j′′)
}
= (−1)J1+j+j′′
√
n(2J2 + 1)(2J3 + 1)C
J1m1
J2m2J3m3
{
J1 J2 J3
j′ j′′ j
}
,
(B.7)
CˆJ1m1(j′′j)J2m2(jj′)J3m3j′j′′) ≡
1
n
tr
{
YˆJ1m1(j′′j)YˆJ2m2(jj′)YˆJ3m3(j′j′′)
}
= (−1)m1−(j′′−j)CˆJ1−m1(jj′′)J2m2(jj′)J3m3(j′j′′), (B.8)
where the last factor of (B.7) is the 6-j symbol. The 6-j symbol is related asymptotically to
the Clebsch-Gordan coefficient: for R≫ 1,{
a b c
d+R e+R f +R
}
≈ (−1)
−a+b+2c−d+e+2f+2R√
2R(2c+ 1)
Cc d−ea−e+f b−f+d. (B.9)
We also introduce the vector fuzzy spherical harmonics Yˆ ρJm(jj′)i and the spinor fuzzy
spherical harmonics Yˆ κJm(jj′)α, where ρ takes −1, 0, 1 and κ takes −1 and 1. They are defined
in terms of the scalar spherical harmonics as
Yˆ ρJm(jj′)i = i
ρ
∑
n,p
VinC
Qm
Q˜p 1n
YˆQ˜p(jj′),
Yˆ κJm(jj′)α =
∑
p
CUm
U˜p 1
2
α
YˆU˜p(jj′), (B.10)
where Q = J + δρ1, Q˜ = J + δρ−1 and U = J + 12δκ1, U˜ = J +
1
2
δκ−1. V is an unitary matrix
given by
V =
1√
2

−1 0 1−i 0 −i
0
√
2 0

 . (B.11)
The vector fuzzy spherical harmonics and the spinor fuzzy spherical harmonics satisfy
Li ◦ Yˆ ρJm(jj′)i =
√
J(J + 1)δρ0YˆJm(jj′),
iǫijkLj ◦ Yˆ ρJm(jj′)k + Yˆ ρJm(jj′)i = ρ(J + 1)Yˆ ρJm(jj′)i,(
(σi)αβLi ◦+3
4
δαβ
)
Yˆ κJm(jj′)β = κ
(
J +
3
4
)
Yˆ κJm(jj′)α. (B.12)
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Their hermitian conjugates are given by(
Yˆ ρJm(jj′)i
)†
= (−1)m−(j−j′)+1Yˆ ρJ−m(j′j)i,(
Yˆ κJm(jj′)α
)†
= (−1)m−(j−j′)+κα+1Yˆ κJ−m(j′j)−α, (B.13)
and the orthonormality conditions are
1
n
tr
{(
Yˆ ρJm(jj′)i
)†
Yˆ ρ
′
J ′m′(jj′)i
}
= δJJ ′δmm′δρρ′ ,
1
n
tr
{(
Yˆ κJm(jj′)α
)†
Yˆ κ
′
J ′m′(jj′)α
}
= δJJ ′δmm′δκκ′. (B.14)
The trace of three fuzzy spherical harmonics, including the vector harmonics and/or the
spinor harmonics, are evaluated as
DˆJm(j′j)J1m1(j′j′′)ρ1 J2m2(j′′j)ρ2 ≡
1
n
tr
{(
YˆJm(j′j)
)†
Yˆ ρ1J1m1(j′j′′)iYˆ
ρ2
J2m2(j′′j)i
}
=
√
3n(2J + 1)(2J1 + 1)(2J1 + 2ρ21 + 1)(2J2 + 1)(2J2 + 2ρ
2
2 + 1)
× (−1) ρ1+ρ22 +1+J+j+j′
{
Q1 Q˜1 1
Q2 Q˜2 1
J J 0
}
CJmQ1m1 Q2m2
{
J Q˜1 Q˜2
j′′ j j′
}
. (B.15)
EˆJ1m1(jj′)ρ1J2m2(j′j′′)ρ2J3m3(j′′j)ρ3
≡ ǫijk 1
n
tr
(
Yˆ ρ1J1m1(jj′)iYˆ
ρ2
J2m2(j′j′′)j
Yˆ ρ3J3m3(j′′j)k
)
=
√
6n(2J1 + 1)(2J1 + 2ρ
2
1 + 1)(2J2 + 1)(2J2 + 2ρ
2
2 + 1)(2J3 + 1)(2J3 + 2ρ
2
3 + 1)
× (−1)− ρ1+ρ2+ρ3+12 −Q˜1−Q˜2−Q˜3+2j+2j′+2j′′
{
Q1 Q˜1 1
Q2 Q˜2 1
Q3 Q˜3 1
}(
Q1 Q2 Q3
m1 m2 m3
){
Q˜1 Q˜2 Q˜3
j′′ j j′
}
. (B.16)
FˆJ1m1(j′j)κ1J2m2(j′j′′)κ2 Jm(j′′j) ≡
1
n
tr
{(
Yˆ κ1J1m1(j′j)α
)†
Yˆ κ2J2m2(j′j′′)αYˆJm(j′′j)
}
=
√
2n(2U˜1 + 1)(2J + 1)2(2J2 + 1)(2J2 + 2)
× (−1)U˜1+j+j′
{
U1 U˜1
1
2
U2 U˜2
1
2
J J 0
}
CU1m1U2m2 Jm
{
U˜1 U˜2 J
j′′ j j′
}
. (B.17)
GˆJ1m1(j′j)κ1J2m2(j′j′′)κ2 Jm(j′′j)ρ ≡
1
n
tr
{(
Yˆ κ1J1m1(j′j)α
)†
σiαβYˆ
κ2
J2m2(j′j′′)β
Yˆ ρJm(j′′j)i
}
=
√
6n(2U˜1 + 1)(2J2 + 1)(2J2 + 2)(2J + 1)(2J + 2ρ2 + 1)
× (−1) ρ2+U˜1+j+j′
{
U1 U˜1
1
2
U2 U˜2
1
2
Q Q˜ 1
}
CU1m1U2m2 Qm
{
U˜1 U˜2 Q˜
j′′ j j′
}
, (B.18)
where {· · · } with 9 slots is the 9-j symbol.
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C Harmonic expansion of PWMM
In this appendix, we make a harmonic expansion of the PWMM around the vacuum with
(2.30) and (2.33) for the perturbative analysis in section 4 and 5.
The complete form of the action of the PWMM including fermionic part is given by
SPW =
1
g2PW
∫
dτ Tr
(
1
2
(DτXi)
2 +
1
2
(
Xi +
i
2
ǫijk[Xj, Xk]
)2
+
1
2
DτΦABDτΦ
AB +
µ2
8
ΦABΦ
AB
− 1
2
[Xi,ΦAB][Xi,Φ
AB]− 1
4
[ΦAB,ΦCD][Φ
AB,ΦCD] + ψ†ADτψ
A +
3µ
4
ψ†Aψ
A
+ ψ†Aσ
i[Xi, ψ
A] + ψ†Aσ
2[ΦAB, (ψ†B)
T ]− (ψA)Tσ2[ΦAB, ψB]
)
. (C.1)
where A,B are indices of 4 of SU(4). ψA and ψ†A are two-component spinors and ΦAB are
SO(6) scalars Xm in (2.56) rewritten in terms of SU(4) notation in the following way
Φi4 =
1
2
(Xi+3 + iXi+6) (i = 1, 2, 3),
ΦAB = −ΦBA, ΦAB = −ΦBA = Φ†AB, ΦAB =
1
2
ǫABCDΦCD. (C.2)
For this expression, the harmonic expansion can be easily performed.
By replacing Xi → µLi+Xi in (C.1) and adding the gauge fixing and the Fadeev-Popov
terms
Sgf+gh =
1
g2PW
∫
dτTr
{
1
2
(∂τAτ + iµ[Li, Xi])
2 − ic¯∂τDτc+ µc¯[Li, iµ[Li, c] + i[c,Xi]]
}
(C.3)
then we obtain
SPW+gf+gh = S
gauge
PW,free + S
gauge
PW,int + S
matter
PW,free + S
matter
PW,int, (C.4)
where
SgaugePW,free =
1
g2PW
∫
dτ Tr
(
1
2
(∂τXi)
2 − µ
2
2
[Li, Aτ ]
2 +
1
2
(∂τAτ )
2
+
µ2
2
(Xi + iǫijk[Lj , Xk])
2 − µ
2
2
[Li, Xi]
2 + ic¯∂2τ c− iµ2c¯[Li, [Li, c]]
)
, (C.5)
SgaugePW,int =
1
g2PW
∫
dτ Tr
(
i(∂τXi)[Aτ , Xi] + µ[Aτ , Xi][Li, Aτ ] +
1
2
[Aτ , Xi]
2
+ iµǫijk(Xi + iǫilm[Ll, Xm])XjXk − 1
2
ǫijkǫilmXjXkXlXm
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− iµ[Li, c¯][c,Xi] + ∂τ c¯[Aτ , c]
)
, (C.6)
SmatterPW,free =
1
g2PW
∫
dτ Tr
(
1
2
∂τΦAB∂τΦ
AB +
µ2
8
ΦABΦ
AB − µ
2
2
[Li,ΦAB][Li,Φ
AB]
+ψ†A∂τψ
A + µψ†A(
3
4
ψA + σi[Li, ψ
A]
))
, (C.7)
SmatterPW,int =
1
g2PW
∫
dτ Tr
(
i(∂τΦAB)[Aτ ,Φ
AB]− 1
2
[Aτ ,ΦAB][Aτ ,Φ
AB]− µ[Li,ΦAB][Xi,ΦAB]
− 1
2
[Xi,ΦAB][Xi,Φ
AB]− 1
4
[ΦAB,ΦCD][Φ
AB,ΦCD] + iψ†A[Aτ , ψ
A]
+ψ†Aσ
i[Xi, ψ
A] + ψ†Aσ
2[ΦAB, (ψ†B)
T ]− (ψA)Tσ2[ΦAB, ψB]
)
. (C.8)
We perform a mode expansion for each (s, t) block for each field in terms of the fuzzy spherical
harmonics defined in appendix A:
A(s,t)τ =
js+jt∑
J=|js−jt|
J∑
m=−J
B
(s,t)
Jm ⊗ YˆJm(jsjt), Φ(s,t)AB =
js+jt∑
J=|js−jt|
J∑
m=−J
φ
(s,t)
AB,Jm ⊗ YˆJm(jsjt),
c(s,t) =
js+jt∑
J=|js−jt|
J∑
m=−J
c
(s,t)
Jm ⊗ YˆJm(jsjt), c¯(s,t) =
js+jt∑
J=|js−jt|
J∑
m=−J
c¯
(s,t)
Jm ⊗ YˆJm(jsjt),
ψA(s,t) =
∑
κ=±1
js+jt∑
U˜=|js−jt|
U∑
m=−U
ψ
A(s,t)
Jmκ ⊗ Yˆ κJm(jsjt)
=
js+jt∑
J=|js−jt|
J+ 1
2∑
m=−J− 1
2
ψ
A(s,t)
Jm1 ⊗ Yˆ 1Jm(jsjt) +
js+jt− 12∑
J=|js−jt|− 12
J∑
m=−J
ψ
A(s,t)
Jm−1 ⊗ Yˆ −1Jm(jsjt),
ψ
(t,s)†
A =
∑
κ=±1
js+jt∑
U˜=|js−jt|
U∑
m=−U
ψ
(t,s)†
A,Jmκ ⊗ Yˆ κ†Jm(jtjs)
=
js+jt∑
J=|js−jt|
J+ 1
2∑
m=−J− 1
2
ψ
(t,s)†
A,Jm1 ⊗ Yˆ 1†Jm(jtjs) +
js+jt− 12∑
J=|js−jt|− 12
J∑
m=−J
ψ
(t,s)†
A,Jm−1 ⊗ Yˆ −1†Jm(jtjs),
X
(s,t)
i =
1∑
ρ=−1
js+jt∑
Q˜=|js−jt|
Q∑
m=−Q
x
(s,t)
Jmρ ⊗ Yˆ ρJm(jsjt)i
=
js+jt∑
J=|js−jt|
J+1∑
m=−J−1
x
(s,t)
Jm1 ⊗ Yˆ 1Jm(jsjt)i +
js+jt∑
J=|js−jt|
J∑
m=−J
x
(s,t)
Jm0 ⊗ Yˆ 0Jm(jsjt)i
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+js+jt−1∑
J=|js−jt|−1
J∑
m=−J
x
(s,t)
Jm−1 ⊗ Yˆ −1Jm(jsjt)i. (C.9)
Note that the modes in the right-hand sides are (2js+1)× (2jt+1) matrices. The free part
of (C.4) is expressed in terms of the modes as:
SgaugePW,free + S
matter
PW,free
=
n
g2PW
∫
dτ tr
(
1
2
(−1)m−(js−jt)+1x(s,t)Jmρ
{−∂2τ + ρ2ωxJ2 + µ2δρ0J(J + 1)}x(t,s)J−mρ
+
1
2
(−1)m−(js−jt)B(s,t)Jm
{−∂2τ + µ2J(J + 1)}B(t,s)J−m
+ i(−1)m−(js−jt)c¯(s,t)Jm
{
∂2τ − µ2J(J + 1)
}
c
(t,s)
J−m
+
1
4
(−1)m−(js−jt)ǫABCDφ(s,t)AB,Jm(−∂2τ + ωxJ2)φ(t,s)CD,J−m + ψ(s,t)†A,Jmκ(∂τ + κωψJ )ψA(s,t)Jmκ
)
,
(C.10)
where
ωxJ ≡ µ(J + 1), ωψJ ≡ µ(J +
3
4
), ωφJ ≡ µ(J +
1
2
). (C.11)
From (C.10), the propagators can be read off as
〈x(s,t)Jmρ(p)ijx(s
′,t′)
J ′m′ρ′(p
′)kl〉
=
{
g2
PW
n
(−1)m−(js−jt)+1δJJ ′δm−m′δρρ′δst′δts′δilδjk2πδ(p+ p′) 1p2+ωx
J
2 (ρ 6= 0)
g2
PW
n
(−1)m−(js−jt)+1δJJ ′δm−m′δst′δts′δilδjk2πδ(p+ p′) 1p2+µ2J(J+1) (ρ = ρ′ = 0)
,
〈B(s,t)Jm (p)ijB(s
′,t′)
J ′m′ (p
′)kl〉 = g
2
PW
n
(−1)m−(js−jt)δJJ ′δm−m′δst′δts′δilδjk2πδ(p+ p′) 1
p2 + µ2J(J + 1)
,
〈c(s,t)Jm (p)ij c¯(s
′,t′)
J ′m′ (p
′)kl〉 = g
2
PW
n
(−1)m−(js−jt)δJJ ′δm−m′δst′δts′δilδjk2πδ(p+ p′) i
p2 + µ2J(J + 1)
,
〈φ(s,t)AB,Jm(p)ijφ(s
′,t′)
A′B′,J ′m′(p
′)kl〉 = g
2
PW
n
1
2
ǫABA′B′(−1)m−(js−jt)δJJ ′δm−m′δst′δts′δilδjk2πδ(p+ p′) 1
p2 + ωφJ
2 ,
〈ψA(s,t)Jmκ (p)ijψ(s
′,t′)†
A′,J ′m′κ′(p
′)kl〉 = g
2
PW
n
δJJ ′δmm′δκκ′δ
A
A′δss′δtt′δilδjk2πδ(p− p′)
(ip + κωψJ )
p2 + ωψJ
2 . (C.12)
The gauge interaction terms in (C.4) are rewritten as
SgaugePW,int
36
=
n
g2PW
∫
dτ tr
[
iDˆJ1m1(jsjt) J2m2(jtju)ρ2 J3m3(jujs)ρ3B(s,t)J1m1(∂τx
(t,u)
J2m2ρ2
x
(u,s)
J3m3ρ3
− x(t,u)J2m2ρ2∂τx
(u,s)
J3m3ρ3
)
− µ(
√
J2(J2 + 1)DˆJ1m1(jsjt) J2m2(jtju)0 J3m3(jujs)ρ3 −
√
J1(J1 + 1)DˆJ2m2(jtju) J3m3(jujs)ρ3 J1m1(jsjt)0)
×B(s,t)J1m1B
(t,u)
J2m2
x
(u,s)
J3m3ρ3
+ (−1)m−(js−ju)+1
× (DˆJ1m1(jsjt) J2m2(jtju)ρ2 J−m(jujs)ρDˆJ4m4(jvjs) Jm(jsjt)ρ J3m3(jujv)ρ3B(s,t)J1m1x
(t,u)
J2m2ρ2
x
(u,v)
J3m3ρ3
B
(v,s)
J4m4
− DˆJ1m1(jsjt) J2m2(jtju)ρ2 J−m(jujs)ρDˆJ3m3(jujv) J4m4(jvjs)ρ4 Jm(jsju)ρB(s,t)J1m1x
(t,u)
J2m2ρ2
B
(u,v)
J3m3
x
(v,s)
J4m4ρ4
)
+ iµρ1(J1 + 1)EˆJ1m1(jsjt)ρ1 J2m2(jtju)ρ2 J3m3(jujs)ρ3x(s,t)J1m1ρ1x
(t,u)
J2m2ρ2
x
(u,s)
J3m3ρ3
− 1
2
(−1)m−(js−ju)+1EˆJ−m(jujs)ρ J1m1(jsjt)ρ1 J2m2(jtju)ρ2 EˆJm(jsju)ρ J3m3(jujv)ρ3 J4m4(jvjs)ρ4
× x(s,t)J1m1ρ1x
(t,u)
J2m2ρ2
x
(u,v)
J3m3ρ3
x
(v,s)
J4m4ρ4
− iµ
√
J3(J3 + 1) (DˆJ2m2(jsjt) J3m3(jtju)0 J1m1(jujs)ρ1c(s,t)J2m2 c¯
(t,u)
J3m3
x
(u,s)
J1m1ρ1
− DˆJ2m2(jsjt) J1m1(jtju)ρ1 J3m3(jujs)0c(s,t)J2m2x
(t,u)
J1m1ρ1
c¯
(u,s)
J3m3
)
− CˆJ1m1(jsjt) J2m2(jtju) J3m3(jujs)B(s,t)J1m1(∂τ c¯
(t,u)
J2m2
c
(u,s)
J3m3
+ c
(t,u)
J2m2
∂τ c¯
(u,s)
J3m3
)
]
. (C.13)
The matter interaction terms in (C.4) are rewritten as
SmatterPW,int
=
n
g2PW
∫
dτ tr
[
− i
2
ǫABCDCˆJ1m1(jsjt) J2m2(jtju) J3m3(jujs)B(s,t)J1m1(∂τφ
(t,u)
AB,J2m2
φ
(u,s)
CD,J3m3
− φ(t,u)AB,J2m2∂τφ
(u,s)
CD,J3m3
)
+
1
2
ǫABCDCˆJm(jsju)J1m1(jsjt) J2m2(jtju)CˆJm(jsju) J3m3(jujv) J4m4(jvjs)
× (B(s,t)J1m1B
(t,u)
J2m2
φ
(u,v)
AB,J3m3
φ
(v,s)
CD,J4m4
−B(s,t)J1m1φ
(t,u)
AB,J2m2
B
(u,v)
J3m3
φ
(v,s)
CD,J4m4
)
− µ
2
ǫABCD(
√
J2(J2 + 1)DˆJ1m1(jsjt) J2m2(jtju)0 J3m3(jujs)ρ3
−
√
J1(J1 + 1)DˆJ2m2(jtju) J3m3(jujs)ρ3 J1m1(jsjt)0)φ(s,t)AB,J1m1φ
(t,u)
CD,J2m2
x
(u,s)
J3m3ρ3
− 1
2
ǫABCD(−1)m−(js−ju)+1
× (DˆJ4m4(jvjs) Jm(jsju)ρ J3m3(jujv)ρ3DˆJ2m2(jtju) J−m(jujs)ρ J1m1(jsjt)ρ1x(s,t)J1m1ρ1φ
(t,u)
AB,J2m2
x
(u,v)
J3m3ρ3
φ
(v,s)
CD,J4m4
− DˆJ4m4(jujv) J3m3(jvjs)ρ3 Jm(jsju)ρDˆJ2m2(jtju) J−m(jujs)ρ J1m1(jsjt)ρ1x(s,t)J1m1ρ1φ
(t,u)
AB,J2m2
φ
(u,v)
CD,J4m4
x
(v,s)
J3m3ρ3
)
− 1
8
ǫABEF ǫCDGH CˆJm(jsju)J1m1(jsjt) J2m2(jtju)CˆJm(jsju) J3m3(jujv) J4m4(jvjs)
× (φ(s,t)AB,J1m1φ
(t,u)
CD,J2m2
φ
(u,v)
EF,J3m3
φ
(v,s)
GH,J4m4
− φ(s,t)AB,J1m1φ
(t,u)
EF,J2m2
φ
(u,v)
CD,J3m3
φ
(v,s)
GH,J4m4
)
+ i
(
(−1)m3−(js−ju)+κ1−κ22 FˆJ2−m2(jtju)κ2J1−m1(jtjs)κ1 J3m3(jsju)ψ
(s,t)†
A,J1m1κ1
B
(s,u)
J3m3
ψ
A(u,t)
J2m2κ2
−FˆJ1m1(jsjt)κ1J2m2(jsju)κ2 J3m3(jujt)ψ
(s,t)†
A,J1m1κ1
ψ
A(s,u)
J2m2κ2
B
(u,t)
J3m3
)
−
(
(−1)m3−(js−ju)+κ1−κ22 GˆJ2−m2(jtju)κ2J1−m1(jtjs)κ1 J3m3(jsju)ρ3ψ
(s,t)†
A,J1m1κ1
x
(s,u)
J3m3ρ3
ψ
A(u,t)
J2m2κ2
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+GˆJ1m1(jsjt)κ1J2m2(jsju)κ2 J3m3(jujt)ρ3ψ
(s,t)†
A,J1m1κ1
ψ
A(s,u)
J2m2κ2
x
(u,t)
J3m3ρ3
)
− i
2
ǫABCD
(
(−1)m1−(js−jt)−κ12 FˆJ2m2(jtju)κ2J1−m1(jtjs)κ1 J3m3(jsju)ψ
(s,t)†
A,J1m1κ1
φ
(s,u)
CD,J3m3
ψ
(t,u)†
B,J2m2κ2
+(−1)m2−(ju−js)−κ22 FˆJ1m1(jsjt)κ1
J2−m2(jsju)κ2 J3m3(jujt)ψ
(s,t)†
A,J1m1κ1
ψ
(u,s)†
B,J2m2κ2
φ
(u,t)
CD,J3m3
)
− i
(
(−1)m2−(ju−js)−κ22 FˆJ2−m2(jsju)κ2J1m1(jsjt)κ1 J3m3(jtju)ψ
A,(s,t)
J1m1κ1
φ
(t,u)
AB,J3m3
ψ
B(u,s)
J2m2κ2
+(−1)m1−(js−jt)−κ12 FˆJ1−m1(jtjs)κ1
J2m2(jtju)κ2 J3m3(jujs)
ψ
A(s,t)
J1m1κ1
ψ
B(t,u)
J2m2κ2
φ
(u,s)
AB,J3m3
)]
. (C.14)
D Generalization of the Feynman formula
We first show that for p1, · · · , pk > 0∫ 1
0
dτ1 · · ·
∫ 1
0
dτkδ(1− τ1 − · · · − τk)τ p1−11 · · · τ pk−1k =
Γ(p1) · · ·Γ(pk)
Γ(p1 + · · ·+ pk) . (D.1)
The left-hand side of (D.1) equals
∫ 1
0
dτ1
∫ 1−τ1
0
dτ2 · · ·
∫ 1−τ1−···−τk−2
0
dτk−1τ
p1−1
1 · · · τ pk−1−1k−1 (1− τ1 − · · · − τk−1)pk−1. (D.2)
By putting τk−1 = (1− τ1 − · · · − τk−2)σk−1, we calculate this as
β(pk−1, pk)
∫ 1
0
dτ1
∫ 1−τ1
0
dτ2 · · ·
∫ 1−τ1−···−τk−3
0
dτk−2τ
p1−1
1 · · · τ pk−2−1k−2 (1− τ1 − · · · − τk−2)pk−1+pk−1.
(D.3)
By repeating this procedure, we see that the left-hand side of (D.1) equals
β(pk−1, pk)β(pk−2, pk−1 + pk) · · ·β(p1, p2 + · · ·+ pk). (D.4)
By using
β(a, b) =
Γ(a)Γ(b)
Γ(a + b)
, (D.5)
we see that this is indeed equal to the right-hand side of (D.1).
Here we would like to show that
1
m!
dm
dgm
eA+gB
∣∣∣∣
g=0
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=∫ 1
0
dα1 · · ·
∫ 1
0
dαm+1δ(1− α1 − · · · − αm+1)eα1ABeα2AB · · ·BeαmABeαm+1A
=
∫ 1
0
dα1
∫ 1−α1
0
dα2 · · ·
∫ 1−α1−···−αm−1
0
dαme
α1ABeα2AB · · ·BeαmABe(1−α1−···−αm)A. (D.6)
By expanding the exponential and using (D.1), we calculate the second line of (D.6) as
∞∑
l1,··· ,lm+1=0
1
l1! · · · lm+1!
∫ 1
0
dα1 · · ·
∫ 1
0
dαm+1δ(1− α1 − · · · − αm+1)αl11 · · ·αlm+1m+1
× Al1BAl2B · · ·BAlmBAlm+1
=
∞∑
l1,··· ,lm+1=0
1
l1! · · · lm+1!
Γ(l1 + 1) · · ·Γ(lm+1 + 1)
Γ(l1 + · · ·+ lm+1 +m+ 1)A
l1BAl2B · · ·BAlmBAlm+1
=
∞∑
l1,··· ,lm+1=0
1
(l1 + · · ·+ lm+1 +m)!A
l1BAl2B · · ·BAlmBAlm+1
=
∞∑
n=m
1
n!
∑
l1+···+lm+1=n−m, l1,··· ,lm+1≥0
Al1BAl2B · · ·BAlmBAlm+1 . (D.7)
This agrees with the left-hand side of (D.6).
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