Abstract. In this paper, we consider the error estimates of the numerical solutions of a class of fourth order linear-quadratic elliptic optimal control problems by using mixed finite element methods. The state and co-state are approximated by the order k Raviart-Thomas mixed finite element spaces and the control variable is approximated by piecewise polynomials of order k (k ≥ 1). L 2 and L ∞ -error estimates are derived for both the control and the state approximations. These results are seemed to be new in the literature of the mixed finite element methods for fourth order elliptic control problems.
Introduction
There have been many works on finite element methods for the fourth order partial differential equations (PDEs, for short), of course, containing the bi-harmonic equation as well, such as in [2, 9, 17, 19] and so on. The problems described by bi-harmonic equations arise from fluid mechanics and solid mechanics, such as bending of elastic plates. For the fourth order PDEs, the mixed finite elements scheme is naturally introduced, which will reduce the order of PDEs in the mixed system so as to be solved easily. There has been much research about mixed finite element methods for the 4th order PDEs, for example, Ciarlet-Raviart elements, Herrmann-Miyoshi elements, HellanHerrmann-Johnson elements. More details can be found in [2, 9, 13, 17, 19] and the references cited therein. Optimal control problems governed by the fourth order PDEs also are encountered in many engineering applications. In [14] , Li and Liu introduced a mixed finite element method for the optimal boundary control problem governed by the bi-harmonic equation. Recently, in [3] , Cao and Yang derived the a priori error estimates of Ciarlet-Raviart mixed finite element methods for fourth order elliptic control problems.
In many control problems, the objective functional contains the gradient of the state variables. Thus, the accuracy of the gradient is important in numerical discretization of the coupled state equations. Mixed finite element methods are appropriate for the state equations in such cases since both the scalar variable and its flux variable can be approximated to the same accuracy by using such methods (see, for example, [1] ). When the objective functional contains the gradient of the state variable, mixed finite element methods should be used for discretization of the state equation with which both the scalar variable and its flux variable can be approximated in the same accuracy. Recently, in [5, 6, 7, 8] , Chen et al. have done some primary works on a priori, superconvergence and a posteriori error estimates for linear elliptic optimal control problems by mixed finite element methods.
In this paper, we will study the L 2 and L ∞ -error estimates for a fourth order quadratic elliptic optimal control problem by higher order Raviart-Thomas mixed finite element methods. We consider the following linear-quadratic optimal control problems:
subject to the state equation
with the boundary condition
where Ω ⊂ R 2 is a bounded domain with Lipschitz continuous boundary. U ad denotes the admissible set of the control variable, defined by
Moreover, f and y d are given functions, ν is a fixed positive number.
The plan of this paper is as follows. In Section 2, we construct the mixed finite element approximation scheme for the optimal control problem (1.1)-(1.3) and give its equivalent optimality conditions. The main results of this paper are stated in Section 3, we derive the L 2 and L ∞ -error estimates for both the control and the state approximations. In Section 4, we present a numerical example to demonstrate our theoretical results.
In this paper, we adopt the standard notation W m,p (Ω) for Sobolev spaces on Ω with a norm · m,p given by v
(Ω), and · m = · m,2 , · = · 0,2 . In addition C or c denotes a general positive constant independent of h, where h is the spatial mesh-size for the control and state discretization.
Mixed methods for optimal control problems
In this section, we shall construct mixed finite element approximation scheme of the control problem (1.1)-(1.3). For sake of simplicity, we assume that the domain Ω is a convex polygon.
The domain Ω is said to be H s+2 -regular if the Dirichlet problem
is uniquely solvable for ψ ∈ L 2 (Ω) and if
for all ψ ∈ H s (Ω). In the rest of the paper, we assume that the domain Ω is H k+2 -regular for k ≥ 1 and that f ∈ H k (Ω) and y d ∈ H k (Ω). Letp = −∇y andỹ = −∆y. Then the optimal control problem (1.1)-(1.3) is equal to
We recast (2.3)-(2.8) as the following weak form:
It follows from [16] that the above optimal control problem (2.10)-(2.14) has a unique solution (p,ỹ,p, y, u) ∈ (V × W ) 2 × U ad , and that (p,ỹ,p, y, u) is the solution of (2.10)-(2.14) if and only if there is a co-state (q,z,q, z) ∈ (V × W ) 2 such that (p,ỹ,p, y, q,z,q, z, u) satisfies the following optimality conditions:
where (·, ·) is the inner product of L 2 (Ω). In [22] , the expression of the control variable is given as follows: Let T h denote a regular triangulation of the domain Ω, h T denote the diameter of T and h = max h T . Let V h × W h ⊂ V × W denote the order k (k ≥ 1) Raviart-Thomas mixed finite element space with the partition T h [10, 18] , namely,
where P k (T ) denotes polynomials of total degree at most k,
, which is treated as a vector, and
Before the mixed finite element scheme is given, we introduce two operators. Firstly, we define the standard
Next, recall the Fortin projection (see [1] and [18] 
We have the commuting diagram property
where and after, I denotes identity operator.
Then the mixed finite element discretization of (2.10)-(2.14) is as follows:
) satisfies the following optimality conditions:
In the rest of the paper, we shall use some intermediate variables. We define the discrete state solution (
Thus, as we defined, the exact solution and its approximation can be written in the following way:
In this section, we will give the L 2 and L ∞ -error estimates both for the control and the state approximation.
Firstly, we easily derive the following convergence results for the intermediate solutions.
Proof. From Equations (2.49)-(2.56) and (2.15)-(2.23), we obtain the following error equations
It follows from the standard stability estimate, (2.29) and (2.32) that
Thus, (3.1)-(3.4) can be proved from (3.13)-(3.16).
Then, we will give the following superconvergence results for the intermediate solutions which are very important for our following work.
4 be the solution of (2.49)-(2.56) withũ = u and (p,ỹ,p, y, q,z,q, z) ∈ (V × W )
4 be the solution of (2.15)-(2.23), respectively. Assume that y,ỹ, z,z ∈ H k+1 (Ω), p,p, q,q ∈ (H k+1 (Ω)) 2 and divp, divp, divq, divq ∈ H k (Ω). Then we have
Proof. Using (2.28), we can rewrite (3.5)-(3.12) as
For sake of simplicity, we now denote
(Ω) be the solution of (2.1). We can see from (2.31) and (3.25)
Thus, from (2.29), (2.32), (2.33), (3.19), (3.26), (3.29), (3.30) and Lemma 3.1, we derive
Similarly, using the duality argument, we can find that
Thus, by (3.28) and (3.31)-(3.34), we complete the proof. Lemma 3.3. Let z h (P h u) and z h be the solutions of (2.49)-(2.56) withũ = P h u andũ = u h , respectively, then we have
Proof. Chooseũ = P h u andũ = u h in (2.49)-(2.56), respectively, we obtain the following error equations:
For the above equations, we choose (3.43 ) and v h =p h −p h (P h u) in (3.42), then we can deduce that
which implies (3.35).
be the solutions of (2.49)-(2.56) withũ = P h u andũ = u, respectively. Then we have
Proof. First, we chooseũ = P h u andũ = u in (2.49)-(2.56) respectively, then we obtain the following error equations
Noticing that (P h u − u, w h ) = 0, then (3.45)-(3.48) follows from the standard stability estimate. Now, we will discuss the superconvergence for the control variable.
Lemma 3.5. Let u be the solution of (2.15)-(2.23) and u h be the solution of (2.40)-(2.48), respectively. Let all the assumptions of Lemma 3.2 be valid. Then, we have
Proof. We chooseũ = u h in (2.23) andũ h = P h u in (2.48) to get the following two inequalities:
Note that u h − u = u h − P h u + P h u − u. Adding the two inequalities (3.58) and (3.59), we have
Thus, by (3.60), we find that
Observe that 
and 
48).
Let all the assumptions of Lemma 3.2 be valid. Assume that u ∈ W k+1,∞ (Ω). Then we have
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Proof. By (2.29), Lemma 3.5 and the inverse estimate, we have Let (p,ỹ,p, y, q,z,q, z) and (p h ,ỹ h ,p h , y h , q h ,z h ,q h , z h ) be the solutions of (2.15)-(2.23) and (2.40)-(2.48), respectively. Let all the assumptions of Lemma 3.2 be valid. Then we have
Proof. First, we chooseũ = u h andũ = u in (2.49)-(2.56) respectively. We can obtain the following error equations
It follows from stability estimate that Theorem 3.3. Let (p,ỹ,p, y, q,z,q, z) and (p h ,ỹ h ,p h , y h , q h ,z h ,q h , z h ) be the solutions of (2.15)-(2.23) and (2.40)-(2.48) , respectively. Let all the assumptions of previous lemmas be valid. Assume that divp, divp, divq, divq ∈ W k+1,∞ (Ω). Then we have
Proof. Using (2.31), we rewrite (3.19)-(3.26) as
Similar to Lemma 3.2, we can prove that
By use of (2.29), (3.99)-(3.100) and the inverse estimate, we find that
From (3.92), (3.94), (3.96) and (3.98), it is easy to derive that
Combining (2.33), (3.101)-(3.106) with the inverse estimate, we complete the proof of Theorem 3.3.
Then, we introduce some notations. For any x 0 ∈ Ω, let
where x = (x 1 , x 2 ) ∈ R 2 , θ = γh and γ is a positive number. The weighted function ρ(·, x 0 ) which was first introduced by Frehse and Rannacher [12] , satisfies the following properties (see also [20] ):
Here, E ⊂ T for some element T , x 0 ∈ E, E is required to have the following properties:
(i) diamE = A 1 h T , with A 1 to be determined later, (ii) there exists a ball B with radius A 2 h T such that B ⊂ E, (iii) E is star-shaped with respect to B.
The regularized Green's function {G 2 (x, x 0 ), λ 2 (x, x 0 )} was first introduced by Wang [11, 21] . A 1 (0 < A 1 < 1) was chosen such that for x 0 ∈ T and T ∈ T h satisfying [11, (3.11) ] 
From [4] , we recall the following L 1 -error estimates for the Green's functions and their mixed finite element approximation. Lemma 3.6. For the second regularized Green's function {G 2 , λ 2 } defined in (3.111), the following L 1 -estimate of boundness holds:
Now, we can prove the following L ∞ -error estimates for the vector-valued functions.
4 be the solution of (2.49)-(2.56) and (p,ỹ,p, y, q,z,q, z) ∈ (V × W )
4 be the solution of
Then the error equations (3.97) and (3.98) are reduced into the following form 
By using (2.29), (2.32)- (2.33), (3.118)-(3.119), (3.125) , [21, (3. 12b)] and Theorems 3.2-3.3, we derive
Similarly, we can prove
Thus, combining (2.32) with (3.126)-(3.129), we complete the proof.
Numerical experiments
In this section, we present below an example to illustrate the theoretical results. The optimization problems were solved numerically by projected gradient methods, with codes developed based on AFEPack [15] . The discretization was already described in Section 2: the control function u was discretized by piecewise polynomials of order k, whereas the state (y, p) and the co-state (z, q) were approximated by the order k Raviart-Thomas mixed finite element functions. In our example, we choose the domain Ω = [0, 1] × [0, 1], ν = 1 and k = 1.
Example. We consider the following two-dimensional fourth order elliptic optimal control problem In the numerical implementation, we choose the solution u which satisfies Ω udx = 0. In Tables 1 and 2 , the L 2 and L ∞ errors obtained on a sequence of uniformly refined meshes are shown, respectively. In Figure 1 , the profile of the numerical solution of u on the 64 × 64 mesh grid is plotted. The theoretical results can be observed clearly from the data. 
