Optimal seam finding is a popular panorama construction strategy. It has the advantage of constructing panorama rapidly as well as being memory efficient. However, it is intrinsically sensitive to radiometric distortions, which is why artifacts are often visible in the composed panorama. Besides, it requires users to specify weight parameters, making such algorithms difficult to configure. In this paper, by fully exploiting the camera model and utilizing the knowledge of tensor analysis, we propose a novel optimal seam finding method. It not only enables the creation of artifact-free panorama from distorted input images but also requires no user-specified weights. We verify the effectiveness of our method by testing it on variegated sets of images with different types of optical distortions.
Introduction
The automatic and rapid construction of large, high-resolution panorama is an active research area in computer vision, in particular, due to its application in 3D reconstruction for large scenes (Chen et al., 2010; Micusik and Kosecka, 2009; Shum et al., 1998) . Generally speaking, panorama can be obtained by two ways: by using the panoramic camera having specialized lens with a very large field of view (Biber et al., 2004) or by taking many regular photos with regular camera (i.e. phone camera) to cover the whole viewing space. These photos then must be composed by using some sort of panorama construction methods.
The first step in panorama construction is image acquisition, where a series of overlapping images is acquired. The second step, image alignment is then performed to find the geometric transformation which align adjacent images. Finally, in image stitching, the aligned images are merged to form a composite image, and the intensity values of the images are adjusted if necessary. Since the first and second steps have been extensively studied in the past few decades (Luong et al., 2011; Fan et al., 2011; Zitová and Flusser, 2003) , our work is mainly focusing on the final step.
There are two main categories of image stitching approaches: transition smoothing and optimal seam finding. Transition smoothing approaches merge source images by reducing color differences between the images. Color transitions in composite images are smoothed to remove stitching artifacts. Feathering (Uyttendaele et al., 2001) is one of the simplest transition smoothing approach. It uses weight combination to create a composite image. Recently, some more robust transition smoothing algorithms have been proposed. They use either image pyramids (Allene et al., 2008; Burt and Adelson, 1983) or Possion equations to merge images. (Jia et al., 2006; Perez et al., 2003; Kazhdan and Hoppe, 2008) . These algorithms can effectively reduce the number of stitching artifacts caused by illumination changes and radiometric distortions. However, their processing speed is slow, and memory costs are high since a large system of linear equations needs to be solved.
Optimal seam finding algorithms (Agarwala et al., 2004; Kwatra et al., 2003; Xiong and Pulli, 2009; Zou et al., 2009 ) search for the optimal seam in the overlapping area to create mapping or labeling between pixels in the composite and source images. More specifically, each source image is copied to the corresponding side of the optimal seam. The optimal seam is found by optimizing an objective function that minimizes the difference in the vicinity of the overlapping area. The advantage of optimal seam finding algorithms is that they have simple algorithmic structure as well as low computational and memory cost. The main problem of these methods is that sometimes the optimal seam is missed due to complex radiometric distortions (e.g. lens vignetting) in the source images. As a result, some artifacts may arise in the composite panorama. Visible stitching marks and ghosting are two most common artifacts in this case (Litvinov and Schechner, 2005) . To solve this problem, some optimal seam finding algorithms use cost functions combining both intensity and gradient information (Agarwala et al., 2004; Levin et al., 2004; Xiong and Pulli, 2009 ). However, our analysis indicates that they can only partially solve this 0167-8655/$ -see front matter Ó 2012 Elsevier B.V. All rights reserved. http://dx.doi.org/10.1016/j.patrec.2012.10.028 problem since they are intrinsically susceptible to the spatially varying radiometric distortions such as vignetting effect. Besides, the ''intensity and gradient'' strategy requires users to assign appropriate weight to the intensity and gradient term respectively. However, their weight determination lacks theoretical support and mainly depends on user experience.
In this work, by studying the image capture model and exploiting the tensor analysis techniques, we propose a novel optimal seam finding approach which not only resists illuminant changes and spatially varying distortions such as vignetting but also requires no empirically determined weights to combine image intensity and derivatives together. The rest of this paper is organized as follows: in Section 2, we provide a detailed analysis of the image capture model; in Section 3, using the previous analysis result, we devise the tensor used in this paper and present a distance metric to measure distance between them; in Section 4, we propose a new tensor-based seam cost function. In Section 5, we verify the effectiveness of our method by testing it on source images with illuminant changes and image distortions. We end this paper with conclusions and discussions in Section 6.
The analysis of camera model
The radiometric distortions in the source images may give rise to visible artifacts in the final panorama. Since some distortions are hard to be removed in the image pre-processing stage, optimal seam finding methods usually have to make their seam cost functions robust against them. A common practice is using gradient information (Levin et al., 2004; Xiong and Pulli, 2009 ). However, in this section by analyzing the camera model, we prove that image gradient is still sensitive to complex radiometric distortions such as vignetting. Mitsunaga and Nayar (1999) have mathematically revealed the relationship between the captured image intensity and the scene radiance. Suppose that two images needed stitching are I 1 and I 2 , and the overlapped regions are X 1 and X 2 , so the intensity is related with the scene radiance r as: I n ðx; yÞ ¼ pt n 4 d n f n 2 cos 4 a n ! rðx; yÞ þ e n 8ðx; yÞ 2 X n ; n
where f n is the focal length, d n is the diameter of the aperture, a n is the angle at which the light exits from the rear of the lens, t n is exposure duration of the image detectors and e n is the additive noise. In our discussion, we assume the magnitude of noise is small and thus e n = 0. The changes of the above camera parameters may distort an image differently. For example, if t n varies, image intensity will scale uniformly, bringing about changes in global brightness. However, if f n and d n varies, lens vignetting may arise and lead to a gradual darkening of an image towards its corner. This corner darkening effect often causes problem in optimal seam finding since it violates the brightness constancy assumption in most seam cost functions. On top of that, unlike exposure difference which appears as a global gain of the brightness, lens vignetting appears as a spatially varying gain, thus it is more complex and tricky. To expedite our analysis, we only discuss in the 1D domain. By spline theory (Unser et al., 1993) , each image can be approximated by a cubic spline which is composed of several pieces of cubic polynomials. Furthermore, since the exposure difference and lens vignetting do not have a dramatic spatial variation, we assume that a linear polynomial can approximately represent them within that piece. Then, the image capture model defined in Eq.
(1) is simplified as:
where a n and b n are the coefficients of the linear polynomial and c i (i = 1, 2, 3, 4) indicates the coefficients of the cubic polynomial. By differentiating Eq.
(2) with respect to x on both sides, we get its first and second order derivative forms as follows:
If we capture I 1 (x) and I 2 (x) from an approximately flat region such that c 1 % 0, c 2 % 0 and c 3 % 0, then on the optimal seam, the differences between I 1 (x) and I 2 (x) are described as:
I 00 1 ðxÞ À I 00 2 ðxÞ % 0:
Since exposure difference does not introduce a spatially varying gain to the captured image, we can safely assume that a n (n = 1,2) is zero and thus the gradient difference approximates zero. This implies that cost functions based on either gradient or second order derivative is capable of assigning the minimum cost to the optimal seam despite the existence of exposure difference.
However, since vignetting introduces a spatially varying gain to the image, we cannot assume that a n is approximately zero. Thus, in the case of vignetting, only the difference of second order derivative is close to zero while the difference of intensity gradient remains far from zero. In other words, for certain kinds of distortion such as lens vignetting, instead of associating an approximate zero cost to the optimal seam, the cost functions based on intensity gradient is very likely to assign much higher cost to the truly optimal seam. Therefore, the minimum cost seam found by optimization algorithms may not correspond to the globally optimal seam.
Our tensor descriptor
In image stitching, it is a common practice to unify different orders of image derivatives by computing a weighted combination of them. However, assigning appropriate weights to each derivative term is not easy, since weights varies with different images. Even for the same image, weights also varies with local patterns which sometimes differ over the whole image. In this section, we avoid this tricky problem by adopting a more compact and descriptive data structure referred as tensor. A tensor, which is a symmetric matrix, has the advantages of fusing different derivatives without using any user-specified weight. Furthermore, tensors can reflect underlying image local structures to a much finer degree than any weighted sum strategy (Han et al., 2009; Schultz et al., 2009) . The general form of tensor is shown as follows: ;
where f is a N-tuple composed of different orders of derivatives. In practice, since a tensor is a symmetric matrix, only N(N + 1)/2 entries in the matrix need to be computed. According to the analysis given in Section 2, cost functions consisting of second order derivative are more robust against radiometric distortions than those consisting of first order derivative. Therefore, the tensor presented in this paper only includes the second order derivative. Besides, for image stitching application, image intensity feature is also indispensable. Therefore, in this paper we define a tensor which combines both image intensity and second order derivatives as follows:
where f = (I, I xx , I yy ), I denotes the image intensity, I xx and I yy represent 2nd order derivatives in the x and y direction. Note that Eq. (8) can simply be extented to color by computing the derivatives for each color channel separately, and then summing the values over all channels. G is the Gaussian kernel defined as follows:
where d is the standard deviation. We also require a metric to measure similarity between the tensors. The space of tensor matrices is not a vector space and therefore a standard arithmetic difference like Euclidean distance cannot be applied. But tensor matrices used in this paper are symmetric and positive semi-definite. Matrices of this type often have been formulated as a connected Riemannian manifold. A Riemannian manifold is a differential manifold in which each tangent space has a Riemannian metric < , > X which varies smoothly from point to point. The inner product induces a norm for the tangent vectors on the tangent space, such that, kyk 2 ¼< y; y> X . We can take this norm to measure the distance between two tensors X and Y dðX;
On the Riemannian manifold various non-Euclidean distance metric exists. In this paper, we present an invariant Riemannian metric based on the work of Pennec et al. (2006) which is expressed as:
The exponential map associated to the above Riemannian metric is
By Eq. (10) we can obtain the logarithm map
Substitute (13) into (10), we get Eq. (14):
It is just the distance between tensors. Moreover, Eq. (14) is equivalent to:
where k k are the generalized eigenvalues of X and Y which can be solved by SVD decomposition.
A new seam cost function
Optimal seam finding methods search for the optimal seam in the overlapping area where the difference between the two input images are minimal. Let I 1 and I 2 be two aligned images for stitching, X 1 and X 2 be the overlapping regions of the two images, respectively. The optimal seam is a connected path which traverses across the overlap starting on the first row (or column) of the image and ending on the last row (or column) of the image. In the remainder of this section, we first define the seam mathematically, and then we present our seam cost function based on the tensor analysis techniques. We also provide the implementation details regarding the minimization of our cost function at the end of this section.
Let I be a n Â m image and the vertical seam is defined as:
; s:t:8i 2 ½1; n; jxðiÞ À xði À 1Þj 6 1; ð16Þ where x is an mapping x: [0, 1,. . ., n À 1] ? [0, 1, . . ., m À 1] . So, a vertical seam is an 8-connected path in the image from the top to the bottom containing one pixel per row. Similarly, if y is another mapping y:[0, 1, . . .,m À 1] ? [0, 1, . . ., n À 1] , then a horizontal seam is defined as follows:
S y ¼ fS y j g n j¼1 ¼ fðxðjÞ; jg n j¼1 ; s:t:8j 2 ½1; n; jxðjÞ À xðj À 1Þj 6 1: ð17Þ
A seam cost function assigns a total cost to an arbitrary seam defined by Eq. (16) or Eq. (17). Specifically, this seam cost is obtained by simply summing pixel-wise pairing cost between two images in the overlapping area. In optimal seam methods, a widely used pixel-wise pairing cost is the Euclidean distance in the color or gradient domain which is the absolute difference between corresponding pixels of two images as follows:
cði; jÞ ¼ kI 1 ði; jÞ À I 2 ði; jÞk or cði; jÞ ¼ kI 0 1 ði; jÞ À I 0 2 ði; jÞk;
where (i, j) is the coordinates in the overlapping area X, I denotes the intensity, I 0 represents the gradient and c is the pixel-wise pairing cost at pixel location (i, j). In this paper, instead of using the Euclidean distance in the gradient space, we use the non-Euclidean distance in the tensor space to redefine the pixel-wise pairing cost as follows:
cði; jÞ ¼ dðT 1 ði; jÞ; T 2 ði; jÞÞ þ jI 00 1 ði; jÞ þ I 00 2 ði; jÞj;
where T represents the tensor defined in Eq. (8), I 00 indicates the 2nd order intensity derivative which can be computed using Laplacian operator. The first term is the distance between tensors which is defined by Eq. (15). The second term indicates the smoothness at the point (i, j). We add this term in order to enforce the optimal seam to pass through a smooth region with minimum difference in tensor values. In practice, we normalize both terms using the maximum value of each term for all (i, j).
Our seam cost function is defined as:
where I(s i ) denotes the ith pixel on seam s. The optimal seam is defined as:
As stated in the introduction, the seam cost function can be minimized by using either graph cut (Agarwala et al., 2004) or dynamic programming (Ha et al., 2007) . Graph cut is a very general optimization approach which is widely used to solve the pixellabeling problem in computer vision. Its main disadvantage is the expensive computational cost. In contrast, dynamic programming allows a much faster minimization process, and uses little memory. In dynamic programming, we first compute the cumulative cost map and then we transverse the cumulative cost map from bottom to up. The cumulative cost map is defined as follows: M ði;jÞ ¼ cði;jÞþminðMði À 1;j À 1Þ;Mði À 1;jÞ;Mði À 1;j þ 1ÞÞ;
where i ¼ 2; . . . ; n and j ¼ 2; . . . ; m are the indices of the row and column of the overlapped region X, respectively. The optimal seam s ⁄ can be obtained by backward tracking the image from the minimum entry in the last row of the map. Fig. 1 shows the above process of the optimal seam finding with dynamic programming optimization.
Experimental results
In this section, we test our method by using source images with various radiometric distortions such as vignetting, exposure and illumination differences. Meanwhile, we compare our method with the widely used ''intensity and gradient'' strategy whose seam cost function is based on the combination of intensity and gradient (Agarwala et al., 2004; Levin et al., 2004; Xiong and Pulli, 2009 ). All source images used in our experiments have been registered beforehand. We carry out the scale invariant feature transform to do the registration for all input images (Lowe, 2004) .
We present an example to show the robustness of our method against vignetting. Fig. 2(a) and (b) show two indoor images distorted by the vignetting effect. Fig. 2(d) shows the stitching result of the ''intensity and gradient'' method. A noticeable stitching mark appears near the body of the water dispenser (labeled by the red arrow). Fig. 2(c) shows that the stitching mark is not noticeable at all in the result of our method. In Fig. 2(e ) and (f), we plot the iterative curves of our method and the ''intensity and gradient'' method, respectively. Note that the cost is normalized to lie between 0 and 1. From Fig. 2(e ) and (f) we can see that our method not only takes less number of iterations to converge but also finds more accurate stitching seam which is indicated by lower seam cost value. As we discussed in the previous sections, it is mainly because our method is more robust to spatially varying radiometric distortions such as vignetting. Fig. 3 shows the performance of our method under a vignetting situation in the outdoor scene. Fig. 3(a) -(i) show 9 input images distorted by the vignetting effect. Fig. 3(j) presents the stitching result of the ''intensity and gradient'' method. There are some visible stitching marks (labeled by red arrows) in it. Fig. 3(k) illustrates the stitching result of our method. We can see those stitching marks are successfully eliminated.
We test the robustness of our method against exposure differences. Fig. 4(a) -(e) show a series of input pictures with inconsistency caused by large exposure differences. Fig. 4(f) presents the panorama produced by the ''intensity and gradient'' method. The red arrow in the figure indicates the location where the stitching effect is not good enough. The most noticeable stitching artifacts appear on the edge of the desk and some less visible ones show up near the partition. In contrast, none of them are present in the panorama created by our method which is shown in Fig. 4(g) .
We demonstrate an example to show the performance of our method under different lighting conditions. Fig. 5(a) and (b) show two panoramas created by our method. More specifically, Fig. 5(a) presents the panorama of our office room at noon and Fig. 5(b presents the panorama of our office room at dusk. Fig. 5(c) and (d) show another two panoramas created at noon and at dusk by the ''intensity and gradient'' method, respectively. We can see that both methods can perform quite well at noon due to the bright and uniform lighting condition. However, in the dim light at dusk, the ''intensity and gradient'' method gives rise to some visible stitching marks. For example, the second cubicle on the right hand side, which is labeled by a red arrow. In contrast, these stitching marks disappear in the panorama constructed by our method (Fig. 5(b) ).
We should point out that some transition smoothing methods can also be robust against various radiometric distortions, such as vignetting, but only at the expense of much longer running time and more memory consumption. The substantial increase in speed is obvious when the resolution of source images is high. We compare our method with the multi-band method (Allene et al., 2008) by running both on the same desktop PC. We use 7 UAV (unmanned aerial vehicle) images with each source image having a size of 4888 Â 3592. Fig. 6 shows the uncropped panorama generated by our method. We can see that there is no noticeable artifacts in it. The multiband method can produce the similar result but takes much longer time. More specifically, it takes our method 18 s to produce Fig. 6 while the multi-band method requires 505 s, which is about 30 times longer.
It is also worthy of noting that it is possible to use other non-Euclidean metric instead of the presented Riemannian metric to measure the distance between the presented tensors. We compare the presented invariant Riemannian metric with another widely used non-Euclidean metric referred as the Log-Euclidean. Fig. 7(a) and (b) shows two source images with vignetting effect. Fig. 7(c) shows the stitching result using the Log-Euclidean distance. We can see that there is noticeable ghosting on the mainframe box of the desktop PC. In contrast, Fig. 7(d) shows that this ghosting artifact disappears in the result of our method which uses the invariant Riemannian distance.
Conclusion
In this paper, by studying the image capture model and exploiting the tensor analysis technique, we propose a novel optimal seam finding method for automatic panorama construction. Compared with some commonly used optimal seam finding methods, our method has the advantage of causing much less artifacts in the final panorama despite the presence of complex radiometric distortions such as vignetting. Moreover, our method requires no user-specified weights which makes it easy to configure. In the future, we plan to experiment with some latest distance metrics to further increase the execution speed of our method.
