In many econometric models the asymptotic variance of a parameter estimate depends on the value of another structural parameter in such a way that the data contain little information about the former when the latter is close to a critical value. This paper introduces the Zero-Information-Limit-Condition (ZILC) to identify such models where 'weak identification' leads to spurious inference. We find that standard errors tend to be underestimated in these cases, but the size of the asymptotic t-test may either be too great (the intuitive case emphasized in the 'weak instrument' literature) or too small as in two cases illustrated here.
Introduction
To introduce this paper, consider as an example the nonlinear regression model γ that is large relative to the true value when γ is small. But too-small standard errors do not necessarily imply too-large t-statistics; rather the opposite occurs here. The actual size of the t-test at the nominal .05 level is .05 for γ =1, but is only .01 when γ =.01.
Understanding why this seeming paradox occurs is one of the objectives of this paper. A key finding is that this nonlinear regression model is something more than an interesting case; indeed, a wide class of models can be recast in this format and the analog to the correlation between x and z determines whether the t-test is undersized or oversized.
Other cases of spurious inference-systematically wrong standard errors and ttest size in finite samples-in the literature include the 'weak instrument problem' in IV estimation, and ARMA models with near parameter redundancy. These are further examples of weak identification: cases where the model is identified and asymptotic theory holds, but the data contain relatively little information. In the weak IV case, standard errors are too small, but t-statistics may be either too large (the outcome stressed in the literature) or too small (as shown in this paper). However, weak identification is not always associated with spurious inference, an example being multicollinear classical regression with highly but not perfectly co-linear regressors where inference is exact.
This paper attempts to address the following questions: What links together models where weak identification is associated with spurious inference? Are standard errors underestimated in these cases, and why? What conditions determine whether the t-test is undersized or oversized?
In Section 2 we define the Zero-Information-Limit-Condition (ZILC) to hold when the limit of the inverse of the asymptotic variance of β goes to zero as an identifying parameter goes to a critical value. We argue that estimated standard errors tend to underestimate the asymptotic standard deviation in models where the ZILC holds, for given sample size, if identification is weak enough. We then derive a common linear representation or approximation for such models, and show that the parameter of interest may be expressed as the ratio of regression coefficients in the linear representation. It follows that t-tests may be oversized or undersized, in spite of underestimated standard errors, depending on the particular data generating process. Section 3 discusses three examples, the ARMA (1,1) model with near parameter redundancy and cases of nonlinear regression and weak instruments where the true null hypothesis is rarely rejected in spite of underestimated standard errors. Section 4 concludes.
That Wald-based standard errors and test statistics are problematical in weakly identified models is clear from the widely influential work of Dufour (1997) . Valid confidence intervals with coverage probability (1 ) α − must be unbounded with probability (1 ) α − and Dufour proves that for locally almost unidentified (LAU) parameters valid confidence intervals must have a non-zero probability of being unbounded. This phenomenon is illustrated in the context of weak instruments in Zivot, Startz, and Nelson (1998) where valid confidence intervals based on inversion of LR, LM, and AR test statistics are unbounded with increasing probability as the instrument becomes weaker, reaching (1 ) α − at the point of un-identification. Dufour shows that
Wald-based intervals cannot meet this standard since they are always bounded and thus cannot be valid. Further, Dufour and Staiger and Stock (1997) show that Wald-based confidence intervals and test statistics are not pivotal since their distribution depends on unknown nuisance parameters. The simulation results in this paper provide clear examples of that dependence in contexts other than IV. The problem of testing a null hypothesis under which a nuisance parameter is not identified is discussed by Davies (1977 Davies ( , 1987 and Hansen (1996) . In our example, this would correspond to testing the null hypothesis 0 γ = since then β would be an unidentified nuisance parameter. This paper is concerned instead with inference on what would be the nuisance parameter in that literature when the identifying parameter is 'small.' Thus both parameters remain identified under the null hypotheses 0 β β = and standard asymptotic theory holds since 0 γ ≠ . Interestingly, Davies (1977) suggested that inference for the nuisance parameter might be a problem when the identifying parameter is not significant.
The Zero-Information-Limit Condition (ZILC)

Definition and implications for estimated information
Consider a model with scalar parameters β and γ where β is the parameter of interest for hypothesis testing. The asymptotic variance of estimator βˆ is assumed to have a representation as a function of β and γ, scale parameterσ , sample size T, and exogenous data X, and that function is denoted here byˆ( , , , , ) V T β β γ σ X . For example, in the model in the opening paragraph, for the maximum likelihood estimator one has
The inverse of the variance, sometimes called the "precision," is a natural measure of information associated with βˆ that is convenient to work with, and we will use the notation:
This paper is concerned with models and estimators where the information in βˆ depends on the value of γ and diminishes toward zero as γ approaches a critical value denoted 0 γ . We note that the value of 0 γ is typically implied by model specification and it is treated here as known. Thus: 
The main results of the paper flow from the following result: 
Proof: Note that second derivative "
I is taken with respect to γ and evaluated at 0 γ γ = . The non-negativity of I implies it must be weakly concave from above in the neighborhood of the ZILC point 0 γ as illustrated in Figure 1 . Assuming that I is continuous and twice differentiable in γ , then (i) the zero order derivative at the ZILC point is zero, which simply restates the ZILC, and (ii) the first order derivative is zero as well, following from the non-negativity of I implying zero must be a minimum.
In practice the true parameter values are not available for computing the asymptotic standard errors and asymptotic t-statistics reported by econometric software packages and relied upon in empirical research. Replacing true with estimated parameter values, and recalling that the value of 0 γ is typically implied by model specification, the theorem shows that estimated information is approximated by the product of two functions of sample statistics:
If γ is unbiased, then the expectation of the first factor in (4) is given by: 
The upward bias in estimating 2 0 ( ) γ γ − suggests that estimated I will be upward biased, but does not constitute a proof because the second factor in (4) is also a random variable. However, it is our hypothesis that in finite samples the estimated information measure will be too large -standard errors will be too small-and that this bias will become larger relative to actual information in the model the closer the identifying parameter is to the ZILC point. We express this conjecture as follows:
Definition 2: For a model which satisfies the ZILC, the Zero-InformationLimit-Condition-Hypothesis ('ZILCH') states that for a given sample X:
The direct implication of ZILCH is that one factor of the asymptotic t-statistic is too large. It does not follow, however, that the resulting t-statistic tends to be too large as well. Section 2.3 shows that the direction of bias in t-statistics depends on the specific data generating process and cases of negative bias are readily found.
A common linear representation for models in which ZILC holds
In this section we ask whether there are common features shared by models in which ZILC holds. We show that ZILC places restrictions on their function form which is consistent with their having a common linear approximation or representation in which the coefficients are γ and the product βγ . Thus, inference for β can be thought of as estimating the ratio of regression coefficients. Further, although estimated information for β will be upwardly biased, the analysis shows why the t-statistic may either be too large or too small, and what conditions determine the direction.
We develop these results for models which have two parameters and a single equation representation of the form ( , , ) ; 1,..,
that can be estimated by Gauss-Newton, where ε is a random error. The linear approximation to the model takes the form: 
where the first derivatives denoted by , , ( , , ) ( , , ) ;
β β γ γ = = , and in the second line the known terms are combined with the dependent variable so that: *,
Gauss-Newton estimation iterates on the parameter values to minimize the sum of squares of residuals i e . The estimated asymptotic variance of least squares estimates in the final iteration provides the first expression for I in (10) below. Equation (4) implies the second expression in (10) for I in models where ZILC holds (simplifying notation by making the ZILC point zero):
Solving (10) for
Recall that the second derivative ''Î β from (4) was evaluated at the ZILC point 0 γ so it is not a function of γ. A sufficient condition for γ to drop out of (11) is that f(.) and its derivatives take the following forms: Rewriting (9) using (12) gives: 
It is useful to think of the first as the structural equation and the second as the reduced form, with the parameter of interest emerging as the ratio of regression coefficients:
Since β is just identified for 0 γ ≠ , estimation of either equation produces the same least squares estimate. This suggests that it is useful to think of inference for β as inference about the ratio of regression coefficients.
Implications of the ratio representation of β for size of t-statistics
Now we use the representation of β as a ratio of regression coefficients to establish properties of its t-ratio. We wish to estimate / V β λ γ σ x , being a function in general of the true reduced form regression coefficients, the variance of the regression errors, and the data. Straightforward application of the 'delta method' for the asymptotic variance of a ratio gives the following result:
Note that the second term is the variance of the linear combination of the regression
and is thus a function of the true β . Since the inverse,Î β , is proportional to 2 γ we have:
Theorem 2: The ZILC holds for a ratio of regression coefficients.
The standard error produced by a general non-linear estimation routine will estimate (14) using estimated parameter values without regard to the particular null hypothesis the investigator has in mind. For the null hypothesis 0 β β = the result is the first expression for the t-statistic below:
Substituting using (14) denotes covariance, and hats that V or C is evaluated using estimated parameters:
This makes clear that whether the t-statistic tends to be 'too large' or 'too small' depends on this covariance, as well as on the distribution ofβ .
To see this, consider the case where the true covariance is zero, so within sampling error:
The first term in brackets would be a proper standard error for the numerator of (15) because it evaluates (16) using the correct value of β under the null hypothesis. However, it is augmented by a second term which for the case β=0 gives:
Since the additional term in denominator is always greater than zero, and indeed will be large if β is poorly estimated, the t-statistic will be smaller in absolute value than the tstatistic for λ. The size of the t-test for β will therefore be too small, in spite of the fact that the standard error of β is too small. This counterintuitive conjunction of undersized t-tests and underestimated standard errors occurs in two of the practical examples considered in the next section.
The case of strong correlation between the two regression coefficients is also an important one in practice. If the correlation is perfect then (16) becomes
where perfect (positive) correlation between the regression coefficients implies that by Nelson and Startz (1990a, b) who found that estimated standard errors are too small, tstatistics are too large, and rejections too frequent.
The Zero-Information-Limit-Condition in three weakly identified models
3.1. The ARMA (1,1) model with near cancellation Ansley and Newbold (1980) reported that confidence intervals in ARMA models are too narrow when there is near parameter redundancy. To see whether this may be related to ZILCH we focus on the ARMA (1,1) model which may be written:
We impose the assumptions of stationarity and invertibility, and note that the AR and MA coefficients are identified if φ ≠ θ, with asymptotic covariance matrix:
Note that when the absolute difference between φ and θ is small, sampling variance is large so identification is weak. A common situation in practice is testing for the order of the model and assuming it is the MA order that is of interest, the null hypothesis is that θ=0. Re-parameterize the model in terms of θ and the difference γ=φ-θ and one has:
The covariance matrix ˆ, ( , ) V θ γ θ γ for this model is easily obtained by rearranging (21), and inverting the element for θ gives the information measure: 
Since this function approaches zero as γ as goes to zero, ZILC holds for the ARMA (1,1) model, γ being the identifying parameter with ZILC point γ 0 = 0. We note that the 'inverted' or pure AR form of the model takes the form implied by (12), the product of the identifying parameter and a function of the MA parameter only:
Estimated information ˆˆ( , )
I θ θ γ depends primarily on the estimate of γ 2 since (23) is relatively insensitive to θ , and when θ = 0 it reduces to γ 2 T. The bias in estimating γ 2 is the variance of γ given by:
Thus the upward bias in estimating Î θ will be large if γ 2 is small relative to T -1 . For example, with T = 1,000, θ = 0, and γ = .01 we have: 
which is an order of magnitude too large in this case.
To calibrate spurious inference in the ARMA(1,1) we ran the Monte Carlo (MC) experiments reported in Table 1 . The data generating process is AR (1) and the models fitted are both AR(1), which is correctly specified and well identified, and ARMA(1,1) which is also correctly specified but is weakly identified if the difference γ=φ-θ is small.
Since the true value of θ is zero, γ(=φ) is both the identifying parameter and the AR In contrast to φ in the AR(1) estimation, both φ and θ in the ARMA(1,1) estimation are subject to ZILC. The first panel of (21) and, again, size is excessive.
In contrast, asymptotic theory works fairly well for the identifying parameter γ.
The empirical standard deviation and the median of estimated standard errors were close to the asymptotic standard error, though standard errors are a bit low for γ = .01, .05
where the empirical size of the t-test is about .13.
The size of the likelihood ratio test is also too large, though less excessive than for the t-test. As the identifying difference between coefficients becomes larger the size distortion diminishes, though the size of both tests is still excessive with φ = .2.
What does work well is the information criterion approach to model selection.
The Schwarz Information Criterion (SIC) selects the ARMA(1,1) model over correct AR(1) specification only infrequently. The poorer performance of the AIC confirms the well-know superiority of the former in model selection; see Lutkepohl (1991) .
It is clear from this experiment that spurious inference can be severe even in sample sizes that economists would usually consider rather large. This begs the question:
how large does T have to be before asymptotic theory does take hold? For φ = .01, the actual size of the t-test at the nominal .05 level falls from .46 for T = 1,000, to .36 for T=10,000, to .17 for T=100,000, and .06 for T=1,000,000 (based on 100 trials). Progress towards the asymptotic distribution is slow indeed.
In summary, ZILC predicts correctly predicts that weakly identified ARMA parameters are vulnerable to spurious inference, providing a note of caution to practitioners seeking to test for model specification. Although with sufficient sample size asymptotic theory will take hold, ZILC implies that spurious inference will occur regardless of sample size if near cancellation in the ARMA model is close enough. Ansley and Newbold (1980) reported that confidence intervals in ARMA models are too narrow when there is near parameter redundancy.
Non-Linear Regression
In this section we consider non-linear regression models that take the form of (12) directly, namely ( , ) ; 1,.., .
where the explanatory variables w are exogenous and errors ε are i.i.d. normal with mean zero and standard deviation σ ε . The information measure for β obtained from the asymptotic covariance matrix is given by
where m 11 denotes the sample first sample moment of the first derivative of g, and r 01 denotes the sample correlation between the zero and first derivatives. ZILC holds in nonlinear regression models that have this form since I goes to zero as γ approaches zero.
In the case where f is linear in exogenous variables x and z we have:
This model is of more general interest than might first appear since linearization of f(.)
gives (28) as the first order approximation to (26), with x and z being the zero and first order derivatives respectively. Models of this form also arise directly in practice; for example Staiger, Stock, and Watson (1997) estimate Phillips Curve models where the NAIRU is a parameter to be estimated and takes the form is the inflation rate, u is the unemployment rate and u is the non-accelerating inflation rate of unemployment, playing the role of β, with z being unity.
The reduced form for (28) is the linear regression:
Since β is exactly identified, the least squares estimate of β, which is also maximum likelihood for Normal errors, is the ratio of regression coefficientsˆˆ/ β λ γ = . The square of the t-ratio for the null hypothesis 0 β β = is given by:
where s denotes the standard error of the regression.
To see how the sampling distribution might work out in practice, we have simulated data for the case of uncorrelated regressors x and z with unit variances, setting β to zero and σ ε to unity. Over a range of values for γ and T we obtained the results shown in Table 2 from using the EViews™ least squares routine.
[INSERT TABLE 2 HERE]
In the first experiment with γ set to unity and T=100 the model is well-identified, the median of estimated information and standard errors across Monte Carlo trials are close to asymptotic values and the size of the t-test is correct. Reducing the value of γ to 0.1 in the next experiment, the information and standard error are still close to asymptotic values, but the size of the t-test is much too small, reflecting offsetting co-variation in numerator and denominator. The latter phenomenon disappears when T is increased to 10,000. In the final three experiments γ is further reduced to 0.01, and with T = 100 the ZILCH effect is apparent, estimated information tends is too large and estimated standard error too small. However, the size of the t-test is very much below the nominal 0.05 level, and this does not get corrected at T= 100,000! The size is correct at T = 1,000,000, indicating how slowly asymptotic theory takes hold in this model. 
This is a proper t-statistic -that for classical regression coefficient λ -multiplied by a quantity that is always less than one, regardless of sample size. The counterintuitive outcome depends on the lack of correlation between regressors in this example, and is reversed if they are strongly correlated.
To illustrate the importance of correlation between the regressors, we repeated the and z. Figure 2 shows the empirical size for a nominal five percent test, confirming that tstatistics are undersized for low correlations and oversized for high correlations with rejection rates hitting 80 percent in extreme cases.
In summary, ZILC applies for a wide range of non-linear regression models, leading to overestimation of information but t-statistics that may be -paradoxicallyundersized.
Instrumental variables estimation with weak instruments
The phenomenon of spurious inference in IV and GMM estimation when the instruments are weak is the subject of a large and growing literature. See Phillips (1983) , Nelson and Startz (1990a, b) , Bound, Jaeger and Baker (1995) , Shea (1997) , Staiger and Stock (1997) , Dufour (1997) , Wang and Zivot (1998), Zivot, Startz, and Nelson (1998) , Stock and Wright (2000) , Stock, Wright, and Yogo (2002) , and Startz, Nelson and Zivot (2002) , among others.
To illustrate how ZILC applies to IV we work with the basic model: 
Clearly ZILC holds, γ 0 being 0, this expression having the form of (3) exactly.
The case of strong simultaneity, when ρ is large, has received most attention in the weak instrument literature. In that case, the sampling distribution of IV βˆ is concentrated around the wrong value because then the numerator and denominator of (33) are highly correlated. The resulting estimated error variance is biased and the conventional t-test rejects the true null hypothesis far too often.
Here we look at what happens when ρ is zero, so there is no simultaneity and least squares estimation of β is optimal, but the researcher does IV anyway, using a weak instrument. This case is of interest both because it occurs in practice and because it isolates the role of the weak instrument. In the context of Section 2.3 it corresponds to estimating the ratio of uncorrelated regression coefficients and that analysis predicts that t-tests will be undersized. The concentration phenomenon does not apply in this case and the IV estimator is median unbiased, though its distribution has fat tails. An estimate of (34) is given by:
where the sample variance of the IV residuals is the estimated variance of the structural error and m zz is known and fixed. ZILC implies that 2 γ will tend to be too large when the instrument is weak, but the residual error variance will also tend to be too large because the IV estimate tends to be far from the true value. Nor are the two sources of error in estimating I independent.
To see how ZILC affects estimation in this case did a sampling experiment in EViews TM using the standard routines and output. The parameter specification and results are given in 
and using the normalization m zz =1, we have:
another parameter, say γ , approaches a critical value. We show that a common feature of models in which ZILC holds is that the inverse of the asymptotic variance of β is approximately proportional to 2 γ . In practice, the standard errors and t-statistics produced by econometric software packages and relied upon in empirical research use estimates of the asymptotic variance. This common functional form suggests that the inverse of the variance, or 'information,' tends to be overestimated and standard errors tend to be too small. The most familiar example is the 'weak instrument' problem, but others discussed in the paper include ARMA models with near cancellation as well as non-linear regression models.
Models in which the ZILC holds turn out to share a common linear approximation in the form of a linear regression in which the parameter of interest is expressed as the ratio of coefficients. Whether the t-test is over-sized or over-sized is shown to depend on correlation between the 'regressors' in this linear representation. Thus the counterintuitive case of undersized t-tests in the face of underestimated standard errors is not difficult to construct, indeed two of our three examples fall into this category. We surmise that other models of importance in applied econometrics are candidates for ZILC;
GARCH, distributed lag, and unobserved components models among them. Progress toward valid inference presumably lies in the direction of likelihood based confidence intervals as suggested by Dufour (1997) , demonstrated by Zivot, Nelson, and Startz (1998) for the IV case, and the local-to-zero asymptotics framework of Staiger and Stock (1997) . 
