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By a result of L. Schwartz, a symmetric function is the reproducing kernel of a 
reproducing kernel Krein space if and only if it can be written as a difference oftwo 
positive functions; itseems, in general, difficult to check this last criteria. In the pre- 
sent study we show that a n x n valued symmetric function K( r, s) of class V3 for 
t, s E (a, 6) is the reproducing kernel of a reproducing kernel Krein space of 
continuous functions. We first obtain a more general result when the symmetry 
hypothesis is removed and the Krein space is replaced by a pair of Hilbert spaces 
in duality with respect o a sesquilinear form. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
In this paper we pursue previous investigations on reproducing kernel 
spaces [l-3] and focus on the case of continuous functions defined on an 
interval. To set the framework, we first introduce some definitions and 
notation. The symbol C, (resp. C,,, ) denotes the space of column vectors 
with n complex entries (resp. of n rows n columns matrices with complex 
entries) and I( ([e,,, denotes any norm in CnX,. The space of column vec- 
tors with n entries in the usual Lebesgue space L2(a, 6) will be denoted by 
LE(a, b). We will consider a pair of Hilbert spaces H, and H, of @, valued 
functions defined on the open interval (a, 6) in duality with respect o a ses- 
quilinear form [ , ] and say that such a pair has a reproducing kernel if 
there exist C,,, valued functions KL(t, S) and KR(tr s), defined on (a, b) 
and such that 
(1) for every c in @, and s E (a, b), the function t-+ KR( t, s) c belongs 
to H, and, for every f in H,, 
CL KA.3 s) cl = c*f (Sk (1.1) 
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(2) for every c in @, and s E (a, 6), the function f-+ KL(t, s) c belongs 
to H, and, for every g in H,, 
CKL( ., 3) G 81 = &)* c. (1.2) 
We moreover suppose that the topologies of H, and H, are related to 
the sesquilinear form [ , ] in such a way that the following two condi- 
tions hold: 
(3) every continuous linear functional cp on H, is of the form 
df) = CL g, 1 (1.3) 
for some element g, in H, ; 
(4) every continuous linear functional $ on HR is of the form 
a!) = Cf,, gl* (1.4) 
for some element f+ in H,. 
We will call (H, x H,, [ , ] ) a reproducing kernel Hilbert space of 
pairs with reproducing kernel (K,, Kk). Such pair of spaces were defined 
in [4] in the finite dimensional case and studied further in [3]. The pair 
(KL, KR) is uniquely defined and satisfies the relationship KL(f, s) = 
K,(s, t)*, t, s E (a, 6). The case where H, = H, = H is of special interest. If
( , > denotes the inner product in H and if [f, g] = (f, ag), where c is 
a bounded and invertible s lfadjoint operator in H, then K, = K, ( = K) 
and H is called a reproducing kernel Krein space (with reproducing 
kernel K). 
The purpose of the present work is to prove: 
THEOREM 1. Let (a, b) be a finite open interval of R, and let K(t, s) be 
a @,X” valued function which is of class Vs on (a, b). Then for an? 
(a’, b’) c (a, b), a’ > a, b’ < b, there exists a reproducing kernel Hilbert space 
of pairs of C, valued functions continuous on (a’, b’) and with reproducing 
kernel 
KL(f, s) = K(t, s) (1.5a) 
KR(f, s) = K(s, t)*. (1Sb) 
As a corollary we will obtain: 
THEOREM 2. Let K(t, s) be a Cnx n valued function of class %?’ on an 
interval (a, b) and such that K(t, s) = K(s, t)*. Then for any (a’, b’) c (a, b), 
a -=c a’, b > b’, we can write 
K(t>s)=K+(t,s)-K-(t,s), 
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where X, and K- are positive on (a’, b’), i.e., 
i c,*K+(si,~j)~j~O 
i,j= 1 
(and similarly for K- ) for every choice of positive integer r, cl, . . . . c, in C, 
and sl, . . . . s, in (a’, 6’) and there exists a reproducing kernel Krein space of 
functions continuous on (a’, b’) with reproducing kernel K(t, s). 
The proofs of these theorems rely on properties of the integral operator 
(&f,cr,=j-a;~ (6 s)f(s)ds (1.6) 
defined for S in Li(a’, b’) and in particular ofthe asymptotic properties of 
its s-numbers. As will appear in the proofs of these theorems, it is possible 
to weaken the 5C3 hypothesis, The outline of the paper is as follows: in 
Section 2 we present he properties of the operator b needed in the proof 
of Theorem 1. The proofs of Theorems 1 and 2 are presented in Section 3. 
Section 4 consists of some concluding remarks. 
2. SOME FACTS ON INTEGRAL OPERATORS 
In this section we review some properties of nuclear integral operators. 
Our presentation isbased on the book of Gohberg and Krein [6]. Let H 
be a separable Hilbert space (with inner product ( , )) and A be a 
compact operator from H onto itself. The non-zero eigenvalues of the 
compact operator (A *A ) I/* are called the s-numbers of A and are denoted 
by s,(A), with sl(A)bs2(A)> .-.; there exist wo orthonormal sets cpr ..+ 
and J/1 ... such that 
and 
A=Csp(A) ( 9 cpp) ICI, (2.1) 
P 
A*=Csp(A) ( 9 tip> (PP. (2.2) 
P 
The series (2.1) and (2.2) have possibly only a finite number of terms but 
in any event converge in the operator norm, and are called the Schmidt 
expansions of A and A* (see [6, pp. 26-283). 
Let A(t,s) be a C,,, valued function jointly measurable in t, s E (a, b), 
and such that 
II K(t, s)ll&,. ds < ~0. 
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The function A(t, s) is then called a Hilbert-Schmidt kernel: the integral 
operator A defined by A(f)(t)= jt A(t, s)f(s) ds is a Hilbert-Schmidt 
operator and the asymptotic behavior of its s-numbers is related to the 
smoothness of A(t, s). The function A( t, s) is said to have a derivative in 
the mean with respect o s if there exists B(t, s) such that 
B(t, s) - 
A(t,s+h)-A(t,s) 
h 
ds = 0 
for t E (a, 6), and we have: 
THEOREM 3. Let A(t, s) be a @, xn valued Hilhert-Schmidt kernel which 
has a derivative in the mean with respect to s which is also a Hilbert-Schmidt 
kernel, and let A be the integral operator with kernel A(t, s). Then 
s,(A) = o(P--~‘~) (asp+ +a). (2.4) 
This theorem is proved when n = 1 in [6, p. 1201. The proof for n < cc, 
is obtained as follows from the case n = 1. Write A(t, s) = (a,(t, s)), 
i,j~ (1, . . . . n}. Then, A = C:,= r A,, where A, is the integral operator with 
kernel E,D, with E, the n x n matrix with all elements equal to zero, but 
the ith component of thejth column, which is equal to one, and D, is the 
integral operator with symbol zero, besides the ij component, equal to 
a,,(& s). The operator D, can be viewed as an operator from L2(a, b) into 
itself and Theorem 3 applies to D, since clearly, a (~, s) has a derivative 
in the mean with respect o s which is a Hilbert-Schmidt kernel. Thus, 
s,,(Dli) = o(p P3/2), by the scalar version of Theorem 3. To obtain (2.4) from 
this evaluation, we note that 
~p(Ei,Dg) G II E, II sp(Dij) d sp(D,) 
by [6, p. 27, (2.2)], and that, thanks to [6, p. 32, Theorem 2.31, sp(& A,) 
satisfies (2.4) as soon as each of the sp(Aij) does. 
3. PROOF OF THEOREMS 1 AND 2 
In this section we prove Theorems 1 and 2. A main step in the proof of 
these theorems is a representation fK( t, s) for t, s E (a’, b’) as 
at, s) =c s,f,(t) g,(s)*, 
409’160’?-9 
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where the sum is possibly infinite and 
(i) The si are strictly positive and satisfy Cisi< co. 
(ii) The functions fi and gi are continuous from (a’, 6’) into @,, and 
{fl, . . . . > and {g,, . . . . } are families of functions which are linearly inde- 
pendent over C (i.e., ifC” yifi= 0 for some m E N and yi, !.., y in C, then 
y1 = ... = y,,, = 0, and similarly for the g,). 
(iii) The functions fi and gj are uniformly bounded on (a’, 6’) i.e., 
there exists KC co such that (fi(t)l <K, 1 gi(t)l <K for TV (a’, b’). 
We will call reduced a realization fK(t, S) as (3.1) with (i), (ii), and (iii) 
in force, and begin with two results which may be of independent interest. 
PROPOSITION 1. Let A(t,s) be a C,,,, valued function and suppose that 
it admits a reduced realization of the form (3.1). Let f and g be two can- 
tinuous functions from (a’, b’) into C,. Then B(t, s) = A(t, s) +f(t) g(s)* 
admits a reduced realization. 
Proof: If both {f; f,, f2 . . . } and {g, g,, g, . . . } are linearly indepen- 
dent, there is nothing to prove. Suppose thus that f = C;” y,f, for some 
MEN and y1 . .. yw not all zero E @. Then, B(t, s) can be rewritten as 
B(t,s)=~sif.(r)(gi+~g)* (S)+i~~+lSiSl(t)gi(S)*. (3.2) 
Let g: be defined by 
i = 1, . . . . A4 
i = M + 1, . . . . 
If the family {g;, g;, .,., } is linearly independent, the result is proved. If it 
is not an independent family, then g belongs to span{ g,, .,., } and the 
codimension of span { g;, .., > in span{ g,, . . . . } is one. Without loss of 
generality we may suppose that 
for some a,, . . . . 6, in @ and that g;, . . . . is an independent family. Then (3.2) 
becomes 
Ht9 s)=i (sjfi+slsjfl)(t)g~(s)*+ 1 sif,(t)g:(s)* 
2 i>L 
which is a reduced realization, a d concludes the proof. 1 
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PROPOSITION 2. Let K(t, s) be a @,x, valued function of class W3 on 
(u, b) and let a’, b’ be such that a < a’ < b’ < b. Then, the restriction oj’ 
K(t, s) to (a’, 6’) admits a reduced realization. 
Proof. Let us consider the operator 6 defined in (1.6). Since 
(~/~s)(~‘K/~t as) exists and is continuous on (a’, b’), the s-numbers of _k 
satisfy the asymptotic estimate (2.4). Moreover, k admits the Schmidt 
expansion 
~=Csp(&K 9 cpp) $p (3.3) 
in Lz(a’, 6’). The rest of the proof is divided into a number of steps. 
Step 1. Let Q,(s) =s;, q,(u) du and Yp(t) = sj,, $ (u) du. Then, @,, and 
!PP are continuous and uniformly bounded on (a’, b’). 
Proof of Step 1. Let t, t’E (a’, b’) and CE C,. Then, by the Cauchy- 
Schwartz inequality we obtain 
II Yp(t)- Yp(t’)ll,,~ j” ,,i,iu),,~“du)1~2,1f-~‘l”2 
( f 
from which we obtain the continuity of YP since St: 1) Il/,(u)jj i, du= 1. This 
last condition also leads to the uniform bound 
II Yp(t)llc, G (b’ -a’)“‘, p E (0, . . . . }, t E (a’, b’). 
The case of the functions QP is treated similarly. 
Step 2. Let so E (a’, b’) and c E @,. Then 
b’ 
lim dr J IIJ P++cc 0’ ;$&t,s)cds 
- p$, s,(b) ICl,U) (j;; vp(u)* c du)ii 2 = 0. 
cn 
Proof of Step 2. It suffices to apply (3.3) to the function 
f(s) = 1 (a’, &) . c. 
Step 3. This step consists of finishing the proof. 
Proof of Step 3. We have for s, t < b’, 
’ IIJ j ’ g (t, s) c dt ds- i sp($) YJt) CD,(s)* ca’ a’ p=l il C, 
= 
II (J 
’ dt 
a’ 
;,~(t,sW)- i s,lk)J,(r)j~,~,(U)-cdu~i 
p=l co 
g (t, s) c ds - i s,(k) $p(t) 11, vp(u)* c du /I 
p=l c‘” 
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which tends to zero as P + CO, as seen by using (3.4) and the Cauchy- 
Schwartz inequality. Hence, 
and hence, since K is V* on (a’, b’), it follows from (3.5) that 
m 
K(t, s) = K(a’, a’) - K(a’, s) -K(t, a’) + c s,(b) !Pp(t) Dp(s)*. (3.6) 
p=l 
The function K(a’, s) can be written as a finite sum of terms of the form 
f *g(s)*, where f E Cn and g is a continuous function from (a’, b’) into Cn. 
To see this, it suffices to write K(a’, s) as K(a’, s) =C;,=, (K(a’, s))~ E,, 
where E, is as in Section 2. Similar considerations for K(u’, a’) and K(t, a’) 
lead to the conclusion that K(a’, a’) - K(u’, s) - K(t, a’) is a finite sum of 
terms of the form f(t)g(s)*, where f(t) is a continuous function from (a’, 
6’) into @,, and a repeated application f Proposition 1 to (3.6) permits us 
to conclude that K(t, s) admits a reduced realization. 
We now turn to the proof of Theorem 1. 
Proof of Theorem 1. We use Proposition 2 to obtain a reduced realiza- 
tion (3.1) of K(t, s), for r, s E (a’, 6’ ), and define 
H,= i f(t)=~xim llflr:=~~<~j i 1 
HR= g(s)=C.Yjgj(s) II g(K=~~<m) 
i i l 
(3.7) 
(3.8) 
and 
rAgI=+. (3.9) 
We want to show that (H, x H,, [ , 1; ’ IS a reproducing kernel Hilbert 
space of pairs with reproducing kernel (1.5). It is clear that both H, and 
H, are Hilbert spaces. The elements in H, and H, are continuous as a 
uniform limit of continuous functions on (a’, 6’) since (with 1 fi(t)l GM, 
t E (a’, b’)) 
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Moreover, for every c in C, and s E (a’, b’) 
so that t -+ K(t, s) c belongs to H, since the g,(s) are uniformly bounded on 
(a’, h’) and x-;I sic 00. Let g=Cy,g,E H,. Then, 
CK( . . sf c, &?I= g (Y/w,(s)* c) .Fi) =‘&I* c I 
so that (1.2) holds. 
Similarly, the function s--) K(t, s)* c= C si g;(s)(f;(t)* c  belongs to H, 
and ( 1.1) holds. 
It remains to prove that conditions (3) and (4) hold. Since H, is a 
Hilbert space, any continuous linear functional cp on H, is of the form 
(3.10) 
for some 40~ . ..subject to C (Irpi12/si)< m 
Since (3.10) can also be rewritten as 
a-) = CL gv I> 
where gV = CF cp, giE H,, (3) is in force. The condition (4) is proved in 
the same way. 1 
We now turn to the proof of Theorem 2. 
Proof of Theorem 2. When K(t, s) = K(s, t)*, it follows from [6] that 
QP =E~IY~, where EWE { - 1, 1) and hence &Y,(Ic) Q),(t) QP(s)* can be 
written as a difference of two positive kernels. As in the proof of 
Theorem 1, we write K(t, ~‘)=~f=~fi(t)c,*. Hence, 
K(a’, s) + K(t, a’) 
=i,i, (fi(t)+c)(fi(s)+C)*-(fr(f)-C)(f;(S)-cC)*. 
It follows from this last equality thar the function 
K(a’, b’) - K(a’, s) - K( t, a’) 
432 DANIELALPAY 
can be written as a finite sum of terms of the form sf(t)f(s)*, where 
E E { - 1, 1> and f is a continuous function from (a’, b’) into @, and hence 
K has the required ecomposition. 
The second claim follows by an easy adaptation of the arguments in 
Theorem 1. 1 
‘In connection with Theorem 2, we recall the result of L. Schwartz [7]: 
A given function is the reproducing kernel of a (in general non-unique) 
reproducing kernel Krein space if and only if it is a difference of two 
positive functions. 
We also note that the %” hypothesis may be weakened and the 
arguments go through.if K(t, s) is %*(a, 6) and if the function (8*&J& as) 
admits a derivative inthe mean which is a Hilbert-Schmidt kernel. 
Another possible hypothesis is to suppose that d*Kf& 8s satisfies a 
condition of the type 
(3.11) 
where C is independent of t E (a’, 6’) and c1> f. Then, 
1 Isj(A)l <CC (3.12) 
so that the proof of Theorem 1 still holds. (See [6, p. 1191, for the case 
n = 1 for a proof of (3.12). The case n > 1 is easily adapted by arguments 
as in the discussion following Theorem 3.) 
4. REMARKS 
We do not know if to suppose K(t, s) of class V” alone will ensure the 
existence of a reproducing kernel Hilbert space of pairs with reproducing 
kernel (1.5). When K(t, s) = K(s, t)* and of class V”, we do not know either 
if there exists a reproducing kernel Krein space with reproducing kernel 
K(t, s) (i.e., by the result of Schwartz mentioned earlier, ifK can be written 
as a difference oftwo positive functions). 
The symmetric case is also of interest because of links with the family r 
of functions “de type integral” introduced by P. Cartier in [S]. These 
functions are, by definition, the weak limit of functions of the form 
1 niL(t)fi(s)7 (4.1) 
l<i<ti 
where the scalars 1,~ R satisfy Ci (&( G 1 and the fi are real valued 
measurable functions on the compact set M and bounded by one on M 
(44 is endowed with a positive measure cl). 
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It follows from the analysis done in this paper that a real valued scalar 
symmetric function which is V3(a, b) or satisfies the above-mentioned 
condition (3.1 l), is “de type intkgral.” 
In [S] the following result is mentioned: 
THEOREM 4. The set r consists of functions of the form 
K(t, s) =j ut, x) Lb, x) dv(x), (4.2) 
T 
where v is a measure of norm < 1 on a compact space T and where L is a 
measurable function for the meajure p Q v on M x T and bounded by one in 
modulus. 
Note that (4.2) is an equality between measurable functions. Using 
Theorem 4 and the decomposition of v as a difference of two positive 
measures on M one can obtain constructions analogous to that of 
Theorem 2 for functions in the set lY We will not pursue this direction here. 
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