Abstract-The Large Scale Data Facility (LSDF) at the Karlsruhe Institute of Technology was started end of 2009 with the aim of supporting the growing requirements of data intensive experiments. In close cooperation with the involved scientific communities, the LSDF provides them not only with adequate storage space but with a directly attached analysis farm and -more importantly-with value added services for their big scientific data-sets. Analysis workflows are supported through the mixed Hadoop and OpenNebula Cloud environments directly attached to the storage, and enable the efficient processing of the experimental data. Metadata handling is a central part of the LSDF, where a metadata repository, community specific metadata schemes, graphical tools, and APIs were developed for accessing and efficiently organizing the stored data-sets.
I. DATA INTENSIVE EXPERIMENTS
Science advances not only with qualitative improvements in the analysis techniques, but also by quantitative progress in the size and reach of experiments and simulations. In the last several decades, scientific communities have profited from the exponential growth trend in performance and capabilities in Information Technology across the board, and followed trend. This exponential growth in processors' transistor numbers is described by Moore's law [1] , but applies in similar ways to processor throughput, network bandwidth, hard disk capacity, etc. As a result, all the science fields profit greatly from this trend: many scientific experiments can happily acquire, analyze, and store their data in just a "single computer". However, some other fields and forefront experiments -like high energy physics with the Large Hadron Collider [2] when it was conceived-keep pushing the limits of the IT technology by increasing the scientific data acquisition and processing requirements beyond the capacities of existing infrastructures and software. And this in turn helps advance software and hardware paradigms.
Experimental data is of little direct value if it can not be analyzed. And big data collections require proportionally long transfer times if they need to be moved to a different location for processing. For instance, with a 1 Gb/s linkwhich is currently a quite good throughput to expect between remote scientific institutions-the transfer of just 1 TB of data would require approximately three hours. Therefore, for data collections in the Petabyte range a processing facility directly attached to the storage is mostly unavoidable.
The Large Scale Data Facility project [3] was started at the Karlsruhe Institute of Technology towards the end of 2009 to offer storage and data management services for scientific experiments and applications. With the aim of focusing on services for Data Intensive Experiments, beyond pure storage the LSDF also integrates a compute facility for data analysis tasks. As argued above, the direct attachment to the storage is a critical aspect for the expected Data Intensive Computing task. Only the I/O-intensive analysis jobs strictly required for valorizing the scientific data stored in the LSDF are allowed, whereas more traditional HPC tasks like computing intensive simulations are directed to make use of other -more appropriate-facilities. This allows the LSDF to better concentrate on its main aim: namely to provide value added storage services for big scientific datasets.
In Section II we discuss the general LSDF setup and the software services running on it. The hardware aspects are described in the first subsection, including the dedicated storage, the networking infrastructure and the attached computing cluster. Next we describe one of the technologies that LSDF currently uses and plans to more strongly invest in: the Hadoop [4] set of components for scalable distributed computing. In particular, the Hadoop Distributed FileSystem HDFS allows achieving very high I/O rates on commodity hardware when using the right programming APIs. Another crucial component of the setup reported in that section is the cloud functionality provided by OpenNebula [8] . Finally we describe the access APIs and services which may be used by the scientific users.
Section III deals with the processing workflows and experiences collected in the daily work with LSDF stored experimental data. There we cover the integration of pro- cessing workflows in the Hadoop environment, and discuss in more detail the workflows of several scientific groups: the genome sequencing community using LSDF for DNA sequencing and reconstruction, the high throughput microscopy performed by the bio-informatics community to study biomedical processes using the zebrafish model, the graphical visualization of 3D biomedical data-sets, and finally the OpenNebula-based Cloud usage foreseen to process scientific data requiring dedicated or very specific software environments.
In the last section we expose the roadmap of the LSDF project and state some conclusions based on the current experience.
II. THE LSDF ARCHITECTURE AND SERVICES
The LSDF project provides its infrastructure for the partner institutes to store and process data from data intensive experiments. This infrastructure runs different software components and services. An overview of this hardware and software set up is given below.
A. The LSDF infrastructure
The LSDF infrastructure consists of two storage components, one processing cluster, and the corresponding high speed networking, as shown in Fig. 1 The compute facility for data analysis consists of a cluster of 58 HP ProLiant DL1000 nodes with dual quad-core Intel processors and 36 GB memory sitting on 3 channels each. Additionally, two extra HP ProLiant DL360G6 servers with dual quad-core Intel processors and 96 GB memory serve as user login hosts, as well as NameNode and JobTracker nodes for the Hadoop Distributed Filesystem and MapReduce framework. Moreover, these head-nodes are included in the GPFS cluster of the Fast Data Storage and connected via a 10 GE link to the network backbone. Each cluster node contributes its two 1 TB hard disks as block stores for the Hadoop Distributed Filesystem, making up a total capacity of approximately 120 TB. All these nodes run Scientific Linux 5.5 and possess 1 GE uplinks to a HP ProCurve E5412-96G Switch, itself connected with 4 x 10GE links to the backbone.
One of the very important components of the LSDF infrastructure is the high speed networking. The core of the network is made by two redundant Cisco Nexus 7000 series switches with up to 230 Gbps In/Out bandwidth per slot. At the partner institutes the connection to the backbone is given by dedicated Cisco Catalyst 4900M switches. These allow the connection of the respective experimental data acquisition systems (DAQ), using 10 Gbit/s links, directly to the project's core routers at Layer 2. This also allows to assign IP addresses in a dedicated range to the DAQ systems, which enables by-passing institute's firewalls and guarantees faster routing. Currently the network layer is based on the IPv4 protocol, but the project plans to start supporting the IPv6 protocol in the mid-term.
In the second half of the year 2011 the connection to the partner center BioQuant/Heidelberg will be upgraded to a 40 Gbit/s link. This high speed interconnection will enable back-up and tape-archiving of the partner's data in LSDF's tape facility.
B. Middleware: Hadoop
Software services are of course required to use the available infrastructure. As mentioned above, the LSDF storage systems are put to use with the GPFS filesystem, and access is provided using several protocols, currently NFS, CIFS, and GridFTP, but others like WebDAV will be supported in the short term (see Fig. 2 ). On the other hand, the first head-node serves as NameNode for HDFS -taking care of handling the HDFS namespace and metadata-, whereas the second head-node works as JobTracker and SecondaryNameNode -handling the MapReduce jobs and acting as NameNode backup. Users can log-in into any of the two head-nodes for preparing or submitting processing workflows, or for accessing their datasets in the GPFS or Hadoop filesystems.
C. Middleware: OpenNebula
OpenNebula is an open-source toolkit to build an Infrastructure as a Service (IaaS) cloud solution, supporting both private, public, or hybrid clouds in a modular way. OpenNebula acts as a Virtual Infrastructure Manager, orchestrating storage, network, virtualization, monitoring, and security technologies to enable the dynamic deployment of virtualized services based on Xen, KVM, and VMware on distributed infrastructures. OpenNebula supports some of the most common cloud interfaces on the front-end side, namely Amazon Web Services' EC2, OGF's standard Open Cloud Computing Interface (OCCI) and VMware's vCloud [9] .
On the LSDF infrastructure the OpenNebula 2.0 release is deployed on a dedicated server node, whereas the cluster nodes don't require any dedicated deployment except for OpenNebula's administrative user access. Additionally to the native interface, both the EC2 and the OCCI interfaces are provided for interacting with the server. The OpenNebula environment at LSDF shares the cluster nodes with the Hadoop framework, and virtual machine instances are stored in the same 2TB local disks shared with Hadoop HDFS. This shared setup is for sure not the optimal nor final solution, but is intended as a testbed for the LSDF processing workflows whereas processing usage ramps-up. The experiences gained with this shared setup will allow us to improve the configuration adapting to the users' use cases.
D. Software services for metadata
The LSDF provides data access via several protocols and storage methods. Depending on the users' location and infrastructural border conditions different access methods may be applicable or not. Furthermore, the LSDF will evolve during the next years and new protocols and methods will be integrated. For software developers writing scientific applications using the LSDF, it would be unacceptable to have to constantly adapt to new access methods for accessing the data. Software that was written once should still be able to access data in several years without major changes. For the scientific user, accessing the LSDF must not be significantly more complicated than accessing data locally. To guarantee the acceptance of the LSDF today and in the future these challenges have to be addressed by an appropriate software stack.
To cope with these challenges several layers of abstractions are needed. In the first place an abstraction layer for data access was introduced, the so called Abstract Data Access Layer API [10] (ADALAPI). The ADALAPI is responsible for hiding access technologies behind one uniform interface which offers basic access functionalities: there are methods for upload and download, creating and listing directories and removing files. Apart from access functionalities, the ADALAPI must also be able to handle user authentication tasks. Therefore, different authentication methods are available to support command line, dialog and file based user authentication. Hence, each and every access protocol which supports these functionalities to a great extent can be integrated into the ADALAPI. At the current state of implementation the ADALAPI can handle POSIX like data access as well as file access via GridFTP and access to Hadoop Filesystems. Experience shows that this library scales very well for large files and the implemented protocols if the hardware involved is able to cope with the required rates. In the future the implementation of SSH Secure Copy and WebDAV is planned.
Of course, a basic data access API is not sufficient for accessing data in a large scale. Storing data for several years means that data will be moved, technologies will change and scientists will retire or focus on another scope of duties. As a consequence, a sustainable data management and organization is essential for the LSDF. At this point another layer of abstraction was developed, the DataBrowser API. This API is responsible for accessing and administrating meta data programmatically. Due to the fact that the LSDF supports a wide variety of scientific communities, the DataBrowser API must allow generic access to meta data of any kind. Meta data schemes are defined in close cooperation with each community. Thereby the main goal is to support existing, community specific meta data standards, and to extend them to fit the functionality of the LSDF.
By integrating the DataBrowser API and the ADALAPI we are able to build up generic data workflows whose sustainability is achieved by a full abstraction from underlying technologies. Changing access protocols and storage methods can take place in the background while the frontend is not affected. Future developments will be focused on integrating existing meta data standards and emerging technologies to establish the ADALAPI and the DataBrowser API as a flexible groundwork for large scale storage solutions.
E. Other software services
Currently LSDF is progressing in deploying the iRODS [13] data collections management system for acting as a logical namespace catalog and data placement engine on top of the LSDF filesystems.
iRODS stands for "integrated Rule-Oriented Datamanagement System" and is the successor of the earlier Storage Resource Broker. iRODS sports a modular and extensible architecture allowing to support different transport protocols and physical storage systems. Its allows a unified view of the data though the use of a logical namespace, fine grained access control with different access mechanisms, integrated metadata management, and -last but not leastautomated data handling rules and policies through an integrated rules-engine.
As the extra indirection layer on top of the raw filesystems adds to the access latency, and not all scientific applications can be made to natively interact with the system, access to the LSDF via iRODS was not made mandatory. End users are expected to use the logical namespace and iRODS interfaces for desktop access, whereas processing jobs and workflows in the LSDF directly attached analysis cluster will continue to use direct filesystem access for maximum throughput. Once deployment is put in production, iRODS is expected to handle data relocation operations between storage systems and any other required system-wide data management in an automated way.
Other added-value software whose deployment is currently under study at the LSDF is the Open Microscopy Environment data visualization, management, and analysis platform OMERO [14] . This would be a community specific tool, but with a clear and elevated added value. Its deployment is partly dependent on some functionality improvements which would allow a more seamless integration of OMERO with the underlying filesystem and Hadoop framework.
III. PROCESSING WORKFLOWS
The ultimate aim of the available LSDF infrastructure and the software services deployed and developed on top of it, is to be of use to the data intensive scientific experiments partnering in the project.
One important use case in the LSDF daily operation is of course the storage of raw experimental data, as well as providing it with adequate metadata. But another equally important functionality is to process the stored data for scientific analysis.
As depicted in Section II, LSDF mainly relies upon the Hadoop and the Cloud paradigms for processing the scientific data. The later is elucidated in Subsection III-D. For integrating Hadoop based processing workflows, on the other hand, an automated schema was devised in which the user clears newly stored data for processing by tagging it on the metadata, while a cronjob takes care of polling the corresponding database and initiating the corresponding processing tasks.
In the following sections we describe several ways in which stored data is being processed in LSDF's own analysis cluster.
A. DNA sequencing and reconstruction
High throughput DNA sequencing devices, also called deep sequencers, allow for an unbiased sequencing of entire genomes (chromosome DNA sequence) and transcriptomes (RNA sequence) for biological research. These devices produce as output huge lists of short (30-100 bases) genomic sequences in "fastq" format -so called "short reads"-which have to be combined via alignment algorithms into full genomes.
One of the partners in the LSDF project, the Institute of Toxicology and Genetics (ITG) at KIT, is involved in this genomic research and foresees the acquisition of a dedicated sequencer in the near future. The existing data -available through collaborations-is stored in the LSDF and processed using special purpose software on the attached cluster; future data from the ITG own sequencer will be handled in the same way. For this processing the single node applications Bowtie and Tophat are used, as well as the MapReducebased tools Crossbow and MyRNA, which profit from the high scalability of the Hadoop framework. The fact that the "fastq" raw files produced by the deep sequencer are plain ASCII files containing the short sequences allows for a very direct usage of the MapReduce paradigm: Crossbow and MyRNA do take care of the Hadoop interfacing, while calling Bowtie in background. For this workflow the data is staged in the cluster-local HDFS filesystem.
Per year roughly a dozen experiments are expected to be performed on this sequencing device, which will produce approximately 15TB of alignment output data after the final processing, and roughly 75TB including input and intermediate data.
B. High throughput microscopy
The Institute of Toxicology and Genetics at KIT pioneers the technical development and usage of High Content Screening Platforms for biomedical research [15] , and partners with LSDF for long term storage and processing of its microscopy data -images of zebrafish embryos.
These High Content Screening Platforms consist of a combination of fully automated handling and sorting robots together with automated high throughput microscopes and the corresponding data processing workflows. The sorting robot allows a fully automated sorting of zebrafish embryos in well plates containing a few hundreds wells. Afterwards, a parallel screening microscope uses 4 cameras concurrently for rapid screening. Other different microscope configurations are possible according to the exact experimental requirements. These platforms allow for an almost automated imaging of hundreds or thousands of zebrafish embryos per night, producing up to half a Terabyte per day worth of data per microscope.
These screening microscopes are controlled by dedicated workstations which -running Windows-expect to store the data on some local storage or in CIFS based shares. LSDF provides these data acquisition systems with network addresses in its own address space, allowing a direct mount of the Fast Data Storage. Data is streamed to those mounts on a continuous basis while the microscope is in operation. Scientists typically check and tag the collected data after the corresponding run is finished. This allows the automated cronjob to process the data using the registered workflows.
Adding the data of the several screening platforms already in operation or about to start in the short term, a total amount of above 500 TB is foreseen to be collected during the year 2011.
C. 3D biomedical data visualization
The High Content Screening Platform mentioned in the previous subsection creates stacks of many varying-depth images of zebrafish embryos on a regular basis. Using similar techniques, much higher resolution 3D volume imaging sets can be produced, with sizes up to several terabytes. After acquiring those data sets, the scientist needs to visualize them for analysis. However, with the current state of the computing technique, it is not possible to process terabytes of data on a single computer in a timely manner.
The Axis parallel Maximum Intensity Projection (MIP) [16] is an easy method to visualize 3D volume data sets. All voxels which lie on a ray parallel to a given axis are projected into a single pixel on the 2D resulting image. When changing the point of view, the data set has to be rotated first, then the axis parallel MIP method can be applied again. The computing intensive part of this method is the three-dimensional rotation of the data set, because the new location for each voxel has to be computed. To reduce this processing time, a given volume data set can be divided into smaller parts and rotated in parallel on several computers. In the LSDF we perform this visualization using the Hadoop MapReduce framework to distribute the data set to the nodes in the analysis cluster and to run the projection in parallel.
To test scalability of this visualization workflow, we created simple example data sets containing a wire frame model of a cube each. Each consists of thousands of 2048 × 2048 gray-scale image slices. Data sets with sizes of 8, 64, 216, 512, and 1000 GB were used. The data sets are stored in LSDF in the GPFS filesystem.
The visualization is started from the Hadoop head-node and distributes the projection parameters to the nodes in the Hadoop cluster. Each node decodes the parameters and starts the projection process (Hadoop mapping step). During the projection process the node reads a number of image slices and projects them from one viewpoint into an empty image. The results are stored. By doing so, many images are created, where each contains a small part of the entire projection. After the partial projections are finished, the head-node starts the Hadoop reducing phase, distributing composition parameters to the reduce tasks and the nodes start the composition process. First the interim projections are read, then they are composed into the complete projection. With this workflow it is possible to read and visualize data sets with a size up to one terabyte in less than 22 minutes, as shown in Table I , using 330 mapping tasks on 55 nodes of the analysis cluster. Due to the parallel data read, an average processing rate of 1 GB/s is reached in the projection process. The processing time is primarily given by file I/O, and the remaining 5 to 7% by the MIP processing itself. To reduce the time expensive data loading, a mechanism was implemented which reads the data set once, and projects it from several points of view without requiring reloading. It is possible to project and compose the 1000 GB data set from 36 viewpoints in approximately two hours by creating projection images with a size of 10240 × 10240 pixels. Without reloading data for each point of view the processing time is decreased by a factor of 6 compared with 36 single projections.
It is expected that the implemented approach scales well for data sets up to approximately 1.8 TB, which corresponds to the size of main memory of the Hadoop analysis cluster. For larger amounts of data the overhead for recurring I/O operations with the data set being processed would cause a bend in the performance scaling line. One alternative for handling larger data sets in Petabyte scale might be a stronger use of the MapReduce and HDFS capabilities of Hadoop, by improving the data locality. Nevertheless, there is at the moment no known use case that needs image data in Petabyte scale to be processed all at once.
D. Cloud based workflows integration
EUFORIA (EU Fusion fOR Iter Applications) [17] is a project aimed at providing a comprehensive framework and infrastructure for core and edge transport and turbulence simulation in fusion reactors, linking Grid and High Performance Computing to the fusion modeling community. Within Euforia, a pilot project was started to evaluate the usage of a Cloud computing setup for computational and data storage tasks for some of the applications used by the Fusion community.
This evaluation is currently ongoing on the LSDF infrastructure, and the results are expected to be applied to the processing workflows of some of the communities directly involved in the LSDF.
The main component of the pilot setup is the Kepler [18] workflow orchestrator, which runs a workflow from a user's local workstation. For this, a specific Kepler actor was developed to execute a job on Cloud resources, based on the EC2 interface. Next, the OpenNebula server itself, taking care of provisioning and managing the virtual instances where the individual jobs of the workflows are executed. The third component of the setup is some kind of file storage in which input files and job outcomes have to be stored. In the first stage of the evaluation, a Grid storage element was used for this duty; such a storage element requires the use of Grid (certificate-based) authentication from within each Cloud virtual machine to access the data. Ongoing development work will provide the running instances access to the LSDF storage. The forth piece of the setup is the dedicated virtual machine image, copy of a typical Grid Worker-Node based on the gLite middleware -required to be able to interact with the Grid storage element. This image is created from a master Worker-Node running Scientific Linux 5 and the gLite 3.2 middleware, but additionally prepared with whatever compiler, libraries or tools the selected EUFORIA Fusion application requires. For different applications of the same community the same or several distinct virtual machine images can be used, depending on the software requirements and (in)compatibilities. The setup is completed by a monitoring server which keeps information about submitted jobs and their statuses.
With the job parameters provided by the user's workflow, the Kepler system will orchestrate the instantiation of the required number of virtual machines by contacting the OpenNebula head-node. Once the instances are booted, job starter scripts will be executed in each instance to set up the environment for the designated Fusion application, and fetch the input data, resp. upload the output data upon job completion.
When the integration of this Cloud setup with LSDF storage is realized, the framework can be used for providing flexible processing workflows to other communities storing their data sets in LSDF. The scientific end-users themselves would be able to steer their data processing and analysis tasks in a user-friendly graphical way from their working desktops, and this with applications which might a priori not fit the LSDF analysis cluster natively, like Windows ones.
IV. CONCLUSIONS AND OUTLOOK
Since its inception end of 2009 the Large Scale Data Facility at KIT attracted the interest and participation of multiple data intensive experiments at quite different scientific communities. Some of these are already storing and processing scientific data at the LSDF facilities -some were described in the previous sections-, while several others are going to start doing so in the short-or middle-term. KIT's synchrotron light source ANKA did already start storing part of its beam-line experimental output at LSDF, although metadata and processing workflows integration is ongoing work. Satellite data from the climate research community at the Institute for Meteorology and Climate Research, and seismic data from the Geophysical Institute at KIT will follow next. Currently roughly 90TB of scientific data is stored in the LSDF, but with the strongly increasing rate presently observed, that amount will be multiplied in the coming year. LSDF considers its community-orientation a major success point, critical for its future achievement, although the challenge remains in being able to harmonize the requirements and use-cases of the different scientific communities in a single facility.
For processing the experimental data, the project and its partners rely on the Hadoop system, as well as on the OpenNebula Cloud functionality. The Hadoop framework has proven its excellent scalability for Data Intensive Computing, and LSDF intends to further invest in it for the scientific analysis tasks. Even if only some algorithms and programs are directly translatable as true MapReduce applications, all others can still be handled by means of a simple wrapper. This avoids the additional overhead and scheduling incompatibilities of running a true batch system in parallel with Hadoop, and greatly simplifies the transition to native tasks when the code gets ported. Regarding the HDFS filesystem, its performance and cost-efficiency constitute a big advantage for a Data Intensive Computing environment, and we expect it to play an increasingly more relevant role in the future, both in LSDF and elsewhere. Other Hadoop components are also worth a deeper look and investment, the biggest hurdle for their adoption being the paradigm change and -therefore-the need to adapt the scientific workflows and applications to it.
The Cloud environment OpenNebula is proving to be a sophisticated, easy to deploy and operate, and highly reliable private cloud platform, able to fulfill scientific user's requirements. The ongoing Cloud based workflow integration is expected to provide a real added value for the processing workflows of some of the communities directly involved in the LSDF. One problematic point to notice in LSDF's current setup, though, is the lack of knowledge of both Hadoop's and OpenNebula's scheduling components about each other. Even if this doesn't produce any severe scheduling trouble while the cluster load and resource usage are moderately low, a better integration path has to be studied and implemented for the mid-term future. This would allow to keep the higher cost-efficiency of the mixed setup, while avoiding performance hits under increased resources demand.
Regarding the data and metadata aspects, LSDF has already implemented tools to help handle those challenges, successfully enabling scientific metadata support for the enduser. However, clearly much work and hurdles remain in the way to an Internet-accessible, Exabyte-scale, multidisciplinary scientific data repository, for instance regarding authentication and authorization aspects -topic not covered at all in this paper.
The usage of (clustered) filesystems remains to be evaluated for the longer-term roadmap. Even if they are able to scale quite well regarding data I/O figures, their performance suffers greatly when the stored data is distributed not anymore in few very big files, but in huge amounts (hundreds of thousands) of smaller files (Megabytes or smaller). Also transfer protocols like NFS and CIFS are highly inefficient for such use-cases, due to the many network round-trips involved. The usage of modern technologies with much reduced latencies like Solid State Disks (SSD) for holding filesystem's metadata is a promising path for improving performance, but adequate protocols and data-access methods remain to be widely established in the scientific communities and applications. HTTP-based protocols like WebDAV or Amazon Web Services'S3 are worthy alternatives for allowing wide area network-friendly access to LSDF's data.
