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Abstract 
In content-based image retrieval (CBIR) application, a large amount of floating-point data is processed. Among various 
low-level features, color is an important feature and represented in the form of histogram. It is essential that features 
required to be coded in such a way that the storage space requirement is low and processing speed is high. In this paper, we 
propose an encoding approach using Golomb-Rice coding, which effectively codes the floating point bin values of the color 
histogram. The floating point values are converted into integer values using preprocessing steps. The encoded histogram is 
finally represented in the form of sparse matrix and XOR based bitwise comparison is used as similarity measure to 
calculate the distance between the encoded and query histogram in the feature space. Based on the number of , the 
retrieved list is ranked and the relevant images are presented. This approach is tested in CBIR application and the precision 
of retrieval is encouraging compared to the original color histogram and the average bit length is very low besides having 
fast retrieval time. 
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1. Introduction 
In recent times, various real-time applications transfer large amount of numerical data and requires large 
space. It is essential that data has to be compressed to save disk space and to increase the processing speed. 
During compression, number of bits that need to be transferred and stored is reduced considerably. However, it 
is noticed that the compression/decompression overhead increases the communication latency and also 
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decreases the effective bandwidth. The data compression reduces the size of the given data to a smaller size. 
While the lossy compression scheme reproduces similar data, the replica of the original data is reproduced in 
lossless compression scheme. In recent times, floating point number compression has lot of real-time 
applications and there are two methods for processing the same. The first method, as pre-processing step, 
floating-point data is quantized into fixed-point data. However, this causes irreversible data loss which is 
considered as a main disadvantage as the main reason for using a floating-point representation is to avoid data 
loss. The second method uses general lossless methods such as gzip on the integer representation of the 
floating-point data. Multimedia applications use compression systems such as adaptive predictors and 
decorrelating transforms with quantizers for many blocks of the original data into low-entropy blocks of 
integers that are appropriate for entropy coding (Sayood et al., 1966). Typical entropy coders used in such 
applications are Run-Length, Huffman, arithmetic and variations of Golomb-Rice coders (Weinberger et al., 
2000, Richardson et al., 2003).  Due to the large variations in the statistics of blocks of integers to be encoded, 
designing the efficient entropy coders for such applications is found to be difficult. Among various entropy 
coders, Golomb-Rice (GR) coders have been used widely in modern compression systems because of its 
flexibility in changing the encoding tables by modifying a single integer parameter M ( Malvar et al., 1999) . 
The output code words can be easily computed for the corresponding input symbols so that explicit tables are 
not required. This approach makes GR coders quite attractive and computations are much faster than memory 
accesses.  
Recently, multimedia information retrieval is fetching attention from both academia and industry. For 
multimedia retrieval applications, say image, the low level features are extracted for capturing the semantics. 
These extracted low level features are higher in dimension and requires large space to store them along with 
original image. It has been felt that it would be appropriate to reduce the size of the feature by employing 
suitable coding scheme in such a way that the decoding time is low. Further, even though there is loss in the 
data during coding, the precision of retrieval should not be affected. In this paper, we reduce the dimension of 
the color histogram which is a floating point number and Golomb-Rice Coding (Golomb et al., 1966) is used to 
encode values adaptively for achieving lower average bit length. During retrieval, the encoded values are 
decoded fast and higher precision of retrieval is obtained. The precision retrieval by both the normal histogram 
and encoded histogram is compared and is observed that there is no difference. Thus, the proposed coding 
approach for histogram is a suitable candidate for CBIR applications, where large number images and 
corresponding features  are  stored and retrieved. 
The rest of the paper is organized as follows. In section 2, we review the related work. Section 3 explains the 
proposed  approach in detail. Section 4 presents the experimental results and we conclude in the last section of 
the paper. 
2. Literature Review 
 It is observed that most of the work on lossless compression of floating-point number focuses on audio, 
image, scientific measurement and simulation domains. Floating-point data that represent images focus on 
maximizing the compression ratio as the (de)compression speed is not so relevant.  A compression method has 
been proposed for the double-precision output of a numerical solver for ordinary differential equations 
(Engelson et al., 2000). Integer delta and extrapolation algorithms are used to compress and decompress the 
data. However, this method is particularly beneficial with gradually changing data and may not be suitable for 
real-time applications. An efficient compression scheme for image data has been designed with an emphasis on 
2D and 3D data (Lindstrom et al., 2006). The predictions of the data are done using the Lorenzo predictor and 
-static probability model (Schindler et al., 
1998). A technique that combines differentiation and zero suppression is presented to compress floating-point 
data arising from experiments conducted at the Laser Interferometer Gravitation Wave Observatory (Klimenko 
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et al., 2001). It is observed that the compression ratio of this approach is same as GZIP but is significantly 
faster. However, its success is realized only with the nature of the LIGO data and thus values will change 
gradually.  An algorithm has also been proposed for the lossless compression of audio data (Ghido et al., 2004). 
It transforms the floating-point values into integers and generates an additional binary stream for the lossless 
reconstruction of the original floating-point values. An extension to the JPEG2000 standard has recently been 
proposed that allow data to be encoded efficiently with bit-plane coding algorithms where the floating-point 
values are represented as big integers (Usevitch et al., 2003). The modification required in JPEG 2000 for 
achieving lossless floating-point compression is carried out by some adjustments in the wavelet transformation 
(Gamito et al., 2004). An arithmetic coder is used for single-precision floating-point fields that represent 
residual vectors between the actual and the predicted vertex positions in triangular meshes (Isenburg et al., 
2004). In an extended precision algorithm, the Haar wavelet transform and Huffman coding is used to achieve 
lossless compression in 3D curvilinear grids (Chen et al., 2005). This approach performs differential coding 
and clustering to generate separate data residuals for the mantissa and exponent and Huffman coder and GZIP 
are used to encode the mantissa and exponent residuals. In Ratanaworabhan. et al. 2007 the lossless Floating 
Point Compression (FPC) algorithm used two context based value predictors for predicting the next value. The 
prediction and the true value are XORed and the result byte is compressed. However, FPC algorithm does not 
compress multidimensional datasets. Utilizing value predictors as data models for compression has previously 
been explored for program-execution-trace compression (Burtscher. et al., 2004). An algorithm has also been 
proposed to compresses sequences of IEEE double-precision floating-point values ( Ratanaworabhan. et al., 
2006). It predicts each value in the sequence and XORs it with the true value. Since the sign, the exponent and 
the top mantissa bits occupy the most significant bit positions in the IEEE 754 standard, it is expected that the 
XOR result will have a substantial number of leading zeros. Thus, it can be encoded and compressed by a 
leading zero count that is followed by the remaining bits. 
In Chen. et al. 2009,  a system is proposed to compress the histogram by run length coding of nonempty leaf 
nodes. The statistical analysis accurately models the underlying random process generating the histogram. 
However, compression of the query feature descriptors is also necessary for low-latency retrieval. A feature 
descriptor codec is presented in Chandrasekhar. et al., 2009 where each descriptor is transformed by a 
decorrelating transform, quantized and entropy-coded using Huffman coding or arithmetic coding. Another 
codec in Yeo. et al., 2008 generates a hash for each descriptor using random projections. The codecs are well 
suited for pair wise image matching. However, neither codec exploits the fact that, in tree-based retrieval, the 
tree histogram suffices for accurate classification. A lossy buffer compression / decompression technique is 
used and whatever the error introduced is kept under control (Rasmusson . et al., 2007). While the error grows 
relatively more, the method uses lossless compression approach. However, this algorithm has operated only on 
Low Dynamic Range (LDR) data. In Rasmusson . et al., 2009, a new color buffer compression algorithm is 
presented for coding floating-point buffers. It is considered that the approximate mode is error bounded and the 
amount of error introduced is accumulated and is controlled via few parameters. Hierarchical quad tree 
decomposition is performed and subsequently, hierarchical prediction as well as Golomb- Rice encoding are 
applied. However, this method is applicable for low-dynamic range color buffer. A method for compressing 16-
bit floating-point color is presented and depth buffers in a unified manner has  several limitations (Strom . et 
al., 2008). Scheme does not allow negative values and assumes the alpha channel is 1.0f. The work in 
Wennersten . et al. 2009,  has addressed compression of the alpha channel using two separate compressors for 
color data which  introduced complexity. 
Based on the above discussion, it is observed that floating point number coding is useful in many real-time 
applications. None of the above method is found to be suitable for CBIR applications and also the encoding 
approach is found to be complex. In contrast, we propose a simple adaptive coding scheme for encoding 
histogram bin values. The encoding scheme along with the pre-processing steps has reduced the requirement of 
storage space considerably. The given histogram is segmented as blocks based on number of bins and for each 
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block, the encoding and decoding parameter is calculated. The precision of retrieval obtained using encoded 
histogram is similar to that of the original histogram.  
3. Proposed Work 
 In this paper, we encode the bin values of the histogram using Golomb-Rice coding algorithm for achieving 
better average bit length and thus color histogram can be stored in lesser space. The RGB values from the 
image are converted in to HSV values. A suitable transformation function is used for converting the HSV value 
as floating point number (Vadivel . et al., 2008). Each bin value of the histogram is in the form of single-
precision floating-point format of the IEEE 754 standard as shown in Fig. 1. 
 
 
Fig 1:  32-bit IEEE floating-point representation 
 
It is noticed from Fig. 2 that the histogram is combined as block and segmented along with the header value 
based on the number of bins. The header value contains the value M, from which the encoding and decoding 
offset is calculated. The bins containing 0 values of the histogram are removed and thus the dimension is 
reduced to certain extent. Further, the bin values having four zeros after the decimal point is also considered as 
zero values and thus neglected. The refined histogram is again segmented as blocks based on the dimension. 
Here, the reduced dimension histogram is depicted. The value of M for each block is calculated adaptively. It is 
known that Golomb-Rice Coding is suitable for integer values. Since, the histogram bin is normalized value, 
the floating point values are converted as integer without losing information. In this approach, we adaptively, 
find a multiplication factor (MULT-FACT) by counting number of zero values occurring after the decimal 
point. The entire bin value of the histogram is multiplied with MULT-FACT and represented as integer for 
using  Golomb-Rice Coding effectively.  
 
 
 
Fig. 2.  The structural specification of the Histogram blocks 
 
     In Table.1 we present the MULT-FACT based on the number of zeros after the decimal point of the bin 
values wherein the MULT-FACT is adaptively decided for obtaining the integer value of the bin value. The 
parameter M  is calculated for the histogram as given in Eq. (1). Here, W is fixed to 0.69 as given in Justin. et 
al. 2006  and  n is the dimension of the feature. The bin values of the resultant histogram are in the form of 
integer N and are encoded. The quotient as well as remainder is calculated for each bin values using Eq.(2) and 
Eq.(3) 
 
 
 
                                                      Table.1.  MULTI_FACT values based on the number of  zero after decimal point 
 
No. of zeros after decimal point MULTI_FACT 
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Based  on  the quotient and  remainder  values, code words are generated as  per code format given in Eq.(4) 
 
        CodemainderCodeQuotientformatCode Re                                             (4) 
If power of M is 2, then rice code has to be applied to the remainder and M2log bits are needed for 
encoding. Alternatively, if  M is not a power of  2, then Eq.(5) is used for encoding  the remainder. 
 
       Mb 2log                                                                                                                             (5) 
While coding, two important conditions are noted  as  given below. 
1. If  , code r in plain binary, using   b-1 bits 
2. If  ,  code the number    in plain binary, using b bits. 
 
The sample encoded histogram obtained is shown in Table.2 and is represented in the form of sparse matrix. 
The average bit length of the encoded histogram is calculated and is found that the average bit length of 
dimension reduced histogram is always low. 
 
Table.2. Sample Encoded Histogram 
 
Histogram Truncated
histogram 
MULTI-
FACT(MF) 
Final 
(MF) 
Trunc*(MF) M Q Q-Encode R R-Encode Code 
0.018434 0.0184 100  18  2 110 4 100 110100 
0.004978 0.0049 1000  4  0 0 4 100 0100 
0.004335 0.0043 1000 1000 4 7 0 0 4 100 0100 
0.003987 0.0039 1000  3  0 0 3 011 0011 
0.019956 0.0199 100  19  2 110 5 101 110101 
 
During Retrieval, we calculate the similarity between the query and the database images in the encoded form 
and this increase the retrieval speed considerably. Both the query image and database images histograms are 
represented in the binary i.e. coded form. The bit wise XOR is performed for calculating the similarity value. In 
case, a histogram in the database is same as that of the query histogram, the XOR bit wise operation gives zero 
as output. In contrast, if any change in the bit values, 1 is given as output. Here, we use number of  and  
for calculating the similarity. If more number of  are obtained as output, the query and the database image is 
far in the feature space. Both of them are considered very close while number of  is more. In Table 3, we 
present the output of histogram comparison, where both the query and database image are not same and 
accordingly, more number of  are obtained as output. In this case, we have obtained 20 number  and the 
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query image is far from the compared image in the feature space.  
  
                                       Table.3. Dissimilarity between query histogram with database histogram in the encoded form  
 
Query Image Database XOR 
1100 1101 0001 
1000 1011 0011 
0 0 0 
0 0 0 
0 11010 11010 
1111001 0 1111001 
100001111 101111 001110111 
1111111101110 111101110111 0000100000001 
1101010 1101010 0000000 
101111 0000000 000010 
                                                                                         = 20 
 
Similarly, In Table 4, we show the encoded value of query and database histogram and observed that the 
XOR operation for both of them has given zero for every bit and number of  as zero. Thus, the query 
image and  the database image is same in the feature space.  
 
                                          Table.4. Exact match of the query histogram with database histogram in the encoded form  
 
Query Image Database XOR 
1100 1100 0000 
1000 1000 0000 
0 0 0 
0 0 0 
0 0 0 
0 1111001 0000000 
100001111 100001111 000000000 
1111111101110 1111111101110 0000000000000 
1101010 1101010 0000000 
101111 101111 000000 
                                                                                        
4. Experimental Results 
     The effectiveness of the proposed encoded histogram is evaluated in an image retrieval system. In our 
experiments, we have used coral benchmark dataset with 10,000 images with 100 classes. We have selected 
some query images from the various classes for computing recall and precision. We have considered top 50 
retrieval images and the average precision and recall for 10 different classes are shown in Fig.3(a)(b). Results 
are obtained for different values of recall from 0.1 to 1.0 in steps of 0.1 and the corresponding precision was 
calculated. For all the methods, histogram intersection is used as the distance metric. The higher the distance, 
the lower is the similarity between a query image and a target image. It is observed that for lower values of 
recall, the precision is getting higher, which is reaching around 94%. In Fig.3(a), it is noticed that the precision 
value is almost same even though the bin value are encoded in lossy mode. Similarly in Fig.3(b), the recall for 
various nearest neighbors is presented and the recall value is almost same as in the precise case. The recall vs. 
Precision is depicted in Fig.3(c) and for higher recall value, the precision is low as expected. The difference in 
precision for various recalls using coded and original histogram is almost zero. Further to consolidate the 
performance of the proposed approach, the F-measure is presented in Eq.(6).This is an Harmonic mean of 
recall and precision and is shown in Fig.3(d). In line with all the below results, the difference of  F-Measure for 
various nearest neighbors is almost zero. This performance enhancement is due to the fact that the encoding 
procedure just assigns the code for minimizing the size of the histogram and the information is not lost. Thus, it 
532   Shaila S G and Vadivel A /  Procedia Technology  6 ( 2012 )  526 – 533 
   
is noticed that the proposed approach performs well and retrieve same result set as that of the original 
histogram but consume less space in the memory.  
 
                                                                                                    (6) 
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(b)
 
(c)
 
(d)
 
    
     
Fig.3. Performance Results of Retrieval  (a) Average Precision;  (b) Average Recall; (c) Precision  vs.  Recall; (d) F-Measure 
 
It is observed from Fig.4(a) and Fig.4(b) that the result set of the normal and encoded histogram is similar. The 
difference in precision of retrieval for both these histogram is negligible. This is due to the fact that while 
encoding the bin values, the important colour information is very well retained and only unwanted bin value is 
truncated and considered for saving store space. 
 
(a) (b)  
Fig.4. The Retrieval Set (a) Sample Retrieval set using normal histogram; (b) Sample Retrieval set using encoded  histogram 
5. Conclusion and future work 
This paper presents an encoding approach for histogram with floating-point number. Once the encoding is 
achieved, the encoded histogram is stored in the database. During the retrieval, the query histogram is decoded 
and based on the user query; retrieved set is ranked based on the similarity. To measure the performance of the 
proposed approach, we use precision, recall and F-Measure and found that the difference in precision of 
retrieval as well as F-score obtained using both the original and encoded histogram is almost negligible. Thus, 
the encoded histogram captures the semantic of the images effectively even though the bin values are coded 
after lossy pre-processing.   In addition, the encoded histogram requires less memory and the processing is fast 
since the dimension is reduced. As future work, we will try to propose a suitable graph based similarity 
measure for ranking set.  
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