Abstract. In this paper we generalize the periodic unfolding method and the notion of two-scale convergence on surfaces of periodic microstructures to locally periodic (l-p) situation. The introduced methods allow us to consider a wider range of non-periodic microstructures. Using techniques of locally periodic homogenization we obtain macroscopic equations that are different from those derived by applying periodic homogenization techniques to problems posed in domains with changes in the microstructure represented by periodic coefficients depending on slow and fast variables. Using the method of locally periodic two-scale (l-t-s) convergence on oscillating surfaces and locally periodic (l-p) boundary unfolding operator we can analyze differential equations defined on boundaries of nonperiodic microstructures.
Introduction
Many natural and man-made composite materials comprise non-periodic microscopic structures, for example fibrous microstructures in heart muscles [32] , exoskeletons [17] , industrial filters [35] , or spacedependent perforation in concrete [34] . An important special case of non-periodic microstructures are the so-called locally periodic microstructures, where spatial changes are observed on a scale smaller than the size of the considered domain but larger than the characteristic size of the microstructure. For many locally periodic microstructures spatial changes cannot be represented by periodic coefficients depending on slow and fast variables, e.g. plywood structures of gradually rotated planes of parallel aligned fibers [9] . Thus, in those situations the standard two-scale convergence and periodic unfolding method cannot be applied directly.
In this paper we extend the periodic unfolding method and two-scale convergence on oscillating surfaces to locally periodic situations, see Definition 3.1, Definition 4.1, Definition 5.1, and Definition 6.1. Those generalizations are motivated by the l-t-s convergence introduced in [33] .
Two-scale convergence on surfaces of periodic microstructures was first introduced in [3, 29] . An extension of two-scale convergence associated with a fixed periodic Borel measure was considered in [38] . The periodic unfolding operator was defined and analyzed in [14, 16] (see also references therein). The unfolding operator maps functions defined on varying perforated domains into functions defined on a fixed domain. This helps to overcome one of the difficulties of perforated domains which is the use of extension operators. Using the boundary unfolding operator we can prove convergence results for nonlinear equations posed on oscillating boundaries of microstructures [16, 24] . The unfolding method is also used to derive error estimates, see e.g. [18, 21] . The main advantage of this technique is that it does not require high regularity of solutions of unit cell problems.
There are few results on homogenization in locally periodic media. The homogenization of a heatconductivity problem defined in domains with non-periodic microstructure consisting of spherical balls was studied in [10] using the Murat-Tartar H−convergence method [28] , and in [1] by applying the θ − 2 convergence. The non-periodic distribution of balls is given by a C 2 -diffeomorphism θ, transforming the centers of the balls. Estimates for a numerical approximation of this problem were derived in [36] . The notion of Young measure was used in [26] to extend the concept of periodic twoscale convergence and to define the so-called scale convergence. The definition of scale convergence was motivated by the derivation of the Γ-limit for a sequence of nonlinear energy functionals involving non-periodic oscillations. Formal asymptotic expansion and two-scale convergence defined for periodic test functions, see e.g. [2, 30] , were used to derive macroscopic equations for models posed in domains with locally periodic perforations, i.e. domains consisting of periodic cells with smoothly changing perforations [6, 12, 13, 25, 27, 31] . The H−convergence method [8, 9] , the asymptotic expansion method [5] , and the method of locally periodic two-scale (l-t-s) convergence [33] were applied to analyze microscopic models in non-periodic fibrous materials, characterized by gradually rotated planes of parallel aligned fibers.
The paper is organized as follows. First, in section 2, we state the definition of a locally periodic approximation for a function ψ ∈ C(Ω; C per (Y x )). In section 3 we introduce the notion of locally periodic two-scale convergence for sequences defined on oscillating boundaries of locally periodic microstructures. The locally periodic (l-p) unfolding operator is defined in sections 4 and 5. The definition and properties of the l-p boundary unfolding operator are presented in section 6. The central results of this work are convergence results for sequences bounded in L p or W 1,p , with p ∈ (1, ∞), see Theorems 4.5, 4.7, 5.4, and 5.9. In section 7 we apply the l-p unfolding operator to derive macroscopic problems for elliptic equations in a domain with a locally periodic microstructure and for receptorbased signaling models in cell tissues comprising non-periodic microstructures.
The generalized notion of the unfolding operator provides an easier technique for homogenization of differential equations posed in domains with non-periodic microstructures. Using techniques of locally periodic homogenization we obtain macroscopic equations that are different from those derived by applying periodic homogenization techniques to problems posed in domains with locally periodic microstructures represented by periodic coefficients which depend on slow and fast variables. Using the l-t-s convergence on oscillating surfaces and l-p boundary unfolding operator we can analyze nonlinear differential equations defined on boundaries of non-periodic microstructures.
Locally periodic microstructure
Let Ω ⊂ R d be a bounded Lipschitz domain. For each x ∈ R d we consider a transformation matrix D(x) ∈ R d×d and its inverse D We shall consider the space C(Ω; C per (Y x )) given in a standard way, i.e. for anyψ ∈ C(Ω; C per (Y )) the relation ψ(x, y) =ψ(x, D −1 x y) with x ∈ Ω and y ∈ Y x yields ψ ∈ C(Ω; C per (Y x )). In the same way the spaces L p (Ω; In the following we shall denote by x ε n ,x ε n ∈ Ω ε n ∩ Ω, for n = 1, . . . , N ε , arbitrary chosen fixed points. We consider ψ ∈ C(Ω; C per (Y x )) and corresponding functionψ ∈ C(Ω; C per (Y )). As a locally periodic (l-p) approximation of ψ we name L ε : C(Ω; C per (Y x )) → L ∞ (Ω) given by (1) (
We consider also the map L ε 0 : C(Ω; C per (Y x )) → L ∞ (Ω) defined for x ∈ Ω as (L for x ∈ Ω. In following we shall consider the casex ε n = D x ε n εk, with k ∈ Z d , however all results hold for arbitrary chosenx ε n ∈ Ω ε n with n = 1, . . . , N ε , see e.g. [33] . In the similar way we define L ε ψ and
We recall here the definition of locally periodic two-scale (l-t-s) convergence, see [33] for details.
Definition 2.1. Let u ε ∈ L p (Ω) for all ε > 0 and 1 < p < ∞. We say the sequence {u ε } converges
where L ε ψ is the l-p approximation of ψ and 1/p + 1/q = 1.
Remark 2.1. The definition of l-t-s convergence and convergence results presented in [33] for p = 2 are directly generalised to p ∈ (1, ∞).
Locally periodic two-scale convergence on oscillating surfaces
Now we shall introduce the notion of locally periodic two-scale convergence for functions defined on oscillating boundaries of microstructures. For ε > 0 we consider the covering of Ω by {Ω ε n } 1≤n≤Nε , defined in section 2, and for x ε n ∈ Ω ε n we consider a covering of Ω ε n by parallelepipeds
We consider Y 0 ⊂ Y with a Lipschitz boundary Γ and a transformation matrix
for an arbitrary fixed x ε n ∈Ω ε n and n = 1, . . . , N ε . We also define perforated domains
The boundaries of the locally periodic microstructure in Ω * ε are denoted by
The changes in the microstructure of Ω * ε,K are defined by changes in the periodicity given by a linear transformation D(x) and by changes in the shape of the microstructure given by K(x) for x ∈ Ω.
where L ε ψ is the l-p approximation of ψ defined in (1).
Lemma 3.2. For ψ ∈ C(Ω; C per (Y x )) and 1 ≤ p < ∞, we have that
Then, the continuity of ψ, the properties of Ω ε n and the inequality ||a| p − |b| p | ≤ p|a − b|(|a| p−1 + |b| p−1 ) imply
Using the properties of the covering of Ω by {Ω ε n } Nε n=1 we obtain that
Considering the properties of the covering of Ω ε n by Y x ε n , where 1 ≤ n ≤ N ε , and Y -periodicity ofψ the second integral can be rewritten as
Then, the regularity assumptions on ψ, D and K, the definition ofΩ ε n and the properties of the covering of Ω by {Ω ε n } Nε n=1 imply the convergence result stated in Lemma.
Proof. The Banach space C(Ω; C per (Y x )) is separable and dense in L p (Ω; L p (Γ x )). Then, using the convergence result in Lemma 3.2, the Riesz representation theorem and similar arguments as in [33, Theorem 3.2] we obtain the result stated in Theorem.
Locally periodic unfolding operator
Now, motivated by the notion of periodic unfolding operator and l-t-s convergence we define locally periodic unfolding operator. Definition 4.1. For any Lebesgue-measurable on Ω function ψ the locally periodic unfolding operator
The definition implies that T ε L (φ) is Lebesgue-measurable on Ω × Y and is zero for x ∈ Λ ε , where
Similarly to the period unfolding operator we obtain Lemma 4.2.
(i) For φ ∈ L p (Ω), with 1 ≤ p < ∞, we have the strong convergence
Proof. Using the definition of the l-p unfolding operator we obtain
Considering that φ ∈ L p (Ω) and |Λ ε | → 0 as ε → 0 (ensured by the properties of the covering of Ω by {Ω ε n } Nε n=1 ) and applying the Lebesgue's Dominated Convergence Theorem, see e.g. [4, 19] , we obtain
Then taking the limit as ε → 0 in the equality (5) implies the convergence stated in (i).
(ii) Estimate (4) follows directly from the proof of (3) and the properties of the covering of Ω by {Ω ε n } Nε n=1 . The result in (iii) is ensured by the definition of the l-p unfolding operator and the estimate (4) .
(iv) The definition of the l-p unfolding operator, the subadditivity of the norm, the inequality (4), and the convergence (3) imply
In the same way as for periodic unfolding operator we show the relation between weak limits:
, using the properties of the covering of Ω and the definition ofΩ ε n and Λ ε , where 1 ≤ n ≤ N ε , we obtain A ε → 0 as ε → 0. Then, the weak convergence of T ε L (w ε ) and the strong convergence of T ε L (ψ), shown in Lemma 4.2, imply
where w is the l-t-s limit of w ε .
Proof.
Then, using the properties of the covering of Ω ε n by εY
, with ξ ∈ Ξ ε n , and considering fixed points y ξ ∈ Y + ξ for ξ ∈Ξ ε n we obtain
where δ(ε) → 0 as ε → 0, and
Here we used the convergence
which is ensured by the continuity of ψ and the properties of the covering of Ω by
Then, using Lemma 3.4 in [33] along with the regularity of ψ and the properties of Λ ε we obtain
Then the definition of l-t-s convergence and the strong convergence of
and w(x, y) =w(x, y) a.e. x ∈ Ω, y ∈ Y x , whereŵ(x, y) =w(x, D(x)y) for a.a. x ∈ Ω, y ∈ Y . Notice that the boundedness of {w ε } in L p (Ω) and the fact that |Λ ε | → 0 as ε → 0 ensure
) and 1/p + 1/q = 1.
4.1. Locally periodic unfolding operator and gradients. For w ∈ W 1,p (Ω) we have
In this section we shall prove convergence results for {εT ε L (∇w ε )} and {T ε L (∇w ε )}.
there exists a subsequence (denoted again by {w ε }) and a function w ∈ L p (Ω; W
Proof. The assumptions on {w ε } together with the inequality (4), the equality (7) and the regularity of D and the uniform boundedness of det
. Thus there exists a subsequence, denoted again by {w ε }, and a functionw ∈ L p (Ω;
To proof the Y x -periodicity of w, i.e. Y -periodicity ofw, we consider for
We defineΩ
, whereΞ ε n,1 corresponds to upper in e d direction cells andΞ ε n,2 corresponds to lower in e d direction cells inΩ ε n \Ω ε n . Then using the definition of T ε L we can write
Using the continuity of ψ, the boundedness of the trace of
, ensured by the assumptions on w ε , and the fact that 
Proof. The proof of the convergence results stated in Theorem follows similar ideas as in the case of periodic unfolding operator. However the proof of the periodicity of the corrector u 1 involves new ideas and technical details. The first convergence result stated in Theorem follows from Lemma 4.3. To show the convergence of T ε L (∇u ε ) we consider a function
The boundedness of {u ε } in W 1,p (Ω) together with the estimate (4) and regularity assumptions on D imply that the sequence
where y c = (
2 ) for y ∈ Y , and applying the Poincaré inequality to Z ε − y ε c · ∇u yield
Thus, there exists a subsequence (denoted again by
For φ ∈ W 1,p (Ω) we have the following relation
Then, the convergence in (10) and the continuity of D yield
where y 1 = (y , 1), y 0 = (y , 0), andΩ ε n andΛ ε n,j , with j = 1, 2, are defined in Theorem 4.5. Lemma 4.2 and the strong convergence of {u ε } in L p (Ω), ensured by the boundedness of
Applying the trace theorem in 
We consider I 2,n 1 and I 2,n 2 on neighbouring surfaces, i.e. for such 1
, and rewrite 1 ε Λε
The integral I 2 2,n can be rewritten as
Then, using the boundedness of {∇u ε } in L p (Ω) and the estimate
Then each of the integrals in I 1 2,n can be rewritten as
We notice thatΞ
Using the definition ofΛ ε n j we obtain
) .
The first integral in the last equality can be estimated by
. Then, using the fact that |N ε | ≤ Cε −dr and x ε n 1 ,d < x ε n 2 ,d together with the definition ofD
, for j = 1, 2, and the regularity of D yields
For J 2 1,n − J 2 2,n using the definition ofΛ ε n j ,j andΛ ε n j , the regularity of D and ψ, the boundedness of {u ε } in W 1,p (Ω), and the properties of the covering of Ω by {Ω ε n } Nε n=1 we obtain
as ε → 0 for r ∈ (0, 1). Combining the obtained results we conclude that
Taking the limit as ε → 0 yields
Then, using the convergence of 
4.2. Micro-marco decomposition: the scale splitting operators Q ε L and R ε L . Similar to the periodic case [14, 21] , in the context of convergence results for the unfolding method in perforated domains as well as for the derivation of error estimates it is important to introduce an interpolation operator
has a similar behaviour as ϕ and R ε L (ϕ) is of order ε. We consider a continuous extension operator P :
where the constant C depends on p and Ω only [19] . In following we use the same notation for a function in W 1,p (Ω) and its continuous extension into R d . Similarly to [14] , we define
For cells near the boundaries ofΩ ε n we introduceΞ ε n = {ξ ∈Ξ ε n :
and then for (ξ n , ξ m ) ∈Ξ ε n,m we definê
Using the ideas from finite element approximations we define the interpolation operator:
and for Figure 1 .
We notice that the corresponding vertices of εD
n,m and k n ∈K n , k m ∈K − m , belong to ∂Ω ε n,Y and ∂Ω ε m,Y , respectively. Similar to the periodic case we can prove estimates for
Lemma 4.9. For every ϕ ∈ W 1,p (Ω), where 1 ≤ p < ∞, we have
where the constant C is independent of ε and depends only on Y , D(x) and d = dim(Ω).
Proof. Similarly to the periodic case [14] we use the fact that the space of Q 1 -interpolants is a finitedimensional space of dimension 2 d and all norms are equivalent. Additionally, all Q 1 -interpolants are Lipschitz-continuous and supremum of Q 1 -interpolants is reached at some εξ, with ξ ∈ Nε n=1 Ξ ε n . Then for ξ ∈ Ξ ε n,Y ∪ Ξ ε n,b , where n = 1, . . . , N ε , we obtain
where
for ξ ∈ Ξ ε n . Then using (14) and (15) implies
Summing in (16) up over ξ ∈ Ξ ε n,Y ∪ Ξ ε n,b and n = 1, . . . , N ε , and adding (17) we obtain the estimates for the
For the triangular regions between neighbouring Ω ε n,Y and Ω ε m,Y , where n, m = 1, . . . , N ε , we have
, due to the regularity of D and the Poincaré inequality, holds
where 1 ≤ n ≤ N ε , k ∈ {0, 1} d and the constant C is independent of ε and n. Considering the scaling argument we obtain for every ξ ∈ Ξ ε n φ − −
Hence, for ξ ∈ Ξ ε n,Y ∪ Ξ ε n,b and k ∈ {0, 1} d as well as for (ξ n , ξ m ) ∈Ξ ε n,m and k n ∈K ξn ,
where C depends on D and is independent of ε, n, and m. For (ξ n , ξ m ) ∈Ξ ε n,m and k n ∈K ξn , k m ∈K − ξm , applying the Poincaré inequality and the scaling argument yields
and the constant C depends on D and is independent of ε, n, and m.
Applying (20) in (18) , summing up over ξ ∈ Ξ ε n,Y ∪ Ξ ε n,b and n = 1, . . . , N ε and combining with the estimate for
To show the estimates for R ε L (ϕ) we consider first
The definition of Q ε L (ϕ), the properties of Q 1 -interpolants, and the estimates (20) imply
For ω ε ξn,ξm ⊂ Λ ε Y \Ω ε b with (ξ n , ξ m ) ∈Ξ ε n,m we have that ω ε ξn,ξm ⊂ εY m,n . Then, the Poincaré inequality and the scaling argument imply
whereas the estimates (20) and (21) together with the properties of Q 1 -interpolants ensure
Thus, combining the estimates from above we obtain the following estimate
Locally-periodic unfolding operator in perforated domains
We
n ∩Ω, where Ω * ,ε
n . In a similar way as before we define l-p unfolding operator for Lebesgue-measurable on Ω * ε functions. Definition 5.1. For any Lebesgue-measurable on Ω * ε function ψ the l-p unfolding operator T * ,ε
for x ∈ Ω and y ∈ Y * .
We shall defineΩ * ε = Int Nε n=1Ω * ,ε n , whereΩ * ,ε
By w we shall denote the extension of w by zero from Ω * ε into Ω. We define also
. The proof of Lemma 5.2 follows directly from the definition of the l-p unfolding operator T * ,ε L and by using similar calculations as in the proof of Lemma 4.2.
In the same way as for T ε L we show
(Ω) the convergence in (i) results from the properties of the covering of Ω * ε by Ω * ,ε n and the following simple calculations
Here we used the fact that |Λ * ε | → 0 as ε → 0 and, due to the continuity of w k , we have
Using the approximation of w ∈ L p (Ω) by {w k } ⊂ C ∞ 0 (Ω) and the estimate for the norm of T * ,ε L (ϕ), shown in Lemma 5.2, we obtain the convergence for w ∈ L p (Ω). The proof of the convergence in (ii) is similar to the proof of Lemma 4.3 and the corresponding result for the periodic unfolding operator.
The proof of (iii) follows the same lines as the proof of the corresponding result for T ε L in Lemma 4.4. In a similar way as in [33, Lemma 3.4] we obtain that
Then, the last two convergence results together with the equality
imply the convergence result stated in (iv).
5.1.
Convergence results for gradients εT * ,ε
Proof. The boundedness of {T * ,ε L (w ε )} and {∇ y T * ,ε L (w ε )} (ensured by the estimate (23)) and the regularity of D imply the weak convergence in (24) . For φ ∈ C ∞ 0 (Ω × Y * ) using the convergence of T * ,ε L (w ε ) and the regularity of D we obtain
To show the periodicity ofŵ we consider for φ ∈ C ∞ 0 (Ω × Y * ) and k = 1, . . . , d
whereΩ ε n andΛ ε n,j , with j = 1, 2, are defined in Theorem 4.5. Considering the weak convergence of T * ,ε L (w ε ), the fact that | Nε n=1Λ ε n,j | ≤ Cε 1−r , for j = 1, 2, and taking the limit as ε → 0 imply
. Thus, we obtain thatŵ is Y x -periodic.
To show convergence results for sequences bounded in
and for x ∈ Ω * ,ε
L (φ)(x) as a triangular Q 1 -interpolant of the values of Q ε L (φ)(εξ) at ξ n + k n and ξ m − k m for such (n, m) and (ξ n , ξ m , k n , k m ) that ∂Ω ε n ∩ ∂Ω ε m = ∅, (ξ n , ξ m ) ∈Ξ ε n,m , and k n ∈K n , k m ∈K − m , where 1 ≤ n, m ≤ N ε , see Figure 1 .
In a similar way as for Q ε L (φ) and R ε L (φ) in Section 4.2 we prove estimates for Q * ,ε L (φ) and R * ,ε L (φ). Lemma 5.6. For every φ ∈ W 1,p (Ω * ε ), where 1 ≤ p < ∞, we have the following estimates
, where the constant C is independent of ε.
Proof Sketch. The proof for the first estimate follows the same lines as the proof of the corresponding estimate in Lemma 4.9. To show the estimates for ∇Q * ,ε L (φ) and R * ,ε L (φ) we have to estimate the differences Q * ,ε
n,m and k n ∈K n , k m ∈K − m , where 1 ≤ n, m ≤ N ε . In the same way as in the proof of Lemma 4.9, by applying the Poincaré inequality and the definition of Q * ,ε L , as well as using the estimates similar to (20) , we obtain
Applying the Poincaré inequality inỸ * ,+ n,m ∪Ỹ * ,− n,m and using the regularity of D we obtain
for k n ∈K n , k m ∈K − m and (ξ n , ξ m ) ∈Ξ ε n,m , where the constant C depends on D and is independent of ε, n and m. Then, using the scaling argument in (29) yields
for (ξ n , ξ m ) ∈Ξ ε n,m and k n ∈K n , k m ∈K − m . Hence, we obtain the estimate for ∇Q * ,ε
Applying the scaling argument in (29) and considering the properties of Q 1 -interpolants yield
. Summing in (28) over Ξ ε n,Y and 1 ≤ n, ≤ N ε , adding (30) and (31), respectively, and using the definition of R * ,ε L (φ) we obtain the estimates stated in Lemma.
Lemma 5.7. If w ε W 1,p (Ω * ε ) ≤ C, where p ∈ (1, ∞). Then there exist a subsequence (denoted again by w ε ) and a function w ∈ W 1,p (Ω) such that
Here ∼ denote an extension by zero fromΩ ε into Ω.
Proof. Similarly to the periodic case [16] , the estimates for Q * ,ε L in Lemma 5.6 ensure that there exists a function w ∈ W 1,p (Ω) such that, up to a subsequence,
Then, the first two convergences stated in Lemma follow directly from the estimates and convergence result for T ε L in Lemma 4. 
The definition of Q ε L implies thatŵ 1,A is a polynomial in y of degree less or equal to one with respect to each variable y 1 , . . . , y d . Thus, the Y x -periodicity ofŵ 1,A yields that it is constant with respect to y and
and we obtain the last convergence stated in Lemma.
For R * ,ε L (w ε ) = w ε − Q * ,ε L (w ε ) we have the following convergence results.
Then there exist a subsequence (denoted again by w ε ) and a function
where ∼ denotes the extension by zero fromΩ * ε in Ω * ε . Proof. The estimates in Lemma 5.6 imply that
x y) for x ∈ Ω, y ∈ Y * x ) such that the convergences in (32) are satisfied. To show that w 1 is Y x -periodic we consider the restriction of ε −1 R * ,ε L (w ε ) on K * ε , which belongs to W 1,p (K * ε ). Here K * ε = K ∩ Ω * ε and K ⊂ Ω is a relatively compact open subset of Ω. Using Lemma 5.6 we obtain
Then, applying Theorem 5.
Theorem 5.9. For a sequence {u ε } ⊂ W 1,p (Ω * ε ) with u ε W 1,p (Ω * ε ) ≤ C there exist a subsequence (denoted again by {u ε }) and functions u ∈ W 1,p (Ω) and
Proof. Similarly to the periodic case the convergence results stated in Theorem follow directly from the fact that u ε = Q * ,ε
L (u ε ) and from the convergence results in Lemmata 5.7 and 5.8.
Locally periodic boundary unfolding operator
As in Section 3 we consider a subset Y 0 ⊂ Y with Lipschitz continuous boundary Γ and
Definition 6.1. For any Lebesgue-measurable on Γ ε function ψ the l-p boundary unfolding operator T b,ε
This is a generalization of the periodic boundary unfolding operator introduced in [15, 16] . We denoteΓ ε = Nε n=1Γ ε n , whereΓ ε n = ξ∈Ξ ε n εD x ε n (Γ x ε n ,K + ξ). Applying the trace inequality in
n ,K + ξ)), for 1/2 < β < 1, respectively, where the constant C depends only on D, K, and Y * , see e.g. [19, 37] . Then, scaling by ε and summing up over ξ ∈Ξ ε n and 1 ≤ n ≤ N ε imply the estimates
where the constant C depends on D, K, and Y * and is independent of ε.
Since Γ x ε n is given by linear transformation of Γ, for a parametrization y = y(w) of Γ, where w ∈ R d−1 , we obtain by x(w) = εD x ε n K x ε n y(w) the parametrization of εΓ x ε n . We consider for Γ that dσ y = √ gdw with w ∈ R d−1 and for Γ x ε n ,K we have dσ n
dw, where g = det(g ij ), g x ε n = det(g x ε n ,ij ) and g ij , g x ε n ,ij are the corresponding first fundamental forms (metrics). We have also
, where the constant C depends on D and K and is independent of ε.
Proof. Equality (i) follows directly from the definition of
Similar calculations and the regularity assumptions on D and K imply the equality and the estimate in (ii). The estimate in (iii) is ensured by (ii) and the inequality (33).
Remark 6.1. By the second estimate in Lemma 6.2 and the assumptions on the transformation matrices D and K, the boundedness of ε u ε p
Similarly to the periodic case [15, 16] , we show the relation between the two-scale convergence on oscillating surfaces and the weak convergence of a sequence obtained by applying the l-p boundary unfolding operator.
thenû(x, y) = u(x, y) for a.a. x ∈ Ω and y ∈ Γ x .
Proof. Using the definition of T b,ε
) and the boundedness of ε u ε p L p (Γ ε ) ensure the convergence of the last integral to zero as ε → 0. Then, using the weak convergence of T b,ε L (u ε ), the l-t-s convergence of u ε , the continuity of D and K, and the fact that |Γ ε \Γ ε | → 0 as ε → 0, we obtain
. Applying the coordinate transformation in the integral on the left hand side, we obtainû(x, y) = u(x, y) for a.a. x ∈ Ω, y ∈ Γ x .
Proof. For an approximation of u by u k ∈ C 1 (Ω) we can write
for some fixedx ε n,ξ ∈ εD x ε n (ξ + K x ε n Γ), where, due to the continuity of u k , we have
The properties of the covering of Ω by {Ω ε n } Nε n=1 and |Ω ε n \Ω ε n | → 0 as ε → 0 imply
Then, the density of C 1 (Ω) in W β,p (Ω), the relation (ii) in Lemma 6.2, and the trace estimate (34) imply the convergence result for u ∈ W β,p (Ω).
To show the convergence in (36) we consider
Then, the estimate (ii) in Lemma 6.2 and the convergence
whereṽ(x, y) = v(x, D x y) for x ∈ Ω and y ∈ Y , ensure (36).
Application of locally periodic unfolding operators
In this section we apply the developed method of the l-p unfolding operator to derive macroscopic equations for microscopic models posed in domains with locally periodic and non-periodic perforations.
7.1. Neumann problem in a locally periodic perforated domain. First we consider a linear elliptic equation with non-homogeneous Neumann boundary conditions on surfaces of a locally periodic microstructure.
We consider Ω * ,ε In Ω * ε we consider the microscopic problem
The assumptions on f ε and G ε imply that there exist functions
Theorem 7.1. As ε → 0 the sequence {u ε } ⊂ H 1 (Ω * ε ) of solutions of the microscopic problem (37) converges to a solution u ∈ H 1 (Ω) of the macroscopic equation
and w j are solutions of the unit cell problems
Proof. Considering u ε as a test function and applying the trace estimate (33) together with the assumptions on A ε , b ε , f ε and G ε imply a priori estimates
where the constant C is independent of ε. Using Theorems 3.3 and 5.9 and Lemma 6.3 we obtain the existence of a subsequence of u ε (denoted again by u ε ) and functions u ∈ H 1 (Ω) and
Considering ψ ε (x) = ψ 1 (x) + εL ε ρ (ψ 2 )(x) with ψ 1 ∈ C 1 (Ω) and ψ 2 ∈ C 1 0 (Ω; C 1 per (Y x )) as a test function and applying the l-p unfolding operator and the l-p boundary unfolding operator we obtain
We consider here
Using the properties of φ Ω ε n , specified in (2), the regularity of D and the strong convergence of T * ,ε
for p ∈ (1, ∞). The estimates (40) together with the regularity of ψ ε and |Λ * ε | → 0 as ε → 0 ensure
Using the convergence results in (41) along with the strong convergence T * ,ε
Considering the transformation of variables y = D xỹ and y = D x K xŷ and using the ansatz
we obtain the macroscopic model (38) .
In the next two subsections we generalize the receptor-based model for an intercellular signaling process presented in [24] to tissues with non-periodic distribution of cells.
7.2.
Model for a signaling process in a tissue with locally periodic distribution of cells. We consider Ω * ε,K = Int Nε n=1 Ω * ,ε n,K ∩Ω and Ω * ,ε
. For the boundaries of the microstructure we use the notations:
. Considering the assumptions on the microstructure we have the following local extension result.
Lemma 7.2. For x ε n ∈Ω ε n , where 1 ≤ n ≤ N ε , and
where µ depends on Y , Y 0 , D and K and is independent of ε and n.
where µ depends on Y , Y 0 , D and K and is independent of ε.
Proof Sketch. The proof follows the same lines as in the periodic case. The only difference is that the extension depends on the Lipschitz continuity of K and D and the uniform boundedness from above and below of | det K(x)| and | det D(x)|. To show (44) we consider first the extension from
(ξ + Y ) and obtain the estimates in (43), where ξ ∈Ξ ε n . Then, scaling by ε and summing up over ξ ∈Ξ ε n and n = 1, . . . , N ε imply the estimates (44).
In the model of a receptor-based signaling process in a cell tissue we consider diffusion of ligands (signaling molecules) l ε in the inter-cellular space and their interaction with free and bound receptors r ε f and r ε b located on surfaces of cells. The microscopic model reads (45)
In a similar way as in [11, 24] we can proof the existence and uniqueness results and a priori estimates for weak solutions of the problem (45)-(46). 
where the constant C is independent of ε.
Proof Sketch. To prove the existence of a solution of the microscopic model we show the existence of a fix point of the operator B defined on L 2 (0, T ; H β (Ω * ε,K )), with 1/2 < β < 1, by l ε n = B(l ε n−1 ) given as a solution of (45)- (46) with l ε n−1 in the equations (46) instead of l ε n . For a given non-negative
there exists a non-negative solution (r ε f,n , r ε b,n ) of (46). Then, the nonnegativity of solutions, the equality
,n , and the Lipschitz continuity of p ensure the boundedness of r ε f,n and r ε b,n . Considering l ε,− n = min{0, l ε n } as a test function in (47) and using the non-negativity of r ε f,n , r ε b,n and the initial data we obtain the non-negativity of l ε n . Applying Galerkin's method and using a priori estimates similar to those in (48) we obtain the existence of a weak non-negative solution
) and the Schauder theorem imply the existence of a fixed point l ε of B. Taking l ε n and ∂ t l ε n as test functions in (47) and using the trace estimate (33) we obtain a priori estimates for l ε n . Testing the equations (46) by ∂ t r ε f,n and ∂ t r ε b,n , respectively, yields the estimates for the time derivatives. Then, using the lower semicontinuity of the norm we obtain the a priori estimates (48) for l ε , r ε f and r ε b . Standard arguments pertaining to the difference of two solutions l ε 1 − l ε 2 , r ε j,1 − r ε j,2 , with j = f, b, imply the uniqueness of the solutions of the microscopic model (45)-(46). Especially, the non-negativity of α ε , r ε f and l ε along with the boundedness of r ε f ensures
.
Testing the difference of the equations for r ε f,1 + r ε b,1 and r ε f,2 + r ε b,2 by r ε f,1 + r ε b,1 − r ε f,2 − r ε b,2 yields
dt.
Considering (c ε − M ) + as a test function in (47) and using the boundedness of r ε j we obtain
Then, applying Theorem II.6.1 in [23] yields the boundedness of c ε for every fixed ε. Considering (47) for c ε 1 and c ε 2 we obtain the estimate for
a.e. in Ω * ε,K × (0, T ) and r ε j,1 = r ε j,2 a.e. in Γ ε T , where j = f, b.
Theorem 7.6. A sequence of solutions of the microscopic model (45)-(46) converges to a solution
A(x)∇l · n = 0 on ∂Ω,
) and the macroscopic diffusion matrix is defined as
Proof. Applying Lemma 7.2 we can extend l ε fromΩ * ε intoΩ ε . We shall use the same notations for original functions and their extensions. The a priori estimates in Lemma 7.5 imply
where the constant C depends on D and K and is independent of ε. Then, the sequences {l ε }, {∇l ε } and {∂ t l ε } are defined onΩ ε and we can determine
Using the a priori estimates in Lemma 7.5 we obtain also the estimates on the boundary
Then, the convergence results in Theorems 3.3, 4.7 and 5.9, Remark 6.1, and Lemma 6.3 imply that there exist subsequences (denoted again by l ε , r ε f and r ε b ) and the functions
) as a test function in (47) and applying l-p unfolding operator and l-p boundary unfolding operator imply
For an arbitrary δ > 0 we consider Ω δ = {x ∈ Ω : dist(x, ∂Ω) > δ} and rewrite the boundary integral in the form
Using the a priori estimates for l ε and r ε j , the weak convergence of 
Similar arguments along with the Lipschitz continuity of F and the strong convergence ofF ε (x,ỹ, l) and
as ε → 0 and δ → 0. Using the convergences results (52), the strong convergence of T ε L (ψ ε ) and T ε L (∇ψ ε ) and the fact that |Λ * ε | → 0 as ε → 0, taking the limit as ε → 0, and considering the transformation of variables y = D xỹ forỹ ∈ Y and y = D x K xŷ forŷ ∈ Γ we obtain
Considering ψ 1 (t, x) = 0 for (t, x) ∈ Ω T we obtain l 1 (t, x, y) = d j=1 ∂ x j l(t, x)ω j (x, y), where ω j are solutions of (50). Choosing ψ 2 (t, x, y) = 0 for x ∈ Ω T and y ∈ Y x yields the macroscopic equation for l. Applying the l-p boundary unfolding operator to the equations on Γ ε we obtain
in Ω T × Γ, wherep ε (x, y, T , and the non-negativity of l ε and α ε yields 
Using the a priori estimates for l ε and the strong convergence of T b,ε L (l ε ) in L 2 (0, T ; L 2 loc (Ω; L 2 (Γ))), collecting the estimates from above, and applying the Gronwall inequality we obtain We remark that in the derivation of the macroscopic equations we used the extension of l ε only intô Ω ε and not into Ω. This local extension allows us to apply the l-p unfolding operator T ε L to l ε . Since in Ω * ε,K we have changes in the period and in the shape of perforations, the l-p unfolding operator T * ,ε L is not defined on Ω * ε,K directly. 7.3. Non-periodic distribution of cells. Similarly to [10] , we define the non-periodic distribution of cells in a tissue by considering a transformation function θ : R d → R d with θ, θ −1 ∈ C 2 (R d ). We assume that the Lipschitz constant of θ −1 is equal to 1/ 
as m → ∞, we conclude that the difference between the boundary integrals convergences to zero as ε → 0. In a similar way we obtain the estimates for the other boundary integrals. We notice that AχΩ * ε = L ε 0 (Ã),α ε = L ε 0 (α) andβ ε = L ε 0 (β), whereÃ(x, y) = A(1 −χ(x, y)), with χ(x, y) = k∈Z d χ(x, y − D x k),α(x, y) = k∈Z d α(y − D x k) andβ(x, y) = k∈Z d β(y − D x k). The regularity assumptions on α, β, D and R ensure thatÃ ∈ L ∞ (∪ x∈Ω {x} × Y x ),Ã ∈ C(Ω; L p per (Y x )), for 1 ≤ p < ∞, andα,β ∈ C(Ω; C per (Y x )).
Hence, using the calculations from above, applying the l-p unfolding operator in the locally periodic approximation of the original model, and conducting similar calculations as in the subsection 7.2 we obtain the macroscopic model for a receptor-based signaling process in a tissue with a non-periodic distribution of cells In the derivation of the macroscopic equations we also used the strong convergence of
L (L ε 0 (β)), as ε → 0. Remark 7.1. In the same way as in [10] , we would like to remark on the difference between the microscopic problem considered here and the corresponding model posed in a domain with a microstructure represented by a periodic function depending on fast and slow variables. If we define the locally periodic microstructure by a function B ε (x) = B(x, θ −1 (x)/ε), where B(x, y) is Y -periodic in y, then the geometry of cells depends on variations in θ. However, as it can be seen in the definition of the characteristic function χ Ω ε c (x, y), in the microstructure considered here the shape of cells does not depend on changes in θ.
