Let K be a algebraically closed field of characteristic 0 that is complete with respect to a non-Archimedean absolute value. Let φ ∈ K(z) with deg(φ) ≥ 2. In this paper we establish uniform logarithmic equidistribution of the crucial measures ν φ n attached to the iterates of φ. These measures were introduced by Rumely in his study of the Minimal Resultant Locus of φ. Our equidistribution result comes from a bound on the diameter of points in supp(ν φ n ) that depends only on n and φ. We also show that the sets MinResLoc(φ n ) are bounded independent of n, and we give an explicit bound for the radius of a ball about ζ G containing Bary(µ φ ).
Introduction
Let K be an algebraically closed field that is complete with respect to a non-Archimedean absolute value |·|. Denote by O its ring of integers and m its maximal ideal. Let k denote its residue field.
Given a rational map φ ∈ K(z) of degree d ≥ 2, Rumely [13, 14] introduced a continuous piecewise affine function ordRes φ (x) defined on the Berkovich line P 1 K over K that carries information about the resultant of PGL 2 (K)-conjugates of φ. Restricting this function to a canonical tree Γ Fix, Repel ⊆ H 1 K and taking the Laplacian gives rise to a measure ν φ called the crucial measure. The crucial measure ν φ is a discrete probability measure which can be written
Theorem 1. Assume that K has characteristic 0 and residue characteristic p ≥ 0. Let φ ∈ K(z) have degree d ≥ 2, and let L φ denote the Lipschitz constant for the action of φ on P 1 (K) with respect to the chordal metric, and letL φ > L φ ≥ 1. There exists a constant N 0 = N 0 (φ) depending only on φ so that if n ≥ N 0 and P ∈ H 1 K is a point with w φ n (P ) > 0, we have ρ(P, ζ G ) < 3n log vLφ .
The proof of Theorem 1 relies on two technical tools, Lemmas 2 and 4 below. The first builds on a result of Rumely and Winburn [15] to gives a lower bound for the distance between a root and a pole of φ. The second relies on a modified lemma of Przytycki (see [10] , Lemma 1) and the non-Archimedean Rolle's theorem established by Faber (see [5] Application 1). We remark that Rumely and Winburn [15] have also given an upper bound for the Lipschitz constant L φ,d of φ with respect to the small metric d P
where Φ is a normalized lift of φ.
The second main result in this paper uses the bound in Theorem 1 to establish that the measures ν φ n satisfy a logarithmic equidistribution condition. Let µ φ denote the equilibrium measure of φ supported on the Berkovich Julia set of φ (see [7] ). In [8] , the author showed that the integrals f dν φ n converge to f dµ φ for functions f ∈ C(P 1 K ) that are continuous on P 
Here, the big-O constant depends on the fixed base point ζ 0 , but is independent of ζ.
A more quantitative version of this result is given in Theorem 5 below where the error constant is given in terms of a constant C φ depending only on φ, the Lipschitz constant L φ , and the Hölder constant and exponent of the potential function u φ (·, ζ G ).
As a corollary to Theorem 2, we obtain several uniform convergence results for potentialtheoretic functions. Here, φ # dentoes the derivative derivative of φ with respect to the spherial metric on P 1 (K), which extends continuously to P 1 K . Corollary 1. Let K be a complete, algebraically closed non-Archimedean valued field of characteristic 0. The crucial measures satisfy the following convergence properties:
1. For each fixed ζ 0 ∈ H 1 K , the potential functions u ν φ n (z, ζ 0 ) converge uniformly to u φ (z, ζ 0 ). 2. The Arakelov-Green's functions g ν φ n (x, y) converge uniformly to g φ (x, y).
3. The Lyapunov exponent of φ can be approximated in terms of the measures ν φ n :
Theorem 3. Let φ ∈ K(z) be a rational function of degree d ≥ 2, and let R = 2 d−1 ordRes(φ). Then for each n, Bary(ν φ n ) = MinResLoc(φ n ) ⊆ B ρ (ζ G , R) .
If m 0 = min x∈P 1 K g φ (x, x) and µ φ dentoes the equilibrium measure of φ, then Bary(µ φ ) ⊆ B ρ (ζ G , R + m 0 − g φ (ζ G , ζ G )) .
Outline
In Section 2 we recall the necessary background from dynamics and potential theory on P 1 K , as well as the construction of the crucial measures ν φ n . Following this, in Section 3 we present several preliminary technical lemmas; these results build on unpublished work of Rumely-Winburn and on a lemma of Przytycki. In Section 4, these bounds are used to establish Theorem 1 by considering the various types of points that can receive weight. In Section 5, we prove a quantitative version of Theorem 2 using the bounds in Section 4 and the equidistribution in [8] Theorem 4. Finally, in Section 6 we give a lemma estimating some of the coeffients of an iterate φ n ; this together with explicit expressions for ordRes φ n (x) and the convergence of these functions in [8] Theorem 1 gives Theorem 3.
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Background
The background is divided into two sections. The first is a brief overview of the Berkovich projective line P 1 K and potential theory on P 1 K , while the second recalls the construction of the crucial measures ν φ . The book [2] by Vladimir Berkovich gives a thorough development of analytic geometry over non-Archimedean fields. A rigorous development of dynamics on the Berkovich projective line can be found in the book by Baker and Rumely ([1] ) and in the thesis of Juan Rivear-Letelier (see [11] ).
The Berkovich Line
Let K be an algebraically closed field that is complete with respect to a non-Archimedean absolute value | · | v . We let O = {z ∈ K : |z| ≤ 1} denote the ring of integers and m = {z ∈ K : |z| < 1}. Let k = O/m denote the residue field of K, with char(k) ≥ 0.
Let D(a, r) := {z ∈ K : |z − a| ≤ r} denote the closed disc of radius r about a in the usual metric, and let D(a, r) − denote the corresponding open disc. Let B(a, r) := {z ∈ P 1 (K) : ||z, a|| ≤ r} denote the closed disc of radius r about a in the chordal metric, and let B(a, r) − denote the corresponding open disc. Note that B(a, r) = P 1 (K) whenever r ≥ 1, and B(a, r) = D(a, r) whenever |a| ≤ 1 and r < 1. 
where a ∈ K and r ∈ R ≥0 . We write ζ = ζ a,r for the point corresponding to the disc D(a, r). The unit disc is often referred to as the Gauss point, and we write ζ G = ζ 0,1 . In the case r = 0, these are simply the norms [f ] a,0 = |f (a)|, which gives a natural embedding of K into A 1 K . Depending on whether or not K is maximally complete, there may be additional points which correspond to limits of points ζ a i ,r i ∈ A 1 K with r i ց 0 but for which the intersection of the corresponding open discs D(a i , r i ) − is empty. These points will not play an important role in this paper.
We often categorize the points of A 1 K into four types:
• Type I points are of the form ζ a,0 for some a ∈ K.
• Type II points are of the form ζ a,r for some r ∈ |K × | \ {0}.
• Type III points are of the form ζ a,r for some r ∈ |K × |.
• Type IV points are limits of points
One can formally obtain the Berkovich projective line P 
Tree Structure
There is a natural correspondence between intervals [r, s] ∈ R ≥0 and segments [ζ a,r , ζ a,s ] in P 1 K . Owing to the fact that the intersection of non-Archimedean discs is either empty or again a disc, this gives P 1 K a natural tree structure. In particular, it is uniquely path connected. We note that the type I and type IV points are the endpoints of the tree.
We can also discuss the tangent space of a point ζ ∈ P 1 K . If ζ is of type I or IV, then it is an endpoint and there is a unique direction pointing into P 1 K . To understand the tangent space at a type II point ζ, we first consider the special case of ζ = ζ G . Here, the underlying disc is D(0, 1), which can be written as a disjoint union
where the α a ∈ O are coset representatives of a ∈ k. Each direction v ∈ T ζ G corresponds either to one of the discs a + m or to the direction pointing towards ∞, giving a natural correspondence between T ζ G and P 1 (k). By changing coördinates, we have that T ζ ∼ = P 1 (k) for any type II point ζ. Type III points have two directions in their tangent space.
For each point ζ ∈ P general is not metrizable. Additionally, the points of type I and the points of type II each form a dense subset of P has points of type IV they also form a dense subset of P 1 K in the weak topology. Frequently, we will also consider finite subgraphs Γ of H 1 K ; these are the union of finitely many segments [P i , Q j ] where each P i , Q j is a point of type II or III. A function f : Γ → R is said to be continuous and piecewise affine if there exists a finite set of points {s 1 , ..., s ℓ } ⊆ Γ such that each segment of Γ \ {s 1 , ..., s ℓ } is isometric to an open interval in R, and f is continuous on Γ and affine on the segments in Γ \ {s 1 , ..., s ℓ }. The collection of all continuous, piecewise affine functions on Γ is denoted CPA(Γ). Given a point ζ ∈ Γ, we let T ζ (Γ) ⊆ T ζ denote the collection of directions that point into Γ. The valence of ζ in Γ is the cardinality of T ζ (Γ), and we write v Γ (ζ) := #T ζ (Γ).
The Action of a Rational Map on P

K
The action of a rational map φ ∈ K(z) extends naturally to P 
As before, a more intuitive way to understand this action is by looking at discs: in nonArchimedean analysis, a holomorphic function will map a disc D(a, r) to another disc φ(D(a, r)) = D(b, s) ([16] Proposition 5.16). Taking more care, one can give an analogous statement for rational maps (which will map punctured discs map to punctured discs, where we puncture the domain at the poles and roots of φ; see [1] Propositions 2.18 and 2.19). Informally, this gives φ(ζ a,r ) = ζ φ (D(a,r) ) .
An important fact is that a rational map preserves the type of a point, e.g. if ζ is of type II, so too is φ(ζ) (see [1] Proposition 2.15).
We will often make use of the fact that the automorphism group of P 1 K is PGL 2 (K) (see [1] Corollary 2.13); more precisely, given any triple (a, ζ, b), where a, b ∈ P 1 (K) and a type II point ζ ∈ [a, b], then there exists a γ ∈ PGL 2 (K) sending the triple (a, ζ, b) to (0, ζ G , ∞). Such a γ need not be unique; however it is unique up to post-composition by an element τ ∈ GL 2 (O), which is the stabilizer of ζ G ( [13] , Proposition 1.1).
Reduction Types
The rational map φ also induces a tangent map φ * at each point of P 1 K . At type I and type IV points, the tangent space is trivial and hence so is the action of φ * . If ζ is a type II point, we may choose elements τ, γ ∈ PGL 2 (K) so that τ • φ • γ(ζ G ) = ζ G . Without loss of generality we may assume that ζ = ζ G and that φ fixes ζ G .
Write
where f and g have no common factors. We say that f , g are normalized representatives of φ if |a i |, |b i | ≤ 1 for each i and at least one coefficient of f or of g is a unit. We can apply the reduction map· : O → k to each of the coefficients of a normalized representative and obtain a map
Note thatf ,g may have a common factor, and so the degree ofφ may be less than d; but because we are assuming φ(ζ G ) = ζ G , the mapφ is non-constant ([1] Lemma 2.17). Indexing directions v a ∈ T ζ G by the corresponding element of P 1 (k), we define the action φ * v a = vφ (a) .
Fix now an arbitrary point ζ ∈ H 1 K . Choose γ ∈ PGL 2 (K) with γ(ζ G ) = ζ. By choosing a normalized representative of φ γ , we define the reduction of φ at ζ to be the map φ γ . The degree of φ at ζ is defined to be deg φ (ζ) = deg( φ γ ). While the reduction of φ at ζ depends on the choice of γ, the notion of degree is well-defined.
The reduction of a map φ at a point ζ determines much of its local behaviour. Perhaps most importantly, a point ζ is fixed by φ if and only if the reduction at ζ is non-constant (see [1] Lemma 2.17). Here, we recall a classification of type II fixed points based on the reduction of φ at ζ:
• A point ζ is said to be a repelling fixed point if deg φ (ζ) ≥ 2. Here, the map φ γ is conjugate over P 1 (k) to a rational map of degree at least 2. A repelling periodic point is called a focused repelling point if there exists a unique direction v ∈ T ζ containing all of the fixed points of φ.
• A point ζ is said to be a multiplicatively indifferent fixed point if deg φ (ζ) = 1 and the reduction φ γ is conjugate over P 1 (k) to a map of the form z → az for some a ∈ k \ {0, 1}.
• A point ζ is said to be an additively indifferent fixed point if deg φ (ζ) = 1 and the reduction φ γ is conjugate over P 1 (k) to a map of the form z → z + c for some c ∈ k × .
• A point ζ is said to be an id-indifferent fixed point if deg φ (ζ) = 1 and the reduction φ γ is the identity on P 1 (k).
These reduction types will play an important role in describing the measures ν φ ; see Section 2.2 below.
Metrics on P
K
In this section, we introduce two metrics d and ρ on P 1 K . Both metrics generate the strong topology on P 1 K , which is finer than the weak topology introduced above. In this topology, P 1 K is no longer compact and in fact is not even locally compact! In order to define these two metrics, we need to introduce the notion of diameter relative to ζ G (one can define a diameter with respect to any ζ ∈ P
is a point of type I, II or III, then it corresponds to a (possibly degenerate) subdisc D(a, r) in the closed unit disc D(0, 1). In this case we define
For a fixed base point ζ ∈ P 1 K , and any two points z, w ∈ P 1 K , we will let z ∧ ζ w denote the unique point in the intersection of the paths [z, w], [z, ζ], and [w, ζ]. We define the small metric on P
The small model metric is an extension of twice the chordal metric on P 1 (K), and is invariant under the action of GL 2 (O). The action of a rational map φ on P 1 K is Lipschitz continuous with respect to this metric (see [1] Proposition 9.37).
Similarly, we define the big metric on
The big metric is PGL 2 (K)-invariant and will play an important role in the study of continuous piecewise affine functions on subgraphs Γ ⊆ H 1 K . It is important to note that both metrics generate the strong topology and on H 1 K they are locally bounded in terms of one another.
Potential Theory on P 1 K
We close this subsection with a discussion of potential theory on P 1 K . Several different, but compatible, approaches to potential theory on P 1 K have been given (see [1] , [6] , [17] ). We will follow the approach of [1] .
Given a point ζ ∈ P 1 K and a direction v ∈ T ζ , one can define the directional derivative of a function f :
provided the limit exists. For a fixed, finite graph Γ ⊆ H 1 K and a function f ∈ CPA(Γ), the directional derivatives exist for all ζ ∈ Γ and all v ∈ T ζ (Γ). We define the Laplacian of f on Γ is the measure
This can be extended to a more general class of functions (those of bounded differential variation) defined on more general Borel sets in P The fundamental kernel for potential theory on P
where δ(x, y) ζ denotes the Hsia kernel relative to some fixed point
For more general ζ, we can define a generalized Hsia kernel as
for an appropriately chosen C ζ depending on ζ. We remark that, for fixed y, ζ ∈ P Let ν be a finite signed Radon measure on P 1 K , and fix a point ζ ∈ P 1 K . The potential function associated to ν is defined to be
It satisfies the property that ∆u ν (·, ζ) = ν − ν(P 1 K )δ ζ . We say that the measure ν has bounded potentials if, for some fixed ζ ∈ H 1 K , the function u ν (z, ζ) is bounded, and likewise that ν has continuous potentials if u ν (z, ζ) is continuous for some choice of ζ ∈ H 1 K . Using the transformation of the Hsia kernel given in (2), one can show that these properties are independent of the choice of ζ.
Finally, the Arakelov-Green's function attachted to ν is the two-variable function
where the normalization constant is chosen so that g ν (x, y)dν(x)dν(y) = 0. This function is symmetric, and for fixed y ∈ P 1 K we have ∆g ν (·, y) = δ y − ν .
The Function ordRes φ (x) and the Crucial Measures
In this section we recall the necessary background that pertains to the measures ν φ n and the crucial set. We refer the reader to the original papers ( [13] , [14] ) for a more rigorous development.
In [13] , Rumely studied a function ordRes φ : P 1 K → R that measured the resultant of various PGL 2 (K)-conjugates of φ. Given a map φ ∈ K(z), we say that a polynomial map Φ : 1) , and at least one coefficient of F or G is a unit. Such a representative of φ is unique up to scaling by a unit c ∈ k × .
The resultant Res(F, G) of a pair of homogeneous polynomials is the determinant of the Sylvester matrix defined by F and G. It has the property that Res(F, G) = 0 if and only if F and G have a common root over the algebraic closure. When studying the reduction φ of φ, it often happens thatF ,G have a common factor over the residue field k. This is measured by the vanishing of In this case, we say that the map φ has good reduction. Many maps, however, do not have good reduction. In this case, one can ask whether some PGL 2 (K)-conjugation φ γ of φ has good reduction. If so, we say that φ has potential good reduction.
The function ordRes φ (x) was originally introduced to determine algorithmically whether a map φ had potential good reduction. The idea is to translate the problem from PGL 2 (K) to P 1 K . Recall that the points of PGL 2 (K) act transitively on type II points; more precisely, given any type II point ζ ∈ H 1 K , there exists γ ∈ PGL 2 (K) with γ(ζ G ) = ζ. One is led to consider a function
Rumely shows ( [13] , Theorem 0.1) that this function can be extended continuously to all of P 
The Crucial Measures
Given that ordRes φ (x) is continuous and piecewise affine, one can compute its Laplacian on finite subgraphs of P 1 K . In particular, looking at an appropriately truncated version Γ FR of Γ FR , one finds
Here, the measure µ Br is the canonical branching measure on Γ FR (see [3] ) and ν φ is the crucial measure.
The crucial measures admit an alternate definition as a weighted sum of point masses. More precisely, we can write
For points P ∈ H 1 K fixed by φ, the weight functions w φ : P 1 K → Z ≥0 can be given in terms of the reduction of φ at P and the number of shearing directions of φ at P : a direction v ∈ T P is called shearing if B v (P ) − contains a type I fixed point but φ * v = v. The number of shearing directions at P is denoted N Shearing (P ).
For points Q which are not fixed by φ, the weight functions w φ depend on the valence of Q in the tree Γ Fix spanned by the type I fixed points. Points of type I and of type IV are assigned weight 0.
Definition 1 ([14], Definition 8).
For each P ∈ P 1 K , the weight w φ (P ) is the following non-negative integer:
K is a branch point of the tree Γ Fix spanned by the type I fixed points, then
3. If P is a type I point, then w φ (P ) = 0.
The tree in H 1 K spanned by the crucial set for the map φ is called the crucial tree, and is denoted Γ Cr . The corresponding tree spanned by the crucial set for the map φ n is Γ n Cr . Rumely also gives the weight formula ([14] Theorem 6.2)
Hence ν φ is a probability measure supported at finitely many points in P 1 K . There is a relationship between the reduction types given above and the weights of fixed points: id-indifferent points receive no weight, as they have degree 1 and do not exhibit any shearing directions. Type II repelling periodic points always receive weight, since deg φ (P ) ≥ 2. One can also show that additively indifferent points that lie in the tree Γ Fix must always receive weight. Multiplicatively indifferent points may or may not receive weight, depending on their valence in Γ Fix .
Preliminaries
In this section, we establish some preliminary results that will be used in deriving the bounds on the crucial set. The first few results build on unpublished work of Rumely and Winburn and pertain to the distance between roots and poles of φ. The latter lemmas make explicit a lemma of Przytycki and give a quantitative estimate of the proximity between critical points and periodic points.
Bounds Concerning Roots and Poles
The Lipschitz constant L φ for the action of φ on P 1 (K) with respect to the chordal metric ||·, ·|| will play an important role in the results below. We recall that
Remark: The Lipschitz constant is always at least 1: choose two points x = y with φ(x) = 0, φ(y) = ∞. Hence ||φ(x), φ(y)|| = 2, and 0
An upper bound for L φ is considered in work of Rumely and Winburn (see [15] ), which will be discussed again below.
. This follows from the fact that the chordal metric is GL 2 (O)-invariant.
, and let L φ γ be the Lipschitz constant for the action of φ on P 1 (K) with respect to the chordal metric. Then for each i = 1, ..., k, we have
Proof. We may conjugate φ by an element γ ∈ PGL 2 (K) that satisfies γ(ζ G ) = ζ 0 . While such a γ is not unique, it is uniquely determined up to precomposition by an element PGL 2 (O). Fix an index i, and let r i = ρ(ζ 0 , ζ i ). We can find τ i ∈ PGL 2 (O) so that γ • τ i (ζ 0,r i ) = ζ i . Replacing φ by φ γ•τ i , we may assume ζ 0 = ζ G , and ζ i = ζ 0,r for some r. By the PGL 2 
We use a description of the action of φ on
with ||x, y|| = 1, and write x = φ n (z), y = φ n (w) for z, w ∈ D(0, r) \ ∪D(a i , r). We find
Translating back to the original map φ and the original point ζ 0 gives the assertion in the lemma.
In their work on Lipschitz constants for φ, Rumely and Winburn define the following constants:
• The root-pole number of φ is given RP(φ) = min{||α, β|| : α, β ∈ P 1 (K), φ(α) = 0, φ(β) = ∞} .
• The Gauss preimage radius of φ is
• The Ball-mapping radius of φ is
In their work, Rumely and Winburn show the following
This, together with Lemma 1 gives
, and let L φ denote the Lipschitz constant for the action of φ on P 1 (K) with respect to the chordal metric. Then
Proof. The conclusion of Lemma 1 gives that, for each ζ i satisfying φ n (ζ i ) = ζ G , we have
Inserting this into the definition of diam ζ G (x) and taking the minimum now gives the result.
A fact that will be used many times below is that if, for some r < 1, D(0, r) contains a root α and a pole β for φ, then we can bound r below by
Bounds Concerning Critical Points and Periodic Points
We now prove two technical lemmas pertaining to the proximity of critical points and n-periodic points. The first is a modification of a lemma of Przytycki (see [10] Lemma 1). Recall that we denote by B(a, r) the closed disc of radius r around a with respect to the chordal metric. We will rely also on the fact that B(a, r) = D(a, r) whenever |a| ≤ 1 and r < 1.
Lemma 3. Let L φ denote a Lipschitz constant for φ on P 1 (K) with respect to the chordal metric. There exists a constant 0 < A φ < 1 depending only on φ such that the following holds: for any critical point c ∈ P 1 (K) of φ and any n > 0, if ǫ < A φ · L −(n−1) φ and φ n (B(c, ǫ)) ∩ B(c, ǫ) = ∅ for some n, then φ n (B(c, ǫ)) ⊆ B(c, ǫ).
Proof. We claim that we can conjugate φ by an element of PGL 2 (O) so as to assume that c = 0 and |φ(c)| ≤ 1. To see that this is possible, we consider two cases. If c, φ(c) lie in the same connected component
Conjugating by γ gives the desired configuration. If c, φ(c) lie in different connected components of P 1 K \ {ζ G }, then we can find an element of γ ∈ PGL 2 (K) sending the triple (c, ζ G , φ(c)) to the triple (0, ζ G , 1) (see [1] Corollary 2.13); necessarily γ fixes ζ G , hence γ ∈ PGL 2 (O), and conjugation by γ achieves the desired configuration.
Writing φ as a Taylor series about c = 0, we have
For k ≥ 2, let a k denote the first non-zero term in this expansion. We can findÃ φ (c) < 1 depending only on φ, c so that, for ǫ <Ã φ (c) and |z| < ǫ < 1, we have
In this case, since |a 0 | = |φ(c)| ≤ 1, the inequality in (3) implies that |φ(z)| ≤ 1 for all z ∈ D(0, ǫ) = B(0, ǫ), and
So, if z, w ∈ B(c, ǫ) = D(c, ǫ) we find (using the ultrametric inequality at the last step)
Let A φ (c) := min(Ã φ (c),
In particular, the chordal diameter of φ n (B(c, ǫ)) is bounded above by ǫ, hence the condition φ n (B(c, ǫ)) ∩ B(c, ǫ) = ∅ implies (by the ultrametric inequality) φ n (B(c, ǫ)) ⊆ B(c, ǫ). Letting A φ := min c is a critical point A φ (c) gives the required constant.
The preceeding lemma can be thought of as a quantitative expression of the fact that if a critical point c of φ is very close to an n-periodic point, then both must lie in the Fatou set. The next lemma will give a similar relationship for a critical point of the n-th iterate φ n and an n-periodic point. The idea is that if B(c, r) contains a critical point c of φ n and an n-periodic point f , then some image φ j B(c, r) will contain the critical point φ j (c) of φ along with the n-periodic point φ j (f ) of φ. We then translate the quantitative results from the preceeding lemma to φ j (B(c, r) ). Proof. It will be more convenient to work with balls in the chordal metric. Let f ∈ D(0, r) denote an n-periodic point of φ, and consider the sets D(0, r) = B(0, r), φ(B(0, r)), φ 2 (B(0, r)), ..., φ n−1 (B(0, r) ). Since φ n has a critical point in D(0, r), the map φ must have a critical point in some φ j (B(0, r)), j = 0, 1, ..., n − 1. As in the proof of Lemma 1, we can estimate
Therefore φ j (B(0, r)) ⊆ B(φ j (0), ǫ) where ǫ = L j φ · r. We note that ǫ < 1: the constant r was chosen so that r < B φ · L
In particular, B(φ j (0), ǫ) is a chordal disc containing a critical point of φ and, since it contains the n-periodic point
Bounds for Weighted Points
In this section, we establish the following theorem:
Theorem 4. Let K be a complete, algebraically closed non-Archimedean valued field of characteristic 0. Let φ ∈ K(z) have degree d ≥ 2.
(A) Suppose φ has potential good reduction, and let P ∈ H 1 K be the point at which φ attains good reduction. Let Φ be a normalized lift of φ at ζ G . Then
(B) Suppose φ does not have potential good reduction, and let L φ denote the Lipschitz constant for the action of φ on P 1 (K) with respect to the chordal metric. Then there exists a constant B φ > 0 depending only on φ such that the following holds: Suppose that for some n ≥ 1 and some P ∈ H 1 K , we have w φ n (P ) > 0. Then
We will establish this theorem by considering separately the different types of weighted points. Our first step is to address those maps that have good reduction; this is essentially a restatement of [13] Theorem 0.1: Proposition 2. Let Φ be a normalized lift of φ. If φ has potential good reduction, and P = ζ is the point at which φ attains good reduction, then
Proof. If φ has good reduction, so too does φ n for all n (see, e.g., [ 
, where Φ is a normalized lift of φ. Hence the asserted bound holds.
We are left to consider the case when φ does not have potential good reduction. Here, we proceed by obtaining bounds for the different types of points appearing in the crucial set.
Proposition 3. Let Φ be a normalized lift of φ, and let P be a focused repelling fixed point for some iterate φ n . Then
Proof. If P = ζ G , the assertion is clear, and so we assume P = ζ G . Let v a ∈ T ζ G be the direction pointing towards P , and let v b ∈ T P be a direction pointing away from ζ G . Choose a type I point
, where ρ(ζ G , P ) = − log v r. Replacing φ by φ γ , we may assume P = ζ 0,r . It suffices to find an upper bound on − log v r. We consider two cases:
Case 1: Suppose that the direction v ∞ ∈ T P is the direction pointing into Γ Fix, Repel . By Rumely's Tree Intersection theorem ( [14] , Theorem 4.2) we have that
. But since P is a focused repelling periodic point, it does not lie in Γ n Fix , and therefore there must be both a pole β and a root α of φ n in P Case 2: Suppose that some finite direction v a ∈ T P \{ v ∞ } is the direction pointing into Γ Fix, Repel . By [14] Proposition 3.1(B), we know s φ n (P, v a ) > 0, and hence φ n (B va (P ) − ) = P 1 K . In particular, φ n has a root α and a pole β in B va (P ). In particular, α, β ∈ D(a, r), and so ||α, β|| = |α − β| ≤ r , and arguing as in the previous case gives
Taking logarithms, this is the asserted bound.
Proposition 4.
Assume that K is a complete, algebraically closed non-Archimedean valued field with characteristic 0. Let L φ denote the Lipschitz constant for the action of φ on P 1 (K) with respect to the chordal metric. Let P be a point with w φ n (P ) > 0 that is fixed by φ n and which is not a focused repelling periodic point. Let B φ be the constant in Lemma 4. Then
If P has a shearing direction, then ρ(P, ζ G ) ≤ n log v L φ .
Proof. If P = ζ G then the assertion is clear, so assume P = ζ G . Since P is not a focused repelling periodic point, we can find two distinct directions v a , v b ∈ T P (Γ n Fix ) containing type I n-periodic points a, b (resp.). Without loss of generality we can assume v a = v ζ G .
Let v c ∈ T ζ G be chosen so that P ∈ B vc (ζ G ) − , and letγ ∈ PGL 2 (k) be a map such thatγ(c) = 0. Let γ ∈ PGL 2 (O) be a lift ofγ with γ(a) = 0. Then P = γ −1 (ζ 0,r ) where − log v r = ρ(ζ G , P ), and 0 is a fixed point for φ γ . Replacing φ by φ γ , the PGL 2 (K)-invariance of ρ implies that it suffices to estimate ρ(ζ G , ζ 0,r ) = − log v r. We will further assume that r < γ −1 p , where
Since w φ n (P ) > 0, P is not id-indifferent. Thus for every v ∈ T P (Γ n Fix ), we have (see [14] Lemma 2.1)
We now consider two cases:
, and hence B v (P ) − contains both a pole β and a root α of φ n . Arguing as in the proof of Proposition 3, we have L −n φ ≤ r .
Case 2: Otherwise, s φ n (P, v a ) = 0 for all v a ∈ T P (Γ n Fix ) \ { v ∞ }. We remark here that this implies [14] , Lemma 2.1). Since P is not a point of good reduction, Faber's theorem ([4] Lemma 3.17) implies that some direction has s φ n (P, v) > 0, and we conclude s φ n (P, v ∞ ) > 0. By [14] Lemma 2.1, this implies that B v∞ (P ) − contains a type I fixed point of φ n . We now consider two subcases:
there is a pole of φ n in D(0, r): the map φ n * : T P → T P is surjective, and so if φ n * v ∞ = v ∞ , then there is a finite direction v a with φ n * v a = v ∞ . We necessarily have that φ n (B va (P )) ⊇ B v∞ (P ), whereby B va (P ) contains a pole β of φ n . In particular, ||β, 0|| = |β − 0| ≤ r .
Arguing as above, we have L −n φ ≤ r . Taken together, Cases 1 and 2A imply that if P has a shearing direction, then L −n φ ≤ r, which is the final assertion of the lemma.
Case 2B: We are thus left to the case that φ n * v = v for each direction v ∈ T P (Γ n Fix ), and
Note that such a P cannot be an additively indifferent or multiplicatively indifferent point: such points have degree 1, and so by the weight formulae (see Definition 1) they must have a shearing direction in order to receive weight. Thus, in this case:
P is a repelling n-periodic point. ( * )
We claim that, after conjugating by an element γ ∈ PGL 2 (O), we can assume that (1) φ n (0) = 0, (2) (φ n ) * v 0 = v 0 , and (3) there exists some v a ∈ T P \ { v ∞ , v 0 } with (φ n ) * v a = v 0 . Note that condition (1) is satisfied by our initial conjugation, and (2) is therefore satisfied since we are assuming that there is no shearing. It remains to show that (3) can be obtained in a way that preserves (1) and (2) . Note that since φ n has no poles in D(0, r), we must have that (φ n ) * w = v ∞ implies w = v ∞ . Hence the reduction φ n at P is a polynomial map. If condition (3) fails, then the only preimage of 0 under φ n is again zero, hence φ n = zd whered = deg φ n (P ). This polynomial has non-trivial finite fixed points {a 1 , a 2 , ..., a ℓ } ∈ P 1 (k), which correspond to directions with #F φ n (P, v a i ) > 0; moreover, for each a i = 0 we can find at least one
Since #F φ n (P, v a i ) > 0, [14] Lemma 2.1 implies that B va i (P ) − contains a type I nperiodic point f i . Further, φ n * v b = v a i for b chosen as above. Conjugating φ n by γ(z) = z + f i for any fixed i ∈ {1, 2, .., k} will give a map satisfying (1), (2) and (3).
With this conjugation, we find that φ n (0) = 0 and that there is some non-zero direction w = γ −1 * ( v a i ) with φ n (B w (P ) − ) = B v 0 (P ) − (recall that v ∞ is the only direction with surplus multiplicity). In particular, B w (P ) − contains a non-zero root of φ n . By the non-Archimedean Rolle's theorem ([5] Application 1), there is a critical point of φ n in D(0, r · γ p ), where γ p = |p| −1/(p−1) > 1. We now apply Lemma 4. Let P ′ = ζ 0,r·γp , and v ′ 0 ∈ T P ′ the direction towards 0. The classical disc D(0, r · γ p ) contains an n-periodic point P of φ and a critical point of φ n .
− is a repelling periodic point, and thus lies in the Julia set, which is a
. Moving the γ p to the other side of the inequality and taking logarithms, this gives the asserted bound.
Lastly, we bound the distance from ζ G to weighted points that are branch points of Γ n Fix which are moved by φ n : Proposition 5. Assume that K is a complete, algebraically closed non-Archimedean valued field with characteristic 0. Let B φ be the constant from Lemma 4, and let γ p = |p| −1/(p−1) . Let P be a point with w φ n (P ) > 0 that is moved by φ n . Then P is necessarily a branch point of Γ n Fix , and
Proof. If P = ζ G , the result is clear, and so we may assume P = ζ G . By Rumely's classification of points with w φ n (P ) > 0 (see [14] Proposition 6.1), P must be a branch point of Γ n Fix which is moved by φ n .
We normalize φ as in the preceeding proposition, so that 0 is an n-periodic point and P = ζ 0,r for some r < 1: since P is a branch point of Γ n Fix , we can find at least two directions v a , v b ∈ T P (Γ n Fix ) that contain type I n-periodic points a, b (resp.). Without loss of generality, we may assume that v a = v ζ G . Let v c ∈ T ζ G be chosen so that P ∈ B vc (ζ G ) − , and letγ ∈ PGL 2 (k) be a map such thatγ(c) = 0. Let γ ∈ PGL 2 (O) be a lift ofγ with γ(a) = 0. Then P = γ −1 (ζ 0,r ) where − log v r = ρ(ζ G , P ), and 0 is a fixed point for (φ (n) ) γ . Replacing φ by φ γ , we can assume that P = ζ 0,r . The PGL 2 (K)-invariance of ρ implies that it suffices to estimate ρ(ζ G , ζ 0,r ) = − log v r. As in the previous proposition, we can further assume that r < γ −1 p , where
If φ n has a pole β in D(0, r), then |β| ≤ r; since 0 is a root of φ n , we may argue using the root-pole number as in the previous proposition to find
Suppose instead that φ n has no poles in D(0, r). Then for each finite direction v a ∈ T P \ { v ∞ }, we have ∞ ∈ φ n (B va (P ) − ). In particular, φ n (B va (P ) − ) = P 1 K , and so φ n (B va (P ) − ) must be a generalized Berkovich disc B φ n * va (φ n (P )) − (see [11] Lemma 2.1, or also [1] Proposition 9.41). Let Q = φ n (P ).
We first claim that Q ∈ (P, ∞]. If not, let w QP ∈ T Q be the direction at Q pointing towards P . Then ∞ ∈ B w QP (Q) − . For each finite direction v a ∈ T P (Γ n Fix ) containing a fixed point, [14] Lemma 2.2 implies that either Q ∈ B va (P ) − or P ∈ B (φ n ) * va (Q) − . The first condition can hold for at most one v a ∈ T P (Γ n Fix ), and since P is a branch point in Γ n Fix there must be some finite direction v a ∈ T P (Γ n Fix ) with P ∈ B (φ n ) * va (Q) − = φ n (B va (P ) − ). This implies that (φ n ) * v a = w QP , and so ∞ ∈ φ n (B va (P ) − ). This contradicts that φ n does not have a pole in any finite direction at P , and so we conclude that Q ∈ (P, ∞]. Write Q = ζ 0,s , s > r.
We next claim that for any finite direction v a ∈ T P (Γ n Fix ), (φ n ) * v a = w 0 , where w 0 ∈ T Q is the direction towards 0. If f a ∈ B va (P ) − is a type I n-periodic point, then f a ∈ φ n (B va (P ) − ) = B (φ n ) * va (Q) − . Since |f a | ≤ r < s = diam ζ G (Q), we must have (φ n ) * v a = w 0 , where w 0 ∈ T Q is the direction towards 0.
As above, let v a ∈ T P (Γ n Fix ) \ { v ∞ }, and let U a = B va (P ) − . Then φ n (U a ) = B w 0 (Q) − , and hence U a ⊆ φ n (U a ). The repelling fixed point critieria ([12] Proposition 9.3, see also [1] Theorem 10.83) implies that each U a contains some repelling n-periodic point (of type I or of type II). In particular,
By the non-Archimedean Rolle's Theorem (see [5] Application 1), φ n has a critical point in the disc D(0, r · γ p ), where
then by Lemma 4 we find D(0, r) − ⊆ F(φ). Hence the convex hull
, and so we conclude
after taking logarithms we obtain the asserted bound.
Proof of Theorem 4. If φ has potential good reduction and P is the point where φ attains good reduction, then the first assertion of the theorem follows immediately from Proposition 2. If φ does not have potential good reduction, then for each point P in the crucial set one of the following holds: either 1. P is a focused repelling periodic point, or P has a shearing direction. Then by Propositions 3 and 4 we have
2. P is fixed by φ n but has no shearing and is not a focused repelling point, or that P is moved by φ. Then by Propositions 3 and 5 we have
By taking maxima, the theorem follows.
With Theorem 4, we can readily establish Theorem 1:
Proof of Theorem 1. If φ has potential good reduction and Φ is a normalized lift of φ at ζ G , then it is enough to choose N 0 so that
If φ does not have potential good reduction, letL φ > L φ denote the constant from the statement of the theorem. The bound in Theorem 4 still holds if we replace L φ byL φ .
SinceL φ > 1, we may choose N 0 sufficiently large so that max n log vLφ , 2(n − 1) log vLφ − log v B φ + 1 p − 1 < 3n log vLφ for n ≥ N 0 , where B φ is the constant from Theorem 4. This, together with Theorem 4, establishes the asserted bound.
Logarithmic Equidistribution
In this section, we use the bounds derived in the preceeding section to establish that the potential functions u ν φ n (z, ζ) converge uniformly to u φ (z, ζ G ) on P 1 K . Fix ζ ∈ P 1 K . If ζ is 'close' to ζ G , then we may aply the standard equidistribution in [8] Theorem 4 to guarantee that u φ (ζ, ζ G ) converges at least locally uniformly. If ζ is 'far' from ζ G , then for an appropriately chosen ǫ > 0 we can push ζ to ζ ǫ , where ζ ǫ is the unique point on the path [ζ, ζ G ] with diam ζ G (ζ ǫ ) = ǫ. Consider the following decomposition:
If ǫ is chosen sufficiently small, the bounds in the preceeding section ensure that there is no crucial mass near ζ or ζ ǫ and so (6) is 0. The second term can be bounded using [8] Theorem 4 with a bound depending only on ǫ and n. Finally, Proposition 6 below guarantees that (8) is bounded in terms of ǫ and a constant depending only on φ.
Preliminary Lemmas
Our first lemma gives an explicit bound on the integral (7):
K . There exists a constant C φ depending only on φ so that for each n ≥ 1, we have 
• max
• R Γ = ρ(ζ, ζ G ), the radius of a ball for which Γ ⊆ B(ζ G , R Γ ).
• D Γ = 4. Recall that D Γ was computed in [8] Lemma 11 as
Here, v(P ) = 2 for each interior point of Γ = [a ǫ , ζ G ] and v(P ) = 1 for each endpoint. The constant E Γ counts the number of edges in Γ (introduced in [8] Proposition 3), which in our case is 1. Finally, K(Γ) counts the number of connected components that can arise by removing a connected subgraph Γ 0 ⊆ Γ, which for a segment can be taken as K(Γ) = 2 (see [8] Lemma 9). Taking this together, we find that D Γ = 4.
Putting these estimates together, [8] Theorem 4 implies
Next we give an explicit bound for (8) . To do this, we will need a technical lemma modelled on a result of Favre and Rivera-Letelier ( [7] Proposition 3.3):
Lemma 6. Let ν be a Borel measure with Hölder continuous potentials (with respect to the small metric d), and let M, α denote the Hölder constant and exponent (resp.) for u ν (z, ζ G ). Let ζ = ζ a,r with r ∈ 0, 1 qv , and let v ζ G ∈ T ζ denote the direction towards ζ G . Then for any
In particular, ν does not charge type I points.
Proof. Let χ(z) = − log v δ(z, ζ a,r ) ζa,q v r be the potential function for the measure δ ζa,q v r −δ ζa,r . Note that this function is identically equal to 1 on B v (ζ) − for each v ∈ T ζ \ { v ζ G } and is identically equal to 0 on P
where here we have used the fact that M, α are the Hölder constant and exponent (resp.) of
(ζ a,qv·r , ζ a,r ) by considering the case |a| ≤ 1 and |a| > 1. In the former case, ζ a,qv·r , ζ a,r lie in the same connected component (resp.). Since
In either case, then d P 1 K (ζ a,qvr , ζ a,r ) ≤ q v r − r. Inserting this into (9) we have
which is the asserted inequality. ), and let M, α denote the Hölder constant and exponent (resp.) for u ν (z, ζ G ).
qv , and let ζ ǫ denote the unique point on [ζ,
Proof. Let v ∈ T ζǫ be the direction towards ζ, and note that the integrand is zero on
denote the unique direction towards ζ k+1 . We will sometimes also write diam ζ G (ζ) = ǫ ζ .
We begin by rewriting the integral U log v δ(z, ζ ǫ ) ζ G − log v δ(z, ζ) ζ G dν(z) as a telescoping sum
Each integrand is bounded above by log v ǫ k+1 − log v ǫ k on the ball B v k (ζ k ) − , and is constant off of this ball. In particular, we have
By the preceeding lemma,
where M, α are the Hölder constant and exponent for φ with respect to the small metric d P 1 K . Inserting this into (10) gives
Making a change of variables η k = ǫ α k , we find
Applying summation by parts to the above sum gives
Suppose now that diam ζ G (ζ) > 0. Let ||ǫ k || = sup k=1,...,N (ǫ k − ǫ k−1 ) denote the mesh of the partition {ǫ k }. Taking the limit as ||ǫ k || → 0, the expression in (12) becomes a definite integral:
Using the fact that ||ǫ k || → 0 if and only if ||η k || → 0, the estimates in (11), (12) and (13) give
In the case that diam ζ G (ζ) = 0, for every δ > 0 let ζ δ be the unique point on [ζ, ζ ǫ ] with diam ζ G (ζ δ ) = δ. If we take partitions {ǫ k } of the smaller interval [δ, ǫ], the above estimates imply
The integrand log v δ(z, ζ ǫ ) ζ G − log v δ(z, ζ δ ) ζ G is non-negative on U and is non-decreasing as δ → 0. By the monotone convergence theorem, taking the limit as δ → 0 = diam ζ G (ζ) and applying (14) gives
which is the asserted bound in the case diam ζ G (ζ) = 0.
We can finally piece this together to obtain the logarithmic equidistribution:
Theorem 5. Let K be a complete, algebraically closed non-Archimedean valued field of characteristic 0. Let φ ∈ K(z) be a rational map of degree d ≥ 2 and suppose that φ has bad reduction. Let L φ > 1 denote a Lipschitz constant for the action of φ on P 1 (K) in the chordal metric and let C φ be the constant from Lemma 5. Let M, α be the Hölder constant and exponent (resp.) for the potential function u φ (z, ζ G ) with respect to the small metric d P 1 K . For n sufficiently large and for any ζ ∈ P 1 K , we have
Proof. By Theorem 4, we find that a point P with w φ n (P ) > 0 for some n must satisfy
We can find a constant N 0 = N 0 (φ) such that, for n ≥ N 0 and w φ n (P ) > 0, we have
Increasing N 0 if necessary, we can also assume that L −3n φ < 1 qv for n ≥ N 0 ; note that this additional constraint depends only on φ and K.
Fix ζ ∈ H 1 K and n ≥ N 0 . If ρ(ζ, ζ G ) ≤ 3n log v L φ , then we may apply Lemma 5 to find
which is stronger than the bound in (15) .
φ . Recalling the decomposition given above, we rewrite our integral as
Since (6) is zero. Applying Lemma 5 to (7), we find that
Finally, by Proposition 6 the term (8) can be bounded as
Combining these gives
The inequalities in (16) and (17) imply the bound asserted in the statement of the theorem.
We can apply the preceeding technical theorem to prove Theorem 2 asserted in the introduction:
Proof of Theorem 2. Thereofre, it sufficies to prove the result for ζ 0 = ζ G . Theorem 5 implies that for any ζ ∈ P 1 K , we have
As an application, we have a proof of Corollary 1:
Proof of Corollary 1. The first result is essentially a restatement of the convergence given in Theorem 2, for u ν φ n (z, ζ) = − log v δ(w, z) ζ dν φ n (w) .
For the second result, we first claim that log v ||x, y||dν φ n (x)dν φ n (y) → log v ||x, y||dµ φ (x)dµ φ (y) .
Fix ǫ > 0. The integrals above can be rewritten in terms of the respective potential functions u ν (·, ζ G ); more precisely, for any Borel measure ν we have log v ||x, y||dν(x)dν(y) = − u ν (y, ζ G )dν(y). By the uniform convergence of the potential functions u φ n (·, ζ G ), we may choose N 0 sufficiently large so that |u φ n (y, ζ G ) − u φ (y, ζ G )| < ǫ
for all n ≥ N 0 . Since u φ n (·, ζ G ) is continuous on P 
for n ≥ N 0 . Combining (19) and (20) establishes the claim: for n ≥ N 0 , log v ||x, y||dν φ n (x)dν φ n (y)− log v ||x, y||dµ φ (x)dµ φ (y) = u ν φ n (y, ζ G )dν φ n (y) − u φ (y, ζ G )dµ φ (y)
We now show the uniform convergence of the two-variable Arakelov-Green's functions g ν φ n (x, y). For any probability measure, the Arakelov-Green's function admits the decomposition g ν (x, y) = − log v ||x, y|| + u ν (x, ζ G ) + u ν (y, ζ G ) + C ν .
The convergence of the potential functions follows from part 1 of the Corollary. We need to only show that the constants C ν φ n converge to the constant C φ associated to g φ (x, y). These constants are given explicitly by C ν = − g ν (x, y)dν(x)dν(y) = log v δ(x, y) ζ dν(ζ)dν(x)dν(y) .
This latter integral can be decomposed as log v δ(x, y) ζ dν(ζ)dν(x)dν(y) = log v ||x, y||dν(x)dν(y) − log v ||x, ζ||dν(ζ)dν(x) − log v ||y, ζ||dν(y)dν(ζ) .
Thus the convergence of the C ν φ n to C φ follows from (18), and hence g ν φ n (x, y) converges uniformly to g φ (x, y).
For the third assertion, we rely on a result of Okuyama: by [8] Theorem 2 the measures ν φ n converge weakly to µ φ . By the first assertion above, u ν φ n (c, ζ G ) → u µ φ (c, ζ G ) for each critical point c of φ. Then [9] Lemma 3.1 implies
as asserted.
6 Bounds on MinResLoc(φ n ) and Bary(µ φ )
In this section we give explicit bounds for the distance from ζ G to MinResLoc(φ n ) and to Bary(µ φ ).
The main lemma used in this task is A similar argument holds for max(|α d n |, |β d n |).
Multipliers of Periodic Points
Lemma 7 can also be used to bound how repelling a type I repelling n-periodic point can be. More precisely, we have Proposition 9. Let P be a type I repelling n-periodic point for φ. Let Φ be a normalized lift for φ. If λ P is the multiplier of P , we have Thus,
