This paper summarizes the main instrumental and methodological points of the tidal research which was performed in the framework of the National Scientific Research Fund Project K101603. Since the project is still running the tidal analysis results published here are only preliminary.
Introduction: motivation and research objectives
Accuracy demands of geodynamics require a consistent analysis of tidal models and environmental effects from place to place on the globe to fully exploit the resolution capabilities of both absolute and relative gravimetry [1] . In the hope of the dramatically decreasing observation time which is promised by the technological developments in absolute gravimetry, one has to reassess carefully all those local and global, mainly periodical influences, the inaccurate knowledge of which is usually compensated by full day measurements.
Visually analyzing the characteristics of some latest absolute gravimetric measurements available in the Pannonian basin, the time variation of the tide-free residuals of drop set averages which are corrected for several environmental effects as well, show periodicities with a few mGal (1 mGal ¼ 10 nms e2 ) peak-topeak amplitude (Fig. 1) . In a bad situation it can be even 7 mGal, although the RMS (root mean square) of a single drop set is only around ±1 mGal as the technical reports provided by the Research Institute of Geodesy, Topography and Cartography, v.v.i., (Ond rejov, Czech Republic) in 2015 and 2016 proof it (P alink as pers. comm.). Among other components of usual data preprocessing scheme it may indicate the deficiencies of the applied solid Earth tidal and/or the corresponding loading models. This might be a significant source of biased gravity determination hence, there is a need for a more accurate tide modeling. Parallel to it other environmental effects have to be studied also carefully to see how the instantaneous value of gravity is influenced by those.
In the seventies of the last century a research was initiated to check the available tidal models on the area of Hungary but at that time only spring-type instruments (mainly Askania operated by E€ otv€ os Lor and Geophysical Institute, Budapest), sometimes borrowed from West European institutions (e.g. LCR ET-16, TU Darmstadt) for inter-comparisons, could be used at some locations (Tihany, Budapest, P ecs) of the country [2e9]. The recording systems were graphical (using special plotters called compensographs) and therefore data analysis needed a lot of manual preparatory work (e.g. digitization). The quality of the results, however, were good and consistent with the accuracy requirements of those times and at that level no significant deviations related to the effects predicted by the tidal and loading models could be indicated [7] . In the eighties the technological developments raised both the resolution and the reliability of the instruments thus gravimetry became a basic tool for geodynamics to record periodical signals having extremely small amplitude and to indicate secular gravity variations with low rate on short time base. Because of financial problems, the gravimetric research in Hungary, however, could not follow these positive tendencies in the last three decades therefore the investigation of tide related phenomena was restricted to extensometric observations and their analysis [10e14]. In the hope of significant improvement of the instrumentation of the Hungarian gravity research, the authors of this paper tried to restart tidal observations in Hungary by the financial support of National Scientific Research Fund NKFIH-OTKA. It is probably the starting point of any kind of geodynamical investigations done by gravimetric methods. The authors' aim is to check the location dependency of the bulk tidal effect at mGal level of accuracy at least, to ensure the highest reliability for tidal corrections in the Pannonian basin (Fig. 2) .
Here the up-to-date state of the gravity meters involved in this research project and on the technical and methodological efforts done so far to attain enough quality in the collected gravity records is presented. Some issues are addressed: performances of readout systems for spring gravimeters without feedback system, quality of the calibration, check on the tilt sensitivity and efficiency of the tilt compensation devices. The two last ones are key metrological issues in gravimetry [15, 16] .
Instrumentation
Although Hungary has no leading edge instrumentation to investigate the time variation of gravity, feasible configurations of Earth tide observing systems based on LaCoste and Romberg (LCR) G type gravity meters have been developed and configured recently in the Geodetic and Geophysical Institute, Research Centre for Astronomy and Earth Sciences, Hungarian Academy of Sciences and in the Geological and Geophysical Institute of Hungary. These instruments are equipped by either conventional Capacitance Beam Position Indicator, briefly CPI (G220, G963, G1188) or a novel electro-optical readout system (G949) but only one of them (G1188) has an Aliod-100 feed-back system (http://userpage.fuberlin.de/geodyn/instruments/Manual_Lacoste_GDl.pdf). A Scintrex CG-5 gravimeter has been also installed at two observation sites. Unfortunately G1188 and CG-5 could be used just in the second half of the project. Since G949 was the only one instrument exclusively dedicated to the project (the others were partly involved in field works and education) it had to be used for the long running (3e9 months) observations. Thanks to the kind support of Austrian institutions and researchers working for Zentralanstalt für Meteorologie und Geophysik, Wien, and for the University of Vienna, an access to the outstanding facilities of the Conrad Observatory was provided including the data of GWR SG025. A parallel, co-located recording (inter-comparison) was managed at the beginning of the tidal mapping project and there is a plan to repeat that at the end of it, in 2017.
The electro-optical readout system of G949 (Fig. 3) is based on an 8 bit Leutron Vision P202M-GigE CCD camera which is combined with an L-VS-TC3-65 objective lens providing a magnification of 3. The CCD chip consists of 1236 Â 1624 pixels, the size of them is 4.4 Â 4.4 mm 2 . The 1 pixel (y 0.8 mGal) native resolution of this electro-optical ocular is slightly improved to 0.5 pixel by an image processing algorithm. Woo et al. applied a similar optical technique to improve the visual reading capabilities of an LCR G meter [17] . The image in the field of view of the microscope (Fig. 4 ) is sampled at 1 Hz frequency and evaluated in real time. The program code gives the position of the index-beam x i relative to the reading line in the pixel coordinate system. Based on the instantaneous positions of the scale ticks it determines also the eigen motion of the image (image shift) which is dominantly a consequence of thermal variations (Fig. 5 ). This causes an apparent change of beam position; therefore its correction is necessary. Since most of the sites used are not thermally stabilized (even if those are in cellars or pitfalls) the instruments are placed in a polystyrene box for the dampening of daily thermal variation. Although its measure is kept below 1 C (typically in the range of ±0.3 C) the correlations between temperature change and both Y (long level) instrumental tilt and image shift are significant; r ¼ 0.74 and r ¼ 0.75, respectively (Fig. 5 ). 5th degree polynomial trends were removed from the correlated data. The resolution capability of this electro-optical readout system is proven by an experiment when G220 was operated in a dual recording mode at Piszk estet} o (PSZ) station for a week. The movement of the index-beam was recorded both optically and by using CPI independently from each other. Since the sensor heating circuits of G220 and G949 are not properly separated from the other electric circuits, the heating cycle unfortunately modulates the outputs of both CPI and electronic levels. In the tilt signal of G220 a clear square signal (DV z 0.3 mV) is present and for G949 it is minimized (DV < 0.1 mV) by a voltage stabilized power supply. At PSZ station the heating cycle was around half a minute (28 s) and this period and its harmonics could clearly be identified in the signals of CPI, CCD ocular and the levels, despite its amplitude was around 0.25 mGal (approximately 0.30 pixel) as the spectral analysis shows (Fig. 6 ).
In the lack of feed-back system the index beam of G949, G220 and G963 freely moves between the motion limiters according to the tidal effect, microseismic noise, seismic signals, etc … , meanwhile it follows the instrumental drift (typically a few dozen of mGals/day) as well. So, depending on the rate of drift, the indexbeam has to be repositioned by turning the micrometer dial of these instruments in regular intervals (typically 1e2 months). For G949 it can be remotely done by operating a step motor connected to the dial of the meter. Unfortunately repositioning adds a transient signal (asymptotic, non-linear decay lasting for even days) to the observations and makes also a step correction necessary. It certainly degrades the reliability of tidal parameter estimation at long periods but since the target wave groups of this project are mainly the diurnal and semi-diurnal ones this effect is negligible. Furthermore the scale factor becomes dependent on the indexbeam position due to the astatic sensor mechanism. Therefore a scale function is needed instead of a scale factor to convert the output data given in mV or pixel units (depending on the type of data recording) to mGal.
The largest distortions of the recorded signal are caused, however, by the varying tilt sensitivity of the gravity meters having no feed-back mechanism. Actually unaccounted tilt variation over time is acknowledged as being a significant bias in gravity measurements [15] . Since the spatial position of the gravity meter related to its starting leveled position continuously changes (Fig. 5 ) and the beam (Fig. 4) does not stay at the reading line (i.e. where the tilt sensitivity of the sensor is negligible in a certain range of tilt), any tilt will bias the readings. Its value depends on both the instantaneous index position and the measure of tilt. In order to minimize its effect both active and passive tilt compensations have been applied. Due to the astatic sensor mechanism the so called long level (Y) tilt has a much larger effect on readings then that of cross level (X) tilt having the same size. 
Active and passive tilt compensation
For the active compensation, a self-controlling, autonomous instrumental platform (Fig. 7) was developed for G949. It monitors the analog signals provided by the X and Y electronic levels of the meter and if any of them exceeds a preset limit (comparator level), the electro-mechanical compensator sets back the position nearly leveled. The threshold is about ±1.5 arcsec (z0.7 mV), which is a kind of experimental optimum regarding the number of necessary active compensation actions. If the thermal variation in the observation room is slow, the instrument pillar is stable and the soil around and below the pillar does not amplify the seismic waves, the system can run for several days without any active compensation. In the range of threshold passive compensation is applied which is based on the linear approximation of tilt sensitivity dg t (i.e. the response of the sensor to unit tilt in Y direction) of the specific meter as a function of x i :
where m is a scaling constant. For the determination of the parameters dg t;0 and m, a series of tilt tests at different index-beam positions must be done. In these "in situ" tests the instrumental platform can be used as a testing platform (actuator) providing a possibility to apply smaller and larger tilts (mainly in the desired threshold interval) on the instrument meanwhile both the tilt values and the response of the gravity meter are recorded (Fig. 8a) . seismic activity [18] or city traffic. Thus the tilt correction Dg t as a function of x i and the instantaneous tilt t reads:
Because of the small value of threshold the effect of tilt in X direction on the measured gravity variation is negligible (1-cos(t)< 10 À14 ).
Instrumental tests and calibrations
As the accurate calibration is a key issue for obtaining reliable results from high precision gravity records [16] , here some calibration tests are presented. The sensor characteristics of the LCR instruments used in this project were investigated by 1) MMC (moving mass calibration), 2) comparison to an available high resolution local tidal model and 3) parallel recording with GWR SG025.
Obviously, correct tidal parameters can only be derived from measurements calibrated in absolute sense. In the lack of an Please cite this article in press as: G. .
It provides almost uniform weights for the averaging of b S i =S i ratios (scales) whereas the time wise approach does not do it. The value of S i for fixed Dt strongly depends on how diurnal and semi-diurnal wave group amplitudes are modulated by wave groups of long periods making the daily tidal variation high or low. Fig. 9 shows the variation of scale factor as a function of index beam position for G949 and G220. The application of the results of relative calibration will provide a set of adjusted tidal parameters, that is delta factors and phase lags, for the specific station (e.g. #1), the values of which are close to the reference model resulting in L2 norm optimum fit between observations and the wave groups (e.g. from Q1 to M3M6) selected for ETERNA analysis [23] . At the next station (#2) the same procedure can be repeated but, of course, the parameters cannot be
assuming that the frequency response of the sensor is sufficiently constant in time. The change of the ratios from place to place may indicate a frequency (i.e. wave group) dependent location dependence of the tidal effect. If it means a uniform scaling of all the wave groups considered then this method cannot be used, since the ratio remains the same (e.g.
regardless the location. A correct model representing the local tidal response at a specific station cannot be determined by this way in absolute sense. An estimation of the effect of location dependency, however, could be still given based on the amplitude ratios of the observed main tidal constituents. For this the value of delta factor d(O1) has to be fixed e.g. to that one obtained from long term SG measurements at COBS and then delta factors d(M2) for the other stations can be derived from the ratios:
where N is the number of tidal stations and f i is the ratio determined from observations for the station i. Then local predictions can be calculated with both the derived set of delta factors (dðO1Þ i ≡dðO1Þ COBS and dðM2Þ i and their corresponding phase lags and compared to the prediction results obtained from a regionally accepted parameter set of the wave groups considered. This way semi-synthetic diurnal and semi-diurnal delta factors can be provided for each station for further investigations. Fortunately O1 is much less influenced by ocean loading effect than M2 according to both model computations and observations [24] thus equation (3) is a sufficient approximation in the research area i.e. in the Alps e Carpathians e Pannonian (ALCAPA) region which is far away from the Atlantic coast of Europe. Fig. 10 shows how and when G949 was calibrated during the runtime of the project. It also presents the daily scale factor variation of G220.
Unfortunately there are some systematic discrepancies between the scale values or scale functions obtained by different methods: 1) All the MMC scales (and scale functions) are significantly smaller than the relative ones. 2) There is also a small, but systematic difference between minemax and full-fit MMC methods. 3) There is a small, but systematic deviation between the MMC scales if rising and lowering experiments are separately treated. 4) Both MMC and relative calibration results show clear time dependence (Fig. 10) .
The most crucial problem is the first point of the list above. A detailed analysis of the available MMC experiments is given by Kis et al. [25] .
Analysis of the observations
In spite of the difficulties (e.g. the accurate determination of the scale factor function) the systems have been successfully used for tidal mapping at mGal level of accuracy as the analyses of 3e9 month long observations indicate at 4 locations (Conrad Observatory e COBS, Budapest e MHGO, Piszk estet} o e PSZ, Tarpa e TRPA) distributed nearly along the latitude of 48 (Fig. 2) . The fifth location Bal astya (BALA) is in the central zone of the Great Hungarian Plain. Some information about the stations are listed in Table 1 .
The standard linear barometric correction was applied on all data sets but up to now loading effects were not accounted for in the analysis. Although the research project is still running the preliminary results show ( Table 2 ) that spring gravity meters G963 and G949 provide self-consistent diurnal and semidiurnal amplitude factors at COBS but those are significantly different from the parameters derived from SG025 parallel observations and from the observations of LCR G1188 at MHGO and CG-5 at TRPA and BALA. These two latter spring type instruments give more or less "standard" delta factors the value of which is close to those of derived from SG025 at COBS.
The application of scale functions instead of average scale values improved only very slightly the overall fit of observations to the reference tidal model defined by the selected wave groups.
The decrease of the standard deviation of unit weight observation m 0 is not more than approximately 0.1 mGal (5% -10% relative improvement, c.f. Table 2 ) for the feed-back-less instruments involved in this project. Please note that m 0 is a dimensionless parameter according to the theory of adjustment but since the observables are exclusively given in gravity unit (homogeneous observables) this number can be interpreted as a quantity characterizing the a posteriori overall fit of gravity observations to the tidal model.
In order to minimize the uncertainties of the derived wave group parameters due to the uncertain calibration factors and functions, the ratios d(O1)/d(M2) were analyzed instead. If the most reliable observations typeset in boldface in Table 3 are selected a clear tendency of the increase of d(O1)/d(M2) can be indicated from west to east (c.f. Fig. 2 ). It is formally in good accordance with the decrease of the amplitude of M2 wave group as a consequence of decreasing ocean loading effect over Europe in this direction [26] .
Conclusions
In the framework of the research project outlined above 6 instruments were used to record tidal gravity changes at 5 different locations in the ALCAPA region. Most of the problems originated by the lack of feed-back systems (LCR G meters) were extensively investigated and both technical and methodological efforts were made to eliminate (or at least to reduce) its effect on the observations. Thanks to these efforts a complete recording system was developed (G949) the functionality of which is equal to the top level instrumentation has been being used for tidal research recently. The experience with this system, however, clearly shows that it is difficult to reach a relative accuracy better than 1% suggesting that sensor quality and the lack of feed-back system are probably of much higher importance than that of any other technological or environmental factors.
Although the project is still running the preliminary results show that there are at least 2 spring type gravimeters (LCR G1188, Scintrex CG-5) which are certainly capable to provide high quality The nominally most reliable ratios are type set in boldface. time series for the analysis of tidal effects at mGal accuracy. So the daily gravity variations with some mGal amplitude indicated by the referred absolute gravity measurements can be studied by them if those were operated in a set up co-located with the absolute instrument.
Based on their observations a small (approximately 0.2%) but clear increasing tendency of the d(O1)/d(M2) ratio from west to east direction is indicated. It is in good accordance with the European observations of the decrease of (bulk) M2 delta factor due to the decrease of ocean loading effects in this direction. The significance of this tendency regarding the accuracy of the tidal parameters, however, has to be further investigated after the closing of the observation campaign. The effect of this location dependence on tidal corrections must also be carefully analyzed. In the near future a special attention has to be paid to the influence of tidal phase parameters the discussion of which is absolutely missing from this report. 
