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This technique is illustrated by the identification of the AMES three-degrees-of-freedom satellite simulator. Examples of 
nonuniqueness were found and analyzed successfully by the algorithm, demonstrating its ability to cope with strongly 
nonlinear cases. 
l1l I I  Il11 111 11 11 11111 I ill 
- - .  -_ 
1. Report No. I NASA m D-6467 
1-4. Title and Subtitle 
OJ33302 
I 2. Government Accession No. 3. Recipient’s Catalog No. I 
NONLINEAR SYSTEMS IDENTIFICATION IN PRESENCE O F  
NONUNIQUENESS 
i 7. Author(s) 
5. Report Date 
I 
August 19P 
6. Performing Organization Code 
1 A-3807 
Jean-NoEl Aubrun 
10. Work Unit No. 
125-19-03-1 1-00-21 I 9. Performing Organization Name and Address 
NASA Ames Research Center 
Moffett Field, Calif., 94035 I 11. Contract or Grant No. 
I 
13. Type of Report and Period Covered 
Technihl Note 
I I 12. Sponsoring Agency Name and Address 
Natjonal Aeronautics and Space Administration 
Washington, D. C., 20546 
14. Sponsoring Agency Code 
?7. Key Words (Suggested byAuthor(sJ J 18. Distribution Statement 
nonuniqueness Unclassified - Unlimited 
I 
Classif. (of this report) [ 20: Security Classif. (of this page) 




TABLE OF CONTENTS 
Page 
SYMBOLS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  V 
SUMMARY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 
INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 
BASIC PARAMETER IDENTIFICATION PROCEDURE . . . . . . . . . . . . . . .  3 
The Plant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3 
The Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3 
The Identification . . . . . . . . . . . . . . . . . . . . . . . . .  3 
THE NONUNIQUENESS PROBLEM . . . . . . . . . . . . . . . . . . . . . . .  9 
DEPENDENCE ANALYSIS . . . . . . . . . . . . . . . . . . . . . . . . . .  12 
Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  12 
Computation Technique . . . . . . . . . . . . . . . . . . . . . . .  14 
Computeroutput . . . . . . . . . . . . . . . . . . . . . . . . . .  15 
APPLICATION TO THE IDENTIFICATION OF A SATELLITE SIMULATOR . . . . . .  16 
Data Acquisition System . . . . . . . . . . . . . . . . . . . . . .  16 
Equations of Motion . . . . . . . . . . . . . . . . . . . . . . . .  17 
Experimental Results . . . . . . . . . . . . . . . . . . . . . . . .  21 
Parameter Identification Problems . . . . . . . . . . . . . . . . .  21 
CONCLUDING REMARKS . . . . . . . . . . . . . . . . . . . . . . . . . .  23 
APPENDIX A - LINEAR DEPENDENCE AND FUNCTIONAL RELATIONSHIPS . . . . . .  25 
APPENDIX B - DEFINITION AND PROPERTIES OF LINEAR CLOSENESS . . . . . .  28 
APPENDIX C - DEFINITION AND PROPERTIES OF THE OPTIMAL BASIS . . . . . .  33 
APPENDIX D - COMPUTATION TEC!INIQUE USED IN THE DEPENDENCE ANALYSIS . . 35 
APPENDIX E - A FORTRAN IV PROGRAM FOR THE DEPENDENCE ANALYSIS . . . . .  40 
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  53 
TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  54 








D E R i  
DETK 




E R O  
M 
PIN ( i )  
N 
ni 
parameter v e c t o r  (N components a l ,  a2,  . . . , aN) 
i t h  parameter 
s e t  of K v e c t o r s  
matrix of coLumn v e c t o r s  D i  (M x N) 
matr ix  of  t h e  column v e c t o r s  D E R i  (M x N) 
p a r t i a l  d e r i v a t i v e  of t h e  v e c t o r  ? with r e s p e c t  t o  t h e  parameter 
a i  ( a f / a a i >  
va lue  of t h e  G r a m  determinant of t h e  f i rs t  K v e c t o r s  D i  
u n i t  v e c t o r  c o l i n e a r  t o  af/aai  
output  space 
l i n e a r  manifold def ined by t h e  N v e c t o r s  D E R i  ( l o c a l l y  
tangent  t o  EN) 
e r r o r  v e c t o r  (M 
p r o j e c t i o n  of ER upon ZN 
components); P - Y 
v e c t o r  f u n c t i o n  of X and U 
Gram matrix of t h e  v e c t o r s  D i  (N x N )  
element of t h e  matr ix  G 
i f  and only i f  
running i n d i c e s  
number of v e c t o r s  i n  a subse t  (o r  subbas is )  BK 
t o t a l  number of  measurements 
dependency index assoc ia ted  with t h e  parameter a i  (FORTRAN 
v a r i a b  1 e)  
number of parameters 
index of t h e  i t h  vec tor  of  t h e  optimal b a s i s  and of t h e  
corresponding parameter 
P 










number of ou tputs  
s e p a r a t i o n  between t h e  v e c t o r  D K + l  and t h e  s e t  BK 
s ep ar a t i on t h r  e s ho 1 d 
t i m e  i n s t a n t s  
i npu t  v e c t o r  ( forc ing  func t ion)  
volume of t h e  hyperpara l le lep iped  spanned by i vec to r s  
s t a t e  v e c t o r  
measured output  vec to r  (M components y ( t l ) ,  y ( t 2 ) ,  . . ., 
Y (tM) 
p r o j e c t i o n  of Y upon CN 
measured time h i s t o r y  of  an output  
angular  th reshold  
model parameter subspace (hypersurface i n  output  space EM) 
time d e r i v a t i v e  of ( ) 
es t imated  va lue  of ( ) 
t ransposed of t h e  mat r ix  ( ) 
i nve r se  o f  t he  mat r ix  ( ) 
Symbols Used i n  t h e  I l l u s t r a t i v e  Example 
bear ing  o f f s e t  x mass M of t h e  p la t form ( t h r e e  components 
bx, by, bz) 
con t ro l  mat r ix  (diagonal 3 x 3 of elements C1,  C 2 ,  C3) 
vo l t age  appl ied  t o  t h e  DC motor 
g r a v i t y  vec to r  (3  components) 
body angular  momentum vec to r  (3 components) 
t o t a l  angular  momentum of t h e  r e a c t i o n  wheels (3  components 
h W 1 ’  hW2’ hW3) 












D i  
cu r r en t  i n  t h e  DC motor 
i n e r t i a  t e n s o r  ( i n e r t i a s ,  Jx ,  J y ,  J z ;  p roducts ,  Jxy, Jxz, Jyz)  
i n e r t i a  t e n s o r  of t h e  wheel-rotor combination (diagonal)  
back e lec t romot ive  f o r c e  cons tan t  
damping cons t an t  
to rque  cons t an t  of t h e  DC motor 
DC ga ins  of  t h e  f i l t e r s  
r e s i s t a n c e  of t h e  wir ing  
skew mat r ix  de f in ing  a c ross  product  
t o t a l  to rque  appl ied  t o  t h e  body 
g r a v i t y  torque  
t o t a l  to rque  due t o  t h e  r e a c t i o n  wheels 
feedback mat r ix  (diagonal 3 x 3 o f  elements al, c t 2 ,  a g )  
time cons tan t  of t h e  f i rs t  o rde r  f i l t e r s  
body angular  v e l o c i t y  vec to r  (3  components p ,  q ,  and r) 
angular  v e l o c i t y  of  t h e  wheel 
Symbols Used i n  t h e  Appendixes 
j t h  component of  t h e  vec to r  DT ER 
product  of  t h e  i first  p i v o t s  
u n i t  v e c t o r  p a r a l l e l  t o  af /aai  
d i f f e r e n t i a l  o f  aK o r  e r r o r  bound on t h e  parameter aK 
expec ta t ion  va lue  of ( ) 
u n i t  v e c t o r  or thogonal  t o  some space 
l i n e a r l y  c l o s e  wi th  r e spec t  t o  t h e  th re sho ld  
va lue  of t h e  i t h  p i v o t a l  element 
s e p a r a t i o n  of  some vec to r  D from some se t  B 
so 
v i i  





€ 2  
0 









s e p a r a t i o n  of some vec to r  from some se t  
some v e c t o r  of E K - ~  
volume of t h e  hyperpara l le lep iped  spanned by t h e  v e c t o r s  of  a 
set  B 
func t ion  of zi 
coord ina tes  i n  t h e  space c 
K- 1 
e r r o r  i n  Y 
e r r o r  i n  Yo 
p a r t  of a Y / a a K  orthogonal t o  EK-1 
square  of  t h e  e r r o r  bound i n  
component of t h e  v e c t o r  a?/aaK on t h e  vec to r  a?/aai 
component of  t h e  vec to r  D K  on t h e  vec to r  Di i n  a p a r t i c u l a r  
Yo 
s e t  
component of t h e  vec to r  DK on t h e  v e c t o r  D i  i n  another  
p a r t i c u l a r  se t  
s e t  union 
set  inc lus ion  
s e t  membership 
u n i v e r s a l  q u a n t i f i e r  ( f o r  any) 
e x i s t e n t i a l  q u a n t i f i e r  ( t h e r e  e x i s t s )  
v i i i  
NONLINEAR SYSTEMS IDENTIFICATION I N  PRESENCE OF NONUNIQUENESS 
Jean-Noel Aubrun* 
Ames Research Center  
SUMMARY 
This r e p o r t  cons iders  t h e  problem of  i d e n t i f y i n g  a set  of parameters  t h a t  
w i l l  match t h e  input -output  of a mathematical model t o  t h a t  of a phys ica l  sys-  
tem. 
determine i f  such parameter va lues  are unique. A genera l  p rocess  of parameter 
i d e n t i f i c a t i o n  i s  descr ibed  t h a t  addresses  t h i s  problem and uses  geometr ical  
concepts i n  terms of  which t h e  nonuniqueness problem can e a s i l y  be def ined .  
Except f o r  p a r t i c u l a r  cases, t h e r e  has been no p r a c t i c a l  method t o  
A d i g i t a l  computer a lgor i thm i s  developed t h a t  analyzes  t h e  s t r u c t u r e  of 
a space def ined  by t h e  parameter s e n s i t i v i t y  func t ions  and t h e  output  d a t a  se t .  
The algori thm deduces an opt imal  s e t  of parameters  t o  be  uniquely i d e n t i f i e d ,  
determines t h e  r e l a t i o n s h i p s  between dependent parameters ,  and s p e c i f i e s  which 
parameters can be obta ined  with a pr ior i  knowledge of  o t h e r s .  I t  does n o t  
r e q u i r e  canonical  or l i n e a r  equat ions f o r  t h e  model bu t  maintains  t h e  phys ica l  
i d e n t i t y  of t h e  parameters .  
w r i t  t en .  
A corresponding FORTRAN I V  program has been 
This  technique i s  i l l u s t r a t e d  by t h e  i d e n t i f i c a t i o n  o f  t h e  Ames t h r e e -  
degrees-of-freedom s a t e l l i t e  s imula tor .  Examples of nonuniqueness were found 
and analyzed s u c c e s s f u l l y  by t h e  algori thm, demonstrat ing i t s  a b i l i t y  t o  cope 
with s t rong ly  nonl inear  cases. 
INTRODUCTION 
The r e l a t i o n s h i p  between t h e  input  and t h e  output  of a phys ica l  system or 
p l a n t  may be descr ibed  i n  most s i t u a t i o n s  by a mathematical r e l a t i o n s h i p  or 
model. 
parameters and with t h e  i d e n t i f i c a t i o n  of t hese  parameters from measurements 
of t he  p l a n t  i npu t  and ou tpu t .  
This paper  i s  concerned with models t h a t  depend on a f i n i t e  s e t  o f  
General t h e o r i e s  of parameter i d e n t i f i c a t i o n  have been e s t a b l i s h e d  ( e . g . ,  
refs. 1 and 2 ) ,  and s p e c i f i c  a p p l i c a t i o n s  have been made ( e . g . ,  refs.  3-7) 
p r imar i ly  t o  l i n e a r  systems f o r  which a thorough mathematical a n a l y s i s  can be 
performed. For t h i s  d i scuss ion ,  a d i s t i n c t i o n  should be  made between two 
types  of parameter i d e n t i f i c a t i o n .  I n  t h e  f i rs t  type ,  t h e  goal  i s  t o  o b t a i n  a 
mathematical r e p r e s e n t a t i o n  of t h e  p l a n t  from which it i s  p o s s i b l e  t o  dup l i -  
cate input-output  sets of measurements.regard1ess of  t h e  a c t u a l  phys ics  o r  
dynamics involved i n  t h e  p l a n t .  This  i s  t h e  concern of r e a l i z a t i o n  theory .  
The algori thm of Ho ( r e f .  7) and la te r  developments introduced by 
*National Research Council Pos tdoc tora l  Assoc ia te  i n  res idence  a t  Ames 
Research Center.  
Kalman ( r e f .  4) are t y p i c a l  of  t h i s  approach. I n  t h e  second type t h e  form of  
the  model is obta ined  f i rs t  from an a n a l y s i s  of t h e  phys ica l  processes  occur- 
r i n g  i n  t h e  p l a n t .  
and t h e  goal  is  t o  o b t a i n  t h e i r  a c t u a l  va lues  from input-output  measurements. 
If these  va lues  are known exac t ly ,  p l a n t  and model w i l l  e x h i b i t  t h e  same inpu t -  
output  p r o p e r t i e s .  However, t h e  converse i s  n o t  t r u e  although o f t e n  i m p l i c i t l y  
assumed ( i . e . ,  t h e  parameter va lues  t h a t  match model and p l a n t  input -output  
may no t  be unique) .  
The parameters  i n  t h i s  case have a d i r e c t  phys i ca l  meaning 
This r e p o r t  i s  mainly concerned with t h e  second type of  parameter 
i d e n t i f i c a t i o n  where i t  is  e s s e n t i a l  t o  recognize  t h e  occurrence of  nonunique 
s o l u t i o n s  f o r  t h e  parameter va lues .  This  nonuniqueness may come from garam- 
e t e r  redundancy o r  i n s u f f i c i e n t  information i n  t h e  measurements o r  both.  
While it i s  p o s s i b l e  i n  l i n e a r  systems t o  t ransform t h e  o r i g i n a l  parameters  
i n t o  a uniquely i d e n t i f i a b l e  reduced se t  (canonical  parameters) ( r e f .  8 ) ,  
t h e r e  i s  no genera l  canonical  s o l u t i o n  f o r  non l inea r  systems. Concerning t h e  
second cause of nonuniqueness, t h e o r e t i c a l  c r i te r ia  are a v a i l a b l e  from estima- 
t i o n  theory  f o r  l inear  systems, bu t  because they  involve idea l i zed  a r i t h m e t i c  
opera t ions  (such as i d e n t i c a l l y  vanishing de terminants ) ,  they may f a i l  com- 
p l e t e l y  when numerical  computation o r  no i sy  measurements are used. 
To so lve  t h e  nonuniqueness problem, t h i s  r e p o r t  f irst  p resen t s  a genera l  
procedure of parameter i d e n t i f i c a t i o n  i n  a more d i r e c t  and p r a c t i c a l  way than  
has been done previous ly .  This procedure i s  used as a framework f o r  analyzing 
t h e  mechanics of parameter i d e n t i f i c a t i o n  on a p r a c t i c a l  l e v e l  and al lows a 
formulat ion of  t h e  nonuniqueness problem t h a t  t akes  i n t o  account t h e  uncer- 
t a i n t i e s  i n  rea l  measurements and computations.  
expressed i n  t h e  r e l a x a t i o n  of s t r i c t  mathematical  concepts t o  the  b e n e f i t  o f  
approximate ones.  I t  i s  r e a l i z e d ,  f o r  i n s t ance ,  t h a t  t h e r e  i s  no such t h i n g  
as a s i n g u l a r  mat r ix  wi th  a d i g i t a l  computer and t h e  c l a s s i c a l  " l i n e a r  depen- 
dence" i s  rep laced  by a concept of " l i n e a r  c loseness  . I 1  
These u n c e r t a i n t i e s  are 
A d i g i t a l  computer a lgori thm i s  developed t h a t  
1. Detects  t h e  ex i s t ence  of nonuniqueness. 
2 .  Determines which sets of parameters  are no t  uniquely def ined and 
which are independent.  
3 .  Determines which parameters should have va lues  s p e c i f i e d  t o  ob ta in  a 
c o r r e c t  answer f o r  t h e  o t h e r s .  
4. Opt iona l ly ,  r e s e t s  t h e  main i d e n t i f i c a t i o n  program with a reduced 
number of parameters t h a t  can be uniquely i d e n t i f i e d ,  t h e  o the r s  being l e f t  a t  
a cons tan t  va lue .  
This computation technique i s  appl ied  t o  d a t a  recorded from the  Ames 
three-degrees-of-freedom s a t e l l i t e  s imula tor .  
t ensor  and some l i n e a r  and nonl inear  c o n t r o l  elements i s  performed t o  provide 
a t y p i c a l  i l l u s t r a t i o n  of  t h e  nonuniqueness problem. 
I d e n t i f i c a t i o n  of t h e  i n e r t i a  
2 
BASIC PARAMETER IDENTIFICATION PROCEDURE 
The P lan t  
The d i r e c t  measurements of a phys ica l  system (p lan t )  may be considered as 
a s e t  of q u a n t i t i e s  t h a t  are recorded a t  d i f f e r e n t  i n s t a n t s  of time. I t  i s  
convenient he re  t o  p a r t i t i o n  the  s e t  i n t o  inpu t  and output  s e t s .  
systems, t he  inpu t  i s  usua l ly  def ined  as some fo rc ing  func t ions  t h a t  modify 
t h e  s t a t e  of t he  system. 
approach t o  t h e  i d e n t i f i c a t i o n  problem. Here i t  w i l l  be  requi red  only t h a t  
t h e  p l a n t  be some kind of  ope ra to r  connecting inpu t  and output .  In  t h e  case  
of  an a i r p l a n e ,  f o r  i n s t a n c e ,  l ong i tud ina l  s t i c k  p o s i t i o n  could be t h e  inpu t  
and p i t c h  r a t e  t h e  output .  However, depending upon t h e  type  of i d e n t i f i c a t i o n  
t o  be performed, one could a l s o  use  long i tud ina l  s t i c k  p o s i t i o n  and p i t c h  ra te  
as inpu t ,  and p i t c h  a c c e l e r a t i o n  as output .  
For dynamic 
This r e s t r i c t i o n  i s  unnecessary f o r  t he  p re sen t  
The Model 
To def ine  the  p l a n t  completely one must know a l l  t he  output  s e t s  t h a t  
correspond t o  a l l  t h e  p o s s i b l e  inpu t  s e t s .  However, t h i s  i s  not  very p r a c t i -  
c a l .  Ins tead  one t r i e s  t o  determine what i s  c a l l e d  a "model," t h a t  i s  some 
process  by which, f o r  any given s e t  of i npu t  va lues ,  one i s  ab le  t o  ob ta in  t h e  
corresponding s e t  o f  ou tput  va lues .  I t  w i l l  never be p o s s i b l e  t o  do s o  
e x a c t l y ,  f irst  because of t h e  a c t u a l  complexity of t h e  p l a n t  and because a 
f i n i t e  number of d i g i t s  have t o  be  used i n  computation. Hence the  model i s  
only an approximation t h a t  descr ibes  t h e  p l a n t  t o  t h e  ex ten t  t h a t  t h e  s e t s  of 
input  and output  va lues  of t h e  model a r e  c l o s e  i n  some sense  (such as least  
squares)  t o  those of t h e  p l a n t .  The approximation, however, w i l l  focus on t h e  
important p r o p e r t i e s  of t h e  p l a n t ,  s o  t h a t  i t s  behavior  can be p red ic t ed  o r  
modified i n  some des i r ed  way. 
The model i n  i t s e l f  depends upon q u a n t i t i e s  c a l l e d  t h e  parameters .  In  
t h i s  d i scuss ion  we w i l l  cons ider  only models whose parameters a r e  i n v a r i a n t  
with r e spec t  t o  time and of f i n i t e  number. For in s t ance  the  mathematical 
model of an a i r c r a f t  may be a system of d i f f e r e n t i a l  equat ions desc r ib ing  i t s  
dynamics. The c o e f f i c i e n t s  i n  these  equat ions ,  such as s t a b i l i t y  d e r i v a t i v e s ,  
i n e r t i a s ,  and con t ro l  ga ins  along with t h e  i n i ' t i a l  conditi 'ons, a r e  normally 
considered the  parameters .  
The I d e n t i  f i c a t  i on 
The o b j e c t i v e  of t h e  i d e n t i f i c a t i o n  process  i s  t o  determine, f o r  a given 
model form, t h e  va lues  of t h e  parameters t h a t  w i l l  make the  model behave l i k e  
t h e  p l a n t .  A genera l  p rocess  of i d e n t i f i c a t i o n  i s  sketched on f i g u r e  1. I f  
t h e  same input  i s  appl ied  t o  both model and p l a n t ,  t h e  b e s t  va lues  f o r  t h e  
parameters a r e  those  t h a t  minimize (with r e spec t  t o  some c r i t e r i o n )  t h e  
d i f f e r e n c e  between model and p l a n t  ou tpu t s .  Therefore  t h e  i d e n t i f i c a t i o n  
algori thm has t o  compare t h e s e  outputs  and a d j u s t  t h e  parameter values  u n t i l  
t h i s  minimum i s  reached. 
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I t  i s  usua l ,  i n  parameter i d e n t i f i c a t i o n  terminology, t o  d i s t i n g u i s h  
between "equation e r r o r "  and "output e r ro r ' '  methods ( r e f .  6 ) .  I t  should be 
poin ted  o u t  t h a t  both of them can be  c a s t  i n t o  t h e  scheme of f i g u r e  1, 
provided a j u d i c i o u s  choice of i npu t  and ou tpu t  i s  made. 
i n s t a n c e  a p l a n t  def ined  by t h e  system of d i f f e r e n t i a l  equat ions :  
Let us cons ider  f o r  
x = F(X, U) 
where X i s  t h e  s t a t e  v e c t o r  and U t h e  c o n t r o l .  An output  e r r o r  method 
w i l l  cons ider  U as t h e  inpu t  t o  a model def ined  by 
and compare t h e  output  2 of the  m9del t o  t h e  measured output X of t h e  
p l a n t  t o  ob ta in  t h e  parameters i n  F .  In  an equat ion  e r r o r  method, U and X 
can be considered as i n p u t s  t o  a model def ined  by 
j i  = F(X, U) 
while j i  i s  now t h e  model output t o  be compared t o  t h e  p l a n t  ou tput  x. 
In  t h e  f i rs t  case  t h e  model i s  d i f f e r e n t i a l ,  i n  t h e  second it i s  
a l g e b r a i c ,  bu t  i n  both t h e  only information concerning t h e  parameters i s  t o  be  
found i n  t h e  comparison between measured and computed ou tpu t s .  
Once t h e  form of t h e  mathematical model i s  s p e c i f i e d ,  two important 
ques t ions  must be asked: 
1. If it i s  p o s s i b l e  t o  match some p a r t i c u l a r  s e t  of input -output  va lues  
of t h e  system t o  t h a t  of t h e  model, using c e r t a i n  va lues  f o r  t h e  parameters,  
and i s  it p o s s i b l e  t o  match every o the r  s e t  wi th  t h e  same parameter va lues?  
2 .  Is i t  p o s s i b l e  t o  match t h e  same input -output  s e t  w i t h  more than one 
s e t  of va lues  f o r  t h e  parameters? 
The f i r s t  ques t ion  r e l a t e s  t o  t h e  problem of modeling; t h e  second expresses 
t h e  problem o f  uniqueness.  
be s tud ied  t o  understand where t h e  uniqueness problem comes from. 
A gene ra l  way t o  perform t h e  i d e n t i f i c a t i o n  mus t  
Consider f i r s t  t h e  case  o f  a s i n g l e  ou tpu t ,  say  y .  Measurements of t h e  
time h i s t o r y  y ( t )  have been made, corresponding t o  a known i n p u t .  In  t h i s  
a n a l y s i s ,  d i g i t a l  computation w i l l  be considered; hence t h e  output s e t  con- 
s is ts  of M d i s c r e t e  va lues  o f  y corresponding t o  t h e  i n s t a n t s  t l ,  t2,  
. . ., t M ,  a s  represented  on t h e  top  curve of f i g u r e  2 ( a ) ,  do t ted  a t  t h e  
measurement p o i n t s .  The model depends upon t h e  N parameters of unknown 
va lues ,  a l ,  a2, . . ., aN. To begin wi th ,  t h e s e  parameters a r e  given some 
assumed va lues ,  pu re ly  a r b i t r a r y  o r  based upon a b e s t  guess.  
i s  known, a computed time h i s t o r y  
p a r t i c u l a r l y  t h e  M d i s c r e t e  va lues  corresponding t o  t h e  same i n s t a n t s  t l ,  
t2, . . ., t M .  In  gene ra l ,  t h e  two time h i s t o r i e s  of y and 9 a r e  d i f f e r e n t  
as shown a l s o  on f i g u r e  2 ( a ) ,  and t h e  problem i s  t o  f i n d  how t h e  parameters 
must be ad jus t ed  t o  make t h e s e  time h i s t o r i e s  as similar as p o s s i b l e .  
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Since  t h e  inpu t  
p ( t )  may be obta ined  from t h e  model, 
An i n t u i t i v e  i d e a  i s  t o  change t h e  va lue  of one parameter,  say  a l ,  by a 
small amount d a l ,  and observe what happens t o  t h e  t i m e  h i s t o r y  of 9 .  A 
s l i g h t l y  d i f f e r e n t  time h i s t o r y  G + d p l  
t u a l l y  some idea  of  t h e  e f f e c t  of t he  parameter a1 and how much i t  should be 
changed could be gained.  The same can be done with a2,  obta in ing  another  
time h i s t o r y  with d i f f e r e n t  c h a r a c t e r i s t i c s ,  and s o  on with t h e  N parameters  
of t he  model. By t h i s  t r i a l  and e r r o r  procedure,  one might be successfu l  i n  
matching t h e  two time h i s t o r i e s .  This technique,  c a l l e d  analog matching, has 
been f a i r l y  success fu l  i n  t h e  p a s t .  I t  i s  obvious,  however, t h a t  it becomes 
imprac t i ca l  i f  t h e  parameters a r e  numerous, although t h e  human mind takes  
d e f i n i t e  advantage of  i t s  p a t t e r n  recogni t ion  a b i l i t y .  
i s  obtained ( f i g .  2 ( a ) ) ,  and even- 
This  process  may be r a t i o n a l i z e d  by cons ider ing  t h e  M values  of y as 
t h e  components of a vec to r  Y,_and the  M corresponding values  of 7, as t h e  
components of another  v e c t o r ,  Y ( f i g .  2 ( b ) ) .  Both Y and f belong t o  an 
M-dimensional space and t h e r e  i s  a one-to-one correspondence between a t i m e  
h i s t o r y  and i t s  r e p r e s e n t a t i v e  vec to r .  
d i f f e r e n t  i s  t o  say  t h a t  t h e  vec tor  Y and Y are d i f f e r e n t .  Thei r  d i f f e r e n c e  
may be expressed d i r e c t l y  by t h e  geometric d i f f e rence  - Y ,  and we de f ine  
the re fo re  an M component e r r o r  vec tor  as 
To zay t h a t  t h e  time h i s t o r i e s  are 
, 
E R = Y - Y  
I t  fol lows t h a t  t h e  d i s c r e t e  time h i s t o r i e s  w i l l  match iff ER i s  zero.  
Consider now what happens when t h e  va lue  of  a l  i s  changed. The change i n  
the  time h i s t o r y  noted previ9us ly  has now a very p r e c i s e  meaning, which i s  t h e  
change d?.1 i n  t h e  vec to r  Y t h a t  becomes equal  t o  
This M component v e c t o r  d?l desc r ibes  unambiguously how the  time h i s t o r y  
has been modified by t h e  increment dal  of t h e  parameter a l .  I f  da l  i s  
small enough, one may w r i t e  
dql = (e) dal 
and a l l  t h e  l o c a l  information concerning the  e f f e c t  of 
h i s t o r y  i s  contained i n  t h e  v e c t o r  a Y / a a l .  Therefore ,  t h e  f i r s t  s t e p  i n  t h e  
i d e n t i f i c a t i o n  w i l l  be  t o  pe r tu rb  each parameter a i  i nd iv idua l ly  and compute 
t h e  corresponding d e r i v a t i v e s  (M components vec to r s )  a?/aai 
a1 upon t h e  time 
by 
a q  ('ii - 9 )  - -  - a a i  d a i  
I t  has j u s t  been demonstrated t h a t  i f  the-va lues  of t h e  parameters are 
changed, it i s  p o s s i b l e  t o  change the  vec to r  Y i n  t h i s  M-dimensional space .  
I t  would be d e s i r a b l e  t o  change it  i n  such a way t h a t  i t  w i l l  co inc ide  with y 
( f i g .  3 ) .  If  simuZtaneous_increments d a l ,  da2, . . ., daN a r e  given t o  t h e  
corresponding parameters ,  Y w i l l  change by an amount 
d? =xi (c) d a i i = 1, N 8% 
This  r e l a t i o n  may be expressed convenient ly  i n  mat r ix  form by consider ing each 
parameter as one component of  an N-dimensional v e c t o r  A, and each v e c t o r  
aP/aa i  as a column of an M x N matrix DER. Then equat ion ( 2 )  i s  
equiva len t  t o  
d? = DER dA ( 3 )  
with 
A 
F i n a l l y  a dA i s  needed such t h a t  t h e  corresponding change i n  Y j u s t  
cancels  t h e  e r r o r  E R ,  t h a t  i s ,  such t h a t  
The l e f t  s i d e  r e p r e s e n t s  t h e  e r r o r  a f t e r  t h e  parameter  vec to r  has been 
changed by dA, r e s u l t i n g  i n  the  change dY i n  Y as shown on f i g u r e  3 .  
Usually t h e r e  are more measurements than  parameters  (M >> N )  s o  t h a t  equa- 
t i o n  (4) cannot be solved d i r e c t l y .  However, a l e a s t  squares  s o l u t i o n  may be 
obtained by minimizing t h e  quan t i ty  (ER + DER dA)2 with r e spec t  t o  dA. A 
well-known express ion  f o r  t h e  s o l u t i o n  i s  given by 
dA = -(DERT DER)-l DERT ER (5 1 
T h i s  s o l u t i o n  i s  v a l i d ,  of course,  provided t h e  inve r se  of t he  square 
mat r ix  (DERT DER) e x i s t s .  
N x N 
This type  of equat ion  is found i n  many i d e n t i f i c a t i o n  techniques ( r e f s .  1, 
2 ,  3 ,  6 ) .  I t  r e p r e s e n t s  a pseudoinversion of _DER and has an i n t e r e s t i n g  
geometr ical  meaning. A s  has been s a i d ,  Y and Y belong t o  an M-dimensional 
space ( f i g .  4 )  and i t  i s  p o s s i b l e  t o  "move" i n  t h i s  space by changing t h e  
va lue  of t he  parameters .  But, s i n c e  t h e r e  a r e  only N pgrameters (N < M), 
they de f ine  a t  most N independent d i r e c t i o n s ;  t h a t  i s ,  Y i s ,  i n  f a c t ,  con- 
s t r a i n e d  t o  s t a y  i n  an N-dimensional subspace EN of  t he  M-dimensional 
space ,  
and i f  i t  were p o s s i b l e  t o  compute everything e x a c t l y ,  t h e  vec tor  Y would 
a l s o  belong t o  t h i s  subspace ZN and f and Y could be made t o  coincide 
exac t ly ,  cance l l i ng  completely t h e  e r r o r  ER and t h e r e f o r e  obta in ing  a per -  
f e c t  match of t h e  t i m e  h i s t o r i e s .  This s i t u a t i o n  corresponds a l g e b r a i c a l l y  t o  
? 
If  t h e r e  were no no i se  i n  t h e  measurements, i f  t h e  model were p e r f e c t ,  
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compatible equat ions i n  t h e  system expressed by equat ion ( 4 ) .  Unfortunately 
t h e  condi t ions  expressed above a r e  never met i n  p r a c t i c e ,  s o  
ou t s ide  t h i s  subspace ZN and cannot be reached by Y .  Therefore  t h e  b e s t  
t a c k  i s  t o  reach t h e  or thogonal  p r o j e c t i o n  Yo of Y upon ZN. The d i s t a n c e  
[(? - Y)2]1/2 w i l l  t hen  be  minimal s o  t h a t  t h i s  can be i n t e r p r e t e d  as a l e a s t  
sqvazes s o l u t i o n .  Equation (5) expresses  nothing but  t h a t  t h e  real  " t a rge t "  
of Y i s  not  Y bu t  Y o .  Indeed from equat ions ( 3 )  and (5) 
d? = DER dA = -DER(DERT DER)-' DERT ER = -ERo 
Y i s  always 
I t  can be shown t h a t  ERo i s  j u s t  t h e  orthogonal p r o j e c t i o n  of ER on ZN 
by ve r i fy ing  t h a t  (ER - ER,) i s  or thogonal  t o  a l l  t h e  vec to r s  a f / a A i  which 
c o n s t i t u t e  a l o c a l  b a s i s  i n  
the  mat r ix  DER,  
ZN; t h a t  i s ,  s i n c e  t h e s e  vec to r s  are contained i n  
DERT(ER - E R ~ )  = DERT ER - DERT DER(DERT  DER)-^ DERT ER o 
I t  must_be emphasized, however, t h a t  equat ion (5) i s  not  t h e  only way t o  
opera te  on Y .  There are many d i f f e r e n t  techniques f o r  ob ta in ing  a ieast  
squares  s o l u t i o n  of equat ion (4 )  and they  may no t  a l l  r e q u i r e  an a c t u a l  mat r ix  
invers ion  as i n  equat ion (5) .  But i t  i s  very important t o  no te  t h a t  the_pro-  
j e c t i o n  proper ty  i s  independent of any technique; '  whatever t h e  method, Y 
w i l l  always be cons t ra ined  i n  some N-dimensional subspace EN and t h e  param- 
e t e r s  ad jus ted  i n  such a way t h a t  ? can reach some t a r g e t  Y o  i n  ZN. Also 
iqdependent of t h e  i d e n t i f i c a t i o n  technique i t s e l f  i s  t h e  f a c t  t h a t  any change 
dY i n  the  output  of t h e  model has  t o  be r e l a t e d  t o  t h e  change dA i n  t h e  
parameter v e c t o r  by 
dY = DER dA 
This expression de f ines  t h e  l o c a l  p r o p e r t i e s  of t he  space ZN. The ex t remi ty  
of f i s  t h e r e f o r e  cons t ra ined  on an N-dimensional hypersurface ZN. The 
l o c a l  hyperplane EN tangent  t o  i s  spanned by t h e  column vec to r s  of DER 
( i . e . ,  t h e  N vec to r s  a?/aAi). When DER i s  cons tan t  with r e s p e c t  t o  t h e  
parameters ,  ZN is  a l s o  a hyperplane and co inc ides  with EN everywhere. When 
it i s  n o t ,  ZN ? 
toward Y o  b u t  toward t h e  p r o j e c t i o n  Y o  of Y on EN.  Because f ,  i s  
only an_approximation f o r  Y o ,  equat ion (5) must be i t e r a t e d .  The evolu t ion  
of ?, Y o ,  and EN during t h i s  i t e r a t i v e  process  i s  represented  schemat ica l ly_  
i n  f i g u r e  5; ? has t o  move_along t h e  curve ZN and the  tangent  t o  ZN a t  Y 
i s  EN. A t  t h e  beginning Y i s  f ( 0 ) .  Equation (5) approximates Yo by the  
p r o j e c t i o n  ?,(1) of Y upon EN(O), A new va lue  P(1) i s  obtained f o r  9 
a t  the  f i rs t  i t e r a t i o n  and t h e  arc (Y(O)f( l ) )  on i s  approximately equal  
t o  the  d i s t a n c e  ?(0)?,(1) on EN(O) i f  p(0)  were c lose  t o  Y O .  S t a r t i n g  
now with f ( 1 ) ,  a b e t t e r  approximation of Yo i s  obtained,  f 0 ( 2 ) .  F i n a l l y ,  
when f ( i )  i s  c lose  enough t o  Yo,  then EN(i) and XN are equ iva len t  t o  
i s  a curved hypersur faceA and equat ion (5) w i l l  n o t  move 
ZN 
'When weights are used i n  t h e  minimization of t h e  e r r o r  (as  i n  maximum 
l ike l ihood  e s t ima t ion  o r  i n  genera l  weighted least  squares  methods), t hese  
r e s u l t s  remain v a l i d  provided t h e  output  vec to r  i s  redef ined  as, s ay  Y ' ,  such 
t h a t  Y '  = WY where W i s  a weighting mat r ix .  
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compute t h e  p r o j e c t i o n  of Y ,  and, i n  gene ra l ,  any l i n e a r  proper ty  of ZN 
w i l l  a l s o  be  found i n  EN.  
Once Yo i s  reached,  t h a t  i s ,  when t h e  time h i s t o r i e s  a r e  matched as 
well as p o s s i b l e  ( i . e . ,  when ER2 i s  minimum, ER2 being t h e  c o s t  of t h e  
i d e n t i f i c a t i o n  s i n c e  i t  i s  a measure of how good t h e  match i s ) ,  one must ask 
i f  i t  i s  p o s s i b l e  t o  change t h e  parameters i n  such a way t h a t  t h e  output  ? 
does no t  change. If t h e  answer i s  yes ,  then it i s  p o s s i b l e  t o  f i n d  another  
se t  of va lues  f o r  t h e  parameters t h a t  w i l l  match t h e  time h i s t o r i e s  as w e l l ;  
hence the  parameters cannot be  uniquely i d e n t i f i e d .  S ince  ZN conta ins  a l l  
t h e  p r o p e r t i e s  of t h e  model, it i s  c l e a r  t h a t  t h i s  nonuniqueness has t o  be  
r e l a t e d  t o  t h e  p r o p e r t i e s  and t h e  s t r u c t u r e  of EN, o r  t o  those  of EN i f  
only l i n e a r  pi-opert ies  are involved.  
Before t h i s  p o i n t  i s  developed, a l a s t  word should be  s a i d  f o r  t he  
mul t iou tput  case .  I f  t h e  system has P ou tpu t s ,  y l ,  y2 ,  . . ., yp, each com- 
posed of Mo measurements, then the  v e c t o r  Y i s  cons t ruc ted  with these  
Mo x P q u a n t i t i e s .  The order  i n  which t h e s e  measurements a r e  taken t o  form 
t h e  components of Y i s  of no importance provided t h e  same o rde r  i s  used f o r  
t he  model ou tput  ?. 
i n  expression (6)  where Y and Y are M-dimensional with M = M o x P  and 
(9 - Y )  w i l l  be  zero i f f  t he  P time h i s t o r i e s  of t h e  model are equal t o  
the  corresponding t i m e  h i s t o r i e s  of t h e  system. With t h i s  d e f i n i t i o n  of  Y 
and Y ,  a l l  t h e  previous d iscuss ions  and r e s u l t s  a r e  v a l i d .  
An examplfi: of t he  vec to r s  and mat r ices  involved i s  given 
Matrix of the derivatives of the model output Plant Mode 1 output output 
Y (MI f (MI DER ( M  x N) 
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THE NONUNIQUENESS PROBLEM 
To avoid any confusion with o the r  p o s s i b l e  t h e o r e t i c a l  d e f i n i t i o n s ,  we 
have t o  make c l e a r  t h a t  t h e  nonuniqueness problem considered he re  i s  a p r a c t i -  
c a l  one. The only a v a i l a b l e  information i s  a s e t  of input -output  values  of 
t h e  p l a n t  from which t h e  parameters of t h e  model have t o  be i d e n t i f i e d .  
could be obtained,  f o r  i n s t ance ,  during a f l i g h t  t es t  and t h e  corresponding 
p i ece  of d a t a  i s  of f i n i t e  l ength .  I t  might happen t h a t  t h e  i d e n t i f i c a t i o n  
using t h i s  p a r t i c u l a r  d a t a  has nonuniqueness problems, while  another  p i ece  of  
d a t a  taken with t h e  same a i r p l a n e  leads t o  unique va lues .  Therefore  t h e  non- 
uniqueness i s  r e l a t i v e  t o  a given s e t  of d a t a ,  al though i t  might a l s o  be an 
i n t r i n s i c  proper ty  of t h e  model, i n  which case i t  w i l l  always be found. 
This 
When d i scuss ing  t h e  i d e n t i f i c a t i o n  process  i t  was s a i d  t h a t  t h e  
parameters of t h e  model def ined  l o c a l l y  an N-dimensional subspace E N ,  t h e  
b a s i s  vec to r s  of t h i s  subspace being t h e  M-component vec to r s  a?/aai. In  
f a c t  t h i s  i s  t r u e  only i f  t h e  b a s i s  vec to r s  a r e  l i n e a r l y  independent.  
wise E N  i s  not  t r u l y  N-dimensional and the  f a c t  t h a t  one vec to r  of t h e  
b a s i s  can be expressed as a l i n e a r  combination of some o t h e r s  means t h a t  t h e  
e f f e c t  of one parameter change could be obtained a l s o  by a simultaneous change 
i n  some o the r  parameters .  
t h i s  case.  If equat ion (5) i s  used, t he  matr ix  (DERT DER) i s  s i n g u l a r  and t h e  
computation might s t o p  a t  t h i s  t ime. 
l i k e l y  i n v e r t  i t  anyway, because roundoff e r r o r s  make it gene ra l ly  impossible  
t o  ob ta in  a hard zero f o r  t h e  determinant .  The s o l u t i o n  obtained i n  t h i s  case  
might very wel l  match t h e  time h i s t o r i e s  because of t h e  adap ta t ive  n a t u r e  of  
t h e  algori thm, as w e  have a c t u a l l y  observed on s imulated d a t a .  If o t h e r  
techniques a r e  used t h a t  do no t  involve an a c t u a l  i nve r s ion  (as i n  t h e  s t eep -  
est  descent  method), then a s o l u t i o n  i s  reached anyway. 
uniqueness w i l l  be unnoticed and wrong conclusions w i l l  be drawn i f  one 
observes only t h e  f i t  i n  t h e  ou tpu t s .  One should be ca re fu l  no t  t o  judge 
th ings  only f o r  t h e i r  ou te r  p r o p e r t i e s ,  bu t  t o  understand a l s o  t h e  inne r  
aspec t  ( i . e .  , i n  t h i s  case ,  t h e  r e a l  s t r u c t u r e  of t h e  space EN). 
N 
Other- 
Obviously t h e r e  w i l l  no t  be a unique s o l u t i o n  i n  
Unfortunately,  t h e  computer w i l l  very 
Here again t h e  non- 
Consider a two-dimensional example t o  begin wi th ,  corresponding t o  a 
model with two parameters al and a2.  Here, EN 1:s E2 (i .e: ,  a p lane)  and 
i s  shown on f i g u r e  6 (a )  with t h e  b a s i s  vec to r s  a Y / a a l  and aY/aa2. The 
" t a rge t "  i s  Y o ,  t h e  p r o j e c t i o n  on E 2  of some M-dimensional vec to r  Y .  The 
amounts da l  and da2 by which t h e  parameters have t o  be changed are equal  t o  
the  components of 
components 
Yo - ? on t h e  b a s i s ,  because by d e f i n i t i o n  of t h e  
and t h i s  i s  a l s o  equal  t o  t h e  change i n  
Consider now t h e  case  of f i g u r e  6(b)  where t h e  b a s i s  vec to r s  are p a r a l l e l .  
Here YO may be reached by changing e i t h e r  a1 o r  a2, o r  bo th .  The v e c t o r i a l  
equat ion (7)  co l l apses  i n  one a l g e b r a i c  equat ion t h a t  of course has  an 
? according t o  equat ion ( 2 ) .  
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i n f i n i t y  of s o l u t i o n s  i n  da l  and da2. The model does n o t  r e a l l y  depend 
s e p a r a t e l y  on a1 and a2 b u t  on some func t ion  of them (see appendix A). How- 
ever ,  i f  t h e  t r u e  va lue  o f ,  say ,  a1 i s  known (from o t h e r  sets of measurements 
f o r  i n s t a n c e ) ,  it i s  p o s s i b l e  t o  cont inue t h e  i d e n t i f i c a t i o n  process  and 
ob ta in  t h e  t r u e  va lue  of a2, a1 being removed from t h e  pe r tu rba t ion  process  
and l e f t  a t  i t s  t r u e  va lue .  These b a s i c  ideas  w i l l  be  extended t o  t h e  
N-dimensional case, bu t  we have been dea l ing  s o  far with a s t r i c t  mathematical 
d e f i n i t i o n  of l i n e a r  dependence and independence. Here t h e r e  i s  a d e f i n i t e  
boundary between t h e  cases of f i g u r e s  6 ( a )  and 6 ( b ) .  
In  t h e  real  world t h i s  yes-or-no s i t u a t i o n  does no t  e x i s t  and 
Y o  
in te rmedia te  states must be considered.  Because of n o i s e  i n  measurements, t h e  
actual output  of t h e  p l a n t  i s  no t  b u t  may be  somewhere i n  a domain su r -  
rounding Yo.  Assuming some kind of  boundaries f o r  t h i s  unce r t a in ty  domain, 
as represented  on f i g u r e  7 by tQe shado!ed a r e a ,  t h e r e  are corresponding 
u n c e r t a i n t i e s  i n  t h e  vec tors  dY1 and dY2 (shadowed p a r t s  of t h e  a x i s  i n  
f i g u r e  7) t h a t  i n  t u r n  cor responi  t o  uncert9int ie .s  i n  da l  and da2.  If  t h e  
angle  between t h e  two vec to r s  aY/aa l  and a Y / a a 2  i s  decreased,  t hese  uncer- 
t a i n t i e s  i nc rease .  If they become, s ay ,  one o rde r  of magnitude l a r g e r  than 
t h e  parameters themselves,  f o r  a l l  p r a c t i c a l  purpose t h e s e  parameters a r e  no t  
uniquely def ined.  However, t h e  values  obtained f o r  t h e s e  parameters a r e  no t  
indepenGent of each o t h e r ,  s i n c e  they must s a t i s f y  t h e  c o n s t r a i n t  t h a t  
dq1 + dY2 f a l l s  i n s i d e  t h e  unce r t a in ty  domain of Yo.  Therefore ,  i f  the  
angle  between t h e  two b a s i s  vec to r s  i s  less than  some th re sho ld  E ,  nonunique- 
ness  w i l l  be experienced almost as i f  t h i s  angle  were zero,  and these  vec tors  
a r e  c a l l e d  l i n e a r l y  c l o s e  by analogy with t h e  s i t u a t i o n  encountered with 
" l i n e a r l y  dependent" vec to r s .  
These ideas  can be extended i n  a K-dimensional case  and are developed i n  
appendix B.  Cocsider a space - E K - ~  ( f i g .  8) spanned by t h e  iGdependent vec- 
t o r s  aP/aa l ,  a Y / a a Z ,  . . ., a Y / a a K - l ,  and a Kth v e c t o r ,  aY/aaK. The K 
vec tors  
angle  between a Y / a a K  and i t s  p r o j e c t i o n  on t h e  space E K - ~  i s  smaller than 
some threshold  I t  i s  a l s o  convenient t o  cons ider  t h e  d i s t ance  between t h e  
extremity of  a Y / a a K  and t h e  space E K - ~ .  I f  aY/aaK i s  n o p a l i z e d  t o  un i ty ,  
t h i s  d i s t ance ,  s, i s  a measure of t h e  f f sepa ra t ion"  between 
The l i n e a r  c loseness  condi t ion  i s  then expressed as 
a?/aal ,_a?/aa2,.  . ., a f / a a K - l ,  af/aaK a r e  l i n e a r l y  c lose  i f  t h e  
aY/aaK and E K - ~ .  
S < s o  = s i n ( & )  
If  t h e  threshold  so is  chosen equal  t o  zero,  equat ion (8) de f ines  t h e  
c l a s s i c a l  l i n e a r  dependence. The choice of s o  g r e a t e r  than zero expresses  
t h e  u n c e r t a i n t i e s  t h a t  are due t o  real measurements and real  computation, t h e  
l a t t e r  in t roducing  i n  add i t ion  some e r r o r s  i n  t h e  d i r e c t i o n  of t h e  vec to r s  
af /aai ,  which j u s t i f i e s  even more s t r o n g l y  t h e  n e c e s s i t y  of t h e  l i n e a r  
c loseness  concept. 
In  t h e  s e t  of t h e  N vec tors  a?/aai t h e r e  may be d i f f e r e n t  l i n e a r l y  
c lose  subse t s  t h a t  w i l l  be  r e spons ib l e  f o r  a nonunique s o l u t i o n  i n  t h e  i d e n t i -  
f i c a t i o n .  However, t h e  nonuniqueness w i l l  a f fect  only t h e  parameters 
involved i n  these  subse t s .  Therefore ,  i f  it i s  p o s s i b l e  t o  f i n d  these  
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dependent (or  almost dependent) sets,  no t  only t h e  cause of nonuniqueness i s  
found b u t  a l s o  some cure.  Indeed, by removing from t h e  i d e n t i f i c a t i o n  process  
one parameter i n  each s e t  ( i . e . ,  l e a v i n g , t h e s e  parameters wi th  a cons tan t  
value)  t h e  degeneracy of t h e  space EN i s  removed and t h e  i d e n t i f i c a t i o n  may 
cont inue with a smaller number of parameters f o r  which t h e r e  w i l l  be  a unique 
s o l u t i o n .  O f  course,  t h i s  s o l u t i o n  w i l l  depend upon t h e  va lues  given t o  t h e  
d iscarded  parameters ,  b u t ,  and t h i s  i s  a key p o i n t ,  i f  t h e  t r u e  va lue  of t h e  
d iscarded  parameter of a given dependent s e t  i s  known from any o t h e r  source of 
information,  and i f  t h i s  va lue  i s  given t o  t h i s  parameter,  then  t h e  values  
obtained i n  the  i d e n t i f i c a t i o n  f o r  t h e  o t h e r  parameters of t h i s  s e t  a r e  
c o r r e c t .  Moreover, even i f  no th ing  i s  known, some parameters might n o t  be 
involved a t  a l l  i n  any dependent s e t ,  and f o r  t hese  independent parameters a 
c o r r e c t  answer w i l l  be  obtained,  r ega rd le s s  of t h e  s i t u a t i o n  f o r  t h e  o t h e r s .  
That i s ,  i f  t h e  dependent parameter is removed and t h e  i d e n t i f i c a t i o n  con- 
t inued ,  t h e  f i n a l  va lue  of a l l  parameters t h a t  were no t  involved i n  t h e  
dependent s e t s  w i l l  be  c o r r e c t .  
An obvious p o i n t ,  which has  a l s o  t o  be considered,  i s  t h a t ,  above a l l ,  a 
has no e f f e c t  on t h e  model, a t  l e a s t  f o r  t h e - p a r t i c u l a r  input -  
vec to r  a?/aai has t o  be nonzero. If  such a vec to r  i s  zero,  t h i s  means t h e  
parameter 
output  s e t  considered.  Again one should r ea l i ze  t h a t  i f  a Y / a a i  i s  small 
enough,2 a i  w i l l  be considered an i r r e l e v a n t  parameter.  Therefcre  t h e  
i r r e l e v a n c e  may be checked f i rs t ,  while  computing the  vec to r s  a Y / a a i .  
a i  
The problem of  i r r e l e v a n c e ,  which i s  t h e  s imples t  case of nonuniqueness, 
can be r e l a t e d  t o  a l i n e a r  c loseness  s i t u a t i o n .  For example, cons ider  a prob- 
lem with two parameters a1 and a2. I f  aP/aa2 i s  found small enough, a2 ,  i s  
dec lared  i r r e l e v a n t .  
such t h a t  
Let us d e f i n e  then a new s e t  of parameters ai and a2 
I 1 a2 = a2 - a1 
it fol lows t h a t  
A 
a? + -  a? ay aai aa, aa2 - 
and t h e  angular  s e p a r a t i o n  between these  two vec to r s  i s  
2The problem of de f in ing  a good c r i t e r i o n  i s  d e l i c a t e  and it i s  d i f f i c u l t  
t o  g ive  d e f i n i t e  r u l e s .  One p o s s i b l e  approach is  t o  compare t h e  r e l a t i v e  
change i n  t h e  output  t o  t h e  r e l a t i v e  change i n  t h e  parameter .  
c i s i o n  with which t h e  computations a r e  performed has t o  be  taken i n t o  account,  
s i n c e  t h e  change i n  t h e  last  d i g i t  i s  no t  very  s i g n i f i c a n t .  
Also t h e  p re -  
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which i s  small when ai;/aa2 i s  smal l .  Therefore  t h e  i r r e l e v a n c e  of a2 i s  
equiva len t  t o  a c loseness  between a; and a;. 
In  conclusion,  t h e  ana lys i s  of t h e  s t r u c t u r e  of  t h e  space EN provides  
an accu ra t e  way of d e t e c t i n g  t h e  occurrence of  nonuniqueness and prevents  t h i s  
occurrence from causing a complete l o s s  s i n c e  i t  i n d i c a t e s  not  only t h e  
c o r r e c t l y  i d e n t i f i e d  parameters ,  b u t  a l s o  what a p r i o r i  knowledge is  requ i r ed  
t o  complete the  i d e n t i f i c a t i o n .  How such an a n a l y s i s  can be performed on a 
d i g i t a l  computer w i l l  be  d iscussed  nex t .  
DEPENDENCE ANALYSIS 
Two important s t e p s  t h a t  a r e  requi red  be fo re  cons ider ing  t h e  computer 
program are d iscussed  i n  t h i s  s e c t i o n .  
d e f i n i t i o n  of t h e  opera t ions  t h a t  must be  performed and t h e  mathematical p r i n -  
c i p l e s  on which they  a r e  based. The second s t e p  e s t a b l i s h e s  t h e  a c t u a l  method 
of computing t h e  numerical  values  corresponding t o  t h e s e  opera t ions .  The 
mathematical background used i n  the  s e c t i o n  "Pr inc ip le"  below can be found i n  
appendixes B and C ,  whi le  t h e  d e t a i l e d  a n a l y s i s  of  t h e  computation technique 
i s  given i n  appendix D .  The program i t s e l f ,  which has been w r i t t e n  i n  
FORTRAN IVY i s  explained and l i s t e d  i n  appendix E with an example of ou tput .  
The f i r s t  s t e p  i s  concerned with t h e  
Since t h e  dependence ana lys i s  involves  t h e  N vec to r s  a?/aai, i t  i s  of 
course supposed t h a t  t h e  components of t hese  vec to r s  have been computed and 
s t o r e d ,  e i t h e r  as a p a r t  of t h e  i d e n t i f i c a t i o n  process ,  o r  only f o r  t he  pur- 
pose of t h i s  a n a l y s i s .  
discussed s i n c e  t h e  technique may d i f f e r  cons iderably  depending upon the  model, 
t h e  type of  problem and o the r  p r a c t i c a l  cons ide ra t ions .  However, i t  might be 
convenient t o  look f o r  t he  i r r e l e v a n t  parameters  a t  t h e  time of t h i s  computa- 
t i o n  ( i . e . ,  check t h e  magnitude of aP/aai with r e spec t  t o  some c r i t e r i o n ) .  
In  any case ,  a check f o r  zero valued vec to r s  i s  always made a t  t h e  beginning 
of t h e  dependence a n a l y s i s .  
The a c t u a l  computation of t h e s e  components w i l l  no t  be 
P r i n c i p l e  
The s e t  of t h e  M-dimensional vec to r s  
t h e  l i n e a r  c loseness  involves  only angular  
vec tors  
a?/aai must be analyzed. Since 
p r o p e r t i e s ,  a s e t  of normalized 
may be used i n s t e a d .  
been found and the  corresponding vec to r s  
t h a t  
Call  BN t h e  s e t  of  t h e  N vec to r s  a Y / a a i .  The problem i s  t o  f i n d  what are,  
i f  any, t h e  almost dependent subse ts  BK i n  t h e  se t  BN (BK C BN,  K = 1,N). 
A t  t h i s  s t a g e  t h e  i r r e l e v a n t  parameters have a l r eady  
removed from t h e  s e t ,  s o  a?/aai 
N i s  the  number of r e l evan t  p a r 9 e t e r s  and equat ion (10) i s  meaningful. 
1 2  
One p o s s i b l e  method i s  t h e  fol lowing:  s i n c e  any subse t  t h a t  conta ins  a 
l i n e a r l y  c lose  subse t  i s  i t s e l f  l i n e a r l y  c l o s e  (appendix B ) ,  one could f irst  
look f o r  a i l  t h e  p o s s i b l e  two-dimensional se ts ,  then f o r  t h e  three-dimensional,  
and so  on up t o  N-dimensional. Each t i m e  a subse t  i s  found l i n e a r l y  c lose ,  
one vec to r  could be  removed and t h e  process  could be continued with a sma l l e r  
number of vec to r s .  This way would ensure t h a t  when a K-dimensional subse t  i s  
found dependent (o r  almost dependent),  by removing one vec to r  of t h e  subse t ,  a 
K - 1 dimensional subse t  would be obtained t h a t  would conta in  only independent 
vec to r s .  Unfortunately,  t h e  t i m e  involved makes t h e  s t r a igh t fo rward  appl ica-  
t i o n  of t h i s  method t o  a d i g i t a l  computer un feas ib l e  s ince the  computation of 
2N determinants  i s  r equ i r ed  (which a l ready  takes  one minute on t h e  I B M  360/60 
f o r  1 2  parameters and t h i s  f i g u r e  i s  doubled f o r  each parameter added). 
Another important cons ide ra t ion  i s  t h a t  when a vec to r  has t o  be removed, 
many choices  a r e  p o s s i b l e  and some are b e t t e r  than o t h e r s .  We have seen 
indeed t h a t  t he  nonuniqueness comes from t h e  fac t  t h a t  t h e  b a s i s  vec to r s  
a P / a a i  c o n s t i t u t e  a skew b a s i s .  
b a s i s ,  t he  l e s s  tendency t o  nonuniqueness. For example, i f  t h r e e  vec tors  a r e  
found i n  a p lane  ( f i g .  9 ) ,  t he  b e s t  choice i s  t o  d i sca rd  D 2  because i t  
leaves D 1  and D 3 ,  which a r e  almost or thogonal ,  t o  cons t ruc t  a two-dimensional 
b a s i s .  The worst  choice i s  t o  d i s c a r d  D I  which leaves a skew b a s i s .  There- 
fo re  i t  i s  advantageous i f  t h e  technique provides  a l s o  a way t o  optimize t h e  
b a s i s .  
t he  vec tors  D i .  To s t a r t  the  process  a f i r s t  vec to r  i s  chosen. Cal l  n l  
t he  index of t h i s  vec to r  ( e . g . ,  i f  D 3  i s  chosen, n l  = 3 ) ;  t h e  parameter 
corresponds t o  t h e  f i rs t  v e c t o r  
devised t o  choose t h i s  v e c t o r ,  bu t  gene ra l ly  i t  i s  a matter of common sense t o  
know which parameter a t  l e a s t  should be kept  i n  the  model. The next  s t e p  i s  
do t h a t ,  t h e  d i s t ances  S i  from t h e  D i  t o  Dnl are computed ( f i g .  10) .  I f  
sn2 i s  t h e  l a r g e s t ,  then the  corresponding vec to r  Dn2 i s  chosen t o  con- 
s t r u c t  a two-dimensional subbas is  with Dnl. Also,  t he  sma l l e s t  va lue  of t h e  
S i  i s  searched and compared t o  t h e  threshold  s o .  If it i s  l a r g e r  than s o  
the  name of t he  corresponding parameter i s  kept  i n  memory as wel l  as t h e  va lue  
of S i .  This de f ines  a " c r i t i c a l "  parameter,  i n  t he  sense  t h a t ,  i f  t h e  thresh-  
old was increased ,  i t  would have been considered dependent. Therefore the  
knowledge of t h i s  c r i t i c a l  va lue  S i  might g ive  an i n d i c a t i o n  of p o t e n t i a l  
d i f f i c u l t i e s .  I f  s i  i s  less than  s o ,  t he  corresponding parameter i s  
dec lared  dependent and D i  removed from t h e  s e t  of v e c t o r s .  The same process  
i s  now appl ied  t o  f i n d  t h e  t h i r d  b a s i s  vec to r  
tances  from the  N - 2 remaining vec to r s  t o  the  p lane  (Dnl, Dn2) a r e  computed, 
and Dn3 corresponds t o  t h e  l a r g e s t  d i s t ance .  On t h e  example of f i g u r e  10, 
when the  four-dimensional subbas is  i s  being formed, t h e  d i s t a n c e  from 
t h e  three-dimensional subbas is  (Dnl, Dn2, Dn3) i s  found t o  be less than S O .  
Therefore Dj i s  d iscarded  as l i n e a r l y  c lose  t o  t h i s  subbas is .  TO memorize 
t h i s  event  involving t h e  parameter 
t o  0 i n  t h e  program. This i n t e g e r ,  o r  "dependency index," w i l l  be  used 
i n t e r n a l l y  by t h e  computer t o  keep t r ack  of t h e  dependent, independent o r  d i s -  
carded parameters .  Then, by computing the  p ro jec t ions  of  Dj on t h e  subbas is ,  
Dj i s  found t o  be  i n  t h e  p l ane  (Dn2, Dn3). Therefore  t h e  a c t u a l  almost depen- 
dent  s e t  is  (Dj , Dn2, Dn3). This i s  memorized by s e t t i n g  MN(n2) and MN(n3) 
Conversely, t he  more nea r ly  orthogonal t he  
This can be done by cons t ruc t ing  sys t ema t i ca l ly  an optimal b a s i s  with 
a"l 
Dnl. Many ways, optimal o r  n o t ,  may be  
t o  f i n d  which of t h e  N - 1 remaining vec to r s  i s  t h e  f a r t h e s t  from Dnl. TO 
Dng. That i s ,  a l l  t h e  d i s -  
Dj t o  
a j ,  a corresponding i n t e g e r  MN(j) i s  s e t  
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equal t o  1 (meaning t h a t  
s t o r i n g  j , n 2  and n3 i n  a l o g i c a l  a r r a y  (equiva len t  t o  t h e  information,  the 
f i r s t  dependent s e t  contains the parameters a j ,  an2 and a n g ) .  
t h e  program are given i n  appendix E .  
an2 and an3 are dependent parameters)  and by 
More d e t a i l s  on 
The above process  w i l l  cont inue u n t i l  a l l  t h e  N vec to r s  have been 
e i t h e r  used i n  t h e  b a s i s  o r  d i scarded .  S ince  MN was s e t  t o  2 f o r  a l l  t h e  
parameters t o  begin t h e  a n a l y s i s ,  i f  a v e c t o r  has  never  been involved i n  any 
dependent s e t ,  i t s  dependency index w i l l  keep t h i s  va lue ,  s o  t h a t  a 2 w i l l  
i n d i c a t e  an independent parameter .  
be performed i f  they  have a nonempty i n t e r s e c t i o n .  For in s t ance  i f  t he  depen- 
dent  s e t s  (a5 ,  a7) and (a2 ,  a5,  a s )  are found, they may be combined i n  the  s e t  
(a2 ,  a5,  a7,  a s ) ,  and i n  t h i s  case i f  both a7 and a8 are d iscarded ,  t h e  
f i n a l  va lues  found i n  t h e  i d e n t i f i c a t i o n  f o r  w i l l  depend upon 
those of a7 and a g .  I t  i s  e s s e n t i a l  t o  no te  a t  t h i s  p o i n t  t h a t  i f  some 
l i n e a r l y  c lose  subse t s  have been found, t h e  f i n a l  b a s i s  w i l l  b e  composed of 
only N '  v ec to r s  ( N '  < N). This means t h a t  only N '  parameters can be 
uniquely i d e n t i f i e d .  Hence N '  - N parameters  have t o  be removed from t h e  
i d e n t i f i c a t i o n  process  ( i . e . ,  t h e i r  va lue  w i l l  no t  be changed). An optimal 
choice i s  t o  remove those  f o r  which MN = 0 ,  and t h i s  can be done automati-  
c a l l y  i n  t h e  program. 
wants t o  remove i n  each dependent subse t  and r e s e t  h i s  i d e n t i f i c a t i o n  program 
correspondingly.  Therefore ,  although t h e  removal of some vec to r s  D i  i s  
r equ i r ed  i n  the  dependence ana lys i s  i n  o rde r  t o  f i n d  t h e  dependent subse t s ,  i t  
does not  imply t h e  removal of t h e  corresponding parameters .  That opera t ion  
belongs only t o  t h e  a p p l i c a t i o n  of t he  a n a l y s i s .  
F i n a l l y  a union of  t h e  dependent s e t s  may 
a5 and a2 
Otherwise t h e  use r  has t o  dec ide  which parameter he 
Computation Technique 
Once t h e  i r r e l e v a n t  parameters have been e l imina ted ,  it i s  p o s s i b l e  t o  
compute t h e  normalized vec to r s  and s t a r t  t h e  cons t ruc t ion  of t h e  optimal 
b a s i s .  A t  each s t e p  of t h i s  cons t ruc t ion ,  t h e  p r o j e c t i o n s  of a vec to r  on the  
l a s t  subbas is  must be computed. This s t i l l  seems very s t renuous ,  bu t  we have 
found t h a t  a l l  t hese  q u a n t i t i e s  can be obtained during t h e  r ecu r s ive  computa- 
t i o n  of a s i n g l e  N x N determinant  (which i s  q u i t e  an improvement compared 
t o  2N 
D i  
determinants  needed i n  a s t r a igh t fo rward  method). 
Consider indeed t h e  mat r ix  D whose N columns a r e  t h e  M-component 
vec tors  D i  and form the  product  
G = DTD 
where G i s  an N x N m a t r i x ,  p o s i t i v e  semide f in i t e ,  and t h e  elements g i j  
a r e  equal  t o  t h e  i n n e r  products  
diagonal  elements a r e  1 's .  The determinant of G i s  c a l l e d  t h e  G r a m  deter- 
minant of t h e  vec to r s  D 1 ,  D z J  . . ., DN, and i s  equal t o  t h e  square  of  t h e  
off-diagonal  element g i j  i s  equal  o r  very c l o s e  t o  1, it  i n d i c a t e s  t h a t  D i  
and Dj are very  c l o s e  ( i . e .  , t h e  parameters a i  and a j  are dependent).  In  
t h i s  case s i s  simply equal  t o  (1  - gf j )1 '2 .  
1 4  
D T D . .  
1 3  
Because of t h e  normal iza t ion ,  t h e  
31t i s  a l s o  i n t e r e s t i n g  t o  have a quick look a t  t h i s  matr ix  because i f  an 
volume of t h e  
( r e f .  9 ) .  
N-dimensional hyperpara l le lep iped  determined by t h e s e  vec to r s  
2 DET(G) = VN 
Computing t h i s  determinant  i s  equiva len t  t o  computing a volume. Since 
t h e r e  i s  a r ecu r s ive  method of computing an 
involves  t h e  d i s t ances  s i ,  a r ecu r s ive  method of computing t h e  determinant  
shouid e x i s t  t h a t  involves  t h e s e  q u a n t i t i e s .  If V K  i s  t h e  volume cor re-  
sponding t o  a K-dimensional subbas is ,  t h e  volume obtained by adding a u n i t  
vec to r  D K + ~ ,  a t  t h e  d i s t a n c e  S K + ~  from t h e  subbas i s ,  i s  indeed 
N-dimensional volume which 
Squaring t h e  two s i d e s  of t h i s  r e l a t i o n  leads t o  t h e  r e c u r s i v e  r e l a t i o n  f o r  
t h e  determinant .  I t  i s  shown in appendix D t h a t  t h i s  can be  obta ined  by 
p ivo t ing  about t he  diagonal  elements.  A t  t h e  Kth s t e p ,  t h e  s i t u a t i o n  i s  as 
represented  i n  f i g u r e  11. By rows and columns exchange, and renormal iza t ion ,  
t he  K f i r s t  rows (corresponding t o  the  K b a s i s  vec to r s  Dnl, Dn2, . . ., 
DVK) form an upper t r i a n g l e  with t h e  diagonal  elements equal  t o  1. The o the r  
diagonal  elements such as g i i ,  g j j ,  . . . a r e ,  r e s p e c t i v e i y ,  equal  t o  t h e  
t o  t h e  subbas is  (Dn1, Dn,, . . . , square of t h e  d i s t a n c e  from D i ,  D 
DnK). 
t h i s  subbasis  p l u s ,  say D i ,  i s  equal  t o  t h e  determinant  corresponding t o  t h e  
subbasis  mul t ip l i ed  by g i i .  Symbolically 
j ” . .  Indeed, i t  can be seen  d i r e c t l y  t h a t  t h e  determinant  corresponding t o  
which i s  p r e c i s e l y  t h e  r e c u r s i v e  r e l a t i o n  discussed above. 
ing  t h e  elements g i i ,  g j j ,  . . . f o r  t h e  l a r g e s t  and t h e  sma l l e s t  w i l l  end 
i n  the  determinat ion of t h e  next  b a s i s  vec to r  and of t h e  c r i t i c a l  one. I f  f o r  
then it  i s  a simple mat te r  t o  in s t ance  
ob ta in  t h e  components of Dj 
dependent s e t  (appendix D ) ,  because t h e  system of equat ions t o  be solved i s  
a l ready  t r i a n g u l a r .  In  t h e  same way a few e x t r a  computations a t  t h e  end of 
t he  ana lys i s  g ives  t h e  s o l u t i o n  dA‘ of t h e  equat ion 
Therefore  search-  
i s  found t o  be less than  s 2  
g j  j 0 :  on t h e  subbas is  t o  determine t h e  members of t h e  
(DT D)dA’ = DT ER 
from which t h e  s o l u t i o n  f o r  equat ion  (5) i s  simply obtained by 
( i  = l , N  and MN(i) # 0)  d a i  = -da f /  I a f / aa i  1 
Computer Output 
During t h e  computation of t h e  G r a m  determinant  t h e  fol lowing information 
was obtained:  
1. N a m e  and s e p a r a t i o n  of t h e  new b a s i s  parameter 
2 .  Name and s e p a r a t i o n  of t h e  c r i t i c a l  parameter 
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3 .  Names of t h e  parameters found i n  a dependent s e t  
4. Name and sepa ra t ion  of t h e  parameter op t imal ly  d iscarded  from t h i s  
s e t  
5.  Also c o r r e l a t i o n  c o e f f i c i e n t s  between t h i s  parameter and t h e  o t h e r  
parameters of t h e  dependent s e t  ( see  appendix A) 
6. Values of t h e  dependency index ( 0 ,  1, o r  2 )  f o r  each parameter 
7.  United s e t s  and name of t h e  opt imal ly  d iscarded  parameters 
These are t h e  type of items an engineer  may want and t h i s  i s  what we have 
displayed i n  our program (appendix E). 
Ce r t a in ly ,  t h e r e  are as many ways t o  use  t h i s  subrout ine  as t h e r e  a r e  
use r s ,  bu t  some h i n t s  may s t i l l  be ind ica t ed  i n  t h i s  d i scuss ion .  Two kinds o f  
c o r r e c t i v e  a c t i o n  can be undertaken fol lowing t h i s  a n a l y s i s .  One i s  e n t i r e l y  
automatic and con t ro l l ed  by t h e z e r o e s  of t h e  dependency index t h a t  are used as 
a s i g n a l  f o r  t h e  computer t o  bypass any computation r e l a t e d  t o  t h e  correspond- 
ing  parameter.  
t i f i c a t i o n  algori thm. 
second kind of ac t ion  i s  a human dec is ion  based on t h e  information obtained 
and a genera l  i n s i g h t  of t h e  p a r t i c u l a r  problem. Consider f o r  i n s t ance  t h e  
l i s t  o f  t h e  b a s i c  parameters .  I t  w i l l  i n  f a c t  conta in  a l l  t h e  parameters i f  
t h e  subrout ine  i s  c a l l e d  with a th re sho ld  equal  t o  0 . 0 .  Because of t h e  o p t i -  
mizat ion procedure,  t h e  parameters a r e  s o r t e d  by inc reas ing  degree of  depen- 
dence. 
parameter e s t ima te  (appendix B ) ,  t h i s  l i s t  expresses  t h e  i n t r i n s i c  p r o p e r t i e s  
of t h e  i d e n t i f i c a t i o n  independently of any s t a t i s t i c a l  p rope r ty  of t h e  no i se .  
Consider now t h e  choice of t h e  discarded parameter when a threshold  i s  spec i -  
f i e d .  What i s  ind ica t ed  by t h e  computer i s  only an optimal choice,  which w i l l  
g ive  the  b e s t  r e s u l t s  i n  t h e  i d e n t i f i c a t i o n  of t h e  remaining parameters .  In  
t h e  example i n  appendix E ,  a9 and a14 were d iscarded  i n  t h e  f i r s t  dependent 
subse t .  
ments, t he  i d e n t i f i c a t i o n  could be run aga in  with t h e s e  va lues .  However, t h e  
engineer  may f i n d  t h a t  known values  a r e  a v a i l a b l e  only f o r  
which case  he w i l l  decide t o  i d e n t i f y  a g ,  a l l ,  and a14. This kind of  t r ade -  
o f f  i s  t y p i c a l  of real  problems and cannot be ignored.  
than b r u t e  log ic ;  t h e r e f o r e  it cannot always be mechanized au tomat ica l ly  on 
t h e  computer. 
This  i s  compulsory i f  a mat r ix  inve r s ion  i s  used i n  the  iden-  
I t  w i l l  speed up t h e  computation i n  o t h e r  cases .  The 
Since t h e  sepa ra t ion  i s  a l s o  a measure of  t h e  confidence i n  t h e  
I f  t h e  va lue  of t hese  parameters could be obtained from o the r  measure- 
a8 and a13, i n  
I t  r equ i r e s  more s k i l l  
APPLICATION TO THE IDENTIFICATION OF A SATELLITE SIMULATOR 
Data Acquis i t ion  System 
The Ames Research Center three-degrees-of-freedom s a t e l l i t e  s imula tor  i s  
an a i r -bea r ing  supported platform provided with a system of servo-gimbals and 
mercury connectors a l lowing accura te  measurements of t h e  a t t i t u d e  angles  and a 
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to rque- f ree  l i n k  with t h e  o u t s i d e  ( r e f .  10) .  This p a r t i c u l a r  a i r -bea r ing  
conf igu ra t ion  allows about k2Oo amplitude i n  r o l l  and p i t c h  and t h e r e  i s  no 
l i m i t  i n  yaw. 
On f i g u r e  1 2  i s  sketched t h e  gene ra l  conf igu ra t ion  of t h e  whole system 
f o r  d a t a  a c q u i s i t i o n  and process ing  used f o r  t h e  i d e n t i f i c a t i o n  of t h e  p l a t -  
form. The a t t i t u d e  r a t e s  (p, q ,  and r )  are sensed by t h r e e  r a t e  gyros whose 
analog outputs  a r e  d i g i t i z e d ,  a f t e r  f i l t e r i n g ,  and recorded on magnetic t a p e  
by an E . A . I .  8400 computer. This t a p e  has t o  be converted t o  an IBM com- 
p a t i b l e  t a p e  from which d a t a  ca rds  can b e  punched. These cards  conta in  the re -  
f o r e  t h e  dynamic d a t a  ( i . e . ,  t h e  d i s c r e t e  time h i s t o r i e s  of t h e  t h r e e  r a t e s ) .  
The i n i t i a l  a t t i t u d e  angles  of t h e  p la t form (Euler angles )  a r e  read  on t h e  
gimbal readout d i sp l ay  and t h e  corresponding va lues  punched manually on cards  
( s t a t i c  d a t a ) .  The i d e n t i f i c a t i o n  i s  run  on an IBM 360 d i g i t a l  computer which 
r ece ives  t h e  i d e n t i f i c a t i o n  program. A s p e c i a l  s e t  of c o n t r o l  cards  i s  used 
t o  s p e c i f y  t h e  d i f f e r e n t  ope ra t ions  performed by t h e  i d e n t i f i c a t i o n  program. 
Equations of Motion 
The non l inea r  equat ions  used t o  d e s c r i b e  t h e  system i n  t h e  case  of l a r g e  
angular motion may be  w r i t t e n :  
= S(w)h + T 
/Jx Jxv J x z \  
where w i s  t h e  angular v e l o c i t y  of t h e  p la t form (of components p ,  q ,  and r ) ,  
S ( w )  i s  a mat r ix  express ion  f o r  t h e  c rossproduct :  
g i s  t h e  g r a v i t y  a c c e l e r a t i o n  v e c t o r ,  h t h e  angular  momentum, J t h e  i n e r t i a  
t enso r  of t h e  p l a t fo rm and T r e p r e s e n t s  t h e  appl ied  torque .  
These equations have been developed i n  r e fe rence  11 f o r  a t t i t u d e  c o n t r o l  
a n a l y s i s .  
cen te r  of t h e  bear ing .  The f i rs t  equat ion  i s  pu re ly  kinematic,  as i t  
expresses t h e  change i n  t h e  coord ina te  systems ( i n  i t s  gene ra l  form it 
involves t h e  whole a t t i t u d e  ma t r ix ,  bu t  i n  t h i s  p a r t i c u l a r  problem, where no 
c o n t r o l  i n  yaw angle  was considered, t h e  d i r e c t i o n  of t h e  v e r t i c a l  only was 
They a r e  w r i t t e n  h e r e  i n  body coord ina tes  wi th  t h e  o r i g i n  a t  t h e  
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r equ i r ed ) ,  t h e  second equat ion is  a torque equat ion ,  and t h e  l a s t  one i s  j u s t  
t h e  c l a s s i c a l  d e f i n i t i o n  of t h e  angular  momentum. 
I n  normal opera t ion  ( i . e . ,  f o r  s a t e l l i t e  s imula t ion  purpose) t h e  p la t form 
i s  completely balanced,  t h a t  i s ,  t h e  c e n t e r  of g r a v i t y  co inc ides  with t h e  
Sear ing  c e n t e r .  In  our  experiments t h e  c e n t e r  of g r a v i t y  was o f f s e t  d e l i b e r -  
a t e l y  t o  make t h e  system pendulus. If M i s  t h e  t o t a l  mass and b/M t h e  
bear ing  o f f s e t  ( t h r e e  components v e c t o r ) ,  t h e  torque  exer ted  by t h e  g r a v i t y  i s :  
TG = -S(b)g 
The n a t u r a l  damping of t h e  system, mainly due t o  aerodynamic e f f e c t s ,  was 
q u i t e  small and i n  some tests i t  was convenient t o  use t h e  r e a c t i o n  wheels as 
dampers. The t h r e e  axes were damped s e p a r a t e l y ;  t h e  corresponding con t ro l  
system i s  shown on f i g u r e  13 f o r  one a x i s .  Considering one a x i s ,  we use t h e  
c lass ical  l i n e a r  model f o r  t h e  DC motor, 
E = R I  + KBR (15) 
where E i s  t h e  appl ied  vo l t age ,  I t h e  cu r ren t  i n  t h e  motor, R t h e  r e s i s -  
tance of t h e  wir ing  K B  a back e lec t romot ive  f o r c e  cons t an t ,  and R t h e  
angular  v e l o c i t y  of  t h e  s h a f t  (which i s  a l s o  t h a t  of t h e  wheel).  The torque 
a v a i l a b l e  i s  p ropor t iona l  t o  t h e  cu r ren t  and s a t i s f i e s  
TM = K T I  = J w R  + KDR (16) 
where JW i s  t h e  i n e r t i a  of t h e  rotor-wheel system and KD a damping con- 
s t a n t .  When t h e  wheel i s  used as damper, t h e  appl ied  vol tage  E i s  con- 
t r o l l e d  by t h e  p la t form r a t e ,  say  t h e  r o l l  r a t e  p :  
E = Clp (17) 
where C 1  i s  a c o n t r o l  ga in .  El iminat ing E and I from equat ions (15),  
(16),  and (17) and c a l l i n g  hW1 t h e  angular  momentum of  the  r o l l  wheel 
(hW1 = JwR), we ob ta in  f i n a l l y  an equat ion of t h e  type 
where a l  i s  a cons t an t .  
Considering now t h e  t o t a l  angular  momentum hw of t h e  wheels (of com- 
ponents hW1, hw2, hw3), t h e  con t ro l  equat ion may be w r i t t e n  as 
where C and ci a r e  diagonal  mat r ices  corresponding, r e s p e c t i v e l y ,  t o  con t ro l  
gains  and back e lec t romot ive  fo rce  p lus  damping f a c t o r s .  The main nonl inear -  
i t i e s  were introduced by t h e  torque and speed l i m i t e r s .  
preceding equat ion as l i m i t s  i n  t h e  values  of  t h e  components of 
r e spec t ive ly .  
They e n t e r  t he  
Cw and iw, 
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F i n a l l y  t h s  torque exer ted  by t h e  wheels on t h e  platform can be  expressed 
as 
TW = S(w)hW - hw (20) 
and t h e  complete system i s  modeled by l e t t i n g  t h e  torque T i n  equat ion (12) 
be 
T = TW + TG (21) 
When t h e  wheels are n o t  used, Tpi i s  rep laced  by a l i n e a r  term i n  w t o  model 
t h e  n a t u r a l  damping, t h a t  i s  DMPw, where DMP i s  a diagonal  matr ix .  
I n  a l l  cases, t h e  "output" o f  t h e  system was obtained by t h e  t h r e e  rates 
p ,  q ,  and r seen through t h e  f i r s t - o r d e r  f i l t e r s  and t h e  d i g i t i z e r  ( f i g .  12 ) .  
'Thus t h r e e  equat ions have t o  be  added t o  model t h e  system completely:  
The DC ga ins  of t h e  f i l t e r s  ( k )  were obtained by independent c a l i b r a t i o n  
of t h e  gyros and computer l i n k s ,  and t h e  t i m e  constant  T was known from t h e  
s e t t i n g  of t h e  analog f i l t e r s .  
F i n a l l y  t h e  complete se t s  o f  equat ions corresponding t o  t h e  f ree  pendulus 
( n a t u r a l  damping) case, and 
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t h e  reaction-wheel-damped case may b e  w r i t t e n :  
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with t h e  equat ions of t h e  f i l t e r s :  
T 9 1  = klP - Y 1  
T>;2 = k2q - Y 2  
~9~ = k 3 r  - y 3 
The parameter a13 appearing i n  t h e  last  torque  equat ion was needed t o  
desc r ibe  a cons tan t  to rque  i n  yaw experienced dur ing  t h e  tests (because of 
some d r i f t  of t h e  system no t  cor rec ted  a t  t h i s  t ime) .  
Case B:  
- 
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l i m i t i n g  cond i t ions :  
(motor torque)  IC,??/ < a 1 6 ,  











- -  
hW1 
hW2 
hW3 - -  
+ 
T Y l  = klP - Y,  
TY2 = k2q - Y2 
T > ; ~  = k 3 r  - y3 
-+ a13  
Parameter I d e n t i f i c a t i o n  Problems 
An ana lys i s  of t h e  equat ions  can show t h a t ,  i n  case  A o r  B ,  t h e r e  i s  no t  
One parameter has t o  be known; a unique s o l u t i o n  f o r  a l l  unknown parameters .  
hence the  l a t e ra l  o f f s e t  bx was measured independent ly  because i t  was easy 
t o  ob ta in  by adding a small weight on t h e  s i d e  of t h e  p la t form,  a t  a known 
d i s t ance  from t h e  bear ing .  For case A ,  1 2  unknown parameters remain t o  be 
i d e n t i f i e d :  t h e  6 i n e r t i a s  and products  (Jx,  J y ,  J z ,  Jxy,  Jxz ,  J y z ) ,  t h e  
2 cen te r -o f -g rav i ty  o f f s e t s  (b b z ) ,  t h e  3 damping terms (DMP,, DMPy, DMP,) 
and the  tu rb ine  torque a13. f; case B,  2 1  parameters are t o  be i d e n t i f i e d :  
9 of t he  parameters as i n  case A ( a l l  except DMP,, DMPy, DMP,) p lus  t h e  3 con- 
t r o l  gains  C 1 ,  C 2 ,  and C 3 ,  t h e  3 back e lec t romot ive  f o r c e  and motor damping 
terms "1, a2, a3, t h e  3 l i m i t s  i n  motor torque a16, a17, a18, and t h e  3 
l i m i t s  i n  wheel momentum a22,  a23, a24 .  
Experiment a 1 Res u 1 t s 
In t h e  two cases ,  t h e  p la t form was f irst  he ld  i n  some p o s i t i o n  by an 
electromechanical  device ,  and t h e  a t t i t u d e  angles  (p i t ch  B o  and r o l l  $ o )  
measured. The i n i t i a l  condi t ions  t h e r e f o r e  were 
g, = -sin(Bo) 
g, = cos(Oo)sin($o) p = q = r = 0 
Because of t h e  g r a v i t y  r e s t o r i n g  torque ,  once the  platform was r e l eased  
an o s c i l l a t o r y  motion was observed about t h e  t h r e e  axes,  and t h e  corresponding 
d i s c r e t e  time h i s t o r i e s  of p ,  q ,  and r were recorded.  About 200 p o i n t s  were 
used i n  each, covering 5 o r  6 pe r iods ,  thus t h e  vec to r  Y had about 600 
components. 
When the  motion of a body i s  exc i t ed  about one a x i s  only,  i t  only depends 
upon t h e  i n e r t i a  about t h i s  a x i s  and no information i s  a v a i l a b l e  concerning 
t h e  o the r  i n e r t i a s .  This has a c t u a l l y  been t h e  cu r ren t  method t o  determine 
the  i n e r t i a s  of a i r c r a f t  where g r e a t  ca re  i s  taken t o  obta in  s i n g l e - a x i s  exc i -  
t a t i o n s .  In  t h e  case  of t h e  p la t form,  i t  i s  i n t u i t i v e  t h a t  motions about t h e  
t h r e e  axes should be exc i t ed  t o  ob ta in  a good i d e n t i f i c a t i o n  of t h e  i n e r t i a s  
and products .  
motion i s  poor ly  exc i t ed  by t h e  g r a v i t y  r e s t o r i n g  torque .  
of course on the  l a t e r a l  cen te r -o f -g rav i ty  o f f s e t  and t h e  i n i t i a l  condi t ions ,  
bu t  both a r e  l imi t ed  by t h e  angular  l i m i t a t i o n s  of t h e  p la t form,  and i n  our 
t e s t s  t h e  yaw r a t e  was a t  most 0 . 1  o r  0 .2  of t h e  r o l l  o r  p i t c h  r a t e .  
Therefore  some d i f f i c u l t i e s  may be expected because t h e  yaw 
This  motion depends 
Case A- These d a t a  were taken i n  t h e  f r e e - o s c i l l a t i o n  case  (no r e a c t i o n  
wheels damping), with t h e  i n i t i a l  condi t ions  : 
P, q ,  and r = 0 
2 1  
I 
p i t c h  angle  = -8.44" 
r o l l  angle  = 10.44" 
Lateral bear ing  o f f s e t  on t h e  x a x i s :  bx = 0.211 f t - l b .  The f i r s t  i d e n t i -  
f i c a t i o n  was run with a threshold  s e t  a t  so = 0 .  A l l  12 parameters were 
i d e n t i f i e d  and a very  good f i t  i n  t h e  t i m e  h i s t o r i e s  was obtained a f t e r  a few 
i t e r a t i o n s .  This f i t  was measured by a q u a n t i t y  denoted as "COST" which was 
simply t h e  sum of t h e  square of t h e  e r r o r s ,  t h a t - i s  l E R I 2 .  The decimal loga- 
r i thm of t h i s  q u a n t i t y  i s  p l o t t e d  on f i g u r e  14 as i s  t h e  evolu t ion  of t h e  
values  f o r  t h e  s i x  elements of t h e  i n e r t i a  t e n s o r .  Although t h e  behavior  of 
t h e  parameters i s  somewhat e r r a t i c  a t  t he  beginning, they f i n a l l y  reach an 
asymptotic va lue  f o r  which t h e  c o s t  remains e s s e n t i a l l y  cons t an t .  Therefore  
one might have been s a t i s f i e d  with these  r e s u l t s  and considered t h a t  t hese  
f i n a l  values  of t h e  parameters were c o r r e c t .  The dependence a n a l y s i s ,  however, 
i nd ica t ed  a low va lue  f o r  t h e  sepa ra t ion  of t h e  parameter ( Jxz ) .  Consequently, 
t h e  i d e n t i f i c a t i o n  was run again,  with t h e  same i n i t i a l  va lues  f o r  t h e  param- 
e t e r s ,  bu t  with a threshold  s e t  a t  so = 0 . 0 2 .  As i t  appears on f i g u r e  14, 
t h e  evolu t ion  of t h e  parameter values  i s  q u i t e  d i f f e r e n t  i n  t h i s  run .  
Jx, 
dence on Jx, J,, and a13. The d i agnos t i c  i s sued  by t h e  computer when t h e  
f i n a l  values  were obtained i s  given i n  appendix E .  The important f a c t  t o  note  
he re  i s  t h a t  t hese  f i n a l  values  are d i f f e r e n t  from those  obtained be fo re ,  y e t  
t he  match i n  t h e  t i m e  h i s t o r i e s  i s  as good. To i l l u s t r a t e  t h i s  similar match, 
a p l o t  of computed and measured time h i s t o r i e s  of t h e  r o l l  ra te  i s  shown on 
f i g u r e  15 f o r  t hese  two i d e n t i f i c a t i o n  runs .  
Indeed, 
was discarded a t  the  second and fol lowing i t e r a t i o n s  because of i t s  depen- 
The f i n a l  numerical  r e s u l t s  obtained i n  t h e s e  two runs a r e  given i n  
t a b l e  1. These r e s u l t s  deserve some comments and explana t ions .  The " e r r o r  
bounds'' were computed according t o  equat ion ( B 8 )  : 
where t h e  measurement e r r o r  was est imated from the  r e s i d u a l  e r r o r  between 
model and p l a n t  output  when t h e  b e s t  match was obta ined .  Note t h a t  t he  va lues  
of t he  independent parameters (dependency index = 2 ) ,  al though d i f f e r e n t  i n  
each run,  a r e  wi th in  the  p red ic t ed  e r r o r .  The dependent parameters ,  however, 
(dependency index = 1) e x h i b i t  l a rge  v a r i a t i o n s  as a r e s u l t  of t h e  nonunique- 
ness .  Another q u a n t i t y  given i n  these  t a b l e s  i s  the  sens i t i v i t y .  I t  i s  a 
measure of t h e  model response t o  parameter change and i t  i s  defined by 
ai S e n s i t i v i t y  t o  the  parameter a i  = - 
I ? l  
A s e n s i t i v i t y  of 1 corresponds t o  a d i r e c t  p r o p o r t i o n a l i t y  between the  cor re-  
sponding parameter and the  output .  
r e spec t  t o  1 i t  i n d i c a t e s  t h a t  t he  output  i s  almost independent of t h e  param- 
e t e r ,  and l a rge  e r r o r s  may be expected i n  the  e s t ima t ion  of t h i s  parameter.  
I f  t h e  s e n s i t i v i t y  i s  very small with 
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Therefore  t h i s  q u a n t i t y  can be used as a c r i t e r i o n  f o r  dec id ing  whether a 
parameter i s  i r r e l e v a n t .  
dependence a n a l y s i s  b u t  are computed independently i n  t h e  i d e n t i f i c a t i o n  
program. 
S e n s i t i v i t y  and e r r o r  bounds a r e  no t  a p a r t  of t h e  
F i n a l l y ,  a p a r t i a l  check of t hese  i d e n t i f i c a t i o n s  was made. The va lue  of 
bz ,  v e r t i c a l  o f f s e t  of t h e  c e n t e r  of g r a v i t y ,  was determined independently by 
a s t a t i c  tes t  of t h e  p la t form,  and found equal  t o  0 .78  f t - l b ,  which agrees  
well with t h e  r e s u l t s  of t h e  two i d e n t i f i c a t i o n  runs .  
Case B- To t e s t  t h e  algori thm i n  a s t r o n g l y  non l inea r  case,  another  
i d e n t i f i c a t i o n  was performed with r e a c t i o n  wheel damping. 
i n t e r e s t i n g  i l l u s t r a t i o n  of t h e  problems encountered and how they were 
de tec t ed  by t h e  algori thm. 
I t  provided an 
The i n i t i a l  condi t ions  f o r  t h i s  case were: 
p ,  q ,  and r = 0 
p i t c h  angle  = -0.65" 
r o l l  angle  = 12.98O 
Lateral bear ing  o f f s e t  on t h e  x a x i s :  
bx = 0.134 f t - l b  
threshold  = 0.01 
On f i g u r e  16 a r e  shown t h e  computed and measured time h i s t o r i e s  of t h e  r o l l  
ra te .  
A r e s i d u a l  sys temat ic  (not random) e r r o r  i s  observed he re  t h a t  must be a t t r i -  
buted t o  a modeling e r r o r .  
con t ro l  system, mainly concerning t h e  l i n e a r i t y  of t he  DC motors and the  
absence of f r i c t i o n  i n  t h e  wheel bear ings .  However, cons ider ing  t h e  approxi- 
mations made, t h e  agreement i s  q u i t e  s a t i s f a c t o r y .  The f i n a l  r e s u l t s  of t h e  
i d e n t i f i c a t i o n  are given i n  t a b l e  2 .  The parameters a18 and a 2 4  were found 
t o  be i r r e l e v a n t .  The l a t t e r  r ep resen t s  t h e  l i m i t  of t h e  yaw wheel momentum, 
corresponding t o  t h e  s p i n  l i m i t a t i o n  of t h e  yaw wheel. Indeed, t h e  yaw wheel 
momentum time h i s t o r y  showed t h a t  i t  never exceeded i t s  l i m i t ;  t h e r e f o r e  i t  
was not  p o s s i b l e  f o r  t h e  computer t o  determine t h i s  l i m i t .  For a s imi la r  
reason,  t h e  l i m i t  i n  torque a18 could n o t  be determined. (Note t h a t  t h e  
s e n s i t i v i t y  of t h e s e  two parameters was found equal t o  ze ro . )  
(The wheel s p i n  i s  a l s o  p l o t t e d  exh ib i t i ng  sharp  s a t u r a t i o n  e f f e c t s  . )  
Indeed, many assumptions were made i n  modeling t h e  
CONCLUDING REMARKS 
A method has  been descr ibed  t h a t  determines which parameters of a system 
model can be uniquely iden . t i f i ed  from a given s e t  of measurements. 
t o  non l inea r  systems and does n o t  r e q u i r e  any s p e c i a l  form f o r  t h e  model, 
I t  app l i e s  
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providing t h a t  t h e  model i s  completely def ined and depends upon a f i n i t e  
number o f  parameters .  The b a s i s  of t h i s  method i s  t h a t  a l l  t h e  necessary 
information i s  contained i n  t h e  d e r i v a t i v e s  of t h e  e r r o r  v e c t o r  with r e spec t  
t o  t h e  parameters .  These d e r i v a t i v e s  a r e  vec to r s  i n  an M-dimensional space 
def ined  by t h e  measurements ( t h e i r  components a r e  of ten  c a l l e d  " s e n s i t i v i t y  
funct ions"  o r  " inf luence  func t ions") .  
t h e  r e s u l t  of l i n e a r  dependence between t h e s e  vec to r s  i n  t h e  i d e a l  case  of  
p e r f e c t  measurements and exac t  computation. The concept of " l i n e a r  c loseness"  
has  been introduced t o  t ake  i n t o  account t h e  u n c e r t a i n t i e s  introduced by t h e  
e r r o r s  occurr ing  i n  t h e  measurements and i n  t h e  computation, thus  al lowing a 
r e a l i s t i c  ana lys i s  of p r a c t i c a l  problems. 
The nonuniqueness has been shown t o  be 
To perform t h i s  a n a l y s i s ,  an algori thm has been developed f o r  d i g i t a l  
computation t h a t  can e a s i l y  be i n t e g r a t e d  i n  a complete i d e n t i f i c a t i o n  proce- 
dure .  This  i s  done p r a c t i c a l l y  a t  no ex t ra  c o s t  i n  computation t i m e  i f  t h e  
procedure a l ready  r equ i r e s  t h e  computation of t h e  s e n s i t i v i t y  func t ions  (as  i n  
mul t ip l e  l i n e a r  r eg res s ion  o r  i n  q u a s i l i n e a r i z a t i o n  f o r  i n s t a n c e ) .  
The d e t a i l e d  comments put  out by t h e  computer n o t  only p o i n t  out  where 
t h e  i d e n t i f i c a t i o n  has ,  o r  i s  going t o  f a i l ,  bu t  a l s o  i n d i c a t e  what could be 
done t o  remove t h e  nonuniqueness. A very use fu l  f e a t u r e  of t h i s  a lgori thm i s  
i t s  a b i l i t y  t o  ob ta in  t h e  c o r r e c t  values  of some parameters (independent param- 
e t e r s )  d e s p i t e  t h e  f a c t  t h a t  t h e  complete s o l u t i o n  might n o t  have been unique. 
Successful  r e s u l t s  obtained i n  t h e  i d e n t i f i c a t i o n  of a three-degrees-of-  
freedom s a t e l l i t e  s imula tor  i n d i c a t e  t h a t  t he  a i r -bea r ing  technique might be 
appl ied t o  t h e  determinat ion of t h e  i n e r t i a  t e n s o r  of an a c t u a l  a i r c r a f t .  The 
i d e n t i f i c a t i o n  of a h igh ly  nonl inear  con t ro l  system implemented i n  t h e  s i m u l a -  
t o r  has a l s o  proven the  e f f e c t i v e n e s s  of t h e  algori thm i n  such cases. 
I t  must be noted f i n a l l y  t h a t  beyond t h e  s t r i c t  app l i ca t ion  of t h i s  
technique t o  i d e n t i f i c a t i o n ,  t h e r e  a r e  i n t e r e s t i n g  p o t e n t i a l i t i e s  i n  o the r  
f i e l d s ,  i n  modeling f o r  i n s t ance .  Indeed, t h e  algori thm i n d i c a t e s  how the  
model could be s i m p l i f i e d  s i n c e  t h e  most dependent parameters can be e l imi-  
na ted  by r a i s i n g  t h e  va lue  of t h e  th re sho ld .  A s  t h e  th re sho ld  i s  r a i s e d  more 
and more, t h e  model becomes more and more s imple,  although less and l e s s  accu- 
r a t e .  Another p o s s i b l e  use i s  t h e  p r a c t i c a l  t a i l o r i n g  of t h e  inpu t  t o  obta in  
optimal r e s u l t s  i n  t h e  i d e n t i f i c a t i o n .  I n  t h i s  case ,  one could maximize t h e  
sepa ra t ion  of a given parameter,  o r  some average upon a group of parameters ,  
by ad jus t ing  t h e  parameters de f in ing  t h e  inpu t  sequence. 
Ames Research Center 
Nat ional  Aeronautics and Space Adminis t ra t ion 
Moffet t  F i e ld ,  C a l i f . ,  94035, May 14 ,  1971 
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APPENDIX A 
LINEAR DEPENDENCE AND FUNCTIONAL RELATIONSHIPS 
The l i n e a r  dependence between t h e  K (M-component) vec to r s  a;/aal, 
a?/aa,, . . . a?/aaK may be expressed by 
where t h e  A i  are some nonzero func t ions  of t h e  parameters  ai, and t h e  K - 1 
vec to r s  a?/aai are supposed independent. When a i  are varying,  ? i s  con- 
s t r a i n e d  t o  s t a y  on a K - 1 dimensional hypersurface.  I t  is  gene ra l ly  
p o s s i b l e  t o  f i n d  a system of coord ina tes  ( z l ,  22,  . . ., Z K _ ~ )  on t h i s  su r f ace  
so t h a t  ? may be expressed as a func t ion  Z of t h e  coord ina tes  z :  
Therefore ? i s  not reaZZy a funct ion of the K parameters but depends 
upon K - 1 functions of them. If t h e  p a r t i a l s  of both s i d e s  of equa- 
t i o n  (A2) a r e  taken with r e s p e c t  t o  a and compared t o  equat ion (Al),  i t  can 
be shown t h a t  t he  func t ions  z s a t i s f y  t h e  system of equat ions :  
Given the  va lues  of a ,  t h e  va lues  of z are wel l  def ined .  The converse i s  
not  t r u e ,  bu t  i f  
dence between z and t h e  f i r s t  K - 1 parameters,  s i n c e  Y i s  now a func- 
t i o n  of t h e s e  K - 1 parameters  only.  The necessary and s u f f i c i e n t  condi t ion  
on t h e  func t ions  z i s  t h a t  t h e i r  Jacobian with r e s p e c t  t o  t h e  K - 1 a i s  
not  zero; t h a t  i s ,  
aK i s  known, then t h e r e  must be a one-tozone correspon- 
We now examine t h e  case  where t h e  vec to r s  a?/aai are only l i n e a r l y  
c l o s e  ( see  appendix B f o r  d e f i n i t i o n s ) .  Equation (Al) becomes 
I 
where is  a (M-component) vec to r  or thogonal  t o  t h e  space E K - ~  spanned by 
t h e  K - 1 v e c t o r s  a?/aai and of small magnitude. I n  t h i s  case 9 depends 
a l s o  upon aK and may be w r i t t e n  as 
i f  Z i  are chosen i n  such a way t h a t  they  v e r i f y  equat ion  ( A 3 ) ,  then  us ing  
equat ions (A3) and (A5) one ob ta ins  
The change i n  ? when aK is  changed whi le  Z i  a r e  kept  cons tan t  i s  thus  
df = dZ = EKdaK 
For a small enough 
t h e  proper ty  equat ion (A2)  w i l l  be  v e r i f i e d .  
E K ,  d? w i l l  be n e g l i g i b l e  and, because of  equat ion ( A 6 ) ,  
Let us  now eva lua te  t h e  t o t a l  change i n  f f o r  a r b i t r a r y  d a y  
El iminat ing a?/aaK with equat ion (AS) it fo l lows  t h a t  
If E K  i s  small enough, then  f o r  a given change daK t h e r e  e x i s t  dai such 
t h a t  dP s t a y s  c l o s e  t o  zero.  From equat ion  (A7)  we s e e  t h a t  t h e  va lues  of  
such d a i  are given by 
Therefore  i f  a va lue  was given t o  aK wi th  an e r r o r  daK,  t h e  cor re-  
sponding e r r o r s  i n  t h e  values  of  t h e  a i  
given by equat ion ( A 8 ) .  Consequently, i t  i s  very u s e f u l  t o  compute t h e  quan- 
t i t i e s  X i .  I n  t h e  algori thm (see  appendix D) a normalized s e t  of vec to r s  i s  
used : 
obta ined  i n  t h e  i d e n t i f i c a t i o n  a r e  
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(aP/aaj 1 
I af/aaj I 
D j  = j = l , K  
are computed. The p i  are def ined  by t ransforming 'i and t h e  q u a n t i t i e s  equat ion ( A l )  i n t o  





DEFINITION AND PROPERTIES OF LINEAR CLOSENESS 
Consider a s e t  B K  of  K u n i t  vec to r s  (D1, De, . . ., DK) spanning a 
space E K .  The first K - 1 vec to r s  span a space E K - ~ .  Let eK (eK E EK) 
be a u n i t  v e c t o r  or thogonal  t o  E K - ~ .  Then DK may be decomposed as 
K- 1 
The v i  are t h e  components of D K  on t h e  D i  i n  t h e  b a s i s  (eK, D1,  D,, . . ., D K - ~ )  and sK is  a p o s i t i v e  scalar ( t h i s  can always be done by a 
proper  choice  of eK) equal t o  t h e  s i n e  of  t h e  angle  between DK and i t s  
p r o j e c t i o n  on E K - ~ .  When S K  i s  zero,  equat ion  (Bl) de f ines  a s t r i c t  l i n e a r  
dependence between t h e  vec to r s  D. If S K  is  a r b i t r a r i l y  small, t hese  vec- 
t o r s  become almost dependent and i s  a measure of  t h e i r  degree of depen- 
dence o r  of t h e  s e p a r a t i o n  between DK and t h e  space E K - ~ .  We may t h e r e f o r e  
d e f i n e  t h e  l inear  c loseness  as:  
SK 
The vectors o f  a given s e t  
the threshoZd so i f f  there ex i s t s  a vector OK of the s e t  such 
that  i t s  separation SK from the others is l ess  than or equaZ t o  
SO. 
BK are ZinearZy cZose with respect t o  
We may wri te  t h i s  symbolical ly:  BK i s  L C / s o  iff 3 D K  E BK such t h a t  
S K  so.  
What has been def ined  i s  obviously an angular  proper ty ,  t h e r e f o r e  i t  
w i l l  no t  change i f  eash vec to r  D i s  m u l t i p l i e d  by a d i f f e r e n t  scalar .  For 
any s e t  o f  v e c t o r s ,  i t  i s  p o s s i b l e  t o  d e f i n e  a corresponding s e t  o f  normal- 
i zed  vec to r s ,  B K ,  and iff BK i s  LC t h e  o r i g i n a l  se t  i s  a l s o  LC.  For 
convenience and ease  i n  t h e  p roof s ,  we always work wi th  t h e  normalized se t .  
Consider a s e t  BK where DK i s  given by equat ion (Bl) .  Introduce 
another  vec to r ,  say  D K + ~ ,  t o  cons t ruc t  a new s e t  B K + ~  ( B K + ~ = B K  U D K + ~ ) .  
Then DK may be w r i t t e n  
where eK+1 i s  a u n i t  v e c t o r  orthogonal t o  D i  and D K + ~ ,  and p i  are some 
s c a l a r s .  Reca l l ing  t h a t  
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T 
K e D i = O  
T eKeK = 1 
i = l , K - 1  T K+ 1 e D i = O  = 1  
T 
eK+ 1 eK+ 1 
one ob ta ins  from equat ion  (B2) 
T 
~ K + ~ D K  = S K + ~  
and from equat ion (Bl) 
t h e r e f o r e  
T 
'K+1  = (eKeK+ 1) S K  
) i s  p o s i t i v e  (because S K  and s ~ + ~  a r e  p o s i t i v e )  and l e s s  o r  equal t o  T ( e ~ e ~ +  1 
1 (because equal t o  cos(€) ) ,  where 8 i s  t h e  angle  between t h e  two vec to r s  
e ) ,  thus  w e  o b t a i n  t h e  important  i n e q u a l i t y  
Property I -  This  r e s u l t  shows t h a t  the increase in dimensionazity 
always increases the dependence (unless  t h e  new v e c t o r  added i s  
or thogonal  t o  t h e  o t h e r s  i n  which case nothing i s  changed), which 
means t h a t  when the number of parameters is increased there is 
more chance for a nonunique soZution. 
Now suppose t h a t  a se t  BN i s  given i n  which t h e  subse t  BK (BK C BN) 
i s  LC. From t h e  d e f i n i t i o n  
S t a r t i n g  from BK, add t h e  v e c t o r  DK+l t o  cons t ruc t  t h e  s e t  B K + ~  c BN. 
Because of equat ion (B3) 
S K + l  
t h e r e f o r e  B K + ~  is a l s o  LC. Continuing t o  add v e c t o r s  t h i s  way, w e  s e e  
t h a t  u l t i m a t e l y  SN G so and w e  have 
Property 2- If a s e t  i n d u d e s  a LC subset, it is i t s e l f  LC, and 
i t s  separation is Zess than or equaZ t o  tha t  of the subset. 
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To summarize t h e  preceding r e s u l t s ,  l e t  us in t roduce  t h i s  no ta t ion :  i f  
B i s  a set of v e c t o r s  spanning some space E ,  and D a v e c t o r  no t  belonging 
t o  t h e  se t  B (but  belonging eventua l ly  t o  t h e  space E ) ,  t h e  sepa ra t ion  s 
between D and B i s  w r i t t e n  as 
s = S(D/B) 
(As has been seen,  0 G s 1 . )  
Def in i t i on  o f  t h e  Linear  Closeness 
B is  L C / s o  iff 9 D E B such t h a t  S(D/B') so,  where B = B '  U D. 
Properties - 
LC 1: 
S(D/B U D') < S(D/B) VB,D and D '  
LC 2:  If B '  C B and B '  i s  L C / s o ,  then  B i s  LC/sA with S A  G so .  
LC 3 :  
The proof 
t h e  hyperpara 1 
of t h i s  
e 1 epipel 
last  proper ty  i s  very  simple; cons ider  t h e  volume of  
cons t ruc ted  with t h e  s e t  B U D1 U D 2 :  
I n  t h e  same way 
V(B U D1) = V(B) x S(Dl/B) and V(B U D2) = V(B) x S(D2/B) 
which leads t o  LC 3 by s u b s t i t u t i o n .  
Rela t ionship  Between Separa t ion  and Er ro r  i n  Parameter Est imates  
Let S K  be t h e  sepa ra t ion  between D K  and t h e  s e t  B K - ~ .  We have as 
i n  equat ion (Bl) 
30 
When t h e r e  i s  some '!noise" i n  t h e  measurement vec to r  Y, not  only Y 
l i es  ou t s ide  of t h e  subspace EK, b u t  a l s o  i t s  p r o j e c t i o n  Yo on t h i s  sub- 
space i s  s h i f t e d  by some amount 
As a mat te r  of fac t ,  because t h e  i d e n t i f i c a t i o n  procedure tends t o  make t h e  
computed vec to r  9 reach t h e  t a r g e t  Y o ,  t h e  component of t h e  n o i s e  orthog- 
onal  t o  EK does no t  affect  t h e  r e s u l t ,  whereas t h e  component i n  Ek, 6Yo, i s  
d i r e c t l y  r e spons ib l e  f o r  t h e  e r r o r  i n  t h e  parameter e s t ima tes .  
t a i n t y  6Yo may r e s u l t  from random pe r tu rba t ions  of t h e  system, o r  instrument  
e r r o r s ,  quan t i za t ion  e r r o r s ,  n o n l i n e a r i t i e s  o r  o t h e r  unknowns, b u t  w e  may 
assume t h a t  some bound is  known f o r  6Yo, f o r  i n s t ance ,  
6Yo from i t s  va lue  i n  t h e  absence of no i se .  
This  uncer- 
Therefore  a s e t  of parameter va lues  t h a t  causes ? t o  s a t i s f y  
i s  as good (o r  as bad) as any s i n c e  Y o  i s  n o t  known e x a c t l y .  I f  t h e  param- 
e t e r s  a r e  cQanged by t h e  amounts d a l ,  da2, . . ., daK, t h e  corresponding 
change i n  Y may be w r i t t e n  as 
i= 1
us ing  equat ion ( B 4 )  
K- 1 
d? =E( 
i = 1  ' 
eads t o  
o r  
d? = V + (sK l$- ,aK) eK (where V E E K - ~  and eK 1 V )  
f i n a l l y  
dqT ' d? = I V  
Comparing with equat ion  ( B 6 )  g ives  
aK 
2 
us an upper 
2 
(daK) 
bound f o r  dak, t h e  e r r o r  i n  
(daK)2 a?/aaKl 2 
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When aK i s  no t  coupled with t h e  o t h e r  parameters  ( i . e . ,  when D K  2is 
or thogonal  t o  E K - ~ ) ,  SK i s  equal  t o  1. Thus t h e  q u a n t i t y  ~;/la?/aa,l 
may be i n t e r p r e t e d  as an "uncoupled e r r o r . "  The effect  of t h e  c loseness  i s  t o  
inc rease  t h e  e r r o r  i n  t h e  parameter estimate as appears  c l e a r l y  i n  r e l a t i o n  
(B8) 
I t  i s  i n t e r e s t i n g  t o  compare express ion  ( B 8 )  t o  t h e  c lass ical  least  
squares  r e s u l t  f o r  t h e  va r i ance  of t h e  parameters  ( r e f .  2 ) ,  obtained a l s o  i n  
q u a s i - l i n e a r i z a t i o n  methods ( r e f .  12):  
(B9) 
E(6a;) = (DER T DER)iiE(6Y2) 
(DERTDER)ii i s  t h e  k t h  diagonal  element of t h e  mat r ix  (DERTDER)-l and it 
can be shown e a s i l y  t h a t  it i s  j u s t  equal  t o  
( B 7 )  supposes a whi te  e rgodic  process  f o r  by, our  r e s u l t  assumes only t h e  
ex i s t ence  of some kind of bound on t h e  measurement e r r o r .  
l / ( s i l a ? / a a K 1 2 ) .  But, whereas 
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APPENDIX C 
DEFINITION AND PROPERTIES OF THE OPTIMAL BASIS 
Given a set  of vec to r s  belonging t o  a K-dimensional space E K ,  K 
vec to r s  of t h i s  s e t  D 1 ,  D 2 ,  . . ., D K  are s a i d  t o  form an optimal b a s i s  i n  
E K  with r e s p e c t  t o  t h e  th re sho ld  s o  i f  they  have t h e  fol lowing p r o p e r t i e s :  
For any i ( i  from 1 t o  K - 1)  and any j ( i  + 1 G j G K): 
O B 1  S(Dj/Bi) > s o  
where B i  i s  def ined  by 
Given a s e t  of  N v e c t o r s  (D1, D 2 ,  . . ., DN) and a threshold  s o  it 
i s  p o s s i b l e  t o  cons t ruc t  an optimal b a s i s  using t h e  r e c u r s i v e  process  : 
(a )  To s t a r t  t h e  process ,  an a r b i t r a r y  v e c t o r ,  D 1 ,  i s  chosen from t h e  
s e t .  
(b) The fol lowing s t e p s  a r e  then taken:  
Step  1 B 1  = D 1  
D2 i s  t h e  v e c t o r  of  t h e  s e t  such t h a t  S(D2/B1) >S(Di/BI) 
vi # 1 , 2  
B .  = B j - 1  'J Dj 7 S t e p  j 
Dj +I is  t h e  v e c t o r  of t h e  s e t  such t h a t  S(Dj+l /Bj)  >S(Di/Bj) 
V i  # 1, 2 ,  . . ., j + 1 
(c) A t  each s t e p  j ,  D i  i s  d iscarded  from t h e  s e t  i f  S(Di/Bj) < s o .  
I t  i s  clear t h a t  (c )  leads  t o  t h e  proper ty  O B 1  and (b) t o  O B 2 .  Since 
some vec to r s  might have been d iscarded ,  K i s  less than  o r  equal  t o  N .  
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We s h a l l  now d e r i v e  some p r o p e r t i e s  of t h e  opt imal  b a s i s  from i t s  
d e f i n i t i o n  and t h e  p r o p e r t i e s  of t h e  l i n e a r  c loseness  shown i n  appendix B. 
OB3- I n  an optimal b a s i s ,  t h e  vec to r s  are s o r t e d  by decreas ing  va lues  of t h e i r  
s epa ra t ion  from t h e  preceding subbas is :  
OB4- In  any subbas is  B j  
The r e s u l t  fol lows because t h e  f r a c t i o n  i s  l a r g e r  than 1 because of O B 2 .  
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APPENDIX D 
COMPUTATION TECHNIQUE USED I N  THE DEPENDENCE ANALYSIS 
This appendix desc r ibes  t h e  elementary opera t ions  performed by t h e  
computer when execut ing t h e  dependence ana lys i s  program whose FORTRAN I V  
ve r s ion  i s  given i n  appendix E .  
Given t h e  N (M-components) vec to r s  a?/aai, f i rs t  t h e  normalized vec to r s  
are computed 
Then t h e  elements g i j  of  t h e  G r a m  mat r ix  G corresponding t o  t h e  N 
vec to r s  D i  a r e  computed 
(All  t h e  diagonal  elements are u n i t y  and t h e  determinant  of t h i s  mat r ix  i s  
DET(G).) Consider now t h e  ope ra t ions :  
1. Define t h e  q u a n t i t y  
DETl = g = 1 1 1  
Mult iply row 1 of t h e  determinant  success ive ly  by t h e  elements of 
column 1 and s u b t r a c t  from t h e  corresponding rows t o  ob ta in  zeroes i n  column 1. 
The G r a m  determinant  becomes : 
with 
I 
gi j  = g . .  - g g i , j  = 2 , N  
17 i l  1j 
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DET(G) = p2 x 
g12 g13 ' * * g l N  
I f  ! I  
g,, * ' g2N 0 
g i 2  g l 3  ' ' g i N  
Now ob ta in  zeroes below t h e  diagonal  element i n  column 2 .  The new g i  
are 
Row 3 i s  then  d iv ided  by p,. 
- The new p i v o t  i s  now 
3 .  Define 
p, - gi ' i .  
DET3 = p3 x DET2 
After K s t e p s  l i k e  those  j u s t  descr ibed ,  one has :  
and t h e  determinant  i s  
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DET(G) = 1 x p 2  x p 3  . . 
x .  
1 .  
0 
0 
0 .  
. x  
. x  
1 
X 
. x  
K rows 
where x i s  used j u s t  t o  i n d i c a t e  t h e  loca t ion  of nonzero elements.  
Obviously, i f  t h e r e  were only K rows and K columns (corresponding t o  
K vec to r s  D i ) ,  DET(G) would j u s t  equal  DETK. Therefore  D E T i  i n  genera l  
i s  t h e  va lue  of t h e  G r a m  determinant  of t h e  f irst  i v e c t o r s .  Since t h e  Gram 
determinant  i s  equal  t o  t h e  square of t h e  volume cons t ruc ted  with t h e  v e c t o r s ,  
we may w r i t e  
DETK = V ( B K ) ~  = V(BK-~)  x s(DK/BK-~> 2 
Compared with equat ion (Dl) 
This shows t h a t  t h e  p i v o t a l  element i s  p r e c i s e l y  t h e  square of t h e  
sepa ra t ion  of D K  from t h e  preceding subbas is  B K - l .  
The cons t ruc t ion  of an optimal b a s i s  r equ i r e s  t h a t ,  a t  each s t e p ,  t h e  
l a r g e s t  diagonal  element be chosen as p i v o t .  
t o r s  w i l l  no t  be 1, 2 ,  3 ,  . . ., N as descr ibed  be fo re ,  b u t  i t  i s  always 
p o s s i b l e  a t  each s t e p ,  t o  exchange rows and columns t o  b u i l d  up t h e  t r i a n g u l a r  
form. 
r e a l l y  be  performed by t h e  computer. 
bypassing process .  Indeed, once a diagonal  element has been chosen as p i v o t ,  
say  p i ,  and t h e  corresponding row normalized, row and column i w i l l  n o t  be 
changed any more. To memorize t h i s  fac t  t h a t  t h e  elements of row and column 
i must not  be  modified,  a l o g i c a l  v a r i a b l e  a s soc ia t ed  t o  t h e  index i i s  se t .  
The genera l  formula,  by which t h e  new value  of t h e  elements 
may be expressed i n  t h e  genera l  form 
In  gene ra l  t h e  sequence of  vec- 
In  p r a c t i c e ,  however, such an exchange i s  t i m e  consuming and w i l l  no t  
I t  i s  rep laced  wi th  advantage by a 
g i j  
i s  obta ined ,  
- 
Cgij)new - ( g i j ) o l d  - gi next  gnext j 
37 
where "next" i s  t h e  index of t h e  p i v o t a l  element.  Each t i m e  t h i s  formula i s  
t o  be appl ied ,  t h e  i n d i c e s  i and j a r e  checked and t h i s  computation i s  by- 
passed i f  row i o r  j has  been a l r eady  normalized. Also,  when t h e  next  
p i v o t a l  element i s  searched,  a l l  t h e  p i v o t  va lues  are examined from 1 t o  
except those  a l r eady  used s i n c e  t h e  same p i v o t a l  row cannot be used twice. 
N 
In  t h e  same way, whenever a row, of index i say ,  i s  d iscarded  
(corresponding t o  t h e  parameter 
involv ing  t h i s  index are bypassed. 
f o r  t h e  i r r e l e v a n t  o r  unused parameters .  
a i ) ,  it i s  memorized and a l l  computations 
This  i s  a l s o  done, r i g h t  from t h e  beginning, 
A s  w e  have seen  p rev ious ly ,  if a diagonal  element,  s ay  gKK, i s  found 
sma l l e r  than  t h e  square  of  t h e  threshold  s o ,  t h e  corresponding v e c t o r  DK 
has  t o  be d iscarded;  t h a t  i s ,  row and column K a r e  no t  considered any more 
i n  the  computation process .  In  t h i s  case a s p e c i a l  procedure i s  s t a r t e d  t o  
determine t h e  subse t  of B K - ~  t o  which D K  i s  l i n e a r l y  c lose .  This  i s  done 
by computing t h e  components P i  of , D K  upon t h e  K - 1 vec to r s  belonging t o  
B K - ~ .  The fol lowing equat ion has t o  be so lved  f o r  t h e  p i :  
Mult iplying both s i d e s  by DT gives  t h e  equ iva len t  system: 
j 
I t  can be shown t h a t  an equiva len t  system i s  obta ined  by t ransforming g . .  
a t  t h e  s t e p  
e l imina t ion  t o  ob ta in  t h e  unknown 
with t h e  same r u l e s  used t o  reduce t h e  determinant .  S ince  t h e  g i j ,  1J 
K ,  form an upper t r i a n g l e ,  i t  i s  then  a s imple ma t t e r  of backward 
v i .  
I n  t h e  same way, t h e  s o l u t i o n  of any system of t h e  form 
c i g i j  daf = c j  ( i  and j = 1, N and MN(i), MN(j) # 0)  
where t h e  d a i  are t h e  unknowns and c a r e  given q u a n t i t i e s ,  can be solved 
be inco rpora t ing  t h e  C j  
t h e  corresponding t ransformat ions .  In  t h i s  case ,  however, t h e  p i v o t  w i l l  
never be chosen i n  t h i s  ex t ra  column, and t h e  backward e l imina t ion  i s  per-  
formed once t h e  Gram determinant  i s  completely transformed i n  i t s  t r i a n g u l a r  
form. If c j  a r e  p r e c i s e l y  chosen as t h e  components of t h e  vec to r  DT ER,  
t h e  d a j  are t h e  components of t h e  vec to r  dA' s o l u t i o n  of t he  matr ix  
equa t i on 
j as an e x t r a  column t o  t h e  G r a m  mat r ix  and performing 
(DT D)dA' = DT ER 
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I t  i s  then  easy t o  ob ta in  the  s o l u t i o n  dA of equat ion (S), k 
(DERT D E R ) d A  = -DERT E R  
which i s  simply 
d a i  = -da i / l a? / aa i l  ( i  = l , N  and MN(i) # 0 )  
d a i  = 0 i f  MN(i) = 0 
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APPENDIX E 
A FORTRAN I V  PROGRAM FOR THE DEPENDENCE ANALYSIS 
This program has  been w r i t t e n  as a subrou t ine  a c t i v a t e d  by t h e  s ta tement  
CALL COR(N1, N 3 ,  THR, MODE) 
N 1  number of  parameters  of  t he  model 1 < N 1  < 36 
N3 t o t a l  number of ou tput  measurements 1 G N 3  G 2400 
THR va lue  of t h e  th re sho ld  0 G THR G 1 
MODE i n t e g e r  c o n t r o l l i n g  t h e  output ;  may take va lues  from 0 t o  6 (0 p r i n t s  
nothing,  6 p r i n t s  out  t he  f u l l  information,  between 0 and 6 p a r t i a l  
r e s u l t s  are g iven) .  If 10 is added ( i . e . ,  from 10 t o  16) t h e  inve r s ion  
of the  G r a m  mat r ix  i s  a l s o  performed. 
The o the r  v a r i a b l e s  needed as inpu t  o r  ou tput  f o r  t h i s  subrout ine  are 
gassed v i a  labe led  COMMON'S which a r e  used throughout t h e  whole i d e n t i f i c a t i o n  
program. 










c o n t r o l s  t h e  parameters t o  be a c t u a l l y  used i n  t h e  i d e n t i f i c a t i o n :  
MNS(1) = 0 
MNS(N1 + 1)  determines t h e  f i r s t  v e c t o r  t o  s t a r t  t h e  a n a l y s i s .  If se t  
equal t o  0 ,  t h e  subrout ine  w i l l  choose t h e  f irst  v e c t o r .  
conta ins  t h e  vec to r s  a?/aa (DER(j,i) = aq j / aa i )  
conta ins  t h e  e r r o r  vec to r  (ER(j) = ? -  - Y . )  
i s  used as inpu t ,on ly  t o  i n d i c a t e  t h e  i r r e l e v a n c e  of a parameter 
(MN(i) = 0 )  i f  t h i s  has been found dur ing  t h e  computation of t h e  DER'S  
i f  t h e  use r  does not  wish t o  i d e n t i f y  t h e  parameter a I .  
J J 
Output Var iab les  (Returned t o  t h e  Ca l l ing  Program) 
conta ins  the  elements of t h e  normalized G r a m  ma t r ix ,op t iona l ly  w i l l  
conta in  t h e  elements of t he  inve r se  i f  MODE 2 10 
contains  t h e  va lues  of  t h e  p ivo t s  
contains  t h e  norms of t h e  vec to r s  
s o l u t i o n  v e c t o r  of  t he  equat ion (DERT DER)DDA = DERT ER 
af/aa 
MN magic number used t o  con t ro l  t h e  i d e n t i f i c a t i o n  (dependency index) : 
m ( i )  = 0 means a i  i s  dependent (or  i r r e l e v a n t )  and w i l l  no t  be 
i d e n t i f i e d  
MN(i) = 1 means a i  i s  dependent b u t  w i l l  b e  i d e n t i f i e d  
MN(i) = 2 means a i  i s  independent and w i l l  be  i d e n t i f i e d  
Output Var iab les  Used i n  t h e  Print-Out  Only 
These v a r i a b l e s  are n o t  r e tu rned  t o  t h e  c a l l i n g  program b u t  are p r i n t e d  
out  a t  d i f f e r e n t  s t e p s  of t h e  computation. Therefore some may have d i f f e r e n t  
meanings i n  d i f f e r e n t  p a r t s  of t h e  program. The meanings given below cor re-  















index of t h e  next  b a s i c  vec to r  found t o  b u i l d  t h e  optimal b a s i s  
s epa ra t ion  of t h i s  v e c t o r  from t h e  preceding subbas is  
index of t h e  c r i t i c a l  vec to r  ( a l s o ,  a f o r t i o r i ,  index of  a discarded 
one) 
s e p a r a t i o n  of t h e  c r i t i c a l  vec tor  
s e p a r a t i o n  of a d iscarded  vec to r  i n  a dependent s e t  
e r r o r  i n  t h e  dependent parameter aK corresponding t o  a u n i t  e r r o r  
i n  t h e  d iscarded  parameter of t h e  dependent s e t  
index of a dependent s e t  a f t e r  union has been performed 
va lue  of t h e  determinant  of t h e  normalized G r a m  mat r ix  a f t e r  removal 
of d i scarded  vec to r s  
va lue  of t h e  computation t i m e  
a r r a y  used t o  w r i t e  t h e  names of parameters involved i n  d i f f e r e n t  
comments i s sued  by t h e  subrout ine  and i s  obtained as output  of t h e  
a u x i l i a r y  sub rou t ine  TRADUC 
Auxi l ia ry  Var iab les  
conta ins  t h e  elements of t h e  normalized G r a m  mat r ix  during t h e  
success ive  t ransformat ions  i n t o  an upper t r i a n g l e ;  G is i d e n t i c a l  t o  
C a t  t h e  beginning 
l o g i c a l  a r r a y :  CLEAR(i) =.TRUE. i f  t h e  v e c t o r  D i  has  a l ready  been 
used i n  t h e  optimal b a s i s  (or d i scarded)  
IBASIS(i) i s  t h e  index of t h e  i t h  v e c t o r  of t h e  b a s i s  
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KG dimension of  a subbas is  
SET l o g i c a l  a r r a y  r ep resen t ing  t h e  d i f f e r e n t  dependent subse t :  
SET( i , j )  = .TRUE. i n d i c a t e s  t h a t  t h e  parameter  a i  belongs t o  t h e  
dependent s e t  number j 
I R  l o g i c a l  a r r a y :  IR( i )  = .TRUE. i n d i c a t e s  t h a t  a i  i s  i r r e l e v a n t  
Other v a r i a b l e s  are used as running s u b s c r i p t s  o r  t r a n s i t o r y  s t o r a g e  and 
t h e r e  i s  no need t o  c a t a l o g  them he re .  
Auxi l ia ry  Subrout ine TRADUC (FOUND, N 1 ,  K)  
This subrout ine  i s  used t o  t r a n s l a t e  l o g i c a l  information i n t o  parameter 
The names of t h e  parameters  zre given through t h e  
names i n  o rde r  t o  ease t h e  reading of t h e  comments. 
formatt ing of t h e  output .  
COMMON/WRITE/, i n  t h e  a r r a y  WA. The output  of t h e  subrout ine  i s  found i n  t h e  
a r r a y  WR o f  t h e  same COMMON. 
I t  i s  a p a r t  of  t h e  
General Organizat ion of t h e  Subrout ine COR 
COR has been d iv ided  f o r  convenience i n t o  seven s e c t i o n s  o r  l o g i c a l  
u n i t s .  
Section 2- This s e c t i o n  computes t h e  norms AD, t h e  normalized G r a m  
mat r ix  C and t h e  v e c t o r  (DT)(ER) t h a t  i s  o r i g i n a l l y  s t o r e d  i n  the  a r r a y  DDA. 
I t  a l s o  chooses t h e  f i r s t  b a s i s  vec to r  as being t h e  c l o s e s t  t o  ER ( t he  cor re-  
sponding parameter would thus  g ive  t h e  b e s t  f i t  if a l l  t h e  o the r s  had t o  be 
d iscarded) .  This choice  w i l l  be  ignored,  however, i f  MNS(N1 -1. 1)  i s  no t  zero.  
Control w i l l  be  r e tu rned  t o  the  c a l l i n g  program a t  t h i s  p o i n t  i f  MODE = -1. 
Section 2- Afte r  some format t ing  t h e  mat r ix  C can be w r i t t e n  op t iona l ly  
and i n i t i a l i z a t i o n  of t h e  v a r i a b l e s  performed. 
Section 3- The reduct ion  of t h e  G mat r ix  t o  an upper t r i a n g l e  i s  
performed along with t h e  t ransformat ion  of t h e  v e c t o r  DDA. 
columns of t h e  mat r ix  C i s  op t iona l .  A t  each s t e p ,  t h e  diagonal  elements of 
G are searched f o r  t h e  b igges t  and t h e  smallest. The la t te r  is compared t o  
t h e  square of t h e  th re sho ld  (S = THR2). 
t r a n s f e r r e d  t o  s e c t i o n  4.  Otherwise,  b a s i c  and c r i t i c a l  parameters are 
p r i n t e d  out with t h e i r  s epa ra t ions .  
component of DDA are normalized (op t iona l ly  t h e  corresponding row of  C) and 
t h e  next  s t e p  is  s t a r t e d .  
con t ro l  i s  t r a n s f e r r e d  t o  s e c t i o n  5.  
Transformation of 
In  case  of dependence, con t ro l  i s  
The p i v o t a l  row and t h e  corresponding 
When a l l  t h e  vec to r s  have been used (IREMN = 0)  
Section 4- The dependent parameter i s  d iscarded  (MN = 0) and con t ro l  
r e t u r n s  t o  s e c t i o n  3 i f  MODE = 0. Otherwise a backward e l imina t ion  i s  per-  
formed t o  ob ta in  t h e  components of t h e  d iscarded  vec to r  on t h e  subbas is  and 
t h e  dependent subse t  s t o r e d  i n  SET. Control  i s  r e tu rned  t o  s e c t i o n  3 .  
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Section 5- The s o l u t i o n  v e c t o r  DDA is  f i n a l l y  obtained by backward 
e l imina t ion  (op t iona l ly  t h e  i n v e r s e  of C ) .  
Section 6- When dependent sets have been found, they  are p r i n t e d  out  with 
t h e i r  s epa ra t ions  and t h e  e r r o r  i n  dependent parameters is  computed and 
p r i n t e d .  Then t h e  dependent sets are  un i t ed  eventua l ly  ( i f  MODE.GT.3). 
Section 7- In  t h i s  last  s e c t i o n  some l o g i c a l  and format t ing  manipulat ions 
are performed and f i n a l  comments are de l ive red .  
Remark: The ana lys i s  of t h e  G matrix and t h e  inve r s ions  are a l l  
performed i n  a double p r e c i s i o n  a r i t hme t i c .  
A l i s t i n g  of t h e  program is  given i n  t h e  fol lowing pages.  
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I 
S U B R OUT IN E 
C OMM ON/ BA S I S / I B A S  Is ( 36 
C O M M O N / N V R T / A D (  3 6 )  T D D A (  3 6 )  T C (  36 7 36) 
C O M M f l N / W R I T E / W R  ( 3 6 )  q W A ( 3 6  1 
C O M M O N / P R M / M N ( ~ ~ ) T M N S ( ~ ~ ) T S E N S I V ( ~ ~ ) ~ A ( ~ ~ ) T A M I N ( ~ ~ ) T A M A X ( ~ ~ )  
C OR ( N 1 T N 3 3 T HP * .M ODE 1 1 
T P 1 V ( 36 t G  ( 36 T 36 
1 9  DA ( 3 6 )  7 ER ( 2 4 0 0 )  7 DER ( 2 4 0 0 9  36 )  
D I M E N S I O N  
D OURL E 
L O G I C A L  *I C L E A R T C L E A R B T S E T T I R T  INV 
D A T A  PEO,COMMA/3H '  = T ~ H T /  
S E P A R (  1 8 )  ? S E T (  1 R t  1 8 ) r C L E A R (  36 )  , C L E A R B ( 3 6 )  T I R ( 3 6 )  
PR FC I S  I Oh' AD DDA T G 9 C T GR AD9 S T S A V E  T SMAX 9 S M I N  T D  E T 
C A L L  C L O C K (  I S T A R T )  
PRM 
MODE = M O D E 1  
C * S E C T I O N  19 _-_----- ---- C O M P l J T A T I  ON OF T H E  GRAM MATRIX- - - - - - - - - - - - - - - - - -  
SMAX = O.DO 
A D ( 1 )  = O.DO 
I F ( M N (  I )  .EO.O) GO T O  2 5 0 0  
D O  500 1 = 1 ~ N 1  
1 5 0 3  D O  5 0 3  K = l r r \ 1 3  
5 0 3  A D ( I )  = A D ( 1 )  + D B L E ( D E R ( K q I ) ) * c * 2  
I F  ( A D (  I) .LT.  1. D - 7 0  ) M N ( I )  = 0 
A D ( 1 )  = D S O R T ( A D ( 1 ) )  
2 5 0 0  DO 5 0 0  J = l r N l  
5 0 0  C ( I T J )  = O.DO 
1 5 0 1  DO 5 0 1  I = l r N l  
1 5 0 2  D O  5 0 2  J = l r I  
I F ( M N (  I )  .EO.O) G O  TO 5 0 1  
I F ( 1 . E Q . J )  G O  T O  5 0 2  
I F ( M N (  J )  .EO.O) GO T O  5 0 2  
1 5 0 4  D O  5 0 4  K = l r N 3  
5 0 4  C ( I 9 J )  = C ( I 9 J )  + D B L E ( D E R ( K r I ) I * D B L E ( D E R ( K , J ) )  
C ( I , J )  = C ( I p J ) / ( A D ( I ) * A D ( J ) )  
C ( J T I )  = C ( I T J )  
I F ( S M A X . G T . D A B S ( C ( I , J ) )  1 GO T O  5 0 2  
SMAX = D A B S ( C ( I v J ) )  
C D E F I N E  THE F I R S T  B A S I C  PARAMETER 
N E X T  = I 
5 0 2  C O N T I N U E  
C ( I t 1 )  = 1.DO 
GRAD = O.DO 
1 5 1 0  D O  5 1 0  K = l t N 3  
5 1 0  GRAD = GRAD + D B L E ( D E R ( K 7 I )  ) * D B L E ( E R ( K ) )  
D D A ( I )  = G R A D / A D (  I )  
N 2  = N 1  + 1 
I F ( M N S ( N 2  1 .NE.O) N E X T  = M N S ( N . 2 )  
5 0 1  C O N T I N U E  
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I N V  = M f l D E l . G E . 1 0  
I F ( I N V )  MCOE = M n D F 1 - 1 0  
M N ( N 2 )  = 1 
I F  (MODE E O . 0 )  G O  T O  5 0 7  
I F  ( N 1  GT 1 5 )  GO T O  507 
505  W R I T E ( 6 9 6 5 0 5 )  
6505  F O R M A T (  l H l r l O X 9 ' P A R A M E T E R S  C O R R E L A T I O N  M A T R I X ' )  
6 5  O h  F ORM A T  ( / 1 X 9 A 4  9 2 X 9 15 F R  4 ) 
W R I T E  ( 69601 ) 
507 I F ( M O D E . L T . 4 )  G O  T O  1508 
WA ( N E X T )  
601 F O R M A T (  ' 1 B A S  I C  ' 7 3 0 x 9  ' C R I  T I C A L '  / '  P A R A M E T E R '  9 5 X  9 '  S E P A R A T I O N '  
1 , 1 5 X 9 ' P A R A M E T E R f 9 5 X 9 ' S E P A R A T I C N ' / 4 X 9 A 4 / )  





D O  5 0 8  I = l r h l l  
D O  509 J = l , N l  
I F ( I . L E o l f J . A N D . J . L E . 1 8 )  S E T ( 1 , J )  = . F A L S E .  
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I 
C * S E C T  I ON 3*-------- A N A L Y S I S  O F - T H E  V E C T O R  
C T H E  NEW B A S I S  V E C T O R  I S  N E X T  
1 C L E A R f N E X T )  = . T R U E *  
I F ( I R ( N E X T ) )  G O  T O  2004 
K G  = K G  + 1 
I B A S I S ( K G )  = N E X T  
I F I K G e G E e N l )  G O  T O  20 
C COMPIJTE T H E  NEW A R R A Y  OF REMNANT V E C T O R S  
I F ( C L E A R ( J 1 )  GO T O  2 
1002 D O  2 J = l ? N 1  
C T R A N S F O R M  I N P U T  V f C T O R  DDA 
D D A ( J )  = D D A ( J )  - D D A ( N E X T ) * G ( J ? N E X T )  
I F ( . N O T . I N V )  G O  T O  1003 
1203 D O  2 0 3  1 = 1 9 N 1  
1003 D O  3 I = l ? J  
2 0 3  C ( J 9 I )  = C ( J 9 I )  - C ( N E X T ? I ) * G ( J ? N E X T )  
I F  ( C L E A R  ( I  1 )  G O  T O  3 
G ( J ? I )  = G ( J T I )  - G ( J ? N E X T ) * G ( N E X T ? I )  
G ( I 7 J )  = G ( J T I )  
3 C O N T I N U E  
2 C O N T I N U E  
C F I N D  T H E  D E P E N D E N T ?  T H E  O P T I M A L  A N D  T H E  C R I T I C A L  V E C T O R S  
2004 I R E M N  = 0 
SMAX = 0,DO 
SMIN = i.no 
1004 D O  4 I = l ? N l  
I F ( C L E A R ( 1  1 )  G O  T O  4 
I R E M N  = I R F M N  + 1 
I F ( S A V E . G T . S M I N )  G O  T O  5 
C S T O R E  T H E  C R I T I C A L  
S M I N  = S A V E  
I O U T  = I 
S A V E  = G ( I ? I )  
5 I F ( S A V E , L E . S M A X )  GO T O  4 
C S T ( I K E  T H E  U P T I M A L  
SMAX = S A V F  
N E X T  = I 
4 C O N T I N U E  
I F ( I R E M N . E O . 0 )  G O  T O  20 
I F ( S M 1 N . L E . S )  G O  T O  8 
P I V ( h l E r X T )  = SMAX 
C C H E C K  T H E  D E P E N D E N T  
C COMPUTE T H E  V A L I I E  OF T H E  D F T E R M I N A N T  
D E T  = DET$cSMAK--  ~ 
C N O R M A L I S E  ROW AND C O L U M N  N E X T  B E F O R E  T H E  NEW C Y C L E  
S A V E  = D S Q R T ( S M A X )  
I F ( M f lDE . L T .4 1 G O  T O  1007 
S M I N  = D S O R T ( S M 1 N )  
W R I T E ( 6 r 6 0 0 )  W A ( N E X T ) T S A V E T W A ( I O U T ) ~ S M I N  
600 F O R M A T ( ~ X T A ~ T  8 x ~ l P E 9 . 2 7 1 8 X ~ A 4 9  8 X ~ E 9 . 2 )  
1007 D O  7 I = l ? N 1  
I F (  I N V )  C ( N E X T ? I )  = C ( N E X T , I ) / S M A X  
I F ( C L E A K ( 1  1 )  G O  T O  7 
G ( N E X T ? I )  = G ( N E X T ? I ) / S M A X  
7 C O N T I N U E  
D D A I N E X T )  = D D A ( N E X T ) / S M A X  
G O  T O  1 
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C * S E C T I O N  4* - - - - - - - - -ANALYSIS OF T H E  D E P E N D E N C E  W I T H I N  T H E  SUB-BASIS- - - - - - -  
8 N S E T  = N S E T  + 1 
D D A ( I 0 U T )  =O.DO 
M N ( I 0 U T )  = 0 
C L E A R (  T O U T )  = .TRIJE. 
I F ( M n D E  EO 0 G O  T O  2004 
S E T ( 1 O l J T r N S E T )  = .TRUE. 
C F I N D  T H E  COMPClNENTS OF TOUT ON THE BASIS 
1009 D O  9 I = l r K G  
K B A C K  = K G + l - I  
K = I B A S I S ( K B A C K 1  
I F ( I . E O . 1 )  G O  T O  9 
K B A C K l  = K G - I + J  
1010 D O  10 J = 2 r I  
K 1  = I B A S I S ( K B A C K 1 )  
10 G ( K r I W T )  = G ( K r I O U T 1  - G ( K , K l ) * G ( K l r I O U T )  
9 C O N T I N U E  
1011 D O  1 1  I = ~ T K G  
K = I B A S I S ( 1 )  
I F  ( D A B S ( G R A D  1 .LE. S 1 GO T O  11 
G R A D  = S M I N  + ( G ( K 9  I O U T ) * * Z ) * P I V ( K )  
C M E M O R I S E  T H E  D E P E N D E N T  V E C T O R  I N  T H E  L O G I C A L  A R R A Y  lVSET1l  
C S E T  T H E  M A G I C  NUMBER T O  1 FOR D E P E N D E N C E  OF T H E  N E X T  B A S I S  V E C T O R  W I T H  I f l U l  
S E T  ( K I N S E T )  = .TRUE. 
M N ( K )  = 1 
11 C O N T I N U E  
C M E M O R I S E  T H E  S E P A R A T I O N  OF T H E  D E P E N D E N T  V E C T O R  I N  T H E  A R R A Y  " S E P A R "  
S E P A R ( N S E T 1  = D S Q R T ( D M A X l ( O . D O ~ S M I N )  ) 
GO TIS 2004 
C * S E C T I O N  5* ----- S O L V E  T H E  E Q U A T I W  G*:DDA = D 1 * E R  ( I N V E R T  G E V E N T I I A L L Y I -  
2 0  I F ( K G . E Q . 1 )  (;n T O  1121  
1 1 2 0  D O  1 2 0  I = 2 r K G  
K B A C K  = K G + 1 - I  
K = I B A S I S ( K B A C K 1  
2120  D O  1 2 0  J = 2 t I  
K B A C K l  = K G - I + J  
K 1  = I B A S I S ( K B A C K 1 )  
I F ( . N O T . I N V )  G O  T O  120 
L = I B A S I S ( L 1 )  
1 2 2 0  D O  220  L 1  = l r K G  
2 2 0  C ( K r L )  = C ( K 9 L )  - G ( K , K l ) * C ( K l r L )  
1 2 0  D D A ( K )  = D D A ( K )  - G ( K T K ~ ) * D D A ( K ~ )  
1 1 2 1  D O  121 I = l * K G  
K = I B A S I S ( 1 )  
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I F ( N S E T . E Q . 0 )  G O  T O  24 
I F ( M O D E . L T . 5 )  GO T O  2 4  
C W R I T E  T H E  D E P E N D E N T  S E T S  
W R I T E (  69621)  
6 2 1  F O R M A T ( / l l X T ' D E P E N D E N T  S E T S  OF P A R A M E T E R S ' /  l X T ' S E P A R A T I O N ' / )  
1022 DO 22 J = l l r N S E T  
1 0 2 3  DO 2 3  I = l r N l  
I F ( M N (  I ) . E Q . O . A N D . S E T ( I 9 J )  1 I O U T  = I 
2 3  C L E A R ( 1 )  = S E T ( I , J )  
C A L L  T R A D U C ( C L E A R 9 N l r N W )  
W R I T E ( 6 9 6 2 2 )  S E P A R I J ) ,  ( W R ( I  ) r C O M M A ,  I = l , N W )  
622 F O R M A T (  1 X , E 9 . 2 / (  ~ O X , ~ ~ ( A ~ T A I  ) / )  1 
I F ( M O D E . L T . 6 )  G O  T O  22 
K = O  
I F ( M N (  I ) . E O , O )  G O  T O  1 2  
I F ( . N O T . S E T ( I . J )  1 G O  T O  1 2  
K = K + I  
W R ( K )  = W A ( 1 )  
1012 D O  1 2  I = l r N l  
G ( K y K )  = -G(I(IOUT)*AD(IOUT)/AD(I) 
12 C O N T I N U E  
14 W R I T E ( 6 9 6 1 4 )  W A ( I O U T ) T P E ~ , ( W R ( I ) ~ P E Q T G ( ~ , I ) T ~ = ~ ~ K )  
614 F l l R M A T ( / '  I F  ' 9 A 4 9 A 3 7 '  1, T H E N ' , ~ ( ~ X , A ~ ~ A ~ T ~ P E ~ . ~ ) /  
1( 1 9 X 9 6 1 3 X 9 A 4 9 A 3 , E 9 . 2 ) / )  1 
22 C O N T I N U E  
2 4  W R I T E (  6 9 6 2 4 )  N l r T H R ,  ( M N ( K ) r K = l , N l  1 
624  F O R M A T ( ' 1  * * *THERE A R E ' , T 3 , '  P A R A b l n E R S  IN T H I S  P R O B L E M  . 
1 T H E  S E P A R A T I O N  T H R E S H O L D  W A S ' , E 9 . 2  / '  M A G I C  NUMBER ' , 3 6 1 2 / )  
I F ( N S E T . E O . 0 )  G O  T O  32 
TF(MnDE.LT.3) GI1 T O  3 2  
C f f * S * * t * * * * Q * : ~ * Q * ~ t * * * *  U N I O N  OF T H E  D E P E N D E N T  S E T S  ~ ~ : : ~ * * ~ * Q * ~ ~ ~ : ~ * : ~ * * * * * * * * ~ ~ ~  
1 1 2 5  D O  125 I = l r h l l  
1 2 5  C L E A R ( T I  = . F A L S E .  
N S E T C  = 0 
I F  ( C L E A R  ( J  ) ) G O  T O  2 5  
N S E T C  = N S E T C  + 1 
I F ( C L E A R ( K ) )  G O  T O  26  
1 0 2 5  D O  2 5  J = l . N S E T  
1 0 2 6  D O  26  K = J ? N S E T  
1027 D O  27 I = l r N l  
TF(SET(I,J).AND.SET(I,K)) G O  TO 1028  
2 7  C O N T I N U E  
G O  T O  26 
1 0 2 8  D O  2 8  I = l r N l  
2 8  S E T ( I 9 N S E T C )  = S E T ( I I J ) . O R * S E T ( I ~ K )  
S E P AR NS E TC 1 = AM I N 1 ( SE PAR ( J 1 9 SEP AR ( K ) 1 
C L E A R ( K 1  = .TRUE. 
2 6  C O N T I N U E  
2 5  C O N T I N U E  
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C * S E C T I O N  7Y; ------_- P R E P A R E  A N D  W R I T E  T H E  F I N A L  D I A c , N O S T I C - - - - - - - - - - - - - - - -  
1029  D O  2 9  J = l , N S E T C  
1030 no 30 I = l , h l 1  
C L E A R ( 1 )  = ( M N ( I ) . E O . l ) , A N D . S E T ( I , J )  
( M N  ( I 1 EO. 0 AND.  S E T  ( I T J 
C A L L  T R A D I I C ( C L E A R , N l , N W )  
h ' R I T E ( h ~ h 3 1 )  J , S F P A R ( J ) r  ( W R ( 1  ) , C U M M A T I = ~ T N W )  
3 0  C L E A R B  ( I ) = 
631 F O R M A T ( / / '  * * * D E P E N D E N T  S E T  N U M B E R ' ,  1 3 , '  * * * S E P A R A T I O N  = ' ~ E 9 . 2 /  
1' * : I / '  * A T R I J E  V A L U E  I S  O B T A I N E D  F O R  ' I ( '  * ' T ~ X T ~ ~ ( A ~ T A ~  ) / I  
C A L L  T R A D l J C  ( C L E A R R y N 1  TNW 
W R I T E ( 6 7 6 2 9 )  ( W R ( I ) , C I ~ M V A T I = ~ , N W )  
629  F n R M A T l '  * I F  I S  K N O W N  T H E  T R l J E  V A L U E  O F  ' / ( I  * ' ~ 8 X ~ 2 4 ( A 4 , A l  ) / I  ) 
2 9  C O N T I N U E  
32 I F ( M O D E . L T . 2 )  R E T U R N  
C W R I  T E  T H E  N A M E  OF I N D E P E N D E N T ,  I R R E L E V A N T ,  D R n P P E D  A N D  U N U S E D  P A R A M E T F R S  
1033 D O  3 3  I = l ~ N l  
C L E A R (  I )  = M N ( I I . E Q . 2  
33 C L E A R B  ( I ) = I R ( I 1 AND. ( M N S  ( I ) . N E  e 0  
C A L L  
W R I T E ( 6 9 6 3 4 )  ( W R ( I  ) r C f l M M A Y  I = l , N W )  
C A L L  T R A D t I C  ( C L E A R H , N l , N W  1 
W R I T E ( 6 7 6 3 5 )  ( W R ( I ) T C O M M A , I = ~ T N W )  
T R A D I J C  ( C L E A R  T N  1 TNW 
6 3 4  F O R M A T ( / / '  '. I N D E P E N D E N T  P A R A M E T E R S  ' I ( '  * ' T ~ X T ~ ~ ( A ~ T A ~  I /  1 )  
6 3 5  F O R M A T ( '  : % ' / I  * I R R E L E V A N T  P A R A M E T E R S  ' / ( I  * ' , 2 X ~ 2 4 ( A 4 ~ A l  ) / I )  
1036 I10 3 6  I = l , N 1  
C L E A R ( 1 )  = MNII~.EB.O.AND.MNS(I).~.O 
3 6  C L E A R B I I )  = M N S ( I ) . E O . O  
C A L L  T R A D I J C  ( C L E A R T N ~ T N W )  
W R I T E ( 6 9 6 3 7 )  ( W R ( I ) , C O M M A , I = ~ T N W )  
637 F O R M A T ( '  : : ' I '  * N O T  E S T I M A T E D ' / ( '  * ' , 2 X T 2 4 ( A 4 , A l  ) / I  
C A L L  T R A D U C ( C L E A R B , N l + N W )  
W R I T E  ( 6 9  638  ) ( WR ( I 1 T COMMA,  I =  1 9  N W )  
6 3 8  F O R M A T ( '  * ' / I  * N O T  U S E D ' / ( '  ~ ~ ' , 2 X , 2 4 ( A 4 , A l  1 / 1 1  
C A L L  C L O C K (  I E N D )  
T I M E  = ( I E N D - I S T A R T ) / 1 0 0 .  
W R I T E ( h i 6 0 6 )  D E T Y T I M E  
6 0 6  F O R M A T ( / / / '  O E T = ' , D 2 2 . 1 5 , '  T I M E  = ' t F 9 . 3 , '  S E C ' )  
9999 R E T I I R N  
E N D  
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S{JRROUT I N F  T R A D U C ( F U J N D T N 1  ,K 1 
C I!MM ON/ WR I T E  / W  R [ 3 6 1 T W A ( 3 6 ) 
D I M E N S I O N  F f l l J N D ( N 1 1  
L O G I C A L  +1 FOUND 
K=O 
W R ( 1 )  = B L A N K  
I F  ( .NOT. FOl lND ( I  1 1 G O  T O  1 
K = K + l  
W R ( K )  = W A ( 1 )  
TF(K .GT.01  R E T U R N  
K =  1 
W K ( 1 1  = E M P T Y  
RET lJRN 
END 
D A T A  R L A N K T E M P T Y / '  ' 9 ' N O N E ' /  
1001 DO 1 1 = 1 ~ N 1  
1 C O N T I N I J E  
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EXAMPLE OF COMPUTER OUTPUT 
To i l l u s t r a t e  t h e  c a p a b i l i t i e s  of t h e  program, two examples of ou tput  are 
given on f i g u r e s  17 and 18. I n  t h e  f i r s t  example, a t e s t  matr ix  DER with 
known r e l a t i o n s h i p s  between t h e  columns was inpu t  t o  the  subrout ine  COR t o  
s i m u l a t e  a case  o f  nonuniqueness where t h e  model had 14 parameters (designated 
he re  by the  symbolic names A I ,  A, , . . . , A14). The threshold  was s e t  equal  
t o  0 .01 and A 1 0  was d iscarded  a p r i o r i  (MNS(10) s e t  t o  0 )  and A 5  was found 
t o  be i r r e l e v a n t .  Figure 17  shows first t h e  cons t ruc t ion  of t h e  optimal b a s i s .  
I t  i n d i c a t e s  t h a t  t h e  f i rs t  parameter (chosen by t h e  use r )  i s  A 2 .  Then A4 
i s  s e l e c t e d  with a s e p a r a t i o n  equal t o  1 ( i n d i c a t i n g  or thogonal i ty  between t h e  
vec to r s  a?/aA2 and ak?/aA~).  A t  t h e  same time A 3  i s  found t o  be c r i t i c a l  
wi th  a sepa ra t ion  of  0.347. The t h i r d  parameter s e l e c t e d  is  A 8  with aga in  
a sepa ra t ion  of 1, and A 3  i s  s t i l l  c r i t i c a l .  A t  t h i s  p o i n t ,  however, A 9  
was found t o  be dependent and was d iscarded ,  b u t  t h i s  i s  d isp layed  l a t e r  on. 
This  process  cont inues ,  t h e  b a s i s  vec to r s  becoming l e s s  and l e s s  or thogonal  
(property O B 3  of t h e  opt imal  b a s i s  shown i n  appendix C).  
Some parameters are missing i n  the  f irst  column; indeed they have been 
d iscarded  e i t h e r  during t h e  a n a l y s i s  (as  dependent parameters)  o r  be fo re  (as  
i r r e l e v a n t  o r  d i scarded  a p r f o p i  by t h e  use r  r i g h t  from t h e  beginning) .  A s  
f o r  t h e  discarded parameters ,  they appear i n  t h e  next  d i s p l a y ,  where we a r e  
t o l d  t h a t  A 8  and A9 a r e  dependent with a sepa ra t ion  of 0 .0025 .  A9 was d i s -  
carded and i t s  va lue  w i l l  be  unchanged. The va lue  of A 8  t h a t  w i l l  be  
obtained i n  t h e  i d e n t i f i c a t i o n  i s  a func t ion  of t h e  va lue  of A9, and t h e  next  
l i n e  i n d i c a t e s  t h a t  i f  t h e  va lue  of A9 i s  increased  by one u n i t  (absolu te  
v a r i a t i o n  - symbolized by a prime) then A8 w i l l  decrease  by 40 u n i t s .  This  
information i s  very use fu l  t o  e s t ima te  t h e  e r r o r  i n  
of knowledge of 
of A 8  i f  a b e t t e r  va lue  has  been obtained f o r  A9 from other  measurements, 
without  running t h e  whole i d e n t i f i c a t i o n  aga in .  
A 8  because of t h e  lack  
A g ,  and a l s o  i t  can be used t o  c o r r e c t  a posteriori t h e  va lue  
Then another  dependent s e t  i s  found with t h r e e  parameters ,  A I ,  A2, and 
A 3 .  The parameter A3 was discarded and t h e  next  l i n e  i n d i c a t e s  how a v a r i a -  
t i o n  i n  A 3  w i l l  a f f e c t  t h e  values  found f o r  A1  and A,. The l a s t  dependent 
s e t  inc ludes  f o u r  parameters  and A 1 4  was d iscarded .  Note t h a t  A 8  appears 
again,  t h e r e f o r e  t h e  f i r s t  and t h e  l a s t  s e t  w i l l  b e  un i t ed  i n  the  f i n a l  
r e s u l t s .  
The f i n a l  r e s u l t s  a r e  given next  on t h i s  ou tput .  Two dependent se ts  
appear;  A9 and A 1 4  have been d iscarded  from t h e  f i r s t  and t h e i r  va lues  should 
be known i n  o rde r  t o  ob ta in  c o r r e c t  va lues  f o r  A B ,  A l l ,  and A 1 3 .  In  t h e  same 
way A3 was d iscarded  from t h e  second s e t .  Then t h e  names of t h e  independent 
and i r r e l e v a n t  parameters  are d isp layed .  F i n a l l y ,  f o u r  parameters have been 
discarded and w i l l  no t  be es t imated  i n  t h i s  i d e n t i f i c a t i o n ,  and a l s o ,  t h e  
computer reminds us  t h a t  A 1 0  
dec i s ion  t o  do so  a t  t h e  beginning of  t h e  i d e n t i f i c a t i o n .  The las t  p i e c e  of 
information concerns t h e  va lue  of t h e  determinant  of t h e  reduced G r a m  mat r ix  
( t h a t  i s  a f t e r  suppress ion  of rows and columns corresponding t o  t h e  d iscarded  
parameters) and, g ives  t h e  computation t i m e  i n  seconds.  A l l  of t h e s e  r e s u l t s  
agreed exac t ly  wi th  t h e  known i n i t i a l  d a t a .  
was no t  used a t  a l l  because of t h e  a p r i o r i  
Another example i s  shown on f i g u r e  18.  I t  corresponds t o  t h e  r e a l  case  
(case A) of t h e  p l a t fo rm i d e n t i f i c a t i o n ,  when t h e  r e a c t i o n  wheels a r e  n o t  used 
( n a t u r a l  damping). Jxz ,  J x ,  J z  and a13 
i s  found and t h e  dependence c o e f f i c i e n t s  are denoted by t h e  "prime" fol lowing 
t h e  name, s o  t h a t  t h e  las t  l i n e  of  t h e  f irst  s e t  of comments should r ead :  i f  
Jxz is incremented by one un i t ,  then the vaZue obtained for J x  w i Z Z  change 
by an amount of 2.55 IO-1 unit, Jz  wiZZ be decreased 
by 4.83 un i t .  Note t h a t  t h e  a n a l y s i s  of t h i s  13 parameter problem only 
requi red  2 sec of computation time. 
The dependence between t h e  parameters 
by 4.0 un i t s  and a13 
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TABLE 1.- RESULTS OF THE IDENTIFICATION FOR TWO DIFFERENT 
J, 








b z  
a13 
by 















- - 1 Dependency 
____ - I -  - I _ _ _  - index 
_ _  
/ " e l l h e  1- [Error  bounds Uni t s  S e n s i t i v i t y  










- - .- - . . 




k 5  
25.4 
t 2 . 2  
t 2 . 8  




. - . ~  
s l u g - f t 2  
1 
f t - l b - s e c  
c 
f t -  l b  
- _ _  ~- 
12.4 
6.7 

























Run 2: F i n a l  r e s u l t s  when Jx, is  d iscarded  by t h e  dependence 
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Figure 1.- General scheme o f  the  i d e n t i f i c a t i o n  process.  





O t l  t 2  t 3  ... ... tM 
( a )  Time histories of plant output measured directly and computed from the model 
Y 
( b )  Vectorial representation of the t ime histories and perturbation process 
.gure 2 . -  Vec tor ia l  r ep resen ta t ion  of t he  time h i s t o r i e s  and pe r tu rba t ion  process .  
=DER dA 
-Y -
Figure 3 . -  Geometric i n t e rp re t a t ion  of the  parameters adjustment i n  a l e a s t  squares method. 
Q, 
0 
M -Dimensions I 
Space (Measurements) 
Figure 4 . -  Output measurements space EM and model space  EN. 
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al and a2 F(a1, a$ 
Figure 6.-  Linear dependence and independence. 
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w 
Distance s < Sin E 
Figure 8.-  Linear c loseness  i n  k dimensions. 
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I 
D2 or D3 should be discarded 
Figure 9 . -  Choice of optimal basis. 









Dependent set an2 , an3 , a, 
Figure 10.-  Dependence ana lys i s .  
M N ( j )  = 
Dependent 
0 
) = I  
G = D ~ D  
Gram determinant 
D E T ( G )  = v2 
2 
Recursive computations of V 
DET(G)  = DETk x 
2 Sii = Sk,, 
X 
X 










e . . .  
! 
e . . .  
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Figure 11.- Computation technique. 
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4 I B M  tape 
1Printer output 
I B M  
360 i 
Figure 1 2 . -  General arrangement f o r  t he  i d e n t i f i c a t i o n  of  t he  s a t e l l i t e  s imula tor .  
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Figure  13.- Damping system ( r o l l  ax is ) .  
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Figure 14.- Evolution of t h e  parameters dur ing  two d i f f e r e n t  i d e n t i f i c a t i o n  
runs (Case A ) .  






Figure 15.- Measured and computed time h i s t o r i e s  of the r o l l  r a t e  of the platform a t  the end of two 
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E! z + E 
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Time, sec 
Figure 16.- Measured and computed time h i s t o r i e s  of t h e  r o l l  r a t e  (Case B ) .  
I 
P 
P A S I C  
ARAMETER 
A 2  
A 4  
A 8  
A 1 2  
A 1  
A b  
A l l  
A13  
A 7  
S F P A R A T I O N  
1 . 0 0 E  00 
1.00E 00 
1 . 0 0 E  00 
9.57E-0  1 
7.11 E - 0 1  
7 . 0 7 E - 0 1  
9.90 E-0 2 
7 . 0 7 ~ 4  1
DEPENOEMT S E T S  OF PARAMETERS 
S F PAR AT I ON 
0.2 5 E - 0 2  
A R T  A 9 1  
I F  8 9 '  = 1 7  T H E N  A 8 '  =-4.01E 0 1  
0 . 3 R E - 0 2  
A 1 7  A 2 1  A 3 r  
J F  A 3 '  = IT THEN A l l  = - Z . O l E  00 
n . 7 1 ~ - 0 8  
A R T  A l l t  A 1 3 1  A 1 4 1  
I F  A 1 4 '  = 1 7  T H F N  ~ t 3 '  = - 2 . 0 0 ~  no 
C R I T I C A L  
PARA METER 
A 3  
A 3  
A 3  
A 3  
A 14 
A 7  
A 7  
A 7  
SE PAR AT IOhl 
3 . 4 7 E - 0  1 
3 . 4 7 E - 0 1  
3 . 4 7 E - 0  1 
3 . 4 7 E - 0  1 
4 . h h E - 0 1  
9 9 0 E - 0  2 
9 . 9 0 ~ - 0 2  
9 . 9 O E - 0 2  
A 2 '  = - 1 . 0 0 E  0 1  
~ i i '  = - 3 . o o ~  no A13 '  =- 1.OOF 00 
***THFRE ARE 14 PARAMFTERS I N  T H I S  PRORLEM . 
M A G J C  NIJMRFR 1 1 n 2 r? 2 2 I n n 1 7 I o 
THE S F P A R A T I O N  THRFSHC)Ln WAS 0 . 1 O F - 0 1  
***DE PENDENT SET NIJW ER 1 **+SEPARAT I(1N = 0.7 1 F-OR 
* A T R I j F  VALI IE  I S  O R T A I N E D  FOR 
* A R T   all^ A 1 3 r  
* I F  I S  KNflWN T H F  TRUE VAI-IIE OF 
* A 9 7  A 1 4 7  
* 
** *nF PENDENT SET NIJMR FR 2 **fgSE PAR AT I O N  = 0 . 3 8 F - n ?  
+ A TRUE VALI IE  I S  I X 3 T A I N E D  F I T  
A ~ T  A 2 9  
* I F  I S  KNOWN THF TRUE V A L I I E  f lF 




A 4 9  A 6 1  P I T  A 1 2 7  
I R R E L E V A N T  PARAMETERS 
A5 T 
NOT E S T I M A T E D  
A31 A59 A 9 9  A 1 4 7  
hlnT I I S E O  
A 1 0 7  
Figure 17.- Computer a n a l y s i s  i n  t h e  t e s t  case  of 14 parameters.  
7 3  
B A S I C  
PAR AM E T  E R S E P A R A T I O N  
J L  
BY 
DMPY 
J Y  
DMPZ 
DM PX 
J X  
A 13 
J Y  Z 
BZ 








4 27D-0 2 
3 0 11 0-02 
2 770-0 2 
DEPENDENT SETS OF PARAMETERS 
S E P A R A T I O N  
0.48E-02 
J X ?  J Z t  J X Z ?  A139 
I F  J X Z '  = 1 9  THEN J X '  = 2.55D-01 
C R I T I C A L  
PARAMETER S E P A R A T I O N  
J XZ 
J X  Z 
J X Z  
J Y Z  
J YZ 
J Y  L 
J XZ 
J X  Y 
J X Y  
JX Y 
2 -770-01 
2 5 1 D-0 1 
2.51U-01 







J Z '  = 4.OOD 00 A13' =-4.830-06 
**::THERE ARE 13 PARAMETERS I N  T H I S  PROBLEM . 
N''MHER S E P A R A T I O N  THRESHOLD WAS 0.20E-01 
::*::DEPENDENT S E T  NUMBER 1 *::*SEPARATION = 0.48E-02 
,. 
I: A TRUE V A L U E  I S  O B T A I N E D  FOR 
JX I  J Z ?  A131 a. -8- 
* I F  I S  K.NOWN THE TRlJE VALUE OF 
J X Z ?  .c 
INDEPENDENT PARAMETERS 
J Y ?  J X Y ?  J Y Z ? D M P X ? D M P Y ? D M P Z ?  B Y ?  €52, 
I R R E L E V A N T  PARAMETERS 
NONE 7 
NOT E S T I M A T E D  
J X Z ?  
NOT lJSED 
BX 
D E T =  0.113607241258916D-10 T I M E  = 1.910 SEC 
Figure 18.- Computer a n a l y s i s  of t h e  i d e n t i f i c a t i o n  of t he  parameters of t h e  
p la t form i n  t h e  f ree  o s c i l l a t i o n  case (Case A, run 2 ) .  
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