Selfdual variational theory -developed in [7] and [8] -allows for the superposition of appropriate boundary Lagrangians with "interior" Lagrangians, leading to a variational formulation and resolution of problems with various linear and nonlinear boundary constraints that are not amenable to standard Euler-Lagrange theory. The superposition of several selfdual Lagrangians is also possible in many natural settings, leading to a variational resolution of certain differential systems. These results are applied to nonlinear transport equations with prescribed exit values, Cauchy-Riemann equations, Lagrangian intersections of convex-concave Hamiltonian systems, initial-value problems of dissipative systems, as well as evolution equations with periodic and anti-periodic solutions.
Introduction
Many of the basic equations arising on the interface between Riemmanian geometry and quantum field theory (e.g. Yang-Mills, Chern-Simon, Seiberg-Witten and Ginzburg-Landau) have dual or/and selfdual versions which enjoy very special features: They are absolute minima of the corresponding action functionals, yet they are not derived from the fact they are critical points (i.e., from the corresponding Euler-Lagrange equations) but from the fact that they are zeroes of certain derived non-negative Lagrangians obtained by Bogomolnyi's trick of completing squares. This procedure applies provided the action functional attains a natural and a priori known minimum. The identities thus obtained are usually called the self (or anti-self ) dual equations, which are often first order factors of the more complicated Euler-Lagrange equations. The main hurdle in using this approach for resolving these equations -besides the usual analytical problem of showing that the minimum is attained-is to establish directly (i.e., without solving the anti-selfdual equations by other means) that the infimum is actually equal to the value required for the above method to apply.
Recently, we have developed in [7, 8] a more general framework where a similar approach can be used to solve variationally many other equations that do not normally fit in the Euler-Lagrange theory. It is based on a more general version of Bogomolnyi's trick for "completing the square" in the Lagrangian of an action functional. It uses Fenchel-Legendre duality and can be applied to any convex functional -not just quadratic ones-hence making it applicable in a wide range of problems that we shall characterize as selfdual partial differential equations and systems. We note that in spite of the strong analogy with quantum field theory, our concept of self-duality simply refers to an invariance of associated Lagrangians under Legendre transform -often modulo a given automorphism of state space. With this point of view, the class of selfdual partial differential equations, systems and evolutions becomes remarkably encompassing. Besides the equations of quantum field theory mentioned above, the class also includes many of the classical PDEs: Gradient flows of convex potentials (such as the heat and porous media equations [15] ), Hamiltonian systems [11, 17] , Shrödinger equations [13] , Navier-Stokes evolutions [14] , and many others [9] . Again, most of these equations are not variational in the classical Euler-Lagrange sense, as they are derived from the limiting case of Legendre duality, using the fact that they are absolute minima of appropriately devised energy functionals. The main idea originates from the fact that a large class of PDEs and evolution equations -that we call completely selfdual differential systems-can be written in the form (B * p, Bx) ∈ ∂L(x, p),
where B is an automorphism on state space X, and where ∂L is the subdifferential of a Lagrangian L : X × X * → R ∪ {+∞} that is convex and lower semi-continuous -in both variables-while satisfying the selfduality conditions:
Here L * is the Legendre transform of L in both variables, that is L * (p, x) = sup { p, y + x, q − L(y, q); (y, q) ∈ X × X * } .
Such Lagrangians satisfy L(x, p) ≥ Bx, p for all (p, x) ∈ X * × X,
and solutions for (1) can then be found for a given p, by minimizing the functional
and by also proving that the infimum is actually zero. In other words, by defining the B-derived vector fields of L at x ∈ X to be the -possibly empty-sets ∂ B L(x) := {p ∈ X * ; L(x, p) − Bx, p = 0} = {p ∈ X * ; (B * p, Bx) ∈ ∂L(x, p)},
one can then find variationally the zeroes of those set-valued maps T : X → 2 X * of the form T (x) =∂ B L(x) for some B-selfdual Lagrangian L on X × X * . Theorem 2.3 below shows that this is indeed the case as long as for some x 0 ∈ X, the map p → L(x 0 , p) is bounded on the balls of X * . These selfdual vector fields are natural extensions of subdifferentials of convex lower semi-continuous functions. Indeed, the most basic selfdual Lagrangians are of the form L(x, p) = ϕ(Bx) + ϕ * (p) where ϕ is such a function on X, and ϕ * is its Legendre conjugate on X * , in which case ∂ B L(x) = ∂ϕ(Bx). The corresponding variational problem (i.e., minimizing I(x) = L(x, 0) = ϕ(Bx) + ϕ * (0)) reduces to the classical approach of minimizing a convex functional in order to solve equations of the form 0 ∈ ∂ϕ(Bx).
More interesting is the fact -shown in [10] -that one can associate to any maximal monotone operator T a selfdual Lagrangian L, so that equations involving such operators can be resolved variationally. Now the advantages of identifying maximal monotone operators as selfdual vector fields are numerous. Indeed, all equations, systems, variational inequalities, and dissipative initial value parabolic problems which traditionally involve maximal monotone operators, can now be formulated and resolved variationally. In effect, selfdual Lagrangians play the role of potentials of maximal monotone vector fields, in a way similar to how convex energies (e.g. the Dirichlet integral) are the potentials of their own subdifferentials (e.g. the Laplacian). These problems can therefore be analyzed with the full range of methods -computational or not-that are available for variational settings.
Moreover, while issues around the superposition of, and other operations on, maximal monotone operators are often delicate to prove, the class of selfdual Lagrangians possesses remarkable permanence properties that are easy to establish. Indeed, their calculus reduces to convex analysis on phase space X × X * , making their theory (and consequently, the one of maximal monotone operators) as manageable, yet much more encompassing than convex energy functionals on state space.
The goal of this paper is to show how selfduality allows for the superposition of appropriate "boundary Lagrangians" with "interior" Lagrangians, leading to the resolution of problems with various linear and nonlinear boundary constraints that are not amenable to the standard variational theory. The starting point are the following two simple but important observations:
1. If L is a selfdual Lagrangian on X × X * and if Γ : X → X * is a skew-adjoint operator, then the Lagrangian L Γ (x, p) = L(x, −Γx + p) is also selfdual on X × X * and its selfdual vector field is:
2. If Γ : X → X * is now an invertible skew-adjoint operator on X, and if L is a selfdual Lagrangian on
is also a selfdual Lagrangian and again
This means that solving a convection-diffusion equation of the form Γx + ∂ϕ(x) = p reduces to minimizing either the functional
or -if Γ is invertible-
This is indeed the case for I p provided ϕ is a coercive function on X. On the other hand, in the case of the functional J p , the selfduality approach yields that if the linear system Γx = p is uniquely solvable, then the semi-linear system Γx ∈ ∂ϕ(x) is also solvable for slowly growing convex non-linearities ϕ.
Our main objective in this paper, is to extend the first approach in order to deal with non-homogeneous boundary value conditions, but also to give an extension of the second approach that leads to a selfdual framework for certain differential systems.
A) Non-homogeneous selfdual boundary conditions: In this case, the operator Γ is assumed to be skew-adjoint but only modulo certain boundary terms normally given by a Green-Stokes type formula of the following type:
where B : D(B) ⊂ X → H is a boundary operator into a Hilbert space H, and R is a self-adjoint automorphism on the "boundary" space H. Our main premise here is to show how one can restore selfduality to the whole system, by adding a suitable boundary Lagrangian. This boundary term should then be an R-selfdual function, i.e., a convex function on H satisfying * (Rx) = (x) for all x ∈ H,
where here * is the Legendre transform of on H. Such a function necessarily satisfies
Under appropriate conditions, we show that the following Lagrangian on
is then selfdual, and as a consequence, one obtain solutions for the boundary value problem
by infering that the infimum on X of the completely selfdual functional
is attained and is equal to zero. This is because (10) allows us to "complete the square" in the interior and on the boundary via
Since L(x, −Γx + p) + x, Γx − p ≥ 0 and (Bx) − 1 2 Bx, RBx ≥ 0 for any x ∈ X, the fact that I(x) = 0 yields thatx is a solution of (14) by means of Legendre duality (and not by Euler-Lagrange theory). It is worth noting that this approach indicates that non-homogeneous boundary conditions naturally reflect the lack of anti-symmetry in the equation, and what is remarkable is that the addition of the R-selfdual boundary Lagrangian required to restore selfduality, often leads to the natural boundary conditions encountered in differential equations. We shall also iterate the above procedure and apply it to non-linear evolution equations of the form
where is an R-selfdual function associated to the state boundary operator B, and m is an (−I, I)-seldual function corresponding to the time-boundary operator u → (u(0), u(T )) that eventually yields the initialvalue condition. This is done by using the above superposition result twice: First, to construct a selfdual Lagrangian L Γ, on (state) phase space X × X * that covers the state boundary, then to lift L Γ, to a selfdual Lagrangians on (path) phase space L 2
B) Selfdual systems of equations: As mentioned above the theory of selfdual Lagrangian readily implies that if the linear system Γx = p is uniquely solvable, then the semi-linear system Γx ∈ ∂ϕ(x) is also solvable -for slowly growing convex non-linearities ϕ-by means on the functional J p . Another goal of this paper, is to extend this observation to systems of equations. More precisely, if Γ i : Z → X * i are linear operators from a Banach space Z into reflexive spaces X * i for i = 1, ..., n, are such that the system of linear equations
can be uniquely solved, then one can also solve uniquely the semi-linear system:
provided A i : Z → X i are bounded linear operators from Z to X i that satisfy the identity:
This is then done by minimizing the functional
which is then completely selfdual on Z. This result is then applied to derive selfdual variational resolutions to various evolution equations with linear and non-linear time-boundary as well as state-boundary conditions, all of which can be written as (17) - (18) with (19) replaced by
where m is now a B-selfdual time boundary Lagrangian. It is worth noting that while the interior Lagrangian L is expected in the applications to be smooth and hence for its subdifferential to coincide with its gradient, -with the differential inclusion being often an equation-it is crucial here that the boundary Lagrangian be allowed to be degenerate so as its subdifferential can cover a variety of boundary conditions. the time-boundary conditions that we are seeking can be quite general, though they include as particular cases more traditional ones such as: (i) initial value problems: x(0) = x 0 ; (ii) periodic orbits: x(0) = x(T ); (iii) anti-periodic orbits: x(0) = −x(T ) and (iv) periodic orbit up to an isometry: x(T ) = e −T (ωI+A) x(0), where A is a skew-adjoint operator. We shall actually see that all these boundary conditions can be formulated in a selfdual way as in (23).
Finally, in the last section, we relax the surjectivity assumptions (on the operators Γ i ) above) in order to give a variational formulation and resolution of Cauchy-Riemann's equations.
Selfdual Lagrangians on phase space
At the heart of this theory is the interplay between certain automorphisms and Legendre transforms. We start with the following notion. Definition 2.1 Given a bounded linear operator R from a reflexive Banach space E into its dual E * , we shall say that a convex lower semi-continuous functional : E → R ∪ {+∞} is R-selfdual if A rich class of automorphisms appears when E is phase space X × X * , which is again of particular interest when studying partial differential systems. One may consider the self-adjoint automorphism R :
where B is any bounded linear operator on X. The B-selfdual Lagrangians defined in the introduction are simply those convex and lower semi-continuous (in both variables) functions L : X × X * → R ∪ {+∞} which are not identically +∞, and which are R B -selfdual as functions on phase space X × X * . The (partial) domain of a Lagrangian L is defined as
To each Lagrangian L on X × X * , we associate its Hamiltonian H L : X × X →R (resp., its co-Hamiltoniañ
which is the Legendre transform in the second variable (resp., first variable).
Basic variational principle for completely selfdual functionals
Definition 2.2 A functional I : X → R ∪ {+∞} is said to be completely selfdual on X if there exists a bounded linear operator B on X, and a B-selfdual Lagrangian L on X × X * such that I(x) = L(x, 0) for every x ∈ X.
The following theorem will be frequently used in the sequel. It gives sufficient conditions for the infimum of completely selfdual functionals to be attained, and -as importantly-to be zero. Theorem 2.3 Let B be a bounded linear operator on a reflexive Banach space X, and let L be a B-selfdual Lagrangian on X × X * such that for some x 0 ∈ X, the function p → L(x 0 , p) is bounded above on a neighborhood of the origin in X * .
1. If B is onto, then there existsx ∈ X such that:
2. If B has dense range and L * is continuous in the second variable, then there existsȳ ∈ X such that
L(x, 0) = +∞, then (25) also holds withȳ = Bx.
Proof: This follows from the basic duality theory in convex optimization.
The general "weak duality" formula combined with the B-selfduality of the Lagrangian yields
Note that h is convex on X * and that its Legendre conjugate satisfies h * (By) = L * (0, By) = L(y, 0) on X. If now for some x 0 ∈ X, the function p → L(x 0 , p) is bounded above on a neighborhood of the origin in X * , then h(p) = inf x∈X L(x, p) ≤ L(x 0 , p) and therefore h is subdifferentiable at 0 (i.e., the problem (P 0 ) is then stable). Any pointȳ ∈ ∂h(0) is then a minimizer for x → L * (0, x) on X, and we have two cases: (1) If B is onto, thenȳ = Bx ∈ ∂h(0) and h(0) + h * (Bx) = 0, which means that
It follows that inf x∈X L(x, 0) = −L(x, 0) ≤ 0 and in view of (3), the infimum of (P) is zero and attained at x, while the supremum of (P * ) is attained at Bx. In this case, we have L(x, 0) + L * (0, Bx) = 0, which yields in view of the limiting case of Legendre duality, that (0, Bx) ∈ ∂L(x, 0) or 0 ∈∂ B L(x). (2) If B has dense range and L * is continuous in the second variable, we then get for any sequence (Bx n ) n going toȳ:
L(x, 0) = +∞, then (x n ) n is necessarily bounded and a subsequence converges weakly tō x ∈ X. The rest follows from the lower semi-continuity of I. 
Indeed since h * (By) = L * (0, By) = L(y, 0) on X, we get that that h * is coercive on X, which means that h is bounded above on neighborhoods of zero in X * .
Basic variational principle for selfdual functionals
Since completely selfdual functionals are of the form I(x) = L(x, 0) where L is a B-selfdual Lagrangian, they can then be written as
where H L is the Hamiltonian associated of L. The function M (x, y) = H L (y, Bx) has some remarkable properties. In particular, it satisfies:
1. For each y ∈ X, the function x → M (x, y) is weakly lower semi-continuous;
2. For each x ∈ X, the function y → M (x, y) is concave;
Such an M will be called an anti-symmetric Hamiltonian on X × X.
Definition 2.5 We say that a functional I :
Here is the main variational principle for selfdual functionals which follows from the min-max principle of Ky-Fan (See [8] for a proof).
for some x 0 ∈ D, then there existsx ∈ E such that I(x) = inf x∈D I(x) = 0.
Green-Stokes formulae and selfdual boundary Lagrangians
It is easy to see that if L is a selfdual Lagrangian on a reflexive Banach space X and if Γ : X → X * is a bounded linear skew-adjoint operator, then the Lagrangian defined by L Γ (x, p) = L(x, Γx + p) is then also selfdual on X × X * ( [7] ). This property often extends to unbounded skew-adjoint operators as follows.
Unbounded skew symmetric operators and selfdual Lagrangians
Definition 3.1 Let B : X → X be a bounded linear operator on a reflexive Banach space X and let Γ : D(Γ) ⊂ X → X * be a -not necessarily bounded-linear operator with a domain D(Γ) that is dense in X. We consider the set
which -in the case where B is the identity-is nothing but the domain of the adjoint operator Γ * of Γ.
1. The operator Γ is said to be B-antisymmetric if Bx, Γx = 0 for every x ∈ D(Γ).
Γ is said to be B-skewadjoint if in addition to being
The following is the extension of the above remark to the setting of unbounded linear skew-adjoint operators. The proof is left to the reader as a more general statement will be proved in Theorem 3.5 below.
Proposition 3.1 Let B be a bounded linear operator on a reflexive Banach space X, L : X × X * → R a B-selfdual Lagrangian that is continuous in the first variable on X, and let Γ : D(Γ) ⊂ X → X * be a linear operator with dense domain. Assume one of the following two conditions:
The operator Γ is B-skew-adjoint, and x → L(x, p 0 ) is bounded on the unit ball of X for some p 0 ∈ X * .
Then the following Lagrangian
is also B-selfdual on X × X * .
We now deal with the non-homogeneous case where operators may be skew-adjoint modulo certain boundary terms normally given by a Green-Stokes type formula of the type described below.
Definition 3.3 Let X be a Banach space (the "state space"). A boundary triplet (H, R, B) associated to X consists of a Hilbert space H (the "boundary space"), a self-adjoint automorphism R on H, and a linear "boundary operator" B : D(B) ⊂ X → H with dense range and a dense domain.
Given a bounded linear operator B on X, and a linear operator Γ : D(Γ) ⊂ X → X * , we shall say that:
• Γ is B-antisymmetric modulo the boundary triplet (H, R, B) if the following properties are satisfied:
2. The image of the space
3. For every x ∈ X 1 , we have that Bx, Γx + 
As Theorem 3.5 below will show, skew-adjoint operators modulo boundary pairs allow for the building of new selfdual Lagrangians from old ones, provided one superposes a suitable boundary Lagrangian. First, we give a few examples. 
Examples of anti-symmetric operators modulo a boundary
In view of the identity
, it can be easily seen that the operator Γ is skew-adjoint modulo two different boundary triplets (H × H, R 1 , B) and (H × H, R 2 , C). Indeed,
• Another boundary operator
2. The transport operator: We shall adopt the framework of [3] , and in particular all conditions imposed there on the smooth vector field a defined on a neighborhood of a C ∞ bounded open set Ω in R n . Consider the space X = L p (Ω) with 1 ≤ p < +∞, and the operator Γ :
which holds for all u, v ∈ C ∞ (Ω), and where heren is the outer normal to ∂Ω, we define Σ ± = {x ∈ ∂Ω; ±a(x) ·n(x) ≥ 0} be the entrance and exit set of the transport operator a · ∇,
is also a Banach space under the norm
and that under our assumptions on the vector field a and Ω, we have that
which means that the latter is dense in X. The following lemma is now easy to prove.
Lemma 3.4
The unbounded operator Γ is skew-adjoint modulo the boundary triplet (H 1 ⊕ H 2 , R, B) where R is the automorphism on
Superposition of a selfdual Lagrangian with a selfdual boundary function
Theorem 3.5 Let B : X → X be a bounded linear operator on a reflexive Banach space X, and let Γ :
* that is continuous in the first variable and let : H → R be an R-selfdual function on H such that one of the following two conditions hold:
2. Γ is B-skew-adjoint modulo (H, R, B), the map x → L(x, p 0 ) is bounded on the unit ball of X for some p 0 ∈ X * , and (s)
is also a B-selfdual Lagrangian on X × X * .
Proof: Assume first that (B, Γ) is antisymmetric modulo the boundary triplet (H, R, B), and that for every p ∈ X * , the function x → L(x, p) is continuous on X. We shall first prove B-selfduality in the case where
Substituting r = Γx + p, and since for y ∈ X 1 , we have By, Γx = − Bx, Γy − Bx, RBy , we obtain
Since X 1 is a linear space, we may set w = x + x 0 and write
Now, for each fixed w ∈ X 1 and r ∈ X * , the supremum over x 0 ∈ Ker(B)∩D(Γ) can be taken as a supremum over x 0 ∈ X since Ker(B) ∩ D(Γ) is dense in X and all terms involving x 0 are continuous in that variable. Furthermore, since L is continuous in the first variable, we can for each fixed w ∈ X 1 and r ∈ X * , replace the supremum over x 0 ∈ X of the terms w − x 0 by a supremum over v ∈ X where v = w − x 0 . Therefore,
Since B(X 1 ) is dense in H and is continuous, the boundary term can be written as
, we shall distinguish the two cases:
Case 1: Under condition 1, we have that y / ∈ Dom 1 (L), and since L is B-standard, we have for some
Since by assumption L(x, p 0 ) < K whenever x X < 1, we obtain since y / ∈ X 1 that
The formula is then verified for all (y, q) ∈ X × X * and the proposition is proved. 
Proof: By Theorem 3.5, the Lagrangian L (Γ, ) is B-selfdual. The hypothesis allow us then to apply Theorem 2.3 to the functional I(x) = L (Γ, ) (x, 0) and findx ∈ X such that
and we are done.
Selfdual formulation of classical boundary conditions
Before we apply Theorem 4.1, we shall show how various classical boundary conditions can be expressed as RBx ∈ ∂ (Bx) where B is a boundary operator.
1. Selfdual formulation of Dirichlet boundary conditions: Suppose -as is often the case-that we have a Green's formula of the form
where the boundary operator Bx = (B 1 x, B 2 x) is from X into some Hilbert space H = H 1 × H 2 . This can also be written as
where R is the automorphism on
. This means that we must have ψ 2 (r) = . On the other hand, to any given a ∈ H 1 , we can associate the following anti-selfdual function ψ 1 (s) = 1 2 s 2 − 2 a, s + a 2 . In other words, the function
is the most natural R-selfdual function on H 1 × H 2 . But then, the boundary equation RBx ∈ ∂ (Bx) means that −B 1 x = B 1 x − 2a and B 2 x = B 2 x which is nothing but the Dirichlet boundary condition B 1 x = a. In other words, the Dirichlet boundary condition could be formulated as a selfdual boundary condition, since
2. Selfdual formulation for boundary conditions of periodic type: Suppose now that we have a Green's formula of the form
where the boundary operator Bx = (B 1 x, B 2 x) is from X into a Hilbert space H = E × E * . This can also be written as
where R is the automorphism on H = E ×E * given by R(r, s) = (s, r). In this case, any selfdual Lagrangian on E×E * is an R-selfdual function. In particular, if we take the selfdual Lagrangian associated to any convex lower semi-continuous function ψ and any skew-adjoint operator
3. Selfdual formulation of boundary conditions of linking type: More generally, we may have a Green's formula of the form
where the boundary operator Bx = (B 1 x, B 2 x) is from X into a Hilbert space
). This can also be written as
2 ) given by R := (R 1 , R 2 ) where R 1 (r, s) = (s, r) and R 2 (r, s) = (−s, −r). In this case, any function
where 1 is a selfdual function on E 1 ×E * 1 , and 2 is any anti-selfdual Lagrangian on E 2 ×E * 2 , is an R-selfdual function on H. Typical examples of those are of the form
where ψ i is convex lower semi-continuous on E i and T i is a skew-adjoint operator on E i (i = 1, 2). In this case, we have
4. Selfdual formulations of more general boundary conditions A richer class of automorphisms may appear in other situations. Indeed, assume the boundary space H is the product of k Hilbert spaces, say H = E k . Besides the operators ±Id, we can consider R σ -selfdual boundary Lagrangians on E k where R σ is the self-adjoint automorphism on E k associated to a permutation σ of {1, ..., k}, that is
The following corollary of Theorem 4.1 covers a wide range of applications.
Theorem 4.2 Let Φ be a convex and lower semi-continuous on a reflexive Banach space X such that for some constant C > 0 and p 1 , p 2 > 1, we have
Let ψ 1 (resp., ψ 2 ) be a bounded below proper convex lower semi-continuous function on a Hilbert space E 1 (resp., E 2 ), and consider boundary Hilbert spaces
2 ) with the automorphisms R 1 = −R σ on H 1 and R 2 = R τ on H 2 where σ and τ are the permutations σ(i) = k + 1 − i on {1, ..., k} and τ (i) = l + 1 − i on {1, ..., l}. Consider the following framework:
• B : X → X is an onto linear operator with dense range, and Γ : D(Γ) ⊂ X → X * is a linear operator such that the pair Γ is B-antisymmetric modulo the boundary triplet (H, B, R) where B := (B 1 , B 2 ) :
Assume one of the following two conditions hold:
2. Γ is B-skew-adjoint modulo the triplet (H, B, R), and C
Then the following results hold:
1. If k = l = 1, then for any a ∈ H 1 , there exists a solutionx ∈ X to the boundary value problem
that is obtained as a minimizer of the following completely selfdual functional on E,
2. If k = 2 and l = 0, then for any bounded skew-adjoint operator T on H 1 , there exists a solutionx ∈ X to the boundary value problem
3. If k = l = 2, then for any bounded skew-adjoint operator T 1 on H 1 (resp., T 2 on H 2 ), there exists a solutionx ∈ X to the boundary value problem
All functionals above are defined to be equal to +∞ when x is not in D(Γ) ∩ D(B).
Proof: Let Ψ(x) = Φ(x) + f, x and consider the selfdual Lagrangian L(x, p) := Ψ(x) + Ψ * (p), and Γ which is B-skew-adjoint modulo the triplet (H, B,
. The boundary Lagrangian will differ according to k, l. 1) If k = l = 1, then we take (r, s) = 1 (r) + 2 (s) where 1 is the anti-selfdual function on H 1 defined by
2 − 2 a, r + a 2 , while 2 is the selfdual function 2 (s) = 1 2 s 2 on H 2 . the completely selfdual functional I can then be rewritten as the sum of 2 non-negative terms:
2) If k = 2 and l = 0, then we take (r, s) = 1 (r 1 , r 2 ) where 1 is the anti-selfdual Lagrangian on H 1 × H 1 defined by 1 (r 1 , r 2 ) = ψ(r 1 ) + ψ * (T r 1 − r 2 ). Since we have
the completely selfdual functional I can then be rewritten as the sum of 2 non-negative terms:
3) If k = l = 2, then we take (r, s) = 1 (r 1 The completely selfdual functional I can then be rewritten as the sum of 3 non-negative terms:
In all cases, we can apply Theorem 4.1 to conclude.
Applications to boundary value problems
We now give examples reflecting the various situations, starting with the following transport equations without diffusion terms.
We shall assume that the domain Ω and the vector field a satisfy all the assumptions used in Lemma 3.4 above to guarantee that the transport operator Γ :
is skew-adjoint modulo the boundary operators Bu = (B 1 u, B 2 u) = (u| Σ + , u| Σ − ) whose domain is
Example 1: Non-homogeneous transport equation (k = l = 1)
We distinguish the cases when p ≥ 2 and when 1 < p < 2.
Theorem 5.1 Assume p ≥ 2, and let f ∈ L q (where
Define on X = L p (Ω) the following convex function
For any v 0 ∈ L 2 (Σ + ; |a ·n|dσ), consider the completely selfdual functional defined by
and +∞ elsewhere on L p (Ω).
Then there existsū
2. The functionv := e τū satisfies the nonlinear transport equation
Proof: Let X = L p (Ω) and use Lemma 3.4 to conclude that the operator Γ : D(Γ) → X * is skew-adjoint modulo the boundary operators Bu = (u| Σ + , u| Σ − ). By Theorem 2.3, the following Lagrangian
Note that the boundary Lagrangian here corresponds to the case where k = l = 1 in Corollary 4.2. The hypothesis of Theorem 4.1 are satisfied, and therefore there exists thenū ∈ L p (Ω) such that 0 = I(ū) = inf{I(u); u ∈ X 1 } and assertion 1) is verified. To get 2) we observe again that by Green's formula, we have
In particular, ϕ(ū) + ϕ * (Γū) = u, Γu and Σ + |ū − e τ v 0 | 2 |a ·n|dσ = 0, in such a way that Γū = ∂ϕ(ū) and
In other words,
Multiply now both equations by e −τ and use the product rule for differentiation to get a · ∇v − a 0 2v =v|v| p−2 + f andv| Σ + ≡ v 0 , wherev := e −τū .
In the case where 1 < p ≤ 2, we have the following result:
Theorem 5.2 Assume 1 < p ≤ 2 and let f ∈ L 2 (Ω) and a 0 ∈ L ∞ (Ω). Suppose there exists τ ∈ C 1 (Ω) such that for some > 0 we have:
and +∞ elsewhere on L 2 (Ω)
1. There exists thenū ∈ X 1 such that I(ū) = inf{I(u); u ∈ L 2 (Ω)} = 0
2. The functionv := e −τū satisfies the nonlinear transport equation (49).
Proof: In this case, the right space is X = L 2 (Ω) and Γ : D(Γ) → X * is defined as in the first case but with domain
It is again skew-adjoint modulo the boundary operator B = (u| Σ + , u| Σ − ) whose domain is
Defining M again as in (50), and since now ϕ is bounded on the bounded sets of L 2 , we can now invoke Theorem 3.5(i) to conclude that M (u, p) is a selfdual Langrangian on the space L 2 (Ω) × L 2 (Ω). But in this case, ϕ is coercive because of Condition (51), and therefore ϕ * is bounded on bounded sets. All the hypothesis of Theorem 4.1 are now satisfied so there existsū ∈ L 2 (Ω) such that 0 = M (ū, 0) = inf{M (u, 0); u ∈ L 2 }. The rest follows as in the case when p ≥ 2.
Example 2: Convex-concave Hamiltonian systems (k = l = 2)
Here is an application to the existence of Hamiltonian path that connects two Lagrangian submanifolds. Theorem 5.3 Let E be a Hilbert space and H : [0, T ] × E × E → R be a Hamiltonian of the form H(t, x 1 , x 2 ) = ϕ 1 (t, x 1 ) − ϕ 2 (t, x 2 ) where for each t ∈ [0, T ], the functions ϕ 1 (t, ·) and ϕ 2 (t, ·) are convex lower semi-continuous functions on E satisfying for some
Let ψ 1 , ψ 2 be convex lower semi-continuous functions on E such that C
for s ∈ E, i = 1, 2, and let A 1 , A 2 be two skew-adjoint operators on E. Then there exists (
and satisfying the boundary conditions
The solution can obtained by minimizing the completely selfdual functional
, y(t))dt, and note that the operator Γ(p, q) = (q,ṗ) satisfies:
In other words, Γ is a skew-adjoint modulo the boundary triplet (B,
is defined via the formula:
and R is the automorphism on
. All the hypothesis of Corollary 4.2 are satisfied and a solution can then be obtained by minimizing the completely selfdual functional I, whose infimum is attained and is equal to zero.
Lifting selfdual Lagrangians to path space L 2 X
We now apply Theorem 3.5 to lift selfdual Lagrangians on state space to selfdual Lagrangians on the path space L 2 X , and in the process to solve evolution equations by minimizing a completely selfdual functional using Theorem 4.1.
Definition 6.1 Let B be a bounded linear operator on a reflexive Banach space X and let [0, T ] be a fixed time interval. We shall say that a time-dependent Lagrangian
where here L * is the Legendre transform of L in the last two variables.
Consider an evolution triple X ⊂ H ⊂ X * , that is H is a Hilbert space with , as scalar product, and X is a dense vector subspace of H, which is a reflexive Banach space once equipped with its own norm · . The canonical injection X → H is assumed to be continuous. One then identifies the Hilbert space H with its dual H * and then "injects" H in X * in such a way that h, u X * ,X = h, u H for all h ∈ H and all u ∈ X. This injection is continuous, one-to-one, and H is also dense in X * . In other words, the dual X * of X is represented as the completion of H for the dual norm h = sup{ h, u H ; u X ≤ 1}. For a given time interval [0, T ], we associate the following Banach spaces:
ii) The space X 2 of all functions in L 2 X such thatu ∈ L 2 X * , equipped with the norm
Theorem 6.2 Consider an evolution triple X ⊂ H ⊂ X * , and let B be an automorphism of H whose restriction to X is also an automorphism of X. Suppose is a (−B, B)-selfdual function on H × H and let L be a time-dependent B-selfdual Lagrangian on X × X * such that
i) The Lagrangian defined by
then the minimum of the completely selfdual functional
X is zero and is attained at some v in X 2 . Moreover, if
iii) In particular, if B is positive and self-adjoint, then for any v 0 ∈ H there is v ∈ X 2 such that v(0) = v 0 and which satisfies (57) and
Proof: (i) This follows immediately from Theorem 3.5 applied to the B-selfdual LagrangianL(u,
X * , the linear unbounded operator u → −u which is skew-adjoint modulo the boundary operator B : D(B) : L 2 X → H × H defined by Bu = (u(0), u(T ) and where the automorphism is R(a, b) = (−a, b), since for u and v in X 2 , we have
there is w ∈ X 2 such that w(0) = a and w(T ) = b, namely the linear path w(t) = (T −t)
Since also X is dense in H and is continuous on H, all the required hypothesis of Theorem 3.5 are satisfied.
(ii) Use Theorem 4.1 to find v ∈ L 2 X such that I(v) = 0. Necessarily, v ∈ X 2 and using (56), we may write
Now since L is a B-selfdual Lagrangian, we have L(t, x, p) ≥ Bx, p , and since is a (−B,
(iii) The last part follows by applying the above to the (−B, B)-selfdual boundary function
Bp, p . 
Parabolic equations with no diffusive term
Let (S t ) t∈R be the C 0 -unitary group of operators on H associated to Γ, and consider for any given ω ∈ R the following functional on A 2 H ,
Then I is a completely selfdual functional on A 2 H , and there exists a pathx ∈ A 2 H such that:
2. The path v(t) := S t e ωtx (t) is a mild solution of the equatioṅ
meaning that it satisfies the following integral equation:
Proof: Apply the preceeding theorem with the Lagrangian
which is selfdual [7] , and (a, b) =
Since clearly Φ t, S t e wtx (t) + Φ * − S t e wtẋ (t) + S t e wtx (t), S t e wtẋ (t) ≥ 0 for every t ∈ [0, T ], we get equality from which we can conclude that
In order to show that v(t) := S t e wtx (t) is a mild solution for (61), we set u(t) = e wtx (t) and write
hence −(u(t) + wu(t)) = S −t ∂Φ(t, v(t)). By integrating between 0 and t, we get
S −s ∂Φ(s, v(s)) − wv(s) ds, and consequently
which means that v(t) is a mild solution for (61).
Remark 6.4 One can actually drop the coercivity condition (the lower bound) on Φ(t, u(t)) in (60). Indeed, by applying the result to the now coercive convex functionalΦ(t, u(t)) := Φ(t, u(t))+ 2 u(t) 2 H , andw = w+ , we then obtain a solution of (61).
Example 3: The complex Ginzburg-Landau initial-value problem on R N As an illustration, we may consider the complex Ginzburg-Landau equations on R Ṅ u(t) − i u + ∂ϕ(t, u(t)) − wu(t) = 0.
(65) Theorem 6.3 yields under the condition
where C > 0, that there exists a mild solution of
Iteration of selfdual Lagrangians
Suppose now L is a time-dependent selfdual Lagrangian on a Banach space X anchored on a Hilbert space H (i.e., X ⊂ H ⊂ X * is an evolution triple), and let x 0 be a prescribed initial state in X. Consider for each t ∈ [0, T ], a linear operator Γ t : D(Γ t ) ⊂ X → X * that is anti-symmetric modulo a boundary pair (H t , R t , B t ) with B t : D(B t ) ⊂ X → H t as a boundary operator, R t an automorphism on H t . If t is an R t -selfdual function on the boundary space H t , then under the conditions of Theorem 3.5 the following is a time-dependent selfdual Lagrangian
We would like to lift this Lagrangian to path space
by adding a suitable selfdual time-boundary term, so that the Lagrangian
This iteration can then be used to solve initial-value parabolic problems whose state boundary values are evolving in time such as:
by simply minimizing the completely self dual functional I(u) = L(u, 0). However, a major hurdle to apply this approach is the fact that L Γ t , t is not bounded in the first variable, and therefore one cannot apply
It was however shown in [12] that such a boundedness condition can be relaxed -via inf-convolution-whenever the state Lagrangian is autonomous or when it is of the form M (t, x, p) = e 2wt L(e −wt x, e −wt p).
Theorem 6.5 [12] Let L be an autonomous anti-selfdual Lagrangian on a Hilbert space H × H that is uniformly convex in the first variable. Assuming Dom(∂L) is non-empty, then for any ω ∈ R there exists a semi-group of maps (T t ) t∈R + defined on Dom(∂L) such that:
1. T 0 x = x and T t x − T t y ≤ e −ωt x − y for any x, y ∈ Dom(∂L).
2. The semi-group is defined for any x 0 ∈ Dom(∂L) by T t x 0 = x(t) where x(t) is the unique path that minimizes the completely selfdual functional
3. For any x 0 ∈ Dom(∂L) the path x(t) = T t x 0 satisfies the following:
Theorem 6.6 Let L be an autonomous selfdual Lagrangian on a Hilbert space H × H that is continuous and uniformly convex in the first variable. Let Γ : D(Γ) ⊂ H → H be a skew-adjoint operator modulo a boundary triplet (E, R, B) and let be an R-selfdual function on the Hilbert space E such that for some C > 0, we have −C ≤ (s) ≤ C(1 + s 2 ) for all s ∈ E. Then for any x 0 ∈ Dom(∂L) ∩ D(Γ) such that RBx 0 ∈ ∂ (Bx 0 ), and for any ω ∈ R, the completely selfdual functional
attains its minimum at a path x ∈ A 2 H such that I(x) = inf u∈A 2 H I(u) = 0 and therefore solves the equation
Proof: By Theorem 3.5, the Lagrangian
is also selfdual on H × H and satisfies all the hypothesis of Theorem 6.5. Since x 0 ∈ Dom(∂L) ∩ D(Γ) and RBx 0 ∈ ∂ (Bx 0 ), it follows easily that x 0 ∈ Dom(∂M ). Theorem 6.5 then applies to yield the existence of 
The conclusion follows since each one of the three terms above is non-negative.
Parabolic equations driven by first-order operators
We now apply the above to the particular class of selfdual Lagrangians of the form L(x, p) = ϕ(x)+ϕ * (Γx+p) to obtain variational formulations and proofs of existence for parabolic equations of the form
where Γ is a skew-adjoint operator modulo a "trace boundary operator" B = (B 1 , B 2 ) into a boundary space
In other words, we have Γx,
Corollary 6.7 Let X ⊂ H ⊂ X * be an evolution triple and let Γ : D(Γ) ⊂ X → X * be a skew-adjoint operator modulo a trace boundary operator B = (B 1 , B 2 ) : D(B) ⊂ X → H 1 × H 2 . Let ϕ : X → R be a convex lower semi-continuous function on X, that is bounded on the bounded sets of X and also coercive on X. Assume that
Then, for all ω ∈ R and for all T > 0, there exists x(t) ∈ A 
where ψ(x) = ϕ(x) + and ω = ω − 1. The minimum of I is then zero and is attained at a path y(t) such that x(t) = e −ω t y(t).
Proof: The function ψ : X → R by ψ(x) = ϕ(x) + 
By Theorem 3.5, it is a selfdual Lagrangian on X ×X * . Indeed, in this case,
. The coercivity condition on ψ ensures that M (x, p) lifts to a selfdual Lagrangian on H×H that is uniformly convex in the first variable. It is easy to check that all the conditions of Theorem 6.6 are satisfied by M (x, p). One can also show that x 0 ∈ Dom(∂M ), since condition (73) and the definition of , yield that x 0 ∈ D(Γ)∩D(B) and that (−B 1 x 0 , B 2 x 0 ) ∈ ∂ (B 1 x 0 , B 2 x 0 ).
It follows that there exists
I(u) = 0. We then have 0 = I(y)
It follows that x(t) = e −ω t y(t) satisfies
Since ∂ψ(x) = ∂ϕ(x) + x, we have that x(t) solves (72).
Example 4: Evolutions driven by transport operators
Consider the evolution equation
We assume again that the domain Ω and the vector field a(·) satisfy the assumptions in Lemma 3.4.
Proof: We distinguish two cases:
. since again the operator Γu = a · ∇u + 1 2 (∇ · a) u is skew-adjoint modulo the trace boundary Bu = (u| Σ + , u| Σ − ). Case 2: 1 < p < 2. The space is then X = H = L 2 (Ω).
In both case, we pick K > 0 such that ∇ · a(x) + a 0 (x) + K ≥ 1 for all x ∈ Ω, and define the function ϕ : X → R by
Then ϕ is a convex lower semi-continuous. function that is bounded on bounded sets of X and also is coercive on X.
So by corollary 6.7, there existsū ∈ A 2
and this is precisely Equation (74).
Superposition of selfdual Lagrangians and systems of equations
Consider (n + 1) reflexive Banach spaces Z, X 1 , X 2 , ...., X n , and bounded linear operators (
We shall consider a framework where one can associate a selfdual Lagrangian on Z, to any given family of selfdual Lagrangians L i on X i × X * i . For that, we assume that the linear operator Γ :
We can therefore put Z in duality with the space X 1 ⊕ X 2 ⊕ ... ⊕ X n via the formula
where
If B i is a bounded linear operator on X i for i = 1, ..., n, and
is the product operator on X 1 ⊕ X 2 ⊕ ... ⊕ X n , then we can define an operatorB : Z → Z via the formula:
In other words,B = Γ −1 B * Γ with its coordinates (B i ) i=1,...,n being representations of B * i on the space Z.
Theorem 7.1 In the above framework, consider L i to be a convex lower semi-continuous Lagrangian on X i × X * i for each i = 1, ...n. Suppose that the following formula holds:
2. Assume each L i is B i -selfdual for some bounded linear operator B i on X i that satisfies the following commutation relations:
is bounded on the unit ball of X i for some x * i ∈ X * i , then the infimum of I over Z is zero and is attained at somez ∈ Z. Moreover, ifz satisfies
then it solves the system of equations:
Proof:
, and using the fact that
we obtain that
Since Z can be identified with X *
.., Γ n z), we obtain:
2) is straightforward since M is then clearlyB-selfdual and I(z) = M (z, 0). To prove 3) we first use Proposition 2.3 to deduce that the infimum of I(z) = M (z, 0) is zero and that it is attained at somez ∈ Z. It follows that
Since each term is non-negative, we get that L i (A iz , Γ iz )− B i A iz , Γ iz = 0 for each i = 1, ..., n and therefore
The following corollary is now immediate.
Corollary 7.2 Let Γ i : Z → X * i be bounded linear operators such that the following linear system
can be solved uniquely for any (p 1 , p 2 , ..., p n ) ∈ X * 1 × X * 2 ... × X * n . Then, for any convex lower semi-continuous functions ϕ i on X i verifying for some C i > 0 and α i > 0,
and for any bounded linear operators A i : Z → X i such that (76) holds, there exists a solution to the system
It is obtained as the minimum of the completely selfdual functional
Lifting selfdual Lagrangians to A
which is clearly an isomorphism. The inverse map being
Define now the maps A 1 : Z → X 1 by A 1 u = u and A 2 Z → X 2 by A 2 (u) = u(T ) − u(0) in such a way that
(2) is obvious in view of (1), as for (3), we can apply Proposition 2.3 to the Lagrangian
Since L(t, ·, ·) and are B-selfdual Lagrangians, we have L t, v(t), −v(t) + Bv(t),v(t) ≥ 0 and
which means that L t, v(t), −v(t) + Bv(t),v(t) = 0 for almost all t ∈ [0, T ], and
The result now follows from the above identities and the limiting case in Fenchel-Legendre duality. In other words v solves the following boundary value problem:
Periodic and anti-periodic solutions of selfdual evolution equations
We now use selfdual variational principles to construct solutions of evolution equations that are periodic, antiperiodic, skew-periodic or even periodic up to an isometry of the space. As mentioned in the introduction, while the "interior" Lagrangian L is expected in the applications to be smooth and hence for its subdifferential to coincide with its gradient, -with the differential inclusion being often an equation-it is crucial here that the boundary Lagrangian be allowed to be degenerate so as its subdifferential can cover the boundary conditions discussed above. In this direction, we show the following. (1) For some n > 1 and
For any given ω ∈ R and T > 0, consider the following functional on A
It is a completely selfdual functional on A 2 H , and therefore it attains its minimum atx ∈ A 2 H such that I(x) = inf x∈A 2 H I(x) = 0, and the path v(t) := S t e ωtx (t) is a mild solution of the equatioṅ
Proof: Consider the selfdual Lagrangians M (t, x, p) = ϕ(t, x) + ϕ * (t, p) and (x, p) = ϕ(x) + ϕ * (p), and apply Theorem 7.4 to the Lagrangian
which is also selfdual. We then obtainx(t) ∈ A 
Selection of boundary Lagrangians:
We now show how one can get various boundary conditions by making appropriate choices for ψ accordingly in (97).
• Initial boundary condition: Say v(0) = v 0 for a given v 0 ∈ H, then it suffices to choose ψ(u) = • Anti-periodic type solutions v(0) = −S −T e −wT v(T ), then ψ(u) = 0 for each u ∈ H.
Example 5: The complex Ginzburg-Landau equations on R
N
As an illustration, we consider now the complex Ginzburg-Landau equations on R Ṅ u(t) − i u + ∂ϕ(t, u(t)) − wu(t) = 0.
Theorem 7.5 yields a solution which is not periodic in the usual sense, but is however periodic modulo an isometry. Indeed, under the condition that
where C 1 , C 2 > 0. We then get a mild solution of u(t) − i u + ∂ϕ(t, u(t)) − ωu(t) = 0 e −wT e −iT u(T ) = u(0).
Moreover, if w ≤ 0, then one can replace ϕ with the convex function Φ(x) = ϕ(x)− w 2 x 2 to obtain solutions such that u(0) = e −iT u(T ) or u(0) = −e −iT u(T ). . One can also drop the coercivity condition (the lower bound) on ϕ(t, u(t)) in (101) and still get periodic-type solutions. Indeed, by applying our result to the now coercive convex functionalφ(t, u(t)) := ϕ(t, u(t)) + 2 u(t) 2 H , and w = , we then obtain a solution of u(t) − i u + ∂ϕ(t, u(t)) = 0, e − T e −iT u(T ) = u(0).
8 Superposition of selfdual functionals and Cauchy-Riemann equations 
then I attains its minimum on X at a pointx ∈ D in such a way that I(x) = inf x∈X I(x) = 0 and
Proof: i) Note first that using the B i -selfduality of L i , one can easily show that for every z ∈ X i , we have = sup
For ii) it suffices to apply Theorem 2.6 to get that I(ū) = 0 for someū ∈ F . Now use hypothesis (3) , and the fact that L 1 (A 1 x, Λ 1 x) − B 1 A 1 x, Λ 1 x ≥ 0 and L 2 (A 2 x, Λ 2 x) − B 2 A 2 x, Λ 2 x ≥ 0 to conclude. 
where ϕ is a convex lower semi-continuous function on R 2 and ψ another one on R. The following now follows immediately from Theorem 8.1
Theorem 8.2 Let ϕ be a convex lower semi-continuous function on R 2 such that −C 1 ≤ ϕ(r) ≤ C 1 (1+ r 2 ), and let ψ be a convex functional on R such that −C 2 ≤ ψ(s) ≤ C 2 ( s 2 + 1). Then the minimum of the completely selfdual functional on X is equal to zero, and is attained at a solution of (105).
