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Recently, Susskind [1] proposed that the coordinates of electrons moving in a strong magnetic
eld B be described by matrices, similar to the description of D0 brane coordinates. The
corresponding lowest Landau level action, consisting of only the magnetic term [2], becomes a
noncommutative version of the Chern-Simons action, which has found numerous applications
in physics [3]. In the present context, it describes Laughlin fractional quantum Hall states [4],
the Chern-Simons level becoming the inverse lling fraction. For a recent introduction to the
quantum Hall eect see [5].
The above Chern-Simons theory can describe only an innite number of electrons. In a
previous paper, one of us (A.P.) proposed a regularized version of the noncommutative theory
on the plane in the form of a Chern-Simons matrix model with boundary terms [6]. This model
describes a system of nitely many electrons (a quantum Hall ‘droplet’) and reproduces all the
relevant physics of the nite Laughlin states, such as boundary excitations [7, 8], quantization
of the lling fraction (see also [9, 10]) and quantization of the charge of quasiparticles (fractional
holes). An extension of this model for electrons on a cylinder, involving unitary matrices, is
also introduced in [11]. An explicit, but non-unitary, mapping between the states of the matrix
model and Laughlin states was presented in [12], while possible wavefunction mappings were
explored in [13].
An essential ingredient of the above models is the so-called ‘boundary’ term. Its role is to
absorb the anomaly of the theory and allow a nite matrix representation of the Gauss’ law. In
practice, it ‘feeds’ the representation of the gauge group U(N) carried by the matrix coordinates
of the model. This representation is xed by the lling fraction and determines the physics of
the electrons; it is the (n − 1)N -fold symmetric representation of U(N) [14], with the integer
n = ν−1 representing the inverse lling fraction.
A natural question is whether other boundary terms could have been chosen and, correspond-
ingly, dierent representations for U(N). To approach this, we observe that the boundary term
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essentially corresponds to a Wilson line operator (see also [11]) and that a natural expression for
such Wilson lines is through a rst order gauge invariant action on the group manifold [15]. We
therefore propose to use such a Wilson line action as the boundary term of the matrix model
and study its classical and quantum structure.
The layout of this paper is as follows. In Section 2 we review the noncommutative Chern-
Simons and its nite dimensional cousin. Section 3 describes the proposed generalization of
the action of [6]. Quantization of this action is equivalent to the insertion of a Wilson line.
In Section 4 we show how our proposal relates to that of [6]. We discuss both the classical
and quantum equivalence. In the last section we discuss the quantum Hall interpretation and
possible applications of the model. Finally, in order to x our conventions and to make the
paper relatively self-contained, we have included a brief description of the quantization of the
symplectic form on coadjoint orbits in an appendix.
2. Review of Noncommutative Chern-Simons in the Quantum Hall Effect







Tr fij( _Xi + i[A0,Xi])Xj + 2θA0g , (2.1)
where θ is related to the average planar electron density ρ0 = 1/2piθ. The subscript NCCS
stands for noncommutative Chern-Simons and will be explained shortly. Similar actions rst
appeared in matrix Chern-Simons theory as a possible approach to the fundamental formulation
of M-theory [16].
Gauss’ law obtained by varying A0 in the action (2.1) takes the Heisenberg algebra form
[X1,X2] = iθ . (2.2)
Let Xi = yi be the solution of the Gauss’ law equation (2.2) corresponding to y1 = x and
y2 = θp where x and p are the matrices representing the position and momentum operators in
the harmonic oscillator basis. If we insert Xi = yi + ijθAj into the the action (2.1), where
Ai parameterizes perturbations around the yi solution, one obtains the U(1) noncommutative












Here ∂i  iθ−1ijyi and is regarded as a (matrix) operator. The level k of the Chern-Simons






Taking the trace of (2.2) we see that Gauss’ law is only compatible with innite dimensional
matrices. In order to describe a nite number of electrons, one of the authors [6], proposed a
minimal addition to the action (2.1) to make it compatible with nite dimensional matrices.
The proposed action is




dtΨy(i _Ψ −A0Ψ) , (2.4)
Sω = −
∫
dtB Tr fω(Xi)2g . (2.5)
The action (2.4) involves a complex bosonic N-vector Ψ such that we have a U(N) gauge
invariance
Ψ ! UΨ , Xi ! UXiU−1 , ∂t + iA0 ! U(∂t + iA0)U−1 .
The term (2.5) is just a spatial regulator, a harmonic potential whose role is to keep the electrons
close to the origin. One can take ω arbitrarily small.
The A0 equation of motion is now modied and reads
iB [X1,X2]−ΨΨy +Bθ = 0 . (2.6)
The trace of (2.6) then simply implies
ΨyΨ = Nk , (2.7)
which is compatible with nite dimensional matrices. It was shown in [6], using the equivalence
to the Calogero model, that upon quantization this system describes Laughlin states for the
Quantum Hall eect of N electrons at fractional lling fraction ν = 1/(k + 1). For a recent
discussion of the equivalence of (2.3) and the Calogero model see [18] and references there. In
the A0 = 0 gauge, one can rst quantize the system ignoring the constraint (2.6) and then
impose it on physical states. In the absence of the constraint we have a system of free harmonic
oscillators, some coming from the matrix elements of Xi and some from the components of Ψ.
Gauss’ law (2.6) implies that physical states are invariant under U(N) gauge transformationsa.
aWe have included the background charge Bθ .
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A group theoretical analysis of this physical state condition was used in [12] to nd a more
direct mapping to Laughlin states.
3. The Wilson Line Action









where g is valued in the U(N) group and λ is an arbitrary hermitian matrix [15]. Without loss
of generality λ can be taken to be diagonal. Let H denote the stability group of λ under the
adjoint action of U(N). For generic λ the subgroup H is just the diagonal Cartan subgroup.
This system is gauge invariant under the transformations g0 = gh, where h is time dependent
and H valued. In fact, the action (3.1) is invariant under innitesimal transformations. For large
gauge transformations the action changes by an integer multiple of 2pi only if λ is quantized.
The gauge invariant degrees of freedom are points on the coadjoint orbit of G passing through
λ . These are symplectic leaves, and it is a well known fact [19] that their quantization gives
the unitary representations of the Lie group G . The quantization of this system for g valued
in a simple Lie group G is reviewed in the appendix. The method there, is similar in spirit to
the one used in [20]. See also [21] for a path integral quantization, using Darboux coordinates.
Here we only explain the necessary modications for
U(N) = (SU(N)U(1)) /ZN .
First let us obtain the quantization of λ. Let the Cartan generators Hi of SU(N) be
Hi = diag(0, . . . , 0, 1,−1, . . . , 0) , i = 1, . . . ,N − 1 , (3.2)
where the only nonvanishing entries are on the i and i+1 positions. To this we append HN = I
so that we have a complete set in the Cartan subalgebra of u(N). Similarly, let the fundamental




diag(N − i, . . . ,N − i,−i, . . . ,−i) , i = 1, . . . ,N − 1 ,
bSince the trace is nondegenerate we will identify the Lie algebra with its dual. The same can be done for the
Cartan subalgebra and its dual.
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where the rst i and the last N−i diagonal entries of µi are equal. To this set we add µN = 1/N I
such that we now have Tr (Hi µj) = δ
j
i , i = 1, . . . ,N . Using this we can write λ = −niµi where
ni = −Tr(λHi). Consider now a large gauge transformation of the form
h(t) = e2piiHiξ
i(t) ,
where ξi are real functions of time such that h(t) = I for large positive or negative times. This
periodicity implies that
Hiξi = diag(k1, . . . , kN ) , (3.3)
where the diagonal elements ki must be integers. Under the gauge transformation h(t) the







The requirement that the action only changes by an integer multiple of 2pi together with (3.3)
implies that all the diagonal elements of λ must be integers. Then ni = −Tr(λHi) are also
integers. For arbitrary h 2 H, one can show that λi , the diagonal matrix elements of λ satisfy





(N − i)ni + nN
]
+ 0mod(1) .
Thus, to be free of global gauge anomalies ni must all be integers and satisfy
N−1∑
i=1
(N − i)ni + nN = 0mod(N) . (3.4)
The quantization can be now be performed similarly to the treatment in the appendix of a
simple Lie group. Here we will be brief and only outline the steps (see the appendix for details).





ipg−1 _g − gpg−1A0
]
, (3.5)
together with the constraint
p− λ = 0 . (3.6)
The symplectic structure obtained from the rst term in (3.5) is the standard one on the cotan-
gent bundle of U(N). The Hilbert space of the unconstrained system is given by square inte-
grable functions on U(N) whose harmonic expansion is given by Peter-Weyl theorem. Just as
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in the appendix, one then imposes only the constraints (3.6) associated with the Cartan and
positive roots generators. The physical Hilbert space is then nite dimensional and provides an
irreducible representation of U(N). It is the representation whose lowest weight is given by λ.
Note that the rst term on the left hand side of (3.4) is just the number of boxes in the Young
tableau of the SU(N) representation, while the second is the U(1) charge.
Finally we can now explain the title of this section. The path integral over g in the action (3.1)
gives a Wilson line in the irreducible representation discussed above∫
dg eiSg = Pei
∫
dt Aa0(t)ta , (3.7)
where P denotes path ordering. Both the right and the left hand side of (3.7) are understood as
operators acting in the physical Hilbert space. This can be seen as follows. Using the notation
in the appendix we can write
Tr(λgA0g−1) = ~paAa0 .
Upon quantization as can be seen from (A.4), −~pa becomes the operator acting on the Hilbert
space as ta. Since the relation between operators and path integral also involves time ordering,
which is path ordering in this case, we obtain the desired result.
Gauss’ law for the full action S = SNCCS + Sg + Sω now reads
iB [X1,X2]− gλg−1 +Bθ = 0 , (3.8)
and the trace of (3.8) implies a constraint on the trace of λ
Tr(λ) = Nk .
4. Relation to Boundary Fields
In this section we will demonstrate the correspondence of this model with the previous model
with boundary Ψ terms. Specically, we will show that the Wilson line action involving g is a
particular sector of a version of the previous model involving N dierent boundary elds Ψ.
First let us discuss the classical equivalence. The U(N) matrix g can be written in terms of













We have the sum of N decoupled actions. The vectors ψj are still coupled through the relations
ψyjψk = δjk , (4.2)
implied by the unitarity of g. Upon imposing Gauss’ law, however, and putting A0 = 0 the
equations of motion for g are
[λ, g−1 _g] = 0 , (4.3)
and in terms of ψj they become
(λj − λk)ψyj _ψk = 0 (no sum in j, k) . (4.4)
For generic values of λj the above equations imply that _ψj = 0 is orthogonal to all other ψk, and
therefore _ψj  ψj . Since ψj is normalized, this means that only its phase can vary. The Wilson
line action (3.1), on the other hand, has an additional U(1)N gauge invariance, corresponding to
right-multiplication of g by an arbitrary diagonal unitary matrix. This transformation is exactly
the redenition of the phases of ψj . So the above motion of ψj corresponds to a U(1)N gauge
transformation and, as a gauge choice, we can take _ψj = 0. These are the same equations of
motion that we would have derived from the action (4.1), ignoring the constraints (4.2). The
constraints, then, can be imposed as initial data for the ψj .
We can go one step further and redene the ψj to absorb λj. We distinguish between the




















This is identical to the original action SΨ, where, now, we have introduced a multiplet of
boundary elds Ψj, with n of them transforming under the fundamental of the gauge group
and N −n transforming under the anti-fundamental representation. We must further choose as
initial conditions
ΨyjΨk = jλj j δjk . (4.7)
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So we have traded λ for the initial conditions of the lengths of Ψj, and we have the additional
condition of orthogonality between the dierent Ψj. This last requirement is not a restriction.












This is a hermitian matrix which obviously projects in the space spanned by Ψj, so it can be
diagonalized by a unitary transformation in this space. This amounts to a linear redenition of
the Ψj such that they be orthogonal to each other. These redened Ψj satisfy (4.7).
If any of the λj are equal to each other then the equations of motion (4.4) do not imply
that _ψj is proportional to ψj , for the corresponding values of j, but rather to an arbitrary linear
combination of these ψj’s. In this case, however, the Wilson line action has an enhanced gauge
invariance under right-multiplications of g by unitary matrices in the corresponding subspace.
The equations of motion then allow an arbitrary motion in this subspace, which becomes a gauge
transformation. It is consistent, therefore, to also impose _ψj = 0 in this case, which amounts to
a gauge choice. The gauge generator GΨ in (4.8) in this case will have a degenerate subspace
for the corresponding j, and the gauge arbitrariness corresponds to the freedom of rotating the
Ψj in this subspace.
We conclude that in all cases the Wilson line action Sg is essentially equivalent to the action
SΨ for N independent boundary elds Ψj transforming in the (anti)fundamental of U(N), after
xing the initial conditions and choosing the basis where the matrix generator GΨ in the Gauss’
law is already diagonalized. The corresponding theories with many boundary elds are similar
to the models in [22, 23] which, upon proper reduction, lead to spin-Calogero models.
Quantum mechanically a similar picture emerges. In the theory with n boundary elds
in the fundamental and N − n boundary elds in the antifundamental the components of the
elds (Ψj)k for j  n, and (Ψj)yk for j > n (where y now stands only for operator, not matrix,
hermitian conjugation) become oscillator annihilation operators (note the opposite sign of the
canonical term in (4.6) for j > n). The boundary gauge generators are the sum of N independent
oscillator realizations of the generators of U(N). Renaming (j)k = (Ψj)
y
















The Fock spaces of the Ψ, embeds the tensor product of the representations of each oscillator
realization; for j  n the oscillator Ψj reproduces all totally symmetric irreps of SU(N) (all irreps
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with a single row in their Young tableau), with U(1) charge equal to the total number operator.
For j > n the oscillator j reproduces the conjugates of the above representations (irreps with
N−1 rows of equal length). The tensor product of N such irreps of all possible lengths contains
all representations of SU(N). Therefore, the model with N boundary elds allows for the most
general representation of the Gauss’ law generator. Picking a particular irrep is the quantum
mechanical analog of xing initial conditions and diagonalizing the classical gauge generator
matrix. The action Sg, on the other hand, also reproduces an arbitrary representation of the
Gauss’ law generator, upon picking the appropriate λ.
We conclude that the two theories are essentially equivalent, with the dierence that Sg
picks an irreducible component for the Gauss’ law generator, that is, a particular sector of the
SΨ theory. The original single-Ψ theory only has one sector and it is completely reproduced by
the Wilson line model with all but a single of the λj ’s vanishing:
λ = −NkµN−1 +NkµN = diag(0, . . . , 0,Nk) . (4.10)
Notice that the U(1) charge of the representation, determined by trλ, corresponds to the total
number operator of the oscillators. By adding such a U(1) part we could render all λj positive
and dispense with the anti-fundamental elds in the Ψ representation. We stress, however,
that the total U(1) charge essentially determines the noncommutativity parameter θ (the lling
fractions) through the Gauss’ law. Including, therefore, some antifundamental elds is crucial
is we wish to reproduce all irreps of SU(N) for a xed value of θ.
5. Discussion
The proposed generalization allows for the maximal flexibility in the choice of the representa-
tion for the Gauss’ law for the matrix coordinates Xi. The Wilson line (g) representation is
particularly convenient in that it picks a single irreducible representation. The boundary eld
(Ψj) representation, on the other hand, is most suited to discuss the physics of the model.
One obvious application of the many-Ψ model would be to describe many layers of quantum
Hall fluids and/or fluids with spin. Intuitively, the presence of many boundary elds creates
many boundaries for the quantum Hall droplet which, then, decomposes into many layers. The
total number of electrons in all layers is always N .
As an example, consider the case of two elds Ψ1,2, both in the fundamental, satisfying
ΨyiΨj = kNiδij , N1 +N2 = N , (5.1)
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where N1,2 are integers. Then the Gauss’ law implies
iB[X1,X2] + k diag (1, . . . 1−N1, 1, . . . 1−N2) = 0 . (5.2)
We have chosen a basis in which the Gauss’ law is diagonal, with the entry 1−N1 appearing in
the position N1 in the diagonal. In this way the trace of the rstN1 elements of the above matrix
vanishes. So (5.2) admits block-diagonal solutions for X1 and X2, each representing a quantum
Hall droplet with N1 or N2 electrons. The two droplets can obviously overlap. So this model
can describe dierent quantum Hall layers as well as their interactions (non-block diagonal
solutions). The generalization to n layers is straightforward. The layers can, equivalently,
be viewed as spin components for the electrons. The relation of the n-component model to
the SU(n)-spin Calogero model [22] further enhances the likelihood of such a correspondence,
although the details are yet to be worked out.
Another obvious application of the proposed model is as a regularization of U(n) noncommu-
tative Chern-Simons theory. For the innite plane case the Gauss’ law (2.2) can admit reducible
representations corresponding to the direct sum of n Heisenberg representations. Perturbations
around such a solution would give rise to U(n) NCCS action. The single-boundary matrix model,
on the other hand, has a ground state corresponding to a single layer which reproduces U(1)
NCCS theory. By choosing, however, n boundary elds in the fundamental and taking them to
be orthogonal and of norm squared kN/n (N should be a multiple of n) we have a situation
analogous to the one above, which admits as ground state a block-diagonal conguration which
is the direct sum of n ground states of size N/n each. Clearly there is an extra U(n) symmetry
mixing the n components. Perturbations around this conguration would give a regularized
version of U(n) theory.
In conclusion, the extended model proposed here has many potential applications both in
noncommutative gauge theory and in the quantum Hall context, which are the topic of further
investigation.
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A. Coadjoint orbits quantization








where g is valued in the group G which we assume to be a simple Lie group. See [15] and
references there, and for a recent treatment see [20]. The normalization of the trace is chosen
such that the length square of a long root equals two. For G = SU(N) this reduces to the matrix
trace in the dening representation. In (A.1) λ is a constant weight.





ipg−1 _g − gpg−1A0
]
, (A.2)
together with the constraint
p− λ = 0 . (A.3)
The rst term in the action (A.2) gives the standard symplectic form on the cotangent bundle
of the group G
ω = dTr(ipg−1dg) ,
from which we can derive the Poisson bracket

























Let pa = −tr(tap) and gMN be coordinates on the cotangent bundle. They have the following
Poisson brackets
ifpa, pbg = if cab pc , ifpa, gMNg = (gta)MN ,
which upon quantization become
[pa, pb] = if cab pc , [pa, gMN ] = (gta)MN .
Let ~p = gpg−1 designate the matrix in front of A0 in the action (A.2). Then the operators
~pa = tr(ta~p) commute with pa and satisfy
[~pa, ~pb] = if cab ~pc , [~pa, gMN ] = (−tag)MN . (A.4)
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We can represent the Hilbert space H of the unconstrained system using square integrable







cαβR Rαβ(g) , (A.5)
where Rαβ(g) are the matrix elements of the R representation of G. They satisfy the following
orthogonality conditions
∫
dg Rαβ(g) R0ρσ(g) =
1
dR
δRR′ δαρ δβσ ,
where dg is the the Haar measure and dR is the dimension of the R representation.
The operators pa and ~pa act on this Hilbert space generating an action of Gl  Gr, where
we used a subscript to distinguish the two G factors. Under the action of (gl , gr) 2 Gl Gr we
have the following transformation
ψ(g) ! ψ0(g) = ψ(g−1l g gr) . (A.6)
In particular Rαβ(g) transforms as
Rαβ(g) ! Rρσ(g) Rρα(gl )Rσβ(gr) ,
that is, the index β transforms in the representation R while the index α transforms in the
representation R. We can reinterpret (A.5) as the decomposition of the Hilbert space H under




V R ⊗ VR . (A.7)
Here VR is the vector space in which the representation R acts, R is the complex conjugate
representation and the sum is over all the inequivalent unitary irreducible representations of G.
If the states jα,Ri, α = 1, . . . , dR form a basis of VR and jα,Ri a basis of V R, the isomorphism
is given by
Rαβ(g) ! jα,Ri ⊗ jβ,Ri .
Let us now consider the constraint (A.3). Using the raising and lowering generators eα and
e−α, where α are positive roots (not to be confused with the index labeling the components of
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representations), and Hi forming a basis in the Cartan subalgebrac we dene
pi = − tr(Hi p) , i = 1, . . . , rank(G) ,
pα = − tr(eα p) , p−α = − tr(e−α p) , α > 0 .
Using tr(Hi µj) = α_i (µ
j) = δji we can rewrite the constraint (A.3) as
pi − ni = pα = p−α = 0 , α > 0 , (A.8)
where ni = −tr(Hiλ) . At the classical level, some of these constraints are rst class and some
are second class. To see this, note that for some positive roots α the Poisson bracket fpα, p−αg
gives linear combinations of the Cartan pi which can be nonvanishing due to the constraints
pi = ni. At the quantum level we can not impose all the constrains simultaneously. We can
however use a Gupta-Bleuer type quantization and require that physical states ψ satisfy only
pi ψ(g) = ni ψ(g) , (A.9)
pα ψ(g) = 0 , α > 0 .
These are the dening relations for a highest weight state which only exists in the decomposi-
tion (A.7) if ni are positive integers. This is how the quantization of the weight λ is obtained
in the Hamiltonian approach. Physical states must therefore have the form
jβ,Ri ⊗ jβ0, Ri β = 1, . . . , dR ,
where jβ0, Ri is the highest weight state of weight −λ. In the wave function on the group





The physical Hilbert space is the irreducible representation of Gl whose complex conjugate
representation highest weight is −λ. Equivalently, the physical Hilbert space is the irreducible
representation whose lowest weight is λ.
References
[1] L. Susskind, hep-th/0101029




[2] G. Dunne, R. Jackiw and C. Trugenberger, Phys. Rev. D 41, 661 (1990); G. Dunne and R. Jackiw,
Nucl. Phys. Proc. Suppl. 33C, 114 (1993) [hep-th/9204057].
[3] S. Deser, R. Jackiw and S. Templeton, Phys. Rev. Lett. 48, 975 (1982) and Annals Phys. 140, 372
(1982).
[4] R. B. Laughlin, \The Quantum Hall Eect," R. E. Prange and S. M. Girvin (Eds).
[5] S. M. Girvin, cond-mat/9907002
[6] A. P. Polychronakos, JHEP 0104, 011 (2001) [hep-th/0103013].
[7] X. G. Wen, Phys. Rev. B 41, 12838 (1990).
[8] S. Iso, D. Karabali and B. Sakita, Nucl. Phys. B 388, 700 (1992) [hep-th/9202012] and Phys. Lett.
B 296, 143 (1992) [hep-th/9209003].
[9] V. P. Nair and A. P. Polychronakos, hep-th/0102181.
[10] D. Bak, K. Lee and J. Park, hep-th/0102188.
[11] A. P. Polychronakos, hep-th/0106011.
[12] S. Hellerman and M. V. Raamsdonk, hep-th/0103179.
[13] D. Karabali and B. Sakita, hep-th/0106016.
[14] A. P. Polychronakos, Phys. Lett. B 266, 29 (1991).
[15] A. P. Balachandran, G. Marmo, B. S. Skagerstam and A. Stern, \Gauge Symmetries And Fiber
Bundles" Berlin: Springer ( 1983). \Classical topology and quantum states," Singapore: World
Scientific (1991).
[16] L. Smolin, Phys. Rev. D 57, 6216 (1998) [hep-th/9710191]; Nucl. Phys. B 591, 227 (2000) [hep-
th/0002009]; hep-th/0006137.
[17] A. P. Polychronakos, JHEP0011, 008 (2000) [hep-th/0010264].
[18] A. P. Polychronakos, hep-th/9902157.
[19] B. Kostant, \Lecture Notes in Mathematics," vol. 170 Springer (1970) A. A. Kirillov, \Elements of
the Theory of Representations,\ Berlin, Heidleberg, New York: Springer (1976)
[20] G. Alexanian, A. P. Balachandran, G. Immirzi and B. Ydri, hep-th/0103023.
[21] B. Morariu, Int. J. Mod. Phys. A 14, 919 (1999) [physics/9710010].
[22] J. A. Minahan and A. P. Polychronakos, Phys. Lett. B 326, 288 (1994) [hep-th/9309044].
[23] J. Avan and A. Jevicki, Nucl. Phys. B 469, 287 (1996) [hep-th/9512147].
14
