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Abstract
In this paper we give an infinite family of strings for which the length of the Lempel-Ziv’77
parse is a factor Ω(log n/ log log n) smaller than the smallest run-length grammar.
1 Introduction
The Lempel-Ziv factorization of a text [9] (LZ77) is a greedy left-to-right parse in maximal factors
such that each factor already occurred to the left. Despite its simplicity, LZ77 can be easily
shown to be optimal among all unidirectional parses (i.e. that copy phrases from left-to-right),
and dominates other popular compression schemes such as Straight Line Programs (SLPs), i.e.,
context-free grammars that generate only the text as output. Let zno be the number of phrases
of the Lempel-Ziv parse when overlaps are not allowed between phrases and their sources, and
let g∗ be the size of the smallest SLP. Charikar at al. [5] and Rytter [12] showed how to obtain a
unidirectional parse of size at most g starting from a SLP of size g. It follows from the optimality
of LZ77 that the relation zno ≤ g∗ holds. On the other hand, Charikar at al. [5] showed an
infinite family of strings for which g∗/zno = Ω(logn/ log logn), where n is the length of the string.
Together, these results imply that LZ77 compression without overlaps is always at least as good
as grammar compression, and strictly better in some cases.
Given that, in fields such as compressed computation, SLPs are often easier to treat than LZ77,
one might wonder whether we could enhance SLPs so that they become as powerful as Lempel-Ziv
compression. See, for example, Bille et al. [4, Thm 1.1] and Kreft ad Navarro [8, Thm 4.11] for
classical solutions to the random access problem on grammar- and Lempel-Ziv-compressed texts,
respectively. One possible extension of SLPs is to add so-called run-length rules, i.e. rules of the
form X → Y ℓ, for ℓ > 1 (meaning that X expands to ℓ repetitions of Y ). This extension takes the
name run-length SLP, or RLSLP in what follows [11]. Let g∗rl be the size of the smallest RLSLP.
It is easy to show that g∗ = Θ(logn) and g∗rl = O(1) on unary strings of length n. This implies
that RLSLPs are a strict improvement over SLPs. Since zno ∈ Θ(logn) on unary strings, we also
have that zno/g∗rl = Θ(logn) for an infinite class of strings: RLSLPs improve upon Lempel-Ziv
compression in some cases, and therefore are good candidates for capturing it. However, a slight
modification to the LZ77 compression scheme adds enough power to capture, again, grammar
compression with run-length rules. Let z be the number of phrases of the Lempel-Ziv parse when
overlaps are allowed between phrases and their sources. By adapting Rytter’s proof, Gagie et al.
in [7] proved that z ≤ g∗rl, which implies that we cannot hope to beat LZ77 with overlaps using
RLSLPs.
The missing piece in the puzzle is the following: are RLSLPs always at least as good as
Lempel-Ziv (with or without overlaps)? In this paper, we answer negatively to this question.
By adapting Charikar at al.’s proof [5], we give an infinite family of strings for which g∗rl/zno =
Ω(logn/ log logn). Since z ≤ zno trivially holds, our result implies that Lempel-Ziv compression
with overlaps is always at least as good as grammar-compression with run-length rules, and strictly
better in some cases. Formally, we prove the following theorem.
Theorem 1 There exists an infinite family of strings for which the ratio between the size of the
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smallest RLSLP and the length of the LZ77 parse is
g∗rl
zno
= Ω
(
logn
log logn
)
.
2 Prelimaries
Charikar et al. Charikar et al. [5] showed a separation between the smallest grammar and the
size of the LZ77 parse of a string.
Lemma 2 (Charikar et al.) There exists an infinite family of strings for which the ratio between
size of the smallest grammar and the length of the LZ77 parse is
g∗
zno
= Ω
(
logn
log logn
)
.
The proof is based on the following lemma (implicit in the paper) that they proved using a
link between grammars and addition chains.
Lemma 3 (Charikar et al.) Let k1, . . . , kp be a set of distinct positive integers, and consider
strings of the form s = xk1 |1x
k2 |2 . . . |p−1x
kp , where k1 is the largest of the ki. Let p = Θ(log k1).
There exists an infinite class of sequences of integers k1, . . . , kp such that the smallest grammar
for s has size
Ω
(
log2 k1
log log k1
)
.
Since the LZ77 parse for the string has size O(p + log k1) = O(log k1) Lemma 2 follows.
Thue-Morse Sequence The Thue-Morse sequence can be generated by starting with 01 and
keep appending the inverse binary negation of the sequence already generated:
01→ 0110→ 01101001→ 0110100110010110→ . . .
The Thue-Morse sequence is overlapfree [1, 2, 13, 14], and therefore also cubefree on two sym-
bols [10]. We can obtain a squarefree sequence on three symbols by taking the first difference of
the Thue-Morse sequence: take the Thue-Morse sequence
01101001100101101001011001101001...
and form a new sequence in which each term is the difference of two consecutive terms in the
Thue-Morse sequence
1 0 -1 1 -1 0 1 0 -1 0 1 -1 1 0 -1 1 -1 0 1 -1 1 0 -1 0 1 0 -1 1 -1 0 1...
This sequence is squarefree (see e.g. [1–3]). We call this sequence the Diff-Thue-Morse sequence.
3 Separation
Size of smallest RLSLP Let t(n) be the prefix of length n of the infinite Diff-Thue-Morse
sequence. Let k1, . . . , kp be a set of distinct positive integers, and consider strings of the form
sˆ = t(k1)|1t(k2)|2 . . . |p−1t(kp),
where k1 is the largest of the ki.
Since the sequences t(ki) are squarefree, there is no difference in the size of the smallest
grammar and the smallest RLSLP for the string sˆ.
2
Let s = xk1 |1xk2 |2 . . . |p−1xkp . Assume you have a grammar of size g for sˆ. Replacing all the
terminals (−1, 0, 1) by x gives you a grammar for s of size g. Thus the smallest grammar for sˆ
must be at least the size of the smallest grammar for s. From Lemma 3 we know that there exists
exists integers k1, . . . , kq such that the smallest grammar for s has size Ω
(
log2 k1
log log k1
)
. It follows
that the smallest RLSLP for sˆ has size at least
Ω
(
log2 k1
log log k1
)
.
Size of LZ77 parse The LZ77 parse for the Thue-Morse sequence of length n has size O(log n)
[6]. The LZ77 parse for the Diff-Thue-Morse sequence t(n) is at most 2 times larger than the LZ77
parse, zt, for the corresponding Thue-Morse sequence tm(n + 1): We can construct a parse zˆt of
size at most 2|zt| such that each phrase f in zt gives at most 2 phrases in zˆt. Consider a phrase f
in zt. Since phrase f exists earlier in tm(n+ 1), then the sequence of the differences between the
terms in f exists previously in t and we construct a corresponding phrase in zˆ of length |f |−1. The
term denoting the difference between the first position in f and the last position in the previous
phrase is in its own phrase. The parse zˆt has size at most 2|zt| and thus the LZ77 parse of t(n)
has size at most 2|zt|, since the LZ77 parse is optimal. It follows that the LZ parse of t(n) has
size O(log n).
Now consider the string sˆ. The LZ77 parse of sˆ is then z1|1(1, k2)|2 . . . |p−1(1, kp). The size of
the parse is O(log k1 + p) = O(log k1). The ratio between the smallest RLSLP and the length of
the LZ77 parse is therefore
Ω
(
log k1
log log k1
)
= Ω
(
logn
log logn
)
.
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