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Abstract—The Large Intelligent Surface (LIS) concept is a
promising technology aiming to revolutionize wireless communi-
cation by exploiting spatial multiplexing at its fullest. Despite of
its potential, due to the size of the LIS and the large number
of antenna elements involved there is a need of decentralized
architectures together with distributed algorithms which can
reduce the inter-connection data-rate and computational require-
ment in the Central Processing Unit (CPU). In this article
we address the uplink detection problem in the LIS system
and propose a decentralize architecture based on panels, which
perform local linear processing. We also provide the sum-rate
capacity for such architecture and derive an algorithm to obtain
the equalizer, which aims to maximize the sum-rate capacity. A
performance analysis is also presented, including a comparison to
a naive approach based on a reduced form of the matched filter
(MF) method. The results shows the superiority of the proposed
algorithm.
I. INTRODUCTION
We envision a future where man-made surfaces are electro-
magnetically active enabling wireless communication, wireless
charging and remote sensing [1]–[3]. The LIS concept is
illustrated in Fig. 1 where the LIS serves multiple users
simultaneously. As it can be seen from the figure, the LIS
is placed relatively close to the users. Thus parts of the LIS
receive signals from different users with potential overlap if
they are close to each other or in the same direction towards
the surface. Users who are close to the LIS have a more
concentrated and smaller fingerprint than the users who are
far away, which is more spread as depicted in the figure. All
parts of the surface are active, so they are able to transmit
and receive electromagnetic waves with a certain control. The
large aperture of the LIS allows to beamform in 3D space with
high resolution, which helps to discriminate users even if their
fingerprints overlap on the surface and therefore mitigating any
potential inter-user interference. As pointed out in [1], there is
no practical difference between a continuous LIS and a grid
of antennas (discrete LIS) as the surface area grows, provided
that the antenna spacing is sufficiently dense. Based on this,
we consider a discrete version of a LIS for a practical reason
through the rest of this article.
Even tough the potential of LIS is clear from theoretical
point of view, there is a lack of algorithms specially designed
for it. The large dimension and volume of antennas taking
place makes traditional centralized methods not suitable for
implementation due to excessive computational complexity
and inter-connection data-rate required in the CPU. There is
Fig. 1: A LIS serving multiple users simultaneously.
a need for distributed algorithms together with decentralized
architectures.
A preliminary work was published [4] proposing a fully
distributed algorithm for approximate zero-forcing (ZF) equal-
izer in LIS. Despite of achieving remarkable results in terms of
signal-to-interference ratio (SIR), it requires multiple iterations
of all processing nodes in the system with the subsequent si-
multaneous exchange of data between adjacent nodes, making
difficult to pipeline it, in order to support simultaneous cal-
culation of different equalizers for different physical-resource-
blocks (PRB).
In this paper we propose a decentralized architecture for
LIS based on panels, which are connected to a backplane for
data aggregation. The CPU receives the result of the backplane
processing. Apart from this connection, panels are connected
to each other by dedicated links forming a daisy-chain, which
facilitates the pipelining of different equalizers. We also derive
sum-rate capacity expression for this architecture, and based
on that, we develop an algorithm for uplink detection which
aims to maximize such capacity.
We include performance analysis based on system pa-
rameters such as physical panel size and number of panels
connections. We compared the proposed algorithm with a
naive approach, consisting of a reduced version of the Matched
Filter (MF) equalizer as reference baseline for our comparison.
II. SYSTEM MODEL
We consider the transmission from K single antenna users
to a discrete LIS containing M active antenna elements, as
illustrated in Fig 2. The LIS is divided into P squared panels or
LIS-units, each withMp elements, such thatMp·P = M . Each
panel hasNp outputs. The total number of them isN , such that
N = Np·P . These outputs are connected to a backplane, which
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Fig. 2: K users transmitting to an M-elements discrete-LIS
formed by P panels.
collects and process the incoming data, and provides the CPU
with K values. In this article we consider the case M ≥ N ≥
K (which implies Mp ≥ Np), so the inter-connection data-
rate is reduced from the antenna elements interface (vector y
in the figure) to the backplane input (z), and similarly to the
CPU interface (xˆ). In this article we do not cover the design
of the backplane, which is left for further work.
The M × 1 received vector at the LIS is given by
y =
√
ρHx+ n, (1)
where x is the K × 1 user data vector, H is the M × K
normalized channel matrix, such that ‖H‖2 = MK , ρ the
SNR and n ∼ CN (0, I) is a M × 1 noise vector.
Assuming the location of user k is (xk, yk, zk), where the
LIS is in z = 0. The channel between this user and a LIS
antenna at location (x, y, 0) is given by the complex value [1]
hk(x, y) =
√
zk
2
√
pid
3/2
k
exp
(
−2pijdk
λ
)
, (2)
where dk =
√
z2k + (xk − x)2 + (yk − y) is the distance
between the user and the antenna, and Line of Sight (LOS)
propagation between them is assumed. λ is the wavelength.
The channel matrix can be expressed as
H = [HT1 ,H
T
2 , · · ·HTP ]T , (3)
where Hi is the Mp×K channel matrix of the i-th panel. We
assume each panel has perfect knowledge of its local channel.
III. UPLINK DETECTION
LIS performs a linear filtering on the incoming signal in the
panels such as
z =WHy =
√
ρWHHx+ nˆ, (4)
where WH is the N ×M equalization-filter matrix and nˆ =
WHn is the filtered noise.
A. Sum-Rate Capacity
The mutual information between z and x is I(x; z) =
H(z)−H(z|x). Assuming gaussian signaling transmitted by
users, the mutual information for a given H and W can be
further expanded as
I(x; z) = log2 |Σzz| − log2 |Σnˆnˆ|
= log2 |ρWHHHHW +WHW|
− log2 |WHW|,
(5)
where Σzz and Σnˆnˆ are the covariance of the multivariate
complex gaussian vector z and nˆ respectively. If W is full-
rank matrix, and taking into account that M ≥ N , then
(WHW)−1 exists and we can rewrite (5) as
I(x; z) = log2 |IK + ρHHW(WHW)−1WHH|, (6)
thus the sum-rate capacity at z interface is given by
Cz = max
W
log2 |IK + ρHHW(WHW)−1WHH|. (7)
B. Single panel case
First we analyze the simple case where there is one panel
in the system (P = 1), and then N = Np and M = Mp.
Let UWΣWV
H
W and UHΣHV
H
H be the singular value
decomposition (SVD) of W and H respectively, then (7) can
be formulated as
Cz = max
UW
log2 |IK + ρHHUW IˆUHWH|, (8)
where Iˆ is a Mp ×Mp diagonal matrix defined as
Iˆi,i =
{
1 if i ≤ Np
0 if Np < i ≤Mp.
(9)
From (8) it can be seen that only the Np-first left singular
vectors ofW are relevant from capacity point of view. Infinite
number of matricesW fulfill this criteria and therefore provide
the same capacity. Among those, we can select WSP = U˜H
for simplicity, where U˜H is a Mp × Np semi-unitary matrix
made by the N -first left singular vectors of H.
C. Multiple panels case
In the multiple-panels case (P > 1) we consider the
panelized architecture shown in Fig. 2, where each panel
performs local processing on the received signal and delivers
the result to the backplane. In this case the filter matrix W
has the following structure
W =

W1 0 · · · 0
0 W2 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · WP
 , (10)
where Wi is the Mp ×Np matrix filter of the i-th panel.
The sum-rate capacity for this architecture is given by
the general expression (7). However, if we take into account
the block structure of H and W presented in (3) and (10)
respectively, (7) can be written in a more specific form as
Cz = max
{Wi}
log2 |IK + ρ
P∑
i=1
HHi Wi(W
H
i Wi)
−1WHi Hi|
= max
{Si}
log2 |IK + ρ
P∑
i=1
HHi SiHi|,
(11)
where Si , QiQ
H
i and Qi is a Mp×Np semi-unitary matrix,
and consequently follows that Wi = Qi similarly to the
single-panel case. For the last expression in (11) it is assumed
that all Wi are full-rank so the inverse exists.
IV. ALGORITHMS
In this section we proposed two algorithms to obtain the P
filtering matrices {Wi}. The first one is a naive approach
with relatively low computational complexity based on the
known matched filter method, which we select conveniently
as a comparison baseline for our proposed algorithm, which
is presented later on in this section.
A. Reduced Matched Filter (RMF)
RMF consists of a reduced version of the known Matched
Filter (MF) method. In this case, only the Np strongest
columns of Hi are used to formulate Wi. The strenght of a
column hn is defined as ‖hn‖2. The Mp×Np filtering matrix
of the i-th panel is then expressed as
WRMF,i =
[
hk1 ,hk2 , ...,hkNp
]
, (12)
where hn is the Mp×1 channel vector for the n-th user, {ki}
represents the set of indexes relative to the Np strongest users.
B. Iterative Interference Cancellation (IIC) Algorithm
The IIC algorithm aims to solve the optimization problem
described in (11). It is an iterative algorithm based on a variant
of the known multiuser water-filling method [5]. The algorithm
is described in Algorithm 1 using pseudocode. The main
differences with regard to the optimization problem described
in [5] is that in our case there is no power constraint (because
Wi are intended to be used in uplink) and the matrices Si
consist of an outer product of two semi-unitary matrices.
At each iteration of the algorithm, one panel filtering matrix
is obtained, so P iterations are required. In principle, once
Algorithm 1: IIC algorithm pseudocode
Input : {Hi}, i = 1 · · ·P
Preprocessing: Si = 0Mp, ∀i
1 for i = 1, 2, ..., P do
2 Zi−1 = IK + ρ
∑P
j=1,j 6=iH
H
i SiHi
3 Si = argmaxS |ρHHi SHi + Zi−1|
4 end
Output : {Si}, i = 1 · · ·P
the last iteration is complete, the algorithm can start again
updating the resulting {Si} until a convergence criteria is
achieved, but we consider one iteration in this work for
simplicity.
V. PROCESSING DISTRIBUTION
For each iteration of Algorithm 1, knowledge of all {Hi}
and {Si} is required. One way of achieving this is by executing
the algorithm in the CPU. In this case, the CPU requires CSI
from all panels, which consist of M ×K complex numbers,
increasing the inter-connection data-rate in the backplane and
computational demand from the CPU point of view.
Another way consists of executing the algorithm IIC in a
decentralized form, by running each iteration in a different
panel. In this case, the matrix Zi−1 is a message received
by the previous adjacent panel, and contains information from
all previous panels. Matrix Hi is known only locally at i-th
panel. The matrix Z is passed from panel to panel using the
dedicated connections depicted in Fig. 2.
Algorithm 2: IIC algorithm in i-th panel
Input : {Hi,Zi−1}
1 Si = argmaxS |ρHHi SHi + Zi−1|
2 Zi+1 = Zi +H
H
i SiHi
Output : {Si,Zi}
The pseudocode of the algorithm for the i-th panel is
illustrated in Algorithm 2. As it can be observed, IIC divides
the optimization problem defined in (11) in P smaller and
local optimization problems as follows
Si = argmax
S
log2 |ρHHi SHi + Zi−1|, (13)
The solution to (13) is Si = QˆiQˆ
H
i , where Qˆi =
[uˆ1, uˆ2, · · · , uˆNp ] and uˆn is the n-th left-singular vector of
Hˆi =
√
ρHiUzΣ
−1/2
z corresponding to the n-th ordered
singular value, and Zi−1 defined as in Algorithm 2, whose
eigen-decomposition is UzΣzU
H
z . It can be shown that al-
gorithm IIC increases monotonically the sum-rate capacity at
each iteration (see Appendix).
VI. RESULTS
In this section we analyze the performance of the proposed
algorithm in a 1m×10m LIS located in a 3m (height) ×30m
(width) ×30m (depth) area. The LIS is placed in the center
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Fig. 3: Average sum-rate vs. Np.
of one of the sides. We consider two possible panel sizes, one
small (20cm× 20cm) and one large (1m× 1m), an study the
impact of this parameter in the performance. Then, the number
of panels, P , is 250 and 10 respectively, and the number of
antennas per panel, Mp, is 16 and 400 respectively. 20 users
are uniformly located in the mentioned area. Sufficient channel
realizations are generated (each with random user location) for
each experiment. The wavelength λ is 5cm and the antenna
spacing is λ/2 in all cases.
Average sum-rate capacity at interface z, Cz, versus Np is
depicted in Fig. 3 for both panel sizes and both algorithms. It
can be observed that the sum-rate grows as Np increases in
all cases, converging to the same value, which is the average
channel capacity for this configuration. It can also be observed
as the LIS with small-panels converges earlier to channel
capacity, meaning that each panel needs less number of outputs
in the small-panels case for same target performance. It is
also clear from the figure that the IIC algorithm provides
better performance than RMF for both panel sizes and all
tested Np values. This can be used in two forms: for a certain
Np IIC achieves a performance gain compared to RMF, and
for a certain target performance results in a reduction of Np
compared to RMF case.
However, even tough the required number of outputs is
lower in the small-panels case (for a target performance), the
larger number of panels needed in that case makes the total
number of outputs compromised when compared to the large-
panels case. In Fig. 4 we analyze this point by showing the
average sum-rate Cz versus the total number of outputs (N)
for both panel sizes and both algorithms. It can be seen as for
the same N value, large-panels achieve better performance, at
the cost of higher number of outputs per panel.
VII. CONCLUSIONS
In this article we present a large Intelligent Surface (LIS)
architecture and propose one algorithm for uplink data de-
tection. For comparison purposes we also introduce a naive
method based on the known Matched Filter. The architecture is
based on panels connected to a backplane for data aggregation,
and a CPU which receives and process the aggregated data.
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Fig. 4: Average sum-rate vs. N .
The presented algorithms are executed locally in the panels.
The result of such processing is delivered to the backplane
using a certain number of outputs. We analyze and compare
the performance of each algorithm versus the total number
such outputs, and the ones per panel, identifying interesting
trade-offs and design guidelines. From the comparison it is
clear that the proposed algorithm achieves better performance
than the naive approach at the cost of dedicated panel-to-panel
connections.
VIII. APPENDIX
Let us define the sum-rate capacity achieved by Algorithm
1 up to i-th panel as Cz,i, then
Cz,i = log2 |ρHHi Si,optHi + Zi−1|
= log2 |ρHHi Si,optHi +UzΣzUHz |
= log2 |Σz||ρΣ−1/2z UHz HHi Si,optHiUzΣ−1/2z + I|
= Cz,i−1 + log2 |HˆHi Si,optHˆi + I|,
where Hˆi =
√
ρHiUzΣ
−1/2
z . Using the proposed solution for
Si the second term si always positive, so the sum-rate capacity
increases at each iteration.
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