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Abstract-The merits of linear decision fusion in multiple
learner systems have been widely accepted, and their practical
applications are rich in literature. In this paper we present a
new linear decision fusion strategy named Bagging.LMS,
which takes advantage of the least-mean-square (LMS)
algorithm to update the fusion parameters in the Bagging
ensemble systems. In the regression experiments on four
synthetic and two benchmark data sets, we compared this
method with the Bagging-based Simple Average and Adaptive
Mixture of Experts ensemble methods. The empirical results
show that the Bagging.LMS method may significantly reduce
the regression errors versus the other two types of Bagging
ensembles, which indicates the superiority of the suggested
Bagging.LMS method.
I. INTRODUCTION
An ensemble is a multi-learner system in which a series of
component learners are generated to solve the same task [1].
The component learners are combined with a certain fusion
strategy to form the final prediction [2], [3]. In other words,
the ensemble fuses the knowledge acquired by local learners
to make a consensus decision which is supposed to be
superior to the one attained by any individual learner
working solely. The most popular ensemble algorithms are
Boosting [4] and Bagging [5], which have already been
widely used to improve accuracy for solving classification
and regression problems [6].
Boosting works by repeatedly implementing a given weak
learning machine on different distributed training data sets,
and then fusing their outputs. The distribution of the training
data in the current iteration depends on the performance of
the prior learner in the previous iteration. The first version
of the Boosting algorithm described by Schapire is Boosting
by filtering [7], which involves filtering the training data by
different versions of a weak learning algorithm. However, it
requires a large size of training data, which is not feasible in
many practical applications [8]. In order to overcome such a
drawback, Freund and Schapire proposed AdaBoost [4] to
find a typical mapping function or hypothesis with a low
error rate relative to a given probability distribution of the
training data. For regression problems, Freund and Schapire
developed AdaBoost.R [9] which is effective by projecting
the regression data into some classification sets. In spite of
their effectiveness, the Boosting algorithms still contain
some pitfalls. First, they have to expand each regression
data set into many classification sets and the number of
projected classification examples grows intensively large
after a few boosted iterations. Second, the loss function
changes from iteration to iteration and even differs between
examples during the same iteration. In addition, the
Boosting algorithms make use of the training errors to adjust
the fusion weights despite the fact that the training errors are
often highly biased [10].
On the other hand, Bagging introduces the bootstrap
sampling technique [11] into the procedure of constructing
component learners, and expects to generate enough
independent variance among them [5]. The bias of the
Bagging ensemble would converge by averaging while the
variance gets much smaller than that of each component
learner.
Recently, linear decision fusion strategies [3], [12], [13],
[14], or linear combination rules are frequently used in
AdaBoost, Bagging, and other ensemble learning methods,
such as Random Forests [15]. In general, they can be
categorized into two styles: Fixed and Trained rules [16].
The fixed rules, such as Simple Average (SA) [17], contain
the fixed fusion parameters. On the contrary, the trained
rules, e.g. Weighted Average (WA) [18] and Adaptive
Mixture of Experts (AME) [19], require a learning process
to initialize and update the fusion coefficients. In this paper,
we introduce a new linear fusion strategy taking advantage
of the Least-Mean-Square (LMS) algorithm for Bagging,
called Bagging.LMS. And the motivation is to incorporate
the merits of Bagging and the linear decision fusion strategy
in order to improve accuracy in regression problems.
The rest of this paper is organized as follows. Section 2
presents the details of the LMS error update algorithm for
the Bagging ensembles. Section 3 describes the numerical
experiments of regression, and compares the empirical
results among the Bagging-based SA, AME, and LMS
strategies. In the end, the advantages of the Bagging.LMS
and the future work are summarized in Section 4.
II. LINEAR FUSION WITH THE LMS ERROR UPDATE FOR
BAGGING
The goal of regression is to get a statistical model of the
functional relationship between one dependent variable y
and the multivariate input x = [x,..., XN ]T . The regression
model can be expressed by a function plus a residual £,
which is similar to a noise, i.e.
y = r(x)±e. (1)
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In other words, the task of regression can be regarded to
find out the linear or nonlinear mapping throughout a set of
input-response pairs S {(x, y)} (X E yNxPI Y.E SxP)
The Bagging method contains a bootstrap sampling
procedure which generates a series of "bagged" sets by
resampling with replacement from the original data set. The
"bagged" sets sk, k =1, ,K, also of size P, are used for
training the K component learners in the ensemble. These
component learners are linearly fused to form the final
prediction f(x), i.e.
f(x) = aTo(X) I (2)
where vector a = [a0o, a1, , aK ]T represents the fusion
coefficients correspondingly allocated to the matrix
o(x) = [bias,o1 (x), (X)]T' ( Okl(X)E ,) which
includes the fusion bias parameter and the outputs of
component learners. Particularly, ao is fixed at +1 and
allocated to the bias. According to the LMS error criterion,
the instantaneous cost function in the i-th update iteration is
C(x') = e(x') /2. (3)
where e(x') is the instantaneous estimate error, i.e.
e(x') = y' f(x') = y' _ a&o(xi) (4)
Differentiating (3) with respect to the fusion coefficients
yields the gradient approximation of C(x'), i.e.
V C(x' ) I 8e(x' )2
2 Oa
8 )2 _ T2y'o(xi) + aiT (o(Xi )o(x'' ) i']
2~Oa
-y'o(x') + (&"o(x' ) o(x')
_ (Yi _"aiTO(xi))o(x') = -e(x')o(xi) (5)
Hence the fusion coefficients update rule can be written
by following the steepest descent gradient algorithm as
a' al +,u[-VC(x')] = a' + ,ue(x')o(x') I (6)
where the positive parameter ,c represents the magnitude of
the update rate for the fusion coefficients in the negative
gradient direction.
III. EXPERIMENTS AND RESULTS
For the regression performance evaluation of the
TABLE II THE AVERAGED MSE OF BAGGING ENSEMBLES WITH THREE
DIFFERENT TYPES OF FUSION STRATEGIES
Mean Squared Error (MSE) of different
Data Sets Fusion Strategies for Bagging
SA AME LMS
Zigzag 0.0354 0.0372 0.0275
Rhythm 0.0035 0.0036 0.0022
Polynomial 0.0164 0.0142 0.0128
2-D Mexican Hat 0.0027 0.0026 0.0008
Friedman#1 0.2520 0.2545 0.2394
Friedman#3 0.0132 0.0411 0.0065
Bagging.LMS, four synthetic and two benchmark data sets
are selected in our experiments. The details of the synthetic
data sets are tabulated in Table 1. The 2-D Mexican Hat has
been used by Stitson et al. [20] for investigating the
classification performance of support vector machines. Two
benchmark data sets are the Friedman #1 and Friedman #3,
which have ever been used by Briedman [5] for testing the
regression performance of Bagging.
For comparison purpose, two frequently used fusion
strategies: Simple Average (SA) and Adaptive Mixture of
Experts (AME) are also applied in the experiments for the
Bagging ensembles (with the abbreviation of Bagging.SA
and Bagging.AME, respectively). The component learners
are three Multilayer Perceptrons (MLPs) independently
trained by the scaled conjugate gradient [8], Levenberg-
Marquardt [21], and resilient backpropagation [22]
algorithms, respectively. Each MLP network contains one
hidden layer which consists of five hidden nodes. We didn't
optimize the MLP architecture because in this investigation
we only focus on the relative regression performance
between the Bagging ensembles instead of the absolute
performance of a MLP. We repeated total 10 independent
trails for each fusion strategy in order to obtain the statistical
significant results.
Fig. 1 plots the two-dimensional predictions (dotted lines)
of the three types of Bagging ensembles compared with the
four synthetic regression responses (solid line). It can be
observed that the Bagging.LMS has a better performance of
curve fitting than either the Bagging.SA or Bagging.AME.
Table 2 gives the quantitative results in terms of mean
squared error (MSE) averaged on the 10 independent trails.
It can also be noted that the Bagging.SA outperforms the
Bagging.AME for some data sets, in particular, Zigzag,
Friedman #1, and Friedman #3, but the distinctions for
TABLE I DESCRIPTIONS OF THE SYNTHETIC REGRESSION DATA SETS
Data Sets Function Expression Variables Size
Zigzag y = sin 2 cos x2 -0.25x +8 xe U[O, 3] 1008 N(0, 0.05)
Rhythm y=F(mod(x,1) -5)3 + xe U[0, 20] 100Rhythm~~~~~ L~8 jc8- N(0, 0.01)10
Polynomial y= 1+ 2x + 3X2 + 4x3 + 5x4 ± N(O, ]) 100
asin |x x e U[-2T,2T] 100
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Fig. 1. Predictions of the Bagging ensembles with different decision fusion strategies for four synthetic regression data sets.
Rhythm, 2-D Mexican Hat are not much. On the other side,
the Bagging.LMS achieves significantly higher prediction
accuracy, especially for Zigzag, 2-D Mexican Hat, and
Friedman #3, versus the Bagging.SA (0.0079, 0.0019, and
0.0067 higher, respectively) or Bagging.AME (0.0097,
0.0018, and 0.0346 higher, respectively). Fig. 2 gives box-
and-whisker regression plots of three Bagging ensembles in
terms of averaged MSE values with the interquartile range.
It is clear that the Bagging.LMS consistently outperforms
the other two fusion strategies on the total six regression
data sets.
IV. CONCLUSION
The empirical results show that the Bagging ensemble
with the LMS decision fusion strategy does consistently
improve the prediction accuracy versus the previous fusion
strategies for regression, which indicates that this ensemble
method may also be promising for the design of multiple
classifier systems. The further analysis of classification
performance of the Bagging.LMS and more experimental
comparisons with other trained fusion rules would be the
next step of our work.
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Fig. 2. Performance comparison on regression sets (a) Zigzag, (b) Rhythm, (c) Polynomial, (d) 2-D Mexican Hat, (e) Friedman #1, and (f) Friedman #3.
