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Abstract
A flow induced around a sphere with a nonuniform surface temperature in a rarefied gas
is investigated on the basis of the linearized Boltzmann equation for hard-sphere molecules
and diffuse reflection condition. With the aid of the accurate and efficient numerical method
developed by the authors with Aoki [S. Takata, Y. Sone, and K. Aoki, Phys. Fluids $A,$ $5$ ,
716 (1993)$]$ , the behavior of the gas, the velocity distribution function as well as macroscopic
variables and force on the sphere, is clarified for the whole range of the Knudsen number. In
addition, the solutions of the drag and thermal force (thermophoresis) problems of a spherical
particle with an arbitrary thermal conductivity are obtained by appropriate superpositions of
the present solution and those of a sphere with infinite thermal conductivity, obtained by the
authors with Aoki. The result of the thermal force is compared with various experimental data.
I. Introduction
Gas dynamics problems in a small system, as well as those of a rarefied gas, which are important
in aerosol science and micromachine engineering, require kinetic theory analysis, since the mean
free path is comparable to the small characteristic length of the system. When the kinetic effect or
the effect of rarefaction of a gas is important, the temperature field and solid walls, though at rest,
have important effects on gas motion. For small Knudsen numbers, according to the asymptotic
$\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{y}^{1-5}$, developed by a systematic analysis of the Boltzmann equation, the temperature and
wall effects on gas motion, such as thermal creep $\mathrm{f}\mathrm{l}\mathrm{o}\mathrm{w}^{6}-8$ , thermal stress slip $\mathrm{f}\mathrm{l}\mathrm{o}\mathrm{w}^{9}’ 10$ , and nonlinear
thermal stress flow11 , are characterized by the local behavior of the system. For intermediate and
large Knudsen numbers, these effects are not characterized only by the local behavior, such as the
temperature gradient of the wall in the thermal creep flow, and global geometry of the system is also
important. Thus, analyses of various typical systems are useful for general understanding. In the
present paper we take the system where a sphere with a nonuniform surface temperature is placed
in a unifom gas at rest, and investigate the behavior of the gas, especially the flow induced around
the sphere and the force on the sphere, for the whole range of the Knudsen number on the basis
of the standard Boltzmann equation for hard-sphere molecules. The numerical method adopted
in the analysis is a combination of the hybrid-finite-difference method, capable of describing the
discontinuity of the velocity distribution function in the gas, and the numerical kernel method, an
efficient method of computation of the collision integral, in Ref. 12.
The problem has important applications to analyses of the drag and thermal force problems
of a spherical particle with an arbitrary thermal conductivity. The drag problem (Problem $\mathrm{D}$ , for
short) is concerned with a particle in a uniform flow of a gas, and the thermal force (thermophore-
sis) problem (Problem $\mathrm{T}$ , for short) is concerned with a particle in a gas at rest with a uniform
temperature gradient. These problems, important in aerosol science, have been studied by various
authors (e.g., Refs. 13-27, 12 for problem $\mathrm{D}$ ; Refs. 28-35, 9, 36-44, 10, 45-47 for problem $\mathrm{T}$ ; and
Refs. 48-53 for both problems). It is, however, recent that the problems are analyzed accurately for
the whole range of the Knudsen number on the basis of the standard Boltzmann equation. That
is, in Refs. 12 and 47, the problems $\mathrm{D}$ and $\mathrm{T}$ for a sphere with a uniform surface temperature
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are analyzed numerically on the basis of the Boltzmann equation for hard-sphere molecules. The
results apply only to the drag and thermal force problems for a spherical particle with infinite
thermal conductivity. The drag or thermal force problem for a spherical particle with an arbitrary
thermal conductivity, as will be shown in Sec. VI, can be decomposed into two problems: prob-
lem $\mathrm{D}$ or $\mathrm{T}$ for a sphere with a uniform surface temperature and the problem of a sphere with a
nonuniform temperature, and the solution is obtained as an appropriate superposition of the two
problems. This is another reason that we consider the problem of a sphere with a nonuniform
surface temperature in this paper.
II. Problem and notations
In Secs. III-V, we consider a spherical body with a nonuniform surface temperature [radius
$\mathrm{L}$ and surface temperature $\mathrm{T}_{w}=\mathrm{T}_{0}(1+\alpha \mathrm{X}_{1}/\mathrm{L})$ , where $\mathrm{X}_{i}$ is a Cartesian coordinate system with
its origin at the center of the sphere and $\alpha$ is a constant] in a rarefied gas at rest (pressure $p_{0}$ and
temperature $\mathrm{T}_{0}$ ), and investigate the steady flow induced around the sphere and the force on the
sphere under the following assumptions:
(i) The gas molecules are hard spheres of a uniform size and undergo complete elastic collisions
between themselves.
(ii) The gas molecules are reflected diffusely on the sphere.
(iii) The magnitude of the temperature variation $\alpha$ is so small that the equation and the boundary
condition can be linearized around the uniform equilibrium state at rest with pressure $p_{0}$ and
temperature $T_{0}$ .
Then, in Sec. VI we consider the drag and thermal force problems for a spherical particle with an
arbitrary thermal conductivity.
We summarize other main notations used in this paper: $p_{0}=p_{0}/\mathrm{R}\mathrm{T}_{0;}\mathrm{R}$ (the specific gas
constant) is defined by the Boltzmann constant divided by the mass of the molecule; $\ell_{0}$ is the mean
free path of the gas molecules at the equilibrium state at rest with pressure $p_{0}$ and temperature
$\mathrm{T}_{0}$ [for a hard-sphere molecular gas, $\ell_{0}=(\sqrt{2}\pi\sigma^{2}\rho 0/m)^{-1}$ , where $\sigma$ and $m$ are, respectively, the
diameter and mass of the molecule]; Kn $=\ell_{0}/\mathrm{L}$ (Knudsen number); $k–(\sqrt{\pi}/2)\mathrm{K}\mathrm{n};x_{i}=\mathrm{X}_{i}/\mathrm{L}$ ;
$(r, \theta, \varphi)$ is the polar coordinate system in the $x_{i}$ space with $r=0$ at $x_{i}=0$ and with $\theta=0$ (the
polar direction) in the $x_{1}$ direction; $(2\mathrm{R}\mathrm{T}\mathrm{o})^{1}/2\zeta i$ is the molecular velocity; $\zeta=|\zeta_{i}|=(\zeta_{i}^{2})^{1/2}$ ; $\zeta_{r}$ and
$\zeta_{\theta}$ are, respectively, the $r$ and $\theta$ components of $\zeta_{i;}\mathrm{E}(\zeta)=\pi^{-3/2}\exp(-\zeta^{2});\rho 0(2\mathrm{R}\mathrm{T}\mathrm{o})^{-3/2}\mathrm{E}(\zeta)(1+\phi)$
is the velocity distribution function of the gas molecules; $\rho_{0}(1+\omega)$ is the density of the gas; To $(1+\mathcal{T})$
is the temperature; $p_{0}(1+\mathrm{P})$ is the pressure; $(2\mathrm{R}\mathrm{T}\mathrm{o})^{1/2}u_{i}$ is the flow velocity; $p_{0}(\delta_{ij}+\mathrm{P}_{ij})$ is the
stress tensor, where $\delta_{ij}$ is the Kronecker delta; and $p0(2\mathrm{R}\mathrm{T}\mathrm{o})^{1}/2\mathrm{Q}i$ is the heat flow vector. The
components of $u_{i},$ $\mathrm{P}_{ij}$ , and $\mathrm{Q}_{i}$ in the $(r, \theta, \varphi)$ system are expressed by the subscripts $r,$ $\theta$ , and $\varphi$
(e.g., $u_{r},$ $u_{\theta}$ ) . $\mathrm{T}_{w}[=\mathrm{T}_{0}(1+\tau_{w}), \tau_{w}=\alpha\cos\theta]$ is the surface temperature of the sphere. (Fig. 1)
III. Basic equation and boundary condition
The linearized Boltzmann equation for a steady state is written as
$\zeta_{i}\frac{\partial\phi}{\partial x_{i}}=\frac{1}{k}c(\emptyset)$ . (1)
The linearized collision integral $\mathcal{L}(\phi)$ is expressed in the following form for hard-sphere $\mathrm{m}\mathrm{o}\mathrm{l}\mathrm{e}\mathrm{c}\mathrm{u}\mathrm{l}\mathrm{e}\mathrm{s}^{5}:4,55$
$\mathcal{L}(\phi)=\mathcal{L}1(\phi)-\mathcal{L}2(\phi)-\nu(\zeta)\phi$ , (2)
$\mathcal{L}_{1}(\phi)=\frac{1}{\sqrt{2}\pi}\int\frac{1}{|\zeta_{i}-\xi_{i}|}\exp(-\xi_{j}^{2}+\frac{|\zeta_{i}\wedge\xi_{i}|2}{|\zeta_{i}-\xi_{i}|^{2}})\phi(Xi, \xi_{i})d\xi_{1}d\xi_{2}d\xi 3$, (3a)
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$\mathcal{L}_{2}(\phi)=\frac{1}{2\sqrt{2}\pi}\int|\zeta_{i}-\xi_{i}|\exp(-\xi^{2}j)\phi(_{X_{i}}, \xi_{i})d\xi 1d\xi_{2}d\xi_{3}$ , (3b)
$\nu(\zeta)=\frac{1}{2\sqrt{2}}[\exp(-\zeta^{2})+(2\zeta+\frac{1}{\zeta})\int_{0}^{\zeta}\exp(-\xi^{2]})d\xi,$ (3c)
where $\zeta_{i}\wedge\xi_{i}$ is the vector product of $\zeta_{i}$ and $\xi_{i}$ .
The linearized form of the diffuse reflection condition on the sphere $(x_{i}^{2}=1)$ is given by
$\phi(X_{i}, \zeta_{i})=(\zeta^{2}-2)\alpha x_{1}-2\pi^{1/}2\int_{\zeta_{i}}n_{t}<0n_{j}\zeta j\phi \mathrm{E}d\zeta 1d\zeta_{2}d\zeta 3$, $(\zeta_{i}n_{i}>0)$ , (4)
where $n_{i}$ is the unit normal vector to the boundary, pointed to the gas. The condition at infinity is
$\phiarrow 0$ . (5)
The (nondimensional) macroscopic variables $\omega,$ $\tau,$ $u_{i}$ , etc. are given as the moments of $\phi$ :
$\omega=\int\phi \mathrm{E}d\zeta_{1}d\zeta_{2}d\zeta 3$ , (6a)
$u_{i}= \int\zeta_{i}\phi \mathrm{E}d\zeta_{1}d\zeta 2d\zeta 3$ , (6b)
$\tau=\frac{2}{3}\int(\zeta_{j}^{2}-\frac{3}{2})\phi \mathrm{E}d\zeta 1d\zeta_{2}d\zeta_{3}$, (6c)
$\mathrm{P}=\omega+\tau$ , (6d)
$\mathrm{P}_{ij}=2\int\zeta_{i}\zeta_{j}\phi \mathrm{E}d\zeta_{1}d\zeta_{2}d\zeta 3$ , (6e)
$\mathrm{Q}_{i}=\int\zeta i(\zeta^{2}j-\frac{5}{2})\phi \mathrm{E}d\zeta 1d\zeta 2d\zeta 3$ . (6f)
The boundary-value problem (1), (4), and (5) with six independent variables $x_{i}$ and $\zeta_{i}$ can be
reduced to a problem of a simultaneous integrodifferential system with three independent variables.
That is, the solution of Eqs. (1), (4), and (5) is expressed by the following similarity $\mathrm{s}\mathrm{o}\mathrm{l}\mathrm{u}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}:41$
$\phi$ $=$ $\Phi_{C}(r, \zeta, \theta_{\zeta})\cos\theta+\zeta\theta\Phi s(r, \zeta, \theta_{\zeta})\sin\theta$ , (7)
$\theta_{\zeta}$ $=$ $\pi-\mathrm{A}\mathrm{r}\mathrm{c}\cos(\zeta r/\zeta)$ , $(0\leq\theta_{\zeta}\leq\pi)$ , (8)
where $\pi-\theta_{\zeta}$ is the angle between the molecular velocity $\zeta_{i}$ and the radial direction. The $\Phi_{c}$ and
$\Phi_{s}$ are determined by the boundary-value problem:
$D \Phi_{c}+\frac{(\zeta\sin\theta_{\zeta})^{2}}{r}\Phi_{S}=\frac{1}{k}[\mathcal{L}_{1()\mathcal{L}}^{C}\Phi_{C}-C2(\Phi_{c})-\mathcal{U}(\zeta)\Phi_{c}]$, (9)
$D( \Phi s\zeta\sin\theta)\zeta-\frac{\zeta\sin\theta_{\zeta}}{r}\Phi_{c}=\frac{1}{k}[\mathcal{L}_{1}^{s}(\Phi_{s}\xi\sin\theta\epsilon)-\mathcal{L}^{s}2(\Phi_{\mathit{8}}\xi\sin\theta\xi)-l\text{ }(\zeta)\Phi s\zeta\sin\theta_{\zeta}])$ (10)
and at $r=1$
$\{$




and as $rarrow\infty$ ,
$\Phi_{\mathrm{c}}arrow 0$ , $\Phi_{s}arrow 0$ . (12)
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The operators $D,$ $\mathcal{L}_{1}^{c}$ , etc. in Eqs. (9) and (10) are defined as follows:
$D \Phi=-\zeta\cos\theta_{\zeta}\frac{\partial\Phi}{\partial r}+\frac{\zeta\sin\theta_{\zeta}}{r}\frac{\partial\Phi}{\partial\theta_{\zeta}}$ , (13)
$\mathcal{L}_{1}^{c}(\Phi)=\frac{1}{\sqrt{2}\pi}\int_{0}^{\infty}\int_{0}^{\pi}\int_{0}^{2\pi}\frac{\xi^{2}\sin\theta_{\xi}}{\mathcal{F}_{1}}\exp(^{-\xi^{2}+}\frac{\mathcal{F}_{2}}{\mathcal{F}_{1}^{2}})\Phi(r, \xi, \theta\epsilon)d\overline{\psi}_{d}\theta\xi d\xi$ , (14a)
$\mathcal{L}_{2}^{c}(\Phi)=\frac{1}{2\sqrt{2}\pi}\int_{0}^{\infty}\int_{0}^{\pi}\int_{0}\sin 2\pi_{\mathcal{F}_{1}\xi^{2}\theta\xi\exp(-\xi^{2})\Phi(r,\xi,\theta\xi)d\overline{\psi}_{d}\theta\xi d\xi}$ , (14b)
$\mathcal{L}_{1}^{s}(\Phi)=\frac{1}{\sqrt{2}\pi}\int_{0}^{\infty}\int_{0}^{\pi}\int_{0}^{2\pi}\frac{\xi^{2}\sin\theta_{\xi}\cos\overline{\psi}}{\mathcal{F}_{1}}\exp(^{-}\xi 2\frac{\mathcal{F}_{2}}{\mathcal{F}_{1}^{2}})+\Phi(r, \xi, \theta_{\xi})d\overline{\psi}_{d\theta}\epsilon^{d\xi}$ , (15a)
$c_{2}^{s}( \Phi)=\frac{1}{2\sqrt{2}\pi}\int_{0}^{\infty}\int_{0}^{\pi}\int_{0}^{2\pi}\mathcal{F}_{1}\xi 2\mathrm{i}\mathrm{s}\mathrm{n}\theta\epsilon\cos\overline{\psi}\exp(-\xi 2)\Phi(r, \xi, \theta\xi)d\overline{\psi}d\theta_{\xi}d\xi$ , (15b)
$\mathcal{F}_{1}$ $=$ $[\zeta^{2}+\xi 2-2\zeta\xi(\cos\theta_{\zeta}\cos\theta_{\xi}+\sin\theta\zeta\sin\theta \mathrm{c}\mathrm{o}\xi \mathrm{s}\overline{\psi})]^{1}/2$, (16a)
$\mathcal{F}_{2}$ $=$ $\zeta^{2}\xi^{2}[\cos^{22222}\theta_{\zeta}\sin\theta_{\xi}+\sin\theta\zeta\cos\theta_{\xi}+\sin\theta\zeta\sin 2\theta_{\xi}\sin^{2}\overline{\psi}$ (16b)
$-2\cos\theta_{\zeta\zeta\xi\xi}\sin\theta\cos\theta\sin\theta\cos\overline{\psi}]$ .
The set $(\xi, \pi-\theta_{\xi},\overline{\psi})$ corresponds to the polar coordinate expression of $\xi_{i}$ in Eqs. (3a) and (3b),
with the polar direction in the radial direction.
The macroscopic variables $\omega,$ $u_{r},$ $u_{\theta}$ , etc. are expressed by $\Phi_{c}$ and $\Phi_{s}$ as follows:
$\omega$ $=$ $2 \pi(\int_{0}^{\infty}\int_{0}^{\pi}\zeta^{2}\sin\theta\zeta\Phi c\mathrm{E}d\theta\zeta d\zeta)\cos\theta$, (17a)
$u_{r}$ $=$ $- \pi(\int_{0}^{\infty}\int_{0}^{\pi}\zeta 3\mathrm{i}\mathrm{n}2\theta_{\zeta}\Phi c\mathrm{s}\mathrm{E}d\theta_{\zeta}d\zeta)\cos\theta$, (17b)
$u_{\theta}$ $=$ $\pi(\int_{0}^{\infty}\int_{0}^{\pi}\zeta^{4}\sin^{3}\theta\zeta\Phi s\mathrm{E}d\theta\zeta d\zeta)\sin\theta$ , (17c)
$u_{\varphi}$ $=$ $0$ , (17d)
$\tau$ $=$ $\frac{4}{3}\pi[\int_{0}^{\infty}\int_{0}^{\pi}\zeta^{2}(\zeta^{2}-\frac{3}{2})\sin\theta_{\zeta}\Phi c\mathrm{E}d\theta\zeta d\zeta]\cos\theta$, (17e)
$\mathrm{P}_{rr}$ $=$ $4 \pi(\int_{0}^{\infty}\int_{0}^{\pi}\zeta^{42}\cos\theta_{\zeta}\sin\theta\zeta\Phi c\mathrm{E}d\theta\zeta d\zeta)\cos\theta$ , (17f)
$\mathrm{P}_{\theta\theta}$ $=$ $2 \pi(\int_{0}^{\infty}\int_{0}^{\pi}\zeta^{4}\sin\theta 3\zeta \mathrm{C}\Phi \mathrm{E}d\theta_{\zeta}d\zeta)\cos\theta$ , (17g)
$\mathrm{P}_{r\theta}$ $=$ $-2 \pi(\int_{0}^{\infty}\int_{0}^{\pi}\zeta^{5}\cos\theta_{\zeta\zeta s}\sin^{3}\theta\Phi \mathrm{E}d\theta\zeta d\zeta)\sin\theta$ , (17h)
$\mathrm{P}_{\varphi\varphi}$ $=$ $3(\omega+T)-^{\mathrm{p}}rr-\mathrm{P}\theta\theta$ , $\mathrm{P}_{r\varphi\varphi}=^{\mathrm{p}_{\theta}}=0$ , (17i)
$\mathrm{Q}_{r}$ $=$ $- \pi[\int_{0}^{\infty}\int_{0}^{\pi}\zeta^{3}(\zeta^{2}-\frac{5}{2})\sin 2\theta_{\zeta}\Phi \mathrm{c}\mathrm{E}d\theta\zeta d\zeta]\cos\theta$, (17j)
$\mathrm{Q}_{\theta}$ $=$ $\pi[\int_{0}^{\infty}\int_{0}^{\pi}\zeta 4(\zeta 2-\frac{5}{2})\sin\theta\zeta\Phi s\mathrm{E}d\theta\zeta d3\zeta]\sin\theta$, (17k)
$\mathrm{Q}_{\varphi}$ $=$ $0$ . (171)
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IV. Outline of numerical analysis
We analyze the boundary-value problem for $\Phi_{c}$ and $\Phi_{s}$ in $[1 \leq r<\infty, 0\leq\zeta<\infty, 0\leq\theta_{\zeta}\leq\pi]$ ,
given by Eqs. (9) $-(12)$ , numerically by the method developed in Ref. 12, which is basically an
iterative finite-difference method and is described in detail there. Here we explain only the outline
of the method and the points to be paid special attention to.
(i) In the numerical analysis we consider the problem in a finite domain $(1\leq r\leq r_{d},$ $0\leq\zeta\leq\zeta_{d}$ ,
$0\leq\theta_{\zeta}\leq\pi)$ in $(r, \zeta, \theta_{\zeta})$ space, where $r_{d}$ and $\zeta_{d}$ are chosen properly depending on situations. Let
$\hat{\Phi}_{s}=\zeta\sin\theta_{\zeta}\Phi_{s}$ , and $\hat{\Phi}=\Phi_{c}\mathrm{a}\mathrm{n}\mathrm{d}/\mathrm{o}\mathrm{r}\hat{\Phi}_{s}$ . We construct the discrete solution $\hat{\Phi}\#$ of $\hat{\Phi}$ at the lattice
points in $(r, \zeta, \theta_{\zeta})$ space as the limit of the sequence $\hat{\Phi}_{\#}^{(n)}$ obtained as follows. The initial solution
$\hat{\Phi}_{\#}^{(0)}$ is chosen properly. Let the solution $\hat{\Phi}_{\#}^{(n)}$ be known. The solution $\hat{\Phi}_{\#}^{(n+1)}$ for $0\leq\theta_{\zeta}<\pi/2$ is
constructed from $r=r_{d}$ to $r=1$ and then $\hat{\Phi}_{\#}^{(n+1)}$ for $\pi/2\leq\theta_{\zeta}\leq\pi$ from $r=1$ to $r=r_{d}$ with the
aid of Eqs. (9) and (10) discretized.
(ii) On the surface of the sphere, the velocity distribution function $\phi$ is discontinuous at $\zeta_{i}n_{i}=0$
because the nature of the velocity distribution function of the incoming molecules $(\zeta_{i}n_{i}<0)$ and
that of the outgoing molecules $(\zeta_{i}n_{i}>0)$ are different. The discontinuity propagates into the gas
along the characteristic of Eq. (1) ( $i.e,$. in the direction of $\zeta_{i}$ for which $\zeta_{i}n_{i}=0$ on the boundary).
Therefore, at a given point $x_{i}$ in the gas, $\phi$ is discontinuous at $\zeta_{i}$ whose opposite vector $(-\zeta_{i})$ lies
on the circular cone along which the edge of the sphere is viewed from $x_{i}$ $($Fig. $2)^{56}$ . In the present
$(r, \zeta, \theta_{\zeta})$ space, the discontinuity of $\hat{\Phi}$ lies on the surface
$r\sin\theta_{\zeta}=1$ , $(\pi/2\leq\theta_{\zeta}\leq\pi)$ . (18)
The position of the discontinuity is independent of the molecular speed $\zeta$ . As the distance $r$
increases, the discontinuity decays owing to molecular collisions.
When we discretize the equations for $\hat{\Phi}$ , which include derivative terms $\partial\hat{\Phi}/\partial r$ and $\partial\hat{\Phi}/\partial\theta_{\zeta}$ ,
we should not apply finite-difference approximations for differentiation to these terms across the
discontinuity. Therefore, we divide $(r, \zeta, \theta_{\zeta})$ space into two regions by the discontinuity surface (18)
and apply standard finite-difference approximations in each region. In this scheme, the limiting
values of $\hat{\Phi}_{\#}^{(n)}$ on the surface (18) from both sides are needed as the boundary condition. They
are obtained separately by another finite-difference scheme along the characteristic (18). In the
region where the discontinuity has decayed sufficiently, we use a standard finite-difference scheme
for efficiency.
(iii) In the recursion formula to obtain $\hat{\Phi}_{\#}^{(n+1)}$ , the collision integrals for $\hat{\Phi}[\mathcal{L}_{1}^{c}(\Phi_{c})-\mathcal{L}_{2}^{c}(\Phi_{C})$ and
$\mathcal{L}_{1}^{s}(\hat{\Phi}_{s})-\mathcal{L}_{2}^{s}(\hat{\Phi}s)]$ are evaluated by the use of the data at the preceding step $\hat{\Phi}_{\#}^{(n)}$ . Since the collision
integrals take the majority of the computing time of the whole analysis, their efficient computation
is important. The computation of the collision integral $\mathcal{L}_{1}^{c}(\Phi_{C})-\mathcal{L}_{2}^{\mathrm{c}}(\Phi_{C})$ or $\mathcal{L}_{1}^{s}(\hat{\Phi}_{s})-\mathcal{L}^{s}2(\hat{\Phi}_{s})$ at the
lattice point of $(\zeta, \theta_{\zeta})$ , say $(\zeta^{(i)}, \theta_{\zeta}^{(j)})$ , is performed as follows57. The function $\hat{\Phi}$ at the $n\mathrm{t}\mathrm{h}$ step is
expanded in terms of a set of basis functions $\mathrm{B}_{kl}(\zeta, \theta_{\zeta})$ as
$\hat{\Phi}(r, \zeta, \theta_{\zeta})=\sum_{k,l}\hat{\Phi}(r, \zeta^{()}k, \theta_{\zeta}^{(})l)\mathrm{B}_{k}l(\zeta, \theta_{\zeta})$
,
where the set of basis functions $\mathrm{B}_{kl}(\zeta, \theta_{\zeta})$ is chosen in such a way that $\hat{\Phi}$ takes the exact value
$\hat{\Phi}(r, \zeta^{(k)}, \theta_{\zeta})(l)$ at every lattice point $(\zeta^{(k)}, \theta_{\zeta})(l)$ and is approximated by a continuous and sectionally
quadratic function of $\zeta$ and $\theta_{\zeta}$ . The set of the collision integrals of the basis functions forms a large
matrix $\mathrm{M}_{(ij)}(k\iota)$ of (the number of the lattice $\mathrm{p}\mathrm{o}\mathrm{i}\mathrm{n}\mathrm{t}_{\mathrm{S}}$ ) $\cross$ ( $\mathrm{t}\mathrm{h}\mathrm{e}$ number of the lattice points) (about
$4400\cross 4400$ in the present work), where both of the double indices $(ij)$ and $(kl)$ can be put in a
single index. Thus the collision integral $\mathcal{L}_{1}^{c}(\Phi_{\mathrm{C}})-\mathcal{L}_{2}^{C}(\Phi_{c})$ or $\mathcal{L}_{1}^{s}(\hat{\Phi}_{s})-\mathcal{L}^{s}2(\hat{\Phi}_{s})$ is expressed in the
product of the matrix $\mathrm{M}_{(ij)(l)}k$ and the column vector $\hat{\Phi}(r, \zeta^{(k)}, \theta_{\zeta})(l)$ as
$\sum_{k,l}\mathrm{M}_{(ij)}l$ ) $r,,$ )$(k\hat{\Phi}(\zeta(k)\theta_{\zeta}(l)$ .
Since the two matrices, corresponding to $\mathcal{L}_{12}^{c}-\mathcal{L}^{C}$ and $\mathcal{L}_{1}^{s}-\mathcal{L}^{s}2$ ’ are universal constants (numerical
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collision kernels), they can be computed beforehand and applied to other problems whose solutions
are expressed by Eq. (7). Thus a very efficient computation of the collision integrals can be carried
out. In the present computation, we use the numerical collision kernels constructed in Ref. 12.
(iv) The problem is considered in a finite domain $(1 \leq r\leq r_{d}, 0\leq\zeta\leq\zeta_{d}, 0\leq\theta_{\zeta}\leq\pi)$ in
$(r, \zeta, \theta_{\zeta})$ space, where $r_{d}$ and $\zeta_{d}$ are chosen properly depending on the situations. Because $\phi \mathrm{E}$
decays very rapidly as $\zetaarrow\infty$ , the truncation of $\zeta$ at $\zeta=\zeta_{d}$ of a moderate value does not cause
any problem. The solution $\phi$ , however, approaches the value at infinity (12), say $\phi_{\infty}$ , slowly as
$rarrow\infty(\sim r^{-m})$ . Therefore, a very large $r_{d}$ is required to obtain an accurate result if the condition
(12) is imposed directly at $r=r_{d}$ . In order to avoid this difficulty, we match, at $r=r_{d}$ , the
numerical solution with the asymptotic solution for large $r$ . For $r>r_{\mathrm{A}}$ with large $r_{\mathrm{A}}$ , the effective
length scale of variation of $\phi$ is $\mathrm{O}(r_{\mathrm{A}}\mathrm{L})$ [note that $\phi=\mathrm{O}(r^{-m})$ ] and thus the effective Knudsen
number $\ell_{0}/r_{\mathrm{A}}\mathrm{L}=\mathrm{K}\mathrm{n}/r_{\mathrm{A}}$ is small. Therefore, the asymptotic theory of the Boltzmann equation for
small Knudsen $\mathrm{n}\mathrm{u}\mathrm{m}\mathrm{b}\mathrm{e}\mathrm{r}\mathrm{s}^{1}’ 2,4,5$ can be used to obtain the asymptotic solution for large $r$ .
(v) For small Knudsen numbers, molecular collisions [or the collision term of Eq. (1)] play the
dominant role in the behavior of the gas [or Eq. (1)]. Thus, a small error of computation of the
collision integral of Eq. (1) is magnified in the solution. It is very inefficient (and unpractical in
the present situation) to carry out more detailed computation than that carried out in Ref. 12. We
can, however, bypass the difficulty by making use of the asymptotic $\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{y}^{1,2,4,56,5}$ of the general
boundary-value problem of the Boltzmann equation for small Knudsen numbers. Let $\phi_{\mathrm{A}[\mathrm{N}]}$ be the
asymptotic solution of the problem:$\cdot$
$\phi=\phi_{\mathrm{A}1^{\mathrm{N}}}]+\mathrm{o}(k^{\mathrm{N}}+1)$ . (19)
The $\phi_{\mathrm{A}[\mathrm{N}]}$ is expressed by the sum of the global solution $\phi_{\mathrm{G}\mathrm{l}\mathrm{N}]}$ (hydrodynamic part) and its local
correction $\phi_{\mathrm{K}[\mathrm{N}]}$ (Knudsen-layer and $\theta \mathrm{l}\mathrm{a}\mathrm{y}\mathrm{e}\mathrm{r}$ correction) near the sphere. Put $\psi$ as
$\phi=\phi_{\mathrm{G}1^{1]}}+\overline{\phi}$ , (20)
then $\overline{\phi}$ is determined by
$\zeta_{i^{\frac{\partial\overline{\phi}}{\partial x_{i}}}}=\frac{1}{k}\mathcal{L}(\overline{\phi})-\zeta_{i}\frac{\partial(\phi_{\mathrm{G}[1]}-\phi_{\mathrm{G}}10])}{\partial x_{i}}$ , (21)
where the relation $\mathcal{L}(\phi_{\mathrm{G}}11])=k\zeta_{i}\partial\phi_{\mathrm{G}[}\mathrm{o}1/\partial X_{i}$ (see Refs. 1, 4, and 5) was used. Then, $\overline{\phi}=\mathrm{O}(k^{2})$
outside the Knudsen layer and $\overline{\phi}=\mathrm{O}(k)$ in the Knudsen layer since $\phi_{\mathrm{G}[0}$ ] $=\phi_{\mathrm{A}1^{0}1}$ in the present
problem. Equation (21) is, theoretically, equivalent to Eq. (1), but is appropriate for numerical
computation for small $k$ , since the relative error of $\overline{\phi}$ obtained by Eq. (21) for rigorous or very
precise $\phi_{\mathrm{G}[11^{-\phi 0}}\mathrm{G}[]$ is of the same order of that of $\psi$ obtained by Eq. (1).
V. Flow field and force on the sphere
A. Numerical solution
The numerical computation was, in most cases, carried out with the same lattice system
that was used in Ref. 12. Some small improvements, as well as the method (v) in the previous
section, were introduced where some difficulty to maintain the accuracy arises in the straightforward
computation. The numerical solutions are supplemented by the analytical solutions for two extreme
cases: small and infinite Knudsen numbers in Sec. B.
The macroscopic variables obtained from $\Phi_{c}$ and $\Phi_{s}$ by Eqs. $(17\mathrm{a})-(171)$ have simple $\theta$ depen-
dence; that is, $\omega/\cos\theta,$ $\tau/\cos\theta,$ $u_{r}/\cos\theta,$ $u_{\theta}/\sin\theta$ , etc. are functions of $r$ only. The distributioris
of $\omega/\alpha\cos\theta,$ $\tau/\alpha\cos\theta,$ $u_{r}/\alpha\cos\theta$ , and $u_{\theta}/\alpha\sin\theta$ are shown in Figs. $3(a)-4(b)$ for various $k$ , where
the free molecular solution and the Stokes solution without slip are also shown. The effect of the
sphere with the nonuniform temperature on the density and temperature fields is larger and extends
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in a wider range for smaller Knudsen numbers. A flow is induced around a sphere in the positive
$x_{1}$ direction for $\alpha>0$ , as a whole, irrespective of $k$ . The flow vanishes at the two limiting cases.
($k=0$ and $\infty$) [cf. Eqs. (27c), (30a), and $(30\mathrm{b})$ ], and reaches the maximum at $k=0.2\sim 0.4$ . The
streamlines of the flow are shown for $k=0.05,0.2,1$ , and 2 in Figs. $5(a)-5(d)$ , where the arrows
show the direction of the flow for $\alpha>0$ . The flow speeds near the sphere (or maximum speeds)
for $k=0.05$ and 1 are fairly close, but the decay with the $\mathrm{d}\mathrm{i}\mathrm{s}\mathrm{t}\mathrm{a}\dot{\mathrm{n}}$ce from the sphere is faster for
$k=0.05$ [Figs. $4(a)$ and $4(b)$ ; compare Fig. $5(a)$ with Fig. $5(c)$ ]. The flow velocity in the far field is
proportional to $1/r$ commonly to $k$ ; the constant of proportion, however, depends on $k$ . The heat
flow $\mathrm{Q}_{r}/\alpha\cos\theta$ at $r=1$ , which is important to derive the drag and thermal force of a spherical
particle with an arbitrary thermal conductivity, is shown in Fig. 6. It vanishes at $k=0$ [Eq. (31)],
increases monotonically as $k$ increases, and reaches $1/\sqrt{\pi}$ at $k=\infty$ [Eq. $(28\mathrm{b})$ ].
The force $\mathrm{F}_{i}$ acting on the sphere is expressed as
$\mathrm{F}_{1}$ $=$ $p_{0}\mathrm{L}^{2}\alpha h(k)$ , (22a)
F2 $=$ $\mathrm{F}_{3}=0$ , (22b)
where $h$ is given in Fig. 7 and Table I. The $h$ is zero at $k=0$ [Eq. (32)], decreases monotonically as
$k$ increases, and $\mathrm{r}\mathrm{e}\mathrm{a}\mathrm{c}\mathrm{h}\mathrm{e}\mathrm{S}-\pi/3$ at $k=\infty$ [Eq. (29)]. Thus, the force is in the negative $x_{1}$ direction
for $\alpha>0$ ; that is, the force is in the opposite direction to that of the overall flow. It is noted that
the sphere is subject to a force at $k=\infty$ although there is no flow. This is a typical feature of a
free molecular $\mathrm{g}\mathrm{a}\mathrm{s}58-60,5$ . (In the continuum gas or the Navier-Stokes gas without extemal forces,
no flow corresponds to no force on a closed body.)
In the free molecular flow, the velocity distribution function of the molecules impinging on a
small surface element $d\mathrm{S}$ on the sphere is the corresponding part of the distribution at infinity.
The mass flux and the magnitude of the momentum flux due to the molecules impinging on $d\mathrm{S}$ ,
therefore, are uniform over the sphere; the direction of the momentum flux is normal to $d\mathrm{S}$ . Thus,
the total momentum flux to the sphere due to the impinging molecules vanishes. The mass flux
due to the molecules outgoing from $d\mathrm{S}$ is also uniform over the sphere, since there is no evaporation
or condensation on the sphere. On the other hand, the molecules outgoing from the hotter side of
the sphere have higher speed on the average; correspondingly the magnitude of the momentum flux
due to the outgoing molecules is larger on the hotter side, because of the uniform mass flux. The
total momentum flux leaving the sphere, therefore, is in the direction to the hotter from the colder
side of the sphere. Thus, the net momentum flux to the sphere of all the molecules (impinging
and outgoing) and, therefore, the force on the sphere are in the direction to the colder from the
hotter side of the sphere, $i.e.$ , in the negative $x_{1}$ direction for $\alpha>0$ . (In this situation the mass flux
vanishes everywhere in the gas as well as on the sphere, although this is not intuitively $\mathrm{o}\mathrm{b}_{\mathrm{V}}\mathrm{i}\mathrm{o}\mathrm{u}\mathrm{S}58,59.$)
Molecular collisions transfer the momentum flux of the outgoing molecules from the sphere, which is
totally in the $x_{1}$ direction for $\alpha>0$ and escapes to infinity in the free molecular case, to surrounding
gas molecules. Thus, a flow is induced, and the force on the sphere is decreased.
The cause of the flow can be understood locally as follows. Consider the momentum transferred
to $d\mathrm{S}$ from the gas. Here the component of the momentum tangential (or parallel) to $d\mathrm{S}$ is of our
interest. Then we only have to estimate the momentum flux due to the molecules impinging on
$d\mathrm{S}$ , since the momentum flux due to the molecules outgoing from $d\mathrm{S}$ has no tangential component
in the case of the diffuse reflection. In the free molecular gas, the momentum flux due to the
impinging molecules, which is not affected by the sphere, does not have any tangential component.
For finite Knudsen numbers, the velocity distribution around the sphere, of the molecules directing
toward the sphere is also affected by the sphere. The molecules impinging on $d\mathrm{S}$ come directly
(or without collision with other molecules) from a region about a mean free path away from $d\mathrm{S}$ .
Thus, the molecules impinging on $d\mathrm{S}$ from the hotter (colder) side have higher (lower) speed on
the average. The momentum flux due to the impinging molecules, therefore, has a tangential
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component toward the colder side. Thus, the surface element $d\mathrm{S}$ is subject to a force toward the
colder side along $d\mathrm{S}$ . The gas is subject to its reaction, and a steady flow is induced in such a way
that the momentum flux due to the flow induced counterbalances the original momentum flux (the
thermal creep $\mathrm{e}\mathrm{f}\mathrm{f}\mathrm{e}\mathrm{c}\mathrm{t}6-8$). The flow speed increases as the Knudsen number decreases, since more
impinging molecules are accelerated or decelerated by molecular collisions. If the Knudsen number
becomes very small, however, the molecules proceed only a very short distance before the next
collision, and the velocity distribution function becomes isotropic. Thus the tangential momentum
flux vanishes and no flow is induced in the continuum limit. The flow, therefore, has its maximum
at some intermediate Knudsen number.
The force on the sphere can be computed by integrating the momentum flux over any control
surface enclosing the sphere. In principle this serves a good accuracy test of computation, but in
practice it is too severe a test to be applied to a large control surface, where the force is obtained as
a small quantity integrated over a large area. Small errors in local variables are multiplied by the
factor $r_{c}^{2}$ , where $r_{c}$ is the characteristic dimension of the control surface, and lead to a considerable
error in the force. The data in Table I are computed on the sphere. For a test of the accuracy of
the computation, the variation (max–min) of $h$ computed on the control spheres $r=r^{(i)}$ for all
the lattice points $r^{(i)}$ between $r=1$ and 4 is also shown in Table I.
The $\Phi_{c}$ and $\Phi_{s}$ at $\zeta=$ 0.556 over $r\theta_{\zeta}$ plane are shown in Figs. $8(a)-11(b)$ . The surfaces $\Phi_{c}$
and $\Phi_{s}$ are separated by their discontinuities at $r\sin\theta_{\zeta}=1(\pi/2\leq\theta_{\zeta}\leq\pi)$ [cf. Sec. IV(ii)].
The discontinuity is the border of the region $[\pi-\mathrm{A}\mathrm{r}\mathrm{C}\sin(1/r)\leq\theta_{\zeta}\leq\pi]$ , say region I, that can be
reached directly by a molecule from the sphere. In the free molecular flow $(k=\infty)$ , whose analytical
solution is given in Sec. $\mathrm{B}$ , the velocity distribution function $\phi$ is constant along a characteristic
of Eq. (1) and it is equal to the value at the starting point of the characteristic (the sphere or
infinity). Thus $\phi$ (and therefore $\Phi_{c}$ and $\Phi_{s}$ ) is zero in the region $[0\leq\theta_{\zeta}<\pi-\mathrm{A}\mathrm{r}\mathrm{c}\sin(1/r)]$ , say
region II. The size of the discontinuity of $\phi$ is invariant along the discontinuity $(r\sin\theta_{\zeta}=1)$ , but
that of $\Phi_{c}$ or $\Phi_{s}$ should be noted to vary along $r\sin\theta_{\zeta}=1$ [Figs. $8(a)$ and $8(b)$ ]. For a finite value
of $k,$ $\phi$ on different characteristics interacts by molecular collisions, and $\Phi_{c}$ and $\Phi_{s}$ deviate from the
free molecular ones in Figs. $8(a)$ and $8(b)$ . At $k=10,$ $\Phi_{c}$ and $\Phi_{s}$ are little affected by molecular
collisions in region II, but they are affected considerably some distance away from the sphere in
region I [Figs. $9(a)$ and $9(b)$ ]. The discontinuity decays in several mean free paths $(r=20\sim 30)$
from the sphere. At $k=1$ , the effect of molecular collisions is appreciable over all $r$ in region I
and within some distance from the sphere in region II [Figs. $10(a)$ and $10(b)$ ]. It is stronger near
the discontinuity. The discontinuity also decays in several mean free paths $(r=2\sim 3)$ from the
sphere. The overall feature is similar to that of the case $k=10$ . At $k=0.1$ , the overall feature is
considerably different; the effect of collision prevails over the whole region [Figs. 11 $(a)$ and 11 $(b)$ ].
The discontinuity decays in a much shorter distance than the mean free path. As explained in
Ref. 56, the discontinuity decays in several (mean) free paths along the characteristic $r\sin\theta_{\zeta}=1$ ,
but the distance from the sphere to the part of the characteristic where discontinuity is appreciable
is much smaller than the mean free path, because the characteristic is still nearly parallel to the
surface of the sphere for several mean free paths in the case of small Knudsen numbers (cf. Fig. 7 in
Ref. 56). After the discontinuity disappears, $\Phi_{c}$ and $\Phi_{s}$ are further deformed and become smoother
in a few mean free paths $(r=1.2\sim 1.3)$ from the sphere. Fhrther away from the sphere their
deformation is roughly expressed with a global scale change (similar deformation) and they vanish
at infinity. The region with discontinuity is the $S1\mathrm{a}\mathrm{y}\mathrm{e}\mathrm{r}^{61}’ 56$ at the bottom of the Knudsen layer, the
intermediate region is the Knudsen layer, and the outer region is the hydrodynamic $\mathrm{r}\mathrm{e}\mathrm{g}\mathrm{i}\mathrm{o}\mathrm{n}^{1}’ 2,4,5$.
Figures $8(a)-11(b)$ show $\Phi_{c}$ and $\Phi_{s}$ for a representative molecular speed $(\zeta=0.556)$ . For smaller
(or larger) molecular speed, the free path of the molecule is smaller (or larger), and therefore the
behavior of $\Phi_{c}$ and $\Phi_{s}$ shows the feature of smaller (or larger) Knudsen number. The surfaces $\Phi_{c}$
and $\Phi_{s}$ for $k=1$ at $\zeta=0.139$ and those for $k=1$ at $\zeta=1.70$ are shown in Figs. $12(a)-13(b)$ .
We have also computed the same problem on the basis of the BKW ($\mathrm{B}\mathrm{o}\mathrm{l}\mathrm{t}\mathrm{z}\mathrm{m}\mathrm{a}\mathrm{n}\mathrm{n}_{- \mathrm{K}\mathrm{o}\mathrm{k}}\mathrm{r}\mathrm{o}$ Welander
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or BGK) $\mathrm{e}\mathrm{q}\mathrm{u}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}62-64$ by the same finitedifference method. Some of the results are shown in
Figs. 6 and 7 for comparison. The way of comparing the results of different molecular models is not
unique. The present problem contains two parameters $\alpha$ and $k$ . The parameter $k$ can be replaced
by $\mu_{g}/p_{0}\mathrm{L}(\mathrm{R}\mathrm{T}\mathrm{o})1/2,$ $\lambda_{g}(\mathrm{R}\mathrm{T}\mathrm{o})1/2/m\mathrm{L}\mathrm{R}$ , or $(\mu_{\mathit{9}}\lambda_{g})^{1/}2\mathrm{T}12/\mathrm{o}^{/}p0\mathrm{L}$, where $\mu_{g}$ and $\lambda_{g}$ are, respectively,
the viscosity and thermal conductivity of the gas at the reference state, since $\mu_{g}$ and $\lambda_{g}$ are related
to $\ell_{0}$ as $\mu_{g}=(\sqrt{\pi}/2)\gamma_{1}p\mathrm{o}(2\mathrm{R}\mathrm{T}\mathrm{o})-1/2\ell_{0}$ and $\lambda_{g}=(5/4)\sqrt{\pi}\gamma_{2}p0(2\mathrm{R}\mathrm{T}\mathrm{o})-1/2\mathrm{R}\ell_{0}$, where $\gamma_{1}=1.270042$
and $\gamma_{2}=$ 1.922284 for the hard-sphere molecular gas, and $\gamma_{1}=\gamma_{2}=1$ for the BKW model.4,10
The result of comparison, however, depends on the choice of the parameter, because the relation
between $\ell_{0}$ and $\mu_{g},$ $\lambda_{g}$ , or $(\mu_{g}\lambda_{g})^{1/}2$ differs by molecular models. When $\mu_{g}/p_{0}\mathrm{L}(\mathrm{R}\mathrm{T}\mathrm{o})1/2$ (or $\mu_{g}$ )
is taken as the basic parameter instead of $k$ (or $\ell_{0}$), $k$ for the BKW model is related to $k$ for the
hard-sphere molecular gas as
$k$ (BKW) $=1.270042k$ (hard sphere). (23)
With $\lambda_{g}(\mathrm{R}\mathrm{T}0)1/2/p_{0}\mathrm{L}\mathrm{R}$ (or $\lambda_{\mathit{9}}$) as the basic parameter,
$k$ (BKW) $=1.922284k$ (hard sphere). (24)
With $(\mu_{g}\lambda_{g})1/2\mathrm{T}/0/120p\mathrm{L}$ [or $(\mu_{g}\lambda_{g})^{1/}2$ ] as the basic parameter,
$k$ (BKW) $=1.562492k$ (hard sphere). (25)
In Fig. 6 (7) the conversion (25) [(24)] is used to show the BKW result.
The computation was carried out on HP 9000730 computers at our laboratory (for the BKW
equation) and FUJITSU VP-2600 computer at the Data Processing Center of Kyoto University
(for the Boltzmann equation for hard-sphere molecules).
B. Free molecular solution and asymptotic solution for small Knudsen numbers
Here, we summarize the analytical solutions for two extreme cases: the free molecular solution
and the asymptotic solution for small Knudsen numbers. The free molecular solution can be easily
obtained as follows:
$\frac{\Phi_{c}}{\alpha}$ $=$ $\{$
$0$ , $[0\leq\theta_{\zeta}<\pi-\mathrm{A}\mathrm{r}\mathrm{c}\sin(1/r)]$ ,








$\frac{\omega}{\alpha\cos\theta}$ $=$ $- \frac{1}{12}[2r-(2+r^{-2-2})(1-r)^{1/2}r+r^{-2}]$ , (27a)
$\frac{\tau}{\alpha\cos\theta}$ $=$ $\frac{1}{6}[2r-(2+r^{-2-2})(1-r)^{1/2}r+r^{-2}]$ , (27b)





$h=- \frac{\pi}{3}$ . (29)
No flow is induced in the free molecular case, which is proved under a more general condition in
Refs. 58 and 59. Various examples of forces on heated bodies in a free molecular gas at rest are
given in Refs. 60, 65, and 5.
The asymptotic solution for small Knudsen numbers can also be easily obtained with the aid of
the asymptotic $\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{y}^{1,2,4,56,5}$ of the boundary value problem of the Boltzmann equation as follows:
$\frac{u_{r}}{\alpha\cos\theta}$ $=$ $\mathrm{K}_{1}k(-r^{-1}+r^{-3})$ , (30a)
$\frac{u_{\theta}}{\alpha\sin\theta}$ $=$ $\frac{1}{2}\mathrm{K}_{1}k(r^{-1}+r^{-3})+\frac{1}{2}k\mathrm{Y}_{1}(\eta)$ , (30b)
$\frac{\omega}{\alpha\cos\theta}$ $=$ $-(1-2d_{1}k)r^{-2}-2k\Omega 1(\eta)$ , $(30_{\mathrm{C}})$
$\frac{\tau}{\alpha\cos\theta}$ $=$ $(1-2d_{1}k)r^{-}-22k\Theta_{1}(\eta)$ , (30d)
$\frac{\mathrm{Q}_{r}}{\alpha\cos\theta}=\frac{5}{2}\gamma_{2}(1-2d1k)kr^{-3}-2k^{2}\int_{\eta}^{\infty}\mathrm{H}_{\mathrm{B}}(y)dy$, (31)
$h=4\pi\gamma_{1}\mathrm{K}1k^{2}$ , (32)
where $d_{1}$ and $\mathrm{K}_{1}$ are, respectively, the temperature jump and thermal creep slip coefficients $\{d_{1}=$
2.4001, $\mathrm{K}_{1}=-0.6463$ (hard sphere); $d_{1}=$ 1.30272, $\mathrm{K}_{1}=$ -0.38316 (BKW) (Refs. 8 and 57) $[d_{1}$
(here) $=\beta$ (Ref. 57) and $\mathrm{K}_{1}$ (here) $=-\beta_{\mathrm{B}}$ (Ref. 8) $]\}$ ; $\Theta_{1}(\eta),$ $\Omega_{1}(\eta),$ $\mathrm{Y}_{1(\eta})$ , and $\mathrm{H}_{\mathrm{B}}(\eta)$ , called the
Knudsen-layer functions, are functions of the stretched coordinate $\eta$ defined $\eta=(r-1)/k$ and
tabulated in Refs. 8 and 57 { $[\Theta_{1}(\eta), \Omega_{1}(\eta), \mathrm{H}_{\mathrm{B}}(\eta), \eta]$ (here, Ref. $4$ ) $=[\Theta(x_{1}), \Omega(x_{1}), \mathrm{H}\mathrm{B}(X_{1}), x_{1}]$
(Ref. 8) and $[\mathrm{Y}_{1}(\acute{\eta}),\dot{\eta}]$ (here, Ref. $4$ ) $=[-2\mathrm{C}(X_{1}), x_{1}]$ (Ref. 57) $\}$ . Equations $(30\mathrm{a})-(3\mathrm{o}\mathrm{d})$ are correct
up to the order of $k$ , and Eqs. (31) and (32) up to the order of $k^{2}$ .
VI. Drag and thermal force problems of a spherical particle with an arbitrary ther-
mal conductivity
In this section the drag and thermal force problems of a spherical particle with an arbitrary
thermal conductivity are considered. The drag problem (Problem D) is concerned with a particle
placed in a uniform flow [velocity: $\mathrm{U}_{\infty i}=((2\mathrm{R}\mathrm{T}0)^{1/}2)u\mathrm{o}\infty$” $0$ , pressure: $p_{0}$ , temperature: $\mathrm{T}_{0}$] of
a gas, and the thermal force problem (Problem T) is concemed with a particle placed in a gas
at rest with a small uniform temperature gradient [pressure: $p_{0}$ , temperature: $\mathrm{T}=\mathrm{T}_{0}(1+\beta x_{1})$ ,
temperature gradient: $(\mathfrak{M}/\partial \mathrm{X}_{i})_{\infty}=(\beta \mathrm{T}/\mathrm{L}, 0,0)]$. These problems for a spherical particle with a
uniform surface temperature (or a spherical particle with a very large thermal conductivity) are
studied in Refs. 12 and 47. We will show that the solution of Problem $\mathrm{D}$ or $\mathrm{T}$ for the general
case (arbitrary thermal conductivity) can be constructed with that of Problem $\mathrm{D}$ or $\mathrm{T}$ for the
special case (infinite thermal conductivity) and that of the problem studied in Secs. III-V. In the
following analysis the same nondimensional variables as those introduced in Sec. II are used with the
additional subscript $\mathrm{D}$ or $\mathrm{T}$ to indicate Problem $\mathrm{D}$ or T. The only exception is the nondimensional
force $h$ on the particle for which $h,$ $h_{\mathrm{D}}$ , and $h_{\mathrm{T}}$ are nondimensionalized by different quantities, $i.e.$ ,
by $p_{0}\mathrm{L}^{2}\alpha,$ $p_{0}\mathrm{L}2\mathrm{U}\infty i(2\mathrm{R}\mathrm{T}0)-1/2$ , and $\mathrm{L}^{2}\lambda_{g}(\partial \mathrm{T}/\partial \mathrm{X}_{i})_{\infty}(2\mathrm{R}\mathrm{T}_{0})^{-1}/2$ , respectively.
In the problems for a particle with a finite value of the thermal conductivity, the fiow field of
the gas and the temperature field inside the particle $[\mathrm{T}_{\mathrm{p}}=\mathrm{T}_{0}(1+\tau_{p})]$ are interrelated. They have
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to be analyzed simultaneously. The problems are given by the following systems. The behavior of
the gas is described by Eq. (1):
$\zeta_{i^{\frac{\partial\phi_{\mathrm{D}\mathrm{T}}}{\partial x_{i}}}}=\frac{1}{k}\mathcal{L}(\phi_{\mathrm{D}\mathrm{T}})$ , ( $\mathrm{D}\mathrm{T}=\mathrm{D}$ or T).
The temperature $\tau_{p}$ inside the particle is governed by the Laplace equation:
$\frac{\partial^{2}\tau_{p}}{\partial x_{i}^{2}}=0$ . (33)
On the surface $\mathrm{S}$ of the particle, in addition to the diffuse reflection condition:
$\phi_{\mathrm{D}\mathrm{T}}(X_{i}\in \mathrm{S}, \zeta i)=(\zeta 2-2)\tau_{p}|\mathrm{s}-2\pi 1/2\int_{\zeta_{i}}n_{i}<01\zeta_{j}nj\psi_{\mathrm{D}\mathrm{T}}\mathrm{E}d\zeta d\zeta_{2}d\zeta_{3}$, $(\zeta_{i}n_{i}>0)$ , (34)
the condition of continuity of the energy flux through the surface $\mathrm{S}$ is required:
$\frac{\partial\tau_{p}}{\partial x_{i}}|_{\mathrm{S}}n_{i}=-\frac{4}{5}k^{-}1-1\frac{\lambda_{g}}{\lambda_{p}}\gamma_{2}\mathrm{Q}i\mathrm{D}\mathrm{T}|\mathrm{S}n_{i}$ , (35)
where $\lambda_{p}$ is the thermal conductivity of the particle. The condition at infinity, which is the same
as that in Ref. 12 or 47, is given
$\phi_{\mathrm{D}\mathrm{T}}arrow\phi_{\mathrm{D}\mathrm{T}\infty}$ , (36)
where
$\psi_{\mathrm{D}\infty}$ $=$ $2\zeta_{1}u_{\infty}$ , (37)
$\phi_{\mathrm{T}\infty}$ $=$ $\beta[(\zeta^{2}-\frac{5}{2})_{X_{1}}-k\zeta_{1}\mathrm{A}(\zeta)]$ , (38)







$\phi_{\mathrm{D}\mathrm{T}}=\phi \mathrm{I}+\phi \mathrm{D}\mathrm{T}(\lambda_{\mathrm{P}}=\infty)$ , (40)
where $\phi_{\mathrm{D}\mathrm{T}}(\lambda_{p}=\infty)$ is the solution $\phi_{\mathrm{D}\mathrm{T}}$ for the particle with a uniform temperature or $\lambda_{\mathrm{p}}=\infty$ .
The first term $\phi_{\mathrm{I}}$ on the right hand side in Eq. (40), dependent on $\mathrm{D}$ or $\mathrm{T}$ , is denoted by $\phi_{\mathrm{I}(\mathrm{D}\mathrm{T}}$)
when discrimination is required. Then, $\phi_{\mathrm{I}}$ satisfies the same equation as $\phi_{\mathrm{D}\mathrm{T}}$ or Eq. (1):
$\zeta_{i^{\frac{\partial\phi_{\mathrm{I}}}{\partial x_{i}}=}}\frac{1}{k}\mathcal{L}(\phi \mathrm{I})$ . (41)
The diffuse reflection condition (34) is reduced to
$\phi_{\mathrm{I}}(x_{i}\in \mathrm{s}, \zeta_{i})=(\zeta^{2}-2)_{\mathcal{T}}p|_{\mathrm{s}}-2\pi 1/2\int_{\zeta_{i}n_{i}<}0\zeta jn_{j}\phi \mathrm{I}\mathrm{E}d\zeta 1d\zeta 2d\zeta 3$, $(\zeta_{i}n_{i}>0)$ , (42)
and the condition of continuity of the energy flux (35) is
$\frac{\partial\tau_{p}}{\partial x_{i}}|_{\mathrm{S}}n_{i}=-\frac{4}{5}k-1\gamma^{-1}2\frac{\lambda_{g}}{\lambda_{\mathrm{p}}}[\mathrm{Q}_{i\mathrm{I}}+\mathrm{Q}i\mathrm{D}\mathrm{T}(\lambda=\backslash p\infty)]\mathrm{s}n_{i}$. (43)
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The condition at infinity is simply
$\phi_{\mathrm{I}}arrow 0$ . (44)
The problems become simple for a spherical particle. Noting that $\tau_{\mathrm{p}}=\alpha_{\mathrm{I}}r\cos\theta[\alpha_{1}$ is also
denoted by $\alpha_{\mathrm{I}(\mathrm{D}\mathrm{T})}$ for discrimination] is a solution of Eq. (33), we find that $\phi_{\mathrm{I}}$ in the form of
Eq. (7), $i.e_{f}$.
$\phi_{\mathrm{I}}=\Phi c\mathrm{I}(r, \zeta, \theta\zeta)\cos\theta+\zeta\theta\Phi s\mathrm{I}(r, \zeta, \theta\zeta)\sin\theta$ , (45)
is consistent with the boundary conditions as well as Eq. (41). That is, $\Phi_{c\mathrm{I}}$ and $\Phi_{s\mathrm{I}}$ are governed
by Eqs. (9) and (10) (with $\Phi_{C}=\Phi_{c\mathrm{I}}$ and $\Phi_{S}=\Phi_{s\mathrm{I}}$). Corresponding to Eqs. (42) and (43),
$\{$




$\mathrm{Q}_{r1}|_{r}=1=-\mathrm{Q}r\mathrm{D}\mathrm{T}(\lambda=p\infty)|r=1-\frac{5}{4}k\gamma 2\frac{\lambda_{p}}{\lambda_{g}}\alpha \mathrm{I}\cos\theta$ . (47)
From Eq. (44), the condition at infinity is
$\Phi_{c\mathrm{I}}arrow 0$ , $\Phi_{s\mathrm{I}}arrow 0$ . (48)
The solution of Eqs. (9) and (10), with $\Phi_{c}=\Phi_{c\mathrm{I}}$ and $\Phi_{s}=\Phi_{s\mathrm{I}}$ , under the boundary conditions
(46) and (48), with undetermined $\alpha_{\mathrm{I}}$ , is given in terms of $\Phi_{c}$ and $\Phi_{s}$ in Secs. III-V as
$( \Phi_{c\mathrm{I}}, \Phi_{s\mathrm{I}})=\frac{\alpha_{\mathrm{I}}}{\alpha}(\Phi_{c}, \Phi S)$ , (49)
[cf. Eqs. (11) and (12)]. In other words the solution is obtained by replacing $\alpha$ in the solution in
Secs. III-V by $\alpha_{\mathrm{I}}$ . Thus $\mathrm{Q}_{r\mathrm{I}}$ is given by $(\alpha_{\mathrm{I}}/\alpha)\mathrm{Q}_{r}$ with $\mathrm{Q}_{r}$ in Secs. III-V. Substituting this $\mathrm{Q}_{r\mathrm{I}}|_{r=1}$
in Eq. (47), we obtain the constant $\alpha_{\mathrm{I}}$ as
$\alpha_{1}=\frac{-(4/5)k-1-\gamma_{2}(1\lambda g/\lambda_{p})[\mathrm{Q}_{r}\mathrm{D}\mathrm{T}(\lambda_{\mathrm{p}}=\infty)/\cos\theta]}{1+(4/5)k-1\gamma_{2}^{-1}(\lambda_{g}/\lambda \mathrm{p})(\mathrm{Q}r/\alpha\cos\theta)}|_{r=1}$, (50)
It is noted here that $\mathrm{Q}_{r\mathrm{D}}(\lambda_{p}=\infty)/u_{\infty}\cos\theta,$ $\mathrm{Q}_{r\mathrm{T}}(\lambda_{\mathrm{p}}=\infty)/\beta\cos\theta$ , and $\mathrm{Q}_{r}/\alpha\cos\theta$ at $r=1$ are
functions of $k$ only.
Thus, the solution of the drag or thermal force problem for a spherical particle with an arbitrary
thermal conductivity is given by the sum [Eq. (40)] of the corresponding solution for the particle
with $\lambda_{p}=\infty$ and the solution in Secs. III-V with $\alpha=\alpha_{\mathrm{I}}$ . Therefore the drag $\mathrm{F}_{\mathrm{D}i}$ and the thermal
force $\mathrm{F}_{\mathrm{T}i}$ are given by
$\mathrm{F}_{\mathrm{D}i}$ $=$ $P\mathrm{o}^{\mathrm{L}^{2}}\mathrm{U}_{\infty i(}2\mathrm{R}\mathrm{T}0)-1/2h_{\mathrm{D}}$ , (51a)




$\mathrm{F}_{\mathrm{T}i}$ $=$ $(2 \mathrm{R}\mathrm{T}\mathrm{o})-1/2\mathrm{L}2\lambda g(\frac{\partial \mathrm{T}}{\partial \mathrm{X}_{i}})_{\infty}h_{\mathrm{T}}$, (52a)




Here, $h_{\mathrm{D}}$ and $h_{\mathrm{T}}$ are functions of $k$ and $\lambda_{p}/\lambda_{g}$ ; the flow velocity $\mathrm{U}_{\infty i}$ in Eq. (51a) and the tem-
perature gradient $(\mathfrak{M}/\partial \mathrm{X}_{i})_{\infty}$ in Eq. (52a) do not have to be in the $\mathrm{X}_{1}$ direction. The necessary
information to obtain $h_{\mathrm{D}}$ and $h_{\mathrm{T}},$ $i.e_{\text{ }}.h_{\mathrm{D}}(\lambda_{p}=\infty),$ $h_{\mathrm{T}}(\lambda_{p}=\infty),$ $\mathrm{Q}_{r\mathrm{D}}(\lambda_{p}=\infty)|_{r=1}/u_{\infty}\cos\theta$,
$\mathrm{Q}_{r\mathrm{T}}(\lambda_{p}=\infty)|_{r=1}/(5/4)k\gamma_{2}\beta\cos\theta,$ $h$ , and $\mathrm{Q}_{r}|_{r=1}/\alpha\cos\theta$, is given in Table II. (The nondimen-
sional forces $h_{\mathrm{D}}(\lambda_{p}=\infty)$ and $h_{\mathrm{T}}(\lambda_{p}=\infty)$ are, respectively, denoted by $h_{\mathrm{D}}$ in Ref. 12 and $h_{\mathrm{T}}$ in
Ref. 47. The third and fourth quantities, related to Refs. 12 and 47 as well as the first and second,
are not shown in these papers.) The asymptotic form of $h_{\mathrm{D}}$ and $h_{\mathrm{T}}$ for large and small $k$ are as
follows: The leading terms of $h_{\mathrm{D}}$ and $h_{\mathrm{T}}$ for large $k$ are
$h_{\mathrm{D}}$ $=$ $h_{\mathrm{D}}( \lambda_{p}=\infty)=\frac{2}{3}\sqrt{\pi}(\pi+8)$ , (53)
$h_{\mathrm{T}}$ $=$ $h_{\mathrm{T}}( \lambda_{p}=\infty)=-\frac{32\sqrt{\pi}}{15}\gamma_{2}^{-}1\int_{0}^{\infty}\zeta^{52}\mathrm{A}(\zeta)\exp(-\zeta)d\zeta$, (54)
which are independent of $\lambda_{p}/\lambda_{g}$ . The $h_{\mathrm{D}}$ , up to $\mathrm{O}(k^{2})$ , and $h_{\mathrm{T}}$ , up to $\mathrm{O}(k)$ , for small $k$ are
$h_{\mathrm{D}}$ $=$ $h_{\mathrm{D}}(\lambda_{p}=\infty)=6\pi\gamma_{1}k(1+k0^{k})$ , (55)
$h_{\mathrm{T}}$ $=$ $\frac{16\pi}{5}\frac{3\lambda_{g}/\lambda_{p}}{1+2\lambda_{\mathit{9}}/\lambda_{p}}\gamma 1\gamma_{2^{-}1}\mathrm{K}k1$, (56)
where $k_{0}$ is the shear slip coefficient [$k_{0}=-1.2540$ (hard sphere), $=$ -1.01619 (BKW); $k_{0}$ (here)
$=-\beta_{\mathrm{A}}$ (Ref. 8) $]$ . The drag $h_{\mathrm{D}}$ is independent of $\lambda_{p}/\lambda_{g}$ up to the order of $k^{2}$ .
The profile $h_{\mathrm{D}}$ vs $k$ and $h_{\mathrm{T}}$ vs $k$ are shown for several $\lambda_{p}/\lambda_{g}$ in Figs. 14 and 15 respectively. In
these figures, the asymptotic solutions for large and small $k$ are also shown. Experimental results
of the thermal force by several authors, which range from $k\cong$ 0.047 to 3.2, are also shown in
Fig. 15. The numerical and experimental results, except the data in Ref. 32, agree well, especially
for small Knudsen numbers. The drag $h_{\mathrm{D}}$ depends little on $\lambda_{p}/\lambda_{g}$ , but the thermal force $h_{\mathrm{T}}$ depends
considerably on $\lambda_{p}/\lambda_{g}$ . The numerical and experimental results, which are limited to $k\sim>0.05$ ,
do not show negative thermophoresis (Fig. 15). The asymptotic solution for very large $\lambda_{p}/\lambda_{g}$ and
small $k$ shows negative thermophoresis. The corresponding numerical result is very small, and the
transition to the asymptotic solution seems to be smooth. Judging from the asymptotic solution
at $k=0.01$ , the negative thermophoresis can be observed for a particle with $\lambda_{p}/\lambda_{g}\sim>2\cross 10^{3}$ .
Loyalka’s numerical results for $k\cong 0.52$ to 5.2 and $\lambda_{p}/\lambda_{\mathit{9}}=10$ and 100 in Ref. 45 based on his
model equation are also shown in Fig. 15. The model equation is derived by replacing the kernel of
the collision integral of the Boltzmann equation by the first few terms of the associated Legendre
function expansion of the exact kernel. The truncated kernel of the first four term expansion
adopted in Ref. 45 is considerably different from the exact $\mathrm{k}\mathrm{e}\mathrm{r}\mathrm{n}\mathrm{e}1^{6}7$ ; that is, the equation derived is
considerably different from the original linearized Boltzmann equation for hard-sphere molecules.
The force obtained, however, is fairly close to the present result.
If the spherical particle is left in the gas at rest with a uniform temperature gradient, it begins
to move owing to the force (52a). To estimate its final velocity, we consider the particle in a uniform
flow of a gas with a uniform temperature gradient [flow velocity $\mathrm{U}_{\infty i}$ , pressure $p_{0}$ , and temperature
$\mathrm{T}_{0}+(\partial \mathrm{T}/\partial \mathrm{X}_{i})_{\infty^{\mathrm{x}}i}]$ . Then, the force acting on the particle is the sum of Eqs. (51a) and (52a).
Therefore, the force vanishes if the relative velocity of the particle $\mathrm{V}_{i}$ to the uniform flow $\mathrm{U}_{\infty i}$ is
$\mathrm{V}_{i}=-\mathrm{U}_{\infty i}=\lambda_{\mathit{9}}p0-1(\frac{\alpha \mathrm{r}}{\partial \mathrm{X}_{i}})_{\infty}\frac{h_{\mathrm{T}}}{h_{\mathrm{D}}}$ . (57)
$|$
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The situation considered does not exactly correspond to the original one, where the particle is
moving in a stationary gas with a temperature gradient. In the latter case, in the frame fixed
to the particle, the particle lies in the gas with $\mathrm{v}\mathrm{e}1_{\mathrm{o}\mathrm{c}}\mathrm{i}\mathrm{t}\mathrm{y}-\mathrm{V}_{i}$, pressure $p_{0}$ , and temperature $\mathrm{T}_{0}+$
$(\theta \mathrm{r}/\partial \mathrm{X}_{i})_{\infty}(\mathrm{X}i+\mathrm{V}_{i}t)$, where $t$ is a time. In the present linear system the correction due to the
additional unsteady but spatially uniform term in the boundary condition at infinity is simply
expressed by superposition of the solution of the corresponding boundary-value problem of the
Boltzmann and heat equations (with additional $\mathrm{t}\mathrm{i}\mathrm{m}\mathrm{e}- \mathrm{d}\mathrm{e}\mathrm{r}\mathrm{i}_{\mathrm{V}}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{v}\mathrm{e}$ terms). The solution, which is
obviously a function of $t$ and $r$ only, does not contribute to the force on the particle. However,
when the heat capacity of the particle is very large ($\beta \mathrm{C}/\mathrm{R}\rho_{0}\mathrm{L}^{3}\gg 1$ , where $\mathrm{C}$ is the heat capacity of
the particle), the temperature rise in the particle owing to the heat transferred from the surrounding
gas is so small that the temperature difference of the particle and the surrounding gas increases
with time and becomes too large for the linearized theory to be applied. The function $h_{\mathrm{T}}/h_{\mathrm{D}}$ of $k$ in
the formula (57) of the thermophoretic velocity $\mathrm{V}_{i}$ is shown in Fig. 16, where various experimental
data are also shown for comparison. The data in Ref. 35 are scattered; the data in Refs. 30 and 36
are fairly close to our numerical results.
Finally, it is noted that some of the experimental results shown in Figs. 15 and 16 are those in
air, which is not a single component monoatomic gas dealt with in our analysis.
VII. Summary
In the present paper we first investigated a flow induced around a sphere with a nonuniform
surface temperature in a rarefied gas, mainly numerically, on the basis of the linearized Boltzmann
equation for hard-sphere molecules. The flow field, the velocity distribution function as well as
the macroscopic variables, and the force on the sphere are obtained accurately for the whole range
of the Knudsen number. Then we considered the drag and thermal force problems of a spherical
particle with an arbitrary thermal conductivity. The solutions were shown to be constructed by
appropriate superpositions of the solution of the problem of nonuniform temperature sphere and the
solutions of the drag and thermal force problems of a sphere with a uniform temperature. Necessary
formulas and numerical data to obtain the solutions, especially those for the drag, thermal force,
and thermophoretic velocity, were prepared.
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TABLE I. Force on the sphere: h vs k [cf. Eq. (22a)].
$\overline{\frac{kh(k)\Delta h(k)^{*}}{\mathrm{o}\mathrm{o}.\mathrm{o}\mathrm{o}00-}\frac{kh(k)\Delta h(k)}{1-0.79080.\mathrm{o}\mathrm{o}\mathrm{o}6}}$
0.05 -0.0228 0.0005 2 -0.9327 0.0004
0.1 -0.0788 0.0008 4 -0.9994 0.0003
0.2 -0.2241 0.0015 6 -1.0187 0.0002
0.4 -0.4694 0.0007 10 -1.0321 0.0001
0.6 -0.6254 0.0008 $\infty$ -1.0472
$*\Delta h(k)$ means the variation (max-min) of $h(k)$ computed
on the control spheres $r=r^{(i)}$ for all the lattice points $r^{(i)}$
between $r=1$ and 4.
TABLE II. Fundamental data for the drag and thermal force on a spherical particle with an
arbitrary thermal conductivity: $h_{\mathrm{D}}(\lambda_{p}=\infty),$ $h_{\mathrm{T}}(\lambda_{p}=\infty)$ , and $h$ and $\mathrm{Q}_{r\mathrm{D}}(\lambda_{\mathrm{p}}=\infty)|_{r=1}/u_{\infty}\cos\theta$ ,
$\mathrm{Q}_{r\mathrm{T}}(\lambda_{p}=\infty)|_{r=1}/(5/4)k\gamma_{2}\beta\cos\theta$ , and $\mathrm{Q}_{r}|_{r=1}/\alpha\cos\theta$. From these data, the drag and thermal force
on a spherical particle with an arbitrary thermal conductivity can be obtained with Eqs. $(5\mathrm{l}\mathrm{a})-(5\mathrm{l}\mathrm{c})$
and $(52\mathrm{a})-(52\mathrm{c})$ .
U.UO l.lUyl $\cup.\cup\cup \mathrm{O}S$ $-\cup$ .UUO6 $-\vee Z.\mathrm{d}900$ $-\cup.\cup^{\vee}A\angle 6$ U. 1609
0.1 2.1168 0.0189 $-0.0457$ $-1.9797$ -0.0788 0.2952
0.15 - – $-0.1145$ -1.6935
0.2 3.8110 0.0535 $-0.2075$ $-1.4911$ -0.2241 0.4048
0.3 $-0.4124$ -1.2319
0.4 6.2292 0.1118 $-0.6017$ $-1.0766$ -0.4694 0.4819
0.6 7.7951 0.1492 $-0.9034$ $-0.9025$ -0.6254 0.5097
1 9.5625 0.1887 $-1.2585$ $-0.7500$ -0.7908 0.5318
2 11.2772 0.2226 $-1.6001$ $-0.6282$ -0.9327 0.5480
4 12.2333 0.2386 $-1.7818$ $-0.5649$ -0.9994 0.5561
6 12.5557 0.2432 $-1.8399$ $-0.5435$ -1.0187 0.5588
10 12.8071 0.2464 $-1.8838$ $-0.5262$ -1.0321 0.5609
$-\underline{\infty}$13.1653 $0.25\mathrm{t}\mathrm{K}1^{*}$ $-1.9423$ $-0.5000^{*}$ -1.04720.5642
rThe analytical solutions for small and infinite $k$ can be obtained as $\mathrm{f}_{0}\mathrm{u}\mathrm{o}\mathrm{W}\mathrm{s}$:for small $k$
$\frac{\mathrm{Q}_{r\mathrm{D}}(\lambda_{p}=\infty)|\Gamma=1}{u_{\infty}\mathrm{c}\mathrm{o}\mathrm{e}\theta}=[\frac{3}{2}\gamma_{3^{-}}3\int 0\eta\infty \mathrm{H}_{\mathrm{A}()d\eta]}k^{2},$ $\frac{\mathrm{Q}_{\Gamma \mathrm{T}}(\lambda_{p}--\infty)|_{r}--1}{(5/4)k\gamma 2\beta\cos\theta}=-3-6d_{1}k$,
and for infinite $k$
$\frac{\mathrm{Q}r\mathrm{D}(\lambda_{P^{-}}-\infty)|r=1}{u_{\infty}\cos\theta}=\frac{1}{4}$ , $\frac{\mathrm{Q}_{\Gamma}\mathrm{T}(\lambda_{p}=\infty)|_{r}=1}{(5/4)k\gamma 2\beta\cos\theta}=-\frac{1}{2}$ ,
where $\gamma_{3}=1.947906$ (hard sphere), 1 (BKW) and $\mathrm{H}_{\mathrm{A}}(\eta)$ is a Knudsen-layer function in the shear $\mathrm{f}\mathrm{l}\mathrm{o}\mathrm{w}^{8,5}$ .
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Fig. 1. $\mathrm{c}\infty \mathrm{m}\mathrm{e}\mathrm{t}\mathrm{r}\mathrm{y}\mathrm{a}\iota$) $\mathrm{d}$ coordinate systems. Fig. 2. Discontinuity of the velocity distribution function. At the point




Fig. 3. Density and temperattlre field: $(a)\omega/\alpha\cos\theta,$ $(b)\tau/\alpha\cos\theta$ . Here,
–indicates the present numerica] result, –the Stokes solution with-
out sliP $(k=0)$ , and —the free molecular solution $(k=\infty)$ . The values
on the sphere are marked by $\cross$ .
$\{a)$
$(b)$
Fig. 4. Velocity field: $(a)u_{r}/\alpha\cos\theta,$ $(b)u_{\theta}/\alpha\sin\theta$ . Here, –indicates
the present numerical result. The flow vanishes for the Stokes solution with-
out slip $(k=0)$ and the free molecular solution $(k=\infty)$ . The values on the
sphere are marked by $\square$ for $k=0.05$, $\bullet$ for $k=0.1,$ $\triangle$ for $k=0.2$, A for




Fig. 5. Streanllines of the flow (in a plalle including the $x_{1}$ axis): $(a)k=0.05,$ $(b)k=0.2,$ $(c)k=1$ , and $(d)k=2$. The streamlines $\Psi/\alpha=4\cross 10^{-3}n$ ,
$(n=0,1,2, \cdots)$ are shown in solid lines, the tllick lines of which indicate tlle case $n=0,5,10,$ $\cdots$ , and the lines $\Psi/\alpha=4\cross 10^{-3}(n/5),$ $(n=1,23$,
and 4) are shown by $\mathrm{d}\mathfrak{k}\mathrm{u}\mathrm{s}\mathrm{l}\mathrm{l}\mathrm{e}\mathrm{d}$ lines, wllere $\Psi$ is the Stokes’s stream function defined by $u_{r}=(r^{2}\sin\theta)^{-}1\partial\Psi/\partial\theta$, $u_{\theta}=-(r\sin\theta)-1\partial\Psi/\partial r$. The $\mathrm{s}\mathrm{t}\mathrm{r}\mathrm{e}\mathrm{a}\mathrm{m}\mathrm{l}’ \mathrm{i}\mathrm{n}\mathrm{e}$
closer to tbe spllere takes the smaller value of $\Psi/\alpha,$ $\Psi/\alpha=0$ for tlle line on the $x_{1}8\mathrm{X}\mathrm{J}\mathrm{S}$. The arrows indicate tlle directaon of the flow for $\alpha>0$ .
Fig. 6. Heat flow on the sphere: $\mathrm{Q}_{r}|_{--1}/\alpha$. $\cos\theta$ vs $k.$ Here, . indicates the
present result for hard-sphere molecules, $0$ the present result for the $\mathrm{B}\mathrm{I}\{\mathrm{W}$
model, –the asymPtotic solution for llard-sphere molecules [Eq. (31)],
–the tlsymPtotic solution for tlle BKW model [Eq. (31)], and —the
free molecular solution $(k=\infty)$ .
Fig. 7. Force on the spllere: $h$ vs $k$ [ $cf$ Eq. $(22\mathrm{a})$ ] $.$ Here, . indicates the
present result for hard-sphere molecules, $\circ$ the present result for the BKW
model $[\mathrm{F}_{\lrcorner}\mathrm{q}.$(32) $]$ , –the tlsynlptotic solution for hard-sphere molecules
[Eq. (32)], $—-\mathrm{t}\mathrm{h}\mathrm{e}$ asymptotic solution for the BKW model, and —tlle





Fig. 8 Velocity distribution futlctiolls $\Phi_{\mathrm{c}}[_{\lrcorner}^{7}$ and $\hat{\Phi}_{s}\mathrm{E}$ at $\zeta=0.556$ for the
free molecular flow $(k=\infty)$ [Eqs (26a) and $(26\mathrm{b})$ ] $(a)\Phi_{\mathrm{c}}\mathrm{E}$ and $(b)\hat{\Phi}_{s}\mathrm{E}$.
The $\Phi_{\mathrm{c}}\mathrm{E}$ alld $\hat{\Phi}_{s}\mathrm{E}$ are shown $\mathfrak{B}$ functions of $r$ and $\theta_{\zeta}$ by lines $r=$ const
alld $\theta_{\zeta}=$ const on the surfaces. Tbe vertical lines show the discontinuity




Fig. 10. Velocity distribution functions $\Phi_{\mathrm{c}}\mathrm{E}$ and
$\hat{\Phi}_{s}\mathrm{E}$ at $\zeta=$ 0.556 for
$k=1$ . $(a)\Phi_{\mathrm{c}}\mathrm{E}$ and $(b)\hat{\Phi}_{s}\mathrm{E}$ . (See the caption of Fig. 8)
$(b)$
Fig 9. Velocity distribution functions $\Phi_{\mathrm{c}}\mathrm{E}$ and $\hat{\Phi}.\mathrm{E}$ at $\zeta=0.556$ for $k=$
$10$ (o) $\Phi_{\mathrm{c}}\mathrm{E}$ and $(b)\hat{\Phi}_{s}\mathrm{E}$ . (See the captioll of Fig. 8)
$(a)$
$(b)$
Fig. 11. Velocity distribution functions $\Phi_{\mathrm{c}}\mathrm{E}$ and
$\hat{\Phi}_{s}\mathrm{E}$ at $\zeta=$ 0.556 for





Fig. 12. Velocity distribution functions $\Phi_{\mathrm{c}}\mathrm{E}$ and $\hat{\Phi}_{s}\mathrm{E}$ at $\zeta=$ 0.139 for
$k=1$ . $(a)\Phi_{\mathrm{c}}\mathrm{E}$ and $(b)\hat{\Phi}_{s}\mathrm{E}$ (See tlle caption of Fig. 8)
$(b)$
Fig. 13. Velocity distribution functions $\Phi_{\mathrm{c}}\mathrm{E}$ and $\Phi_{s}\mathrm{E}$ at $\zeta=170$ for $k$
$1$ . $(a)\Phi_{\mathrm{c}}\mathrm{E}$ alld $(b)\hat{\Phi}_{s}\mathrm{E}$ . (See the caption of Fig. 8.)
Fig. 14. Drag $\mu_{)}\mathrm{L}^{2}\mathrm{U}_{\infty:}(2\mathrm{R}\mathrm{T}_{0})^{-1}/2h\mathrm{D}$ on aspller- Fig. 15. Thermal force Fig. 16. Tllerlnoplloretic velocity
ical particle with an arbitrary thermal conductiv- $(2\mathrm{R}\mathrm{T}_{0})^{-}1/2\mathrm{L}^{2}\lambda(\mathit{9}\theta \mathrm{r}/\partial \mathrm{x}_{:})_{\infty}h_{\mathrm{T}}$ on a spherical par- $\lambda_{\mathit{9}}p^{-}\mathrm{o}^{1}(\theta\Gamma/\partial \mathrm{x}_{:})_{\infty}(h_{\mathrm{T}}/h_{\mathrm{D}})$of a spherical particle
$\mathrm{i}\mathrm{t}\mathrm{y}:h_{\mathrm{D}}$ vs $k$ . Here, $\mathrm{O}$ indicates the numerical ticle with an arbitrary therlnal conductivity: $h_{\mathrm{T}}$ with an arbitrary thermad conductivity: $h_{\mathrm{D}}/h_{\mathrm{T}}$
result for $\lambda_{p}/\lambda_{\mathit{9}}=\infty,$ $*\mathrm{f}\mathrm{o}\mathrm{r}1$ . Tlle solid line vs $k$ Here, $\bullet$ indicates the numerical result vs $k$ . Here, $\bullet$ inndicates the numerical result for
–indicates the $\epsilon \mathrm{s}\mathrm{y}:\mathrm{n}_{\mathrm{P}^{\mathrm{t}}}\mathrm{o}\mathrm{t}\mathrm{i}\mathrm{C}$ solution [Eq. (55)], for $\lambda_{p}/\lambda_{\mathit{9}}=\infty$ , for $\mathrm{O}10$, for $\mathrm{O}1$ . The solid $\lambda_{p}/\lambda_{\mathit{9}}=\infty,$ $\mathrm{O}$ for 10, $\mathrm{O}$ for 1. The solid lines
and —the free molecular solution $(k=\infty)$ lules –indicate the asymptotic solutions for –indicate tlle asymptotic solutions for small
$\beta \mathrm{q}$ . (53)$]$ , they are independent of $\lambda_{p}/\lambda_{\mathit{9}}$ . small $k$ {ffom the top, $\lambda_{P}/\lambda_{\mathit{9}}=\infty$ (correct up to $k$ {from the top, $\lambda_{p}/\lambda_{\mathit{9}}=\infty,$ $10$, and 1 $[\mathrm{t}1_{1\mathrm{e}}$
$\mathrm{O}(k^{2})^{10}),$ $10$ and 1 [Eq. (56)] $\}$ , and $—\mathrm{i}\mathrm{n}\mathrm{d}\mathrm{i}_{\mathrm{C}\mathrm{a}\mathrm{t}\mathrm{e}\mathrm{s}}$ leading terln obtained from Eq. (73) in Ref 10
the free molecular limit $(karrow\infty)$ [Eq. (54)]. Ex- or Eq. (56) and Eq. (55)$]\}$ , and —indicatae
perimental results by several authors are indi- the free molecular limit $(karrow\infty)$ [obtained from
cated by smaller markers: $\mathrm{x}$ indicates the case Eqs. (53) and (54) $]$ . Experimental results by sev-
$\lambda_{p}/\lambda_{\mathit{9}}=475$ (Hg $\mathrm{m}$ Air), $\Delta 263$ ( $\mathrm{N}\mathrm{a}\mathrm{C}1$ in Air), eral authors are indicated by smaller markers: $\mathrm{A}$
A 8.14 (tricresyl phosphate in Air) in Ref 32, 5.22 (Vaseline oil in Air) in Ref 35; $\nabla 256(\mathrm{N}\mathrm{a}\mathrm{C}1$
$\nabla 366$ ( $\mathrm{N}\mathrm{a}\mathrm{C}1$ in Ar) in Ref. 34, . 8.14 (tricre- in Air) in Ref 37, . $8.14$ (tricresyl phosphate in
syl pllosphate in Air) in Ref 36; $+741$ (Oll in Air) in Ref 36, $+7.41$ (Oil in Ar) in Ref 30.
Ar) in Ref. 30. Numerical results in Ref 45 are
also indicated by $\mathrm{s}\mathrm{m}\mathrm{a}\mathrm{U}$ markers: $\circ$ and $\circ$ indicate
$\lambda_{p}/\lambda_{\mathit{9}}=100$ and 10 respectively
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