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1. An expansion formula 
Power series mappings of the form 
𝐺[𝑧] =∑ 
1
𝑖!
 𝐺0
𝑖
∞
𝑖=0
∙ (𝑧−𝑧0)
𝑖                                                               (1.1) 
with symmetric multilinear operators 𝐺0
𝑖 ∈ 𝐿[𝐵𝑖 , ?̅?] are investigated in [S1], [S2], [S3] with re-
spect to power series solutions 𝐺[𝑧(𝜀)] = 0 of the form 
𝑧(𝜀) =∑ 
1
𝑖!
 𝑧𝑖
∞
𝑖=0
∙ 𝜀𝑖  ,   𝜀 ∈ 𝕂 = ℝ , ℂ                                                       (1.2) 
ABSTRACT. In [DL] systems of differential polynomials are investigated with 
respect to properties of Artin approximation type. The key tool in [DL] is an 
extended version of a formula by Hurwitz [Hu] expressing high order deriva-
tives of an expansion by lower ones. The formula is further refined in [VFZ] to 
deliver sufficient conditions concerning the existence of power series solutions 
of scalar algebraic differential equations of order 𝑛. 
In the paper at hand, the main results from [VFZ] are first reproduced and fur-
ther extended to systems of nonlinear differential algebraic equations. In addi-
tion, a simple extension of Tougeron’s implicit function theorem is given in a 
specific constellation.  
The results follow from [S1], [S2] where Artin approximation is treated within a 
Banach space setting, thereby constructing an expansion formula that expresses 
accurately the required dependency of low and high order derivatives within 
the system of undetermined coefficients.  
  2 
with focus layed upon the existence of convergent power series solutions 𝑧(𝜀) ascertained by the 
implicit function theorem. 𝐵 and ?̅? denote Banach spaces over 𝕂 = ℝ or 𝕂 =  ℂ. 
In some more detail, the ansatz (1.2) is plugged into (1.1), implying a mapping between power 
series according to  
𝑧(𝜀) =∑ 
1
𝑖!
 𝑧𝑖
∞
𝑖=0
∙ 𝜀𝑖   ⟶    𝐺[ 𝑧(𝜀) ] =∑ 
1
𝑖!
 𝑇𝑖(𝑧𝑖 , … , 𝑧0)
∞
𝑖=0
∙ 𝜀𝑖,                              (1.3) 
where the key lemma concerning the structure of the system of undetermined coefficients 
 𝑇𝑖(𝑧𝑖 , … , 𝑧0) = 0, 𝑖 ∈ ℕ, is given by the following result.  
Lemma 1:  For 𝑘 ≥ 0, 𝑙 ≥ 0, the coefficient 𝑇2𝑘+1+𝑙(∙) of 𝐺[ 𝑧(𝜀) ] can be expressed according to 
        𝑇2𝑘+1+𝑙( 𝑧2𝑘+1+𝑙, … , 𝑧𝑘+1+𝑙,   𝑧𝑘+𝑙 , … , 𝑧𝑘+1,   𝑧𝑘 , … , 𝑧0 ) 
= [ 𝑇𝑧0
0 (𝑧0)   𝑇𝑧1
2 (𝑧1, 𝑧0) ⋯ 𝑇𝑧𝑘
2𝑘(𝑧𝑘, … , 𝑧0) ] ∙ 𝐶
2𝑘+𝑙 ∙ ( 
𝑧2𝑘+1+𝑙
⋮
𝑧𝑘+1+𝑙
 ) + 𝑅2𝑘+1+𝑙(𝑧𝑘+𝑙 , … , 𝑧0)      (1.4) 
with 
𝐶2𝑘+𝑙 = 𝐷𝑖𝑎𝑔[ 𝛾0
2𝑘+𝑙   ⋯  𝛾𝑘
2𝑘+𝑙  ]   𝑎𝑛𝑑   𝛾𝑡
2𝑘+𝑙 ≔ ( 
2𝑘 + 1 + 𝑙
𝑡
 ) ∙ ( 
2𝑡
𝑡
 )
−1
,   𝑡 = 0,… , 𝑘.    (1.5) 
Lemma 1 summarizes formulas (4.3)-(4.8) in [S2]. Note that Lemma 1 is valid with respect to 
general Banach spaces 𝐵 and ?̅? over 𝕂. Generalizations of Lemma 1 are possible. 
The coefficients 𝑇𝑖(𝑧𝑖, … , 𝑧0) of the image series in (1.3) are composed of multilinear mappings 
𝐺0
𝑖 ∈ 𝐿[𝐵𝑖 , ?̅?] applied to the coefficients 𝑧0, 𝑧1, … of the input series . In a finite dimensional set-
ting, the coefficients 𝑇𝑖(𝑧𝑖, … , 𝑧0) are given by polynomials with respect to 𝑧0, 𝑧1, … . 
In [S1], [S2], formulas (1.4), (1.5) are used to investigate recursively the system of undetermined 
coefficients  
 𝑇1(𝑧1, 𝑧0) = 𝐺′[𝑧0]⏞  
=𝐺0
1
∙ 𝑧1 = 0
 𝑇2(𝑧2, 𝑧1, 𝑧0) = 𝐺
′[𝑧0] ∙ 𝑧2  +  𝐺′′[𝑧0]⏞    
=𝐺0
2
∙ 𝑧1
2 = 0
 𝑇3(𝑧3, 𝑧2, 𝑧1, 𝑧0) = 𝐺
′[𝑧0] ∙ 𝑧3  +  3𝐺
′′[𝑧0] ∙ 𝑧1𝑧2 + 𝐺′′′[𝑧0]⏞    
=𝐺0
3
∙ 𝑧1
3 = 0
              ⋮ ⋮                                      ⋮
               (1.6) 
obtained by Taylor expansion of 𝐺[𝑧0 + 𝜀𝑧1 + ⋯ ] = 0, 𝐺 ∈ 𝐶
∞(𝐵, ?̅?), thereby constructing a 
linear sum operator with increasing range, finally allowing the application of the implicit func-
tion theorem if surjectivity of the sum uperator can be reached. The surjectivity condition is 
closely related to a direct sum condition of order 𝑘 derived in [ELG], [LG] in the context of local 
and global bifurcation theory as well as sign change of Brouwer’s degree.  
The general representation formulas of  𝑇2𝑘+1+𝑙(∙) by derivatives of 𝐺[𝑧] at 𝑧 = 𝑧0, as in (1.6), 
can be found in detail in [S1] and [S2]. In addition, some of the results are applied to singular 
perturbation problems of nonhyperbolic points and periodic orbits of ordinary differential equa-
tions [BS], [S4], [S5]. In [S3], the results are used to investigate the family of solution curves 
  3 
𝑧(𝜀, 𝑝) of 𝐺[𝑧] = 0 with respect to stability, regularity and uniqueness. Finally, some relations to 
arc space 𝑋∞ and Newton polygons as well as the Milnor number are established. 
If 𝑘 ≥ 0 is fixed, then the coefficients 𝑇𝑖(∙) in (1.3) with 𝑖 > 2𝑘, i.e. 𝑇2𝑘+1+𝑙(∙) with 𝑙 ≥ 0, are 
characterized by the following properties according to (1.4), (1.5).  
 A fixed leading linear operator independent of 𝑙 (red). In some more detail, the operator 
is given by a sum operator defined by partial derivatives 𝑇𝑧𝑖
2𝑖(𝑧𝑖, … , 𝑧0), 𝑖 = 0,… , 𝑘 of 
𝑘 + 1 low order coefficients 𝑇0(∙),  𝑇2(∙), … , 𝑇2𝑘(∙) with derivatives taken with respect to 
low 𝑧-coefficients 𝑧0, … , 𝑧𝑘  respectively. In this sense, high order derivatives 𝑇
2𝑘+1+𝑙(∙) 
within the power series expansion of 𝐺[ 𝑧(𝜀) ] in (1.3) are determined by lower ones  
𝑇0(∙),  𝑇2(∙),… , 𝑇2𝑘(∙) using some sort of recursion formula. Hence, Lemma 1 is a result 
in the spirit of [Hu], [DL], Lemma 2.2 and [VFZ], Theorem 3.5, 3.6. 
 The sum operator by itself only depends on 𝑘 + 1 lowest 𝑧-coefficients (𝑧𝑘 , … , 𝑧0) of an-
satz (1.2). On contrary, the linearity is given with respect to 𝑘 + 1 highest 𝑧-coefficients 
(𝑧2𝑘+1+𝑙 , … , 𝑧𝑘+1+𝑙), i.e. a clear separation between low order (red) and high order 
(green) z-coefficients is obtained. 
 The map 𝑅2𝑘+1+𝑙(∙) is adding up the remaining summands within 𝑇
2𝑘+1+𝑙(∙) with deci-
sive property not to depend on 𝑧-coefficients of order higher than (𝑘 + 𝑙), i.e. if the coef-
ficients (𝑧𝑘+𝑙 , … , 𝑧0) are fixed, then the equation 
 𝑇2𝑘+1+𝑙(𝑧2𝑘+1+𝑙, … , 𝑧𝑘+1+𝑙,  𝑧𝑘+𝑙 , … , 𝑧0) = 0                                                 
of the system of undetermined coefficients is linear with respect to 𝑘 + 1 highest 𝑧-
coefficients (𝑧2𝑘+1+𝑙 , … , 𝑧𝑘+1+𝑙). This property is crucial when building up the linear sum 
operator in [S1], [S2]. 
 Finally, the diagonal matrix 𝐶2𝑘+𝑙 is defined in a rather simple way by binomial coeffi-
cients depending both from 𝑘 and 𝑙.   
 
2. Nonlinear scalar DAE’s 
As a preliminary, note that if the Banach space 𝐵 is given by a product space of several 𝕂-Banach 
spaces, e.g. 𝑧 = (𝑥, 𝑦0, … , 𝑦𝑛) ∈ 𝑋 × 𝑌0 ×⋯× 𝑌𝑛, then (1.2) reads 
𝑧(𝜀) =∑ 
1
𝑖!
 ( 
𝑥𝑖
𝑦0,𝑖
⋮
𝑦𝑛,𝑖
 )
⏟    
=𝑧𝑖
∞
𝑖=0
∙ 𝜀𝑖                                                                 (2.1) 
yielding  
𝑇𝑧𝑖
2𝑖(𝑧𝑖, … , 𝑧0) = [ 𝑇𝑥𝑖
2𝑖  𝑇𝑦0,𝑖
2𝑖  ⋯ 𝑇𝑦𝑛,𝑖
2𝑖  ](𝑧𝑖, … , 𝑧0) ∈ 𝐿[ 𝑋 × 𝑌0 ×⋯× 𝑌𝑛, ?̅? ]                          
and implying for 𝑘 ≥ 0, 𝑙 ≥ 0 by Lemma 1 the representation 
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𝑇2𝑘+1+𝑙( 𝑧2𝑘+1+𝑙 , … , 𝑧𝑘+1+𝑙 ,   𝑧𝑘+𝑙 , … , 𝑧𝑘+1,   𝑧𝑘 , … , 𝑧0 ) =                                                                              
[ [ 𝑇𝑥0
0  ⋯ 𝑇𝑦𝑛,0
0  ]  [ 𝑇𝑥1
2  ⋯ 𝑇𝑦𝑛,1
2  ]⋯ [ 𝑇𝑥𝑘
2𝑘  ⋯ 𝑇𝑦𝑛,𝑘
2𝑘  ] ] ∙ 𝐶2𝑘+𝑙 ∙
(
 
 
 
 
 
 
 
 
𝑥2𝑘+1+𝑙
𝑦0,2𝑘+1+𝑙
⋮
𝑦𝑛,2𝑘+1+𝑙
⋮
𝑥𝑘+1+𝑙
𝑦0,𝑘+1+𝑙
⋮
𝑦𝑛,𝑘+1+𝑙
 
)
 
 
 
 
 
 
+ 𝑅2𝑘+1+𝑙(𝑧𝑘+𝑙 , … , 𝑧0) 
= [ 𝑇𝑥0
0  ⋯ 𝑇𝑥𝑘
2𝑘 ] ∙ 𝐶2𝑘+𝑙 ∙ ( 
𝑥2𝑘+1+𝑙
⋮
𝑥𝑘+1+𝑙
 ) + [ 𝑇𝑦0,0
0  ⋯ 𝑇𝑦0,𝑘
2𝑘  ] ∙ 𝐶2𝑘+𝑙 ∙ ( 
𝑦0,2𝑘+1+𝑙
⋮
𝑦0,𝑘+1+𝑙
 )               (2.2) 
+ ⋯ +  [ 𝑇𝑦𝑛,0
0  ⋯ 𝑇𝑦𝑛,𝑘
2𝑘  ] ∙ 𝐶2𝑘+𝑙 ∙ ( 
𝑦𝑛,2𝑘+1+𝑙
⋮
𝑦𝑛,𝑘+1+𝑙
 ) + 𝑅2𝑘+1+𝑙(𝑧𝑘+𝑙 , … , 𝑧0).                                          
In the next step, our aim is to use (2.2) in the context of scalar differential algebraic equations of 
the form  
𝐺[ 𝑥, 𝑦, 𝑦′, … , 𝑦(𝑛) ] = 0,    𝑛 ≥ 0                                                        (2.3) 
with 𝐵 = 𝑋 × 𝑌0 ×⋯× 𝑌𝑛 = 𝕂
2+𝑛 and 𝐺 ∈ 𝐶∞(𝕂2+𝑛, 𝕂). We are looking for power series solu-
tions (2.1), thereby restricting the coefficients 𝑧𝑖  according to 
𝑧(𝜀)  =∑ 
1
𝑖!
 𝜀𝑖 ∙ ( 
𝑥𝑖
𝑦0,𝑖
⋮
𝑦𝑛,𝑖
 )
⏟    
=𝑧𝑖
∞
𝑖=0
  =   ( 
0
𝑐0
⋮
𝑐𝑛
 )
⏟    
=𝑧0
+ 𝜀 ∙ ( 
1
𝑐1
⋮
𝑐𝑛+1
 )
⏟    
=𝑧1
+
1
2
𝜀2 ∙ ( 
0
𝑐2
⋮
𝑐𝑛+2
 )
⏟    
=𝑧2
+⋯ ,             (2.4) 
i.e. the differential dependency within 𝑧 = (𝑥, 𝑦, 𝑦′, … , 𝑦(𝑛)) is respected and 𝑥 = 𝜀 represents 
the independent variable of (2.3) by 𝑥1 = 1, 𝑥𝑖 = 0, 𝑖 ≠ 1. Further, the existence of an appropri-
ate initial value of (2.3) satisfying  
𝐺[ 𝑧0 ] = 𝐺[ 0, 𝑐0, … , 𝑐𝑛 ] = 0                                                                  
is assumed, yielding by Lemma 1 and (2.2) 
               𝑇2𝑘+1+𝑙(𝑐2𝑘+1+𝑙+𝑛, … , 𝑐0)  
= [ 𝑇𝑥0
0  ⋯ 𝑇𝑥𝑘
2𝑘 ] ∙ 𝐶2𝑘+𝑙 ∙
(
 
 
 
𝑥2𝑘+1+𝑙
𝑥2𝑘+𝑙
⋮
𝑥𝑘+1+𝑙
 
)
 
 
⏟                        
= {  𝑇𝑥0
0   𝑖𝑓  𝑘=𝑙=0
0      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
+ [ 𝑇𝑦0,0
0  ⋯ 𝑇𝑦0,𝑘
2𝑘  ] ∙ 𝐶2𝑘+𝑙 ∙
(
 
 
 
𝑐2𝑘+1+𝑙
𝑐2𝑘+𝑙
⋮
𝑐𝑘+1+𝑙
 
)
 
 
             (2.5) 
+ ⋯ +  [ 𝑇𝑦𝑛,0
0  ⋯ 𝑇𝑦𝑛,𝑘
2𝑘  ] ∙ 𝐶2𝑘+𝑙 ∙
(
 
 
 
𝑐2𝑘+1+𝑙+𝑛
𝑐2𝑘+𝑙+𝑛
⋮
𝑐𝑘+1+𝑙+𝑛
 
)
 
 
 + 𝑅2𝑘+1+𝑙(𝑐𝑘+𝑙+𝑛, … , 𝑐0).                            
  5 
Note that the operators in square brackets (red) merely depend on (𝑧𝑘 , … , 𝑧0), i.e. by (𝑐𝑘+𝑛, …, 
𝑐0) under consideration of (2.4). Additionally, the first summand equals zero except in case of 
𝑘 = 𝑙 = 0.  
Now, the coefficients 𝑐2𝑘+𝑙+𝑛, … , 𝑐𝑘+1+𝑙+𝑛 of the green last vector also occur in previous green 
vectors, where combining same coefficients implies by elemetary calculation 
              𝑇2𝑘+1+𝑙(𝑐2𝑘+1+𝑙+𝑛, … , 𝑐0)  
= [ 𝛾0
2𝑘+𝑙   ⋯  𝛾𝑘
2𝑘+𝑙  ]⏟       
=: Γ𝑘(𝑙)
∙
(
 
 
 
 
 
 
 
𝑇𝑦𝑛,0
0 𝑇𝑦𝑛−1,0
0 𝑇𝑦𝑛−2,0
0 ⋯ 𝑇𝑦𝑛−𝑘,0
0
𝑇𝑦𝑛,1
2 𝑇𝑦𝑛−1,1
2 ⋯ 𝑇𝑦𝑛−𝑘+1,1
2
𝑇𝑦𝑛,2
4 ⋯ 𝑇𝑦𝑛−𝑘+2,2
4
⋱ ⋮
𝑇𝑦𝑛,𝑘
2𝑘
 
)
 
 
 
 
 
 
⏟                            
=: 𝑆𝑘(𝑐𝑘+𝑛,…,𝑐0)
∙
(
 
 
 
𝑐2𝑘+1+𝑙+𝑛
𝑐2𝑘+𝑙+𝑛
⋮
𝑐𝑘+1+𝑙+𝑛
 
)
 
 
       (2.6) 
              + ?̅?2𝑘+1+𝑙(𝑐𝑘+𝑙+𝑛, … , 𝑐0) 
where we used 𝑇𝑦𝑗,𝑖
2𝑖 = 0 if 𝑗 < 0 for convenience of notation, i.e. in case of 𝑘 > 𝑛 the matrix 
 𝑆𝑘(𝑐𝑘+𝑛, … , 𝑐0) ∈ 𝕂
𝑘+1,𝑘+1 is an upper band matrix with bandwith 𝑛. We adopt this notation 
from [VFZ]. Note also that  𝑆𝑘(𝑐𝑘+𝑛, … , 𝑐0) arises by bordering of  𝑆𝑘−1(𝑐𝑘−1+𝑛, … , 𝑐0) ∈ 𝕂
𝑘,𝑘 
with column and row 𝑘 + 1.  
Thus, for 𝑚 ≥ 1 fixed, the system of undetermined coefficients reads by (2.6) for 𝑘 = 0,… ,𝑚 − 1 
and 𝑙 = 0, 1  
𝑘 = 0, 𝑙 = 0   𝑇1(𝑐1+𝑛, … , 𝑐0) = Γ0(0) ∙  𝑆0(𝑐𝑛, … , 𝑐0) ∙ 𝑐1+𝑛  +  ?̅?1(𝑐𝑛, … , 𝑐0)               
𝑘 = 0, 𝑙 = 1   𝑇2(𝑐2+𝑛, … , 𝑐0) = Γ0(1) ∙  𝑆0(𝑐𝑛, … , 𝑐0) ∙ 𝑐2+𝑛 + ?̅?2(𝑐1+𝑛, … , 𝑐0)              
𝑘 = 1, 𝑙 = 0   𝑇3(𝑐3+𝑛, … , 𝑐0) = Γ1(0) ∙  𝑆1(𝑐1+𝑛, … , 𝑐0) ∙ (
𝑐3+𝑛
𝑐2+𝑛
) + ?̅?3(𝑐1+𝑛, … , 𝑐0) 
𝑘 = 1, 𝑙 = 1   𝑇4(𝑐4+𝑛, … , 𝑐0) = Γ1(1) ∙  𝑆1(𝑐1+𝑛, … , 𝑐0) ∙ (
𝑐4+𝑛
𝑐3+𝑛
) + ?̅?4(𝑐2+𝑛, … , 𝑐0)    (2.7) 
           ⋮                                             ⋮                                                ⋮                                      ⋮ 
𝑘 = 𝑚 − 1, 𝑙 = 0  𝑇2𝑚−1(𝑐2𝑚−1+𝑛, … , 𝑐0) = Γ𝑚−1(0) ∙  𝑆𝑚−1(𝑐𝑚−1+𝑛, … , 𝑐0) ∙ (
𝑐2𝑚−1+𝑛
⋮
𝑐𝑚+𝑛
) 
                                                 +  ?̅?2𝑚−1(𝑐𝑚−1+𝑛, … , 𝑐0) 
𝑘 = 𝑚 − 1, 𝑙 = 1  𝑇2𝑚(𝑐2𝑚+𝑛, … , 𝑐0) = Γ𝑚−1(1) ∙  𝑆𝑚−1(𝑐𝑚−1+𝑛, … , 𝑐0) ∙ (
𝑐2𝑚+𝑛
⋮
𝑐𝑚+1+𝑛
) 
                                        +  ?̅?2𝑚(𝑐𝑚+𝑛 , … , 𝑐0). 
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Let us now assume the existence of (𝑐𝑚+𝑛, … , 𝑐0) ∈ 𝕂
𝑚+𝑛+1 with 
 𝑆𝑚−1(𝑐𝑚−1+𝑛, … , 𝑐0) = 0 ∈ 𝕂
𝑚,𝑚                                                     (2.8) 
?̅?1(𝑐𝑛, … , 𝑐0) = ⋯ = ?̅?2𝑚(𝑐𝑚+𝑛, … , 𝑐0) = 0.                                            (2.9) 
Then (2.7) implies 𝑇1(𝑐1+𝑛, … , 𝑐0) = ⋯ = 𝑇
2𝑚(𝑐2𝑚+𝑛 , … , 𝑐0) = 0 with arbitrary coefficients 
(𝑐2𝑚+𝑛, … , 𝑐𝑚+𝑛+1) ∈ 𝕂
𝑚 and the remaining equations of the system of undetermined coeffi-
cients read by (1.5) and (2.6) for 𝑙 ≥ 0 
𝑇2𝑚+1+𝑙(𝑐2𝑚+1+𝑙+𝑛, … , 𝑐0) =  Γ𝑚(𝑙) ∙ 𝑆𝑚(𝑐𝑚+𝑛, … , 𝑐0) ∙ (
𝑐2𝑚+1+𝑙+𝑛
⋮
𝑐𝑚+1+𝑙+𝑛
)+ ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙+𝑛, … , 𝑐0)  
= [ 𝛾0
2𝑚+𝑙   ⋯  𝛾𝑚
2𝑚+𝑙  ] ∙
(
 
 
0 0 ⋯ 𝑇𝑦𝑛−𝑚,0
0
⋮ ⋮ ⋯ ⋮
0 0 ⋯ 𝑇𝑦𝑛,𝑚
2𝑚
)
 
 
∙ (
𝑐2𝑚+1+𝑙+𝑛
⋮
𝑐𝑚+1+𝑙+𝑛
)+ ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙+𝑛, … , 𝑐0)  
= [ 𝛾0
2𝑚+𝑙 ∙ 𝑇𝑦𝑛−𝑚,0
0 +⋯+ 𝛾𝑚
2𝑚+𝑙 ∙ 𝑇𝑦𝑛,𝑚
2𝑚  ] ∙ 𝑐𝑚+1+𝑙+𝑛  +  ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙+𝑛, … , 𝑐0)                    
= [ ( 
2𝑚 + 1 + 𝑙
0
 ) ∙ 𝑇𝑦𝑛−𝑚,0
0 +⋯+ ( 
2𝑚 + 1 + 𝑙
𝑚
 ) ∙ ( 
2𝑚
𝑚
 )
−1
∙ 𝑇𝑦𝑛,𝑚
2𝑚  ] ∙ 𝑐𝑚+1+𝑙+𝑛                    
                    +  ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙+𝑛, … , 𝑐0) 
 = : 𝑔(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) ∙ 𝑐𝑚+1+𝑙+𝑛  +  ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙+𝑛, … , 𝑐0) = 0.                                     (2.10) 
Note that the coefficient 𝑔(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) is a polynomial in 𝑙 of degree at most 𝑚 ≥ 1. Further, 
assume the last column of 𝑆𝑚(𝑐𝑚+𝑛, … , 𝑐0) to be different from zero, i.e. (𝑇𝑦𝑛−𝑚,0
0 , … , 𝑇𝑦𝑛,𝑚
2𝑚 ) ≠ 0.  
Now, starting from 𝑙 = 0, equation (2.10) can recursively be solved by  
𝑐𝑚+1+𝑙+𝑛 = −
 ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙+𝑛, … , 𝑐0)
𝑔(𝑙, 𝑐𝑚+𝑛, … , 𝑐0)
 ,                                              (2.11) 
as long as 𝑔(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) is different from zero. If 𝑔(𝑙1̅, 𝑐𝑚+𝑛, … , 𝑐0) = 0 for some 𝑙1̅ ≥ 0, i.e. 𝑙1̅ 
is an integer root of 𝑔(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) = 0, then by (2.10), we additionally have to require 
 ?̅?2𝑚+1+𝑙1̅(𝑐𝑚+𝑙1̅+𝑛, … , 𝑐0) = 0                                                       (2.12) 
and 𝑐𝑚+1+𝑙1̅+𝑛 ∈ 𝕂 turns out to be a free coefficient. If a second integer root 𝑙2̅ > 𝑙1̅ of 
𝑔(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) = 0 occurs, we have to assume  
 ?̅?2𝑚+1+𝑙2̅(𝑐𝑚+𝑙2̅+𝑛, … , 𝑐𝑚+1+𝑙1̅+𝑛, … , 𝑐0) = 0                                        (2.13) 
for at least one value of 𝑐𝑚+1+𝑙1̅+𝑛 and 𝑐𝑚+1+𝑙2̅+𝑛 becomes the free coefficient. Continuing this 
process up to the largest integer root 𝑙?̅?, the following results are shown. 
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Theorem 1 : Given (𝑐𝑚+𝑛, … , 𝑐0) ∈ 𝕂
𝑚+𝑛+1, 𝑚 ≥ 1, 𝑛 ≥ 0 with 
(i)  𝑆𝑚−1(𝑐𝑚−1+𝑛, … , 𝑐0) = 0 ∈ 𝕂
𝑚,𝑚    and    𝑆𝑚(𝑐𝑚+𝑛, … , 𝑐0) ≠ 0 ∈ 𝕂
𝑚+1,𝑚+1 
(ii) ?̅?1(𝑐𝑛, … , 𝑐0) = ⋯ = ?̅?2𝑚(𝑐𝑚+𝑛, … , 𝑐0) = 0 
We obtain  
1) If 𝑔(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) ≠ 0 for 𝑙 ≥ 0, 𝑙 ∈ ℕ, then (𝑐𝑚+𝑛, … , 𝑐0) can uniquely be continued by 
(2.11) to a power series solution of 𝐺[ 𝑥, 𝑦, 𝑦′, … , 𝑦(𝑛) ] = 0 according to  
𝑦(𝑥) =  𝑐0 +  𝑐1 ∙ 𝑥 + ⋯+
1
(𝑚 + 𝑛)!
 𝑐𝑚+𝑛 ∙ 𝑥
𝑚+𝑛  + ∑  
1
𝑖!
 𝑐𝑖
∞
𝑖=𝑚+1+𝑛
∙ 𝑥𝑖.                       
2) If 𝑝 ≥ 1 integer solutions 0 ≤ 𝑙1̅ < ⋯ < 𝑙?̅?, 𝑝 ≤ 𝑚 of 𝑔(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) = 0 exist, then we 
require additionally (2.12) and (2.13) with 𝑙1̅, … , 𝑙?̅?, implying the existence of a family of 
power series solutions of dimension 𝑞 with 1 ≤ 𝑞 ≤ 𝑝.  
Essentially, Theorem 1 corresponds to Theorem 4.5 in [VFZ] that represents by itself a generali-
zation of Lemma 2.3 in [DL]. Hence, nothing new is shown by Theorem 1 (that we do not restrict 
to differential polynomials or to algebraically closed fields 𝕂 is unessential).  
On the other hand, the derivation of Theorem 1 is based on the general Banach space expansion 
formula (1.4) of Lemma 1 that may now be used to extend Theorem 1 to systems of DAE’s. In 
this sense, we try to follow [DL], where the scalar theory is used to obtain far reaching results 
concerning systems of differential polynomials of ordinary and partial type.  
Prior to that, we add three remarks. Examples, and in particular further results, can be found in 
[VFZ] and [DL]. 
Remarks: 1) The first remark serves to clarify the correspondence between Theorem 1 and 
Theorem 4.5 in [VFZ]. In [VFZ] differential polynomials of the form    
𝐹[ 𝑥, 𝑦, 𝑦′, … , 𝑦(𝑛) ] = 0 ,    𝑛 ≥ 0                                                      (2.14) 
over an algebraically closed field 𝕂 of characteristic zero are investigated with respect to power 
series solutions. The ansatz  𝑦 = ∑  
1
𝑖!
𝑐𝑖
∞
𝑖=0 𝑥
𝑖, 𝑥 ∈ 𝕂  is plugged into (2.14), yielding an expan-
sion of the form  ∑  
1
𝑖!
 𝐹(𝑖)(𝑐𝑖+𝑛, … , 𝑐0)
∞
𝑖=0 ∙ 𝑥
𝑖 = 0, implying for 𝑖 ≥ 0, 𝑛 ≥ 0 the identities 
 𝑇𝑖(𝑐𝑖+𝑛, … , 𝑐0)  =  𝐹
(𝑖)(𝑐𝑖+𝑛, … , 𝑐0).                                                               
In particular, 
 𝑇2𝑚+1+𝑙(𝑐2𝑚+1+𝑙+𝑛, … , 𝑐0)  =  𝐹
(2𝑚+1+𝑙)(𝑐2𝑚+1+𝑙+𝑛, … , 𝑐0)                                        
and using (2.6) as well as Theorem 3.6 in [VFZ], we see 
Γ𝑚(𝑙) ∙ 𝑆𝑚(𝑐𝑚+𝑛, … , 𝑐0) ∙ (
𝑐2𝑚+1+𝑙+𝑛
⋮
𝑐𝑚+1+𝑙+𝑛
) +  ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙+𝑛, … , 𝑐0)                                    
= ℬ𝑚(𝑙) ∙ 𝒮𝑚(𝐹)(𝑐𝑚+𝑛, … , 𝑐0)⏟            
𝑚−th separant matrix
∙ (
𝑐2𝑚+1+𝑙+𝑛
⋮
𝑐𝑚+1+𝑙+𝑛
) +  𝑟𝑛+𝑚+𝑙(𝑐𝑚+𝑙+𝑛, … , 𝑐0),                               
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where 𝒮𝑚(𝐹)(𝑐𝑚+𝑛, … , 𝑐0) ∈ 𝕂
𝑚+1,𝑚+1 is introduced in [VFZ], denoting the 𝑚-th separant ma-
trix of 𝐹 evaluated at (𝑐𝑚+𝑛 , … , 𝑐0). Further, by choosing the green brackets equal to zero, first 
the identity 
 ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙+𝑛, … , 𝑐0) = 𝑟𝑛+𝑚+𝑙(𝑐𝑚+𝑙+𝑛, … , 𝑐0)                                             
follows, and secondly by elementary calculations using (1.5), the definition of ℬ𝑚(𝑙) in [VFZ] and 
a uniqueness argument, we obtain  
Γ𝑚(𝑙) = ℬ𝑚(𝑙) ∙ 𝐷𝑖𝑎𝑔 [ ( 
2 ∙ 0
0
 )  ⋯  ( 2 ∙ 𝑚
𝑚
 ) ]
−1
                                             
as well as the final correspondence 
𝑆𝑚(𝑐𝑚+𝑛, … , 𝑐0) =  𝐷𝑖𝑎𝑔 [ ( 
2 ∙ 0
0
 )  ⋯  ( 2 ∙ 𝑚
𝑚
 ) ] ∙ 𝒮𝑚(𝐹)(𝑐𝑚+𝑛, … , 𝑐0)⏞            
𝑠𝑒𝑝𝑎𝑟𝑎𝑛𝑡 𝑚𝑎𝑡𝑟𝑖𝑥
.                      
2)  If the differential algebraic equation 𝐺[𝑥, 𝑦, 𝑦′, … , 𝑦(𝑛)] = 0 is perturbed according to 
𝐺[ 𝑥, 𝑦, 𝑦′, … , 𝑦(𝑛) ] + 𝐻[ 𝑥, 𝑦, 𝑦′, … , 𝑦(𝑛) ] = 0                                                        
with 
𝐻[ 𝑥, 𝑦, 𝑦′, … , 𝑦(𝑛) ] = 𝑂( |𝑥, 𝑦, 𝑦′, … , 𝑦(𝑛)|2𝑚+1 ),                                                 
then Theorem 1 remains valid, possibly varying higher order coefficients 𝑐𝑚+𝑛+1, 𝑐𝑚+𝑛+2, … by 
recursion (2.11). This stability result is a consequence of the fact that the assumptions of Theo-
rem 1 only depend on the first 2𝑚 derivatives of 𝐺 at the base solution 𝑧0, i.e. from 
𝐺𝑖[ 𝑧0 ] = 𝐺
𝑖[ 0, 𝑐0, … , 𝑐𝑛 ] ∈ 𝐿[ 𝕂
(2+𝑛)∙𝑖, 𝕂 ]       𝑤𝑖𝑡ℎ      𝑖 = 1,… , 2𝑚 .                             
Compare also (1.6) and see [S2], [S3] for details. 
3)  In case of 𝑛 = 0, i.e. in the algebraic case  
𝐺[ 𝑥, 𝑦 ] = 0,                                                                        (2.15) 
𝐺 ∈ 𝐶∞(𝕂2, 𝕂), the matrix  𝑆𝑘(𝑐𝑘, … , 𝑐0) in (2.6) simplifies to a diagonal matrix and assuming (i), 
(ii), equation (2.10) reads 
  𝑇2𝑚+1+𝑙(𝑐𝑚+1+𝑙 , … , 𝑐0)                                                                                                       (2.16) 
= ( 2𝑚 + 1 + 𝑙
𝑚
 ) ∙ ( 2𝑚
𝑚
 )
−1⏞                
≠0
∙ 𝑇𝑦0,𝑚
2𝑚⏞  
≠0
⏟                    
= 𝑔(𝑙,𝑐𝑚,…,𝑐0) ≠ 0
∙ 𝑐𝑚+1+𝑙  +  ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙 , … , 𝑐0) = 0,                           
where 𝑇𝑦0,𝑚
2𝑚 ≠ 0 follows from 𝑆𝑚(𝑐𝑚, … , 𝑐0) ≠ 0. Hence, a power series solution of (2.15) exists 
recursively by (2.11). In particular, case 2) in Theorem 1 is not possible. 
Certainly, in the algebraic case, we know more. From (i) and (ii), we deduce for arbitrary 
𝑐𝑚+1 ∈ 𝕂  by Taylor expansion  
𝐺 [ 𝑥,  𝑐0 + 𝑐1𝑥 +⋯+
1
𝑚!
𝑐𝑚𝑥
𝑚 +
1
(𝑚 + 1)!
𝑐𝑚+1𝑥
𝑚+1 ]                                      (2.17) 
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=
1
(2𝑚 + 1)!
 𝑥2𝑚+1 ∙ 𝑇2𝑚+1(𝑐𝑚+1, … , 𝑐0)  +  𝑥
2𝑚+2 ∙ ℛ2𝑚+1(𝑥, 𝑐𝑚+1, … , 𝑐0) 
with smooth remainder function  ℛ2𝑚+1(∙). Splitting off 𝑥
2𝑚+1 and using (2.16) with 𝑙 = 0, we 
obtain the equation  
1
(2𝑚 + 1)!
∙ [  ( 
2𝑚 + 1
𝑚
 ) ∙ ( 2𝑚
𝑚
 )
−1
∙ 𝑇𝑦0,𝑚
2𝑚
⏟                  
= 𝑔(0,𝑐𝑚,…,𝑐0) ≠ 0
∙ 𝑐𝑚+1 + ?̅?2𝑚+1(𝑐𝑚, … , 𝑐0)  ]
⏞                                      
= 𝑇2𝑚+1(𝑐𝑚+1,…,𝑐0)
                                   
+  𝑥 ∙ ℛ2𝑚+1(𝑥, 𝑐𝑚+1, … , 𝑐0) = 0                                                                          (2.18) 
which can obviously be solved with respect to 𝑐𝑚+1 by use of the implicit function theorem, i.e. a 
smooth function 𝑐𝑚+1(𝑥) exists with  
𝑐𝑚+1(0) = −
 ?̅?2𝑚+1(𝑐𝑚+𝑛, … , 𝑐0)
𝑔(0, 𝑐𝑚+𝑛, … , 𝑐0)
                                                                 
and 
 𝐺 [ 𝑥,  𝑐0 + 𝑐1𝑥 +⋯+ 
1
𝑚!
𝑐𝑚𝑥
𝑚 + 
1
(𝑚 + 1)!
 𝑐𝑚+1(𝑥) 𝑥
𝑚+1 ] = 0.                       (2.19) 
This result merely represents a simple version of Tougeron’s implicit function theorem. More 
precisely, by (2.17) we see 
𝐺 [ 𝑥,  𝑐0 + 𝑐1𝑥 +⋯+ 
1
𝑚!
𝑐𝑚𝑥
𝑚
⏟                
=:?̅?(𝑥)
 +  
1
(𝑚 + 1)!
𝑐𝑚+1𝑥
𝑚+1 ]  = 𝑂( |𝑥|
2𝑚+1 )         (2.20) 
and by chain rule and (2.18), the identities   
𝑑
𝑑𝑐𝑚+1
𝐺 [ 𝑥, ?̅?(𝑥) +
1
(𝑚 + 1)!
𝑐𝑚+1𝑥
𝑚+1 ]                                                                             
= 𝐺𝑦 [ 𝑥, ?̅?(𝑥) +
1
(𝑚 + 1)!
𝑐𝑚+1𝑥
𝑚+1 ] ∙
1
(𝑚 + 1)!
 𝑥𝑚+1                                             
=
(2.17)
(2.18) 1
(2𝑚 + 1)!
 𝑥2𝑚+1 ∙ 𝑔(0, 𝑐𝑚, … , 𝑐0)⏟        
≠0
 +  𝑥2𝑚+2 ∙
𝑑
𝑑𝑐𝑚+1
ℛ2𝑚+1(𝑥, 𝑐𝑚+1, … , 𝑐0) 
are valid, implying under consideration of (2.20) and 𝑐𝑚+1 = 0 
𝐺𝑦[ 𝑥, ?̅?(𝑥) ] = 𝑂( |𝑥|
𝑚 ) =  𝑥𝑚 ∙ 𝑠(𝑥, 𝑐𝑚+1, … , 𝑐0)⏞          
≠0
                                             
𝐺[ 𝑥, ?̅?(𝑥) ] = 𝑂( |𝑥|2𝑚+1 )                                                                                        
with smooth remainder function 𝑠(∙) ≠ 0. Thus, ?̅?(𝑥)  is an approximative solution curve of 
𝐺[𝑥, 𝑦] = 0 of order 2𝑚 + 1 with 𝑦-derivative 𝐺𝑦[𝑥, ?̅?(𝑥)] varying at most by order 𝑚, i.e. the 𝑦-
derivative 𝐺𝑦 changes quickly along ?̅?(𝑥) near 𝑥 = 0 compared to the change of 𝐺 along ?̅?(𝑥). 
Then, by Tougeron’s implicit function theorem [H], [R], a smooth solution curve 𝑦(𝑥) exists, 
agreeing with ?̅?(𝑥) by order of 𝑚 + 1, i.e. we end up with 𝐺[𝑥, 𝑦(𝑥)] = 0 and 
𝑦(𝑥) − ?̅?(𝑥) = 𝑂( |𝑥| 𝑚+1 ),                                                                                      
repeating (2.19), as claimed above.  
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Summarizing, in the algebraic limit 𝑛 = 0, Theorem 1 turns into a 1-dimensional version of 
Tougeron’s implicit function theorem. Now both, Tougeron’s implicit function theorem as well as 
Lemma 1 remain valid under rather general constellations, suggesting to extend Theorem 1 to 
systems of DAE’s. 
 
3. Nonlinear systems of DAE’s 
In this section, Lemma 1 is used to derive sufficient conditions for the existence of power series 
solutions of systems of ordinary DAE’s of order 𝑛 ≥ 0 given by 
𝐺[ 𝑥, 𝑦, 𝑦′, … , 𝑦(𝑛) ] = 0                                                                 (3.1) 
with 𝑥 ∈ 𝕂, 𝑦, 𝑦′, … , 𝑦(𝑛) ∈ 𝕂𝑑 and 𝐺 ∈ 𝐶∞(𝕂1+(1+𝑛)∙𝑑 , 𝕂𝑟), 𝑟 ≥ 1, i.e. we aim to construct a 
power series vector 𝑦(𝑥) ∈ 𝕂𝑑 satisfying 𝑟 ≥ 1 differential algebraic equations.  
In principle, formulas (2.4)-(2.10) only have to be adapted to systems. We repeat (2.4) for sys-
tems according to 
𝑧(𝜀)  =∑ 
1
𝑖!
 𝜀𝑖 ∙ ( 
𝑥𝑖
𝑦0,𝑖
⋮
𝑦𝑛,𝑖
 )
⏟    
=𝑧𝑖
∞
𝑖=0
  =   ( 
0
𝑐0
⋮
𝑐𝑛
 )
⏟    
=𝑧0
+ 𝜀 ∙ ( 
1
𝑐1
⋮
𝑐𝑛+1
 )
⏟    
=𝑧1
+
1
2
𝜀2 ∙ ( 
0
𝑐2
⋮
𝑐𝑛+2
 )
⏟    
=𝑧2
+⋯ ,                       
now with  𝑦0,𝑖, … , 𝑦𝑛,𝑖 ∈ 𝕂
𝑑 , 𝑧𝑖 ∈ 𝕂
1+(1+𝑛)∙𝑑 , 𝑐𝑖 ∈ 𝕂
𝑑  and corresponding initial value of (3.1) by 
𝐺[ 𝑧0 ] = 𝐺[ 0, 𝑐0, … , 𝑐𝑛 ] = 0 ∈ 𝕂
𝑟.                                                                 
Then, by Lemma 1 and (2.2), we obtain for 𝑘 ≥ 0, 𝑙 ≥ 0,   
              𝑇2𝑘+1+𝑙(𝑐2𝑘+1+𝑙+𝑛, … , 𝑐0)  
= [ 𝑇𝑥0
0  ⋯ 𝑇𝑥𝑘
2𝑘  ] ∙ 𝐶2𝑘+𝑙 ∙
(
 
 
 
𝑥2𝑘+1+𝑙
𝑥2𝑘+𝑙
⋮
𝑥𝑘+1+𝑙
 
)
 
 
⏟                          
= {  𝑇𝑥0
0        𝑖𝑓  𝑘=𝑙=0
0∈𝕂𝑟   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
+ [ 𝑇𝑦0,0
0  ⋯ 𝑇𝑦0,𝑘
2𝑘  ] ∙ 𝐶2𝑘+𝑙 ∙
(
 
 
 
𝑐2𝑘+1+𝑙
𝑐2𝑘+𝑙
⋮
𝑐𝑘+1+𝑙
 
)
 
 
          (3.2) 
+ ⋯ +  [ 𝑇𝑦𝑛,0
0  ⋯ 𝑇𝑦𝑛,𝑘
2𝑘  ] ∙ 𝐶2𝑘+𝑙 ∙
(
 
 
 
𝑐2𝑘+1+𝑙+𝑛
𝑐2𝑘+𝑙+𝑛
⋮
𝑐𝑘+1+𝑙+𝑛
 
)
 
 
 + 𝑅2𝑘+1+𝑙(𝑐𝑘+𝑙+𝑛, … , 𝑐0)                          
with 𝑇𝑥𝑖
2𝑖 ∈ 𝕂𝑟, 𝑇𝑦𝑗,𝑖
2𝑖 ∈ 𝕂𝑟,𝑑 , 𝑖 = 0,… , 𝑘, 𝑗 = 0,… , 𝑛 and 𝑅2𝑘+1+𝑙(𝑐𝑘+𝑙+𝑛, … , 𝑐0) ∈ 𝕂
𝑟 . As before, 
combining same coefficient vectors implies 
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                    𝑇2𝑘+1+𝑙(𝑐2𝑘+1+𝑙+𝑛, … , 𝑐0)  
= [ 𝛾0
2𝑘+𝑙   ⋯  𝛾𝑘
2𝑘+𝑙  ]⏟       
=Γ𝑘(𝑙)
∙
(
 
 
 
 
 
 
 
𝑇𝑦𝑛,0
0 𝑇𝑦𝑛−1,0
0 ⋯ 𝑇𝑦𝑛−𝑘,0
0
𝑇𝑦𝑛,1
2 ⋯ 𝑇𝑦𝑛−𝑘+1,1
2
⋯ 𝑇𝑦𝑛−𝑘+2,2
4
⋱ ⋮
𝑇𝑦𝑛,𝑘
2𝑘
 
)
 
 
 
 
 
 
⏟                        
= 𝑆𝑘(𝑐𝑘+𝑛,…,𝑐0)
∙
(
 
 
 
𝑐2𝑘+1+𝑙+𝑛
𝑐2𝑘+𝑙+𝑛
⋮
𝑐𝑘+1+𝑙+𝑛
 
)
 
 
                (3.3) 
                    +  ?̅?2𝑘+1+𝑙(𝑐𝑘+𝑙+𝑛 , … , 𝑐0) 
with  𝑆𝑘(𝑐𝑘+𝑛, … , 𝑐0) ∈ 𝕂
(1+𝑘)∙𝑟,(1+𝑘)∙𝑑 and 𝛾𝑖
2𝑖+𝑙 , 𝑖 = 0,… , 𝑘 multiplying vectors of dimension 𝑟. 
Again, we used 𝑇𝑦𝑗,𝑖
2𝑖 = 0 ∈ 𝕂𝑟,𝑑 if 𝑗 < 0, and as before note that  𝑆𝑘(𝑐𝑘+𝑛, … , 𝑐0) ∈ 𝕂
(1+𝑘)∙𝑟,(1+𝑘)∙𝑑 
arises by bordering of  𝑆𝑘−1(𝑐𝑘−1+𝑛, … , 𝑐0) ∈ 𝕂
𝑘∙𝑟,𝑘∙𝑑 appropriately.  
Without change of notation, formulas (2.7) remain valid for 𝑚 ≥ 1 fixed, and analogously to 
(2.8), (2.9), we assume the existence of (𝑐𝑚+𝑛, … , 𝑐0) ∈ 𝕂
(𝑚+𝑛+1)∙𝑑 with 
 𝑆𝑚−1(𝑐𝑚−1+𝑛, … , 𝑐0) = 0 ∈ 𝕂
𝑚∙𝑟,𝑚∙𝑑                                                            
?̅?1(𝑐𝑛, … , 𝑐0) = ⋯ = ?̅?2𝑚(𝑐𝑚+𝑛, … , 𝑐0) = 0 ∈ 𝕂
𝑟 ,                                               
implying 𝑇1(𝑐1+𝑛, … , 𝑐0) = ⋯ = 𝑇
2𝑚(𝑐2𝑚+𝑛, … , 𝑐0) = 0 ∈ 𝕂
𝑟 with arbitrary coefficients (𝑐2𝑚+𝑛, 
… , 𝑐𝑚+𝑛+1) ∈ 𝕂
𝑚∙𝑑. Further, the remaining equations of the system of undetermined coefficients 
read by (1.5) and (3.3) for 𝑙 ≥ 0 
𝑇2𝑚+1+𝑙(𝑐2𝑚+1+𝑙+𝑛, … , 𝑐0) =  Γ𝑚(𝑙) ∙ 𝑆𝑚(𝑐𝑚+𝑛, … , 𝑐0) ∙ (
𝑐2𝑚+1+𝑙+𝑛
⋮
𝑐𝑚+1+𝑙+𝑛
)+ ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙+𝑛, … , 𝑐0)  
= [ 𝛾0
2𝑚+𝑙   ⋯  𝛾𝑚
2𝑚+𝑙  ] ∙
(
 
 
0 0 ⋯ 𝑇𝑦𝑛−𝑚,0
0
⋮ ⋮ ⋯ ⋮
0 0 ⋯ 𝑇𝑦𝑛,𝑚
2𝑚
)
 
 
∙ (
𝑐2𝑚+1+𝑙+𝑛
⋮
𝑐𝑚+1+𝑙+𝑛
)+ ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙+𝑛, … , 𝑐0)         
= [ 𝛾0
2𝑚+𝑙 ∙ 𝑇𝑦𝑛−𝑚,0
0 +⋯+ 𝛾𝑚
2𝑚+𝑙 ∙ 𝑇𝑦𝑛,𝑚
2𝑚  ] ∙ 𝑐𝑚+1+𝑙+𝑛 + ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙+𝑛, … , 𝑐0)                        
=∶  𝐻(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) ∙ 𝑐𝑚+1+𝑙+𝑛   +  ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙+𝑛 , … , 𝑐0) = 0                                              (3.4) 
with matrix 𝐻(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) ∈ 𝕂
𝑟,𝑑 and ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙+𝑛, … , 𝑐0) ∈ 𝕂
𝑑. Our aim is to solve (3.4) 
recursively with respect to 𝑐𝑚+1+𝑙+𝑛 and 𝑙 ≥ 0.     
In the quadratic case 𝑟 = 𝑑, setting 
𝑔(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) ≔ 𝑑𝑒𝑡[ 𝐻(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) ] ,                                          (3.5) 
a polynomial 𝑔(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) with respect to 𝑙 of degree at most  𝑚𝑑 ≥ 1 occurs, implying  
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𝑐𝑚+1+𝑙+𝑛 = −𝐻(𝑙, 𝑐𝑚+𝑛, … , 𝑐0)
−1 ∙  ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙+𝑛, … , 𝑐0)                                 (3.6) 
for 𝑙 ≥ 0, as long as 𝑔(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) is different from zero. If 𝑔(𝑙1̅, 𝑐𝑚+𝑛, … , 𝑐0) = 0 for some 
𝑙1̅ ≥ 0, then by (3.4) we additionally have to require 
 ?̅?2𝑚+1+𝑙1̅(𝑐𝑚+𝑙1̅+𝑛, … , 𝑐0) ∈ 𝑅[ 𝐻(𝑙1̅, 𝑐𝑚+𝑛, … , 𝑐0) ]                                     (3.7) 
with 𝑅[ ∙ ] denoting the range of the matrix in brackets. An affine subspace of solutions arises 
with dimension given by the nullspace of 𝐻(𝑙1̅, 𝑐𝑚+𝑛, … , 𝑐0). If a second integer root 𝑙2̅ > 𝑙1̅ of 
𝑔(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) = 0 occurs, we have to assume  
 ?̅?2𝑚+1+𝑙2̅(𝑐𝑚+𝑙2̅+𝑛, … , 𝑐𝑚+1+𝑙1̅+𝑛, … , 𝑐0) ∈ 𝑅[ 𝐻(𝑙2̅, 𝑐𝑚+𝑛, … , 𝑐0) ]                      (3.8) 
for at least one value of 𝑐𝑚+1+𝑙1̅+𝑛 and a second affine subspace arises. Continuing this process 
up to the largest integer root 𝑙?̅? of 𝑔(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) = 0, the following results are shown in the 
quadratic case 𝑟 = 𝑑.  
Theorem 2 : Given (𝑐𝑚+𝑛, … , 𝑐0) ∈ 𝕂
(𝑚+𝑛+1)∙𝑑 , 𝑚 ≥ 1, 𝑑 ≥ 1, 𝑛 ≥ 0 with 
(i)  𝑆𝑚−1(𝑐𝑚−1+𝑛, … , 𝑐0) = 0 ∈ 𝕂
𝑚∙𝑑,𝑚∙𝑑    and    𝑆𝑚(𝑐𝑚+𝑛, … , 𝑐0) ≠ 0 ∈ 𝕂
(𝑚+1)∙𝑑,(𝑚+1)∙𝑑 
(ii) ?̅?1(𝑐𝑛, … , 𝑐0) = ⋯ = ?̅?2𝑚(𝑐𝑚+𝑛, … , 𝑐0) = 0 ∈ 𝕂
𝑑  
We obtain  
1) If 𝑔(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) ≠ 0 for 𝑙 ≥ 0, 𝑙 ∈ ℕ, then (𝑐𝑚+𝑛, … , 𝑐0) can uniquely be continued by 
(3.6) to a power series solution of 𝐺[ 𝑥, 𝑦, 𝑦′, … , 𝑦(𝑛) ] = 0 according to  
𝑦(𝑥) =  𝑐0 +  𝑐1 ∙ 𝑥 + ⋯+
1
(𝑚 + 𝑛)!
 𝑐𝑚+𝑛 ∙ 𝑥
𝑚+𝑛  + ∑  
1
𝑖!
 𝑐𝑖
∞
𝑖=𝑚+1+𝑛
∙ 𝑥𝑖 .                         
2) If 𝑝 ≥ 1 integer solutions 0 ≤ 𝑙1̅ < ⋯ < 𝑙?̅? , 𝑝 ≤ 𝑚𝑑 of 𝑔(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) = 0 exist, then 
we require additionally (3.7) and (3.8) with 𝑙1̅, … , 𝑙?̅?, implying the existence of a family of 
power series solutions of dimension 𝑞 with 1 ≤ 𝑞 ≤ 𝑚𝑑2.  
Remarks : 1) In the underdetermined case 𝑟 < 𝑑, a similar theorem is obviously valid, where 
the determinant in (3.5) has to be replaced by the set of (𝑟 × 𝑟)-minors of the matrix 
𝐻(𝑙, 𝑐𝑚+𝑛, … , 𝑐0) ∈ 𝕂
𝑟,𝑑. Then, if for every 𝑙 ≥ 0, a minor different from zero exists, i.e. if the rank 
of the matrix equals 𝑟 for 𝑙 ≥ 0, 𝑙 ∈ ℕ, we obtain a family of power series solutions. If a rank drop 
occurs at some 𝑙 = 𝑙1̅, then, as usual, solvability has to be required by (3.7), (3.8) for continuing 
the procedure. 
2)  As in the scalar case, Theorem 2 remains valid under perturbations of 𝐺 by order of  2𝑚 + 1. 
3)  In the algebraic case 𝑛 = 0 with 
𝐺[ 𝑥, 𝑦 ] = 0,                                                                                        
𝐺 ∈ 𝐶∞(𝕂1+𝑑, 𝕂𝑑), 𝑑 ≥ 1, the matrix  𝑆𝑘(𝑐𝑘, … , 𝑐0) in (3.3) simplifies again to a diagonal matrix 
and assuming (i), (ii), equation (3.4) reads 
𝑇2𝑚+1+𝑙(𝑐𝑚+1+𝑙, … , 𝑐0)  =  𝛾𝑚
2𝑚+𝑙⏞  
≠0
∙ 𝑇𝑦0,𝑚
2𝑚 ∙ 𝑐𝑚+1+𝑙  +  ?̅?2𝑚+1+𝑙(𝑐𝑚+𝑙 , … , 𝑐0)  =  0.           (3.9) 
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If 𝑑𝑒𝑡 (𝑇𝑦0,𝑚
2𝑚 ) ≠ 0, then equation (3.9) can uniquely be solved with respect to 𝑐𝑚+1+𝑙 implying the 
existence of a power series solution according to case 1) of Theorem 2.   
Further, from (i) and (ii), we deduce for arbitrary 𝑐𝑚+1 ∈ 𝕂
𝑑 by Taylor expansion  
𝐺 [ 𝑥,  𝑐0 + 𝑐1𝑥 +⋯+
1
𝑚!
𝑐𝑚𝑥
𝑚 +
1
(𝑚 + 1)!
𝑐𝑚+1𝑥
𝑚+1 ]                                      (3.10) 
=
1
(2𝑚 + 1)!
 𝑥2𝑚+1 ∙ 𝑇2𝑚+1(𝑐𝑚+1, … , 𝑐0)  +  𝑥
2𝑚+2 ∙ ℛ2𝑚+1(𝑥, 𝑐𝑚+1, … , 𝑐0) 
and splitting off 𝑥2𝑚+1 as well as using (3.9) with 𝑙 = 0, we obtain the equation  
1
(2𝑚 + 1)!
∙ [ 𝛾𝑚
2𝑚 ∙ 𝑇𝑦0,𝑚
2𝑚 ∙ 𝑐𝑚+1 + ?̅?2𝑚+1(𝑐𝑚, … , 𝑐0)  ]   +  𝑥 ∙ ℛ2𝑚+1(𝑥, 𝑐𝑚+1, … , 𝑐0) = 0    (3.11) 
which can obviously be solved with respect to 𝑐𝑚+1 by use of the implicit function theorem using 
𝑑𝑒𝑡 (𝑇𝑦0,𝑚
2𝑚 ) ≠ 0, i.e. a smooth function 𝑐𝑚+1(𝑥) exists with  
 𝐺 [ 𝑥,  𝑐0 + 𝑐1𝑥 +⋯+ 
1
𝑚!
𝑐𝑚𝑥
𝑚  +  
1
(𝑚 + 1)!
 𝑐𝑚+1(𝑥) 𝑥
𝑚+1 ] = 0.                      (3.12) 
Now, in contrast to the scalar situation with 𝑑 = 1, in the next step we will see that the existence 
of 𝑐𝑚+1(𝑥) in (3.12) cannot be ascertained by Tougeron’s implicit function theorem for 𝑑 ≥ 2. 
First, note that     
𝐺[ 𝑥,  𝑐0 + 𝑐1𝑥 +⋯+
1
𝑚!
𝑐𝑚𝑥
𝑚
⏟                
= ?̅?(𝑥)
 + 
1
(𝑚 + 1)!
𝑐𝑚+1𝑥
𝑚+1 ]  =  𝑂( |𝑥|2𝑚+1 )             (3.13) 
by (3.10), and secondly by chain rule and (3.11), the identities   
𝑑
𝑑𝑐𝑚+1
𝐺 [ 𝑥, ?̅?(𝑥) +
1
(𝑚 + 1)!
𝑐𝑚+1𝑥
𝑚+1 ]                                                                                        
= 𝐺𝑦 [ 𝑥, ?̅?(𝑥) +
1
(𝑚 + 1)!
𝑐𝑚+1𝑥
𝑚+1 ] ∙
1
(𝑚 + 1)!
 𝑥𝑚+1                                                        
=
(3.10)
(3.11) 1
(2𝑚 + 1)!
 𝑥2𝑚+1 ∙ 𝛾𝑚
2𝑚 ∙ 𝑇𝑦0,𝑚
2𝑚   +  𝑥2𝑚+2 ∙
𝑑
𝑑𝑐𝑚+1
ℛ2𝑚+1(𝑥, 𝑐𝑚+1, … , 𝑐0)                    
are valid, implying 
𝐺𝑦[ 𝑥, ?̅?(𝑥) ] =  𝑥
𝑚 ∙ 𝐴(𝑥)                                                                     
𝑑𝑒𝑡{ 𝐺𝑦[ 𝑥, ?̅?(𝑥) ] } =  𝑥
𝑚∙𝑑 ∙ 𝑑𝑒𝑡 { 𝐴(𝑥) }⏞       
≠0
                                                     
with 𝑐𝑚+1 = 0 and 𝐴(𝑥) ∈ 𝕂
𝑑,𝑑 . Hence, the determinant of the Jacobian with respect to 𝑦 varies 
along the approximative solution curve  ?̅?(𝑥) =  𝑐0 + 𝑐1𝑥 +⋯+
1
𝑚!
𝑐𝑚𝑥
𝑚  by order of  𝑚𝑑 and 
we need  
𝐺[ 𝑥, ?̅?(𝑥) ] =  𝑂( |𝑥|2𝑚𝑑  ) 
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for application of Tougeron’s implicit function theorem (cf. [H], [R] with 𝑐 = 0). Now, by (3.13), 
we only have 𝐺[𝑥, ?̅?(𝑥)] =  𝑂(|𝑥|2𝑚+1) and due to 2𝑚𝑑 > 2𝑚 + 1 for 𝑚 ≥ 1, 𝑑 ≥ 2, the assump-
tions of Tougeron’s implicit function theorem are not satisfied along ?̅?(𝑥).  
In other words, for application of Tougeron’s implicit function theorem, the approximation ?̅?(𝑥) 
has to be refined to higher order. This is well known, that measuring the degeneracy of a solu-
tion curve in terms of the determinant of the Jacobi matrix along the approximation may not be 
optimal. A refinement of the measure seems to be given by choosing appropriate subspaces with 
corresponding filtration and projection operators, as shown in [ELG] and [BK], [S3].  
Anyway, even for the simple constellation of Theorem 2 with 𝐺[𝑥, 𝑦] = 0, 𝐺 ∈ 𝐶∞(𝕂1+𝑑, 𝕂𝑑), 
we obtain a generalization of Tougeron’s implicit function theorem (admitted in a specific con-
stellation) and hence, it may be worth to state the algebraic result with 𝑛 = 0 separately. 
Corollary 1 : Given (𝑐𝑚, … , 𝑐0) ∈ 𝕂
(𝑚+1)∙𝑑 , 𝑚 ≥ 1, 𝑑 ≥ 1 with 
(i) 𝑇𝑦0,0
0 = ⋯ = 𝑇𝑦0,𝑚−1
2(𝑚−1)
= 0 ∈ 𝕂𝑑,𝑑       and        𝑑𝑒𝑡 ( 𝑇𝑦0,𝑚
2𝑚  ) ≠ 0 
(ii) ?̅?1(𝑐0) = ⋯ = ?̅?2𝑚(𝑐𝑚, … , 𝑐0) = 0 ∈ 𝕂
𝑑, 
then a smooth function 𝑐𝑚+1(𝑥) exists with  
𝑐𝑚+1(0) = −
1
𝛾𝑚
2𝑚 ∙ 𝑇𝑦0,𝑚
2𝑚
−1
∙ ?̅?2𝑚+1(𝑐𝑚, … , 𝑐0)                                                      
 𝐺 [ 𝑥,  𝑐0 + 𝑐1𝑥 +⋯+ 
1
𝑚!
𝑐𝑚𝑥
𝑚 + 
1
(𝑚 + 1)!
 𝑐𝑚+1(𝑥) 𝑥
𝑚+1 ] = 0.                                   
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