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FROM REFINED ESTIMATES FOR SPHERICAL HARMONICS
TO A SHARP MULTIPLIER THEOREM ON THE GRUSHIN
SPHERE
VALENTINA CASARINO, PAOLO CIATTI, AND ALESSIO MARTINI
Abstract. We prove a sharp multiplier theorem of Mihlin–Ho¨rmander type
for the Grushin operator on the unit sphere in R3, and a corresponding bound-
edness result for the associated Bochner–Riesz means. The proof hinges on
precise pointwise bounds for spherical harmonics.
1. Introduction
Since its introduction in [G], the so-called Grushin operator of step r+1, defined
in the bidimensional setting as
Gr = −
(
∂
∂u
)2
− u2r
(
∂
∂v
)2
, (1.1)
where r is a positive integer and (u, v) are coordinates on R2, received considerable
attention as a prototypical example of a degenerate elliptic, hypoelliptic operator.
The (r + 1)-step Grushin plane, that is R2 with the Lebesgue measure and the
control distance associated to Gr, turns out to be a space of homogeneous type in
the sense of Coifman and Weiss, and many classical problems in harmonic analysis,
like restriction estimates, spectral multipliers theorems, Hardy inequalities, heat
kernel bounds, Lp estimates for the wave equation, and properties of Hardy and
BMO spaces have been successfully addressed in the last years in this framework,
also in higher dimension and for fractional values of r (see, e.g., [Ga, Mey, RoSi,
MSi, JSaTh, CSi, JTh, MMu¨1, BFI2, COu, DzJ, LRuY] and references therein).
Despite the prototypical nature of (1.1), the study of analogous problems for
Grushin-type operators on more general manifolds often proves to be challenging
and not as many results are available. In a few recent works [BFI1, BoPSe, Pe],
some attention has been given to 2-step Grushin-type operators on the unit sphere
S = {z ∈ R3 : z21 + z22 + z23 = 1}
in R3. The operator studied in [BoPSe] is self-adjoint with respect to a measure
on the sphere that is singular along the equator E = {z ∈ S : z3 = 0} and
can be thought of the Laplace–Beltrami operator for a certain almost-Riemannian
structure on S [BoL]. Instead [BFI1, Pe] consider, in analogy with the analysis
extensively carried out on the Grushin plane, an operator L that is self-adjoint
with respect to the standard rotation-invariant measure σ on S.
Let us give some more details on the latter perspective, which is the one that
we adopt in this paper. The sphere S has a natural, rotation-invariant Riemannian
structure induced by the ambient space R3. The vector fields Z1, Z2, Z3, defined by
Z1 = z3
∂
∂z2
− z2 ∂
∂z3
, Z2 = z1
∂
∂z3
− z3 ∂
∂z1
, Z3 = z2
∂
∂z1
− z1 ∂
∂z2
,
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span at each point of S the tangent space to S and
∆ = −(Z21 + Z22 + Z23 )
is the Laplace–Beltrami operator on S. Since [Z1, Z2] = Z3, the system of vector
fields {Z1, Z2} is bracket-generating and determines a sub-Riemannian structure
on S. We call Grushin sphere the sphere S, equipped with this sub-Riemannian
structure and with the standard Riemannian measure σ, and spherical Grushin
operator the self-adjoint sub-elliptic operator
L = −(Z21 + Z22 ).
Note that L degenerates on the equator E, since span{Z1, Z2} is one-dimensional
there, whereas L is elliptic on S\E. Indeed, in suitable spherical coordinates (θ, ϕ),
Lf = − 1
cos θ
∂
∂θ
(
cos θ
∂
∂θ
f
)
− tan2 θ
(
∂
∂ϕ
)2
f, (1.2)
where the singularity θ = 0 corresponds to the equator E.
The classical spherical harmonics Yℓ,m (ℓ ∈ N, −ℓ ≤ m ≤ ℓ) with pole (1, 0, 0),
usually studied as eigenfunctions of the Laplace–Beltrami operator ∆, are eigen-
functions of the Grushin operator L as well:
LYℓ,m = λℓ,mYℓ,m,
where λℓ,m = ℓ(ℓ + 1) − m2; therefore they can be used to describe the spectral
decomposition and define a functional calculus for L. Here we are interested in Lp
boundedness properties of the multiplier operator
F (L) =
∑
(ℓ,m)∈N×Z : |m|≤ℓ
F (λℓ,m)πℓ,m, (1.3)
initially defined on L2(S), where F : R → C is a bounded Borel function and πℓ,m
is the orthogonal projection operator mapping L2(S) onto CYℓ,m. More precisely,
we seek minimal differentiability requirements which, imposed on F , guarantee the
boundedness of F (L) on Lp(S) for p 6= 2. This is a classical problem in harmonic
analysis, which has been studied for many operators and eigenfunction expansions,
though sharp results are only known in a few cases.
Choose a nontrivial cut-off function η ∈ C∞c ((0,∞)). For all q ∈ [1,∞] and
s ∈ [0,∞), let Lqs(R) denote the Lq Sobolev space on R of order s. Our main result
is the following multiplier theorem of Mihlin–Ho¨rmander type for L.
Theorem 1.1. Let d = 2 be the topological dimension of S. Let s > d/2.
(i) For all continuous functions F : R→ C supported in [1/4, 1],
sup
t>0
‖F (tL)‖L1(S)→L1(S) ≤ Cs ‖F‖L2s . (1.4)
(ii) For all bounded Borel functions F : R→ C such that F |(0,∞) is continuous,
‖F (L)‖L1(S)→L1,∞(S) ≤ Cs sup
t≥0
‖F (t·) η‖L2s . (1.5)
Hence, whenever the right-hand side of (1.5) is finite, the operator F (
√L)
is of weak type (1, 1) and bounded on Lp(S) for all p ∈ (1,∞).
(iii) Let p ∈ [1,∞]. If δ > (d − 1)|1/2 − 1/p|, then the Bochner–Riesz means
(1 − tL)δ+ of order δ associated with L are bounded on Lp(S) uniformly in
t ∈ (0,∞).
Note that the supremum in the right-hand side of (1.5) includes t = 0 and there-
fore majorizes |F (0)|; moreover, the finiteness of the supremum depends only on
F and not on the choice of the cut-off η. We remark that, for a Borel function
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F : R → C, the finiteness of the right-hand side of (1.4) implies, by Sobolev’s em-
bedding, that F coincides Lebesgue-a.e. with a continuous function; the continuity
assumption in part (i) of Theorem 1.1 is meant to specify that it is this continuous
representative of F that is to be used to define the operators F (tL). A similar
observation applies to the continuity assumption in part (ii).
The above multiplier theorem is sharp, in the sense that the condition s > d/2 on
the order of smoothness s cannot be weakened. The optimality follows from a now
standard transplantation argument, originally due to Mitjagin [Mi], mainly known
from a paper by Kenig, Stanton and Tomas [KeStT]. Since L is elliptic away from
the equator, by means of Mitjagin’s argument we deduce the sharpness of Theorem
1.1 from the sharpness of the analogous results for the Laplace operator on Rd.
It should be noted that the analogue of Theorem 1.1 where L is replaced by the
Laplace–Beltrami operator ∆ follows from the classical results of [SeeSo, So4], that
hold more generally for elliptic operators on compact manifolds. On the other hand,
the Grushin operator L is not elliptic on the whole sphere, which makes its analysis
particularly arduous, especially when it comes to sharp multiplier theorems.
Indeed the lack of ellipticity of the Grushin operator L is related to the fact that
the “local dimension” Q associated to the sub-Riemannian structure at each point
of the equator is larger [FePh] than the topological dimension d of the sphere (in
this case Q = 3), and it would be relatively straightforward [He2, DOSi] to prove a
weaker result than Theorem 1.1, with smoothness condition s > Q/2, and the L2
Sobolev norms in (1.4)-(1.5) replaced by L∞ Sobolev norms.
The mismatch between the natural dimensional parameter associated to the
geometry of a sub-elliptic operator and the optimal smoothness condition in a
multiplier theorem of Mihlin–Ho¨rmander type was first noted in the case of a sub-
Laplacian on the Heisenberg groups [He1, Mu¨S], and has been since then the object
of a number of studies. Despite many recent developments, especially in the case of
homogeneous sub-Laplacians on 2-step stratified groups (see [MMu¨2] and references
therein), the problem of determining the optimal smoothness condition remains
widely open: sharp results are known only in particular cases, and there appears
to be no optimal result of the same level of generality of those available for elliptic
operators. The present work can therefore be considered as part of an ongoing
effort in the investigation of sub-elliptic operators, whereby progress on the general
case is sought by analysing particularly significant instances.
In these respects, the spherical Grushin operator L presents a combination of
features that makes its study especially interesting. Indeed, differently from the
aforementioned homogeneous sub-Laplacians, the operator L has discrete spectrum,
and moreover it is not group-invariant, in the sense that there is no transitive group
action on S preserving L. Sharp multiplier theorems have already been obtained
for sub-elliptic operators with discrete spectrum [CoSi, CoKSi, CCMS, ACMM],
but the known results always involve group-invariant operators. Conversely, [MSi,
MMu¨1] give a sharp multiplier theorem for the 2-step Grushin operator G1 and its
higher-dimensional versions, which are not group-invariant, but have continuous
spectrum. The combination of discrete spectrum and lack of group-invariance is
therefore a novel feature of the result discussed here, which is reflected in the
technical challenges of its proof.
More precisely, the proof of Theorem 1.1 follows the general pattern used in
previous works [He1, Mu¨S, CoSi, MSi], which essentially reduces the sharp multi-
plier theorem to a so-called “weighted Plancherel-type estimate”. In the case of the
spherical Grushin operator L, the proof of the weighted Plancherel-type estimate
requires very precise pointwise bounds for the spherical harmonics Yℓ,m, which must
be uniform with respect to the parameters ℓ and m. From this point of view, our
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proof has some similarities with that of [MSi] for the plane Grushin operator, where
instead precise bounds for Hermite functions are exploited.
However, in the case of [MSi], the required bounds for Hermite functions were
available in the literature and could be immediately used. Instead, perhaps sur-
prisingly, despite the fact that spherical harmonics have ubiquitous applications in
mathematics and in physics, and a wealth of estimates for them have been obtained,
also recently [Kr, RWar, BDWZ, HSc, Ha, FSab], we could not find in the literature
suitable pointwise bounds for Yℓ,m that could be used “out of the box”.
Hence part of this paper is devoted to the proof of these bounds, which may
be of independent interest. Namely, since the spherical harmonics Yℓ,m may be
explicitly written in terms of the associated Legendre functions Pmℓ , we use some
earlier asymptotic approximations for Pmℓ [BoyD, O1, O3], in combination with
classical estimates for Hermite and Bessel functions [AsWa, MuSp] and more recent
estimates for spherical harmonics [RWar, BDWZ, HSc], to show that the behaviour
of Yℓ,m follows two different regimes depending on the range where ℓ and m vary;
this corresponds to the well-known fact that both Hermite functions and Bessel
functions can be obtained as suitable limits of Legendre functions [Sz, eqs. (5.6.3)
and (8.1.1)]. More precisely, if |m| ≥ ǫ(ℓ + 1/2) for some ǫ ∈ (0, 1) (the “Hermite
regime”), in the light of some estimates in [O1, O3] we prove that
|Yℓ,m(z)| ≤ Cǫ
{
((1 + ℓ)−1 + |z23 − a2ℓ,m|)−1/4 for all z ∈ S,
|z3|−1/2 exp(−cℓz23) if |z3| ≥ K aℓ,m,
where K, c, Cǫ are suitable positive constants and the “critical point” aℓ,m is given
by
aℓ,m =
√
1− b2ℓ,m, bℓ,m = |m|/(ℓ+ 1/2). (1.6)
If instead |m| ≤ ǫ(ℓ+ 12 ) (the “Bessel regime”), from some bounds proved in [BoyD]
we derive that
|Yℓ,m(z)| ≤ Cǫ

(
(1+|m|)4/3
(1+ℓ)2 + |z23 − a2ℓ,m|
)−1/4
for all z ∈ S,
b
−1/2
ℓ,m 2
−m if
√
1− z23 ≤ bℓ,m/4.
This dichotomy reflects two different types of eigenfunction concentration occur-
ring on the sphere, which are best exemplified by zonal (m = 0) and highest weight
(m = ℓ) spherical harmonics: zonal harmonics present extreme concentration at the
poles, while highest weight harmonics are highly concentrated around the equator
(cf. [So2, So3]). These two competing concentration phenomena determine the form
of the sharp Lp → L2 bounds of the spectral projections of the Laplace–Beltrami
operator ∆, which were first proved by Sogge [So1] and in the last thirty years have
been extended and improved in several ways (see [So2, Ze1, Ze2] and references
therein). Given the “dual nature” of the spherical Grushin operator L (elliptic at
the poles and sub-elliptic at the equator), it is natural that the interaction of the
two types of concentration plays a substantial role in its analysis too.
As a matter of fact, the existence of two different regimes, as well as the presence
of two discrete parameters instead of one, makes it more technically demanding, to
deal with spherical harmonics, compared to the case of Hermite functions and the
plane Grushin operator. This is true not only in the derivation of the pointwise
bounds, but also in their application to prove the weighted Plancherel-type esti-
mate: one should compare the proofs of [MSi, Lemma 9 and Proposition 10] with
those of Propositions 4.2, 4.3 and 4.4 below.
The relation between the spherical and plane Grushin operators appears not
only on the eigenfunctions’ side. Indeed, a comparison of (1.1) and (1.2) highlights
that the plane Grushin operator G1 can be thought of as a “local model” for the
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spherical Grushin operator L at each point of the equator. This can be made
precise by means of a “contraction” procedure, whereby G1 is written as a limit of
rescaled versions of L through nonisotropic dilations δt(u, v) = (tu, t2v) on R2. A
generalisation of Mitjagin’s transplantation technique [M, Section 5] can then be
applied to show that our Theorem 1.1 for L implies the corresponding result for G1
proved in [MSi].
In view of the results on higher dimensional “flat” Grushin spaces Rd1 × Rd2
[MSi, MMu¨1], it would be interesting to study spectral multipliers on higher di-
mensional Grushin-type spheres as well (see, e.g., [BFI1]). In particular, a natural
higher-dimensional generalisation of L would be a spherical Grushin operator with
a one-codimensional equatorial singularity, whose local model is a flat Grushin op-
erator with d1 = 1 < d2. In the flat case, however, the classical approach based on
weighted Plancherel-type estimates appears not to suffice to obtain a sharp mul-
tiplier theorem when d1 < d2 [MSi] and, to overcome this difficulty, a different
approach was developed in [MMu¨1]. It is likely that similar issues may arise in the
analysis of higher-dimensional spherical Grushin operators and that new techniques
and ideas may be necessary. We hope to extend our methods to cover this different
framework in the near future.
The schema of the paper is as follows. In Section 2 we recall the main facts
about the unit sphere S in R3 with the Grushin structure. We also discuss the
metric features of S, providing a precise estimate for the sub-Riemannian distance.
Finally, we discuss the decomposition of L2(S) in terms of spherical harmonics and
introduce the orthogonal polynomials and the special functions that play a role
in our study. In Section 3 we prove pointwise bounds for the spherical harmonics
Yℓ,m, uniformly valid with respect to ℓ,m. Section 4 is devoted to the proof of the
weighted Plancherel-type estimate. The latter is the gist in the proof of the sharp
multiplier theorem, which is presented in Section 5.
In the following, we use the “variable constant convention”, according to which
positive constants are denoted by symbols such as C or Cǫ, and these are not
necessarily equal at different occurrences. For any two nonnegative quantities a
and b we write a . b instead of a ≤ Cb and a & b instead of a ≥ Cb; moreover
a ≃ b stands for the conjunction of a & b and a . b.
2. Preliminaries
2.1. The Grushin sphere. Let the vector fields Z1, Z2, Z3 on the unit sphere S
in R3 be defined as in the introduction, and recall that ∆ = −(Z21 + Z22 + Z23 ) is
the Laplace–Beltrami operator on S. Note that
[Z1, Z2] = Z3, [Z2, Z3] = Z1, [Z3, Z1] = Z2.
So the system of vector fields {Z1, Z2} is 2-step bracket-generating and determines
a sub-Riemannian structure on S (more on sub-Riemannian geometry can be found,
e.g., in [BeRi, CaCh, Mo]). At each point z ∈ S, the horizontal distribution
HzS = span{Z1|z, Z2|z}
is given the inner product 〈·, ·〉z corresponding to the norm
|v|z = inf{
√
a2 + b2 : a, b ∈ R, v = aZ1|z + bZ2|z}
for all z ∈ S and v ∈ HzS. Note that the horizontal distribution has not constant
rank and degenerates at the equator E = {z ∈ S : z3 = 0}. If z ∈ E, then
dimHzS = 1 and | · |z coincides with (the restriction of) the standard Riemannian
norm. If z ∈ S \ E, then dimHzS = 2 and {Z1|z, Z2|z} is an orthonormal basis of
HzS with respect to the inner product 〈·, ·〉z .
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We denote by ̺ the corresponding sub-Riemannian distance on S: in other words,
for all z, z′ ∈ S, ̺(z, z′) is the infimum of the lengths L(γ) of all horizontal curves
γ joining z to z′. Here a horizontal curve is an absolutely continuous curve γ :
[a, b]→ S whose derivative γ′(t) ∈ Hγ(t)S for almost all t ∈ [a, b]; the length of such
a curve is defined by L(γ) =
∫ b
a
|γ′(t)|γ(t) dt.
The sphere S, with the above sub-Riemannian structure and the standard Rie-
mannian measure σ, will be referred to as the Grushin sphere. Note that our choice
of the measure on S differs from that of [BoPSe]. In particular, with our choice of
σ, the vector fields Z1, Z2 are (formally) skew-adjoint and the corresponding “sum
of squares” operator L = −(Z21 + Z22 ), called the Grushin operator, is self-adjoint.
Note that the sub-Riemannian distance ̺ is the “control distance” associated to L
and finite propagation speed holds: for all t ∈ R and f, g ∈ L2(S),
〈cos(t
√
L)f, g〉 = 0 whenever ̺(supp f, supp g) > |t|
(see [Me]; cf. also [CoM] and [RoSi, Proposition 4.1]).
Observe that
[∆, Zj ] = 0 for j = 1, 2, 3.
In particular, if we define
T = iZ3,
then the operators ∆, T,L are self-adjoint and commute pairwise, and moreover
L = ∆− T 2.
This shows that the spectral decomposition of L can be reduced to the joint spectral
decomposition of ∆, T .
Similarly as in [BoPSe], if we introduce on S the coordinate system
⌊θ, ϕ⌉ := (cos θ cosϕ, cos θ sinϕ, sin θ),
where θ ∈ [−π2 , π2 ] and ϕ ∈ T := R/2πZ, then
dσ(⌊θ, ϕ⌉) = cos θ dθ dϕ
and
Z1 = cosϕX2 − sinϕX1, Z2 = sinϕX2 + cosϕX1, Z3 = − ∂
∂ϕ
,
where X1 and X2 are defined by
X1 =
∂
∂θ
, X2 = tan θ
∂
∂ϕ
. (2.1)
In particular
L = Z+1 Z1 + Z+2 Z2 = X+1 X1 +X+2 X2 (2.2)
(here X+j and Z
+
j denote the formal adjoints of Xj and Zj), which gives (1.2), and
moreover
T = −i ∂
∂ϕ
.
The expression (1.2) for the spherical Grushin operator in coordinates highlights
its similarity to the plane Grushin operator G1 of (1.1). Hence it is not surprising
that, analogously as for the Grushin plane (see, e.g., [RoSi, Proposition 5.1]), a
precise estimate for the distance ̺ can be obtained.
Proposition 2.1. The sub-Riemannian distance ̺ on S satisfies
̺(⌊θ, ϕ⌉ , ⌊θ′, ϕ′⌉) ≃ |θ − θ′|+min
{
|ϕ− ϕ′|1/2, |ϕ− ϕ
′|
max{| tan θ|, | tan θ′|}
}
, (2.3)
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where |ϕ − ϕ′| denotes the arclength distance on T between ϕ, ϕ′. In particular, if
θ = θ′ = 0, then
̺(⌊0, ϕ⌉ , ⌊0, ϕ′⌉) ≃ |ϕ− ϕ′|1/2; (2.4)
moreover, for all ε > 0, if max{|θ|, |θ′|} ≥ ε then
̺(⌊θ, ϕ⌉ , ⌊θ′, ϕ′⌉) ≃ ̺R(⌊θ, ϕ⌉ , ⌊θ′, ϕ′⌉), (2.5)
where ̺R is the Riemannian distance on the sphere S and the implicit constants
may depend on ε. Consequently, the σ-measure V (⌊θ, ϕ⌉ , r) of the ̺-ball centred at
⌊θ, ϕ⌉ with radius r ≥ 0 satisfies
V (⌊θ, ϕ⌉ , r) ≃ min{1, r2max{r, |θ|}}. (2.6)
From the above estimates it is clear that ̺ is topologically, but not Lipschitz
equivalent to the Riemannian distance ̺R on the whole S. Indeed, the measure of a
̺-ball with centre on the equator E is given by V (⌊0, ϕ⌉ , r) ≃ r3 for r small, while
the corresponding volume of a Riemannian ball behaves as r2. However, far from
the equator E, ̺ is actually equivalent to ̺R.
To prove Proposition 2.1, it is convenient first to introduce a couple of lemmas.
The first one reduces global equivalence to local equivalence via compactness.
Lemma 2.2. Let X be a Hausdorff topological space and K ⊆ X ×X be compact.
Let Φ,Ψ : K → [0,∞) be continuous functions with the following properties:
• each of Φ and Ψ is point-separating, i.e., for all (x, y) ∈ K, if Φ(x, y) = 0
or Ψ(x, y) = 0 then x = y;
• Φ and Ψ are locally equivalent, i.e., for all p ∈ X with (p, p) ∈ K there
exist a neighbourhood U of p in X and a positive constant C such that
C−1Φ(x, y) ≤ Ψ(x, y) ≤ CΦ(x, y) (2.7)
for all (x, y) ∈ (U × U) ∩K.
Then Φ,Ψ are globally equivalent, i.e., there exist a positive constant C such that
(2.7) holds for all (x, y) ∈ K.
Proof. Since X is Hausdorff, the diagonal ∆X of X×X is closed. For all p ∈ X with
(p, p) ∈ K, let Up be an open neighbourhood of p in X such that (2.7) holds for all
(x, y) ∈ (Up×Up)∩K with a positive constant Cp instead of C. By compactness of
K∩∆X , we can find finitely many points p1, . . . , pk so that Up1×Up1 , . . . , Upk×Upk
coverK∩∆X . ThenK ′ := K\
⋃k
i=1 Upi×Upi is compact and does not intersect ∆X ,
so Φ,Ψ are strictly positive on K ′ and, by continuity and compactness, there exists
a positive constant C′ such that (C′)−1 < Φ(x, y),Ψ(x, y) < C′ for all (x, y) ∈ K.
By taking C = max{(C′)2, Cp1 , . . . , Cpk}, the conclusion follows. 
The second lemma reduces local equivalence of sub-Riemannian distances to
an infinitesimal condition, i.e., the equivalence of the corresponding norms on the
horizontal distributions.
Lemma 2.3. Let M,N be sub-Riemannian manifolds, with sub-Riemannian dis-
tance functions dM , dN respectively. Let F : U → V be a diffeomorphism between
open sets U ⊆ M and V ⊆ N and C1, C2 be positive constants such that, for all
p ∈ U ,
dFp(HpM) = HF (p)N (2.8)
and, for all v ∈ HpM ,
C1|dFp(v)| ≤ |v| ≤ C2|dFp(v)|. (2.9)
Then for all points p ∈ U there is a neighbourhood Ω ⊆ U of p such that
C1 dN (F (x), F (y)) ≤ dM (x, y) ≤ C2 dN (F (x), F (y)).
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for all x, y ∈ Ω.
Proof. By (2.8) and (2.9), for every horizontal curve γ in U , F ◦ γ is a horizontal
curve in V and their lengths L(γ) and L(F ◦ γ) are related by
C1L(F ◦ γ) ≤ L(γ) ≤ C2L(F ◦ γ). (2.10)
For all p ∈ M , there is r > 0 such that the sub-Riemannian ball BM (p, r) is
contained in U . Then, for all x, y ∈ BM (p, r/2),
dM (x, y) = inf{L(γ) : γ horizontal curve in U joining x to y}, (2.11)
since a curve joining x to y and leaving U must have length at least r. Similarly, if
r′ > 0 is such that BN (F (p), r′) ⊆ V , then, for all x, y ∈ BN (F (p), r′/2),
dN (x, y) = inf{L(γ) : γ horizontal curve in V joining x to y}.
Take Ω = BM (p, r/2) ∩ F−1(BN (F (p), r′/2)). Then, for all x, y ∈ Ω,
dN (F (x), F (y)) = inf{L(γ) : γ horizontal curve in V joining F (x) to F (y)}
= inf{L(F ◦ γ) : γ horizontal curve in U joining x to y},
where we used the fact that F : U → V is a diffeomorphism preserving the hori-
zontal vectors. This, combined with (2.10) and (2.11), gives the conclusion. 
Proof of Proposition 2.1. Let us first prove the equivalence (2.5). Note that the
sub-Riemannian distance ̺ and the Riemannian distance ̺R are locally equivalent
far from the equator E: indeed, since HpM = TpM for all p ∈ S \ E and the
Riemannian and sub-Riemannian inner products on TpM depend continuously on p,
we can apply Lemma 2.3 withM andN being the Riemannian and sub-Riemannian
S respectively, and F being the identity map restricted to any open subset U of S
whose closure does not intersect E. The equivalence (2.5) then follows from Lemma
2.2 applied with
K = {(⌊θ, ϕ⌉ , ⌊θ′, ϕ′⌉) ∈ S× S : max{|θ|, |θ′|} ≥ ε}; (2.12)
indeed the local equivalence condition in Lemma 2.2 need only be tested at those
points p ∈ S such that (p, p) ∈ K, i.e., far from the equator.
We now prove the equivalence (2.3). Note that the expression in the right-hand
side of (2.3) defines a continuous function Φ : S × S → [0,∞), which is point-
separating in the sense of Lemma 2.2. Hence, in order to prove the equivalence
(2.3), it is enough to show that Φ and ̺ are locally equivalent.
We first show that ̺ and Φ are locally equivalent at each point of S \ E. For
this it is certainly enough to prove that, for every ε > 0, the functions ̺ and Φ are
globally equivalent on the set K defined in (2.12). Now, if max{|θ|, |θ′|} ≥ ε, then
1/max{| tan θ|, | tan θ′|} ≃ min{cos θ, cos θ′} and |θ − θ′| ≃ | cos θ − cos θ′|, so
Φ(⌊θ, ϕ⌉ , ⌊θ, ϕ′⌉) ≃ | cos θ − cos θ′|+min{cos θ, cos θ′}|ϕ− ϕ′|
≃ |(cos θ) eiϕ − (cos θ′) eiϕ′ |
≃ ̺R(⌊θ, ϕ⌉ , ⌊θ, ϕ′⌉)
≃ ̺(⌊θ, ϕ⌉ , ⌊θ, ϕ′⌉),
where the implicit constants may depend on ε. In the last two steps we have used
(2.5) and the equivalence ̺R(⌊θ, ϕ⌉ , ⌊θ, ϕ′⌉) ≃ |(cos θ) eiϕ−(cos θ′) eiϕ′ | between the
Riemannian distance of ⌊θ, ϕ⌉ and ⌊θ, ϕ′⌉ on S and the Euclidean distance of their
projections on the equatorial plane, which are both valid when max{|θ|, |θ′|} ≥ ε.
We now prove the local equivalence of ̺ and Φ at points of the equator E. Let
G : (−π/2, π/2)× R→ S be defined by
G(u, v) = ⌊u, v⌉
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(by a small abuse of notation, we are not distinguishing v ∈ R from its equivalence
class in T = R/2πZ). Then G is a local diffeomorphism, and moreover from (2.1)
it follows that
dG
(
∂
∂u
)
= X1, dG
(
tanu
∂
∂v
)
= X2. (2.13)
Note that the Ho¨rmander system of vector fields
{
∂
∂u , u
∂
∂v
}
induces the sub-
Riemannian structure of the Grushin plane R2 (the corresponding sub-Riemannian
distance will be denoted by ̺gr), while the system {X1, X2} induces the sub-
Riemannian structure of the Grushin sphere S away from the poles. Since, for
all ε > 0, we have that tanu ≃ u if |u| ≤ π/2−ε, from (2.13) it follows that Lemma
2.3 can be applied withM being the Grushin plane R2, N being the Grushin sphere
S and F being the restriction of G to a sufficiently small open neighbourhood of any
point of (−π/2, π/2)× R, thus obtaining that ̺gr and ̺ ◦ G are locally equivalent
on (−π/2, π/2)×R. In particular, every point of E = G({0}×R) has a sufficiently
small neighbourhood U such that, for all ⌊θ, ϕ⌉ , ⌊θ′, ϕ′⌉ ∈ U ,
̺(⌊θ, ϕ⌉ , ⌊θ′, ϕ′⌉) ≃ ̺gr((θ, ϕ), (θ′, ϕ′))
≃ |θ − θ′|+min
{
|ϕ− ϕ′|1/2, |ϕ− ϕ
′|
|θ|+ |θ′|
}
≃ Φ(⌊θ, ϕ⌉ , ⌊θ′, ϕ′⌉),
where the estimate for ̺gr from [RoSi, Proposition 5.1] was used. This shows the
local equivalence of ̺ and Φ at each point of E, and concludes the proof of (2.3).
The estimate (2.6) for the volume of balls is easily obtained from the previous
estimates for ̺, by considering separately the cases |θ| ≤ π/4 and |θ| ≥ π/4. 
2.2. Spherical harmonics and spectral decompositions. Let
IS = {(ℓ,m) ∈ N× Z : |m| ≤ ℓ}.
In the following, for all (ℓ,m) ∈ IS, the symbol Yℓ,m shall denote a classical spherical
harmonic on the sphere S, explicitly given by (cf. [Zw, eq. (6.10.7)])
Yℓ,m(⌊θ, ϕ⌉) =
√
2ℓ+ 1
4π
(ℓ−m)!
(ℓ+m)!
eimϕ Pmℓ (sin θ), (2.14)
for θ ∈ [−π2 , π2 ] and ϕ ∈ [0, 2π]. Here Pmℓ denotes the associated Legendre function
(also known as Ferrers function) of indices ℓ ∈ N and m ∈ Z, with |m| ≤ ℓ, defined
as follows: for all ℓ,m ∈ N with m ≤ ℓ,
Pmℓ (x) = (−1)m(1− x2)m/2
(
d
dx
)m
Pℓ(x), (2.15)
and
P−mℓ (x) = (−1)m
(ℓ−m)!
(ℓ+m)!
Pmℓ (x). (2.16)
In (2.15) Pℓ denotes the Legendre polynomial of degree ℓ ∈ N, given by
Pℓ(x) = P
(0,0)
ℓ (x), (2.17)
P
(0,0)
ℓ being a Jacobi polynomial of degree ℓ and indices both equal to 0. More
generally, by the symbol P
(α,β)
k we shall denote the Jacobi polynomial of degree
k ∈ N and indices α, β > −1, defined by means of Rodrigues’ formula as
P
(α,β)
k (x) =
(−1)k
2k k!
(1− x)−α(1 + x)−β
(
d
dx
)k (
(1 − x)α+k(1 + x)β+k) (2.18)
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for x ∈ (−1, 1). Note that, for all ℓ,m ∈ N with m ≤ ℓ,
Pmℓ (x) = (−1)m
(ℓ+m)!
2mℓ!
(1− x2)m/2P (m,m)ℓ−m (x). (2.19)
(cf. [EMOT, §10.10, eq. (46)]). For more details about orthogonal polynomials we
refer the reader to the classical book by Szego˝ [Sz].
For future convenience, we collect some well-known properties of Yℓ,m.
Lemma 2.4. The following identities hold.
(i) For all (ℓ,m), (ℓ′,m′) ∈ IS∫
S
Yℓ,m(z)Yℓ′,m′(z) dσ(z) = δℓℓ′δmm′ .
(ii) For all (ℓ,m) ∈ IS and z ∈ S,
Yℓ,−m(z) = (−1)mYℓ,m(z).
(iii) For all ℓ ∈ N and z ∈ S,
ℓ∑
m=−ℓ
|Yℓ,m(z)|2 = σ(S)−1 (2ℓ+ 1).
Proof. (i) We refer to [Zw, eq. (6.10.9)].
(ii). This follows from (2.16); see also [Zw, eq. (6.10.8)].
(iii) See [SW2, Ch. 4, Corollary 2.9]. 
The spherical harmonics form an orthonormal basis of the Hilbert space of
square-integrable functions L2(S) [SW2, §IV.2], i.e., every such function f can be
expressed as a linear combination of spherical harmonics
f =
∑
(ℓ,m)∈IS
cℓ,m Yℓ,m, (2.20)
where the coefficients cℓ,m may be computed as
cℓ,m = 〈f, Yℓ,m〉 =
∫
S
f(z)Yℓ,m(z) dσ(z). (2.21)
We recall moreover the classical spectral decompositions
∆Yℓ,m = ℓ(ℓ+ 1)Yℓ,m
and
TYℓ,m = mYℓ,m,
for all (ℓ,m) ∈ IS, whence
LYℓ,m = λℓ,mYℓ,m,
where
λℓ,m = ℓ(ℓ+ 1)−m2
= (ℓ−m+ 1/2)(ℓ+m+ 1/2)− 1/4. (2.22)
We also recall that, for all ℓ ∈ N, the function
Yℓ,0(⌊θ, ϕ⌉) =
√
2ℓ+ 1
4π
Pℓ(sin θ)
is the zonal spherical harmonic of degree ℓ, while
Yℓ,ℓ(⌊θ, ϕ⌉) =
√
2ℓ+ 1
4π
1
(2ℓ)!
eiℓϕPℓℓ(sin θ)
=
(−1)ℓ
2ℓ ℓ!
√
2ℓ+ 1
4π
(2ℓ)! eiℓϕ (cos θ)ℓ
(2.23)
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is the highest weight spherical harmonic of degree ℓ.
The described spectral decomposition, together with the explicit formulas for L
and T given in Section 2.1, allow us to easily prove the following crucial estimate.
Lemma 2.5. Let f ∈ L2(S) be orthogonal to Yℓ,0 for all ℓ ∈ N. Then, for all
α ∈ [0, 1], ∫
S
| tan θ|2α|f(⌊θ, ϕ⌉)|2 dσ(⌊θ, ϕ⌉) ≤ ‖Lα/2|T |−αf‖2L2(S). (2.24)
Proof. Note that
‖Lα/2|T |−αf‖2L2(S) =
∑
(ℓ,m)∈IS
m 6=0
λαℓ,m|m|−2α|cℓ,m|2,
where the cℓ,m are given by (2.21). Hence the inequality (2.24) can be interpreted
as a two-weighted bound for the linear operator (cℓ,m)ℓ,m 7→
∑
ℓ,m cℓ,mYℓ,m and,
by the Stein–Weiss theorem on interpolation with change of measure [SW1], it is
enough to prove the inequality when α = 0 and α = 1.
On the other hand, if α = 0, then we even have equality in (2.24).
Suppose instead that α = 1. Note that we can write f = Tg, where
g =
∑
(ℓ,m)∈IS
m 6=0
cℓ,m
m
Yℓ,m.
Hence
‖L1/2|T |−1f‖2L2(S) = 〈Lg, g〉
= ‖X1g‖2L2(S) + ‖X2g‖2L2(S) ≥
∫
S
|(tan θ) f(⌊θ, ϕ⌉)|2 dσ(⌊θ, ϕ⌉),
where we have used the fact that L = X+1 X1 +X+2 X2 and X2 = i(tan θ)T . 
3. Pointwise and uniform bounds for spherical harmonics
We collect in this Section a number of uniform pointwise estimates for the spher-
ical harmonics Yℓ,m, that will be crucial in the remainder of the paper. Since
|Yℓ,m(⌊θ, ϕ⌉)| does not depend on ϕ, the required estimates are more conveniently
expressed in terms of the functions Y˜ℓ,m : [−1, 1]→ R defined by
Y˜ℓ,m(x) =
√
2ℓ+ 1
4π
(ℓ −m)!
(ℓ +m)!
Pmℓ (x). (3.1)
Note that |Yℓ,m(⌊θ, ϕ⌉)| = |Y˜ℓ,m(sin θ)| and ‖Yℓ,m‖∞ = ‖Y˜ℓ,m‖∞. Moreover, by
Lemma 2.4(ii),
|Y˜ℓ,m(x)| = |Y˜ℓ,−m(x)|. (3.2)
We start with a summary of some uniform weighted bounds that are available
in the literature.
Proposition 3.1. There exists a positive constant C such that:
(i) ‖Y˜ℓ,m‖∞ ≤ C(1 + ℓ)1/2 for all (ℓ,m) ∈ IS.
(ii) |Y˜ℓ,m(x)| (1 − x2)1/4 ≤ C (1 + ℓ)1/4 for all (ℓ,m) ∈ IS and x ∈ [−1, 1].
(iii) |Y˜ℓ,m(x)| |x(1 − x2)|1/6 ≤ C (1 + ℓ)1/6 for all (ℓ,m) ∈ IS and x ∈ [−1, 1].
Proof. (i). This is an immediate consequence of Lemma 2.4(iii).
(ii). This is derived in [RWar, Proposition 6] from estimates of [Kr] on Jacobi
polynomials, and is independently proved in [HSc].
(iii) See [BDWZ, Theorem 1]. 
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In the remainder of this Section we are going to prove some more refined es-
timates. Here and subsequently, aℓ,m and bℓ,m will denote the numbers in [0, 1]
defined by (1.6).
We consider first the range of (ℓ,m) ∈ IS where |m| ≥ ǫ(ℓ + 1/2) for some ǫ ∈
(0, 1). In this range, Olver [O1, O3] obtained a uniform asymptotic approximation
of Legendre functions for large ℓ in terms of Hermite functions.
We recall that, for all ν ∈ N, the ν-th Hermite function is defined by
hν(x) = (−1)ν(ν! 2ν
√
π)−1/2ex
2/2
(
d
dx
)ν
e−x
2
. (3.3)
We shall need the following asymptotic properties.
Lemma 3.2. Set N = 2ν + 1. Then
|hν(x)| ≤
{
C(N1/3 + |x2 −N |)−1/4 for all x ∈ R,
C exp(−cx2) for x2 ≥ 2N .
Proof. See [AsWa, Theorem B] or [Th, Lemma 1.5.1]. 
As a consequence of Olver’s approximation, we obtain the following estimates
for spherical harmonics.
Proposition 3.3. There exist constants K ∈ [2,∞) and c ∈ (0, 1) such that, for
all ǫ ∈ (0, 1), there exist Cǫ such that, for all (ℓ,m) ∈ IS with |m| ≥ ǫ(ℓ+ 1/2),
|Y˜ℓ,m(x)| ≤ Cǫ
{
((1 + ℓ)−1 + |x2 − a2ℓ,m|)−1/4 for all x ∈ [−1, 1],
|x|−1/2 exp(−cℓx2) for |x| ≥ K aℓ,m.
(3.4)
Proof. Thanks to the various parity properties of spherical harmonics, it is enough
to prove the above estimate when m > 0, x ∈ [0, 1) and Y˜ℓ,m is replaced by Y˜ℓ,−m.
According to [O3, eqs. (3.4)-(3.6)], the following asymptotic approximation holds:
P−mℓ (x) = κℓ,m
(
ζℓ,m(x)
2 − α2ℓ,m
x2 − a2ℓ,m
)1/4
× [U(−(ℓ−m+ 1/2), ζℓ,m(x)
√
2ℓ+ 1)
+E−1M(−(ℓ−m+ 1/2), ζℓ,m(x)
√
2ℓ+ 1)O(ℓ−2/3)]
(3.5)
for ℓ → ∞, uniformly in x ∈ [0, 1), (ℓ,m) ∈ IS and m ≥ ǫ(ℓ + 1/2). Here U is the
parabolic cylinder function (see, e.g., [O1, §5]), E−1M denotes the pointwise ratio
of the auxiliary functions M and E defined in [O1, §5.8], the numbers κℓ,m and
αℓ,m are given by
αℓ,m =
√
2
ℓ−m+ 1/2
ℓ+ 1/2
, κℓ,m =
(ℓ+ 1/2)−1/4 2−
ℓ+m
2
Γ( ℓ+m2 +
3
4 )
,
and ζℓ,m : [0, 1) → [0,∞) is the increasing bijection satisfying ζℓ,m(aℓ,m) = αℓ,m
and implicitly defined by∫ ζℓ,m(x)
αℓ,m
(τ2 − α2ℓ,m)1/2 dτ =
∫ x
aℓ,m
(t2 − a2ℓ,m)1/2
1− t2 dt (aℓ,m ≤ x < 1), (3.6)∫ αℓ,m
ζℓ,m(x)
(α2ℓ,m − τ2)1/2 dτ =
∫ aℓ,m
x
(a2ℓ,m − t2)1/2
1− t2 dt (0 ≤ x ≤ aℓ,m) (3.7)
(see [O3, eqs. (2.7)-(2.10)]; note that in [O3] the symbols ζ, a, α are used in place
of our ζℓ,m, aℓ,m, αℓ,m).
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By (3.1), we can rewrite the approximation (3.5) in terms of Y˜ℓ,−m as follows:
|x2 − a2ℓ,m|1/4Y˜ℓ,−m(x) = κ˜ℓ+m
|(ζℓ,m(x)
√
ℓ+ 1/2)2 − 2(ℓ−m+ 1/2)|1/4√
(ℓ−m)!
× [U(−(ℓ−m+ 1/2), ζℓ,m(x)
√
2ℓ+ 1)
+E−1M(−(ℓ−m+ 1/2), ζℓ,m(x)
√
2ℓ+ 1)O(ℓ−2/3)],
(3.8)
where, for all k ∈ N,
κ˜k =
√
k!
2π
2−
k
2
Γ(k2 +
3
4 )
≃ 1
by Stirling’s approximation.
We now show that the right-hand side of (3.8) is uniformly bounded (in absolute
value). Note that from [O1, §5.8] it follows easily that
|U | ≤ E−1M ≤ M
pointwise. Therefore it is enough to show that
|z2 −N |1/4√
Γ(N/2 + 1/2)
M(−N/2, z
√
2)
is uniformly bounded for z ∈ [0,∞) and N ∈ [1,∞) (consider the substitutions
N = 2ℓ − 2m + 1, z = ζℓ,m(x)
√
ℓ+ 1/2). This follows from the estimate for M
given in [O1, eq. after (6.12)] and applied with µ =
√
N and y = z/
√
N : indeed
from that estimate we deduce that
|z2 −N |1/2M2(−N/2, z√2)
Γ(N/2 + 1/2)
≤ κ N
1/3|η|1/2
1 +N1/3|η|1/2 ≤ κ
for some universal constant κ and some η ∈ R depending on N and z (see [O1, eq.
(5.14)] for the definition of η as a function of y and µ).
Since the right-hand side of (3.8) is uniformly bounded, we deduce that
|Y˜ℓ,−m(x)| ≤ Cǫ|x2 − a2ℓ,m|−1/4 (3.9)
uniformly in x ∈ [0, 1), (ℓ,m) ∈ IS and m ≥ ǫ(ℓ + 1/2). Note now that aℓ,m ≤
1− δǫ =
√
1− ǫ2 for m ≥ ǫ(ℓ+ 1/2). In particular from (3.9) it follows that
|Y˜ℓ,−m(x)| ≤ Cǫ
uniformly in x ∈ [1− δǫ/2, 1), (ℓ,m) ∈ IS and m ≥ ǫ(ℓ+ 1/2). On the other hand,
from Proposition 3.1(ii) it follows that
|Y˜ℓ,−m(x)| ≤ Cǫ(1 + ℓ)1/4
uniformly in x ∈ [0, 1− δǫ/2] and (ℓ,m) ∈ IS. By combining the last two estimates,
we obtain that
|Y˜ℓ,−m(x)| ≤ Cǫ(1 + ℓ)1/4
uniformly in x ∈ [0, 1), (ℓ,m) ∈ IS and m ≥ ǫ(ℓ + 1/2). This estimate can in turn
be combined with (3.9) to give the first inequality in (3.4).
We now turn to the second inequality in (3.4). For this we need a better control
of the “error term” E−1M in (3.8). Note that, according to [O1, §5.8], one has
E−1M(−b, w) =
√
2U(−b, w) (3.10)
for all b ∈ [0,∞) and w ∈ [ρ¯(b),∞), where ρ¯ : [0,∞) → [0,∞) is a continuous
function satisfying
ρ¯(b) =
√
4b+O(b−1/6)
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for b→∞ (please note that ρ¯(b) here corresponds to ρ(−b) in the notation of [O1]).
In particular there exists a constant K˜ ∈ [1,∞) such that
ρ¯(b) ≤ K˜
√
4b
for all b ∈ [1/2,∞) and therefore the identity (3.10) holds for all b ∈ [1/2,∞) and
w ∈ [K˜
√
4b,∞). If we take b = ℓ−m+ 1/2, then we see that
√
4b = αℓ,m
√
2ℓ+ 1;
consequently
U(−(ℓ−m+ 1/2), ζℓ,m(x)
√
2ℓ+ 1) =
1√
2
E−1M(−(ℓ−m+ 1/2), ζℓ,m(x)
√
2ℓ+ 1)
whenever ζℓ,m(x) ≥ K˜αℓ,m, and therefore from (3.8) we deduce that
|x2 − a2ℓ,m|1/4|Y˜ℓ,−m(x)| ≤ Cǫ
|(ζℓ,m(x)
√
ℓ+ 1/2)2 − 2(ℓ−m+ 1/2)|1/4√
(ℓ −m)!
× |U(−(ℓ−m+ 1/2), ζℓ,m(x)
√
2ℓ+ 1)|
(3.11)
uniformly in (ℓ,m) ∈ IS, m ≥ ǫ(ℓ+ 1/2) and x ∈ [0, 1) such that ζℓ,m(x) ≥ K˜αℓ,m.
Note now that, for all ν ∈ N and z ∈ R,
U(−(ν + 1/2), z
√
2) = (ν!
√
π)1/2hν(z)
(compare [Te, eq. (7.22)] and [Th, eq. (1.1.2)] with (3.3) above). Hence (3.11) can
be rewritten as follows:
|x2 − a2ℓ,m|1/4|Y˜ℓ,−m(x)| ≤ Cǫ|(ζℓ,m(x)
√
ℓ+ 1/2)2 − (2(ℓ−m) + 1)|1/4
× |hℓ−m(ζℓ,m(x)
√
ℓ+ 1/2)|
(3.12)
uniformly in (ℓ,m) ∈ IS, m ≥ ǫ(ℓ+ 1/2) and x ∈ [0, 1) such that ζℓ,m(x) ≥ K˜αℓ,m.
Moreover, if ζℓ,m(x) ≥
√
2K˜αℓ,m, then (ζℓ,m(x)
√
ℓ+ 1/2)2 ≥ 2(2(ℓ − m) + 1);
hence, by combining (3.12) and Lemma 3.2, we deduce that there exists a constant
c ∈ (0,∞) such that
|x2 − a2ℓ,m|1/4|Y˜ℓ,−m(x)| ≤ Cǫ|(ζℓ,m(x)
√
ℓ+ 1/2)2 − (2(ℓ−m) + 1)|1/4
× exp(−2c(ℓ+ 1/2)ζℓ,m(x)2)
≤ Cǫ exp(−cℓζℓ,m(x)2)
(3.13)
uniformly in (ℓ,m) ∈ IS, m ≥ ǫ(ℓ + 1/2) and x ∈ [0, 1) such that ζℓ,m(x) ≥√
2K˜αℓ,m.
Note that
aℓ,m ≤ αℓ,m ≤
√
2aℓ,m.
We now claim that
ζℓ,m(x) ≥ x for all x ≥ aℓ,m. (3.14)
Assuming this claim, we see that, if x ≥ 2K˜aℓ,m, then
ζℓ,m(x) ≥ 2K˜aℓ,m ≥
√
2K˜αℓ,m,
and moreover
x2 − a2ℓ,m ≥ x2/2.
Hence from (3.13) we deduce that
|x|1/2|Y˜ℓ,−m(x)| ≤ 21/4|x2 − a2ℓ,m|1/4|Y˜ℓ,−m(x)|
≤ Cǫ exp(−cℓζℓ,m(x)2)
≤ Cǫ exp(−cℓx2)
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uniformly in (ℓ,m) ∈ IS, m ≥ ǫ(ℓ + 1/2) and x ∈ [0, 1) such that x ≥ 2K˜aℓ,m; this
yields the second inequality in (3.4), with K = 2K˜.
We are left with the proof of (3.14). Indeed, by (3.6),∫ ζℓ,m(x)
αℓ,m
(τ2−α2ℓ,m)1/2 dτ =
∫ x
aℓ,m
(t2 − a2ℓ,m)1/2
1− t2 dt ≥
∫ max{x,αℓ,m}
αℓ,m
(t2−α2ℓ,m)1/2 dt,
since αℓ,m ≥ aℓ,m, and (3.14) follows. 
In the range |m| ≤ ǫ(ℓ + 1/2), the behaviour of spherical harmonics is different
and a uniform asymptotic expression is available [BoyD] in terms of Bessel functions.
Recall that the Bessel function of the first kind Jν of order ν ∈ (−1,∞) is given by
Jν(z) =
∞∑
m=0
(−1)m(z/2)ν+2m
m! Γ(m+ ν + 1)
.
From the power series development it is immediate to obtain the following bound.
Lemma 3.4. For all ν ∈ [−1/2,∞) and z ∈ R,
|Jν(z)| ≤ |z/2|
ν
Γ(ν + 1)
As a consequence of Boyd and Dunster’s approximation, we obtain the following
estimates for spherical harmonics.
Proposition 3.5. Let ǫ ∈ (0, 1). For all (ℓ,m) ∈ IS with |m| ≤ ǫ(ℓ+ 1/2),
|Y˜ℓ,m(x)| ≤ Cǫ

(
(1+|m|)4/3
(1+ℓ)2 + |x2 − a2ℓ,m|
)−1/4
for all x ∈ [−1, 1],
b
−1/2
ℓ,m 2
−m if
√
1− x2 ≤ bℓ,m/4.
(3.15)
Proof. Similarly as in the proof of Proposition 3.3, we restrict to x ∈ [0, 1) and
m ≥ 0 and prove the inequalities (3.15) with Y˜ℓ,−m in place of Y˜ℓ,m.
According to [BoyD, eqs. (4.9), (3.6) and eq. below (3.11), applied with n = 0],
the following asymptotic approximation holds:
P−mℓ (x) = κℓ,m
(
ζℓ,m(x) − b2ℓ,m
a2ℓ,m − x2
)1/4
×
[
Jm((ℓ + 1/2) ζℓ,m(x)
1/2) + E−1m Mm((ℓ + 1/2) ζℓ,m(x)
1/2)O(ℓ−1)
]
(3.16)
as ℓ → ∞, uniformly in x ∈ [0, 1] and (ℓ,m) ∈ IS with 0 ≤ m ≤ ǫ(ℓ + 1/2), where
the number κℓ,m is given by
κℓ,m = e
m (ℓ+ 1/2−m)(ℓ+1/2−m)/2
(ℓ + 1/2 +m)(ℓ+1/2+m)/2
,
(see [BoyD, eq. (4.11)]), E−1m Mm is the pointwise ratio of the auxiliary functionsMm
and Em defined in [BoyD, §3] (see also [O2, §12.1.3]), and ζℓ,m : [0, 1]→ [0, ζℓ,m(0)]
is the decreasing bijection satisfying ζℓ,m(aℓ,m) = b
2
ℓ,m and implicitly defined by∫ ζℓ,m(x)
b2ℓ,m
(ξ − b2ℓ,m)1/2
2ξ
dξ =
∫ aℓ,m
x
(a2ℓ,m − s2)1/2
1− s2 ds (0 ≤ x ≤ aℓ,m), (3.17)∫ b2ℓ,m
ζℓ,m(x)
(b2ℓ,m − ξ)1/2
2ξ
dξ =
∫ x
aℓ,m
(s2 − a2ℓ,m)1/2
1− s2 ds (aℓ,m ≤ x ≤ 1). (3.18)
Note that in [BoyD] the symbols ζ, α, c1,1 are used instead of our ζℓ,m, bℓ,m, κℓ,m.
Note also that, according to [BoyD, §3], the approximation (3.16) holds uniformly
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provided bℓ,m and ζℓ,m(0) range in compact subsets of [0, 1) and [0,∞) respectively;
these conditions are clearly satisfied under the assumption 0 ≤ m ≤ ǫ(ℓ + 1/2),
because 0 ≤ bℓ,m ≤ ǫ < 1 and moreover, by (3.17),∫ max{1,ζℓ,m(0)}
1
(ξ − 1)1/2
2ξ
dξ ≤
∫ ζℓ,m(0)
b2ℓ,m
(ξ − b2ℓ,m)1/2
2ξ
dξ
=
∫ aℓ,m
0
(a2ℓ,m − s2)1/2
1− s2 ds ≤
∫ 1
0
(1− s2)−1/2 ds = π/2 =
∫ ζ¯
1
(ξ − 1)1/2
2ξ
dξ
for some ζ¯ ∈ (0,∞) not depending on ℓ,m, so ζℓ,m(0) ∈ [0, ζ¯].
By (3.1) we can rewrite (3.16) in terms of spherical harmonics as follows:
|x2 − a2ℓ,m|1/4 Y˜ℓ,−m(x) = κ˜ℓ,m|(ℓ+ 1/2)2ζℓ,m(x)−m2|1/4
× [Jm((ℓ + 1/2) ζℓ,m(x)1/2)
+ E−1m Mm((ℓ + 1/2) ζℓ,m(x)
1/2)O(ℓ−1)] (3.19)
uniformly in x ∈ [0, 1] and (ℓ,m) ∈ IS with 0 ≤ m ≤ ǫ(ℓ+ 1/2), where
κ˜ℓ,m =
√
1
2π
(ℓ +m)!
(ℓ −m)!e
m (ℓ+ 1/2−m)(ℓ+1/2−m)/2
(ℓ + 1/2 +m)(ℓ+1/2+m)/2
≃ 1
uniformly in (ℓ,m) ∈ IS by Stirling’s approximation.
From [O2, §12.1.3] it is clear that
|Jν | ≤ E−1ν Mν ≤Mν
pointwise for all ν ∈ [0,∞). Moreover, by [BoyD, Appendix B, Lemma 2], the
quantity
|z2 − ν2|1/4Mν(z)
is uniformly bounded for z, ν ∈ [0,∞). Hence, by taking ν = m and z = (ℓ +
1/2) ζℓ,m(x)
1/2, from (3.19) we deduce that the bound
|x2 − a2ℓ,m|1/4 |Y˜ℓ,−m(x)| ≤ Cǫ (3.20)
holds uniformly in x ∈ [0, 1] and (ℓ,m) ∈ IS with 0 ≤ m ≤ ǫ(ℓ+ 1).
In order to complete the proof of the first inequality in (3.15), it is enough to
show that
|Y˜ℓ,−m(x)| ≤ Cǫ(1 + ℓ)1/2(1 +m)−1/3 (3.21)
for all (ℓ,m) ∈ IS with 0 ≤ m ≤ ǫ(ℓ + 1/2) and x ∈ [0, 1]. Note that this estimate
is certainly true for m = 0 by Proposition 3.1(i), hence we may assume m > 0.
Let y = (1− x2)1/2 and note that (3.20) can be rewritten as
|Y˜ℓ,−m(x)| ≤ Cǫ |y2 − b2ℓ,m|−1/4. (3.22)
If y ≥ (1 + ǫ)/2, then (3.22) implies that
|Y˜ℓ,−m(x)| ≤ Cǫ ≤ Cǫ(1 + ℓ)1/2(1 +m)−1/3.
Similarly, if y ≤ bℓ,m/2, then (3.22) implies that
|Y˜ℓ,−m(x)| ≤ Cǫb−1/2ℓ,m = Cǫ
(
ℓ+ 1/2
m
)1/2
≤ Cǫ(1 + ℓ)1/2(1 +m)−1/3.
Finally, if bℓ,m/2 ≤ y ≤ (1 + ǫ)/2, then, by Proposition 3.1(iii),
|Y˜ℓ,−m(x)| ≤ Cǫ b−1/3ℓ,m (1 + ℓ)1/6 = Cǫ(1 + ℓ)1/2m−1/3
and (3.21) follows.
A SHARP MULTIPLIER THEOREM ON THE GRUSHIN SPHERE 17
We now turn to the second inequality in (3.15). For this we need a better control
of the “error term” E−1m Mm in (3.19). According to [BoyD, §3],
E−1m Mm(z) =
√
2Jm(z)
for all z ∈ [0, Xm], where Xm is a positive real number defined in [BoyD, eq. (3.4)]
and satisfying Xm ≥ m by [MuSp, Corollary 1 applied with θ = 3π/4]. Hence
(3.19) yields that
|x2 − a2ℓ,m|1/4 |Y˜ℓ,−m(x)|
≤ Cǫ|(ℓ+ 1/2)2ζℓ,m(x) −m2|1/4|Jm((ℓ+ 1/2) ζℓ,m(x)1/2)| (3.23)
uniformly for all (ℓ,m) ∈ IS with 0 ≤ m ≤ ǫ(ℓ + 1/2) and x ∈ [0, 1] satisfying
(ℓ+ 1/2) ζℓ,m(x)
1/2 ≤ m, that is, ζℓ,m(x)1/2 ≤ bℓ,m.
We now claim that
ζℓ,m(x)
1/2 ≤
√
1− x2 (3.24)
for all x ∈ [aℓ,m, 1]. Assuming the claim, from (3.23) and Lemma 3.4, we obtain
that, for any given δ ∈ (0, 1), for all (ℓ,m) ∈ IS and x ∈ [0, 1] satisfying 0 ≤ m ≤
ǫ(ℓ+ 1/2) and
√
1− x2 ≤ δbℓ,m,
|Y˜ℓ,−m(x)| ≤ Cǫ,δ b−1/2ℓ,m m1/2 |Jm((ℓ + 1/2) ζℓ,m(x)1/2)|
≤ Cǫ,δ b−1/2ℓ,m m1/2((ℓ + 1/2) ζℓ,m(x)1/2/2)m/m!
≤ Cǫ,δ b−1/2ℓ,m m1/2
(ℓ+ 1/2)m(1− x2)m/2
2mm!
≤ Cǫ,δ b−1/2ℓ,m m1/2
(δm)m
2mm!
≤ Cǫ,δ b−1/2ℓ,m (δe/2)m ,
(3.25)
where Stirling’s approximation was used in the last step. The second inequality in
(3.15) follows by choosing δ = 1/4.
We are left with the proof of (3.24). Note that the change of variable ξ = t2
gives ∫ b2ℓ,m
ζℓ,m(x)
(b2ℓ,m − ξ)1/2
2ξ
dξ =
∫ bℓ,m
ζℓ,m(x)1/2
(b2ℓ,m − t2)1/2
t
dt,
while the change of variable s =
√
1− t2 gives∫ x
aℓ,m
(s2 − a2ℓ,m)1/2
1− s2 ds =
∫ bℓ,m
√
1−x2
(b2ℓ,m − t2)1/2
t
√
1− t2 dt,
hence, by (3.18),∫ bℓ,m
ζℓ,m(x)1/2
(b2ℓ,m − t2)1/2
t
dt =
∫ bℓ,m
√
1−x2
(b2ℓ,m − t2)1/2
t
√
1− t2 dt ≥
∫ bℓ,m
√
1−x2
(b2ℓ,m − t2)1/2
t
dt,
which implies (3.24). 
By combining Propositions 3.3 and 3.5 we obtain in particular the following
estimate.
Corollary 3.6. For all (ℓ,m) ∈ IS and x ∈ [−1, 1],
|Y˜ℓ,m(x)| ≤ C
(
(1 + |m|)(1 + ℓ)−2 + |x2 − a2ℓ,m|
)−1/4
.
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4. A weighted Plancherel-type estimate
As a consequence of (2.20) for any bounded Borel function G : R2 → C we have
G(L, T )f(z) =
∑
(ℓ,m)∈IS
G(λℓ,m,m) 〈f, Yℓ,m〉Yℓ,m(z), (4.1)
for all f ∈ L2(S) and almost all z ∈ S. The integral kernel KG(L,T ) of the operator
G(L, T ) is then given by
KG(L,T )(z, z′) =
∑
(ℓ,m)∈IS
G(λℓ,m,m)Yℓ,m(z)Yℓ,m(z′),
and satisfies
‖KG(L,T )(·, ⌊θ′, ϕ′⌉)‖2L2(S) =
∑
(ℓ,m)∈IS
|G(λℓ,m,m)|2
∣∣∣Y˜ℓ,m(sin θ′)∣∣∣2 . (4.2)
We are going to prove a weighted Plancherel-type estimate for L. To this pur-
pose, the following elementary lemma will be of use: it gives a sufficient condition
for a sum to be estimated by a corresponding integral (cf., e.g., [CSi, proof of
Lemma 3.4]).
Lemma 4.1. Let κ ∈ [1,∞). Let D ⊆ R be open and φ : D → R be a nonnegative
differentiable function satisfying
|φ′(x)| ≤ κφ(x)
for all x ∈ D. Let R ⊆ R be such that
inf{|x− x′| : x, x′ ∈ R, x 6= x′} ≥ κ−1.
Then, for all intervals I ⊆ D with length |I| ≥ κ−1,∑
x∈R∩I
φ(x) ≤ Cκ
∫
I
φ(x) dx,
where the constant Cκ depends only on κ and not on I, R, φ.
Proof. Without loss of generality we may assume that R is finite, contained in I
and nonempty. Let x0 be the maximum of R.
The above differential inequality for φ implies that
φ(x′) ≤ eκ|x′−x|φ(x)
whenever x, x′ ∈ I. For all x ∈ R \ {x0}, the interval [x, x+ κ−1) is contained in I
(indeed [x, x+κ−1) ⊆ [x, x0] ⊆ I, since R is κ−1-separated and I is an interval) and
moreover the intervals [x, x+ κ−1) with x ranging in R \ {x0} are pairwise disjoint
(again because R is κ−1-separated). Hence∑
x∈R\{x0}
φ(x) ≤
∑
x∈R\{x0}
κ
∫
[x,x+κ−1)
eκ|x−x
′|φ(x′) dx′ ≤ eκ
∫
I
φ(x) dx.
Similarly, since |I| ≥ κ−1, there exists an interval J ⊆ I containing x0 with length
|J | = κ−1 and therefore
φ(x0) ≤ |J |−1
∫
J
eκ|x0−x|φ(x) dx ≤ eκ
∫
I
φ(x) dx.
Hence the conclusion follows with Cκ = 2eκ. 
Set [ℓ] = ℓ+ 1/2 for all ℓ ∈ N.
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Proposition 4.2. Let ǫ ∈ (0, 1). For all i ∈ N \ {0} and α ∈ [0, 1/2),
sup
x∈[−1,1]
1
i
max
{
1
i
, |x|
}1−2α ∑
(ℓ,m)∈IS
|m|≥ǫ[ℓ]
λℓ,m∈[i2,(i+1)2]
λαℓ,m |m|−2α
∣∣∣Y˜ℓ,m(x)∣∣∣2 ≤ Cǫ,α. (4.3)
Proof. Note that, by (3.2), it is enough to prove the above estimate with the sum
restricted to m ≥ 0. Since |m| ≃ [ℓ] and λℓ,m ≃ i2 in the summation range, we are
reduced to proving the following estimate: for all x ∈ [−1, 1],
∑
(ℓ,m)∈IS
|m|≥ǫ[ℓ]
λℓ,m+1/4∈[i2,(i+1)2]
i2α [ℓ]−2α
∣∣∣Y˜ℓ,m(x)∣∣∣2 ≤ Cǫ,α imax{1
i
, |x|
}2α−1
. (4.4)
Indeed, λℓ,m ∈ [i2, (i + 1)2] implies λℓ,m + 1/4 ∈ [i2, (i + 2)2], so (4.3) follows by
combining two instances of (4.4) (corresponding to i and i+ 1 respectively).
It is convenient to reindex the sum by setting p = ℓ+m+1/2 and q = ℓ−m+1/2,
so
λℓ,m + 1/4 = pq, a
2
ℓ,m =
4pq
(p+ q)2
;
moreover the range (ℓ,m) ∈ IS corresponds to (p, q) ∈ (N + 1/2)2, the condition
m ≥ 0 corresponds to p ≥ q, and m ≥ ǫ[ℓ] corresponds to ǫ¯p ≥ q, where ǫ¯ =
(1− ǫ)/(1 + ǫ) ∈ (0, 1).
Let us first discuss the range |x| ≤ aℓ,m/2. In this range, by Proposition 3.3,
|Y˜ℓ,m(x)|2 . |x2 − a2ℓ,m|−1/2 . a−1ℓ,m ≃ p/i ≃ i/q
and moreover |x| . aℓ,m ≃ q/i, i.e., i & q & i|x| (since aℓ,m ≤ 1). Hence
∑
(ℓ,m)∈IS
|m|≥ǫ[ℓ]
λℓ,m+1/4∈[i2,(i+1)2]
|x|≤aℓ,m/2
i2α [ℓ]−2α
∣∣∣Y˜ℓ,m(x)∣∣∣2 . i2α ∑
q∈N+1/2
i&q&i|x|
∑
p∈N+1/2
p∈[i2/q,(i+1)2/q]
i
q
p−2α
. i2α
∑
q∈N+1/2
q&i|x|
i2
q2
i−4αq2α
. i2−2αmax{i|x|, 1}2α−1
= imax{|x|, i−1}2α−1,
where we used the fact the interval [i2/q, (i+1)2/q] has length (2i+1)/q ≃ i/q & 1.
Let us now consider the range |x| ≥ Kaℓ,m, where K is the constant given by
Proposition 3.3. In this range
|Y˜ℓ,m(x)|2 . |x|−1 exp(−cp|x|2) . p1/2(p|x|2)−N
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for some c ∈ (0, 1), where N is an arbitrarily large exponent (to be fixed later).
Moreover |x| & q/i, i.e., q . i|x|, and in particular i|x| & 1. Hence∑
(ℓ,m)∈IS
|m|≥ǫ[ℓ]
λℓ,m+1/4∈[i2,(i+1)2]
|x|≥Kaℓ,m
i2α [ℓ]−2α
∣∣∣Y˜ℓ,m(x)∣∣∣2
. i2α
∑
q∈N+1/2
q.i|x|
∑
p∈N+1/2
p∈[i2/q,(i+1)2/q]
p1/2−2α−N |x|−2N
. i2α|x|−2N
∑
q∈N+1/2
q.i|x|
i
q
(
i2
q
)1/2−2α−N
. i2−2α−2N |x|−2N (i|x|)N+2α−1/2
= (i|x|)1/2−N i|x|2α−1 . i|x|2α−1 . imax{|x|, i−1}2α−1,
as long as we choose N > 1/2. Again, the fact that the interval [i2/q, (i + 1)2/q]
has length ≃ i/q & 1 was used.
We are left with the range aℓ,m/2 ≤ |x| ≤ Kaℓ,m. In this range,
|x| ≃ aℓ,m ≃ i/p & 1/i.
Note that a2ℓ,m = φ(q/p), where φ(w) = 4w/(1 + w)
2. Note moreover that φ :
[0, 1] → [0, 1] is an increasing bijection, satisfying w ≤ φ(w) ≤ 4w; its derivative
is given by φ′(w) = 4 1−w(1+w)3 and vanishes only at w = 1. Hence, if we set x¯ =√
φ−1(x2), then
x¯ ≃ |x| and |x2 − a2ℓ,m| ≃ |x¯2 − q/p|
uniformly for x ∈ [0, 1] and p, q ∈ N+ 1/2 with q ≤ ǫ¯p. Thus, by Proposition 3.3,
|Y˜ℓ,m(x)|2 . (p−1 + |x¯2 − q/p|)−1/2 =: Φ(x¯, p, q).
The above considerations give that∑
(ℓ,m)∈IS
|m|≥ǫ[ℓ]
λℓ,m+1/4∈[i2,(i+1)2]
aℓ,m/2≤|x|≤Kaℓ,m
i2α [ℓ]−2α
∣∣∣Y˜ℓ,m(x)∣∣∣2 . |x|2α ∑
q∈N+1/2
q≃i|x|
∑
p∈N+1/2
p∈[i2/q,(i+1)2/q]
Φ(x¯, p, q).
We now split the sum in q into three parts. Let us consider first the part where
q < ix¯. Note that
∂Φ
∂p
(x¯, p, q) =
1
2
Φ(x¯, p, q)
p−2 + qp−2 sgn(q/p− x¯2)
p−1 + |x¯2 − q/p| ,
so ∣∣∣∣∂Φ∂p (x¯, p, q)
∣∣∣∣ . Φ(x¯, p, q) (4.5)
whenever p, q ≥ 1/2 and q . p. Note moreover that the interval [i2/q, (i + 1)2/q]
has length (2i + 1)/q & 1 whenever q . i. By Lemma 4.1, we can then estimate
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the sum in p by the corresponding integral:
|x|2α
∑
q∈N+1/2
q≃i|x|
q<ix¯
∑
p∈N+1/2
p∈[i2/q,(i+1)2/q]
Φ(x¯, p, q)
. |x|2α
∑
q∈N+1/2
q≃i|x|
q<ix¯
∫
p∈[i2/q,(i+1)2/q]
Φ(x¯, p, q) dp
≤ |x|2α
∑
q∈N+1/2
q≃i|x|
q<ix¯
∫
p∈[i2/q,(i+1)2/q]
|x¯2 − q/p|−1/2 dp
. i|x|2α−2
∑
q∈N+1/2
q≃i|x|
q<ix¯
∫
v∈[x¯2i2/q2,x¯2(i+1)2/q2]
|v − 1|−1/2 dv,
where the change of variable v = x¯2p/q was made in the last step, and the fact that
v ≃ x¯2i2/q2 ≃ 1 was used. Thanks to the condition q < ix¯, we have v > 1 in the
domain of integration, so∫
v∈[x¯2i2/q2,x¯2(i+1)2/q2]
|v − 1|−1/2 dv = 2[(x¯2(i+ 1)2/q2 − 1)1/2 − (x¯2i2/q2 − 1)1/2]
. i−1(1− q2/(x¯2i2))−1/2,
where the fact that q ≃ ix¯ was used. Hence
|x|2α
∑
q∈N+1/2
q≃i|x|
q<ix¯
∑
p∈N+1/2
p∈[i2/q,(i+1)2/q]
Φ(x¯, p, q)
. |x|2α−2
∑
q∈N+1/2
q≃i|x|
q<ix¯
(1− q2/(x¯2i2))−1/2
. i|x|2α−1
∫
q≃i|x|
q<ix¯
(1− q2/(x¯2i2))−1/2 dq
ix¯
. i|x|2α−1 . imax{i−1, |x|}2α−1,
since |x| & 1/i in this range.
Similarly one can control the part of the sum where q > (i + 1)x¯. Finally, the
part of the sum where ix¯ ≤ q ≤ (i + 1)x¯ contains at most two summands and
Φ(x¯, p, q) ≤ p1/2, so
|x|2α
∑
q∈N+1/2
ix¯≤q≤(i+1)x¯
∑
p∈N+1/2
p∈[i2/q,(i+1)2/q]
Φ(x¯, p, q) . |x|2α
∑
q∈N+1/2
ix¯≤q≤(i+1)x¯
i
q
(
i2
q
)1/2
.
i|x|2α−1√
i|x| . imax{i
−1, |x|}2α−1,
since |x| & 1/i in this range. 
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Proposition 4.3. Let ǫ ∈ (0, 1). For all i ∈ N \ {0},
sup
x∈[−1,1]
1
i
∑
(ℓ,m)∈IS
|m|≤ǫ[ℓ]
λℓ,m∈[i2,(i+1)2]
∣∣∣Y˜ℓ,m(x)∣∣∣2 ≤ Cǫ (4.6)
Proof. Similarly as in the proof of Proposition 4.2, it is immediately seen that it
suffices to prove the following estimate: for all x ∈ [−1, 1],∑
(ℓ,m)∈IS
0≤m≤ǫ[ℓ]
λℓ,m+1/4∈[i2,(i+1)2]
∣∣∣Y˜ℓ,m(x)∣∣∣2 ≤ Cǫ i. (4.7)
Note that
λℓ,m + 1/4 = [ℓ]
2 −m2.
Let us consider first the part of the sum where m = 0. Here the condition
λℓ,0+1/4 ∈ [i2, (i+1)2] uniquely determines the value of ℓ and moreover |Y˜ℓ,0(x)|2 .
[ℓ] ≃ i by Proposition 3.1(i), so ∑
(ℓ,m)∈IS
m=0
λℓ,m+1/4∈[i2,(i+1)2]
∣∣∣Y˜ℓ,m(x)∣∣∣2 . i.
Hence in the rest of the proof we may assume m > 0.
Let us introduce the notation y =
√
1− x2. Recall also the definition of bℓ,m in
(1.6) and observe that the condition m ≤ ǫ[ℓ] corresponds to bℓ,m ≤ ǫ.
In the part of the sum where y ≥ ǫ−1/2bℓ,m, we have |Y˜ℓ,m(x)|2 . y−1 by
Proposition 3.5, and moreover y & m/[ℓ] ≃ m/i. Hence∑
ℓ,m∈N
0<m≤ǫ[ℓ]
[ℓ]2−m2∈[i2,(i+1)2]√
1−x2≥ǫ−1/2bℓ,m
∣∣∣Y˜ℓ,m(x)∣∣∣2 . ∑
m∈N+1
m.iy
∑
ℓ∈N
[ℓ]∈[√m2+i2,
√
m2+(i+1)2]
y−1 . i,
where we used the fact that the length of the interval [
√
m2 + i2,
√
m2 + (i + 1)2]
is controlled by i/
√
m2 + i2 ≃ 1.
In the part of the sum where y ≤ bℓ,m/4, by Proposition 3.5 we have |Y˜ℓ,m(x)|2 .
b−1ℓ,m2
−2m . i2−2m, and therefore∑
ℓ,m∈N
m≤ǫ˜[ℓ]
[ℓ]2−m2∈[i2,(i+1)2]√
1−x2≤bℓ,m/4
∣∣∣Y˜ℓ,m(x)∣∣∣2 . ∑
m∈N+1
∑
ℓ∈N
[ℓ]∈[√m2+i2,
√
m2+(i+1)2]
i2−2m . i,
where again we used the fact that the length of [
√
m2 + i2,
√
m2 + (i+ 1)2] is con-
trolled by 1.
Finally we consider the part where bℓ,m/4 ≤ y ≤ ǫ−1/2bℓ,m. In this range,
y ≃ m/[ℓ] ≃ m/i, and actually it must be
y ≤ ǫ−1/2ǫ = ǫ1/2 < 1;
so, if we set y¯ = y(1− y2)−1/2, then
y ≃ y¯
uniformly. Moreover, by Corollary 3.6,
|Y˜ℓ,m(x)|2 . Ψ(y, [ℓ],m),
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where
Ψ(y, l,m) =
(
m
l2
+
∣∣∣∣y2 − m2l2
∣∣∣∣)−1/2 .
Hence ∑
ℓ,m∈N
0<m≤ǫ[ℓ]
[ℓ]2−m2∈[i2,(i+1)2]
bℓ,m/4≤
√
1−x2≤ǫ−1/2bℓ,m
∣∣∣Y˜ℓ,m(x)∣∣∣2 . ∑
m∈N+1
m≃iy
∑
l∈N+1/2
l∈[√m2+i2,
√
m2+(i+1)2]
Ψ(y, l,m)
We now split the sum inm into three parts. Consider first the part wherem < iy¯.
Note that
∂Ψ
∂l
(y, l,m) = Ψ(y, l,m)
m
l3 +
m2
l3 sgn(
m2
l2 − y2)
m
l2 +
∣∣y2 − m2l2 ∣∣ ,
so ∣∣∣∣∂Ψ∂l (y, l,m)
∣∣∣∣ . Ψ(y, l,m) (4.8)
whenever 1 ≤ m ≤ l. Moreover the length of [√m2 + i2,
√
m2 + (i+ 1)2] is
bounded above and below uniformly by constants, since m . i. By Lemma 4.1, we
can then estimate the sum in l by the corresponding integral:∑
m∈N+1
m≃iy
m<iy¯
∑
l∈N+1/2
l∈[√m2+i2,
√
m2+(i+1)2]
Ψ(y, l,m)
.
∑
m∈N
m≃iy
m<iy¯
∫
l∈[√m2+i2,
√
m2+(i+1)2]
Ψ(y, l,m) dl.
Note further that
Ψ(y, l,m) ≤
∣∣∣∣y2 − m2l2
∣∣∣∣−1/2
= (1− y2)−1/2 l
m
∣∣∣∣y¯2 l2 −m2m2 − 1
∣∣∣∣−1/2 . iy¯ y¯2lm2
∣∣∣∣y¯2 l2 −m2m2 − 1
∣∣∣∣−1/2
because m ≃ iy¯. The change of variables u = y¯2(l2 −m2)/m2 then gives∑
m∈N+1
m≃iy
m<iy¯
∑
l∈N+1/2
l∈[√m2+i2,
√
m2+(i+1)2]
Ψ(y, l,m)
.
i
y¯
∑
m∈N+1
m≃iy
m<iy¯
∫
u∈[y¯2i2/m2,y¯2(i+1)2/m2]
|u− 1|−1/2 du.
The condition m < iy¯ implies that u > 1 in the domain of integration, hence∫
u∈[y¯2i2/m2,y¯2(i+1)2/m2]
|u− 1|−1/2 du
= 2[(y¯2(i+ 1)2/m2 − 1)1/2 − (y¯2i2/m2 − 1)1/2]
. i−1(1−m2/(y¯2i2))−1/2
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where the fact that m ≃ iy¯ was used. Therefore∑
m∈N+1
m≃iy
m<iy¯
∑
l∈N+1/2
l∈[√m2+i2,
√
m2+(i+1)2]
Ψ(y, l,m)
. y¯−1
∑
m∈N+1
m≃iy
m<iy¯
(1−m2/(y¯2i2))−1/2
. i
∫
m≃iy
m<iy¯
(1−m2/(y¯2i2))−1/2 dm
iy¯
. i.
A similar estimate can be obtained in the part of the sum where m > (i + 1)y¯.
Finally, in the part where iy¯ ≤ m ≤ (i + 1)y¯, the number of summands in m is
bounded by a constant, hence we obtain the bound∑
m∈N+1
iy¯≤m≤(i+1)y¯
∑
l∈N+1/2
l∈[√m2+i2,
√
m2+(i+1)2]
Ψ(y, l,m)
.
∑
m∈N+1
iy¯≤m≤(i+1)y¯
∑
l∈N+1/2
l∈[√m2+i2,
√
m2+(i+1)2]
l/m1/2
.
i√
iy¯
. i
where we used the fact that iy¯ ≃ m & 1. 
The previous estimates allow us to prove a “weighted Plancherel-type estimate”
for the Grushin operator L. For all r ∈ (0,∞), define the weight̟r : S×S→ [0,∞)
by
̟r(⌊θ, ϕ⌉ , ⌊θ′, ϕ′⌉) = |θ|
max{r, |θ′|} . (4.9)
Similarly as in [CoSi, DOSi], for all N ∈ N \ {0} and F : R → C supported in
[0, 1], let the norm ‖F‖N,2 be defined by
‖F‖N,2 =
(
1
N
N∑
i=1
sup
λ∈[(i−1)/N,i/N ]
|F (λ)|2
)1/2
.
Moreover, similarly as in [M], for all r ∈ (0,∞), α, β ∈ [0,∞), p ∈ [1,∞] and
K : S× S→ C, let the norm ~K~p,β,α,r be defined by
~K~p,β,α,r = ess sup
z′∈S
V (z′, r)1/p
′‖(1 + ̺(·, z′)/r)β (1 +̟r(·, z′))αK(·, z′)‖Lp(S),
where p′ = p/(p− 1) is the conjugate exponent to p.
Proposition 4.4. Let α ∈ [0, 1/2) and N ∈ N \ {0}. For all Borel functions
F : R→ C supported in [0, N ],
~KF (√L)~2,0,α,N−1 ≤ Cα‖F (N ·)‖N,2
Proof. Note that it is enough to prove that
‖̟N−1(·, z′)αKF (√L)(·, z′)‖L2(S) ≤ CαV (z′, N−1)−1/2‖F (N ·)‖N,2 (4.10)
for all z′ ∈ S. Indeed Proposition 4.4 follows by combining the estimate (4.10) with
the analogous one where α = 0.
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We now decompose
KF (√L)(z, z′) =
∑
(ℓ,m)∈IS
F (
√
λℓ,m)Yℓ,m(z)Yℓ,m(z′)
=
∑
(ℓ,m)∈IS
|m|≤[ℓ]/2
+
∑
(ℓ,m)∈IS
|m|>[ℓ]/2
=: K1(z, z
′) +K2(z, z′),
and observe that
K2(·, z′) = L−α/2|T |αK2,α(·, z′),
where
K2,α(z, z
′) =
∑
(ℓ,m)∈IS
|m|>[ℓ]/2
λ
α/2
ℓ,m |m|−α F (
√
λℓ,m)Yℓ,m(z)Yℓ,m(z′).
Hence
‖̟N−1(·, ⌊θ′, ϕ′⌉)αKF (√L)(·, ⌊θ′, ϕ′⌉)‖L2(S)
≤ ‖̟N−1(·, ⌊θ′, ϕ′⌉)αK1(·, ⌊θ′, ϕ′⌉)‖L2(S) + ‖̟N−1(·, ⌊θ′, ϕ′⌉)αK2(·, ⌊θ′, ϕ′⌉)‖L2(S)
. min{N, |θ′|−1}α [‖K1(·, ⌊θ′, ϕ′⌉)‖L2(S) + ‖tαK2(·, ⌊θ′, ϕ′⌉)‖L2(S)]
≤ min{N, |θ′|−1}α [‖K1(·, ⌊θ′, ϕ′⌉)‖L2(S) + ‖K2,α(·, ⌊θ′, ϕ′⌉)‖L2(S)]
where t(⌊θ, ϕ⌉) = | tan θ| and in the last step Lemma 2.5 was used. By (2.6), the
desired estimate (4.10) is then reduced to proving that
‖K1(·, ⌊θ′, ϕ′⌉)‖2L2(S) ≤ CαN2min{N, |θ′|−1}1−2α‖F (N ·)‖2N,2, (4.11)
‖K2,α(·, ⌊θ′, ϕ′⌉)‖2L2(S) ≤ CαN2min{N, |θ′|−1}1−2α‖F (N ·)‖2N,2, (4.12)
and actually, instead of (4.11), we shall prove the stronger estimate
‖K1(·, ⌊θ′, ϕ′⌉)‖2L2(S) ≤ CN2‖F (N ·)‖2N,2. (4.13)
By the orthonormality of the spherical harmonics Yℓ,m, the estimates (4.12) and
(4.13) can be rewritten as∑
(ℓ,m)∈IS
|m|>[ℓ]/2
λαℓ,m|m|−2α|F (
√
λℓ,m)|2|Yℓ,m(⌊θ′, ϕ′⌉)|2
≤ CαN min{N, |θ′|−1}1−2α
N∑
i=1
sup
λ∈[i−1,i]
|F (λ)|2
and ∑
(ℓ,m)∈IS
|m|≤[ℓ]/2
|F (
√
λℓ,m)|2|Yℓ,m(⌊θ′, ϕ′⌉)|2 ≤ CN
N∑
i=1
sup
λ∈[i−1,i]
|F (λ)|2.
So we are reduced to proving that∑
(ℓ,m)∈IS
|m|>[ℓ]/2
λℓ,m∈[(i−1)2,i2]
λαℓ,m |m|−2α |Yℓ,m(⌊θ′, ϕ′⌉)|2 ≤ CαN min{N, |θ′|−1}1−2α
and ∑
(ℓ,m)∈IS
|m|≤[ℓ]/2
λℓ,m∈[(i−1)2,i2]
|Yℓ,m(⌊θ′, ϕ′⌉)|2 ≤ CN
for i = 1, . . . , N . For i = 1, the above estimates are immediately verified (the
sums have at most one summand corresponding to (ℓ,m) = (0, 0) or (ℓ,m) = (1, 1)
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and the spherical harmonics Yℓ,m are bounded functions). For i = 2, . . . , N , these
estimates follow from Propositions 4.2 and 4.3. 
As an immediate consequence of the weighted Plancherel-type estimate, we ob-
tain the following on-diagonal bound for the heat propagator associated to L.
Corollary 4.5. For all r ∈ (0,∞),
~Kexp(−r2L)~2,0,0,r ≤ C.
Proof. Let k0 = min{k ∈ N : r ≥ 2−k}. Let F0(λ) = exp(−r2λ2)χ[0,2k0 )(λ) and
Fk(λ) = exp(−r2λ2)χ[2k0+k−1,2k0+k)(λ) for k > 0. Note that suppFk ⊆ [0, 2k0+k].
Hence, by Proposition 4.4, for all k > 0,
~KFk(√L)~2,0,0,2−(k0+k) ≤ C‖Fk‖∞ = C exp(−22(k0+k−1)r2).
So, by the doubling condition,
~Kexp(−t2L)~2,0,0,r ≤
∑
k∈N
~KFk(√L)~2,0,0,r
≤ ~KF0(√L)~2,0,0,r + C
∑
k>0
(r2k0+k)Q/2~KFk(√L)~2,0,0,2−(k0+k)
≤ ~KF0(√L)~2,0,0,r + C
∑
k>0
(r2k0+k)Q/2 exp(−22(k0+k−1)r2),
where Q = 3 is the homogeneous dimension of S with the given sub-Riemannian
structure. Since r2k0 ≥ 1, it is easily seen that the last sum in k is bounded
uniformly in r, so it remains to control the term ~KF0(√L)~2,0,0,r.
If k0 > 0, then similarly as before it is seen that
~KF0(√L)~2,0,0,r ≤ C(r2k0 )Q/2~KF0(√L)~2,0,0,2−k0 ≤ C(r2k0)Q/2 ≤ C2Q/2,
since r2k0−1 ≤ 1. If k0 = 0, then the only eigenvalue of
√
L in [0, 2k0) is 0, hence
KF0(√L)(z, z′) = Y0,0(z)Y0,0(z′) = 1
and trivially ~KF0(√L)~2,0,0,r ≤ σ(S)1/2 supz′∈S ‖KF0(√L)(·, z′)‖L2(S) ≤ C. 
5. The multiplier theorem
We shall need some properties of the weight ̟r defined in (4.9). We refer to
[MSi, Lemma 12] and [M, Lemma 4.1] for similar results.
Lemma 5.1. For all r > 0 and α, β ≥ 0 such that α + β > 3 and α < 1, and for
all z′ ∈ S, ∫
S
(1 + ̺(z, z′)/r)−β(1 +̟r(z, z′))−α dσ(z) ≤ Cα,βV (z′, r). (5.1)
Moreover
1 +̟r(z, z
′) ≤ C(1 + ̺(z, z′)/r) (5.2)
for all r > 0 and z, z′ ∈ S.
Proof. Due to the compactness of S, both (5.1) and (5.2) are trivial for r ≥ 1. Thus
we assume from now on that r < 1.
First, we observe that, as a consequence of (2.3),
|θ|
max{r, |θ′|} ≤ 1 +
|θ − θ′|
max{r, |θ′|} ≤ 1 + ̺(⌊θ, ϕ⌉ , ⌊θ
′, ϕ′⌉)/r,
proving (5.2).
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In order to prove (5.1), we fix z′ = ⌊θ′, ϕ′⌉ ∈ S and split the integral in the
left-hand side of (5.1) into the sum
∑3
j=1 Ij , where
Ij =
∫
Sj
(1 + ̺(z, z′)/r)−β(1 +̟r(z, z′))−α dσ(z)
and
S1 =
{
⌊θ, ϕ⌉ ∈ S : |ϕ− ϕ′|1/2 ≤ |ϕ− ϕ
′|
max{| tan θ|, | tan θ′|}
}
,
S2 = {⌊θ, ϕ⌉ ∈ S \ S1 : |θ′| ≤ |θ|/2} ,
S3 = {⌊θ, ϕ⌉ ∈ S \ S1 : |θ|/2 < |θ′|} .
In order to estimate I1, we decompose β = β1+β2, with β1 > 1−α and β2 > 2.
Then, by (2.3),
I1 ≤
∫
S1
(1 + ̺(z, z′)/r)−β2(1 +̟r(z, z′))−α−β1 dσ(z)
≤
∫ 2π
0
(1 + |ϕ− ϕ′|1/2/r)−β2 dϕ
∫ π/2
−π/2
(
1 +
|θ|
max{r, |θ′|}
)−α−β1
dθ
. r2 max{r, |θ′|} ≃ V (z′, r).
As for I2, we write β = β˜1+ β˜2, with both β˜1 and β˜2 larger than 1, so, again by
(2.3),
I2 .
∫
S2
(
1 +
|θ − θ′|
r
+
|ϕ− ϕ′|
r| tan θ|
)−β
dσ(⌊θ, ϕ⌉)
.
∫ π/2
−π/2
(
1 +
|θ|
r
)−β˜1 ∫ 2π
0
(
1 +
|ϕ− ϕ′|
r| tan θ|
)−β˜2
dϕ cos θ dθ
. r
∫ π/2
−π/2
(
1 +
|θ|
r
)−β˜1
| sin θ| dθ
. r
∫ π/2
−π/2
(
1 +
|θ|
r
)−β˜1
|θ| dθ . r3 . V (z′, r).
where we used the fact that | tan θ| ≥ | tan θ′| and |θ − θ′| ≃ |θ|, since |θ′| ≤ |θ|/2.
To estimate I3, in the case |θ′| ≤ π/4 we decompose β as above and get
I3 .
∫
S3
(
1 +
|θ − θ′|
r
)−β˜1 (
1 +
|ϕ− ϕ′|
r| tan θ′|
)−β˜2
dσ(⌊θ, ϕ⌉)
. r| tan θ′|
∫ π/2
−π/2
(
1 +
|θ − θ′|
r
)−β˜1
dθ
≃ r2|θ′| . V (z′, r),
where we used the fact that | tan θ| . | tan θ′| ≃ |θ′|, since |θ|/2 ≤ |θ′| ≤ π/4.
Finally, we are left with the estimate of I3 in the case |θ′| > π/4. Here we can
use (2.5) to conclude that
I3 .
∫
S3
(1 + ̺R(z, z
′)/r)−β dσ(z) . r2 ≃ V (z′, r),
since r < 1 and β > 2 (cf. [DOSi, Lemma 4.4]). 
We now have all the ingredients to prove our main result, Theorem 1.1. Actually,
given the above estimates, the proof reduces to standard arguments, that can be
found in several places in the literature (see, in particular, [He2, CoSi, DOSi, MSi]).
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On the other hand, due to the particular combination of features of the manifold
and operator under consideration (e.g., L has a discrete spectrum, it is not group-
invariant and the associated topological and homogeneous dimensions differ), there
seems to be no existing result that can be immediately applied to L. Therefore, for
the reader’s convenience, we give a sketch of the proof, mainly following the scheme
described in [M, Sections 3 and 4], to which we refer for additional details.
Note that the Lp-boundedness in Theorem 1.1(ii) is clearly a consequence of the
weak type (1, 1) bound by Marcinkiewicz interpolation and taking adjoints (indeed
the right-hand side of (1.5) is invariant under conjugation of F and majorizes
supλ≥0 |F (λ)| by Sobolev’s embedding). The change of variables λ 7→
√
λ on the
spectral side then shows that Theorem 1.1 reduces to the following statement.
Theorem 5.2. Let d = 2 be the topological dimension of S. Let s > d/2.
(i) For all continuous functions F : R→ C supported in [1/2, 1],
sup
t>0
‖F (t
√
L)‖1→1 ≤ Cs ‖F‖L2s .
(ii) For all bounded Borel functions F : R→ C such that F |(0,∞) is continuous,
‖F (
√
L)‖L1→L1,∞ ≤ Cs sup
t≥0
‖F (t·) η‖L2s . (5.3)
(iii) Let p ∈ [1,∞]. If δ > (d − 1)|1/2 − 1/p|, then the Bochner–Riesz means
(1− tL)δ+ of order δ are bounded on Lp(S) uniformly in t ∈ (0,∞).
Proof. By Corollary 4.5 and [Si, Theorems 1 and 4], the heat kernel Kexp(−tL) has
Gaussian-type heat kernel bounds: there exists b ∈ (0,∞) such that
|Kexp(−tL)(z, z′)| ≤ CV (z′, t1/2)−1 exp(−b̺(z, z′)2/t)
for all t ∈ (0,∞) and z, z′ ∈ S.
Hence we can apply [M, Theorem 6.1] to obtain that, for all ǫ > 0, all β ≥ 0, all
R ∈ (0,∞) and all F : R→ C supported in [−R2, R2],
~KF (L)~2,β,0,R−1 ≤ Cβ,ǫ‖F (R2·)‖L∞β+ǫ , (5.4)
‖F (L)‖L1(S)→L1(S) ≤ Cǫ‖F (R2·)‖L∞Q/2+ǫ , (5.5)
Set At = exp(−t2L) if t ∈ [0,∞) and At = 0 if t = ∞. From (5.4) we deduce
that, for all t ∈ [0,∞], all ǫ > 0, all β ≥ 0, all R ∈ (0,∞) and all F : R → C
supported in [R/16, R],
~KF (√L)(1−At)~2,β,0,R−1 ≤ Cβ,ǫ‖F (R·)‖L∞β+ǫ min{1, (Rt)2}.
Hence, if ξ ∈ Cc((−1/16, 1/16)) is the mollifier defined as in [M, eq. (18)], by
Young’s inequality we obtain that, for all t ∈ [0,∞], all ǫ > 0, all β ≥ 0, all
R ∈ (0,∞) and all F : R→ C supported in [R/8, 7R/8],
~K(ξ∗F )(√L)(1−At)~2,β,0,R−1 ≤ Cβ,ǫ‖F (R·)‖L∞β+ǫ min{1, (Rt)2}.
In particular, by (5.2) and Sobolev’s embedding, for all t ∈ [0,∞], all ǫ > 0, all
α, β ≥ 0, all N ∈ N \ {0} and all F : R→ C supported in [N/8, 7N/8],
~K(ξ∗F )(√L)(1−At)~2,β,α,N−1 ≤ Cα,β,ǫ‖F (N ·)‖L2β+α+1/2+ǫ min{1, (Nt)
2}. (5.6)
On the other hand, by Proposition 4.4, for all t ∈ [0,∞], all α ∈ [0, 1/2), all
N ∈ N \ {0} and all F : R→ C supported in [N/16, N ],
~KF (√L)(1−At)~2,0,α,N−1 ≤ Cα‖F (N ·)‖N,2min{1, (Nt)2}.
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Hence, by [DOSi, eq. (4.9)], for all t ∈ [0,∞], all α ∈ [0, 1/2), all N ∈ N \ {0} and
all F : R→ C supported in [N/8, 7N/8],
~K(ξ∗F )(√L)(1−At)~2,0,α,N−1 ≤ Cα‖F (N ·)‖L2 min{1, (Nt)2}. (5.7)
Interpolation of (5.6) and (5.7) gives that, for all t ∈ [0,∞], all ǫ > 0, all
α ∈ [0, 1/2), all β ≥ 0, all N ∈ N\{0} and all F : R→ C supported in [N/4, 3N/4],
~K(ξ∗F )(√L)(1−At)~2,β,α,N−1 ≤ Cα,β,ǫ‖F (N ·)‖L2β+ǫ min{1, (Nt)
2}.
By (5.1) and Ho¨lder’s inequality we then deduce that, for all r ∈ [0,∞), all t ∈
[0,∞], all s > d/2, all ǫ ∈ [0, s− d/2), all N ∈ N \ {0} and all F : R→ C supported
in [N/4, 3N/4],
ess sup
z′∈S
∫
S\B(z′,r)
|K(ξ∗F )(√L)(1−At)(z, z′)| dσ(z)
≤ (1 +Nr)−ǫ~K(ξ∗F )(√L)(1−At)~1,ǫ,0,N−1
≤ Cs,ǫ(1 +Nr)−ǫ~K(ξ∗F )(√L)(1−At)~2,β,α,N−1
≤ Cs,ǫ(1 +Nr)−ǫ‖F (N ·)‖L2s min{1, (Nt)2},
(5.8)
where α ∈ [0, 1/2) and β ∈ [0,∞) were chosen so that β < s and α+ β − ǫ > Q/2.
On the other hand, if D is the ̺-diameter of S, by (5.1), Ho¨lder’s inequality,
Proposition 4.4 and [DOSi, Proposition 4.6], for all s > d/2, all ǫ ∈ [0,min{s −
d/2, 1/2}), all N ∈ N \ {0} and all F : R→ C supported in [N/4, 3N/4],
‖(F − ξ ∗ F )(
√
L)‖1→1 = ~K(F−ξ∗F )(√L)~1,0,0,N−1
≤ Cs,ǫ~K(F−ξ∗F )(√L)~2,β,α,N−1
≤ Cs,ǫ(1 +ND)β~K(F−ξ∗F )(√L)~2,0,α,N−1
≤ Cs,ǫNβ‖(F − ξ ∗ F )(N ·)‖N,2
≤ Cs,ǫN−ǫ‖F (N ·)‖L2ǫ+β
≤ Cs,ǫN−ǫ‖F (N ·)‖L2s ,
(5.9)
where α ∈ [0, 1/2) and β ∈ (d/2,∞) were chosen so that ǫ + β < min{Q/2, s} and
α+ β > Q/2.
Finally, observe that the only eigenvalue of
√L lying in (−∞, 1) is 0. Hence, for
all F : R→ C supported in (−∞, 1),
‖KF (√L)‖1→1 = C|F (0)|. (5.10)
Combining (5.8) (applied with t = ∞, and ǫ = r = 0) and (5.9) (applied with
ǫ = 0) gives in particular that, for all s > d/2, all N ∈ N \ {0} and all F : R → C
supported in [N/4, 3N/4],
‖F (
√
L)‖1→1 ≤ Cs‖F (N ·)‖L2s . (5.11)
This estimate, together with (5.10), easily gives part (i).
As for part (ii), since the right-hand side of (5.3) is essentially independent of
the cut-off function η, we may assume that supp η ⊆ (1/4, 1) and ∑k∈Z η(2k·) = 1
on (0,∞). Then, by the use of the dyadic decomposition F =∑k∈N η(2−k·)F and
an application of [DMc, Theorem 1], from (5.8) and (5.9) we obtain that, for all
F : R→ C supported in [1/2,∞),
‖F (
√
L)‖L1→L1,∞ ≤ Cs sup
k∈N
‖η F (2k·)‖L2s . (5.12)
Via a partition of unity subordinated to {(1/2,∞), (−∞, 1)}, we can now combine
(5.12) and (5.10) and obtain part (ii).
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It remains to prove part (iii). Define φw : R→ C by φw(λ) = (1−λ)w+, and note
that supλ∈[0,∞) |φw(λ)| ≤ 1 whenever w ∈ C, ℜw ≥ 0. Hence φw(tL) = (1 − tL)w+
is bounded on L2(S) with at most unit norm for all t ∈ (0,∞) and w ∈ C, ℜw ≥ 0.
Therefore, by complex interpolation [SW2, Theorem V.4.1], it is enough to prove
that φw(tL) is bounded on L1(S) uniformly in t ∈ (0,∞) whenever w ∈ C and
ℜw > (d−1)/2, with a bound that grows at most polynomially in ℑw for any fixed
value of ℜw.
This is easily obtained by splitting φw = φ
−
w+φ
0
w+φ
+
w through a smooth partition
of unity subordinated to {(−∞,−1/2), (−1, 1), (1/2,∞)}. Indeed φ−w(tL) = 0, since
L has nonnegative spectrum. Moreover φw0 ∈ C∞c (R), with derivatives bounded
polynomially in |w|, so the required bound for φ0w(tL) follows from (5.5). Finally,
φ+w ∈ L2s(R) whenever ℜw > s−1/2, so the required bound for φ+w(tL) follows from
part (i). 
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