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ON THE MAGNITUDE FUNCTION OF DOMAINS IN EUCLIDEAN SPACE
HEIKO GIMPERLEIN, MAGNUS GOFFENG
Abstract. We study Leinster’s notion of magnitude for a compact metric space. For a smooth,
compact domain X ⊂ R2m−1, we find geometric significance in the function MX (R) =mag(R ·X ).
The functionMX extends from the positive half-line to a meromorphic function in the complex
plane. Its poles are generalized scattering resonances. In the semiclassical limit R →∞, MX
admits an asymptotic expansion. The three leading terms of MX at R= +∞ are proportional
to the volume, surface area and integral of the mean curvature. In particular, for convex X the
leading terms are proportional to the intrinsic volumes, and we obtain an asymptotic variant
of the convex magnitude conjecture by Leinster and Willerton, with corrected coefficients.
1. Introduction
The notion of magnitude of an enriched category, and specifically for a compact metric space,
was introduced by Leinster [14] to capture the “essential size” of an object. The magnitude has
been shown to generalize the cardinality of a set, dimension and the Euler characteristic, and it is
even closely related to measures of the diversity of a biological system. See [15] for an overview.
Let (X , d) be a finite metric space. We say that w : X →R is a weight function provided that∑
y∈X e
−d(x ,y)w(y) = 1 for all x ∈ X . Given a weight function w, the magnitude of X is defined
as mag(X ) :=
∑
x∈X w(x). It is easy to check that mag(X ) is independent of the choice of w, and
a weight function exists when (X , d) is positive definite (i.e. the matrix (e−d(x ,y))x ,y∈F is positive
definite for any finite F ⊆ X ). The magnitude of a compact, positive definite metric space (X , d)
is defined as
mag(X ) := sup{mag(Ξ) : Ξ ⊂ X finite} .
Few explicit computations of magnitude are known. We provide a framework for a refined
analysis and explicit computations when X ⊂ Rn is smooth, compact and n= 2m−1 is odd. The
framework builds on classical techniques from spectral geometry and semiclassical analysis and
applies them to a mixed order system associated with a boundary value problem of order n+ 1.
As an application, we find a geometric origin of the magnitude and prove an asymptotic variant
of the Leinster-Willerton conjecture.
In the case of compact sets X ⊂ Rn, Meckes [18] gives an interpretation of the magnitude in
potential theoretic terms, as a generalized capacity:
(1) mag(X ) =
1
n!ωn
inf
¦
‖(1−∆)(n+1)/4 f ‖2
L2(Rn)
: f ∈ H(n+1)/2(Rn), f = 1 on X
©
.
Here ωn denotes the volume of the unit ball in R
n and H(n+1)/2(Rn) := (1−∆)−(n+1)/4 L2(Rn) the
Sobolev space of exponent (n+ 1)/2.
Instead of the magnitude of an individual set X , it proves fruitful to study the function
MX (R) := mag(R · X ) for R > 0. Here, for X ⊂ Rn we use the notation R · X = {Rx : x ∈ X} ⊆
R
n. Motivated by properties of the Euler characteristic as well as heuristics and computer
calculations, Leinster and Willerton [16] conjectured a relation to the intrinsic volumes Vi(X ):
Conjecture 1. Suppose X ⊂ Rn is compact and convex. Then
MX (R) =
1
n!ωn
voln(X ) R
n +
1
2(n− 1)!ωn−1
voln−1(∂ X ) R
n−1 + · · ·+ 1=
n∑
i=0
1
i!ωi
Vi(X ) R
i .
Key words and phrases. 51F99 (primary), 28A75, 58J40, 58J50 (secondary).
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In particular, this formula in terms of intrinsic volumes would imply continuity properties and
an inclusion-exclusion principle for the magnitude. We refer to [4, 16] for further motivation.
Explicitly computing the infimum in formula (1) for the unit ball B5 in dimension 5 using
separation of variables, Barcelo´ and Carbery [4] disproved Conjecture 1: In this case they found
that MB5 is a rational function with one pole located in R= −3.
In spite of this negative result, we here describe the geometric content in the magnitude func-
tion MX . The main application of our approach is an asymptotic variant of Conjecture 1, also
for non-convex domains.
To state the main result, recall that a domain X ⊆ Rn is a subset which coincides with
the closure of its interior points. A domain is called smooth if its boundary ∂ X is a smooth
hypersurface in Rn. A sector Γ ⊆ C is an open subset closed under multiplication by t ≥ 1.
For a function f : Γ → C and numbers c j ∈ C, j = 0,1, . . ., we write f (R) ∼
∑∞
j=0
c jR
n− j as
Re(R)→ +∞ if for any M ∈N, there is an N ∈N such that
f (R)−
N∑
j=0
c jR
n− j = O (|R|−M ) as Re(R)→ +∞ in Γ .
For α ∈ [0,pi) we use the notation Γα := {R ∈C \ {0} : |arg(R)| < α}.
Theorem 2. Let X ⊂Rn be a smooth, compact domain, where n= 2m− 1 is odd.
a) MX admits a meromorphic continuation to C.
b) For any α ∈ [0,pi/2), there is a constant Cα,X ≥ 0, such that MX is holomorphic in
Γ pi
n+1
∪ {R ∈ Γα : Re(R) ≥ Cα,X }. The poles of MX are contained in a set of generalized
scattering resonances PΛ(X ) \ {0} (see Definition 30).
c) Let Γ be a sector in C+ := {R ∈C : Re(R) > 0}. There exists an asymptotic expansion
(2) MX (R) ∼
1
n!ωn
∞∑
j=0
c jR
n− j as Re(R)→ +∞ in Γ
with coefficients c j = c j(X ), j = 0,1,2, . . .
d) The first three coefficients are given by
c0(X ) = voln(X ), c1(X ) = mvoln−1(∂ X ), c2(X ) =
m2
2
(n− 1)
∫
∂ X
H dS .
Here H is the mean curvature of ∂ X . If X is convex, c j is proportional to the intrinsic
volume Vn− j(X ), j = 0,1,2.
e) For j ≥ 1, the coefficient c j is determined by the second fundamental form L and covariant
derivative ∇∂ X of ∂ X : c j is an integral over ∂ X of a universal polynomial in the entries
of ∇k
∂ X
L, 0≤ k ≤ j−2. The total number of covariant derivatives appearing in each term
of the polynomial is j − 2.
Remark 3. Part e) is deduced from a statement in local coordinates using invariance theory,
as in Atiyah, Bott and Patodi’s work [3], and Gilkey [6]. It implies, in particular, that for
smooth, compact domains A, B and A∩ B ⊂ Rn, the inclusion-exclusion principle MA∪B(R) ∼
MA(R) +MB(R)−MA∩B(R) holds.
Remark 4. The pseudo-differential techniques in this article still apply when ∂ X is not smooth,
but only of class C r for a sufficiently large r. The relevant non-smooth calculus of pseudodif-
ferential operators was introduced by Kumano-go and Nagase and studied, in particular, by
Marschall in [17]; recent work shows its invariance under changes of variables and thereby allows
applications to operators on nonsmooth manifolds [1]. As a consequence, MX still admits a
meromorphic continuation to C, andMX (R) = 1n!ωn
∑N
j=0
c jR
n− j+o(Rn−N ) as Re(R)→ +∞ in any
sector in C+, with N = N(r). As before, one obtains an asymptotic inclusion-exclusion principle
MA∪B(R) =MA(R) +MB(R)−MA∩B(R) + o(Rn−N ) provided A, B and A∩ B ⊂ Rn are compact C r
domains.
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Remark 5. The leading term c0 in the asymptotics (2) was known from [4], and some formulas
for MX have been obtained for balls [22]. More precisely, Willerton [22] obtains formulas for the
magnitude of the (2m− 1)-ball which imply the asymptotics
(3) n!MBn(R) = Rn +
n(n+ 1)
2
Rn−1 +
nm2(n− 1)
2
Rn−2 + O (Rn−3).
The asymptotics (3) proves part d) of Theorem 2 for the unit ball. We use this fact to simplify a
combinatorial argument in our proof for general X in Subsection 4.2. In Example 35 we apply
the approach of [4, 22] to the spherical shell X = (2B3) \ B◦3. The magnitude function MX is
not rational and contains an infinite sequence of poles with unbounded real parts, accumulating
around Re(R) ∼ log(|Im(R)|).
Remark 6. The tools used in the proof of Theorem 2 are from global analysis, and are often seen
in the related problems of computing the semiclassical behavior of resolvents, asymptotics of heat
traces and spectral asymptotics. Historically, the geometric content of heat trace asymptotics
was crucial for Patodi’s approach to the Atiyah-Singer index theorem, see for instance [3].
Outlook. The framework in this article suggests an approach to natural questions:
A) Count the number of poles of MX .
B) In even dimension, prove meromorphic continuation to a cover of C∗ and an asymptotic
Leinster-Willerton conjecture.
C) Study the magnitude function R 7→ mag(X ,R · g), when X is a domain in a Riemannian
manifold (M ,R · g).
D) Extend Theorem 2 to convex domains X of low regularity.
Contents of the paper. The remainder of the paper is dedicated to proving Theorem 2. The
idea underlying its proof is to relateMX (R) to the Dirichlet-to-Neumann operator of a boundary
value problem first studied by Barcelo´-Carbery [4]. After a reformulation into a boundary
value problem of order n+ 1 with parameter R, we adapt methods of semiclassical analysis and
meromorphic Fredholm theory for explicit computations with a system of mixed higher-order
operators.
The paper is organized as follows. We recall the Barcelo´-Carbery boundary value problem in
R
n \ X and its relation to the magnitude of X in Subsection 2.1. To study the boundary value
problem, we introduce boundary layer potentials in Subsection 2.2 – these operators assemble
into a solution operator by Proposition 11 and are used in Section 3 to reduce the boundary
value problem to the boundary ∂ X .
The technical foundation for the proof of Theorem 2 is laid in Section 3. There, we show that
the boundary layer potentials define a Caldero´n projector and a Dirichlet-to-Neumann operator.
As these are matrix-valued pseudo-differential operators with parameter R, Theorem 2c) on the
existence of an asymptotic expansion of the magnitude function as R→ +∞ immediately follows
in Subsection 4.1. The first three coefficients in part d) are computed in Subsection 4.2 from the
symbol of the Dirichlet-to-Neumann operator. By Equation (3) it suffices to show that c j(X ) is
proportional to the stated terms in part d) up to a prefactor which only depends on the dimension
n. Part e) concerning the structure of the coefficients c j , j > 2, is proved in Subsection 4.3.
We finally prove part a) in Subsection 5.1 and discuss the role of scattering resonances men-
tioned in part b) in Subsection 5.2. The proofs rely on the explicit knowledge of the boundary
layer potentials and their meromorphic dependence on R ∈C in combination with the meromor-
phic Fredholm theorem.
2. Magnitude and the Barcelo´-Carbery boundary value problem
In this section we study a boundary value problem introduced by Barcelo´-Carbery in [4].
Boundary layer potentials are used to reduce it to a problem on the boundary of X . Throughout
this section we assume that X ⊆Rn is a compact domain with C∞-boundary. We further assume
that n= 2m− 1 is odd. We sometimes write Ω :=Rn \ X and refer to Ω as the exterior domain.
Note that ∂Ω = ∂ X . We use the Sobolev spaces H s(Rn) := (1 − ∆)−s/2 L2(Rn) of exponent
s ≥ 0. Here, the Laplacian ∆ is given by ∆ =
∑n
j=1
∂ 2
∂ x2j
. The spaces H s(X ) and H s(Ω) are
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defined using restrictions. The Sobolev spaces H s(∂ X ) can be defined using local charts or as
(1−∆∂ X )−s/2 L2(∂ X ).
We use ∂ν to denote the Neumann trace of a function u in Ω. By standard theory, ∂ν extends to
a continuous operator H s(Ω)→ H s−3/2(∂ X ) for s > 3/2. Similarly, we let γ0 : H s(Ω)→ H s−1/2(∂ X )
denote the trace operator defined for s > 1/2.
2.1. The Barcelo´-Carbery boundary value problem. In their work mentioned in the introduction,
Barcelo´-Carbery [4] reduced the computation of the magnitude to a boundary value problem
through the identity
mag(X ) =
voln(X )
n!ωn
+
1
n!ωn
∑
m
2 < j≤m
(−1) j

m
j
∫
∂ X
∂ν∆
j−1h dS.
Here h ∈ Hm(Rn) is the unique solution to
(1−∆)mh = 0 weakly in Ω =Rn \ X and h= 1 on X .
The integrals
∫
∂ X
∂ν∆
j−1h dS are defined from an exterior limiting procedure (see [4, Section 6]).
To better describe the asymptotic problem, we introduce the operators
D jR :=
¨
∂ν(R
2 −∆)( j−1)/2, when j is odd,
γ0 ◦ (R2 −∆) j/2, when j is even.
By the trace theorem, the operators D jR are continuous as operators D
j
R : H
s(Ω)→ H s− j−1/2(∂ X )
for s > j + 1/2. Recall the notation Γα := {R ∈C \ {0} : |arg(R)|< α}.
Proposition 7. Let R ∈ Γ pi
n+1
. Suppose that u j ∈ H2m− j−1/2(∂ X ), j = 0, . . . , m− 1, are given. Then
there is a unique solution u ∈ H2m(Ω) to
(4)
¨
(R2 −∆)mu = 0 in Ω
D jRu = u j , j = 0, ..., m− 1.
Proof. For real R > 0 the proof is slightly more elementary and follows that of [4, Proposi-
tion 1]: Pick a g ∈ Hm(X ) such that D jR g = u j for j = 0, ..., m − 1. For R > 0, we define the
norm ‖v‖2
HmR (R
n)
:=
∫
R
n(R
2 + |ξ|2)m|vˆ(ξ)|2dξ. Consider the unique minimizer u0 ∈ Hm(Rn) to
the extremal problem inf{‖v‖2
HmR (R
n)
: v|X = g}. It follows by the Euler-Lagrange equations that
(R2 −∆)mu0 = 0 in weak sense in Ω. By elliptic regularity, u := u0|Ω ∈ H2m(Ω). By construction,
D jRu= u j , j = 0, ..., m− 1. The solution u is uniquely determined since u0 is.
The general case R ∈ Γ pi
n+1
follows from the coercivity of the quadratic form
∫
R
n(R
2+|ξ|2)m|vˆ(ξ)|2dξ
when arg(R2m) < pi. 
We refer to (4) as the Barcelo´-Carbery boundary value problem. A change of coordinates and
the results of [4, Section 6] imply the following result:
Proposition 8. Suppose that hR ∈ Hm(Ω) is the unique solution to the boundary value problem

(R2 −∆)mhR = 0 in Ω
D jRhR =
¨
R j , j even
0, j odd.
, j = 0, ..., m− 1.
Then the following identity holds
mag(R · X ) = voln(X )
n!ωn
Rn +
1
n!ωn
∑
m
2 < j≤m
Rn−2 j
∫
∂ X
D2 j−1R hR dS.
Our analysis of the magnitude function MX (R) :=mag(R ·X ) is based on a precise description
of the solution hR as R varies.
MAGNITUDE FUNCTION OF DOMAINS IN EUCLIDEAN SPACE 5
2.2. The layer potentials. The main technical tool we will use to move from a problem on Ω to
∂ X is that of boundary layer potentials. We consider the function
K(R; z) :=
κn
R
e−R|z|, z ∈Rn.
Here κn > 0 is a normalizing constant chosen such that
(R2 −∆)mK = δ0
in the sense of distributions onRn. The function K(R; ·) is a fundamental solution to (R2−∆)m. By
considerations in Fourier space, one readily deduces that the convolution operator f 7→ K(R; ·)∗ f
defines a holomorphic function C+ 7→B(L2(Rn)) which coincides with (R2 −∆)−m.
For l = 0, . . . , n, we define the functions
Kl(R; x , y) := (−1)lDn−lR,y K(R; x − y), x ∈Rn, y ∈ ∂ X .
Here D l
R,y
denotes D l
R
acting in the y-variable. We also consider the distributions
K j,k(R; x , y) := D jR,x K j(R; x , y), x ∈ ∂ X .
Definition 9. For f ∈ C∞(∂ X ) and R ∈C \ {0}, we define the operators
Ak(R) f (x) :=
∫
∂ X
Kk(R; x , y) f (y)dS(y), x ∈ Ω,
A j,k(R) f (x) :=
∫
∂ X
K j,k(R; x , y) f (y)dS(y), x ∈ ∂ X .
The integral defining A j,k(R) is defined in the sense of an exterior limit.
We remark that A j,k(R) : C
∞(∂ X ) → C∞(∂ X ) and Ak(R) : C∞(∂ X ) → C∞(Ω) for any R ∈
C \ {0}.
Lemma 10. For any f ∈ C∞(∂ X ), k ∈ N and R ∈ C \ {0}, the function u := Ak(R) f ∈ C∞(Ω)
satisfies
(R2 −∆)mu = 0 in Ω.
For R ∈C+, the operator Ak(R) extends to a continuous operator
Ak(R) : H s(∂ X )→ H s+ j+1/2(Ω), s > 0.
Proof. It is clear from the construction that u := Ak(R) f satisfies (R2 −∆)mu = 0 in Ω. By
elliptic regularity, u is a smooth function in Ω. Decompose Ω = Ω′∪Ω′′ where Ω′ is a bounded
domain with smooth boundary and Ω′′ is a smooth domain with boundary, compact complement,
d(X ,Ω′′) = r > 0. We have that
‖u‖2
Hs+ j+1/2(Ω)
® ‖u‖2
Hs+ j+1/2(Ω′) + ‖u‖2Hs+ j+1/2(Ω′′).
By elliptic regularity on smooth, compact domains, ‖u‖Hs+ j+1/2(Ω′) ® ‖ f ‖Hs(∂ X ). Since Kl(R; x , y)
is smooth when |x − y |> r and the kernel decays exponentially in the off-diagonal direction for
R ∈C+, one easily deduces ‖u‖Hs+ j+1/2(Ω′′) ® ‖ f ‖Hs(∂ X ) (as in, for instance, [7, Lemma 1.6]). 
The following proposition is a direct consequence of Green’s formulas.
Proposition 11. Let R ∈C \ {0}. If u ∈ H2m(Ω) solves (R2 −∆)mu = 0 in Ω, then
u =
n∑
l=0
Al(R)
 
D l
R
u

.
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3. Reduction to the boundary
The Barcelo´-Carbery boundary value problem (4) can be reduced to an elliptic pseudo-
differential problem on the boundary. We work under the same assumptions as in the previous
section: X ⊆Rn is a smooth, compact domain, n= 2m−1 and Ω :=Rn\X . On the closed manifold
∂Ω = ∂ X , the problem is reduced to a study of pseudo-differential operators with parameters,
a natural tool for explicit computations of asymptotic expansions. Pseudo-differential methods
are standard in the literature, and the reader can find the basic ideas in the text book [11, Part
II and III]. We recall the salient properties of pseudo-differential operators with parameters in
Appendix A.1.
3.1. The boundary operators. We consider a sector Γ ⊂C+. The operators A jk will turn out to
be pseudo-differential operators with parameter R ∈ Γ . The theory of pseudo-differential oper-
ators with parameter is well developed and treats the parameter R as an additional covariable.
Asymptotic expansions of symbols are done in (R,ξ) simultaneously. References can be found in
Appendix A.1.
Theorem 12. For any R ∈C\{0}, the operators A j,l(R) are pseudo-differential operators of order
j − l on ∂ X . In fact, A j,l ∈ Ψ j−l(∂ X ; Γ ) are pseudo-differential operators with parameter R ∈ Γ of
order j − l. Moreover, the following symbol computations hold:
a.) The principal symbol of A j,l as a pseudo-differential operator with parameter satisfies
σ j−l,R(A j,l)(x
′,R,ξ′) = c j,l(R
2 + |ξ′|2)( j−l)/2, (x ′,ξ′) ∈ T ∗∂ X ,
where (c j,l)
n
j,l=0
∈ M2m(C) is a constant matrix independent of X , whose entries only
depend on n.
b.) In suitable coordinates, the part of the full symbol of order j − l − 1 of A j,l as a pseudo-
differential operator with parameter satisfies
σ j−l−1,R(A j,l)(x
′,R,ξ′) = c j,l,−1H(x
′)(R2 + |ξ′|2)( j−l−1)/2, (x ′,ξ′) ∈ T ∗∂ X ,
where (c j,l,−1)
n
j,l=0
∈ M2m(C) is a constant matrix independent of X , whose entries only
depend on n, and H denotes the mean curvature of ∂ X .
The proof of Theorem 12 is of a computational nature and may be found in Subsection A.2
of the appendix. We define the Hilbert space
H :=
m−1⊕
j=0
H2m− j−1/2(∂ X )
︸ ︷︷ ︸
H+
⊕
n⊕
j=m
H2m− j−1/2(∂ X )
︸ ︷︷ ︸
H−
.
By Theorem 12 the 2m×2m-matrix of operators A := (A jl )nj,l=0 can be considered as an operator
A :H →H . This operator decomposes into a matrix of operators
A=

A++ A+−
A−+ A−−

:
H+
⊕
H−
−→
H+
⊕
H−
.
We note here that the entries A jl of A are of order j− l, and hence depend on their position in
the matrix. The appropriate notion of an elliptic operator (with parameter) for such mixed-order
systems goes back to Agmon-Douglis-Nirenberg [2, 9]. The operator A is called the Caldero´n
projector of the Barcelo´-Carbery boundary value problem (4). It allows to reduce problem (4)
to the boundary ∂ X . In Lemma 14 we show that A is a projection.
Definition 13. For R ∈ Γ , define the operators
T :H → H2m(Ω), v = (v j)nj=0 7→
n∑
l=0
Al(vl),
r : H2m(Ω)→H , u 7→ (D jRu)nj=0.
We define the space of Cauchy data of the Barcelo´-Carbery boundary value problem (4) as
CBC (R) := r ker(R2 −∆)m ⊆H .
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The operator T is well defined by Lemma 10, and r is well defined by the trace theorem.
Lemma 14. For any R ∈ Γ , the operator A is a projection onto the space of Cauchy data CBC (R).
In fact, A = r ◦ T , and T is a left inverse of r on the closed subspace ker(R2 −∆)m ⊆ H2m(Ω).
Proof. Since im (T ) ⊆ ker(R2−∆)m ⊆ H2m(Ω), A is a projection if A = r◦T and T is the left inverse
of r on the closed subspace ker(R2 −∆)m ⊆ H2m(Ω). The identity T ◦ r|ker(R2−∆)m = idker(R2−∆)m
follows from Proposition 11. 
Lemma 15. For any R ∈ C \ {0}, the entries in the matrix A of operators, A++, A+−, A−+ and
A−−, are elliptic pseudo-differential operators. Moreover when restricting the parameter to the
range R ∈ Γ , the operators A++, A+−, A−+ and A−− define elliptic pseudo-differential operators
with parameter R ∈ Γ .
Proof. The symbol computation of Theorem 12 shows that A++, A+−, A−+ and A−−, are elliptic
pseudo-differential operators for some R, if and only if they are elliptic for all R, if and only if the
operators A++, A+−, A−+ and A−− define elliptic pseudo-differential operators with parameter
R ∈ Γ . In fact, the principal symbols of A++, A+−, A−+ and A−− only depend on the geometry of
∂ X and its embedding into a compact neighborhood in Rn. As such, the lemma is reduced to
the situation of [8]. By [8, Section 6] (see also [11, Chapter 11]), the operators A++, A+−, A−+
and A−−, are elliptic pseudo-differential operators. 
Corollary 16. For any sector Γ ⊆C+, there is a CΓ ≥ 0 such that when R ∈ Γ satisfies Re(R) ≥ CΓ ,
the operators A++, A+−, A−+ and A−− are invertible.
Proof. If P is an elliptic pseudo-differential operator with parameter R ∈ Γ , it admits a parametrix
Q, which is an elliptic pseudo-differential operator with parameter R ∈ Γ , such that 1− PQ and
1−QP are smoothing pseudo-differential operators with parameter R ∈ Γ . By taking Re(R) large
enough, the smoothing operators 1− PQ and 1−QP can be made arbitrarily small in operator
norm since their kernels are in Ψ−∞(M ; Γ ) = S (Γ ; C∞(M × M)). A Neumann series argument
shows that P has a left and a right inverse. Now the corollary follows readily from Lemma 15
by setting P = A++, A+−, A−+ and A−−. 
3.2. The magnitude and the Dirichlet-to-Neumann operator. When computing the magnitude
of a domain in Rn, by Proposition 8 we need to compute the “Neumann part” of the boundary
data (D jRhR)nj=m ∈ H− from the given “Dirichlet part” of the boundary data (D
j
RhR)
m−1
j=0
∈ H+.
It follows from Proposition 7 that (D jRhR)nj=m ∈ H− is uniquely determined by (D
j
RhR)
m−1
j=0
∈ H+
for R ∈ Γ pi
n+1
. This map is implemented by the standard construction of a Dirichlet-to-Neumann
operator, and we later continue this operator meromorphically to R ∈C.
Definition 17. Define Λ(R) :H+→H− by setting
Λ(R)(u j)
m−1
j=0
:= (D jRu)nj=m,
where u ∈ H2m(Ω) solves Equation (4).
Theorem 18. Let Γ ⊆ Γ pi
n+1
be a sector. The operator Λ = (Λ j+m,l )
m−1
j,l=0
is a pseudo-differential
operator with parameter R ∈ Γ . In fact, Λ j,l+m ∈ Ψ j+m−l(∂ X ; Γ ). Moreover, for Re(R) > 0 large
enough, Λ(R) = A+−(R)
−1(1−A++(R)).
Proof. By construction, the space of Cauchy data CBC (R) is the graph of Λ(R). By Lemma 14, A
projects onto the space of Cauchy data CBC (R). This implies the identity A++(R)+A+−(R)Λ(R) =
1, and the theorem follows from Corollary 16. 
4. Asymptotic expansion of MX
The results of the previous section relate the magnitude function to integrals involving the
parameter dependent Dirichlet-to-Neumann operator via Proposition 8 (see page 4). Using this
fact, we now prove that MX admits an asymptotic expansion. The key ingredient is Lemma 19
which shows that integrals involving a parameter dependent pseudo-differential operator admit
asymptotic expansions in the semiclassical limit R→ +∞.
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4.1. Existence of the asymptotic expansion. From the construction of the Dirichlet-to-Neumann
operator, we can asymptotically compute the magnitude using Proposition 8. The latter propo-
sition implies that
(5) MX (R) =
voln(X )
n!ωn
Rn +
1
n!ωn
∑
m
2 < j≤m
∑
0≤l<m/2
Rn−2 j+2l
∫
∂ X
[Λ2 j−1,2l(R)](1)dS.
Here 1 denotes the constant function on ∂ X . In the next lemma we compute the integrals∫
∂ X
[Λ2 j−1,2l(R)](1)dS, using the calculus with parameter R. If f = f (R) is a function such that
f (R) = O (R−M ) for any M ∈N, we write f (R) = O (R−∞).
Lemma 19. Let Γ be a sector in C+ containing R+. Suppose that a = a(x ,ξ,R) ∈ C∞(T ∗M × Γ )
is a full symbol with parameter R ∈ Γ of a scalar pseudo-differential operator A with parameter
R ∈ Γ on the closed manifold M . Then it holds that
〈A1,1〉L2 (M) −
∫
M
a(x , 0,R)dx = O (R−∞),
as Re(R)→ +∞ in Γ . In particular, if a ∼
∑
j∈Nσm− j(a) is the asymptotic expansion of a into
homogeneous symbols σm− j(a) = σm− j(a)(x ,ξ,R) = R
m− jσm− j(a)(x ,ξ/R, 1) of order m− j, then
〈A1,1〉L2 (M) ∼
∞∑
j=0
α jR
m− j , where α j :=
∫
M
σm− j(a)(x , 0, 1)dx .
For the proof of Lemma 19 we refer to Subsection A.3 of the appendix. The following propo-
sition shows that MX (R) admits an asymptotic expansion as Re(R)→ +∞ in a sector Γ ⊆ C+.
We omit the proof, as it follows immediately from Theorem 18, Equation (5) and Lemma 19.
Proposition 20. Let X ⊆ Rn be a smooth, compact domain, n = 2m− 1. Then as Re(R)→ +∞
in Γ ,
MX (R) ∼
voln(X )
n!ωn
Rn +
∞∑
k=1
ckR
n−k,
where
ck :=
1
n!ωn
∑
m
2 < j≤m
∑
0≤l<m/2
∫
∂ X
σ2 j−2l−k(Λ2 j−1,2l)(x , 0, 1)dS.
4.2. Computing the coefficients c1 and c2. Given Willerton’s expansion
n!MBn(R) = Rn +
n(n+ 1)
2
Rn−1 +
n(n+ 1)2(n− 1)
8
Rn−2 + O (Rn−3)
for the unit ball in odd dimension n [22], it suffices to determine c1 and c2 up to prefactors which
only depend on the dimension.
Proposition 21. There is a universal number βn only depending on the dimension n such that
c1 = βnvoln−1(∂ X ).
Proof. By Proposition 20, c1 =
1
n!ωn
∑
m
2 < j≤m
∑
0≤l<m/2
∫
∂ X
σ2 j−2l−1(Λ2 j−1,2l)(x , 0, 1)dS. However,
σ2 j−2l−1(Λ2 j−1,2l) is the top degree symbol and as such it is computed from the top degree
symbols of A+− and A++. By Theorem 12 these are constants independent of X . As such,
for some universal constants β j,l (depending only on n), σ2 j−2l−1(Λ2 j−1,2l) = β j,l . The theorem
follows upon setting
βn :=
1
n!ωn
∑
m
2 < j≤m
∑
0≤l<m/2
β j,l .

The next result follows from a computation with products of pseudo-differential operators,
see [12, Theorem 18.1.9].
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Lemma 22. Let M be a closed manifold and Γ ⊆ C a sector. Suppose that A+ ∈ Ψm+(M ; Γ )
is invertible and that A− ∈ Ψm−(M ; Γ ). Let a± ∈ C∞(T ∗M × Γ ) denote full symbols of A± with
asymptotic expansions a± ∼
∑
j≥0 a±,m±− j with a±,m± only depending on R
2+ |ξ|2 (for some metric
on M).
a) A symbol q =
∑
j∈N0 q−m+− j of A
−1
+
is determined recursively by
q−m+ = a
−1
+,m+
(6) q−m+− j = −q−m+
∑
k+l+t= j
l< j
∑
|α|=t
(−i)|α|
α!
∂ αξ a+,m+−k ∂
α
x
q−m+−l .
b) A full symbol p ∼
∑
j∈N0 p−m++m−− j of A
−1
+
A− is given by
(7) p−m++m−− j =
∑
k+l+t= j
∑
|α|=t
(−i)|α|
α!
∂ α
ξ
q−m+−k∂
α
x
a−,m−−l .
c) In particular, for a symbol b of order m− −m+ − 2, the expression
(a−1
+,m+
− a−1
+,m+
a+,m+−1a
−1
+,m+
)a−,m− − a−1+,m+a−,m−−1 + b,
is a full symbol of A−1
+
A−.
Proposition 23. There is a universal number γn only depending on the dimension n such that
c2 = γn
∫
∂ X
HdS,
where H is the mean curvature of ∂ X .
Proof. By Proposition 20, c2 =
1
n!ωn
∑
m
2 < j≤m
∑
0≤l<m/2
∫
∂ X
σ2 j−2l−2(Λ2 j−1,2l)(x , 0, 1)dS. Lemma 22
implies that (σ j−l−1(Λ j,l)) j,l only depends linearly on (σ j−l (A j,l)), and inverses of its blocks, and
linearly on (σ j−l−1(A j,l)). By Theorem 12, there are constants γ j,l independent of X (depending
only on n), such that σ2 j−2l−2(Λ2 j−1,2l)(x
′,ξ′,R) = γ j,l H(x
′)(R2 + |ξ′|2) j−l−1. The theorem follows
upon setting
γn :=
1
n!ωn
∑
m
2 < j≤m
∑
0≤l<m/2
γ j,l .

From the explicit formulas for c j , we conclude that c j is proportional to the intrinsic volume
Vn− j(X ) for j = 0,1,2 [21, pp. 210].
4.3. General structure of c j . The formula (7), combined with (6) and (10) (see below on page
15), allows to deduce the general structure of the coefficients c j .
To do so, we pick local coordinates at a point on ∂ X . We can assume that this point is 0 ∈Rn
and that the coordinates are of the form (x ′,S(x ′)), where x ′ belongs to some neighborhood of
0 ∈ Rn−1 and S is a scalar function with S(0) = 0 and gradS(0) = 0. We say that product of
derivatives of the metric |ξ′| and ∇S is of weight k, if the total number of derivatives appearing
in that term is k. We say that a polynomial in |ξ′| and ∇S is of weight k, if each term of the
polynomial is of weight k.
Lemma 24. For j ≥ 1, the coefficient c j is an integral over ∂ X of a polynomial of products of
derivatives in the metric and S, with weight j − 1.
Indeed, from (10), using S(x ′) = 0 and gradS(x ′) = 0 at x ′ = 0, the terms of the symbols of
A++ and A+− are a sum of products of second
∂ 2S
∂ x i∂ x j
and higher-order derivatives of S, and powers
of (R2 + |ξ′|2). The structure is preserved by (6) and (7). One confirms that at (ξ,R) = (0,1)
they have the above-mentioned weight.
Using Gilkey’s invariant theory [6], the local formulas from Lemma 24 may be interpreted
geometrically in terms of curvatures. Similar arguments can be found also in [20]. The situation
10 HEIKO GIMPERLEIN, MAGNUS GOFFENG
is simplified by the fact that the curvature tensor Ri jkl of R
n vanishes. We let Li j denote the
second fundamental form and ∇∂ X the covariant derivatives on ∂ X .
Lemma 25. The coefficient c j is an integral over ∂ X of a polynomial in the entries of ∇k∂ X L,
0≤ k ≤ j−2. The total number of covariant derivatives appearing in each term of the polynomial
is j − 2.
5. Meromorphic extension of the magnitude
The magnitude of a domain in Rn can be expressed in terms of its volume and its Dirichlet-
to-Neumann operator (associated with (4)). We shall see that the operator RA(R) admits a
holomorphic extension to C. Using the theory of meromorphic families of Fredholm operators, we
deduce that also the Dirichlet-to-Neumann operator Λ(R), and therefore the magnitude function,
extends meromorphically to C. We discuss the pole structure ofMX in the context of scattering
theory in Subsection 5.2.
5.1. Meromorphic extension of MX .
Lemma 26. The function C ∋ R 7→ RA(R) ∈ B(H ) is holomorphic in the norm topology.
Proof. We decompose Ω as in Lemma 10. That is, we decompose Ω = Ω′∪Ω′′ where Ω′ is a
bounded domain with smooth boundary and Ω′′ is a smooth domain with boundary, compact
complement and d(X ,Ω′′) = r > 0. Let A˜ (R) ∈ B(H1/2(∂ X ), H2m(Ω′)) denote the composition of
RAn(R) and the mapping H2m(Ω)→ H2m(Ω′) induced by restriction. By construction, A˜ (R) is
well defined for all R ∈C. Indeed, for f ∈ H1/2(∂ X ), A˜ (R) f is given by
A˜ (R) f (x) := κn
∫
∂ X
e−R|x−y | f (y)dS(y), x ∈ Ω′.
Since Ω′ is compact, it follows that R 7→ A˜ (R) ∈ B(H1/2(∂ X ), H2m(Ω′)) depends holomorphically
on R ∈C. The entries (RA jl(R))nj,l=0 are obtained from A˜ (R) using holomorphic operations, and
holomorphicity of RA(R) follows. 
The following version of the analytic Fredholm theorem for holomorphic families of Fredholm
operators is well known. Its proof can be found in [13, Proposition 1.1.8].
Lemma 27. LetH1 andH2 be Hilbert spaces, D ⊆C a connected domain and T : D → Fred(H1,H2)
a holomorphic function to the open subset Fred(H1,H2) ⊆ B(H1,H2) of Fredholm operators. As-
sume that there exists a λ0 ∈ D such that T (λ0) is invertible. Then the set
Z := {z ∈ D : 0 ∈ Spec(T (z))}
is discrete in D, and λ 7→ T (λ)−1 exists as a meromorphic function in D. Moreover, near any
z ∈ Z, T−1 has a pointwise norm-convergent Laurent expansion
(8) T (λ)−1 =
∞∑
k=−N
Tk(λ− z)k,
where Tk are finite rank operators for k < 0.
We now apply Lemma 27 to the Dirichlet-to-Neumann operator. By Theorem 18, Λ(R) =
A+−(R)
−1(1−A++(R)) for R large enough. Indeed, by Corollary 16, A+−(R) is invertible for R large
enough. It now follows from Lemma 26 and Lemma 27 that A+−(R)
−1 defines a meromorphic
function in C. Since R(1−A++(R)) is holomorphic by Lemma 26, we have shown the following
theorem.
Theorem 28. The operator R 7→ Λ(R) = A+−(R)−1(1−A++(R)) ∈ B(H+,H−) admits a meromorphic
continuation from Γ pi
n+1
to C.
Remark 29. From elliptic regularity on the closed manifold ∂ X , Lemma 15 and Lemma 26 one
concludes that Λ(R) admits an expansion near R0 ∈ C \ {0} as in Equation (8), where Tk are
smoothing operators for k < 0.
Definition 30. The set of poles of Λ(R) is denoted by PΛ(X ).
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Figure 1. The set of (a) poles and (b) zeros of MBn in dimensions n= 13,17,21.
Proposition 31. For any α ∈ [0,pi/2), there is a constant Cα,X ≥ 0, such that
PΛ(X ) ⊆ {R ∈C \ Γ pin+1 : Re(R) < Cα,X if R ∈ Γα}.
Proof. If R ∈ PΛ(X ) ∩ Γ pin+1 , then Λ(R) does not exist, while the Barcelo´-Carbery boundary value
problem (4) has a unique solution by Proposition 7. This is a contradiction. The proof is complete
upon noting that PΛ(X ) ⊂ {R ∈ C : R = 0 or A+−(R) not invertible} and A+−(R) is invertible for
large Re(R) by Corollary 16. 
Theorem 32. The function MX (R) := mag(R · X ) has a meromorphic continuation from R > 0
to R ∈ C with poles being of at most finite order. Its set of poles PMag(X ) is invariant under
complex conjugation and for any α, there is a CX ,α ≥ 0 such that PMag(X ) is contained in
PΛ(X ) \ {0} ⊂ {R ∈C \ Γ pin+1 : Re(R) < Cα,X if R ∈ Γα}.
Proof. We define e j ∈ H as the j-th basis vector, defining a constant function on ∂ X . By
Equation (5),
MX (R) =
voln(X )
n!ωn
Rn +
1
n!ωn
∑
m
2 < j≤m
∑
0≤l<m/2
Rn−2 j+2l〈Λ(R)e2l , e2 j−1〉L2(∂ X ,C2m).
The right hand side depends meromorphically on R ∈ C by Theorem 28, and its poles are of
finite order by Lemma 26 and 27. It is holomorphic outside PΛ(X ) ⊆ {R ∈ C \ Γ pin+1 : Re(R) <
Cα,X if R ∈ Γα}.
From the meromorphic continuation and limR→0+MX (R) = 1 (see [4, Theorem 1]), one sees
that MX is holomorphic near R = 0.
For the invariance under complex conjugation, note that the identity Λ(R) = Λ(R) follows from
the Barcelo´-Carbery problem (4) for R ∈ Γ pi
n+1
. Hence, Λ(R) = Λ(R) holds for all R 6∈ PΛ(X ). We
conclude MX (R) =MX (R) for all R 6∈ PΛ(X ), and therefore PMag(X ) = PMag(X ). 
Note that for R ∈C+, the meromorphic extensionMX (R) may be computed from the boundary
problem (4), or equivalently its reformulation (5) in terms of the Dirichlet-to-Neumann operator.
Example 33. Let Ω = R \ X be disconnected with a bounded component Ω0. The fact that
L2(Ω0) is spanned by eigenfunctions of the Dirichlet Laplacian on Ω0 shows that the boundary
value problem (4) lacks a unique solution for up to infinitely many R on the imaginary axis. The
eigenvalues of the Dirichlet Laplacian on Ω0 form an infinite set of poles of Λ(R) and MX on
the imaginary axis iR. Also for generic domains X , even convex ones, the construction of the
Dirichlet-to-Neumann operator indicates that it would likely have an infinite set of poles PΛ(X ).
Example 34. In the special case of the unit ball X = Bn, using representation theory or Willerton’s
formulas [22] one can show that MBn is a rational function. The number of poles is at most
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Figure 2. The set of poles MX for the spherical shell X = (2B3) \ B◦3.
(n−1)(n−3)
8
, while the number of zeros is bounded by (n+3)(n+1)
8
. As an example of the structure
apparent inMBn , based on the formulas in [22] and high-precision numerical calculations, Figure
1 depicts the set of poles PMag(Bn) as well as the set of zeros for dimensions n= 13,17,21.
Example 35. For X = (2B3) \ B◦3 – a spherical shell – the magnitude function MX is not rational
and contains an infinite sequence of poles accumulating at Re(R) = log(|Im(R)|), see Figure 2.
Indeed, the magnitude function of X is given by
MX (R) =MB3(2R)−
1
3!ω3
vol3(B3) R
3 − 1
3!ω3R
∫
S2
D3
R
hR dS,
where hR solves the Barcelo´-Carbery problem in the ball B3. Using spherical symmetry, hR(x) =
vR(|x |) where vR solves (R2 − ∂ 2r − 2r−1∂r)2vR = 0 in [0,1] and satisfies the boundary conditions
vR(1) = 1 and v
′
R
(1) = 0. One can compute D3
R
hR = v
′′′
R
(1) and obtain the formula
MX (R) =
7
3
R3 + 4R2 + 4R+ 1− (e
−2R − 1)2(R2 + 3R+ 3) + 6R(e−2R − 1)
2e−2R(2R− sinh(2R)) .
5.2. Scattering resonances and the magnitude. The results of Subsection 5.1 may be interpreted
in the context of scattering theory. There one studies the exterior problem of second order
(R2 −∆)u = 0 in Ω,
with Dirichlet or Neumann boundary conditions at ∂Ω = ∂ X [19]. Similar to the setting in this
article, the Dirichlet-to-Neumann operator extends meromorphically to C, where the poles with
negative real part are called scattering resonances. In this way, the points in PΛ(X ) with negative
real part are analogous to the scattering resonances for the Barcelo´-Carbery boundary problem
(4) of order 2m. In addition, the Barcelo´-Carbery boundary problem allows at most a finite
number of poles with positive real part in any sector Λ ⊂C+.
Our approach therefore provides intuition and techniques to study the meromorphic function
MX based on scattering theory for a parameter dependent higher-order operator. A typical
result shows that for a generic domain X there are infinitely many scattering resonances, which
intersect any sector Λ ⊃ C+ of opening angle < pi. Indeed, for convex X , it is known that the
number of scattering resonances in {R ∈ C : −Re(R) ® |Im(R)|c} is finite for a 0 < c < 1, while
for non-convex X scattering resonances may be logarithmically close to iR [19], as is the case
for the magnitude function of the shell domain in Example 35. This gives an indication beyond
Section 5.1 that PΛ(X ), and possibly also PMag(X ), would be infinite for a large class of domains.
Appendix A. Pseudodifferential operators with parameters
In this appendix we give a brief introduction to pseudo-differential operators with parameters.
We also prove Theorem 12 below in Subsection A.2 and Lemma 19 in Subsection A.3.
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A.1. Brief introduction to pseudo-differential operators with parameters. The theory of pseudo-
differential operators with parameters can be developed in the same way as the standard theory
for pseudo-differential operators by treating the parameter as an additional covariable. We refer
the reader to [10, Chapter 2] or [5, Chapter 1.7] for more details, and [12, Chapter XVIII] for
the theory of pseudo-differential operators.
We fix a closed n-dimensional manifold M and a sector Γ ⊆ C. Following the introduction
in the paper, we denote the parameter by R ∈ Γ . The procedure of defining pseudo-differential
operators from symbols in local charts is a well known procedure, see for instance [12, Page
83-86] or [11, Chapter 8], and we leave out this aspect working directly on a manifold using
local charts. We write (x ,ξ) ∈ T ∗M for an element of the cotangent bundle, and by an abuse
of notation we often implicitly identify ξ ∈ T ∗
x
M with a covector in Rn via an unspecified local
chart. We only treat the case of scalar operators, the matrix valued case works analogously.
Definition 36. A symbol with parameter of order s is a function a ∈ C∞(T ∗M × Γ ) such that in
every local chart U ⊆ M the following holds: For any α,β ∈ Nn and k ∈ N, there is a constant
C = C(α,β , k) such that in local coordinates
|∂ α
x
∂
β
ξ
∂ k
R
a(x ,ξ,R)| ≤ C(1+ |ξ|2 + |R|2)(s−|β |−k)/2, (x ,ξ,R) ∈ T ∗U × Γ .
The space of symbols of order s forms a Fre´chet space Ss(M ; Γ ).
Note that S−∞(M ; Γ ) := ∩s∈RSs(M ; Γ ) = S (T ∗M × Γ ) – the Schwartz space of T ∗M × Γ . We
write a1 ∼ a2 if a1 − a2 ∈ S−∞(M ; Γ ). The space of symbols S∗(M ; Γ ) is asymptotically complete
in the sense that when as j ∈ Ss j (M ; Γ ), j ∈ N, and s j → −∞ the sum
∑
j as j ∈ Ss(M ; Γ ), for
s =max j s j , can be defined uniquely modulo S
−∞(M ; Γ ) (see [12, Proposition 18.1.3]).
The operator Op(a) defined from a ∈ Ss(M ; Γ ) is a family of operators (Op(a)R : C∞(M) →
C∞(M))R∈Γ . It is defined in local coordinates on a function f with Fourier transform fˆ by
Op(a)R f (x) :=
∫
R
n
ei xξa(x ,ξ,R) fˆ (ξ)dξ.
See [12, Theorem 18.1.6]. We remark that Op(a) depends on choices of local coordinates. The
discussion on [12, Page 85] implies that Op(a) is uniquely determined by a modulo smoothing
operators with parameter, i.e. modulo the space Ψ−∞(M ; Γ ) of families of operators with param-
eter dependent Schwartz kernel in S (Γ ; C∞(M×M)). By [12, Theorem 18.1.13], for a ∈ Ss(M ; Γ ),
Op(a) defines a family of operators on Sobolev spaces H t(M)→ H t−s(M) for any t ∈R.
We say that a symbol a ∈ Ss(M ; Γ ) is homogeneous of degree s if there is a c such that
a(x , tξ, tR) = t sa(x ,ξ,R) for |ξ|2+ |R|2, t ≥ c. We let Ss
cl
(M ; Γ ) denote the asymptotic completion
of the space of all homogeneous operators of order s− j, where j runs over all natural numbers. A
classical symbol with parameter of order s is a symbol a ∈ Ss
cl
(M ; Γ ). In particular, a ∈ Ss
cl
(M ; Γ )
if and only if there are uniquely determined symbols σs− j(a) homogeneous of degree s with
a ∼
∑
j σs− j(a).
A pseudo-differential operator with parameter of order m is an operator of the form A =
Op(a)+R where a ∈ Ss
cl
(M ; Γ ) and R ∈ Ψ−∞(M ; Γ ). As above, a ∈ Ss
cl
(M ; Γ ) is uniquely determined
by Amodulo S−∞(M ; Γ ). We call a a full symbol of A. We let Ψ s(M ; Γ ) denote the space of pseudo-
differential operators with parameter of order m. The product as operators on C∞(M) defines a
product
Ψ
s1(M ; Γ )×Ψ s2(M ; Γ )→ Ψ s1+s2(M ; Γ ).
By [12, Theorem 18.1.8], the product at the level of full symbols ai ∈ Ssicl(M ; Γ ) of Ai ∈ Ψ si(M ; Γ ),
i = 1,2, is determined up to S−∞(M ; Γ ) by the asymptotic expansion
[a1 ∗ a2](x ,ξ,R) =
∑
α∈Nn
i|α|
α!
∂ α
ξ
a1(x ,ξ,R)∂
α
x
a2(x ,ξ,R).
Let A ∈ Ψm(M ; Γ ) have a full symbol a ∈ Sm
cl
(M ; Γ ) with symbol expansion a ∼
∑
j σm− j(a).
The function σm(a) ∈ C∞(T ∗M × Γ ) is called the principal symbol of A. If there is a compact
K ⊆ T ∗M × Γ such that the principal symbol σm(a) is invertible outside K , we say that A is
elliptic. By a similar argument as in [12, Theorem 18.1.24], A ∈ Ψm(M ; Γ ) is elliptic if and only
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if A admits an operator P ∈ Ψ−m(M ; Γ ) such that AP − 1, PA− 1 ∈ Ψ−∞(M ; Γ ). The operator P is
called a parametrix of A.
A.2. Proof of Theorem 12. To prove Theorem 12, we need to show that A jk ∈ Ψ j−k(∂ X ; Γ ) and
compute σ j−k(a jk)(x
′,ξ′,R) and σ j−k−1(a jk)(x
′,ξ′,R) for (x ′,ξ′,R) ∈ T ∗∂ X × Γ . We pick local
coordinates at a point on ∂ X . We can assume that this point is 0 ∈Rn and that the coordinates
are of the form (x ′,S(x ′)), where x ′ belongs to some neighborhood of 0 ∈Rn−1 and S is a scalar
function with S(0) = 0 and gradS(0) = 0. In these coordinates, it is a well known fact that
(n− 1)H(0) =∆S(0).
We make use of the auxiliary functions
(9) br,N (u, z) :=
∫
R
wreizw
(u+w2)N
dw= (−i∂z)r
¨
(u− ∂ 2
z
)−Nδz=0, N ≤ 0,∑N−1
k=0
c˜k,r,N
zke−z
p
u
uN−(k+1)/2 , N > 0.
.
Here the c˜k,r,N ’s are some coefficients.
By partially Fourier transforming in the normal direction, we see that in this choice of coor-
dinates a full symbol of A jk is given by
a jk(x
′, y ′,ξ′,R) =b0,m−p−q(R
2 + |ξ′|2,S(x ′)− S(y ′)),
when j = 2p, k = n− 2q
a jk(x
′, y ′,ξ′,R) =b1,m−p−q(R
2 + |ξ′|2,S(x ′)− S(y ′))+
(ξ′ · gradS(x ′))b0,m−p−q(R2 + |ξ′|2,S(x ′)− S(y ′)),
when j = 2p+ 1, k = n− 2q
a jk(x
′, y ′,ξ′,R) =b1,m−p−q(R
2 + |ξ′|2,S(x ′)− S(y ′))+
(ξ′ · gradS(y ′))b0,m−p−q(R2 + |ξ′|2,S(x ′)− S(y ′)),
when j = 2p, k = n− 2q− 1
a jk(x
′, y ′,ξ′,R) =b2,m−p−q(R
2 + |ξ′|2,S(x ′)− S(y ′))+
((ξ′ · gradS(y ′)) + (ξ′ · gradS(x ′)))b1,m−p−q(R2 + |ξ′|2,S(x ′)− S(y ′))+
(ξ′ · gradS(x ′))(ξ′ · gradS(y ′))b0,m−p−q(R2 + |ξ′|2,S(x ′)− S(y ′)),
when j = 2p+ 1, k = n− 2q− 1.
It follows from the computation (9) that a j,k ∈ S j−kcl (∂ X ; Γ ) and that A jk ∈ Ψ j−k(∂ X ; Γ ). The
principal symbol is obtained by setting x ′ = y ′. Hence, there are coefficients c j,k (the coefficients
of the leading order contributions in u from (9)) independent of ∂ X such that at x ′ = 0
σ j−k(a jk)(0,ξ
′,R) =b0,m−p−q(R
2 + |ξ′|2, 0) = c j,k(R2 + |ξ′|2)( j−k)/2 + l.o.t.,
when j = 2p, k = n− 2q
σ j−k(a jk)(0,ξ
′,R) =b1,m−p−q(R
2 + |ξ′|2, 0)) = c j,k(R2 + |ξ′|2)( j−k)/2 + l.o.t.,
when j = 2p + 1, k = n− 2q
σ j−k(a jk)(0,ξ
′,R) =b1,m−p−q(R
2 + |ξ′|2, 0) = c j,k(R2 + |ξ′|2)( j−k)/2 + l.o.t.,
when j = 2p, k = n− 2q− 1
σ j−k(a jk)(0,ξ
′,R) =b2,m−p−q(R
2 + |ξ′|2, 0) = c j,k(R2 + |ξ′|2)( j−k)/2 + l.o.t.,
when j = 2p + 1, k = n− 2q− 1.
Here we are using that gradS(0) = 0. This proves Theorem 12.a.
The part of the symbol of order j−k−1, denoted by σ j−k−1(a jk)(x ′,ξ′,R), is at x ′ = 0 given by
the term of order j − k−1 in the expression a jk(0,0,ξ′,R)− i
∑n−1
l=1
∂ 2a jk
∂ ξl∂ yl
(0,0,ξ′,R). See more in
for instance [11, Theorem 7.13]. Using the fact that gradS(x ′) vanishes at x ′ = 0, a computation
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as above shows that there are constants c˜ j,k,−1 independent of the geometry such that
σ j−k−1(a jk)(0,ξ
′,R) = c˜ j,k,−1
n−1∑
l=1
∂ 2S
∂ x2
l
(0)(R2 + |ξ′|2)( j−k−1)/2 = c j,k,−1H(0)(R2 + |ξ′|2)( j−k−1)/2,
where c j,k,−1 = (n− 1)c˜ j,k,−1. This proves Theorem 12.b.
General lower order terms σ j−k−l (a jk)(x
′,ξ′,R) of the symbol are given by the term of order
j − k− l in the expression
(10)
∑
α∈Nn−10
(−i)|α|
α!
∂ α
ξ
∂ α
x
a jk(0,0,ξ
′,R) .
A.3. Proof of Lemma 19. We may reduce to the case where A is of the form A = Op(a) for
a compactly based symbol a ∈ Sm
cl
(U; Γ ) for an open subset U ⊆ Rn. Recall that compactly
based means that χa = a for a χ ∈ C∞
c
(U). In this case we can consider A as an operator
C∞(Rn)→E ′(Rn), and we then have that
〈A1,1〉L2 (Rn) =
∫
U
∫
R
n
a(x ,ξ,R)δξ=0e
i x ·ξdξdx =
∫
U
a(x , 0,R)dx .
This proves Lemma A.3. We observe that 〈A1,1〉L2 (Rn) =
∫
U
a(x , 0,R)dx only holds for operators
of the form A = Op(a); the reduction to this case and the comparison of the global expression
on M to that on Rn gives rise to terms of order O (R−∞).
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