This paper presents the results of applying direct and surrogate-based optimization (SBO) algorithms to two-dimensional aerodynamic benchmark problems, both involving transonic flow, one invisvid and the other viscous. The direct optimization methods used in this study are the adjoint-based FUN3D and Stanford University Unstructured solvers. The SBO algorithms include the SurroOpt framework, which exploits approximation-based models, the multi-level optimization (MLO) algorithm, which relies on physics-based models, as well as the adjoint-enhanced MLO algorithm. The results demonstrate that direct optimization and the approximation-based methods are able to yield designs that are comparable to those obtained with high-dimensional shape parameterization methods. Physics-based SBO shows a rapid design improvement at a low computational cost compared to the direct and the approximation-based SBO techniques, which indicates that-for certain problems-derivative-free methods may be competitive to adjoint-based algorithms when embedded in surrogate-assisted frameworks. On the other hand, global search approaches, while more expensive, exhibit the potential to produce the best quality results.
I. Introduction
series of increasingly complex set of benchmark aerodynamic shape optimization problems has been developed by the AIAA Applied Aerodynamics technical committee. The purpose is to establish realistic benchmark problems which can be used to evaluate and test optimization techniques and shape parameterization techniques. The benchmark problems include two-dimensional airfoil shapes and three-dimensional wing shapes involving both inviscid and viscous flows. Single-and multi-point formulations are included with one or more constraints. The problems have been solved by several groups in academia and industry and the first set of works [1] [2] [3] [4] [5] [6] [7] [8] [9] was presented at the AIAA SciTech conference in 2014. where f(x) is the objective function, x is the design variable vector, gj(x) are the inequality constraints, M is the number of the inequality constraints, hk(x) are the equality constraints, N is the number of the equality constraints, and l and u are the design variables lower and upper bounds, respectively.
B. Direct Optimization via FUN3D

Optimization Methodology
A gradient-based non-linear constraint optimization approach was used, which utilized the FUN3D 14 solver of NASA Langley Research Center to obtain the solution to flow field and discrete-adjoint equations. The design sensitivity derivatives (the gradients) used in the optimization were obtained from the solution of adjoint equations. For the adjoint-based design optimization procedure, a cost function is defined and augmented with the flow equations and represented by the following Lagrangian equation 20 ‫ܮ‬ሺ, , , Λሻ = ݂ሺ, , ሻ + Λ ் ܴሺ, , ሻ
Here, Λ is the flow field adjoint variable vector (the Lagrange multipliers), ݂ሺ, , ሻ is the cost function, and ‫ܮ‬ሺ, , , Λሻ is the Lagrangian function. D, Q, X, and R correspond to the vector of design variables, vector of conserved variables, grid-point locations, and residual for a control volume respectively. The detailed derivation of discrete flow field adjoint equations are given in Refs. 20 and 21. The NPSOL 22 code, which is based on a sequential quadratic programming (SQP) optimization algorithm was implemented as the optimizer. In NPSOL, the search direction is computed from the solution of a Quadratic Program (QP) sub-problem. Once the search direction is determined; the step length is computed by a Lagrangian merit function. A quasi-Newton update is then used to update the Hessian of the Lagrangian and the process is repeated until a local minimum is achieved. For more detail on the NPSOL algorithm, see Ref. 22 .
Design Variables
NASA's BandAids program 23 , which is based on a free-form shape deformation algorithm, was used to set up the shape parameterization and the design variables utilized in the optimization process. The use of BandAids for the parameterization process eliminates the need for the regeneration of a mesh. This technique also parameterizes the shape perturbation rather than the geometry itself reducing the number of design variables 23 . The design variables used in BandAids has no association with any aerodynamic geometric characteristics (such as camber and thickness), rather the parameterization method uses the grid point and links it to the closest marking surface. Throughout the optimization the grid is updated as following:
where r is the grid point, v is the design variable vector (i.e., control points), rn b is the baseline grid, and ∆rn is the perturbation of the shape. For details on the parameterization technique, see Ref. 23 .
For the NACA 0012 case, a parametric study was conducted to determine the number of control points that corresponded to the best optimal solution varying from 6 to 26 control points. In order to insure a symmetric airfoil during the optimization process, the modified NACA 0012 had a single marking surface that lay on the entire outer mold line (OML) of airfoil.
In addition to the number control points corresponding to the geometric design variables for the modified-NACA 0012, the angle of attack was also activated as a global design variable in the optimization process along with a lift constraint to eliminate the occurrence of non-unique solutions 24 . The angle of attack (in degrees) was bounded with [-0.001, 0.001] and the lift value was bounded with the interval [-0.001, 0.001].
CFD Model
The computational fluid dynamics simulation was implemented by using the Fully Unstructured Navier-Stokes (FUN3D) code of NASA Langley Research Center. The FUN3D is a node-based solver which uses a second-order upwind scheme and finite volume discretization 14 . For inviscid simulations, FUN3D solves a non-dimensional formulation of the Euler equations. For the inviscid flow solution, the Van Leer inviscid flux construction method was used with the Van Leer heuristic pressure limiter in the current study. This limiter was chosen due to the capability of freezing the limiter in both the flow and adjoint solver to accelerate the convergence of the residuals. The limiter was set to freeze at 1,500 iterations in both solvers. For each grid level a convergence accuracy of machine zero was achieved within 3,300 iterations.
The inviscid grids for the modified NACA 0012 were created by using a hyperbolic C-mesh generator 25 . A grid convergence study was conducted to provide grid independent results, which utilized 4 grid levels (see Appendix for the results). Since FUN3D is an unstructured solver the structured grids where edited and diagonalized with the use of Pointwise Meshing Software. The baseline mesh (grid level 2) used in the optimization consisted of an initial grid size of 501 x 101 x 2 before diagonalization. The final grid consisted of 100,000 cells with 50,500 x 2 grid points after the diagonalization. The NACA 0012 consisted of 400 grid points on the surface, with a wall spacing of 0.002 grid units. The farfield was set at 20 chord lengths.
C. Direct Optimization via SU2
Optimization Methodology
Due to the availability of adjoint technology 10 , it is possible to perform direct optimization of the high-fidelity CFD model. Using this technology, which is implemented in SU 2, 15 , the cost of obtaining the gradients is almost equivalent to one flow solution for any number of design variables. Hence the high-fidelity model f is optimized using the gradient-based trust-region algorithm exploiting adjoint sensitivities. More specifically, the problem (1) is solved as an iterative process.
where x (j) , j = 0, 1, …, is a sequence of approximate solutions to (1) , whereas sk (j) (x) is a linear expansion of f(x) at
Here, the gradient of the model f (applies separately for the drag and lift coefficient) is obtained by the adjoint equation (see, e.g., Jameson 10 ). The linear model (5) satisfies the zero-and first-order consistency conditions with the function sk (j) (x) at x (j) , i.e., sk (j) (x (j) ) = f(x (j) ), and ∇sk (j) (x (j) ) = ∇f(x (j) ). Optimization of the linear model is constrained to the vicinity of the current design defined as ||x -x (j) || ≤ δ (j) , with the trust region radius δ (j) adjusted adaptively using standard trust region rules 26 .
Design Variables
The Hicks-Henne bump functions 27 are used as the design variables. In this approach a baseline airfoil shape, z(x)baseline, is deformed to yield a new airfoil shape, z(x). The new airfoil shape can be written as
is the total deformation with 
CFD Model
The Stanford University Unstructured 15 (SU 2 ) computer code is utilized for the inviscid fluid flow simulations. The compressible Euler equations are solved with an implicit density-based formulation and the inviscid fluxes calculated by an upwind-biased second-order spatially accurate Roe flux scheme. Asymptotic convergence to a steady state solution is obtained in each case. The solution convergence criterion for the high-fidelity model is the one that occurs first of the following: a reduction in all the residuals by six orders, or a maximum number of iterations of 1,000.
The inviscid grids are generated using the hyperbolic C-mesh of Kinsey and Barth 28 . The farfield is set 100 chords away from the airfoil surface. The grids have 630 points in the streamwise direction and 360 points in the direction normal to the airfoil surface. The region behind the airfoil to the farfield contains 360 points. The grid points were clustered at the trailing edge and the leading edge of the airfoil to give a minimum streamwise spacing of 0.001 × chord length. The distance from the airfoil surface to the first node is 5⋅10 −4 × chord length. The mesh has roughly 163,000 cells. A typical evaluation time of the inviscid CFD simulation (including grid generation and the flow solution) is around 27 minutes.
D. Surrogate-Based Optimization with Approximation Models via SurroOpt
Optimization Methodology
A SBO-type optimizer called SurroOpt 16, 29 is used to explore the global optimum of an airfoil design problem. "SurroOpt" is a generic optimization framework which can be used to efficiently solve arbitrary single and multiobjective (Pareto front), unconstrained and constrained optimization problems, assuming that the design space is continuous and smooth. The flowchart of SurroOpt is shown in Fig. 1 (right) . SurroOpt has built-in DoE methods well suited for computer experiments, such as Lantin hypercube sampling (LHS), uniform design (UD), and Monte Carlo design (MC). A variety of surrogate models are employed such as quadratic response surface model (PRSM), kriging, gradient-enhanced kriging (GEK) 30 , hierarchical kriging (HK) 31 , radial-basis functions (RBFs). Five infill sampling criteria and the dedicated constraint handling methods can be used, such as minimizing surrogate prediction (MSP), expected improvement (EI), probability of improvement (PI), mean squared error (MSE), and lower confidence bounding (LCB). Note that in this study, LHS is used for selecting the initial sample points and the EI method is used as an infill sampling criterion. Some highly matured optimization algorithms, such as Hooke and Jeeves pattern search, BFGS (quasi Newton's methods), sequential quadratic programming (SQP), single/multi objective genetic Algorithms(GA), are employed to solve the sub-optimizations in which the cost function(s) and state function(s) are evaluated by the surrogate models. SurroOpt are paralleled by MPI, which allows the user to run the code with multiple cores (or processors) to speed up the optimization. SurroOpt has a user-defined interface, with which the user can set up their own optimization problems. Note that a SBO-type optimizer has the feature that one can conveniently restart the optimization when the process was terminated due to failure of code or manual parameter changing.
Since there is no general hints for settings the design space and other parameters, a so called "multi-round optimization strategy" is used. First, according to the baseline design(s), we set lower-and -upper limits of the design space as well as other parameters by initial guess, and run the SBO optimization until it converges or maximum number of iterations is reached; then the SBO optimization is run again, taking the optimum(s) of the previous round as starting point(s) and adjusting the design space as well as other parameters, according to the experience or lesson learned from the previous round; the whole process is repeated until no better design can be found. Figure 1 (left) shows the framework of this method.
Design Variables
The airfoil is parameterized by the class-shape function transformation (CST) method 32 . The airfoil is defined as A serve as the design variables of our airfoil design problem.
[ , ]
i A ∈ −∞ ∞ can describe all the possible smooth airfoils, which makes it well suited for global optimization. In actual airfoil shape optimization, due to the limited computational budget, we use the following method to specify an appropriate design space: firstly we use CST to fit the baseline airfoil and obtain , Note that the number of design variables is determined by the order of Bernstein polynomials determines, which is prescribed by the user. For example, p = 4, 8, 16 will result in the number of design variables of 5, 9, 17 ( 1 p + ) for symmetric airfoils and 9, 17, 33 ( 2 1 p + ) for non-symmetric airfoils.
CFD Model
An in-house CFD code called "PMNS2D" is used to solve the compressible Euler or Reynolds-averaged NavierStokes equations. Jameson's central scheme is used for spatial descretization; for inviscid simulation Runge-Kutta is used time integration, whereas for viscous simulation, LU-SGS method is used. Multigrid, local-time stepping and variable-coefficient implicit residual smoothing are utilized to accelerate the solution converging to steady state. Particularly for the benchmark test case 1 (inviscid simulation of a modified NACA 0012 airfoil in transonic flow), single grid is used since the using of multigrid technique can frequently leads to non-zero lift at zero angle of attack; enthalpy dumping technique is also used, which greatly improves the efficiency and robustness of CFD simulation for case 1. For RANS simulations, Spalart-Allmaras turbulence model is used for turbulence closure.
The O-type grids for inviscid flow simulation are generated by solving elliptic equations, with very good uniformity and orthogonality. The typical grids used for optimization have 320 points in the streamwise direction and 160 points in the direction normal to the airfoil surface. The grid points were clustered at the trailing edge and the leading edge of the airfoil to give a minimum streamwise spacing of 0.0005 × chord length; the normal spacing of the first grid line is around 0.0005 × chord length. The mesh has around 51,200 cells. During optimization, the farfield is set at 15 chord lengths. The flow simulation is terminated after the density residual has dropped 6 orders in magnitude or the maximum number of iteration of 5000 has been reached. A typical evaluation time of the inviscid CFD simulation (including grid generation and the flow solution) is around 3 minutes for a typical personal computer.
The C-type grids for viscous flow simulation are generated using a special technique called conformal transformation, which ensures very good uniformity and orthogonality. The typical grids used for optimization have 512 points in the streamwise direction and 208 points in the direction normal to the airfoil surface. The grid points were clustered at the trailing edge and the leading edge of the airfoil to give a minimum streamwise spacing of 0.0005 × chord length; the normal spacing of the first grid line away from the airfoil surface is set to ensure that it's y + <1. The mesh has around 107,328 cells. During optimization, the farfield is set at about 30 chord lengths. The flow simulation is terminated after the density residual has dropped 5.5 orders in magnitude or the maximum number of iteration of 10,000 has been reached. A typical evaluation time of the viscous CFD simulation (including grid generation and the flow solution) is around 1 hour for a typical personal computer.
E. Multi-Level Optimization with Physics-Based Models
Optimization Methodology
To accelerate the solution of (1), we exploit a multi-level solution approach developed by Koziel and Leifsson 17 . The multi-level optimization (MLO) approach does not attempt to solve the original problem (1) directly, i.e., solve
where H is an objective function, here
Instead the approach exploits a family of lowfidelity models denoted as {ck}, k = 1, … , K, and a sequence of approximate solutions to (11) is generated,
where ck(x) is the response of the kth low-fidelity model response given as ck(
T . All lowfidelity models are evaluated by the same CFD solver as the one used for the high-fidelity model f. Discretization of the model ck+1 is finer than that of the model ck, which results in an improved level of accuracy but also a longer evaluation time. In practice, K = 3 or 4. The discretization density may be controlled by solver-dependent parameters (e.g., the meshing parameters). To further speed up the analysis time of each low-fidelity model, one can limit the number of flow solver iterations.
The MLO algorithm works as follows. Starting from the initial design x (0) , the coarsest model c1 is optimized to produce a first approximation of the high-fidelity model optimum, x (1) . The vector x (1) is used as a starting point to find the next approximation of the high-fidelity model optimum, x (2) , which is obtained by optimizing the next model, c2. The process continues until the optimum x (K) of the last low-fidelity model cK. Having x (K) , we evaluate the model cK at all perturbed designs around x (K) , i.e., at xk
, k = -n, -n+1, …, n-1, n. We use the notation c (k) = cK(xk (K) ). This data is used to refine the final design without directly optimizing the high-fidelity model f. More specifically, we set up an approximation model involving c (k) and optimize it in the neighborhood of
The size of the neighborhood can be selected based on sensitivity analysis of c1 (the cheapest of the low-fidelity models); usually d equals 2 to 5 percent of x (K) . Here, approximation is performed using a reduced quadratic model
The coefficients λj.r, j = 1, …, m, r = 0, 1, …, 2n, are uniquely obtained by solving appropriate regression problems.
In order to account for unavoidable misalignment between cK and f, instead of optimizing the quadratic model q, it is recommended to optimize a corrected model
] that ensures a zero-order consistency between cK and f. The refined design is then found as
If necessary, step (14) can be performed a few times starting from a refined design, i.e.,
It should be noted that the high-fidelity model is not evaluated until executing the refinement step (14). Also, each refinement iteration requires only a single evaluation of f.
The optimization procedure can be summarized as follows (where K is the number of models): 1. Set j = 1; 2. Select the initial design x (0) ; 3. Starting from x (j-1) find x (j) = arg min{x : H(cj(x))}; 4. Set j = j + 1; if j < K go to 3; 5. Obtain a refined design according to (14).
Design Variables
The airfoil is parameterized by a b-spline with six and eight control points for benchmark Case I and Case II, respectively. The control points are used as design variables and allowed only to move freely vertically as shown in Fig. 2 (in this figure we only show the upper surface of the airfoil). Each designable control point is free to move in the vertical direction only.
CFD Model
For the MLO optimization methodology, we use the FLUENT 18 flow solver for both the inviscid and the viscous cases. The compressible Euler equations are solved for the inviscid cases, and for the viscous cases, we solve the compressible RANS equations with the Spalart-Allmaras turbulence model. An implicit density-based formulation is used and the inviscid fluxes are calculated by an upwind-biased second-order spatially accurate Roe flux scheme. Asymptotic convergence to a steady state solution is obtained in each case. The solution convergence criterion for the high-fidelity model is the one that occurs first of the following: a reduction in all the residuals by six orders, or a maximum number of iterations of 1,200 and 1,800 for inviscid and viscous models, respectively.
The high fidelity inviscid grids are generated as described in Section II.C.3. A typical evaluation time of the inviscid CFD simulation (including grid generation and the flow solution) is 15.8 minutes. The low-fidelity inviscid models {ck}, k = 1, 2, are based on the same CFD model as the high-fidelity one but reduced levels of discretization as well as a relaxed flow solver convergence criteria. In particular, c1 has a 140 × 80 grid with about 8,000 cells, and c2 has a 350 × 200 grid with about 50,000 cells. The maximum number of flow solver iterations is set to 200 for c1 and 500 for c2. Typical evaluation times of c1 is 0.66 minute and c2 is 3.7 minutes. The average high-to-low simulation time ratios are approximately 24 and 5, for c1 and c2, respectively.
The high fidelity viscous grids are generated using the same method as the inviscid grids. The grids have 1,535 points in the streamwise direction and 256 points in the direction normal to the airfoil surface. The region behind the airfoil to the farfield contains 256 points. The grid points were clustered at the trailing edge and the leading edge of the airfoil to give a minimum streamwise spacing of 0.001 × chord length. The distance from the airfoil surface to the first node is 5⋅10 −5 × chord length. The mesh has roughly 520,000 cells. A typical evaluation time of the viscous CFD simulation (including grid generation and the flow solution) is around 242 minutes.
The low-fidelity viscous models {ck}, k = 1, 2, are based on the same CFD model as the high-fidelity one but reduced levels of discretization as well as a relaxed flow solver convergence criteria. In particular, c1 has a 255 × 32 grid with about 8,000 cells, and c2 has a 1023 × 128 grid with about 132,000 cells. The maximum number of flow solver iterations is set to 400 for c1 and 1000 for c2. Typical evaluation times of c1 is 8 minute and c2 is 46 minutes. The average high-to-low simulation time ratios are approximately 31 and 5, for c1 and c2, respectively.
F. Adjoint-Enhanced Multi-Level Optimization with Physics-Based Models
Optimization Methodology
In the adjoint-enhanced MLO algorithm 19 , the low-fidelity models {ck}, k = 1, …, K, and the high-fidelity model f are optimized using the gradient-based trust-region algorithm 26 exploiting adjoint sensitivities 15 . More specifically, the sub-problem (12) is solved as an iterative process
where x (k+1,j) , j = 0, 1, …, is a sequence of approximate solutions to (12) (x (k+1,0) = x (k) ), whereas sk (j) (x) is a linear expansion of ck(x) at x (k+1,j) defined as
Here, the gradient of the model ck (applies separately for the drag and lift coefficient) is obtained by the adjoint equation 15 . The linear model (16) satisfies the zero-and first-order consistency conditions with the function sk (j) (x) at x (k+1,j) , i.e., sk (j) (x (k+1,j) ) = ck(x (k+1,j) ), and ∇sk (j) (x (k+1,j) ) = ∇ck(x (k+1,j) ). Optimization of the linear model is constrained to the vicinity of the current design defined as ||x -x (k+1.j) || ≤ δ (j) , with the trust region radius δ (j) adjusted adaptively using standard trust region rules 26 . The optimization procedure can be summarized as follows (where K is the number of models): 1. Set k = 1; 2. Select the initial design x (0) ; 3. Starting from x (k) , find x (k+1) = arg min{x: H(ck(x))} as in (12) and using (15) and (16); 4. Set k = k + 1; if k < K go to 3; else END Termination condition for the inner optimization loop (Step 3) is (||x (k+1,j+1) − x (k+1,j) || < εk,1) , trust region radius (δ (j) < εk,2) , and objective function resolution (||H(sk (j) (x (k+1,j+1) )) − H(sk (j) (x (k+1,j) ))|| < εk,3) to terminate the gradient based algorithm (15) , where εk,i are tolerances for the respective termination conditions.
For lift constraint problems, the angle of attack is used as a dummy variable to find the target lift coefficient value, and the optimization is performed at a fixed lift coefficient. In this case, Step 3 is modified and the angle of attack is found by the modified secant method 15 at the design x (k) before obtaining design x (k+1) .
Design Variables
The Hick-Henne bump functions 27 , as described in Section II.C.2, are used as design variables.
CFD Models
The high-fidelity model f is based on the CFD simulations from SU 2 as described in Section II.C.1. The lowfidelity models are the same as the low fidelity models for the inviscid case as explained in Section II.E.3.
III. Benchmark Case I: Drag Minimization of the NACA 0012 in Transonic Inviscid Flow
A. Problem Statement
The objective is to minimize the drag coefficient 
B. Results
Numerical results for each method for the baseline shape are shown in Table 1 . The lift coefficient values are all approximately 0.0 cts (1 lift count = 0.01), whereas the drag coefficient values differ at most by 3.5 cts (1 drag count = 0.0001) with ranging from 468.7 cts (FUN3D) to 472.2 cts (SurroOpt). Here, SU2 and AE-MLO both use the SU2 flow solver, and MLO uses the FLUENT flow solver. The discrepancy could be because of flow solver differences, but also due to slight differences in the grid geometries. Figure 3 shows the pressure distributions for each method for the baseline design. They differ mainly in the shock strength and location.
Numerical results for the optimized designs are given in Table 2 . The airfoil shapes are shown in Fig. 4 , and the pressure coefficient distributions are shown in Fig. 5 . In terms of the drag coefficient values, the design obtained by SurroOpt has the lowest value of 74.7 cts, the design by FUN3D has 83.0 cts, MLO design has 101.8 cts, SU2 design has 136.7 cts, and AE-MLO has 146.1 cts. The design by SurroOpt has a lift coefficient value of 0.0 cts, whereas the other designs have non-zero lift coefficient values, although all are less than a count from the 0.0 value.
Comparing the shapes we notice that the design by FUN3D (20 design variables) has the fullest leading edge shape (forward of 10% chord), whereas the SurroOpt design (17 design variables) has the fullest trailing edge shape (behind 30% chord). The design by FUN3D is the thinnest one. The MLO design (6 b-spline variables) is quite close to the SurroOpt design. The designs by SU2 and AE-MLO (both using 15 Hicks-Henne bump functions) are both quite thinner than the other designs.
In terms of the computational cost, the MLO algorithm requires less than 22 equivalent high-fidelity model evaluations (101 + 55 low-fidelity model evaluations and 4 high-fidelity ones). The cost of AE-MLO is similar, or less than 28 equivalent high-fidelity model evaluations. SU2 requires 49 high-fidelity model evaluations, FUN3D needs 134 (including both flow and adjoint solutions), and SurroOpt 987. It should be noted here that both FUN3D and SurroOpt costs include multiple rounds (or restarts) to further improve (refine) the optimum shape, whereas MLO, AE-MLO, and SU2 were not restarted. 
IV. Benchmark Case II: Drag Minimization of the RAE 2822 in Transonic Viscous Flow
A. Problem Statement
The objective is to minimize the drag coefficient (Cd) of the RAE 2822 at a free-stream Mach number of M∞ = 0.734, lift coefficient of 0.824, and Reynolds number of 6.5 × 10 6 subject to an area and pitching moment constraint. The task is to solve the following constrained optimization problem: Solve (20) subject to the constraints where Cm is the moment coefficient and A is the non-dimensional airfoil cross-sectional area.
B. Results
Baseline results are shown in Table 3 . The lift coefficient values are the same for both methods (SurroOpt and MLO (FLUENT)), but there is a 7.1 cts difference in the drag coefficient values. The difference is in the slightly stronger shock obtained by FLUENT (Fig. 6) . Again, the difference is like due to the different flow solvers and/or a difference in the baseline shape.
The SurroOpt obtains a much better design than the MLO algorithm, with a 21 cts lower drag coefficient value (108.4 cts versus 129.4 cts). The difference in the drag coefficient value is due the fact that the SurroOpt design is nearly shock-free, whereas the MLO design has a weak shock on the upper surface (Fig. 7) . There is a significant difference in the upper surface distributions of the airfoils (Fig. 8) .
In terms of computational cost, the MLO algorithm needed only 35 equivalent high-fidelity model evaluations, whereas the SurroOpt needed 656 high-fidelity model evaluations. 
V. Conclusion
In this work, the solution of the two benchmark aerodynamic optimization problems involving two-dimensional transonic airfoil flow has been addressed. The problems were solved using direct and surrogate-based optimization (SBO) techniques. The results show that direct optimization with adjoint sensitivities and SBO with approximation-based models with high-dimensional shape parameterization are able to obtain comparable aerodynamic designs. The three groups of methods, adjoint-based gradient search, physics-based surrogate-assisted optimization, and surrogate optimization with approximation models, can be considered as three alternative approaches with their own advantages and disadvantages. Adjoint-based methods are normally fast and simple to implement, however, they require the availability of adjoint sensitivities. Physics-based SBO methods are capable to obtain a significant design improvement at a low computational cost, however, require a careful setup of the underlying low-fidelity models, and computational benefits may be limited for very high-dimensional problems when no sensitivity information is used. On the other hand, global methods (such as surrogate-based search with approximation models) tend to yield very good solutions, but at a relatively high computational cost. While the best choice of the method is normally problem dependent, the awareness of the merits and weaknesses of particular techniques is the first step to make such a choice wisely. 
Results from SurroOpt
Optimization results
By using of a SBO-type optimizer, SurroOpt, the optimization is run in 7 rounds. Note that 17 design variables (CST coefficients) and grids of 320×160 are used. The shape and the pressure distribution of the optimal airfoils for different rounds of optimization are shown in Fig. A.1 and Fig. A.2, respectively ; the corresponding force coefficients are shown in Table A.5. We can see that the latter part of the optimal airfoils is much thicker than the baseline airfoil, which leads to a relatively plain surface and is in favor of reducing the shock wave drag. Note that there is a small bump existing in the chord-wise position of 0.6c to 0.7c of the optimal airfoil, which contributes to control the strength of the shock near the trailing edge. From figure A.3, one can see that the drag coefficient can be further reduced after each round of optimization, until a limit value is reached. Since the difference of drag coefficients between the 6th and 7 th rounds is smaller than 1 count, we terminated the whole process after 7-th round of optimization. The comparison of Mach number contours for baseline and final optimized airfoils are shown in figure A.4. It is clearly shown that the strongly shock wave on the NACA 0012 airfoil surface breaks into a attached shock wave and a detached shock wave. Since the attached shock wave is much weaker, the shock wave drag is greatly reduced. 
Grid convergence study for the baseline and optimum airfoil.
The grid study for the baseline and optimized airfoils are presented in table A.6 and table A.7, respectively. The farfield is set 100 chord length away from the airfoil surface, since a study on the influence of farfield distance (15-150c) on the drag coefficient shows that the drag coefficient doesn't change when farfield is larger than 100 chord length. It is shown that both the lift and drag coefficients converge to 0.1 counts, with the increase of the number of grid cells. As we mentioned before, the grids generated by solving elliptic equations has very good quality of uniformity and orthogonality, which makes the computation very robust and fore coefficients convergent very quickly. 
Impact of the dimensionality
To study the impact of the dimensionality on the optimization results as well as the computational costs, we select the order of Bernstein polynomials of 4, 8, 16 (for CST parameterization), which results in the actual number of design variables is 5, 9, 17, respectively. The same methodology is applied for the optimization with different number of design variables.
For the optimizations with 5 and 9 design variables, the force coefficient of the optimal airfoils in each round of optimization is shown in Table A The comparison of the final optimum results with different number of design variables are shown in Table A .10 and Figure A .5. It is evident that as the dimension of the design space increases, the result of optimization improves until a limit value is reached. Note that the computed cost of CFD calls also continuously increases, but is not so much as expected. Based on the results above, we can come to the conclusion the number of design variables does have dramatic influence on the optimization results, and at least 17 design variables is needed for this test case. 
Results from MLO
Results from AE-MLO
