Many methods can be used to test alternative ground water models. Of concern in this work are methods able to (1) rank alternative models (also called model discrimination) and (2) identify observations important to parameter estimates and predictions (equivalent to the purpose served by some types of sensitivity analysis). Some of the measures investigated are computationally efficient; others are computationally demanding. The latter are generally needed to account for model nonlinearity. The efficient model discrimination methods investigated include the information criteria: the corrected Akaike information criterion, Bayesian information criterion, and generalized cross-validation. The efficient sensitivity analysis measures used are dimensionless scaled sensitivity (DSS), composite scaled sensitivity, and parameter correlation coefficient (PCC); the other statistics are DFBETAS, Cook's D, and observation-prediction statistic. Acronyms are explained in the introduction. Cross-validation (CV) is a computationally intensive nonlinear method that is used for both model discrimination and sensitivity analysis. The methods are tested using up to five alternative parsimoniously constructed models of the ground water system of the Maggia Valley in southern Switzerland. The alternative models differ in their representation of hydraulic conductivity. A new method for graphically representing CV and sensitivity analysis results for complex models is presented and used to evaluate the utility of the efficient statistics. The results indicate that for model selection, the information criteria produce similar results at much smaller computational cost than CV. For identifying important observations, the only obviously inferior linear measure is DSS; the poor performance was expected because DSS does not include the effects of parameter correlation and PCC reveals large parameter correlations.
Introduction
An important goal of most models is to provide realistic predictions over a range of real space-time conditions. Ground water models usually deal with a small amount of uncertain data and potentially many parameters for which values need to be determined. Values measured at the laboratory scale or even the small field scale generally do not directly apply to a regional scale model (Brooks et al. 1994 ). This commonly results in ground water models being calibrated and often leads to the development of many candidate models that can differ in the processes included, representation of boundary condition, distribution of system characteristics, and parameter values. Given a set of candidate models, statistical techniques often are used to discriminate between and evaluate various aspects of the different models.
There have been substantial efforts to develop model discrimination statistics (Akaike 1974; Carrera and Neumann 1986; Burnham and Anderson 2002) , crossvalidation (CV) methods (Efron 1982) , and sensitivity analysis methods (Saltelli et al. 2000) . In this work, model discrimination is pursued using information criteria: the corrected Akaike information criterion (AICc), Bayesian information criterion (BIC), and generalized cross-validation (GCV), and using CV (e.g., Jackknife, Bootstrapping; see, for instance, Efron 1982; Wu 1986; Good 2001) . Sensitivity analysis is conducted using CV and the linear statistical measures dimensionless scaled sensitivity (DSS), composite scaled sensitivity (CSS), parameter correlation coefficient (PCC), observation-prediction (OPR) statistic, Cook's D, and DFBETAS. While other methods and statistics exist, the group studied in this work includes a set that is often used.
Model discrimination has long been studied, but the formulation of a general rule to evaluate the different models is still difficult to identify (Akaike 1974; Efron 1982; Anderson 2002, 2004; Poeter and Anderson 2005) . In this work, we analyze the model discrimination and selection techniques in the context of alternative models implemented for the ground water system of Maggia Valley in southern Switzerland.
A novelty of this work is the use of CV for model selection and identification of the observations used in the context of ground water models. CV requires applications with short computational time, for example, the time series analysis of Regonda et al. (2005) and the kriging analysis of Isaaks and Srivastava (1989) . Because of the computational requirements, the use of CV for ground water models has been limited. Christensen and Cooley (1999) used CV to compare linear and nonlinear prediction intervals but not the purposes addressed in this work. To our knowledge, the present work is one of the first uses of CV for model selection and identification of important observations in a practical ground water model. In addition, this work presents a new graphical method of portraying CV results. Though developed independently, the graphical method has some similarity to a technique presented by Perona et al. (2000) .
The principal purpose of this paper is to address three questions: (1) How does CV compare to information criteria for model discrimination, given nonlinear models? (2) When identifying important observations of nonlinear models, how well do statistics based on linear theory perform compared to CV? and (3) Can we use CV to evaluate the dependence of model fit on each observation? The insights gained from answering these questions can be used to guide application of the computationally efficient methods to the vast majority of ground water models for which computational times make CV impractical. The model we are using is well suited for the statistical experiments needed to address these questions because its degree of nonlinearity is similar to many constructed ground water models. While other ground water models may include other or additional system components such as areal recharge, springs, evapotranspiration, or transport, the results of this work hopefully provide insight into other models that have a similar degree of nonlinearity. For less nonlinear models, it is expected that the linear statistics would perform better than the results of this work suggest; for more nonlinear models, it is expected that they would perform worse.
These questions are addressed using five nonlinear, fast, and stable ground water/surface water models of the Maggia Valley in southern Switzerland. The ground water/surface water model was constructed using MOD-FLOW-2000 and its River Package, and it was developed parsimoniously to guarantee numerical stability, computational efficiency, and conceptual transparency. In this work, we focus on a parameterization of the K field based on geological and hydrological information. Highly parameterized methods such as those used by Moore and Doherty (2005) and others were not considered in part because the computational requirements make a CV analysis impractical.
This work is organized as follows: first, the methods used and their role within this work are described, the general features of the ground water model are examined, results are presented in three thematic subsections together with a discussion, and conclusions based on these results are given.
Methods
In this section, we present the statistical methods for model discrimination and evaluation used in this study; some of their basic features are listed in Table 1 . More details, including the equations used to calculate the information criteria and linear sensitivity analysis statistics, are presented in Appendix 1. The equations presented assume a diagonal weight matrix, but extension to a full weight matrix is straightforward (see, e.g., Hill and Tiedeman 2007, 27-28, 34-35) .
Some of the statistics considered are best classified as measures of leverage, and some as measures of influence, as shown in Table 1 . Measures of leverage identify observations that are sensitive in a way that causes the observed value to potentially have a profound effect on the regression results. For a linear model, measures of leverage depend only on the independent variables associated with an observation, such as type, location, and time (Helsel and Hirsch 2002, 247) . For a nonlinear model, measures of leverage can change with the parameters values.
Measures of influence reflect the actual effect of an observation on the regression. Observations with high influence more strongly affect the estimated parameter values than other observations. Observations generally need to have high leverage to have high influence. An observation with high leverage tends to have high influence if the observed value in some way contradicts other observations. Influence is generally considered in linear regression analysis (Cook and Weisberg 1982; Tonkin and Larson 2002) and rarely in nonlinear regression analysis, as it is here.
Observations and predictions are considered in this paper. There are 32 heads and 6 discharge measurements. In this work, all predictions are coincident with observations. Thus, predictions are used in two ways: (1) as simulated values associated with observations in model calibration (these are also called simulated equivalents to observations) and (2) as simulated values for which associated measurements are omitted from model calibration in CV experiments.
Information Criteria: AIC, AICc, BIC, and GCV Statistics CV is computationally demanding, so it is not applied to all five models developed for the Maggia Valley. Instead, model complexity as measured by the number of estimated hydraulic conductivity parameters and model probability as determined based on information criteria are used in this work to identify models to be analyzed using CV.
We consider three information criteria: AICc, BIC, and GCV; equations are presented in Appendix 1. The information criteria provide a penalty for adding parameters that has to be overcome by improved model fit for the model with the added parameter(s) to be competitive. The information criteria values are computed for each model and smaller criterion values indicate more probable models. Commonly, the criteria values are equally small for different models, and multiple models are highly probable. For the AICc criteria, we also present model weights and inverted evidence ratios, which are part of the Kullback-Leibler analysis described by Burnham and Anderson (2002) and Poeter and Hill (2007) .
Among the numerous information criteria for model discrimination, we can distinguish two principal groups (Burnham and Anderson 2004; Poeter and Anderson 2005) : (1) information criteria based on the idea that all models only approximate reality, such as AIC and AICc, and (2) information criteria based on the idea that within our ensemble of models, we can find the ''true'' model, such as BIC. AIC and BIC are the most widely used methods for model selection (Carrera and Neumann 1986; Hill 1998; Anderson 2002, 2004) . Here, we use the second-order information criterion for AIC, which is AICc. AICc performs better than AIC when the number of parameters increases relative to the size of the sample ( GCV also is used to guide model selection (Regonda et al. 2005) . The GCV statistic presented here is an information criterion similar to AICc and BIC and should not be confused with the CV, which is applied later in the paper. GCV estimates the predictive error rather than fitting error and therefore predictive error sum of squares is a precursor to GCV (Craven and Whaba 1979) . The penalty assessed by GCV as parameters are added is similar to that of BIC, as shown in Appendix 1.
Cross-Validation
The goal of CV is to evaluate the dependence of the model fit and estimated parameter values on each observation. Such evaluation can be used for model selection (Chernick 1999, 105-106; Burnham and Anderson 2002, 36) . During the past decade, CV techniques have been extensively developed in the statistical literature (Shao 1993; Chernick 1999; Good 2001) .
In our work, we apply CV techniques by omitting one observation (leave-one-out) or a group of observations, and we recalibrate the model using nonlinear regression. The CV technique produces a measure of influence equal to how much the estimated parameter values and the simulated values change when observations are omitted. Influence measures are generally used to assess the importance of the observations to parameters and simulated values: relative to linear methods that measure leverage, an actual and not potential effect is measured; relative to linear methods that measure influence, the CV results account for all types of nonlinearity. As already explained, a major problem with CV is the computational demand. In our work, the forward execution time of the ground water model is just a few seconds and regression runs are only a few minutes, which allows us to investigate CV.
Procedure CV is composed of six steps: (1) omit one or more observations; (2) use the new observation set to estimate a new set of parameter values using nonlinear regression; (3) calculate simulated equivalents to all of the observations using the new parameter values; (4) calculate statistics that measure model fit; (5) evaluate the influence of the omission on estimated parameters; and (6) evaluate the influence of the omission on simulated values associated with the omitted observations. CV accounts for model nonlinearity because the model is recalibrated for each modified set of observations.
Statistics
Statistics used to quantify influence as described by Cook and Weisberg (1982) , among others, are applicable to linear problems. Here, we present a set of relatively simple statistics to quantify the CV results for the nonlinear problem considered in this work. The statistics are listed in Table 1 and described in the following sections. The first three statistics measure changes from regression results obtained using all the observations; the last two measure the model fit obtained for observations omitted from the regression. The second statistic is used to quantify changes in parameter values; the other four are used to quantify changes in simulated values.
Influence of Observations on Parameter Estimates
For each parameter and for each omitted observation or set of observations, the parameter influence statistic is calculated as follows:
where Áb i j is the fractional change in the jth parameter estimate when observation(s) i is omitted, b j is the jth parameter estimate obtained with all the observations, and b i j is the jth parameter estimate obtained with the observation(s) i omitted.
Influence of Observations on Model Fit
For each omitted observation or set of observations, the adjusted sum of squared weighted residuals (SSWR) is calculated as (Cook and Weisberg 1982) follows:
where ÁS (i) is the fractional change in the SSWR when observation(s) i is removed, n l is the number of observations omitted, SðbÞis the optimized SSWR with all the observations, Sðb ðiÞ Þ is the optimized sum of SSWR without the i observations, and x i ðh obs i 2h sim i Þ 2 is the contribution of the single observation i to the SðbÞ. ÁS (i) provides a quick method of finding influential observations.
Influence of Observations on Model Predictions
We analyze the influence of observations on model predictions using the simulated value influence statistic, which is calculated as follows: where Áp i (m) is the fractional change in the mth predicted value when observation(s) i is omitted, p (m) is the simulated equivalent for prediction m produced with parameter values estimated using all observations, and p i (m) is the simulated equivalent for prediction m produced with parameter values estimated when observation(s) i is omitted.
Model Fit Obtained with One or More Observations Omitted
The last analysis based on the leave-one-out CV measures the effect of omitting a single observation on the simulated values at the observation locations when we are not using the associated observation during calibration. For each observation, this is expressed by the CV weighted residuals as follows:
where WR CV i is the weighted residual evaluated for observation i by a model calibrated with observation i omitted, y sim i i omitted is the value predicted for observation i by a model calibrated with observation i omitted, and x i is the weight of the observation i. WR CV i significantly larger than the weighted residuals calculated with all observations indicate potentially influential observations. The WR CV i can be summed over all omitted observations to obtain SSWR CV to define the leave-one-out CV objective function as follows:
The results of Equations 4 and 5 are compared to the WR i and SSWR obtained from the calibration using all the observations. Large differences between the WR CV i and WR i indicate that the predictive capability of the model is poor for those observations. Small WR CV i indicate that the predictive capability of the model is good for those observations. Differences between SSWR CV and SSWR provide an overall measure of model predictive capability: large values indicate poor predictive capability for at least some observed quantities; small values indicate good predictive capability.
Linear Statistics for Measuring the Importance of Observations to Parameter Estimates
Linear statistics that are intended to measure the importance of observations to parameter estimates are DSS, CSS, and PCC (Hill 1998; Hill and Tiedeman 2007) ; leverage statistics (Helsel and Hirsch 2002 ); Cook's D statistic (Cook and Weisberg 1982) ; and DFBETAS (Belsey et al. 1980; Yager 1998 Hill and Tiedeman (2007) because residuals are not used in their calculation. Fitindependent statistics can provide useful results at the beginning of model development, which is important when model execution times are long.
The subsequent text describes the six linear statistics considered in this work. The equations are presented in Appendix 1.
Dimensionless and Composite Scaled Sensitivities and Parameter Correlation Coefficient
DSS can be used to compare the importance of different observations to the estimation of a single parameter and to compare the importance of different parameters to the calculation of a single simulated value. Observations with large dss ij are likely to provide more information about the parameter; parameters that are more important to the simulated value have larger dss ij . CSS is a measure of the information provided by all the observations for a single parameter and is calculated using all of the DSS for one parameter. PCC are calculated as the covariance between two parameters divided by the product of their standard deviations.
DSS and CSS and PCC can be used to reveal whether issues of sensitivity or parameter correlation make observations important.
Leverage Statistics
The leverage statistic identifies observations that are sensitive in a way that causes the observed values to potentially have a profound effect on the regression results. The actual effect depends on the observed value, which is not accounted for by the leverage statistics. Leverage statistics include the effects of parameter correlation, as indicated by how they are calculated (see Appendix).
Cook's D and DFBETAS Statistics
The Cook's D statistic measures the effect of a single observation on the set of model parameters. It is a linear measure but applies to models with large total nonlinearity if the intrinsic nonlinearity is sufficiently small (Yager 1998; Cooley 2004; Christensen and Cooley 2005) . In contrast, CV is a fully nonlinear measure. Observations tend to be identified as being more influential by the Cook's D statistic if they have higher leverage and larger residuals. Yager (1998) and Hunt et al. (2006) demonstrate its utility for analyzing data used by ground water models.
DFBETAS is a method developed to quantify the influence of an observation on each parameter (Belsey et al. 1980) . It is based on the deletion of a row of the matrix of the weighted model sensitivities, X. Each row corresponds to one observation; large values identify influential observations. In the presence of total model nonlinearity, DFBETAS can be used only as a qualitative indication of the influence (Yager 1998; Cooley 2004) .
Linear Statistic for Measuring the Importance of Observations to Predictions: OPR OPR statistic (Tiedeman et al. 2004; Hill and Tiedeman 2007; Tonkin et al. 2007 ) is used to evaluate the relative importance of observations to prediction uncertainty. OPR and CV differ in several ways. OPR is a linear measure, while CV accounts for nonlinearity through recalibration. OPR measures the change in the prediction interval, while CV measures the change in the prediction. OPR is much less computationally intensive than CV and produces a measure of leverage; it does not account for the value of the observations and, therefore, is not a measure of influence. The set of observations with large influence as determined by CV is, in general, a subset of the observations with large leverage identified by the OPR statistic.
Effect of Nonlinearity
Use of the statistics presented in this section assumes that the model in question is linear, that is, that for the current (calibrated) parameters, the sensitivities X accurately represent the action of the model. Tests of model linearity can be made to evaluate this assumption using variants of Beale's measure (Cooley and Naff 1990; Cooley 2004; Tiedeman et al. 2004; Christensen and Cooley 2005; Hill and Tiedeman 2007) . Yager (2004) presents measures of total and intrinsic nonlinearity for several practical ground water models. Comparison of these measures to our case study (Foglia 2006) showed that most of the developed alternative models lie in the middle of the range of nonlinearity of those presented by Yager (2004) . Therefore, the utility of the linear statistics in the problems tested is expected to be applicable to many ground water models. As will be seen, the results of this paper suggest that most of these linear statistics perform quite well, suggesting that the linear statistics are likely to be useful in practice.
New Graphical Method
When there are many observations, display of CV results and the results of other statistics is problematic. As part of this work, we developed a new graphical method to facilitate these comparisons. A new method was needed because existing methods were not graphically oriented to clearly represent mutual interactions between observations and parameters and to allow the evaluation of the importance of the different parts of the study area.
The new method plots the observations on a horizontal axis, the affected quantity on the vertical axis, and uses a grid of colors to convey the effects of each observation. Example graphs are shown with the results of this article.
The Ground Water Model
The ground water model used in this study represents flow through the valley-fill deposits of the Maggia Valley, southern Switzerland, and is described in detail by Foglia (2006) . The simulated system is about 20 km long and up to 1.3 km wide, is oriented approximately northwestsoutheast, and is bordered by highlands typical of this part of the Swiss Alps. Flow in the associated drainage basin is highly controlled for use by hydropower and water supply. The model is being developed to evaluate environmental flow requirements.
The model was developed and calibrated using MODFLOW-2000 Hill et al. 2000) . The interaction between the river and the ground water system is simulated using the River Package to avoid the longer execution times of alternatives such as the Streamflow-Routing Package (Prudic et al. 2004) .
The simulation has recharge set to zero and is steady state because the time selected for simulation is at the end of a 3-month drought when areal recharge and temporal changes are insignificant. Under these conditions, streamflow gain and loss measurements indicate that ground water flow is dominated by leakage from the river to the ground water system in the upper reaches of the system and from the ground water system to the river in the downstream reaches. Streamflow recession is limited because inflows at the upstream end of the system are controlled by releases from surface water reservoirs. Hydrographs show that the system responds to changes over times much shorter than the length of the drought.
Discretization, Parameters, and Observations
The row and column grid resolution is 25 m to match that of the Swiss digital elevation model. Two model layers are used to allow for vertical flow. To promote numerical stability, both layers are defined as being confined even though the system is unconfined. When the model is calibrated, the simulated heads in the top layer are close to the estimated water table, so this approximation is not expected to adversely affect model accuracy (see also Hill 2006) . The hydraulic conductivity values of the upper and lower layers are equal because there are no data to support a difference.
In all models, we estimated parameters that represent one to six hydraulic conductivities (K), the conductivity of the river bed (K riv ), and the flow into the aquifer at the northern end of the domain (Q in ). The parameterization of hydraulic conductivity is discussed in the following section on alternative models. The parsimonious parameterization used appears to produce models capable of simulating basic features of the system while maintaining the frugal inverse model execution times required to conduct the CV experiments.
The observations include 32 hydraulic heads and six streamflow gain and loss observations. The head observations are distributed fairly evenly over the length of the valley, and many form lines of two to four measurements across the valley. The flow observations are distributed along the northern two-thirds of the reach involved. During the drought period considered, inflow from tributaries is negligible.
The Alternative Models
A significant issue of concern in the Maggia Valley is the distribution of hydraulic conductivity and its importance to simulating ground water heads and streamflow interactions. Interpretation of a geologic map available in the northern part of the area suggests that K there varies over the rather narrow range of 5 3 10 24 to 1.12 3 10 23 . Somewhat higher values are expected farther south. The geologic map and measurements from piezometers and wells were used to develop the seven K zones shown in Figure 1 . The values shown are approximate; model calibration is used to condition them on head and flow observations.
We developed five alternative models that differ in the representation of K (Table 2 ). First, we evaluated sensitivities for the seven K parameters shown in Figure 1 . We then lumped some together based on insensitivity, correlation, and physical and geological considerations. In the simplest model, named ''homogeneous,'' one value of K is applied to all zones. It was thought that such a model might be valid because K varies by less than 1 order of magnitude (Figure 1) , and it seems plausible that other aspects of the system, such as the geometry of the underlying bedrock and the position and topography of the river, might be more important than the likely variations in K. The other models all include K57, which combines K5 and K7 because of the insensitivity of K7, the similarity of the values of K5 and K7, and the proximity of the zones. The remaining models vary in how K1, K2, and K3 are represented. (Table 2) .
Results
We present results obtained from the following steps:
1. Evaluate the five models using information criteria. 2. Identify 3HK (Table 2 ) as the best model. 3. Use the 3HK model to compare the linear statistics and nonlinear CV statistics presented in the Methods. Consider statistics that measure the importance of observations to parameter estimates and to simulated heads and flows. 4. Apply CV for model selection and compare to the results of step 1. Use models that are most complex (allK), simplest (homogeneous), and best (3HK).
In steps 3 and 4, the CV experiments include (1) omitting individual observations and (2) omitting groups of observations, where five groups are defined based on their location. Group 1 is close to the northern boundary; group 2 is within a wide, braided stream area located about 7.5 km south of the northern end of the modeled area; and groups 3, 4, and 5 form transects across the valley in its southern half ( Figure 5-2 in Foglia 2006) . The leave-one-out CV method improves in accuracy if the procedure is repeated for many observations or groups of observations (Chernick 1999, 105-106) . We repeat the procedure 43 times for all observations and groups of observations (32 heads 1 6 flows 1 5 groups).
Model Selection Using AICc, BIC, and GCV Table 2 shows the AICc, BIC, and GCV information criteria, and the model weight and the inverted evidence ratio. The values of the AICc, BIC, and GCV statistics suggest that only the homogeneous model is clearly inferior, suggesting that variations in K are important. The 3HK model is the ''best'' model in that it has the smallest values for AICc, BIC, and GCV. The inverted evidence ratio indicates that no other model is even half as probable as the best 3HK model (all other inverted evidence ratios are less than 0.5).
Importance of Observations to Parameter Values
Nonlinear CV Figure 2 is the first example of plots created as part of this study to present CV results. The observations omitted are listed on the horizontal axis. The affected quantity is listed on the vertical axis. Here, the plotted value represents the fractional change in a parameter estimate due to the omission of an observation. This is usually less than 1% (0.01 on the scale used in Figure 2 ) for omission of single heads (except for head 2) and reaches almost 60% for omission of single discharges. These plots reveal the following about the 3HK Maggia Valley model. Note: K, hydraulic conductivity. 1 K1 and K3, the two least sensitive of the K parameters, are set at the values shown in Figure 1. 1. Unexpectedly, the observations tend to be most important to hydraulic conductivity K6 (parameter 5 in Figure 2 ). We expected the observations to be most important to K riv (parameter 1) because of the strong river-aquifer interactions in this system. K6 is important because (1) K6 equals the hydraulic conductivity of the entire downstream half of the domain (downstream from head 18) and, therefore, controls flow leaving the system through the river in the downstream half of the system and (2) the last flow observation available (38 in Figure 2 ) is located at the upstream end of the zone characterized by K6, so that the distribution of flow leaving the system is poorly constrained. A test not presented here shows that adding a new flow observation at the southern end of the ground water domain makes head observations in the south more important to K riv . 2. The only head observation clearly important to most parameters is number 2. Head 2 is close to the northern flow boundary condition and only a few meters from the river; Figure 2 shows that it is important to parameters K riv , Q in , K57, and K6. In general, it exerts considerable control over the water table in the north and the distribution of flow into the system. 3. The discharge measurements are more important than heads. 4. The most important groups of head observations omitted are groups 3 and 4, which are located centrally within the K6 zone.
The first three are used as comparison criteria for the linear statistics. The fourth is not used because the linear statistics are not used to test groups of observations.
Linear Statistics
Using the graphical representation of Figure 2 , Figure 3 shows the results of the computationally frugal linear statistics. The gray shading has been adjusted to enhance comparison with Figure 2 . Table 3 shows how the linear and CV results compare for the first three comparison criteria listed previously. These results suggest that Cook's D, DFBETAS, and the leverage statistic results are close to those obtained with the CV. Furthermore, DFBETAS displays features similar to Figure 2 for the trend of parameter K riv in the southern part of the domain: in both cases, heads downstream of head 18 are not important to K riv . The differences for the other parameters (Q in , K3, K57; parameters 2, 3, and 4) in the same area are probably due to the linearity of DFBETAS. The poor performance of DSS and CSS is probably because they exclude the effects of parameter correlations, a conclusion supported by the better performance achieved by the leverage statistics, which differ from DSS and CSS mostly in their inclusion of the effects of parameter correlation. For the 3HK model, the PCC between K6 and K riv was 0.995, which is extremely high.
Importance of Observations to Simulated Heads and Flows
Nonlinear CV Figure 4 uses the CV results to show how much the overall model fit changes by omitting observation(s) after removing the contribution of the omitted observation. Model fit is measured by the adjusted SSWR (Equation 2). Figure 4 shows the change in fit due to the change in the estimated parameter values. The positive values indicate that fit improves to remaining observations, as expected. Again, the most influential observations are the flows (observations 33 to 38) and the only significant head is observation 2. Figure 5 shows the new presentation of CV results for simulated values. Like Figure 4 , it is an analysis of the influence of observations on model fit, but instead of the effect accumulated over all observations, Figure 5 shows the effect on each of the simulated values associated with each observation produced by the omission of one observation. The fractional change in the head predictions is always less than 0.01% (10 24 on the scale shown in Figure 5 ). The fractional change in the flows is as large as 200% (2 on the scale shown in Figure 5 ). To understand Figure 5 , consider observation 2. Figure 4 indicates that this observation influences the overall model as measured by the SSWR. Here, we see that this influence extends to a number of simulated heads in the northern half of the area and especially to flows, whereas the simulated heads in the southern part of the model domain are only marginally affected. The last simulated flow (38 in Figure 5 ) is influenced by omission of many of the heads. These plots reveal the following about the 3HK Maggia Valley model: (1) flows are more important than heads; (2) head 2 is the most important head; (3) flows are strongly influenced by heads and flows; (4) flows influence flows more than heads; and (5) flows are more important to heads than heads are.
Linear Statistic: OPR
The OPR statistic is expected to provide a computationally inexpensive way to obtain some of the insight provided by CV results. For the 3HK model, OPR results shown in Figure 6 can be compared to the CV results presented in Figure 5 . Both OPR and CV indicate that simulated discharges are sensitive to all observations, as expected. On the other hand, unlike CV, the OPR results indicate that the head observations are as or more important than the discharge observations. This can result from the nonlinearity of the problem, from the OPR statistics being a measure of leverage instead of influence and/or the OPR statistic measuring the changes of the confidence interval on the simulated value instead of the simulated value. These results suggest, however, that the OPR statistic has some utility for assessing influential observations, as summarized in Table 4 .
Use of CV for Model Selection
According to Stone (1974) and Burnham and Anderson (2002) , CV can be applied as a criterion for model selection. Figure 7 shows results of the homogeneous and allK models-the simplest and the most complicatedand the 3HK model already considered. As expected, the heterogeneity of the most complicated model results in individual K parameters being much more affected by removal of a single observation. In contrast, for the homogeneous model, the heads have little effect. In general, heads have less effect than flows, and this is consistent for the three models and with what is shown in Figure 4 . The head observations in the downstream part of the domain (observations 18 to 32) are not affected as much by changing the hydraulic conductivity distribution because in the 3HK and allK models the local hydraulic conductivity, K6, is applied to the same extensive part of the model. Figure 8 shows the CV weighted residuals (Equation 4) for the streamflow observations. Figure 8 is a different Table 3 Comparison of the CV Results (Figure 2 ) to the Linear Statistic Results (Figure 3 and simpler representation of the discharge values shown on the diagonals of Figure 7 . It shows that the S2 (observation 36) simulated value is most affected by omission of the related observation. The fit is more robust for the homogeneous model but it also is considerably worse. Graphs for heads were constructed but are less interesting than Figure 8 . The results for heads are summarized in Table 5 . Table 5 compares the SSWR using the three different models both for the CV analysis (SSWR CV ) where the specific observation is omitted (Equation 5) and with the full set of observations (SSWR). Large differences between the two values indicate unstable predictive capabilities for that model. The fractional change between SSWR and SSWR CV is also reported to aid analysis; smaller values indicate greater stability of the solution. The homogeneous model is very stable (the fractional change is small), which is expected of simple models, but also performs better (in terms of small SSWR, SSWR CV ) than might have been expected given the AICc, BIC, and GCV values shown in Table 2 . The 3HK model seems to be a good model in terms of predictions, as AICc, BIC, and GCV suggest: in Table 5 , it is shown that it has the smallest SSWR for the head observations. With respect to the flows, we can see from Figure 8 that the sum of squared residuals is completely controlled by observation S2. Without that observation, the sum of the residuals relevant to the flow observations for the 3HK model would be the smallest one (Table 5) .
Although AICc, BIC, and GCV are approximate while CV is a more representative test, the computationally frugal information criteria produce conclusions that are consistent with those based on CV for model discrimination. The information criteria indicate that only the homogeneous model differs substantially from the others and this is supported also by the CV: analyzing the SSWR in Table 5 , the homogeneous model is always the one with the highest values.
Discussion
The discussion is organized to address the three questions presented in the Introduction and is based on analysis of the models presented. For the tests presented here, CV is not superior to information criteria for model selection purposes (Tables 2 and 5 ). But CV is a true test, while information criteria are linear approximations; if computation time allows it, CV results should be considered. Here, larger values of the information criteria (Table 2 ) and variable predictive capability obtained with the CV analysis ( Figure 7 and Table 5 ) suggest possible problems with the most complex model (allK). CV shows instability of both allHK and 3HK, but it is evident much more instability of allHK in heads and the flow was completely dominated by only one observation (S2). Following the different steps in our work and looking at the results presented, we can argue that the information criteria are useful and robust for a first cut at model selection. They do not provide specific information on the observations or on the parameters: for example, they could not show that the model 3HK had problems with the observation S2. The information criteria analyze the overall model error while considering the number of parameters and observations. As already stated, some of them are better than others for the evaluation of the penalty function. In our case, it is interesting that all the information criteria produce similar result (Table 2) .
When Identifying Important Observations of Nonlinear Models, How Well Do Statistics Based on Linear Theory Perform Compared to CV?
Four linear statistics were used to evaluate the importance of single observations on the parameter set: CSS, DSS, and PCC; leverage statistic, DFBETA, and Cook's D statistic. The results presented in Figure 3 and Table 3 suggest that DFBETA and Cook's D are in good agreement with the CV results, while the DSS only reveals the most dominant conclusions. One linear statistic, OPR, was used to evaluate the effect of an observation on the prediction of interest. Figures 5 and 6 and Table 4 indicate that OPR reproduced some of the conclusions drawn from CV but missed that flows are more important to heads than heads are.
Can We Use CV to Evaluate the Dependence of Model Fit on Each Observation?
Yes. We analyzed the influence of observations on parameter estimates (Figure 2 ) using one alternative model and the influence of observations on model fit (Figure 7) using three alternative models. Figure 2 shows that single heads are not very influential for any of the parameters. Figure 7 shows that (1) the simulated values obtained with a more complex model are affected more Table 4 Comparison of the CV Results (Figures 4 and 5) to the OPR Results Shown in Figure 6 Based on Four
Comparison Criteria
Comparison Criteria OPR
Head 2 is the most important head 3 Flows are strongly influenced by heads and flows Flows influence flows more than heads Flows are more important to heads than heads are 3
Notes: , conclusion same as for CV; 3, conclusion different. ) as the weighted difference between the observation and the value simulated by a model calibrated without that observation. The filled symbols indicate the weighted residuals calculated as the difference between the observation and the value simulated with the model with the optimum set of parameters (i.e., with all the observations included). Observations 1 to 32 are single heads, 33 to 38 are single discharges. Here, the discharge names are listed in order. Discharge V1 is referred to as observation 33 elsewhere in this article, R1 is referred to as 34, and so on.
by individual observations and (2) flows are strongly influenced by heads and flows and flows influence heads and flows. CV can be a useful method to evaluate the dependence of model fit on each observation, and it provides information on model quantities that are more difficult to simulate accurately. For example, it has been shown that the piezometric head (observation 2 in Figure 4 ) in the area close to the northern boundary is more difficult to simulate to accurately than other heads in the system.
Conclusions
In this work, we evaluated both computationally expensive and frugal statistics for model discrimination and for the analysis of the importance of each observation to estimated parameter values and simulated values. The computationally expensive statistics were derived from leave-one-out CV runs. We could apply CV because of our fast running set of nonlinear models: without these two characteristics, CV is either not tractable or not needed. We applied nonlinear CV and linear statistics DSS, CSS, and PCC; leverage; Cook's D; DFBETAS; and OPR.
In terms of identifying observations important to parameter estimates, the linear measures, leverage, Cook's D, and DFBETAS revealed similar model characteristics as CV. The linear statistics that performed less well were DSS and CSS, partially because PCC could not be included in the graphical analysis.
In terms of influence of observations on predictions, we compared CV and OPR. OPR shows some of the general features of CV, but it measures the change in prediction standard deviations, which does not necessarily correspond to the changes in model predictions analyzed by CV. For this reason, we can see similarities in the results produced by the two techniques, but it is hard to compare them: they are useful for different purposes, and they are applicable in different cases.
The second application of CV was the discrimination between models. For this purpose, we compared the results obtained with information criteria (AIC c , BIC, and GCV) with CV. We can conclude that, for model selection, information criteria perform as well as CV, even if they are an approximation while CV is a true test. CV tests stability, while model fit is measured separately. The information criteria integrate analysis of model fit and instability. The latter is achieved through a penalty for adding parameters. Considering the problems with the computational demands of CV, information criteria are a good alternative to CV for model selection.
In summary, the analysis suggests that for model discrimination the computationally frugal information criteria performed well relative to the computationally demanding CV. For identifying observations important to parameter estimates and predictions, DSS and CSS were least reliable for this problem, which was characterized by extreme parameter correlation. Leverage was better, and the influence statistics, DFBETAS, and Cook's D were the most useful. 
