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Abstract
We investigate a certain class of solvable metric Lie algebras. For this purpose
a theory of twofold extensions associated to an orthogonal representation of an
abelian Lie algebra is developed. Among other things, we obtain a classification
scheme for indecomposable metric Lie algebras with maximal isotropic centre and
the classification of metric Lie algebras of index 2.
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1 Introduction
In the present paper we study a certain class of metric Lie algebras in a systematic
way. Here a metric Lie algebra is a finite-dimensional real Lie algebra equipped with
an invariant non-degenerate symmetric bilinear form. An isomorphism of metric Lie
algebras is by definition a Lie algebra isomorphism which is in addition an isometry
with respect to the given inner products.
A metric Lie algebra (g, 〈· , ·〉) is called decomposable if it contains a proper ideal i
which is non-degenerate (i.e. 〈· , ·〉|i×i is non-degenerate), and indecomposable other-
wise. Then any metric Lie algebra is the orthogonal direct sum of indecomposable
metric Lie algebras. Thus, in order to understand metric Lie algebras one has to
understand the indecomposable ones, and the natural (but certainly too ambitious)
task would be to obtain a classification of indecomposable metric Lie algebras up to
isomorphism.
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Of course, in the case of definite inner products there is nothing left to do. Any
indecomposable metric Lie algebra with a definite inner product is either compact
simple or one-dimensional. However, the situation changes dramatically if we consider
indefinite inner products. Here the simple and one-dimensional Lie algebras constitute
only a small part of the set of all indecomposable metric Lie algebras.
In [MR 85] A. Medina and Ph. Revoy proved a first structure result. They considered
the following construction, which starts with a metric Lie algebra and produces metric
Lie algebras of higher dimension.
Let (b, 〈· , ·〉
b
) be a metric Lie algebra, l a Lie algebra with invariant (possibly degener-
ate) symmetric bilinear form 〈· , ·〉
l
and ρ : l → Dera(b, 〈· , ·〉b) a representation of l by
antisymmetric derivations on (b, 〈· , ·〉
b
). Let dρ(b, l) be the extension
0 −→ l∗ −→ dρ(b, l) −→ b ⋊ρ l −→ 0 (1)
of the semi-direct sum of b and l defined by the coadjoint representation of l∗ on the
second factor of b ⋊ρ l and the cocycle β ∈ Z
2(b ⋊ρ l, l
∗) which is given by β(X1 +
L1,X2 + L2) = 〈X1, ρ(·)X2〉b for Xi ∈ b and Li ∈ l, i = 1, 2. Define an inner product
〈· , ·〉 on dρ(b, l) by
〈α1 +X1 + L1, α2 +X2 + L2〉 = 〈X1,X2〉b + 〈L1, L2〉l + α1(L2) + α2(L1)
for αi ∈ l
∗, Xi ∈ b and Li ∈ l, i = 1, 2. Then (d, 〈· , ·〉) is a metric Lie algebra and it is
called a double extension of b by l.
What Medina and Revoy found in [MR 85] is that any non-simple non-abelian inde-
composable metric Lie algebra (d, 〈· , ·〉) is isomorphic to a double extension dρ(b, l),
where l is one-dimensional or simple. The idea of the proof is to choose a minimal
abelian ideal i 6= 0 in d and to take l = d/i⊥, b = i⊥/i, l∗ = i. See also [FS 96] for a nice
presentation of the result and its applications to conformal field theory.
This structure result is very suitable for the classification of non-simple indecomposable
Lorentzian Lie algebras (i.e. metric Lie algebras of signature (1, q)). The centre z of such
a Lie algebra is non-trivial. Furthermore, it is isotropic because of indecomposability.
Hence, in this case i = z is a canonical choice for a (one-dimensional) minimal abelian
ideal. In particular, the Lie algebra is canonically isomorphic to a double extension.
This makes it easy to study decomposability and to solve the isomorphism problem.
The classification result is due to A. Medina ([M 85], see also Section 5 for an exact
formulation of the result). Originally this result was not a consequence of the structure
theorem, but the structure theorem arose as a generalization of its proof.
In [MR 85] Medina and Revoy applied the structure theorem also for non-simple in-
decomposable metric Lie algebras of signature (2, q). This yields a description of such
Lie algebras as double extensions of (the already classified) Lorentzian Lie algebras
by one-dimensional ones. Furthermore, Medina and Revoy determined the (outer) an-
tisymmetric derivations of a Lorentzian Lie algebra. So we know in principle how a
non-simple indecomposable metric Lie algebras of signature (2, q) looks like. However,
this is not a classification. On one hand a metric Lie algebra of signature (2, q) which
is the double extension of a Lorentzian Lie algebra by a one-dimensional one can be
decomposable and Medina and Revoy did not study which of the obtained Lie algebras
are really indecomposable. On the other hand it is not clear which of the obtained Lie
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algebras are isomorphic. Contrary to the Lorentzian case the description of a metric
Lie algebra of signature (2, q) as a double extension is not canonical. So one can ob-
tain isomorphic Lie algebras of signature (2, q) even if one starts with non-isomorphic
Lorentzian Lie algebras. Proposition 2.2 of the present paper is more adapted to this
situation. It contains only canonical choices and allows a better study of indecompos-
ability and isomorphy. In particular, it yields (together with Proposition 2.4 and the
results of Section 5) a complete classification of indecomposable metric Lie algebras of
signature (2, q).
The classification result for signature (2, q) was already announced in [BK 02] and it was
one of our motivations for writing this paper to present a proof of this result in a quite
systematic framework. Besides the classification for signature (2, q) one can also find
a classification of indecomposable metric Lie algebras of dimension n ≤ 6 in [BK 02]
although the paper does not concentrate on classification results. The emphasis is more
on the construction of Lie groups with pseudo-Riemannian bi-invariant metric which
admits parallel spinor fields using double extensions. One series of examples (called
multiple extensions) corresponds to metric Lie algebras having a maximal isotropic
centre and was constructed inductively by double extensions by a one-dimensional
Lie algebra starting with an abelian Euclidean Lie algebra. The treatment of these
examples suggested that there should be a better description of metric Lie algebras
with maximal isotropic centre than the description by double extensions. This was a
further motivation for writing the present paper.
From a geometric point of view, one is interested in the underlying semi-Riemannian
symmetric space defined by a Lie group with bi-invariant metric. Of course, Lie groups
are very special symmetric spaces, and one would like to understand all of them. On
the other hand, any symmetric space is a homogeneous space of a distinguished Lie
group, its transvection group. Let us discuss the relation between metric Lie algebras
and semi-Riemannian symmetric spaces in little more detail.
Up to local isometry, a semi-Riemannian symmetric space is given by a triple (g, 〈· , ·〉, σ),
where (g, 〈· , ·〉) is a metric Lie algebra and σ is an involutive automorphism of (g, 〈· , ·〉)
such that g = [m,m] ⊕ m, where m is the −1-eigenspace of σ. By abuse of notation let
us call such a triple simply a symmetric space. The signature of a symmetric space is
by definition the signature of the restriction of 〈· , ·〉 to m.
This description already supports the philosophy, which might be considered as the
main motivation for a geometer to deal with metric Lie algebras, that any good method
of investigation of metric Lie algebras should have a refinement which brings the au-
tomorphism σ into play, and then yields corresponding results for symmetric spaces.
Thus, the first step in the study of symmetric spaces should be the study of metric Lie
algebras.
Though symmetric spaces can be considered as more complicated objects than metric
Lie algebras, in many respects one knows more about symmetric spaces than about
metric Lie algebras. For instance, there is no thorough treatment of metric Lie alge-
bras comparable to [CP 80]. Moreover, the classification of indecomposable symmetric
spaces of index at most 2 is known for more then 30 years [CW 70], [CP 70] (see [N 02]
for some necessary corrections). While the classification result for Lorentzian Lie al-
gebras which was discussed above is already considerably younger, the corresponding
result for metric Lie algebras of index 2 has not appeared in the literature before the
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announcement given in [BK 02].
These circumstances are not only an accident. The study of metric Lie algebras cannot
be reduced to that of symmetric spaces. The underlying symmetric space of (a Lie
group associated to) a metric Lie algebra (g, 〈· , ·〉) is the triple (g˜, 〈· , ·〉
g˜
, σ), where
g˜ = {[(X,Y )] ∈ (g⊕ g)/diag(z ∩ g′) |X + Y ∈ g′} ,
σ([(X,Y )]) = [(Y,X)], and 〈· , ·〉
g˜
is induced by the form 〈· , ·〉 ⊕ 〈· , ·〉 on g⊕ g. Here z
denotes the centre of g. We see that it is impossible to recover g from its underlying
symmetric space in general. What can be recovered is the scalar product 〈· , ·〉 and the
Lie algebra structure on g/(z∩ g′), only. Thus non-isomorphic metric Lie algebras may
correspond to isomorphic symmetric spaces. Moreover, an indecomposable metric Lie
algebra may give rise to a decomposable symmetric space.
Quite recently we learned that Berard Bergery and his collaborators in Nancy study
symmetric spaces (in up to now unpublished work) based on a construction which we
call twofold extension. This construction can be applied to metric Lie algebras as well
and then becomes a close relative of the double extension described above. Roughly
speaking, one simply replaces the semi-direct sum dρ(b, l) in (1) by a quite arbitrary
extension of l by b. In addition, we require b to be abelian (therefore denoted by a in
the following). For this one has to pay the price that the Lie algebra l can be more
general than one-dimensional or simple. We feel that this method has the potential to
give much more insight into the structure of general metric Lie algebras than the double
extension method. In particular, it can be shown that any indecomposable non-simple
metric Lie algebra can be written as such a twofold extension in a canonical way.
In the present paper we test this method in the simplest case, namely for abelian l. The
precise construction of twofold extensions in this case is given in Proposition 2.1. It
turns out that a relatively broad class of metric Lie algebras is already covered by this
simple construction, namely those metric Lie algebras satisfying g′′ ⊂ z (Proposition
2.2). This class contains indecomposable metric Lie algebras with non-trivial maximal
isotropic centre (Theorem 2.1) and indecomposable non-simple metric Lie algebras of
index at most 2 (Proposition 2.4).
In Sections 3 and 4 we solve the crucial isomorphism and indecomposability problems
for our twofold extensions. The key ingredient is the description of equivalence classes of
twofold extensions associated to a fixed orthogonal representation ρ : l → so(a, 〈· , ·〉
a
)
by a certain cohomomology set H2C(l, a) (Corollary 3.1). This result is completely
analogous to the classical identification of equivalence classes of extensions of a Lie
algebra l by an l-module a with the Lie algebra cohomology group H2(l, a). Eventually,
we can identify the set of isomorphism classes of indecomposable metric Lie algebras
in our class with the union of orbit spaces of the actions of certain linear groups on
sets made of the “indecomposable points” of the cohomology sets H2C(l, a) (Proposition
4.2).
How the classification scheme provided by Proposition 4.2 can be made much more ex-
plicit in the case of maximal isotropic centre is discussed in Section 5. In particular, we
give a complete classification of indecomposable metric Lie algebras having an at most
3-dimensional maximal isotropic centre in Theorem 5.1. Eventually, the classification
of indecomposable metric Lie algebras of index 2 is presented in Theorem 6.1.
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After we had obtained the results of Section 3 we realized that a nonlinear cohomology
theory for orthogonal representations of general Lie algebras has been already developed
by Grishkov in [Gr 98]. His results suggest that at least the results of Section 3 should
have a direct analogue for non-abelian l. This and related topics might be the content
of a forthcoming paper.
2 A structure theorem
We start this section by giving a construction method of certain metric Lie algebras.
Proposition 2.1 Let (ρ, a) be an orthogonal representation of an abelian Lie algebra l
on the semi-Euclidean vector space (a, 〈· , ·〉
a
). Furthermore, choose a 3-form γ ∈
∧3
l∗
and a cocycle α ∈ Z2(l, a) satisfying
〈α(L1, L2), α(L3, L4)〉+ 〈α(L2, L3), α(L1, L4)〉+ 〈α(L3, L1), α(L2, L4)〉 = 0 (2)
for all L1, L2, L3, L4 ∈ l. Then the bilinear map
[ · , · ] : (l∗ ⊕ a⊕ l)2 −→ l∗ ⊕ a⊕ l
defined by
l
∗ ⊂ z(l∗ ⊕ a⊕ l)
[A1, A2] = 〈ρ(·)A1, A2〉 ∈ l
∗
[A,L] = 〈A,α(L, · )〉 − L(A) ∈ l∗ + a
[L1, L2] = γ(L1, L2, · ) + α(L1, L2) ∈ l
∗ + a
for all L,L1, L2 ∈ l, A,A1, A2 ∈ a is a Lie bracket on l
∗ ⊕ a ⊕ l and the bilinear form
〈· , ·〉 on l∗ ⊕ a⊕ l defined by
〈Z1 +A1 + L1, Z2 +A2 + L2〉 = 〈A1, A2〉a + Z1(L2) + Z2(L1)
for all Z1, Z2 ∈ l
∗, A1, A2 ∈ a and L1, L2 ∈ l is an ad-invariant (non-degenerate) inner
product on l∗ ⊕ a⊕ l.
Definition 2.1 We denote the metric Lie algebra ( l∗ ⊕ a⊕ l, 〈· , ·〉 ) constructed above
by dα,γ(a, l, ρ) and call it a twofold extension.
Already in the case a = 0 this construction leads to interesting metric Lie algebras. For
formal reasons we also include the trivial case l = 0 into our considerations.
Proof of Proposition 2.1. Consider the extension
0 −→ a −→ d0 −→ l −→ 0
defined by ρ and α ∈ Z2(l, a). Now define a 2-form β on d0 = a⊕ l with values in l
∗ by
β(A,L1)(L2) = 〈A,α(L1, L2)〉a
β(A1, A2)(L) = 〈L(A1), A2〉a
β(L1, L2)(L3) = γ(L1, L2, L3)
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for all L,L1, L2, L3 ∈ l and A,A1, A2 ∈ a. Using that α is a cocycle satisfying (2) it is
not hard to prove that β is also a cocycle, i.e. β ∈ Z2(d0, l
∗). Then the bilinear map
[ · , · ] is exactly the Lie bracket on l∗ ⊕ a⊕ l defined by the central extension
0 −→ l∗ −→ l∗ ⊕ a⊕ l −→ d0 −→ 0
associated with β ∈ Z2(d0, l
∗). The invariance of 〈· , ·〉 follows from the orthogonality
of ρ. ✷
By construction, l∗ is an isotropic subspace of the centre z(d) of d := dα,γ(a, l, ρ).
Definition 2.2 We call d = dα,γ(a, l, ρ) regular if and only if z(d) = l
∗.
Lemma 2.1 dα,γ(a, l, ρ) is not regular if and only if there exist vectors L0 ∈ l and
A0 ∈ a, L0 +A0 6= 0, such that
ρ(L0) = 0
ρ( · )(A0) = α(L0, · ) (3)
γ(L0, · , · ) = 〈A0, α( · , · )〉 .
In other words, dα,γ(a, l, ρ) is not regular if and only if Equations (3) are satisfied for
some L0, A0 with L0 6= 0 or the subspace a
l ∩ α(l, l)⊥ ⊂ a is non-zero. Here al denotes
the space of invariants of ρ.
Proof. A straightforward computation shows that an element X = L0 + A0 + Z0 ∈
dα,γ(a, l, ρ) = l⊕ a⊕ l
∗ is central if and only if the Equations (3) are satisfied. ✷
For any metric Lie algebra g we have that z(g)⊥ = g′. Thus d = dα,γ(a, l, ρ) is regular
if and only if d′ = l∗ ⊕ a. In particular, in the regular case z(d) ⊂ d′, and d′/z(d) is
abelian. Now we will prove a converse statement. Note that the centre of a non-abelian
indecomposable metric Lie algebra g is isotropic, i.e. z(g) ⊂ g′.
Proposition 2.2 If (g, 〈· , ·〉) is a non-abelian indecomposable metric Lie algebra such
that
g′/z(g) is abelian, (4)
then there exist an abelian Lie algebra l, a semi-Euclidean vector space (a, 〈· , ·〉
a
), an
orthogonal representation ρ of l on a, a cocycle α ∈ Z2(l, a) satisfying (2), and a 3-form
γ ∈
∧3
l∗ such that (g, 〈· , ·〉) is isomorphic to dα,γ(a, l, ρ).
In particular, we can choose
a = g′/z(g)
l = g/g′
and
ρ(L)(A) = [l, a] + z(g)
for l ∈ g, a ∈ g′, L = l + g′, A = a+ z(g). With this choice, dα,γ(a, l, ρ) is regular.
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Proof. We first give the idea of the proof. Choose a, l and ρ as above. Note, that
because of (4) ρ is correctly defined. We abbreviate the notation by z = z(g). By
assumption the Lie algebra g is the result of the following two extensions with abelian
kernel:
0 −→ a −→ g/g′ −→ l −→ 0
0 −→ z −→ g −→ g/z −→ 0.
The first extension is given by the representation ρ as defined above and, using an
appropriate split, by a cocycle α ∈ Z2(l, a). The cocycle defining the second extension
will determine γ ∈
∧3 l∗.
Since g′ = z⊥ we have a = z⊥/z. Therefore 〈· , ·〉 induces a non-degenerate inner product
〈· , ·〉
a
on a. Because of the ad-invariance of 〈· , ·〉 the representation ρ is orthogonal with
respect to 〈· , ·〉
a
.
Because of g′ = z⊥ we can choose an isotropic complementary subspace of g′ in g and
identify it with l (as a vector space). This yields a section
s : l −→ g.
Since s(l) is an isotropic complement of g′ = z⊥ in g the inner product 〈· , ·〉 defines a
dual pairing between s(l) and z. Therefore s(l)⊥ ∩ g′ is a (non-degenerate) complement
of z in g′. Identifying a with s(l)⊥ ∩ g′ we obtain a section
t : a −→ g .
We define a cocycle α ∈ Z2(l, a) by
α(L1, L2) = [s(L1), s(L2)] + z.
Then α satisfies Equation (2). This follows from
〈α(L1, L2), α(L3, L4)〉a = 〈[s(L1), s(L2)] , [s(L3), s(L4)]〉
= 〈[[s(L1), s(L2)], s(L3)] , s(L4)]〉
and the Jacobi identity in g. Finally we define a 3-form γ ∈
∧3
l∗ by
γ(L1, L2, L3) = 〈[s(L1), s(L2)], s(L3)〉.
Obviously we have an isomorphism
i : l∗ −→ z
by 〈i(Z), s(L)〉 = Z(L) for Z ∈ l∗ and L ∈ l. Now we will prove that the vector space
isomorphism
i+ t+ s : l∗ ⊕ a⊕ l −→ g
is an isomorphism between the metric Lie algebras dα,γ(a, l, ρ) and (g, 〈· , ·〉). It is almost
obvious that the map i + t + s is an isometry. Thus it remains to show that it is an
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isomorphism of Lie algebras. This follows from the following equations which use the
invariance of 〈· , ·〉:
[A1, A2] = 〈ρ(·)A1, A2〉a
[t(A1), t(A2)] ∈ z by (4)
〈[t(A1), t(A2)], s(L)〉 = 〈[s(L), t(A1)], t(A2)〉 = 〈ρ(L)(A1), A2〉a
[L,A] = −〈A,α(L, · )〉a + ρ(L)(A)
[s(L), t(A)] ∈ g′
[s(L), t(A)] ≡ t(ρ(L)(A)) mod z
〈[s(L), t(A)], s(L1)〉a = −〈t(A), [s(L), s(L1)]〉 = −〈A,α(L,L1)〉a
[L1, L2] = γ(L1, L2, · ) + α(L1, L2)
[s(L1), s(L2)] ∈ g
′
[s(L1), s(L2)] ≡ t(α(L1, L2)) mod z
〈[s(L1), s(L2)], s(L3)〉 = γ(L1, L2, L3).
✷
Remark 2.1 It is natural to ask to what extend the tupel (α, γ) is determined by g.
The above proof gives that (α, γ) depends on the choice of a section s : l → g. A
closer view shows that (α, γ) depends on the induced section s¯ : l → g/z, only. This
corresponds to the fact that the orbit of (α, γ) under a certain action of the group of
1-cocycles C1(l, a) is canonically attached to g (see Section 3).
Definition 2.3 Let i be an isotropic ideal in (g, 〈· , ·〉). We will say that
1. i is maximal isotropic if dim i = min(p, q), where (p, q) is the signature of 〈· , ·〉,
2. i is isomaximal if i is not properly contained in a further isotropic ideal.
Obviously, each maximal isotropic ideal is isomaximal.
Proposition 2.3 Let g be an indecomposable metric Lie algebra with non-trivial iso-
maximal centre. Then g satisfies condition (4).
Proof. We have to show that z(g)⊥/z(g) is abelian. In Lemma 2.3 we will prove even
more, namely that i⊥/i is abelian for each isomaximal ideal i. ✷
Lemma 2.2 Let (g, 〈· , ·〉) be an indecomposable metric Lie algebra and r the radical of
g. Assume that r 6= 0. Then r⊥ ⊂ r holds.
Proof. Let g = s⋉ r be a Levi decomposition of g and consider s1 := s ∩ r
⊥. Clearly, s1
is an ideal in s. Since s is semi-simple, there is a complementary ideal s2 of s1 in s, i.e.
s = s1 ⊕ s2 as a direct sum of ideals. It is easy to see that s2 ⋉ r is a non-degenerate
ideal in g. Since g is indecomposable and r 6= 0 we obtain s2 ⋉ r = g. Hence, s1 = 0
and, consequently, r⊥ ⊂ r. ✷
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Lemma 2.3 Let (g, 〈· , ·〉) be a metric Lie algebra with non-trivial radical r 6= 0 and let
i ⊂ g be an isomaximal ideal. Then we have
1. r ∩ r⊥ ⊂ i .
If, in addition, (g, 〈· , ·〉) is indecomposable, then
2. i⊥ ⊂ r,
3. i⊥/i is abelian.
Proof. Since the ideal i is isotropic it is abelian. Hence, it is contained in the radical r.
In particular, 〈i, r ∩ r⊥〉 = 0. Therefore, i + r ∩ r⊥ is an isotropic ideal, which must be
equal to i since i is isomaximal. This implies r ∩ r⊥ ⊂ i. Using this we obtain
i
⊥ ⊂ (r ∩ r⊥)⊥ = r⊥ + r ⊂ r,
where the last inclusion uses Lemma 2.2. Now we are going to prove the third assertion.
Since i⊥ ⊂ r the ideal i⊥ is solvable. Therefore, also
a := i⊥/i
is solvable. We define an ideal z˜ of i⊥ by
i ⊂ z˜ := {X ∈ i⊥ | [X,Y ] ∈ i for all Y ∈ i⊥} ⊂ i⊥.
Obviously, z˜/i is the centre of a. Consider now
j := [i⊥, i⊥] ∩ z˜+ i.
Since i, [i⊥, i⊥] and z˜ are ideals j is also an ideal. We claim that j is isotropic. Indeed,
[i⊥, i⊥] ∩ z˜ is isotropic, because of [i⊥, i⊥] ⊥ z˜. On the other hand, i is isotropic and
[i⊥, i⊥]∩ z˜ is contained in i⊥. Thus, j is an isotropic ideal containing i. Therefore, j = i,
which implies [i⊥, i⊥] ∩ z˜ ⊂ i. Factorizing this by i yields
[a, a] ∩ z(a) = 0, (5)
where z(a) denotes the centre of a. On the other hand we have
[a, a]⊥ = z(a), (6)
Since 〈· , ·〉 induces a non-degenerate ad-invariant inner product on a. Combining Equa-
tions (5) and (6) we obtain
a = a′ ⊕ z(a),
which implies
a
′ = [a′, a′] = a(2).
Now we use that a is solvable and obtain a′ = 0, which proves the assertion. ✷
In particular, we can apply Propositions 2.2 and 2.3 to indecomposable metric Lie
algebras with maximal isotropic centre z. In this case the induced inner product on z⊥/z
is definite. We may assume, perhaps after a sign change of 〈· , ·〉, that it is Euclidean.
We obtain the following structure theorem.
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Theorem 2.1 If (g, 〈· , ·〉) is an indecomposable metric Lie algebra of signature (p, q),
p ≤ q, with non-trivial maximal isotropic centre, then there exist an abelian Lie algebra
l, a Euclidean vector space (a, 〈· , ·〉
a
), an orthogonal representation ρ of l on a, a cocycle
α ∈ Z2(l, a) satisfying (2), and a 3-form γ ∈
∧3
l∗ such that dα,γ(a, l, ρ) is regular and
(g, 〈· , ·〉) is isomorphic to dα,γ(a, l, ρ).
Proposition 2.4 Let g be a non-simple indecomposable metric Lie algebra of index at
most 2. Then g satisfies condition (4).
Lemma 2.4 Let g be as in Proposition 2.4. Then g is solvable.
Proof. First we observe that g cannot be semi-simple. Thus g has a Levi decomposition
g = s ⋉ r with r 6= 0. By Lemma 2.2 we have r⊥ ⊂ r. Therefore the scalar product on
g induces a non-degenerate pairing between s and r⊥. It follows that the index of g is
greater or equal to dim s = dim r⊥ which is at least 3 if not zero. We conclude that
s = 0. ✷
Lemma 2.5 A nilpotent metric Lie algebra of index at most 1 is abelian.
Proof. This is known according to [M 85], see also [BK 02]. For the convenience of
the reader we give a selfcontained argument in the language developed in the present
paper. Let n be a nilpotent metric Lie algebra of index at most 1. Then n is the direct
sum of a Euclidean abelian Lie algebra n0 and, possibly, an indecomposable nilpotent
Lie algebra n1 of index 1. We have to show that n1 is abelian. Let z be the centre
of n1. It is one-dimensional and maximal isotropic in n1. By Theorem 2.1 we have
n1
∼= dα,γ(a, l, ρ) with l one-dimensional, α = γ = 0, and a ∼= n
′
1/z Euclidean. Let H be
a generator of l. Since n1 is nilpotent the anti-symmetric endomorphism ρ(H) has to
be nilpotent. It follows that ρ(H) = 0. Therefore n1 ∼= dα,γ(a, l, ρ) is abelian. ✷
Proof of Proposition 2.4. According to Lemma 2.4 the Lie algebra g is solvable. By
Lie’s Theorem g′ is nilpotent. Thus g′/z is a nilpotent metric Lie algebra of index at
most 1. It is abelian by Lemma 2.5. ✷
Combining Proposition 2.4 with Proposition 2.2 we obtain
Corollary 2.1 If (g, 〈· , ·〉) is a non-simple indecomposable metric Lie algebra of index
at most 2, then there exist an abelian Lie algebra l, dim l = dim z, a semi-Euclidean
vector space (a, 〈· , ·〉
a
), an orthogonal representation ρ of l on a, and a cocycle α ∈
Z2(l, a) satisfying (2), such that dα,0(a, l, ρ) is regular and (g, 〈· , ·〉) is isomorphic to
dα,0(a, l, ρ).
3 Equivalence of twofold extensions and the isomorphism
problem
In order to approach the question whether two metric Lie algebras dαi,γi(ai, li, ρi), i =
1, 2, are isomorphic we first introduce a stronger equivalence relation on these objects.
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We consider extensions of a Lie algebra h by an abelian Lie algebra a
0→ a
i
−→ g
p
−→ h → 0 .
If h and a are understood we denote such an extension by (g, i, p). Two such extensions
(gj , ij , pj), j = 1, 2, are called to be equivalent if and only if there exists a Lie algebra
isomorphism Φ : g1 → g2 such that Φ ◦ i1 = i2 and p2 ◦ Φ = p1. It is well-known that
(g1, i1, p1) ∼= (g2, i2, p2) if and only if the corresponding representations of h on a coincide
and the cocycles αj ∈ Z
2(h, a) defined after a choice of sections of pj are cohomologous.
In particular, equivalence classes of extensions with a fixed representation of h on a are
in bijective correspondence with elements of H2(h, a).
Recall from the proof of Proposition 2.1 that dα,γ := dα,γ(a, l, ρ) is the result of two
subsequent extensions of Lie algebras
(dα, i, p) : 0→ a
i
−→ dα
p
−→ l→ 0 ,
(dα,γ , j, q) : 0→ l
∗ j−→ dα,γ
q
−→ dα → 0 ,
where l is abelian, and the representations of l on a and of dα on l
∗ are orthogonal and
trivial, respectively.
Definition 3.1 Let αi ∈ Z
2(l, a), i = 1, 2, be cocycles satisfying (2), and let γi ∈
∧3
l∗.
We call the metric Lie algebras dαi,γi(a, l, ρ) extension equivalent if and only if there
exist an equivalence of extensions
Φ : (dα1 , i1, p1)→ (dα2 , i2, p2)
and an isomorphism of metric Lie algebras
Ψ : dα1,γ1(a, l, ρ)→ dα2,γ2(a, l, ρ)
making the following diagram commutative
0 l∗ dα1,γ1 dα1 0
0 l∗ dα2,γ2 dα2 0
✲ ✲
j1
❄
Id
✲
q1
❄
Ψ
✲
❄
Φ
✲ ✲
j2
✲
q2
✲
. (7)
We now consider the standard Lie algebra cochain complex of the abelian Lie algebra
l with values in a
0→ C0(l, a)
d
−→ C1(l, a)
d
−→ C2(l, a)
d
−→ . . .
d
−→ C l(l, a)→ 0 ,
where Cp(l, a) = Hom(
∧p
l, a), l = dim l, and for τ ∈ Cp(l, a)
dτ(L1, . . . , Lp+1) =
p+1∑
i=1
(−1)i−1ρ(Li)τ(L1, . . . , Lˆi, . . . , Lp+1) .
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The composition of maps
Cp(l, a)× Cq(l, a)
∧
−→ Cp+q(l, a⊗ a)
〈· , ·〉
a−→
∧p+q
l
∗
defines a bilinear multiplication
Cp(l, a) ×Cq(l, a)→
∧p+ql∗
which we will denote by (α, τ) 7→ 〈α ∧ τ〉a. We are particularly interested in the case
p = 2, q = 1. Then
〈α ∧ τ〉a(L1, L2, L3) = 〈α(L1, L2), τ(L3)〉a + 〈α(L3, L1), τ(L2)〉a + 〈α(L2, L3), τ(L1)〉a .
Proposition 3.1 The metric Lie algebras dαi,γi(a, l, ρ) are extension equivalent if and
only if there exists a cochain τ ∈ C1(l, a) such that
α2 − α1 = dτ (8)
and
γ2 − γ1 = 〈(α1 +
1
2dτ) ∧ τ〉a . (9)
Proof. Assume that dαi,γi(a, l, ρ) are extension equivalent, i.e., there exist isomorphisms
Φ and Ψ as in Definition 3.1. We use the vector space decomposition dα1 = l⊕ a = dα2
in order to define τ ∈ C1(l, a) by τ(L) := L− Φ(L), L ∈ l. Because of p2(L− Φ(L)) =
L− p1(L) = 0 we have τ(L) ∈ a. Moreover, (8) holds. Indeed,
Φ−1(L) = L+ τ(L)
and
α2(L1, L2) = [L1, L2]dα2 = [Φ
−1(L1),Φ
−1(L2)]dα1
= [L1 + τ(L1), L2 + τ(L2)]dα1 = α1(L1, L2) + dτ(L1, L2) .
We denote the commutator in dαi,γi(a, l, ρ) by [· , ·]i. The decomposition dα1,γ1(a, l, ρ) =
l⊕ a⊕ l∗ = dα2,γ2(a, l, ρ) will us allow to consider l⊕ a as a subspace of dα1,γ1(a, l, ρ) and
of dα2,γ2(a, l, ρ), Φ
−1 as a map between l⊕ a and dα1,γ1(a, l, ρ), etc. We compute
γ2(L1, L2, L) = 〈[L1, L2]2, L〉
= 〈[Ψ−1(L1),Ψ
−1(L2)]1,Ψ
−1(L)〉
= 〈[Φ−1(L1),Φ
−1(L2)]1,Φ
−1(L)〉 (10)
= 〈[L1 + τ(L1), L2 + τ(L2)]1, L+ τ(L)〉
= 〈[L1, L2]1, L〉
+〈[L1, L2]1, τ(L)〉 + 〈[L1, τ(L2)]1, L〉+ 〈[τ(L1), L2]1, L〉
+〈[τ(L1), L2]1, τ(L)〉+ 〈[L1, τ(L2)]1, τ(L)〉 + 〈[τ(L1), τ(L2)]1, L〉
= γ1(L1, L2, L)
+〈α1(L1, L2), τ(L)〉a + 〈α1(L,L1), τ(L2)〉a + 〈α1(L2, L), τ(L1)〉a
+〈τ(L1), L2τ(L)〉a + 〈τ(L), L1τ(L2)〉a + 〈τ(L2), Lτ(L1)〉a
= γ1(L1, L2, L) + 〈α1 ∧ τ〉a(L1, L2, L) +
1
2〈dτ ∧ τ〉a(L1, L2, L) .
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This proves (9).
Vice versa, let us assume that τ ∈ C1(l, a) satisfying (8) and (9) is given. Let τ∗ : a→ l∗
be its adjoint, where we have identified a with a∗ using 〈· , ·〉
a
. With respect to the
decompositions dαi = l⊕ a, dαi,γi = l⊕ a⊕ l
∗ we define
Φ(L+A) := L− τ(L) +A
Ψ(L+A+ Z) := Φ(L+A)−
1
2
τ∗τ(L) + τ∗(A) + Z . (11)
Then we have
Ψ =

 Id τ
∗ −12τ
∗τ
0 Id −τ
0 0 Id

 (12)
with respect to the decomposition l∗ ⊕ a ⊕ l. Because of (8) the map Φ defines an
equivalence between (dα1 , i1, p1) and (dα2 , i2, p2). Obviously, Ψ satisfies the relations
(7). Moreover, it is easy to verify that Ψ is an isometry.
It remains to show that Ψ is in fact a Lie algebra homomorphism. Using that Ψ is an
isometry this is equivalent to
〈[Ψ−1(X1),Ψ
−1(X2)]1,Ψ
−1(X)〉 = 〈[X1,X2]2,X〉 (13)
for all Xi = Li+Ai+Zi, X = L+A+Z ∈ l⊕ a⊕ l
∗. We can assume that Zi = 0 since
Zi is central and fixed by Ψ
−1 and that Z = 0 since [Ψ−1(X1),Ψ
−1(X2)]1 is orthogonal
to l∗. Observe that Ψ−1 − Φ−1 maps l ⊕ a to l∗. Using again that commutators are
orthogonal to l∗, we obtain
〈[Ψ−1(X1),Ψ
−1(X2)]1,Ψ
−1(X)〉 = 〈[Φ−1(X1),Φ
−1(X2)]1,Φ
−1(X)〉 .
If X = A ∈ a, then this is equal to
〈[Φ−1(X1),Φ
−1(X2)]1, A〉 = 〈[Φ
−1(X1),Φ
−1(X2)]dα1 , A〉
= 〈Φ−1([X1,X2]dα2 ), A〉 = 〈[X1,X2]2, A〉 ,
since Φ−1 is a Lie algebra homomorphism which is equal to the identity when restricted
to a.
Now let X = L ∈ l. Employing that Φ−1(L) = L+ τ(L) we compute
〈[Φ−1(A1),Φ
−1(A2)]1,Φ
−1(L)〉 = 〈[A1, A2]1, L+ τ(L)〉 = 〈A2, LA1〉a = 〈[A1, A2]2, L〉
and
〈[Φ−1(L1),Φ
−1(A2)]1,Φ
−1(L)〉 = 〈[L1 + τ(L1), A2]1, L+ τ(L)〉
= 〈L1A2, τ(L)〉a + 〈α1(L,L1), A2〉a − 〈τ(L1), LA2〉a
= 〈(α1 + dτ)(L,L1), A2〉a = 〈α2(L,L1), A2〉a
= 〈[L1, A2]2, L〉 .
Eventually we have (repeating the computation (10))
〈[Φ−1(L1),Φ
−1(L2)]1,Φ
−1(L)〉 = 〈[L1 + τ(L1), L2 + τ(L2)]1, L+ τ(L)〉
= γ1(L1, L2, L) + 〈(α1 +
1
2dτ) ∧ τ〉a(L1, L2, L)
= γ2(L1, L2, L) = 〈[L1, L2]2, L〉 .
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This finishes the proof of (13) and, hence, of the proposition. ✷
Now we are going to contruct a certain set which should parametrize the extension
equivalence classes for fixed (a, l, ρ) in the same way as H2(l, a) parametrizes extensions
of l by the l-module (ρ, a).
Since the representation ρ is orthogonal the product 〈· ∧ ·〉a is compatible with the
differential d in the following way
〈dα ∧ τ〉a = (−1)
p+1〈α ∧ dτ〉a , α ∈ C
p(l, a), τ ∈ Cq(l, a) . (14)
Therefore it induces a kind of cup product on the cohomology groups
∪ : Hp(l, a)×Hq(l, a)→
∧p+q
l
∗ , [α] ∪ [τ ] := 〈α ∧ τ〉a . (15)
Note that the left hand side of (2) is equal to 12 〈α∧α〉a. Thus property (2) only depends
on the cohomology class a := [α] ∈ H2(l, a) 1 via the condition
a ∪ a = 0 .
Denote by Z2C(l, a) ⊂ Z
2(l, a) the space of all cocycles satisfying (2).
Since the map C1(l, a) ∋ τ 7→ Ψ ∈ GL(l∗⊕a⊕ l) given by (12) is a group homomorphism
up to antisymmetric maps from l to l∗ we can expect to define an action of the abelian
group of 1-cocycles C1(l, a), which we write as a right action, on the direct product
C2(l, a)×
∧3
l∗ by
(α, γ)τ := (α, γ)+
(
dτ, 〈(α + 12dτ) ∧ τ〉a
)
, τ ∈ C1(l, a), α ∈ C2(l, a), γ ∈
∧3
l∗ . (16)
Let us verify that (16) in fact defines an action. Using (14) we observe that for τ1, τ2 ∈
C1(l, a)
〈dτ2 ∧ τ1〉a = 〈τ2 ∧ dτ1〉a = 〈dτ1 ∧ τ2〉a ,
thus
1
2 (〈dτ1 ∧ τ2〉a + 〈dτ2 ∧ τ1〉a) = 〈dτ1 ∧ τ2〉a .
Therefore we have
(α, γ)(τ1 + τ2) = (α, γ) +
(
d(τ1 + τ2), 〈(α +
1
2d(τ1 + τ2)) ∧ (τ1 + τ2)〉a
)
=
(
α+ dτ1, γ + 〈(α+
1
2dτ1) ∧ τ1)〉a
)
+
(
dτ2, 〈(α + dτ1 +
1
2dτ2) ∧ τ2)〉a
)
= ((α, γ)τ1)τ2 .
The subspaces Z2C(l, a) ×
∧3
l∗ ⊂ Z2(l, a) ×
∧3
l∗ ⊂ C2(l, a) ×
∧3
l∗ are invariant under
the action of C1(l, a). The desired parameter set will be the orbit space
H2C(l, a) := (Z
2
C(l, a)×
∧3
l∗)/C1(l, a) .
We remark that the group of coboundaries B1(l, a) ⊂ C1(l, a) acts trivially on Z2(l, a)×∧3l∗ because of (14). If (α, γ) ∈ Z2C(l, a) × ∧3l∗, then we denote by [α, γ] the corre-
sponding element in H2C(l, a).
Now the following corollary is just a reformulation of Proposition 3.1.
1This fact is already implicitly contained in Proposition 3.1. Indeed, its proof shows that if (α, γ)
defines a metric Lie algebra, then for any τ ∈ C1(l, a) the tupel (a+ dτ, γ + 〈(α+ 1
2
dτ )∧ τ 〉) defines a
metric Lie algebra, too. The Jacobi identity of the latter algebra implies that α+ dτ satisfies (2).
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Corollary 3.1 Fix (a, l, ρ). The correspondence
dα,γ(a, l, ρ) 7−→ [α, γ] ∈ H
2
C(l, a)
defines a bijection between the extension equivalence classes of metric Lie algebras of
the form dα,γ(a, l, ρ) and elements of H
2
C(l, a).
Remark 3.1 The set H2C(l, a) appears among the cohomology sets introduced and
studied by Grishkov in [Gr 98]. There it is denoted byH3∆, where ∆ is the multiplication
given by 12〈· ∧ ·〉a. This paper also suggests how one should define H
2
C(l, a) for non-
abelian l such that the analogue of Corollary 3.1 remains true (compare Prop. 3.2 of
[Gr 98] which, however, seems to be not quite correct).
Remark 3.2 Since l is abelian the operators ρ(L), L ∈ l, have a joint Jordan decom-
position which gives rise to an l-invariant orthogonal decomposition
a = a(l) ⊕ aR ,
where a(l) is the nil-subspace of the l-action on a and ρ(L)|aR is invertible for at least
one L ∈ l (in fact for L in an open dense subset). As it is well-known, this implies that
for all p
Hp(l, aR) = {0} and therefore Hp(l, a(l)) ∼= Hp(l, a) . (17)
We claim that the embedding
Z2C(l, a
(l))×
∧3
l∗ →֒ Z2C(l, a)×
∧3
l∗
induces an isomorphism
H2C(l, a
(l)) ∼= H2C(l, a) . (18)
Indeed, using (17) for p = 1, 2 and that B1(l, a)) acts trivially on Z2(l, a) ×
∧3
l∗ we
obtain
H2C(l, a) = (Z
2
C(l, a)×
∧3
l∗)/C1(l, a)
∼= (Z2C(l, a
(l))×
∧3
l∗)/(C1(l, a(l))⊕ Z1(l, aR))
= (Z2C(l, a
(l))×
∧3l∗)/(C1(l, a(l))⊕B1(l, aR))
= (Z2C(l, a
(l))×
∧3
l∗)/C1(l, a(l))
= H2C(l, a
(l)) .
In particular, any extension equivalence class has a representative dα,γ(a, l, ρ) such that
α ∈ Z2C(l, a
(l)).
Now we can decide whether two metric Lie algebras dαi,γi(ai, li, ρi), i = 1, 2, are iso-
morphic provided that they are regular (see Definition 2.2). If S : l1 → l2 is a linear
map and α ∈ Cp(l2, a2) then we can form the pull back S
∗α ∈ Cp(l1, a2) given by
S∗α(L1, . . . , Lp) = α(S(L1), . . . , S(Lp)) .
We also have the pull back
∧p
l∗2 ∋ γ 7→ S
∗γ ∈
∧p
l∗1. Moreover, cochains can be
composed with linear maps T : a2 → a1. We denote such a composition by Tα. If T
is an isometry such that ρ1(L) = Tρ2(S(L))T
−1 for all L ∈ l1 and α ∈ Z
2
C(l2, a2), then
T S∗α ∈ Z2C(l1, a1).
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Lemma 3.1 We consider the metric Lie algebras dαi,γi(ai, li, ρi), i = 1, 2. If there exist
an isomorphim S : l1 → l2 and an isometry U : a1 → a2 such that
(i) U ◦ ρ1(L) ◦ U
−1 = ρ2(S(L)), L ∈ l1, and
(ii) dα1,γ1(a1, l1, ρ1) and dU−1S∗α2,S∗γ2(a1, l1, ρ1) are extension equivalent,
then dα1,γ1(a1, l1, ρ1) and dα2,γ2(a2, l2, ρ2) are isomorphic.
Conversely, if dαi,γi(ai, li, ρi), i = 1, 2, are regular and isomorphic, then there exist an
isomorphim S : l1 → l2 and an isometry U : a1 → a2 satisfying Conditions (i) and (ii).
Proof. A straightforward computation shows that if S and U satisfy (i), then S ⊕U ⊕
(S−1)∗ defines an isorphism between the metric Lie algebras dU−1S∗α2,S∗γ2(a1, l1, ρ1) and
dα2,γ2(a2, l2, ρ2). Thus, if Ψ : dα1,γ1(a1, l1, ρ1) → dU−1S∗α2,S∗γ2(a1, l1, ρ1) is an extension
equivalence, then F := (S ⊕ U ⊕ (S−1)∗) ◦ Ψ is an isometric isomorphism between
dα1,γ1(a1, l1, ρ1) and dα2,γ2(a2, l2, ρ2).
In order to prove the opposite direction we really need the regularity assumption. We
abbreviate dαi,γi(ai, li, ρi) by di. Let F : d1 → d2 be an isomorphism. Then F (z(d1) =
z(d2) and F (d
′
1) = F (d
′
2). Thus by regularity F (l
∗
1) = l
∗
2 and F (a1 ⊕ l
∗
1) = a2 ⊕ l
∗
2.
Identifying the quotients di/(ai ⊕ l
∗
i ) and (ai ⊕ l
∗
i )/l
∗
i with li and ai, respectively, F
induces a bijection S : l1 → l2 and an isometry U : a1 → a2. Note that F|l∗1 = (S
−1)∗.
We compute for L ∈ l1, A ∈ a2
U ◦ ρ1(L) ◦ U
−1(A) = F ([L,U−1(A)]) mod l∗2
= [F (L), F (U−1(A))] mod l∗2 = [S(L), A] mod l
∗
2
= ρ2(S(L)) .
Thus S and U satisfy (i) and, as remarked at the beginning of the proof, S⊕U⊕(S−1)∗
is an isomorphism between dU−1S∗α2,S∗γ2(a1, l1, ρ1) and d2. Consequently, Ψ := (S
−1 ⊕
U−1 ⊕ S∗) ◦ F is an isomorphism between d1 and dU−1S∗α2,S∗γ2(a1, l1, ρ1) which, by
construction, acts on each of the subquotients l1, a1, and l
∗
1 as the identity. Therefore
Ψ is an extension equivalence. This finishes the proof of the lemma. ✷
Combining Proposition 3.1 with the Lemma 3.1 and identifying (a1, l1) with (a2, l2) we
obtain
Corollary 3.2 We consider the metric Lie algebras dαi,γi(a, l, ρi), i = 1, 2. If there
exist linear maps S ∈ GL(l) and U ∈ O(a, 〈· , ·〉
a
) satisfying
U ◦ ρ1(L) ◦ U
−1 = ρ2(S(L)) , L ∈ l , (19)
and a linear map τ : l −→ a, i.e. τ ∈ C1(l, a), such that
U−1 ◦ α2(S(L1), S(L2))− α1(L1, L2) = L1τ(L2)− L2τ(L1) (20)
γ2(SL1, SL2, SL3)− γ1(L1, L2, L3) =
〈α1(L1, L2), τ(L3)〉a + 〈α1(L3, L1), τ(L2)〉a + 〈α1(L2, L3), τ(L1)〉a
+〈τ(L1), L2τ(L3)〉a + 〈τ(L3), L1τ(L2)〉a + 〈τ(L2), L3τ(L1)〉a, (21)
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then dα1,γ1(a, l, ρ1) and dα2,γ2(a, l, ρ2) are isomorphic. In these formulas the action of l
on a is given by ρ1.
Conversely, if dαi,γi(a, l, ρi), i = 1, 2, are regular and isomorphic, then there exist linear
maps S ∈ GL(l), U ∈ O(a, 〈· , ·〉
a
), and τ ∈ C1(l, a) satisfying Equations (19), (20), and
(21).
4 A decomposability criterion
There is a natural notion of a direct sum of twofold extensions. Namely, dα,γ(a, l, ρ) is a
direct sum if and only if there are decompositions l = l1 ⊕ l2, a = a1⊕ a2, a1 ⊥ a2, such
that dα,γ(a, l, ρ) = dα1,γ1(a1, l1, ρ1) ⊕ dα2,γ2(a2, l2, ρ2) for appropriate data (ρi, αi, γi),
i = 1, 2. A decomposable metric Lie algebra dα,γ(a, l, ρ) need not to be a non-trivial
direct sum of twofold extensions. However, we have
Lemma 4.1 If dα,γ(a, l, ρ) is extension equivalent to a non-trivial direct sum of twofold
extensions, then it is decomposable. Conversely, if dα,γ(a, l, ρ) is regular and decompos-
able, then it is extension equivalent to a non-trivial direct sum of twofold extensions.
Proof. If dα,γ(a, l, ρ) is extension equivalent to a non-trivial direct sum of twofold
extensions, then it is isomorphic to a direct sum of two nondegenerate ideals, hence
decomposable.
Again, for the opposite direction we need the assumption of regularity. We write d for
dα,γ(a, l, ρ) and assume that there is a non-trivial orthogonal decomposition into ideals
d = d1 ⊕ d2 .
This induces decompositions d′ = d′1 ⊕ d
′
2 and z(d) = z(d1) ⊕ z(d2). By regularity we
obtain
l∗ = z(d) = l∗1 ⊕ l
∗
2 ,
where l∗i := l
∗ ∩ di = z(di), i = 1, 2, and
a⊕ l∗ = d′1 ⊕ d
′
2 .
Identifying a with the quotient (a⊕ l∗)/l∗ we obtain an orthogonal decomposition
a = a1 ⊕ a2 ,
where ai := d
′
i/l
∗
i . Note that ai, considered as a subspace of d, need not to be contained
in di. Similarly
l = d/g′ = l1 ⊕ l2 ,
where li := di/d
′
i. Then the inner product of di identifies l
∗
i as defined above with
the dual of li. Again, li considered as a subspace of d need not to be contained in di.
However, we have exact sequences
0 −→ ai −→ di/l
∗
i −→ li −→ 0
and
0→ l∗i −→ di −→ di/l
∗
i → 0 ,
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which give di the structure of a twofold extension. Hence, after the choice of appropriate
splits, there are isomorphisms
Fi : di → dαi,γi(ai, li, ρi)
for certain data (ρi, αi, γi) (compare the proof of Proposition 2.2). Let Pi : d → di be
the projections. Then by construction
(F1 ◦ P1)⊕ (F2 ◦ P2) : d → dα1,γ1(a1, l1, ρ1)⊕ dα2,γ2(a2, l2, ρ2)
is an extension equivalence. This finishes the proof of the lemma. ✷
Proposition 4.1 We consider the metric Lie algebra dα,γ(a, l, ρ). If
(i) there are decompositions
a = a1 ⊕ a2, l = l1 ⊕ l2
satisfying a1 ⊥ a2 and li ⊕ ai 6= 0, i = 1, 2, and representations ρi of li on ai such
that
ρ = ρ1 ⊕ ρ2,
(ii) the cocycle α ∈ Z2C(l, a) satisfies
α(l1 × l1) ⊂ a1, α(l2 × l2) ⊂ a2,
(iii) there are linear maps T1 : l1 → a2 and T2 : l2 → a1 such that
α(L1, L2) = L1T2L2 − L2T1L1
and
γ(L1, L
′
1, L2) = 〈α(L1, L
′
1), T2(L2)〉a + 〈α(L
′
1, L2), T1(L1)〉a ,
γ(L2, L
′
2, L1) = 〈α(L2, L
′
2), T1(L1)〉a + 〈α(L
′
2, L1), T2(L2)〉a
for all L1, L
′
1 ∈ l1 and L2, L
′
2 ∈ l2
then dα,γ(a, l, ρ) is decomposable. Conversely, if dα,γ(a, l, ρ) is regular and decomposable,
then Conditions (i), (ii) and (iii) hold.
Proof. Let us start the proof with the following remark. If for dα0,γ0(a, l, ρ) Conditions
(i), (ii) and (iii) are satisfied with T1 = T2 = 0, then we will say that α0 and γ0 are
diagonal. If the metric Lie algebra dα,γ(a, l, ρ) is extension equivalent to dα0,γ0(a, l, ρ) for
diagonal α0 and γ0, then it is decomposable by Lemma 4.1. Conversely, if dα,γ(a, l, ρ) is
regular and decomposable, then it is extension equivalent to dα0,γ0(a, l, ρ) with diagonal
α0 and γ0.
Now let us first assume that dα,γ(a, l, ρ) is regular and decomposable. Hence dα,γ(a, l, ρ)
is extension equivalent to a metric Lie algebra dα0,γ0(a, l, ρ) with diagonal α0 and γ0.
By Proposition 3.1 there exists a linear map τ : l→ a such that
α = α0 + dτ and γ = γ0 + 〈(α0 +
1
2dτ) ∧ τ〉a .
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We decompose τ = τ0+T1+T2, where τ0(li) ⊂ ai, T1(l2) = T2(l1) = 0, and T1(l1) ⊂ a2,
T2(l2) ⊂ a1. Using that ρ(L1)|a2 = ρ(L2)|a1 = 0 for Li ∈ li we obtain
dτ(li × li) = dτ0(li × li) ⊂ ai
and
dτ(L1, L2) = L1T2(L2)− L2T1(L1) ,
which in particular proves condition (i). It remains to check the last two conditions in
(iii). By the above we have
〈α0 ∧ τ〉a(L1, L
′
1, L2) = 〈α0(L1, L
′
1), T2(L2)〉a (22)
and
1
2〈dτ ∧ τ〉a(L1, L
′
1, L2) =
1
2
(
〈dτ(L1, L
′
1), T2(L2)〉a
−〈L1T2(L2), τ(L
′
1)〉a + 〈L2T1(L1), τ(L
′
1)〉a (23)
+〈L′1T2(L2), τ(L1)〉a)− 〈L2T1(L
′
1), τ(L1)〉a
)
= 12
(
〈dτ(L1, L
′
1), T2(L2)〉a + 〈T2(L2), L1τ(L
′
1)− L
′
1τ(L1)〉a
)
−〈L2τ(L
′
1), T1(L1)〉a
= 〈dτ(L1, L
′
1), T2(L2)〉a + 〈dτ(L
′
1, L2), T1(L1)〉a .
It follows that
γ(L1, L
′
1, L2) = 〈(α0 + dτ)(L1, L
′
1), T2(L2)〉a + 〈dτ(L
′
1, L2), T1(L1)〉a
= 〈α(L1, L
′
1), T2(L2)〉a + 〈α(L
′
1, L2), T1(L1)〉a .
Changing the roles of the indices we also obtain
γ(L2, L
′
2, L1) = 〈α(L2, L
′
2), T1(L1)〉a + 〈α(L
′
2, L1), T2(L2)〉a .
This finishes the proof of (iii).
Vice versa, let us assume that dα,γ(a, l, ρ) satisfies the conditions (i)-(iii) for certain
maps T1, T2. We set
τ := T1 + T2 , α0 := α− dτ , and γ0 = γ − 〈(α0 +
1
2dτ) ∧ τ〉a .
Then, by Proposition 3.1 the algebras dα,γ(a, l, ρ) and dα0,γ0(a, l, ρ) are extension equiv-
alent. By the remark at the beginning of the proof it is sufficient to show that α0 and γ0
are diagonal. That α0 is diagonal is obvious. This allows us to repeat the computations
(22) and (23) in order to obtain
〈(α0 +
1
2dτ) ∧ τ〉a(L1, L
′
1, L
′
2) = 〈α(L1, L
′
1), T2(L2)〉a + 〈α(L
′
1, L2), T1(L1)〉a .
By assumption, the right hand side is equal to γ(L1, L
′
1, L2). It follows that
γ0(L1, L
′
1, L2) = 0 .
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Changing the roles of the indices, we eventually see that γ0 is diagonal. This finishes
the proof of the proposition. ✷
We conclude this section with a description of the isomorphism classes of non-abelian
indecomposable metric Lie algebras with the property that g′/z(g) is abelian. Let
us fix l, a, and the inner product 〈· , ·〉
a
. We consider the set Hom(l, so(a, 〈· , ·〉
a
)) of
all orthogonal representations of l on a. If ρ ∈ Hom(l, so(a, 〈· , ·〉
a
)) is fixed we de-
note the corresponding l-module by aρ. The group G := GL(l) × O(a, 〈· , ·〉a) acts on
Hom(l, so(a, 〈· , ·〉
a
)) by (S,U)ρ := Ad(U)◦ρ◦S−1, on Cq(l, a) by (S,U)α := U(S−1)∗α,
and on
∧3
l∗ by (S,U)γ := (S−1)∗γ. These actions are compatible with the differential
d, the product 〈· ∧ ·〉a, and the action (16). In particular, if g ∈ G and α ∈ Z
2
C(l, aρ),
then gα ∈ Z2C(l, agρ). We obtain an induced action of G on the disjoint union∐
ρ∈Hom(l,so(a,〈· ,·〉a))
H2C(l, aρ) .
Let H2C(l, aρ)0 ⊂ H
2
C(l, aρ) be the subset corresponding to all extension equivalence
classes of regular indecomposable dα,γ(a, l, ρ). The relevant conditions for (α, γ) are
given in Lemma 2.1 and Proposition 4.1. Then the set∐
ρ∈Hom(l,so(a,〈· ,·〉a))
H2C(l, aρ)0
is G-invariant. Combining Proposition 2.2 and Lemma 3.1 with Corollary 3.1 we obtain
Proposition 4.2 Fix l, a, and an inner product 〈· , ·〉
a
. We consider the class A(l, a)
of non-abelian indecomposable metric Lie algebras g satisfying
1. g′/z(g) is abelian and isomorphic to (a, 〈· , ·〉
a
) as a semi-Euclidean vector space,
2. dim z(g) = dim l.
Then the set of isomorphism classes of A(l, a) is in bijective correspondence with the
orbit space of the action of G = GL(l)×O(a, 〈· , ·〉
a
) on
∐
ρ∈Hom(l,so(a,〈· ,·〉a))
H2C(l, aρ)0 .
5 The case of maximal isotropic centre
In Section 2 we proved that any indecomposable metric Lie algebra of signature (p, q),
p ≤ q, with non-trivial maximal isotropic centre is isomorphic to a regular metric Lie
algebra dα,γ(a, l, ρ) for a Euclidean vector space (a, 〈· , ·〉a). Therefore we specialize now
some of the results from the previous sections to the case where (a, 〈· , ·〉
a
) is Euclidean.
Remark 5.1 If a is Euclidean the nil-subspace a(l) coincides with the space al of in-
variants of the representation ρ. By Remark 3.2 we have
H2C(l, a)
∼= H2C(l, a
l).
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Each extension equivalence class has a representative dα,γ(a, l, ρ) such that α ∈ Z
2
C(l, a
l).
Furthermore, we have
H2C(l, a
l) =
(
Z2C(l, a
l)×
∧3
l∗
)
/C1(l, al) =
(∧2
C(l
∗, al)×
∧3
l∗
)
/C1(l, al)
where
∧2
C(l
∗, al) denotes the space of 2-forms on l∗ with values in al satisfying Equa-
tion (2). Here the action of C1(l, al) on
∧2
C(l
∗, al)×
∧3
l∗ is given by
(α, γ)τ = (α, γ + 〈α ∧ τ〉a).
In particular, the orbit of (α, γ) ∈
∧2
C(l
∗, al)×
∧3
l∗ is an affine subspace of
∧2
C(l
∗, al)×∧3
l∗ with associated vector space 〈α ∧ C1(l, al)〉a ⊂
∧3
l∗. Hence
H2C(l, a
l) ∼=
∐
α∈
∧2
C
(l∗,al)
∧3
l∗/〈α ∧ C1(l, al)〉a . (24)
Since H2C(l, a
l) only depends on dim l and dim al we will denote it by H2C(dim l,dim a
l).
Proposition 5.1 Assume that (a, 〈· , ·〉
a
) is Euclidean and α ∈
∧2
C(l
∗, al). We also
assume that dα,γ(a, l, ρ) is not two-dimensional (the only two-dimensional algebra of
this form is abelian and decomposable).
Then dα,γ(a, l, ρ) is decomposable if and only if
(i) there are decompositions
a = a1 ⊕ a2, l = l1 ⊕ l2
satisfying a1 ⊥ a2 and li ⊕ ai 6= 0, i = 1, 2, and representations ρi of li on ai such
that
ρ = ρ1 ⊕ ρ2,
(ii) the cocycle α ∈
∧2
C(l
∗, al) satisfies
α(l1 × l1) ⊂ a1, α(l2 × l2) ⊂ a2, α(l1 × l2) = 0,
(iii) there are linear maps T1 : l1 → a2 and T2 : l2 → a1 such that
γ(L1, L
′
1, L2) = 〈α(L1, L
′
1), T2L2〉a, γ(L2, L
′
2, L1) = 〈α(L2, L
′
2), T1L1〉a
for all L1, L
′
1 ∈ l1 and L2, L
′
2 ∈ l2.
Proof. If Conditions (i), (ii), (iii) are satisfied, then dα,γ(a, l, ρ) is decomposable by
Proposition 4.1.
Assume now that dα,γ(a, l, ρ) is decomposable. If dα,γ(a, l, ρ) is regular, then we can
again apply Proposition 4.1 and the assertion follows since
α(L1, L2) = L1T2L2 − L2T1L1 ∈ a
l
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implies α(L1, L2) = 0 for L1 ∈ l1 and L2 ∈ l2. If dα,γ(a, l, ρ) is not regular then there
exist elements A0 ∈ a, L0 ∈ l, A0+L0 6= 0 which satisfy Equations (3). If L0 = 0, then
a1 = RA0, a2 = (RA0)
⊥, l1 = 0, l2 = l, T1 = T2 = 0
satisfy Conditions (i), (ii), (iii). For L0 6= 0 we can take
a1 = 0, a2 = a, l1 = RL0, T1(L0) = A0, T2 = 0
and choose for l2 any complement of RL0 in l. This decomposition of l⊕a is non-trivial in
the sense of Condition (i) since by assumption dα,γ(a, l, ρ) is at least three-dimensional.
✷
Remark 5.2 Let l be an abelian Lie algebra of dimension l and (a, 〈· , ·〉
a
) a Euclidean
space of dimension n. Recall that GL(l)×O(a, 〈· , ·〉
a
) acts on Hom(l, so(a, 〈· , ·〉
a
) by
(S,U)ρ(·) = U ◦ ρ(S−1(·)) ◦ U−1.
The orbit space of this action equals
Hom(l, so(a, 〈· , ·〉
a
)/GL(l)×O(a, 〈· , ·〉
a
) = (l∗)m/(GL(l)×Sm ⋉ (Z2)
m)
=
∐
k≤l
Gk,m/(Sm ⋉ (Z2)
m),
where m =
[
n
2
]
, Gk,m denotes the Grassmannian and Sm the symmetric group. Here
we first identify the orbit of ρ ∈ Hom(l, so(a, 〈· , ·〉a) with the GL(l)×Sm ⋉ (Z2)
m-orbit
of the weights λ = (λ1, . . . , λm) ∈ (l∗)m of ρ and then with the Sm ⋉ (Z2)
m-orbit of
span{λ(L) | L ∈ l}.
Example 5.1 Consider the abelian Lie algebra l = Rl and let (a, 〈· , ·〉
a
) be the Eu-
clidean space R2m ⊕ Rk. Choose λ = (λ1, . . . , λm) ∈ (l∗)m. Define an orthogonal
representation ρ of l on a by
ρ(L) =

 0 − diag(λ(L)) 0diag(λ(L)) 0 0
0 0 0

 .
Furthermore, assume α ∈
∧2
C(R
l,Rk), γ ∈
∧3
R
l and define
dα,γ(m,k, l, λ) := dα,γ(R
2m+k,Rl, ρ).
Next we want to give a method which yields (in principle) a description of the iso-
morphism classes of indecomposable metric Lie algebras of signature (l, n + l), l > 0,
with maximal isotropic centre. By Theorem 2.1 this set is equal to the set of iso-
morphism classes in A(l, a) for a fixed n-dimensional Euclidean space (a, 〈· , ·〉
a
) and a
fixed l-dimensional abelian Lie algebra l. By Proposition 4.2 the isomorphism classes
in A(l, a) are in bijective correspondence with the GL(l)×O(a, 〈· , ·〉
a
)–orbits of∐
ρ∈Hom(l,so(a,〈· ,·〉a))
H2C(l, aρ)0 .
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Note that in the case of Euclidean a the setH2C(l, aρ)0 consists of all elements inH
2
C(l, aρ)
which correspond to indecomposable metric Lie algebras. According to Remark 5.1 and
Remark 5.2 this orbit space equals
n∐
k=0
(( ∐
ρ∈Hom(l,so(a,〈· ,·〉a))
dimalρ=k
H2C(l, aρ)0
)/
O(a, 〈· , ·〉
a
)
)/
GL(l)
=
∐
(k,m)
k + 2m = n
( (
(l∗ \ 0)m/Sm ⋉ (Z2)
m
)
×
(
H2C(l, k)/O(k)
) )
0
/
GL(l),
where the subscript 0 again denotes the subset of elements which correspond to in-
decomposable metric Lie algebras. By Proposition 5.1 indecompasability implies that
α(l, l) = alρ. In fact, this property is already a consequence of regularity. In particular,
H2C(l, aρ)0 = 0 for k = dim a
l
ρ > l(l − 1)2, l = dim l.
Hence, if we want to determine the isomorphism classes in A(l, a), then for all (k,m)
with k + 2m = n we have to
1. determine H2C(l, k) for k ≤ l(l − 1)/2 according to (24),
2. determine representatives [αι, γι] (ι runs over an index set I) of those (GL(l) ×
O(k))-orbits in H2C(l, k) whose elements [α, γ] satisfy α(l, l) = R
k,
3. determine the stabilizer Gι ⊂ GL(l)×O(k) for each [αι, γι],
4. determine the subset Λ ⊂ (l∗ \0)m of those λ ∈ (l∗ \0)m for which dαι,γι(m,k, l, λ)
is indecomposable according to Proposition 5.1,
5. determine the set {Oθ | θ ∈ Θι}, of G¯ι × Sm ⋉ (Z2)
m-orbits in Λ, where G¯ι =
projGL(l)Gι ⊂ GL(l).
Then each isomorphism class of indecomposable metric Lie algebras of signature (l, n+
l) with maximal isotropic centre is represented by one of the metric Lie algebras
dαι,γι(m,k, l, λ), where 2m + k = n. Here ι ∈ I and the G¯ι-orbit Oθ, θ ∈ Θι of λ
are uniquely determined.
Remark 5.3 The main obstruction (besides problems of bookkeeping and the lack
of time) which prevents us from carrying out this procedure in general is the rather
complicated geometry of 3-forms. Indeed, Step 2 involves the determination of the
orbit spaces(∧3
l∗/〈α ∧ C1(l,Rk)〉
)
/G¯α , α ∈
∧2
C(l
∗,Rk) such that α(l, l) = Rk ,
where G¯α ⊂ GL(l) denotes projection of the stabilizer of α in GL(l) × O(k) onto the
first factor. This problem is already difficult in the case α = 0 (which implies k = 0).
To our knowledge, the relevant orbit space
∧3
l∗/GL(l)
23
is not known for l ≥ 10. If l ≤ 8, then it is finite; see [Gu 64], §35 for a classification
over C, compare also [H 00]. For dimension l = 9 we refer to [Kt 92] and the references
cited therein. Here the orbit space is (generically) 3-dimensional.
Now we will apply this method for metrics with small index. Let us start with
Lorentzian Lie algebras. We already know from Corollary 2.1 that any indecompos-
able non-simple Lorentzian Lie algebra has a maximal isotropic centre. Therefore our
recipe reproduces the known classification of (at least 2-dimensional) indecomposable
non-simple Lorentzian Lie algebras (see [M 85]). Any such Lie algebra is isomorphic to
exactly one of the indecomposable Lorentzian algebras
osc(λ1, . . . , λm) := d0,0(m, 0, 1, λ), 1 = λ
1 ≤ λ2 ≤ . . . ≤ λm,
where (λ1, . . . , λm) = λ(L) for a fixed basis L of l = R.
Note, that the only simple Lorentzian Lie algebra is sl(2,R) since the Killing forms of
all other simple Lie algebras (up to the sign) do not have Lorentzian signature. This
completes the classification of all indecomposable Lorentzian Lie algebras.
In the following we will fix a basis L1, . . . , Ll of l = R
l, the dual basis Z1, . . . , Zl in
l∗, and an orthonormal basis A1, . . . , Ak of R
k. For λ ∈ (l∗)m we define (λij)
i=1,...,m
j=1,...,l =
(λi(Lj))
i=1,...,m
j=1,...,l and denote by λ
i = (λi1, . . . , λ
i
l), i = 1, . . . ,m, and λj = (λ
1
j , . . . , λ
m
j )
⊤,
j = 1, . . . , l the rows and the columns of (λij)
i=1,...,m
j=1,...,l , respectively.
Theorem 5.1 For l = 2, 3 each isomorphism class of indecomposable metric Lie alge-
bras of signature (l, l+ n) with maximal isotropic centre is represented by a metric Lie
algebra dαι,γι(m,k, l, λ), λ ∈ Λι, for exactly one combination of m, k, αι, γι in the table
below and for a suitable λ in the set Λι ⊂ (l
∗ \ 0)m, which is also given in the table. In
particular, we have n = 2m+ k.
The metric Lie algebras dαι,γι(m,k, l, λ) and dαι,γι(m,k, l, λ¯) are isomorphic if and
only if
ϑι(λ) = ϑι(λ¯) modSm ⋉ (Z2)
m
for the map ϑι which is associated with the combination m, k, αι, γι and listed in the
table.
Conversely, all the metric Lie algebras dαι,γι(m,k, l, λ) with l,m, k, αι, γι, λ ∈ Λι as
in the table are indecomposable and of signature (l, l+ 2m+ k) with maximal isotropic
centre.
l = 2
k = 0 α = 0, γ = 0
m ≥ 3
Λ =
{
λ ∈ (l∗ \ 0)m
∣∣∣∣∣ {λ
i | i = 1, . . . ,m} ⊂ l∗ is not contained in the
union of two 1-dimensional subspaces of l∗
}
ϑ(λ) = span{λ1, λ2} ∈ G2,m
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k = 1 α = Z1 ∧ Z2 ⊗A1 , γ = 0
m ≥ 0
Λ = (l∗ \ 0)m
ϑ(λ) = (Eλ, ωλ), where Eλ = span{λ1, λ2} ⊂ R
m,
ωλ = [λ1 ∧ λ2] ∈
∧2(Eλ)/{±1}
l = 3
k = 0 α1 = 0, γ1 = 0
m ≥ 4
Λ1 =

λ ∈ (l∗ \ 0)m
∣∣∣∣∣∣∣
{λi | i = 1, . . . ,m} ⊂ l∗ is not contained
in the union of a 2-dimensional and a
1-dimensional subspace of l∗


ϑ1(λ) = span{λ1, λ2, λ3} ∈ G3,m
k = 0 α2 = 0, γ2 = Z1 ∧ Z2 ∧ Z3
m ≥ 0
Λ2 = (l
∗ \ 0)m
ϑ2(λ) = (Eλ, ωλ), where Eλ = span{λ1, λ2, λ3} ⊂ R
m,
ωλ = λ1 ∧ λ2 ∧ λ3 ∈
∧3(Eλ)
k = 1 α = Z1 ∧ Z2 ⊗A1 , γ = 0
m ≥ 2
Λ =
{
λ ∈ (l∗ \ 0)m
∣∣∣ dim span{λj | λj3 6= 0} > 1}
ϑ(λ) = (Eλ, Fλ, ωλ), where Eλ = span{λ1, λ2, λ3} ⊂ R
m,
Fλ = Rλ3 ⊂ Eλ,
ωλ = [λ1 ∧ λ2modRλ3] ∈
∧2(Eλ/Fλ)/{±1}
k = 2 α = Z1 ∧ Z2 ⊗A1 + Z1 ∧ Z3 ⊗A2, γ = 0
m ≥ 0
Λ = (l∗ \ 0)m
ϑ(λ) = (Bλ, vλ)modR
∗,
where Bλ =
(
(λi2, λ
i
3) · (λ
j
2, λ
j
3)
⊤
)i=1,...,m
j=1,...,m
∈ End(Rm),
vλ = [λ1] ∈ cokerBλ,
c ∈ R∗ acts by (B, v)c = (c2B, 1
c
v)
k = 3 α = Z1 ∧ Z2 ⊗A1 + Z1 ∧ Z3 ⊗A2 + Z2 ∧ Z3 ⊗A3 , γ = 0
m ≥ 0
Λ = (l∗ \ 0)m
ϑ(λ) =
(
λi · (λj)⊤
)i=1,...,m
j=1,...,m
∈ End(Rm)
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Proof. We restrict ourselves to the case l = 3. We follow the recipe described above.
First we note that for l = 3 Equation (2) is trivially satisfied. Then it is not hard to
see that each class in H2C(3, k) is represented by exactly one element
(α, γ) ∈
(
{0} ×
∧3
l∗
)
∪
(
(
∧2(l∗,Rk) \ {0}) × {0}) ⊂ ∧2(l∗,Rk)⊕∧3l∗ .
The group GL(l)×O(k) acts on this set of representatives. We have to determine the
orbits of this action and to choose representatives, where we may restrict ourselves
to orbits of those (α, γ) which satisfy dim(α(l, l)) = k. Obviously, for k = 0, i.e.
α = 0 we have two such orbits, one orbit consists of the element (α, γ) = (0, 0), the
other one is characterized by γ 6= 0. For k ≥ 1 we have α 6= 0 and may therefore
assume that γ = 0 holds. We claim that in this case there is only one orbit. The
representation
∧2
l of GL(l) is equivalent to the representation ρ of GL(l) on l∗ given
by GL(l) ∋ S 7→ detS · (S−1)∗ ∈ GL(l∗). In particular, GL(l) acts transitively on
oriented bases in
∧2 l. Therefore, given a basis σ1, σ2, σ3 in ∧2 l, a basis A1, . . . , Ak of
R
k and a 2-form α ∈
∧2(l∗,Rk) we find a map S ∈ GL(l) such that (S∗α)(σj) = ±Aj
for 1 ≤ j ≤ k and (S∗α)(σj) = 0 for k < j ≤ 3. Now it is obvious that there exists
a map U ∈ O(k) such that (US∗α)(σj) = Aj for 1 ≤ j ≤ k and (US
∗α)(σj) = 0 for
k < j ≤ 3, which proves the claim. In particular, we may choose (α, γ) as in the table.
Since the proofs of the assertions on indecomposability and isomorphy are similar for
different k we will give here only the one for k = 2, which is in some sense the most
complicated one. First we determine the projection G¯ = projGL(l)G of the stabilizer
G ⊂ GL(l) ×O(2) of (α, γ) = (Z1 ∧ Z2 ⊗A1 + Z1 ∧ Z3 ⊗A2, 0) on GL(l):
G¯ =
{
S ∈ GL(l)
∣∣∣∣∣ S
∗α(L1, L2), S
∗α(L1, L3) is an orthonormal basis of R
k,
S∗α(L2, L3) = 0
}
=

S ∈ GL(l)
∣∣∣∣∣∣∣
S(span{L2, L3}) = span{L2, L3}
S|span{L2,L3} ∈ c · O(2) with respect to
the basis {L2, L3}, where c = |detS|

 . (25)
Next we determine the set Λ ⊂ (l∗ \ 0)m of those λ ∈ (l∗ \ 0)m for which dα,0(m, 2, 3, λ)
is indecomposable. Assume that dα,0(m, 2, 3, λ) is decomposable. By Proposition 5.1
we have decompositions l = R3 = l1⊕ l2 and a = R
2m+k = a1⊕ a2, at least one of them
non-trivial, such that ρ = ρ1⊕ρ2 holds for the representation ρ defined by λ ∈ (l
∗ \0)m
and α satisfies α(l1 × l1) ⊂ a1, α(l2 × l2) ⊂ a2, α(l1 × l2) = 0. Since kerα ⊂
∧2(l∗, a)
is only 1-dimensional the condition α(l1 × l2) = 0 implies that the decomposition of l
is trivial. Hence, we may assume l1 = l and l2 = 0. Thus the decomposition of a is
non-trivial, i.e. a2 6= 0. Now α(l1 × l1) ⊂ a1 implies α(l × l) = R
k ⊂ a1. On the other
hand l2 = 0 yields 0 6= a2 ⊂ a
l which is a contradiction to λj 6= 0 for j = 1, . . . ,m.
Consequently, Λ = (l∗ \ 0)m.
Finally, we determine the G¯-orbits in (l∗ \ 0)m. From (25) we know that (λ1, λ2, λ3)
and (λ¯1, λ¯2, λ¯3) are in the same orbit if and only if there is a map S
′ ∈ O(2) and a
real number c ∈ R∗ such that c(λ2, λ3) · S
′ = (λ¯2, λ¯3) and λ1 = cλ¯1 mod span{λ2, λ3}.
Now we use the following general fact, which is true for arbitrary homomorphisms
A, A¯ : RN → Rm:
∃s ∈ O(N) : A¯ = A · s ⇔ AA∗ = A¯ A¯∗ : Rm −→ Rm.
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We apply this for A = (λij)
i=1,...,m
j=2,3 and A¯ = (λ¯
i
j)
i=1,...,m
j=2,3 and use the notation Bλ =
(λij)
i=1,...,m
j=2,3 ((λ
i
j)
i=1,...,m
j=2,3 )
⊤. Note that span{λ2, λ3} = im(λ
i
j)
i=1,...,m
j=2,3 = imBλ. Now we
can say that (λ1, λ2, λ3) and (λ¯1, λ¯2, λ¯3) are in the same G¯-orbit if and only if there exists
a real number c ∈ R∗ such that c2Bλ = Bλ¯ and [λ1] = c[λ¯1] ∈ cokerBλ (= cokerBλ¯). ✷
Remark 5.4 Based on the classification results mentioned in Remark 5.3, it should be
not too difficult to obtain a classification of indecomposable metric Lie algebras with
maximal isotropic centre of signature (l, l), 2 ≤ l ≤ 9. The isomorphism classes of
these metric Lie algebras are parametrized by those [γ] ∈
∧3
l∗/GL(l) which are not
represented by elements of the form γ = γ1+γ2, γi ∈
∧3
l∗i for a nontrivial decomposition
l = l1 ⊕ l2, via
[γ] 7−→ d0,γ(0, 0, l, 0) .
In fact, it is easy to carry out the classification for l ≤ 5. There are no such algebras for
l = 2, 4 and exactly one for l = 3, 5. Moreover, it can be shown that there are exactly
two for l = 6.
6 Metric Lie algebras of index 2
Example 6.1 For a map A ∈ so(p, q) we consider dA(R
p,q,R) := d0,0(R
p,q,R, ρ), where
ρ is defined by ρ(1) = A. Recall that dA(R
p,q,R) is a metric Lie algebra of signature
(p+1, q+1) which can be described as follows: dA(R
p,q,R) is isomorphic to R1,1⊕Rp,q
as a pseudo-Euclidean vector space, there exists a basis L,Z of R1,1 with 〈L,L〉 =
〈Z,Z〉 = 0 and 〈L,Z〉 = 1 such that Z ∈ z(dA(R
p,q,R)) and
[X1,X2] = 〈AX1,X2〉Z, [L,X] = A(X)
for all X ∈ Rp,q.
Example 6.2 Consider the metric Lie algebra osc(λ1, λ2) = d0,0(m, 0, 2, λ) of signature
(2, 2+2m) which was defined in the previous section, where λ1 = λ(L1), λ2 = λ(L2) ∈
R
m for a fixed basis L1, L2 of R
2. Recall that this algebra can be described in the
following way: osc(λ1, λ2) for λ1, λ2 ∈ R
m is isomorphic to R2,2 ⊕ R2m as a pseudo-
Euclidean vector space, there exists a basis L1, L2, Z1, Z2 of R
2,2 with
〈Li, Lj〉 = 〈Zi, Zj〉 = 0, 〈Zi, Lj〉 = δij
for i, j = 1, 2 and an orthonormal basis X1, . . . ,Xm, Y1, . . . , Ym of R
2m such that
Z1, Z2 ∈ z(osc(λ1, λ2))
[Xj , Yk] = δjk(λ
j
1Z1 + λ
j
2Z2), [Xj ,Xk] = 0, [Yj, Yk] = 0
[Li,Xj ] = λ
j
iYj, [Li, Yj] = −λ
j
iXj
[L1, L2] = 0
for i = 1, 2 and j, k = 1, . . . ,m,
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Example 6.3 Now consider the metric Lie algebras d(λ1, λ2) := dα,0(m, 1, 2, λ) for a
fixed α 6= 0 which have signature (2, 2 + 2m + 1) and were defined in the previous
section, too. Here λ1 = λ(L1), λ2 = λ(L2) ∈ R
m for a fixed basis L1, L2 of R
2 which is
choosen in such a way that α(L1, L2) is a unit vector. This algebra can be described as
follows: d(λ1, λ2) for λ1, λ2 ∈ R
m is isomorphic to R2,2⊕R2m+1 as a pseudo-Euclidean
vector space, there exists a basis L1, L2, Z1, Z2 of R
2,2 with
〈Li, Lj〉 = 〈Zi, Zj〉 = 0, 〈Zi, Lj〉 = δij
for i, j = 1, 2 and an orthonormal basis X1, . . . ,Xm, Y1, . . . , Ym, A0 of R
2m+1 such that
Z1, Z2 ∈ z(d(λ1, λ2))
[A0,Xj ] = [A0, Yj] = 0
[A0, L1] = Z2, [A0, L2] = −Z1
[Xj , Yk] = δjk(λ
j
1Z1 + λ
j
2Z2), [Xj ,Xk] = 0, [Yj, Yk] = 0
[Li,Xj ] = λ
j
iYj, [Li, Yj] = −λ
j
iXj
[L1, L2] = A0
for i = 1, 2 and j, k = 1, . . . ,m
Theorem 6.1 Let (g, 〈· , ·〉) be an indecomposable metric Lie algebra of signature (2, q).
If g is simple, then g is isomorphic to sl(2,R) and 〈· , ·〉 is a multiple of the Killing form.
If g is not simple, then the centre z(g) of g is one- or two-dimensional and we are in
one of the following cases.
1. If dim z(g) = 1, then q is even and (g, 〈· , ·〉) is isomorphic to dL2(R
1,1,R) if q = 2,
or to exactly one of the spaces dL2,λ(R
1,q−1,R) if q ≥ 4, where
L2 =
(
0 1
1 0
)
and L2,λ =

 L2 0 00 0 − diag(λ)
0 diag(λ) 0

 ,
λ = (λ1, λ2, . . . , λr) with 0 < λ1 ≤ . . . ≤ λr, r = q/2− 1.
2. If dim z(g) = 2 and dim g is even, then q = 2m + 2 with m ≥ 3 and (g, 〈· , ·〉) is
isomorphic to osc(λ1, λ2) for some λ1, λ2 ∈ R
m. There is no index j ∈ {1, . . . ,m}
such that λj1 = λ
j
2 = 0 and the set {(λ
1
i , λ
2
i ) | i = 1, . . . ,m} is not contained in
the union of two 1-dimensional subspaces. Two such Lie algebras osc(λ1, λ2) and
osc(λ¯1, λ¯2) are isomorphic if and only if
span{λ1, λ2} = span{λ¯1, λ¯2} modSm ⋉ (Z2)
m.
3. If dim z(g) = 2 and dim g is odd, then q = 2m+ 3 for m ≥ 0 and (g, 〈· , ·〉) is iso-
morphic to d(λ1, λ2) for some λ1, λ2 ∈ R
m. There is no index j ∈ {1, . . . ,m} such
that λj1 = λ
j
2 = 0. Two such Lie algebras d(λ1, λ2) and d(λ¯
1, λ¯2) are isomorphic
if and only if
(span{λ1, λ2},±λ1 ∧ λ2) = (span{λ¯1, λ¯2},±λ¯1 ∧ λ¯2) modSm × (Z2)
m.
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Conversely, all metric Lie algebras dL2(R
1,1,R), dL2,λ(R
1,q−1,R), osc(λ1, λ2), d(λ1, λ2)
are indecomposable and of signature (2, q) if λ, λ1, λ2 satisfy the conditions described
above.
Proof. If (g, 〈· , ·〉) is simple, then it is isomorphic to sl(2,R), because there is no other
simple Lie algebra whose Killing form has signature (2, q). If (g, 〈· , ·〉) is not simple,
then by Proposition 2.1 there exist an abelian Lie algebra l, dim l = dim z(g) ∈ {1, 2}, a
semi-Euclidean vector space (a, 〈· , ·〉
a
), an orthogonal representation ρ of l on a, and
a cocycle α ∈ Z2(l, a) satisfying (2), such that dα,0(a, l, ρ) is regular and (g, 〈· , ·〉) is
isomorphic to dα,0(a, l, ρ).
Let us first consider the case dim z(g) = 1. Then l = R, (a, 〈· , ·〉
a
) = R1,q−1 and
α = 0. Hence, (g, 〈· , ·〉) = dA(R
1,q−1,R) as in Example 6.1. Since dA(R
1,q−1,R) is
regular we have kerA = 0 by Lemma 2.1. By Corollary 3.2 regular metric Lie algebras
dA1(R
1,q−1,R) and dA2(R
1,q−1,R) are isomorphic if and only if
∃µ ∈ R∗∃U ∈ O(1, q − 1) : U A1 U
−1 = µA2 . (26)
It is well-known that each equivalence class of bijective maps in so(1, q−1) with respect
to relation (26) is represented by exactly one of the maps L2 (if q = 2) or L2,λ with
0 < λ1 ≤ . . . ≤ λr, r = q/2− 1.
If dim z(g) = 2, then the centre is maximal isotropic and the remaining assertions follow
directly from Theorem 5.1 . ✷
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