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In this paper, we propose a new adaptive filtering algorithm for system identifica-
tion. The algorithm is based on the recursive inverse (RI) adaptive algorithm which
suffers from low convergence rates in some applications; i.e., the eigenvalue spread
of the autocorrelation matrix is relatively high. The proposed algorithm applies
discrete-wavelet transform (DWT) to the input signal which, in turn, helps to over-
come the low convergence rate of the RI algorithm with relatively small step-size(s).
Different scenarios has been investigated in different noise environments in system
identification setting. Experiments demonstrate the advantages of the proposed DWT
recursive inverse (DWT-RI) filter in terms of convergence rate and mean-square-error
(MSE) compared to the RI, discrete cosine transform LMS (DCT-LMS), discrete-
wavelet transform LMS (DWT-LMS) and recursive-least-squares (RLS) algorithms
under same conditions.




College of Engineering and Technology,
American University of the Middle East,
Kuwait.
Tel: +965 2225 1400, ext: 1765
Email: mohammad.salman@aum.edu.kw
1. INTRODUCTION
Adaptive filtering plays an essential role in many signal processing applications. The least-mean-
square (LMS) algorithm’s simplicity made it very commonly used in adaptive signal processing applications
such as system identification [1], echo cancelation [2], channel equalization [3, 4], and interference cancela-
tion [3, 5]. The main drawback of the LMS algorithm is that it suffers from low convergence rate when the
input signal is highly correlated. Many LMS variants [6-10] had been introduced to overcome the limitations
of the original LMS algorithm and to achieve better performance in terms of mean-square-error (MSE) and
convergence rate. Transform domain variable step-size algorithms are effective and performing well in highly
correlated noise environment [7, 11]. It has been shown in [12] that transforming the input signal into another
domain can reduce the eigenvalue spread of input signal autocorrelation matrix which, in turn, accelerates
the convergence rate of the adaptive filters. The discrete-wavelet-transform LMS (DWT-LMS) [10] and the
discrete-cosine transform LMS (DCT-LMS) [13] algorithms were proposed to decrease the eigenvalue spread
of the autocorrelation matrix of the input signal. However, due to the fixed step-size of the LMS algorithm,
these algorithms provide poor performance in terms of the convergence rate.
The recursive-least-square (RLS) algorithm was proposed to offer faster convergence rate, especially,
for highly correlated input signals [6, 14, 15]. However, it has a disadvantage of being highly computation-
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ally complex. The performance of RLS algorithm and its variants depends on the forgetting factor (β) in
terms of convergence rate, misadjustment, tracking capability and stability [16]. The forgetting factor can take
values between zero and unity and needs to compromise between the above mentioned performance criteria.
When the forgetting factor is close to unity, the algorithm achieves low misadjustment and high stability, but
it compromises its tracking capabilities. A smaller value of (β) would improve the tracking capability of the
RLS algorithm [16], but it would increase the misadjustment and might affect the stability of the algorithm.
In [17] the authors investigated the influence of the forgetting factor of the RLS adaptive filter in system
identification. A possible solution to overcome this problem is to use a variable forgetting factor (VFF-RLS)
algorithm [18, 19].
Recursive inverse (RI) algorithm [20, 21] had been proposed to overcome the drawbacks and limita-
tions of the above mentioned adaptive filters. It had been shown that the RI algorithm performs considerably
better than the LMS algorithm and its variants. It was also shown that its performance, in terms of conver-
gence rate and excess MSE, is comparable to that of the RLS under different settings, with less computational
complexity. However, still the RI algorithm requires a very small initial value for its step-size if the eigenvalue
spread of input signal autocorrelation matrix is relatively high.
In this paper, we introduce a solution for the aforementioned problems by proposing a new DWT-
based RI (DWT-RI) algorithm. Applying DWT on the input signal [22, 23] will reduce the eigenvalue spread
of the autocorrelation matrix [24, 25] and gives the user the freedom to initiate the RI algorithm with relatively
high initial values for the step-size. This process guarantees a very high performance, of the algorithm, in terms
of both MSE and convergence rate.
The paper is organized as follows: In Section 2., a brief explanation of discrete wavelet transform is
covered. Section 3. presents the derivation of proposed DWT-RI algorithm. In Section 4., simulation results
that compare the performance of the proposed algorithm to those of the RI, DCT-LMS, DWT-LMS and RLS
algorithms, in different noise environments for system identification setting, are given. Finally, the conclusions
are drawn in the last section.
2. DISCRETE WAVELET TRANSFORM
The theory of multiresolution analysis was firstly developed by Mallat [26], to represent functions
defined over N dimensional space. Wavelet transform is a multiresolution technique for analyzing signals.
It was developed, as an alternative to short time Fourier transform (STFT), to overcome the time-frequency
resolution problems. The DWT uses filter banks to perform the wavelet analysis by the construction of the
multiresolution time-frequency plane. DWT decomposes the signal into wavelet coefficients from which the
original signal can be reconstructed again. The wavelet coefficients represent the signal in various frequency
bands [27, 28]. Figure 1 shows the structure of discrete wavelet transform adaptive filter (DWTAF).
Figure 1. Structure of discrete wavelet transform transversal adaptive filter.
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where θj,n are the wavelet coefficients and ψj,n(k) are the wavelet functions that form an orthogonal basis.
The purpose of DWT adaptive filter is to generate the discrete reconstruction of xj(k) which is the projective

























Equation (6) is simply the discrete convolution of the input signal x(k) and the filter coefficients hj(l, k).
Using Orthogonality and time-steadiness, filter indices can be rewritten as:





x(l)hj(l − k). (8)
3. DISCRETE WAVELET TRANSFORM RECURSIVE INVERSE ALGORITHM
3.1. Recursive inverse (RI) algorithm
The optimum solution for the FIR filter coefficients can be obtained using the Wiener-Hopf
equation [6]:
C(k) = R−1(k)p(k), (9)
where k is the time parameter (k = 1, 2, . . .), C(k) is the filter weight vector calculated at time k, R(k) is the
estimate of the tap-input vector’s autocorrelation matrix, and p(k) is the estimate of the cross-correlation vector
between the desired output signal and the tap-input vector.
Recursive estimation of R(k) and p(k) in (9) can be obtained as follows;
R(k) = βR(k − 1) + x(k)xT (k), (10)
p(k) = βp(k − 1) + d(k)x(k), (11)
where β is the forgetting factor which is usually very close to unity and x(k) is the tap-input vector.
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Using the recursive solution of the Wiener-Hopf equation for one iteration with variable step size gives
the weight update equation of the RI algorithm [20]:
C(k) = [I− µ(k)R(k)]C(k − 1) + µ(k)p(k). (12)














1− βk , (13)




. For more details about derivation
and convergence analysis of the RI algorithm, the reader may refer to [20].
The RI algorithm has a major advantage compared to the RLS algorithm in that it does not require the update
of the inverse autocorrelation matrix. Also, its computational complexity is much less than that of the RLS
algorithm. Due to the update of inverse autocorrelation matrix, RLS type algorithms may face numerical
stability problems [29], which is not the case for the RI algorithm.
3.2. The proposed algorithm
The performance of the RI algorithm can be improved further by applying the DWT to the input signal.
In this case, the weights update equation in (12) will become as:
C(k + 1) = [I− µ(k)Rvv(k)]C(k) + µ(k)pvd(k). (14)
where
Rvv(k) = βRvv(k − 1) + v(k)vT (k), (15)
and
pvd(k) = βpvd(k − 1) + d(k)v(k). (16)
Where v(k) = Wx(k) is the transformed input signal and W is the wavelet transform matrix of size J ×N .
µ(k) =
µ0
1− βk , (17)
where µ0 is a constant selected as:
µ0 < µmax =
2(1− β)
λmax (Rvv)





The adaptive estimation error is given as:
e(k) = d(k)− y(k), (18)
where








cj(k)hj(l − k)x(l), (19)
where y(k) is the transformed version of y(k) shown in Figure 2
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Figure 2. Block diagram of an adaptive system identification setting















Figure 3. Unknown system transfer function
4. SIMULATION RESULTS
In the simulations, the performance of the proposed DWT-RI algorithm is compared to those of the
RI [20], DCT-LMS [9], DWT-LMS [10] and RLS [6] algorithms in the system identification setting described
in Figure 2. The filter length for all algorithms is J = 16 taps and the signal-to-noise ratio (SNR) was selected
to be 30dB for all the experiments. The received signal x(k) was generated using the DWT on the signal xi(k)
given by [7]:
xi(k) = 1.79xi(k − 1)− 1.85xi(k − 2) + 1.27xi(k − 3)− 0.41xi(k − 4) + v0(k). (20)
where v0(k) is a Gaussian process with zero mean and variance σ2 = 0.3849. The unknown system is the
bandpass filter shown in Figure 3. The simulation results for Gaussian and impulsive noise were obtained by
averaging 100 and 300 Monte-Carlo independent runs, respectively.
4.1. Additive white gaussian noise
In order to test the performance of the proposed algorithm, the signal is assumed to be corrupted with
an additive white Gaussian noise (AWGN) process. Simulations were carried out with the following parame-
ters: For the DWT-RI and RI algorithms: β = 0.99 and µ0 = 0.0013. For DCT-LMS algorithm: β = 0.9985,
 = 8 × 10−4, µ = 0.02, γ = 2 × 10−3 and M = 10. For DWT-LMS algorithm: µ = 0.02. For the
RLS algorithm: β = 0.99. Figure 4 shows that the RI, RLS and DWT-RI algorithms converge to the same
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MSE. However, the DWT-RI and RLS converge much faster than the RI algorithm (950 iterations faster).
On the other hand, the DCT-LMS and DWT-LMS algorithms converge to a higher MSE (mse=5dB worse) than
the other algorithms with low rate of convergence.















Figure 4. The ensemble MSE for RI, RLS,
DCT-LMS, DWT-LMS and DWT-RI in AWGN
















Figure 5. The ensemble MSE for RI, RLS,
DCT-LMS, DWT-LMS and DWT-RI in AWIN
( = 0.2, κ = 100)
4.2. Additive white impulsive noise
Due to man-made noise, underwater acoustic noise, atmospheric noise, etc, the noise added to
the received signal may not be modeled as Gaussian. This type of noise which has a heavy-tailed distribution
is characterized by outliers and may be better modeled using a Gaussian mixture model. In order to test the
robustness of the proposed algorithm, and to study the effects of the impulsive components (outliers) of the
noise process in the system identification setting, an impulsive noise process is generated by the probability





is a Gaussian probability density function with zero mean and variance σ2n that represents




represents the impulsive component of the noise model, where  is
the probability and κ ≥ 1 is the strength of the impulsive components.
(a) Firstly, the signal is assumed to be corrupted with an additive white impulsive noise (AWIN) process.
The white impulsive noise process is generated with the parameters:  = 0.2 and κ = 100. Simulations
were carried out with the following parameters: For the DWT-RI and RI algorithms: β = 0.99 and
µ0 = 0.001. For DCT-LMS algorithm: β = 0.9985,  = 8 × 10−4, µ = 0.02, γ = 2 × 10−3 and
M = 10. For DWT-LMS algorithm: µ = 0.018. For the RLS algorithm: β = 0.99. Figure 5 shows that
the DWT-RI and RLS algorithms converge to the same MSE at the same time, The RI and DCT-LMS
algorithms still converge to the same MSE but with much low rate of convergence than those of the
DWT-RI and RLS algorithms. The DWT-LMS algorithm converges to much higher MSE with almost
the same rate of convergence of those of RLS and DWT-RI algorithms.
(b) Secondly, in order to emphasize on the capability of the proposed DWT-RI algorithm in suppressing
impulsive noise, even, with high impulsivity strength, an AWIN process is generated with the parame-
ters:  = 0.2 and κ = 100000. Simulations were carried out with the following parameters: For the
DWT-RI and RI algorithms: β = 0.99 and µ0 = 0.0001. For DCT-LMS algorithm: β = 0.9985,
 = 8 × 10−4, µ = 0.02, γ = 2 × 10−3 and M = 10. For DWT-LMS algorithm: µ = 0.018.
For the RLS algorithm: β = 0.99. The RI algorithm fails to converge under these settings. Figure 6
shows that the RLS algorithm converges to the steady-state MSE (MSE= −10dB) after 400 time itera-
tions, while the DWT-RI algorithm converges to a lower MSE (MSE= −14dB) than the RLS at the same
time. The DCT-LMS algorithm converges to a lower MSE than that of the DWT-RI algorithm but with
very low convergence rate, whereas the DWT-LMS algorithm converges to a very high MSE. This shows
the advantage of domain transform in reducing the self-correlation of the input signal and converging to
a lower MSE values with higher convergence rates.
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Figure 6. The ensemble MSE for RI, RLS, DCT-LMS, DWT-LMS and DWT-RI in AWIN
( = 0.2, κ = 100000)
5. CONCLUSION
A new discrete wavelet transform based RI adaptive filtering algorithm is proposed. The performances
of the DWT-RI, DCT-LMS, DWT,LMS, RI and RLS algorithms are compared in AWGN and AWIN environ-
ments in system identification setting. Under the same conditions, the DWT-RI algorithm outperforms the
aforementioned algorithms in terms of MSE and/or convergence rate.
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