We propose a registration algorithm based on neighborhood similarity for 3D point clouds collected by optical measurement and without prior information. The algorithm first applies the improved minimum spanning tree (Prim algorithm) to classify the point cloud in order to obtain the topology information of the data. Specifically, vectors among root nodes and child nodes are processed, and the points on nodes are classified into different levels according to their scanning angle to simplify data and preserve the most representative points. Then, through the perspective conversion between 2D and 3D and according to the corresponding point set obtained by previous classification, the fast normalized cross-correlation (a 2D matching criterion) is applied to determine the relationship between initial characteristic points. Finally, distance constraints remove the errors between point pairs and allow calculating the registration parameters. Experimental results show that the algorithm has high registration accuracy and is suitable for point cloud data obtained by laser and structured light acquisition.
I. INTRODUCTION
Accurate 3D reconstruction usually relies on optical 3D measurements [1] , [2] to acquire surface data from an object by scanning over different views. Hence, point cloud registration from different scanning angles is essential for 3D reconstruction, as it is a factor that determines the achievable accuracy. In objects of regular size, coarse registration is usually supported by placing markers on their surface [3] or using geometric characteristics of the acquired point cloud data. Methods based on these approaches include curvature [4] , normal vector [5] , and descriptions of characteristics in high dimensions, such as shape [6] , contour curves [7] , 3D local feature descriptors [8] , and others [9] . In addition, the extended Gaussian image and Fourier transform have been used to perform coarse registration [10] . Likewise, accelerated point cloud data can perform coarse registration [11] , and fast Gauss transform improved by the The associate editor coordinating the review of this manuscript and approving it for publication was Tallha Akram. dual-tree approach can be used to calculate the correspondence probability matrix. Moreover, Tsallis and Shannon entropies have been employed for transformation estimation considering the weighted least squares to improve parameter estimation and regularization [12] . In [13] , selection of key points, calculation of feature descriptors, and the determination and optimization of corresponding points have been combined to perform point cloud registration.
Regarding fine registration, the mainstream is the iterative closest point (ICP) algorithm [14] and its improvements [15] , [16] , [31] . Several studies have been devoted to further improve fine registration [17] , and multiple-view registration has been also investigated [18] . However, the abovementioned algorithms start from the 3D perspective. Although 3D data has high reliability in terms of information accuracy and security, it seems that it is not necessarily the optimal solution to consider the problem only from a pure 3D perspective [39] .
On the other hand, coarse matching for point clouds based on hierarchical normal space sampling has been investigated [19] . This algorithm hierarchically groups point cloud data according to the distribution of normal vectors, thereby expanding the normal space sampling. The hierarchy allows to adaptively search for corresponding point pairs using geometric information, and the algorithm terminates when an accurate initial pose for registration is obtained. An algorithm for registration between a large-scale and a close-proximity scanned point cloud has been proposed [20] . The algorithm proposes an artificially designed key point descriptor, super-point, which uses geometric information for data transformation and an autoencoder based on a deep neural network to encode the local 3D geometry. In addition, a multidirectional affine registration algorithm based on statistical and shape features of point clouds introduces the similarity of global vector features and retrieves the scaling factor that maximizes similarity [21] . Then, the algorithm applies rigid registration using the estimated affine factors. In [22] , a different approach for registration is developed by assuming that point clouds are rigid bodies composed of particles. The algorithm is based on principles of mechanics and thermodynamics, and the resulting registration framework is compact and robust, supports physics-based registration and uses driving forces according to the desired behavior. Considering possible false correspondences or outliers during 3D point cloud registration, guaranteed outlier removal reduces the data input into a smaller set [23] , ensuring that any false correspondence is disregarded in the global optimal solution. As set reduction is performed via purely geometric operations, it is highly reliable. The iterative closest optimal plane is based on the ICP algorithm [32] , and point cloud registration is accomplished by searching the optimal plane over a curved surface. In [33] , a method to search for corresponding points based on stereo lithography of triangular meshes in a CAD model is proposed, where a dynamic adjustment factor aims to reduce the number of iterations and accelerate registration. In [34] , a normal vector angle of the 3D model is used, and heuristic search is integrated into the ICP algorithm for improved efficiency, especially when registering complex surfaces. Zhu et al. [35] proposes an effective approach for multi-view registration of range scans using a spanning tree. The algorithm uses the structural features of spanning tree and can achieve global registration, reducing the accumulated errors at the same time. Xu et al. [36] design a novel objective function, which can avoid the phenomenon that the scale factor converges to zero. In [37] , an algorithm based on K-mean clustering with high robustness is proposed to solve multi-view registration problems. Zhou et al. [40] proposed a fast registration algorithm that does not involve iterative sampling, model fitting or local refinement, and further extends to global registration of multiple partially overlapping surfaces. In [41] , a hierarchical Gaussian Mixture Model (GMM) based on tree structure is used in registration algorithm.
Although current technology enables to acquire more information with higher accuracy, expensive calculations and low algorithm robustness can result from redundant information. Unlike 3D registration, research on 2D image registration is more mature. In fact, extraction algorithms of 2D image characteristics are very accurate, and many methods for characteristic detection and extraction with high robustness have been proposed. For example, the scaleinvariant feature transform [24] proposed by Lowe has been widely applied in different settings to 2D images. Hence, many studies have been aimed at extending 2D registration and matching to 3D point cloud registration. In such studies, 3D registration is often supported by the scale-invariant feature transform [25] . In this paper, we propose an algorithm that applies the fast normalized cross-correlation (NCC) [26] , which is a matching criterion for 2D grayscale images, to calculate the degree of similarity between neighborhoods of two pixels from two images. As a result, valid corresponding pairs of pixel areas can be obtained. We apply this method in three dimensions to the problem of point cloud registration, thus establishing an algorithm that leverages neighborhood similarity. We hope that 2D algorithm can be organically combined with 3D algorithm in the actual measurement, acquisition, as well as the manufacture and construction of identification equipment.
II. PROPOSED POINT CLOUD REGISTRATION
In order to obtain topological information of point cloud data, the proposed point cloud registration algorithm first classifies points in the point cloud using the minimum spanning tree. This process simplifies data and preserves representative points. Consequently, possible redundancy caused by massive data is also mitigated. Then, we use the point cloud classification to acquire approximate corresponding point sets. Next, we apply the NCC 2D matching criterion to determine corresponding point pairs and remove error pairs via distance constraints. Finally, we obtain the rotation and translation parameters through a quaternion-based algorithm. The algorithm for the proposed point cloud registration is summarized in Fig. 1 .
A. POINT CLOUD SIMPLIFICATION
Let the currently processed point clouds be denoted as P and Q, where the latter is the reference point cloud. Based on the improved minimum spanning tree algorithm, divide the point cloud into different point cloud units by using the approach in [27] and build the tree corresponding to the point cloud. The proposed algorithm classifies each point cloud throughout the tree structure.
The minimum spanning tree has two common algorithms, the prim algorithm and the kruskal algorithm. For point cloud, Kruskal algorithm is not suitable. The time complexity of the prim algorithm is O(n 2 ) and time efficiency is low. The improved algorithm in this paper combines each unit point cloud after dividing them so that computation of the entire spanning tree is reduced. This can greatly improve time efficiency. The algorithm is summarized as follows:
(a) An octree cut of depth n is performed on each unit point cloud, and each point cloud belongs to a small cube. (b) Find adjacent non-empty cubes centered on each cube and combine them into one calculation unit. Reducing a point to find the query range of its nearest point can effectively reduce the time of the spanning tree algorithm.
The flow of the algorithm is as follows:
The set of vertices of the spanning tree is U.
1) Look for a point o in the unit point cloud and put o in U. 2) Find the nearest point S 1 of o in its cube and its adjacent cube, namely, its computational unit. S 1 and o points form the edge. Join the spanning tree, and S 1 joins U. At the same time, the predicted value S 1 of S 1 is obtained by S 1 according to the linear prediction rule. S 1 joins its cube, and S 1 joins U. 3) Continue to find the nearest point S 2 of V-U and U. S 2 joins U. If the point closest to S 2 is the predicted value in U, the edge of S 2 and its true value is added to the minimum spanning tree, and the predicted value S 2 of its true value is also added to U. Otherwise S 2 and the real value directly constitute the minimum spanning tree. 4) Check whether the V-U is empty. If it is empty, stop building minimum spanning tree. Otherwise, jump out of the computational unit and find the nearest point of V-U and U in the entire point cloud unit, and then repeat step 3. 5) V-U is empty, complete the minimum spanning tree. We extracted a unit point cloud from the bunny model ( Fig. 2 ) from the Stanford 3D Scanning Repository and a 3D face model ( Fig. 3 ) collected at our laboratory. Then prim algorithm and the improved algorithm in this paper are used to process the data. The results are shown in Figure 4 and Figure 5 . We can see that the rabbit point cloud provided by Stanford University is extremely high in quality, well distributed, and has a small curvature variation. The tree structure of improved prim algorithm minimum spanning tree and original prim algorithm minimum spanning is very similar. The curvature variation of face point cloud data collected in the lab is relatively big. The tree structures of improved prim algorithm minimum spanning tree and prim algorithm minimum spanning tree change greatly. Therefore, compared with the original prim algorithm, the tree structure of the improved prim algorithm is more frame-oriented, the lines are more straight and longer, and it is easier to describe the curvature of the point cloud, which is more conducive to simplification of point cloud.
For each node in the minimum spanning tree, excluding root and leaf nodes, there are three possible cases, namely, one, two, or more child nodes. Different methods are adopted to label the node level according to the case: 1) Node b in point cloud P has only one child node, as shown in Fig. 6 (a). Determine angle θ between vectors − → ab and − → bc. Then, calculate θ using (1) and determine the level of node b accordingly.
2) Node b in point cloud P has two child nodes, as shown in Fig. 6(b) . Determine the normal vectors to planes abc and abd. Then, calculate the angle between the two normal vectors according to (2) and determine the level of node b based on angle θ .
3) Node b has more than two child nodes, as shown in Fig. 6(c) . Determine the normal vectors to planes abc, abd, and abf. Then, calculate the minimum angle between any two of the normal vectors in (3) and determine the level of node b based on minimum angle θ .
After processing all the point cloud data, we classify the data into five levels from 0 to 50 • at increments of 10 • according to the angle between vectors or normal vectors. Above 50 • , the processed points can be considered as representative.
To prevent information loss from the applied point cloud simplification, we set the maximum length of the spanning tree to be n. Specifically, if n consecutive point clouds (spanning tree nodes) throughout the tree structure are candidates for removal, the n-th point is maintained. The point cloud hierarchy of these point clouds retrieves the distribution listed in Table 1 . Node, starting nodes, and leaf nodes above 50 • are set as key points that cannot be removed from the data. The remaining points are divided into the five hierarchies according to their angles. As the level increases, the importance of the points also increases. Therefore, we can simplify the point cloud according to the level by maintaining the most important feature points and reduce the computation effort in the subsequent registration. Figs. 7(a) and (b) show the point cloud simplification after removing level 1 and both levels 1 and 2, respectively, from the rabbit model. Fig. 8 shows the same type of point cloud simplification applied to the face model. In relatively flat regions of a surface, the point cloud level is relatively low, and hence holes can easily appear after simplification.
To remove the holes, we use the maximum limit tree length, n, as defined above. Fig. 9 shows the effect diagram of on the point clouds after removing level 1 and setting the maximum limit tree length to 3. The large holes in Figs. 7 and 8 disappear, and there are relatively many points in the original curvature, thus preserving detailed features of the original point cloud.
Note that through the algorithm above, some points in the point cloud might be processed several times, but their minimum level prevails. As the point cloud on the minimum spanning tree is divided into different levels, initially deleting the lower levels retains the details of the point cloud. Fig. 10 shows different simplification effects by adjusting the level deletion and setting the maximum limit tree length. Table 2 lists the number of the original number of points in the two models and that after the simplifications. Increasing the level of deletion and the maximum limit tree length, the simplification rate is increased at a tradeoff with the point cloud details. After heuristically evaluating several combination of level deletion and tree length integrated with the proposed registration algorithm, we found that removing levels 1 and 2 and setting the limit tree length to 5 is the most suitable combination for simplification.
By analyzing relations among neighbors in the tree structure and adjusting the density of point cloud simplification, the algorithm can prevent holes and thus information loss. As the simplified point cloud has approximately the same information as the original model, it does not undermine registration.
B. ACQUISITION OF CORRESPONDING POINT SETS
For to-be-registered point cloud data P and Q, we can get data sets P S and Q S after simplification by the above method. Consider the key points of P S and Q S as Pt = {pt 1 , pt 2 , · · · pt m } and Qt = {qt 1 , qt 2 , · · · qt n }. In the sets, m and n are the number of key data points of P S and Q S . Generally, highdimensional features have high computational complexity, while low-dimensional features have less information and thus feature recognition is low. Considering previous simplified grading processing and the subsequent introduction of NCC, only angle is used as a basic geometric feature to obtain corresponding point set. Taking point set Pt as an example, the geometric features are as follows:
For each pt i in set Pt, we apply (1)-(3) to the point to obtain corresponding angle. Take it as the local characteristics at this point and set it as:
For each point pt i in the point set Pt searches for the corresponding point in the point set Qt If qt j is the corresponding point or approximate corresponding point of the pt i , the two points should be the same or approximately the same for the geometric features proposed above. Therefore, we propose the following conditions. For a point pt i in the point set Pt and a point qt j in the point set Qt, as long as the condition is met, we consider them to have a corresponding relationship. The conditions are as follows:
where σ 1 = 0.01, the above relationship is used for filtering and the point correspondence is initially established. Here, one-to-one corresponding relationship of the points is not considered. Only consider whether the conditions are met to establish the corresponding point pair relationship. Since there are many regions with similar features in the point cloud, there is often a one-to-many situation in corresponding relationship of points here. This way, we build matching point set M p with uncertain number of elements for each pt i in Pt. The number of points in set is indefinite.
C. POINT CLOUD REGISTRATION
NCC is a matching criterion for 2D grayscale images. The NCC coefficient at pixel location (x, y) in two images is given by (6) , as shown at the bottom of the next page, where I is the image to be matched image, T is the sub-image area of size M × N in a template image, u(I c (x, y) ) is the mean grayscale value of the M × N image area located at (x, y) in I , and u(T ) is the mean grayscale value of T . Higher NCC implies closer neighborhood similarity between two pixels. As this criterion is widely used given its high robustness, we adopt it to calculate the neighborhood similarity of 3D points, which are regarded as pixels in 2D images. Specifically, the angle of each point in the point cloud obtained using (1)-(3) is regarded as the grayscale value. Therefore, NCC matching is transformed from a 2D neighborhood into 3D space to calculate the similarity of neighborhoods in three dimensions.
We test approximately fitting points according to the NCC and calculate the characteristic similarity of neighborhoods between point pairs using (7) , as shown at the bottom of the next page, where NCC(pt i , qt j ) is the similarity between point pair (pt i , qt j ). Like in (4), the values of f (pt i ) and f (qt j ) represent the local characteristics of points from the angles of vectors or normal vectors. Variables u1 and u2 represent the mean value of the characteristic inside the corresponding neighborhood, and k is the number of points in the neighborhood. We then calculate the average distance between two areas of the point cloud and set the smallest value as r. A radius of 6r is considered from each point to form a sphere, whose points are set to be a neighborhood. Hence, k is the smallest number of points in the compared neighborhoods.
We set threshold σ 2 = 0.9 and search in set M composed of points qt j at the same level of Pt for points with the highest neighborhood similarity to each pt i in Pt. Relation NCC(pt i , qt j ) > σ 2 should also be satisfied. Then, qt j is set to be the only matching point of pt i . Points in point set Pt that do not satisfy the conditions above are considered to have no matching points.
Note that a problem arises when establishing the correspondence of neighborhood points using the above method that considers similarity. Pixels in a 2D image are located in a plane, and the correspondence of neighboring points can be determined according to coordinates. However, the distribution of 3D points is not planar. Therefore, determining correspondent points in a neighborhood becomes challenging.
To determine the (approximate) correspondence in point pair (pt i , qt j ), with both sets containing k points, we propose the following method.
Assume point pair (pt i , qt j ) contains matching points, that is, they are correspondent in two pieces of the point cloud. Then, their normal vectors n 1 i and n 2 i should be aligned, which allows to translate the origin of n 1 i toward that of n 2 i and hence obtain translation transformation parameter T . Then, we project the two normal vectors to the YOZ plane, which contains qt j . Similarly, the projected area of n 1 i is rotated to match that of n 2 i to obtain angle α, which indicates the rotation of n 1 i around the x axis in the counterclockwise direction. Using (8) , as shown at the bottom of the next page, we obtain transformation matrices T Rx , T Ry , and T Rz . By multiplying these three matrices, we can obtain complete rotation R. Rotation R and translation T allow to transform neighborhood points of pt i to match with the coordinates of qt j . Then, we search for the closest point in the neighborhood of qt j for each point in the neighborhood of pt i . If the distance is below threshold λ, we regard them as the correspondent point pairs in (9) , as shown at the bottom of this page, and the points are fit to calculate NCC(pt i , qt j ).
When searching for the closest point to each point in the neighborhood, many points in pt i may correspond to one point in qt j . Therefore, after one point in qt j has a correspondence, it is not considered during the subsequent search. To mitigate the divergence in the order of magnitude of coordinates in the point cloud data, we set λ = r.
After establishing the correspondence between neighborhood points, we calculate NCC(pt i , qt j ). Note that holes in any of the compared point clouds are not considered to calculate NCC(pt i , qt j ), and hence neighborhood similarity is robust in the hole regions. Regarding two regions of point clouds with different point density, the proposed method is also robust. In fact, we determine approximate matching point pairs meeting some conditions for each point and remove points with no matching point pairs. Finally, the set of approximately matching point pairs is given by (9) , where num(Matchingdots) denotes the number of elements in the set.
D. ERROR REMOVAL FROM MATCHING POINTS
We use a distance constraint to verify the approximately matching point pairs obtained using the method described above. If the matching point pairs are correct, any two matching point pairs (h 1 i , h 2 i ) and (h 1 j , h 2 j ) should satisfy dist(h 1 i , h 1 j ) ≈ dist(h 2 i , h 2 j ) with threshold σ 3 = 0.01. For each point pair (h 1 i , h 2 i ) ∈ Matchingdots, we process the remaining number of point pairs excluding (h 1 j , h 2 j ), which must satisfy the distance constraints of (h 1 j , h 2 j ). The remaining number of pairs is denoted as num i . If a point pair (h 1 j , h 2 j ) in Matchingdots satisfies the following relation:
then (h 1 j , h 2 j ) is a point pair correspondent to (h 1 i , h 2 i ) and obeying the distance constraints.
Then, if (h 1 i , h 2 i ) is a correct matching point pair, most point pairs in approximate matching point set Matchingdots should satisfy (10) . Let threshold σ 4 be 0.9. If num i , obtained by calculation of point pair (h 1 i , h 2 i ), satisfies
(h 1 i , h 2 i ) is a correct matching point pair. Otherwise, it is removed to mitigate the error in matching point pairs. The updated number of approximate matching point pairs after removal results in the following set:
where N is the number of correct matching point pairs after removing point pairs not satisfying the distance constraints.
E. CALCULATION OF MATCHING PARAMETERS
After determining the matching point pairs between point clouds P and Q, we calculate the rigid transformation matrix between the two regions of corresponding point clouds. Typical methods to obtain this matrix include the least squares [28] , quaternion-based algorithm [29] , and singular value decomposition [30] . We use the quaternion-based algorithm as it retrieves an accurate transformation matrix comprising rotation R and translation T .
III. EXPERIMENTAL RESULTS
To demonstrate the effectiveness of the proposed registration algorithm, we use the scanned point cloud data from the bunny model over several angles. We also compare the proposed algorithm with those in references [12] and [14] .
To verify its general applicability, we also apply the proposed algorithm to the registration of point cloud data from models of a dragon and a Buddha, retrieved from the Stanford 3D Scanning Repository. The algorithm was executed on a Windows XP PC with Core E7500 and 2 GB RAM. Fig. 11 shows the registration of the three evaluated algorithms on the bunny model from two similar scanning angles. When the two point clouds for registration are relatively in the same position and orientation, the three algorithms retrieve suitable registration results. Fig. 12 shows the registration of the three algorithms on the bunny model from two notably different scanning angles. When the relative position and orientation between the two point clouds for registration considerably diverge, the error from the algorithm in [14] is large and registration is distorted. However, the proposed algorithm and that in [12] still retrieve suitable registration results, but the proposed algorithm clearly outperforms the algorithm in [12] . Table 3 lists the number of iterations of the three evaluated algorithms, the registration mean squared error, and the computation time. The computation time of the proposed algorithm includes simplification, which accounts for a large part of the calculations, and thus the time is not considerably reduced compared to the other algorithms.
We also present the combination of the proposed algorithm with the original ICP algorithm for registration, whose results are shown in Figs. 13 and 14 for the dragon and Buddha models, respectively. The proposed algorithm improves the performance of the original ICP algorithm and suitably handles divergent position and orientation between the registered point clouds. Table 4 lists the number of iterations from the algorithm combination, mean squared error, and computation time.
The algorithm in this paper is also compared with the algorithm proposed in [38] and results are shown in Fig. 15 . Finally, Fig. 16 shows the registration of whole Bunny model from 6 angles pairwise and Fig. 17 shows the registration of an armadillo model (retrieved from the Stanford 3D Scanning Repository) from 12 angles pairwise, from which one point cloud is considered as the reference coordinate system. Fig. 18 shows the final registration results of the armadillo model being transformed into the reference coordinate system. Overall, the registration of the point cloud model is accurate, but some errors remain in areas from the feet and fingers. The error results from accumulation over the several iterations of registration. Hence, optimization is required for improved registration accuracy.
IV. CONCLUSION
Modern point cloud acquisition systems allow to obtain increasing amount of point cloud data with increasing accuracy. Hence, expensive computations result when directly processing the data. Also, considering the problem from a pure 3D perspective is not the only solution. Based on current technology and under certain conditions, 2D perspective and 3D perspective can be converted to each other, and can complement each other. When dealing with 3D point cloud date obtained from laser and structured light acquisition, We use a minimum spanning tree to simplify the point cloud data into different levels. The information from the levels can be used for subsequent registration. In addition, NCC is applied in the 3D data to improve registration.
Although point cloud classification and simplification impedes a substantial reduction of the computation time, registration accuracy is notably improved using the proposed algorithm. When the initial position and orientation of registered point clouds are similar, other algorithms (e.g., original ICP) retrieve suitable registration results. However, large divergence in position and orientation undermines other algorithms if used directly. Therefore, a robust coarse registration, such as that provided by the proposed algorithm, is necessary.
Overall, the proposed and other evaluated registration algorithms of pairwise data can achieve high accuracy. However, after converting the coordinates of multiple point clouds from different scanning angles, measurement and registration errors accumulate and transfer, affecting the final registration accuracy. Hence, errors may be large, and overall optimization should be further investigated and implemented to mitigate them.
