Abstract. We study coadjoint B-orbits on n * , where B is a Borel subgroup of a complex orthogonal group G, and n is the Lie algebra of the unipotent radical of B. To each basis involution w in the Weyl group W of G one can assign the associated B-orbit Ω w . We prove that, given basis involutions σ, τ in W , if the orbit Ω σ is contained in the closure of the orbit Ω τ then σ is less than or equal to τ with respect to the Bruhat order on W . For a basis involution w, we also compute the dimension of Ω w and present a conjectural description of the closure of Ω w .
Theorem 1.1. Let σ, τ be basis involutions in the Weyl group W of type B n or D n . If the orbit Ω σ is contained in the Zariski closure of the orbit Ω τ , then σ is less or equal to τ with respect to the Bruhat order on the group W .
The paper is organized as follows. In the rest of this section we briefly recall basic facts about classical groups and collect our previous results about I(A n−1 ) and I(C n ), see Subsection 1.2. Then, we give precise definitions for the orthogonal case and formulate some Incitti's results about involutions needed in the sequel, see Subsection 1.3.
Section 2 is devoted to the proof of Theorem 1.1. Precisely, in Subsection 2.1 we prove it for B n , see Theorem 2.2. Next, in Subsection 2.2 we prove this theorem for D n (this requires some additional work due to the fact that the Bruhat order in this case has more complicated description than for B n ). In Subsection 2.3 we discuss the equivalence of the conditions Ω σ ⊆ Ω τ and σ ≤ B τ for basis involutions. Namely, using Incitti's results, we present a conjectural way how to prove that if σ ≤ B τ then Ω σ is contained in the closure of Ω τ .
Finally, in Section 3 we discuss some related facts and conjectures. In Subsection 3.1, we obtain a formula for the dimension of the orbit Ω (see Theorem 3.1). In Subsection 3.2, a conjectural approach to orbits associated with involutions in terms of tangent cones to Schubert subvarieties of the flag variety G/B is presented.
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1.2.
From now on and to the end of the paper G denotes one of the classical complex algebraic groups GL n (C), O 2n+1 (C), Sp 2n (C) or O 2n (C). The group O 2n+1 (C) (respectively, Sp 2n (C), O 2n (C)) is realized as the subgroup of GL 2n+1 (C) (respectively, of GL 2n (C)) consisting of all invertible matrices g such that β(gu, gv) = β (u, v) for all u, v in C 2n+1 (respectively, in C 2n ), where β is the bilinear form on C 2n+1 (respectively, on C 2n ) defined as follows:
Here for O 2n+1 (C) (respectively, for Sp 2n (C) and O 2n (C)) we denote by e 1 , . . . , e n , e −n , . . . , e −1 (respectively, by e 1 , . . . , e n , e 0 , e −n , . . . , e −1 and e 1 , . . . , e n , e −n , . . . , e −1 ) the standard basis of C 2n+1 (respectively, of C 2n ), and by x i the coordinate of a vector x corresponding to e i . The set of all diagonal matrices from G is a maximal torus in G; we denote it by H. Let Φ be the root system of G with respect to H. Note that Φ is of type A n−1 (respectively, B n , C n and D n ) for GL n (C) (respectively, for O 2n+1 (C), Sp 2n (C) and O 2n (C)). The set of all upper-triangular matrices from G is a Borel subgroup of G containing H; we denote it by B. Let Φ + be the set of positive roots with respect to B. As usual, we identify Φ + with the following subset of the n-dimensional Euclidean space R n with the standard inner product (see, e.g., [Bo] ):
is the standard basis of R n .
Denote by U the group of all strictly upper-triangular matrices from G with 1's on the diagonal, then U is the unipotent radical of B. Let g, h, b, n be the Lie algebras of G, H, B, U respectively. Then n has a basis consisting of root vectors e α , α ∈ Φ + , where
for A n−1 , e i,j − e −j,−i for B n , C n and D n , e ǫ i +ǫ j = e i,−j − e j,−i for B n and D n , e i,−j + e j,−i for C n , and e i,j are the usual elementary matrices. For O 2n+1 (C) (respectively, for Sp 2n (C) and O 2n (C)) we index the rows (from left to right) and the columns (from top to bottom) of matrices by the numbers 1, . . . , n, 0, − n, . . . , − 1 (respectively, by the numbers 1, . . . , n, − n, . . . , − 1). Note that g = h ⊕ n ⊕ n − , where n − = e −α , α ∈ Φ + C , and, by definition, e −α = e T α . (The superscript T always indicates matrix transposition.)
Since {e α , α ∈ Φ * } is a basis of n, one can consider the dual basis {e * α , α ∈ Φ + } of the dual space n * . The group B acts on n by the adjoint action (actually, by conjugation), so there exists the dual (coadjoint) action of B on n * . We will denote the result of this action by g.λ for g ∈ B, λ ∈ n * . By definition,
Orbits of the coadjoint action play the crucial role in representation theory of the groups B and U , see, e.g., [Ki1] , [Ki2] . It is very convenient to identify n * with the space n − via λ, x = tr λx, λ ∈ n − , x ∈ n.
For this reason, we will denote n − by n * and interpret it as the dual space of n. Under this identification,
where A low denotes the strictly lower-triangular part of a matrix A, i.e.,
For a given λ ∈ n * , let Ω λ and Θ λ denote its B-orbit and U -orbit under the coadjoint action respectively. A subset D ⊂ Φ + is called orthogonal if it consists of pairwise orthogonal roots. To each orthogonal subset D and each map ξ : D → C × one can assign the linear forms
(Obviously, f D = f D,ξ 1 , where ξ 1 (α) = 1 for all α ∈ D.) Given an orthogonal subset D ⊆ Φ + , we say that the orbits Ω D = Ω f D and Θ D,ξ = Θ f D,ξ are associated with D. Note that U -orbits associated with orthogonal subsets and their generalizations were studied, in particular, in [Pa] , [Ig1] , [Ig2] , [IV] . Now, let W be the Weyl group of Φ. We denote by s α the reflection in W corresponding to a root α, and say that s α is a simple reflection if α is a simple root. For Φ = A n−1 , W ∼ = S n is isomorphic to the symmetric group on the n letters 1, . . . , n via the isomorphism s ǫ i −ǫ j → (i, j), where (i, j) is the transposition interchanging i and j. For other classical root systems, denote by S ±n the symmetric group on the 2n letters 1, . . . , n, − n, . . . , − 1 and consider the monomorphism from W to S ±n defined by the formulas
For B n and C n , the image of this monomorphism coincides with the hyperoctahedral group, that is, the subgroup of S ±n consisting of all permutations w from S ±n such that w(−i) = −w(i) for each 1 ≤ i ≤ n. For D n , the image of this monomorphism coincides with the even-signed hyperoctahedral group, that is, the subgroup of S ±n consisting of all w ∈ S ±n such that w(−i) = −w(i) for each 1 ≤ i ≤ n and the number |{i > 0 | w(i) < 0}| is even. We will identify W with its image under the above monomorphism. Remark 1.2. i) Note that every w ∈ W is completely determined by its restriction to the subset {1, . . . , n}. This allows us to use the usual two-line notation: if w(i) = w i for 1 ≤ i ≤ n, then we will
ii) Note also that the set of simple roots has the following form: ∆ = {α 1 , . . . , α n }, where α 1 = ǫ 1 − ǫ 2 , . . ., α n−1 = ǫ n−1 − ǫ n , and
Recall that a reduced decomposition of an element w ∈ W is an expression of w as a product of simple reflections of minimal possible length. Given v, w ∈ W , we say that v is less or equal to w with respect to the Bruhat order, written v ≤ B w, if some reduced decomposition for v is a subword of some reduced decomposition for w. It is well-known that this order plays the crucial role in many geometric aspects of theory of algebraic groups. For instance, the Bruhat order encodes the incidences among Schubert varieties From now on and to the end of this subsection, let G = GL n (C) or Sp 2n (C), i.e., Φ = A n−1 or C n respectively. There exists a nice combinatorial description of the Bruhat order on W . First, consider the case A n−1 . Given w ∈ W , denote by X w the n × n matrix defined by
It is called the 0-1 matrix, permutation matrix or rook placement for w. Define the matrix R w by putting its (i, j)th element to be equal to the rank of the lower left (n − i + 1) × j submatrix of X w . In other words, (R w ) i,j is just the number or rooks located non-strictly to the South-West from (i, j). For C n , the description of the Bruhat order is very similar. Precisely, to each w ∈ W one can assign the matrices X w and R w exactly by the same rule. (Here X w and R w are 2n × 2n matrices, which rows and columns are indexed by the numbers 1, . . . , n, − n, . . . , − 1.) According to [BB, Theorem 8.1 .1], for Φ = C n and v, w ∈ W , v ≤ B w if and only if R v ≤ R w , as above. In other words, the Bruhat order on W is nothing but the restriction of the Bruhat order on S ±n to W .
Let G = GL n (C) or Sp 2n (C), and w be an involution in W , i.e., w ∈ I(Φ). Then w can be expressed as a product of pairwise commuting reflections. In other words, there exists an orthogonal subset D ⊆ Φ + such that w = α∈D s α . For A n−1 , such an expression is clearly unique. For C n , such an expression is unique if we require D to be strongly orthogonal, which means that, given α, β ∈ D, neither α + β ∈ Φ + nor α − β ∈ Φ + . Thus, in both cases, the subset D is uniquely determined by w. We call the subset D the support of the involution w and denote it by D = Supp(w). For instance, if Φ = C 6 and w = 1 2 3 4 5 6 3 −6 1 −4 −5 −2
Definition 1.4. Let w ∈ I(Φ), and ξ : D → C × be a map, where
We say that the orbits Ω w and Θ w,ξ are associated with the involution w. Note that, thanks to [Ig3, Lemma 2.1] and [Ig4, Lemma 1.8] ,
To formulate the description of the incidences among B-orbits associated with involutions, we need one more partial order on I(Φ). Namely, given w ∈ W , we put R * w = (R w ) low and write v ≤ * w for v, w ∈ I(Φ) if R * v ≤ R * w . Then, according to [Ig3, Theorem 1.1] and [Ig4, Theorem 1.1], we have the following result. Theorem 1.5. Let Φ = A n−1 or C n , and v, w ∈ I(Φ). Then the following conditions are equivalent:
e., Φ = B n or D n respectively. Since the Weyl group of B n is isomorphic to the Weyl group of C n , the Bruhat order on W for B n can be described completely similarly to the case Φ = C n : given v, w ∈ W , one has v ≤ B w if and only if R v ≤ R w , where R v , R w are the 2n × 2n defined in the previous subsection.
For D n , the description of the Bruhat order is quite more complicated. Let w ∈ W . Given a, b ∈ {1, 2, . . . , n}, we say that
Here [±n] = {1, . . . , n, −n, . . . , −1}. For instance, let n = 4, w = 1 2 3 4 −2 4 1 −3 , then 
(1) (See, e.g., [BB, Theorem 8.2.8] .) Definition 1.6. Let Φ = B n or D n , and w ∈ I(Φ). The involution w is called basis if |{i ∈ {1, . . . , n} | w(i) = −i}| = 0.
We will denote the set of all basis involutions in W by B(Φ). It is clear that if w is a basis involution then there exists the unique orthogonal subset D ⊆ Φ + such that
As above, we call D the support of w and denote D = Supp(w). For example, for Φ = B 5 , w = 1 2 3 4 5 −5 2 4 3 −1 ,
we have Supp(w) = {ǫ 1 + ǫ 5 , ǫ 3 − ǫ 4 }. Now, given w ∈ B(Φ) and a map ξ : D = Supp(w) → C × , we define the linear forms f w , f w,ξ and the orbits Ω w and Θ w,ξ exactly as in Definition 1.4. As for A n and C n , we say that Ω w and Θ w,ξ are associated with w. The goal of the paper is to prove that, given σ, τ ∈ B(Φ), Ω σ ⊆ Ω τ implies σ ≤ B τ . Note that this is clearly not true for arbitrary involutions in W , as it is shown in Examples 2.3, 2.8 below.
Proof of the main theorem
2.1. In this subsection, we will check that, given σ, τ ∈ B(B n ), Ω σ ⊆ Ω τ implies that σ ≤ B τ . To do this, we need the following simple observation (cf. [Me1, Subsection 3.3 [IV, Lemma 1.3 
]).
Lemma 2.1. Let Φ = B n or D n , w ∈ B(Φ) and D = Supp(w). Then Ω w = Θ w,ξ , where the union is taken over all maps ξ : D → C × .
Proof. It is well-known that the map
is well-defined and is an isomorphism of affine varieties. For given α ∈ Φ + , s ∈ C × , put
Then h α (s) is a diagonal matrix from H. Furthermore, the group H is generated by h α (s), α ∈ Φ + , s ∈ C, and B = U ⋊ H.
Thus, h.f w,ξ = f w , where h = α∈D h α ( ξ(α)). (Here, given s ∈ C, we denote by √ s a complex number such that ( √ s) 2 = s.)
On the other hand, let h ∈ H. We claim that h.f w,ξ = f w,ξ ′ for some ξ ′ . Indeed, since H is generated by h α (s)'s, α ∈ Φ + , s ∈ C × , we can assume without loss of generality that h = h α (s) for some α and s. But in this case the statement follows immediately from the above. Since the group B is isomorphic as an algebraic group to the semi-direct product U ⋊ H, for a given g ∈ B, there exist unique u ∈ U , h ∈ H such that g = uh. If ξ : D → C × is the map such that h.f w = f w,ξ , then g.f w = u.f w,ξ ∈ Θ w,ξ . This concludes the proof. Now, if Φ = B n or D n , and x ∈ g, then, given i, j ∈ [±n], denote
It is easy to see that if w ∈ B(Φ) then rk π i,j (λ) = (R * w ) i,j for all λ ∈ Ω w and all lower-triangular
it suffice to check that rk π i,j (λ) = rk π i,j (u.λ) for u ∈ U , λ ∈ n * . This follows immediately from the proof of [Ig3, Lemma 2.2], because u is an upper-triangular matrix with 1's on the diagonal and λ is a lower-triangular matrix with zeroes on the diagonal. Now we are ready to prove the main result of this subsection, cf. 
Suppose that σ B τ . According to Theorem 1.5, this means that there exist i, j such
Clearly, Z is closed with respect to the Zariski topology. It follows from the above that Ω τ ⊆ Z, so
Example 2.3. If involution σ is not basis then, in general, its support (and, consequently, the associated B-orbit Ω σ ) is not well-defined, because, in general, there are several different ways to represent σ as a product of pairwise commuting reflections. For example, let n = 4, then
Assume for a moment that we set D σ = {ǫ 2 , ǫ 3 } to be the support of σ. Then, of course, we have to say that D τ = {ǫ 1 , ǫ 4 } is the support of the involution
and Theorem 2.2 fails immediately. Indeed, it follows from [Ig1, Proposition 2.1] that Ω σ = Ω sǫ 2 and Ω τ = Ω sǫ 1 , and once can easily check that Ω sǫ 2 ⊆ Ω sǫ 1 (and so Ω σ ⊆ Ω τ ): if
it is well-known that the Zariski closure of a constructive set coincides with its closure in the complex topology). At the same time, Theorem 1.5 claims that σ B τ .
On the other hand, we may set {ǫ 2 − ǫ 3 , ǫ 2 + ǫ 3 } to be the support of σ. (According to [S] , this choice is "more canonical" than the previous one.) If we define the support of an involution in such a way, we neither have counterexamples to Theorem 2.2 no can prove it in general.
2.2.
In this subsection, we check that if σ, τ ∈ B(D n ), then Ω σ is contained in the closure of Ω τ . First, applying Lemma 2.1, one can repeat the proof of Theorem 2.2 literally to show that (R * σ ) i,j ≤ (R * τ ) i,j for all i, j. According to Theorem 1.5, this means that (R σ ) i,j ≤ (R τ ) i,j for all i, j. Hence it remains to prove that the basis involutions σ and τ satisfy the second condition in (1). To do this, we need to introduce some more notation.
Let Φ = D n and x ∈ g. Given r ≤ n and two ordered r-tuples P = {p 1 , . . . , p r } and Q = {q 1 , . . . , q r }, where 1 ≤ q i ≤ n and p i ∈ [±n] for 1 ≤ i ≤ r, we denote by ∆ Q P (x) = ∆ q 1 ,...,qr p 1 ,...,pr (x) the minor of the matrix x with the set of rows P and the set of columns Q, i.e.,
Given ordered tuples I = {i 1 , . . . , i r }, J = {j 1 , . . . , j s }, we denote by I ∪ J its concatenation, i.e., I ∪ J = {i 1 , . . . , i r , j 1 , . . . , j s }. If P = {p 1 , . . . , p r } is an r-tuple and 1 ≤ i < j ≤ r, then define the r-tuples P + [p i , p j ] and P − [p i , p j ] by the formula
Next, if P = {p 1 , . . . , p r } is an r-tuple, p i ∈ [±n] for 1 ≤ i ≤ r, and P ′ = {p i 1 , . . . , p i 2s } is a tuple of even cardinality such that all p i j are distinct and belong to P , we define the set S P,P ′ of r-tuples by the following rule. If P ′ = ∅, then S P,P ′ = {P }. For s ≥ 1, we put
where, by definition, P ′′ = {p i 1 , . . . , p i 2s−2 }. For example, if P = {1, 2, −3, −4}, P ′ = {1, −3, 2, −4}, then S P,P ′ consists of four tuples: {1, −1, 2, −2}, {1, −1, −4, 4}, {−3, 3, 2, −2}, and {−3, 3, −4, 4}. Finally, if P , Q are r-tuples and P ′ is as above, we define the polynomial
The following technical (but important) proposition is the key step in the proof of the main result of this subsection. Assume that w ∈ B(D n ) and [a, −a]×[b, −b], a ≥ b, is an empty rectangle for w. Let P = {p 1 , . . . , p r }, Q = {q 1 , . . . , q s } be r-tuples, 1 ≤ q i ≤ b − 1, p i ∈ [±n] for all i, where r = (R * w ) a,b−1 . Assume that P = I ∪ J ∪ K, where each element of I (respectively, of J and K) is from a to n (respectively, from −n to −a and from −a + 1 to −1). Suppose that |I ∪ J| < n − a + 1 or
(For |I ∪ J| = n − a + 1, these two conditions are in fact equivalent.) Proposition 2.4. Let P ′ = {p i 1 , p i 2 , . . .} be a tuple of even cardinality with distinct elements containing in I ∪ J. Then D Q P,P ′ (λ) = 0 for all λ ∈ Ω w . Proof. Pick λ ∈ Ω w . According to Lemma 2.1, λ = u.f w,ξ for certain u ∈ U , ξ : D → C × , where D = Supp(w). Since U is generated by x α (s), α ∈ Φ + , s ∈ C × , there exist α 1 , . . . , α k ∈ Φ + , s 1 , . . . , s k ∈ C × such that u = x α 1 (s 1 ) . . . x α k (s k ). The proof is by induction on k. The base k = 0 is trivial. Thus, we must prove the following fact: if f ∈ n * , α ∈ Φ + , s ∈ C × , and all possible D
, s ∈ C, consider the elementary transformations r s i,j and c s i,j , where, for f ∈ n * , (r
Note that
Hence it is enough to prove that if all possible D
−j,i (f )) for certain i < j, s ∈ C × . We will consider this cases subsequently.
First, let f ′ = r s i,j (r −s −j,−i (f )). Given a tuple T = {t 1 , t 2 , . . .} with distinct elements and numbers t i ∈ T , t, we denote by
Suppose i ∈ I, i ∈ P ′ , ±j / ∈ P (the case −i ∈ J, −i ∈ P ′ , ±j / ∈ P is similar). Given a tuple T = {t 1 , t 2 , . . .} with distinct elements and a number t i ∈ T , we denote by T \ {t i } the tuple T \ {t i } = {t 1 , . . . , t i−1 , t i+1 , . . .}. If t i , t j , . . . are distinct elements of T , we define the tuple T \ {t i , t j , . . .} similarly. If i = p i 2k−1 ∈ P ′ (respectively, i = p i 2k ∈ P ′ ) for some k, then denote l = p i 2k (respectively, l = p i 2k−1 ). One has
Suppose now that −j ∈ J, −j ∈ P ′ , ±i / ∈ P . (The cases j ∈ I, j ∈ P ′ , ±i / ∈ P and −i ∈ J,
. If i ≥ a, then we can argue as in the previous paragraph. If i < a, then the last summand is zero because |(I ∪ (J \ {−j})) \ {l}| < |I ∪ J| ≤ n − a + 1.
If i, j ∈ I, i, j / ∈ P ′ , then one has
because each minor in the last summand contains two same rows. The cases −i, −j ∈ J, −i, −j / ∈ P ′ , and −i ∈ J, −i ∈ P ′ , j ∈ I, j / ∈ P ′ , and −i ∈ J, −i / ∈ P ′ , j ∈ I, j ∈ P ′ , and i, j ∈ I, i ∈ P ′ , j / ∈ P ′ , and −i, − j ∈ P ′ , −i / ∈ P ′ , −j ∈ P ′ , and −i ∈ K, j ∈ I, j ∈ P ′ , and −i ∈ K, −j ∈ J, −j ∈ P ′ , and −i ∈ K, −j ∈ J, −j / ∈ P ′ , and −i, − j ∈ K are similar to this case. Assume that i, j ∈ I, i / ∈ P ′ , j ∈ P ′ . (The cases i ∈ I, i ∈ P ′ , −j ∈ J, −j / ∈ P ′ , and i ∈ I, −j ∈ J, i / ∈ P ′ , −j ∈ P ′ , and −i, − j ∈ J, −i ∈ P ′ , j / ∈ P ′ are similar.) We see that
Each minor in the second and the last summands contains two same rows. Thus,
Assume now that i, j ∈ I, i , j ∈ P ′ . (The cases −i , −j ∈ J, −i, − j ∈ P ′ and i ∈ I, −j ∈ J, i, − j ∈ P ′ , and −i ∈ J, j ∈ I, −i, j ∈ P ′ are similar.) If i = p i 2k−1 and j = p i 2k , or i = p i 2k and j = p i 2k−1 for certain k, then
On the other hand, suppose that such a number k does not exists. If i = p i 2k−1 (respectively, i = p i 2k ) for certain k, then denote i ′ = p i 2k (respectively, i ′ = p i 2k−1 ); define the number j ′ in a similar way using j instead of i. Then
The second, the third and the last summands are zero, because each minor in these summands contains two same rows. Thus,
where
, because P satisfies all required conditions. One of the most interesting cases is i ∈ I, −j ∈ J, i, − j / ∈ P ′ . Here
The last summand equals ±s 2 D
The case −i ∈ J, j ∈ I, −i, j / ∈ P ′ is completely similar. The cases i ∈ I, i / ∈ P ′ , −j ∈ K, and i ∈ I, i / ∈ P ′ , −j ∈ K, and −i ∈ J, −i / ∈ P ′ , −j ∈ K, and −i ∈ I, i ∈ P ′ , −j ∈ K can not occur because of the definition of I, J, K. Thus, we have considered all possible cases for f ′ = r s i,j (r
The proof in this case is similar to the proof for f ′ = r s i,j (r
because each minor in the last summand contains two same columns. Finally, let
The proof is complete. Now we can prove the main result of this subsection.
, then, using Lemma 2.1 and arguing as in the proof of Theorem 2.2, one can check that Ω σ ⊆ Ω τ . Hence R * σ ≤ R * τ , and, by Theorem 1.5, R σ ≤ R τ . Thus, according to (1), there exist a, b such that [a, −a] × [b, −b] is an empty rectangle for σ and τ , (R σ ) −(a−1),b−1 = (R τ ) −(a−1),b−1 , but (R σ ) −(a−1),n ≡ (R τ ) −(a−1),n (mod 2). Since σ and τ are involutions, we may assume without loss of generality that a ≥ b.
Recall the notion of X w for w ∈ W from Subsection1.3. Given an arbitrary element w ∈ W , −n ≤ p ≤ q ≤ −1 and 1 ≤ r ≤ s ≤ n, denote −n,−a (mod 2) that #{ǫ i − ǫ j ∈ Supp(τ ) | a ≤ j ≤ n} ≡ |I| (mod 2) (or, equivalently, #{ǫ i +ǫ j ∈ Supp(w) | a ≤ j ≤ n} ≡ |J| (mod 2)). Hence, accordingly to Proposition 2.4, D Q P,P ′ (λ) = 0 for all λ ∈ Ω τ and all subsets P ′ ⊂ P of even cardinality. In particular,
∈ Ω τ . This concludes the proof.
2.3.
In this subsection we present a conjectural way how to prove that if σ, τ ∈ B(Φ) and σ ≤ B τ then Ω σ ⊆ Ω τ . (For simplicity, we consider only the case Φ = B n and give some additional remarks for D n at the end of the subsection.) To do this, we need to describe the covering relation on B(Φ) with respect to the Bruhat order. The covering relation on I(Φ) was described by F. Incitti in [In3] . We will state a corollary of his description for C n in appropriate terms. To each involution w ∈ I(C n ) we assign the number d(σ) = |{i ∈ {1, . . . , n} | 2ǫ i ∈ Supp(σ)}|.
Let σ, τ ∈ I(C n ), and D σ = Supp(σ), D τ = Supp(τ ). (In fact, we will apply this corollary to B n , but it is more convenient to formulate it for C n , because we will use the notion of the support of an arbitrary involution.) In the tables below we consider certain special cases of "relative positions" of D σ and D τ in Φ + , which are needed to formulate this corollary. 
Given involutions σ, τ ∈ I(C n ), we say that the pair (τ, σ) is of type (or, equivalently, belongs to case) a.b if D σ = Supp(σ) and D τ = Supp(τ ) are as in the case b in Table a (for some i, k, j, l). We also say that (τ, σ) is an admissible pair if it is of type a.b for certain a, b. From [In1, Chapter 6 ] (see also [In3, ) one can immediately deduce the following Corollary 2.6. Let σ, τ ∈ I(C n ) and σ < B τ . Then there exist σ 1 , . . . , σ k ∈ I(C n ) such that σ 1 = τ , σ k = σ and (σ i , σ i+1 ) is an admissible pair for all 1 ≤ i ≤ k − 1.
Actually, this corollary does not describe the covering relation on I(C n ) (there are some additional conditions on σ and τ ), but we will use only this part of the Incitti's description.
Since the Weyl groups of B n and C n coincide, we have the notion of a basis involution in W (C n ); we denote the set of all basis involutions in W (C n ) by B(C n ). We say that a pair (τ, σ) of basis involutions from I(C n ) is basis-admissible if it is of type 1.b for certain b.
Conjecture 2.7. Let σ, τ ∈ B(C n ) and σ < B τ . Then there exist σ 1 , . . . , σ k ∈ B(C n ) such that σ 1 = τ , σ k = σ and (σ i , σ i+1 ) is basis-admissible for all 1 ≤ i ≤ k − 1.
We checked that this conjecture is true for n ≤ 7. It is easy to see that if this conjecture is true for all n that σ ≤ B τ implies Ω σ ⊆ Ω τ . Indeed, we may assume without loss of generality that (τ, σ) is a basis-admissible pair. For basis-admissible pairs, the proof is case-by-case. For example, suppose that (τ, σ) is of type 1.12, i.e., Supp(σ) \ Supp(τ ) = {ǫ i − ǫ k , ǫ j + ǫ l }, Supp(τ ) \ Supp(σ) = {ǫ i − ǫ j , ǫ k + ǫ j } for some 1 ≤ i < k < j < l ≤ n. Put g(s) = x ǫ k −ǫ j (t −2 )h ǫ i −ǫ j (t −1 )h ǫ k +ǫ l (−It −1 ) and f = g(s).f τ . (Here I is the usual imaginary unit.) One can easily check by straightforward matrix calculations that, given α ∈ Φ + , f (e α ) =            1, if either α = ǫ i − ǫ k or α = ǫ j + ǫ l , t 2 , if α = ǫ i − ǫ j , −t 2 , if α = ǫ k + ǫ l , f τ (e α ) otherwise.
Thus, f → f σ as t → 0. All other cases can be considered similarly. (For Φ = D n , one should use [In1, Chapter 7] instead of [In1, Chapter 6] for the description of the covering relation on I(D n ).) Example 2.8. Note that σ ≤ B τ does not imply Ω σ ⊆ Ω τ for non-basis involutions in I(B n ). Indeed, let n = 4 and σ = 1 2 3 4 −4 2 3 −1 = s ǫ 1 +ǫ 4 , τ = 1 2 3 4 −1 −3 −2 4 = s ǫ 1 s ǫ 2 +ǫ 3 .
Clearly, there is the only possibility to define the supports of these involutions, precisely, Supp(σ) = {ǫ 1 + ǫ 4 } and Supp(τ ) = {ǫ 1 , ǫ 2 + ǫ 3 }. One can immediately deduce from Theorem 1.5 that σ < B τ .
On the other hand, by definition of the coadjoint action, if x, y ∈ n, f ∈ n * , then where, as usual, ad x (y) = [x, y] . This implies that, given α ∈ Φ + , if there are no β ∈ Φ + such that α ≤ β with respect to the natural order on Φ (i.e., β − α is zero or a sum of positive roots), then λ(e α ) = 0 for all λ ∈ Θ f . Thus, λ(e ǫ 1 +ǫ 4 ) = 0 for all λ ∈ Ω τ , but f σ (ǫ 1 + ǫ 4 ) = 0, so Ω σ ⊂ Ω τ .
