Local Binary Pattern (LBP) is a simple yet very efficient texture operator which labels the pixels of an image by thresholding the neighborhood of each pixel with the value of the center pixel and considers the result as a binary number. Due to its discriminative power and computational simplicity, LBP texture operator has become a popular approach in various applications. This chapter presents the LBP methodology and its application to face image analysis problems, demonstrating that LBP features are also efficient in nontraditional texture analysis tasks. We explain how to easily derive efficient LBP based face descriptions which combine into a single feature vector the global shape, the texture and eventually the dynamics of facial features. The obtained representations are then applied to face and eye detection, face recognition and facial expression analysis problems, yielding in excellent performance.
Introduction
Texture analysis community has developed a variety of approaches for different biometric applications. A notable example of recent success is iris recognition, in which approaches based on multi-channel Gabor filtering have been highly successful. Multi-channel filtering has also been widely used to extract features e.g. in fingerprint and palmprint analysis. However, face analysis problem has not been associated with progress in texture analysis field as it has not been investigated from such point of view.
Automatic face analysis has become a very active topic in computer vision research as it is useful in several applications, like biometric identification, visual surveillance, human-machine interaction, video conferencing and content-based image retrieval. Face analysis may include face detection and facial feature extraction, face tracking and pose estimation, face and facial expression recognition, and face modeling and animation.
1,2 All these tasks are challenging due to the fact that a face is a dynamic and non-rigid object which is difficult to handle. Its appearance varies due to changes in pose, expression, illumination and other factors such as age and make-up. Therefore, one should derive facial representations that are robust to these factors.
While features used for texture analysis have been successfully used in many biometric applications, only relatively few works have considered them in facial image analysis. For instance, the well-known Elastic Bunch Graph Matching (EBGM) method used Gabor filter responses at certain fiducial points to recognize faces. 3 Gabor wavelets have also been used in facial expression recognition yielding in good results. 4 A problem with the Gabor-wavelet representations is their computational complexity. Therefore, simpler features like Haar wavelets have been considered in face detection resulting in a fast and efficient face detector. 5 Recently, the local binary pattern (LBP) texture method has provided excellent results in various applications. Perhaps the most important property of the LBP operator in real-world applications is its robustness to monotonic gray-scale changes caused, for example, by illumination variations. Another important property is its computational simplicity, which makes it possible to analyze images in challenging real-time settings. [6] [7] [8] This chapter considers the application of local binary pattern approach to face analysis, demonstrating that texture based region descriptors can be very useful in recognizing faces and facial expressions, detecting faces and different facial components, and in other face related tasks.
The rest of this chapter is organized as follows: First, basic definitions and motivations behind local binary patterns in spatial and spatiotemporal domains are given in Section 12.2. Then, we explain how to use LBP for efficiently representing faces (Section 12.3). Experimental results and discussions on applying LBP to face and eye detection, and face and facial expression recognition are presented in Section 12.4. This section also includes a short overview on the use of LBP in other face analysis related tasks. Finally, Section 12.5 concludes the chapter. The LBP texture analysis operator, introduced by Ojala et al., 7, 8 is defined as a gray-scale invariant texture measure, derived from a general definition of texture in a local neighborhood. It is a powerful means of texture description and among its properties in real-world applications are its discriminative power, computational simplicity and tolerance against monotonic gray-scale changes.
The original LBP operator forms labels for the image pixels by thresholding the 3 × 3 neighborhood of each pixel with the center value and considering the result as a binary number. The histogram of these 2 8 = 256 different labels can then be used as a texture descriptor. See Fig. 12 .1 for an illustration of the basic LBP operator. The operator has been extended to use neigborhoods of different sizes.
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Using a circular neighborhood and bilinearly interpolating values at noninteger pixel coordinates allow any radius and number of pixels in the neighborhood. In the following, the notation (P, R) will be used for pixel neighborhoods which means P sampling points on a circle of radius of R. See Another extension to the original operator is the definition of so called uniform patterns. 8 This extension was inspired by the fact that some binary patterns occur more commonly in texture images than others. A local binary pattern is called uniform if the binary pattern contains at most two bitwise transitions from 0 to 1 or vice versa when the bit pattern is traversed circularly. For example, the patterns 00000000 (0 transitions), 01110000 (2 transitions) and 11001111 (2 transitions) are uniform whereas the patterns 11001001 (4 transitions) and 01010011 (6 transitions) are not. In the computation of the LBP labels, uniform patterns are used so that there is a separate label for each uniform pattern and all the non-uniform patterns are labeled with a single label. For example, when using (8, R) neighborhood, there are a total of 256 patterns, 58 of which are uniform, which yields in 59 different labels.
Ojala et al. noticed in their experiments with texture images that uniform patterns account for a little less than 90% of all patterns when using the (8,1) neighborhood and for around 70% in the (16,2) neighborhood. We have found that 90.6% of the patterns in the (8,1) neighborhood and 85.2% of the patterns in the (8,2) neighborhood are uniform in case of preprocessed FERET facial images. 9 Each bin (LBP code) can be regarded as a micro-texton. Local primitives which are codified by these bins include different types of curved edges, spots, flat areas etc. Fig. 12.3 shows some examples. We use the following notation for the LBP operator: LBP u2 P,R . The subscript represents using the operator in a (P, R) neighborhood. Superscript u2 stands for using only uniform patterns and labeling all remaining patterns with a single label.
After the LBP labeled image f l (x, y) has been obtained, the LBP histogram can be defined as
in which n is the number of different labels produced by the LBP operator and
When the image patches whose histograms are to be compared have different sizes, the histograms must be normalised to get a coherent description:
Spatiotemporal LBP
The original LBP operator was defined to only deal with the spatial information. Recently, it has been extended to a spatiotemporal representation for dynamic texture analysis (DT). This has yielded the so called Volume Local Binary Pattern operator (VLBP). 10 The idea behind VLBP consists of looking at dynamic texture as a set of volumes in the (X,Y,T) space where X and Y denote the spatial coordinates and T denotes the frame index (time). The neighborhood of each pixel is thus defined in three dimensional space. Then, similarly to LBP in spatial domain, volume textons can be defined and extracted into histograms. Therefore, VLBP combines motion and appearance together to describe dynamic texture.
Later, to make the VLBP computationally simple and easy to extend, the co-occurrences of the LBP on three orthogonal planes (LBP-TOP) was also introduced. 10 LBP-TOP consists then of considering three orthogonal planes: XY, XT and YT, and concatenating local binary pattern cooccurrence statistics in these three directions as shown in Fig. 12 Setting the radius in the time axis to be equal to the radius in the space axis is not reasonable for dynamic textures.
10 So we have different radius parameters in space and time to set. In the XT and YT planes, different radii can be assigned to sample neighboring points in space and time.
More generally, the radii in axes X, Y and T, and the number of neighboring points in the XY, XT and YT planes can also be different, which can be marked as R X , R Y and R T , P XY , P XT and P Y T . The corresponding feature is denoted as LBP − T OP PXY ,PXT ,PY T ,RX ,RY ,RT .
Let us assume we are given an X × Y × T dynamic texture (x c ∈ {0, · · · , X − 1} , y c ∈ {0, · · · , Y − 1} , t c ∈ {0, · · · , T − 1}). A histogram of the DT can be defined as
in which n j is the number of different labels produced by the LBP operator in the jth plane (j = 0 : XY, 1 : XT and 2 : Y T ), f i (x, y, t) expresses the LBP code of central pixel (x, y, t) in the jth plane. When the DTs to be compared are of different spatial and temporal sizes, the histograms must be normalized to get a coherent description:
In this histogram, a description of DT is effectively obtained based on LBP from three different planes. The labels from the XY plane contain information about the appearance, and in the labels from the XT and YT planes co-occurrence statistics of motion in horizontal and vertical directions are included. These three histograms are concatenated to build a global description of DT with the spatial and temporal features.
Face Description Using LBP
In the LBP approach for texture classification, 6 the occurrences of the LBP codes in an image are collected into a histogram. The classification is then performed by computing simple histogram similarities. However, considering a similar approach for facial image representation results in a loss of spatial information and therefore one should codify the texture information while retaining also their locations. One way to achieve this goal is to use the LBP texture descriptors to build several local descriptions of the face and combine them into a global description. Such local descriptions have been gaining interest lately which is understandable given the limitations of the holistic representations. These local feature based methods seem to be more robust against variations in pose or illumination than holistic methods.
Another reason for selecting the local feature based approach is that trying to build a holistic description of a face using texture methods is not reasonable since texture descriptors tend to average over the image area. This is a desirable property for textures, because texture description should usually be invariant to translation or even rotation of the texture and, especially for small repetitive textures, the small-scale relationships determine the appearance of the texture and thus the large-scale relations do not contain useful information. For faces, however, the situation is different: retaining the information about spatial relations is important.
The basic methodology for LBP based face description is as follows: The facial image is divided into local regions and LBP texture descriptors are extracted from each region independently. The descriptors are then concatenated to form a global description of the face, as shown in Fig. 12 .7.
The basic histogram that is used to gather information about LBP codes in an image can be extended into a spatially enhanced histogram which encodes both the appearance and the spatial relations of facial regions. As the facial regions R 0 , R 1 , . . . R m−1 have been determined, the spatially enhanced histogram is defined as
This histogram effectively has a description of the face on three different levels of locality: the LBP labels for the histogram contain information about the patterns on a pixel-level, the labels are summed over a small region to produce information on a regional level and the regional histograms are concatenated to build a global description of the face.
It should be noted that when using the histogram based methods the regions R 0 , R 1 , . . . R m−1 do not need to be rectangular. Neither do they need to be of the same size or shape, and they do not necessarily have to cover the whole image. It is also possible to have partially overlapping regions.
This outlines the original LBP based facial representation 11, 12 that has been later adopted to various facial image analysis tasks. Figure 12 .7 shows an example of an LBP based facial representation. 
Applications to Face Analysis

Face recognition
This section describes the application of LBP based face description to face recognition. Typically a nearest neighbor classifier is used in the face recognition task. This is due to the fact that the number of training (gallery) images per subject is low, often only one. However, the idea of a spatially enhanced histogram can be exploited further when defining the distance measure for the classifier. An indigenous property of the proposed face description method is that each element in the enhanced histogram corresponds to a certain small area of the face. Based on the psychophysical findings, which indicate that some facial features (such as eyes) play a more important role in human face recognition than other features, 2 it can be expected that in this method some of the facial regions contribute more than others in terms of extrapersonal variance. Utilizing this assumption the regions can be weighted based on the importance of the information they contain. For example, the weighted Chi square distance can be defined as
in which x and ξ are the normalized enhanced histograms to be compared, indices i and j refer to i-th bin in histogram corresponding to the j-th local region and w j is the weight for region j. We tested the proposed face recognition approach using the FERET face images. 9 The details of these experiments can be found in Refs. 11-13. The recognition results (rank curves) are plotted in Fig. 12.8 . The results clearly show that LBP approach yields higher recognition rates than the control algorithms (PCA, 14 Bayesian Intra/Extrapersonal Classifier (BIC) 15 and Elastic Bunch Graph Matching EBGM 3 ) in all the FERET test sets including changes in facial expression (f b set), lighting conditions (f c set) and aging (dup I & dup II sets). The results on the f c and dup II sets show that especially with weighting, the LBP based description is robust to challenges caused by lighting changes or aging of the subjects.
To gain better understanding on whether the obtained recognition results are due to general idea of computing texture features from local facial regions or due to the discriminatory power of the local binary pattern operator, we compared LBP to three other texture descriptors, namely the gray-level difference histogram, homogeneous texture descriptor 16 and an improved version of the texton histogram. 17 The details of these experiments can be found in Ref. 13 . The results confirmed the validity of the LBP approach and showed that the performance of LBP in face description exceeds that of other texture operators LBP was compared to, as shown in Table 12 .1. We believe that the main explanation for the better performance of the local binary pattern operator over other texture descriptors is its tolerance to monotonic gray-scale changes. Additional advantages are the computational efficiency of the LBP operator and that no gray-scale normalization is needed prior to applying the LBP operator to the face image. Additionally, we experimented with the Face Recognition Grand Challenge Experiment 4 which is a difficult face verification task in which the gallery images have been taken under controlled conditions and the probe images are uncontrolled still images containing challenges such as poor illumination or blurring. We considered the FRGC Ver 1.0 images. The gallery set consists of 152 images representing separate subjects and the probe set has 608 images. Figure 12 .9 shows an example of gallery and probe images from the FRGC database. In our preliminary experiments to compensate for the illumination and blurring effects, the images were filtered with Laplacian-of-Gaussian filters of three different sizes (σ = {1, 2, 4}) and LBP histograms were computed from each of these images using a rectangular grid of 8 × 8 local regions and LBP u2 8,2 . This resulted in recognition rate of 54% which is a very significant increase over the rate of the basic setup of 11 which was only 15%. Though even better rates have been reported for the same test data, this result shows that a notable gain can be achieved in the performance of LBP based face analysis by using suitable preprocessing. Currently we are working on finding better classification schemes and also incorporating the preprocessing into the feature extraction step.
Since the publication of our preliminary results on the LBP based face description, 11 our methodology has already attained an established position in face analysis research. Some novel applications of the same methodology to problems such as face detection and facial expression analysis are discussed in other sections of this chapter.
In face recognition, Zhang et al. 18 considered the LBP methodology for face recognition and used AdaBoost learning algorithm for selecting an optimal set of local regions and their weights. This yielded in a smaller feature vector length representing the facial images than that used in the original LBP approach. In Ref. 22, Rodriguez and Marcel proposed an approach based on adapted, client-specific LBP histograms for the face verification task. The method considers local histograms as probability distributions and computes a log-likelihood ratio instead of χ 2 similarity. A generic face model is considered as a collection of LBP histograms. Then, a client-specific model is obtained by an adaptation technique from the generic model under a probabilistic framework. The reported experimental results show that the proposed method yields excellent performance on two benchmark databases (XM2VTS and BANCA).
Face detection
The LBP based facial description presented in Section 12.3 and used for recognition in Section 12.4.1 is more adequate for larger-sized images. For example, in the FERET tests the images have a resolution of 130 × 150 pixels and were typically divided into 49 blocks, leading to a relatively long feature vector typically containing thousands of elements. However, in many applications such as face detection, the faces can be on the order of 20 × 20 pixels. Therefore, such representation cannot be used for detecting (or even recognizing) low-resolution face images.
In Ref. 23 , we derived another LBP based representation which is suitable for low-resolution images and has a short feature vector needed for fast processing. A specific aspect of this representation is the use of overlapping regions and a 4-neighborhood LBP operator (LBP 4,1 ) to avoid statistical unreliability due to long histograms computed over small regions. Additionally, we enhanced the holistic description of a face by including the global LBP histogram computed over the whole face image.
We considered 19×19 as the basic resolution and derived the LBP facial representation as follows (see Fig. 12.10 ): We divided a 19 × 19 face image into 9 overlapping regions of 10×10 pixels (overlapping size=4 pixels). From each region, we computed a 16-bin histogram using the LBP 4,1 operator and concatenated the results into a single 144-bin histogram. Additionally, we applied LBP To assess the performance of the new representation, we built a face detection system using LBP features and an SVM (Support Vector Machine) classifier. 24 Given training samples (face and nonface images) represented by their extracted LBP features, an SVM classifier finds the separating hyperplane that has maximum distance to the closest points of the training set. These closest points are called support vectors. To perform a nonlinear separation, the input space is mapped onto a higher dimensional space using Kernel functions. In our approach, to detect faces in a given target image, a 19 × 19 subwindow scans the image at different scales and locations. We considered a downsampling rate of 1.2 and a moving scan of 2 pixels. At each iteration, the representation LBP (w) is computed from the subwindow and fed to the SVM classifier to determine whether it is a face or not (LBP (w) denotes the LBP feature vector representing the region scanned by the subwindow).
Additionally, given the results of the SVM classifier, we perform a set of heuristics to merge multiple detections and remove the false ones. For a given detected window, we count the number of detections within a neighborhood of 19×19 pixels (each detected window is represented by its center). The detections are removed if their number is less than 3. Otherwise, we merge them and keep only the one with the highest SVM output.
From the collected training sets, we extracted the proposed facial representations. Then, we used these features as inputs to the SVM classifier and trained the face detector. The system was run on several images from different sources to detect faces. Figures 12.11 and 12 .12 show some detection examples. It can be seen that most of the upright frontal faces are detected. For instance, Fig. 12 .12.g shows perfect detections. In Fig. 12 .12.f, only one face is missed by the system. This miss is due to occlusion. A similar situation is shown in Fig. 12.11 .a in which the missed face is due to a large in-plane rotation. Since the system is trained to detect only in-plane rotated faces up to ±18 o , it succeeded to find the slightly rotated faces in Fig. 12.11.c, Fig. 12.11.d and Fig. 12 .12.h and failed to detect largely rotated ones (as those in 12.11.e and 12.11.c). A false positive is shown in Fig. 12. 11.e while a false negative is shown in Fig. 12.11 .d. Notice that this false negative is expected since the face is pose-angled (i.e. not in frontal position). These examples summarize the main aspects of our detector using images from different sources.
In order to further investigate the performance of our approach, we implemented another face detector using the same training and test sets. We considered a similar SVM based face detector but using different features as inputs and then compared the results to those obtained using the proposed LBP features. We chose the normalized pixel features as inputs since it has been shown that such features perform better than the gradient and wavelet based ones when using with an SVM classifier. 25 We trained the system using the same training samples. The experimental results clearly showed the validity of our approach which compared favorably against the state-of-the-art algorithms. Additionally, by comparing our results to those obtained using normalized pixel values as inputs to the SVM classifier, we confirmed the efficiency of an LBP based facial representation. Indeed, the results showed that: (i) The proposed LBP features are more discriminative than the normalized pixel values; (ii) The proposed representation is more compact as, for 19×19 face images, we derived a 203-element feature vector while the raw pixel features yield a vector of 361 elements; and (iii) Our approach did not require histogram equalization and used a smaller number of support vectors. More details on these experiments can be found in Ref. 23 .
Recently, we extended the proposed approach with an aim to develop a real-time multi-view detector suitable for real world environments such as video surveillance, mobile devices and content based video retrieval. The new approach uses LBP features in a coarse-to-fine detection strategy (pyramid architecture) embedded in a fast classification scheme based on AdaBoost learning. A real-time operation was achieved with as a good detection accuracy as the original, which was a much slower approach. The system handles out-of-plane face rotations in the range of [ Fig. 12.13 . The results are comparable to the state-of-the-art, especially in terms of detection accuracy. In terms of speed, our approach might be slightly slower than the system proposed by S. Li and Zhang in Ref. 26 . However, it is worth mentioning that comparing the results of face detection methods is not always fair because of the differences in the number of training samples, in the post processing procedures which are applied to merge or delete multiple detections and in the definition itself of what is the meaning of correct face detection.
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LBP based face description has been also considered in other works. For instance, in Ref. 28 , a variant of LBP based facial representation, called Improved LBP, was adopted for face detection. In ILBP, the 3×3 neighbors of each pixel are not compared to the center pixel as in the original LBP, but to the mean value of the pixels. The authors argued that ILBP captures more information than LBP does. However, using ILBP, the length of the histogram increases rapidly. For instance, while LBP 8,1 uses a 256-bin histogram, ILBP 8,1 computes 511 bins. Using the ILBP features, the authors have considered a Bayesian framework for classifying the ILBP representations. The face and non-face classes were modeled using multivariable Gaussian distributions while the Bayesian decision rule was used to decide on the "faceness" of a given pattern. The reported results are very encouraging. More recently, 29 the authors proposed another approach to face detection based on boosting ILBP features.
Eye detection
Inspired by the works of Viola and Jones on the use of Haar-like features with integral images 5 and that of Heusch et al. on the use of LBP as a preprocessing step for handling illumination changes, 30 we developed a robust approach for eye detection using Haar-like features extracted from LBP images. Thus, in our system, the images are first filtered by LBP operator (LBP 8,1 ) and then Haar-like features are extracted and used with AdaBoost for building a cascade of classifiers. During training, the boostrap strategy is used to collect the negative examples. First, we randomly extracted non-eye samples from a set of natural images which do not contain eyes. Then, we trained the system, run the eye detector, and collected all those non-eye patterns that were wrongly classified as eyes and used them for training. Additionally, we considered negative training samples extracted also from the facial regions because it has been shown that this can enhance the performance of the system. In total, we trained the system using 3, 116 eye patterns (positive samples) and 2, 461 non-eye patterns (negative samples). Then, we tested our system on a database containing over 30, 000 frontal face images and compared the results to those obtained by using Haar-like features and LBP features separately. Detection rates of 86.7%, 81.3% and 80.8% were obtained when considering LBP/Haar-like features, LBP only and Haar-like features only, respectively. Some detection examples, using the combined approach, are shown in Fig. 12. 14. The results assess the efficiency of combining LBP and Haar-like features (86.7%) while LBP and Haar-like features alone gave a lower performance. The ongoing experiments aim to handle more challenging cases such as detecting of partially occluded eyes.
Facial expression recognition using spatiotemporal LBP
This section considers the LBP based representation for dynamic texture analysis, described in Section 12.2.2, and applies it to the problem of facial expression recognition from videos. 10 The goal of facial expression recognition is to determine the emotional state of the face, for example, happiness, sadness, surprise, neutral, anger, fear, and disgust, regardless of the identity of the face. Psychological studies 31 have shown that facial motion is fundamental to the recognition of facial expressions and humans do better job in recognizing expressions from dynamic images as opposed to mug shots. A. Hadid et al. Considering the motion of the facial region, we consider here regionconcatenated descriptors on the basis of simplified VLBP. Like in Ref. 12 , an LBP description computed over the whole facial expression sequence encodes only the occurrences of the micro-patterns without any indication about their locations. To overcome this effect, a representation in which the face image is divided into several overlapping blocks is used. We experimented with the Cohn-Kanade database 32 which consists of 100 university students with age ranging from 18 to 30 years. Sixty-five percent were female, 15 percent African-American, and three percent Asian or Latino. Subjects were instructed by an experimenter to perform a series of 23 facial displays that included single action units and combinations of action units, six of which were based on descriptions of prototypic emotions, anger, disgust, fear, joy, sadness, and surprise. For our study, 374 sequences from the dataset were selected from the database for basic emotional expression recognition. The selection criterion was that a sequence to be labeled is one of the six basic emotions. The sequences came from 97 subjects, with one to six emotions per subject. Just the positions of the eyes from the first frame of each sequence were used to determine the facial area for the whole sequence. The whole sequence was used to extract the proposed LBP-TOP and VLBP features. Figure 12 .18 summarizes the confusion matrix obtained using a ten-fold cross-validation scheme on the Cohn-Kanade facial expression database. The model achieved a 96.26% overall recognition rate of facial expressions. The details of our experiments and comparison with other dynamic and static methods can be found in Ref. 10 . These experimental results clearly showed that the LBP based approach outperforms the other dynamic and static methods. [33] [34] [35] [36] [37] Our approach is quite robust with respect to variations of illumination and skin color, as seen from the pictures in Fig. 12.19 . It also performed well with some in-plane and out-of-plane rotated sequences. This demonstrates robustness to errors in alignment.
LBP has been also considered for facial expression recognition in other works. For instance, in Ref. 38 , an approach to facial expression recognition from static images was developed using LBP histograms computed over non-overlapping blocks for face description. The Linear Programming (LP) technique was adopted to classify seven facial expressions: anger, disgust, fear, happiness, sadness, surprise and neutral. During the training, the seven expression classes were decomposed into 21 expression pairs such as anger-fear, happiness-sadness etc. Thus, twenty-one classifiers were produced by the LP technique, each corresponding to one of the 21 expression pairs. A simple binary tree tournament scheme with pairwise comparisons was used for classifying unknown expressions. Good results (93.8%) were obtained for the Japanese Female Facial Expression (JAFFE) database used in the experiments. The database contains 213 images in which ten persons are expressing three or four times the seven basic expressions. Another approach to facial expression recognition using LBP features was proposed in Ref. 39 . Instead of the LP approach, template matching with weighted Chi square statistic and SVM are adopted to classify the facial expressions using LBP features. Extensive experiments on the Cohn-Kanade database confirmed that LBP features are discriminative and more efficient than Gabor-based methods especially at low image resolutions. Boosting LBP features has also been considered for facial expression recognition in Ref. 40 .
LBP in other face related tasks
The LBP approach has been also adopted to several other facial image analysis tasks such as near-infrared based face recognition, 41 gender recognition, 42 iris recognition, 43 head pose estimation 44 and 3D face recognition. 45 A bibliography of LBP-related research can be found at http : //www.ee.oulu.f i/research/imag/texture/lbp/bibliography/ For instance, in Ref. 46 , LBP is used with Active Shape Model (ASM) for localizing and representing facial key points since an accurate localization of such points of the face is crucial to many face analysis and synthesis problems such as face alignment. The local appearance of the key points in the facial images are modeled with an Extended version of Local Binary Patterns (ELBP). ELBP was proposed in order to encode not only the first derivation information of facial images but also the velocity of local variations. The experimental analysis showed that the combination ASM-ELBP enhances the face alignment accuracy compared to the original method used in ASM. Later, Marcel et al. 47 further extended the approach to locate facial features in images of frontal faces taken under different lighting conditions. Experiments on the standard and darkened image sets of the XM2VTS database assessed that the LBP-ASM approach gives superior performance compared to the basic ASM.
In our recent work, we experimented with a Volume LBP based spatiotemporal representation for face recognition from videos. The experimental analysis showed that, in some cases, the methods which use only the facial structure (such as PCA, LDA and the original LBP) can outperform the spatiotemporal approaches. This can be explained by the fact that some facial dynamics is not useful for recognition. In other terms, this means that some part of the temporal information is useful for recognition while another part may also hinder the recognition. Obviously, the useful part defines the extra-personal characteristics while the non-useful one concerns the intra-class information such as facial expressions and emotions. For recognition, one should then select only the extra-personal characteristics. To tackle the problem of selecting only the spatiotemporal information which is useful for recognition, we used AdaBoost learning technique. The goal is to classify the facial information into intra and extra classes, and then use only the extra-class LBP features for recognition. We considered one-against-all classification scheme with AdaBoost and obtained a significant increase in the recognition rates on MoBo video face database. 48 The significant increases in the recognition rates can be explained by the following: (i) the LBP based spatiotemporal representation, in contrast to the HMM based approach, is very efficient as it codifies the local facial dynamics and structure, (ii) the temporal information extracted by the volume LBP features consists of both intra and extra personal dynamics (facial expression and identity). Therefore, there was need for performing feature selection. This yielded in our proposed approach with excellent results outperforming the state-of-the-art on the considered test data.
Conclusion
Face images can be seen as a composition of micro-patterns which can be well described by LBP texture operator. We exploited this observation and proposed efficient face representations which have been successfully applied to various face analysis tasks, including face and eye detection, face recognition, and facial expression analysis problems. The extensive experiments have clearly shown the validity of LBP based face descriptions and demonstrated that texture based region descriptors can be very useful in nontraditional texture analysis tasks.
Among the properties of the LBP operator are its tolerance against monotonic gray-scale changes, discriminative power, and computational simplicity which makes it possible to analyze images in challenging realtime settings. Since the publication of our preliminary results on the LBP based face description, the methodology has already attained an established position in face analysis research. This is attested by the increasing number of works which adopted a similar approach. Additionally, it is worth mentioning that the LBP methodology is not limited to facial image analysis as it can be easily generalized to other types of object detection and recognition tasks. 
