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Abstract
In 1986, Janson showed that the number of edges in the union of k random trees in the complete
graph Kn is a shifted version of a Poisson distribution. Using results from the theory of electrical
networks, we provide a new proof of this result, obtaining an explicit rate of convergence. This
rate of convergence allows us to show a new upper tail bound on the number of trees in G(n, p).
As an application, we prove the law of the iterated logarithm for the number of spanning trees
in G(n, p). More precisely, consider the infinite random graph G(N, p), with vertex set N where
each edge appears with probability p, a constant. By restricting to {1, 2, . . . , n}, we obtain a series
of nested Erdo¨s-Re´yni random graphs G(n, p). We show that a scaled version of the number of
spanning trees, satisfies the law of the iterated logarithm.
1 Introduction
One of the most basic questions in probability is the following: Given a set A and two randomly
chosen subsets X and Y , what is the probability that X and Y intersect? Moreover, we can ask
about the distribution of the random variable |X∪Y |. This natural question arises in many different
contexts; in particular, it has been studied in the context of graphs.
Let G be a graph on n vertices, and let H be some unlabeled graph with at most n vertices.
Let S(H) be the set of subgraphs of G which are isomorphic to H. If we choose H1,H2 ∈ S(H)
independently, uniformly at random, we can ask “what is the probability that H1 and H2 intersect?”
It is clear that if G = Kn and if H is of fixed size, then the said probability tends to zero as n tends
to infinity. However, this is not necessarily the case when the size of H varies with n.
In 1980, Aspvall and Liang solved the dinner table problem: if n people are seated at a circular
table for two meals, what is the probability that no two people sit next to each other for both meals?
This question can be phrased naturally in terms of graph theory: if we choose two Hamiltonian cycles
uniformly at random, what is the probability that they are disjoint? Aspvall and Liang showed that
this probability approaches 1/e2 as n goes to infinity [1].
In 1986, Janson studied the distribution of the number of edges in the union of random trees.
In particular, if we let τ(G) denote the set of trees in a graph G, then:
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Theorem 1.1 ([9, Theorem 3]). Let T1, . . . , Tk be chosen independently, uniformly at random from
τ(Kn). Define Mn = k(n− 1)− | ∪i Ti|. Then:
Mn → Po(k(k − 1))
where the convergence is in distribution and Po(k(k− 1)) is the Poisson distribution with parameter
k(k − 1).
In this paper we extend this results to allow k to grow with n. Let α ∈ (0, 111) be a fixed constant.
In particular we show:
Theorem 1.2. Let k = O(nα) be an integer. Let T1, . . . , Tk be chosen independently, uniformly at
random from τ(Kn). Define Mn := k(n− 1)− |∪i Ti|. Then the total variation distance between Mn
and Po(k(k − 1)) goes to 0. More specifically,
∞∑
a=0
|P[Mn = a]− P[Po(k(k − 1)) = a]| = o(1)
In section 4 we will show how letting k to grow with n allows us to derive new upper tail estimates
for the number of spanning trees in G(n,m) and G(n, p), as theorem 1.2 gives an upper bound on
the moments of the number of trees in G(n,m) and G(n, p). It is also worth noting that the method
used to prove theorem 1.2 is very different from the one used by Janson. Our method is a more
direct approach and can be easily modified to the case where the trees are drawn from τ(G), where
G is not the complete graph.
Lastly, as an application of the upper tail estimates, we will show that the number of spanning
trees satisfies a version of the Law of the Iterated Logarithm (LIL). In order to state the result, we
first mention a bit of history behind the problem. One of the most important results in probability
theory is the Central Limit Theorem (CLT), which states that if t1, t2, . . . is a sequence of iid random
variables, with mean zero and unit variance, then:
Sn√
n
→ N(0, 1)
where above Sn :=
∑n
i=1 ti and N(0, 1) denotes the standard Gaussian.
Khinchin [10] and independently Kolmogorov [11] in the 1920s, showed that under the same condi-
tions one has:
P
[
lim sup
n→∞
Sn√
n
√
2 log log n
= 1
]
= 1.
which has henceforth been referred to as the Law of the Iterated Logarithm.
There has been much work to extend CLT to the case where one allows dependence among ti.
In particular, it has been studied for the graph count case. Let A˜ be a set of unlabeled graphs on at
most n vertices, and denote by A the set of copies of A˜ in Kn. Then, we can define:
Xn =
∑
H∈A
IH∈G
2
where IH∈G is the indicator random variable for the event H ∈ G, and G is some random graph (it
can be sampled from G(n,m), G(n, p), or any other random graph model). Then Xn is precisely the
number the of copies of A˜ in some random graph. For example, if we let A = {3−cycle}, then Xn is
precisely the number of triangles in a random graph G.
Many papers have studied graph counts. In particular, Rucin´ski found necessary and sufficient
conditions for the number of copies of a fixed graph to be normally distributed [15]. For larger
graphs, Janson showed in [8] that if we let G ∼ G(n,m), then the (normalized) number of Hamil-
ton cycles, spanning trees, and perfect matchings tend towards the standard normal distribution [8,
Theorem 2]. However, if G ∼ G(n, p), then this is not the case. He showed
Theorem 1.3 ([8, Theorem 3]). Let Xn be the random variable that counts number of spanning
trees, perfect matchings, or Hamilton cycles in G(n, p). Fix a constant p < 1. Let p(n) → p. If
lim inf n1/2p(n) > 0, then
p(n)1/2
(
logXn − logEXn + 1− p(n)
cp(n)
)
→ N
(
0,
2(1 − p)
c
)
where c = 1 in the case of spanning trees and Hamilton cycles, and c = 4 in the case of perfect
matchings.
Although CLT has been widely studied, this is not the case for LIL. In [6] Ferber, Montealegre,
and Vu showed that LIL holds for the number of copies of a graph with fixed size [6, Theorem 1.3].
Moreover, they showed that a version of LIL holds for the case of Hamilton cycles [6, Theorem 1.4].
In this paper we show an equivalent result for the case of spanning trees:
Theorem 1.4. Let 0 < p < 1 be a constant. Let Xn be the number of spanning trees in G(n, p),
coupled by forming G(N, p) and then restricting to [n]. Then,
P
[
lim sup
n→∞
logXn − µn
σ
√
2 log log n
= 1
]
= 1 (1)
where µn = log(p
n−1nn−2) and σ =
√
2(1−p)
p .
The organization of the paper is as follows: In section 2, we present some notation and results
that will be used throughout the paper. In section 3, we prove theorem 1.2. In section 4, we derive
new upper tail estimates for the number of spanning trees, which might be of independent interest.
Section 5 contains the proof of theorem 1.4. Lastly, section 6 contains some calculations which we
have omitted in some of the earlier sections for sake of clarity.
2 Background and notation
Let G(N, p) be the random graph on vertex set N where any two vertices are joined independently
at random with probability equal to p (some fixed constant). Let G(n, p) denote the subgraph when
we restrict to the first n vertices. Throughout this paper, we will only consider the case where p is a
fixed constant. Let G(n,m) be the random graph model on n vertices that selects a set of m edges
uniformly at random.
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We will denote Xn the number of spanning trees in G(n, p) and Xn,m the number of trees in G(n,m).
We will also let N := nn−2 be the number of spanning trees in Kn.
We shall repeatedly use the following well-known theorem:
Theorem 2.1 (Borel-Cantelli Lemma). Let (Ai)
∞
i=1 be a sequence of events. If
∑∞
i=1 P[Ai] < ∞,
then
P [Ai holds for infinitely many i] = 0
Lastly, we will denote by Po(λ) the Poisson distribution with parameter λ, whose distribution is
given by:
P[Po(λ) = t] = e−λ
λt
t!
We will use several results from the theory of electrical networks in our proof. For the sake of
completeness, we will briefly summarize some basic theorems that will be used. Our electrical
networks will consist only of resistors, which are represented by weighted edges in a graph. There
is a voltage function v : V 7→ R≥0 that assign to each vertex a voltage. For a connected network,
v is completely determined by the laws that govern electrical networks once the voltage is fixed for
any two vertices. There is also a current function i : E 7→ R that assigns a current, the amount
of electricity flowing through a resistor, to a directed edge. The relationship between the voltage,
current, and resistance is described by the following theorem:
Theorem 2.2 (Ohm’s Law). Let ab be an edge in H. Let v(a)− v(b) be the voltage difference across
ab, and let Rab the resistance of ab. Then
i(ab) =
v(a)− v(b)
Rab
We will also use some properties of resistors. We say two resistors are in series if they are arranged
in a chain. A property of resistors is that the resistance of resistors in circuits can be added together,
so the two systems below are equivalent.
R1 R2
a b
R1 +R2
a b
Two resistors are in parallel if they both have the same endpoints. Resistors in parallel can be
combined by adding the reciprocals of the resistances.
R1
R2
a b 1
1/R1 + 1/R2
a b
The following theorem, originally from Kirchhoff (see [12,p. 105]) establishes a connection between
electrical networks and trees.
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Theorem 2.3. Let ab be an edge in H where v(b) = 0 and v(a) is such that
∑
e∼a i(e) = 1. Suppose
we choose a spanning tree, T , uniformly at random from H. Then
P [ab ∈ T ] = i(ab)
where e ∼ a means that edge e is incident to vertex a. We also have from [12,Theorem 4.5]
Theorem 2.4. Let e1, . . . , ek be edges in H and choose a spanning tree T ⊂ H uniformly at random.
Then
P [e1, e2, . . . , ek ∈ T ] ≤
k∏
i=1
P [ei ∈ T ]
Note also the following theorem:
Theorem 2.5 (Rayleigh Monotonicity Law). Let G, G′ be graphs such that G′ ⊆ G. Then for every
edge e ∈ G′,
iG′(e) ≥ iG(e)
This, together with Ohm’s law, is equivalent to the assertion that adding a resistor to a network
cannot increase the total resistance. A proof of this may be found at [4].
We also use the following bound on the number of subtrees from [7].
Theorem 2.6. Let H be a graph with n vertices and m edges. Then,
|τ(H)| ≤ 1
n
(
2m
n− 1
)n−1
3 Proof of theorem 1.2
In order to show theorem 1.2 we will show the following two claims:
Claim 3.1. Let k be an integer. Let T1, . . . , Tk be random trees. Define Mn := k(n − 1) − | ∪i Ti|.
Then,
P[Mn = a] ≤ (k(k − 1))
a
a!
(2)
Claim 3.2. Moreover, if we know that k = O(nα) and a ≤ n3α, we can improve the above upper
bound:
P[Mn = a] ≤ (1 + o(1)) P[Po(k(k − 1)) = a] (3)
While the claims only show upper bounds, a straightforward calculation yields the desired asymp-
totic results:
Proof of Theorem 1.2. Set S := {a | P[Mn = a] > P[Po(k(k − 1)) = a]. As probabilities must have
total sum 1, we know that
∞∑
a=0
|P[Mn = a]− P[Po(k(k − 1)) = a]| = 2
∑
a∈S
P[Mn = a]− P[Po(k(k − 1)) = a]| (4)
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We split the above sum into two
S1 = 2
∑
a∈S1
P[Mn = a]− P[Po(k(k − 1)) = a]
S2 = 2
∑
a∈S2
P[Mn = a]− P[Po(k(k − 1)) = a]
where S1 := {a | P[Mn = a] > P[Po(k(k − 1)) = a] and a ≤ n3α} and S2 := {a | P[Mn = a] >
P[Po(k(k − 1)) = a] and a > n3α}.
Using the bounds on claims 3.1 and 3.2, we can upper bound S1 and S2:
S1 ≤ 2
∑
a∈S1
o(1)P[Po(k(k − 1)) = a] = o(1)
To upper bound S2 we use claim 3.2:
S2 ≤ 2
∑
a∈S2
(k(k − 1))a
a!
(1− e−k(k−1)) ≤ 2
∞∑
a=n3α
(k(k − 1))a
a!
= o(1)
where the last equality holds because k = O(nα) and a > n3α. The upper bounds on S1 and S2
imply our result.
Now we show the desired claims:
Proof of claim 3.1. We wish to upper bound the number of k-tuples (T1, . . . , Tk) such that their
union contains exactly k(n− 1)− a edges. To this end, pick (ℓ2, . . . , ℓk) be a partition of a (that is,∑
i ℓi = a). We run the following algorithm:
1. First we pick T1.
2. For i = 2, 3, . . . , k:
(a) Having picked T1, . . . , Ti−1 we are going to pick ℓi edges in T1 ∪ . . .∪Ti−1. Call this set of
edges Si.
(b) Complete Si into a tree without using any other edges in T1∪ . . .∪Ti−1. Call this resulting
tree Ti. If Si cannot be completed into a tree, then return nothing.
3. Return (T1, . . . , Tk).
Our goal is to now upper bound the number of outputs we can get after running the above algorithm.
Clearly, we have N ways to perform step 1. Also, the number of ways to perform 2a (at iteration i)
is given by: (|T1 ∪ . . . ∪ Ti−1|
ℓi
)
of which a clear upper bound is given by:(|T1 ∪ . . . ∪ Ti−1|
ℓi
)
≤ ((i− 1)(n − 1))
ℓi
ℓi!
≤ n
ℓi(i− 1)ℓi
ℓi!
(5)
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Now to upper bound step 2b (at iteration i), we need to upper bound the number of trees that
contain the set Si. First of all, note that if e is any edge in Kn and T ∈ τ(Kn) is chosen at random,
then P[e ∈ T ] = 2/n, so by theorem 2.4, we have that the number of trees that contain Si is upper
bounded by:
N2ℓi
nℓi
(6)
combining equations (5) and (6), together with the upper bound on step 1, we obtain an upper
bound on the number of outputs:
Nk
k∏
i=2
(2(i − 1))ℓi
ℓi!
(7)
Now we add over all possible partitions of a, (ℓ2, . . . , ℓk), to obtain:
∑
ℓ2+...+ℓk=a
Nk
k∏
i=2
(2(i − 1))ℓi
ℓi!
=
Nk
a!
∑
ℓ2+...+ℓk=a
a!
k∏
i=2
(2(i − 1))ℓi
ℓi!
= Nk
(2 + 4 + . . . + 2(k − 1))a
a!
=
Nk(k(k − 1))a
a!
where the second equality is due to the multinomial theorem. Dividing by Nk gives (2).
Proof of Claim 3.2. Let
M(a) = {(T1, . . . , Tk)|| ∪i Ti| = (k − 1)(n − 1)− a}
We are going to partition M(a) as follows:
N1(a) = {(T1, . . . , Tk) ∈ M(a)|∆(Ti) ≤ n4α ∀i}
and let N2(a) = M(a)\N1(a). We wish to upper bound |M(a)|. We will prove that |N2(a)| =
o(|N1(a)|) and that |N1(a)| satisfies the desired upper bound.
Let (ℓ2, . . . , ℓk) be a partition of a (that is,
∑
i ℓi = a). We run the following algorithm:
1. Choose T1 such that ∆(T1) ≤ n4α.
2. For i = 2, 3, . . . , k:
(a) Let Ui = T1 ∪ . . . ∪ Ti−1 we are going to pick ℓi edges in Ui. Call this set of edges Si.
(b) Let GSi = Kn\(Ui\Si). Complete Si into a tree (in GSi) with max degree less than n4α.
Call it Ti. If no such a tree exists, return nothing.
3. Return (T1, . . . , Tk).
Now we upper bound the number of outputs the above algorithm can produce. Step 1 can be upper
bounded by N . Step 2a (iteration i) can be performed in at most(|Ui|
ℓi
)
≤ |Ui|
ℓi
ℓi!
≤ ((i− 1)n)
ℓi
ℓi!
(8)
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many ways. Let T be picked uniformly at random from τ(GSi). Note that an upper bound on Step
2b (iteration i) is given by:
P[Si ⊂ T ] · |τ(GSi)|
we upper bound each factor individually. For the latter factor we use theorem 2.6:
|τ(GSi)| ≤
1
n
(n+ 2(1− i) +O(n3α/n))n−1
= nn−2(1 + 2(1− i)/n +O(n3α/n2))n−1
= Ne2−2i+O(n
3α/n)
(9)
By theorem 2.4, we have:
P[Si ⊂ T ] ≤
(
max
e∈Si
P[e ∈ Ri]
)ℓi
(10)
By construction, we have that ∆(Tt) < n
4α for all Tt, so δ(GSi) ≥ n− (i− 1)n4α, where δ(H) is the
minimum degree of a vertex in H. Consider some edge ab ∈ GSi . There are at least n−2(i−1)n4α−1
paths of length 2 from a to b. Let G′Si be the electrical network that consists of the edge ab and
every path of length 2 from a to b, each edge having resistance 1. We shall find an upper bound on
the probability that ab is in T . Consider G′Si :
a b
We may convert each path of length two into a single edge with resistance 2.
a bR = 1
R = 2
R = 2
As these resistors are in parallel, we can calculate the total resistance between a and b in G′Si
Rab ≥ 1
(n− 2(i− 1)n4α − 1)/2 + 1 =
2
n− 2(i − 1)n4α + 1
Using Ohm’s law, we see that
v(a)− v(b) ≥ 2
n− 2(i− 1)n4α + 1
as the current is 1 by construction. Using Ohm’s law on the single edge ab, we see that
2
n− 2(i− 1)n4α + 1 ≥ iG′Si (ab)
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By construction, G′Si can be embedded into GSi , so, because of Rayleigh Monotonicity Law, iG′Si
≤
iGSi , so if T is chosen uniformly at random from τ(GSi), then
P [e ∈ T ] ≤ 2
n−O(n7α) (11)
Using this on (10), we obtain:
P[Si ⊂ T ] ≤
(
2
n−O(n7α)
)ℓi
(12)
Putting together equations (8), (9), and (12), we obtain an upper bound on Step 2b (iteration i):
((i− 1)n)ℓi
ℓi!
(
Ne2−2i+O(n
3α/n)
)( 2
n−O(n7α)
)ℓi
=
N(2(i − 1))ℓi
e2(i−1)ℓi!
(
1 +O
(
n10α
n
))
(13)
Hence, the number of ways to perform step 2 is given by:
Nk
k∏
i=2
(2(i− 1))ℓi
e2(i−1)ℓi!
(
1 +O
(
n10α
n
))
= Nke−k(k−1)
(
1 +O
(
n11α
n
)) k∏
i=2
(2(i − 1))ℓi
ℓi!
Now we add over all possible partitions
∑
i ℓi = a:
Nke−k(k−1)
(
1 +O
(
n11α
n
)) ∑
ℓ2+...+ℓk=a
k∏
i=2
(2(i − 1))ℓi
ℓi!
Applying the multinomial theorem we obtain the desired upper bound:
|N1(a)| ≤ N
ke−k(k−1)(k(k − 1))a
a!
(
1 +O
(
n11α
n
))
(14)
Now we upper bound |N2(a)|: Let T be chosen uniformly at random from τ(Kn). Then by [13] we
have:
P
[
∆(T ) > n4α
] ≤ n
(n4α)!
Hence, the number of k-tuples that have at least one tree with max degree more than n4α is upper
bounded by:
k · n
(n4α)!
·Nk
since the above is an upper bound for |N2(a)|, and using a straight forward calculation (see Appendix)
we obtain:
|N2(a)| ≤ Nk e
−k(k−1)(k(k − 1))a
a!
· O
(
n11α
n
)
(15)
since |M(a)| = |N1(a)|+ |N2(a)|, by equations (14) and (15) we obtain:
|M(a)| ≤ Nk e
−k(k−1)(k(k − 1))a
a!
(
1 +O
(
n11α
n
))
since α < 1/11, diving by Nk gives the desired claim.
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4 Upper tail estimates
In this section we present some new upper tail estimates that might be of independent interest.
It is worth noting that we were able to compute these bounds by letting k grow with n. In particular
we will let k = O (log n) in this section.
Lemma 4.1. Let 0 < δ < 1/2 be a constant. There is a constant C depending on δ such that for
any δn2 ≤ m ≤ (1− δ)n2, and k = O(log n), we have
EXkn,m ≤ Ck(EXn,m)k
Using Markov’s Inequality, we have that
P [Xn,m ≥ KEXn,m] = P
[
Xkn,m ≥ (KEXn,m)k
]
≤
(
C
K
)k
letting k = log n and K = Cet we obtain the following lemma:
Lemma 4.2. Let 0 < δ < 1/2 be a constant, and let t ≥ 0 be a fixed integer. Then there exists a
constant K such that for any δn2 ≤ m ≤ (1− δ)n2 we have:
P[Xn,m > KEXn,m] ≤ n−t
Remark 4.3. If one lets k = nα (with α < 1/11) then we obtain a subexponentially small bound.
Our methods are unable to prove exponentially small bounds since this would require us to let k be
linear with n.
Before we proceed with the proof of lemma 4.1, we need a little bit of background: For any fixed
graph J with j edges, the probability that J appears in G(n,m) is precisely((n
2
)− j
m− j
)
((n
2
)
j
) = (m)j((n
2
))
j
For each T ∈ τ(Kn), let XT denote the event that “T appears in G(n,m)”. Then Xn,m =∑
T∈τ(Kn)
XT . Therefore,
EXT =
(m)n−1((n
2
))
n−1
where (N)ℓ = N(N − 1) · · · (N − ℓ+ 1). Thus, by linearity,
EXn,m = N
(m)n−1((n
2
))
n−1
We shall repeatedly use the following estimate, for which a proof appears in the appendix
(N)ℓ = N
ℓ exp
(
−ℓ(ℓ− 1)
2N
+ o(1)
)
(16)
for all N, ℓ such that ℓ = o(N2/3)
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Let J be the union of (T1, T2, . . . , Tk), a k-tuple of elements of τ(Kn), and letM(a) be the number
of k-tuples of elements of τ(Kn) such that e(∪ki=1Ti) = k(n− 1)− a. Since XJ = XT1 · · ·XTk , we see
that
EXkn,m =
∑
(T1,...,Tk)∈τ(Kn)k
E[XT1 , . . . ,XTk ] =
(k−1)(n−1)∑
a=0
M(a)
(m)(n−1)k−a
(
(n
2
)
)(n−1)k−a
(17)
By (16), for all a,
(m)(n−1)k−a((n
2
))
(n−1)k−a
= p(n−1)k−am exp
(−k2(1− pm)
pm
+O(1/n)
)
(18)
In particular, letting k = 1 gives
EXn,m = Np
n−1
m exp
(
−1− pm
pm
+O(1/n)
)
(19)
Now we carry on with the proof:
Proof of lemma 4.1. Recall from (17) that
EXkn,m =
(k−1)(n−1)∑
a=0
M(a)
(m)(n−1)k−a
(
(
n
2
)
)(n−1)k−a
We split the RHS as
T∑
a=0
M(a)
(m)(n−1)k−a((
n
2
))
(n−1)k−a
+
∑
a>T
M(a)
(m)(n−1)k−a((
n
2
))
(n−1)k−a
:= S1 + S2
where T = ⌈k2e/pm⌉. Note that T ≤ log3 n, so we can apply claim 3.2,
S1 =
T∑
a=0
M(a)
(m)(n−1)k−a
(
(n
2
)
)(n−1)k−a
≤ 2p
(n−1)k
m Nk
ek(k−1)
exp
(
−k
2(1− pm)
pm
+O(1/n)
) T∑
a=0
(k(k − 1))a
a!
p−am
As
T∑
a=0
(k(k − 1))a
a!
p−am ≤
∞∑
a=0
(k(k − 1))a
a!
p−am = e
k(k−1)/pm
We have that
S1 ≤ 2p
(n−1)k
m Nk
ek(k−1)
exp
(
−k
2(1− pm)
pm
+O(1/n)
)
ek(k−1)/pm ≤ Ck1 p(n−1)km Nk (20)
for an appropriate constant C1. Using claim 3.1 we get an upper bound on S2:
S2 =
∑
a>T
M(a)
(m)(n−1)k−a((n
2
))
(n−1)k−a
≤ p(n−1)km Nk exp
(
−k
2(1− pm)
pm
+O(1/n)
)∑
a>T
(k(k − 1))a
a!
p−am
Using Stirling’s approximation, we have that
∑
a>T
(k(k − 1))a
a!pam
≤
∑
a>T
(
k2e
apm
)a
≤
∑
a>T
(
1
2
)a
= o(1)
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Thus,
S2 = o(N
kp(n−1)km ) (21)
So S2 is negligible. Therefore, from (20) and (21)
EXkn,m = S1 + S2 ≤ Ck1Nkp(n−1)km
From (19), we see that
(EXn,m)
k = Nkp(n−1)km exp
(
−k1− pm
pm
+O(k/n)
)
≤ Ck2Nkp(n−1)km
Where C2 = exp(−(1− pm)/(pm)). Setting C := C1C−12 , we obtain we obtain lemma 4.1.
5 Law of the Iterated Logarithm
To prove theorem 1.4, for any ε > 0 we need to show a lower bound
P
[
logXn − µn
σ
≥ (1− ε)
√
2 log log n for infinitely many n
]
= 1
and an upper bound
P
[
logXn − µn
σ
≥ (1 + ε)
√
2 log log n for infinitely many n
]
= 0
5.1 Lower Bound
To prove the lower bound of the LIL, we show that there exists a sequence {nk}∞k=1 such that for
any fixed ε > 0,
P
[
logXnk − µnk
σ
≥ (1− ε)
√
2 log log nk for infinitely many k
]
= 1
Let En be the random variable that counts the number of edges in G(n, p), and let E
∗
n = (En −
EEn)/
√
Var En. Note that En is a sum of iid’s, so, from the proof of the law of the iterated logarithm
in [3], there is some sequence {nk} = {ak} for some integer a > 1 on which E∗nk > (1−ǫ)
√
2 log log
(
nk
2
)
infinitely often almost surely. Note that
√
2 log log
(nk
2
) ∼ √2 log log nk, so E∗nk > (1−ǫ)√2 log log nk
infinitely often almost surely. From the proof of theorem 6 in [8], we have that
P
[
E∗n −
logXn − µn
σ
> C
]
= O(1/n)
for any positive constant C.
Let Ak be the event that E
∗
nk
− (logXnk − µnk)/σ > C. By the choice of {nk}, we have that
∞∑
k=1
P[Ak] =
∞∑
k=1
O(a−k) <∞
12
So, by the Borel-Cantelli Lemma, Ak holds for only finitely many k. Thus
E∗nk ≤ C +
logXnk − µnk
σ
holds for k sufficiently large.
From the definition of {nk}, we have that
P
[
E∗nk > (1− ε/2)
√
2 log log nk infinitely often
]
= 1
Thus, with probability 1,
C +
logXnk − µnk
σ
> (1− ε/2)
√
2 log log nk
for infinitely many k. Since (ε/2)
√
2 log log n > C, this gives the lower bound of the LIL.
5.2 Upper Bound
Fix ε > 0. By lemma 4.2, there exists a constant K such that
P [Xn,m ≤ KEXn,m] ≥ 1− n−4
Taking logarithms, we have logXn,m ≤ logEXn,m + logK with probability at least 1− n−4.
By equation (19),
logEXn,m = logN + (n− 1) log pm +O(1)
where pm = m/
(n
2
)
. Conditioning on En = m in G(n, p) and using the union bound over
p
2n
2 ≤
m ≤ 1+p2 n2, we have that with probability at least 1− n−2,
1E logXn ≤ 1E
(
logN + (n− 1) log En(n
2
) +O(1)
)
(22)
Where E is the event that G(n, p) has at least p2n2 edges and at most 1+p2 n2 edges, and 1E is the
indicator random variable for E . By Chernoff’s bound, 1E = 1 with probability at least 1− n2, so
logXn ≤ logN + (n− 1) log En(n
2
) +O(1) (23)
holds with probability at least 1− 2n2.
Note that En = Bin(
(n
2
)
, p), so Var En =
(n
2
)
p(1 − p) and EEn =
(n
2
)
p. Expanding in terms of
E∗n, we have that
log
En(n
2
) = log(2√VarEnE∗n
n(n− 1) +
2EEn
n(n− 1)
)
= log
((
2p(1− p)
n(n− 1)
)1/2
E∗n + p
)
= log p+ log
(
1 +
√
2(1− p)
p
E∗n√
n(n− 1)
)
13
= log p+
√
2(1− p)
p
E∗n
n− 1 +O(1/n
2)
where we take the Taylor expansion to get the last equality. So with probability at least 1−2n−2,
logXn ≤ logN + (n− 1) log p+
√
2κ2(1− p)
p
E∗n +O(1) = µn + σE
∗
n +O(1)
Thus,
logXn − µn
σ
≤ E∗n +O(1) (24)
Since
∑∞
n=1 2n
−2 is finite, by the Borel-Cantelli lemma, the event that equation (24) holds for all
sufficiently large n happens with probability 1. Since E∗n is the sum of
(
n
2
)
iid random variables, we
can use the LIL to conclude that, with probability 1
E∗n ≤ (1 + ε/2)
√
2 log log
(
n
2
)
≤ (1 + ε/2)(
√
2 log log n+
√
2)
= (1 + ε/2)
√
2 log log n+O(1)
holds for sufficiently large n. Taking n large enough that O(1) ≤ (ε/2)√2 log log n,
logXn − µn
σ
≤ (1 + ε)
√
2 log log n
almost surely holds for all but finitely many times. This completes the upper bound.
Remark 5.1. Our proof is by showing that logXn is tightly controlled by the number of edges in
G(n, p). As the number of edges is binomially distributed, logXn inherits the LIL.
6 Appendix
Proof of equation (16). Let N, ℓ be such that ℓ = o(N2/3). Then,
(N)ℓ = N(N − 1) · · · (N − ℓ+ 1)
= N ℓ
ℓ−1∏
i=0
(1− i/N)
= N ℓ
ℓ−1∏
i=1
exp
(−i/N +O(i2/N2))
= N ℓ exp
(
ℓ−1∑
i=0
−i/N +O(i2/N2)
)
= N ℓ exp
(
−ℓ(ℓ− 1)
2N
+O(ℓ3/N2)
)
= N ℓ exp
(
−ℓ(ℓ− 1)
2N
+ o(1)
)
14
Proof of equation (15). We show that
kn/(n4α)!
(e−k(k−1)(k(k − 1))a)/a! = o(1)
We use the trivial bounds
(n/e)n < n! < nn
Then
(kn)/(n4α)!
(e−k(k−1)(k(k − 1))a)/a! ≤
a!nek(k−1)
(n4α)!
≤ (n
3α)!n2ek
2
(n4α)!
≤ (n
3α)!n2eO(n
2α)
(n4α)!
≤ (n
3α)n
3α
n2eO(n
2α)
(n4α)!
≤ (en
3α)n
3α
(n4α/e)n4α
≤ e
2n4α
nαn4α
= o(1/n)
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