Abstract. In this paper, we introduce the notion of p g -ideals and p g -cycles, which inherits nice properties of integrally closed ideals on rational singularities. As an application, we prove an existence of good ideals for two-dimensional Gorenstein normal local rings. Moreover, we classify all Ulrich ideals for two-dimensional simple elliptic singularities with small degree.
Introduction
In a two-dimensional rational singularity, Lipman showed in [12] that every integrally closed ideal is "stable" in the sense that Iidea of this paper is to develop ideal theory for normal two-dimensional local ring of given p g and to investigate what difference causes the difference of p g to the ideal theory of the ring.
We apply the notion of p g -ideals to show existence of good ideals on any twodimensional normal Gorenstein ring. The notion of good ideals was defined by S. Goto and S. Iai in [5] . Definition 1.1 (Goto-Iai-Watanabe [5] ). Let (A, m) be a Cohen-Macaulay local ring, I be an m-primary ideal of A and Q a minimal reduction of I. We say I is a good ideal if it satisfies the following conditions:
(1) I 2 = IQ. (2) Q : I = I.
Let us explain the organization of the paper. In this paper, the ring is a twodimensional normal local ring containing an algebraically closed field. In Section 2, we prepare the notions and terminologies which we need later (e.g. minimally elliptic singularity, good ideals, Ulrich ideals and so on). Furthermore, we give fundamental tools in this paper: Propositions 2.5, 2.6 and Vanishing theorem (Theorem 2.7), Kato's Riemann-Roch Theorem (Theorem 2.8).
In Section 3, we introduce the notion of p g -cycles and p g -ideals; see Theorem 3.1, Definition 3.2 and Lemma 3.4. Note that every anti-nef cycle in a rational singularity is a p g -cycle in our sense. Moreover, p g -cycles enjoy nice properties: e.g. the sum of p g -cycles is always a p g -cycle (see Theorem 3.5) .
In Section 4, we prove an existence of p g -ideals for any two-dimensional normal local ring. As an application, we prove the existence of good ideals as the main theorem in this paper. (1) There exists a resolution on which p g -cycles exist.
(2) If A is Gorenstein, then it has a good ideal.
In Section 5, we prove that an m-primary ideal I of a two-dimensional rational singularity A is a good ideal if and only if it is an integrally closed ideal represented on the minimal resolution, which is a generalization of [5, Theorem 7.8] for nonGorenstein case.
In Section 6, we evaluate the number of minimal generators of integrally closed ideals which is represented by some anti-nef cycle in terms of intersection numbers of related cycles.
In Section 7, we investigate Ulrich ideals (3-generated good ideals) of minimally elliptic singularities. For instance, we prove that there exist no Ulrich ideals for any minimally elliptic singularity of degree e ≥ 5; see Theorem 7.7. Moreover, we classify all Ulrich ideals for simple elliptic singularities (Theorem 7.10).
Preliminaries
Throughout this paper, let A be an excellent normal local ring of dimension 2 with the unique maximal ideal m such that A contains an algebraically closed 2 field k ∼ = A/m unless otherwise specified. Assume that there exists a resolution of singularities f : X → Spec A with exceptional divisor E = f −1 (m).
2.1. Cycle. A divisor supported in E is called a cycle. Let E = r i=1 E i be the decomposition into irreducible components of E. A divisor D is said to be nef if the intersection numbers DE i are nonnegative for all E i ; D is said to be anti-nef if −D is nef. If DE i = 0 for all E i , then we say that D is numerically trivial and write D ≡ 0. Since the intersection matrix (E i E j ) is negative definite, if a cycle Z = 0 is anti-nef, then Z ≥ E. The resolution f : X → Spec A is said to be minimal if X contains no (−1)-curves C (i.e., C ∼ = P 1 , C 2 = −1).
2.2.
Reduction, Multiplicity. Let I be an m-primary ideal of A. Then the Hilbert function ℓ A (A/I n+1 ) is a polynomial for sufficiently large n. That is, there exists a polynomial P I (n) of the form e 0 (I) n + 2 2 − e 1 (I) n + 1 1 + e 2 (I) such that ℓ A (A/I n+1 ) = P I (n) for n ≫ 0. Then e 0 (I), e 1 (I) and e 2 (I) are integers and e 0 (I) is called the multiplicity of I. On the other hand, we can take a parameter ideal Q = (a, b) so that I r+1 = QI r for some integer r ≥ 0. Such an ideal Q is called a minimal reduction of I. Then we have e 0 (I) = e 0 (Q) = ℓ A (A/Q).
2.3.
Integrally closed ideal. Let I denote the integral closure of I, that is, I is an ideal which consists of all solutions z for some equation with coefficients c i ∈ I i :
For any cycle Z on X, we write (2.1)
Z is an m-primary integrally closed ideal if Z > 0. An mprimary ideal I is said to be represented on X if the ideal sheaf IO X is invertible and I = H 0 (IO X ). If I is represented on X, there exists an anti-nef cycle Z such that IO X = O X (−Z); I is also said to be represented by Z. Note that I is represented on some resolution if and only if it is integrally closed (cf. [12] ).
Note that if I = I Z and O X (−Z) is generated, then e 0 (I) = −Z 2 and I n = I nZ .
2.4.
Geometric genus, Singularity. When the cohomology group H i (F ) is an A-module, we denote by h i (F ) the length ℓ A (H i (F )). It is known that h 1 (O X ) is independent of the choice of the resolution. The invariant p g (A) := h 1 (O X ) is called the geometric genus of A. Definition 2.1 (Rational singularity, Elliptic singularity). A ring A is said to be a rational singularity (resp. a minimally elliptic singularity) if p g (A) = 0 (resp. A is Gorenstein and p g (A) = 1).
Assume that A is a minimally elliptic singularity, and let Z f be the fundamental cycle. Then e = −Z 2 f is called the degree of A. It is known that e 0 (m) = max{2, e}, ℓ A (m/m 2 ) = max{e, 3} and that A is a complete intersection if and only if e ≤ 4 (e.g. Laufer [11] ).
A ring A is said to be a simple elliptic singularity of degree e if there exists a minimal resolution of singularity f : Now assume that I is stable. Then I ⊂ Q : I and I 2 ⊂ Q for any minimal reduction Q of I. By the characterization of core of ideals, a goodness of I is equivalent to the condition core(I) = I 2 (see [2, Example 3.1] ). Recall that core(I) is the intersection of all minimal reductions of I.
If we assume that A is a Gorenstein ring, then by duality theorem, we have
Hence in this case, under the condition I 2 = QI, I is a good ideal if and only if 2 · ℓ A (A/I) = e 0 (I) (see [5] ). Moreover, I is an Ulrich ideal if and only if I is a good ideal with µ A (I) = d + 1, where µ A (I) denotes the cardinality of a minimal set of generators of I (see [6] ). So, in this case, Ulrich ideals are typical examples of good ideals.
We note a simple but useful lemma for good ideals.
Lemma 2.4. Let I ′ be an ideal containing I and integral over I and assume that I ′2 = QI ′ holds. Then if I is a good ideal, then I = I ′ . In particular, if A is a two-dimensional rational singularity and I is a good ideal of A, then I is integrally closed.
for every E i ⊂ E, i.e., the base locus of the linear system H 0 (O X (−Z)) does not contain any component of E. Suppose that O X (−Z) has no fixed component and h ∈ I Z a general element. Then we obtain the following exact sequence:
where C is supported on the strict transform of the curve Spec A/(h). Note that the base points of
Proposition 2.5. Let A be a two-dimensional normal local ring as above. Let Z, Z ′ be anti-nef cycles on some resolution X → Spec A. Suppose that O X (−Z) has no fixed components. Then we have
Proof. Let h be a general element of I Z . Then the short exact sequence (2.2) implies that
since C is a coherent sheaf on an affine space.
Let Z 1 , Z 2 be anti-nef cycles on the resolution X → Spec A so that O X (−Z 1 ) and O X (−Z 2 ) are generated. Take general elements f i ∈ I Z i for each i = 1, 2, so that there exists the following exact sequence:
Taking a cohomology yields
Hence we have the following. Proposition 2.6. Under the notation as above, if we put
then we have
In particular, ε(Z 1 , Z 2 ) is independent on the choice of general elements
is a minimal reduction of I = I 1 = I 2 and ε(Z, Z) = ε(I, I) = ℓ A (I 2 /QI).
2.7.
Canonical divisor, Vanishing theorem. Let K X denote the canonical divisor on X. Since the intersection matrix (E i E j ) is negative-definite, there exists a Q-divisor Z K X supported in E such that K X + Z K X ≡ 0. It is known that: Z K X ≥ 0 if X is the minimal resolution; Z K X = 0 if and only if A is rational Gorenstein and X is the minimal resolution; K X is linearly equivalent to −Z K X if and only if A is Gorenstein.
The following theorem is a generalization of Grauert-Riemenschneider vanishing theorem in two dimensional case. 
Theorem 2.8 (Kato's Riemann-Roch formula [9] ). For a cycle Z > 0, we have
In particular,
3. p g -cycles and p g -ideals
The main aim of this section is to introduce the notion of p g -cycles and p g -ideals. We first show the following theorem, which is the key result in this paper. (
Proof. We use the exact sequence (2.2).
(1) It follows from Proposition 2.5 because
) has no base points.
. An m-primary ideal I is called a p g -ideal if I is represented by a p g -cycle on some resolution. The definition of p g -ideal is independent of the representation of the ideal by Lemma 3.4.
Example 3.3. If A is rational, then every anti-nef cycle is a p g -cycle. In fact, Lipman [12] proved that if A is rational and Z > 0 is an anti-nef cycle on X, then O X (−Z) is generated and
Lemma 3.4. Let I be an m-primary ideal, and let f 1 : X 1 → Spec(A) and f 2 : X 2 → Spec(A) be partial resolutions with only rational singularities. Assume that I is represented by a cycle
Proof. Take a resolution f 3 : X 3 → Spec A which factors through f 1 and f 2 as follows:
Then φ i are resolution of singularities of X i , and φ * 1 Z 1 = φ * 2 Z 2 because they are determined by the invertible sheaf IO X 3 . Let Z 3 = φ * 1 Z 1 . From the Leray spectral sequence, we obtain the following exact sequence:
By projection formula,
Since X i has only rational singularities, we have
Any p g -ideal is an integrally closed m-primary ideal by definition. Indeed, all powers of p g -ideals is p g -ideals and thus integrally closed.
Theorem 3.5. Assume that Z is a p g -cycle on the resolution X such that O X (−Z) is generated. Then for any cycle
′ is a p g -cycle if and only if so is Z + Z ′ . When this is the case, if f ∈ I Z , f ′ ∈ I Z ′ are general elements, then
Proof. Consider
Corollary 3.6. Let Z be a p g -cycle on X and Q a minimal reduction of I := I Z . Then I n is integrally closed for all n ≥ 1, I 2 = IQ, and I ⊂ Q : I.
Proof. We can apply the previous theorem as
Remark 3.7. In our upcoming paper, we will prove that for an m primary ideal I in a two-dimensional normal local ring A, the Rees algebra R(I) = ⊕ n≥0 I n t n is normal and Cohen-Macaulay if and only if I is a p g -ideal.
In the rest of this section, we give a characterization of p g -cycles.
For any cycle D > 0 on X, the restriction O X → O D implies the surjection
The cycle C X is called the cohomological cycle on X.
and O X (−mZ) is generated for every m ∈ N by Theorem 3.5. . If Z ⊥ = 0, then it follows from Theorem 2.7 that
It follows from Theorem 3.8 and Proposition 3.10 that if A is Gorenstein, p g (A) > 0, and f : X → Spec A is minimal, then there exist no p g -cycles on X. Therefore, in general, p g -ideals are represented on non-minimal resolutions. In the next proposition, we discuss the minimality of representation. Proposition 3.11. Let I be a p g -ideal represented by a cycle Z on X. Then there exist the minimum X 1 → Spec A of the resolutions on which I is represented and a natural morphism X → X 1 . We call X 1 the minimal resolution with respect to I. The resolution X is the minimum with respect to I if and only if ZC < 0 for every (−1)-curve C on X.
Proof. Let X 0 → Spec A be a partial resolution obtained by normalizing the blowingup by the ideal I. Since IO X = O X (−Z), X 0 is also obtained by contracting all curves E i ⊂ E with ZE i = 0; let ψ : X → X 0 denote the contraction. If I is represented on a resolution X ′ → Spec A, then IO X ′ is invertible and thus there exists a unique morphism X ′ → X 0 by universal property of blowing-ups. Hence the minimal resolution with respect to I is obtained as the minimal resolution of singularities of X 0 .
Let C be a (−1)-curve on X with ZC = 0 and let X → X ′ be the contraction of C. Then X ′ → Spec A is a resolution, and I is represented on X ′ since we have a morphism X ′ → X 0 . Conversely assume that the natural morphism ψ 1 : X → X 1 to the minimal resolution X 1 with respect to I is not trivial. Then the exceptional set of ψ 1 contains a (−1)-curve C, and the invertible sheaf
Existence of good ideals in two-dimensional normal Gorenstein singularities
The aim of this section is to prove the following, which is the main theorem in this paper.
Theorem 4.1. Let (A, m) be a two-dimensional normal local ring. Then:
(1) There exists a resolution on which p g -cycles exist.
This theorem follows from Propositions 4.2, 4.5 below. We use the notation of the preceding sections. Proof. Applying Theorem 2.8, we have 2 · ℓ A (A/I) = −Z 2 − K X Z. As noted in subsection 2.5, I is good if and only if I 2 = IQ and 2 · ℓ A (A/I) = e 0 (I) for some minimal reduction Q of I. However the condition I 2 = IQ is always satisfied for p gideals by Corollary 3.6. Since O X (−Z) is generated, e 0 (I) = −Z 2 . This completes the proof.
Proof. It suffices to show that
and F is the sum of (−1)-curves. From the exact sequence
On the other hand, it follows from the exact sequence
Remark 4.4. In the situation above, if C ′ ⊂ Y denote the strict transform of C, the equality
and X the minimal good resolution, i.e., E is simple normal crossing and any (−1)-curve intersects at least other three exceptional curves. Then E = E 0 +· · ·+E 3 is star-shaped, where E 0 denotes the central curve, and
, then the strict transform of E contracts to a rational singularity.
Proposition 4.5. There exist a resolution g : Y → Spec A and a p g -cycle Z on Y . Furthermore, such a resolution can be obtained from X by blowing-ups of smooth points of the exceptional set. If Z K X is a cycle (i.e., all the coefficients are integers) and Z K X > 0, then Z can be taken as a p g -cycle satisfying ZK Y = 0.
Proof. Since the intersection matrix is negative definite, there exists an anti-nef cycle W > 0 such that for any E i ,
for every E j ⊂ E. Consider the following exact sequence:
Since −W −(K X +E i ) is nef, it follows from Theorem 2.7 that
is surjective. If O X (−W ) has a base point p ∈ E i , then p should also be a base point of
) has no base points. Thus we obtain that O X (−W ) is generated. Since −W − K X is nef, we have H 1 (O X (−W )) = 0 from Theorem 2.7. Hence the exact sequence
where H 0 is a reduced divisor including no component of E, and that E + H 0 is normal crossing at
; at least the cycle W satisfies this property (but O X (−C 0 ) need not be generated).
i+1 (B i ), and B i+1 = Supp(C i+1 ) ∩ H i+1 . Note that there exists n such that B n = ∅; in fact, such n is not more than the maximal coefficient of
and O Y (−Z) is generated. If Z K X is a cycle and Z K X > 0, then we can take C 0 = Z K X . In this case we obtain that
Let us explain the procedure of Proposition 4.5 by an example. Example 4.6. Let us consider a cone singularity and check the key roles in the proof of Proposition 4.5. Let C be a nonsingular curve of genus g ≥ 2 and put
, and
is generated. Thus we can take W = kE (k ≥ 1) and C 0 = Z K X = 2E. Then B 0 and B 1 consists of −W E = k(2g − 2) points and B 2 = ∅.
Hence we have
The case g = 2 can be realized by A = k[x, y, z]/(x 2 + y 6 + z 6 ). This is graded by deg x = 3, deg y = deg z = 1. If W = E (k = 1) and h = y ∈ H 0 (O X (−W )), then I Z = (x, y, z 3 ) and I Z is a good ideal with multiplicity 6; this is also an Ulrich ideal (see Section 7). Let W = 2E (k = 2) and h = yz ∈ H 0 (O X (−W )). Then I := I Z is a homogeneous ideal and I = (yz, y 4 , z 4 , xy, xz) is a good ideal with multiplicity 16.
Good ideals for non-Gorenstein rational singularities
In this section, we characterize good ideals for rational singularities, which gives a generalization of [5, Section 7] . That is, the following theorem is the main result in this section.
Theorem 5.1. Assume that (A, m) is a two-dimensional rational singularity. Let I be an m-primary ideal of A. Then the following conditions are equivalent:
(1) I is a good ideal, that is, I 2 = QI and I = Q : I for some minimal reduction Q of I. (2) I is an integrally closed ideal that is represented on the minimal resolution. Now let I be a good ideal in a rational singularity (A, m). Then the lemma above implies that I is integrally closed and thus I is represented by some anti-nef cycle Z on some resolution of singularities X → Spec A. Then Z is a p g -cycle on X; see Example 3.3. Before proving that X is minimal, we study properties of p g -cycle for any normal local ring.
We first show that any integrally closed ideal that is represented on non-minimal resolution is not good. We need the following lemma.
Proof. Consider the exact sequence
Since
The implication (1) =⇒ (2) in Theorem 5.1 follows from the following proposition and Lemma 2.4. Proposition 5.3. Assume that Z is a p g -cycle on X and there exists a (−1)-curve E 1 such that ZE 1 = −a < 0. Let φ : X → X ′ be the blowing-down of E 1 and Z ′ = Z − aE 1 . Consider the following conditions: 
Proof. Note that
is generated if and only if so is O X ′ (−φ * Z). From the spectral sequence, we have that
Therefore the conditions (1) and (2) are equivalent. Consider the exact sequence
If (1) is satisfied, then the natural homomorphism α :
is surjective, and (3) holds. If a = 1, the following three conditions are equivalent:
•
Since the non-triviality of α implies that O X (−Z ′ ) has no fixed components in E, (3) implies (1) .
Assume that Z ′ is a p g -cycle on X. Then Z + Z ′ is also a p g -cycle on X by Theorem 3.5. The following sequence is obtained from (2.3).
If (A, m) is rational, then Z ′ is a p g -cycle from Example 3.3. In what follows, we prove (2) =⇒ (1) in the theorem.
Lemma 5.5. Assume that (A, m) is rational and that f : X → Spec(A) is minimal. Let D 1 and D 2 be effective cycles. Suppose that they have no common irreducible components and
Assume that A is a rational singularity. Let Z > 0 be an anti-nef cycle and I = H 0 (O X (−Z)). Let Q be a minimal reduction of I. From the Koszul complex associated with generators of Q (cf. (2.3)) , we obtain the exact sequence
This implies the exact sequence
Proposition 5.6. Assume that (A, m) is rational and that f : X → Spec(A) is minimal. Let Z > 0 be an anti-nef cycle on X and I = I Z . Then I 2 = QI and Q : I = I.
Proof. By Proposition 3.6, it suffices to show that Q : I ⊂ I. Let h ∈ Q : I and 
from (2.2). Since H 1 (C) = 0, it follows from Lemma 5.5 that the map
is not trivial; however, since hI ⊂ Q, the exact sequence (5.1) implies that the map h 1 should be trivial. Therefore, D 1 = 0.
Number of minimal generators of integrally closed ideals.
The aim of this section is to study the number of minimal set of generators for integrally closed ideals in A. In what follows, let M denote the maximal ideal cycle of a given resolution of singularities f : X → Spec A; see [22, Definition 2.11] .
Furthermore, we always assume that an integrally closed m-primary ideal I = I Z is represented by Z. Theorem 6.1. Let (A, m) and f : X → Spec A be as above. Let I = I Z be an integrally closed m-primary ideal and mO X = O X (−M). Then we have an inequality
More precisely, if we choose general elements f ∈ m and g ∈ I, then we have Proof. In the proof, we write h 1 (−Z) instead of h 1 (O X (−Z)) for any anti-nef cycle Z on X. Note that µ A (I) = ℓ A (I/Im) ≥ ℓ A (I/Im) and Im = I M +Z . By RiemannRoch formula 2.8, we have
It follows that
Hence the theorem follows from Proposition 2.6.
Example 6.2. Assume one of the following conditions below:
Then µ A (I Z ) = −MZ + 1. Actually, if we assume any of 3 conditions, then we get Im = Im = f I Z + gm (cf. Theorem 3.5).
Corollary 6.3. If A is a rational singularity and I is an integrally closed m-primary ideal, then µ A (I) = −MZ + 1.
Example 6.4. Assume that the exceptional set of the minimal resolution of Spec A consists of one curve E ∼ = P 1 with E 2 = −r. Then µ A (I) of integrally closed ideal I is of the form µ A (I) = nr + 1 for some positive integer n. If A is a simple elliptic singularity of e 0 (m) = r ≥ 3, then µ A (I) = nr + 1 or nr for every integrally closed ideal I. Actually, if I = I Z for some anti-nef cycle on X and if we denote f : X → X 0 , where X 0 is the minimal resolution, then −MZ = −f * (Z)E = nr, where E is the unique elliptic curve on X 0 . 7. Ulrich ideals of minimally elliptic and simple elliptic singularities.
Let (A, m) be a Cohen-Macaulay local ring with infinite residue field, and let I be an m-primary ideal of A and Q a minimal reduction of I. Then I is called an Ulrich ideal if I 2 = QI and I/I 2 is A/I-free. When A is Gorenstein, I is an Ulrich ideal if and only if it is a good ideal and µ A (I) = dim A + 1; see also subsection 2.5. Thus in the Gorenstein case, we can regard Ulrich ideals as typical example of good ideals. In [6, 7, 8] , the last two authors classified all Ulrich ideals for simple singularities and two-dimensional rational singularities. So the following problem is natural.
Problem 7.1. Let A be a two-dimensional normal local ring. Classify all Ulrich ideals of A.
In this section, we will prove non-existence theorem for minimally elliptic singularities (namely, Gorenstein rings with p g (A) = 1) with high multiplicity and we will complete solution for Problem 7.1 in the case of simple elliptic singularities. Note that in our case, Ulrich ideal I is a good ideal with µ A (I) = 3.
First, by Lemma 2.4 and Proposition 3.6, we have the following.
Proposition 7.2. Let I be a good ideal and assume
. Then I and I 2 are integrally closed. (1)
Let us recall some fundamental facts for minimally elliptic singularities. Let Z f be the fundamental cycle and e = −Z
Moreover, m n are integrally closed for all n ≥ 1 if e ≥ 3; see Laufer [11] .
Lemma 7.4. Let (A, m) be a minimally elliptic singularity of degree e ≥ 3. Then
Proof. Let Q be a minimal reduction of m. Since p g (A) = 1, we have ℓ A (m 2 /Qm) ≤ 1. As A is Gorenstein with e 0 (m) ≥ 3, we must have m 2 = Qm. In particular, m is not a p g -ideal and h 1 (O X (−M)) = 0. Hence ℓ A (m 2 /Qm) = 1 and m 2 is integrally closed by the previous remark. Also by Riemann-Roch Theorem 2.8 for
The following lemma plays an essential role.
Lemma 7.5. Let (A, m) be a minimally elliptic singularity and let I be an m-primary ideal such thatĪ is represented by some cycle Z on a resolution X of Spec A and assume that I 2 = QI. Then I is a good ideal if and only if one of the following cases occurs:
(
Proof. Since A is Gorenstein, I is good if and only if I 2 = QI and e 0 (I) = 2·ℓ A (A/I). The result follows from Lemma 2.4 and Riemann-Roch Theorem 2.8.
Next, let us discuss how far is an Ulrich ideal from integrally closed. Lemma 7.6. Let A be a minimally elliptic singularity of degree e ≥ 2. If I is an Ulrich ideal of A, then ℓ A (Ī/I) ≤ 1.
Proof. We saw a good ideal is integrally closed if I is a p g -ideal in Proposition 7.2. Hence we may assume thatĪ = I Z with h 1 (O X (−Z)) = 0 on some resolution X. Now, by 6.1, µ(I Z ) ≥ −MZ, where M is the maximal ideal cycle on X. Now let X 0 be the minimal resolution of Spec A and f : X → X 0 be the contraction. Then we know that M = f * (M 0 ) and
and we get the desired inequality.
Theorem 7.7. Let A be a minimally elliptic singularity of degree e ≥ 2.
(1) If e ≥ 5, then A has no Ulrich ideals. Remark 7.8. Let A be a minimally elliptic singularity of degree e = 4. Then it is known that A is a complete intersection of codimension 2. Now, let I be an m primary ideal generated by 3 elements among the minimal generating system of m containing some minimal reduction Q of m. Then we can show that I is an Ulrich ideal. Let E = f −1 (m), where f : X → Spec A is the blowing up of the maximal ideal. Now, consider the family of ideals I generated by 3 elements among the minimal generating system of m. Then the condition I contains a minimal reduction of m is equivalent to say that the generators of I have no common zero on E as sections of a line bundle mO X . Hence the family of such ideals forms an open subset of P 3 = P(m/m 2 ). If I is an Ulrich ideal, thenĪ = m by Theorem 7.7. 
2 ) and I = (x, y, z) is an Ulrich ideal withĪ = I Z .
In the following, let (A, m) be a simple elliptic singularity of degree e (see Section 2) . Let us classify all of the Ulrich ideals of those rings. Also, let I be an m-primary ideal and Q its minimal reduction. We assume IO X = O X (−Z) for some resolution X so thatĪ = I Z = H 0 (X, O X (−Z)) is the integral closure of I. Now we state our classification. The ones with ℓ A (A/I) = 2 (resp. ℓ A (A/I) = 3) are parametrized by E 0 (resp. P 1 \{3 points}) and there are exactly 3 Ulrich ideals with ℓ A (A/I) = 4.
Incidentally, A is not a hypersurface or complete intersection if and only if e ≥ 5. This raises the following Question. Proof of Theorem 7.10. The cases with e ≥ 4 are treated already in Theorem 7.7. So we may assume that e ≤ 3. In the following, let I be an Ulrich ideal of A with I = I Z for some anti-nef cycle Z on some resolution X → Spec A. Let f : X → X 0 be the contraction, and put f * (Z) = nE 0 .
(3) If e = 3, and I = I Z is a p g -ideal, then by Example 6.2, µ A (I) ≥ 4. Hence, we may assume I Z is not a p g -ideal. If n ≥ 2, then µ A (I Z ) ≥ 6 by Theorem 6.1 and thus by Lemma 7.6, µ A (I) ≥ 5. Hence n = 1 and K X Z ≤ K X 0 E 0 = 3. By Lemma 7.5, we have K X Z = 2 and I is integrally closed. Since K X Z = 2, we need exactly one blowing-up from X 0 and hence we may assume that f is the blowing up of a point P on E 0 and Z = f * (E 0 ) + E, where E = f −1 (P ). In this case, ℓ A (A/I Z ) = 2. Such I is determined by P ∈ E 0 . Now let us show that such I = I Z is actually an Ulrich ideal. Since ℓ A (A/I) = 2 and e 0 (I) = −Z 2 = 4, we have only to show that I 2 = QI for a reduction Q of I. For that purpose, we need to show that I 2 is not integrally closed; see Remark 7.3. Now, by Riemann-Roch Theorem 2.8, we get ℓ A (A/I 2 ) = 7. On the other hand, since I is generated by m 2 and 2 linear forms, ℓ A (A/(I 2 +m 3 )) = 7. Hence if
This contradicts the fact 3f * (E 0 ) ≥ 2Z. (4) Next, assume e = 2. IfĪ = I Z is a p g -ideal, then by Lemma 7.5, we have I Z =Ī = I and K X Z = 0. Also µ A (I) ≥ 2n + 1 and hence n = 1. Then the cases (b), (c) of the theorem occur. Actually, we know thatÂ
, where φ(y, z) is a homogeneous polynomial of degree 4 in (y, z). Take any linear form l ∈ I. We may assume that l is a form of y and z. If l is not a factor of φ, then the line l = 0 intersects with E 0 in 2 points P 1 , P 2 . Let f : X → X 0 be the blowing up of these 2 points, let E i = f −1 (P i ). and Z = f * (E 0 ) + E 1 + E 2 , then we get the case (b). If l is a factor of φ, then l = 0 intersects E 0 at a point P with multiplicity 2. Let f : X → X 0 be the blowing up of P , let E i = f −1 (P ) and Z = f * (E 0 ) + 2E, then we get the case (c). The ideal is I = (l, x, (y, z) 2 ) in case (b) and I = (l, x, (y, z) 3 ) in case (c). Next assume thatĪ = I Z is not a p g -ideal. By Lemma 7.5, we have K X Z = 2(1 + ℓ A (Ī/I)). Also, Theorem 6.1 and Lemma 7.6 imply that
Hence n ≤ 2 and K X Z ≤ 2n. If turns out that we have K X Z = 2n in case n = 1, 2 and we get the cases (a),(d).
In the case
, the Ulrich ideals are calculated in Example 7.14 using the theory of simple singularities.
(5) Finally let us treat the case e = 1. In this case, mO X 0 has a base point and let X 1 be the blowing up of the base point. We choose X 1 as starting point. The exceptional set of X 1 is E 0 ∪E 1 , where E 0 is an elliptic curve with
Let I be an Ulrich ideal of A withĪ = I Z , f : X → X 1 be contraction and we put f * (Z) = aE 0 + bE 1 . Hence −Mf * (Z) = b and
First assume that I Z is a p g -ideal. Then from µ(I) = 3, we get b = 2. Here if a = 1, K X 1 f * (Z) = 0 and Z = M, I = m. If a = 2, we get the ones with ℓ A (A/I) = 3, 4.
Actually, we can assumeÂ
, where φ is a homogeneous polynomial of degree 3 with no multiple roots. Since a ≥ 2, I is contained in (x, y, z 2 ). Take any linear form l ∈ I. We may assume that l is a form of y and z 2 . If l is not a factor of φ, then l = 0 defines 2 points P 1 , P 2 on E 0 . Let f : X → X 1 be the blowing up or P i and put F i = f −1 (P i ) (i = 1, 2). Then putting Z = f * (2E 0 + 2E 1 ) + F 1 + F 2 , we get K X Z = 0 and I Z is an Ulrich ideal of ℓ A (A/I Z ) = 3. If l is one of 3 factors of φ, then l = 0 intersects E 0 at the points P with multiplicity 2. Let f : X → X 1 be the blowing up or P and put F = f −1 (P ) . Then putting Z = f * (2E 0 + 2E 1 ) + 2F , we get K X Z = 0 and I Z is an Ulrich ideal of ℓ A (A/I Z ) = 4. Then assume that h 1 (−Z) = 0 with f * (Z) = aE 0 + bE 1 . Then by Example 6. Example 7.12. Let (A, m) be the local ring of the vertex of the cone over smooth cubic curve E 0 ⊂ P 2 k . Then A is a simple elliptic singularity of degree e = 3. The minimal resolution X 0 of A is obtained by blowing-up of the maximal ideal and the exceptional set is E 0 with E 2 0 = −3. Take a line l = 0 in P 2 k intersecting with E 0 at 3 distinct points P 1 , P 2 , P 3 . Let π : X → X 0 be obtained by blowingup these 3 points. We denote E i = π −1 (P i ) the corresponding exceptional curve (i = 1, 2, 3) and we denote E 0 the elliptic curve. Put Z = E 0 + 2(E 1 + E 2 + E 3 ). Then O X (−Z) ⊗ O E 0 ∼ = O E 0 and actually, we get h 1 (O X (−Z)) = 1. If we put I = H 0 (X, O X (−Z)), then I is generated by m 2 and the linear form l and I is a good ideal with e(I) = 6 and ℓ A (A/I) = 3. Since µ A (I) = 4, I is not an Ulrich ideal. (1) m = (x, y, z) is an Ulrich ideal of colength 1 with minimal reduction Q = (y, z). (2) If we put I = (x, y + εz, z 2 ) for some ε ∈ C, then I is an Ulrich ideal of colength 2 with minimal reduction Q = (y + εz, z 2 ). (3) If we put I = (x, y + εz, z
3 ) for some ε ∈ C with ε 4 = −1, then I is an Ulrich ideal of colength 3 with minimal reduction Q = (y + εz, z 3 ). (4) I = (x, y 2 , z 2 ), (x, y 2 ± z 2 , yz) are Ulrich ideals of ℓ A (A/I) = 4 and I = m 2 = (x, y 2 , yz, z 2 ).
We know that any diagonal hypersurface admits an Ulrich ideal if some exponent is an even number. How about the case that all exponents are odd numbers? , where n ≥ 2 be an integer. Then A has an Ulrich ideal I = (x + y + y 2 + · · · + y n−1 , y n , z). Actually, if we put Q = (x + y + y 2 + · · · + y n−1 + y n , z), then it is a minimal reduction of I such that I 2 = QI and ℓ A (A/Q) = 2 · ℓ A (A/I) = 2n. Note that if n = 2, then A is a simple elliptic singularity of degree e = 3.
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