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Chapter 1
Introduction
1.1 Purpose of this work
In this thesis, we wish to study classical field theories that do not admit an action principle, imply-
ing that their formulation is entirely in terms of equations of motion. All kinds of dynamical field
equations could obviously be written down, but we would like to study only a subset that satisfies
a certain number of restrictions. First of all, we want the equations of motion to be covariant under
the Poincare´ group, locally when the theory is coupled to general relativity or rigidly when it is
not. Secondly, we ask the theory to be supersymmetric, which is the property that it is invariant
under a certain interchange of fields corresponding to bosonic and fermionic particles. Finally, we
will only consider equations of motion with at most two derivatives.
In the theories that we want to consider, supersymmetry is realized on the mass-shell, meaning
that the closure of the algebra is only guaranteed on all the fields when they satisfy the equations
of motion. Hence, we can use supersymmetry as an organizing principle to build field equations
governing the dynamics, prior to the construction of an action. We will find that the supersymmetry
algebras previously considered in the literature, allow for a larger set of theories than the ones
that can be formulated in terms of a Poincare´-invariant and supersymmetric least action principle.
These theories can first of all admit a broader class of potentials. A second important generalization
lies in the fact that these theories can describe more general geometries. More precisely, the scalar
fields of a so-called nonlinear sigma model can be interpreted as coordinate functions on a certain
manifold, called the target space. Supersymmetry restricts the allowed spaces, but we will find that
for a theory that does not admit a Lagrangian description, these target spaces can be more general.
Hence, we can use techniques from theoretical physics (like e.g. superconformal tensor calculus)
to deduce new geometrical results.
The existence of such theories raises some conceptual problems, the most important being the
embedding in string theory, which is believed to be the fundamental theory governing all physics.
A first (partial) answer to this question will also be presented in this thesis, as we will show in an
easy example how dimensional reduction of a theory with action can yield a theory without. More
specifically, we will discuss the construction of a massive nonchiral (i.e. type IIA) supergravity in
ten dimensions via a Scherk-Schwarz reduction on the equations of motion of eleven-dimensional
supergravity (i.e. classical M-theory). Moreover, we will present a simple method to construct
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supersymmetric solutions to this IIA theory.
1.2 The origin of field theories and supersymmetry
In classical mechanics, the motion of a particle subjected to conservative forces, generating a
potential V , can be described using the least action principle. This means that the orbit of the
particle will be such that the kinetic minus the potential energy computed along the trajectory is
minimized. More explicitly, parametrizing a trajectory as ~x : R → R3 : t 7→ ~x(t), the action S of
a particle with mass m and potential V reads
S[~x] =
∫
dt
[1
2
m
(
~˙x(t)
)2
− V (~x(t))
]
, (1.1)
with ~˙x(t) ≡ d~x(t)/dt. The orbit should therefore satisfy the following differential equation in
order to extremize the action,
−δS[~x]
δ~x(t)
= m
d2~x(t)
dt2
+ ~∇V (~x(t)) = 0 . (1.2)
This formulation of the classical mechanics of point particles is important in itself. Moreover, the
least action principle plays a central role in modern theoretical physics, due to the existence of a
conceptually very appealing quantization method, called path integral quantization. The central
idea, originally from Dirac [1] and elaborated by Feynman [2] is that the transition amplitude
< ~xf , tf |~xi, ti > of the above mentioned particle can symbolically be written as
< ~xf , tf |~xi, ti >=
∫
D~x(t) exp
(
i
~
∫ tf
ti
dt
[1
2
m
(
~˙x(t)
)2
− V (~x(t))
])
, (1.3)
where the integration is over all possible trajectories starting at ~xi on t = ti and ending at ~xf on
t = tf .
Lagrangians that are functionals of fields can similarly be used to describe the classical me-
chanics of extended systems with continuously distributed degrees of freedom, like e.g. strings.
Moreover, in case we want to combine the special theory of relativity with quantum mechanics,
we are naturally led to quantum field theories, see e.g. [3]. Since the path integral quantization
method carries over to the quantization of fields, the least action principle for field theories gained
even more importance due to this quantization process. An important class of field theories that is
widely used for quantum mechanical purposes is that of the so-called (non-Abelian) gauge theories
(Yang-Mills theories) that are invariant under the local action of a (non-Abelian) group.
By now, the ‘standard model’ in quantum field theory, which is a gauge theory with gauge
group SU(3) × SU(2) × U(1), is used to describe the electro-weak and the strong interactions.
Although the theory has been tested to a remarkable precision (hence its name), there are still
some conceptual problems to be unravelled. In this introduction, we will mainly focus on the
problem of mass scales in the standard model, as it can be used to motivate the introduction of a
new invariance, called supersymmetry.
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The SU(2) × U(1) symmetry in the standard model has to be broken to a diagonal U(1), and
the conventional way to do this is by giving a charged scalar field a nonzero vacuum expectation
value. In this Brout-Englert-Higgs mechanism, the fluctuations around the expectation value of
the scalar (the so-called Higgs field) yield a mass for the gauge field. However, the problem with
this is that in order to give the W- and Z-bosons their observed masses, the bare mass of the Higgs
has to be remarkably small, i.e. many orders of magnitude below its renormalized (natural) value.
This is referred to as the gauge hierarchy problem.
A very elegant way to make quantum field theories more tractable and to introduce more math-
ematical structure is the inclusion of a symmetry between bosons and fermions, called supersym-
metry. A generator of such a symmetry has to commute with the Hamiltonian and has to transform
bosonic into fermionic states (and vice versa). Due to the spin-statistics theorem [4], these genera-
tors have to combine in a spinorial representation of the Lorentz group. Moreover, the representa-
tion has to have spin 1/2 as higher spin generators would lead to trivial theories [5].1 The defining
relation for supersymmetry generators is the following anticommutator
{Qiα, Qβj †} = 2δijσµαβPµ . (1.4)
In this equation, Q denotes the supersymmetry annihilation operator, while Q† is the hermitian
conjugated creation operator. The indices α, β are chiral spinor indices, while i, j = 1, . . . ,N refer
to the number of spinors of supersymmetry generators. The matrices {σµ} denote { , σi} where
{σi} are the Pauli matrices. The (conserved) vector quantity P should be the energy-momentum
4-vector as otherwise, the theory would again become trivial [5].
Consider now as an example a field theory of a complex scalar field ϕ. Due to supersymmetry,
the self interaction would be related to interactions of its supersymmetric fermionic partner ψ. The
same holds for gauge theories. For every gauge field Aµ, supersymmetry instructs us to introduce
a (chiral) fermion λ, called the gaugino. Due to these stringent relations between bosons and
fermions, the renormalization of supersymmetric theories simplifies drastically. To see this, note
e.g. that in a supersymmetric theory, every scalar particle |ϕ > with a mass m 6= 0 has a fermionic
partner Q|ϕ > of the same mass. As the mass of a fermion can only diverge logarithmically, while
that of a scalar can run to infinity in a quadratic way, the latter divergences have to cancel in a
theory with supersymmetry realized at the quantum level. These cancellations occur at every order
in perturbation between diagrams involving bosons and diagrams involving virtual fermions.
Another simplification has to do with the vacuum energy. As the vacuum has zero three-
momentum P i = 0, (1.4) implies that a supersymmetric vacuum state |0 > has zero energy as (1.4)
yields
< 0|H|0 >= 0 . (1.5)
Hence, in a supersymmetric theory, the positive contributions to the vacuum energy of the bosonic
fields are cancelled exactly by the negative contributions of the fermions.
To conclude, let us briefly comment on the rather obvious fact that theories with more super-
symmetry are more restricted. For instance, N = 4 Yang-Mills theory has vanishing β functions,
1The reason is that the Coleman-Mandula theorem [5] rules out any higher spin conservation laws, which would
appear in the right-hand side of (1.4).
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implying that the theory appears to be exactly conformally invariant. This observation has pro-
found consequences in string theory [6]. Moreover, the Montonen-Olive conjecture that stated
originally [7] that the Lagrangian field theory ‘dual’ to the Georgi-Glashow model would posses
electric monopole solutions analogous to the BPS monopole, was proven in the context of this
N = 4 super Yang-Mills theory [8].
The introduction of supersymmetry moreover yields a solution to the hierarchy problem. In
a supersymmetric standard model, the Higgs would be one of many scalar fields present in the
theory. As already noted, the masses of these scalars would only be renormalized multiplicatively
(as they diverge logarithmically). If supersymmetry would be broken in such a way as to give
mass differences of a few hundred GeV between the quarks and leptons and their (still unobserved)
bosonic partners, this would yield a Higgs particle with the correct mass [9–11].
In the case of massive particles in four dimensions, the spin is the value of the Casimir of
the little group, while the helicity of a massless particle is the charge under the only generator
of that group. It is a basic fact about supersymmetry [12] that acting on a state of definite spin
(helicity) changes the spin (helicity) by 1/2. Hence, it turns out that in the absence of gravity (i.e.
where the maximum spin (helicity) is 1), the maximum number of supersymmetric generators is
16, while in the presence of gravity (thus with maximum spin (helicity) equal to 2), this number is
32. In the former, supersymmetry is a global symmetry, while in the latter, it appears to be gauged.
Hence, the maximal dimension for a rigid supersymmetric theory is d = 10, while in the case of
local supersymmetry (called supergravity), the maximal dimension turns out to be d = 11. The
reason why a supersymmetric theory with gravity admits local supersymmetry is that the graviton,
which is the gauge field for coordinate transformations, always forms a multiplet2 with at least one
fermionic field of helicity 3/2, called the gravitino. And, it turns out that this field is the gauge
field for supersymmetry.
Although supersymmetry improves the renormalization properties of a theory, supergravities
still are not renormalizable. Hence, in order to unify all elementary particle interactions, we might
need a new principle. One of the best candidate theories to yield a quantum description of all forces
is called string theory. There, elementary particles are considered to be extended in one dimension.
More precisely, the theory is defined through a conformal nonlinear sigma model defined on a two-
dimensional Lorentzian surface, called the world-sheet of the string. The target space in that theory
is interpreted as our space-time. In quantizing the theory, supersymmetry again plays an important
role as it is used to eliminate a nonphysical (tachyonic) mode from the spectrum.
String theory thus differs fundamentally from supergravity, but it still yields effective field the-
ories describing the low-energy behaviour. Let us briefly explain this remark [13]. For simplicity,
we will consider the bosonic string but the construction can be extended to the supersymmetric
case. As we already mentioned, the scalars in a nonlinear sigma model are coordinate functions
on the target space and mostly, the fundamental object defined on that space is the metric gXY ,
where X and Y label the scalar fields. However, in string theory it turns out that it is necessary that
we also introduce on the target space an antisymmetric two-tensor BXY called the Neveu-Schwarz
two-form and a real scalar function Φ called the dilaton. The role of ~ is played by the only free
parameter in string theory, named α′, which is inversely proportional to the tension of the string.
2A multiplet is a set of fields transforming into each other under supersymmetry.
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The string action then reads
S = 1
4πα′
∫
M
d2σ
√−h[hµνgXY (ϕ)∂µϕX∂νϕY + i εµνBXY (ϕ)∂µϕX∂νϕY + α′R(ϕ)Φ(ϕ)] .
(1.6)
This nonlinear sigma model is defined on a two-dimensional surface M with Lorentzian metric
h, while ε is the two-dimensional Levi-Civita symbol (volume-form) with curved indices, see
Appendix B. R denotes the target space Ricci scalar (computed from the target space Levi-Civita
connection corresponding to the metric g). The two-form admits an Abelian gauge symmetry, with
a target space one-form ξ as gauge parameter,
δBXY (ϕ) = 2∂[XξY ](ϕ) , (1.7)
which adds a total derivative to the Lagrangian. The corresponding gauge-invariant field strength
reads HXY Z = 3∂[XBY Z]. It is well-known that the theory (1.6) admits a classical conformal
invariance, generated by the trace of the energy-momentum tensor, which is however anomalous.
In the simplest case of a flat target space (i.e. gXY equals the Minkowski metric ηXY , and BXY =
Φ = 0), the conformal anomaly disappears at leading order in α′ when the dimension of the target
space is 26. For the quantum theory of (1.6) in a general background, the trace of the energy-
momentum tensor can be expanded as follows
Tµ
µ = − 1
2α′
βgXY h
µν∂µϕ
X∂νϕ
Y − 1
2α′
i βBXY ε
µν∂µϕ
X∂νϕ
Y − 1
2
βΦR . (1.8)
Hence, up to quadratic order in α′, we find [13]
βgXY = α
′RXY + 2α′DXDYΦ− α
′
4
HXVWHY
VW +O(α′2) ,
βBXY = −
α′
2
DZHZXY + α
′DZΦHZXY +O(α′2) , (1.9)
βΦ =
d− 26
6
− α
′
2
✷Φ + α′DXΦDXΦ− α
′
24
HXY ZH
XY Z +O(α′2) ,
where d is the dimension of the target space and the derivatives are covariant with respect to the
target space Levi-Civita connection. If we want to have conformal invariance, we thus need to set
the above expressions to zero,
βgXY = β
B
XY = β
Φ = 0 . (1.10)
These functionals (when truncated at order α′2) are the equations of motion of gravity in 26 di-
mensions coupled to a two-form gauge potential and a scalar field. Hence, quantizing string theory
leads in a natural way to equations of motion for the background fields and these are the equa-
tions of a regular field theory, when we can trust the α′ truncation. Similar considerations for
local N = 1 two-dimensional nonlinear sigma models, i.e. superstring theory, lead to the equa-
tions of motion of ten-dimensional supergravities. Therefore, it is often stated that supergravity is
the low-energy effective theory that describes string theory. Note that the equations of motion of
IIB supergravity cannot be generated from a standard action principle, due to the appearance of a
self-dual four-form gauge field.
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1.3 On-shell realizations of supersymmetry
The standard representation of a set of symmetries on (classical) fields is a so-called off-shell
realization. This means that the algebra of generators closes without having to impose dynamical
constraints (equations of motion) on the fields. In supersymmetric theories, an on-shell realization
is also possible. This implies that in the right-hand side of the anticommutator (1.4), a nonclosure
functional of the fields appears that is second order in the derivatives.3 Hence, by computing the
supersymmetry algebra, we can construct classical equations of motion.
It turns out that these dynamical constraints are not always integrable, meaning that it is not
always possible to find a supersymmetric and Poincare´-invariant action functional for which these
field equations would describe the stationary points. At first sight, one could think of discarding
such theories as they cannot be quantized in a standard fashion. We think however that because
these generalizations of known classical field theories appear naturally in the framework of su-
persymmetry, we should first study their consequences before deciding on their fate. Moreover,
we will show that at least some of these theories can consistently be embedded into string theory,
which makes the need for a quantization scheme less urgent or even unnecessary.
Let us be more precise about this point. Superstring theory is only well-defined in ten space-
time dimensions and its low-energy behaviour is described by ten-dimensional supergravity. How-
ever, as our universe appears (at least locally) to be four-dimensional, we have to think of ways
to confine physics to these four dimensions. One possibility is the Kaluza-Klein dimensional re-
duction process, which boils down to the idea that the six other dimensions are compact implying
that (four-dimensional) low-energetic fluctuations are constant along the compact directions. Ex-
amples exist of a generalization of such a procedure that yields lower-dimensional equations of
motion without an action [14, 15]. Hence, such theories without actions describe the low-energy
behaviour of a supergravity, that itself describes a particular sector of string theory.
Something similar is encountered in the Randall-Sundrum scenarios, where we are thought of
as living on a four-dimensional defect of a higher-dimensional space [16, 17]. The four-dimen-
sional theory found by integrating out the bulk fields in the path integral is highly nonlocal and
is used as an effective theory, while the higher-dimensional theory is local and serves as the more
fundamental theory, see e.g. [18]. These Randall-Sundrum scenarios are moreover historically one
of the main reasons why the theories discussed in Chapters 3 and 4 are five-dimensional.
The study of these on-shell generalizations of supersymmetry can also be valuable in a math-
ematical context. To see this, let us first return to the standard case in which an action exists. If
a multiplet contains one or more scalar fields, this sector of the theory might be described by a
nonlinear sigma model. In such a theory, the kinetic energy in the Lagrangian is field-dependent
in the following way
S = −1
2
∫
ddx gXY (ϕ)∂µϕ
X∂µϕY . (1.11)
Similar to our discussion of the string theory action, g denotes the target space metric. The equa-
tions of motion originating from (1.11) then read
✷ϕX ≡ ∂µ∂µϕX + ΓY ZX∂µϕY ∂µϕZ = 0 , (1.12)
3More specifically, it is second order on the independent components of the fields.
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in which Γ denotes the Levi-Civita connection. If we directly consider the above equations of
motion, the torsionless connection appearing in (1.12) can also be affine, meaning that it does not
have to preserve a metric under parallel transport. Hence, a nonlinear sigma model with action
admits a target space with a metric, while a similar theory without a Lagrangian description can
have a more general target space.
Supersymmetry moreover constrains the possible target spaces of the theory. It turns out that
in theories with more than eight supercharges, only a discrete number of allowed target manifolds
exists. Subtleties aside, it can be stated that such a theory is completely fixed once the number of
multiplets is known. In theories with eight supersymmetries, there is more freedom in the sense that
the metric can continuously be deformed without breaking the supersymmetry. In theories with
even less supersymmetry, there is still more freedom for the choice of the target space. Hence,
theories with eight supercharges are special in the sense that the target space geometry can be
continuously deformed, although the huge amount of symmetries is very restrictive. In the present
work, we will show that such theories can admit more general target spaces than previously consid-
ered in the literature [19, 20] if the equations of motion are not derivable from an action principle.
This will be similar in spirit to the generalization by (1.12) of the theory in (1.11). Moreover, these
remarks will allow us to use physical methods to derive new mathematical relations between the
target space manifolds. Note that these spaces are used as well in conformal quantum mechanics,
describing e.g. the moduli space of certain black hole configurations [21].
1.4 Content
In the present work, we will thus consider supersymmetric classical field theories that are formu-
lated in terms of equations of motion rather than in terms of actions. We will discuss how these
theories can be constructed in a systematic way and will point out precisely what are the general-
izations with respect to the corresponding theories that can be described using a Lagrangian.
The content of this thesis is as follows. In Chapter 2 the necessary mathematical and physical
concepts will be introduced. In Chapter 3 we will discuss two examples of on-shell realizations of
rigid N = 2 super-Poincare´ theories. We will discover that these theories allow for more general
target spaces and can have more general potentials [22, 23]. Chapter 4 will be a similar discussion
in the context of local N = 2 supersymmetry. However, since these theories are much more
elaborate than the rigid ones, we will use the so-called superconformal tensor calculus to construct
them. This will lead us to a few new results. We will again show that the nonlinear sigma models
can be made more general, we will point out new relations between different types of so-called
quaternionic-like spaces and we will present the most generalN = 2 supergravity with vector- and
hypermultiplets in five dimensions [22, 24, 25]. In Chapter 5, we will show how similar theories
without action can be constructed from generalized dimensional reduction. More precisely, we
will point out that we can use Scherk-Schwarz dimensional reduction to retrieve a certain ten-
dimensional supergravity that does not possess a Lagrangian formulation. We will discuss how
the supersymmetry transformation rules can be derived from this dimensional reduction process
and we will construct supersymmetric solutions [26]. We will conclude in Chapter 6 by listing
some possible directions for future research. We have added three Appendices. In Appendix A,
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we will list the basic properties of spinors in diverse dimensions. The Appendix B contains our
conventions while Appendix C is a re´sume´ in Dutch.
From the above, it must be clear that we will mostly be considered with the construction of
these on-shell theories. We will point out what are the generalizations, but will most often not
go into any detail concerning the possible applications. We will however make two exceptions.
In Chapter 4, we will discover new relations between hypercomplex and quaternionic manifolds
and between hyperka¨hler and quaternionic-Ka¨hler manifolds. In Chapter 5, we will show that
because of the fact that theories without action allow for more general potentials, we can find a
cosmologically interesting de Sitter solution to this ten-dimensional supergravity, a fact that has
proven to be very hard in more ‘regular’ supergravities [27], although other exceptions exist [28,
29].
Let us conclude by stating that it is our believe that theories that do not obey an action principle
can only be discarded as unphysical if string theory prohibits their existence. We can only hope
of discovering such a conclusive answer if we are prepared to study the consequences of these
generalized on-shell supersymmetric theories.
Chapter 2
Preliminaries
In this chapter, we will discuss the necessary background to study supersymmetric theories. In the
starting Section 2.1, we will repeat some standard results from basic differential geometry. We
will set the stage by giving the definition of a manifold and of a bundle. We will subsequently
introduce the concept of a connection to define parallel transport, and use it to discuss the inte-
grability of G-structures, which will prove to be very useful in characterizing different types of
manifolds. Next, we will introduce complex manifolds, quaternionic-like manifolds, spin mani-
folds and manifolds of special holonomy, which will all play a prominent role in supersymmetric
theories. In Section 2.2, we will discuss the N = 2 super-Poincare´ algebra, since this is the su-
peralgebra we will most of the time be concerned with. To give a flavour of the subject, we will
subsequently give an easy example of how supersymmetry constrains the target space geometry of
two-dimensional nonlinear sigma models. Finally, we will introduce the Batalin-Vilkovisky for-
malism in Section 2.3, since it is a very elegant way to keep track of the requirements posed by the
introduction of an action.
2.1 Differential geometry
2.1.1 Manifolds
For completeness, we will start this section by giving some basic definitions.
Definitions
Definition 1 Consider a set X, an index set I , let i ∈ I , a set A of subsets Ui of X called open
subsets. X is then called a topological space if it admits the following properties:
1. X ∈ A and ∅ ∈ A.
2. For J ⊂ I , ⋃j∈J Uj ∈ A.
3. For K ⊂ I a finite subset, ⋂k∈K Uk ∈ A.
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To be able to introduce the definition of a manifold in a rigorous way, we need the more restrictive
notion of a topological manifold. This requires some basic concepts from topology, which can be
found in e.g. [30].
Definition 2 A topological manifold is a topological space that is Hausdorff, satisfies the second
axiom of countability and is locally homeomorphic to Rn for some value of n.
The value of n is called the (real) dimension of the topological manifold.
Definition 3 Consider an index set I , a topological manifold X of dimension n, Ui are (some)
open sets of X , and a set of bijective maps xi between Ui and an open set in Rn. X is called a Cr
n-dimensional manifold if it exhibits the following properties:
1. Ui cover M, i.e.
⋃
i∈I Ui = M .
2. If Ui ∩ Uj 6= ∅, then the map xix−1j : xj(Ui ∩ Uj)→ xi(Ui ∩ Uj) is a Cr map1 between two
open sets in Rn.
The functions xi are called coordinates or coordinate functions while xix−1j are named transition
functions. The set of sets {Ui} is called an open covering of M , also known as an atlas, while Ui
is called a chart. We will only consider C∞ manifolds, call them (differentiable) manifolds and we
will denote them by M .2 The set of functions on M is called F(M). Later on, we will introduce
more structure on the manifold, like e.g. a metric, a complex structure, a connection, etc. Hence,
if we will use the word ‘manifold’, we will refer to the above definition together with all necessary
structure on the space.
A curve c on M is a map from the real numbers to the manifold, i.e. c : I ⊂ R → M :
t 7→ c(t).3 An open curve corresponds to I being an open interval, and by convention we will in
this case always choose 0 ∈ I . Let p be a point of M. We can now define an equivalence class
of open curves going through p. If cp1, c
p
2 are two open curves in M , f any function on M and
cp1(0) = c
p
2(0) = p, these two curves are called equivalent in p if
df(cp1(t))
dt
∣∣∣
t=0
=
df(cp2(t))
dt
∣∣∣
t=0
. (2.1)
The equivalence is denoted by cp1 ≡ cp2, while the equivalence class is represented as [cp1]. These
equivalence classes of curves span an n-dimensional vector space TpM , called the tangent space
at p and we will denote a set of basis vectors by {∂/∂xµ(p)} ≡ {∂µ(p)} with µ = 1, . . . , n. An
element X(p) ∈ TpM corresponding to [cp] is called a tangent vector at p and we may write
X [f ](p) =
df(cp(t))
dt
∣∣∣
t=0
. (2.2)
1This means that the map is r times continuously differentiable.
2Unless otherwise stated, all maps, functions, etc. will also be taken to be C∞. Such maps, functions etc. may
also be called smooth.
3We will not consider self-intersecting curves.
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The vector space dual to TpM is called the cotangent space at p and is denoted by T ∗pM . The basis
dual to {∂/∂xµ(p)} is called {dxµ(p)} and defined in the usual way
dxµ(p) : TpM → R : dxµ(p)(∂/∂xν(p)) = δµν . (2.3)
An element of this vector space is called a one-form at p. A (p,q) tensor is a multi-linear object
which maps q elements of T ∗pM and p vectors of TpM to a real number. Writing the local ex-
pression for the vector defined in (2.2) in two different sets of coordinates {xµ} and {yµ}, we can
deduce that a vector transforms under coordinate transformations in the following way
X(p) = X ′µ(p)
∂
∂yµ
(p) = Xν(p)
∂yµ
∂xν
(p)
∂
∂yµ
(p)⇒ X ′µ(p) = Xν(p)∂y
µ
∂xν
(p) , (2.4)
and similarly for other tensors.
Unless otherwise stated, we will suppose that a manifold is orientable. This is explained in the
following definition.
Definition 4 A connected4 manifold M is called orientable if for any two overlapping charts Ui
and Uj there exist local coordinates {xµ} on Ui and {yµ} on Uj such that det(∂xµ/∂yν) > 0.
Having associated a vector space TpM to every point of the manifold, we now consider the
union of all these spaces. The tangent bundle TM to the manifold M is the set of vector spaces⋃
p∈M TpM . A vector field on M assigns to every point p a vector in TpM in a smooth way, i.e.
if X is a vector field, then for every function f ∈ F [M ] we have that X [f ] ∈ F [M ]. The space
of all vector fields on M is called χ(M). Similarly, we can introduce the cotangent bundle and
hence, more general tensor bundles. A (p,q) tensor field will then similarly assign to every point a
(p,q) tensor. The most prominent example of such tensor field is the metric, which is a symmetric
(2, 0) tensor field that is nowhere singular.5 A manifold with a metric is called Riemannian, while
a manifold with a positive definite metric is called Euclidean.
In (2.2) we have defined a vector X in TpM as an equivalence class of curves through p.
This local correspondence can now be made global in the following way. Note that although we
will only explain the construction in a certain coordinate frame, it can easily be shown that the
correspondence is actually coordinate-independent.
Definition 5 Let X be a vector field on M . The flow of X through p ∈ M is a curve σp : I ⊂
R→M : t 7→ σp(t) for which both σp(0) = p and locally
dσpµ(t)
dt
= Xµ(σp(t)) (2.5)
holds.
Let M and N be two n-dimensional manifolds, let p ∈ M , X ∈ TpM , let f be a smooth map
from M to N and let g ∈ F [N ]. Using the map f between these two manifolds, we can construct
a map between the (co)tangent bundles.
4See [30] for a proper definition.
5The metric defines a regular symmetric matrix at every point.
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Definition 6 The induced map f∗ : TpM → Tf(p)N , called the push-forward, is given by
(f∗X)[g](f(p)) = X [gf ](p) . (2.6)
The map f also induces a map f ∗ : T ∗f(p)N → T ∗pM called the pull-back. Let therefore be ω any
element in T ∗f(p)N , then
< f ∗ω,X >=< ω, f∗X > . (2.7)
Using the above concepts, we can now introduce the notion of the Lie-derivative, which measures
the change of a tensor field along the flow of a vector field in a coordinate-invariant fashion.
Definition 7 Let X ∈ χ(M), and consider its flow σp(t) through p ∈ M . Let Y be a vector field,
ω a one-form and f a function, all defined at least in a neighbourhood of p. The Lie-derivative
along X of Y , ω and f in p is respectively
LXY (p) ≡ [X, Y ](p) = lim
ǫ→0
(σp(−ǫ))∗Y |σp(ǫ) − Y |p
ǫ
,
LXω(p) = lim
ǫ→0
(σp(ǫ))∗ω|σp(ǫ) − ω|p
ǫ
,
LXf(p) = lim
ǫ→0
f(σp(ǫ))− f(p)
ǫ
= X [f ](p) , (2.8)
where [X, Y ] is called the Lie-bracket. Using these definitions, the Lie-derivative of any tensor
field can be computed. For convenience, we now list the different expressions of (2.8) in a given
set of coordinates,
LXY (p) = (Xν(p)∂νY µ(p)− Y ν(p)∂νXµ(p)) ∂
∂xµ
(p) ,
LXω(p) = (Xν(p)∂νωµ(p) + ων(p)∂µXν(p))dxµ(p) ,
LXf(p) = Xµ(p)∂µf(p) . (2.9)
Consider now in general the Lie-derivative of some tensor field T along a vector field X . If
X(p) 6= 0, then there exists a neighbourhood of p in which it is possible to change coordinates
such that X(p) = ∂z(p) [31]. In that case, the Lie-derivative reduces to a plain derivative along z.
For instance, if T is a vector field, we have in components
LXT µ(p) = ∂zT µ(p) . (2.10)
Suppose that M is a Riemannian manifold with metric g. We will often encounter vector fields for
which the Lie-derivative of the metric along that vector field satisfies special properties. A Killing
vector X is a vector field on M such that
LXg = 0 . (2.11)
A conformal Killing vector satisfies a more general identity,
LXg = 2fg, (2.12)
where f is a function on the manifold. If the function is a constant m, i.e.
LXg = 2mg, (2.13)
the vector field is called homothetic Killing.
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Bundles and connections
We start this section by introducing the different types of bundles (with connections) on a manifold.
Subsequently, we will discuss the frame bundle and we will close by discussing G-structures.
Definition 8 Let G be a Lie-group and M a manifold. The left action of G on M is a differentiable
map σ : G×M → M which satisfies
1. σ(e, p) = p for any p ∈M and with e the unit element of G,
2. σ(g1, σ(g2, p)) = σ(g1g2, p) for any p ∈M and g1, g2 ∈ G
The right action is defined in a similar way, but the second condition becomes σ(g1, σ(g2, p)) =
σ(g2g1, p).
Definition 9 A fibre bundle (E, π,M, F,G) consists of the following data [31]:
1. Differentiable manifolds E,M and F respectively called the total space, the base space and
the typical fibre.
2. A Lie-group G, called the structure group acting on F from the left.
3. A surjection π : E → M called the projection, where the image of the inverse map π−1(p)
is isomorphic with F and is called the fibre at p ∈ M .
4. An open covering {Ui} of M with a set of diffeomorphisms {φi}, called local trivializations,
for which φi : Ui × F → π−1(Ui) and πφi(p, f) = p with f ∈ F .
5. For every Ui ∩ Uj 6= ∅, a smooth map tij can be introduced by φj(p, f) = φi(p, tij(p)f)
which should take values in G. The maps {tij} are called transition functions.
In order to be able to glue the local pieces of the fibre bundle together, the transition functions need
to satisfy three consistency conditions (no sum on repeated indices):
tii = 1 , tij = tji
−1 , tijtjk = tik . (2.14)
Note that the set of local trivializations is not unique. To see this, let {gi} be a set of home-
omorphisms mapping Ui to G and let p ∈ Ui ∩ Uj . We can now define new local trivial-
izations as φ˜i(p, f) = φi(p, gi(p)f), while the corresponding transition functions are t˜ij(p) =
gi(p)
−1tij(p)gj(p).
A special case is that of a trivial fibre bundle which is just the direct product of the base with
the fibre. Otherwise stated, a trivial bundle is a fibre bundle for which there exists a set of transition
functions being identity maps. A basic object on a bundle is a section s which is a fibrewise and
smooth map from the base M to E, i.e. πs = 1. An important theorem states that if a bundle with
a typical fibre isomorphic to the structure group, admits a global section, the bundle is trivial [31].
A local section si is a section defined on a chart Ui.
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Vector bundles We now specify to a particular type of fibre bundles.
Definition 10 A vector bundle is a fibre bundle where the typical fibre is a vector space.
A prominent example of the latter is the tangent bundle TM of a manifold M with dimension
n, where the fibre is TpM ≡ Rn and the structure group equals G ℓ(n,R), a fact which can be
deduced from the transformation property (2.4). Vector fields are sections of this bundle. A basic
object, defined on the tangent bundle is the affine connection.
Definition 11 An affine connection D is a map D : χ(M) × χ(M) → χ(M) : (X, Y ) 7→ DXY
that satisfies the following conditions.
DX(Y + Z) = DXY +DXZ ,
DX+Y Z = DXZ +DY Z ,
DfXY = fDXY ,
DX(fY ) = X [f ]Y + fDXY ,
with f ∈ F(M) and X, Y, Z ∈ χ(M).
We can use this definition to deduce how the connection acts on more general tensor fields. Locally,
we can define a set of functions called connection coefficients (or simply call the set a connection)
Γµν
λ which can be defined as
D∂µ∂ν = Γµν
ρ∂ρ . (2.15)
In physics, the connection D acting on a tensor field, is called a covariant derivative. For example,
if T is a (1, 1) tensor field, we may write locally
DµTν
ρ = ∂µTν
ρ − ΓµνσTσρ + ΓµσρTνσ . (2.16)
Note that the covariant derivative of a (p, q) tensor field transforms as a (p+ 1, q) tensor field.
Another important concept is the notion of parallel transport. Consider a curve c and a vector field
X defined at least in a neighbourhood of c. Let Y be a vector field generating c as its flow. We say
that X is parallel transported along c if the condition
DYX|c = 0 , (2.17)
is met. If a vector field X is parallel transported along any Y ∈ χ(M), X is said to be preserved
by D or to be covariantly constant or parallel.6
It is well-known that the affine connection does not transform as a tensor, a fact that follows
directly from its definition. Therefore, it cannot have any intrinsic meaning implying that it is
necessary to introduce the torsion T : χ(M) ⊗ χ(M) → χ(M) and the Riemannian curvature
R : χ(M)⊗ χ(M)⊗ χ(M)→ χ(M), which do transform as tensors.
T (X, Y ) ≡ DXY −DYX − [X, Y ] ,
R(X, Y, Z) ≡ DXDYZ −DYDXZ −D[X,Y ]Z , (2.18)
6The same nomenclature will be used for any other tensor field or even for a spinor field, see Section 2.1.4.
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with X, Y, Z ∈ χ(M). For our purposes, it will most of the time be sufficient to use local expres-
sions.
Tµν
ρ = 2Γ[µν]
ρ ,
Rµνρ
σ = 2∂[µΓν]ρ
σ + 2Γτ [µ
σΓν]ρ
τ . (2.19)
The curvature tensor always satisfies the second Bianchi identity
D[µRνρ]σ
τ = 0 . (2.20)
In case of a torsionless connection (i.e. T ≡ 0), the first Bianchi identity is also satisfied.
R[µνρ]
σ = 0 . (2.21)
Principal and induced bundles Another type of fibre bundles is often encountered in gauge
theories.
Definition 12 A principal bundle is a bundle where the structure group coincides with the typical
fibre.
Such a bundle (P, π,M,G,G) will also be denoted by P (M,G). As in the case of the tangent
bundle TM , we will also introduce a connection on principal bundles, but this requires some extra
work.
We start by introducing the left action of G on a principal bundle, via its local trivialization.
Suppose that φi(p, h) = u, we can define Lgu : u 7→ gu ≡ φi(p, gh) with g, h ∈ G and similarly
for the right actionRg. LetA ∈ g, the Lie-algebra of G. The fundamental vector field A♯ generated
by A is defined as
A♯[f ](u) =
d
dt
f(u exp(tA))|t=0 , (2.22)
with u ∈ P (M,G) and f ∈ F(P ). All A♯(u) span a subspace of TuP , tangent to the fibre G.
Therefore, this space is called the vertical subspace VuP , which is isomorphic to g. To specify its
complement in TuP , called the horizontal subspace HuP , in a unique way, we have to introduce a
connection on P (M,G).
Definition 13 A connection one-form ω ∈ g ⊗ T ∗P is a projection of TuP onto VuP , ∀u ∈
P (M,G).
1. ω(A♯)(u) = A,
2. ω(Rg∗X)(ug) = g−1ω(X)(u)g, with X ∈ TuP and g ∈ G.
The horizontal subspace is then given by the kernel of ω(u).
Given a local section σi of P (M,G) on Ui ⊂M , we can define the local connection one-form
as
Ai ≡ σ∗i ω ∈ g⊗ T ∗Ui . (2.23)
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Conversely, given such a local one-form, we can construct a connection ωi on P (M,G) such
that (2.23) is satisfied on Ui [31]. However, if a local section and a local connection one-form are
given in every chart, a unique connection ω on P (M,G) compatible with all the local one-forms is
only possible if ωi = ωj on Ui∩Uj , and this connection then satisfies ω|Ui = ωi. The compatibility
condition needed to be able to construct this ω is
Aj = tij−1Aitij + tij−1dtij . (2.24)
Note that since the principal bundle is not necessary trivial, the pull-back Ai = σ∗i ω may only
exist locally. Therefore, the local connection one-form cannot carry any global information. It is
the complete set of local one-forms {Ai} or equivalently ω that encodes the nontrivial information
of the bundle. Finally, on a trivial bundle there exists a set of vanishing local one-forms Ai ≡ 0
defined on a set {Ui} that covers M .
The counterpart of the Riemannian curvature is the field strength of the connection one-form
of a principal bundle P (M,G),7 for which we will only need its expression in terms of the local
one-form
Fiµν = 2∂[µAiν] + 2Ai[µA|i|ν] , (2.25)
In practical computations, we will often work with so called associated vector bundles. Sup-
pose that G acts on a vector space F from the left in a certain representation ρ, we may define the
action of g ∈ G on P (M,G)× F by
g[(u, f)] = (ug, ρ[g−1]f) , (2.26)
where u ∈ P (M,G) and f ∈ F . The associated fibre bundle P ×ρ F/G is an equivalence class
for which the points (u, f) and (ug, ρ[g−1]f), for any g ∈ G, are identified. Conversely, a vector
bundle (E, π,M, F,G) can naturally induce a principal bundle P (M,G) by employing the same
transition functions [31].
Consider now a principal bundle P (M,G) with connection ω and an associated vector bundle
E ≡ P ×ρ F/G, and restrict attention to the overlap of two charts Ui ∩ Uj . Suppose we have two
corresponding local sections σi : Ui → E and σj : Uj → E. Under a change in the local canonical
trivialization [31], the local section transforms as σj = σitij . Similar to the covariant derivative on
the tangent bundle, we want to introduce a derivative operator D such that Dσi transforms in the
same way under local trivializations as σi itself. Therefore, we define the covariant derivative on a
local section of E as
Dµσi = ∂µσi + σiAρiµ , (2.27)
where Aρiµ = ρ[Aiµ] is called the induced local connection one-form.8 Using (2.24), we can
easily check that Dµσj = tijDµσi. Hence, the covariant derivative is said to transform covariantly,
meaning that it has the same form in all charts. This nomenclature can also be used to denote the
transformation properties of other objects than the covariant derivative. As in the case of a vector
bundle, a section is said to be parallel transported along a curve c : I ⊂ R→ M , if
XµDµσi|c = 0 , (2.28)
7Sometimes, this field strength will be called the curvature tensor.
8We will however often call this the local connection one-form or even briefly the connection.
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where X ∈ χ(M) is a vector field tangent to c, i.e.
X [f ](c(t)) =
df(c(t))
dt
, (2.29)
with f ∈ F(M).
Consider now as an example an n-dimensional manifold M and its tangent bundle TM . With
this vector bundle, we can associate a principal bundle, called the frame bundle LM by assigning
to every point of M the group G ℓ(n,R) in the following way. In a chart Ui with coordinates
{xµ}, the bundle TUi is obviously trivial, and hence, we can choose n linearly independent local
sections. A natural basis of sections is {∂/∂xµ}. A frame u at p ∈ Ui is the value of these sections
at p, hence it is a set of n linearly independent vectors in TpM , and can be written as
u = {X1(p), . . . , Xn(p)} with Xa(p) = Xaµ(p)∂µ(p) , (2.30)
with a = 1, . . . , n. Note that (Xaµ(p)) has to be a G ℓ(n,R)-matrix since otherwise, the vectors
would not be independent. As such, the set of frames in TpM is isomorphic to G ℓ(n,R) defining
a principal bundle over M . Local trivializations φi are defined by φi−1 : LM → Ui × G ℓ(n,R) :
u 7→ (p, (Xaµ)). The projection is obviously π(u) = p. On an overlapUi∩Uj 6= ∅with coordinates
{xµ} and {yµ}, the transition functions can be determined easily from the transformation properties
of a vector (2.4).
Xa(p) = Xa
µ(p)
∂
∂xµ
(p) = X ′a
µ(p)
∂
∂yµ
(p) ⇒ tij(p) = ∂x
µ
∂yν
(p) ∈ G ℓ(n,R) . (2.31)
We can now associate a new vector bundle to LM with base M and fibre Rn where the structure
group acts in the fundamental representation ρ on the fibre. This bundle will be denoted by aLM ≡
LM ×ρ Rn/G ℓ(n,R), and can be shown to be isomorphic to TM [31].
This is a well-known fact in physics. On the manifold M , we can introduce (locally) a set
of Vielbeine {eµa}, which are the components of n linearly independent one-forms,9 hence the
matrix (eµa) is nonsingular everywhere. These Vielbeine (locally) give the isomorphism between
TM and aLM , in that the components of a vector field X ∈ χ(M) can locally be mapped to the
components of a section of aLM by
Xµ 7→ Xa = eµaXµ . (2.32)
In physics, µ is called a curved index and a a flat one.
An affine connection Γ induces a connection on aLM . In physics, this is shown by stating that
the Vielbeine are covariantly constant,
Dµeν
a = ∂µeν
a − ωµbaeνb − Γµνρeρa = 0 ⇒ ωµba ≡ ebν (∂µeνa − Γµνρeρa) . (2.33)
The local expression for the corresponding curvature reads
Rµνa
b = 2∂[µων]a
b + 2ω[µ|a
cω|ν]c
b . (2.34)
9The Vielbeine define a so-called coframe while their inverses {eaµ} define a frame.
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Holonomy If c is a closed loop going through p ∈ M , we can parallel transport the vector
X(p) ∈ TpM along that loop using the connection D on TM . The resulting vector X ′(p) ∈ TpM
might not coincide with X(p), hence this procedure generates an action on TpM . Parallel trans-
porting X(p) along every possible loop, the action on TpM defines a group, called the holonomy
group ΦD(p). If we restrict our attention to loops homothopic10 to a point, the corresponding
group is called the restricted holonomy group Φ0D(p). It turns out that this group is generated by
Rµνρ
σ(p), seen as a two-form. This is a consequence of the Ambrose-Singer theorem [32].
G-structures Note that we still have not introduced a metric on the manifoldM in our discussion
of connections on the tangent bundle. If we do so, there is a unique torsionless connection on
TM that leaves the metric invariant. It is called the Levi-Civita connection and its component
expression reads
Γµν
ρ =
1
2
gρσ(2∂(µgν)σ − ∂σgµν) , (2.35)
where gµν is the local expression for the metric and gµν for its inverse. The components Γρ,µν ≡
Γµν
σgρσ are called the first Christoffel connection coefficients.
The structure group of the frame bundle can now be reduced to SO(t, n− t) (supposing that M
is orientable), where t denotes the number of negative eigenvalues of the metric evaluated at any
point, by restricting attention to so-called ‘admissible’ frames {eaµ}, for which
ea
µeb
νgµν = ηab , det(ea
µ) = +1 , (2.36)
where
η = diag(−1, . . . ,−1︸ ︷︷ ︸
t
, 1, . . . , 1︸ ︷︷ ︸
n-t
) . (2.37)
The condition (2.33) with Γµνρ being the Levi-Civita connection can now moreover be solved for
the spin connection
ωµ
ab = 2eν[a∂[µeν]
b] − eν[aeb]σeµc∂νecσ . (2.38)
This connection now takes values in so(t, n− t). Moreover, due to the Ambrose-Singer theorem,
the restricted holonomy group of the manifold is (contained in) SO(t, n− t). This reduction of the
structure group of the frame bundle thus stems from the fact that we have introduced a new object
(the metric) on the manifold. This process can be generalized using the theory of G-structures.11
Definition 14 An n-dimensional manifold admits a G-structure if the structure group of the frame
bundle can be reduced to G ⊂ G ℓ(n,R).
An alternative definition of a G-structure is in terms of one or more G-invariant nowhere-vanishing,
globally defined tensor fields ξ. A tensor field is called G-invariant if it is invariant under G
rotations of the frame. Since ξ is globally defined (and nonvanishing), this amounts to a global
reduction of the structure group of LM . Stated more technically, working in a certain chart Ui, we
10This means contractible in a continuous way, see [30].
11A review of this theory in the context of Riemannian geometry can e.g. be found in [33].
2.1 Differential geometry 21
can introduce a frame {eaµ} and dual coframe {eµa}. We can now restrict attention to the frames
in which the components of ξ have some specific (fixed) form. The subgroup G ⊂ G ℓ(n,R)
that rotates these frames into each other defines the reduction of the structure group of the frame
bundle. Considering e.g. the above mentioned metric g, we have to look for frames for which
gµν = eµ
aeν
bηab and it is obvious that SO(t, n− t) rotations transform such frames into each other.
Conversely, suppose that the manifold M admits a G-structure. In generic cases, we can then
construct a G-invariant nowhere-vanishing tensor field ξ that determines the G-structure in the
following way. Looking at the branching rules for G ℓ(n,R) → G, there will be a certain irre-
ducible p-dimensional representation ρ of G ℓ(n,R) which contains a trivial representation of G in
its reduction
G ℓ(n,R)→ G : p→ 1+ . . . . (2.39)
When reducing the structure group, the associated bundle E which equals LM ×ρ Rp/G ℓ(n,R)
will decompose into the direct sum of different bundles,12 following the above branching rule.
Hence, E will have a subbundle on which all transition functions13 can be trivially represented.
Hence this subbundle is trivial and it admits a nonzero section, which we call ξ. For instance,
suppose that an n-dimensional manifold admits an SO(n) structure. Looking at the following
branching rule,
G ℓ(n,R)→ SO(n) : n2 → 1+ n(n− 1)
2
+ (
n(n+ 1)
2
− 1) , (2.40)
we see that there is one component of the adjoint representation of G ℓ(n,R) that transforms triv-
ially under SO(n). On the level of Lie-algebras, the generator of gl(n,R) that commutes with
so(n) is of course δab, which defines the invariant tensor field whose components read gµν =
δabeµ
aeν
b (if we restrict to admissible frames).
Suppose that a manifold admits a G-structure determined by the G-invariant tensor field ξ. A
G-connection on the frame bundle is a connection one-form that takes values in g. Under certain
technical assumptions (which will always be valid in the cases we will encounter) such a connec-
tion does always exist [34]. It follows that a connection preserves ξ, i.e.
Dξ = 0 , (2.41)
if and only if it is a G-connection. Hence, the existence of a G-structure with a connection satis-
fying (2.41) implies that the holonomy of the connection is included in G. A G-structure is called
1-flat if it possible to find a torsionless G-connection.
2.1.2 Complex manifolds
Suppose that a 2n-dimensional manifold M admits a globally defined (1, 1) tensor J with local
expression Jµνdxµ ⊗ ∂ν which enjoys the following properties:
Jµ
µ = 0 ,
Jµ
κJκ
ν = −δνµ , (2.42)
12See [31] for a proper definition of direct sums of bundles and of subbundles.
13Note that these functions take values in G.
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then the tensor is called an almost complex structure and M is called an almost complex manifold.
Since this tensor is nowhere-vanishing, it defines a G-structure. To see this, consider a 2n real
dimensional vector space V = R2n equipped with an endomorphism J0, also called an almost
complex structure, satisfying (2.42). The subgroup of automorphisms of V leaving J0 invariant is
G ℓ(n,C). This means that we can identify V with Cn, as we can perform a G ℓ(2n,R) transfor-
mation on J0 bringing it in the form
J0i
j = i δji , J0 i¯
j¯ = − i δj¯
i¯
, J0 i¯
j = J0i
j¯ = 0 , (2.43)
where i, i¯ = 1, . . . n. This makes clear why J0 has to be traceless, since it would otherwise have an
unequal number of eigenvalues ± i and this would of course make the identification of V with Cn
impossible. A field of such almost complex structures J0 is thus called an almost complex structure
on the manifold M and this implies that the structure group of the frame bundle can be reduced to
G ℓ(n,C) for a 2n (real-)dimensional manifold, by restricting attention to frames {eµi , eµi¯} for
which
Jµ
ν = J0j
iei
µeν
j + J0j¯
i¯ei¯
µeν
j¯ . (2.44)
Using the almost complex structure, we can define a mixed three-tensor, called the Nijenhuis tensor
N , with components
Nµν
ρ =
1
6
Jµ
σ∂[σJν]
ρ − (µ↔ ν) . (2.45)
It can be proven that the Nijenhuis tensor vanishes identically if and only if the almost complex
structure is a complex structure (see e.g. [35]). The existence of the latter structure means that
it is possible to find a holomorphic atlas on M , i.e. in every chart, coordinates {zm, z¯m¯} with
m, m¯ = 1, . . . , n exist for which
Jm
n = i δnm , Jm¯
n¯ = − i δn¯m¯ , Jm¯n = Jmn¯ = 0 . (2.46)
and moreover, the transition functions are holomorphic. Hence, the coordinates take values in Cn.
Definition 15 An almost complex structure for which the Nijenhuis tensor vanishes, is called a
complex structure and the corresponding manifold a complex manifold.
Note that the condition for a complex manifold can be reformulated in terms of G-structures as
well [36], since an almost complex structure is complex if and only if it is 1-flat.
If an almost complex manifold is Riemannian and the metric satisfies
Jµ
ρJν
σgρσ = gµν , (2.47)
the metric is called almost hermitian. This condition is equivalent to Jµν = Jµρgνρ being an-
tisymmetric, and Jµν is then called the fundamental two-form. The couple (J, g) again defines
a G-structure (called an almost-hermitian structure), and the structure group of LM can now be
reduced further to U(n). An almost hermitian manifold is called hermitian if the Nijenhuis ten-
sor vanishes and there exists a (possibly) torsionful connection that preserves both the complex
structure and the metric. An important class of hermitian manifolds are Ka¨hler manifolds.
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S H Q (H, g) (Q, g)
Aut(S) G ℓ(n,H) Sp(1) ·G ℓ(n,H) Sp(n) Sp(1) · Sp(n)
Table 2.1: Automorphism groups Aut(S) preserving the different quaternionic-like structures S.
Definition 16 A hermitian manifold is called Ka¨hler if the fundamental two-form is closed, i.e.
∂[µJνρ] = 0.
This definition is equivalent with the statement that the almost hermitian structure is 1-flat [35].
Note that for a Ka¨hler manifold, the corresponding connection on the tangent bundle is the Levi-
Civita connection.
2.1.3 Quaternionic-like manifolds
We will now introduce quaternionic-like manifolds, since they play an important role as allowed
target spaces inN = 2 supersymmetric theories. A very thorough reference on the subject is [37].
Quaternionic-like structures
Suppose that V = R4n. A triple H = (J1, J2, J3) of complex structures with
JαJβ = − 4nδαβ + εαβγJγ , (2.48)
is called a hypercomplex structure on V . Denote the space of endomorphisms of V by End V . The
three-dimensional subspace Q of End V , defined by
Q = RJ1 + RJ2 + RJ2 , (2.49)
is called a quaternionic structure, i.e. Q is the set of real linear combinations of the complex
structures. A triple H is called an admissible base of Q. Any two admissible bases are connected
by an Sp(1) transformation. If we introduce a metric g on V , satisfying (2.47) for every Jα, then
the pair (H, g) is called a hypercomplex hermitian structure while (Q, g) is called quaternionic
hermitian. From now on, S will denote any of the four structures introduced (H , Q, (H, g) or
(Q, g)) and will be called a quaternionic-like structure. The subset of automorphisms of V that
leave S invariant are denoted in Table 2.1 and obviously Aut(S) ⊂ G ℓ(4n,R). Note that the A ·B
in the Table means (A×B)/Z2.14
In the context of a complex structure on a vector space, we have pointed out that the traceless-
ness condition stemmed from the fact that we wanted to be able to introduce complex coordinates.
In the case at hand, the trace of Jα vanishes as the hypercomplex structure forms a matrix repre-
sentation of sp(1).
14This Z2 acts as follows. We let A act from the left and B from the right on Q. Hence, multiplying both A and B
with −1 does not change anything.
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Connections
Consider now a 4n-dimensional manifold M with a field of an S-structure, which we will also de-
note by S. A manifold with such a G-structure is called almost quaternionic-like and the structure
group of the tangent bundle can be reduced to the corresponding groups given in Table 2.1. As
explained in [37], an almost quaternionic-like structure is said to define a quaternionic-like struc-
ture if it is 1-flat. The holonomy of the corresponding connection is again included in the groups
given in Table 2.1. The index α labelling the sp(1) index on the hypercomplex structure will not
be written any more, and we will adopt vector notation, see Appendix B.
Hypercomplex manifolds Given a manifold with an almost hypercomplex structure, there al-
ways exists a unique (possibly torsionful) connection preserving it.
Dµ ~Jν
ρ = ∂µ ~Jν
ρ − Γµντ ~Jτ ρ + Γµτ ρ ~Jντ = 0 . (2.50)
If the torsion vanishes (i.e. if the hypercomplex structure is 1-flat), the manifold is called hyper-
complex and this is equivalent with the vanishing of the diagonal Nijenhuis tensor defined as
Ndµν
ρ =
1
6
~Jµ
σ · ∂[σ ~Jν]ρ − (µ↔ ν) . (2.51)
In that case, the torsionless affine connection on TM is called the Obata connection [38] and its
components are given by the following expression.
ΓObµν
ρ = −1
6
(2∂(µ ~Jν)
υ + ~J(µ|
σ × ∂σ ~J|ν)υ) · ~Jυρ . (2.52)
More generally, given an almost hypercomplex structure, the unique connection preserving it is
given by
Γµν
ρ = ΓObµν
ρ +Ndµν
ρ . (2.53)
Quaternionic manifolds On an almost quaternionic manifold, there again always exist (possibly
torsionful) connections preserving the almost quaternionic structure,
Dµ ~Jν
ρ = ∂µ ~Jν
ρ − Γµντ ~Jτ ρ + Γµτ ρ ~Jτ ρ + 2~ωµ × ~Jνρ = 0 . (2.54)
The final term in (2.54) is an sp(1) connection on the nontrivial Sp(1) bundle of admissible bases,
which we will elaborate on shortly. Given a field of almost quaternionic structures, the 1-flatness,
i.e. the vanishing of the torsion, now boils down to the following condition on the diagonal Nijen-
huis tensor,
(1− 2n)Ndµνρ = − ~Jυτ · ~J[µρNdν]τ υ . (2.55)
In that case, the manifold is called quaternionic. The Nijenhuis tensor satisfying this condition,
can be used to define the so-called Oproiu connection, which preserves the quaternionic structure,
as
~ωOpµ =
1
1− 2nN
d
µν
ρ ~Jρ
ν , ΓOpµν
ρ = ΓObµν
ρ − ~J(µρ · ~ων) . (2.56)
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One can show that this sp(1) connection satisfies ~Jµν · ~ων = 0 using the following property of the
diagonal Nijenhuis tensor,
Ndµν
ρ = ~Jµ
σ · ~Jτ ρNdσντ . (2.57)
Note that the torsionless connections on a quaternionic manifold are not unique, since it is easy to
check that (2.54) is left invariant by the following transformation of the connections.
Γµν
ρ → Γµνρ + Sτρµνξτ with Sτρµν = 2(δτ(µδρν) − ~J(µτ · ~Jν)ρ) ,
~ωµ → ~ωµ + ~Jµνξν , (2.58)
and with ξµ the components of an arbitrary one-form.
Hyperka¨hler manifolds For hyperka¨hler manifolds (manifolds with a 1-flat field of hypercom-
plex hermitian structures), the Levi-Civita connection coincides with the Obata connection.
Quaternionic-Ka¨hler manifolds For a quaternionic-Ka¨hler manifold (a manifold with a 1-flat
field of quaternionic hermitian structures), the Levi-Civita connection selects one of the possible
torsionless connections from the family of connections of (2.58).
sp(1) connection To make the role of the sp(1) connection introduced on quaternionic(-Ka¨hler)
manifolds15 more clear, we will define Vielbeine on the manifold, which give the isomorphism
between TM and the associated vector bundle aLM over M with typical fibre R4n and structure
group given by the corresponding automorphism group in Table 2.1. The two possible factors in
these groups are reflected in the index structure of the Vielbeine f iaµ where µ = 1, . . . 4n, i = 1, 2
and a = 1, . . . , 2n. To define the reality of these Vielbeine, we have to introduce two more matrices
ρa
b and Eij that satisfy
ρρ∗ = − 2n , EE∗ = − 2 , (2.59)
where ∗ denotes complex conjugation. Now, complex conjugation is realized on the Vielbeine in
the following way:
(f iaµ )
∗ = Ejiρbaf jbµ . (2.60)
Since the Vielbeine give an isomorphism between two bundles, they should be invertible. Hence,
the following identities hold
f iaµ f
ν
ia = δ
ν
µ , f
ia
µ f
µ
jb = δ
i
jδ
a
b . (2.61)
On aLM we can introduce connections induced by the affine connection Γµνρ by requiring the
Vielbeine to be covariantly constant, as in (2.33),
Dµf
ia
ν = ∂µf
ia
ν − Γµνρf iaρ + ωµjif jaν + ωµbaf ibν = 0 . (2.62)
From (2.62) we can see that the sp(1) connection is part of the connection on the associated bundle.
Therefore, if the reduced structure group of LM of the quaternionic-like manifold does not admit
an Sp(1) factor (i.e. for hypercomplex or hermitian hypercomplex structures), the sp(1) connection
15From now on, we will only consider 1-flat quaternionic-like structures and their corresponding connections.
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is trivial,16 and we will work in a gauge (i.e. use local trivializations) for which it vanishes, unless
stated otherwise. The connection ωµab introduced in (2.62), takes values in the Lie-algebra of the
other factor of the structure group. Finally, note that we can express the hypercomplex structure in
terms of the Vielbeine as
~Jµ
ν = − i f iaµ ~σijf νja . (2.63)
Curvatures
For every connection introduced in the previous Paragraph, we can of course compute its curvature
Rµνρ
υ ≡ 2∂[µΓν]ρυ + 2Γτ [µυΓν]ρτ ,
Rµνb
a ≡ 2∂[µων]ba+ 2ω[µ|c|aων]bc ,
~Rµν ≡ 2∂[µ~ων] + 2~ωµ × ~ων . (2.64)
There exist two different ways of splitting the Riemannian curvature on quaternionic-like man-
ifolds. The first one stems from the integrability condition of (2.62). For all quaternionic-like
manifolds, we can write
Rµνυ
ρ = Rsp(1)µνυ
ρ +Rgl(n,H)µνυ
ρ (2.65)
= − ~Jυρ · ~Rµν + LυρabRµνba , with Lυρab ≡ f ρiaf ibυ .
Hence, the curvature is split in a part generating the sp(1) term of the restricted holonomy algebra
(which is of course absent in the hypercomplex and hyperka¨hler case), while the other part is
generating gl(n,H) or sp(n). From (2.65) we can isolate the different curvatures in the following
way.
~Rµν =
1
4n
Rµνρ
υ ~Jυ
ρ , Rµνa
b =
1
2
Rµνρ
υLυ
ρ
a
b . (2.66)
Furthermore, the Ricci tensor Rµν ≡ Rρµνρ might have both a symmetric and antisymmetric part.
This antisymmetric part can be traced back to the u(1) part in gl(n,H) = sl(n,H) + u(1). Indeed,
using the first Bianchi identity, we find
R[µν] = Rρ[µν]
ρ = −1
2
Rµνρ
ρ = −Rµνaa ≡ −Ru(1)µν . (2.67)
Therefore, the antisymmetric part of the Ricci tensor follows completely from this u(1) part. More-
over, the antisymmetric part of the Ricci-tensor is a closed two-form.
∂[µRνρ] = D[µR|σ|νρ]
σ = −1
2
D[µRνρ]σ
σ = 0 , (2.68)
where we have used the second Bianchi identity in the last step.
Note that the separate curvature terms in the first line of (2.65) do not satisfy the first Bianchi
identity (unless the sp(1) curvature vanishes). We can however consider another splitting of the
full curvature where both terms separately satisfy this cyclicity property,
Rµνυ
ρ = RRicµνυ
ρ +R(W)µνυ
ρ . (2.69)
16as it admits global nonvanishing sections (the complex structures)
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The first part only depends on the Ricci tensor of the full curvature, and is called the Ricci part. It
is defined by [39]
RRicµνρ
υ ≡ δ[µυBν]ρ − δρυB[µν] − 2 ~Jρ(υ · ~J[µτ)Bν]τ , (2.70)
Bµν ≡ 2n+ 3
8n(n+ 2)
R(µν) − 1
8n(n+ 2)
~J(µ
ρ · ~Jν)υRρυ + 1
4(n+ 1)
R[µν] .
We can further split the Ricci part as
RRicµνρ
υ =
(
RRicsymm +R
Ric
antis
)
µνρ
υ , (2.71)
where the first term is the construction (2.70) using only the symmetric part of B (the symmetric
part of the Ricci tensor), and the second term uses only the antisymmetric part of B (of the Ricci
tensor).
The Ricci part now does satisfy the cyclicity property, and its Ricci tensor is just Rµν . The
second term in (2.69) is defined as the remainder, and its Ricci tensor therefore equals zero. For
this reason, it is called the Weyl part [37]. Following the discussion in [22], we can rewrite the
Weyl part in terms of a symmetric and traceless tensor W , such that17
Rµνρ
υ = RRicµνρ
υ − 1
2
f iaµ εijf
jb
ν f
lc
ρ f
υ
ldWabcd , (2.72)
or conversely,
Wcdba ≡ 1
2
εijfµjcf
ν
idf
ρ
lbf
la
υ R
(W)
µνρ
υ . (2.73)
Similarly, the gl(r,H) curvature can also be decomposed in its Ricci and Weyl part while the sp(1)
curvature is determined only by the Ricci tensor:
Rµνa
b = RRicµνa
b+R(W)µνa
b ,
RRicµνa
b ≡ 1
2
Lυ
ρ
a
bRRicµνρ
υ = 2δa
bB[νµ] + 4L[µ
τ
a
bBν]τ ,
R(W)µνa
b ≡ 1
2
Lυ
ρ
a
bR(W)µνρ
υ = −f icµ εijf jdν Wcdab ,
~Rµν = 2 ~J[µ
ρBν]ρ . (2.74)
We can now summarize the different curvature decompositions in the following scheme:
Rµνρ
υ = (RRicsymm + R
Ric
antis + R
(W))µνρ
υ
= (Rsp(1) + Ru(1) + Rsl(n,H))µνρ
υ .
(2.75)
The terms in the second line depend only on specific terms of the first line as indicated by the
arrows. This is the general scheme and thus applicable for quaternionic manifolds. For specific
other quaternionic-like manifolds some parts are absent as can be seen from Table 2.2.
17The case of four-dimensional quaternionic manifolds must be treated separately, but (2.72) is still satisfied.
See [22] for more details.
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hypercomplex hyperka¨hler
RRicantis +R
(W) R(W)
Ru(1) +Rsl(n,H) Rsl(n,H)
quaternionic quaternionic-Ka¨hler
RRicsymm +R
Ric
antis +R
(W) RRicsymm +R
(W)
Rsp(1) +Ru(1) +Rsl(n,H) Rsp(1) +Rsl(n,H)
Table 2.2: The curvatures in quaternionic-like manifolds.
We end the discussion on the curvatures by noting that the ξ transformation (2.58) on quater-
nionic manifolds does not leave the curvatures invariant, hence the holonomy of the manifold might
change. As a consequence, we do not consider this transformation as a symmetry of the manifold,
but merely as a transformation relating different manifolds. It can for instance be shown that in ev-
ery class of quaternionic manifolds that can be related via a ξ transform, there is at least one space
with vanishing u(1) part of the curvature (4.132). For completeness, we give the ξ transformation
of the su(2) curvature, the Riemannian curvature and the Ricci tensor.
Γµν
ρ = Γ˜µν
ρ + Sµν
ρσξσ , ~ωµ = ~˜ωµ + ~Jµ
νξν ,
~R(~ω)µν = R(~˜ω)µν + 2 ~J[ν
ρDµ]ξρ + ~J[ν
ρSµ]ρ
στξσξτ ,
R(Γ)µνρ
σ = R(Γ˜)µνρ
σ + 2Sρ[µ
στD˜µ]ξτ + 2Sυ[µ
στSν]σ
υφξτξφ ,
R(Γ)µν = R(Γ˜)µν − 4nD(µξν) − 8Π(µν)ρσDρξσ − 4(n+ 1)∂[µξν]
−8nξµξν + 16(n+ 1)Π(µν)ρσξρξσ , (2.76)
with S as defined in (2.58),
Πµν
ρσ =
1
4
(δρµδ
σ
ν +
~Jµ
ρ · ~Jνσ) , (2.77)
and D is a covariant derivative with respect to Γ while D˜ is the one with respect to Γ˜.
2.1.4 Spin manifolds
Consider an n-dimensional Riemannian manifold M . The structure group of the tangent bundle
TM is then contained in SO(n). Let LM be the frame bundle. The transition functions of the latter
obey the consistency conditions (2.14). A spin structure on M is defined by transition functions
t˜ij which obey (2.14) and moreover
H(t˜ij) = tij , (2.78)
whereH is the double covering Spin(n)→ SO(n) (see Appendix A). A manifold admitting a spin
structure is called a spin manifold.
Thus, if a manifold is spin, it is possible to associate a spinor bundle defined via the transition
functions t˜ij to the frame bundle. The local connection one-form on this spinor bundle is
1
4
/ωµ =
1
4
ωµ
abγab , (2.79)
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where γa are Clifford matrices and where ω is the spin connection introduced in (2.33). A spinor
field is a section of that spinor bundle.
On the spinor bundle, we can again try to measure the change of a section along the flow of
a vector field via the Lie-derivative. If X is a Killing vector field on a Riemannian spin manifold
M , we can introduce the Lichnerowicz-Lie-derivative along X at p ∈ M of a spinor ǫ defined in
at least the neighbourhood of p. The component expression reads [40, 41]
LXǫ(p) = Xµ(p)Dµǫ(p) + 1
4
∂µXν(p)γ
µνǫ(p) . (2.80)
Note that from now on, we will not explicitly write the dependence on p. To show the necessity of
X being Killing, we will prove the property (2.10). First of all, we can rewrite (2.80) as
LXǫ = Xµ∂µǫ+ 1
4
Xµ/ωµǫ+
1
4
eµbDaX
µγabǫ , (2.81)
where {eµa} are Vielbeine. Suppose now that X(p) 6= 0 such that we can change to coordinates
adapted to X , i.e. X = ∂z . Since X is Killing, this implies that the metric does not depend on z.
As a consequence, the z dependence of the Vielbeine reads
∂zeµ
a = Λb
aeµ
b , (2.82)
where Λ ∈ SO(n) for an n-dimensional manifold. However, we can always choose a gauge for
which the Vielbeine are z independent.18 Writing (2.33) in this gauge,
Dzeµ
a ≡ ∂zeµa − Γzµνeνa − ωzabeµb = −Γzµνeνa − ωzabeµb = 0 , (2.83)
implies that the last two terms in (2.81) cancel. Hence, in these coordinates, we find (2.10) which
we wanted to prove.
The definition (2.80) is actually also valid in the case X is a homothetic Killing vector (2.13),
as was explained in [42]. In that case, the z dependence of the metric (again in coordinates adapted
to X) reads
gµν = e
2mzhµν , (2.84)
where h is a metric that does not depend on z any more. Similarly to the previous case, we can
choose a gauge for the Vielbeine such that ∂zeµa = meµa. Then, Dzeµa = 0 leads in the same way
to the fact that the last two terms in (2.81) cancel, again proving (2.10).
2.1.5 Berger’s list
It is possible to classify all possible holonomy groups of the Levi-Civita connection D on a Rie-
mannian manifold, which amounts to the famous list of Berger [43].19 Let therefore M be a simply
connected,20 orientable manifold of dimension n and let g be a Euclidean metric that is irreducible
and nonsymmetric.21 Then exactly one of the following cases holds:
18This can easily be seen by defining new Vielbeine e′a = (ǫ−Λze)a.
19A nice review can be found in [44].
20This means that every loop is homothopic to a point
21The first demand is the requirement that we do not consider direct product spaces, while the second means that
the manifold should not be a coset space with an invariant metric.
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1. ΦD = SO(n),
2. ΦD = U(m) for n = 2m with m ≥ 2 (=Ka¨hler manifold),
3. ΦD = SU(m) for n = 2m with m ≥ 2 (=Calabi-Yau manifold),
4. ΦD = Sp(m) for n = 4m with m ≥ 1 (=Hyperka¨hler manifold),
5. ΦD = Sp(1) · Sp(m) for n = 4m with m ≥ 1 (=quaternionic-Ka¨hler manifold),
6. ΦD = G2 for n = 7 (=G2-manifold),
7. ΦD = Spin(7) for n = 8 (=Spin(7)-manifold).
Due to the requirements imposed on the manifold, the holonomy group is independent of the point
considered up to conjugation in SO(n), hence we have written ΦD instead of ΦD(p). Note that
all these types of manifolds can be described in terms of 1-flat G-structures. We have already
discussed the cases 1, 2, 4 and 5 previously. The G-structure on a 2n (real) dimensional Calabi-
Yau manifold is defined by three nowhere-vanishing parallel tensor fields (g, J, ω) where g is a
hermitian metric with respect to the complex structure J and ω is a holomorphic n-form, i.e.
n∏
i=1
[
1
2
( − iJ)µiνi]ων1...νn = ωµ1...µn . (2.85)
On a G2-manifold, the G-structure is given by the metric g and a certain three-form φ, while on a
Spin(7)-manifold, we need a metric g and a certain self-dual four-form ϕ.
On a manifold with a G-structure, the structure group of the frame bundle can be reduced. If
the manifold is spin, we can look at the action of the reduced structure group on the spin bundle.
In some cases, there will exist a trivial subbundle, which will amount to the existence of a nowhere
vanishing spinor field covariantly constant with respect to the spin connection, i.e. a parallel spinor.
Hence, the G-structure can then also be defined in terms of these parallel spinors. Moreover, the G-
invariant tensor fields can be constructed using the parallel spinors [45]. Below we list the subset of
manifolds in Berger’s list where this is possible. In the case of odd-dimensional manifolds, N will
denote the number of parallel spinors, while in the even-dimensional case N+ and N− respectively
denote the number of parallel left-and right-handed Weyl spinors. For a definition of chiral spinors,
see Appendix A.
1. ΦD = SU(2m) implies N+ = 2 and N− = 0,
2. ΦD = SU(2m+ 1) implies N+ = N− = 1,
3. ΦD = Sp(m) implies N+ = m+ 1 and N− = 0,
4. ΦD = G2 implies N = 1,
5. ΦD = Spin(7) implies N+ = 1.
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2.2 Supersymmetry
2.2.1 The super-Poincare´ algebra
We will start by introducing the concept of a Lie-superalgebra as listed in [46]. We will subse-
quently specify to the super-Poincare´ algebra, which is of main physical interest.
Definition 17 A Lie-superalgebra g over a fieldK is a Z2 graded algebra that is aK vector space
direct sum of two vector spaces g0 and g1 on which a product [·, ·] is defined as follows:
• Z2 gradation
[ga, gb] ⊂ g(a+b) mod 2 , (2.86)
• graded antisymmetry
[Xi, Xj] = (−1)ǫi.ǫj+1[Xj, Xi] , (2.87)
• generalized Jacobi identity
(−1)ǫi.ǫk [Xi, [Xj, Xk]] + permutations = 0 , (2.88)
where Xi denotes a generator, a = 0 or 1, i labels the generators and ǫi is the degree, i.e. ǫi = 0
if Xi ∈ g0 and ǫi = 1 for Xi ∈ g1.
For the superalgebras under consideration, g0 is called the even or bosonic part, while g1 is called
the odd or fermionic part. A sub-superalgebra k = k0 ⊕ k1 of g is a subset of elements of g that
forms a vector subspace of g that is closed with respect to the Lie-product of g such that k0 ⊂ g0
and k1 ⊂ g1.
A super-Poincare´ algebra in p timelike and q spacelike dimensions is a special case of this.
The bosonic part of the algebra has the form g0 = [Rp+q ⋉ so(p, q)]⊕ r, where r is called the R-
symmetry algebra, which will be specified below. The fermionic part g1 is a spinor representation
of so(p, q) tensored with a representation of r.
To explain this in more detail, let us recall the defining anticommutation relation (1.4) for an
N = 1 super-Poincare´ algebra.
{Qα, Qβ} = (C /P )αβ . (2.89)
Here, Q denotes the generators in g1 transforming in the spinor representation of so(p, q). We will
always take spinors to be Grassmann-valued. The α, β are the spinor indices, while P in (2.89)
denotes the generators of translation and C is the charge conjugation matrix, introduced in Ap-
pendix A.
Extended supersymmetry contains N > 1 spinorial fermionic generators, labelled by an in-
dex i. As explained in the Appendix A, in five dimensions (which will be the relevant case in
our discussion) we can take spinors to satisfy a symplectic Majorana condition. For extended
supersymmetry, the defining relation (2.89) becomes
{Qiα, Qβj} = δij(C /P )αβ , (2.90)
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spinor type R-symmetry algebra
M and d odd so(N )
M and d even u(N )
MW so(N−)× so(N+)
S sp(N )
SMW sp(N )× sp(N )
Table 2.3: The possible R-symmetry algebras classified using the spinor representation of the
supercharges. We use N for the total number of spinors generating g1, while N− and N+ is the
number of left-and right-handed ones, g0 contains so(p, q) and d = p+ q. ‘M’ denotes Majorana,
‘S’ symplectic and ‘W’ Weyl spinors.
while the R-symmetry then acts on the supercharges as
[RA, Q
i
α] = (UA)j
iQjα , (2.91)
Using Jacobi identities and the fact that r commutes with the other part of the bosonic algebra,
we arrive at the result that the R-symmetry algebra in d = 5 is sp(N ) [47]. In the cases where
the supersymmetry generators transform in another irreducible spinor representation, a similar
reasoning leads to other R-symmetry algebras and they are all listed in Table 2.3.
As we do not intend to discuss superalgebras in full generality, we will now give the example
of N = 2 super-Poincare´ symmetry in five dimensions. For the conventions on the spinors, the
reader is again referred to the Appendix A. The extended super-Poincare´ algebra contains the
generators of Lorentz-rotations M , translations P , the sp(1) ≡ su(2) automorphisms U and the
supersymmetries Qi with i = 1, 2. Note that these fermionic generators are symplectic Majorana
spinors with respect to so(1, 4). We then have the following commutation relations.
[Mab,Mcd] = ηa[cMd]b − ηb[cMd]a , [Pa,Mbc] = ηa[bPc] ,
[Pa, Pb] = 0 , [Ui
j, Uk
l] = δliUk
j − δjkUil ,
[Mab, Q
i
α] = −14(γabQi)α , [Uij, Qkα] = δkiQjα − 12δjiQkα ,
{Qiα, Qjβ} = −12δji (γa)αβPa .
(2.92)
A set of fields transforming in an irreducible representation of a supersymmetry algebra is
called a multiplet. Transforming the bosonic fields of the multiplet twice under supersymmetry
should be equivalent to acting with /P on these fields, due to (2.89). In theories where a trans-
lation is an invertible operation, this implies that the numbers of fermionic and bosonic degrees
of freedom are equal.22 For the field theories that we will study, the defining relation (2.89) is
not realized exactly on the fields since in the right-hand side there appears a functional Γ of the
fields that is second order in derivatives for bosonic or first order for fermionic fields. Hence, the
fields only form a representation when the constraint Γ = 0 is imposed. Due to the fact that Γ
contains the required number of derivatives, the constraint can be interpreted as an equation of
22For massless fields in 1 dimension or in Euclidean theories, the fact that P 2 = 0 implies P = 0, hence translations
are not invertible in that case.
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Field ♯ su(2) w Field ♯ su(2) w Field ♯ su(2) w
AIµ 4 1 0 B
M
µν 3 1 0 q
X 4 2 −
Y ijI 3 3 2 φM 1 1 1
σI 1 1 1
ψiI 8 2 3
2
λiM 4 2 3
2
ζA 4 1 2
Table 2.4: The N = 2, d = 5 vector-, tensor- and hypermultiplets. Indicated are the number of
degrees of freedom, the su(2) representation and the Weyl weight.
motion. Hence, the fields form a so-called on-shell multiplet as the equations of motion have to
be satisfied in order to form a representation of the supersymmetry algebra (in contrary to the off-
shell realizations where such a constraint does not appear in the right-hand side of the defining
relation for the supersymmetry). As a consequence, the number of fermionic and bosonic modes
of an on-shell multiplet only matches after elimination of degrees of freedom using the equations
of motion. These on-shell realizations will be studied extensively in the following chapters.
In the case at hand, three multiplets exist for rigid supersymmetric field theories, namely the
hypermultiplet, the vector multiplet and its dual, the tensor multiplet. Their field content is given
in Table 2.4. Therein, w denotes the Weyl weight, which we will explain in Chapter 4. As can be
seen from this Table, the fields in the vector and tensor multiplet bear another index I or M . These
multiplets not only form a representation of the N = 2 super-Poincare´ algebra, but also transform
under a scalar gauge algebra. Another point to make is that this vector multiplet is off-shell, in
contrary to the others as can be deduced from Table 2.4. However, it is also possible to consider
on-shell vector multiplets, which we will in Chapter 3.23
2.2.2 Target space geometry
To give a flavour of the intimate connection between supersymmetry and differential geometry,
let us summarize the results of the classical paper [19]. As already mentioned, a nonlinear sigma
model is a field theory where the scalar fields take values in a manifold, called the target space Mt.
The simplest example is24
S = −1
2
∫
ddx gXY (ϕ)∂aϕ
X∂aϕY ⇒ ✷ϕX = ∂a∂aϕX + ΓXY Z(ϕ)∂aϕY ∂aϕZ = 0 .
(2.93)
Thus, the kinetic terms are multiplied by a field-dependent object gXY . First of all, note that
gXY can be taken symmetric, as its antisymmetric part would not contribute to the action. If we
moreover ask that the model is invariant under target space diffeomorphisms ϕ′ = ϕ′(ϕ), gXY has
to transforms as a (2,0) tensor on Mt. This implies that gXY is actually the local expression for a
metric on the target space. The corresponding equation of motion either is covariant under these
23The hypermultiplet can also be taken off-shell, but this requires an infinite number of auxiliary fields [48].
24Note that from now on, we will use capital letters to denote target space indices.
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diffeomorphisms since the d’Alembertian contains a connection term. It can easily be checked that
this connection is the Levi-Civita connection with respect to the target space metric.
In [19], the supersymmetry of such a nonlinear sigma model defined on a two-dimensional
Minkowski space-time is studied. To repeat that discussion, let us introduce the spinor field ψX
which transforms as the direct product of a two-dimensional space-time Grassmann-valued Majo-
rana spinor and a target space vector. It now turns out that since Mt is a Riemannian manifold,
it is always possible to extend (2.93) to a theory invariant under the N = 1 two-dimensional
super-Poincare´ group. The corresponding action reads
L = −1
2
(
gXY ∂aϕ
X∂aϕY + i gXY ψ¯
X /DψY +
1
6
RWXY Zψ¯
WψY ψ¯XψZ
)
, (2.94)
where RWXY Z = RWXY V gV Z is the curvature tensor corresponding to the Levi-Civita connec-
tion on TMt and DµψX = ∂µψX + ΓY ZXψZ∂µϕY . This action is invariant under the following
supersymmetry transformation rules.
δϕX = ǫ¯ψX ,
δψX = − i /∂ϕXǫ− ΓY ZX ǫ¯ψY ψZ , (2.95)
where ǫ is the parameter for this supersymmetry transformation. If we want to look for other
supersymmetries leaving (2.94) invariant, we have to consider the most general transformation
rules, consistent with dimensional arguments, Lorentz-invariance and the defining relation of the
supersymmetry algebra (2.89). It was found [19] that this new supersymmetry should be of the
following form.
δϕX = JY
X ǫ¯′ψY ,
δ(JY
XψY ) = − i /∂ϕXǫ′ + 1
2
ΓY Z
XJV
Y JW
Zψ¯V ψW ǫ′ , (2.96)
where ǫ′ parametrizes this new supersymmetry transformation. Moreover, J has to be a traceless
(1,1) tensor on Mt that is covariantly constant with respect to the Levi-Civita connection and J
should square to minus the identity. The metric should moreover be hermitian with respect to J .
As explained in Section 2.1.2, this implies that an N = 2 theory admits a target space manifold
that is Ka¨hler.
It might be possible to extend (2.96) such that we have a set of three complex structures, gen-
erating three extra supersymmetry transformations of the above form. These complex structures
should each obey all requirements of a complex structure, together with (2.48). In that case, the
target manifold satisfies all demands of Section 2.1.3 to be a hyperka¨hler manifold.
2.3 The Batalin-Vilkovisky formalism
We will now give a brief technical account of the classical Batalin-Vilkovisky (BV) formalism [49].
We refer the reader to [50] for conventions and a more extended expose´. This technique, which
was originally developed in the context of the quantization of gauge theories, can also be used to
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study the algebraic structure of classical field theories. The key-role is played by the extended BV
action, which generates all algebraic relations from the vanishing of a Poisson bracket.
In the BV formalism, we introduce a ghost field for every symmetry of the action,25 and an
antifield for every field, including for the ghosts. A ghost corresponding to a bosonic symmetry
is anticommuting, and vice versa in the fermionic case. Similarly, antifields have the opposite
statistics of the corresponding fields. A ghost number g is assigned to every generation of ghosts,
and an antifield number to every (anti)field. The ghost number of a field and its antifield should
always sum to −1, i.e.
g(ΦA) + g(Φ∗A) = −1 , (2.97)
where ΦA can denote any field and Φ∗A is its antifield. We then proceed with the introduction of
the antibracket
(G,H) = G
←−
δ
δΦA
−→
δ
δΦ∗A
H −G
←−
δ
δΦ∗A
−→
δ
δΦA
H , (2.98)
where the arrows show the direction in which the derivative is taken, i.e.
ΦB
←−
δ
δΦA
= δBA ,
−→
δ
δΦA
ΦB = δBA . (2.99)
We now add extra terms with strictly positive antifield number to the classical action, in such a
way that the classical master equation,
(SBV ,SBV ) = 0 , (2.100)
holds. The above relation can then be expanded in the antifield number and the terms of definite
antifield number have to sum up to zero.
We will now explain in more detail how the BV formalism encodes the algebraic relations
by discussing the following simple example. Consider a field theory with classical action func-
tional S0 containing scalar fields ϕX labelled by X , which is invariant under bosonic symmetries
δI(ǫ
I)ϕX = RI
X [ϕ]ǫI , with infinitesimal parameters ǫI labelled by I . In other words,∫
ddx
δS0
δϕX
RI
XǫI = 0 . (2.101)
The ghosts corresponding to these symmetries will be called cI . Suppose moreover that the com-
mutator of two symmetries yields
[δK(ǫ
K
1 ), δJ(ǫ
J
2 )]ϕ
X = δI(ǫ
K
2 ǫ
J
1 fJK
I)ϕX . (2.102)
The corresponding BV action that encodes all algebraic relations then reads
SBV = S0 + ϕ∗XRIXcI +
1
2
c∗IfJK
IcKcJ , (2.103)
where ϕ∗X and c∗I are respectively the antifield and the ghost antifield. Looking at the antifield
number in Table 2.5, we can see that the second and third term in this extended BV action have
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field g afn field g afn
ϕX 0 0 ϕ∗X −1 1
cI 1 0 c∗I −2 2
Table 2.5: The ghost number (g) and antifield number (afn) of the fields.
respectively antifield number one and two. The validity of the master equation then yields the
relation (2.101) for a symmetry, the commutator (2.102) and the Bianchi identity
fM [I
LfJK]
M = 0 . (2.104)
Finally note that we did not have to use the explicit form of the action in order to be able the retrieve
the properties of the symmetry algebra. In the following chapter, we will discuss on-shell theories
that are defined via their equations of motion. When these field equations have to be derivable from
an action, this will restrict the possible theories. We will use the BV formalism to systematically
study these restrictions. Since we will not have to refer to the explicit form of the classical action,
we will be able to hold the discussion in its full generality.
25In case of a rigid symmetry, the ghost field is taken to be constant.
Chapter 3
Rigid on-shell supersymmetry
The purpose of this work is the study of on-shell realized supersymmetric theories. More specifi-
cally, we want to look if such theories can be generalized by considering the possibility of having
equations of motion that are not derivable from a Poincare´-invariant and supersymmetric action.
In the present chapter, we will take a first step in that direction by considering N = 2 rigid super-
symmetric theories.
The content of this chapter is as follows. In the introductory Section 3.1, we will list in what
circumstances we can encounter theories without actions. In Section 3.2, we will enlighten the
special properties of the symmetry algebra of the theories under study and in the final Section 3.3,
we will apply the ideas in the context of rigid supersymmetric vector- and hypermultiplets.
3.1 Introduction
As we want to study field equations rather than actions, it is helpful to find some organizing prin-
ciple. Our approach is to consider supersymmetric theories where the superalgebra is realized
on-shell. Hence, as was already explained in the previous chapter, the defining relation for su-
persymmetry (2.89) will be satisfied modulo nonclosure functionals that can be interpreted as
equations of motion. As an introduction, we will therefore list the various circumstances in which
both rigid and local supersymmetric theories without action can be encountered.
One of the most prominent examples of an on-shell realization of the superalgebra is the
unique Poincare´ supergravity theory in eleven dimensions, also called classical M-theory [51]. The
bosonic fields comprise a metric g and a three-form potential A(3), gauging an Abelian symmetry.
The only fermionic field is the gravitino, which transforms as the direct product of a one-form and
a Majorana spinor. It can easily be checked that with such a field content, the number of bosonic
and fermionic modes only equals on the mass-shell. Moreover, the anticommutator of the super-
symmetries calculated on the gravitino yields its equation of motion Γ. The field equations for
the metric and the three-form can subsequently be found by applying a super-transformation on Γ.
However, there is no obstruction to the construction of an action.
Such obstructions do exist in other theories. First of all, a self-dual tensor field (e.g. like
in type IIB supergravity) does prohibit a standard action formulation. Secondly, if a theory is
dimensionally reduced using the generalized Scherk-Schwarz formalism [52], it might be possible
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that (at least) the potential for e.g. the Kaluza-Klein scalar prohibits the existence of an action.
A well-known example of this is the generalized Scherk-Schwarz reduction of classical M-theory
to ten dimensions using the scaling symmetry of the equations of motion [14, 53]. The resulting
massive IIA theory does not admit an action. The use of Kaluza-Klein ideas in the construction of
theories without actions will be the subject of Chapter 5.
The above examples were supergravity theories. However, the final possibility that we consider
can also be realized for theories with global supersymmetric invariance. We will namely study
nonlinear sigma models on target space manifolds (together with a connection on the tangent
bundle) that do not admit a metric that is preserved under parallel transport. Since the target
space metric does not appear in the equations of motion, see e.g. (2.93), while it does in the
standard kinetic term of a nonlinear sigma-model action, this is still another possibility to prohibit
the existence of an action. The present chapter together with Chapter 4 will be devoted to the study
of theories allowing for such target spaces.
3.2 Algebraic structure
When looking for a representation of a symmetry algebra on the fields of a theory, it might happen
that the structure constants of the algebra actually become functionals of the fields, that are also
called structure functions. This has nothing to do with the fact that a symmetry is realized off or
on the mass-shell, but rather is a typical feature of classical field theory.
We can illustrate the appearance of these so-called soft algebras in a supersymmetric gauge
theory. In general, the supersymmetry transformation rules have to be covariant with respect to the
gauge symmetry. As a consequence, the defining relation for supersymmetry (2.89) gets changed,
as it should transform covariantly under the action of the gauge group. To be more concrete, let
us suppose that the theory contains a scalar ϕ that couples to the gauge group with a charge q, and
suppose ǫ1 and ǫ2 are two parameters for supersymmetry transformations. The translation operator
in the right-hand side of (2.89) should then be covariantized. Introducing the covariant derivative
Dϕ = (∂ − i qAµ)ϕ, we thus have
[δQ(ǫ1), δQ(ǫ2)]ϕ = ǫ¯2γ
µǫ1Dµϕ = δP (ǫ¯2γ
µǫ1)ϕ− δG(ǫ¯2γµǫ1Aµ)ϕ . (3.1)
Hence, the anticommutator of two supersymmetries does not only contain a translation but also a
field-dependent gauge transformation.1 The Jacobi-identities might get changed in the same way.
Something more specific to the case at hand is the appearance of open algebras [54], which
can be discussed starting from the remark that any action S is invariant under a set of trivial
symmetries. Suppose the theory contains a set of scalars ϕX . A trivial transformation then reads
δtrivϕ
X = ΩXY (ϕ)
δS
δϕY
, (3.2)
1From now on however, the complete right-hand side of the above relation will be called a covariant translation,
which we will also denote by P .
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where ΩXY is any antisymmetric matrix (which can be field-dependent). The invariance of the
action is then proven easily,
δtrivS = ΩXY δS
δϕX
δS
δϕY
= 0 . (3.3)
In the open algebras we will encounter, these transformations are part of the symmetry algebra.
More concretely, the commutator of two supersymmetries (2.89) will not only yield a translation
but will also give rise to such a trivial symmetry,
[δQ(ǫ1), δQ(ǫ2)]ϕ
X = δP (ǫ¯2γ
µǫ1)ϕ
X + ΩXY
δS
δϕY
. (3.4)
Hence, an on-shell algebra is a symmetry algebra that contains trivial transformations. We can
rephrase this by stating that the algebra is realized on the fields in such a way that the nontrivial
symmetries are only represented correctly under the constraint that the fields satisfy the equations
of motion.
Such an on-shell multiplet can sometimes be taken off the mass-shell by introducing auxiliary
fields. This means that in such a case, the trivial transformations in e.g. (3.4) can be made to
vanish. In that case, the algebra does not depend any more on the specific theory we are looking
at.2 Note that we can always return to the previous case by eliminating the auxiliary fields by their
algebraic equations of motion.
We can now generalize this construction in the following way. Given the supersymmetry trans-
formation rules of an on-shell multiplet, we are thus able to find the equations of motion prior to
the introduction of an action due to the fact that trivial transformations enter the symmetry algebra.
In that case, (3.4) should be rewritten slightly to
[δQ(ǫ1), δQ(ǫ2)]ϕ
X = δP (ǫ¯2γ
µǫ1)ϕ
X + f(ϕ, ǫ)ΓX , (3.5)
where ΓX is an equation of motion for ϕX and f(ϕ, ǫ) is a functional of the fields and the su-
persymmetry parameters. It is obvious that introducing an action requires the existence of a new
object, since we then ask that the equation of motion ΓX ≡ 0 is proportional to the extremization
conditions for the action δS/δϕX ≡ 0,
δS
δϕX
= gXY Γ
Y ≡ 0 . (3.6)
Below, we will show that obstructions to the existence of such an object gXY can appear. More
specifically, it will turn out that this object is (related to) the target space metric, and it can happen
that such a tensor cannot be introduced in a consistent way.
3.3 N = 2, d = 5 supersymmetry
We will now elucidate some of the features of on-shell supersymmetry in the context of rigid
N = 2 super-Poincare´ invariance in five dimensions. The algebra of this group has already been
given in (2.92).
2This will become clear in Chapter 4, where we will couple such an off-shell vector multiplet to hypermultiplets
without changing the transformation properties of the former.
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Field su(2) on-shell dof
σ 1 1
Aµ 1 3
ψi 2 4
Table 3.1: Fields in theN = 2, d = 5 vector multiplet.
3.3.1 Vector multiplets
Similar to the off-shell vector multiplet mentioned in Table 2.4, the set of on-shell fields comprises
a gauge potential Aµ, a real scalar field σ and two symplectic-Majorana gauginos ψi, transforming
as a doublet under the R-symmetry. A summary is given in Table 3.1. The vectors in the multiplet
gauge a group G. The fields will therefore also carry a gauge index I and the corresponding gauge
algebra will be able to rotate different multiplets into each other.
We will show that on-shell vector multiplets generalize the off-shell case in two ways. In the
latter, the kinetic terms of the theory are completely fixed by a constant gauge-invariant symmetric
three-tensor CIJK [22, 55]. To be more specific, the bosonic part of the action for the physical
fields contains
S =
∫
d5x CIJKσ
K(−1
2
Dµσ
IDµσJ − 1
4
F IµνF
Jµν)− g2CIJKσIfJ(ij)f (ij)K . (3.7)
From this, it can be seen that the target space of the nonlinear sigma model for the fields σI carries
the metric CIJKσK . Secondly, the objects f Iij appearing in the potential, are constants (in the 3 of
the sp(1) R-symmetry) that can only be present in the Abelian sectors of the gauge theory and that
are called Fayet-Iliopoulos (FI) terms [56, 57]. It will turn out that in the on-shell case, the target
space can be more general and the Fayet-Iliopoulos terms may be present in the non-Abelian case
as well. Moreover, they will not need to be constants.
Before embarking, let us first discuss the transformation under the gauge algebra g gauged by
the vectors. They satisfy the commutation relations (I = 1, . . . , n)
[δG(β1), δG(β2)] = δG(β3) , β
K
3 = gβ
I
1β
J
2 fIJ
K , (3.8)
where βI denote the parameters for the gauge transformations and g is the coupling constant of the
algebra g. The gauge fields AIµ (µ = 0, 1, . . . , 4) and general matter fields of the vector multiplet
ZI transform under gauge transformations according to
δG(β
J)AIµ = ∂µβ
I + gAJµfJK
IβK , δG(β
J)ZI = −gβJfJKIZK . (3.9)
The expressions for the gauge covariant derivative and d’Alembertian of ZI and the field strength
are given by
DµZ
I = ∂µZ
I + gAJµfJK
IZK ,
✷ZI = ∂µD
µZI + gfJK
IAJµD
µZK ,
F Iµν = 2∂[µA
I
ν] + gfJK
IAJµA
K
ν . (3.10)
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The field strength satisfies the Bianchi identity
D[µF
I
νλ] = 0 . (3.11)
To be able to construct the most general multiplet, we have to start from supersymmetry trans-
formation rules that contain unknown functionals of the fields, similar to the discussion in Sec-
tion 2.2.2. Demanding that these symmetries form a closed algebra, modulo trivial transforma-
tions, then fixes the form of the supersymmetries completely. Concentrating first on the bosonic
fields, it turns out [23] that the most general transformation rules realizing the defining condition a`
la (2.89) are (ǫ parametrizes the supersymmetry)
δσI =
1
2
i ǫ¯ψI − gfJKIβJσK , (3.12)
δAIµ =
1
2
ǫ¯γµψ
I + ∂µβ
I + gfJK
IAJµβ
K , (3.13)
δψiI = −1
2
i /DσIǫi − 1
4
/F
I
ǫi + A(ij)Iǫj − gfJKIβJψiK , (3.14)
where the only remaining unknown functional is A(ij)I , which transforms in the 3 of sp(1). These
rules imply that the following superalgebra commutator similar to (2.89) is realized on the bosons,
[δQ(ǫ1), δQ(ǫ2)] = δP (
1
2
ǫ¯2γ
µǫ1) + δG(−1
2
i σI ǫ¯2ǫ1) . (3.15)
If we compare our result with the literature [22, 55], where the off-shell case is described, it turns
out that (3.15) is the same. Moreover, paralleling the discussion of the previous section, the authors
of [22, 55] have taken the vector multiplet off the mass-shell by introducing the auxiliary field
Y (ij)I , listed in Table 2.4. Hence, A(ij)I in (3.14) stands in place of that auxiliary field. It will
however turn out that our discussion of the on-shell case yields more general theories [23].
Trying to realize (3.15) on the gaugino will fix the remaining functional A(ij)I as we will need
an Ansatz for its transformation. The most general possibility is
δQA
(ij)I = −ǫ¯kζk,(ij)I . (3.16)
where ζk,(ij)I is a field-dependent spinor in the 2× 3 of su(2). Expanding in irreducible represen-
tations ζk,(ij)I = εk(iζj)I + ζ (ijk)I, we can see that ζ (ijk)I should be zero in order to be able to close
the algebra (3.15) on the fermions. In conclusion, the transformation rule (3.16) becomes
δQA
(ij)I = ǫ¯(iζj)I . (3.17)
The algebra on the fermions ψiI then yields
[δQ(ǫ1), δQ(ǫ2)]ψ
iI = δP (
1
2
ǫ¯2γ
µǫ1)ψ
iI + δG(−1
2
σI ǫ¯2ǫ1)ψ
iI − 3
16
ǫ¯2ǫ1Γ
iI − 3
16
ǫ¯2γ
µǫ1γµΓ
iI
− 1
16
ǫ¯
(i
2 γ
µνǫ
j)
1 γµνΓ
I
j with Γ
iI = /DψiI + i gfJK
IσJψiK − 2ζ iI ,
(3.18)
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where the nonclosure functional ΓiI can be interpreted as the equation of motion for the fermions.
To know the explicit expression for ζ iI we need the field-dependence of the objectA(ij)I , which
can be inferred from its transformation rule (3.17) together with dimensional considerations. The
latter yields as most general form for A(ij)I ,
A(ij)I = gf (ij)I(σ)− 1
2
i γIJK(σ)ψ¯
iJψjK , (3.19)
where γIJK is symmetric in its lower indices. The first term will turn out to be the on-shell counter-
part of a Fayet-Iliopoulos term. By using the rules (3.12-3.14) we can calculate the transformation
of A(ij)I , which now only is compatible with (3.17) if the following equations hold,
∂Jf
(ij)I + 2γIJKf
(ij)K = 0 , (3.20)
γILMγ
M
JK = −
1
2
∂Lγ
I
JK . (3.21)
Note that the requirement (3.21) follows from the terms in δQA(ij)I that are cubic in the gaugino.
From the study of the symmetry algebra, we can infer two more conditions which should hold
in the non-Abelian sectors of the gauge theory. As can be checked on the bosons, the commutator
of a supersymmetry and a gauge transformation should vanish. On the fermions, this condition
implies that A(ij)I transforms in the adjoint representation of the gauge group. This leads to the
other defining conditions for the geometry:
fJL
KσL∂Kf
ijI − fJKIfKij = 0 , (3.22)
2fJ(L
MγIK)M − fJMIγMKL + fJMNσM∂NγIKL = 0 . (3.23)
We can now completely determine all equations of motion as the nonclosure functional ΓiI
transforms under supersymmetry as
δQΓ
iI = −3
8
i γIJKψ¯
iJΓjKǫj − 3
8
i γIJKψ¯
iJγµΓjKγµǫj +
1
16
i γIJKψ¯
iJγµνΓjKγµνǫj
−1
2
i∆Iǫi − 1
2
ΞIµγ
µǫi , (3.24)
where ∆I is the equation of motion for the real scalar σI and ΞIµ the one for the real vector AIµ. All
dynamical constraints thus read
ΓiI = /DψiI + γIJK /Dσ
JψiK +
1
2
i γIJK /F
J
ψiK − 1
2
∂Kγ
I
JLψ¯
iJψjLψKj + 2 i gγ
I
JKf
ijIψKj
+ i gfJK
IσJψiK ≡ 0 , (3.25)
∆I = ✷σI + γIJKDµσ
JDµσK − 1
2
γIJKF
J
µνF
µνK − 1
2
∂Lγ
I
JKψ¯
L /DσJψK − 1
4
i ∂Kγ
I
JLψ¯
J /F
L
ψK
− 5
32
∂M∂Kγ
I
JLψ¯
LjψJkψ¯Mk ψ
K
j −
1
8
∂Kγ
I
JLγ
J
MN ψ¯
KjψLkψ¯Mk ψ
N
j
+
1
4
∂Kγ
I
JLγ
K
MN ψ¯
LjψJkψ¯Nk ψ
M
j +
1
2
i gfJK
Iψ¯JψK + i gγIJKf
J
LMσ
M ψ¯LψK
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+ i g∂Jγ
I
LMf
ijLψ¯Ji ψ
M
j + i g∂Jγ
I
LMf
ijJψ¯Li ψ
M
j + 2g
2γIJKf
ijJfKij ≡ 0 , (3.26)
ΞIµ = D
νF Iνµ −
1
4
γIJKεµνρστF
νρJF στK + 2γIJKD
νσKF Jνµ + i γ
I
JKψ¯
JDµψ
K
+
1
4
∂Mγ
I
JKψ¯
Mγµ /F
J
ψK − 1
2
i ∂Lγ
I
JKψ¯
Lγµ /Dσ
JψK − 5
32
i ∂M∂Kγ
I
JLψ¯
LjψJkψ¯Mk γµψ
K
j
−1
8
i ∂(Kγ
I
L)Jγ
J
MN ψ¯
MkψNjψ¯Lk γµψ
K
j − gfJKIσJDµσK +
1
2
gfJK
Iψ¯Jγµψ
K
−g∂JγILMf ijLψ¯Ji γµψMj ≡ 0 .
(3.27)
These results can now be compared to the known off-shell case. There, the theory is completely
determined by the constant symmetric gauge-invariant three-tensor CIJK as we have already men-
tioned before. Similarly, the dynamical constraints are determined by a new object γIJK which is
symmetric in its lower indices. In Section 3.3.3, we will prove that in the off-shell case, the object
γIJK is fixed in terms of CIJK . As this is not necessarily the case at present, our discussion is
already more general at this level. In the simplest case where the gauge theory is Abelian and no
FI terms are present, (3.21) is the only condition and we will show in the next Section 3.3.3 that it
is the counterpart of the fact that CIJK is constant. When we consider a non-Abelian gauge group,
the transformation of the object γIJK should be compatible with (3.23), which is to be compared to
the demand that CIJK be gauge-invariant.
In the Abelian off-shell case, we can add a constant term (the Fayet-Iliopoulos term) to the
equation of motion of the auxiliary field, which yields a potential in the action for the physical
fields, as shown in (3.7). However, these FI terms can only be present in Abelian theories.3 This
is to be contrasted with the on-shell multiplets where in the Abelian case, f (ij)I should only sat-
isfy (3.20), which does not imply that it is constant. Moreover, in the non-Abelian case these terms
should simultaneously obey (3.20) and (3.22) but it is clear that they are not eliminated. This is a
major generalization as in the off-shell case, non-Abelian FI terms are not possible.
3.3.2 Hypermultiplets
We will now repeat the above discussion for hypermultiplets. This will lead us to the conclu-
sion that the allowed target spaces can be generalized from hyperka¨hler to hypercomplex mani-
folds [22].
A single hypermultiplet contains (see Table 2.4) four real scalars and two spinors, called the
hyperinos, subjected to a symplectic Majorana reality condition, as explained in Appendix A. For
n hypermultiplets, we introduce real scalars qX(x), with X = 1, . . . , 4n, and spinors ζA(x) with
A = 1, . . . , 2n. To formulate the symplectic Majorana condition, we introduce two matrices ρAB
and Eij , with i, j = 1, 2, satisfying (2.59). These define symplectic Majorana conditions for the
fermions and supersymmetry transformation parameters [58]:
αCγ0ζBρBA =
(
ζA
)∗
, αCγ0ǫjEji =
(
ǫi
)∗
, (3.28)
3In the case of local (off-shell) supersymmetry, su(2) FI terms exist.
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where C is the charge conjugation matrix, and α is an irrelevant number of modulus 1. We can
always adopt the basis where Eij = εij , and will further restrict to that.
Since the scalar fields will be described in terms of a nonlinear sigma model, they are inter-
preted as coordinates on some target space, and requiring the on-shell closure of the supersymmetry
algebra imposes certain conditions on the target space, which we derive below. We will show how
the closure of the supersymmetry transformation laws leads to a hypercomplex manifold. More
precisely, the closure of the algebra on the bosons will yield the defining equations for this geom-
etry, whereas the closure of the algebra on the fermions and its further consistency will lead again
to equations of motion, independent of an action.
The supersymmetry transformations (with ǫi constant parameters) of the bosons qX(x), are
parametrized by arbitrary functions fXiA(q). For the transformation rules of the fermions we write
the general form compatible with the supersymmetry algebra. This introduces other general func-
tions f iAX (q) and ωXBA(q):4
δQ(ǫ)q
X = − i ǫ¯iζAfXiA ,
δQ(ǫ)ζ
A =
1
2
i /∂qXf iAX ǫi − ζBωXBA(δQ(ǫ)qX) . (3.29)
The functions satisfy reality properties (2.60) and(
ωXA
B
)∗
=
(
ρ−1ωXρ
)
A
B . (3.30)
in order to be consistent with the reality of qX and the symplectic Majorana condition.
A priori, the functions fXiA and f iAX are independent, but the commutator of two supersymme-
tries on the scalars only gives a translation if we impose
f iAY f
X
iA = δ
X
Y , f
iA
X f
X
jB = δ
i
jδ
A
B ,
DY f
X
iB ≡ ∂Y fXiB − ω AY B fXiA + Γ XZY fZiB = 0 , (3.31)
where ΓXY Z(q) is some object, symmetric in the lower indices.
We ask that the supersymmetry transformation rules are covariant with respect to two kinds of
reparametrizations. The first ones are the target space diffeomorphisms, qX → q˜X(q), under which
fXiA transforms as a vector, ωXAB as a one-form, and ΓXY Z as a connection. The second set are the
reparametrizations which act on the tangent space indices A,B, . . . On the fermions, they act as
ζA → ζ˜A(q) = ζBUBA(q) , (3.32)
where U(q)AB is any invertible matrix compatible with the reality conditions, i.e. any G ℓ(n,H)
transformation, written as a complex 2n × 2n matrix. In general, such a transformation brings us
into a basis where the fermions depend on the scalars qX . In this sense, the hypermultiplet is written
in a special basis where qX and ζA are independent fields. The supersymmetry transformation
4In fact, we can write down a more general supersymmetry transformation rule for the fermions than in (3.29), but
using Fierz relations and simple considerations about the supersymmetry algebra, we can always bring its form into
the one written above.
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rules (3.29) are covariant under (3.32) if we transform f iAX (q) in the fundamental of G ℓ(n,H) and
ωXA
B as a connection,
ωXA
B → ω˜XAB = [(∂XU−1)U + U−1ωXU ]AB . (3.33)
Hence, {fXiA} are covariantly constant Vielbeine on the target space Mt and define frames. Due
to their transformation properties and reality conditions, they can be used to reduce the structure
group of the frame bundle LMt to G ℓ(n,H). This makes us conclude that the target manifold is
almost hypercomplex.
As a consequence, we can build the G ℓ(n,H) invariant tensor fields, i.e. the almost hyper-
complex structures (2.48), defining the corresponding G-structure using (2.63). As the Vielbeine
are covariantly constant (3.31), the almost hypercomplex structures either are with respect to the
torsionless connection Γ. Hence, the G-structure is 1-flat and the target space is hypercomplex.
Using the integrability condition for the Vielbeine, we arrive at (2.65) with vanishing sp(1)
curvature. We can now introduce a new object W which is symmetric in its three lower indices.
fXCif
Y
jDRXY B
A = −1
2
εijWCDB
A , WCDB
A ≡ f iXC fYiDRXY BA =
1
2
f iXC f
Y
iDf
Z
jBf
Aj
V RXY Z
V ,
(3.34)
where the curvatures were defined in (2.64). This tensor W will appear in the equations of motion.
Let us now summarize what are the independent objects and relations. We have found that
qX are coordinates on the target space Mt and that {f iAX } are Vielbeine, covariantly constant with
respect to the torsionless affine connection Γ on TMt and the induced G ℓ(n,H) connection ω
on aLMt.
5 With these Vielbeine, we could construct a field of hypercomplex structures, that is
preserved by Γ. Moreover, Γ equals the Obata connection and the manifold Mt is hypercomplex
(see Section 2.1.3). Moreover, the fermions ζA are sections of the G ℓ(n,H) subbundle of aLMt.
All this considerations lead us to define the covariant variation of the fermions:
δ̂ζA ≡ δζA + ζBωXBAδqX , (3.35)
for any transformation δ. Two models related by either target space diffeomorphisms or fermion
reparametrizations of the form (3.32) are equivalent; they are different coordinate descriptions of
the same system. Thus, in a covariant formalism, the fermions can be functions of the scalars.
However, the expression ∂XζA makes only sense if we compare different bases and similarly for
ζBωXB
A as the connection has no absolute value. The only covariant object is therefore the co-
variant derivative
DXζ
A ≡ ∂XζA + ζBωXBA , (3.36)
which is a special case of (3.35). The covariant transformations are also a useful tool to calculate
any transformation on e.g. a quantity WA(q)ζA:
δ
(
WA(q)ζ
A
)
= ∂X
(
WAζ
A
)
δqX +WA δζ
A
∣∣
q
= DX
(
WAζ
A
)
δqX +WA
(
δ̂ζA −DXζAδqX
)
= (DXWA) δq
XζA +WA δ̂ζ
A . (3.37)
5Since the Sp(1) factor of the structure group of LMt is trivial, we work in a gauge in which the corresponding
connection vanishes.
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We will frequently use the covariant transformations (3.35). It can similarly be used on target space
vectors or tensors. For instance, for a target space vector field ∆X :
δ̂∆X = δ∆X +∆Y ΓZY
X δqZ . (3.38)
Now we consider the commutator of supersymmetry on the fermions, which will determine the
equations of motion for the hypermultiplets. Using (3.31), (2.65) and (3.34), we find6
[δQ(ǫ1), δQ(ǫ2)]ζ
A =
1
2
∂aζ
Aǫ¯2γ
aǫ1 +
1
4
ΓAǫ¯2ǫ1 − 1
4
γaΓ
Aǫ¯2γ
aǫ1 . (3.39)
The ΓA are the nonclosure functions, and define the equations of motion for the fermions,
ΓA = /DζA +
1
2
WCDB
AζBζ¯DζC ≡ 0 , (3.40)
where we have introduced the covariant derivative with respect to the transformations (3.35),
Dµζ
A ≡ ∂µζA + (∂µqX)ζBωXBA . (3.41)
By varying the equations of motion under supersymmetry, we derive the corresponding equations
of motion for the scalar fields:
δ̂Q(ǫ)Γ
A =
1
2
i f iAX ǫi∆
X , (3.42)
where
∆X = ✷qX − 1
2
ζ¯Bγaζ
D∂aqY f iCY f
X
iAWBCD
A − 1
4
DYWBCD
Aζ¯EζDζ¯CζBf iYE f
X
iA ≡ 0 ,
(3.43)
and the covariant d’Alembertian is given by
✷qX = ∂a∂
aqX +
(
∂aq
Y
) (
∂aqZ
)
ΓY Z
X . (3.44)
The supersymmetry algebra thus imposes the constraints (3.31) and the equations of mo-
tion (3.40) and (3.43). These form a multiplet, as acting with a supercharge on ∆X again yields
the bosonic and fermionic equations of motion.
The most important conclusion to draw from the above is the fact that hypermultiplets can
parametrize a hypercomplex manifold. This is a generalization of the old result [19] that the
scalars in the corresponding nonlinear sigma model Lagrangian are coordinates on a hyperka¨hler
manifold.
6To obtain this result, we use Fierz identities expressing that only the cubic fermion combinations of [59, (A.11)]
are independent:
ζ(B ζ¯Cγaζ
D) = −γaζ(B ζ¯CζD) .
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3.3.3 Taking everything off-shell
We will now show that the introduction of an action is only possible if the target spaces for the
vector and hypermultiplets are respectively very special real and hyperka¨hler. To be as general as
possible, we will use the BV formalism to prove this, since in that case, we only have to assume
the existence of an action without referring to its explicit form.
Vector multiplets
We will show that the existence of an action reduces the set of equations in Section 3.3.1 to the
well-known ones of very special geometry [55, 60]. More specifically, we will show that we can
construct a standard action only if the object γIJK can be linked to the symmetric, gauge-invariant
three-tensor CIJK .
In a general nonlinear sigma model, the equations of motion transform covariantly under coor-
dinate transformations and as a consequence, there appears a connection in the kinetic term for the
scalars
✷ϕX = ∂µ∂
µϕX + ΓXY Z∂µϕ
Y ∂µϕZ . (3.45)
In general, this (torsionless) connection is affine. If we demand that the equation of motion is to
be derivable from an action with a standard kinetic term, i.e.
L = −1
2
gXY ∂µϕ
X∂µϕY + . . . , (3.46)
the connection moreover has to be the Levi-Civita connection. Thus, since the existence of an
action requires the introduction of a new object, namely the metric on the target space, the target
space geometry becomes Riemannian.
This is a rather general observation for nonlinear sigma models, but in the case of vector mul-
tiplets, more care is needed. The reason is mainly that we are working in special coordinates in
which target space diffeomorphisms are not manifest. Therefore, the equations of motion (3.25)-
(3.27) are not covariant under general coordinate transformations σI → σ′I(σ) if γ would trans-
form as a bona fide affine connection. Hence, the object γIJK should rather be seen as the on-shell
counterpart of CIJK than to be considered a connection. This cautionary remark aside, we will
prove that in the off-shell case, γIJK can be related to the Levi-Civita connection corresponding to
the special real metric (in special coordinates) gIJ = CIJKσK .
Another way to encounter the need to introduce one more object to characterize the theory if
the equations of motion (3.25)–(3.27) are to be derivable from an action functional S, is to note
that we want the nonclosure functional ΓI to be proportional to the equation of motion computed
from the action
δS
δψ¯Ii
= gIJΓ
iJ ≡ 0 , (3.47)
and similarly for the other field equations. We will suppose that the object gIJ is symmetric,
depends on the scalars σI only and that it is invertible, gIJgJK = δKI .
Paralleling the discussion in [61], we will use the Batalin-Vilkovisky formalism [49, 50, 62]
to retrieve the conditions for the existence of an action. We will therefore introduce translational
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field dim g afn antifield dim g afn
σI 0 0 0 σ∗I 1 −1 1
AIµ 0 0 0 A
∗µ
I 1 −1 1
ψiI 1/2 0 0 ψ∗iI 1/2 −1 1
cµ 0 1 0 c∗µ 1 −2 2
ci 1/2 1 0 c∗i 1/2 −2 2
αI 0 1 0 α∗I 1 −2 2
L 2 0 −
Table 3.2: Dimension (dim), ghost number (g) and antifield number (afn) of all fields.
ghosts cµ, supersymmetry ghosts ci, gauge symmetry ghosts αI and antifields (denoted by ∗) and
expand the BV action up to antifield number 2.
SBV =
∫
d5x (L0 + L1 + L2 + . . .) ,
L1 = σ∗Icµ∂µσI + A∗µI cν∂νAIµ + ψ¯∗iIcµ∂µψiI +
1
2
i σ∗I ψ¯
Ic+
1
2
A∗µI ψ¯
Iγµc
+ψ¯∗iI
(
−1
2
i /DσIci − 1
4
/F
I
ci − 1
2
i γIJKψ¯
iJψjKcj + f
(ij)Icj
)
−gσ∗IfJKIαJσK + Aµ∗I DµαI − gψ¯∗iIfJKIαJψiK , (3.48)
L2 = −1
4
c∗µc¯γ
µc+ c¯(iψ
∗j)
I c¯iψ
∗
jJg
IJ − 1
2
gα∗IfJK
IαJαK +
1
4
iα∗Iσ
I c¯c+
1
4
α∗IA
I
µc¯γ
µc ,
where L0 denotes the (unknown) classical Lagrangian. Note that the inverse of the new object
gIJ introduced in (3.47) is now appearing in L2, in order to encode correctly the supersymmetry
algebra. Of course, the BV action can have terms with higher antifield number and to consider
the form of these terms, we need to know the dimension, ghost number and antifield number of
all fields (see Table 3.2). For consistency, the dimension of each field together with its antifield
should add up to the same number, which we take to be equal to one. As a consequence, none of
the fields have negative dimension. Using the fact that each term in the Lagrangian should have
dimension two and vanishing ghost number, we can construct terms with antifield number higher
than two, but none of these terms would spoil the arguments below.
To find the conditions imposed on gIJ , we now concentrate on terms in the master equa-
tion (2.100) that are cubic in the supersymmetry ghost cI and quadratic in the gaugino antifield
ψ∗iI and find
1
2
i ∂Ig
JKψ¯Icc¯(iψ
∗j)
J c¯iψ
∗
jK − 2 i gIJγKILψ¯∗(iKck)ψ¯kLcj c¯(iψ∗j)J (3.49)
=
1
2
i ψ¯Icc¯(iψ
∗j)
J c¯iψ
∗
jK(∂Ig
JK + 2γ
(J
ILg
K)L) + 2 i γ
[J
ILg
K]Lc¯(iψ
∗
j)J c¯
(iψ
∗k)
K ψ¯
jIck = 0 .
This is equivalent with the following conditions.
∂Ig
JK + 2gL(Jγ
K)
IL = 0 ,
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γI,JK = gILγ
L
JK = γ(I,JK) . (3.50)
The first condition means that the object γ introduced in (3.19) can now be seen as a Levi-Civita
connection with respect to gIJ , which we will call the metric from now on. The second is the
complete symmetry of the first Christoffel connection coefficients. Applying those conditions
to (3.21), we find that these first Christoffel connection coefficients should be constant, and we
will take
γI,JK =
1
2
CIJK . (3.51)
This relation implies that gIJ = CIJKσK + aIJ where the last term is an integration constant.
In the Abelian case, the only other condition we need to consider is (3.20), which implies that
f
(ij)
I = gIJf
(ij)J now is constant.
The non-Abelian case is slightly more involved as there are two more conditions to be solved.
Using the above expressions for the metric and the connection, (3.23) can first of all be solved
trivially if the metric is constant, as the corresponding γIJK is zero. If the three-tensor CIJK is not
vanishing, the same condition (3.23) is solved if aIJ = 0 and the three-tensor is gauge-invariant,
i.e.
fI(J
MCKL)M = 0 . (3.52)
In both cases, the condition on the FI terms (3.22) implies that they are vanishing. Hence, by
imposing the existence of an action, we have recovered the old results of very special geometry [55,
60]. This means first of all that the real scalars parametrize a manifold with metric σKCIJK where
CIJK is a symmetric gauge-invariant three-tensor. Secondly, the FI terms can only be present in
the Abelian sectors of the theory and are forced to be constants.
To conclude this section, we give the action (for aIJ = 0) together with the field equations.
S =
∫
d5x
[
− 1
2
gIJ(Dµσ
IDµσJ +
1
2
F IµνF
Jµν + ψ¯I /DψJ)− g2gIJf Iijf ijJ −
1
8
iCIJKψ¯
I /F
J
ψK
−1
4
i gfIJ
KgKLσ
Lψ¯IψJ +
1
2
i gCIJKf
ijIψ¯Ji ψ
K
j +
1
16
CIJMCKLNg
MN ψ¯iIψjJ ψ¯Ki ψ
L
j
− 1
24
CIJKε
µνρστAIµ(F
J
νρF
K
στ + gfLM
JALνA
M
ρ F
K
στ +
2
5
g2fJLMfNP
KALνA
M
ρ A
N
σ A
P
τ )
]
,
δS
δψ¯Ii
= gIJΓ
iJ ,
δS
δσI
= gIJ∆
J − 1
2
CIJKψ¯
JΓK ,
δS
δAµI
= gIJΞ
J
µ −
1
2
iCIJKψ¯
JγµΓK .
(3.53)
The action without FI terms equals the one in [22] after elimination of the auxiliary field Y ijI by
its algebraic equation of motion.
Hypermultiplet
We can repeat the above construction for the hypermultiplets. In that case, the equation of motion
for the fermions is deduced from an action in a way similar to (3.47),
δS
δζA
= ΓBCBA . (3.54)
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Using again the BV formalism, the existence of this action then implies that CAB should be co-
variantly constant.
DXCAB = 0 . (3.55)
Otherwise stated, the requirement of an action implies the existence of an invariant fibrewise sym-
plectic form on the associated bundle aLMt of the target manifold. As a consequence, we can
construct a covariantly constant metric using the Vielbeine
gXY = f
iA
X f
jB
Y CABεij . (3.56)
This is equivalent with the fact that the target space is hyperka¨hler, as (g, ~J) defines a 1-flat almost
hypercomplex hermitian structure on the target space Mt. Note that due to this G-structure, the
structure group of the frame bundleLMt can be reduced to Sp(n) (or a noncompact version thereof,
see below). Consequently, the holonomy group should also be included in that group.
We may moreover choose CAB to be constant. To prove this, we look at the integrability
condition for (3.55)
[DX ,DY ]CAB = 0 = −2RXY [ACCB]C . (3.57)
This implies that the antisymmetric part of the connection ωXAB ≡ ωXACCCB is in pure gauge,
and can be chosen to be zero. If we do so, the covariant constancy condition for CAB reduces to
the equation that CAB is just constant. For this choice, the connection ωXAB is symmetric, so the
structure group G ℓ(r,H) breaks to USp(2r−2p, 2p). The signature is the signature of dCB , which
is defined as CAB = ρACdCB where ρAC was given in (2.59). However, we will allow CAB also to
be nonconstant, but covariantly constant.
Thus, similar to the case of vector multiplets, we have recovered the old result [19] that the
target space of hypermultiplet scalars has to be hyperka¨hler by requiring the existence of an action,
which then reads
S =
∫
d5x[−1
2
gXY ∂aq
X∂aqY + ζ¯A /Dζ
A − 1
4
WABCDζ¯
AζBζ¯CζD] . (3.58)
Chapter 4
Local on-shell supersymmetry
In this chapter, we will discuss on-shell realized supersymmetry in theories coupled to gravity. Fol-
lowing closely the ideas in the previous chapter, we will focus on one interesting example, namely
that of localN = 2 five-dimensional super-Poincare´ vector- and hypermultiplets. However, as the
construction of local supersymmetric theories requires rather tedious calculations, we will rely on
the so-called superconformal tensor calculus.
During the past decades, the conformal approach to the construction of various supergravities
has proven to be very powerful. The method starts from a theory with superconformal invariance,
while the final super-Poincare´ theory results from breaking the extra symmetries. Since the confor-
mal theory admits a larger symmetry algebra, it has a simpler although nontrivial form. Breaking
the conformal symmetries yields drastic changes in the target space, such that this approach often
gives clear insights in the geometry of the models under study. In the present case, the construction
will lead us to conclude that the different quaternionic-like manifolds discussed in Chapter 2 are
pairwise related in a natural way.
The content of this chapter is as follows. We will first list the ingredients of the conformal
construction and subsequently apply it on a simple example. Then, we will take the different
steps of the conformal approach in the context of N = 2, d = 5 theories. Firstly, we will add
extra structure to the rigid super-Poincare´ off-shell vector- and on-shell hypermultiplet to make
them invariant under superconformal symmetry and we will subsequently gauge that group. Then
we will discuss the geometry of the hypermultiplet target space of the models and show how it
decomposes if we fix the extra symmetries. The fixing of these symmetries in the physical theory
is the final step, which we will however only perform explicitly in the context of quaternionic-
Ka¨hler target spaces, i.e. in theories with actions.
The superconformal approach was discussed in e.g. [63, 64] and was applied in the context of
N = 2 four-dimensional theories described by an action functional in [65–67]. It was reviewed
recently in a few Ph.D. theses [68–73]. Five-dimensionalN = 2 supergravities that have an action
prescription were discussed in [55, 74–79]. The conformal programme in five dimensions was
followed in [22, 24, 25, 59] yielding more complete results in the context of N = 2 theories with
actions, and entirely new geometrical insights.
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4.1 Introduction
The importance of the conformal group, although in a completely different setting, was first
stressed in the seminal paper [5]. There, the maximal bosonic space-time symmetry group that can
act on the S-matrix elements, without rendering them trivial, was studied. It was found that when
the symmetries act in finite dimensional representations and the field theory is defined on four-
dimensional Minkowski space-time, the maximal space-time symmetry group is the conformal
group, if all particles are massless. A similar result followed in the context of supersymmetry [80],
yielding the superconformal groups.
4.1.1 Algebraic point of view
The conformal group is the set of transformations of flat space that preserves angles, i.e. if η
is a Minkowski metric with signature (1, d − 1), if V,W ∈ Rd and if |V | = √η(V, V ), then
the conformal group preserves η(V,W )/(|V ||W |). These transformations are generated by so-
called conformal Killing vectors, defined in (2.12). We will start our discussion of the conformal
approach by listing some peculiarities about the (super)conformal algebra.
The conformal algebra
In Cartesian coordinates and with the standard Minkowski metric, the conformal Killing equa-
tion (2.12) can be written as
∂(µξν) − 1
d
ηµν∂ρξ
ρ = 0 , (4.1)
where ξ is the conformal Killing vector. In the case that d > 2, this equation admits a finite number
of solutions, parametrized by (λP , λM , λD, λK). A general conformal Killing vector of flat space
thus reads
ξµ = λµP + λ
µν
M xν + λDx
µ + (λµKx
2 − 2λK · xxµ) . (4.2)
The separate terms in this expansion generate different symmetries, and referring to the origi-
nal definition (2.12), these generators can correspond to different functions f . Calculating their
Lie-brackets using (2.9), we arrive at the conformal Lie-algebra. Symbolically, if we denote the
infinitesimal transformations induced by ξ as
ξ = λµPPµ + λ
µν
MMµν + λDD + λ
µ
KKµ . (4.3)
we arrive at the following algebra
[Mµν ,M
ρσ] = −2δ[ρ[µMν]σ] , [Pµ,Mνρ] = ηµ[νPρ] ,
[Pµ, Kν ] = 2(ηµνD + 2Mµν) , [Kµ,Mνρ] = ηµ[νKρ] ,
[D,Pµ] = Pµ , [D,Kµ] = −Kµ .
(4.4)
It is standard knowledge that this algebra is isomorphic to so(2, d). More specifically, the map
between the different generators reads
Mˆ µˆνˆ =

 Mµν 14(P µ −Kµ) 14(P µ +Kν)−1
4
(P µ −Kµ) 0 −1
2
D
1
4
(P µ +Kν) 1
2
D 0

 . (4.5)
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Note that this algebra preserves the scalar product defined by a metric ηˆ,
ηˆ = diag(−,+, . . . ,+︸ ︷︷ ︸
d times
,−) . (4.6)
An important fact is that the d-dimensional Poincare´ algebra is a subalgebra of (4.4). This is
very important in the conformal construction of (super)gravity theories, since in the end, only this
subalgebra will be represented nontrivially on the physical fields.
Induced representations
Another subalgebra of (4.4) is the one spanned by the generators M , D and K, which enjoys the
special property that the transformations leave fixed the space-time point x = 0. Therefore it
is called the stability subalgebra. Since fields are functions on space-time, they change under the
action of the conformal algebra because space-time itself transforms. In general however, the fields
themselves can also transform nontrivially under the action of the space-time symmetry algebra.
For instance, a field can have different components that transform as a vector under rotations. This
in general makes the transformation properties rather complicated. However, it turns out that the
transformations at x = 0 under the action of the stability subalgebra are sufficient to determine the
transformation under the full conformal group at a general point in space-time.
To make this more clear, we will concentrate on a theory with rigid conformal invariance,
defined on flat Minkowski space-time. Focusing on the fields at x = 0, the stability subalgebra
is generated by Σ, ∆ and κ corresponding to M , D and K respectively. From the theory of in-
duced representations, it then follows that the full transformation of the fields can be reconstructed.
Indeed, for a general field φ the transformations read
δPφ(x) = ξ
µ∂µφ(x) ,
δMφ(x) =
1
2
λµνM (xν∂µ − xµ∂ν)φ(x) + δΣ(λM)φ(x) ,
δDφ(x) = λDx
λ∂λφ(x) + δ∆(λD)φ(x) ,
δKφ(x) = λ
µ
K(x
2∂µ − 2xµxλ∂λ)φ(x) +
+ [δ∆(−2x · λK) + δΣ(−4x[µλKν]) + δκ(λK)]φ(x) , (4.7)
with ξ given in (4.2). Conversely, the transformations of a field under the conformal group at an
arbitrary point in Minkowski space-time, can always be written in such a form. Hence, a general
transformation on the field reads
δCφ = [ξ
µ∂µ + δΣ(∂[νξµ]) + δ∆(
1
d
∂µξ
µ) + δκ(λK)]φ . (4.8)
The Lagrangians (and the equations of motion) we will encounter do not explicitly depend on the
space-time coordinates, hence they are translational invariant in a trivial way. Therefore, conformal
invariance can be checked at x = 0 and we can make use of the simpler transformations δΣ, δ∆
and δκ. Thus, if we write δφ, we will always mean δφ|x=0. Note however that when computing the
transformation properties of derivatives of fields, we have to take into account that some parameters
in (4.8) are position-dependent.
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The superconformal algebra
The conformal algebra can be extended to a superalgebra in several ways. We will discuss its ex-
tension to the N = 2 case in five dimensions. As in the case of the super-Poincare´ algebra (2.92),
an extra bosonic su(2) R-symmetry has to be added, generated by Uij acting on the supersymme-
tries in the fundamental representation. In addition to the super-Poincare´ case, the algebra contains
another su(2) doublet of fermionic symmetries, called special superconformal transformations and
denoted by Siα. The nontrivial relations of the complete superconformal algebra now read
[Mab,Mcd] = ηa[cMd]b − ηb[cMd]a , [Pa,Mbc] = ηa[bPc] ,
[Ka,Mbc] = ηa[bKc] , [Ui
j , Uk
l] = δliUk
j − δjkUil ,
[D,Pa] = Pa , [D,Ka] = −Ka ,
[Pa, Kb] = 2(ηab + 2Mab) ,
[Mab, Q
i
α] = −14(γabQi)α , [Mab, Siα] = −14(γabSi)α ,
[D,Qiα] =
1
2
Qiα , [D,S
i
α] = −12Siα ,
[Ui
j, Qkα] = δ
k
iQ
j
α − 12δjiQkα , [Uij , Skα] = δki Sjα − 12δjiSkα ,
[Ka, Q
i
α] = i (γaS
i)α , [Pa, S
i
α] = − i (γaQi)α ,
{Qiα, Qjβ} = −12δji (γa)αβPa , {Siα, Sjβ} = −12δji (γa)αβKa ,
{Qiα, Sjβ} = −12 i (δji δβαD + δji (γab)αβMab + 3δβαUij) ,
(4.9)
with a, . . . , d = 0, . . . , 4, α, β = 1, . . . , 4 and i, j = 1, 2. In the classification of the superalgebras
by Nahm [81], (4.9) is known as F 2(4). It is important to note that the N = 2 super-Poincare´
algebra (2.92) is a sub-superalgebra of the superconformal algebra. This is again very important
in the conformal approach.
A general transformation of a field will now be given by a similar relation as (4.8) and reads
δCφ = (ξ
µ∂µ + δΣ(∂[νξµ]) + δ∆(
1
d
∂µξ
µ) + δκ(λK) + δR(λ
ij
R) + δQ(ǫ) + δS(η))φ , (4.10)
where λR parametrizes the R-symmetry, ǫ the supersymmetry and η the special superconformal
transformations. Closure of the algebra is now realized on the field φ if the parameter of super-
symmetry is space-dependent,
ǫi = ǫi0 + i x
µγµη
i , (4.11)
where both ǫi0 and ηi are constant. This fact of a space-time dependent parameter is similar to (4.8).
4.1.2 Scalar field coupled to general relativity
To give a flavor of the way the conformal approach works and to introduce some more concepts,
we will now discuss how the theory of relativity can be constructed using the conformal approach.
This means that we will first of all develop a gauge theory of the conformal group. Subsequently,
we will have to construct conformal matter fields and build conformally invariant actions with these
fields. Note that in these actions, the conformal gauge fields will act as background fields, meaning
that they are nondynamical. Finally, we will have to break the extra (conformal) symmetries,
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Pa Mab D Ka
eaµ ωˆµ
ab bµ f
a
µ
Table 4.1: The gauge fields of the conformal group.
yielding a Poincare´-invariant theory. Let us therefore start by briefly reviewing how we can gauge
the conformal group.
Gauge theory
The algebra of conformal symmetries (4.4), with generators TA, can symbolically be written as
[δA(ǫ
A
1 ), δB(ǫ
B
2 )] = δC(ǫ
B
2 ǫ
A
1 fAB
C) , (4.12)
where the structure constants determine the commutators in the usual way ([TA, TB] = fABCTC).1
If we want to gauge the algebra, we have to introduce gauge fields hAµ for every generator, which
is done in Table 4.1. These gauge fields transform as
δ(ǫ)hAµ = ∂µǫ
A + ǫChBµ fBC
A . (4.13)
We then proceed by introducing the covariant derivative Dµ = ∂µ − δA(hAµ ). The commutator of
two covariant derivatives now gives rise to curvatures
[Dµ,Dν ] = −δA(RµνA) ,
Rµν
A = 2∂[µh
A
ν] + h
B
µ h
C
ν fBC
A . (4.14)
These curvatures satisfy the usual Bianchi identity D[µRνρ]A = 0.
Covariant general coordinate transformations Having introduced the gauge fields, we have
come to face with two problems. To make this clear, it is necessary to keep in mind that in the end,
we want to recover the theory of relativity. Hence, some of the properties of that theory should
already be reflected in the conformal gauge theory. First of all, in general relativity, the ωˆµab is
the spin-connection and can be written in terms of the Vielbeine. In the case at hand, we would
similarly like ωˆµab to depend on the other gauge fields. Secondly, we want to substitute the local
translations for arbitrary coordinate transformations, again similar to general relativity which in
its canonical formulation, is invariant under coordinate transformations, rather than being a gauge
theory of translations.
Because of the special role of translations, we will split the general indexA in translations a and
the rest, denoted by I . We then replace the translations by a linear combination of transformations,
which we will call covariant general coordinate transformations (cgct), defined as follows
δcgct ≡ δgct(ξ)− δI(ξµhIµ) , (4.15)
1In case of fermionic symmetries in five dimensions, we have {TA, TB} = −fABCTC .
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where the subscript gct denotes the usual general coordinate transformations for which ξµ = ξaeaµ
is the parameter. The latter transformations are defined via the following action on all gauge fields
δgcth
A
µ ≡ ξν∂νhAµ + ∂µξνhAν = δB(ξνhBν )hAµ − ξνRµνA . (4.16)
Now that we have split the transformations into coordinate and gauge transformations, we can re-
fine the concept of a covariant object, that was already introduced in Chapter 2. This is a field or
combination of fields that do not transform to a derivative on ǫI under a finite number of transfor-
mations δI . The notion of a covariant object will be encountered frequently.
We can now study the properties of all fields under cgct and I-transformations. Starting with
the Vielbeine, the cgct’s are
δcgct(ξ)eµ
a = ∂µξ
a + ξbhAµ fAb
a − ξνRµν(P a) . (4.17)
We are now ready to make ωˆ a field-dependent object, by introducing the constraint that
Rµν
a(P ) = 2∂[µeν]
a + 2b[µeν]
a + 2ωˆ[µ
abeν]b = 0 , (4.18)
such that we can now solve ωˆ as
ωˆµ
ab = 2eν[a∂[µeν] − eν[aeb]ρeµc∂νeρc + 2eµ[abb] . (4.19)
All transformations of the Vielbein, including the cgct of (4.17), therefore read
δeµ
a = ∂µξ
a + bµξ
a + ωˆµ
abξb︸ ︷︷ ︸
δcgct(ξ)
−λDeµa − λabMeµb . (4.20)
We can now repeat this for the other gauge fields. According to (4.13), they transform under
I-transformations as follows
δJ(ǫ
J)hIµ = ∂µǫ
I + ǫJhKµ fKJ
I + ǫJMµJI . (4.21)
The object M is the covariant part in the transformation of the gauge field. In the case at hand, it
only contains terms as a consequence of our use of splitting the gauge indices. In other words,
MµJI = eµafaJ I . (4.22)
In general however, this M can also contain auxiliary fields, present in some multiplets. Under
covariant general coordinate transformations, we find a transformation rule for the gauge fields
similar to the one for Vielbeine (4.17),
δcgct(ξ)h
I
µ = −ξνRˆµνI − ξahJµMaJ I ,
Rˆµν
I = 2∂[µh
I
ν] + h
J
µh
K
ν fJK
I − 2hJ[µMν]JI . (4.23)
Here we have introduced the covariant curvature, denoted by a hat.
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Conventional constraints The constraint (4.18) permitted us to solve for the spin connection
algebraically and therefore it is called conventional. Hence, in such constraints, the field that
should be solved for, has to appear linearly and without derivatives. In the case under consideration,
the gauge field for special conformal transformations can be solved in a similar way by constraining
the Rˆ(M) curvature. Imposing
eνbRˆµν
ab(M) = 0 , (4.24)
the expression for that field reads
fµ
a =
1
6
Rµa − 1
48
eµ
aeνbRνb , Rµa = eνbRµνba , (4.25)
where Rµνab was defined in (2.34) but is computed in the above using ωˆ. Note that we could also
have solved fµa from the D-curvature.2 However, the Bianchi identity of the P-curvature links
these two possibilities as it leads to
ea
µeb
νec
ρD[µRνρ](P
d) = −δd[aRˆbc](D) + Rˆ[ab(Mc]d) = 0 . (4.26)
In conclusion, we were able to impose two constraints (4.18) and (4.24) which has led to the
fact that the gauge fields ωˆ and f became dependent on the Vielbeine and on the gauge field for
dilatations b. Note that constraining these gauge fields is a way to eliminate degrees of freedom
from the theory in order to build a gauge theory of minimal size.
Constructing Poincare´ gravity
We will now use the above formalism to reconstruct the Einstein-Hilbert action. The starting point
is a real scalar field ϕ (called the compensator) that has Weyl weight w, meaning that it transforms
under dilatations as δDϕ = wλDϕ. Hence, the covariant derivative and d’Alembertian read
Dµϕ = ∂µϕ− wbµϕ ,
✷ϕ = ηabDaDbϕ
= eµa(∂µDaϕ− (w + 1)bµDaϕ+ ωˆµabDbϕ+ 2wfµaϕ) . (4.27)
We now consider the action
S =
∫
d5x e(−1)ϕ✷ϕ . (4.28)
Note that the action has actually the wrong sign for the kinetic energy, a feature that will be clarified
below. To be the starting point for the conformal construction, the above action needs to admit full
conformal invariance. Imposing K-invariance therefore fixes the Weyl weight to w = 3/2 (in five
space-time dimensions).
The second step is to substitute all dependent fields for their expressions. For the gauge
field fµa, it can be seen that only its contraction with a Vielbein appears. In that case, we have
from (4.25) that
fa
a ≡ fµaeaµ = − 1
16
R(ωˆ) , (4.29)
2With ‘D-curvature’, we mean the curvature computed with the gauge field for dilatations, i.e. containing ∂b as
in (4.14). We will use similar names to denote the other curvatures.
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where the right-hand side denotes the Ricci scalar computed with ωˆ (see Appendix B). For the
latter field, we will use the following decomposition
ωˆµ
ab = ωµ
ab + 2eµ
[abb] , (4.30)
where ω is the usual expression for the spin connection in terms of the Vielbeine (2.38).
The next step is to break the symmetries that are not present in a pure Poincare´-invariant the-
ory. First of all, note that when we substitute above expressions for the dependent fields in the
action (4.28), it cannot depend on the gauge field bµ any more since this would be the only field
transforming under K symmetry. Therefore, we can break the special conformal transformations
by choosing an arbitrary value for bµ, which we will take to be zero for convenience, and this does
not change anything in the action. Next we have to deal with the dilatations, which we can fix by
freezing the scalar field to a constant. More precisely, as the action can be written as
S = −
∫
d5x eϕ[∂µg
µν∂ν − 3
16
R(ω)]ϕ , (4.31)
to retrieve the canonical normalized Einstein-Hilbert action, we have to put the scalar to the value
ϕ =
√
2
3
2
κ
. (4.32)
Note that this clarifies why we had to start from an action with the wrong sign for the kinetic term.
If we had not, we should have had to freeze the scalar to an imaginary value. In conclusion, the
action (4.28) results in the standard Einstein-Hilbert action
S = 1
2κ2
∫
d5x
√
gR(ω) . (4.33)
The strength of this construction method lies in the fact that we are able to build every Poincare´
action from the conformal approach. Conversely, every theory of gravity coupled to arbitrary
matter must be extendable to a theory of matter fields in a conformal background (i.e. with local
conformal symmetry). This is indeed the case. To make that statement clear, let us consider a
simple example of gravity coupled to a real scalar λ with a potential V ,
S =
∫
d5x e[
1
2κ2
R− 1
2
∂µλ∂
µλ+ V (λ)] . (4.34)
To find the conformal origin of this theory, we would again have to introduce the compensator
field ϕ. We would then write a term of the form (4.28) in the conformal action, and this would
correspond to the Einstein-Hilbert term in (4.34). The other terms in (4.34) can also be lifted to a
conformal action. Taking λ to have zero Weyl weight, we would have to multiply the kinetic term
for λ and every term in its potential with an appropriate factor of the compensator. In this way, we
can construct the conformal lift of (4.34) and similarly for any Poincare´-invariant theory.
Aficionados of the conformal tensor calculus approach believe3 that every supersymmetric the-
ory coupled to gravity can be constructed using this approach such that in every step, the theory
3By now, no proof exists.
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Generators Pa Mab D Ka Uij Qαi Sαi
Fields eµa ωˆabµ bµ fµa V ijµ ψiµ φiµ
Parameters ξa λab λD λaK λ
ij
R ǫ
i ηi
Table 4.2: The gauge fields and parameters of the superconformal algebra F 2(4).
remains fully supersymmetric. This conjecture thus implies that in a theory with local supercon-
formal invariance, we can always find appropriate compensating fields to reduce the theory to
one that is invariant under some super-Poincare´ group. Moreover, since this is believed to be an
entirely supersymmetric construction, these compensating fields should fall in (superconformal)
multiplets.
4.2 N = 2, d = 5 superconformal fields
We now want to embark on the superconformal construction of local N = 2 five-dimensional
super-Poincare´ vector- and hypermultiplets. In the present section, we will therefore review some
of the N = 2 superconformal multiplets. First of all, we will have to discuss the Weyl multiplet,
which contains the superconformal gauge fields. Next, we will discuss the off-shell superconfor-
mal vector multiplet and study the superconformal extension of the hypermultiplet, discussed in
Chapter 3. The vector multiplets will then be of use, as they will allow us to gauge symmetries of
the hypermultiplet target space. Note that tensor multiplets and on-shell vector multiplets will not
be discussed.
4.2.1 Weyl multiplet
As in the purely bosonic case, the first step is a discussion of the gauge theory of the supercon-
formal algebra, which can be found in [59]. We again start by introducing a gauge field for every
symmetry, as shown in Table 4.2. From the algebra (4.9), we can now read off the transforma-
tion rules for the gauge fields, using (4.13). Similarly, we can construct the different curvatures
from (4.14). We again trade the local translations for the covariant general coordinate transforma-
tions and split the gauge indices in an a for translations and an I for the rest. We then also introduce
the covariant curvatures Rˆ using (4.23), for which we have not yet a complete expression, since
we will later on be forced to introduce auxiliary fields that will contribute to covariant terms in the
transformations of the gauge fields. We can impose the following three conventional constraints
Rµν
a(P ) = 0 ,
eνbRˆµν
ab(M) = 0 ,
γµRˆµν
i(Q) = 0 . (4.35)
These can be solved for the dependent gauge fields. Introducing first
Rˆ′µν
I = Rˆµν
I + 2hJ[µe
a
ν]faJ
I , (4.36)
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we can write
ωˆabµ = 2e
ν[a∂[µe
b]
ν] − eν[aeb]σeµc∂νe cσ + 2e [aµ bb] −
1
2
ψ¯[bγa]ψµ − 1
4
ψ¯bγµψ
a ,
φiµ =
1
3
i γaRˆ′µa
i(Q)− 1
24
i γµγ
abRˆ′ab
i(Q) , (4.37)
faµ = −
1
6
Rµa + 1
48
eµ
aR , Rµν ≡ Rˆ′ baρµ (M)ebρeνa , R ≡ Rµµ .
Counting the number of bosonic and fermionic (off-shell) degrees of freedom, taking into account
the constraints (4.35), it turns out that these do not match. The standard cure for this is to introduce
auxiliary (matter) fields. These are respectively a real scalar D, an antisymmetric real two-form
Tab and an su(2) doublet of fermions χi. The introduction of these fields deforms the (Q- and
S-) transformation rules of the different gauge fields. As a consequence, these fields contribute to
the object MaIJ , introduced previously. To be precise, the Q- and S-transformation rules for the
independent fields in the Weyl multiplet are [59]
δeµ
a =
1
2
ǫ¯γaψµ ,
δψiµ = Dµǫ
i + i γ · Tγµǫi − i γµηi ,
δVµ
ij = −3
2
i ǫ¯(iφj)µ + 4ǫ¯
(iγµχ
j) + i ǫ¯(iγ · Tψj)µ +
3
2
i η¯(iψj)µ ,
δTab =
1
2
i ǫ¯γabχ− 3
32
i ǫ¯Rˆab(Q) ,
δχi =
1
4
ǫiD − 1
64
γ · Rˆij(V )ǫj + 1
8
i γab /DTabǫ
i − 1
8
i γaDbTabǫ
i
−1
4
γabcdTabTcdǫ
i +
1
6
T 2ǫi +
1
4
γ · Tηi ,
δD = ǫ¯ /Dχ− 5
3
i ǫ¯γ · Tχ− i η¯χ ,
δbµ =
1
2
i ǫ¯φµ − 2ǫ¯γµχ+ 1
2
i η¯ψµ . (4.38)
Here, the covariant derivative on the supersymmetry parameter is given by
Dµǫ
i = ∂µǫ
i +
1
2
bµǫ
i +
1
4
/ˆωµǫ
i − V ijµ ǫj . (4.39)
The different Weyl and su(2) weights are shown in Table 4.3.
Given the transformation rules (4.38) of the fields, we can calculate how the supersymmetry
algebra is realized on them. This is nontrivial since the rigid structure of (4.9) gets changed into a
soft algebra, as the structure constants have become field-dependent structure functionals. Below,
we list the relevant commutators.
The full commutator of two supersymmetry transformations is
[δQ(ǫ1), δQ(ǫ2)] = δcgct(ξ
µ
3 ) + δM(λ
ab
3 ) + δS(η3) + δR(λ
ij
3 ) + δK(λ
a
K3) .
(4.40)
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Field ♯ su(2) w Field su(2) w Field ♯ su(2) w
eµ
a 9 1 −1 ωˆµab 1 0 T[ab] 10 1 1
bµ 0 1 0 fµ
a 1 1 D 1 1 2
Vµ
(ij) 12 3 0
ψiµ 24 2 −12 φiµ 2 12 χi 8 2 32
Table 4.3: Elementary gauge fields, dependent gauge fields and matter fields of the Weyl multiplet.
The covariant general coordinate transformations have been defined in (4.15). The parameters
appearing in (4.40) are
ξµ3 =
1
2
ǫ¯2γµǫ1 ,
λab3 = − i ǫ¯2γ[aγ · Tγb]ǫ1 ,
λij3 = i ǫ¯
(i
2 γ · Tǫj)1 ,
ηi3 = −
9
4
i ǫ¯2ǫ1χ
i +
7
4
i ǫ¯2γcǫ1γ
cχi +
1
4
i ǫ¯
(i
2 γcdǫ
j)
1
(
γcdχj +
1
4
Rˆcdj(Q)
)
,
λaK3 = −
1
2
ǫ¯2γ
aǫ1D +
1
96
ǫ¯i2γ
abcǫj1Rˆbcij(V ) +
1
12
i ǫ¯2
(−5γabcdDbTcd + 9DbT ba) ǫ1
+ǫ¯2
(
γabcdeTbcTde − 4γcTcdT ad + 2
3
γaT 2
)
ǫ1 . (4.41)
For the other commutators containing Q and S, we find the following algebra:
[δS(η), δQ(ǫ)] = δD(
1
2
i ǫ¯η) + δM(
1
2
i ǫ¯γabη) + δR(−3
2
i ǫ¯(iηj)) + δK(λ˜
a
3K) ,
[δS(η1), δS(η2)] = δK(
1
2
η¯2γ
aη1) , (4.42)
where
λ˜a3K =
1
6
ǫ¯
(
γ · Tγa − 1
2
γaγ · T
)
η . (4.43)
To find the modifications to the transformation rules for the dependent gauge fields, we can use
their expressions (4.37), which can be computed completely as the expressions for the covariant
curvatures are completely known by now. Another way to derive these modifications is to note
that asking the constraints (4.35) to be invariant, modifies the transformation properties of the
dependent gauge fields.
To conclude this brief review of the Weyl multiplet, we give the complete expressions for the
dependent gauge fields. Introducing for notational ease
Dµψiν = ∂µψiν +
1
4
ωˆµ
abγabψ
i
ν , (4.44)
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we have
φiµ =
1
2
i γaD[µψiν]eνa −
1
12
i γµ
abDκψiνeκaeνb −
1
2
iV[µ
ijγaψa] j +
1
12
iVa
ijγµ
abψb j
−T aµψia −
1
3
T abγbµψ
i
a −
2
3
Tbµγ
abψia −
1
3
Tbcγ
abc
µψa ,
fa
a = fµ
aea
µ
= − 1
16
(R(ωˆ) +
1
3
ψ¯κγ
κµνDµψν − 1
3
ψ¯iaγ
abcψjbVcij − 16ψ¯aγaχ+ 4 i ψ¯aψbTab
−4
3
i ψ¯bγabcdψ
aT cd) ,
ωˆµ
ab = 2eν[a∂[µe
b]
ν] − eν[aeb]σeµc∂νe cσ + 2e [aµ bb] −
1
2
ψ¯[bγa]ψµ − 1
4
ψ¯bγµψ
a
= ωµ
ab + 2e [aµ b
b] − 1
2
ψ¯[bγa]ψµ − 1
4
ψ¯bγµψ
a . (4.45)
4.2.2 Vector multiplet
We have already discussed the rigid on-shell N = 2 super-Poincare´ vector multiplet in Sec-
tion 3.3.1. Much of this discussion will carry over to the present case. However, in case we
would use an on-shell vector multiplet, the transformations would get changed during the coupling
to the hypermultiplets. This problem is circumvented if we take the realization of the symmetry
algebra off the mass-shell, which is done by introducing an auxiliary bosonic field Y (ij) in the 3 of
su(2).
Rigid case
We will start by giving the transformation rules for a vector multiplet in the adjoint representa-
tion [82]. An off-shell vector multiplet has 8 + 8 real degrees of freedom whose SU(2) labels and
Weyl weights we have already indicated in Table 2.4.
The transformation properties under the gauge algebra are completely similar to the ones of
the on-shell multiplet (3.8)-(3.11). The rigid Q- and S-supersymmetry transformation rules for the
off-shell Yang-Mills multiplet are given by [82]
δAIµ =
1
2
ǫ¯γµψ
I ,
δY ijI = −1
2
ǫ¯(i /Dψj)I − 1
2
i gǫ¯(ifJK
IσJψj)K +
1
2
i η¯(iψj)I ,
δψiI = −1
4
γ · F Iǫi − 1
2
i /DσIǫi − Y ijIǫj + σIηi ,
δσI =
1
2
i ǫ¯ψI . (4.46)
The commutator of two Q-supersymmetry transformations equals the on-shell case (3.15), without
the possibility of having a nonclosure functional.
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Local case
Following the conformal recipe, we now need to place the vector multiplet in the background of
the Weyl multiplet, i.e. we have to gauge all superconformal symmetries. This is done in the
following way.
The local supersymmetry rules are given by
δAIµ =
1
2
ǫ¯γµψ
I − 1
2
i σI ǫ¯ψµ ,
δY ijI = −1
2
ǫ¯(i /Dψj)I +
1
2
i ǫ¯(iγ · Tψj)I − 4 iσI ǫ¯(iχj) − 1
2
i gǫ¯(ifJK
IσJψj)K +
1
2
i η¯(iψj)I ,
δψiI = −1
4
γ · Fˆ Iǫi − 1
2
i /DσIǫi − Y ijIǫj + σIγ · Tǫi + σIηi ,
δσI =
1
2
i ǫ¯ψI . (4.47)
The covariant derivatives read
Dµ σ
I = DµσI − 1
2
i ψ¯µψ
I ,
DµσI = (∂µ − bµ)σI + gfJKIAJµσK ,
Dµψ
iI = DµψiI + 1
4
γ · Fˆ Iψiµ +
1
2
i /DσIψiµ − Y iIj ψjµ − σIγ · Tψiµ − σIφiµ ,
DµψiI = (∂µ − 3
2
bµ +
1
4
γab ωµ
ab)ψiI − V ijµ ψIj + gfJKIAJµψiK . (4.48)
The superconformal field strength is defined as
Fˆ Iµν = 2∂[µA
I
ν] + gfJK
IAJµA
K
ν − ψ¯[µγν]ψI +
1
2
i σIψ¯[µψν] , (4.49)
while the superconformal d’Alembertian reads
✷
cσI = DaDaσ
I
=
(
∂a − 2ba + ω bab
)
Daσ
I + gtJK
IAJaD
aσK − 1
2
i ψ¯µD
µψI − 2σIψ¯µγµχ
+
1
2
ψ¯µγ
µγ · TψI + 1
2
φ¯µγ
µψI + 2fµ
µσI − 1
2
gψ¯µγ
µtJK
IψJσK . (4.50)
The above transformation rules leave the following action invariant.
e−1Lv =
[
(− 1
4
Fˆ IµνFˆ
µνJ − 1
2
ψ¯I /DψJ +
1
3
σI✷cσJ +
1
6
Daσ
IDaσJ + Y IijY
ijJ)σK
−4
3
σIσJσK
(
D +
26
3
TabT
ab
)
+ 4σIσJ FˆKabT
ab − 1
8
i ψ¯Iγ · Fˆ JψK
− 1
2
i ψ¯iIψjJY Kij + i σ
Iψ¯Jγ · TψK − 8 iσIσJ ψ¯K+1
6
σIψ¯µγ
µ( i σJ /DψKχ
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+
1
2
i /DσJψK − 1
4
γ·Fˆ JψK + 2σJγ·TψK − 8σJσKχ)
−1
6
ψ¯aγbψ
I
(
σJ Fˆ abK − 8σJσKT ab
)
− 1
12
σIψ¯λγ
µνλψJ FˆKµν
+
1
12
i σIψ¯aψb
(
σJ Fˆ abK − 8σJσKT ab
)
+
1
48
iσIσJ ψ¯λγ
µνλρψρFˆ
K
µν
−1
2
σIψ¯iµγ
µψjJY Kij +
1
6
iσIσJ ψ¯iµγ
µνψjνY
K
ij −
1
24
i ψ¯µγνψ
Iψ¯JγµνψK
+
1
12
i ψ¯iµγ
µψjIψ¯Ji ψ
K
j −
1
48
σIψ¯µψνψ¯
JγµνψK +
1
24
σIψ¯iµγ
µνψjνψ¯
J
i ψ
K
j
− 1
12
σIψ¯λγ
µνλψJ ψ¯µγνψ
K+
1
48
i σIσJ ψ¯λγ
µνλρψρψ¯µγνψ
K
+
1
24
iσIσJ ψ¯λγ
µνλψKψ¯µψν +
1
96
σIσJσKψ¯λγ
µνλρψρψ¯µψν
]
CIJK
− 1
24
e−1εµνλρσCIJKAIµ
(
F JνλF
K
ρσ + fFG
JAFν A
G
λ(−
1
2
g FKρσ
+
1
10
g2fHL
KAHρ A
L
σ)
)
+
1
4
i gψ¯IψJσKσLfIJ
MCMKL . (4.51)
4.2.3 Hypermultiplet
In Chapter 3, we have already introduced the hypermultiplet. In the superconformal case, the target
space still is hypercomplex or hyperka¨hler for the same reasons as was explained there. However,
since more symmetries can now act nontrivially on the fields, one more object (a homothetic sym-
metry vector field) has to be introduced on the manifold.
Rigid case
Algebra The symmetry algebra that is nontrivially realized on the hypermultiplet fields is an
extension of the invariances discussed in Section 3.3.2. As a consequence, the supersymmetry
transformation rules are the same as in (3.29). However, we should now also consider the trans-
formation properties under dilatations, special conformal transformations, su(2)-transformations
and the special superconformal transformations. The scalars do not transform under special con-
formal transformations and special superconformal symmetry, but under dilatations and su(2)-
transformations, we parametrize
δD(λD)q
X = λDk
X(q) ,
δR(~λ)q
X = 2~λ · ~kX(q) , (4.52)
for some unknown target space vector fields kX(q) and ~kX(q).
To derive the appropriate transformation rules for the fermions, we first note that the hyperinos
should be invariant under special conformal symmetry. This is due to the fact that this symmetry
changes the Weyl weight with one. If we realize the [K,Q]-commutator on the fermions ζA,4 we
4Note that ∂q does transform under K-symmetry, due to (4.7).
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read off the special supersymmetry transformation
δS(η)ζ
A = −kXf iAX ηi . (4.53)
To proceed, we consider the commutator of regular and special supersymmetry. Realizing this on
the scalars, we determine the expression for the generator of su(2)-transformations in terms of the
dilatations and complex structures,
~kX =
1
3
kY ~JY
X . (4.54)
Realizing the same commutator on the hyperinos, we determine the covariant variations (see Sec-
tion 3.3.2)
δˆDζ
A = 2λDζ
A , δˆRζ
A = 0 , (4.55)
and furthermore this commutator only closes if we impose
DY k
X =
3
2
δY
X , (4.56)
which also implies
DY~k
X =
1
2
~JY
X . (4.57)
Due to the resemblance of (4.56) to (2.13), we will call the vector kX a homothetic symmetry
vector field. Similarly, we will call ~k the su(2) symmetry vector fields. Note that (4.56) is imposed
by the algebra. In a more usual derivation, where one considers symmetries of the Lagrangian, we
would find this constraint by imposing dilatation invariance of the action. Our result, though, does
not require the existence of an action. The relations (4.56) and (4.54) further restrict the geometry
of the target space, and it is easy to derive that the Riemann tensor has four zero eigenvectors,
kXRXY Z
W = 0 , ~kX RXY Z
W = 0 . (4.58)
Also, under dilatations and su(2)-transformations, the hypercomplex structure is scale invariant
and rotated into itself,
λD
(
kZ∂Z ~JX
Y − ∂ZkY ~JXZ + ∂XkZ ~JZY
)
= 0 ,
~λ · kZ∂Z ~JXY − ~λ · ∂Z~kY ~JXZ + ~λ · ∂X~kZ ~JZY = −~λ× ~JXY . (4.59)
All these properties are similar to those derived from superconformal hypermultiplets in four
space-time dimensions [66, 83]. There, the sp(1) × gl(r,H) sections, or simply, hypercomplex
sections, were introduced
AiB(q) ≡ kXf iBX , (AiB)∗ = AjCEj iρCB , (4.60)
with ρ and E defined in (2.59). These sections were used to rewrite all equations and transfor-
mation rules without the occurrence of the qX fields. For example, the hypercomplex sections are
zero eigenvectors of the G ℓ(r,H) curvature (3.34),
AiBWBCD
E = 0 , (4.61)
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and have the following supersymmetry, dilatation and su(2)-transformation laws.
δˆAiB =
3
2
f iBX δq
X = −3
2
i ǫ¯iζB +
3
2
ΛDAi
B − ΛijAjB , (4.62)
where δˆ is understood as a covariant variation, in the sense of (3.35).
We now assume the action of a symmetry algebra on the hypermultiplet, which must commute
with the full superconformal algebra. Hence, we will construct hypermultiplet couplings to vector
multiplets with a non-Abelian gauge group G. The symmetries are parametrized by
δGq
X = −gβIkXI (q) ,
δˆGζ
A = −gβItIBA(q)ζB . (4.63)
The vectors kXI depend on the scalars and generate the algebra g of G with structure constants
fIJ
K
,
kY[I|∂Y k
X
|J ] = −
1
2
fIJ
KkXK . (4.64)
The commutator of two gauge transformations (3.8) on the fermions requires the following con-
straint on the field-dependent matrices tI(q),
[tI , tJ ]B
A = −fIJKtKBA − 2kX[I|DXt|J ]BA + kXI kYJ RXY BA , (4.65)
where the curvature is defined as in (2.64).
Requiring that the gauge transformations commute with supersymmetry leads to further rela-
tions between the quantities kXI and tIBA. Vanishing of the commutator on the scalars yields
tIB
AfXiA = DY k
X
I f
Y
iB . (4.66)
These constraints determine tI(q) in terms of the Vielbeine f iAX and the vectors kXI ,
tIA
B =
1
2
fYiADY k
X
I f
iB
X , (4.67)
and furthermore
f
Y (i
A f
j)B
X DY k
X
I = 0 . (4.68)
The relations (4.68) and (4.67) are equivalent to (4.66). We interpret (4.67) as the definition for
tIA
B
. The vanishing of an (ij)-symmetric part in an equation as (4.68) can be expressed as the
vanishing of the commutator of DY kXI with the complex structures:(
DXk
Y
I
)
~JY
Z = ~JX
Y
(
DY k
Z
I
)
. (4.69)
Extracting connections from this equation, it can be written as(
LkI ~J
)
X
Y ≡ kZI ∂Z ~JXY − ∂ZkYI ~JXZ + ∂XkZI ~JZY = 0 . (4.70)
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The left-hand side is the Lie-derivative of the complex structure in the direction of the vector kI .
The relation (4.70) is a special case of the statement that the vector kI normalizes the quaternionic-
like structure, which means that
LkIJ α¯XY = bα¯β¯J β¯XY , (4.71)
with α¯, β¯ = 1, 2, 3 and b ∈ su(2) in the adjoint and possibly depending on {qX}. The latter
would allow that this Lie-derivative is proportional to a complex structure. Killing vectors which
normalize the hypercomplex structure can be decomposed in an su(2) part and a gl(r,H) part. The
vanishing of this Lie-derivative, or (4.68), is expressed by saying that the gauge transformations
act triholomorphically. Thus, it says that all the symmetries are embedded in gl(r,H).
Vanishing of the gauge-supersymmetry commutator on the fermions requires
DY tIA
B = kXI RY XA
B . (4.72)
Using (4.66) this implies a new constraint,
DXDY k
Z
I = RXWY
ZkWI . (4.73)
Note that this equation is in general valid for any Killing vector of a metric. As we want our
discussion to hold as well in the absence of an action, we could not rely on this fact, but here
the algebra imposes this equation. It turns out that (4.68) and (4.73) are sufficient for the full
commutator algebra to hold. In particular, (4.72) follows from (4.73), using the definition of t as
in (4.67).
A further identity can be derived: substituting (4.72) into (4.65) one gets
[tI , tJ ]B
A = −fIJKtKBA − kXI kYJ RXY BA . (4.74)
This identity can also be obtained from substituting (4.67) in the commutator on the left-hand side,
and then using (4.64), (4.68), and (4.73).
The group of gauge symmetries should also commute with the superconformal algebra, in
particular with dilatations and su(2)-transformations. This leads to
kYDY k
X
I =
3
2
kXI ,
~kYDY k
X
I =
1
2
kYI
~JY
X , (4.75)
coming from the scalars, and there are no new constraints from the fermions and neither from other
commutators. Since DY kXI commutes with ~JY X , the second equation in (4.75) is a consequence
of the first one.
In the above analysis, we have taken the parameters βI to be constants. In the following, we
also allow for local gauge transformations. The gauge coupling is done by introducing vector
multiplets (which can be nondynamical) in the definition of the covariant derivatives
Dµq
X ≡ ∂µqX + gAIµkXI ,
Dµζ
A ≡ ∂µζA + ∂µqXωXBAζB + gAIµtIBAζB . (4.76)
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The commutator of two supersymmetries should now also contain a local gauge transformation, as
in (3.15). This requires an extra term in the supersymmetry transformation law of the fermion,
δˆ(ǫ)ζA =
1
2
i /DqXf iAX ǫi +
1
2
gσIkXI f
A
iXǫ
i . (4.77)
With this additional term, the commutator on the scalars closes, whereas on the fermions, it deter-
mines the equations of motion
ΓA ≡ /DζA + 1
2
WBCD
Aζ¯CζDζB − g( ikXI fAiXψiI + i ζBσItIBA) = 0 . (4.78)
Acting on ΓA with supersymmetry determines the equation of motion for the scalars
∆X = ✷qX − 1
2
ζ¯Bγaζ
DDaqY f iCY f
X
iAWBCD
A − 1
4
DYWBCD
Aζ¯EζDζ¯CζBf iYE f
X
iA
− g (2 i ψ¯iIζBtIBAfXiA − kYI JY XijY ijI)+ g2σIσJDY kXI kYJ = 0 . (4.79)
The first line is the same as in (3.43), the second line contains the corrections due to the gauging.
The gauge-covariant d’Alembertian is here given by
✷qX = ∂aD
aqX + gDaq
Y ∂Y k
X
I A
aI +Daq
YDaqZΓXY Z . (4.80)
Action As discussed in Section 3.3.3, the introduction of an action requires a metric. Hence, a
first consequence is that the vector field kX that is generating dilatations becomes a homothetic
Killing vector field (2.13), while the su(2) vectors ~kX become Killing vector fields. Secondly, the
symmetries of before become isometries, i.e. the vector fields kXI either become Killing vector
fields
DXkY I +DY kXI = 0 . (4.81)
This makes the requirement (4.73) superfluous, but we still have to impose the triholomorphicity
expressed by either (4.68) or (4.69) or (4.70). In order to integrate the equations of motion to an
action, we have to define (locally) triples of ‘moment maps’, according to
∂X ~PI = −1
2
~JXY k
Y
I . (4.82)
The integrability condition that makes this possible is the triholomorphic condition (4.70).
In the kinetic terms of the action, the derivatives should be covariantized with respect to the
new transformations. We are also forced to include some new terms proportional to g and g2 as
compared to (3.58)
L = −1
2
gXYDaq
XDaqY + ζ¯A /Dζ
A − 1
4
WABCD ζ¯
AζB ζ¯CζD (4.83)
−g (2 i kXI fAiX ζ¯AψiI + i σItIBAζ¯AζB − 2PIijY Iij)− g212σIσJkXI kJX ,
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[where the covariant derivatives D now also include gauge-covariantization proportional to g as
in (4.76)]. Supersymmetry of the action imposes
kXI
~JXY k
Y
J = 2fIJ
K ~PK . (4.84)
As only the derivative of P appears in the defining equation (4.82), one may add an arbitrary
constant to P . But that changes the right-hand side of (4.84). One should then consider whether
there is a choice of these coefficients such that (4.84) is satisfied. This is the question about the
center of the algebra, which is discussed in [65, 84]. For simple groups there is always a solution.
For Abelian theories the constant remains undetermined. This free constant is the so-called Fayet–
Iliopoulos term.
In Section 3.3.1, we have discussed FI terms in the context of vector multiplets. The reason
why both terms are given the same name is that if we couple vector to hypermultiplets, the hyper-
multiplet FI term will amount to adding a constant term to the algebraic equation of motion for the
auxiliary Y ij .
In a conformal invariant theory, the Fayet–Iliopoulos term is not possible. Indeed, dilatation
invariance of the action needs
3~PI = k
X∂X ~PI . (4.85)
Thus, ~PI is completely determined [using (4.82) or (4.75)] as (see also [85])
−6~PI = kX ~JXY kYI = −
2
3
kXkZ ~JZ
YDY kIX . (4.86)
The proof of the invariance of the action under the complete superconformal group, uses the equa-
tion obtained from (4.75) and (4.82):
~kXDXk
Y
I = ∂
Y ~PI . (4.87)
If the moment map ~PI has the value that it takes in the conformal theory, then (4.84) is satisfied due
to (4.64), as can be seen by acting on that equation with kXkZ ~JZWDW and using (4.69), (4.73)
and (4.58). Thus, in the superconformal theory, the moment maps are determined and there is no
further relation to be obeyed, i.e. the Fayet-Iliopoulos terms of the rigid theories are absent in this
case.
To conclude, isometries of the scalar manifold that commute with dilatations, see (4.75), can
be gauged. The resulting theory has an extra symmetry group G, its algebra is generated by the
corresponding Killing vectors.
Local case
We should now formulate the hypermultiplet in a background of the Weyl multiplet, i.e. make the
superconformal symmetries local. This is a straightforward computation and leads to the following.
Imposing the local superconformal algebra we find the supersymmetry rules:
δqX = − i ǫ¯iζAfXiA , (4.88)
δˆζA =
1
2
i /DqXf iAX ǫi −
1
3
γ · TkXfAiXǫi −
1
2
gσIkXI f
A
iXǫ
i + kXfAiXη
i .
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The covariant derivatives are given by
Dµq
X = DµqX + i ψ¯iµζAfXiA ,
DµqX = ∂µqX − bµkX − V jkµ kXjk + gAIµkXI ,
Dµζ
A = DµζA − kXfAiXφiµ +
1
2
i /DqXfAiXψ
i
µ +
1
3
γ · TkXfAiXψiµ
+g
1
2
σIkXI f
A
iXψ
i
µ (4.89)
DµζA = ∂µζA + ∂µqXωXBAζB + 1
4
ωµ
bcγbcζ
A − 2bµζA + gAIµtIBAζB .
Similarly to the rigid case, requiring closure of the supersymmetry algebra using these transforma-
tion rules, yields the equation of motion for the fermions
ΓAconf = /Dζ
A +
1
2
WCDB
AζB ζ¯DζC − 8
3
i kXfAiXχ
i + 2 i γ · TζA
−g ( i kXI fAiXψiI + i σItIBAζB) . (4.90)
The scalar equation of motion can be obtained from varying (4.90):
δˆQΓ
A =
1
2
i f iAX ∆
Xǫi +
1
4
γµΓAǫ¯ψµ − 1
4
γµγνΓAǫ¯γνψµ , (4.91)
where
∆Xconf = ✷
cqX +
8
9
T 2kX +
4
3
DkX + 8 i χ¯iζAfXiA +
1
2
ζ¯BγaζCDaq
YRY ZCAf iZB fXiA
−1
4
DZWCDB
Aζ¯DζC ζ¯EζBf iZE f
X
iA −
1
4
WCDB
Aζ¯CγaζBDaq
Zf iDZ f
X
iA
−g(2 i ψ¯iIζBtIBAfXiA − kYI JY XijY Iij) + g2σIσJDY kXI kYJ , (4.92)
with
DXWABC
D = ∂XWABC
D − 3ωX(AEWBC)ED + ωXEDWABCE ,
DXk
Y
I = ∂Xk
Y
I + ΓXZ
Y kZI . (4.93)
The superconformal d’Alembertian is given by
✷
cqX ≡ DaDaqX
= ∂aD
aqX − ∂Y kXbaDaqY − ∂Y kXjkV jka DaqY + i ψ¯iaDaζAfXiA
+2fa
akX − 2ψ¯aγaχkX + 4ψ¯(ja γaχk)kXjk − ψ¯iaγaγ · TζAfXiA
−φ¯iaγaζAfXiA + ωaabDbqX −
1
2
gψ¯aγaψ
IkXI −DaqY ∂Y kXI AaI
+Daq
YDaqZΓY Z
X . (4.94)
Note that until this point, we managed to put the hypermultiplet in a background of the Weyl
and vector multiplet, without having to introduce an action. Hence, the local superconformal
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hypermultiplets can also parametrize a hypercomplex target space. Introducing a metric, we can
construct the locally conformal supersymmetric action, which is then given by
Lh = −1
2
gXYDaqXDaqY + ζ¯A /DζA + 4
9
Dk2 +
8
27
T 2k2 − 16
3
i ζ¯Aχ
ikXfAiX
+2 i ζ¯Aγ · TζA − 1
4
WABCD ζ¯
AζB ζ¯CζD − 2
9
ψ¯aγ
aχk2
+
1
3
ζ¯Aγ
aγ · TψiakXfAiX +
1
2
i ζ¯Aγ
aγbψiaDbqXfAiX +
2
3
fa
ak2
−1
6
i ψ¯aγ
abφbk
2 − ζ¯AγaφiakXfAiX +
1
12
ψ¯iaγ
abcψjbDcqY JY XijkX
−1
9
i ψ¯aψbTabk
2 +
1
18
i ψ¯aγ
abcdψbTcdk
2 + g
(
− i σItIBAζ¯AζB
−2 i kXI fAiX ζ¯AψiI −
1
2
σIkXI f
A
iX ζ¯Aγ
aψia − ψ¯iaγaψjIPIij
+
1
2
i ψ¯iaγ
abψjbσ
IPIij + 2Y
ij
I P
I
ij
)
− 1
2
g2σIσJkXI kJX . (4.95)
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Having completed the first step in the conformal construction, we now have to break the extra
symmetries. In the easy example of Section 4.1.2, we have put the compensator to a constant
value in order to fix dilatations. For the superconformal hypermultiplet, this will correspond to
gauge fixing the scalar field that parametrizes the flow of the homothetic symmetry vector field k.
However, as we want to keep the construction supersymmetric, this compensator should actually be
part of a compensating multiplet. Hence, we have to find three other scalars that can be integrated
out. It is obvious that these scalars should correspond to the flows generated by the su(2) symmetry
vector fields ~k, as we either have to break this local symmetry. Since the hypermultiplet scalars
take values in a manifold, the fixing of these extra symmetries will have severe consequences on
the geometry of that target space, as we will explain in the present section. It will turn out that
this gauge fixing process geometrically is a projection from a hypercomplex to a quaternionic and
from a hyperka¨hler to a quaternionic-Ka¨hler manifold [24]. Hence, in the resulting N = 2 super-
Poincare´ theory, the hypermultiplet target space will be quaternionic if the theory does not have
an action, or quaternionic-Ka¨hler if it does. The gauge fixing process on the target space of the
vectors will briefly be discussed in the next Section 4.4.
4.3.1 Notation
Before we start the construction, let us first comment on the notation. We will start from an
4(n + 1)-dimensional hypercomplex/hyperka¨hler manifold and construct a projection to a 4n-
dimensional quaternionic/quaternionic-Ka¨hler manifold. The higher-dimensional space will be
called the large space in contrast with the 4n-dimensional small space. The objects defined on the
large space will be identified by ‘hats’. Indices on the large space are Xˆ running from 1 to 4(n+1)
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and Aˆ = 1, . . . , 2(n + 1), while on the small space we will use respectively X and A. The large
space will be called MLt and the small MSt .
4.3.2 Coordinate choice and the Ansatz for the hypercomplex structure
We will start with a manifold MLt on which there is a 1-flat hypercomplex structure and a homo-
thetic symmetry vector field k (4.56). Due to this vector field, we can build ~k following (4.54). To
keep the discussion as general as possible, we will always explicitly mention when we are restrict-
ing to the case with metric. Note that we will call a 1-flat hypercomplex (hyperka¨hler) structure
together with k a conformal hypercomplex (hyperka¨hler) structure, and the corresponding mani-
fold a conformal hypercomplex (hyperka¨hler) manifold.
As the construction will turn out to be a projection on the space orthogonal to the flows gen-
erated by k and ~k, the first step is to find coordinates adapted to our setting. In other words, we
want to find a set of coordinate functions that explicitly singles out these four directions. A similar
discussion can be found in [86].
We start by considering the homothetic symmetry vector field kXˆ and we will choose one
coordinate such that this vector has a convenient form. For k 6= 0, which we will suppose, it
is always possible to find coordinates qXˆ = {z0, yp}, where p = 1, ..., 4n + 3, such that the
components of the homothetic symmetry vector field are
kXˆ = 3z0δXˆ0 . (4.96)
Having singled out the direction of the flow of k, we now proceed in a similar way by considering
the su(2) vector fields ~k. Frobenius’ theorem [87] tells that the three-dimensional hypersurface
spanned by the three su(2) vectors can be parametrized by coordinates {zα} with α = 1, 2, 3, such
that ~kXˆ is nonzero only for Xˆ being one of the indices α. Note that since the vectors k and ~k
commute, this coordinate choice is possible while keeping k in its fixed form (4.96). The other 4n
coordinates will be indicated by qX , and will be said to parametrize the small space MSt . We thus
have at this point
qXˆ =
{
z0, yp
}
=
{
z0, zα, qX
}
, α = 1, 2, 3 , X = 1, . . . , 4n ,
kXˆ = 3z0δXˆ0 ,
~k0 = ~kX = 0 . (4.97)
In this coordinates, the fact that [k,~k] = 0 moreover yields
∂0~k
α = 0 . (4.98)
In conclusion, the Lie-algebra spanned by the vectors ~k can be written as
~kβ × ∂β~kα = ~kα , (4.99)
where ~k = ~k(zα, qX). From now on, we will assume ~kβ = (kα¯)β to be invertible as a three by
three matrix, such that we can define ~kα as (−z0) times the inverse of ~kα (the normalization will
be motivated below),
(kα¯)α(k
β¯)α = −z0δα¯β¯ , or ~kα · ~kβ = −z0δαβ . (4.100)
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Having determined the set of coordinates in which we want to perform the projection, we can
find an expression for the hypercomplex structures as they are listed below. The first column has
been found by using the definition of the su(2) symmetry vector fields (4.54). The form of the other
components has been determined by demanding that the quaternionic algebra (2.48) is satisfied.
We have introduced the following object
AαX ≡ −
1
z0
~kα · ~JX0 , (4.101)
which will turn out to be proportional to the nontrivial su(2) connection on the small space.
~ˆJ0
0 = 0 , ~ˆJα
0 = ~kα , ~ˆJX
0 = AαX
~kα ,
~ˆJ0
β = 1
z0
~kβ , ~ˆJα
β = 1
z0
~kα × ~kβ , ~ˆJXβ = 1z0AγX~kγ × ~kβ − ~JXZAβZ ,
~ˆJ0
Y = 0 , ~ˆJα
Y = 0 , ~ˆJX
Y = ~JX
Y .
(4.102)
The last equation in (4.102) means that the components of the hypercomplex structure ~ˆJ that lie
along the small space space satisfy the defining relation (2.48) of an admissible base of an almost
quaternionic structure on the small space. As a hypercomplex manifold is completely specified by
a set of 1-flat hypercomplex structures, the above list completely specifies our Ansatz in which we
want to perform the projection. In other words, starting from (4.102), we can in principle compute
all relevant quantities (connections, curvatures,...).
Having introduced coordinates adapted to our setting, we can use the action of k and ~k to
determine the dependence on z0 and zα of the relevant objects. Hence, the first line of (4.59)
determines the z0 dependence of all quantities. We find:
∂0~k
α = 0 , ∂0~kα =
1
z0
~kα , ∂0A
α
X = 0 , ∂0
~JX
Y = 0 . (4.103)
The second line of (4.59) determines the zα dependence of the objects appearing in the complex
structures. Replacing ~λ by − 1
z0
~kα, we obtain(
∂α − 1
z0
~kα×
)
(AβX
~kβ) = ∂X~kα ,
(
∂α − 1
z0
~kα×
)
~JX
Y = 0 . (4.104)
Using the above, we can compute that the transformation of AαX along the flow surfaces generated
by ~k is determined in terms of the {qX} dependence of ~k,
L~kAαX ≡ ~kβ∂βAαX − AβX∂β~kα = −∂X~kα . (4.105)
4.3.3 Admissible frames
As (4.102) determines a G-structure, the structure group of the frame bundle can be reduced
from G ℓ(n + 1,H) to SU(2) · G ℓ(n,H), which is the group of fibrewise automorphisms that
leaves (4.102) in its specified form. It is therefore useful to construct explicitly a set of admis-
sible frames fˆ iAˆ
Xˆ
for this new G-structure, which will play the role of a set of Vielbeine. To do
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so, we split the index Aˆ into (i, A) with i = 1, 2 and A = 1, . . . , 2n. To be more precise, we
split any section of aLMLt , i.e. any G ℓ(n + 1,H)-vector ζ Aˆ(qXˆ) in (ζ i, ζA), which is a vector of
SU(2) ·G ℓ(n,H), and where ζ i is defined by√
1
2
z0 ζ i ≡ − i εij fˆ 0
jAˆ
ζ Aˆ . (4.106)
This implies
fˆ 0ij = − i εij
√
1
2
z0 , fˆ 0iA = 0 . (4.107)
The factors i have been introduced to have proper reality conditions (3.30), such that ρ in (2.59)
has components ρij = −Eij = −εij , and has no off-diagonal elements like ρiA. This is convenient
for the formulation of quaternionic-like manifolds that appear in supergravity, as discussed in
Section 4.4. Writing the first of (4.102) in terms of Vielbeine then yields
fˆ ij0 = i ε
ij
√
1
2z0
, (4.108)
where we have made use of (2.63). Furthermore, we can always construct frames for which
fˆXij = 0 , (4.109)
by redefining ζA according to
ζ ′A = ζA − i
√
2z0fˆ iA0 ζ
jεji . (4.110)
Using ~ˆJ0Y = 0 and (4.108) this implies
fX
iAˆ
ζ Aˆ = fXiAζ
′A . (4.111)
The active counterpart of the above passive transformation amounts to choosing a frame for which
(4.109) holds. As a consequence, we can drop the primes.
From (2.63) and using (4.102), the Vielbeine on the large space can now be determined in terms
of z0, ~kα, AαX and the frames defined on the small space {f iAX }:
fˆ 0ij = − i εij
√
1
2
z0 , fˆαij =
√
1
2z0
~kα · ~σij , fˆXij = 0 ,
fˆ 0iA = 0 , fˆ
α
iA = −fXiAAαX , fˆXiA = fXiA ,
fˆ ij0 = i ε
ij
√
1
2z0
, fˆ ijα =
√
1
2z0
~kα · ~σij , fˆ ijX =
√
1
2z0
~kα · ~σijAαX ,
fˆ iA0 = 0 , fˆ
iA
α = 0 , fˆ
iA
X = f
iA
X .
(4.112)
Remember that the index raising and lowering conventions imply ~σij = εik~σkj and ~σij = ~σikεkj =
~σji.
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4.3.4 Mapping hypercomplex to quaternionic
In the previous sections, we have specified our coordinates and have listed the form of the hy-
percomplex structures in (4.102) and the form of the Vielbeine in (4.112). Using this result, we
will now compute the Obata connection coefficients on TMLt in these particular coordinates, and
use this to prove that the manifold parametrized by {qX} is quaternionic. We will then choose a
particular set of connections on the quaternionic space, using the ‘ξ transformation (2.58), that will
prove to be very useful in the study of the case with a metric and in the physical applications of
Section 4.4. We will then briefly discuss how the nontrivial su(2) connection on the quaternionic
manifold is embedded in the higher space and will conclude by commenting on the inverse process
of lifting a quaternionic into a hypercomplex space.
Connections on the hypercomplex space
As the large space is hypercomplex, we can determine the Obata connection once the 1-flat hyper-
complex structure is given. Hence, we can in principle compute Γˆ in our Ansatz (4.102) by using
the definition (2.52). Subsequently, our choice of frames explained in the previous section and the
fact that the Vielbeine are covariantly constant enables us to determine ωˆ on aLMLt .
There is however an easier way to compute the relevant connection coefficients in our Ansatz.
From (4.56), we find that
ΓˆXˆ0
Yˆ =
1
z0
(
1
2
δYˆ
Xˆ
− δ0
Xˆ
δYˆ0 ) . (4.113)
The covariant derivative on the su(2) symmetry vector fields (4.57) yields some other components
of the connection Γˆ. Using the covariant constancy of the Vielbeine, we can already compute
most of the components of ωˆ. Hence, only the connection components ΓˆXY Z and ωˆXAB should
be obtained from their definition since the remaining components Γˆ0XY and ΓˆαXY can be found by
considering the covariant constancy of fˆ ijX .
To simplify the notation, we introduce the following objects
gˆXˆYˆ ≡ 2ΓˆXˆYˆ 0 , hXY ≡
1
z0
(
gˆXY − AαX gˆαβAβY
)
. (4.114)
We will show in Section 4.3.6 that if the large manifold is hyperka¨hler, then the metric will coincide
with this definition for gˆ in the coordinates we are using. A specific component of gˆ can be found
by taking the Xˆ = 0 and Yˆ = α components of (4.57) in the basis (4.97). Using (4.102), we obtain
~kα = gˆαβ~k
β ⇒ gˆαβ = − 1
z0
~kα · ~kβ . (4.115)
Note that this is a nontrivial equation, as ~kα was so far only defined as being proportional to the
inverse of ~kα, see (4.100). This equation (4.115) thus motivates the normalization of gˆαβ. The
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different components of the Obata connection on the higher dimensional space thus are
Γˆ00
0 = − 1
2z0
, Γˆ00
p = 0 ,
Γˆ0p
0 = 0 , Γˆ0q
p = 1
2z0
δpq ,
Γˆαβ
0 = 1
2
gˆαβ , Γˆαβ
γ = 1
z0
~k(α · ∂β)~kγ ,
Γˆαβ
X = 0 , ΓˆXY
0 = 1
2
gˆXY ,
ΓˆXα
0 = 1
2
AβX gˆβα = − 12z0 ~ˆJX0 · ~kα , ΓˆXαp = − 12z0 ~ˆJXp · ~kα + 1z0~kα∂X~kp ,
ΓˆXY
Z = ΓObXY
Z − 1
3z0
~ˆJ (X
δ ·
(
~kδδ
Z
Y ) +
1
2
~kδ × ~JY )Z
)
,
ΓˆXY
α = ∂(XA
α
Y ) − ΓˆXY WAαW − 12hZ(X ~JY )Z · ~kα − 1z0Aβ(Y ~kα · ∂X)~kβ .
(4.116)
Here ΓObXY Z is the Obata connection defined by (2.52) using the ~J complex structures, while Γˆ are
the Obata connection coefficients using ~ˆJ . The induced connection has the following component
expression
ωˆ0i
j = ωˆ0i
A = ωˆ0A
j = 0 , ωˆ0A
B = 1
2
f iBY ∂0f
Y
iA +
1
2z0
δBA ,
ωˆαi
A = 0 , ωˆαA
j = 0 ,
ωˆαi
j = − i 1
2z0
~kα · ~σij , ωˆαAB = 12f iBY ∂αfYiA ,
ωˆXi
A = i
√
1
2z0
εikfˆ
kA
X , ωˆXA
i = − i
√
z0
2
εijfYjAhY X ,
ωˆXi
j = AαXωˆαi
j ,
ωˆXA
B = 1
2
f iBY ∂Xf
Y
iA +
1
2
f iBY f
Z
iA
(
ΓˆXZ
Y + 1
2z0
AαZ
~kα · ~JXY
)
.
(4.117)
The last expression is just a rewriting of the covariant constancy of the Vielbeine, explicit for the
hatted quantities (remember that we work in a gauge for which there is no su(2) connection on the
large space).
Proof that the small space is quaternionic
As already explained in Chapter 2, the SU(2) bundle is trivial on hypercomplex (hyperka¨hler)
manifolds as it admits globally defined, everywhere nonzero sections (the complex structures).
On quaternionic(-Ka¨hler) manifolds however, there is a nontrivial su(2) connection. As a conse-
quence, the integrability condition for the quaternionic structure differs from the hypercomplex
(hyperka¨hler) case, as the diagonal Nijenhuis tensor now is proportional to the su(2) Oproiu con-
nection (2.56).
Starting with the fact that the Nijenhuis tensor vanishes on the large space, the corresponding
tensor on the small space reads
NdXY
Z = −1
6
~ˆJ [X
α · ∂α ~ˆJY ]Z = 1
6z0
~kα · ~ˆJ [Xα × ~ˆJY ]Z , (4.118)
for which it can be checked that it satisfies (2.55). Hence, the lower-dimensional manifold para-
meterized by coordinates {qX} is quaternionic. Using (2.56), the Nijenhuis tensor determines the
su(2) Oproiu connection
~˜ωX = − 1
6z0
~ˆJX
α × ~kα . (4.119)
4.3 The map between quaternionic-like spaces 77
Connections on the quaternionic space
The purpose of this section is to obtain an expression for the connection components on the lower-
dimensional quaternionic space. We have already found an su(2) connection (4.119) and will
start by computing the corresponding affine connection ΓOp. Thereafter, we will discuss the ξ-
transformation (2.58).
Using (2.56), we find
ΓOpXY
Z = ΓObXY
Z − ~J(XZ · ~˜ωY ) (4.120)
= ΓˆXY
Z − 1
3z0
~kα · ~J (XV δZY )AαV +
2
3z0
Aα(X
~kα · ~JY )Z + 1
3z0
AαV
~kα · ~J (XV × ~JY )Z ,
where we have used the last equation of (4.116). Finally using (4.117), we can write the undeter-
mined component of the G ℓ(n+ 1,H) connection on aLMLt as
ωOpXA
B = ωˆXA
B − 1
6z0
fˆZiAfˆ
iB
(X
~JZ)
VAαV · ~kα (4.121)
− 1
6z0
fˆZiAfˆ
iB
Y A
α
(Z
~kα · ~JX)Y + 1
6z0
fˆZiAfˆ
iB
Y A
α
V
~kα · J (ZV × ~JX)Y ,
where ωOpXAB is the G ℓ(n,H) connection on aLMSt corresponding to the Oproiu connections
(4.119) and (4.120).
As already explained in Chapter 2, there is a family of possible connections on a quaternionic
manifold, related to each other by a transformation parametrized by a one-form ξ (2.58). We can
drastically simplify the expressions for the connections on the quaternionic space by performing
such a transformation with the following parametrization,
ξX = − 1
6z0
~JX
Y · ~kαAαY . (4.122)
This leads to
ωXA
B = ωˆXA
B , ~ωX = − 1
2z0
AαX
~kα ,
ΓXY
Z = ΓˆXY
Z +
1
z0
Aα(X
~kα · ~JY )Z = ΓˆXY Z − 2~ω(X · ~JY )Z . (4.123)
While in quaternionic manifolds this is just one possible choice, we will later show that in quater-
nionic-Ka¨hler manifolds the connection in this gauge coincides with the Levi-Civita connection.
Moreover, for this choice of ξ, the u(1) part of the curvature on the small space equals the one on
the large space, as we will show in (4.148).
The values of the complex structures (4.102) can be re-expressed in terms of this new su(2)
connection as
~ˆJ0
0 = 0 , ~ˆJα
0 = ~kα , ~ˆJX
0 = −2z0~ωX ,
~ˆJ0
β = 1
z0
~kβ , ~ˆJα
β = 1
z0
~kα × ~kβ , ~ˆJXβ = ~kβ × ~ωX − ~JXZ
(
~ωZ · ~kβ
)
,
~ˆJ0
Y = 0 , ~ˆJα
Y = 0 , ~ˆJX
Y = ~JX
Y .
(4.124)
Note that we can of course perform any ξ transformation on the connections of the quaternionic
manifold as this does not change our Ansatz. We have however chosen to work with the above but
the formulas can easily be translated to any other choice of ξ
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4.3.5 The local SU(2)-invariance
All quaternionic-like manifolds admit a local SU(2)-invariance, in the sense that we can rotate
the complex structures in a position-dependent way. However, on the large space, we have been
working in a gauge for which the corresponding su(2) connection was vanishing, as this connection
is trivial. The fact that the SU(2) subbundle on LMLt is trivial in contrary to the SU(2) subbundle
of LMSt can be understood by noting that the latter is embedded in the G ℓ(n+1,H) subbundle of
LMLt , which is in general nontrivial. In the present section, we will clarify this statement.
Suppose we perform a local SU(2) rotation on the quaternionic structures of the small space.
This implies that the SU(2) connection ~ω gets a gauge transformation. If we apply these transfor-
mations to the Ansatz (4.124), one can check that the resulting hypercomplex structure transforms
in a new hypercomplex structure if the SU(2) vectors ~k and their inverses transform as well. More
concretely, we have to apply the following transformation:
δSU(2)~ωX = −1
2
∂X~ℓ+ ~ℓ× ~ωX , δSU(2) ~JXY = ~ℓ× ~JXY ,
δSU(2)~k
α = ~ℓ× ~kα, δSU(2)~kα = ~ℓ× ~kα, (4.125)
where the SU(2) parameter ~ℓ(qX) cannot depend on z0 or zα.
The SU(2) connection on the hypercomplex manifold is always trivial while on the quater-
nionic manifold, it is not. This can be explained by noting that the quaternionic SU(2) is embedded
in the hypercomplex G ℓ(n + 1,H) as can be deduced from (4.117) using (4.123),
ωˆXi
j = i ~ωX · ~σij . (4.126)
This connection is in general nontrivial, meaning that its curvature does not vanish.5
Inverse mapping
In the above, we have shown that by carefully projecting out four specific directions on a con-
formal hypercomplex manifold, we can construct a family of quaternionic spaces related by a ξ
transformation (2.58). A natural question to ask then is if the inverse is also possible. Hence,
we start from a manifold with a 1-flat quaternionic structure ~J . Suppose we calculate the Oproiu
connection, using (2.56) and perform a random ξ-transformation (2.58). Let us write this as
Γ(ξ)XY
Z = ΓOpXY
Z + SZVXY ξV ,
~ω(ξ)X = ~ω
Op
X + ~JX
Y ξY . (4.127)
Consider now the left-invariant vector fields ~kα on the SU(2) group manifold, with coordinates
zα, and consider their inverse ~kα via (4.100), in which z0 is a parameter. We can now give the
quaternionic structure ~J a dependence on zα using (4.104), and similarly for the Oproiu connection
using
(∂α − 1
z0
~kα×)~ωOpX = 0 . (4.128)
5Note that due the Ansatz (4.102), this su(2) part of the gl(n + 1,H) connection does not mix with its other
components.
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Subsequently, we can use (4.124), with ~ω substituted by this ~ω(ξ), to construct a set of ~ˆJ(ξ). It
is an easy exercise to show that the latter form an almost hypercomplex structure. However, the
structure is not necessarily 1-flat. To check this, we should compute the diagonal Nijenhuis tensor
or equivalently, check if the almost hypercomplex structure is preserved by the Obata connection
calculated with this set of ~ˆJ(ξ). It then turns out that ξ should parametrize an honest quaternionic
ξ transformation (2.58), i.e.
∂0ξX = ∂αξX = 0 . (4.129)
Moreover, in order for ~ˆJ(ξ) to be 1-flat, we find that the following relation should hold
~R[ω(ξ)]XY = −
1
2
~J[X
ZhY ]Z(ξ) , (4.130)
where the su(2) curvature (2.64) is calculated with respect to ~ω(ξ) and h(ξ) is defined similar
to (4.114),
h(ξ)XY =
1
z0
(2Γˆ(ξ)XY
0 + 4z0~ω(ξ)X · ~ω(ξ)Y )
= −1
3
[
4 ~J(X
Z · ~RY )Z(ξ) + ( ~JXU × ~JY Z) · ~RUZ(ξ)
]
, (4.131)
where Γˆ is the Obata connection computed with ~ˆJ . Note that the expression in the final line
of (4.131) can also be found by solving h from (4.130) directly. Hence, comparing (4.130)
with (2.74), we see that we can find a choice of quaternionic connections that is compatible with
the Ansatz (4.124) by demanding that the antisymmetric part of B vanishes. This part of B is
moreover proportional to the antisymmetric part of the quaternionic Ricci tensor as can be seen
in (2.70). From the ξ transformation of the antisymmetric part of the quaternionic Ricci tensor
R(ξ)[XY ] = R
Op
[XY ] − 4(n+ 1)∂[XξY ] = −∂[XΓOpY ]ZZ − 4(n+ 1)∂[XξY ] , (4.132)
we can see that
ξX = − 1
4(n + 1)
ΓOpXY
Y , (4.133)
is certainly a valid choice. Hence, we have found a value for the one-form ξ, for which ~ˆJ in (4.124)
is a 1-flat hypercomplex structure on a manifold with coordinate functions {z0, zα, qX}. Note that
this choice of ξ certainly is not unique as e.g. ξX + ∂Xλ(q) would also yield a 1-flat hypercomplex
structure. Actually, any connection for which the antisymmetric part of the Ricci tensor satisfies
R(ξ)[XY ] = ΠXY
VWu[VW ] , (4.134)
for any antisymmetric u and with Π defined in (2.77) is such that the antisymmetric part of B
vanishes, implying that any such choice of ξ represents a set of connections for which we can
use our Ansatz (4.124) to build a 1-flat hypercomplex structure on the manifold with coordinates
{z0, zα, qX}.
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4.3.6 Mapping hyperka¨hler to quaternionic-Ka¨hler
The candidate metric
As we already mentioned in Chapter 2, a hyperka¨hler space is a manifold with a 1-flat hypercom-
plex hermitian structure. This means that the hyperka¨hler metric gˆXˆYˆ (for which we will discuss
its relation to (4.114) shortly) is hermitian with respect to the 1-flat hypercomplex structure and its
Levi-Civita connection equals the Obata connection, i.e.
~ˆJ Xˆ
Zˆ gˆZˆYˆ +
~ˆJ Yˆ
Zˆ gˆZˆXˆ = 0 , (4.135)
∂Zˆ gˆXˆYˆ − 2ΓˆZˆ(XˆWˆ gˆYˆ )Wˆ = 0 . (4.136)
Because of the introduction of the metric, the vector k becomes a homothetic Killing vector (2.13),
while the vectors ~k are now Killing vector fields. The consequence of this is that we can find
coordinates (4.97) in which the metric takes the following form
dsˆ2 = −(dz
0)2
z0
+
{
z0hXY (q)dq
XdqY (4.137)
+gˆαβ(z
0, zα)[dzα + AαX(z
α, q)dqX ][dzβ + AβY (z
α, q)dqY ]
}
.
Note that we will take as signature for this metric (−,−,−,−,+, . . . ,+) where the minus signs
correspond to the coordinates {z0, zα}. In the conformal approach, these coordinates are the
bosonic part of the compensating hypermultiplet. Therefore, they have to have the wrong sign
for the kinetic energy, which is reflected in the signature of this metric. In (4.137), gˆαβ is de-
fined in (4.115), while AαX does not depend on z0 (4.103) and transforms along the flows of ~k as
in (4.105).
This form of the metric (4.137) already reveals a lot of the underlying geometrical structure.
First of all, substituting r = 2
√
z0 the metric becomes
dsˆ2 = dr2 + r2htpq(z
α, qX)dypdyq . (4.138)
Thus, the hyperka¨hler manifold is a cone over some 4n + 3-dimensional space with metric ht.
Moreover, this 4n+3-dimensional space is a so-called 3-Sasakian manifold [88]. Such a manifold
is a three-sphere fibration6 over a quaternionic-Ka¨hler manifold, which in our case is the space
parametrized by {qX}, as we will show shortly.
The Zˆ = p, Xˆ = q, Yˆ = 0 part of (4.136) now leads to
gˆXˆYˆ = 2ΓˆXˆYˆ
0 . (4.139)
Notice the difference with (4.114), which was a definition for arbitrary hypercomplex manifolds.
Here we prove that any good metric on hyperka¨hler manifolds is of the form (4.139) after choosing
suitable coordinates.
6Actually, the three-sphere might be divided by the action of a discrete group.
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Levi-Civita Connection in quaternionic-Ka¨hler manifolds
For a hyperka¨hler manifold, the Levi-Civita connection necessarily equals the Obata connection.
In the quaternionic-Ka¨hler case, there is a family of possible connections that preserves the quater-
nionic structure. The unique Levi-Civita connection selects one particular member of this family.
In the next section, we will show that h is the correct metric to consider on the small space. A
first sign of this is that when calculating the Levi-Civita connection on the hyperka¨hler manifold
using (4.137), it is related to the one on the quaternionic-Ka¨hler manifold ΓLCXY Z computed with
h. More precisely, we find that the quaternionic-Ka¨hler connection equals the one mentioned
in (4.123).
ΓLCXY
Z ≡ 1
2
hZV (2∂(XhY )V − ∂V hXY ) = ΓˆLCXY Z + 1
z0
Aα(X
~JY )
Z · ~kα , (4.140)
where ΓˆLCXY Z is a component of the metric connection with respect to gˆXˆYˆ .
Conditions for a good metric
Following the discussion in Section 4.3.4, we already know that the space parametrized by {qX}
is quaternionic. We will now show that the manifold is actually quaternionic-Ka¨hler when we
start the projection from a hyperka¨hler manifold. To be able to do so, we have to consider the
components of the conditions (4.135) and (4.136) along the small space. Using our reduction
Ansatz, we find for the hermiticity condition
~ˆJ (Xˆ
Zˆ gˆYˆ )Zˆ = 0 ⇔ ~J(XZhY )Z = 0 , (4.141)
where gˆ and h are those defined in (4.114). We can thus state that the candidate metric gˆ on the
hypercomplex manifold is hermitian if and only if the candidate metric on the quaternionic space
is.
The condition (4.136) finally leads to
∂Zˆ gˆXˆYˆ − 2ΓˆZˆ(XˆWˆ gˆYˆ )Wˆ = 0⇔ ∂ZhXY − 2ΓZ(XWhY )W = 0 . (4.142)
In this expression, Γ is the Levi-Civita connection calculated with h (4.140). We can thus conclude
that the small space is quaternionic-Ka¨hler if and only if the large space is hyperka¨hler.
As explained in Chapter 2, the introduction of a metric is equivalent with the introduction of
an invariant scalar product on aLMLt , which in the case at hand boils down to the introduction of
an invariant symplectic structure Cˆ. Similarly to the metric gˆ, we can decompose it in our Ansatz,
which yields
CˆAB = CAB , Cˆij = εij , CˆiA = 0 . (4.143)
Inverse mapping
Due to the above, the lifting of a quaternionic-Ka¨hler manifold to a hyperka¨hler manifold is much
more simple than in the affine case. The reason is that we do not have to worry about finding the
right ‘choice’ of ξ for use in (4.124). Hence, the lifting can be done as follows.
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Starting from a quaternionic hermitian structure ( ~J, h), we can compute the Levi-Civita con-
nection Γ and the corresponding su(2) connection ~ω. Similar to the quaternionic case, we construct
~kα and ~kα starting from the left-invariant vector fields on SU(2), and we use them to give a zα de-
pendence of the complex structures using (4.104) and similarly for the su(2) connection,
(∂α − 1
z0
~kα×)~ωX = 0 . (4.144)
Using (4.124), we can directly construct the 1-flat hypercomplex structure ~ˆJ . To find the cor-
responding metric gˆ, note that AαX = 2~ωX · ~kα, which can be used in the Ansatz for the met-
ric (4.137). Hence, we have found a 1-flat hypercomplex hermitian structure, meaning that the
manifold parametrized by {z0, zα, qX} is hyperka¨hler.
4.3.7 Curvatures
We will now discuss how the curvature is reduced during our projection. We will keep everything
as general as possible, by only specifying at the very end to the case where there exists a com-
patible metric. Note that we will perform all calculations for the connections on the small space
corresponding to the specific choice of ξ as in (4.123).
In the large space, some of the components of the curvature are zero due to fact that the homo-
thetic and su(2) vector fields are eigenvectors of the curvature with zero eigenvalue (4.58). This
(together with the first Bianchi identity of the curvature) shows that the only possible nonzero
components of the curvature are RˆXY ZWˆ . A first direct consequence of this is that the Ricci tensor
on the large space is a two-form7 that lies along the small space.
We start the reduction process by deriving the following relation. An expression for the su(2)
curvature can be found by considering Dˆ[X fˆ ijY ] = 0:
~RXY = −1
2
~J[X
ZhY ]Z , (4.145)
which is the well-known equivalence between the su(2) curvature and the triple of fundamental
two-forms in the quaternionic-Ka¨hler case [37]. However, the above is also valid on quaternionic
manifolds, where h then is defined via (4.114). Note that we found exactly this condition (4.130)
in order to be able to lift a quaternionic manifold to a hypercomplex one.
We can now use (4.145) in computing the reduction of the curvature, and find
RˆXY Z
W = RXY Z
W +
1
2
δW[XhY ]Z −
1
2
~JZ
W · ~J[XV hY ]V − 1
2
~JZ
V · ~J[XWhY ]V .
(4.146)
Taking the trace of the above relation yields the reduction of the Ricci tensor,
RˆXY = RXY +
2n+ 1
2
hXY +
1
2
~JX
Z · ~JY WhZW . (4.147)
7The Ricci tensor on a hypercomplex manifold is antisymmetric.
4.3 The map between quaternionic-like spaces 83
The left-hand side has only an antisymmetric part and determines the u(1) part of the curvature,
see (2.67). We thus find that the antisymmetric part of the Ricci tensor is the same for the large
and for the small space:
RˆXY = R[XY ] . (4.148)
This leads us to the important conclusion that for the present choice of ξ, the structure group
of the frame bundle on the quaternionic space admits a U(1) part if and only if it does on the
hypercomplex space. This also clarifies why (4.145) and the final line in (2.74) are compatible.
First note that the tensor B defined in (2.70) on the quaternionic manifold reads
BXY =
1
4(n+ 1)
RˆXY − 1
4
hXY . (4.149)
Starting now from the general identity on a hypercomplex manifold
ΠˆXˆYˆ
Vˆ Wˆ RˆVˆ Wˆ = RˆXˆYˆ , (4.150)
with Πˆ as in (2.77), it can easily be checked that the antisymmetric part of B cancels in (2.74)
yielding (4.145).
The symmetric part of (4.147) determines the symmetric part of the Ricci tensor for the quater-
nionic manifold
R(XY ) = −2n + 1
2
hXY − 1
2
~JX
Z · ~JY WhZW . (4.151)
Hence, this part of the quaternionic Ricci tensor admits a universal expression in terms of the can-
didate metric h. This is an extension of the standard result that the Ricci tensor of a quaternionic-
Ka¨hler manifold formally equals the one calculated from the natural metric on HP n = G ℓ(n +
1,H)/G ℓ(n,H) [89].
Using the expression for B (4.149), we are then able to identify the reduction of the curvature
tensor (4.146) as
RˆXY Z
W =
(
R −RRicsymm
)
XY Z
W =
(
R(W) +RRicantis
)
XY Z
W . (4.152)
Otherwise stated, the part of the curvature on the hypercomplex manifold that lies completely in the
small space equals the antisymmetric Ricci part plus the Weyl part of the quaternionic curvature.
Moreover, the former is proportional to the antisymmetric part of the hypercomplex Ricci tensor,
BˆXY =
1
4(n + 2)
Rˆ[XY ] ⇒ RˆRicantisXY ZW =
n + 1
n + 2
RRicantisXY Z
W . (4.153)
A similar consideration holds for the Weyl curvature of the hypercomplex manifold. The latter is
determined by a traceless tensor Wˆ , see (2.73). But for hypercomplex manifolds there is also a
tensor Wˆ (3.34) whose trace part determines the antisymmetric part of the Ricci tensor, and whose
traceless part is Wˆ . The vanishing of all the curvature components mentioned in the beginning of
this section implies that the nonvanishing parts of Wˆ are only WˆABCDˆ, i.e. WˆABCD and WˆABCi.
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The latter will not be important for the reduction to the small space. Note, that the traceless
WˆAˆBˆCˆ Dˆ has as nonzero components
WˆABCD = WˆABCD − 3
2(n+ 2)
δD(AWˆBC)E
E , WˆABCi = WˆABCi ,
WˆiABj = WˆAiBj = WˆABij = − 1
2(n+ 2)
δji WˆABE
E . (4.154)
This implies that the Weyl part on the hypercomplex space depends also on the trace WˆABEE .
Bearing this in mind, we can understand the reduction of Wˆ ,
WˆABC
D =WABCD + 3
2(n+ 1)
δD(AWˆBC)E
E . (4.155)
Hence, WABCD is the traceless part of WˆABCD.
Symbolically, we can represent the dependence of parts of the curvature tensors on basic ten-
sors as follows:
Rˆ = RˆRicantis + Rˆ
(W)
↑ ր ↑
hXY WˆABC
C WABCD
↓ ↓ ↓
R = RRicsymm + R
Ric
antis + R
(W)
(4.156)
For the mapping between a hyperka¨hler manifold and a quaternionic-Ka¨hler manifold, there is
no antisymmetric part of the Ricci tensor, and hence WˆABCD is traceless. Therefore, the relation
(4.155) reduces to
WˆABC
D =WABCD . (4.157)
It implies that the hyperka¨hler curvature components along the quaternionic directions are the
Weyl part of the quaternionic-Ka¨hler curvature. As already mentioned, the Ricci part of this
quaternionic-Ka¨hler curvature is the same expression as for HP n. In fact, we find
BXY = −1
4
hXY . (4.158)
In quaternionic-Ka¨hler manifolds, the following relation holds in general [37],
BXY =
1
4
νgXY , ν =
1
4n(n+ 2)
R . (4.159)
Comparing this with (4.158), and using the metric gˆXY = z0hXY = gXY implies
ν = − 1
z0
. (4.160)
In the context of supergravity, the value of z0 will be fixed to κ−2, where κ is the gravitational
coupling constant (see Section 4.4).
Finally note that for 1-dimensional case, n = 1, we had restricted the definition of quaternionic
manifolds in appendix B.4 of [22] by adding special requirements, as was also done in the mathe-
matical literature [90]. Here we find that these relations are automatically fulfilled in the embedded
quaternionic manifolds. Hence, they are unavoidable in a supergravity context.
4.3 The map between quaternionic-like spaces 85
4.3.8 Reduction of the symmetries
Introduction
In the case of manifolds on which there is no metric, the question of defining symmetries needs
some careful consideration. We will therefore call {kI} a set of symmetry vector fields generating
δ(β)qX = βIkXI (q) if the following conditions are met,8 which we already encountered in the
study of symmetries of rigid superconformal hypermultiplets in Section 4.2.3.
1. We impose the condition (4.73) on the curvature. This relation can be understood by noting
that it is exactly the condition in order that the harmonic equation
✷qX ≡ ∂2qX + ΓY ZX∂qY ∂qZ = 0 , (4.161)
is left invariant under δ(β)qX .
2. We also demand that the symmetry generators normalize the complex structures (4.71).
In case of a compatible metric, we will ask that the Killing equation
D(XkIY ) = 0 , (4.162)
is obeyed instead of the first demand, which is then just the integrability condition. Below, we will
explicitly check in what case the symmetry vector fields kˆI on the large space reduce to symmetries
on the small space.
But before we do so, let us first comment briefly on the definition of a moment map, which is
important in the context of Section 4.4. On a hyperka¨hler manifold, the action of a Killing vector
field can be encoded in a so-called moment map, introduced in (4.82), which will be denoted by
~ˆP I from now on. Moreover, for conformal hyperka¨hler manifolds, the symmetries should also
commute with the dilatational and su(2) symmetry vector fields, which was expressed (4.75).
Consistency then completely fixes the moment maps as (4.86).
We can similarly define a moment map on quaternionic and quaternionic-Ka¨hler manifolds.
The definition then reads
4nν˜ ~PI = − ~JXYDY kXI , (4.163)
where kI is a symmetry vector field and ν˜ is some number that can be taken equal to ν in (4.159)
on a quaternionic-Ka¨hler manifold. This implies that the normalization of the quaternionic struc-
ture (4.71) can be rewritten as
LkI ~JXY = 2 ~JXY ×
(
~ωZk
Z
I + ν˜
~PI
)
, (4.164)
leading to a decomposition of the derivatives of the vector field kI , as
DXk
Y
I = ν˜ ~JX
Y · ~PI + LXY ABtIBA , (4.165)
8These conditions for a symmetry have to be met for all quaternionic-like manifolds. We have therefore dropped
the ‘hats’ in this paragraph.
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where tIBA was introduced in (4.67) and LXY AB in (2.65). The integrability condition of the above
relation leads to projections of curvature tensors along the symmetry vectors:
~RXY k
Y
I = −ν˜DX ~PI , RXY BAkYI = DXtIBA . (4.166)
An important property of these moment maps is the ‘equivariance relation’
−2ν˜2 ~PI × ~PJ + ~RY WkYI kWJ − ν˜fIJK ~PK = 0 . (4.167)
Reduction
In the present section, we start from a symmetry vector field kˆI on the large space and we want to
find the condition for which its components along the small space yield a symmetry vector field
on the latter. We will again start with a discussion in the hypercomplex/quaternionic case to keep
everything as general as possible and perform our calculations for the choice of ξ as in (4.123).
First of all, the symmetry vector fields kˆI commute with k and ~k (4.75) which implies in our
Ansatz the following conditions,
∂0kˆ
0
I =
1
z0
kˆ0I , ∂0kˆ
p
I = ∂αkˆ
0
I = ∂αkˆ
Y
I = 0 , ∂αkˆ
β
I =
1
z0
kˆγI
~kβ · ∂γ~kα . (4.168)
Secondly, the symmetries on the large space are tri-holomorphic (4.70). Hence, rewriting LkˆI ~ˆJ =
0 in our Ansatz yields the normalization of the quaternionic structure (4.164) on the small space.
In this way, we can solve for the moment maps ~PI ,
ν˜ ~PI = −kˆXI ~ωX −
1
2
~QI , ~QI = − 1
z0
kˆαI
~kα . (4.169)
Hence, the second condition (4.164) for kˆXI to be a symmetry on the quaternionic manifold is
already satisfied. Another component of the tri-holomorphicity of kˆI moreover leads to the fact that
kˆ0I/z
0 is a constant. Therefore, with a suitable choice of the symmetry generators, this component
can be made to vanish. The other condition we have to check, is (4.73). Starting from this identity
on the large space, we find after reduction that
RXV Y
Z kˆVI = DXDY kˆ
Z
I , (4.170)
Hence,kˆXI is a symmetry vector field on the quaternionic manifold.
We now consider the dimensional reduction of the Lie-bracket on the large space
2kˆYˆ[I∂Yˆ kˆ
Xˆ
J ] = −fIJK kˆXˆK . (4.171)
The X component yields (4.64) implying that kˆXI generate a Lie-algebra with the same structure
constants f , the α component gives (4.167) while the 0 component is satisfied trivially. We can
conclude that the symmetry vector fields kˆI reduce to symmetry vector fields on the small space.
In case there exists a compatible metric, all the above remains valid. Moreover, contracting the
first relation of (4.75) with kXˆ implies immediately that kˆ0I = 0 in our coordinates (4.97).
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hypercomplex
quaternionic
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rm
a
l
withU(1) with a metric
Table 4.4: The projection from a hypercomplex/hyperka¨hler to a quaternionic/quaternionic-Ka¨hler
manifold for k 6= 0.
Hence, in the projection it turns out that there is a one-to-one correspondence of isometries
on the large and on the small space. This can be seen as follows. First of all, kˆXI is a symmetry
vector field on the quaternionic manifold as follows from (4.73) on the large space. Conversely,
given a symmetry vector field kI on the small space, we can construct a symmetry vector of the
hypercomplex manifold that results from the lifting process of Section 4.3.6. To do so, in addition
to that lifting process, we take kˆXI = kXI and kˆ0I = 0. Subsequently defining
~QI = −2(ν˜ ~PI + kXI ~ωX) , (4.172)
and giving it a zα dependence using
(∂α − 1
z0
~kα×) ~QI = 0 , (4.173)
we can construct the final components of the higher-dimensional symmetry vector field as
kˆαI =
~QI · ~kα . (4.174)
From the above, we can also proof that ~ˆP I = ~PI .
4.4 The Poincare´ supergravity
By now, we have given a description of coupled local superconformal vector- and hypermultiplets
in Section 4.2. We then have developed the necessary mathematics in Section 4.3 to be able
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to describe the target space effects induced by the gauge fixing process of the extra conformal
symmetries. We thus are now in a position to perform the final step in the conformal approach. We
will do this in the specific case that the theory has a description in terms of an action functional.
4.4.1 Gauge fixing
The actions given in (4.51) and (4.95) are invariant under the full super-covariant group. In order
to break the symmetries that are not present in the super-Poincare´ algebra, we will impose the
necessary gauge conditions in the following sections.
Before carrying out all technicalities implied by the gauge fixing procedure, it is instructive
to outline the steps we are going to follow. Just like in the example of Section 4.1.2, the extra
(superconformal) symmetries can be removed with the help of compensating fields, which should
fall in compensating multiplets, in order to keep everything supersymmetric. In our particular
case, one hypermultiplet together with one vector multiplet will play the role of compensator. Our
strategy is illustrated in Figure 4.1, where we have summarized which fields are eliminated by
gauge fixing and/or solving the equations of motion.9
The field content of the matter-coupled conformal supergravity is given by the Weyl multiplet,
nH + 1 hypermultiplets and nV + 1 Yang-Mills vector multiplets. Note that in Figure 4.1, we
represented only the independent fields of the Weyl multiplet. The dependent fields fµa, ωˆµab and
φiµ are expressed in terms of the former as is shown in (4.45). Note that the bµ field does not enter
the action; it can therefore be set to zero as a K-gauge condition. There exist several auxiliary
fields both in the Standard Weyl multiplet (V ijµ and Tab) as in the vector multiplets (Y ijI) that can
be eliminated by solving from the corresponding (algebraic) field equations.
9The arrows show that one can imagine another construction. Namely, we may obtain conformally invariant actions
with consistent field equations by only using a compensating vector multiplet and no compensating hypermultiplet.
The compensating vector multiplet is necessary to obtain consistent field equations for the auxiliary D and χi. How-
ever, the compensating hypermultiplet is only needed to break conformal invariance.
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qX , ζA Y
ijx, Axµ, σ
x, ψix
nH Hypermultiplets
z0, zα, ζ i Y
ij, Aµ, σ, ψ
i
++
qX , ζA
Poincare´ multiplet
Axµ, ϕ
x, λixeµ
a, ψiµ, Aµ
matter-coupled Poincare´ supergravity
matter-coupled conformal supergravity
D-gauge
SU(2)-gauge D EOMK-gauge
Weyl multiplet
eµ
a, ψiµ, bµ, V
ij
µ , T ab, χ
i, D
auxiliary fields
EOM of
nH Hypermultiplets
nV Vector multiplets
nV Vector multiplets
1 Vector multiplet1 Hypermultiplet
S-gauge χi EOM
superconformal symmetry breaking
I ≡ (x, 1)Aˆ ≡ (A, i) , Xˆ ≡ (X, 0, α)
Figure 4.1: The gauge fixing procedure: the underlined fields are eliminated when passing to Poincare´ supergravity. The arrows
indicate how these fields are eliminated: by gauge fixing a symmetry or by applying an equation of motion.
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The other auxiliary fields χ and D play the role of Lagrange multipliers. Their equations of
motion collaborate with the S-and D-gauge-fix condition, respectively, to remove the fermionic
degrees of freedom of the compensating multiplets and two of their scalars, i. e. σ and z0. We see
from the Figure that all field components of the compensating hypermultiplet are eliminated by the
gauge fixing procedure. The only field component of the compensating vector multiplet surviving
the gauge fixing procedure is the gauge potential Aµ, which contributes to the graviphoton field in
the Poincare´ multiplet. As we eliminated the auxiliary field Y ij , the vector multiplets are realized
on-shell in the Poincare´ theory. We thus end up with a matter-coupled Poincare´ supergravity theory
containing, besides the Poincare´ multiplet, nV vector- and nH hypermultiplets. The geometry
described by the scalars of the latter modifies during the gauge fixing according to our discussion
in Section 4.3. We will see below that the vector scalars also parametrize a particular type of
manifold at the Poincare´ level, namely a very special real manifold (see Section 4.4.1).
One should keep in mind that during the gauge fixing procedure the definition of the covariant
derivatives changes. Indeed, when passing from a superconformal invariant theory to a super-
Poincare´ theory, the remaining fields are chosen such that they do not transform under the broken
symmetries, e.g. the scale symmetries. These scale symmetries generated terms in the supercon-
formal covariant derivative that are absent in the Poincare´ covariant derivatives. Something else
to keep in mind has to do with the transformation rules. In the full conformally invariant theory
these transformation rules involve the parameters of the conformal transformations. Due to the
gauge fixing conditions, these parameters become dependent and are expressed in terms of the
parameters of the Poincare´ theory through the so-called decomposition rules. The super-Poincare´
transformation rules are therefore inferred from the superconformal ones after eliminating auxil-
iary fields and employing the decomposition rules. This finishes our overview of the gauge fixing
procedure. We now proceed with a more technical discussion of the same procedure.
Preliminaries
The first step in the gauge fixing process is the elimination of the dependent gauge fields φiµ and
fµ
a
, associated to S- and K-symmetry respectively, for which we already have listed their form
in (4.45).
After writing out all covariant derivatives and dependent gauge fields, the gauge field bµ does
not appear in the action anymore. This can be understood from K-invariance of the action. We
will choose the conventional gauge choice for K-symmetry, namely
K-gauge: bµ = 0 . (4.175)
At this point we are left with one more gauge field corresponding to a non-Poincare´ symmetry: the
SU(2) gauge field V ijµ . Solving for its equation of motion originating from the Lagrangian Lt =
Lv + Lh given in (4.51) and (4.95), yields the following expression
V ijµ =
9
2k2
(
gˆXˆYˆ (∂µq
Xˆ + gAIµkˆ
Xˆ
I )k
ijYˆ +
1
2
i kXˆ fˆ iAˆ
Xˆ
ζ¯Aˆγµνψ
ν j (4.176)
− i kijXˆ fˆ Aˆ
kXˆ
ζ¯Aˆγνγµψ
kν − 1
2
CIJKσ
Kψ¯iIγµψ
jJ +
1
4
iCIJKσ
KσIψ¯iJγµνψ
jν
)
.
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The action further contains four auxiliary matter fields: D, Tab and χi from the Weyl multiplet, and
Y Iij from the vector multiplet. Both D and χi appear as Lagrange multipliers in the action, leading
to the following constraints, respectively
D : C − 1
3
k2 = 0 , with C ≡ CIJKσIσJσK , (4.177)
χi : −8 iCIJKσIσJψKi −
4
3
(
C − 1
3
k2
)
γµψµi +
16
3
iAAˆi ζAˆ = 0 .
(4.178)
The sections AAˆi were defined in (4.60). The equations of motion for Y Iij and Tab are given by
Y ijJCIJKσ
K = −g δLI Pˆ ijL +
1
4
iCIJKψ¯
iJψjK , (4.179)
Tab =
9
64k2
(
4σIσJ FˆKabCIJK + σ
IσJ ψ¯Kγ[aψb]CIJK + σ
IσJ ψ¯Kγabcψ
cCIJK
+ iσIψ¯Jγabψ
KCIJK +
2
3
kXˆ fˆ Aˆ
iXˆ
ζ¯Aˆγ[aψ
i
b] +
2
3
kXˆ fˆ Aˆ
iXˆ
ζ¯Aˆγabcψ
ic + 2 i ζ¯Aˆγabζ
Aˆ
)
.
(4.180)
These equations have been simplified by using (4.177).
Gauge choices and decomposition rules
Apart from the K-gauge (4.175) that we have already introduced to fix the special conformal
symmetry, we now choose gauges for the other non-Poincare´ (super)symmetries as well.
D-gauge Demanding canonical factors for the Einstein-Hilbert and Rarita-Schwinger kinetic
terms in Lt, we have to impose the following D-gauge:
D-gauge: 1
24
(
C + k2
)
= − 1
2κ2
, (4.181)
where κ has dimensions of [length]3/2. If we combine the D-gauge (4.181) and the equation of
motion for the auxiliary D (4.177), we obtain
k2 = − 9
κ2
, C = − 3
κ2
. (4.182)
Using the coordinates introduced in Section 4.3, the first constraint implies that
z0 = κ−2 , (4.183)
whereas the second constraint effectively eliminates one of the vector scalars.10
10The constraint (4.183) implies that the parameter ν defined in (4.159) is given by ν = −κ2 (4.160). The parameter
ν will therefore not appear any more in this section.
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S-gauge The action Lt contains terms where γµφµ = 14 i γµν∂µψν+ (nonderivative terms) is
multiplied by hyperino and gaugino fields. These terms imply a mixing of the kinetic terms of the
gravitino with the hyperino and gaugino fields. A suitable S-gauge can eliminate this mixing, as
we can use it to put the coefficient of the above expression equal to zero:
S-gauge: CIJKσIσJψKi + 2AAˆi ζAˆ = 0 . (4.184)
Combining this with the χ field equation (4.178) leads to
CIJKσ
IσJψKi = 0 , A
Aˆ
i ζAˆ = 0 . (4.185)
In the frame we have chosen in (4.112), we obtain the following expression for the sections AiAˆ
Ai
Aˆ
≡ εijkXˆ fˆ XˆjAˆ = −3εij fˆ 0jAˆ = − i 3
√
z0
2
δi
Aˆ
. (4.186)
Therefore, our choice of frame on the hyperka¨hler manifold is consistent with the fact that the
hyperinos of the compensating hypermultiplet carry no physical degree of freedom:
ζ i = 0 . (4.187)
SU(2)-gauge The gauge for dilatations was chosen such that z0 = κ−2. Similarly we may also
choose a gauge for SU(2). Such a gauge would select a specific point in the 3-dimensional space
of the coordinates {zα}. In principle we could choose zα = zα0 (q) for any function zα0 (q), but we
will restrict ourselves here to constants zα0 :
SU(2)-gauge: zα = zα0 . (4.188)
Decomposition rules As a consequence of the gauge choices, the corresponding transformation
parameters can be expressed in terms of the others by so-called decomposition rules. For example,
the requirement that the K-gauge (4.175) should be invariant under the most general superconfor-
mal transformation, i.e. δbµ = 0, leads to the following decomposition rule for λaK :
λaK = −
1
2
eµa
(
∂µλD +
1
2
i ǫ¯φµ − 2ǫ¯γµχ+ 1
2
i η¯ψµ
)
. (4.189)
Similarly, demanding δz0 = 0 yields
λD = 0 . (4.190)
The decomposition rule for ηi can be found by varying the S-gauge and demanding that
δ
(
CIJKσ
IσJψiK
)
= 0 . (4.191)
We find
κ−2ηi = − 1
12
CIJKσ
IσJγ · FˆKǫi + 1
3
gσIP ijI ǫj +
1
32
i γabǫiζ¯Aγabζ
A
+
1
16
iCIJKσ
I
(
γaǫjψ¯
iJγaψ
jK − 1
16
γabǫiψ¯Jγabψ
K
)
. (4.192)
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The SU(2) decomposition rule can be found by requiring that δzα = 0:
~λSU(2) = ~ωX(δQ + δG)q
X + gλIG
~PI , (4.193)
where ~ωX was defined in (4.126).
Hypersurfaces
We now discuss the geometry for the vector multiplets after gauge fixing. In order to get a standard
normalization we rescale the CIJK symbol and the vector multiplet scalars as follows:
σI ≡
√
3
2κ2
hI ,
CIJK ≡ −2
√
2κ2
3
CIJK , CIJKhIhJhK = 1 . (4.194)
The constraint (4.194) then defines a nV -dimensional hypersurface parametrized by scalars φx
called a ‘very special real’ manifold, which is embedded into a nV +1-dimensional space spanned
by the scalars hI(φ).
The metric on the embedding hI-manifold can be determined by substituting the equation of
motion for Tab (4.180) back into the action, and defining the kinetic term for the vectors as
Lkin,vec−ten = −1
4
aIJ Fˆ
I
µνFˆ
µνJ . (4.195)
We find
aIJ = −2CIJKhK + 3hIhJ , (4.196)
where
hI ≡ aIJhJ = CIJKhJhK ⇒ hIhI = 1 . (4.197)
In the following we will assume that aIJ is invertible, which will enable us to solve (4.179) for
Y Iij . For convenience we introduce
hIx ≡ −
√
3
2κ2
hI,x(φ) , → hIx ≡ aIJhJx(φ) =
√
3
2κ2
hI,x(φ) . (4.198)
The metric on the hypersurface is then defined as the pull-back of the metric aIJ ,
gxy = h
I
xh
J
yaIJ . (4.199)
We will use this metric to raise and lower indices x,
hxI ≡ gxyhIy . (4.200)
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It follows from (4.197) that
hIh
I
x = h
x
Ih
I = 0 . (4.201)
Another useful identity that can be deduced is
hIhJ + h
x
IhJx = aIJ . (4.202)
The gauginos ψI are constrained fields, due to the S-gauge. In order to translate these to nV
unconstrained gauginos, we introduce the fields λi x that are (proportional to) the pull-back of ψI
to the tangent bundle on the hypersurface. As we will see later, a convenient choice is given by
(for agreement with the literature [78])11
λi x ≡ −hxI ψiI , ψiI = −hIxλi x . (4.203)
Note that this choice for ψiI indeed solves the S-gauge (4.185).
4.4.2 Results
After applying the steps outlined in the previous section, i.e. using a special coordinate basis,
substituting the expressions for the dependent gauge fields and matter fields, and ‘reducing’ the
objects on the hyperka¨hler manifold to the quaternionic-Ka¨hler manifold, we obtain the N = 2
super-Poincare´ action.
We give in this section the full action for a number of vector multiplets (indices I) and hyper-
multiplets (indices X for the scalars and A for the spinors). The couplings of the vector multiplets
are determined by the constants CIJK and the structure constants fIJK . The related quantities are
defined in section 4.4.1.
We define the supercovariant field strengths F̂ Iab and a tensor field BMab such that
Fˆ Iab = F
I
ab − ψ¯[aγb]ψI +
√
6
4κ
i ψ¯aψbh
I , F Iµν ≡ 2∂[µAIν] + gfJKIAJµAKν . (4.204)
The Fˆab transforms covariantly, while the action gets a simpler form using Fab.
The hypermultiplets are determined by the Vielbeine f iAX , that determine complex structures,
sp(nH) and su(2) connections. They transform in general under the gauge group of the vector
multiplets. The Killing vectors kXI determine tIAB and are restricted by (4.67) and (4.68). They
determine the moment maps by (4.82). As mentioned in Section 4.2.3, the moment maps can
also exist without a quaternionic-Ka¨hler manifold (nH = 0), in which case they are the constant
‘Fayet–Iliopoulos (FI) terms’. These are possible for two cases. First, in case the gauge group
contains an SU(2) factor, we can have
~PI = ~eI ξ , (4.205)
where ξ is an arbitrary constant, and ~eI are constants that are nonzero only for I in the range of the
SU(2) factor and satisfy
~eI × ~eJ = fIJK~eK , (4.206)
11We avoid here the introduction of a local basis for the fermions indicated by indices a˜ in [78].
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in order that (4.167) is satisfied.
The second case is U(1) FI terms. In this case
~PI = ~e ξI , (4.207)
where ~e is an arbitrary vector in SU(2) space and ξI are constants for the I corresponding to U(1)
factors in the gauge group.
To be able to write down the potential and the supersymmetry transformation rules in an elegant
fashion, we define
~P ≡ κ2hI ~PI , ~Px ≡ κ2hIx ~PI ,
N iA ≡
√
6
4
κhIkXI f
iA
X , K
x
I ≡ − 1κ
√
3
2
fIJ
KhJhxK = − 1κ
√
3
2
fIJ
KhJxhK ,
Txyz ≡ CIJKhIxhJyhKz , Γwxy = hwI hIx,y + κ
√
2
3
Txyzg
zw ,
(4.208)
the latter being the Levi-Civita connection of gxy.
The covariant derivatives now read
Dµ h
I = ∂µh
I + gfJK
IAJµh
K (4.209)
= −
√
2
3
κhIx
(
∂µφ
x + gKxJA
J
µ
)
= −
√
2
3
κhIxDµφ
x ,
Dµq
X = ∂µq
X + gAIµk
X
I ,
Dµλ
xi = ∂µλ
xi + ∂µφ
yΓxyzλ
zi +
1
4
ωµ
abγabλ
xi
+∂µq
XωXj
iλxj − gκ2AIµPI ijλxj + gAIµKx;yI λiy ,
Dµζ
A = ∂µζ
A + ∂µq
XωXB
AζB +
1
4
ωµ
bcγbcζ
A + gAIµtIB
AζB ,
Dµψ
i
ν = (∂µ +
1
4
ωµ
abγab)ψ
i
ν − ∂µqXωXijψνj − gκ2AIµPI ijψνj .
Here Kx;yI stands for the covariant derivative, where the index is raised with the inverse metric gxy.
We choose to extract the fermionic terms from the spin connection as in the final line of (4.45),
using ωµab instead of ωˆµab in the covariant derivatives and the Ricci scalar, unless otherwise men-
tioned.
Performing all the steps of the conformal programme we find the following action:
e−1L =
1
2κ2
R(ω)− 1
4
aIJ Fˆ
I
µνFˆ
Jµν − 1
2
gxyDµφ
xDµφy − 1
2
gXYDµq
XDµqY
− 1
2κ2
ψ¯ργ
ρµνDµψν − 1
2
λ¯x /Dλ
x − ζ¯A /DζA + g
2
κ4
(4~P · ~P − 2~P x · ~Px
−2NiAN iA) + κ
6
√
6
e−1εµνλρσCIJKAIµ
[
F JνλF
K
ρσ + fFG
JAFν A
G
λ (−
1
2
g FKρσ
+
1
10
g2fHL
KAHρ A
L
σ )
]
− 1
4
hIxF
I
bcψ¯aγ
abcλx −
√
6
16κ
ihIF
cdIψ¯aγabcdψ
b
96 Local on-shell supersymmetry
+
1
4
√
2
3
κ i (
1
4
gxyhI + Txyzh
z
I)λ
xγ · F Iλy + 1
8
√
6 iκhI ζ¯Aγ · F IζA
+
1
2
i ψ¯a /Dφ
xγaλx + i ζ¯Aγ
a /DqXψiaf
A
iX + g
[
−
√
3
2
1
κ
i hItIB
Aζ¯Aζ
B
+2 i kXI f
A
iXh
I
xζ¯Aλ
ix −
√
2
3
1
κ
i (
1
4
gxyPij + TxyzP
z
ij)λ¯
ixλjy
+
1
κ
1
2
i λ¯xλyhIxKIy −
2
κ2
NAi ζ¯Aγaψia +
1
κ2
ψ¯iaγ
aλjxPxij
+
√
3
8
1
κ3
iPijψ¯
i
aγ
abψjb
]
− 1
32
ψ¯iaψ
jaλ¯xi λjx −
1
32
ψ¯iaγbψ
jaλ¯xi γ
bλjx
− 1
128
ψ¯aγbcψ
aλ¯xγbcλx − 1
16
ψ¯iaγ
abψjb λ¯
x
i λjx −
1
32
ψ¯aiγbcψdjλ¯xi γabcdλjx
+
1
8κ2
ψ¯aγbψ
bψ¯aγcψ
c − 1
16κ2
ψ¯aγbψcψ¯
aγcψb − 1
32κ2
ψ¯aγbψcψ¯
aγbψc
+
1
32κ2
ψ¯aψbψ¯cγ
abcdψd − 1
16
ψ¯aγbψcζ¯Aγabcζ
A +
1
16
ψ¯aγ
bcψaζ¯Aγbcζ
A
− 1
16
ψ¯aψbζ¯Aγabζ
A +
κ
6
√
2
3
iTxyz(ψ¯aγbλ
xλ¯yγabλz + ψ¯iaγ
aλjxλ¯yiλ
z
j )
+
κ2
32
λ¯xγabλxζ¯Aγ
abζA − κ
2
16
λ¯ixγaλ
j
xλ¯
y
i γ
aλjy
+
κ2
128
λ¯xγabλxλ¯
yγabλy +
κ2
6
gztTxyzTtvwλ¯
ixλjyλ¯viλ
w
j
−κ
2
48
λ¯ixλjxλ¯
y
iλjy +
κ2
32
ζ¯Aγabζ
Aζ¯Bγ
abζB − 1
4
WABCD ζ¯AζB ζ¯CζD .
(4.210)
This action admits the followingN = 2 supersymmetry:
δeµ
a =
1
2
ǫ¯γaψµ ,
δψiµ = Dµ(ωˆ)ǫ
i +
i κ
4
√
6
hIFˆ
Iνρ(γµνρ − 4gµνγρ)ǫi + δqXωijXψµj
− 1
κ
√
6
i gP ijγµǫj − κ
2
6
ǫjλ¯
ixγµλ
j
x +
κ2
12
γµνǫjλ¯
ixγνλjx
−κ
2
48
γµνρǫjλ¯
ixγνρλjx +
κ2
12
γνǫjλ¯
ixγµνλ
j
x +
κ2
16
γµνρǫ
iζ¯Aγ
νρζA ,
δhI = − κ√
6
i ǫ¯λxhIx , δφ
x =
1
2
i ǫ¯λx ,
δAIµ = ϑ
I
µ ,
δλxi = − i
2
/ˆDφxǫi − δφyΓxyzλzi + δqXωXijλxj +
1
4
γ · Fˆ IhxI ǫi
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κ
4
√
6
T xyz
[
3ǫjλ¯
i
yλ
j
z − γµǫjλ¯iyγµλjz −
1
2
γµνǫjλ¯
i
yγµνλ
j
z
]
− 1
κ2
gP x ijǫj ,
δqX = − i ǫ¯iζAfXiA ,
δζA =
1
2
i γµDˆµq
Xf iAX ǫi − δqXωXBAζB +
1
κ2
gNAi ǫi . (4.211)
We denoted
ϑIµ = −
1
2
ǫ¯γµλ
xhIx −
√
6
4κ
ihI ǫ¯ψµ ,
Dˆµq
X = ∂µq
X + gAIµk
X
I + i ψ¯
j
µζ
BfXjB
Dˆµφ
x = ∂µφ
x + gAIµK
x
I −
1
2
i ψ¯µλ
x ,
Dµ(ωˆ)ǫ
i = Dµ(ωˆ)ǫi − ∂µqXωijXǫj − gκ2AIµP ijI ǫj , (4.212)
where Dµ(ωˆ) defined as in (4.44).
In conclusion, by starting from a superconformal LagrangianLt, we have been able to construct
the N = 2 super-Poincare´ theory with an arbitrary number of vector- and hypermultiplets and
arbitrary gaugings. In [25], we have given a generalization of this result, by including also an
arbitrary number of tensor multiplets. Hence, the conformal approach has enabled us to construct
the most general N = 2 super-Poincare´ gravity, yielding more complete results than already
known in the literature [55, 74–78]. As a final note, let us point out that if we would study the
superalgebra (4.211) on the hypermultiplets directly, we would again find dynamical constraints,
leading to the conclusion that the target space can also be quaternionic, if these equations of motion
are not integrable into a Poincare´-invariant and supersymmetric action.
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Chapter 5
Kaluza-Klein Theory
By now, we have listed some peculiarities of on-shell supersymmetric field theories. We have
used supersymmetry as an organizing principle to compute the equations of motion. This direct
construction does however not answer the question what the string theory origin of such theories
might be. In the present chapter, we will show that the process of dimensional reduction can yield
theories that do not have a Lagrangian description.
The content of this chapter is as follows. After a brief introduction, we will discuss the mean-
ing of consistent truncation in Section 5.2, after which we will explain the theory of the Scherk-
Schwarz dimensional reduction in Section 5.3. In the final Section 5.4, we will apply these ideas
to the construction of a massive IIA supergravity that does not admit a least action principle and
present a method to find supersymmetric solutions.
5.1 Introduction
5.1.1 Circle reduction
The technique of dimensional reduction was initiated in the old papers [91, 92] in which Kaluza
and Klein constructed the four-dimensional theory of general relativity coupled to Maxwell theory
(with gauge potential A) and a real scalar field ϕ starting from the five-dimensional Einstein-
Hilbert action. In their construction, they assumed that the extra dimension was a circle (with
radius R) and supposed that the five-dimensional metric gˆ was constant along that circle. They
then decomposed this metric in terms of four-dimensional fields
gˆ = e
√
3
3
ϕgµνdx
µdxν + e−
2
√
3
3
ϕ(dz + Aµdx
µ)2 with µ = 0, . . . , 3 , (5.1)
where z parametrizes the compact direction and none of the fields {g, A, ϕ} depends on z. Note
that the decomposition of a five-dimensional metric in a four-dimensional one, together with a real
scalar and a four-dimensional vector, is compatible with the following branching rule
so(1, 4)→ so(1, 3) : 14→ 1 + 4+ 9 . (5.2)
The starting point for a dimensional reduction thus is a form for the higher-dimensional fields
in which the dependence on the compact directions is fixed. This is called an Ansatz. Using
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the Ansatz (5.1) in the five-dimensional Einstein-Hilbert action then yields the four-dimensional
theory
Sˆ = 1
16πGN
∫
d5x
√
−gˆRˆ ⇒
S = R
8GN
∫
d4x
√−g[R− 1
2
∂µϕ∂
µϕ− 1
4
e−
√
3ϕFµνF
µν ] , (5.3)
where GN is the five-dimensional Newton’s constant and the field strength is defined in the usual
way, Fµν = 2∂[µAν]. Note that the higher-dimensional origin of the u(1) gauge transformation is a
coordinate transformation on z that preserves the Ansatz (5.1),
z → z′ = z + λ(xµ) ⇒ Aµ → A′µ = Aµ − ∂µλ . (5.4)
The physical reason why we can accept the prescribed form (5.1) for the metric is that we want
the resulting four-dimensional action to capture the effective four-dimensional physics in a space-
time in which the fifth direction is a circle. To understand this, consider a real, massless scalar field
φˆ in four-dimensional Minkowski space-time times a circle. As a consequence, the field has to be
periodic around this circle. Expanding φˆ in Fourier modes
φˆ(xµ, z) =
∞∑
n=−∞
φ|n|(x
µ)e i
n
R
z , (5.5)
we can use this Ansatz in the wave equation and find
✷5φˆ = 0 ⇒ ✷φn =
( n
R
)2
φn , (5.6)
where ✷5 is the five-dimensional d’Alembertian and ✷ is the four-dimensional one. Hence, the
nonzero Fourier modes give rise to four-dimensional fields with an effective mass inversely pro-
portional to R. Choosing therefore R to be sufficiently small, we can forget about the massive
modes, and the theory becomes effectively four-dimensional. If we want to describe processes
with energies higher that 1/R, the Kaluza-Klein tower becomes visible and space-time appears to
be five-dimensional again.1
Notice that in the four-dimensional action (5.3), there is no potential for ϕ. This means that ϕ
can be e.g. any constant, labelling an infinite number of degenerate configurations corresponding
to a choice of the physical radius of the compact direction. Therefore, ϕ is called a modulus.
5.1.2 Generalizations
Since the invention of this technique to ‘curl up’ dimensions, numerous generalizations have been
investigated. First of all, Yang-Mills theory with gauge group G, was constructed by dimen-
sionally reducing pure gravity on the group manifold G [93]. Similar reductions on coset mani-
folds turned out to be much harder, though some examples exist, e.g. N = 8 four-dimensional
1In the dimensional reduction of gravity, the definition of massive modes of the metric is problematic. However,
expanding the metric as gˆµˆνˆ = ηˆµˆνˆ + δgˆµˆνˆ would yield a five-dimensional theory of a massless spin-two particle that
would give rise to massive particles in four dimensions after dimensional reduction.
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gauged SO(8) supergravity was constructed by reducing classical M-theory on a seven sphere
(S7 ≡ SO(8)/ SO(7)) [94]. Of course, more general compact manifolds can be used as internal
spaces. In the context of superstring theory, compactifications on Calabi-Yau three-folds are of-
ten encountered [13], leading to entirely new mathematical concepts such as mirror symmetry (see
e.g. [95]). Note that in all these generalized compactifications, the fields do depend on the compact
coordinates, but only in a very specific way.
Another generalization was the discovery of a natural mechanism to introduce masses (and
gaugings) in the compactified theory [52]. If the higher-dimensional theory admits a global sym-
metry, it is possible to generalize the Ansatz in the sense that the fields can have a more general
dependence on the compact coordinates, leading to the introduction of masses (and gaugings) in
the effective theory. An example of such a reduction can be found in the context of the S ℓ(2,R)
symmetry of IIB supergravity. This global symmetry can be used to perform a Scherk-Schwarz
reduction on a circle, yielding the most general massive, gauged N = 2 nine-dimensional super-
gravity [96, 97].
In compactifications on complicated manifolds, like Calabi-Yau three-folds (i.e. six-dimen-
sional Calabi-Yau manifolds), the metric Ansatz is not completely known. However, we can still
partially deduce the field content of the effective theory. First of all, it is a general feature of
compactifications that deformations of the internal metric, preserving the structures defined on the
manifold, give rise to moduli (like ϕ in the circle reduction). Secondly, the effective fields coming
from the reduction of the other (bosonic) fields follow from general (cohomology) arguments. The
simplest example of this is the reduction of a scalar field. Suppose that space-time is a direct
product of four-dimensional Minkowski space and some internal manifold X . The equation of
motion for a scalar field φˆ then becomes
✷tφˆ = ✷φˆ +✷iφˆ = 0 , (5.7)
where ✷t is the d’Alembertian on the higher-dimensional space while ✷i denotes the one on the
internal space X . Supposing that there exist n independent harmonic functions fi, i = 1, . . . , n
on X , the dimensional reduction of φˆ gives rise to n massless fields φi (that do not depend on the
internal space any more), using the Ansatz
φˆ =
n∑
i=1
fiφi , (5.8)
in the equation of motion (5.7). Using these general remarks, one can often deduce some qual-
itative features of general compactifications, see e.g. [98] for compactifications on Calabi-Yau
three-folds. Note however that, starting with some solution of e.g. ten-dimensional supergravity, a
full compactification Ansatz should capture all fully nonlinear interactions of the massless2 fluctu-
ations around that background geometry. Finding such an Ansatz and retrieving the corresponding
effective theory is a nontrivial calculation. This can be illustrated with the historical remark that
the spectrum of massless deformations of the AdS5 × S5 solution of IIB supergravity was already
computed in [99] while the five-dimensional theory governing the full nonlinear interactions of
these deformations was only found recently [100].
2Seen from the lower-dimensional viewpoint.
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5.2 Consistent truncations
The process of dimensional reduction always amounts to a certain truncation of the field content
of the original theory. As it might be possible that the truncation is in conflict with the original
equations of motion, the issue of consistency of a truncation requires some careful examination.
We will call a reduction consistent if and only if every solution of the equations of motion of the
lower-dimensional theory yields a solution to the equations of motion of the higher-dimensional
theory. To make this more precise, let us suppose that we start with a field theory with field content
denoted by Φˆ(x, y), where x are the coordinates on the noncompact and y on the compact space.
A compactification Ansatz now is a demand that Φˆ depends in a specific way on the compact
coordinates y, or more symbolically,
Φˆ(x, y) = φ(x) ⋆ f(y) . (5.9)
Note that this dependence is not always a product, hence our ⋆ notation. The next step is to use this
Ansatz in the equations of motion for Φˆ. If the result is a set of equations of motion for φ in which
all dependence on y vanishes, the reduction is called consistent. Note that the resulting effective
theory may or may not admit an action functional. If it does, it again may or may not be the action
that would be found by using the Ansatz in the Lagrangian of the higher-dimensional theory and
integrating out the compact coordinates.
5.3 Scherk-Schwarz reduction
By now, we have discussed some elementary properties of dimensional reduction on a circle. It has
been shown that coordinate transformations on the compact direction preserving the Ansatz, induce
gauge transformations in the effective theory. However, none of the other fields were charged under
this u(1) symmetry. If a theory admits a global symmetry, the reduction Ansatz can however be
generalized, leading to a theory with charged fields [52].
To introduce this concept of Scherk-Schwarz reduction, let us consider the following elemen-
tary example [101]. Our starting point is the five-dimensional theory of gravity coupled to a real
scalar,
Sˆ = 1
16πGN
∫
d5x
√
−gˆ[Rˆ− 1
2
∂µˆφˆ∂
µˆφˆ] . (5.10)
This theory obviously is invariant under δφˆ = a with a a constant. Taking one direction to be
compact, i.e. z ≡ z + 2πR, we now suppose that the field φˆ is multi-valued, i.e. φˆ ≡ φˆ + 2πm.
Taking again the standard Ansatz for the metric (5.1), the following form for the scalar
φˆ =
mN
R
z + φ(xµ) , (5.11)
yields a consistent reduction. Due to the fact that the theory is invariant under δφˆ, all z dependence
will vanish. Moreover, as the u(1) symmetry is generated by coordinate transformations (5.4), we
can see from (5.11) that under such a coordinate transformation, φ has to transform as well in order
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to remain in the same Ansatz (5.11). The dimensional reduction of the derivative on the scalar then
yields
∂ˆaφˆ ≡ eˆaµˆ∂µˆφˆ = e−
√
3
6
ϕ
(
∂aφ− mN
R
Aa
)
≡ e−
√
3
6
ϕDaφ , (5.12)
where we used the standard Ansatz (5.1). The right-hand side transforms covariantly under the
combined transformation
φ→ φ+ mN
R
λ , Aµ → Aµ − ∂µλ . (5.13)
The resulting effective theory reads
S = R
8GN
∫
d4x
√−g[R− 1
2
∂µϕ∂
µϕ− 1
4
e−
√
3ϕFµνF
µν − 1
2
DµφD
µφ
−1
2
(
mN
R
)2
e
√
3ϕ] . (5.14)
Similarly, the circle reduction of the Einstein-Hilbert action can be made more general as well.
To come as close as possible to the next section, we will start from pure gravity in eleven dimen-
sions, i.e.
Sˆ = 1
16πGN
∫
d11x
√
−gˆRˆ ⇒ Rˆµˆνˆ = 0 , (5.15)
where GN is now the eleven-dimensional Newton’s constant. It can easily be checked that under
a rigid Weyl transformation gˆ → exp(2λ)gˆ with λ constant, the equation of motion is invariant,
while the action is not. It now turns out that we can use this scaling symmetry in a Scherk-Schwarz
reduction. Therefore, we generalize the Ansatz a` la (5.1) to
gˆ = e2mz
(
e
1
6
ϕgµνdx
µdxν + e−
4
3
ϕ(dz + Aµdx
µ)2
)
, (5.16)
where µ, ν = 0, . . . , 9. This yields the following equations of motion
✷ϕ = −3
8
e−
3
2
ϕ F 2 +
27
2
m2AµA
µ + 9mAµ∂µϕ− 3
2
mDµA
µ ,
Dν(e
− 3
2
ϕ Fµ
ν) = 12m∂µϕ+ 18m
2Aµ + 9me
− 3
2
φAν Fµν ,
Rµν − 1
2
Rgµν =
1
2
(∂µϕ∂νϕ− 1
2
(∂ϕ)2 gµν)− 36m2e 32ϕgµν (5.17)
−9m2(AµAν + 4AρAρgµν) + 1
2
e−
3
2
φ(FµρFν
ρ − 1
4
F 2 gµν)
−9
2
m(DµAν +DνAµ − 2DρAρ gµν)
+
3
4
m (Aµ∂νϕ+ Aν∂µϕ− Aρ∂ρϕ gµν) .
The first issue to raise is that these equations of motion cannot be derived from an action. One
can easily see this by noting that the Einstein equation contains a cosmological constant term
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−36m2e 32ϕgµν , which would have a counterpart in the equation of motion for ϕ if these field
equations were compatible with an action. Note that when we would use the Ansatz (5.16) in
the action (5.15), we would be able to integrate out the z dependence, but the resulting action
would not have (5.17) as its Euler-Lagrange equations. However, since we have performed the
dimensional reduction on the level of the equations of motion, the consistency of the truncation is
automatic.
A second important issue is that all fields are charged under the R symmetry that is gauged by
A. This can be deduced from the Ansatz (5.16). Transforming z → z+λ(xµ), the fields transform
as
ϕ→ ϕ+ 3m
2
λ , Aµ → Aµ − ∂µλ , gµν → e− 9m4 λgµν , (5.18)
in order to remain in the same Ansatz (5.16). The way the gauge potential appears in the equa-
tions (5.17) might look a bit unfamiliar, but can be understood from the above transformation
properties. Another consequence of (5.18) is that we can make ϕ to vanish using a gauge transfor-
mation with parameter given by
λ = − 2
3m
ϕ . (5.19)
In this way, we break gauge invariance, giving mass to the gauge potential. This is the so-called
Stu¨ckelberg mechanism.
Finally, note that if we do not want to suppose that the metric gˆ is multi-valued, we have to
accept that we have performed a dimensional reduction on a noncompact manifold. Therefore, the
interpretation of the resulting ‘effective’ theory still is unclear [102]. Our reason to consider this
reduction is that it is a toy model to show that dimensional reduction can yield theories without
action. Moreover, this construction can be generalized to the supersymmetric context, yielding a
massive ten-dimensional supergravity, discussed in the following section.
5.4 Massive HLW IIA theory
5.4.1 Motivation
In regular supergravities, the fields in the gauge multiplet are always massless. Massive theories
are continuous deformations of the regular ones in which the gauge and supersymmetry transfor-
mations get extra dependence via a mass parameter m. Consequently, the equations of motion get
extra terms linear and quadratic in this parameter. Some of the fields (the Stu¨ckelberg fields) can
subsequently be gauged away, giving mass to other fields.
The prime example of such a massive theory is Romans’ IIA supergravity [103]. Its role in
string theory was clarified after the discovery of D-branes [104]. It then became clear that this
supergravity is actually the low energy limit of string theory in the background of a D8-brane.
Such a brane solution was found in Romans’ theory [105, 106], and the mass parameter was seen
to be proportional to the charge of the D8.
A less known massive IIA theory is the one constructed by Howe, Lambert and West (HLW)
[53]. Although they constructed the theory by introducing a conformal spin connection, the theory
can also be built by performing a generalized Scherk-Schwarz reduction of the eleven-dimensional
5.4 Massive HLW IIA theory 105
equations of motion, using their scaling symmetry [14]. The resulting massive theory does not
have an action and has got no fundamental strings as the two-form potential (together with the
dilaton) are Stu¨ckelberg fields. It was noted that this theory admits a de Sitter solution [14]. As
only few other solutions are known [53, 102, 107, 108], we will present a method of construct-
ing (supersymmetric) solutions to that theory, using cones of special holonomy [26]. Contrary to
a claim in [53], the resulting field configurations were the first supersymmetric solutions to this
theory [109]. Moreover, these solutions were the first field configurations that solve any supersym-
metric theory that does not have an action principle.
It is a general property of massive supergravities that they admit domain wall solutions. There-
fore, the study of this HLW IIA supergravity is relevant to e.g. the domain wall/CFT correspon-
dence [110, 111] and the Randall-Sundrum scenario [16, 17]. Moreover, it is a toy model of how
dimensional reduction can yield theories without action.3
Finally, it is notable that the resulting IIA theory is again realized on the mass-shell. This
implies that computing the defining relation for supersymmetry a` la (2.89) would yield the equa-
tions of motion. In this sense, the theory is closely related to the ones presented in the preceding
chapters.
5.4.2 Construction
As already mentioned in Chapter 3, the unique supergravity in eleven dimensions contains a metric
gˆ (or equivalently a Vielbein eˆ), a three-form potential Aˆ and a gravitino ψˆ [51]. The equations of
motion of that theory admit a rigid scaling symmetry
eµ
a → λeµa , Aµνκ → λ3Aµνκ , ψµ → λ 12ψµ , (5.20)
which can be used to construct the massive HLW IIA supergravity [14]. Below we will suppose
that all fermionic fields in the IIA theory are zero. Hence, we will only need the part if the equa-
tions of motion that contains the bosons and we will only have to consider the supersymmetry
transformations for the fermions that contain solely the bosonic fields. Since it is impossible that
an equation of motion for a fermion contains a purely bosonic term, the truncation by setting all
fermions to zero is a consistent one.
Bosonic Fields
The Ansatz for the metric is (5.16) and can equivalently be written in terms of the Vielbein
eˆµˆ
aˆ = emz
(
e
1
12
ϕeµ
a e−
2
3
ϕAµ
0 e−
2
3
ϕ
)
, (5.21)
with µ, a = 0, . . . , 9 and µˆ, aˆ = 0, . . . , 10. Note that the coordinate along the compactifying
direction is called z, while the other coordinates are {xµ}. The three-form must depend on z in the
following way
Aˆµνρ = e
3mzA(3)µνρ , Aˆµνz = e
3mzA(2)µν . (5.22)
3There is however the subtle issue of boundary conditions that have to be supplemented to the eleven-dimensional
action, which we will not discuss in this text.
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With this three-form, we define the ten-dimensional field strengths to be
F(2)ab = 2∂[aAb] = 2e[a
µeb]
ν∂µAν ,
F(3)abc = 3∂[aA(2)bc] − 3mA(3)abc ,
F(4)abcd = 4∂[aA(3)bcd] − 3∂[aA(2)bcAd] − 3mA(3)[abcAd] . (5.23)
This leads to the following equations of motion that are a generalization of (5.17),
✷ϕ = −3
8
e−
3
2
ϕ F 2(2) +
1
12
eϕ F 2(3) −
1
96
e−
1
2
ϕ F 2(4) +
27
2
m2AµA
µ
+9mAµ∂µϕ− 3
2
mDµA
µ ,
Dν(e
− 3
2
ϕ F(2)µ
ν) = 12m∂µϕ+ 18m
2Aµ + 9me
− 3
2
ϕAν F(2)µν
−1
6
e−
1
2
ϕ F(4)µνρσF
νρσ
(3) ,
Dσ(eϕF(3)µνσ) = 6me
ϕAσ F(3)µνσ +
1
2
e−
1
2
ϕ F(4)µνσρ F
σρ
(2)
+
1
1152
ǫµνρ1...ρ8 F
ρ1...ρ4
(4) F
ρ5...ρ8
(4) ,
Dσ(e−
1
2
ϕF(4)µνρσ) = −6meϕ F(3)µνρ + 6me− 12ϕAσF(4)µνρσ
− 1
144
ǫµνρσ1...σ7 F
σ1...σ4
(4) F
σ5σ6σ7
(3) ,
Rµν − 1
2
Rgµν = −36m2 e 32ϕ gµν + 1
2
(∂µϕ∂νϕ− 1
2
(∂ϕ)2 gµν)
−9m2 (AµAν + 4AρAρ gµν)− 9
2
m (DµAν +DνAµ − 2DρAρ gµν)
+
3
4
m (Aµ∂νϕ+ Aν∂µϕ− Aρ∂ρϕ gµν) + 1
2
e−
3
2
ϕ (F(2)µρ F(2)ν
ρ
−1
4
F 2(2) gµν) +
1
4
eϕ (F(3)µρσ F(3)ν
ρσ − 1
6
F 2(3) gµν)
+
1
12
e−
1
2
ϕ (F(4)µρσλ F(4)ν
ρσλ − 1
8
F 2(4) gµν) . (5.24)
Fermionic Fields
As usual, the eleven-dimensional spinors are Majorana. The reduction yields two Majorana-Weyl
spinors in ten dimensions of both chiralities. We will combine them in a single 32-dimensional
Majorana spinor. The gamma matrices in eleven-dimensional space-time are denoted by Γµˆ while
the ones in ten dimensions read γµ. We will call the ten-dimensional chirality matrix γ∗
The Ansatz for the gravitino is taken in such a way that the supersymmetry transformation of
the lower-dimensional Vielbein has the usual form
δeµ
a = ǫ¯γaψµ . (5.25)
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Taking into account the scaling property (5.20), the Ansatz reads
ψˆa = e
− 1
24
ϕ− 1
2
mz(ψa − 1
8
γaλ) , ψˆi = e
− 1
24
ϕ− 1
2
mzγ11λ , (5.26)
while the parameter for supersymmetry has to satisfy
ǫˆ = e
1
24
ϕ+ 1
2
mzǫ . (5.27)
Using this Ansatz, the supersymmetry transformation rules of the massive IIA theory become
δλ =
1
2
me
3
4
ϕγ∗ǫ− 1
8
e−
3
4
ϕ /F (2)γ∗ǫ−
1
3
/Dϕǫ− 1
144
e−
1
4
ϕ /F (4)ǫ+
1
18
e
1
2
ϕ /F (3)γ∗ǫ
δψa = Daǫ+
9
16
me
3
4
ϕγaγ∗ǫ−m 9
16
γa /Aǫ− 1
64
e−
3
4
ϕ(a /F (2) − 14/F (2)a)γ∗ǫ
+
1
48
e
1
2
ϕ(9/F (3)a − a /F (3))γ∗ǫ+
1
128
e−
1
4
ϕ(
20
3
/F (4)a − a /F (4))ǫ (5.28)
with
Daϕ = ∂aϕ+
3
2
mAa (5.29)
Note that all ten-dimensional fields now only depend on the ten coordinates {xµ}.
5.4.3 Solutions
Homothetic Killing Vectors
In the present section, we will derive the conditions for a purely gravitational solution of M-theory
to reduce to a (supersymmetric) solution of the massive IIA theory. For an eleven-dimensional
solution with only the metric being nontrivial, the only equation of motion is the demand that the
metric gˆ is Ricci flat (5.15). If such a solution admits a homothetic Killing vector kˆ (2.13), there
will exist a coordinate system in which the metric will satisfy the reduction Ansatz (5.16). This can
easily be seen by choosing coordinates adapted to kˆ (kˆ = ∂z), as the condition for a homothetic
Killing vector field (2.13) then reduces to
Lkˆgˆµˆνˆ ≡ ∂z gˆµˆνˆ = 2mgˆµˆνˆ , (5.30)
which is solved by
gˆµˆνˆ(x
µ, z) = e2mzhˆµˆνˆ(x
µ) , (5.31)
implying that gˆ satisfies the Ansatz (5.16).
Such an eleven-dimensional solution is supersymmetric if the supersymmetry transformation
of the gravitino, which reduces to
δQψˆµˆ = Dˆµˆǫˆ , (5.32)
has solutions for the parameter ǫˆ. Equivalently, the eleven-dimensional solution preserves as many
supersymmetries as there are parallel spinors ǫˆ. Looking at the Ansatz (5.27) for the parameters of
supersymmetry, we see that these parallel spinors would satisfy the Ansatz if they depend on z as
∂z ǫˆ =
m
2
ǫˆ . (5.33)
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Using the results of Section 2.1.4, we can rewrite this in a coordinate invariant way and conclude
that the dimensionally reduced solution will preserve as many supersymmetries as there are eleven-
dimensional parallel spinors satisfying
Lkˆǫˆ = kˆµˆDµˆǫˆ+
1
4
∂µˆkˆνˆΓ
µˆνˆ ǫˆ =
m
2
ǫˆ . (5.34)
This condition can even be simplified to
∂µˆkˆνˆΓ
µˆνˆ ǫˆ = 2mǫˆ , (5.35)
since the spinors are parallel.
If we would also consider solutions with a three form differing from zero, it would satisfy the
Ansatz if
LkˆAˆ3 = 3mAˆ3 . (5.36)
In conclusion, a gravitational solution of classical M theory yields a solution of the massive the-
ory if it admits a homothetic Killing vector. The number of preserved supersymmetries of the
ten-dimensional field configuration equals the number of eleven-dimensional parallel spinors sat-
isfying (5.35).
Ricci-flat Cones
If a manifold admits a homothetic Killing vector kˆ that is hypersurface orthogonal, i.e. if there
exists a function fˆ such that
kˆµˆ = gˆµˆνˆ kˆ
νˆ = ∂µˆfˆ , (5.37)
then we can find a set of coordinates in which the metric can be written as a cone [112]. The vector
field kˆ is then called the Euler vector. We will now set the stage by considering Ricci-flat cones
and dimensionally reduce on the Euler vector. This will yield solutions of the IIA theory that do
not preserve any supersymmetry.
We start the construction by taking a solution of eleven-dimensional supergravity which is
(11− d)-dimensional Minkowski space times a d-dimensional Ricci-flat Euclidean cone. We then
write Minkowski space as a cone over de Sitter space.4 The metric gˆ therefore reads
gˆ = dR2 +R2ds2dS + dr
2 + r2ds2d−1 , (5.38)
where the first two terms denote the metric on Minkowski space, while the last two are the metric
on the Ricci-flat cone. Now, kˆ = R∂R + r∂r is a homothetic Killing vector that is hypersurface
orthogonal. We can now change to coordinates adapted to kˆ,
r = ez cos ρ , R = ez sin ρ , ρ ∈ [0, π
2
] . (5.39)
In this coordinates, the metric reads
gˆ = e2z
(
dz2 + dρ2 + sin2(ρ)ds2dS + cos
2(ρ)ds2d−1
)
. (5.40)
4De Sitter space can be viewed as the D-dimensional hypersurface in D + 1-dimensional Minkowski space (with
Cartesian coordinates xa, a = 0, . . . , D and metric η) defined as xaxbηab = ρ2 for a certain real value of ρ.
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From the reduction Ansatz (5.16), we can directly read of that
g = dρ2 + sin2 ρds2dS + cos
2 ρds2d−1 , m = 1 , (5.41)
together with all other fields zero, yields a solution of the massive supergravity. We can find
solutions for any value of the mass parameter by reducing on mkˆ. Note that this solution does not
preserve any supersymmetry, since
Lkˆǫˆ = 0 , (5.42)
for any eleven-dimensional parallel spinor ǫˆ.
A large set of Ricci-flat Euclidean cones are cones of special holonomy, discussed extensively
in [113].
Supersymmetric Reductions
In this section, we will construct solutions of the massive IIA theory that are reductions on special
holonomy cones (supplied with some extra flat directions) and that preserve some fraction of the
supersymmetry. The vector field we will use to perform the dimensional reduction will now be
the Euler vector from the previous section plus a boost in the flat directions. Therefore, the vector
field will not be hypersurface orthogonal anymore and we will be able to preserve supersymmetry
during the reduction process.
Reduction of Flat Space We will start with the easiest case, which is the supersymmetric reduc-
tion of Minkowski space. The resulting solution will preserve half of the supersymmetries of the
IIA theory.
As previously mentioned, Minkowski space admits a homothetic hypersurface orthogonal Kil-
ling vector Kˆ that can be written in Cartesian coordinates as
Kˆ = xµˆ∂µˆ , LKˆ ηˆµˆνˆ = 2ηˆµˆνˆ , (5.43)
implying that Minkowski space is a cone over de Sitter space with Kˆ being the Euler vector. Noting
that all so(1, 10) rotations induce Killing vectors lˆ of Minkowski space, the vector field kˆ = Kˆ + lˆ
still is homothetic, but not hypersurface orthogonal anymore. The important observation to be able
to construct supersymmetric solutions is that so(1, 10) rotations exist such that
Lkˆǫˆ = Llˆǫˆ =
1
2
ǫˆ , (5.44)
for 16 (out of the 32) parallel spinors ǫˆ of eleven-dimensional Minkowski space. The spinors
satisfying this condition reduce to supersymmetries of the ten-dimensional solution.
We will now show that lˆ has to be a boost. We therefore start by writing
lˆ = Bµˆ
νˆxµˆ∂νˆ . (5.45)
Keeping in mind that m = 1, the condition for supersymmetry (5.35) now reads
/Bǫˆ = 2ǫˆ . (5.46)
110 Kaluza-Klein Theory
As /B has to have real eigenvalues, lˆ has to be a boost, and it is always possible to take it in the
(x0, x1) plane. Because Γ01 squares to one and is traceless, half of its eigenvalues are 1, and the
other half are −1. Therefore, we take lˆ to be
lˆ = x1∂0 + x
0∂1 . (5.47)
As a consequence, the homothetic Killing vector we want to reduce on, reads
kˆ = (x0 + x1)∂0 + (x
0 + x1)∂1 + r∂r , (5.48)
where r =
√
xaxa and a = 2, . . . , 10. If we write the flat metric as
gˆ = −(dx0)2 + (dx1)2 +
(
dr2 + r2dΩ28
)
, (5.49)
where dΩ28 is the natural metric on the 8-sphere, we can choose new coordinates5 that are adapted
to the vector field such that k = ∂z.
x0 =
1
2
y2
(
e2z + e−2y1
)
,
x1 =
1
2
y2
(
e2z − e−2y1) ,
r = ez−y1 . (5.50)
In these new coordinates, the eleven-dimensional metric reads
gˆ = e2(z−y1)
(
(dz − (1− 2y22)dy1 − y2dy2)2
+4y22(1− y22)dy21 − (1 + y22)dy22 + 4y32dy1dy2 + dΩ28
)
. (5.51)
From the reduction Ansatz (5.16), we can read of the ten-dimensional field configuration. The
ten-dimensional solution is (m = 1)
g = e−
9
4
y1
(
4y22(1− y22)dy21 − (1 + y22)dy22 + 4y32dy1dy2 + dΩ28
)
,
Ay1 = −(1 − 2y22) , Ay2 = −y2 ,
ϕ =
3
2
y1 , (5.52)
and preserves 1/2 of the supersymmetry.
Reductions on Special Holonomy Cones To find solutions with less supersymmetry, we can
start from an eleven-dimensional configuration which is the product of an Euclidean simply con-
nected special holonomy cone and flat Minkowski space.
5Note that the Jacobian for this coordinate transformation becomes singular at y2 = 0, restricting the range of y2
to 0 < y2 <∞.
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Dimension Manifold N
8 Spin(7) 1
8 CY4 2
8 HK2 3
7 G2 2
6 CY3 4
4 CY2 = HK1 8
Table 5.1: Number of preserved supersymmetries N of a solution of the HLW theory that is con-
structed from an eleven-dimensional solution which is the direct product of an Euclidean special
holonomy cone (with dimension listed in the first column) and Minkowski space.
The eleven-dimensional solution we start with thus reads
gˆ = −(dx0)2 + (dx1)2 + dr21 + r21dΩ2n−2 + dr22 + r22ds29−n , (5.53)
where the last two terms are the metric on the 10 − n-dimensional special holonomy cone and
dΩ2n−2 is the natural metric on the n− 2-dimensional sphere. We first perform a coordinate trans-
formation
r1 = r cosα , r2 = r sinα ; α ∈ [0, π
2
] , n > 2 | α ∈ [−π
2
,
π
2
] , n = 2 . (5.54)
The metric in these new coordinates reads
gˆ = −(dx0)2 + (dx1)2 + dr2 + r2
(
dα2 + cos2 αdΩ2n−2 + sin
2 αds29−n
)
, (5.55)
while the homothetic Killing vector we will use for the reduction equals
k = (x0 + x1)∂0 + (x
0 + x1)∂1 + r∂r . (5.56)
Comparing with (5.49), we see that we only have to substitute the metric on the 8-sphere by
dΩ28 → dα2 + cos2 αdΩ2n−2 + sin2 αds29−n , (5.57)
in the solution (5.52). The number of preserved supersymmetries is half of the number preserved
by the eleven-dimensional solution. Starting from the number of parallel spinors on special holon-
omy manifolds, as given in Section 2.1.5, we list the number of preserved supersymmetries N in
Table 5.1.
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Chapter 6
Conclusion
In this thesis, we have discussed some aspects of on-shell supersymmetry. First of all, we have
shown that we can use supersymmetry as an organizing principle to construct the equations of mo-
tion of theories that do not admit a Poincare´-invariant and supersymmetric least action principle. In
the context of rigidN = 2 Poincare´ supersymmetry, this has led us in Chapter 3 to generalizations
of theories containing vector- and hypermultiplets. For the former, we have generalized the target
space and we have discovered new potentials. For the latter, we have unravelled the possibility of
having hypercomplex target spaces. In the following Chapter 4, we have performed the same study
in the case the N = 2 super-Poincare´ algebra is realized locally. This has led us to the conclusion
that such a supergravity allows for quaternionic target spaces in the nonlinear sigma models of
the hypermultiplets. As we used the superconformal tensor calculus approach, we have studied
the target spaces during the different steps of the construction. This enabled us to show that we
can project a hypercomplex manifold with a homothetic symmetry vector field onto a quaternionic
manifold and a hyperka¨hler space onto a quaternionic-Ka¨hler one. In our final Chapter 5, we
have discussed a simple example of a dimensional reduction that yields a ten-dimensional theory
without action. By carefully examining the reduction Ansatz, we have succeeded in constructing
supersymmetric solutions to this massive type IIA supergravity.
It is obvious that these theories without actions deserve further study. We therefore list some
possible directions for future research. First of all, the vector multiplets discussed in Chapter 3
can also realize the superalgebra locally. Hence, one could try to repeat the construction in this
context. Moreover, if off-shell vector multiplets are dimensionally reduced to three dimensions,
this results in a theory with hypermultiplets after dualizing the vector into a scalar (this process
yields the so-called combined r- and c-map [114, 115]). It would be interesting to know what
are the geometries of the target spaces of these three-dimensional theories (e.g. quaternionic or
hypercomplex). One could similarly try to complete the superconformal tensor calculus approach
of Chapter 4 in a context without actions.
These new N = 2 theories we have found, could yield new and interesting solutions that also
require further study. Moreover, it is standard knowledge that five-dimensional N = 2 theories
with action can be constructed by compactifying classical M-theory on a Calabi-Yau three-fold. It
would be interesting to discover what type of compactification would yield our new theories. It
might be possible that they can be retrieved by turning on a flux on the Calabi-Yau manifold.
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Mirror symmetry in its simplest form is the fact that the effective four-dimensional theory
stemming from the compactification of type IIA supergravity on a certain Calabi-Yau manifold
can also be constructed by compactifying type IIB supergravity on another Calabi-Yau, called the
mirror manifold. Superstring theory predicts that such pairs of manifolds exist. Once we know
how to construct the N = 2 theories without action from compactification, it would therefore be
very interesting if this notion of mirror symmetry can be extended to the effective theories without
actions.
Finally, we have often referred to the unique eleven-dimensional supergravity. One could try
to generalize this theory by only considering its superalgebra and its equations of motion. More
precisely, one could try to fit in a cosmological constant if the eleven-dimensional equations of
motion do not have to be integrable into an action.
Let us conclude with a remark about supersymmetry. Although this fermionic invariance has
been widely studied during more than thirty years, supersymmetric theories still reveal new and
intriguing mathematical structures, even at the classical level. Whether we will one time discover
or exclude the existence of supersymmetry in Nature, its impact on the insights in the structure of
field theories will never lose importance.
Appendix A
Spinors
A.1 The spin group and the Clifford algebra
By V d(t) we will denote a d-dimensional vector space over R with metric
η = diag(−1, . . . ,−1︸ ︷︷ ︸
t times
,+1, . . . ,+1︸ ︷︷ ︸
d−t times
) . (A.1)
We take {ei} to be a set of d orthonormal basis vectors of V d(t) and let v, w ∈ V d(t). Let vw be an
associative product of vectors that is distributive with respect to the usual addition and that satisfies
uv + vu = 2 < u, v > . (A.2)
The corresponding algebra is called the Clifford algebra C(V d(t)). Obviously, a basis can be con-
structed starting with the {ei} as
(1, ei, eiej , . . . , e1 . . . ed) . (A.3)
As such, the Clifford algebra C(V d(t)) is a linear space of dimension 2d. The linear subspace
Cp(V
d
(t)) is spanned by the elements {ei1 . . . eip}.
The mirror image w of a vector v with respect to a plane orthogonal to the vector u reads
w = v − 2< u, v >
< u, u >
u . (A.4)
Using Clifford multiplication, we can also write such a reflection as w = −uvu−1 with u−1 =
u/ < u, u >. Any element of SO(t, d− t) can be constructed from an even number of reflections.
As a consequence, a general rotation can be written as w = uk . . . u1vu−11 . . . u−1k with k ∈ 2N.
Therefore, with Λ = u1 . . . uk, Λ−1 = u−1k . . . u
−1
1 and Λ˜ = uk . . . u1, we can now introduce the
spin group.
Definition 18 The group Spin(t, d− t) is defined to be the group of all elements Λ ∈ C(V d(t)) such
that
ΛvΛ−1 ∈ C1(V d(t)) , ∀v ∈ C1(V d(t)) ,
ΛΛ˜ = 1 . (A.5)
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The mapping H : Spin(t, d − t) → SO(d, t − d) : ΛeiΛ−1 7→ aijej is a 2-1 homomorphism.
This can easily be seen as follows. Obviously, the map is a homomorphism which is onto, as any
element of SO(t, d− t) is an even number of reflections. Moreover, an element of the kernel of H
has to lie in the center of C(V d(t)), as it has to commute with any of the basis elements ei. Hence,
the kernel only contains Λ = ±1. Therefore, the homomorphism is 2-1. Note that the infinitesimal
transformations of both groups are isomorphic.
A.2 Clifford algebra representation
In physics, we represent the basis vectors of the Clifford algebra by so-called Clifford (or gamma)
matrices γa of dimension 2d/2 for even and 2(d−1)/2 for odd d. Consider a space-time with t
timelike and d − t spacelike directions. Consequently, we have a Minkowski metric ηab with
a, b = 0, . . . , d− 1. In terms of these gamma matrices, the Clifford algebra reads
γaγb + γbγa = 2ηab . (A.6)
These matrices are taken to be hermitian for spacelike index a, and antihermitian in the timelike
case. Therefore, they satisfy the hermiticity property
γ†a = (−1)tAγaA−1 , A = γ0 . . . γt−1 , (A.7)
where † denotes hermitian conjugation. Conditions (A.6) and (A.7) are preserved by any unitary
transformation of the Clifford matrices. In even dimensions, we can introduce a chirality matrix
γ∗ that anticommutes with all gamma matrices and squares to one.
γ∗ = (− i )d/2+tγ0 . . . γd−1 . (A.8)
Due to this property, we can construct a representation of the Clifford algebra in 2m+1 dimensions
by taking the 2m matrices of the algebra in 2m dimensions and taking as the final γ2m the chirality
matrix of the representation in 2m dimensions. antisymmetric combinations of gamma matrices
are related to each other through Hodge duality,
γa0...ai =
1
(d− i)!εa0...ad−1 i
d/2+tγ∗γ
ad−1...ai+1 , with d even , (A.9)
γa0...ai =
1
(d− i)!εa0...ad−1 i
(d−1)/2+tγad−1...ai+1 , with d odd .
It is always possible to introduce a unitary charge conjugation matrix C satisfying
CT = −ǫC , γTa = −ηCγaC† , (A.10)
where T denotes the operation of transposition. By counting the number of symmetric and anti-
symmetric matrices Cγ(i) for all values of i, one can deduce the allowed values for the signs η and
ǫ [47].
Naturally, the gamma matrices γa = ηabγb transform as vectors of V d(t). If M is a space such
that ∀p ∈ M : TpM ≡ V d(t), we can construct a field of gamma matrices that are sections of TM
by multiplying with an inverse Vielbein, γµ = eaµγa.
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d \ t 0 1 2 3
1 M 1 M 1
2 M− 2 MW 1 M+ 2
3 4 M 2 M 2 4
4 SW 4 M+ 4 MW 2 M− 4
5 8 8 M 4 M 4
6 M+ 8 SW 8 M− 8 MW 4
7 M 8 16 16 M 8
8 MW 8 M− 16 SW 16 M+ 16
9 M 16 M 16 32 32
10 M− 32 MW 16 M+ 32 SW 32
11 64 M 32 M 32 64
12 SW 64 M+ 64 MW 32 M− 64
Table A.1: Possible spinors in various dimensions, and for various number of timelike directions
(modulo 4).
A.3 Irreducible spinors
A spinor is a representation of Spin(t, d − t) that is not a representation of SO(t, d − t). If we
restrict our attention to infinitesimal transformations, the spinor should transform under the action
of spin(t, d − t) ≡ so(t, d − t). This representation might be reducible. In even dimensions, we
can always project a spinor λ on its left- or right-handed part.
λL,R =
1
2
(1± γ∗)λ , (A.11)
which is compatible with Lorentz-transformations, meaning that transformations under spin(t, d−
t) do not mix the handedness of the spinor. Such a spinor of definite handedness (chirality) is
called a Weyl-spinor.
It might also be possible to impose a reality condition on the spinor, i.e.
λ∗ = B˜λ , (A.12)
where ∗ denotes complex conjugation. This must again be compatible with Lorentz-transforma-
tions, B˜ must be unitary and λ∗∗ must equal λ. If this is possible, a spinor satisfying (A.12)
is called a Majorana spinor. Finally, whenever the Majorana condition is not possible, we can
impose a twisted reality condition.
(λi)
∗ = B˜Ωijλ
j , (A.13)
which should satisfy the same consistency demands of Majorana spinors (i.e. compatibility with
Lorentz transformations, unitarity of B˜ and ∗∗ ≡ ), and where Ω is some antisymmetric matrix
with the property that ΩΩ∗ = −1. Such a spinor is called symplectic Majorana.
In Table A.1, taken from [47], the minimal spinor representations are given together with the
conditions imposed on it. As can be seen from there, it is sometimes possible to impose two
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requirements simultaneously. The Weyl-condition is denoted by ‘W’, Majorana by ‘M’ and sym-
plectic Majorana by ‘S’ while ‘M±’ indicates which sign of η (A.10) should be used. Note that
the possibility of a Weyl spinor is not mentioned explicitly since this is always possible in even
dimensions. The same holds for a symplectic Majorana spinor representation, which is always
possible whenever a Majorana condition cannot be imposed.
Appendix B
Conventions
In this Appendix, we will explain our conventions.
1. The name of a Lie-group always contains a capital, e.g. G, SO, G ℓ, etc. while the corre-
sponding Lie-algebra is denoted by small, curly letters, e.g. g, so, gl, etc.
2. Symmetrization and antisymmetrization is denoted by (. . .) and [. . .] respectively, and is done
with unit weight. For instance
ξ[µν] =
1
2
(ξµν − ξνµ) , ξ(µνρ) = 1
3!
(ξµνρ + permutations in µνρ) . (B.1)
3. The Levi-Civita symbol in t timelike and (d−t) spacelike dimensions is taken to be ε01...(d−1)
= +1 and any interchange of two indices multiplies it with−1. Moreover, we take ε01...(d−1)
= (−1)t. A useful formula for the contraction yields
εa1...apb1...bqε
a1...apc1...cq = (−1)tp!q!δ[c1[b1 . . . δ
cq]
bq ]
. (B.2)
The above Levi-Civita symbol is actually a volume form on flat d-dimensional space-time
with t timelike directions. In curved space, we can extend its definition via
εµ1...µd = e
−1eµ1
a1 . . . eµn
anεa1...an ,
εµ1...µd = eea1
µ1 . . . ean
µnεa1...an , (B.3)
where e = det(eµa) with {eµa} the Vielbein where µ is a curved and a a flat index.
4. Triplet and doublet notation for the adjoint of su(2) are connected via Pauli matrices. Con-
sider a vector T in the adjoint of su(2). In components, we may write T α with α = 1, 2, 3 or
T ij ≡ T (ij) with i, j = 1, 2. We will almost always use a vector notation ~T for the former,
and the connection with the latter is given by
~T =
1
2
i~σi
kT ijεkj , (B.4)
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where ~σij are the Pauli-matrices given by
σ1 ≡
(
0 1
1 0
)
, σ2 ≡
(
0 − i
i 0
)
, σ3 ≡
(
1 0
0 −1
)
(B.5)
Given two such vectors ~S and ~T , we can define scalar and vector product as
~S · ~T = SαT α , (~S × ~T )α = εαβγSβT γ . (B.6)
5. Indices on objects for which a symplectic product is defined, are raised and lowered via
the North-East South-West convention. For instance, in the study of hypermultiplets we
encounter the tensor CAB, which is used as follows
AA = A
BCBA , A
A = CABAB with CACC
BC = δA
B . (B.7)
Similar considerations hold for su(2) indices on e.g. symplectic Majorana spinors.
6. The space-time metric is always mostly-plus.
7. The covariant constancy of the Vielbeine on space-time read
Dµeν
a = ∂µeν
a + ωµ
abeνb − Γρµνeρa . (B.8)
The curvatures are then defined as
Rυρµν ≡ 2∂[µΓυν]ρ + 2Γυτ [µΓτ ν]ρ ,
Rµνb
a ≡ 2∂[µων]ba + 2ω[µ|c|aων]bc , (B.9)
while the Ricci tensor and scalar read
Rµν ≡ Rρµρν = Rρµbaebρeνa , R ≡ Rµνgµν . (B.10)
The target space Riemannian curvature on the contrary, is denoted by
RXY Z
V ≡ 2∂[XΓY ]ZV + 2ΓW [XV ΓY ]ZW . (B.11)
The target space Ricci tensor has the same sign as compared to the Ricci tensor on space-
time,1 and the Ricci scalar has the same definition,
RXY ≡ RZXY Z , R ≡ RXY gXY . (B.12)
Finally, note that the Greek indices µ, ν, . . . on space-time correspond to capitals X, Y, . . .
on target space and that the position of the upper index on the space-time connection differs
from that on the target space connection, as we want to make clear that their corresponding
curvatures are written in a different way.
1Both definition have in common that a compact manifold corresponds to a positive Ricci scalar.
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n 0,4 1,5 2 3
t(n) + + − −
Table B.1: The signs t(n) for different values of n in five space-time dimensions.
8. We now list some basic relations for anticommuting spinors in five dimensions. The funda-
mental Fierz relation reads
λζ¯ = −1
4
(ζ¯λ+ ζ¯γaλγa − 1
2
ζ¯γabλγab) . (B.13)
The signs t(n), defined as
ζ¯γ(n)λ = t(n)λ¯γ(n)ζ , (B.14)
with γ(n) = γa1...an , are listed in Table B.1. In our discussion of N = 2 supersymmetry, the
spinors carry an su(2) index. If the index is contracted, we do not write it, i.e.
ζ¯ iγ(n)λi ≡ ζ¯γ(n)λ . (B.15)
Note that when one or both of the spinors are commuting (which is often encountered in the
Batalin-Vilkovisky formalism), the right-hand side of (B.13) together with the signs t(n) are
multiplied with −1.
9. We use a notation with slashes if we want to denote multiplication with gamma matrices. If
Λ is a p-form defined on a space M , we have
/Λ ≡ Λµ1...µpγµ1...µp , /Λµ ≡ Λν1...νpγν1...νpµ , µ/Λ ≡ Λµν1...νp−1γν1...νp−1 . (B.16)
10. A set of elements is denoted by {. . .}.
11. We denote the semi-direct product of algebras by ⋉. For instance, Rp ⋉ so(p) is an algebra
of so(p) rotations and p translations that transform in the fundamental of so(p).
12. An infinitesimal symmetry transformation of a field is denoted by δ. If we want to be more
specific, we sometimes write the parameter, like e.g. δ(ǫ), write a subscript, like δQ, or
combine both, as in δQ(ǫ).
13. In the projection of Section 4.3 and the dimensional reduction of Chapter 5, hats are used to
denote objects on the higher-dimensional space.
14. With Sp(n) we mean Sp(n,H) which is the associated compact group to Sp(2n,R).
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Appendix C
Samenvatting
C.1 Inleiding
In deze thesis lichten we de studie toe van klassieke veldentheoriee¨n die geen Lagrangiaanse be-
schrijving kennen, wat impliceert dat de formulering van deze theoriee¨n volledig gebeurt in termen
van bewegingsvergelijkingen. Uiteraard is het mogelijk om allerlei dynamische veldvergelijkingen
op te schrijven, maar wij zullen ons beperken tot een klasse met een aantal restricties. Eerst en
vooral moet het stelsel van bewegingsvergelijkingen invariant zijn onder de actie van de Poincare´
groep. Ten tweede moet de theorie supersymmetrisch zijn, wat wil zeggen dat ze invariant is onder
een zekere omwisseling van velden die overeenkomen met bosonische en fermionische deeltjes.
De corresponderende algebra van infinitesimale symmetrie-transformaties wordt een superalgebra
genoemd.
In de theoriee¨n die wij zullen bestuderen, vormen de velden slechts een representatie van de
superalgebra wanneer zij voldoen aan dynamische beperkingen1 die we zullen interpreteren als
bewegingsvergelijkingen. We zeggen daarom dat supersymmetrie in deze gevallen on-shell gere-
aliseerd wordt2 en we zullen deze fermionische symmetrie dan ook kunnen gebruiken als het or-
ganiserend principe om de veldvergelijkingen te vinden. Onze studie zal leiden tot de vaststelling
dat de superalgebra’s die tot nu toe in de literatuur werden bestudeerd, meer algemene theoriee¨n
toelaten die echter geen beschrijving kennen in termen van een supersymmetrische en Poincare´-
invariante actie. Deze theoriee¨n kunnen eerst en vooral andere potentialen bevatten, die verenig-
baar blijven met de symmetrie-algebra. Bovendien kunnen sommige van deze veldentheoriee¨n
meer algemene geometriee¨n beschrijven. Dit is het geval voor niet-lineaire sigma modellen, waar
de scalaire velden (ook kortweg scalairen genoemd) ge¨interpreteerd worden als coo¨rdinaat func-
ties op een bepaalde varie¨teit (de doelruimte). Supersymmetrie beperkt de toegelaten doelruimtes,
maar wij zullen aantonen dat theoriee¨n zonder actie een volledig nieuwe klasse van varie¨teiten kun-
nen beschrijven. Dit zal ons ertoe leiden om via fysische technieken nieuwe wiskundige resultaten
te bekomen.
Een hedendaagse snarentheoreet is een theoretisch fysicus die veronderstelt dat snarentheorie
1De onafhankelijke componenten van dergelijke velden voldoen steeds aan een golfvergelijking.
2Een representatie waar deze dynamische beperkingen niet hoeven te worden opgelegd, wordt een off-shell repre-
sentatie genoemd.
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het fundamentele beginsel is waar alle andere fysische wetten in principe afleidbaar van zijn. Ee´n
van de eerste problemen waar een dergelijk fysicus bij het ontdekken van deze klassieke velden-
theoriee¨n zonder actie mee wordt geconfronteerd, is daarom de vraag naar de oorsprong binnen
snarentheorie. Om dit probleem te kunnen beantwoorden moeten we eerst enkele schalen introduc-
eren. Wanneer we fysische processen willen bestuderen met een energieschaal E die klein is ten
opzichte van de Planck massa Mp (i.e. voor energiee¨n E ≪Mp = 1028 eV), dan kan snarentheorie
met een tien-dimensionale supergravitatie3 worden beschreven. Willen we deze effectieve velden-
theorie gebruiken om vier-dimensionale processen te beschrijven, dan kunnen we ze dimensionaal
reduceren wat betekent dat we veronderstellen dat de tien-dimensionale ruimte bestaat uit zes com-
pacte en vier niet-compacte richtingen. Wanneer de compacte ruimte een typische afstandsschaal
R bezit zodanig dat Mp ≫ R−1 ≫ E, dan blijkt namelijk dat de laag-energetische fluctuaties met
een energie van de orde van E, constant zijn over deze compacte ruimte. We zullen aantonen dat
het mogelijk is om via een veralgemening van deze dimensionale reductie theoriee¨n zonder actie
te construeren en deze zodoende een snarentheoretische oorsprong te geven.
Tot slot van deze inleiding overlopen we nog kort de inhoud van de thesis. Hoofdstuk 1 bevat de
inleiding en de verantwoording, zoals hierboven werd samengevat. Vervolgens worden in Hoofd-
stuk 2 enkele elementaire wiskundige en fysische concepten ge¨introduceerd die in het vervolg van
de tekst gebruikt worden. Daarna behandelt Hoofdstuk 3 rigide supersymmetrische theoriee¨n die
geen Lagrangiaanse beschrijving hebben. In Hoofdstuk 4 wordt dit uitgebreid in de context van
lokale supersymmetrie. In Hoofdstuk 5 wordt in een eenvoudig voorbeeld besproken hoe veralge-
meende dimensionale reductie aanleiding kan geven tot theoriee¨n zonder actie. Bovendien zullen
we supersymmetrische oplossingen van de lager-dimensionale theorie construeren. We eindigen
de hoofdtekst in Hoofdstuk 6 met onze conclusies. Tot slot behandelt Appendix A enkele elemen-
taire eigenschappen van spinor representaties terwijl in Appendix B onze conventies verduidelijkt
worden.
C.2 Differentiaal geometrie
Omdat een belangrijk deel van deze thesis handelt over de studie van klassieke niet-lineaire sigma
modellen, worden in Hoofdstuk 2 enkele fundamentele concepten uit de differentiaal geometrie
ge¨introduceerd. Deze tak van de wiskunde is immers de natuurlijke taal waarin de implicaties van
supersymmetrie op de geometrie van de doelruimte geformuleerd kunnen worden.
De kinetische term van een niet-lineair sigma model met ree¨le scalaire velden ϕX , geparame-
triseerd door X , heeft als vorm
S = −1
2
∫
ddx gXY (ϕ)∂µϕ
X∂µϕY , µ = 0, . . . , d− 1 . (C.1)
Merk eerst en vooral op dat we g altijd symmetrisch kunnen kiezen in XY vermits het antisym-
metrische stuk niet voorkomt in de actie. Zoals gezegd willen we in een dergelijk model de scalaire
velden interpreteren als coo¨rdinaat functies op de doelruimte. Eisen we dan dat deze actie invariant
3Dit is een veldentheorie die gravitatie bevat en waar supersymmetrie een lokale invariantie is.
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is onder coo¨rdinaat diffeomorfismen ϕ → ϕ′(ϕ), dan moet het veldafhankelijke object g trans-
formeren als een metriek. Met andere woorden, de doelruimte van een dergelijk niet-lineair sigma
model met een actie is altijd een Riemannse varie¨teit. De bewegingsvergelijkingen afkomstig van
bovenstaande actie lezen
✷ϕX ≡ ∂µ∂µϕX + ΓY ZX∂µϕY ∂µϕZ = 0 . (C.2)
Willen we nu opnieuw dat deze vergelijkingen covariant transformeren onder coo¨rdinaat diffeo-
morfismen van de doelruimte, dan heeft dit als implicatie dat Γ een connectie is. Deze connectie
is bovendien steeds symmetrisch in Y Z, wat ze torsieloos maakt. Vermits verder (C.2) afkomstig
is van de hoger vermelde actie, laat deze connectie de metriek g invariant.4 Willen we echter enkel
de bewegingsvergelijkingen (C.2) bestuderen en eisen we niet meer dat deze afleidbaar zijn van
een Lagrangiaan, dan kan Γ meer algemeen elke torsieloze, affiene connectie zijn. Dit wil zeggen
dat Γ nog steeds het parallel transport in de raakbundel van de doelruimte beschrijft, maar dat deze
ruimte niet noodzakelijk een invariante metriek moet dragen. Samenvattend kunnen we dus stellen
dat het niet-lineair sigma model (C.2) als doelruimte een varie¨teit moet bezitten met een affiene
connectie op de raakbundel. Deze veldentheorie is dan enkel van een actie afleidbaar wanneer de
doelruimte een metriek draagt die invariant is onder parallel transport. Dit is het meest eenvoudige
voorbeeld van de veralgemeningen die wij in deze thesis willen bestuderen. Om echter super-
symmetrische niet-lineaire sigma modellen te kunnen bespreken, hebben we nog enkele andere
concepten uit de differentiaal geometrie nodig.
Een 2n-dimensionale complexe varie¨teitM is een ruimte waarvoor het mogelijk is in elke kaart
complexe coo¨rdinaat functies te kiezen (i.e. {zi, z¯ i¯} : M → Cn met i, i¯ = 1, . . . , n) zodanig dat
de transitie functies holomorf zijn. Een complexe varie¨teit draagt daarom een complexe structuur
(i.e. een vezelachtig endomorfisme van de raakbundel) die in deze coo¨rdinaten de volgende vorm
aanneemt
J = i dzi ⊗ ∂i − i dz¯ i¯ ⊗ ∂¯i¯ . (C.3)
J is met andere woorden de veralgemening van de imaginaire eenheid ‘ i ’. In meer algemene
coo¨rdinaten is de complexe structuur een spoorloze (1,1)-tensor die kwadrateert tot ‘−1’ en waar-
voor de corresponderende Nijenhuistensor N overal verdwijnt,
NXY
Z ≡ 1
6
JX
V ∂[V JY ]
Z − (X ↔ Y ) = 0 . (C.4)
Merk op dat alle objecten die hier besproken worden, gedefinieerd zijn op de doelruimte zodat we
de corresponderende indices X, Y, . . . gebruiken. Deze conditie op de Nijenhuistensor is volgens
het Newlander-Nirenberg theorema equivalent met het bestaan van een torsieloze connectie die
de complexe structuur invariant laat. Wanneer de ruimte nu ook nog een metriek g draagt die
hermitisch is, i.e.
gXY = JX
ZJY
V gZV , (C.5)
en de Levi-Civita connectie bovendien de complexe structuur invariant laat, dan is de ruimte een
Ka¨hler varie¨teit.
4In dat geval wordt Γ de Levi-Civita connectie met betrekking tot g genoemd.
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Een complexe ruimte wordt dus bepaald in termen van een complexe structuur J , die over-
eenkomt met de imaginaire eenheid in C. Nu is dit concept te veralgemenen tot het geval waar
drie complexe structuren bestaan die dan overeenkomen met de drie imaginaire eenheden van
de quaternionen H. Een 4n-dimensionale quaternionisch-achtige ruimte bezit dus drie complexe
structuren ~J die de algebra van de imaginaire quaternionen genereren,
JαX
ZJβZ
Y = −δαβδYX + εαβγJγXY , (C.6)
met α, β = 1, 2, 3. Tijdens de studie van supersymmetrische niet-lineaire sigma modellen zullen
we vier verschillende soorten quaternionisch-achtige ruimtes beschrijven. Zo zorgen de drie com-
plexe structuren van een hypercomplexe varie¨teit ervoor dat de diagonale Nijenhuistensor Nd,
NdXY
Z ≡ 1
6
~JX
V · ∂[V ~JY ]Z − (X ↔ Y ) = 0 , (C.7)
overal verdwijnt. Analoog aan het theorema van Newlander en Nirenberg is het verdwijnen van
Nd dit keer equivalent met het bestaan van een unieke torsieloze connectie op de raakbundel van
de doelruimte die elk van deze drie complexe structuren invariant laat. Dit is de Obata connec-
tie. Wanneer de ruimte bovendien een metriek draagt die invariant is onder parallel transport met
betrekking tot deze Obata connectie en deze metriek verder hermitisch is met betrekking tot elk
van de complexe structuren, dan wordt de varie¨teit hyperka¨hler genoemd. Bij deze eerste twee
quaternionisch-achtige ruimtes is elk van de complexe structuren invariant onder parallel trans-
port. Wanneer deze echter onder parallel transport in elkaar worden geroteerd, spreken we van
een quaternionische ruimte. In dit geval voldoet de diagonale Nijenhuistensor aan de volgende
vergelijking:
(1− 2n)NdXY Z = − ~JV W · ~J[XZNdY ]WV . (C.8)
Alle mogelijke lineaire combinaties van deze drie complexe structuren bepalen nu een zogenaamde
quaternionische structuur. De bovenstaande conditie op de Nijenhuistensor is nu equivalent met het
bestaan van een torsieloze connectie op de raakbundel die deze quaternionische structuur invariant
laat. Vertrekken we echter van een varie¨teit met daarop een quaternionische structuur, dan is
deze torsieloze connectie niet uniek. Draagt de quaternionische ruimte ten slotte ook nog een
metriek die hermitisch is ten opzichte van de drie complexe structuren, dan spreken we van een
quaternionische Ka¨hler varie¨teit, wanneer de Levi-Civita connectie de quaternionische structuur
invariant laat.
C.3 Rigide on-shell supersymmetrie
In Hoofdstuk 3 bespreken we rigide on-shell realisaties van de N = 2 super-Poincare´ alge-
bra. Deze superalgebra bezit een Z2 gradatie, waarbij de Poincare´ algebra samen met een hier-
mee commuterende su(2) algebra alle even generatoren opspannen. De oneven generatoren zijn
gegroepeerd in een anti-commuterende symplectische Majorana spinor representatie5 van so(1, 4).
Deze generatoren die in de fysische theorie de bosonische en fermionische deeltjes met elkaar
5Dit is een acht-dimensionale irreducibele representatie van so(1, 4), zie Appendix A.
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omwisselen, worden daarom ook superladingen genoemd. De su(2) algebra (ook wel gekend
als de R-symmetrie) roteert de generatoren van de supersymmetrie transformaties in elkaar. Een
verzameling van (bosonische en fermionische) velden die de superalgebra realiseren, wordt een
multiplet genoemd. In het Hoofdstuk over rigide on-shell supersymmetrie construeren we twee
soorten on-shell multiplets, namelijk vector-multiplets en hypermultiplets.
De fysische velden van de eerste zijn een ree¨el scalair veld σ, een ree¨le vector Aµ en een su(2)
doublet van symplectische Majorana spinoren, de gaugini ψi. Wanneer we n multiplets samen
beschrijven, ijken de vectoren een bepaalde n-dimensionale algebra g (met koppelingsconstante g)
en transformeren de scalair en de gaugini in de toegevoegde representatie.
Wordt deze verzameling van velden uitgebreid met een ree¨el hulpveld Y , dat in de toegevoegde
representatie van zowel su(2) als van g transformeert, dan realiseren deze vier velden de super-
algebra off-shell. Bijgevolg start men de studie van de dynamica van dergelijke off-shell vector-
multiplets met de constructie van de meest algemene actie die invariant is onder de superalgebra.
Dergelijke actie blijkt nu volledig bepaalt te zijn in termen van twee objecten. De symmetrische
constante drie-tensor CIJK , waarin I, J,K de multiplets doorlopen en dus indices zijn die waarden
aannemen in g, bepaalt de kinetische termen van de velden en hun onderlinge koppelingen [55].
Deze tensor moet ijkinvariant zijn, wat betekent dat
fMI(JCKL)M = 0 , (C.9)
waarbij f de structuurconstanten zijn van g. Ten tweede kunnen de Abelse sectoren van de theorie
nog een zogenaamde Fayet-Iliopoulos (FI) potentiaal bevatten (na eliminatie van het hulpveld) van
de vorm [56, 57]
−g2CIJKσIfJijf ijK , (C.10)
waarbij f ij constanten zijn in de 3 van su(2) en FI-termen worden genoemd.
In Hoofdstuk 3 vertrekken we echter van een vector-multiplet dat enkel de fysische velden
bevat en bijgevolg de superalgebra on-shell realiseert. Deze constructie start dan ook met de
zoektocht naar de meest algemene supersymmetrie transformaties. Berekenen we vervolgens de
anti-commutator van twee supersymmetriee¨n zoals deze gerealiseerd wordt op de verschillende
velden, dan sluit de algebra slechts wanneer de velden voldoen aan dynamische beperkingen, die
we nu interpreteren als bewegingsvergelijkingen [23]. Op deze manier hebben we dus de dy-
namische vergelijkingen van het vector-multiplet bekomen zonder te moeten refereren naar een
actie. De vorm van de bewegingsvergelijkingen ligt nu niet vast in termen van de hoger ver-
melde drie-tensor maar wordt bepaald door een object γIJK dat veld-afhankelijk is en een meer
algemene indexstructuur bezit. Bovendien zijn Fayet-Iliopoulos potentialen nu ook mogelijk in
de niet-Abelse sectoren. Na het bepalen van de bewegingsvergelijkingen bewijzen we met behulp
van het Batalin-Vilkovisky formalisme dat deze veralgemeningen enkel mogelijk zijn wanneer de
veldvergelijkingen niet afleidbaar zijn van een supersymmetrische en Poincare´-invariante actie.
Een ander multiplet dat de vijf-dimensionale N = 2 super-Poincare´ algebra kan realiseren,
is het hypermultiplet. In tegenstelling tot het vector-multiplet kan dit set van velden enkel on-
shell beschreven worden. Het multiplet bestaat uit vier ree¨le scalairen q en twee symplectische
Majorana spinoren ζ en de dynamica van het multiplet wordt beschreven aan de hand van een niet-
lineair sigma model. Bezit dit model een Lagrangiaan, dan is de kinetische term van de vorm (C.1)
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waarbij de doelruimte omwille van supersymmetrie een hyperka¨hler varie¨teit is [19]. Vermits de
superalgebra echter on-shell wordt gerealiseerd, volgen de bewegingsvergelijkingen al uit alge-
bra¨ische overwegingen zodat we voor de scalairen (C.2) al kunnen vinden zonder het bestaan van
een actie te veronderstellen. Bijgevolg kan de connectie die optreedt in deze dynamische beperkin-
gen affien zijn. Omwille van supersymmetrie moet de doelruimte echter nog steeds drie passende
complexe structuren (C.6) bezitten waaruit we concluderen dat deze doelruimte hypercomplex kan
zijn, met de Obata connectie die parallel transport definieert op de raakbundel [22].
C.4 Lokale on-shell supersymmetrie
In Hoofdstuk 4 bestuderen we een analoge theorie waarbij deN = 2 super-Poincare´ algebra lokale
symmetriee¨n genereert. Omwille hiervan bevat de theorie een multiplet van ijkvelden. De trans-
laties en de Lorentz-rotaties vertegenwoordigen het even deel van de geijkte generatoren zodat deze
sector met als velden het Vielbein en de spinconnectie, correspondeert met algemene relativiteits-
theorie.6 Het gravitino7 is dan tenslotte het ijkveld dat van de superladingen in de N = 2 algebra
lokale symmetrie-generatoren maakt. We zullen de meest algemene koppelingen bestuderen van
deze ijktheorie aan een willekeurig aantal vector- en hypermultiplets en dit zal leiden tot een meer
volledige kennis van de theorie met een actie. In het algemeen kan men ook nog een willekeurig
aantal tensormultiplets toevoegen, waarvoor we echter verwijzen naar [25]. Bovendien kunnen we
in de hypermultiplet-sector dezelfde uitbreiding beschouwen als in vorig Hoofdstuk werd bespro-
ken [24]. Dit multiplet wordt namelijk nog steeds beschreven in termen van een niet-lineair sigma
model, waarbij de doelruimte van dit model nu een quaternionische Ka¨hler varie¨teit is in het geval
de theorie een Lagrangiaanse beschrijving kent [20]. Maar vermits het multiplet de superalgebra
on-shell realiseert, is het weer mogelijk om de bewegingsvergelijkingen uit de algebra af te leiden,
zodat de connectie op de raakbundel van de doelruimte opnieuw affien kan zijn wat de varie¨teit in
dit geval quaternionisch maakt.
Omdat deze meest algemene N = 2 supergravitatie een vrij ingewikkelde structuur heeft,
gebruiken we in Hoofdstuk 4 de superconforme tensorcalculus methode om deze veldentheorie
te construeren. Deze werkwijze kan duidelijk gemaakt worden aan de hand van het elementaire
voorbeeld waar we Einstein-Hilbert gravitatie uit een conforme8 actie van een ree¨el scalair veld
reconstrueren. Beschouw daarom de volgende Lagrangiaan van een ree¨le scalair ϕ gekoppeld aan
een metriek g in vijf dimensies:
L = √−g(1
2
∂µϕ∂
µϕ+
1
12
Rϕ2) , (C.11)
met R de Ricci scalair. Deze actie is invariant onder een lokale dilatatie symmetrie die op de
velden gerealiseerd wordt als δϕ = λϕ en δgµν = −2λgµν . Breken we nu deze invariantie door het
6Het ijkmultiplet bevat ook nog een vector (het gravifoton) dat bij geijkte supergravitatie een u(1) subalgebra van
de R-symmetrie algebra ijkt.
7In de 5× 8 van so(1, 4).
8Conforme transformaties zijn transformaties die hoeken invariant laten.
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scalaire veld op een vaste waarde te houden, ϕ =
√
6/κ, dan bekomen we uit (C.11) de Einstein-
Hilbert actie
L = 1
2κ2
√−gR . (C.12)
Deze twee acties (C.11) en (C.12) zijn dus ijk-equivalent. Een alternatieve manier om tot dezelfde
conclusie te komen, zou zijn om in (C.11) de metriek te herdefinie¨ren als g˜µν = κ2ϕ2gµν . Op deze
manier valt alle afhankelijkheid van ϕ uit de actie weg zodat de resulterende theorie de vorm (C.12)
(met g˜ in plaats van g) aanneemt. Het veld ϕ is dus niet-fysisch en wordt een compensator ge-
noemd. Merk tenslotte op dat de kinetische term in (C.11) het verkeerde teken draagt, wat typisch
is voor compenserende velden.
Dezelfde werkwijze kan gebruikt worden om de vijf-dimensionaleN = 2 super-Poincare´ the-
orie te construeren. We vertrekken nu van een theorie die lokaal invariant is onder de N = 2
superconforme algebra en nadien breken we de ‘overbodige’ symmetriee¨n. De N = 2 supercon-
forme algebra bevat als even generatoren naast de Poincare´ algebra en de R-symmetrie algebra
ook nog infinitesimale dilataties en speciale conforme transformaties, terwijl de oneven gener-
atoren naast de supersymmetrie transformaties ook nog de zogenaamde speciale superconforme
transformaties genereren. Bovendien wordt in de conforme theorie ook de R-symmetrie geijkt,
wat niet noodzakelijk het geval is in de Poincare´ theorie. Omdat de superconforme veldentheo-
rie waarvan we zullen vertrekken invariant is onder een grotere algebra van transformaties, is de
structuur van deze theorie eenvoudiger, wat een eerste voordeel van deze constructiemethode is.
In het eenvoudige voorbeeld (C.11) was de oorspronkelijke theorie invariant onder algemene
coo¨rdinaat transformaties en dilataties. In het supersymmetrische geval vertrekken we daarom van
een lokaal superconforme theorie van vector- en hypermultiplets [22]. Om dergelijke theorie te
kunnen construeren, gebruiken we het ijkmultiplet van de superconforme algebra (het Weyl multi-
plet), zoals deze werd besproken in [59]. Eerst en vooral bespreken we daarom in Hoofdstuk 4 de
constructie van het superconforme vector-multiplet wat een vrij eenvoudige uitbreiding is van het
on-shell vector multiplet dat we besproken hebben in Hoofdstuk 3. We gebruiken in Hoofdstuk 4
echter een off-shell beschrijving omdat de transformatie eigenschappen van deze vector-multiplets
dan niet veranderen tijdens de koppeling aan hypermultiplets.
Voor de hypermultiplets geeft de conforme methode meer inzicht in de geometrie van quaterni-
onisch-achtige ruimtes. Zoals we reeds hebben besproken in Hoofdstuk 3 kunnen Poincare´ hyper-
multiplets een hypercomplexe of hyperka¨hler doelruimte beschrijven. Wanneer we de symmetrie-
algebra nu willen uitbreiden met dilatatie transformaties, die gerealiseerd worden als δqX =
λk(q)X , dan volgt uit algebra¨ische overwegingen dat
DXk
Y =
3
2
δX
Y . (C.13)
Een superconform hypermultiplet zonder Lagrangiaanse beschrijving, bezit dus een hypercom-
plexe doelruimte die een zogenaamd homothetisch symmetrie-vectorveld k draagt. Wanneer deze
constructie verenigbaar moet zijn met een metriek op de doelruimte, dan is dit vectorveld k een
homothetische Killing vector,
D(XkY ) =
3
2
gXY . (C.14)
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Het bestaan van dit vectorveld impliceert dan onmiddellijk dat de R-symmetrie op de velden gere-
aliseerd wordt als
δRq
X ≡ 2~λR · ~k = 2
3
~λR · ~JY XkY . (C.15)
Met deze kennis kunnen we nu analoog aan de actie (C.11) de conforme constructie starten met
een theorie van nV+1 vector-multiplets en nH+1 hypermultiplets in een achtergrond van het Weyl-
multiplet. De rol van het veld ϕ dat in het eenvoudige voorbeeld gebruikt werd om de dilatatie
symmetrie te breken, wordt hier gespeeld door een compenserend vector- en een hypermultiplet
die nodig zijn om de verschillende ‘overbodige’ symmetriee¨n te breken.9
De realisatie van deze stap op de hypermultiplets heeft drastische implicaties op de geometrie
van de doelruimte. Om nu eerst de dilatatie symmetrie te breken, moeten we eerst en vooral de
scalair die de stroming van het vectorveld k parametriseert een constante waarde geven. Om nu
echter supersymmetrie te waarborgen tijdens de procedure, moet deze scalair deel uitmaken van
een compleet hypermultiplet. Het ligt voor de hand dat de andere drie scalairen die moeten worden
gee¨limineerd, corresponderen met de stromingen die afkomstig zijn van de vectorvelden ~k die de
R-symmetrie transformaties genereren. Vanuit geometrisch standpunt gezien, komt het breken van
deze symmetriee¨n overeen met het uitprojecteren van de vier richtingen langs de stroming van k
en ~k. In Hoofdstuk 4 tonen we dan ook aan dat deze projectie een 4(nH + 1)-dimensionale hyper-
complexe varie¨teit afbeeldt op een 4nH-dimensionale quaternionische ruimte of (in het geval met
metriek) een hyperka¨hler ruimte naar een quaternionische Ka¨hler varie¨teit transformeert. Het re-
sultaat van deze projectie is dan de doelruimte van de nH super-Poincare´ hypermultiplets. Boven-
dien bespreken we in dit deel van Hoofdstuk 4 hoe alle connecties, krommingstensoren, complexe
structuren en vectorvelden die een symmetrie van de doelruimte genereren, opsplitsen tijdens deze
projectie.
Op het einde van Hoofdstuk 4 wordt tenslotte de conforme constructie voltooid in de context
van een theorie met actie. Meer bepaald houden we tijdens het elimineren van de overbodige sym-
metriee¨n nu ook rekening met alle fermionische termen in de theorie. Dit resulteert in de volledige
N = 2 super-Poincare´ theorie gekoppeld aan een willekeurig aantal vector- en hypermultiplets
samen met de supersymmetrie transformaties die deze theorie invariant laten.
C.5 Kaluza-Klein theorie
In de Hoofdstukken 3 en 4 hebben we theoriee¨n zonder actie geconstrueerd via de studie van de
N = 2 superalgebra. Zoals in de inleiding reeds werd vermeld, is het echter belangrijk om te
weten hoe deze theoriee¨n ingebed kunnen worden in snarentheorie. In het laatste Hoofdstuk 5
bespreken we daarom aan de hand van een eenvoudig voorbeeld hoe een theorie zonder actie kan
volgen uit de dimensionale reductie van een supergravitatie die wel een Lagrangiaanse beschrijving
kent. Zoals we reeds hebben uitgelegd is een dergelijke supergravitatie een effectieve theorie die
een bepaalde sector van snarentheorie beschrijft, zodat we op deze manier een snarentheoretische
oorsprong hebben gevonden voor (sommige) theoriee¨n zonder actie. Meer bepaald bespreken we
9Na de eliminatie van de extra symmetriee¨n blijven er nV + 1 vectoren over, waarvan een bepaalde lineaire com-
binatie de rol van gravifoton zal spelen in de uiteindelijke super-Poincare´ theorie.
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de constructie van een massieve tien-dimensionale supergravitatie uit de reductie van klassieke
M-theorie, een supergravitatie die wel een actie bezit.
Kaluza-Klein theorie, of het proces van dimensionale reductie, is de constructie van een lager-
dimensionale theorie uit een hoger-dimensionale, via de veronderstelling dat e´e´n of meerdere
(ruimtelijke) dimensies compact zijn. We kunnen deze methode illustreren met het volgende ele-
mentaire voorbeeld. Veronderstel dat we een ree¨el, massaloos, scalair veld φˆ willen beschrijven in
een vlakke ruimteR1+3×S1, d.w.z. een ruimte die het direct product is van een vier-dimensionale
Minkowski ruimte-tijd (met coo¨rdinaten xµ) en een cirkel (met coo¨rdinaat z). Veronderstel verder
dat het veld periodiek is omheen die cirkel, zodat we het kunnen ontbinden in Fouriermodes,
φˆ(x, z) =
∞∑
n=−∞
φ|n|(x)e i
n
R
z . (C.16)
Substitutie van deze reeks in de golfvergelijking levert dan
✷5φˆ = 0 ⇒ ✷φn =
( n
R
)2
φn , (C.17)
waarbij ✷5 de vijf-dimensionale en ✷ de vier-dimensionale d’Alembertiaan is. Met andere woor-
den, vanuit vier-dimensionaal oogpunt geeft het veld φˆ aanleiding tot een oneindig aantal velden
met massa’s evenredig met |n|/R. Wanneer we nu slechts laag-energetische processen willen
beschrijven met een typische energie E waarvoor E ≪ R−1, dan kunnen we deze massieve modes
verwaarlozen. Deze processen lijken met andere woorden vier-dimensionaal. Wanneer we echter
deeltjes zouden kunnen versnellen tot een energie van de orde vanR−1, dan zouden we de massieve
Kaluza-Klein deeltjes die corresponderen met φn kunnen waarnemen en bijgevolg de compacte di-
mensie ontdekken.
Deze constructie suggereert dat als we de cirkel reductie van pure vijf-dimensionale gravi-
tatie willen uitvoeren, we de metriek moeten ontbinden in Fouriercomponenten en enkel de con-
stante mode moeten weerhouden wanneer we een ‘effectieve’ vier-dimensionale theorie willen
beschrijven. Stoppen we deze constante mode in de bewegingsvergelijkingen, dan resulteert deze
constructie in een vier-dimensionale theorie van gravitatie gekoppeld aan Maxwell-theorie (met
ijkpotentiaal Aµ) en een ree¨el scalair veld. De vier-dimensionale U(1) ijktransformatie Aµ →
Aµ + ∂µλ heeft dan als vijf-dimensionale oorsprong de coo¨rdinaat reparametrisaties van de vorm
z → z − λ(x). Onder deze ijktransformatie zijn zowel de scalair als de vier-dimensionale metriek
ongeladen. De reden hiervoor is dat deze velden niet afhangen van z. Dergelijke cirkel reducties
zijn uiteraard ook mogelijk wanneer we vertrekken van gravitatie gekoppeld aan materievelden.
In het algemeen zal echter geen enkel veld in de effectieve theorie geladen zijn onder de Abelse
ijktheorie die volgt uit de reductie van de metriek.
Wanneer de hoger-dimensionale theorie echter een globale symmetrie bezit, dan kunnen we
dankzij deze symmetrie de hoger-dimensionale velden een welbepaalde afhankelijkheid van de
compacte coo¨rdinaat geven zodat de effectieve theorie toch nog onafhankelijk blijft van deze richt-
ing. Deze afhankelijkheid leidt dan in de lager-dimensionale theorie tot het feit dat de velden
die transformeerden onder de oorspronkelijke globale symmetrie nu geladen zijn onder de U(1)
ijksymmetrie afkomstig van de hoger-dimensionale metriek. We kunnen dit opnieuw illustreren
132 Samenvatting
met het eenvoudig voorbeeld van het vijf-dimensionaal, massaloos, scalair veld φˆ. Omdat we
echter coo¨rdinaat transformaties willen toelaten, veronderstellen we nu dat dit veld gekoppeld is
aan gravitatie. Uit de vijf-dimensionale golfvergelijking✷5φˆ = 0 is duidelijk dat de transformatie
δφˆ = a, met a een constante, een symmetrie is van de bewegingsvergelijking. Veronderstellen we
nu dat het veld φˆ meerwaardig is langs de cirkel, i.e. φˆ(z + 2πR) = φˆ(z) + 2π, met R de straal
van de cirkel, dan kunnen we tijdens de reductie het veld toch laten afhangen van z. Kiezen we
namelijk
φˆ = φ(x) + z/R , (C.18)
dan hangt de vier-dimensionale bewegingsvergelijking nog steeds niet af van z, dankzij de hoger
vermelde symmetrie. De transformatie z → z − λ impliceert nu echter dat het veld φ moet
transformeren naar φ + λ/R om φˆ nog steeds aan dezelfde uitdrukking (C.18) te laten voldoen.
Vermits deze coo¨rdinaat transformaties overeenkomen met een U(1) ijktransformatie in de effec-
tieve theorie, is het duidelijk dat in deze veralgemeende reductie (ook wel Scherk-Schwarz reductie
genoemd) φ een U(1) lading zal dragen.
Pure gravitatie bezit een schaalsymmetrie van de bewegingsvergelijkingen. Gebruiken we deze
symmetrie om Scherk-Schwarz reductie uit te voeren, dan bezit de resulterende theorie een poten-
tiaal die niet afgeleid kan worden uit een actie. Deze constructie is te veralgemenen tot de Scherk-
Schwarz reductie van elf-dimensionale supergravitatie (ook wel klassieke M-theorie genoemd).
De resulterende tien-dimensionale (mIIA) theorie is een massieve supergravitatie10 die niet equiv-
alent is met de enige andere massieve IIA supergravitatie geconstrueerd door Romans in [103], en
die geen actie formulering bezit. De supersymmetrie-transformatie regels die de bewegingsverge-
lijkingen invariant laten, werden afgeleid in [26].
Zoals reeds gezegd, moeten tijdens (veralgemeende) dimensionale reducties de hoger-dimen-
sionale velden op een welbepaalde manier van de compacte richting afhangen. In het geval van de
constructie van de mIIA theorie moet bijvoorbeeld de metriek op de volgende manier een functie
zijn van z:
gˆµˆνˆ(x, z) = e
2mzhˆµˆνˆ(x) met µˆ , νˆ = 0, . . . , 10 . (C.19)
Een gravitationele oplossing11 van de elf-dimensionale theorie reduceert bijgevolg naar een oploss-
ing van de tien-dimensionale supergravitatie wanneer er coo¨rdinaten bestaan zodanig dat de me-
triek kan geschreven worden als in (C.19). De coo¨rdinaat-invariante manier om dit te zeggen is
dat de metriek gˆ een homothetische Killing vector kˆ, zoals in (C.14), moet bevatten. Deze elf-
dimensionale oplossing bezit bovendien evenveel supersymmetriee¨n als er parallelle spinoren
Dˆǫˆ = 0 , (C.20)
bestaan. Deze spinoren genereren supersymmetrische invarianties van de tien-dimensionale oplos-
sing wanneer ze, in coo¨rdinaten overeenkomend met (C.19), van z afhangen als
ǫˆ(x, z) = e
m
2
zηˆ(x) . (C.21)
10Dit is een supergravitatie waarbij sommige velden weggeijkt kunnen worden en zodoende een massa verkrijgen.
‘IIA’ verwijst verder naar het feit dat de theorie niet-chiraal is.
11I.e. een oplossing die enkel een niet-triviale metriek bevat.
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In Hoofdstuk 5 leiden we verder af dat dit equivalent is met de coo¨rdinaat invariante uitdrukking
(∂µˆkˆνˆ − ∂νˆ kˆµˆ)ΓµˆΓνˆ ǫˆ = mǫˆ , (C.22)
met Γ de elf-dimensionale gamma-matrices. Deze opmerkingen passen we dan vervolgens toe om
supersymmetrische oplossingen te construeren in de tien-dimensionale theorie. Zo construeren
we uit de reductie van elf-dimensionale vlakke ruimte veldconfiguraties die voldoen aan de be-
wegingsvergelijkingen en die 16 supersymmetriee¨n bezitten. Verder bouwen we oplossingen met
minder supersymmetrie uit de reductie van welbepaalde Ricci-vlakke kegels (nl. kegels met spe-
ciale holonomie) [26].
C.6 Besluit
In deze thesis hebben we enkele aspecten van on-shell supersymmetrie bestudeerd. We hebben
eerst en vooral aangetoond dat supersymmetrie meer algemene theoriee¨n toelaat dan deze die
kunnen beschreven worden in termen van een Poincare´-invariante en supersymmetrische actie. In
de context vanN = 2 supersymmetrie leidde dit tot het inzicht dat dergelijke theoriee¨n
algemenere potentialen kunnen bevatten en andere doelruimtes kunnen beschrijven. Bovendien
hebben we aangetoond dat we gelijkaardige theoriee¨n via dimensionale reductie kunnen
construeren. Dit werk is bijgevolg niet meer dan een nieuwe illustratie van de rijke structuur die
zich verschuilt in elk systeem met een fermionische symmetrie.
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