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Abstract
We present an exploratory study of the calculation of the form factor f+(q2) for the
semileptonic decay Bs → Kℓν in large-volume lattice QCD simulations with two dynamical
sea quark flavours using O(a) improved Wilson fermions. We discuss the computation of
relevant two- and three-point functions and consider complementary methods how these
can be combined to obtain the form factor. In particular, we put forward the strategy of a
combined fit in which data of all correlators enter and which has as fit parameters energies
and amplitudes of the correlators and the form factor.
The b quark is treated in HQET; our present analysis focuses on the static limit. Mean-
while, we have developed the code and performed the measurements of all needed O(1/mh)
corrections which will be used as soon as their coefficients will have been computed by
the ALPHA collaboration. In order to be able to measure the form factor at the same value
of the momentum transfer q2 on all ensembles, we impose twisted boundary conditions
on the s and b quarks that allow for a free tuning of the quark momenta and thus of q2.
We perform measurements on a subset of Nf = 2 CLS gauge configurations, obtaining the
form factor at three different lattice spacings and roughly the same pion mass of about
330 MeV. Using these, we carry out a continuum extrapolation and observe that it is rela-
tively flat in a2. A measurement at a different pion mass indicates that quark mass effects
are small. We compare our continuum value of the form factor with recently published
results of other collaborations and observe a good agreement.
Keywords:
Lattice QCD, HQET, form factors, b physics
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Zusammenfassung
Wir präsentieren eine Forschungsstudie zur Berechnung des Formfaktors f+(q2) für den
semileptonischen Zerfall Bs → Kℓν in Gitter-QCD-Simulationen im großen Volumen mit
zwei dynamischen Seequark-Flavours mit O(a)-verbesserten Wilson-Fermionen. Wir disku-
tieren die Berechnung relevanter Zwei- und Dreipunkt-Funktionen und betrachten kom-
plementäre Methoden diese zu kombinieren, um den Formfaktor zu erhalten. Insbeson-
dere stellen wir die Strategie eines kombinierten Fits vor, in den Datenpunkte aller Kor-
relatoren eingehen und der als Fitparameter Energien, Amplituden und den Formfaktor
hat.
Das b-Quark wird in HQET behandelt; unsere momentane Analyse konzentriert sich auf
den statischen Grenzfall. Indes haben wir den Code für alle nötigen O(1/mh)-Korrekturen
entwickelt und die Messungen dieser durchgeführt; sie werden verwendet werden, sobald
ihre Koeffizienten von der ALPHA-Kollaboration bestimmt worden sein werden. Um den
Formfaktor auf allen Ensembles bei dem gleichen Wert des Impulsübertrags q2 bestimmen
zu können, führen wir getwistete Randbedingungen für das s- und das b-Quark ein, die
ein freies Einstellen der Quarkimpulse und damit von q2 ermöglichen. Wir führen Mes-
sungen auf einer Untermenge von Nf = 2 CLS Eichkonfigurationen durch und erhalten
den Formfaktor bei drei verschiedenen Gitterabständen und etwa gleicher Pionmasse von
ungefähr 330 MeV. Wir benutzen diese, um eine Kontinuumsextrapolation durchzuführen,
und beobachten, dass diese relativ flach in a2 ist. Eine Messung bei einer unterschiedlichen
Pionmasse deutet an, dass Quarkmassen-Effekte klein sind. Wir vergleichen unseren Kon-
tinuumswert des Formfaktors mit kürzlich veröffentlichten Ergebnissen anderer Kollabo-
rationen und stellen eine gute Übereinstimmung fest.
Schlagw?ter:
Gitter-QCD, HQET, Formfaktoren, b-Physik
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1 Introduction
The world of elementary particles is theoretically described by quantum field theories
incorporated in the Standard Model (SM) of particle physics. It is gauge invariant under an
SU(3)c× SU(2)I×U(1)Y group. Electroweak interactions are characterised by the SU(2)I×
U(1)Y group of electroweak isospin and hypercharge, strong interactions are governed by
the SU(3)c colour group, and in which fields dubbed quarks and gluons participate.
Electromagnetic interactions are described by Quantum Electrodynamics (QED). It can
very well be treated in perturbation theory (PT), that is, an expansion in the coupling αem,
which is roughly constant as a function of energy, αem ≈ 1/137 at zero energy, αem ≈ 1/128
at the mass of the W boson (≈ 80 GeV). The theory of strong interactions is formulated in
the framework of Quantum Chromodynamics (QCD). Here, the coupling αs is a function
of the energy of the process considered. It is small, and thus a good expansion parameter,
for processes at high energies, O(10–100 GeV), or small distances. That is, in this regime,
particles couple very weakly among each other, and thus can be considered (nearly) free.
This property is known as asymptotic freedom. For processes at low energies, O(100 MeV),
or large distances, however, αs is of order 1 and thus perturbation theory can no longer
be applied reliably. Here, particles couple strongly and one is in the regime known as
confinement, where quarks are confined to within a hadron.
The six quarks that nature has invented cover a mass range spanning several orders of
magnitude, from a few MeV for the up and down quark up to around 170 GeV for the top
quark. It, in fact, is too heavy to hadronise, since because of its high mass, it decays before
it can form a hadronic bound state. Thus, the heaviest quark that can form hadrons is the
bottom or beauty quark, with a mass of around 4 GeV. Therefore, b physics, that is, the
dynamics of hadrons containing a beauty quark, is a particularly special and interesting
field of research. To compute hadronic quantities (intrinsically, confined particles), a fully
non-perturbative treatment is necessary. A powerful tool for non-perturbative calculations
is Lattice QCD. In this thesis, we will use it to compute semileptonic decays of Bs mesons
to kaons, that is, of a meson containing a b and an (anti-)s quark, the b quark decays to a u
quark via the weak interaction, with the s a spectator quark, that is, it does not participate
in the short-distance weak process.
1.1 The CKM matrix and the |Vub| puzzle
The CKM matrix, named after the authors of the works in which it was first described,
Cabibbo [1], and Kobayashi and Maskawa [2], collects the strengths of weak flavour chang-
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ing quark decays:
VCKM =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb
 , (1.1)
where Vij is the strength of quark flavour change from flavour i to flavour j. In this section,
we review some of its properties and parameterisations, detailed, for example, in reference
[3]. In the SM, the CKM matrix is a unitary matrix. Testing its unitarity is therefore a
powerful way of probing the SM. Unitarity predicts that
∑
i
VijV∗ik = δjk and ∑
j
VijV∗kj = δik. (1.2)
Six different combinations of i, j, k will give 0, the most prominent of which is
VudV∗ub +VcdV
∗
cb +VtdV
∗
tb = 0. (1.3)
To each of these combinations corresponds a unitarity triangle, an example of which we
discuss below, compare figure 1.1. They all have the same area which is a measure for CP
violation. It is given by J/2, where J is the Jarlskog invariant [4], defined by
Im(VijVklV∗il V
∗
kj) = J∑
m,n
ϵikmϵjln. (1.4)
In what is sometimes referred to as the “Standard” parameterisation [5], the CKM matrix
reads:
VCKM =

c12c13 s12c13 s13 e− i δ
−s12c23 − c12s23s13 ei δ c12c23 − s12s23s13 ei δ s23c13
s12s23 − c12c23s13 ei δ −c12s23 − s12c23s13 ei δ c23c13
 , (1.5)
where sij = sin θij, cij = cos θij with the three Euler angles θij and a phase δ associated with
CP violation. Changing variables [6]
s12 = λ, s23 = Aλ2, s13 e− i δ = Aλ3(ρ− i η), (1.6)
one arrives at the Wolfenstein parameterisation [7], defined as an expansion in λ, usually
given up to λ3:
VCKM =

1− λ2/2 λ λ3A(ρ− i η)
−λ 1− λ2/2 λ2A
λ3A(1− ρ− i η) −λ2A 1
 . (1.7)
Now one can define
ρ¯ = ρ(1− λ2/2), η¯ = η(1− λ2/2); (1.8)
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Figure 1.1: Unitarity triangle in the ρ¯ η¯-plane. Picture taken from the CKMfitter group [8].
ρ¯ and η¯ now span a plane in which it is popular to plot a unitarity triangle, figure 1.1,
along with the various constraints on its parameters.
The matrix element |Vub| is one of the least well-known CKM matrix elements. In fact,
there is an ongoing ∼ 2− 3σ discrepancy in the value of |Vub| determined from different
decays1. The recent PDG report [3] lists these as2:
• |Vub| = (4.41± 0.15+0.15−0.19)× 10−3 from inclusive B → Xuν decays;
• |Vub| = (3.28± 0.29)× 10−3 from exclusive B → πν decays;
• |Vub| = (4.22± 0.42)× 10−3 from B → τν decays.
Understanding this discrepancy is an open challenge for the particle physics community.
For this, both experimental and theoretical input is needed. Experiments are ongoing or
planned [9–11]. Let us mention at this point that this topic has been the subject of recent
overviews, for example references [12–14] and the monumental work of reference [15].
Let us discuss the |Vub| determination from B → τν decays a little further. The quantity
accessible in experiments is the branching fraction B(B → τν), which is related to |Vub|
1Note that in equation (2.15), V2ub enters. Thus, one can only give values for |Vub|.
2Here and in the following, if two errors are given, the first error is statistical and the second error is
systematic.
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Collaboration Tag B(B → τν)× 104 |Vub| × 103 Reference
Belle semileptonic 1.25± 0.28± 0.27 4.4± 1.4 [17]
Belle hadronic 0.72+0.27−0.25 ± 0.11 3.4± 1.3 [18]
BaBar semileptonic 1.7± 0.8± 0.2 5.2± 2.5 [19]
BaBar hadronic 1.83+0.53−0.49 ± 0.24 5.3± 1.6 [20]
Table 1.1: Values for B(B → τν) as determined by Belle and BaBar collaborations using
different tagging methods and the corresponding values of |Vub|.
via
B(B → τν) = G
2
FmBm
2
τ
8π

1− m
2
τ
m2B
2
f 2B |Vub|2τB, (1.9)
where GF = 1.1663787(6)× 10−5 GeV−2 [3] is the Fermi constant, mB, mτ are the masses of
the B meson and τ lepton, respectively, fB is the decay constant of the B meson and τB is
its lifetime. The PDG value of |Vub| given above is computed using the world average of
B(B → τν) = (1.14± 0.27)× 10−4. However, to illustrate the wide spread there is in mea-
suring this quantity experimentally, in table 1.1, we list the values determined by the Belle
and BaBar collaborations using semileptonic or hadronic tagging methods for particle re-
construction. We compute |Vub| using [3] mB± = 5.27925(26) GeV, mτ = 1.77682(16) GeV,
τB± = 1.638(4) × 10−12 s and [16] fB = 0.1905(42) GeV for each of the given branching
fractions. For simplicity, we assume that the branching fractions are the only contributing
source of uncertainty to |Vub|. While we will not discuss these values any further, they
serve to demonstrate that the determination of |Vub| is still afflicted by large uncertainties
that will need to be controlled in order to understand the underlying physical processes.
|Vub| enters in semileptonic decays like for example B → πℓν, Bs → Kℓν, where, in the
quark picture, the b quark is converted to a u quark via a W boson, while the d or s is a
spectator, see figure 1.2.
ub
d, s
B, Bs π, K
W−
ℓ−
ν¯ℓ
t
Figure 1.2: Schematic representation of semileptonic decays B → πℓν, Bs → Kℓν
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As already noted, processes like these are intrinsically non-perturbative in nature and
this calls for a thorough treatment in lattice QCD. We comment on this in the next section.
First efforts to compute semileptonic B to light meson decays on the lattice were made
more than twenty years ago and it has been an active field of research since [21–27].
Only recently, however, have large-volume unquenched lattice simulations become fea-
sible, and papers have been published on this topic [28–32]. And, browsing through the
arXiv on a sunny afternoon, one encounters several ongoing works [33–37] in this field.
Furthermore, effort has been put into the form factor computation in light cone sum rules
[38–42].
1.2 Lattice QCD and HQET
Lattice QCD is a very valuable tool in QCD physics since it allows non-perturbative cal-
culations of physical quantities from first principles. In a lattice QCD calculation, |Vub|
is not directly computable. Instead, one can compute the hadronic part of an interaction
process, parameterised by form factors. Then, only when combined with experimentally
measured decay rates, which contain the full real world process information, can input
from lattice QCD be used to extract |Vub|. We will focus on this and explain in some detail
the underlying principles in chapter 2.
We note the wide range of scale of QCD:
mπ ≈ 140 MeV . . . mB ≈ 5 GeV. (1.10)
If we wish to simulate QCD on a lattice with extent L and lattice spacing a, we then realise
the following scale inequality:
L−1 ≪ mπ, . . . , mB ≪ a−1, (1.11)
which needs to be fulfilled in order for both finite-volume (infrared) effects and lattice
spacing (ultraviolet) effects to be controlled. Finite-volume effects appear at O(e−Lmπ ) [43]
and it has been shown [44] that for
Lmπ & 4, (1.12)
they are at the percent level. Condition (1.12) is satisfied for all lattices on which we will
simulate. For the second part of inequality (1.11), we would need mB ≪ 1/a, that is,
lattice spacings fine enough to accommodate a B meson. While today’s finest lattices in
fact almost reach mB ≈ 1/a, the “much greater” part of the inequality is still far from
accessible with the present computing resources. This indicates the need for a framework
in which one can still simulate B mesons reliably. One such tool is Heavy Quark Effective
Theory (HQET) [45–48], which will be used in this thesis to treat the b quark.
In this thesis, we consider semileptonic Bs → K decays instead of B → π, because the
K is heavier than a π and can in lattice simulations thus be held at (or near) its physical
11
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mass, hence suffering less from chiral effects, as a pion on a lattice, much heavier than its
physical mass, would. As of now, however, the process Bs → K has not been measured
experimentally [13], and hopes are that measurements will become available from future
B factories. Meanwhile, it offers an opportunity for lattice QCD to make predictions on
certain quantities which eventually can be compared to experiment. In the long run, one
would of course like to simulate B → π as well, since this is where experimental data is
available.
In this thesis, while for definiteness, when labelling quarks as u, b, s and mesons as K, Bs,
we restrict ourselves to the decay Bs → K, it is trivial to adopt equations and expressions
also to the decay B → π by replacing s❀ d, K❀ π and Bs ❀ B. The only places where an
actual changes occurs is where we insert explicit properties of the s quark, the kaon and
the Bs meson, that is, their masses. Then one would have to numerically adapt κs ❀ κd,
mK ❀ mπ, mBs ❀ mB.
The program code which computes the quantities discussed in this thesis is located as a
git repository in
/afs/ifh.de/group/alpha/bup/alpha/git_repositories/codes/ddhqet-fabiob_ftbahr
.git. Whenever we give directory paths in this thesis as ~/..., they are relative to this
directory.
The rest of this thesis is organised as follows. In chapter 2, we discuss the general
strategy of how the input from a lattice QCD calculation can be used to obtain |Vub|.
In chapter 3, we give a brief overview of the foundations of lattice QCD and introduce
some features thereof. In chapter 4, we present an introduction to HQET, which we will
apply to perform our calculations. In chapter 5, we detail all necessary ingredients and
then combine them to construct the quantities which we want to measure. In chapter
6, we describe our analysis and explain how we obtain the form factors from the raw
data. In chapter 7, we perform a continuum extrapolation of our lattice data and compare
the continuum form factor to recently published works of two collaborations. Finally, in
chapter 8, we summarise and and give an outlook towards the future. Some technical
calculations and figures have been relegated to the appendix.
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In this chapter we explain how to obtain |Vub| with the form factors as input obtained from
a lattice calculation. For this, we also need experimentally determined decay rates. While
for the decay Bs → K these are not yet available, we still discuss the general procedure
here. It can be applied once experimental decay rates become available for Bs → K, or be
trivially extended to the case of B → π decays.
2.1 Definition of the form factors
The matrix element of physical interest can be parameterised by two form factors,

K(pµK)
VˆµBs(pµBs) = pµBs + pµK f+(q2) + pµBs − pµK f−(q2). (2.1)
This parameterisation is given by the Lorentz structure of the matrix element: It depends
on two four-vectors, pµK and p
µ
Bs , so any parameterisation of it is a linear combination of the
same two four-vectors multiplying two unknown scalar form factors. In its more common
form, equation (2.1) reads

K(pµK)
VˆµBs(pµBs) = f+(q2)pµBs + pµK − m2Bs −m2Kq2 qµ

+ f0(q2)
m2Bs −m2K
q2
qµ, (2.2)
with
qµ = pµBs − p
µ
K (2.3)
and the vector current
Vˆµ = ψˆuγ
µψˆb. (2.4)
Let us point out here that equation (2.1) is written in Hilbert space and we have decorated
operators with a hat. When we turn to computing the matrix element on the lattice, chapter
5, we will identify them with fermion fields which we write without a hat. Working in
HQET, it is more convenient to consider a different form factor decomposition of the matrix
element, namely in the Bs rest frame. That is, setting vµ = (1, 0, 0, 0), we have p
µ
Bs = mBs v
µ,
and define
pµ⊥ = p
µ
K − (pK · v)vµ . (2.5)
13
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Then, the energy of the light meson is given by
EK = pK · v =
m2Bs + m
2
K − q2
2mBs
(2.6)
and the matrix element can be rewritten in terms of form factors f∥ and f⊥ as
K(pµK)|Vˆµ|Bs(0)

=

2mBs

vµ f∥(EK) + p
µ
⊥ f⊥(EK)

, (2.7)
with the relation to f+ and f0 being
f+ =
1
2mBs
f∥(EK) +
1
2mBs
(mBs − EK) f⊥(EK) , (2.8a)
f0 =

2mBs
m2Bs −m2K

(mBs − EK) f∥(EK) + (E2K −m2K) f⊥(EK)

. (2.8b)
We further note that

K(pµK)|Vˆ0|Bs(0)

=

2mBs f∥(EK) , (2.9a)
K(pµK)|Vˆk|Bs(0)

=

2mBs p
k
K f⊥(EK) . (2.9b)
At this point we note that equation (2.2) is the relativistic QCD matrix element

K|Vµ|Bs

rel.
Relativistic states are normalised as [49]
⟨ p⃗| p⃗′⟩rel = (2π)32E( p⃗)δ( p⃗− p⃗′). (2.10)
On the lattice we compute the matrix element in HQET; a suitable non-relativistic normal-
isation of states is
⟨ p⃗| p⃗′⟩NR = 2(2π)3δ( p⃗− p⃗′). (2.11)
Relativistic and non-relativistic states are then related via
⟨ p⃗| p⃗′⟩rel = E( p⃗) ⟨ p⃗| p⃗′⟩NR . (2.12)
For the matrix element, this means that

K|Vˆµ|Bs

rel =

EKmBs ×

K|Vµ|Bs

NR. (2.13)
In chapter 5 we will show how to compute the non-relativistic HQET matrix element in a
lattice QCD computation and hence be able to extract the form factors. Only after that, in
chapter 7, we will convert this to the relativistic QCD matrix element as in equation (2.13).
This inspires us to do a dimensional analysis. From equation (2.10), a state | p⃗⟩rel has
mass dimension −1. Vˆµ, from equation (2.4), has mass dimension 3. Then, from equation
(2.2),

K
VˆµBsrel has mass dimension 1. Consequently, the form factors f+, f0 are dimen-
sionless. Equation (2.8a) then tells us that f∥ has mass dimension 1/2 and f⊥ has −1/2.
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Now, from equation (2.13), the HQET matrix element that we compute on the lattice is a
dimensionless number. When we want to convert to the QCD matrix element in physical
units, we have to remember equation (2.13).
2.2 Differential decay rates
The differential decay rates, which are accessible in experiments, are given by [15]
dΓ
dq2
=
G2F|Vub|2
24π3m2Bs

1− m
2
ℓ
q2
2
| p⃗K|

1+
m2ℓ
2q2

m2Bs p⃗
2
K| f+(q2)|2 +
3m2ℓ
8q2
(m2Bs −m2K)2| f0(q2)|2

,
(2.14)
where mℓ is the lepton mass. In the limit of small lepton mass, mℓ ≈ 0, which for light
leptons ℓ = e, µ is a good approximation, equation (2.14) simplifies to
dΓ
dq2
=
G2F|Vub|2
192π3m3Bs
λ3/2(q2)| f+(q2)|2, (2.15)
where
λ(q2) = 4m2Bs p⃗
2
K = (m
2
Bs + m
2
K − q2)2 − 4m2Bs m2K. (2.16)
We note in particular that in equation (2.15) f0 does not contribute.
Let us at this point make a general observation: In principle, it is sufficient for the
extraction of |Vub| to know both the experimentally determined decay rates and f (q2)
from lattice QCD at the same single value of q2. Since in practice, however, experimental
data are provided over a range (of bins) of q2, one can use the BCL parameterisation, which
we discuss in the next section, to parameterise experimental decay rates as a continuous
function of q2, while as lattice QCD input we provide f+(q2) at a single value of q2. Let
us stress that in any case, |Vub| can only be obtained once experimental data are combined
with the theoretically determined form factor f+(q2).
2.3 BCL parameterisation
As a model independent parameterisation of the form factor, we choose the one presented
by Bourrely, Caprini and Lellouch in reference [50]. Following this reference, we write the
form factor f+ as an expansion
f+(q2) =
1
1− q2/m2B∗s
K−1
∑
k=0
bk

zk − (−1)k−K k
K
zK

(2.17)
where mB∗s = 5.4158(15) GeV [3] is the mass of the first excited state of the Bs meson and
z(q2, t0) =

t+ − q2 −√t+ − t0
t+ − q2 +√t+ − t0
(2.18)
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with 
t+ = (mBs + mK) , (2.19a)
t− = (mBs −mK) . (2.19b)
While t+ marks the BsK threshold, note that the semileptonic region is
0 ≤ q2 ≤ t−. (2.20)
The mapping function z(q2, t0) in equation (2.18) is constructed such that it maps q2 > t+
to |z| = 1 while q2 < t+ are mapped to the real interval z ∈ [−1, 1]. While t0 is an arbitrary
parameter, if it is chosen to
topt ≡ (mBs + mK)(
√
mBs −
√
mK)2 ≈ 15.27 GeV2, (2.21)
the semileptonic region is mapped symmetrically to the real interval |z| ≤ 0.146. In equa-
tion (2.17), there are K unknown parameters bk which will be our fit parameters.
Imposing unitarity and crossing symmetry [50] leads to the condition:
K
∑
j,k=0
Bjk(t0)bj(t0)bk(t0) ≤ 1 (2.22)
where the Bjk are known coefficients [50].
2.4 Determination of |Vub|
In all cases, the parameterisation of the form factor in equation (2.17) is used. Then, a
combined fit of theoretical and experimental input values is performed by minimising
χ2(bk, |Vub|) = χ2th + χ2exp (2.23)
and respecting condition (2.22) with N = K + 1 fit parameters: bk, k ≤ K − 1 and |Vub|.
Schematically, χ2 for the lattice data points is written as
χ2th =∑
j,k
[ f inj − f+(q2j )]C−1jk [ f ink − f+(q2k)], (2.24)
where f in is the value of the form factor from the lattice computation and f+(q2) is the
form factor parameterised as in equation (2.17), with the covariance matrix of the lattice
data C−1jk .
As already mentioned, experimental data are typically provided as branching ratios Bin
in a given q2 bin. The expression for differential decay rates dΓ/dq2 is given in equation
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(2.15). We need to integrate them over the given q2 bins,

dΓ =
q2high
q2low
dq2
G2F|Vub|2
192π3m3Bs
λ3/2(q2)| f+(q2)|2, (2.25)
assuming a parameterisation of the form factor, equation (2.17). |Vub| and bk are left as
open parameters. Now, the resulting decay rates have mass dimension 1 and can be con-
verted to dimensionless branching ratios B( f+) by multiplying with the lifetime of the Bs
meson, τBs = 1.512(7)× 10−12 s [3],
B( f+) = τBs ×

dΓ (2.26)
Then, we have
χ2exp =∑
j,k
[Binj −Bj( f+)]C−1B jk[Bink −Bk( f+)]. (2.27)
Here, C−1B jk is the covariance matrix of the experimental data provided together with the
data.
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In this chapter, we discuss the setup of lattice QCD and give the basic formulae needed to
construct the framework in which we will present our later calculations.
3.1 Lattice QCD
We start our discussion by introducing the basic features of lattice QCD. First described by
Wilson [51], the concept can nowadays be found neatly presented in the textbook of one’s
choice [52, 53]. The idea is that one discretises spacetime such that it is accommodated on
a four-dimensional hypercube with spacing a between neighbouring sites, a total extent of
L, and thus L/a lattice sites in each direction. One works in Euclidean spacetime. Usually,
the extent of the three spacial directions is denoted by L while that in time direction is T.
A parallel transporter between two lattice sites, a link at point x oriented in direction µ, is
written as
U(x, µ) ≡ Uµ(x) ∈ SU(N) (3.1)
and is a matrix of the fundamental representation of the corresponding gauge group,
which in the case of QCD is an SU(3). The gauge field is defined as the set of all links. A
link with backward orientation is written as
U†(x, µ) ≡ U(x + aµˆ,−µ). (3.2)
One a defines a plaquette as
U(p) ≡ Uµν(x) = U(x, µ)U(x + aµˆ, ν)U(x + aνˆ, µ)†U(x, ν)†. (3.3)
It is the shortest, non-trivial closed loop of links, the trace of which is gauge invariant.
Wilson [51] used plaquettes to construct a lattice gauge action as
SG[U] =
1
g20
∑
p
tr {1−U(p)} , (3.4)
where the sum is over all oriented plaquettes, meaning that any plaquette is counted only
once, regardless of direction.
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3.2 Wilson Quarks
Fermion fields ψ(x) are Graßmann variables and reside on lattice points x. They carry
colour, Dirac and flavour indices; hence, a fermion field can be written as
ψc,α, f (x) ≡ ψk, (3.5)
where k = {x/a, c, α, f }, k = 1, . . . , n, n = ∏µ Lµ/a× 3× 4× Nf. While for definiteness, in
this thesis, we will keep flavour indices explicit, for brevity we suppress all other indices
unless explicitly noted. The full action is the sum of gauge action, SG, discussed in the
previous section, and fermion action, SF,
S

U,ψ,ψ

= SG[U] + SF

U,ψ,ψ

, (3.6)
The naive fermion action is
SF,naive

U,ψ,ψ

= a4∑
x
ψ(x) (D + m0)ψ(x), (3.7)
where
D =
1
2

γµ(∇∗µ +∇µ)

(3.8)
and derivatives and γ matrices are given in appendix A. This action, however, leads to
the infamous doubling problem arising from the fact that the quark propagator associated
with this Dirac operator has not only one pole, corresponding to a physical particle, but
16 poles within the Brillouin zone, which can be seen as unphysical “particles”, commonly
referred to as doublers. A possible way out is to use Wilson fermions, adding an additional
Wilson term − 12 a∇∗µ∇µ to the Dirac operator. That is, one replaces the naive Dirac operator
by
DW =
1
2

γµ(∇∗µ +∇µ)− a∇∗µ∇µ

. (3.9)
Adding the Wilson term removes the doublers, but it breaks chiral symmetry of the theory,
which is only restored once the continuum limit is taken, a → 0. Details can be found in
references [54–56]. Then, the Wilson fermion action is
SF

U,ψ,ψ

= a4∑
x
ψ(x) (DW + m0)ψ(x). (3.10)
With the notation of equation (3.5), it is written as
SF

U,ψ,ψ

= a4∑
k,l
ψk Mklψl . (3.11)
where Mkl , an n× n matrix, is the fermion matrix.
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3.3 O(a) Improvement
Here we briefly review the key ingredients to O(a) improvement of the theory. Following
the idea of Symanzik [57, 58], one can write lattice QCD close to the continuum as an
effective theory. Details can be found for example in reference [54]. In the end, we come
up with a term first used for O(a) improvement by Sheikholeslami and Wohlert [59],
δS

U,ψ,ψ

= a5∑
x
cSWψ(x)
i
4
σµνFµν(x)ψ(x). (3.12)
The field strength tensor is
Fµν(x) = 18a2 Qµν(x)−Qνµ(x) , (3.13)
where
Qµν(x) = U(x, µ)U(x + aµˆ, ν)U(x + aνˆ, µ)−1U(x, ν)−1
+U(x, ν)U(x− aµˆ+ aνˆ, µ)−1U(x− aµˆ, ν)−1U(x− aµˆ, µ)
+U(x− aµˆ, µ)−1U(x− aµˆ− aνˆ, ν)−1U(x− aµˆ− aνˆ, µ)U(x− aνˆ, ν)
+U(x− aνˆ, ν)−1U(x− aνˆ, µ)U(x + aµˆ− aνˆ, ν)U(x, µ)−1.
(3.14)
cSW has been determined non-perturbatively for Nf = 2 in reference [56],
cSW =
1− 0.454g20 − 0.175g40 + 0.012g60 + 0.045g80
1− 0.720g20
. (3.15)
Now we can write our improved action as
Simpr

U,ψ,ψ

= S

U,ψ,ψ

+ δS

U,ψ,ψ

. (3.16)
3.4 Path integral
The expectation value of a field O is given by
⟨O⟩ = 1Z

D[U]D[ψ]D[ψ]O e−S[U,ψ,ψ], (3.17)
with the partition function
Z =

D[U]D[ψ]D[ψ] e−S[U,ψ,ψ], (3.18)
and
D[U] =∏
x,µ
dU(x, µ), D[ψ] =∏
x
dψ(x), D[ψ] =∏
x
dψ(x). (3.19)
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Here, dU(x, µ) is the Haar measure of SU(3) and dψ(x), dψ(x) are Graßmann algebra
integration measures.
Suppose now we want to compute the expectation value of a field or combination of
fields with an action as in equation (3.6). We have
⟨O⟩ = 1Z

D[U]D[ψ]D[ψ]O e−SF[U,ψ,ψ]−SG[U], (3.20)
with
Z =

D[U]D[ψ]D[ψ] e−SF[U,ψ,ψ]−SG[u] . (3.21)
Let us separate the expectation value in equation (3.20) in its fermion and gauge parts,
⟨O⟩ = ⟨⟨O⟩F⟩G, (3.22)
where the fermion part is now
⟨O⟩F = 1ZF[U]

D[ψ]D[ψ] e−SF[U,ψ,ψ]O[U,ψ,ψ]. (3.23)
The fermion partition function is given by
ZF[U] =

D[ψ]D[ψ] e−SF[U,ψ,ψ] = det M, (3.24)
with the fermion determinant det M. Now we are able to define the fermion propagator
as
⟨ψ(x)ψ(y)⟩F = D−1(x, y) ≡ S(x, y). (3.25)
Considering equation (3.23), let us now rewrite equation (3.22):
⟨O⟩ = 1Z

D[U]O e−Seff[U], (3.26)
where we have introduced the effective gauge action
Seff[U] = SG[U]− log det M = SG[U]− tr log M. (3.27)
3.5 Computing a two-point function
Before we continue our discussion, let us consider an example. Suppose we want to com-
pute a two-point function
C2pt(t) = ⟨O2(t)O1(0)⟩ = 1Z tr{e
−(T−t)Hˆ Oˆ2 e−tHˆ Oˆ1}, (3.28)
where Hˆ is the lattice Hamilton operator. It is defined as
T = e−aHˆ, (3.29)
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where T is the transfer matrix [60]. It describes the evolution of a state |φ(x⃗, t)⟩ by one
lattice spacing in time direction to |φ(x⃗, t + a)⟩. Hˆ of equation (3.28) has eigenvalues
Hˆ |n⟩ = En |n⟩ (3.30)
and we have introduced
Z = tr e−THˆ . (3.31)
In chapter 5, when we turn to the computation of the form factor, we will identify O with
pseudoscalar densities, equation (5.5a), but here we keep our discussion very general. We
also point out that on the right-hand side of equation (3.28), we have written physical
Hilbert space operators as Oˆ, while on the left-hand side, we denote the corresponding
lattice fields by O. Now we insert
1 =∑
n
|n⟩ ⟨n| (3.32)
and use
tr Oˆ =∑
n
⟨n|Oˆ|n⟩ (3.33)
to write equation (3.28) as
C2pt(t) = 1Z ∑m,n
⟨m| e−(T−t)Hˆ Oˆ2|n⟩ ⟨n| e−tHˆ Oˆ1|m⟩
=
1
Z ∑m,n
e−(T−t)Em ⟨m|Oˆ2|n⟩ e−tEn ⟨n|Oˆ1|m⟩ (3.34)
and
Z =∑
n
⟨n| e−THˆ |n⟩ =∑
n
e−TEn , (3.35)
where we have made use of equation (3.30). We note here that the lowest state of the sums
over m, n corresponds to the vacuum energy which we can set to 0. Further, let us now
consider the infinite T limit in equation (3.34), which in particular means that only terms
where |m⟩ = |0⟩ survive:
C2pt(t) T→∞= ∑
n
⟨0|Oˆ2|n⟩ ⟨n|Oˆ1|0⟩ e−Ent . (3.36)
Finally, we look at the special case where O ≡ O2 = O†1 . Then, equation (3.36) becomes
C2pt(t) T→∞= ∑
n
|⟨n|Oˆ|0⟩|2 e−Ent . (3.37)
From equation (3.37) we see that a two-point correlator can be written as a sum of ampli-
tudes and exponentials of energies. All amplitudes and energies are real numbers. The
ground state of the correlator is at n = 0, and naturally, we have E0 < E1 < . . . < En. This
means in particular that at large times t, excited states n > 1 are exponentially suppressed.
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We will get back to addressing how good an approximation this is for the heavy-light and
light-light two-point functions in chapter 6, when we discuss different fits to these.
3.6 Gauge field smearing
In equation (3.37) we have seen that in order to extract the ground energy (and amplitude)
of a correlator, in principle it suffices to consider it at large enough times t such that all
excited states have decayed. However, in practice, we are limited by finite lattice sizes and
a deteriorating signal-to-noise ratio. Thus, strategies to improve the overlap of a given
correlator with its ground state have been invented. In this section, we discuss gauge field
smearing techniques, while in section 5.1.1, when we discuss the explicit computation
of correlator, we also consider fermion smearing. First, we review the APE smearing
procedure [61]. The gauge links are replaced by a given combination of surrounding links.
This makes for better overlap with the physical ground state and unphysical short distance
fluctuations are removed.
The gauge field at smearing step n is denoted by U(n). We iteratively build
U(n)(x, µ) = PSU(3)

(1− α)U(n−1)(x, µ) + α
6
S(n−1)(x, µ)

, (3.38)
where by PSU(3) we indicate that we project the result back to SU(3) and S(n)(x, µ) is the set
of staples
S(n)(x, µ) = ∑
±ν ̸=µ
U(x, ν)U(x + νˆ, µ)U†(x + µˆ, ν) (3.39)
built on the gauge field U(n). In the following, we will use the choices n = 3 and α = 0.4.
Static-light correlation functions suffer from an exponentially decreasing signal-to-noise
ratio RSN [62–64]. In fact, it has been shown in the given references that, for the static
quark action which we will introduce in the next chapter,
RSN =
signal
noise
∝ exp(−∆t), ∆ = Estat −mπ. (3.40)
So, in order that RSN is reasonable, we require that t is of order ∆−1. But, since
Estat ∼ e1 × g20/a (3.41)
with some parameter e1, as a → 0, this is increasingly difficult to maintain. To improve
on RSN, we employ a smearing technique which makes use of hypercubic blocking, HYP
smearing [65–68], a series of modified APE smearing steps. We here briefly review the
basic ingredients as outlined in reference [65]. We replace the gauge link U(x, µ) by a
combination of surrounding gauge link staples in a three step process:
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1.
Vνρ(x, µ) = PSU(3)

(1− α3)U(x, µ) + α32 ∑±η ̸=ρ,ν,µ
U(x, η)U(x + ηˆ, µ)U†(x + µˆ, η)

,
(3.42)
where superscript indices indicate that there is no staple attached in that direction(s).
2. Then, we construct
Vν(x, µ) = PSU(3)

(1− α2)U(x, µ) + α24 ∑±ρ ̸=ν,µ
Vνµ(x, ρ)Vρν(x + ρˆ, µ)V†νµ(x + µˆ, ρ)

.
(3.43)
3. Finally,
V(x, µ) = PSU(3)

(1− α1)U(x, µ) + α16 ∑±ν ̸=µ
Vµ(x, ν)Vν(x + νˆ, µ)V†µ(x + µˆ, ν)

.
(3.44)
For the vector α⃗ = (α1, α2, α3), we adapt two different choices motivated in the literature,
α⃗ = (0.75, 0.6, 0.3), to which we refer as HYP1 in the following, and α⃗ = (1.0, 1.0, 0.5),
HYP2.
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4.1 Basics
As already mentioned in the introduction, performing b physics on the lattice, one faces
the challenge that the b quark can at present not be simulated dynamically. The solution
to this challenge we follow here is to employ an effective theory, namely Heavy Quark
Effective Theory (HQET) [45–48]. While we keep the light quarks dynamic, at leading
order in HQET, we consider the heavy quark as being static, that is, fixed to a point in
space and only propagating in time, and then expand in 1/mh.
The static theory is (believed to be) renormalisable. A key feature of HQET is that it
is renormalisable to all orders, order by order in 1/mh, that is, at a given order (1/mh)n
there are a finite number of terms to render the theory finite. This is important because
only then is the theory well-defined and a continuum limit exists. In order to avoid power
divergences in a−1, non-perturbative renormalisation is needed [69]. Non-perturbative
matching of lattice HQET to QCD was first discussed in reference [70].
In order that HQET is well defined, all momentum and energy scales need to be small
compared to mh. In practice, with mh = mb, we need to make sure in particular that
pK . 1 GeV.
It has been observed recently in the computation of the b quark mass [71] and the B(s)
meson decay constants [72], which were also done in HQET, that O(1/mh) corrections
are very small and that thus HQET truncated at order 1/mh appears to be a very precise
approximation.
In this chapter, we first introduce HQET in its continuum formulation, discussing the
main properties. Then we focus on how it can be discretised on the lattice. Finally, we
discuss the renormalisation of HQET at order 1/mh.
4.2 HQET in the continuum
Here, we will not present the full derivation of HQET, which can be found in references
[73, 74] and is explained in a concise manner in references [49, 75]. Let us rather focus on
gathering the main formulae which we will need later on. The HQET Lagrangian is given
by
L = Lstath +
1
2m
L(1)h + Lstath¯ +
1
2m
L(1)h¯ +O(1/m2), (4.1)
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where
Lstath = ψh( D0 + m)ψh, (4.2)
Lstath¯ = ψh¯(−D0 + m)ψh¯, (4.3)
L(1)h = ψh(−D2 − 12 i Fklσkl)ψh, (4.4)
L(1)h¯ = ψh¯(−D2 − 12 i Fklσkl)ψh¯, (4.5)
and
P+ψh = ψh, ψ P+ = ψh
P−ψh¯ = ψh¯, ψh¯P− = ψh¯,
(4.6)
with projectors P+, P− of equation (A.3), σij = −ϵijkσk and σk given in appendix A.1. Let us
note at this point that the HQET Lagrangian of equation (4.1) has a quark and an antiquark
part. In our project, however, there is only a single heavy quark. Let us therefore restrict
the following discussion without further notice to this case and neglect all terms corre-
sponding to a heavy antiquark. For the full expressions, we point to the cited references.
We can write equations (4.4) and (4.5) as
L(1)h = −
Okin +Ospin (4.7)
with
Okin(x) = ψh(x)D⃗2ψh(x), (4.8)
Ospin(x) = ψh(x)⃗σ · B⃗ψh(x), (4.9)
where
Bk = i 12ϵijkFij. (4.10)
Expanding to leading order in 1/mh only, we work in the static approximation. We here
have spin and flavour symmetry and local flavour number conservation. One obtains the
heavy quark propagator
Sh(x, y) = Θ(x0 − y0)δ(x⃗− y⃗) exp{−m(x0 − y0)}P exp

−
 x0
y0
dtA0(t, x⃗)

P+, (4.11)
with P indicating path ordering. Note here that the δ(x⃗− y⃗) ensures that the heavy quark
cannot propagate in space and the Θ(x0 − y0) ensures that it can only propagate forward
in time. In equations (4.2), (4.3), we have introduced a mass term m. This is a counterterm
required due to the fact that a Lagrangian without it would lead to a divergence [46].
The same term appears in the static propagator, equation (4.11). Constructing an n-point
function with such a heavy quark propagator, one observes that all correlation functions
are shifted by the common factor exp{−m(x0− y0)}. Thus, one can remove this term from
the Lagrangian and add it to the energies. This then leads to a redefinition of the energies
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in HQET compared to QCD:
EQCDh = E
stat
h

m=0 + m. (4.12)
Let us make a note on symmetries. The HQET heavy quark propagator has different
symmetries than the QCD lattice action. Formulated in Euclidean spacetime, to which
we will come in section 4.3, it is not invariant under four dimensional rotations, but in-
stead under three dimensional spatial rotations only. Additionally, it obeys the following
symmetries:
• Heavy quark spin symmetry. Action and integration measure are invariant under
SU(2) spin rotations
ψh → ei αkσk ψh, ψh → ψh e− i αkσk , (4.13)
where αk are real parameters and σk as defined in appendix A.1.
• Local flavour number. In the static Lagrangian there is no spatial derivative. That is,
there is an invariance under U(1) transformations
ψh → ei η(x⃗) ψh, ψh → e− i η(x⃗) ψh, (4.14)
with some phase η(x⃗) a function of three-dimensional space x⃗ only.
4.3 Lattice HQET
The lattice static quark Lagrangian is [45]
Lh = 11+ aδmψh(x)[∇
∗
0 + δm]ψh(x). (4.15)
It has the same symmetries as the continuum static propagator discussed in section 4.2.
The lattice heavy propagator is given as
Sh(x, y) = Θ(x0 − y0)δ(x⃗− y⃗) exp{−δm(x0 − y0)}P†(y, x; 0)P+, (4.16)
where δm = 1a ln(1+ aδm), (4.17)
and
P(x, y + a0ˆ; 0) = P(x, y; 0)U(y, 0), P(x, x; 0) = 1 (4.18)
is the product of gauge links in time direction only, reflecting the fact that the heavy quark
can propagate in time only and will thus pick up gauge links along the time direction. Just
as in section 4.2, we here encounter a mass counter term δm which will cause a shift to the
energies; we have
EQCDh = E
stat
h

δm=0 + mbare, mbare = δm + m. (4.19)
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Okin and Ospin of equations (4.8) and (4.9) are straightforwardly discretised by setting
D⃗2 → ∇⃗∗∇⃗ (4.20)
and
Fkl → Fkl , (4.21)
with Fkl as in equation (3.14).
As already noted above, the effective theory is (expected to be) renormalisable and the
continuum limit can be taken order by order in 1/mh if the path integral weight is defined
in the following way [70]:
exp

− a4∑
x
LHQET(x) + Llight(x)  = exp− a4∑
x
Lstat(x) + Llight(x) 
×

1+ a4∑
x

ωspinOspin(x) +ωkinOkin(x)
 
, (4.22)
where
⟨Ostat⟩ = 1Z

fields
O exp

− a4∑
x
Llight(x) + Lstath (x) . (4.23)
4.4 O(1/mh) insertions
Operator expectation values in HQET are given as
⟨O⟩ = ⟨O⟩stat +ωkina4∑
x
⟨OOkin(x)⟩stat +ωspina4∑
x
OOspin(x)stat (4.24)
≡ ⟨O⟩stat +ωkin ⟨O⟩kin +ωspin ⟨O⟩spin . (4.25)
Choosing to work in HQET, we also need effective versions of the currents. For our pur-
poses, we need to consider the effective vector current:
VHQET0 (x) = Z
HQET
V0

Vstat0 (x) +
2
∑
j=1
cV0,j V0,j(x)

, (4.26a)
VHQETk (x) = Z
HQET
Vk

Vstatk (x) +
4
∑
j=1
cVk,j Vk,j(x)

, (4.26b)
with ZHQET renormalisation factors and cVµ,j matching coefficients to be determined. The
current insertions Vµ,j are tabulated in table 4.1. We give a short explanation of the match-
ing procedure in section 4.5.
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VHQETµ cVj Kµj
Vstat0 1 γ0
V0,1 1/(2mh) ∑l γl(1/2)(∇Sl −
←−∇ Sl )
V0,2 1/(2mh) ∑l γl(1/2)(∇Sl +
←−∇ Sl )
Vstatk 1 γk
Vk,1 1/(2mh) ∑l(1/2)(∇Sl −
←−∇ Sl )γlγk
Vk,2 −1/mh (1/2)(∇Sk −
←−∇ Sk)
Vk,3 1/(2mh) ∑l(1/2)(∇Sl +
←−∇ Sl )γlγk
Vk,4 −1/mh (1/2)(∇Sk +
←−∇ Sk)
Table 4.1: Overview of coefficients cVj at tree level and Kj for Vµ
4.5 Renormalisation and matching
In this section, we sketch the idea of the matching between HQET and QCD. An observable
computed along the lines of the previous sections is an HQET observable for which to have
a physical meaning, one needs to connect it to QCD. Details on the matching procedure
and the latest progress can be found in references [76, 77]. Let us emphasise at this point
that the matching can be performed fully non-perturbatively, that is, completely without
the use of perturbation theory.
One imposes the equation
ΦQCDi (L, mh, 0) = Φ
HQET
i (L, mh, a), (4.27)
where Φi are the above-mentioned observables one is interested in. In reference [77], a
total of 19 such observables are computed, but they include eight observables related to
the axial current which is not needed in the project discussed here, so that we need eleven
such coefficients. In fact, we have already introduced these in the previous sections. They
are ωkin,ωspin of equation (4.24), two renormalisation factors Z
HQET
V0,k
, six coefficients cV{0,k},j
of equations (4.26), and mb,bare of equation (4.19). Here, we will not go into further detail
and refer to the cited publications.
Anticipating the definitions of correlators in the next chapter, let us now see how we
will expand them in HQET. For this, we need to expand in 1/mh equation (5.10), while for
the operators we make insertions according to (4.24) with
O = PllVµPhl or PlhPhl, (4.28)
where P, Vµ are the pseudoscalar and vector current, respectively, defined in equations
(5.5), and VHQETµ is given in equation (4.26). The light-light correlator obviously has no
1/mh corrections.
Since we are interested only in terms of O(1/mh), from now on, we will drop all terms
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of order 1/m2h and higher. For notational simplicity, we here present the calculation in
a schematic way, dropping all prefactors and an overall ∑{x⃗}, and suppressing all argu-
ments of correlators. In the next chapter, we dedicate some care to defining the correlators
correctly. For the three-point function, we need
CBs→Kµ ≡

Pll|Vµ|Phl
 ∼
∼ ZHQETV ZHQETPhl ZPll

Pll

Vstatµ +∑
j
c(j)V V
(j)
µ

Phl

stat
+
+ωkin

PllVstatµ P
stat
hl Okin

stat
+ωspin

PllVstatµ P
stat
hl Ospin

stat

= ZHQETV Z
HQET
Phl
ZPll

PllVstatµ P
stat
hl

stat

1+

Pll ∑j c
(j)
V V
(j)
µ Phl

stat
PllVstatµ Pstathl

stat
+
+ωkin

PllVstatµ Pstathl Okin

stat
PllVstatµ Pstathl

stat
+ωspin

PllVstatµ Pstathl Ospin

stat
PllVstatµ Pstathl

stat

≡ ZHQETV ZHQETPhl ZPllCBs→K,statµ

1+∑
j
c(j)V R
δ(Bs→K),(j)
µ +ωkinRBs→K,kinµ +ωspinR
Bs→K,spin
µ

.
(4.29)
For the heavy-light two-point function, we have
CBs ≡ ⟨PlhPhl⟩ ∼
∼ ZHQETPhl 2 Pstatlh Pstathl stat +ωkin Pstatlh Pstathl Okinstat +ωspin Pstatlh Pstathl Ospinstat
≡ ZHQETPhl 2CBs,stat 1+ωkinRBs,kin +ωspinRBs,spin . (4.30)
Let us now further anticipate that in equation (5.10), we will define the ratio Rµ, and here
study how it is expanded and renormalised in HQET. For this, we combine equations
(4.29) and (4.30) and the two-point light-light function CK ≡ ⟨PllPll⟩ to arrive at
Rµ ∼ ZHQETV
CBs→K,statµ
CBs,statCK

1+∑
j
c(j)V R
δ(Bs→K),(j)
µ +
+ ωkinRBs→K,kinµ +ωspinR
Bs→K,spin
µ − 12

ωkinRBs,kin +ωspinRBs,spin

= ZHQETV
CBs→K,statµ
CBs,statCK

1+∑
j
c(j)V R
δ(Bs→K),(j)
µ +
+ ωkin

RBs→K,kinµ −
1
2
RBs,kin

+ωspin

RBs→K,spinµ − 12 R
Bs,spin

. (4.31)
Note in particular that renormalisation factors of the two-point functions, ZHQETPhl and ZPll ,
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cancel, and thus, the only remaining renormalisation factor needed here is the one of the
vector current, ZHQETV .
4.6 Renormalisation and matching at static order
We detailed the renormalisation and matching programme we want to follow in section
4.5. While the needed coefficients are not yet available, at this point, we discuss also the
strategy outlined in references [49, 78–80], in which the renormalisation factors are deter-
mined non-perturbatively, while the matching coefficients rely on a three-loop expression
from perturbation theory. Here, we review briefly the computation performed in the given
references. Let us start in general by computing a quantity Φ,
Φ = CX(Mh/ΛMS)ΦRGI +O(1/mh), (4.32)
where CX is the correct matching parameter that links the renormalisation group invariant
ΦRGI to the physical one, Mh is the RGI mass of the heavy quark and ΛMS the QCD Λ
parameter in the MS scheme. The RGI quantities
ΦRGI = Φ(µ)(2b0 g¯2)−γ0/(2b0) exp

−
g¯
0
dg

γ(g)
β(g)
− γ0
b0g

, (4.33)
Λ = µ(b0 g¯2)−b1/(2b
2
0) exp

− 1
2b0 g¯2

exp

−
g
0
dg

1
β(g)
+
1
b0g3
− b1
b20g

(4.34)
are obtained from solving the renormalisation group equations
µ
dΦ
dµ
= γ(g¯)Φ, (4.35)
µ
dg¯
dµ
= β(g¯) (4.36)
and are independent of the renormalisation scale µ. ΦRGI is further independent of the
renormalisation scheme. The renormalisation group functions β(g) and γ(g) of equations
(4.35), (4.36) are perturbatively expanded as
β(g¯)
g¯→0∼ −g¯3{b0 + b1 g¯2 + b2 g¯4 +O(g¯6)}, (4.37)
γ(g¯)
g¯→0∼ −g¯2{γ0 + γ1 g¯2 + γ2 g¯4 +O(g¯6)}, (4.38)
where [81, 82]
γ0 = − 14π2 , b0 =
1
(4π)2

11
3
N − 2
3
Nf

, b1 =
1
(4π)4

34
3
N2 −

13
3
N − N−1

Nf

(4.39)
are universal coefficients, N = Ncolour = 3.
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{HYPn, O(a) current improvement?}
β {1, no} {2, no} {1, yes} {2, yes}
5.2 0.7104( 5)(57) 0.7920( 5)(63) 0.7007( 5)(56) 0.7432( 5)(59)
5.3 0.7057(27)(57) 0.7839(26)(63) 0.6965(27)(56) 0.7376(25)(59)
5.5 0.6901(27)(56) 0.7597(26)(62) 0.6820(26)(55) 0.7218(24)(58)
Table 4.2: Values for ZA,RGI. Values at β = 5.2 are taken directly from table 4 of reference
[78], values at β = 5.3 are obtained using the interpolating polynomial of equa-
tion (B.3) and table 9 of that reference and values at β = 5.5 are obtained from a
linear extrapolation of the ones at β = 5.29 and β = 5.4.
An RGI quantity is related to the bare one via
ΦRGI = ZRGIΦbare, (4.40)
with a renormalisation factor ZRGI,
ZX,RGI(g0) ≡

ΦRGI
Φ(µ)
× ZstatX (µ, g0)

µ=1/Lmax
. (4.41)
Note here that the first factor in equation (4.41) is universal, that is, it does not depend on
the chosen lattice setup, while the second factor is non-universal1. ΦRGI/Φ(µ) is computed
in a recursive series of non-perturbative scale evolution steps, known as step scaling [83–
85].
In our case, Φ is the matrix element ⟨K|Vµ|Bs⟩. That is, the operator we need to renor-
malise is the vector current Vµ. Equation (4.32) then becomes [49, 80]
VHQET0 = CPS(Mh/ΛMS)Z
stat
A,RGI(g0)Z
stat
V/A(g0)V
stat
0 , (4.42a)
VHQETk = CV(Mh/ΛMS)Z
stat
A,RGI(g0)V
stat
k . (4.42b)
Interpolating polynomials for ZA,RGI are given in equation (B.3) and table 9 of reference
[78]. Since they span a range of 5.2 ≤ β ≤ 5.4, but we need ZA,RGI at β = 5.5, we have to
proceed carefully. We get the value at β = 5.5 best as a linear extrapolation of the ones at
β = 5.29 and β = 5.4. As errors for the inter- and extrapolated values, we take the same
error as that of the point closest to the one in question. We show the values in table 4.2.
References [78, 79] provide approximations2 of CPS, CV that rely on a three-loop pertur-
1In particular, the given values are correct for Nf = 2 non-perturbatively O(a) improved Wilson fermions
with plaquette gauge action and cSW of equation (3.15). The value depends on the static action used and
whether or not we use O(a) improvement of the current. We discuss this in section 5.1.8.
2The precision of these approximations is estimated in the given references as at least 0.2% for x ≤ 0.6, while
for our purposes, x ≈ 0.3.
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bative expansion in the renormalisation group function γ [86]:
CPS(x) = xγ0/(2b0){1− 0.118x− 0.010x2 + 0.043x3}, (4.43)
CV(x) = xγ0/(2b0){1− 0.266x− 0.178x2 + 0.193x3}, (4.44)
where
x =
1
ln(M/ΛMS)
. (4.45)
M = Mb and ΛMS are provided in references [71, 87]. We then obtain, for Nf = 2,
CPS = 1.2111(59), (4.46)
CV = 1.1338(73). (4.47)
Note that in equation (4.42a) we also need ZstatV/A = Z
stat
V /Z
stat
A . While this has been com-
puted in the quenched approximation [88], it is not available for the Nf = 2 theory. Since,
in perturbation theory, it is expected to be a small variation around 1 and it multiplies f∥
which is O(1/mh) suppressed, compare equations (2.8), its effects on the final result will
be very small. To be able to give a preliminary result, estimating the effect of including or
not the f∥ term, we therefore assume
ZstatA /Z
stat
V = 0.97(3). (4.48)
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In this chapter we discuss the correlators and the two- and three-point functions we con-
struct out of these, and how we build a ratio which will have a physical meaning. First, we
show how the two- and three-point functions are constructed in principle. Then we explain
how we calculate them explicitly. In this chapter, for the technical parts of the computa-
tion, let us set the lattice spacing a = 1 for notational simplicity. We will reintroduce it in
section 5.2 when we turn to the computation of quantities in physical units.
u
b
s
Vµ
0 T
tKtBs
ti
tv
t f
Figure 5.1: Schematic representation of Bs → K
In figure 5.1, we schematically show the three-point function which we compute and set
some notation. In particular, we define:
tK ≡ t f − tv, (5.1a)
tBs ≡ tv − ti. (5.1b)
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5.1 Correlators
We start by constructing two- and three-point functions:
CK(t; p⃗) = ∑
x⃗ f ,⃗xi
e− i p⃗·(x⃗ f−x⃗i)⟨Psu(x f )Pus(xi)⟩, (5.2)
CBs(t; 0⃗) = ∑
x⃗ f ,⃗xi
⟨Psb(x f )Pbs(xi)⟩, (5.3)
CBs→Kµ (tK, tBs ; p⃗) = ∑
x⃗ f ,⃗xv ,⃗xi
e− i p⃗·(x⃗ f−x⃗v)⟨Psu(x f )Vµ(xv)Pbs(xi)⟩, (5.4)
where
Pq1q2(x) =

ψq1
γ5ψq2

(x) = ψq1(x)γ5ψq2(x), (5.5a)
Vµ(x) =

ψuγµψb

(x) = ψu(x)γµψb(x). (5.5b)
Note that in the light-light two-point function and in the three-point function we inject
a relativistic three-momentum p⃗. For the heavy-light two-point function we choose to set
the momentum to p⃗Bs = 0, since we work in HQET and want to treat the Bs meson as static
up to 1/mh corrections. The heavy-light two-point function can be decomposed as
CBs(tBs) =∑
n

β(n)
2 e−E(n)Bs tBs , (5.6)
compare section 3.5, equation (3.37). Here we have now denoted amplitudes β(n) and
energies E(n)Bs . In the limit of large time, only the ground state, that is, the state with the
lowest energy, will remain, while all excited states with higher energies will have decayed:
CBs(tBs)
tBs→∞=

β(0)
2 e−E(0)Bs tBs . (5.7)
Similarly, the light-light two-point function is, for a given momentum p⃗,
CK(tK) =∑
n

κ(n)
2 e−E(n)K tK tK→∞= κ(0)2 e−E(0)K tK . (5.8)
Finally, for the three-point function, we have, for a given momentum p⃗,
CBs→Kµ (tK, tBs) = ∑
m
∑
n
κ(m)ϕ
(m,n)
µ β
(n) e−E
(m)
K tK e−E
(n)
Bs tBs
tK,tBs→∞= κ(0)ϕ(0,0)µ β(0) e−E
(0)
K tK e−E
(0)
Bs tBs . (5.9)
We use the correlators defined in equations (5.2), (5.3), (5.4) to construct the following ratio:
Rµ(tK, tBs) =
CBs→Kµ (tK, tBs)CK(tK)CBs(tBs) . (5.10)
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Then, in the limit of all time separations large, we obtain the matrix element of physical
interest to us as
ϕ
(0,0)
µ = ⟨K(pK)|Vµ|Bs(0)⟩ = lim
T,tK,tBs→∞
Rµ(tK, tBs) e
E(0)K tK/2 eE
(0)
Bs tBs /2, (5.11)
where E(0)K , E
(0)
Bs are the ground state energies of the K and Bs, respectively, that can be
determined independently from the two-point functions. In section 6.5, we discuss finite-T
effects due to the fact that in practice, the limit T → ∞ assumed in equation (5.11) cannot
be simulated. Let us note here that the ratio defined in equation (5.10) is not unique,
although it is the one that one frequently encounters in the literature [28, 29, 32, 35, 36].
For example, one could consider
R′µ(tK, tBs) =
CBs→Kµ (tK, tBs)
CK(tK)CBs(tBs)
, (5.12)
and, similar to equation (5.11), one would obtain the physical matrix element as
ϕ
(0,0)
µ = ⟨K(pK)|Vµ|Bs(0)⟩ = lim
T,tK,tBs→∞
R′µ(tK, tBs)κ
(0)β(0), (5.13)
where now κ(0), β(0) are the ground state amplitudes of the K and Bs, respectively, de-
termined independently from the two-point functions. In sections 6.1 and 6.3, we discuss
how to determine E(0)K , κ
(0) and E(0)Bs , β
(0), respectively, as fitting parameters in fits to the
corresponding correlators.
We will come back to the discussion of energies and amplitudes of the two- and three-
point functions in section 6.4 where we discuss a combined fit to these in order to obtain
the form factors ϕ(0,0)µ as fit parameters.
In the following sections, we discuss the ingredients needed to compute the correlators
of equations (5.2), (5.3) and (5.4).
5.1.1 Light quark smearing
A (light) fermion on the lattice, ψ, as introduced in section 3.2, is a field that lives on
a single lattice point x in spacetime. Contracted with an antiquark field ψ located at y,
we obtain a quark propagator S(x, y) which propagates the quark from x to y. A meson
propagator is the product of such a quark propagator with an antiquark propagator from
y to x. It is a δx function at the source and a δy function at the sink. As already addressed
in section 3.6, it is desirable to improve the overlap of a lattice correlator with the physical
ground state. Although the light-light correlator does not suffer from an exponentially
worsening signal-to-noise ratio as the heavy-light correlator does, it is still favourable to
improve on its overlap with the ground state which we want to determine. To achieve
better overlap with a physical meson, which has a finite extension, we employ Wuppertal
(Gaussian) fermion smearing [89–91]. In this procedure, the fermion field gets iteratively
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smeared and thus broadened, making for a better representation of the physical meson we
want to simulate. We define
W ≡ (1+ κ∇∗∇)N , (5.14)
where
κ = σ2/(4N), (5.15)
with a parameter σ and N the number of smearing iterations. In this thesis, all light quark
fields that we encounter will be smeared, that is
ψsm{u,s}(x) = Wψ{u,s}(x), (5.16)
while heavy quarks will not be smeared. The corresponding propagator obtained from the
contraction of two such quarks fields is

ψsm{u,s}(x)ψ
sm
{u,s}(y)

F = WxS{u,s}(x, y)
←−
W y ≡ Ssm{u,s}(x, y), (5.17)
where the subscript to the smearing operator indicates at which point the smearing is
performed. We note that although we will not smear a b quark, the heavy-light two-point
function, that is, a meson made up of heavy and a light quark, can be smeared when we
smear the light quark.
In this thesis, we will work with smeared light quark fields and propagators everywhere,
that is, they are of the form of equation (5.16) and (5.17), while all heavy quark fields and
propagators will not be smeared. In particular, a light quark propagator will be smeared
at both source and sink. Keeping this in mind, for notational simplicity, from now on we
will suppress the superscript “sm” everywhere.
5.1.2 Random sources method
To achieve better statistical precision and less noise, we compute all-to-all light quark
propagators with U(1) random sources ηr(x) [92, 93] on a time slice t. For this, we make
use of the fact that the correlators of equations (5.2), (5.3), (5.4), when averaged over gauge
configurations, are invariant under translations of the source point x⃗. Instead of computing
a single propagator, we want to compute a number of propagators from different source
points and then take the average of the resulting propagators which stochastically reduces
the variance. The cost of this is, naturally, that we have to compute a set of propagators
instead of a single one. Let us define
φr(x) ≡ S(x, y)ηr(y) (5.18a)
φr,⃗p(x) ≡ S(x, y)ηr,⃗p(y), ηr,⃗p(y) = ηr(y) ei p⃗·⃗y, (5.18b)
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where we imply a sum ∑y over all spacetime and understand that
ηr(x)η†r (y)

η
= δ(x− y) = 1
Nr
∑
r

ηr(x)η†r (y)

η
, (5.19)
with ⟨.⟩η the average over all η and Nr the number of sources. We will use sources that
reside on a single time slice tsource, that is,
ηr(x) = δ(t− tsource)ηr(x⃗). (5.20)
We use full time dilution, that is, we work with T random sources, placed on all time
slices, and averaged over.
5.1.3 Light quark twisting
In the setup considered so far, we are only able to assign discrete momenta to the two- and
three-point correlators of equation (5.2) and (5.4),
p⃗ = (2π/L)⃗n, ni ∈ Z, (5.21)
so that we compute the form factor at certain values of q2 = (pBs − pK)2 only, which differ
depending on the ensemble of gauge configurations we choose.
Once we have simulated the correlators, we will have to extrapolate the results to the
continuum and to the physical sea pion mass. We will discuss these extrapolations in
section 7.2. We would, however, like to avoid a third extrapolation in q2 due to the fact that
our data from different ensembles do not have the same physical light meson momentum
and thus are not at the same values of q2. Thus we would like to have values of the form
factor at (nearly) the same q2 for different ensembles.
By applying flavour twisted boundary conditions to the quark fields [94–97], we are able
to tune the momentum of the light meson freely. To this end, instead of imposing periodic
boundary conditions, we impose the boundary condition
ψ(x + Lkˆ) = ei θk ψ(x), (5.22)
where θ⃗ is a three-vector in space, but more generally, θ = (0, θ⃗) can be written as a
four-vector. In order to be able to Fourier transform these twisted fields in a well-defined
fashion, that is, obeying
∑
p⃗
ei p⃗·(x⃗+Lkˆ) ψ˜( p⃗) = ei θ⃗∑
p⃗
ei p⃗·⃗x ψ˜( p⃗), (5.23)
we have to redefine our momentum of equation (5.21) to
p⃗θ =
2π
L
(⃗n + θ⃗/(2π)). (5.24)
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Following the cited references, for convenience we then define
ψθ(x) = e− i x·θ/L ψ(x), (5.25)
noting that ψθ(x) has periodic boundary conditions. This causes a transformation of the
Dirac operator for the field ψθ , Dθ , in the action, according to
ψ(x)D(x, y)ψ(y)→ ψθ(x)Dθ(x, y)ψθ(y) = ψθ(x) e− i θ·x/L D(x, y) ei θ·y/L ψθ(y). (5.26)
This can be achieved using the derivatives as written in equations (A.6) instead of ordinary
lattice derivatives of equation (A.5), which amounts to a phase multiplication of the gauge
fields,
Uµ(x)→ Uθµ(x) = ei θk/L Uµ(x). (5.27)
In our program we choose to include this phase multiplication into the gauge field through
which the quark which we want to twist is propagating. In equation (5.27), we divide the
total twist per direction, θk, to L shares with each gauge link receiving a contribution of
θk/L.
When considering a function of more than one quark, the most general case is that we
allow for each of the quarks qfi to be twisted by θ⃗fi . For example, for the kaon two-point
function, we can twist the u by θ⃗u and the s by θ⃗s. Then, we have
CK(t; p⃗, θ⃗u, θ⃗s) =∑
x⃗
ei p⃗
θ
K ·⃗x ⟨Psu(x)Pus(0)⟩
=∑
x⃗
ei p⃗
θ
K ·⃗x−i θ⃗u−θ⃗sL ·⃗x

Pθsu(x)P
θ
us(0)

θ
=∑
x⃗
ei p⃗K ·⃗x

Pθsu(x)P
θ
us(0)

θ
, (5.28)
where by ⟨.⟩θ we indicate that in the action we use the Dirac operator Dθ of equation (5.26).
The kaon will then receive the resulting momentum
p⃗θK =
2π
L
(⃗n + (⃗θu − θ⃗s)/(2π)). (5.29)
In our project we choose not to twist the up quark. The ensembles we will simulate on
have two dynamical light quarks in the sea. When we set up our measurements, we will
set the mass of the valence light quarks to that of the sea light quarks, that is, mlight = msea.
Now a twist on the up quark would correspond to a partial quenching of that quark which
is undesirable, because we would lose unitarity. The valence strange quark, on the other
hand, is already quenched, since it is not dynamic in the sea. So, by twisting it, we cannot
cause any more harm than we did by quenching it in the first place1.
Note that as depicted in the sketch in figure 5.1, the b and u are quarks and the s is an
1This reasoning will no longer hold when simulating B → π decays since then, both light quarks are un-
quenched.
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antiquark. Let us consider for now only twisting the s (thus setting θu = 0). In the next
subsection we will then also discuss twisting the b. Twisting the s, we vary the momenta
of both the K and the Bs,
p⃗θK =
2π
L
(⃗n + θ⃗s/(2π)) (5.30a)
p⃗θBs = 0⃗+ θ⃗s/L. (5.30b)
As we twist the antiquark, a phase shift as in equation (5.27) will pick up an extra minus
sign, so that in order to get a positive shift in momentum, we need to set the components
of θ⃗s to a negative value. Note here that the Bs receives a momentum p⃗Bs , which enters in
the relativistic energy-momentum relation E = mBs(1 + p⃗2/(2m2Bs) + . . .) at order 1/mBs .
Since we treat the Bs in HQET, the quantities mb, bare and Estat are independent of p⃗Bs and
therefore of θ⃗s. Once we turn to O(1/mh), however, we will encounter effects due to the fact
the Bs has a non-vanishing momentum. The form factor decomposition we discussed in
section 2.1 is based on being in the Bs rest frame. So in order to restore our considering the
Bs in the rest frame, we will also twist the b quark. We discuss this in the next subsection.
In appendix C.2, we also discuss in more detail some implications of quark twisting.
5.1.4 Heavy quark twisting
As we have seen in equation (5.30b), when we twist the s quark, the Bs meson will receive
a momentum, which we would like to avoid. Thus we discuss twisting the b quark by
θ⃗b, the idea being that when we set θ⃗b = θ⃗s, the effects of the two twists will cancel,
compare equation (5.29), and the Bs will be in its rest frame. As we noted previously, for
our purposes, this is convenient, so we adapt this choice, but we note that in principle it
is possible to have θ⃗b ̸= θ⃗s, thus leaving the Bs with a non-vanishing momentum. Hence,
from now on, we will assume θ⃗b = θ⃗s ≡ θ⃗. Note that also in the measurement code, only
θ⃗b = θ⃗s or, as a relic, θ⃗b = 0 are implemented.
Hence, the s and b quarks will be twisted by θ⃗, thus propagating through gauge fields
of equation (5.27), while the u quark has θ⃗u = 0⃗. As we noted already, in the static
approximation, the b quark propagates in time-direction only, consequently, it will not feel
any effect of the quark twist, since the twist is in spatial directions only. At order 1/mh, it
will feel an effect when spatial derivatives act on the heavy quark propagator, introducing
a dependence on spatial gauge links, compare equation (5.27). We discuss this in sections
5.1.6 and 5.1.7.
In the following, we will work with periodic fields ψθ everywhere. Thus, to keep nota-
tion simple, from now on, we drop the subscript θ everywhere.
5.1.5 Computation of correlators
Now that we are equipped with the necessary tools, let us see how to compute the corre-
lators introduced in section 5.1 explicitly. Since it is the most intricate case, we present the
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computation of the three-point function in some detail.
For the three-point function, with {x⃗} = x⃗ f , x⃗v, x⃗i, we compute
CBs→Kµ (tK, tBs ; p⃗, θ) =
−1
V3
∑
{x⃗}
e− i p⃗·(x⃗ f−x⃗v)

Psu(x f )Vµ(xv)Pbs(xi)

F

(5.31)
=
−1
V3
∑
{x⃗}
e− i p⃗·(x⃗ f−x⃗v)

ψs(x f )γ5ψu(x f )ψu(xv)γµψb(xv)ψb(xi)γ5ψs(xi)

F

,
where V3 = L3 is the three-volume of the lattice. Remembering equation (3.25), we now
perform Wick contractions:
=
1
V3
∑
{x⃗}
e− i p⃗·(x⃗ f−x⃗v)

tr

Su(x f , xv)γµSb(xv, xi)γ5Ss(xi, x f )γ5

Next, we move the γ5 at the end of the trace to the front; commuting the other γ5 to the left
with Sb, we get P+ → P− in the propagator which we denote by b → b˜, and commuting it
further with γµ causes a factor −1. Then, we insert ηr, η†r,⃗p of equations (5.18) in x f , with
the sum now running also over x f ′ , and arrive at
=
−1
V3Nr
∑
{x⃗}
∑
r
ei p⃗·⃗xv

tr

γ5Su(x f , xv)γ5γµSb˜(xv, xi)Ss(xi, x f )ηr(x f )η
†
r,⃗p(x f ′)

,
where we now imply that the average ⟨.⟩ is also over η, compare equation (5.19). We now
use γ5-hermiticity, γ5S(x, y)γ5 = S†(y, x), on the up quark propagator and move η†r,⃗p(x f ′)
to the front, thus making the trace summation implicit,
=
−1
V3Nr
∑
{x⃗}
∑
r
ei p⃗·⃗xv

η†r,⃗p(x f ′)S
†
u(xv, x f )γ
µSb˜(xv, xi)Ss(xi, x f )ηr(x f )

=
−1
V3Nr
∑
{x⃗}
∑
r
ei p⃗·⃗xv

φ†r,⃗p(xv)γ
µSb˜(xv, xi)φr(xi)

, (5.32)
where finally, we substituted φr, φ†r,⃗p of equations (5.18). The computation for the two-
point functions is analogous to that presented in equation (5.32). We here give only the
result. We get for the light-light two-point function
CK(tK; p⃗, θ⃗) = 1V3Nr ∑x⃗i ,⃗x f
∑
r
ei p⃗x⃗i

φ†r,⃗p(xi)φr(xi)

, (5.33)
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and for the heavy-light two-point function2
CBs(tBs ; θ⃗) =
1
V3Nr
∑
x⃗i ,⃗x f
∑
r

η†r (x f )γ5Sb(x f , xi)γ5φr(xi)

=
1
V3Nr
∑
x⃗i ,⃗x f
∑
r

η†r (x f )Sb˜(x f , xi)φr(xi)

. (5.34)
5.1.6 O(1/mh) Lagrangian insertions
Here we discuss the computation of the Lagrangian insertions, defined in section 4.2. Let
us insert equations (4.8) and (4.9) into equation (4.24), where O is our static three-point
function of equation (5.31). For the kinetic insertions, we then have
CBs→K,kinµ (tK, tBs ; p⃗, θ⃗) =
−1
V3
∑
{x⃗},z
e− i p⃗·(x⃗ f−x⃗v)

Psu(x f )Vµ(xv)Okin(z)Pbs(xi)

F

=
−1
V3
∑
{x⃗},z
e− i p⃗·(x⃗ f−x⃗v)

ψsγ5ψu

(x f )

ψuγµψb

(xv)

ψb(z)D⃗
2ψb(z)
 
ψbγ5ψs

(xi)

F

.
(5.35)
Now we evaluate the derivative and contract:
CBs→K,kinµ (tK, tBs ; p⃗, θ⃗) =
−1
V3
∑
{x⃗},l,z
e− i p⃗·(x⃗ f−x⃗v)

ψsγ5ψu

(x f )

ψuγµψb

(xv)×
× ψb(z)

Ul(z) ei θl/L ψb(z + lˆ) +U†l (z− lˆ) e− i θl/L ψb(z− lˆ)− 2ψb(z)
 
ψbγ5ψs

(xi)

F

=
1
V3
∑
{x⃗},l,z
e− i p⃗·(x⃗ f−x⃗v)

tr

γ5Su(x f , xv)γµSb(xv, z)×
Uθl (z)Sb(z + lˆ, xi) + (U
θ
l )
†(z− lˆ)Sb(z− lˆ, xi)− 2Sb(z, xi)

γ5Ss(x f , xi)

. (5.36)
Now, analogous to equation (5.32), we insert sources ηr, η†r,⃗p in x f , commute the γ5 through
the b quark propagators and past the γµ, accounting for P+ → P− and an overall sign
change, use γ5-hermiticity and the notation of equations (5.18) to arrive at
CBs→K,kinµ (tK, tBs ; p⃗, θ⃗) =
1
V3Nr
∑
{x⃗},r,l,z
e− i p⃗·(x⃗ f−x⃗v)

tr

φ†r,⃗p(xv)γµSb˜(xv, z)×
Uθl (z)Sb˜(z + lˆ, xi) + (U
θ
l )
†(z− lˆ)Sb˜(z− lˆ, xi)− 2Sb˜(z, xi)

φr(xi)

≡ 1
V3Nr
∑
{x⃗},r
e− i p⃗·(x⃗ f−x⃗v)

tr

φ†r,⃗p(xv)γµS
kin
b˜ (xv, xi)φr(xi)

, (5.37)
2In our program code, we compute CBs as in the first line of equation (5.34), that is, with both γ5s explicit
and the projector P+.
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where we have defined
Skinb˜ (xv, xi) ≡∑
l,z
Sb˜(xv, z)

Uθl (z)Sb˜(z + lˆ, xi) + (U
θ
l )
†(z− lˆ)Sb˜(z− lˆ, xi)− 2Sb˜(z, xi)

.
(5.38)
For the spin insertions, we have, following the same steps of computation,
CBs→K,spinµ (tK, tBs ; p⃗, θ⃗) =
−1
V3
∑
{x⃗},z
e− i p⃗·(x⃗ f−x⃗v)

Psu(x f )Vµ(xv)Okin(z)Pbs(xi)

F

=
−1
V3
∑
{x⃗},z
e− i p⃗·(x⃗ f−x⃗v)

ψsγ5ψu

(x f )

ψuγµψb

(xv)

ψb(z)⃗σ · B⃗ψb(z)
 
ψbγ5ψs

(xi)

F

=
−1
V3Nr
∑
{x⃗},r,z
e− i p⃗·(x⃗ f−x⃗v)

tr

φ†r,⃗p(xv)γµSb˜(xv, z)
⃗
σ · B⃗Sb˜(z, xi)φr(xi)
≡ −1
V3Nr
∑
{x⃗},r
e− i p⃗·(x⃗ f−x⃗v)

tr

φ†r,⃗p(xv)γµS
spin
b˜
(xv, xi)φr(xi)

, (5.39)
where now
Sspin
b˜
(xv, xi) ≡∑
z
Sb˜(xv, z)
⃗
σ · B⃗Sb˜(z, xi). (5.40)
Finally, we give the expressions for the kinetic and spin insertions for the two-point heavy-
light function, obtained in a very similar computation:
CBs,kinµ (tBs ; θ⃗) =
1
V3Nr
∑
{x⃗},r

η†r (x f )S
kin
b˜ (xv, xi)φr(xi)

(5.41)
and
CBs,spinµ (tBs) =
1
V3Nr
∑
{x⃗},r

η†r (x f )S
spin
b˜
(xv, xi)φr(xi)

. (5.42)
5.1.7 O(1/mh) current insertions
We now turn to the computation of the O(1/mh) current insertions introduced in section
4.4 and tabulated in table 4.1. To this end, let us first see symbolically how a kernel Kµj
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µ j sµj Γ
µ
jl
0
1 1 ∑l γl
2 −1 ∑l γl
k
1 1 ∑l γlγk
2 1 1
3 −1 ∑l γlγk
4 −1 1
Table 5.1: Overview of coefficients to be inserted in equation (5.44).
containing derivatives and some gamma structure Γµ acts on functions f (x), g(x):
∑
x⃗
[ f †(x)Kµjg(x)] ei p⃗·⃗x =∑
x⃗
[ f †(x)(∇Sl ±
←−∇ Sl )Γµg(x)] ei p⃗·⃗x
=∑
x⃗

[± f †(x + lˆ)U†l (x)∓ f †(x− lˆ)Ul(x− lˆ)]Γµg(x)
+ f †(x)Γµ[Ul(x) ei θl/L g(x + lˆ)−U†l (x− lˆ) e− i θl/L g(x− lˆ)]

ei p⃗·⃗x
=∑
x⃗

[± f †(x + lˆ)U†l (x)∓ f †(x− lˆ)Ul(x− lˆ)]Γµg(x)
+ f †(x− lˆ)Ul(x− lˆ) ei θl/L Γµg(x) e− i pl − f †(x + lˆ)U†l (x) e− i θl/L Γµg(x) ei pl

ei p⃗·⃗x
=∑
x⃗

− f †(x + lˆ)U†l (x)

∓1+ ei(pl−θl/L)

+
+ f †(x− lˆ)Ul(x− lˆ)

∓1+ e− i(pl−θl/L)
 
Γµg(x) ei p⃗·⃗x, (5.43)
where, since summing over all x⃗, we shifted summation variables x⃗ → x⃗± lˆ where needed
so as to get our final result in terms of g(x). Now, we apply the same steps of computation
of equation (5.43) to our three-point correlator of equation (5.32), inserting Kµj in the place
of γµ, to arrive at:
CBs→K,1/mµ,j (tK, tBs ; p⃗, θ⃗) =
−1
V3Nr
∑
{x⃗}
∑
r,l,j
cVµj e
i p⃗·⃗xv

−φ†r,⃗p(xv + lˆ)(dµjl)∗U†l (xv)+
+ φ†r,⃗p(xv − lˆ)dµjlUl(xv − lˆ)

ΓµjlSb˜(xv, xi)φr(xi)

, (5.44)
where
dµjl =
1
4

sµj + e− i(pl−θl/L)

. (5.45)
Expressions of Γµjl and sµj are shown in table 5.1. The cVµj are the matching coefficients
introduced in section 4.4. They need to be determined non-perturbatively; an effort to
achieve this is currently underway [76, 77].
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5.1.8 O(a) current improvement in the static case
We want to O(a) improve the vector current at static order. Once we fully include O(1/mh)
terms, we automatically have O(a) improvement. At static order, we have [49]
(VstatI )µ = V
stat
µ + c
stat
Vµ δV
stat
µ . (5.46)
For this, we need the following terms:
δVstat0 = ψl∑
l
←−∇ Sl γlψh, (5.47a)
δVstatk = −ψl∑
l
←−∇ Sl γlγkψh, (5.47b)
with ∇S as in equation (A.7). We can obtain them as linear combinations of the O(1/mh)
terms listed in table 4.1. In fact,
δVstat0 = (V0,2 −V0,1), (5.48a)
δVstatk = (Vk,1 −Vk,3). (5.48b)
From reference [67], cstatA is known perturbatively:
cstatA (g0) = c
stat,(1)
A × g20 +O(g40), cstat,(1)A =
0.039(4) HYP10.220(14) HYP2. (5.49)
From spin symmetry, we know that [49]
Vstat0 → [Vstat0 ]′ = Astatk , [Astat0 ]′ = Vstatk (5.50)
and
[δVstat0 ]
′ = δAstatk , [δA
stat
0 ]
′ = δVstatk . (5.51)
Note that this applies also to cstatV , c
stat
A , that is, equation (5.46) becomes
(VstatI )0 = V
stat
0 + c
stat
V δV
stat
0 , (5.52a)
(VstatI )k = V
stat
k + c
stat
A δV
stat
k . (5.52b)
The coefficient cstatV is again only known to one loop in perturbation theory [98]:
cstatV (g0) = c
stat,(1)
V × g20 +O(g40), cstat,(1)V =
0.0223(6) HYP10.0380(6) HYP2. (5.53)
Here, again, the coefficients are small at one-loop order of perturbation theory, and mul-
tiply f∥ which is O(1/mh) suppressed. Hence their effect on the final result will be very
small. At this stage of the work, where O(1/mh) effects are not yet included, to be able
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to give a preliminary result and to estimate the effect of including or not the f∥ term, we
assume that these values can be used.
5.2 Simulation details
The expressions derived in the previous sections for the two- and three-point func-
tions, as well as the O(1/mh) insertions to these, have been implemented in the c-code
hqet_btopi_all, located in ~/main/. It is based on the DD-HMC (Domain Decomposi-
tion Hybrid Monte Carlo) program package [99] and employs a deflated sap-gcr solver
[100–103] for the inversions of the Dirac operator. Modules specifically written for the
measurements of the Bs → K project are collected in ~/modules/meas/. Setting all gauge
links to unit matrices, the computations of correlators presented in section 5.1 can be per-
formed analytically. Comparing the results of analytic computations with the output of
the measurement code is a valuable tool for checking the correctness of both. In appendix
B, we discuss in detail how we perform these analytic computations. In appendix C, we
further discuss some underlying properties of the project.
Upon execution, hqet_btopi_all produces output files hithit2pt for the two-point
light-light function, hithit_3pt-tag-hyphyp for the three-point function and hithit-tag
-hyphyp for the two-point heavy-light function, where hit is an integer indicating the
replicum of the measurement, tag ∈ {stat, kin, spin, v1om} specifies whether the
static correlator, the kinetic, spin or 1/m current insertions were computed and hyp ∈ {
1, 2} indicates the HYP-smearing used, see section 3.6.
Simulations were performed on CLS gauge configurations3 with Nf = 2 dynamical sea
quark flavours. An overview of the ensembles used is given in table 5.2. We perform mea-
surements on the three ensembles A5, F6 and N6, which have roughly the same pion mass,
allowing us to perform a continuum extrapolation. Measuring on ensemble F7, which has
a different pion mass, we can estimate chiral effects. For the future, measurements on O7
and B6 are planned, so that a continuum limit can be taken at a second value of the pion
mass. All measurements, the results of which are presented in this thesis, were performed
on the SuperMUC Petascale System4 at the Leibniz-Rechenzentrum.
Let us now discuss which κs we use, that is, which mass of the strange quark. While
the simulations run on ensembles with Nf = 2 light dynamical sea quark flavours, when
considering a Bs → K decay, we have a valence s quark. Its mass is an input parameter to
the measurements. To choose it, we follow what is referred to as “strategy 1” in reference
[87]. Following this strategy, we keep constant at its physical value the quantity
RK =
m2K
f 2K
, (5.54)
where fK is the kaon decay constant. In a lattice simulation, RK will be a function of the
3https://twiki.cern.ch/twiki/bin/view/CLS/
4http://www.lrz.de/services/compute/supermuc/
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light quark masses (κ1 = κ2) and the strange quark mass κ3. We use the physical kaon
mass and decay constant in the isospin limit [16, 104],
mK = 494.2 MeV, fK = 155 MeV. (5.55)
Thus, once we fix κ1 and mK, κ3 will be given as some function κ3 = h(κ1). Then
RK(κ1, κ3) = RK(κ1, h(κ1)) =
(amPS(κ1, h(κ1)))2
(ZAa f barePS (κ1, h(κ1)))2
!= RphysK . (5.56)
As light quark mass κ1, we use the one that was used in the generation of the ensembles,
that is, mlight = msea. In tables 16 to 18 of reference [87], for that choice of κ1, we find
tabulated for some values of κ3 the corresponding values of masses and decay constants
of a pseudoscalar meson made up of two quarks with these masses. In section 5.4 of
reference [87], a strategy to determine the strange quark mass, that is, to approximate the
function κ3 = h(κ1), is proposed. It fits the four points closed to the physical point in
terms of distance d = |RK(κ1, κ3)− RphysK | to a polynomial P2(κ3 − κ1) = ∑2n=0 cn(κ3 − κ1)n.
The points are weighted with (d2 + ϵ2)−1, with a regulator ϵ = 1100

maxκ3{RK(κ1, κ3)} −
minκ3{RK(κ1, κ3)}

. We tabulate the resulting values for κs in table 5.2.
While we smear the quarks of the light meson with 50 iterations and κ = 0.1 everywhere
(see section 5.1.1, equations (5.14) and (5.15)), the light quark that is part of the heavy
meson is smeared with various numbers smearing iterations Rk, thus creating different
trial wave functions. For the choice of iterations we adopt the values used for example in
reference [71], motivated by keeping roughly constant in physical units the smearing radii
rk = 2a
√
κRk, with κ of equation (5.15) kept at 0.1 throughout. We tabulate the values for
Rk in table 5.2.
In the Bs rest frame, pBs = (mBs , 0⃗), pK = (EK, p⃗K). We require the continuum energy-
momentum relation to hold, EK =

p⃗2K + m
2
K. We use the PDG [3] value for the Bs mass,
mBs = 5.3667(4) GeV, and the conversion constant h¯c = 0.1973269718(44) GeV fm. We have
q2 = (pBs − pK)2
= m2Bs − 2mBs

p⃗2K + m
2
K + m
2
K. (5.57)
To convert the lattice momentum to physical units, we use
( p⃗physK )2 [GeV] =

( p⃗latK

(a [fm]))2 × (h¯c [Gev fm])2
1/2
, (5.58)
where p⃗latK is given in equation (5.30a) and lattice spacings a in fm, obtained via scale
setting using fK, as in reference [87]. Their values have been updated in reference [105],
tabulated in table 5.2. Now we can use equations (5.58) and (5.57) to compute the physical
momenta and the momentum transfer given a lattice momentum. As pointed out in the
introduction, in this thesis, we focus on the computation of the form factor at one value
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id β L/a a [fm] mπ [MeV] mπL Ncfg κs {R1, R2, R3, R4}
A5 5.2 32 0.0749(8) 330 4.0 500 0.13535(2) {0, 15, 60, 155}
B6 48 280 5.1 0.13530(2)
F6 5.3 48 0.0652(6) 310 5.0 300 0.13579(2) {0, 22, 90, 225}
F7 48 270 4.3 635 0.13578(2)
N6 5.5 48 0.0483(4) 340 4.0 1200 0.13631(1) {0, 33, 135, 338}
O7 64 270 4.2 0.13627(1)
Table 5.2: Overview of the subset of Nf = 2 CLS ensembles on which we performed our
measurements. Lattice spacings are taken from reference [87], updated in refer-
ence [105]. mπ is the mass of a pion in the sea. We observe that mπL ≥ 4 on all
ensembles. Ncfg is the number of configurations on which we measured. κs is
the κ of the valence strange quark we use, determined as described in the text.
Rk are the numbers of light quark smearing iterations we use for the heavy-light
meson, obtaining different trial wave functions.
A5 F6, F7 N6

p⃗2K q
2
n⃗ + θ⃗/(2π) n⃗ + θ⃗/(2π) n⃗ [GeV] [GeV2]
(0, 0, 0) (0, 0, 0) (0, 0, 0) 0 23.74
(1.034, 0, 0) (1.350, 0, 0) (1, 0, 0) 0.535 21.23
(1, 1, 0) 0.757 19.35
(1, 1, 1) 0.927 17.77
(2, 0, 0) 1.070 16.39
Table 5.3: Overview of momenta.
of q2, q2 = 21.23 GeV2, the second row of table 5.3. For completeness, in table 5.3 we
also tabulate other values of q2 and their corresponding lattice momenta. We here restrict
ourselves to leaving lattice N6 untwisted, while in principle, there is no reason to do so.
In particular, any value of q2 can be reached by twisting all lattices accordingly. We also
restrict ourselves here to showing only those q2 satisfying pK . 1 GeV, which is necessary
for HQET to be well-defined. We note here that distributing the twist to components of
p⃗K in order to reach a given value in GeV is not unambiguous. In table 5.4, we show for
lattice A5 some of the possible combinations. To pick a combination that we use in our
measurement, we choose the following rule. Any vanishing momentum component on an
untwisted lattice is zero also for a twisted lattice. The twist is distributed equally among
all non-zero components.
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n⃗ + θ⃗/(2π)

p⃗2K [GeV] q
2 [GeV2]
(0.597, 0.597, 0.597) 0.535 21.23
(0.731, 0.733, 0) 0.535 21.23
(1, 0.263, 0) 0.535 21.23
(1.034, 0, 0) 0.535 21.23
Table 5.4: Overview of different twisting combinations to reach the same physical kaon
momenta p⃗K and hence q2 for lattice A5.
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Now that we ran our measurements as detailed in section 5.2, we have acquired a set of
raw output data for the quantities motivated in section 5.1. In this chapter, we discuss
how to extract physical quantities from these raw data, in particular, of course, the form
factor as introduced in section 2.1. In the following, we focus our discussion on HYP1, as
discussed in section 3.6.
6.1 Effective masses
The effective mass is defined as [52]
meff, naive(t + 1/2) = log
C(t)
C(t + 1) = −∂t log(C(t)). (6.1)
For a symmetric correlator, like the light-light correlator, we can consider
C(t)
C(t + 1) =
cosh(meff,symm(t− T/2))
cosh(meff,symm(t + 1− T/2)) (6.2)
and solve this equation for meff,symm.
Taking two surrounding points into account, equation (6.2) becomes
C(t + 2)
C(t + 1) =
e−meff(T−(t+1))+ e−meff(t+1)
e−meff(T−t)+ e−mefft
. (6.3)
We solve equation (6.3) to obtain meff(t + 1).
When considering an effective mass plot of a two-point function, we identify the ground
state, reached at sufficiently large t, as a plateau. That is, all excited states have decayed
and only the ground state remains. To determine its energy, one now could perform a fit
to a constant, that is, a weighted average, in the plateau region. Here, however, for the
light-light two-point function, we choose to follow the strategy presented in section 3.2 of
reference [87]. Let us briefly recapitulate it here. A two-point correlator can be written in
its spectral decomposition, compare equation (3.37), according to
C(t) =
∞
∑
n=0
A(n) e−E
(n)t
≈
1
∑
n=0
A(n) e−E
(n)t = A(0) e−E
(0)t +A(1) e−E
(1)t, (6.4)
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from eq. (6.8) from eq. (6.6)
ens

κ(0)
2 × 105 E(0)K κ(0)2 × 105 E(0)K κ(1)2 × 105 E(1)K
A5 9.83(16) 0.28401(88) 9.80(14) 0.2839(15) 5.8(1.0) 0.693(57)
F6 10.37(22) 0.24850(92) 10.27(13) 0.24816(77) 9.5(1.7) 0.618(42)
N6 8.57(29) 0.18358(115) 8.55(16) 0.18356(62) 11.1(1.4) 0.449(21)
F7 10.01(22) 0.24569(89) 9.95(9) 0.24550(52) 9.0(9) 0.595(25)
Table 6.1: Fit results for κ(n) and E(n)K for the ensembles on which we measured. Shown
are both the fit results of the one-exponential fit, equation (6.8), and of the two-
exponential fit, equation (6.6).
assuming that we restrict ourselves to considering large enough t that only two states,
ground and first excited state, contribute. For the two-point light-light correlator, making
use of its symmetry property, we have
CK(t) = κ(0)2 e−E(0)K t + e−E(0)K (T−t) + κ(1)2 e−E(1)K t + e−E(1)K (T−t) . (6.5)
Now we perform a two-exponential fit to equation (6.5) in a region where this assumption
is assumed to be valid. Using the fit results, we then reconstruct the fitted correlator,
CKfit =

κ
(0)
fit
2 e−E(0)fit t + e−E(0)fit (T−t) + κ(1)fit 2 e−E(1)fit t + e−E(1)fit (T−t) . (6.6)
Now, we compute the effective mass of the fitted correlator, mfiteff(t), using equation (6.3).
Then we impose
mfiteff(t)
E(0)fit
− 1 < c˜× δmeff(t)
meff(t)
, (6.7)
with a constant c˜. That is, we look for the t where the excited state contribution to the
effective mass as given by the fit is less than c˜ times the relative statistical error of meff(t)
at that t. In other words, we demand that the systematic error be negligible compared to
the statistical one. We here choose c˜ = 1/4. The first t for which this is satisfied will be
the tmin for a second fit, in a region [tmin, T − tmin], this time to the ground state of the
correlator only:
CK(t) = κ(0)2 e−E(0)K t + e−E(0)K (T−t) . (6.8)
From this fit, we obtain the values for κ(0), E(0)K that we use in the following sections.
Having performed this procedure, we show the result graphically in figure 6.1 for the
ensemble N6, similar to figure 2 of reference [87]. While if in the following, we need
values for κ(0), E(0)K , we take them from the fit to equation (6.8), note that from the first fit,
equation (6.5), we also have κ(1), E(1)K . In table 6.1, we tabulate our results for the various
ensembles on which we measured.
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Figure 6.1: Effective mass plot for the light-light correlator on ensemble N6. The shown
curve is the result of the fit to equation (6.5) to data points outside the shaded
area. The red band is the result of the one-exponential fit as in equation (6.8).
6.2 Generalised Eigenvalue Problem
When considering matrix elements involving a heavy quark, employing solutions to the
Generalized Eigenvalue Problem (GEVP) has been suggested [106, 107] in order to obtain
plateau values for effective masses of the ground and excited states of these quantities.
In this section, we discuss how we apply the GEVP to our problem. Let us first review
very briefly the key points of the cited references, while a detailed derivation can be found
therein. In this section, we deviate from the notation of the literature in that we denote the
ground state by n = 0 instead of n = 1.
The GEVP is defined by
C(t)vn(t, t0) = λn(t, t0)C(t0)vn(t, t0), n = 0, . . . , N − 1, t0 < t < 2t0, (6.9)
where Cij is a matrix of correlation functions involving a heavy quark field. In practice, we
construct this matrix by choosing different light quark smearing levels, see section 5.1.1,
tabulated in table 5.2. For our purposes, we will use the heavy-light correlators defined
in equation (5.3). The key feature of the GEVP is that it allows the determination of the
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effective energy of the n-th state
E(n)eff (t, t0) = −∂t log(λn(t, t0)) (6.10)
as [108]
E(n)eff (t, t0) = E
(n) +O(e−∆N+1,nt), ∆N+1,n = E(N+1) − E(n). (6.11)
This means in particular that if we are interested in the ground state energy and use, for
example, N = 3 correlators, we obtain it up to corrections of order exp{−∆3,0t}, compared
to exp{−∆1,0t} without the use of GEVP. The energy of the n-th state can now be deter-
mined by performing a plateau fit, that is, a weighted average, to E(n)eff (t, t0) of equation
(6.11).
Let us point out here that for our purposes, what we need is only a rough estimate of
the energies of the first three states, since they serve as initial values for our final fit. We
discuss this in some detail in the following sections.
6.3 Fitting the heavy-light correlators
In this section, we discuss a strategy to extract energies and amplitudes of the heavy-
light two-point function. Having simulated Nwvfn = 4 light-quark smearing levels as
discussed in section 5.1.1, for the heavy-light two-point function, we obtain a correlator
matrix CBsij (tBs) in smearing-level space, i, j = 0, . . . , Nwvfn − 1, where i, j = 0 corresponds
to the unsmeared wave function which we omit in our analysis because of its poor overlap
with the physical ground state. That is, CBsij is a 3× 3 matrix. We symmetrise CBsij = (CBsij +
CBsji )/2 so that we deal with six different correlators. We restrict ourselves to considering
the first three energy states, N = 3, that is, the ground, first and second excited state.
Let us remember equation (5.6) and write the heavy-light two-point function as
CBsij (tBs) =∑
n
β
(n)
i β
(n)
j e
−E(n)Bs tBs ≈
2
∑
n=0
β
(n)
i β
(n)
j e
−E(n)Bs tBs . (6.12)
In particular, for the diagonal entries CBsii (tBs) we have
CBsii (tBs) =∑
n

β
(n)
i
2 e−E(n)Bs tBs ≈ 2∑
n=0

β
(n)
i
2 e−E(n)Bs tBs . (6.13)
If we now assume (E(n)Bs )GEVP known as determined from the GEVP as discussed in section
6.2, we can perform a linear fit to CBsii to determine

β
(n)
i
2
lin as in equation (6.13). Now
we can use these as input values, with (E(n)Bs )GEVP still fixed from GEVP, to determine
(β(n)i )non-lin as non-linear fit parameters in a fit to the full matrix CBsij , that is, including off-
diagonal entries. In this way, we are sensitive to possible minus signs in any of the β(n)i ,
which we are unable to determine from the linear fit for

β
(n)
i
2. Obviously, the absolute
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values of all β(n)i should be compatible between linear and non-linear determination, that
is, β(n)i lin = β(n)i non-lin (6.14)
and
β
(n)
i
β
(n)
1

lin
=
β
(n)
i
β
(n)
1

non-lin
. (6.15)
6.4 Extracting the form factors
In this section, we discuss a strategy to extract energies and amplitudes of the three-point
function by performing a combined fit to the three-point data together with the data of the
two-point functions, sometimes referred to as a “factorising fit” [109]. We here make some
assumptions about the correlators and the fits and discuss these; then we present the fit to
which these assumptions lead. In appendix D, we present some possible models for the
fits that are the result of different assumptions.
Unlike the heavy-light two-point function, which is a matrix in smearing-level space (see
section 6.3), CBs→Kµ,i (tK, tBs) is a 1× Nwvfn vector1. Again, we restrict ourselves to omitting
the unsmeared wave function and considering the first three energy states, N = 3, that is,
the ground, first and second excited state.
Let us remember equation (5.8) and write the light-light two-point function as
CK(tK) =∑
n
(κ(n))2 e−E
(n)
K tK ≈ (κ(0))2 e−E(0)K tK , (6.16)
where we assume that all tK that we consider are large enough such that excited kaon
states are negligible. Remembering equation (5.9), we write the three-point function, for a
set of fixed p⃗, θ⃗, as
CBs→Kµ,i (tK, tBs) =∑
m
∑
n
κ(m)ϕ
(m,n)
µ β
(n)
i e
−E(m)K tK e−E
(n)
Bs tBs
≈
2
∑
n=0
κ(0)ϕ
(0,n)
µ β
(n)
i e
−E(0)K tK e−E
(n)
Bs tBs , (6.17)
also neglecting excited kaon states in the three-point functions. While in chapter 7, we
discuss in detail how to obtain the physical form factors from ϕ(0,0)µ , here we focus on
discussing the combined fit to CBs→Kµ=0 and CBs→Kµ=1 for ϕ(0,0)0 and ϕ(0,0)1 .
By “combined fit” we mean that we perform one fit minimising
χ2 =∑
j
(yj − f (p, xj))2
σ2j
, (6.18)
1Here we only smear the heavy-light part at one point (at xi, compare figure 5.1.). The “other end” of the
three-point function is the kaon. While we also have simulated two different smearing levels for the kaon,
and one could in principle also include these, no gain is expected from this. Then the light-light two-point
function, naturally, is a 1× 1 object in the space of usable wave functions.
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with a fit function f for a set p of fit parameters and a set (xj, yj, σj) of data points that
come from the different correlators entering the fit.
We observe that once we have determined κ(n), E(n)K and β
(n)
i , E
(n)
Bs independently from
the two-point functions as described in sections 6.1 and 6.3, respectively, we can rewrite
the three-point function of equation (6.17) as
CBs→Kµ,i (tK, tBs) ≈
2
∑
n=0
A(n)i (tK, tBs)ϕ
(0,n)
µ , (6.19)
where now
A(n)i (tK, tBs) = κ
(0)β
(n)
i e
−E(0)K tK e−E
(n)
Bs tBs (6.20)
are known. Using these as input, we can now determine ϕ(0,n)µ as linear fit parameters in a
fit to equation (6.19).
We remark that at this point, in principle, we could stop the discussion of our analysis:
We are able to determine the form factors ϕ(0,n)µ along with all amplitudes and energies that
enter the two- and three-point functions. However, we have reason to now also perform
a combined fit to all correlators that we discussed. In doing so, we combine all available
information on a given quantity, thus making for a better, more accurate determination less
affected by both statistical and systematic errors. Consider for example the amplitudes β(n)i
of the two-point heavy-light functions. If we assumed them fixed to their final values as
determined solely from the two-point heavy-light functions, we would lose all information
on them coming from the three-point function, where they also enter. In addition, if we
then were to determine the same β(n)i from the three-point function data, we might get
slightly different values for the same quantities. Thus, a combined, monolithic fit, as we
shall discuss below, is superior to a modular fitting strategy.
Let us therefore now collect all correlators that enter the combined fit. From equations
(6.12), (6.16) and (6.17), we perform a combined fit to
CBs→K0,i (tBs , tK) =
2
∑
n=0
κ(0)ϕ
(0,n)
0 β
(n)
i e
−E(0)K tK e−E
(n)
Bs tBs
CBs→K1,i (tBs , tK) =
2
∑
n=0
κ(0)ϕ
(0,n)
1 β
(n)
i e
−E(0)K tK e−E
(n)
Bs tBs
CBsij (tBs) =
2
∑
n=0
β
(n)
i β
(n)
j e
−E(n)Bs tBs
CK(tK) = (κ(0))2 e−E
(0)
K tK .
(6.21)
For i, j = 1, 2, 3, N = 3, as discussed above, this fit has 20 fit parameters: nine β(n)i , three
E(n)Bs , one κ
(0), one E(0)K , three ϕ
(0,n)
0 and three ϕ
(0,n)
1 . Since all of these parameters are non-
linear fit parameters, care has to be taken to choose appropriate initial guesses for them in
order to obtain a stable and reliable fit. In the last sections, we have discussed how this is
done. At this point, let us list again our preparatory steps:
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1. Perform the procedure detailed in section 6.1 to obtain κ(0), E(0)K (and κ
(1), E(1)K ).
2. Use GEVP on CBsij as described in section 6.2 to get (E(n)Bs )GEVP.
3. Use (E(n)Bs )GEVP to get (β
(n)
i )
2
lin from a linear fit to CBsii , equation (6.13).
4. Use (E(n)Bs )GEVP and (β
(n)
i )
2
lin as input values to get (β
(n)
i )non-lin from a non-linear fit to
CBsij , as described in section 6.3, equation (6.12).
5. Use κ(0), E(0)K , (E
(n)
B )GEVP and (β
(n)
i )non-lin to get ϕ
(0,n)
µ from a linear fit to CBs→Kµ,i ,
equation (6.19).
Once we have determined κ(n), E(n)K , β
(n)
i , E
(n)
Bs , ϕ
(0,n)
µ in these individual steps, we use the
resulting values as input parameters for our combined fit. In section 6.6, we discuss how
we choose appropriate fit ranges for the fit.
6.5 Finite-T effects
In this section, we discuss finite-size effects, that is, effects which are due to our lattice
being of finite temporal extent T rather than infinitely large (T → ∞), a limit which so far
we have assumed to be possible to take, compare equation (5.11).
To keep notation simple, in this section, we perform our computations in a rather
schematic way. In comparison with equation (5.31), for example, we drop ∑{x⃗}, the pref-
actor, the momentum factor and ⟨.⟩. To simplify notation further, in this section, we write
E{K,Bs} ≡ E(0){K,Bs}. Consider the three-point correlator of equation (5.4). In its spectral
decomposition, analogous to equation (3.34), it is written as2
CBs→Kµ ∼ tr

e−Hˆ(T−t f )Psu(x⃗ f )e−Hˆ(t f−tv)Vµ(x⃗v)e−Hˆ(tv−ti)Pbs(x⃗i)e−Hˆti

= ∑
k,n,m

k
 Psu(x⃗ f )  n ⟨n |Vµ(x⃗v) |m⟩ ⟨m | Pbs(x⃗i) | k⟩ × e−Em(tv−ti) e−En(t f−tv) e−Ek(T−t f+ti)
(6.22)
≈ A(knm)0 +A(k
′n′m′)
1 , (6.23)
where we have inserted 1 = ∑n ⟨n | n⟩ twice and made use of tr O = ∑k ⟨k |O | k⟩. Note that
each of the three sums over k, n, m runs over an infinite number of states. We here make
the assumption that the sums are dominated by only two terms, A0, A1, corresponding
to some combination of k, n, m. Other excited states Aj>1 will also contribute, for example
the one similar to figure 6.2, but with a kaon and two pions propagating, but these will be
exponentially suppressed and we assume their contributions to be negligible.
2Note that for the computation of the three-point correlator, we have to consider a normalisation factor Z ,
analogous to that of the two-point correlator, discussed in section 3.5, equation (3.35). Since we here discuss
the situation where the limit T → ∞ does not apply, in principle, we also have to consider Z at finite T.
These contributions are, however, exponentially suppressed, and thus, we will neglect them.
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In the remainder of this section, we consider A0 and A1 and discuss the validity of our
assumption. Note that since we will not include excited states in our discussion in this
section, it is only valid for tK, tBs large enough such that the contributions of these are
small enough to be negligible.
The dominating case is the one in which we identify k with the vacuum, m with a
Bs meson and n with a kaon, contribution A0, sketched in figure 6.2. In this case, the
ub
s
Vµ
0 T
Figure 6.2: Schematic representation of Bs → K
exponential factors of equation (6.22) read, coming back to the notation of equations (5.1),
e−Em(tv−ti) e−En(t f−tv) e−Ek(T−t f+ti) = e−EBs tBs e−EKtK e−E0(T−tK−tBs ) (6.24)
where E0 is the energy of the vacuum which we can choose to be 0. Then we have
A0 = ⟨0 | Psu |K⟩ ⟨K |Vµ |Bs⟩ ⟨Bs | Pbs | 0⟩ e−EBs tBs e−EKtK . (6.25)
Now let us look at the wrap-around stateA1, depicted in figure 6.3, where, in the language
u u
bs s
Vµ
0 T
Figure 6.3: Schematic representation of Bs → K with a wrap-around kaon
of equation (6.22), k is a kaon, m is a B∗ state and n is the vacuum. This is of course
an unwanted finite-T effect. The contribution of the wrap-around case of figure 6.3 to
equation (6.23) is
A1 = ⟨K | Psu | 0⟩ ⟨0 |Vµ |B∗⟩ ⟨B∗ | Pbs |K⟩ e−EB∗ tBs e−EK(T−tBs−tK), (6.26)
where EB∗ is the energy of a B
∗ state. Let us note at this point that a contribution of a wrap-
around Bs is not allowed because the Θ(t) function in the b quark propagator enforces
forward Bs propagation in time, compare equation (4.16). Now we insert equations (6.25)
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and (6.26) into equation (6.23):
A0 +A1 = ⟨0 | Psu |K⟩ ⟨K |Vµ |Bs⟩ ⟨Bs | Pbs | 0⟩ e−EBs tBs e−EKtK +
+ ⟨K | Psu | 0⟩ ⟨0 |Vµ |B∗⟩ ⟨B∗ | Pbs |K⟩ e−EB∗ tBs e−EK(T−tBs−tK) . (6.27)
Let us rewrite equation (6.27) with the notation of equations (6.12), (6.16) and (6.17):
CBs→Kµ,i (tK, tBs) ≈ A0 +A1
= κ(0)ϕ(0,0)µ β
(0)
i e
−EBs tBs e−EKtK +κ(0)ξµ,i e−EB∗ tBs e−EK(T−tBs−tK) . (6.28)
where
ξµ,i =

0
Vµ B∗ ⟨B∗ | Phl |K⟩ (6.29)
and EB∗ are to be determined.
The idea we get here is rather obvious: Can we extend the fit discussed in section 6.4
such that it includes also the wrapper contribution of equation (6.28)? The answer is yes,
but the cost of doing so is that we would introduce (at least) six additional fit parameters
ξµ,i. We note here that at static order, EB∗ = EBs . Note further that when we write B
∗,
this does not correspond to a single physical state. Rather, like the Bs, it has a ground
and excited states. Including it as a single fit parameter in a fit, we would assume that
only its ground state contributes, an assumption that a priori is not guaranteed to be valid,
so in fact we might have to consider a second B∗ state, and thus, a second set of six fit
parameters.
As we already pointed out when discussing the fit in section 6.4, numerically, we observe
that in tK it is safe to restrict ourselves to considering the ground state only, since there
is a long enough plateau region where only the ground state contributes significantly.
Including the wrapper contribution of equation (6.28) in the fit would allow us to extend
the fit range only in tK, because in tBs , before the wrapper contribution becomes relevant,
we enter the region of large statistical noise. This said, we claim that the extension of the
tK range we could gain is not worth the price of introducing additional fit parameters, and
thus we remain with the fit as discussed in section 6.4.
Still, one thing we can get from the above discussion and equation (6.28) is to find a
suitable tmaxK for our fits by performing a (preparatory) fit as in equation (6.28) and then
checking whether the finite-T contribution is small compared to the statistical error of the
correlator at that point. To this end, let us rewrite equation (6.28) for fixed tBs :
CBs→Kµ,i (tK) ≈ Bµ,i e−EKtK +Cµ,i e+EKtK , (6.30)
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with linear fit parameters
Bµ,i = κ(0)ϕ
(0,0)
µ β
(0)
i e
−EBs tBs , (6.31)
Cµ,i = κ(0)ξµ,i e−EB∗ tBs e−EK(T−tBs ) . (6.32)
By fitting CBs→Kµ,i to equation (6.30) for each tBs that we consider, we can now determine the
wrapper contribution at each tBs and impose
Cµ,i(tBs) e+EKtK
Bµ,i(tBs) e−EKtK +Cµ,i(tBs) e+EKtK
< cfT ×
δCBs→Kµ,i (tK, tBs)
CBs→Kµ,i (tK, tBs)
, (6.33)
for a given constant cfT which we choose to cfT = 1/3. That is, we demand that the
finite-T contributions be small compared to the relative statistical error of the three-point
correlator. The last tK where condition (6.33) is satisfied will be our tmaxK . Note that for
each tBs this depends on the smearing level i and on µ, so t
max
K (tBs , i, µ). Now we can either
take a different tmaxK for each individual case or take a common t
max
K for all cases.
We choose to take tmax, finalK = maxµ(mini,tBs (t
max
K (tBs , i, µ))), that is, we assume the same
tmax, finalK for each smearing level i, tBs and µ, while taking the minimum over i and tBs here
is a conservative choice. There is only a small difference between the values for µ = 0 and
µ = 1, so we choose the maximum over µ. We will get back to this question in section 6.6.
For completeness, we note here that from equation (6.31), we obtain
ϕ
(0,0)
µ =
Bµ,i
κ(0)β
(0)
i e
−EBs tBs
, (6.34)
if we provide κ(0), β(0)i , EBs determined independently from the two-point functions as
described in sections 6.1, 6.3 and 6.2, respectively. However, for the determination of
ϕ
(0,0)
µ , we use the fits as described in section 6.4, because they use a larger set of data in a
combined fit and do not rely on several independent fits.
The discussion presented here is straightforwardly extended to the situation where we
consider the ratio of equation (5.10). We will not use this, but for completeness, we still
present the derivation in appendix E.
6.6 Fit ranges
In this section, we address the question of how to determine appropriate fit ranges for the
combined fit to two- and three-point functions discussed in section 6.4. We therefore make
some assumptions and discuss their implications:
• The two-point light-light correlator gets a fit range [(tK)2ptmin, (tK)2ptmax]. (tK)2ptmin is deter-
mined as described in section 6.1. We use the symmetrised light-light correlator, so
we take (tK)
2pt
max = T/2.
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• The six two-point correlators CBsij (tBs) get the same fit range [(tBs)2ptmin, (tBs)2ptmax]. For a
given tmin, we determine tmax by imposing
δrel(tmax) < d (6.35)
with a constant d and the relative error of the correlator
δrel(t) =
δC(t)
C(t) . (6.36)
The largest t at which condition (6.35) is satisfied will be tmax. For our analysis, we
choose d = 0.1.
• The six three-point correlators CBs→Kµ,i (tK, tBs) get the same tBs fit range
[(tBs)
3pt
min, (tBs)
3pt
max], that can, however, be different from that of the two-point heavy-
light correlators. This means that we assume that the fit range is the same for µ = 0, 1
and i = 1, 2, 3. For a given (tBs)
3pt
min, we determine (tBs)
3pt
max by imposing condition
(6.35), again with d = 0.1.
• The six three-point correlators CBs→Kµ,i (tK, tBs) get the same tK fit range
[(tK)
3pt
min, (tK)
3pt
max], that can, however, be different from that of the two-point light-
light correlator. This means that we assume that the fit range is the same for µ = 0, 1
and i = 1, 2, 3. For a given (tK)
3pt
min, we determine (tK)
3pt
max by imposing condition
(6.33), that is, imposing that finite-T effects be negligible.
• While in principle, for each (tK)3pt in the range [(tK)3ptmin, (tK)3ptmax], there could be a
different (tBs)3pt range, we here assume that the (tK)3pt range is the same for all
(tBs)3pt, and the (tBs)3pt range is the same for all (tK)3pt. In other words, we assume
a rectangular fit region in the plane spanned by (tK)3pt and (tBs)3pt.
Applying these assumptions, we are left with three unknown quantities to be fixed:
(tBs)
2pt
min, (tBs)
3pt
min and (tK)
3pt
min. If we choose one or more of these values too small, the model
we are fitting to is not correct. For example, since we consider only the kaon ground state
everywhere, we need to make sure that (tK)
3pt
min is large enough such that excited kaon
states are sufficiently suppressed for that assumption to be valid. If (tK)
3pt
min is too small,
this assumption is not valid because excited kaon states do contribute: Our model is not
correct. If, on the other hand, we choose one or more of these values too large, our fit
parameters are under-constrained, resulting in larger systematic and statistical errors. For
example, we have assumed that the first three Bs states contribute. If we chose (tBs)
3pt
min
too large, we are in a region where the second excited state does no longer contribute
significantly. Thus, in the fit, energy and amplitudes of that state cannot be determined
reliably. Moreover, by choosing tmin too large, we cut away data points that otherwise
serve to stabilise and constrain the fit. The fit results will thus have larger statistical errors.
These considerations suggest that we need to find the window for each of the tmin where
they are neither too small nor too large. Within this region, we expect that the fit results
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do not depend on the tmin we choose. Therefore, once we choose a set of tmin for which
we perform our fit, we will also perform the fit varying each tmin by one or two time
units and then compare the final fit results to determine whether we are in the optimal
tmin window. If so, neither the fit results nor their errors vary significantly between the
fits. Note that this statement should hold most rigorously for ground state quantities. We
keep in mind that when we refer to the “second excited state”, this is probably not a pure
physical state, but rather an effective combination of all higher states that we neglect. Thus,
fit results for the second excited state might fluctuate even when the fit range is changed
only slightly. The important criterion is that ground state quantities do not fluctuate, since
these, ultimately, are of physical interest to us in this thesis. Another issue to point out is
that when we are in such a window of tmin in which fit results do not depend on the tmin
we choose, we want to perform a final fit using a tmin from the lower end of that window.
The reason is that in doing so, we use the most data points that fit our model. Increasing
tmin, we discard good data points. Hence, when scanning through possible tmin, on the
lower bound, we restrict ourselves to considering, with respect to the central tmin value,
tmin − 1, while on the upper bound, we expect that tmin + 2 still gives a good fit. We show
such a scan through the three tmin in the appendix in figures F.1 to F.3 for all fit parameters
for ensemble N6. Further, in figure F.4, we show a scan through a larger range of (tBs)
3pt
min
for ϕ(0)µ , with the other tmin held fixed. In figure F.5, we show a scan through the same
range of (tBs)
3pt
min for ∆ϕ
(0)
µ = ϕ
(0)
µ

(tBs)
3pt
min = 13
 − ϕ(0)µ (tBs)3ptmin, that is, we show the
variation of ϕ(0)µ as a function of (tBs)
3pt
min around the values obtained from our central fit at
(tBs)
3pt
min = 13. The final fit ranges for our fits on all ensembles are shown in table 6.2. All
fit results for all ensembles, using the central tmin values, are also tabulated in table 6.2.
6.7 Discussion of the fit results
In figure 6.4, we show a comparison of the effective energies of the first three states of the
heavy-light meson. The points are obtained from the GEVP, equation (6.10). Transparent
bands are the result of the combined fit described in the previous sections. The first two
energies are modelled rather precisely and GEVP results agree well with the results of the
final fit. As discussed above, the second excited state may not be a single, well-defined
physical state, but rather some effective combination of higher states. This is reflected by
the fact that its energy is determined with low precision. Keeping this in mind, our final
fit results agree quite nicely with the GEVP results.
In figures 6.5 and 6.6, we show the fit result for the form factors ϕ(0)0 and ϕ
(0)
1 , respec-
tively, compared to the ratio method of equation (5.11), for ensemble N6 as a function of
tBs at fixed tK. We note here that we are not worried by the slight discrepancies we observe
between the points and the fitted curve. Firstly, the fit is to the correlators, while the points
are obtained from the ratio multiplied by the exponential factors containing the energies
which have been determined independently from the two-point functions, see sections 6.1
and 6.2. Since these energies enter exponentially in equation (5.11), the resulting points of
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figures 6.5 and 6.6 are very sensitive to slight changes in these. This motivates us to also
consider the alternative ratio method of equation (5.13), where we multiply with ampli-
tudes κ(0), β(0) instead of exponentials of energies and are thus less sensitive to changes
in these. We show such plots in figure F.6. While we see that in these plots, the fitted
curve agrees better with the ratio points, these also have a larger statistical uncertainty
which predominantly comes from the uncertainty of κ(0), see section 6.1. Further, in figure
F.7, we show the ratio method of equation (5.11) compared to our fit results, but here, we
use the energies that we obtained in the final fit, table 6.2, rather than those determined
independently from the two-point functions in our preparatory steps.
Another reason for a possible discrepancy between the ratio points and the fitted curves
is that the fit is to a large set of data points while the points of the ratio only represent a
very small subset of these data points; in particular, the ratio is shown at fixed tK and was
obtained using a single smearing level only. Thus, these comparison plots should serve
only as a guide which allows for a simple way to judge graphically whether our fit is in
rough agreement with the ratio.
Looking at the ratio points only, due to the rather slow plateau approach, particularly
for ϕ(0)1 , it is difficult to judge by eye where the plateau starts and which value to quote.
The fit, on the other hand, includes three Bs states, so we describe not only the ground
state, but also the plateau approach, where excited states contribute. This allows for a
more robust determination of the ground state form factor, since we have excited state
contaminations under control.
Let us make another observation concerning the slow plateau approach of ϕ(0)1 . Com-
paring absolute values of ϕ(0)1 with the excited states ϕ
(1)
1 and ϕ
(2)
1 as listed in table 6.2, it
stands out that ϕ(0)1 is roughly a factor 2 smaller than ϕ
(1)
1 and ϕ
(2)
1 . For ϕ
(0)
0 , this is not
the case; in fact, it is significantly bigger than its first excited state ϕ(1)0 . The fact that the
ground state amplitude ϕ(0)1 is suppressed compared to the excited state amplitude ϕ
(1)
1
explains the slow plateau approach for µ = 1. Reversely, the fact that the excited state
amplitude ϕ(1)0 is suppressed compared to ϕ
(0)
0 explains the good plateau we see for µ = 0.
Let us make a note on signs. Since for a given state n, β(n), ϕ(n)µ only enter as products
β
(n)
i β
(n)
j or β
(n)
i ϕ
(n)
µ in the two- and three-point functions, respectively, there is an invariance
under sign change {β(n), ϕ(n)µ } → {−β(n),−ϕ(n)µ } where the sign corresponds to a phase
of a state |n⟩. In table 6.2, we have fixed the phase by the convention that β(n)1 > 0.
6.8 A foretaste of the future: O(1/mh) insertions
As we already noted in section 4.5, for the full analysis at order O(1/mh) eleven matching
parameters are needed. These have not yet been computed, so that the analysis we present
here is limited to static order of HQET. However, let us look at equation (4.31) for just a
62
6.8 A foretaste of the future: O(1/mh) insertions
par A5 F6 F7 N6
E(0)Bs 0.4326(13) 0.3906(14) 0.39007(83) 0.32565(78)
E(1)Bs 0.668(31) 0.586(17) 0.582(17) 0.492(14)
E(2)Bs 0.842(35) 0.727(26) 0.719(21) 0.650(65)
E(0)K 0.2844(14) 0.24913(84) 0.24576(63) 0.18322(78)
β
(0)
1 0.06566(81) 0.04628(58) 0.04603(40) 0.02772(27)
β
(1)
1 0.0641(95) 0.0445(50) 0.0437(46) 0.0331(34)
β
(2)
1 0.058(11) 0.0398(57) 0.0404(52) 0.0279(39)
β
(0)
2 0.02146(24) 0.01131(13) 0.011297(89) 0.005345(48)
β
(1)
2 0.01226(32) 0.00659(42) 0.00653(24) 0.003790(70)
β
(2)
2 × 103 0.5(2.6) 0.5(1.2) 0.7(1.1) 0.3(1.1)
β
(0)
3 0.003197(29) 0.0010824(99) 0.0010855(72) 0.2995(23)× 10−3
β
(1)
3 × 103 0.82(21) 0.317(51) 0.318(45) 0.102(12)
β
(2)
3 × 103 −0.95(17) −0.356(78) −0.329(61) −0.090(37)
ϕ
(0)
0 1.152(16) 1.137(20) 1.1446(95) 1.139(12)
ϕ
(1)
0 −0.29(18) 0.00(18) −0.11(13) −0.31(17)
ϕ
(2)
0 0.42(45) −0.55(35) −0.31(18) 1.1(3.0)
ϕ
(0)
1 0.630(17) 0.614(12) 0.628(12) 0.609(11)
ϕ
(1)
1 −1.23(15) −1.11(17) −1.17(11) −1.23(14)
ϕ
(2)
1 1.07(72) 0.86(45) 0.93(42) 2.5(3.2)
κ(0) 0.01003(13) 0.01029(10) 0.010024(74) 0.00939(12)
χ2/dof 836.9/945 480.4/1664 811.1/1735 1965.1/1619
(tBs)2pt [3, 28] [6, 31] [6, 33] [7, 38]
(tK)3pt [10, 20] [11, 35] [11, 36] [15, 28]
(tBs)3pt [7, 18] [9, 18] [9, 18] [13, 29]
Table 6.2: Results of the fits discussed in section 6.4 and the fit ranges used for these fits,
obtained as discussed in section 6.6, for different ensembles.
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Figure 6.4: Comparison of the effective energies of the first three states of the heavy-light
meson from GEVP, equation (6.10) (points), with the results of the final fit as
discussed in section 6.4 (bands), for ensemble N6.
little longer and rewrite it here for illustrative purposes:
Rμ ∼ ZHQETV
CBs→K,statμ√
CBs,statCK
{
1 +∑
j
c(j)V R
δ(Bs→K),(j)
μ +
+ ωkinRBs→K,kinμ + ωspinR
Bs→K,spin
μ − 12
(
ωkinRBs,kin + ωspinRBs,spin
)}
= ZHQETV
⎧⎨
⎩ C
Bs→K,stat
μ√
CBs,statCK
+∑
j
c(j)V
CBs→K,1/mμ,j√
CBs,statCK
+ {kin, spin}
⎫⎬
⎭
≡ ZHQETV
{
Rstatμ +∑
j
c(j)V R
1/m
μ,j + {kin, spin}
}
, (6.37)
where we abbreviate the kinetic and spin insertion terms schematically as {kin, spin}. In
the last sections, we have discussed how to determine the first term of equation (6.37),
the ratio at static order, compare also equation (5.10). Now, similar steps of discussion
and computation can also be applied to the O(1/mh) current insertions (and the kinetic
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Figure 6.5: Comparison of the right hand side of equation (5.11) (blue points), and the
results of the fit as described in section 6.4 shown as a black solid curve in the
fit range and extended as a dashed line for illustration, for ensemble N6. The
red band is the fit results for ϕ(0)0 . On the x axis is tBs ; tK = 15 is fixed. The
shown points are constructed from the correlators with the highest smearing
level, i = 3.
and spin insertions). In particular, in analogy to equation (5.11), when multiplied with
exp{E(0)K tK/2} exp{E(0)Bs tBs /2}, the second term of equation (6.37), for each µ and j, gives
a plateau analogous to that of the static case. In figures 6.7 and 6.8, we show such plateau
plots for ensemble N6, for µ = 0, 1, j = 1. We remark here that plateaux for different
combinations of µ and j look qualitatively similar. Since in this section, we only want
to illustrate that the O(1/mh) current insertions are well-behaved and actually reach a
plateau, we restrict ourselves to showing plots for j = 1. The plateaux look promising:
there seems to be a region in which the ground state dominates over the excited states and
that is not yet noise-dominated, for both µ = 0 and µ = 1. We note that this is particularly
interesting compared to the static case, where for µ = 1, we do not see a clear plateau,
compare figure 6.6 and the discussion on this in section 6.7.
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Figure 6.6: Comparison of the right hand side of equation (5.11) (blue points), and the
results of the fit as described in section 6.4 shown as a black solid curve in the
fit range and extended as a dashed line for illustration, for ensemble N6. The
red band is the fit results for ϕ(0)1 . On the x axis is tBs ; tK = 15 is fixed. The
shown points are constructed from the correlators with the highest smearing
level, i = 3.
6.9 Error estimation
In this thesis, we follow the error estimation and propagation techniques introduced and
elaborated in references [110–112] and concisely summarised in reference [113]. Let us
here very briefly recapitulate the main ideas, while for any details we refer to the cited
references. We here follow the notation of reference [112].
We want to estimate the error of a function F of observables Oα, F(⟨Oα⟩). The observ-
ables Oα are averaged over an ensemble,
⟨Oα⟩ =∑
q
Oα(q)P(q), (6.38)
where P(q) is the ensemble distribution defined by ∑q M(q′ ← q)P(q) = P(q′) for a
Markov chain M(q′ ← q). In practice, we will consider N Monte Carlo steps, corre-
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Figure 6.7: R1/m0,1 of equation (6.37) multiplied by e
E(0)K tK/2 eE
(0)
Bs tBs /2 for ensemble N6. On
the x axis is tBs ; tK = 15 is fixed. The shown points are constructed from the
correlators with the highest smearing level, i = 3.
sponding to states q1, . . . , qN . We then have
⟨Oα⟩ = Oα ± δOα, Oα = 1N
N
∑
i=1
Oα(qi). (6.39)
The auto-correlation function is defined as [114]
Γαβ = lim
K→∞
1
K
K
∑
i=1
[Oα(qi+t)− ⟨Oα⟩][Oβ(qi)− ⟨Oβ⟩]. (6.40)
Then, for the error of the function F, we have
(δF)2 =
σ2F
N
2τint(F), (6.41)
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Figure 6.8: R1/m1,1 of equation (6.37) multiplied by e
E(0)K tK/2 eE
(0)
Bs tBs /2 for ensemble N6. On
the x axis is tBs ; tK = 15 is fixed. The shown points are constructed from the
correlators with the highest smearing level, i = 3.
with [110, 114, 115]
σ2F = ΓF(0), (6.42)
τint(F) =
1
2
+
∞
∑
t=1
ρF(t), (6.43)
ρF(t) =
ΓF(t)
ΓF(0)
, (6.44)
ΓF(t) =∑
α,β
FαΓαβ(t)Fβ, (6.45)
derived from a Taylor expansion of F in ⟨Oα⟩. Here, Fα denotes the derivatives of the
function F with respect to the observables ⟨Oα⟩,
Fα =
∂F
∂⟨Oα⟩ . (6.46)
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If they are not given analytically, they can be evaluated numerically:
Fi ≈ 12hi [F(O1, . . . , Oi + hi, . . .)− f (O1, . . . , Oi − hi, . . .)], (6.47)
where hi is a step size to be chosen. For any Markov chain [64],
|ΓF(t)| ≤ const.× e−τ/τexp , (6.48)
where τexp is the exponential auto-correlation time.
τint(F) is the integrated auto-correlation time. Instead of evaluating the infinite sum in
equation (6.43), a suitable window W is chosen along the lines of references [110, 114].
Then,
τint(F, W) =
1
2
+
W−1
∑
t=1
ρF(t). (6.49)
The authors of references [111, 112] proposed an improvement to the above error estima-
tion by an estimation of τint that includes attaching a tail, estimating the large-τ behaviour
of the auto-correlation function. To this end, they define a window Wu where the auto-
correlation function is still significant. Then,
τuint(F) = τint(F, Wu) + τexpρF(Wu). (6.50)
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7 Towards the physical form factor
Now that in the last chapters, we described how to compute the relevant quantities and
how to extract them from the raw data, in this chapter, we combine everything to get
physical results.
7.1 The physical form factor at static order
Let us start by remembering equation (2.8a). At static order, that is, before we include
O(1/mh) effects, equation (2.8a) houses an ambiguity of whether or not we include O(1/mh)
suppressed terms. In particular, we can write f+(q2)
1. as f (1)+ =
1
2mBs
f∥ +
1
2mBs
(mBs − EK) f⊥, as in equation (2.8a),
2. as f (2)+ =
1
2mBs
(mBs − EK) f⊥, neglecting the f∥ term,
3. as f (3)+ =
1
2mBs
mBs f⊥, neglecting both the f∥ and the EK term.
We note from equation (2.8b) that f0(q2) is inherently O(1/mh) suppressed. After what we
discussed in the previous chapter, let us now stick to the notation

K(pµK)|Vˆµ|Bs(pµBs)

= ϕ(0,0)µ (7.1)
and rewrite equations (2.9) in terms of it:
f∥ =
ϕ
(0,0)
0
2mBs
, (7.2a)
f⊥ =
ϕ
(0,0)
k
2mBs pkK
. (7.2b)
We remember the factor 2

EKmBs introduced in section 2.1 and the renormalisation
and matching factors of section 4.6. Now we have collected everything and can give the
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expression for the physical form factor:
f (1)+ =
1
2mBs
(mBs − EK)×
ϕ
(0,0)
k
2mBs pkK
× CV × ZstatA,RGI × 2

EKmBs
+
1
2mBs
ϕ
(0,0)
0
2mBs
× CPS × ZstatA,RGI × ZstatV/A,RGI × 2

EKmBs
= ZstatA,RGI ×

EK
mBs
×

(mBs − EK)
pkK
× ϕ(0,0)k × CV + ϕ(0,0)0 × CPS × ZstatV/A,RGI

. (7.3)
Similarly,
f (2)+ = Z
stat
A,RGI ×

EK
mBs
×

(mBs − EK)
pkK
× ϕ(0,0)k × CV

(7.4)
and
f (3)+ = Z
stat
A,RGI ×

EK
mBs
×

mBs
pkK
× ϕ(0,0)k × CV

. (7.5)
In the next section, we focus our discussion on f (1)+ and f
(3)
+ .
7.2 Continuum extrapolation
We extrapolate both f (1)+ and f
(3)
+ to the continuum, using the points from ensembles A5,
F6 and N6, that have roughly the same pion mass, compare table 5.2. For comparison,
we also show the points of ensemble F7, which has a different pion mass. For both f (1)+
and f (3)+ , we perform a linear extrapolation in a2 using the points from ensembles A5,
F6 and N6 as well as a constant extrapolation in a2 using only the points from F6 and
N6.1 The results of the extrapolations are shown in figure 7.1 and tabulated in table 7.1.
Since both extrapolations appear reasonable, as our final values, we take that of the linear
extrapolations, because they have the larger and thus more conservative error. In figure 7.2,
we compare our results with those recently published by HPQCD [31] and RBC/UKQCD
[28] collaborations. Note that this figure should only serve as a rough guide, since HPQCD
points are at finite lattice spacing a = 0.09 fm and unphysical pion mass mπ ≈ 320 MeV,
approximately the same as those of the ensembles used in this thesis, while RBC/UKQCD
points are chiral and continuum extrapolated. The results of this thesis are extrapolated to
the continuum but not extrapolated to the physical pion mass.
1Note that as shown in table 5.2, the lattice spacings have an uncertainty. For the extrapolations we perform
here, however, these enter only on the x axis. Since the functions we consider are rather flat, compare
figure 7.1, we can safely neglect these errors here and only take into account the errors of the form factors.
Further, uncertainties in a enter in the determination of pK, equation (5.58) and thus of q2, the x axis of
figure 7.2. These effects, however, are small compared to the uncertainties of f+(q2), and thus, we can also
safely neglect them here.
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ens a2/fm2 f (1)+ f
(3)
+
A5 0.005607 1.970(48) 1.599(46)
F6 0.004247 1.913(37) 1.548(35)
F7 0.004247 1.950(37) 1.584(35)
N6 0.002330 1.861(34) 1.504(32)
const 0 1.885(25) 1.524(23)
lin 0 1.785(68) 1.437(63)
Table 7.1: Results of the form factors f (1)+ and f
(3)
+ of equations (7.3) and (7.5), respectively,
for different ensembles and the corresponding constant and linear continuum
extrapolations. All values are plotted in figure 7.1.
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f (1)+ f
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f (3)+ f
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+ F7 Extrapolations f
(3)
+
Figure 7.1: Continuum extrapolations. For both f (1)+ and f
(3)
+ , we show a constant (dash-
dotted) and linear (dashed) extrapolation in a2. Ensembles A5, F6, N6 (blue
circles and diamonds) enter the linear extrapolations; ensembles F6 and N6
enter the constant extrapolations; ensemble F7 (red square and triangle) does
not enter the extrapolations and is shown for comparison only. F7 points are
slightly shifted horizontally for better visibility. All values are tabulated in table
7.1.
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Figure 7.2: Comparison of the form factor f+(q2) computed in this thesis with recent re-
sults from HPQCD and RBC/UKQCD collaborations. This should only serve
as a rough comparison, for note that HPQCD results are at finite lattice spacing
and unphysical pion mass, while RBC/UKQCD results are chiral and contin-
uum extrapolated. As the results of this thesis, we show both f (1)+ and f
(3)
+ ,
extrapolated to the continuum, compare figure 7.1, at unphysical pion mass.
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8 Summary and Outlook
In this thesis, we have discussed the computation of the form factors f+(q2) and f0(q2)
for the semileptonic decay Bs → Kℓν in lattice QCD. Simulations were performed on CLS
gauge configurations that have Nf = 2 dynamical sea quarks. We work at one fixed value of
momentum transfer, q2 = 21.23 GeV2. The heavy quark is treated in HQET. We presented
the derivation and computation of the form factors at leading (static) order in HQET, while
all needed large volume measurements of the 1/mh insertions have also been performed.
To tune kaon momenta to the needed value such that it corresponds to the same q2 on all
ensembles, we employ light quark twisting: We impose twisted boundary conditions for
the s quark fields, meaning that the quark fields are multiplied by a freely tunable phase
factor, the twist parameter. This acts on the quark like a change in momentum which thus
becomes freely tunable as well. To keep the Bs meson at rest, we also twist the heavy quark
by the same amount such that the effects cancel within the heavy-light meson.
Due to the fact that the results given here are still at static order, there is an ambiguity
of whether or not to include terms that are suppressed with 1/mh. We discussed two
possible choices to compute the form factor within this ambiguity. Once 1/mh effects are
included, this ambiguity will disappear. We extrapolated the form factors from the lattice
calculations to the continuum. Performing both a constant and a linear extrapolation in
the lattice spacing squared, we encountered small discretisation errors. We point out that
this is a noteworthy observation, since a priori there is no reason to expect this to be the
case. Our measurements were done on three ensembles with roughly the same pion mass.
Measuring on another ensemble with different pion mass, we do not see any significant
change. This indicates that also the chiral extrapolation will be rather flat. We remark that
in the strategy we have outlined, we perform successively and separately a continuum
extrapolation, a chiral extrapolation and, when eventually combined with experimental
data, employing the BCL parameterisation, an extrapolation over the range of q2.
We have discussed complementary methods to extract the form factors. For the ratio
method, we construct a suitable ratio of two- and three-point functions, such that the form
factors can be extracted as plateaux values in the limit of large times. The second method
we used is to perform combined fits to the data of the two- and three-point correlators
that have amplitudes, energies and the form factors as fit parameters. The ratio and the fit
results are in reasonable agreement. Our result for the form factor is in rough agreement
with recently published results by HPQCD and RBC/UKQCD collaborations.
We gave a brief outlook on the analysis of the O(1/mh) current insertions and obtained
a promising impression.
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The next two steps to be done in the project are, firstly, the full inclusion of O(1/mh)
effects in the analysis, once the matching coefficients will be available. The large volume
measurements have been done as discussed in this thesis. Secondly, a chiral extrapolation
needs to be performed, such that the form factors can be quoted at the physical point.
Once future experimental measurements of Bs → K become available, a possibility worth
its effort can be to compute the form factor at additional values of the momentum transfer
q2, such that when combined with experiment, the uncertainty from theory is reduced. For
the nearer future, however, it may be more interesting to first turn to simulating B → π.
Since for this decay, experimental data are already available, this would allow for the
determination of |Vub|. For this, all tools devised in the context of this work can readily be
used. In fact, the only difference to Bs → K is the mass of the light spectator quark which
is an input parameter to the measurement code.
A future step will also be to perform simulations for Bs → K, B → π or both with
Nf = 2+ 1 dynamical sea quark flavours; such gauge configurations are currently being
generated [116].
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A Notation and conventions
Lorentz indices of spacetime µ, ν, . . . run from 0 to 3, indices k, l, . . . are spatial indices over
directions 1 to 3. Indices a, b, . . . of symmetry groups run over the extension of that group.
A.1 Dirac matrices
Dirac matrices are used in the chiral basis,
γ0 =
 0 −1
−1 0
 , γ1 =
 0 − i σ1
i σ1 0
 , γ2 =
 0 − i σ2
i σ2 0
 ,
γ3 =
 0 − i σ3
i σ3 0
 , γ5 = γ0γ1γ2γ3 =
1 0
0 −1
 ,
(A.1)
with Pauli matrices σk:
σ1 =
0 1
1 0
 , σ2 =
0 − i
i 0
 , σ3 =
1 0
0 −1
 . (A.2)
Projectors are given as
P+ =
1+ γ0
2
, P− =
1− γ0
2
. (A.3)
A.2 Lattice derivatives
Ordinary lattice derivatives are defined as
∇µψ(x) = 1a [ψ(x + aµˆ)− ψ(x)], ∇∗µψ(x) = 1a [ψ(x)− ψ(x− aµˆ)]. (A.4)
Gauge covariant lattice derivatives are defined as
∇µψ(x) = 1a [U(x, µ)ψ(x + aµˆ)− ψ(x)], ∇∗µψ(x) = 1a [ψ(x)−U†(x− aµˆ, µ)ψ(x− aµˆ)].
(A.5)
In this thesis, we need lattice derivatives that act on quark propagators S(x, y) and that
include a phase factor θ⃗ as discussed in section 5.1.3. We here give the corresponding
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A.3 Lattice Fourier transform
expressions:
∇k(θ)S(x, y) = 1a [ei aθk/L Uk(x)S(x + kˆ, y)− S(x, y)], (A.6a)
∇∗k (θ)S(x, y) = 1a [S(x, y)− e− i aθk/L U†(x− kˆ)S(x− kˆ, y)]. (A.6b)
Symmetric lattice derivatives are given as
∇Sk =
1
2
(∇k +∇∗k ),
←−∇ Sk =
1
2
(
←−∇ k +←−∇ ∗k ). (A.7)
A.3 Lattice Fourier transform
We here follow the conventions of reference [49]. We use the lattice δ-function
δ(xµ) = a−1δxµ0, δ(x⃗) =
3
∏
k=1
δ(xk), δ(x) =
3
∏
µ=0
δ(xµ). (A.8)
The lattice Fourier transform is given as
f˜ (p) = a4∑
x
e− i px f (x), f (x) =
1
V ∑p
ei px f˜ (p). (A.9)
A.4 SU(3)
Vector fields Aµ(x) have values in the Lie algebra su(3) and can be written as
Aµ(x) = Aaµ(x)T
a, (A.10)
with Ta the generators of SU(3) that satisfy
(Ta)† = −Ta, tr(TaTb) = − 12δab. (A.11)
The field tensor is
Faµν = ∂µA
a
ν − ∂νAaµ + g f abc AbµAcν, (A.12)
with the coupling constant g and the structure constants of QCD f abc.
79
B Analytic computations
In the free field case, where all gauge links are set to unity, one can compute the correlators
introduced in chapter 5 analytically. Then, one can compare the results to the numeric
output of the program for the given setup. Thus, the analytic computation provides a
valuable tool for checking the correctness of the numeric code. We will work in the free
theory with all gauge links set to unity. Thus, we can neglect the gauge field average ⟨.⟩G.
First, we discuss explicitly the static cases and then in the following sections we address
the O(1/mh) insertions.
Throughout this chapter, for notational simplicity, we set the lattice spacing a = 1.
B.1 The static case
First, we discuss explicitly the computation of the static three-point function, defined as in
equation (5.4) as
CBs→Kµ (tK, tBs ; p⃗, θ⃗) = −
1
V3
∑
{x⃗}
e− i p⃗·(x⃗ f−x⃗v)

Pdu(x f )V
µ
ub(xv)Pbd(xi)

F
= − 1
V3
∑
{x⃗}
e− i p⃗·(x⃗ f−x⃗v)

ψs(x f )γ5ψu(x f )ψu(xv)γµψb(xv)ψb(xi)γ5ψs(xi)

F , (B.1)
where {x⃗} = x⃗ f , x⃗v, x⃗i. Now we perform Wick contractions, noting that with all gauge
links unity,
S(x, y) = S(x− y). (B.2)
In the next step we Fourier transform the propagators to the time-momentum represen-
tation, inserting the definition of the HQET heavy quark propagator of equation (4.16)
setting mh = 0, to obtain
CBs→Kµ (tK, tBs ; p⃗, θ⃗) =
= +
1
V3
∑
{x⃗}
e− i p⃗·(x⃗ f−x⃗v) tr

γ5Su(x f − xv)γµSb(xv − xi)γ5Ss(xi − x f )

=
1
(V3)3
Θ(tv − ti)δ(x⃗v − x⃗i)∑
{x⃗}
∑
k⃗s ,⃗ku
e− i p⃗·(x⃗ f−x⃗v) ei k⃗s·(x⃗i−x⃗ f ) ei k⃗u·(x⃗ f−x⃗v)×
× tr

γ5S˜u(t f − tv; k⃗u)γµ

1+γ0
2

γ5S˜s(ti − t f ; k⃗s + θ⃗)

. (B.3)
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Next, we evaluate the delta function and reorder the exponentials:
CBs→Kµ (tK, tBs ; p⃗, θ⃗) =
=
1
(V3)3
Θ(tv − ti) ∑
x⃗ f ,⃗xv
∑
k⃗s ,⃗ku
ei x⃗ f ·(− p⃗−⃗ks+⃗ku) ei x⃗v·( p⃗−⃗ku+⃗ks)×
× tr

γ5S˜u(t f − tv; k⃗u)γµ

1+γ0
2

γ5S˜s(ti − t f ; k⃗s + θ⃗)

=
1
(V3)3
Θ(tv − ti) ∑
k⃗s ,⃗ku
δ(− p⃗− k⃗s + k⃗u) ei x⃗v·( p⃗−⃗ku+⃗ks)×
× tr

γ5S˜u(t f − tv; k⃗u)γµ

1+γ0
2

γ5S˜s(ti − t f ; k⃗s + θ⃗)

. (B.4)
We evaluate the delta function, k⃗u = p⃗ + k⃗s, adopt the notation of equations (5.1) and
change notation k⃗s → j⃗:
CBs→Kµ (tK, tBs ; p⃗, θ⃗) =
=
1
(V3)2
Θ(tBs)∑
j⃗
tr

γ5S˜u(tK; p⃗ + j⃗)γµ

1+γ0
2

γ5S˜s(−(tBs + tK); θ⃗ + j⃗)

. (B.5)
For the two-point light-light function, a very similar computation leads to:
CK(tK; p⃗, θ⃗) = 1(V3)2 ∑j⃗
tr

γ5S˜u(t; p⃗ + j⃗)γ5S˜s(−t; θ⃗ + j⃗)

. (B.6)
Finally, for the heavy-light two-point function, the computation is just as in equation (B.6),
except that we insert the heavy propagator Sh instead of the light propagator Su. We have
CBs(tBs ; θ⃗) =
1
(V3)2 ∑j⃗
Θ(t) tr

γ5

1+γ0
2

γ5S˜s(−t; θ⃗ + j⃗)

. (B.7)
The Wilson light quark propagator is given by
S(x) =
1
L3T ∑p
ei px
iγµ p˜µ + m + 12 pˆ2µ
, (B.8)
where
p˜µ = sin pµ, (B.9a)
pˆ2µ = 2∑
µ
(1− cos(pµ)). (B.9b)
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Fourier transforming, we get
S˜(t; q⃗) =
1
L3T ∑q0
ei q0t
− iγk q˜k − iγ0q˜0 + m + 12 qˆ2k + 12 qˆ20− iγk q˜k − iγ0q˜0 + m + 12 qˆ2k + 12 qˆ20 ×
× 1
iγk q˜k + iγ0q˜0 + m + 12 qˆ
2
k +
1
2 qˆ
2
0

≡ 1
L3T ∑q0
ei q0t N(q)
D(q)
, (B.10)
with
N(q) =
− iγk q˜k − iγ0q˜0 + m + 12 qˆ2k + 12 qˆ20 , (B.11)
D(q) =
− iγk q˜k − iγ0q˜0 + m + 12 qˆ2k + 12 qˆ20 iγk q˜k + iγ0q˜0 + m + 12 qˆ2k + 12 qˆ20
=

m + 12 qˆ
2
k +
1
2 qˆ
2
0
2 + q˜2k + q˜20
≡ B2(q) + Q(q), (B.12)
with
B(q) = m + 12 qˆ
2
k +
1
2 qˆ
2
0, (B.13)
Q(q) = q˜2k + q˜
2
0. (B.14)
For periodic fermion boundary conditions, the sum over q0 goes over 2π/L(0, . . . , T − 1),
while for anti-periodic boundary conditions, it goes over 2π/L(−T/2+ 1, . . . , T/2). Now,
inserting equation (B.10) into equation (B.5), we have
CBs→Kµ (tK, tBs ; p⃗, θ⃗) =
1
(L3T)2 ∑
j⃗
∑
q0,1,q0,2
tr

e− i(tBs+tK)q0,1 ei tKq0,2
D(q1)D(q2)
×
×

γ5N(q1)γ5N(q2)γµ

1+γ0
2

. (B.15)
For the light-light and heavy-light two-point functions we perform similar computations.
Here, however, we only present the results:
CK(tK; p⃗, θ⃗) = 1(L3T)2 ∑
j⃗
∑
q0,1,q0,2
ei q0,2tK e− i q0,1tK
D(q2)D(q1)
tr

γ5N(q2)γ5N(q1)

; (B.16)
CBs(tBs ; θ⃗) =
1
(L3T)2 ∑
j⃗
∑
q0,1
e− i q0,1tBs
D(q1)
tr

γ5

1+γ0
2

γ5N(q1)

. (B.17)
Equations (B.15), (B.16) and (B.17) have been implemented in the Matlab routine
analytic.m located in ~/main/tools/.
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B.2 O(1/mh) insertions
Now we turn to the analytic computation of the O(1/mh) current insertions. The kernels
that have to be inserted in the vertex in equation (B.3) are given in table 4.1, that is, we
need to compute
CBs→K,1/mµ,j (tK, tBs ; p⃗, θ⃗) =
=
1
(V3)3
Θ(tv − ti)δ(x⃗v − x⃗i)∑
{x⃗}
∑
k⃗s ,⃗ku
e− i p⃗·(x⃗ f−x⃗v) ei k⃗s·(x⃗i−x⃗ f ) ei k⃗u·(x⃗ f−x⃗v)×
× tr

γ5S˜u(t f − tv; k⃗u)Kµj

1+γ0
2

γ5S˜s(ti − t f ; k⃗s + θ⃗)

. (B.18)
We start by noting that
∂Sk e
i p⃗·⃗x = i sin(pk) ei p⃗·⃗x (B.19)
and that integration by parts on the lattice is given by
∑
x
g(x)∂Sk f (x) = −∑
x
g(x)
←−
∂ Sk f (x). (B.20)
We evaluate equation (B.18) schematically by writing all factors that contain x⃗v, on which
the derivatives act, explicitly, while we suppress all other factors and dependencies. We
have
∑
x⃗v
e− i p⃗·(x⃗ f−x⃗v)

g ei k⃗u·(x⃗ f−x⃗v)
1
2

∂Sk ±
←−
∂ Sk

Γµjl f (x⃗v)

= ±1
2∑x⃗v
e− i p⃗·(x⃗ f−x⃗v)

g ei k⃗u·(x⃗ f−x⃗v)
←−
∂ SkΓ
µ
jl f (x⃗v)

+
1
2

−∑
x⃗v
e− i p⃗·(x⃗ f−x⃗v) g ei k⃗u·(x⃗ f−x⃗v)
←−
∂ SkΓ
µ
jl

f (x⃗v)
= ±1
2∑x⃗v
e− i p⃗·(x⃗ f−x⃗v) ei k⃗u·(x⃗ f−x⃗v) i sin(−kuk)gΓµjl f (x⃗v)
− 1
2∑x⃗v
e− i p⃗·(x⃗ f−x⃗v) ei k⃗u·(x⃗ f−x⃗v) i sin(pk − kuk)gΓµjl f (x⃗v)
=
1
2∑x⃗v
e− i p⃗·(x⃗ f−x⃗v) ei k⃗u·(x⃗ f−x⃗v) gΓµjl f (x⃗v) i [sin(jk)∓ sin(pk + jk)] . (B.21)
We tabulate the explicit results for all currents in table B.1. The analytic expressions for the
current insertions are then obtained by substituting the corresponding eigenvalue listed in
table B.1 for a kernel Kµj in equation (B.18).
Now, let us turn to the O(1/mh) Lagrangian insertions. If all gauge links are unity, the
spin insertions of equation (4.9) vanish, because Fkj of equation (3.13) vanishes. We can,
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VHQETµ Kµj EV
Vstat0 γ0 γ0
V0,1 ∑l γl(1/2)(∇Sl −
←−∇ Sl ) ∑l 12 i [sin(jl) + sin(pl + jl)] γl
V0,2 ∑l γl(1/2)(∇Sl +
←−∇ Sl ) ∑l 12 i [sin(jl)− sin(pl + jl)] γl
Vstatk γk γk
Vk,1 ∑l(1/2)(∇Sl −
←−∇ Sl )γlγk ∑l 12 i [sin(jl) + sin(pl + jl)] γlγk
Vk,2 (1/2)(∇Sk −
←−∇ Sk) 12 i [sin(jk) + sin(pk + jk)]
Vk,3 ∑l(1/2)(∇Sl +
←−∇ Sl )γlγk ∑l 12 i [sin(jl)− sin(pl + jl)] γlγk
Vk,4 (1/2)(∇Sk +
←−∇ Sk) 12 i [sin(jk)− sin(pk + jk)]
Table B.1: Overview of Kµj for Vµ and their eigenvalues.
however, compute the kinetic insertions. Then, equation (5.36) becomes
CBs→K,kinµ (tK, tBs ; p⃗, θ⃗) =
1
V3
∑
{x⃗},z,l
e− i p⃗·(x⃗ f−x⃗v) tr

γ5Su(x f − xv)γµSb(xv − z)×
Ul(z)Sb(z + lˆ − xi) +U†l (z− lˆ)Sb(z− lˆ − xi)− 2Sb(z− xi)

γ5Ss(xi − x f )

. (B.22)
Now let us focus on the product of the up, the heavy and the first heavy propagator in
the square brackets. Since we are summing over all z⃗ and x⃗, we can shift the summation
variables:
∑
x⃗v ,⃗z
Su(x f − xv)Sb(xv − z)Ul(z)Sb(z + lˆ − xi) ei p⃗·⃗xv
z→z−lˆ= ∑
x⃗v ,⃗z
Su(x f − xv)Sb(xv − (z− lˆ))Ul(z− lˆ)Sb(z− xi) ei p⃗·⃗xv
xv→xv−lˆ= ∑
x⃗v ,⃗z
Su(x f − (xv − lˆ))Sb(xv − z)Ul(z− lˆ)Sb(z− xi) ei p⃗·⃗xv e− i pl . (B.23)
Performing analogous variable shifts for the second heavy propagator in the square brack-
ets of equation (B.22) and collecting terms, we arrive at1
CBs→K,kinµ (tK, tBs ; p⃗, θ⃗) =
1
V3
∑
{x⃗},z,l
tr


Su(x f − xv + lˆ) e− i pl Ul(z− lˆ) + Su(x f − xv − lˆ) ei pl U†l (z)− 2Su(x f − xv)

× γµSb(xv − z)Sb(z− xi)γ5Ss(xi − x f )γ5

. (B.24)
1Now note here, however, that a shifted s propagator means that we will get an extra factor coming from the
twist which we put on the U field through which the s quark is propagating, because we pass the twisted
U field to the kin_ins routine in our program. This is not correct, so we need to account for this by
undoing this twist in the routine kin_ins.
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We repeat the same calculation for the kinetic insertions for the heavy-light two-point
function. We arrive at
CBs,kin(tBs ; θ⃗) =
1
V3
∑
{x⃗},z,l
tr


Ss(xi − x f + lˆ)Ul(z) + Ss(xi − x f − lˆ)U†l (z− lˆ)− 2Ss(xi − x f )

× γ5Sb(x f − z)Sb(z− xi)γ5

. (B.25)
We have
D⃗2 ei p⃗·⃗x = ∇⃗∗∇⃗ ei p⃗·⃗x =∑
l
ei p⃗·⃗x(ei pl −2+ e− i pl )
=∑
l
ei p⃗·⃗x(2 cos(pl)− 2)
=∑
l
−4 ei p⃗·⃗x sin2(pl/2). (B.26)
Note further that
t f
∑
tz=ti
Θ(t f − tz)Θ(tz − ti)ψ(t f − ti) = (t f − ti + 1)ψ(t f − ti). (B.27)
Then, performing the same steps of computation as for the static case, detailed in the
previous section, equation (B.24) becomes
CBs→K,kinµ (tK, tBs ; p⃗, θ⃗)
=
1
V3
∑
{x⃗},tz,l
Θ(tv − tz)Θ(tz − ti) e− i p⃗·(x⃗ f−x⃗v)
× tr

γ5S˜s(−(tK + tBs); j⃗ + θ⃗)γ5S˜u(tK; p⃗ + j⃗)γµ( 1+γ02 )2

×
×

ei(pl+jl) e− i pl + e− i(pl+jl) ei pl −2

=
1
V3
∑
{x⃗},l
e− i p⃗·(x⃗ f−x⃗v) tr

γ5S˜s(−(tK + tBs); j⃗ + θ⃗)γ5S˜u(tK; p⃗ + j⃗)γµ( 1+γ02 )2

×
× (tBs + 1)×

− 4 sin2(jl/2)

. (B.28)
We also give the expression for the kinetic insertion for the heavy-light two-point func-
tion:
CBs,kin(tBs ; θ⃗) = (tBs + 1)
1
V3
∑
{x⃗},l
tr

γ5S˜s(−tBs ; j⃗ + θ⃗)γ5( 1+γ02 )2

×

− 4 sin2(jl/2)

. (B.29)
Equations (B.18), (B.28) and (B.29) have been implemented in the Matlab routine
analytic.m located in ~/main/tools/. Assuming the main program has been run, the
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script ana_check.pl in ~/main/tools/ can be run. It will execute analytic.m if this has
not yet been done and compare all numeric output files line by line with the corresponding
analytic ones and print out whether any discrepancies between them have been detected
at a given precision level. We verified agreement between analytical and numerical calcu-
lations of all quantities discussed in this chapter up to machine precision.
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C Properties and tests of the code
C.1 General properties
The problem discussed in the main text of this thesis has some underlying properties. We
list these here and describe how they are verified in the measurement code
hqet_btopi_all.
• Gauge invariance
The problem is gauge invariant, that is, invariant under random gauge transforma-
tions. If in the infile the flag_rgt is set to 1, a random gauge transformation is
applied to the gauge field and the noise source. Comparing the output generated
using the transformed fields with that of the untransformed fields, we observe that
they are the same up to machine precision, so that gauge invariance is fulfilled.
• Translational invariance
Setting all gauge links U = 1, the problem is time-translationally invariant. That is,
keeping tK and tBs fixed, the output does not depend on the absolute positions of
ti, tv, t f on the lattice. To check for this, we vary the position of the noise source,
which has support on time slice t f , by modifying in the infile of the program the
parameter n_timedils. Running the program for various n_timedils, we get the
same output up to machine precision; hence we verify that translational invariance
is fulfilled.
• Discrete rotational invariance
Setting all gauge links U = 1, the problem is invariant under rotations in Dirac space.
To test this, we need a set of source fields that is closed under rotation. For example,
such a set is obtained by taking four sources that have support on the same space
time point and colour component and each have a different Dirac component set to
1 with the other three components being zero. Once the outputs obtained employing
these four sources are summed, one can test the result for rotational invariance by
comparing the summed outputs of different combinations of p⃗K, θ⃗. This has been
implemented in the program by setting to 1 flag_rotinv in the infile and choosing
a set of momenta for which one wants to test rotational invariance. In particular, we
have checked for all <tag>s that
– for µ = 0 the result depends only on | p⃗K|;
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– for {µ = 1, p⃗K = (1, 0, 0)}, {µ = 2, p⃗K = (0, 1, 0)} and {µ = 3, p⃗K = (0, 0, 1)} for
a given j the result is the same up to rounding errors;
– for {µ = 1, p⃗K = (1, 1, 0)}, {µ = 2, p⃗K = (1, 1, 0)}, {µ = 1, p⃗K = (1, 0, 1)},
{µ = 3, p⃗K = (1, 0, 1)}, {µ = 2, p⃗K = (0, 1, 1)} and {µ = 3, p⃗K = (0, 1, 1)} for a
given j the result is the same up to rounding errors.
C.2 Effects and properties of quark twisting
In this section we want to discuss in some more detail the effects of quark twisting as
introduced in section 5.1.3. Ultimately, we twist both the b and the s quark, as discussed
in section 5.1.4, such that a correlation function constructed from these two quarks does
not depend on θ⃗, compare equations (5.28) and (5.29). We point out again that the heavy
quark at static order does not feel effects of the twist, since it amounts to a multiplication
of space-like gauge fields with a phase, equation (5.27), but the static heavy quark moves
along time-like links only, equation (4.16).
Let us therefore now consider a heavy-light two-point function at static order with a
twisted light quark. Since the heavy quark is static, it is bound to a point in space x⃗0
and propagates only in time direction, from t0 to t1. Thus, also the light quark is fixed
at {x⃗0, t0} and {x⃗0, t1}, while it can move away from x⃗0 between t0 and t1. Propagating
through a twisted gauge field, it picks up a phase exp{− i θk/L} for each spatial link it
passes along direction k. Since, however, it is required to return to x⃗0 at t1, at some point
along its trajectory, it will move along the same link in opposite direction, thus picking up
an opposite phase of exp{+ i θk/L}. This situation is sketched in figure C.1. A different
possibility for the light quark to return to x⃗0 at t1 is sketched in figure C.2: It wraps around
the lattice in direction k. In this situation, it will pick up a phase exp{− i θk/L} per link
and, after passing through L lattice sites, end up with a total phase of exp{− i θk}. This
contribution, however, is exponentially suppressed with the lattice size L. Thus, the heavy-
light two-point function is independent of the twist θ⃗ up to exponentially suppressed
finite-size effects.
b
x⃗0, t0 x⃗0, t1
exp{− i θk/L} exp{i θk/L}s
Figure C.1: Schematic representation of a Bs propagating at static order. The light quark
receives no total twist.
The argument made so far holds only for the ground state contribution to the heavy-
light two-point function. If we consider also excited states, we have to take into account
also contributions such as the one sketched on the right in figure C.3. Here, a u-u-loop
is formed from the sea quark background and connects to the b and s quarks such that
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L
0
b
x⃗0, t0 x⃗0, t1
exp{− i θk/L}
exp{− i θk/L}
s
s
Figure C.2: Schematic representation of a Bs propagating at static order. The light quark
wraps around the spatial direction k and receives a total twist exp{− i θk}.
a B and K are propagating. If the s quark is twisted, the kaon will now have an altered
momentum compared to a kaon with an untwisted s quark. Hence its energy, and therefore
the energy of the combined state of the B and K, depend on the twist of the light quark.
Note that while this dependece is also a finite-size effect, its suppression is only with 1/L.
b
s
b
s
u
u
B
K
Figure C.3: Schematic representation of the heavy-light two-point function. Left: ground
state contribution. Right: An excited state formed when an up quark loop is
created from the sea, making for the propagation of a B and a K.
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D Models of combined fits
In section 6.4, we discussed a combined fit to the three- and two-point function to obtain
ϕ
(0,0)
µ . For this fit, we made some assumptions. Here, we discuss similar fits based on
different assumptions.
A.) As already noted in section 6.4, let us repeat here that in principle, it is possible to
obtain ϕ(0,0)µ by fitting to equation (6.19). This is what we do to get a starting value
to the final fit in section 6.4.
B.) We fix tK to a value that is safely within the plateau region, that is, the region where
only the ground state contributes significantly, tK = tfixK . Then, equation (6.17) sim-
plifies to
CBs→Kµ,i (tfixK , tBs) ≈
2
∑
n=0
κ(0)ϕ
(0,n)
µ β
(n)
i e
−E(0)K tfixK e−E
(n)
Bs tBs
≡
2
∑
n=0
ϕ(n)µ β(n)i e−E(n)Bs tBs , (D.1)
with ϕ(n)µ = κ(0)ϕ(0,n)µ e−E(0)K tfixK . (D.2)
We now perform a combined fit to equations (6.12) and (D.1), with six ϕ(n)µ , nine
β
(n)
i and three E
(n)
Bs as fit parameters. So, the total number of fit parameters is now
eighteen. To obtain ϕ(0,n)µ from equation (D.2), we use κ(0) and E
(0)
K determined
independently from the light-light two-point function as discussed in section 6.1. We
remark that this fit is considerably faster than that discussed in section 6.4 in terms
of CPU time, notably because only a fraction of the full set of data points enter. Still,
fit parameters obtained from this fit agree remarkably well with those of the fit of
section 6.4.
C.) With the approximations we make in equations (6.16) and (6.17), we neglect all ex-
cited kaon states and claim that only the ground state of the kaon contributes. While
this is a reasonable approximation, we can also extend the fit to include excited kaon
states. Then, we have
CK(tK) ≈
1
∑
n=0
(κ(n))2 e−E
(n)
K tK = (κ(0))2 e−E
(0)
K tK +(κ(1))2 e−E
(1)
K tK , (D.3)
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and
CBs→Kµ,i (tK, tBs) =
1
∑
m=0
2
∑
n=0
κ(m)ϕ
(m,n)
µ β
(n)
i e
−E(m)K tK e−E
(n)
Bs tBs , (D.4)
adding eight additional fit parameters, κ(1), E(1)K , ϕ
(1,0)
µ , ϕ
(1,1)
µ , ϕ
(1,2)
µ , for a total of
twenty-eight.
D.) We may also include finite-T effects, as discussed in section 6.5, in our fit. For this, we
write the three-point function as in equation (6.28). In doing so, we can significantly
increase the range of tK that enters the fit. On the other hand, we also add a number
of additional fit parameters: at least six amplitudes ξµ,i (2× 3 for µ = 0, 1 and i =
1, 2, 3 smearing levels), depending on whether we want to include only the B∗ ground
state or also its first excited state. Note that at static order, EB∗ = EBs . Since, as we
already pointed out, the tK range is sufficiently large, we will not include finite T
effects in our fit.
Let us make another general remark here. Each of the above strategies can be followed
for a fixed µ. For example, if we set µ = 0, in any strategy, we will obtain ϕ(0,0)0 and thus f∥,
compare equation (7.2a). Then, we can repeat the same for µ = 1 to obtain ϕ(0,0)1 and thus
f∥, equation (7.2b). This reduces the total number of fit parameters in a single fit and thus
stabilises it. All quantities, however, that do not have a µ dependence, that is, all β, κ, E,
are then determined twice: Once in the fit for µ = 0, once in the fit for µ = 1. We refrained
from pursuing this method.
91
E Finite-T effects for the ratio
We here extend the discussion of finite-T effects presented in section 6.5 to the ratio defined
in equation (5.10)1. As in the main text, we here focus our discussion on finite-T effects in
tK, since in tBs , we enter the region of large statistical noise before the wrapper contribution
becomes relevant. Let us therefore remember equation (6.27) and divide it by
Psu(x f )Pus(xv)
 ⟨Pbs(xv)Psb(xi)⟩ (E.1)
and obtain the ratio
Rµ ≈ ⟨0 | Psu |K⟩ ⟨K |V
µ |Bs⟩ ⟨Bs | Pbs | 0⟩ e−EBs tBs e−EKtK⟨PsuPus⟩ ⟨PbsPsb⟩ +
+
⟨K | Psu | 0⟩ ⟨0 |Vµ |B∗⟩ ⟨B∗ | Pbs |K⟩ e−EB∗ tBs e−EK(T−tBs−tK)⟨PsuPus⟩ ⟨PbsPsb⟩
= ⟨K |Vµ |Bs⟩  
≡Aµ0
e−EBs tBs /2 e−EKtK
e−EKtK + e−EK(T−tK)
+
+
⟨K | Psu | 0⟩ ⟨0 |Vµ |B∗⟩ ⟨B∗ | Pbs |K⟩
|⟨K | Psu | 0⟩|2 |⟨Bs | Pbs | 0⟩|2  
≡Aµ1
e−EB∗ tBs e−EK(T−tBs−tK)
e−EBs tBs /2

e−EKtK + e−EK(T−tK)
. (E.2)
Here we have used equation (3.37),
⟨P(x)P(y)⟩ T→∞= ∑
n
|⟨n | P | 0⟩|2 e−En(tx−ty) . (E.3)
We now multiply both sides of equation (E.2) by eEBs tBs /2 eEKtK/2, making contact to equa-
tion (5.11), and get
Rµ eEBs tBs /2 eEKtK/2 =
1
1+ e−EK(T−2tK)

Aµ0 + A
µ
1 e
−(EB∗−EBs−EK)tBs e−EK(T−2tK)

. (E.4)
Note here that at static order, EB∗ = EBs , so that in equation (E.4), EB∗ − EBs = 0 and it thus
becomes independent of EBs . To keep the discussion general here, however, we stick to the
notation using both EB∗ and EBs .
We note that equation (E.4) has three unknown quantities: Aµ0 , which is of physical
1In principle, the ratio can be constructed for any smearing level and should thus receive an index i. Here,
however, we restrict ourselves to considering it for one smearing level and thus omit the index i.
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interest to us, and Aµ1 and EB∗ , which come from the wrap-around kaon and B
∗ state. As
expected, at moderately small tK, equation (E.4) is dominated by the physical (plateau)
term Aµ0 , while at large tK, it is dominated by the wrapper term A
µ
1 , which is enhanced
with exp(−EK(T− 2tK)). Finally, let us write down equation (E.4) for the case of fixed tBs :
Rµ eEBs tBs /2 eEKtK/2 =
1
1+ e−EK(T−2tK)

Aµ0 + Aµ1 e−EK(T−2tK) , (E.5)
where Aµ1 = Aµ1 e−(EB∗−EBs−EK)tBs . (E.6)
We note that equation (E.5) has now only two unknown parameters, Aµ0 and Aµ1 .
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F Fit results
In this appendix, we collect some of the results of the fits discussed in chapter 6. Let us
therefore remember table 6.2, in which we show the results of all parameters of the fits
using the central t ranges of given in that table for the different ensembles. In figures F.1
to F.3, we show scatter plots of all fit parameters in which we vary the fit range by one or
two units in (tBs)
2pt
min, (tBs)
3pt
min and (tK)
3pt
min around the central value given in table 6.2 for
ensemble N6. The index on the x axis of these plots is explained in table F.1. In figure
F.4, we show scatter plots of ϕ(0)µ as a function of (tBs)
3pt
min. In figure F.5, we show scatter
plots of ∆ϕ(0)µ as a function of (tBs)
3pt
min, where ∆ϕ
(0)
µ = ϕ
(0)
µ

(tBs)
3pt
min = 13
− ϕ(0)µ (tBs)3ptmin
is the variation of ϕ(0)µ at a given (tBs)
3pt
min from ϕ
(0)
µ at our central value (tBs)
3pt
min = 13. In
figure F.6, we show plots similar to those of figures 6.5 and 6.6, comparing our fit result
with the ratio method, the difference being that in figure F.6, points are obtained from ratio
R′(tK, tBs) as in equation (5.13), as opposed to ratio R(tK, tBs), equation (5.11).
For simplicity, in this appendix we show all quantities in lattice units.
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index δ(tBs)
2pt
min δ(tK)
3pt
min δ(tBs)
3pt
min
1 −1 0 0
2 0 0 0
3 1 0 0
4 2 0 0
5 0 −1 0
6 0 0 0
7 0 1 0
8 0 2 0
9 0 0 −1
10 0 0 0
11 0 0 1
12 0 0 2
Table F.1: Index used on the x axis of the scatter plots in figures F.1 to F.3. Variation of times
are around the central value given in table 6.2.
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1 2 3 4 5 6 7 8 9 10 11 12
0.46
0.48
0.5
0.52
index
E
(1
)
B s
1 2 3 4 5 6 7 8 9 10 11 12
0.55
0.6
0.65
0.7
index
E
(2
)
B s
1 2 3 4 5 6 7 8 9 10 11 12
2.7
2.75
2.8
×10−2
index
β
(0
)
1
1 2 3 4 5 6 7 8 9 10 11 12
2.5
3
3.5
4
×10−2
index
β
(1
)
1
1 2 3 4 5 6 7 8 9 10 11 12
2
2.5
3
3.5
×10−2
index
β
(2
)
1
1 2 3 4 5 6 7 8 9 10 11 12
5.2
5.25
5.3
5.35
5.4
5.45
×10−3
index
β
(0
)
2
1 2 3 4 5 6 7 8 9 10 11 12
3.4
3.6
3.8
4
4.2
×10−3
index
β
(1
)
2
1 2 3 4 5 6 7 8 9 10 11 12
−1
0
1
2
×10−3
index
β
(2
)
2
Figure F.1: Scatter plots for ensemble N6 as motivated in section 6.6. The index on the x
axis is explained in table F.1. The filled points correspond to the central fit.
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1 2 3 4 5 6 7 8 9 10 11 12
2.94
2.96
2.98
3
3.02
3.04
×10−4
index
β
(0
)
3
1 2 3 4 5 6 7 8 9 10 11 12
0.8
0.9
1
1.1
1.2
×10−4
index
β
(1
)
3
1 2 3 4 5 6 7 8 9 10 11 12
−1.4
−1.2
−1
−0.8
−0.6
−0.4
−0.2
×10−4
index
β
(2
)
3
1 2 3 4 5 6 7 8 9 10 11 12
−0.6
−0.4
−0.2
0
index
ϕ
(1
)
0
1 2 3 4 5 6 7 8 9 10 11 12
−2
0
2
4
index
ϕ
(2
)
0
1 2 3 4 5 6 7 8 9 10 11 12
−1.6
−1.4
−1.2
−1
−0.8
index
ϕ
(1
)
1
1 2 3 4 5 6 7 8 9 10 11 12
−2
0
2
4
6
8
index
ϕ
(2
)
1
1 2 3 4 5 6 7 8 9 10 11 12
9.2
9.3
9.4
9.5
×10−3
index
κ
(0
)
Figure F.2: Scatter plots for ensemble N6 as motivated in section 6.6. The index on the x
axis is explained in table F.1. The filled points correspond to the central fit.
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1 2 3 4 5 6 7 8 9 10 11 12
0.3245
0.325
0.3255
0.326
0.3265
index
E
(0
)
B s
1 2 3 4 5 6 7 8 9 10 11 12
0.182
0.1825
0.183
0.1835
0.184
index
E
(0
)
K
1 2 3 4 5 6 7 8 9 10 11 12
1.12
1.13
1.14
1.15
index
ϕ
(0
)
0
1 2 3 4 5 6 7 8 9 10 11 12
0.59
0.6
0.61
0.62
0.63
index
ϕ
(0
)
1
Figure F.3: Scatter plots for ensemble N6 as motivated in section 6.6. The index on the x
axis is explained in table F.1. The filled points correspond to the central fit.
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8 10 12 14 16 18 20
1.1
1.12
1.14
1.16
(tBs)
3pt
min
ϕ
(0
)
0
8 10 12 14 16 18 20
0.59
0.6
0.61
0.62
0.63
(tBs)
3pt
min
ϕ
(0
)
1
Figure F.4: Scatter plots of ϕ(0)µ for ensemble N6 as motivated in section 6.6. On the x axis
is (tBs)
3pt
min, while all other t ranges are held at their central values of table 6.2.
The filled points correspond to the central fit.
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8 10 12 14 16 18 20
−2
0
2
×10−2
(tBs)
3pt
min
∆
ϕ
(0
)
0
8 10 12 14 16 18 20
−1
−0.5
0
0.5
1
×10−2
(tBs)
3pt
min
∆
ϕ
(0
)
1
Figure F.5: Scatter plots of ∆ϕ(0)µ = ϕ
(0)
µ

(tBs)
3pt
min = 13
− ϕ(0)µ (tBs)3ptmin for ensemble N6 as
motivated in section 6.6. That is, we here show the variations of ϕ(0)µ around the
values obtained using our central fit ranges as a function of (tBs)
3pt
min, while all
other t ranges are held at their central values of table 6.2. The red filled points
correspond to the central fit with statistical errors as given in table 6.2. Compare
also figure F.4, where we show ϕ(0)µ as a function of (tBs)
3pt
min.
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0 5 10 15 20 25 30
0.8
1
1.2
(tBs)
3pt
min
ϕ
(0
)
0
0 5 10 15 20 25 30
0.4
0.6
0.8
(tBs)
3pt
min
ϕ
(0
)
1
Figure F.6: Comparison of the right hand side of equation (5.13) (blue points), and the
results of the fit as described in section 6.4 shown as a black solid curve in the
fit range and extended as a dashed line for illustration, for ensemble N6. The
red band is the fit result for ϕ(0)µ . On the x axis is tBs ; tK = 15 is fixed. The
shown points are constructed from the correlators with the highest smearing
level, i = 3. Compare figures 6.5 and 6.6, where points are obtained from
equation (5.11); the black curves are the same. The error of the blue points is
dominated by that of κ(0), see section 6.1.
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ϕ
(0
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3pt
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ϕ
(0
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1
Figure F.7: Comparison of the right hand side of equation (5.11) (blue points), and the
results of the fit as described in section 6.4 shown as a black solid curve in the
fit range and extended as a dashed line for illustration, for ensemble N6. The
red band is the fit result for ϕ(0)µ . On the x axis is tBs ; tK = 15 is fixed. The shown
points are constructed from the correlators with the highest smearing level, i =
3. Compare figures 6.5 and 6.6, where the energies that enter equation (5.11)
were determined independently from the two-point functions as discussed in
sections 6.1 and 6.2. Here, we take the energies determined in our final fit, table
6.2; the black curves are the same.
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