ABSTRACT. We study an initial-boundary-value problem for a nonlocal semilinear heat equation. By studying the existence and nonexistence of its stationary solutions, we obtain the critical length(s) of the original parabolic equation. Some peculiar features of critical lengths are different from the classical results, due to the nonlocal singularity.
Introduction
In this paper, we study the following initial-boundary-value problem for the nonlocal semilinear heat equation 
IM->*) 11= / \w(y,s)\dy.
Jo Note that by the standard parabolic theory, there exists a unique classical solution for a small time interval for the above initial-boundary-value problem. The solution w of (1.1) is said to be quenching if the maximum of w( •, 5) reaches 1 in some finite time. In this case, the equation becomes singular. It is well known that the stationary solutions of (1.1) play an important role in studying the quenching problem. According to the classical concept, a number a* is called a critical length for (1.1) if there are stationary solutions when a < a* and no stationary solutions when a > a* (cf. [1] ). Our main purpose is to study the critical length(s) of this nonlocal problem.
First, we make the following transformation. Set iA(a;, t) = w(y y s), y = ax, s = a 2 t. [2] for the case /? = 1 and q > 0, and by Levine [3] for the case /3 > 0 and q = 0.
Therefore, the main subject of this paper is to study the existence and nonexistence of stationary solutions of (1.2). We are concerned with the nonnegative classical solution of the following problem:
t;(0) = v{l) = 0, where ||v|| = / 0 v{x)dx. Note that v = 0 is always a solution of (S). By the maximum principle, any nontrivial nonnegative solution of (S) must be positive in (0,1). In the sequel, when we refer to a solution, we will mean a nontrivial positive solution. When /? = 1, it was claimed in [2] that there is a unique positive solution of (S) for each given e > 0, if q > 2. But there is a gap in the proof of this result for q > 2. Therefore, the case q > 2 is still open. See the detailed explanations in Section 3 below.
In this paper, we shall restrict our attention to the case where /? < 1. We summarize the main results of this paper as follows. The stability analysis for the above stationary solutions follows the same line as in [2] and [3] , so that some quenching criteria and/or global existence results can be readily given (cf. [2] and [3] ).
We make some remarks on the critical length(s) of the equation (1.1). From the above results, we see that there is a unique critical length for the case /? = 1 and 1 < q < 2 + 20% and the case 0 < /3 < 1 and 1 < q < 2. The critical length is either finite or infinite. Notice that in the case 0 < /? < 1 and 1 < q < 2, the critical length has the reverse meaning, namely, there are stationary solutions when a > a* and no stationary solutions when a < a*. Furthermore, for the case 0 < /? < 1 and q = 1, there are two critical lengths. There is a unique stationary solution when the length a is between these two critical values. This peculiar feature is different from the classical results due to the nonlocal singularity.
We organize this paper as follows. In Section 2, we give some preliminaries which will be used later. In Section 3, the case (3 -1 is studied. In Section 4, the case 0 < (3 < 1 is treated for the range 1 < q < 2.
Preliminaries
Let v{x) be a nontrivial nonnegative classical solution of In order to derive a relation between e and /i which is independent of ||t;||, we borrow an idea from Deng [2] , and let
Then g satisfies
, we obtain 
Then, by reasoning similar to the above, it is easy to show that v(x) is a solution of (S). Therefore, studying the existence of stationary solutions is equivalent to studying the behavior of the function K q in (0,1). First, the following lemma shows that the function K q is well-defined in (0,1). Since the proof can be found in [2] , we omit it. We will investigate the function K q (0) in the following sections. Using (2.9) and (2.10), the following lemma follows from Lemma 2.1 directly.
Lemma 3.1. A(0) -e"'
2 B(6) > 0 on (0, oo).
The following lemma can be found in [3] . 
(0) + 2(2 -^-^((W). (3.4)
Note that by (3.3), the sign of K' q (9) is the same as J q (9). Now, we will determine the sign of J q (9) in the following. Differentiating J q (9) in (3.4), we get This implies that e e J q {0) is a strictly decreasing function in (0, oo) for 1 < q < 2.
J' q (9) = -2dJ q {9) -Me-6 *A(9){A{9) -e^B{9)) + le'*'3(9)^(9)
Since lim0_»o+ e9 JqiP) = 0) we have J q (6) < 0, for 6 G (0, oo) and 1 < q < 2.
Hence the theorem follows from (3.1), (3.2), and (3.7). □
In [2] , the author claimed that there is exactly one positive solution for e > 0, q > 2. Indeed, the proof of this case is not complete since the limit lim^^x-J^ifJ*) is -oo instead of +oo as stated in the proof of Lemma 3.3 in [2] . Prom [2] , we have Because lim^^i-J^i/j) = -00, the proof of Lemma 3.3 in [2] is not correct. Accordingly the proof of Theorem 3.4 in [2] is also not complete. Therefore, the case q > 2 is still open. Here we will prove that there is exactly one positive stationary solution for the case 2 < q < 2 4-26% where 60 is the constant given in Lemma 3.2. Then, using the fact that e e oj q (0o) < 0, (3.14) follows. Therefore, the theorem follows from (3.13) and (3.14) directly. We are ready to state and prove the following main theorem of this section. Proof. Prom (4.6), we compute (4.13) Therefore, by (4.7), (4.10), (4.12) and (4.13), we have Jq(0) < 0 for 0 G (0, oo) and 1 < q < 2. Recall (4.1) and (4.2). Hence the theorem is proved. □
