Key Points.
Introduction
In recent decades, coastal cities have become important nodes in global economic network. Therefore, adverse impacts from coastal disasters, such as tsunamis, do not only have local or regional effects, but can amount to global consequences. Furthermore, the increased economic relevance of cities, such as Los Angeles, Singapore or Hong Kong (to mention only three of many), has caused their population to significantly grow, including projections that even more people will be attracted to these economic power houses. Because the population of coastal megacities increased and is predicted to grow even more, the risk from coastal disasters to which the coastal population is exposed needs to be carefully, realistically and objectively evaluated. To create risk assessments that meet these attributes, meaningful and robust hazard assessments are required. Fortunately for coastal megacites, not enough tsunamis have occurred in any one region to solely base hazard assessments on historical or modern record events. Because of that fact, the geologic record of paleo tsunamis needs to be interrogated. The important nature of the geologic record is the presence of uncertainty. This is not only because of the chaotic behavior of tsunami sources, such as earthquakes, landslide, volcanic eruptions, and meteorite impacts, but also due to the fact that, for example, storms can produce deposits with features similar to those preserved in tsunami deposits. There also are other sources of uncertainty. For example, the fact that the sedimentation process depends very strongly on the presence of local turbulence is an additional source of uncertainty that can only be reduced by a better understanding of sediment transport processes. The presence of uncertainty is one of the arguments employed to base tsunami hazard assessment on statistics.
particles during the settling process are neglected. It is further assumed that the sediment concentration and the fluid velocity vary only vertically in the water column, and their horizontal gradients and temporal changes are neglected. With the assumptions above, the flow velocity profile u(z) along the water column can be parameterized by the shear velocity u * , where z is the elevation above the bed. Consequently, the depth-averaged flow velocity can be obtained from the following integral over the entire water column:
in which z 0 is the total roughness of the bed. The eddy viscosity K can be calculated as following [Gelfenbaum and Smith, 1986] :
where κ = 0.41 is the von Karman constant. The suspended sediment concentration for each grain size in the water column is assumed to follow the Rouse profile [Jaffe and Gelfenbuam, 2007] :
in which w i is the settling velocity of particles in the i th grain-size class, which depends on the mean particle diameter D i of the class; C i,0 denotes sediment concentration of the
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Equation (3) suggests that the sediment concentration for each sediment grain size can be determined by the tsunami characteristics (i.e., shear velocity u * and flow depth h) and the particle diameter D i . According to the convention in the sedimentology, the grain size is represented in φ scale (the logarithm of the particle diameter to the base 2), φ i = − log 2 (D i /D ref ), in which D ref = 1 mm is the reference particle diameter to ensure dimensional consistency. Consequently, the tsunami deposit thickness and grainsize distribution can be obtained by integrating the concentration curve C i (z) for each grain size class. The integration is performed with the following algorithm, which is illustrated in Fig. 1 with two grain-size classes as an example.
1. Discretization of time. Assuming that T is the total time taken for all the sediment in the water column (including all grain-size classes) to settle, we divide the time T to N time steps of size ∆t such that T = N ∆t.
2. Discretization of water column. For grain-size class i, the water column can be divided to N layers, numbered sequentially upward from the bottom (see Fig. 1a ), such that the sediment at the top of layer l arrives at the bed at time l ∆t. Since the particles are assumed to have no acceleration (e.g., at constant velocity w i ) during the sedimentation, the layers of the water column have a uniform thickness of ∆z i = w i ∆t.
Note that the layer thickness can be different among different grain-size classes since the terminal velocity w i is larger for coarse grains than for fine grains. Consequently, for a coarse grain-size class the discretized water column layer thickness ∆z i = w i ∆t is larger and thus the number of discretized water column layers is smaller. This can be seen by comparing Fig. 1a and 1b.
D R A F T January 18, 2016, 2:47am D R A F T 3. Accumulation of tsunami deposit. With the discretization of the water column, it can be seen that the obtained tsunami deposit has N layers as well (numbered in the same way as for the water column; see Fig. 1c ). The sediment in layer l consists of the sediment in the l th layer of the water column for all grain-size classes (indicted in colors/patterns in Fig. 1c ). The tsunami deposit thickness ∆η l of the l th layer is computed by summing up the sediment volume in the corresponding l th water column layers for all grain-size classes:
in which C 0 is the total sediment concentration at the bed including size classes, n is the number of grain-size classes, and C i,l is the average concentration of grain-size class i in the water column layer l, which can be obtained by a simple integration:
4. Post-processing for grain-size distribution. The fraction f i,l of each grain-size class i in the l th layer in the sediment column is
The thickness of sediment layers ∆η l and the fraction f i,l for each grain-size class in each layer are used to produce the plots presented in Fig. 1c and Fig. 6 , which is the final output of the forward problem.
The algorithm above for the forward problem produce some key information, which is the time stamp of tsunami deposit layers and the sediment flux at each time step. Specifically, the time at which the sediment layer l finished the deposition at time l ∆t, which can be considered the time stamp on the sediment layer (see Fig. 1b) . Acknowledgedly, the X -10 WANG ET AL.: ENKF-BASED TSUNAMI INVERSION sediment cores obtained in the field do not come with time stamps. However, by comparing sediment cores obtained at several locations with cross-shore offsets, it is possible to infer the time stamps and thus the sediment fluxes at discretized time intervals [Dearing et al., 1981] .
To facilitate the filtering procedure to be used in the inversion, we adopt an alternative approach of computing tsunami deposit thickness by considering the time sequence of the sedimentation process. Specifically, in contrast to Eq. (4), the deposition thickness can be computed from the average sediment flux ζ i,l of grain-size class i at time step l when the l th layer of the sediment deposit is formed. That is,
Note that the same subscript l that is used above as the indices of the water column layer ( Fig. 1a and 1b ) and sediment layer (Fig. 1c ) is used to denote the time step index here.
This choice of notation is justified by the assumption that the l th sediment layer is formed by the deposition of all sediment grain classes in the l th water column layer at time step l. Simply substituting Eq. (7b) to Eq. (7a) yields Eq. (4), and thus the two formulations in Eqs. (4) and (7) are equivalent.
By adopting the flux-based formulation, we are modeling the sediment deposition process as the evolution of a dynamical system with the sediment flux ζ i for each grain-size class i as the system state. Based on the assumptions from Eq. 7b, it can be seen that for any grain-size class i the state ζ i (t) is uniquely determined by the concentration profile (shear velocity u * and flow depth h) and the grain-size φ i . Therefore, the forward model F is thus formulated as to compute sediment deposition flux ζ i (t) from known shear velocity u * and flow depth h, i.e., F : (u * , h) → ζ i (t). The sediment thickness and grain-size distribution are considered auxiliary quantities obtained by post-processing the time series of the system state ζ i (t).
Formulation of the Inverse Problem and Solution Algorithm
The objective of the inverse problem is to infer the tsunami characteristics (depthaveraged flow velocity and flow depth) from tsunami deposit. In the formulation of the forward problem above, the flow velocity profile and the depth-averaged velocity are parameterized by the shear velocity as in Eq. (1), and the sediment flux is the state variable of the system. Therefore, the inverse problem is recast as inferring the shear velocity and flow depth from the sediment flux. The sediment flux, which is the input to the inverse problem, can be obtained by analyzing the tsunami deposit from the field. Specifically, when tsunami deposit samples are cored, they are first divided to a number of layers and to obtain the time stamp for each layer by utilizing the spatial information of the samples. Particle-size analysis is then performed on each layer, i.e., by using sieve analysis or other sedimentation techniques [Barth, 1984] , which leads to the average sediment flux ζ i at a few discrete time steps. The inverse problem needs to be formulated so that shear velocity u * and flow depth h can be inferred from the sediment flux. As such, we consider u * and h the unobservable parameters of the dynamical system F(u * , h; ζ i (t)). They will be inferred from observations of the system state, i.e., the sediment flux ζ i (t).
The inversion of shear velocity and flow depth from observed sediment flux is challenging for at least two reasons. First, the observation is inevitably sparse and noisy, because the sediment core can only be divided to a few layers to ensure each layer has enough sediment mass, and the measurement has large errors. Second, the forward model describing the sedimentation process is based on high simplified assumptions and thus does not faithfully represent the exact system dynamics.
In this work we use the Ensemble Kalman Filtering (EnKF) to perform the inversion [Evensen, 2003 [Evensen, , 2009 Iglesias et al., 2013] , which is widely used in data assimilations, particularly in numerical weather forecasting. When used to solve the tsunami deposit inversion problem, the system state is first augmented to include both the physical state ζ i (t), which are observable, and parameters u * and h, which are unobservable (from the sediment core) and are to be inferred. The augmented system state x(t) is written as a vector formed by stacking the unknown parameters and the sediment flux ζ i (t):
in which indicates vector transpose.
Given the prior distributions for parameters (u * and h) to be inferred and the covariance matrix R of the sediment flux observations ζ corresponding to the current time step l. The ensemble covariance P and the error covariance R are used to compute the Kalman gain matrix K. Each sample is corrected as follows:
where superscript x j is the corrected system state; ζ = [ζ 1 , · · · , ζ n ] are the sediment fluxes, the part of the system state vector that can be observed; H is the observation matrix. After the correction, the analyzed state contains updated fluxes and parameters.
It should be remarked that: (1) the analysis scheme above suggest that the corrected state (i.e., the analysis) is a linear combination of the prediction and observations, with the Kalman gain matrix K being the weight of the observations; (2) the observation matrix H : R n+2 → R n has a size of n × (n + 2), which maps a vector in the n + 2 dimensional state space to a vector in the n dimensional observation space. The first n columns of for inferring tsunami characteristics from tsunami deposit is summarized in Fig. 2 . The detailed algorithm is presented in Appendix A.
It can be seen that the observations arrive sequentially in the EnKF data assimilation procedure above, which is typical for applications such as numerical weather forecasting.
In this work we formulate the tsunami inversion problem with a sequential streaming of data to take advantage of the widely used EnKF algorithm. In this method, the filtering procedure finds an optimal correction at each assimilation step based on the latest observation and the latest prediction ensemble (see Eq. (9)). We note that it can be preferable to use another algorithm that is closely related to EnKF, namely the Ensemble Kalman Smoothing method, which finds optimal correction in light of all past observations [Evensen and Van Leeuwen, 2000] . This method will be investigated in future work.
Computational Setup of Synthetic Cases for Verification
While EnKF-based Bayesian inferences have been widely used in other communities of geosciences, the present contribution represents the first attempt in using it for tsunami inversion. To establish confidence in the proposed framework for tsunami inversion based on sediment deposits, we construct a series of verification cases with synthetic truths to assess the performance of the proposed inversion scheme. Furthermore, we test the proposed framework by using a set of field data of the real tsunami deposits from the A synthetic case can be generated by running the forward model described in Section 2.1 on given a set of tsunami and sediment characteristics (i.e., shear velocityũ * and flow depthh, the range of particle sizesφ i , where· indicates synthetic truths). The correspond-
ing tsunami deposits including the thickness and the grain-size distribution as shown in In fact, for the synthetic cases the sediment fluxes are part of the forward model simulation output, and thus a post-processing procedure is not required. Synthetic observations are then generated by adding Gaussian random noises of standard deviation σ i to the true sediment fluxes, which represent the measurement and sampling errors in sediment coring operations in the field. The decision to use synthetic cases instead of realistic cases to verify the proposed method is justified by the fact that the true tsunami characteristics corresponding to actual field samples are usually unknown, which make them not ideal for verification purposes. Even if the truth for tsunami characteristics were known, e.g., when the flow speed and flow depth were measured from independent sources, it would be difficult to distinguish the errors due to the forward model inadequacy and those due to the inversion procedure. Therefore, using the synthetic cases allow us to focus on assessing the performance of the proposed inversion procedure. The merits of the inversion scheme can be assessed by its capability to reproduce the synthetic truthsũ * andh, to which the inversion scheme is blind. With the established confidence from the verification cases, field data of deposits from the 2006 Java tsunami event are used as the observations to demonstrate the capability of the proposed framework in realistic applications.
For simplicity, we assume that the shear velocity u * and flow depth h, which are to be inferred, are assumed time-invariant. In addition, tsunami deposit at only one onshore location is utilized. The proposed scheme can be straightforwardly extended to timevarying shear velocity u * (t) by incorporating iterations in each time step. Moreover, for D R A F T January 18, 2016, 2:47am D R A F T the problems where sediment deposits are available at multiple locations, the proposed scheme also can be applied by expanding the state vector to include fluxes at different locations.
Two verification cases with synthetic observations of increasing difficulty levels are defined. In case 1, the sediment has a single grain size φ = 2.0, and the only unknown parameter to be inferred is the shear velocity u * while the flow depth h is given. In case 2, which is more challenging, the sediment has a log-normal grain-size distribution with 0 < φ < 3.25. Both u * and h are unknown and are to be inferred. The synthetic truths for u * and h, the prior ensemble means (ū 0 * for both cases andh 0 for case 2 only)
are the same for both synthetic cases. For the realistic case with field data (referred to as case 3), the mean grain size, largest grain size and smallest grain size are φ = 2.5, Table 1 . The prior ensembles for both parameters are uniformly distributed in the ranges specified in Table 1 , which is representative of the lack of knowledge on the quantities to be inferred in practical tsunami inversions. Since the truths of the quantities to be inferred,ũ * andh, are unknown when performing the inversion, the mean values of prior ensembleū 0 * andh 0 for both quantities are likely to have biases compared to the synthetic truth. This is reflected in the choice of ensemble mean as shown in Table 1 First, a case with simple conditions is studied where all tsunami deposits are in the same grain-size class and the shear velocity u * is the only unknown parameter to be inferred.
Although this highly simplified scenario is likely to be uncommon in reality, a case with controlled conditions is able to provide a reasonable initial assessment of the proposed method.
The time series ζ(t) of the sediment flux, which is the physical state of the system, is presented in Fig. 3 The convergence history of the inferred parameter, the shear velocity u * , is shown in Fig. 4a . By assimilating the observation data as shown in Fig. 3 , the shear velocity of all samples and the sample mean gradually converge to the synthetic truthũ * = 0.5 ms of the EnKF-based data assimilation method. In the inference, one starts with a subjective prior distribution on the unknown parameters, which is usually non-informative (see the wide distribution at time step 0) and is represented with an ensemble. As observation data are assimilated, the distribution becomes narrower. Meanwhile, the importance of the prior distribution diminishes as more and more data are assimilated. The remaining uncertainties in the inference results stems from the uncertainties in the observation data, which are inevitable in field measurement and are represented with random noise in this study.
In order to demonstrate the robustness of the inversion procedure with respect to the specified prior distribution, we also tested a prior ensemble (i.e., initial guesses of the parameter to be inferred) with u * in the range of 0.7 and 0.9 ms −1 . In contrast to the case presented above, this range does not cover the truthũ * = 0.5 ms −1 . Even with this overly confident prior distribution, almost identical inversion results were obtained. In fact, the differences between the convergence history of u * disappear after a few assimilation steps.
As such, detailed results for this case are omitted here for brevity.
The relative inference error for the shear velocity is presented in Fig. 5 , which is defined as the L 2 norm |(ū * −ũ * )/ũ * | of the difference between the ensemble meanū * and the synthetic truthũ * . It can be seen that the inference error decreases dramatically within the first few data assimilations steps, from 0.6 for the initial prior ensemble (time step 0) to 0.025 after five observations are assimilated (at time step 50). This finding is consistent with the decrease of the ensemble scattering (indicating inference uncertainties) as shown in Fig. 4a .
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Case 2: Multiple Grain-Size Classes and Two Unknown Parameters
A tsunami inversion problem with wide grain-size distribution is studied to demonstrate the capability of the proposed method in a more realistic scenario. Both the shear velocity u * and the flow depth h are unknown and the two parameters must be inferred simultaneously. The input to the tsunami inversion procedure is the analyzed results of tsunami deposit column as shown in Fig. 6 . The grain-size distribution along the depth of the sediment column is obtained from a forward simulation with shear velocity and flow depth as specified in Table 1 (ensemble scattering) in the sediment fluxes at the end of the inversion are larger for the fine grains than for the coarse grains. This is due to the random noises added to the true sediment flux when generating synthetic observations. As shown in Table 1 multiple grain-size case is also a vector of size 10. This is much more information than in the single grain-size class case, where the state and observations are only scalars. More information in the observation leads to more accurate inference. Intuitively, one would expect the multiple grain-size class case to be more difficult, particularly considering the fact that there are two unknown parameters. Indeed, this apparently counterintuitive finding suggests that the setup here is not entirely realistic in that we used similar levels of relative error for both the single and multiple grain-size cases. In the field, when a sediment core of a given size is divided to yield grain-size distributions for multiple grain-size classes, the relative measurement error in the obtained grain-size distribution would inevitably increase compared to a single grain-size class case. Therefore, it would have been more realistic to use a larger observation error for the multiple grain-size case.
The effect of observation errors on the inference results and the optimization of number of grain-size classes from a given sediment core are topics of future work. The decrease of uncertainties in the inferred parameters can be clearly seen in the probability density functions shown in Fig. 8c and 8d. For both parameters, the probability density functions shrink continuously towards the truth, indicating the gain of confidence as more observations are assimilated. Overall, in this more realistic and challenging test case, we found that the proposed method has equally satisfactory performance compared to that in the single grain-size case.
Case 3: Realistic Application
For this case, a deposit column with a 0.12 m thickness from the 2006 South Java Tsunami is used as the observation. We simultaneously infer both unknown parameters, shear velocity u * and flow depth h. Therefore, we can improve the forward model to achieve more accurate inference results.
Conclusion
In this work, we proposed a novel inversion scheme based on Ensemble Kalman Filtering to infer tsunami flow speed and flow depth from tsunami deposits. In contrast to traditional data assimilation methods using EnKF, an important novelty of the current work
is that the system state is augmented to include both the physical variables (sediment fluxes) and the unknown parameters to be inferred, i.e., shear velocity and flow depth.
Consequently, the unknown tsunami characteristics are inferred in a rigorous Bayesian way with quantified uncertainties, which clearly distinguishes our method with existing tsunami inversion schemes. Two test cases with synthetic observation data are used to verify the proposed inversion scheme. Numerical results show that the tsunami characteristics inferred from the tsunami deposit information have favorable agreement with the synthetic truths, which demonstrated the merits of the proposed tsunami inversion scheme. A realistic case with field data is studied, and the results are compared to those obtained with a previous inversion model TsuSedMod and are validated by the field data.
The comparisons indicate a satisfactory performance of the proposed inversion scheme on realistic applications. The proposed inversion scheme is a promising tool for the study of paleo tsunamis in the interrogation of sediment records to infer tsunami characteristics.
Appendix A: Detailed Algorithm for Ensemble Kalman Filtering
The algorithm of the ensemble Kalman filtering for data assimilation and inverse modeling is summarized below.
Given the prior distribution of the parameters to be inferred (shear velocity u * and flow depth h) and sediment flux observations with error covariance matrix R, the following steps are performed:
of size M , where the augmented system state is: 
(Prediction step)
(i) Propagate the state from current state at time t to the next assimilation step t + ∆T with the forward model TSUFLIND, indicated as F,
in which ∆T = ∆N ∆t, indicating that the observation data is assimilated every ∆N time steps.
(ii) Estimate the meanx and covariance P (n+1) of the ensemble as: 
(ii) Update each sample in the predicted ensemble as follows: 
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