Abstract-In this paper, we develop a framework for designing controllers for automata which are robust with respect to uncertainties. A deterministic model for uncertainties is introduced, leading to a dynamic game formulation of the robust control problem. This problem is solved using an appropriate information state. We derive a Hidden Markov Model as the maximum entropy stochastic model for the automaton. A risksensitive stochastic control problem is formulated and solved for this Hidden Markov Model. The two problems are related using small noise limits.
systems (e.g. [4] , [10] ), as well as nonlinear systems [2] , [24] , [25] , [26] , [27] .
The starting point of our approach is motivated by the method developed in [3] , [11] , [6] , [2] , [10] , [1] , [4] , [7] , [24] , [25] , [26] , [27] . We then develop a general framework for robust output feedback control of FSMs, by carefully studying two basic methodologies for representing model uncertainties and signal disturbances: a deterministic one and a stochastic one. We investigate the relationship between the two resulting design methodologies for robust output feedback control, and establish a certain "duality" between them. Key to this linkage is the formulation of the robust control problem as a dynamic game between two players: nature (who selects model uncertainties and signal disturbances) and the control designer (who selects control strategies). When we use deterministic models for the system uncertainties the corresponding game is a deterministic game, while when we use stochastic models for the system uncertainties the corresponding game is a stochastic one. The relationship between the two design methods is a consequence of the relationship between the deterministic and the stochastic games.
When we model system uncertainties stochastically, the FSM model of (1) is transformed to a Hidden Markov Model (HMM) Over the last fifteen years the output robust control problem has been investigated for various classes of systems, within the context of the so-called H ∞ control. This substantial body of research results established the equivalence of the output robust control problem (or "four-block problem"), with the problem of solving a noncooperative two player deterministic dynamic game, as well as with the problem of solving a single player risksensitive and partially observed stochastic optimal control problem. The equivalence of these three problems has been established for a great variety of system and performance metric models, but it has principally been interpreted and understood as a means for obtaining the solution of any of these problems in terms of the solutions of the other. A key conclusion from these earlier research results is that risk-sensitive controllers are very closely related to robust controllers, see [4] , [7] , [24] , [25] , [26] , [27] .
Yet, despite these developments, from a deeper systems perspective, a key question that remained unanswered was the following. It is clear that the risk-sensitive stochastic control problem involved in these equivalences, represents a particular randomization of the robust output feedback control problem. As is true in many other problems this randomization reduces the computational complexity of MoB11.4 0-7803-9568-9/05/$20.00 ©2005 IEEE computing robust output feedback controls. In the present paper we investigate exactly this deeper question. Namely, what is the deeper fundamental principle leading to the particular randomization used in the risk-sensitive stochastic control formulation of the robust control problem? The answer, established here, is that this randomization is in fact equivalent to the construction of a maximum entropy model [19] , [20] , [21] , [22] , which is a carefully constructed HMM. In this paper we establish this result for automata and HMMs. Establishing the result for more general systems including nonlinear systems and hybrid systems, will be done elsewhere.
We establish the result by first reviewing our earlier work [26] . We formulate the robust output feedback control problem for a FSM and summarize the description of its equivalence to a deterministic partially observed dynamical game. We then formulate the robust output feedback control problem for the maximum entropy randomization of the (1), following ideas from [16] , [28] . We then solve the risksensitive stochastic optimal control problem for the resulting HMM. Our solution, which is interesting in itself, leads us to the solution of the robust output feedback control problem for FSMs. Finally, we link the two problems in yet another way by employing large deviation limits as in [7] .
The robust output feedback control problem for FSMs is formulated in Section II; this entails defining a deterministic uncertainty (disturbance) mechanism with associated cost functions. In Section III, a stochastic uncertainty (disturbance) model is derived via the principle of maximum entropy modelling [19] , [20] , [21] , [22] . In the same Section we also derive the duality of this randomization with a risk-sensitive control problem. The risk-sensitive problem is solved, and the large deviation principle is invoked (i.e. a small noise limit is evaluated) and used in Section IV to solve the robust output feedback control problem of Section II.
II. OUTPUT ROBUST CONTROL PROBLEM WITH DETERMINISTIC UNCERTAINTY MODELS

A. Deterministic Perturbation
We model the influence of disturbances by a FSM model obtained by augmenting (1) with two additional (disturbance) inputs w and v:
where, w k and v k take values in finite sets W and V respectively. The range spaces of the maps b and h are X and Y respectively. The functions b : X × U × W → X and h : X × V → Y are required to satisfy the following consistency conditions:
The symbols w ∅ and v ∅ [8] play the role of "zero inputs", so that when no disturbances are present (i.e. w k ≡ w ∅ , and v k ≡ v ∅ ), the behavior of (2) is the same as (1). We will assume that there exists a null control u ∅ ∈ U and an equilibrium or rest state x ∅ ∈ X such that
The set of possible initial states is denoted N 0 ⊂ X, and assumed to contain x ∅ , while the set of possible future states for the disturbance model (2) is
and the corresponding set of possible future outputs is
These sets can be thought of as "neighborhoods" of the nominal future values f (x, u), g(x), and are determined by the maps b and h. These can be designed as appropriate for the application at hand.
B. Cost Functions
To quantify the effect of the disturbances, a measure of their "sizes" is required. To this end, one specifies functions
with the following properties:
and,
We think of φ w (w; x, u) as the magnitude of the disturbance w as it affects the system when it is in state x with control u applied, and φ v (v; x) as the magnitude of the disturbance v when in state x. The cost function β specifies the amount of uncertainty regarding the initial state.
Associated with these cost functions are quantities which define the optimal cost of transfering from x to x and the optimal cost of producing the output y . These quantities will be used in the solution of the robust control problem below. They are defined by
We adopt the convention that the minimum over an empty set equals +∞. Thus U and V are extended real valued functions. Note that
and
C. Robust Control
As part of the problem specification, one defines an additional output quantity
where z k takes values in a finite set Z, and : X × U → Z.
We assume there exists a specific null element
A cost function for this output is also specified, with the properties
The output quantity z and its associated cost function φ z encode the performance objective of the problem at hand. To summarize, the complete system is described by the equations
The state variable x k is not measured directly, and so the controller must make use of information available in the output signal y 0,k ; i.e., the controller must be an output feedback controller. We denote by O k,l the set of nonanticipating control policies defined on the interval [k, l]; i.e., those controls for which there exist functionsū j :
The output feedback robust control problem is the following [26] : given γ > 0 and a finite time interval
D. Dynamic Game
The robust control problem formulated above can be recast as a dynamic game problem, see, e.g., [24] , [25] , [26] . The payoff function for a controller u ∈ O 0,M −1 (player 1) and disturbances (w, v,
We consider the upper payoff for this game given the dynamics (2). Define
The bound
is readily verified. The dynamic game problem is to find an output feedback controller u
Then if
the robust control objective (12) is achieved. We will solve this dynamic game problem in Section IV.
III. OUTPUT ROBUST CONTROL PROBLEM WITH STOCHASTIC UNCERTAINTY MODELS
A. Random Perturbation
The random perturbation defined below is a stochastic analog of the deterministic perturbation introduced in Section II. Let S = {(x 0 , y 0 ), (x 1 , y 1 ), . . . (x M , y M )} , and let,
We choose the statistics of the stochastic system in the least biased way [19] , [20] by picking the joint process probabilities P M 1 (s) that generate the maximum entropy over the set S while at the same time describing the observed levels of disturbances.
We want to maximize
over all distributions on S that generate specified levels of disturbances which are measured through the average costs of the disturbances. So the distribution we pick must satisfy:
In addition, the probabilities P M 1 (s) must add up to one. We thus have to maximize a strictly concave function on the simplex subject to linear constraints. The function achieves the global maximum at the only critical point it has. The Lagrangian is:
The critical point is found by solving the following equations:
for s ∈ S, and,
which gives us the Gibbs distribution:
for 1 ≤ i < M, and,
for 1 ≤ i ≤ M , and,
Now we introduce some simplifying notation.
xi∈X,xi+1∈X
The multiplier (λ i ) can be known by solving the following equation:
Now, we want to show that the multiplier (λ i ) is a monotonic function of the corresponding disturbance level α i . Consider the function:
If λ i is a zero then, 0 = j E j (α i − F j ) , and,
j . This gives us:
The above expression is negative if its denominator D is.
In a manner entirely parallel to this, we can solve for the multipliers {µ i }, ν as well as prove that they decrease monotonically as the disturbance levels are raised. Also, when α i = min xi,xj {U (x i , x j ; u)}, λ i = ∞. Thus when all the disturbance levels go down to zero, the Gibbs distribution we get as the maximum entropy solution, reduces to the unperturbed FSM we started with.
When we parametrize the expected disturbance levels so that the Lagrange multipliers ({λ i }, {µ i }, ν) are all equal to ε, the maximum entropy model we derived (17) 
where,
where the functions U and V are defined by (3) , and the normalizing constants Z ε x,u and Z ε x are chosen so that
Similarly, the initial distribution is
Thus where P u is the probability distribution on
The probability distribution P u is equivalent to a distribution P † under which {y ε k } is iid uniformly distributed on Y, independent of {x ε k }, and {x ε k } is a controlled Markov chain as above:
where p here denotes the number of outputs. Note that dP
where
and G k is the filtration generated by (
B. Cost
The cost function is defined for admissible u ∈ O 0,M −1 by
and the output feedback risk-sensitive stochastic control problem for the HMM (23) is to find u
In terms of the reference measure, the cost can be expressed as
C. Information State Following [7] , [24] , [25] , [26] , we define an information state process σ γ,ε k ∈ R n by the relation
where Y k is the filtration generated by the observation process y ε 1,k , and σ γ,ε 0 (x) = I {x=x ∅ } . The evolution of this process is determined by a matrix Σ γ,ε (u, y ) whose entries are defined by
Indeed, the information state is the solution of the recursion (c.f. [7] , [26] )
where the * denotes matrix transpose. We can also define an adjoint process ν γ,ε k ∈ R n by the recursion
Then relative to the inner product
for σ, ν ∈ R n , it is straightforward to establish the adjoint relationships
for all σ ∈ R n , ν ∈ R n , and all k. Remark 3.1: The reason for introducing the information state σ γ,ε k is to replace the original output feedback risksensitive stochastic control problem with an equivalent stochastic control problem with a state variable σ γ,ε k which is completely observed, and to solve this new problem using dynamic programming. This will yield a state feedback controller for the new problem, or equivalently, an output feedback controller for the original problem which is separated through the information state [9] , [3] , [7] , [24] , [25] , [26] .
As in [7] , [26] , the cost function can be expressed purely in terms of the information state:
D. Dynamic Programming
Consider the state σ γ,ε on the interval k, . . . , M with initial condition σ
The corresponding value function for this control problem is defined for σ ∈ R n by
The dynamic programming equation for this problem is as follows [7] , [26] : 
E. Small Noise Limit
In [7] , [24] , [25] , [26] it was shown that a deterministic dynamic game problem is obtained as a small noise limit of a risk-sensitive stochastic control problem. In this subsection, we carry out this limit procedure for the risk-sensitive stochastic control problem defined above. We first obtain a limit for the information state, and use this to evaluate the appropriate limit for the value function. This yields an information state and value function for the dynamic game problem of Section II-D. These results will be used in Section IV in the solution of the output feedback robust control problem of Section II.
Define the matrix Λ γ (u, y ) by its entries
The action of the matrix Σ γ,ε and its adjoint (transpose) on vectors σ, ν in R n is given by the usual matrix multiplication, i.e., sums of products of entries. The action of the matrix Λ γ (u, y ) and its adjoint on vectors p, q in R n is instead defined in terms of maximization operations as follows:
The inner product · , · is replaced by the "sup-pairing"
and in fact we have 
The actions corresponding to the matrix Λ γ (u, y ) are "adjoint" in the sense that
B. Dynamic Programming
Consider now the state p γ on the interval k, . . . , M with initial condition p
The value function is defined for p ∈ R n by Proof: Standard dynamic programming arguments.
C. Robust Control
The solution to the state feedback robust control problem was expressed in terms of the solutionf 
V. CONCLUSIONS AND DISCUSSION
In this paper we showed that the robust output feedback control problem for automata is solvable using deterministic and stochastic models for the uncertainties. The stochastic model was shown to be a HMM derived via the maximum entropy principle.
For future work, it would be interesting to investigate connections with model complexity and extensions to more general dynamical systems, including hybrid systems.
