The functional calculus for functions of several variables associates to each tuple x = (x l , •••,.x fc ) of selfadjomt operators on Hilbert spaces H l9~-
The given definition is readily extended to bounded normal operators on a Hilbert space, cf. [14] .
The above function f of k real variables is said to be matrix convex of order (n^- It is clear that the pointwise limit of a sequence of matrix convex functions of order (n l9 "-9 n k ) is again matrix convex of order (n l9 -" 9 n k ). If /is matrix convex of order (n l9 ••-,«&), then it is also matrix convex of any order (n' i9~-9 n' k ) such that H-<« £ . for i=l 9 •••,&. If/is matrix convex of all orders, then we say that /is operator convex. If 7 1 ,---,7 fc are open intervals, then it is enough to assume that / is mid-point matrix convex of arbitrary order. This follows because such a function is real analytic and hence continuous, cf. the discussion in the introduction of [10] . It is the aim of this article to develop tools that make it possible to investigate the notion of operator convexity for functions of several variables, thus generalizing the theorem of Kraus [15] is continuous. This notion of differentiability has been used to study perturbation formulas associated with the functional calculus in C*-algebras, cf. [12] . The present notation and various results from the theory of Frechet differentiable functions between Banach spaces are taken from [8] . The first result is quoted from [12] . 
for h,k 6 X, and that
cf. the standard reference [8] . The following proposition is the starting point in our investigation of operator convex functions. 
for all x,h,h' in jtf. 
We consider the set C$(R fc ) of real functions of k variables with continuous partial derivatives of order p and compact support. 
QED
The following result is similar to [12, Theorem 1.5].
Theorem 2.8. Let /eCo(R). The function x-+f(x) defined on the selfadjoint operators B(H) sa on a Hilbert space H is continuously Frechet differentiate and
Proof. The proposed expression of the Frechet differential is bounded because exp( -istx) and exp( -is(\ -t)x) are unitary operators, and the function s -» sj*(s) is integrable according to Lemma 2.7. The linear form depends continuously on x. We obtain
where we used the Dyson formula, cf. [12] . 
The function / is bounded on the closure /, so we can extend the restriction of / to / to a function in CQ (R). Since continuous Frechet differentiability of the mapping x ->/(x) in a point x only depends on / in a neighborhood of the spectrum of x, the assertion follows. QED Let d t denote the partial Frechet differential operator associated with a function defined on a product space, cf. [ 
8, Section 3.3], and let P t denote the insertion mapping which inserts h i into the zth coordinate of the zero vector in B(H)x ••• xB(H). The partial Frechet differential dj(x) is the differential of the function /^-^/(^H-P^) at
h { = Q.
. The function x ->f(x) defined on tuples ofself adjoint operators x = (x l ,--,x k ) in B(H) contained in the domain of f is continuously Frechet differ entiable and df(x)h = ^d i f(x)h i for every tuple h = (h 1 ,---,h k ) with h { EB(H) sa for i= 1, • • •,k. Iff has compact support, then the Frechet differential can be written as
df(x)h= dexp( -is-x)hf(s)d k s J JJk
where the Frechet differential under the integral is taken with respect to
Proof. We may assume that/has compact support. Since
and this expression is bounded in norm by f f
we obtain that the function x -+f(x) has partial Frechet differentials given by The generalized Hessian matrices are used in the structure theorem for the second Frechet differential of the mapping associated with the functional calculus for /, and they are useful to investigate the notion of matrix convexity. §4. 
/or anj tuple h = (h t ,---,h k ) of selfadjoint matrices of order (n i ,---,n k ).
Proof. We first prove the statement for the exponential functions s -> e lt ' s where t = (t l ,--9 t^ is a fixed parameter in R fc . We set n = m3Lx{n l ,--,n k } and expand h = (h 1 ,-~,h k ) with respect to the corresponding matrix units
where we set /z^-= 0 and ej/ = 0 if m&x{i,j}>n s for s=l,--,k. We obtain (n l9 --,n k ) . Its real part is a real symmetric form, and it is therefore sufficient (by real polarization) to prove that
We take the expectation value of the second Frechet differential as given by If the function /is everywhere defined in R fc and does not grow too fast at infinity, then we may relax the differentiability condition in the above proposition and only require/to be in C 2 (R fe ). This can be derived by first considering the convolution of/ by an appropriate positive approximating unit and then make use of the fact that the matrix convex functions of a particular order is a closed set.
One may ask whether the condition in Proposition 5.1 is also necessary. This is indeed so for functions of one variable, and the result is due to Kraus [15] . It is easily 
