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We study the matrix elements of few-body observables, focusing on the off-diagonal ones, in
the eigenstates of the two-dimensional transverse field Ising model. By resolving all symmetries,
we relate the onset of quantum chaos to the structure of the matrix elements. In particular, we
show that a general result of the theory of random matrices, namely, the value 2 of the ratio of
variances (diagonal to off-diagonal) of the matrix elements of Hermitian operators, occurs in the
quantum chaotic regime. Furthermore, we explore the behavior of the off-diagonal matrix elements
of observables as a function of the eigenstate energy differences, and show that it is in accordance
with the eigenstate thermalization hypothesis ansatz.
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I. INTRODUCTION
Whether quantum statistical behavior can emerge in
isolated systems, which evolve unitarily as dictated by
quantum mechanics, is a question that has fascinated
physicists since the early days of quantum mechanics
[1]. It has taken almost a century for experimental se-
tups with the degree of isolation and control required
to address such a question to become widely available
[2, 3]. Those experimental setups, involving mostly ul-
tracold gases trapped in ultrahigh vacuum, have begun
to be used to study quantum thermalization (or the lack
thereof) in a variety of settings [4–13].
In parallel with the experimental activity, computa-
tional studies have shown that equilibration of observ-
ables can occur in quantum systems even if their dynam-
ics are unitary [14–35], but only those that are noninte-
grable (quantum chaotic) are generally described by tra-
ditional statistical mechanics after equilibration [14, 36].
This can be understood in the context of the eigen-
state thermalization hypothesis (ETH) [14, 37, 38] (see
Ref. [39] for a recent review), which states that the diag-
onal matrix elements of observables in the eigenstates of
the Hamiltonian are smooth functions of the energy [40],
while the off-diagonal ones are exponentially small in the
system size. For an observable Oˆ, the ETH ansatz can
be written as [39, 41]
Oαβ = O(E¯)δαβ + e−S(E¯)/2fO(E¯, ω)Rαβ , (1)
where E¯ ≡ (Eα + Eβ)/2, S(E) is the thermodynamic
entropy at energy E, and ω ≡ Eα − Eβ . O and fO
are smooth functions of their arguments, while Rαβ
are random numbers with zero mean and unit variance.
The connection with statistical mechanics is immediate
through O(E), which is the statistical mechanics predic-
tion for Oˆ at the mean energy E. Eigenstate thermal-
ization has been observed in a variety of nonintegrable
lattice models [18, 21, 22, 24, 28, 31, 42–54].
To understand how the ETH ansatz (1) explains ther-
malization in isolated quantum systems, let us consider
an initial state |ΨI〉 =
∑
α cα|α〉, where |α〉 are the eigen-
states of the Hamiltonian Hˆ generating the dynamics
(Hˆ|α〉 = Eα|α〉). Using that |Ψ(t)〉 ≡ exp[−iHˆt]|ΨI〉 =∑
α cα exp[−iEαt]|α〉, we set ~ = 1, the time evolution of
Oˆ, O(t) ≡ 〈Ψ(t)|Oˆ|Ψ(t)〉, follows from
O(t) =
∑
α
|cα|2Oαα +
∑
α,β
(α6=β)
c∗αcβe
i(Eα−Eβ)tOαβ . (2)
The fact that off-diagonal matrix elements of observables
are exponentially small in the system size ensures that,
after dephasing, the second term in Eq. (2) is exponen-
tially smaller than the first term. The smooth depen-
dence of Oαα on the energy, combined with the fact that
the width of the energy distribution of physical initial
states (such as those in quantum quenches involving local
Hamiltonians [18]) is generally subextensive as in statis-
tical mechanics ensembles, then ensures that the expec-
tation values of observables after relaxation are the ones
predicted by statistical mechanics [39].
While the expectation values of observables after equi-
libration are determined by diagonal matrix elements,
the first term in Eq. (2), the dynamics that results in
equilibration and the fluctuations of observables about
their equilibrated values are determined by the expo-
nentially small off-diagonal matrix elements (and the
initial state), the second term in Eq. (2). Also, the
fact that fluctuation-dissipation relations hold in iso-
lated quantum-chaotic systems without the need of as-
suming thermal equilibrium is encoded in the structure
of the off-diagonal matrix elements of observables [28,
39]. Early studies of eigenstate thermalization explored
the qualitative behavior of off-diagonal matrix elements
of observables in near-integrable and quantum-chaotic
regimes [18, 22, 55], while more recent studies have
looked into their distribution and scaling of their magni-
tude with system size, as well as the functional form of
fO(E¯, ω), in one-dimensional chains [28, 39, 45, 50, 54].
Still, the off-diagonal matrix elements of observables re-
main much less studied than the diagonal ones.
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2Here, we study the behavior of the off-diagonal ma-
trix elements of few-body observables, such as the struc-
ture factor and nearest neighbor spin correlations, in the
eigenstates of the two-dimensional transverse field Ising
model (2D-TFIM) on the square lattice. This work ex-
tends the analysis of the same model in Ref. [52], in
which we studied quantum chaos indicators and the diag-
onal matrix elements of observables. The 2D-TFIM ex-
hibits quantum-chaotic behavior, and the diagonal ma-
trix elements of few-body observables comply with the
ETH ansatz (1), for nonvanishing but finite values of the
field. We note that, despite its simplicity, the 2D-TFIM
hosts both a zero-temperature quantum phase transition
with increasing the strength of the transverse field, and
a finite-temperature one, separating an ordered and a
paramagnetic phase. Remarkably, the one-dimensional
TFIM was recently realized experimentally using ultra-
cold bosonic atoms in tilted optical lattices [56].
One of our main goals in this work is to show that,
in the quantum-chaotic regime, the matrix elements of
observables in the 2D-TFIM satisfy a striking predic-
tion from the Gaussian orthogonal ensemble (GOE) of
random matrix theory. Namely, that the ratio between
the variance of diagonal and off-diagonal matrix elements
of observables in very small energy windows is universal
and equal to 2 [39]. We also study the scaling of the
magnitude of off-diagonal matrix elements of observables,
and explore the existence and behavior of the function
fO(E¯, ω) introduced in the ETH ansatz (1).
The presentation is organized as follows. In Sec. II, we
introduce the model and the numerical methods used.
Section III explores the connection between the onset
of quantum chaos and the GOE result for the ratio be-
tween variances of the diagonal and off-diagonal matrix
elements of observables. The scaling and behavior of the
off-diagonal matrix elements, and their relation to the
ETH ansatz, are studied in Sec. IV. A summary of our
results is presented in Sec. V.
II. MODEL AND NUMERICAL METHOD
The Hamiltonian of the 2D-TFIM, assuming periodic
boundary conditions, reads
Hˆ = −J
∑
〈i,j〉
σˆzi σˆ
z
j + g
∑
i
σˆxi , (3)
where σˆzi (σˆ
x
i ) is the z (x) Pauli matrix at site i of the
lattice. The strength of the nearest neighbor (denoted
by 〈i, j〉 in the constrained summation) Ising exchange
interactions is given by J . In this work, we focus on the
ferromagnetic case (J > 0), setting J = 1 as our energy
scale. (In Ref. [52], we considered both the ferromagnetic
and antiferromagnetic cases.) Lastly, g denotes the mag-
nitude of the transverse field. The majority of the results
presented refer to regular square lattices with number of
sites N = `x × `y, where `x and `y denote the linear
dimensions of the system in the x and y directions, re-
spectively. We also solve for a tilted lattice with 20 sites,
one of the two largest lattices (lattice 20A) studied in
Ref. [52]. Here, the largest lattice considered is a regular
lattice with 25 sites, while the smallest one, also regular,
has 15 sites. We study various system sizes to carry out
finite-size scaling analyses of observables of interest.
The 2D-TFIM [Eq. (3)] on the 2D square lattice pos-
sesses a variety of symmetries, which once identified
and taken into account allow one to block diagonalize
the Hamiltonian. Subsectors of the Hamiltonian with
no symmetries are needed to establish the existence of
quantum chaotic behavior using the energy spectrum
[52, 55, 57]. We make use of the following symmetries:
translation (Tˆ ), spin-flipping (Zˆ2), mirror in x (Sˆx), mir-
ror in y (Sˆy) and, when applicable, mirror along the x = y
line (Sˆxy). The latter symmetry is present when `x = `y
and the parity is the same under Sˆx and Sˆy. After apply-
ing these symmetries, the subsectors of the Hamiltonian
are diagonalized using full exact diagonalization.
In the best case scenario, when all those symmetries
are present, the original Hilbert space (of dimension D =
2N ) can be split into smaller subsectors, some of which
have dimension D′ ≈ 2N−4N . As discussed in Appendix A,
the largest subsector we fully diagonalize has 166, 752
states. It corresponds to the zero-momentum subsector
of the 5 × 5 lattice, after applying the Zˆ2, Sˆx, and Sˆy
operations, and for parities under Sˆx and Sˆy obeying
λSˆx · λSˆy = −1. For regular lattices we focus on the zero
momentum subsector [k = (0, 0)], while for the 20-sites
tilted lattice we focus on the k = pi5 (2, 1) momentum
subsector, in which the only remaining symmetry to be
resolved is Zˆ2.
III. QUANTUM CHAOS INDICATORS
A. Ratio of adjacent gaps
We begin studying the so-called rigidity of the spec-
trum, i.e., by checking whether level repulsion takes
place [58–60]. This is a fundamental insight from ran-
dom matrix theory, which has been shown to apply to a
variety of nonintegrable lattice models [39].
Given that the 2D-TFIM is integrable in both the
classical (g → 0) and paramagnetic g → ∞ (one-site)
limits, we test level repulsion when g and J have the
same magnitude, g = J = 1. Specifically, we com-
pute the ratio of adjacent energy gaps [61, 62], rn ≡
min (δn+1, δn) /max (δn+1, δn), where δn = En − En−1
is the difference between consecutive energy levels, and
{En} is the sorted list of eigenenergies (from the lowest to
the highest) in each subsector of the Hamiltonian. Here is
where the necessity of resolving all symmetries becomes
apparent: subsectors of the Hamiltonian in which there
are unresolved symmetries exhibit uncorrelated energy
levels (and possibly extensive degeneracies), i.e., level
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FIG. 1. (Color online) Quantum chaos analysis and connec-
tion to the GOE predictions in a 5 × 5 lattice for g = 1.
(a) Probability distribution of the ratio of adjacent energy
gaps in the central one half of the spectrum. The results
are averaged over equivalent subsectors with Sˆx and Sˆy par-
ities obeying λSˆx · λSˆy = −1 or λSˆx · λSˆy = 1 (see text and
Appendix A). The dashed (dashed-dotted) line depicts the
GOE (Poisson distribution) prediction. The Poisson distri-
bution prediction, describing uncorrelated eigenenergy levels,
is PP(r) = 2Θ(1−r)/(1+r2) [62]. (b, c) Ratio of variances of
the diagonal and off-diagonal matrix elements of the structure
factor as a function of the energy eigenstate number (ordered
with increasing energy) for a subsector with λSˆx · λSˆy = −1
(b) and λSˆx · λSˆy = 1 (c). The horizontal dashed-dotted
lines show the average of the ratio of variances considering
eigenstates in the central one half of the spectrum. (Insets)
Distribution of the ratios of variances in the central one half of
the spectrum and the average (vertical dashed-dotted lines).
The windows used to compute the ratios of variances contain
200 energy eigenstates.
repulsion is absent even if the Hamiltonian is quantum
chaotic [52, 55, 57].
Figure 1(a) shows the distribution of the ratio of adja-
cent gaps obtained in the central one half of the spec-
trum [63], averaged between the equivalent symmetry
irreducible subsectors with either λSˆx · λSˆy = −1 or
λSˆx · λSˆy = 1 in the 5 × 5 lattice. The former contain
D′ ≈ 167000 states, while the extra Sˆxy mirror symme-
try in the latter results in subsectors with D′ ≈ 85000
states (see Appendix A). For Hamiltonians that are time-
reversal symmetric, the appropriate random matrix en-
semble is the GOE, whose distribution of the ratio of ad-
jacent gaps is: PGOE(r) = (27/4)[(r + r
2)Θ(1− r)]/(1 +
r+r2)5/2 [62]. This prediction is depicted by the (green)
dashed line in Fig. 1, and it is in almost perfect agree-
ment with the distribution of the adjacent energy gaps
obtained numerically. From this, one can conclude that
quantum chaotic behavior takes place in the 2D-TFIM.
The small differences seen between the analytic predic-
tions and the numerical results are due to the fact that
the former are exact only for 3× 3 matrices [52, 62].
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FIG. 2. (Color online) (a) Average ratio of adjacent energy
gaps in the central one half of the spectrum 〈r〉mid., for four
lattice sizes, as a function of the strength of the transverse
field. The results for 〈r〉mid. are obtained averaging over
equivalent symmetry irreducible subsectors in each lattice.
(b) Average ratio of variances of the diagonal and off-diagonal
matrix elements of the structure factor, computed in the cen-
tral one half of the spectrum, as a function of g. The ratios of
variances are calculated using windows containing 50 energy
eigenstates, and, like in (a), the results reported are the av-
erage over equivalent symmetry irreducible subsectors. The
dashed lines depict the predictions of the GOE. Only the zero
momentum subsector is considered for the regular lattices (as
in Fig. 1), while k = pi
5
(2, 1) is used for the 20-sites tilted lat-
tice. The results reported for the latter are the average over
the two Zˆ2 subsectors.
In Fig. 2(a), we show numerical results for the aver-
age of adjacent energy gaps in the central one half of the
spectrum, 〈r〉mid., as a function of the transverse field g
for four lattice sizes. The prediction from the GOE is
〈r〉GOE ≈ 0.5359 [62], and is depicted in Fig. 2(a) as a
horizontal dashed line. Even for the smallest lattice sizes
studied, the average ratio of adjacent gaps is quite close
to 〈r〉GOE for g ' J . With increasing lattice size one
can see that the agreement improves for g ' J and ex-
tends toward g  1 and g  1, which suggests that any
nonzero but finite value of g results in quantum chaotic
behavior in the thermodynamic limit [24, 57].
B. Ratio of diagonal and off-diagonal variances of
matrix elements of observables
Given the quantum chaotic behavior observed in the
energy spectrum, one might wonder whether other prop-
4erties of random matrices are present in the 2D-TFIM. Of
particular relevance to eigenstate thermalization, one can
show that the variance of the diagonal and off-diagonal
matrix elements of Hermitian operators in the eigenstates
of random matrices are proportional to each other. For
the GOE, the proportionality constant is exactly 2 [39].
This follows from the fact that the eigenstates of real
symmetric random matrices are essentially orthonormal
random vectors in arbitrary bases. Let us imagine we
have a Hermitian operator Aˆ, with Aˆ|i〉 = Ai|i〉. The
matrix elements of Aˆ in the eigenkets of a real symmetric
random matrix {|α〉} read
Aαβ ≡ 〈α|Aˆ|β〉 =
∑
i,j
〈α|i〉〈i|Aˆ|j〉〈j|β〉 =
∑
i
Aic
α
i c
β
i ,
where we defined cαi ≡ 〈i|α〉 = 〈α|i〉. The cαi ’s are Gaus-
sian distributed with zero mean and variance equal to
1/D (to leading order), where D is the dimension of the
random matrix. Two results follow immediately from
this: (1) cαi c
β
j = (1/D)δαβδij , and (2) different moments
of the distribution of cαi ’s are related, e.g., (c
α
i )
4 = 3(cαi )
2.
We are interested in the fluctuations of the diagonal
and off-diagonal matrix elements of operator Aˆ in the
eigenstates of a random matrix: varAαα = A2αα − Aαα
2
and varA
(α 6=β)
αβ = A
2
αβ − Aαβ
2
, respectively. Using the
two results mentioned above, one gets
varAαα =
∑
i,j
AiAjcαi c
α
i c
α
j c
α
j −
∑
i,j
AiAjcαi c
α
i c
α
j c
α
j
=
∑
i
A2i
[
(cαi )
4 − (cαi )2
2
]
=
2
D2
∑
i
A2i , (4)
and
varA
(α6=β)
αβ =
∑
i,j
AiAjcαi c
β
i c
α
j c
β
j −
∑
i,j
AiAjcαi c
β
i c
α
j c
β
j
=
∑
i
A2i (c
α
i )
2(cβi )
2 − 0 = 1D2
∑
i
A2i , (5)
which means that the ratio between the variance of the
diagonal and off-diagonal matrix elements of Aˆ is
varAαα
varA
(α6=β)
αβ
= 2. (6)
This is consistent with the ETH ansatz, as in the latter
the eigenstate to eigenstate fluctuations of the diagonal
matrix elements of observables are exponentially small in
the system size, as the off-diagonal matrix elements are.
The question that remains is whether the ratio of the
variances of diagonal and off-diagonal matrix elements of
observables in physical systems with short-range interac-
tions and no randomness is constant away from the edges
of the spectrum and equal to 2. Since in such systems the
diagonal and off-diagonal matrix elements of observables
are expected to have structure in E¯ and ω [see the ETH
ansatz (1)] the calculation of the variances has to be car-
ried out within sufficiently small energy windows so that
O(E¯) and e−S(E¯)/2fO(E¯, ω) are essentially constant (as
the corresponding terms are in random matrices [39]).
To address this question, we first study the matrix el-
ements of the ferromagnetic structure factor,
SˆF ≡ 1
N
∑
i,j
σˆzi σˆ
z
j . (7)
This non-local few-body observable is an order parameter
for the phase transitions that occur in the 2D-TFIM. Its
expectation value is extensive (order 1) in the ordered
(paramagnetic) phase. Since the focus of our study are
energy eigenstates in the central one half of the spectrum
(“high temperature” eigenstates; see Appendix B), the
eigenstate expectation values of SˆF in our calculations
are O(1) [52].
In Fig. 1(b) and 1(c), we show the ratio of the vari-
ances of the diagonal and off-diagonal matrix elements of
the structure factor in the energy eigenstates of the 2D-
TFIM, as a function of the eigenstate index. The results
were obtained on the 5 × 5 lattice, within two symme-
try irreducible subsectors with λZˆ2 = λSˆx = −λSˆy = 1
[Fig. 1(b)] and λZˆ2 = λSˆx = λSˆy = λSˆxy = 1 [Fig. 1(c)],
for g = 1. It is remarkable that, away from the edges
of the spectrum, the ratios of variances fluctuate about
2. Actually, the average of the ratios of variances within
the central one half of the spectrum, shown as horizon-
tal dashed-dotted lines, is very close to 2 (closer for the
largest symmetry irreducible subsector). The insets in
Figs. 1(b) and 1(c) show the distribution of the ratios of
variances when considering, once again, only the central
one half of the spectrum (vertical dashed-dotted lines de-
pict the average).
In Figs. 2(b), we plot the average ratio of variances
of the diagonal and off-diagonal matrix elements of the
structure factor as a function of the transverse field
strength, for the same lattice sizes as in Fig. 2(a). The
correlation between the values of g for which the aver-
age ratio of variances is closest to 2 [Fig. 2(b)] and for
which the average ratio of adjacent energy gaps is closest
to the GOE prediction [Fig. 2(a)] is apparent. With in-
creasing system size, one can see that the range of values
of g over which the numerical results are closest to ran-
dom matrix theory prediction increases. We note that,
when departing from the GOE predictions, the average
ratio of variances increases. This is the result of an in-
crease in the eigenstate-to-eigenstate fluctuations of the
diagonal matrix elements [21, 22], and an increase of the
number of off-diagonal matrix elements that become very
small [22, 28]. The latter effect can make the ratio of
variances become arbitrarily large.
Our results contrast the ones obtained by Steinigeweg
et al. [45] for the ratios of variances of the diagonal and
off-diagonal matrix elements of current operators in non-
integrable fermionic chains. They were found to exhibit
a significant dependence on the energy of the eigenstates,
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FIG. 3. (Color online) (a, b) Same as Figs. 1(b) and 1(c) but
for the nearest-neighbor spin-spin correlation function. (c)
Average ratio of variances for the nearest-neighbor spin-spin
correlation function, computed in the central one half of the
spectrum, as a function of the number of eigenstates in the
windows. Results are shown for one of the largest symmetry
irreducible subsectors for four lattice sizes.
to differ from 2 in the center of the energy spectrum, and
to differ between the spin and energy currents. In our
calculations, we have found that lack of agreement with
the random matrix theory prediction can be a result of
finite-size effects and/or the width of the windows used to
compute the variances. Finite-size effects affect different
observables in different ways, and the size of the windows
used to compute the variances needs to be selected with
care to avoid the influence of the nontrivial structure of
matrix elements of observables in physical Hamiltonians
(not present in random matrix theory).
In Figs. 3(a) and 3(b), we show results of calculations
identical to those reported in Figs. 1(b) and 1(c) but for
the nearest-neighbor spin-spin correlation function,
SˆNN ≡ 1
N
∑
〈i,j〉
σˆzi σˆ
z
j . (8)
SˆNN exhibits larger finite-size effects than the structure
factor, as apparent from the fact that for SˆNN: (1) the
fluctuations of the ratio of variances are slightly larger
throughout the spectrum, and (2) the average exhibits
a larger departure from 2. In Fig. 3(c), we show that if
one increases the size of the windows used to compute
the variances, in order to reduce the fluctuations of their
ratio, then the nontrivial structure of the diagonal and
off-diagonal matrix elements of observables kicks in and
the average ratio of variances departs from the GOE pre-
diction. The departure depends strongly on the lattice
geometries used. See Appendix D for the equivalent of
Fig. 3(c) for the ferromagnetic structure factor.
In Appendix C, we show results for the eigenstate ex-
pectation values of SˆF and SˆNN for different values of g
and system sizes. They further help gaining an under-
standing of finite-size effects in different observables, as
well as how ETH sets in when g is increased from zero
and breaks down as g becomes much larger than J .
IV. OFF-DIAGONAL MATRIX ELEMENTS
AND THE ETH ANSATZ
Having unveiled random matrix theory behavior in
the matrix elements of observables in microscopic energy
windows, we now study the off-diagonal matrix elements
of the structure factor and the nearest-neighbor spin-spin
correlation function as a function of ω = Eα − Eβ .
Figure 4 shows the absolute value of the off-diagonal
matrix elements of the structure factor [Figs. 4(a)
and 4(b)] and of the nearest-neighbor spin-spin correla-
tion function [Figs. 4(c) and 4(d)] versus ω, for ω > 0
(SFαβ and S
NN
αβ are symmetric) and 2|E¯|/N = |Eα +
Eβ |/N ≤ 0.1. We report results for the two largest lat-
tices with square aspect ratio, namely, the
√
20×√20 lat-
tice [Figs. 4(a) and 4(c)] and the 5× 5 lattice [Figs. 4(b)
and 4(d)]. The off-diagonal matrix elements of each ob-
servable are qualitatively similar in the two lattices.
In order to study the behavior of the smooth
e−S(E¯)/2fO(E¯, ω) function [see Eq. (1)], we compute the
running (or coarse-grained) average over small windows
of width δω for the two observables of interest. The
widths of the windows are different for different lattices.
FIG. 4. (Color online) Absolute value of the off-diagonal
matrix elements of the structure factor (a, b) and of the
nearest neighbor spin-spin correlation function (c, d), for
2|E¯|/N ≤ 0.1, plotted as a function of ω for g = 1. Pan-
els (a) and (c) show results for the
√
20 × √20 lattice, and
panels (b) and (d) show results for the 5× 5 lattice. The ma-
trix elements were obtained in the subsector with λZˆ2 = 1 for
the 20-sites tilted lattice, and in the largest symmetry irre-
ducible subsector with λZˆ2 = λSˆx = −λSˆy = 1 for the 25-sites
lattice. The continuous lines are running averages. Because
of the large number of matrix elements present in the 5 × 5
lattice, in panels (b) and (d) we plot only every second one.
6103 105
D′
10−3
10−2
|S
F α
β
|
(a)
g = 1
103 105
D′
10−3
10−2
|S
N
N
α
β
|
(b)
N = 15
N = 16
N = 20
N = 24
N = 25
FIG. 5. (Color online) Average of the absolute value of the
off-diagonal matrix elements of the structure factor (a) and
the nearest neighbor spin-spin correlation function (b) as a
function of the size of the symmetry irreducible subsectors
on various regular lattices for g = 1. The matrix elements
included in the average are for eigenstates satisfying 2|E¯|/N ≤
0.1. The dashed lines depict a fit of the results in lattices with
N = 20, 24 and 25 to a constant times (D′)−1/2.
They are selected such that the result of the averaging
produces a smooth curve that is not sensitive to the exact
value of δω chosen. The results of such a coarse-graining
procedure are reported in Fig. 4 as continuous black lines.
Since we have chosen E¯/N ≈ 0, the energy at infinite
temperature, e−S(E¯)/2 is nothing but (D′)−1/2 where D′
is the size of the subsector studied. That the off-diagonal
matrix elements in our calculations are indeed propor-
tional to (D′)−1/2 (and, hence, exponentially small in the
system size) can be verified by computing the average
|Oαβ | = 1N
∑
α,β
(α6=β)
|Oαβ |, (9)
where N is the number of terms contributing to the sum,
and plotting it vs D′ for different lattice sizes and, within
a given lattice size, for different subsectors. In Fig. 5,
we present such a plot for the average between the off-
diagonal matrix elements of eigenstates with 2|E¯|/N ≤
0.1, in all subsectors of the zero momentum sector of the
regular lattices studied, and for g = 1. The numerical
results exhibit an excellent agreement with the expected
(D′)−1/2 behavior. This allows us to extract fO(E¯, ω),
up to a constant, from the running averages.
Figure 6 shows fO(E¯, ω) determined this way, for the
structure factor [Fig. 6(a)] and for the nearest-neighbor
spin-spin correlation function [Fig. 6(b)], for one sub-
sector of the 20-sites tilted lattice and two subsectors
of the 5 × 5 lattice. The results for each observable in
the two lattices are very close to each other. For both
observables, fO(E¯ ≈ 0, ω) is nearly constant for very
small values of ω (this is the regime in which the random
matrix predictions were tested in Sec. III B) and decays
rapidly for large ω. In the latter regime, the decay of
fSF(E¯ ≈ 0, ω) appears to be a composition of several
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FIG. 6. (Color online) Smooth function fO(E¯, ω) in the ETH
ansatz (1), (a) fSF(E¯ ≈ 0, ω) and (b) fSNN(E¯ ≈ 0, ω), plotted
versus ω. fSF(E¯ ≈ 0, ω) and fSNN(E¯ ≈ 0, ω) are obtained
from the results reported in Fig. 4 as explained in the text.
The inset in panel (b) depicts fSNN(E¯ ≈ 0, ω) for 2|E¯|/N ≤
10−4, 10−3, 10−2 and 10−1 for the 5×5 lattice in the subsector
with λZˆ2 = λSˆx = λSˆy = λSˆxy = 1.
exponentials, while the one of fSNN(E¯ ≈ 0, ω) is close
to that of a single exponential. Exponential decays of
fO(E¯, ω) for local observables Oˆ at large ω have been
observed in previous works [28, 39, 50]. They can be
understood in terms of perturbation theory for systems
with a bounded spectrum. The reason is that many-
particle processes, which are suppressed exponentially,
are required to connect eigenstates with large energy dif-
ferences [39]. The inset in Fig. 6(b) shows that the ex-
ponential behavior found in the 5× 5 lattice is robust to
changes in the size of the window used in the calculations.
V. SUMMARY
Using large (within full exact-diagonalization calcula-
tions) Hilbert space sizes, we studied properties of the
matrix elements of two few-body observables in the eigen-
states of the 2D-TFIM. We showed that the onset of
quantum chaos, identified using a level spacing analy-
sis, results in the applicability of another random matrix
theory prediction. The ratio of the variances of the di-
agonal and off-diagonal matrix elements of observables,
calculated within very small energy windows, is constant
across the spectrum (excluding the edges) and equal to
2. We also studied the behavior of the off-diagonal ma-
trix elements as a function of ω = Eα − Eβ . We showed
that, in the quantum chaotic regime, their smooth part
can be well described by a function e−S(E¯)/2fO(E¯, ω) as
prescribed by the ETH ansatz. fO(E¯, ω) was shown to
be nearly constant for small values of ω and to exhibit a
rapid (exponential) decay for large values of ω. An in-
teresting problem left for future studies is correlating the
temporal evolution of observables at short, intermediate,
and long times with the large, intermediate, and small
ω behavior of fO(E¯, ω), and unveiling the effect of the
7initial states in the dynamics at different time scales.
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Appendix A: Hilbert space subsectors
We rewrite the original Fock basis, written in terms of
the eigenstates of σˆzi , using the following:
Translations Tˆ : TˆR|ψTˆR〉 = e−ik·R|ψTˆR〉, where k de-
fines the N possible momentum sectors. For the regular
lattices, we diagonalize only the zero momentum sector,
i.e., we deal with real matrices. For the 20-sites tilted
lattice, we diagonalize the k = pi5 (2, 1) momentum sector
(see Ref. [52]).
Spin-flip Zˆ2: Zˆ2|ψTˆR,Zˆ2〉 = λZˆ2 |ψTˆR,Zˆ2〉, where λZˆ2 =±1. The remaining symmetries apply only to the zero
momentum sector of the regular lattices.
Mirror in x, Sˆx: Sˆx|ψTˆR,Zˆ2,Sˆx〉 = λSˆx |ψTˆR,Zˆ2,Sˆx〉,
where λSˆx = ±1.
Mirror in y, Sˆy: Sˆy|ψTˆR,Zˆ2,Sˆx,Sˆy 〉 = λSˆy |ψTˆR,Zˆ2,Sˆx,Sˆy 〉,
where λSˆy = ±1.
If `x = `y, then for λSˆx = λSˆy one also has
a mirror symmetry along the x = y line, Sˆxy:
Sˆxy|ψTˆR,Zˆ2,Sˆx,Sˆy,Sˆxy 〉 = λSˆxy |ψTˆR,Zˆ2,Sˆx,Sˆy,Sˆxy 〉, where
λSˆxy = ±1.
The splitting of sectors after each symmetry is given
below for the two largest regular lattices that we study,
namely, the 6 × 4 and 5 × 5 lattices. We start with the
largest sector from translational symmetry, k = (0, 0),
and then apply Zˆ2, Sˆx, Sˆy, and, if applicable Sˆxy. The
top (bottom) number in each curly brace refers to the
size of the subsector with positive (negative) parity.
For the 6 × 4 lattice the splitting of the sectors reads
(ordered to show the splitting under Zˆ2, Sˆx, and Sˆy):
Dk0 = 699, 600

350, 064

181, 012
{
93, 202
87, 810
169, 052
{
84, 662
84, 390
349, 536

180, 232
{
91, 652
88, 580
169, 304
{
85, 164
84, 140
For the 5 × 5 lattice the splitting of the sectors reads
(ordered to show the splitting under Zˆ2, Sˆx, Sˆy, and, if
applicable Sˆxy):
Dk0 = 1, 342, 208

671, 104

337, 192
170, 440
{
86, 056
84, 384
166, 752
333, 912

166, 752
167, 160
{
84, 384
82, 776
671, 104

337, 192
170, 440
{
86, 056
84, 384
166, 752
333, 912

166, 752
167, 160
{
84, 384
82, 776
Appendix B: Many-body density of states
The many-body density of states of systems with few-
body interactions is, in general, Gaussian [59]. This is
the case in the 2D-TFIM. The many-body density of
states for subsectors that are even with respect to all
parity operations (when applicable) for the lattices stud-
ied in this work are presented in Fig. 7 for g = 1, along
with Gaussian fits. The inset shows that the ratio be-
tween the width of the Gaussian fits and lnD′ (lnD′ is
proportional to N) vanishes as (lnD′)−1/2. This means
that, with increasing system size, the overwhelming ma-
jority of the eigenstates of the Hamiltonian have Eα/N
increasingly close to 0, i.e., they are “infinite tempera-
ture” eigenstates. Those are the 2D-TFIM eigenstates
studied in this work, as we have focused on eigenstates
that are located in the central one half of the spectrum.
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FIG. 7. (Color online) Many-body density of states in the 2D-
TFIM for subsectors that are even with respect to all parity
operations (when applicable) for the lattices studied in this
work, along with Gaussian fits. The inset depicts the ratio
between the width of the Gaussian fits and lnD′ vs lnD′.
A fit to a constant times (lnD′)−1/2 reveals the vanishing of
that ratio with increasing lnD′ (which is proportional to N).
Appendix C: Diagonal matrix elements
In Fig. 8, we plot the expectation values of the struc-
ture factor [Fig. 8(a)–8(c)] and of the nearest-neighbor
spin-spin correlation function [Fig. 8(d)–8(f)] in the
eigenstates of the 2D-TFIM in four regular lattices. We
show results from all parity subsectors of the zero mo-
mentum sector, for three values of g. As one can see in
Figs. 8(a), 8(b), 8(d), and 8(e), as g departs from g = 0
the expectation values of the observables become smooth
functions of the energy (away from the edges of the spec-
trum), i.e., eigenstate thermalization occurs. If one fur-
ther increases g, when g  J , the system approaches an
integrable regime and eigenstate thermalization breaks
down [Figs. 8(c) and 8(f)].
Appendix D: Ratio of variances for different energy
windows
In Fig. 3(c), we show how the ratio of variances of di-
agonal and off-diagonal matrix elements of the nearest-
neighbor spin-spin correlation function depends on the
size of the window used in the calculation. Figure 9
shows equivalent results for the ferromagnetic structure
factor. The deviations of the results for the latter ob-
servable from the random matrix prediction exhibit a
behavior that is qualitatively similar to that seen in
Fig. 3(c). However, for identical window sizes, the de-
viations of the results for the ferromagnetic structure
factor are much smaller than the ones for the nearest-
neighbor spin-spin correlation function. This is expected
because, as mentioned before, the latter observable ex-
hibits stronger finite-size effects in our calculations.
FIG. 8. (Color online) Energy eigenstate expectation values of
the ferromagnetic structure factor (nearest-neighbor spin-spin
correlation function), SFαα ≡ 〈α|SˆF|α〉
(
SNNαα ≡ 〈α|SˆNN|α〉
)
,
plotted as a function of the eigenstate energies. Results are
shown for all parity subsectors of the zero momentum sector in
different regular lattices, and for three values of g. The inset
in panel (b) highlights the occurrence of eigenstate thermal-
ization through the narrowing of the support of the eigenstate
expectation values with increasing system size.
0 200 400 600 800 1000
∆α
2.0
2.5
3.0
3.5
4.0
(v
ar
S
F α
α
/v
ar
S
F α
β
,α
6=β
)
5× 4√
20×√20
6× 4
5× 5(λSˆx · λSˆy = 1)
5× 5(λSˆx · λSˆy = −1)
GOE
FIG. 9. (Color online) Same as Fig. 3(c) but for the ferro-
magnetic structure factor SF.
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