Abstract: This paper addresses the problem of distributed connectivity constrained motion coordination of multiple autonomous mobile agents. Different from traditional flat network structure which lacks flexibility and scalability when performing complex spatially distributed tasks, a novel distributed framework for construction of backbone-based hierarchical communication networks is proposed. Firstly, the proposed method periodically extracts a subset of agents which can form the communication backbone from the original network using only local information, thus partitions the system into backbone agents and non-backbone agents. Furthermore, the global network connectivity of the system is maintained at two levels: connectivity-preserving potential functions are used to maintain existing links in the backbone; connectivity between backbone and non-backbone agents is achieved via a leaderfollower formation control scheme with backbone agents as the leaders. Finally, nontrivial numerical simulations are worked out to verify the theoretical results.
INTRODUCTION
Recently, distributed motion coordination has drawn significant interest among researchers in various fields. As a common property, it is required that agents form a connected multi-hop communication network in which the messages can be relayed between neighbors to ensure a complete and reliable information exchange and sharing within the network to facilitate rapid task completion. To the best of our knowledge, the stability and convergence of many coordinated algorithms critically rely on the assumption that the underlying network topology is either connected for all time or is jointly connected over infinite series of uniformly bounded time intervals. However, the connectedness preconditions in most algorithms are assumed rather than proved, which limits the use and practical applicability because agents are subjected to limited sensing and communication capabilities due to energy and hardware limitations; Therefore, well-designed control strategies should be taken to accomplish cooperation tasks as well as guarantee the network connectivity. Motivated by the above observation, several recent references have taken connectivity maintenance into consideration. Spanos and Murray (2004) proposed the geometric connectivity robustness and its applications in wireless connectivity in vehicle networks. Admissible sets and double-integrator state graph for connectivity maintenance are introduced and characterized by Esposito et al. (2006) .
Meng Ji et al. (2006 Ji et al. ( , 2007 added appropriate nonlinear weights to the edges of the dynamic network to keep it connected on condition that the goal formation is a subgraph of the initial topology, which can actually be viewed as connectivity-preserving of fixed topology. Srivastava et al. (2008) and Zavlanos et al. (2005) developed two similar, centralized algorithms that ensure connectivity of the network under the presence of an arbitrary motion control law. However, such centralized algorithms suffer from high computational cost, which contradict the idea of distributed control. A decentralized movement control algorithm that guarantees connectivity is presented by Bullo et al. (2008) , which simply constrained each agent's movement such that the connections to all its neighbors were preserved. This is obviously a rather restrictive approach that might result in highly conservative results. All of the algorithms mentioned above share the common drawback that they generally preserve more connections between the agents than necessary to guarantee connectivity. Consequently, movement of the agents is more conservatively restricted than required, which might result in a reduced performance or even failure of the given motion tasks. In addition, all the algorithms are based on flat network architecture which has poor scalability and lacks adaptability and flexibility to both tasks and environment. To overcome these drawbacks, this paper proposes a general distributed connectivity maintenance algorithm which is computational efficient through constructing 2-tiered network architecture called backbone-based communication network to represent the core structure of dynamic topology of the system, which can provide an effective hierarchical organization of the original network. Therefore, the connectedness of the whole system can be naturally divided into (1) connectivitypreserving of backbone network; (2) connectivity-preserving between backbone network and non-backbone network. The remainder of the paper is organized as follows. In Section 2, the definition of backbone-based network structure is introduced. Distributed algorithm of constructing backbone-based network is described in Section 3. Section 4 elaborates connectivity maintenance of the system based on the constructed hierarchical network. Numerical simulations are shown to validate the theoretical result in Section 5. Finally, discussions and conclusions are drawn in Section 6.
PRELIMINARIES

Problem Formulation
Consider a multi-agent system with N homogeneous mobile agents each has point mass dynamics as , 1, 2,..., 
Thus, the neighbor set of the agent i can be described as
Each agent i can have its own target position ,
denotes the desired target configuration of the group. The problem is to design distributed control laws to maneuver the group of agents to reach the desired configuration while preserving the network connectivity throughout the system evolution. In this paper, a distributed clustering algorithm utilizes comprehensive task heuristics, such as mobility and agent identity, is presented to choose clusterheads and gateways/doorways as members of MCDS , which is amenable to adapt to more complicated tasks and only requires knowledge of 2-hop neighbourhood information of each agent.
Backbone-based network
Task priorities
Instead of defining task heuristics (priorities) as a function of energy and mobility factors in order to achieve longer lifetime and more stable backbone network, see Li et al. (2003) and Yao et al. (2008) . In our problem for motion coordination purpose, the priority is defined as a function of the distance between the current position and target location combined with the ID of each agent which is not only completely task oriented but also can make the uniqueness of priority across the network. More specifically, let ( ) p i be the priority of agent i . Therefore, an agent closer to its target location will be assigned a higher priority over its neighbours and hence more likely to be selected as a backbone agent.
Backbone connections self-pruning
However, since the connections within the backbone network represents the motion and connectivity constraints. It is required that number of redundant connections, which will impose unnecessary constraints for motion planning, should be pruned as much as possible. However, constructing the minimum spanning tree, which will prune connections to minimum often requires global message exchanges and is likely to result too much extra complexity. In view of this, the following distributed self-pruning procedure is given as follows 1) To avoid redundant connections where three clusterheads make a triangle, the connection between two clusterheads with lower priority will be removed from backbone connections.
2) If more than two neighboring clusterheads share a doorway, a connection with the lowest priority between a doorway and a clusterhead is removed. The same for the gateways.
MOTION COORDINATION WITH BACKBONE
Composite artificial potential functions
It is worth noting that the connections in the backbone network represent the motion constraints among interconnected backbone agents. Hence the backbone agent should remain within the communication range of all its backbone neighbors; The motion of a non-backbone agent is constrained by the backbone agent which is the corresponding clusterhead that it is associated with. Different potential functions should be devised for connectedness maintenance, task achievement, obstacle avoidance and collision avoidance, respectively. Furthermore, backbone agents and non-backbone agents have different potential functions. For connectivity maintenance between backbone agents, a general attractive potential which is non-negative, continuously differentiable for (0, ) R is designed as follows
d is the predefined distance of influence of connectivity. For a non-backbone agent, connectedness is maintained by following a leader with which it is associated in the backbone. Thus, leader-follower attractive potential is defined with respect to the chosen leader.
where i L is the leader with respect to a non-backbone agent i and 
Once a leader is selected, for a non-backbone agent, the connectedness potential is defined as N i j i j E = ∈ is the set of followers of backbone agent i , which can be computed from at most two-hop neighbor information. It is worth noting that our leaderfollower control scheme is not strictly a leader-follower scheme, since the leader's potential is affected by motion of followers. This overcomes the known problem of poor disturbance rejection due to obstacles in leader-follower formation control scheme, which may cause connections between the leader and its followers to be broken.
As for reaching the goal configuration, since each agent i has its own goal, , 
Finally, the repulsive potential is used for collision avoidance between interconnected agents, as well as for obstacle avoidance
where c d is a predefined safe distance threshold. For obstacle avoidance, the potential is 
It should be noted that backbone and non-backbone agents ought to be differentiated in collision avoidance. A non-backbone agent needs to avoid collision with all the other neighbouring agents, backbone and non-backbone ones. A backbone agent has privilege over non-backbone agents, and hence it only considers avoiding collision with other neighboring backbone agents.
,
Thus, the composite potential of agent i is given by 
This means the proposed control strategy reduces the collective potential ( ) U t during the period . T Therefore, we have .
Clearly, if collision occurs or connectedness constraint is violated, ( ) U t will reach infinity. As the system is collision free and connected at 0 , t Fig.2(c) -(e) depict typical snapshots of system evolution at t=5s, t=15s, t=20s, respectively. The final configuration and the trajectories of the system are shown in Fig.2(f) at t=25s. It is clear that taking connectedness constraints into account, the backbone-based connectivity control strategy can maneuver the team to reach the target position and successfully avoid the obstacles with connectivity-preserving. In general, non-backbone agents have more freedom than their backbone counterparts, since a non-backbone agent is only constrained by its single leader (its associate clusterhead) whereas a backbone agent is constrained by all its backbone neighbors. Backbone agents are mainly responsible for keeping connectedness and guiding their non-backbone neighbours to achieve their goals. while non-backbone agents are mainly responsible for network reconfiguration. A non-backbone agent will keep tracking current backbone leader until there exists another leader to which it is closer. Hence the roles of backbone and non-backbone agents can be interchanged during the update of the backbone-based network. During this process, the system connectivity increases and consequently the size of the backbone decreases and hence reconfiguration freedom increases, which is clearly shown in Fig.2 (b) -(e). When a non-backbone agent reaches its target location, its priority increases quickly and it is more likely to become a backbone agent. As more and more non-backbone agents become backbone agents and reconfigure to desired topology, remaining non-backbone agents can seek their target positions while remaining connected to the current backbone agents until the desire configuration is reached. Furthermore, the comparative simulations are also conducted under the same environment settings to show the advantage of backbone-based hierarchical network structure over flat network structure with respect to communication cost. The average node degree of the network is selected to be the typical performance index and the number of agents ranges from 20 to 40. It can be clearly seen from Fig.3 that the backbone-based network is more energy efficient thus has better network scalabilities, which is well consistent with our theoretical results. This is because non-backbone agents only need to maintain connections to their corresponding leaders in the backbone instead of preserving all the connections to the neighbouring agents in the original flat network, which will save energy cost of communication effectively. Finally, a set of simulations is performed to compare the performance of both network structures with respect to time cost of task achievement with the number of agents N ranging from 10 to 40. Corresponding results are shown in Table 1 , from which it can be observed that the backbonebased network structure completely outperforms the flat network structure in time efficiency for all values of N considered. Therefore, it is more flexible and more competent to perform the complex spatially distributed tasks. This is because the backbone-based network nicely captures the very core structure of the system and the redundant connections which constrain the degree of motion freedom of agents are reduced to the necessary minimum, which facilitates reconfiguration process for the group.
CONCLUSIONS
In this paper, a distributed control law that can cope with motion coordination with connectivity maintenance for multiagent systems was presented. In contrast to previous approaches on the problem, a novel framework of backbonebased hierarchical network structure is proposed to replace traditional flat network architecture. The communication backbone of a team of mobile agents was used as the core structure to achieve task oriented motion coordination with connectivity maintenance. The distributed construction procedure of backbone network respects the limited communication capabilities of the agents by allowing each agent to take into account only agents at most within its twohop neighborhood. Agents in the team are categorized into backbone agents and non-backbone agents. For backbone agents, backbone connections are maintained by imposing them as constraints over agents' movement. For nonbackbone agents, with certain backbone agents chosen as leaders, leader-follower control scheme is used to maintain their connections to backbone, while non-backbone agents search for reconfiguration by choosing different leaders.
Computer simulations have been performed to show that the proposed strategy is able to find effective paths to avoid the obstacles while maintaining connectedness of the group. Future research will focus on studying strategies to deal with local minima problems and implementing the proposed scheme on real applications in multi-robot systems.
