The use of Recurrent Neural Networks is not as extensive as Feedforward Neural Networks. Training algorithms for Recurrent Neural Networks, based on the error gradient, are very unstable in their search for a minimum and require much computational time when the number of neurons is high. The problems surrounding the application of these methods have driven us to develop new training tools.
Introduction
Many systems in the real world that we want to identify are non-linear systems or systems whose behavior depends on their current state. The Arti®cial Neural Networks that have given the best results in problems related with this type of systems are Recurrent Neural Networks (RNNs). In recent years, a great number of works have studied the capabilities and limitations of RNNs applied to subjects associated with pattern recognition and control. However, the use of RNNs is not as extended as Feedforward Neural Networks (FNNs) due to the complexity of the development of the learning algorithms. For FNNs, the error-gradient information computed using the backpropagation algorithm has been shown to be an effective and ef®cient tool for learning complex functions (Bourlard & Wellekens, 1989; Le Cun et al., 1989; Sejnowski & Rosenberg, 1987; Waibel, Hanazawa, Hinton, & Shikano, 1989) . Unfortunately, the same does not occur with RNNs. There are algorithms that extend the backpropagation method to these networks, but the optimal training of an RNN using conventional gradient-descent methods is complicated due to many attractors in the state space. To solve these drawbacks, we have developed a genetic algorithm (GA) that optimizes the error made by the RNN.
The use of GAs for ANN training has mainly focused on FNNs (Blanco, Delgado, & Pegalajar, 2000a; Delgado, Mantas, & Pegalajar, 1996; Friedrich & Klaus, 1994; Whitely, Starkweather, & Bogart, 1990) , although in recent years the advantages that GAs offer as training tools for RNNs have been also studied (Kim, Ku, & Mak, 1997; Kumagai, Wada, Mikami, & Hashimoto, 1997) .
Fuzzy Grammatical Inference is a problem that can be solved using this kind of network. RNNs are able to carry out Crisp Grammatical Inference from positive and negative examples. However, very little has been reported on fuzzy examples under uncertainty conditions (Blanco, Delgado, & Pegalajar, 1998 , 2000b Omlin, Karvel, Thornber, & Giles, 1998) . This problem seems interesting from the fuzzy point of view due to the great number of applications that fuzzy grammars have in areas such as digital circuit design (Mensch & Lipp, 1990) , X-ray analysis (Pathak & Sankar, 1986) , detecting and quantifying fuzzy artery lesions (Lalande & Jaulent, 1996) , intelligent interface design (Hikmet, 1992) , clinical monitoring (Friedrich & Klaus, 1994) , lexical analysis (Mateesku, Salomaa, & Yu, 1995) . In this work we carry out fuzzy grammatical inference using an RNN together with a linear output neuron.
A related subject is the implementation of fuzzy ®nite-state automata in Arti®cial Neural Networks, some methods for which have been proposed in the literature (Grantner & Patyra, 1993 , 1994 Lee & Lee, De®nition 1. A regular fuzzy grammar (RFG), G, is a four-tuple G N; T; S; P; where N is a ®nite set of nonterminal symbols, T is a ®nite set of terminal symbols, N > T B; S [ N is the starting symbol, and P is a ®nite set of productions of the form A 3 u a or A 3 u aB; A; B [ N; a [ T;
u [ 0; 1; where u is a membership degree associated with the production considered.
Unlike the case of ªcrispº regular grammars, where strings either belong or do not belong to language generated by the grammar, strings of a fuzzy language have graded membership. Example 1. Let G N; T; S; P; where:
² N {S; A; B} ² T {a; b} ² S is the start symbol ² P is the set of productions P {S 3 0:3 aS; S 3 0:5 aA; S 3 0:7 aB; S 3 0:3 bS; S 3 0:2 bA; A 3 0:5 b; B 3 0:4 b}:
De®nition 2. The set of all ®nite strings formed by symbols in T plus the empty string of length 0 is denoted by T De®nition 4. The membership degree m(x) of a string x of T p in the fuzzy regular language L(G) is the maximum value of any derivation of x, where the value of a speci®c derivation of x is equal to the minimum weight of the productions used:
where A p is the production chaining used to obtain the sequence x.
Example 2. Let us consider the grammar G in Example 1, for which the membership degree of sequence ab is: In fuzzy regular grammars, all applicable production rules are executed to some degree. This leaves some uncertainty or ambiguity about the generated string.
De®nition 5. A fuzzy ®nite-state automaton (FFA) is a six-tuple, M T; Z; Q; d; w; q S ; where T is a ®nite-input alphabet, Z is a ®nite-output alphabet, Q is a ®nite set of states, d : T £ Q £ 0; 1 3 Q is the fuzzy-state transition map, w : Q 3 Z is the output map, and q S [ Q is the fuzzy initial state.
It should be noted that a regular fuzzy grammar as well as a fuzzy ®nite-state automaton are reduced to a conventional (crisp) one when all the production and transition degrees are equal to 1 (Dubois & Prade, 1980) . As in the crisp case, there is also an equivalence between fuzzy ®nite automaton and fuzzy regular grammars.
Theorem 1 (Dubois and Prade, 1980) . For a given fuzzy grammar G there exists a fuzzy ®nite-state automaton M such that LG LM and vice-versa.
Example 3. We consider the grammar G in Example 1, the fuzzy ®nite-state automaton M S; Z; Q; d; w; q 0 (see Fig. 1 ) such that LG LM is: ² S {a; b} ² Z {Final; Non-Final} ² Q {q 0 ; q 1 ; q 2 ; q 3 } ² The fuzzy state transition map: dq 0 ; a; 0:5 q 1 ; dq 0 ; b; 0:2 q 1 ; dq 0 ; a; 0:3 q 0 ; dq 0 ; b; 0:3 q 0 ; dq 0 ; a; 0:7 q 2 ; dq 1 ; b; 0:5 q 3 ; dq 2 ; b; 0:4 q 3 ² The output map:
wq 0 ºNon-finalª; wq 1 ºNon-finalª; wq 2 ºNon-finalª; wq 3 ºFinalª
The ®nal states are represented by circles with a thicker edge (Fig. 1) . ² The starting state: q 0 .
De®nition 6. The membership degree of a string x computed by a fuzzy ®nite-state automaton is the degree maximum of all the paths accepting the string.
Example 4. The paths to accept the string ab are in Fig. 2 . Therefore, the membership degree is mab max0:5; 0:4 0:5: Theorem 2 ( Thomason and Marinos, 1974) . Given a fuzzy ®nite-state automaton M, there exists a deterministic ®nite-state automaton A with output alphabet Z # {u : u is a membership degree} < {0} that computes the membership functions m : T p 3 0; 1 of the language L(M) in the output of its states (output map, w).
This algorithm is an extension to the standard algorithm which transforms non-deterministic ®nite-state automata (Hopcroft & Ullman, 1979) ; unlike the standard transformation algorithm, we must distinguish accepting states with different fuzzy membership labels.
Corollary 1 (Eshelman and Scahffer, 1993) . Given a regular fuzzy grammar G, there exists an equivalent grammar G in which the productions have the form A 3 u a or A 3 1:0 aB:
De®nition 7. Fuzzy Regular Grammatical Inference (FRGI) is de®ned as the problem of inferring the fuzzy productions that characterize a grammar or, equivalently, the states and transitions between states associated with a fuzzy state-®nite automaton from a training example set. The examples are given couples P i ; m i ; i 1; ¼; n; n being the number of examples, P i a symbol sequence and m i the membership degree of P i to the fuzzy language to which it belongs. m i will be provided by either an expert or any systematic procedure for each given P i . Based on Theorem 2, the problem of obtaining the fuzzy ®nite-state automaton M is changed to extracting a deterministic ®nite automaton, A, that calculates the membership function to the fuzzy language in the output map w of its states.
The neural model for carrying out fuzzy grammatical inference
The steps for carrying out fuzzy grammatical inference using an RNN are shown in Fig. 4 . Once the RNN has been trained from an example set, we extract the automaton that recognizes the training set. From this automaton, we obtain the associated fuzzy regular grammar. In this paper, we focus only on the network training, as the automaton extraction can be found in Blanco et al. (2000b) and Delgado, Mantas, and Pegalajar (1996) .
The problem of whether an FFA can be learned using an RNN only through training examples and the extracting algorithm of the FFA is a question studied in Blanco et al. (1998 Blanco et al. ( , 2000c ). These works demonstrate that RNNs are able to learn a fuzzy example set and internally represent the equivalent DFA to the FFA, which is extracted together with the membership function to the fuzzy language, using an appropriate method of knowledge extraction (Blanco et al., 1998 (Blanco et al., , 2000b . The neural network that we use here is composed of a second-order recurrent neural network (SORNN) and a linear output neuron (Fig. 5) . The activating function of the output neuron is linear since we intend to weigh the value of the points belonging to the same cluster in the same way. The output neuron computes the membership function to the fuzzy language we are attempting to identify.
The neural model (Fig. 5) proposed for the fuzzy grammatical inference consists of:
2 £ L weights labeled w ijk ² One linear output neuron, O, connected to the hidden recurrent neurons by N weights labeled u j , j 0; ¼; N 2 1 L being the number of symbols belonging to the input alphabet. This neural network accepts an input sequence ordered in time. Each symbol belonging to a sequence to be processed is sequentially encoded in the input neurons at each step in time t. The membership degree is computed by the linear output neuron once the input sequence has been fully processed by the SORNN.
The dynamics of the neural network is summarized in the following steps: 
g being the sigmoidal function:
Each element in a sequence to be processed is sequentially encoded in the input neurons at each step in time t by means of Kronecker's delta. Let us assume the alphabet is the symbol set {a 0 ; ¼; a L21 }: If the tth character in the sequence to be processed is a i , then it will be encoded in the input neurons exactly in time t by: I 
A learning algorithm based on the error gradient
The development of learning algorithms for RNNs has centered on using gradient descent algorithms, of which there are two basic types:
² Real Time Recurrent Learning (RTRL) (Pineda, 1988; Williams & Zipser, 1989) . The main drawback of this algorithm is that it has a high computational cost for each iteration. ² Backpropagation through time (BTT) (Pearlmutter, 1989; Rumelhart & McClelland, 1986) . The main limitation of this algorithm is that one must know in advance the length of the input sequence.
Although these algorithms are based on the backpropagation algorithm (Rumelhart & McClelland, 1986) , they are computationally much more hard than the backpropagation algorithm used for feedforward networks.
A variation of the RTRL algorithm to train our neural network is presented below.
The error function in the output neuron is
where T is the desired value for the output neuron and O is the value obtained for the output neuron. The training algorithm updates the weights at the end of the each sequence presentation when E . 1; where 1 is the error tolerance of the neural network. The modi®cation of the weights is given by
where a is the learning rate. The partial derivative in Eq. (6) can be directly obtained as:
where S m i is the ®nal value of neuron i once the network has processed the whole sequence. The derivatives associated with w lon are calculated by
Since obtaining 2E=2w lon requires a recursive calculation associated with 2S m21 i =2w lon ; we ®x an initial value of
In the training of the recurrent neural network, the partial derivative of each hidden recurrent neuron related to each weight must be computed at each time t and the network consumes much computational time. In fact, the time complexity of the process is ON 4 £ L 2 ; which is a strong incentive for looking for new training algorithms, since when the number of recurrent neurons N increases, the algorithm presents serious problems. On the other hand, it is known that descent gradient training is unstable in the search for a minimum in the error function, usually remaining trapped in local minima. All these drawbacks are increased in the problem of fuzzy grammatical inference. Therefore, it is of great interest to develop new learning algorithms that search not only in depth, as the gradient does but also in width. With this aim we have developed the genetic algorithm we present in Section 4.
Genetic algorithms. Genetic algorithms with real codi®cation
Genetic algorithms (GAs) are stochastic optimization algorithms based on the concepts of biological evolutionary theory (Goldberg, 1989; Holland, 1975) . They consists in maintaining a population of chromosomes (individuals), which represent potential solutions to the problem to be solved, that is, the optimization of a function, generally very complex. Each individual in the population has an associated ®tness, indicating the utility or adaptation of the solution that it represents.
A GA starts off with a population of randomly generated chromosomes and advances toward better chromosomes by applying genetic operators, modeled on the genetic processes occurring in nature. During successive iterations, called generations, the chromosomes are evaluated as possible solutions. Based on these evaluations, a new population is formed using a mechanism of selection and applying genetic operators such as crossover and mutation.
Although there are many possible variants on the basic GA, the operation of a standard genetic algorithm is described in the following steps:
1. Randomly create an initial population of chromosomes. 2. Compute the ®tness of every member of the current population. 3. If there is a member of the current population that satis®es the problem requirements then stop. Otherwise, continue to the next step. 4. Create an intermediate population by extracting members from the current population using a selection operator. 5. Generate a new population by applying the genetic operators of crossover and mutation to this intermediate population. 6. Go back to step 2.
Real-coded genetic algorithms
The most common representation in GAs is binary (Goldberg, 1991) . The chromosomes consist of a set of genes, which are generally characters belonging to an alphabet {0,1}. Therefore, a chromosome is a vector x consisting of l genes c i :
where l is the length of the chromosome. However, in the optimization problems of parameters with variables in continuous domains, it is more natural to represent the genes directly as real numbers since the representations of the solutions are very close to the natural formulation, i.e. there are no differences between the genotype (coding) and the phenotype (search space). The use of this real-coding initially appears in speci®c applications, such as in Lucasius and Kateman (1989) for chemometric problems, in Davis (1989) for the use of metaoperators to ®nd the most adequate parameters for a standard GA, in Davis (1991) and Michalewicz (1992) for numerical optimization on continuous domains, etc. See Herrera, Lozano, and Verdegay (1998) for a review related to real-coded genetic algorithms.
In this case, a chromosome is a vector of¯oating point numbers. The chromosome length is the vector length of the solution to the problem; thus, each gene represents a variable of the problem. The gene values are forced to remain in the interval established by the variables they represent, so the genetic operators must ful®ll this requirement.
Below, we show some crossover and mutation operators developed for this encoding.
Crossover operators
Let us assume that C 1 c Flat crossover (Radcliffe, 1991) . An offspring H h 1 ; ¼; h i ; ¼; h N ; is generated, where h i is a randomly (uniformly) chosen value of the interval minc
Simple crossover (Michalewicz, 1992; Wright, 1991) . A position i [ {1; 2; ¼; N 2 1} is randomly chosen and two new chromosomes are built: BLX-a crossover (Blend Crossover) (Eshelman & Scahffer, 1993 
The ª 2 ºsign is chosen with a probability of 0.9. Usually, rang i is 0:5b i 2 a i and g 15 k0 a k 2 2k ; where a i [ {0; 1} is randomly generated with pa i 1 1=16:
Wright's heuristic crossover (Wright, 1990) . If C 1 is the parent with the best ®tness, then h i rc
Mutation operators
Let us assume that C c 1 ; ¼; c N is a chromosome and c i [ a i ; b i is a gene to be mutated. Below, the gene, c H i ; resulting from the application of different mutation operators is shown.
Random mutation (Michalewicz, 1992) . c
Non-uniform mutation (Michalewicz, 1992) . If this operator is applied in a generation t, and g max is the maximum number of generations, then where r is a random number from the interval [0,1] and b is a parameter, chosen by the user, that determines the degree of dependency on the number of iterations. This function gives a value in the range [0,y] such that the probability of returning a number close to zero increases as the algorithm advances.
A real-coded genetic algorithm to train recurrent neural networks
As mentioned above, real coding is the most suitable coding for continuous domains. Since our goal is recurrent neural network training, it appears logical to use this coding and genetic operators associated to it. Binary (ordinary) GA has been not used in this ®eld. Among the advantages of using real-valued coding over binary coding is increased precision. Binary coding of real-valued numbers can suffer loss of precision depending on the number of bits used to represent one number. Moreover, in real-valued coding, chromosome strings become much shorter. For real-valued optimization problems, real-valued coding is simply much easier and more ef®cient to implement, since it is conceptually closer to the problem space. In particular, our aim is to train an RNN to perform fuzzy grammatical inference from a fuzzy example set. In other words, a weight set must be found so that the RNN behaves as the fuzzy ®nite-state automaton that recognizes the example set.
A chromosome or genotype consists of all the network weights. One gene of a chromosome represents a single weight value. The weights of the neural network are placed on a chromosome, as shown in the example below.
Example 6. We consider a Second-Order Recurrent Neural Network consisting of two hidden recurrent neurons, two input neurons, connected to a linear output neuron (Fig. 6) . In this example, the chromosomes have 10 genes (Fig. 7) . In general, a chromosome has N 2 £ L 1 N genes, where N is the number of hidden recurrent neurons and L is the number of input neurons.
Fitness function. The ®tness function should re¯ect the individual's performance in the current problem. We have chosen 1/m e as a ®tness function, where m e is the average error in the training set. The best individual in the population is the one with the minimum error. As no gradient information is needed, we can also use the percentage of correct answers in the training set as an alternative (Blanco et al., 2000a; Delgado et al., 1996) .
Stopping criterion. The algorithm stops when an individual recognizes all the examples or when a maximum number of generations has been run.
Creating an intermediate population. Selection mechanism. The selection process of stochastic sampling with replacement is used to create the intermediate population P
H (Goldberg, 1991; Holland, 1975) . For each chromosome C i in population P, the probability, p s (C i ), of including a copy of this chromosome in the intermediate population P H is calculated as:
where uPu is the number of individuals in the population P. Thus, the chromosomes with above-average ®tness tend to receive more copies than those with below-average ®tness.
Next the population is mapped onto a roulette wheel. Chromosomes, C i , are selected in quantities according to their relative ®tness values (after ranking). The probability that a chromosome x is selected, is equal to its relative ®tness. Thus:
The roulette wheel operator is best visualized by imagining a wheel where each chromosome occupies an area that is related to its ®tness.
Selecting a chromosome can be thought of as spinning the roulette wheel. When the wheel stops, a ®xed marker determines which chromosome will be selected. This is repeated until the number of chromosomes required for the intermediate population, P H , is obtained. Generating a new population by applying the genetic operators to the intermediate population. Once the intermediate population is created, the next step is to for the population of the next generation by applying the crossover and mutation operators on the chromosomes in P H . Two chromosomes are randomly selected from this intermediate population and serve as parents. Depending upon a probabilistic chance p c (crossover rate), it is decided whether these two will be crossed over. After applying these genetic operators, the resulting chromosome (offspring) is inserted into the new population. This step is repeated until the new population reaches the population size less two individuals uPu 2 2: Moreover, the two best individuals in the current population are included in the new population (elitist strategy; De Jong, 1975) , to make sure that the best-performing chromosome always survives intact from one generation to the next. This is necessary since the best chromosome could disappear, due to crossover or mutation. Wright's heuristic crossover operator (Wright, 1990 ) (see Section 3.1.1) is used because of its good experimental behavior. After the application of the crossover operator, each of the genes of the resulting chromosome is subject to possible mutation, which depends on a probabilistic chance p m , the mutation rate. The mutation operator used is random mutation (see Section 3.1.2).
Simulation
The simulation is designed as follows:
1. We start from a fuzzy ®nite-state automaton, M, from Example 3 (Fig. 1) , from which we will generate a set of 500 couples, P i ; mi; recognized by M. Taking into account that now the running of M is to process any element from T p and to give it a membership degree (which may be equal to 0 in the case that the string is not really a string of the fuzzy language), obtaining those 500 examples will be performed according to the following steps: ² We calculate its length, f. We choose a random number f in the interval [0¼Max], where Max is the maximum length of an example, Max 30: ² We calculate a symbol sequence, P i . We randomly choose f symbols belonging to the alphabet, S {a; b}: ² We process sequence P i by the automaton M, obtaining the membership degree m M P i to the fuzzy language recognized by M. 2. The example set obtained is divided into two subsets, a training set and a test set. 3. Once we have built an example set, our aim is to obtain the weights of the neural network that minimize the error of the training set. To obtain these weights we have trained a neural network with the RTRL algorithm and our genetic algorithm. 4. Finally, the results obtained by the two methods are compared.
Real-time recurrent learning algorithm results
We have trained neural networks with two, three and four hidden recurrent neurons. For each neural network we have Table 1 show the results obtained for an RNN with two recurrent neurons. The best result appears in row 8, with a training error of E 0:0000179: The mean training error for the simulations of two recurrent neurons is 5:3539 £ 10 24 : Rows 11±20 in Table 1 give the results for an RNN with three recurrent neurons. The best result is a training error, E 0:00002094 (row 18). The mean training error for three recurrent neurons is 4:6092 £ 10 24 : Rows 21±30 in Table 1 show the results obtained with an RNN with four recurrent neurons. The best result obtained is a training error, E 0:0000202 (row 26). The mean training error for four recurrent neurons is 3:4374 £ 10 24 :
Real-coded genetic algorithm results
Wright's heuristic crossover. As in the previous algorithm, we have trained the RNN with two, three and four hidden recurrent neurons. For each network we performed 10 simulations for a certain number of seconds, with a population of 50 individuals. The interval where the genes can take their values is [21, 1] . The parameters associated to each simulation and the results obtained appear in Table 2 . Column 1 gives the number of neurons used in each simulation. Columns 2 and 3 show the crossover and mutation probabilities, respectively. The error and percentage of successes for the training set are presented in columns 4 and 5. The information associated with the test set appears in columns 6 and 7. Column 8 shows the seconds that the genetic algorithm has been run and column 9 the cycles performed during that time. Table  2 is associated with the RNN with two, three and four recurrent neurons.
Rows 1±10 in Table 2 show the results for an RNN with three recurrent neurons. The best result is simulation 5, with a training error of E 0:0000072: The mean training error for two recurrent neurons is 2:168 £ 10 25 : Rows 11±20 in Table 2 show the simulations associated to the RNN with three recurrent neurons. The Table 2 show the simulation results for the RNN with four recurrent neurons. Simulation 26 gives the best results, E 0:00000140: The mean training error for four recurrent neurons is 4:279 £ 10 26 :
Using other crossover operators
In this section we have used other crossover operators to experimentally demonstrate that Wright's crossover is best. Next, we show the results obtained with the BLX and FLAT crossovers. The parameters used in the GA are the same as in the previous case.
FLAT crossover. For the case of two neurons (rows 1±10 in Table 3 ), the best result obtained is E 0:0000351 (row 5). The mean training error for two recurrent neurons is 2:4475 £ 10 24 : For three neurons (rows 11±20 in Table 3 ), the best result is in simulation 20, E 0:00001015: The mean training error for three recurrent neurons is 6:0911 £ 10 25 : Finally, for four neurons (rows 21±30 in Table 3 ), the best result obtained is E 0:0000111 (simulation 30). The mean training error for four recurrent neurons is 2:586 £ 10 25 : BLX Crossover. For the case of two neurons (rows 1±10 in Table 4 ), the best result obtained with the BLX crossover is in simulation 7 with an error of E 0:0000076: The mean training error for two recurrent neurons is 2:531 £ 10 25 : Rows 11±20 in Table 4 show the results obtained for the simulations with a neural network of three neurons. The best result appears in row 15, E 0:00000123: The mean training error for three recurrent neurons is 9:551 £ 10 26 : Finally, the result obtained with four neurons appears in rows 21±30 (Table 4 ). The best simulation obtained a training error, E 0:000001072 (row 28). The mean training error for four recurrent neurons is 9:975 £ 10 26 :
Comparison of results
If we observe the results obtained in Tables 1±4 , we see that the Real-Coded Genetic Algorithm behaves better than the RTRL algorithm in the search of the Recurrent Neural Network weights. Comparing the results summarized in Tables 1±4, we can conclude the following: ² In the RTRL algorithm, if smaller learning rates are used, the learning is more stable, although the training is slower. On the other hand, if large learning rates are used, then the training is more unstable. ² When N increases, the RTRL is hard to apply, because it becomes very slow. ² The genetic algorithm with any crossover (BLX, Flat or Wright's heuristic crossover), provides better mean results than RTRL and, furthermore, is quicker in the search for a good result. Figs. 8, 9 and 10 show the best simulation performed (the simulation with the least error), case four, with two, three and four neurons, respectively. We can observe that the genetic algorithm obtains the best results more quickly than the RTRL. ² The genetic algorithm with Wright's heuristic crossover obtains the best mean results, although the BLX-crossover gives ones very close to it. Hence, both crossovers can be used indistinctly. ² The crossover producing the worst results is the Flat crossover.
Conclusions
The RTRL algorithm is an unstable algorithm searching a global minimum and may easily remain trapped in local minimums. It has the drawback that if a small learning rate is used the training is slow, and if, on the contrary, a large learning rate is used, the training is unstable. Furthermore, this algorithm has a high complexity time, ON 4 £ L 2 1 N: When N increases, the RTRL algorithm presents serious problems. All this leads us to outline new training methods to smoothen these problems. The GAs are able to search not only in depth, like the RTRL algorithm, but also in width. The most appropriate coding for neural network training is therefore real-coding. Experimentally, our RealCoded Genetic Algorithm using Wright's heuristic crossover and random mutation obtains the best results. The time complexity of this GA is ON 2 £ L 2 1 N; which means the training cost is still manageable as the number of neurons increases. In addition, our genetic algorithm using a BLX or Flat crossover obtains the best mean results and does so more quickly than the RTRL. 
