In this paper, the problem of developing universal algorithms for noiseless compressed sensing of stochastic pro cesses is studied. First, Renyi's notion of information dimension (ID) is generalized to analog stationary processes. This provides a measure of complexity for such processes and is connected to the number of measurements required for their accurate recovery. Then the so-called Lagrangian minimum entropy pur suit (Lagrangian-MEP) algorithm, originally proposed by Baron et al. as a heuristic universal recovery algorithm, is studied.
I. INTRODUCTION
Consider the fundamental problem of noiseless compressed sensing (CS): a signal x� E lRn is measured through a data acquisition device modeled as a linear projection system: y;;' = Ax�, where A E lR.mxn denotes the measurement matrix. The signal x� is usually high-dimensional, and the number of measurements is much smaller than the ambient dimension of the signal, i.e., m « n. The decoder is interested in recovering x� from the measurements y;;'. Since the system of linear equations described by y;;' = Axn has infinitely many solutions, without any side information, it is impossible to recover x� from y;;'. However, if signal x� is "structured" or of "low complexity," then it can be recovered from its under determined set of linear projections y;;' [1]- [3] .
Structures that are already studied in the compressed sensing literature are often simple structures such as sparsity. How ever, natural signals typically exhibit much more complicated and diverse structures. Therefore, it is desirable to have a recovery algorithm that can be applied to sources with diverse structures without having some prior information about the source model. Such algorithms are referred to as universal algorithms in the information theory literature. More formally, universal algorithms are defined as algorithms that achieve the optimal performance without knowing the source distribution. Existence of such algorithms has been proved for several problems such as compression [4] - [8] , denoising [9] , [10] and prediction [11] , [12] .
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In order to develop a universal compressed sensing algo rithm, there are some fundamental questions that need to be addressed: What does it mean for an analog I signal to be of low complexity or structured? How can the structure or the complexity of an analog signal be measured? Is it possible to design a universal compressed sensing decoder that is able to recover structured signals from their randomized linear projections2 without knowing the underlying structure of the signal?
The problem of universal compressed sensing has already been studied in the literature [13] , [14] . In [13] , the authors propose an implementable algorithm for universal compressed sensing of stochastic processes, which is the same as the Lagrangian-MEP algorithm we derive later in the paper. How ever, [13] does not provide any theoretical analysis of the performance of the algorithm. In [14] , minimum complexity pursuit (MCP) is proposed and proved to be a universal signal recovery decoder. While MCP proves the existence of univer sal compressed sensing algorithms, it is not implementable, since it is based on minimizing Kolmogorov complexity, which is not computable [15] .
In this paper, we focus on the problem of universal com pressed sensing of stochastic processes. By extending the Renyi's notion of the information dimension of a continuous valued random variable [16] , we first develop a measure of complexity for analog stationary processes. Then, in the same spirit of the MCP algorithm, we propose minimum entropy pursuit (MEP) optimization, which among all the signals satisfying the measurement constraint outputs the one whose quantized version has the minimum conditional empirical entropy. We prove that, having slightly more than the (up per) information dimension of the process times the ambient dimension of the process randomized linear measurements, asymptotically, for a proper choice of the quantization level and the order of the conditional empirical entropy, so-called Lagrangian-MEP, a Lagrangian relaxation of MEP, provides an asymptotically lossless estimate of X;;. Lagrangian-MEP was proposed and implemented before by Baron et al. in [13] as a heuristic algorithm for universal compressed sensing.
The organization of the paper is as follows. Section II introduces the notation used in the paper and reviews some 1 Throughout the paper, an analog signal refers to a continuous-alphabet discrete-time signal.
2 Throughout the paper, linear measurements acquired by a measurement matrix generated from a random distribution are called randomized linear projections or randomized linear measurements.
related background. In Section III, the information dimension of stationary processes is defined. In Section IV, we introduce MEP optimization and its Lagrangian relaxation, which is identical to the algorithms proposed in [13] , for universal compressed sensing and characterize its performance. The proofs of Theorems 3, 4, 5 and 6 are presented in the full version of the paper [l7].
II. BACK GROUND
In this section we first introduce the notation that is used throughout the paper. Then, we briefly review the conditional empirical measure, which is later used in our proposed algo rithm.
A. Notation
Calligraphic letters such as X and Y denote sets. For a discrete set X, let I X I denote the size of X. For I -S:i -s: j -s: n, ui £ (Ui, Ui + 1, ... , U j ). To simplify the notation, u j £ ui . Throughout the paper log refers to the logarithm to the basis of 2 and In refers to the natural logarithm. Random variables are represented by upper-case letters such as X and Y. The alphabet of the random variable X is denoted by X. Given a sample space n and event .A � n, liA denotes the indicator function of .A. Given x E JR, 6x denotes the Dirac measure with an atom at x.
Given a real number x E JR, l x J (I xl) denotes the largest (the smallest) integer number smaller (larger) than x. Further, [X]b denotes the b-bit quantized version of x that results from taking the first b bits in the binary expansion of x. That is, for x = lxJ + L: 
B. Conditional empirical entropy
Consider a stochastic process X = {Xi} � l' with discrete alphabet X. The entropy rate of a stationary process X is defined as
The k-th order empirical distribution induced by xn E xn, Pk(.lxn) is defined as
where we make a circular assumption such that X j = X j+ n , for j -s: a. For a stationary finite-alphabet process X, if k grows to infinity as k = o(1og n), ih (xn) converges, almost surely, to the entropy rate of the process X, i.e., ih(xn) --+ H(X), almost surely [18] . Therefore, if we fix the size of the source alphabet, Hk is a universal estimator of the source entropy rate, which in turn is a measure of its complexity.
III. ID OF STATIONARY PROCE SSES
In recovering a structured signal x� from undersampled linear measurements y': = Ax�, Tn < n, non-universal algorithms look for the signal that complies both with the measurement constraint and the assumed structure. For several types of structure, it has been proved that with enough measurements, this procedure yields a reliable estimate of the input vector x�. However, in the universal compressed sensing problem, the decoder does not have any information about the structure or the distribution of the source. In order to develop such a universal decoding algorithm, we first need a measure of complexity for analog stochastic processes. In this section we develop such a measure of complexity, which is employed in the next section to characterize the performance of the proposed universal compressed sensing algorithm.
The information contained in continuous signals is infinite, and therefore all analog stochastic processes have infinite en tropy rate. On the other hand, the Renyi information dimension of a random variable (vector), defined below, captures the complexity or the structure of such random variables. Consider a continuous-valued random variable X. Renyi While the Renyi information dimension can be used in measuring the complexity of memory less continuous-alphabet sources, it cannot directly be applied to analog stationary processes with memory. For instance, a piecewise-constant signal generated by a stationary first-order Markov process is expected to be of low complexity. However, the complex ity of such processes cannot be evaluated using the Renyi information dimension or the entropy rate function. In the following, we develop a measure of complexity for stationary analog sources. To achieve this goal, we carefully combine the definitions of the entropy rate and the Renyi information dimension, to capture both the source memory and the fact that the source is continuous-alphabet.
Define the b-bit quantized version of a stochastic process
b}�l ' Consider a stationary process X = {X;}� l ; then since [X]b is derived from a stationary encoding of X, it is also a stationary process. We define the k-th order upper information dimension of a process X as Similarly, the k-th order lower information dimension of X is defined as Lemma 1. Both dk (X) and 4 k (X) are non-increasing in k.
Proof For a stationary process [X]b, for any value of k,
Therefore, taking lim inf and lim sup of both sides as b grows to infinity yields the desired result. D Definition 2 (Upper/lower information dimension). For a stationary process X, if limk-too dk(X) exists, we define the upper information dimension of process X as do(X) = lim dk (X).
k-too
Similarly, if limk-too 4 k (X) exists, the lower information dimension of process X is defined as If 4o (X) = do(X), do(X) £ 4o (X) = do(X) is defined as the information dimension of the process X. D For stationary processes with H( l XIJ) < 00, from Lemmas 1 and 2, dk (X) and 4 k (X) are monotonic bounded sequences. Therefore, limk-too dk (X) and limk-too 4 k (X) both exist, and the upper and lower information dimensions of such processes are well-defined.
The following proposition proves that the information di mension of stationary memory less processes is equal to the Renyi information dimension of their first order marginal distributions. This implies that our notion of information di mension for stochastic processes is consistent with the Renyi's notion of information dimension for random variables.
Proposition 1. For an independent and identically distributed (i.i.d.) process X = {Xd�l' do(X) (4o (X)) is equal to d(XI) (4(XI)), the Renyi upper (lower) information dimen sion of Xl. To clarify the notion of information dimension, in the following we present several examples of different stationary processes and evaluate their information dimensions.
Theorem 1 (Theorem 3 in [16] ). Consider an i. i.d. process X = {Xd�l' where each Xi is distributed according to (1p)id + pic, where id and ie represent a discrete measure and an absolutely continuous measure, respectively. Also, p E [0, 1] denotes the probability that Xi is drawn from the continuous distribution ie. Assume that H ( l X IJ ) < 00. Then, do (X) = p.
From Theorem 1, for an i.i.d. process with components drawn from an absolutely continuous distribution 3 the informa tion dimension is equal to one. As a reminder, from Lemma 2, for stationary sources with H( l XIJ ) < 00, do(X) .-::: 1.
Therefore, among such sources, from Theorem 1, memoryless sources with absolutely continuous distributions have maxi mum complexity.
Processes with piecewise constant realizations are one of the standard models in image processing, and are studied in various problems such as denoising and compressed sensing. Such processes can be modeled as first-order Markov pro cesses. Theorem 3 evaluates the information dimension of such processes, and shows that their complexity depends on the rate of their jumps. Before that, Theorem 2 connects the information dimension of a Markov process of order l to its l-th order information dimension. 
C}j H ([X I +I]bI X I ), (I) where (a) holds because X is a Markov process of order l and therefore [X k ]b -+ XL I +I -+ [Xk+l]b. Equality (b) follows from the stationarity of X. Taking lim sup of the both sides of (1), it follows that
Similarly, taking lim inf of the both sides yields the lower bound on r1o (X). Finally, the last result of this section is concerned with moving average processes, when the original process is a sparse one. IV. UNIV ER SAL CS ALGORITHM Consider a stationary process X = {Xd?"'l' such that do(X) < 1. As we argued in Section III, since do(X) is strictly smaller than one, we expect this process to be structured. Therefore, intuitively, it might be possible to recover X;: generated by source X from an undersampled set of linear measurements Yom = AX;:, Tn < n. In this section, we explore universal compressed sensing of such processes.
A. Minimum entropy pursuit
Consider the standard compressed sensing setup: instead of observing X;:, the decoder observes Yom = AX;:, where A E lRmxn denotes the linear measurement matrix, and Tn < n. Further assume that the decoder does not have any knowledge about the distribution of the source. As we argued, for stationary processes do(X) measures the complexity of the source process. As a reminder, do(X) was defined as the limit of dk (X) = 
Ax'fI ,="y;:n where xn E lR n, and k and b are parameters of the optimiza tion.
The optimization problem in (2) is not easy to handle. While the search domain, i.e., the set of points satisfying Axn = y;;', is a hyperplane, the cost function is defined on a discretized space, which is formed by the quantized version of the source alphabet X. To move towards designing an implementable uni versal compressed sensing algorithm, consider the following Lagrangian-type approximation of MEP:
i:� = argmin (Hk (Un) + ,'\ II A u ny;,nll�) , (3) unEA',:r n where Xb £ {[X]b: x E X}. We refer to this algorithm as Lagrangian-MEP. The main difference between (2) and (3) is that in (3) the search space is now a discrete set. The advantage of Lagrangian-MEP compared to MEP is that it is implementable and classic discrete optimization methods such as Markov chain Monte Carlo (MCMC) and simulated annealing [20] can be employed to approximate its optimizer. The Lagrangian-MEP algorithm is in fact identical to the heuristic algorithm for universal compressed sensing proposed in [13] . In [13] , Baron et al. employ simulated annealing and MCMC techniques to approximate the minimizer of the Lagrangian-MEP cost function.
B. Theoretical analysis of MEP
The main goal of this section is to show that the Lagrangian MEP algorithm succeeds in recovering the source vector, without having access to its distribution. However, to prove this result, we have to impose a constraint on the source distribution. Intuitively, this condition ensures that the future and the past of the process that are well-separated are almost independent from each other. (For more information on 'Ij J* -mixing, and its connection to other mixing conditions, the reader is referred to [21] .) The 'Ij J* -mixing condition is a standard property studied in the ergodic theory literature. In the following we review some '1j J* -mixing processes.
Example 1. Any i. i.d. process isljJ* -mixing. Proof Note that since the process Y is i.i.d. and since I is finite, for 9 large enough, F�= and Fftg are independent and therefore '1jJ* ( g ) = 1. D In fact, by the same proof, the averaging function can be replaced by any fixed mapping f : X�l ---+ X and the process defined as Xi = fCY/-'r/) is stiIl1jJ*-mixing.
As the following theorem shows, being 1j;* -mixing ensures fast convergence of empirical distributions to their expected values. This property proved in Theorem 5 is important in establishing our main result later.
Theorem 5. Consider 1j;* -mixing process X = {Xi}, with continuous alphabet X. Let Z denote the b-bit quantized version of the process X. That is, Z = {Zi}, Zi = [Xi]b and Z = Xb. Then, for any E > 0, there exists 9 E lN, depending only on E, such that for any n > 6(k + g)/E + k,
where c = 1/(2 In 2). Here, for a k E Z k , IL d a k ) = p(Z k = a k ).
Finally, the following theorem proves the main result of the paper. That is, the Lagrangian-MEP is a universal decoder for 1/;* -mixing processes. (1 + r5)diX)�, where r5 > O. For each n, let the entries of the measurement matrix A = An E lR. mx n be drawn i.i.d. according to N(O, 1 ) . Given X;: generated by source X and Yom = AX;:, let X;: = X;: (yom, A) denote the solution of (3), i.e., X;: = argmin"n E 'yn (fh(u n ) + � II A u n yomll § ).
Then,
Theorem 6 proves that, in the asymptotic setting, the normalized number of measurements (m /n) required by the Lagrangian-MEP for recovering memoryless sources with discrete-continuous mixture distributions coincides with the fundamental limits of non-universal compressed sensing char acterized in [19] . While the reconstruction quality guaranteed by Theorem 6 for the Lagrangian-MEP algorithm is weaker than that considered in [19] , adding a small amount of noise to the measurements, as done in [17] , and then employing the results in [22] on noisy compressed sensing suggests that, at least for such sources, there is no loss in performance due to universality.
V. CONCLUSIONS
In this paper we have studied the problem of universal compressed sensing of stationary stochastic processes. Our main focus has been on the noiseless regime where almost lossless recovery is possible. We have generalized Renyi's notion of ID and defined the ID of a stationary process, as a measure of its complexity. We then have introduced MEP optimization for universal compressed sensing. The optimization is based on Occam's Razor and among the signals satisfying the measurements constraints seeks the "simplest".
The complexity of a signal is measured in terms of the conditional empirical entropy of its quantized version, which normalized by the quantization level serves as an estimator of the ID of the source. We have also studied the performance of an implementable version of MEP, so-called Lagrangian-MEP, which turns out to be the same as the algorithm proposed in [13] and [23] .
