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Quantum resources,such as discord and entanglement, are crucial in quantum information process-
ing. In this paper, quantum resources are studied from the aspect of quantum state superposition.
We define the local superposition (LS) as the superposition between basis of single part, and nonlo-
cal superposition (NLS) as the superposition between product basis of multiple parts. For quantum
resource with nonzero LS, quantum operation must be introduced to prepare it, and for quantum
resource with nonzero NLS, nonlocal quantum operation must be introduced to prepare it. We
prove that LS vanishes if and only if the state is classical and NLS vanishes if and only if the state
is separable. From this superposition aspect, quantum resources are categorized as superpositions
existing in different parts. These results are helpful to study quantum resources from a unified
frame.
PACS numbers: 03.67.-a, 03.67.Mn,03.65.Ta
I. INTRODUCTION
Quantum resources are crucial in quantum informa-
tion processing [1–4]. Quantum entanglement, the first
proposed quantum resource, has shown to be impor-
tant in quantum computation [1–3], quantum telepor-
tation [5, 6], superdense coding [7], quantum cryptogra-
phy [8, 9], Bell test [10, 11], etc. However, states with-
out quantum entanglement but with nonzero quantum
discord [12] are also useful in some quantum informa-
tion process, e.g., deterministic quantum computation
with one qubit [13, 14], remote quantum state prepa-
ration [15, 16], thus also being considered as quantum
resource. These resources have been studied from several
perspectives, such as Von Neumann entropy[12, 17, 18],
distance[19–22], and so on[23–26]. Since all entangled
states have nonzero discord, entangled states are con-
sidered as a subset of quantum discordant states[12], but
whether entanglement and discord are different resources
is still an open question.
In this paper, we study the quantum resources from
the aspect of quantum state superposition. For a state
in composite system, we define the local superposition
(LS) as the superposition between basis of single part,
and nonlocal superposition (NLS) as the superposition
between product basis of multiple parts. In this state
superposition framework, quantum resources can be cat-
egorized by the superposition between different kinds of
basis including different parts. We show that a state is
classical when and only when it has zero local superpo-
sition and a state is separable when and only when it
has zero nonlocal superposition. As for the relation of
∗Correspondence author: hongguo@pku.edu.cn
state superposition to the previously proposed quantum
entanglement and quantum discord, quantum entangle-
ment can be considered as the quantification of nonlo-
cal superposition but excluding the local superposition,
while quantum discord includes the local superposition.
However, whether quantum discord also includes nonlo-
cal superposition is not determined in this paper.
Moreover, the LS and NLS introduced hereinafter is
generalized to multidimensional and multipartite sys-
tems. For multipartite states, we find that for pure states
with Schmidt decomposition, NLS equals LS, while for
pure states without Schmidt decomposition, NLS and LS
might be different. This state superposition perspective
might be useful in studying the multipartite entangle-
ment. For multipartite systems, we show explicitly the
different kinds of state superpositions existing in differ-
ent single part of the system, some composite parts, or
all parts of the system. These plural superpositions, thus
plural resources, provide us with many ways to explore
the quantum feature of quantum systems.
This paper is organized as follows. In part II, we first
introduce the local superposition in two state bipartite
system and then generalize it to multidimensional bipar-
tite system. In part III, nonlocal superposition for two
partite system is introduced. In part IV, LS and NLS
are defined and analyzed for multipartite system. In the
V part, several discussions are given. In part VI, main
conclusions are presented. In the appendix, some proofs
of the statements in the paper are provided.
II. LOCAL SUPERPOSITION IN BIPARTITE
SYSTEM
When considering a quantum state with superposition
in the {|0〉 , |1〉} basis, |ψ〉 = α |0〉 + β |1〉, the coherence
of the state can be defined as C({|0〉 , |1〉}) = 2 |α| |β| =
22(P (|0〉)P (|1〉))1/2, where |α|2 = P (|0〉) = 〈ψ | 0〉 〈0 | ψ〉,
|β|2 = P (|1〉) = 〈ψ | 1〉 〈1 | ψ〉, and P (|0〉) and P (|1〉) are
the probability for state |ψ〉 in state |0〉 and |1〉, respec-
tively. Zero coherence indicates that there is no state
superposition, and thus this state has no superposition
between basis {|0〉 , |1〉}. On the contrary, if the coher-
ence gets the maximum value 1, there is perfect state
superposition between basis {|0〉 , |1〉}. There are other
cases between these two extreme ones. Therefore, it is
reasonable to define the amount of superposition of |ψ〉
between basis {|0〉 , |1〉} as
S(|ψ〉 , {|0〉 , |1〉}) = 2(P (|0〉)P (|1〉))1/2. (1)
Eq. (1) indicates that when S(|ψ〉 , {|0〉 , |1〉}) 6= 0, there
must be state superposition between |0〉 and |1〉. Note
that the value in Eq. (1) is dependent on the basis chosen,
that is the amount of superposition defined above is basis
specific.
Consider a system A in a composite system AB, for ex-
ample, a singlet state, |ψ−〉 = 1√
2
(|01〉 − |10〉), no matter
which basis for system A is used, it is hard to say that A
is in a state superposition of that basis. Actually, in this
case, it is impossible to assign a state description of sys-
tem A. However, for this state, when the basis {|0〉 , |1〉}
is chosen, system A will behave exactly as if it is in state
1√
2
(|0〉 − |1〉), assuming that there is no operation on B.
(Note that, this assumption is true, since if there is some
operation on B, then this composite system should be
described by a different state.) Thus, from this point, we
generalize the state superposition in system A and define
the amount of superposition of this state in system A in
the same way as Eq. (1). Generally, for a two qubits pure
state |ψ〉AB , we define the amount of superposition of A
in the
{|ϕ〉A, ∣∣ϕ⊥〉A} basis (through this paper, when
basis is mentioned, it refers to orthonormal basis) as
SA(|ψ〉AB,
{|ϕ〉A, ∣∣ϕ⊥〉A}) =
2
(
P (|ϕ〉A)P (
∣∣ϕ⊥〉
A
)
)1/2
,
(2)
where P (|ϕ〉A) = TrB [A〈ϕ | ψ〉AB〈ψ | ϕ〉A], which is the
probability for system A in state |ϕ〉A. More generally,
for a specific decomposition of mixed state {pi, |ψi〉AB}
(ρAB =
∑
i
pi|ψi〉AB 〈ψi|), we define the amount of super-
position of A in
{|ϕ〉A, ∣∣ϕ⊥〉A} basis as∑
i
piSA(|ψi〉AB,
{|ϕ〉A, ∣∣ϕ⊥〉A}).
The above superposition is introduced by the basis of
part A, and we define this as the local superposition with
respect to part A.
Definition: The measure of LS of ρAB for part A is
defined as
LSA(ρ) = min
∑
i
piSA(|ψi〉AB,
{|ϕ〉A, ∣∣ϕ⊥〉A}), (3)
where the minimum is taken over all decompositions
{pi, |ψi〉AB} and all basis
{|ϕ〉A, ∣∣ϕ⊥〉A}.
Note that the LS defined in Eq. (3) is basis indepen-
dent. From the perspective of preparation, we have the
choice to choose different basis. For LSA = 0, there exists
a certain decomposition and basis that no superposition
presents, and thus part A can be prepared via classical
operation (we use classical operation to mean the oper-
ation that no quantum superposition is introduced and
use quantum operation to mean the other). For LSA 6= 0,
no matter which decomposition and basis are considered,
there is superposition in part A, and thus part A can only
be prepared via quantum operation. For example: for
state |ψ〉AB = 12 (|0〉A + |1〉A) (|0〉B + |1〉B), the local su-
perposition in the {|0〉A, |1〉A} basis is nonzero and quan-
tum operation is needed for the preparation when this ba-
sis is chosen, while the local superposition between basis{
1√
2
(|0〉A + |1〉A) , 1√2 (|0〉A − |1〉A)
}
is zero and classi-
cal operation is enough for the preparation when this
basis is chosen. Thus, from the aspect of preparation,
Eq. (3) shows the minimum amount of superposition
produced in part A when preparing this state.
Theorem 1: For pure state |ψ〉AB, LSA = 0 iff the
state is a product state.
Proof. For general pure state |ψ〉AB = a00 |00〉 +
a01 |01〉 + a10 |10〉 + a11 |11〉, by Schmidt decomposi-
tion, it can be written as |ψ〉AB = α |0′0′〉 + β |1′1′〉,
where α and β are the singular value of matrix A (with
aij being its elements) and α, β ∈ [0, 1]. By setting
basis |ϕ〉A = sin(θ/2) |0′〉 + eiφ cos(θ/2) |1′〉 ,
∣∣ϕ⊥〉
A
=
−e−iφ cos(θ/2) |0′〉+sin(θ/2) |1′〉 and considering Eq. (3),
we can get LSA = 2 |α| |β| (the detailed proof of this for-
mula is given in appendix). If LSA = 0 then α = 0 or
β = 0, in either case, |ψ〉AB is a product state. If |ψ〉AB
is a product state, then α = 0 or β = 0, thus LSA = 0.
Q.E.D.
Theorem 2: For state ρAB, the necessary and suffi-
cient condition for LSA = 0 is that ρAB can be written
in the following form
ρAB = p1|ϕ〉A 〈ϕ| ⊗ ρ1B + p2
∣∣ϕ⊥〉
A
〈
ϕ⊥
∣∣⊗ ρ2B. (4)
Proof. For mixed state that can be written as the form
ρAB = p1|ϕ〉A 〈ϕ|⊗ρ1B+p2
∣∣ϕ⊥〉
A
〈
ϕ⊥
∣∣⊗ρ2B , since basis{|ϕ〉A, ∣∣ϕ⊥〉A} can be chosen, thus we have LSA = 0.
For states with LSA = 0, from the definition (see
Eq. (3)), we know that there must exist a decomposi-
tion ρAB =
∑
i
pi|ψi〉AB 〈ψi| and a basis
{|ψ〉A, ∣∣ψ⊥〉A}
such that for each |ψi〉AB, SA(|ψi〉AB,
{|ϕ〉A, ∣∣ϕ⊥〉A}) =
0. From Eq. (2), |ψi〉AB must can be written as
|ψi〉AB = |ψi〉A⊗|ψi〉B , and |ψi〉A is either |ϕ〉A or
∣∣ϕ⊥〉
A
.
Summing the corresponding terms with |ϕ〉A 〈ϕ| and∣∣ϕ⊥〉
A
〈
ϕ⊥
∣∣, respectively, we have ρAB = p1|ϕ〉A 〈ϕ| ⊗
ρ1B + p2
∣∣ϕ⊥〉
A
〈
ϕ⊥
∣∣⊗ ρ2B . Q.E.D.
Note that Eq. (4) is also the necessary and sufficient
condition for the original definition of quantum discord
3(when measurement is done to part A) to be zero [12],
and it is called a classical-quantum state [2].
For any state ρAB, the following inequality holds, 0 ≤
LSA(ρAB) ≤ 1. The proof is given in appendix.
In the same way, for part B,
LSB(ρAB) = min
∑
i
piSB(|ψi〉AB,
{|ϕ〉B , ∣∣ϕ⊥〉B}),
where the minimum is taken over all decompositions
{pi, |ψi〉AB} and all basis
{|ϕ〉B, ∣∣ϕ⊥〉B}. The neces-
sary and sufficient condition for LSB = 0 is that ρAB
can be decomposed in the following form
ρAB = p1ρ
1
A ⊗ |ϕ〉B 〈ϕ|+ p2ρ2A ⊗
∣∣ϕ⊥〉
B
〈
ϕ⊥
∣∣ ,
which is called a quantum-classical state [2]. This is also
the necessary and sufficient condition for the original def-
inition of quantum discord (when measurement is done
to part B) to be zero[12].
Note that LSA and LSB are neither symmetric. A
symmetric one can be defined
LS = min
∑
i
pi
1
2
[SA(|ψi〉AB, |ϕ〉A,
∣∣ϕ⊥〉
A
)
+ SB(|ψi〉AB, |ϕ〉B,
∣∣ϕ⊥〉
B
)],
(5)
where the minimum is taken over all decompo-
sitions {pi, |ψi〉AB} and all basis
{|ψ〉A, ∣∣ψ⊥〉A},{|ϕ〉B, ∣∣ϕ⊥〉B}.
Theorem 3: For any state ρAB, LS = 0 iff it can be
written as
ρAB = p1|ϕ〉A 〈ϕ|⊗|ϕ〉B 〈ϕ|+p2
∣∣ϕ⊥〉
A
〈
ϕ⊥
∣∣⊗∣∣ϕ⊥〉
B
〈
ϕ⊥
∣∣ .
(6)
The proof is similar to theorem 2, and will be omitted.
The state in the right side of Eq. (6) is a classical state
[2]. This means that for LS = 0, the state can be pre-
pared without quantum operation in either parts, while
for LS 6= 0, quantum operation must be introduced to
prepare this state. It is obvious that a state is quantum
discordant when and only when it has local superposi-
tion. Note that, generally, LS ≥ (LSA + LSB)/2 (the
proof will be given in appendix). LSA, LSB, and LS
range from 0 to 1.
This definition can be easily generalized to multidi-
mensional case. Consider a two partite system with di-
mension dA and dB for each subsystem, for state |ψ〉AB,
the amount of superposition between basis
{∣∣ϕj〉
A
}
is
defined as
SA(|ψ〉AB,
{∣∣ϕj〉
A
}
) = 2
(∑
m<n
P (|ϕm〉)P (|ϕn〉)
)1/2
,
(7)
where P (|ϕm〉) = TrB [A〈ϕm | ψ〉AB〈ψ | ϕm〉A], m =
1, · · · , dA. Hence the amount of LS in part A for ρAB =
∑
i
pi|ψi〉AB 〈ψi| is
LSA = min
∑
i
piSA(|ψi〉AB,
{∣∣ϕj〉
A
}
), (8)
where the minimum is taken over all decomposi-
tions {pi, |ψi〉AB} and all basis
{∣∣ϕj〉
A
}
. In the
same way, LSB for part B and LS for both parts
can be defined analogous to previous bipartite two-
state definitions. Correspondingly, LS = 0 holds iff
ρAB =
∑
ij
pij
∣∣ϕi〉
A
〈
ϕi
∣∣⊗ ∣∣ϕj〉
B
〈
ϕj
∣∣, where {∣∣ϕi〉
A
}
and{∣∣ϕj〉
B
}
are orthonormal basis for system A and B, re-
spectively.
Example: For state in 3 × 3 system, |ψ〉AB =∑
i,j=1,2,3
aij |ij〉, by using the parametrization of 3 dimen-
sional unitary matrix [27] thus running over all the basis,
the LS in side A or B can be numerically obtained. We
compare the numerical results with 2(λ1
2λ2
2 + λ1
2λ3
2 +
λ2
2λ3
2)1/2, where λ1, λ2, λ3 are the singular value (also
called Schmidt coefficients) of matrix A (with aij being
its elements). Specifically, for pure state
|ψ〉AB =
√
2
3
λ |00〉+
√
1
3
λ |11〉+
√
1− λ2 |22〉 ,
where 0 ≤ λ ≤ 1. the value expressed by singular value
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FIG. 1: (color online) For pure state, |ψ〉
AB
= λ
√
2/
√
3 |00〉+
λ1/
√
3 |11〉+√1− λ2 |22〉, the LS (green star line) compared
with
√
2/3λ2 + 2(
√
2 + 1)λ
√
1− λ2/√3(blue solid line)
is
√
2/3λ2 + 2(
√
2 + 1)λ
√
1− λ2/√3. As shown in Fig.
?? they are the same. For the fifth point in Fig. 2, λ =
0.2, LS = 0.583986531642978, and results by Schmidt
coefficients equals 0.583986531642978. However, due to
the complicate calculations, it is hard to strictly prove
that LS = 2(λ1
2λ2
2 + λ1
2λ3
2 + λ2
2λ3
2)1/2.
4III. NONLOCAL SUPERPOSITION IN
BIPARTITE SYSTEM
Consider, for pure state |ψ〉AB = a00 |00〉 + a01 |01〉 +
a10 |10〉+ a11 |11〉, the state superposition in the product
basis, i.e.,
∣∣ϕ00〉
AB
= |ϕ〉A ⊗ |ϕ〉B,
∣∣ϕ10〉
AB
=
∣∣ϕ⊥〉
A
⊗
|ϕ〉B,
∣∣ϕ01〉
AB
= |ϕ〉A ⊗
∣∣ϕ⊥〉
B
,
∣∣ϕ11〉
AB
=
∣∣ϕ⊥〉
A
⊗∣∣ϕ⊥〉
B
. Since all parts of the system are included in the
product basis, we define the state superposition between
the product basis as nonlocal superposition. For state
|ψ〉AB, the amount of nonlocal superposition in this set
of basis is defined as
NLS(|ψ〉AB,
{∣∣ϕij〉
AB
}
) =
2
( ∑
2m+n<2k+l
P (|ϕmn〉AB)P (
∣∣ϕkl〉
AB
)
)1/2
,
(9)
where P (|ϕmn〉AB) = AB〈ϕmn | ψ〉AB〈ψ | ϕmn〉AB,
m, n = 0, 1, and the sum is taken over all m,n, k, l
satisfying 2m+ n < 2k + l.
Definition: The amount of NLS of state |ψ〉AB is
defined as
NLS(|ψ〉AB) = minNLS(|ψ〉AB,
{∣∣ϕij〉
AB
}
), (10)
where the minimum is taken over all product basis{∣∣ϕij〉
AB
}
.
Theorem 4: For pure state, NLS(|ψ〉AB) = 0 iff
|ψ〉AB is a product state.
Proof. For product state |ψ〉AB = |ψ〉A⊗|ψ〉B, product
basis
{∣∣ϕij〉
AB
}
, in which
∣∣ϕ00〉 = |ψ〉A ⊗ |ψ〉B, can be
chosen. Therefore, in this case, there is no state superpo-
sition between the chosen basis, and NLS(|ψ〉AB) = 0. If
NLS(|ψ〉AB) = 0, from Eq. (10)and Eq. (??), there ex-
ists a product basis {|ϕmn〉AB} that only one P (
∣∣ϕij〉
AB
)
is nonzero. Thus, we have |ψ〉AB =
∣∣ϕi〉
A
⊗
∣∣ϕj〉
B
, which
is a product state. Q.E.D.
For NLS(|ψ〉AB) 6= 0, no matter which set of product
basis is chosen, there is state superposition between the
basis.
For any pure state |ψ〉AB = a00 |00〉 + a01 |01〉 +
a10 |10〉 + a11 |11〉, by Schmidt decomposition, it can be
written as |ψ〉AB = α |0′0′〉+ β |1′1′〉, where α and β are
the singular value of matrix A (with aij being its ele-
ments) and α, β ∈ [0, 1]. The numeric result of NLS
of this pure state is compared with concurrence [18],
which in this case is 2αβ. As shown in Fig. 2, NLS
and concurrence are the same. Since for any pure state,
α ∈ [0, 1] and β = √1− α2 holds, the results in Fig.
2 has compared all the pure states. For the fifth point
in Fig. 2, α = 4/19, NLS = 0.411616080243916, and
Concurrence = 0.411616080243916. However, due to
the complicate calculations, it is hard to strictly prove
that NLS(|ψ〉AB) = 2αβ.
The concurrence, when used in the definition of entan-
glement of formation, is only a mathematical expression.
From this state superposition perspective, concurrence
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0
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FIG. 2: (color online) NLS (blue solid line) and Concurrence
(asterisk marked) as the function of parameter α.
can also be directly considered as the amount of nonlo-
cal superposition existing in state |ψ〉AB.
Definition: The amount of NLS for mixed state ρAB
is defined as, according to convex roof theory [28],
NLS(ρAB) = min
∑
i
piNLS(|ψi〉AB), (11)
where the minimum is taken over all decompositions
{pi, |ψi〉AB}.
Note that the minimum taken here is different
from that in LS. In NLS, local quantum opera-
tion, which will not introduce any nonlocal superpo-
sition, should be allowed. By local unitary opera-
tion, any two different product basis can be changed
to each other, e.g., for
{∣∣ϕij〉
AB
=
∣∣ϕi〉
A
⊗ ∣∣ϕj〉
B
}
and{∣∣∣ϕ′ij〉
AB
=
∣∣∣ϕ′i〉
A
⊗
∣∣∣ϕ′j〉
B
}
, by local unitary opera-
tion in part A, we can change
{∣∣ϕi〉
A
}
to
{∣∣∣ϕ′i〉
A
}
,
and the same way for part B. Therefore, in NLS (Eq.
(11)) for each |ψi〉AB, unlike the minimum in the defini-
tion of LS (Eq. (3)) where the basis is the same for every
|ψi〉AB, different product basis should be allowed.
From the perspective of preparation, as showed above,
by local quantum operation, we have the choice to choose
product basis (without introducing any nonlocal super-
position) for the preparation of each pure state ensem-
ble |ψi〉AB. Thus, Eq. (11) gives the minimum non-
local superposition produced in the preparation. When
NLS(ρAB) = 0, by choosing certain decomposition and
basis, local quantum operation is enough to prepare the
state, while when NLS(ρAB) 6= 0, no matter which de-
composition and product basis are chosen, nonlocal quan-
tum operation must be introduced.
Theorem 5: For any state ρAB, NLS(ρAB) = 0
iff ρAB is separable (ρAB can be written as ρAB =∑
k
pkρ
k
A ⊗ ρkB).
5Proof. If ρAB =
∑
k
pkρ
k
A ⊗ ρkB, each ρkA and ρkB
can be decomposed again into pure state ensemble,
ρkA =
∑
i
pikA
∣∣ϕki〉
A
〈
ϕki
∣∣, ρkB = ∑
i
pikB
∣∣ϕki〉
B
〈
ϕki
∣∣,
where
{∣∣ϕki〉
A
}
and
{∣∣ϕki〉
B
}
are orthogonal basis for
each system. Thus, ρAB can be decomposed as ρAB =∑
k,i,j
pkp
i
kAp
i
kA
∣∣ϕki〉
A
〈
ϕki
∣∣⊗ ∣∣ϕki〉
B
〈
ϕki
∣∣. Under this de-
composition, each pure state ensemble is a pure product
state, which, according to theorem 4, has zero nonlocal
superposition. Thus, if ρAB is separable, NLS(ρAB) = 0.
If NLS(ρAB) = 0, according to Eq. (11), there exists a
certain decomposition {pi, |ψi〉AB}, that for each |ψi〉AB,
NLS(|ψi〉AB) = 0. According to theorem 4, each |ψi〉AB
is a product state, |ψi〉AB = |ϕi〉A⊗|ϕi〉B. Thus, ρAB can
be written as ρAB =
∑
i
pi|ϕi〉A 〈ϕi| ⊗ |ϕi〉B 〈ϕi|, which is
a separable state. Q.E.D.
Theorem 5 directly indicates that a state is entangled
when and only when it has nonlocal superposition. Thus,
from this superposition perspective, entanglement can be
considered as the nonlocal superposition existing in the
system. Besides, as we numerically showed above, for
pure state, concurrence and NLS are the same. Accord-
ing to the way concurrence calculated for mixed states in
Ref. [18] , for any two qubits, NLS has the same value
as concurrence.
This definition can be easily generalized to multidimen-
sional states. Consider a bipartite system with dimen-
sion dA and dB for each subsystem, for state |ψ〉AB =
dA∑
i=1
dB∑
j=1
aij |i〉A|j〉B, the amount of NLS between product
basis |ϕmn〉AB = |ϕm〉A ⊗ |ϕn〉B , where m = 1, · · · , dA,
n = 1, · · · , dB and {|ϕm〉A}, {|ϕn〉B} are othonormal ba-
sis of system A and B, respectively, is defined as
NLS(|ψ〉AB,
{∣∣ϕij〉
AB
}
) =
2
( ∑
mdB+n<kdB+l
P (|ϕmn〉AB)P (
∣∣ϕkl〉
AB
)
)1/2
,
where P (|ϕmn〉AB) = AB〈ϕmn | ψ〉AB〈ψ | ϕmn〉AB and
the summation is taken over allm,n, k, l satisfyingmdB+
n < kdB + l. The amount of NLS of state |ψ〉AB is
NLS(|ψ〉AB) = minNLS(
{∣∣ϕij〉
AB
}
), (12)
where the minimum is taken over all product basis{∣∣ϕij〉
AB
}
. Using convex roof theory, NLS for mixed
states can also be defined.
IV. LOCAL AND NONLOCAL
SUPERPOSITION IN MULTIPARTITE SYSTEM
The definition of LS and NLS can be generalized to
multipartite case. Assuming an n partite system with
dimension dm for the mth subsystem, for pure state
|ψ〉i1,...,in =
∑
i1,...,in
ai1,...,in |i〉1 ⊗ . . .⊗ |i〉n,
where im = 1, . . . , dm, the amount of LS for the mth
part, when basis
{∣∣ϕim〉
m
}
is chosen, reads
LSm(|ψ〉1,...,n,
{∣∣ϕim〉
m
}
) =
2
( ∑
km<lm
P (
∣∣ϕkm〉
m
)P (
∣∣ϕlm〉
m
)
)1/2
,
where P (
∣∣ϕkm〉
m
) = Tr1,...,m−1,m+1,...,n[m
〈
ϕkm
∣∣ ψ〉
1,...,n〈
ψ
∣∣ ϕkm〉
m
]. For a mixed state ρ1,...,n =∑
i
pi|ψi〉1,...,n 〈ψi|, the amount of LS for the mth
part is defined as
LSm(ρ1,...,n) = min
∑
i
piLSm(|ψi〉1,...,n,
{∣∣ϕim〉
m
}
),
(13)
where the minimum is taken over all decompositions{
pi, |ψi〉1,...,n
}
and all basis
{∣∣ψjm〉
m
}
. The amount
of LS including all parts is
LS = min
∑
i
pi
1
n
∑
m
LSm(|ψi〉1,...,n,
{∣∣ϕim〉
m
}
), (14)
where the minimum is taken over all decompositions{
pi, |ψi〉1,...,n
}
and all basis
{∣∣ψj1〉
1
}
, . . . ,
{∣∣ψjn〉
n
}
.
Eq. (14) indicates that LS = 0 iff ρ1,...,n can be writ-
ten as ρ1,...,n =
∑
i11,...,in
pi1,...,in |i1〉 〈i1| ⊗ · · · ⊗ |in〉 〈in|,
where {|im〉} is the orthonormal basis of part m.
For NLS, for pure state |ψ〉
1,...,n, when choosing prod-
uct basis
∣∣ϕi1,...,in〉 = ∣∣ϕi11 〉⊗. . .⊗∣∣ϕinn 〉, where {∣∣ϕim〉m}
are the orthonormal basis for partm, the amount of NLS
under this product basis is defined as
NLS(|ψ〉
1,...,n,
{∣∣ϕ1,...,n〉}) =
2

 ∑
R<R′
P (
∣∣ϕi1,...,in〉)P (∣∣∣ϕi′1,...,i′n〉)


1/2
,
where R =
∑
k
(ik − 1) ∗ dk+1 ∗ · · · ∗ dn and
P (
∣∣ϕi1,...,in〉) = 〈ϕi1,...,in ∣∣ ψ〉
1,...,n
〈
ψ
∣∣ ϕi1,...,in〉.
The amount of NLS for state |ψ〉i1,...,in is
NLS(|ψ〉
1,...,n) = minNLS(|ψ〉1,...,n,
{∣∣ϕi1,...,in〉}),
(15)
where the minimum is taken over all product basis{∣∣ϕi1,...,in〉}.
6Superposition Basis |GHZ〉 |W 〉
NLS in A|B|C {|ϕ〉
A
⊗ |ϕ〉
B
⊗ |ϕ〉
C
}
1 1.155
NLS in AB|C {|ϕ〉
AB
⊗ |ϕ〉
C
}
1 0.943
NLS in AB|C {|ϕ〉
A
⊗ |ϕ〉
BC
}
1 0.943
NLS in AC|B {|ϕ〉
AC
⊗ |ϕ〉
B
}
1 0.943
LS in A
{|ϕ〉
A
}
1 0.943
LS in B
{|ϕ〉
B
}
1 0.943
LS in C
{|ϕ〉
C
}
1 0.943
LS in AB
{|ϕ〉
AB
}
1 0.943
LS in AC
{|ϕ〉
AC
}
1 0.943
LS in BC
{|ϕ〉
BC
}
1 0.943
TABLE I: Superpositions existing in three partite sys-
tem. |GHZ〉 = 1√
2
|0〉
A
|0〉
B
|0〉
C
+ 1√
2
|1〉
A
|1〉
B
|1〉
C
, |W 〉 =
1√
3
|1〉
A
|0〉
B
|0〉
C
+ 1√
3
|0〉
A
|1〉
B
|0〉
C
+ 1√
3
|0〉
A
|0〉
B
|1〉
C
.
For mixed state ρ1,...,n, the amount of NLS is
NLS(ρ1,...,n) = min
∑
i
piNLS(|ψi〉1,...,n), (16)
where the minimum is taken over all decompositions{
pi, |ψi〉1,...,n
}
. Eq. (16) indicates that NLS(ρ1,...,n) =
0 iff ρ1,...,n =
∑
i
piρ
i
1 ⊗ · · · ⊗ ρin, which is fullly separable.
The proof is similar to theorem 5.
LS and NLS can also be defined in partial separable
ways. If the Hilbert space is divided as {I1, . . . , Ik},
where Ii is independent subset of I = {1, . . . , n}
and ∪kl=1Il = I, LS and NLS can be defined in the
above ways by changing the system to this k partite.
NLS(ρI1,...,Ik) = 0 if and only if the state is k partite
separable respect to the above partition.
As defined above in this section, the superpositions
existing in multipartite system are plural. It can be
in a single part, in some parts, or in all parts of
the system. Table 1 shows all the superpositions in
a three partite system. In the table, | represents
the partition of the system, e.g., AB|C represents tak-
ing part A and part B as a whole and dividing the
system as part AB and part C. For the examples,
|GHZ〉 = 1√
2
|0〉A|0〉B|0〉C + 1√2 |1〉A|1〉B |1〉C , |W 〉 =
1√
3
|1〉A|0〉B |0〉C + 1√3 |0〉A|1〉B |0〉C +
1√
3
|0〉A|0〉B |1〉C .
These can be easily generalized to n(n > 3) partite sys-
tem.
Examples: For GHZ-like states |ψ〉 = λ|0〉A|0〉B|0〉C +√
1− λ2|1〉A|1〉B|1〉C . This state has Schmidt decompo-
sition and is already written in that form. The LS and
NLS for this state is shown in Fig. 3 compared with the
expression calculated by Schmidt value 2λ
√
1− λ2.
For W-like states |ψ〉 = λ/2|0〉A|0〉B|1〉C +√
3λ
/
2|0〉A|1〉B |0〉C +
√
1− λ2|1〉A|0〉B|0〉C . Unlike the
two partite states and GHZ-like states, there is no
l0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Schmidt
NLS
LS
FIG. 3: (color online) GHZ-like states. NLS (asterisk
marked), LS (square marked) and 2λ
√
1− λ2 (blue solid) as
the function of parameter λ.
Schmidt decomposition of this state. The LSA, LSB,
LSC , LS, and NLS is shown in Fig. 4. It can be seen
that in three partite case, when there is no Schmidt de-
composition, the LS and NLS might be different.
0 0.2 0.4 0.6 0.8 1
0
0.3
0.6
0.9
1.2
NLS
LS
A
LS
B
LS
C
LS
l
FIG. 4: (color online) W-like states. NLS (blue bold soLS
line), LSA (green dashed line), LSB (red dash-dotted line),
LSC (dotted black line), and LS (purple thin solid line) as
the function of parameter λ.
V. DISCUSSION
The distinctive feature of quantum world different from
classical world is state superposition. For composite sys-
tem, the state superposition can exist between basis of
a single part or product basis including two or more
7parts. These superpositions are the quantum resources
used in quantum information processing. Quantum en-
tanglement and quantum discord have both been con-
sidered as quantum resources. As we have showed in
this paper, state with local superposition is equivalent to
state nonclassical, and state with nonlocal superposition
is equivalent to state entangled. From this superposition
perspective, the quantum entanglement resource can be
considered as the nonlocal superposition in system, while
for quantum discord resource, it includes the superposi-
tion in single part. However, whether the several kinds
of discord introduced before only includes the local su-
perposition is still an open question. From this state
superposition aspect, quantum resources are categorized
by the superpositions in different parts, and quantum en-
tanglement and quantum discord both capture some kind
of specific superposition in the system.
For pure states, we showed that when Schmidt decom-
position exists, the amount of LS is the same as NLS.
Thus, for these states, the quantification of entanglement
can be reduced to the property of the reduced state of a
single part, e.g. the entanglement of formation for two
partite pure state is defined by the reduced density ma-
trix of either part [17]. However, as we showed, for pure
states without Schmidt decomposition, the amount of LS
and NLS might be different. For these states, it is incon-
venient to study entanglement by the reduced density
matrix, and the state superposition view introduced in
this paper might be useful.
It should be noted that, in Eq. (7) and Eq. (9), al-
though one kind of measure of superposition is given in
the expressions, the specific mathematical formula can
be changed. For the mathematical form defined in this
paper, we have not yet find the way to calculate the local
superposition for mixed two partite states due to the dif-
ficulty of taking over all decompositions. Whether there
is a way to calculate the local superposition with the
mathematical form presented in this paper or there are
some other reasonable mathematical definitions that can
make all the local superposition and nonlocal superposi-
tion easier to calculate is still an open question.
The applications of quantum resources in quantum in-
formation processes can also be seen from this state su-
perposition aspect. As state entangled is equivalent to
state with nonzero NLS, quantum process, for which
quantum entanglement is necessary, such as entangle-
ment swapping [30], can also be considered as having
explored the nonlocal superpositions in the system. And
the states with zero NLS but nonzero LS can also be
useful in some quantum process. For example, the state
ρ = 1
2
|0〉 〈0|⊗|−〉 〈−|+ 1
2
|+〉 〈+|⊗|1〉 〈1|, with no nonlocal
state superposition but nonzero local state superposition
(the proof that this state has nonzero LS is presented in
appendix), can be used for remote state preparation, as
shown in Ref. [16]. For multipartite case, the superposi-
tions might be very rich, which might exist in any single
part, any two partite, or any combination of them. These
plural superpositions provide us tremendous ways to ex-
plore the quantum feature of quantum systems. Thus,
from the perspective of state superposition, our results
are useful for the consideration of resource for quantum
process.
VI. CONCLUSION
We have studied quantum resources from the perspec-
tive of quantum state superposition. We have given clear
definition and quantification of local superposition and
nonlocal superposition. For states in composite system,
the LS is defined as the superposition between basis of a
single part and NLS as the superposition between prod-
uct basis of all parts. From the quantum state super-
position perspective, quantum resources are categorized
by superpositions existing in different parts. From the
aspect of preparation, when nonzero LS presented, quan-
tum operation must be introduced to prepare this state,
and when nonzero NLS presented, nonlocal quantum op-
eration must be introduced. We showed that state with
zero local superposition is equivalent to state classical
and state with zero nonlocal superposition is equivalent
to state separable. From this aspect, the quantum en-
tanglement resource can be considered as the nonlocal
superposition in system, while for quantum discord re-
source, we only know that it includes the superposition
in single part, and whether it also includes some nonlocal
superposition is an open question. From this aspect, the
difference between quantum entanglement and quantum
discord appears clear.
Besides, LS and NLS are defined in multipartite case.
For this case, the kinds of superpositions are plural.
We show that for three partite pure state, when there
is no Schmidt decomposition, the amount of LS and
NLS might be different and this state superposition view
might be useful in studying multipartite entanglement.
All these results provide us a direction for the consider-
ation of states proper for specific quantum information
processes.
This work is supported by the National Science
Fund for Distinguished Young Scholars of China (Grant
No. 61225003), National Natural Science Foundation of
China (Grant No. 61101081), and the National Hi-Tech
Research and Development (863) Program.
Appendix
1. Detailed proof for the equality LSA = 2 |α| |β| pre-
sented in the proof of theorem 1.
First, write the state as |ψ〉AB = α |0′0′〉 + β |1′1′〉.
Since this is a pure state, there is only one kind of de-
composition |ψ〉AB 〈ψ|. Thus, to get the minimum in Eq.
(3), we only need to take over all the basis. Consider the
8following form of basis:
|ϕ〉A = sin θ2 |0′〉+ cos θ2eiφ |1′〉 ,∣∣ϕ⊥〉
A
= − cos θ
2
e−iφ |0′〉+ sin θ
2
|1′〉 ,
where 0 ≤ θ ≤ pi, 0 ≤ φ ≤ 2pi. By taking all the values of
θ, φ, all the basis are taken. According to the definition
of P (|ϕ〉A) and P (
∣∣ϕ⊥〉
A
) in Eq. (2) , we have
P (|ϕ〉A) = |α|2sin2 θ2 + |β|2cos2 θ2
P (
∣∣ϕ⊥〉
A
) = |α|2cos2 θ
2
+ |β|2sin2 θ
2
.
By multiplying them,
P (|ϕ〉A)P (
∣∣ϕ⊥〉
A
) =(|α|4 + |β|4)sin2 θ
2
cos2
θ
2
+ |α|2|β|2(sin4 θ
2
+ cos4
θ
2
).
Considering that cos2 θ
2
= 1− sin2 θ
2
,
P (|ϕ〉A)P (
∣∣ϕ⊥〉
A
) =− (|α|2 − |β|2)2
[
(sin2
θ
2
− 1
2
)
2
+
1
4
]
+ |α|2|β|2.
The above formula get the minimum when sin2 θ
2
equals 1
or 0 (with basis {|0′〉 , |1′〉}), and the minimum is |α|2|β|2.
Thus, according to Eq. (3), we have LSA = 2 |α| |β|.
Q.E.D.
2. Proof for 0 ≤ LSA(ρAB) ≤ 1.
For pure state, we have proved before that
LSA(|ψ〉AB) = 2 |α| |β|. Since 0 ≤ 2 |α| |β| ≤ 1, thus,
for pure state, 0 ≤ LSA(|ψ〉AB) ≤ 1.
For mixed state ρAB, we first prove that for |ψ〉AB,
the local superposition between any basis is less than or
equal 1. For any basis
{|ϕ〉A, ∣∣ϕ⊥〉A}, we have
2
√
P (|ϕ〉A)P (|ϕ⊥〉A) ≤
(
P (|ϕ〉A) + P (
∣∣ϕ⊥〉
A
)
)
= 1.
Thus, SA(|ψ〉AB ,
{|ϕ〉A, ∣∣ϕ⊥〉A}) ≤ 1. For any decom-
position {pi, |ψi〉AB},∑
i
piSA(|ψi〉AB,
{|ϕ〉A, ∣∣ϕ⊥〉A}) ≤∑
i
pi = 1.
Thus,
min
∑
i
piSA(|ψi〉AB,
{|ϕ〉A, ∣∣ϕ⊥〉A}) ≤ 1.
Q.E.D.
3. Proof for LS ≥ (LSA + LSB)/2.
According to the definition of local superposition in
Eq. (5),
LS =min
1
2
∑
i
pi[SA(|ψi〉AB, |ϕ〉A,
∣∣ϕ⊥〉
A
)
+ SB(|ψi〉AB, |ϕ〉B,
∣∣ϕ⊥〉
B
)],
where the minimum is taken over all decompo-
sitions {pi, |ψi〉AB} and all basis
{|ψ〉A, ∣∣ψ⊥〉A},{|ϕ〉B, ∣∣ϕ⊥〉B}. It is straight forward that
LS ≥1
2
min
∑
i
piSA(|ψi〉AB, |ϕ〉A,
∣∣ϕ⊥〉
A
)
+
1
2
min
∑
i
p
′
iSB(
∣∣∣ψ′i〉
AB
, |ϕ〉B,
∣∣ϕ⊥〉
B
),
where the minimum in the first term is taken over all de-
compositions {pi, |ψi〉AB} and all basis
{|ψ〉A, ∣∣ψ⊥〉A},
and the minimum in the second term is taken over all de-
compositions
{
p
′
i,
∣∣∣ψ′i〉
AB
}
and all basis
{|ϕ〉B, ∣∣ϕ⊥〉B}.
The last two terms are the definition for LSA and LSB.
Thus, LS ≥ (LSA + LSB)/2. Q.E.D.
4. Proof for nonzero local superposition in state
ρAB =
1
2
|1〉A 〈1|⊗|+〉B 〈+|+
1
2
|+〉A 〈+|⊗|1〉B 〈1| , (17)
where |+〉A,B = 1√2
(
|0〉A,B + |1〉A,B
)
.
Assume for this state, LSA = 0. According to theorem
2, ρAB can be written as
ρAB = p1|ϕ〉A 〈ϕ| ⊗ ρ1B + p2
∣∣ϕ⊥〉
A
〈
ϕ⊥
∣∣⊗ ρ2B. (18)
By tracing part B, that is ρA = TrB(ρAB), ρA reduces to
ρA = p1|ϕ〉A 〈ϕ|+ p2
∣∣ϕ⊥〉
A
〈
ϕ⊥
∣∣ . (19)
The above state is the diagonal form of ρA. For the given
state ρAB in Eq. (18), by tracing part B,
ρA =
1
2
|1〉A〈1|+
1
2
|+〉A〈+|.
Diagonalizing it and comparing it to Eq. (19), we have
p1 =
2+
√
2
4
, p2 =
2−
√
2
4
|ϕ〉A = 1√
4+2
√
2
[|0〉A + (1 +√2)|1〉A]∣∣ϕ⊥〉
A
= 1√
4+2
√
2
[|0〉A + (1−√2)|1〉A] .
Thus, |1〉A and |+〉A can be written as
|1〉A =
√
2+
√
2
2
|ϕ〉A −
√
2−
√
2
2
∣∣ϕ⊥〉
A
|+〉A =
√
2+
√
2
2
|ϕ〉A +
√
2−
√
2
2
∣∣ϕ⊥〉
A
.
Taking them into Eq. (17),
ρAB =
2+
√
2
4
|ϕ〉A 〈ϕ| ⊗ 12 (|+〉B〈+|+ |1〉B〈1|)
+ 2−
√
2
4
∣∣ϕ⊥〉
A
〈
ϕ⊥
∣∣⊗ 1
2
(|+〉B〈+|+ |1〉B〈1|)
+
√
2
4
|ϕ〉A
〈
ϕ⊥
∣∣ ⊗ 1
2
(|1〉B〈1| − |+〉B〈+|)
+
√
2
4
∣∣ϕ⊥〉
A
〈ϕ| ⊗ 1
2
(|1〉B〈1| − |+〉B〈+|).
Comparing the above equation to the
right side of Eq. (18), and noticing that
9|ϕ〉A 〈ϕ| ,
∣∣ϕ⊥〉
A
〈
ϕ⊥
∣∣ , |ϕ〉A 〈ϕ⊥∣∣ , ∣∣ϕ⊥〉A 〈ϕ| are lin-
early independent, to make the right side of these two
equations equal, the following equality must hold,
1
2
(|1〉B〈1| − |+〉B〈+|) = 0.
However, the above equality obviously does not hold.
Thus, the assumption is false. So, LSA > 0. Since
LS ≥ (LSA + LSB)/2, thus, LS > 0 also holds. Q.E.D.
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