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Nonminimally coupled free scalar fields may be unstable in the spacetime of compact objects.
Such instability can be triggered by classical seeds or, more simply, by quantum fluctuations giving
rise to the so-called vacuum awakening effect. Here, we investigate how the parameter space which
characterizes the instability is affected when the object gains some rotation. For this purpose,
we focus on the stability analysis of nonminimally coupled scalar fields in the spacetime of slowly
spinning matter shells.
PACS numbers: 04.62.+v, 04.40.Dg, 95.30.Sf
I. INTRODUCTION
In Refs. [1, 2] it was found that quantum fluctuations
of certain nonminimally coupled free scalar fields defined
in the spacetime of some relativistic stars can undergo
an exponential amplification in time (see also Ref. [3]
for a comprehensive discussion). This “vacuum awaken-
ing effect” can be seen as the quantum counterpart of
the classical linear instability experienced by these non-
minimally coupled fields in such spacetimes [4], or, more
generally, of the classical instability observed in certain
scalar-tensor theories [5, 6].
A particularly interesting implication of this instability
(neglecting restabilization mechanisms [7]) is the possi-
bility of ruling out certain classes of nonminimally cou-
pled scalar fields by, e.g., determining the mass-to-radius
ratio of relativistic stars with known equations of state.
For this purpose, it is interesting to allow for natural de-
viations of the symmetry assumptions imposed on the
stellar models considered in Ref. [2], such as spherical
symmetry and staticity, and investigate whether the con-
clusions would change significantly. This was partially
done in Ref. [8], where a class of static spheroidal shells
was taken as the source of the gravitational field, and
it was shown how the space of parameters that trigger
the instability changes when increasingly higher devia-
tions from spherical symmetry are considered. The aim
of the present paper is to complement that analysis by
studying the effects of rotation, which is an ubiquitous
and often important property of astrophysical compact
objects such as neutron stars, whose spin frequency can
be as high as 700 Hz [9].
We begin, in Sec. II, by discussing some aspects of the
quantization of nonminimally coupled free scalar fields
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containing unstable modes in a background which is flat
in the asymptotic past and stationary and axially sym-
metric in the future. In Sec. III we present a simple
general argument that shows that the parameter space
which characterizes the instability is not modified at first
order in the compact object’s angular momentum. Then,
we investigate second order deviations from staticity in
a particular model, taking as the source of the gravita-
tional field a class of slowly spinning shells. The general
properties of the shell spacetime are presented in Sec. IV.
Considering spinning thin shells allows us to push the an-
alytical treatment further and arrive at clear conclusions
about the role played by rotation on the instability. This
is pursued in Sec. V. Section VI is devoted to a discussion
of the results and to our final remarks. We assume metric
signature (−+++) and natural units in which c = G = h̵ = 1
unless stated otherwise.
II. AWAKING THE VACUUM OF
NONMINIMALLY COUPLED SCALAR FIELDS
IN THE SPACETIME OF ROTATING OBJECTS
Let us consider a spacetime which is nearly flat in the
asymptotic past and stationary and axially symmetric
in the asymptotic future corresponding to the formation
of a rotating compact object from originally low density
matter. In particular, let us assume that in the future
the spacetime is well described by the line element [10]
ds2 = g00dt2 + 2g03dtdϕ + g33dϕ2 + g11(dx1)2 + g22(dx2)2,
(1)
where gµν = gµν(x1, x2) is assumed to be smooth at the
origin and continuous in the entire domain, while (∂t)µ
and (∂ϕ)µ are (commuting) timelike and spacelike Killing
fields, respectively. Moreover, the whole spacetime is as-
sumed to be asymptotically flat and bear no event or
Cauchy horizons.
In this fixed background, let us consider the massless
Klein-Gordon equation
(−∇µ∇µ + ξR)φ = 0 (2)
describing the dynamics of a nonminimally coupled real
scalar field φ, where ξ ∈ R and R is the scalar curvature.
Now, let us restrict attention to the spacetime portion
described by the metric (1) and consider the following
solution of Eq. (2) compatible with the spacetime sym-
metries and regular at the symmetry axis:
φωm(t, x1, x2, ϕ) = e−iωt+imϕFωm(x1, x2), (3)
where ω ∈ C, m ∈ Z, Fωm = Fωm(x1, x2) satisfies the
differential equation
1√−g
∂
∂xp
(gpq√−g∂Fωm
∂xq
)
+(ω2 +m2g00/g33 + 2ωmg03/g33−g00 + g203/g33 − ξR)Fωm = 0 (4)
with p, q ∈ {1,2} and g ≡ det(gµν). Since the metric (1)
is assumed to be asymptotically flat, the behavior of
Fωm(x1, x2) at spatial infinity is given by
Fωm(r, θ) r→∞Ð→ ∑
λ=±
∞∑
l=∣m∣
NωlmλP
m
l (cosθ)e
iλωr
r
, (5)
where Nωlmλ = const, Pml (y) are associate Legendre
polynomials, and we have chosen coordinates {x1, x2} to
reduce asymptotically to the spherical ones {r, θ}. The
constants Nωlmλ are determined by the regularity condi-
tion at the symmetry axis up to an overall factor.
For I(ω) ≠ 0 only solutions Fωm with
λI(ω) > 0 (6)
will be physically acceptable so that modes (3) are well
behaved at spatial infinity. This constrains the ac-
ceptable values of ω to those (if any) for which either
Nωlm+ = 0 (in the case I(ω) < 0) or Nωlm− = 0 (in the
case I(ω) > 0):
Fωm(r, θ) r→∞Ð→ ∞∑
l=∣m∣
NωlmλP
m
l (cosθ)e
iλωr
r
, (7)
where λI(ω) > 0. It should be noted that Eq. (4) allows
us to write the equality (up to an arbitrary multiplicative
constant)
F ∗ωm(x1, x2) = Fω∗m(x1, x2). (8)
Here, we are interested in the case where unstable
modes of the form (3) exist. Classically, the existence of
such unstable modes implies that generic linear pertur-
bation out of the φ = 0 equilibrium configuration grows
unboundedly in time. This unbounded amplification of
classical linear perturbations indicates the breakdown of
the test-field approximation, in which the field evolves in
a fixed background, and implies that the nonlinear inter-
action between the field and gravity must be taken into
account.
In Refs. [1, 2] it was shown that even in the absence
of classical perturbations quantum mechanics provides a
natural mechanism through which the instability settles
in by means of the amplification of quantum vacuum fluc-
tuations and, consequently, of the field’s vacuum energy
density. Indeed, in Ref. [4] we argue that if the initial
mean field amplitude is much larger than
√
h̵ a classi-
cal description of the instability is suitable but if it is
of the order of
√
h̵ then a quantum treatment should be
employed. In what remains of this section, we discuss
some aspects of the field quantization in the presence of
unstable modes. (See, e.g., Refs. [11–13] for the quanti-
zation procedure in some stationary spacetimes for which
the field is stable and Ref. [14] for a rigorous discussion
on the quantization of unstable fields in globally static
spacetimes.)
In the canonical quantization procedure (see, e.g.,
Refs. [15, 16]) the field and the associated momentum
density are promoted to operators satisfying usual com-
mutation relations. The field operator can be expanded
in a set of mode functions:
φˆ = ∫ dµ(σ)[aˆσu(+)σ + aˆ†σu(−)σ ], (9)
where dµ(σ) is a measure on the set of quantum numbers
σ. The modes u
(+)
σ and u
(−)
σ = (u(+)σ )∗ are positive- and
negative-norm solutions of Eq. (2), respectively, satisfy-
ing
(u(±)σ , u(±)σ′ )KG = ±δ(σ,σ′) and (u(±)σ , u(∓)σ′ )KG = 0,
(10)
where the Klein-Gordon inner product (, )KG is defined
by
(u, v)KG ≡ i∫
Σt
dΣnµ[u∗∇µv − v∇µu∗] (11)
with Σt denoting a Cauchy surface with proper volume
element dΣ and future-pointing unit normal vector field
nµ. The operator-valued coefficients in Eq. (9) satisfy[aˆσ, aˆ†σ′] = δ(σ,σ′) and zero for the remaining commuta-
tors. The vacuum ∣0⟩ associated with this representation
is then defined by requiring aˆσ ∣0⟩ = 0 for all σ.
Let us assume the quantum state to be the vacuum∣0in⟩ defined with respect to a basis {u(±)
k⃗
} of modes which
behave as plane waves in the asymptotic past (where the
spacetime is flat):
u
(±)
k⃗
past∼ (16π3∣k⃗∣)−1/2 exp[∓i(∣k⃗∣t − k⃗ ⋅ x⃗)], k⃗ ∈ R3, (12)
with (t, x⃗) being usual Cartesian coordinates. Thus, ∣0in⟩
is the no-particle state according to static past observers.
Let us now construct another set of orthonormal modes
defined by their behavior in the asymptotic future. We
choose Σt to be a t = const hypersurface with normal
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vector field nµ = (1/N)(1,0,0,Ω), where N ≡ (−g00 +
g203/g33)1/2 and Ω ≡ −g03/g33. For this purpose, we first
point out a useful property for solutions of Eq. (4) with
proper boundary conditions. From Eq. (4), we have
∂
∂xp
[gpq√−g (Fω′m ∂F ∗ωm
∂xq
− F ∗ωm
∂Fω′m
∂xq
)]
=
√
−g
N2
(ω′ − ω∗)(ω∗ + ω′ − 2mΩ)F ∗ωmFω′m. (13)
Integrating Eq. (13) by recalling Eqs. (5)-(8), a nontriv-
ial weighted orthonormality relation for Fωm can be ob-
tained:
∫ dx1dx2
√
−g
N2
(ω + ω′ − 2mΩ)FωmFω′m = 2ωδωω′ (14)
for ω,ω′ ∈ C −R and
∫ dx1dx2
√
−g
N2
(ω + ω′ − 2mΩ)F ∗ωmFω′m = 2ωδ(ω − ω′)
(15)
for ω,ω′ ∈ R.
Now, we can construct a set of orthonormal solutions of
Eq. (2) by determining their behavior at the asymptotic
future. This set can in principle comprise both time-
oscillatory (stationary) and tachyonic (non-stationary)
modes. Positive-norm oscillatory modes read
v(+)ωm
future∼ e−iωt+imϕ(4πω)1/2 Fωm(x1, x2) (16)
with ω > 0, while positive-norm tachyonic modes read
w(+)ωm
future∼ sec(α − β)1/2
× [(8πω)−1/2e−iωt+imϕeiαFωm(x1, x2)
+ (8πω∗)−1/2e−iω∗t+imϕeiβF ∗ωm(x1, x2)] (17)
with I(ω) > 0 (see Eq. (7); the principal square root
is assumed). We note that by setting α = −β = π/6,
Eq. (17) matches the form presented in Refs. [1, 2] for the
static case where ω is purely imaginary. It can be verified
that the set {v(±)ωm,w(±)ωm} characterized by the asymptotic
forms (16) and (17) is orthonormalized in agreement with
Eq. (10).
The existence of tachyonic modes (17) implies that at
least some of the in-modes (12) will go through a phase
of exponential growth and, consequently, for a field in the
in-vacuum state ∣0in⟩, the expectation value of φˆ2 will be
exponentially amplified in time:
⟨0in∣φˆ2 ∣0in⟩ future∼ h̵κ
4π∣ω¯∣e2I(ω¯)t∣Fω¯m¯∣2[1 +O(e−ǫt)] (18)
(although ⟨0in∣φˆ∣0in⟩ = 0). Here, κ ∼ 1 encodes informa-
tion about the transition to the unstable phase, ǫ is some
positive constant, ω¯ is the ω with largest value of I(ω)
(achieved for a certain value of m = m¯), and we have
restored the h̵. This amplification of vacuum fluctua-
tions leads to an exponential enhancement of the expec-
tation value of the field’s stress-energy-momentum ten-
sor, as was discussed in Ref. [1]. The system then evolves
according to Einstein’s semiclassical equations, at least
while fluctuations of the field’s stress-energy-momentum
tensor are relatively “small” [17].
In this paper, we will focus on searching for solutions
in the form (3) with I(ω) > 0, which are regular at the
origin and vanish at spatial infinity [see Eq. (7), where
λ = +]. Normalized tachyonic modes can be constructed
from these solutions by adjusting the normalization as in
Eq. (14). Our main purpose will be to understand how
the range of field couplings ξ for which unstable modes
appear changes due to rotation.
III. FIRST ORDER DEVIATIONS FROM
STATICITY
Here, we argue that in order to extract nontrivial re-
sults concerning the instability analysis, we must go be-
yond first order deviations from staticity. First, let us as-
sume that the metric components in Eq. (1) are analytic
functions of J/M2 so that a perturbative treatment for
small J/M2 is meaningful, where M and J are mass and
angular momentum of the compact object (computed,
e.g., by Komar formulas).
Physically, it is clear that the field instability cannot
depend on the rotation direction. Mathematically, this
can be seen as follows. First, we note that rotation rever-
sal, J → −J , is equivalent to time reversal, t → −t. This
implies that g03 is an odd function of J , while the remain-
ing metric components, as well as R, are even. Then, for
every regular solution F
(ξ,J,M,...)
ωm of Eq. (4) there will
exist a corresponding one:
F
(ξ,−J,M,...)
ω−m ∝ F
(ξ,J,M,...)
ωm ,
where (ξ, J,M, . . .) was added to explicitly label all field
and spacetime parameters on which Fωm depends. Since
modes with all values of m enter in the field expan-
sion, we conclude that whenever we have instability for
a configuration (ξ, J,M, . . .) the same will be true for(ξ,−J,M, . . .). In particular,
ξ0(J,M, . . .) = ξ0(−J,M, . . .),
where ξ0 = ξ0(J,M, . . .) is the value of ξ which marks the
appearance of (any) tachyonic modes as a function of the
spacetime parameters. As a result, in order to see effects
due to rotation in ξ0, we must carry out our expansion
at least up to second order in J/M2.
Much less intuitive is the fact that
ξ0;m,I(ω)(J,M, . . .) = ξ0;m,I(ω)(−J,M, . . .),
where ξ0;m,I(ω) = ξ0;m,I(ω)(J,M, . . .) is the value of ξ
which marks the appearance of a tachyonic mode with
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quantum numbers m and I(ω) (we have omitted R(ω),
since it is irrelevant for the instability). The fact that
ξ0;m,I(ω) is an even function of J/M2 can be traced
back to the fact that if F
(ξ,J,M,...)
ωm is a regular solution of
Eq. (4), the same is true for F
(ξ,−J,M,...)
−ω∗m , since
F (ξ,J,M,...)ωm
∗
∝ F
(ξ,J,M,...)
−ω∗ −m ∝ F
(ξ,−J,M,...)
−ω∗m .
From the discussion above, we conclude that correc-
tions due to rotation to ξ0 and ξ0;m,I(ω) are of even order
on the parameter J/M2 (which will be manifest in the
results of Sec. V). Thus, in what follows, we will explore
second-order corrections in a particular spacetime, which
we now describe.
IV. ROTATING THIN SHELLS
The Kerr metric, given in Boyer-Lindquist coordinates
by
ds2 = −(1 − 2Mr
r2 + a2 cos2 θ
)dt2 − 4aMr sin2 θ
r2 + a2 cos2 θ
dtdϕ
+ (r2 + a2 cos2 θ)( dr2
r2 − 2Mr + a2
+ dθ2)
+ (r2 + a2 + 2Mra2 sin2 θ
r2 + a2 cos2 θ
) sin2 θdϕ2, (19)
besides being the only vacuum solution of Einstein’s
equations describing stationary black holes, can in prin-
ciple also approximate the gravitational field outside an
axially symmetric rotating source with mass M and an-
gular momentum J = aM . In particular, in Ref. [18] a
spinning shell was considered as a source of the Kerr met-
ric and the matching of internal and external solutions
was worked out explicitly up to third order in the rota-
tion parameter. In this section, we will describe in some
detail the particular case of a flat interior matched with
an external Kerr field up to second order in a/M , which
will suffice as a prototype model of a rotating system.
Therefore, let us consider a stationary and axially sym-
metric thin shell of matter surrounded by vacuum. The
spacetime region internal to the shell is taken to be flat,
with line element
ds2− = −dτ2 + dρ2 + ρ2(dΘ2 + sin2ΘdΦ2), (20)
while the external-to-the-shell portion of the spacetime
will be described by the Kerr metric, Eq. (19), expanded
up to second order in a/M :
ds2+ = − [1 − 2M
r
(1 − a2
r2
cos2 θ)]dt2 − 4aM
r
sin2 θdtdϕ
+ (r2 + a2 cos2 θ − a2r2
r2 − 2Mr
) dr2
r2 − 2Mr
+ [r2 + a2 (1 + 2M
r
sin2 θ)] sin2 θdϕ2
+ (r2 + a2 cos2 θ)dθ2. (21)
This approximation is valid as long as the corresponding
error is small, i.e., gkerrµν −g
approx
µν ≪ gkerrµν , which is satisfied
if
a2 ≪M2 and r≫ 2M. (22)
The label “−” (“+”) is used above and in what follows
to indicate the restriction of certain quantities to the in-
ner (outer) spacetime region with respect to the shell’s
worldtube, which we denote by S.
Equations (20) and (21) will represent portions of a sin-
gle spacetime (with a singular three-dimensional timelike
boundary S between them) provided that the internal
and external metrics induced on S, denoted by hab, coin-
cide. Indeed, in Ref. [18], this was shown to be possible
if S is determined by
r∣S = rS(θ) ≡ R [1 − a2F2
R2
cos2 θ] , (23)
where R = const > 0 is the shell equatorial radial coordi-
nate and
F ≡√1 − 2M/R. (24)
Note that since Eq. (21) is only reliable in the regime
given by conditions (22), it is necessary that at least R >
2M . It is convenient to cover S with coordinates ζa =(t, θ,ϕ), a = 0,2,3, since the shell lies at r = rS(θ) [see
Eq. (23)]. Then, the continuity condition above allows
us to relate the internal coordinates on S with ζa as
τ ∣
S
= At, ρ∣
S
= ρS(θ), Θ∣S = ΘS(θ), Φ∣S = ϕ − Ω˜t,
(25)
where
A ≡ F(1 + 2a2M2
R4F2
) , (26)
ρS(θ) ≡ R [1 + a2
2R2
(1 + 2M
R
− 3 cos2 θ)] , (27)
ΘS(θ) ≡ θ + a2
2R2
(1 + 2M
R
) sin θ cosθ, (28)
Ω˜ ≡ 2aM
R3
. (29)
The shell can be shown to be slightly oblate according
to zero-angular-momentum observers, since on a t = const
section of S,
Lequatorial
Lmeridional
= 1 + 3a2
4R2
≥ 1, (30)
where Lequatorial and Lmeridional are the equatorial (θ =
π/2) and meridional (ϕ = const) shell proper lengths,
respectively. Note also that in this approximation the
shell rotates rigidly with angular velocity [18]
Ωshell = dϕ/dt = Ω˜(1 + 2F)(1 − F)−1(1 + 3F)−1
4
as measured by static observers at infinity, where Ω˜ was
defined in Eq. (29).
Once the spacetime is determined, the stress-energy-
momentum tensor of the corresponding matter layer is
also fixed (see, e.g., Ref. [19]):
T µν = Sabeµaeνb δ(ℓ), (31)
where ℓ is the proper distance along geodesics which in-
tercept S orthogonally (such that ℓ < 0, ℓ = 0, and ℓ > 0
inside, on, and outside S, respectively), eµa ≡ ∂xµ/∂ζa
are the components of the coordinate vectors ∂/∂ζa =(∂t, ∂θ, ∂ϕ) defined on S, and
Sab = − 1
8π
(∆Kab − hab∆K) (32)
is the surface stress-energy-momentum tensor of the
shell. Here, Kab is the extrinsic curvature, K ≡ Kabhab,
and ∆Aabc...mno... denotes the discontinuity of some quan-
tity Aabc...mno... across S. A direct calculation, following
Ref. [18], leads to
8πS 00 = 2F
R
−
2
R
−
a2
R3
(2 − 2F + M
FR
−
2M
R
)
−
3a2
R3
(2F − 2 + 3MF
2R
−
M
2FR
−
M2
FR2
) cos2 θ, (33)
8πS 22 = F
R
+
M
FR2
−
1
R
+
a2
2R3
(1 − 1
F
+
2M
R
−
M
RF3
)
+
3a2
2R3
(1 − F − MF
R
) cos2 θ, (34)
8πS 33 = F
R
+
M
FR2
−
1
R
+
a2
R3
(2F + 1
2F
−
5
2
+
M
R
+
MF
R
+
2M2
FR2
−
M
2RF3
) + a2
R3
(9
2
−
9F
2
−
2M
FR
−
5MF
2R
−
2M2
FR2
) cos2 θ, (35)
8πS 30 = −aM
R4
(2 + 1
F
) , 8πS 03 = 3Ma
FR2
sin2 θ. (36)
A result that will be particularly useful later is
∆K = 2F
R
+
M
FR2
−
2
R
+
a2
R3
(2F − 2 + 2M
R
−
M
2RF3
)
+
3a2
R3
(2 − 2F − 3MF
2R
) cos2 θ. (37)
It can be verified from the stress-energy-momentum
tensor written above that the shell gravitational mass
and angular momentum are indeed equal to M and aM ,
respectively. Other physical properties can be more read-
ily investigated through the eigenvalues of Sab. For this
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FIG. 1: The shaded region indicates the values of M/R which
are excluded by the weak, strong or dominant energy condi-
tions, in terms of the rotation parameter a/M . The weak,
strong, and dominant energy conditions are not satisfied in
region 1, in the union of regions 1 and 2, and in the union of
regions 1 and 3, respectively. When a = 0, we get the static
limit, in which case the dominant energy condition is violated
forM/R > 0.48. The region below the dashed line corresponds
to values of M/R where the error in approximating Eq. (19)
by Eq. (21) is less than 10%.
purpose, let us define vectors eˆaα that form an orthonor-
mal basis on S, in the sense that
habeˆ
a
αeˆ
b
β = ηαβ ,
where ηαβ = diag(−1,1,1). The surface density and pres-
sures are then eigenvalues with respect to these vectors
and can be computed to be
σ = Sabeˆa0 eˆb0 = −S 00 + S
3
0 S
0
3(S 33 )(0) − (S 00 )(0) , (38)
pθ = Sabeˆa2 eˆb2 = S 22 , (39)
pϕ = Sabeˆa3 eˆb3 = S 33 + S
3
0 S
0
3(S 33 )(0) − (S 00 )(0) , (40)
where we have introduced the superscript “(0)” in some
terms to indicate that only the contributions of zeroth
order in a/M need to be considered to keep the approx-
imation consistent up to second order.
The classical energy conditions can be explicitly stated
in terms of these eigenvalues (see, e.g., Ref. [19]). The
white region in Fig. 1 shows the values of M/R for which
the weak, strong, and dominant energy conditions are
satisfied as a function of a/M . The region below the
dashed line indicates the values of M/R which comply
with the condition
(gkerrµν − gapproxµν )/gkerrµν < 0.1. (41)
In the subsequent analysis, we will only consider shells
with M/R below this dashed line.
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V. SECOND ORDER DEVIATIONS FROM
STATICITY IN A SHELL MODEL
In this section, we aim at investigating the influence of
rotation on the parameter space that characterizes un-
stable configurations. We take as a model of a rotating
system the slowly spinning shells described in Sec. IV and
look for unstable solutions of Eq. (2) in this spacetime.
Let φ− and φ+ denote solutions of ∇µ∇
µφ± = 0 in the
inner and outer spacetime portions with respect to the
shell’s worldtube S, respectively. They combine to form
a solution of Eq. (2) in the entire spacetime provided that
they are continuous at S:
φ−(τ, ρ,Θ,Φ)∣
S
= φ+(t, r, θ,ϕ)∣
S
(42)
and their derivative along the direction orthogonal to the
shell is discontinuous by a definite amount:
∆(dφ/dℓ)∣
S
= −2ξ ∆Kφ∣
S
, (43)
which follows from Eq. (2) if we notice from Eq. (31) that
R = −8πT = −2∆Kδ(ℓ),
where ∆K is given in Eq. (37). Equations (42) and (43),
together with appropriate boundary conditions on φ±,
determine uniquely the joined solution.
In the interior of S, solutions of the form (3) can be
written as
φ−ω′m′(τ, ρ,Θ,Φ) = ∞∑
l=∣m′ ∣
N−ω′lm′e
−iω
′
τχω′l(ρ)Ylm′(Θ,Φ),
(44)
where ω′ ∈ C, m′ ∈ Z, Ylm′(Θ,Φ) are spherical harmon-
ics, N−ω′lm′ are arbitrary (complex) constants and χω′l(ρ)
satisfy the spherical Bessel equation,
ρ2
d2χω′l
dρ2
+ 2ρ
dχω′l
dρ
+ [ω′2ρ2 − l(l + 1)]χω′l = 0, (45)
with the additional condition of regularity at the origin,
so that, for ω′ ≠ 0, χω′l(ρ)∝ jl(ω′ρ). A summation is in-
cluded in Eq. (44), since the spacetime is not spherically
symmetric and, as we will show below, the matching in
Eq. (42) will mix different values of l.
In the region external to S, we analogously write
φ+ωm(t, r, θ,ϕ) = ∞∑
l=∣m∣
N+ωlme
−iωt+imϕψωlm(r)Sωlm(cosθ)
(46)
with ω ∈ C and m ∈ Z. Here, Sωlm(cos θ) are spheroidal
harmonics [20] satisfying
1
sin θ
d
dθ
(sin θdSωlm
dθ
)
+ (Λlm + a2ω2 cos2 θ − m2
sin2 θ
)Sωlm = 0, (47)
where
Λlm = l(l + 1) − (2l2 + 2l − 2m2 − 1)a2ω2(2l − 1)(2l + 3) +O(a4ω4).
The expansion of Sωlm(y) in powers of the dimensionless
parameter aω has the following leading terms:
Sωlm(y) = Pml (y) + a2ω2 [−(l +m − 1)(l +m)2(2l + 1)(2l − 1)2 Pml−2(y)
+
(l −m + 1)(l −m + 2)
2(2l + 1)(2l + 3)2 Pml+2(y)] +O(a4ω4).
The radial functions ψωlm(r) obey the differential equa-
tion (up to second order)
f (f + 2a2
r2
) d2ψωlm
dr2
+
2
r
(f + a2
r2
)(1 − M
r
) dψωlm
dr
+ [ω2 (1 + a2
r2
+
2Ma2
r3
) − 4aMωm
r3
+
m2a2
r4
− ( Λlmf
r2
+
l(l + 1)a2
r4
)]ψωlm = 0, (48)
where f = f(r) ≡ 1 − 2M/r. Since we are looking for
normalizable solutions with I(ω) > 0, ψωlm(r) must go
asymptotically as [see Eq. (7)]
ψωlm(r) r→+∞∝ eiωr
r
. (49)
The continuity condition, Eq. (42), implies
m′ =m, (50)
ω′ = ω −mΩ˜
A
= 1
F
(ω − 2Mma
R3
−
2ωa2M2
R4F2
) , (51)
and
∑
l≥∣m∣
N+ωlmSωlm(cosθ)ψωlm[rS(θ)]
= ∑
l≥∣m∣
N−ω′lmP
m
l [cosΘS(θ)]χω′l[ρS(θ)], (52)
where we recall that F = √f(R) [see Eq. (24)] and that
rS(θ), ρS(θ), and ΘS(θ) are defined in Eqs. (23), (27),
and (28), respectively. Equation (50) comes from the
spacetime axial symmetry, while Eq. (51) relates the en-
ergies ascribed to a certain mode by an inertial observer
inside the shell with proper time τ and by a static ob-
server at spatial infinity: ω and ω′ differ not only due
to redshift but also due to the coupling between rotation
and the mode’s angular momentum.
Equation (52) can be used to express the coefficients
N+ωlm in terms ofN
−
ω′lm. For this purpose, it will be useful
6
to Taylor expand χω′l[ρS(θ)] and ψωlm[rS(θ)] around
ρ = R and r = R, respectively [see Eqs. (27) and (23)],
χω′l[ρS(θ)]=χω′l(R)+ a2
2R
(1 + 2M
R
− 3 cos2 θ) dχ(0)ω′l(ρ)
dρ
RRRRRRRRRRRR ,
(53)
ψωlm[rS(θ)] = ψωlm(R) − a2
R
F
2 cos2 θ
dψ
(0)
ωlm
(r)
dr
RRRRRRRRRRRR , (54)
and to fix χω′l(R) = 1 and ψωlm(R) = 1, which can be
done with no loss of generality. The arbitrariness in the
normalization of φ−ω′m and φ
+
ωm will be completely en-
coded in N−ω′lm and N
+
ωlm, which can be adjusted in order
to comply with Eq. (14). Then, by writing
N−ω′lm = N−(0)ω′lm + a
2
M2
N
−(2)
ω′lm
(55)
and similarly for N+ωlm, we note that for a = 0 Eq. (52)
implies N
+(0)
ωlm
= N−(0)
ω′lm
. Therefore, up to O(a2/M2), we
can write
N+ωlm =N−ω′lm + a
2
M2
gω′lm, l ≥ ∣m∣. (56)
Inserting Eq. (56) and Eqs. (53)-(54) in Eq. (52), multi-
plying the latter by Pml′ (cosθ) and integrating over θ, we
obtain, after some algebra,
gω′lm = N−(0)ω′lmα1+N−(0)ω′(l+2)mα2+N−(0)ω′(l−2)mα3 H(l−∣m∣−2),
(57)
where H(x) is the Heaviside step function,
α1 = M2
R
(M
R
−
l2 + l − 3m2
(2l + 3)(2l − 1))
dχ
(0)
ω′l
(ρ)
dρ
RRRRRRRRRRRR
+
M2F2
R
(2l2 + 2l − 1 − 2m2(2l + 3)(2l − 1) )
dψ
(0)
ωlm
(r)
dr
RRRRRRRRRRRR
−
M2
2R2
( l2 + l − 3m2(2l + 3)(2l − 1))(1 +
2M
R
) ,
α2 = M2
R
((l +m + 1)(l +m + 2)(2l + 3)(2l + 5) ) [−
l + 3
2R
(1 + 2M
R
)
ω2R
4l + 6
+ F
2
dψ
(0)
ω(l+2)m
(r)
dr
RRRRRRRRRRRRRR
−
3
2
dχ
(0)
ω′(l+2)
(ρ)
dρ
RRRRRRRRRRRRRR
⎤⎥⎥⎥⎥⎦ ,
and
α3 = M2
R
((l −m − 1)(l −m)(2l − 1)(2l − 3) )[
l − 2
2R
(1 + 2M
R
)
−
ω2R
4l − 2
+ F
2
dψ
(0)
ω(l−2)m
(r)
dr
RRRRRRRRRRRRRR
−
3
2
dχ
(0)
ω′(l−2)
(ρ)
dρ
RRRRRRRRRRRRRR
⎤⎥⎥⎥⎥⎦ .
It is worthwhile to note in Eq. (57) the coupling between
multipolar indices l and l ± 2 that appears in O(a2/M2)
due to the absence of spherical symmetry [see Eq. (30)].
More generic deviations from spherical symmetry, such
as those considered in Ref. [8], can give rise to a more
involved mixing.
The discontinuity condition on the derivatives, Eq. (43), can be more explicitly written as
∑
l ≥∣m∣
N+ωlm
⎡⎢⎢⎢⎣
dr
dℓ
∣
S
dψωlm(r)
dr
∣
rS
Sωlm(cosθ) + dθ
dℓ
∣
S
dSωlm(cosθ)
dθ
ψωlm(rS)⎤⎥⎥⎥⎦
− ∑
l ≥∣m∣
N−ω′lm
⎡⎢⎢⎢⎢⎣
dρ
dℓ
∣
S
dχω′l(ρ)
dρ
∣
ρS
Pml (cosΘS) + dΘdℓ
RRRRRRRRRRRS
dPml (cosΘ)
dΘ
∣
ΘS
χω′l(ρS)]
= −2ξ∆K ∑
l ≥∣m∣
N−ω′lmχω′l(ρS)Pml (cosΘS), (58)
where the θ-dependence has been omitted in several
terms and
dr
dℓ
∣
S
= F − a2F
2R2
(1 + 2M
R
) cos2 θ + a2
2R2F
,
dρ
dℓ
∣
S
= 1,
dθ
dℓ
∣
S
= −2a2F
R3
sin θ cosθ,
dΘ
dℓ
∣
S
= −3a2
R3
sin θ cosθ
are components of the unit vector field normal to S.
We can manipulate Eq. (58) in order to obtain a more
enlightening expression. For this purpose, we make
use of Eqs. (56)-(57), as well as Taylor expansions of
dχω′l(ρ)/dρ∣ρ=ρS and dψωlm(r)/dr∣r=rS around ρ = R and
r = R [analogous to Eqs. (53) and (54)]. Then, by multi-
plying Eq. (58) by Pml′ (cosθ) and integrating over θ, we
can cast the resulting equation in the following form:
βl0N
−
ω′lm +
a2
M2
[βl1N−(0)ω′lm + βl2N−(0)ω′(l+2)m
+βl3N
−(0)
ω′(l−2)m
H(l − ∣m∣ − 2)] = 0, l ≥ ∣m∣, (59)
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where βlj , j ∈ {0,1,2,3}, are coefficients which depend in
principle on all mode and spacetime parameters except
on a (and which we avoid writing explicitly because of
space restrictions). Then, in zeroth order in the rotation
parameter, Eq. (59) reduces to
βl0N
−(0)
ω′lm
= 0, (60)
which gives rise to a nontrivial solution for φ−ω′m [see
Eq. (44)] if
βl00 = 0 (61)
for some l = l0 ≥ ∣m∣. In this case, N−(0)ω′l0m ≠ 0 is fixed
by the Klein-Gordon normalization while N
−(0)
ω′lm
= 0 for
l ≠ l0:
N
−(0)
ω′lm
= N−(0)
ω′l0m
δl l0 . (62)
Condition (61) can be written as
ξ(0) = (4F
R
+
2M
FR2
−
4
R
)−1 ⎛⎝
dχ
(0)
ω′l0
dρ
RRRRRRRRRRRRR
− F
dψ
(0)
ωl0m
dr
RRRRRRRRRRRRR
⎞
⎠ ,
(63)
which expresses the value of ξ that the field must have
in order that unstable modes with quantum numbers ω′
(= ω/F ), l0 and m do exist in the spacetime of a static
spherical shell with mass-to-radius ratio M/R. In second
order in a/M , Eq. (59) yields
βl0N
−(2)
ω′lm
+ βl1N
−(0)
ω′lm
+ βl2N
−(0)
ω′(l+2)m
+ βl3N
−(0)
ω′(l−2)m
H(l − ∣m∣ − 2) = 0, l ≥ ∣m∣. (64)
For ∣m∣ ≤ l ≠ l0, Eq. (64) can be solved for N−(2)ω′lm,
N
−(2)
ω′lm
= −N−(0)
ω′l0m
(βl0−22
βl0−20
δl l0−2 +
βl0+23
βl0+20
δl l0+2) , (65)
which together with Eq. (62) determine N−ω′lm in Eq. (55)
(with N
−(0)
ω′l0m
fixed by normalization). Now, by using
Eqs. (62) and (65) in Eq. (59), we obtain
βl00 +
a2
M2
βl01 = 0, (66)
which can be explicitly written as
ξ (4F
R
+
2M
FR2
−
4
R
)[1 + a2
2R2
4RF4 − 4RF3 + 4MF3 −M
2RF4 +MF2 − 2RF3
+
a2
2R2
2l20 + 2l0 − 1 − 2m
2
(2l0 + 3)(2l0 − 1)
12RF− 12RF2 − 9MF2
2RF2 +M − 2RF
+
a2
R
(M
R
−
l20 + l0 − 3m
2
(2l0 + 3)(2l0 − 1))
dχ
(0)
ω′l0
dρ
RRRRRRRRRRRRR
−
a2
2R2
(1 + 2M
R
) l20 + l0 − 3m2(2l0 + 3)(2l0 − 1)
⎤⎥⎥⎥⎥⎦ = −F
dψωl0m
dr
∣
R
+
dχω′l0
dρ
∣
R
−
a2F
R2
[α1R2 − 2l20 + 2l0 − 1 − 2m2
2(2l0 + 3)(2l0 − 1) (1 +
2M
R
) + 1
2F2
] dψ(0)ωl0m
dr
RRRRRRRRRRRRR
+
a2F3
R
2l20 + 2l0 − 1 − 2m
2
(2l0 + 3)(2l0 − 1)
d2ψ
(0)
ωl0m
dr2
RRRRRRRRRRRRR
+
a2
R
(M
R
−
l20 + l0 − 3m
2
(2l0 + 3)(2l0 − 1))
d2χ
(0)
ω′l0
dρ2
RRRRRRRRRRRRR
−
a2
2R2
l20 + l0 − 3m
2
(2l0 − 1)(2l0 + 3)
⎡⎢⎢⎢⎢⎣
4F
R
−
6
R
+ (1 + 2M
R
) dχ(0)ω′l0
dρ
RRRRRRRRRRRRR
⎤⎥⎥⎥⎥⎦ . (67)
If we write ω = ωR + iωI , then, for each set{ωI , l0,m,M/R, a/M} of parameters, Eq. (67) is a com-
plex equation, the imaginary part of which can be solved
for ωR, and the real part of which then returns a value
for ξ. Then, for each fixed l0 ≥ ∣m∣, ξ is the field cou-
pling that marks the appearance of unstable terms (“par-
tial modes”) in the sum in Eq. (44) with quantum num-
bers ω′ and m, and with N−ω′lm given by Eq. (55) with
Eqs. (62) and (65) [the corresponding term in the exterior
of S is determined from Eq. (46) together with Eqs. (56)
and (57)]. The above procedure to calculate ξ relies on
the knowledge of ψωlm(r), which we compute numerically
by integrating Eq. (48) subject to the boundary condi-
tion (49) and normalization condition ψωlm(R) = 1 [see
discussion below Eq. (54)]. In Fig. 2 this method is em-
ployed to obtain the values of ξ and M/R which trigger
the instability for a/M = 0.2, l0 =m = 0 and 0 < ωI ≤ 0.4.
We note from Fig. 2 that the external boundaries of
the unstable regions (black curves) are numerically con-
sistent with ωI = ωR = 0, which is compatible with the
general result [21] that instability sets in through zero-
frequency modes [22]. Therefore, let us now specialize
to ω = 0, in which case we can obtain analytically the
second order approximation for the implicit functions in
Eq. (67). Thus, we write up to second order
χω′
0
l(ρ) = χ(0)ω′
0
l
(ρ) + a2
M2
χ
(2)
ω′
0
l
(ρ), (68)
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FIG. 2: Diagram showing the regions in the parameter space
(ξ,M/R) for which the instability is triggered when a/M =
0.2. The black curves are characterized by ωI ≈ 0 and provide
the boundary of the unstable regions. Internal gray curves
are characterized by values of ωI which increase in steps of
0.04 up to ωI = 0.4. Here, we have set l0 = m = 0. The black
strip excludes values of M/R for which Eq. (41) does not hold
and the vertical dashed line indicates the conformal-coupling
value ξ = 1/6.
where ω′0 ≡ −mΩ˜/F is the ω′ frequency when ω = 0 and
ψ0lm(r) = ψ(0)0lm(r) + a
2
M2
ψ
(2)
0lm
(r). (69)
The static limit is straightforward:
χ
(0)
ω′
0
l
(ρ) = ρl
Rl
, ψ
(0)
0lm
(r) = Ql(r/M − 1)
Ql(R/M − 1) , (70)
where Ql(x) is the Legendre function of the second kind.
The functions χ
(2)
ω′
0
l
(ρ) and ψ(2)0lm(r) satisfy inhomoge-
neous differential equations, for which the homogeneous
part may be solved in terms of simple special functions.
Therefore, standard methods (see, e.g. Ref. [23]) can be
used in order to derive the full expressions (68) and (69).
In particular, we obtain
dχω′
0
l
dρ
∣
R
= dχ
(0)
ω′
0
l
dρ
RRRRRRRRRRRRRR
−
4a2M2m2
R5F2(3 + 2l) (71)
and
dψ0lm
dr
∣
R
= dψ(0)0lm
dr
RRRRRRRRRRRR +
a2Cl
M2Ql(R/M − 1) [
dPl(r/M − 1)
dr
∣
R
−
Pl(R/M − 1)
Ql(R/M − 1)
dQl(r/M − 1)
dr
∣
R
] , (72)
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FIG. 3: Curves characterizing the onset of instability for par-
tial modes with l0 = 0 and l0 = 1 (m = 0 and m = ±1). The
rotation is fixed to a/M = 0.2. Curves for the same l0 and op-
posite values ofm are degenerate. The plot is restricted to the
range ofM/R in which the criterion (41) is valid. The vertical
dashed line indicates the conformal-coupling value ξ = 1/6.
where
Cl ≡ ∫ ∞
1
dxQl(xR/M − 1) [M
R
d2Ql(tR/M − 1)
dt2
∣
t=x
+
m2
x2R/M − 2xQl(xR/M − 1)] . (73)
Therefore, by plugging Eqs. (70), (71), and (72) into
Eq. (67), we obtain an analytical expression [except for
the simple integral of Eq. (73)] which can be directly
solved for ξ, giving the boundaries of the regions in the
parameter space where the instability sets in. Figure 3
represents these limiting curves for a/M = 0.2 and differ-
ent values of l0 and m. Clearly, the unstable regions for
partial modes with l0 =m = 0 encompass those for higher
multipoles.
In Fig. 4, the boundaries (ω = 0, l0 = 0) of the unstable
regions are plotted for different values of a/M . Fig. 5
highlights a range of M/R which is not clearly seen in
Fig. 4. There, we plot the difference ξ − ξ(0) as a func-
tion of M/R, where ξ(0) and ξ are given in Eqs. (63) and
Eq. (67), respectively. From Figs. (4) and (5), we con-
clude that rotation shifts these boundaries to the right, so
that the unstable region for negative values of ξ gets en-
larged and the one for positive values of ξ is diminished.
The absolute effect, however, turns out to be relatively
small (as expected, since this is a second order correc-
tion).
Finally, Fig. 6 shows the value of ξ − ξ(0) as a func-
tion of M/R for a/M = 0.3, l0 = 3, and m = 0,±1,±2,±3.
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FIG. 4: Diagram showing the boundaries (ω = 0, l0 = 0) of
the regions in the parameter space (ξ,M/R) in which the in-
stability is triggered for a/M = 0.1,0.2, and 0.3. The static
a = 0 case is plotted for comparison. The vertical dashed
line indicates the conformal-coupling value ξ = 1/6. Configu-
rations allowing for tachyonic modes are those to the left of
the curves on the left-hand side and to the right of those on
the right-hand side. The curves are restricted to the range of
M/R in which the criterion (41) is valid.
Unlike the l0 = 0 case, it turns out that for higher mul-
tipoles ξ − ξ(0) is not everywhere positive. Here and in
Fig. 3 it is clear that a reversal in the direction of ro-
tation (achieved either by a → −a or by m → −m) has
no effect in the parameter space of the instability, which
is a direct consequence of the general result of Sec. III.
There is nonetheless a coupling between the object ro-
tation and the field angular momentum in higher orders
[manifested, e.g., by the term a2m2 in Eq. (48)] which
breaks the degeneracy in m which is characteristic of the
static limit.
Before concluding, it is worthwhile to make a brief
comment on the relation between our results concerning
the linear instability of nonminimally coupled fields in
the spacetime of rotating bodies and the nonlinear effect
known as spontaneous scalarization, which was estab-
lished in the context of scalar-tensor theories in Ref. [24]
(see also Refs. [25–27]). In Ref. [7], it was argued that the
boundaries of the regions in parameter space which char-
acterize the type of linear instability considered here also
delimit the regions where spontaneous scalarization can
occur. Although the argument was made in a context of
spherical symmetry, the same reasoning seems to apply
to our stationary spacetime. Indeed our conclusions are
in agreement with a recent result [28], which numerically
showed that scalarized rapidly rotating neutron stars ex-
ist for a larger range of (negative) couplings than in the
0.0 0.1 0.2 0.3
0.000
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0.010
0.015
0.020
 
 
M/R
 a=M =0.1
 a=M =0.2
 a=M =0.3
FIG. 5: Difference ξ − ξ(0) between the values of ξ describing
the borders of the unstable regions for a rotating shell and
for a static configuration with the same mass-to-radius ratio,
as a function of M/R. Here, l0 = m = 0 and a/M = 0.1,0.2,
and 0.3. We see from the plot that for these values of a/M ,
(ξ − ξ0)/ξ0 ≲ (a/M)
4, which suggests that for 0 ≤M/R ≲ 0.3,
a higher order analysis would be necessary to extract reliable
conclusions.
static case (see Figs. 4 and 5).
0.0 0.1 0.2 0.3
0.0
0.1
0.2
0.3
 
 
 m =0
 m = 1
 m = 2
 m = 3
M/R
FIG. 6: Difference ξ − ξ(0) between the values of ξ describing
the borders of the unstable regions for a rotating shell and for
a static configuration with the same mass-to-radius ratio, as
a function of M/R. Here, a/M = 0.3, l0 = 3 and m = 0,±1,±2,
and ±3.
VI. CONCLUSIONS
Nonminimally coupled free scalar fields are unstable
in the spacetime of compact objects for a wide range of
field couplings and compact object parameters. Such an
instability will be unavoidably triggered by vacuum fluc-
tuations (see Sec. II). This “awakening” of the quantum
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vacuum was previously treated in the context of space-
times which were static in the asymptotic past and fu-
ture associated with the formation of a nonrotating com-
pact object from initially diluted matter. Here, we have
investigated how the instability is influenced when the
compact object acquires some rotation. In order to also
allow a quantum mechanical treatment of the instability,
we have discussed the canonical quantization of the scalar
field in a spacetime which is nearly flat in the asymptotic
past and stationary and axisymmetric in the future. As
a prototype model for our compact spinning object, we
have considered the spacetime of a spinning thin shell.
As explained in Sec. III, in order to obtain nontrivial
results concerning the role of rotation on the instability
parameter space we had to go beyond first order in the
object angular momentum (see also Sec. V). The simple
thin shell model is justified, thus, since it allowed us to
push the analytical treatment further. Our main result
is expressed in Eq. (67) and depicted in Figs. 2-6. In par-
ticular, we observe that the regions in parameter space
which characterize the instability of a partial mode with
a certain value of l0 are invariant under m→ −m but are
nondegenerate in m as can be seen in Figs. 3 and 6 (in
contrast to the static case). Figure 3 also shows that the
instability first sets in by partial modes with l0 = 0. Our
analysis suggests that the overall effect of (slow) rotation
is to enlarge the instability parameter space for negative
values of ξ and to diminish the one for positive values of
ξ (see Figs. 4 and 5), in agreement with recent results in
the context of scalar-tensor theories [28].
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