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Abstract
Different types of formulations are proposed in the literature to model vehicle routing problems.
Currently, the most used ones can be fitted into two classes, namely vehicle flow formulations and
set partitioning formulations. These types of formulations differ from each other not only due to
their variables and constraints but also due to their main features. Vehicle flow formulations have
the advantage of being compact models, so general-purpose optimization packages can be used to
straightforwardly solve them. However, they typically show weak linear relaxations and have a large
number of constraints. Branch-and-cut methods based on specialized valid inequalities can also be
devised to solve these formulations, but they have not shown to be effective for large-scale instances.
On the other hand, set partitioning formulations have stronger linear relaxations, but requires the
implementation of sophisticate techniques such as column generation and specialized branch-and-price
methods. Due to all these reasons, so far it is has been recognized in the vehicle routing community
that these two types of formulations are rather different. In this paper, we show that they are actually
strongly related as they correspond to special cases of a generalized formulation of vehicle routing
problems.
1 Introduction
The literature on vehicle routing problems has become very rich and covers nowadays a variety
of applications, modeling approaches and solution methods [29]. Due to their huge importance
in practice, these problems have called the attention of many researchers and motivated a
large number of collaborations between companies and academia [13]. In addition, vehicle
routing problems lead to challenging formulations that require the development of sophisticate
solution strategies and motivates the design of clever heuristics and meta-heuristics [2, 18].
Vehicle routing problems are typically modeled using two different types of formulations.
The first type, known as vehicle flow (VF) formulation, is based on binary variables associated
to arcs of a network representation of the problem. In general, this is more intuitive and leads
to a compact model that can be straightforwardly put on a black-box optimization solver.
Also, valid inequalities and constraints (most of them exponential in terms of the number
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1 Introduction 2
of customers) have been used to achieve a more effective strategy, resulting in specialized
branch-and-cut methods. However, even with the use of very elaborate inequalities, VF
formulations may be still very challenging for current optimization solvers. The main reason
is the weak linear relaxation of these formulations.
A stronger linear relaxation is observed in the second type of models, known as set
partitioning (SP) formulation. The number of constraints in this formulation is much smaller
with respect to a VF formulation, but it has a huge number of variables: one for each feasible
route in the problem. In the vast majority of cases, generating all these routes is not viable
and hence the column generation technique is required to generate columns in an iterative
way. Columns correspond to an incidence vector of feasible routes, which are generated by
solving a resource constrained shortest path problem (RCESPP). Most implementations solve
the RCESPP by a label-setting algorithm, which is aided with clever strategies to improve its
performance [20, 6]. The solution strategies based on SP formulations are currently the most
efficient to obtain optimal solutions of vehicle routing problems [2, 23]. Still, the performance
can be very poor on problems that allow long routes, i.e. routes that visit many customers.
From this brief description of the two most used types of VRP formulations, we can
observe that they have many opposite features and then can be recognized as very different
from each other. However, in this paper we show that they are not so different, as they are
actually special cases of a general formulation of vehicle routing problems, which we call as
p-step formulation. In fact, this is a family of formulations, as different values of p lead to
different formulations. We show that the VF formulation and the SP formulation are p-step
formulations with particular choices of p. In addition, we prove a relationship between the
bounds provided by the linear relaxation of p-step formulations with different p. Column
generation can also be used to solve a p-step formulation, with the advantage that more dual
information is sent to the RCESPP with respect to SP formulations.
The p-step formulation associate variables to partial paths in the network representation
of the problem. This has the potential of reducing the difficulty of solving problems that allow
long routes, the big challenge in a SP formulation. On the other hand, p-step formulations
may lead to stronger linear relaxations than a VF formulation, the main weakness of this
latter. Many other advantages can be achieved by using a p-step formulation, as we enunciate
ahead in this paper.
A formulation based on partial paths has also been proposed in [24], for the VRP with
time windows. Similarly to the p-step formulation, the partial paths can start and end at
any node of the network and must visit exactly a given number of customers. The authors
obtain this formulation by applying Dantzig-Wolfe decomposition to a modified vehicle flow
formulation of the problem, which relies on a modified graph to represent the solution as a
giant tour. They prove that the linear relaxation of the resulting model provides a bound that
is larger than or equal to the bound provided by the standard two-index flow formulation.
The relationship between formulations with different resource bounds is not analyzed by the
authors and no computational experiments are reported for the proposed formulation.
A similar idea has also been applied to other types of problem. In [11], the authors
propose a formulation based on horizon decomposition for the capacitated lot sizing problem
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with setup times. They partition the time horizon in several subsets, possibly with overlap, to
have smaller subproblems, so they can be quickly solved by a black-box optimization solver.
In the column generation framework, columns become associated to production plans defined
for only one of the partitions of the time horizon. These partial production plans are then
combined in the master problems, as in the p-step formulation.
The remainder of this paper has the following structure. In Section 2, we review the
vehicle flow and set partitioning formulations and quickly discuss about their main features.
In Section 3, we propose the p-step formulation and present theoretical results that relate the
formulations obtained using different choices of p. The column generation scheme for p-step
formulations is proposed in Section 4, followed by a discussion of its main advantages and
disadvantages in Section 5.
2 Classical VRP formulations
In this section, we review the formulations of two classical VRP variants, namely the capac-
itated vehicle routing problem (CVRP) and the vehicle routing problem with time windows
(VRPTW). These formulations are the basis for many other variants of the problem. The
purpose is to set the notation, nomenclature and foundations for the remaining sections of
this paper.
Consider a set of customers represented by C = {1, . . . , n}, such that a positive demand
is associated to each customer i ∈ C. To service these customers, we have to design routes for
a fleet with K vehicles available in a single depot. Each route must start at the depot, visit
a subset of customers and then return to the depot. All customers must be visited exactly
once. Each vehicle has a maximum capacity Q, which limits the number of customers it can
visit before returning to the depot. For the sake of clarity, we assume a homogeneous fleet of
vehicles, but the discussion presented ahead can be easily extended to a heterogeneous fleet.
We represent the problem using a graph G(N , E), in which N = C ∪ {0, n+ 1} is the set
of nodes associated to customers in C and to the depot nodes 0 and n+ 1. We use two nodes
to represent the same single depot and impose that all routes must start on 0 and return to
n + 1. Set E contains the arcs (i, j) for each pair of nodes i, j ∈ N (we assume a complete
graph). The cost of crossing an arc (i, j) ∈ E is denoted by cij . Each node has a demand
qi, such that qi > 0 for each i ∈ C and q0 = qn+1 = 0. The objective of the problem is to
determine a set of minimal cost routes that satisfies all the requirements defined above.
2.1 Two-index vehicle flow formulation
In the two-index VF formulation, we define the binary decision variable xij that assumes
value 1 if and only if there is a route that goes from customer i to j directly, for i, j ∈ N . In
addition, yj is a continuous decision variable corresponding to the cumulated demand on the
route that visits node j ∈ N up to this visit. With these parameters and decision variables,
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the two-index flow formulation of the CVRP if given by:
min
n+1∑
i=0
n+1∑
j=0
cijxij (2.1)
s.t.
n+1∑
j=1
j 6=i
xij = 1, i = 1, . . . , n, (2.2)
n∑
i=0
i 6=h
xih −
n+1∑
j=1
j 6=h
xhj = 0, h = 1, . . . , n, (2.3)
n∑
j=1
x0j ≤ K, (2.4)
yj ≥ yi + qjxij −Q(1− xij), i, j = 0, . . . , n+ 1, (2.5)
di ≤ yi ≤ Q, i = 0, . . . , n+ 1, (2.6)
xij ∈ {0, 1}, i, j = 0, . . . , n+ 1. (2.7)
Constraints (2.2) ensure that all customers are visited exactly once. Constraints (2.3) guar-
antee the correct flow of vehicles through the arcs, by stating that if a vehicle arrives to a node
h ∈ N , then it must depart from this node. Constraint (2.4) limits the maximum number
of routes to K, the number of vehicles. Constraints (2.5) and (2.6) ensure together that the
vehicle capacity is not exceeded. The objective function is defined by (2.1) and imposes that
the total travel cost of the routes is minimized.
Constraints (2.5) also avoid subtours in the solution, i.e. cycling routes that do not pass
through the depot. Different types of constraints are proposed in the literature to impose
vehicle capacities and/or avoid subtours [17]. The advantage of using (2.5) and (2.6) is that
the model has a polynomial number of constraints in terms of the number of customers.
However, the lower bound provided by the linear relaxation of this model is known to be
weak in relation to other models. Hence, many authors recur to capacity constraints that
results in better lower bounds, even though the number of constraints becomes exponential
in terms of the number of customers, requiring the use of a branch-and-cut strategy [28].
The VRPTW is an entension of the CVRP, in which customer time windows are imposed
for the visits. A time window corresponds to a time interval [wai , w
b
i ] which imposes that the
service at node i ∈ N cannot start earlier than the time instant wai nor later than wbi . If
the vehicle arrives before than wai , then it has to wait until this instant to start servicing the
node. To each arc (i, j) ∈ E , we assign a travel time tij , which respects triangle inequality.
Also, each node i has a service time ti that corresponds to the minimum amount of time that
the vehicle has to stay in a visited node.
Let wi be a continuous decision variable representing the time instant that the service
starts at node i ∈ N . We obtain a model for the VRPTW by adding the following constraints
to the formulation (2.1)–(2.7):
wj ≥ wi + (si + tij)xij −Mij(1− xij), i = 0, . . . , n; j = 1, . . . , n+ 1, (2.8)
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wai ≤ wi ≤ wbi , i = 0, . . . , n+ 1, (2.9)
where Mij is a sufficiently large value, which can be defined as Mij = max{wbi − waj , 0}.
2.2 Set partitioning formulation
Currently, the most efficient exact methods for solving VRP variants are based on SP for-
mulations. The variables in these formulations correspond to feasible routes of the problem.
Let R be the set of routes that satisfy the problem requirements. For example, in the CVRP,
a route in R must start and finish at the depot, visit at most once a customer, respect the
vehicle capacity and guarantee that if the route arrives to a customer than it has to leave
this customer. The same requirements are valid for the VRPTW, in addition to satisfying
time windows of all visited customers.
Let λr be the binary decision variable that is equal to 1 if and only if the route r ∈ R is
selected. The SP formulation is as follows:
min
∑
r∈R
crλr (2.10)
s.t.
∑
r∈R
ariλr = 1, i ∈ C, (2.11)∑
r∈R
λr ≤ K, (2.12)
λr ∈ {0, 1}, r ∈ R. (2.13)
This can be used to model the CVRP, VRPTW and many other VRP variants, depending
on how we define the set of routes R. The objective function (2.10) minimizes the total cost
of the selected routes. The cost of route r ∈ R, denoted by cr, is computed using the arc
costs cij defined above. Namely, given a route r that sequentially visits nodes i0, i1, . . . , ip,
p > 0, its total cost is given by
cr =
p−1∑
j=0
cijij+1 , (2.14)
Constraints (2.11) impose exactly one visit to each customer node. Each column ar =
(ar1, . . . , arn)
T is a binary vector in which ari = 1 if and only if the corresponding route
r visits customer i. Constraint (2.12) imposes the maximum number of vehicles available at
the depot. If K is sufficiently large for the problem, than this constraint can be dropped
from the formulation.
Generating all routes of R is impractical in general, as the number of routes is exponential
in terms of the numbers of customers. Hence, set partitioning formulations require using the
column generation technique for solving the linear relaxation of model (2.10)–(2.13) [19]. As
a consequence, to obtain optimal integer solutions we need a branch-and-price method [25].
In the column generation technique, we start with a small subset of routes R ⊂ R that is
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used to create the following restricted master problem (RMP):
min
∑
r∈R
crλr (2.15)
s.t.
∑
r∈R
ariλr = 1, i ∈ C, (2.16)∑
r∈R
λr ≤ K, (2.17)
λr ≥ 0, r ∈ R. (2.18)
Notice that the RMP is the linear relaxation of (2.10)–(2.13), but considering only a subset
of variables. Let u = (u1, . . . , un) ∈ Rn and σ ∈ R− be the dual variables associated
to constraints (2.16) and (2.17), respectively. At each iteration of the column generation
method, we solve the RMP to obtain a dual solution (u, σ) that is used to generate the
columns that are not in the RMP yet. These columns are associated with feasible routes
obtained by solving the following subproblem:
min
r∈R
rc(u, σ) =
∑
i∈N
∑
j∈N
(cij − ui)xrij − σ (2.19)
where u0 = un+1 = 0 and xr = {xrij}i,j∈N is a binary vector such that xrij = 1 if and
only if route r ∈ R visits node i and goes directly to node j. This subproblem is a resource
constrained elementary shortest path problems (RCESPP) [16]. Let x¯r be associated to an
optimal route r of the subproblem. If the corresponding value rc(u, σ) is negative, then a
new variable λr can be added to the RMP using this route. Indeed, rc(u, σ) is the reduced
cost of this new variable, for which we have the following cost and column coefficients:
cr :=
∑
i∈N
∑
j∈N
cij x¯rij ,
ari :=
∑
j∈N
x¯rij , i ∈ C.
Hence, r is added to R and the new RMP has to be solved again. If rc(u, σ) is nonnegative
and (u, σ) are optimal dual solutions of the current RMP, then the optimal solution of the
current RMP is also optimal for the linear relaxation of the MP. Hence, the column generation
method terminates successfully.
The performance of a computational implementation of the column generation algorithm
is strongly dependent on the way RMPs and subproblems are solved. To be successful, imple-
mentations should quickly solve the RMPs and use stable dual solutions that help to reduce
the total number of iterations [19, 21, 22]. Solving the RCESPP effectively is also a very
important requirement in a column generation algorithm for VRP variants. Although integer
programming formulations are available for the RCESPP, they cannot be solved effectively by
the current state-of-the-art optimization solvers [26]. The current best strategies use a label-
setting algorithm based on dynamic programming. This algorithm was originally proposed
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by [9] and [3] and since then has been continuously improved [10, 27, 5, 7, 1, 20, 6].
3 A family of vehicle routing problem formulations
In this section, we propose a generalized VRP formulation. The idea of this new family of
formulations is to have binary variables associated to up to p (sequential) steps in the network.
One step corresponds to traversing a given arc in the network, so p steps correspond to a
partial path that traverses exactly p arcs. Let S be the set of all feasible p-steps in the network,
including also all the feasible k-step paths that start at node 0, for all k = 1, . . . , p− 1, when
p > 1. By feasible we mean that the arcs can be traversed sequentially and that none of the
resources are violated. For instance, if p = 2 then S is the set of all partial paths of the forms
i− j− k and 0− j, for any i, j, k ∈ N . Given a partial k-step path s ∈ S, for k = 1, . . . , p, we
denote by is and js its first and last nodes, respectively. Let λs be a binary variable that is
equal to 1 if and only if the arcs in s ∈ S are traversed sequentially in the optimal path. For
the sake of clarity, we assume at first that capacity is the only resource in the problem. Let ϕj
be a continuous decision variable that is equal to the cumulated demand of all nodes visited
by a route up to node j (inclusive). The p-step formulation for the CVRP is as follows:
min
∑
s∈S
csλs (3.1)
s.t.
∑
s∈S
esiλs = 1, i = 1, . . . , n, (3.2)∑
s∈S
asiλs = 0, i = 1, . . . , n, (3.3)∑
s∈S
as0λs ≤ K, (3.4)
ϕj ≥ ϕi + qj
∑
s∈Sij
λs −Q(1−
∑
s∈Sij
λs), i = 0, . . . , n, j = 1, . . . , n+ 1, (3.5)
qi ≤ ϕi ≤ Q, i = 1, . . . , n, (3.6)
λs ∈ {0, 1}, s ∈ S, (3.7)
where Sij ⊂ S contains only the paths that traverse arc (i, j) for a given pair i, j ∈ N ; cs is
the total cost of traversing all arcs in path s; and as and es are vectors defined as
asi =

+1, if i is the first node visited by path s,
−1, if i is the last node visited by path s,
0, otherwise,
(3.8)
esi =
{
+1, if i is visited by path s, but it is not the last node of s,
0, otherwise,
(3.9)
for all i = 0, 1, . . . , n and s ∈ S. In this formulation, constraints (3.2) impose that each
customer node is visited at most once; constraints (3.3) ensure that if two paths are linked,
then the last node in one path is the same as the first node in the other; constraint (3.4)
imposes the maximum number of (complete) routes in an optimal solution; constraints (3.5)
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and (3.6) ensure that routes satisfy the capacity resource and has no subtours; and (3.7)
impose the binary domain of the decision variables λ. Notice that the p-step paths in S must
traverse exactly p arcs in the network. The only partial paths in S that are allowed to cross
less than p arcs are those that starts on the depot node 0.
Customer time windows can also be included in the p-step formulation by adding the
following constraints, resulting in the VRPTW p-step model:
ωj ≥ ωi + (si + tij)
∑
s∈Sij
λs −M(1−
∑
s∈Sij
λs), i = 0, . . . , n, j = 1, . . . , n+ 1, (3.10)
wai ≤ ωi ≤ wbi , i = 0, . . . , n+ 1,
where ωi is a decision variable that indicates the time instant that the service starts at node
i = 0, . . . , n+ 1.
Constraints (3.5) can be written in a coupled way, based only on the first (is) and last
(js) nodes of the partial path s ∈ S, as follows:
ϕjs ≥ ϕis + qsλs −Q(1− λs), s ∈ S, (3.11)
qs ≤ ϕis ≤ Q, s ∈ S. (3.12)
where qs is the total demand of the nodes visited by this path, except for its first node.
3.1 Special cases of the p-step family
As mentioned before, model (3.1)–(3.7) is a family of formulations, because for each p =
1, . . . , n we have different paths. Indeed, for particular choices of p, we obtain the VF formu-
lation (2.1)–(2.7) and the SP formulation (2.10)–(2.13), as presented in Proposition 3.1.
Proposition 3.1: The vehicle flow formulation (2.1)–(2.7) and the set partitioning formu-
lation (2.10)–(2.13) are particular cases of the p-step formulation, with p = 1 and p = n+ 1,
respectively.
Proof. In the 1-step formulation, the set S is given by all the single arcs (i, j), with
i, j = 0, 1, . . . , n + 1. Hence, all variables in this formulation can be rewritten as λs = xisjs ,
where (is, js) is the arc traversed by the 1-step path s ∈ S. By replacing this in the p-step for-
mulation (3.1)–(3.7) and noticing that path s can be expressed uniquely by its corresponding
pair of nodes is and js, we obtain the VF formulation (2.1)–(2.7).
On the other hand, in the (n+ 1)-step formulation, set S is given by all the k-paths that
start at node 0, for 1 < k < n+ 1 and all (n+ 1)-steps that start at 0 end at n+ 1. Hence, S
can be reduced to all feasible complete routes, as in the usual set partitioning formulation.
However, the p-step formulation contains more variables and more constraints. In order to
show that the formulations are equivalent, we show that feasible variables φi can always
be chosen. In order to so, let a solution to the set partitioning formulation be given. By
definition, every route starts and ends at the depot. Every route corresponds to an (n+ 1)-
step or to a k-step, with 1 ≤ k < n+ 1. It holds that esi = 1 if i is visited in the (n+ 1)-step
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or k-step s and esi = 0 otherwise, for 1 ≤ i ≤ n. Defining Si = {s ∈ S : i ∈ s}, Constraint
(2.11) implies, for all 1 ≤ i ≤ n, that
1 =
∑
s∈S
λse
s
i =
∑
s∈Si
λs.
Recall that Sij = {s ∈ Si : (i, j) ∈ s} and define S ′i = Si \ Sij . Then Sij contains all k-steps
and (n + 1)-steps that visit j directly after visiting i and S ′i contains all other k-steps or
(n+ 1)-steps that visit i. The above implies that
1 =
∑
s∈Sij
λs +
∑
s∈S′i
λs.
For each s ∈ S, we define, for all 1 ≤ i ≤ n, using the topological ordering ≤s induced by s,
φsi =
{ ∑
i′∈s,i′≤si qi′ if i ∈ s,
0 if i /∈ s.
as the cumulated demand on s up until node i. By construction, 0 ≤ φsi ≤ Q. This implies
that φsj − φsi ≥ −Q. Define now
φi =
∑
s∈S
λsφ
s
i =
∑
s∈Si
λsφ
s
i .
If i is visited in s, then qi ≤ φsi . In that case qi ≤ φsi ≤ Q. Taking a convex combination of
these inequalities, we obtain
qi =
∑
s∈Si
λsqi ≤
∑
s∈Si
λsφ
s
i ≤
∑
s∈Si
λsQ = Q.
By definition of φi, Constraints (3.6) are satisfied for all 1 ≤ i ≤ n. Furthermore, for any arc
(i, j) it holds that
φj − φi =
∑
s∈S
λs(φ
s
j − φsi )
≥
∑
s∈Si
λs(φ
s
j − φsi )
=
∑
s∈Sij
λs(φ
s
j − φsi ) +
∑
s∈S′i
λs(φ
s
j − φsi )
≥
∑
s∈Sij
λsqj +
∑
s∈S′i
λs(−Q) = qj
∑
s∈Sij
λs −Q
1− ∑
s∈Sij
λs

This shows that (3.5) holds for all 0 ≤ i ≤ n and 1 ≤ j ≤ n + 1 as well. We conclude that
the p-step formulation for p = n+ 1 and the set partitioning formulation are equivalent. 
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3.2 Intermediate p-step formulations
For any value of p = 1, . . . , n+1, the corresponding p-step formulation is a valid vehicle routing
problem formulation. The basic difference between formulations with different values of p lies
in the level of arc coupling in the partial paths. Indeed, in the 1-step formulation, the arcs are
totally detached, so the model has to decide what is the best way of connecting them, without
violating other constraints such as elementarity and resource availability. The number of
variables in the model is polynomial in terms of the number of nodes, so a general-purpose
optimization package could be used to solve it. In addition, generating these paths is quick
and straightforward. However, the VF formulation is well known for its poor performance,
mainly due to a weak linear relaxation. On the other, in the (n + 1)-step formulation all
the arcs are already attached so the model has only to choose what is the best set of routes.
The SP formulation is well recognized by having a stronger linear relaxation, but column
generation and branch-and-price methods are required to solve the problem, as the number
of variables is exponential in terms of the number of customers. In this case, the difficulty
lies in generating the paths, as they must be feasible routes that depart from and return to
the depot. These features illustrate that VF formulations and SP formulations are extremal
cases of p-step formulations.
At this point, an intriguing question emerges: Is there a choice of p such that the p-
step formulation has a reasonably strong linear relaxation and performs well in practice?
Proposition 3.2 brings an interesting relationship between p-step formulations with different
values of p, regarding the optimal values of their respective linear relaxations.
Proposition 3.2: Let z˜p be the optimal value of the linear relaxation of a p-step formulation,
for p = 1, . . . , n + 1. For any p ∈ {1, . . . , n} and q ≥ 2 such that pq ≤ n + 1, we have that
z˜pq ≥ z˜p.
Proof. Consider the optimal solution using pq-steps. This solution selects a set of pq-steps
and k-steps starting at 0, for 1 ≤ k < pq, with corresponding λ1 and φ variables. Any given
pq-step s can be cut into exactly q p-steps s1, . . . , sq. We define λ
2
si = λ
1
s for all 1 ≤ i ≤ q.
Consider any k-step s that start at 0, with k < pq. Then k can be written as k = pq′ + k′,
with 0 ≤ k′ < p and 0 ≤ q′ < q. We can cut this k-step into q′ p-steps s1, . . . , sq′ , and, if
k′ 6= 0, one k′-step s′. We define λ2si = λ1s for all 1 ≤ i ≤ q′ and λ2s′ = λ1s (if k′ 6= 0). It follows
easily that (λ2, φ) gives a feasible solution with p-steps with the same objective. This shows
that z˜p ≤ z˜pq. 
Using p = 1 and q = p in the above theorem, it follows that any formulation is at least
as strong as the vehicle flow formulation.
Corollary 3.3: For any 1 < p ≤ n+ 1, it holds that z˜p ≥ z˜1.
Furthermore, no formulation is strictly stronger than the set partitioning formulation.
Proposition 3.4: For any 1 ≤ p < n+ 1, it holds that z˜n+1 ≥ z˜p.
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Proof. We use a similar argument as in the proof of Proposition 3.2. Any (n + 1)-step or
k-step that starts at 0, with 1 ≤ k < n+ 1, selected in the set-partitioning formulation, can
be cut into p-steps and k′-steps, with 1 ≤ k′ < p. This shows that z˜n+1 ≥ z˜p. .
In the remainder of this section, we show that one cannot compare the formulations for
p 6= 1 and p′ 6= n+ 1 in general, if p′ > p is not a multiple of p.
Proposition 3.5: Let p ≥ 2, q ≥ 1 and 1 ≤ k < p be given. Define p′ = q · p + k. There
exists an instance of the CVRP for which the strict inequality
z˜p′ < z˜p
holds.
Proof. Define n = (q + 1) · p and assume that the nodes are clustered: they appear in
m = q + 1 groups of p nodes. Within a cluster, the distance is negligible. The clusters
themselves are located on the vertices of a regular convex m-polygon. The length of an edge
of the polygon is normalized to 1. The depot is located far away from all nodes: The distance
from the depot to each node is larger than 1. The capacity of a vehicle is equal to n. All
nodes have unit demand.
We now construct a feasible solution that uses p′-steps. In order to so, we first define a
set of (p− 1)-steps. For each cluster 1 ≤ c ≤ m we consider the so-called regular (p− 1)-step
(c− 1) · p+ 1→ . . .→ (c− 1) · p+ p.
We can cyclically permute these (p− 1)-steps. We denote P tc as the above (p− 1)-step that
is cyclically permuted t times, for 0 ≤ t < p. Formally, it is defined by
P tc = (c− 1) · p+ [1 + t]p → · · · → (c− 1) · p+ [p+ t]p.
Here, we denote [a]b for a mod b. We now define for every (t, c) ∈ {0, . . . , p−1}×{1, . . . ,m},
the following (m · p− 1)-step
P tc ⇒ P t[c+1]m ⇒ P t[c+2]m ⇒ . . .⇒ P t[c+m−1]m .
Here, arcs denoted by ‘⇒’ have length 1 whereas arcs denoted by ‘→’ have negligible length.
There are p ·m = n such (m · p− 1)-steps.
By construction, for a given position between 1 and n, every node appears at that position
in exactly one (m · p − 1)-step. This also holds if we truncate all (m · p − 1)-steps after p′
steps, thereby obtaining p′-steps. This gives us a set of n p′-steps. Selecting all these p′-steps
with λ = 1p′ gives a feasible solution to the problem, if we also define φi = 1 for all i. The
non-trivial step is to show that Constraints (3.5) are satisfied. Note that any arc (i, j) within
a cluster, satisfies ∑
s∈Sij
λs ≤ (q(p− 1) + k) · 1
p′
=
p′ − q
p′
. (3.13)
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(In particular, it is equal to the right hand side if j = [i + 1]p and 0 otherwise). Arcs (i, j)
between clusters satisfy ∑
s∈Sij
λs ≤ q 1
p′
=
q
p′
.
From 2q ≤ pq < pq + k = p′ we observe that q < p′ − q. It follows that the flow over all arcs
(i, j) is bounded by the right hand side of (3.13). We now show that Constraints (3.5) are
satisfied for this flow over arc (i, j). Given that q ≥ 1, it follows that
p′ < n < n+ 1 ≤ q(n+ 1).
This shows that p′ − q < qn. Dividing by p′, this yields
p′ − q
p′
< n
q
p′
= n
(
1− p
′ − q
p′
)
.
For all 0 ≤ i ≤ n and 1 ≤ j ≤ n+ 1, it follows that
φj − φi = 0 > p
′ − q
p′
− n
(
1− p
′ − q
p′
)
.
We conclude that the solution satisfies Constraints (3.5) if the flow over (i, j) equals p
′−q
p′ . It
follows easily that the constraints are also satisfied if the flow is smaller.
The distance traveled (so, the costs) for these p′-steps equals m − 1 = q. (By con-
struction, only negiglible arcs are removed by the truncation.) The optimal objective of the
LP-relaxation with p′-steps is at most the total costs of this feasible solution:
z˜p′ ≤ n 1
p′
q =
n · q
p′
.
Consider now any p-step s. Any p-step s satisfies
n∑
i=1
eis ≤ p.
For any vector λs, we multiply this by λs, sum over s and use (3.2). We then obtain
n =
n∑
i=1
∑
s∈S
λseis =
∑
s∈S
n∑
i=1
λseis =
∑
s∈S
λs
n∑
i=1
eis ≤
∑
s
λsp = p
∑
s
λs.
The cost cs of a p-step is at least 1. Hence∑
s∈S
λs ≤
∑
s
λscs.
Combining the above inequalities, we find
n ≤ p
∑
s∈S
λs ≤ p
∑
s∈S
csλs.
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As this holds for every vector λs, it holds particularly for the optimal solution of the LP-
relaxation with p-steps. Hence
z˜p =
∑
s
λscs ≥ n
p
.
Combining the expressions for the values of the LP-relaxations, we obtain
z˜p′ ≤ nq
p′
=
nq
qp+ k
<
nq
qp
=
n
p
≤ z˜p.
This proves the claim. 
Proposition 3.6: Let p ≥ 2, q ≥ 1 and 1 ≤ k < p be given. Define p′ = q · p + k. There
exists an instance of the CVRP for which the strict inequality
z˜p′ > z˜p
holds.
Proof. Define m ∈ N such that n = m(p + 1) ≥ p′. Consider m clusters with p + 1 nodes
and a depot far away. Again, the distance within a cluster is negligible, while the distance
between the clusters is normalized to 1. All customers have unit demand, and the capacity
of the vehicle is equal to n.
We first generate a feasible solution using p-steps with negligible costs. Recall the defi-
nition of the p-steps P 1c , . . . P
p+1
c for 1 ≤ c ≤ m from the proof of Proposition 3.5 and also
define P¯ tc for 1 ≤ t ≤ p + 1 and 1 ≤ c ≤ m as the p-step P tc in reverse order. This gives
us 2m(p + 1) p-steps. Define λs =
1
2p for all of them and φi = 1 for all 1 ≤ i ≤ n. By
construction, the flow over any arc (i, j) is at most 12 . It follows that Constraints (3.5) are
satisfied. Thus, we defined a feasible solution with costs 0. It follows that z˜p ≤ 0.
By construction, any p′-step has strictly positive costs, as it uses at least one arc from one
cluster to another or from the depot to a cluster. Hence, any p′-step s satisfies cs ≥ 1. The
inequality
n∑
i=1
eis ≤ p′
now implies that
n =
n∑
i=1
eisλs =
∑
s∈S
λs
n∑
i=1
eis ≤ p′
∑
s∈S
λs ≤ p′
∑
s∈S
λscs = p
′z˜p′ .
We obtain
z˜p′ ≥ n
p′
≥ 1 > z˜p.
This proves the claim. 
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4 Column generation for the p-step formulations
Any p-step formulation can be seen as a column generation model, as any of its columns
(variables) can be generated by following a known rule. Of course, for p small, the number
of columns in the formulation is polynomial in terms of the number of nodes and hence it
can be practical to enumerate them beforehand. Even so, for large-scale problems it can be
more advantageous to recur to column generation, as only a few variables will be nonzero at
the optimal solution.
Consider the linear relaxation of the p-step formulation (3.1)–(3.7) having only the columns
corresponding to an arbitrary subset S ⊂ S. This leads to the following restricted master
problem (RMP):
min
∑
s∈S
csλs (4.1)
s.t.
∑
s∈S
esiλ
s = 1, i = 1, . . . , n, (4.2)
∑
s∈S
asiλ
s = 0, i = 1, . . . , n, (4.3)
∑
s∈S
as0λ
s ≤ K, (4.4)
ϕi − ϕj +
∑
s∈Sij
(qj +Q)λ
s ≤ Q, i = 0, . . . , n, j = 1, . . . , n+ 1, (4.5)
qi ≤ ϕi ≤ Q, i = 1, . . . , n, (4.6)
λs ≥ 0, s ∈ S, (4.7)
where Sij has the same meaning as Sij , but considers only the paths in S. Notice that we
have written constraints (4.5)–(4.7) in a slightly different way for the sake of clarity.
Let u1 = (u11, . . . , u
1
n) ∈ Rn, u2 = (u21, . . . , u2n) ∈ Rn, u3 ∈ R and u4 = (u401, u402, . . . , u4n,n+1) ∈
Rn+1×n+1 be the dual variables associated to constraints (4.2)–(4.5), respectively. Given a
dual solution u = (u1, . . . , u4) of the RMP, where we assume u10 = u
1
n+1 = 0, the reduced
cost of the column corresponding to a path (v0, v1, . . . , vk) is given by:
rc(u) =
k−1∑
j=0
(
cvjvj+1 − u1vj − (qvj+1 +Q)u4vjvj+1
)
−δ(v0 6= 0)u2v0 + δ(vk 6= n+ 1)u2vk − δ(v0 = 0)u3,
where δ(C) is equal to 1 if condition C is true; 0, otherwise.
Any feasible path with negative cost corresponds to a path in S\S. This can be used to
generate a new column (variable) that has a negative reduced cost and then should be added
to the current RMP. After solving the modified RMP a new dual solution is obtained and the
process is repeated. If it is not possible to find a path with negative cost, then the current
optimal solution of the RMP is also optimal for the linear relaxation of (3.1)–(3.7).
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Similarly, for the VRPTW, we have the following restricted master problem (RMP):
min
∑
s∈S
csλs (4.8)
s.t.
∑
s∈S
esiλ
s = 1, i = 1, . . . , n, (4.9)
∑
s∈S
asiλ
s = 0, i = 1, . . . , n, (4.10)
∑
s∈S
as0λ
s ≤ K, (4.11)
ϕi − ϕj +
∑
s∈Sij
(qj +Q)λ
s ≤ Q, i = 0, . . . , n, j = 1, . . . , n+ 1, (4.12)
qi ≤ ϕi ≤ Q, i = 1, . . . , n, (4.13)
ωi − ωj +
∑
s∈Sij
(si + tij +Mij)λ
s ≤Mij , i = 0, . . . , n, j = 1, . . . , n+ 1, (4.14)
wai ≤ ωi ≤ wbi , i = 0, . . . , n+ 1, (4.15)
λs ≥ 0, s ∈ S, (4.16)
where Mij is a sufficiently large constant, e.g. Mij = w
b
i −waj . As in the CVRP formulation,
we have dual variables u1 to u4 corresponding to constraints (4.9) to (4.12). Additionally,
u5 = (u501, u
5
02, . . . , u
5
n,n+1) ∈ Rn+1×n+1 are the dual variables associated to constraints (4.14).
Given a dual solution u = (u1, . . . , u5) of the RMP, where we assume u10 = u
1
n+1 = 0, the
reduced cost of the column corresponding to a route (v0, v1, . . . , vk) is given by:
z¯SP =
k−1∑
j=0
(
cvjvj+1 − (+1)u1vj − (qvj+1 +Q)u4vjvj+1 − (svj + tvj ,vj+1 +Mvj ,vj+1)u5vjvj+1
)
−δ(v0 6= 0)u2v0 + δ(vk 6= n+ 1)u2vk − δ(v0 = 0)u3.
Regarding the reduced cost of a column in the set partitioning formulation, we can observe
that more dual information is provided for the subproblem in a p-step formulation. Indeed,
the shadow prices of resources are provided by the RMP and can be used to guide the decision
at the subproblem level. In addition, this information can be used with no extra cost in the
subproblem, as the duals are defined for pair of nodes and hence can be included as additional
costs on the edges of the network. Therefore, even though p-step formulations have additional
constraints in the MP with respect to SP formulations, we can ensure that they are robust
[12], as the difficulty of solving the subproblem will be the same as in the SP formulation.
5 Advantages and disadvantages of the p-step formulations
We address now a few advantages of the p-step formulations with respect to the classical
formulation for vehicle routing problems. As mentioned before, different types of capacity
constraints and valid inequalities can be incorporated to these formulations. They can be even
stated in terms of partial paths instead of arcs, when it leads to stronger versions. Other
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advantage is that different requirements can be imposed directly to the master problem,
which can be very convenient when dealing with rich vehicle routing problems and integrated
problems, such as location routing and inventory routing problems [4, 8].
At the subproblem level, p-step formulations may lead to a better performance, as the
label extension is limited by a new resource, the number of steps. Also, the subproblems
can be solved in parallel, by splitting the label extension by starting node. Then, we are
able to solve n+ 1 subproblems in parallel, which is suitable for the current multi-core CPU
machines.
As proposed in this paper, the size of the partial paths in the p-step formulation is limited
by the number of traversed arcs. Since this can be seen as a resource, other types of resource
may be used to limit a path: capacity, timing, etc. For example, we could generate partial
paths in which the maximum load is a percentage of the capacity, or the total travel time
is less than a percentage of the final time instant. This is somehow a generalization of the
bidirectional label-extension [27], but with the joining of paths done at the master problem.
This allows for any type of partitioning in the label-extension, instead of using two partitions
only (e.g. several partitions of time).
Of course, p-step formulations have a few disadvantages as well. The first one is that the
quality of the bound provided by the linear relaxation of a p-step formulation depends on p.
A large p leads to a bound as good as that obtained from the SP formulation, while p = 1
leads to the weak linear relaxation of the VF formulation. A good strategy would be the use
of a turning point strategy, in which the value of p is increased during the solution process.
Hence, at the turning point, the p-step formulation is converted to a (p+k)-step formulation,
k ≥ 1, by explicitly combining p-step paths to obtain (p+ k)-step paths.
Another disadvantage of the p-step formulation is related to the size of the master problem.
Instead of the usual n constraints of the SP formulation, a p-step model of the VRPTW has
4n + 2n2 constraints, like in the VF formulation. Although the current linear programming
solvers are very powerful nowadays, the solution time can be relatively large for n large.
Nevertheless, interior point methods can help to overcome this weaknesses, specially if aided
by active set strategies for identifying inactive constraints [14, 21, 15].
6 Conclusions
In this working paper, we have introduced a general class of formulations for vehicle rout-
ing problems, namely the p-step formulations. They offer several advantages over classical
formulations and seem to be promising in practice. Theoretical results presented in this pa-
per show that the classical formulations are special cases of the p-step formulations. Also,
the proposed formulation can be put in a column generation scheme that allows more dual
information to be sent to the subproblem.
This is still a ongoing research, in its very early stage. A computational implementation of
a branch-price-and-cut method for the p-step formulation is in course and should be finished
soon. Computational results will be reported in a future version of this working paper.
6 Conclusions 17
Acknowledgments
The authors are thankful to Claudio Contardo and Silvio Araujo for pointing out references
[24] and [11] in private communication.
References
[1] R. Baldacci, E. Bartolini, and A. Mingozzi. An exact algorithm for the pickup and
delivery problem with time windows. Operations research, 59(2):414–426, 2011.
[2] R. Baldacci, A. Mingozzi, and R. Roberti. Recent exact algorithms for solving the
vehicle routing problem under capacity and time window constraints. European Journal
of Operational Research, 218(1):1–6, 2012.
[3] J. E. Beasley and N. Christofides. An algorithm for the resource constrained shortest
path problem. Networks, 19(4):379–394, 1989.
[4] A. Ceselli, G. Righini, and M. Salani. A column generation algorithm for a rich vehicle-
routing problem. Transportation Science, 43(1):56–69, 2009.
[5] A. Chabrier. Vehicle routing problem with elementary shortest path based column
generation. Computers and Operations Research, 33(10):2972 – 2990, 2006.
[6] C. Contardo, G. Desaulniers, and F. Lessard. Reaching the elementary lower bound in
the vehicle routing problem with time windows. Networks, 65(1):88–99, 2015.
[7] G. Desaulniers, F. Lessard, and A. Hadjar. Tabu search, partial elementarity, and gen-
eralized k-path inequalities for the vehicle routing problem with time windows. Trans-
portation Science, 42(3):387–404, 2008.
[8] G. Desaulniers, J. G. Rakke, and L. C. Coelho. A branch-price-and-cut algorithm for
the inventory-routing problem. Transportation Science, 2015.
[9] M. Desrochers. An algorithm for the shortest path problem with resource constraints.
Technical report, Technical Report G-88-27, GERAD, 1988.
[10] D. Feillet, P. Dejax, M. Gendreau, and C. Gueguen. An exact algorithm for the ele-
mentary shortest path problem with resource constraints: application to some vehicle
routing problems. Networks, 44:216–229, 2004.
[11] I. Fragkos, Z. Degraeve, and B. De Reyck. A horizon decomposition approach for the
capacitated lot-sizing problem with setup times. INFORMS Journal on Computing,
28(3):465–482, 2016.
[12] R. Fukasawa, H. Longo, J. Lysgaard, M. P. de Araga˜o, M. Reis, E. Uchoa, and R. F.
Werneck. Robust branch-and-cut-and-price for the capacitated vehicle routing problem.
Mathematical programming, 106(3):491–511, 2006.
6 Conclusions 18
[13] B. L. Golden, S. Raghavan, and E. A. Wasil. The vehicle routing problem: latest advances
and new challenges, volume 43. Springer, 2008.
[14] J. Gondzio, P. Gonzalez-Brevis, and P. Munari. New developments in the primal-dual
column generation technique. European Journal of Operational Research, 224(1):41–51,
2013.
[15] J. Gondzio, P. Gonza´lez-Brevis, and P. Munari. Large-scale optimization with the primal-
dual column generation method. Mathematical Programming Computation, 8(1):47–82,
2016.
[16] S. Irnich and G. Desaulniers. Shortest path problems with resource constraints. In
G. Desaulniers, J. Desrosiers, and M. M. Solomon, editors, Column Generation, pages
33–65. Springer US, 2005.
[17] S. Irnich, P. Toth, and D. Vigo. The family of vehicle routing problems. In P. Toth and
D. Vigo, editors, Vehicle routing: Problems, methods, and applications, MOS/SIAM Ser
Optim, pages 1–33. 2014.
[18] G. Laporte, P. Toth, and D. Vigo. Vehicle routing: historical perspective and recent
contributions. EURO Journal on Transportation and Logistics, 2(1-2):1–4, 2013.
[19] M. E. Lu¨bbecke and J. Desrosiers. Selected topics in column generation. Operations
Research, 53(6):1007–1023, 2005.
[20] R. Martinelli, D. Pecin, and M. Poggi. Efficient elementary and restricted non-elementary
route pricing. European Journal of Operational Research, 239(1):102–111, 2014.
[21] P. Munari and J. Gondzio. Using the primal-dual interior point algorithm within the
branch-price-and-cut method. Computers & Operations Research, 40(8):2026 – 2036,
2013.
[22] P. Munari and J. Gondzio. Column generation and branch-and-price with interior point
methods. Proceeding Series of the Brazilian Society of Computational and Applied Math-
ematics, 3(1), 2015.
[23] D. Pecin, A. Pessoa, M. Poggi, and E. Uchoa. Improved branch-cut-and-price for capac-
itated vehicle routing. Mathematical Programming Computation, pages 1–40, 2016.
[24] B. Petersen and M. K. Jepsen. Partial path column generation for the vehicle routing
problem with time windows. In International Network Optimization Conference (INOC),
2009,, pages 1–6, 2009.
[25] M. Poggi and E. Uchoa. New exact algorithms for the capacitated vehicle routing prob-
lem. In P. Toth and D. Vigo, editors, Vehicle routing: Problems, methods, and applica-
tions, MOS/SIAM Ser Optim, pages 59–86. 2014.
[26] L. D. P. Pugliese and F. Guerriero. A survey of resource constrained shortest path
problems: Exact solution approaches. Networks, 62(3):183–200, 2013.
6 Conclusions 19
[27] G. Righini and M. Salani. New dynamic programming algorithms for the resource con-
strained elementary shortest path problem. Networks, 51(3):155–170, 2008.
[28] F. Semet, P. Toth, and D. Vigo. Classical exact algorithms for the capacitated vehicle
routing problem. In P. Toth and D. Vigo, editors, Vehicle Routing: Problems, Methods,
and Applications, MOS/SIAM Ser Optim, pages 37–58. 2014.
[29] P. Toth and D. Vigo. Vehicle Routing: Problems, Methods and Applications. MOS-SIAM
Series in Optimization, Second edition, 2014.
