In this paper, we apply Value-At-Risk (VaR) approaches on the problem of yearly electric generation management. In a classical approach, the future is modelled as a markov chain and the goal is to minimize the average generation cost over this uncertain future. However, such a strategy could lead to big financial losses if worst case scenarios occur. The two VaR approaches we propose, precisely aim at robustifying the model. On a practical point of view, it amounts to introduce a new set of constraints modelling the uncertainties in the original optimization problem or equivalently to change the dual objective function. The new optimization problems are solved as efficiently as the nominal model. Numerical simulations are presented and discussed for this application.
Introduction
In this paper, we are interested in optimization problems arising in electrical yearly power management. Given electric generation plants (nuclear, thermal and hydroelectric power generator plants, demand side management contracts modelled as a virtual plant called EJP), the objective is to minimize the production cost over a yearly horizon, to fulfill operating constraints of generation units and the equilibrium between production and demand at each time step. In practice, the modelling approach is highly depending on the time horizon of the optimization problem : for short time horizons, typically daily or weekly, the problem is generally assumed to be deterministic (cf. [1] , [2] ), whether for longer management horizons, a special emphasis is done on the stochastic nature of data and events. In particular, on a yearly scale, reservoir inflows, demand, availability of the plants as well as electricity prices cannot be considered to be deterministic : in France, for example, winter costumer's demand has uncertainties that can reach one GW per decreasing temperature degree while the peak loads are around 70 GW ! So a true challenge is to ensure robustness of computed optimal production and marginal value face to various uncertainties like customer demand but also water inflows or plants unavailability.
In general, for yearly generation management, utilities are not interested in generation scheduling but rather management strategies or Bellman values to perform Monte Carlo analysis of the futur. Since Stochastic Dynamic Programming quickly comes to its limits for the optimization of high dimensional state systems, a decomposition approach is usually necessary [3] . In our case, a large scale numerical optimization is first formulated and solved solved using Lagrangian relaxation to provide marginal costs on a scenario tree. Then, those marginal costs are used to compute local feed-backs (see below section 2.1 for details). This decompostion framework that could be compared to the Dual Stochastic Dynamic Programming method [4] is based on the adaptation of [5] to yearly generation management. The main drawback of this scheme relies in the local aspect of the feed-back functions that loses the robustness of the global Bellman function.
In this paper, we show that a Value-At-Risk (VaR) approach for modelling uncertainties allows to enhance the robustness properties of those local feed-back laws with the following practical benefits: (i) significant reduction of the variance of simulated cost -up to 38% of reduction for a comparable average cost if the worst case scenario occurs -; (iii) parsimonious use of water reservoir; (ii) reduction of very high cost strategies. Moreover, we will show that there exits VaR approaches on the dual optimization problem that preserve the space decomposition approach while having a very nice economical and physical interpretation. The first one comes from a primal relaxation on the demand side -how to control the sales turnover face to uncertainty of the demand ?-and the second one from a dual relaxation -how to control the production costs face to plant random unavailability ?-.
The sequel is organized as follows. In the next section, the optimization model is described and special focus is given on random events and inputs. Section 3 deals with the robustification issues, the VaR approaches, the connection between VaR and duality as well as implementation issues. Section 4 presents some numerical results comparing the performances of the nominal and robust models and finally some additional modelling details are given in the appendix.
Setting of the physical model
The physical model is a stochastic dynamic system where the random inputs are the costumer's demand, the unavailability of the thermal units and the quantity of natural water inflows. With a representation of the random inputs and events as Markov chains, we can naturally formulate the optimization problem as a finite horizon discrete time stochastic control problem on a scenario tree representing the behavior of the random inputs and states.
Model setting
We aim at minimizing the average production cost along the scenario tree. If we describe at each node n of the tree the states of the plant production unit ℓ by the variable x ℓ n and the commands applied to this plant by u ℓ n , the stochastic control problem may be formulated as [6] :
where
• L is the set of plants and O is the set of the nodes,
• π n is the probability to be at node n,
• P n is the set of time subdivisions associated to node n,
• x ℓ n (p) the state of plant ℓ at node n and time subdivision (p), • u ℓ n (p) is the control variable of plant ℓ at node n and time subdivision (p),
) is the production of plant ℓ in the state x ℓ n when command u ℓ n (p) is applied to this plant at node n and time subdivision (p),
• D n (p) is the costumer demand at node n and time subdivision (p),
is the production cost when command u ℓ n (p) is applied to unit ℓ in the state x ℓ n (p), • χ ℓ is the functional set of constraints on the control and state variables of plant ℓ.
In fact, due to the autonomy of the plants, the model may be reformulated as a linear optimization problem with separated domains of constraints and one coupling constraint (production/demand equilibrium). Each domain of constraint is a dynamic system describing a plant process. Introducing cost vectors c i and coupling matrices A i with ad hoc sizes for i ∈ {1, ..., 4}, we can formally describe (1) in the following way:
where each control variable u • belongs to a set parameterized 1 by the corresponding state variable
• u t , control variable of classical thermal plants, with T as the set of constraints for the thermal plants subset;
• u n , control variable of nuclear thermal plants, with N as the set of constraints for the thermal plants subset;
• x h , state variable of hydraulic plants with u h as the control variable and dynamics described by u h ∈ H(x h );
• x e , state variable of EJP contract, with u e as the control variable and dynamics described by u e ∈ E(x e );
• d ∈ R D , the vector of demands with D = (n • of time subdivision ) × card (O).
Therefore we may write (2) as:
when setting
Notice that in this model, the demand d is a fixed vector corresponding to the realizations of the demand at the different nodes to the scenario tree.
Model Analysis
The efficiency of this model is assessed on a set of independent scenarios representing different evolutions of the demand, the inflows for hydro reservoirs and the outages of the thermal units. For each scenario, a generation schedule as well as its cost are determined (a detailed description of the implementation of the generation schedule is given in the appendix). Such a model has intrinsic limitations essentially linked to the fact that the strategy computed by the algorithm above is optimal only on the optimal trajectory of each reserve. In this sense, the Bellman functions obtained by Stochastic Dynamic Programming on marginal values only give a local optimum. The 1 see Appendix A2 for a detailed plants description effect of using such local feedbacks as global strategies is to create a high volatility of scenarios costs. So it is desirable to strengthen this model by including a more reliable model of uncertainty on the scenarios at the earliest stages of the problem setting. The goal is to ensure some regularity of the optimal strategies with respect to the inputs of the optimization problem. In other words we would like to find a robust counterpart with the following properties:
(i) reduce the volatility of the simulated costs over a continuum set of reasonable scenarios;
(ii) reduce the number of extreme case optimal strategies (parsimonious use of water reservoir that might not be nearly empty for a long period);
(ii) reduce the number of very high cost optimal strategies.
We will see in the next section that such an objective of variance reduction may be easy to formulate in a Value-At-Risk setting. Let (ω, r, x) → f (r(ω), x) be a concave (with respect to x) income functional depending on a random function ω → r(ω) where x ∈ X ⊂ R n is deterministic variable, X being a non empty closed and bounded set. A Value-At-Risk (VaR) approach allows us to choose x leading to the maximal possible income with a given confidence level 0 < ε < 1. Typically, if we have additional constraints on x expressed as g(x) ≥ 0, one formulates the following optimization problem :
Let Φ be the cumulative distribution function of the Gaussian density. Following [7] and [8] , we can find a Risk Averse solution (indeed a prudent one as upper bound of the optimum) in some usual cases when solving:
where κ(ε) is a risk factor depending on the assumptions on the distribution:
For instance is f (c(ω), x) = c(ω) T x is a linear function of x, the problem (V aR ε ) simply reduces
and if Γ is invertible the above problem appears as the Robust Counterpart of the problem
where the uncertainty set chosen for the random vector c(ω) is the ellipsoid:
Now it is clear that a VaR approach is a practical way to calibrate a variance penalty term for a maximization of a random functional. In the case of power generation management, it means that we aim to find the best compromise between production cost and volatility of strategies at (possibly) the extra cost of some sub-optimality on the most favorable scenarios. This approach is very easy to set as a regularization approach for linear programs because one only needs to specify a risk exposure level ε.
Remark 3.1 Being a covariance matrix, Γ is symmetric and positive semidefinite, and using the induced norm, the objective function in (10) may be written as E ω [c(ω)x] − κ(ε) x Γ . Therefore a VaR regularization appears as an Han Penalization for the problem:
where the penalization coefficient is chosen on a probabilistic basis. We mention that in the convex case, there exists some sufficient conditions linking κ(ε) to the dual norm of • Γ that ensures the exactness of this penalization. Remarking that if Γ ≻ 0, the dual norm is • Γ −1 , we can mention that the condition given in [9] reduces to κ(ε) ≥ λ Γ −1 where λ is the lagrange multiplier associated to the optimal solution. Therefore :
, where λ min (Γ) is the smallest eigenvalue of Γ.
(ii) Optimizing the smallest eigenvalue of the covariance matrix Γ will allow to reduce the bound on ε and then to enforce the constraint of risk reduction: P (c(ω)x ≥ γ) ≥ 1 − ε. So any matrix calibration technique that will reduce the condition number of the covariance matrix by increasing the smallest eigenvalue will provide additive degree of freedom if we use a probabilistic constraint to control the income.
Application to the Power Generation Model
The idea is to take advantage of a decomposition of the dual optimization problem to introduce a VaR modelization on two subproblems : first on the uncertainty on the demand and next on the unavailability of thermoelectric plants. To begin with, we point out that the dual problem of (3) is max λ∈R D θ(λ) where:
once we have introduced the partial dual functions:
Now it is natural to robustify (3) by formulating a VaR problem on the subsystem with random information or state : θ d for the costumer's demand d and (θ T , θ N , θ H ) for the states of the thermal, nuclear and hydro plants.
Primal Relaxation and Dual VaR regularization of the demand
The idea is to make a primal relaxation on the predictions made for the demands on the different scenarios (i.e the values of the demand d at the different nodes of the scenario tree) that are prone to errors. Rather than considering that the demands at each node and each time subdivision of the tree are known exactly, we suppose that d belongs to a given uncertainty set E which is the ellipsoid given by:
) and κ(ε) depends on the assumptions made on the distribution of the demand (see [10] ). That means that we reformulate the problem (3) as:
This is a relaxation of problem (3): the demand vector is no longer fixed but can be any vector from the ellipsoid E. Solving (16) by duality amounts to solve max
Now notice that min
where φ E is the support function of the uncertainty set E and is given by :
Note that the robustification just turns out to replace
. We can notice that the relaxation of the demand in the ellispoid E in problem (16) amounts to use a VaR approach on the dual problem of problem (LP). Indeed, using a VaR orientated technique, as the demand d is random, instead of maximizing θ(λ) (which is the dual problem of problem (LP)) we could maximizeθ(λ) + γ * (λ), where
From subsection 3.1 this VaR approach reduces to max λ θ R (λ), which is the dual problem of prob-
In what follows, this VaR approach will be denoted by V aR F A .
Economical Interpretation. The problem (19) may be interpreted as the maximization of the minimal Sales Turnover that can be ensured with an arbritary degree of confidence. In other words, a performing regularization strategy by a relaxation of the costumer's demand leads to the reduction of the volatility of the sales turnover.
VaR approach on the dual thermal problem
In this subsection, we intend to exploit a stochastic model of the unavailability of the thermal plants in order to formulate a Value-At-Risk problem on the costs of thermoelectric power generation. Let ℓ be a thermal unit with n ℓ thermal groups. Let α j,ℓ (t) be the probability that group j of unit ℓ works at time step t and U t j,ℓ the random variable such that U t j,ℓ = 1 if group j works at time step t and U t j,ℓ = 0 else. We suppose that the groups are regularly checked and, if necessary, repaired every m 0 time steps. Between two consecutive checking dates, we assume that the availability of the units is not changing. This means that between two consecutive checking dates, a given group is either working or it is out of work during the whole period. If t 0 = 1 and t k = m 0 k for k ∈ N * , then the probabilities α j,ℓ (t), for t = t k , . . . , t k+1 − 1 are the same and we only need to evaluate α j,ℓ (t k ), k ≥ 0. Those probabilities α j,ℓ (t k ) that a group j of unit ℓ works at time step m 0 k will depend on the past evolution of the availability of this group. If at time step t k−1 , the group was out of work, there is a big probability (say 1 − β ℓ 1 with β ℓ 1 small) that it works at time step t k (the time between two checking dates is greater than the mean time to repair) and a small probability β ℓ 1 that it is still out of work at time step t k . Now if the group was working for the last m periods delimited by the last m + 1 checking dates, we can assume that the longer it has been working without failure (the larger m) the more likely it can break down at time step t k . Thus, there is a decreasing function of m, β ℓ 2 (m) such that for any group j of unit ℓ,
A particular case is the case where the state process of a given group is an homogeneous Markov chain where the state space is {F,W} where F stands for the failure state and W for the working state. In this case, β ℓ 2 (m) = β ℓ 2 is fixed and corresponds to the probability for a group of unit ℓ to work on a given period knowing that it was working the period before. The transition matrix for the groups of unit ℓ is given by:
The probability α j,ℓ (t k ) is then given for k ≥ 1 by:
is the probability that group j of unit ℓ works at the first time step. For the simplicity of the exposure, we assume that for a given unit ℓ, either all the groups are working or all the groups are out of work at the first time step. Thus, α j,ℓ (t k ) is j-independent and α ℓ (t k ) will denote the probability that a group of unit ℓ works at time t k . Further, we can partition the scenario tree in subtrees such that the root node and the leaves nodes of a given subtree respectively correspond to time steps t k and t k+1 for some k ∈ N. Thus the unavailability rates at the different nodes of any subtree of this partition are the same for a given unit. Let O = ∪ m k=1 O k be such that O k are the nodes of the k-th subtree S k in this partition. Let
The dual thermal subproblem then writes:
where P ℓ max is the maximal available power of thermal unit ℓ,
gives the programmed unavailability rates for unit ℓ and the times subdivision of the set T k and τ ℓ (k) is the unavailability rate of unit ℓ for the nodes of the set O k . We reformulate this problem as the following problem:
Notice that for quite a number of linear stochastic optimization problems, the random is only in the right hand side of the constraints as it is the case for the dual thermal subproblem. The above simple transformation allows to transfer the random in the objective and to implement a VaR method to compute robust solutions as was described in subsection 3.1. Given a confidence level 0 < ε < 1, we thus now introduce a VaR approach on the thermal plant cost/revenue balance:
This problem may be understood as a problem of maximization of the benefits or equivalently as a problem of minimization of the losses. We now need to study the modelling of the unavailability rates τ ℓ (k) to give an explicit form for problem (20).
Modelling of the unavailability rates τ ℓ (k). LetP ℓ max be the maximal power of a group in unit ℓ. Then the theoretical maximal power available on the thermal unit ℓ is given by P ℓ max = n ℓP ℓ max . The maximal power available of unit ℓ for the nodes of the set O k is then:
If t(k) is the time step associated with the root of the subtree S k , notice that under the above hypothesis, the random variable n ℓ τ ℓ (k) follows the binomial law B(n ℓ , α ℓ (t(k))). We then have
. Now let X ℓ,k be the random variable
As the (τ ℓ (k)) ℓ,k are independent we have:
where the matrix Q ℓk is defined by
From subsection 3.1, (20) amounts to solve:
where κ(ε) = 1−ε ε . Notice that this is a second order cone optimization problem whose dimension will be high in practice (the number of nodes of the tree times the number of subdivision times). Another more conservative approach would be to use a VaR approach for each time subdivision of the nodes. This is possible as the dual thermal subproblem is separable with respect to the time subdivisions of the nodes. The advantage of this approach is that we have an explicit solution for the new dual thermal subproblem and the new dual thermal subproblem is again separable with respect to both the thermal units and the time subdivisions. This allows to solve problems of big sizes. Moreover, the unavailability rate of unit ℓ for each time subdivision follows a binomial law which can be approximated by a Gaussian law if (n ℓ α ℓ (t(k)) ≥ 10 and n ℓ (1 − α ℓ (t(k))) ≥ 10) or n ℓ big enough, say n ℓ ≥ 6. At last, we mention that a particular case would be to consider that α ℓ (t k ) doesn't depend on k. In what follows we both suppose that α ℓ (t k ) doesn't depend on k and that the VaR approach on the thermal subproblem is done at each time subdivision. This will allow to check how the VaR approach on the thermal subproblems gives an immunization with respect to the uncertainty we have on the unavailability of the units which works surprisingly very well in practise.
Economical Interpretation. Qualitatively, one can say that the objective of (V aR Benef ) is to maximize the benefits of a thermal unit while ensuring some robustness with respect to plants random unavailability.
Intermediate summary
At this point, we have introduced two different regularizations on the original dual optimization problem that was initially formulated as :
where the θ j are given by (14).
1. From a relaxation of the demand, we formulate the dual regularized problem
where ε 1 is the confidence level chosen to implement V aR F A .
2. From a rewriting of the random unavailability of the thermal plants, we get
with
where ε 2 is the confidence level chosen to implement V aR Benef . If the we use a VaR technique on the whole thermal subproblem then θ R T (λ) is given by (21). Finally, we can also combine the two previous regularizations as the mixt problem:
4 Implementation and Numerical simulations
Implementation and simulation protocol
To solve the primal optimization problem (3), we have to solve min
, where L is the usual Lagrangian. This will be equivalent to the dual problem max λ θ(λ) if only thermal and hydro units are considered. Indeed, in this case, problem (3) is a below bounded linear program and both the primal and the dual are equivalent to each other. If we take into account EJP contracts, the set of constraints is not convex and the duality gap is strictly positive. However, the weak duality relationship still holds:
Moreover, numerical simulations have shown that the duality gap is generally quite small. The dual problem thus allows us to approximate primal solutions and estimate marginal prices.
Space decomposition for Optimization
First, we describe the space decomposition method for the dual function θ and next, we explain the adaptations necessary for the regularized problems. The dual function θ is non differentiable, concave and separable with respect to the units as it writes θ(λ) = λ
the dual function of the subproblem associated with unit ℓ. This is especially of interest to treat problems of big size as it is the case for our application. To maximize θ (or which is the same to minimize the convex function −θ) we use a bundle method described in [11] . This requires to build a black box which, for any λ ∈ R D is able to compute −θ(λ) and to give an arbitrary subgradient s(λ) ∈ ∂(−θ(λ)). Let L ℓ be the partial Lagrangian associated with the partial dual function corresponding to unit ℓ. The computation of −θ(λ) is done solving the different optimization problems associated with the different production units. As for a computation of a subgradient, if
which shows that P ℓ (λ) ∈ ∂(−θ ℓ (λ)). We then immediately have
More precisely, following [9] , a global resolution by an iterative scheme can be described with 4 steps starting from a reference price λ used to initialize the algorithm with index k = 1 and λ 1 = λ.
1. At iteration k, decomposition in subproblems and computation of the local solution of subproblem ℓ:
2. Evaluation of the dual function θ at the point λ k and computation of a subgradient s(λ k );
3. Updating of the multipliers by the coordinator using a black box method (i.e computation of λ k+1 );
4. Updating of the index k ← k + 1 and go to step 1.
The robustifications proposed still remain within the same framework, so we can solve them in a space decomposition framework. The adaptation of the above algorithm to the robustifications proposed is easy since we just need to modify step 2.
• For the dual regularized problem (V aR F A ), we have to increase the value of the dual function by −κ(ε 1 ) √ λ T Γλ and the sugradient by −κ(ε 1 ) Γλ λ T Γλ where ε 1 is the confidence level used to implement (V aR F A ). So the only extra cost of this model is the estimation of matrix Γ.
• The method V aR benef simply modifies the thermal dual problem which becomes problem (20) (if the VaR approach is done on the whole tree) or (26) else. If (26) is used, then the solution of the new thermal dual problem is still separable with respect to both the units ℓ and the time subdivisions p and the optimal commands u ℓ n,p for time subdivision p, node n, unit ℓ are immediately given by the following formulas:
Data and simulation protocol
The data used for the simulations are inspired from real data. We suppose that each time step is divided in L time subdivisions also called hourly posts. Our generation strategy will be tested on a set of 456 scenarios. To each scenario is associated a realization of the inflows in the reservoirs, the unavailability rates of the thermal units and of the demand at each time subdivision of the year. From these scenarios we build 3 different trees. Each tree corresponds to a vision more or less difficult of the evolution of the inflows and the demand on the coming year. We will call those trees Easy tree, Median tree and Difficult tree with evident interpretation of the predictions of the demands and the inflows on those trees. The scenario trees are trees of depth 364 days, with 5227 nodes. At each node, we know the demand vector of the demands for all the posts p of this node, the inflows for all the hydro reservoirs and the programmed unavailability rates of all the hydro and thermal units. There are L = 3 hourly posts per day. We use the following generation units:
• Eleven thermal units. Every thermal unit ℓ is described by its (unitary) generation cost, its maximal and minimal power, the number of thermal groups and the probability α ℓ that a group works.
• Two independent hydro plants. Each hydro plant is connected to a different reservoir. We know the maximal stock (in GWh) of each reservoir, the initial stock of each reservoir and the maximal power (in MW) of each plant. The maximal stock of the biggest reservoir is around 30 times that of the other reservoir. This explains why we will essentially be interested in the evolution of the biggest reservoir stock on the year.
• An EJP contract of 22 days with maximal available power: P 1 J = 2467 MW. Before presenting the results it remains to explain how the covariance matrix Q involved in V aR F A method is chosen.
Calibration of the covariance matrix Q
Since all we had were the scenarios of demands and the demands at the nodes of the three different trees generated from those scenarios following the lines of [5] , it was difficult to calibrate the matrix Q. However, to have an idea of the impact of this method on the simulation process we supposed the demand at the different hourly posts were uncorrelated. We thus had to deem the diagonal elements of Q corresponding to the variances σ 2 (n, p) of the demand for node n and post p. This node n is associated to a time step t. To estimate σ(n, p) we sort the demands of this time step by increasing order. Let's denote by d t (i) , 1 ≤ i ≤ m the sample of demands ordered by increasing order for time step t. We then choose for σ(i) which determines the uncertainty we have on d
with the convention d 
Numerical results

Central and dispersion characteristics of the costs.
We provide the mean and the standard deviation of the simulated costs. We also give the empirical quantile of order 0.95 (VaR 5%) and of order 0.99 (VaR 1%) of the distribution of these costs. We give the results using the three different trees (Easy, Median and Difficult tree) to solve the optimization problem and for all the methods. We also take a look at the method (called Mixt) consisting in cumulating the two modifications proposed by the two VaR approaches. Central and dispersion characteristics of the empirical distribution of the simulated costs on the Difficult tree (management horizon of 1 year).
We will essentially notice the following points:
• The average managing costs on the whole scenarios and for each of the three trees are quite close for the four methods considered. For method V aR F A , the average costs are between 3.2% and 4.4% greater than the nominal method. For method V aR benef and Mixt, the costs can be greater or less than those of the nominal method. Nevertheless, those costs only vary between 0.08% and 1.7% compared with those of the nominal model.
• Method V aR F A does not go into the good sense as the standard deviation of the costs as well as the VaR at 1% and 5% are greater than the same quantities computed for the nominal model. As for the methods V aR benef and Mixt they lead in all the cases to reductions of the standard deviation of the costs (till 38% of reduction on the Difficult tree) and of the VaR at 1% and 5%. A reason that could explain the bad results of method V aR F A would be that the relaxation of the demand constraint in an ellipsoid works as an opportunity for the system to have an another reserve to perform its optimisation. But, this reserve does not exist in the Monte-Carlo simulation and thus, the strategy reveals itself to be too optimistic.
The good results of V aR benef could be attributed to the fact that the thermal problem is the optimization problem really dimensioning (the total thermal costs are around 100 times greater than the maximal valorization possible of the biggest reservoir). It thus indeed seems interesting to envisage a robust approach which takes into account the only random involved in the thermal subproblem : the unavailability rates of the thermal plants. 
Easy tree
Median tree Difficult tree Figure 1 : Evolution of the average stock (in MWh and on the whole scenarios) of the biggest reservoir during the year for all the methods and using the Easy, Median and Difficult trees as a support of the optimization process.
For a given method, the strategy of management of the biggest reservoir softly vary when we change the scenario tree. The nominal and V aR F A methods tend to empty more the reservoir whose level increases at the end of the year. The methods V aR benef and Mixt do not use the reservoir or very little at the beginning of the year. Globally, the reservoir has a higher level with those methods and is nearly full (its maximal stock is 3500 GWh) at the end of the year. In what follows, we say that the biggest reservoir (res for short) is at a low level if it contains at most 5% of its maximal stock. We say that a reservoir is at a high level if it attains a level greater or equal to its level at the beginning of the year less 5% of its maximal stock. Using those notations the array below permits to precise tendencies already observed on the above curves.
# of weeks
High level res
Low level res Init V aR F A V aR benef Mixt Init V aR F A V aR benef Mixt  1  437  405  456  456  426  456  5  9  2  421  387  456  456  423  456  4  4  3  408  377  456  456  423  456  3  3  4  390  344  456  456  417  456  3  2  5  375  312  456  456  412  456  3  2  10  201  64  456  449  365  456  0  0  15  69  0  449  410  256  456  0  0  20  29  0  438  373  92  453  0  0  25  10  0  414  329  14  257  0  0  30  5  0  371  268  0  25  0  0 Number of scenarios among 456 for which the biggest reservoir is at least X weeks with a high or low level (optimizer launched on the Difficult tree and with all the methods).
4.2.3
Comparison of the distribution of the costs. The empirical densities of the management costs for the nominal and V aR F A methods have tails of distribution bigger than those of methods V aR benef and Mixt. A few scenarios are of very high cost for the nominal and V aR F A methods. On the contrary, the dispersion of the costs for the models V aR benef and Mixt is smaller. We can illustrate those words by a few figures:
• The shape below of the empirical cumulative distribution function of the management costs confirms this tendency. The nominal method has a bigger density of scenarios whose cost is less than 4.7 * 10 8 . On the other hand, there exists a non neglectable number of scenarios of high costs. For V aR F A , it is worse as the density of scenarios whose cost is less than 4.7 * 10 8 is small. 
Conclusion
This paper has presented an application of Value-At-Risk methods to robustify a stochastic optimization problem of yearly electric generation management. The starting point of our investigation was a nominal model which conducted to a big standard deviation of the costs and which emptied too much the hydro reservoirs. Two models have been proposed to reduce those drawbacks. If the first model has not been concluding in practice, the second model has revealed very adapted to the objectives. On the one hand, this model conducts to a diminution of the standard deviation of the simulated management costs. On the other hand it tends to empty less the biggest reservoir. The success of this model comes from the fact that it modifies the thermal problem which is the optimizing problem really dimensioning. The model V aR F A , as for itself, is a classical robustification of the dual problem which takes into account the uncertainty on the demand. From a theoretical point of view, it permits to somehow stabilize the Lagrange multipliers which correspond to electricity prices in our application. On the other hand, this method should be interesting on difficult scenarios. To improve the results of this method, the problem of estimation of the matrix Γ should be carefully studied.
• λ n,p is the price of electricity for post p.
• D n (p) is the electricity demand for post p.
We will also use the following notations to describe the scenario tree:
• τ (n) is the time step associated to node n.
• F (n) is the father node of node n.
• S(n) is the set of son nodes of node n.
• π n is the probability to be at node n ( τ (n)=t π n = 1 ∀ t) and π T (n) is the probability to go from F (n) to n.
• O is the set of nodes ( N = card O).
• T is the last time step and O T is the set of leaves.
• d n,p is the duration of post p at node n.
Other variables are attached to a node. They will be introduced in the description of the power generation units models. We give below the example of a scenario tree. In this example we have F (1) = 0, S(2) = {4, 5}, . . . A scenario in the tree is thus a path from the root node 0 to a leaf node. The construction of the tree is based on aggregation procedures using historical data (demand, inflows,...). Those problems are discussed in [5] , [15] . Given this representation of random events, the global problem of yearly power management scheduling consists in minimizing the average generation cost over the random tree while satisfying the demand constraint and the operating constraints of the generation units. It expresses as (1) . The reader should be aware that the solutions of this problem are indexed by the nodes of the scenario tree. If the scenario that occurs is represented in the tree we will have a generation schedule for this scenario. For a generation schedule that is not represented in the tree see subsection A.4.
A.2 Modelling of power generation units
Three kinds of generation units are modelled : the thermal, hydro and EJP units. • τ ℓ f,n the random unavailability rate, realization of a random variable τ ℓ .
• τ ℓ T,n the programmed unavailability rate (deterministic).
• P ℓ max the maximal power (in MW) of unit ℓ.
2. The generation costs : ∀n ∈ O the thermal costs are
where c ℓ is the unitary production cost for unit ℓ.
Hydro Units. An hydro valley is a set of interconnected plants and reservoirs with natural inflows in each reservoir. The state variables are the contents of the reservoir and the command variables are the discharge of the turbines and the water poured out of the reservoirs. In this yearly model, the total hydro production is aggregated in two different reservoirs non-interconnected. They both represent the total production capacity of the hydro generation units. The constraints are of two kinds: bounds on the volume of each reservoir, on the discharged water, and flow balance equations at each reservoir. Let ℓ be an hydro plant. We will use the following notations:
• x ℓ n is the content (in MWh) of the unique reservoir associated to ℓ at the beginning of time step τ (n). x ℓ min and x ℓ max are the lower and upper bounds (in MWh) on reservoir ℓ level.
• τ ℓ H,n is the programmed unavailability rate (deterministic)
• a ℓ n,p is the natural inflow (in MWh) in reservoir ℓ for node n, post p. a ℓ n = p∈Pn a ℓ n,p .
• P ℓ max is the maximal power of hydro plant ℓ.
• dev • V ℓ H (x) is the value of the water stock x of reservoir ℓ at the last time step T . The operating costs for all reservoirs are null for τ (n) < T . Hence, only the value of the water stock at time T is taken into account.
If L H is the set of hydro units, the hydro problem thus consists in minimizing
(30) EJP contracts. An EJP contract ℓ is represented by a production unit with the following features:
• J ℓ is the total number of days the contract can be used.
• Each day, either the contract is used all day long or it is not used. A command variable t ℓ n defined for all node n permits to know whether the contract ℓ is used at node n (t ℓ n = 1) or not (t ℓ n = 0).
• s ℓ n is the stock (in days) still available on the contract ℓ for node n at the beginning of time step τ (n).
• V ℓ J (.) is the function defining the value of an EJP stock at the last time step T for contract ℓ.
• The power linked to contract ℓ is P ℓ J . Given a starting stock J ℓ on EJP contract ℓ we maximize the value of the EJP stock at time step T which yields to the following problem: 
if L J is the set of EJP contracts. Thus if ℓ ∈ L J , the EJP command u ℓ n,p is given by t n P ℓ J d n,p . To be complete, we should take into account nuclear power plants. However, this would not change much things as they can be modelled in a similar way (see [16] ). Using this modelling for the generation units, the constraint of satisfaction of the demand writes D n (p) = 
A.3 Solving the different dual subproblems
We briefly detail the first step of the space decomposition algorithm given in subsection 4.1.1. The nominal thermal dual subproblem has an evident solution and the hydro subproblem is a linear optimization problem of big size (around 36 000 variables in our case) solved using interior point methods. The EJP problem is an NP complete, non convex optimization problem solved using dynamic stochastic programming. We know, for every contract ℓ, the values at the last time step T of all possible values of the EJP stock x : V ℓ J (x, T ). We deduce, using HJB equations, (backward phase) the bellman values V ℓ (x, n) for all contract ℓ and all node n: Knowing the stock of every contract ℓ at the beginning of the year, the forward phase consists in deducing the optimal EJP commands to apply using the bellman values computed in the backward phase. Both kinds of methods used (dynamic stochastic programming and interior points methods) have a complexity that depends on the dimension of the dual space . A known drawback of dynamic programming is that its complexity grows exponentially with the state variable dimension.
A.4 The simulation process
The resolution of (P ) provides optimal marginal prices λ * n,p that are useful to elaborate a strategy which, for any realization of the random variables on the time period, will allow the computation of a generation schedule. This strategy has the form of Bellman functions and are computed with the following version of the Bellman principle. Let a reserve ℓ be given. For the last time step T , the Bellman function V ℓ (x, n) is known for each stock level x and node n of the leaves. Between two grid points, the value is supposed to be linear. The Bellman values V ℓ (x, n) for all the nodes n of the tree and all stock step x are computed using the following recursive formula: 
if ℓ stands for an EJP contract. The Bellman function for time step t is then given by: V ℓ (x, t) = n∈ t π(n)V ℓ (x, n) for stock x, unit ℓ. This algorithm is only a stochastic dynamic programming (SDP) performed on marginal values. Once those Bellman functions are computed, it is possible to perform a Monte-Carlo simulation of the generation scheduling using δ x V ℓ (x, t) as a "fuel cost" of the energy kept in the reserve ℓ.
