Decision trees have been widely recognized as one of the most effective techniques for classification in the data mining context, particularly when dealing with business oriented applications, such as those arising in the frame of customer relationship management. We propose an algorithm for generating decision trees in which multivariate splitting rules are based on the new concept of discrete support vector machines. By this we denote a discrete version of SVMs in which the error is properly expressed as the count of misclassified instances, in place of the misclassification distance considered by traditional SVMs, and an additional term is considered in order to reduce the complexity of the rule generated. The resulting mixed integer programming problem formulated at each node of the decision tree is then efficiently solved via a sequential LP-based heuristic. We then devise a procedure for generating decision trees in which a multivariate splitting rule is derived at each node from the approximate solution of the proposed discrete SVM. Alternative approximation algorithms based upon truncated branch and bound and tabu search methods are also discussed. Computational tests performed on several well-known benchmark datasets indicate that our algorithm consistently outperforms other classification approaches in terms of accuracy, and is therefore capable of good generalization on future unseen data. Further testing on marketing datasets of realistic size have proven the applicability of our algorithm to massive classification tasks.
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