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Abstract. In this paper, we analyze the behavior of the global cluster-
ing coefficient in scale free graphs. We are especially interested in the
case of degree distribution with an infinite variance, since such degree
distribution is usually observed in real-world networks of diverse nature.
There are two common definitions of the clustering coefficient of a graph:
global clustering and average local clustering. It is widely believed that in
real networks both clustering coefficients tend to some positive constant
as the networks grow. There are several models for which the average
local clustering coefficient tends to a positive constant. On the other
hand, there are no models of scale-free networks with an infinite variance
of degree distribution and with a constant global clustering.
In this paper we prove that if the degree distribution obeys the power
law with an infinite variance, then the global clustering coefficient tends
to zero with high probability as the size of a graph grows.
1 Introduction
In this paper, we analyze the global clustering coefficient of graphs with a power-
law degree distribution. Namely, we consider a sequence of graphs with the degree
distribution following a regularly varying distribution F . Our main result is the
following. If the degree distribution has an infinite variance, then the global
clustering coefficient tends to zero with high probability.
It is important to note that we do not specify any random graph model,
our result holds for any sequence of graphs. The only restriction we have on a
sequence is the distribution of degrees: we assume that the degrees of vertices
(except one vertex, see the explanation at the end of Section 3) are i.i.d. random
variables following a regularly varying distribution with a parameter 1 < γ < 2.
Our results are especially interesting taking into account the fact that it was
suspected that for many types of networks both the average local and the global
clustering coefficients tend to non-zero limit as the network becomes large. It is
a natural assumption as in many observed networks the values of both clustering
coefficients are considerably high [9]. Note that actually these observations do
not contradict ours:
– Large values of global clustering coefficient are usually obtained on small
networks.
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– For the networks with the power-law degree distribution the observed global
clustering is usually less than the average local clustering, as expected.
– Our results can be applied only to networks with regularly varying degree
distribution. If a network has, for example, a power-law degree distribution
with an exponential cut-off, then our results cannot be applied.
The rest of the paper is organized as follows. In the next section, we discuss
two definitions of the clustering coefficient. Then, in Section 3, we formally define
our restriction on the sequence of graphs. In Section 4, we prove that a simple
graph with the given degree sequence exists with high probability. In Section 5,
we prove that the global clustering coefficient for any such sequence of graphs
tends to zero. Then we discuss one graph constructing procedure which gives a
sequence of graphs with superlinear number of triangles, but the global clustering
coefficient for such sequence still tends to zero. Section 7 concludes the paper.
2 Clustering coefficients
There are two popular definitions of the clustering coefficient [3,9]. The global
clustering coefficient C1(Gn) is the ratio of three times the number of triangles
to the number of pairs of adjacent edges in Gn. The average local clustering
coefficient is defined as follows: C2(Gn) =
1
n
∑n
i=1 C(i), where C(i) is the local
clustering coefficient for a vertex i: C(i) = T
i
P i2
, where T i is the number of edges
between the neighbors of the vertex i and P i2 is the number of pairs of neighbors.
Note that both clustering coefficients equal 1 for a complete graph.
It was mentioned in [3,9] that in research papers either average local or global
clustering are considered. And it is not always clear which definition is used. On
the other hand, these two clustering coefficients differ. It was demonstrated in
[11] that for networks based on the idea of preferential attachment the difference
between these two clustering coefficients is crucial.
Note that both definitions of the clustering coefficient work only for graphs
without multiple edges. Also, most measurements on real-world networks do
not take multiple edges into account. Therefore, further we consider only sim-
ple graphs: graphs without loops and multiple edges. Clustering coefficient for
weighted graphs can also be defined (see, e.g., [10]). We leave the analysis of the
clustering coefficient in weighted graphs for the future work
3 Scale-free graphs
We consider a sequence of graphs {Gn}. Each graph Gn has n vertices. We
assume that the degrees of these vertices are independent random variables fol-
lowing a regularly varying distribution with a cumulative distribution function
F such that:
1− F (x) = L(x)x−γ , x > 0, (1)
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where L(·) is a slowly varying function, that is, for any fixed constant t > 0
lim
x→∞
L(tx)
L(x)
= 1.
There are other obvious restrictions on the function L(·), for instance, the func-
tion 1−L(x)x−γ must be a cumulative distribution function of a random variable
taking positive integer values with probability 1. Further in this paper we use
the following property of slowly varying functions: L(x) = o (xc) for any c > 0.
Note that (1) describes a broad class of heavy-tailed distributions without
imposing the rigid Pareto assumption. Power-law distribution with parameter
γ + 1 corresponds to the cumulative distribution 1 − F (x) = L(x)x−γ . Further
by ξ, ξ1, ξ2, . . . we denote random variables with the distribution F . Note that
for any α < γ the moment Eξα is finite.
Models with γ > 2 and with the global clustering coefficient tending to some
positive constant were already proposed (see, e.g., [11]). Therefore, in this paper
we consider only the case 1 < γ < 2.
One small problem remains: we can construct a graph with a given degree
distribution only if the sum of degrees is even. This problem is easy to solve: we
can either regenerate the degrees until their sum is even or we can add 1 to the
last variable if their sum is odd [4]. For simplicity we choose the second option,
i.e., if
∑n
i=1 ξi is odd, then we replace ξn by ξn + 1. It is easy to see that this
correction does not change any of our results, therefore, further we do not focus
on the evenness.
4 Existence of a graph with given degree distribution
4.1 Result
As pointed out in [8], the probability of obtaining a simple graph with given
degree distribution by random pairing of edges’ endpoints (configuration model)
converges to a strictly positive constant if the degree distribution has a finite
second moment. In our case the second moment is infinite and it can be shown
that the probability of obtaining a simple graph just by random pairing of edges’
endpoints tends to zero with n.
However, we can prove that in this case a simple graph with a given degree
distribution exists with high probability and it can be constructed, e.g., using
Havel-Hakimi algorithm [6,7].
Theorem 1 For any δ such that 1 < δ < γ with probability 1−O (n1−δ) there
exists a simple graph on n vertices with the degree distribution defined above.
4.2 Auxiliary results
We use the following theorem proved by Erdo˝s and Gallai in 1960 [5].
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Theorem 2 (Erdo˝s–Gallai) A sequence of non-negative integers d1 ≥ . . . ≥ dn
can be represented as the degree sequence of a finite simple graph on n vertices
if and only if
1. d1 + . . .+ dn is even;
2.
∑k
i=1 di ≤ k(k − 1) +
∑n
i=k+1 min(di, k) holds for 1 ≤ k ≤ n.
In this case a sequence d1 ≥ . . . ≥ dn is called graphic.
If a degree sequence is graphic, then one can use Havel-Hakimi algorithm to
construct a simple graph corresponding to it [6,7]. The idea of the algorithm is
the following. We sort degrees in nondecreasing order d1 ≥ . . . ≥ dn. Then we
take the vertex of the highest degree d1 and connect this vertex to the vertices of
degrees d2, . . . , dd1+1. After this we get the degree sequence d2 − 1, . . . , dd1+1 −
1, dd1+2, . . . , dn and apply the same procedure to this sequence, and so on.
We also use the following theorem several times in this paper (see, e.g., [1]).
Theorem 3 (Karamata’s theorem) Let L be slowly varying and locally bounded
in [x0,∞] for some x0 ≥ 0. Then
1. for α > −1∫ x
x0
tαL(t)dt = (1 + o(1))(α+ 1)−1xα+1L(x), x→∞ .
2. for α < −1∫ ∞
x
tαL(t)dt = −(1 + o(1))(α+ 1)−1xα+1L(x), x→∞ .
We also use the following known lemma (proof can be found, e.g., in [12]).
Lemma 1 Let ξ1, . . . , ξn be mutually independent random variables, Eξi = 0,
E|ξi|α <∞, 1 ≤ α ≤ 2, then
E [|ξ1 + . . .+ ξn|α] ≤ 2α (E [|ξ1|α] + . . .+ E [|ξn|α]) .
4.3 Proof of Theorem 1
We need the following lemma on the number of edges in the graph.
Lemma 2 For any θ such that 1 < θ < γ with probability 1 − O(n1−θ) the
number of edges E(Gn) in our graph satisfies the following inequalities:
nEξ
4
≤ E(Gn) ≤ 3nEξ
4
.
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Proof. The expectation of the number of edges is
EE(Gn) = nEξ/2 .
Note that for 1 < θ < γ we have E|ξ − Eξ|θ <∞ and
P (|E(Gn)− nEξ/2| ≥ nEξ/4) ≤ 4
θE |∑ni=1 (ξi − Eξ) /2|θ
nθ(Eξ)θ
≤ 8
θnE|ξ − Eξ|θ
nθ(Eξ)θ
= O
(
n1−θ
)
.
Here we applied Lemma 1. This concludes the proof of Lemma 2.
Let us order the random variables ξ1, . . . , ξn and obtain the ordered sequence
d1 ≥ . . . ≥ dn.
We want to show that with probability 1−O (n1−δ) the condition
k∑
i=1
di ≤ k(k − 1) +
n∑
i=k+1
min(di, k) (2)
holds for all k, 1 ≤ k ≤ n.
Note that if k ≥ √2Eξn, then with probability 1−O (n1−δ) we have
k∑
i=1
di ≤ 2E(Gn) ≤ k(k − 1)
as 2E(Gn) ≤ 3Eξ2 n (here we apply Lemma 2 with θ = δ). Therefore the condi-
tion (2) is satisfied.
Now consider the case k <
√
2Eξn. In this case we will show that
n∑
i=k+1
min(di, k) ≥
k∑
i=1
di
which implies the condition (2). Note that min(di, k) > 1 so
n∑
i=k+1
min(di, k) ≥ n−
√
2Eξn .
It remains to show that with probability 1−O (n1−δ) we have
√
2Eξn∑
i=1
di ≤ n−
√
2Eξn . (3)
Fix some α such that δ < α < γ. Consider any β such that
0 < β < min
{
2− δ
γ
,
1
2γ
,
α− δ
γ(α− 1)
}
(4)
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and let
Sn =
n∑
i=1
ξiI
[
ξi > n
β
]
.
We will show that with probability 1−O (n1−δ) we have
√
2Eξn∑
i=1
di ≤ Sn ≤ n−
√
2Eξn (5)
which implies (3). Note that in order to prove the left inequality it is sufficient
to show that with probability 1−O (n1−δ) we have
S′n :=
n∑
i=1
I
[
ξi > n
β
] ≥√2Eξn .
The expectation of S′n is
ES′n = E
n∑
i=1
I
[
ξi > n
β
]
= nP
(
ξ > nβ
)
= nL
(
nβ
)
n−γβ .
Now we will show the concentration:
P
(
|S′n − ES′n| >
ES′n
2
)
≤ 4Var(S
′
n)
(ES′n)2
=
=
4n
(
L
(
nβ
)
n−γβ − (L (nβ))2 n−2γβ)
n2 (L (nβ))
2
n−2γβ
= O
(
nγβ
nL (nβ)
)
= O
(
n1−δ
)
.
Here in the last equation we use the inequality β < 2−δγ , so γβ − 1 < 1− δ.
It remains to note that as β < 12γ for large enough n we have
1
2
nL
(
nβ
)
n−γβ ≥
√
2Eξn .
Now let us prove the right inequality in (5), i.e., prove that with probability
1−O (n1−δ) we have
Sn ≤ n−
√
2Eξn .
As before, first we estimate the expectation of Sn:
ESn = n
∫ ∞
nβ
xdF (x) = −n
∫ ∞
nβ
x d(1− F (x))
= −nx(1− F (x))
∣∣∣∣∞
nβ
+ n
∫ ∞
nβ
(1− F (x)) dx
= nnβn−γβL
(
nβ
)
+ n
∫ ∞
nβ
x−γL(x) dx
∼ n1+β(1−γ)L (nβ)+ n(γ − 1)−1nβ(1−γ)L (nβ) = γ
γ − 1n
1+β(1−γ)L
(
nβ
)
.
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In order to show concentration we first estimate
E
(
ξI
[
ξ > nβ
])α
= −
∫ ∞
nβ
xα d(1− F (x))
= −xα(1− F (x))
∣∣∣∣∞
nβ
+
∫ ∞
nβ
(1− F (x)) dxα
= nαβn−γβL
(
nβ
)
+ α
∫ ∞
nβ
xα−γ−1L(x) dx
∼ nβ(α−γ)L (nβ)+ (γ − α)−1nβ(α−γ)L (nβ) = γ + 1− α
γ − 1 n
β(α−γ)L
(
nβ
)
.
We get
P
(
|Sn − ESn| > ESn
2
)
≤ E|Sn − ESn|
α
(ESn)α
= O
(
nE
(
ξI
[
ξ > nβ
])α
(ESn)α
)
= O
(
n1+β(α−γ)L
(
nβ
)
nα(1+β(1−γ)) (L (nβ))α
)
= O
(
n1−δ
)
.
Here in the last equation we use the inequality β < α−δγ(α−1) .
It remains to note that as γ > 1 for large n we have
γ
2(γ − 1)n
1+β(1−γ)L
(
nβ
)
< n−
√
2Eξn .
5 Global clustering coefficient
5.1 Result
Theorem 4 For any ε > 0 and any α such that 1 < α < min
{
2− γ2 , γ
}
with
probability 1 − O(n1−α) the global clustering coefficient satisfies the following
inequality
C1(Gn) ≤ nε−
(γ−2)2
2γ .
Taking small enough ε one can see that with high probability C1(Gn)→ 0 as n
grows.
5.2 Proof of Theorem 4
We will use the following estimate for C1(Gn):
C1(Gn) ≤
E(Gn)
∣∣{i : ξ2i ≥ E(Gn)}∣∣+∑i:ξ2i<E(Gn) ξ2i
P2(n)
. (6)
Here P2(n) is the number of pairs of adjacent edges in Gn. In order to obtain
inequality (6) we use the following observation. The number of triangles con-
nected to a vertex cannot be larger than the number of edges in a graph. Also,
this number cannot be larger than the degree squared.
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Using Lemma 2 (with θ = α) we get that with probability 1−O (n1−α)
C1(Gn) ≤
3Eξn
4
∣∣∣{i : ξ2i ≥ Eξn4 }∣∣∣+∑i:ξ2i< 3Eξn4 ξ2i
P2(n)
. (7)
Let us find a lower bound for the number of pairs of adjacent edges P2(n).
Lemma 3 For any δ > 0 and any α such that 1 < α < γ with probability
1−O (n1−α) we have
P2(n) ≥ n 2γ−δ .
Proof. Let ξmax = max{ξ1, . . . , ξn}, then
P2(n) ≥ ξmax(ξmax − 1)
2
.
It remains to find a lower bound for ξmax now:
P(ξmax < 2n
1
γ− δ2 ) =
[
P
(
ξ < 2n
1
γ− δ2
)]n
= exp
(
n log
(
1− P(ξ ≥ 2n 1γ− δ2 )
))
= exp
(
n log
(
1− L
(
2n
1
γ− δ2
)
2−γn−γ(
1
γ− δ2 )
))
= exp
(
−n
(
L
(
2n
1
γ− δ2
)
2−γn−1+γ
δ
2
)
(1 + o(1))
)
= exp
(
−L
(
2n
1
γ− δ2
)
2−γnγ
δ
2 (1 + o(1))
)
= O
(
n1−α
)
.
So, with probability 1−O (n1−α) we have
P2(n) ≥ n 2γ−δ .
This concludes the proof of Lemma 3
Now we estimate the number of vertices with large degrees.
Lemma 4 For any δ > 0 and any α such that 1 < α < γ we have
P
(∣∣∣∣∣
{
i : ξi ≥
√
Eξn
4
}∣∣∣∣∣ ≤ n1− γ2+δ
)
= 1−O (n1−α) .
Proof. Let
S′n :=
n∑
i=1
I
[
ξi ≥
√
Eξn
4
]
.
The expectation of S′n is
ES′n = E
n∑
i=1
I
[
ξi ≥
√
Eξn
4
]
= nP
(
ξ ≥
√
Eξn
4
)
= n
(
Eξn
4
)−γ/2
L
(√
Eξn
4
)
.
Global clustering coefficient in scale-free networks 9
We can apply Chernoff bound:
P (S′n > 2ES′n) ≤ exp (ES′n/3) = O
(
n1−α
)
.
It remains to note that for large enough n we have
2ES′n < n1−
γ
2+δ .
Lemma 5 For any δ > 0 and any α such that 1 < α < 2− γ2 we have
P
 ∑
i:ξ2i<
3Eξn
4
ξ2i ≤ n2−γ/2+δ
 = 1−O (n1−α) .
Proof. Let
Sn =
n∑
i=1
ξ2i I
[
ξi <
√
3Eξn
4
]
.
Again, we first estimate the expectation of Sn. Since L(x) is locally bounded we
can apply Karamata’s theorem:
ESn = −n
∫ √ 3Eξn
4
0
x2d(1− F (x))
= −nx2(1− F (x))
∣∣∣∣
√
3Eξn
4
0
+ 2n
∫ √ 3Eξn
4
0
x(1− F (x)) dx
= −n
(
3Eξn
4
)1−γ/2
L
(√
3Eξn
4
)
+ 2n
∫ √ 3Eξn
4
0
x1−γL(x) dx
∼ −n
(
3Eξn
4
)1−γ/2
L
(√
n
)
+ 2n(2− γ)−1
(
3Eξn
4
)1−γ/2
L
(√
n
)
=
γ
2− γ
(
3Eξ
4
)1−γ/2
n2−γ/2L
(√
n
)
.
In order to show concentration we first estimate
E
(
ξ2I
[
ξ <
√
3Eξn
4
])2
= −
∫ √ 3Eξn
4
0
x4 d(1− F (x))
= −x4(1− F (x))
∣∣∣∣
√
3Eξn
4
0
+
∫ √ 3Eξn
4
0
(1− F (x)) dx4
= −
(
3Eξn
4
)2−γ/2
L
(√
3Eξn
4
)
+ 4
∫ √ 3Eξn
4
0
x4−γ−1L(x) dx
∼ −
(
3Eξn
4
)2−γ/2
L
(√
n
)
+ (4− γ)−1
(
3Eξn
4
)2−γ/2
L
(√
n
)
= O
(
n2−γ/2L
(√
n
))
.
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And we get
P
(
|Sn − ESn| > ESn
2
)
≤ 4Var(Sn)
(ESn)2
≤
4nE
(
ξ2I
[
ξ <
√
3Eξn
4
])2
(ESn)2
= O
(
n3−γ/2L (
√
n)
n4−γ (L (
√
n))
2
)
= O
(
nγ/2−1
L (
√
n)
)
= O
(
n1−α
)
.
Here in the last equation we use the inequality α < 2− γ2 .
It remains to note that for large enough n we have
3 γ
2(2− γ)
(
3Eξ
4
)1−γ/2
n2−γ/2L
(√
n
) ≤ n2−γ/2+δ .
This concludes the proof of Lemma 5
Theorem 4 follows immediately from Lemmas 3, 4, 5, and Equation (7).
6 Experiments
In the previous section, we proved that for any sequence of graphs with a regu-
larly varying degree distribution with a parameter 1 < γ < 2 the global cluster-
ing coefficient tends to zero at least as fast as n−
(γ−2)2
2γ . In this case the number
of pairs of adjacent edges is superlinear in the number of vertices and it grows
faster than the number of triangles.
In this section, we present a simple method which allows to construct scale-
free graphs with a superlinear number of triangles. Consider a sequence of graphs
constructed according to Havel-Hakimi algorithm. On Figure 1 we present the
number of triangles, the number of pairs of adjacent edges, and the global clus-
tering coefficient for such graphs. For each n we averaged the results over 100
independent samples of power-law degree distribution. Note that for γ > 2 the
number of pairs of adjacent edges grows linearly and for 1 < γ < 2 it grows as
n2/γ , as expected. The number of triangles grows linearly for γ > 2 and grows
as n3/(γ+1) for 1 < γ < 2. The constant 3/(γ + 1) can be explained in the fol-
lowing way. If the degree distribution follows the power law with a parameter
γ, then the maximum clique which can be obtained is of size n
1
γ+1 since dk ≈ k
for k ∼ n 1γ+1 . This clique gives (k3) triangles. Since Havel-Hakimi algorithm also
connects the vertices of largest degrees to each other, we get ∼ n3/(γ+1) triangles.
To sum up, we can construct a sequence of graphs with n
3
γ+1 triangles and
our theoretical upper bound is n2−
γ
2 . It is easy to see that for 1 < γ < 2 we have
3
γ+1 < 2− γ2 . So, there is a gap between the number of constructed triangles and
the upper bound.
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Fig. 1. Global clustering coefficient for graphs constructed according to Havel-Hakimi
algorithm
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7 Conclusion
In this paper, we analyzed the global clustering coefficient in scale-free graphs.
We proved that for any sequence of graphs with a regularly varying degree
distribution with a parameter 1 < γ < 2 the global clustering coefficient tends
to zero with high probability. We also proved that with high probability a graph
with the required degree distribution exists.
Finally, we demonstrated the construction procedure which allows to obtain
the sequence of graphs with superlinear number of triangles. Unfortunately, the
number of triangles in this case grows slower than the upper bound obtained in
Section 5.
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