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Abstract
Zonal flows in rapidly-rotating celestial objects such as the Sun, gas or ice giants form in a variety of surface patterns and
amplitudes. Whereas the differential rotation on the Sun, Jupiter and Saturn features a super-rotating equatorial region, the ice
giants, Neptune and Uranus harbour an equatorial jet slower than the planetary rotation. Global numerical models covering the
optically thick, deep-reaching and rapidly rotating convective envelopes of gas giants reproduce successfully the prograde jet at
the equator. In such models, convective columns shaped by the dominant Coriolis force typically exhibit a consistent prograde
tilt. Hence angular momentum is pumped away from the rotation axis via Reynolds stresses. Those models are found to be
strongly geostrophic, hence a modulation of the zonal flow structure along the axis of rotation, e.g. introduced by persistent
latitudinal temperature gradients, seems of minor importance. Within our study we stimulate these thermal gradients and the
resulting ageostrophic flows by applying an axisymmetric and equatorially symmetric outer boundary heat flux anomaly (Y20) with
variable amplitude and sign. Such a forcing pattern mimics the thermal effect of intense solar or stellar irradiation. Our results
suggest that the ageostrophic flows are linearly amplified with the forcing amplitude q? leading to a more pronounced dimple
of the equatorial jet (alike Jupiter). The geostrophic flow contributions, however, are suppressed for weak q?, but inverted and
re-amplified once q? exceeds a critical value. The inverse geostrophic differential rotation is consistently maintained by now also
inversely tilted columns and reminiscent of zonal flow profiles observed for the ice giants. Analysis of the main force balance and
parameter studies further foster these results.
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1. Introduction
Zonal flows are an essential part of the dynamics in the
gaseous or liquid envelopes of rotating celestial objects such
as the sun or giant planets. Contrary to the smaller scale non-
axisymmetric flows, zonal flows are very persistent over time.
For the gas planets in our solar system surface zonal flows have
been inferred by tracking cloud features (e.g. Sanchez-Lavega
et al., 2000; Porco et al., 2003, 2005; Vasavada and Showman,
2005). On Jupiter and Saturn a strong prograde (or eastward)
equatorial jet is flanked by several alternating secondary jets at
higher latitudes. Additionally, Jupiter’s main equatorial wind
belt shows a pronounced dimple, where the jet amplitude at
the equator is 30% weaker than the surrounding main max-
ima (Gastine et al., 2013). The surface zonal wind profiles
of Uranus and Neptune are very different, a broad retrograde
equatorial jet and two large prograde bands at mid to higher lati-
tudes (e.g. Sromovsky et al., 1993; Hammel et al., 2005). Zonal
wind speeds are typically characterised relative to the plane-
tary rotation expressed as the Rossby number Ro = uφ/rpΩ,
where uφ is the azimuthal velocity, rp is the planetary radius
and Ω is the angular frequency. The peak equatorial veloci-
ties observed for Jupiter, Saturn, Uranus and Neptune are then
Roe = 0.012, 0.045,−0.08,−0.15, respectively (Aurnou et al.,
2007).
∗Corresponding author, w.dietrich@leeds.ac.uk
Two competing types of models try to explain these obser-
vations. In the ’shallow’ models zonal flows are driven by tur-
bulence in a quasi-twodimensional layer. In general, shallow
models neglect the deeper dynamics, which is somewhat hard
to motivate for the massive atmospheres of giant planets. They
typically include crucial physical processes like radiative trans-
fer more relevant for the very outer regions of the atmosphere.
Earlier models in this category managed to reproduce multiple
jet systems with a dominant equatorial jet (e.g. Williams, 1978;
Cho and Polvani, 1996). However, only the more recent ap-
proaches show the correct prograde direction of the equatorial
jet as observed on Jupiter and Saturn. E.g. Lian and Showman
(2010) and Liu and Schneider (2011) extended the models with
additional heat sources originating from e.g. condensation of
water vapour or solar irradiation.
Jupiter and Saturn-like zonal wind systems can also be nat-
urally maintained by deep-seated 3D convective motions in
rapidly rotating spherical shells. Under the influence of a dom-
inant Coriolis force, convection takes the form of large-scale
columnar structures that are largely invariant along the axis of
rotation. The main force balance is between the pressure gradi-
ent and the Coriolis force, fulfilling the Taylor-Proudman the-
orem and establishing the so-called geostrophic state. A mean
tilt of the columns in azimuthal direction gives rise to a sta-
tistical correlation of non-axisymmetric flows and thus leads
to Reynolds stresses that drive the zonal wind system (Busse,
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1983; Christensen, 2002; Busse, 2002; Plaut et al., 2008). The
typical prograde tilt of the spiralling convective columns estab-
lishes a positive flux of angular momentum towards the equato-
rial region that maintains the dominant prograde equatorial jet
(Zhang, 1992; Christensen, 2001).
Reynolds stress is sometimes described as a cascade from
smaller to larger scales that stops at the Rhines scale where con-
vective eddies start to feel the Coriolis force (Heimpel et al.,
2005; Gastine et al., 2014a). Consequently, the Rhines scale
determines the width of, for example, the banded zonal flows
observed on Jupiter.
Since the pioneering work on the rotating annulus by Busse
(1976); Busse and Hood (1982), it is known that the bound-
ary curvature directly controls the tilt direction of the convec-
tive columns and therefore sets the direction of zonal flows; the
equatorial jet is always bound to be prograde unless additional
effects start to play a role. However, these studies only cover
the fundamental instabilities described by linear theory.
One way of inverting the zonal flow direction is to increase
the Rayleigh number to a point where buoyancy forces be-
come larger than Coriolis forces (i.e. in terms of the modified
Rayleigh number Ra? & 1). The turbulent convective motions
loose their columnar structure and start to stir the spherical shell
more efficiently. The 3D mixing then homogenises the total an-
gular momentum (fluid flow plus system rotation) which leads
to a retrograde equatorial jet and two flanking prograde flows
(Gilman and Foukal, 1979; Glatzmaier and Gilman, 1982). The
transition between these two regimes occurs when buoyancy
and Coriolis forces are comparable, i.e. Ra? ≈ 1, independently
of the density stratification and the thickness of the convective
layer (Aurnou et al., 2007; Gastine et al., 2013, 2014b). Sur-
face zonal flow profiles maintained in such numerical models
are reminiscent to those observed for the ice giants (e.g. Soder-
lund et al., 2013).
Whether pro- or retrograde equatorial jet, 3D models of ro-
tating convection show nearly geostrophic zonal winds, that are
invariant along the axis of rotation. Ageostrophic zonal flows
are typically thermal winds driven by latitudinal temperature
gradients. In planetary atmospheres, such gradients are for ex-
ample established by the more intense solar heating at the equa-
tor. For all the giant planets the absorbed solar irradiation con-
tributes to a significant fraction to the total emitted energy flux
(Guillot and Gautier, 2007). For Jupiter, Saturn, Neptune and
Uranus the ratios of total emitted flux to absorbed insolation
are 1.67, 1.77, 2.6, 1.06, respectively. Hence the intrinsic heat
flux is of comparable magnitude of the solar irradiation for all
planets except Uranus where it amounts only to a minor contri-
bution.
Observations by the Pioneer spacecraft (Ingersoll et al.,
1975) found that the latitudinal variation of the emission is
rather flat in contrast to the strong horizontal variation of the
solar irradiation (Soderlund et al., 2013). As an example, for
Jupiter the emission profile varies by maximal 10% (Pirraglia,
1984), whereas the solar irradiation is at least ten times higher
at the equator than at the polar region (van Hemelrijck, 1982).
Aurnou et al. (2008) suggests that the intrinsic heat flux has
an inverse profile that equilibrates the insolation pattern. The
solar incident flux is partially reflected and partially absorbed
in the outermost atmosphere depending on the albedo. When
assuming that the absorbed flux is locally re-emitted without
any latitudinal redistribution the inverse insolation profile di-
rectly provides the equilibrating internal flux pattern. This heat
flux anomaly is roughly shaped as an axisymmetric spherical
harmonic of degree two for Jupiter, Saturn and Neptune.
Another example is the difference in convective efficiency
between the regions inside and outside the tangent cylinder
(TC) (Sreenivasan and Jones, 2006). The TC is an imaginary
cylindrical surface, that touches the inner boundary at the equa-
tor. For small to moderate Rayleigh numbers convection re-
mains less efficient inside the TC where gravity acts mostly
along the rotation axis. This region is therefore cooled less effi-
ciently and remains hotter, establishing a latitudinal gradient in
temperature.
Latitudinal temperature (or entropy) differences translate into
gradients of the zonal winds along the axis of rotation via the
thermal wind balance. This has been studied in numerous other
systems. E.g. an imposed latitudinal entropy contrast has for
example been used by Miesch et al. (2006) to model the non-
geostrophic part of the solar differential rotation. By imposing
a small entropy contrast at the lower boundary (a flux anomaly
shaped as a zonal spherical harmonic degree two), they man-
age to maintain a solar-like differential rotation profile with a
significant deviation from geostrophy that seems compatible
with helioseismology observations (Schou et al., 2002). The
potential impact of heat flux anomalies on convection and dy-
namo action has also been investigated in several dynamo mod-
els geared to model liquid iron cores of terrestrial solar system
(e.g. Amit et al., 2011; Dietrich and Wicht, 2013) and exoplan-
ets (Dietrich et al., 2016). In the context of the ancient Mar-
tian dynamo, an equatorial asymmetric heat flux anomaly is
used with increased values in the southern but decreased val-
ues in the northern hemisphere. For example Dietrich et al.
(2015) report that larger values of the anomaly amplitude leads
to fierce non-geostrophic equatorial antisymmetric zonal flows
and a hemispherical concentration of magnetic flux. The study
of Aurnou and Aubert (2011) explored whether it is possible to
drive flows or even a dynamo solely by boundary forcing, i.e.
outer boundary heat flux anomalies shaped as low order sectoral
or axisymmetric spherical harmonics. In the absence of the ra-
dial temperature gradient that could drive columnar convection,
the zonal flow is then entirely controlled by the thermal wind.
In the present study, we analyse how geostrophic zonal flows
and thermal winds interact and to what extent they depend on
each other. The classical Boussinesq convection model with
imposed outer boundary heat flux pattern used here allows to
control the relative strength of geostrophic and ageostrophic
zonal flows. We focus on an axisymmetric Y20 pattern, i.e. the
mean heat flux at the outer boundary is perturbed by an equa-
torial symmetric flux anomaly of variable amplitude. For the
bulk of the models explored, the heat flux at the equator is then
smaller than at the poles. An inverse pattern is also explored for
reference. We conduct a systematic parameter survey to study
the effect of rotation rate (Ekman number), vigour of convec-
tion (Rayleigh number) and relative amplitude of the heat flux
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anomaly (q?).
The paper is organised as follows. In section 2, we present
the hydrodynamical setup and the numerical method. Section 3
shows how mean flows are maintained in spherical shells. Sec-
tion 4 focuses on the numerical models with homogeneous heat
flux, while section 5 concentrates on the influence of a heat
flux perturbation on the mean zonal flows. Whereas section 6
discusses the thermal wind control on the tilt of the convective
columns, in section 7 we present the results of the parameter
study before concluding the paper in section 8.
2. Hydrodynamical setup
2.1. Governing equations
We consider numerical simulations of convection in a spher-
ical shell rotating at a constant rotation rate Ω about the z-axis.
Under the Boussinesq approximation, the evolution is governed
by a set of non-dimensional equations for the conservation of
mass, momentum and thermal energy:
∇ · u = 0 , (1)
∂u
∂t
+ u · ∇u = −∇pi − 2ez × u + Ra
?
ro
T r + E ∇2u , (2)
∂T
∂t
+ u · ∇T = E
Pr
∇2T +  , (3)
where u is the fluid velocity, T the super-adiabatic temperature,
and ∇pi the gradient of the non-hydrostatic pressure. ez is the
unit vector along the axis of rotation and  is a uniform heat
source density. As in previous studies (e.g. Christensen, 2002;
Aubert, 2005), we adopt a dimensionless formulation using Ω−1
as the time unit, the thickness of the spherical shell D = ro − ri
as the reference length scale and the mean heat flux at the outer
boundary q0 as the temperature scale ∆T = q0D/ρcpκ. Here
ρ is the constant density, cp the constant specific heat capacity
and κ the thermal diffusivity. The system of equations (1-3)
is governed by three control parameters, namely the modified
flux-based Rayleigh number Ra? (e.g. Christensen, 2002), the
Ekman number E and the Prandtl number Pr:
Ra? =
αg0q0
ρcpκΩ2
, (4)
E =
ν
ΩD2
, (5)
Pr =
ν
κ
, (6)
where ν and κ are the constant kinematic and thermal diffusiv-
ities, α is the thermal expansivity and g0 is the gravity at the
outer boundary. Ra? can be related to the definition of the clas-
sical flux-based Rayleigh number Ra = αg0q0D4/ρcpνκ2 via
Ra? = Ra E2/Pr.
The flux based Rayleigh number Ra? provides a measure of
the ratio of buoyancy to Coriolis forces. However as defined
in Eq. 4, Ra? provides a reference value at the outer boundary.
Furthermore Gastine et al. (2013) argues, that a mid-depth value
Ra?m is more relevant to classify the force balance. This can be
based on the mid-depth gradient of the conductive temperature
T˜ :
Ra?m =
αg(rm)
Ω2
∣∣∣∣∣∣ T˜dr
∣∣∣∣∣∣
rm
. (7)
The conductive background state for a purely internal heated
spherical shell is:
κρcp
dT˜
dr
=
1
3
′
 r3ir2 − r
 (8)
where ′ is the dimensional heat source density. To avoid a
mean drift of the internal temperature we require that the heat
flux through the outer boundary is balanced by internal heat
sources, so that:
′ =
3r2o
r3o − r3i
q0 , (9)
and hence
Ra?m =
ro
rm
r3m − r3i
r3o − r3i
Ra? , (10)
where rm = (ro + ri)/2 is the mid radius of the convective
shell. For the aspect ratio a = ri/ro = 0.35 and linear gravity
(g(rm) = rm/ro) assumed here this yields Ra?m ≈ 0.41Ra?.
In the numerical models presented in this study, we assume
stress-free mechanical boundary conditions and a fixed heat
flux at both boundaries. The imposed bottom flux is set to zero
to ensure that convection is exclusively driven from the inter-
nal heat source. The outer boundary heat flux is the sum of a
mean contribution q0 and an axisymmetric pattern described by
the spherical harmonic surface function Ylm of degree l = 2 and
order m = 0:
q(θ, r = ro) = q0(1 − q?Y20) . (11)
Here, q? is the relative amplitude of the Y20 variation, nor-
malised in such a way that the equatorial heat flux vanishes for
q? = 1 while the polar flux is then three times the mean flux q0.
As discussed in the introduction this pattern attempts to mimic
the fundamental effect of stellar irradiation in a simplified way.
For completeness, we also investigate models with q? < 0
where the heat flux at the equator is higher than the poles. Gen-
erally, we limit the amplitude of q? to values where the total
heat flux never decreases below the adiabatic value. This seems
preferable to guarantee that our model assumptions of small
disturbances around an adiabatic state still holds.
2.2. Numerical methods
The numerical simulations in this parameter study were
computed with the pseudo-spectral code MagIC (Wicht, 2002;
Christensen and Wicht, 2007). An updated version of the code
can be found on https://github.com/magic-sph/magic.
To solve the system of equations (1-3) in spherical coordinates
(r, θ, φ), the incompressible velocity u is represented by two
scalar potentials, such that
u = ∇ × (∇ ×W rˆ) + ∇ × Zrˆ, (12)
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where W and Z are the poloidal and toroidal flow potentials, re-
spectively. W, Z, pi and T are expanded in spherical harmonic
functions up to degree and order `max and in Chebyshev poly-
nomials up to degree Nr in radius.
For the models explored here, we use numerical truncations
ranging from (Nr = 49, `max = 96) to (Nr = 97, `max = 213).
All cases have been time-integrated over more than one viscous
diffusion time to ensure that a statistically steady state has been
reached. We fix the hydrodynamic Prandtl number to Pr = 1,
the aspect ratio to a = 0.35 and vary the Ekman number E, the
modified Rayleigh number Ra? and the amplitude of the heat
flux anomaly q?.
The Ekman numbers considered in this study span two
decades from E = 10−3 to 10−5, the Rayleigh number roughly
three decades from Ra? = 10−2 to 10 and the heat flux anomaly
amplitude ranges from q? = −1 to 1. In total, we have com-
puted 92 different numerical models.
3. Geostrophic and ageostrophic zonal flows
An analysis of the Navier-Stokes equation shows that the ax-
isymmetric azimuthal or zonal flows uφ can only be modified by
three forces: the nonlinear inertial force or advection FNL, the
Coriolis force FC , and the viscous force FV . Buoyancy forces
are purely radial and the azimuthal pressure gradient has no ax-
isymmetric contribution. On time average, the remaining three
zonal forces should balance:
FNL + FC + FV = 0 , (13)
where overbars generally denote azimuthal averages. The zonal
Coriolis force is simply
FC = −us , (14)
where us is the axisymmetric flow contribution perpendicular to
the rotation axis. For the incompressible flows considered here,
FC has no geostrophic component since the net flow across the
cylinder must vanish:
〈
F
〉
C
= 0. The geostrophic part is defined
by a vertical average:
〈
F
〉
=
1
h(s)
∫ z+
z−
F dz , (15)
where h(s) = z+ − z− is the height of the container. Outside
TC eq. 15 defines one integral spanning the whole core with
h(s) = 2z+ = 2
√
r2o − s2. Inside the TC there are two integrals
for northern and southern hemisphere, respectively. Hence the
ageostrophic contribution is defined by:{
F
}
= F −
〈
F
〉
. (16)
The geostrophic part of the time-averaged zonal Navier-
Stokes equation thus simply reads〈
F
〉
NL
+
〈
F
〉
V
= 0 . (17)
We start with considering the zonal contribution of the non-
linear advective force which formulates the interplay of differ-
ent flow components:
FNL = −us∂s uφ − s−1uφ∂φ uφ − uz∂z uφ − s−1usuφ . (18)
This can by simplified using the incompressibility condition ∇ ·
u = 0 and then the geostrophic contribution yields〈
F
〉
NL
= −
〈
s−2∂ss2
(
us uφ
)〉
− h−1
(
uz uφ
) ∣∣∣∣z+
z−
. (19)
We use the fact that the radial component has to vanish at the
boundaries which implies
uz = − tan(θ) us = − sz us (20)
at z− and z+. Expression (19) then becomes〈
F
〉
NL
= −
〈
s−2∂s
(
s2us uφ
)〉
+ s h−1
(
z−1us uφ
) ∣∣∣∣z+
z−
. (21)
When taking into account that the boundaries of the z-integral
depend on s this further simplifies to〈
F
〉
NL
= −h−1s−2∂s
(
hs2
〈
us uφ
〉)
, (22)
an expression that only depends on the correlation of us and uφ
integrated over geostrophic cylinders.
The axisymmetric non-linear inertial force can be sepa-
rated in general into a contribution due to the interaction of
non-axisymmetric flow components and a second contribution
which describes the action of the meridional circulation:
FNL = FRS + FAD = − (u′ · ∇) u′ − (u · ∇) u . (23)
The former contribution is the force due to Reynolds stress, also
described as Reynolds stress convergence while the latter has
been dubbed advective force by Wicht and Christensen (2010).
According to eqn. 22 the azimuthal geostrophic components of
these forces are〈
F
〉
RS
= −h−1s−2∂s
(
hs2
〈
u′s u′φ
〉)
(24)〈
F
〉
AD
= −h−1s−2∂s
(
hs2
〈
us uφ
〉)
. (25)
We next turn to the viscous force, whose axisymmetric az-
imuthal component is given by
FV = E s−2∂s
(
s3∂ss−1uφ
)
+ E ∂2z uφ (26)
with the geostrophic contribution〈
F
〉
V
= E
〈
s−2∂s
(
s3∂ss−1uφ
)〉
+ E h−1
(
∂zuφ
)∣∣∣∣z+
z−
. (27)
When taking the s-dependence of the boundaries into account
and using the stress-free boundary condition (∂rr−1uφ = 0) this
simplifies to 〈
F
〉
V
= E h−1s−2∂s
(
hs3
〈
∂ss−1uφ
〉)
. (28)
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A comparison of eqn. 22 and eqn. 28 reveals that〈
us uφ
〉
=
〈
u′s u′φ
〉
+
〈
us uφ
〉
= E s
〈
∂ss−1uφ
〉
(29)
is equivalent to a balance between nonlinear inertial and viscous
stresses on geostrophic cylinders and should thus hold on time
average.
An analysis of the different zonal force contributions in our
simulations revealed that the advective force
〈
F
〉
AD
is at least
one order of magnitude smaller than the Reynolds stress con-
vergence
〈
F
〉
RS
for all the cases explored here. The reason is
the generally weak meridional circulation component us the ad-
vective force relies on. Table 1 demonstrates that for the vol-
umetrically and time averaged flow correlations RS and AD
defined by
RS =
∫ ro
ri
∫ pi
0
u′su′φ r
2 sin θ dr dθ (30)
AD =
∫ ro
ri
∫ pi
0
usuφ r2 sin θ dr dθ (31)
the axisymmetric part is indeed much smaller than the respec-
tive non-axisymmetric contributions. We can thus safely ne-
glect
〈
F
〉
AD
and also the
〈
us uφ
〉
contribution in balance (29) in
our attempt to understand the reason for the zonal flow inver-
sion.
A vertical variation of the axisymmetric, azimuthal flows
arises from e.g. from consistent temperature variations along
latitude. The z-variation of zonal flows
{
uφ
}
is dominated by
thermal winds which are driven by consistent temperature vari-
ations along latitude. This can be understood by taking the az-
imuthal component of the curl of the Navier-Stokes equation
(Eq. 2):
∂ωφ
∂t
+ [∇ × (ω × u)]φ =
∂uφ
∂z
− Ra
?
2ro
∂T
∂θ
+ E∆ωφ, (32)
where ωφ is the azimuthal component of vorticity ω = ∇ × u.
For the geostrophic flow contributions the consistent tilt of the
convective columns provides a mean azimuthal correlation and
hence a sizeable Reynolds stress. Since there is no respective
mechanism for the ageostrophic flow, the zonal average of the
respective nonlinear advection is generally small. Since viscous
effects are also small at the Ekman numbers considered here,
the time-persistent mean temperature structure yields the sim-
plified thermal balance between Coriolis and buoyancy forces:
∂
{
uφ
}
∂z
' Ra
?
2ro
∂T
∂θ
. (33)
4. Results for homogeneous outer boundary heat flux
We start with discussing reference cases for homogeneous
outer boundary heat flux. Scanning different Ekman and
Rayleigh numbers, we find the two distinct zonal flow regimes
identified in previous studies (e.g. Aurnou et al., 2007; Gastine
et al., 2013). Fig. 1 shows how the non-dimensional equato-
rial zonal flow velocity, Roe = uφ(ro, pi/2)/DΩ changes with
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Figure 1: Surface equatorial jet amplitude as a function of Ra?m for several
Ekman numbers.
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Figure 2: Surface zonal flow as function of colatitude for several Rayleigh num-
bers at an Ekman number of E = 10−3.
Ekman and Rayleigh number. When Coriolis forces domi-
nate over buoyancy (i.e. Ra?m < 3) convection tends to assume
a z-independent geostrophic structure in the form of tilted con-
vective columns aligned with the rotation axis. As discussed
above, the consistent tilt leads to Reynolds stress that drives the
typical prograde equatorial jet. The equatorial jet amplitude in-
creases consistently with Ra?m until the jet changes direction at
Ra?m < 3 where the angular momentum is homogenised by tur-
bulent convection. This is reflected by the negative and large
value of Roe when Ra?m > 3.0. Numerically limitations pre-
vent us from reaching the inertia-dominated regime for smaller
Ekman numbers.
Aurnou et al. (2007); Gastine et al. (2014b) found the tran-
sition at a slightly smaller Ra?m ≈ 1. We attribute the discrep-
ancy to different boundary conditions and heating modes used
in these papers. However, the reversal of zonal flows still oc-
curs at Ra?m ≈ O(1) indicating the universality of this process.
Fig. 2 shows the time averaged surface zonal flow profiles
for increasing Rayleigh numbers at a fixed Ekman number of
E = 10−3. At larger Rayleigh numbers, but before the transi-
tion around Ra?m ≈ 3.0, the zonal flow profiles show significant
asymmetry with respect to the equator. This can be linked to
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the emergence of a global equatorial temperature asymmetry
which drives an equatorial antisymmetric thermal wind struc-
ture (eq. 33). This scenario was first reported by Landeau and
Aubert (2011) for simulations using rigid flow boundary con-
ditions in order to model dynamos of terrestrial planets rather
than the stress free conditions employed here. The symmetry
breaking is promoted by volumetric heating and fixed flux ther-
mal outer boundary conditions (Cao et al., 2014) but seems in-
dependent of the mechanical boundary conditions. Cao et al.
(2014) report that the asymmetry is further promoted by the
Y20-shaped anomaly of the outer boundary heat flux when more
heat is allowed to escape from the equatorial region, i.e. q? < 0.
5. Inhomogeneous outer boundary heat flux
5.1. Thermal Winds and Zonal flows
  
Figure 3: The two first columns show time and azimuthally averaged zonal
flow and temperature. The two last columns show snapshots of equatorial cuts
of z-vorticity and azimuthal flow.
To investigate the interplay between geostrophic and
ageostrophic zonal flows, we choose a reference case with ho-
mogeneous outer boundary heat flux and a moderate Rayleigh
number where the zonal flow structure is strongly geostrophic
and thermal winds play a minor role. We first consider a nu-
merical model with E = 10−4 and Ra? = 0.2 (Ra?m = 0.082).
For this case this model yields a prograde equatorial zonal flow
maintained by Reynolds stresses. Fig. 3 compares time and
azimuthal average zonal flow and temperature for heat flux per-
turbation amplitudes q? = 0.5, 1,−1 with the reference case
q? = 0. The equatorial slices of z-vorticity and azimuthal
flow illustrate the instantaneous structure. Fig. 4 shows the
geostrophic and ageostrophic contributions of the time aver-
aged zonal flow. The last two columns of this figure demon-
strate that the ageostrophic part is indeed thermal wind related
by illustrating the good agreement between left- and right-hand-
side of the thermal wind balance eq. (33).
In the q? = 0 reference case (top row of figs. 3, 4) the time-
averaged zonal flow shows a strongly geostrophic structure with
a prograde (retrograde) zonal flow at large (smaller) distances
from the rotation axis s. The mostly radial isotherms (same fig-
ure, second column) confirm that latitudinal temperature gra-
dients are too small to drive significant ageostrophic thermal
winds. The snapshot of the equatorial z-vorticity shows mainly
positive values and illustrates the consistent prograde tilt of the
geostrophic columns.
The second rows of figs. 3, 4 show the solution for a moder-
ate anomaly q? = 0.5. At this value the heat flux at the equator
(the pole) is half (1.5 times) the mean flux. Consequently the
poles are cooled more efficiently by convection and a positive
(negative) latitudinal temperature gradient is established in the
northern (southern) hemisphere. The resulting thermal winds
are retrograde in the equatorial region and prograde towards
both poles. The geostropic zonal flow has also changed fun-
damentally and is now retrograde at large s, prograde at inter-
mediate s and again retrograde at small s. This seems roughly
consistent with a change in the tilt of convective features illus-
trated in column three and four of fig. 3. Some retrograde tilted
features can now be identified at large s where the new retro-
grade zonal wind appeared.
If the perturbation amplitude is further increased to q? = 1
thermal winds gain in amplitude while preserving a very sim-
ilar structure. The geostrophic flows, however, have now re-
versed completely with a strong retrograde jet at the equator
and wide prograde jets at smaller s. Convective flows (fig. 3,
third row) are now rather weak closer to the outer boundary
where the suppressed heat flux leaves a neutrally stratified hot
equatorial region. Thermal winds are significantly stronger than
for q? = 0.5. The columns are now tilted dominantly in retro-
grade direction (see z-vorticity and uφ snapshots in column 3
and 4 of figure 3). As we will further discuss below, this leads
to a reversed direction of Reynolds stresses and consequently
to a geostrophic zonal flow with retrograde equatorial and pro-
grade inner jet. Whereas the influence of an increased q? on the
thermal wind is as expected, the influence on the tilt and thus
the geostrophic zonal flow direction comes as a surprise. Since
the Reynolds stress driven geostrophic zonal flow component
is once more clearly dominant, the relative vertical variation is
weaker than for the q? = 0.5 model.
We also tested the case q? = −1 where the heat flux is en-
hanced in the equatorial region but reduced towards the poles.
The last columns in figs. 3 and 4 show that the thermal wind is
as strong as in the q? = 1 simulations but, as expected, simply
has reversed its sign. The geostrophic zonal flows increase in
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Figure 4: First and second columns show the geostrophic and ageostrophic part of the time-averaged zonal flow. The third and fourth column show the thermal wind
balance. For some cases the contour levels in the plots of the geostrophic zonal flows are truncated in order to highlight the ageostrophic contribution since both
share the same contour levels.
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Figure 5: Surface zonal flow structure for several perturbations amplitude q?.
From q? ' 0.5 the thermal forcing reverts the equatorial jet from prograde to
retrograde. Parameters: E = 10−4, Ra? = 0.2, Pr = 1.
amplitude but retain their structure. Likewise, convective fea-
tures have a similar distribution and the same tilt direction as in
the q? = 0 reference case. However, the Reynolds stresses
are more efficient as demonstrated by the non-axisymmetric
flow correlation listed in tab. 1 and therefore drives stronger
geostrophic zonal flows.
Fig. 5 shows the changes of the surface zonal flow patterns
when q? is increased. If the non-homogeneous outer bound-
ary condition would only drive thermal wind but leave the
geostrophic zonal flow largely unaffected, the surface flow pro-
file would remain unchanged at the equator and become more
prograde at mid to high latitudes. The high latitude retrograde
jets would be weakened or reversed, while the low-latitude pro-
grade jet would be intensified except directly at the equator.
However, due to the fact that the geostrophic winds also
change drastically, the behaviour appears very different. The
reduction and ultimately reversal of Reynolds stress driven
geostrophic zonal flows starts at the equator as q? increases
and propagates inwards. The equatorial jet therefore first de-
velops a dimple or minimum around the equator before it turns
retrograde at even higher q?. The dimple deepens with increas-
ing q? and is reminiscent of a similar feature in Jupiter’s main
prograde jet.
At q? = 0.4 the equatorial zonal flow practically vanishes
at the outer boundary while stronger perturbations promote in-
creasingly retrograde equatorial jets. The respective flow pro-
files are then similarly shaped to the ones observed for Neptune
and Uranus (Aurnou et al., 2007, e.g.). For an anomaly with
negative sign (q? = −1) the structure is similar to the homoge-
neous (q? = 0)-model but with twice the amplitude.
5.2. Force Balance
Fig. 6 shows the z and time averaged zonal force balance due
to Reynolds stress convergence, advective force and viscous
force (left column) for the cases at Ra? = 0.2 and E = 10−4
already discussed in section 5.1. As suggested in tab. 1 the ad-
vective force due to meridional circulation is negligible for all
FRS
q*=0.5
q*=1
q*=-1
q*=0
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Csz u'su'φ
Figure 7: Time averaged axisymmetric azimuthal maps of Reynolds stress con-
vergence, correlation Csφ and Reynolds stress (u′φu
′
s) for the four selected cases
at different q? values already depicted in fig. 3. Contours for the first and second
columns have been chosen to individually highlight the structure. The correla-
tion shown in column two varies between −0.5 and 0.5.
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Figure 6: The left column shows the z-averaged force due to Reynolds stress (blue), the advective force (green), minus the viscous force (red), and the sum of the
two forces (black) for three of the four cases depicted in fig. 3. The right column shows respective z-averaged contributions to the balance between the Reynolds
stress (blue) and the viscous stress (red) according to eqn. 29. The vertical black lines denote the tangent cylinder.
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q 0 0.5 1 -1
Reφ 364.43 58.84 335.22 619.61
Res 0.878 0.857 1.751 0.885
Reφ′ 78.50 67.81 81.72 96.11
Res′ 56.12 63.08 56.73 55.99
RS 1054.1 65.59 731.7 1569.6
AD 10.1 6.74 113.1 8.13
Table 1: Several flow properties for the four study cases with q = 0, 0.5, 1,
and -1. The individual Reynolds numbers are calculated for the axisymmetric
(overbar) and non-axisymmetric (primed) flows along azimuth (φ) and cylin-
drical radial (s).
cases. The two dominant terms in the stress balance (29) are
displayed in the right column. Results for q? = −1 are not
shown since they are very similar to that for q? = 0. Note that
the Reynolds stress and viscous contributions do not balance
perfectly mostly because we have not averaged long enough
in time. Fig. 7 compares the time averaged zonal Reynolds
stress convergence, correlation Csφ, and the azimuthally aver-
aged nonlinear product u′su′φ, e.g. the Reynolds stress. The cor-
relation coefficient Csφ is defined as
Csφ(s, z) =
u′su′φ(
u′s2u′φ
2
)1/2 . (34)
For a homogeneous outer boundary heat flux, positive (neg-
ative) Reynolds stress convergence close to the outer boundary
(tangent cylinder) is responsible for driving the prograde equa-
torial and retrograde inner zonal jets (first columns in fig. 6
and fig. 7). The correlation Csφ is strongly positive outside
the tangent cylinder due to the generally prograde tilt of the
convective features here (second column in fig. 7). The region
close to the outer boundary contributes more to u′su′φ and thus
to the Reynolds stress because of higher u′φ and u
′
s amplitudes
(column three in fig. 7). The z-average
〈
u′su′φ
〉
(second column
in fig. 6) shows a pronounced positive hump between the tan-
gent cylinder and the outer boundary equator. Steep gradients
close to these two boundaries translate into the two dominating
Reynolds stress convergence features.
At q? = 0.5 the correlation and thus the Reynolds stress is
very low. The positive hump in
〈
u′su′φ
〉
is now located at the tan-
gent cylinder, resulting in prograde (retrograde) Reynolds stress
convergence attached to the inside (outside) of the TC. Fig. 7
illustrates that the reason is the strong concentration of non-
axisymmetric flow components close to where the TC touches
the outer boundary.
At q? = 1 the correlation Csφ(s, z) is once again generally
strong outside the tangent cylinder except for a region around
the equatorial plane. The sign is now negative, however, due to
the retrograde tilt of non-axisymmetric convective features.
Once more, u′su′φ and thus the Reynolds stress convergence
are strongest closer to the outer boundary and at mid to higher
latitudes. The negative hump in
〈
u′su′φ
〉
reaches inside the tan-
gent cylinder, leading to a strong positive force due to Reynolds
stress there.
As already discussed above, the test case for q? = −1 is
generally very similar to the reference case q? = 0. However,
the positive correlation now also stretches inside the tangent
cylinder while the non-axisymmetric flow is somewhat stronger
promoted at lower latitudes. The combination of both results in
a Reynolds stress pattern similar to that at q? = 0.
The primary flow component driven by the boundary inho-
mogeneity is the thermal wind. However, the advective force
via which the thermal wind could directly contribute to drive
geostrophic zonal flows remains very small for all the cases ex-
plored here ( table 1). The Reynolds stress and correlation anal-
ysis confirm what we had already anticipated in section 3: the
zonal flow inversion is related to the global change in the sign
of the correlation Csφ which in turn is caused by the inversion of
the tilt. In the next section we discuss which mechanisms could
be responsible for changing the tilt. Other changes in the non-
axisymmetric convective flow are also pronounced but mostly
concern the distribution of Reynolds stress and not its general
direction. For example, we find an unexpected strong contribu-
tion of equatorial antisymmetric, non-axisymmetric convective
flows at q? > 0.5.
6. Changing the tilt
The tilt of convective features and the related zonal flow gen-
eration by Reynolds stresses has been extensively discussed in
the literature and we refer to Busse (2002) and Takehiro (2008)
for overviews. In fast rotating spherical shells convection sets
in as thermal Rossby waves that have the form of geostrophic
columns aligned with the rotation axis (Busse, 1970). These
waves drift in azimuthal direction with a velocity that is deter-
mined by the height change of the container. When the height h
decreases with the cylindrical radius s, as is the case outside the
tangent cylinder, the waves drift in prograde direction. A tilted
or spiralling form in the s-direction is assumed when the phase
Φ0 of the wave depends on s. When ∂Φ0/∂s > 0 the columns
are tilted in prograde direction.
Busse and Hood (1982) suggested that the tilting direction
of the convective columns is controlled by the curvature of the
confining walls. They study a cylindrical annulus with curved
upper and lower caps, a system that captures the essence of the
thermal Rossby waves while reducing the impact of meridional
circulation. Using asymptotic analysis and laboratory experi-
ments they show that convex caps similar to those in spheri-
cal shells yield drifting thermal Rossby waves that tilt in pro-
grade direction. The tilt is reversed for concave caps. Their
asymptotic analysis confirms that the s-gradients of Φ0 indeed
depends directly on the boundary curvature in the way indicated
by the experiments. A simple argument discussed by (Busse,
2002) links the phase to the potential drift speed of the wave.
Since ∂h/∂s increases with s outside the tangent cylinder the
wave should drift faster at larger than at smaller s. The solution
which drifts with only one velocity adapts to this situation by
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assuming an s-dependent phase Φ0(s). The actual mechanism
that leads to the tilt was discussed later by Takehiro (2008)
Busse and Hood (1982) and Busse (2002) discuss various is-
sues that can influence the phase relation Φ0(s). One example
is the onset of a secondary instability with the same azimuthal
wave number as the primary instability but a different radial
dependence. Differences in the heating mode are another al-
ternative first mentioned by Busse and Hood (1982) and later
explored in more detail by Takehiro (2008). Using a simpli-
fied annulus system, he showed that the typical prograde tilt
results when energy is mostly fed into the system close to the
inner boundary but has to travel outward to larger radii where
most of the energy is dissipated. When the locations of pri-
mary energy input and dissipation are reversed, however, the
tilt changes to retrograde. He concludes that the propagation of
the Rossby wave in s-direction is the key physical process that
controls the tilt direction. The applicability of this theory was
extended towards spherical systems by Takehiro (2010).
Fig. 8 compares the energy input Ra?r/rou′rT with non-
axisymmetric energy diffusion u′ · (∇2u) integrated over
geostrophic cylinders and over time for the different cases dis-
cussed above. Both terms result from multiplying the Navier-
Stokes equation (3) with the non-axisymmetric velocity u′.
When q? is increased the energy input moves progressively
away from the outer boundary and is clearly concentrated at
the tangent cylinder for q? = 1.0. Energy input and diffusion
always have very similar distributions making it impossible to
deduce a potential Rossby wave propagation in s-direction. As
the zonal flow is reversed consistently with the also reversed
Reynolds stress for q? = 1.0, a misalignment of energy input
and diffusion should be visible, what is clearly not the case.
Hence the switch from outward to inward propagation on in-
creasing q? is not explainable with this rationale.
Following the line of arguments by (Busse and Hood, 1982)
and (Busse, 2002) the tilt change could also be explained when
the region inside the tangent cylinder becomes more impor-
tant for determining the Rossby wave properties. The inverted
height gradient ∂h/∂s in this region could explain the change in
Rossby wave drift and tilt. However, while fig. 8 certainly sug-
gest that the region inside the tangent cylinder becomes more
important on increasing q?, the total energy input is still domi-
nated by the region outside the tangent cylinder even at q? = 1.
Obviously, neither the curvature argument invoked by Busse
and Hood (1982) nor the Rossby wave reasoning proposed by
Takehiro (2008, 2010) explain the change in tilt in an obvious
way. This may not be surprising since both assume geostrophic
fundamental solutions. While the q? = 0 cases may still
be more or less compliant with the assumption of dominant
geostrophy, this changes once the non-homogeneous bound-
ary condition becomes more influential. The decisively non-
geostrophic solutions found at q? ≈ 0.5 may require a com-
pletely different approach.
It remains to be said that the tilt is generally compatible with
the geostrophic flow directions in the sense that an, for whatever
reason, inverted geostrophic flow pattern would also invert the
tilt.
The simple reason is the twisting that any zonal shear ex-
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Figure 8: Energy input (solid) and diffusion (dashed) of non-axisymmetric ki-
netic energy integrated over geostrophic cylinders and averaged over times for
the three selected cases at Ra? = 0.2 and E = 10−4. The vertical grey lines
denote the tangent cylinder.
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erts on the columns. Busse (2002) suggest that the tilt direc-
tion could be determined by a run-away effect he called the
mean flow instability. Suppose, that a system with an undecided
columnar tilt is subjected to a small initial zonal wind shear
which could be the result of an instability. The shear most likely
tilts the columns, spawns Reynolds stresses and thereby ampli-
fies itself. This run-away effect would ultimately stop when
viscous and Reynolds stresses balance. The effect of the initial
zonal wind needs to be strong enough to overcome any other
potentially tilting mechanism discussed above. A small noise
fluctuation would likely not suffice.
7. Parameter Dependence
7.1. Anomaly amplitude
To complete and generalise the picture outlined above, we
investigate several diagnostic quantities as a function of the
anomaly amplitude q?. Besides the average Reynolds stress
RS (eq. 30) we quantify the zonal wind geostrophy with an rms
z-length scale following Gastine and Wicht (2012)
`z =
[
uφ
]
rms[
∂uφ/∂z
]
rms
. (35)
The impact of the imposed heat flux boundary pattern on the
deep temperature structure is measured by the globally aver-
aged latitudinal gradient of the axisymmetric temperature:
∆Θ =
∂T
∂θ

rms
. (36)
The kinetic energy of geostrophic and ageostrophic zonal flows
quantify the importance of the respective contributions:
〈E〉 = 1
2V
∫ 〈
uφ
〉2
dV , (37)
{E} = 1
2V
∫ {
uφ
}2
dV , (38)
where V is the volume of the spherical shell.
Fig. 9 shows the variation of these different diagnostic quan-
tities with increasing q?. The first panel of fig. 9 demonstrates
the clear correlation between the equatorial jet velocity and
the Reynolds stress RS. This once more highlights that the
Reynolds stress drives the geostrophic zonal winds and that its
inversion correlates with the change in the zonal flow direction.
The length scale `z and thus geostrophy first decreases with
growing thermal wind but recovers and saturates once the
geostrophic wind direction has reversed. Not surprisingly, ∆Θ
increases roughly linearly with q? as does the rms amplitude
of ageostrophic mostly thermal wind related zonal flows mea-
sured by {E} in Fig. 9c. The geostrophic contribution, however,
has a minimum around the zonal flow reversal and clearly dom-
inates at q? = 0 and q? = 1. Once the convective columns
have changed their tilt Reynolds stresses efficiently drive the
geostrophic zonal flows.
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Figure 9: Various flow properties as a function of the heat flux perturbation
amplitude q?: (a) zonal Rossby number at the equator Roe and mean Reynolds
stress; (b) `z and mean latitudinal gradient of axisymmetric temperature; (c) ki-
netic energy of zonal flows for geostrophic and ageostrophic flow contributions.
The orange and red profiles are calculated with decreasing q? to visualise the
hysteretic character.
Interestingly, there is a hysteretic behaviour between increas-
ing and decreasing q? that is also found in the average geostro-
phy of the zonal flow (Fig. 9b). The hysteretic behaviour can be
found for all measures involving the geostrophic zonal winds,
which suggests that the zonal flow direction indeed plays a
role in determining the tilt. Whichever mechanism ultimately
changes the tilt has to overcome the tilt direction promoted by
the zonal wind shear. A similar hysteretic behaviour is also
reported by Gastine et al. (2014b) who study the zonal flow
reversal happening at large Rayleigh numbers for Rossby num-
bers around one.
7.2. Rayleigh and Ekman number
Rayleigh and Ekman numbers may have a crucial impact
on the zonal flow direction and amplitude. In the rotation-
dominated convection regime, the Rayleigh number first in-
creases with Rayleigh number simply because the convective
flow amplitudes grow. For larger Ra? Reynolds stresses de-
crease because the correlation between non-axisymmetric flow
contributions is gradually lost (Christensen, 2002; Gastine and
Wicht, 2012).
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Figure 10: Equatorial zonal flow Roe at the outer boundary as a function of the
perturbation amplitude q? for 5 different Rayleigh numbers.
On the other hand, Ra? is the only parameter in the thermal
wind balance (eq. 33) and therefore controls the ageostrophic
zonal flows. To explore the parameter dependence, we compute
several numerical models spanning the range from Ra? = 0.1
to Ra? = 0.8 with a fixed Ekman number of E = 10−4. Fig-
ure 10 shows how the equatorial zonal wind changes as q? is
increased. In general, the amplitude of the equatorial jet for
both directions scales with Ra?. The transition of the direc-
tion happens earlier for smaller Ra?. When the zonal winds are
weaker to start with, the boundary induced effect seems to have
an easier task to change the direction.
In the curve for Ra? = 0.2, there is a pronounced jump in
velocity when the jet is inverted as already discussed above. A
similar jump is expected to happen for the other cases. Relying
on Reynolds stresses, the transition is a non-linear phenomenon
and therefore particularly sensitive to flow amplitudes and thus
to Rayleigh numbers. More vigorous convection at higher Ra?
leads to a more abrupt transition.
To investigate the impact of a smaller Ekman numbers E, we
adjust the Rayleigh number to provide roughly the same Roe for
the homogeneous reference case for all Ekman numbers. The
(E = 10−4)-model served as a reference and we adjusted the
Ra?-values accordingly.
Fig. 11 shows Roe as a function of q? for 5 different Ek-
man numbers spanning the range from E = 10−3 to E = 10−5.
Higher Ekman numbers result in stronger reverted zonal flows
at the equator, i.e. higher Roe. Smaller Ekman numbers promote
more geostrophic flows and higher perturbation amplitudes are
required to overcome this constraint. While Roe(q? = 0) is
similar for all combinations of Ra? and E in Fig. 11, Ra? de-
creases from 0.6 at E = 10−3 to 0.08 at E = 10−5. As the
zonal flow amplitude in the inverted jet regime increases with
Ra? (Fig. 10), the low Ekman number cases yield weaker equa-
torial jets. However, given the crossover between cases for
E = 3 ·10−5 (red) and E = 10−5 (orange) there might be another
effect not understood so far.
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Figure 11: Equatorial zonal flow Roe at the outer boundary as a function of the
perturbation amplitude q? for 5 different Ekman numbers.
8. Discussion
We have shown that imposing an outer boundary heat flux
pattern that allows more heat to escape at higher latitudes while
suppressing convection in the equatorial region can revert the
geostrophic flow system. Strongly retrograde equatorial jets
like those observed on Uranus or Neptune are the consequence.
The process is fairly general and happens at different Rayleigh
and Ekman numbers when the amplitude q? of the imposed heat
flux variation reaches about 50% of the mean heat flux.
The imposed boundary condition is primarily responsible for
a deep reaching temperature anomaly that mirrors the imposed
pattern: the equatorial region remains hot while mid to high lat-
itude regions are cooled more efficiently by convection. Strong
thermal winds are the direct consequence of the respective lat-
itudinal temperature gradient and as expected, these thermal
wind speeds increase with q?. However, the effects on the
geostrophic flow, i.e. reversal and re-amplification for large
enough positive q? as well as the boost for negative q? are in-
deed unforeseen.
An analysis of the force balance has shown that the
geostrophic zonal flows are always driven by Reynolds stresses,
i.e. by a statistical correlation of non-axisymmetric flow contri-
butions. The axisymmetric thermal wind has therefore no di-
rect impact on the flow reversal. However, our analysis demon-
strates the reversal correlates with a change in the tilt of con-
vective columns. This is perhaps not surprising, since this
tilt is always fundamental in establishing geostrophic Reynolds
stresses, but it offers the potential explanation: the imposed
boundary conditions could actually affect the tilt.
Unfortunately, we have not found a convincing connection so
far and may also face a chicken and egg problem here since the
shear related to zonal flows can by itself determine the tilt of
convective columns. Sure enough, Reynolds stress and colum-
nar tilt are always consistent in our simulations. The typical
concepts for explaining the tilt and geostrophic zonal flow, such
as the Rossby wave propagation (Busse and Hood, 1982; Take-
hiro, 2008), can not explain the numerical results.
It seems tempting to apply our numerical results to the giant
planets bearing the question what would be a reasonable outer
boundary heat flux pattern. Here we consider the possible ef-
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fect of intense solar irradiation. The heat flux from the deeper
regions is likely reduced where the solar incident flux heats the
outermost atmosphere more effectively. The details of this pro-
cess depend on e.g., radiative transfer, albedo variations, con-
vection in the weather layer and chemical processes. However,
here we take a simpler approach and consider only the lateral
distribution of the mean solar irradiation. Relevant here is the
temporal mean of the solar irradiation over time scales required
to alter zonal flows.
Our numerical simulations, but also Jupiter’s zonal flow
structure suggest that the zonal winds generally change very
slowly (Vasavada and Showman, 2005). Since the zonal flows
are predominantly geostrophic any change requires to acceler-
ate a significant fraction of the total planetary mass and can
therefore only be slow. The associated time scales τZF can be
estimated via the driving Reynolds stresses
∂vφ
∂t
≈ vφ
τZF
≈ vc · ∇vc ≈ C v
2
c
dZF
, (39)
yielding
τz f =
vφ dZF
C v2c
. (40)
Here dZF is the width of the zonal flow jet and C the mean
correlation. vφ and vc are the dimensional flow speeds of peak
azimuthal and convective flow.
Assuming a perfect correlation C = 1 provides an upper
bound. Using for example Jupiter’s zonal flow maximum of
vφ = 150 m/s observed by the Galileo entry probe, the width of
the equatorial jet dZF = 2.1 · 106 m and an estimate for the con-
vective flow speeds of vc = 1 cm/s (Jones, 2014; Gastine et al.,
2014a) yields τZF = 0.1 Myr or 8400 orbital (sideric) revolu-
tions. Equivalent estimates for Saturn, Neptune and Uranus can
be found in tab. 2.
This implies that when calculating the impact of solar irradia-
tion we have to consider the average over a sideric orbit. Fig. 12
shows the respective inverse latitudinal insolation profiles for
Jupiter, Saturn, Uranus and Neptune in comparison to Y20 pat-
terns as used in the study. Those are found by averaging daily
irradiation pattern for each planet while taking orbital proper-
ties, such as obliquity and eccentricity, into account (accord-
ingly to van Hemelrijck (1982)). The profiles for Jupiter, Sat-
urn and Neptune show an enhanced insolation (reduced internal
heat flux) in the equatorial region. Due to the large obliquity,
however, the pattern for Uranus is flipped since the high po-
lar irradiation during summer dominates the annual mean (van
Hemelrijck, 1988).
Observations suggest that the latitudinal total emission pro-
files of all four giant planets are rather flat (Ingersoll, 1976;
Pearl et al., 1990; Pearl and Conrath, 1991; Soderlund et al.,
2013). Consequently the solar irradiation must be compensated
either by a latitudinal variation of the internal heat flux (Au-
rnou et al., 2008) or by equilibrating processes in the upper at-
mosphere. Adopting the former scenario allows to estimate the
internal flux by simply inverting the irradiation profiles. Fig. 12
shows that the Y20-pattern with variable q? indeed provides a
planet vφ [m/s] dZF [106 m] τZF [Myr] τsid/τZF
Jupiter 150 2.1 0.1 8.4 · 103
Saturn 450 6.2 0.87 2.9 · 104
Uranus 200 3.0 0.19 2.3 · 103
Neptune 300 7.9 0.75 8.1 · 103
Table 2: Characteristic time scales of zonal flow variations τZF based on eq. 40
in comparison to a sideric period τsid . The jet width dZF is estimated by the
width of the equatorial jet, vφ is the peak equatorial jet.
reasonable match for Jupiter, Saturn and Neptune. Uranus in-
solation however suggests a negative q? value.
For Jupiter and Saturn the internal heat flux is roughly equal
to the absorbed insolation (Guillot and Gautier, 2007). Since
the internal heat flux is also hugely superadiabatic, we can di-
rectly translate the inverse insolation pattern into a q?-value.
Fig. 12 shows that for Jupiter a q? ≈ 0.5 is required to compen-
sate the insolation pattern. Our numerical simulations suggest
that a mild heat flux variation of q? = 0.3 generates a dim-
ple of the equatorial prograde jet similar to Jupiter’s main belt
structure (see fig. 5). Equilibrating convection within the upper
atmosphere may possibly reduce the effective q? for Jupiter’s
deeper convection. For Saturn our approximation suggests
q? ≈ 0.25, but since no dimple in the equatorial main jet has
been observed the insolation flux maybe almost entirely com-
pensated by upper atmosphere circulations.
The insolation pattern also suggests q? ≈ 0.25 for Neptune.
Since the internal heat flux is 50% larger than the insolation
flux, the effective q? reduces to ca. 0.15 (Guillot and Gautier,
2007). This seems insufficient to create the inverse zonal flow
patterns observed for Neptune. Our simulations at least require
q? = 0.5 for inverse zonal flow directions and possibly much
larger values to also reach appropriate flow speeds.
However, for Uranus the peculiar insolation pattern exclude
our proposed mechanism for explaining the jet directions. The
fact that the emitted flux is almost equal to the absorbed flux
means that the minuscule internal flux can not be the reason
for the roughly homogeneous emission profile. At least for
Uranus the convective processes within the upper atmosphere
must eradicate any horizontal insolation gradient.
Alternative attempts to explain the inverse differential rota-
tion on the ice giants had to invoke the angular momentum
mixing found at large Rayleigh numbers (Aurnou et al., 2007;
Gastine et al., 2013; Soderlund et al., 2013).
Even though the proposed mechanism may not apply to the
atmosphere of the planets in the solar system it is nevertheless
an interesting hydrodynamic effect that requires further investi-
gation. It is interesting that the common theories of differential
rotation in rapidly rotating spherical shell convection fail to ex-
plain the effect of thermal inhomogeneities applied at the outer
boundary.
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