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NUMERICAL COMPUTATIONS FOR OPERATOR AXIOM
PITH XIE
Abstract. Operator Axiom produces new real numbers with new operators. New op-
erators naturally produce new equations and thus extend the traditional mathematical
models which are selected to describe various scientific rules. So new operators help to
describe complex scientific rules which are difficult described by traditional equations and
have an enormous application potential. As to the equations including new operators,
engineering computation often need the approximate solutions reflecting an intuitive
order relation and equivalence relation. However, the order relation and equivalence
relation of real numbers are not as intuitive as those of base-b expansions. Thus, this
paper introduces numerical computations to approximate all real numbers with base-b
expansions.
1. Introduction
In [1], we distinguish the limit from the infinite sequence. Then in [2], we define
Operator Axiom to extend the traditional real number system. Operator Axiom has
shown typical features as follows:
1. The logical calculus provides a uniform frame for arithmetic axioms. Based on the
same logical calculus, small number system can import new axioms to produce big number
systems.
2. Consistent binary relation are the nature of number systems. The order relation and
equivalence relation of each number system is consistent, so all numbers of each number
system are layed in fixed positions of number line.
3. The number systems equate number with operation. The number ‘1’ and various
operators compose all numbers through operation. Any number except ‘1’ is also an
opertion. For example, the number “[[1+[1+1]]−−−−[1+1]]” derives from the operation
of the number “[1 + [1 + 1]]”, the number “[1 + 1]” and the real operator “−−−−”. So
operator distinguishes different number systems and is the foremost component of number
system.
4. Operator Axiom produces new real numbers with new operators. While producing
new real numbers in arithmetic, the new operators certainly produce new equations and
inequalities in algebra. So Operator Axiom not only extends real number system, but
also extends equations and inequalities.
In conclusion, Operator Axiom forms a new arithmetic axiom. The [2, TABLE 2] fur-
therly define new operators according to the definition of number systems. Real operators
naturally produce new equations such as y = [x+ + + +[1 + 1]], y = [[1 + 1]−−−−x],
y = [x////[1 + 1]] and so on. In other words, real operators extend the traditional
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mathematical models which are selected to describe various scientific rules. So real oper-
ators help to describe complex scientific rules which are difficult described by traditional
equations and have an enormous application potential.
As to the equations including real operators, engineering computation often need the
approximate solutions reflecting an intuitive order relation and equivalence relation. Al-
though the order relation and equivalence relation of real numbers are consistent, they are
not as intuitive as those of base-b expansions. In practice, it is quicker to determine the
order relation and equivalence relation of base-b expansions. So we introduce numerical
computations to approximate real numbers with base-b expansions.
Theorem 1.1. Any positive number ξ may be expressed as a limit of an infinite base-b
expansion sequence
lim
n→∞
A1A2 · · ·As+1. a1a2a3 · · · an,(1.1)
where 0 ≤ A1 < b, 0 ≤ A2 < b, · · · , 0 ≤ an < b, not all A and a are 0, and an infinity
of the an are less than (b-1). If ξ ≥ 1, then A1 ≥ 0.
Proof. Let [ξ] be the integral part of ξ. Then we write
ξ = [ξ] + x = X + x,(1.2)
where X is an integer and 0 ≤ x < 1, and consider X and x separately.
If X > 0 and bs ≤ x < bs+1, and A1 and X1 are the quotient and remainder when X is
divided by bs, then X = A1 · bs +X1, where 0 < A1 = [b−sX] < b, 0 ≤ X1 < bs.
Similarly
X1 = A2 · bs−1 +X2 (0 ≤ A2 < b, 0 ≤ X2 < bs−1),
X2 = A3 · bs−2 +X3 (0 ≤ A3 < b, 0 ≤ X3 < bs−2),
· · · · · · · · ·
Xs−1 = As · b+Xs (0 ≤ As < b, 0 ≤ Xs < b),
Xs = As+1 (0 ≤ As+1 < b).
Thus X may be expressed uniquely in the form
X = A1 · bs + A2 · bs−1 + · · ·+ As · b+ As+1,(1.3)
where every A is one of 0, 1, · · · , (b-1), and A1 is not 0. We abbreviate this expression to
X = A1A2 · · ·AsAs+1,(1.4)
the ordinary representation of X in base-b expansion notation.
Passing to x, we write
X = f1 (0 ≤ f1 < 1).
We suppose that a1 = [bf1], so that
a1
b
≤ f1 < a1 + 1
b
;
a1 is one of 0, 1, · · · , (b-1), and
a1 = [bf1], bf1 = a1 + f2 (0 ≤ f2 < 1).
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Similarly, we define a2, a3, · · · by
a2 = [bf2], bf2 = a2 + f3 (0 ≤ f3 < 1),
a3 = [bf3], bf3 = a3 + f4 (0 ≤ f4 < 1),
· · · · · · · · ·
Every an is one of 0, 1, · · · , (b-1). Thus
x = xn + gn+1,(1.5)
where
xn =
a1
b
+
a2
b2
+ · · ·+ an
bn
,(1.6)
0 ≤ gn+1 = fn+1
bn
<
1
bn
.(1.7)
We thus define a base-b expansion .a1a2a3 · · · an · · · associated with x. We call a1, a2, · · ·
the first, second, · · · digits of the base-b expansion.
Since an < b, the series
∞∑
1
an
bn
(1.8)
is convergent; and since gn+1 → 0, its sum is x. We may therefore write
x = . a1a2a3 · · · ,(1.9)
the right-hand side being an abbreviation for the series (1.8).
We now combine (1.2), (1.4), and (1.9) in the form
ξ = X + x = A1A2 · · ·AsAs+1. a1a2a3 · · · ;(1.10)
and the claim follows. 
Theorem 1.1 implies that every real number has base-b expansions arbitrary close
to it. So in numerical computations for Operator Axiom, all operands and outputs are
denoted by base-b expansions to intuitively show the order relation and equivalence rela-
tion.
The paper is organized as follows. In Section 2, we show the syntax and semantics of
Operator Axiom. In Section 3, we define the operation order for all operations in Operator
Axiom. In Section 4, we construct the numerical computations for binary operations.
2. Syntax And Semantics Of Operator Axiom
Operator Axiom divides into syntax and semantics. The syntax aims at logical deduc-
tion, while the semantics aims at the objects mapped from the syntax deduction.
2.1. Syntax Of Operator Axiom[2]. Syntax of Operator Axiom is extracted from [2].
Table 1 translates the simple part of the syntax to natural language. The complex part
of the syntax is difficult to be translated to natural language.
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Table 1. Translation From Syntax To Natural Language.[2]
Syntax Natural Language
∧ and
∨ or
¬ not
→ replaced by
⇒ imply
⇔ symmetrical imply
{ punctuation
} punctuation
, punctuation
( punctuation
) punctuation
∅ emptiness
· · · omission
Φ{· · · } Denote Φ as a set of notations and particular axioms
between { and }. Different logical calculus correspond
to different notations and particular axioms.
V {· · · } Denote V as a set of variables between { and }.
C{· · · } Denote C as a set of constants between { and }.
P{· · · } Denote P as a set of predicate symbols between { and
}.
V ◦ C{· · · } Denote V ◦ C as a set of concatenations between V
and C.
C ◦ C{· · · } Denote C ◦ C as a set of concatenations between C
and C.
V ◦ C ◦ P{· · · } Denote V ◦C ◦P as a set of concatenations among V ,
C and P .
(· · · ∈ · · · ) · · · ⇔ · · · Define the binary predicate symbol ∈.
(· · · ∈ (V ◦ C)) Define a variable ranging over V ◦ C.
(· · · ∈ (V ◦ C ◦ P )) Define a variable ranging over V ◦ C ◦ P .
(· · · ⊆ · · · ) · · · ⇔ · · · Define the binary predicate symbol ⊆.
Ψ{· · · } Denote Ψ as a set of general axioms between { and
}. Different logical calculus correspond to the same
general axioms.
(· · · → · · · ) ∧ (· · · →
· · · )⇒ · · ·
Define the binary predicate symbol →.
(· · · | · · · ) · · · ⇒ · · · Define the binary predicate symbol |.
(· · · < · · · ) · · · ⇒ · · · Define the binary predicate symbol <.
(· · · = · · · ) Define the binary predicate symbol =.
(· · · = · · · ) · · · ⇒ · · · Define the binary predicate symbol =.
(· · · ≤ · · · ) · · · ⇔ · · · Define the binary predicate symbol ≤.
(· · · ≤ · · · ) · · · ⇒ · · · Define the binary predicate symbol ≤.
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Definition 2.1. Operator Axiom is a logical calculus R{Φ,Ψ} such that:
Φ{
V {∅, a, b, c, d, e, f, g, h, i, j, k, l},(2.1)
C{∅, 1,+, [, ],−, /,>,⊥, },(2.2)
P{∅,∈,⊆,→, |,=, <,≤, ‖},(2.3)
V ◦ C{∅, a, b · · · , 1,+ · · · , aa, ab · · · , a1, a+ · · · , ba, bb · · · , b1, b+ · · · ,(2.4)
aaa, aab · · · , aa1, aa+ · · · , baa, bab · · · , ba1, ba+ · · · },
C ◦ C{∅, 1,+ · · · , 11, 1 + · · · , 111, 11 + · · · },(2.5)
V ◦ C ◦ P{∅, a, b · · · , 1,+ · · · ,∈,⊆ · · · , aa, ab · · · , a1, a+ · · · , a ∈, a ⊆ · · · ,(2.6)
ba, bb · · · , b1, b+ · · · , b ∈, b ⊆ · · · , aaa, aab · · · , aa1, aa+ · · · , aa ∈, aa ⊆ · · · ,
baa, bab · · · , ba1, ba+ · · · , ba ∈, ba ⊆ · · · },
(aˆ ∈ V )⇔ ((aˆ ≡ ∅) ∨ (aˆ ≡ a) ∨ (aˆ ≡ b) · · · ),(2.7)
(aˆ ∈ C)⇔ ((aˆ ≡ ∅) ∨ (aˆ ≡ 1) ∨ (aˆ ≡ +) · · · ),(2.8)
(aˆ ∈ (V ◦ C))⇔ ((aˆ ≡ ∅) ∨ (aˆ ≡ a) ∨ (aˆ ≡ b) · · · ∨ (aˆ ≡ 1) · · · ∨ (aˆ ≡ aa)(2.9)
∨(aˆ ≡ ab) · · · ∨ (aˆ ≡ a1) · · · ∨ (aˆ ≡ aaa) ∨ (aˆ ≡ aab) · · · ∨ (aˆ ≡ aa1) · · · ),
(aˆ ∈ (C ◦ C))⇔ ((aˆ ≡ ∅) ∨ (aˆ ≡ 1) ∨ (aˆ ≡ +) · · · ∨ (aˆ ≡ 11) ∨ (aˆ ≡ 1+) · · ·(2.10)
∨(aˆ ≡ 111) ∨ (aˆ ≡ 11+) · · · ),
(aˆ ∈ (V ◦ C ◦ P ))⇔ ((aˆ ≡ ∅) ∨ (aˆ ≡ a) ∨ (aˆ ≡ b) · · · ∨ (aˆ ≡∈) · · · ∨ (aˆ ≡ aa)(2.11)
∨(aˆ ≡ ab) · · · ∨ (aˆ ≡ a ∈) · · · ∨ (aˆ ≡ aaa) ∨ (aˆ ≡ aab) · · · ∨ (aˆ ≡ aa ∈) · · · ),
(a¯ ∈ (V ◦ C)) ∧ (b¯ ∈ (V ◦ C)) ∧ (c¯ ∈ (V ◦ C)) ∧ (d¯ ∈ (V ◦ C)) ∧ (e¯ ∈ (V ◦ C))(2.12)
∧(f¯ ∈ (V ◦ C)) ∧ (g¯ ∈ (V ◦ C)) ∧ (h¯ ∈ (V ◦ C)) ∧ (¯i ∈ (V ◦ C)) ∧
(j¯ ∈ (V ◦ C)) ∧ (k¯ ∈ (V ◦ C)) ∧ (l¯ ∈ (V ◦ C)) ∧ (a¯ ∈ (V ◦ C ◦ P )) ∧
(b¯ ∈ (V ◦ C ◦ P )) ∧ (c¯ ∈ (V ◦ C ◦ P )),
((a¯ ⊆ {b¯, c¯})⇔ ((a¯ ⊆ b¯) ∨ (a¯ ⊆ c¯))) ∧(2.13)
((a¯ ⊆ {b¯, c¯, d¯})⇔ ((a¯ ⊆ b¯) ∨ (a¯ ⊆ c¯) ∨ (a¯ ⊆ d¯))) ∧
((a¯ ⊆ {b¯, c¯, d¯, e¯})⇔ ((a¯ ⊆ b¯) ∨ (a¯ ⊆ c¯) ∨ (a¯ ⊆ d¯) ∨ (a¯ ⊆ e¯))) ∧
((a¯ ⊆ {b¯, c¯, d¯, e¯, f¯})⇔ ((a¯ ⊆ b¯) ∨ (a¯ ⊆ c¯) ∨ (a¯ ⊆ d¯) ∨ (a¯ ⊆ e¯) ∨ (a¯ ⊆ f¯))) ∧
((a¯ ⊆ {b¯, c¯, d¯, e¯, f¯ , g¯})⇔ ((a¯ ⊆ b¯) ∨ (a¯ ⊆ c¯) ∨ (a¯ ⊆ d¯) ∨ (a¯ ⊆ e¯) ∨ (a¯ ⊆ f¯)
∨(a¯ ⊆ g¯))) ∧
((a¯ ⊆ {b¯, c¯, d¯, e¯, f¯ , g¯, h¯})⇔ ((a¯ ⊆ b¯) ∨ (a¯ ⊆ c¯) ∨ (a¯ ⊆ d¯) ∨ (a¯ ⊆ e¯) ∨ (a¯ ⊆ f¯)
∨(a¯ ⊆ g¯) ∨ (a¯ ⊆ h¯))) ∧
((a¯ ⊆ {b¯, c¯, d¯, e¯, f¯ , g¯, h¯, i¯})⇔ ((a¯ ⊆ b¯) ∨ (a¯ ⊆ c¯) ∨ (a¯ ⊆ d¯) ∨ (a¯ ⊆ e¯) ∨ (a¯ ⊆ f¯)
∨(a¯ ⊆ g¯) ∨ (a¯ ⊆ h¯) ∨ (a¯ ⊆ i¯))) ∧
((a¯ ⊆ {b¯, c¯, d¯, e¯, f¯ , g¯, h¯, i¯, j¯})⇔ ((a¯ ⊆ b¯) ∨ (a¯ ⊆ c¯) ∨ (a¯ ⊆ d¯) ∨ (a¯ ⊆ e¯) ∨
(a¯ ⊆ f¯) ∨ (a¯ ⊆ g¯) ∨ (a¯ ⊆ h¯) ∨ (a¯ ⊆ i¯) ∨ (a¯ ⊆ j¯))),
((a¯ ⊆ {b¯, c¯, d¯, e¯, f¯ , g¯, h¯, i¯, j¯, k¯})⇔ ((a¯ ⊆ b¯) ∨ (a¯ ⊆ c¯) ∨ (a¯ ⊆ d¯) ∨ (a¯ ⊆ e¯) ∨
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(a¯ ⊆ f¯) ∨ (a¯ ⊆ g¯) ∨ (a¯ ⊆ h¯) ∨ (a¯ ⊆ i¯) ∨ (a¯ ⊆ j¯) ∨ (a¯ ⊆ k¯))),
((a¯ ⊆ {b¯, c¯, d¯, e¯, f¯ , g¯, h¯, i¯, j¯, k¯, l¯})⇔ ((a¯ ⊆ b¯) ∨ (a¯ ⊆ c¯) ∨ (a¯ ⊆ d¯) ∨ (a¯ ⊆ e¯) ∨
(a¯ ⊆ f¯) ∨ (a¯ ⊆ g¯) ∨ (a¯ ⊆ h¯) ∨ (a¯ ⊆ i¯) ∨ (a¯ ⊆ j¯) ∨ (a¯ ⊆ k¯) ∨ (a¯ ⊆ l¯))),
(a¯b¯c¯ = d¯b¯e¯f¯ g¯) ∧ ¬(b¯ ⊆ {a¯, c¯, d¯, e¯, f¯ , g¯}) ∧ ¬(f¯ ⊆ {a¯, b¯, c¯, d¯, e¯, g¯}) ∧(2.14)
((b¯→ h¯)‖(f¯ → i¯))⇒ (a¯h¯c¯ = d¯h¯e¯¯ig¯),
(a¯b¯c¯d¯e¯ = f¯) ∧ ¬(b¯ ⊆ {a¯, c¯, d¯, e¯, f¯}) ∧ ¬(d¯ ⊆ {a¯, b¯, c¯, e¯, f¯}) ∧ ((b¯→ g¯)‖(d¯→ h¯))(2.15)
⇒ (a¯g¯c¯h¯e¯ = f¯),
a→ 1|[aba],(2.16)
b→ +|−,(2.17)
c|d→ e|f |g,(2.18)
e→ +|+ e,(2.19)
f → −| − f,(2.20)
g → /|/g,(2.21)
(h→ +)‖(i→ −),(2.22)
(h→ +h)‖(i→ −i),(2.23)
(i→ −)‖(h→ +),(2.24)
(i→ −i)‖(h→ +h),(2.25)
(h→ +)‖(j → /),(2.26)
(h→ +h)‖(j → /j),(2.27)
k → [1 + 1]|[1 + k],(2.28)
l→ 1|[1 + l],(2.29)
a < [1 + a],(2.30)
(a¯ < b¯) ∧ c¯⇒ (([a¯+ c¯] < [b¯+ c¯]) ∧ ([a¯− c¯] < [b¯− c¯]) ∧ ([c¯− b¯] < [c¯− a¯])),(2.31)
([1− 1] ≤ a¯) ∧ (a¯ < b¯) ∧ ([1− 1] < c¯)⇒ ([a¯−−c¯] < [b¯−−c¯]),(2.32)
([1− 1] < a¯) ∧ (a¯ < b¯) ∧ ([1− 1] < c¯)⇒ ([c¯−−b¯] < [c¯−−a¯]),(2.33)
(1 < a¯) ∧ ([1− 1] < b¯)⇒ (1 < [a¯−−f b¯]),(2.34)
(1 < a¯) ∧ (1 < b¯)⇒ ([1− 1] < [a¯/gb¯]),(2.35)
(1 < a¯) ∧ (a¯ < b¯)⇒ (1 < [b¯/ga¯]),(2.36)
(1 ≤ a¯) ∧ (a¯ < b¯) ∧ ([1− 1] < c¯)⇒ ([a¯ec¯] < [b¯ec¯]),(2.37)
(1 ≤ a¯) ∧ (1 ≤ b¯) ∧ ([1− 1] < c¯) ∧ ([a¯ec¯] < [b¯ec¯])⇒ (a¯ < b¯),(2.38)
(1 < a¯) ∧ ([1− 1] ≤ b¯) ∧ (b¯ < c¯)⇒ ([a¯eb¯] < [a¯ec¯]),(2.39)
(1 < a¯) ∧ ([1− 1] ≤ b¯) ∧ ([1− 1] ≤ c¯) ∧ ([a¯eb¯] < [a¯ec¯])⇒ (b¯ < c¯),(2.40)
a¯ ∧ b¯⇒ ([a¯− b¯] = [a¯/b¯]),(2.41)
a¯ ∧ ¬(b¯ = [1− 1])⇒ ([a¯−−b¯] = [a¯//b¯]),(2.42)
a¯⇒ ([a¯− a¯] = [1− 1]),(2.43)
a¯ ∧ b¯⇒ ([a¯+ b¯] = [b¯+ a¯]),(2.44)
a¯ ∧ b¯⇒ ([[a¯− b¯] + b¯] = a¯),(2.45)
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a¯ ∧ b¯ ∧ c¯⇒ ([[a¯− b¯] + c¯] = [[a¯+ c¯]− b¯]),(2.46)
a¯ ∧ b¯ ∧ c¯⇒ ([a¯+ [b¯+ c¯]] = [[a¯+ b¯] + c¯]),(2.47)
a¯ ∧ b¯ ∧ c¯⇒ ([a¯+ [b¯− c¯]] = [[a¯+ b¯]− c¯]),(2.48)
a¯ ∧ b¯ ∧ c¯⇒ ([a¯− [b¯+ c¯]] = [[a¯− b¯]− c¯]),(2.49)
a¯ ∧ b¯ ∧ c¯⇒ ([a¯− [b¯− c¯]] = [[a¯− b¯] + c¯]),(2.50)
a¯⇒ ([a¯+ +1] = a¯) ∧ ([a¯−−1] = a¯),(2.51)
¬(a¯ = [1− 1])⇒ ([a¯−−a¯] = 1),(2.52)
a¯ ∧ b¯⇒ ([a¯+ +b¯] = [b¯+ +a¯]),(2.53)
a¯ ∧ b¯ ∧ c¯⇒ ([a¯+ +[b¯+ +c¯]] = [[a¯+ +b¯] + +c¯]),(2.54)
a¯ ∧ b¯ ∧ c¯⇒ ([a¯+ +[b¯+ c¯]] = [[a¯+ +b¯] + [a¯+ +c¯]]),(2.55)
a¯ ∧ b¯ ∧ c¯⇒ ([a¯+ +[b¯− c¯]] = [[a¯+ +b¯]− [a¯+ +c¯]]),(2.56)
a¯ ∧ ¬(b¯ = [1− 1])⇒ ([[a¯−−b¯] + +b¯] = a¯),(2.57)
a¯ ∧ ¬(b¯ = [1− 1]) ∧ c¯⇒ (([[a¯−−b¯] + +c¯] = [[a¯+ +c¯]−−b¯]) ∧(2.58)
([[a¯+ c¯]−−b¯] = [[a¯−−b¯] + [c¯−−b¯]]) ∧ ([[a¯− c¯]−−b¯] =
[[a¯−−b¯]− [c¯−−b¯]])),
a¯ ∧ ¬(b¯ = [1− 1]) ∧ ¬(c¯ = [1− 1])⇒ (([a¯+ +[b¯−−c¯]] = [[a¯+ +b¯]−−c¯]) ∧(2.59)
([a¯−−[b¯+ +c¯]] = [[a¯−−b¯]−−c¯]) ∧ ([a¯−−[b¯−−c¯]] = [[a¯−−b¯] + +c¯])),
a¯⇒ ([a¯+ + + 1] = a¯) ∧ ([a¯−−− 1] = a¯),(2.60)
a¯⇒ ([1 + + + a¯] = 1),(2.61)
¬(a¯ = [1− 1])⇒ ([a¯+ + + [1− 1]] = 1),(2.62)
([1− 1] < a¯)⇒ ([[1− 1] + + + a¯] = [1− 1]),(2.63)
([1− 1] < a¯) ∧ ¬(b¯ = [1− 1]) ∧ c¯⇒ (([[a¯−−− b¯] + + + b¯] = a¯) ∧(2.64)
([[a¯−−− b¯] + + + c¯] = [[a¯+ + + c¯]−−− b¯]) ∧ ([a¯+ + + [c¯−−b¯]] =
[[a¯+ + + c¯]−−− b¯])),
([1− 1] < a¯) ∧ ([1− 1] < b¯) ∧ c¯⇒ (([a¯+ + + [b¯///a¯]] = b¯) ∧(2.65)
([[a¯+ + + c¯]///b¯] = [c¯+ +[a¯///b¯]]) ∧ ([[a¯−−b¯] + + + c¯] =
[[a¯+ + + c¯]−−[b¯+ + + c¯]])),
([1− 1] < a¯) ∧ ([1− 1] < b¯) ∧ ([1− 1] < c¯)⇒ (([[a¯///c¯]−−[b¯///c¯]] =(2.66)
[a¯///b¯]) ∧ ([[a¯+ +b¯]///c¯] = [[a¯///c¯] + [b¯///c¯]]) ∧ ([[a¯−−b¯]///c¯] =
[[a¯///c¯]− [b¯///c¯]])),
¬(a¯ = [1− 1]) ∧ ¬(b¯ = [1− 1]) ∧ ¬(c¯ = [1− 1])⇒ (([[a¯+ +b¯] + + + c¯] =(2.67)
[[a¯+ + + c¯] + +[b¯+ + + c¯]]) ∧ ([a¯+ + + [b¯+ +c¯]] = [[a¯+ + + b¯] + + + c¯])
∧([a¯+ + + [b¯+ c¯]] = [[a¯+ + + b¯] + +[a¯+ + + c¯]]) ∧ ([a¯+ + + [b¯− c¯]] =
[[a¯+ + + b¯]−−[a¯+ + + c¯]])),
([1− 1] < a¯) ∧ ¬(b¯ = [1− 1]) ∧ ¬(c¯ = [1− 1])⇒ (([a¯−−− [b¯+ +c¯]] =(2.68)
[[a¯−−− b¯]−−− c¯]) ∧ ([a¯−−− [b¯−−c¯]] = [[a¯−−− b¯] + + + c¯])),
([1− 1] < a¯) ∧ ([1− 1] < b¯) ∧ ¬(c¯ = [1− 1])⇒ (([[a¯+ +b¯]−−− c¯] =(2.69)
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[[a¯−−− c¯] + +[b¯−−− c¯]]) ∧ ([[a¯−−b¯]−−− c¯] =
[[a¯−−− c¯]−−[b¯−−− c¯]])),
(1 ≤ a¯)⇒ ([a¯+ e1] = a¯),(2.70)
(1 ≤ a¯)⇒ ([a¯+ +e[1− 1]] = 1),(2.71)
(1 ≤ a¯)⇒ ([a¯− f1] = a¯),(2.72)
([1− 1] ≤ a¯)⇒ ([1 + +ea¯] = 1),(2.73)
([1− 1] < a¯)⇒ ([1−−fa¯] = 1),(2.74)
(1 < a¯)⇒ ([1//ga¯] = [1− 1]),(2.75)
(1 < a¯)⇒ ([a¯/ga¯] = 1),(2.76)
(1 ≤ a¯) ∧ ([1− 1] < b¯)⇒ ([[a¯ib¯]hb¯] = a¯),(2.77)
(1 ≤ a¯) ∧ ([1− 1] < b¯)⇒ ([[a¯hb¯]ib¯] = a¯),(2.78)
(1 ≤ a¯) ∧ (1 < b¯)⇒ ([b¯h[a¯jb¯]] = a¯),(2.79)
(1 ≤ a¯) ∧ (1 < b¯)⇒ ([[b¯ha¯]jb¯] = a¯),(2.80)
(1 ≤ a¯) ∧ (1 ≤ b¯)⇒ ([a¯+ eb¯] = [a¯e[a¯+ e[b¯− 1]]]),(2.81)
> 1 1 = [1− 1],(2.82)
> 1 [1 + 1] = 1,(2.83)
⊥ 1 1 = 1,(2.84)
⊥ 1 [1 + 1] = 1,(2.85)
> k [[[1 + 1] + +l]− 1] = > [k − 1] l ,(2.86)
⊥ k [[[1 + 1] + +l]− 1] = ⊥ [k − 1] l ,(2.87)
> k [[1 + 1] + +l] = [> [k − 1] l +> [k − 1] [l + 1] ],(2.88)
⊥ k [[1 + 1] + +l] = [⊥ [k − 1] l +⊥ [k − 1] [l + 1] ],(2.89)
(1 ≤ a¯) ∧ (> b¯ c¯ ) ∧ (⊥ b¯ c¯ )⇒ ([a¯+ h[> b¯ c¯ −−⊥ b¯ c¯ ]] =(2.90)
[[a¯+ h> b¯ c¯ ]− i⊥ b¯ c¯ ])
},
Ψ{(2.91)
(a¯ ⊆ b¯)⇔ (b¯ = c¯a¯d¯),(2.92)
(a¯→ b¯c¯d¯) ∧ (c¯→ e¯)⇒ (a¯→ b¯e¯d¯),(2.93)
(a¯→ b¯|c¯)⇒ ((a¯→ b¯) ∧ (a¯→ c¯)),(2.94)
(a¯|b¯→ c¯)⇒ ((a¯→ c¯) ∧ (b¯→ c¯)),(2.95)
(a¯ < b¯)⇒ ¬(b¯ < a¯),(2.96)
(a¯ < b¯)⇒ ¬(a¯ = b¯),(2.97)
(a¯ < b¯) ∧ (b¯ < c¯)⇒ (a¯ < c¯),(2.98)
(a¯ < b¯) ∧ (a¯ ∈ (C ◦ C)) ∧ (b¯ ∈ (C ◦ C))⇒ (a¯ ∧ b¯),(2.99)
(a¯ < b¯c¯d¯) ∧ (c¯ = e¯)⇒ (a¯ < b¯e¯d¯),(2.100)
(a¯b¯c¯ < d¯) ∧ (b¯ = e¯)⇒ (a¯e¯c¯ < d¯),(2.101)
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(a¯ < b¯c¯d¯) ∧ (c¯→ e¯) ∧ ¬(c¯ ⊆ {a¯, b¯, d¯})⇒ (a¯ < b¯e¯d¯),(2.102)
(a¯ < b¯c¯d¯c¯e¯) ∧ (c¯→ f¯) ∧ ¬(c¯ ⊆ {a¯, b¯, d¯, e¯})⇒ (a¯ < b¯f¯ d¯f¯ e¯),(2.103)
(a¯b¯c¯ < d¯) ∧ (b¯→ e¯) ∧ ¬(b¯ ⊆ {a¯, c¯, d¯})⇒ (a¯e¯c¯ < d¯),(2.104)
(a¯b¯c¯ < d¯b¯e¯) ∧ (b¯→ f¯) ∧ ¬(b¯ ⊆ {a¯, c¯, d¯, e¯})⇒ (a¯f¯ c¯ < d¯f¯ e¯),(2.105)
(a¯b¯c¯ < d¯b¯e¯b¯f¯) ∧ (b¯→ g¯) ∧ ¬(b¯ ⊆ {a¯, c¯, d¯, e¯, f¯})⇒ (a¯g¯c¯ < d¯g¯e¯g¯f¯),(2.106)
(a¯b¯c¯b¯d¯ < e¯) ∧ (b¯→ f¯) ∧ ¬(b¯ ⊆ {a¯, c¯, d¯, e¯})⇒ (a¯f¯ c¯f¯ d¯ < e¯),(2.107)
(a¯b¯c¯b¯d¯ < e¯b¯f¯) ∧ (b¯→ g¯) ∧ ¬(b¯ ⊆ {a¯, c¯, d¯, e¯, f¯})⇒ (a¯g¯c¯g¯d¯ < e¯g¯f¯),(2.108)
(a¯b¯c¯b¯d¯ < e¯b¯f¯ b¯g¯) ∧ (b¯→ h¯) ∧ ¬(b¯ ⊆ {a¯, c¯, d¯, e¯, f¯ , g¯})⇒ (a¯h¯c¯h¯d¯ < e¯h¯f¯ h¯g¯),(2.109)
a¯ = a¯,(2.110)
(a¯ = b¯)⇒ (b¯ = a¯),(2.111)
(a¯ = b¯)⇒ ¬(a¯ < b¯),(2.112)
(a¯ = b¯c¯d¯) ∧ (c¯ = e¯)⇒ (a¯ = b¯e¯d¯),(2.113)
(a¯b¯c¯) ∧ (b¯ = d¯)⇒ (a¯b¯c¯ = a¯d¯c¯),(2.114)
(a¯ = b¯c¯d¯) ∧ (c¯→ e¯) ∧ ¬(c¯ ⊆ {a¯, b¯, d¯})⇒ (a¯ = b¯e¯d¯),(2.115)
(a¯ = b¯c¯d¯c¯e¯) ∧ (c¯→ f¯) ∧ ¬(c¯ ⊆ {a¯, b¯, d¯, e¯})⇒ (a¯ = b¯f¯ d¯f¯ e¯),(2.116)
(a¯b¯c¯ = d¯b¯e¯) ∧ (b¯→ f¯) ∧ ¬(b¯ ⊆ {a¯, c¯, d¯, e¯})⇒ (a¯f¯ c¯ = d¯f¯ e¯),(2.117)
(a¯b¯c¯ = d¯b¯e¯b¯f¯) ∧ (b¯→ g¯) ∧ ¬(b¯ ⊆ {a¯, c¯, d¯, e¯, f¯})⇒ (a¯g¯c¯ = d¯g¯e¯g¯f¯),(2.118)
(a¯b¯c¯b¯d¯ = e¯b¯f¯ b¯g¯) ∧ (b¯→ h¯) ∧ ¬(b¯ ⊆ {a¯, c¯, d¯, e¯, f¯ , g¯})⇒ (a¯h¯c¯h¯d¯ = e¯h¯f¯ h¯g¯),(2.119)
(a¯ ≤ b¯)⇔ ((a¯ < b¯) ∨ (a¯ = b¯)),(2.120)
(a¯ ≤ b¯) ∧ (b¯ ≤ c¯)⇒ (a¯ ≤ c¯)(2.121)
}.
The deduction of Operator Axiom has been exemplified in detail in [2], and thus it is
ommitted in this paper.
2.2. Semantics Of Operator Axiom. The syntax of Operator Axiom may map to
many semantics, but only one semantics is shown here to explain the syntax of Operator
Axiom. As shown in Figure 1, one semantics of Operator Axiom is a line. We will explain
the semantics according to Figure 1 as follows.
The symbol ‘O’ in Figure 1 stand for “the origin”. The number ‘1’ maps to “a point
move up unit length from the origin”. The symbol ‘>’ maps to “upon”. The symbol ‘<’
maps to “under”. The symbol ‘=’ maps to “overlap”. The numbers such as “[1 + 1]”,
“[[1 + [1 + 1]]−−−−[1 + 1]]”, “[[1 + 1]−−− [1 + [1 + 1]]]”, “[1− 1]” map to the points
arranged in the line in Figure 1. The number “[1− 1]” overlap “the origin O”.
Supposing that ‘aˇ’, ‘bˇ’, “[aˇ + bˇ]” are numbers, then “[aˇ + bˇ]” maps to “a point move
up bˇ units from the point aˇ”. The symbol “++” maps to “iteratively +”. The symbol
“+ + +” maps to “iteratively ++”. And so on, the symbols “+ + ++”, “+ + + + +”,
“+ + + + ++”, · · · can map to similar semantics.
Supposing that ‘aˇ’, ‘bˇ’, “[aˇ − bˇ]” are numbers, then “[aˇ − bˇ]” maps to “a point can
move to the point aˇ by the operation [[aˇ − bˇ] + bˇ]”. Supposing that ’aˇ’, ’bˇ’, “[aˇ − −bˇ]”
are numbers, then “[aˇ−−bˇ]” maps to “a point can move to the point aˇ by the operation
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[[1+[1+1]]----[1+1]]
[[1-1]-1]
[1+[1+1]]
[1+1]
1
[1-1]
[[1-1]-[1--[1+1]]]
[1--[1+1]]
[[1+1]///[1+[1+1]]]
[[1+1]---[1+[1+1]]]
O
Figure 1. The semantics of Operator Axiom
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[[aˇ − −bˇ] + +bˇ]”. Supposing that ’aˇ’, ’bˇ’, “[aˇ − − − bˇ]” are numbers, then “[aˇ − − − bˇ]”
maps to “a point can move to the point aˇ by the operation [[aˇ − − − bˇ] + + + bˇ]”. And
so on, the symbols “− − −−”, “− − − − −”, “− − − − −−”, · · · can map to similar
semantics.
Supposing that ‘aˇ’, ‘bˇ’, “[aˇ/bˇ]” are numbers, then “[aˇ/bˇ]” maps to “a point can move
to the point aˇ by the operation [bˇ+ [aˇ/bˇ]]”. Supposing that ’aˇ’, ’bˇ’, “[aˇ//bˇ]” are numbers,
then “[aˇ//bˇ]” maps to “a point can move to the point aˇ by the operation [bˇ + +[aˇ//bˇ]]”.
Supposing that ’aˇ’, ’bˇ’, “[aˇ///bˇ]” are numbers, then “[aˇ///bˇ]” maps to “a point can move
to the point aˇ by the operation [bˇ+++[aˇ///bˇ]]”. And so on, the symbols “////”, “/////”,
“//////”, · · · can map to similar semantics.
3. Operation Order
In Operator Axiom, the number ‘1’ is the only base-b expansion while the others derive
from the operation of two numbers and one operator. For example, the number “[[1+[1+
1]]−−−−[1 + 1]]” derives from the operation of the number “[1 + [1 + 1]]”, the number
“[1 + 1]” and the real operator “−−−−”.
Definition 3.1. Numerical computation is a conversion from an operation to an approx-
imate base-b expansion.
In general, an operation includes many binary operators. For example, the operation
“[[1 + [1 + 1]]−−−−[1 + 1]]” includes three “+” and one “−−−−”. Since each operator
produces a binary operation, n operator in an operation will produce n binary operations.
It is better to compute all binary operations in an operation in order. The order is denoted
as Operation Order.
[3, §5.3.1] stores tradition operations as an expression tree and then applies traversal
algorithm to evaluate the expression tree. Likewise, each operation of Operator Axiom
can be stored as an expression tree in which each number ‘1’ become a leaf node and each
operator become an internal node. Then Operation Order is just the traversal order of
the expression tree. In this paper, we choose inorder traversal as Operation Order. Figure
2 illustrates an expression tree for the number “[[1 + [1 + 1]]−−−−[1 + 1]]”.
It is supposed that the numerical computation applies base-10 expansions. Then the
numerical computation for “[[1 + [1 + 1]]−−−−[1 + 1]]” will proceed with the following
Operation Order:
[[1 + [1 + 1]]−−[1 + 1]] = [[1 + 2]−−−−[1 + 1]]
= [3−−−−[1 + 1]]
= [3−−−−2]
In summary, every operation in Operator Axiom can divide into many binary operations
which are computed by Operation Order. So numerical computations focus on the binary
operations.
4. Numerical Computations For Binary Operations
4.1. Division Of Binary Operations. According to the complexity of numerical com-
putations, we divide binary operations into low operations, middle operations and high
operations. Table 2 lists their elements in detail.
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Figure 2. An Expression Tree For The Number “[[1 + [1 + 1]]−−−−[1 + 1]]”
Table 2. Division Of Binary Operations.
Low Operations Middle Operations High Operations
Operators +,++,−,−−, /, // + + +,−−−, ///
+ + ++,+ + + + +, · · · ,
−−−−,−−−−−, · · · ,
////, /////, · · ·
4.2. Numerical Computations For Low Operations. In Operator Axiom, / is equal
to− while // is equal to−−. From a traditional viewpoint, the low operations “+,++,−,−−”
are equal to basic arithmetic operations “+,×,−,÷”. So numerical computations for low
operations have been constructed in elementary arithmetic.
4.3. Numerical Computations For Middle Operations. From a traditional view-
point, + + + is an exponentiation operation, − − − is a root-extraction operation and
/// is a logarithm operation. In this subsection, we import the numerical computations
for the middle operations “+ + +,−−−, ///” in [4, §23].
Let eˇ be Euler’s number. It is supposed that aˇ ∈ (−∞,+∞) is a base-b expansion,
nˇ ∈ Z and kˇ ∈ N . The numerical computation for [eˇ + + + aˇ] can be constructed with
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the Taylor-series expansion as follows.
[eˇ+ + + aˇ] =
 lim
kˇ→+∞
 kˇ∑
nˇ=0
[[aˇ+ + + nˇ]−−[nˇ!]]

≈ [1 + [aˇ−−[1!]] + [[aˇ+ + + 2]−−[2!]] + [[aˇ+ + + 3]−−[3!]] + · · ·+
[[aˇ+ + + nˇ]−−[nˇ!]] + · · · ]
It is supposed that aˇ ∈ (0,+∞) is a base-b expansion and nˇ ∈ Z. Let bˇ = [[aˇ −
1] − −[aˇ + 1]], then the numerical computation for [aˇ///eˇ] can be constructed with the
Taylor-series expansion as follows.
[aˇ///eˇ] = [[[1 + bˇ]−−[1− bˇ]]///eˇ]
=
2 + +
 lim
kˇ→+∞
 kˇ∑
nˇ=0
[[bˇ+ + + [2nˇ+ 1]]−−[2nˇ+ 1]]

≈ [2 + +[bˇ+ [[bˇ+ + + 3]−−3] + [[bˇ+ + + 5]−−5] + · · ·+
[[bˇ+ + + [2nˇ+ 1]]−−[2nˇ+ 1]] + · · · ]]
It is supposed that aˇ and bˇ are two base-b expansions, where aˇ ∈ (0,+∞) and bˇ ∈(−∞,+∞). Then the numerical computation for [aˇ+++ bˇ] can be divided and conquered
with the identity [aˇ+ + + bˇ] = [eˇ+ + + [bˇ+ +[aˇ///eˇ]]].
It is supposed that [aˇ+++ bˇ] is a real number, where aˇ ∈ (−∞, 0] and bˇ ∈ (−∞,+∞)
are two base-b expansions. Then the numerical computation for [aˇ+ + + bˇ] can always be
equated with the basic numerical computations as above and basic arithmetic operations
with the axioms (2.1)∼(2.69).
4.4. Numerical Computations For High Operations. The floor function b·c and
mod operator are imported from [5, §1] into this section. It is supposed that the constants
nˇ, aˇ1, aˇ2, bˇ1, bˇ2, cˇ1, cˇ2, mˇ ∈ N . It is supposed that the constant dˇ ∈ R with [1−1] < dˇ. It is
supposed that the constant eˇ ∈ R with 1 < eˇ. It is supposed that the constant pˇ, sˇ, tˇ ∈ R.
Zero can be equated with a fraction [[1− 1]−−1]. Any non-zero base-b expansion can
be equated with a fraction [[1− 1]± [aˇ1 −−aˇ2]] for aˇ1, aˇ2 ∈ N .
The Euclidean Algorithm(EA)[5, §4] can compute the greatest common divisor (aˇ1, aˇ2).
If aˇ1 and aˇ2 are divided by (aˇ1, aˇ2), then the fraction [aˇ1 − −aˇ2] is fully reduced to
irreducible fraction. So EA suffices to equate any non-zero base-b expansion with an
irreducible fraction. The irreducible fraction of a fraction aˇ is denoted as I(aˇ).
Theorem 4.1. For a function fˇ :
[
1,+∞)→ R defined by fˇ(xˇ) = [xˇ + + + edˇ], it is
continuous, unbounded and strictly increasing.
Proof. According to (2.19), the symbol ‘e’ represents some successive ‘+’—“+ · · ·+”.
According to (2.20), the symbol ‘f ’ represents some successive ‘−’—“− · · ·−”. According
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to (2.21), the symbol ‘g’ represents some successive ‘/’—“/ · · · /”.
(A1) Supposing that xˇ1, xˇ2 ∈ [1,+∞) with xˇ1 < xˇ2.
(A2) ⇒ (1 ≤ xˇ1) ∧ (xˇ1 < xˇ2)
(A3) [1− 1] < dˇ by (Premise)
(A4) ⇒ [xˇ1 + + + edˇ] < [xˇ2 + + + edˇ] by (A2),(A3),(2.37)
(A5) fˇ(xˇ1) = [xˇ1 + + + edˇ] by (Premise)
(A6) ⇒ fˇ(xˇ1) < [xˇ2 + + + edˇ] by (A4),(A5),(2.101)
(A7) fˇ(xˇ2) = [xˇ2 + + + edˇ] by (Premise)
(A8) ⇒ fˇ(xˇ1) < fˇ(xˇ2) by (A6),(A7),(2.100)
(A1)∼(A8) derive that fˇ(xˇ) is strictly increasing.
For any number xˇ0 ∈
[
1,+∞) and any number [1− 1] < ε, we can always construct δ0
as follows:
(B1) [1 + + + edˇ] ≤ [xˇ0 + + + edˇ] by (2.37),(2.110)
(B2) ⇒ 1 ≤ [xˇ0 + + + edˇ] by (2.73),(2.101)
(B3) ⇒ [1− 1] ≤ [[xˇ0 + + + edˇ]− 1] by (2.31)
(B4) [1− 1] < ε by (Premise)
(B5) ⇒ [[1− 1]−−[1 + 1]] < [ε−−[1 + 1]] by (2.32)
(B6) ⇒ [[1−−[1 + 1]]− [1−−[1 + 1]]] < [ε−−[1 + 1]] by (2.58), (2.101)
(B7) ⇒ [1− 1] < [ε−−[1 + 1]] by (2.43), (2.101)
(B8) ⇒ [[1− 1] + [ε−−[1 + 1]]] < [[ε−−[1 + 1]] + [ε−−[1 + 1]]] by (2.31)
(B9) ⇒ [[1− 1] + [ε−−[1 + 1]]] < [[ε+ ε]−−[1 + 1]] by (2.58), (2.100)
(B10) ⇒ [[ε−−[1 + 1]] + [1− 1]] < [[ε+ ε]−−[1 + 1]] by (2.44), (2.101)
(B11) ⇒ [[[ε−−[1 + 1]] + 1]− 1] < [[ε+ ε]−−[1 + 1]] by (2.48), (2.101)
(B12) ⇒ [[[ε−−[1 + 1]]− 1] + 1] < [[ε+ ε]−−[1 + 1]] by (2.46), (2.101)
(B13) ⇒ [ε−−[1 + 1]] < [[ε+ ε]−−[1 + 1]] by (2.45), (2.101)
(B14) ⇒ [ε−−[1 + 1]] < [[ε+ +[1 + 1]]−−[1 + 1]] by (2.55),(2.51),
(2.100)
(B15) ⇒ [ε−−[1 + 1]] < [ε+ +[[1 + 1]−−[1 + 1]]] by (2.59),(2.100)
(B16) ⇒ [ε−−[1 + 1]] < [ε+ +1] by (2.52),(2.100)
(B17) ⇒ [ε−−[1 + 1]] < ε by (2.51),(2.100)
(B18) δ0 = [ε−−[1 + 1]]
We construct δ according to [[xˇ0 + + + edˇ]− δ0].
(1) 1 ≤ [[xˇ0 + + + edˇ]− δ0].
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We construct δ as follows:
(C1) δ1 = [xˇ0 − [[[xˇ0 + + + hdˇ]− δ0]−−− idˇ]]
(C2) δ2 = [[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ]− xˇ0]
(C3) δ = min {δ1, δ2}
(D1) δ0 = [ε−−[1 + 1]] by (B18)
(D2) ⇒ [1− 1] < δ0 by (B7),(D1),
(2.100)
(D3) [ε−−[1 + 1]] < ε by (B17)
(D4) ⇒ δ0 < ε by (D3),(D1),
(2.101)
(D5) δ = min {δ1, δ2} by (C3)
(D6) ⇒ δ ≤ δ1
(D7) ⇒ δ ≤ δ2
(D8) δ1 = [xˇ0 − [[[xˇ0 + + + hdˇ]− δ0]−−− idˇ]] by (C1)
(D9) ⇒ [xˇ0 − δ1] = [xˇ0 − [xˇ0 − [[[xˇ0 + + + hdˇ]− δ0]−−− idˇ]]] by (2.114)
(D10) ⇒ [xˇ0 − δ1] = [[xˇ0 − xˇ0] + [[[xˇ0 + + + hdˇ]− δ0]−−− idˇ]] by (2.50),(2.113)
(D11) ⇒ [xˇ0 − δ1] = [[[[xˇ0 + + + hdˇ]− δ0]−−− idˇ] + [xˇ0 − xˇ0]] by (2.44),(2.113)
(D12) ⇒ [xˇ0 − δ1] = [[[[[xˇ0 + + + hdˇ]− δ0]−−− idˇ] + xˇ0]− xˇ0] by (2.48),(2.113)
(D13) ⇒ [xˇ0 − δ1] = [[[[[xˇ0 + + + hdˇ]− δ0]−−− idˇ]− xˇ0] + xˇ0] by (2.46),(2.113)
(D14) ⇒ [xˇ0 − δ1] = [[[xˇ0 + + + hdˇ]− δ0]−−− idˇ] by (2.45),(2.113)
(D15) 1 ≤ [[[xˇ0 + + + hdˇ]− δ0]−−− idˇ] by (Premise),(2.34),
(2.74)
(D16) ⇒ 1 ≤ [xˇ0 − δ1] by (D14),(D15),
(2.100)
(D17) ⇒ [xˇ0 − δ1] ≤ [xˇ0 − δ] by (D6),(2.31)
(D18) ⇒ [[xˇ0 − δ1] + + + hdˇ] ≤ [[xˇ0 − δ] + + + hdˇ] by (D17),(2.37),
(2.114)
(D19) ⇒ [[[[xˇ0 + + + hdˇ]− δ0]−−− idˇ] + + + hdˇ] ≤
[[xˇ0 − δ] + + + hdˇ] by (D14),(2.101)
(D20) ⇒ [[xˇ0 + + + hdˇ]− δ0] ≤ [[xˇ0 − δ] + + + hdˇ] by (2.77),(2.101)
(D21) ⇒ [[xˇ0 + + + hdˇ]− ε] < [[xˇ0 + + + hdˇ]− δ0] by (D4),(2.31)
(D22) ⇒ [[xˇ0 + + + edˇ]− ε] < [[xˇ0 − δ] + + + edˇ] by (D21),(D20),
(2.98)
(D23) ⇒ [fˇ(xˇ0)− ε] < fˇ([xˇ0 − δ]) by (Premise)
(D24) δ2 = [[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ]− xˇ0] by (C2)
16 PITH XIE
(D25) ⇒ [xˇ0 + δ2] = [xˇ0 + [[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ]− xˇ0]] by (2.114)
(D26) ⇒ [xˇ0 + δ2] = [[[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ]− xˇ0] + xˇ0] by (2.44),(2.113)
(D27) ⇒ [xˇ0 + δ2] = [[[xˇ0 + + + hdˇ] + δ0]−−− idˇ] by (2.45),(2.113)
(D28) [1− 1] < δ0 by (D2)
(D29) ⇒ [[1− 1] + 1] < [δ0 + 1] by (D28),(2.31)
(D30) ⇒ 1 < [δ0 + 1] by (2.45),(2.101)
(D31) ⇒ 1 < [1 + δ0] by (2.44),(2.100)
(D32) 1 ≤ [xˇ0 + + + hdˇ] by (B2)
(D33) ⇒ [1 + δ0] ≤ [[xˇ0 + + + hdˇ] + δ0] by (2.31)
(D34) ⇒ 1 < [[xˇ0 + + + hdˇ] + δ0] by (D31),(D33),
(2.98)
(D35) ⇒ 1 < [[[xˇ0 + + + hdˇ] + δ0]−−− idˇ] by (2.34)
(D36) ⇒ [[xˇ0 + δ2] + + + hdˇ] =
[[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ] + + + hdˇ] by (D27),(D35),
(2.114)
(D37) ⇒ [[xˇ0 + δ2] + + + hdˇ] = [[xˇ0 + + + hdˇ] + δ0] by (2.77),(2.113)
(D38) δ0 < ε by (D4)
(D39) ⇒ [δ0 + [xˇ0 + + + hdˇ]] < [ε+ [xˇ0 + + + hdˇ]] by (2.31)
(D40) ⇒ [[xˇ0 + + + hdˇ] + δ0] < [ε+ [xˇ0 + + + hdˇ]] by (2.44),(2.101)
(D41) ⇒ [[xˇ0 + + + hdˇ] + δ0] < [[xˇ0 + + + hdˇ] + ε] by (2.44),(2.100)
(D42) ⇒ [[xˇ0 + δ2] + + + hdˇ] < [[xˇ0 + + + hdˇ] + ε] by (D41),(D37),
(2.101)
(D43) ⇒ [[xˇ0 + + + hdˇ]− δ0] < [[xˇ0 + + + hdˇ]− [1− 1]] by (D2),(2.31)
(D44) ⇒ [[xˇ0 + + + hdˇ]− δ0] < [[[xˇ0 + + + hdˇ]− 1] + 1] by (2.50),(2.100)
(D45) ⇒ [[xˇ0 + + + hdˇ]− δ0] < [xˇ0 + + + hdˇ] by (2.45),(2.100)
(D46) ⇒ [[xˇ0 + + + hdˇ]− δ0] =
[[[[xˇ0 + + + hdˇ]− δ0]−−− idˇ] + + + hdˇ] by (Premise),(2.77)
(D47) ⇒ [xˇ0 + + + hdˇ] =
[[[xˇ0 + + + hdˇ]−−− idˇ] + + + hdˇ] by (B2),(2.77)
(D48) ⇒ [[[[xˇ0 + + + hdˇ]− δ0]−−− idˇ] + + + hdˇ] <
[[[xˇ0 + + + hdˇ]−−− idˇ] + + + hdˇ] by (D45),(D46),
(D47),(2.100),
(2.101)
(D49) ⇒ [[[xˇ0 + + + hdˇ]− δ0]−−− idˇ] < [[xˇ0 + + + hdˇ]−−− idˇ] by (D15),(D48),
(2.34),(2.38)
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(D50) ⇒ [[[xˇ0 + + + hdˇ]− δ0]−−− idˇ] < xˇ0 by (Premise),(2.78),
(2.100)
(D51) ⇒ [xˇ0 − xˇ0] < [xˇ0 − [[[xˇ0 + + + hdˇ]− δ0]−−− idˇ]] by (2.31)
(D52) ⇒ [xˇ0 − xˇ0] < δ1 by (C1),(2.100)
(D53) ⇒ [1− 1] < δ1 by (2.43),(2.101)
(D54) ⇒ [[1− 1] + [xˇ0 + + + hdˇ]] < [δ0 + [xˇ0 + + + hdˇ]] by (D2),(2.31)
(D55) ⇒ [[1− 1] + [xˇ0 + + + hdˇ]] < [[xˇ0 + + + hdˇ] + δ0] by (2.44),(2.100)
(D56) ⇒ [[xˇ0 + + + hdˇ] + [1− 1]] < [[xˇ0 + + + hdˇ] + δ0] by (2.44),(2.101)
(D57) ⇒ [[[xˇ0 + + + hdˇ] + 1]− 1] < [[xˇ0 + + + hdˇ] + δ0] by (2.48),(2.101)
(D58) ⇒ [[[xˇ0 + + + hdˇ]− 1] + 1] < [[xˇ0 + + + hdˇ] + δ0] by (2.46),(2.101)
(D59) ⇒ [xˇ0 + + + hdˇ] < [[xˇ0 + + + hdˇ] + δ0] by (2.45),(2.101)
(D60) ⇒ [xˇ0 + + + hdˇ] =
[[[xˇ0 + + + hdˇ]−−− idˇ] + + + hdˇ] by (B2),(2.77)
(D61) ⇒ [[xˇ0 + + + hdˇ] + δ0] =
[[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ] + + + hdˇ] by (D34),(2.77)
(D62) ⇒ [[[xˇ0 + + + hdˇ]−−− idˇ] + + + hdˇ] <
[[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ] + + + hdˇ] by (D59),(D60),
(D61),(2.100),
(2.101)
(D63) ⇒ [[xˇ0 + + + hdˇ]−−− idˇ] < [[[xˇ0 + + + hdˇ] + δ0]−−− idˇ] by (D35),(2.77),
(D62),(2.38)
(D64) ⇒ xˇ0 < [[[xˇ0 + + + hdˇ] + δ0]−−− idˇ] by (Premise),(2.78),
(2.101)
(D65) ⇒ [xˇ0 − xˇ0] < [[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ]− xˇ0] by (2.31)
(D66) ⇒ [1− 1] < [[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ]− xˇ0] by (2.43),(2.101)
(D67) ⇒ [1− 1] < δ2 by (C2),(2.100)
(D68) [1− 1] < δ by (D5),(D53),
(D67)
(D69) ⇒ [[1− 1] + 1] < [δ + 1] by (2.31)
(D70) ⇒ 1 < [δ + 1] by (2.45),(2.101)
(D71) ⇒ 1 < [1 + δ] by (2.44),(2.100)
(D72) 1 ≤ xˇ0 by (Premise)
(D73) ⇒ [1 + δ] ≤ [xˇ0 + δ] by (2.31)
(D74) ⇒ 1 < [xˇ0 + δ] by (D71),(D73),
(2.98)
(D75) ⇒ [δ + xˇ0] ≤ [δ2 + xˇ0] by (D7),(2.31)
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(D76) ⇒ [xˇ0 + δ] ≤ [δ2 + xˇ0] by (2.44),(2.101)
(D77) ⇒ [xˇ0 + δ] ≤ [xˇ0 + δ2] by (2.44),(2.100)
(D78) ⇒ [[xˇ0 + δ] + + + hdˇ] ≤ [[xˇ0 + δ2] + + + hdˇ] by (D74),(D77),
(2.37)
(D79) ⇒ [[xˇ0 + δ] + + + edˇ] < [[xˇ0 + + + edˇ] + ε] by (D78),(D42),
(2.98)
(D80) ⇒ fˇ([xˇ0 + δ]) < [fˇ(xˇ0) + ε] by (Premise)
Since fˇ(xˇ) is strictly increasing, fˇ(xˇ0 − δ) < fˇ(xˇ) and fˇ(xˇ) < fˇ(xˇ0 + δ) hold
for all xˇ ∈ (xˇ0 − δ, xˇ0 + δ). (D23) and (D80) derive that [fˇ(xˇ0) − ε] < fˇ(xˇ) and
fˇ(xˇ) < [fˇ(xˇ0) + ε] hold for all xˇ ∈
(
xˇ0 − δ, xˇ0 + δ
)
.
(2) [[xˇ0 + + + edˇ]− δ0] < 1.
We construct δ as follows:
(E1) δ = [[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ]− xˇ0]
(F1) a→ 1|[aba] by (2.16)
(F2) ⇒ (a→ 1) by (2.94)
(F3) ⇒ (a→ [aba]) by (F1),(2.94)
(F4) ⇒ (a→ [1ba]) by (F3),(F2),(2.93)
(F5) ⇒ (a→ [1b1]) by (F3),(F2),(2.93)
(F6) b→ +|− by (2.17)
(F7) ⇒ (b→ −) by (2.94)
(F8) ⇒ (a→ [1− 1]) by (F5),(F7),(2.93)
(F9) a < [1 + a] by (2.30)
(F10) ⇒ 1 < [1 + 1] by (F9),(F2),(2.105)
(F11) ⇒ 1 by (2.99)
(F12) ⇒ [1− 1] < [1 + [1− 1]] by (F9),(F8),(2.105)
(F13) ⇒ [1− 1] < [[1− 1] + 1] by (2.44),(2.100)
(F14) ⇒ [1− 1] < 1 by (F11),(2.45),
(F13),(2.100)
(F15) ⇒ [1− 1] < [xˇ0 + + + hdˇ] by (F14),(B2),
(2.100),(2.98)
(F16) ⇒ [1− 1] by (2.99)
(F17) ⇒ [xˇ0 + + + hdˇ] by (F15),(2.99)
(F18) δ0 = [ε−−[1 + 1]] by (B18)
(F19) ⇒ [1− 1] < δ0 by (B7),(F18),
(2.100)
(F20) ⇒ [[1− 1] + [xˇ0 + + + hdˇ]] < [δ0 + [xˇ0 + + + hdˇ]] by (F19),(F17),(2.31)
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(F21) ⇒ [[xˇ0 + + + hdˇ] + [1− 1]] < [δ0 + [xˇ0 + + + hdˇ]] by (F16),(F17),
(2.44),(2.101)
(F22) ⇒ [[[xˇ0 + + + hdˇ] + 1]− 1] < [δ0 + [xˇ0 + + + hdˇ]] by (2.48),(2.101)
(F23) ⇒ [[[xˇ0 + + + hdˇ]− 1] + 1] < [δ0 + [xˇ0 + + + hdˇ]] by (2.46),(2.101)
(F24) ⇒ [xˇ0 + + + hdˇ] < [δ0 + [xˇ0 + + + hdˇ]] by (2.45),(2.101)
(F25) ⇒ [xˇ0 + + + hdˇ] < [[xˇ0 + + + hdˇ] + δ0] by (2.44),(2.100)
(F26) ⇒ 1 < [[xˇ0 + + + hdˇ] + δ0] by (B2),(F25),
(2.101),(2.98)
(F27) ⇒ [xˇ0 + + + hdˇ] = [[[xˇ0 + + + hdˇ]−−− idˇ] + + + hdˇ] by (B2),(2.77),(2.100)
(F28) ⇒ [[xˇ0 + + + hdˇ] + δ0] =
[[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ] + + + hdˇ] by (F26),(2.77),(2.100)
(F29) ⇒ [[[xˇ0 + + + hdˇ]−−− idˇ] + + + hdˇ] <
[[xˇ0 + + + hdˇ] + δ0] by (F25),(F27),(2.101)
(F30) ⇒ [[[xˇ0 + + + hdˇ]−−− idˇ] + + + hdˇ] <
[[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ] + + + hdˇ] by (F29),(F28),(2.100)
(F31) ⇒ 1 ≤ [[xˇ0 + + + hdˇ]−−− idˇ] by (B2),(2.34),(2.74)
(F32) ⇒ 1 < [[[xˇ0 + + + hdˇ] + δ0]−−− idˇ] by (F26),(2.34)
(F33) ⇒ [[xˇ0 + + + hdˇ]−−− idˇ] <
[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ] by (F31),(F32),
(F30),(2.38)
(F34) ⇒ xˇ0 < [[[xˇ0 + + + hdˇ] + δ0]−−− idˇ] by (2.78),(2.101)
(F35) ⇒ [xˇ0 − xˇ0] < [[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ]− xˇ0] by (2.31)
(F36) ⇒ [1− 1] < [[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ]− xˇ0] by (2.43),(F35),(2.101)
(F37) ⇒ [1− 1] < δ by (F36),(E1),(2.100)
(F38) [[xˇ0 + + + hdˇ]− δ0] < 1 by (Premise)
(F39) ⇒ [[xˇ0 + + + hdˇ]− [ε−−[1 + 1]]] < 1 by (B18),(2.101)
(F40) [1− 1] < ε by (Premise)
(F41) ⇒ [ε−−[1 + 1]] < [ε−−1] by (F40),(F10),(F14),(2.33)
(F42) [ε−−1] = ε by (2.51)
(F43) ⇒ [ε−−[1 + 1]] < ε by (F41),(F42),(2.100)
(F44) ⇒ [[xˇ0 + + + hdˇ]− ε] <
[[xˇ0 + + + hdˇ]− [ε−−[1 + 1]]] by (2.31)
(F45) ⇒ [[xˇ0 + + + edˇ]− ε] < 1 by (F44),(F39),(2.98)
(F46) ⇒ [fˇ(xˇ0)− ε] < 1
(F47) fˇ(1) = [1 + + + edˇ]
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(F48) ⇒ fˇ(1) = 1 by (2.73)
(F49) ⇒ 1 ≤ fˇ(xˇ) by (A1)∼(A8),(2.101)
(F50) ⇒ [fˇ(xˇ0)− ε] < fˇ(xˇ) by (F46),(F49),(2.98)
(F51) δ0 = [ε−−[1 + 1]] by (B18)
(F52) ⇒ [1− 1] < δ0 by (B7),(F51),
(2.100)
(F53) [ε−−[1 + 1]] < ε by (D9)
(F54) ⇒ δ0 < ε by (F53),(F51),
(2.101)
(F55) δ = [[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ]− xˇ0] by (E1)
(F56) ⇒ [xˇ0 + δ] = [xˇ0 + [[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ]− xˇ0]] by (2.114)
(F57) ⇒ [xˇ0 + δ] = [[[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ]− xˇ0] + xˇ0] by (2.44),(2.113)
(F58) ⇒ [xˇ0 + δ] = [[[xˇ0 + + + hdˇ] + δ0]−−− idˇ] by (2.45),(2.113)
(F59) [1− 1] < δ0 by (F52)
(F60) ⇒ [[1− 1] + 1] < [δ0 + 1] by (F59),(2.31)
(F61) ⇒ 1 < [δ0 + 1] by (2.45),(2.101)
(F62) ⇒ 1 < [1 + δ0] by (2.44),(2.100)
(F63) 1 ≤ [xˇ0 + + + hdˇ] by (B2)
(F64) ⇒ [1 + δ0] ≤ [[xˇ0 + + + hdˇ] + δ0] by (2.31)
(F65) ⇒ 1 < [[xˇ0 + + + hdˇ] + δ0] by (F62),(F64),
(2.121)
(F66) ⇒ 1 < [[[xˇ0 + + + hdˇ] + δ0]−−− idˇ] by (2.34)
(F67) ⇒ [[xˇ0 + δ] + + + hdˇ] =
[[[[xˇ0 + + + hdˇ] + δ0]−−− idˇ] + + + hdˇ] by (F58),(F66),
(2.114)
(F68) ⇒ [[xˇ0 + δ] + + + hdˇ] = [[xˇ0 + + + hdˇ] + δ0] by (2.77),(2.113)
(F69) δ0 < ε by (F54)
(F70) ⇒ [δ0 + [xˇ0 + + + hdˇ]] < [ε+ [xˇ0 + + + hdˇ]] by (2.31)
(F71) ⇒ [[xˇ0 + + + hdˇ] + δ0] < [ε+ [xˇ0 + + + hdˇ]] by (2.44),(2.101)
(F72) ⇒ [[xˇ0 + + + hdˇ] + δ0] < [[xˇ0 + + + hdˇ] + ε] by (2.44),(2.100)
(F73) ⇒ [[xˇ0 + δ] + + + edˇ] < [[xˇ0 + + + edˇ] + ε] by (F72),(F68),
(2.101)
(F74) ⇒ fˇ([xˇ0 + δ]) < [fˇ(xˇ0) + ε] by (Premise)
Since fˇ(xˇ) is strictly increasing, fˇ(1) ≤ fˇ(xˇ) and fˇ(xˇ) < fˇ(xˇ0 + δ) hold for
all xˇ ∈ (xˇ0 − δ, xˇ0 + δ). (F17) and (F41) derive that [fˇ(xˇ0) − ε] < fˇ(xˇ) and
fˇ(xˇ) < [fˇ(xˇ0) + ε] hold for all xˇ ∈
(
xˇ0 − δ, xˇ0 + δ
)
.
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Items 2(d)i∼2(d)ii derive that fˇ(xˇ) is continuous.
(F16) derives that 1 ≤ fˇ(xˇ) holds on the domain [1,+∞). For any number 1 ≤ ε,
(2.34) and (2.74) always derive that [[ε−−− idˇ] + 1] ∈ [1,+∞). So there always exists
xˇ0 = [[ε−−− idˇ] + 1] on the domain
[
1,+∞).
(G1) [1− 1] < 1 by (F14)
(G2) ⇒ [[1− 1] + [ε−−− idˇ]] < [1 + [ε−−− idˇ]] by (2.31)
(G3) ⇒ [[ε−−− idˇ] + [1− 1]] < [1 + [ε−−− idˇ]] by (2.44),(2.101)
(G4) ⇒ [[[ε−−− idˇ] + 1]− 1] < [1 + [ε−−− idˇ]] by (2.48),(2.101)
(G5) ⇒ [[[ε−−− idˇ]− 1] + 1] < [1 + [ε−−− idˇ]] by (2.46),(2.101)
(G6) ⇒ [ε−−− idˇ] < [1 + [ε−−− idˇ]] by (2.45),(2.101)
(G7) ⇒ [ε−−− idˇ] < [[ε−−− idˇ] + 1] by (2.44),(2.100)
(G8) xˇ0 = [[ε−−− idˇ] + 1] by (Premise)
(G9) ⇒ [ε−−− idˇ] < xˇ0 by (G7),(G8),(2.100)
(G10) ⇒ [[ε−−− idˇ] + + + hdˇ] < [xˇ0 + + + hdˇ] by (2.34),(2.74),(2.37)
(G11) ⇒ ε < [xˇ0 + + + edˇ] by (Premise),(2.77),(2.101)
(G12) ⇒ ε < fˇ(xˇ0) by (Premise)
(G1)∼(G12) derive that fˇ(xˇ) is unbounded. 
Theorem 4.2. For a function fˇ :
[
[1− 1],+∞)→ R defined by fˇ(xˇ) = [eˇ+ + + exˇ], it is
continuous, unbounded and strictly increasing.
Proof. According to (2.19), the symbol ‘e’ represents some successive ‘+’—“+ · · ·+”.
According to (2.20), the symbol ‘f ’ represents some successive ‘−’—“− · · ·−”. According
to (2.21), the symbol ‘g’ represents some successive ‘/’—“/ · · · /”.
(A1) Supposing that xˇ1, xˇ2 ∈ [[1− 1],+∞) with xˇ1 < xˇ2.
(A2) ⇒ ([1− 1] ≤ xˇ1) ∧ (xˇ1 < xˇ2)
(A3) 1 < eˇ by (Premise)
(A4) ⇒ [eˇ+ + + exˇ1] < [eˇ+ + + exˇ2] by (A2),(A3),(2.39)
(A5) fˇ(xˇ1) = [eˇ+ + + exˇ1] by (Premise)
(A6) ⇒ fˇ(xˇ1) < [eˇ+ + + exˇ2] by (A4),(A5),(2.101)
(A7) fˇ(xˇ2) = [eˇ+ + + exˇ2] by (Premise)
(A8) ⇒ fˇ(xˇ1) < fˇ(xˇ2) by (A6),(A7),(2.100)
(A1)∼(A8) derive that fˇ(xˇ) is strictly increasing.
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For any number xˇ0 ∈
[
[1−1],+∞) and any number [1−1] < ε, we can always construct
δ0 as follows:
(B1) [eˇ+ + + e[1− 1]] ≤ [eˇ+ + + exˇ0] by (2.39),(2.110)
(B2) ⇒ 1 ≤ [eˇ+ + + exˇ0] by (2.71),(2.101)
(B3) ⇒ [1− 1] ≤ [[eˇ+ + + exˇ0]− 1] by (2.31)
(B4) [1− 1] < ε by (Premise)
(B5) ⇒ [[1− 1]−−[1 + 1]] < [ε−−[1 + 1]] by (2.32)
(B6) ⇒ [[1−−[1 + 1]]− [1−−[1 + 1]]] < [ε−−[1 + 1]] by (2.58), (2.101)
(B7) ⇒ [1− 1] < [ε−−[1 + 1]] by (2.43), (2.101)
(B8) ⇒ [[1− 1] + [ε−−[1 + 1]]] < [[ε−−[1 + 1]] + [ε−−[1 + 1]]] by (2.31)
(B9) ⇒ [[1− 1] + [ε−−[1 + 1]]] < [[ε+ ε]−−[1 + 1]] by (2.58), (2.100)
(B10) ⇒ [[ε−−[1 + 1]] + [1− 1]] < [[ε+ ε]−−[1 + 1]] by (2.44), (2.101)
(B11) ⇒ [[[ε−−[1 + 1]] + 1]− 1] < [[ε+ ε]−−[1 + 1]] by (2.48), (2.101)
(B12) ⇒ [[[ε−−[1 + 1]]− 1] + 1] < [[ε+ ε]−−[1 + 1]] by (2.46), (2.101)
(B13) ⇒ [ε−−[1 + 1]] < [[ε+ ε]−−[1 + 1]] by (2.45), (2.101)
(B14) ⇒ [ε−−[1 + 1]] < [[ε+ +[1 + 1]]−−[1 + 1]] by (2.55),(2.51),
(2.100)
(B15) ⇒ [ε−−[1 + 1]] < [ε+ +[[1 + 1]−−[1 + 1]]] by (2.59),(2.100)
(B16) ⇒ [ε−−[1 + 1]] < [ε+ +1] by (2.52),(2.100)
(B17) ⇒ [ε−−[1 + 1]] < ε by (2.51),(2.100)
(B18) δ0 = [ε−−[1 + 1]]
We construct δ according to [[eˇ+ + + exˇ0]− δ0].
(1) 1 ≤ [[eˇ+ + + exˇ0]− δ0].
We construct δ as follows:
(C1) δ1 = [xˇ0 − [[[eˇ+ + + hxˇ0]− δ0]///jeˇ]]
(C2) δ2 = [[[[eˇ+ + + hxˇ0] + δ0]///jeˇ]− xˇ0]
(C3) δ = min {δ1, δ2}
(D1) δ0 = [ε−−[1 + 1]] by (B18)
(D2) ⇒ [1− 1] < δ0 by (B7),(D1),
(2.100)
(D3) [ε−−[1 + 1]] < ε by (B17)
(D4) ⇒ δ0 < ε by (D3),(D1),
(2.101)
(D5) δ = min {δ1, δ2} by (C3)
(D6) ⇒ δ ≤ δ1
(D7) ⇒ δ ≤ δ2
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(D8) δ1 = [xˇ0 − [[[eˇ+ + + hxˇ0]− δ0]///jhˇ]] by (C1)
(D9) ⇒ [xˇ0 − δ1] = [xˇ0 − [xˇ0 − [[[eˇ+ + + hxˇ0]− δ0]///jhˇ]]] by (2.114)
(D10) ⇒ [xˇ0 − δ1] = [[xˇ0 − xˇ0] + [[[eˇ+ + + hxˇ0]− δ0]///jhˇ]] by (2.50),(2.113)
(D11) ⇒ [xˇ0 − δ1] = [[[[eˇ+ + + hxˇ0]− δ0]///jhˇ] + [xˇ0 − xˇ0]] by (2.44),(2.113)
(D12) ⇒ [xˇ0 − δ1] = [[[[[eˇ+ + + hxˇ0]− δ0]///jhˇ] + xˇ0]− xˇ0] by (2.48),(2.113)
(D13) ⇒ [xˇ0 − δ1] = [[[[[eˇ+ + + hxˇ0]− δ0]///jhˇ]− xˇ0] + xˇ0] by (2.46),(2.113)
(D14) ⇒ [xˇ0 − δ1] = [[[eˇ+ + + hxˇ0]− δ0]///jhˇ] by (2.45),(2.113)
(D15) [1− 1] ≤ [[[eˇ+ + + hxˇ0]− δ0]///jhˇ] by (Premise),(2.36)
(D16) ⇒ [1− 1] < [xˇ0 − δ1] by (D14),(D15),
(2.100)
(D17) ⇒ [xˇ0 − δ1] ≤ [xˇ0 − δ] by (D6),(2.31)
(D18) ⇒ [eˇ+ + + h[xˇ0 − δ1]] ≤ [eˇ+ + + h[xˇ0 − δ]] by (D17),(2.39),
(2.114)
(D19) ⇒ [eˇ+ + + h[[[eˇ+ + + hxˇ0]− δ0]///jhˇ]] ≤
[eˇ+ + + h[xˇ0 − δ]] by (D14),(2.101)
(D20) ⇒ [[eˇ+ + + hxˇ0]− δ0] ≤ [eˇ+ + + h[xˇ0 − δ]] by (2.79),(2.101)
(D21) ⇒ [[eˇ+ + + hxˇ0]− ε] < [[eˇ+ + + hxˇ0]− δ0] by (D4),(2.31)
(D22) ⇒ [[eˇ+ + + exˇ0]− ε] < [eˇ+ + + e[xˇ0 − δ]] by (D21),(D20),
(2.98)
(D23) ⇒ [fˇ(xˇ0)− ε] < fˇ([xˇ0 − δ]) by (Premise)
(D24) δ2 = [[[[eˇ+ + + hxˇ0] + δ0]///jhˇ]− xˇ0] by (C2)
(D25) ⇒ [xˇ0 + δ2] = [xˇ0 + [[[[eˇ+ + + hxˇ0] + δ0]///jhˇ]− xˇ0]] by (2.114)
(D26) ⇒ [xˇ0 + δ2] = [[[[[eˇ+ + + hxˇ0] + δ0]///jhˇ]− xˇ0] + xˇ0] by (2.44),(2.113)
(D27) ⇒ [xˇ0 + δ2] = [[[eˇ+ + + hxˇ0] + δ0]///jhˇ] by (2.45),(2.113)
(D28) [1− 1] < δ0 by (D2)
(D29) ⇒ [[1− 1] + 1] < [δ0 + 1] by (D28),(2.31)
(D30) ⇒ 1 < [δ0 + 1] by (2.45),(2.101)
(D31) ⇒ 1 < [1 + δ0] by (2.44),(2.100)
(D32) 1 ≤ [eˇ+ + + hxˇ0] by (B2)
(D33) ⇒ [1 + δ0] ≤ [[eˇ+ + + hxˇ0] + δ0] by (2.31)
(D34) ⇒ 1 < [[eˇ+ + + hxˇ0] + δ0] by (D31),(D33),
(2.98)
(D35) ⇒ [1− 1] < [[[eˇ+ + + hxˇ0] + δ0]///jhˇ] by (2.35)
(D36) ⇒ [eˇ+ + + h[xˇ0 + δ2]] =
[eˇ+ + + h[[[eˇ+ + + hxˇ0] + δ0]///jhˇ]] by (D27),(D35),
(2.114)
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(D37) ⇒ [eˇ+ + + h[xˇ0 + δ2]] = [[eˇ+ + + hxˇ0] + δ0] by (2.79),(2.113)
(D38) δ0 < ε by (D4)
(D39) ⇒ [δ0 + [eˇ+ + + hxˇ0]] < [ε+ [eˇ+ + + hxˇ0]] by (2.31)
(D40) ⇒ [[eˇ+ + + hxˇ0] + δ0] < [ε+ [eˇ+ + + hxˇ0]] by (2.44),(2.101)
(D41) ⇒ [[eˇ+ + + hxˇ0] + δ0] < [[eˇ+ + + hxˇ0] + ε] by (2.44),(2.100)
(D42) ⇒ [eˇ+ + + h[xˇ0 + δ2]] < [[eˇ+ + + hxˇ0] + ε] by (D41),(D37),
(2.101)
(D43) ⇒ [[eˇ+ + + hxˇ0]− δ0] < [[eˇ+ + + hxˇ0]− [1− 1]] by (D2),(2.31)
(D44) ⇒ [[eˇ+ + + hxˇ0]− δ0] < [[[eˇ+ + + hxˇ0]− 1] + 1] by (2.50),(2.100)
(D45) ⇒ [[eˇ+ + + hxˇ0]− δ0] < [eˇ+ + + hxˇ0] by (2.45),(2.100)
(D46) ⇒ [[eˇ+ + + hxˇ0]− δ0] =
[eˇ+ + + h[[[eˇ+ + + hxˇ0]− δ0]///jhˇ]] by (Premise),(2.79)
(D47) ⇒ [eˇ+ + + hxˇ0] =
[eˇ+ + + h[[eˇ+ + + hxˇ0]///jhˇ]] by (B2),(2.79)
(D48) ⇒ [eˇ+ + + h[[[eˇ+ + + hxˇ0]− δ0]///jhˇ]] <
[eˇ+ + + h[[eˇ+ + + hxˇ0]///jhˇ]] by (D45),(D46),
(D47),(2.100),
(2.101)
(D49) ⇒ [[[eˇ+ + + hxˇ0]− δ0]///jhˇ] < [[eˇ+ + + hxˇ0]///jhˇ] by (D15),(D48),
(2.35),(2.40)
(D50) ⇒ [[[eˇ+ + + hxˇ0]− δ0]///jhˇ] < xˇ0 by (Premise),(2.80),
(2.100)
(D51) ⇒ [xˇ0 − xˇ0] < [xˇ0 − [[[eˇ+ + + hxˇ0]− δ0]///jhˇ]] by (2.31)
(D52) ⇒ [xˇ0 − xˇ0] < δ1 by (C1),(2.100)
(D53) ⇒ [1− 1] < δ1 by (2.43),(2.101)
(D54) ⇒ [[1− 1] + [eˇ+ + + hxˇ0]] < [δ0 + [eˇ+ + + hxˇ0]] by (D2),(2.31)
(D55) ⇒ [[1− 1] + [eˇ+ + + hxˇ0]] < [[eˇ+ + + hxˇ0] + δ0] by (2.44),(2.100)
(D56) ⇒ [[eˇ+ + + hxˇ0] + [1− 1]] < [[eˇ+ + + hxˇ0] + δ0] by (2.44),(2.101)
(D57) ⇒ [[[eˇ+ + + hxˇ0] + 1]− 1] < [[eˇ+ + + hxˇ0] + δ0] by (2.48),(2.101)
(D58) ⇒ [[[eˇ+ + + hxˇ0]− 1] + 1] < [[eˇ+ + + hxˇ0] + δ0] by (2.46),(2.101)
(D59) ⇒ [eˇ+ + + hxˇ0] < [[eˇ+ + + hxˇ0] + δ0] by (2.45),(2.101)
(D60) ⇒ [eˇ+ + + hxˇ0] =
[eˇ+ + + h[[eˇ+ + + hxˇ0]///jhˇ]] by (B2),(2.79)
(D61) ⇒ [[eˇ+ + + hxˇ0] + δ0] =
[eˇ+ + + h[[[eˇ+ + + hxˇ0] + δ0]///jhˇ]] by (D34),(2.79)
(D62) ⇒ [eˇ+ + + h[[eˇ+ + + hxˇ0]///jhˇ]] <
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[eˇ+ + + h[[[eˇ+ + + hxˇ0] + δ0]///jhˇ]] by (D59),(D60),
(D61),(2.100),
(2.101)
(D63) ⇒ [[eˇ+ + + hxˇ0]///jhˇ] < [[[eˇ+ + + hxˇ0] + δ0]///jhˇ] by (D35),(D62),
(2.35),(2.40)
(D64) ⇒ xˇ0 < [[[eˇ+ + + hxˇ0] + δ0]///jhˇ] by (Premise),(2.80),
(2.101)
(D65) ⇒ [xˇ0 − xˇ0] < [[[[eˇ+ + + hxˇ0] + δ0]///jhˇ]− xˇ0] by (2.31)
(D66) ⇒ [1− 1] < [[[[eˇ+ + + hxˇ0] + δ0]///jhˇ]− xˇ0] by (2.43),(2.101)
(D67) ⇒ [1− 1] < δ2 by (C2),(2.100)
(D68) [1− 1] < δ by (D5),(D53),
(D67)
(D69) [1− 1] ≤ xˇ0 by (Premise)
(D70) ⇒ [[1− 1] + δ] ≤ [xˇ0 + δ] by (2.31)
(D71) ⇒ [δ + [1− 1]] ≤ [xˇ0 + δ] by (2.44),(2.101)
(D72) ⇒ [[δ + 1]− 1] ≤ [xˇ0 + δ] by (2.48),(2.101)
(D73) ⇒ [[δ − 1] + 1] ≤ [xˇ0 + δ] by (2.46),(2.101)
(D74) ⇒ δ ≤ [xˇ0 + δ] by (2.45),(2.101)
(D75) ⇒ [1− 1] < [xˇ0 + δ] by (D68),(D74),
(2.98)
(D76) ⇒ [δ + xˇ0] ≤ [δ2 + xˇ0] by (D7),(2.31)
(D77) ⇒ [xˇ0 + δ] ≤ [δ2 + xˇ0] by (2.44),(2.101)
(D78) ⇒ [xˇ0 + δ] ≤ [xˇ0 + δ2] by (2.44),(2.100)
(D79) ⇒ [eˇ+ + + h[xˇ0 + δ]] ≤ [eˇ+ + + h[xˇ0 + δ2]] by (D75),(D78),
(2.39)
(D80) ⇒ [eˇ+ + + e[xˇ0 + δ]] < [[eˇ+ + + exˇ0] + ε] by (D79),(D42),
(2.98)
(D81) ⇒ fˇ([xˇ0 + δ]) < [fˇ(xˇ0) + ε] by (Premise)
Since fˇ(xˇ) is strictly increasing, fˇ(xˇ0 − δ) < fˇ(xˇ) and fˇ(xˇ) < fˇ(xˇ0 + δ) hold
for all xˇ ∈ (xˇ0 − δ, xˇ0 + δ). (D23) and (D81) derive that [fˇ(xˇ0) − ε] < fˇ(xˇ) and
fˇ(xˇ) < [fˇ(xˇ0) + ε] hold for all xˇ ∈
(
xˇ0 − δ, xˇ0 + δ
)
.
(2) [[eˇ+ + + exˇ0]− δ0] < 1.
We construct δ as follows:
(E1) δ = [[[[eˇ+ + + hxˇ0] + δ0]///jeˇ]− xˇ0]
(F1) a→ 1|[aba] by (2.16)
(F2) ⇒ (a→ 1) by (2.94)
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(F3) ⇒ (a→ [aba]) by (F1),(2.94)
(F4) ⇒ (a→ [1ba]) by (F3),(F2),(2.93)
(F5) ⇒ (a→ [1b1]) by (F3),(F2),(2.93)
(F6) b→ +|− by (2.17)
(F7) ⇒ (b→ −) by (2.94)
(F8) ⇒ (a→ [1− 1]) by (F5),(F7),(2.93)
(F9) a < [1 + a] by (2.30)
(F10) ⇒ 1 < [1 + 1] by (F9),(F2),(2.105)
(F11) ⇒ 1 by (2.99)
(F12) ⇒ [1− 1] < [1 + [1− 1]] by (F9),(F8),(2.105)
(F13) ⇒ [1− 1] < [[1− 1] + 1] by (2.44),(2.100)
(F14) ⇒ [1− 1] < 1 by (F11),(2.45),
(F13),(2.100)
(F15) ⇒ [1− 1] < [eˇ+ + + hxˇ0] by (F14),(B2),
(2.100),(2.98)
(F16) ⇒ [1− 1] by (2.99)
(F17) ⇒ [eˇ+ + + hxˇ0] by (F15),(2.99)
(F18) δ0 = [ε−−[1 + 1]] by (B18)
(F19) ⇒ [1− 1] < δ0 by (B7),(F18),
(2.100)
(F20) ⇒ [[1− 1] + [eˇ+ + + hxˇ0]] < [δ0 + [eˇ+ + + hxˇ0]] by (F19),(F17),(2.31)
(F21) ⇒ [[eˇ+ + + hxˇ0] + [1− 1]] < [δ0 + [eˇ+ + + hxˇ0]] by (F16),(F17),
(2.44),(2.101)
(F22) ⇒ [[[eˇ+ + + hxˇ0] + 1]− 1] < [δ0 + [eˇ+ + + hxˇ0]] by (2.48),(2.101)
(F23) ⇒ [[[eˇ+ + + hxˇ0]− 1] + 1] < [δ0 + [eˇ+ + + hxˇ0]] by (2.46),(2.101)
(F24) ⇒ [eˇ+ + + hxˇ0] < [δ0 + [eˇ+ + + hxˇ0]] by (2.45),(2.101)
(F25) ⇒ [eˇ+ + + hxˇ0] < [[eˇ+ + + hxˇ0] + δ0] by (2.44),(2.100)
(F26) ⇒ 1 < [[eˇ+ + + hxˇ0] + δ0] by (B2),(F25),
(2.101),(2.98)
(F27) ⇒ [eˇ+ + + hxˇ0] = [eˇ+ + + h[[eˇ+ + + hxˇ0]///jeˇ]] by (B2),(2.79),(2.100)
(F28) ⇒ [[eˇ+ + + hxˇ0] + δ0] =
[eˇ+ + + h[[[eˇ+ + + hxˇ0] + δ0]///jeˇ]] by (F26),(2.79),(2.100)
(F29) ⇒ [eˇ+ + + h[[eˇ+ + + hxˇ0]///jeˇ]] < [[eˇ+ + + hxˇ0] + δ0] by (F25),(F27),(2.101)
(F30) ⇒ [eˇ+ + + h[[eˇ+ + + hxˇ0]///jeˇ]] <
[eˇ+ + + h[[[eˇ+ + + hxˇ0] + δ0]///jeˇ]] by (F29),(F28),(2.100)
(F31) ⇒ [1− 1] ≤ [[eˇ+ + + hxˇ0]///jeˇ] by (B2),(2.35),(2.75)
(F32) ⇒ [1− 1] < [[[eˇ+ + + hxˇ0] + δ0]///jeˇ] by (F26),(2.35)
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(F33) ⇒ [[eˇ+ + + hxˇ0]///jeˇ] <
[[[eˇ+ + + hxˇ0] + δ0]///jeˇ] by (F31),(F32),
(F30),(2.40)
(F34) ⇒ xˇ0 < [[[eˇ+ + + hxˇ0] + δ0]///jeˇ] by (2.80),(2.101)
(F35) ⇒ [xˇ0 − xˇ0] < [[[[eˇ+ + + hxˇ0] + δ0]///jeˇ]− xˇ0] by (2.31)
(F36) ⇒ [1− 1] < [[[[eˇ+ + + hxˇ0] + δ0]///jeˇ]− xˇ0] by (2.43),(F35),(2.101)
(F37) ⇒ [1− 1] < δ by (F36),(E1),(2.100)
(F38) [[eˇ+ + + hxˇ0]− δ0] < 1 by (Premise)
(F39) ⇒ [[eˇ+ + + hxˇ0]− [ε−−[1 + 1]]] < 1 by (B18),(2.101)
(F40) [1− 1] < ε by (Premise)
(F41) ⇒ [ε−−[1 + 1]] < [ε−−1] by (F40),(F10),(F14),(2.33)
(F42) [ε−−1] = ε by (2.51)
(F43) ⇒ [ε−−[1 + 1]] < ε by (F41),(F42),(2.100)
(F44) ⇒ [[eˇ+ + + hxˇ0]− ε] <
[[eˇ+ + + hxˇ0]− [ε−−[1 + 1]]] by (2.31)
(F45) ⇒ [[eˇ+ + + exˇ0]− ε] < 1 by (F44),(F39),(2.98)
(F46) ⇒ [fˇ(xˇ0)− ε] < 1
(F47) fˇ([1− 1]) = [eˇ+ + + e[1− 1]]
(F48) ⇒ fˇ([1− 1]) = 1 by (2.71)
(F49) ⇒ 1 ≤ fˇ(xˇ) by (A1)∼(A8),(2.101)
(F50) ⇒ [fˇ(xˇ0)− ε] < fˇ(xˇ) by (F46),(F49),(2.98)
(F51) δ0 = [ε−−[1 + 1]] by (B18)
(F52) ⇒ [1− 1] < δ0 by (B7),(F51),
(2.100)
(F53) [ε−−[1 + 1]] < ε by (D9)
(F54) ⇒ δ0 < ε by (F53),(F51),
(2.101)
(F55) δ = [[[[eˇ+ + + hxˇ0] + δ0]///jhˇ]− xˇ0] by (E1)
(F56) ⇒ [xˇ0 + δ] = [xˇ0 + [[[[eˇ+ + + hxˇ0] + δ0]///jhˇ]− xˇ0]] by (2.114)
(F57) ⇒ [xˇ0 + δ] = [[[[[eˇ+ + + hxˇ0] + δ0]///jhˇ]− xˇ0] + xˇ0] by (2.44),(2.113)
(F58) ⇒ [xˇ0 + δ] = [[[eˇ+ + + hxˇ0] + δ0]///jhˇ] by (2.45),(2.113)
(F59) [1− 1] < δ0 by (F52)
(F60) ⇒ [[1− 1] + 1] < [δ0 + 1] by (F59),(2.31)
(F61) ⇒ 1 < [δ0 + 1] by (2.45),(2.101)
(F62) ⇒ 1 < [1 + δ0] by (2.44),(2.100)
(F63) 1 ≤ [eˇ+ + + hxˇ0] by (B2)
28 PITH XIE
(F64) ⇒ [1 + δ0] ≤ [[eˇ+ + + hxˇ0] + δ0] by (2.31)
(F65) ⇒ 1 < [[eˇ+ + + hxˇ0] + δ0] by (F62),(F64),
(2.98)
(F66) ⇒ [1− 1] < [[[eˇ+ + + hxˇ0] + δ0]///jhˇ] by (2.35)
(F67) ⇒ [eˇ+ + + h[xˇ0 + δ]] =
[eˇ+ + + h[[[eˇ+ + + hxˇ0] + δ0]///jhˇ]] by (F58),(F66),
(2.114)
(F68) ⇒ [eˇ+ + + h[xˇ0 + δ]] = [[eˇ+ + + hxˇ0] + δ0] by (2.79),(2.113)
(F69) δ0 < ε by (F54)
(F70) ⇒ [δ0 + [eˇ+ + + hxˇ0]] < [ε+ [eˇ+ + + hxˇ0]] by (2.31)
(F71) ⇒ [[eˇ+ + + hxˇ0] + δ0] < [ε+ [eˇ+ + + hxˇ0]] by (2.44),(2.101)
(F72) ⇒ [[eˇ+ + + hxˇ0] + δ0] < [[eˇ+ + + hxˇ0] + ε] by (2.44),(2.100)
(F73) ⇒ [eˇ+ + + e[xˇ0 + δ]] < [[eˇ+ + + exˇ0] + ε] by (F72),(F68),
(2.101)
(F74) ⇒ fˇ([xˇ0 + δ]) < [fˇ(xˇ0) + ε] by (Premise)
Since fˇ(xˇ) is strictly increasing, fˇ(1) ≤ fˇ(xˇ) and fˇ(xˇ) < fˇ(xˇ0 + δ) hold for
all xˇ ∈ (xˇ0 − δ, xˇ0 + δ). (F17) and (F41) derive that [fˇ(xˇ0) − ε] < fˇ(xˇ) and
fˇ(xˇ) < [fˇ(xˇ0) + ε] hold for all xˇ ∈
(
xˇ0 − δ, xˇ0 + δ
)
.
Items 2(d)i∼2(d)ii derive that fˇ(xˇ) is continuous.
(F16) derives that 1 ≤ fˇ(xˇ) holds on the domain [1,+∞). For any number 1 ≤ ε,
(2.35) and (2.75) always derive that [ε///jeˇ] ∈ [[1 − 1],+∞). So there always exists
xˇ0 = [[ε///jeˇ] + 1] on the domain
[
1,+∞).
(G1) [1− 1] < 1 by (F14)
(G2) ⇒ [[1− 1] + [ε///jeˇ]] < [1 + [ε///jeˇ]] by (2.31)
(G3) ⇒ [[ε///jeˇ] + [1− 1]] < [1 + [ε///jeˇ]] by (2.44),(2.101)
(G4) ⇒ [[[ε///jeˇ] + 1]− 1] < [1 + [ε///jeˇ]] by (2.48),(2.101)
(G5) ⇒ [[[ε///jeˇ]− 1] + 1] < [1 + [ε///jeˇ]] by (2.46),(2.101)
(G6) ⇒ [ε///jeˇ] < [1 + [ε///jeˇ]] by (2.45),(2.101)
(G7) ⇒ [ε///jeˇ] < [[ε///jeˇ] + 1] by (2.44),(2.100)
(G8) xˇ0 = [[ε///jeˇ] + 1] by (Premise)
(G9) ⇒ [ε///jeˇ] < xˇ0 by (G7),(G8),(2.100)
(G10) ⇒ [eˇ+ + + h[ε///jeˇ]] < [eˇ+ + + hxˇ0] by (2.35),(2.75),(2.39)
(G11) ⇒ ε < [eˇ+ + + exˇ0] by (Premise),(2.79),(2.101)
(G12) ⇒ ε < fˇ(xˇ0) by (Premise)
(G1)∼(G12) derive that fˇ(xˇ) is unbounded. 
After further investigations with Theorem 4.1 and Theorem 4.2, we pose the conjectures
as follows.
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Conjecture 4.3. For a function fˇ :
(
1,+∞)→ R defined by fˇ(xˇ) = [xˇ + + + edˇ], it is
smooth.
Conjecture 4.4. For a function fˇ :
(
[1 − 1],+∞)→ R defined by fˇ(xˇ) = [eˇ + + + exˇ],
it is smooth.
Definition 4.5. Root Equations are the equations such as fˇ(xˇ) = pˇ such that:
(1) The function fˇ(xˇ) is real and continuous on any closed interval
[
sˇ, tˇ
]
in the domain;
(2) The equation fˇ(xˇ) = pˇ has only one root on the above interval
[
sˇ, tˇ
]
;
[6, TABLE PT2.3] lists common root-finding methods and their convergence conditions.
When aˇ acts as the lower guess and bˇ acts as the upper guess, both the bisection method[6,
§5.2] and Brent’s method[6, §6.4] always converge and find the only root on [sˇ, tˇ]. But
Brent’s method converges faster than the bisection method and thus acts as the main
root-finding method for Root Equations.
In the following, we construct all numerical computations for high operations by induc-
tion.
(1) The numerical computations for the operations [aˇ++++bˇ], [aˇ−−−−bˇ], [aˇ////bˇ]
are constructed.
(a) A numerical computation for [[aˇ1 −−aˇ2] + + + +nˇ] with 1 < [aˇ1 −−aˇ2] can
be constructed.
(A1) [[aˇ1 −−aˇ2] + + + +nˇ] =
[[aˇ1 −−aˇ2] + + + [[aˇ1 −−aˇ2] + + + +[nˇ− 1]]] by (2.81)
(A2) Let us distinguish these [aˇ1 −−aˇ2] with
the subscripts {(1), (2), (3), · · · }
(A3) ⇒ [[aˇ1 −−aˇ2] + + + +nˇ] =
[[aˇ1 −−aˇ2](1) + + + [[aˇ1 −−aˇ2](2) + + + · · ·
[[aˇ1 −−aˇ2](nˇ−1) + + + [[aˇ1 −−aˇ2](nˇ) + + + +1]] · · · ]] by (2.81)
(A4) ⇒ [[aˇ1 −−aˇ2] + + + +nˇ] =
[[aˇ1 −−aˇ2](1) + + + [[aˇ1 −−aˇ2](2) + + + · · ·
[[aˇ1 −−aˇ2](nˇ−1) + + + [aˇ1 −−aˇ2](nˇ)] · · · ]] by (2.70)
Then (A1)∼(A4) have reduced one + + ++ operation to many + + +
operations. Since §4.3 has constructed the numerical computation for [[aˇ1 −
−aˇ2] + + + nˇ], (A1)∼(A4) can achieve a numerical computation for [[aˇ1 −
−aˇ2] + + + +nˇ].
(b) A numerical computation for [[aˇ1 −−aˇ2]−−−−nˇ] with 1 < [aˇ1 −−aˇ2] can
be constructed.
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The numerical computation for [[aˇ1 − −aˇ2] − − − −nˇ] is equated with
the numerical root finding of the equation xˇ = [[aˇ1 −−aˇ2]−−−−nˇ].
(A1) xˇ = [[aˇ1 −−aˇ2]−−−−nˇ]
(A2) ⇒ [xˇ+ + + +nˇ] =
[[[aˇ1 −−aˇ2]−−−−nˇ] + + + +nˇ] by (2.114)
(A3) ⇒ [xˇ+ + + +nˇ] = [aˇ1 −−aˇ2] by (2.77),(2.24),(2.25)
According to (2.37)∼(2.40), the function fˇ(xˇ) = [xˇ+ + + +nˇ] is defined
on the domain
[
1,+∞). Theorem 4.1 implies that fˇ(xˇ) = [xˇ + + + +nˇ] is
continuous on the domain
[
1, [aˇ1 −−aˇ2]
]
.
(2.73) derives that [1++++nˇ] = 1. So (2.101) derives that [1++++nˇ] <
[aˇ1−−aˇ2]. (2.70) derives that [[aˇ1−−aˇ2]++++1] = [aˇ1−−aˇ2]. (2.39) derives
that [[aˇ1 −−aˇ2] + + + +1] ≤ [[aˇ1 −−aˇ2] + + + +nˇ]. So (2.101) derives that
[aˇ1−−aˇ2] ≤ [[aˇ1−−aˇ2]++++nˇ]. In summary, both [1++++nˇ] < [aˇ1−−aˇ2]
and [aˇ1 −−aˇ2] ≤ [[aˇ1 −−aˇ2] + + + +nˇ] hold.
Then Intermediate Value Theorem derives that the equation [xˇ + + +
+nˇ] = [aˇ1 − −aˇ2] has only one root on the domain
[
1, [aˇ1 − −aˇ2]
]
. Since
Theorem 4.1 implies that the equation [xˇ++++nˇ] = [aˇ1−−aˇ2] has no root on
the domain
(
[aˇ1−−aˇ2],+∞
)
, the equation [xˇ++++nˇ] = [aˇ1−−aˇ2] has only
one root on the domain
[
1,+∞). Since the equation [xˇ++++nˇ] = [aˇ1−−aˇ2]
belongs to Root Equations, Brent’s method can find the only root of the
equation and constructs the numerical computation for [[aˇ1−−aˇ2]−−−−nˇ].
(c) A numerical computation for [[aˇ1−−aˇ2]++++[bˇ1−−bˇ2]] with 1 < [aˇ1−−aˇ2]
can be constructed.
(i) [bˇ1 −−bˇ2] ≤ 1.
(A1) I([bˇ1 −−bˇ2]) =
[> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ] by (EA),
(2.82)∼(2.89)
(A2) ⇒ [[aˇ1 −−aˇ2] + + + +[bˇ1 −−bˇ2]] =
[[aˇ1 −−aˇ2] + + + +
[> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ]] by (2.114)
(A3) ⇒ [[aˇ1 −−aˇ2] + + + +[bˇ1 −−bˇ2]] =
[[[aˇ1 −−aˇ2] + + + +> cˇ1 cˇ2 ]
−−−−⊥ cˇ1 cˇ2 ] by (2.90),(2.113)
The variable [> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ] represents some irreducible
fraction in the Farey sequence. bˇ1, bˇ2 ∈ N can derive that > cˇ1 cˇ2 ,
⊥ cˇ1 cˇ2 ∈ N . Then the items 1a and 1b can further achieve the
numerical computation for (A3).
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(ii) 1 < [bˇ1 −−bˇ2].
(B1) b[bˇ1 −−bˇ2]c = nˇ
(B2) ⇒ [[bˇ1 −−bˇ2]− nˇ] < 1
(B3) ⇒ I([[bˇ1 −−bˇ2]− nˇ]) =
[> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ] by (B1),(B2),
(EA),
(2.82)∼(2.89)
(B4) ⇒ [[aˇ1 −−aˇ2] + + + +[bˇ1 −−bˇ2]] =
[[aˇ1 −−aˇ2] + + + [[aˇ1 −−aˇ2]
+ + + + [[bˇ1 −−bˇ2]− 1]]] by (2.81)
(B5) Let us distinguish these [aˇ1 −−aˇ2]
with the subscripts
{(1), (2), (3), · · · }
(B6) ⇒ [[aˇ1 −−aˇ2] + + + +[bˇ1 −−bˇ2]] =
[[aˇ1 −−aˇ2](1) + + + [[aˇ1 −−aˇ2](2)
+ + + · · · [[aˇ1 −−aˇ2](nˇ−1) + ++
[[aˇ1 −−aˇ2](nˇ) + + + +[[bˇ1 −−bˇ2]− nˇ]]]
· · · ]] by (2.81)
(B7) ⇒ [[aˇ1 −−aˇ2] + + + +[bˇ1 −−bˇ2]] =
[[aˇ1 −−aˇ2](1) + + + [[aˇ1 −−aˇ2](2)
+ + + · · · [[aˇ1 −−aˇ2](nˇ−1) + ++
[[aˇ1 −−aˇ2](nˇ) + + + +
[> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ]]] · · · ]] by (B3),(2.114)
Then the item 2(c)i can further achieve the numerical computation
for (B7).
(d) A numerical computation for [[aˇ1−−aˇ2]−−−−[bˇ1−−bˇ2]] with 1 < [aˇ1−−aˇ2]
can be constructed.
The numerical computation for [[aˇ1−−aˇ2]−−−−[bˇ1−−bˇ2]] is equated
with the numerical root finding of the equation xˇ = [[aˇ1−−aˇ2]−−−−[bˇ1−
−bˇ2]].
(A1) xˇ = [[aˇ1 −−aˇ2]−−−−[bˇ1 −−bˇ2]]
(A2) ⇒ [xˇ+ + + +[bˇ1 −−bˇ2]] =
[[[aˇ1 −−aˇ2]−−−−[bˇ1 −−bˇ2]]
+ + + + [bˇ1 −−bˇ2]] by (2.114)
(A3) ⇒ [xˇ+ + + +[bˇ1 −−bˇ2]] = [aˇ1 −−aˇ2] by (2.77),(2.24),(2.25)
(i) 1 < [bˇ1 −−bˇ2].
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According to (2.37)∼(2.40), the function fˇ(xˇ) = [xˇ + + + +[bˇ1 −
−bˇ2]] is defined on the domain
[
1,+∞). Theorem 4.1 implies that
fˇ(xˇ) = [xˇ++++[bˇ1−−bˇ2]] is continuous on the domain
[
1, [aˇ1−−aˇ2]
]
.
(2.73) derives that [1 + + + +[bˇ1 − −bˇ2]] = 1. So (2.101) derives
that [1++++[bˇ1−−bˇ2]] < [aˇ1−−aˇ2]. (2.70) derives that [[aˇ1−−aˇ2]+
+ + +1] = [aˇ1 − −aˇ2]. Since 1 < [aˇ1 − −aˇ2], (2.39) and (2.73)derive
that [[aˇ1 − −aˇ2] + + + +1] < [[aˇ1 − −aˇ2] + + + +[bˇ1 − −bˇ2]]. So
(2.101) derives that [aˇ1 − −aˇ2] < [[aˇ1 − −aˇ2] + + + +[bˇ1 − −bˇ2]]. In
summary, both [1 + + + +[bˇ1 − −bˇ2]] < [aˇ1 − −aˇ2] and [aˇ1 − −aˇ2] <
[[aˇ1 −−aˇ2] + + + +[bˇ1 −−bˇ2]] hold.
Then Intermediate Value Theorem derives that the equation [xˇ +
+ + +[bˇ1−−bˇ2]] = [aˇ1−−aˇ2] has only one root on the domain
[
1, [aˇ1−
−aˇ2]
]
. Since Theorem 4.1 implies that the equation [xˇ + + + +[bˇ1 −
−bˇ2]] = [aˇ1 − −aˇ2] has no root on the domain
(
[aˇ1 − −aˇ2],+∞
)
, the
equation [xˇ + + + +[bˇ1 − −bˇ2]] = [aˇ1 − −aˇ2] has only one root on the
domain
[
1,+∞). Since the equation [xˇ+ + + +[bˇ1−−bˇ2]] = [aˇ1−−aˇ2]
belongs to Root Equations, Brent’s method can find the only root of
the equation and constructs the numerical computation for [[aˇ1−−aˇ2]−
−−−[bˇ1 −−bˇ2]].
(ii) [bˇ1 −−bˇ2] ≤ 1.
(B1) I([bˇ1 −−bˇ2]) =
[> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ] by (EA),
(2.82)∼(2.89)
(B2) ⇒ [xˇ+ + + +[bˇ1 −−bˇ2]] =
[xˇ+ + + +[> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ]] by (2.114)
(B3) ⇒ [xˇ+ + + +[bˇ1 −−bˇ2]] =
[[xˇ+ + + +> cˇ1 cˇ2 ]−−−−⊥ cˇ1 cˇ2 ] by (2.90),(2.113)
(B4) ⇒ [[xˇ+ + + +> cˇ1 cˇ2 ]−−−−⊥ cˇ1 cˇ2 ] =
[aˇ1 −−aˇ2] by (A3),(2.113)
(B5) [[aˇ1 −−aˇ2] + + + +[1− 1]] ≤
[[aˇ1 −−aˇ2] + + + +⊥ cˇ1 cˇ2 ] by (2.39)
(B6) ⇒ 1 ≤ [[aˇ1 −−aˇ2] + + + +⊥ cˇ1 cˇ2 ] by (2.71),(2.101)
(B7) ⇒ ([[aˇ1 −−aˇ2] + + + +⊥ cˇ1 cˇ2 ])
(B8) ⇒ [[[xˇ+ + + +> cˇ1 cˇ2 ]−−−−⊥ cˇ1 cˇ2 ]
+ + + +⊥ cˇ1 cˇ2 ] = [[aˇ1 −−aˇ2] + + + +
⊥ cˇ1 cˇ2 ] by (B4),(B7),
(2.114)
(B9) ⇒ [xˇ+ + + +> cˇ1 cˇ2 ] = [[aˇ1 −−aˇ2] + + + +
⊥ cˇ1 cˇ2 ] by (2.77),(2.113)
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(B10) 1 ≤ [[[aˇ1 −−aˇ2] + + + +⊥ cˇ1 cˇ2 ]
−−−−> cˇ1 cˇ2 ] by (B6),(2.34),
(2.74)
(B11) ⇒ ([[[aˇ1 −−aˇ2] + + + +⊥ cˇ1 cˇ2 ] by (2.99)
−−−−> cˇ1 cˇ2 ])
(B12) ⇒ [[xˇ+ + + +> cˇ1 cˇ2 ]−−−−> cˇ1 cˇ2 ] =
[[[aˇ1 −−aˇ2] + + + +⊥ cˇ1 cˇ2 ]
−−−−> cˇ1 cˇ2 ] by (B9),(B11),
(2.114)
(B13) ⇒ xˇ = [[[aˇ1 −−aˇ2] + + + +⊥ cˇ1 cˇ2 ]
−−−−> cˇ1 cˇ2 ] by (2.78),(A114)
The variable [> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ] represents some irreducible
fraction in the Farey sequence. bˇ1, bˇ2 ∈ N can derive that > cˇ1 cˇ2 ,
⊥ cˇ1 cˇ2 ∈ N . Then the items 1a and 1b can further achieve the
numerical computation for (B13).
(e) A numerical computation for [[aˇ1 − −aˇ2]////[bˇ1 − −bˇ2]] with 1 < [aˇ1 − −aˇ2]
and with 1 < [bˇ1 −−bˇ2] can be constructed.
The numerical computation for [[aˇ1−−aˇ2]////[bˇ1−−bˇ2]] is equated with
the numerical root finding of the equation xˇ = [[aˇ1 −−aˇ2]////[bˇ1 −−bˇ2]].
(A1) xˇ = [[aˇ1 −−aˇ2]////[bˇ1 −−bˇ2]]
(A2) [1− 1] < [[aˇ1 −−aˇ2]////[bˇ1 −−bˇ2]] by (2.35)
(A3) ⇒ 1 < [[bˇ1 −−bˇ2] + + + +
[[aˇ1 −−aˇ2]////[bˇ1 −−bˇ2]]] by (2.39),(2.71)
(A4) ⇒ ([[bˇ1 −−bˇ2] + + + +
[[aˇ1 −−aˇ2]////[bˇ1 −−bˇ2]]]) by (2.99)
(A5) ⇒ [[bˇ1 −−bˇ2] + + + +xˇ] =
[[bˇ1 −−bˇ2] + + + +
[[aˇ1 −−aˇ2]////[bˇ1 −−bˇ2]]] by (2.114)
(A6) ⇒ [[bˇ1 −−bˇ2] + + + +xˇ] = [aˇ1 −−aˇ2] by (2.79),(2.113)
According to (2.37)∼(2.40), the function fˇ(xˇ) = [[bˇ1 − −bˇ2] + + + +xˇ]
is defined on the domain
[
[1 − 1],+∞). Theorem 4.2 implies that we can
iteratively increase mˇ from mˇ = 1 until [aˇ1 − −aˇ2] < [[bˇ1 − −bˇ2] + + + +mˇ]
holds. Theorem 4.2 implies that fˇ(xˇ) = [[bˇ1 − −bˇ2] + + + +xˇ] is continuous
on the domain
[
[1− 1], mˇ].
(2.71) derives that [[bˇ1 − −bˇ2] + + + +[1 − 1]] = 1. So (2.101) derives
that [[bˇ1−−bˇ2] + + + +[1− 1]] < [aˇ1−−aˇ2]. In summary, both [[bˇ1−−bˇ2] +
+ + +[1− 1]] < [aˇ1 −−aˇ2] and [aˇ1 −−aˇ2] < [[bˇ1 −−bˇ2] + + + +mˇ] hold.
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Then Intermediate Value Theorem derives that the equation [[bˇ1−−bˇ2]+
+ + +xˇ] = [aˇ1 − −aˇ2] has only one root on the domain
[
[1 − 1], mˇ]. Since
Theorem 4.2 implies that the equation [[bˇ1−−bˇ2]++++xˇ] = [aˇ1−−aˇ2] has no
root on the domain
(
mˇ,+∞), the equation [[bˇ1−−bˇ2]++++xˇ] = [aˇ1−−aˇ2]
has only one root on the domain
[
[1 − 1],+∞). Since the equation [[bˇ1 −
−bˇ2] + + + +xˇ] = [aˇ1−−aˇ2] belongs to Root Equations, Brent’s method can
find the only root of the equation and constructs the numerical computation
for [[aˇ1 −−aˇ2]////[bˇ1 −−bˇ2]].
(2) If the numerical computations for [aˇ+++ebˇ], [aˇ−−−f bˇ], [aˇ///gbˇ] are constructed,
then the numerical computations for [aˇ+ + + +ebˇ], [aˇ−−−−f bˇ], [aˇ////gbˇ] are
also constructed.
According to (2.19), the symbol ‘e’ represents some successive ‘+’—“+ · · ·+”.
According to (2.20), the symbol ‘f ’ represents some successive ‘−’—“− · · ·−”.
According to (2.21), the symbol ‘g’ represents some successive ‘/’—“/ · · · /”.
(a) A numerical computation for [[aˇ1−−aˇ2] + + + +enˇ] with 1 < [aˇ1−−aˇ2] can
be constructed.
(A1) [[aˇ1 −−aˇ2] + + + +enˇ] =
[[aˇ1 −−aˇ2] + + + e[[aˇ1 −−aˇ2] + + + +e[nˇ− 1]]] by (2.81)
(A2) Let us distinguish these [aˇ1 −−aˇ2] with
the subscripts {(1), (2), (3), · · · }
(A3) ⇒ [[aˇ1 −−aˇ2] + + + +enˇ] =
[[aˇ1 −−aˇ2](1) + + + e[[aˇ1 −−aˇ2](2) + + + e · · ·
[[aˇ1 −−aˇ2](nˇ−1) + + + e[[aˇ1 −−aˇ2](nˇ) + + + +e1]] · · · ]] by (2.81)
(A4) ⇒ [[aˇ1 −−aˇ2] + + + +enˇ] =
[[aˇ1 −−aˇ2](1) + + + e[[aˇ1 −−aˇ2](2) + + + e · · ·
[[aˇ1 −−aˇ2](nˇ−1) + + + e[aˇ1 −−aˇ2](nˇ)] · · · ]] by (2.70)
Then (A1)∼(A4) have reduced one + + + + e operation to many + + +e
operations. Since the numerical computation for [[aˇ1 − −aˇ2] + + + enˇ] is
supposed to be constructed, (A1)∼(A4) can achieve a numerical computation
for [[aˇ1 −−aˇ2] + + + +enˇ].
(b) A numerical computation for [[aˇ1−−aˇ2]−−−−fnˇ] with 1 < [aˇ1−−aˇ2] can
be constructed.
The numerical computation for [[aˇ1 −−aˇ2]−−−−fnˇ] is equated with
the numerical root finding of the equation xˇ = [[aˇ1 −−aˇ2]−−−−fnˇ].
(A1) xˇ = [[aˇ1 −−aˇ2]−−−−fnˇ]
(A2) ⇒ [xˇ+ + + +enˇ] =
[[[aˇ1 −−aˇ2]−−−−fnˇ] + + + +enˇ] by (2.114)
(A3) ⇒ [xˇ+ + + +enˇ] = [aˇ1 −−aˇ2] by (2.77),(2.24),(2.25)
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According to (2.37)∼(2.40), the function fˇ(xˇ) = [xˇ+ + + +enˇ] is defined
on the domain
[
1,+∞). Theorem 4.1 implies that fˇ(xˇ) = [xˇ + + + +enˇ] is
continuous on the domain
[
1, [aˇ1 −−aˇ2]
]
.
(2.73) derives that [1 + + + +enˇ] = 1. So (2.101) derives that [1 + + +
+enˇ] < [aˇ1 − −aˇ2]. (2.70) derives that [[aˇ1 − −aˇ2] + + + +e1] = [aˇ1 − −aˇ2].
(2.39) derives that [[aˇ1 − −aˇ2] + + + +e1] ≤ [[aˇ1 − −aˇ2] + + + +enˇ]. So
(2.101) derives that [aˇ1 −−aˇ2] ≤ [[aˇ1 −−aˇ2] + + + +enˇ]. In summary, both
[1 + + + +enˇ] < [aˇ1 −−aˇ2] and [aˇ1 −−aˇ2] ≤ [[aˇ1 −−aˇ2] + + + +enˇ] hold.
Then Intermediate Value Theorem derives that the equation [xˇ + + +
+enˇ] = [aˇ1 − −aˇ2] has only one root on the domain
[
1, [aˇ1 − −aˇ2]
]
. Since
Theorem 4.1 implies that the equation [xˇ++++enˇ] = [aˇ1−−aˇ2] has no root on
the domain
(
[aˇ1−−aˇ2],+∞
)
, the equation [xˇ++++enˇ] = [aˇ1−−aˇ2] has only
one root on the domain
[
1,+∞). Since the equation [xˇ++++enˇ] = [aˇ1−−aˇ2]
belongs to Root Equations, Brent’s method can find the only root of the
equation and constructs the numerical computation for [[aˇ1−−aˇ2]−−−−fnˇ].
(c) A numerical computation for [[aˇ1−−aˇ2]++++e[bˇ1−−bˇ2]] with 1 < [aˇ1−−aˇ2]
can be constructed.
(i) [bˇ1 −−bˇ2] ≤ 1.
(A1) I([bˇ1 −−bˇ2]) =
[> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ] by (EA),
(2.82)∼(2.89)
(A2) ⇒ [[aˇ1 −−aˇ2] + + + +e[bˇ1 −−bˇ2]] =
[[aˇ1 −−aˇ2] + + + +e
[> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ]] by (2.114)
(A3) ⇒ [[aˇ1 −−aˇ2] + + + +e[bˇ1 −−bˇ2]] =
[[[aˇ1 −−aˇ2] + + + +e> cˇ1 cˇ2 ]
−−−− f⊥ cˇ1 cˇ2 ] by (2.90),(2.113)
The variable [> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ] represents some irreducible
fraction in the Farey sequence. bˇ1, bˇ2 ∈ N can derive that > cˇ1 cˇ2 ,
⊥ cˇ1 cˇ2 ∈ N . Then the items 2a and 2b can further achieve the
numerical computation for (A3).
(ii) 1 < [bˇ1 −−bˇ2].
(B1) b[bˇ1 −−bˇ2]c = nˇ
(B2) ⇒ [[bˇ1 −−bˇ2]− nˇ] < 1
(B3) ⇒ I([[bˇ1 −−bˇ2]− nˇ]) =
[> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ] by (B1),(B2),
(EA),
(2.82)∼(2.89)
(B4) ⇒ [[aˇ1 −−aˇ2] + + + +e[bˇ1 −−bˇ2]] =
[[aˇ1 −−aˇ2] + + + e[[aˇ1 −−aˇ2]
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+ + + + e[[bˇ1 −−bˇ2]− 1]]] by (2.81)
(B5) Let us distinguish these [aˇ1 −−aˇ2]
with the subscripts
{(1), (2), (3), · · · }
(B6) ⇒ [[aˇ1 −−aˇ2] + + + +e[bˇ1 −−bˇ2]] =
[[aˇ1 −−aˇ2](1) + + + e[[aˇ1 −−aˇ2](2)
+ + +e · · · [[aˇ1 −−aˇ2](nˇ−1) + + + e
[[aˇ1 −−aˇ2](nˇ) + + + +e[[bˇ1 −−bˇ2]− nˇ]]]
· · · ]] by (2.81)
(B7) ⇒ [[aˇ1 −−aˇ2] + + + +e[bˇ1 −−bˇ2]] =
[[aˇ1 −−aˇ2](1) + + + e[[aˇ1 −−aˇ2](2)
+ + +e · · · [[aˇ1 −−aˇ2](nˇ−1) + + + e
[[aˇ1 −−aˇ2](nˇ) + + + +e
[> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ]]] · · · ]] by (B3),(2.114)
Then the item 2(c)i can further achieve the numerical computation
for (B7).
(d) A numerical computation for [[aˇ1−−aˇ2]−−−−f [bˇ1−−bˇ2]] with 1 < [aˇ1−−aˇ2]
can be constructed.
The numerical computation for [[aˇ1−−aˇ2]−−−−f [bˇ1−−bˇ2]] is equated
with the numerical root finding of the equation xˇ = [[aˇ1−−aˇ2]−−−−f [bˇ1−
−bˇ2]].
(A1) xˇ = [[aˇ1 −−aˇ2]−−−−f [bˇ1 −−bˇ2]]
(A2) ⇒ [xˇ+ + + +e[bˇ1 −−bˇ2]] =
[[[aˇ1 −−aˇ2]−−−−f [bˇ1 −−bˇ2]]
+ + + + e[bˇ1 −−bˇ2]] by (2.114)
(A3) ⇒ [xˇ+ + + +e[bˇ1 −−bˇ2]] = [aˇ1 −−aˇ2] by (2.77),(2.24),(2.25)
(i) 1 < [bˇ1 −−bˇ2].
According to (2.37)∼(2.40), the function fˇ(xˇ) = [xˇ+ + + +e[bˇ1 −
−bˇ2]] is defined on the domain
[
1,+∞). Theorem 4.1 implies that
fˇ(xˇ) = [xˇ++++e[bˇ1−−bˇ2]] is continuous on the domain
[
1, [aˇ1−−aˇ2]
]
.
(2.73) derives that [1 + + + +e[bˇ1 − −bˇ2]] = 1. So (2.101) derives
that [1++++e[bˇ1−−bˇ2]] < [aˇ1−−aˇ2]. (2.70) derives that [[aˇ1−−aˇ2]+
+ + +e1] = [aˇ1 − −aˇ2]. Since 1 < [aˇ1 − −aˇ2], (2.39) and (2.73)derive
that [[aˇ1 − −aˇ2] + + + +e1] < [[aˇ1 − −aˇ2] + + + +e[bˇ1 − −bˇ2]]. So
(2.101) derives that [aˇ1 − −aˇ2] < [[aˇ1 − −aˇ2] + + + +e[bˇ1 − −bˇ2]]. In
summary, both [1 + + + +e[bˇ1 − −bˇ2]] < [aˇ1 − −aˇ2] and [aˇ1 − −aˇ2] <
[[aˇ1 −−aˇ2] + + + +e[bˇ1 −−bˇ2]] hold.
Then Intermediate Value Theorem derives that the equation [xˇ +
+++e[bˇ1−−bˇ2]] = [aˇ1−−aˇ2] has only one root on the domain
[
1, [aˇ1−
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−aˇ2]
]
. Since Theorem 4.1 implies that the equation [xˇ + + + +e[bˇ1 −
−bˇ2]] = [aˇ1 − −aˇ2] has no root on the domain
(
[aˇ1 − −aˇ2],+∞
)
, the
equation [xˇ + + + +e[bˇ1 − −bˇ2]] = [aˇ1 − −aˇ2] has only one root on
the domain
[
1,+∞). Since the equation [xˇ + + + +e[bˇ1 − −bˇ2]] =
[aˇ1 − −aˇ2] belongs to Root Equations, Brent’s method can find the
only root of the equation and constructs the numerical computation for
[[aˇ1 −−aˇ2]−−−−f [bˇ1 −−bˇ2]].
(ii) [bˇ1 −−bˇ2] ≤ 1.
(B1) I([bˇ1 −−bˇ2]) =
[> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ] by (EA),
(2.82)∼(2.89)
(B2) ⇒ [xˇ+ + + +e[bˇ1 −−bˇ2]] =
[xˇ+ + + +e[> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ]] by (2.114)
(B3) ⇒ [xˇ+ + + +e[bˇ1 −−bˇ2]] =
[[xˇ+ + + +e> cˇ1 cˇ2 ]−−−−f⊥ cˇ1 cˇ2 ] by (2.90),(2.113)
(B4) ⇒ [[xˇ+ + + +e> cˇ1 cˇ2 ]−−−−f⊥ cˇ1 cˇ2 ] =
[aˇ1 −−aˇ2] by (A3),(2.113)
(B5) [[aˇ1 −−aˇ2] + + + +e[1− 1]] ≤
[[aˇ1 −−aˇ2] + + + +e⊥ cˇ1 cˇ2 ] by (2.39)
(B6) ⇒ 1 ≤ [[aˇ1 −−aˇ2] + + + +e⊥ cˇ1 cˇ2 ] by (2.71),(2.101)
(B7) ⇒ ([[aˇ1 −−aˇ2] + + + +e⊥ cˇ1 cˇ2 ])
(B8) ⇒ [[[xˇ+ + + +e> cˇ1 cˇ2 ]−−−−f⊥ cˇ1 cˇ2 ]
+ + + + e⊥ cˇ1 cˇ2 ] = [[aˇ1 −−aˇ2] + + + +e
⊥ cˇ1 cˇ2 ] by (B4),(B7),
(2.114)
(B9) ⇒ [xˇ+ + + +e> cˇ1 cˇ2 ] = [[aˇ1 −−aˇ2] + + + +e
⊥ cˇ1 cˇ2 ] by (2.77),(2.113)
(B10) 1 ≤ [[[aˇ1 −−aˇ2] + + + +e⊥ cˇ1 cˇ2 ]
−−−− f> cˇ1 cˇ2 ] by (B6),(2.34),
(2.74)
(B11) ⇒ ([[[aˇ1 −−aˇ2] + + + +e⊥ cˇ1 cˇ2 ] by (2.99)
−−−− f> cˇ1 cˇ2 ])
(B12) ⇒ [[xˇ+ + + +e> cˇ1 cˇ2 ]−−−−f> cˇ1 cˇ2 ] =
[[[aˇ1 −−aˇ2] + + + +e⊥ cˇ1 cˇ2 ]
−−−− f> cˇ1 cˇ2 ] by (B9),(B11),
(2.114)
(B13) ⇒ xˇ = [[[aˇ1 −−aˇ2] + + + +e⊥ cˇ1 cˇ2 ]
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−−−− f> cˇ1 cˇ2 ] by (2.78),(A114)
The variable [> cˇ1 cˇ2 −−⊥ cˇ1 cˇ2 ] represents some irreducible
fraction in the Farey sequence. bˇ1, bˇ2 ∈ N can derive that > cˇ1 cˇ2 ,
⊥ cˇ1 cˇ2 ∈ N . Then the items 2a and 2b can further achieve the
numerical computation for (B13).
(e) A numerical computation for [[aˇ1 −−aˇ2]////g[bˇ1 −−bˇ2]] with 1 < [aˇ1 −−aˇ2]
and with 1 < [bˇ1 −−bˇ2] can be constructed.
The numerical computation for [[aˇ1−−aˇ2]////g[bˇ1−−bˇ2]] is equated with
the numerical root finding of the equation xˇ = [[aˇ1 −−aˇ2]////g[bˇ1 −−bˇ2]].
(A1) xˇ = [[aˇ1 −−aˇ2]////g[bˇ1 −−bˇ2]]
(A2) [1− 1] < [[aˇ1 −−aˇ2]////g[bˇ1 −−bˇ2]] by (2.35)
(A3) ⇒ 1 < [[bˇ1 −−bˇ2] + + + +e
[[aˇ1 −−aˇ2]////g[bˇ1 −−bˇ2]]] by (2.39),(2.71)
(A4) ⇒ ([[bˇ1 −−bˇ2] + + + +e
[[aˇ1 −−aˇ2]////g[bˇ1 −−bˇ2]]]) by (2.99)
(A5) ⇒ [[bˇ1 −−bˇ2] + + + +exˇ] =
[[bˇ1 −−bˇ2] + + + +e
[[aˇ1 −−aˇ2]////g[bˇ1 −−bˇ2]]] by (2.114)
(A6) ⇒ [[bˇ1 −−bˇ2] + + + +exˇ] = [aˇ1 −−aˇ2] by (2.79),(2.113)
According to (2.37)∼(2.40), the function fˇ(xˇ) = [[bˇ1 −−bˇ2] + + + +exˇ]
is defined on the domain
[
[1 − 1],+∞). Theorem 4.2 implies that we can
iteratively increase mˇ from mˇ = 1 until [aˇ1 −−aˇ2] < [[bˇ1 −−bˇ2] + + + +emˇ]
holds. Theorem 4.2 implies that fˇ(xˇ) = [[bˇ1 −−bˇ2] + + + +exˇ] is continuous
on the domain
[
[1− 1], mˇ].
(2.71) derives that [[bˇ1 − −bˇ2] + + + +e[1 − 1]] = 1. So (2.101) derives
that [[bˇ1−−bˇ2] + + + +e[1− 1]] < [aˇ1−−aˇ2]. In summary, both [[bˇ1−−bˇ2] +
+ + +e[1− 1]] < [aˇ1 −−aˇ2] and [aˇ1 −−aˇ2] < [[bˇ1 −−bˇ2] + + + +emˇ] hold.
Then Intermediate Value Theorem derives that the equation [[bˇ1−−bˇ2]+
+ + +exˇ] = [aˇ1 − −aˇ2] has only one root on the domain
[
[1 − 1], mˇ]. Since
Theorem 4.2 implies that the equation [[bˇ1 − −bˇ2] + + + +exˇ] = [aˇ1 − −aˇ2]
has no root on the domain
(
mˇ,+∞), the equation [[bˇ1 −−bˇ2] + + + +exˇ] =
[aˇ1−−aˇ2] has only one root on the domain
[
[1− 1],+∞). Since the equation
[[bˇ1 − −bˇ2] + + + +exˇ] = [aˇ1 − −aˇ2] belongs to Root Equations, Brent’s
method can find the only root of the equation and constructs the numerical
computation for [[aˇ1 −−aˇ2]////g[bˇ1 −−bˇ2]].
(3) By induction, the numerical computations for [aˇ + + + +bˇ], [aˇ + + + + + bˇ],
[aˇ++++++bˇ], · · · , [aˇ−−−−bˇ], [aˇ−−−−− bˇ], [aˇ−−−−−−bˇ], · · · , [aˇ////bˇ],
[aˇ/////bˇ], [aˇ//////bˇ], · · · are all constructed.
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