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INTRODUCTION
The availability of a variety of sources of evidence on phylogenetic relationships has focused attention on a fundamental question: Should different kinds of data bearing on a given phylogenetic problem be analyzed separately or combined and analyzed simultaneously? Our aim is to review arguments for and against separate and combined analyses and to provide a general conceptual framework within which to explore the basic but sometimes subtle issues associated with the problem. We hope to show that both kinds of analyses are useful in estimating phylogenetic relationships, but that the standard forms of these alternatives by no means exhaust the possible solutions to the problem.
Some additional clarification of our goals is in order, especially to say what we do not intend to provide. First, although we need to refer to particular examples in order to clarify arguments, we do not provide a thorough review of studies in which separate and/or combined analyses have actually been carded out. In addition, although much emphasis has been placed on molecular versus morphological evidence (26, 29, 38, 45, 84, 85, 108) , that contrast not our specific concern here. The partitioning of data into molecular and morphological subsets is only one of many divisions that may be relevant to the problem at hand.
It is alamo critical to clarify our general perspective from the outset. We assume that the ultimate goals of phylogenetic analysis are to discover the Wue phylogeny of the entities under investigation, and to understand evolutionary processes.. Although this review is written from that perspective, we recognize that certain arguments that we criticize may be valid given different basic goals (see, in particular, the arguments in favor of combined analysis based on the principle of "total evidence" and on maximizing descriptive and explanatory power). It is also important to appreciate that different sorts of interrelated entities have their own histories, which may or may not coincide with one another. For example, the branching history of a particular gene or organellar genome may not coincide exactly with the branching history of the populations or species of organisms in which it resides (e.g. 3, 29, 109) . Consequently, the objects of study must be clearly specified. For the purposes of this paper, we assume that the goal is to estimate relationships among taxa. (Many of our arguments apply equally well to estimation of relationships among other entities--e.g, genes--but may have to be transformed slightly for that purpose.) Finally, we recognize that the "best" method of analysis in a given instance may depend on the relative importance given to resolving power versus avoidance of error (e.g. see 20, 105) .
PREVIOUS VIEWS
Much of the discussion in the literature has revolved around a contrast between the "consensus" of trees derived from separately analyzed data sets ("taxonomic congruence" sensu Mickevich, 68; see 50, 57) and what has been called the "total evidence" approach ("character congruence" sensu Mickevich, 68;  56; see below). In general, we consider a method to be a consensus method if the characters in two (or more) data sets are not allowed to interact directly with one another in a single analysis, but instead interact only through the trees derived from them. Given this definition, consensus includes methods such as Brooks parsimony analysis (113, 115) in which two or more Irees derived from individual data sets are coded for parsimony analysis as a set of characters that reflect the underlying tree structure (also see 7, 29, 89a, 89b) . It is important to recognize that the contrast with which we are primarily concerned--between separate and combined analysis--is not identical to this standard distinction between consensus and the "total evidence" approach. Choosing to analyze data sets separately does not necessitate the use of consensus trees, and proponents of separate analysis have not always condoned the use of consensus techniques (e.g. 10) . Instead, separate analyses may be seen as a means exploring possible disagreements among data sets. Similarly, a combined approach does not necessarily imply incorporation of all character data in a single analysis. Although our discussion of previous views is constrained somewhat by the particular methods that the authors were addressing, ultimately we consider alternatives beyond those typically discussed in the literature (see the "Framework" section).
The idea that one might want to perform separate analyses on subsets of the available data relies on the existence of different classes of evidence with Annual Reviews www.annualreviews.org/aronline respect to phylogeny estimation. To qualify as a distinct class of evidence, characters in a data set must, in a statistical sense, be more similar to each other than tbey are to characters in other data sets with respect to some property that affects phylogeny estimation by the given method (10; see also 19, 55, 96, 105) .
Recently, Kluge & Wolf (57; also see 50) have questioned whether such classes of data actually exist. They urged cladists to "question artificial subdivisions of evidence because there is no reason to believe those definitions have discoverable boundaries" (p. 190). This is an important issue to address before proceeding further because, if classes of evidence do not exist, the justification for analyzing data sets separately disappears (72). Several studies suggest ~tt some traditional distinctions (e.g. between molecular, morphological, and behavioral characters; 21, 22, 26, 27, 95) may not be relevant with respect to ,estimating phylogenies. Nonetheless, molecular studies have made it increasingly clear that distinct, identifiable classes of evidence do exist. The case for the existence of such classes has been articulated most s~ongly by Miyamoto & Fitch (72; also see 10, 22, 105) , who use as an example sequences of the yl-giobin and 12S rRNA genes, which differ in a number of properties (e.g. substitution patterns, overall rate of evolution, and frequencies of recombination, gene conversion, and gene duplication) that are likely to affect their behavior as indicators of phylogeny. Many other molecular examples could be given, l?or example, in cases where gene trees may differ from each other and from the overall species tree (see below), data from any pair of unlinked genes may be considered different classes of evidence. As entities with distinct locations iin the genome, these different sequences have real, discoverable boundaries. (In stating that the boundaries are real and discoverable we are not suggesting that they are always clean; for example, since linkage varies continuou:dy, classes of characters that are based on linkage relationships may have fuzzy boundaries.) We conclude that the argument of Kluge & Wolf is not universally valid.
Arguments in Favor of Separate Analysis
Bull et al (10; see also 49) presented a persuasive general argument against combining and in favor of separate analysis in some circumstances, which rests on the view that any estimate of phylogeny assumes a model of evolution. If, under the chosen method of estimation, data sets give phylogenetic estimates that are too different to be ascribed to sampling error (due to the limited number of characlers and/or taxa sampled), then they must have been governed by different evolutionary roles. The significant difference between the phylogenetic estimates further indicates that the data sets differ in whether or how they violate the assumptions of the method (i.e. either one data set violates the assumptions and the other does not, or both violate the assumptions but in Annual Reviews www.annualreviews.org/aronline different ways). Bull et al argued that, if this is the case, the data sets should not be combined unless the method can be changed to account for the difference. In support of this argument they pointed out that assessing heterogeneity prior to combining data is an accepted procedure in science in general, applied, for instance, through analysis of variance and contingency tables.
One argument for separate analysis concerns simply the ability to quickly detect such heterogeneity in the form of areas of agreement and disagreement, which might highlight conflicts caused by natural selection, differential rates of evolution, hybridization, horizontal transfer, or lineage sorting. Comparison of separately analyzed trees has been seen as especially useful in identifying hybrids, wherein, for example, one may see conflicts between uniparentally inherited genomes (most mitochondria and chloroplasts) and nuclear genes and/or morphological characters (e.g. 90, 92) . It has been argued that combined analysis may obscure significant patterns of congruence or conflict among characters (10, 19, 105) , and it is true lhat we currently lack efficient methods for keeping track of the behavior of whole suites of characters in combined analyses. However, as noted by Chippindale & Wiens (14) , proponents combined analysis generally also carry out separate analyses to explore such possibilities.
Two arguments that have been made against combining data sets can be viewed as special cases of Bull et al's general argument. One concerns the impact of putting together a "bad" data set with a "good" one, where bad and good refer to the ability to accurately reflect true phylogenetic relationships (10) . Within the framework of Bull et al, this can be viewed as argument against combining a data set that violates the assumptions of the estimation method with one that does not (or at least violates the assumptions less drastically). The idea is that combining "bad" with "good" may actually give a less accurate estimate than using the "good" data by themselves. In the extreme this has led some authors to dismiss large classes of data. For example, some proponents of molecular approaches have written off morphology on the grounds that morphological features are subject to natural selection and therefore may be misleading due to convergent evolution (e.g. 98). As indicated above, there is no compelling evidence that molecular characters are in general better than morphological characters for estimating phylogeny, and the same can be said for some other traditional distinctions (21, 22, 27, 95) .
Nonetheless, there do seem to be identifiable "good" and "bad" classes of evidence. For example, certain genes or gene regions may evolve much more rapidly than others; for some levels of divergence, the distribution of nucleotides among taxa for these rapidly evolving characters may be essentially random, whereas genes/gene regions that evolve more slowly may retain phylogenetic information (42, 59, 61, 73, 74). Bull et al (10) explored a similar Annual Reviews www.annualreviews.org/aronline case in a series of simulations that show circumstances under which the combined analysis is less likely to recover the true tree. In particular, they examined c~ses in which characters in one data set evolved at a significantly faster rote than did those in another, and they demonstrated instances in which the best results were obtained from the slowly evolving characters alone. They showed that this result can be obtained even when the estimation method is consistent for both data sets, i.e. converges on the truth as the number of characters is increased (35) .
Barrett et al (5) suggested that in such cases characters might be weighted to reflect differences in evolutionary rate and then combined, a possibility also noted by Bull et al (10) . Chippindale & Wiens (14) showed that, in the cases examined by Bull et al, such a weighting scheme would indeed render the combined analysis equal or superior to either of the individual analyses in recovering the true tree. However, in this example the true tree was known and various weighting schemes were applied to determine which worked best. Left open is the very real problem of determining an appropriate weighting scheme at tl~ outset of an analysis (see "Framework" section).
The second special case of Bull et al's argument is the concern that one data set may have an inordinately great influence on an analysis, simply by virtue of having a larger number of characters (29, 45, 54) . This argument hinges on the possibility that the larger data set might be misleading in some way that the smaller one is not; thus, like the previous argument, it relies on the potential for differential violation of the assumptions of the analysis. Donoghue & Sanderson (26) pointed out that the addition of even a small number of characters can have a significant impact on the outcome, and in practice it often emerges that the smaller of two data sets does have a substantial impact on the resulting trees (e.g. 28). However, the fact that the smaller data set m]tght have an impact on the combined analysis does not in itself indicate lack of any swamping, and it seems certain that swamping must occur in at least some cases.
A number of authors have pointed to independence between data sets (and explicitly or implicitly, nonindependence within data sets) as the basis for arguments in favor of separate analysis (19, 55, 58, 72, 75, 96, 105) . In this context, nonindependence within data sets does not necessarily imply functional or physical linkage, but only that characters within a data set are more likely to share some property relevant for phylogeny estimation than are characters .in different data sets. We view this as an alternative way of expressing the idea of heterogeneity; if characters within a data set are less independent than characters in different data sets, then there is heterogeneity among data sets. Using the support for conflict among trees from different data sets as a means of assessing such independence (19, 96) can be seen as a test heterogeneity. In general, we prefer the construction of Bull et al (10) because Annual Reviews www.annualreviews.org/aronline the term "nonindependence" conjures up functional or physical links between characters and is thus somewhat misleading.
Focusing on the idea of independence, however, does help to highlight important aspects of the debate. The possibility that different data sets give independent estimates of phylogeny underlies perhaps the most common argument in favor of consensus, namely, that areas of agreement among trees from separate analyses are especially likely to be true and are therefore conservative estimates of phylogeny (16, 19, 45, 55, 68, 72, 75, 86, 87, 96, 105) . Because of their lack of independence, characters within a data set might as a whole tend to give misleading results. The same might be true ofother data sets, but if there is independence among data sets, they should in general not mislead in the same way. Thus, areas of agreement are likely to represent real groups. [Of course the nature of the data sets must be considered here; data sets that are independent of each other in some ways might still share misleading properties (14) .] The same reasoning has been applied in vicariance biogeographie studies (77, 80, 94, 99) . Others have wondered whether there really are special advantages derived from assessing confidence through consensus (5, 50, 57), as opposed, for example, to combining the data in one analysis and performing bootstrap and decay analyses with the combined data set. However, for at least some of these latter authors (i.e. 50, 57), this criticism is tied to the idea that "evidence is evidence" (57, p. 190), i.e. that classes evidence do not exist. The special advantages of consensus derive from the notion that such classes do exist.
The feeling that consensus trees might be safe estimates of phylogeny may have motivated Hillis's (45) suggestion that these be used in formulating classifications, where stability is often a concern (23). Barrett et al (5) challenged this belief by presenting hypothetical data for which a clade supported by strict consensus does not appear in an analysis of the combined data. Although this shows that the consensus result might not be sanctioned by all of the data analyzed together, resolving which approach (if either) is more likely to result in the true tree requires additional arguments (see 6, 14, 49, 76) . The frequency of such occurrences with real data sets remains to be examined. It may be that consensus trees---at least those that include only clades found in more than one of the original trees (19)---will tend to contain fewer incorrect clades than do combined trees, at least in part because they generally make fewer claims about relationships. Kluge & Wolf (57) criticized the argument that consensus analyses may preferred due to their conservative nature by suggesting that safety in classification is not the goal of cladistics (13, 33). They pointed out that a completely unresolved tree would be maximally conservative; the absurdity of desiring such a tree is apparently meant to imply that conservatism cannot be a compelling criterion in constructing phylogenetic hypotheses. Instead they sugAnnual Reviews www.annualreviews.org/aronline gested, citing Popper (88, 89) , that completely resolved hypotheses are to preferred because they are bolder. Counter to the point regarding the completely unresolved tree, it can be argued that conservatism could influence one's choice of a method without leading to a maximally conservative tree. Specifically, one might want a tree in which all clades have received a certain level of support. The idea that bold hypotheses are to be preferred is undoubtedly valid :in some contexts, but one can argue that in phylogenetic studies, particularly' those in which phylogenies are used as assumptions of an analysis, what one wants are well-supported hypotheses (105) .
Chippindale & Wiens (14) questioned the idea that independence between and nonindependence within data sets might favor separate analysis and consensus over combined analysis. They suggested (p. 280) that examples of this sort "do not involve weaknesses unique to data combination; rather they are cases in w]hich the fundamental assumptions of parsimony analysis are violated" (for example, independence of characters and lineages). However, this criticism ignores important differences in the assumptions of consensus versus combined ,'malysis. For example, to estimate relationships among species from several gen~e sequences (which may have different histories), separate analyses assume that the characters are independent estimators of the gene trees, not of the species tree, and consensus assumes that the different gene trees are not likely to differ from the species history in the same way. A combined analysis of such data, on the other hand, would assume that the characters are independent es~timators of the species tree. It is precisely this kind of difference in the assumptions made by a consensus versus a combined analysis that may justify consensus in some circumstances.
Although advocates of separate analysis agree that independence among data sets i~g important, there is disagreement about the evidence that should compel one not to combine. Some authors suggest that data sets are combinable unless one can show that there is significant conflict among the phylogenies estimated from them (10, 19, 96) . This view of combining as the default strategy n~ay be motivated by the potential benefits of combining (see below). Miyamoto & Fitch (72), however, contended that, if there are biological reasons for believing that there is heterogeneity among data sets, then they should not be combined, regardless of the level of disagreement among the phylogenetic estirnates. These latter authors placed great emphasis on corroboration of phylogenetic hypotheses by independent data.
A final positive argument for consensus is simply that certain techniques preclude ¢t)mbining some data sets (5, 30, 58, 97) . For example, there are methods fi~r combining DNA hybridization or immunological distance data with a set .of morphological characters or molecular sequences. In such cases, consensus is the only option available if one wishes to present a single estimate (5) . Annual Reviews www.annualreviews.org/aronline
Arguments in Favor of Combined Analysis
Arguments for combining data can be divided into five categories:
1. A philosophical argument based on the idea of "total evidence." 2. Objections to arbitrariness in consensus methods. 3. The difficulty of choosing a scheme of partitioning. 4. The greater descriptive and explanatory power of phylogenetic hypotheses generated from the combined data. 5. The greater ability of combined analyses to uncover real phylogenetic groups.
Kluge (56; also see 5, 50, 57) argued in favor of combining data based the philosophical principle that one should use the total evidence available 02, 41, 43) . Conclusions based on all of the relevant evidence arc certainly to be preferred. However, general admonitions of this sort are of limited value in choosing among the very particular alternatives in the case of phylogenetic analysis. Probably no current method of analysis takes into account all of the relevant evidence. Consensus methods may lose information in the intermediate step of summarizing individual data sets as trees. However, the standard "total evidence" approach ignores both the problem of data sets being systematically misleading (19) , and any trees generated from distance data (58, 89a). The argument for combining based on total evidence stems from the goal of minimizing ad hoe assumptions of homoplasy counted on a character-by-character basis (56, 57). However, if instead the goal of phylogenetic analysis to uncover the true phylogeny, then evidence beyond what is required to construct the most parsimonious combined tree may argue for separate analysis (19) .
The second category of arguments for combining points out that combined analysis of all the data avoids the arbitrariness inherent in consensus analyses. One argument, presented by Kluge (56, also see 57), is that combined analysis circumvents the need to choose among the various methods of consensus, a choice that is characterized as fundamentally arbitrary. A related argument (57) points to the arbitrary nature of deciding how to summarize congruence among data sets when each one may result in two or more best trees. As noted above, one course of action would be to carry out separate analyses without proceeding to a consensus solution (cf 10). However, if the goal is to achieve an estimate of the true phylogeny, rather than simply to explore the conflicts among data sets, then such arguments need to he addressed. It may be possible to defend the choice of a particular consensus method based on the goals of a particular study (as opposed to a more general defense), although such arguments have rarely been articulated in practice. Thus, it might he argued that strict consensus (81, 105) provides the most conservative assessment Annual Reviews www.annualreviews.org/aronline the agreement between trees, or that Adams consensus trees (1) are best identifying: taxa whose position is at odds in two or more trees (39, 45) .
A related argument against consensus points out that these methods entail an arbitral' weighting of characters, because the individual trees are accorded equal weight in forming the consensus, regardless of the total number of characters that underlie them, or the number that support particular branches (17, 70 ; also see 26, 45) . That is, the characters in a tree based on more characters will effectively be downweighted in comparison to those in a smaller data set. It might be argued that differential weighting of the characters in different data sets is warranted, but one would then need a further defense of weights that effectively reflect the number of characters in a data set. As Barrett et al (5) argued, weighting decisions should explicitly defended, rather than being a passive and arbitrary outcome of the method of analysis. An aitemative response is possible from those who argue that characters from different sources should not be combined under certain circumstances, namely, that in such instances one wishes to examine trees as bits of e, vidence rather than characters. For example, if one had confidence in several gene trees, one might wish to use these trees to infer a species phylogeny (83, 114) . At this point, one has chosen to ignore individual characters., so their weights become irrelevant.
The thild category of arguments is that there are many ways to partition all the data, and it is unclear how a particular scheme of partitioning can be justified (14) . For example, DNA sequence dam might be partitioned into separate genes or by position in the codon, and morphological data might be partitioned into larval versus adult, cranial versus post-cranial, or soft versus hard anatomy. A general response to this argument is that multiple partitions should be investigated to the extent that this is practical. One can draw an analogy with a multiple regression analysis: Factors should be added to the model if they add significantly to its accuracy. Nonetheless, exactly how one should examine the effects of multiple partitions in phylogenetie analysis remains problematic in many cases. However, with certain methods of analysis, the recognition of distinct classes will not always call for separate analyses, thus simplifying the general problem; for example maximum likelihood, neighbor-joining, and weighted parsimony may account for certain distinctions among classes of characters in a single analysis.
The fourth category of arguments in favor of combined analysis involves criticism of the efficacy of consensus methods as a means of producing phylogenetic '.hypotheses with descriptive and explanatory power. Miyamoto (70) highlighted the fact that a consensus of trees produced by separate analysis of each data set can be less parsimonious than the tree(s) from a combined analysis of the data. He argued that the consensus approach fails to take into account the underlying evidential support for the fundamental trees (i.e. the trees from Annual Reviews www.annualreviews.org/aronline separate analyses) and that consensus trees do not represent the best summary of the character information. He therefore recommended that consensus trees not be used in studies of evolution or as a basis for classification. Instead, the tree from the combined analysis is to be preferred as the most efficient summary of the available evidence. This message appears to have been widely appreciated, and consensus trees are now seldom used to portray character evolution. However, one can argue (105) that polytomies in consensus trees resulting from conflict among the fundamental trees, are "soft" polytomies (62) , representing the various possible resolutions of the tree with their attendant character optimizations. Under this view, the only situation in which a consensus tree may be considered less parsimonious than a combined tree is when the consensus actually conflicts with the combined tree (as in the example in 5). Nonetheless, the consensus tree might still be considered a less efficient summary of the evidence if it includes more ambiguity than does the combined tree, as is likely (see below).
In a similar vein, Kluge & Wolf (57) pointed to the greater explanatory power of combined trees. Because consensus trees tend to be less resolved than combined trees, the argument goes, the former are worse at explaining tbe data than the latter. Here, explanatory power is judged by the ability of the phylogenetic hypothesis to explain shared character states as homologies or, equivalently, to avoid ad hoe assumptions of homoplasy (13, 33, 34; see 101 for objections to this characterization of explanatory power).
From our perspective these arguments based on maximizing descriptive and explanatory power suffer from the same deficiency as the "total evidence" argument. Specifically, they assume that maximizing potential instances of homology counted on a character-by-character basis is the sole criterion of descriptive or explanatory power. The best explanation of the data viewed in this narrow sense may not be the best explanation when all evidence relevant to estimating the phylogeny is considered. For example, consider a case in which separate analyses of several unlinked genes all strongly support the same tree, while one gene gives a different tree. A combined parsimony analysis could give the latter tree (if, for example, the one dissenting gene was larger than the other genes combined); however, although requiring the fewest ad hoe assumptions of character homoplasy, this tree would require ad hoc assumptions to explain why nearly all the genes give the same wrong estimate of phylogeny.
The argument in favor of combining that has perhaps received the most attention recently concerns the ability to uncover real phylogenetic groups. Hillis (45) was concerned with the possibility that two data sets/trees might not be positively at odds, yet standard consensus methods (such as strict consensus) might still yidd an unresolved tree. He showed several examples involving differential resolution of various parts of the tree by different data Annual Reviews www.annualreviews.org/aronline sets (due perhaps to differences in the rate of evolution). As a means circumventing this problem, he presented a method of consensus that was subsequently formalized by Bremer (8) as "combinable component consensus" (see 105) and is referred to in PAUP (106) as "semi-strict" consensus. combinable: component consensus is a tree that contains any clade found in any fundarnental tree that is not contradicted by another fundamental tree. This consensus is thus always at least as resolved as the strict consensus, and often, more resolved. However, we note that the combinable component consensus lacks a property of both strict and majority-rule consensus that may be desirable in certain circumstances, namely, that any clade in the consensus tree must be found in at least two of the fundamental trees, thus reflecting agreement by (presumably) independent sources of data (19) .
In the examples used by Hillis (45) , it is assumed that the trees from the separate analyses show real and uncontradicted phylogenetic groups that are then hidden by the use of some consensus methods (e.g. strict consensus). However, it is also possible for a combined analysis to resolve conflicts among trees from separate analyses or even to reveal real groups not present in any of the sep~wate trees. The underlying argument is that with an increasing number of characters the phylogenetic signal is more likely to assert itself over the noise, resulting in a more accurate estimate of the true phylogeny (5, 19) . In essence, one is reducing sampling error by increasing the number of data points (see "Framework" section below). Simulation studies have shown that a greater number of characters translates into greater accuracy under a wide variety of circumstances (48) .
Chippindale & Wiens (14) summarized a variety of cases in which novel phylogenetic results have been obtained in combined analyses, suggestive of this process. A particularly striking example is provided by an analysis of the angiospemi family Solanaceae by Olmstead & Sweere (79), based on three chloroplast DNA data sets. Each of the data sets results in a tree with some elements not seen in the trees derived from the other two data sets. The combined analysis of any two of the data sets yields a tree that has at least one of the unique elements found in the third data set (Figure 1 ). This implies that there is indeed signal for this arrangement present in these data, but that the signal is masked in some of the individual data sets and not recovered until they are combined. A similar example using artificial data was presented by Barrett et al (5) . Another phenomenon consistent with the notion of enhanced Figure 1 Strict consensus trees for 17 species of Solanaeeae from parsimony analyses of each combination of two data sets from a total of three (ndhF and rbcL gene sequences, and restriction sites for the entire chloroplast genome). Relationships indicated in boldface were not found through separate analyses of either data set, but were found through analysis of the third data set. Modified from Olmstead & Sweere (79) . See text for further explanation. (28) based on ribosomal sequences and morphological characters. A "eudicot" clade appeared in the trees based on morphology, but not in those based on ribosomal sequences. This clade was found in trees based on the combined data, but with even higher bootstrap and decay index values than were seen in the morphological trees. This suggests that signal is present for this clade in the ribosomal data, but that it is masked until the data sets are combined. It should be noted that consensus methods that involve recoding trees as characters (7, 29, 89a, 89b, 113, 115) can also result in such "signal enhancement." However, because of the probable loss of information associated wifh summarizing a data set as a tree, it seems likely that the.effect will be less frequent than when data sets are combined. Given that our goal is to uncover phylogenetic relationships, this loss of information may be the most general argument against consensus and in favor of combining data sets. To date there has been little attempt to examine the effect of this loss of information (beyond noting that consensus trees are often less resolved than combined trees).
Concluslions from Previous Views
Given thin our goal in conducting phylogenetic analysis is to discover the true relationships among the entities in question, arguments against separate analyses based on the principle of total evidence (56, 57), or on preferences for trees that are bald (13, 57) or efficient descriptions and explanations of data on character-by-character basis (57, 70) , are not compelling. However, even given the above goal, legitimate arguments exist on both sides of the debate. The following points seem especially critical: 1. Combining data sets can give misleading results if there is heterogeneity among data sets. 2. Combining data sets can enhance the detection of real groups. In a given case, both combined and separate analyses can have advantages. Coupled with the fact that investigators differ in the emphasis they place on high resolution versus avoiding error, this gives much room for disagreement. Except in extreme cases--where the benefits of one of the approaches disappear--it is difficult to say what one should do.. This is an important message that seems to have been lost on most participants in the debate.
Given the potential benefits of both approaches, one "solution" would be to perform both kinds of analyses (19, 60) . However, a better approach may be to employ nontraditional methods that incorporate the advantages of eombinedl and separate analyses simultaneously. In the next section, we highlight a number of such methods that attempt to include "the best of both worlds." Annual Reviews www.annualreviews.org/aronline A CONCEPTUAL FRAMEWORK The empirical result underlying most arguments in favor of separate analyses is the observation that phylogenetic estimates derived from different sources of data often disagree. As indicated above, Bull et al (10) and Huelsenbeck al (49) argued that if this disagreement is greater than one would expect from sampling error, then combining the data sets is inappropriate unless the source of the conflict can be identified and accounted for by changing the method of estimation. In this section, we expand upon this framework and argue that the reason for conflict is critical in devising solutions. Although the problem of distinguishing among sources of conflict is an area in need of development (see below), here we assume that one can actually identify the reason(s) conflict.
Reasons for Conflicting Phylogenies and Possible Solutions
We begin with the assumption that each data set is a sample of the results of a stochastic process that can be specified by a particular tree topology and character change model. The term "character change model" is used broadly here. Examples of differences in the model include overall rate differences, whether different types of character state changes have different probabilities [e.g. Jukes-Cantor (51) vs Kimura (53) models], and differences in branch lengths. Although such models have generally been applied only to molecular data, they could, in theory, apply to other kinds of data as well (e.g. morphological, behavioral, physiological). Under this construction, there are three general, not mutually exclusive, reasons why trees estimated from two or more data sets might differ. 1. sampling error; 2. different stochastic processes acting on the characters; 3. different branching histories.
SAMPLING ERROR Data sets may be samples from the same tree topology and the same stochastic process and yet give different estimates of phylogeny due purely to sampling error. If sampling error is the only problem, then the data sets should be combined (10) . By combining the data, one is increasing the sample size and therefore generally tending to reduce the error around the estimate of phylogeny (48) . There seems to be little disagreement on the appropriate course of action in this case (but see 72 for a dissenting view).
This argument assumes that the data are drawn from a distribution such that the estimation method is consistent. If the method is not consistent, then increasing the amount of data may decrease the likelihood of obtaining the correct tree. However, this should not be taken as an argument against combining. The problem here is inconsistency, regardless of whether the data sets are combined or analyzed separately (14) , and the solution is to change the method of estimation. Annual Reviews www.annualreviews.org/aronline DIFI~RENT STOCHASTIC PROCESSES Data sets may be samples from the same tree topology, but the characters in each set might be affected by distinct stochastic processes (e.g. tend to have different rates of change). It seems clear that if the method of estimation is consistent for one data set and inconsistent for another, then combining the data may lead to problems. Perhaps less obvious is the fact that problems can arise even if the method is consistent for all the data sets. JT Chang (submitted) has shown that with data drawn from different s~ochastic process distributions, representing what is called a mixture model, ewm a generally consistent method such as maximum likelihood can be inconsistent. In fact, Steel et al (104) have shown that with general mixture models, for some parameter values every tree will have the same expected data set, which impfies that estimation can be impossible regardless of the estimation method. Finally, the sampling error associated with stochastic models over a tree is dependent on the parameter values. Therefore, data drawn from different stochastic process distributions may have different sampling errors. Here the important point is that the sampling error for the combined data may actually be larger than that for some subset of the data (see 10) .
A reasonable general strategy in this case is to find the tree (or set of trees) for which the fit combined over all the data sets analyzed separately is the greatest (111) . For methods that use a quantitative optimafity criterion (e.g. parsimony', maximum likelihood, least squares minimum evolution), the fit of the tree to the data can be assessed using the value of this criterion. The objective function for such methods takes the form f(T,D), where T is the tree topology and D is the data set. The value of this function is the measure of goodness of fit of the tree to the data. For data sets D1, D2 ..... Dn the problem is to find the tree such that the combination of the objective functions f(T,D1), f(T,D2) ..... f(T,Dn) is optimal.
This general framework leaves open the problem of properly combining the values of this criterion over all of the data sets. For maximum likelihood there is a straightforward solution: The combined optimality criterion should be the sum of the log likelihoods of all the data sets given the tree in question (11) . The tree far which this sum is maximized has a straightforward meaning; it is the tree topology that maximizes the joint probability of all data sets.
Cao et al (11) introduced a heuristic use of this approach to estimate phylogenetic relationships among orders of Euthedan mammals. They obtained maximum likelihood trees for each of 13 mitochonddal DNA genes analyzed separately. The model parameter values were allowed to vary among the genes, which is critical because otherwise the analysis does not account for differences in the character change model. For each topology that was the ML estimate for any single gene, the log likelihood for each data set was computed. The tree for which the sum of the 13 log likelihoods was greatest was chosen as the best estimate of the phylogeny. We emphasize that the method is heuristic Annual Reviews www.annualreviews.org/aronline because it is possible for some topology other than those that were the ML estimates for single genes to have the greatest summed log likelihood (although not in the specific example analyzed in 11). Ideally one would want to consider all possible topologies.
The approach of Cao et al (see also 112 for a method with some similar properties), with the modification suggested above, has advantages over simply combining the data or using some form of consensus. The method takes into account differences in the character change model, which a simple combined analysis would not do (but see the discussion of weighting below). Differences in the reliability of the data sets should be reflected in their contributions to the overall sum of log likelihoods. The advantage of this approach over consensus is that it does not involve summarizing each data set as a tree, with the probable loss of information that such a summary entails.
A similar approach can be envisioned using parsimony. Under parsimony, the optimality criterion is to minimize tree length, i.e. the number of character steps required. An approach paralleling the maximum likelihood approach above would then be to find the tree(s) for which the length summed over all the data sets is a minimum. Under simple parsimony, length is computed for each character independently and in the same manner for all characters. Thus, the tree that minimizes the sum of lengths of two data sets is also the tree with minimum length for the combined data set. Therefore, it would seem that to achieve the same end as the maximum likelihood approach, we should simply combine the data.
The problem with this parsimony approach is that it does not account for differences in the stochastic processes affecting the characters. When these processes differ it is doubtful whether simple addition of tree lengths is an appropriate procedure. For example, if one data set contains only characters that evolve slowly and show no homoplasy, whereas a second data set contains rapidly evolving, highly homoplasious characters, the meaning of an estimated step in the two data sets is not equivalent. This brings us to what may be a reasonable parsimony solution when stochastic processes differ, namely, differential character weighting (5, 10, 14) . Currently, the problem with this procedure under parsimony is that the theoretical justification for any particular scheme of weights has not been well developed (but see, e.g. 32, 36, 40 for some reasonable attempts).
DIFFERENT HISTORIES Data sets may differ not only in their character change models but in the sequence of branching events they have experienced. In other words, the true tree topology might be different for each data set. Different histories can be the result of differential lineage sorting of ancestral polymorphisms (3, 109; Figure 2a ) and/or hybridization/horizontal transfer between taxa (e.g. 52, 66, 100; Figure 2b ). Lineage sorting is probably a very common problem for closely related taxa (3, 74, 109) , while hybridization/horizontal transfer, aithough perhaps less common, may be frequent in certain taxa (e.g. man)' plant groups--103). One of the main points of this review is that conflicts due to different histories present very different analytical problems than those due to different processes of character change. This point has generally been ignored or glossed over in previous considerations of the issue of combined vs separate analysis (e.g. 5, 10, 14, 19, 56) . If data :sets have different branching histories, simply combining the data does not solve the problem. That approach is meant to reduce the error around the estimate of a single branching history by compiling as much information as possibl~z from characters that have experienced that history. Allowing for different processes acting on different sets of characters will not solve the problem either; this can account for different expected patterns of character state distribution, but one is still assuming that all characters have experienced the same Mstory. One can imagine a combined analysis of all the data that keeps track of the assignment of each character to its original data set and estimates a tree accounting for the possibility of different histories. However, the development of a generally applicable method of this kind does not appear to be imminent.
When faced with different histories there are at least three obvious ways in which one might represent phylogeny: 1. as the collection of individual histories, 2. as a reticulating tree, 3. as a non-rcticulating (i.e. constantly diverging) tree representing the single dominant pattern among data sets. The dominant pattern might be interpreted either as the history of populations/species or ju,.;t as a description of the central tendency of the distlibution of all the histories (64). If there is no correlation among the different histories (i.e. Annual Reviews www.annualreviews.org/aronline their topologies are no more similar than randomly chosen topologies), then perhaps only the first option makes sense. However, in most cases data set histories will be largely correlated, and 2. and 3. will be viable options. Here we focus only on the problem of obtaining the single dominant tree. With regard to reticulate trees, some promising methods have been developed (2, 4, 82, 91) , but deciding on the number of reticulate connections to allow remains a major difficulty.
To formulate an approach to obtaining the dominant tree, we need to consider the nature of the disagreement among data sets. Specifically, it is important to know whether disagreements are confined to a few taxa or are spread over the tree. The taxon excision and palrwise outlier excision methods described below are designed to deal, respectively, with these two eases. The motivation behind both methods is to allow a single combined analysis while removing data that are misleading with respect to estimating the dominant tree.
Differences that are localized to a small part of the tree can occur, for example, because of lineage sorting associated with a particularly short internal branch near the tips of the tree or through hybridization between a small number of terminal taxa. In such cases, a reasonable procedure may be to excise the taxa involved in the conflict, an idea suggested by Rodrigo et al (93) with a slightly different method than that described here. [Funk (39) Wagner (110) suggested excising possible hybrids in plants, although not the context of combining data sets.] A major difficulty is determining which taxa to eliminate. One would begin by testing for significant incongruence among the data sets using a test of heterogeneity (see "Conclusions"). If there were significant incongruence, one would excise the taxon for which a different placement in the estimated trees was most strongly supported, as indicated, for example, by bootstrapping (37) or T-PTP testing (31) . One would cycle back to the heterogeneity test, continuing to excise taxa until there was no significant ineongruenee among the data sets. The resulting tree from a combined analysis wouldideally represent only those taxa for which all data sets had experienced the same history.
Conflicts due to different histories may also be spread widely over the tree. This might occur, for example, if many internal branches were short enough to produce discordances due to lineage sorting, or in situations involving frequent horizontal transfer (e.g. 15). In such cases, excising the "offending" taxa may not be practical since many taxa would have to be eliminated. However, if we have multiple data sets, we can use an approach that relies on the assumption that the relationship between any two taxa will be distorted for only a minority of the data sets. D. Dykhuizen (personal communication to J. Kim) suggested such a method that involves computing distances between pairs of taxa separately for each data set. If a small number of data sets were Annual Reviews www.annualreviews.org/aronline involved in a branch rearrangement along the path connecting the two taxa, the distances for those data sets should be outliers in the distribution of distances :for all the data sets. The data for such outliers could be eliminated in various ways. If one were using a distance method to estimate the tree, a combined distance for each pair of taxa could be computed excluding the outlier values. Similarly, using a character-based method, one could set the character states in a data set to missing in those taxa for which the data set was an outlier.
Implications
An impowant implication of this framework is that there is no simple answer to the question of whether to combine data sets for phylogenetic analysis. In some cases, combining all the data, with either equal or unequal weighting of characters, may be appropriate. However, as we have argued above, combining the data implicitly assumes that all data sets are products of the same branching history; when this assumption does not hold, simple combination of all the data may not be the best approach.
Anothe:r message of this section is that polarizing the debate into "combining all the data" versus consensus methods obscures some possible solutions. For example, both the taxon excision and palrwise outlier excision methods involve combining information from different data sets, but do not use all the data in the final analysis. Thus they avoid the potential loss of information associated with an itttermediate step of summarizing data sets as trees (an advantage of a typical combined analysis), while mitigating the effect of misleading informarion (an advantage of some consensus methods). The maximum likelihood approach of Cao et al also avoids this loss of information, yet keeps the data sets separ.ate and thus can account for different evolutionary processes acting on them. These methods demonstrate the possibility of incorporating some of the best a~;pects of traditional combined and separate analyses in one analysis. Nonetbeless it is important to note that these methods need to be rigorously tested; it 'would be premature at this point to claim that they are necessarily superior to more traditional combined or consensus analyses.
A final point concerns the applicability of the framework to nonmolecular data. As suggested above, we believe that, in theory, the framework applies to these kinds of data as well. However, we currently have little idea about what divisions to make in such data. Some traditional divisions may have little relevance in the context of phylogeny estimation (14) . An inability identify relevant classes will clearly limit the kinds of approaches one can take. Our argument, however, is not that one must always partition data sets. Rather the point is that, when faced with biologically defensible divisions, the nature of these partitions should be taken into account in the choice of analytical methods. Annual Reviews www.annualreviews.org/aronline
CONCLUDING REMARKS
As we have emphasized, there are reasonable arguments in favor of combined analysis of data sets, as well as for separate analysis in some cases. Our goal has been to provide a general conceptual framework within which these options can be better evaluated. This exercise highlights the need for an expanded set of methods to cope with the variety of circumstances that may cause phylogenetitally significant heterogeneity among data sets. As indicated above, such methods can incorporate the benefits of traditional combined and separate analyses. Much more effort is also needed to develop and validate specific tests for heterogeneity among data sets (see 60, 69, 93, 105, 107) ~tests that are able to pinpoint whether the cause of heterogeneity is, for example, a global difference in evolutionary rate or a highly localized evolutionary event such as hybridization.
In the context of the framework presented above, biogeographic data and data from parasites of the focal organisms may be viewed as peculiar subsets of the problem of diverse data sets. In some cases these data may be products of the exact same branching history as the taxa under study. However, the fact that they may also represent histories somewhat different from the focal taxa should not automatically exclude them from analysis, since methods are available that can mitigate this problem.
A variety of other problems in phylogenetic systematics appear to have a fundamentally similar structure, in that they revolve around the inclusion or exclusion of data from an analysis. For example, there has been controversy over whether (and under what circumstances) fossils should be included phylogenetic analyses along with information on living organisms (e.g. 24, 47, 78) . Likewise there has been disagreement over whether to include the characters being investigated by ecologists and evolutionary biologists using comparative methods (e.g. 9, 18, 65; K de Queiroz, submitted), and whether include distantly related outgroups (25, 67, 111) . Some of the issues raised above are echoed in these controversies. For example, fossils and distant outgroups have been presented as causing more problems than they solve, akin to the idea that a "bad" data set may increase the total sampling error. The exclusion of characters under investigation by comparative biologists has been viewed as conservative, whereas it has been argued that including the characters gives the best estimate of the phylogeny; this distinction mirrors arguments for consensus and combined analyses, respectively. The similarity of these various problems suggests the possibility of a general conceptual framework that would clarify many of the issues involved. 
