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Steady-state diffusion and reaction of several chemical species in the slab 
- 1 <x < 1 can, under certain conditions, be reduced to the Dirichlet 
problem [ 1 ] 
24” = 4*&w, u(-l)=u(l)= 1. (l.lL 
Here q5 is the Thiele modulus, u is the normalized concentration of one of 
the reactants, and gK(U) > 0 on (0, 1 ] is a function of the form 
u(6,+6,u+ “. +6,_Iu”-‘) 4 
g,(u) = 6,+6,+ ... +6,-l 
for some integer p 2 1 and q 3 0. The case p = q = 2 was the prototype for 
the investigation in [4] ; here we shall be guided by the case p = 1 and 
0 < q < 2. As in [4] we have g,(u) t g,(u) = u1 ~ y uniformly on comIjact 
subsets of (0, l] as K JO; the essential difference is that here g, is 
integrable, whereas in [4] it was not. 
It is known that both (l.l), and (l.l), may possess multiple solutions. 
Under the hypotheses we shall impose, (l.l), possesses, for sufficiently 
large 4, one more positive, classical solution than does (1.1 ),,. However, 
because g, is integrable, (l.l), will possess a nonnegative solution that 
vanishes on a subinterval of ( - 1, 1) ; this interval is called the dead core 
[ 1, 213. (If 1 <q < 2, then the notion of solution has to be generalized 
slightly to allow dead cores.) A major goal of this paper is to show that if 
( 1.1 )0 has a solution u0 with a dead core, then (1.1 ), has a solution u, such 
that u, + u0 uniformly as K -+ 0. Thus the problem (1.1 ), examined here 
has the behavior expected of a regular perturbation problem whereas that 
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studied in [4] behaves like a singular perturbation in regard to the 
smallest solution and a regular perturbation in regard to the others. 
The problem (1.1) has been well studied when g is bounded on [0, I] 
(see, e.g. [l-3, 14-17, 211). The problem (l.l), is examined in [l, 13, 181 
for g, bounded. Many of our techniques are similar to those of [ 131; in the 
terminology of [ 131, ( 1 .l )k has an S-shaped bifurcation curve for positive 
solutions whereas (1.1 )0 has an inverted-U-shaped bifurcation curve for 
positive solutions which becomes S-shaped when nonnegative solutions are 
allowed. The problem Au = ~~5’u-j on an open set 52 of R” with ~1~~ = 1 is 
examined in [7, 8, 10, 11, 191. The degeneration of solutions of (1 .l )k to 
solutions of (l.l), has been studied before for some specific forms of g, and 
g, = u PI in an n-dimensional setting [7-9, 11, 221. In [ 121 it is suggested 
that such degeneration be exploited in numerical work. The present results 
allow a more general form for the right hand sides and give more detailed 
information, but at the cost of restriction to one space variable. 
Whenever we write K we mean K > 0. We adopt the convention of writing 
g when we wish to refer to either g, or g, and (1.1) to refer to either (l.l), 
or (l.l),. Similarly, having defined, say, I(0) in terms of g, we write Z,(0) 
when g is replaced by g, and lo(e) when g is replaced by go. 
It is convenient to list our standing hypotheses here. We assume that the 
g, are defined on [0, l] for all small K and are continuously differentiable 
there, and that g, is defined and continuously differentiable on (0, 11. 
Moreover, we set g,(O) = 0 and require that 
H,: g,(u)>0 for UE (0, 11, and for some 83 1, g,(u)-u” for u 
near 0. 
H,: g,(u) 7 g,(u) uniformly on each [E, I], E > 0, as K --f 0. 
H, : For some a < 1, go(u) - u ’ for u near 0. 
Here we write g(u) -f(u) to denote that g(u) = kj(u) + o(f(u)) for some 
positive constant k. 
EXISTENCE AND MULTIPLICITY OF POSITIVE SOLUTIONS 
Let u be a (strictly) positive solution of 
u” = d2g(u), U(-l)=u(l)=l, (2.1) 
where g is positive and continuous on (0, l] with g(0) =O; we do not 
require g continuous or even bounded at 0. Initially we require only that 
g,(u) - uB (/I > 0) for u near 0 and go(u) - u-’ (c( < 1) for u near 0. Follow- 
ing [4], let u have a positive minimum at 2 E (- 1, 1); we do not assume 
a priori that .? = 0 since solutions are not necessarily unique. Multiplying 
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(2.1) by u’, integrating from i to x, taking square roots, and integrating 
again from ,-? to 1 and to - 1, we get that 
respectively. It follows that i = 0, and solutions are symmetric. Defining 
z(e)=J; (I,’ g@)du)li2dz, 
we see that the minimum 8 of a positive solution of (2.1) must satisfy 
z(e) = $4. c onversely, given any root 0 of this equation, the solution y 
of the initial value problem 
Y” = @8(Y)? Y(O) = 0, Y’(O) = 0, 
given implicitly by 
is a solution of (2.1). Thus there is a one-to-one correspondence between 
positive solutions of (2.1) and positive roots of Z(0) = J’@. We therefore 
examine the behavior of Z(Q) in order to determine the multiplicity of 
solutions of (2.1). 
LEMMA 1. Z(e)>O, Z(l-)=O, 
zlso + 1 
=co, fl>l 
and MO + ) 
=co, cc< -1 
<co, o<p<1, <al, -l<a<l. 
Proof The first two statements are obvious. For the third, choose a 
convenient 6 E (0, 1) and write 
Z(O)=J; (6 g(u)du)-“*dz+/; (1; g(u)du)-“*dz=Z’+Z’. 
Since I’ d (1 - S)(ji g(u) du)- “2 I’ approaches a finite limit as 8 -+ 0; thus ,
the behavior of I(0 + ) is determined by that of Z2(0 + ). Since g,(u) z kup 
for 0 < u d 6 and some constant k, we have 
(2.2) 
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on making the change of variable 12= (z/N) /‘+ ’ Proceeding first with the 
case /I> 1, we use the inequality ,,/m< z(“+ I” to get that 
I:(O) -+ cc as 6, -+ 0 +. For the case b < 1 we suppose 6 chosen so small 
that g, is nondecreasing for 0 < u d 6 ; then I,(e) increases as 0 decreases 
[2]. We observe that d->&m; thus, using C for a generic 
constant, we see that the final expression in (2.2) is bounded by 
where we use i - 1 3 r/2 in the second integral. This proves the third state- 
ment of the lemma. 
The case c1< 0 of the last part of the lemma follows from the above. If 
0 < LY < 1, we may suppose 6 so chosen that 4k2u-” > g,(u) > k2 holds on 
(0, S] for some constant k > 0. For e2 > 8, we have 
2 
<- 
k 
where we have introduced the change of variable u = Jq. 1’Hospital’s 
rule shows that the final expression is small if 8, - 8, is small ; thus Ii(Q) 
is Cauchy. 1 
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Since I is a continuous function on (0, 11, and since existence of a 
positive solution of (2.1) is equivalent to existence of a positive root of 
I(@ = J%, we get the following theorem at once. 
THEOREM 1. Equation (2.1), has a positive solution for all 4 if and only 
if fl> 1; (2.1 )0 has a positive solution for all 1,4 if and only if CI d - 1. 
We are interested primarily in the case wherein (2.1), has, for K small, 
one more positive solution than does the limiting problem (2.1), for some 
range of the Thiele modulus 4. Accordingly, we shall henceforth restrict our 
attention to -l<a<l and pal. 
LEMMA 2. If g is nondecreasing, then Z’(Q) < 0. Zb(O + ) = +GO if 
O<a<l. Zb(l-)= -co. 
Prooj The following formula for Z’(0), 8 > 0, is established in [4] : 
dl 1 ’ -=- 
I 
s(e) - g(z) 
d0 2 B [j’B g(u)du13’* dz-J&z~ 
(2.3) 
If g is nondecreasing, then the integrand is never positive, and I’< 0 
follows. For the second statement of the lemma, observe that the last term 
in (2.3) is bounded as f3 -+ 0 +, and the first is bounded precisely if 
s g(@ - g(z) J(dy ‘1= s, [j; g(u) &]3” dz 
is bounded for some fixed 6 > 0. Choose 6 so that, for some constant k b 0, 
g(u) z ku-” (0 <a < 1) on (0, S]. Then 
= 2k- 1,2 G 8(, !m,,2 jsec~'(a~s)~'~z'~' sec2'('-"v - set* v dv, 
0 tan* v 
where we have made the change of variables (z/O)lMM = sec2 v. This can be 
written as 
csc* v(sec21’(1 -“)v - 1) dv 
csc2 v dv, 
which tends to infinity as 8 + 0. Thus I;(0 + ) = cc. 
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For the third part of the lemma, observe that, for u sufliciently near 1, 
g,(u) 2 ig,( 1). Hence the first integral in (2.3) is bounded by 
’ Id@ - &?(;)I ($J1, (;-o)3.” dzv 
which is finite because g’ is bounded near 1. 1 
Remark 1. If c( = 0, then lA(0-t ) may be finite or infinite. Consider, for 
example, g,(u) = k - EJ f u or some k>O and small ~20. If E= 0 then the 
first term of (2.3) is zero, and Z,(O+ ) = -k-l’*. But if s > 0, then 
where we have made the change of variable u = (z/0)‘/‘. 
Remark 2. If go(u) - u -’ (0 < CI < I), then 1:(o) < 0; as a consequence, 
Z,(e) = $$ has at most two positive solutions. That Zl6 0 for g, 5 1 is 
immediate from (2.3). In general we have that 
2go(@ - got 1) 21’(6) = - [j:, go(u) &]3/2 
+ s I((A(@ - A(z)) 1; go(u) d  +ho(z) - so(@)*) dz. 9 0 C.k’ go(u) d45’2 
thus a sufficient condition for I: < 0 when g, is nonincreasing is that 
2(gb(W - sb(z)) 1’ go(u) du + 3(go(z) - soW)* G 0. 
B 
For the case g,(u) = u -’ (0 < LX < 1) the left hand side can be written as 
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It thus suffices to show that H(z, 8, a) 60 for z > 8. But H(8,19, ~1) = 0, so 
it suffices to show that aH/az f 0 for z >, 0. Computation shows that 
aH u. 
z-1-a 
--zz”-*{2(3-a)~“+~-2(cc+l)0”-‘z~ 
+6(c(-l)Pz-2(a-1)8”+‘} 
2c( 
= - za - 2K(z, 8, E). 
-1-N 
Now K(B, 0, a) = 0, SO it suflices to show that dK/az < 0. But 
$(3-l)@+ 1) Za - 2(cr + i ) ex- 5 - 3(1 - a) 8” = L(~, 8, a), 
and L(8,8, a) = (1 - a)(~ - 2) 8” < 0. Hence it suffices to show that 
aL 
j3=(~+1)(~(3-a)z*-l-2e~~‘)~o 
for z 2 8. But (aLjaz)(e, 8, c() = -(c( + l)(l -x)(2 - CX) e&-l < 0, and, 
finally, (a*L/az*)(z, 8 a) = c((c( + 1 )(a - 1)(3 - c() ~a-~ < 0. 1 
It is clear that the argument above can be extended easily to cover the 
generalization go(u) E c + u -ix if c is a positive constant and 0 < c1< 1. 
LEMMA 3. Let g, > 0 on (0, 11, and let g,(u) r go(u) as K JO, uniformly 
on each [E, 1] c (0, 11. Then z,(e) 1 z,(e) as IC 10, uniformly in 8 on any 
compact subset qf (0, 1). 
Proof. Let 8 E [a, 1 - a] c (0, 1). From the uniform convergence of g, 
to g, > 0 we get that there exists a constant k* > 0 such that gJu) > k2 for 
all K sulliciently small and ZJ E [a, 11. Therefore [f; g(u) du] -‘I2 < 
[k&=%-l f or adB<zdl. Let E>O be given, and choose 6= 
min(s2k2/64, a). Then 
It remains to show that 
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for K sulIiciently small. But for z 3 H + 5 we have that 
~),(u)du>j”+‘g(u)du>k*6, 
0 
from which it follows that 
provided K is small. a 
The multiplicity of positive roots of Z,(e) = $&--and hence of positive 
solutions of (2.1), for K small-that has been determined by the preceding 
sequence of lemmas can be summarized as follows. 
THEOREM 2. If either 0 < z< 1 or CI = 0 and &(O+ ) > 0, then there exist 
$>d>O (indeed, $<ZO(O+)) such that lo(e) = $4 has no positive solution 
for 3 > 4 and at least two positive solutions for # < 4 < $; if moreover, 
g,,(u) E ku Pa for 0 < CI < 1 and u > 0, then there are exactly two positive solu- 
tions -for rj < 4 ~4. Let also fl> 1. Then I,(0) =$1+4 has at least one 
positive solution for all K and, for any 4 satisfying 4 < 4 < I$, at least three 
positive solutions provided K > 0 is small enough. 
If - 1 < c( < 0 and g, is nondecreasing, then there exists 4 > 0 (indeed, 
$=Z,(O+)) such that Z,(Q) =$&4 h as no positive solution if 4 > 4 and a 
unique positive solution if 0 < 0 < 4. Zf also /I 3 1, then Z,(e) = $4 has a 
unique positive solution for each C$ > 0. 
EXISTENCE OF SOLUTIONS WITH A DEAD CORE 
If CI < -1, then the right hand side of (2.1), is Lipschitz continuous and 
no nonnegative solution of (2.1 )0 can vanish, by uniqueness for the initial 
value problem for y” = +*g,( y). Thus there are no dead cores in this case. 
For - 1 < c1< 0, i.e., when g, is continuous but not Lipschitz at 0, classical 
solutions which vanish on a nontrivial subset ( -8, 6) c ( - 1, 1) exist for 
sufficiently large 4; this question has been much studied [ 1-3, 5, 1417, 211 
and will not be pursued here. The case 0 <a < 1, some subcases of which 
have been examined in [l], presents a slight difficulty in regard to the 
definition of a solution, for y” cannot be continuous at a point x such that 
y(x) = 0 but y is not identically zero in any neighborhood of x. The usual 
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way around such diff’culties is to define a generalized solution as follows. 
Let c(x) be any infinitely differentiable function compactly supported in 
( - 1, 1) ; then U(X) E C[ - 1, 11 is a generalized solution of (2.1 )0 provided 
u(-l)=u(l)=l and 
j; l c”(~) u(x) dx = 4’ I;, So(U(x)) i(x) dx. (3.1) 
The trouble with (3.1) in the present case is this: 0 < U, J u does not 
obviously imply that j’, g,(u,(x)) c(x) dx -+ j\, g,(u(x)) i(x) dx. We shall 
therefore take an alternative approach to generalizing the notion of 
solution to include dead cores. 
We proceed formally by supposing u satisfies (2.1),, in some satisfac- 
tory sense and that u = u’ = 0 precisely on the nonempty set [ -6, S]. 
Multiply (2.1),, by u’(x) and integrate from 6 to x E (6, 1 ] (or from - 6 
to x E [ - 1, -6)) to get that 
u’(x)~ = 2d2 j;(X) g,(u) du; (3.2) 
note that the right hand side makes sense because g, is integrable. A further 
integration yields 
In particular, setting x = 1, we have 
(3.4) 
which possesses a positive solution for 6 provided d is large enough to 
satisfy 
(3.5) 
our hypotheses guarantee that the right hand side is finite. Thus for 4 
satisfying (3.5), there exists 6 > 0 satisfying (3.4) and U(X) satisfying (3.3) if 
1x1 > 6 and U(X) = 0 if 1x1 < 6. Moreover, it is easy to see that this function 
is C’ [ - 1, 1 ] and satisfies the boundary conditions u( - 1) = u( 1) = 1. We 
accordingly take this function as the generalized solutions of (2.1),. 
If 4 satisfies the inequality reverse to (3.5) then only positive, classical 
solutions of (2.1), exist. 
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The solution u thus constructed satisfies (3.1). To see this, let 
[e CR( - 1, 1); it is enough to show that 
I Ir:,, > ol i”(.u) 0) d-c = d’ j i(x) so(u(x)) d-x. (3.6) [Cld.YO] 
Now UE C’[ - 1, 11, and (3.2) shows that (u’)’ is differentiable. Hence U” 
exists as long as u > 0, and U” = b*g,(u) where u > 0 follows. Thus (3.1) is 
certainly satisfied. 
Note that for 4 satisfying (3.5), Eqs. (3.3) and (3.4) yield a solution 
of (2.1) whenever g, is integrable at zero. It is clear that this is the only 
solution of (2.1) that has a dead core. 
For g, - uPk existence of solutions is known [ 11, 221. 
LIMITING BEHAVIOR OF SOLUTIONS AS x--+0 
The relevant conclusions of our study of existence and multiplicity of 
positive solutions may be summarized as follows ; we assume throughout 
that~>,l.LeteitherO<a~l,ora=OandZ~(O+)~O.Let~~~Z~(O+). 
Then, by Theorem 2 and the fact that I, 1 I,, Z,(0) = fib has, for suf- 
ficiently small rc, one or more solutions, depending on the magnitude of 4; 
moreover, exactly one of these solutions, regarded as a function of K, tends 
to zero as K -+ 0. If instead - 1 < ~1< 0 and g, is nondecreasing, then for all 
4 > 0 the equation Z,(e) = $4 h as a unique solution ; if 4 is sufficiently 
large, then 8, -+ 0 as K --, 0. 
Let 8, denote any positive solution of Z,,(e) = $$ such that Zh(fJ,,) = 0, 
Zl(0,) > 0 do not both hold . Then for K sufficiently small Z,(e) = $4 has 
at least one solution 8, such that 8, -+ tIa as K -+ 0. Let y denote the solu- 
tion of the initial value problem 
yf’=d2g(y), y(o) = 8, yyo) = 0; (4.1) 
y also satisfies the boundary value problem (2.1), as may be seen by 
integrating (4.1) to get that 
(4.2) 
and using the condition Z(e) = &4. Then y, -+ y, uniformly on [ - 1, l] 
since 8, + 8, and g, --f g, uniformly on [min, G x ,c c 8,, 11, which contains 
the range of yK for 0 <K GE; a simple Gronwall’s inequality argument 
suffices to show this. 
It remains to examine the behavior of solutions y, such that eK + 0. 
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THEOREM 3. Let -l<~<l, ~j>2-“*1,(0+), and 8,10 as K+O 
satisfj Z,(O,)=&. Let u0 be the generalized solution of (2.1), having a 
dead core and y, the solution of (4.1), and thus of (2.1),. Then yK+uO 
uniformly on [ - 1, 11. Also, y; + ub. 
Proof: The hypothesis on 4 guarantees that u0 is specified by (3.3) and 
(3.4). We first prove two simple lemmas. 
LEMMA 4. The y, form a nonincreasing sequence as u JO, and 
y,(x) 2 uo(x) for all x E [ - 1, 11. 
ProoJ Indeed, a generalization is true. Let y(x) and Y(x) satisfy respec- 
tively 
Y” = 4*gt Yh y(0) = a, y’(0) = 0, y( 1) = 1 
Y” = qFG( Y), Y(O)=b<a, Y’(O)=O, Y(l)=]. 
where G > g L 0 on [b, 11, and suppose there is an interval 
(x,, xz)c (0, l] such that y(x,) = Y(x,), y(x2)= Y(x,). Then since 
y”(x) = g( y(x)) < G( y(x)), by a standard comparison result we have that 
y(x) 3 Y(x) on [x,, x2]. Applied to y = y, and Y = Y~+~, this yields the 
first statement of the lemma. Application to y = y, and Y= u0 on (6, l] 
and on [ - 1, - 6) coupled with the fact that y, > 0, yields the second. 1 
LEMMA 5. For z E (0, 11, lie, g,(u) du + j;O go(u) du. 
Proof. We have, for any v > 0 and all sufhciently small rc, 
5 
’ g,(u) du 
& 
<I= [go(u) - gJu)I du + jo; [go(u) + gJU)I dul+ 5,8” go(u) du. 
Y 
Since g,(u) 6 g,(u), the second integral is bounded by 2 1; g,(u) du, which 
can be made small by choosing v small. With v chosen, the first integral 
goes to zero as K + 0, as does the third. 1 
We return to the proof of Theorem 3. Since y, is nonincreasing and u0 
continuous, uniform convergence will follow from pointwise convergence 
[20]. From Z,(0,)=&5, (4.2) (3.3), and (3.4) we get that 
s .IcxaJ&= .“:,.y)&-&=*4c1 -lx’) s (4.3) 
provided 1x1 > 6. It suffices to prove that y,(x) + u,Jx) on (6, l), since the 
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argument on ( - 1, -6) is similar and it will then follow from ~3:’ >0 that 
y, -+O on C-8, S]. From (4.3) we get that, for fixed XE (S, l), 
to prove that y,(x) -+ no(x) it is enough to show that the first integral, call 
it J,, tends to zero as K -+ 0. We have 
dz (4.4) 
and, by Lemma 5, the integrand tends to zero pointwise as K + 0. But for 
K suffkiently close to zero we have that for z 3 u,Jx) 
thus the integrand of (4.4) has an integrable bound independent of K. By 
the Lebesgue dominated convergence theorem, J, --) 0 as K -+ 0. 
From (4.2), we get that 
which for [xl> 6 converges to 
* q5 
J 
g,(u) du = u;(s) 
as K + 0. For (xl d S, the right hand side of (4.5) converges to zero since 
JI,JX) does. Thus v:(x) -+ u;(x) on [ - 1, 11. 1 
In chemical engineering literature the efficiency factor v is defined as the 
ratio of the rate of reaction to the rate that would obtain were the reactants 
everywhere present at their boundary concentrations [l]. For (2.1), we 
have 
~ ~=O’.k, g,(.v,b))dx I: 441) h w&A 1) =m+m=?O 
by the final statement of the theorem. 
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