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Abstract
For a given graph H , the anti-Ramsey number of H is the maximum number of
colors in an edge-coloring of a complete graph which does not contain a rainbow copy
of H . In this paper, we extend the decomposition family of graphs to the decomposi-
tion family sequence of graphs and show that K5 is determined by its decomposition
family sequence. Based on this new graph notation, we determine the anti-Ramsey
numbers for new families of graphs, including the Petersen graph, vertex-disjoint union
of cliques, etc., and characterize the extremal colorings.
Key words: Anti-Ramsey number; Decomposition family sequence; Progressive in-
duction.
AMS Classifications: 05C35; 05D99.
1 Introduction
1.1 Basic notations and results
The graphs considered in this paper are finite, undirected, and simple (no loops or
multiple edges). Let G = (V (G), E(G)) be a graph, where V (G) is the vertex set with
cardinality v(G) and E(G) is the edge set with cardinality e(G). If x is a vertex of G,
the neighborhood of x in G is denoted by NG(x) = {y ∈ V (G) : (x, y) ∈ E(G)}, or when
it is clear, simply by N(x). The degree of x in G, denoted by degG(x), or dG(x), is the
size of NG(x). We use δ(G) and ∆(G) to denote the minimum and maximum degrees,
respectively, in G. For a subset X ⊂ V (G), let G[X] denote the subgraph of G induced by
X. Denote by G the complement graph of G. Denote by G∪H the vertex disjoint union of
G and H and by k ·G the vertex disjoint union of k copies of a graph G. Denote by G∨H
the graph obtained from G∪H by adding edges between each vertex of G and each vertex
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11271256), the Joint NSFC-ISF Research Program (jointly funded by the National Natural Science Foun-
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of H. The subscript in the case of graphs indicates the number of vertices, e.g., denote by
Pk a path on k vertices, denote by Ck a cycle on k vertices, Sk a star on k vertices, Kn
the complete graph on n vertices, Kn1,...,np the complete p-partite graph Kn1 ∨ . . .∨Knp ,
denote by Mk the disjoint union of ⌊k2⌋ disjoint copies of edges and ⌈k2⌉ − ⌊k2⌋ isolated
vertex.
Let L be a family of graphs. The Tura´n number of L, ex(n,L), is the maximum number
of edges in a graph G of order n which does not contain a copy of any L ∈ L. In 1941,
Tura´n [23] proved that the extremal graph for Kp+1 is the complete p-partite graph on n
vertices which is balanced, in that the part sizes are as equal as possible (any two sizes
differ by at most 1). This balanced complete p-partite graph on n vertices is the Tura´n
graph T (n, p) and denote by t(n, p) the size of Tura´n graph T (n, p). Later, in 1946, Erdo˝s
and Stone [7] proved the following well-know theorem.
Theorem 1.1 [7] For all integers p ≥ 1 and N ≥ 1, and every ǫ > 0, there exists an
integer n0 such that every graph with n ≥ n0 vertices and at least
t(n, p) + ǫn2
edges contains T (N, p + 1) as a subgraph.
In many ordinary extremal problems the minimum chromatic number plays a decisive role.
Let L be a family of graphs, the subchromatic number p(L) of L is defined by
p(L) = min{χ(L) : L ∈ L} − 1.
In 1966, Erdo˝s and Simonovits [5] proved the following.
Theorem 1.2 [5] If L is a family of graphs with subchromatic number p > 0, then
ex(n,L) =
(
1− 1
p
)(
n
2
)
+ o(n2).
An edge-colored graph is a graph G = (V (G), E(G)) with a map c : E(G) → S.
The elements of S are called the colors. A subgraph of an edge-colored graph is rainbow
(or polychromatic) if all of its edges have different colors. Let F be a family of graphs.
For the purpose of this paper, we call an edge-coloring of Kn that contains no rainbow
copy of any graph in F an F-free coloring and call an edge-coloring of Kn a coloring
of Kn for convenience. The anti-Ramsey number AR(n,F) is the maximum number of
colors in an F-free coloring of Kn. Anti-Ramsey numbers were introduced by Erdo˝s,
Simonovits and So´s [6]. Various results about this extremal function have been obtained,
see [1, 2, 3, 4, 8, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19].
In 1975, Erdo˝s, Simonovits and So´s [6] proved the following results.
Theorem 1.3 [6] Let F be an arbitrary graph family with F− = {H − e : H ∈ F , e ∈
E(H)} and p(F−) = p. Then
AR(n,F) = t(n, p) + o(n2).
Theorem 1.4 [6] For any p ≥ 2 and all sufficiently large n, n ≥ n0(p), we have
AR(n,Kp+2) = t(n, p) + 1,
and any coloring achieving this bound is obtained by taking a rainbow T (n, p) and coloring
all edges in its complement with the same (extra) color.
In order to state the main results in this paper, we introduce the following definitions
which are of independent interest.
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1.2 Decomposition family and decomposition family sequence of graphs
For every family of forbidden graphs L, Simonovits [21] defined the decomposition
family M(L) of L.
Definition 1.5 Given a family L with p(L) = p, letM :=M(L) be the family of minimal
graphs M that satisfy the following: there exist an L ∈ L and a t = t(L) such that
L ⊂ (M ∪Kt) ∨ T (t, p− 1). We call M the decomposition family of L.
Thus, a graph M is in M if the graph obtained from putting a copy of M (but not any
of its proper subgraphs) into a class of a large T (n, p) contains some L ∈ L. If L ∈ L
with minimum chromatic number p+ 1, then L ⊂ T (t, p+ 1) for some t = t(L), therefore
the decomposition family M always contains some bipartite graphs. But not all the
graphs in the decomposition family of a family of graphs must be bipartite, for example,
M({Kp+2, 2 ·Kp+1}) = {K3,M4} (p ≥ 1).
A graph on 2k + 1 vertices consisting of k triangles which intersect in exactly one
common vertex is called a k-fan. Similarly, a graph on pk + 1 vertices consisting of k
cliques each with p+ 1 vertices, which intersect in exactly one common vertex, is called a
(k, p+ 1)-fan. It is easy to see that the decomposition families of k-fan and (k, p+ 1)-fan
are both {Sk+1,M2k}.
In this paper, we define the decomposition family sequence of graphs. Let F be a family
of graphs and M(F) be the decomposition family of F . The decomposition-remainder
family of F is defined by
FM(F)− = {F − E(M) : F ∈ F ,M ∈ M(F),M ⊆ F}.
Definition 1.6 Given a family F = F0 with p(F) = p, we define F1, . . . ,Fp by recurrence:
Fi+1 = FM(Fi)−i and Mi(F) =M(Fi)
for i = 0, 1, . . . , p− 1, and call
M0(F), . . . ,Mp(F)
the decomposition family sequence of F .
Let L be a family of graphs. The decomposition family of L does not determine
ex(n,L), see [25] for more information. Hence, it is interesting to ask the following ques-
tions.
Question 1.7 Are the extremal graphs for a family of graphs L determined by its decom-
position family sequence?
Question 1.8 Is a family of graphs determined by its decomposition family sequence?
In the conclusion of this paper, we will discuss some problems on decomposition family
sequences of graphs.
1.3 Main results
Let H(n, p, k) = Kk−1 ∨ T (n − k + 1, p) and H ′(n, p, k) = Kk−1 ∨ T (n − k + 1, p).
Denote by h(n, p, k) the size of H(n, p, k) and h′(n, p, k) the size of H ′(n, p, k).
One of the main results of this paper is the following.
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Theorem 1.9 Let F be a family of graphs with F− = {H − e : H ∈ F , e ∈ E(H)} and
p(F−) = p ≥ 2. Let M0(F), . . . ,Mp(F) be the decomposition family sequence of F .
(i) If M0(F) = {M2k} (k ≥ 2), then
AR(n,F) = h′(n, p, k − 1) + q
provided n is sufficiently large, where q is the maximum number of colors such that the
coloring of Kn, obtained by taking a rainbow H
′(n, p, k − 1), and coloring all edges in its
complement with q (extra) colors so that in each partite set of T (n− k+2, p) we color all
edges with the same color, is an F-free coloring.
(ii) If M0(F) = {M2}, M1(F) = {M2k−2} (k ≥ 2), then
AR(n,F) = h(n, p, k − 1) + 1
provided n is sufficiently large. Moreover, any coloring achieving this bound is obtained by
taking a rainbow H(n, p, k − 1), and coloring all edges in its complement with one (extra)
color.
Remark. Clearly Theorem 1.9 (ii) generalized Theorem 1.4. The value q in Theorem 1.9
(i) depends on the structures of the graphs in F . For example, if F contains the only
graph obtained by taking a Tura´n graph T (n, p−1) with n ≥ 6(p−1) and putting a 2 ·K3
in one partite set of it, then q = 1. If F contains the only graph obtained by taking a
Tura´n graph T (n, p) with n ≥ 4p and putting an M4 in one partite set of it, then q = p.
Corollary 1.10 Let F = {k ·Kp+1}, p ≥ 2, k ≥ 2. Then
AR(n,F) = h′(n, p, k − 1) +
(
k − 2
2
)
+ 1
provided n is sufficiently large. Moreover, any coloring achieving this bound is obtained by
taking a rainbow H(n, p, k − 1), and coloring all edges in its complement with one (extra)
color.
Corollary 1.11 Let P10 be the Petersen graph. Then
AR(n, {P10}) =
⌊
n− 1
2
⌋⌈
n− 1
2
⌉
+ n+ 1
provided n is sufficiently large. Moreover, any coloring achieving this bound is obtained by
taking a rainbow H(n, 2, 2) and coloring all edges in its complement with 2 (extra) colors
so that in each component of H(n, 2, 2) we color all edges with the same color.
Proof. Since M0(P10) = {M6}, the corollary follows from Theorem 1.9 (i) with q = 2.
A nearly (k − 1)-regular graph is a graph such that any vertex of it has degree k − 1
except one vertex with degree k − 2. The following proposition was proved in [20].
Proposition 1.12 [20] Let m be a large constant. Then there exists a (k − 1)-regular
triangle-free graph or a nearly (k − 1)-regular triangle-free graph on m vertices.
Denote by Un,k the class of (k − 1)-regular graphs, or nearly (k − 1)-regular graphs
on n vertices. Let U ′n,k be the class of (k − 1)-regular triangle-free graphs, or nearly
(k − 1)-regular triangle-free graphs on n vertices. By Proposition 1.12, Un,k and U ′n,k are
nonempty for each k and large n.
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Let n =
∑p
i=1 n
′
i with n
′
1 ≥ . . . ≥ n′p and n′1 − n′p ≤ 1. Denote by T (n, p;Un,k)
(T (n, p;U ′n,k) resp.) the class of graphs obtained from the Tura´n graph T (n, p) by adding
a graph of Un′
i
,k (U ′n′
i
,k resp.) into the i-th class of it for i = 1, . . . , p. Let n =
∑p
i=1 ni. Sim-
ilarly, we can defineKn1,n2,...,np(n;Un,k) and Kn1,n2,...,np(n;U ′n,k). Denote by T (n, p;U⌈np ⌉,k)
the class of graphs obtained from the Tura´n graph T (n, p) by adding a graph from U⌈n
p
⌉,k
into the largest class of it. Similarly, we can define Kn1,n2,...,np(n;Un1,k).
The following colorings of graphs are the extremal colorings of the next theorem. Let
n1 ≥ . . . ≥ np. Let C(n, k, p) (C′(n, k, p) resp,) be the set of colorings of Kn obtained by
taking a rainbow coloring of a graph in T (n, p;Un,k) (T (n, p;U ′n,k) resp,) or of a graph in
Kn1,n2,...,np(n;Un,k) (Kn1,n2,...,np(n;U ′n,k) resp,) with n1−np = 2, and n1, np are even when
k is even, respectively, and coloring all the other edges in its partite sets with p (extra)
colors so that in each partite set we color all edges with the same color.
Let Q(p, k) = K1 ∨ T (pk, p). The other main result is stated as follows.
Theorem 1.13 Let F be a family of graphs with F− = {H − e : H ∈ F , e ∈ E(H)} and
p(F−) = p ≥ 2. Let M0(F), . . . ,Mp(F) be the decomposition family sequence of F .
(i) Let k ≥ 2. If M0(F) = {Sk+1} and any graph in F0 contains Q(p, k) as a subgraph,
then
AR(n,F) = t(n, p) +
⌊
(k − 2)⌈np ⌉
2
⌋
+ . . . +
⌊
(k − 2)⌊np ⌋
2
⌋
+ p
provided n is sufficiently large. Furthermore, the colorings in C′(n, k − 1, p) are extremal
colorings, and all extremal colorings are in C(n, k − 1, p).
(ii) Let k ≥ 3. If M0(F) = {M2}, M1(F) = {Sk+1} and any graph in F1 contains Q(p, k)
as a subgraph, then
AR(n,F) = t(n, p) +
⌊
(k − 2)⌈np ⌉
2
⌋
+ . . .+
⌊
(k − 2)⌊np ⌋
2
⌋
+ p.
provided n is sufficiently large. Furthermore, the coloring in C′(n, k − 1, p) are extremal
colorings, and all extremal colorings are in C(n, k− 1, p) and except the extremal colorings
which is obtained by taking a rainbow graph from T (n, 2;Un/2,3) and coloring all edges in
its complement with one (extra) color, when k = 3, p = 2 and n = 2 mod 4.
Remark. If F is a family of graphs with p(F−) = p and there exist a graph H ∈ F and
two edges e1, e2 ∈ E(H) such that χ(H−e1−e2) = p. Jiang and Pikhurko [12] determined
the anti-Ramsey number of F . Theorems 1.9 and 1.13 generalize their results in a certain
sense.
The rest of this paper is organised as follows: In Section 2.1, lemma of progressive
induction is presented. In Section 2.2, serval lemmas are presented. In Section 3, the
proof of the main theorems are given. In Section 4, some problems on decomposition
family sequence of graphs are discussed.
2 Several lemmas
2.1 Lemma of progressive induction.
In 1960s, Simonovits [20] introduced the so-called progressive induction which is similar
to the mathematical induction and Euclidean algorithm and combined from them in a
certain sense. The progressive induction method is key powerful for extremal problems of
non-bipartite graphs, for example see [24].
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Lemma 2.1 [20] Let U = ∪∞1 Un be a set of given elements such that Un are disjoint
subsets of U. Let B be a condition or property defined on U (i.e. the elements of U may
satisfy or not satisfy B). Let φ be a function from U to non-negative integers and
(a) if a ∈ U satisfies B, then φ(a) = 0.
(b) there is an M0 such that if n > M0 and a ∈ Un then either a satisfies B or there exist
an n′ and an a′ such that
n
2
< n′ < n, a′ ∈ Un′ and φ(a) < φ(a′).
Then there exists an n0 such that if n > n0, from a ∈ Un follows that a satisfies B.
Remark. In our problems, Un is the set of extremal F-free colorings of Kn, B is a
property that the coloring of Kn belongs to the coloring sets described in Theorems 1.9
or 1.13.
2.2 Other lemmas
The following two lemmas are proved in [20].
Lemma 2.2 [20] Let Gn be a graph on n vertices. If χ(Gn) = p and A1, . . . , Ap are the
sets of vertices having the i-th color at a fixed coloring of V (Gn) with p colors and mi is
the number of vertices of the i-th class of T (n, p) (i.e. mi = ⌈n/p⌉ or mi = ⌊n/p⌋ and∑p
i=1mi = n), furthermore |Ai| = mi + si, then
e(Gn) ≤ t(n, p)−
p∑
i=1
(|si|
2
)
.
Lemma 2.3 [20] Let F be a family of graphs with M0(F) = {Sk+1} and p(F) = p. If
each F ∈ F contains Q(p, k) as a subgraph, then each graph in T (n, p;U ′n,k) does not
contain any F ∈ F as a subgraph.
The following definition is a key notion in the proof of our lemma and theorems.
Definition 2.4 The representing graph, denoted by Ln, of a coloring cn is a spanning
subgraph of Kn obtained by taking one edge of each color in cn (where Ln may contain
isolated vertices).
We need the following lemma to show that the colorings in Theorem 1.13 are F-free.
Lemma 2.5 Let F be a family of graphs and k ≥ 2. If each F ∈ F contains Q(p, k) as a
subgraph, then the colorings in C′(n, k − 1, p) are F-free.
Proof. It is sufficient to show that each coloring in C′(n, k − 1, p) does not contain a
rainbow Q(p, k) as a subgraph. If k ≤ 3, then the representing graph Ln of a coloring in
C′(n, k− 1, p) is a subgraph of some graph in T (n, p;U ′n,k). Hence by Lemma 2.3, Ln does
not contain any F ∈ F as a subgraph. Thus we finish the proof of the lemma for k ≤ 3.
Let k ≥ 4, we will prove this lemma by applying mathematical induction on p. If
p = 1, then the representing graph Ln of a coloring in C′(n, k − 1, p) is a graph with
∆(Ln) = k − 1. Since Q(1, k) = Sk+1, the lemma is obviously true. It will be shown that
if the statement is not true for p, then it is not true for some t ≤ p− 1. This implies the
lemma.
Suppose that there is a coloring cn in C′(n, k − 1, p) containing a rainbow Q(p, k) as
a subgraph. We partition V (Q(p, k)) into {q} ∪ Q1 ∪ . . . ∪ Qp so that there is no edge
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in Q(p, k)[Qi] and |Qi| = k for i = 1, . . . , p. Let Ln be a representing graph of cn which
contains Q(p, k) as a subgraph. Let V1 ∪ . . . ∪ Vp be a vertex partition of Ln such that
after removing an edge xiyi of Ln[Vi], the resulting graph is a (k− 2)-regular triangle-free
graph or a nearly (k − 2)-regular triangle-free graph for i = 1, . . . , p. We will show that
there is a Q(t, k) whose vertices lie in t partite sets of Ln for some t ≤ p − 1, or we can
not find all vertices of Q(p, k) in Ln. This proves the lemma.
Observation 1. Any k − 1 vertices of Ln[Vi] have at most one common neighbour in
Ln[Vi]. In other words, in Ln[Vi], the common neighbours of any two vertices are at most
k − 2.
Proof. It follows from that xi and yi are the only two vertices with degree k− 1 in Ln[Vi]
and they are joint to each other.
Without loss of generality, let q ∈ V1 and q 6= y1. Since Ln[V1]− x1y1 is a triangle-free
graph, there is no edge in Ln[NLn[V1](q) \ {y1}]. Hence NLn[V1](q) \ {y1} belongs to at
most one partite set, say Q1, of Q(p, k). Suppose that |NLn[V1](q) \ {y1} ∩ Q1| ≥ 1 and
|NLn[V1](q) \ {y1} ∩ (∪pi=2Qi)| = 0. Indeed, if NLn[V1](q) \ {y1} ∩ V (Q(p, k)) = ∅, then
Ln[∪pi=2Vi] contains
Q(p− 1, k) ⊆ T (pk − k, p− 1) ∨Kk−1
as a subgraph. Hence the statement is not true for p− 1, and we are done.
If y1 does not belong to ∪pi=2Qi, then Ln[∪pi=2Vi] contains Q(p − 1, k) as a subgraph,
we are done. Without loss of generality, let y1 belongs to Qp (y1 must be joint to q). Since
|NLn[V1](q) \ {y1}| ≤ k − 2, there are at least two vertices of Q1 which do not belong to
V1. Let Q
′
1 = Q1 − NLn[V1](x) and |Q′1| = ℓ ≥ 2. There is no edge in Ln[Q′1], otherwise
Ln[∪pi=2Vi] contains
Q(p− 1, k) ⊆ (K2 ∪Kℓ−2) ∨ T (pk − 2k, p − 2) ∨Kk−1
as a subgraph, we are done.
Actually, we have proved the following claim.
Claim 1. For t ∈ {2, . . . , p}, let Q′t−1 = Qt−1∩ (∪pi=tVi). If (∪pi=tQi)∩ (∪t−1i=1Vi) = {y1}
and |Q′t−1| ≥ 2, then e(Ln[Q′t−1]) = 0.
Proof. Otherwise, Ln[∪pi=tVi] contains
Q(p− t+ 1, k) ⊆ K2 ∨ T (pk − tk + k, p − t+ 1) ∨Kk−1
as a subgraph. Thus the claim holds.
V1 V2 Vt−1
Qt−1
Vt
Qt−1
xt
Qt
Qt+1
yt
Vt+1
Qt
Vt+2
Qt+1
Vp
Q1
y1
q
Qp
Q′1
Figure 1
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Observation 2. (P3 ∪Kk−4) ∨ (K2 ∪Kk−3) ∨Kk−1 contains Q(3, k) as a subgraph.
Observation 3. (K3 ∪Kk−4) ∨ T (2k − 2, 2) contains Q(2, k) as a subgraph.
Claim 2. For t ∈ {2, . . . , p − 2}, if (∪pi=tQi) ∩ (∪t−1i=1Vi) = {y1} and |Qt−1 ∩ Vt| ≥ 2,
then at most one of Qt ∩ Vt, . . . , Qp ∩ Vt is non-empty.
Proof. Suppose that the claim does not hold. Then there are exact two sets among
Qt ∩ Vt, . . . , Qp ∩ Vt which are non-empty, otherwise Ln[Vt] contains K4 as a subgraph,
contradicting the fact that Ln[Vt]− xtyt is a triangle-free graph. We will prove the claim
in the following two cases.
Case 1. Qp ∩ Vt = ∅. (Figure 1)
Without loss of generality, let Qt∩Vt, Qt+1∩Vt be non-empty sets and (∪pi=t+2Qi)∩Vt =
∅. Since any triangle in Ln[Vt] contains the edge xtyt and |Qt−1 ∩ Vt| ≥ 2, we have that,
without loss of generality, xt is the only vertex of Vt which belongs to Qt and yt is the
only vertex of Vt which belongs to Qt+1. Hence, we have
|Qt ∩ (∪pi=t+1Vi)| = |Qt+1 ∩ (∪pi=t+1Vi)| = |Qp ∩ (∪pi=t+1Vi)| = k − 1. (1)
Therefore Ln[∪pi=t+1Vi] contains
Kk−1 ∨Kk−1 ∨Kk−1 ∨ T (pk − tk − 2k, p − t− 2)
as a subgraph. Thus if there are at least two sets among Qt, Qt+1, Qp such that the
vertices of each of them contains at least one vertex from each of two of Vt+1, . . . , Vp, then,
by Observation 2, Ln[∪pi=t+1Vi] contains
Q(p− t, k) ⊆ (P3 ∪Kk−4) ∨ (K2 ∪Kk−3) ∨Kk−1 ∨ T (pk − tk − 2k, p − t− 2)
as a subgraph, we are done. Now, without loss of generality, suppose that all those
k − 1 vertices of Qt are in Vt+1 and all those k − 1 vertices of Qt+1 are in Vt+2. Since
∆(Ln[Vi]− xiyi) ≤ k− 2, by Observation 1, there is at most one vertex of Qt+2 ∪ . . .∪Qp
in Vi for i = t+ 1, t+ 2.
For i ∈ {t + 1, t + 2}, if there is no vertex of Qt+2 ∪ . . . ∪ Qp in Vi, then Ln[∪pj 6=iVj]
contains Q(p− 1, k) as a subgraph, we are done. By Observation 1, we may assume that
there are exact one vertex of Qt+2∪ . . .∪Qp in Vt+1 and exact one vertex of Qt+2∪ . . .∪Qp
in Vt+2. Moreover, at most one of Qp ∩ Vt+1 and Qp ∩ Vt+2 is non-empty set. Otherwise,
since k ≥ 4, by Observation 3, Ln[∪pi=t+1Vi] contains
Q(p− t, k) ⊆ (K3 ∪Kk−4) ∨ T (2k − 2, 2) ∨ T (pk − tk − 2k, p − t− 2)
as a subgraph, and we are done. Thus, without loss of generality, there is exactly one
vertex of Qt+2 which belongs to Vt+1. Thus, we have
|Qt+1 ∩ (∪pi=t+2Vi)| = |Qt+2 ∩ (∪pi=t+2Vi)| = |Qp ∩ (∪pi=t+2Vi)| = k − 1. (2)
Repeat the previous proof p− t− 3 times (from (1) to (2)), we have
|Qp−2 ∩ (Vp−1 ∪ Vp)| = |Qp−1 ∩ (Vp−1 ∪ Vp)| = |Qp ∩ (Vp−1 ∪ Vp)| = k − 1.
Moreover, without loss of generality, we have |Qp−2∩Vp−1| = |Qp−1∩Vp| = k−1. Otherwise
there are two of Qp−2, Qp−1, Qp such that the vertices of each of them contains vertices
from both of Vp−1 and Vp. Hence Ln[Vp−1 ∪ Vp] contains
Q(2, k) ⊆ (P3 ∪Kk−4) ∨ (K2 ∪Kk−3) ∨Kk−1
8
as a subgraph, we are done. Thus, by Observation 1, we have |Qp ∩ (Vp−1 ∪ Vp)| =
|Qp ∩ Vp|+ |Qp ∩ Vp−1| ≤ 2, contradicting |Qp ∩ (Vp−1 ∪ Vp)| = k − 1 ≥ 3 (k ≥ 4).
Case 2. Qp ∩ Vt 6= ∅. (Figure 2)
Without loss of generality, let Qt ∩ Vt 6= ∅ and (∪p−1i=t+1Qi) ∩ Vt = ∅. There exists a
j ∈ {t+ 1, . . . , p} such that |Qt ∩ Vj | = k − 1. Otherwise, Ln[∪pi=t+1Vi] contains
Q(p − t, k) ⊆ (Kk−4 ∪ P3) ∨Kk−2 ∨ T (pk − tk − k, p − t− 1)
a subgraph. Moreover, there exists a j′ ∈ {t + 1, . . . , p} such that |Qp ∩ Vj′ | = k − 2,
otherwise, Ln[∪pi=t+1Vi] contains
Q(k, p − t) ⊆ (Kk−4 ∪K2) ∨Kk−1 ∨ T (pk − tk − k, p− t− 1)
as a subgraph. By Observation 1, we have j 6= j′. Without loss of generality, let |Qt ∩
Vt+1| = k − 1 and |Qp ∩ Vp| = k − 2. Hence, by Observation 1, there is at most one
vertex of ∪pi=t+2Qi belongs to Vt+1. There is exactly one vertex of ∪pi=t+2Qi belongs to
Vt+1. Otherwise Ln[∪pi 6=t+1Vi] contains Q(p−1, k) as a subgraph, and we are done. Hence,
without loss of generality, we may suppose that |Qt+1 ∩ Vt+1| = 1. We may go on this
procedure and get |Qp−1 ∩ Vp| = k − 1. Hence, by Observation 1, we have |Qp ∩ Vp| ≤ 1,
a contradiction to |Qp ∩ Vp| = k − 2 ≥ 2.
V1 V2 Vt−1
Qt−1
Vt
Qt−1
xt
Qt
Qp
yt
Vt+1
Qt
Qt+1
Vt+2 Vp
Qp
Q1
y1
q
Qp
Q′1
Figure 2
Now we return to the proof of the lemma. If (∪pi=2Qi) ∩ V2 = ∅, then Ln[∪pi=3Vi]
contains
Q(p− 2, k) ⊆ Kk−1 ∨ T (pk − 2k, p − 2)
as a subgraph, we are done. By Claim 2, suppose that there exists a j ∈ {2, . . . , p} such
that V2 ∩Qj 6= ∅ and V2 ∩ (∪pi=2Qi \ Qj) = ∅. Since |Q′1| = ℓ ≥ 2, by Observation 1, we
have |V2 ∩Qj| ≤ k − 2. If j = p, then Ln[V3 ∪ . . . ∪ Vp] contains
Q(p− 2, k) ⊆ K1 ∨ T (pk − 2k, p)
as a subgraph, we are done. Hence we have j ∈ {2, . . . , p− 1}. Without loss of generality,
let (∪pi=3Qi)∩ V2 = ∅ and Q2 ∩ V2 6= ∅. By |V2 ∩Q2| ≤ k− 2, we have |Q2 ∩ (∪pi=3Vi)| ≥ 2.
By Claim 1, we have e(Ln[Q2 ∩ (∪pi=3Vi)]) = 0. Hence, without loss of generality, we have
|Q2 ∩V3| ≥ 2 and Q2∩ (∪pi=4Vi) = ∅. By Claims 1, 2 and Observation 1, we can go on this
procedure, and finally get |Qp−1 ∩Vp| ≥ 2 and |Qp ∩Vp| ≤ k− 2. Since Qp ∩ (∪p−1i=2Vi) = ∅,
we have |Qp ∩ (∪pi=1Vi)| = |Qp ∩ V1|+ |Qp ∩ Vp| ≤ k − 1, a contradiction. Thus we finish
the proof of lemma.
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3 Proof of the main theorems
Denote by T (Np, p;F ) the graph obtained by embedding an F in one partite set of
T (Np, p) and T (Np, p;F1, F2) the graph obtained from T (Np, p) by adding an F1 into
one partite set and an F2 into another partite set of T (Np, p).
Proof of Theorem 1.9: First, we present a useful proposition.
Proposition 3.1 Let M0(F) = {M2}, M1(F) = {M2k−2}, v = max{v(F ) : F ∈ F} and
k ≥ 2. Let cn be a coloring of Kn and Ln be a representing graph of cn. If Ln contains a
copy of T (2vp, p;M2k), then Kn contains a rainbow copy of some F ∈ F .
Proof. Since M0(F) = {M2} and M1(F) = {M2k−2}, there exist a graph F ∈ F and
an edge e such that F − e ⊆ T (vp, p;M2k−2). Since p(F−) = p and M0(F) = {M2}, we
have χ(F ) = p + 2. Therefore, F ⊆ T (vp, p;M2k−2,M2). Without loss of generality, let
B1, . . . , Bp be the p partite vertex sets of T (2vp, p;M2k) in Ln and Ln[B1] contains an
M2k as a subgraph. Let {x, y} ⊆ B2 and cn(xy) be the color of xy. It is easy to see that
after deleting the edge in Ln which is colored by cn(xy) in Kn and adding the edge xy to
Ln, the obtained graph contains T (vp, p;M2k−2,M2) as a subgraph. Hence Kn contains a
rainbow copy of some F ∈ F .
First, we show that the coloring described in Theorem 1.9 (ii) is F-free. If the representing
graph Sn = Kk−2 ∨ T (n− k + 2, p;M2) of this coloring contains an F ∈ F as a subgraph,
then there are an F ∈ F and an edge e ∈ F such that F − e ⊆ Kk−2 ∨ T (n − k + 2, p).
Hence M1(F) contains a graph H 6=M2k−2, a contradiction. Thus the coloring described
in Theorem 1.9 (ii) is F-free. For Theorem 1.9 (i), if Kk−2 ∨ T (n− k + 2, p;M2) contains
some F ∈ F as a subgraph, then there are an F ∈ F and an edge e ∈ F such that F − e ⊆
Kk−2∨T (n−k+2, p). Hence M0(F) contains a graph H 6=M2k, a contradiction. Hence,
by the definition of q, we have q ≥ 1. Thus the colorings described in Theorem 1.9 (i) are
F-free. We will prove Theorem 1.9 (i) (Theorem 1.9 (ii) resp.) by progressive induction.
Suppose that cn is an extremal F-free coloring of Kn that uses at least h′(n, p, k − 1) + q
(h(n, p, k − 1) + 1 resp.) colors. It will be shown that, if n is sufficiently large, then cn
belongs to the coloring set described in the theorem. Let Ln be a representing graph of
cn. Obviously, we have
e(Ln) ≥ h′(n, p, k − 1) + q (3)
(e(Ln) ≥ h(n, p, k − 1) + 1 resp.) . (4)
Hence
φ(cn) = e(Ln)− (h′(n, p, k − 1) + q)
(φ(cn) = e(Ln)− (h(n, p, k − 1) + 1) resp.)
is a non-negative integer. The theorem will be proved by progressive induction, where Un
is the set of extremal F-free colorings of Kn. B states that the coloring of Kn belongs to
the coloring set described in the theorem, and φ(cn) is a non-negative integer. According
to the lemma of progressive induction, it is enough to show that if cn does not belong to
the coloring set described in theorem, then there exists a cn′ with n/2 < n
′ < n such that
φ(cn′) > φ(cn) provided n is sufficiently large, where cn′ is an extremal F-free coloring
of Kn′ . By Theorem 1.1 and (3) ((4) resp.), there is an n1, if n > n1, then Ln contains
T (n2p, p) (n2 is sufficiently large) as a subgraph. Any partite class of T (n2p, p) can not
contain M2k as a subgraph, otherwise Ln contains a rainbow copy of some F ∈ F (by
Proposition 3.1, resp.), a contradiction. Hence there is an induced subgraph T (n3p, p) of
Ln with partite set B̂1, . . . , B̂p, where n3 ≥ n2−2(k−1). In fact, let x1y1, x2y2, . . . , xs1ys1
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be a maximal matching in one class, say B̂1, of T (n2p, p), B˜1 = B̂1−{x1, y1, . . . , xs1 , ys1}.
Then there is no edge in Ln[B˜1] and there is an induced subgraph T (n3p, p) of Ln.
Let ǫ be a small constant satisfying
ǫ <
1
k + 1
. (5)
Let L˜ = Ln − T (n3p, p). We partition L˜ by the following produce. If there is an x1 ∈ L˜
which is joint to all the classes of T (n3p, p) = T0 by more than ǫ
2n3 vertices, then T0
contains a T1 = T (ǫ
2n3p, p) each vertex of which is joint to x1. Generally, if there is
an xi ∈ L˜ which is joint to at least ǫ2in3 vertices of each class of Ti−1, then there is a
Ti = T (ǫ
2in3p, p) ⊆ Ti−1 each vertices of which is joint to all the vertices x1, x2, . . . , xi.
Thus we may define recursively a sequence of graphs. However, this process stops at last
after the construction of Tk−2. Since if we could find a Tk−1 ⊆ Ln, then Kn contains
a rainbow copy of some F ∈ F , a contradiction. In fact, let cn(xy) be the color of
xy such that x, y are in the same partite set of Tk−1, then there is at most one edge
of Ln[Kk−1 ∨ Tk−1] which is colored by cn(xy) (note that Ln[Kk−1 ∨ Tk−1] is an induced
subgraph of the representing graph Ln). Since ǫ
2kn3 is sufficiently large, Ln contains a copy
of T (2vp, p;M2k). Thus Kn contains a rainbow copy of some F ∈ F (by Proposition 3.1
resp.).
Now suppose the above progress ends at Tℓ, 0 ≤ ℓ ≤ k − 2. Let x1, x2, . . . , xℓ be the
vertices which are joint to all the vertices of Tℓ. Denote by Bℓ1 , Bℓ2 , . . . , Bℓp the classes of
Tℓ, partition the remaining vertices into the following vertex sets: If x is joint to less than
ǫ2ℓ+2n3 vertices of Bℓi and joint to every Bℓj 6=ℓi to more than (1 − ǫ)ǫ2ℓn3, then x ∈ Cℓi .
If x is joint to less than ǫ2ℓ+2n3 vertices of Bℓi and is joint to some of Bℓj 6=ℓi to less than
(1 − ǫ)ǫ2ℓn3, then x ∈ D. Obviously, this is a partition of Sn − Tℓ − {x1, x2, . . . , xℓ}.
Since M0(F) = M2k (M0(F) = M2, M1(F) = M2k−2 resp.) and any vertex of Cℓi is
joint to less than ǫ2ℓ+2n3 vertices of Bℓi , there are ǫ
2ℓn3(1 − ǫ2k) vertices of Bℓi which
is not joint to any vertices of Cℓi . In fact, there are at most k − 1 independent edges
in Bℓi ∪ Cℓi , otherwise, Ln contains T (2vp, p;M2k) as a subgraph, a contradiction (by
Proposition 3.1 resp.). Consider the edges joining Bℓi and Cℓi and select a maximal set
of independent edges, says x1y1, . . . , xqyq, xi′ ∈ Bℓi , yi′ ∈ Cℓi , 1 ≤ i′ ≤ q ≤ k − 1, among
them, then the number of vertices of Bℓi which are joint to at least one of y1, y2, . . . , yq
is less than ǫ2ℓ+2n3q, and the remaining vertices of Bℓi is not joint to any vertices of Ci
by the maximality of x1y1, . . . , xqyq. Hence we can move ǫ
2ℓ+2n3k vertices of Bℓi to Cℓi ,
obtain Bi and Ci such that Bi ⊆ Bℓi , Cℓi ⊆ Ci and there is no edge between Bi and
Ci. Let ℓ
′ = (1 − ǫ2k)ǫ2ℓn3, we conclude that T ′ℓ = T (ℓ′p, p) with classes B1, . . . , Bp is an
induced subgraph of Ln satisfying the following conditions:
Let L̂n−ℓ′p = Ln − T ′ℓ. The vertices of L̂n−ℓ′p can be partitioned into p + 2 classes
C1, . . . , Cp,D, E such that
• Every x ∈ E is joint to every vertex of T ′ℓ and |E| = ℓ.
• If x ∈ Ci then x is joint to at least (1− ǫ− ǫ2k)ǫ2ℓn3 vertices of Bj 6=i and is joint to
no vertex of Bi.
• If x ∈ D then there are two different classes of T ′ℓ: Bi(x) and Bj(x) such that x is
joint to less than (1− ǫ)ǫ2ℓn3 vertices of Bi(x) and less than ǫ2ℓ+2n3 vertices of Bj(x).
Denote by eS the number of the edges joining L̂n−ℓ′p and T
′
ℓ. Clearly
e(Ln) = e(T
′
ℓ) + eS + e(L̂n−ℓ′p). (6)
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Let L′n be a representing graph of c
′
n, where c
′
n is an F-free coloring described in the
theorem. Similarly, select an induced subgraph T ′ℓ of L
′
n. Let
L′n−ℓ′p = L
′
n − T ′ℓ
and eT denote the number of edges of L
′
n joining T
′
ℓ with L
′
n−ℓ′p. Then we have
e(L′n) = e(T
′
ℓ) + eT + e(L
′
n−ℓ′p). (7)
Since L̂n−ℓ′p does not contain any F ∈ F as a subgraph, we have e(L̂n−ℓ′p) ≤ e(Ln−ℓ′p),
where Ln−ℓ′p is a representing graph of an extremal F-free coloring graph on n − ℓ′p
vertices. By (6) and (7), we have
φ(cn) = e(Ln)− e(L′n)
= e(T ′ℓ)− e(T ′ℓ) + (eS − eT ) + e(L̂n−ℓ′p)− e(L′n−ℓ′p)
≤ (eS − eT ) + e(Ln−ℓ′p)− e(L′n−ℓ′p)
= (eS − eT ) + φ(cn−ℓ′p),
where cn−ℓ′p is an extremal F-free coloring of Kn. If eS − eT < 0, then φ(cn) < φ(cn−ℓ′p),
we are done. Hence we may assume eS − eT ≥ 0. Since ǫ is a small constant, by (5) we
have
eS − eT ≤ ℓ · ℓ′p+ (n− ℓ− ℓ′p− |D|) · ℓ′(p− 1)
+|D| · [ℓ′(p− 2) + (1− ǫ)ǫ2ℓn3 + ǫ2ℓ+2n3]
−[(k − 2) · ℓ′p+ (n− k + 2− ℓ′p) · ℓ′(p− 1)]
≤ ℓ · ℓ′p+ (n− ℓ− ℓ′p) · ℓ′(p− 1)
−[(k − 2) · ℓ′p+ (n− k + 2− ℓ′p) · ℓ′(p− 1)]
≤ 0,
where equality holds if and only if |D| = 0, ℓ = k − 2 and each vertex of Ci is joint to
each vertex of Bj 6=i in Ln for i = 1, . . . , p. Moreover, there is only one color in Kn[Bi∪Ci]
for i = 1, . . . , p (there is only one color in ∪pi=1Kn[Bi ∪Ci] resp.). In fact, if there are two
colors in Kn[Bi ∪Ci] for some i ∈ {1, . . . , p} (there are two colors in Kn[Bi ∪Ci ∪Bj ∪Cj]
for some i 6= j resp.), since we can choose any edge with the same color for the representing
graph, there is a representing graph L∗n which contains a copy of T (2vp, p;M2k) (a copy of
T (2vp, p;M2k) or T (2vp, p;M2k−2,M2) resp.). Thus Kn contains a rainbow copy of some
F ∈ F (by Proposition 3.1 resp.).
Now we prove Theorem 1.9 (ii). Since T (n− k + 2, p) has more edges than any other
p-partite graph, by (4), we have that each vertex in E is joint any other vertex in Ln,
⌊(n − k + 2)/p⌋ ≤ |Bi ∪ Ci| ≤ ⌈(n − k + 2)/p⌉ and each vertex in Bi ∪ Ci is joint to each
vertex in Bj 6=i∪Cj 6=i in Ln for i = 1, . . . , p. Hence cn belongs to the coloring set described
in Theorem 1.9 (ii).
For Theorem 1.9 (i), since T (n − k + 2, p) has more edges than any other p-partite
graph, by (3), there are at least q edges in ∪pi=1Ln[Bi ∪ Ci] ∪ Ln[E]. Moreover, by the
definition of q, there are at most q colors in ∪pi=1Kn[Bi ∪ Ci] ∪ Kn[E]. Otherwise, since
every x ∈ E is joint to every vertex of T ′k−2 and there is only one color in Kn[Bi ∪ Ci]
for i = 1, . . . , p, Ln contains some F ∈ F as a subgraph. Hence, it follows from (3) and
T (n − k + 2, p) has more edges than any other p-partite graph that, each vertex in E is
joint to each vertex in ∪pi=1(Bi ∪ Ci), ⌊(n − k + 2)/p⌋ ≤ |Bi ∪ Ci| ≤ ⌈(n − k + 2)/p⌉ and
each vertex in Bi ∪ Ci is joint to each vertex in Bj 6=i ∪ Cj 6=i in Ln for i = 1, . . . , p, the
result follows.
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Proof of Theorem 1.13: We only prove Theorem 1.13 (ii), since the proof of Theo-
rem 1.13 (i) is essentially the same as the proof of Theorem 1.13 (ii). As the proof of
Theorem 1.9, we present a useful proposition.
Proposition 3.2 Let v = max{v(F ) : F ∈ F} and k ≥ 3. Let cn be a coloring of Kn and
Ln be a representing graph of cn.
(i) If Ln contains a copy of T (vp, p;Sk+1,M2), then Kn contains a rainbow copy of some
F ∈ F .
(ii) If Ln contains a copy of T (2vp, p;H), then Kn contains a rainbow copy of some F ∈ F ,
where H /∈ {K2,k, S2k+1} is a graph contains two edge-disjoint copies of Sk+1.
(iii) If Ln contains a copy of Q(p,m), then Kn contains a rainbow copy of some F ∈ F ,
where m = m(v, k) is a large constant depending on v and k.
Proof. (i) SinceM0(F) = {M2} andM1(F) = {Sk+1}, there exist a graph F ∈ F and an
edge e such that F − e ⊆ T (vp, p;Sk+1). Moreover, since M0(F) = {M2} and p(F−) = p,
we have p(F) = p + 1. Suppose that F * T (vp, p;Sk+1,M2). Then F ⊆ T (vp, p;H1),
where H1 is obtained from Sk+1 by adding an edge. If H1 does not contain a triangle,
then we have p(F) = p, a contradiction. If H1 contains a triangle, by k ≥ 3, we have
M1(F) 6= {Sk+1} (M1(F) contains a tree on k + 1 vertices with k edges which is not
Sk+1), a contradiction. The result follows.
(ii) Without loss of generality, let B1, . . . , Bp be the p partite vertex sets of T (2vp, p;H)
in Ln where Ln[B1] contains H as a subgraph. Let {x, y} ⊆ B2 and cn(xy) be the color
of xy. Since the graph H satisfies that after deleting any edge or any vertex of it the
resulting graph contains Sk+1 as a subgraph. we obtain that after deleting the edge in
Ln which is colored by cn(xy) in Kn and adding the edge xy to Ln, the obtained graph
contains T (vp, p;Sk+1,M2) as a subgraph. Hence, Kn contains a rainbow copy of some
F ∈ F .
(iii) Let Q1, . . . , Qp be the p partite vertex sets of Q(p,m) and x be the unique ver-
tex in Q(p,m) which is joint to all other vertices. Let Qi = {xi,1, . . . , xi,m} for i = 1, . . . , p.
Claim. Let s 6= t and {s, t} ⊂ {1, . . . ,m}. We have cn(xi,sxi,t) ∈ {cn(xxi,s), cn(xxi,t)}
for i = 1, . . . , p.
Proof. Otherwise, since m is large, Kn contains a rainbow copy of T (vp, p;Sk+1,M2).
The result follows from (i).
Moreover, there are at least m−k edges of {xi,jxi,1, . . . , xi,jxi,m} which are colored by
cn(xxi,j) for i = 1, . . . , p and j = 1, . . . ,m. Otherwise, by the claim, there are a rainbow
Sk+1 in Kn[Qi] which is colored by the colors in {cn(xxi,1), . . . , cn(xxi,m)} and an edge
in Kn[Vq] which is colored by a color in {cn(xxq,1), . . . , cn(xxq,m)} for i 6= q. Hence Kn
contains a rainbow copy of T (vp, p;Sk+1,M2), we are done. Since m is large, without lose
of generality, there is a rainbow Sk+1 in Kn[Q1] which is colored by cn(xx1,1), . . . , cn(xx1,k)
(this follows from the fact that there are at least m − k edges of {x1,ℓx1,1, . . . , x1,ℓx1,m}
which are colored by cn(xx1,ℓ) for ℓ = 1, . . . , k) and an edge in Kn[Q2] which is colored
by cn(xx2,1). Thus, Kn contains a rainbow copy of T (vp, p;Sk+1,M2) and we finish the
proof of the proposition.
Proof. Let v = max{v(F ) : F ∈ F}, ǫ be a small constant only depending on v and k
and N be a large even constant depending on v and k. We will prove this theorem by
progressive induction. Suppose that cn is an extremal F-free coloring of Kn. It will be
shown that, if n is sufficiently large, then cn belongs to the coloring set described in the
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theorem. Let Ln be a representing graph of cn. By Lemma 2.5, we have
e(Ln) ≥ t(n, p) +
⌊
(k − 2)⌈np ⌉
2
⌋
+ . . .+
⌊
(k − 2)⌊np ⌋
2
⌋
+ p (8)
Hence
φ(cn) = e(Ln)− t(n, p)−
⌊
(k − 2)⌈np ⌉
2
⌋
+ . . .+
⌊
(k − 2)⌊np ⌋
2
⌋
− p (9)
is a non-negative integer. The theorem will be proved by progressive induction, where Un
is the set of extremal F-free colorings of Kn. B states that the coloring of Kn belongs to
the coloring set described in the theorem, and φ(cn) is a non-negative integer. According
to the lemma of progressive induction, it is enough to show that if cn does not belong to
the coloring set described in theorem, then there exists an n′ with n/2 < n′ < n such that
φ(cn′) > φ(cn) provided n is sufficiently large, where cn′ is an extremal F-free coloring of
Kn′ . By Theorem 1.1 and (8), there exists an n1 such that if n > n1, then Ln contains
T (Np, p) as a subgraph.
Suppose that Ln does not contain T (Np/3, p;Sk+1) as a subgraph. Let T
′(Np, p)
be the subgraph of Ln induced by V (T (Np, p)) and L˜n−Np = Ln − T ′(Np, p). We can
partition the vertices of L˜n−Np into C1, . . . , Cp,D such that if x ∈ Ci then x is joint to
less than k vertices of Bi and more than (1 − ǫ)N vertices of Bj 6=i, if x ∈ D then x is
joint to at most (1 − ǫ)N vertices of each of two of B1, . . . , Bp. Furthermore, since Ln
does not contain T (Np/3, p;Sk+1) as a subgraph, if x ∈ Bi ∪ Ci, then x is joint to less
than k vertices of Bi ∪ Ci for i ∈ {1, . . . , p}, and if x ∈ D, then x is joint to less than
(p − 1 − ǫ)N + k − 1 vertices of T ′(Np, p) (if x is joint to more than k vertices of Bi for
some i ∈ {1, . . . , p}, since Ln does not contain T (Np/3, p;Sk+1) as a subgraph, then x is
joint to at most N/3 vertices of each of two of B1, . . . , Bp). Denote by eL the number of
edges joining L˜n−Np and T
′(Np, p). We have
e(Ln) = e(T
′
p(Np)) + eL + e(L˜n−Np). (10)
Let c′n be a coloring of Kn which belongs to the coloring set described in the theorem
such that in each partite set there is a rainbow component on N vertices. Since N is a
large constant, by Proposition 1.12, this is possible. Let L′n be a representing graph of c
′
n.
Hence we can choose a subgraph T ∗(Np, p) = T (Np, p;U ′Np,k−1) of L′n, and
e(L′n) = e(T
∗(Np, p)) + eL′ + e(L
′
n−Np), (11)
where L′n−Np is a representing graph of c
′
n−Np and c
′
n−Np is a coloring of Kn−Np belongs
to the coloring set described in the theorem. Obviously, eL′ = (n−Np)N(p− 1).
Since T ′(Np, p) does not contain T (Np/3, p;Sk+1) as a subgraph, we have e(T
′(Np, p)) ≤
e(T ∗(Np, p)) + N1, where N1 = (k − 1)pN/2. Let Ln−Np be a representing graph of an
extremal F-free coloring on Kn−Np. By (10) and (11), we have
φ(cn) = e(Ln)− e(L′n)
= e(T ′(Np, p))− e(T ∗(Np, p)) + (eL − eL′) + e(L˜n−Np)− e(L′n−Np)
≤ (eL − eL′) + e(Ln−Np)− e(L′n−Np) +N1
= (eL − eL′) + φ(cn−Np) +N1,
where cn−Np an extremal F-free coloring of Kn. Thus
φ(cn) ≤ (eL − eL′) + φ(cn−Np) +N1. (12)
Let cn−1 be an extremal F-free coloring of Kn−1. It will be proved that if n is large
enough, then
14
• (a) either φ(cn) < φ(cn−Np),
• (b) or φ(cn) < φ(cn−1),
• (c) or cn belongs to the coloring set described in the theorem.
This will complete our progressive induction.
If there is a vertex x ∈ Ln with dLn(x) < ⌊n/p⌋(p− 1), then φ(cn) < φ(cn−1). In fact,
let L∗n−1 = Ln−{x}. It does not contain any F ∈ F as a subgraph. Thus e(Ln)−dLn(x) =
e(L∗n−1) ≤ e(Ln−1) and from this we have e(Ln)−e(Ln−1) ≤ dLn(x) < ⌊n/p⌋(p−1). Since
e(L′n) − e(L′n−1) ≥ ⌊n/p⌋(p − 1), we have φ(cn) = e(Ln) − e(L′n) < e(Ln−1) − e(L′n−1) =
φ(cn−1).
Suppose now that neither (a) nor (b) holds. Then for each x ∈ Ln, we have dLn(x) ≥
⌊n/p⌋(p − 1) and φ(cn) ≥ φ(cn−Np). From (12) we have 0 ≤ φ(cn) − φ(cn−Np) ≤
eL − eL′ +N1.
Claim 1. There is a constant N3 such that |D| ≤ N3.
Proof. First recall that Bi ∪ Ci does not contain such a vertex which is joint to k other
vertices of it. Thus the number of edges joining Bi and Ci is less than Nk and
eL ≤ (n−Np)(p− 1)N +Nkp− |D|N2 = eL′ +Nkp− |D|N2, (13)
since if x ∈ D, then x is joint to less than (p − 1− ǫ)N + k − 1 ≤ (p − 1)N −N2 vertices
of T ′(Np, p). By (13) we have |D| ≤ (eL′ − eL +Nkp)/N2 ≤ (N1 +Nkp)/N2 = N3.
Claim 2. A vertex belonging to Bi ∪ Ci is joint to at most to k − 1 other vertices of
Bi ∪Ci.
Proof. This claim was already proved.
Claim 3. |Bi ∪ Ci| = n/p+O(
√
n).
Proof. In order to show this, omit the edges joining two vertices of the same Bi ∪ Ci
(i = 1, . . . , p) and the edges of D. Thus there remains an Hn−|D| which is p-chromatic and
has t(n, p) − O(n) edges. Applying Lemma 2.2 to Hn−|D| we obtain the required result.
Thus there is a constant N4 such that∣∣∣∣|Bi ∪ Ci| − np
∣∣∣∣ ≤ N4√n.
The result follows.
Claim 4. There is a constant N5 such that every x ∈ Bi∪Ci is joint to all the vertices
of Ln − (Bi ∪Ci) except less than N5
√
n vertices.
Proof. This follows immediately from the fact that x is not joint to n/p − N4
√
n − k
vertices of Bi ∪ Ci but ⌊n/p⌋(p − 1) ≤ dLn(x) < n.
Let Di be the class of those vertices in D, which are joint to Bi ∪ Ci by less than k
edges for i = 1, . . . , p.
Claim 5. D is the disjoint union of D1, . . . ,Dp.
Proof. In fact, if x ∈ D, then there is an i(x) such that x is joint to at least (1/3)(n/p)
vertices of Bj 6=i(x) ∪ Cj 6=i(x). Otherwise dLn(x) < (p − 2)⌊n/p⌋ + O(
√
n) + (2/3)(n/p) <
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⌊n/p⌋(p − 1), a contradiction. Furthermore, x ∈ D is joint to less than k vertices of
Bi(x) ∪ Ci(x), otherwise, Ln contains T (Np/3, p;Sk+1) as a subgraph (without loss of
generality, let i(x) = 1, we select k vertices of B1∪C1 which are joint to x and N/3−k−1
other vertices of B1 ∪ C1. Then select N/3 vertices in B2 ∪ C2 which are joint to x
and to the N − 1 vertices considered in B1 ∪ C1. Let us continue this selection and
lastly select N/3 vertices of Bp ∪ Cp which are joint to all the (p − 1)N/3 vertices from
B1 ∪ C1, . . . , Bp−1 ∪ Cp−1. This is possible, since each vertex selected from is joint to at
least n/p−O(√n) of Bi+1∪Ci+1 and x is joint to at least (1/3)(n/p) vertices of Bi+1∪Ci+1
for i = 1, . . . , p− 1.). The result follows.
Now we may suppose that Ln contains T (Np/3, p;Sk+1) as a subgraph with vertex par-
tition B1∪ . . .∪Bp. We can partition the vertices of L˜n−Np/3 = Ln−V (T (Np/3, p;Sk+1))
into C1, . . . , Cp,D such that if x ∈ Ci then x is joint to more than (1 − ǫ)N/3 vertices of
Bj 6=i, if x ∈ D then x is joint to at most (1− ǫ)N/3 vertices of each of two of B1, . . . , Bp.
Furthermore, there exists one vertex in Bi ∪ Ci such that after deleting it any vertex
in Bi ∪ Ci is joint to less than k + 1 vertices of Bi ∪ Ci for i = 1, . . . , p. Otherwise
Ln[Bi ∪ Ci] contains a graph H /∈ {S2k+1,K2,k} which contains two edge-disjoint copies
of Sk+1. Since x ∈ Bi ∪ Ci is joint to more than (1 − ǫ)N/3 vertices of Bj 6=i, we have Ln
contains T (Np/3, p;H) as a subgraph. Hence, by Proposition 3.2 (ii), Ln contains some
F ∈ F as a subgraph, a contradiction. If x ∈ D, then x is joint to less than m vertices
of some Bi for i ∈ {1, . . . , p}. Otherwise Ln contains Q(p,m) as a subgraph. Hence by
Proposition 3.2 (iii), Ln contains some F ∈ F as a subgraph, a contradiction. Thus x
is joint to less than (p − 1 − ǫ)N/3 +m vertices of T (Np/3, p;Sk+1). Let B′i ⊆ Bi and
C ′i ⊇ Ci such that the unique vertex of Bi∪Ci which is joint to more than k other vertices
of Bi ∪ Ci lies in C ′i (if there is no such vertex, then move any vertex of Bi to Ci).
Since the number of edges between B′i and C
′
i is at most kN/3 and x ∈ D is joint
to less than (p− 1− ǫ)N/3 +m vertices of T (Np/3, p;Sk+1), following from the previous
proof, we get Claims 1, 3. For any x ∈ Bi∪Ci, we have dLn[Bi∪Ci](x) ≤ m. Otherwise, Ln
contains Q(p,m) as a subgraph, hence by Proposition 3.2 (iii), Ln contains some F ∈ F as
a subgraph, a contradiction. This proves Claim 4. Furthermore, if ∆(Ln[Bi∪Ci]) ≥ k+1,
then there is a vertex xi such that ∆(Ln[Bi ∪Ci \ {xi}]) ≤ k − 1. Otherwise, Ln[Bi ∪Ci]
contains an H /∈ {K2,k, S2k+1} which contains two edge-disjoint copies of Sk+1. Hence, by
Claim 4, Ln contains T (2vp, p;H) as a subgraph, and by Proposition 3.2 (ii), Ln contains
some F ∈ F as a subgraph, a contradiction. If ∆(Ln[Bi ∪ Ci]) = k, then after deleting
k vertices of Bi ∪ Ci the resulting graph is a graph with maximum degree less than k.
Otherwise Ln[Bi ∪ Ci] contains an H /∈ {K2,k, S2k+1} which contains two edge-disjoint
copies of Sk+1, a contradiction by Proposition 3.2 (ii). Thus
e(Ln[Bi ∪ Ci]) ≤ ((k − 1)/2)(n/p) +O(
√
n). (14)
Let Di be the class of vertices in D which are joint to Bi ∪ Ci by less than m edges.
Here we can also get Claim 5, that is D is the disjoint union of D1, . . . ,Dp. In fact, as in
the previously proof of Claim 5, if x ∈ D, then there is an i(x) such that x is joint to at
least (1/3)(n/p) vertices of Bj 6=i(x) ∪ Cj 6=i(x). Furthermore, x ∈ D is joint to less than m
vertices of Bi(x) ∪ Ci(x) for some i(x) ∈ {1, . . . , p}. Otherwise, Ln contains Q(p,m) as a
subgraph (the proof is the same as the proof of Claim 5 in the parenthesis), by Proposi-
tion 3.2 (iii), Ln contains some F ∈ F as a subgraph, a contradiction.
Let Ei = Bi ∪ Ci ∪ Di. We have proved that ||Ei| − n/p| ≤ N6
√
n and each vertex
in Ei is joint to n/p − O(
√
n) vertices of Ej 6=i in Ln for i = 1 . . . , p, where N6 is a large
constant.
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Case 1. There is an Sk+1 in Ln[Ei] for some i ∈ {1, . . . , p}.
Choose any 2v − k − 1 vertices of Ei. Let X be the vertex set which contains those
2v−k−1 vertices and the vertices of Sk+1 in Ei. Then the number of common neighbours
of X in Ej 6=i is n/p−O(
√
n). By Proposition 3.2 (i), there is no edge (edges in Ln) in the
common neighbours of X in Ej 6=i. Thus, by (14), we have e(Ln[Ei]) ≤ ((k− 1)/2)(n/p) +
O(
√
n) and e(Ln[Ej 6=i]) = O(
√
n). Hence
e(Ln) ≤ t(n, p) + ((k − 1)/2)(n/p) +O(
√
n),
a contradiction to (8) for k ≥ 4 or p ≥ 3.
For k = 3 and p = 2, by (8) we have e(Ln[Ei]) = n/2 + O(
√
n) and e(Ln[E3−i]) =
O(
√
n). Moreover, there is only one color in Kn[E3−i]. In fact, suppose that there are
at least two colors in Kn[E3−i]. Choose two independent edges with different colors, say
cn(e1) and cn(e2), in Kn[E3−i] for Ln (Ln is obtained by changing at most two edges). Let
Y be the vertex set which contains the vertices incident with this two edges and 4v − 4
arbitrary vertices of E3−i. Then the number of common neighbours of Y in E3−i, de-
noted by N(Y ), is n/2 + O(
√
n) and e(Ln[N(Y )]) = n/2 + O(
√
n). By Proposition 3.2
(i), we have ∆(Ln[N(Y )]) ≤ 2, otherwise Ln contains a copy of some F ∈ F . Thus,
there are n/2 + O(
√
n) vertices of N(Y ) in Ln[N(Y )] with degree two. Choose four of
them, say z1, z2, z3, z4, such that the vertices in ∪4i=1NLn[N(Y )][zi] are distinct vertices
(Let NG[x] = NG(x) ∪ {x}). We have cn(z1z2) 6= cn(z3z4) and cn(z1z2), cn(z3z4) belong
to the colors which incident with one vertex of Y and one vertex of N(Y ). Otherwise,
Ln contains T (2v, 2;S4,M2) as a subgraph and by Proposition 3.2 (i), Ln contains some
F ∈ F as a subgraph, a contradiction. Hence, if we choose z1z2 and z3z4 for Ln, then
Ln[N(Y )] contains an H /∈ {K2,3, S7} which contains two edge-disjoint copies of S4. Since
each vertex in Ei is joint to n/2−O(
√
n) vertices of E3−i in Ln, Ln contains T (4v, 2;H)
as a subgraph. Thus by Proposition 3.2 (ii), Ln contains some F ∈ F as a subgraph, a
contradiction. Now, choose any edge in Kn[Ei] for Ln, we have ∆(Ln[E3−i]) = 2, other-
wise Ln contains T (2v, 2;S4,M2) as a subgraph, a contradiction. The result follows by (8)
and an easy calculation (T (n, p) has more edges then any other p-partite graph).
Case 2. There is no Sk+1 in Ln[Ei] for i = 1, . . . , p.
There exists an edge in Ln[Ei] such that after deleting it, for any x ∈ Ei, x is joint to
less than k − 1 vertices of Ei for i = 1, . . . , p. Otherwise, we have ∆(Ln[Ei]) = k − 1 and
∆(Ln[Ei] − {z}) = k − 1, where z is a vertex of Ln[Ei] with degree k − 1. Hence Ln[Ei]
contains two edge-disjoint Sk. Let x, y be the vertices of each of the two Sk with degree
k−1, cn(xy) be the color of xy. Hence there is an Sk+1 in Ln[Ei] (the graph Ln is obtained
by changing one edge), and we are done by Case 1. Thus, after deleting p suitable edges of
Ln, we can partition the obtained graph L˜n into E
′
1, . . . , E
′
p such that ∆(L˜n[E
′
i]) ≤ k − 2
for i = 1, . . . , p. The result follows by (8) and an easy calculation (T (n, p) has more edges
than any other p-partite graph).
Remark. Our method can also be applied to the case when k ≤ 2, since there is no new
idea and the extremal colorings are rather complicated, we skip it. We only point out
that, for k = 2, Proposition 3.2 (i) should be changed as following. If Ln contain a copy
of T (vp, p;S3,M2) and a copy of T (vp, p;K3), then Kn contains a rainbow copy of some
F ∈ F .
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4 Conclusion
If F only contains bipartite graphs, then F is determined by its decomposition family
sequence. One may think that if F only contains the graphs with the same chromatic
number, then its decomposition family sequence only contains bipartite graphs. The
following graph shows that this is not true. LetH be the graph obtained by a C6 = x1 . . . x6
and adding the edges x1x3, x3x5 and x5x1. Then M0({H}) = {K3, P4}.
By Theorem 1.2, the Tura´n number of a family of graphs is asymptotically determined
by the graph with minimal chromatic number in the family (unless this family of graphs
contains a bipartite graph). However, the graphs with larger chromatic number may
influence the subtle structure of the extremal graphs. This is one important motivation
for studying decomposition family sequences of graphs.
There is a family of graphs such that the extremal graphs of those graphs are deter-
mined by its decomposition family provided n is sufficiently large. We say that a graph is
edge-critical if it contains an edge whose deletion reduces the chromatic number of it. In
1968, Simonovits [20] proved the following theorems.
Theorem 4.1 [20] Let F1, . . . , Fℓ be given graphs, such that χ(Fi) ≥ p + 1 (i = 1, . . . , ℓ)
but there are an Fio and an edge e in it such that χ(Fj − {e}) = p, where j ∈ {1, . . . , ℓ}.
Then there exists an n0 such that if n > n0 then T (n, p) is the unique extremal graph for
F1, . . . , Fℓ.
Even more, the converse of Theorem 4.1 is also true.
Theorem 4.2 [20] Let F1, . . . , Fℓ be given graphs, if there exists an n0 such that when
n > n0 then T (n, p) is the unique extremal graph for F1, . . . , Fℓ, then χ(Fi) ≥ p + 1
(i = 1, . . . , ℓ) and there are an Fj and an edge e in it such that χ(Fj − {e}) = p, where
j ∈ {1, . . . , ℓ}.
Hence, it is interesting to ask the following questions.
Question 4.3 Find new family of graphs whose decomposition family determines its ex-
tremal graphs, or much weaker, find new family of graphs whose first two graph sets of
decomposition family sequence determine its extremal graphs.
Question 4.4 Find extremal graphs such that the forbidden graphs are determined by it
in a certain sense. Which graph can be an extremal graph for a finite graph set L?
For Question 4.3, as mentioned in Section 1.2, there exist graphs such that the decom-
position family of them do not determine the extremal graphs of them. For Question 4.4,
we refer the interested readers to [22, 25].
Although, the definition of decomposition family sequence of a graph is simple, deter-
mining the decomposition family sequence of a graph is very complicate. Here we only
show that K5 is determined by its decomposition family sequence.
Proposition 4.5 K5 is determined by its decomposition family sequence.
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Proof. Let Gn,e be the set of graphs with n vertices and e edges. Let F = F0 = {K5},
by a simple observation, we have
M0(F) = {K2}, M1(F) = {K2}, M2(F) = {S3,M4}, M3(F) = G5,6
and
F0 = G5,10, F1 = G5,9, F2 = G5,8, F3 = G5,6.
Now let
M0(F) = {K2}, M1(F) = {K2}, M2(F) = {S3,M4}, M3(F) = G5,6.
Since Gn,e contains all the graphs with n vertices and e edges and S3,M4 are the only
graphs with two edges (regardless of isolated vertices), we have F3 = G5,6 and hence
F2 = G5,8 F1 = G5,9 and F0 = G5,10. The result follows since G5,10 = {K5}.
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