Abstract One method to determine the asymptotics of particular solutions of a difference equation is by solving an associated asymptotic functional equation. Here we study the behaviour of the solutions in an asymptotic neighbourhood of such individual solutions. We identify several types of attraction and repulsion, which range from almost orthogonality to almost parallelness. Necessary and sufficient conditions for these types of behaviour are given.
Introduction

Main results
We study first-order difference equations of the type
where F is supposed to be continuously partially differentiable in Y . In [7] conditions were given in terms of F and F 2 to determine whether (D) possesses solutions with I.P. van den Berg (B) Departamento de Matemática, Universidade de Évora, Colégio Luís Verney, Rua Romão Ramalho 59, 7000-671 Évora, Portugal e-mail: ivdb@uevora.pt 154 I. P. van den Berg asymptotic behaviourŶ (X ). The sequenceŶ can be found by solving F for fixed points, i.e., F(X,Ŷ (X )) =Ŷ (X ), or whenever this is impossible or inconvenient for "almost fixed points" satisfying the so-called asymptotic functional equation
F(X,Ŷ (X )) −Ŷ (X )
Y (X )(|F 2 (X,Ŷ (X ))| − 1) = 0.
If such a weak, asymptotic fixed point for F satisfies some additional regularity conditions (see Definition 2.2) we speak of an approximate solution. The additional conditions express essentially that the solutions of (D) in a sufficiently wide neighbourhood ofŶ (X ) contract (attract or repel each other), faster thanŶ (X ) moves itself. An Existence Theorem, repeated here (Theorem 3.1), states that every approximate solution is asymptotic to a true solutionỸ of (D). We used nonstandard analysis to prove this standard theorem.
In the present article we study in a precise asymptotic sense the stability of the solutionỸ . We suppose (D),Ŷ andỸ to be standard and consider the "asymptotic halo" HỸ ofỸ , given by
The main theorems, Theorem 3.2, Theorem 3.3, and Theorem 3.4, present formulae for the deviation of solutions on HỸ , compared to the evolution ofỸ itself. The formulae are descriptive and precise up to a multiplicative infinitesimal and we state necessary and sufficient conditions in terms of F 2 (X,Ŷ (X )) for them to hold on welldefined segments of HỸ . In a sense we complete the information on stability and deviation stemming from linearization through the variation equation V (X + 1) = F 2 (X,Ŷ (X ))V (X ) associated to (D) by asymptotic expressions for the solutions of the original equation when approaching or leaving the distinguished solutionỸ , and the domains where they are valid.
There appear to be five kinds of behaviour, linked to the order of magnitude of F 2 (ω,Ŷ (ω)), for unlimited ω. We illustrate this informally in the unstable or repulsive case, with |F 2 (ω,Ŷ (ω))| > 1; for precise information and exact conditions we refer to the theorems mentioned above. We let be a second solution such that (ω)/Ỹ (ω) 1.
If F 2 (ω,Ŷ (ω)) ∞, one has ( (ω + 1) −Ỹ (ω + 1))/( (ω) −Ỹ (ω)) ∞ and Y will be called a strong river. Observe that the repulsion is so strong that (ω + 1)/Ỹ (ω + 1) may be no longer infinitely close to 1. All other forms of repulsion will have the property that (ω+x)/Ỹ (ω+x) is infinitely close to 1 at least for all limited x.
If ( (ω + x) −Ỹ (ω + x))/( (ω) −Ỹ (ω)) a x for some limited a with |a| 1, the solutionỸ will be called a moderate river, this corresponds to F 2 (ω,Ŷ (ω)) being limited, but not infinitely close to ±1.
If |F 2 (ω,Ŷ (ω))| is infinitely close to 1, it appears that we have to change scale, which turns the equation almost into a differential equation; its solutions are adequately described by (S-)continuous notions. Put γ ω = |F 2 (ω,Ŷ (ω))| − 1, which is Asymptotics of families of solutions of nonlinear difference equations 155 infinitesimal, and δ(x) = ( (ω + x/γ ω ) −Ỹ (ω + x/γ ω ))/( (ω) −Ỹ (ω)). If γ ω /ω is unlimited, one has |δ(x)| e x for limited x and we callỸ a weakly exponential river. |δ| is not only S-continuous, it is in a sense nearly differentiable, for its difference quotient (|δ(x + γ ω )| − |δ(x)|) /γ ω is also nearly equal to e x . If γ ω /ω ≡ r is limited, it is equivalent to rescale at ω with γ ω or with ω itself, for convenience we use the latter. If we denote ( (ω + ωx) −Ỹ (ω + ωx))/(( (ω) −Ỹ (ω)) again by δ(x), we derive that δ now is polynomial and satisfies |δ(x)| x r for all limited x. Again |δ(x)| is nearly differentiable, with its difference quotient (|δ(x + 1/ω)| − |δ(x)|) / (1/ω) nearly equal to the derivative r x r −1 of x r . If r > 0, we callỸ a polynomial river. With this weak form of repulsion the secondary solution still leaves the riverỸ , i.e., (ξ )/Ỹ (ξ ) is no longer infinitely close to 1 for sufficiently large ξ > ω. The weakest form of repulsion is observed for r = 0 in case X ≥C γ X is converging, where C is some natural number. Then (ξ )/Ỹ (ξ ) 1 for all ξ ≥ ω. To express this form of almost parallelness,Ỹ is called a drain.
In the case of stability or attraction one may make a similar distinction, with |F 2 (ω,Ŷ (ω))| < 1 decreasing from values infinitely close to 1 to infinitely close to 0.
Relation to existing literature
Our work is inspired by the so-called river phenomenon for differential equations. Computer graphics of the phase-portrait of several types of differential equations show contractions of trajectories, a striking optical phenomenon similar to rivers and its confluents on a map. The phenomenon is observed for such familiar equations as linear equations with constant coefficients, Riccati equations and the Van der Pol equation. Attempts to modelling were made in, among others, [12] (standard solutions acting as attractors or repellors of neighbouring solutions), [1] (slow solutions of slow-fast systems as attractors or repellors of neighbouring fast solutions), [4] (slow solutions of slow-fast systems as attractors or repellors of neighbouring fast solutions, after change of scale by macroscope), and [14, Chapter VII]. The latter presents a descriptive model in terms of exponential deviation from a central river solution, which is similar to the configurations described above. We observe that a large class of rivers satisfies an asymptotic functional equation similar to (A), i.e.,
The class of equations considered in this article is the class of first-order difference equations (D). The equations may be nonautonomous and nonlinear and essentially only continuously partial derivability in order of Y is required. The class is larger than the classes which are usually studied, which are the class of linear equations [22] [23] [24] , sometimes allowing for certain types of perturbations [2, 13, 20] , and the class of analytic equations [16] [17] [18] . It is to be noted that these settings include equations of higher order and/or in more variables, which may be complex. The theories are more 156 I. P. van den Berg developed and notably the analytic theory gives more precision as to the asymptotics of the river solution. For instance, in the case of analytic equations one may look for a formal solution Y 0 in terms of a power series, for which one may show that it acts as the asymptotic expansion of an actual solution [16] [17] [18] , and in the case of linear equations for expansions in terms of factorial series [22] .
Within the limitations of first-order equations in one variable, the main theorems appear to be more general than the existing theorems on stability. Often they are stated in terms of eigenvalues in the case of linear homogeneous equations, sometimes allowing for certain types of generalizations [2, 13] . These results are most close to our results on moderate rivers. The result on perturbations of linear equations presented in [13, Section 7.6 ] is perhaps the most general, because no conditions of regularity are imposed on the function F defining the equation. However only the autonomous case is considered and a strong condition is imposed on the boundedness of the perturbation. In our setting this would mean that X ≥A |F 2 (X,Ŷ (X ))| is bounded for some integer A, while we consider uncertainties of the form o(Ŷ (X )(|F 2 (X,Ŷ (X ))| − 1)), which may be unbounded. The article [2] considers essentially perturbations of linear homogeneous equations and their nonzero eigenvalues, while in our setting F 2 (X,Ŷ (X )) may be asymptotically zero, or infinite. Still, we need that always |F 2 (X,Ŷ (X ))| < 1, or always |F 2 (X,Ŷ (X ))| > 1. In a sense this means thatŶ lies in an attractive tube, or in an repulsive tube. Also, our descriptive results, in terms of first-order asymptotic approximations of the solutions and the deviation of solutions, are more direct than the results using Lyapunov functions, like in [20] .
We note some relation to the work [15] on singularly perturbed difference equations, because for a definite subclass of our equations there may be rescaled by macroscope to equations of this type.
The use of nonstandard analysis
Due to the distinction between standard and nonstandard, and internal and external properties, the expressive power of nonstandard analysis is stronger than that of classical analysis. Thus, behaviour may be modelled in a finer way, more close to the actual behaviour. We used the possibility to define models and state results in terms of external properties for the purpose of modelling a mathematical phenomenon which is necessarily approximate, i.e., the local evolution of a central solution and deviation from this central solution by a nearby family of other solutions. This choice also facilitates asymptotic calculations and reasoning. In the case of rivers of differential equations (see [14] ) an attempt has been made to translate definitions and theorems into standard terms, where the natural setting seems to be the theory of regular variation [8] ; this was possible at the price of introducing new parameters (see also [9] ), epsilontics and long proofs based on the Transfer Principle.
The article is written in the axiomatic form IST of nonstandard analysis, which distinguishes itself from model-theoretic nonstandard analysis by the cohabitation of standard and nonstandard elements within infinite standard sets. Though a matter of taste, to our opinion for the purpose of modelling mathematical phenomena which are local and approximate, it is convenient to dispose of different orders of magnitudes within the set of real numbers.
For an introduction to IST and for terminology and notations we refer to [10, 11, 21] . We use external sets as in [19] . We denote by ∅ the external set of all infinitesimal numbers, £ the external set of all limited numbers, and @ the set of all positive appreciable (i.e., limited, but not infinitesimal) numbers. These symbols will be used just as o(·) and O(·) in classical asymptotics; for example, we may write x = ∅ instead of x 0 and several occurrences of ∅ in one formula may stand for different infinitesimals.
Structure of the article
In Section 2 we give formal definitions for approximate solutions and various kinds of local asymptotic behaviour of true solutions. Since the latter involve change of scale, we recall some of its methods, which are telescopes and macroscopes. The notions will be illustrated in terms of solvable, linear equations. In Section 3 we recall the existence theorem from [7] and present the three main theorems which characterize the local behaviour of families of solutions in terms of the partial derivative of the function defining the difference equation. In Section 4 we present a convenient lemma which states that though a nonlinear difference equation in general lacks the property of uniqueness of solutions, it is possible to move back in time for a subclass of its solutions. We prove also that in our setting repulsive solutions are unique in their asymptotic direction. Effects of the rescalings on the behaviour of the equation and its solutions are treated in Section 5. Section 6 contains the proofs of the main theorems. In Section 7 we consider some examples of quadratic equations (Section 7.1), a natural class of drains which admits a simple formula for deviations (Section 7.2), an obvious backward extension of the domains of the various types of behaviour through the uniqueness theorem of Section 4 (Section 7.3) and finally (Section 7.4) the question whether the river or drain itself satisfies the asymptotic functional equation (A).
Notations and definitions
Convention 2.1 Unless it is said explicitly to be otherwise, we always consider difference equations of the form
, where F is a realvalued function which is defined and of class C 1 in the second variable on some set U ⊂ N × R, such that the projection on N contains a set of the form {X ∈ N | X ≥ A 0 } with A 0 ∈ N. We say that a sequence Y is a solution if Y (X ) is defined and
; it is supposed that such an interval is maximal. Definition 2.2 A sequenceŶ is called an approximate solution of (D) if
Definition 2.3 Let C ∈ N be standard and Z : {C, ··, ∞} → R be a standard nonzero sequence. We call
the asymptotic halo of Z .
Assume (D) andŶ to be standard. By Transfer U, A and B may be supposed standard. Then HŶ ⊂ U . We will often use the following equivalent nonstandard form of the condition expressed in Definition 2.2.4:
The equivalence follows from Theorem 4.1(2) of [5] . Using nonstandard terminology, a geometric motivation of the conditions of Definition 2.2 has been given in [7] , see also Section 7.4.
Definition 2.4
IfŶ is a standard approximate solution we put for all X such that
Definition 2.5 (See [8] .) Let H, K: N → R, where K is positive. We say that H is slowly varying at scale K if for x ≥ 0 uniformly on every compact interval
It follows from the nonstandard characterization of uniform convergence on compact intervals that, if H and K are standard, H is slowly varying at scale K if and only if for every unlimited ω and limited x
Note that for the definition making sense one must have 
The shadow • f of a function f of class S 0 is a standard function of class C 0 [26] . The shadow • f of a function f of class S 1 is standard and of class C 1 , and we have
; sometimes we write with abuse of language expressions like
if (x − a) /α is even, and
if (x − a) /α is odd. In both cases the two-step difference quotient
and if f is of class |S| 1 , one has for x such that (x − a) /α is even
and similarly for x such that (x − a) /α is odd,
We recall the general Stroboscopy Lemma of Callot and Sari [25, 27] on the transition of difference equations to differential equations. Though essentially more general, when applied to near intervals [a · ·b] it says that the solution of a difference equation
with f S-continuous on a standard neighbourhood of (a, f (a)) is of class S 1 at least up to some c with a c ≤ b; its shadow satisfies the differential equation
at least on
However, sometimes one wishes more: the solution, say, η, of the initial value problem (9) should be defined on [ • a, • b] and be an infinitesimal approximation of the solution, say, θ , of (8) (9) is defined and is unique on the whole of
. The latter property may, for instance, be proved along the lines of the proof of the Strong Short-Shadow Lemma of [11] . This lemma is about infinitely closeness of a bounded solution φ of a standard differential equation and a solution ψ of an infinitely close nonstandard differential equation with an infinitely close initial condition, on the whole domain of definition of φ. Essential in the proof is that both equations have uniqueness of solutions. Note that if the nonstandard equation is a difference equation with infinitesimal increments, uniqueness of solutions is automatically satisfied.
We will consider two changes of scale for the set of solutions of difference equations, telescopes and macroscopes.
Usually we write
In this notation, the difference equation (D) becomes
Asymptotics of families of solutions of nonlinear difference equations
In this article we consider notably the cases L = 1 and
Definition 2.8 (Macroscope) Let ω ∈ N and Z be such that ω ∞ and Z = 0. We define the macroscope M ω,Z : N ×R → R by
Usually we write x = X/ω and y
If is a sequence, we write
When there is no ambiguity with respect to the involved telescopes T ω,Z ,L we allow for the shorthand notation ϕ ω for ϕ ω,Z ,L and f ω for f ω,Z ,L . Similarly, when there is no ambiguity with respect to the involved macroscopes M ω,Z we allow also for the shorthand notation ϕ ω for ϕ ω,Z and f ω for f ω,Z , noting that telescopes and macroscopes will be used in different settings.
In the context of standard difference equations it is necessary to consider a whole family of changes of scale: appropriate focussing depends in an essential way on the, possibly very individual, local behaviour at ω of the difference equation and the solution. So we use telescopes and macroscopes to rescale conveniently segments of the asymptotic halo of a standard nonzero solutionỸ . Indeed, let ω ∞ and L > 0 be such that L/ω 0. Clearly, for the telescope
Using the rescalings mentioned above, the next definition describes several types of local asymptotic behaviour for sets of trajectories. For telescopes the description is made for positive limited x, but the described type of behaviour will be in fact verified for all limited x and for macroscopes the description is made for limited x ≥ 1, while the described type of behaviour will be verified for all positive appreciable x; see Section 7.3. 1. Strong rivers. We callỸ a strongly attractive river if for every ω ∞ under the telescope T ω,Ỹ (ω),1 for all limited x ∈ N it holds that •ỹ ω (x) = 0 and whenever and are solutions with
If instead of (10) it holds that ϕ ω (0) = ψ ω (0) and for all limited x ∈ N such that ϕ ω (ξ ) ψ ω (ξ ) 0 for ξ ∈ {0, ··, x}
we callỸ a strongly repulsive river. 2. Moderate rivers. We callỸ a moderately attractive river if for every ω ∞ under the telescope T ω,Ỹ (ω),1 it holds that •ỹ ω (x) = 0 for all limited x ≥ 0 and there exists standard a with 0 < |a| < 1 such that whenever and are solutions with
If formula (11) holds for some standard a with |a| > 1, the solutionỸ is called a moderately repulsive river. 3. Weakly exponential rivers. We callỸ a weakly exponentially attractive river if for every ω ∞:
ω (x) = 0 for all limited x ≥ 0 and whenever and are solutions with
Such a river is said to be of class
If the above properties hold with
the solutionỸ is called a weakly exponentially repulsive river (of class S 1 or |S| 1 ).
4. Polynomial rivers. We callỸ a polynomially attractive river if for every ω ∞ under the macroscope M ω,Ỹ (ω) it holds that •ỹ ω (x) = 0 for all limited x ≥ 1 and there exists standard r < 0 such that whenever and are solutions with ϕ ω (1) 
Such a river is said to be of class 
The drain is said to be of class S 1 if for every ω ∞ the discrete functionỹ ω (x) is of class S 1 , and whenever and are solutions with ϕ ω (1) (1) ) is of class S 1 . The drain is said to be of class |S| 1 if for every ω ∞ the discrete functionỹ ω (x) −ŷ ω (x) is of class |S| 1 .
Remarks. 1. The "central solution"Ỹ in Definition 2.9 is always supposed to be standard. This is in line with the observation in [12] , that solutions with standard initial conditions may act as remarkable solutions, solutions of reference in the phaseportrait. In our case such solutions are standard solutions, because (D) is standard, and act as attractors or repellors.
2. In order to be of class |S| 1 a discrete function needs to be "smoothly oscillating". It appears thatỹ ω is "smoothly oscillating" aroundŷ ω (Definitions 2.9.3, 2.9.4 and 2.9.5) under the conditions of Theorems 3.2.4, 3.2.6, 3.3.4, 3.3.6 and 3.4.2, whereŷ ω itself is of class S 1 (Lemmas 5.2 and 5.5).
3. It is interesting to observe the transition of moderate rivers and polynomial rivers into weakly exponential rivers as a function of F 2 (ω,Ŷ (ω)). Assume that in Definition 2.9.2 we had viewed the difference of two solutions under the telescope T ω,Ỹ (ω),1/γ ω instead of under the telescope T ω,Ỹ (ω), 1 . Then we would have found
By Euler's formula, as γ ω is approaching infinitesimal values, formula (15) turns into formula (12) or formula (13) of Definition 2.9.3, depending on whether
Also, if in Definition 2.9.4 we had viewed the difference of two solutions under the change of scale T ω,Ỹ (ω),1/γ ω (which is formally not a telescope, since γ ω = (1 + ∅)r/ω), instead of under the macroscope M ω,Ỹ (ω) , we would have found
for x ≥ 0. Again by Euler's formula, as r is approaching negative or positive unlimited values, formula (16) turns into formula (12) or formula (13) .
Examples. Using linear equations we give an example of each type of behaviour. The parameter a is always supposed to be standard.
1. Strong rivers. Consider
The solutionỸ (X ) = X 2 is a strongly attractive river if a < 0 and a strongly repulsive river if a > 0.
Moderate rivers.
Consider
The solutionỸ (X ) = X/(a − 1) is a moderately attractive river if 0 < |a| < 1 and a moderately repulsive river if |a| > 1.
Weakly exponential, polynomial rivers, drains of class S 1 . Consider
The solutionỸ (X ) = 1 is a weakly exponentially attractive river of class S 1 if 0 < a < 1 and a polynomially attractive river of class S 1 if a = 1. It is a drain of class S 1 if a > 1. As for the repulsive case, consider
The solutionỸ (X ) = 1 is a weakly exponentially repulsive river of class S 1 if 0 < a < 1 and a polynomially repulsive river of class S 1 if a = 1. It is a drain of class S 1 if a > 1. It will be shown that the solutions in the asymptotic halo ofỸ satisfy the more precise formulae (43) and (44). 4. Weakly exponential, polynomial rivers, drains of class |S| 1 . Consider
An approximate solution is given byŶ (X ) = 1. The solutionỸ (X ) = 1 + (−1) X /X a is a weakly exponentially attractive river of class |S| 1 , but not of class S 1 if 0 < a < 1 and a polynomially attractive river of class |S| 1 , but not of class S 1 if a = 1. It is a drain of class |S| 1 , but not of class S 1 if a > 1. As for the repulsive case, consider
The latter is a weakly exponentially repulsive river of class |S| 1 , but not of class S 1 if 0 < a < 1 and a polynomially repulsive river of class |S| 1 , but not of class S 1 if a = 1. It is a drain of class |S| 1 , but not of class S 1 if a > 1. Then the solutions in the asymptotic halo ofỸ satisfy also the finer formulae (43) and (44). In Section 7.1 we consider more examples, then of nonlinear equations.
Existence and characterization theorems
The theorems below enable to decide from the properties of the function F defining the difference equation (D) whether in a given asymptotic direction it admits a family of solutions exhibiting one of the types of behaviour described in Section 2. We start by recalling the Existence Theorem of [7] , which states that the regularity conditions of Definition 2. 
The solutionỸ is a strongly attractive river if and only if
(a) lim X →∞ F 2 (X,Ŷ (X )) = 0. (b) lim X →∞Ŷ (X + 1)/Ŷ (X ) = 1.
The solutionỸ is a moderately attractive river if and only if
(a) lim X →∞ F 2 (X,Ŷ (X )) = a for some a with 0 < |a| < 1. 
The solutionỸ is a weakly exponentially attractive river of class S 1 if and only if
(a) lim X →∞ F 2 (X,Ŷ (X )) = 1. (b) lim X →∞ X (F 2 (X,Ŷ (X )) − 1) = −∞. (c) F 2 (X,Ŷ (X )) − 1 is slowly varying at scale 1/||F 2 (X,Ŷ (X ))| − 1|. 4.(a) lim X →∞ F 2 (X,Ŷ (X )) = −1. (b) lim X →∞ X (F 2 (X,Ŷ (X )) + 1) = +∞. (c) F 2 (X,Ŷ (X )) + 1F 2 (X,Ŷ (X )) = +∞ or lim X →∞ F 2 (X,Ŷ (X )) = −∞.
Moderately repulsive rivers -instead of
Weakly exponentially repulsive rivers of class S 1 -instead of 3b, 
Weakly exponentially repulsive rivers of class
|S| 1 , but not of class S 1 -instead of 4b, lim X →∞ X(F 2 (X,Ŷ (X )) + 1) = −∞.
The solutionỸ is a drain of class S 1 if and only if
consider solutions asymptotic toŶ which exist by the Existence Theorem. Clearly, in the attractive case there are an infinity of such solutions. But we show that in the repulsive case there exists only one.
Next definition and proposition are stated for general difference equations.
We say that (D) satisfies the property of uniqueness of solutions on V if for all solutions and such that for all X 0 , X 1 with X 0 ≤ X 1 it holds that if |{X 0 ,..,
Note that if (X 1 ) = (X 1 ), automatically (X ) = (X ) for X ≥ X 1 as long as (X ) and (X ) are both defined. We allow for nonuniqueness outside V , i.e., it may happen that for some solution and X > X 0 one has |{X,..,
Proposition 4.2 Let Y (X + 1) = F(X, Y (X )) (D) be a difference equation defined on U ⊂ N × R. Let V ⊂ U . Assume for all X ∈ N such that there exists some Y ∈ R with (X, Y ) ∈ V the function F(X, .) is injective on V ∩ {X } × R. Then (D) satisfies the property of uniqueness of solutions on V .
Proof Let and be solutions and
We apply Proposition 4.2 to an appropriate tube around an approximate solution. 
and Y such that Y/Ŷ (X ) 1 by formula (1) . By the Fehrele principle [11] , applied in two dimensions we obtain an internal set I ⊃ HŶ such that 
Theorem 4.4 (Uniqueness Theorem for the repulsive case). LetŶ be an approximate solution of (D). Suppose there exists A ∈ N such that (∀X ≥ A) (|F 2 (X,Ŷ (X ))| > 1).
Let A 0 ∈ N, A 0 ≥ A, B 0 > 0 such that (D) satisfies the property of uniqueness on V ≡ {(X, Y ) | X ≥ A 0 , (∃λ) (0 ≤ λ ≤ 1, Y = λ(1 − B 0 )Ŷ (X ) + (1 − λ)(1 + B 0 )Ŷ (X ))}.
Consider the restriction of (D) to V . Within this restriction there exists a unique solutionỸ such thatỸ (X ) ∼Ŷ (X ) for X → ∞.
Proof By Transfer, we may suppose (D), A,Ŷ and V to be standard. By the Existence Theorem there is a solutionỸ such thatỸ (X ) ∼Ŷ (X ) for X → ∞. Let A 1 ≥ A 0 be minimal such that (X,Ỹ (X )) ∈ V for all X ≥ A 1 . SupposeȲ is a (standard) different solution within V , also asymptotic toŶ . By convention 2.1 the solutionsȲ andỸ are maximal, soȲ (X ) =Ỹ (X ) for all X such that they are both defined within V .
F(X,Ȳ (X )) − F(X,Ỹ (X ))
By the Mean Value Theorem and formula (1) there exists α 0 such that the left-hand side of (18) is equal to (1 + α)g X , and by Definition 2.2.3 there exists β 0 such that the right-hand side of (18) is equal to −1 + |1 + βg X |. So formula (18) becomes
In both cases we conclude that g X < 0, i.e., |F 2 (X,Ŷ (X ))| < 1, a contradiction. HenceỸ is the only solution asymptotic toŶ .
Rescalings
We derive some approximation lemmas which yield useful information on the behaviour of the difference equation (D) viewed under the telescopes or macroscopes. All lemmas are formulated for the case where (D), the approximate solutionŶ and the solutionỸ asymptotic toŶ are standard, and ω is a nonstandard integer. The following approximations hold forŶ ,Ỹ and F 2 .
Lemma 5.1 Let lim
We omit the proof. Proof Let x ≥ 0 be limited. We have γ X /γ ω 1 for all X with ω ≤ X < ω + x/γ ω .
Applying Definition 2.2.3 and Euler's formulâ
Henceŷ ω is of class S 1 for all limited x ≥ 0. Clearly the above formulae hold also for negative limited x. Proof We have
Lemma 5.3 Let lim
Applying Lemma 5.2, formula (1) and the slow variation of F 2 (X,Ŷ (X )) − 1 at scale 1/||F 2 (X,Ŷ (X ))| − 1| we obtain for all limited x and y 0 that Proof We have
By Lemma 5.5 and formula (1) we obtain for all positive appreciable x and y 0 that Proof Similar to the proof of Lemma 5.6.
Lemma 5.7 Let lim X →∞ X (F 2 (X,Ŷ (X )
)
Proofs of the characterization theorems
We start with some notation and some conventions used in all of the proofs. We let ω be an arbitrary unlimited integer. We assume always that and are solutions such that (ω)
with the exception of the sufficient part of the proof of the strongly attractive case, where we assume that (ω
In the case of telescopes T ω,Ỹ ,L we define d ω and δ ω by
With an abuse of language, we use the same notation for differences of solutions, when rescaled by macroscopes M ω,Ỹ (ω) ; by definition
Note that for some η 0
This implies that under the telescopes T ω,Ỹ (ω),1/γ ω one has
and similarly under the macroscopes M ω,Ỹ (ω) one has
If we take x = 1 in (21), we find
where θ 0.
Proof of Theorem 3.2.1. Let lim X →∞Ŷ (X +1)/Ŷ (X )=1 and lim X →∞ F 2 (X,Ŷ (X ))
= 0. By Lemma 5.1 under the telescope T ω,Ỹ (ω),1 one has •ỹ ω = 0. Let x ∈ N be limited. By (20) and (1) 
HenceỸ is a strongly attractive river.
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Conversely, ifỸ is a strongly attractive river, we have
0 for some η 0. Then
Hence lim X →∞ F 2 (X,Ŷ (X )) = 0.
Proof of Theorem 3.2.2.
Similar to the proof of Theorem 3.2.1, noting that for limited
Proof of Theorem 3.2.3. Assume lim
X →∞ F 2 (X,Ŷ (X )) = 1, lim X →∞ X (F 2 (X, Y (X )) − 1) = −∞ and that F 2 (X,Ŷ (X )) − 1
is slowly varying at scale 1/||F 2 (X, Y (X ))| − 1|. Firstly, by Lemma 5.2 under the telescope T ω,Ỹ (ω),1/γ ω one has
•ỹ ω = 0. Secondly, we prove that the difference of two solutions which at 0 under the telescope are infinitely close to 0 is of class S 1 . Let x ≥ 0 be limited. Since
we derive from (20) and Lemma 5.3 that as long as d ω (x) is limited,
By the Stroboscopy Lemma d ω (x) e −x for such x, which also implies that in fact d ω (x) is limited for all limited x. This means that every solution which under the telescope is infinitely close to zero at x = 0 is infinitely close to zero for all limited x ≥ 0. Hence δ ω (x) satisfies (24) for all limited x ≥ 0, i.e.,
This implies that δ ω (x) is of class S 1 for all limited x ≥ 0.
Thirdly, we prove thatỹ ω is also of class S 1 for all limited x ≥ 0. Note that it satisfies the equatioñ
Nowŷ ω (x) 0 by Lemma 5.2. Then for some β 0
which by Lemma 5.3 is of the form (1 + ∅)g ω . It follows also from Lemma 5.
By these estimations the differenceỹ ω (x + γ ω ) −ỹ ω (x) takes the form
henceỹ ω is of class S 1 . Combining, we conclude thatỸ is a weakly exponentially attractive river of class S 1 . Conversely, we remark first that because T ω,Ỹ (ω),1/γ ω is a telescope, one has 1/γ ω = ∅ω, and because ω is arbitrary
Next, because δ ω (x) is of class S 1 , in particular • δ ω (x) = e −x for x ≥ 0, which implies that the steps γ ω of the discrete function δ ω must be infinitesimal. Hence
. Notice thatŷ ω (x) 0, becausê
Then by (20) there existsη 0 such that ∂ f ω (x,η)/∂ y = δ ω (x + γ ω )/δ ω (x). Hence it follows from formula (1) and formula (27) , applied for
From this and (26) we derive that lim X →∞ F 2 (X,Ŷ (X )) = 1 and lim
0 we derive as above from (20), (1) and (27) 
Combining, we see that the three conditions of Theorem 3.2.3 are verified.
Proof of Theorem 3.2.4. Assume lim
Firstly, by Lemma 5.2 under the telescope T ω,Ỹ (ω),1/γ ω one has •ỹ ω = 0. Secondly, we prove that the difference of two solutions which at 0 under the telescope are infinitely close to 0 is of class |S| 1 , but not of class S 1 . Let x ≥ 0 be limited. We assume first that x/γ ω is even. Since
we derive from (20) and Lemma 5.4 that as long as d ω (x) is limited,
Hence
. If x/γ ω is even, formula (30) implies that
and if x/γ ω is odd, also
Hence by the Stroboscopy Lemma A d ω (x) e −x for such x, which also implies that |d ω (x)| is limited for all limited x. This means that every solution which under the telescope is infinitely close to zero at x = 0 is infinitely close to zero for all limited x ≥ 0. Then we may apply the formulae above also to A δ ω , and find that for all limited
Hence δ ω is of class |S| 1 for all limited x ≥ 0. Notice that it follows from (31) that
which is unlimited. Hence δ ω is of not of class S 1 . Thirdly, we prove thatỹ ω −ŷ ω is of class |S| 1 for all limited x ≥ 0. The discrete functionỹ ω −ŷ ω satisfies the equatioñ
By Lemma 5.2 we haveŷ ω (x + γ ω ) −ŷ ω (x) = ∅γ ω andŷ ω (x) 0. The latter implies that for some β 0
which by Lemma 5.4 is of the form −(1 + ∅)g ω . It follows also from Lemma 5.
By these estimations equation (32) takes the form
henceỹ ω −ŷ ω is of class |S| 1 . Combining, we conclude thatỸ is a weakly exponentially attractive river of class |S| 1 , but not of class S 1 .
The proof of the converse follows the lines of the converse part of the proof of Theorem 3.2.3. We remark first that because T ω,Ỹ (ω),1/γ ω is a telescope, one has 1/γ ω ∅ω, so (26) holds. Because δ ω (x) is of class |S| 1 in particular • |δ ω (x)| = e −x for x ≥ 0, which implies that the steps γ ω of the discrete function δ ω must be infinitesimal. Hence
.
One shows as in (28) Secondly, we prove that δ ω is of class S 1 for limited x ≥ 1. We may adapt slightly the argument of the proof of Theorem 3.2.3 leading to formula (24) , now using (21) and Lemma 5.6 , to obtain that as long as d ω (x) is limited,
By the Stroboscopy Lemma d ω (x) x r for such x, which implies that in fact d ω (x) is limited for all limited x ≥ 1. This means that every solution which under the macroscope is infinitely close to zero at x = 1 is infinitely close to zero for all limited x ≥ 1. Hence δ ω (x) satisfies (35) for all limited x ≥ 1, i.e.,
This implies that δ ω (x) is of class S 1 for all limited x ≥ 1. Thirdly, we prove thatỹ ω is of class S 1 for limited x ≥ 1. A slight adaptation of the argument used in the proof of Theorem 3.2.3 leading to formula (25) yields the estimationỹ
Henceỹ ω is of class S 1 for x ≥ 1. Combining, we conclude thatỸ is a polynomially attractive river of class S 1 . Conversely, assume under the macroscope M ω,Ỹ (ω) one has • δ ω (x) = x r for x ≥ 1, with r < 0. Because δ ω is of class S 1
By (22) there exists θ 0 such that ∂ f ω (1, θ)/∂y = δ ω (1 + 1/ω). Then it follows from formula (1) and formula (34 
By (22) there exists η 0 such that ∂ f ω (1, η)/∂y = δ ω (1 + 1/ω). Then it follows from formula (1) and formula (38
Finally we consider the proof of Theorem 3.4. We prove first a lemma. 
Proof We may apply (1) toỸ as well as toŶ and weaken it to obtain that (|F 2 
(39) By Definition 2.2.3 we haveŶ (X + 1)/Ŷ (X ) = 1 + ∅γ X , so by (39)
BecauseŶ is standard we derive from the nonstandard characterization of the convergence of Cauchy sequences that lim
Let B 0 be as in the above lemma. LetȲ be another solution such that
By (19) and the lemma, for all Z with ω ≤ Z ≤ X
Ỹ (ω), we see thatỸ is a drain; indeed for all X ∞ the near-equalitȳ
Let ξ > ω be arbitrary. By (19) and (1), for all X with ξ ≤ X < ω
So g X 0 for all X with ξ ≤ X < ω. Also
Then ω≤X <ξ g X 0 and by the nonstandard version of the Cauchy characterization of convergence X ≥C g X converges for some standard C.
I. P. van den Berg
In order to prove that the drainỸ is of class S 1 if and only if lim X →∞ X (F 2 (X, Y (X )) − 1) = 0 one may adapt in an obvious way the corresponding part of the proof of Theorem 3.2.5 to the case r = 0; note that if lim X →∞ X (F 2 (X,Ŷ (X )) − 1) = 0, the sum X ≥C g X is transformed into X ≥C (F 2 (X,Ŷ (X )) − 1), which thus converges. Similarly, in order to prove that the drainỸ is of class |S| 1 , but not of class S 1 , if and only if lim X →∞ X (F 2 (X,Ŷ (X )) + 1) = 0, one may adapt in an obvious way the corresponding part of the proof of Theorem 3.2.6 to the case r = 0; finally, if lim X →∞ X (F 2 (X,Ŷ (X )) + 1) = 0, the convergence of X ≥C g X implies the convergence of X ≥C (F 2 (X,Ŷ (X )) + 1).
Further remarks
Examples of rivers of quadratic equations
In [7] some quadratic equations were solved for approximate solutions and solutions asymptotic to them. We investigate here the nature of these solutions.
Example 7.1 Consider the equation
1. a > 0. The sequencesŶ 1 (X ) = X a/2 andŶ 2 (X ) = − X a/2 are solutions of the associated asymptotic functional equation (A). By the Existence Theorem the equation (40) has a solutionỸ 1 (X ) ∼ X a/2 for X → ∞ and a solutionỸ 2 (X ) ∼ −X a/2 for X → ∞. One has F 2 (X,Ŷ 1 (X )) = 2X a/2 and F 2 (X,Ŷ 2 (X )) = −2X a/2 . Hence both solutions are strongly repulsive rivers.
2. a < 0. The sequencesŶ 1 (X ) = 1 andŶ 2 (X ) = −X a are solutions of the associated asymptotic functional equation (A). By the Existence Theorem the equation (40) has a solutionỸ 1 (X ) with lim X →∞Ỹ1 (X ) = 1 and a solutionỸ 2 (X ) ∼ −X a for X → ∞. One has F 2 (X,Ŷ 1 (X )) = 2, soỸ 1 is a moderately repulsive river. Further F 2 (X,Ŷ 2 (X )) = −2X a . HenceỸ 2 is a strongly attractive river.
Example 7.2 Consider the equation
The sequencesŶ 1 (X ) = X a/2 andŶ 2 (X ) = −X a/2 are obvious solutions of the associated asymptotic functional equation (A). We have F 2 (X,Ŷ 1 (X )) = 2X a/2 + 1 and
We investigate first the cases whereŶ 1 orŶ 2 are not approximate solutions. First,
only for a > −2, soŶ 1 orŶ 2 are not approximate solutions for a ≤ −2. Applying the macroscope M ω,ω a/2 it has been shown in [7] that indeed there are no solutions asymptotic to ±X a/2 for X → ∞. For a = 0, one hasŶ 2 (X ) = −1. Because F 2 (X, −1) = 1, the sequenceŶ 2 is not an approximate solution, though it is obviously a true solution for X ≥ 1. Let a > −2. Then we distinguish the following three cases. 1. −2 < a < 0. The equation (41) has a weakly exponentially repulsive river Y 1 (X ) ∼ X a/2 for X → ∞ of class S 1 and a weakly exponentially attractive river
2. a = 0. The solutionỸ 1 = 1 is a moderate repulsive river. The fact that F 2 (X, −1) = 1 suggests that there is little contraction very close to the solutioñ Y 2 = −1, stillỸ 2 = −1 is not a drain. Indeed, let Y be a solution and put
If N ∞ and D(X + K ) 0 for all K with 0 ≤ K ≤ N , formula (42) implies that
0, a contradiction. This implies that D(X + N ) 0 whenever N ∞.
For X ∞, one thus concludes thatỸ 2 is not a drain. Applied to standard X , one concludes in fact thatỸ 2 is asymptotically stable.
3. a > 0. There are strongly repulsive riversỸ 1 (X ) ∼ X a/2 for X → ∞ and Y 2 (X ) ∼ −X a/2 for X → ∞.
A special class of drains
If a solutionỸ is a drain, on HỸ one observes a sort of almost parallelness, i.e., if lim X →∞ X (|F 2 (X,Ŷ (X ))| − 1) = 0, every solutionȲ which enters HỸ satisfies Y (X ) Ỹ (X ) for all X ∞. On a microlevel we may still have attraction or repulsion. We investigate here the natural case where |F 2 (X,Ŷ (X ))| − 1 ∼ c/X s for X → ∞, where c = 0, s > 1. 
Proof Let 1 ≤ ξ < x be such that ωξ ∈ N. Applying formulae (19) and (1) It is not difficult to show that formula (43) holds also for unlimited x, otherwise said, if ω, ω ∞ are such that ω /ω ∞, i.e., slow evolution of the individual solutionỸ with respect to the deviation of any solution within its asymptotic halo. In the nonalternating case verified for one step, by (46) it is true for all considered cases when we allow for two steps of the solutionỸ .
