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Given a controllable linear system {A, B} where A is a Volterra operator, there 
exists a vector b in the range of B such that {A, b} is controllable. The case 
where A is a convolution operator on Ls(O, CO) is discussed and an example is 
given where a controllable system is not replaceable by a single input controllable 
system. 
1. INTR~DUC-HON 
Consider a discrete constant linear system described by the equation 
x w-1 = 4, + Bun 
where x, belongs to a Hilbert space H, A belongs to the algebra of bounded 
linear operators on Hand B is a linear operator from Cn to H. We will represent 
the system by the pair {A, B) and the system will be said to be controllable if 
fli Ker B*A*i = 0. If the closed linear span of a sequence {A&} of subspaces of 
H is denoted by Vi Mi , then the condition fit Ker B*A*i = {0} is equivalent 
to the condition Vi A’M = H where M = BP C H. 
This paper is concerned with the question: under what conditions on A and X 
is it possible to replace M by a single vector b = Bu for some u E Cm. This is 
equivalent to saying that we can replace the input space 0 by C and the operator 
B by an operator from C to H which we will denote by a unit vector b in its 
range. Thus we will have a new system {A, b) which is also controllable. 
It is trivially obvious that a necessary condition on A is that A have cyclic 
vectors; i.e. that there exists a vector b E H such that Vg Aib = H. It was shown 
by Wonham [7] that if H is finite dimensional, this condition is also sufficient. 
In [4] Fuhrmann has extended this result to the infinite dimensional case with 
the added assumptions that A is self-adjoint or a restricted shift. 
An example was given by the author in [3] of an infinite dimensional system 
for which controllability cannot be replaced by single input controllability even 
when A has cyclic vectors. This example was quite complicated. Here it is 
shown that in fact the simple unilateral shift is an example of such an operator. 
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This, and the relationship between the shift and convolution operators is used 
to construct other examples. 
In the positive direction, we show that the condition that A has cyclic vectors 
is in fact sufficient for certain Volterra operators and finite convolution operators. 
These results were motivated by an attempt to study pole assignment problems 
in an infinite dimensional setting. An important part of the solution of the pole 
assignment problem in [7] is the reduction to the single input case. Perturbation 
theory considerations imply that the natural setting for the pole assignment 
problem in the infinite dimensional case is when the state operator is compact. 
The operators considered here are quite general examples of compact operators. 
2. PRELIMINARIES 
Let p be a positive, finite, Bore1 measure on [0, l] and consider the operator 
S, on Ls([O, 11, p) defined by 
This operator has been studied recently in [2, 51 and we will make use of a num- 
ber of results proven there. 
If p is Lebesque measure, then the operator S, is the classical Volterra 
operator. This operator is compact, quasinilponent and unicellular in the sense 
that its lattice of closed invariant subspaces is totally ordered by inclusion. 
However, the introduction of point masses into p radically alters the invariant 
subspace structure for S, and, in general, the property of unicellularity is lost. 
If p is continuous (that is the function p(x) = &O, x]), x E [0, l] is continuous) 
then we can assume TV is Lebesque measure [5, Theorem 1.11. 
DEFINITION. A vector f is a root vector for the linear operator T corresponding 
to the eigenvalue h # 0 if there is a positive integer n such that (T - A)” f = 0. 
Spectral synthesis holds for T if any invariant subspace M of T is spanned by the 
root vectors of T it contains. Strict spectral synthesis holds for T if, in addition, 
T is l-l. 
It was shown in [5, Theorem 1.21 that if TV is atomic, then spectral synthesis 
holds for S,, . 
LEMMA 1. Suppose p is a positive jinite Bore1 measure on [0, 11. Then S, is 
unitarily equivalent o an operator SU1 @ S,% acting onL2([0, 11, pr) @ L2([0, 11, pa) 
with pI continuous, p2 totally atomic and concentrated on the points of discontinuity 
of P- 
409/62/3-7 
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Proof. If p is either continuous or atomic, then we take one of the direct 
summands to be zero. 
Suppose B is the set of discontinuities of p and let A = [0, l] - B. Define 
pr(E) = ,u(A 0 E) and /.+(E) = p(B n E) for every p measurable set E. Then 
p = p1 + p2, with pr _L ps . If f EL2(A, pr), identify f with the function on 
[0, l] which is zero for all x E B and do the same for L2(B, &. 
Suppose h EL~([O, 11, p). Let f = hX, and g = hX, where X, and X, are 
the characteristic functions of A and B respectively. Then feL2(A, pr), 
g EL~(B, pa) and h = f + g. Also 
It is clear that 
By the definitions of pr and p2 we can identify L2(A, pr) with L2([0, 11, k) and 
L2(B, p2) with P([O, 11, p2). This completes the proof. 
This lemma combined with the next lemma proved in [2, Corollary 31 will 
allow us to study the general case by considering the continuous and atomic 
cases separately. 
LEMMA 2. If M is an invariant subspace of S, = SF, @ ,Su,  then 
M = Ml @ M, where Mi is invariant under S*, , i = 1,2. 
3. SINGLE INPUT CONTROLLABILITY 
THEOREM 1. Let {A, B} be controllable. IfA is unicellular, there exists b E M 
such that {A, b} is controllable. 
Before proceeding with the proof of this simple but basic theorem we point 
out that M here is the range of B (as mentioned in the introduction). 
Proof. Choose a basis (bl ,..., bK} of M and let Zi = Vlo Anb, for 1 < i < k. 
Each of these is an invariant subspace of A. Let 8 = Vf, 9!. Since A is uni- 
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cellular there exists a p, 1 < p < k such that 9 = YD . Since {A, B} is 
controllable, M = H. Choose b = b, . This completes the proof. 
COROLLARY 1. Suppose p is continuous and (S, , B) is controllable. Then there 
exists a vector b E M such that (S, , 6) is controllable. 
Now we consider the case where p is atomic. We will differentiate b tween 
the case where pi is concentrated on a finite set and the case where p is 
concentrated on a (countably) infinite set. 
THEOREM 2. Suppose p is atomic and concentrated on a jkite set. Then S, is 
cyclic. 
Proof. Let (Xi ,..., x > be the point masses for p such that p(q) = pLi + 0. 
Then L2([0, 11, CL) has dimension n and a basis is given by 
f&4 = hi ? i,j= 1 ,..., n.
A straightforward computation leads to the following matrix representation 
for S, . 
We show that such a matrix is always cyclic by using induction on the dimension 
of the matrix. 
Since pi # 0 for 1 < i < n the case n = 2 is trivial. 
Assume all such matrices of dimension n - 1 are cyclic and consider S, 
of dimension n. Let B denote the matrix obtained by deleting the first row and 
column of S, . By the induction hypothesis B is cyclic. Thus any matrix that 
commutes with B is a polynomial in B [S, Theorem 51. Suppose T commutes 
with S,, . It is clear that T will be of the form 
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where B commutes with R. Thus there exists a polynomialp such that R = p(B). 
It follows that T - p(SJ is the matrix 
/a1 -P(h) 
aa - r2 
L: 
. 0 
a, - r, 
where ri is the appropriate entry in p(S,). Since T - p(S,) commutes with S,, , 
a simple computation gives that ai = r( for 2 < i < 71. If a, # p(pr) it would 






commutes with S, which implies pr = 0. It follows that T = p(S,) and by 
[8, Theorem 51 S, is cyclic. 
We now consider the case where TV is concentrated on a (countably) infinite 
set of points. We make use of the fact that spectral synthesis holds for S [5, 
Theorem 1.21 and a number of results presented by Markus in [6]. We will make 
the added assumption that the spectrum of S,, is simple. This assumption is not 
necessary but greatly simplifies matters. (See the remark at the end of this 
section.) 
DEFINITION. Let H be a complex Hilbert space. The sequence (&}T of 
vectors in H is minimal if 4j 6 Vi+3 $i . A s is well known, {&}r is minimal if and 
only if it has a biorthogonal sequence {#j}y. 
If {&} is minimal and complete and (I/&} is its biorthogonal sequence, then any 
vector f E H has a Fourier series with respect to the system {&}: 
DEFINITION. {c&} is strongly complete if for any f E H, f E V {+i: (f, a&) # O}. 
These concepts were introduced by Markus in [6] where he proved the follow- 
ing theorem, 
THEOREM 4. Let A be a compact operator on Hall of whose nonzero eigenvalues 
are simple. Let {q$} be the corresponding sequence of eigenvectors. Suppose A has 
trivial null space. Then A allows strict spectral synthesis ;f and only ;f {&} is 
strongly complete. 
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We now return to the operator S, where TV is a positive finite atomic measure on 
[O, I] with weights X, = ~((x~}), n = 1,2,.... We assume h, # h, for n # m. 
Then the eigenvalues of S, are 2ih, , 2ih, ,..., each having algebraic multi- 
plicity one. As pointed out in [5], it can be shown that if S,f = 2&f, then f is a 
constant multiple of the function g, (for some n) defined by 
cz(%) = 0, 12 c: n, 
= 1, k = n, 
Since spectral synthesis holds for S, , a subspace of L+) is invariant under 
S, if and only if it is the closed span of a subsequence of the sequence {g,}~=r . 
Also, as pointed out in [5], distinct subsequences of (g,}z=,, have distinct closed 
spans. Note that since S,, is I-1, strict spectral synthesis holds for S,, and 
Theorem 4 is appicable. 
LEMMA 3. Let b, , b, be vectors in H for which the span of the set of vectors 
K = (Sc17zbi / n > 0, i = 1,2} is all of H. Then there exist constants 01~ and a? in 
C such that alb, + azb, is cyc2ic for S, . 
Proof. Suppose Vzxe=, Sunb, = Ml , Vz==, SGnb, = ll/I, . If neither M, nor Ma 
is H, then for each i = 1,2 there corresponds a subsequence (g41K}i of the above 
sequence which generates lV& and Ml V MS = H. By Theorem 4, {g,j is 
strongly complete and minimal. Thus there exists a biorthogonal sequence {#J,) 
for kl. 
Case I. Ml A M2 = PI. Then h = C (6, , lCln,> gnK , 6, = C (b2 , A,) gTsK 
where the sums are over the generators of Ml and Ma respectively. Thus 
b i + b, = C lung, and by strong completeness of {gn}, a, # 0 for any n. Thus 
b, + b, is not in the span of any subsequence of {gn) and therefore it is cyclic. 




h = c (4 1 Ax,) gn, + I@, 7 Ax,) gnK 
1 3 
bz = c(b2 > c&c> gn, + 1 (b, A,) g,, 
2 3 
where the sums are over the appropriate sets. 
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Since the complex field is uncountably infinite we can pick (Y such that 
for any nK such that gnK E 2. By strong completeness, (#sn,, b,) # 0 for all n, . 
Then b, + orb, is cyclic for S, . This completes the proof. 
THEOREM 5. Suppose t.~ is atomic and {S, , B} is controllable. Then there exists 
a vector b E M such that {S,, , b} is controllable. 
Proof. Let b, ,..., b be a basis for M and consider Ye = (V S,*b,) v 
(V S,“b,). Then S,, 12s is compact and has spectral synthesis. By Lemma 3, 
applied to S, j sa there exist constants 01~ ,c+ such that aIb, + a&, is cyclic for 
s&L I z2 * 
Let Z?a = -s4, v (V S,“b,). Again by Lemma 3, there exist p1 , /3a , pa such that 
/$bI + &b, + j&b3 is cyclic for S, 1 2a . We proceed by induction to complete 
the proof. 
At this point we can prove the general theorem. 
THEOREM 6. Let TV be a positive, finite Bore1 measure on [0, l] and let S, be 
the operator associated with it. If {S,, , B} is controllable, there exists b E M such 
that (S,, , b} is controllable. 
Proof. Write S, = SU, @ SW, as in Lemma 1. By Lemma 2, B = B, @ B, 
with {S,* , B,} and {S,, , B,} controllable. 
Then there exists 6, E MI and b, E M, such that {S+ , b,) and {S,, , b,) are 
controllable. It then follows immediately from Lemma 2, that {S, , b, 0 6,) is 
controllable. 
Remark. If a(S,J is not simple, Theorem 6.1 of Markus ([6]) and the above 
techniques can be used to obtain a similar result. 
4. AN EXAMPLE 
Let T = (z: j z [ = l> and consider L2(T) with respect to normalized 
Lebesque measure on T. By W(T) we mean the subspace of LZ(T) of functions 
with vanishing negative Fourier coefficients. Let S denote the operator on ZP( T) 
defined by 
(Sf) (z) = ,Ff w
S is the well known unilateral shift on H2( T) and by a classical result of Beurling 
[9, p. 3421 any nontrivial invariant subspace of S is of the form @X2(T) where 
1 4 1 = 1 a.e. on T. Such functions are called inner functions and a detailed 
analysis of such functions can be found in [9]. 
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If qr and q2 are inner functions with no common nontrivial factor then 
q&P(T) v qJP( T) = IP( T). 
THEOREM 6. There exist inner functions q1 and q2 which have no common 
nontrivial factor such that for any 01~ , a2 E C, cdlql + cy2q2 is not a cyclic vector 
for s. 
Proof. This is a special case of a result due to Nordgren ([lo]). 
5. CONVOLUTION OPERATOR 
Here we consider the operator on L2(0, 1) or L2(0, 00) defined by 
Kf) (4 = 1’ y(x - t) g(t) dt 
0 
where the kernel function r is such that K is a bounded operator on the given 
space. 
THEOREM 7. Let K be a convolution operator on L2(0, 1) is cyclic for K. If 
(K, B} is controllable, there exists b E M such that {K, B) is controllable. 
Proof. By [l, Theorem 21, K is unicellular and the result now follows from 
Theorem 1. 
THEOREM 8. There exists a convolution operator K on L2(0, CCI) such that 
(K, B} is controllable but {K, b} is not controllable for any b E M. 
Proof. Suppose Y is a cyclic vector for K and for the right translation semi- 
group {TA [ h 3 O> defined by 
where g(x - A) = 0 for x - X < 0. Then by Theorem 4 of [l], K and 
(TA 1 h >, O> have the same invariant subspaces. The invariant subspaces of 
(T, 1 h > 0) are known and can be expressed as follows: 
Let @F(T) be an invariant subspace of the unilateral shift S on ZP( T). There 
exists a unitary operator U: H2( T) -+ L2(0, co) such that { U$H2( 7’)) is the lattice 
of invariant subspaces of {TA 1 X > 0). 
Choose +r and $s as in Theorem 6 and define B with range {U$, , Uj,}. This 
satisfies the required properties. 
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6. CONCLUSION 
Here we would like to raise a number of questions related to the results of 
this paper. 
1. Suppose K is a convolution operator on L2(0, 1) such that its Kernel 
function is not cyclic for K. Then K has no cyclic vector. 
We point out that a positive result o this question would imply that Theorem 
7 is the best possible result for finite convolution operators. 
2. Do normal operators have the single input controllability property. 
An examination of Fuhrmann’s proof in the self-adjoint case gives the answer 
immediately for normal operators with only reducing subspaces. However if A 
is normal and has a nonreducing subspace a new technique is necessary. 
This property plays an important role in the solution of the pole assignment 
problem for finite dimensional feedback system ([7]). Some of the results found 
here will be applied to the corresponding problem for infinite dimensional 
systems which will be discussed by the author in a future paper. 
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