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Abstract
We demonstrate that Regular Resolution is FPT for two restricted
families of CNFs of bounded incidence treewidth. The first includes
CNFs having at most p clauses whose removal results in a CNF of primal
treewidth at most k. The parameters we use in this case are p and k. The
second class includes CNFs of bounded one-sided (incidence) treewdth,
a new parameter generalizing both primal treewidth and incidence path-
width. The parameter we use in this case is the one-sided treewidth.
1 Introduction
Statement of the problem. It is well known the Resolution is FPT in the
primal treewidth of the considered unsatisfiable CNF. However, it is currently an
open question whether the same is true regarding the incidence treewidth. This
question has been first asked by Stefan Szeider and restated several times (see
e.g. [5]) being now an open question well known to the Proof Complexity and
Satisfiability communities. The only progress on this question we are aware of
is an FPT upper bound for resolution paramererized by incidence pathwidth [6].
Note also that if extra variables are allowed then a CNF of bounded incidence
treewidth can be transformed into an equivalent one whose primal treewidth
linearly bounded by the incidence treewidth of the original CNF [10]. This
shows that the extended resolution is FPT by the incidence treewidth.
Formally, the question can be stated as follows. Is there a function f and
a constant c such that for each unsatisfiable CNF ϕ of incidence treewidth at
most k there is Resolution proof of unsatisfiability of size at most f(k) ∗ nc?
Our contributions and their motivation. In this paper we consider the
Regular Resolution (RR). Our main result is the following.
Theorem 1 There is a function f such that the following is true. Let ϕ be
an unsatisfiable CNF having at most p clauses whose removal results in a CNF
∗The second author would like to thank Stefan Szeider and Friedrich Slivovsky for very
useful personal communication.
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of primal treewidth at most k. Then there is a RR proof for ϕ having at most
f(k, p) ∗ n2 clauses.
We also introduce the notion of one sided (incidence) treewidth. In partic-
ular, a tree decomposition of an incidence graph of CNF ϕ is one-sided if the
underlying tree T is rooted and for each clause C of ϕ, the set of bags containing
C induces a directed path of T . The one sided treewidth is the smallest width
of such a decomposition.
It is not hard to see that the one sided treewidth of a CNF is at most its
primal treewidth plus one (the same argument as for the standard treewidth
applies) and that it does not exceed the incidence pathwidth.
We demonstrate that RR is FPT in one sided treewidth of a CNF thus
generalizing the known FPT result parameterized by pathwidth [6].
Finally, we propose a conjecture that Theorem 1 can be strengthened by
replacing the primal treewidth with one sided treewidth.
Our current hypothesis is that RR is not FPT in incidence treewidth of the
input CNF. Thus the motivation of the above results is to rule out particular
ways of construction of hard instances. In particular, it follows from Theorem 1
that a hard example cannot be constructed by taking a CNF of primal treewidth
k and adding to it some g(k) ’long’ clauses. In fact, if the conjecture mentioned
in the previous paragaph s true, this means that there must be many clauses
such that for many vertices of the underlying tree decomposition having two
children, these clauses are present in both subtrees rooted by the children.
Methodologies. In order to outline our approaches, we need a pream-
ble explaining why the RR is efficient on CNFs of bounded primal treewidth
and why the same method cannot be directly extended to the case of bounded
incidence treewidth.
The important ability of RR is the gift of forgetting. In particular, suppose
a CNF ϕ is a conjunction of two CNFs ψ1 and ψ2 that are modular, that is do
not have common variables. If ϕ is unsatisfiable then some ψi, i ∈ {1, 2} must
be unsatisfiable. In this case RR can simply provide unsatisfiability proof for
ψi, completely ignoring ψ3−i.
In case of bounded primal treewidth, when all the variables of the root bag rt
of the underlying tree T are assigned, the initial CNF is split into two subCNFs
associated with the children t1 and t2 of rt. We consider one unsatisfiable ’child’
CNF completely ignoring the other. Taking into account that the number of
’restricted’ CNFs associated with subtrees of T is O(2kn), the desired RR can
be constructed using a standard dynamic programming approach.
The use of tree decomposition of the incidence graph instead of the primal
graph is a gross hindrance for the above line of reasoning. When all the variables
of the root bag are assigned, the clauses associated with that bag may be present
in the bags of both subtrees associated with the children of the root. This
breaks the modularity and make it impossible to forget one of the subtrees. As
mentioned above, we believe that this obstacle cannot be overcome in general.
Below we explain how this can be done for two restircted cases of CNFs of
bounded incidence treewidth.
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We represent RR as a modified Free Binary Decision Diagram (FBDD) with
sinks corresponding to clauses [7]. The underlying topology of this representa-
tion is a Directed Acyclic Graph (DAG).
For the proof of Theorem 1, the resulting DAG consists of two parts. The
’top’ part takes care of long clauses and its sinks correspond to CNFs of bounded
primal treewidth. The bottom part simply makes the sinks of the top part the
roots of FPT sized RRs (known to be existing for CNFs of bounded primal
treewidth).
The top part of the DAG is formed by querying the variables so that bags
containing them are explored according to postorder traversal. When nodes
of a binary tree are explored in this order, any prefix of the resulting sequence
induces at most logn disjoint subtrees T1, . . . , Tq Some of the p long clauses may
be satisfied by the current assignment to the variables. We register at most p
subtrees out of T1, . . . Tq that contain the ’earliest’ bags with variables whose
occurrences satisfy the long clauses. Thus for the given prefix there are at most
(logn)p = O(pp+n) of possible sets of satisfying subtrees. The ’principal’ nodes
of the top part of the DAG effectively correspond to these combinations.
To the best of our knowledge the above methodology has not been used
before for design of size-efficient Boolean circuits, although there are previous
works that use postorder exploration of the underlying tree, see the literature
overview part of this section for more details.
For the case of one-sided tree decomposition we simply show that the clauses
in the bags are not an obstacle for forgetting. Indeed, when all the variables of
the root bag are assigned, each clause occurring in the root bag can belong to
at most one of the children (otherwise, the directed path property is violated).
In other words, there is no clause linking the CNFs associated with subtrees
rooted by the children of the root. So, the resulting CNF is a conjunction of
two modular subCNF, and hence exactly the same method as for the bounded
primal treewidth also works for the bounded one-sided treewidth.
Literature overview. Arguably the best known parameter in the area of
proof complexity is the width of a Resolution proof. A classical result [2] demon-
strates that the size of Resolution proof is exponential in its width. However, it
was open for some time whether Resolution proof is FPT in the width until it
has been resolved negatively in [1].
An equivalent representation of RR as a modification of FBDD makes it
related to Knowledge Compilation (KC). The most closely related KC model is
Decision DNNF [8]. Although Decision DNNF does not have the ability of for-
getting (indeed, its purpose is to compactly represent all satisfying assignment
of the given Boolean function), it has the power of parallelization: an AND node
can be used to represent conjuction of two functions not having joint variables.
Because of this CNFs of bounded primal treewidth can be represented by FPT
size decision DNNFs. On the other hand, the standard FBDD, that does not
possess the gifts of forgetting or parallelization, cannot efficiently handle the
CNFs of bounded primal treewidth [9].
A standard approach for constructing an efficient knowledge compilation
representation for CNFs of bounded treewidth is a top down dynamic program-
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ming, essentially traversing the decomposition tree in preorder. An exception
is a polynomial time algorithm for counting satisfying assignments to β-acyclic
CNF formulas [3] and a more recent work representing such formulas as poly-
nomial size deterministic DNNFs [4]. The β-acyclicity implicitly defines the
underlying tree and the above two results are obtained by exploring the tree
is in the elimination order, that is, essentially, leaves first, which, in turn, is
essentially postorder.
2 Preliminaries
Set of literals and CNFs. In this paper when we consider a set S of literals
of Boolean variables, we mean that S is well formed in the sense that it does
not contain both positive and negative literals of the same variable. A variable
x occurs in S if either x ∈ S or ¬x ∈ S. In the former case, we say that x occurs
positively or has a positive assignment in S. In the latter case, we say that x
occurs negatively or has a negative assignment in S.
We use V ar(A) to denote the set of variables of an object A which may be a
set of literals, a CNF, a graph with sets of variables associated with its vertices
(e.g. a tree decomposition) or a branching program.
In addition to the standard definition, we consider a CNF ϕ as a set of
clauses and each clause is just a set of literals. Let C be a clause and let S be
a set of literals. We say that S satisfies C if C ∩ S 6= ∅. If S does not satisfy
C then C|S = C \ ¬S where ¬S = {¬x|x ∈ S}. We denote by ϕ|S the set of
all C|S such that C is a clause of ϕ that is not satisfied by S. A CNF ϕ′ is a
subCNF of ϕ if ϕ′ ⊆ ϕ and the subCNF is modular if V ar(ϕ)∩V ar(ϕ\ϕ′) = ∅.
For a set S of literals and V ⊆ V ar(S), we denote by Proj(S, V ) the pro-
jection of S to V that is S′ ⊆ S such that V ar(S′) = V .
The primal graph of a CNF has vertices corresponding to V ar(ϕ) and two
variables are adjacent if they occur in the same clause. The incidence graphs of
CNFs has vertices corresponding to the variables and clauses of ϕ and there is
an edge between x ∈ V ar(ϕ) and C ∈ ϕ if x occurs in C.
Tree decompositions. A tree decomposition (T,B) of a graph G is a
pair where T is a tree, B is a set of bags B(t) associated with each node t ∈
V (T ). The bags must obey the rules of (i) union (
⋃
t∈V (T )B(t) = V (G)) (ii)
containment (∀e ∈ E(G)∃t ∈ V (t)e ⊆ B(t)) and connectivity (for each vertex
v ∈ V (G), the set of nodes whose bags contain v induces a connected subgraph
of T ). The width of the tree decomposition is the largest size of a bag minus
one. The treewidth of a graph is the smallest width of its tree decomposition.
In this paper we will consider tree decompositions for primal and incidence
graphs of a CNF ϕ. In this case, for each node t of the underlying tree, B(t) is
partitioned into V ar(t) and CL(t) respectively corresponding to variables and
clauses. If G is a primal graph then, of course, V ar(t) = B(t). In this paper
we assume that the underlying tree T of the considered tree decompositions is
binary and rooted.
It is well known that for every graph G there is a tree decomposition of
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width equal the treewidth of G whose underlying tree is binary and has O(n)
nodes (see e.g. [10]).
Preorder traversals and their connection to tree decompositions.
Let T be a binary and rooted tree. For each non-leaf node with two children,
we arbitrarily fix the left and the right child. In case of only one child, consider
it to be the left child. Unless specified otherwise, when we mention a subtree of
T , we mean Tu the subtree induced by a node u ∈ V (T ) and all its descendants.
Let πT be the sequence of vertices of T traversed according the postorder
traversal (that is, explore the subtree rooted by the left child then by the right
child then the current node itself). For u, v ∈ V (T ), we write u < v to denote
that u occurs earlier than v in πT . The following proposition specifies some
properties of prefixes ST of πT .
Proposition 1 1. T [ST ] is a union of at most logV (T ) disjoint subtrees of
T . (Recall that G[U ] means the subgraph of G induced by U . We admit an
abuse of notation treating sequences as sets, the correct use will always be
clear from the context.) We denote the set of these subtrees by Trees(ST ).
2. The nodes of each T ′ ∈ Trees(ST ) form a consecutive interval of πT
(meaning that each v /∈ V (T ′), either v < u for each u ∈ V (T ′) or v > u
for each u ∈ V (T ′)). This naturally extends to Trees(ST ) the < relation
on the nodes of T specified above.
3. Let t ∈ V (T ) be the immediate successor of ST . Then Trees(ST + t) is
obtained from Trees(ST ) by either adding a new tree consisting of t only
or removing the last two trees T ′ and T ′′ or Trees(T ) and adding a new
tree T ∗ whose root is t and T ′ and T ′′ are subtrees of T ∗ rooted by the
children of t.
Let (T,B) be a tree decomposition of a graph G. For x ∈ V (G), we denote
byMinBag(x) the smallest t ∈ V (T ) (according to πT ) such that x ∈ B(t). For
x, y ∈ V ar(ϕ), we write x <T y if MinBag(x) < MinBag(y) (the relations ≤T
,≥T , >T are defined accordingly). If V ⊆ V (G) then MinT (V ) is the smallest
variable of V according to the <T relation.
For a prefix ST of πT and u ∈
⋃
t∈ST B(t) we denote by MinTreeST (u) the
smallest tree T ′ ∈ Trees(ST ) such that u ∈
⋃
t∈V (T ′)B(t).
Regular resolution. Assume ϕ is an unsatisfiable CNF. A regular resolu-
tion (RR) of ϕ is a directed acyclic graph (DAG) H with one source rt in which
every non-sink vertex has exactly two out-neighbours. Each non sink vertex is
labelled with a varable of ϕ so that no variable labels two distinct vertices of the
same directed path (read-onceness property). Let u be a vertex of H labelled
with a variable x. Then one of the outgoing edges of u is labelled with x, the
other with ¬x. Let P be a directed path. We denote the set of literals labelling
the edges of P by A(P ). Each sink u is labelled with a clause C such that for
each rt− u path P , A(P ) falsifies C.
Decision tree. Let S be a family of sets of literals. Then a decision tree
D realising S is defined as follows. First, D is a directed rooted tree (direction
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of the edges is from the root towards the leaves) in which every non-leaf node
has exactly two children. Each non-leaf node is labelled with a variable x and
the outgoing edges of the nodes are labelled one with x, the other with ¬x. As
in the case of RRs, we denote the set of labels of a directed path P by A(P ).
Then the set of all A(P ) such that P is a root-leaf path of D is exactly S.
3 Small primal treewidth plus a few long clauses
In this section we prove Theorem 1. Throughout this section, we consider an
unsatisfiable CNF ϕ. In this CNF, we specify clauses C1, . . . , Cp which we also
refer to as long clauses such that ϕ\{C1, . . . , Cp} is of primal treewidth at most
k. Let (T,B) be a primal tree decomposition of ϕ \ {C1, . . . , Cp}.
Recall that πT is a permutation of V (T ) where the vertices of T are traversed
in postorder. Let (ST, S) be a pair such that ST is a prefix of πT and V ar(S) ⊆
V ar(ST ).
Let x ∈ V ar(ϕ). Suppose there is a clause C ∈ {C1, . . . Cp} such that
x ∈ V ar(C) and for each y ∈ V ar(C) such that y <T x, the occurrence of y in
S (if any) does not satisfy C. Then we call x a determining variable for C w.r.t.
S; we call x a determining variable w.r.t. S if it is a determining variable w.r.t.
S for some C ∈ {C1, . . . , Cp}.
Suppose that S satisfies a clause C ∈ {C1, . . . , Cp}. A tree T ′ ∈ Trees(ST )
is the satisfying tree (of C) w.r.t. (ST, S), denoted by STreeST,S(C) if T
′ is the
smallest tree containing S∩C. Formally, STreeST,S(C) =MinTreeST (MinT (V ar(ST∩
C))). The set of all satisfying trees is denoted by STreesST,S.
Then (ST, S) is an interesting pair if the following conditions hold.
1. All the determining variables w.r.t. S occur in S.
2. A non-determining variable occurs in S only if it is a variable of a satisfying
tree of (ST, S).
3. All the variables V ar(Roots(ST, S)), where Roots(ST, S) is the set of
roots of satisfying trees of (ST, S), occur in S.
Discussion, part 1 Let (ST, S) be an interesting pair. What can be said about
ϕ|S.? We can identify variables that belong to (the bags of) the satisfying trees
and those who do not. Can a variable belong to both categories? No it cannot.
Indeed, otherwise, such a variable must belong to a root bag of some satisfying
tree and, in this case it is assigned by S and hence cannot belong to V ar(ϕ|S).
Thus V ar(ϕ|S) can be partitioned into the sets of variables inside and out-
side the satisfying trees. For the sake of discussion let us denote these sets of
variables by V ars and V aru, respectively.
Further on, it turns out that for each clause C of ϕ|S it is either V ar(C) ⊆
V ars or V ar(C) ⊆ V aru. If C is a long clause that is not satisfied by S then all
its variables in the satisfying trees occur in S with occurrences opposite to their
respective occurrences in C. Thus V ar(C|S) ⊆ V aru. If C is not a long clause
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then, by definition of primal decomposition, there must be a node t ∈ V (T ) such
that V ar(C) ⊆ B(t). If t is a node of a satisfying tree then it can be shown that
V ar(C) ⊆ V ars. Otherwise, it can be shown that V ar(C) ⊆ V aru.
It follows from the last paragraph that ϕ|S is the conjunction of two modular
CNFs: ϕs, consisting of clauses C ∈ ϕ|S such that V ar(C) ⊆ V ars, and ϕu,
consisting of clauses C ∈ ϕ|S such that V ar(C) ⊆ V aru.
Both ϕs and ϕu have very useful properties for our purpose. In particular,
since ϕs does not contain any restriction of long clauses, its primal treewidth is
at most k. The useful property of ϕu is that the number of different ϕu taken
over all interesting pairs is FPT in p and k (although the number of distinct
interesting pairs can be exponential in n). The ’principal’ nodes of the RR being
constructed correspond to these ϕu.
We are now going to introduce the notion of decision types, essentially cor-
responding to the set of different ϕu and to formally prove the statements made
during this part of discussion.
Definition 1 (Decision type.) A decision type is a tuple (ST, T rees′,C′, F, SL)
where ST is a prefix of πT , Trees
′ ⊆ Trees(ST ), C′ ⊆ {C1, . . . , Cp} F : C′ →
Trees′, and SL is a set of literals with V ar(SL) = V ar(Roots(S, ST )). If DT
is a decision type then ST (DT ), Trees′(DT ), C′(DT ), F (DT ), and SL(DT )
denote the respective components of DT .
Let (ST, S) be an interesting pair. Then the decision type of (ST, S), denoted
by DType(ST, S) is (ST, T rees′,C′, F, SL) if Trees′ is the set of satisfying
trees w.r.t. (ST, S), the set of clauses satisfied by S is exactly C′, for each
C ∈ C′, F (C) is the satisfying tree of C w.r.t. S, and the subset of S assigning
V ars(Roots(ST, S)) is exactly SL.
Definition 2 (S(DT)) Let DT be a decision type, ST = ST (DT ). Then
S(DT ) is the family of all sets S of literals such that DType(ST, S) = DT .
Lemma 1 There is a function f such that the number of decision types is
f(p, k) ∗ n2
Proof. We show that the number of ways to choose each component of a
decision type (ST, T rees′,C′, F, SL) is bounded so that the multiplication of
these bounds fits into the function as in the statement of the lemma.
• The number of different ST is O(n) as this is the number of different
prefixes of πT (recall our assumtion that |V (T )| = O(n)).
• The size of Trees′ is p and Trees′ ⊆ Trees(ST ). Hence the number of
possible choices for Trees′ is logp n which is upper bounded by O(pp + n)
• The number of possible choices forC′ is the number of subsets of {C1, . . . Cp}
that is 2p.
• The number of possible F is bounded by the number of functions mapping
a set of at most p elements to another one of the same upper bound.
Clearly, the number of such choices is pp
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• Finally |SL| ≤ pk, the number of possible choices for SL is 2pk.

Definition 3 Let DT = (ST, T rees′,C′, F, SL). The set Inv(DT ) of invariant
clauses w.r.t. DT consists of the following clauses of ϕ.
1. All the clauses of {C1, . . . , Cp} \C′.
2. All the clauses C of ϕ \ {C1, . . . Cp} such that V ar(C) \V ar(Trees′) 6= ∅.
Lemma 2 1. Let C ∈ Inv(DT ), and let S1, S2 ∈ S(DT ). Then V ar(C) ∩
V ar(S1) = V ar(C) ∩ V ar(S2). Moreover, all variables of V ar(C) ∩
V ar(S1) have the same occurrences in both S1 and S2.
2. The statement of the first item allows us to introduce the following nota-
tion. Let C ∈ Inv(DT ) that is not satisfied by some S ∈ S(DT ) (and
hence, by the first statement, not satisfied by any S ∈ S(DT )). Denote
C|S by CDT and let ϕDT be the CNF consisting of all such clauses.
Then ϕDT is a modular subCNF of ϕ|S where S is an arbitrary element
of S(DT ).
Proof. Let S ∈ S(DT ). Let C ∈ Inv(DT )∩{C1, . . . , Cp}. Then C /∈ C′ and
hence C is not satisfied by S. On the other hand, by definition of an interesting
pair all the variables of V ar(C) ∩ V ar(ST ) are assigned by S. Since C is not
satisfied, they are assigned with values opposite to their respective occurrences
in C. Thus the first statement holds for C.
Assume now that C ∈ Inv(DT )\{C, . . . Cp}. Let y ∈ V ar(C)\V ar(Trees
′).
The assignment of y by S is determined by the following case analysis.
1. Assume that y ∈ V ar(C) such that C ∈ {C1, . . . , Cp} such that C /∈ C′ or
MinBag(y) < T ′ where T ′ is the satisfying tree of C. Then y is assigned
by the first part of definition of an interesting pair. Moreover, since y is
located before the first variable satisfying C (if any) y must be assigned
with a value opposite to its occurrence of C.
2. If the above case does not hod then we claim that y is not a determining
variable. Combined with the assumption that y /∈ V ar(Trees′), this will
imply that y is not assigned by S by definition of an interesting pair.
For the sake of contradiction assume that y is a determining variable of
some clause C ∈ {C1, . . . , Cp}. Since the assumption of the previous item
does not hold, C ∈ C′. Let T ′ be the satisfying tree of C. Due to y being
determining T ′ < y is ruled out. Because, the assumption of the previous
pragraph does not hold, y < T ′ is ruled out as well. As the elements of T ′
form a consecutive interval of πT , it remains to assume that y ∈ V ar(T
′).
However, this contradicts our assumption that y /∈ V ar(Trees′).
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Let x ∈ V ar(C) ∩ V ar(Trees′). Note that the variable y as above actually
exists by definition of C. By definition of treewidth there is t ∈ V (T ) such that
x, y ∈ B(t). Let T ′ ∈ Trees′ be such that x ∈ V ar(T ′). As y /∈ V ar(Trees′),
t /∈ V (T ′). Hence by the connectivity property of treewidth, x ∈ B(Root(T ′)).
Consequently x occurs in SL. Thus we have established the first statement.
To prove the modularity of ϕDT , let S ∈ S(DT ), C ∈ Inv(DT ) and C′ ∈ ϕ\
Inv(DT ). It is sufficient to show that C|S and C′|S do not have joint variables.
By definition of Inv(DT ), V ar(C′) ⊆ V ar(Trees′). However, as specified above
for each clause C ∈ Inv(DT ), all variables of V ar(C)∩V ar(Tees′) are assigned
by S. Therefore, C|S and C′|S cannot have joint variables. 
Discussion, part 2 So far we have shown that the number of decision types is
FPT in p and k. In the resulting RR there will be at most 1 node per decision
type and each such node will be the root of a ’gadget’ of size at most 2k. To
show that these nodes are sufficient and no further explosion is needed, we need
to perform a finer analysis of the structure of interesting pairs (ST, S)
Let ST = (t1, . . . , tr) and let STi = (t1, . . . ti). We consider such interesting
pairs (ST, S) that S is a disjoint union of S1, S2, . . . , Sr such that V ar(Si) ⊆
B(t) \ V ar(STi−1) for each 2 ≤ i ≤ r and (STi, S∗i ) is an interesting pair for
each 1 ≤ i ≤ r where S∗i =
⋃
j∈[i] Si.
In Lemma 4, we establish the following ‘Markovian’ property of interesting
pairs. Let S′ be a set of literals such that (STr−1, S
′) is an interesting pair
such that DType(STr−1S
′) = DType(STr−1, S
∗
r−1). Then (ST, S
′ ∪ Sr) is an
interesting pair and, moreover, DType(ST, S′∪Sr) = DType(ST, S). It is this
invariance that allows us to introduce at most one node per decision type in
the resulting RR and thus to ensure that the size of the RR does not explode
exponentially beyond an FPT upper bound.
Lemma 3 Let DT be a decision type such that ST = ST (DT ) is a proper vertex
of πT . Let t ∈ V (T ) be the immediate successor of ST . Let S1, S2 ∈ S(DT ).
Then V ar(S1) ∩B(t) = V ar(S2) ∩B(t) and the occurrences of each variable in
the intersection is the same in S1 and S2.
Suppose that ST (DT ) is a proper prefix of πT . Let t be the immediate
successor of ST (DT ). Lemma 3 allows us to define the set U(DT ) ⊆ B(t)
consisting of all the variables that are unassigned by any S ∈ S(DT ).
Lemma 4 Let DT be a decision type such that ST = ST (DT ) is a proper prefix
of πT . Let t be the immediate successor of DT . Then there is a family Ext(DT )
of sets of literals for which the following statements hold.
1. For each S ∈ Ext(DT ), V ar(S) ⊆ U(DT ).
2. Ext(DT ) 6= ∅. Either Ext(DT ) = {∅} or Ext(DT ) can be realized as a
decision tree.
3. For each S0 ∈ S(DT ) and each S ∈ EXT(DT ), (ST + t, S0 ∪ S) is an
interesting pair.
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4. There is a function SuccDT such that for each S
∗ ∈ Ext(DT ), SuccDT (S∗) =
DT ∗ where DT ∗ is a decision type such that for each S ∈ S(DT ), Dtype(ST+
t, S ∪ S∗) = DT ∗.
We partition the decision typesDT with ST (DT ) being a proper prefix of πT
into transient, for which Ext(DT ) = {∅}, and firm, for which Ext(DT ) 6= {∅}.
It is not hard to see that every transient decision type belongs to a sequence
DT = D1, . . .Dq of decision types where q ≥ 2, D1, . . .Dq−1 are all transient
types, Dq is a firm type or ST (Dq) = πT , and SuccDi(∅) = Di+1 for 1 ≤
i ≤ q − 1. We call D1, . . .Dq the transient sequence of DT and Dq is the
representative of DT .
We introduce a modified form Succ∗ of the Succ function defined only for
firm decision types. Let S ∈ Ext(DT ). Then let DT ∗ = SuccDT (S). If DT ∗
is a firm decision type then Succ∗DT (S) = DT
∗. Otherwise Succ∗DT (S) is the
representative of DT .
Lemma 5 Let DT be a firm decision type such that ST (DT ) is a proper prefix
of πT . Let S
∗ ∈ Ext(DT ) and let DT ∗ = Succ∗DT (S
∗). Then the following
statements hold.
1. Inv(DT ∗) ⊆ Inv(DT ).
2. ϕDT∗ is a modular subCNF of ϕDT |S∗ . In particular, if ϕDT is unsatisfi-
able then either ϕDT∗ or ϕDT |S∗ \ ϕDT∗ is unsatisfiable.
Let DT,DT ∗, S∗ be as in Lemma 5. We denote (ϕDT |S∗ \ϕDT∗) by ϕDT,S .
Lemma 6 1. Let DT be a firm decision type and let S∗ ∈ Ext(DT ). Then
ϕDT,S∗ is of treewidth at most k.
2. Let DT be a decision type such that ST (DT ) = πT . Then ϕDT is of
treewidth at most k.
In order to provide labelling to the leaves of the resulting Regular Resolution
(RR), we introduce the concept of initial clauses. Let DT be a decision type and
let C ∈ ϕDT . Then ICDT (C) is a clause C′ ∈ Inv(DT ) such that C′DT = C.
Clearly, such a C′ exists, in fact there may be several such clauses. In the latter
case, just fix an arbitrary one and name it ICDT (C).
Next, assume that ST (DT ) is a proper prefix of πT and let S ∈ Ext(DT ).
Let C be a clause of ϕDT,S We denote by ICDT,S(C) a clause C
′ ∈ Inv(DT )
such that C′DT |S = C. Again if there are several clauses, we fix an arbitrary
one.
Proof of Theorem 1. A RR RR of ϕ has three types of nodes: primary,
secondary, and gadget nodes. The primary nodes correspond to decision types
DT that are either firm or ST (DT ) = πT . We denote by DTx the decision
type corresponding to a primary node x. The secondary nodes correspond to
pairs (DT, S) such that DT is a firm decision type, S ∈ Ext(DT ) and ϕDT,S is
unsatisfiable.
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They primary and secondary nodes are made roots of gadgets (either DAGs
or decision trees) specified as follows.
The gadget for a secondary node associated with (DT, S) is a RR of ϕDT,S
of size O(2kn) existing by Lemma 6. For each primary node associated with
DT such that ST (DT ) = πT , the corresponding gadget is a RR of ϕDT of size
O(2kn) existing by Lemma 6.
Let x be a primary node that has not been treated above. Let DT = DTx.
Then x is made a root of a decision tree Dx realizing ExtDT . Each leaf of Dx is
identified with a primary or a secondary node as follows. Let P be a root-leaf
path of Dx and let S = A(P ). If ϕDT,S is unsatisfiable then the final vertex of
P is identified with ϕDT,S . Otherwise, the vertex is identified with ϕDT∗ where
DT ∗ = Succ∗DT (S).
The last stage of the construction ofRR is trimming. LetDT = (∅, ∅, ∅, ∅, ∅).
It is not hard to see that ϕDT = ϕ. If DT is firm then let rt be the primary
node corresponding to DT . Otherwise, rt is the primary node corresponding to
the representative of DT . Now, remove from the graph all nodes to which there
is no directed path from rt.
It is not hard to observe that RR is a DAG. The key observation is that if
a root-leaf path of a decision tree Dx connect a primary node x to a primary
node y then ST (DTy) is longer than ST (DTx). By construction, each non-leaf
node is associated with a variable and has two outgoing edges corresponding to
literals of this variable. Also, the sinks of of RR are labelled with literals of
ϕ. Thus RR is a well-formed RR. The size of RR is bounded by the proven in
Lemma 1 number of decision types multiplied by 4k. It remains to check that
it is a RR of ϕ. For this, we need to verify the correctness of the labelling.
Claim 1 For each rt−x path P of RR such that x is a primary node, A(P ) ∈
S(DTx).
Proof. By induction on the size of ST (DTx). The node x with the smallest
ST (DTx) is rt. For rt the only possible path P consists of the node rt itself.
Clearly A(P ) = ∅ ∈ DTrt.
Let x be a node different from rt and assume the statement is true for all the
nodes y with ST (DTy) being a proper prefix of ST (DTx). Let P be an rt − x
path. There is at least one primary node of P preceding x, namely rt, hence we
can identify the last primary node y of P preceding x.
Let P ′ be the prefix of P ending with y. By the induction assumption,
A(P ′) ∈ S(DTy). Let P ′′ be the suffix of P beginning with y. Let P ∗ be the
prefix of P ′′ such that A(P ∗) ∈ Ext(DTy). We claim that P ∗ = P ′′. Indeed,
otherwise, let z be the last node of P ∗. Then z is either a primary or the
secondary node. The former is ruled out by the maximlaity of y. The latter is
ruled out because, by construction, RR does not have a path from a secondary
node to a primary node.
ThusA(P ′′) ∈ Ext(DT ). Then, by construction ofRR,DTx = Succ∗DTy (A(P
′′)).
Combining A(P ′) ∈ S(DTy) and the definitionof Succ∗, we conclude that
A(P ) = A(P ′) ∪A(P ′′) ∈ S(DTx) as required. 
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Claim 2 1. Let x be a primary node of RR. Let C ∈ ϕ(DTx). Let P be a
rt− x path. Then ICDT (C)|A(P ) = C.
2. Let x be a secondary node of RR associated with (DT, S). Let C ∈ ϕDT,S .
Let P be a rt− x path. Then ICDT,S(C)|A(P ) = C.
Proof. The first statement immediately follows from Cliam 1. For the
second statement, note that by construction, there is a firm node y such P =
P ′ + P ′′ where P ′ is a rt − y path and P ′′ and A(P ′′) = S. Let C′ = ICDT,S .
By definition, of ICDT,S , there is a clause C
∗ of ϕDTy such that C
∗|S = C and
ICDTy (C
∗) = C′. By Claim 1, C′
A(P ′) = C
∗ and hence C′
A(P ) = C. 
The sinks y of RR are sinks of (gadget) RRs rooted by either primary nodes
x with ST (DTx) = πT or by secondary nodes. The first statement of Claim 2
implies the correctness of labelling for the former, the second for the latter. We
consider the former in detail.
By construction, y is labelled with C′ = ICDTx(C) where C is the initial
labelling of the gadget RR. Let P e a rt− y path. Then P = P ′+P ′′ such that
P ′ is a rt − x path and C|A(P ′′) = (). As C
′
A(P ′) = C, the correctness of the
labelling immediately follows. 
4 One-sided incidence treewidth
Let G = (V ar, CL,E) be the incidence graph of ϕ, where V ar correspond to
V ar(ϕ), CL corresponds to ϕ that is seen as a set of clauses, E corresponds to
edges between V ar and CL.
Let (T,B) be a tree decomposition for G with T being rooted. The tree
decomposition (T,B) is one-sided if for each clause C, the set of nodes t whose
bags contain C induce a directed path. A one-sided tree width of ϕ is the smallest
width of one-sided tree decomposition of ϕ.
Proposition 2 The one-sided treewidth of ϕ does not exceed its incidence path-
wdith and is at most the primal treewidth plus one.
Proof. The statement regarding the pathwidth is obvious. For the primal
treewidth recall that a standard way to transform a primal decomposition of
width k into an incidence decompositon of width k + 1 is to add new bags
containing clauses, each clause is contained in exactly one new bag. This de-
composition is one-sided. 
In the rest of this section we prove the following theorem.
Theorem 2 Assume that (T,B) is one-sided tree decomposition of G of width
k. Then there is a RR for ϕ of size O(4kn).
For node x that is not the root of T , we denote the par(x) the parent of x.
We will mainly use this notation to refer to V ar(par(x)). If x is the root then
we set V ar(par(x)) = ∅.
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Definition 4 (Principal CNFs) Let x ∈ V (T ) and CL′ ⊆ CL(x) Let Φ(x,CL′)
be the CNF obtained from ϕ \ CL′ as follows.
1. Remove all clauses C such that V ar(C) ∩ V ar(Tx) = ∅;
2. For each of the remaining clauses take the projection to V ar(Tx).
Let S be an assignment to V ar(par(x)). We denote Φ(x,CL′)|S by Φ(x,CL′, S)
and call it a principal CNF of x. The set of all principal CNFs of x is denoted
by Φx
Definition 5 (child component of a principal CNF) Let x be a non-leaf
node of T . Let Φ(x,CL′, S) ∈ Φx. Let S′ be an assignment to V ar(x) \
V ar(par(x)). Let y be a child of x. Let Sy = Proj(S ∪ S′, V ar(x) ∩ V ar(y)).
Let CLy be the set of clauses consisting of CL
′ ∩ CL(y) and those clauses of
CL(y) that are satisfied by S ∪ S′. We call Φ(y, CLy, Sy) the y-component of
Φ(x,CL′, S) through S′.
Theorem 3 Let x be a node of T Let Φ(x,CL′, S) ∈ Φx be an unsatisfiable
CNF. Let S′ be an assignment to V ar(x) \ V ar(par(x)). Then one of the fol-
lowing two statements is true.
1. Φ(x,CL′, S)|S′ has an empty clause.
2. There is a child y of x such that the y-component of Φ(x,CL′, S) through
S′ is unsatisfiable.
In order to prove Theorem 3, we show that if y1, y2 are the children of x
then either Φ(x,CL′, S)|S′ contains an empty clause or it is a conjunction of
yi-components of Φ(x,CL
′, S) through S′ for i ∈ {1, 2}. Moreover, each of these
components is a modular subCNF of Φ(x,CL′, S)|S′ . Hence, the unsatisfiability
of the latter implies that one of the components must be unsatisfiable.
To see the idea behind the reasoning, consider a clause C of Φ(x,CL′, S)
that is not satisfied by S′. If all V ar(x) ⊆ B(x) then C|S′ is an empty
clause. Otherwise, due to the one-sidedness, there is exactly one child, say
y1, such that ICx,CL′,S(C) ∈ B(y1). We argue that C|S′ is a clause of the
y1-component of Φ(x,CL
′, S) through S′. Moreover, if there are two clauses
C1, C2 ∈ Φ(x,CL′, S) such that each Ci|S′ is a clause of the yi-component of
Φ(x,CL′, S) through S′ for each i ∈ {1, 2} then, again due to read-onceness,
the common variables of C1 and C2, if any, all belong to B(x). By construction,
Φ(x,CL′, S)|S′ does not contain variables of B(x), hence the modularity of the
respective components.
Corollary 1 Let x ∈ V (T ) be a leaf. Let Φ(x,CL′, S) ∈ Φx be an unsatisfiable
CNF. Let S′ be an assignment to V ar(x) \ V ar(par(x)). Then φ(x,CL′, S)|S′
has an empty clause.
Definition 6 Let x ∈ V (T ) be a non-leaf node. Let Φ(x,CL′, S) ∈ Φx be an
unsatisfiable CNF. Let S′ be an assignment to V ar(x) \ V ar(par(x)). Pick a
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child y of x such that the y component Φ(y, CLy, Sy) of Φ(x,CL
′, S) through S′
is unsatisfiable (existing by Theorem 3). We call Φ(y, CLy, Sy) the successor of
Φ(x,CL′, S) through S′
As we will see in the proof of Theorem 2 below, the nodes of the resulting
RR correspond to unsatisfiable principal CNFs. Moreover, in case of two nodes
u and v corresponding to Φ(x,CL′, S) and Φ(y, CLy, Sy) such that the latter is
the successor of the former through a set S′ of literals, there is a path from u
to v whose edges are labelled with literals of S′. An obstacle to this approach
occurs when S′ = ∅: indeed, RRs cannot have unlabelled edges. We identified
the following two ways of overcoming this obstacle.
1. A global one. Upgrade the model of RR so that it can handle unlabelled
edge in some restricted circumstances sufficient to capture the above sit-
uation and show that the resulting model can be efficiently simulated by
the ordinary RR.
2. A local one. Principal CNFs having successors through ∅ are partitioned
into equivalence classes, a representative of each class is identified, and
nodes of the resulting RR correspond to the class representatives.
We believe that the obstacle as above is not serious enough to justify in-
troduction of a new proof complexity model. Therefore, we chose to follow the
local approach, which is formalised below.
Definition 7 (firm vs transient nodes) A node x ∈ V (T ) is firm if V ar(x)\
V ar(par(x)) 6= ∅. Otherwise, it is transient.
Proposition 3 Let x ∈ V (T ) be a transient non-leaf node. Let Φ(x,CL′, S) ∈
Φx be an unsatisfiable CNF. Then there is the unique sequence Φ(x1, CL
′
1, S1), . . . ,Φ(xq, CL
′
q, Sq)
of principal CNFs such that the following holds.
1. (x1, CL
′
1, S1) = (x,CL
′, S).
2. For each 1 ≤ i ≤ q − 1, xi is a transient node and xq is either a transient
node or a leaf.
3. For each 1 ≤ i ≤ q−1, Φ(xi+1, CL′i+1, Si+1) is the successor of Φ(xi, CL
′
i, Si)
through ∅.
We call Φ(x1, CL
′
1, S1), . . . ,Φ(x,CL
′
q, Sq) the transient chain of Φ(x,CL
′, S)
and Φ(xq, CL
′
q, Sq) is the representative of φ(x,CL
′, S).
Definition 8 (the firm successor) Let x ∈ V (T ) be a non-leaf node. Let
Φ(x,CL′, S) ∈ Φx be an unsatisfiable CNF. Let S′ be an assignment to V ar(x)\
V ar(par(x)). Let Φ(y, CLy, Sy) be the successor of Φ(x,CL
′, S) through S′.
Then the firm successor of Φ(x,CL′, S) is defined as follows. If y is a firm
node or a leaf then it is Φ(y, CLy, Sy). Otherwise it is the representative of
Φ(y, CLy, Sy).
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Definition 9 (The root and the firm root CNFs) Let rt be the root of T .
The root (principal) CNF is Φ(rt, ∅, ∅) (clearly this is just ϕ). The firm root
CNF is defined as follows. If rt is a firm node or a leaf then Φ(rt, ∅, ∅) is the
firm root CNF. Otherwise, it is the representative of Φ(rt, ∅, ∅).
Now we are going to design mechanism of labelling the leaves of the resulting
RR with clauses. The idea of labelling is the following. Suppose u is associated
with a CNF ψ having an empty clause C′. Let P be a path from the root to u.
Then u is labelled with clause C of ϕ such that C|A(P ) = C
′. The problem that
needs to be resolved is that of consistency of such a labelling. In particular, if
the given RR has two distinct paths P1 and P2 from the root to u then both
C|A(P1) and C|A(P2) must be equal C
′. Below we establish a mechanism for
ensuring consistency of the labelling.
We introduce the definition of an initial clause, prove consistency of this
definition in Lemma 7 and extend the mechanism to the case where the transient
nodes are ’contracted’.
Definition 10 (Initial clause) Let x ∈ V (T ) and let Φ(x,CL′, S) ∈ Φx. Let
C′ ∈ Φ(x,CL′, S). Then the initial clause of C′ w.r.t. (x,CL′, S) denoted by
ICx,CL′,S(C
′) is a clause C ∈ ϕ such that the following is true.
1. C /∈ CL′.
2. C is not satisfied by S.
3. Proj(C, V ar(Tx))|S = C′.
Note that such a clause must exist for otherwise C′ cannot be a clause of
Φ(x,CL′, S). If there are several suitable clauses, pick an arbitrary one. The
subscript of IC can be omitted if clear from the context.
Definition 11 (Chain of principal CNFs.) Let x1, . . . , xq be a path of T
where x1 is the root of T . Let Φ(x1, CL
′
1, S1), . . .Φ(xq, CL
′
q, Sq) be principal
CNFs of x1, . . . , xq respectively and let S
′
1, . . . , S
′
q−1 be assignments to V ar(x1)\
V ar(par(x1)), . . . V ar(xq−1)\V ar(par(xq−1)) respectively such that Φ(xi+1, CL′i+1, Si+1)
is the xi+1-component of Φ(xi, CL
′
i, Si) through S
′
i for 1 ≤ i ≤ q−1. In addition
we assume that Φ(x1, CL
′
1, S1) is the root CNF. We call Φ(x1, CL
′
1, S1), . . .Φ(xq, CL
′
q, Sq)
a chain of principal CNFs . We also call each S′i the connecting assignment for
Φ(xi, CL
′
i, Si) and S
′ =
⋃
i∈[q−1] S
′
i the accumulating assignment of the chain.
Lemma 7 Let P be a chain of principal CNFs with S′ being the accumu-
lating assignment. Let Φ(xq , CL
′
q, Sq) be the last element of the chain, Let
C′ ∈ Φ(xq, CL′q, Sq) and let C = IC(C
′). Let S′ be the accumulating assign-
ment of P . Then C|S′ = C′.
Proof. Let P = Φ(x1, CL
′
1, S1), . . .Φ(xq, CL
′
q, Sq) and let S
′
1, . . . , S
′
q−1 be
the respective connecting assignments for Φ(x1, CL
′
1, S1), . . .Φ(xq−1, CL
′
q−1, Sq−1).
By the properties of one-sided decomposition, V ar(C) ⊆ V ar(Txq )∪V ar(x1)∪
· · · ∪ V ar(xq−1) = V ar(Txq ) \ V ar(xq−1) ⊎ (V ar(x1) ∪ · · · ∪ V ar(xq−1). It
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is not hard to observe that V ar(S′) = V ar(x1) ∪ · · · ∪ V ar(xq−1). Assume
that S′ does not satisfy C. Then C|S′ = Proj(C, V ar(Txq ) \ V ar(xq−1)) =
Proj(C, V ar(Txq ))|Sq = C
′, the last equality is by definition of ICxq,CL′q,Sq (C
′).
Thus the only thing that remains to be verified is that S′ does not satisfy C.
Claim 3 C does not appear in any CL′i.
Proof. Indeed, otherwise, we can identify the largest 1 ≤ r ≤ q such that
C ∈ CL′r. By definition, r 6= q, hence r < q. It follows that C ∈ CL(xr).
By the connectedness property of the tree decomposition, C ∈ CL(xi) for each
r ≤ i ≤ q. In particular, C ∈ CL(xr+1). By definition of xr+1-component,
C ∈ CL′r+1 in contradiction to the maximality of r. 
Assume that C is satisfied by S′. Then we can identify the smallest 1 ≤ r ≤
q − 1 such S′r satisfies C.
Let 1 ≤ t ≤ q be the smallest number such that C ∈ CL(xt). If t ≤ r
then by the connectivity property C ∈ CL(xi) for all t ≤ i ≤ q. In particular,
C ∈ CL(xr+1). By construction, C ∈ CL′r+1 in contradiction to the claim.
Assume now that t > r. This means that all the nodes whose bags contain
C are the nodes of Tt. Let ℓ ∈ S′r be a literal satisfying C. By the containment
property, there must be a node y such that C, V ar(ℓ) ∈ B(y). Clearly y ∈ V (Tt).
On the other hand, V ar(ℓ) ∈ B(xr), while xr /∈ Tt by assumption. By the
connectivity property, V ar(ℓ) ∈ B(i) for each r + 1 ≤ i ≤ t and hence (arguing
inductively along these numbers) ℓ ∈ Si for each such i. By definition of xt
component, C ∈ CL′t in contradiction to the claim. 
Definition 12 (Chain of firm successors.) Let Φ(x1, CL
′
1, S1), . . .Φ(xq , CL
′
q, Sq)
be principal CNFs with nodes x1, . . . , xq−1 being firm and let S
′
1, . . . , S
′
q−1 be
assignments to V ar(x1) \V ar(par(x1)), . . . V ar(xq−1) \V ar(par(xq−1)) respec-
tively such that
• Φ(x1, CL′1, S1) is the firm root CNF.
• For each 1 ≤ i ≤ q − 1, Φ(xi+1, CL′i+1, Si+1) is the firm successor of
Φ(xi, CL
′
i, Si).
We call Φ(x1, CL
′
1, S1), . . .Φ(xq , CL
′
q, Sq) a chain of firm successors. As in the
case of chain of principal CNFs, S′i is referred to as the connecting assignment
for Φ(xi, CL
′
i, Si) and the union of all S
′
i as the accumulating assignment of the
chain.
Corollary 2 Let P be a chain of firm successors with S′ being the accumu-
lating assignment. Let Φ(xq , CL
′
q, Sq) be the last element of the chain, Let
C′ ∈ Φ(xq, CL′q, Sq) and let C = IC(C
′). Let S′ be the accumulating assign-
ment of P . Then C|S′ = C′.
Proof. It is not hard to see that there is a chain of P ∗ of principal CNFs
ending with Φ(xq, CL
′
q, Sq) such that P can be obtained from P
∗ by replacing
each maximal transient chain with the last element of the chain. Clearly for each
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element of P ∗ \P the connecting assignment is ∅. Hence S′ is the accumulating
assignment for P ∗. Hence, the corollary follows by application of Lemma 7 to
P ∗. 
Proof of Theorem 2. We construct a RR RR as follows. The principal
nodes of RR correspond to principal unsatisfiable CNFs of firm nodes of T . Let
Φ(x,CL′, S′) be such a CNF. If it contains the empty clause C′ then label the
corresponding node with IC(C′). Otherwise, make the node corresponding to
Φ(x,CL′, S′) the root of a decision tree D representing all possible assignments
to V ar(x) \ V ar(par(x)). Let P be a root-leaf path of D and let u be the
final node of P . If Φ(x,CL′, S′)|A(P ) contains an empty clause then let C
′ be
a clause of Φ(x,CL′, S′) such that C′|S′ = (). Label the node u with IC(C′).
Otherwise, note that by Corollary 1, x is not a leaf node and identify u with
the firm successor of Φ(x,CL′, S′) through A(P ). The last stage is trimming.
We identify the source node of the resulting RR. It is the node associated with
the firm root CNF. All the nodes not reachable from the source are removed.
Since all paths that go between two principal nodes, go from parent to child
in T , the underlying graph of RR is a DAG. Also note that, by construction,
each sink is associated with a clause. It remains to show the correctness of the
labelling.
Let u be a principal node of RR and let Φ(x,CL′, S′) be the principal
CNF associated with u. Let P be a path from the source to u. Then A(P ) is
the accumulated assignment for a chain of firm successors whose last element is
Φ(x,CL′, S′). This can be easily verified by induction on the number of interme-
diate principal nodes of P . Let C′ ∈ Φ(x,CL′, S′) and let C = ICx,CL′,S′(C′).
Then it follows from Corollary 2 that
Claim 4 C|A(P ) = C
′.
If u is a sink of RR then the correctness of its labelling by C is immediate
from the claim. Otherwise a sink v is a leaf of a decision tree D associated with
some principal node u. Let P ′ be the path from u to v in RR. By construction,
any path from the source to v is of the form P +P ′ where P is a path from the
source to u. Let Φ(x,CL′, S′) be the principal CNF associated with u. Again
by construction, v is labelled with C = ICx,CL′,S′(C
′) where C′ is a clause
of Φ(x,CL′, S′), C′|A(P ′) = (). By the above claim C|A(P ) = C
′ and hence
C|A(P )∪A(P ′) = () thus confirming the correctness of labelling.
It only remains to note that the total number of principal nodes is bounded
from above by O(2k). Taking into account the O(2k) size of decision tree per
node, the desired upper bound follows. 
We conclude with a conjecture that in Theorem 1 the primal treewidth can
be replaced by one-sided treewidth. We believe that this can be achieved by
an appropriate upgrade of the proof of Theorem 1. Formally, we state the
conjecture as follows.
Conjecture 1 There are a function f and a constant c such that the following
is true. Let ϕ be a CNF that can be turned into a CNF of one-sided treewidth
k by removal of at most p clauses. Then there is RR for ϕ of size f(p, k) ∗ nc.
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5 Discussion
In this paper we showed that RR is FPT on two restricted cases of CNFs of
bounded incidence treewidth. In this section we discuss possible research direc-
tions towards understanding the complexity of RR and Resolution in general on
CNFs of bounded incidence treewidth.
Our current working hypothesis is that RR is not FPT on CNFs of bounded
treewidth. In order to create a class of CNFs that is difficult for RR, it is
important to understand the structure of the underlying hypergraph that makes
it difficult for RR.
We believe that this understanding can be gained through considering De-
cision DNNFs [8]. Intuitively, a Decision DNNF is an FBDD equipped with
a decomposable AND gate. The decomposability means that such a gate can
serve as a conjunction only for functions that do not have variables in common.
The decomposable AND gives Decision DNNFs the power of ’parallelization’
that, like forgetting, allows efficient representation of CNFs of bounded primal
treewidth. Like for RR, the complexity of Decision DNNFs on CNFs of bounded
incidence treewidth is not known. We, however, think that it is important to
consider first a more restricted question.
Open question 1 Are there a function f and constant c such that for any
monotone CNF of incidence treewidth at most k can be represented by a Decision
DNNF of size at most f(k) ∗ nc?
The monotonicty means that if the above question is answered negatively,
it will be because of the underlying topology, not because of a tricky inter-
play between literals in different clauses. Clearly, such a question cannot be
treated in the framework of proof complexity that requires the input CNFs to
be unsatisfiable.
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A Proofs of statements from Section 3
Proof of Lemma 3. For each variable x ∈ B(t) we verify that it occurs in S1
if and only if it occurs in S2. Moreover, if x occurs in S1 then its occurrence
in S2 has the same sign as that in S1. In the following case analysis, for every
case but the first one, the assumption is that the previous cases do not hold.
1. Assume first that MinBag(x) = t. Then x /∈ V ar(ST ) and hence not
assigned by S1 nor by S2.
2. Assume that x ∈ V ar(Trees′). By definition of treewidth, x belongs to
the bag of the root of some T ′ ∈ Trees′. Hence x ∈ V ar(SL) and (since
SL ⊆ S1 ∩ S2) has the same occurrence in S1 and in S2.
3. x /∈
⋃
i∈[p] V ar(Ci). Since x /∈ V ar(Trees
′), the only reason why x can
occur in S1 or in S2 is that x occurs in some long cause (subject to some
extra conditions). As this is not the case, we conclude that x does not
occur in S1 nor in S2.
4. There is C ∈ {C1, . . . , Cp} \ C′ such that x ∈ V ar(C). As the first
case does not hold, x ∈ V ar(ST ). Since neither S1 nor S2 satisfy C, by
definition of an interesting pair, x occurs n both of them and the sign of
the occurrence is opposite to the one in C.
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5. It remains to assume that x occurs in some long clauses and each such
clause belongs to C′. As x /∈ V ar(Trees′), for each C ∈ C′ either
MinBag(x) < F (C) or MinBag(x) > F (C) (meaning that that first
bag of x occurs before all the bags of the satisfying tree of C or after all
of them). Assume that the former case holds for some C ∈ C′. Then, by
definition of an interesting pair, x is assigned by both S1 and S2 and its
occurrence is opposite to the one in C. If the former case does not hold
MinBag(x) > C for each C ∈ C′ containing x (and remember that there
are no other long clauses containing x). It follows that neither S1 nor S2
assign x.

Proof of Lemma 4. We define Ext(DT ) using the following algorithm.
1. If U(DT ) = ∅ then Ext(DT ) = {∅}
2. If Tt contains a satisfying tree of DT as a subtree then Ext(DT ) is the
family of all sets of literals over U(DT ).
3. Else, let U1(DT ) be subset of U(DT ) consisting of variables occurring in
clauses {C1, . . . , Cp} \C′. If U1(DT ) = ∅ then Ext(DT ) = {∅}.
4. Else, let S1 be the family of all stes of literals over U1(DT ) and let
U2(DT ) = U(DT ) \ U1(DT ). For each S1 ∈ S1, S2(S1) is defined
as follows. If S1 satisfies at least one clause of {C1, . . . , Cp} \ C′(DT )
then S2(S1) is the family of all sets of literals over U2(DT ). Otherwise,
S2(S1) = {∅}. Then Ext(DT ) = {S1 ∪ S2|S1 ∈ S1, S2 ∈ S2(S1)}.
The first statement of the lemma immediately follows from the definition.
The second statement is also straightforward from the definition with the only
thing to notice that in the last case the variables of U1(DT ) must be ordered
before the variables of U2(DT ).
To prove the other two statements, we need an auxiliary claim.
Claim 5 1. Assume that (ST, S0) be an interesting pair satisfying C ∈ {C1, . . . , Cp}.
Let S be a set of literals such that S0∪S is a set of literals (that is, S0∪S
does not contain a variable and its negation). Assume that S0 satisfies C.
Then MinBag(S0 ∩ C) =MinBag((S0 ∪ S) ∩ C).
2. With the data as in Statement 1, let t is the immediate successor of ST ,
V ar(S) ⊆ B(t). Assume that S0 ∪ S satisfies C while S0 does not. Then
MinBag((S0 ∪ S) ∩ C) = t.
3. STrees(ST, S0)∩ Trees(ST + t, S0 ∪ S) = STrees(ST + t, S0 ∪S) \ {Tt}.
4. Tt is a satisfying tree of (ST + t, S0∪S) if and only if one of the following
two statements holds.
(a) There is C ∈ {C1, . . . , Cp} such that MinBag((S0 ∪ S) ∩C) = t.
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(b) One of the children of Tt is a satisfying tree for (ST, S).
Proof. The items below provide proofs for the corresponding statements in
the claim.
1. If we do not take into account the definition of an interesting pair then
the considered statement is not necessarily true: S may occupy an earlier
bag missed by S0. However, the definition of interesting pair implies that
such a bag cannot be missed! This is because such a bag being before the
satisfying bag is already fully assigned by S0.
2. All variables of C occurring in bags prior to t are determining w.r.t. S0 and
hence assigned by S0 with literals opposite to their respective occurrences
in C.
3. Let T ′ ∈ STrees(ST, S0) ∩ Trees(ST + t, S0 ∪ S). This means that T ′
contains MinBag(S0 ∩ C) for some C ∈ {C1, . . . , Cp}. By Statement 1,
this earliest bag is preserved regarding S0 ∪ S. Conversely, suppose that
T ′ ∈ STrees(ST+t, S0∪S)\{Tt}. That isMinBag((S0∪S)∩C) ∈ V (T ′).
It follows that MinBag((S0 ∪ S)∩C) < t. By Statement 2, C is satisfied
by S0. By Statement 1, MinBag(S0, C) = MinBag((S0 ∪ S) ∩ C) and
hence T ′ ∈ STrees(ST, S0) ∩ Trees(ST + t, S0 ∪ S).
4. If a) holds then Tt is a satisfying tree by definition. Otherwise, by State-
ment 1 of the claim the MinBag((S0 ∩ S) ∩ C) is a vertex of Tt.
Assume now that Tt is a satisfying tree of (ST + t, S0 ∪ S) and that a)
does not hold. This means that there is a clause C ∈ {C1, . . . , Cp} such
that MinBag(ST + t, S0 ∪S) is a node of a child T ∗ of Tt. By Statement
2 of the claim C is satisfied by S0, hence by Statement 1 of the claim the
minimal satisfying bag for C w.r.t. S0 is the same w.r.t. S0∪S and hence
T ∗ is the satisfying tree for C w.r.t. (ST, S0).

Let us now prove the third statement of the considered lemma. In particular,
we are going to show that if S0 ∈ S(DT ) and S ∈ Ext(DT ) then (ST+t, S0∪S)
is an interesting pair.
In order to show this, we need to show that all three properties of an in-
teresting pair are satisfied. For the first one, we show that if a variable x of
V ar(ST + t) is determining w.r.t. S0∪S then it is assigned by S0 ∪S. We need
to consider only the cases when x is not a determining variable w.r.t. S0 because
otherwise it is assigned by S0. One such case is that MinBag(x) = t. In this
case, x is assigned by definition of Ext(DT ). We claim that no other cases can
occur. Indeed, suppose x ∈ V ar(ST ). One reason why x is not a determining
variable w.r.t. S0 is that x does not belong to any long clause. Clearly this
remains invariant for S0 ∪S. The other case is that each long clause containing
x is satisfied by S0 using a variable earlier than x. By Statement 1 of Claim 5,
this is preserved regarding S0 ∪ S.
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Assume now that x is a non-determining variable of V ar(ST + t) w.r.t.
(S0 ∪ S). We need to prove that it is not assigned by S0 ∪ S unless it belongs
V ar(Strees(ST+t, S0∪S)). Assume first that x ∈ U(DT ). Then, by description
of Ext(DT ), x is assigned only if Tt is a satisfying tree.
Otherwise, x is not assigned by S. Suppose that x is assigned by S0. We
claim that in this case x belongs to a satisfying tree of (ST + t, S0 ∪ S). First,
we need to exclude the ’abnormal’ possibility that x is a determining variable
w.r.t. S0 but somehow becomes not determining w.r.t. S0 ∪S. For that simply
observe that a variable cannot stop being determining as a result of adding
new literals to S0 simply because all variables of C earlier than x are assigned
by S0 (and hence cannot occur in S). This means that x ∈ V ar(T ′) where
T ′ is a satisfying tree w.r.t. (ST, S0). If T
′ ∈ Trees(ST + t, S0 ∪ S) then
T ′ ∈ Strees(ST + t, S0 ∪ S) by Statement 3 of Claim 5. Otherwise, T
′ is a
subtree of Tt and hence Tt belongs to Strees(ST + t, S0 ∪ S) by Statement 4 of
the claim.
The last condition of an interesting pair states that the roots of all Strees(ST+
t, S0 ∪S) are assigned. If Tt is such a tree then its root is assigned by construc-
tion. Otherwise, the considered tree is a satisfying tree w.r.t. (ST, S0) and hence
is assigned due to being (ST, S0) an interesting pair. Thus we have proved that
(ST + t, S0 ∪ S) is indeed an interesting pair.
We are now verifying the fourth statement of this lemma. In particular,
we assume that there is an assignment S1 such that (ST, S1) is an interesting
pair and DType(ST, S1) = DT . Let DT0 = DType(ST + t, S0 ∪ S), DT1 =
DType(ST + t, S1 ∪ S). We are going to show that DT0 = DT1. Clearly,
ST (DT0) = ST (DT1). Since S0 and S1 satisfy the same set of long clauses,
the same is true regarding S0 ∪ S and S1 ∪ S. The equality Trees′(DT0) =
Trees′(DT1) will follow from F (DT0) = F (DT1) that we are proving below.
Let C be a long clause satisfied by S0 ∪ S (and hence by S1 ∪ S). Assume
that C is not satisfied by S0. Then by Statement 2 of Claim 5, the satisfying
tree of C w.r.t. (ST + t, S0∪S) is Tt. Clearly, C is not satisfied by S1 and thus,
through item Statement 2 of Claim 5, we conclude that Tt is the satisfying tree
of C w.r.t. (ST + t, S1 ∪ S). It remains to assume that C is satisfied by S0
and hence by S1. Let T
′ be the satisfying tree of C w.r.t. (ST, S0) and w.r.t.
(ST, S1) Assume T
′ ∈ Trees(ST + t). Then by Statement 3 of Claim 5, T ′ is
the satisfying tree of C w.r.t. (ST + t, S0 ∪ S). and w.r.t. (ST + t, S1 ∪ S).
Otherwise, T ′ is a subtree of Tt and, by applying Statement 4 of Claim 5 to S0
and S1, we conclude that Tt is the satisfying tree of C w.r.t. both (ST+t, S0∪S)
and (ST + t, S1 ∪ S).
It remains to verify that SL(DT0) = SL(DT1). We already know that
Strees(ST + t, S0 ∪ S) = STrees(ST + t, S0 ∪ S) because Trees′(DT0) =
Trees′(DT1)). Hence, we only need to verify that for each T
′ ∈ STrees(ST +
t, S0 ∪ S) the variables in the bag of the root of T ′ have the same occurrence in
S0∪S and in S1∪S. It T ′ 6= Tt then by item (3) of Claim 5, T ′ ∈ STrees(ST, S0)
and hence its root variables are assigned in the same way by S0 and S1 (simply
because Dtype(ST, S0) = DType(ST, S1)). If T
′ = Tt then by Lemma 3 S0 and
S1 assign the same variables of B(t) and their respective occurrences are the
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same. The rest of the variables of B(t) are assigned by S and the assignment is
completely determined by DT . 
Proof of Lemma 5. Let S ∈ S(DT ). If C ∈ {C1, . . . , Cp}. If S ∪ S∗ does
not satisfy C then surely S does not. Also, it is easy to derive from Claim 5
that V ar(Trees′(DT )) ⊆ V ar(Trees′(DT ∗)). This means that, for any clause
C of ϕ, V ar(C)\V ar(Trees′(DT ∗)) 6= ∅, the same is true if DT ∗ is replaced by
DT . These two observations imply that if a clause is in Inv(DT ∗) for whatever
reason, then it is in Inv(DT ) due to the same reason thus confirming the first
statement.
With this in mind, let S ∈ S(DT ). S∗ ∈ Ext(DT ). Then the following
statements hold.
1. S∪S∗ ∈ S(DT ∗). This is immediate if SuccDT (S∗) is a firm node and can
be verified by inductive application of Succ along the transitive sequence
of SuccDT (S) otherwise.
2. ϕDT∗ is modular subCNF of ϕ|S∪S∗ by Lemma 2.
3. ϕDT∗ is a subCNF of ϕDT |S∗ . Indeed, ϕDT∗ = Inv(DT ∗)|S∪S∗ and
ϕDT |S∗ = (Inv(DT )|S)|S∗ = Inv(DT )|S∪S∗ and the claim follows from
the first statement of the lemma. This means it only remains to prove
that for each clause C∗ ∈ ϕDT∗ and C ∈ ϕDT |S∗ \ ϕDT∗ , C and C
∗ do
not have variables in common.
4. However ϕDT |S∗ = Inv(DT )|S∪S∗ is a clear subCNF of ϕ S ∪ S∗. Hence,
the clause C as in the previous item is also a clause of ϕ|S∪S∗ which is
variable disjoint with C∗ according to the second item in this list.

Proof of Lemma 6. Let S ∈ S(DT ), S∗ ∈ Ext(DT ). Partially reusing
the proof of Lemma 5, we observe that ϕ|DT∗ is a subCNF of ϕ|S∪S∗ . Moreover
ϕDT∗ includes all clauses C|S∪S∗ such that C ∈ {C1, . . . , Cp} and is not satisfied
by S ∪ S∗. Without these clauses, ϕ|S∪S∗ \ ϕDT∗ is of treewidth at most k by
definition. And, reusing the proof of Lemma 5 once again, we observe that
ϕDT,S∗ is a subCNF of ϕ|S∪S∗ \ ϕDT∗ and hence of bounded treewidth as well.
For the second statement, let S ∈ S(DT ). Then each C ∈ {C1, . . . , Cp} is
either satisfied by S or all of V ar(C) occur in S with their respective occurrences
opposite to those in C, hence C|S is an empty clause. This means that the
treewidth of ϕDT is upper-bounded by the treewidth of (ϕ \ {C1, . . . , Cp})|S
which is clearly at most k. 
B Proof of Theorem 3
Due to the one-sidedness for each clause C′ ∈ Φ(x,CL′, S) exactly one of the
following conditions is true
1. V ar(C′) ⊆ B(x).
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2. There is exactly one child y of x such that V ar(C′)∩ (V ar(Ty) \Bx) 6= ∅.
Let us call such a clause a y-clause.
If V ar(C′) ⊆ B(x) and C′ is not satisfied by S′ then C′|S′ is an empty
clause. If such a case occurs then we are done. In the rest of the proof, we
assume that this is not the case.
It follows that Φ(x,CL′, S)|S′ is the conjunction of CNFs ψy for each child
y of x such that the clauses of each ψy are all C
′
S′ such that C
′ is a y-clause of
Φ(x,CL′, S) not satisfied by S′. Note that if y and z are two different children of
x and C1 and C2 are, respectively, y and z-clauses then all of their common vari-
ables (if any) belong to B(x). Hence (C1)|S′ and (C2)|S′ cannot have common
variables. We conclude that each ψy s a modular subCNF of Φ(x,CL
′, S)|S′ .
Since Φ(x,CL′, S)|S′ is unsatisfiable, one of ψy must be unsatisfiable. It remains
to prove that each ψy s the y-component of Φ(x,CL
′, S) through S′.
Denote the y component by Φ(y, CLy, Sy). The remaining proof amounts
to proving the following two statements.
1. Each clause of ψy is a clause of Φ(y, CLy, Sy).
2. Each clause of Φ(y, CLy, Sy) is a clause of ψy.
Let C′ ∈ ψy. It follows that there is an y-clause C′′ of Φ(x,CL′, S) such
that C′ = C′′|S′ . But where did the clause C
′′ come from? By definition,
there is a clause C ∈ ϕ, having non-empty intersection with V ar(Tx), not
contained in CL′, and not satisfied by S such that C′′ = Proj(C, V ar(Tx))|S .
Taking into account that V ar(S) = V ar(x) \ V ar(Par(x)), we can write C′′ =
Proj(C, V ar(Tx)\V ar(par(x)). Since C′′ is a y clause, we can replace V ar(Tx)
by V ar(Ty) ∪ V ar(x). Thus we obtain C′′ = Proj(C, V ar(Ty) ∪ V ar(x) \
V ar(par(x))). Taking into account that V ar(S′) = V ar(x) \ V ar(par(x)) and
that (V ar(x) ∪ V ar(par(x)) ∩ V ar(Ty) = V ar(x) ∩ V ar(Ty), we obtain the
following.
C′ = C′′|S′ = Proj(C, V ar(Ty) ∪ V ar(x) \ V ar(par(x))|S′ =
Proj(C, V ar(Ty) ∪ V ar(x) \ [V ar(par(x) ∪ (V ar(x) \ V ar(par(x)))]) =
Proj(C, V ar(Ty) \ V ar(x)) = Proj(C, V ar(Ty) \ V ar(par(y))) =
Proj(C, V ar(Ty))|Sy (1)
where the last equality follows because Sy ⊆ S ∪ S
′ and hence does not satisfy
C.
To confirm the first statement, it remains to verify that C /∈ CLy. Indeed,
by assumption, C /∈ CL′ and all the clauses of CLy \ CL′ are satisfied by S′
which is not the case regarding C by assumption.
For the second statement, assume that C′ ∈ Φ(y, CLy, Sy). This means that
there exists C ∈ ϕ with V ar(C) ∩ V ar(Ty) 6= ∅ such that C /∈ CLy, C is not
satisfied by Sy and C
′ = Proj(C, V ar(Ty))|Sy .
Note that C /∈ CLy implies that C /∈ CL
′ and that C is not satisfied by
S ∪ S′. In particular, this means that C′′ = Proj(C, V ar(Tx))|S is a clause of
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Φ(x,CL′, S). Clearly, C′′ is a y-clause. Then, starting the reasoning of (1) from
the second item, we conclude that C′′S′ = Proj(C, V ar(Ty))|Sy which is C
′ by
definition. Hence, C′ ∈ ψy.
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