Designing practical control strategies for opinion dynamics of social size has never been an easy job. It requires the control law cannot 1) be implemented on all individuals of the society; 2) rely on the specific opinion values of the social system. Thanks to the emerging studies on noise-induced consensus of opinion dynamics, the noise-based intervention strategy seems meet the above two requirements and displays its potential in social control, yet its general theory still lacks. In this paper, we establish a theoretical analysis on the noise-based control strategy where only part of agents are affected by randomly generated noises. That is, no matter how many agents (even only one) receive noise, the system will a.s. achieve quasi-consensus in finite time, and the critical noise strength is obtained. The result provides solid ground for implementing social control using noise.
Introduction
During the past decades, opinion dynamics have drawn increasing attention from various areas, including social science, mathematics, information theory, and so on [1, 2] . In social dynamics, implementing social control to induce the opinion consensus is a central issue and studies on opinion control have appeared [3, 4] . However, designing a practical and effective intervention strategy for a social opinion system to realise agreement is never an easy job because of two main obstacles. For one thing, the traditional control theory has a shortcoming in social control, since the traditional control scheme usually requires some kind of "precise" information of the system states, while it is nearly impossible to acquire the accurate opinions of most individuals in a large social system. For another, also due to the large size of social system, one is hardly capable of putting control on every person in a society. Though the pinning control scheme can handle the control of large complex networks by controlling only part of agents, it still needs the precise information of system state [5] [6] [7] [8] . On account of these facts, some new intervention strategies which dispense with using system states and act on only part of individuals have to be developed in social control.
Very recently, some control strategies based on noise injection to enhance coordination or consensus in social networks have appeared [9, 10] . In [9] , a network coordination experiment which takes a local rule was conducted. After adding some noisy agents in the network, the coordination efficiency of the group was remarkably improved. In [10] , a simple noise injection scheme was designed to eliminate the disagreement of a divisive opinion system. In this strategy, via injecting tiny random noise to only one agent of a divisive opinion system generated by the local-rule based Hegselmann-Krause (HK) dynamics, it is proved that the cleavage of the system is eliminated and the opinions get synchronized. These noise-based control strategies meet the requires for a social control, however, a general theory is still absent in previous studies. Take the strategy in [10] for example, one shortage is that only one agent is allowed to receive noise, and what is more, the initial opinion state of the system has to be assumed beforehand while the effective noise strength relies on the group size and tends to be unpractically small when the group gets larger. The noise scheme in [10] is inspired by the previous studies on the noisy opinion dynamics which origins from some pioneering simulation researches [11] [12] [13] [14] [15] [16] [17] and lately gets theoretically proved for HK opinion dynamics [18] . However, the noise in [18] is added to all agents while the mathematical skill is inadequate to resolve the case of part agents.
In this paper, we aim to establish a general theoretical analysis for the noise-based control strategy of large social networks, where no prior assumption of initial opinion state is required and any part of individuals in the group can be intervened. Coinciding with the previous model line where a complex social system arises from some local rules by self-organization, here, we still take the HK dynamics which embodies a fundamental local rule for a social opinion network, and prove that given any initial states and any number of agents intervened by noise, the system will almost surely achieves quasi-consensus in finite time. Furthermore, the critical noise strength for quasi-consensus is obtained. To be specific, when only one agent is affected by noise, the critical noise strength is equal to the confidence threshold, while if more than two agents are intervened by noise, the critical noise strength is half the confidence threshold. These results provide a solid ground for the noise-based control strategy of social dynamics with large size.
The rest of the paper is organized as follows: section 2 presents some preliminaries and section 3 gives the main results of the paper; section 4 shows some simulation results to verify the main theoretical conclusion and some concluding remarks are given in section 5.
Model and definitions
Denote V = {1, 2, . . . , n} as the set of n agents, S ⊂ V the nonempty set of controlled agents. Let x i (t) ∈ [0, 1], i ∈ V, t ≥ 0 be the state of agent i at time t and ξ i (t), i ∈ S, t > 0 be noise control. The update rule of noise intervened HK dynamics takes:
where
and
is the neighbor set of i at t with ǫ > 0 representing the confidence threshold of the agents. Here, I i∈S is the indicator function which takes 1 or 0 according to i ∈ S or not, and | · | can be the cardinal number of a set or the absolute value of a real number accordingly.
To proceed, some preliminary definitions are needed.
Definition 2.1. Let G V (t) = {V, E(t)} be the graph of V at time t, and (i, j) ∈ E(t) if and only 
The definition of quasi-consensus of the noisy model (2.1)-(2.3) takes as in [18] :
we say the system (2.1)-(2.3) will reach quasi-consensus.
(ii) if P {d V ≤ ǫ} = 1, we say almost surely (a.s.) the system (2.1)-(2.3) will reach quasiconsensus.
(iii) if P {d V ≤ ǫ} = 0, we say a.s. the system (2.1)-(2.3) cannot reach quasi-consensus. 
Main Results
For simplicity, we first present a result of quasi-consensus for independent and identically distributed (i.i.d.) noises, then generalize the results with independent noises by a sufficient and a necessary condition. 
Conclusion (i) shows that if noise strength is no more than ǫ when |S| = 1 or ǫ/2 when |S| > 1 a.s., the system will a.s. achieve quasi-consensus in finite time; Conclusion (ii) states that when noise strength has a positive probability to exceed ǫ when |S| = 1 or ǫ/2 when |S| > 1, the system will not reach quasi-consensus. This implies ǫ when |S| = 1 and ǫ/2 when |S| > 1 are the critical noise strengths to induce a quasi-consensus. (i) and (ii) can be directly derived from the following Theorems 3.2 and 3.9, which present a sufficient condition and a necessary condition for independent noises respectively. Theorem 3.2. Suppose {ξ i (t), i ∈ V, t ≥ 1} are independent and satisfy: i) In the following, we only consider the case |S| > 1, and the proof of the case |S| = 1 can be obtained similarly. 
In what follows, the ever appearing time symbols t (or T , etc.) all refer to the random variables t(ω) (or T (ω), etc.) on the probability space (Ω, F, P ), and will be still written as t (or T , etc.) for simplicity.
Lemma 3.5. [18] Suppose the non-degenerate zero-mean random noises {ξ
i (t), i ∈ V, t ≥ 1} are i.i.d. with Eξ 2 1 (1) < ∞ or independent with inf i,t Eξ 2 i (t) > 0 and sup i,t |ξ i (t)| < ∞, a.s.. If a.s. there exists a finite time 0 ≤ T < ∞ such that d V (t) ≤ ǫ for t ≥ T , then it a.s. occurs x i (t) = 0 i.o. and x i (t) = 1 i.o. for i ∈ V.
Lemma 3.6. For the system (2.1)-(2.3) with conditions of Theorem 3.2 i), if there exists a finite time
0 ≤ T < ∞ such that d V (T ) ≤ ǫ, then on {T < ∞}, we have d V (t) ≤ 2δ for all t > T . Proof. Denote x i (t) = |N (i, x(t))| −1 j∈N (i,x(t)) x j (t), t ≥ 0,
and this denotation remains valid for the rest of the context. If
Since |ξ i (t)| ≤ δ a.s., we obtain a.s.
Repeating (3.1) and (3.2) yields the conclusion.
Lemma 3.7. For system (2.1)-(2.3) with conditions of Theorem 3.2, if at the initial moment there exist subsets
Proof. At the initial moment, the systems forms 2 separated subgroups V 1 , V 2 of which one is not neighbors to the other. By (2.1),
Before one subgroup enters the neighbor region of the other, for each i ∈ V, we have
Suppose max i∈V 1 x i (0) < min i∈V 2 x i (0), and consider the following noise protocol: for t ≥ 0,
Under the protocol (3.4), it is easy to check that before one subgroup enters the neighbor region of the other, and by (3.3), we have 5) suggesting that after each step, the maximum difference of opinion values decreases at least a n . This implies there must exist a constantL 0 ≤
such that under the protocol (3.4),
From momentL 0 + 1, design the following protocol:
Since d V (L 0 ) ≤ ǫ by (3.6), we can check that for each i ∈ S, under the protocol (3.7), either
or both hold, implying it is neighbor to agents with extreme opinion. By (2.1), we know that (3.5) also holds. This implies there exists a constantL
By independence of ξ i (t), i ∈ V, t ≥ 1, we know that the probability of the protocol (3.4) occurringL 0 times and protocol (3.7) occurringL 1 times is no less than p |S|(L 0 +L 1 ) > 0. Moreover, under the protocols (3.4) and (3.7), by Lemma 3.3, it holds min i x i (t) ≥ min i x(0), max i x i (t) ≤ max i x i (0) for 0 ≤ t ≤L 0 +L 1 . Let L 0 =L 0 +L 1 , p 0 = p nL 0 and consider Lemma 3.6, then we obtain the conclusion.
Lemma 3.8. Suppose the noise satisfies the conditions of Theorem 3.2 i), then for any
Proof. If d V (0) ≤ ǫ, the conclusion holds directly from Lemma 3.6. Now we consider the case of d V (0) > ǫ, and use the method of induction. Note that there exist constants a ∈ (0, δ), p ∈ (0, 1) such that P {ξ i (t) ≥ a} ≥ p and P {ξ i (t) ≤ −a} ≥ p. When n = 2, consider the following noise protocol: for i ∈ S, if x i (0) ≤
. It can be easy seen that under the protocol, the opinion difference of the two agents will decrease at least a for each step. If d V (1) ≤ ǫ, we obtain the conclusion by taking L 2 = 1, p 2 = p 2 since the above protocol occurs with probability no less than p 2 . Otherwise, letL = 1−ǫ a and continue the above protocolL times, then we know that there must exist a constant L 2 ≤L such that d V (L 2 ) ≤ ǫ. By independence of ξ i (t), i ∈ V, t ≥ 1, we can take p 2 = p 2L , then the conclusion holds for n = 2. Suppose the conclusion holds for n = k ≥ 2, now we consider the case of n = k + 1.
Let
x j (t), and consider the following noise protocol:
By Lemma 3.3, it is easy to check that under the protocol (3.9), min j∈V x j (t) is nondecreasing, and max j∈V x j (t) is nonincreasing. LetT 0 be the first moment when the graph of the system (2.1)-(2.3) is not connected under the protocol (3.9). We can prove that if the graph of (2.1)-(2.3) keeps connected under the protocol (3.9), the system will a.s. reach quasi-synchronization in a constant periodL 0 = 2n
(The proof of this fact will be given in Appendix as Lemma .1). Then we know that P {L 0 ≤T 0 < ∞} = 0. Without loss of generality, supposeT 0 = 0 a.s., i.e., at the initial moment, the system is not connected, and denote the two subgroups as V 1 and V 2 , then no agent in group V 1 is the neighbor of agents in V 2 , and vice versa. Suppose max iV 1 x i (0) < min i∈V 2 x i (0).
First consider the case when there is no agent controlled by noise in one of the two subgroups, say V 1 . By Lemma 3.4, there is a constantL 1 such that V 1 converges inL 1 . By assumption, there is a constantL 2 such that V 2 achieves quasi-consensus inL 2 with a positive probabilityp 2 . IfL 1 ≤L 2 , by Lemma 3.7, there exist constants
, then the conclusion holds for n = k + 1. Otherwise, ifL 1 >L 2 , consider the following noise protocol: for i ∈ S,L 2 < t ≤L 1 , ξ i (t) ∈ [a, δ]. By Lemma 3.3, we know that during the period fromL 2 + 1 toL 1 , V 1 and V 2 will not enter the neighbor region of each other, and V 1 reaches convergence inL 1 while V 2 keeps quasi-consensus. In a word, V 2 reaches quasi-consensus inL 1 with a positive probabilityp 2 p |S|(L 1 −L 2 ) . Recalling Lemma 3.7 and the former argument of the caseL 1 ≤L 2 , we know the conclusion holds for n = k + 1 whenL 1 >L 2 . Hence the conclusion holds when there is only one subgroup controlled by noise. Now we consider the case when both V 1 and V 2 are intervened by noise. By assumption, there exist constantsL 1 ,L 2 > 0 and 0 <p 1 ,p 2 < 1, such that V 1 achieves quasi-consensus in L 1 with probabilityp 1 and V 2 achieves quasi-consensus inL 2 with probabilityp 2 . IfL 1 =L 2 , the conclusion holds by Lemma 3.7. SupposeL 1 ≥L 2 without loss of generality, and consider the following noise protocol: for i ∈ S V 2 ,L 2 < t ≤L 1 , ξ i (t) ∈ [a, δ]. By Lemma 3.3, we know that during the period fromL 2 + 1 toL 1 , V 1 and V 2 will not enter the neighbor region of each other, and V 1 reaches quasi-consensus inL 1 while V 2 keeps quasi-consensus. In a word, they both reach quasi-consensus inL 1 with a positive probability no less thanp 1p2
, then the conclusion holds for n = k + 1 when both of the subgroups are intervened by noise.
To sum up, the conclusion holds for n = k + 1. This completes the proof.
Proof of Theorem 3.2:
Define U (L) = {ω : (2.1)-(2.3) does not reach quasi-consensus in period L} and U = {ω : (2.1)-(2.3) does not reach quasi-consensus in finite time}. By Lemma 3.8, there exists constants
following the procedure of Lemma 3.8, it has
and hence,
3) can reach quasi-consensus in finite time} = 1 − P {U } = 1.
This completes the proof. ✷ Next we will present the necessary part of the noise induced consensus, which shows that when the noise strength has a positive probability of exceeding ǫ/2, the system a.s. cannot reach quasi-consensus. Proof. We only need to prove the independent case, while the i.i.d. case can be obtained similarly. For the independent case, we only need to prove that, for any constant
Hence, P {d V (T 0 + 1) ≤ ǫ} ≤ 1 − q 2 < 1. Similarly,
This completes the proof.
Simulations
In this part, we will present some simulation results to verify the main theoretical results in this paper. First, we present a fragmentation of noise-free HK model. Take n = 20, ǫ = 0.21, and the initial opinion values uniformly distributed on [0, 1]. Fig. 1 shows that the disagreement forms.
Then generate the random noises independently from a uniform distribution on [−δ, δ](δ > 0) and randomly select half of agents to be intervened by noise. By Theorem 3.2, when δ ≤ 0.5ǫ, the system will achieve quasi-consensus in finite time. Let δ = 0.1ǫ, then Fig. 2 shows the disagreement vanishes and the opinions get synchronized. Further, we take only one agent to be controlled, and the other conditions keep unchanged, then Fig. 3 shows that the system achieves quasi-consensus in finite time. 
Conclusions
In this paper, we established a rigorous theoretical analysis for the noise-based control strategy of large social networks where only part of agents are intervened by noise. The local rule based HK dynamics was taken as the model of complex social systems. It was rigorously proved that, given any initial opinions and no matter how many agents are intervened by noise, the noisy HK model will almost surely achieve quasi-consensus. The results provide solid theoretical ground for the design of noise-based control strategy of social networks, as well as other self-organizing systems with local rule. At last, we want to mention that stochasticity can play a beneficial role in social dynamics through various ways, such as randomness-induced cooperation discussed in [20] , which may promote more noise-based control strategies in social control. Proof. For convenience, we always number the agents from the smallest opinion value to the largest as 1 to n at each moment. Now we consider the smallest opinion value x 1 (t), t ≥ 0. Let K(t) = max{1 ≤ j ≤ n : x j (t) − x 1 (t) ≤ ǫ}, then
x i (t) + I 1∈S ξ 1 (t + 1).
(.
If 1 ∈ S at one moment, by Lemma 3.3, we know that after n such moments, x 1 (t) will increase at least a under protocol (3.9). If some agent i ∈ S is a neighbor of agent 1 at moment t and also at t + 1, by Lemma 3.3 and (.1), we know that at t + 1 x 1 (t) will increase at least a/n under protocol (3.9). Now we consider the case when agents 1 and all its neighbors at t are not in S.
be a constant. Now we will show that if there is a moment t such that x 1 (t + 1) − x 1 (t) ≤ d 0 , then x 1 (t + 2) − x 1 (t + 1) ≥ d 0 . By (.1), it has x 1 (t + 1) − x 1 (t) = 1 K(t)
Since the graph is connected, by the definition of K(t), we know that ǫ − K(t)d 0 < x K(t)+1 (t) − x K(t) (t) ≤ ǫ. Hence by (2.1) and Lemma 3.3,
x K(t) (t + 1) − x K(t) (t) = 1 |N (K(t), x(t))| j∈N (K(t),x(t)) (x j (t) − x K(t) (t)
(x j (t) − x K(t) (t)) + x K(t)+1 (t) − x K(t) (t)
This implies that at t + 1 the agent K(t) will be more than K(t)d 0 apart from agent 1. If agent K(t) is still a neighbor of agent 1 at t + 1, by (.2), we have x 1 (t + 2) − x 1 (t + 1) ≥ d 0 . Otherwise, repeating the above procedure no more than n times, the opinion value of agent 1 will increase no less than d 0 . In a word, after each moment when the opinion value of agent 1 increases less than d 0 , it will increase at least d 0 during the next n times. Let d = min{a, d 0 },L 0 = 2n
, then by Lemma 3.6, we know that the system will reach quasi-synchronization beforeL 0 .
