We consider a "configuration model" for random XORSAT which is a random system of n equations over m variables in F 2 . Each equation is of the form y 1 + y 2 + · · · + y k = b where k ≥ 3 is fixed, y 1 , y 2 , · · · are variables (not necessarily distinct) and b ∈ F 2 . The equations are chosen independently and uniformly at random with replacement. It is known [5, 4, 8] that there exists ρ k such that m/n = ρ k is a sharp threshold for the satisfiability of this system. In this note we show that for the configuration model, the width of SAT-UNSAT transition window for random k-XORSAT is Θ(n −1/2 ) and also derive the exact scaling function.
Introduction
Consider a random instance of a system of n equations over m variables in F 2 as follows. The j-th equation (j ∈ [n]) is of the form y ; b j )'s are also independent. We refer to this system as E k,m,n . A natural object of interest related to E k,m,n is: P k (m, n) = P(E k,m,n is solvable in F 2 ) .
It is known that P k (m, n) exhibits a sharp phase transition around a critical value ρ k of the ratio m/n when k ≥ 3. More precisely, lim m,n→∞;m/n→ρ P k (m, n) = 1 or 0 accordingly as ρ > ρ k or < ρ k respectively. This was first shown by Dubois and Mandler [5] for k = 3 and independently by Dietzfelbinger et. al. [4] and Pittel and Sorkin [8] for all k ≥ 3. In this paper we determine the finite size scaling behavior of P k (m, n) around the threshold ρ k . Our main result is the following theorem. Theorem 1.1. Let k ≥ 3 and m = ⌊nρ k + rn 1/2 ⌋ for some r ∈ R. There exist positive numbers s k , C * k depending only on k and a positive constant c * such that for all large enough n P k (m, n) − Φ(rs k ) ≤ C * k n −c * , where Φ(.) is the standard Gaussian distribution function.
Backgrounds and related works
The existence of a sharp threshold for satisfiability of random k-XORSAT for general k ≥ 3 was established separately by Dietzfelbinger et. al. [4] and Pittel and Sorkin [8] . Their approaches are somewhat different and for the purpose of this paper we will discuss the latter work in particular. In their paper Pittel and Sorkin first derived a similar threshold for what they called a "constrained" k-XORSAT model (introduced by Dubois and Mandler in [5] ) where the system of equations is uniformly random over the subclass of systems in which each variable appears at least twice. They found the critical ratio of the number of variables to number of equations for this constrained setup as 1. The threshold ρ k for unconstrained model was then derived as the variables-equations ratio such that the same in the core of the associated hypergraph approaches 1 in probability as n becomes large (see section 2, first paragraph for a detailed discussion). They refined their result for the constrained setup ( [8, Theorem 2] ) to include cases when m − n wanders off to ∞ or −∞ arbitrarily slowly. This sharp transition implies the scaling factor for the transition window should be n −1/ν if the typical fluctuation in the difference between number of variables and equations in the core is Θ(n 1−1/ν ) for some ν > 1. As a candidate for the scaling exponent ν, numerical simulations [7] seem to suggest the value ν = 2 for k = 3. This is also the lower bound (assuming existence) proved in [12] for a class of problems including random XORSAT. Among other problems in the class perhaps the most relevant for us is the appearance of a non-empty core in random k-uniform hypergraphs. For this problem the lower bound was indeed found to be the true scaling exponent (see [2, 3] ). A refined scaling law was established by Dembo and Montanari in [3] where they analyzed a naive algorithm for obtaining the core. In the same paper they remarked (see [3, Remark 2.6] ) that their techniques were applicable to a wide variety of properties of the core "in the scaling regime" ρ = ρ c + rn −1/2 where ρ c is the threshold for the appearance of core. In this note we use the tools developed in [3] to determine the asymptotic distribution of the difference between number of variables and equations in the core (see Proposition 2.6) in a different regime namely when ρ n approaches the satisfiability threshold ρ k . Combined with the result of [8] this then yields the scaling law of random k-XORSAT.
Remark 1.2. The usual random model for k-XORSAT is where each of the n-equations' k variables are drawn uniformly without replacement from the set of all m variables. In contrast we work with a configuration model in this paper which allows same variable to appear multiple times in an equation. A similar model was considered in [8] for the constrained set up (see section 3). In fact the bounds in [8, Theorem 2] were first derived for this configuration model which has the critical threshold 1 and the uniformly random set up was subsequently tackled using them (see Lemma 7 and Corollary 8) . As a result the critical threshold for our model is same as ρ k . The main difficulty with the uniformly random model is the analysis of the core and is purely technical in nature (see [3, Remark 2.7] for more discussions on this). However we expect the finite size scaling behavior to be identical for these two models up to a renormalization of the scaling function.
A word on the organization
In section 2, we discuss the results from [3] and [8] that are relevant for the current paper and provide a sketch of our proof. In section 3 we discuss the properties of some ODE's which describe the evolution of a Markov process associated with the systems of equations leading to the core. Finally in section 4, we derive the asymptotic distribution of the difference between number of variables and equations in the core.
a hyperedge. The degree of a vertex in H k,m,n (or the variable it corresponds to) is the total number of times it occurs in all the hyperedges of H k,m,n counting repetitions. The 2-core (or simply the core) of H k,m,n is the maximal subhypergraph such that minimum degree of vertices in it is at least 2. In terms of E k,m,n it is the largest subsystem of equations such that any variable appearing in it appears at least twice. We will also refer to this subsystem as the core and the particular usage should be clear from the context. At each step the peeling algorithm removes an equation from the system which it picks uniformly from the set of all equations containing at least one variable of degree 1. It is easy to see that this algorithm stops at the core. We can naturally associate a Z 2 -valued process { − → z (τ ) = (z 1 (τ ), z 2 (τ )), n ≥ τ ≥ 0} with this algorithm, where z 1 (τ ) and z 2 (τ ) are respectively the number of variables of degree 1 and ≥ 2 after τ steps. As proved in [3, Lemma 3.1], this process is a time inhomogeneous Markov Process. Let us denote its transition probabilities as
For large n and "suitable" range of τ this transition kernel is well approximated ([3, Lemma 4.5]) by a simpler transition kernel given by,
where
where for x 2 > 0, λ is the unique positive solution of
so that p 0 + p 1 + p 2 = 1 whereas for x 2 = 0, p 1 and p 2 are set at 0 and 1 − p 0 respectively by continuity. We denote this transition kernel by W θ (∆ − → z | − → x ). In fact the definition can be extended to include all vectors in − → x ∈ R 2 by defining
where for each θ ∈ [0, 1) K θ : R 2 → K θ denotes the projection onto the convex set
A consequence of this approximation is that we can couple the Markov processes with kernels W + τ (.| − → z ) and W τ /n (∆ − → z | − → z /n) (and the same initial conditions) while keeping their "graphs" close to each other with high probability. In order to state this result precisely we need to introduce some notations and definitions. Let G k (n, m) denote the collection of all possible instances of H k,m,n and P G k (n,m) (.) denote the uniform distribution on the set. Define two Z 2 -valued Markov chains with distributions P n,ρ (.) and P n,ρ (.) respectively as follows:
+ such that z 1 + 2z 2 ≤ nk, and 0 otherwise. Coming to the transition kernels define
Now evolve the two Markov chains according to:
for τ = 0, 1, . . . , n − 1. Our original Markov process is not quite same as the one associated with P n,ρ (.). However, they coincide until the first time τ such that z 1 (τ ) = 0, i.e., when the peeling algorithm terminates at the core. For this reason whenever we mention the process { − → z (τ )} without any reference to its distribution, the latter is implicitly understood to be P n,ρ . Now we can state the lemma we were looking for.
Lemma 2.1. [3, Lemma 5.1] There exist finite C * = C * (k, ǫ) and positive λ * = λ * (k, ǫ), and a coupling between
, such that for any n, ρ ∈ [ǫ, 1/ǫ] and r > 0,
where τ * ≤ n denotes the first time such that ( − → z (τ * ), τ * ) / ∈ Q(ǫ) and for each ǫ > 0,
Another important ingredient is the asymptotic joint distribution of number of degree 1 and 2 vertices in H k,m,n . For − → µ ∈ R d and a positive definite d-dimensional matrix Σ, denote the d-dimensional Gaussian density of mean − → µ and covariance Σ by φ d (.| − → µ ; Σ). Entries of the vector − → z = (z 1 , z 2 ) denote the number of vertices of degree 1 and at least 2 respectively in a random graph drawn uniformly from G k (n, ⌊nρ⌋).
and denote by Q = Q(ρ) some positive definite matrix which we will specify later. Then, 
and sup
One immediate consequence of Lemma 2.2 is that n −1− → z (0) converges in probability to − → y (0). A natural question then is if we can say something similar about n −1− → z (nθ). If the convergence still holds, one and perhaps the only reasonable candidate for the limit would be lim n n −1 E − → z (nθ) = − → y (θ) (say). Since the transition kernel in (2.1) depends on − → z and τ only through the scaled variables − → x and θ, the gradient of − → y (θ) should roughly equal
where the expectations are with respect to the same kernel. We further get from (2.1) that this expectation is (−1
Thus the process { − → z (nθ)/n} 0≤θ<1 can be hoped to concentrate around the solution of the ODE,
with the initial condition − → y (θ) = − → y from (2.4). We denote the solution to (2.5) subject to the initial conditions (2.4) as − → y (θ, ρ) although the dependence on ρ will often be suppressed. We discuss the analytical properties of − → y (θ, ρ) in section 3, but for the time being let us precisely formulate the concentration of − → z around it. First we present a similar result for P n,ρ .
Lemma 2.3. [3, Lemma 5.2] For any k ≥ 3 and ǫ > 0 there exist positive η ≤ ǫ, and C 0 , C 1 , C 2 , C 3 , such that, for any n, ρ ∈ [ǫ, 1/ǫ] and τ ∈ {0, . . . , ⌊n(1 − ǫ)⌋},
is exponentially concentrated around its mean
is close to the solution of the ODE (2.5),
(c) ( − → z (τ ), τ ) ∈ Q(η) with high probability; more precisely,
Part (c) and Lemma 2.1 should give us analogous results for P n,ρ . This is confirmed by the following two corollaries.
Corollary 2.4 (Corollary 5.4., [3] ). For any ǫ > 0, there exists 0 < η < ǫ and positive, finite constants
Corollary 2.5. For any ǫ > 0, there exist finite, positive A = A(k, ǫ), C = C(k, ǫ), and a coupling between
Proof. This follows immediately from the previous corollary and Lemma 2.3.
In section 3 we show that there exists
where both of these partial derivatives are negative. Fluctuations of − → z (nθ k ) around − → y (nθ k ) are gained in nθ k stochastic steps, and are therefore should be of order √ n. We show in section 4 that the rescaled
√ n converges to a Gaussian random vector. Its covariance matrix Q(θ, ρ) = {Q ab (θ, ρ); 1 ≤ a, b ≤ 2} is the symmetric positive definite solution of the ODE: 6) where
r.t the transition kernel (2.1), i.e., the nonnegative definite symmetric matrix with entries
Like before we will omit ρ from the notation when its values is fixed in a context. The positive definite initial condition Q(0) for (2.6) is computed on the original graph ensemble, and is given by
where γ = k ρ . We can now state the following proposition whose proof will be the main focus of this paper. Proposition 2.6. Let − → ξ (r) is a bivariate Gaussian random vector of mean ∂ − → y ∂ρ r and variance Q (both evaluated at θ = θ k and ρ = ρ k ). Denote by n core , m core the number of equations and variables in the core of E k,m,n and by P core (.) their joint law. Then there exists a positive constant η such that for all A > 0, r ∈ R, and n large enough, if ρ n = ρ k + rn −1/2 , we have
and
The key to Proposition 2.6 is the construction of another Markov chain as in [3, 1) ), serves as a good approximation for the chain with transition kernel (2.1). This Markov chain is evolved as:
where τ n ≡ ⌊nθ k − n β ⌋, A τ ≡ I τ <τn A( − → y (τ /n, ρ), τ /n) and ∆ τ 's are independent random variables with mean − → F ( − → y (τ /n, ρ), τ /n) and covariance G( − → y (τ /n, ρ), τ /n). Denote by P n,ρ (.) the law of the R 2 -valued Markov chain { − → z ′ (τ )}, where − → z ′ (0) has the uniform distribution on the graph ensemble G l (n, m) for m ≡ ⌊nρ⌋, and
Then we have the following proposition regarding approximation of P n,ρ (.) by P n,ρ (.) which is a slightly modified version of [3, Proposition 5.5] and is central to proving Proposition 2.6.
2 ), there exist constants α, c and a coupling of the processes { − → z (.)} of distribution P n,ρ and { − → z ′ (.)} of distribution P n,ρ (.) such that for all n and |ρ − ρ k | ≤ n β ′ −1 , The main usefulness of this approximation lies in the following observation. Taking
for integers 0 ≤ σ ≤ τ (while B τ σ ≡ I in case τ < σ), we see that
is a sum of (bounded) independent random variables, hence of approximately Gaussian distribution which prepares the ground for Proposition 2.6. We are just steps away from proving Theorem 1.1. [3, Lemma 3.1] tells us that conditional on n core and m core i.e. the number of equations and variables in the core, the system is uniformly distributed on all possible instances of E k,mcore,ncore that has no variable with degree 1. Such a system of equations was called constrained k-XORSAT in [8] . Our very last ingredient is the following theorem proved from [8] (see the discussions in Remark 1.2). 
and m, n → ∞ with lim inf n/m > 2/k. Then, for any w(n) → +∞, if n+w(n) ≤ m then Ax = b is almost surely satisfiable, with satisfiability probability 1 − O(n −(k−2) + exp(−c ⋆ ω(n))), while if n ≥ m + ω(n) then Ax = b is almost surely unsatisfiable, with satisfiability probability O(2 −ω(n) ). Here c ⋆ is a positive constant.
Proof of Theorem 1.1: Theorem 1.1 now follows immediately from Proposition 2.6 and Theorem 2.8.
3 Solutions to ODE's (2.5) and (2.6)
In this section we will discuss the properties of the solutions to (2.5) and (2.6) which will be used repeatedly throughout our analysis. The results are based on the continuity of ( − → x , θ) → p a ( − → x , θ), a = 0, 1, 2 on the following compact subsets of R 2 × R + : The next proposition provides some important properties of the solutions for general ρ. Define for 
2)
(where γ = k/ρ). In particular, (θ, ρ) → − → y is infinitely continuously differentiable and
Using the previous two results we can now derive several important properties of the solution to (2.5) when ρ = ρ k .
, θ * (ρ) = 1− (1− e −λρ ) k where λ ρ is the maximum positive solution to ρ =
. Furthermore for these values of ρ, y 2 (θ * (ρ), ρ) = k f 1 (λρ) (1 − θ * (ρ)) where f 1 is the same function as in (2.3).
nonetheless twice continuously differentiable when considered on [0, θ k ] and [θ k , θ k +ǫ] separately for some ǫ > 0.
Proof. (a) Since h ρ,1 (u(0)) > 0 and h ρ,1 (u(1)) = 0 we have θ * (ρ) ∈ (0, 1] for all ρ > 0. Notice that
for u ∈ (0, 1). Writing − log(1 − u) = x ∈ (0, ∞) we find that,
Hence θ * (ρ) = 1 for ρ > max x>0
. This chain of equivalences also give us that
and λ ρ being the maximum positive solution to ρ =
. The expression for y 2 (θ * (ρ), ρ) now follows from a routine algebra:
(b) (I) [8, Theorem 16 ] tells us that
where λ k is the unique positive solution to f 1 (λ ρ ) = k. λ k > 0 since lim λ→0+ f 1 (λ) = 2 and k ≥ 3. Thus from part (a) we get
Since y 1 (θ k , ρ k ) = 0, we have around (2.3) ). Hence we can write
Thus in order to prove y ′ 1 (θ k ) < 0, we just need to show
So it suffices to show e λ k ≥ 1 + λ k + λ 2 k . But for x > 0,
On the other hand
(III) Part (b) of Proposition 3.2 already settles the θ ≤ θ k part. For θ ≥ θ k part, notice that from Lemma 3.1, Proposition 3.2 and the previous parts of the current proposition we get an ǫ ∈ (0, 1 − θ k ) such that
Hence for θ ∈ [θ k , θ k + ǫ] we have from (2.2) and (2.3) that
.
by Lemma 3.1, it suffices to prove that f
is continuously differentiable on [θ k , θ k + ǫ]. But we have already shown 
where − → y * (0) ≡ − → y (0, ρ) and A τ ≡ I τ <τn A( − → y (τ /n, ρ), τ /n). Also define the positive definite matrices
where B τ σ is same as in (2.13). (3.3) and (3.4) are discrete recursions corresponding to the mean and covariance of the process − → z ′ (.) of (2.11). The lemma below shows that − → y * (τ ) and Q τ are near the solutions of appropriate ODE's up to time τ n ≡ ⌊nθ k − n β ⌋ when ρ is near ρ k . The lemma and its proof are very similar to [3, Lemma 4.3] except for a few modifications. 
for some positive C = C(β, β ′ ). Furthermore, the matrices { B τ σ : σ, τ ≤ n} and their inverses are uniformly bounded with respect to the L 2 -operator norm (denoted . ) and
for all n. 
From the same proposition we also have that
Hence from Lipschitz continuity of p a ( − → x , θ), (a = 0, 1, 2) on q(ǫ), as given by Lemma 3.1, we get y 1 (θ, ρ k ) ≥ c 0 n β−1 for some positive c 0 = c 0 (ǫ) whenever 0 ≤ θ ≤ θ n = τ n /n. Combined with the fact that (θ, ρ) → − → y is Lipschitz continuous on (θ, ρ) ∈ [0, 1 − ǫ) × [ǫ, 1/ǫ] (part (a), Proposition 3.2), this further implies y 1 (θ, ρ) ≥ c 1 n β−1 for some positive c 1 = c 1 (ǫ, β, β ′ ) whenever 0 ≤ θ ≤ θ n , |ρ − ρ k | ≤ n β ′ −1 and n ≥ n 0 (ǫ, β, β ′ ). Consequently − → y ∈ q + (ǫ) for 0 ≤ θ ≤ θ n , |ρ − ρ k | ≤ n β ′ −1 and all such n. Hence by Lemma 3.1 we obtain that the entries of the matrices A τ are bounded uniformly in τ ≤ τ n , |ρ − ρ k | ≤ n β ′ −1 and n as before. From the expression of B τ σ in (2.13) we thus conclude that the matrices {B τ σ : σ, τ ≤ n} and their inverses are bounded w.r.t. the L 2 operator norm uniformly in |ρ − ρ k | ≤ n β ′ −1 and n. The remaining part of the proof can be completed by mimicking the same in [3] .
Gaussian approximation and the proof of Proposition 2.6
This section is devoted to proving Proposition 2.6. Notice that n core = n − τ c where τ c is the first time the process { − → z (τ )} hits the z 1 = 0 line and m core = z 2 (τ c ). Our goal is to estimate the distribution
We will begin with an approximation of the process − → z ′ (τ ) of (2.11) by a suitable Gaussian process. To this end let
Gaussian distribution with mean − → x and covariance A. We denote by P G n,ρ (.) the law of a R 2 -valued process { − → z ′′ (τ )} 0≤τ ≤n where − → z ′′ (0) has the uniform distribution P G k (n,⌊nρ⌋) on the graph ensemble G k (n, ⌊nρ⌋) and
and a positive semidefinite covariance matrix G ′ (θ k , ρ k ) whose both diagonal entries are G 11 ( − → y (θ k , ρ k ), θ k ). So for τ ≥ τ n , we modify the transition kernel as follows:
and a coupling between the processes { − → z ′ (τ )} of distribution P n,ρ (.) and { − → z ′′ (τ )} of distribution P G n,ρ (.) such that for all large n and |ρ − ρ k | ≤ n β ′ −1 ,
Proof. The key to this lemma is the fact that under certain conditions we can couple of partial sums of independent random vectors with the same for independent gaussian random vectors having similar moments. For the τ < τ n part we recall from (2.11) that − → z ′ (τ n ) − − → z ′ (0) can be written as a sum of independent random vectors. Then by a multidimensional version of a strong approximation result of Sakhanenko (see [13, Theorem 1.2] ), there exist a sequence of independent gaussian vectors ∆ ′ τ 's distributed like in (4.1), c 2 = c 2 (k) > 0 and α 0 = α 0 (k) such that:
for |ρ − ρ k | ≤ n β ′ −1 and all n. Furthermore ∆ ′ τ 's are independent with − → z ′ (0). [13, Theorem 1.2] requires some ellipticity conditions on the covariance matrices of the summands which follow in this case from the (easily verifiable) fact that p a ( − → y (θ, ρ), θ)'s are uniformly bounded away from 0 when 0 ≤ θ ≤ θ k /2 and |ρ − ρ k | ≤ n β ′ −1 .
For the τ ≥ τ n part, first notice that
where ∆ τ = (∆ τ,1 , ∆ τ,2 ). From part (a), Proposition 3.2 and Lemma 3.1, we get for |ρ − ρ k | ≤ n β ′ −1 , τ ∈ J n and all large n,
where C is a positive constant. Hence
Now by Kolmogorov's maximal inequality
we incur an error of at most n δ 1 with probability at least 1
Since ∆ τn+i,1 's are independent and uniformly bounded by 4k, we can apply Sakhanenko's refinement of the Hungarian construction (see [9, 10] ) to deduce the existence of a sequence of independent gaussian variables {∆ ′′ τ,1 } τ ≥τn 's such that
for some c 3 = c 3 (β, k) > 0 and α 1 = α 1 (β, k).
We claim that the process − → z ′′ (τ ) with increments ∆ ′ τ = (∆ ′ τ,1 , ∆ ′ τ,2 ) satisfy (4.3) for δ 1 , β ′′ and a suitable choice of α. We will justify this claim in two steps. First notice that, by Lipschitz continuity of G 11 (., .), there exists a positive constant C 7 such that
for all τ ∈ J n and |ρ − ρ k | ≤ n β ′ −1 . Writing
we notice that ∆ ′′′ τ,1 's are independent Gaussian variables with mean 0 and variance ≤ C 8 n 2β−2 for some positive constant C 8 . Hence by a similar application of Kolmogorov's inequality as in (4.5) we get
In view of (4.7) and the definition of ∆ ′ τ , it only remains to bound the following:
We can do this by applying Lemma 3.1 and Proposition 3.2, part (a), which gives us max τ ∈Jn τn≤t<τ We are interested in the behavior of {( − → z ′′ (τ ), τ )} τ ≥τn . After a little reshuffling we get the following decent expression:
where S τ = τ −1 τn ∆ ′ t,1 and the process {S τ } τ ≥τn is independent of − → ξ * which is defined as
Since we are dealing with first hitting times it is convenient to consider processes defined on R + . Also the presence of an implicit upper bound n on τ is inconvenient. To get around these issues we first extend the definition of the processes { − → z (τ )} and { − → z ′′ (τ )} beyond n. For the process { − → z (τ )} this is achieved by setting − → z (τ ) = 0 for τ ≥ n and for { − → z ′′ (τ )} we simply carry on (4.2) for all n. Now we extend these two processes to all t ∈ R + by linear interpolation. This minor change has some other technical advantages as well. Both the processes now almost surely hit the x = 0 line at finite time. Furthermore the minimum τ such that z 1 (τ ) = 0 is still τ c . Define τ G c for { − → z ′′ } as the first time t ≥ τ n such that z ′′ (τ ) = 0 if z ′′ (τ n ) ≥ 0 and τ n otherwise. The following lemma is an important intermediate step for our proof of Lemma 4.3 which shows that (z 2 (τ c ), τ c ) and (z 2 (τ G c ), τ G c ) are pretty close. This lemma is similar in essence to [3, Corollary 5.3] . z 1 (τ ) ≤ n β ′ } ∪ {z 1 (⌊nθ k + n β ⌋) ≥ −n β ′ } ≤ Ce −n η , all n and |ρ − ρ k | ≤ n β ′ −1 .
Proof. We showed in the proof of Lemma 3.4 that y 1 (θ, ρ) ≥ c 1 n β−1 for all 0 ≤ θ ≤ θ n , |ρ − ρ k | ≤ n β ′ −1 and large n. By part (b) of Lemma 2.3 we then get that for some C ′ = C ′ (β, β ′ ) > 0 and n large enough Ez 1 (τ ) ≥ ny 1 (τ /n, ρ) − C 1 n log n ≥ c 1 n β − C 1 n log n ≥ C ′ n β , whenever τ ∈ [0, nθ k − n β ] and |ρ − ρ k | ≤ n β ′ −1 . Now applying part (a) of Lemma 2.3, we get that for any η < (2β − 1)/2, some C ′′ = C ′′ (β, β ′ , η) > 0 and n large enough P n,ρ (z 1 (τ ) ≤ n β ′ ) ≤ P n,ρ (|| − → z (τ ) − E − → z (τ )|| ≥ C ′ n β /2) ≤ C ′′ e −n 2η , whenever τ ∈ [0, nθ k − n β ] and |ρ − ρ k | ≤ n β ′ −1 . Similarly we can derive a similar exponential bound on P n,ρ {z 1 (⌊nθ k + n β ⌋) ≥ −n β ′ }. The result now follows by applying a union bound over τ ∈ [0, nθ k − n β ] ∪ {⌊nθ k + n β ⌋}. 2 ) ≤ −A log n − n δ 2 − B 1 n −δ 3 ≤ P n,ρ z 2 (τ c ) − (n − τ c ) ≤ −A log n ≤ P G n,ρ (ξ * 1 + ξ * 2 ) ≤ −A log n + n δ 2 + B 1 n −δ 3 .
