Abstract. We present a sequential quadratic optimization (SQO) algorithm for nonlinear constrained optimization. The method attains all of the strong global and fast local convergence guarantees of classical SQO methods, but has the important additional feature that fast local convergence is guaranteed when the algorithm is employed to solve infeasible instances. A two-phase strategy, carefully constructed parameter updates, and a line search are employed to promote such convergence. The first phase subproblem determines the highest level of improvement in linearized feasibility that can be attained locally. The second phase subproblem then seeks optimality in such a way that the resulting search direction attains a level of improvement in linearized feasibility that is proportional to that attained in the first phase. The subproblem formulations and parameter updates ensure that near an optimal solution, the algorithm reduces to a classical SQO method for optimization, and near an infeasible stationary point, the algorithm reduces to a (perturbed) SQO method for minimizing constraint violation. Global and local convergence guarantees for the algorithm are proved under common assumptions and numerical results are presented for a large set of test problems.
1. Introduction. Sequential quadratic optimization (SQO) methods are known to be extremely efficient when applied to solve nonlinear constrained optimization problems [21, 29, 32] . Indeed, with an appropriate globalization mechanism, SQO methods can guarantee global convergence from remote starting points to feasible optimal solutions, or to infeasible stationary points if the constraints are incompatible. One of the main additional strengths of SQO is that in the neighborhood of a solution point satisfying common assumptions and an appropriate constraint qualification, fast local convergence to feasible optimal solutions can be attained.
Despite these important and well-known properties of SQO methods, there is an important feature that many contemporary SQO methods lack, and it is for this reason that the algorithm in this paper has been designed, analyzed, and tested. Specifically, in addition to possessing the convergence guarantees mentioned in the previous paragraph, we have proved that the algorithm proposed in this paper yields fast local convergence when applied to solve infeasible problem instances. The rapid detection of infeasibility is an important issue in nonlinear optimization research as many contemporary methods typically require an excessive number of iterations and/or function evaluations before being able to detect that a given problem instance is infeasible. As a result, modelers are forced to wait an unacceptable amount of time, only to be told eventually (if at all) that model and/or data inconsistencies are present. Rapid infeasibility detection is also important in areas including branch-and-bound methods for nonlinear mixed-integer and parametric optimization, as algorithms for solving such problems often require the solution of a number of nonlinear subproblems. Slow infeasibility detection by such algorithms can create huge bottlenecks.
The novel features of our algorithm are easily stated. Most importantly, it is an algorithm that possesses global and local superlinear convergence guarantees for feasible and infeasible problems without having to resort to feasibility restoration.
This feature, in that a single approach is employed for solving both feasible and infeasible problems, means that the algorithm avoids many of the inefficiencies that are often witnessed when contemporary methods are employed to solve problems with incompatible constraints. The second novel feature of our algorithm is that it is able to attain these strong convergence properties with at most two quadratic optimization (QO) subproblem solves per iteration. This is in contrast to recently proposed methods that provide rapid infeasibility detection, but only at a much higher per-iteration cost.
In the following section, we compare and contrast our approach with recently proposed SQO methods, focusing on properties of those methods related to infeasibility detection. We then present our algorithm in §3 and analyze its global and local convergence properties in §4. Our numerical experiments in §5 illustrate that an implementation of our algorithm yields solid results when applied to a large set of test problems. Finally, concluding remarks are the subject of §6.
We remark at the outset that we analyze the local convergence properties of our algorithm under assumptions that are classically common for analyzing that of SQO methods. We explain that our algorithm can be backed by similarly strong convergence guarantees under more general settings (see our discussion in §4.3), but have made the conscience decision to use these common assumptions to avoid unnecessary distractions in the analysis. Overall, the main purpose of this paper is to focus on the novelties of our algorithm -which include the unique formulations of our subproblems, our use of separate multiplier estimates for the optimization and a corresponding feasibility problem, and our unique combination of updates for the penalty parameter -which make it able to provide global and fast local convergence guarantees on both feasible and infeasible problem instances.
2. Literature Review. Our algorithm is designed to act as a SQO method for solving an optimization problem when it is feasible, and otherwise it is designed to act as a perturbed SQO method [12] for a problem to minimize constraint violation. In this respect, our method has features in common with those in the class of penalty-SQO methods [16] where search directions are computed by minimizing a quadratic model of the objective combined with a penalty on the violation of the linearized constraints. In such algorithms, if the penalty parameter is driven to an extreme value, then the algorithm transitions to solely minimizing constraint violation. We believe that this approach is reasonable, though there are two main disadvantages of the manner in which penalty-SQO methods are often implemented. One disadvantage is that the penalty parameter takes on all of the responsibility for driving constraint violation minimization. This leads to a common criticism of penalty methods, which is that the performance of the algorithm is too highly dependent on the penalty parameter updating scheme. The second disadvantage is that, if the penalty parameter is not driven to its extreme value sufficiently quickly, then convergence, especially for infeasible problems, can be slow. These disadvantages motivate us to design a method that reduces to a classical SQO approach for feasible problems, and where updates for the penalty parameter lead to rapid convergence in infeasible cases.
The penalty-SQO method proposed in [5] represents an immediate predecessor of our work. In particular, the approach in that paper is also proved to yield fast local convergence guarantees for infeasible problems. That method does, however, have certain practical disadvantages. The major disadvantage is that, particularly in infeasible cases, the method may require the solution of numerous QO subproblems per iteration. Indeed, near an infeasible stationary point, at least three QO subproblems must be solved. The first will reveal that for the current penalty parameter value it is not possible to compute a linearly feasible step, the second then gauges the potential progress toward linearized feasibility, and the third may produce the actual search direction. (Note that even more QO solves may be needed if, after the third, the conditions necessary for global convergence are not satisfied.) In contrast, the algorithm proposed in this paper solves at most two QO subproblems per iteration. It also relies less on the penalty parameter for driving constraint violation minimization, and involves separate multiplier estimates for the optimization and feasibility problems. This last feature of our algorithm -that of having two separate multiplier estimates -is quite unique for an optimization algorithm. However, we believe that it is natural as the optimization algorithm must implicitly decide which of two problems to solve: the given optimization problem or a problem to minimize constraint violation.
Our algorithm also has similarities with other multi-phase active-set methods that have been proposed over the last two decades. For instance, the method in [5] borrows the idea, proposed in [9] and later incorporated into the line-search method in [8] , of "steering" the algorithm with the penalty parameter. Consequently, that method at least suffers from the same disadvantages as the method in [5] when it comes to infeasibility detection. More commonly, multi-phase SQO methods have taken the approach of solving a first phase inequality-constrained subproblem -typically a linear optimization (LO) subproblem -to estimate an optimal active set, and then solving a second phase equality-constrained subproblem to promote fast convergence; e.g., see [6, 7, 11, 14, 15, 18] . A method of this type that solves two QO subproblems is that in [26] , though again the second phase subproblem in that method is equalityconstrained as it only involves linearizations of constraints predicted to be active at an optimal solution. Our algorithm differs from these in that we do no activeset prediction, and rather solve up to two inequality-constrained subproblems. The methods in [19, 20] involve the solution of up to three subproblems per iteration: one to compute a "predictor" step, one to compute a "Cauchy" step, and one to compute an "accelerator" step. In fact, various subproblems are proposed for the "accelerator" step, including both equality-constrained and inequality-constrained alternatives. Our algorithm differs from these in that ours is a line search method, whereas they are trust region methods, and our first-phase subproblem computes a pure feasibility step rather than one influenced by a local model of the objective. This latter feature makes our method similar to those in [3, 4] , though again our work is unique in that we ensure rapid infeasibility detection, which is not provided by any of these previously proposed methods besides that in [5] .
3. Algorithm Description. We present our algorithm in the context of the generic nonlinear constrained optimization problem
where f :
If the constraints of (3.1) are infeasible, then the algorithm is designed to return an infeasibility certificate in the form of a minimizer of the 1 infeasibility measure of the constraints; i.e., in such cases it is designed to solve
Here, for a vector c, we define [c] + := max{c, 0} and, for future reference, define [c] − := max{−c, 0} (both component-wise). The priority is to locate a stationary point for (3.1), but in all cases the algorithm is at least guaranteed to find a stationary point for (3.2) (i.e., a stationary point for v). Each iteration of our algorithm consists of solving at most two QO subproblems, updating a penalty parameter, and performing a line search on an exact penalty function. In this section, we present the details of each of these steps. Of particular importance is the integration of our penalty parameter updates around the QO solves as this parameter is critical for driving fast local convergence for infeasible instances. A complete description of our algorithm is presented at the end of this section.
We begin by describing the conditions under which our algorithm terminates finitely. In short, the algorithm continues iterating unless a stationary point for problem (3.1) has been found. We define such stationary points according to first-order
We prove in Lemma 4.5 in §4.1 that if the algorithm reaches this stage, then ρ k is strictly positive. Thus, if
If the algorithm has not terminated finitely due to this test of optimality, then the search direction d k is chosen as a convex combination of the directions obtained from subproblems (3.7) and (3.9). Given a constant β ∈ (0, 1), our criterion for the selection of the weights in this combination is
(3.10)
For w ∈ [0, 1], the reduction in l(·; x k ) obtained by
is a piecewise linear function of w. If ∆l(d k ; x k ) = 0, then by the formulation of (3.9), we have ∆l( d k ; x k ) = 0 and so (3.10) is satisfied by w = 0. Otherwise, if
, there exists a value w ∈ [0, 1) such that (3.10) is satisfied. We choose w k as the smallest value in [0, 1) such that (3.10) holds and set the search direction as
We have presented our techniques for computing the primal search direction d k as well as new multiplier estimates λ k+1 and λ k+1 . Within this discussion, we have accounted for finite termination of the algorithm and highlighted certain results of our step computation procedure (e.g., (3.8) and (3.10)) that will be critical in our convergence analysis. All that remains in the specification of our algorithm is our updating strategy for the penalty parameter and the conditions of our line search, which we now present. Note that with respect to ρ, an update is considered twice in a given iteration. The first time an update is considered is between the two QO subproblem solves, as it is at this point in the algorithm where the solution of (3.7) may trigger aggressive action toward infeasibility detection. The second time an update is considered is after the solution of (3.9). The update considered at that time is representative of typical contemporary updating strategies, used to ensure a well-defined line search and global convergence of the algorithm.
Prior to solving the second subproblem (3.9) (and before fixing ρ k ), we potentially modify ρ k and λ k to reduce the weight of the objective f and promote fast infeasibility detection. If the current iterate is infeasible and the reduction in linearized feasibility obtained by d k is small compared to the level of nonlinear infeasibility, then there is evidence that the algorithm is converging to an infeasible stationary point. In such cases, we potentially modify ρ k before solving subproblem (3.9) so that the rest of the iteration places a higher emphasis on reducing constraint violation. A corresponding modification to λ k is also necessary to guarantee fast infeasibility detection. Defining constants θ ∈ (0, 1), κ ρ > 0, and κ λ > 0, if
then we set ρ k by
and modify
Otherwise, we maintain the current ρ k and λ k . For satisfying (3.14), a simple approach is to set λ k ← α λ λ k +(1− α λ )λ k where α λ is the largest value in [0, 1] such that (3.14) is satisfied. (This is the approach taken in our implementation described in §5.)
Upon solving (3.9) and assuming the algorithm has not terminated, we turn to a second update for ρ and our line search. For these purposes, we employ the 1 exactly penalty function φ (recall (3.3)). At x k , a linear model of φ(·, ρ) is
and the corresponding reduction in this model yielded by the search direction d k is
Prior to the line search, the new penalty parameter ρ k+1 is set so that its reciprocal is larger than the largest multiplier (derived from (3.9)) and that the reduction
That is, we set ρ k+1 so that
and, for a given constant ∈ (0, 1), we have
Given a constant δ ∈ (0, 1), conditions (3.16) and (3.17) can be achieved by setting
(3.19) and then setting ρ k+1 ← ρ k . Once ρ k+1 has been set in this manner, we perform a backtracking line search along d k to determine α k such that, for η ∈ (0, 1), we have
(3.20)
Our proposed algorithm, hereinafter nicknamed SQuID, is presented as Algorithm 1. We claim that the algorithmic framework of SQuID is globally convergent for choices of subproblems other than (3.7). For instance, a linear subproblem with a trust region would be appropriate for determining the best local improvement in linearized feasibility; e.g., see [3, 4] . Under certain common assumptions, this choice should also allow for rapid local convergence for feasible problem instances. We present SQuID as solving two QO subproblems per iteration, however, as this choice also allows for rapid local convergence for infeasible instances, the main focus of this paper. In particular, in the neighborhood of an infeasible stationary point satisfying the assumptions of §4.3, it can be seen that as ρ k → 0 and λ k → λ k , subproblem (3.9) produces SQO-like steps for the minimization of constraint violation, thus causing rapid convergence toward stationary points for v. This being said, efficient implementations of SQuID may avoid two QO solves per iteration. For example, at (nearly) feasible points, one may consider skipping subproblem (3.7) entirely, as we do in our implementation described in §5. One may also consider, at infeasible points, repeated solutions of (3.7) (and line searches on v) to promote rapid convergence to stationary points for v (feasible or infeasible). For the purposes of this paper, however, we analyze and illustrate the performance of SQuID as it is presented. Algorithm 1 S equential Quadratic Optimizer with Rapid I nfeasibility Detection
stationary point for problem (3.1). 4: If (3.12) holds, then set ρ k by (3.13) and λ k so that (3.14) holds. Set ρ k ← ρ k .
4.1. Well-posedness. We prove that SQuID is well-posed in that each iteration is well-defined and, if the overall algorithm does not terminate finitely, then an infinite sequence of iterates will be produced. This can be guaranteed under the following assumption. (Note that for simplicity here and in §4.2, we assume that subproblems (3.7) and (3.9) are convex. See §4.3 for a discussion of how this assumption can be relaxed without sacrificing superlinear local convergence guarantees.) Assumption 4.1. The following hold true for the iterates generated by SQuID:
, and c I are continuously differentiable in a convex set containing {x k }.
are positive definite. Our first lemma reveals that −∆l(d; x k ) and −∆m(d; x k , ρ) respectively play the roles of surrogates for the directional derivatives of v and φ(·.ρ) from x k along the direction d. For a proof, see [2, Lemma 2.3] . We use the lemma to show that as long as a search direction d k yields a strictly positive reduction in l(·, x k ) (m(·; x k , ρ)), then it is a direction of strict decrease for v (φ(·, ρ)).
Lemma 4.2. The reductions in l(·; x k ) and m(·; x k , ρ) produced by d satisfy
The next lemma enumerates relevant properties of subproblem (3.7) related to the well-posedness of SQuID. It states that as long as x k is not stationary for v, the solution component d k will be a descent direction for v from x k . These properties are well-known; e.g., see [2, Theorem 3.6] . 
is a KKT point for (3.1). Proof. By straightforward verification of the constraints, it follows that d k is feasible for subproblem (3.9). Moreover, as H(x k , ρ k , λ k ) is positive definite under Assumption 4.1, the objective of (3.9) is strictly convex and bounded below over the feasible set of the subproblem. Together, these statements imply that subproblem (3.9) is feasible and that the solution component d k is unique. This proves part (a). For part (b), the solution (
k+1 ≤ e, and λ
from which it is easily shown that r
and t
Since we assume v(x k ) = 0, it follows that (d k , r k , s k , t k ) = 0 is optimal for (3.7), which means E k = E and I k = I. The optimality conditions (4.2) thus reduce to
Since we assume ρ k > 0, by comparing the elements of R opt (x k , ρ k , λ k+1 ) with those of (4.3), it follows that
) is a KKT point for (3.1). The next lemma shows that the updates for the penalty parameter in steps 4 and 8 are well-defined and that the latter update guarantees that ∆m(d k ; x k , ρ k+1 ) is nonnegative. This can then be used to show, as we do in the lemma, that the line search in step 9 will terminate finitely with a positive step-size α k > 0. 
(c) The line search in step 9 terminates with α k > 0.
Proof. If at step 4 we have R inf (x k , λ k+1 ) = 0, then we must have v(x k ) = 0 or else SQuID would have terminated in step 3. Thus, since (3.12) does not hold, step 4 will maintain the current ρ k > 0. On the other hand, if at step 4 we have R inf (x k , λ k+1 ) > 0, then either ρ k will be maintained at its current positive value or (3.13) will set ρ k > 0. This proves part (a).
For part (b), first consider (3.18). If λ k+1 ∞ = 0, then ρ k λ k+1 ∞ < 1, meaning that (3.18) will not trigger a reduction in ρ k . On the other hand, if λ k+1 ∞ > 0, then (3.18) will only ever yield ρ k > 0. Thus, after applying (3.18), we have ρ k > 0. Now consider (3.19) . We have ∆l(d k ; x k ) ≥ 0 due to (3.8) and (3.10), so there are two cases to consider: (3.10) and Lemma 4.3 we must have d k = 0. Moreover, if v(x k ) = 0, then Lemma 4.3 implies that the algorithm would have terminated in step 3, so we must have v(x k ) = 0, E k = E, and I k = I. It follows that in step 7 we obtain
Consequently, by (3.15), we find that (4.4) holds for ρ k+1 = ρ k and a reduction in ρ k is not triggered by (3.19) . Finally, suppose ∆l(d k ; x k ) > 0. If (3.17) holds, then there is nothing left to prove. Otherwise, we have seen that by (3.15), an update in ρ k is triggered by (3.19) 
In such cases, with ρ k updated by (3.19), we have
The remainder of part (b) follows by (3.8) and (3.10). Finally, for part (c), we first claim that ∆m(d k ; x k , ρ k+1 ) > 0 in step 9. Indeed, by part (b), the model reduction satisfies ∆m(
However, by Lemma 4.3 and the formulation of (3.9), this occurs if and only if x k is stationary for v. If v(x k ) > 0, then SQuID would have terminated in step 3; thus, we may assume v(x k ) = 0. Moreover, if d k = 0, then by Lemma 4.4, SQuID would have terminated in step 6; thus, we may assume d k = 0. Since under these conditions the point (d, r, s, t) = (0, 0, 0, 0) is feasible for (3.9) and yields an objective value of 0 for that subproblem, we must have ∇f (
Overall, we have shown that if the algorithm enters step 9, then ∆m(d k ; x k , ρ k+1 ) > 0. This fact and Lemma 4.2 reveal that d k is a direction of strict descent for φ(·, ρ k+1 ) from x k , implying that the backtracking line search will terminate with a positive step-size α k > 0.
Our main theorem in this subsection summarizes the well-posedness of SQuID. Theorem 4.6. Suppose Assumption 4.1 holds. Then, one of the following holds:
(a) SQuID terminates in step 3 with (x k , λ k+1 ) satisfying
k ≤ e, and λ
Proof. By Lemmas 4.3, 4.4, and 4.5, each iteration of SQuID terminates finitely. If SQuID itself does not terminate finitely in step 3 or 6, then steps 2 and 5 and the optimality conditions for subproblems (3.7) and (3.9) yield the bounds in statement (c). Moreover, by Lemma 4.5(a)-(b), it follows that an infinite number of SQuID iterates will maintain {ρ k } > 0.
Global convergence.
We now prove properties related to the global convergence of SQuID under the assumption that an infinite sequence of iterates is generated. These properties require a slight strengthening of our assumptions from §4.1.
Assumption 4.7. The following hold true for the iterates generated by SQuID:
and their first derivatives are bounded and Lipschitz continuous in a convex set containing {x k }.
Of particular interest at the end of this section is the behavior of SQuID in the vicinity of points satisfying the Mangasarian-Fromovitz constraint qualification (MFCQ) for problem (3.1).
Definition 4.8. A point x satisfies the MFCQ for problem (3.1) if v(x) = 0, ∇c E (x) has full column rank, and there exists d ∈ R n such that
In this and the following subsection, at x k , let the sets of positive, zero, and negative-valued equality constraints be defined, respectively, as
(4.5) Similarly, let the sets of violated, active, and strictly satisfied inequality constraints, respectively, be
, and S k := {i ∈ I : c i (x k ) < 0}. (4.6) We similarly define the sets P * , Z * , N * , V * , A * , and S * when referring to those index sets corresponding to a first-order optimal point x * .
The following lemma shows that the norms of the search directions are bounded. This result can also be seen to follow if one applies [2, Lemma 3.4] .
Lemma 4.9. Suppose Assumption 4.7 holds. Then, the sequences {d k } and { d k } are bounded above, so the sequence {d k } is bounded above.
Proof. Under Assumption 4.7, there exists τ > 0 such that v(x k ) ≤ τ for any k. In order to derive a contradiction, suppose that {d k } is not bounded. Then, there exists an iteration k yielding d k 2 > 2τ /µ. By Lemma 4.3, the objective value of subproblem (3.7) corresponding to this d k satisfies
However, this is a contradiction as v(x k ) is the objective value corresponding to the feasible point (d, r, s, t)
Now suppose, in order to derive another contradiction, that for some k the optimal solution for (3.9) yields µ
Then, under Assumption 4.7, we find
is feasible for (3.9) and the above implies
and since {d k } and {∇f (x k )} are bounded by the above and Assumption 4.7, respectively, it follows that { d k } is also bounded.
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The boundedness of {d k } follows from the above results and the fact that d k is chosen as a convex combination of d k and d k for all k. We also have the following lemma, providing a lower bound for α k for each k. Lemma 4.10. Suppose Assumption 4.7 holds. Then, for all k, the stepsize satis-
Proof. Applying Taylor's Theorem and Lemma 4.2 under Assumption 4.7, we have that for α sufficiently small, there exists τ > 0 such that
Thus, for any α
meaning that the sufficient decrease condition (3.20) holds. During the line search, the stepsize is multiplied by γ until (3.20) holds, so we know by the above that the backtracking procedure terminates with
The result follows from this inequality since, by Lemma 4.9, {d k } is bounded. We now prove that, in the limit, the reductions in the models of the constraint violation measure and the penalty function vanish. For this purpose, it will be convenient to work with shifted penalty function
where f is the infimum of f over the smallest convex set containing {x k }. The existence of f follows from Assumption 4.7. The function ϕ possesses a useful monotonicity property proved in the following lemma.
Lemma 4.11. Suppose Assumption 4.7 holds. Then, for all k,
Proof. By the line search condition (3.20), we have
The result then follows from this inequality, the fact that {ρ k } is monotonically decreasing, and since f (x k+1 ) ≥ f for all k. We now show that the model reductions vanish in the limit. Lemma 4.12. Suppose Assumption 4.7 holds. Then, the following limits hold:
Proof. In order to derive a contradiction, suppose that ∆m(d k ; x k , ρ k+1 ) does not converge to 0. Then, there exists τ > 0 and an infinite subsequence of iterates K such that ∆m(d k ; x k , ρ k+1 ) ≥ τ for all k ∈ K. By Lemmas 4.10 and 4.11, this would imply that ϕ(x k , ρ k+1 ) → −∞, which is impossible since {ϕ(x k , ρ k+1 )} is bounded below by 0. Hence, ∆m(d k ; x k , ρ k+1 ) → 0. The other limits follow by Lemmas 4.3(b) and 4.5(b) and the fact that d k is a convex combination of d k and d k for all k. We now show that the primal solution components for the subproblems vanish in the limit, and thus the primal search directions vanish in the limit.
Lemma 4.13. Suppose Assumption 4.7 holds. Then, the following limits hold:
Proof
This is a contradiction as v(x k ) is the objective value corresponding to the feasible
Moreover, since {ρ k } is monotonically decreasing and bounded below by zero, it follows that (ρ k+1 − ρ k ) → 0. This fact and the boundedness of ∇f (x k ) and d k under Assumption 4.7 and Lemma 4.9 imply that
We use (4.8) to prove by contradiction that d k → 0. Suppose there exists τ > 0 and an infinite subsequence of iterations K such that
since d k → 0, {ρ k } is monotonically decreasing, and ∇f (x k ) and H(x k , ρ k , λ k ) are bounded under Assumption 4.7, there exists k ≥ 0 such that
Therefore, for k ∈ K with k ≥ max{k , k }, the above and Assumption 4.7(b) imply that the optimal objective value of (3.9) satisfies
This contradicts the fact that d k is an optimal solution component of (3.9) since (d k , r k , s k , t k ) is feasible for (3.9) and the above implies that d k yields a lower objective value than d k . Hence, d k → 0. The remainder of the result, namely that d k → 0, follows from the above and the fact that d k is a convex combination of d k and d k for all k. We now present our first theorem of this subsection, which states that all limit points of a sequence generated by SQuID are first-order optimal for problem (3.2). Theorem 4.14. Suppose Assumption 4.7 holds. Then, the following limit holds:
(4.10)
Therefore, all limit points of {(x k , λ k+1 )} are first-order optimal for problem (3.2).
Proof. Necessary and sufficient conditions for the optimality of (d k , λ k+1 ) with respect to (3.7) are
where we have eliminated
and
By Lemma 4.13, we have d k → 0. Thus, as {H(x k , 0, λ k )}, {∇c E (x k )}, and {∇c I (x k )} are bounded under Assumption 4.7 and {λ k+1 } is bounded by (4.11b), it follows from (4.11) that R inf (x k , λ k+1 ) → 0.
We now prove that if the penalty parameter remains bounded away from zero, then all feasible limit points of the iterates correspond to KKT points for (3.1).
Theorem 4.15. Suppose Assumption 4.7 holds. Then, if ρ k → ρ * for some constant ρ * > 0 and v(x k ) → 0, the following limit holds:
Thus, every limit point {(x * , ρ * , λ * )} of {(x k , ρ k , λ k+1 )} with v(x * ) = 0 is a KKT point for problem (3.1). Proof. It follows from (4.2a) and Lemma 4.13 that under Assumption 4.7 we have
Thus, it only remains to show that λ
By Lemma 4.12 and the fact that
we have lim 
The result follows from these limits and (4.12). We conclude this subsection with a theorem describing properties of limit points of SQuID whenever the penalty parameter vanishes.
Theorem 4.16. Suppose Assumption 4.7 holds. Moreover, suppose ρ k → 0 and let K ρ be the subsequence of iterations during which ρ k is decreased by (3.13), (3.18) , and/or (3.19). Then, the following hold true: (a) Either all limit points of {x k } are feasible for (3.1) or all are infeasible. (b) If all limit points of {x k } are feasible, then all limit points of {x k } k∈Kρ correspond to FJ points for problem (3.1) where the MFCQ fails. Proof. For part (a), in order to derive a contradiction, suppose there exist infinite subsequences K * and K × such that {x k } k∈K * → x * with v(x * ) = 0 and {x k } k∈K× → x × with v(x × ) = τ > 0. Under Assumption 4.7 and since ρ k → 0, there exists k * ≥ 0 such that for all k ∈ K * with k ≥ k * we have ρ k+1 (f (x k ) − f ) < τ/4 and v(x k ) < τ/4, meaning that ϕ(x k , ρ k+1 ) < τ/2. (Recall that f has been defined as the infimum of f over the smallest convex set containing {x k }.) On the other hand, we know that
This is a contradiction since by Lemma 4.11 {ϕ(x k , ρ k+1 )} is monotonically decreasing. Thus, the set of limit points of {x k } cannot include feasible and infeasible points at the same time.
For part (b), consider a subsequence K * ⊆ K ρ such that {x k } k∈K * → x * for some limit point x * . Let K 1 ⊆ K * be the subsequence of iterations during which ρ k is decreased by (3.13) and let K 2 ⊆ K * be the subsequence of iterations during which it is decreased by (3.18) or (3.19). Since K 1 ∪ K 2 = K * and K * is infinite, it follows that K 1 or K 2 is infinite, or both. We complete the proof by considering two cases depending on the size of the index set K 2 . In each case, our goal will be to show that a set of multipliers produced by SQuID have a nonzero limit point λ * such that (x * , 0, λ * ) is a FJ point for problem (3.1). We then complete the proof by showing that the MFCQ fails at such limit points.
Case 1: Suppose K 2 is finite, meaning that for all sufficiently large k the algorithm does not decrease ρ k in (3.18) nor in (3.19) . Since {λ k+1 } k∈K1 is bounded by (4.11b), it follows that this subsequence has a limit point. If all limit points of {λ k+1 } k∈K1 are zero, then for all sufficiently large k we have −e < λ E k+1 < e and 0 ≤ λ I k+1 < e. By (4.11c), (4.11d), and (4.11e), this implies
for all such k. However, this implies that for all such k the algorithm does not decrease ρ k by (3.13), implying that K 1 is also finite, a contradiction. Therefore, if K 2 is finite, then K 1 is infinite and there exists a nonzero limit point λ * of {λ k+1 } k∈K1 . Consider a subsequence
. By Theorem 4.14, we have
meaning that (x * , 0, λ * ) is a FJ point for problem (3.1).
Case 2: Suppose K 2 is infinite. We first prove that λ k+1 ∞ > 1 − for all sufficiently large k ∈ K 2 . By contradiction, suppose there exists an infinite subsequence K ⊆ K 2 such that λ k+1 ∞ ≤ 1 − for all k ∈ K . We will show that ρ k will not be updated by (3.18) nor by (3.19) , contradicting the fact that k ∈ K 2 . Since ρ k → 0, we know that for all sufficiently large k ∈ K we have ρ k λ k+1 ∞ < 1, implying that ρ k is not reduced by (3.18). Now consider (3.19) . By (4.2f), we find that for k ∈ K we obtain r
Consequently, we have from (4.14) that 16) meaning that ρ k will not be reduced by (3.19) . Overall, we have contradicted the fact that k ∈ K 2 . Hence, we have shown that for large k ∈ K 2 , we have
Since there is an infinite number of such k, it follows that ρ k → 0 and there exists a nonzero limit point
Since d k → 0 by Lemma 4.13 and λ k+1 ∞ is bounded below for sufficient large k ∈ K λ , we have that under Assumption (4.7)
Moreover, since λ k+1 ∞ is bounded, as in (4.13), we have
Overall, we have shown that that (x * , 0, λ * ) is a FJ point for problem (3.1). Let (x * , 0, λ * ) be a FJ point as described above where λ * = λ * if we are in Case 1 and λ * = λ * if we are in Case 2. Then, from the dual feasibility in (3.4) we have
Moreover, from the complementarity conditions in (3.4), we have
In order to derive a contradiction, suppose that the MFCQ holds at x * . Since the MFCQ holds and v(x * ) = 0, there exists a vector u such that ∇c A * (x * ) T u < 0 and ∇c E (x * ) T u = 0. By (4.18), we then have
Since ∇c A * (x * ) T u < 0 and λ A * * ≥ 0, (4.19) implies λ A * * = 0. Thus, from (4.18) and the fact that under the MFCQ the columns of ∇c E (x * ) are linearly independent, we have λ E * = 0. Overall, we have shown that λ * = 0, which contradicts the fact that (x * , 0, λ * ) is a FJ point for problem (3.1). Hence, MFCQ fails at x * .
Local convergence.
We consider the local convergence of SQuID in the neighborhood of first-order optimal points satisfying certain common assumptions, delineated below. For the most part, our assumptions in this subsection represent a strengthening of the assumptions in §4.2. However, we loosen our assumptions on the quadratic terms in subproblems (3.7) and (3.9) as in this subsection we only require that they are positive definite in the null space of the Jacobian of the constraints that are active at a given first-order optimal point.
First, we will use the following assumption about the problem functions. Second, we make the following assumption concerning a given stationary point x * of (3.2). As such a point may be feasible or infeasible for (3.1), we make this assumption throughout our local analysis.
Assumption 4.18. Let x * be a first-order optimal point for (3.2) such that there exists λ * with (x * , λ * ) satisfying (3.5). Then, Assumption 4.17 holds at x * and (a) ∇c Z * ∪A * (x * ) T has full row rank; (b) −e < λ Z * * < e and 0 < λ
Moreover, the following hold true for the iterates generated by SQuID: Then, ρ k → ρ * and (a) λ
The assumptions above may be viewed as strong when one considers the fact that local superlinear convergence guarantees for SQO methods have been provided in more general settings. Our algorithm is able to achieve such convergence in such settings, but accounting for more general conditions would only add unnecessary complications to the analysis and detract attention away from our central focus, i.e., the novel feature of attaining superlinear convergence for both feasible and infeasible problem instances with a single algorithm. In particular, consider Assumptions 4.18(e) and (f). The former of these assumptions is strong since, if an exact Hessian is indefinite, the algorithm must ensure that of all of the local minimizers of the corresponding QO subproblem, the subproblem solver computes one satisfying certain conditions (implicit in Lemma 3.23) . This is challenging as nonconvex quadratic optimization is known to be NP-hard [28] . On the other hand, assuming only that the Hessian is positive definite in the null space of the active constraint Jacobian, the algorithm could ensure that the QO subproblem has a unique solution by modifying the Hessian in appropriate ways so that fast local convergence is still possible. For example, this can be achieved by augmenting the Hessian with σ∇c Z * ∪A * (x k )∇c Z * ∪A * (x k ) T for a sufficiently large σ > 0 and then applying the characterization result for superlinear convergence found in [1] . As for Assumption 4.18(f), the primary practical concern is the Maratos effect [27] , which makes this assumption inappropriate in many cases. However, we may assume that a watchdog mechanism [10] or a second-order correction [16] is employed to ensure that unit steplengths are accepted by the line search for large k. We leave it a subject of future research to see how many of the assumptions above (in addition to Assumptions 4.18(e) and (f)) can be relaxed while still ensuring the convergence guarantees below, potentially with minor algorithm variations.
4.3.1. Local convergence to an infeasible stationary point. Suppose Assumption 4.18 holds where x * is an infeasible stationary point for (3.1). We show that, in such cases, SQuID converges quadratically to (x * , λ * ). Some of our analysis for this case follows that in [5] , though we provide proofs for completeness.
A critical component of our local convergence analysis in this subsection is to show that there is an inherent relationship between problem (3.2) and the following:
(4.20)
In particular, in our first two lemmas, we establish that solutions of (4.20) converge to that of (3.2) as ρ → 0.
The following lemma shows that x * corresponds to a solution of 
correspond to a first-order optimal point for (4.20) for ρ = 0. Moreover, the corresponding dual solution is the unique λ * such that (x * , λ * ) satisfies (3.5).
Proof. First-order optimality conditions for (4.20) are the following:
If x * is an infeasible stationary point, then by definition there exists λ * = 0 such that (x * , λ * ) satisfies (3.5). Then, with r P * , s N * , and t V * chosen as in the statement of the lemma, it is easily verified that (x * , r P * , s N * , t V * , λ * ) satisfies (4.21) for ρ = 0. Moreover, from (4.21e) and (4.21g), we find λ S * * = 0, λ P * * = e, λ N * * = −e, and λ V * = e. These equations and (4.21a) imply that we have .22) is unique. Thus, λ * is unique. We now show that for sufficiently small ρ > 0, the solution of problem (4.20) shares critical properties with that of problem (3.2). This result is formalized in our next lemma, which makes use of the following nonlinear system of equations:
By differentiating F with respect to (x, λ Z * ∪A * ), we obtain
where for ρ sufficiently small. Similarly, since −e < λ Z * * < e and 0 < λ A * * < e under Assumption 4.18(b), the fact that λ Z * ∪A * (ρ) varies continuously with ρ implies that −e < λ Z * (ρ) < e and 0 < λ A * (ρ) < e for ρ sufficiently small. If we define λ P * ∪V * (ρ) := e, λ N * (ρ) := −e, and λ S * (ρ) := 0 along with
, and is therefore a first-order optimal point for (4.20) for sufficiently small ρ. Hence, by (4.26), we have that x ρ = x(ρ) for ρ sufficiently small has the same sets of positive, zero, and negativevalued equality and violated, active, and strictly satisfied inequality constraints as x * .
All that remains is to establish (4.25) . From the differentiability of x ρ = x(ρ) and λ Z * ∪A * ρ = λ Z * ∪A * (ρ) and their derivatives given by the implicit function theorem, we have for ρ sufficiently small that
Hence, under Assumption 4.18, (4.25) is satisfied. We now turn back to the iterates produced by SQuID. In particular, as in the previous lemma, we show that in a neighborhood of an infeasible stationary point, subproblems (3.7) and (3.9) will suggest the optimal partition of the index sets E and I. This result is reminiscent of the well-known result in [30] .
Lemma 4.22. Suppose Assumption 4.18 holds and v(x * ) > 0. Then, for all ρ k sufficiently small and for all (x k , λ k ) and (x k , λ k ) each sufficiently close to (x * , λ * ):
(a) There are local solutions for (3.7) and (3.9) such that d k and d k yield the same sets of positive, zero, and negative-valued equality and violated, active, and strictly satisfied inequality constraints as x * . Moreover, with (ρ,
, respectively, the optimal solutions for (3.7) and (3.9) satisfy
and λ P * ∪V * = e, −e < λ Z * < e, λ N * = −e, 0 < λ A * < e, and λ S * = 0. (4.28)
Proof. For part (a), consider subproblem (3.7), meaning that we let (ρ, H) = (0, H(x k , 0, λ k )) in (4.27). With d k = 0, (4.11) reduces to (3.5). Thus, (4.11) is solved at (x * , λ * ) by (d, λ) = (0, λ * ). By (4.11c)-(4.11f) , we have λ P * ∪V * * = e, λ N * * = −e, and λ S * * = 0. Hence, by (4.11a) and the definitions of Z * and A * , the linear system (4.27) is satisfied at (x * , λ * ) by (d, λ Z * ∪A * ) = (0, λ Z * ∪A * ). Under Assumption 4.18(a) and (c), the matrix in (4.27) is nonsingular at (x * , λ * ), and hence the solution of (4.27) varies continuously in a neighborhood of (x * , λ * ). In addition, under Assumption 4.18(c), it follows that H = H(x k , 0, λ k ) in (4.27) is positive definite on the null space of ∇c Z * ∪A * (x k ) T in a neighborhood of (x * , λ * ). It follows from the conclusions in the previous paragraph that for all (x k , λ k ) sufficiently close to (x * , λ * ), the solution (d k , λ Z * ∪A * k+1 ) to (4.27) is sufficiently close to (0, λ Z * ∪A * * ) such that it satisfies
) satisfies (4.27) and therefore satisfies (4.11) together with λ P * ∪V * k+1 = e, λ N * k+1 = −e, and λ S * k+1 = 0. Therefore, (d k , λ k+1 ) is a KKT point of subproblem (3.7), and, as revealed above, it identifies the same sets of positive, zero, and negative-valued equality and violated, active, and strictly satisfied inequality constraints as x * .
The proof of the result corresponding to subproblem (3.9) is similar. Indeed, from the discussion above, we find that for ρ k (and hence ρ k ) sufficiently small and (x k , λ k ) sufficiently close to (x * , λ * ), the algorithm will set E k = Z * , E c k = P * ∪N * , I k = A * ∪S * and I c k = V * . The remainder of the proof follows as above with H(x k , 0, λ k ), (4.11) , and (d k , λ k+1 ) replaced by H(x k , ρ k , λ k ), (4.2), and ( d k , λ k+1 ), respectively. Now we prove part (b). We first argue that (3.12) holds for all sufficiently large k so that ρ k is set by (3.13) infinitely many times. Then, we show that this yields ρ k → 0. As x k approaches x * , we have that v(x k ) > 
for sufficiently large k. Overall, this implies that (3.12) holds for such k. Hence, (3.13) is triggered infinitely many times. Finally, to see that (3.13) drives ρ k → 0, it suffices to see that (d k , λ k+1 ) → (0, λ * ), (4.11a), and (4.11c)-(4.11f) yield R inf (x k , λ k+1 ) → 0.
Lemma 4.22 can be used to show that near (x * , λ * ), the solutions of system (4.27) with (ρ,
to Newton steps for F (x, 0, λ Z * ∪A * ) = 0 and F (x, ρ k , λ Z * ∪A * ) = 0, respectively. We formalize this property in the following lemma.
Lemma 4.23. Suppose Assumption 4.18 holds and v(x * ) > 0. Then:
for some constant C > 0 independent of k.
Proof. For both parts (a) and (b), our proof follows that of [5, Lemma 3.5] .
For part (a), by Lemma 4.22(a), if (x k , λ k ) is sufficiently close to (x * , λ * ), then (d k , λ k+1 ) generated by subproblem (3.7) can be obtained via (4.28) and (4.27) with
) in such cases, (4.27) constitutes a Newton iteration for F (x, 0, λ Z * ∪A * ) = 0 at (x k , 0, λ k ). We can now apply standard Newton analysis. By Assumption 4.17 we have that F is continuously differentiable and F is Lipschitz continuous in a neighborhood of (x * , 0, λ * ).
By Assumption 4.18(a) and (c), the matrix F is nonsingular at (x * , 0, λ Z * ∪A * * ), so its inverse exists and is bounded in a neighborhood of (x * , 0, λ Z * ∪A * * 
) in such cases, system (4.27) constitutes a Newton iteration for F (x, ρ, λ Z * ∪A * ) = 0 at (x k , ρ k , λ k ). By Assumption 4.17 we have that F is continuously differentiable and F is Lipschitz continuous in a neighborhood of (x * , ρ, λ Z * ∪A * * ). Moreover, since ρ is bounded, the Lipschitz constant κ 1 for F in a neighborhood of (x * , ρ, λ Z * ∪A * * ) is independent of ρ. By Assumption 4.18(a) and (c), the matrix F is nonsingular at (x * , 0, λ Z * ∪A * * ), and hence its inverse exists and is bounded in norm by a constant κ 2 in a neighborhood of that point. By [13, Theorem 5 
This can be achieved if ρ is sufficiently small such that (x ρ , λ ρ ) and (x k , λ k ) satisfy
We are now ready to prove our main theorem concerning the local convergence of SQuID in the neighborhood of infeasible stationary points. The theorem shows that the convergence rate is dependent on how fast ρ is decreased and λ k approaches λ k . 
for some constant C > 0 independent of k. Consequently, as (3.13) and (3.14) yield
{(x k , λ k )} converges to (x * , λ * ) quadratically. If (3.13) and (3.14) only yielded
Proof. Under Assumption 4.18(f),
Here, the second and fourth inequalities follow from Lemma 4.23(a), the third inequality holds as we have simply augmented the latter two vector norms, and the last inequality follows from Lemma 4.23(b). By applying Lemma 4.21, we also have that
By (4.32) and (4.33), we obtain 
(a) A solution of (3.7) has (r k , s k , t k ) = 0, yielding E k = E and I k = I; (b) ρ k is not decreased by (3.13), (3.18), or (3.19), and the multipliers λ k are not modified by (3.14). Proof. The proof of part (a) is similar to the proof of Lemma 4.22(a). That is, under Assumption 4.19 (which means that Assumption 4.18 holds), a solution of (3.7) with (x k , λ k ) sufficiently close to (x * , λ * ) has d k yielding the same sets of positive, zero, and negative-valued equality and violated, active, and strictly satisfied inequality constraints as x * . In this case, Z * = E and S * ∪ A * = I, so (r k , s k , t k ) = 0. Now consider part (b). If x k is feasible, then v(x k ) = 0 and (3.12) is violated. On the other hand, if x k is infeasible, then we have ∆l(d k , x k ) = v(x k ) by part (a), which implies (3.12) is violated again. Overall, these conclusions imply that (3.13) and (3.14) are both not triggered. As for (3.18) and (3.19) , every time either of these updates is triggered, ρ k is at least reduced by a fraction of its current value. Therefore, if either of these updates is triggered an infinite number of times, then we would have ρ k → 0. However, under Assumption 4.19 we have ρ k → ρ * > 0, so for all sufficiently large k, ρ k is not decreased by either update.
Our second result is similar to Lemma 4.22; again, recall [30] . Lemma 4.26. Suppose Assumption 4.19 holds. Then, for all sufficiently large k with (x k , λ k ) − (x * , λ * ) and (x k , λ k ) − (x * , λ * ) each sufficiently small, there is a local solution for (3.9) such that d k yields the same sets of active and strictly satisfied inequality constraints as x * . Moreover, ( of its gradient at the initial point was no larger than a given constant g max > 0. Moreover, our termination conditions are defined to take into account the magnitudes of the quantities involved in the computation of the optimality and feasibility errors. Specifically, we terminate and declare that an optimal solution has been found if
where γ > 0 is a given constant,
We terminate and declare that an infeasible stationary point has been found if
2) where ρ > 0 is a given constant and
Despite the fact that Theorem 4.14 implies that we do not necessarily need ρ k → 0 when converging to an infeasible stationary point, we only terminate and declare infeasibility when ρ k is sufficiently small, as specified in (5.2) . This may lead to extra iterations being performed before infeasibility is declared, but aids the algorithm in avoiding declarations of infeasibility when applied to problem instances that are actually feasible. Since ρ k is decreased rapidly in the neighborhood of an infeasible stationary point due to (3.12), the additional cost is modest and worthwhile. We also take into account the scaling of the problem functions when considering whether a given point is sufficiently feasible so that subproblem (3.7) may be skipped. Specifically, if v inf (x k ) ≤ γv inf (x 0 ) for some constant γ > 0, then we save computational expense by approximating the solution of subproblem (3.7) with d k ← 0 and λ k+1 ← λ k .
Our implementation requires that subproblems (3.7) and (3.9) are convex, so we modify H(x k , 0, λ k ) and H(x k , ρ k , λ k ), if necessary, to make them positive definite. We do this by iteratively adding multiples of the identity matrix until the smallest computed eigenvalue is sufficiently positive. Specifically, if one of these matrices needs to be modified at iteration k, then with some ξ > 0 and an initial increment µ k , we add µ k I, ξµ k I, ξ 2 µ k I, . . . until the smallest eigenvalue of the matrix is larger than a positive parameter µ min . We then set µ k+1 ← max{µ min , ψµ k } for some ψ ∈ (0, 1) to help save the computational expense of computing eigenvalues and modifying the matrix in the following iteration. If a matrix does not need to be modified during iteration k, then we reset µ k+1 ← µ min for the following iteration. (We maintain different increments, µ 0 k and µ ρ k , for H(x k , 0, λ k ) and H(x k , ρ k , λ k ), respectively.) Of course, these modifications may slow the local convergence rate of the algorithm in the neighborhood of optimal solutions or infeasible stationary points that may fail to satisfy a strict second-order sufficient condition, but they allow a prototype implementation such as ours to be well-defined when applied to nonconvex problems.
For computing the weight w k required in (3.11) for iteration k, we initialize w k ← 0 and check if (3.10) holds for d k ← d k . If it does, then the algorithm continues with this value for the weight, and otherwise we apply a bisection method to attempt to find the smallest root w k of Ψ(w) = ∆l(wd k + (1 − w)
Specifically, since Ψ(1) > 0 (for d k = 0) and we have Ψ(0) < 0, the bisection method is well-defined and finds w k ∈ (0, 1) such that Ψ(w k ) = 0. (Note that if d k = 0, then both d k and d k will be linearly feasible, and so (3.10) is satisfied with w k ← 0.) As final notes on the particulars of our implementation, we remark that (3.7) and (3.9) are solved using Matlab's built-in quadprog routine. Also, the parameter values used are those provided in Table 5 .1. We tested our implementation on 123 of the Hock-Schittkowski problems [22] available as AMPL models [17] .
1 (Problems hs068 and hs069 were excluded from the original set of 125 problems as an external function was not compiled.) The original versions of all of these problems are feasible, but we created a corresponding set of infeasible problems by adding the incompatible constraints x 1 ≤ 0 and x 1 ≥ 1, where x 1 is the first variable in the problem statement.
Termination results for our implementation applied to these problems are shown in Tables 5.2 and 5 .3, which contain statistics for the feasible and infeasible problems, respectively. In Table 5 .2, the "Succeed" column reveals the number and percentage of problems for which a point satisfying (5.1) was obtained, and the "Infeasible" column reveals those statistics for problems for which a point satisfying (5.2) was obtained. Similarly, the "Succeed" column in Table 5 .3 reveals the number and percentage of problems for which a point satisfying (5.2) was obtained, and the "Feasible" column reveals those statistics for problems for which a point satisfying (5.1) was obtained. In both tables, a termination result in the latter of these two columns represents a situation where the algorithm failed to solve the problem correctly. Any time the algorithm fails to terminate within 10 3 iterations, the algorithm is deemed to "Fail". (Problem hs112x was excluded in the set of feasible problems due to a function evaluation error that occurred during the run.) From Tables 5.2 and 5 .3, one can see that our code consistently attained a success rate of at least 90%, which is strong for a prototype implementation. In fact, for most of the failures and for the feasible problem that was reported to be infeasible, we found the problems to be very nonconvex. This led to excessive modifications of the Hessian matrices, and in many cases search directions that were poorly scaled. The results may be improved with a more sophisticated Hessian modification strategy and/or the incorporation of second-order correction steps.
We conclude our discussion of our numerical experiments by illustrating the local convergence behavior of SQuID on our sets of test problems. For those instances that are successfully solved within the iteration limit, we store the logarithms of R opt and R inf for the last 10 iterations for the feasible and infeasible problem instances and plot them in Figures 5.1 and 5 .2, respectively. In the plots, T represents the last iteration for each run. (If a given problem is solved in fewer than 10 iterations, then its corresponding plot begins in the middle of the graph.) In Figures 5.1 and 5 .2, one can see that most of the curves turn significantly downward on the right-hand side of the graph. The curves with a slope less than −1 over the last iterations indicate local superlinear convergence, and the curves with slope less than −2 indicate quadratic convergence. One finds that many of the curves possess slopes of this type, providing empirical evidence for the convergence results in §4. One may observe that the plots more clearly illustrate superlinear convergence for the feasible problem instances than for the infeasible ones. We believe this can be attributed to the fact that while the method reduces to a pure Newton iteration for feasible problem instances, it reduces to a perturbed Newton iteration for infeasible problems. 6. Conclusion. In this paper, we have proposed, analyzed, and tested an SQO method that possesses global and fast local convergence guarantees for both feasible 29 and infeasible problem instances. The novelties of the algorithm are its unique twophase approach and carefully-designed updating strategy for the penalty parameter. The subproblems in each phase and the penalty parameter update are designed to strike a balance between moving toward feasibility and optimality in each iteration. Near an optimal point satisfying common assumptions, the penalty parameter remains constant and the algorithm reduces to a classical SQO method, yielding fast local convergence. Similarly, near an infeasible stationary point, the penalty parameter is reduced sufficiently quickly to yield fast infeasibility detection. The convergence properties that we have proved for our algorithm were illustrated empirically on test sets of feasible and infeasible problems.
