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Résumé. Nous proposons deux types d’extensions aux théorèmes de Ham
burger sur les séries de Dirichlet avec équation fonctionnelle comme
celle de la fonction zêta de Riemann, sous des hypothèses plus faibles.
Ceci repose sur le dictionnaire entre les fonctions méromorphes modé
rées avec cette équation fonctionnelle et les distributions tempérées
avec la condition de support S-étendue.
Two extensions of Hamburger’s theorems
on the functional equation of the zeta function
We propose two types of extensions to Hamburger’s theorems on the Diri
chlet series with functional equation like the one of the Riemann zeta
function, under weaker hypotheses. This builds upon the dictionary
betweeen the moderate meromorphic functions with functional equation
and the tempered distributions with extended S-support condition.
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1. Énoncés
On rappelle que ζ(s) = χ(s)ζ(1  s) avec
χ(s) =
pi
1s
2 Γ(1s2 )
pi
s
2Γ(s2)
La fonction méromorphe χ(s) est à croissance au plus polynomiale dans
toute bande verticale de largeur finie.
Théorème 1. Soit
f(s) =
∞∑
n=1
an
ns
une série de Dirichlet qui converge pour Re(s) suffisamment grand. On
suppose que :
(1) elle admet un prolongement méromorphe au plan complexe tout en
tier, avec un nombre fini de pôles,
(2) dans toute bande verticale de largeur finie et pour tout  > 0 on a
f(s) = O(eexp |s|) lorsque |Im(s)|→ ∞,
(3) la fonction méromorphe g(s) = χ(s)f(1  s) vérifie
∃ N ∈ N,∃ y >
1
2
, g(s) = O(|s|Nys) pour Re(s)→ +∞ .
Alors f(s) est une somme finie :
f(s) =
∑
k∈Z
ckζ(s  2k)
Rappelons pour comparaison :
Théorème (Hamburger, [1]). Soit f une fonction méromorphe dans le plan
complexe tout entier, et d’ordre fini (f est O(e|s|
k
) avec un certain
entier k pour |s|→ ∞, en particulier ne possède au plus qu’un nombre
fini de pôles). Si f(s) est représentée pour Re(s) > 1 par une série de
Dirichlet
∑∞
n=1 ann
s absolument convergente, et si la fonction méro
morphe
g(s) = χ(s)f(1  s)
admet elle aussi, pour Re(s) suffisamment grand, une représentation
sous la forme d’une série de Dirichlet convergente
∑∞
n=1 bnn
s, alors f
est un multiple de la fonction zêta. En particulier si f(s) est repré
sentée pour Re(s) > 1 par une série de Dirichlet absolument convergente∑∞
n=1 ann
s et vérifie l’équation fonctionnelle
pi
s
2Γ(
s
2
)f(s) = pi
1s
2 Γ(
1  s
2
)f(1  s) ,
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alors elle est un multiple de la fonction zêta de Riemann.
Nous voyons que le Théorème 1 fait des hypothèses nettement plus fai-
bles en ce qui concerne le comportement analytique de f(s) et celui de
χ(s)f(1  s). La conclusion n’est certes plus, dans l’immédiat, que f
est zêta, mais plutôt une combinaison linéaire de translatées par des
entiers pairs. On peut renforcer progressivement les hypothèses pour
obtenir la même conclusion que Hamburger :
Corollaire (du Théorème 1). Avec les mêmes notations, si (1), (2), et
(3′) la fonction méromorphe g(s) = χ(s)f(1s) est bornée pour Re(s)  0
ou même vérifie seulement
∃ y >
1
2
g(s) =
Re(s)→+∞
O(ys) ,
alors f est une combinaison linéaire finie de ζ(s), ζ(s+2), ζ(s + 4) . . .
Si (1), (2), (3), et
(4) il existe c tel que pour sigma réel tendant vers +∞ on a g(σ) =
c + O(σk) pour tout k ∈ N,
alors f(s) = cζ(s).
Un deuxième théorème de Hamburger englobe son premier. Il demande
toujours que f(s) soit une série de Dirichlet au sens strict, mais
autorise g(s) à être une série de Dirichlet générale :
Théorème (Hamburger, [2]). Soit f une fonction méromorphe dans le plan
complexe tout entier, d’ordre fini, et égale pour Re(s) > 1 à la somme
d’une série de Dirichlet absolument convergente. Si la fonction
g(s) = χ(s)f(1  s)
admet pour Re(s) suffisamment grand une représentation sous la forme
d’une série de Dirichlet générale 1
g(s) =
∞∑
n=1
bn
ysn
, Re(s)  0, 0 < yn → ∞, 0 < y1 < y2 < · · · < yk = 1 < . . .
alors yn+k = yn+1 pour tout n > 1, avec bn+k = bn et de plus, pour 1 6 j < k
on a les symétries bj = bkj, yj + ykj = 1. Ainsi, si tous les yn sont
> 1, c’est que k = 1 et que f est un multiple de la fonction zêta. En
général on a
f(s) =
∞∑
n=1
∑
16j6k bj cos(2piyjn)
ns
, 0 < y1 < · · · < yk = 1
1. On pourra toujours supposer que les entiers font partie des yn ; mais on n’au
torisera bn = 0 que lorsque yn ∈ N.
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Il y a une dissymétrie entre la série f(s) formée avec des entiers et
la série g(s) autorisant des suites arithmétiques de raison 1. Voici
donc une autre extension des résultats de Hamburger :
Théorème 2. Soit
f(s) =
∞∑
n=1
an
xsn
une série de Dirichlet générale (0 < xn < ∞, xn → ∞) qui converge pour
Re(s) suffisamment grand. On suppose que :
(1) f admet un prolongement méromorphe au plan complexe tout entier,
avec un nombre fini de pôles,
(2) dans toute bande verticale de largeur finie on a f(s) = O(eexp |s|)
pour tout  > 0 lorsque |Im(s)|→ ∞,
(3) la fonction méromorphe g(s) = χ(s)f(1s) est aussi, pour Re(s)  0
la somme d’une série de Dirichlet générale
∑∞
n=1
bn
ysn
.
Alors les assertions suivantes sont équivalentes :
(i) l’ensemble {xn|an , 0} est contenu dans un nombre fini de pro
gressions arithmétiques de raison 1,
(ii) l’ensemble {yn|bn , 0} est contenu dans un nombre fini de pro
gressions arithmétiques de raison 1,
(iii) il existe un nombre fini de couples réels (d, e) tels que la série
f(s) soit de la forme :
f(s) =
∑
c(d, e)
( ∑
x≡d mod 1
x>0
exp(2piiex)
xs
+
∑
x≡d mod 1
x>0
exp(2piiex)
xs
)
Si l’on connaît a priori le nombre N de suites arithmétiques néces
saires pour f alors on n’a plus besoin de supposer que g soit aussi une
série de Dirichlet générale, il suffit d’en contrôler le « début » :
Théorème 3. Soit
f(s) =
∞∑
n=1
an
xsn
une série de Dirichlet générale (0 < xn < ∞, xn → ∞) qui converge pour
Re(s) suffisamment grand. On suppose que :
(1) f admet un prolongement méromorphe au plan complexe tout entier,
avec un nombre fini de pôles,
(2) dans toute bande verticale de largeur finie on a f(s) = O(eexp |s|)
pour tout  > 0 lorsque |Im(s)|→ ∞,
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(3) l’ensemble {±xn|an , 0} ⊂ R est contenu dans un nombre fini N de
translatés de Z,
(4) il existe Y > N, ainsi que (yn, bn) ∈ ]0, +∞[ × C, 1 6 n 6 M, tels que
g(s) B χ(s)f(1  s) =
Re(s)→+∞
∑
16n6M
bny
s
n + O(Y
s) .
Alors en fait g est la somme d’une série de Dirichlet générale et
conformément au théorème précédent il existe une représentation :
f(s) =
∑
c(d, e)
( ∑
x≡d mod 1
x>0
exp(2piiex)
xs
+
∑
x≡d mod 1
x>0
exp(2piiex)
xs
)
Les résultats de Hamburger [1, 2, 3] (qui incluent aussi des énoncés
semblables avec pi
s+1
2 Γ(s+12 )) sont bien connus et ont eu une postérité
assez variée. L’article contemporain [13] montre qu’ils continuent à
susciter l’intérêt chez les théoriciens des nombres. Citons bien sûr
dans ce contexte arithmétique, mais sans donner de précisions, les
travaux de Hecke [6], et de Weil [7], sur le lien important (lorsqu’il
existe) avec l’invariance modulaire sur le demi-plan de Poincaré.
Pour en revenir au contexte originel, Hamburger avait déjà insisté
[4] sur la variété des écritures équivalentes de l’équation fonction
nelle comme une formule sommatoire. On peut y voir comme une antici
pation du point de vue des distributions, qui déplace la focalisation
de la « fonction test » vers la forme linéaire sur ces fonctions tests
(même si au final on doit garder présent à l’esprit que ce n’est sans
doute là qu’une façon d’appréhender la réalité d’une distribution).
Ceci est dit bien sûr uniquement dans la perspective de l’équation
fonctionnelle, car pour d’autres propriétés de la fonction zêta, on
ne saurait préjuger de ce qui s’avérera plus ou moins utile ; et il est
logique d’espérer gagner des informations en variant les interpréta
tions. Par exemple chez Hamburger [4] et Siegel [5] l’équation fonc
tionnelle devient un développement en éléments simples d’une certaine
transformée de Laplace.
Cette écriture fut généralisée par Bochner et Chandrasekharan [8] ;
d’autres d’articles de Chandrasekahran et Mandelbrojt suivirent [9,
11]. On y considère des séries de Dirichlet
∑
anλ
s
n et
∑
bnµ
s
n reliées
par des équations fonctionnelles d’un certain type et on pose la ques
tion : étant donnés 2 les λn et les µn peut-on en fonction de leurs pro
priétés majorer la dimension de l’espace des choix possibles pour les
2. Il faut à un certain stade choisir convenablement en particulier les a0 et b0
qui correspondraient à λ0 = µ0 = 0 et aussi les λn, µn pour n < 0.
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an et bn ? Kahane et Mandelbrojt ([10]) interprètent l’équation fonc
tionnelle comme une formule de transformée de Fourier pour des dis
tributions « quasi-périodiques ». Ils prennent ensuite comme point de
départ une telle paire de Fourier, et prouvent dans ce contexte des
énoncés sur le support et le spectre : pour certains de leurs résultats,
ils reviennent à des fonctions analytiques, via une transformée de La
place-Carleman, pour d’autres ils mettent en plus à l’oeuvre des tech
niques de fonctions quasi-périodiques. Sous l’hypothèse d’une densité
supérieure de répartition finie pour les µn, ils prouvent que les λn
sont combinaisons linéaires à coefficients entiers d’un nombre fini
de nombres réels (ce qui généralise un résultat de [9]). Ils ne s’at
tardent pas à considérer des supports limités d’emblée à un nombre fini
de suites arithmétiques, cela ne serait chez eux, et n’est aussi chez
nous, qu’un exercice facile et immédiat une fois dans le contexte des
distributions, mais obtiennent des critères qui a posteriori donnent
cette situation. 3
Lorsque les λn sont a priori des entiers (ou placés sur un nombre
fini de translatés de Z) la difficulté, s’il y en a une, est donc de
faire le passage vers les distributions : car après il n’est même plus
alors besoin de recourir à des outils avancés. En réalité même si,
après tous les travaux cités, et d’autres certainement, on sait donc
que l’équation fonctionnelle est en correspondance avec le fait que la
distribution paire
∑
n∈Z δ(x  n) est invariante sous la transformation
de Fourier 4, c’est avec l’idée de co-Poisson [14] que nous obtenons
une vision plus complète de cette correspondance. C’est sur la base
de l’idée de co-Poisson que le chapitre IV de [15] établit un diction
naire (allant dans les deux sens) entre une certaine classe de fonc
tions méromorphes et une certaine classe de distributions tempérées.
Ce dictionnaire ne faisant aucune hypothèse superflue sur le support
des distributions, il nous donne aussi les moyens de fonctionner sans
même avoir a priori des µn.
Et en effet, les hypothèses faites dans la série des travaux que nous
avons brièvement évoqués ont retiré de leur champ les combinaisons li
néaires de translatées de la fonction zêta figurant dans notre Théorème
1 ; théorème qui apparaît pourtant comme une généralisation naturelle,
et élémentaire, du premier résultat de Hamburger. Ne faisant d’hypo
thèse de support discret au niveau de la distribution transformée que
localement, ou même pas du tout, les Théorèmes 1 et 3 ne pouvaient pas
3. Chez nous, les suites arithmétiques sont restreintes à la raison 1.
4. La transformation de Fourier est définie avec le noyau exp(2piixy). Suivant que
l’on étudie l’équation fonctionnelle formée avec Γ(s2) ou Γ(
s+1
2 ) il faudra considérer
des fonctions et distributions paires ou impaires.
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apparaître dans les travaux cités. Notre deuxième type de résultat, le
Théorème 2, est trop élémentaire, une fois que l’on a fait la réduction
aux distributions, pour avoir été cité explicitement dans ces travaux.
Des questions fines (comme le résultat de Kahane-Mandelbrojt) ap
paraissent lorsque l’on veut étudier en général des mesures ou des
distributions à support discret D et dont la transformée de Fourier
F (D) est encore à support discret 5 ; l’objet du présent travail n’est
aucunement une telle étude générale. Au contraire, nous bénéficierons
(comme Hamburger) dès notre point de départ de la simplification énorme
apportée par l’hypothèse que la distribution D =
∑
n>1 an(δxn +δxn) as
sociée à la fonction analytique f est une mesure supportée sur les
entiers Z ou un nombre fini de ses translatés. Mais le dictionnaire
général de [15, Chap. IV] nous donne les moyens d’affaiblir consi
dérablement les hypothèses faites par Hamburger et d’en étendre ses
énoncés, et c’est là tout l’objet de la présente rédaction.
2. Preuves
Le chapitre IV de [15] établit une correspondance générale via la
transformation de Mellin droite «
∫ ∞
0
D(x)xs dx » entre des fonctions
f(s) avec un nombre fini de pôles dans tout le plan complexe et une
certaine condition de croissance (pour tout demi-plan Re(s) > σ on a
l’existence d’un entier N et d’un réel A > 0 avec, loin des pôles, f(s) =
O(|s|NARe(s)), condition qui doit aussi être imposée à χ(s)f(1s)), et,
d’autre part, les distributions tempérées paires D(x), nulles dans un
voisinage de l’origine et dont la transformée de Fourier E(x) est, non
pas forcément nulle (cela serait le cas si f(s) et χ(s)f(1s) n’avaient
pas de pôles), mais quasi-homogène dans un voisinage de l’origine.
Une distribution Q(x) est dite quasi-homogène si les Q(tx), t , 0
engendrent un espace vectoriel de dimension finie. Par exemple log |x|
est quasi-homogène. Les distributions homogènes sont essentiellement
les |x|w1 (je ne m’occuperai que de distributions paires), avec w ∈ C,
à ceci près que pour w = 0, w = 2, w = 4, . . . il faut en fait prendre
δ(x), δ′′(x), δ(4)(x), . . .. Plus précisément, soit :
Qw(x) =
|x|w1
pi
w
2Γ(w2)
Lorsque 0 < Re(w) cela définit directement une distribution homogène
de x, et pour Re(w) 6 0 on peut prouver que Qw se prolonge comme fonction
analytique à valeurs dans les distributions (tempérées). On notera que
la restriction de la distribution Qw à x , 0 est précisément la fonction
5. Cf. [12] pour un résultat d’unicité dans Rn, lorsque l’on a deux mesures dis
crètes positives dont l’une est de la forme
∑
k δxk.
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donnée par la formule ci-dessus, donc identiquement zéro si w2 est un
pôle de la fonction Gamma. 6 On dispose de la formule utile F (Qw) = Q1w,
et par exemple F (Q0) = Q1 = 1 ce qui permet de voir Q0 = δ.
Les homogènes sont des vecteurs propres de la dérivation ddxx, et on
peut aussi définir les quasi-homogènes comme celles qui sont annulées
par des polynômes en cet opérateur. Pour plus de détails, voir [15,
IV].
Rappelons aussi ce que l’on entend par
∫ ∞
0
D(x)xs dx, lorsque D est
une distribution tempérée paire. Nous ne faisons cette définition que
lorsque D restreinte à un intervalle ]a, a[ est quasi-homogène. 7 Il
est important que les identités d’Euler
∑
n∈Z q
n = 0 et
∫ ∞
0
xs1dx = 0
indiquent que les transformées de Mellin des distributions quasi-ho
mogènes sont identiquement nulles. On commence donc par soustraire la
partie quasi-homogène de D (qui pour x > 0 est une fonction analytique
combinaison linéaire d’expressions (log x)Nxw1, N ∈ N, w ∈ C \ (2N) ;
on fait la soustraction de cette expression analytique sur tout l’in
tervalle ]0, +∞[), donc on peut supposer D nulle sur ]0, a[ (il peut
rester des Dirac à l’origine, que l’on oublie). On peut alors écrire D
pour x > 0 comme la dérivée Ne d’une fonction continue C à croissance
polynomiale, nulle sur ]0, a[, et on pose ([15, 4.11]) :
D̂(s) = s(s + 1) . . . (s + N  1)
∫ ∞
a
C(x)xsN dx, Re(s)  0
Toutes les formules raisonnables marchent avec cette définition. Par
exemple ([15, 4.20]) si D est de la forme
∑
n an(δ(x  xn) + δ(x + xn)),
0 < x1 < x2 < · · · → ∞,
∑
xn6X |an| = O(X
A), A < ∞ alors D̂(s) =
∑
n>1 anx
s
n .
Venons-en à la démonstration du Théorème 1. Soit D la distribution
paire
∑
n∈Z anδn avec a0 = 0 et an = an. Comme la série de Dirichlet
converge quelque part les an ont croissance polynomiale et D est une
distribution tempérée. Et nous venons de préciser que la série de Di
richlet est aussi la transformée de Mellin, en notre sens, de D.
6. La fonction 1/|x| n’est pas une distribution mais il y a une infinité de dis
tributions qui se restreignent sur x , 0 à cette fonction ; parmi celles-ci il y a la
transformée de Fourier de 2 log |x|. Ces distributions sont toutes quasi-homogènes,
mais aucune n’est homogène, et la seule (à un multiple près) distribution avec l’ho
mogénéité de 1/|x| c’est le Dirac à l’origine. Par contre la fonction 1/x elle est une
distribution homogène ; elle est impaire, et c’est la valeur principale de Cauchy.
7. Dans la vraie vie on a bien sûr besoin de calculer des transformées de Mellin
plus générales, par exemple
∫ ∞
0
f(x)xs dx lorsque f ∈ L2(0, +∞; dx) mais alors ce
Mellin n’est ni moins ni mieux qu’une fonction de carré intégrable pour Re(s) = 12.
Si l’on veut de l’analyticité, il se trouve que la condition de support considérée
est la plus simple ayant déjà une utilité. Le fait que la condition de support puisse
faire bon ménage avec Fourier est déjà en soi un fait remarquable.
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Ensuite, par hypothèse χ(s)f(1  s) est pour Re(s) = σ à croissance
polynomiale lorsque σ  0 donc f(s) = χ(s)χ(1  s)f(s) est à croissance
polynomiale sur toute droite Re(s) = σ avec σ  0. Si on va suffi
samment loin à droite f(s) est bornée. Fixons donc deux telles droites
verticales Re(s) = σ et Re(s) = +σ avec σ  0. Entre les deux on a l’hy
pothèse a priori (modulo un nombre fini de pôles) d’une croissance en
O(exp(e|s|)). Soit P(s) un polynôme correspondant aux pôles, prenons
A  0 et M entier suffisamment grand ; le produit P(s)f(s)/(s+A)M tend
vers zéro sur chacune des deux droites Re(s) = ±σ et est O(exp(e|s|))
entre, pour tout  > 0. Par Phragmén-Lindelöf P(s)f(s)/(s + A)M est
borné dans cette bande, et f y est à croissance polynomiale. Comme f
est donnée par une série de Dirichlet elle est bornée pour Re(s)  0,
donc f est à croissance polynomiale dans tout demi-plan droit.
La fonction f(s) est donc une fonction méromorphe modérée au sens de
[15, Déf. 4.27]. Considérons la fonction g(s) = χ(s)f(1s). Par ce qui
a déjà été établi pour f elle est à croissance polynomiale dans toute
bande verticale de largeur finie. Et par hypothèse elle est O(|s|NYs),
pour Re(s) > σ0, lorsque σ0  0 est bien choisi, avec N entier et
Y > 12. Les pôles de g(s) = pi
s12Γ(1s2 )Γ(
s
2)
1f(1  s), mis à part ceux qui
proviennent de f, ne peuvent être qu’en 1s = 0, 2, 4, . . ., mais comme
il n’y en a pas pour Re(s)  0, c’est donc que g n’a qu’un nombre fini de
pôles dans tout le plan complexe. Soit Q(s) un polynôme correspondant
à ces pôles, pour Re(s) > σ0 la fonction analytique Y
sQ(s)g(s) est à
croissance polynomiale : car elle l’est d’une part pour |Re(s)| 6 σ0
et d’autre part pour Re(s) > σ0. Et cela est vrai pour tout σ0, donc g
est aussi une fonction modérée au sens de [15].
Par [15, Thm. 4.54] : la distribution D dont f est la transformée
de Mellin a une transformation de Fourier E dont la restriction a un
certain intervalle ]Y0, Y0[ est quasi-homogène ; de plus la transfor
mée de Mellin de la distribution tempérée paire E est égale à g(s) =
χ(s)f(1  s).
On dispose d’une information complémentaire importante [15, Rem.
4.29] : notons Q la composante quasi-homogène de E, et soit E1 = E  Q,
donc cet E1 est identiquement nulle dans un certain intervalle ]Y0, Y0[.
Si on prend pour Y0 le plus petit point positif du support de E1 alors :
 log Y0 = lim sup
σ→+∞
1
σ
log |g(σ)|
Nous avons dans notre cas Y0 > Y >
1
2
.
Comme D est une mesure supportée sur Z elle vérifie l’équation
exp(2piix)D(x) = D(x)
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Donc, et cela sera fondamental évidemment :
E(x + 1) = E(x) et ainsi Q(x + 1)  Q(x) = E1(x)  E1(x + 1)
La restriction de la partie quasi-homogène Q à x , 0 est une certaine
fonction q(x). Cette fonction est paire. Pour x > 0 elle est une expres
sion finie de la forme q(x) =
∑
n,w qn,w(log x)
nxw1, en particulier elle
est analytique sur C \ ]∞, 0] avec croissance polynomiale à l’infini.
Regardons  avec 0 <  < 12,
1
2 +  6 Y0. Sur
1
2   < x <
1
2 + , E1(x) comme
E1(x  1) sont identiquement nuls, donc
1
2
  < x <
1
2
+  =⇒ q(x) = q(x  1) = q(1  x)
La fonction q est analytique sur C \ ]∞, 0] et la fonction q(1  x) est
analytique sur C \ [1, +∞[. Ces deux fonctions coïncident sur l’in
tervalle ]12  ,
1
2 + [, donc q est une fonction entière. Or elle est à
croissance polynomiale. Donc q est un polynôme sur x > 0. La conclusion
est que q(x) = P(|x|) avec P un polynôme qui vérifie P(x) = P(1  x).
Considérons la fonction (continue) 1-périodique B(x) qui vaut P(x)
pour 0 < x < 1. Nous avons B(x) = q(x) pour 0 < x < 1 puis, pour 1 < x < 0 :
B(x) = B(x + 1) = q(x + 1) = q(x). Les polynômes de Bernoulli d’indices
pairs B0 = 1, B2 = x
2  x + 16, . . . forment une base de l’espace vectoriel
des polynômes invariants par x 7→ 1x, et (à une constante multiplica
tive près) la fonction 1-périodique B2n({x}) (pour n > 1) est la trans
formée de Fourier de la distribution
∑
k∈Z\{0} k
2nδk. Ainsi, quitte à
retirer de notre série de Dirichlet d’origine une combinaison linéaire
finie de ζ(s + 2), ζ(s + 4), . . . on peut faire en sorte que la fonction
1-périodique B(x) soit réduite à une constante. La transformée de Fou
rier de
∑
k,0 δk est
∑
k,0 δk+δ1, et quitte à retirer en plus un multiple
de ζ(s) (à la serie de Dirichlet originellement considérée) on peut ré
duire B(x) à la fonction nulle (au prix d’un Dirac à l’origine). Nous
n’avons fait que modifier notre distribution D en lui ajoutant une me
sure supportée sur Z\{0} donc elle reste une mesure supportée sur Z et
sa transformée de Fourier E reste 1-périodique et paire. Maintenant la
restriction de E à ]0, 12 + [ est identiquement nulle. Donc E restreinte
à ]12  ,
1
2 + [ est une combinaison linéaire finie de δ, δ
′′, . . .. Mais
E est 1 périodique, donc en fait
E = P(
d
dx
)
∑
k∈Z
δk(x)
avec un polynôme P pair. Ce qui signifie que D qui est sa transformée
de Fourier est de la forme R(x)
∑
k∈Z δk(x) =
∑
k∈Z R(k)δk(x) avec R un
certain polynôme pair, qui doit en fait être nul à l’origine puisque
notre D est nulle sur ]1, 1[. Ainsi notre f(s) du départ a été réduit
à une combinaison linéaire finie de ζ(s  2), ζ(s  4), . . .
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En conclusion, les hypothèses (1), (2), et (3) ont comme conséquence
que la série de Dirichlet de départ est une combinaison linéaire finie
f(s) =
∑
k∈Z ckζ(s  2k) et le Théorème 1 est démontré.
Soit, pour k ∈ Z, fk(s) = ζ(s  2k) et gk(s) = χ(s)fk(1  s). Par la
relation Γ(s + 1) = sΓ(s) et l’équation fonctionnelle on a :
gk(s) =
s(s + 1) · · · (s + 2k  1)
(4pi2)k
ζ(s + 2k) (k > 0)
gk(s) =
(4pi2)k
(s + 2k)(s + 2k + 1) · · · (s  1)
ζ(s + 2k) (k < 0)
Donc, pour tout k donné, et tout σ  0 on a gk(s)  (4pi
2)ks2k pour
Re(s) = σ, |s| → ∞. Il en résulte qu’une combinaison linéaire ne
pourra être bornée, sur une droite quelconque prise suffisamment à
droite, que si elle ne comporte que des k 6 0. Ceci montre qu’en effet
la condition (3′) du Corollaire est équivalente à ce que f(s) soit une
combinaison linéaire des ζ(s  2k), k 6 0.
Et comme gk(σ) ∼ (4pi
2)kσ2k pour σ → +∞, si on fait l’hypothèse 4
qu’une combinaison linéaire se rapproche d’une limite c plus vite que
tout polynôme inverse ne se rapproche de zéro, alors en particulier
elle reste bornée lorsque σ tend vers +∞ par valeurs réelles, ne peut
comporter que des termes avec k 6 0, et finalement que le seul terme
avec k = 0. Ainsi f = cζ.
Nous débutons maintenant les preuves des Théorèmes 2 et 3. Soit D0(x) =∑
p∈Z δ(x  p) la distribution de Poisson, qui est sa propre transfor
mée de Fourier (cf. l’Annexe). Considérons
∑
p∈Z e
2pii(d+p)eδ(x  d  p) =
e2piiexD0(xd). Sa transformée de Fourier est e
2piidee2piidxD0(x+e). Nous
définirons donc
Dd,e(x) = e
piidee2piiexD0(x  d)
de sorte que F agit comme la rotation d’angle pi2 dans le plan des (d, e) :
F (Dd,e) = De,d ,
Considérons les distributions paires : Td,e(x) =
1
2Dd,e(x) +
1
2Dd,e(x).
Comme Dd,e(x) = Dd,e(x), on a Td,e =
1
2Dd,e +
1
2Dd,e et sa transformée
de Fourier est :
F (Td,e) = Te,d
Compte tenu de Td+1,e = e
piieTd,e, Td,e+1 = e
piidTd,e et de Td,e = Td,e, on
peut toujours se ramener à 0 < d 6 1, 0 < e 6 1, 0 < d + e 6 1, et, pour
d + e = 1, par exemple 12 6 d 6 1.
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La transformée de Mellin f(s) de la distribution paire Td,e est donnée
par :
f(s) =
1
2
epiide
∑
x≡d mod 1,x>0
e2piiex
xs
+
1
2
epiide
∑
x≡d mod 1,x>0
e2piiex
xs
La fonction g(s) = χ(s)f(1  s) est :
g(s) =
1
2
epiide
∑
y≡e mod 1,y>0
e2piidy
ys
+
1
2
epiide
∑
y≡e mod 1,y>0
e2piidy
ys
La fonction pi
s
2Γ(s2)f(s) a au plus des pôles en 0 et 1 : d’après [15,
Thm. 4.55], elle est entière lorsque d et e ne sont pas entiers ; lorsque
d ∈ Z et e < Z, pi
s
2Γ(s2)f(s) possède un unique pôle, qui est en s = 0 et
le résidu est epiide ; lorsque d < Z et e ∈ Z, un unique pôle qui est en
s = 1 et de résidu epiide ; lorsqu’à la fois d et e sont entiers, un pôle
en s = 0 de résidu (1)de et un pôle en s = 1 de résidu (1)de.
Comme pour le Théorème 1 les hypothèses faites dans les Théorèmes 2 ou
3 assurent que f et g sont des fonctions modérées, et donc transformées
de Mellin respectives de distributions paires D et E1 identiquement
nulles dans un voisinage de l’origine, et telles que E = F (D) ne dif
fère de E1 que par une distribution quasi-homogène (paire) Q. Pour le
Théorème 2, on a donc :
D =
∑
n>1
an(δxn + δxn)
E = Q +
∑
n>1
bn(δyn + δyn)
Supposons que l’on puisse trouver un nombre fini de suites arithmé
tiques de raison 1 recouvrant le support de D pour x > 0. On a alors un
nombre fini de nombres réels d1, . . ., dN, distincts modulo 1, obtenus
comme les représentants modulo 1 dans ]12,
1
2] de tous les ±xn, n > 1
(an , 0), et qui sont tels que le support de D dans R est recouvert par
les dj + Z. Les hypothèses ne font pas que les dj soient parmi les ±xn
mais assurent que chaque dj est tel que soit dj + K, soit dj + K est
un xn lorsque K est suffisamment grand (et réciproquement pour n avec
an , 0).
Soit φ(x) =
∏
16j6N(e
2piix  e2piidj) =
∑N
k=0
cke
2pii(Nk)x, c0 = 1, cN = ±1.
Comme D est une mesure on a :
φ(x)D(x) = 0 et donc E(x + N) + c1E(x + N  1) + · · · + cNE(x) = 0 .
Pour x > 0 l’expression
Q(x + N) + c1Q(x + N  1) + · · · + cNQ(x)
DEUX EXTENSIONS DE THÉORÈMES DE HAMBURGER 13
est une fonction analytique (dans C \ ]∞, 0]). Or elle a aussi, par
l’équation pour E, un support discret, et est par suite identiquement
nulle. Et par conséquent aussi
x > 0 =⇒ E1(x + N) + c1E1(x + N  1) + · · · + cNE1(x) = 0 .
Montrons aussi au passage que Q est (pour x > 0) constante. Comme |cN| =
1, la formule de récurrence permet de voir que Q est analytique dans
C \ ]∞, 1], puis dans C \ ]∞, 2], . . . et donc que Q est une fonction
entière. Comme elle a a priori croissance polynomiale à l’infini, c’est
qu’elle est un polynôme. Le degré d’un polynôme Q(x) ne change pas par
son remplacement par Q(x + 1)  ωQ(x), lorsque ω , 1, donc l’équation
pour Q donne Q = 0 si 0 n’est pas dans la liste des dj, et se réduit à
Q(x + 1)  Q(x) = 0 donc à Q constante sinon. Ceci est valable pour x > 0
et par parité la distribution Q est une constante sur R \ {0}.
En ce qui concerne E1, la formule montre que si x > N appartient à son
support alors il en est de même de l’un de x1, x2, . . ., xN. Comme le
support de E1 est discret, cela prouve (comme affirmé dans l’énoncé)
qu’en effet il est contenu dans un nombre fini de suites arithmétiques
de raison 1.
La situation est maintenant symétrique entre D et E et compte tenu
de ce que nous avons déjà établi pour la restriction de Q à x , 0, nous
en déduisons que F (Q) est constant pour x , 0 et donc au final que Q
est de la forme α + βδ. Quitte à remplacer D par D + αδ et E par E + α on
peut dorénavant supposer que D comme E ont, au plus, chacun un Dirac
à l’origine. Cette modification éventuelle de D (qui n’en est pas une
de la série de Dirichlet d’origine) peut nous amener à joindre 0 à la
liste des dj (et à remplacer N par N + 1). Dorénavant E est une mesure
paire, vérifiant une récurrence∏
j
(τ  exp(2piidj))E = 0 (τ(E)(x) = E(x + 1))
et supportée sur un nombre fini de translatés de Z. Soient e1, . . ., eM
les représentants dans ]  12, +
1
2] de ce support de E pris modulo 1. On
a :
E(x) =
∑
16k6M
∑
p∈Z
ck(p)δ(x  ek  p)
Chacune des M suites (ck(p))p∈Z doit vérifier la récurrence linéaire∏
16j6N
(τ  exp(2piidj))ck = 0 (τ(ck)(p) = ck(p + 1))
dont l’espace vectoriel des solutions est de dimension N et engen
dré par les fonctions linéairement indépendantes p 7→ exp(2piidjp),
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1 6 j 6 N. Cela prouve que E est une combinaison linéaire des NM distri
butions e2piidjxD0(x  ek) considérées précédemment (avec D0 la distri
bution de Poisson), 1 6 j 6 N, 1 6 k 6 M. Mais comme E est une distri
bution paire elle est aussi combinaison linéaire des parties paires
de ces distributions, donc des Tek,dj. Par conséquent la distribution
originale D (incorporant, comme nous l’avons indiqué, un certain mul
tiple du Dirac à l’origine) est une combinaison linéaire des Tdj,ek,
ou encore des Tdj,ek puisque l’ensemble des dj est stable par passage à
l’opposé (sauf pour un éventuel 12, mais
1
2 = 
1
2 +1 et Td+1,e = e
piieTd,e).
Le Théorème 2 est prouvé.
Je passe maintenant à la preuve du Théorème 3. En exploitant les hy
pothèses comme précédemment nous avons ici une distribution tempérée
paire D =
∑
n>1 an(δxn +δxn), dont le support est inclus (par hypothèse)
dans un nombre fini N de translatés de Z, et la transformée de Fourier E
est de la forme Q+E1 avec Q quasi-homogène, E1 paire, égale dans un cer
tain intervalle ouvert ]Y0, Y0[ (Y0 > N) à
∑
16n6M bn(δyn + δyn). Comme
précédemment, par ce que nous savons du support de la mesure D nous
obtenons une certaine récurrence linéaire
∏
16j6N(τexp(2piidj))E = 0.
Prenons  > 0 avec N +  < Y0 et de sorte que l’intervalle ]0, [ ne ren
contre modulo 1 aucun des ±yn, 1 6 n 6 M. Sur cet intervalle E1(x), . . .,
E1(x+N) sont identiquement nuls, et ainsi
∏
16j6N(τexp(2piidj))Q = 0.
On peut donc exprimer Q(x) en fonction de Q(x+1), . . ., Q(x+N), et par
analyticité cela restera valable pour x = z ∈ C \ ]∞, 0], puis permet
d’étendre le domaine d’analyticité de Q(z) à C\]∞, 1], etc. . ., donc
Q(z) est une fonction entière et finalement un polynôme. Pour les ω , 1
la transformation P(x) 7→ P(x + 1)  ωP(x) conserve le degré des poly
nômes, donc notre polynôme Q(x) ou est directement vu comme étant nul,
ou vérifie Q(x + 1) = Q(x) et est constant. Par parité nous avons ainsi
que la restriction de Q à x , 0 est une constante. Nous pouvons alors
soustraire un Dirac à l’origine à D afin de retirer cette constante à
E, en maintenant la relation F (D) = E. La restriction de E à ], +[ est
paire et supportée à l’origine donc une combinaison de δ, δ′′, . . .. Ce
pendant E n’a en 1, 2, . . ., N au plus que des Dirac, et c’est ainsi aussi
le cas à l’origine, par la récurrence. La restriction de E à ], N + [
est ainsi une somme d’un nombre fini de Dirac et par la relation de
récurrence, il en résulte que E est elle-même une mesure, au support
discret inclus dans un nombre fini de suites arithmétiques de raison
1. À ce stade nous nous sommes ramenés aux hypothèses du Théorème pré
cédent.
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3. Annexe : preuve de l’identité de Poisson distributionnelle
Soit D(x) =
∑
n∈Z δ(xn) la distribution de Poisson, et E sa transfor
mée de Fourier, au sens des distributions tempérées. De D(x + 1) = D(x)
il résulte (e2piix  1)E(x) = 0 ce qui établit que E est une mesure 8 sup
portée sur Z. De (e2piix  1)D(x) = 0 il résulte que E est 1-périodique.
Donc E = cD pour une certaine constante c.
Soit f une fonction paire, infiniment dérivable à support compact,
positive, non identiquement nulle. Soit k = f*f+F (f)
2. La fonction de
Schwartz k est paire, positive, et sa propre transformée de Fourier.
Et k(0) > 0. Donc 0 < (D, k) = (E, k) et c = 1.
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8. puisque les seules distributions annulées par x sont le Dirac et ses multiples !
