Abstract -Recommender systems benefit us in tackling the problem of information overload by predicting our potential choices among diverse niche objects. So far, a variety of personalized recommendation algorithms have been proposed and most of them are based on similarities, such as collaborative filtering and mass diffusion. Here, we propose a novel similarity index named CosRA, which combines advantages of both the cosine index and the resource-allocation (RA) index. By applying the CosRA index to real recommender systems including MovieLens, Netflix and RYM, we show that the CosRA-based method has better performance in accuracy, diversity and novelty than the state-of-the-art methods. Moreover, the CosRA index is free of parameters, which is a significant advantage in real applications. Further experiments show that the introduction of two turnable parameters cannot remarkably improve the overall performance of CosRA.
Introduction. -The development of the Internet and e-commerce makes our lives more convenient as billions of products are available online [1] . Meanwhile, the problem of information overload plagues us everyday as it is much harder to dig out relevant objects than ever [2] . Thus far, personalized recommendation was thought to be the most promising way to efficiently solve the problem of information overload. Personalized recommendation benefits both buyers and sellers, and it is now playing an increasing role in our online social lives. Many online platforms (Amazon, eBay, AdaptiveInfo, Taobao, etc) have introduced personalized recommendation systems [3] , which predict users' potential choices by analyzing historical behaviors of users, attributes of objects, and so on [4] . For example, Amazon.com recommends books by analysing users' purchase records [5] , and AdaptiveInfo.com recommends news by using users' reading histories [6] . In recent years, personalized recommendation has found widely applications [7] in recommending movies [8] , research articles [9] , driving routes [10] , locations [11, 12] and so on.
So far, a variety of personalized recommendation algorithms have been proposed, among which user-based (UCF) and item-based collaborative filtering (ICF) are (a) E-mail: gaojian08@hotmail.com the most representative ones [13] . UCF and ICF are respectively based on the weighted combination of similar users' opinions and the similarity between items [14] . Recently, many diffusion-based algorithms are proposed by introducing some physical dynamics into the recommender systems, such as mass diffusion (MD) [15] and heat conduction (HC) [16] . The simplest version of MD can be considered as a two-step resource-allocation process in bipartite networks [17] . Later, Zhou et al. [18] and Jia et al. [19] proposed two algorithms by giving new strategies in the initial resource distribution, Zhou et al. [20] proposed a hybrid method that combines both MD and HC, Lü et al. [21] proposed a preferential diffusion method by considering node weights in redistributing resources, and Liu et al. [22] proposed a weighted heat conduction algorithm by considering edge weighting. Reviews of previous literatures can be found in Refs. [23] and [24] .
Essentially, the aforementioned collaborative filtering and diffusion-based methods are similarity-based methods [25] . In collaborative filtering, the most commonly used index is cosine similarity [26] . However, it strongly tends to recommend popular objects, resulting in accurate yet less-diverse recommendations [27] . In diffusionbased methods, the diffusion is indeed a resource allocation process, and thus the node similarity is characterized p-1 by the resource allocation (RA) index [28] . The RA index gives high priority to assign resources to large-degree nodes, which also leads to high accuracy but low diversity of MD [29] . In fact, the cosine index and RA index are complementary to each other, and thus to combine the two can possibly improve the overall performance. How to design a suitable similarity index for personalized recommendation is still an open issue and such index can also be applied in characterizing many network structures and functions.
In this letter, we propose a novel similarity index for better personalized recommendation. The similarity index, named CosRA, combines advantages of both the cosine index and the RA index. Further, we propose a personalized recommendation algorithm based on the CosRA index. Extensive experiments on three real data sets suggest that the CosRA-based method performs better in accuracy, diversity and novelty than the state-of-the-art methods. To do a more systematic analysis, we extend the CosRA index to a general form by introducing two turnable parameters. Interestingly, results suggest that the original CosRA index is almost optimal, and its effectiveness cannot be remarkably improved by adjusting the parameters. Such feature is significant since a parameterfree index is more applicable than a parameter-dependent index. Our work sheds lights on the importance of a suitable similarity index in enhancing the overall performance of personalized recommendation.
Method. -A recommender system can be naturally described by a user-object bipartite network G(U, O, E), where U = {u 1 , u 2 , . . . , u m }, O = {o 1 , o 2 , . . . , o n } and E = {e 1 , e 2 , . . . , e z } are sets of users, objects and links, respectively [30] . To distinguish object-related and userrelated indices, we respectively use Greek and Latin letters for them. The bipartite network can be naturally represented by a adjacency matrix A, whose element a iα = 1 if there is a link connecting node U i and node O α , i.e., user i has collected object α, otherwise a iα = 0. The main purpose of recommendation algorithms is to provide a target user with a ranking list of his uncollected objects. For user i, the recommendation list with length L is denoted as o
is a set of L objects with the highest recommendation scores for user i.
Firstly, two widely used similarity indices in recommendation algorithms are introduced, namely, the cosine index and the RA index. Taking objects α and β as an example, the cosine index between them is defined as
where k oα and k o β are respectively the degrees of objects α and β. For objects α and β, the RA index is defined as where k ui is user i's degree. Indeed, the RA index is the element of the transformation matrix in the MD process. The CosRA index can be seen as a combination of the cosine index and the RA index. For objects α and β, the CosRA index is defined as
Based on the CosRA index, we further propose a personalized recommendation algorithm, which works as follows: Fistly, for user i, the resource of object α is initialized as
Secondly, the resources are redistributed via
where f (i) is an n-dimensional vector recording all objects' initial resources, given i the target user, and f ′(i) is the final resource vector. At last, all objects are sorted by their resources f ′(i) and the top-L uncollected objects are recommended to user i. An illustration of the CosRAbased method is shown in fig. 1 .
Data. -Three commonly studied data sets, namely, MovieLens, Netflix and RYM, are used to test the performance of different methods. MovieLens data set is provided by the GroupLens project at University of Minnesota (www.grouplens.org). The data set uses a 5-point rating scale from 1 to 5 (i.e., worst to best). When building the bipartite network, we only consider the links with ratings ≥ 3. After coarse graining, the data set contains 82520 links. Netflix is a huge data set that released by the DVD rental company Netflix for its Netflix Prize contest (www.netflixprize.com). The ratings are also given on a 5-point scale. Analogously, only links with ratings ≥ 3 are reserved. Then, we extract a small sampling data set by randomly choosing 10000 users and taking the associated 701946 links. RYM data set is publicly available on the music ratings website (rateyourmusic.com). The ratings are given on a 10-point scale from 1 to 10 (i.e., worst to best). Here, only links with ratings ≥ 6 are considered, and thus the final data contains 609792 links. The basic statistics of the data sets are summarized in table 1.
Metrics. -In order to test the algorithmic performance, we randomly divide one data set into two parts: the training set and the testing set with ratios 0.9 and 0.1, respectively. For each user, we provide the recommendation list based on the training set, and test the performance on the testing set. To quantify the performance of recommendation, we here apply six widely used metrics, including three accuracy metrics (AUC, Precision and Recall), two diversity metrics (Inter-similarity and Intrasimilarity), and one novelty metric (Popularity). In the following, we will briefly introduce these metrics.
Accuracy is one of the most important metric in evaluating the quality of recommendation algorithms. We fist introduce AUC (area under the ROC curve) [31] . Given the ranks of objects in the testing set, AUC value can be interpreted as the probability that a randomly chosen collected object is ranked higher than a randomly chosen un-collected object. To calculate AUC, at each time, a pair of collected and un-collected objects are selected to compare their resources. After N times independent comparisons, if there are N 1 times the collected object has more resources and N 2 times their resources are the same, the average value of AUC for all users is defined as [28] 
Larger AUC value means higher algorithmic accuracy. Then we introduce two L-dependent accuracy metrics, namely, Precision and Recall [32] . Precision is defined as the ratio of the number of recommended objects appeared in the testing set to the total number of recommended objects. Mathematically, for all user, the average value of Precision is defined as
where d i (L) is the number of common objects in the testing set and the recommendation list with length L. Recall is defined as the ratio of the number of recommended objects appeared in user's recommendation list to the total number of objects in the test set. Mathematically, for all user, the average value of Recall is defined as
where D(i) is the number of objects in the testing set. Larger Precision and Recall mean higher accuracy. Diversity is an important metric in evaluating the variety of objects that recommended by personalized recommendation algorithms. One of the diversity metrics is Inter-similarity. To quantify the Inter-similarity, we use Hamming distance [18] . The average value of Hamming distance for all users is defined as
where
Another diversity metric is Intra-similarity [33] , which is defined as the similarity between objects appeared in target user's recommendation list. Mathematically, for all users, the average value of Intra-similarity is defined as
where S
Cos αβ
is the cosine similarity between objects α and β in user i's recommendation list o L i with length L. Smaller value of Intra-similarity means higher diversity.
Novelty [23] is an important metric aiming to quantify the ability of an algorithm to generate novel (i.e., unpopular) and unexpected results. Here, we use the average Popularity of the recommended objects to quantify the novelty, which is defined as
where k oα is the degree of object α in user i's recommendation list o L i . Smaller value of Popularity indicates higher novelty and potentially better user experience.
Results. -We apply the CosRA-based method to the three real data sets. By comparison, some benchmark methods are also considered, including global ranking (GR), user-based collaborative filtering (UCF), itembased collaborative filtering (ICF), mass diffusion (MD) and heat conduction (HC). In GR, all objects are sorted in the descending order of their degrees and those with the largest degrees are recommended [17] . In UCF, the target user will be recommended the objects collected by the users sharing similar tastes [34] . Analogously, in ICF, the target user will be recommended objects similar to the ones he preferred in the past [33] . We adopt the cosine similarity to quantify the user and object similarity in UCF and ICF, respectively. MD and HC both can be considered as resource allocation processes on the user-object bipartite network [20, 35] . Nevertheless, they has several distinguishing characteristics. The total amount of resources is conserved in MD instead of in HC. The transformation matrices in MD and HC are mutually transposed as the matrix is normalized by column in MD and by row in HC.
More details in implementing the five benchmark methods can be found in the survey paper [23] .
Results of the six evaluation metrics are shown in table 2. When focusing on the accuracy, CosRA-based method has remarkable advantage towards the other five methods on all data sets, as indicated by the higher values of AUC, Precision and Recall. The AUC values in CosRA-based method is 0.909, 0.950 and 0.952 for MovieLens, Netflix and RYM, respectively. Meanwhile, ICF and HC have poor performance, as indicated by the generally smaller values of accuracy metrics, especially for Recall. When focusing on diversity, on the one hand, the values of Inter-similarity (Hamming distance) in CosRAbased method are much larger than those in GR, UCF and MD and not far behind of those in ICF and HC. On the other hand, the values of Intra-similarity in CosRAbased method are smaller than those in GR, UCF and MD. These results suggest that CosRA-based method has advantage in diversity. When focusing on novelty, CosRA-based method remarkably outperforms GR, UCF and MD as indicated by the smaller Popularity values, although ICF and HC have the best performance. Based on these observations, it can be concluded that CosRA-based method has better accuracy, well diversity and novelty in personalized recommendation.
To better understand the mechanism of CosRA-based method, we show the degree distribution of the recommended objects for all users in fig. 2 . To make a comparison, MD and HC are also studied. In MD, there is a high probability for large-degree objects being recommended (see the first column of fig. 2 ), whereas HC prefers to recommend small-degree objects (see the second column of fig. 2 ). The two strong trends of MD and HC both have disadvantages, resulting in poor diversity and novelty of MD and low accuracy of HC. Fortunately, CosRA-based method finds a balance among accuracy and diversity by recommending both large-degree and small-degree objects without any strong bias (see the last column of fig. 2 ).
For a more systematic analysis on the CosRA index, we extend it to a more general form by introducing two turnable parameters, η 1 and η 2 . Mathematically, the generalized CosRA index is formulated as
Notice that the original CosRA index is a special case when η 1 = η 2 = −0.5. By varying η 1 and η 2 , we study how the similarity index affects the performance of recommendation. As shown in fig. 3 , the generalized CosRA-based method achieves its best performance when both η 1 and η 2 are around −0.5. Specifically, when focusing on accuracy, the values of AUC, Precision and Recall reach their maximum when η 1 and η 2 are around −0.5, as marked by vertical and horizontal dash lines in the first three columns of fig. 3 . The accuracy metrics perform best at almost the same parameters on all data sets, which is a strong evidence that the optimal parameters, η 1 = −0.5 p-4 When focusing on diversity, the generalized CosRAbased method has better performance when η 1 and η 2 are smaller than −0.5, as indicated by the larger values of Inter-similarity (Hamming distance) and the smaller values of Intra-similarity in the fourth and fifth columns of fig. 3 , respectively. When η 1 and η 2 exceed −0.5, the diversity of the generalized CosRA-based method largely decreases. When focusing on novelty, the diagrams are almost divided into two parts by η 2 ≈ −0.5 and the generalized CosRA-based method has remarkably lower Popularity (i.e., higher novelty) when η 2 < −0.5 as shown in the last column of fig. 3 . That's mainly because smaller η 2 benefits small-degree (i.e., unpopular) objects in receiving resources. After a comprehensive consideration, it can be concluded that the original parameters, η 1 = −0.5 and η 2 = −0.5, are almost optimal and the effectiveness of the generalized CosRA index cannot be remarkably improved by adjusting the two parameters.
Conclusions and discussion. -In summary, we have proposed a novel similarity index for better personalized recommendation, which combines advantages of both the cosine index and the resource-allocation index. Based on the proposed index, we further propose a personalized recommendation algorithm. Extensive experiments on real data sets suggest that the proposed algorithm has better accuracy and well diversity and novelty compared with the state-of-the-art methods. To further understand how the similarity index works, we show the degree distribution of the recommended objects for all users. Results suggest that the proposed method does not have strong bias on objects' degrees compared with other benchmark methods. Indeed, the similarity index finds a balance among the three important evaluation metrics and improves the overall algorithmic performance. Further, we extend the similarity index to a more general form, however, results suggest that the original similarity index is almost optimal. That is to say, the similarity index is free of parameters, which is a significant advantage in real applications.
Our work highlights the importance of the similarity index in personalized recommendation and suggests that the adoption of suitable similarity index can enhance the algorithmic performance. By introducing the novel similarity index into the personalized recommendation, not only the accuracy is improved, but also the well diversity and novelty are achieved. Nevertheless, how to balance the accuracy, diversity and novelty in recommender systems is still an open issue. Our work just provides a promising way to deal well with the three metrics by proposing a novel parameter-free similarity index.
Further more, pairwise vertex similarity is a fundamental index for many network functions and dynamics [36] . That is to say, the proposed similarity index can find applications in solving many network-related problems, such as link predication [37, 38] , community detection [39] [40] [41] , spreading activation [42] , network evolution [43] , web searching [44] , microarray data clustering [45] , and gene ranking [46] . As future works, we could consider designing more suitable similarity indices for networks [36] , studying their effects on the evolution of recommender systems [47] , and introducing reputation systems into the personalized recommendation to improve its robustness in resisting spamming attacks [48] [49] [50] .
