Abstract-Electronic commerce (E-commerce) has gradually been the mainstream of business. There may be some unpredictable but frequent problems such as delay in shipment, shipping errors caused by E-commerce participants' low efficiency. There problems will have negative impact on the business of participants eventually. Correct evaluation of the efficiency of E-commerce is an important way to improve operations. This paper introduces the knowledge discovery theory of data mining-based on Rough Set Theory (RST) to deal with the vague and inaccurate information about the evaluation of supplier and mine the law knowledge that exists between input variables and adverse position. The output of RST is then used as the feature and is delivered to the Logistic Regression (LR) to rank the product of electronic commerce website. The proposed approach, termed as RST-LR, is composed of the procedure of attribute values discretization; filtration processing of minimum attributes sets; evaluation rule; calculating the ranking accuracy and the establishment of evaluation systems. We evaluated the proposed approach on a real world dataset, The experimental results show that it achievesa high accuracy, and the rule has met the requirements of application.
INTRODUCTION
According to the fact that wide application of computer networks and the rapid development of the Internet, more and more people access the internet and the great improvement of internet transaction security technology, E-commerce has gradually been accepted by the public and it has become a mainstream business model [1, 2] . At the same time, through the application of Business-to-Business (B2B) and (Business-to-consumer) B2C in e-business practices, many companies realize their dreams about opening a store on the internet, by real-time online payments, supply chain management (SCM) and other mechanisms [1, 3, 4] . They can manage their logistics and funds efficiency, and provide a safe and substantial Internet trading environment and in turn attracts more people to shopping online. Global Ecommerce online shopping market is rising year by year [1] . The application and research of Web data mining technique in E-commerce attracts widespread attention, and more and more scholars begin to apply Web data mining techniques to E-commerce. Using data mining techniques to mine E-commerce data has tremendous commercial value. It benefits for customers' segment and can realize personalized services to customers. This in turn can increase overall management chain, returning investment rate of industry chain, business models, products and service innovation. Web Data Mining aims to dig out hidden, unknown and potentially useful information from a lot of materials [5, 6] . Web data mining has different functions, such as identification, prediction, association, clustering and so on. Many researchers use data mining in different fields to solve different problems. In particular, there are also many researchers use Web data mining to solve quality issues. For example, work [2] uses the two algorithms, selforganization map (SOM) neural networks and rule induction for data mining. The results indicate that a process step and the quality of materials used are the major factor that decreases the excellent rate and significantly improve the quality of transistor collector and emitter when the leakage current is excessive. Work [3] uses the methods of Kruskal-Wallis verification and decisiontreeto develop manufacturing diagnostic data mining according to electronic materials testing and related process information. There are also many studies on the security of Web data mining about electronic transactions [7, 8] . So far, there is very few related research on Data Mining in E-commerce service quality diagnostic systems. This paper attempts to use rough set theory for Web data mining.
Data mining is an interdisciplinary topic. According to the different requirements of specific tasks, we can use statistical methods, neural networks, online analytical processing, genetic algorithms and decision trees, rough sets and so on [1, 3, 6, 10] . (1) Statistical analysis methods. Statistical analysis methods mainly refer to the relevant statistical methods for data correlation analysis, regression analysis, cluster analysis and principal component analysis. In practice, we usually use SPSS for Web data mining. Thegenerally procedure is normalizing the data firstly. Standardized data can be operated directly in SPSS, such as cluster analysis can use Classify menu. We can make many customizations on the output results, including analysis, graphics, and text etc. (2) Neural network based methods. Neural network is similar to the data processing method which caused by simulating human brain neurons process information, which is more common Back Propagation (BP) neural network. Through the network learning function, we can find a suitable weight value to obtain the best results. BP is the more common neural network. BP neural network algorithm was proposed in 1986 [11] . Neural networks have different network modes. In general, according to the division of the network structure, it can be divided into forward neural networks and feedback neural network [12] . (3) Online processing method. Online processing is different with traditional Online Transaction Processing (OLTP) which is primarily used to deal with transaction processing, such as civil aviation calibration system, the bank's storage systems and so on [13] . These operations mainly meet the requirements of high-volume, simultaneous and quick response. However, it is mainly used for data analysis and decision supporting. (4)The genetic algorithm (GA) [14] is an evolution algorithm, its basic principle is simulate the biological evolution laws, encode the parameters of the problem, label them as chromosomes and then use an iterative approach to selection, crossover and mutation, and ultimately make the generating chromosomes meet optimization goals. (5) Decision tree algorithm [15] is a kind of inductive learning methods. Decision tree method can predict unknown outputs. The decision tree is similar with the conventional tree. That is, it has nodes and leaves, and each node can be arranged a suitable test, and according to the test results, we can determine which node as the identification criteria can be used for further decisions until we achieve our target. In essence, the decision tree can be considered as a Boolean function, where the inputs of the function are a set of objectives and conditions which has the same property, and its output is binary. In a decision tree, each internal node is mapped to a corresponding property's test, and the branch emanated by node represents the possible values.
Rough Set Theory (RST) wasproposed to deal with the ambiguity in the 1980s [4] . The main idea of RST is using data to collect the corresponding rules and provide effective assistance for decision [6] . The rough set theory overcomes the limitations of the previous approaches and can potentially be applied to our task. Further logistic regression is a popular approach for both identification and regression. We in this paper cast the product ranking problem as aidentification problem.
The main purpose of this paper is for the service quality and efficiency evaluation of E-commerce, and we introduce RST theory in the course [7] [8] . By using the effective mining knowledge rule of RST and logistic regression, we can provide appropriate advice for the service quality and efficiency of E-commerce eventually. In the experiment, there are many procedures as follows: data collection, data preprocessing, discrimination, attribute reduction, reduction filtering, rule generation, rule filtering, identification prediction, accuracy calculation and diagnostic system. And the results show that web data mining can greatly improve the service quality and efficiency when used in r-commerce.
The contributions of this work are threefold: (1) to our best knowledge, the rough set approach is firstly applied to the efficiency evaluation of EE-commerce; (2) we modify the rough set approach so that it can well adapt to our application; (3) the proposed approach shows very completive performance and reasonable results [9] [10] [11] [12] .
II. PROPOSED SCHEME
The main purpose of this paper is to evaluate the service quality and the service efficiency of E-commerce, and we introduce RST theory in the course. By using the effective mining knowledge rule of RST, we can provide appropriate advice for the service quality and efficiency of E-commerce eventually [13] . In the identification predict ion problems, rough set first provides a set of data with training results, these data are stored in relational tables, and the decision tree can obtain identification rules according to the data, and then guide and predict future data results by using the identification rules. Web data mining mainly include the following aspects: data base, server, knowledge base, Web data mining algorithms, model assessment, and user interface and so on. Our general framework for Web data mining is shown in Figure 1 . Web data mining uses a series of automated or semiautomated process, conversion, and machining process to selects appropriate information that stored in the historical database according to the purpose, and find the association that hidden in the data and meanwhile assist users to solve issues related [14] . In general, web data mining mainly includes the following steps as shown in Figure 2 .
A. Data Collection and Preprocessing
UCI database is maintained by the University of California at Irvine California Irvine, which are widely used in machine learning. The database currently has a total of 264datasets, and the number is still growing. The UCI data sets are commonly used standard test data sets. It fully refers to the international famous design standard. Besides, it also combined the actual situation of Chinese financial markets, and it put the empirical research as the guide to finish the whole design.
In this paper, we used the Amazon Commerce reviews data set of the UCI as the main data resource. The dataset is used for authorship identification in online writepring which is a new research field of pattern recognition. The features of the data set are multivariate. The dataset is the customer reviews from Amazon Commerce Website for authorship identification. Most previous researches conducted the identification experiments for two to ten authors. But in the online context, reviews to be identified usually have more potential authors, and normally identification algorithms are not adapted to large number of target classes. To examine the robustness of identification algorithms, we identified 50 of the most active users (donated by a unique ID and username) who frequently posted reviews in these newsgroups. The number of reviews we collected for each author is 30.As the data set is from different angles, so it is strong representative and challenging. This paper used the database and by using the Rough Set it can deal with the vague and imprecise information during the process of evaluation of electricity, which can achieve the correct, reliable and comprehensive evaluation for the efficiency.
B. Rough Set for Feature Representation
When the rough set approach deals with data, it defines the 
and PA  is the subset [9] . So the relationship without distinction must meet the following formula:
Based on the above definition, the lower limit can be defined as The calculation of identification error rate is:
III. EXPERIMENTS RESULTS
This section will empirically validate our proposed RST-LR based on rough set theory (RST) and logistic regression (LR) for product ranking. The experiment procedures are as follows. First, collect data according to experiment design; second, extract feature from the processed data; third, model training and test. The experimental steps are shown in Figure 3 . This section will sequentially present the dataset, verification criterion and experimental results. Note that, we integrate RST and LR in the same framework where RST extracts feature from the raw data while LR performs product ranking based on the chosen dataset. 
A. Experimental Dataset
The Amazon Commerce reviews data used in our experiments was collected by National Engineering Research Center for E-Learning. The dataset are from the customers' reviews in Amazon Commerce Website for authorship identification. It was used to identify the review authors from Amazon Commerce Website. Most previous works conducted the identification experiments for two to ten authors. But in the online context, reviews to be identified usually have more potential authors, and normally identification approaches are not adapted to large number of target classes. To examine the robustness of identification algorithms, we identified 50 of the most active users (a unique ID and username) who frequently posted reviews in these newsgroups. The number of reviews we collected for each author is 30. The dataset includes 1500 samples with 10000 attributes that includes authors' linguistic style such as usage of digit, punctuation, words and sentences' length and usage frequency of words and so on. The categories are shown in Table 1 . The Data in our experiment were collected by ZhiLiu of National Engineering Research Center for E-Learning. The dataset are derived from the customer's reviews in Amazon commerce website for authorship identification. The dataset includes have 1500 samples with 10000 attributes, which used to identify the review authors from Amazon Commerce Website. Through which, we divided the dataset into two part, training data set with 1000 samples and forecasting data set with 500 samples.
B. Evaluation Criterion
To validate the advantages of the proposed approach, we employ the identification accuracy as the evaluation criterion which can be defined as follows: Table 2 . It is worth noting that, the parameters use a partition threshold between 1 and 2. 
C. Main Results
In the first experiment, we take advantage of the RST-LR approach for product ranking, and use the Amazon Commerce reviews collected from Amazon Commerce Website for authorship identification as the samples to run experiment. The dataset in this experiment were collected by ZhiLiu from National Engineering Research Center for E-Learning. The dataset are collected from the customer's reviews in Amazon Commerce Website for authorship identification. It uses accuracy and precision as the assessment standard to verify the effectiveness of RST-LR for product ranking. During the experiment, it adopts the standard method to determine the parameters of RST-LR. Then it utilizes the trained RST-LR to run the identification. In the experiment, the parameters of RST-LR are configured to the default ones.
The accuracy and precision is employed as the assessment criterion for the product ranking. We run the experiment for 20 rounds and report the experimental results of partial rounds are in Table 3 . As show in Table  3 , by using our algorithm to train parameter, RST-LRfor product ranking reach the highest performance of 87.49% under the criterion of accuracy, while RST-LRreach the highest performance of 87.97% under the standard of precision. Further, the average accuracy of RST-LRis 84.55% which outperforms that of NN (79.82%). The potential reasons for these results are mainly threefold. Firstly, the RST-LRhas the ability to map the nonlinear data in the low dimensional space to the high dimensional space by a Kernel function, which makes the identification problem easy. Secondly, the parameter selection method can be adaptive to different dataset, in comparison with empirical parameter selection method. Thirdly, the processing procedure for data is able to remove noise and keep useful information effectively, and the element steps of our method could cooperate. In the second experiment, we further evaluate our proposed RST-LR method for product ranking, over the Amazon Commerce reviews. We use two comprehensive criterions, accuracy and precision, for the experimental evaluation. Identification accuracy and recall are two typical and popular measures for the correctness of the identification model. The experimental procedure is shown in the experiment section. The preprocessing step and feature extraction procedure are important to the experiment because they encode discriminant information.
The proposed approach RST-LR is learnt using the above approach, and some parameters of RST-LR are obtained using two schemes: hand-specification scheme and crossvalidation strategy. We do the test multiple rounds, where in each round we randomly separate the dataset to training set and test set.
We seek to verify the advantage of the proposed approach for product ranking, through extensively comparing our method with three state-of-the-art algorithms, that is, RST, NN and BP-NN. Further, to verify the robustness of our method to the number of training sample, we also vary the number of training examples. The experimental results are report in Table 4 . As present in Table 4 , the proposed method consistently outperforms all three compared approach, with the range of 75.72-89.56% on accuracy and 76.86-96.12% on precision. Further, our RST-LR exhibit strong robustness against the percentage of training data from 30% to 70%. These results indicate that, our algorithm can be straightforwardly utilized to a number of applications. We here provide some explanations. (1) The RST-LR is capable to adapt and deal with complexly distributed data well, where the adaptability essentially comes from the flexibility of the parameters. (2) In comparison with empirical parameter selection approach, the selection algorithm for model parameters can adapt to the dataset. (3) The experimental procedure of the proposed approach could provide informative features and could maximize the discrimination ability. In the third experiment, it targets to validate the advantage and robustness of RST-LR method for product ranking, in comparison with others. The Amazon Commerce reviews is collected from Amazon Commerce Website for authorship identification and is randomly partition to training set and test set. The dataset are collected from the customer's reviews in Amazon Commerce Website for authorship identification.. We take advantage of accuracy and precision as the assessment criterion for assessment. As show in previous section of this paper, the parameters of RST-LR is solve using the standard algorithm. The learn RST-LR to is then employ to run identification. The test is performed for multiple rounds, with default set.
The experimental results of our proposed algorithm RST-LR and the compared algorithm NN are respectively summarized in Table 5 . These results are getting through the selection approach of cross validation algorithm under varying parameter setting. Identification accuracy and precision are two typical and popular measures for the correctness of the identification model. From the results of Table 5 , we can see that, for different experimental rounds, under the verification criterion of accuracyor precision, the proposed algorithm for product ranking is significantly higher than that of the compared NN, respectively about 84.55-80.51% and 86.24-79.75%. The reasons for these results are mainly three aspects. (1) The RST-LR method can be applied to the conditions that sample data is large scale, complex dimension, containing a large number of heterogeneous information. (2) The learning method is according to the data distribution of the input data to select the model parameters of the RST-LR, which makes the RST-LR having better adaptability. (3) The framework of the proposed algorithm is composed of some comprehensive procedures which sequentially maximizes the identification ability. 
IV. CONCLUSION
The quality of the E-commerce service efficiency has relationship with the survival of E-commerce, so this paper is about RST based E-commerce service efficiency evaluation system. But in the application of the model, there are some aspects should be considered. There are several simplifying attribute methods. Here, we adopt the latter genetic algorithm, the design principles for the fitness function of the genetic algorithm is the rate of the cases included in the attribute set. The answer got from the simplified attribute is not unique; we can obtain many minimal set of attributes. But which set should be adopted, should not only compare the accuracy of the identification results but also refer to the advice of experts in the field. We can also filter rules if it is necessary. The principles whose ability of predicting is less should be filtered, and the others are kept.
Generally, this step should refer to experts' knowledge so as to determine the reasonableness of these principles, and decide whether to delete or retain. When there are new objects that should be classified, we should on the basis of the following conditions: the new object exactly in line with a deterministic logical rule. The new object accords with many rules, but their decision attribute value are same. So there will be no confusing problems (n-to-1). But if the decision attribute values are not the same (n-ton), it is necessary to compute which decision attribute value' probability is higher, and then select the principle that has more samples. New object exactly in line with a non-deterministic logica1 ru1e, namely, in line with an attribute value with the same premise, but it has several decision attribute values (1-to-n). This principle must calculate the possibility of decision attribute value is relatively high, and then select the principle that has more samples. If new object doesn't in line with any principle, it is necessary to find a similar near principle to utilize.
