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Abstract—Motivated by a host of recent applications requiring
some amount of redundancy, frames are becoming a standard tool
in the signal processing toolbox. In this paper, we study a specific
class of frames, known as discrete Fourier transform (DFT)
codes, and introduce the notion of systematic frames for this
class. This is encouraged by a new application of frames, namely,
distributed source coding that uses DFT codes for compression.
Studying their extreme eigenvalues, we show that, unlike DFT
frames, systematic DFT frames are not necessarily tight. Then,
we come up with conditions for which these frames can be
tight. In either case, the best and worst systematic frames are
established in the minimum mean-squared reconstruction error
sense. Eigenvalues of DFT frames and their subframes play a
pivotal role in this work. Particularly, we derive some bounds on
the extreme eigenvalues DFT subframes which are used to prove
most of the results; these bounds are valuable independently.
Index Terms—BCH-DFT codes, systematic frames, parity,
eigenvalue, optimal reconstruction, quantization, erasures, dis-
tributed source coding, Vandermonde matrix.
I. INTRODUCTION
FRAMES, “redundant” set of vectors used for signalrepresentation, are increasingly found in signal processing
applications. Frames are more general than bases as frames are
complete but not necessarily linearly independent. A basis, on
the contrary, is a set of vectors used to “uniquely” represent
a vector as a linear combination of basis elements. Frames
are generally motivated by applications requiring some level
of redundancy, and they offer flexibility in design, resilience
to additive noise (including quantization error), robustness to
erasure (loss), and numerical stability of reconstruction. With
increasing applications, frames are becoming more prevalent
in signal processing.
In this paper, we study a specific class of frames known as
discrete Fourier transform (DFT) codes. By using these codes,
the ideas of coding theory are described in the signal process-
ing setting. We consider the Bose-Chaudhuri-Hocquenghem
(BCH) codes, an important class of multiple-error-correcting
codes, in the DFT domain [2]–[4]. BCH-DFT codes are
cyclic codes in the complex (or real) domain, similar to BCH
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codes in the binary error correction setting. Therefore, their
codewords have certain successive spectral components equal
to zero. This property is then exploited for error detection and
correction in the complex (real) field [2]–[9].
From the frame theory perspective, DFT codes are harmonic
tight frames. In the absence of erasure, tight frames minimize
the mean-squared error (MSE) between the transmitted and
received signals [10]–[12]. The MSE is the ultimate measure
of performance in many digital communication systems where
quantized analog signal is transmitted. Frames are naturally
robust to transmission loss since they provide an overcomplete
expansion of signal [10]–[14].
DFT frames have recently been applied in the context of
distributed source coding (DSC) [15]. More precisely, BCH-
DFT codes are used for compression of analog signals with
side information available at the decoder. In DSC context, side
information is viewed as corrupted version of signal, and com-
pression is achieved by sending only redundant information,
in the form of parity or syndrome, with respect to a channel
code [16]. Unlike in DSC that uses binary channel codes for
compression, in the new framework (DSC based on BCH-DFT
codes) compression is performed before quantization. As a
result, DFT frames, which are primarily used for compression,
can decrease quantization error at the same time. This results
in a better reconstruction, in the MSE sense, particularly when
the sources are highly correlated.
Motivated by its application in parity-based DSC [15] and
distributed joint source-channel coding (DJSCC) [17] that use
DFT codes, we introduce the notion of systematic frames, in
this work. For an (n, k) frame, a systematic frame is defined to
be a frame that includes the identity matrix of size k as a sub-
frame. Since tight frames minimize reconstruction error [10]–
[13], we explore systematic tight DFT frames. Although it is
straightforward to construct systematic DFT frames, we prove
that systematic “tight” DFT frames exist only for specific DFT
frames. More precisely, we show that a systematic frame is
tight if and only if data (systematic) samples are circularly
equally spaced, in the codewords generated by that frame.
When such a frame does not exist, we will be looking for
systematic DFT frames with the “best” performance, from the
minimum mean-squared reconstruction error sense. We also
demonstrate which systematic frames are the “worst” in this
sense. In addition, we show that circular shift and reversal of
the vectors in a DFT frame does not change the eigenvalues
of the frame operator. We use these properties to categorize
different systematic frames of an (n, k) DFT frame based on
their performance.
Another main contribution of this paper is to find bounds
2on the extreme eigenvalues of V HV , where V is a square or
non-square subframe of a DFT frame. The properties of the
eigenvalues of such frames are central to establish many of the
result in this paper. These bounds are used to determine the
conditions required for a systematic frame so as to be tight.
Besides, eigenvalues are crucial in establishing the best and
worst systematic frames.
The paper is organized as follows. In Section II, we present
the basic definitions and a few fundamental lemmas that will
be used later in the paper. In Section III, we introduce DFT
frames and set the ground to study the extreme eigenvalues of
their subframes. Section IV motivates the work in this paper
by introducing systematic DFT frames and their application.
Some result on the the extreme eigenvalues of DFT frames
and their subframes are presented in Section V. Sections VI
and VII is devoted to the evaluation of reconstruction error and
classification of systematic frames based on that. We conclude
in Section VIII.
For notation, we use boldface lower-case letters for vectors,
boldface upper-case letters for matrices, (.)T for transpose,
(.)H for conjugate transpose, (.)† for pseudoinverse, (.)∗
for conjugate, tr(.) for the trace, E(.) for the mathematical
expectation, and ‖.‖ for the Euclidean norm. The dimensions
of square and rectangular matrices are indicated, respectively,
by one and two subscripts when required.
II. DEFINITIONS AND PRELIMINARIES
In this section, we introduce the definitions and some basic
results which are frequently used in the paper.
Definition 1. A spanning family of n vectors F = {fi}ni=1 in
a k-dimensional complex vector space Ck is called a frame if
there exist 0 < a ≤ b such that for any x ∈ Ck
a‖x‖2 ≤
n∑
i=1
|〈x,fi〉|2 ≤ b‖x‖2, (1)
where 〈x,fi〉 denotes the inner product of x and fi and gives
the ith coefficient for the frame expansion of x [12]–[14]. a
and b are called frame bounds; they, respectively, ensure that
the vectors span the space, and the basis expansion converges.
A frame is tight if a = b. Uniform or equal-norm frames are
frames with same norm for all elements, i.e., ‖fi‖ = ‖fj‖,
for i, j = 1, . . . , n.
Definition 2. An n×n Vandermonde matrix with unit complex
entries is defined by
W ,
1√
n


1 1 · · · 1
ejθ1 ejθ2 · · · ejθn
.
.
.
.
.
.
.
.
.
.
.
.
ej(n−1)θ1 ej(n−1)θ2 · · · ej(n−1)θn

 ,
(2)
in which θp ∈ [0, 2pi) and θp 6= θq for p 6= q, 1 ≤ p, q ≤ n.
If θp = 2pin (p− 1), W becomes the well-known IDFT matrix
[18]. For this Vandermonde matrix we can write [19], [20]
det(WWH) = | det(W )|2 = 1
nn
∏
1≤p<q≤n
|eiθp − eiθq |2.
(3)
Central to this work is the properties of the eigenvalues of
V HV or V V H , in which V is a submatrix of a DFT matrix.1
Hence, we recall some bounds on the eigenvalues of Hermitian
matrices which are used in this paper. Let A be a Hermi-
tian k × k matrix with real eigenvalues {λ1(A), . . . , λk(A)}
which are collectively called the spectrum of A, and assume
λ1(A) ≥ λ2(A) ≥ · · · ≥ λk(A). Schur-Horn inequalities
show to what extent the eigenvalues of a Hermitian matrix
constraint its diagonal entries.
Proposition 1. Schur-Horn inequalities [21]
Let A be a Hermitian k × k matrix with real eigenvalues
λ1(A) ≥ λ2(A) ≥ · · · ≥ λk(A). Then, for any 1 ≤ i1 < i2 <
· · · < il ≤ k,
λk−l+1(A) + · · ·+ λk(A) ≤ ai1i1 + · · ·+ ailil
≤ λ1(A) + · · ·+ λl(A), (4)
where a11, . . . , akk are the diagonal entries of A. Particularly,
for l = 1 and l = k we obtain
λk(A) ≤ a11 ≤ λ1(A), (5)
k∑
i=1
λi(A) =
k∑
i=1
aii. (6)
Another basic question in linear algebra asks the degree to
which the eigenvalues of two Hermitian matrices constrain the
eigenvalues of their sum. Weyl’s theorem gives an answer to
this question in the following set of inequalities.
Proposition 2. Weyl inequalities [21]
Let A and B be two Hermitian k×k matrices with spectrums
{λ1(A), . . . , λk(A)} and {λ1(B), . . . , λk(B)}, respectively.
Then, for i, j ≤ k, we have
λi(A+B) ≤ λj(A) + λi−j+1(B) for j ≤ i, (7)
λi(A+B) ≥ λj(A) + λk+i−j(B) for j ≥ i. (8)
Corollary 1. If A + B = γIk, γ > 0, where A and B are
Hermitian matrices, then λj(A) + λk−j+1(B) = γ.
Proof: It suffice to set i = k and i = 1 respectively in
(7) and (8), and use λk(A + B) = λ1(A + B) = γ which is
obtained from A+B = γIk.
Lemma 1. Let A and B be two Hermitian k×k matrices and
suppose that, for every 1 ≤ i, j ≤ k, Ai,j = ejθiBi,j ; then
AHA and BHB have the same spectrum.
Proof: The proof is immediate using Lemma 3 [20] since
(AHA)i,j =
ejθi
ejθi
(BHB)i,j ; i.e., AHA = BHB.
III. DFT FRAMES
A. BCH-DFT Codes
BCH-DFT codes [3] are linear block codes over the com-
plex field whose parity-check matrix H is defined based on
the DFT matrix; they insert d − 1 cyclically adjacent zeros
in the frequency-domain function (Fourier transform) of any
codeword where d is the designed distance of that code [2].
1Note that eigenvalues of V HV and V V H are equal for a square V ; also,
V HV and V V H have the same nonzero eigenvalues for a non-square V .
3Real BCH-DFT codes, a subset of complex BCH-DFT codes,
benefit from a generator matrix with real entries. The generator
matrix of an (n, k) real BCH-DFT code2 is typically defined
by [6], [8], [11], [15]
G =
√
n
k
WHn ΣWk, (9)
in which Wl represents the DFT matrix of size l, and Σ is
defined as
Σn×k =

 Iα 00 0
0 Iβ

 , (10)
where α = ⌈n/2⌉− ⌊(n− k)/2⌋, β = k−α, and the sizes of
zero blocks are such that Σ is an n × k matrix [8]. One can
check that ΣHΣ = Ik, and ΣΣH is an n×n matrix given by
ΣΣH =

 Iα 0 00 0 0
0 0 Iβ

 . (11)
Note that, having n−k consecutive zero rows, Σ inserts n−k
consecutive zeros to each codeword in the frequency domain
which ensures having a BCH code [2], [3].
Remark 1. Removing Wk from (9) we end up with a complex
G, representing a complex BCH-DFT code. In such a code, α
and β can be any nonnegative integers such that α+ β = k.
The parity-check matrix H , both in real and complex codes,
consist of the n−k columns of WHn corresponding to the zero
rows of Σ; thus, HG = 0.
B. Connection to Frame Theory
The generator matrix G in (9) can be viewed as an analysis
frame operator. In this view, a real BCH-DFT code is a
rotation of the well-known harmonic frames [13], [14], and
a complex BCH-DFT code is basically a harmonic frame.
The latter can be understood by removing Wk from (9) which
results in a complex BCH-DFT code, on the one hand, and
the analysis frame operator of a harmonic frame, on the other
hand. The former is then evident as Wk is a rotation matrix.
Further, it is easy to see that the frame operator GHG and
Gramian GGH are equal to
GHG =
n
k
Ik, (12)
GGH =
n
k
WHn ΣΣ
HWn. (13)
The following lemma presents some properties of the frame
operator and relevant matrices which are crucial for our results
in this paper.
Lemma 2. Let Gp×k be a matrix consisting of p arbitrary
rows of G defined by (9). Then, the following statements hold:
i. GGH is a Toeplitz and circulant matrix
ii. Gp×kGHp×k, 1 < p < n is a Toeplitz matrix
iii. All principal diagonal entries of Gp×kGHp×k, 1 ≤ p ≤ n
are equal to 1.
2Real BCH-DFT codes do not exist when n and k are both even [3].
Proof: Let ar,s be the (r, s) entry of the matrix GGH
then it can readily be shown that
ar,s =
1
k
α−1∑
m=0
ejm(θr−θs) +
1
k
n−1∑
m=n−β
ejm(θr−θs), (14)
in which θx = 2pin (x − 1). From this equation, it is clear
that ar,s = ar+i,s+i; that is, the elements of each diagonal are
equal, which means that GGH is a Toeplitz matrix. In addition,
we can check that ar,n = ar+1,1, i.e., the last entry in each
row is equal to the first entry of the next row. This proves
that the Toeplitz matrix GGH is circulant as well [22]. Also,
a quick look at (14) reveals that the elements of the principal
diagonal (r = s) are equal to 1. Similarly, one can see that
for any 1 < p < n, the square matrix Gp×kGHp×k is also a
Toeplitz matrix; it is not necessarily circulant, however.
Considering Remark 1, one can check that (14) is also valid
for complex BCH-DFT codes. Note that, α and β are less
constrained for these codes, as mentioned in Remark 1.
Remark 2. Lemma 2 also holds for complex BCH-DFT codes.
Further, in a DFT frame, in general, the n− k zero rows of
Σ are not required to be successive if they are not designed
for error correction. That is any matrix that can be rearranged
as [Ik | 0k×n−k]T may represent Σ. Then, ΣΣH is not
necessarily in the form given in (11); it can be any square
matrix of size n with k nonzero elements equal to 1, arbitrary
located on the main diagonal. Then, again Lemma 2 holds
because ars = 1k
∑k−1
i=0 e
jmi(θr−θs) and mi ∈ {1, . . . , n}.
Remark 3. Lemma 2 holds for all DFT frames.
IV. SYSTEMATIC DFT FRAMES
In general, every sample in the codewords of a DFT frame is
a linear combination of all data samples of the input block, i.e.,
the data samples do not appear explicitly in the codewords. A
specific method of encoding, known as systematic encoding,
leaves the data samples unchanged. These unchanged samples
can be exhibited in any component of the codeword, therefore:
Definition 3. An (n, k) frame is said to be systematic if its
analysis frame operator includes Ik as a subframe.
A. Motivation and Applications
In the context of channel coding, there is a special interest in
systematic codes [2] since the input data is embedded in the
encoded output which simplifies the encoding and decoding
algorithms. For example, in systematic convolutional codes
data can be read directly if no errors are made, or in case only
parity bits are affect in an erasure channel. Systematic codes
are also used in parity-based distributed source coding (DSC)
techniques, e.g., DSC that uses turbo codes for compression
[23]–[25]. DSC addresses the problem of compressing corre-
lated sources by separate encoding and joint decoding and has
found application in sensor networks and video compression
[16]. The compression is usually realized through the use of
binary channel codes.
Recently, the authors have introduced a new framework that
exploits real-number codes for DSC [15] and distributed joint
4source-channel coding (DJSCC) [17]. Specifically, by using
BCH-DFT codes it has been shown that this framework can
result in a better compression compared to the conventional
one. There are syndrome- and parity-based approaches to do
DSC [15]–[17]; the compression is achieved by representing
the input data with fewer samples, which are a linear combina-
tion of the input samples. To do so, in the former approach the
encoder generates syndrome samples with respect to a DFT
code, whereas it generates parity samples with respect to a
systematic DFT code in the latter case. The parity (syndrome)
is then quantized and transmitted over a noiseless channel.
Assuming the asymmetric DSC [26], where one source is
available at the decoder as side information, the decoder looks
for the closest vector to the side information, among the
vectors whose parity (syndrome) is equal to the received one.
The parity-based approach is worthwhile as the parity of a
real DFT code is a real vector contrary to its syndrome which
is complex. More importantly, to accomplish DJSCC only the
parity-based approach is known to be applicable [17]. On the
other hand, the parity-based approach mandates systematic
DFT codes and is the main motivation of this work.
B. Construction
In view of Definition 3, the systematic generator matrix for
a real BCH-DFT code can be obtained by
Gsys = GG
−1
k , (15)
in which Gk is a submatrix (subframe [11]) of G including k
arbitrary rows of G. Note that Gk is invertible since it can be
represented as
Gk =
√
n
k
WHk×nΣWk = V
H
k Wk, (16)
in which V Hk ,
√
n
k
WHk×nΣ and Wk are invertible as they
are Vandermonde and DFT matrices, respectively. Obviously,
this argument is valid if Wk is removed and/or when the n−k
zero rows of Σ are not successive. This indicates that any k
rows of a DFT frame make a basis of Ck and proves that G−1k
and thus systematic DFT frames exist for any DFT frame.
Remark 4. From the above discussion and Remark 3 one can
see that what we prove in the remainder of this paper is valid
for “any” DFT frame, not just for real BCH-DFT codes.
The construction in (15) suggests that for each DFT frame
there are many (but, a finite number of) systematic frames
since the rows of Gk can be arbitrarily chosen from those
of G. This will be discussed in detail later in Section VII-C.
The codewords generated by these systematic frames differ in
the “position” of systematic samples (i.e., input data). This
implies that parity (data) samples are not restricted to form a
consecutive block in the associated codewords. Such a degree
of freedom is useful in the sense that one can find the most
suitable systematic frames for specific applications (e.g., the
one with the smallest reconstruction error.)
C. Optimality Condition
From rate-distortion theory, it is well known that the rate
required to transmit a source, with a given distortion, increases
as the variance of the source becomes larger [27]. Particularly,
for Gaussian sources this relation is logarithmic with vari-
ance, under the mean-squared error (MSE) distortion measure.
In DSC that uses real-number codes [15], since coding is
performed before quantization, the variance of transmitted
sequence depends on the behavior of the encoding matrix.
In syndrome approach, s = Hx [15] and it can be checked
that σs = σx, that is, the variance is preserved.3 However,
as we show shortly, this is not valid in parity approach and
the variance of parity samples depends on the behavior of
encoding matrix Gsys. In view of rate-distortion theory, it
makes a lot of sense to keep this variance as small as possible.
Not surprisingly, we will show that using a tight frame (tight
Gsys) for encoding is optimal.
Let x be the message vector, a column vector whose
elements are i.i.d. random variables with variance σ2x, and
let y = Gsysx represent the codeword generated using the
systematic frame. The variance of y is then given by
σ2y =
1
n
E{yHy} = 1
n
E{xHGHsysGsysx}
=
1
n
σ2x tr (G
H
sysGsys),
(17)
and
tr
(
GHsysGsys
)
= tr
(
G−1Hk G
HGG−1k
)
=
n
k
tr
(
(GkG
H
k )
−1
)
=
n
k
tr
(
(V Hk Vk)
−1
)
=
n
k
k∑
i=1
1
λi
,
(18)
in which λ1 ≥ λ2 ≥ · · · ≥ λk > 0 are the eigenvalues of
GkG
H
k (or V Hk Vk equivalently).
This shows that the variance of codewords, generated by a
systematic frame, depends on the submatrix Gk which is used
to create Gsys. Gk, in turn, is fully known once the position of
systematic samples is fixed in the codewords. In other words,
the “position” of systematic samples determines the variance
of the codewords generated by a systematic DFT frame. To
minimize the effective range of transmitted signal, from (17)
and (18), we need to do the following optimization problem
minimize
λi
k∑
i=1
1
λi
s.t.
k∑
i=1
λi = k, λi > 0,
(19)
where, the constraint
∑k
i=1 λi = k is achieved in consideration
of Lemma 2 and (6).
By using the Lagrangian method [28], we can show that
the optimal eigenvalues are λi = 1; this implies a tight frame
[10]. In the sequel, we analyze the eigenvalues of Gp×kGHp×k,
p ≤ n, that helps us characterize tight systematic frames, so
as to minimize the variance of transmitted codewords.
3In general, any unitary matrix U preserves norms, i.e., for any complex
vector x, ‖Ux‖ = ‖x‖. Note that H is not unitary because it is not a
square matrix; however, its rows are selected from a unitary matrix and are
orthonormal. This lead to HHH = In−k , and tr(HHH) = n− k.
5V. MAIN RESULTS ON THE EXTREME EIGENVALUES
In this section we investigate some bounds on the eigenval-
ues of Gp×kGHp×k where G is defined in (9). These bounds
play an important role in the performance evaluation of the
systematic DFT frames. We also determine the exact values
of some eigenvalues in certain cases.
Theorem 1. Let Gp×k, 1 ≤ p ≤ n be any p × k submatrix
of G. Then, the smallest eigenvalue of Gp×kGHp×k is no more
than one, and the largest eigenvalue of Gp×kGHp×k is at least
one.
Proof: From Lemma 2, we know that all principal diag-
onal entries of Gp×kGHp×k are unity. As a result, using the
Schur-Horn inequality in (5), we obtain λmin(Gp×kGHp×k) ≤
1 ≤ λmax(Gp×kGHp×k). This proves the claim.
Note that λ1(Gp×kGHp×k) = λ1(GHp×kGp×k) for any Gp×k.
Nevertheless, this is not correct for λmin in general. A tighter
bound on λ1 can be achieved when Gp×k is a tall4 matrix.
Theorem 2. Given a tall (short) Gp×k, the largest (smallest)
eigenvalue of GHp×kGp×k is lower (upper) bounded by p/k.
Proof: Let p > k. Since all diagonal entries of Gp×kGHp×k
are unity, from (6) we have∑p
i=1
λi(Gp×kG
H
p×k) = p. On the
other hand, since the nonzero eigenvalues of Gp×kGHp×k and
GHp×kGp×k are equal, Gp×kGHp×k has k nonzero eigenvalues
and we get
p =
p∑
i=1
λi(Gp×kG
H
p×k)
=
k∑
i=1
λi(G
H
p×kGp×k)
≤ kλ1(GHp×kGp×k).
(20)
Thus, for any tall Gp×k, λ1(GHp×kGp×k) = λ1(Gp×kGHp×k) ≥
p
k
> 1. Following a similar line of proof, for a short submatrix
(p < k) we obtain λmin(GHp×kGp×k) ≤ pk < 1.
Obviously the same bounds are valid for the extreme eigen-
values of Gp×kGHp×k . What is more, since p/k is the average
value of eigenvalues, considering that λmin(Gp×kGHp×k) = 0
for p > k, and λmin(GHp×kGp×k) = 0 for p < k, from (20) we
conclude that corresponding bounds on the largest eigenvalues
are strict.
It is worth noting that in (20) the equality is achieved when
p = n; it can also be achieved for “specific” submatrices only
in the case of integer oversampling, i.e., when n = Mk, as
we discuss later in this paper.
We use the above results to find better bounds for the
extreme eigenvalues of GkGHk in the following theorem.
Theorem 3. For any Gk, a square submatrix of G in (9) in
which n 6=Mk, the smallest (largest) eigenvalue of GkGHk is
strictly upper (lower) bounded by 1.
Proof: See Appendix IX-A.
Theorem 3 implies that for n 6=Mk we cannot have “tight”
systematic frames. Because, for a frame with frame operator
4An m × n matrix A is called to be tall if m > n. Similarly, if m < n,
then A is a short matrix.
FHF , the tightest possible frame bounds are, respectively, a =
λmin(F
HF ) and b = λmax(FHF ) [29]. In other words, for a
tight frame λmin(FHF ) = λmax(FHF ); i.e., the eigenvalues
of FHF are equal [10].
Corollary 2. Tight systematic DFT frames can exist only if
n =Mk, where M is a positive integer.
Note that systematic DFT frames are not necessarily tight for
n =Mk. In Section VII, we prove that tight systematic DFT
frames exist for n = Mk and show how to construct such
frames.
In the remainder of this section, we shall find exact values,
rather than bounds, for some of the eigenvalues of GHk Gk
when k < n ≤ 2k. This range of n is specifically important
in parity-based DSC [15], where n−k parity samples are used
to represent k samples and so for compression, n− k < k.
Theorem 4. For any Gk, a square submatrix of G in (9),
where k < n < 2k, the 2k − n largest eigenvalues of GkGHk
are equal to n/k.
Proof: From Corollary 1 we know that if two Hermitian
matrices sum up to a scaled identity matrix, their eigenvalues
add up to be fixed. Thus, if A and B have the same spectrum
we obtain
λj(A) + λk−j+1(A) = γ. (21)
Now, let G be partitioned as G =
[
Gk
G¯p×k
]
where p = n−k.
Let A = GHk Gk and B = G¯Hp×kG¯p×k, then A+B = GHG =
n
k
Ik. Clearly, Corollary 1 holds with γ = nk . Also, note that
when p < k then G¯Hp×kG¯p×k has only p nonzero eigenvalues.
Therefore, in such a case, k− p largest eigenvalues of GHk Gk
are equal to n/k.
Another interesting case arises when n = 2k. Numerical
results shows that under this condition, A and B have the same
set of eigenvalues. We prove this when Gk either includes
successive or every other rows of G. In such cases, one can
verify that (G¯k)i,j = ejθ(Gk)i,j ; thus, Lemma 1 holds and A
and B have the same eigenvalues. Hence, from (21) we get
λj(G
H
k Gk) + λk−j+1(G
H
k Gk) =
n
k
= 2. (22)
This further implies that for odd values of k the middle
eigenvalue of GHk Gk is 1.
We close this section with an example illustrating some of
the above properties. Consider an (n, k) DFT frame and the the
following two cases. First, the rows of Gk are evenly spaced
rows of G (i.e., either odd rows or even rows). This is the
“best” submatrix in the sense that it minimizes the MSE. For
such a submatrix, all eigenvalues are known to be equal, as it is
a DFT matrix. For example, for n = 10, k = 5, the best square
submatrix results in λ = 1 with multiplicity of 5. The other
extreme case, which maximizes the MSE, happens when the
rows of Gk are circularly consecutive rows of G. Again, for
the above example, λ = {0.0011, 0.1056, 1, 1.8944, 1.9989}.
With these examples in mind, we will explore the best and
worst frames in Section VII. We shall now discuss signal
reconstruction for systematic frames.
6VI. PERFORMANCE ANALYSIS
In this section, we analyze the performance of quantized
systematic DFT codes using the quantization model proposed
in [10], which assumes that noise components are uncorrelated
and each noise component qi has mean 0 and variance σ2q , i.e.,
for any i, j,
E{qi} = 0, E{qiqj} = σ2qδij . (23)
For one thing, q can be uniformly distributed on [−∆/2, ∆/2],
where σ2q = ∆2/12. We assume the quantizer range covers the
dynamic range of all codewords encoded using the systematic
DFT code in (15).
Let x be the signal (message) to be transmitted. The
corresponding codeword is generated by
y = Gsysx. (24)
This is then quantized to yˆ and transmitted. Assuming the
quantization model in (23), transmitted codeword can be
modeled by
yˆ = Gsysx+ q, (25)
where q represents quantization error. This also models the
received codvector provided that there is no error or erasure in
channel. Now, suppose we want to estimate x from (25). This
can be done through the use of linear or nonlinear operations.
A. Linear Reconstruction
We first consider linear reconstruction of x form yˆ using
the pseudoinverse [10] of Gsys, which is defined by
G†sys = (G
H
sysGsys)
−1GHsys =
k
n
GkG
H . (26)
The linear reconstruction is hence given by
xˆ =
k
n
GkG
H yˆ = x+
k
n
GkG
Hq, (27)
where q represents quantization error.
Let us now evaluate the reconstruction error. The mean-
squared reconstruction error, due to the quantization noise,
using a systematic frame can be written as
MSEq =
1
k
E{‖xˆ− x‖2} = 1
k
E{‖G†sysq‖2}
=
1
k
E{qHG†HsysG†sysq} =
1
k
σ2q tr
(
G†HsysG
†
sys
)
=
k
n2
σ2q tr
(
GGHk GkG
H
)
=
k
n2
σ2q tr
(
GHk GkG
HG
)
=
1
n
σ2q tr
(
GHk Gk
)
=
k
n
σ2q ,
(28)
where the last step follows because of Lemma 2. This shows
that DFT codes reduce quantization error.
The fact that the MSE is inversely proportional to the
redundancy of the frame is a well-known result for tight frames
[10]–[12], [30]. The above analysis, however, indicates that the
MSE is the same for all systematic DFT frames of the same
size, no matter they are tight or not. This is yet assuming that
the effective range of the codewords generated by different
Gsys is equal, which implies the same σ2q for a given number
of quantization levels. However, from (17) it is known that,
for a fixed number of quantization levels, σ2q depends on
the variance of transmitted codewords (σ2y) if the quantizer
is designed to cover the entire effective range of codewords.
Obviously, though, σ2y can vary from one systematic frame to
another, as shown in (18).
Theorem 5. When encoding with a systematic DFT frame in
(15) and decoding with linear reconstruction, for the noise
model (23) and given a same number of quantization levels,
the MSE is minimum if and only if the systematic frame is
tight.
Proof: All systematic DFT frames amount to a same
quantization error provided that the effective range of code-
words are fully covered, as shown in (28). Nevertheless, for a
fixed number of quantization levels more codewords are within
the range of quantizer if the systematic frame is tight. This is
clear from (18) and (19), recalling that (19) is minimized by
the tight frames. Moreover, any frame that minimizes (19) is
required to be tight. This will be proved in Section VII-A.
The problem we are considering in Theorem 5 is somewhat
the dual of Theorem 3.1 in [12]. Note that in [12, Theorem
3.1] “uniform” frames are used for encoding which implies
the same variance for all samples of codewords whereas the
reconstruction error is proportional to
∑k
i=1 λi. On the other
hand, the frames used in Theorem 5 are not uniform in general;
this result in a codeword variance proportional to
∑k
i=1 λi
while having a fixed, minimum reconstruction error.
B. Consistent Reconstruction
Linear reconstruction is not always the best one can estimate
x from yˆ. Although linear reconstruction is more tractable,
consistent reconstruction is known to give significant improve-
ment over linear reconstruction in overcomplete expansions
[31]–[33]. Asymptotically, the MSE is O(r−2) for consistent
reconstruction, where r = n/k is the frame redundancy [32].
As it can be seen from (28), for linear reconstruction this is
O(r−1). The improvement, in consistent reconstruction, is due
to using deterministic properties of quantization rather than
considering quantization as an independent noise as in (23).
Although the MSE in consistent reconstruction is approxi-
mated by cr−2, where the constant c depends on the source
and quantization, this is verified only if the oversampling
ratio r is very high [33]. In some practical applications of
frames, e.g., channel coding, this ratio cannot be high, though.
Particularly, in the context of interest, i.e., DSC, r is limited
to two [15]. Besides, consistent reconstruction methods do not
provide a guidance on how to design the frame, as they do not
point out how to compute the constant c. More importantly,
(28) proves to be predictive of the performance of consistent
reconstruction [10]; therefore, it can be convincingly used as
a design criterion regardless of the reconstruction method.
C. Reconstruction with Error and Erasure
In the context of channel coding, DFT codes are primarily
used to provide robustness against channel impairments which
7can be errors or erasures. Likewise, in DSC these codes play
the role of channel codes to combat the errors due to the virtual
correlation channel [15]. Thus, it makes sense to evaluate the
performance of these codes in the presence of error. To this
end, let yˆ = Gx + η where η = q + e. Assuming that the
quantization and channel errors are independent, we will have
E{ηTη} = E{qT q + qT e+ eTq + eTe}
= nσ2q + νσ
2
e ,
(29)
where ν is the average number of errors in each codeword and
E{eTe} , νσ2e . Note that E{eTq} = E{qTe} = 0, because
q and e are independent and q has mean equal to zero. Finally,
following a similar analysis as in (28), we obtain
MSEq+e =
k
n
σ2η =
k
n
(
σ2q +
ν
n
σ2e
)
. (30)
From (30) it is clear that reconstruction error has two distinct
parts caused by the quantization and channel errors. It also
proves that DFT codes decrease both channel and quantization
errors by a factor of frame redundancy r = n/k. The above
results is for the case when no error correction is done. It is
worth noting that, even without correcting errors, the MSE can
be smaller than quantization error.
As another extreme case, let us consider the case when error
localization is perfect, i.e., errors are in the erasure form. Then,
we remove the corrupted samples and do reconstruction using
the error-free samples. This approach does not require error
correction in order to reconstruct the message; however, it is
shown to be equal to the coding theoretic approach [11]. Let
yˆR and ηR denote remaining rows of yˆ and η, respectively.
Obviously, ηR includes only quantization error, hence we
represent ηR with qR. Also, let F denote the rows of Gsys
corresponding to qR. Then, we can write
yˆR = Fx+ qR, (31)
xˆ = F †yˆR, (32)
where F † = (FHF )−1FH . Thus, similar to (28) we will have
MSEq+ρ =
1
k
E{‖xˆ− x‖2} = 1
k
E{‖F †qR‖2}
=
1
k
σ2q tr
(
F †HF †
)
=
1
k
σ2q tr
(
FHF
)−1
=
1
k
σ2q
k∑
i=1
1
µi
,
(33)
where subscript ρ denotes erasure and µ1 ≥ µ2 ≥ · · · ≥ µk >
0 represent the eigenvalues of FHF . We assume at least k
samples are intact which implies µk > 0.
One nice property of systematic frames is that reconstruc-
tion error cannot be more than quantization error as long as
systematic samples are intact. This holds even if consecutive
samples are erased. We know that consecutive erasures can
increase the MSE very fast (e.g., see [11, Table I]). This can
be understood from (33) since F contains Ik as a subframe and
in the worst case we can use this subframe for reconstruction
which leads to MSEq+ρ = σ2q . Adding any other row (sample)
will decrease the MSE. To show this, let FH = [Ik |EH ].
Then, FHF = Ik + EHE and, from (8), for i = j, we
get µi ≥ 1 + ξk for i = 1, . . . , k, where ξk is the smallest
eigenvalue of EHE. Clearly, ξk ≥ 0 since EHE is a positive
semidefinite matrix. Further, at least µ1 > 0 since otherwise
E must be zero. Hence,
∑k
i=1
1
µi
decreases by adding new
rows.
Finally, with consistent reconstruction, we can further de-
crease the MSE. To do so, we check if reconstructed values xˆi
for systematic samples in (32) are consistent with their values
before reconstruction or not, i.e., for any systematic sample,
we must have Q(xˆi) = Q(yˆRi). Otherwise, we replace xˆi with
ˆˆxi = Q(yˆRi)− sign(Q(yˆRi)− xˆi)∆
2
. (34)
VII. CHARACTERIZATION OF SYSTEMATIC FRAMES
A. The Best and Worst Systematic Frames
As we discussed in Section V, the optimal Gsys is achieved
from the optimization problem (19). Similarly, to find the
worst Gsys, we can maximize (19) instead of minimizing it.
The optimal eigenvalues are known to be λi = 1, 1 ≤ i ≤ k.
But, how can we find the corresponding Gsys, or Gk equiva-
lently? More importantly, if a Gk with λi = 1 does not exist,
is there any suggestion for the best matrix?
We approach this problem by studying another optimization
problem. To this end, we first prove the following theorem for
the eigenvalues of GkGHk .
Theorem 6. Let {λi}ki=1 be the eigenvalues of GkGHk , where
Gk includes k arbitrary rows of G, then we have
argmin
λi
k∑
i=1
1
λi
= argmax
λi
k∏
i=1
λi. (35)
Proof: See Section IX-B.
Now, in view of Theorem (6), the optimal arguments of the
optimization problem in (19) are equal to those of
maximize
λi
k∏
i=1
λi
s.t.
k∑
i=1
λi = k, λi > 0,
(36)
in which {λi}ki=1 are the eigenvalues of GkGHk (or V Hk Vk).
By using the Lagrangian method, one can check that (36) has
the maximum of 1 and infimum of 0. Then, considering that
k∏
i=1
λi = det(V
H
k Vk) = det(GkG
H
k ), (37)
we conclude that the “best” submatrix is the one with the
largest determinant (possibly 1) and the “worst” submatrix is
the one with smallest determinant.
Next, we evaluate the determinant of V Hk Vk so as to find
the matrices corresponding to the extreme cases. To this end,
we first evaluate the determinate of WWH where W is the
8Vandermonde matrix with unit complex entries as defined in
(2). From (3) we can write
det(WWH) =
1
nn
∏
1≤p<q≤n
|eiθp − eiθq |2
=
1
nn
∏
1≤p<q≤n
4 sin2
pi
n
(q − p)
=
2n(n−1)
nn
n−1∏
r=1
(
sin2
pi
n
r
)n−r
,
(38)
in which θx = 2pin (x − 1), r = q − p, and n(n − 1)/2 is the
total number of terms that satisfy 1 ≤ p < q ≤ n. But, we see
that W is a DFT matrix, and thus, its determinant must be 1.
Therefore, we have
n−1∏
r=1
(
sin2
pi
n
r
)n−r
=
nn
2n(n−1)
. (39)
The above analysis helps us evaluate the determinant of Vk
or Gk, defined in (16). Let Irk = {ir1, ir2 , . . . , irk} be those
rows of G used to build Gk. Also, without loss of generality,
assume ir1 < ir2 < · · · < irk . Clearly, ir1 ≥ 1, irk ≤ n, and
we obtain
det(VkV
H
k ) =
1
kk
∏
1≤p<q≤n
p,q∈Irk
|eiθp − eiθq |2
=
1
kk
∏
1≤p<q≤n
p,q∈Irk
4 sin2
pi
n
(q − p).
(40)
Then, since sin pi
n
u = sin pi
n
(n − u), one can see that this
determinant depends on the circular distance between rows in
Irk . For a matrix with n rows, we define the circular distance
between rows p and q as min {|q − p|, n− |q − p|}. In this
sense, for example, the distance between rows 1 and n is one.
Now, it is reasonable to believe that (40) is minimized when
the selected rows are circularly successive.5 Note that sinu is
strictly increasing for u ∈ [0, pi/2], and the circular distance
cannot be greater than n/2 in this problem.
In such circumstances where all rows in Irk are (circularly)
successive, (40) is minimal and reduces to
det(VkV
H
k ) =
2k(k−1)
kk
k−1∏
r=1
(
sin2
pi
n
r
)k−r
. (41)
The other extreme case comes up when n = Mk (M is a
positive integer) provided that Gk consists of every M th row
of G. In such a case, (40) simplifies to 1, because
det(VkV
H
k ) =
2k(k−1)
kk
k−1∏
r=1
(
sin2
pi
n
Mr
)k−r
=
2k(k−1)
kk
k−1∏
r=1
(
sin2
pi
k
r
)k−r
= 1,
(42)
5 A set of J rows {ir1 < ir2 < . . . < irJ } of a matrix are successive if
they are one after the other, i.e., irj = irj−1+1. A set of rows are circularly
successive if they or their complement set of rows are successive, where the
complement of a set of rows includes all rows except that set of rows.
where the last step is because of (39). Recall that this gives
the best Vk (and equivalently Gk), in light of (36). For
such a Gk, it is easy to see that Gsys stands for a “tight”
systematic frame and minimizes the MSE for a given number
of quantization levels. Effectively, such a frame is performing
integer oversampling. There are M such frames; they all have
the same spectrum, though.
Recall that, from (35)–(37) and Theorem 3, det(VkV Hk ) < 1
for n 6= Mk. For such an (n, k) frame, the systematic rows
cannot be equally spaced in the corresponding systematic
frame; instead, we may explore a systematic frame in which
the circular distance between successive systematic samples
is as evenly as possible. Then, the circular distance between
each successive systematic rows is either ⌊n/k⌋ or ⌈n/k⌉.
More precisely, if l and m, respectively, represent the number
of systematic rows with circular distance equal to ⌈n/k⌉ and
⌊n/k⌋, they must satisfy{
l +m = k,
l⌈n
k
⌉+m⌊n
k
⌋ = n. (43)
In the following theorem, we prove that the best performance
is achieved when the systematic rows are as equally spaced as
possible, i.e., when (43) is satisfied.
Theorem 7. When encoding with an (n, k) systematic DFT
frame in (15) and decoding with linear reconstruction, for the
noise model (23) and given a same number of quantization
levels, the MSE is minimum when there are l = n − ⌊n/k⌋k
systematic rows with successive circular distance ⌈n/k⌉ and
the remaining m = k − l systematic rows have a successive
circular distance equal to ⌊n/k⌋.
Proof: See Appendix IX-C.
Effectively, the above theorem is generalizing Theorem 5.
Note that when n = Mk, ⌊n/k⌋ = ⌈n/k⌉ = M and there exist
k systematic rows with equal distance; in this case, Theorem 7
reduces to Theorem 5 and the corresponding systematic frame
is tight. The optimality of this case was proved in (42). When
n 6= Mk, we cannot have a systematic frame with equally
spaced systematic rows; however, the best performance is still
achieved when the circular distance between the systematic
(parity) rows is as evenly as possible, as detailed above. Note
that in either case dmin, the minimum distance between the
systematic rows, is ⌊n/k⌋. This is a necessary condition for an
optimal systematic frame, as shown in the proof of Theorem 7.
Further, to satisfy Theorem 7, the minimum distance between
the parity rows must be d¯min = ⌊n/(n− k)⌋.
B. Numerical Examples
Numerical calculations confirm that “evenly” spaced data
samples gives rise to systematic frames with the best per-
formance. When a systematic frame is doing integer over-
sampling, we end up with tight systematic frames. The first
and last codes in Table I are examples of this case. When
n 6= Mk, data samples cannot be equally spaced; however,
as it can be seen from the second code in Table I, still the
best performance is achieved when they are as equally spaced
as possible. In this table, “×’s” and “−’s” represent data
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EIGENVALUES STRUCTURE FOR TWO SYSTEMATIC DFT FRAMES WITH DIFFERENT CODEWORD PATTERNS. A “×” AND “−” RESPECTIVELY REPRESENT
DATA (SYSTEMATIC) AND PARITY SAMPLES.
Code Codeword λmin λmax
∑
k
i=1
1/λi
∏
k
i=1
λi
patern
×××−−− 0.0572 1.9428 19 0.1111
(6, 3)
××−×−− 0.2546 1.7454 5.5 0.4444
××−−×− 0.2546 1.7454 5.5 0.4444
×−×−×− 1 1 3 1
×××××−− 0.0396 1.4 28.70 0.0827
(7, 5)
××××−×− 0.1506 1.4 10.32 0.2684
××−××−× 0.3110 1.4 7.40 0.4173
×−×××−× 0.3110 1.4 7.40 0.4173
×××××−−−−− 0.0011 1.9989 908.21 4.46 × 10−4
××××−×−−−− 0.0041 1.9959 249.94 0.0047
××××−−×−−− 0.0110 1.9890 96.09 0.0122
×××−×−−−×− 0.0202 1.9798 53 0.0400
×××−−××−−− 0.0496 1.9504 25.64 0.0489
×××−×−×−−− 0.0310 1.9690 35.73 0.0611
(10, 5)
×××−−×−−×− 0.0512 1.9488 23.41 0.0838
×××−−×−×−− 0.0835 1.9165 16 0.1280
××−××−−×−− 0.1056 1.8944 13.79 0.1436
××−−××−−×− 0.2497 1.7503 9.56 0.2193
××−×−×−−×− 0.1902 1.8098 8.86 0.3351
×−×−×−×−−× 0.2377 1.7623 7.77 0.4189
×−×−×−×−×− 1 1 5 1
and parity samples, respectively. Moreover, we observe that
circularly shifted codeword patterns behave the same (e.g.,
in the (7, 5) code, frames with pattern × − × × × − ×
and × × − × × − × have the same performance). Also,
reversal of a codeword pattern yields a codeword with the
same performance (e.g., × × − × −− is shifted version of
reversed × × − − ×− in the (6, 3) code). These properties
hold in general, as stated below.
Property 1. Circular shift of Irk , the systematic rows of a
systematic frame with analysis frame Gsys, does not change
the spectrum of GHsysGsys.
Property 2. Reversal of Irk yields a systematic frame with
the same spectral properties.
Proof: From (15) we obtain
λi(G
H
sysGsys) =
n/k
λi(GkGHk )
, (44)
for i = 1, . . . , k. But GkGHk is invariant to the circular shift
of rows of G that make Irk , as long as all rows are shifted
the same amount in the same direction. This can be seen from
the proof of Lemma 2 in (14) by defining r′ = r+ c where r′
represent the shifted rows by a constant c and r ∈ Irk . This
proves Property 1. Likewise, let r′′ = n+1−r be the reversed
row indices. Again, from (14), it is clear that Property 2 holds.
These properties together show that the frame operators of
systematic frames (GHsysGsys), in which the “relative” circular
distance among the systematic rows are the same, inherit the
same spectrum and thus show the same performance.
C. Number of Systematic Frames
The number of systematic frames is obviously finite but
their performance depends on the position of the systematic
rows, or equivalently, the position of data (or parity) samples
in the associated codewords, and can be the same for different
systematic frames. In what follows, we derive an upper and
lower bound on the number of systematic frames with different
spectrum. In other words, we categorize these frames based on
their performance. To this end, we observe that the problem
of finding k × k submatrices of an n × k matrix can be
viewed as finding different k-subsets of a set with n elements.
This is given by the binomial coefficient
(
n
k
)
and is also
equivalent to the number of systematic frames. As stated
earlier in Property 1, circular shift of a codeword pattern
does not change its spectrum, and so its performance. We
define a coset as square submatrices that result in a same
performance. Each coset has at least n elements (k-subsets),
as shown in Table II. To find these elements, it suffices to
circularly shift a subset n times. Equivalently, for a given k-
subset, we simply add up 1 to each element of a subset. Note
that, the subsets elements are k row indices of Gn×k and
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TABLE II
DIFFERENT COSETS OF (7, 3) DFT FRAME AND THEIR CORRESPONDING
RELATIVE DISTANCES AND SPECTRUMS. THE COSET LEADERS ARE IN
BOLDFACE.
C1 C2 C3 C4 C5
Leader 1 2 3 1 2 4 1 2 5 1 3 5 1 3 4
2 3 4 2 3 5 2 3 6 2 4 6 2 4 5
3 4 5 3 4 6 3 4 7 3 5 7 3 5 6
4 5 6 4 5 7 1 4 5 1 4 6 4 6 7
5 6 7 1 5 6 2 5 6 2 5 7 1 5 7
1 6 7 2 6 7 3 6 7 1 3 6 1 2 6
1 2 7 1 3 7 1 4 7 2 4 7 2 3 7
Distance 1 1 2 1 2 3 1 3 3 2 2 3 1 3 2
Weight 4 6 7 7 6
λ1 2.1558 1.7539 1.9066 1.2673 1.7539
λ2 0.8150 1.1133 0.8424 1.1601 1.1133
λ3 0.0292 0.1328 0.2510 0.5726 0.1328
thus cannot be greater than n. Therefore, once a shifted index
x becomes greater than n, we replace it with 〈〈x〉〉n where
〈〈x〉〉n , x − dn if dn + 1 ≤ x ≤ dn + n, d ∈ Z. Obviously,
each coset has at least n subsets since n − 1 circular shifts
of a given subset are distinct; all these subsets have the same
relative distance, though. This can be seen in Table II. Thus,
it is clear that the number of cosets is the bounded by
nc ≤ u = 1
n
(
n
k
)
. (45)
Let Irrk denote the reversal of Irk = {ir1 , ir2 , . . . , irk} where
Irrk , 〈〈n+ 1− Irk〉〉n. (46)
This operation is performed on every element of Irk . One can
see that reversal of a subset does not change its distance and
spectrum, owing to Property 2. This can reduce the number
of cosets. For example, in Table II, the reversal of {1, 2, 4},
which is the coset leader in C2, is {7, 6, 4} which belongs to
C5. This indicates C2 and C5 are essentially one coset. The
bound in (45) is tight if and only if there are u self-reversal
cosets. Trivial examples of such a code are achieved when
k = n − 1 or k = 1. A self-reversal coset is a coset that the
reversal of its elements belong to itself, e.g., C1, C3, and C4
in Table II.
On the other hand, nc ≥ u/2 is a lower bound because
there cannot be more than one reversal for a given coset. It
can be further seen that the coset with smallest weight (C1)
is always self-reverse, i.e., the reversal of each element of C1
is its own element for any (n, k) frame. This implies that the
lower bound is not achievable. Therefore,
1
2n
(
n
k
)
< nc ≤ 1
n
(
n
k
)
. (47)
One can check that the first two frames in Table I reach the
upper bound ⌊ 1
n
(
n
k
)⌋ whereas the third one satisfies the lower
bound ⌈ 12n
(
n
k
)⌉.
VIII. CONCLUSIONS
We have introduced the application, proposed the construc-
tion method, and analyzed the performance of systematic DFT
frames in this paper. Numerous systematic DFT frames can be
made out of one DFT frame; the performance of these frames
differs depending on the relative position of the systematic and
parity samples in the codeword. We proved that evenly spaced
systematic (or parity) samples result in the minimum mean-
squared reconstruction error, whereas the worst performance
is expected when the parity samples are circularly consecutive.
Further, we found the conditions for which a systematic DFT
frame can be tight, too. A tight systematic DFT frame can be
realized only if the frame is performing integer oversampling
and systematic samples are circularly equally spaced. Finally,
for each DFT frame, we classified systematic DFT frame based
on their performance.
It would be interesting to extend this work to oversampled
DFT filter banks, an infinite-dimension of DFT frames, since
oversampled filter banks can be used for error correction [34].
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IX. APPENDIX
A. Proof of Theorem 3
Proof: Let n = Mk + l, 0 < l < k, then G can be
partitioned as G = [GHk |G1Hk | · · · |G(M−1)Hk |GMHk×l ]H . In
general, Gk, G1k, . . . , G
M−1
k and GMk×l include arbitrary rows
of G, hence they have different spectrums, i.e., different sets
of eigenvalues. Suppose, for the purpose of contradiction, that
λk(G
H
k Gk) = 1; this can occur only if Gk consist of the rows
of G such that the distance between each two successive rows
is at least M .6 Such an arrangement guarantees the existence
of G1k, . . . , G
M−1
k so that GmHk Gmk , for any 1 ≤ m ≤M − 1,
has the same spectrum as GHk Gk . To find the row indices
corresponding to Gmk , we can simply add m to each row index
of Gk. Then, to show these matrices have the same spectrum,
we use Lemma 1. Given a Gk, one can verify that (Gmk )i,j =
ej
2pim
n (Gk)i,j and thus (Gmk )Hi,j = e−j
2pim
n (Gk)
H
i,j . Therefore,
GmHk G
m
k and GHk Gk have the same spectrum for any 1 ≤
m ≤M − 1. Next, we see that GHG = A+B in which A =
GHk Gk+ · · ·+G(M−1)Hk GM−1k and B = GMHk×l GMk×l. Then, in
consideration of the above discussion, λi(A) =Mλi(GHk Gk)
for any 1 ≤ i ≤ k. Hence, from (8), for i = 1, j = k, we will
have
λk(A) + λ1(B) ≤ λ1(A+B)
⇔Mλk(GHk Gk) ≤
n
k
− λ1(B)
⇔ λk(GHk Gk) ≤
n
k
− 1
M
=
n
k
− 1
⌊n
k
⌋ < 1,
(48)
where the last line follows using λ1(B) ≥ 1 from Theorem 1.
But this is contradicting our assumption λk(GHk Gk) = 1, and
6λk(G
H
k
Gk) = 1 is the optimal solution for (19) and necessitate dmin =
M , as discussed in Theorem 7.
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thus completes the proof that, for n 6=Mk, the largest possible
λk(G
H
k Gk) is strictly less than 1, for any Gk.7
The proof of the other bound (λ1(GHk Gk) > 1) is then
immediate because
∑k
i=1
λi(G
H
k Gk) =
∑k
i=1
aii = k.
B. Proof of Theorem 6
Proof: Let {λi}ki=1 be the eigenvalues of GkGHk . From
Lemma 2, we know that
∑k
i=1
λi(G
H
k Gk) = k. Then, subject
to this constraint, by using the Lagrangian method [28], its is
straightforward to see that the optimal values of the optimiza-
tion problems in both sides of (35) are λi = 1, i = 1, . . . , k.
C. Proof of Theorem 7
Proof: Consider an (n, k) DFT frame, let M = ⌊n/k⌋,
and assume that all rows in Irk , except the first and last rows,
are equally spaced with distance M (without loss of generality,
we assume ir1 = 1, then irj = (j − 1)M + 1, j ≤ k). Hence
dmin = M , where the minimum distance dmin is defined as
the smallest circular distance among the selected rows. In such
a setting, from (40) and similar to (42), we can write
det(VkV
H
k ) =
2k(k−1)
kk
k−1∏
r=1
(
sin2
pi
n
Mr
)k−r
. (49)
We prove that, in view of (36), the systematic frame
corresponding to the above arrangement has better perfor-
mance than any other arrangement in which dmin among the
systematic rows is less than M . To this end, we first assume
that all selected rows in Irk remain the same except one row
which is shifted one unit in a way that dmin decreases. For
example, without loss of generality, consider I ′rk for which
i′r1 = 2, i
′
rj
= irj , 1 < j ≤ k; hence dmin = M − 1. Then,
from (40), we obtain
det(VkV
H
k )|I′rk
det(VkV Hk )|Irk
=
∏k−1
r=1 sin
2 pi
n
(Mr − 1)∏k−1
r=1 sin
2 pi
n
Mr
< 1. (50)
To prove the inequality, equivalently, we show that
sin (M−1)pi
n
sin (2M−1)pi
n
· · · sin ((k−1)M−1)pi
n
sin Mpi
n
sin 2Mpi
n
· · · sin (k−1)Mpi
n
< 1. (51)
We break up this inequality into ⌊k/2⌋ inequalities, each of
which strictly less than one. First, consider the first and last
terms in the numerator and denominator. We can write
sin (M−1)pi
n
sin ((k−1)M−1)pi
n
sin Mpi
n
sin (k−1)Mpi
n
=
cos (k−2)Mpi
n
− cos (kM−2)pi
n
cos (k−2)Mpi
n
− cos kMpi
n
< 1, (52)
where the inequality follows since cos (kM−2)pi
n
> cos kMpi
n
,
as kM
n
pi ≤ pi. Likewise, for the second and penultimate terms
we have
sin (2M−1)pi
n
sin ((k−2)M−1)pi
n
sin 2Mpi
n
sin (k−2)Mpi
n
=
cos (k−4)Mpi
n
− cos (kM−2)pi
n
cos (k−4)Mpi
n
− cos kMpi
n
< 1. (53)
7Note that when n = Mk, B is an empty matrix and we must plug
λ1(B) = 0 into (48) which result in λk(GHk Gk) ≤ 1 and does not guarantee
a bound strictly less than 1.
A similar reasoning can be used for other terms that are equally
spaced from the two ends.
Clearly, the same argument is valid when 2 < i′r1 < M and
the other rows are the same, i.e., i′rj = irj , 1 < j ≤ k and
dmin = M − i′r1 . Moreover, when more than one row index
is changed, in a way that two or more selected rows have a
distance less than M , the above argument is valid and we can
show that new determinant is even less than the case with one
changed index. In fact, in such a case, it is easier to compare
the new one with its parent; i.e., to compare the case with two
changes with the case with one change. As a result, we can
see that any combination of rows with dmin < M performs
worse than the case with dmin = M , on account of (37); that
is, dmin = M is necessary condition for optimality. In other
words, that optimal systematic frame must satisfy dmin = M .
Next, we show that among systematic frames with dmin =
M the one that satisfies (43) is the best. That is, the optimal
systematic frame has l = n − ⌊n/k⌋k systematic rows with
successive circular distance of ⌈n/k⌉ and m = k−l systematic
rows with successive circular distance of ⌊n/k⌋. To prove this,
again we compare det(VkV Hk ) in (40) for this case and the
other cases with dmin = M . The arguments are very similar
to what we used above. Before moving on, we should mention
that for l ∈ {0, 1, k−1} the proof in the first part is sufficient.
Let Iork denote the set of rows satisfying the constraints in(43); obviously, dmin = M . We claim that any other selection
of systematic rows, for which dmin is M , results in a smaller
det(VkV
H
k ); that is, det(VkV Hk )|Irk < det(VkV Hk )|Iork . Let
us evaluate the case where only the row index for one of those
l rows varies, provided that dmin =M is kept.8 We then have
det(VkV
H
k )|Irk
det(VkV Hk )|Iork
=
∏k−1
r=1 sin
2 pi
n
Mr∏k−1
r=1 sin
2 pi
n
(Mr + 1)
< 1. (54)
Again it suffice to prove that
sin Mpi
n
sin 2Mpi
n
· · · sin (k−1)Mpi
n
sin (M+1)pi
n
sin (2M+1)pi
n
· · · sin ((k−1)M+1)pi
n
< 1, (55)
and this can be done by the same divide and conquer approach,
used in the first part of this proof. For instance, for the first
and last terms in the numerator and denominator we have
sin Mpi
n
sin (k−1)Mpi
n
sin (M+1)pi
n
sin ((k−1)M+1)pi
n
=
cos (k−2)Mpi
n
− cos kMpi
n
cos (k−2)Mpi
n
− cos (kM+2)pi
n
< 1, (56)
where the inequality follows for cos (kM+2)pi
n
< cos kMpi
n
.
Finally, the other cases, where two or more rows change, can
be proved comparing their determinant with their ancestor’s
with a similar reasoning. This completes the proof that a
systematic frame with the most evenly spaced systematic rows,
or equivalently data samples in the corresponding codewords,
is the best in the minimum MSE sense.
8 Note that, with this shift of row, we are looking for an arrangement of a
systematic frame that does not satisfy (43); otherwise, det(VkV Hk ) will not
vary, as the frame properties has not changed essentially. More specifically, a
new, different arrangement will introduce a new distance equal to ⌈n/k⌉+1.
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