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雖然這份論文主要討論首位阻隔在下鏈 ( D o w n l i n k )交通出現的現象’但我們也 
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Abstract 
Wireless Local Area Network (WLAN) is widely deployed and its popularity is 
continuing to soar. At the same time, the research community is continuing to look into 
the performance of WLAN and how it can be enhanced. The work reported in this 
thesis differs from the previous efforts in two ways, as described in the following two 
paragraphs. 
First, most previous work focuses on the 802.11 MAC protocol with the assumption 
that the stations are within good signal range of the Access Point as well as among 
each other. Not much attention has been paid to the "non-ideal" situation in which the 
wireless stations are at different distances from the AP, and how the varying distances 
may affect the performance beyond that shown in the "ideal" analysis of the MAC 
protocol. We believe this thesis is a first attempt to investigate this common scenario in 
a systematic way. Specifically, we believe it is interesting to investigate a "mobile" 
situation in which the wireless stations may move around and be at different distances 
-from the AP at different time, and how these wireless stations may affect the 
performance of each other. 
y ‘ 
Second, the methodology used in our approach consists of a combination of 
simulations, mathematical analyses, and network experiments. Most previous work 
focuses on either simulations or analyses. In the process of this investigation, we find 
that network experiments are not only important for verification of results from 
iv 
simulations and analyses, they can sometimes yield "unexpected results" which 
uncover performance issues that are not obvious but nevertheless significant in their 
impact. 
From the experiments and simulation results, we discovered a head-of-line (HOL) 
blocking problem when the AP is sending data to a station with a weak link. While it is 
understandable that the throughput to the weak station will be affected because of 
packet loss due to transmission errors, it is less obvious that the throughputs to other 
stations in proximity of the AP will also be affected. Specifically, the weak station may 
prevent other stations from getting a reasonable share of bandwidth. The overall 
throughput of the WLAN may be dragged down by a single weak station. We consider 
two schemes to modify the transmission strategy of the AP to solve this problem. We 
show that one of our recommended schemes, Virtual Queuing, can yield overall 
throughput improvement of more than 300%. 
Although to a lesser extent than the HOL blocking in downlink situation, this thesis 
also shows that the uplink traffic from stations to the AP may also interact with each 
other. Signal strengths of received packets and the airtime occupied by transmitted 
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1.1 Overview and Motivation 
A Wireless Local Area Networks (WLAN) is a network in which a mobile user can 
connect to a local area network (LAN) through a wireless connection. Stations using 
WLAN transmit data in the form of electromagnetic radiation. IEEE 802.11 standards 
[1], [5] specify the technologies for WLAN. The most obvious advantage of WLAN is 
mobility. People Can attach their devices to the network without a cable. The 
connection is maintained even if users walk around, provided that they are within the 
WLAN coverage. Another desirable feature of WLAN is its flexibility. Once the 
infrastructure of WLAN is built, users, armed with a network card, can have network 
access almost instantaneously. WLAN's mobility and flexibility lead to its vast 
popularity. 
There are several variants of IEEE 802.11 networks: 802.11b [3], 802.11a [2], [17], 
and 802.1 Ig [4]. Although 802.11a and 802.1 Ig have relatively higher data rates, they 
are not yet as widely deployed as 802.11b. Owing to the high availability of 802.11b 
products and earlier entrance of 802.11b into the market, 802.11b is the most popular 
1 
Chapter 1 Introduction 
WLAN technology. 802.11b networks continue to be deployed at an accelerated pace 
in the office environment as well as the public areas, such as shopping malls, airports, 
and coffee houses. 
In spite of the convenience WLAN brings, there are some outstanding issues that need 
to be investigated. One of them is the interaction among mobile stations in a WLAN 
when they move around. Of particular interest is whether the distances among users, 
even when they do not send data directly to each other, would affect the throughput 
performance. And if so, when the throughput degrades, are there ways to overcome the 
degradation? As will be shown later in this thesis, the answers to these two questions 
are yes. These studies are essential to ensure the performance of future novel 
applications that incorporate and exploit user mobility in WLAN. 
We have conducted the following studies to investigate the interaction among mobile 
stations in a WLAN: 
(1) Simulations, experiments and mathematical analysis on the performance impact of 
a multi-user WLAN 
• (2) Experiments on the effectiveness of link-layer Automatic Repeat reQuest (ARQ) 
of 802.11b (Brief explanation of ARQ will be provided later in this chapter) 
(3) Experiments on the packet loss pattern of 802.lib networks 
In investigation (1)，we observed an interesting phenomenon, which we refer to as the 
head-of-line (HOL) blocking phenomenon that may degrade throughput performance 
significantly. We believe our studies of this phenomenon and the solutions for it are the 
most important contribution of this thesis. To our knowledge, this phenomenon has not 
been pointed out and studied by other researchers to date. 
Figure 1.1 shows a scenario where HOL blocking occurs. We have a first-in-first-out 
(FIFO) queue inside Node X. Packets in the queue are waiting to be transmitted. 
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Packet 1 is destined for Node Y while Packet 2 is destined for Node Z. Since this is a 
FIFO queue, if for some reason Packet 1 gets stuck at the head of the queue, it will 
block the transmission of Packet 2 and other subsequent packets. It turns out that this 
HOL blocking could occur in 802.11b WLAN. To understand this phenomenon in 
WLAN, one has to know ARQ mechanism employed in 802.11b, and the relationship 
between signal strength and packet loss rate. 
NodeX 
FIFO queue � 
Packet 2 Destination: Node Z 
Packet 1 Destination: Node Y 
NodeY NodeZ 
Figure 1.1: Typical HOL blocking problem when Packet 1 gets stuck for some reason. 
‘Packet loss [13] is a general and well-known issue in communication networks. 
Generally, we can classify packet loss into two categories [9]: (1) congestion loss; (2) 
‘ transmission loss. Congestion loss means a packet is lost due to network traffic 
congestion while transmission loss is the random error in transmitting data. In 802.11b 
standard, when there is a packet loss, the MAC layer employs an ARQ scheme to 
ensure reliable transmission (see Chapter 2 for more details on ARQ as a general 
strategy for dealing with packet loss). With the ARQ scheme, the link layer 
automatically retransmits the lost packet without notifying the upper layer protocol. It 
continues to retransmit for several times if the previous retries also fail. 
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Radio signal strength is an important element that governs the packet loss probability. 
Because of the multi-path fading, and shadowing effect, the longer the distance 
between the 802.11b stations, the weaker is the signal strength. So, for the stations that 
are far away from the AP, it is likely that the packets cannot be received successfully. 
Thus, ARQ will take effect more frequently in this case. 
In a typical WLAN, most traffic is in the downlink direction (from AP to WLAN 
stations) [12]. Therefore, we focus our attention on the performance impact of HOL 
blocking at AP on downlink stations to which the AP transmits data. To explain HOL 
blocking in AP, we refer back to Figure 1.1 above. Imagine that Node X is an AP, Node 
Y and Node Z are two wireless stations, say Station 1 and Station 2. Station 1 is far 
away from the AP while Station 2 is close to the AP. So, Station 1 is more susceptible 
to packet loss due to transmission error because of its long distance from the AP. As a 
result, the AP will probably retransmit Packet 1 (to Station 1) for a few times because 
of the ARQ mechanism of 802.1 lb. While retransmitting Packet 1，Packet 2 is waiting 
in the queue. Since Stations 2 is close to the AP, Packet 2 could have reached the 
• destination quite easily if it had a chance to be transmitted. However, it is blocked by 
Packet 1. Thus, with ARQ, the fact that the link quality of Station 1 is poor will affect 
the performance of the overall WLAN, including the transmission rates from AP to 
nearby stations. 
.As will be detailed in Chapter 3, in this work, we verify the existence of the HOL 
blocking problem in both simulations and experiments. In addition, we suggest and 
investigate two simple ways to solve the problem: 
(1) Reducing the number of retries of link-layer ARQ in 802.11b. 
(2) Using separate virtual queues for the data destined for different wireless station 
within the AP. 
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In addition to HOL blocking problem, which relates to the downlink problem, this 
thesis also includes the study of the uplink traffic. We observed a signal capturing 
effect when multiple stations send data to the AP simultaneously. Signal capturing is 
related to the signal strength difference between different packets, and that the packets 
with stronger signals can be received successfully even when there is a collision with 
packets with weaker signals. Results and discussion will be presented in Chapter 4. 
Before concluding this section, we would like to point out that unlike previous work 
which either uses simulation-based approaches, analytical approaches [6], [7], [8], our 
work employs a combination of mathematical, simulation-based, and experimental 
approached in our investigation of WLAN performance. We believe we have 
conducted a comparatively more comprehensive and detailed investigation compared 
with the previous attempts. 
1.2 Organization of the Thesis 
The rest of this thesis is organized as follows. In Chapter 2，we review the 802.11b 
standard and the ARQ used. In Chapter 3, we present results related to the HOL 
blocking problem, with a study on the effectiveness of link-layer ARQ in 802.11b 
.networks. The analysis of the uplink traffic case is discussed in Chapter 4. Chapter 5 
presents additional experimental results on packet loss pattern in 802.11b WLAN, 
showing that bursty loss is quite common in WLAN, invalidating the assumption of 
random loss adopted in others' work. Finally, Chapter 6 concludes this work and 




2.1 Basics of 802.11 Standard 
802.2 Logical link control (LLC) 
802.11 MAC 
802.11 802.11 802.11a 802.11b 
FHSS PHY DSSS PHY OFDM PHY HR/DSSS PHY 
, Figure 2.1: The IEEE 802.11 Network Technology Family Tree. 
802.11 shares the same 802.2 Logical link control with 802.3 (Ethernet). There are a 
few variants of 802.11 physical layer [1], [5]. The base 802.11 includes 802.11 FHSS 
(Frequency Hopping Spread Spectrum) and 802.11 DSSS (Direct Sequence Spread 
Spectrum). These physical layers come from the older generations of the WLAN 
standard that only support 1 to 2 Mbps data rate. Later revisions to 802.11 added 
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additional physical layers: 802.11b HR/DSSS (High-Rate Direct Sequence Spread 
Spectrum) and 802.11a OFDM (Orthogonal Frequency Division Multiplexing). 
802.1 Ig and 802.11a, and other standards are also in the working and newer products 
incorporating them are expected in the near future. 802.1 Ig offers wireless 
transmission at up to 54Mbps. It operates in the same spectrum as 802.1 lb does and is 
thus compatible with it. Products are just available in the market. 802.lie provides 
Quality of Service but the standard has not been finalized. 
In this thesis, all the findings are based on the 802.11b technology which operates at 
the 2.4GHz spectrum. We believe many of the results remain valid even for 802.1 Ig 
and 802.11a that run at higher speeds. We are interested in exploring 802.11b 
HR/DSSS because of the following reasons: 
1. 802.11 FHSS and 802.11 DSSS are obsolete. Their data rate is too low to fulfill 
today's demands. 
2. 802.11a and 802.llg are not yet popular. They have just been brought to the 
market recently. 
3. It is still a long way from the introduction of 802.lie products in the market. 
4. Most of the hotspots today employ 802.11b. In addition, 802.11b is also widely 
deployed in offices, homes and shopping malls. 
We therefore believe a thorough understanding of 802.11b WLAN is essential to 
operate the WLAN already deployed effectively as well as to identify common 
problems that may also arise in 802.1 la and other future 802.11 networks. 
2.1.1 Distributed Coordination Function (DCF) / Point Coordination 
Function (PCF) 
DCF [5], [16] is the basis of the standard CSMA/CA access mechanism. The wireless 
device listens to see whether the channel is idle before transmitting. Random backoff 
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is used to avoid collisions of packet simultaneously transmitted by multiple stations. In 
some cases, DCF may use RTS/CTS technique to further reduce the collision 
probability. We will give a brief description of RTS/CTS in the next sub-section. 
PCF [5], [16] provides contention-free services. With this mode, the access points 
generally act as the coordinators in a WLAN to ensure that access to the medium is 
contention free. Under PCF, the access point polls the wireless stations to see if they 
have anything to transmit in a round-robin fashion. PCF is not widely implemented in 
the commercial products, and it does not seem that commercial products will 
incorporate this feature in the foreseeable future. A reason could be that most 
applications will have satisfactory performance under the simpler DCF mode. 
The investigations in this thesis focus on the DCF mode. 
2.1.2 RTS/CTS 
Request-to-Send (RTS) and Clear-to-Send (CTS) [5], [16] are two optional signals 
used to prevent collisions in 802.11. Turning on this feature may improve performance 
when some wireless stations are not in direct sensing range of each other. Whenever a 
station is about to send data, it first sends out an RTS frame to the target station. If the 
‘target station receives an RTS, it responds with a CTS. Upon hearing either the RTS or 
CTS, all stations except the station that sent out the RTS will refrain from transmitting 
‘ for a certain period of time specified CTS. In this way, the station that originated the 
RTS could then send out its data frame without worrying about collisions from other 
stations. Using RTS/CTS can not only reserve the radio link for transmission, it also 
silences any stations that hear it. Note that collisions of RTS packets are still possible. 
However, the main essence of RTS/CTS is that collisions of RTC packets are less 
costly compared with collisions of regular packets, since RTS packets are much 
shorter than regular packets. By default, RTS/CTS is turned off in commercial WLAN 
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products. If not used carefully, turning on RTS/CTS could degrade performance. In 
this thesis, we assume that RTS/CTS is off in our studies. 
2.2 Types of Networks 
Figure 2.2: Ad-hoc Networks. 
• - I 
Acc•” Point 
‘ a Z X n 
Figure 2.3: Infrastructure Networks. 
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Generally, two types of networks [5] are supported by 802.11b. They are ad-hoc 
network and infrastructure network. 
Figure 2.2 shows an ad-hoc networks. In this mode, the wireless stations form a local 
communication network called the basic service set (BSS) in 802.11 parlance. Within 
a BSS of an ad-hoc network, the wireless stations communicate directly with each 
other. No centralized unit is needed in this mode. 
Unlike an ad-hoc network, stations communicate with each other via a base station 
called the Access Point in an infrastructure network, as shown in Figure 2.3. Traffic 
must pass through the AP before being forwarded to its destination. Even if two 
stations are communicating with each other, they must first send the data to the AP and 
then let the AP forward the data to the destination. 
Most of the current deployed WLAN operates in the infrastructure mode, in which 
wireless stations are connected to the wired Internet via the Access Point. Most 
wireless clients use the WLAN to access services provide by servers in the wired LAN 
or Internet; there are fewer applications in which the wireless clients in the same 
WLAN communicate with each other. We expect the infrastructure mode to remain 
dominant in the foreseeable future. Our studies in this thesis consider the infrastructure 
mode only. 
The next sub-section gives a brief introduction on the transmission strategy employed 
in 802.11b technology. 
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2.3 Automatic Repeat request (ARQ) in 802.11b 
Timeout 
I 0 I I 1 I … I 1 I \ ~ j Z  \ \ \ \ \ /AckO \ / A c k l \ / Ack2 
Figure 2.4: Retransmission due to packet lost. 
Timeout 
~ i … i “""”2 yvf\i\i 
\ /acIcO \ 'Ackl \ / \ Ackl 
Figure 2.5: Retransmission due to ACK lost. 
ARQ is a protocol for error control in data transmission. There are several commonly 
used ARQ techniques, such as "Stop & Wait’，，"Go back n", and "Selective repeat". 
Each has its own advantages and disadvantages [13], [14]. In 802.11b, ARQ is 
implemented at the link layer (layer 2). The link-layer ARQ employs the Stop & Wait 
11 
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ARQ scheme because it is simple. Not many computations are needed in Stop & Wait. 
Thus, delay for transmitting a packet is minimized. It incorporates positive 
acknowledgements. Figure 2.4 and Figure 2.5 show the two scenarios in which ARQ 
would take effect. With Stop & Wait ARQ, each transmitted packet must be 
acknowledged before the next packet can be sent. If either the packet or its 
acknowledgement is lost, the sender of the packet will not receive any 
acknowledgement, and the sender will retransmit the packet after a certain time-out 
period. 
2.3.1 Importance of Link-layer ARQ in Wireless Networks 
There are two main reasons why ARQ is essential in the WLAN but not in the wired 
Ethernet, which typically operates with the link-layer ARQ turned off: 
(1) Transmission errors 
Compared with transmission over wires, wireless transmission is much more 
susceptible to transmission errors (i.e., bit errors). The transmission errors may be 
due to channel noise or channel interference. When the RF quality of the wireless 
medium is poor, the packet loss rate could be so high that the end-to-end 
throughput and delay performance of an application built on top of the layer 2 
‘ MAC of WLAN would be compromised significantly. 
‘ (2) Packet collisions 
Collisions occur when more than one sender transmits at the same time. Unlike in 
the wired Ethernet, WLAN does not provide for direct collision detection; WLAN 
J- * 
makes use of ARQ for indirect collision detection. The sender deduces a packet 
collision by the lack of an ACK for the packet it just transmitted. The sender will 
resend the packet, whether the loss is due to transmission errors or packet 
collisions. It is worth pointing out that packet collisions in WLAN result in more 
12 
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wastage in bandwidth resources than in the Ethernet because in the former, packet 
collisions are detected only after the whole packet has been transmitted, while in 
the latter, packet collisions are detected before the total transmission of the whole 
packet. 
2.3.2 MAC Algorithm of 802.11b Standard 
The 802.11b ARQ is not 100% reliable [15] (i.e., packet loss is still possible) because 
each packet will be retransmitted at most a certain number of times. Generally, there 
could be a maximum of 7 transmission attempts (1 original + 6 retransmissions) [18] 
for a packet. According to the specification of 802.11, the MAC (Medium Access 
Control) algorithm is as follows [1], [5]: 
1. A station will transmit an initial packet if it senses that the wireless medium is idle 
for a period DIPS (Distributed Interference Space). 
2. If the medium is busy, wait for i time slots before attempting to transmit, where i is 
a random value chosen from the backoff integer interval [0, y], with j set to 31 
initially. A backoff counter keeps track of the number of time slots to wait. 
3. Decrement the counter after each time slot has transpired. However, suspend the 
countdown whenever the wireless medium is sensed to be busy due to transmission 
" by other stations. 
4. Send the packet when the counter value reaches 0. 
” 5. If no link-layer ACK is received after SIFS (Short Interference Space), double the 
value of the backoff integer interval (exponential backoff algorithm) - that is, j 
<-：2*7+7, and choose another value randomly from it as the backoff counter value. 
Goto (3). 
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DIFS 
Sender | D A m | | | … 一 
Receiver ACK i . ^ y ^ Tune 
Contention window SIFS 
Figure 2.6: Basic operation of sending data in 802.11b. 
The technical terms and their values are defined as follows: 
Term Defined Description 
value 
Slot time 20|as Used in the exponential backoff algorithm 
SIFS 10|Lis Carrier sensing period for highest-priority data (e.g., 
ACK). Its value is smaller than DIFS, ensuring the 
receiver has the chance to acknowledge the packet before 
any sender can transmit the next packet. Therefore, 
Layer-2 ACKs and packets do not collide. 
DIFS 50|is Carrier sensing period for regular data packets. 
Table 2.1: Definitions of 802.11 technical terms. 
2.3.3 Modified MAC algorithm in 802.11b commercial products 
In order to have a better understanding of the commercial products, we carried out a 
few simple tests "with the set-up shown in Figure 2.7. With this set-up, the server sent 
data to LaptopA through the wireless channel while LaptopB listened to the wireless 
medium. 
14 
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• „ ‘ I I Wireless Medium _ I i • Orinoco AP-1000 il i . 1 mrnm — ^ ^ ^ LaptopA 
~ ‘ C tesi ^ w/ 802.1 lb card Server ^ ^ ^ ^ ^ ^ ^ 
LaptopB 
^ w / 8 0 2 . l i b card + sniffer 
Figure 2.7: Network configuration of using a sniffer. 
In the test, we placed LaptopA at a distance at which it could barely associate with the 
AP. The signal was weak and caused many transmission errors to be generated. We 
used an FTP program to send data from Server to LaptopA via the AP. An 802.11b 
sniffer, LaptopB, was placed between the AP and LaptopA. We used prismdump [11] 
to capture data in the air. A sniffer is a device that listens to the medium and captures 
all the data in it without notifying other parties. From the data captured by LaptopB 
. (the sniffer), we verify that the wireless devices use "Stop & Wait” ARQ in the link 
layer. We find that, the default limits on the number of retransmissions in some 
commercial products are different from the number stated in the 802.11 standard. We 
tested two different brands of AP (Orinoco [19] and Buffalo [20]), both of them only 
transmit the same data a maximum of 4 times (1 original + 3 retransmissions), instead 
of 7 times (1 original + 6 retransmissions), before they give up and discard the packet. 
We assume the limit of 4 transmissions in our simulations and analysis later in this 
, t h e s i s . • . 
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2.4 Automatic Adjustment of Radio Data Rate in 
Commercial 802.11b Products 
There are four possible radio data rate stated in the 802.11b standard [3]. They are 
11Mbps, 5.5Mbps, 2Mbps and 1Mbps. Wireless stations and AP are allowed to choose 
any one of the four data rates to transmit data. Most 802. lib-compatible commercial 
products in the market adopt an automatic adjustment scheme for the radio rate. The 
data rate is adjusted according to the packet loss rate experienced by the 802.lib MAC 
layer. When the packet loss rate is high, the radio rate will be adjusted downward. 
Packets that are transmitted at a lower data rate have a higher energy per bit. Therefore, 
the packets have a higher chance to be received successfully. The detail of this 
adjustment scheme is not discussed in this thesis. In general, the longer the distance 
between the communicating parties, the weaker is the signal. Weak signal causes a 
high probability of packet loss, which in turn triggers the automatic adjustment 
scheme to adjust the data rate downward [19], [20]. 
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Head-of-Line Blocking in Access Points 
In an infrastructure WLAN network, most network traffic is in the downlink direction 
[12]. That is, data packets are transmitted from the access point (AP) to the wireless 
stations associated with it. We have observed in this work the existence of head-of-line 
(HOL) blocking problem when multiple stations are receiving data from the AP. 
Results from our simulations and real network experiments show that the HOL 
blocking problem can degrade the throughputs from the AP to stations even when 
. these stations are close to the AP and are receiving good-quality signals from the AP. 
To tackle the HOL blocking problem, we suggest two schemes to modify the MAC 
mechanism of the AP. Both schemes can effectively eliminate the HOL blocking 
problem. We will present the performance impact of HOL blocking on UDP traffic and 
TCP traffic separately. 
3.1 Cause of HOL blocking in 802.11b 
In WLAN, HOL blocking can arise when the distances between some users and the AP 
is large. The loss probability of a packet is directly related to the signal strength of a 
received packet [21]. The signal strength of a packet attenuates significantly along the 
propagation path. So, for stations that are far away from the AP, packets sent by the AP 
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to these stations will have a higher probability of packet loss. These lost packets could 
trigger the Automatic Repeat request (ARQ) mechanism, and the retransmissions of 
the ARQ are the origin of the HOL blocking problem. 
Station 1 
^ ^ I Station 6 
AP 
Station 2 | - 7 2 ^ . 
Packet 1 
. S t a t i o n 5 
n Z \ 
Station 3 令 
Station 4 
Figure 3.1: Typical WLAN infrastructure environment. 
Figure 3.1 shows a scenario of a typical infrastructure WLAN environment. Some 
-wireless stations are associated with the central AP. Some of them are far away from 
the AP while some of them are close to the AP. Since the network is in the 
� infrastructure mode, all external packets must pass through the AP before reaching the 
corresponding destinations. The AP in this scenario is an ordinary commercial AP with 
only one first-in-first-out (FIFO) queue inside. Packets in the FIFO queue are 
transmitted one by one. Packet 1 is being transmitted at the head of the queue while 
other packets behind it are waiting for it to complete transmission. Packet 1 is destined 
for a far away station (Station 1). Since the distance between Station 1 and the AP is 
large, there is a higher chance of packet loss. When that happens, Packet 1 needs to be 
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retransmitted for several times before it can reach its destination successfully. Recall 
that the link-layer ARQ in 802.11b employs an exponential backoff mechanism. 
Whenever a transmission of Packet 1 fails, it will wait for an increased time interval 
before the next retransmission attempt. This means the other packets will also have to 
wait for a longer period of time before they get to the head of the queue. Longer 
waiting time results in worse throughput performance. 
3.1.1 Calculation of Worst-Case Service Time for Packet at Head of 
Queue 
We present a simple calculation on the worst-case total time spent by Packet 1 at the 
head of the queue. This gives a rough idea on how the Packet 1 hinders the 
transmissions of other packets in the queue. 
Assumption: 
Packet size of all packets is 1460 bytes. This assumption is also adopted in all the 
simulations and experiments in this thesis. 
Radio data rate is fixed at 11Mbps 
UDP is the upper layer protocol of the packets in the queue. 
UDP overhead = 8 bytes 
IP overhead = 20 bytes 
‘ MAC overhead of 802.11b = 36 bytes 
Preamble and header overhead at physical layer = 192 |is 
DIPS = 50 us • . 
SIFS= 10|is 
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Figure 3.2: Time used to transmit a packet once in MAC layer. 
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^ r*~*i 
••• data 一 ... DATA ... DATVT] ...“~ DATA 
Time 
W L-J L-t . 
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Figure 3.3: Time used to transmit a packet four times in MAC layer. 
'Average value of the Backoff timer = 15.5 *20 = 310|LIS 
Average value of the Backoff timer = 31.5 * 20 = 630 i^s 
Average value of the Backoff timer = 63.5 * 20 = 1270 fis 
Average value of the 4出 Backoff timer = 127.5 * 20 = 2550 |is 
If Packet 1 could reach the destination successfully in only one try, the one that follows 
Packet 1 wouid need to wait T1 as shown in Figure 3.2, where 
T1 =50 + 310 + (1460 + 8 + 20 + 36)*8/l 1 + 192+ 10= 1670 i^s 
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If Packet 1 uses all the four chances of transmissions, the next packet will need to wait 
T2 as shown in Figure 3.3, where 
T2 = 4*[50 + (1460+8+20+36)*8/l 1+192+10] + 310 + 630+ 1270 + 2550 = 10201 |as 
From the calculation, we see that T2 is about six times larger than Tl. The fact that the 
packets in queue can be blocked by Packet 1 for such a long time would lead to severe 
degradation of transmission rate to other WLAN stations. We will consider two 
possible solutions to HOL blocking later in this chapter. 
3.2 Simulation Settings 
We use a popular simulator, Network Simulator 2 (NS2) [22], to study the HOL 
blocking problem. NS2 is a simulator targeted at networking research. It provides 
substantial support for simulation of TCP, UDP, routing in wired as well as wireless 
networks. 
3.2.1 Propagation Models Available in NS2 
NS2 allows us to seta number of parameters for wireless simulation [23]. One of the 
critical parameters is to specify the "radio propagation model" to be used. We can 
choose from three possible models: (i) Free space model; (ii) Two-ray ground 
reflection model; (iii) Shadowing model. These models compute the received signal 
power of each packet in different ways [21], [23]. At the physical layer of each 
wireless node, there is a receiving threshold. When a packet is received, if its signal 
power is below the receiving threshold, it is marked as an erroneous packet and it will 
be dropped at the MAC layer. Depending on the model being used, the likelihood of 
the received power being below the threshold will be different, hence different loss 
probabilities will be observed. Detailed descriptions of the three models are contained 
in [23]. 
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DATA • 
' 
AP Station  
0 +50 -— • 
X 
Figure 3.4: Configuration of simulations. 
Figure 3.4 shows the configuration of the simulation used in this part. We examine the 
characteristics of the three propagation models through this setup. In the simulations, 
one wireless station is associated with one AP. The AP sends 1460-byte packets to the 
station with a data rate that saturates the wireless medium. That is, the AP is always 
busy and has packets to send to the station. The radio data rate is set to 11Mbps. By 
varying the location of the station along the x-direction as shown in the figure, we 
record the throughput versus the distance. From the data, we plot the following three 
graphs for the three propagation models. 
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Figure 3.5: Free space model. 
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Figure 3.6: Two-ray ground reflection model. 
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In the three figures, Y axis represents the throughput (in Mbps) and X axis represents 
the distance between the station and the AP (in meters). We find that the Shadowing 
model gives us a more accurate result that can be compared to the real network 
situation. We observe that the throughput drops when the magnitude of distance X 
-increases. This is an indication of the existence of transmission error due to multi-path 
effect. Multi-path effect is resulted from the reflection, refraction and diffraction of 
� radio waves in the environment. Due to this, more than one path can exist between an 
AP and a station. Multi-path is a real phenomenon and can distort the received signal. 
Since the Shadowing model simulates the real situation better, we adopt the 
Shadowing model in all the simulations in our study. 
The Free space and Two-ray ground reflection models in the NS2 simulator are not 
probabilistic in that given an X distance, the received powers of successive packets are 
always the same. Therefore, if one packet is received with power above (below) the 
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receiving threshold, all the other packets will also be received with power above 
(below). Hence the observations Figure 3.5 and Figure 3.6, the all packets are received 
with power above the threshold. The Shadowing model in Figure 3.7, on the other 
hand，is probabilistic. Even given the same distance X, the received powers of 
successive packets may be different. However, when X is small, the chance of higher 
received power is also higher. 
3.2.2 Variables of Shadowing Model 
There are some parameters for the Shadowing model to simulate different scenarios. 
Different environments have different sets of parameters. As we will carry out real 
network experiments in our study, we need to choose a set of parameters that best 
matches our experiment scenario. From [23], we have 
Environment p 
Free space 2 Outdoor  
Shadowed urban area 2.7 to 5 
T ^ Line-of-sight 1.6 to 1.8 In building  
Obstructed 4 to 6 
Table 3.1: Some typical values of path loss exponent. 
Environment OdB (dB) 
Outdoor 4 to 12 
� Office, hard partition 7 
Office, soft partition 
, • . Factory, line-of-sight 3 to 6 
Factory, obstructed 6.8 
Table 3.2: Some typical values of shadowing deviation. 
Since we will carry out the experiment indoor, we choose p = 4 and (7犯=9.6 in our 
simulations. 
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3.3 Simulation Results on UDP 
With the adoption of the Shadowing model, we ran simulations for transferring UDP 
data to investigate the HOL blocking problem using the setup as shown in Figure 3.8. 
DATA DATA • • 
Station 1 AP Station 2 
-50 0 +50 
• 
X 5 
Figure 3.8: Simulation setup for HOL blocking. 
In this simulation, we have two stations (Station 1 and Station 2) that are associated 
with the same AP. The simulation setup is similar to the one shown in Figure 3.4, 
except we have the additional Station 2 here. The AP sends 1460-byte UDP packets to 
both Station 1 and Station 2. The distance x between Station 1 and the AP is variable 
for different runs of the simulation, while the distance between Station 2 and the AP is 
fixed at five meters.. The five-meter distance is relatively short so that the signal 
strengths of the packets from the AP to Station 2 have a very high probability to be 
-above the receiving threshold (Figure 3.8). Figure 3.9 shows the simulation results. 
The Y axis is the throughput in Mbps, and the X axis is the distance between Station 1 
� and the AP in meters. 
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Figure 3.9: (UDP) Throughputs of the two stations against distance X with ARQ (1+3) 
� (Simulated Result). 
We could divide the graph in Figure 3.9 qualitatively into two regions for discussion: 
(1) When Station 1 is close to the AP 
(2) When Station 1 is far away from the AP 
, W h e n Station i is close to the AP, say -5 to 5 meters, both stations can receive packets 
with strong signal strength. Very few packets from the AP will be dropped due to weak 
received power. In this region, we can see that Station 1 and Station 2 share the 
available bandwidth equally. Both of them can get 3Mbps from the AP. This 
observation is trivial and reasonable. 
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When Station 1 is far away from the AP, the signal strength of the packets destined for 
it is below the receiving threshold with a high probability. Those packets for Station 1 
will trigger the ARQ mechanism. The additional time for retransmissions and backoff 
block the transmission of those packets for Station 2. As a result, the throughput of 
Station 2 is also pulled down by the poor link quality between Station 1 and the AP. 
From the Figure 3.9, we find that the maximum available throughput (�6Mbps) of the 
wireless channel is attained when Station 1 is close to the AP. But when Station 1 gets 
farther away from the AP, the total throughput of the whole WLAN drops to �1.5Mbps. 
The degradation is ( 6 - 1.5) / 6 = 75%. This significant degradation in throughput 
performance is due to the HOL blocking problem described in previous paragraphs in 
this chapter. 
3.4 Experimental Results on UDP 
To verify the existence of the HOL blocking problem in real networks, we have also 
performed a series of experiments using 802.11b products available in the market. 
Figure 3.10 shows the experiment setup that is similar to Figure 3.8. 
- " a 
station 1 ^ I l i r r ~ 一: Server 
� DATA L — 
I . .——llAP 
‘ W 
D A T A � 
A 
Station 2 
Figure 3.10: Setup for real network experiment. 
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We use a program called Netperf [24] in our experiments. Netperf is a benchmark that 
can be used to measure the performance of many different types of network setups. 
The environments currently meaureable by Netperf include: 
(1) TCP and UDP via BSD Sockets 
(2) DLPI 
(3) Unix Domain Sockets 
(4) Fore ATM API 
(5) HP HiPPI Link Level Access 
Among the environments supported by Netperf, we use the simple "UDP via BSD 
sockets" in this section. 
Station 2 is fixed at a location where is close to the AP. We put Station 1 at three 
different places corresponding to three different distances from the AP. Thus, the link 
qualities are also different. Station 1 and Station 2 here are analogous to the stations in 
last section's simulation. The experiment result is shown in Table 3.3. 
Distance of Station 1 Throughput of Throughput of 
from AP Station 1 Station 2 
- ‘Small ^ 3 M 
Medium 2 ^ ] 
� Large ^ ^43 
Table 3.3: Experiment (UDP) experiment result ofHOL blocking problem. 
We first find out the maximum power that can be received at Station 1 by bringing it 
just next to the AP. Then we also record the signal strength received at Station 1 when 
it is put at a remote location at where Station 1 can barely associate with the AP. Then 
in the experiment, we classified the locations as "small", "medium" or "large" in 
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accordance to the distance between Station 1 and the AP. We use "distance" to 
differentiate the classes because it is directly related to the received power at Station 1. 
In the experiment, the difference of throughputs to Station 1 and Station 2 are closer 
than that in the simulation. When Station 1 is at the far range in the simulation, the 
retransmissions of the ARQ failed. This leads to much lower throughput in Station 1 as 
compared to Station 2. But in real network experiment, a station will probably lose the 
association with the AP when the packet loss rate is too high. This is why we cannot 
push Station 1 too far away. 
Nevertheless, the result is consistent with that in the simulation. The two stations get 
the same share of the available bandwidth when both of them are close to the AP. 
When Station 1 is moved farther away, not only does its throughput become lower, the 
throughput of Station 2 also degrades. 
We verify, by means of simulation and experiment, the HOL blocking problem does 
exist in 802.11b wireless networks. To demonstrate the HOL blocking problem is 
related to the link-layer ARQ in 802.11b, we also simulated the same situation with 
stronger ARQ (1+6) instead of (1 + 3). (Note: we could not perform the ARQ (1+6) 
,experiment because the firmware setting in the WLAN card is not accessible by us) 
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Figure 3.11: (UDP) Throughputs of the two stations against distance X with stronger 
ARQ (1+6) (Simulated Result). 
-Comparing Figure 3.11 with Figure 3.9 in the previous section, it is obvious that the 
throughput o f Station 2 is even lower i f the link-layer ARQ is stronger. The throughput 
, degradation is (6 - 0.5) / 6 = 92% which is larger than the ( 1 + 3 ) case. This proves that 
the HOL blocking problem is directly related to the link-layer ARQ. 
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3.5 Simulation Results on TCP 
After examining UDP traffic, we also investigated the HOL blocking problem in TCP 
traffic. 
We used the same simulation configuration, shown in Figure 3.8，as in UDP. The AP 
pumps out 1460-byte TCP packets to Station 1 and Station 2. The location of Station 1 
varies in successive runs of simulation. 
4.5 1 1 1 1 1 1 1 n 1  
4 - \ -
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— S t a t i o n 2 
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Distance between Station 1 and AP (m) , Figure 3.12: (TCP) Throughputs of the two stations against distance X with ARQ (1 + 3) (Simulated Result). 
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Obviously, the simulation result of TCP is different from that of UDP. 
(1) The maximum available throughput for TCP traffic is �4.5Mbps (Note: TCP 
ACKs use up some of the WLAN bandwidth) 
(2) Station 2 can attain a high throughput when Station 1 is at a far position from the 
AP. 
It is interesting that HOL blocking problem causes more degradation on UDP traffic 
than on TCP traffic of Station 2. The congestion control algorithm of TCP accounts for 
this phenomenon [10]. When TCP experiences packet losses, it will regard the losses 
as due to network congestion. TCP will then decrease its sending rate automatically to 
ease the congestion. When Station 1 is moved to a position at which the link quality is 
not very good, the ARQ is triggered. At the beginning, the ARQ is still effective in 
reducing packet loss experienced by upper layer TCP of Station 1. So, in the 
region -10 to +10，the throughput to Station 2 is pulled down a little bit by the poor 
link quality of Station 1 due to HOL blocking. When Station 1 is moved farther away, 
the link-layer ARQ of 802. l ib is no longer effective. The upper layer TCP of Station 1 
will start encountering packet losses. The TCP of Station 1 will decrease the input rate 
of data. As a result, the FIFO queue in the AP contains fewer packets for Station 1. As 
fewer packets are destined for Station 1，packets for Station 2 will be blocked less 
severely. When Station 1 is moved even farther from the AP, the TCP data rate for it is 
so low that the packets for Station 1 has nearly no impact on the performance of 
Station 2. Station 2 will grab all the bandwidth when Station 1 is too far away from the 
AP. 
This simulation shows that TCP traffic is more immune to the HOL blocking problem 
mentioned in this thesis. The degradation on stations with strong signal caused by TCP 
traffic of the stations with weak signal is not severe. 
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3.6 Experimental Results on TCP 
We also verify the simulation result of TCP using a real experiment. We use the same 
setup as in section 3.4. The result is as the following: 
Distance of Station Throughput of Throughput of 
1 from AP Station 1 Station 2 
Small ^ 
Medium J J j 
Large 0^1 Jm 
Table 3.4: Experiment (TCP) experiment result of HOL blocking problem. 
The result of TCP experiment, obtained from Netperf, also matches the simulation 
result. 
We also study the impact of using a stronger ARQ. When we compare the TCP 
simulations in Figure 3.13 and Figure 3.12, we find that the "U"shape of Station 2's 
curve is wider in Figure 3.13. This means that the throughput degradation experienced 
by Station 2 due to HOL blocking persists over a wider range of the distance between 
Station 1 and the AP. In other words, too strong an ARQ actually contribute to the HOL 
blocking problem. The result matches our expectation that the strength of ARQ is 
highly correlated to the HOL blocking problem. 
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Figure 3.13: (TCP) Throughputs of the two stations against distance X with stronger 
ARQ (1+6) (Simulated Result). 
-3.7 Possible Solutions of HOL Blocking Problem 
, We show, by simulations and real network experiments, that HOL blocking problem 
exists in the internal queue of AP. In UDP traffic, the performance impact of the HOL 
blocking problem is the most obvious. In the previous section, we verify that the 
i • 
link-layer ARQ is the main cause of the problem. The HOL blocking problem could 
induce up to 75% throughput degradation to the WLAN (for ARQ of 1 + 3). This leads 
to serious bandwidth wastages. 
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In this thesis, we explore two methods to tackle the HOL blocking problem. 
(1) Reducing the number of retries of link-layer ARQ in 802.11b. 
(2) Using separate virtual queues for the data destined for different wireless station 
within the AP. 
3.7.1 Weakening Link-layer ARQ in 802.11b 
In the previous section, we find that the HOL blocking problem is more serious (92% 
performance degradation for ARQ of 1+6) if we further strengthen the link-layer ARQ. 
So, one may conjecture that weakening the ARQ in 802.11b could eliminate the HOL 
blocking problem. To verify the conjecture, we simulate UDP traffic with the 
link-layer ARQ totally turned off. That is, we use (1+0) instead of (1 + 3). 
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Distance between Station 1 and A P (m) Figure 3.14: (UDP) Throughputs of the two stations against distance X with no ARQ (1+0) (Simulated Result). 
3 6 
Chapter 3 Head-of-Line Blocking in Access Points 
From the result in Figure 3.14，we find that HOL blocking problem is eliminated. 
Station 2 can retain a reasonable share of bandwidth (�3Mbps) even if Station 1 is far 
away from the AP. The total bandwidth wastage is about 50% because the poor link 
quality of Station 1 leads to transmission error. With this scheme, the location of 
Station 1 only affects its own share of bandwidth while the fixed station, Station 2， 
remains unaffected. 
The main purpose of the link-layer ARQ in 802.11b is to reduce the packet loss rate 
experienced by upper layer protocol. So, if we completely turn off ARQ, is the packet 
loss rate still acceptable for the upper layer protocol? We perform real network 
experiments to investigate the effectiveness of ARQ in 802.11b. As will be shown and 
argued in the next few sections, turning off the ARQ, although it alleviates HOL 
blocking, is not an acceptable solution when other considerations are taken into 
account. 
3.7.2 Effectiveness of ARQ in 802.11b 
To evaluate whether the ARQ in the current commercial products provides adequate 
error control, we attempt to explore this area in different angles: 
(!) Is the ARQ adequate to compensate for packet loss due to transmission errors? 
-(2) Is the ARQ adequate to compensate for packet loss due to packet collisions? 
(3) How does the link-layer ARQ interact with higher layer TCP? 
i » 
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3.7.2.1 Set-up for Network Experiments 
d 
l _ t — — • Wireless Medium  , i ^ 1 Orinoco AP-1 OOP \\ I'l 
I J H S l ^ ^ 一 Laptop 丨 ~ ‘ �w / 8 0 2 . l i b card Server ^ ^ 
Figure 3.15: Network Configuration for Experiments. 
Figure 3.15 shows our network set-up. The Server is a Windows 2000 desktop located 
inside an Ethernet. It is connected to the client, a Windows 2000 laptop, via an 802.1 lb 
WLAN. The wireless device in the middle is an Orinoco AP-1000 802.1 lb-compatible 
access point (AP). The WLAN card used at the client is an Orinoco PC Card. We 
collected the statistics used in our analysis through the AP Manager, a configuration 
and monitoring software that comes with the AP. 
Among the data collected by the AP manager, three entries are useful for our analysis. 
They are "Transmit Failed Count", "Transmit Retry Count" and "Multiple Transmit 
Retry Count". Their definitions are given below: 
Multiple Transmit Retry Count (MTRC) 
This is the number of packets that have been transmitted successfully, but which 
required two or more retransmission attempts. 
丄 Transmit Retry Count (TRC) 
This is the number of packets that have been transmitted successfully, but which 
required one or more retransmission attempts. The difference of TRC and MTRC 
yields the Single Transmit Retry Count (STRC), the number of packets received 
successfully at the very first retransmission attempt. 
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Transmit Failed Count (TFC) 
This counter indicates the number of packets that were dropped because the number of 
unsuccessful transmits attempts exceeded the preset threshold ( 1 + 3 retransmissions 
for many commercial products). 
The program used in this experiment is our self-developed NetProbe. It is a network 
program that generates the UDP network traffic. The reason for using UDP here is that 
it does not provide for ARQ so that the effect of the link-layer ARQ can be isolated and 
studied. With NetProbe, UDP packets can be generated at the server at a user-defined 
speed for transmission to the client. The desktop and the laptop computers run the 
NetProbe server and client, respectively. 
Making use of the statistics collected in the AP manager and the NetProbe, we conduct 
a series of network experiments to investigate the effectiveness of link-layer ARQ in 
802.11b. Our experiments were conducted in an indoor environment, in which the 
layout of the building is a significant factor affecting the shadowing effect of a 
. wireless channel. We categorize the conditions into three cases: Best, Good and 
Marginal (corresponding to different signal strengths). 
‘3.7.2.2 Results and Analysis 
Experiment 1 - Is the ARQ adequate to compensate for packet loss due to transmission 
‘ errors? 
In our experiments, 100,000 1460-byte UDP packets were sent from the NetProbe 
Server (desktop computer) at a data rate of 500kbps but at varying RF link quality. The 
802.11b network can sustain a bit rate of more than or about 1 Mbps in all three cases, 
Best, Good, or Marginal. Therefore, the AP internal buffer did not overflow and any 
packet loss can be attributed to transmission errors rather than traffic congestion. 
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After doing a large series of experiments, we choose a typical run to discuss. From the 
AP Manager, bundled with the Orinoco AP, we take the TFC for our analysis. 
Table 3.5 shows the loss rates in a typical run of the experiment. The loss rates are 
computed by TFC/Total Number of UDP Packets. 
Link quality Best Good Marginal 
T ^ ^ ^ 1 8 0 7 3 ^ 
MTRC 16 i m 4 0 ^ ^ 
TFC 10 ^ • 
Loss rate 0.01% 0.26% 0 . 7 6 % ~ 
Table 3.5: Loss Rates with ARQ. 
Since the AP does not provide a way to turn off the ARQ, we could not investigate 
what would happen in the absence of the link-layer ARQ directly. Instead, we derive a 
tight lower bound on the loss rate without ARQ by looking at the packet transmissions 
and retransmissions at layer 2, as follows: 
Total number of unsuccessful transmission attempts at layer 2 
=Packets requiring exactly one retransmission to succeed 
+ 2 * Packets requiring exactly two retransmissions to succeed 
‘ + 3 * Packets requiring exactly three retransmissions to succeed 
+ 4 * Packets that fail to be transmitted successfully (i.e., TFC) 
� =Packets requiring one or more retransmissions to succeed (i.e., TRC) 
+ Packets requiring two or more retransmissions to succeed (i.e., MTRC) 
+ 1 * Packets requiring exactly three retransmissions to succeed 
+ 4 * TFC 
Let s be the number of "Packets requiring exactly three retransmissions to succeed", 
and num_of_packets be the number of packets transmitted at the UDP layer. Then, 
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Loss rate 
TRC + MTRC + £ + 4*TFC  
_ num_of _packets+ TRC + e + MTRC + 4*TFC 
> mC + MTRC + 4*TFC  
—num _of _ packets + TRC + MTRC + 4 * TFC 
The results are presented in Table 3.6 
Link quality Best Good Marginal 
^TRC+MTRC+4*TFC 717 2 5 1 4 3 ^ 
Lower bound on loss rate 0.71% 4.35% 20.09% 
Table 3.6: Lower Bounds on Loss Rates without ARQ. 
As indicated above, if the link-layer ARQ did not exist, the loss rate would have been 
much higher. The loss rate would have been so high in the marginal case (20%) as to be 
unacceptable for many UDP and TCP applications. We therefore conclude that 
link-layer ARQ plays an important part in reducing the overall packet loss rate, 
especially when the received signal is weak. 
Table 3.6 contains data from one set of experiments. Using packet loss rate of 10"^  as 
the performance benchmark, we conclude that the ARQ is mostly adequate. Only in 
the marginal case does the loss rate exceed 10"^  occasionally. 
Note that this result may appear at first glance to be in disagreement with the result in 
Table IV of [25]，which reports loss rates much higher than 10"^  at 11 Mbps WLAN 
transmission speed. It turns out that most commercial products reduce the transmission 
speed automatically when the signal becomes weak. In our marginal case, the AP 
automatically adjusted the transmission speed down to 1-2 Mbps, reducing the 
transmission errors significantly. Beyond the marginal case, the client loses 
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association with the AP altogether. Thus, we believe that loss rates much higher than 
10.2 are not observable in commercial products when they are used in the default mode 
and there is no packet collision. 
Experiment 2 - Is the ARQ adequate to compensate for packet loss due to packet 
collisions? 
Link quality Best Good Marginal 
T ^ 1371 1 6 5 6 5 ^ 
MTRC S I m b 6 0 ^ ~ ~ 
TFC 18 ^ 
Loss rate 0.02% 1.02% 2.04% 
Table 3.7: Loss Rates with ARQ (2-Way Traffic). 
Link quality Best Good Marginal 
TRC+MTRC+4*TFC i m 14149 3 0 7 4 7 ^ 
Lower bound on loss rate 1.61% 12.40% 23.52% 
Table 3.8: Lower Bounds on Loss Rates without ARQ (2-Way Traffic). 
From Table 3.7 and Table 3.8, it can be seen that the role of ARQ becomes even more 
. important when there are collisions. Even with the good case, the loss rate would have 
been too high without ARQ. 
From the results of experiments 1 and 2，we can see that the loss rate after employing 
link-layer ARQ is a few percents in the marginal case. According to [9], the 
‘ performance of TCP could degrade severely in this loss range (see Figure 3.16). It is 
because TCP could misinterpret these packet losses as being due to traffic congestion 
and proceed to adjust the input data rate downward. 
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Figure 3.16: An Example of TCP Throughput VS Random Packet Loss Probability 
Curve. 
The findings above point out an interesting direction for research: Keeping the same 
ARQ, how could TCP be modified to differentiate between different causes for packet 
losses to avoid throughput degradation. This has been studied somewhat in [9] but not 
in the 802.11 setting. 
Experiment 3 - Interactions between link-layer ARQ in WLAN and transport-layer 
ARQ in TCP 
Another self-developed tool, Suiteserver and Suiteclient, is used in this experiment. 
Suiteserver sends TCP traffic to Suiteclient. The generated TCP traffic is similar to that 
of sending a file via FTP. In our case, we used the same file size as before (i.e., 1460 
bytes * 100,000). Note that unlike in the previous UDP experiments, we do not restrict 
the sending rate of TCP, so that TCP is allowed to determine its sending rate using its 
own congestion control algorithm. Table 3.9 shows the collected statistics from the AP 
Manager. 
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Link quality Best Good Marginal 
TRT s m f m 2 0 7 4 7 ^ 
MTRC ^ 
TFC 17 m 
Throughput ( k b p s ) 4 8 8 3 . 4 4 0 1 0 . 0 747.7 
Table 3.9: Collected Data in TCP Experiments. 
From Table 3.9，we observe an interesting phenomenon. Collisions occurred even 
though there was only one TCP connection from the AP to the client - recall that 
layer-2 packets and ACKS do not collide. Even the best case has a very large TRC — 
more than 5% of the packets were retransmitted due to collisions. This can be 
explained as follows. 
TCP is a reliable protocol with transport-layer ARQ [10]. The client generated TCP 
ACKs in our experiments and as far as the WLAN is concerned, these TCP ACKS 
were just regular layer-2 packets. It was these TCP ACKs that collided with the 
forward data packets. These "self-collision" rates turn out to be higher than those in 
our UDP experiments because when the TCP is pumping more traffic into the network 
(as per its congestion control algorithm), so will more TCP ACKS be generated in the 
"reverse direction. 
’ From the three experiments above, we find that if we turn off the link-layer ARQ 
completely, not only would the TCP performance suffer, applications using UDP, such 
as video conference and streaming, would also suffer. On the other hand, turning on 
the ARQ would result in performance degradation due to HOL blocking as described 
in previous section. We have a trade-off in tuning of the strength of link-layer ARQ in 
802.11b. Overall, we believe that weakening the ARQ is not a good method to solve 
the HOL blocking problem. 
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3.7.3 Virtual Queuing 
Another suggested solution to HOL blocking is to maintain separate queues for traffic 
destined for different wireless stations within the AP. Figure 3.17 shows a general 
picture of our solution. 
Station 1 
^ - ^ I 
Stations Packet 1 Packet 2 Packet 3 
J Queue for Station 3 
Queue for Station 1 Z 
Queue for Station 2 
Figure 3.17: Modified AP with separate queues for different stations. 
In this scheme, the AP is like N virtual hosts transmitting data to N stations associate 
with it. Each of the virtual host has its own FIFO queue. And each queue only contains 
packets for one particular destination. The queues compete with each other for the 
channel. The N "heads", present inside the AP, will decrement their own contention 
windows simultaneously when they sense the channel is idle. If one of the head 
packets has a backoff value of zero, it is allowed to transmit the packet (Figure 3.18). If 
two or more head packets' backoff values reach zero, the AP will transmit them one by 
one (Figure 3.19) instead of transmitting the packets at the same time to avoid collision. 
With this scheme, no matter where a station is, the packets for other stations will not be 
blocked. 
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Station 1 
^ ^ station 2 
X —— ^ ^ 
Backoff value = 0 \ 
N . / Backoff value = 2 
Packet 1 Packet 2 • 
Virtual Queue 1 gains a chance to transmit Packet 1. 
Figure 3.18: Scenario one of the Virtual Queuing. 
Station 1 
X I ^ ^ ^ I I ~ I 
Station 2 X … — — ^ ^ 
Backoff value = 0 \ 
. y Backoff value = 0 
Packet 1 Packet 2 ’ 
AP chooses randomly from the two queues. The 
selected queue will transmit the head packet in its 
‘ own queue. The other queue with backoff value 0 
will be the next one to transmit. 
. Figure 3.19: Scenario two of the Virtual Queuing. 
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Based on the proposed scheme, we simulate a scenario with the following setup in 
NS2. 
DATA _ 
f � i i r ^  „ . i| hAP2 i Station 1 1" - i ~ Station 2 ^ ! API ——n i I  
DATA 丨 i -50 4 0 +50 
• 
X 5 
Figure 3.20: Simulation setup for evaluating the Virtual Queuing. 
For the sake of convenience, the simulation setup is a little bit different from our 
Virtual Queuing. In the simulation, we have two hosts (API and AP2) physically 
instead of having one host with two virtual queues. Conceptually, the setup still has 
two separate queues for the two associated stations. The only difference is that the API 
and AP2 may transmit packets to Station 1 and Station 2 respectively at the same time 
with certain probability. That is, packet loss due to collision may occur in the 
simulation but not in our originally proposed scheme. So, the simulated throughputs 
are a lower bound of our scheme. 
* • 
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Distance between Station 1 and AP (m) Figure 3.21: (UDP) Throughputs of the two stations against distance X with Virtual 
Queuing (Simulated Result). 
“ T h e result in Figure 3.21 shows that, with the Virtual Queuing, Station 2 can have a 
high throughput when Station 1 is far away from the AP. The total throughput is 
� �5Mbps which is comparable with the maximum of 6Mbps. Virtual Queuing can 
improve the total throughput by more than 300% when compared with the result of 
using a typical AP with one FIFO queue. 
i » 
This scheme allows a more efficient use of a wireless channel. With this scheme, 
packets for remote stations will still have more retransmissions because of the poor 
link quality. The backoff period will not affect the decrement of the backoff counters 
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of packets to other destinations since we have separate queues for different stations. 
The queues for closer stations will then have more chance to transmit packets than the 
queues for remote stations because less time is needed for backing off. Therefore, 
stations with better link quality will have a larger share of bandwidth while those with 
worse link quality will have a smaller share of bandwidth. Less bandwidth is wasted 
on the packet loss due to transmission error. 
We can think of one minor drawback of this scheme. For a WLAN, which consists of a 
certain number of stations, the AP may grab a large amount of bandwidth. Other 
stations may only have little rooms for them to transmit packets in the uplink side. But 
this is not very important for two reasons: (1) On a pair-wise basis, if the amount of 
traffic from a station to the AP is the same as the amount of traffic from the AP to the 
station, then the proposed scheme is actually fair in that the AP will behave as it has N 
virtual sources; (2) From previous studies [12], it is known that most of the network 
traffic is downlink traffic (from AP to stations). For example, for Web browsing, 
assuming the stations are clients and the server resides in the wired network, most 
traffic will be from the server to the clients, resulting in more downlink traffic. We 
therefore believe that the Virtual Queuing is a good method to deal with the HOL 




Study of Uplink Traffic 
In the preceding chapter, we pointed out the HOL blocking problem in the downlink 
direction. In addition, we also study the uplink traffic (Figure 4.1: Uplink Traffic.). 
One option offered by many commercial products is "auto-rate". This scheme will 
automatically choose a suitable data rate according to the link quality between the 
station and the AR Four data rates are available in 802. lib: 11Mbps, 5.5Mbps, 2Mbps, 
1Mbps. We investigate the following two scenarios: 
(1) Two stations simultaneously transmitting at different raw radio rates to an AP 
(2) Two stations transmitting at the same radio rate to an AP while the other station is 
moved around 
We observe two interesting phenomena from the results of network experiments, 
� simulations and mathematical analysis. They are (1) Poor pulling down the rich; and (2) 
Signal capturing effect. Discussions on both phenomena will be shown in this chapter. 
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DATA Station 3 
DATA z Z y 
Station 1 - 一 < S 
AP 
y 
X D A T A 
\ 
Station 2 
Figure 4.1: Uplink Traffic. 
4.1 Poor Pulling Down the Rich 
"Poor pulling down the rich" is observed when stations are transmitting at different 
raw radio rates simultaneously. With the auto-rate scheme, wireless stations will 
transmit at rate lower than 11Mbps under poor signal quality conditions. For the 
following network setups, we perform real network experiments using UDP traffic to 
study the throughput performance. 
Data at 11 Mbps 
、 一 一 - - - - 一 一 一 一 一 i r i 
‘ Station 1 
圍 ^ ^ 
Orinoco AP-IOOV ^ ^ ^ _ , [ • Station 2 
Data at 11 Mbps 
Figure 4.2: Setup 1 of experiment. 
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Data at 5.5Mbps r.—？i 
“ ^ L——JI Station 1  g ^ ^ 
“ I L I p ^ 
Orinoco AP-1000~~ — . j - — — J . Station 2 
Data at 11 Mbps 
Figure 4.3: Setup 2 of experiment. 
Before the experiment, we expected the stationary station (Station 2) to be unaffected 
by the position of the moving station (Station 1). But the results, presented in Table 4.1 
and Table 4.2，indicate that the throughput of Station 2 is dragged down when Station 1 
is transmitting at 5.5Mbps. 
Client Raw data rate Throughput 
Station 1 (location 1) 11Mbps 3.14Mbps 
Station 2 (location 1) 11 Mbps 3.14Mbps 
Table 4.1: Throughputs of 2 clients at the same location. 
Client Raw data rate Throughput 
Station 1 (location 2) 5.5Mbps 2.17Mbps 
“ Station 2 (location 1) 11Mbps 2.96Mbps 
Table 4.2: Throughputs of 2 clients at different locations. 
The result in Table 4.1 is reasonable. Because both stations are at the same location, 
they should share the available bandwidth equally. 
For experiment 2, we expect Station 2 could get 3.14Mbps because it remains at the 
same location as in experiment 1. But the result shows that the throughput of Station 2 
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is only 2.96Mbps, which is lower than our expectation. This result can be explained as 
follows. Since Station 1 is at a location where it uses 5.5Mbps radio rate to transmit 
data, its packet duration will increase, causing the airtime to be more occupied. This 
leaves less airtime for use by Station 2, since Station 2 will not be able to transmit 
when it senses the medium to be busy. In other words, the movement of Station 1 will 
affect the throughput of Station 2 rather than just that of Station 1. 
4.2 Signal Capturing Effect 
This phenomenon is observed when stations are transmitting at the same raw radio rate 
but at different distances from the AP (Figure 4.4). Although auto-rate will tune the 
raw radio rate according to the location of the stations, the same data rate is used over 
a range of distance 
Data at 11 Mbps r 丨^  
, ^ .1 丨. Station 1 
Orinoco AP-1 OOTT ~ ~ ~ ~ ~ ^ ^ J ^ ^ Station 2 
Data at 丨 IMbps 
Figure 4.4: Experiment setup of signal capturing effect. 
Table 4.3 shows that even if the stations are transmitting at the same raw radio rate, the 
throughput can be different. This can be explained in terms of power level of the 
packets received by the AP. 
Client Raw data rate Throughput 
Station 1 11Mbps 3.03Mbps 
Station 2 11Mbps 3.48Mbps 
Table 4.3: Throughputs of 2 clients at different locations (same data rate). 
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Figure 4.5: Power level of packets against time. 
Figure 4.5 shows the signal strengths of the packets originating from Station 1 and 
Station 2. At the AP, the packets from Station 2 have a higher received power than 
those from Station 1. This is because Station 2 is located at a place which is closer to 
the AP although both stations are within the 11Mbps region. The first packets from 
Station 1 and Station 2 can be received by the AP successfully since the link qualities 
of them are good (within the 11Mbps region). In the figure, Station 1 and Station 2 
send their second packets at the same time (collision). Generally, when collision 
occurs, the collided packets will be lost. But it is still possible to have a winner if a 
,packet ' s power can overwhelm the other packets' power. In this case, since packets 
from Station 2 have a higher signal strength than those from Station 1, the second 
. packet from Station 2 may still be received successfully with certain probability when 
collision occurs. As Station 2 has this advantage over Station 1，a certain amount of 
packets from Station 2 will win over the packets from Station 1 in collisions. This 
‘ results in fewer back-offs for Station 2. Thus, Station 2 will have a higher throughput 
than Station 1. 
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4.2.1 Mathematical Analysis of Signal Capturing Effect 
In this analysis, we assume 
(1) Two stations, each always having a packet available for transmission. 
(2) No packet loss is due to transmission error. That is, all packet loss is due to 
collisions. 
(3) The transmission of packets adopt a (1 + 3) retransmission strategy. 
(4) Station 2 always wins when collisions occur. 
The analysis presented here is adapted from [6]. Consider a scenario with two 
contending stations. In saturation conditions, each station has a nonempty queue. Each 
packet needs to wait for a random backoff time before transmitting. 
(l-p)/32 
Figure 4.6: Markov Chain model for the backoff window size. 
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Let b(t) be the stochastic process representing the backoff time counter for a given 
station. A discrete and integer time scale is adopted: t and correspond to the 
beginning of two consecutive slot times, and the backoff time counter of each station 
decrements at the beginning of each slot time. Let s(t) be the stochastic process 
representing the backoff statge (0, 1，2，3) of the station at time t. Let W= CWmin = 31 
and we adopt the notation Wi = 2'PF, where i E(0, 3) is called "backoff stage". 
The key approximation in this model is that, at each transmission attempt, and 
regardless of the number of retransmissions suffered, each packet collides with 
constant and independent probability p. 
Figure 4.6 models the bidimensional process {s(t), b(t)} with the discrete-time Markov 
chain. In this Markov chain, the transition probabilities are: 
，A: I A:+L} = 1 k G(0, Wi-2) i E (0，3) 
i, 0} = (l-p)/32 k e(0，31) i € (0, 2) 
I P{hk\i-\,0}=p/Wi k e ( 0 , Wrl) / G ( 1 , 3 ) 
^ P { 0 , / C | 3 , 0 } = l/32 介 e(0，31) 
where P{i,, k, | io, k} = P{s(t+1) = /,，b(t+l) = k, | s(t) = k, b(t) = ko) 
The first equation accounts for the fact that at the beginning of each slot time, the 
backoff timer is decremented with probability 1. The second equation accounts for the 
fact that a new packet following a successful packet at backoff stage 0, 1 or 2， 
transmission starts with backoff stage 0. The third equation models the system after an 
unsuccessful transmission at backoff stage 0，1, or 2. The last equation models the fact 
that reagardless of whether the transmission of a packet is successful or not at backoff 
stage 3，no more retransmission will be performed. A new packet will come to the 
system and the transmission starts with backoff stage 0. 
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Let bi, k = linv>oo P{s(t) = i, b(t) = k), i g(0, 3), k e(0, Wi-\) be the stationary 
distribution of the chain. 
. P = ho — Ko = P'Ko 0 < / <= 3 ……(1) 
For each ke{\,JV. -1 ) 
‘ 2 
一 l V �k (1 - /7)2>,o + ^ 3,0 i = 0 , , � 
“ w '1 卢。 ……⑵ 
‘ [ p . b 丨、0 0</<3 
From (1), we have 
i > , , o="。，\^ /=0 i - P 
then (2) becomes 
w -k 
i ^ (0,3) ke(0,W,-\) ……(3) 
3 
-i::k"^--tA�卞 
i=0 k=q 义- (=0 ^ 
2 L I S 
� • I 1-
2 [ 1-2/7 l-p _ from which • . 
b - 2{\-2p){\-p) 
0,0 f f ( l - 1 6 / ) ( l - p ) + ( l - / ) ( l - 2 / 7 ) 
We can now express the probability x that a station transmits in a randomly chosen slot 
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time. Since a transmission occurs when the backoff timer is equal to zero, regardless of 
the backoff stage, so 
3 
^ = 2>,_，o 
; =0 
_ 2 ( l - 2 p ) ( l - / ) 
W(\-\6p'){\-p) + (\-p'){\-2p) 
For the capturing host (Station 2), 
2 2 rc2 = T(0)= =— W + \ 33 
For the captured host (Station 1)， 
=^(^52) = 0.0568 
Let Ptr be the probability that there is at least one transmission in the considered slot 
time. 
=0.1140 ‘ 
Let Ps be the probability that a transmission occurring on the channel is successful, 
� given by the probability that exactly one station transmits on the channel, conditioned 
on the fact that at least one station transmits. 
p = ^52+^51(1-^52) = 1 
i p . 
厂tr 
Let q be the probability that no one is transmitting 
^ = = 0.886 
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of min islot between transmissions] = 0'{\-q) + \-q-{\-q) + 2'q^ •{\-q) +... 





Let E[P] be the average packet payload size, Ts be the average time the channel is 
sensed busy and (^be the propagation delay. 
We use 1460 bytes as the packet size in our calculation. Assume the propagation delay 
is negligible. 
Ts =DIFS + PHY + MAC + E[P] + SIFS + S + ACK + +S 
=50 +192+ 64*8/11+ 1460*8/11+ 10 + 0 +(192 +14*8/2)+ 0 
« 1 6 1 8如 
Maximum throughput of the channel 
. . = = ^ = 6 遍 P S 
£[#] + 7； 7.772* 20//+ 1618.4// ^ 
Let Psi be number of packets transmitted by Station 1 over time T and Ps： be the 
number of packets transmitted by Station 2 over time T. 
“ T h r o u g h p u t of Station 1 over time T, S\ =尸厂(户幻。户”)=户幻 T T 
Throughput of Station 2 over time T, S2 =— T 
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p p 
Since r^, oc f and ， 
〜(1-、2)二0.88 
51 = zmuhps 
SI = z.smhps 
Theoretically, Station 1 could get 3.08Mbps and Station 2 could get 3.50Mbps. The 
result of the mathematical analysis is very close to the result of our experiment 
(3.03Mbps and 3.48Mbps). 
In this chapter, we have investigated the interactions among stations in the uplink 
direction. The experiment results and mathematical analysis show that the throughput 
performance of stations is highly related to the physical locations of other stations 
within a WLAN. Researchers may take this into account in their future research works. 
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Packet Loss Patterns in 802.11b WLAN 
While it is well known and accepted by the research community that packet losses due 
to congestion are bursty in nature, whether packet losses due to transmission errors are 
bursty in WLAN have not been studied in a systematic manner. In particular, some 
previous research efforts assume transmission errors to cause random packet losses 
rather than bursty packet losses in their analyses and simulations [9]. 
In the following sub-sections, we define the terms "random loss" and "bursty loss" 
more specifically. In addition, we present experimental data on the loss characteristics 
of long sequences of packet transmissions with the link-layer ARQ of 802.11b in 
' a c t i o n . ‘ 
5.1 “Random Loss，，vs “Bursty Loss” 
We define random packet loss to mean that the packet losses are not correlated. The 
probability of a packet being lost remains the same no matter whether other packets are 
lost. Bursty packet loss, on the other hand, is defined to mean that packet losses are 
interrelated. If a previous packet in the recent past was lost, the current packet will be 
lost with a relatively higher probability. 
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Let p = total packet loss / total packet transmitted = the overall loss rate of a link. If 
packets losses are random, then the gap between two successive packet losses follows 
the following probability distribution: 
Pj = P [/ next packets transmitted successfully before the next loss] = p ... (1) 
In particular, if loss is random, PQ = p, whereas if loss is bursty, PQ > p. 
5.2 Experimental Evaluation 
The experimental setup is shown in Figure 5.1. We use NetProbe and add a sequence 
number in each UDP packet so that lost packets can be identified at the receiver. The 
experiment in this section was conducted under the marginal case. 
_ _ • Wireless Medium 
J _ ^L, 
Server Orinoco AP-1000 ^ 
• Laptop w/ 802.1 lb card 
Large Distance 
Figure 5.1: Network Configuration for Experiment. 
In our experiment, the average packet loss rate is 6.76% (i.e. p=0.0676). If the loss 
behavior of the channel were purely random, the distribution of the gap between 
adjacent packet losses would be according to Eqn. (1). This is plotted in Figure 5.2. 
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Gap between Adjacent Packet Losses 
Figure 5.2: Ideal Probability Distribution of Gap Between Adjacent Packet Losses. 
Figure 5.3 shows the actual data collected from the network experiment. From the data, 
we find that the first data point, Po, is much higher than the theoretical value 0.0676 
when loss is random. Since Po » p, the loss is quite bursty indeed. 
I . » 
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Figure 5.3: Probability Distribution of Gap Between Adjacent Packet Losses Obtained 
• from Experiment. 
- W e have collected many sequences of data - more than can be presented in the limited 
space of this paper. These data can be retrieved from 
, http://personal.ie.cuhk.edu.hk/^chnaml/paper. Other researchers may find these 




In this thesis, we have used a thorough approach to study the throughput performance 
of 802.11 wireless LAN. We have performed real network experiments, simulations 
and mathematical analysis in our studies. Particularly, we are interested in 
investigating how the locations of stations affect each other's throughput performance 
in a WLAN. This is an area of research that has not been studied previously in a 
systematic way. 
From this work, we find that a weak station may affect all other stations negatively in a 
WLAN in downlink traffic. This is because of the HOL blocking problem. The 
‘p rob lem occurs in the presence of ARQ and the FIFO queue inside an AP. We have 
demonstrated that the HOL blocking can impose throughput degradation of as high as 
� 75% to a WLAN. We have also proposed and investigated two solutions to the HOL 
blocking problem. Through simulations, we have shown that one of our recommended 
schemes, "Virtual Queuing", can eliminate the HOL blocking problem effectively. 
With Virtual Queuing, we can have more than 300% improvement in throughput 
compared with the regular scheme while preserving the performance of upper layer 
protocols. 
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With Virtual Queuing, an AP will have a larger share of bandwidth than a traditional 
AP will. In our Virtual Queuing mechanism, there is a separate virtual queue holding 
packets targeted for each of the wireless stations within the AP. As far as the 
MAC-layer access contention protocol is concerned, the AP behaves approximately as 
if it consists of N transmitting wireless stations, where N is the number of other 
wireless stations associated with the AP. So, under saturation when many stations 
attempt to transmit, the AP tends to grab N times more bandwidth than any one of the 
other stations. This will leave fewer rooms for other wireless stations to transmit data 
in the uplink direction. 
Nevertheless, one can argue that it is actually better for the AP to grab more bandwidth 
because of traffic asymmetry in WLAN. In a natural setting, we would expect most 
servers of client-server applications to reside within the wired side of the Internet 
rather than at wireless stations. The wireless stations typically act as clients in such 
applications. In most client-server applications, traffic from the server to the client in 
the downlink direction from the AP is a lot more than that in the uplink direction. 
Virtual Queuing provides a simple way to make sure that more downlink traffic can be 
accommodated compared with the traditional MAC protocol. 
Our investigation on Virtual Queuing is based on simulations in this thesis. More 
research work could be performed to test the performance of Virtual Queuing in real 
networks. We have tested the system based on generic UDP and TCP traffic sources in 
which the traffic generated is continuous and long lasting. It would be interesting to 
test the scheme over actual client-server applications and study the interactions with 
application-layer protocol such as HTTP, FTP, RTP, etc. 
In addition, it would be interesting to investigate the feasibility to incorporate Virtual 
Queuing in future 802.11 standards. For example, in the new 802.lie proposal, a node 
could consist of a number of queues with different priorities. Although the intention is 
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to differentiate between different traffic types to obtain different levels of quality of 
service (QoS), it is conceivable that the multiple queues could also be used to 
differentiate between traffic targeted for different wireless stations, as in Virtual 
Queuing. Whether Virtual Queuing could be incorporated into the standard in a 
seamless manner needs to be investigated further. 
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