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1. INTRODUCTION
In this work a close connection is established between certain cohomol-
ogy spaces of quantized universal enveloping algebras and a twisted q-de
 .Rham Jackson]Aomoto cohomology of configuration spaces.
In the Lie algebra case, the idea of such a connection belongs to V.
w x w xGinzburg and V. Schechtman. In 4 and 5 , these authors have con-
structed canonical morphisms between the de Rham homology of certain
local systems over configuration spaces and Ext-spaces between Fock-type
modules over Kac]Moody and Virasoro Lie algebras. This construction is,
in turn, a generalization of the classical Feigin]Fuchs construction. In
their study of representation theory of Virasoro algebras, Feigin and Fuchs
have discovered a way of obtaining intertwiners between Fock modules
over the Virasoro algebra from the top homology of certain one-dimen-
sional local systems.
We investigate this connection between the geometry of configuration
spaces and the representation theory in the case of quantum groups. The
representations considered here are Verma modules over the quantized
enveloping algebras of semisimple Lie algebras. The existence and the
w xuniqueness of these modules were established by Lusztig 9 . We consider
a family of operators between the Verma modules that satisfy certain
difference equations and certain cocycle conditions. These equations are
built using a family of q-difference operators that generate a flat connec-
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tion in a one-dimensional vector bundle over the n-dimensional torus. In
fact, these difference operators are the ``differentials'' of a ``q-de Rham''
complex of the space of formal algebraic q-differential forms over the
n-torus. The homology groups of this complex can be regarded as the
homology groups of the n-torus with coefficients in a local system with
stalk C. From these data, we construct the canonical ``q-de Rham''
cocycles, and consequently we obtain the canonical maps between the
homology of the local systems and the Ext-spaces between the Verma
modules.
This paper is organized as follows. Section 2 is concerned with Hopf
algebras; we make some constructions and prove some results that we
need later. Two key ingredients are introduced, namely a bracket that will
have a major role in all of the work, and a cochain complex of Hochschild
type that will lead to the Ext-spaces. In Section 3, we treat the simple case
 .of the algebra U sl . And in Section 4 we treat the general case of aq 2
semisimple Lie algebra; we define a sequence of certain ¨ertex operators
that, taken together, define a cocycle in a double complex. This double
complex is a mix of the difference de Rham complex and the Hochschild
cochain complex with coefficients in a Hom-space between two Verma
modules. In the course of the work, we found some nice features of the
q-deformed picture. We mention one of them: the appearance of the
Kashiwara operators ­ and ­ of Lusztig in the solution of the maini i
difference equations. I should mention also that the same construction has$
w x  .been made in 13 for the quantum affine algebra U sl , with differentq 2
techniques. The operators are the so-called screening operators, and the
representations are the q-analog of the Wakimoto modules.
2. HOPF ALGEBRAS AND THEIR ACTIONS
In this section we present some constructions concerning Hopf algebras
and their representations and establish some results related to them. All of
the algebraic structures will be over the field of complex numbers.
Let H be a Hopf algebra, and let D, A, and « denote, respectively, the
comultiplication, the antipode, and the counit maps. These maps satisfy
the following axioms, in which we use the Sweedler notation for the
comultiplication:
D x s x9 m x0 x g H . .  .
 .x
x9 m x0 9 m x0 0 s x9 9 m x9 0 m x0 .  .  .  . 
 .  .x x
Coassociativity axiom . 2.1 .  .
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x9« x0 s « x9 x0 s x Counit axiom . 2.2 .  .  .  . 
 .  .x x
x9 A x0 s A x9 x0 s « x .1 Antipode axiom . 2.3 .  .  .  .  . 
 .  .x x
Moreover, A is an antihomomorphism, and « ( A s « .
The modules considered in this section are algebra left-modules. If M
and N are two H-modules, one can define a structure of left module on
 .both M m N and Hom M , N by
x ? m m n s x9m m x0 n m g M , n g N , x g H , .  .  .  .
 .x
x ? f m s x9 f A x0 m m g M , f g Hom M , N , x g H . .  .  .  . .  .
 .x
Each vector space carries a structure of H-module through the map « .
 .Therefore the dual space M * s Hom M , C is an H-module, where the
action of H is given by
x ? f m s « x9 f A x0 m .  .  .  . .
 .x
s f A « x9 x0 m . . .
 .x
s f A x m using 2.2 . .  . .
2.1. Composition of Maps
If M , N, and P are three H-modules, we wish to factorize the action of
 .elements of H on maps in Hom M , P that are compositions of maps
 .  .from Hom M , N and Hom N, P . To simplify the notations, we change
the superscripts 9 and 0 to numerical subscripts when more than one
is involved. The proof of the following lemma was outlined to me by
S. Montgomery.
LEMMA 2.1. For e¨ery x g H, the following relation holds in H m H m H:
x m 1 m x s x m A x x m x . 2.4 .  . 1 2 1, 1 1, 2 2, 1 2, 2
 .  .x x
Proof. We prove the identity by applying the coassociativity of the map
D several times. By coassociativity we have for x g H
x m x m x s x m x m x .1 2, 1 2, 2 1, 1 1, 2 2
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Now, applying 1 m D m 1 to the left side, and 1 m 1 m D to the right side,
we obtain by coassociativity
x m x m x m x s x m x m x m x .1 2, 1, 1 2, 1, 2 2, 2 1, 1 1, 2 2, 1 2, 2
Hence
x m A x x m x s x m A x x m x .  .1, 1 1, 2 2, 1 2, 2 1 2, 1, 1 2, 1, 2 2, 2
s x m « x m x .1 2, 1 2, 2
s x m 1 m x ,1 2
 .using 2.2 twice. This proves the lemma.
 .PROPOSITION 2.2 Composition lemma . If M , N, and P are three
 .  .H-modules, then for e¨ery f g Hom N, P and for e¨ery g g Hom M , N
and x g H, we ha¨e
x ? f ( g s x9 ? f ( x0 ? g . .  .  .
 .x
Proof. The relation can be written as
x f g A x m s x f A x x g A x m m g M , .  .  .  . .  . .  .1 2 1, 1 1, 2 2, 1 2, 2
 .which follows from 2.4 in the above lemma after applying 1 m 1 m A to
both sides.
The composition lemma seems to be just a consequence of the axiomatic
definition of the Hopf algebra, especially from the coassociativity. Let us
 .consider the composition map f , g ª f ( g. It is a bilinear map and
therefore induces a linear map
(
Hom N , P m Hom M , N ª Hom M , P . .  .  .
Using the action of H on the tensor product and on the Hom space, we
can restate the composition lemma as the following result
COROLLARY 2.3. The composition map is H-linear.
Remark 2.1. The linearity of the composition map is known and proved
 .in the literature only when N or both M and P is finite-dimensional, in
 .  w x.which case Hom M , N is isomorphic to M * m N see 8 . Here we
established it for the general case, because all of the representations we
will be considering are infinite-dimensional.
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2.2. A Bracket and a Cochain Complex
Let H be a Hopf algebra over C with the associated maps as above. We
 :define a bilinear map ? , ? on H m H by
 :x , y s x9yA x0 y « x y x , y g H . 2.5 .  .  .  .
 .x
This bracket satisfies the following relations:
PROPOSITION 2.4. For all x, y, z in H, we ha¨e
 .  :   ::  . :  . :1 xy, z s x, y, z q e x y, z q « y x, z .
 .  :.2 « x, y s 0.
 . 2 :.  2 . 2 .:3 A x, y s A x , A y .
Proof. The first relation follows since D is an algebra homomorphism
and A is an algebra antihomomorphism. The second relation follows from
 .1.3 and from « being an algebra homomorphism. We will prove the third
  ..  .  .relation: we use the identity D A x s  A x0 m A x9 , the fact that x .
  ..  .A is an antihomomorphism, and that « A x s « x . We have
D A2 x s A2 x 9 m A2 x 0 .  .  . . 
s A A x 0 m A A x 9 .  . .  .
s A m A A x 0 m A x 9 .  .  . .
s A2 m A2 x9 m x0 .  .
s A2 x9 m A2 x0 . .  .
Therefore,
 2 2 : 2 2 2 2 2A x , A y s A x9 A y A A x0 y « A x A y .  .  .  .  .  .  . .  .
s A2 x9yA x0 y « x A2 y .  .  . .
2  :s A x , y . .
 :  :Note that 1, x s x, 1 s 0 for every x g H. And if H is commuta-
 :tive, then x, y s 0 for every x, y g H, whereas if H is cocommutative,
then
 :  :x , A y s A x , y . .
q-DE RHAM COCYCLES 635
w xLet M be a left H-module. Following 11 , we call m g M an H-
 .in¨ariant if xm s « x m for every x g H. If N is another H-module, we
set
 :x , f s x ? f y « x f x g H , f g Hom M, N . 2.6 .  .  .
 :Notice the analogy with the definition of x, y . We say that f is an
 :in¨ariant if x, f s 0 for every x g H.
 .PROPOSITION 2.5. For all x, y in H and for all f, c in Hom M, N we
ha¨e
 :  :  :xy , f s x ? y , f q « y x , f . 2.7 .  .
 :  : :  :  :x , fc s x9, f x0 , c q x , f c q f x , c . 2.8 .
 .x
 .Proof. The first relation is the same as the relation 1 in the above
proposition when we substitute f for z. The second relation is a conse-
 .quence of the composition lemma and the fact that « x s
 .  .  . « x9 « x0 , which follows from 2.2 . x .
 :Remark 2.2. The importance of the bracket ? , ? will appear through-
w x w x .out this work. For Lie algebras, the expression x, f defined by x, f m
 .  .s xf m y f xm , where f is a homomorphism between two modules,
defines a left action of the Lie algebra on the Hom-space. This action is
enough to define homological sequences, e.g., Koszul complexes. For our
case, we are dealing with associative algebras that need two actions left
. and right to define homological sequences, e.g., Hochshild complexes see
.  :below . This explains for the moment the choice of the bracket x, f ,
which we define as the difference of two actions of x on f. In the case of
the universal enveloping algebra, this bracket coincides with the Lie
bracket, and for the quantized versions of these algebras, the appearance
of the trivial action will emphasize the role of the group-like elements, as
will be seen in the next sections.
Let M be a H-module, and let us consider the following sequence:
C v s C Hmv , M : 0 ª M ª Hom H , M ª ??? .  .
ª Hom Hmn , M ª ??? , .
and the linear map
d : Hom Hmny1 , M ª Hom Hmn , M , .  .
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 mny1 .defined as follows: If f g Hom H , M and x m x m ??? m x g1 2 n
Hmn, then
df x , x , . . . , x s x ? f x , . . . , x .  .1 2 n 1 2 n
ny1
iq y1 f x , . . . , x , x x , x , . . . , x .  . 1 iy1 i iq1 iq2 n
is1
nq y1 f x , x , . . . , x « x . .  .  .1 2 ny1 n
One can look at this sequence as a Hochshild complex of the associative
algebra H with a left and a right action that commute on the space M.
w xThe right action is given by the trivial action, i.e., by « 1 . It follows that
 v . 2C , d is a cochain complex, i.e., d s 0.
 .One can choose the coefficients of the cochains in Hom M , N , where
M and N are two H-modules. Thus we obtain a complex,
C v H , M , N s Hom Hmv , Hom M , N . .  . .
 .  .  :If f g Hom M , N , then df x s x, f . Hence, df s 0 implies that
 :x,f s 0 for all x g H. It follows that the 0th cohomology space is the
space of H-invariants. We will see that in the case of quantum groups, the
space of invariants coincides with the space of intertwiners. More gener-
v  .ally, the cohomology spaces are the Ext-spaces Ext M , N .H
 .3. THE ALGEBRA U sl , INTERTWINERS,q 2
AND COCYCLES
3.1. The Main Constructions
Let q be a nonzero complex parameter that is not a root of unity. The
 .quantum group U s U sl is the associative algebra generated by fourq q 2
variables E, F, K "1 and the relations
KKy1 s Ky1K s 1, 3.1 .
KE s q2EK , 3.2 .
KF s qy2 FK , 3.3 .
K y Ky1
w xE, F s . 3.4 .y1q y q
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The associative algebra U has the structure of a Hopf algebra. Comulti-q
plication, counit, and antipode are given by
D E s 1 m E q E m K , .
D F s Ky1 m F q F m 1, .
D K "1 s K "1 m K "1 , .
« E s « F s 0 and « K "1 s 1 .  .  .
and
A E s yEKy1 , A F s yKF , A K "1 s K .1 . .  .  .
 .If l is a nonzero complex number, M l will denote the Verma module
over U with highest weight l. This module is generated by a nonzeroq
vector ¨ satisfyingl
E¨ s 0, K¨ s q l¨ .l l l
 .The action of the generators of U on the Verma module M l isq
summarized in the following proposition, which one can easily prove by
induction.
 .PROPOSITION 3.1. Let ¨ be the highest weight ¨ector of M l . Thenl
K nF a¨ s q nly2 a.F a¨ a g N, n g Z , .l l
ny1
n a aynw x w xE F ¨ s a y k l y a q k q 1 F ¨ a g N, n g N , .l l
ks0
where
aq y ayq
w xa s .y1q y q
With the con¨ention that F a¨ s 0 if a - 0.l
Let l and l9 g C, and let us examine the C-linear map
V : M l9 y 1 ª M l y 1 n g N , .  .  .n
given by
V F a¨ s F aqn¨ a g N, n g N . . .n l9y1 ly1
By direct computation, we obtain
PROPOSITION 3.2. The pairing of V with the generators of U is gi¨ en byn q
 .  : a . yl9q2 aq1w xw xi E, V F ¨ s q a q n l y a y n yn l9y1
w xw x. aqny1a l9 y a F ¨ ,ly1
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 .  : a .  l9ylq2 n. aqnq1ii F, V F ¨ s 1 y q F ¨ ,n l9y1 ly1
 .  m : a .  mlyl9y2 n.. aqniii K , V F ¨ s y1 q q F ¨ ,n l9y1 ly1
for e¨ery n, a g N and m g Z.
ww xx ww xxIf a g C, we define a twisted differential d : C z ª C z dzrz lin-a
early by
dz
n nw xd z s n q a z , .a z
 .ww y1 xxwhere z is a formal variable. Let M l y 1 z be the module of
y1  .Laurent series in z with coefficients in M l y 1 and consider the
operator
dz
yny1 y1w xV z s V z dz : M l9 y 1 ª M l y 1 z . .  .  . n znG0
We would like to find a number a g C and an operator
yn y1w xV E, z s V E z : M l9 y 1 ª M l y 1 z .  .  .  . n
nG0
such that
 :E, V z s d V E, z . 3.5 .  .  .a
This equation is equivalent to
 : w xE, V s yn q a V E n g N . .  .n n
Applying this to F a¨ for a nonnegative integer a, we obtainl9y1
w x ayn q a V F ¨ .n l9y1
yl9q2 aq1 w x w x w x w x aqny1s q a q n l y a y n y a l9 y a F ¨ . . ly1
We look for a number a9 depending on a such that, for every n, we have
w x w x w x w x w x w xa q n l y a y n y a l9 y a s yn q a n q a9 .
 y1 .2After multiplication by q y q , the right side gives
yq2 nyaqa9 y qy2 nqaya9 q q aqa9 q qyaya9 ,
and the left side gives
q2 nq2 ayl y qy2 ny2 aql q q2 ayl9 q qy2 aql9 q q l q qyl y q l9 y qyl9 .
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 .Identifying the powers containing 2n q is not a root of unity , we obtain
ya q a9 s 2 a y l; hence a9 s 2 a q a y l. Now identifying the powers
containing 2 a, we get a q a9 s 2 a y l9. This gives 2a s l y l9. We must
also have q l q qyl s q l9 q qyl9, which gives q l s q" l9. If q l s q l9, then
we are dealing with the same Verma module, since it is q l that is involved
in the highest weight condition. Therefore without loss of generality, we
can assume that l s "l9.
From now on, we suppose l s yl9; hence a9 s 2 a and a s l. Thus
 : w xE, V s yn q l V E , .n n
where
a lq2 aq1w x aqny1V E F ¨ s q n q 2 a F ¨ . 3.6 .  . .n yly1 ly1
By doing the same for the other generators F, K, Ky1, and using
Proposition 3.2, we have
PROPOSITION 3.3. For X s E, F, K "1 and for e¨ery n g N, one can
define operators
V X : M yl y 1 ª M l y 1 .  .  .n
gi¨ en by
a lq2 aq1w x aqny1V E F ¨ s q n q 2 a F ¨ , .  .n yly1 ly1
V F F a¨ s q nyl q y qy1 F aqnq1¨ , .  .  .n yly1 ly1
V K "1 F a¨ s yq" ynql. q y qy1 F aqn¨ , .  .  .n yly1 ly1
and which satisfy
 : w xX , V s yn q l V X . .n n
 .Remark 3.1. If we omit the term with « x in the definition of the
 :  "1. "1pairing ? , ? , V K cannot be defined; at the same time, K are then
only generators for which « is not zero.
 .Next, we need to define the operator V x for every x g U .n q
PROPOSITION 3.4. Let f be the free associati¨ e algebra generated by E, F,
and K "1. Then for e¨ery x g f and n g N, there exists an operator
 .  .  .V x : M yl y 1 ª M l y 1 , which satisfiesn
 : w xx , V s yn q l V x . 3.7 .  .n n
Proof. Assume that for x and y in f , and for every n g N, one can
 .  .  .define V x and V y satisfying 3.7 . Then for every n g N one hasn n
 :  :  :xy , V s x ? y , V q « y x , Vn using 2.7 .  .n n
w xs yn q l x ? V y q « y V x . .  .  . .n n
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 .  .  .  .  : wWe set V xy s x ? V y q « y V x . Then we have xy, V s yn qn n n n
x  .  .  .l V xy . Since, for x, a generator of f , V x exists and satisfies 3.7 , then n
proposition follows.
 .Now we extend the definition of V x to U .n q
PROPOSITION 3.5. For e¨ery x in U and for e¨ery n g N, there exists anq
 .  .  .  .operator V x : M yl y 1 ª M l y 1 satisfying the relation 3.7 .n
Proof. Recall that on f we have
V xy s x ? V y q « y V x . 3.8 .  .  .  .  .n n n
In view of the above proposition, we need to prove that this relation is
compatible with the defining relations of the algebra U . For the relationq
 .3.1 , we have
V KKy1 s K ? V Ky1 q « Ky1 V K .  .  .  .n n n
s KV Ky1 Ky1 q V K . .  .n n
Hence
V KKy1 F a¨ .  .n yly1
s KV Ky1 q2 aqlq1F a¨ q qynql q y qy1 F aqn¨ .  . .n yly1 ly1
s yq2 aqlq1q nyl q y qy1 K q qynql q y qy1 F aqn¨ .  . . ly1
s 0.
 .On the other hand, it is clear that V 1 s 0. Similar calculations hold forn
Ky1K s 1.
 .For the relation 3.2 , we have
V KE F a¨ s K ? V E F a¨ q « E V K F a¨ .  .  .  . .  .  .n yly1 n yly1 n yly1
s KV E Ky1 F a¨ q 0 .  .n yly1
2 aq3ly2 nq3w x aqny1s q n q 2 a F ¨ly1
and
V EK F a¨ .  .n yly1
s E ? V K q V E F a¨ .  .  . .n n yly1
s yV K EKy1F a¨ q V K Ky1F a¨ q V E F a¨ . .  .  .n yly1 n yly1 n yly1
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The coefficient of F aqny1¨ isyly1
2 aqlq1 y1 ynqlw x w xq q y q q a l q a .
y1 ynqlw x w x w xq q y q q a q n l y a y n q n q 2 a . .
1
2 aqlq1 ynq2 lq2 a y3nq2 ly2 as q q y q .y1q y q
2 aq3ly2 nq1w xs q n q 2 a .
Therefore
V q2EK F a¨ . .n yly1
2 aq3ly2 nq3w x aqny1 as q n q 2 a F ¨ s V KE F ¨ . .  .ly1 n yly1
 .The compatibility with 3.3 is checked in the same way. Finally,
K y Ky1
aV F ¨ .n yly1y1 /q y q
1
ynql y1 nyl y1 aqns q q y q q q q y q F ¨ .  . . ly1y1q y q
s q nyl q qynql F aqn¨ . . ly1
On the other hand:
w x y1 y1 y1V E, F s yV F EK q EV F K q K V E KF y FV E . .  .  .  . .n n n n n
 y1 . aApplying this to q y q F ¨ , we obtain successively the followingyly1
factors as coefficients of F aqn¨ :ly1
q3aqnq1 y q aqnq1 q lqa y qylya , .  .
q3aq2 nq2 y q a q lyaqnq1. y qylqaqnq1. , .  .
qylq2 aq2 nq1 q nq2 aq2 y qyny2 ay2 , and q lq2 aq1 q nq2 a y qyny2 a . .  .
Summing these expressions, we get
y1 w x aq y q V E, F F ¨ . . n yly1
s qylqn q y qy1 q q lyn q y qy1 F aqn¨ , .  . . ly1
y1 .which gives the same expression as V K y K .n
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Recall that we have set
dz
yny1 y1w xV z s V z dz : M yl y 1 ª M l y 1 z , .  .  . n znG0
yn y1w xV x , z s V x z : M yly1 ªM ly1 z xgU . .  .  .  .  . n q
nG0
Using the definition of the twisted differential d and the previous propo-l
sitions, we have
THEOREM 3.6. For e¨ery x g U , there exists an operatorq
yn y1w xV x , z s V x z : M yl y 1 ª M l y 1 z .  .  .  . n
nG0
linearly dependent on x such that
 :x , V z s d V x , z . 3.9 .  .  .l
Moreo¨er, for x, y in U , we ha¨eq
V xy , z s x ? V y , z q « y V x , z . 3.10 .  .  .  .  .
3.2. Intertwiners and Cocycles
We consider the complex of length one:
dl
v 0 1V : 0 ª V ª V ª 0,
where
dz
0 y1 1 y1w x w xV s C z , V s C z .
z
Recall that d is defined linearly byl
dz
yn ynw xd z s l y n z . .l z
The length one is due to the fact that sl has one simple root. From2
this complex and the cochain complex C v introduced in the first section,
we construct the following bigraded space:
C i j s C i j U , M yl y 1 , M l y 1 .  . .q
s Hom U mi , Hom M yl y 1 , M l y 1 m V j .  . . .q
for i, j ) 0, where V j s 0 for j G 2.
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i j  mi  .  .Note that C is isomorphic to Hom U m M yl y 1 , M l y 1 mq
j. i jV . The bigraded space C has a natural structure of a bicomplex. The
first differential d9: C i j ª C iq1, j is induced by the differential d intro-
duced in the first section. The second differential d0: C i j ª C i, jq1 is
induced by the differential d of Vv.l
 . 01 01 .The operator V z is an element of C , and we denote it by V z .
 . . 10  . 10The operator V x, z x g U defines an element V z of the space Cq
given by
V 10 z x s V x , z . .  .  .
01 . 10  .PROPOSITION 3.7. The elements V z and V z satisfy
d9V 01 z s d0 V 10 z , 3.11 .  .  .
d9V 10 z s 0. 3.12 .  .
Proof. For x g U one has, by the definition of d9,q
d9 V 01 z x s x ? V 01 z y « x V 01 z .  .  .  .  . .
 01 :s x , V z , .
10  . .  .and d0 V z x s d V x, z . Thus, the first relation is simply a conse-l
 .quence of the relation 3.9 of Theorem 3.6. And for x, y g U , one hasq
d9 V 10 z x m y s x ? V 10 z y y V 10 z xy q « y V 10 z x .  .  .  .  .  .  .  .  . .
s x ? V y , z y V xy , z q « y V x , z .  .  .  .
s 0,
 .using the relation 3.10 of Theorem 3.6.
v v  .  ..Let C s C U , M yl y 1 , M l y 1 denote the simple complexq
associated with the double complex C vv, that is,
C n s C ab n g Z . .[
aqbsn
w xIts differential d is defined by 1 :
a
abd N s d9 q y1 d0 . .C
 01 . 10  ..THEOREM 3.8. The element V z , V z is a 1-cocycle of the com-
plex C v.
 01 . 10  .. 1   .Proof. The element V z , V z is in C U , Hom M yl y 1 ,q
 ...M l y 1 . Applying d , we get
d V 01 z q V 10 z s d9V 01 z q d0 V 01 z q d9V 10 z y d0 V 10 z . .  .  .  .  .  . .
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01 . vAnd we have d0 V z s 0, since V is of length one. Using Proposi-
10  . 01 . 10  .tion 3.7, we have d9V z s 0 and d9V z s d0 V z . Hence
d V 01 z q V 10 z s 0. .  . .
Let us consider again the complex Vv, a monomial zyn g Ker d if andl
w xonly if yn q l s 0. Since q is not a root of unity, this is equivalent to
l s n. Thus the complex Vv is acyclic if l is not an integer. We assume
that l is a nonnegative integer for the rest of this section. Thus the space
0 v. ylH V is a one-dimensional space generated by the function z . The
1 v. ylspace H V is generated by the class of the form z dzrz.
If we consider the homology spaces H s H i*, then H is a one-dimen-i 1
sional space generated by the linear form
V1 ª C
v ¬ Res v z l . .zs0
The space H 0 is generated by the linear form
V0 ª C
dz
lf z ¬ Res f z z . .  .zs0  /z
 01 l..   .PROPOSITION 3.9. The operator Res V z in Hom M y ly1 ,zs0 C
 ..M l y 1 is an intertwiner.
Proof. From the first section, we know that C 0 is a space of U -q
invariants. We need to show that in fact it coincides with the space of
intertwiners in our case. Let f g C 0, i.e., df s 0. We need to show that f
"1  .intertwines with the generators E, F, and K . Let m g M yl y 1 ;
 : .  y1 .  y1 .since E, f m s 0, we have yf EK m q Ef K m s 0. Therefore
 y1 .  y1 . f EK m s Ef K m . This shows that E intertwines with f note that
y1 .  y1 : . y1  .  .K is invertible . Now, if K , f m s 0, then K f Km y f m s 0,
which shows that K intertwines with f. The intertwining property for Ky1
 : .follows from the invariance of f with K. Finally, if F, f m s 0, then
y1  .  .yK f KFm q Ff m s 0; since K intertwines with f, we see that F
does too.
 01 l..  .  .Remark 3.2. The operator Res V z : M yl y 1 ª M l y 1zs0
is the unique U -homomorphism sending ¨ to F l¨ . Hence it isq yly1 ly1
 l .nontrivial notice that F ¨ is also a singular vector .yly1
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From the discussion preceding the proposition, we have the following:
COROLLARY 3.10. We ha¨e
H Vv ( H 0 U , Hom M yl y 1 , M l . .  .  . . .1 q
 10 . .PROPOSITION 3.11. The operator Res V z dzrz is a nontri¨ ialzs0
1   .  ..element of the space Ext M yl y 1 , M l y 1 .Uq
 01 l . Proof. The operator Res V z dzrz is in the space Hom U ,zs0 q
  .  ...Hom M yl y 1 , M l . By Theorem 3.8 it is a 1-cocycle of the algebra
  .  ..U with coefficients in the U -module Hom M yl y 1 , M l y 1 ;q q C
1   .  ..hence it defines an element of Ext M yl y 1 , M l y 1 . It is aUq
nontrivial element; indeed,
dz dz
10 l lq1 ynql ny1w xV z z E s q n z .F ¨ . .  .  ly1z znG0
  . . lq1w x ny1 .Recall that V E ¨ s q n F ¨ ¨ . Thereforen yly1 ly1 ly1
dz
10 l lq1 ly1w xRes V z z E ¨ s q l F ¨ . .  .  .zs0 yly1 ly1 /z
The right side is not zero since l is a nonzero integer and q is not a root
of unity.
Remark 3.3. The case when q is a root of unity does not present a
significant difference with the generic case, except for the fact that the
homology spaces are not one-dimensional, and all of the above construc-
tions can be carried out, obtaining an infinite family of linearly indepen-
w xdent cocycles 12 .
4. GENERALIZATION TO THE DEFORMATION OF A
SEMISIMPLE LIE ALGEBRA
 .4.1. The Quantum Group U gq
Root Systems
 .Let a be an n = n indecomposable matrix with integeri j 1F i, jF N
 .entries such that a s 2 and a F 0 for i / j, and let d , . . . , d be ai i i j 1 N
 .vector with relatively prime entries such that the matrix d a is symmet-i i j
 .ric and positive definite. Notice that a is a Cartan matrix of a simplei j
finite-dimensional Lie algebra g. Let h be a Cartan subalgebra, P s a ,i
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4 k  k 41 F i F N the corresponding root system, and P s a , 1 F i F Ni
 k.the corresponding coroot system. h , P, P is called a realization of g
w x  .7 . There exists a nondegenerate symmetric bilinear C-valued form ., .
on h satisfying
k  : y1a , h s h , a d for h g h , i s 1, . . . , N. .i i i
 :  .Here ., . is the natural pairing between h* and h. Since ., . is nondegen-
erate, there is an isomorphism m: h ª h* defined by
 :h , m h s h , h h , h g h . .  .  .1 1 1
 .  .This isomorphism induces a symmetric nondegenerate bilinear form ., .
on h*. Thus we have
m a k s dy1a , i s 1, . . . , N , .i i i
and
a , a s d a s d a . .i j i i j j ji
Let r be the element of h* defined by
 k :a , r s 1, i s 1, . . . , N.i
 .Then r satisfies r, a s d . We define also the fundamental reflexionsi i
r , 1 F i F n, of h* byi
 k :r l s l y a , l l g h* . .  .i i
 .In particular, r a s a y a a .i j j i j i
Gaussian Binomial Coefficients
Let q be an indeterminate. For n g Z, d g N, we define the q-integer
w xn byd
q dn y qyd n
w xn s .d d ydq y q
w x w x w x w xIf d s 1, we denote it simply by n , and we have n s nd r d . Wed
also set
n
w x w xn !s s .d d
ss1
And we define the q-binomial coefficients
w x w xd ??? n y j q 1d dn s for j g Z, j F n ,j w xj !dd
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and
n s 0 if j ) n.j
d
We have
yn q j y 1n js y1 .j jd d
and
ny1 n n2 sd d jny1. j1 q q z s q z n G 0 , 4.1 .  . .  jss0 djs0
n y1w x w xwhere z is another indeterminate. It follows that g Z q, q .j d
If m and n are in Z and j g N, then
m q n m ndmlynk .s q .j k ld dd kqlsj
 . w x w xBy putting z s y1 in 4.1 and using n s n for integer n, we obtaind yd
n nd j1yn.q s 0. 4.2 . j
djs0
w x w xThe Drinfeld]Jimbo Algebra U 2 , 6q
We assume that q is a generic complex number, and we set q s q di. Wei
"1  .consider the algebra U defined by the generators E , F , K 1 F i F nq i i i
and the relations
K K s K K , K Ky1 s Ky1K s 1, 4.3 .i j j i i i i i
K E s q ai j E K , K F s qya i j F K , 4.4 .i j i j i i j i j i
K y Ky1i i
E , F s d , 4.5 .i j i j y1q y qi i
1yai j
s 1 y a 1ya ys si j i jy1 E E E s 0 if i / j, 4.6 .  . i j is diss0
1yai j
s 1 y a 1ya ys si j i jy1 F F F s 0 if i / j. 4.7 .  . i j is diss0
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The last two relations are referred to as the Serre relations. There is a
 .  .unique algebra involution v : U ª U such that v E s F , v F s E ,q q i i i i
 . y1v K s K .i i
w xThe associative algebra U has a Hopf algebra structure given by 9 :q
D E s E m 1 q K m E , .i i i i
D F s F m Ky1 q 1 m F , .i i i i
D K s K m K , D Ky1 s Ky1 m Ky1 , .  .i i i i i i
« E s « F s 0, « K s « Ky1 s 1, .  .  .  .i i i i
A E s yKy1E , A F s yF K , A K "1 s K .1 . .  .  .i i i i i i i i
For i s 1 . . . N.
4.2. Differentials and Operators
The Maps ­ and ­i i
w xFollowing 9 , we let f9 be the free algebra with 1 generated by the F 's.i
w x w x w xLet Z P be the root lattice and N P be the submonoid of Z P of all
linear combinations of elements of P with coefficients in N. For any
w x Xa s a a in N P , we denote by f the subalgebra of f9 spanned byi i a
monomials F F ??? F such that for any i, the number of occurrences of ii i i1 2 r
in the sequence i , i , . . . , i is equal to a . Each fX is a finite-dimensional1 2 r i a
vector space, and we have a direct sum decomposition f9 s fX , where[ a a
w x X X X X Xa runs over N P . We also have f f ; f , 1 g f , and F g f . Ana a 9 aqa 9 0 i a i
element x g f9 is said to be homogeneous if it belongs to fX for some a;a
< <we then set x s a.
We denote by ­ the linear map ­ : f9 ª f9 such thati i
­ 1 s 0, ­ F s d for all j .  .i i j i , j
and
­ xy s ­ x y q q < x < , a i.x ­ y .  .  .i i i
for all homogeneous x, y. Similarly, we denote by ­ the linear mapi
­ : f9 ª f9 such thati
­ 1 s 0, ­ F s d for all j .  .i i j i , j
and
­ xy s q < y < , a i.­ x y q x­ y .  .  .i i i
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for all homogeneous x, y. These maps are examples of the so-called
w x X  .  . XKashiwara operators 9 . If x g f , then ­ x and ­ x are in f ifa i i aya i
 .  .a G 1 and ­ x s ­ x s 0 if a s 0.i i i i
w xIn 9 it is shown that the maps ­ and ­ stabilize the radical I of ai i
certain bilinear inner product on f9; this radical turns out to contain even
.to be generated by the Serre relations. Therefore they are also defined on
the quotient f9rI. Here we will check directly that ­ and ­ conserve thei i
Serre relations, because the inner product will not be of any use in this
section.
 4PROPOSITION 4.1. For k, i, and j in 1, . . . , N , i / j, we ha¨e
1yai j
s 1 y a 1ya ys si j i j­ y1 F F F s 0, 4.8 .  .k i j i /s diss0
1yai j
s 1 y a 1ya ys si j i j­ y1 F F F s 0. 4.9 .  .k i j i /s diss0
Proof. A simple induction shows that
n n ny1w x ny1­ F s ­ F s d q n F n g N . . .  . jk j k j k j j j
It follows that for k / i and k / j, the proposition is clear. If k s i:
­ F 1yai jysF F s .i i j i
s q < F si < , a i. ­ F 1yai jys F s q F 1yai jysF ­ F s . .i i i i ji i
 < F si < , a i.q < Fj < , a i. 1yai jys s sy1w x 1yai jys sy1s q ­ F F F q q s F F F . . ik i j i i i j i
< s <  . < <  .Since F s sa , a , a s 2 d , F s a , and a , a s d a , we havei i i i i j j j i i i j
­ F 1yai jysF F s .i i j i
s ya ys s sy1 1ya ys sy1i j i jw xs q 1 y a y s F F F q q s F F F .ii i j i j i i i j ii
At this point we set a s 1 y a , and we have to show thati j
a
s a s aysy1 s sy1 ays sy1w x w xy1 q a y s F F F q q s F F F s 0. .  . i ii i j i i i j is diss0
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The left-hand side is equal to
ay1
s a s aysy1 sw xy1 a y s q F F F . i i i j is diss0
a
s a sy1 ays sy1w xq y1 s q F F F . i i i j is diss1
ay1
s a s aysy1 sw xs y1 a y s q F F F . i i i j is diss0
ay1
s a s aysy1 sw xy y1 s q 1 q F F F . i i j is q 1 diss0
a aw x w x w x w xwhich is equal to 0 because a y s s s q 1 .d i d is s q 1i i
If k s j:
­ F 1yai jysF F s s q < F si < , a j.­ F 1yai jysF F s .  .j i j i j i j i
s q sai j F 1yai j .j i
It follows that
s 1 y a 1ya ys si j i j­ 1 y a y1 F F F .j i j i j i /s diss0
1yai j
s 1 y a sa 1yai j i j i js y1 q F , . i /s diss0
 .  .  .which is equal to 0 by 4.2 . This proves 4.8 . The relation 4.9 is obtained
in the same way.
COROLLARY 4.2. The maps ­ and ­ extend to well-defined linear mapsi i
 .on the algebra f generated by F 1 F i F N satisfying the Serre relations.i
The following proposition will be useful in all that follows.
PROPOSITION 4.3. For x g f homogeneous and 1 F i F N, we ha¨e
K x s qy < x < , a i.xK 4.10 .i i
K ­ x y ­ x Ky1 .  .i i i i
E x s xE q 4.11 .i i y1q y qi i
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 .Proof. The relation 4.10 is clear for x s 1, and for x s F it followsj
 .  < < .  < x < , a i. ai j  .from 4.4 , since x , a s d a and q s q . Assume that 4.10 isi i i j i
true for homogeneous x9 and x0 in f; then
K x9x0 s qy < x 9 < , a i.x9K x0 .i i
s qy < x 9 <q < x 0 < , a i.x9x0 Ki
y < x 9 x 0 < , a i. < < < < < <s q x9x0 K since x9x0 s x9 q x0 .i
 .  .Therefore 4.10 is true for any homogeneous x g f. The relation 4.11 is
w x  .a version of Proposition 3.1.6 in 9 . We will prove it using 4.10 . For x s 1
 .  .  .it is clear, and for x s F it follows from 4.5 , since ­ x s ­ x s dj i i i j
and
1 K y Ky1i iy1K ­ x y ­ x K s d . .  . .i i i i i jy1 y1q y q q y qi i i i
 .Assume that 4.11 is true for homogeneous x9 and x0 in f; then
E x9x0 y x9x0 Ei i
1
y1s x9E x0 q K ­ x9 y ­ x9 K x0 y x9x0 E .  . .i i i i i iy1q y qi i
1
y1s x9 K ­ x0 y ­ x0 K .  . .i i i iy1q y qi i
1
y1q K ­ x9 y ­ x9 K x0 .  . .i i i iy1q y qi i
1
X < x 9 < , a . y1is q K x ­ x0 y x9­ x0 K .  . i i i iy1q y qi i
qK ­ x9 x0 y q < x 0 < , a i.­ x9 x0 Ky1 .  . .i i i i
K ­ x9x0 y ­ x9x0 Ky1 .  .i i i is .y1q y qi i
 .Therefore 4.11 is true for x9x0. This completes the proof.
 .Remark 4.1. Since ­ and ­ are linear, the relation 4.11 is in facti i
valid for every x g f.
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 .  .The Operators V z and V x, zi i
The notations used here are those of the previous subsection. Fix
 .l g h* and let M l denote the Verma module over U of highest weightq
l y r and highest weight vector ¨ satisfying, for i s 1, . . . , N,l
E ¨ s 0,i l
K ¨ s qlyr , a i.¨ s qlyr , a ki :¨ .i l l i l
 k:The fundamental reflexions r of h* were defined by r l s l y l, a a .i i i i
 4We fix an index i g 1, . . . , N for the remainder of this section, and we
consider l9 s r l. For j s 1, . . . , N, we introduce the following q-numbersi
associated with an integer n:
q" ai jl , a
k
i :yn. y 1i" k :m n s if n / l, a , .i j ik :l, a y ni i
q" ai j y 1i" y1 k :m n s q y q if n s l, a , .  .i j i i i2
and
k :yn q l, a a .i ji k kj 1yl , a :ql , a :aj i jih n s q . .i j jk :yn q l, a i i
We have
mq y myk k i j i j1yl , a :ql , a :aj i jih n s q .i j j y1q y qj j
and
mq y myi j i j
lim h n s lim s a . .i j jiy1q y qqª1 qª1 j j
We treat these expressions as deformations of the entries of the matrix
 .  .  .a . For each n G 0, we define an operator V : M l9 ª M l byi j i, j i, n
V x¨ s xF n¨ x g f . .  .i , n l9 i l
And for each x, a generator of U , we define the operatorq
V x : M l9 ª M l , .  .  .i , n
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given by
V E x¨ s h n ­ x F n¨ q x ­ F n ¨ , .  .  .  . .i , n j l9 i j j i l j i l
n w x ny1s h n ­ x F ¨ q d n xF ¨ , .  . ji j j i l i j i l
V K " x¨ s m" n xF n¨ , .  . .i , n j l9 i j i l
V F s 0, .i , n j
for 1 F j F N.
"  .PROPOSITION 4.4. For x s E , F , K 1 F i F N , one hasj j j
k :  :x , V s yn q l, a V x . 4.12 .  .i , n i i , ni
Proof. If x is homogeneous in f , one has
 : y1E , V x¨ s E V x¨ y K V K E x¨ 4.13 .  .  . .j i , n l9 j i , n l9 j i , n j j l9
and
1
n n n y1E V x¨ s E xF ¨ s K ­ xF y ­ xF K ¨ , .  .  . .j i , n l9 j i l j j i j i j ly1q y qj j
using 4.11 . .
By definition of ­ and ­ , this is equal toj j
1
n  < x < , a . njK ­ x F q q K x ­ F .  . j j i j j iy1q y qj j
yq < F ni < , a j.­ x F nKy1 y x­ F n Ky1 ¨ . .  . .j i j j i j l
The second and the fourth terms give
1 kny1 ny1 ylyr , a : ny1 ny1jw x w xd n q xK F ¨ y q d n q xF ¨j j /i j j j i l i j j j ly1q y qj j
1 ky2 ny1.qlyr , a : ny1 ny1j w xs q d n q xF ¨j j i j j i ly1q y qj j
y lyr , a kj : w x ny1 ny1yq d n q xF ¨j /j i j j j l
d k ki j yny1.qlyr , a : ny1ylyr , a : ny1i iw xs n q y q xF ¨j  /j j i ly1q y qj j
k ny1 : w xs yn q l, a d n xF ¨ .ji i j i li
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 .  .Using 4.10 , the second term in 4.13 gives
K V Ky1E x¨ .j i , n j j l9
1
y1 y1s K V ­ x y K ­ x K ¨ .  . .j i , n j j j j l9y1q y qj j
1 kn  <­  x . < , a .y2l9yr , a :j j js K ­ x F ¨ y q K V ­ x ¨ .  . /j j i l j j i , n j l9y1q y qj j
1 k kn y2l9yr , a :qlyr , a :j js K ­ x F ¨ y q . j j i l jy1q y qj j
?qy < F
n
i < , a j.­ x F n¨ . /j i l
1 k kn 1yl , a :q2l , a :a yna nj i ji jis K ­ x F ¨ y q ­ x F ¨ , .  . /j j i l j j i ly1q y qj i j
 .where we have used the fact that if x is homogeneous, then ­ x andj
 .  < n < .  .­ x are also homogeneous; the fact that F , a s n a , a s nd a sj i j i j i i j
nd a ; and thatj ji
 k:  k:  k: k:  k:  k:l9, a s l, a y l, a a , a s l, a y a l, a .j j i i j j ji i
 .Summing both terms of 4.13 , we get
k ny1 n :  : w xE , V x¨ s yn q l, a d n xF q h n ­ x F ¨ . .  .  .j .j i , n l9 i i j i i j j i li
This proves the proposition for x s E . For x s F , the proposition is clear,j j
 :since F , V s 0. And for x s K we havej i, n j
 : y1K , V x¨ s K V K x¨ y « K V x¨ .  . .j i , n l9 j i , n j l9 j i , n l9
s q < x < , a j.qy l9yr , a kj :K xF n¨ y xF n¨j j i l i l
s q ajil , a ki :yn. y 1 xF n¨ /j i l
k " :s yn q l, a V K x¨ . . .i i , n j l9i
y1The case x s K is similar.j
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A Cocycle Condition
 . "Having defined the operators V ? for the generators E , F , K , wei, n j j j
can also define them for any element of the free associative algebra
"  .generated by E , F , and K 1 F i F N . Indeed, assume this is done forj j j
 .two elements x and y; then using 2.7 , we have
 :  :  :xy , V s x ? y , V q « y x , V ; 4.14 .  .i , n i , n i , n
therefore, if we set
V xy s x ? V y q « y V x , .  .  .  .i , n i , n i , n
then
k :  :xy , V s yn q l, a V xy . .i , n i i , ni
It remains to extend this construction to the algebra U .q
 .PROPOSITION 4.5. For any x in U , there is an operator V x fromq i, n
 .  .M l9 to M l for any nonnegati¨ e integer n satisfying
k :  :x , V s yn q l, a V x . .i , n i i , ni
Moreo¨er, for y in U , we ha¨eq
V xy s x ? V y q « y V x . .  .  .  .i , n i , n i , n
Proof. As in the previous section, we need to show that the cocycle
 .condition 4.14 leaves the defining relations of U invariant.q
We have
V K K s K V K Ky1 . .  .i , n k l k i , n l k
Hence
V K K x¨ s mq n qy l9 , a kk :ql , a kk :qyn a i , a k . q mq n xF n¨ .  .  .  . .i , n k l l i l k ik i l
qynql , a
k
i :. ai kqa il . y 1i ns xF ¨ ,i lk :yn q l, a i i
 .  .which is symmetric in k and l. Therefore, V K K s V K K . Fori, n k l i, n l k
y1 y1  .the relation K K s K K , it is straightforward see Section 2 . Thisl l l l
 .  .shows the compatibility with 4.3 . For the relation 4.6 we have
V K F s K ? V F q « F V K s 0, .  .  .  .i , n k l k i , n l l i , n k
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and for x homogeneous,
V F K x¨ s F ? V K x¨ .  .  .  . .i , n l k l9 l i , n k l9
s F V K K y V K F K x¨ .  .  . .l i , n k k i , n k l k l9
s qy < x < , a k .qa k , l9yr . mq n F xF n¨ y mq n F xF n¨ .  . .i k l i l i k l i l
s 0.
Also for x homogeneous we have
V E F y F E x¨ .  .i , n k l l k l9
s y F ? V E x¨ .  . .l i , n k l9
s y F V E K y V E F K x¨ X .  . .l i , n k l i , n k l l l
s yqy < x < , a l .ql9yr , a l . F V E x¨ y V E F x¨ . .  . .l i , n k l9 i , n k l l9
The expression between parentheses is equal to
n w x ny1h n F ­ x F ¨ q d n F xF ¨ .  . kik l k i l i k l i l
n w x ny1y h n ­ F x F ¨ y d n F xF ¨ . .  . kik k l i l i k l i l
 .  < x < , a k .  .Since ­ F x s q d x q F ­ x , we obtaink l k l l k
V E F y F F x¨ s d ql9yr , a l .h n xF n¨ . .  .  .i , n k l l k l9 k l ik i l
On the other hand,
K y Ky1 dk k k l y1d V x¨ s V K x¨ y V K x¨ .  .  . .k l i , n l9 i , n k l9 i , n k l9y1 y1 /q y q q y qk k k k
dk l q y ns m n y m n xF ¨ .  . .i k ik i ly1q y qk k
s d ql9yr , a k .h n xF n¨ , .k l ik i l
 .which shows the compatibility with the relation 4.5 . The verification for
the remaining relations is done using the same calculations.
For any U -module M , we define a shifted differential,q
dz
y1 y1w x w xd : M z ª M z ,l, i z
given linearly by
dz
yn k yn :d z s yn q l, a z . .l, i i i z
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Let us consider the operators
` dz
yny1 y1w xV z s V z dz g Hom M r l , M l z .  .  . .i i , n i zns0
and
`
yn y1w xV x , z s V x z gHom M r l , M l z x g U . .  .  .  . .  .i i , n i q
ns0
The results of this section can be reformulated in the following:
 4THEOREM 4.6. For any x, y in U and i g 1, . . . , N , we ha¨eq
 :x , V z s d V x , z , 4.15 .  .  .i l , i i
V xy , z s x ? V y , z q « y V x , z . 4.16 .  .  .  .  .i i i
4.3. q-de Rham Cocycles
In this section we fix an element w of the Weyl group of the Lie algebra
g. We assume that w s r ??? r is a reduced decomposition of w intoi ia 1
fundamental reflexions. We also fix an element l g h*, and we consider
the following elements of h*:
l s r ??? r l 1 F p F a . .p i ipy 1 1
ww y1 y1 xx pLet A s C z , . . . , z , and let V , 1 F p F a, be the free A-module1 a
 4generated by dz rz n ??? n dz rz , 1 F j - ??? - j F a . We considerj j j j 1 p1 1 p p
the sequence of A-modules
Vv : 0 ª V0 ª V1 ª ??? ª Va ª 0,
and we define a linear map d0: Vk ª Vkq1 as follows.
If
dz dzj j1 ky1 y1h s f z , . . . , z H ??? H , 4.17 . .1 a z zj j1 k
where f is a monomial in A, and if n is the exponent of zy1 in f , thenp p
a dz dzdz j jp 1 kk y1 y1 :d0h s yn q l , a f z , . . . , z H H ??? H . . p p i 1 aip p z z zp j jps1 1 k
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Using the notations of the previous subsection, this can be expressed as
a dz dzj j1 ky1 y1d0h s d f z , . . . , z H H ??? H . . l , i 1 ap p z zj jps1 1 k
We extend d0 by linearity to any h in Vk.
2  v .PROPOSITION 4.7. We ha¨e d0 s 0, so V , d is a complex.
 .  y1 y1 y1.Proof. Let f z s f z , z , . . . , z be a monomial, and let h be a1 2 a
 .form given by 4.17 . Then
a dz zdz j jp 1 kk :d0h s yn q l , a f z H H, . . . , H . p p i ip p z z zp j jps1 1 k
and
a
2 k :d0 s yn q l , a p p i ip p
ps1
a dzdz dz js p kk :? yn q l , a f z H H ??? H . s s i is s /z z zs p jss1 k
a a
k :s yn q l , a  p p i ip p
ps1 ss1
dz dzdz dz j js p 1 kk :? yn q l , a f z H H H ??? H .s s i is s /z z z zs p j j1 k
s 0
For each p s 1, . . . , a, we consider the operators defined previously:
y1 y1V z : M l ª M l z z .  .  .p p pq1 p p p
and
y1V x , z : M l ª M l z x g U .  .  .  .p p pq1 p p q
We recall from Section 1 that we have the following complex:
Hom U mv , Hom M wl , M l , .  . . .q
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and the differential d9 of this complex is defined on the cochains as
follows:
d9f x , . . . , x s x ? f x , . . . , x .  .1 n 1 2 n
ny1
iq y1 f x , . . . , x , x x , x , . . . , x .  . 1 iy1 i iq1 iq2 n
is1
nq y1 f x , . . . , x « x . .  .  .1 ny1 n
We consider the double complex
C vv s Hom U mv , Hom M wl , M l m Vv .  . . .q
( Hom U mv m M wl , M l m Vv . .  . .q
The first differential for this double complex is d9; the second differential
is the shifted de Rham differential d0 defined above. In the following, we
will construct an a-cocycle in the simple complex associated with C vv.
For x , x , . . . , x in U and p , p , . . . , p being an increasing se-1 2 m q 1 2 m
 4  .quence in 1, . . . , a , we define G x , . . . , x ; p , . . . , p as equal to the1 m 1 m
following expression:
V z ??? V z V xX , z xY .  .  . 1 1 p y1 p y1 p 1 p 11 1 1 1
 .x
? V z ??? V z V xX , z xY .  .  . p q1 p q1 p y1 p y1 p 2 p 21 1 2 2 2 2
? ??? V xX , z xY V z ??? V z ??? dz .  .  . . / /p m p m p q1 p q1 i a 1m m m m a
Ã ÃH dz H ??? H dz H ??? H dz ,p p a1 m
where means omission, and the summation is over all of the termsÃ
involved in the comultiplication of x , . . . , x in the Sweedler notation. In1 m
 .  .each summand, we consider initially the composition V z V z ???1 1 2 2
 .  .  X . Y V z , and for each p we substitute V z by V x , z x ? . . . ,a a k p p p k p kk k k k
where xY acts on all of the remaining factors to the right, if there are any.k
For each m, 0 F m F a, we define the operators
V m , aym g Hom U mm , Hom M wl , M l m Vaym a .  .  . . .q
as follows:
V m , aym x , . . . , x .1 m
 .m mq1 r2s y1 .
p q ??? qp1 m? y1 G x , . . . , x ; p , . . . , p . .  . 1 m 1 m
1Fp - ??? -p Fa1 m
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To clarify these rather complicated expressions, we will give some
examples:
V 0, a s V z ??? V z dz H ??? dz . .  .1 1 a a 1 a
V a , 0 x , . . . , x .1 n
s V xX , z xY . 1 1 1 1
 .  .x , . . . , x1 ay1
? V xX , z xY ??? V xX , z xY ? V x , z ??? . .  .  . . . .2 2 2 2 ay1 ay1 ay1 ay1 a a a
For a s 2:
V 0, 2 s V z V z dz H dz .  .1 1 2 2 1 2
V 1, 1 x s V x9, z x0 ? V z dz y V z V x , z dz .  .  .  .  . . 1 1 2 2 2 1 1 2 2 1
 .x
V 2, 0 x , x s V xX , z xY ? V x , z . .  .  .1 2 1 1 1 1 2 2 2
 .x1
For a s 3:
V 0, 3 s V z V z V z dz H dz H dz . .  .  .1 1 2 2 3 3 1 2 3
V 1, 2 x s V x9, z x0 ? V z V z dz H dz .  .  .  . . 1 1 2 2 3 3 2 3
 .x
y V z V x9, z x0 ? V z dz H dz .  .  . 1 1 2 2 3 3 1 3
 .x
q V z V z V x , z dz H dz . .  .  .1 1 2 2 3 3 1 2
V 2, 1 x , x s V xX , z xY ? V xX , z xY ? V z dz .  .  .  . .1 2 1 1 1 1 2 2 2 2 3 3 3
 .  .x , x1 2
y V xX , z xY ? V z V x , z dz .  .  . . 1 1 1 1 2 2 3 2 3 2
 .x1
q V z V xX , z xY ? V x , z dz . .  .  . 1 1 2 1 2 1 2 2 3 1
 .x1
V 3, 0 x , x , x s V xX , z xY ? V xX , z xY ? V x , z . .  .  .  . .1 2 3 1 1 1 1 2 2 2 2 3 3 3
 .  .x , x1 2
PROPOSITION 4.8. We ha¨e
 . 0, a a, 01 d0 V s d9V s 0.
 . k , ayk  .k kq1, ayky12 d9V s y1 d0 V for k s 0, . . . , a y 1.
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 .  .Proof. We will prove 1 ; 2 is proved in the same way after changing
 .the right side using the relation 4.15 of Theorem 4.6. The fact that
d0 V 0, a s 0 is clear, since Vv is of length a.
By definition of d9 we have
d9V a , 0 x , . . . , x , x .1 a aq1
s x ? V a , 0 x , . . . , x a .  .1 2 aq1
a
k a , 0q y1 V x , . . . , x x , . . . , x b .  .  . 1 k kq1 aq1
ks1
aq1 a , 0q y1 « x V x , . . . , x . c .  .  .  .aq1 1 a
Using the composition lemma, we have
X X Y Y w xa s x ? V x , z x ? x ? ??? , .  .  . 1 1 2 1 1 2
 .  .x , . . . , x1 a
w x a, 0 .where the terms in ??? are the same as in V x , . . . , x , except for2 aq1
the first factor. Hence
X X Y Y w xa s x ? V x , z x x ? ??? . .  .  . .  . 1 1 2 1 1 2
 .  .x , . . . , x1 a
 .Using Theorem 4.6, the summand corresponding to k in b , for k - a, is
equal to
k X Yy1 V x , z x .  .1 1 1 1
? V xX , z xY ? ??? xY . 2 2 2 2 ky1
? xX ? V xX , z q « xX V xX , z xY xY ? ??? .  .  . . . .k k kq1 k kq1 k k k k kq1
Using the counit axiom, this is equal to
k X Yy1 V x , z x .  .1 1 1 1
? V xX , z xY ? ??? xY ? xX ? V xX , z xY xY ? ??? .  .  .  . . .2 2 2 2 ky1 k k kq1 k k kq1
k X Y X Yq y1 V x , z x ??? x ? V x , z x x ??? . .  .  .  . . .k 1 1 1 ky1 k k k k kq1
Using the composition lemma one more time in the second term, we
obtain
k X Yy1 V x , z x .  .1 1 1 1
? V xX , z xY ? ??? xY ? xX ? V xX , z xY xY ? ??? .  .  .  . . .2 2 2 2 ky1 k k kq1 k k kq1
k X Yq y1 V x , z x .  .k 1 1 1
? ??? x ? V xX , z xY ? xX ? ??? xY ? ??? . .  . . . .ky1 k k k k kq1 kq1
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 .The term corresponding to k s a in b is
a a , 0y1 V x , . . . , x x , .  .1 a aq1
which is equal to
a X Y Yy1 V x , z x ? ??? x x ? V x , z ??? .  .  .  . . 1 1 1 1 ay1 a aq1 aq1 a
a a , 0q y1 « x V x , . . . , x . .  .  .aq1 1 a
 .It follows that all the terms in b cancel, except the first and the last, and
 .it is clear that the first term cancels with a and the last one cancels with
 .c .
As a consequence of the preceding results, we have the following:
 0, 1 a, 0.THEOREM 4.9. The element V s V , . . . , V is an a-cocycle in the
v   .simple complex associated with the double complex C U , Hom M wl ,q
 . v..M l l V .
And we have
THEOREM 4.10. The cocycle V induces linear maps,
f : H m Vv * ª Ext aym M wl , M l 0 F m F a. .  .  . .m Uq
m v.Proof. Let f : H V ª C be a linear form. We extend f to them
m v.space Z V of cocycles up to homotopy. We obtain a linear form
m v. mf : Z V ª C. Then we extend f to V by taking it to be zero on am m
complement of Z m in Vm. Let x , . . . , x be elements of U , and set1 aym q
F s V aym , m x m ??? m x g Hom M wl , M l m Vm . .  .  . .m 1 aym
We consider the composition
Fm m6 .  .M wl M l m V
6
Idmfm
 .  .M l m C ( M l .
 m ay mThe map obtained is then an element of Hom U ,q
  .  ...Hom M wl , M l . Since V is an a-cocycle by the preceding theorem,
aym , m  .aym aymq1, my1 we have d9V s y1 d0 V ; therefore d9 Id m
. .f (F s 0. Meanwhile, f was chosen up to homotopy, satisfyingm m m
d0( f s 0; it follows that the resulting map is a cochain in the com-m
v    .  ... ay m , mplex C U , Hom M wl , M l . And since d 0 V sq
 .aymy1 aymy1, mq1  .y1 d9V by Proposition 4.8 , the class of this cochain
modulo coboundaries does not depend on the choice of f up to homo-m
topy, because the above relation implies that the image of f ( d0 ism
  .. .d9 Id m f ( d0 (F , and hence is a coboundary. Since the cohomol-m m
v   .  ...ogy spaces of the cochain complex C U , Hom M wl , M l are theq
v   .  ..Ext-spaces Ext M wl , M l , the theorem is proved.Uq
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 k:To illustrate this theorem, we assume that the numbers l , a ,p i p
a v.p s 1, . . . , a, are nonnegative integers. The homology space H V is
 .  .one-dimensional q is not a root of unity , generated by the image of the
linear form r g Va* defined by
r h s Res ??? Res zl1 , a ki1 : ??? zla , a ki a :h . .  .z s0 z s0 1 aa 1
 .   .  ..The element f r , in Hom M wl , M l , is the unique intertwinera Uq
 .  . la, a ki :q1 l1, a ki :q1a 1between M wl and M l , sending ¨ to F ??? F ¨ .wl i i la 1
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