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Introduzione
È ormai consolidato l’uso di batterie al litio per applicazioni low-power con-
sumer come, ad esempio, smartphone, tablet e laptop. Le elevate densità di
potenza e di energia che sono in grado di fornire le rendono anche molto in-
teressanti per applicazioni high-power come i veicoli elettrici. A dispetto de-
gli indubbi vantaggi che la chimica al litio presenta, la stabilità termica ed
elettrica di queste batterie risulta essere ridotta; ciò le rende molto sensibili a
fuoriuscite dai range di sicurezza che, talvolta, possono causare il danneggia-
mento irreversibile delle celle. Quindi, nonostante le batterie agli ioni di litio
costituiscano una tecnologia abbastanza consolidata, alcuni aspetti sono anco-
ra oggetto di ricerca, come ad esempio la scelta dei materiali e lo sviluppo di
algoritmi e di circuiti elettronici per un utilizzo efficiente e sicuro delle celle.
Il sistema che si occupa del controllo e della gestione della batteria è il BMS
(Battery Management System), le sue funzionalità principali sono il monito-
raggio di tensione e di temperatura della batteria, la misura della corrente di
carico, la stima di parametri come lo stato di carica (SoC, State of Charge) e lo
stato di salute (SoH, State of Health) ed, eventualmente, il bilanciamento delle
celle. Fornire una stima accurata di SoC e SoH è uno dei requisiti più impor-
tanti del BMS al fine di garantire un’elevata affidabilità ed efficienza dell’uso
della batteria; questi parametri non sono direttamente misurabili, da qui la ne-
cessità di un modello che descriva il comportamento sia statico che dinamico
della cella. Uno di questi modelli può essere un circuito elettrico a parametri
concentrati in cui i valori di resistenze e capacità dipendono da temperatura e
stato di carica.
Lo scopo di questo lavoro di tesi è lo studio e l’implementazione di un al-
iv
goritmo di stima del SoC in cui i parametri del modello vengono identificati
online durante la fase operativa della batteria; tale algoritmo è stato imple-
mentato in firmware al fine di abbinare buone prestazioni alla flessibilità e al
basso costo del sistema. L’implementazione è stata inserita all’interno di un
firmware che realizzava già le varie funzioni richieste da un BMS completo.
Nella parte finale saranno presentati i test svolti per validare l’algoritmo
proposto e per valutarne la bontà in termini di errore di stima e di tempo di
computazione.
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Capitolo 1
Batterie e Battery Management
System (BMS)
In questo capitolo verrà presentata una carrellata di diverse tipologie di bat-
terie al litio e delle loro peculiarità, successivamente verranno approfondi-
ti gli aspetti che riguardano il controllo e la gestione delle celle e, quindi, le
funzionalità che un BMS deve implementare.
1.1 Batterie al litio
Nel corso degli ultimi anni le batterie agli ioni di litio (Li-ion) hanno preso
piede in applicazioni high-power come i veicoli elettrici o ibridi (EV, HEV) [1]
e le smart-grids [2]; tale tecnologia si è imposta grazie ai significativi vantaggi
rispetto ad accumulatori basati su chimiche diverse come, ad esempio, nichel-
cadmio (Ni-Cd), nichel-metallo idruro (Ni-MH) e piombo acido. Le celle agli
ioni di litio sono costituite da un catodo composto da un ossido metallico e
da un anodo di carbonio poroso separati da un elettrolita al quale è affida-
ta la conduzione ionica; gli ioni di litio si muovono tra un elettrodo e l’altro
(Figura 1.1), il verso è determinato dal fatto che la batteria sia in scarica o in
carica; per questo moto degli ioni, le batterie al litio sono anche dette "rocking-
chair". Le peculiarità di ciascuna cella al litio sono determinate dal materiale
di cui è composto il catodo, fanno eccezione solo le batterie al titanato di li-
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Figura 1.1: Schematizzazione cella al litio da [3].
tio che è il materiale dell’elettrodo negativo. I principali materiali usati per
la realizzazione del catodo sono: ossido di cobalto (LiCoO2, LCO), ossido
di manganese (LiMn2O4, LMO), fosfato di ferro (LiFePO4, LFP) e ossido di
nichel-manganese-cobalto (LiNi1−x−yMnxCoyO2, NMC) [4]. Un confronto tra
queste tipologie è illustrato nella Tabella 1.1.
LCO LMO LFP NMC
Tensione nominale [V] 3.9 3.7 3.2-3.3 3.6-3.7
Cut-off superiore [V] 4.2 4.2 3.6 4.2
Cicli di vita 500 500-1000 1000-2000 1000-2000
Energia specifica [Wh/kg] 155 100-120 160 200
Potenza specifica [C] 1 10-40 35 10
Fuga termica [°C] 150 250 270 210
Sicurezza Scarsa Media Molto buona Buona
Costo Alto Basso Medio Medio-alto
Tabella 1.1: Confronto tra varie celle Li-ion da [4].
1.1.1 Vantaggi delle celle al litio
I punti di forza delle batterie al litio sono [3]:
• assenza di effetto memoria;
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• alta potenza specifica, energia specifica e densità d’energia;
• alte correnti di carico;
• tensione nominale superiore;
• piccole correnti di autoscarica: 5% al mese ca. rispetto al 30% al mese
delle nichel;
Queste caratteristiche rendono la tecnologia al litio più appetibile rispetto a
quelle di chimiche diverse (Tabella 1.2).
Piombo
acido
Ni-Cd Ni-MH Li-ion
Densità
d’ener-
gia[Wh/kg]
30-60 45-80 60-120 110-160
Densità di
potenza
[W/kg]
180 150 250-1000 1800
Tensione
nominale
[V]
2 1.25 1.25 3.6
Tolleranza
alla
sovracarica
Alta Moderata Bassa Molto bassa
Autoscarica Bassa Moderata Alta Molto bassa
Temperatura
operativa
-20°C-60°C -40°C-60°C -20°C-60°C -20°C-60°C
Cicli di vita 200-300 1500 300-500 500-1000
Tabella 1.2: Li-ion vs. altre chimiche [4].
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1.1.2 Svantaggi delle celle al litio
Il difetto principale della chimica al litio, rispetto alle altre tecnologie, è la
grande sensibilità ai range di temperatura e tensione operativi della cella; que-
sti due parametri, infatti, hanno la necessità di essere continuamente monito-
rati per essere mantenuti all’interno della SOA (Safe Operating Area) della bat-
teria. La fuoriuscita dai range di sicurezza può causare danni interni alla cella
che può arrivare a bruciarsi o ad esplodere.
I limiti della SOA sono costituiti dalle tensioni di cut-off in scarica e in
carica e dalla temperatura operativa di ciascuna cella [5, 6]; una carica pro-
lungata oltre il limite superiore provoca la formazione di uno strato di litio
metallico sull’anodo; la sottoscarica prolungata, invece, può essere ancora più
dannosa e cortocircuitare la cella [6]. Per quanto riguarda la temperatura, una
carica della batteria sotto i 0 °C provocherà il deposito di litio metallico sul-
la superficie del catodo provocando un accorciamento della vita della cella; a
temperature maggiori del limite superiore, invece, si danneggia il separatore
tra gli elettrodi e il litio reagisce con l’elettrolita [5].
1.2 Funzioni di un BMS
Nonostante gli inconvenienti e i problemi di cui soffrono le batterie al litio, i
loro vantaggi in termini prestazionali rispetto alle altre chimiche, le rendono
vincenti per molte applicazioni; val la pena, dunque, implementare le funzioni
necessarie al mantenimento della sicurezza e all’ottimizzazione dell’uso delle
celle al litio. Nei veicoli elettrici o ibridi, per raggiungere le tensioni richieste
(centinaia di volt), vengono connesse in serie molte celle al litio; ciò implica
che il circuito di gestione della batteria debba occuparsi del monitoraggio a
più livelli, ovvero dalla singola cella all’intero pacco. In Figura 1.2 sono sche-
matizzati i compiti principali che il circuito di controllo della batteria deve
assolvere. Le funzioni indispensabili sono [5]:
• Misura delle tensioni: è necessario che sia fatta per ciascuna cella a cau-
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Figura 1.2: Funzioni di un BMS.
sa di vari fattori come una diversa temperatura tra le celle, uno sbilan-
ciamento del modulo e quindi un diverso stato di carica;
• Misura della corrente: occorre effettuarla per evitare la fuoriuscita da
certi limiti massimi; inoltre risulta fondamentale per l’implementazione
della gran parte di algoritmi di stima dello stato della batteria;
• Misura della temperatura: si può fare per la singola cella, ma non è
necessario; si può infatti limitare il numero di sensori ponendoli in dei
punti opportunamente individuati;
Il BMS, oltre a misurare tali grandezze, deve poter intraprendere opportune
azioni di controllo nel caso in cui esse oltrepassino i normali limiti operativi
previsti dal costruttore. Funzioni secondarie, ma molto importanti sono:
• Stima dello stato della batteria: comprende la stima di due parametri
importanti che, però, non sono direttamente misurabili. Lo stato di cari-
ca (State of Charge, SoC) è un indicatore della carica residua che la batteria
è ancora in grado di erogare, fornisce quindi un’idea dell’autonomia re-
sidua. Lo stato di salute (State of Health, SoH) è un parametro che specifi-
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ca la massima quantità di carica che la cella è in grado di immagazzinare,
tale carica diminuisce durante la vita e l’uso della batteria;
• Bilanciamento: in un pacco batteria costituito da celle collegate in se-
rie, non è detto che tutte abbiano lo stesso SoC, anzi questa condizione
si verifica molto difficilmente, ciò perché la capacità massima (Qmax) è
diversa per ciascuna cella; ma, pur ammettendo che Qmax sia la stessa
per tutte le celle (le differenze sono di pochi punti percentuali perché
dovute ad errori di matching), il pacco batterie va comunque incontro a
sbilanciamento per la differente temperatura di ciascuna cella e per il di-
verso tasso di autoscarica. Diventa quindi importante implementare nel
circuito di controllo della batteria una funzione d’equalizzazione della
carica affinché si possa sfruttare al massimo la capacità della batteria;
in caso di sbilanciamento, infatti, l’istante di fine scarica sarà determi-
nato dalla cella più scarica e viceversa nel caso della carica, causando,
dunque, un utilizzo non ottimizzato delle batterie. Il bilanciamento può
essere operato in maniera passiva, scaricando su una resistenza di shunt
le celle più cariche delle altre, o in maniera attiva, trasferendo, tramite
un convertitore DC-DC ed una matrice di switch, la carica dalle celle a
SoC maggiore a quelle più scariche [7]; è chiaro che la prima soluzione è
più economica, ma energeticamente inefficiente rispetto alla seconda.
• Comunicazione: il BMS è spesso inserito in sistemi più complessi, è ne-
cessario che esso sia in grado di scambiare messaggi ed informazioni
con l’utente e le altre componenti del sistema complessivo, ciò implica
l’utilizzo di un protocollo di comunicazione. In ambiente automotive il
più usato è il CAN-bus, un protocollo seriale particolarmente adatto in
sistemi rumorosi.
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Figura 1.3: Architettura di un BMS [8].
1.3 Architetture di BMS
Come già affermato, in applicazioni high-power occorrono centinaia di celle
per poter raggiungere le tensioni necessarie; per una gestione migliore della
batteria le celle sono gerarchicamente organizzate in moduli che, a loro volta,
connessi in serie formano il pacco. L’architettura del BMS dipende dall’appli-
cazione in cui è impiegato, si adotta frequentemente una struttura modulare
gerarchica [9]: vi è una CMU (Cell Monitor Unit) che comunica con la MMU
(Module Monitor Unit) che scambia informazioni con il livello più alto del si-
stema, la PMU (Pack Management Unit), la comunicazione tra i vari livelli av-
viene tramite CAN; un esempio di questo tipo d’architettura è illustrato in
Figura 1.3. Alla PMU è affidato il compito di stimare SoC e SoH.
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Nel Capitolo 3 verrà illustrata con maggiore dettaglio l’architettura del
BMS sul quale si è sviluppato questo lavoro di tesi; essa non fa uso di CMU e
gli algoritmi sono implementati sulla PMU.
Capitolo 2
Stato di carica e stato di salute
Come anticipato nel capitolo precedente, uno dei compiti del BMS è stimare
le variabili di stato della batteria; esiste un set molto vario di tali variabili, ciò
perché, a seconda dell’applicazione, può essere necessario evidenziare alcune
peculiarità della batteria piuttosto che altre. Nei veicoli elettrici, ad esempio,
si parla di State of Power, SoP e di State of Energy, SoE, necessari per poter rego-
lare emissione e recupero d’energia. In questa sezione dell’elaborato verranno
definiti lo stato di carica e lo stato di salute e saranno analizzati gli algoritmi
che permettono di stimarli.
2.1 Lo Stato di Carica (SoC)
Il SoC è un parametro legato alla concentrazione di litio nei due elettrodi; in-
dica, cioè, la carica residua che la batteria è in grado di fornire al sistema che
alimenta. Conoscere con precisione lo stato di carica permette di mantenere
la cella entro i limiti di funzionamento sicuro e consente di avere un’idea del-
l’autonomia residua. Una definizione comune di SoC è il rapporto tra la carica
residua (Qc) e la capacità nominale della cella (Qn), a temperatura ambiente e
a C-rate sufficientemente bassi (C = Ah) [10, 11].
SoC , Qc
Qn
(2.1.1)
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La (2.1.1) non tiene conto dell’invecchiamento della cella, in quanto la carica
residua viene normalizzata alla capacità nominale; in alternativa è possibile
definire il SoC come il rapporto tra Qc e la massima carica immagazzinabile
Qmax. Se si adotta quest’ultima definizione, occorre precisare che il termine al
denominatore varia con la vita della cella.
2.2 Stima del SoC: metodi
Le tecniche sviluppate per ottenere una stima dello stato di carica sono diverse
e si distinguono per l’accuratezza e la complessità computazionale richiesta,
fattori che incidono sul costo del BMS che implementa gli algoritmi; ciò com-
porta la scelta di un metodo adatto all’applicazione e alla precisione che essa
richiede.
2.2.1 Coulomb counting
Poiché la quantità d’interesse è una carica, l’idea più immediata è quella di
integrare nel tempo la corrente che scorre attraverso la cella; questa tecnica si
chiama Coulomb Counting ed è una delle più utilizzate dagli stimatori di SoC.
Detto t = 0 l’istante iniziale, la carica all’istante t = T sarà data da:
Q(t) = Q0 −
∫ T
0
iL(t) dt.
Avendo adottato, in questo lavoro di tesi, la definizione SoC , Qc
Qmax
, la va-
riazione nel tempo dello stato di carica, rispetto al valore iniziale (SoCinit), si
calcola:
SoC(t) = SoCinit − ηi
∫ t
0
iL(τ)
Qmax
dτ (2.2.1)
dove ηi rappresenta la coulombic efficiency, un parametro che tiene conto della
diversa efficienza di trasferimento di carica tra le fasi di carica e scarica (ηi
= 1 in scarica e ηi ≤ 1 in carica). I risultati che si ottengono con il Coulomb
Counting possono essere molto accurati, tuttavia il metodo presenta alcuni
inconvenienti:
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• il valore di SoCinit non si ricava integrando la corrente, ma è necessa-
rio conoscerlo a priori e con precisione. Spesso viene ricavato da una
look-up table in cui sono memorizzati i campioni della caratteristica
OCV(SoC), dove OCV (Open Circuit Voltage) è la tensione di circuito
aperto della cella; questo modo di determinare lo stato di carica iniziale
non è accurato e provoca un errore assoluto significativo sul SoC;
• il valore della coulombic efficiency (ηi) non è costante, ma dipende dallo
stato di batteria (SoC, temperatura, ecc.); per le batterie al litio è pratica-
mente unitario;
• il problema principale del Coulomb Counting è che non tiene conto di
un’eventuale errore sulla misura di corrente. In particolare, un offset del
sensore provoca un errore costante di misura; questo errore, integrato ad
anello aperto nel tempo, fa divergere il valore dell’integrale.
Il metodo può essere utilizzato a condizione di effettuare periodicamente una
calibrazione, quando la batteria si trova in uno stato noto, come, ad esempio,
la carica completa. Non è detto che in tutte le applicazioni si raggiunga questa
condizione, in tal caso il Coulomb Counting non è l’algoritmo più indicato
per la stima del SoC; vedremo più avanti che verrà utilizzato in un sistema
con retroazione per correggere gli errori su SoCinit e sulla misura di corrente.
2.2.2 Discharge test
Questa tecnica consiste in una scarica controllata a corrente costante ed una
successiva ricarica. Risulta essere il metodo più affidabile in termini di stima
dello stato di carica, ma il suo grosso inconveniente è che non è utilizzabile
in applicazioni in tempo reale, sia perché bisogna aspettare il tempo di una
scarica, sia perché durante il test la batteria è scollegata dal carico (serve una
corrente costante) e dunque la funzionalità del sistema è interrotta.
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2.2.3 Open Circuit Voltage method
In applicazioni low-power, che lavorano con piccole correnti di carico, si può
risalire allo stato di carica della batteria a partire dalla tensione a vuoto OCV.
C’è infatti una relazione che lega il SoC all’OCV; lo stato di carica, infatti, è
legato alla quantità di ioni che, a loro volta, determinano la tensione di cella;
questa corrispondenza permette di ricavare il valore esatto di SoC a partire da
una misura della tensione a vuoto. Per ottenere una misura esatta di OCV oc-
corre, però, attendere alcune ore che corrispondono al tempo di rilassamento
della cella che deve essere scollegata dal carico. Inoltre, la relazione OCV(SoC)
non è lineare e presenta una zona quasi piatta (dipende dalla chimica) in cui
ad un intervallo di SoC più o meno ampio corrisponde un piccolo intervallo
di tensione; nelle celle LiFePO4 quest’andamento è parecchio accentuato (Fi-
gura 2.1). Nella zona in cui
dOCV
dSoC
' 0, ad una variazione di tensione di pochi
Figura 2.1: Caratteristica OCV(SoC) di una cella LFP [12].
millivolt corrisponde un ampio range di SoC, ciò causa un errore significati-
vo sulla stima; tuttavia la semplicità del metodo lo rende vincente in alcune
applicazioni [13].
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2.2.4 Model-based
Un metodo di stima basato su un modello di cella è utile quando l’applicazio-
ne richiede una stima online del SoC, quando, cioè, occorre conoscere il valore
di tale parametro durante la normale fase operativa del sistema. Il modello
dev’essere in grado di riprodurre in maniera fedele il comportamento reale
della cella e, di conseguenza, di fornire delle informazioni (tra cui lo stato
di carica) quando come ingressi riceve le grandezze misurabili della batteria,
ovvero tensione e corrente.
iL
modello
KP
cella
vT
vM
Figura 2.2: Schema a blocchi generale di un algoritmo model-based.
La bontà della stima dipende dall’accuratezza del modello utilizzato, in
letteratura ne troviamo di vario genere [14, 15]:
• Modelli elettrochimici: descrivono il comportamento della cella attra-
verso delle equazioni che legano i parametri macroscopici (tensione e
corrente) a quelli microscopici legati alle reazioni chimico-fisiche nel-
la cella, come ad esempio il numero degli elettroni scambiati durante
le reazioni redox. Sono modelli accurati, ma estremamente pesanti dal
punto di vista matematico e computazionale, ciò li rende inutilizzabili in
gran parte delle applicazioni;
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Figura 2.3: Circuito equivalente di cella da [15].
• Modelli matematici: in questi modelli la tensione e la corrente misu-
rate servono a determinare dei coefficienti di funzioni matematiche e
statistiche che poco si collegano alla fisica della batteria; si utilizzano in
applicazioni molto specifiche;
• Modelli circuitali: la cella è rappresentata tramite un circuito equiva-
lente a parametri concentrati; ciò permette di mantenere una corrispon-
denza con la fisica del dispositivo e, soprattutto, consente al progettista
elettronico una maggiore facilità di comprensione ed implementazione.
Di circuiti equivalenti di batteria, in letteratura, se ne trovano diversi; la
maggior parte però ha degli elementi in comune: un generatore controllato
di tensione per rappresentare l’OCV, una resistenza serie ed uno o più gruppi
RC per modellare i fenomeni transitori della batteria.
In questo lavoro di tesi è stato adottato un modello con un solo gruppo RC
(Figura 2.3). La parte sinistra del circuito schematizza la carica nella cella come
immagazzinata nel condensatore Cn =
Qn
1 V
, nella parte destra il generatore di
tensione VOC è controllato dal valore di SoC e serve quindi a rappresentare la
relazione tra OCV e stato di carica; R0 è la resistenza serie ed il gruppo RC
modella gli effetti di rilassamento della cella. La tensione d’uscita dal modello
è, quindi:
vM = VOC(SoC, T)−VR0(SoC, T, iL)−∑
i
vRCi(SoC, T, iL) (2.2.2)
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L’uso di questo algoritmo di stima, con questo modello circuitale, assume che
la tensione d’uscita dal modello sia uguale alla tensione di cella vT, quindi
misurando vT e la corrente di carico iL si può risalire al valore di SoC sen-
za ricorrere alla misura diretta di OCV che, come detto, richiederebbe lunghi
tempi d’attesa.
2.2.5 Filtri di Kalman
È un metodo utilizzato in molte applicazioni (monitoraggio, comunicazione
globale, posizionamento, navigazione, sistemi di controllo), in quanto con-
sente di stimare lo stato di un sistema dinamico [16, 17]. Ciò avviene in ma-
niera ricorsiva: viene elaborata, attraverso delle disequazioni, una serie di dati
rumorosi, al fine di fornire una stima statistica dello stato del sistema. Le di-
sequazioni sono nel dominio del tempo-discreto e sono risolte ricorsivamente
e in tempo reale; nel caso della batteria, le variabili di stato stimate potrebbero
essere SoC e SoH; il filtro, ad ogni istante di campionamento, acquisisce gli in-
gressi e li utilizza insieme a quelli dell’istante precedente per calcolare il valo-
re delle uscite; tali uscite vengono confrontate coi valori misurati per ricavare
l’errore che viene utilizzato per approssimare lo stato del sistema (Figura 2.4).
Figura 2.4: Schema di un sistema lineare tempo-discreto.
Il filtro di Kalman (KF) è particolarmente adatto a sistemi lineari; qualora
un sistema non lo fosse, occorrerebbe applicare un processo di linearizzazione
per ciascun istante di tempo approssimando il sistema come un LTV (Lineare
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Tempo Variante). Il sistema LTV viene poi utilizzato nel KF, l’intero processo
costituisce l’Extended Kalman Filter (EKF) che è utilizzato in diversi algoritmi
di stima dello stato di batterie al litio [18–21].
2.2.6 Neural Network
Con l’espressione neural network, ci si riferisce ad una rete di neuroni artificiali
che possono essere software o realizzati con hardware dedicato. Queste reti
sono in grado di elaborare una grande quantità di dati, questa potenza compu-
tazionale è data dal fatto che lavorano in parallelo; le reti neurali costituiscono
un complicato sistema statistico molto robusto al rumore e ai disturbi. I nodi
sono organizzati a strati gerarchici: vi è, cioè, una prima "barriera" di neuroni
che riceve gli ingressi, questo layer comunica con il successivo attraverso del-
le interconnessioni e così via (Figura 2.5); ciascun ingresso viene moltiplicato
per un coefficiente di peso a seconda della sua importanza.
Figura 2.5: Stima del SoC attraverso una neural network.
Utilizzare una rete neurale per la stima dello stato di carica di una batte-
ria può, senza dubbio, portare a dei risultati molto accurati; ma a causa del
gran numero di nodi e di connessioni (si può arrivare anche alle migliaia), la
realizzazione diventa molto complessa e costosa.
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2.2.7 Mixed algorithm
Un approccio misto consiste nell’utilizzo di due metodi, opportunamente com-
binati, per sfruttarne i rispettivi vantaggi. Nei veicoli elettrici, ad esempio,
la stima del SoC tramite Coulomb Counting può risultare vincente per cap-
tare variazioni rapide dello stato di carica; in questa applicazione, infatti, il
continuo alternarsi di accelerazioni e frenate si traduce in un profilo di cor-
rente di carico frastagliato, quindi l’integrazione di corrente permette di se-
guire bene tale andamento. Il Coulomb Counting soffre, però, dei proble-
mi già espressi legati al SoC iniziale e all’errore sulla misura di corrente; in
questo lavoro di tesi, la correzione sull’integrazione della corrente viene effet-
tuata tramite un modello di cella, combinando dunque Coulomb Counting e
model-based, come proposto in [22]; tale algoritmo sarà approfondito in un
successivo capitolo.
2.3 Confronto tra i metodi illustrati
La ricerca ha sviluppato varie tecniche di stima dello stato di carica di batterie
agli ioni di litio, ciò dimostra l’importanza di questa funzionalità del BMS;
ogni tecnica ha le sue peculiarità, i suoi pregi ed i suoi difetti; una disamina
di queste informazioni viene riassunta nella Tabella 2.1, cercando di accostare
i vari metodi alle applicazioni più adatte.
2.4 Lo stato di salute (SoH)
Lo stato di salute è un parametro che fornisce un’informazione sulla vita della
batteria; l’invecchiamento della cella causa una progressiva perdita di capaci-
tà, ciò vuol dire che, con l’utilizzo ed il passare del tempo, la carica massima
immagazzinabile sarà sempre di meno. È dunque una buona definizione di
SoH (State of Health) quella basata sulla progressiva perdita di capacità della
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Vantaggi Svantaggi Applicazione
Coulomb
Counting
Semplicità d’im-
plementazione,
accuratezza,
sensibilità a
variazioni
veloci.
Calibrazione
periodica,
dipendenza dal
SoC iniziale,
sensibilità a
rumore e offset
di misura.
Qualsiasi
sistema.
Discharge Test Accuratezza,
facilità
d’impiego
Inutilizzabile
online, tempi
lunghi, spreco
d’energia.
Misura della
Qmax di una
cella a inizio
vita.
Open Circuit
Voltage
Utilizzabile per
tutte le batterie,
utilizzo limitato
di risorse (LUT).
Misure a
corrente nulla
dopo lunghe
pause, zona
piatta della
caratteristica.
Sistemi
compatibili con
lunghi tempi di
rilassamento,
sistemi con
basse correnti.
Model-based Simula molto
bene il
comportamento
della batterie se
il modello è
accurato.
Modelli molto
accurati sono
difficili da
implementare.
Qualsiasi
sistema.
Filtri di Kalman Stima online,
accuratezza,
flessibilità
Forti ipotesi sul
modello di
batteria,
difficoltà d’im-
plementazione.
Qualsiasi
sistema, anche
molto dinamico
(HEV).
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Neural network Stima online,
accuratezza
Necessità di uno
storico di dati
sulla batteria,
costo d’imple-
mentazione.
Qualsiasi
sistema.
Mixed
algorithm
Stima online,
correzione
svantaggi del
Coulomb
Counting.
L’accuratezza
della stima
dipende dal
modello usato.
Qualsiasi
sistema, anche
molto dinamico
(HEV).
Tabella 2.1: Confronto tra i metodi di stima del SoC.
cella:
SoH(t) , Qmax(t)
Qn
(2.4.1)
dove Qmax(t) è la carica estraibile all’istante t e Qn è la capacità nominale della
cella. Moltiplicando la (2.4.1) per 100 si ottiene il SoH in termini percentuali.
2.4.1 Stima dello stato di salute
La stima di SoH risulta essere molto complessa a causa della dipendenza di
tale parametro da molteplici fattori, primo fra tutti l’applicazione per cui la
batteria è usata. L’invecchiamento della cella dipende, infatti, dal numero di
cicli di scarica, dal tempo di inutilizzo in cui la cella è in regime di autoscari-
ca, dalla temperatura d’esercizio e da quella di riposo. Con l’invecchiamento
si registra anche un aumento della resistenza interna della cella; questo feno-
meno ha dato luogo a delle tecniche basate sulla stima di tale resistenza e ha
consentito di definire lo stato di salute in una maniera alternativa [23]:
SoH(t) =
REoL − R(t)
REoL − R0
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dove REoL è la resistenza alla fine della vita della batteria, R(t) è la resisten-
za stimata online ed R0 è il valore della resistenza interna quando la cella è
nuova.
I metodi di stima dello stato di salute possono essere basati su un modello
d’invecchiamento; in tal caso se ne distinguono sostanzialmente due [5]:
1. un modello ad anello aperto che prevede la perdita di capacità e l’au-
mento di resistenza interna della cella; il modello può essere chimico-
fisico, matematico o elettrico.
2. un modello con retroazione simile al mixed algorithm usato per la stima
del SoC. Viene utilizzato un modello di batteria e delle tecniche avan-
zate di stima come i filtri di Kalman o delle tecniche di risoluzione nel
senso dei minimi quadrati (LSM Least Square Method) al fine di calcolare
in tempo reale i parametri del modello.
Capitolo 3
Sistema operativo:
programmazione concorrente
Il sistema in cui si inserisce l’algoritmo di stima del SoC trattato in questa tesi è
costituito da un firmware che implementa tutte le funzionalità richieste in un
Battery Management System commerciale. Le funzioni che esso gestisce sono
molteplici: misura e controllo di tensioni e di temperatura delle celle, misura
e controllo della corrente, bilanciamento, comunicazione, stima dello stato di
carica, ecc. Ciò comporta un’intrinseca struttura multitasking del BMS, dun-
que il progetto è stato basato su un sistema operativo rendendo il firmware
flessibile e robusto.
Le API (Application Programming Interface) consentono al programmatore
di poter sviluppare il firmware in maniera più agevole e sicura, in quanto
i meccanismi di sincronizzazione e di comunicazione tra i task sono assistiti
dagli strumenti del sistema operativo. La scelta dello stesso non è chiaramente
libera: siamo in presenza di un sistema embedded real-time; occorre quindi
utilizzare un sistema operativo che non occupi molte risorse e che consenta
al progettista di mantenere una visione completa dell’hardware del sistema
complessivo.
In questo capitolo saranno affrontati brevemente concetti base riguardanti
la programmazione concorrente in sistemi real-time, in modo tale da capire
bene come i task che implementano l’algoritmo di stima del SoC si integrino
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con tutte le altre funzioni del BMS.
3.1 Programmazione concorrente
Il concetto di programmazione concorrente, su cui si basa un sistema opera-
tivo, si oppone all’altro paradigma di sviluppo software che è la programma-
zione sequenziale. Per meglio comprendere il significato di programmazione
concorrente si richiamano alcuni concetti fondamentali riguardanti il "mondo"
dei calcolatori [24]:
• Processore (CPU): è l’unità di elaborazione che esegue in maniera pret-
tamente sequenziale le istruzioni contenute in un programma.
• Programma: è la descrizione di un algoritmo mediante un formalismo
che è il linguaggio di programmazione; esso consente di descrivere i sin-
goli passi dell’algoritmo in termini delle istruzioni che il processore è in
grado di interpretare ed eseguire.
• Processo: è la sequenza di azioni corrispondenti all’esecuzione di un
programma da parte del processore; a differenza del programma, che è
un’entità statica che descrive un algoritmo, il processo è un’entità dina-
mica che identifica l’attività svolta dal processore durante l’esecuzione
del programma. È quindi chiaro che uno stesso programma, durante
due esecuzioni distinte, può dar vita a due processi diversi generati dal-
la diversa sequenza di operazioni svolte dal processore, in quanto tali
operazioni sono influenzate dagli ingressi del sistema.
• Grafo di precedenza: è un diagramma che rappresenta un processo che
contiene dei nodi che rappresentano le azioni svolte dalla CPU e de-
gli archi che li collegano e che indicano la precedenza temporale tra le
azioni.
L’uso di grafi di precedenza è fondamentale per comprendere bene la differen-
za tra la programmazione concorrente e quella sequenziale; nel caso sequen-
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ziale i grafi si dicono ad ordinamento totale, ovvero ciascun nodo ha esattamen-
te un predecessore ed un successore (a differenza dei nodi iniziale e finale
che non hanno, rispettivamente, alcun predecessore e alcun successore). Per
la programmazione concorrente il grafo di precedenza si dice ad ordinamento
parziale: ciascun nodo può avere più di un predecessore e/o più di un succes-
sore, questo perché le azioni di alcuni nodi saranno eseguite, concettualmente,
in maniera simultanea.
Esempio:
supponiamo che, all’interno di un programma, vi sia questa operazione da
svolgere:
r = a * (b + c) + (d * e)
essa può essere spezzata in diversi processi risolutivi che costituiscono i
risultati parziali calcolati prima di quello totale. In Figura 3.1 è possi-
bile osservare il grafo di precedenza ad ordinamento totale che descrive
un’esecuzione sequenziale.
inizio
r1 = b + c
r2 = d * e
r3 = a * r1
r = r3 + r2
fine
Figura 3.1: Grafo ad ordinamento totale
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In realtà, al fine di ottenere il risultato dell’operazione, ossia il valore di r,
non è detto che occorra effettuare le operazioni in quell’ordine una dopo
l’altra; alcune di esse possono essere eseguite contemporaneamente, come
descritto dal grafo ad ordinamento parziale:
inizio
r1 = b + cr2 = d * e
r3 = a * r1
r = r3 + r2
fine
Figura 3.2: Grafo ad ordinamento parziale
la Figura 3.2 mostra come, concettualmente, sia possibile eseguire in pa-
rallelo alcune operazioni per calcolare dei termini intermedi della formula
prima di arrivare al risultato finale.
L’esempio fa capire come la programmazione concorrente si distingua da
quella sequenziale perché composta da più thread (o task) che vengono ese-
guiti parallelamente concorrendo alla produzione dei risultati finali. Il thread
indica un’unità esecutiva in cui il processo padre può essere suddiviso (prati-
camente un sottoprocesso) e che viene eseguito in concorrenza con altri thread
dello stesso processo.
Il concetto di concorrenza non implica indipendenza nell’esecuzione dei
thread: tornando al grafo di Figura 3.2, si vede bene come per calcolare r3
occorre aver già travato r1 e, per ottenere il risultato finale, devono essere
pronti r2 e r3. Dunque in un software concorrente occorre prevedere e tenere
conto delle seguenti possibili interazioni tra thread:
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• Cooperazione: corrisponde ad uno scambio di informazioni che rappre-
sentano tutte quelle interazioni "prevedibili e desiderate" dal program-
matore, poiché la loro presenza è insita nella logica del programma ed è
necessaria alla sua esecuzione.
• Competizione: sono tutte quelle interazioni date dall’accesso da parte
dei vari thread a risorse condivise come, ad esempio, informazioni in
memoria o periferiche fisiche. Quindi esse sono "prevedibili", ma sono
"non volute" dal programmatore; infatti, tali interazioni non sono neces-
sarie al corretto svolgimento del programma e solitamente aumentano i
tempi d’esecuzione.
• Interferenze: sono interazioni di vario genere, non desiderate, causate
da errori di programmazione causati da interazioni non previste dallo
sviluppatore o gestite in maniera non corretta.
Oltre ai meccanismi di interazione, l’esecuzione simultanea di più thread
richiede che l’elaboratore abbia determinate caratteristiche funzionali; tra di
esse, la principale è quella di possedere una CPU per ciascun thread in esecu-
zione, cosa non realizzabile in quanto il numero di thread in esecuzione varia
sia al variare del programma da eseguire sia al variare del tempo d’esecuzio-
ne. Inoltre, nel caso di sistemi embedded real-time, l’elaborazione avviene
su un microcontrollore che è, quasi sempre, single-core. Per questo motivo si
introduce il concetto di "macchina concorrente": una macchina astratta senza
relazioni dirette con l’hardware, ma che possiede una serie di meccanismi in
grado di garantire la corretta esecuzione dei programmi concorrenti.
Tali meccanismi software formano il nucleo (kernel) dei sistemi operativi
che nascondono al programma l’hardware mostrandogli una macchina vir-
tuale capace di gestire i suoi processi in maniera virtualmente simultanea,
nonostante, fisicamente, vi sia un unica CPU.
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3.2 Sistema operativo
Come detto in precedenza, il kernel del sistema operativo è dotato di una
serie di moduli software in grado di astrarre la macchina fisica rendendola
una macchina concorrente; moduli distinguibili in tre categorie:
1. Moduli di multiprogrammazione: generano i processori virtuali che
consentono l’esecuzione virtualmente contemporanea di più thread.
2. Moduli di sincronizzazione e di comunicazione: strumenti utili alla
gestione di problemi di cooperazione.
3. Moduli di controllo degli accessi: gestiscono interazioni di tipo com-
petitivo; inoltre, possono rilevare alcune delle interferenze tra processi
e dunque limitare gli effetti di possibili (e inevitabili) errori di program-
mazione.
3.2.1 Multiprogrammazione
Per generare i processori virtuali necessari alla concorrenza, il modulo di mul-
tiprogrammazione riserva una struttura dati per ogni task, ovvero il descrittore
del task che contiene anche il suo stato. Quando ad un task in esecuzione viene
revocato l’uso della CPU per essere allocata ad un altro, nel descrittore viene
salvato lo stato del processore fisico in modo da consentirgli, quando gli verrà
riallocata la CPU, di proseguire l’esecuzione dal punto in cui era stata interrot-
ta. Tali descrittori solitamente vengono inseriti in apposite liste che indicano
lo stato d’esecuzione dei task. La codifica degli stati e la gestione della lista
sono una prerogativa del sistema operativo che li implementa; risulta chiaro,
però, che è possibile trovare dei punti in comune e illustrare un diagramma di
transizione degli stati di principio (Figura 3.3).
Dopo che il task è stato creato viene messo subito in uno stato di attesa
della CPU che gli verrà allocata seguendo le regole dell’algoritmo di schedu-
lazione del sistema operativo. Una volta ottenuto il processore, il task ese-
gue le operazioni che gli competono fin quando o arriverà al termine (stato
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CREATO
PRONTO ESECUZIONE
BLOCCATO
TERMINATO
Figura 3.3: Esempio di un diagramma di transizione degli stati
TERMINATO), oppure sarà interrotto dallo scheduler che gli revocherà la CPU
passandolo nello stato BLOCCATO oppure PRONTO. In base all’algoritmo di
scheduling, possono essere molteplici le ragioni e gli eventi che causano l’in-
terruzione dell’esecuzione di un determinato task a beneficio di un altro; ad
esempio, un task solitamente può essere bloccato perché aspetta dei segnali di
sincronizzazione da altri task o perché tenta di accedere a risorse condivise in
uso da altri task.
Nei sistemi real-time, invece, la causa della sospensione dell’esecuzione di
un task è, comunemente, il raggiungimento di una deadline temporale asse-
gnata ad un task; ciò deriva dalla caratteristica intrinseca del sistema, ovvero
essere in tempo reale. La letteratura illustra una vasta gamma di algoritmi di
schedulazione le cui caratteristiche variano in base al sistema sul quale ver-
ranno implementati; in una macchina general-purpose con interfaccia utente,
come un PC, ad esempio, ci sarà una gestione dello scheduling differente ri-
spetto ad un sistema non interattivo, ma che richiede prestazioni di calcolo più
performanti (sistemi batch). In ogni caso si può operare una generalizzazione
e classificare gli algoritmi di schedulazione in alcune categorie [25]:
• Con Preemption: algoritmi in cui l’esecuzione di un task può essere in-
terrotta in un qualsiasi momento per allocare la CPU ad un altro task con
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più alta priorità.
• Senza Preemption: algoritmi in cui, una volta allocato il processore ad
un task, esso può continuare l’esecuzione fino al suo completamento;
solo in questo istante la CPU può essere allocata ad un altro task.
• Statici: algoritmi in cui le regole di decisione sono basate su parame-
tri fissi definiti nel momento della creazione del task e che rimangono
costanti durante tutta la loro esecuzione.
• Dinamici: al contrario degli statici, le regole di schedulazione si basa-
no su parametri che vengono definiti alla creazione dei task, ma che
possono essere modificati durante la loro esecuzione.
• Offline: algoritmi in cui tutte le decisioni di schedulazione vengono pre-
se prima dell’attivazione dei task in base ad informazioni note a priori.
• Online: algoritmi in cui le decisioni di schedulazione si basano su infor-
mazioni note solo a tempo d’esecuzione, quindi l’ordine di esecuzione
dei task viene ricalcolato ad ogni attivazione dello scheduling.
Tra gli algoritmi di scheduling, molto popolari sono quelli a priorità: a
ciascun task viene associato un livello di priorità, che può essere statica o di-
namica; in esecuzione verrà mandato il task pronto con priorità più alta. Il
vantaggio di questo metodo sta nella possibilità di definire l’importanza di
un task rispetto agli altri, in modo da poter allocare il processore ai task con
deadline temporali più brevi (e quindi più importanti) e, successivamente, ai
task con vincoli temporali meno stringenti. L’ovvia conseguenza di ciò è che,
applicando rigidamente questa regola, i task a priorità più bassa, se la CPU è
sempre occupata, non andranno mai in esecuzione; questo fenomeno è detto
starvation (dall’inglese: morte per fame). Per ovviare a questo inconveniente,
molti sistemi operativi mettono in pratica politiche di aging (invecchiamen-
to): in base al tempo d’attesa di CPU da parte del task gli viene innalzato il
livello di priorità, in modo tale che, prima o poi, gli sarà concesso l’uso del
processore.
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Come anticipato, negli algoritmi preemptive, un’altra regola molto usata
è quella basata su quanti temporali: quando inizia l’esecuzione di un task,
parte un timer software del sistema operativo; se, passato un certo tempo,
detto appunto quanto, il task non ha ancora terminato la sua esecuzione, allora
viene inserito nella lista dei task pronti e la CPU assegnata ad un altro dei task
presenti in quella lista.
Occorre scegliere in maniera oculata la durata del quanto, poiché ogni
switch di esecuzione comporta un cambio di contesto: occorre salvare del-
le informazioni del descrittore uscente dalla CPU e caricare quello del task
a cui verrà allocata; ciò comporta un overhead, ossia un’inevitabile perdita di
tempo. Quindi, scegliendo un quanto lungo si avrà un sistema poco reattivo,
perché la CPU sarà allocata per un tempo lungo ad ogni task, ma con poco
overhead perché ci saranno pochi cambi di contesto; di contro, con un quanto
breve il sistema risulterà essere molto reattivo, ma poco performante a causa
dei continui cambi di contesto.
3.2.2 Comunicazione fra task
In un sistema multitasking è necessario che il sistema operativo sia dotato
di strumenti e API in grado di garantire la possibilità di comunicazione e
sincronizzazione tra i task.
La cooperazione tra essi può essere gestita seguendo due modelli: il mo-
dello a memoria comune ed il modello a scambio di messaggi. Lo scambio di
messaggi comprende le tecniche in cui l’informazione viene scambiata tramite
un canale di comunicazione condiviso tra due o più task; su questo canale es-
si si scambiano messaggi attraverso un determinato protocollo. Tipicamente
ciascun task ha a disposizione due buffer, uno di invio ed uno di ricezione;
quando un task vuole mandare un messaggio, lo compone secondo il proto-
collo e lo inserisce nel buffer d’invio. Il sistema operativo si accorge di questa
operazione, legge l’identificativo del task destinatario e gli inoltra il messag-
gio inserendolo nel buffer di ricezione dello stesso. Le funzioni di ricezione
del messaggio si distinguono in due categorie:
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• bloccanti: un task che attende un messaggio sul suo buffer di ricezione
viene messo in uno stato bloccato liberando la CPU se il buffer non è
ancora stato scritto; rimane in tale stato finché il sistema operativo non
identifica un messaggio a lui destinato, quindi lo copia nel suo buffer di
ricezione e gli associa lo stato di pronto, consentendogli di continuare la
sua esecuzione quando gli verrà allocata la CPU.
• Non bloccanti: il task controlla se sul suo buffer di ricezione è stato scrit-
to un messaggio e, anche in caso negativo, mantiene il controllo della
CPU continuando la sua esecuzione normale.
Il modello a memoria condivisa si basa su spazi di memoria globali che non
vengono allocati localmente a nessun task, ma che possono essere accessibili
in lettura e in scrittura da più task nel corso dell’esecuzione del programma.
I due modelli sono molto differenti tra di loro: quello a scambio di mes-
saggi ha il vantaggio di essere molto sicuro perché gestito completamente dal
sistema operativo; mentre nel modello a memoria condivisa è il programma-
tore, servendosi di strumenti forniti dal sistema operativo, come semafori di
sincronizzazione e di mutua esclusione, che gestisce gli accessi da parte di più
task ai medesimi spazi di memoria. Le tecniche a memoria comune sono, però,
migliori in termini di prestazioni, poiché i task, per scambiarsi informazioni,
devono solamente effettuare un accesso ad un’area di memoria, operazione
abbastanza rapida; questo elimina quindi tutti i tempi di sincronizzazione do-
vuti alle operazioni compiute dal sistema operativo nel caso dello scambio di
messaggi.
Dunque le tecniche a memoria condivisa sono particolarmente adatte a
situazioni in cui i task devono scambiarsi poche informazioni ma ad alta fre-
quenza. Un esempio può essere quello in cui si ha un task di controllo che ana-
lizza lo stato del sistema, una serie di task che misurano alcune sue grandezze
ed altri task che, a partire dalle grandezze misurate, calcolano altri parametri.
I vari task di misura leggono le grandezze periodicamente e le memorizzano
in variabili globali, i task di calcolo prelevano da tali variabili le misure e le
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utilizzano per le loro elaborazioni e il task di controllo, leggendo tali variabili,
ricava lo stato del sistema eseguendo le azioni più opportune.
Il modello a scambio di messaggi si presta bene alle situazioni in cui le
informazioni da condividere sono molte e con bassa frequenza; inoltre, grazie
alle tecniche di ricezione sopra esposte (bloccanti e non bloccanti), facilita la
sincronizzazione delle informazioni. Un esempio tipico può essere la gestione
di grossi array di dati, come quelli anagrafici [24]. In questi casi si ha un task
di gestione dell’array e uno o più task di lettura e scrittura. Solitamente i
task in lettura e scrittura accedono con frequenze piuttosto basse al database
e sono interessati a campi particolari di esso; quindi, inviando la richiesta di
un particolare elemento al task di controllo, devono attendere il messaggio di
risposta per eseguire le loro funzioni.
3.2.3 Controllo degli accessi e sincronizzazione
I costrutti messi a disposizione dal sistema operativo per la sincronizzazione
tra task ed il controllo degli accessi a risorse condivise si dividono, sostanzial-
mente, in due gruppi: un primo gruppo comprende i costrutti che servono a
creare dipendenze temporali tra i task e, di conseguenza, tra le informazioni
che essi elaborano; un secondo gruppo comprende invece quelli per proteg-
gere le risorse condivise. Con risorse condivise si intendono tutte quelle ri-
sorse fisiche alle quali più task possono accedere in concorrenza, siano esse
periferiche o aree di memoria.
Le porzioni di codice che riguardano gli accessi da parte dei task a risorse
condivise sono dette sezioni critiche. Il problema della sezione critica è uno
dei più importanti nell’ambito della programmazione concorrente; la tecnica
più semplice che il sistema operativo può attuare per risolvere è bloccare lo
scheduler e permettere al task che sta entrando nella sezione critica di ese-
guirne sequenzialmente tutte le istruzioni. Questo metodo, anche se molto
semplice, presenta molti problemi che lo rendono inadeguato; in particolare
se la sezione critica occupa la CPU per un tempo elevato, come solitamente
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accade nel caso di accesso alle periferiche, gli altri task andranno incontro a
starvation.
I meccanismi, invece, più gettonati sono quelli basati su semafori [24] che
servono al programmatore per gestire problemi sia di sincronizzazione, sia
di sezione critica. Viene definito un tipo di dato che è, appunto, il semaforo
caratterizzato, come gli altri tipi, da un determinato set di valori assumibi-
li e da operazioni che possono essere effettuate su di esso. Semplificando e
generalizzando si può assumere che un semaforo possa essere un numero in-
tero positivo e che su di esso si possano compiere unicamente le operazioni
di wait, che ne testa il valore, e di signal, che lo incrementa. In Figura 3.4
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Figura 3.4: Uso di semaforo per problema di sezione critica
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è possibile vedere un esempio di uso di un semaforo per un problema di se-
zione critica: nel momento in cui un task vuole entrare nella sezione critica
testa il semaforo ad essa associato tramite la funzione wait(S), se trova S
> 0 allora ne decrementa il valore e prosegue nell’esecuzione delle istruzioni
della sezione critica, dopodiché, quando ha finito, lo incrementa nuovamente
tramite la funzione signal(S). Quando un task (task_2) esegue una wait
su un semaforo che si trova a 0 (semaforo rosso), vuol dire che un altro task
(task_1) sta eseguendo la sezione critica; allora task_2 si bloccherà su quel
semaforo fin quando task_1 avrà eseguito la signal, a quel punto task_2
potrà entrare nella sezione critica.
L’utilizzo di semafori, però, può portare ad una serie di problemi tipo dead-
lock che sono degli stalli nell’esecuzione di due o più task che usano semafori.
Ad esempio, in Figura 3.5 sono presenti due task (T1 e T2) che utilizzano due
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Figura 3.5: Uso improprio di semafori che causa deadlock
semafori (S1 e S2) che controllano gli accessi a due risorse in uso ad entrambi
i task. La situazione di stallo si viene a creare se il primo task deve occupare
prima S1 e poi S2 e T2 deve testare i due semafori nell’ordine inverso; quindi
la sequenza delle operazioni è la seguente:
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1. CPU allocata a T1;
2. T1 testa S1, lo trova verde e lo occupa;
3. lo scheduler revoca la CPU a T1 e la alloca a T2;
4. T2 testa S2, lo trova verde e lo occupa;
5. T2 testa S1 che, però, è occupato da T1; quindi il sistema operativo blocca
T2;
6. la CPU viene allocata a T1 che testa S2 che è occupato da T2; quindi T1
viene bloccato.
Dopo il punto 6 i task si trovano entrambi bloccati senza la possibilità di pro-
seguire nella loro esecuzione: questo è un caso di deadlock. L’esempio espo-
sto rappresenta un caso lampante di interferenza tra task. Per poter risolvere
problemi analoghi in fase di programmazione è bene avere particolare atten-
zione nell’uso dei semafori, adottando una serie di regole di buona program-
mazione: riduzione al minimo della lunghezza delle sezioni critiche evitando
che un task blocchi contemporaneamente più semafori. Il sistema operativo,
comunque, può fornire degli strumenti che permettono di venire fuori dalla
deadlock, come, ad esempio, un tempo massimo oltre il quale un task può ri-
manere bloccato su un semaforo; scaduto questo tempo, il task forza il blocco
e prosegue nella sua esecuzione.
3.3 FreeRTOS
Il FreeRTOS è un sistema operativo per microcontrollori molto utilizzato in
applicazioni real-time [26]. Tra i suoi punti di forza, i principali sicuramen-
te sono quello di essere free, come specificato anche nel nome, ed open-source,
caratteristica che permette allo sviluppatore di rendersi conto nei minimi det-
tagli di come vengano risolte le questioni riguardanti la programmazione con-
corrente viste nei paragrafi precedenti. La maggior parte del sistema è scritta
in standard C per ottimizzarne la portabilità anche su sistemi molto semplici.
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Si tratta di un sistema multitasking con scheduling a priorità; il numero di
livelli di priorità non è limitato così come il numero di task che possono avere
la stessa priorità. È prevista preemption con un quanto temporale configura-
bile dall’utente, il quanto scelto diventa l’unità di misura base del tempo per
il sistema operativo.
Il kernel è studiato per il risparmio di memoria, così da occupare dai 4 ai
9 KB a seconda del livello di ottimizzazione scelto, e presenta opzioni di con-
trollo di eventuali errori nella sua gestione, come, ad esempio, stack-overflow
detection.
Contiene i principali costrutti per la comunicazione, la gestione della sin-
cronizzazione tra task e la protezione delle sezioni critiche come: queues, binary
semaphores, counting semaphores, recursive semaphores e mutexes.
3.3.1 Principali API
Essendo multitasking, il sistema operativo fornisce al programmatore le fun-
zioni fondamentali per la corretta gestione dei task. Ovviamente è presente
una API che permette di creare un task (vTaskCreate()), mentre le altre ser-
vono a modificarne lo stato. Dopo essere stato creato, il task passa nello stato
pronto, in attesa che lo scheduler gli allochi il processore. Dal diagramma di
Figura 3.6 si nota che i task possono trovarsi in quattro stati:
• ready: il task attende di ricevere la CPU;
• running: al task viene allocata la CPU che ne esegue gli statement;
• blocked: il task tenta di entrare in una sezione critica oppure c’è un
ritardo di sistema inserito per la sua temporizzazione;
• suspended: il task viene sospeso volontariamente tramite una API, può
tornare nello stato ready solo tramite l’esecuzione di una particolare
funzione.
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Figura 3.6: Possibile diagramma di transizione degli stati nel FreeRTOS
Poiché il FreeRTOS è un sistema operativo real-time, è importante disporre
di strumenti per scandire la temporizzazione tra i vari task; in questo senso il
sistema operativo fornisce fondamentalmente due funzioni:
1. una standard che genera ritardi comuni: alla sua chiamata, lo scheduler
sposta il task dallo stato running a quello blocked, fin quando non sarà
trascorso il tempo specificato come parametro alla funzione. Una volta
trascorso questo tempo, il task va nello stato ready.
2. una che, dopo essere stata chiamata, blocca il task in esecuzione e, al ter-
mine del tempo specificato, lo rimanda in esecuzione forzando il blocco
di quello che, in quel momento, aveva la CPU.
La differenza è che con la prima il tempo di attesa del task che chiama la
funzione non è esattamente pari a quello indicato come parametro, in quanto,
quando passa dallo stato bloccato a pronto, non è detto che la CPU sia libera
e gli possa essere riallocata immediatamente. Questo, in un sistema real-time,
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per task con particolari criticità, può non essere accettabile; quindi l’utilizzo
della seconda funzione consente una temporizzazione precisa.
Per quanto riguarda l’interazione fra task i meccanismi sono due: il primo
è basato sull’interazione dello scheduling e va utilizzato solo in casi estremi,
il secondo sull’uso di semafori.
Le tipologie di semafori implementati dal FreeRTOS sono molteplici, tra i
più utili ci sono quelli di mutua esclusione (mutex): si tratta di semafori binari,
molto adatti a gestire problemi di accesso alle sezioni critiche. La funzione di
test di un mutex presenta anche il controllo del tempo massimo di attesa di
un task su quel semaforo, questo tempo si può configurare; inoltre gestisce la
coda dei task bloccati su un mutex con algoritmo a priorità.
Oltre alle API del kernel, il FreeRTOS possiede molte funzionalità aggiun-
tive per fornire un supporto di gestione del sistema e di debug al programma-
tore: ad esempio, l’analisi delle statistiche di utilizzo della CPU che, a seguito
di una particolare configurazione del sistema, è capace di ricavare il tempo di
occupazione della CPU da parte di ogni singolo task, restituendo una stringa
contenente le informazioni in formato assoluto e percentuale sull’occupazione
del processore da parte di tutti i task in esecuzione nel sistema.
Capitolo 4
Algoritmo realizzato: mixed
algorithm con identificazione
online dei parametri
Come descritto nel Capitolo 2, per sistemi dinamici come i veicoli elettrici, gli
algoritmi che risultano vincenti per la stima dello stato di carica delle batterie
sono i filtri di Kalman ed il mixed algorithm. In questo lavoro di tesi si è scelto
di implementare in firmware un mixed algorithm in cui l’errore commesso
dal Coulomb Counting viene corretto tramite un anello di retroazione in cui è
inserito il modello circuitale della cella (Figura 4.1).
iL
vT
controllore modello
∫ SoC
vM
Figura 4.1: Schema a blocchi del mixed algorithm utilizzato.
I parametri del modello, come visto in Figura 2.3, sono R0, R e C; occorre
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conoscere il loro valore in ogni istante per poter calcolare la tensione d’uscita
dal modello vM. Il problema è che tali parametri non sono costanti: infatti,
presentano una dipendenza dallo stato di carica; si potrebbe pensare di ef-
fettuare una caratterizzazione della cella ed estrarre i valori dei parametri in
dipendenza dal SoC ed utilizzare delle LUT nell’algoritmo. Questo metodo,
però, non tiene conto del fatto che i parametri del circuito presentano una di-
pendenza dalla temperatura: la resistenza serie R0, ad esempio, a 0°C può
valere dieci volte di più che ad una temperatura di 25°C (a parità di SoC).
Tali considerazioni conferiscono importanza all’implementazione di un me-
todo di stima online dei parametri del modello, in modo tale da evitare passi
di caratterizzazione offline della cella e poter ottenere dei valori correlati alla
temperatura d’esercizio della stessa; in questa tesi è stato implementato un
algoritmo di stima online dei parametri di tipo MWLS (Moving Window Least
Square) di cui si parlerà nei paragrafi seguenti.
4.1 Identificazione online dei parametri dei model-
li
Si è visto come per sistemi dinamici come i veicoli elettrici, gli algoritmi di
stima dello stato di carica più adatti siano l’Extended Kalman Filter ed il mi-
xed algorithm; con uno di questi due modelli il BMS simula il comportamento
della batteria e confronta i risultati con le misure reali. In applicazioni automo-
tive, però, l’accuratezza di stima richiesta rende insufficiente un modello ac-
curato della cella, perché, a causa dell’invecchiamento, di gradienti di tempe-
ratura e dello stesso valore di SoC, i parametri del modello cambiano in valore
e possono essere aggiornati solo con opportune tecniche d’identificazione.
4.1.1 Modelli per l’identificazione
Per risolvere problemi di identificazione bisogna partire da un set di dati; tali
dati saranno utilizzati per individuare le relazioni che intercorrono tra una de-
4.1 Identificazione online dei parametri dei modelli 40
terminata variabile d’interesse e gli altri dati. Tra le relazioni possibili, la più
semplice è quella lineare; modelli che usano relazioni lineari si dicono regres-
sivi. Se la variabile dipendente è y, essa viene espressa come la combinazione
lineare, secondo i coefficienti ϕi, delle N variabili indipendenti ϑi che sono
dette regressori:
y(k) = ϕ1ϑ1 + ϕ2ϑ2 + · · ·+ ϕNϑN (4.1.1)
Se i dati sono legati dalla (4.1.1), il problema da risolvere è l’individuazione
dei parametri incogniti ϑi; il problema è che, avendo a che fare con dati reali,
non è detto che sussista realmente la suddetta relazione lineare; la si può, però,
supporre verificata per ogni campione k:
y(k) = ϕ1(k)ϑ1 + ϕ2(k)ϑ2 + · · ·+ ϕN(k)ϑN + e(k) (4.1.2)
avendo indicato con e(k) l’errore di equazione che è l’errore che si commette
considerando lineare la relazione tra la variabile nota y e le incognite.
Perché il modello regressivo sia valido, abbiamo supposto che si disponga
di una serie di dati ordinati in qualche modo e che il k-esimo campione del-
la variabile dipendente sia legato ai k-esimi campioni delle incognite ϑi. Nei
problemi di identificazione, però, accade frequentemente che si abbiano a di-
sposizione serie di dati ordinati temporalmente, cioè che il campione y(k) sia
stato misurato o osservato dopo y(k− 1) e così via. In questo caso si parla di
serie storiche, sequenze ordinate di campioni separati nel tempo da intervalli
equidistanti. Anche in questo caso si può costruire un modello costituito da
relazioni lineari:
y(k) = a1y(k− 1) + a2y(k− 2) + · · ·+ aNy(k− N) =
N
∑
i=1
aiy(k− i) (4.1.3)
tale modello è detto autoregressivo o, dall’inglese, AR (Auto Regressive). È fre-
quente che nei modelli dinamici autoregressivi il valore della variabile y in un
certo istante dipenda anche da un’altra variabile indipendente detta ingresso
esogeno che sarà indicata con u. Tali modelli si possono così esprimere:
y(k) =
Na
∑
i=1
aiy(k− i) +
Nb
∑
i=0
biu(k− i− d) (4.1.4)
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in cui con d si indica il ritardo minimo tra ingresso ed uscita. L’equazio-
ne (4.1.4) descrive un modello autoregressivo esogeno (ARX, Auto Regressi-
ve eXogenous) e, in ambito sistemistico, è detta equazione alle differenze. Nel
caso in cui tutti i coefficienti ai siano nulli il modello prende il nome di FIR
(Finite Impulse Response) [27].
4.1.2 Metodo dei minimi quadrati
Quella dei minimi quadrati è una delle due tecniche principali per risolvere
problemi di identificazione dei parametri, l’altra si basa sul Kalman filtering
[12, 28]. Quest’ultimo metodo può fornire risultati accurati, ma soffre dell’in-
conveniente di essere poco preciso quando gli errori di misura e di processo
sono incorrelati, gaussiani bianchi a media nulla e la loro correlazione non
ha una definizione precisa; a rendere il KF poco adatto per sistemi embed-
ded real-time è anche la sua complessità implementativa (necessita di notevoli
risorse di calcolo).
Grazie al costo computazionale relativamente basso e ad una buona accu-
ratezza, i metodi dei minimi quadrati (LS, Least Squares) si sono affermati in
svariate applicazioni e, inoltre, si sono sviluppate diverse varianti dal meto-
do per adattarle alle varie necessità; tra di esse ricordiamo i minimi quadrati
ricorsivi (RLS, Recursive Least Squares), i minimi quadrati pesati ed i minimi
quadrati a finestra mobile (MWLS, Moving Window Least Squares). Le tecni-
che basate su LS permettono di ricavare soluzioni approssimate di sistemi
sovra-determinati; sistemi, cioè, in cui il numero di equazioni è maggiore del
numero delle incognite da determinare; ciò avviene minimizzando l’errore
quadratico medio di ogni equazione, da qui il nome di "minimi quadrati".
Questa tecnica permette di "aggiustare" i parametri del modello di un siste-
ma reale per approssimare al meglio una collezione di dati; quando le variabili
possono essere espresse come combinazione lineare di altri dati osservati, si
ottiene:
y(k) = ϕ1(k)ϑ1 + ϕ2(k)ϑ2 + · · ·+ ϕNp(k)ϑNp = ϕ(k)Tϑ (4.1.5)
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in cui ϕi(k) sono le variabili indipendenti ed y(k) le dipendenti, considerando
N campioni si può compattare la (4.1.5) in:
y(N) = Φ(N)ϑ (4.1.6)
con le tecniche di risoluzione dei minimi quadrati si ricava il vettore dei para-
metri ϑ a partire dagli N campioni di y e dal vettore dei regressori ϕ. La (4.1.5)
descrive un sistema di N equazioni lineari in Np incognite, se N > Np siamo
in presenza di un sistema sovra-determinato la cui soluzione ottima è quella
che minimizza la sommatoria dei residui al quadrato:
S =
n
∑
i=1
r2i
in cui il residuo è definito come la differenza tra il valore calcolato dal modello
ed il valore attuale della variabile dipendente.
ri = f (ϕi, ϑi)− yi
Non è detto che i dati utilizzati per il metodo abbiano tutti la stessa im-
portanza, in tal caso si introduce un coefficiente di peso, detto forgetting factor,
che moltiplica il campione; questo metodo è detto dei minimi quadrati pesa-
ti [28]. Questi metodi appena descritti non sono idonei ad un’identificazione
online in quanto, a partire da un set di dati, forniscono una sola stima; per ap-
plicazioni che richiedono l’aggiornamento dei parametri del modello si usano
algoritmi di minimi quadrati ricorsivi che in uscita producono una stima che
dipende dagli ultimi dati acquisiti e dalla stima al passo precedente.
Il metodo utilizzato in questa tesi, che permette di ottenere l’identificazio-
ne online dei parametri circuitali del modello di batteria, è quello MWLS che
sarà analizzato in dettaglio nei paragrafi seguenti.
4.2 Algoritmi di risoluzione di problemi di minimi
quadrati
Poiché i problemi di minimi quadrati sono utili per ricavare soluzioni appros-
simate di sistemi sovra-determinati, si può generalizzare il problema e dire
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che il sistema da risolvere è:
Ax = b (4.2.1)
dove x ∈ Rn, A ∈ Rm×n e b ∈ Rm, con m ≥ n. Poiché la matrice A è rettango-
lare e quindi non ammette inversa, il sistema (4.2.1) non ammette una soluzio-
ne esatta. Il metodo di risoluzione nel senso dei minimi quadrati minimizza
la quantità ||Ax− b||2; si possono utilizzare diverse tecniche per ottenere il ri-
sultato, in seguito ne verranno esaminate due valutandone il numero di flops
(floating-point operations): la fattorizzazione QR e la fattorizzazione Cholesky.
La stima delle flops è molto significativa per aver un’idea della complessità
computazionale al fine di un’implementazione in firmware.
4.2.1 Fattorizzazione QR
L’idea del metodo, in inglese detto QR-decomposition (QRD), è quella di scom-
porre la matrice A ∈ Rm×n nel prodotto tra una matrice ortonormale Q ∈
Rm×m ed una triangolare superiore R ∈ Rm×n [29]. Quello che si ottiene è:
A = QR = Q
R1
0
⇒ QT A = R =
R1
0
 n
m− n
(4.2.2)
Per risolvere il problema dei minimi quadrati occorre trovare il vettore x
che minimizzi ||Ax− b||2, quindi:
||Ax− b||2 = ||QRx− b||2 = ||Q(Rx−QTb)||2 = ||Rx−QTb||2 (4.2.3)
da cui, ponendo:
QTb =
d
c
 n
m− n
(4.2.4)
si ottiene:
||Rx−QTb||2 =
∥∥∥∥∥∥
R1
0
 x−
d
c
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
R1x− d
−c
∥∥∥∥∥∥
2
= ||c||2 + ||R1x− d||2
(4.2.5)
Dalla (4.2.5) si deduce che il minimo della quantità ||Ax − b||2 è ||c||2 e si
ottiene quando R1x − d = 0; quindi il vettore x, soluzione del problema di
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minimi quadrati, è quello tale che:
R1x = d (4.2.6)
Occorre, a questo punto, capire in che modo poter ottenere una fattorizza-
zione QR della matrice A; in letteratura vi sono diversi algoritmi adatti allo
scopo, ma i principali sono due: l’algoritmo di Gram-Schmidt e la rotazione
di Givens [30]. Il primo scandisce tutte le colonne della matrice da fattorizzare
A, trovando le basi ortogonali e, per ricavare la matrice triangolare superio-
re, sfrutta il principio di ortogonalità; la givens rotation (GR), invece, azzera
gli elementi al di sotto della diagonale principale della matrice A, ciò avvie-
ne tramite una rotazione bidimensionale e permette di ottenere la matrice R
triangolare superiore; la matrice ortonormale Q viene ottenuta dal prodotto di
tutte le matrici di rotazione.
Entrambi i metodi necessitano del calcolo di radici quadrate, operazione
onerosa in termini di istruzioni macchina; in un paragrafo successivo verrà
operato un confronto in termini di operazioni in virgola mobile e del numero
di radici quadrate da calcolare.
Qualsiasi algoritmo si utilizzi, dopo aver determinato la fattorizzazione
QR della matrice, si passa alla determinazione del vettore delle incognite x:
Ax = QRx = b⇒ Rx = QTb→
d = Q
Tb
Rx = d
(4.2.7)
da qui si ricava d tramite una sostituzione diretta e, successivamente, si trova
x da Rx = d tramite una sostituzione all’indietro (back-substitution).
4.2.2 Fattorizzazione Cholesky
L’algoritmo Cholesky fornisce una fattorizzazione di una matrice A ∈ Rn×n
semi-definita positiva ((Aν) · ν ≥ 0, ∀ν ∈ Rn) come prodotto tra due matrici
triangolari.
A = GGT
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Supponendo di avere un sistema Bx = y con B ∈ Rm×n, x ∈ Rn e y ∈ Rm esso
può essere trasformato in questo modo:
BTB︸︷︷︸
A
x = BTy︸︷︷︸
b
⇒ Ax = b
Supponendo che la matrice di fattorizzazione di A sia L triangolare inferiore
si avrà:
A = LLT ⇒ LLTx = b→
Ly = bLTx = y
da qui, come nel caso di (4.2.7), si procede ad una sostituzione diretta per
ricavare y da Ly = b e ad una sostituzione inversa per ottenere x da LTx = y.
Esiste un’alternativa di questo algoritmo che è detta fattorizzazione Cho-
lesky modficata; il suo scopo è quello di ridurre il numero di radici quadrate
da calcolare per ricavare la matrice di fattorizzazione L. Viene fattorizzata la
matrice di partenza in questo modo:
A = LDLT
dove D è una matrice diagonale ed L una matrice triangolare inferiore in cui
gli elementi della diagonale valgono 1. Ne deriva:
Ax = b⇒ LDLTx = b→

Lz = b
Dh = z
LTx = h
Per trovare x bisogna risolvere la prima equazione in z e la seconda in h.
4.2.3 Confronto fra i metodi di risoluzione di problemi dei
minimi quadrati
Essendo l’oggetto di questa tesi l’implementazione in firmware, su un BMS
completo, di un algoritmo sofisticato di stima del SoC con identificazione on-
line, è utile valutare la complessità in termini implementativi e di operazioni
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in virgola mobile degli algoritmi proposti nei paragrafi precedenti; studio ef-
fettuato in [29, 31]. Poiché tali metodi prevedono calcoli matriciali, il tempo di
CPU richiesto per eseguirli potrebbe essere un fattore limitante per il corretto
funzionamento di tutto il BMS.
flops radici quadrate
QRD con Gram-Schmidt ≈ 2mn2 n
QRD con Givens rotation ≈ 2n2m− n3/3 mn− n2/2
Cholesky (LLT) ≈ n3/3 n
Cholesky modificata (LDLT) ≈ n3/3 0
Tabella 4.1: Confronto tra algoritmi di risoluzione di sistemi sovra-determinati Ax =
b nel senso dei minimi quadrati. A è una matrice m× n con m ≥ n.
Si nota che, per quanto riguarda la QR decomposition, l’algoritmo meno one-
roso in termini di flops è la rotazione di Givens; per determinati valori di m ed
n, però, (soprattutto se m  n) il numero di radici quadrate da calcolare può
diventare significativamente grande. Un vantaggio della GR è che è possibi-
le implementare la rotazione dei vettori utilizzando solo operazioni elemen-
tari (somme algebriche e shift); ciò si ottiene grazie all’algoritmo CORDIC
(COordinate Rotation DIgital Computer) [32].
Il CORDIC è un algoritmo iterativo che può essere utilizzato in modalità
vettoriale oppure in modalità rotazionale:
1. in modalità vettoriale l’algoritmo ruota il vettore d’ingresso allineandolo
all’asse delle ascisse; ad ogni iterazione si tende a minimizzare la com-
ponente verticale. In un numero finito di iterazioni l’algoritmo converge
e fornisce in uscita il valore dell’angolo di rotazione ed il modulo del
vettore;
2. in modalità rotazionale il CORDIC riceve in ingresso il vettore e l’angolo
di rotazione θ; anche in questo caso l’algoritmo converge in un numero
finito di iterazioni fornendo il vettore ruotato.
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L’algoritmo si presta bene ad essere applicato alla rotazione di Givens, in
quanto, ad ogni iterazione, viene calcolato l’angolo θ necessario ad azzerare
l’elemento di A desiderato e, successivamente, si effettua la rotazione; dun-
que si applica prima il CORDIC in modalità vettoriale e dopo in modalità
rotazionale.
4.3 Stato dell’arte delle implementazioni di algorit-
mi di stima del SoC
La tendenza attuale del mercato è quella di implementare tutte le funzionalità
del BMS in firmware su un microcontrollore al fine di ridurre i costi ed i tempi
di sviluppo; tra le operazioni fondamentali da svolgere c’è quella della stima
dello stato di carica. In sistemi in cui non è richiesta un’elevata precisione
del calcolo vengono implementati algoritmi di stima molto semplici basati, ad
esempio, su LUT per la curva OCV(SoC) o su modelli di cella con parametri
costanti; ciò permette di ridurre fortemente le risorse di calcolo e, quindi, di
poter utilizzare una sola MCU.
In sistemi più complessi che richiedono maggiori accuratezze e che gesti-
scono un gran numero di celle (applicazioni automotive), occorre implemen-
tare algoritmi più sofisticati che richiedono un gran numero di flops (floating-
point operations); dunque è necessario utilizzare microcontrollori più comples-
si e costosi o ricorrere ad acceleratori hardware implementati, ad esempio, su
FPGA. Quest’ultima soluzione, però, è notevolmente più costosa e risulta ne-
cessaria solo quando il grado di parallelizzazione è molto alto e si richiedono
alte prestazioni in temporali.
In questo lavoro di tesi si è riusciti ad integrare in un BMS completo i task
necessari ad implementare un algoritmo avanzato di stima del SoC con stima
online dei parametri del modello; ciò è avvenuto senza inficiare le funzionalità
generali del sistema completo.
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4.4 Organizzazione generale del sistema
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Figura 4.2: Struttura del sistema.
In Figura 4.2 è riportata la struttura generale del sistema implementato.
Si nota che sono due le componenti principali di tale sistema: la stima del
SoC e l’identificazione online dei parametri. La stima dei parametri viene ef-
fettuata a partire dalle misure della tensione di cella e della corrente di carico;
si utilizza il metodo MWLS (Moving Window Least Square): si seleziona una fi-
nestra temporale all’interno della quale si acquisiscono i campioni; attraverso
questi dati, tramite un algoritmo di risoluzione nel senso dei minimi quadrati
(LS), si calcolano i valori dei nuovi parametri circuitali, in modo tale da avere
un modello costantemente aggiornato.
4.5 Stima del SoC 49
4.5 Stima del SoC
L’algoritmo utilizzato in questo lavoro di tesi per stimare lo stato di carica è
il Mixed Algorithm, già introdotto nel paragrafo 2.2.7. Il SoC viene calcolato
tramite Coulomb Counting che, però, è una tecnica affetta da problemi quali
la conoscenza del SoC iniziale e la deriva di un offset sulla corrente (par. 2.2.1);
questi inconvenienti vengono risolti tramite un anello di retroazione che som-
ma un termine di correzione alla corrente di carico misurata iL (Figura 4.1).
La correzione viene calcolata utilizzando un modello di cella al quale viene
data in ingresso iL, si ricava così la tensione d’uscita dal modello vM che viene
sottratta alla tensione di cella misurata vT; tale differenza viene divisa per una
costante dimensionale KP (una resistenza). Il termine di retroazione viene, a
questo punto, sottratto a iL e la corrente ottenuta viene integrata per ottenere
il SoC tramite la relazione:
SoC(t) = SoCinit − 1Qmax
∫ t
t0
i(τ) dτ (4.5.1)
Il valore di SoC calcolato dal Coulomb Counting viene utilizzato per in-
dicizzare una Look-Up Table (LUT) nella quale sono memorizzati i campioni
della caratteristica OCV(SoC) della cella, caratteristica discretizzata in cento
punti. Ottenuto il valore di tensione di circuito aperto corrispondente al SoC
calcolato, esso viene utilizzato all’interno del modello di cella per calcolarne
la tensione stimata.
4.5.1 Modello di cella
Nel Capitolo 2 si era già discussa la necessità di scegliere un modello di bat-
teria tra i tanti proposti in letteratura e caratterizzati da diverse accuratezze
e complessità. I modelli circuitali, oltre ad essere più semplici e maneggevoli
per il progettista elettronico, possono essere simulati con programmi appositi
senza dover realizzare la sintesi matematica del modello. In Figura 4.3 si vede
il modello di batteria utilizzato in questa tesi.
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Figura 4.3: Modello di cella utilizzato
Il circuito è ispirato al modello generale visto in Figura 2.3 presentato in
[15] ed utilizza un solo gruppo RC per la schematizzazione dei transitori, per
questo motivo si parla di modello ridotto. Il modello completo utilizza due squa-
dre RC in serie che simulano accuratamente gli effetti transitori della cella
[15]; nonostante la maggiore accuratezza del modello completo, l’utilizzo del
ridotto fornisce comunque buoni risultati, soprattutto in presenza di fenomeni
veloci [8, 11].
Il generatore controllato di tensione VOC serve a modellare la relazione non
lineare OCV = f (SoC); tale relazione potrebbe essere espressa per mezzo di
equazioni non lineari [17] che possono anche tener conto di effetti di isteresi
e di dipendenza dalla temperatura, ma la complessità diventerebbe elevata e,
inoltre, la trasformazione di una curva sperimentale in un sistema di equazio-
ni comporta degli errori. Per questi motivi la relazione è stata discretizzata
in cento punti memorizzati in una LUT; la caratteristica è stata rilevata me-
diante dei test offline sulla cella, ciò presuppone che la curva OCV(SoC) si
mantenga pressoché costante durante la vita della batteria e che non dipenda
(o che abbia una dipendenza trascurabile) dalle condizioni operative (come,
ad esempio, la temperatura); uno studio in tal senso è stato effettuato in [33] e
conferma la stabilità della caratteristica.
Come detto, la curva OCV(SoC) è non lineare; nonostante ciò, poiché per
valori tipici di correnti di carica e scarica il SoC va incontro a piccole variazioni,
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la si può linearizzare attorno al punto di lavoro [34] tramite la relazione:
VOC = f (SoC) = b0 + b1SoC (4.5.2)
dove b1 è la pendenza variabile della curva e b0 il punto d’intersezione con
l’asse delle ordinate.
Le equazioni di stato nel dominio del tempo che caratterizzano il modello
sono riportate nel sistema (4.5.3).
d
dt
SoC(t) = − iL(t)
Qmax
d
dt
vRC(t) = −vRC(t)RC +
iL(t)
C
vM(t) = VOC − R0iL(t)− vRC(t)
(4.5.3)
Le variabili di stato del sistema sono il SoC e la tensione ai capi della squadra
RC vRC; mentre vM è la tensione d’uscita dal modello che verrà confrontata
con la tensione di cella misurata vT; vT ed iL costituiscono le sole grandezze
misurabili del sistema. Infine, Qmax è la carica massima estraibile dalla cella
che, in questo progetto, è stata ottenuta offline mediante un test di carica e
scarica complete della cella.
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Il mixed algorithm combina il Coulomb Counting ed il Model-based al fine di
sfruttarne i vantaggi e, per quanto possibile, correggerne gli errori; il sistema
che ne risulta presenta una retroazione realizzata tramite un controllore pro-
porzionale. La costante di proporzionalità KP dovrà essere scelta in maniera
tale da preservare la stabilità del sistema e, se possibile, in modo da ridurre o
eliminare gli errori dovuti alla misura delle grandezze di cella vT e iL.
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IL(s)
VT (s)
VM = b0 + b1SoC − Z(s)IL
KP
− 1Qmaxs SoC
R0, R, C stimati
Figura 4.4: Algoritmo nel dominio di Laplace.
4.6.1 Analisi di stabilità
L’analisi di stabilità dell’algoritmo sarà effettuata nel dominio di Laplace pre-
via linearizzazione della curva OCV(SoC). Verrà valutata la risposta del siste-
ma stimolato separatamente dagli ingressi VT(s) e IL(s) secondo il principio di
sovrapposizione degli effetti; se le funzioni di trasferimento
SoC(s)
VT(s)
e
SoC(s)
IL(s)
risulteranno entrambe asintoticamente stabili, allora, complessivamente, l’al-
goritmo sarà asintoticamente stabile. In Figura 4.4 è possibile osservare lo
schema a blocchi dell’algoritmo nel dominio s, dove Z(s) = R0 +
R
1+ RCs
.
Alle variazioni non viene considerato il contributo di b0; calcoliamo la
funzione di trasferimento quando l’ingresso al sistema è la tensione di cella
VT(s):
SoC(s)|IL=0 = −
1
Qmaxs
[−KPVT(s) + KPb1SoC(s)] =
=
KP
Qmaxs
[VT(s)− b1SoC(s)]
da cui:
WV(s) ≡ SoC(s)VT(s) =
KP
Qmax
1
s +
KPb1
Qmax
(4.6.1)
Azzerando l’ingresso VT(s) si ottiene la funzione di trasferimento tra SoC(s)
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e IL(s):
SoC(s)|VT=0 = −
1
Qmaxs
[IL(s) + KPb1SoC(s)− KPZ(s)IL(s)] =
= − IL(s)
Qmaxs
[1− KPZ(s)]− KPb1Qmaxs SoC(s)
da cui:
WI(s) ≡ SoC(s)IL(s) =
KPZ(s)− 1
Qmax
1
s +
KPb1
Qmax
(4.6.2)
Si nota che entrambe le funzioni di trasferimento hanno lo stesso denomina-
tore, ovvero s+
KPb1
Qmax
; ai fini della stabilità occorre che il polo sia a parte reale
negativa, nel nostro caso:
1. b1 è la derivata della curva OCV(SoC) nel punto di lavoro; essendo la
caratteristica monotona crescente b1 > 0 sempre;
2. essendo Qmax la massima carica estraibile dalla cella, Qmax > 0;
3. KP è la costante di proporzionalità del controllore che deve essere im-
postata, poiché i termini precedenti sono sempre positivi, la stabilità del
sistema dipende dal segno di KP:
• KP < 0⇒ il sistema è instabile;
• KP = 0⇒ il sistema è ad anello aperto;
• KP > 0⇒ il sistema è asintoticamente stabile.
4.6.2 Analisi della risposta agli errori di misura
Le misure di tensione di cella e corrente di carico saranno affette da errori
distinguibili in una componente costante, l’offset, ed una variabile, il rumore.
Nella trattazione seguente verrà valutata la risposta del sistema quando gli
ingressi sono affetti da solo offset. Occorre valutare l’errore di stima SoCerr
definito come:
SoCerr , SoCtrue − SoC
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dove SoC è il valore dello stato di carica stimato dall’algoritmo e SoCtrue è
quello reale, ottenuto tramite Coulomb Counting su una corrente misurata
con un sensore ideale a partire da una condizione iniziale di SoC nota.
Utilizzando ancora il principio di sovrapposizione degli effetti, conside-
riamo il sistema in presenza dell’ingresso vT affetto da un errore di misura
costante Verr; andiamo a valutare la risposta del sistema in presenza di un
ingresso a gradino di ampiezza Verr:
SoCerr(s) =
Verr
s
WV(s) =
Verr
s
KP
Qmax
1
s +
KPb1
Qmax
Occorre considerare il comportamento a regime di tale errore, quindi, utiliz-
zando il teorema del valore finale:
lim
t→∞ SoCerr(t) = lims→0
sSoCerr(s) = lim
s→0
s
Verr
s
KP
Qmax
1
s +
KPb1
Qmax
=
Verr
b1
Si può notare che l’algoritmo non è in grado di correggere un errore sulla mi-
sura della tensione, questo perché l’errore non dipende da KP, ma soltanto
da b1 che è una caratteristica della cella. Come detto, b1 è la derivata del-
la funzione OCV = f (SoC); ciò implica che, nella zona in cui la curva risul-
ta essere più "piatta", l’errore sul SoC dovuto all’errore sulla tensione cresce
significativamente.
Applicando la stessa procedura matematica in presenza di un errore di
corrente Ierr si ha:
SoCerr(s) =
Ierr
s
WI(s) =
Ierr
s
KPZ(s)− 1
Qmax
1
s +
KPb1
Qmax
da cui, applicando il teorema del valore finale, si ottiene:
lim
t→∞ SoCerr(t) = lims→0
sSoCerr(s) = lim
s→0
s
Ierr
s
KPZ(s)− 1
Qmax
1
s +
KPb1
Qmax
=
= Ierr
KPZ(0)− 1
b1KP
dove Z(0) = R0 + R. Si vede bene che l’errore sul SoC in presenza di un errore
sulla corrente dipende dal controllore KP; in particolare, se KP = 0, ovvero in
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presenza di puro Coulomb Counting, l’errore tende a −∞ se Ierr è positivo e a
+∞ viceversa. Ciò accade perché vi è una componente continua all’ingresso
dell’integratore che fa divergere l’uscita. Se, invece, KP → +∞, ovvero in pre-
senza di puro algoritmo model-based, l’errore tende ad una quantità costante
pari a
IerrZ(0)
b1
. Esiste dunque un valore di KP per cui l’errore di stima dello
stato di carica in presenza di errore sulla misura di corrente si annulla:
KPZ(0)− 1 = 0 =⇒ KPopt =
1
Z(0)
=
1
R0 + R
Risulta chiaro che, essendo i parametri R0 e R identificati online in questo
algoritmo, il valore di KP varierà durante la vita operativa della batteria.
4.6.3 Analisi della risposta ad un errore sull’inizializzazione
del SoC
Oltre alla deriva dell’offset sulla corrente, un altro grosso problema del Cou-
lomb Counting è la necessità di conoscere il valore dello stato di carica iniziale
(SoCinit) che non è possibile calcolare con precisione a meno di non trovarsi in
uno stato noto come, ad esempio, carica o scarica completa.
Considerando lo schema in Figura 4.4 valutiamo la risposta applicando al
blocco d’integrazione un errore d’inizializzazione SoCiniterr :
SoC(s) = SoCiniterr −
b1KPSoC(s)
sQmax
=⇒ SoC(s)
SoCiniterr
=
s
s +
b1KP
Qmax
da cui, per avere l’errore di stima a regime, applichiamo il teorema del valore
finale:
lim
t→∞ SoCerr(t) = lims→0
sSoCerr(s) = lim
s→0
s
s
s +
b1KP
Qmax
= 0
Quindi l’algoritmo è in grado di annullare completamente l’errore dovuto
ad un’errata inizializzazione dello stato di carica; la correzione avviene con
andamento esponenziale con costante di tempo pari a
b1KP
Qmax
.
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4.7 Identificazione online dei parametri
La funzionalità di identificazione online dei parametri, che, come vedremo, è
stata implementata tramite un apposito task, è schematizzata nella Figura 4.5.
IL
VT
Decimazione
dei
campioni
Identificazione
parametri
ARX model
window
checking
R0, R, C
stimati
Figura 4.5: Algoritmo di stima dei parametri.
I campioni di tensione e di corrente misurate vengono opportunamente
decimati in maniera tale che l’osservatore del modello ARX sia opportuna-
mente stimolato e, di conseguenza, lo stimatore possa fornire un’identifica-
zione corretta. Il blocco di window checking, come vedremo meglio, si occupa
di controllare le condizioni di corretta stimolazione del modello e, nel caso po-
sitivo, abilita la funzionalità di stima tramite metodo MWLS (Moving Window
Least Square). Tale metodo prevede che in una finestra temporale di lunghezza
fissata vengano presi in considerazione un certo numero di campioni di iL e
vT; il sistema con cui si ha a che fare è LTI (lineare tempo-invariante) che ha
come ingressi delle misure ordinate nel tempo, dunque è possibile descrivere
la relazione di ingresso-uscita del sistema con un modello ARX [11, 34–36]:
A(q)y(q) = C(q)u(q) + e(q) (4.7.1)
con
A(q) = 1+ a1q−1 + · · ·+ anq−n
C(q) = c0 + c1q−1 + · · ·+ cmq−m
(4.7.2)
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dove e(q) è un rumore gaussiano bianco.
Il modello permette di stimare le uscite ad un certo istante a partire dal va-
lore dei campioni degli ingressi negli istanti precedenti; il metodo dei minimi
quadrati consente di minimizzare l’errore quadratico medio tra l’uscita sti-
mata e l’uscita attuale. L’algoritmo MWLS viene utilizzato perché i campioni
dei segnali vengono aggiornati durante la fase operativa; il metodo considera
uno storico di L dati acquisiti nell’intervallo di tempo [t − L, t]. Il parame-
tro L è la lunghezza della finestra e va scelto in modo che lo stimatore possa
correttamente rivelare la dinamica del sistema.
I parametri di cella da identificare sono {b0, b1, R0, R, C}, per ricavarli oc-
corre trovare la funzione di trasferimento tra la tensione del modello vM e la
corrente di batteria iL nel dominio tempo discreto.
Riportando per comodità visiva il sistema (4.5.3):
d
dt
SoC(t) = − iL(t)
Qmax
d
dt
vRC(t) = −vRC(t)RC +
iL(t)
C
vM(t) = b0 + b1SoC(t)− R0iL(t)− vRC(t)
passando nel dominio di Laplace:
sSoC(s) = − IL(s)
Qmax
sVRC(s) = −VRC(s)RC +
IL(s)
C
VM(s) = b0 + b1SoC(s)− R0 IL(s)−VRC(s)
Dalle prime due equazioni del sistema si ottiene:
SoC(s) = − IL(s)
sQmax
VRC(s) =
RIL(s)
1+ RCs
(4.7.3)
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Sostituendo la (4.7.3) nella terza del sistema si ottiene:
VM(s) = b0 − b1 IL(s)sQmax − R0 IL(s)−
RIL(s)
1+ RCs
(4.7.4)
Indichiamo con Y(s) l’uscita del sistema e con U(s) l’ingresso e ricaviamo la
funzione di trasferimento:
Y(s)− b0
U(s)
=
R0s2 +
(
b1
Qmax
+
R0
RC
+
1
C
)
s +
b1
RCQmax
s
(
s +
1
RC
) (4.7.5)
Occorre passare nel dominio tempo discreto; per fare ciò si applica alla (4.7.5)
la trasformazione di Tustin che consiste in un’integrazione trapezoidale:
s −→ 2
T
1− z−1
1+ z−1
Effettuati i dovuti passaggi matematici [27], si ottiene:
Y(z−1)− b0
U(z−1)
=
c0 + c1z−1 + c2z−2
1+ a1z−1 + a2z−2
(4.7.6)
dove si è posto:
c0 =
2b0TRC− b1T2 + 2QmaxRT − 4QmaxR0RC
2QmaxT + 4QmaxRC
c1 =
−b1T2 + 4QmaxR0RC
QmaxT + 2QmaxRC
c2 =
−2b1TRC− b1T2 − 2QmaxRT − 2QmaxR0T − 4QmaxR0RC
2QmaxT + 4QmaxRC
a1 =
−4RC
2RC + T
a2 =
2RC− T
2RC + T
(4.7.7)
In accordo con la (4.7.2) la relazione nel dominio del tempo tra i campioni
d’ingresso e quelli di uscita si può esprimere nella forma:
y(k) =− a1y(k− 1)− a2y(k− 2) + b0(1+ a1 + a2)+
+ c0u(k) + c1u(k− 1) + c2u(k− 2)
(4.7.8)
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dove 1 + a1 + a2 = 0 come imposto dalle relazioni per a1 e a2 di (4.7.7); ciò
vuol dire che b0 non influenza la stima di y(k) e degli altri parametri ed ha,
quindi, la funzione di un offset sull’uscita che non influenza il comportamento
dinamico del sistema.
La (4.7.8) viene impiegata per ricavare i valori dei parametri tramite il me-
todo MWLS; supponendo di aver già determinato i parametri ricavando {c0,
c1, c2, a1, a2} occorre risalire ai parametri di batteria {b0, b1, R0, R, C}. Risolven-
do le equazioni (4.7.7) si ottiene un’espressione univoca dei parametri di cella
in funzione di {c0, c1, c2, a1, a2}; in particolare dalla quarta di (4.7.7) si ottiene:
R = − T
2C
a1
2+ a1
(4.7.9)
sostituendo questo valore di R nelle prime tre equazioni di (4.7.7) si arriva al
seguente sistema:
X1 = T2
(
−1+ a1
2+ a1
)
b1 + 2QmaxT
(
−1+ a1
2+ a1
)
R0 + QmaxT2
(
a1
2+ a1
)
1
C
X2 = −2T2b1 − 4QmaxT
(
a1
2+ a1
)
R0
X3 = −T2
(
1+
a1
2+ a1
)
b1 + 2QmaxT
(
1+
a1
2+ a1
)
R0 −QmaxT2
(
a1
2+ a1
)
1
C
dove
X1 = 2QmaxT
(
1− a1
2+ a1
)
c0
X2 = 2QmaxT
(
1− a1
2+ a1
)
c1
X3 = 2QmaxT
(
1− a1
2+ a1
)
c2
4.7.1 Funzionamento dell’algoritmo di identificazione
Prima di calcolare i valori stimati dei parametri di cella, occorre individuare
{c0, c1, c2, a1, a2} tramite il metodo MWLS; la stima avviene su un set di cam-
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pioni delle grandezze di ingresso e di uscita precedentemente memorizzati
all’interno della finestra temporale. L’algoritmo effettua i passi seguenti:
1. all’istante k, quando bisogna fare la stima, occorre inviare allo stimato-
re gli L campioni di tensione e corrente prelevati agli istanti [(k − L +
1), (k− L + 2), . . . , k] avendo scelto la lunghezza della finestra L in ma-
niera tale che l’osservatore del modello sia in grado di "catturare" le
dinamiche della cella;
2. si stimano i parametri con il metodo dei minimi quadrati applicato ai
campioni acquisiti;
3. si aspetta che vi sia una nuova finestra valida per effettuare una nuova
stima.
La corrente, che è l’ingresso al modello ARX, è detta segnale di stimolo; è
necessario, perché sia garantita una stima corretta, che lo stimolo soddisfi la
condizione di eccitazione persistente, ovvero non dev’essere costante all’interno
della finestra temporale, anzi deve avere una variabilità in grado di eccitare
le dinamiche del sistema. Per questi motivi l’algoritmo prevede un mecca-
nismo di controllo che si occupa di verificare la validità della finestra tem-
porale: ciò avviene calcolando la deviazione standard del vettore contenente
gli L campioni di corrente acquisiti; se essa è inferiore ad un valore di soglia
impostato dall’utente, la finestra viene scartata, ovvero non viene effettuata
l’identificazione dei parametri.
La decimazione dei campioni ha una duplice funzione:
• serve ad eliminare componenti rumorose ad alta frequenza;
• fissata la lunghezza della finestra, acquisendo le grandezze alla frequen-
za di campionamento del sistema è molto probabile che gli L campioni
abbiano valori molto simili; questo perché i tempi della batteria posso-
no essere significativamente più lunghi rispetto all’intervallo di misura.
Detto N il fattore di decimazione e Ts il tempo di campionamento si
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ottiene un periodo di decimazione pari a Tdec = NTs; scegliendo oppor-
tunamente il valore di N è più probabile che si ottengano molte finestre
valide, ovvero vettori di corrente ∈ RL×1 la cui deviazione standard sia
maggiore della soglia impostata.
Ad un determinato istante t lo stimatore riceve in ingresso due vettori di
lunghezza L che contengono i campioni prelevati nella finestra temporale: il
vettore di corrente in ingresso u e quello di tensione in uscita y:
y = [y(t− L + 1), . . . , y(t)]T
u = [u(t− L + 1), . . . , u(t)]T
L’equazione (4.7.8) può essere espressa in forma compatta:
y(t) = ϕ(t)θ
dove:
ϕ(t) = [−y(t− 1) − y(t− 2) u(t) u(t− 1) u(t− 2)]
θ = [a1 a2 c0 c1 c2]T
Con gli L campioni memorizzati nella finestra costruiamo una matrice Φ ∈
RL×5 le cui righe sono costituite da ϕ(t):
ϕ(t− L + 1) = [0 0 u(t− L + 1) 0 0]
ϕ(t− L + 2) = [−y(t− L + 1) 0 u(t− L + 2) u(t− L + 1) 0]
...
ϕ(t) = [−y(t− 1) − y(t− 2) u(t) u(t− 1) u(t− 2)]
quindi, utilizzando la matrice Φ, il sistema può essere descritto in questo
modo:
y = Φθ (4.7.10)
in cui:
Φ =

ϕ(t− L + 1)
ϕ(t− L + 2)
...
ϕ(t)

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Dato il sistema (4.7.10), occorre adesso un’approssimazione del vettore dei
parametri θ nel senso dei minimi quadrati, applicando uno dei metodi LS il-
lustrati in precedenza; in questo progetto di tesi è stata utilizzata la tecnica
della fattorizzazione QR con Givens Rotation preferita all’algoritmo CORDIC
perché si lavora in virgola mobile (il CORDIC presenta vantaggi significativi
in virgola fissa).
4.7.2 QR-Decomposition con Givens rotation
La fattorizzazione QR con rotazione di Givens consente di effettuare una de-
composizione QR di una matrice A utilizzando una matrice di rotazione di
questo tipo:
G(i, j, α) =

1 · · · 0 · · · 0 · · · 0
... . . .
...
...
...
0 · · · c · · · s · · · 0
...
... . . .
...
...
0 · · · −s · · · c · · · 0
...
...
... . . .
...
0 · · · 0 · · · 0 · · · 1

costruita in questo modo (i > j):
• gii = gjj = c = cos(α);
• gkk = 1 per k 6= i, j;
• gij = −gji = s = sin(α);
• 0 altrove.
La matrice di Givens è ortonormale; moltiplicando GT(i, j, α) per un vettore
x ∈ Rm, ovvero y = GT(i, j, α)x si ottiene che solo i termini in posizione i e j
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sono interessati dal prodotto:
yk =

cxi − sxj k = i
sxi + cxj k = j
xk k 6= i, j
L’effetto ottenuto è quello di ruotare il vettore x sul piano individuato dai
versori ei ed ej; in particolare se si vuole ottenere yj = 0 occorre imporre:
c = cos(α) =
xi√
x2i + x
2
j
, s = sin(α) = − xj√
x2i + x
2
j
(4.7.11)
Quindi, rispettando le condizioni (4.7.11), moltiplicando GT(i, j, α) per una
matrice A si ottiene l’azzeramento dell’elemento (j, i)-esimo di A. Quindi ese-
guendo ricorsivamente il prodotto di GT per A in modo da annullare gli ele-
menti al di sotto della diagonale principale di A si ottiene una matrice triango-
lare; per ottenere ciò si sceglie come xi un elemento della diagonale principale
e come xj un elemento della stessa colonna al di sotto della diagonale. Com-
piute tutte le iterazioni dell’algoritmo si ottengono le matrici di fattorizzazione
Q ∈ Rm×m e R ∈ Rm×n:
R = GT(m, 1)GT(m− 1, 1) · · ·GT(m, n)A =
n
∏
j=1
m−j
∏
i=1
GT(m− i + 1, j)A
Q = G(m, 1)G(m− 1, 1) · · ·G(m, n) =
n
∏
j=1
m−j
∏
i=1
G(m− i + 1, j)
Riassumendo, l’algoritmo complessivo di fattorizzazione si può sintetizza-
re in un linguaggio MATLAB-like:
Q = Im
for j = 1 : n
for i = m : -1 : (j+1)
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[c, s] = givens(A(i− 1, j), A(i, j))
A(i− 1 : i, j : n) =
 c s
−s c
T A(i− 1 : i, j : n)
Q(i− 1 : i, j : n) =
 c s
−s c
Q(i− 1 : i, j : n)
end
end
dove la funzione givens(a, b) serve a calcolare i coefficienti di rotazione:
function [c, s] = givens(a, b)
if b = 0
c = 1; s = 0
else
if |b| > |a|
τ = −a/b; s = 1/√1+ τ2; c = sτ
else
τ = −b/a; c = 1/√1+ τ2; s = cτ
end
end
Una volta trovata la fattorizzazione QR della matrice di partenza occor-
re effettuare delle sostituzioni al fine di ottenere {c0, c1, c2, a1, a2}; successiva-
4.7 Identificazione online dei parametri 65
mente, risolvendo il sistema visto nel paragrafo 4.7 si ottengono i parametri
circuitali della cella utilizzati nella stima dello stato di carica.
Capitolo 5
Implementazione in firmware
dell’algoritmo
Dopo aver esaminato le principali caratteristiche e le potenzialità del sistema
operativo FreeRTOS ed aver analizzato dal punto di vista teorico l’algoritmo
utilizzato in questa tesi, in questo capitolo si passerà all’analisi dell’implemen-
tazione firmware dello stesso.
Dopo aver indagato le caratteristiche principali del PCB del BMS comples-
sivo, valutando con più attenzione funzionalità e prestazioni del microcon-
trollore che costituisce l’intelligenza di scheda, si passerà all’implementazione
vera e propria e, dunque, alla struttura e all’interazione dei task che realizza-
no il mixed algorithm con identificazione online dei parametri per la stima del
SoC.
5.1 Hardware del BMS
La scheda elettronica del BMS, utilizzata in questo lavoro di tesi, è stata pro-
gettata nell’ambito dell’accordo tra il Dipartimento d’Ingegneria dell’Infor-
mazione dell’Università di Pisa ed ENEA (Agenzia nazionale per le nuove
tecnologie, l’energia e lo sviluppo economico sostenibile - Ministero dello Svi-
luppo Economico) all’interno di un progetto riguardante il perfezionamento
del prototipo di un sistema elettronico di monitoraggio e gestione di un mo-
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dulo composto da quattro celle al litio [37]. In Figura 5.1 è possibile osservare
il PCB.
Microcontrollore LPC1754 Battery monitor LTC6803-3 DCDC di bilanciamento 
Matrice di interruttori 
CAN-bus 
Figura 5.1: Scheda elettronica del BMS.
5.1.1 Descrizione del modulo base
Dallo schema a blocchi di Figura 5.2 si possono individuare i componenti
fondamentali del modulo base del BMS che è in grado di gestire quattro celle:
• microcontrollore (MCU): costituisce l’intelligenza di scheda ed è un LPC
1754 di NXP basato su ARM Cortex M3; le sue caratteristiche principali
saranno trattate con maggiore dettaglio nel paragrafo successivo;
• monitor LTC6803-3: è un chip della Linear Technology in grado di misu-
rare la tensione di cella (fino a un massimo di 12 celle), due temperature
esterne tramite NTC e la temperatura interna al chip;
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di corrente
MCU
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Figura 5.2: Schema a blocchi del BMS
• sistema di bilanciamento: effettua la funzione di equalizzazione del-
la carica nelle celle descritta nel Capitolo 1; realizza un bilanciamento
di tipo attivo tramite l’uso di un DC/DC isolato e di una matrice di
switch che possono connetterlo ad una qualsiasi cella oppure ad un bus
esterno. L’ingresso del convertitore DC/DC è costituito dalla tensione ai
terminali del modulo (quattro celle in serie)
In Figura 5.3 è possibile osservare lo schema a blocchi del chip LTC6803-3
[38]. Le misure vengono effettuate tramite l’uso di un ADC (Analog Digital
Converter) con architettura sigma-delta a 12 bit, in grado di acquisire tutte
le tensioni di cella in meno di 13 ms, in qualsiasi condizione operativa, e le
temperature in ulteriori 4 ms.
La comunicazione con l’intelligenza della scheda avviene tramite interfac-
cia SPI, ottimizzata con la costruzione di appositi pacchetti dati e protetta da
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Figura 5.3: Schema a blocchi del chip LTC6803-3
bit di ridondanza.
5.1.2 Microcontrollore LPC1754
Come anticipato, il microcontrollore LPC1754 è basato sul processore ARM
Cortex M3 che ha bus dati a 32 bit. Dallo schema a blocchi di Figura 5.4 [39]
si può notare l’ampia gamma di periferiche di cui è dotato; ciò facilita l’inter-
facciamento con tutti i sottosistemi presenti sul PCB. I microcontrollori dalla
famiglia LPC presentano il vantaggio di avere bassi assorbimenti di corrente
e molte opzioni di risparmio energetico; tale caratteristica è molto importante,
poiché ci si aspetta che l’intero sistema elettronico abbia assorbimenti parago-
nabili all’autoscarica del modulo al fine di evitare che il consumo del BMS
determini la scarica della batteria quando non viene utilizzata per periodi
medio-lunghi.
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Fig 2. LPC1768 block diagram, CPU and buses
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Figura 5.4: Schema a blocchi del microcontrollore LPC1754
Il chip è dotato di due banchi di memoria SRAM da 16 KB ciascuno; uno
di essi, chiamato AHB SRAM0, viene solitamente utilizzato per lo scambio di
dati con le periferiche. Vedremo che, in questo progetto di tesi, una parte di
questo banco di memoria è stata utilizzata per memorizzare i campioni nella
matrice A.
5.2 Firmware generale del BMS
Il firmware generale di gestione del modulo è stato sviluppato in [40] in lin-
guaggio C ed è basato sul sistema operativo per sistemi in tempo reale Free-
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RTOS; il firmware è stato progettato con l’obiettivo di mantenere quanto più
possibile un alto grado di flessibilità, poiché non è stato pensato per un’ap-
plicazione specifica. Questo ha consentito di poter sviluppare ex novo la parte
relativa alla stima dello stato di carica inserendola nel firmware generale senza
modificarne l’architettura di principio e le altre funzionalità.
Il firmware che controlla il modulo implementa le seguenti funzionalità:
• acquisizione di misure e di dati;
• sicurezza;
• gestione del controllo termico;
• stima del SoC;
• comunicazione;
• bilanciamento.
Ciascuna funzionalità del BMS è gestita da un task dedicato, scelta che non
ottimizza l’uso della memoria, ma che permette di ottimizzare l’utilizzo della
CPU e di intervenire su una singola operazione senza modificare le altre.
Il firmware originale gestiva quattro livelli di priorità; con l’aggiunta dei
task che implementano l’algoritmo, è stato aggiunto un ulteriore livello, come
vedremo in seguito. La gestione dello scheduling è preemptive con quan-
to temporale fissato ad 1 ms; ciò garantisce un compromesso ragionevole tra
reattività e limitazione degli overhead dovuti ai cambi di contesto.
5.2.1 Organizzazione dei task
In Tabella 5.1 sono illustrati tutti i task del firmware con il loro livello di prio-
rità, la dimensione dello stack e il periodo di esecuzione. Si può notare che
la priorità più alta è riservata ai task di controllo della sicurezza del BMS e a
quelli di misura di tensioni di cella e di corrente. In blu, invece, sono eviden-
ziati i task sviluppati da zero in questo lavoro di tesi. Le loro funzionalità, che
saranno analizzate nel dettaglio nei paragrafi successivi, sono:
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Task Priorità Tempo [ms] Stack [Bytes]
Task_main 5 100 400
Task_monitor_i 4 100 400
Task_monitor_v 4 100 400
Task_monitor_T 4 500 400
Task_receive 4 100 400
Task_bal 3 asincrono 400
Task_soc 3 100 400
Task_matrix 3 10000 400
Task_send_v_i 2 500 400
Task_send_soc 2 1000 400
Task_send_T 2 500 400
Task_send_bal 2 1000 400
Task_save 2 60000 400
Task_CPU 2 asincrono 800
Task_param 1 120000 400
Task_IDLE 0 asincrono 320
Tabella 5.1: Task del sistema
• Task_soc: implementa il mixed algorithm ricevendo in ingresso la misu-
ra di corrente e tutte le tensioni delle celle del modulo; il task, ad ogni
esecuzione, acquisisce anche i parametri attuali del modello.
• Task_matrix: è il task che crea la matrice di campioni che sarà successi-
vamente inviata al task di stima dei parametri che la fattorizzerà; il suo
periodo di esecuzione dipende dal fattore di decimazione.
• Task_send_soc: invia all’interfaccia dei messaggi tramite CAN-bus; que-
sti messaggi contengono il SoC delle celle e i parametri; oltre a queste
informazioni, per valutare le prestazioni dell’algoritmo, il task invia an-
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che dati sulla composizione della matrice ed il tempo di esecuzione di
Task_param.
• Task_param: il task esegue quando riceve una finestra temporale vali-
da; esso acquisisce la matrice A ed il vettore delle tensioni attuali, appli-
ca loro la Givens Rotation, risolve il sistema tramite back-substitution e
ricava i parametri.
Nei paragrafi successivi saranno esplicati i meccanismi con cui i task svolgono
le loro funzionalità e sarà illustrato un report in merito all’uso della memoria
e ai tempi di esecuzione in termini assoluti e percentuali (d’uso della CPU).
5.3 Spazio di memoria: organizzazione delle varia-
bili
Chiaramente i task hanno la necessità di scambiarsi delle informazioni: ad
esempio il task di calcolo del SoC ha la necessità di acquisire i campioni di
tensione e di corrente ed i parametri del modello; questi dati vengono aggior-
nati da altri task. Nell’implementazione ci si è serviti di un modello a memoria
comune, dichiarando delle variabili globali protette da opportuni semafori di
mutua esclusione.
Come è possibile vedere dalla Figura 5.5, nell’area di memoria principa-
le, ovvero la CPU SRAM, risiede la maggior parte dei dati; in questo spazio,
infatti, viene allocato lo stack di ciascun task (la cui dimensione è stata spe-
cificata in Tabella 5.1) e risiedono le principali variabili globali del firmware.
Per implementare il metodo MWLS è stata scelta una lunghezza della fine-
stra L_FIN pari a 30; essendo 5 i parametri da dover determinare (ricordia-
mo {a1, a2, c0, c1, c2}) occorrerà memorizzare una matrice 30× 5 ed un vettore
lungo 30, senza contare qualche array di appoggio per effettuare le operazio-
ni matematiche. Data, quindi, la necessità di memorizzare una consistente
quantità di dati si è deciso di utilizzare l’altro banco di memoria a bordo del
LPC1754, ossia quello denominato AHB SRAM0; qui vengono memorizzate
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STACK
DEI
TASK
cell voltage[NUM CELL]
cell temp[NUM CELL]
board temp
current
dcdc current
dcdc in current
dq bal[NUM CELL]
soc[NUM CELL]
r serie
r
c
matrix A[L FIN][N PAR]
vector b[L FIN]
I fin[L FIN]
A aux[L FIN][N PAR]
b aux[L FIN]
R back[N PAR][N PAR]
Task param
2
Figura 5.5: Organizzazione dello spazio di memoria
le matrici ed i vettori necessari per il metodo MWLS che, come detto nel capi-
tolo precedente, viene utilizzato per ricavare i parametri del modello di cella.
Sempre nella Figura 5.5, con un riquadro in verde sono state evidenziate delle
variabili di appoggio che vengono utilizzate esclusivamente da Task_param,
ma che sono state dichiarate nella AHB SRAM0 per non dover estendere lo
stack del task. Nella Tabella 5.2 si può vedere come le variabili globali vengano
"protette" tramite appositi semafori di mutua esclusione da accessi simultanei.
L’utilizzo stimato della CPU SRAM è intorno agli 8 KB, ossia la metà della
capacità di questo banco di memoria, quindi c’è ancora margine di implemen-
tazione per altri task; inoltre, lo spazio occupato sul banco AHB SRAM0 è di
circa 3 KB sui 16 disponibili.
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Variabile o
array globale
Semaforo Task che
accedono in
scrittura
Task che
accedono in
lettura
cell_voltage
[NUM_CELL]
voltage_mutex Task_monitor_v Task_send_v_i,
Task_soc,
Task_matrix
cell_temp
[NUM_CELL],
board_temp
T_mutex Task_monitor_T Task_send_T
current current_mutex Task_monitor_i Task_send_v_i,
Task_soc,
Task_matrix
dcdc_current,
dcdc_in_current
bal_mutex Task_monitor_i Task_send_bal,
Task_bal
dq_bal
[NUM_CELL]
bal_mutex Task_receive,
Task_bal
Task_send_bal,
Task_bal
soc
[NUM_CELL]
soc_mutex Task_soc Task_send_soc
r_serie, r, c param_mutex Task_param Task_soc
matrix_A
[L_FIN][N_PAR]
vector_b[L_FIN]
I_win[L_FIN]
matrix_mutex Task_matrix Task_param
Tabella 5.2: Variabili ed array globali, con relativi mutex, e task che vi accedono
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5.4 Task per l’implementazione dell’algoritmo
Per richiamare l’algoritmo implementato viene riproposta la Figura 4.2 che
illustra lo schema a blocchi del sistema generale che permette di stimare lo
stato di carica delle celle al litio.
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Decimazione
dei campioni
costruzione
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calcolo dei
parametri 1
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+
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Come si può vedere, l’algoritmo è composto da due macro-blocchi princi-
pali:
1. il mixed-algorithm per il calcolo del SoC;
2. il modello ARX con tecnica MWLS per l’identificazione online dei para-
metri.
L’ipotesi di utilizzare un solo task non è mai stata presa in considerazione
in quanto le due componenti dell’algoritmo hanno necessità differenti: la sti-
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ma del SoC, infatti, dev’essere aggiornata rapidamente poiché si tratta di una
variabile di stato del sistema che può subire variazioni in tempi brevi se la
corrente di carico varia molto velocemente; di contro, la stima dei parametri
viene effettuata con cadenze più lunghe, in quanto bisogna attendere che sia-
no acquisiti i dati di una finestra temporale e, successivamente, se la finestra è
valida, procedere al calcolo.
Una prima implementazione ha visto, quindi, l’utilizzo di due task: uno
che calcola il SoC ogni 100 ms e un altro che riempie la matrice e, verificata la
finestra calcolando la deviazione standard del vettore di corrente, applica la
QR Decomposition e calcola i parametri. In realtà si possono fare le seguenti
considerazioni:
• fissati la lunghezza della finestra L_FIN = 30, il periodo di campiona-
mento T = 100 ms ed il fattore di decimazione dei campioni DEC_FACTOR
= 100 (il motivo di questa scelta sarà trattato nel capitolo successivo);
se si inizia a riempire la matrice a t_0, essa sarà pronta a t_0 + T *
DEC_FACTOR * L_FIN, ossia dopo 300 s.
• l’algoritmo MWLS per il calcolo dei parametri prevede la fattorizzazio-
ne QR di una matrice, nel caso d’interesse, 30× 5 tramite rotazione di
Givens; ciò comporta il calcolo di diverse radici quadrate e divisioni.
Sicuramente è la parte più onerosa in termini di calcoli di tutto il siste-
ma; poiché tutti i calcoli sono effettuati in virgola mobile ed il processore
ARM Cortex M3 non è dotato di floating-point unit (acceleratore hard-
ware per i calcoli in floating-point), il tempo d’esecuzione di questi conti
sarà molto più lungo dei tempi caratteristici degli altri task.
Per questi motivi, si è scelto di suddividere l’implementazione dell’intero
algoritmo in tre task: Task_soc, Task_matrix e Task_param; tale scelta
rende indipendente la composizione della matrice dall’identificazione dei pa-
rametri. Dato che il task di identificazione dei parametri non è uno di quelli
critici per il BMS, lo si può impostare alla minima priorità; in questo modo,
mentre sta svolgendo le operazioni di fattorizzazione della matrice e di ri-
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soluzione del sistema, può essere interrotto da tutti gli altri task. La scelta
si paga in termini di overhead di cambio di contesto, ma, considerando che
Task_param viene eseguito solo quando è presente una finestra valida, per
valori di DEC_FACTOR ≈ 10 ÷ 100 la sua occupazione percentuale di CPU
risulta essere molto bassa. In Figura 5.6 viene schematizzato il meccanismo
Task soc Task matrix Task param
Tsoc = T
Tmatrix
=
DEC FACTOR∗T
matrix A
vector b
validi
win valid
r serie, r, c
validi
SoC
Figura 5.6: Comunicazione tra i tre task dell’algoritmo
di cooperazione tra i tre task di cui, nei paragrafi successivi, si vedranno nel
dettaglio i diagrammi di flusso e le operazioni svolte.
5.4.1 Task_soc
La Figura 5.7 mostra le operazioni effettuate dal task di calcolo dello stato di
carica delle celle. Il task, come tutti gli altri, è strutturato in una parte di ini-
zializzazione delle variabili ed un ciclo infinito; l’ultima operazione del ciclo
è una chiamata ad una API di sistema che sospende il task per un tempo spe-
cificato in fase di programmazione: questo tempo è il periodo con cui si vuole
che il task sia eseguito (TSoC).
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2Figura 5.7: Diagramma di flusso di Task_soc
Il SoC di ciascuna cella viene inizializzato leggendo la tensione di cella e
verificando l’indice nella LUT del valore di tensione più vicino alla misura; in
realtà non ci sarebbe stato il bisogno di implementare questa funzione, poiché,
come si è visto nel paragrafo 4.6.3, l’algoritmo è in grado di correggere l’errore
sul SoC iniziale dopo un certo numero di iterazioni; questo tipo di inizializza-
zione permette di avere all’avvio del sistema un’indicazione verosimile sullo
stato di carica.
All’interno del ciclo while(1) le prime operazioni svolte sono le acquisi-
zioni delle misure di corrente e tensione delle celle e dei parametri del model-
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lo: il task, dopo aver testato i relativi mutex, legge le variabili globali e copia i
loro valori in delle variabili d’appoggio. Successivamente si entra in un ciclo
for; il numero delle iterazioni compiute è pari al numero di celle che il BMS
deve gestire.
Dentro il for viene calcolata la corrente di errore utilizzando la tensione
del modello calcolata nell’esecuzione precedente; la costante KP che moltiplica
l’errore di tensione è stata scelta in modo da annullare l’errore di stima in
presenza di offset di corrente (par. 4.6.2):
I_err[i] = I - ((V_cell[i] - V_m[i]) / (r_serie + r));
Successivamente viene applicato il Coulomb Counting alla corrente I_err
operando un’integrazione trapezoidale:
soc[i] = soc[i] - ((I_err_del[i] + I_err[i]) * (T / 2))
* (100 / Q_MAX);
si nota che, avendo adottato come convenzione per la corrente il segno nega-
tivo in carica, il SoC cresce quando I < 0. Col valore di SoC ottenuto, dopo
aver verificato che ∈ [0÷ 100] ed eventualmente averlo limitato, si indicizza
la LUT in cui sono memorizzati i cento campioni in cui è stata discretizzata la
caratteristica OCV(SoC) della cella. L’iterazione nel for si conclude con il cal-
colo della tensione sul gruppo RC, successivamente quella del modello e con
il salvataggio dei valori di corrente acquisita e di corrente d’errore calcolata;
questi ultimi dati servono a calcolare, al ciclo successivo, il nuovo valore di
I_err e l’integrale del Coulomb Counting.
Il tempo d’esecuzione del task, valutato con un timer del sistema operati-
vo, è stato misurato in 2 ms per quattro celle (l’hardware del BMS utilizzato
gestisce un modulo di quattro celle), quindi si presume che ci impieghi circa
500 µs per ogni cella. Il periodo d’esecuzione è pari al periodo di campio-
namento, ovvero 100 ms; è stata utilizzata l’API del FreeRTOS che, quando è
trascorso il tempo stabilito, manda subito il task nello stato RUNNING.
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Figura 5.8: Diagramma di flusso di Task_matrix
5.4.2 Task_matrix
Il task che compone la matrice dei campioni viene eseguito ogni Tmatrix = 10 s,
avendo impostato un fattore di decimazione di 100 (scelta che verrà motivata
successivamente). L’idea, comunque, sarebbe quella di poter rendere questo
parametro configurabile tramite un’interfaccia utente. Il sistema così costruito
realizza la decimazione dei campioni senza nessuna funzione aggiuntiva, ma,
semplicemente, raccogliendoli ogni DEC_FACTOR * T.
Tutte le matrici, anche quelle di appoggio, sono state gestite come array
monodimensionali indirizzati tramite due indici: (i, j), dove i è l’indice di
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riga e j quello di colonna. Ad esempio, la matrice A ha L_FIN = 30 righe e
NUM_PAR = 5 colonne; l’indirizzamento avviene così:
matrix_A[i + L_FIN*j]
quindi il risultato è quello di avere un vettore in cui gli elementi di una colonna
sono memorizzati in locazioni contigue:
matrix_A =

a11
a21
...
aLFIN1
a12
a22
...
aLFIN NPAR

in questa maniera è stata mantenuta la coerenza con l’indicizzazione di un
normale vettore colonna.
Nella parte di codice d’inizializzazione vengono riempite di zeri le va-
riabili globali matrix_A e vector_b, viene inoltre settata a 0 la variabile
matrix_ID che è un unsigned int condiviso con il task del calcolo dei pa-
rametri; serve a quest’ultimo per capire se è pronta una nuova matrice valida
da fattorizzare.
Nel ciclo infinito il task preleva i campioni di corrente e di tensione, riem-
pie una riga della matrice ed un elemento del vettore di appoggio tenendo
indicazione dell’indice di riga appena scritta. Sono stati allocati localmente
al task due vettori da due locazioni ciascuno che servono a tenere memoria
dei campioni di tensione e di corrente dell’istante precedente e di quello pri-
ma; questo è necessario ricordando la composizione di una riga della matrice,
all’istante t = k per la riga i:
Ai = [−V(k− 1) −V(k− 2) I(k) I(k− 1) I(k− 2)]
bi[V(k)]
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Successivamente viene testato l’indice di riga: se è minore di L_FIN si
torna all’inizio del ciclo while, altrimenti vuol dire che matrice A e vettore b
sono completi:
A1 = [−V(t− L) −V(t− L− 1) I(t− L + 1) I(t− L) I(t− L− 1)]
A2 = [−V(t− L + 1) −V(t− L) I(t− L + 2) I(t− L + 1) I(t− L)]
...
AL = [−V(t− 1) −V(t− 2) I(t) I(t− 1) I(t− 2)]
b1 = [V(t− L + 1)]
b2 = [V(t− L + 2)]
...
bL = [V(t)]
A questo punto, viene calcolata la deviazione standard della terza colonna
della matrice A, ovvero il vettore dei campioni di corrente acquisiti all’interno
della finestra temporale. Se la deviazione standard è inferiore ad un valore
di soglia (impostato dopo aver raccolto dei dati sperimentali analizzati con
MATLAB) vorrà dire che la finestra temporale osservata non stimola corretta-
mente il modello ARX e allora i dati non saranno utilizzabili per la stima dei
parametri, quindi viene azzerato l’indice di riga e si ritorna all’inizio del ciclo.
Se, invece, la deviazione standard è maggiore della soglia, allora la finestra
è "buona"; vengono copiati la matrice ed il vettore d’appoggio sulle varia-
bili globali e viene incrementato matrix_ID, questo servirà a Task_param
per accorgersi che è arrivata una nuova matrice da fattorizzare per calcolare i
parametri del modello di cella.
5.4.3 Task_param
Questo è il task che realizza l’algoritmo MWLS. Dopo aver inizializzato i pa-
rametri del modello con i valori ottenuti da test offline sulla cella (a 25 °C), il
task entra nel suo ciclo infinito (Figura 5.9) dove, come prima cosa, acquisisce
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Figura 5.9: Diagramma di flusso di Task_param
il valore della variabile matrix_ID condivisa con Task_matrix e lo con-
fronta con una variabile locale (last_ID) che tiene conto dell’ultima matrice
valida ricevuta e fattorizzata. Se hanno lo stesso valore il task non esegue altre
operazioni e aspetta il suo periodo di esecuzione (Tparam). Se, invece, i valori
non coincidono, vuol dire che è pronta una nuova matrice; essa viene acquisi-
ta e fattorizzata mediante la funzione qr_decomposition; successivamente
occorre risolvere un sistema per ottenere il vettore delle incognite, ciò viene
realizzato dalla funzione back_substitution.
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qr_decomposition: questa funzione opera la fattorizzazione QR del-
la matrice A tramite Givens rotation. Lo sviluppo è stato realizzato con l’a-
iuto del tool MATLAB "C++ Coder" che permette di tradurre il linguaggio
MATLAB in C++; il codice ottenuto è stato analizzato ed opportunamente
ottimizzato.
function [R, d] = givensqr(A, b)
R = A
d = b
for j = 1 : n
for i = j + 1 : n
[R(j, j : end), R(i, j : end), d(j, 1), d(i, 1)] =
givens(R(j, j : end), R(i, j : end), d(j, 1), d(i, 1))
end
end
end
La funzione scandisce la matrice calcolando i coefficienti di Givens neces-
sari all’azzeramento degli elementi al di sotto della diagonale principale. La
rotazione viene applicata anche al vettore b, così da evitare il passaggio per la
matrice Q; ciò permette di evitare molti calcoli inutili come la risoluzione del
prodotto d = QTb, calcolo molto oneroso dato che Q ∈ R30×30. Così facendo,
al termine di tutte le iterazioni, si otterranno una matrice R1 ed un vettore d
tali che:
R1x = d (5.4.1)
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dove R1 è la sottomatrice 5× 5 di R (30× 5, triangolare superiore) e d è un
vettore lungo 5 risultato dell’applicazione dell’algoritmo di Givens al vettore
delle tensioni b. La funzione contiene due cicli for annidati che, comples-
sivamente, richiedono L_FIN * NUM_PAR cicli (nel caso di questo progetto
30 ∗ 5 = 150) nei quali vengono calcolate altrettante radici quadrate; conside-
rando la necessità di avere delle variabili di appoggio e la complessità delle
operazioni e ricordando che il processore non è dotato di floating-point unit,
questa è sicuramente la funzione più onerosa in termini di tempi e di risorse
di calcolo. Questo è il motivo principale per cui il task è stato posto alla mi-
nima priorità; dato che la sua funzione non è critica per il funzionamento del
sistema, occorre che possa essere interrotto da qualsiasi altro task che debba
svolgere delle operazioni più importanti. Bisogna anche considerare, però,
che la funzione verrà chiamata ogni volta che c’è una matrice nuova dispo-
nibile e ciò accade al massimo ogni T ∗ DEC_FACTOR; dunque l’occupazione
percentuale di CPU da parte di questo task rimarrà, comunque, bassa.
back_substitution: è la funzione che permette di risolvere il sistema
(5.4.1) al fine di ottenere il vettore delle incognite x. Il codice MATLAB-like
della funzione è il seguente:
x = [0; 0; 0; 0; d(k, 1)/R(k, k)]
for k = n− 1 : −1 : 1
x(k, 1) =
d(k, 1)− R(k, k + 1 : n)x(k + 1 : n, 1)
R(k, k)
end
Una volta determinato il vettore x = [a1, a2, c0, c1, c2]T si passa al calcolo
dei parametri utilizzando le formule (4.7.7) e (4.7.9). A questo punto si control-
la che r_serie, r, c non assumano valori negativi (o NaN,∞) e, se validi,
vengono aggiornate le variabili globali che saranno lette dal Task_soc.
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Data la complessità di calcolo, tramite un timer del sistema operativo, è
stato misurato il tempo di una singola esecuzione in relazione al numero delle
celle (Tabella 5.3).
Numero celle Tempo d’esecuzione [ms]
1 ≈ 48
2 ≈ 82
4 ≈ 228
7 ≈ 406
10 ≈ 567
12 ≈ 702
Tabella 5.3: Tempi di calcolo dell’algoritmo MWLS
5.5 Comunicazione
La comunicazione tra i moduli avviene tramite Controlled Area Network, me-
glio nota come CAN-bus [37]. Il BMS comunica tramite CAN-bus anche con
un’interfaccia costituita da un programma LabView che gira su un host PC. Il
CAN-bus è una rete seriale di tipo multicast progettata da Bosch per ambien-
ti automotive [41]; in realtà è stata impiegata in molti sistemi embedded con
specifiche di immunità ai disturbi. I driver, le funzioni di invio e di ricezione
dei pacchetti ed il formato dei pacchetti sono stati sviluppati in [40] e permet-
tono di trasmettere dati di tipo uint_16t. In questa tesi, per permettere di
trasmettere all’interfaccia le informazioni sul SoC ed i parametri, per poterle
scrivere in un file di log, è stata sviluppata una funzione per inviare dei float.
5.6 Occupazione CPU
Tramite l’interfaccia è possibile inviare al BMS un comando che manda in ese-
cuzione Task_CPU che misura il tempo percentuale di occupazione del pro-
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cessore da parte di ciascun task. Sono stati raccolti questi dati durante la fase
operativa del sistema, in particolare dopo un test sulle celle della durata di cir-
ca sei ore, ottenendo i risultati di occupazione di CPU riassunti in Tabella 5.4.
Task Occupazione
Task_IDLE 80%
Task_monitor_i 8%
Task_monitor_v 8%
Task_soc 1%
Task_monitor_T < 1%
Task_main < 1%
Task_send_soc < 1%
Task_monitor_v_i < 1%
Task_matrix < 1%
Task_bal < 1%
Task_param < 1%
Tabella 5.4: Occupazione percentuale di CPU da parte dei task
Capitolo 6
Validazione dell’algoritmo e test
sperimentali
Il capitolo illustrerà i risultati dei test sperimentali effettuati su un modulo
di quattro celle in serie. Gli esperimenti sono stati svolti al fine di valida-
re l’algoritmo implementato confrontandolo con un’implementazione che usa
delle funzioni MATLAB e valutarne le prestazioni in termini di errore sul-
la stima del SoC. Inoltre, per apprezzare la dipendenza dei parametri dalla
temperatura, sono stati effettuati dei test a -10 °C, 0 °C, 25 °C e 40 °C.
6.1 Setup sperimentale
In Figura 6.1 viene mostrato lo schema a blocchi del setup messo a punto per
realizzare i test sperimentali.
Alla scheda viene connesso un modulo di quattro celle in serie (NMC) che
forniscono anche l’alimentazione al BMS; ovviamente il pacco batteria è do-
tato di terminali di sense che consentono al battery monitor (LTC6803-3) di
misurare le tensioni e le temperature delle singole celle. Il modulo è in grado
di comunicare con un PC tramite un adattatore CAN-USB; i messaggi inviati
dal BMS (tensioni, corrente, temperatura, stato di carica, ecc.) vengono rac-
colti tramite un’applicazione LabVIEW (VI). Dal VI è possibile inviare anche
dei comandi al BMS come, ad esempio, quello per conoscere l’occupazione di
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BMS
Celle
Sanyo
UR18650RX
Host PC
Applicazione
LabVIEW
Applicazione
LabVIEW
Keithley
2440
USB - CAN
USB - serial
Sensore
di corrente
LOG file.txt
Figura 6.1: Schema a blocchi del setup sperimentale utilizzato
CPU, oppure quello per effettuare il bilanciamento manuale. Questa applica-
zione, chiamata main.vi, scrive inoltre su un file di testo i dati necessari per
le elaborazioni MATLAB, in particolare:
• timestamp;
• tensione di modulo;
• corrente;
• tensioni di cella;
• temperature di cella;
• SoC delle celle;
• parametri del modello stimati;
• campioni inseriti nella matrice;
• ID di riga della matrice;
• ID della matrice.
In Figura 6.2 si vede come appare il pannello principale dell’interfaccia
durante un test sulle celle; esso presenta gli indicatori per le grandezze d’inte-
resse. Si noti che, tra le temperature di cella, solo una è attendibile, in quanto
è stato posto un solo punto di misura (tramite un sensore NTC) sul modulo.
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Figura 6.2: Front-panel dell’interfaccia LabVIEW
Per applicare al modulo un determinato profilo di corrente di test, si è uti-
lizzato il Keithley 2440: si tratta di una source-meter unit, ovvero uno stru-
mento in grado di fungere sia da generatore che da carico; quindi permette
di far scorrere sulle celle correnti precise in entrambi i versi (carica e scarica).
Il Keithley viene controllato tramite un altro VI dove l’utente può caricare un
file testuale in cui è descritto il profilo del test; il file ha questa struttura:
1. tipo:
• charge imposta una corrente negativa, quindi carica le celle;
• discharge scarica la batteria con corrente positiva;
• measure imposta corrente nulla e si limita a misurare la tensione di
modulo;
2. flag che abilita (1) o disabilita (0) il log;
3. intervallo di campionamento in secondi;
4. durata dello step in secondi (-1 se si vuole impostare durata infinita);
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5. valore della corrente di test;
6. tensione massima di modulo tollerabile.
La comunicazione tra il PC e lo strumento avviene tramite un convertitore
USB-seriale; il VI è stato progettato per valutare, ad ogni iterazione, se il valore
di tensione misurato sia al di fuori dei limiti fissati. Tali limiti sono costituiti
in basso dalla somma delle tensioni minime di cella e in alto dalle massime;
questa situazione può verificarsi per anomalie o perché una o più celle sono
a fondo scarica o a fine carica. In entrambi i casi il VI invia allo strumento un
comando che stoppa il test. In Figura 6.3 viene mostrata l’interfaccia del VI.
Figura 6.3: Interfaccia LabVIEW per la comunicazione con il Keithley 2440
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I due VI comunicano tra di loro tramite una variabile globale condivisa;
ciò permette al vi_main di acquisire informazioni da scrivere sul file di log,
ovvero la corrente imposta e la tensione misurata dal Keithley. Questi dati
serviranno per l’elaborazione MATLAB.
Come si vede dalla Figura 6.1 in serie allo strumento e alle celle è sta-
to posto un sensore per la misura della corrente; si tratta di un sensore ad
effetto Hall (DHAB S/25 di LEM) che fornisce in uscita una tensione vhall
proporzionale alla corrente che scorre sulle spire [42]:
iL =
(
vhall − VC2
)
5
G ·VC
il sensore è raziometrico, ovvero la tensione d’uscita è una frazione della ten-
sione di alimentazione VC che è pari a 5 V; G è la sensibilità del sensore. Il BMS
acquisisce la tensione di Hall tramite l’ADC a 12 bit del microcontrollore che,
però, è alimentato a 3.3 V; quindi sul PCB è presente un partitore resistivo che
porta la tensione di Hall al livello adatto per l’acquisizione. La conversione
tensione→ corrente viene realizzata a livello firmware.
Per quanto riguarda le celle utilizzate, come già anticipato, si tratta di un
pacco batterie composto da quattro celle agli ioni di litio, NMC, poste in serie
(Figura 6.4). Si tratta di celle di Panasonic, modello Sanyo UR18650RX, high-
Figura 6.4: Modulo di quattro celle NMC utilizzato
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power, adatte ad applicazioni come biciclette elettriche e robotica [43].
Capacità garantita @ 20 °C Min. 1950 mAh
Capacità @ 25 °C Min. 1950 mAh
Tip. 2050 mAh
Tensione nominale 3.6 V
Tensioni di cut-off Scarica: 2.75 V
Carica: 4.2 V
Peso 46.2 g
Temperature Carica: 0 ÷ +45 °C
Scarica: -20 ÷ +60 °C
Riposo: -20 ÷ +50 °C
Densità d’energia Volumetrica: 413 Wh/l
Gravimetrica: 155 Wh/kg
Correnti massime Carica: 0.7 C
Scarica: 5 C
Tabella 6.1: Caratteristiche celle utilizzate [43]
In Figura 6.5 si possono vedere due fotografie scattate durante un esperi-
mento sul pacco batterie; si distinguono il PC con il VI di interfaccia col BMS,
la scheda dello stesso, il sensore di HALL ed il Keithley 2440.
6.2 Caratterizzazione della cella
La cella, le cui caratteristiche principali sono riassunte in Tabella 6.1, è sta-
ta sottoposta a dei test di misura offline al fine di estrarne la caratteristica
OCV(SoC), i parametri del modello e la massima carica estraibile in scarica
Qmax.
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Figura 6.5: Fotografie del setup sperimentale durante un test
6.2.1 Caratteristica OCV - SoC
La conoscenza dell’andamento di questa curva è necessaria per l’implemen-
tazione dell’algoritmo scelto in quanto costituisce una componente del mo-
dello di cella. La scelta fatta è stata di ricavare la caratteristica OCV(SoC),
discretizzarla in cento punti e memorizzare i campioni in una LUT.
Il test è stato effettuato su una singola cella tramite il Keithley 2440 e con-
siste in cicli di scarica e carica completi; il problema, però, è il tempo che un
esperimento di questo tipo impiega. Infatti, occorre misurare la tensione a
vuoto della cella solo dopo che essa sarà andata a regime; ciò avviene con i
tempi caratteristici di una cella al litio che sono dell’ordine di 30 minuti - 1 ora.
Appare chiaro che, per aumentare l’accuratezza della caratterizzazione, occor-
re aumentare i punti di misura dell’OCV e ciò si riflette in un allungamento
dei tempi di test.
Per estrarre la curva di questa cella si è scelto di effettuare una scarica com-
pleta con intervalli di scarica del 5% della capacità nominale Qn e, successiva-
mente, una ricarica completa sempre al 5%. Gli impulsi di scarica e carica sono
intervallati da pause di un’ora per permettere alla tensione di cella di andare a
regime. I dati ottenuti sono stati ricostruiti tramite un’interpolazione su MA-
TLAB. In Figura 6.6 viene mostrato l’andamento della tensione di cella e della
corrente impostata dal Keithley durante il test. Il valore di SoC corrisponden-
te ad ogni misura si ricava come rapporto tra la carica erogata/assorbita dalla
cella (ricavata tramite integrazione della corrente) e la carica totale estratta.
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Figura 6.6: Andamento della tensione e della corrente durante il test
In questo modo si ricava la curva in Figura 6.7, in cui si può notare una
differenza tra quella in scarica e quella in carica. Questo fenomeno d’isteresi,
tuttavia, si limita a pochi mV di differenza; per questo motivo, nell’implemen-
tazione dell’algoritmo, è stato trascurato considerando una curva intermedia
tra le due.
6.2.2 Misura offline dei parametri del modello
Dallo stesso test effettuato per ricavare la curva OCV - SoC è possibile estrarre
i parametri del modello di cella; ciò non per utilizzarli nell’algoritmo imple-
mentato, ma per avere un termine di confronto tra un modello a parametri
misurati offline ed uno a parametri stimati online. Poiché il valore dei para-
metri dipende dallo stato di carica della cella, occorre analizzare l’andamento
della tensione di cella durante fasi di scarica e carica per diversi valori di SoC.
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Figura 6.7: Caratteristica OCV(SoC)
Consideriamo il modello ridotto della cella, ovvero quello con un solo
gruppo RC; ricordiamo che:
d
dt
vRC(t) = −vRC(t)RC +
iL(t)
C
vM(t) = VOC − R0iL(t)− vRC(t)
per estrarre i parametri si può confrontare la tensione di uscita del modello in
risposta ad una corrente impulsata a gradini come quella in Figura 6.6, con la
tensione reale misurata.
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Figura 6.8: Andamento della tensione durante i salti di corrente
Una volta avvenuto il salto di corrente, l’andamento della tensione è quello
mostrato in dettaglio in Figura 6.8 e presenta chiaramente due fasi distingui-
bili:
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1. una prima fase in cui, a causa di un gradino di corrente da I0 a 0, la
tensione subisce un salto brusco;
2. una seconda fase di rilassamento della cella la cui tensione torna, espo-
nenzialmente, ad un valore di regime; questo andamento è riprodotto
nel modello dalla squadra RC.
L’ampiezza del salto vale V0 = R0 I0; quindi, per ottenere la resistenza serie
del modello, occorre misurare V0 e dividere per la corrente impostata I0. La
fase esponenziale ha un andamento del tipo V1(1− e−t/τ); tramite la funzione
di fitting esponenziale di MATLAB è possibile ricavare i valori di V1 e τ, da
cui è possibile determinare gli altri parametri del modello R e C sapendo che
R =
V1
I0
e C =
τ
R
.
Il test è stato effettuato alla temperatura, costante, di 20 °C; ciò per avere
un andamento attendibile dei parametri, dato che il loro valore dipende for-
temente dalla temperatura. Da questa caratterizzazione sono stati estratti i
valori medi di ciascun parametro utilizzati come valore d’inizializzazione per
i parametri nell’algoritmo e come parametri di confronto con quelli stimati
online; i valori ottenuti sono i seguenti:
• R0 = 0.024 Ω
• R = 0.015 Ω
• C = 2667 F
In Figura 6.9 sono rappresentati i parametri estratti dal test in funzione
dello stato di carica.
6.2.3 Determinazione della capacità di cella
Per determinare la Qmax della cella, ovvero l’effettiva capacità, è stato effettua-
to un test con un ciclo di carica ed uno di scarica completa. L’esperimento è
stato realizzato a temperatura ambiente (≈ 25); con carica e scarica CC-CV
a 0.5 C. Integrando la corrente impostata dal Keithley è stata calcolata la carica
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Figura 6.9: Andamento dei parametri in funzione del SoC estratti dal test di
caratterizzazione
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totale fornita dalla cella nel periodo in cui passa da SoC = 100% a SoC = 0%.
Il valore ottenuto, che è stato utilizzato nell’implementazione dell’algoritmo,
è di Qmax = 1830 mAh; la capacità nominale tipica a 25 °C specificata in [43] è
di 2050 mAh (Tabella 6.1).
6.3 Test di verifica
Messo a punto il setup sperimentale e caratterizzata la cella per ricavare la
curva OCV(SoC), la Qmax ed un riferimento offline per i parametri, sono stati
effettuati dei test per due motivi principali:
• validare l’implementazione firmware dell’algoritmo;
• valutarne le prestazioni in termini di errore sul SoC al variare della tem-
peratura.
Per ottemperare al primo punto, è stato effettuato un test di scariche im-
pulsate a corrente costante; per il secondo le celle sono state sottoposte ad un
profilo di corrente derivato dal profilo di velocità UDDS che simula un tragitto
urbano per un veicolo.
6.3.1 Validazione dell’algoritmo
Per verificare la validità dell’implementazione firmware, è stato implementa-
to l’algoritmo anche tramite script MATLAB utilizzando la funzione qr che
il software mette a disposizione. Lo scopo era quello di confrontare l’algo-
ritmo implementato con una realizzazione di riferimento basata su funzioni
MATLAB.
Per raggiungere questo scopo è stato effettuato un test in cui, dopo aver
bilanciato il modulo e averlo portato nella condizione di carica completa, le
celle sono state scaricate completamente tramite degli impulsi a corrente co-
stante di 1.05 A della durata di cinque minuti ciascuno intervallati da pause
della stessa durata (Figura 6.10).
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Figura 6.10: Andamento della corrente del test
Il test così impostato risulta essere abbastanza rapido (circa tre ore e mezza)
e, dunque, ha permesso di effettuare più test e di analizzare i risultati in tempi
brevi. L’andamento della tensione di una cella è mostrato in Figura 6.11.
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Figura 6.11: Andamento della tensione di una cella durante il test
Fissata a L = 30 la lunghezza della finestra temporale e fissato il periodo
di campionamento T = 100 ms, si è scelto di impostare il fattore di decima-
zione a 100 in modo tale che la durata della finestra temporale fosse di 300 s.
Questo, nel test in esame, permette sicuramente di includere nella finestra un
salto di corrente significativo e tale da stimolare il modello ARX. In generale,
visti i tempi caratteristici delle celle al litio e viste le applicazioni (automoti-
ve, strumenti di potenza in generale), una finestra temporale di cinque minuti
permette di "catturare" una buona dinamica della cella, abbinando l’affidabi-
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lità della stima con un carico di operazioni leggero dato che, al massimo, i
parametri vengono calcolati ogni cinque minuti.
In Figura 6.13 è possibile osservare il confronto tra i parametri stimati dal
task del firmware con quelli calcolati dall’algoritmo MATLAB di riferimento;
appare evidente come i due andamenti siano praticamente coincidenti. Di
conseguenza, nel calcolo del SoC, si nota la stessa sovrapposizione delle curve
(Figura 6.12).
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Figura 6.12: Confronto tra il SoC calcolato dal firmware ed il riferimento MATLAB
I risultati ottenuti da più test di scarica impulsata, con profili e durate dif-
ferenti, hanno mostrato tutti che i valori calcolati in firmware coincidono con
quelli estratti tramite funzioni MATLAB; queste considerazioni hanno consen-
tito di validare l’implementazione dell’algoritmo e, di conseguenza, di poter
passare a valutarne le prestazioni con altri test.
6.3.2 UDDS - Urban Dynamometer Driving Schedule
Al fine di avere una buona valutazione dell’algoritmo implementato è neces-
sario fissare un benchmark rappresentativo delle condizioni operative della
cella, in particolare quando si trova ad essere impiegata in applicazioni auto-
motive. Si può quindi guardare ai cicli di guida standard utilizzati per il pro-
filing di vetture con motore a combustione interna per valutarne autonomia
ed emissioni.
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Figura 6.13: Confronto tra i parametri calcolati dal firmware ed il riferimento
MATLAB
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Tra questi cicli standard vi è lo Urban Dynamometer Driving Schedule
(UDDS), messo a punto dalla U.S. Environmental Protetion Agency [44]. Il
ciclo simula un percorso urbano della lunghezza di 12.07 km con diverse fer-
mate; la durata del percorso è di circa 22 minuti con una velocità media di 31.5
km/h con un picco di 91.25 km/h. In Figura 6.14 è mostrato il profilo di ve-
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possibile confrontarli con i dati acquisiti dal Keithley 2420.
5.3 Tests di verifica
In questo paragrafo sono descritti i tests effettuati e sono riportati i risultati
ottenuti, confrontati sia con gli esiti delle simulazioni in Simulink, sia con i
risultati attesi elaboarati a partire dalle misure del Keithley 2420.
5.3.1 Urban Dyn mometer Driving Schedul (UDDS)
Per la scelta del tipo di test e delle condizioni di funzionamento della cella
che risultino adatte a consentire una buona valutazione dell’algoritmo imple-
mentato è necessario stabilire un benchmark rappresentativo delle condizioni
operative della cella, in particolare quando essa alimenta un veicolo elettrico.
A questo scopo, una possibile scelta è costituita dai cicli di guida standard
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Figura 5.10: Profilo di velocità e corrente dell’UDDSFigura 6.14: Profili di corrente e di velocità di un ciclo UDDS standard
locità di un ciclo UDDS standard ed il profilo di corrente da esso estratto per
una batteria da 66.2 Ah col procedimento illustrato in [11]; qui la convenzione
utilizzata è di corrente positiva in scarica, quindi, i picchi di corrente minore
di zero rappresentano delle fasi di recupero in frenata.
Ovviamente, per applicare il profilo alle celle in uso è stato necessario
riadattare il valore della corrente d’esercizio alla capacità delle celle stesse,
ovvero 2.05 Ah nominali.
6.4 Cicli UDDS ripetuti
Il test effettuato si compone di una serie di cicli UDDS ripetuti in cui il profilo
di corrente è costituito da una serie di scalini tutti della stessa durata; il test è
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stato eseguito alla temperatura di 20°C. In particolare, si possono distinguere
tre fasi distinte (Figura 6.15):
1. fase di carica CC-CV a 0.5 C per arrivare alla condizione di SoC = 100%;
2. 16 cicli UDDS intervallati fra loro da pause di 30 secondi che portano le
celle ad un valore di SoC di circa il 5%; la durata di ciascuno scalino di
corrente è di 30 secondi;
3. fase di scarica CC-CV a 0.5 C per portare le celle allo 0% di SoC.
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Figura 6.15: Profilo di corrente del test eseguito e tensione di cella misurata
Portarsi inizialmente nella condizione di cella completamente carica è fon-
damentale per come si è scelto di fissare il SoC di riferimento con il quale con-
frontare quello calcolato dall’algoritmo. Ricordando la formula del Coulomb
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Counting:
SoC(t) = SoCinit +
1
Qmax
∫ t
t0
iL(τ)dτ
abbiamo visto come questo metodo di calcolo dello stato di carica possa essere
preciso, ma di come soffra dei problemi relativi al valore di inizializzazione e
della divergenza dell’errore dovuto a un possibile offset di corrente. Cono-
scendo però lo stato iniziale (SoCinit = 100%) ed avendo a disposizione un
buon riferimento di corrente, ovvero la corrente del Keithley che è molto pre-
cisa, è stato ricavato il SoC di riferimento applicando il Coulomb Counting
alla corrente del Keithley.
In Figura 6.16 viene mostrato il confronto fra gli andamenti del SoC reale
e di quello stimato in firmware dall’algoritmo. L’errore assoluto della stima è
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Figura 6.16: Confronto fra il SoC di riferimento e quello stimato
pari a:
SoCerr = SoCreale − SoCstimato
e, come si vede in Figura 6.16, il suo valore cambia durante il test; in partico-
lare, in Figura 6.17 si può osservare il suo andamento in funzione dello stato
di carica reale, in cui si nota un picco nella zona di SoC tra il 30% ed il 40%.
Le quantità interessanti per valutare l’errore sono l’errore quadratico medio
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Figura 6.17: Andamento di SoCerr in funzione del SoC reale
(RMS) e l’errore assoluto massimo:
ERMS =
√√√√ 1
N
N
∑
k=1
SoC2err(k)
Emax = max
k
|SoCerr(k)|
che risultano pari a:
• ERMS = 1.77%
• Emax = 3.88% quando il SoC vale 35.5%
Il picco d’errore visibile nell’intervallo di SoC tra il 30% ed il 40% è attri-
buibile all’aumento del tempo di risposta dovuto alla pendenza molto ridotta
della curva OCV(SoC) in quella zona [31]. In particolare la costante di tempo
con cui il sistema va a regime è pari a:
τs =
Qmax(R0 + R)
b1
(6.4.1)
dove b1 è la pendenza della caratteristica; dunque, quanto più la pendenza è
piccola, tanto più aumenta il tempo di risposta dell’algoritmo che, di conse-
guenza, segue peggio l’andamento reale. Si vede, infatti, dalla Figura 6.18,
che la tensione del modello segue bene l’andamento di quella misurata; ciò
dimostra la bontà del modello con i parametri stimati online. Nell’ingrandi-
mento di Figura 6.19, fatto nella zona in cui SoCerr è più alto, si nota che vM
"fatica" molto di più a seguire vT.
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Figura 6.18: Confronto tra la misura della tensione di cella e la tensione d’uscita del
modello
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Figura 6.19: Ingrandimento di Figura 6.18 nella zona di picco d’errore
6.4.1 Cicli UDDS ripetuti con offset sulla corrente
Come abbiamo visto nel Capitolo 4, l’algoritmo implementato è in grado di
correggere un errore di stima del SoC causato da un offset sulla misura di
corrente; in particolare ciò si ottiene impostando il controllore proporzionale
in questa maniera KP =
1
R0 + R
.
Inoltre, poiché i parametri R0 ed R vengono identificati online, il fattore di
correzione KP cambierà il proprio valore adattandosi alle condizioni in cui si
trova la batteria (SoC, temperatura).
Si è pensato di effettuare il test con cicli UDDS ripetuti simulando un off-
6.4 Cicli UDDS ripetuti 109
set di corrente e valutare il risultato; ciò è stato ottenuto aggiungendo nel
codice un offset alla corrente di 90 mA, valore anche abbastanza alto consi-
derando che il massimo valore che la corrente raggiunge nel test è di 1.05 A
(Figura 6.20).
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Figura 6.20: Corrente del test e corrente con offset
In Figura 6.21 si vede chiaramente come nel caso di offset sulla corrente la
tecnica del puro Coulomb Counting dia origine ad errori inaccettabili a causa
della divergenza dell’errore. Di contro, l’algoritmo implementato, corregge in
maniera soddisfacente questo inconveniente, anche se l’errore rispetto al SoC
reale è leggermente maggiore che nel caso di assenza di offset. Si vede bene
in Figura 6.22 che, a causa dell’integrazione dell’offset di corrente, l’errore del
Coulomb Counting rispetto al SoC reale diverge; la rampa si arresta solamente
perché a valle dell’integrale vi è un blocco che limita il SoC a valori ≥ 0.
La stima effettuata dall’algoritmo, invece, risulta essere leggermente meno
accurata di quella del caso d’assenza di offset; ciò si spiega considerando che,
per trovare KP = KPopt che annulla l’errore sull’offset di corrente, si è utiliz-
zato il teorema del valore finale; dunque, la correzione si ha per t → ∞. Il
sistema è del primo ordine con costante di tempo pari a (6.4.1); dunque an-
che il tempo necessario per correggere l’errore dovuto all’offset di corrente è
inversamente proporzionale a b1, di conseguenza nella zona più piatta della
curva OCV(SoC) l’errore assoluto SoCerr sarà leggermente maggiore del caso
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Figura 6.21: Confronto tra il SoC stimato dall’algoritmo e puro Coulomb Counting in
presenza di offset sulla corrente
di assenza di offset. In particolare:
ERMSo f f set =
√√√√ 1
N
N
∑
k=1
SoC2err(k) = 1.81%
Emaxo f f set = maxk
|SoCerr(k)| = 4.01%
I risultati dei test di validazione dell’implementazione e di valutazione del-
le prestazioni in termini di stima del SoC appaiono positivi, in quanto i primi
confermano che parametri e SoC stimati via firmware corrispondono a quel-
li calcolati da un’implementazione MATLAB; i secondi evidenziano la bontà
della stima caratterizzata da errori molto contenuti. Dopo queste verifiche si è
passati alla valutazione degli effettivi vantaggi dell’identificazione online dei
parametri rispetto all’utilizzo di un modello a parametri costanti identificati
tramite test offline sulla cella.
6.5 Confronto tra parametri identificati online e pa-
rametri costanti
L’algoritmo di identificazione online dei parametri risulta, come abbiamo vi-
sto, abbastanza oneroso dal punto di vista computazionale; nonostante ciò,
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Figura 6.22: Confronto tra il SoC stimato dall’algoritmo e puro Coulomb Counting in
presenza di offset sulla corrente
il suo tempo totale di occupazione della CPU risulta essere basso rispetto a
quello degli altri task, ciò avviene perché questa funzione viene eseguita al
massimo ogni finestra temporale (quindi ogni 5 minuti). Durante la fase di te-
st di questo lavoro di tesi si è cercato di avere un riscontro sulla bontà di questa
tecnica, confrontandola con i risultati dati da un mixed algorithm in cui i para-
metri del modello sono costanti e pari ad un valore medio dei risultati ottenuti
offline, ovvero:
• R0 = 0.024 Ω
• R = 0.015 Ω
• C = 2667 F
I parametri del modello, oltre ad avere una dipendenza dallo stato di ca-
rica, cambiano molto al variare della temperatura, in particolare la resistenza
serie R0. La caratterizzazione delle celle utilizzate è stata effettuata a 20 °C,
così come i cicli UDDS precedentemente descritti; ci si aspettava, dunque, di
non notare una grossa differenza tra i parametri stimati online e quelli offline.
In Figura 6.23 si nota come l’andamento in verde e quello in rosso siano abba-
stanza simili e seguano più o meno allo stesso modo il SoC di riferimento. Gli
errori (Figura 6.24) dimostrano come il SoC coi parametri stimati segua meglio
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Figura 6.23: Confronto tra SoC reale, stimato con identificazione online dei parametri
e stimato con parametri costanti
l’andamento reale, mentre quello a parametri costanti risulta maggiormente
frastagliato.
Errore RMS Errore assoluto massimo
Stima online 1.77% 3.88%
Parametri costanti 1.66% 5.78%
Tabella 6.2: Valori degli errori degli algoritmi a 20 °C
I valori riportati in Tabella 6.2 confermano quanto detto in precedenza:
l’errore quadratico medio dell’algoritmo a parametri costanti è leggermen-
te inferiore all’altro a causa dei salti più frequenti, ma il picco massimo è
significativamente più alto.
La Figura 6.25 mostra i valori di R0 stimati dal firmware durante il test;
l’andamento sta intorno al valore della caratterizzazione alla stessa tempera-
tura. In applicazioni automotive, però, non si andrà mai a lavorare alla stessa
temperatura in ogni periodo dell’anno o in tutte le latitudini; in queste condi-
zioni dei parametri estratti ad una data temperatura possono dar luogo a gros-
si errori sul SoC se utilizzati ad altre. Seguono dei test di cicli UDDS ripetuti
effettuati alle temperature di 40 °C, 0 °C e -10 °C.
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Figura 6.24: Confronto fra gli errori assoluti
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Figura 6.25: Andamento resistenza serie
Al variare della temperatura, la capacità utilizzabile della cella cambia sen-
sibilmente, come mostrato in [45]; in particolare essa diminuisce al diminuire
della temperatura. Ciò si traduce nell’aumento della resistenza serie del mo-
dello di cella, ovvero, a basse temperature, i salti di tensione causati dalla
variazione di corrente di carico sono più ampi Figura 6.26.
6.5.1 UDDS a 40 °C
Questo test simula il comportamento della cella a temperatura più alta di una
normale temperatura ambiente.
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Figura 6.26: Andamento delle tensioni nei test UDDS effettuati a diverse temperature
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Figura 6.27: Confronto tra SoC stimato dal firmware e quello MATLAB
In Figura 6.27 si può, ancora una volta, verificare la validità dell’imple-
mentazione firmware dell’algoritmo: l’andamento del SoC proveniente dal
firmware è identico a quello dell’implementazione MATLAB.
Per quanto riguarda il risultato sulla stima del SoC, in Figura 6.28 si vede
che l’andamento di quello con i parametri stimati online non è molto differente
da quello che utilizza i parametri del modello della caratterizzazione offline a
20 °C. I valori di errore assoluto e RMS risultano comparabili.
I parametri identificati (anche in questo caso quelli calcolati dal firmware
corrispondono a quelli MATLAB), come si può vedere da Figura 6.29, assumo-
no dei valori leggermente inferiori a quelli a 20 °C; come si vede bene, la R0 è
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Figura 6.28: Confronto tra SoC a parametri stimati online a 40 °C e quello a parametri
costanti
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Figura 6.29: Andamento dei parametri stimati a 40 °C
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Figura 6.30: Confronto tra SoC a parametri stimati online a 0 °C e quello a parametri
costanti
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Figura 6.31: SoCerr a parametri stimati online a 0 °C e quello a parametri costanti
praticamente sempre al di sotto del valore medio di caratterizzazione offline,
tranne alla fine del test quando la cella è scarica e la resistenza serie aumenta.
Il valore inferiore della componente ohmica si spiega con il leggero aumento
della capacità effettiva della cella all’aumentare della temperatura.
6.5.2 UDDS a 0 °C
Se alla temperatura di 40 °C non si notavano particolari differenze nell’anda-
mento del SoC rispetto al caso di temperatura ambiente (20 °C), come si può
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Figura 6.32: Andamento dei parametri stimati a 0 °C
vedere da Figura 6.26, a 0 °C(e ancor di più a -10 °C) la tensione di cella subisce
salti di ampiezza molto più significativa.
La Figura 6.30 mostra la differenza netta tra la stima dello stato di carica
con parametri identificati online e quella a parametri costanti; si nota che, ini-
zializzando i parametri con i valori di caratterizzazione online (gli stessi della
stima a parametri costanti), l’andamento in verde e quello in rosso sono appa-
iati all’inizio del test. Dopo la prima identificazione, l’andamento dello stato
di carica calcolato dal firmware inizia a replicare la forma di quello reale e
l’errore di stima diminuisce.
La Figura 6.31 mostra la differenza tra gli errori assoluti, evidenziando
che l’algoritmo di stima online permette di ottenere un valore di SoC molto
più accurato. A questa temperatura, l’errore che si commette utilizzando dei
parametri estratti a temperatura ambiente diventa significativo.
I valori stimati per i parametri, durante il test, sono riportati nei grafici di
Figura 6.32; la R0 è quasi dieci volte maggiore del valore di caratterizzazione
(linea in rosso).
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Figura 6.33: SoC ed errore a -10 °C
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Figura 6.34: Andamento dei parametri stimati a -10 °C
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6.5.3 UDDS a -10 °C
Alla temperatura di -10 °Cil test ha evidenziato i forti limiti del modello a
parametri costanti. I grafici in Figura 6.33 mostrano come la stima col modello
a parametri estratti a 20 °C sia altamente inaffidabile, tanto che l’errore tocca
punte superiori al 30%; quando, invece, l’algoritmo implementato commette
un errore massimo che, nella zona più piatta della curva OCV(SoC), supera di
poco il 5%. D’altronde la resistenza serie stimata oscilla attorno ad un valore
di 0.35 Ω (Figura 6.34); quindi vi è un fattore quasi 15 nel valore della R0
passando dalla temperatura ambiente a -10 °C.
6.5.4 Riepilogo risultati
20 °C 40 °C 0 °C -10 °C
R0 media 0.024 Ω 0.021 Ω 0.134 Ω 0.336 Ω
SoCerrRMS
identifica-
zione
online
1.77% 1.13% 3.86% 4.35%
SoCerrmax
identifica-
zione
online
3.88% 3.48% 8.22% 8.41%
SoCerrRMS
parametri
costanti
1.66% 0.8% 10.92% 15.06%
SoCerrmax
parametri
costanti
5.78% 3.7% 32% 31.51%
Tabella 6.3: Confronto dei risultati delle prove in temperatura
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La Tabella 6.3 riassume i risultati ottenuti dalle prove in temperatura effet-
tuate per valutare le prestazioni dell’algoritmo implementato in diverse condi-
zioni ambientali. I dati evidenziano il notevole vantaggio dell’identificazione
online dei parametri quando, all’abbassarsi delle temperature, il valore della
componente ohmica del modello cresce significativamente.
In applicazioni molto dinamiche, con diverse condizioni operative possibi-
li, come il campo delle auto elettriche o ibride, un algoritmo di stima dello sta-
to di carica, capace di adattarsi ai fattori ambientali, diventa molto importante
per poter fornire all’utente un’indicazione quanto più precisa dell’autonomia
delle batterie.
Conclusioni
In questa tesi è stata presentata l’implementazione firmware di un algoritmo
per la stima dello stato di carica di batterie al litio che fa uso di un modello
elettrico equivalente della cella i cui parametri, però, dipendono dalle condi-
zioni operative della batteria. Si è scelto di implementare anche un algoritmo
di identificazione online di tali parametri al fine di ottenere dei dati sempre
aggiornati in qualsiasi condizione di lavoro; questo algoritmo fornisce una
stima utilizzando una tecnica di risoluzione di un sistema sovradimensionato
nel senso dei minimi quadrati.
L’implementazione è stata inserita all’interno di un Battery Management
System interamente realizzato in firmware che presentava tutte le funzionali-
tà richieste da un’applicazione di questo genere, ma che utilizzava una tecnica
molto semplice e poco precisa per la stima del SoC. L’integrazione di un algo-
ritmo sofisticato più preciso ha reso il sistema adatto ad applicazioni molto di-
namiche in cui la corrente varia frequentemente e che richiedono delle buone
accuratezze. Poiché il firmware era già stato basato su un sistema operativo
open-source per sistemi real-time, si sono implementate le due componenti
principali dell’algoritmo di stima (calcolo del SoC ed identificazione dei pa-
rametri) in task diversi; ciò ha consentito di poter svolgere parallelamente le
due operazioni, ognuna con le sue esigenze temporali.
Il progetto è stato sviluppato su un microcontrollore della NXP (LPC1754)
basato sul processore RISC a 32 bit ARM Cortex M3; nonostante esso non sia
dotato di un acceleratore hardware per le operazioni in virgola mobile e no-
nostante l’algoritmo di stima dei parametri richieda un numero consistente di
operazioni, tra cui diverse radici quadrate, il payload della CPU si è mantenu-
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to al di sotto del 20% per un modulo di quattro celle. Ciò perché l’operazione
di identificazione avviene sporadicamente, in quanto occorre raccogliere uno
storico di dati di tensione e di corrente, opportunamente decimati, prima di
procedere al calcolo.
Successivamente sono stati effettuati dei test su un modulo di quattro celle
NMC da 2.05 Ah connesse in serie al fine di validare l’implementazione del-
l’algoritmo (scarica impulsata) e di valutarne le prestazioni in termini di erro-
re sulla stima del SoC. Dopo i passi di validazione, sono stati effettuati degli
esperimenti ponendo le celle a diverse temperature all’interno di una camera
termostatata, in modo tale da valutare il vantaggio nell’uso di un metodo di
stima online dei parametri rispetto all’utilizzo di parametri fissi estratti da te-
st di caratterizzazione offline a temperatura ambiente e adoperati in qualsiasi
condizione di temperatura.
I risultati ottenuti sono stati soddisfacenti sia in termini di accuratezza del-
la stima, sia nel confronto con un modello a parametri fissi, sia nei tempi di
esecuzione e di utilizzo della CPU. Infatti, utilizzando lo stesso microproces-
sore, semplicemente aggiungendo della memoria, il firmware è in grado di
gestire un numero di celle molto più ampio sfruttando il Time Division Multi-
plexing; quindi la caratteristica vincente del sistema è quella di avere un BMS
completo interamente implementato in firmware con a bordo un algoritmo
avanzato e adattivo di stima del SoC. Il tutto gira su un microcontrollore che
costa intorno a 7 e e che sarebbe in grado di gestire un numero di celle molto
elevato. Algoritmi di stima del SoC così sofisticati vengono, talvolta, imple-
mentati in hardware utilizzando, ad esempio, delle FPGA; ciò fa lievitare il
costo del sistema e ne riduce drasticamente la flessibilità che si ha program-
mando servendosi di un sistema operativo. Ovviamente tutto ciò si paga in
termini di prestazioni; ma se l’applicazione consente di avere tempi di stima
dell’ordine dei millisecondi per cella, anziché dei microsecondi, con un co-
sto decisamente più basso si riescono a raggiungere le stesse accuratezze e lo
stesso numero di celle gestibili in hardware.
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