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Introduction
The past two decades have seen an increased usage of remote sensing observations by many operational data assimilation systems, including ECMWF's (European Centre for Medium-Range Weather Forecasts). Observations from instruments on polar orbiting platforms, such as the infrared (IR) and microwave channels of the TOVS (TIROS Operational Vertical Sounder) suite of instruments, are crucial to the quality of current analyses (Bouttier and Kelly 2001) and a major contributor to the improvement in the quality of forecasts (Simmons and Hollingsworth 2002) . Efforts are underway to improve the usage of observations from geostationary satellites, such as GOES (Geostationary Operational Environmental Satellite) and Meteosat, operated by the European organization for the Exploitation of Meteorological Satellites (EUMETSAT) (Rohn et al. 2001 , Munro et al. 2000 .
Effective usage of remote sensing information for Numerical Weather Prediction (NWP) requires a good quality background field. In particular, the remote sensing channels that peak at the lower troposphere require a good a-priori knowledge of the surface skin temperature. Over sea, the sea surface temperature (SST) is determined using a combination of visible imagers and buoys, with an accuracy better than 0.5 K (Reynolds and Smith 1994) . The model skin temperature over land is a much more elusive quantity, due to several effects: (a) the fast response (low thermal inertia) of the land surface temperature; (b) the sensitivity of the skin temperature to local effects (such as terrain characteristics, land cover, vegetation state), which are imperfectly described by the ancillary datasets of the land surface parameterization scheme; (c) the imperfections of the model's physical parameterizations, leading to large uncertainties in the accuracy of the model soil water, or of the model thermal roughness lengths (e.g., Sun and Mahrt 1995) , in turn affecting the skin temperature.
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The current ECMWF land surface parameterization scheme, TESSEL (Tiled ECMWF Scheme for Surface Exchanges over Land) (van den Hurk et al. 2000) , has up to six independent fractions (tiles) for every land grid box, with separate skin temperatures and fluxes. Each tile has its own characteristics defining separate heat and water fluxes used in an energy balance equation solved for the tile skin temperature. One of the long-term goals for designing TESSEL was a better usage of remote sensing information. So far there has been limited validation of the skin temperature in global models, despite the obvious importance of skin temperature in (a) determining the surface sensible heat flux (Hall et al. 1992; Sun and Mahrt 1995) , (b) computing the evaporative fluxes using the so-called big-leaf approximation (as reviewed in Dickinson et al.
Clear-sky window channel radiances 1991, and Sellers et al. 1997 ; see also Deardorff 1978; Dickinson et al. 1993; Sellers et al. 1996; Viterbo and Beljaars 1995; van den Hurk et al. 2000) , and (c) estimating soil water from microwave radiances (e.g. Wang et al. 1992) or IR radiances (e.g. McNider et al. 1994) .
Two recent studies compare skin temperatures in large-scale models with derived remote sensing information. Jin et al. (1997) focus on the skin temperatures of the National Center for Atmospheric Research (NCAR) Community Climate Model version 2 (CCM2) coupled with the BATS (BiosphereAtmosphere Transfer Scheme) surface model. Data from a 10-year simulation at T42 spectral resolution are compared with one year data retrieved from the High Resolution IR Radiation Sounder (HIRS) on TIROS-N in 1979, and with FIFE (First ISLSCP Field Experiment) skin temperature observations in July 1987. HIRS retrievals of observed skin temperatures are obtained from radiances for the night-time (0300 LT) and daytime (1500 LT) overpass, while the FIFE data is an average of observations taken every 5 min with 22 IR thermometers mounted at 3-m above surface and distributed over the FIFE area. Rhoads et al. (2001) compared the output of a suite of off-line surface models in the Red-Arkansas River basin in the Southern Great Plains with hourly data obtained from the HIRS instruments for the night-time and daytime overpass and data from the window channel of the GOES satellite. HIRS-2 skin temperature was compared with three large-scale Northern Hemisphere field experiments sampling different ecosystems and climates, for several years. The data was found to be bias-free with a 4-5 K standard deviation.
We report a pilot study on the use of clear-sky radiances of Meteosat 11µm window channel for the assimilation of land surface temperature. As a first step towards assimilation, Meteosat clear-sky radiances are compared with their model equivalent (Köpken et al. 2002) . Analysis of the differences between observed and modeled clear-sky radiances enables one to assess the quality of the modeled land surface temperature, and particularly its diurnal cycle. In clear-sky conditions, the model's outgoing radiance depends essentially on the surface or skin temperature, which is calculated from the energy budget at the surface. The comparison serves not only to assess the model's performance, but also to monitor the quality of the observations by identifying gross errors or systematic problems in the data.
A description of the data and methodology used is presented in Section 2. Section 3 starts with an overview of the mean fit of the model to the observations, followed by focusing on the time variability and stratification of results by surface type, and finally the characterization of the conditional bias. Section 4 discusses possible reasons for the large observed biases, and suggests practical ways of overcoming the problems, while the major conclusions are reviewed in the final section, highlighting areas where future work is needed.
Data and Methodology
This study is focused on the comparison between radiances measured by the infrared (IR) window channel (10.5 -12.5 mm band) on-board Meteosat-7 and Meteosat-5, and their ECMWF model equivalent. The study is performed for four 15-day periods in 2001 -1-15 February, 1-15 April, 1-15 July, and 1-15 Octobersampling the annual cycle within the Meteosat-7 disk (centered at 0ºE) and Meteosat-5 disk (centered at 63ºE).
Observations
Meteosat radiances are used here in the form of so-called clear-sky radiances (CSR) produced by EUMETSAT (van de Berg et al. 1995) . To derive the CSR, the observed radiances are screened for clouds at EUMETSAT. This is done through a cluster analysis over 32x32 pixel segments using the available channels, i.e. 11 µm and 6.3 µm at night, while during daytime the visible channel is used in addition. The individual clusters may then be classified into clear land/sea and scenes with different cloud heights by comparing the cluster mean values to calculated radiances. These are based on radiative transfer calculations using ECMWF short-range forecast profiles and surface temperatures. The observed CSR, hereafter Tb_obs, are obtained by averaging the values diagnosed as "clear sky" within the four 16x16 quadrants in the segments. The original spatial image resolution of 5 km is thus degraded to about 80 km at nadir, and to about 125 km at 50ºN. Along with the averaged clear-sky radiances, the percent of pixels flagged as "clear sky" and as "cloudy" are also given by EUMETSAT. Although the CSR data are produced hourly, only 3-hourly brightness temperatures will be compared with their ECMWF model equivalent. Clear-sky radiances are affected by calibration errors that are satellite dependent, further discussed in Section 4 of the paper (see also Köpken et al. 2002) .
Modeled Brightness Temperatures
The modeled brightness temperatures are obtained from the ECMWF background fields presented to the data assimilation scheme -a 4-dimensional variational assimilation (4D-Var) Mahfouf and Rabier 2000; Klinker et al. 2000) . The model version is the so-called 23r4 cycle, tested since November 2000 and operational since June 2001, running at T511L60 (60 levels with a horizontal grid spacing of about 40 km). The derivation of the analysis increments in the12-hour 4D-Var (Bouttier 2001 ) is performed at T159L60 (corresponding to a grid spacing of about 125 km). The 3-hourly model background fields used here have verifying times between 18 UTC and 3 UTC for the 0 UTC analysis, and between 6 UTC and 15 UTC for the 12 UTC analysis.
Although Meteosat 11 µm radiances are not currently being assimilated at the ECMWF, the background window channel brightness temperatures (Tb_bg) are obtained using the background profiles of temperature and humidity, the skin temperature, and the specified surface emissivity as input to the Radiative Transfer for TOVS model version 5 (RTTOV-5) (Eyre 1991; Saunders et al. 1999) . The model cloud cover, liquid and ice water are ignored in the radiative transfer, and thus the Tb_bg provided are always considered clear-sky. A basic description of RTTOV follows, in order to discuss the possible error sources associated with Tb_bg.
The atmospheric upwelling clear-sky radiance,
clr L v θ , at frequency v and viewing angle θ from zenith at the surface is written as:
where the first term is the radiance emitted by the surface, the second term is the direct radiance emitted by the atmosphere and the third is the radiance reflected by the surface; s τ and τ are the surface to space and the layer to space transmittances, respectively, s ε is the surface emissivity, B is the Planck radiance for a scene temperature, and T and T s are the layer mean temperature and the surface skin temperature, respectively. In the remaining part of the paper we will be linking the mismatch between model and observed brightness temperatures to problems in the observation data and deficiencies in the model skin temperature, in particular its diurnal cycle. It is clear from the equation above that there are other factors that might affect the model radiances, besides the surface skin temperature, and they are summarized here. First, the formulation of the window channel emissivity is rather crude: land emissivity is set everywhere to 0.96, except in very dry areas where it can reach values as low as 0.93 (see more details in section 4). Tests with alternative formulations of emissivity have shown an impact on Tb_bg of order 1 K, but no impact on its diurnal cycle. Secondly, deficiencies in the atmospheric water vapor affect the atmospheric transmissivity. Since the diurnal cycle of the total column water is small, the impact on the diurnal cycle of Tb_bg is less than 1 K (Chevallier and Kelly, 2002 ). An additional factor impacting the atmospheric transmissivity is the aerosols, with impact on Tb_bg less than about 1 K, and even smaller on its diurnal cycle. Finally, deficiencies in the RTTOV radiative transfer can lead to biases and standard deviations of Tb_bg of order 0.1 K (Matricardi et al. 2001 ).
The land surface model TESSEL
The model skin temperature is largely determined by the details of the land surface model used, TESSEL (van den Hurk et al. 2000) . TESSEL conceptually divides the surface/atmosphere interface into fractions (tiles), with up to 6 tiles over land (bare ground, low and high vegetation, intercepted water, shaded and exposed snow) and up to 2 fractions over sea and freshwater bodies (open and frozen water). Each fraction has its own properties defining separate heat and water fluxes used in the energy balance equation that is solved for skin temperature. Special attention is devoted to the different physical mechanisms limiting evaporation over bare ground and vegetated surfaces. Over land, the skin temperature is in thermal contact with a four-layer soil or, if there is snow present, a single layer snow mantle overlying the soil. In this study we will be using only the weighted average skin temperature over the grid box. However, future use of specific remote sensing instruments might be dealt with more appropriately with a given tile temperature rather than the grid box average.
Methodology
Background departures (BG_dep), i.e., the difference observed minus collocated modeled brightness temperatures, were studied taking into account a set of model variables and parameters also collocated to each Tb_obs value. The results presented here concern the stratification of the BG_dep by the model surface type and vegetation, a fixed parameter based on the Global Land Cover Climatology (Loveland et al. 2000; van den Hurk et al. 2000) , and by the modeled cloud cover. The latter, classified as low, medium or high, is obtained by the cloud prognostic scheme developed by Tiedke (1993) with modifications described by Jakob (1999), Jakob and Klein (2000) , and Jakob et al. (2000) .
In section 3, a general overview of the BG_dep over the Meteosat-7 and Meteosat-5 disks will be presented. This will be followed by a more detailed analysis of the diurnal cycle of the BG_dep over a set of previously chosen areas ( Fig. 1 , Table 1 ), most of the order of 10ºx10º. Although only inland regions are of interest for the present study, the selection of those areas follows quite closely the criterion used by Morcrette (1991) . Here a set of inland areas was selected so that at each time-slot the atmospheric conditions within each Clear-sky window channel radiances region are fairly homogeneous. As for the surface type, some areas are fairly homogeneous -regions M7-3, M7-4, M7-7 -, while others display a marked north-south gradient -as in regions M7-5 and M7-6. 
Figure 1 Areas studied within Meteosat-7 (M7-n) and Meteosat-5 (M5-n) disks.
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Results
Overview
The BG_dep (observed minus modeled brightness temperatures) averaged for each of the 15-day periods are shown in Figs. 2-5. The 3 UTC (0UTC) and 12 UTC (9 UTC) time-slots are representative of the night and daytime periods for the Meteosat-7 (Meteosat-5) disk, respectively. Using the local midnight was avoided due to problems caused by the so-called solar stray light effect, which happens when solar light intrudes into the radiometer producing spurious bright spots and bows (Köpken 2001) .
Figure 2 BG_dep (K) averaged for the period 1-15 February 2001 obtained for Meteosat-7 at (a) 3 UTC and (b) 12 UTC, and for Meteosat-5 at (c) 0 UTC and (d) 9 UTC.
Clear-sky window channel radiances
The differences between observed and modeled brightness temperatures for the night time BG_dep generally range from -4K to 4K; over the Himalayan mountains the night time bias may reach up to 10 K (Figs. 2c, 3c , and 5c), associated to an overestimation of the model cooling over such high elevated terrain.
The BG_dep mark very distinctly the land-sea border, during daytime, with BG_dep between -2K and -3K, close to the calibration uncertainty (van de Berg et al. 1995) , over the oceans remaining fairly constant throughout the day. These values are consistent with the findings of Köpken et al. (2002) , who studied the background departure statistics for 100% clear-sky data and found a bias of -2K to -2.8K, with standard deviations of 1K, for Meteosat-7 and Meteosat-5, respectively. The inland negative (positive) nighttime bias are enhanced at 12UTC (Figs. 2b-5b) and 9UTC (Figs. 2d-5d ). The February 12 and 9 UTC time-slots (Figs. Clear-sky window channel radiances 2b and 2d) show large areas where positive BG_dep clearly dominate; these include most of the semi-arid and desert African regions -the Sahara, the Sahel and the Namibia desert -most of the Middle East -the latitudinal band between Turkey and Pakistan -and India. Over these regions the modeled brightness temperatures at or near their diurnal maximum tend to be colder than the observations by 2K to over 8K. Since model clear-sky radiances for the window channel are mainly driven by the surface temperature, Figs. 2b and 2d show vast areas where the amplitude of the modeled skin temperature is systematically underestimated, a problem also reported by Morcrette (2002) , when comparing model values of skin temperature with ground-based observations over the Atmospheric Radiation Measurement Southern Great Plains site. Clear-sky window channel radiances
The corresponding regions with strong daytime negative bias for February 2001 are mainly constrained to the 0º -20ºS latitudinal band (Figs. 2b and 2d ). For the next months the daytime negative values of the BG_dep, mainly between 10ºS and 20ºS, weaken (Fig. 3b) and are replaced by a positive bias over southern Africa in July (Fig. 4b) and October (Fig. 5b) . Meanwhile, the negative BG_dep band has moved northwards following the intertropical convergence zone (ITCZ) and the onset of the monsoon in the Indian subcontinent, linking the main factors guiding the spatial distribution of the most pronounced negative/positive BG_dep patches in the subtropics to the local rainy/dry season. As further discussed in Section 4, these may be related either to the observations, such as deficiencies in the cloud clearing, or to the Figure 5 As in Fig. 2 The patterns of the BG_dep averages over areas with superposition of Meteosat-7 and Meteosat-5 disks are similar (e.g., Figs 2a and 2c, 2b and 2d) , although the average BG_dep tend to be lower for Meteosat-5 disk than for the same inland areas within the Meteosat-7. The averaged values of the BG_dep for some of those areas are shown in Fig. 6 . Joyce et al. (2001) point to a number of effects that might explain the discrepancies between the two satellites: the non-uniform distribution of undetected cloudiness and the different viewing angles, in this case higher for Meteosat-5, which contribute for lower Tb_obs for the eastern satellite. Both effects tend to be more pronounced in the tropics, in accordance with the higher discrepancies found for the Congo area; the diurnal and seasonal cycle of the temperature contrast between the land surface and the tropopause may explain the higher differences during day-time, particularly over dry areas (see e.g. Egypt, and South Africa in February and October, Fig. 6 ), as well as their annual fluctuations. 
Figure 6 BG_dep (K) for three areas (Egypt, Congo and South Africa) with superposition of Meteosat-7 and Meteosat-5 disks, averaged every 3-hours over 15-days period in February (1st row), April (2nd row), July (3rd row), and October (4th row).
Although Figures 4b and 4d do not correspond to the same observation times, they are also indicative of the spatial distribution of the main differences between the two satellites; positive BG_dep in the latitudinal band from 5ºS to 30ºS in the Meteosat-7 disk (Fig. 4b) is replaced by weaker values in Fig. 4d , while the negative values of the BG_dep around 10ºN in Fig. 4b are more pronounced and extend further south in Fig. 4d . The corresponding pictures for October (Figs. 5b and 5d) follow a similar pattern. Although the respective viewing angles are taken into account by RTTOV-5 for the computation of the atmospheric correction, the effects discussed above (Joyce et al. 2001 ) are probably not totally eliminated. However, a significant fraction of the discrepancies found for the two satellites is likely to be accounted by differences in the spectral responses, and in the calibration of the respective on-board radiometers. For Meteosat-5 the socalled vicarious calibration is used (Köpken 2001; van de Berg et al. 1995) , while the black body on-board Meteosat-7 is being used for its calibration since May 2000 (Köpken 2001; Tjemkes et al. 2001 ).
Temporal Variability
In order to identify the main sources of systematic errors of Tb_bg, the BG_dep were analyzed for each of the regions defined in Table 1 (Fig. 1) . The time-series of the BG_dep for Niger (Meteosat-7 data), Congo (Meteosat-7 data), and Himalayas (Meteosat-5 data) are plotted in Fig. 7 for the February period. The northern African regions under the influence of the subsidence branch of the Hadley cell, including the Niger limited area (Fig. 7a) are characterized by dry atmosphere and very low soil moisture. The high proportion of coherent diurnal variability of the observed and modeled brightness temperatures (Morcrette 1991) seems to be also mirrored in the diurnal fluctuations of the BG_dep (Fig. 7a) . Over dry regions, the top of atmosphere brightness temperatures for the window channel are mostly driven by the surface, and thus indirectly by surface properties. Some stratification of the BG_dep values seems to be associated with the respective dominant vegetation type (legend to the right of each panel in Fig. 7 ), e.g., for the Niger area, the higher maximum daily values of the BG_dep tend to be reached for the "Tall Grass" type. However, care must be taken in the analyses of such results since, given the North-South gradient of vegetation type, at least part of the stratification by surface characteristics reflects latitudinal variation in the atmospheric conditions. This effect may be particularly pronounced for the Congo area (Fig. 7b) , where the types "Evergreen Broadleaf Trees" and "Deciduous Broadleaf Trees" are more likely to be under the influence of the ITCZ than the points characterized by "Interrupted Forest", generally located toward the north of the region. For the former vegetation types, the daytime brightness temperatures are often overestimated by 15K or 25 K by the model. Known deficiencies in the model humidity profiles in the tropics (Marécal et al 2001; Marécal and Mahfouf 2002) , associated with underestimation of the total water vapor column, may be responsible for an inadequate atmospheric impact on the brightness temperatures. However, the Tb_bg errors associated with humidity profiles are likely to be within ±2K range (Chevallier and Kelly 2002) .
Within the studied regions, the time-series for the Himalayas limited area (Fig. 7c) exhibits the highest dispersion of the BG_dep around the mean for each time-slot. There, the stratification by vegetation type reflects mainly the local orography. Over the most elevated terrain, where "tundra" and "short-grass" vegetation types dominate, brightness temperature is grossly underestimated by the model, with BG_dep of the order of 20 K and over. In contrast with all the other studied areas, the high dispersion of the BG_dep occurs for both daytime and night. Again, this is likely to be associated with the local heterogeneous terrain, and to the smoothing of Himalayan topography in the model, with daily time-series for points corresponding to different heights and different slopes being overlapped; this effect seems to be particularly pronounced for the semi-desert type, the most common in the area (36% of the points).
Conditional Bias
For most studied areas, the BG_dep are strongly linked to the observed values of brightness temperature, i.e., the BG_dep have strong conditional bias. In this section we will show that the relation between the BG_dep and Tb_obs may be partially explained by other model variables, particularly by the modeled cloud fraction and cloud type. Moreover, the stratification of the time-series of BG_dep by vegetation type (and thus by surface type and albedo) discussed in the previous section (Fig. 7 ) may in fact underlie the spatial distribution of cloud cover and cloud type.
Clear-sky window channel radiances At this point it should be stressed that the model clouds are ignored in the radiative transfer model RTTOV-5, which computes the difference between the modeled skin temperature and Tb_bg from temperature and humidity profiles. However, the model cloud fraction and cloud type still have a significant impact on the model radiative budget at the surface, and thus on the modeled skin temperatures.
Clear-sky window channel radiances Figure 8 shows the BG_dep values plotted against the respective Tb_obs for the "Western Sahara" limited area; each point is colored according to the model total cloud fraction ( Fig. 8a and 8b ) and the fraction of high clouds ( Fig. 8c and 8d ). There is a marked stratification of the BG_dep by the forecasted cloud cover; this effect is particularly pronounced for 12 UTC (Fig. 8b and 8d) , and although not shown, is equally strong for 15 UTC, with 9 UTC (18UTC) being characterized by a slow transition from (to) the night period ( Fig.  8a and 8c) . The model cloudy points mark the two tails of (mostly) negative BG_dep (Fig. 8b) ; furthermore, the lower tail seems to be associated with the presence of high clouds (Fig. 8d) and, thus, the upper tail will correspond to low-to-medium clouds.
Figure 8 Scatterplots of the BG_dep (K) against Tb_obs (K), for the Western Sahara area, at 3 UTC and 12 UTC, as indicated in the top of each panel. The points are colored according to the forecasted total cloud cover -(a) and (b) -and forecasted high cloud cover -(c) and (d).
The BG_dep corresponding to clear-sky points (forecasted total cloud fraction below 0.125) in Figs. 8a and 8b, have an overall positive bias. The discrepancies between observed and modeled brightness temperatures grow steadily between night time, with averaged BG_dep of the order of -0.5 K found for clear-sky conditions at 00 UTC, to daytime with maximum BG_dep of the order of 4.5K at 15 UTC (not shown). The plots in Fig. 8 put into evidence the inability of the modeled brightness temperatures to follow the observed diurnal cycle; for the dry conditions observed in the Sahara region, this means the diurnal cycle of the modeled skin temperature is generally underestimated. This is particularly the case when Tb_obs (and thus the observed skin temperatures) is high, i.e., when the diurnal amplitude is also likely to be high. As a consequence, the daytime BG_dep are positively correlated with the observations, with correlation coefficients reaching 0.6 for daytime with forecasted clear-sky.
The Savannah limited area is under the influence of the ITCZ during the February 15-day period; cases with modeled total cloud cover below 3/8 are almost non-existent. In this area, the BG_dep are strongly associated with the observations; correlations of 0.9 are obtained for both 03 and 12 UTC (Figs. 9a and 9b , respectively). The Savannah plots match the "cloudy tails" observed in Fig. 8 ; although not shown, the distinction between high and low or medium clouds no longer exists, probably due to the different cloud layers being overlapped. 
Discussion
Over dry, clear-sky regions, the atmosphere is fairly transparent for the window channel. Consequently, the discrepancies between the modeled and observed brightness temperatures to a large extent reflect how well the skin temperature is simulated by the ECMWF model; furthermore, the diurnal variations of the BG_dep give a good indication of how the diurnal cycle of the surface temperature is being reproduced. Over land, and under clear-sky conditions, the diurnal variations of the skin temperature are particularly sensitive to surface characteristics, such as surface type/vegetation, albedo, and slope (Jin et al. 1997) , which partially explain the spatial variability of the BG_dep shown in Figs. 2-5 for the arid and semiarid regions, and the stratification by vegetation type seen in Fig. 7 (7a and 7c) . In those cases, the daytime BG_dep tend to be higher for daytime than for the night period, i.e., the amplitude of the modeled skin temperature tends to be underestimated. The window channel emissivity values prescribed in the model comprise a very limited number of categories, ranging from 0.93 over very dry areas (deserts) to 0.98 over snow and 0.99 over water surfaces. Over most land grid points, emissivity is set to 0.96. Updated values for a wider variety of land cover types (e.g., Snyder et al. 1998 ) could reduce the Tb_bg offset, such as the bias of ~-3K obtained for nighttime BG_dep. However, preliminary sensitivity studies have shown that the adjustment of emissivity values has a negligible impact on the amplitude of Tb_bg, which can only be accounted for by deficiencies in the modeled diurnal cycle of skin temperature. Over mostly dry regions the model skin temperature is being misrepresented, possibly due to inadequate coupling of the surface to air temperature and/or to overestimation of the daytime surface sensible heat flux.
Over both subtropical and temperate areas, the respective dry seasons are characterized by BG_dep values and daily fluctuations similar to those described above. When the ITCZ settles in subtropical areas, or during the mid-latitudes winter, the patterns of the BG_dep change dramatically; the modeled brightness temperatures become systematically overestimated; the balance between daytime and night BG_dep is negative, i.e., the diurnal cycle of the modeled brightness temperatures is over-estimated. Although only cloud free data are being analyzed here, it has been shown that the modeled cloud cover has a strong impact in the stratification of the discrepancies between modeled and observed brightness temperatures. Such results must be taken with care since the ECMWF model has known cloud deficiencies, particularly in areas affected by extratropical cyclones and in the tropics where the temporal variation of convection is not well represented over land (Jakob 1999; Chevallier and Kelly 2002; Chevallier et al. 2001) . The percent of clearsky pixels corresponding to each observation (hereafter %_ClearSky) give an indication of the cloudiness in the area. In the case of the Sahara (Fig. 10a) , the two tails of negative BG_dep correspond mostly to observations with low %_ClearSky, which categorize the BG_dep in a similar way to that observed with the modeled cloud cover. For convective areas (e.g. Fig. 10b ) and regions within the mid-latitudes storm-tracks (e.g. Fig. 10c) , there is again a good agreement between low %_ClearSky, low Tb_obs and strong overestimation of the respective modeled clear-sky values. This suggests the %_ClearSky is measuring indirectly the probability of the observed brightness temperatures being contaminated by top of the cloud radiances.
The negative BG_dep could be associated with the distribution of the model humidity, since water vapor is the only significant absorbent for the 11 mm channel (e.g., Morcrette 1991) . A strong impact, though, would only be expected in convective tropical regions, where maximum values of the vertically integrated water vapor are found (Chang et al. 1984) . However, we still have to assess whether the behavior of the BG_dep in convective tropical and subtropical regions, and in the mid-latitudes winter is likely to be attributed to clearsky observations being contaminated by clouds, or to inadequate modeled fields. To answer that particular question, the phase of the diurnal cycle of Tb_obs was analyzed for:
i) Points where the daytime BG_dep is lower than -5K and the respective modeled total cloud cover is higher than 0.5, which contain most of the observations suspected of being cloud contaminated;
ii) Points where the daytime BG_dep is positive and the respective modeled total cloud cover is lower than 0.5, which have the lower probability of having any cloud problems. The frequency of the daily maximum of Tb_obs for Iberia, Mali and the Savannah limited areas is shown in Fig. 11 for (1) and in Fig. 12 for (2). Here we assume that a high water vapor content would decrease the daily amplitude of Tb_obs (e.g., Yang and Slingo 2001), but have a negligible impact on the phase of the diurnal cycle. As expected, for the cases shown in Fig. 12 Tb_obs peaks essentially between 12 UTC and 15 UTC, 1-2 hours after the solar maximum. Differences in the peak times reflect mainly the longitude of the different areas.
The histograms shown in Fig. 11 also tend to exhibit maximum frequencies for 12-15 UTC. However, the spreading of daily maxima through all observation times points very strongly to the influence of clouds. The most uniform distributions are generally found for midlatitudes (see Iberia in Fig. 11 ), in accordance with the lack of any particular diurnal cycle associated with frontal systems that may affect the regions. For the Mali and Savannah limited areas, the maximum values of Tb_obs tend to be more spread during the peak of the rainy season, in July (Fig. 11h) and February (Fig. 11c) , respectively. The results are consistent with the diurnal cycle of convection in the two regions; over the Savannah limited area there is a strong tendency for convection to occur by late afternoon (Yang and Slingo 2001) , when Tb_obs daily maxima are less frequent. Over west Africa, including the Mali, the influence of mesoscale convective systems is less localized than for the case of the Savannah (e.g. Gray and Jacobson 1977; Hodges and Thorncroft 1997; Yang and Slingo 2001) , and daily Tb_obs maxima are further spread through the afternoon (Fig. 12h ). 
Conclusions
The comparison between modeled and observed top of the atmosphere radiances presented here has two main purposes: the identification of problems with the observational data and the assessment of the model quality. Under clear sky conditions, the diurnal cycle of the window channel brightness temperatures, and thus of land surface temperature, tends to be greatly underestimated by the model, particularly over arid and semi-arid land areas. Similar problems exist for comparison with the window channel of the TOVS instrument (Tony McNally, private communication) . This poses strong limitations to the assimilation of information from channels from polar obiter sounders, sensitive to the lower troposphere. The assimilation of such channels will only be possible after reducing substantially the uncertainties of the surface temperature background fields, which may be achieved in two steps by: (1) reviewing the surface parameters prescribed in TESSEL, aiming to eliminate most of the systematic errors of the model surface temperature; and (2) introducing 1D-Var assimilation of window channel radiances to correct random errors of the background land surface field before starting the 4D-Var process.
The use of currently available Meteosat data for assimilation of land surface variables requires care in handling clear-sky observations. The current operational cloud processing for Meteosat is limited by the reduced number of channels available. However, the results shown in Fig. 10 suggest that the problem may be temporarily solved by flagging "cloud contaminated" observations, i.e. requiring a minimum value of the respective %_ClearSky (e.g. 75%). The instruments on-board Meteosat Second Generation (MSG) will have considerably more channels (12) and a higher spatial and temporal resolution, which will allow the use of more accurate cloud processing algorithms (Lutz 1999) .
Recent sensitivity experiments suggest modifications to TESSEL surface parameters (e.g. roughness length for heat), in line with information from previous field experiments (Malhi 1996) . We expect to update those parameters, directly associated with surface-to-atmosphere coupling, so that the model-observations discrepancies described here for clear-sky conditions may be corrected. The main purpose of such exercise will be to enable a first assessment of the usage of lower tropospheric channels in polar orbiters (currently operational only over sea) extended to land surfaces.
