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1. INTRODUCTION
w xThe following conjecture, originated essentially by Keller 7 in 1939, is
still open in spite of the efforts of many mathematicians from different
fields.
Jacobian Conjecture. For all n g N, if f : C n ª C n has polynomial com-
 .ponents and the Jacobian determinant det f 9 x is a nonzero constant
throughout C n, then f is a polynomial automorphism of C n, that is, a bijecti¨ e
polynomial map with polynomial in¨erse.
Of course it is not restrictive to consider the conjecture for the class of
functions whose Jacobian determinant is the particular constant 1. We can
 .  .safely normalize the f further by assuming that f 0 s 0 and f 9 0 s In
 .the n = n identity matrix .
There are many partial results on the conjecture. A basic paper on the
w xsubject is 2 , where the reader will also learn about its history, rich in
w xwrong proofs. The proceedings of the recent CuracËao Conference 6 are a
good place to look for an update on the state of the art. Here we will only
mention a few of the most important theorems. First of all, Biaøynicki-
w xBirula and Rosenlicht 3 proved in 1962 that if a polynomial mapping
C n ª C n has a nonzero constant Jacobian determinant and is one-to-one,
then it is also onto and its inverse is polynomial. Another fundamental
w xidea is the reduction of degree method found by Yagzhev 8 in 1980, and
w xindependently by Bass, Connell, and Wright 2 in 1982, whereby the full
Jacobian conjecture follows if we prove injectivity of the polynomial
mapping f of the following special ``Yagzhev form'': the sum of the
identity mapping plus a homogeneous cubic polynomial g,
f x s x q g x , where g sx s s3g x and det f 9 x s 1 .  .  .  .  .
for all x g C n , s g C. 1.1 .
w xOne more improvement is due to Druzkowski 5 , who showed that itÇ
actually suffices to restrict the attention to the cubic homogeneous polyno-
 .mial mappings g in 1.1 whose components are the cubic powers of linear
forms.
w xThe paper 4 introduced the following new approach to the problem.
 4Conjugation Problem. Suppose we are gi¨ en a parameter l g C _ 0 ,
and a polynomial mapping f : C n ª C n with constant Jacobian determinant
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 .  .and with the normalization conditions f 0 s 0, f 9 0 s I . We ask whethern
there exists a global diffeomorphism h : C n ª C n, with the normalizingl
 . X  .conditions h 0 s 0, h 0 s I , such that the following diagram commutes:l l n
l f
n n6C C 1.2 .
6
h hl l
6lInn n6C C
In the dynamical systems literature such a function h is known asl
conjugation between l f and its linear part at the origin. We will call it,
more briefly, ``conjugation for l f.'' It is meant to be a change of variable
 .  . y s h x under which the mapping x ¬ l f x becomes or ``is conjugatedl
.to'' its linearization at the origin y ¬ l y. The parameter l is introduced
because there is no hope to find conjugations for l s 1 except in the
trivial case when f is the identity map.
When a given f admits such a conjugation map globally on C n for some
l / 1, it follows at once that f is one-to-one and onto, and it is automati-
cally a polynomial automorphism, thanks to the already mentioned result
w xof 3 . Local existence of analytic conjugations in a neighbourhood of
n  w x.0 g C is guaranteed by the Poincare]Siegel theorem see, e.g., 1 whenÂ
< <l / 1, simply because f is itself analytic, of course. These local analytic
conjugations are also uniquely determined by the normalization conditions
 .  .h 0 s 0 and h9 0 s I . The fact that here we are dealing with al n
w xpolynomial f is exploited in 4 to get stronger results, that include explicit
estimates on the radius of balls centered in 0 g C n where the local
conjugation h exists and is analytic.l
The property asked of f in the conjugation problem appears to be much
stronger than the simple injectivity of the Jacobian conjecture. In fact, the
existence of a conjugation for l f surely implies that f is invertible, but
also that the discrete dynamical system defined by the iterates of l f is
trivial, because isomorphic with the system of the iterates of lI . Forn
nexample, there could be no periodic orbits, i.e., no points x g C and
N .  .N g N such that l f x s x. It would be interesting to investigate
whether the triviality is really stronger or it is somehow implied by the
Jacobian conjecture, in the Yagzhev case.
The conjugation maps have been actually computed in a number of
 w x wexplicit examples of f of Yagzhev type see 4 and Meisters's paper in 6,
x.pp. 67]87 . All those conjugations turned out to be polynomial automor-
phisms themselves. The question was raised whether the conjugation maps
in the Yagzhe¨ case must always be polynomial automorphisms.
GLOBAL ANALYTIC CONJUGATIONS 883
Van den Essen has recently answered in the negative by exhibiting the
following polynomial automorphism of C4:
x q p x x .1 4
x s x , x , x , x .x y p x x . 1 2 3 42 3f x [ , where . 1.3 .  .3 p x [ x x q x x .x q x 3 1 4 23 4 0
x4
This f has constantly 1 Jacobian determinant and is of Yagzhev type but
cannot have polynomial automorphisms as conjugation maps for any
 4l g C _ 0 . The elegant and short proof, that will appear in the same
w x  .mproceedings 6, pp. 231]233 , consists in noticing that the iterate l f has
a component with degree exactly equal to 4m y 1, while the conjugation
 .m y1  m . y1relation implies that l f s h ( l I ( h . If both h and h werel n l l l
 .mpolynomial, then the degree of l f could not exceed the product of the
degrees of h and hy1.l l
The purpose of the present paper is to prove the following:
 .THEOREM 1.1. When f is ¨an den Essen's polynomial mapping 1.3 , there
 4 < <exists a global analytic conjugation for l f for all l g C _ 0 , l / 1.
This leaves the question open whether or not there are Yagzhev func-
tions with no global conjugations h .l
The proof of Theorem 1.1 will be made in two quite different and
independent methods. In Section 2 it will follow, after a bit of preliminary
 .  .processing on 1.3 , from an abstract conjugability result Proposition 2.1
for maps of a certain form. Here we will exploit little of the structure of
 .1.3 except that it is linear in x , x and that the last two components do1 2
not depend on the first two variables. Proposition 2.1 actually concerns
< <only the case l ) 1; Remark 2.2 indicates how to treat the case 0 -
< <l - 1.
In Section 3 we first make a guess on the particular form the conjuga-
tion should have, using some approximation schemes extracted from the
 .proof of Proposition 2.1, and then we compute the conjugations of 1.3 as
< <explicit power series for all 0 - l / 1. From the formulas it will be
apparent, for example, that the conjugations are not polynomials, and that
< <they converge to f as l ª 0 and to the identity mapping as l ª q`.
2. PROOF OF GLOBAL CONJUGABILITY
< <In this section we focus on the case l ) 1, and only hint at the case
< < w x < <0 - l - 1 in the closing Remark 2.2. As also noted in 4 , for l ) 1 a
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 .  .  n < < 4local conjugation h as in 1.2 defined in a ball B r [ x g C : x - rl
is always a local inverse of a unique mapping that is analytic on the whole
n X  .of C . In fact h is locally invertible because h 0 is nonsingular. Writel l
y1  .k [ h , defined and analytic on a ball B r 9 . The inverse conjugationl l
relation holds:
l f k y s k l y for all y g B r 9 . 2.1 .  .  .  . .l l
 < < .From this we can extend analytically the definition of k to B l r 9 , andl
 < < 2 .  < < .then to B l r 9 , and so on remember that we assume l ) 1 . In this
way we define a unique k : C n ª C n so that the following diagraml
commutes
l f
n n6C C 2.2 .6
k kl l
6
lInn n6C C
< <Hence, f is globally conjugable for l ) 1 if and only if this ``in¨erse
conjugation'' k is bijecti¨ e.l
In the sequel we will keep l as a constant and drop it from the symbols
 . 4for the conjugation and inverse conjugation. For a s a , . . . , a g N1 4
< < awe denote by a s a q ??? qa and by D the partial derivative opera-1 4
tor ­ < a <r­ x a1 ??? ­ x a4.1 4
Let us write k , k , k , k as the four components of k. The inverse1 2 3 4
 .conjugation relation 2.2 expands as
lk y ql p k y k y s k l y .  .  .  . .1 4 1
lk y yl p k y k y s k l y .  .  .  . .2 3 2 n 2.3 .; y g C .3
lk y qlk y s k l y .  .  .3 4 3
lk y s k l y .  .4 4
From the fourth equation we get
l Dak y s l < a < Dak l y , .  . .  .4 4
whence l Dak 0 s l < a < Dak 0 . 2.4 .  .  . .  .4 4
 a . . < <This implies that D k 0 s 0 when a ) 1, that is, k is a polynomial4 4
 .  .of degree 1. Since k 0 s 0 and k9 0 s I we have that4
k y s y ; y s y , y , y , y g C4 . 2.5 .  .  .4 4 1 2 3 4
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A similar argument shows that
< <¡0 if a ) 1, a / 0, 0, 0, 3 , .
a ~ 6D k 0 s 2.6 .  . .3 if a s 0, 0, 0, 3 , .¢ 2l y 1
whence
y34 4k y s y q ; y s y , y , y , y g C . 2.7 .  .  .3 3 1 2 3 42l y 1
Ã 2 2Notice that the mapping k: C ª C defined as
y34
y q3Ã 2k y , y [ 2.8 .  .3 4 l y 1 0y4
is one-to-one and onto. Moreover, we observe that the first two compo-
nents of the mapping f are linear in the first two variables, with the
coefficients depending on the last two:
1 q x x x 2 x3 4 4 1
2 x / / 2yx 1 y x x3 3 4f x , x , x , x s . 2.9 .  .1 2 3 4
3x q x3 4 0
x4
ÃIf we define the following matrix function A and vector function f
1 q x x x 2 3x q x3 4 4 3 4ÃA x , x [ , f x , x [ , .  .3 4 3 42  /x /yx 1 y x x 43 3 4
2.10 .
 .the determinant of A x , x is 1 everywhere, and the mapping f can be3 4
written as
x1A x , x .3 4 x /2
f x , x , x , x s . 2.11 .  .1 2 3 4 Ãf x , x .1 3 4 0Ãf x , x .2 3 4
Then we are in the position to apply the following abstract result.
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PROPOSITION 2.1. Let f , k: C n ª C n be analytic functions such that
 .  .  .  .f 0 s k 0 s 0, f 9 0 s k9 0 s I and the following diagram commutes forn
< <a gi¨ en l g C, l ) 1:
l f
n n6C C 2.12 .6
k k
6
lInn n6C C
Suppose moreo¨er that f and k ha¨e the structure
A x x .Ã
n n1 2f x , x s for all x g C , x g C , .Ã ÃÃ /f x .Ã
2.13 .
k y , y .Ã n n1 2k y , y s for all y g C , y g C , .Ã Ã /Ãk y .Ã
n2 Ã Ã .where n q n s n, A x is an n = n matrix for each x g C , f , k:Ã Ã1 2 1 1
n n n n2 2 1C ª C , and k: C ª C . Then k has a similar structure as f ,
B y y .Ã
n n1 2k y , y s , for all y g C , y g C , 2.14 . .Ã ÃÃ /k y .Ã
 . n2  .where B y is an n = n matrix for all y g C . If A x is nonsingular for allÃ Ã Ã1 1
n2  . n2x g C then also B y is nonsingular for all y g C . If , in addition to that,Ã Ã
Ã n2 n2 n nk: C ª C is one-to-one and onto, then k: C ª C is one-to-one and
onto, too.
 .Proof. The commutative diagram 2.2 can be rewritten as
k s l f ( k( ly1I . 2.15 .  . .n
If we iterate m times this relation we get
m mym mk s l f ( k( l I , that is, k y s l f ( k yrl .  .  .  . .n
for all y g C n , 2.16 .
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 .m  .  .  .where the power l f is the iterated composition l f ( l f ( ??? ( l f
of m terms. Let us apply this formula with our special structure of f and
 .mstart to see what l f looks like:
2 Ãl A l f x A x x .  .Ã Ã .l A x x .Ã 2
l f x , x s , l f x , x s , .  .  .Ã Ã 2Ã /l f x .Ã  0Ãl f x .Ã .
23 Ã Ãl A l f x A l f x A x x .  .  .Ã Ã Ã .  . /3
l f x , x s , 2.17 .  .  .Ã
3 0Ãl f x .Ã .
my1 my2m Ã Ã Ãl A l f x A l f x ???A l f x A x x .  .  .  .Ã Ã Ã Ã .  .  . /  /m
l f x ,x s . .  .Ã m 0Ãl f x .Ã .
Since the diagram
Ãl f
n n62 2C C 2.18 .6
ÃÃ kk
6
lIn2 nn 6 22 CC
commutes too, we have that
j jÃ Ã Ãk y s l f ( k yrl 2.19 .  . .Ã Ã .
for all y g C n2 and all j g N. In particularÃ
j jm jym j jym myjÃ Ã Ã Ã Ã Ãl f ( k yrl s l f ( k yl rl s k yl s k yrl .  .  .  .Ã Ã Ã Ã .  .
2.20 .
for all y g C n2 and all j, m g N. HenceÃ
m mk y s l f ( k yrl .  .  .
m 2 m mÃ Ã Ãl A k yrl A k yrl ??? A k yrl k yrl .  .  . .Ã Ã Ã .  . .
s  /Ãk y .Ã 2.21 .
m mB y l k yrl .  .Ãms , /Ãk y .Ã
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 .where the sequence of matrices B y is defined asÃm
ÃB y [ A k yrl .  .Ã Ã .1
2.22 .
Ã mq 1B y [ B y A k yrl . .  .  .Ã Ã Ã .mq 1 m
 .The essence of the proof of this theorem is now to show that both B yÃm
m m .  .and l k yrl at the end of 2.21 have limit as m ª q`. The latter
term is easier:
mk yrl .
m m < <lim l k yrl s lim s k9 0 y s y because l ) 1. .  .m1rlmªq` mªq`
2.23 .
Ã .  .Let us see what happens to B y as m ª q`. The mapping y ¬ A( k yÃ Ã Ãm
is analytic, so that it is also Lipschitz continuous on the bounded sets of
n2 n1 Ã  ..  .C . Its value in 0 g C being A k 0 s A 0 s I , we can say that forn1
any given r ) 0 there exists a constant c ) 0 such that the following
inequality holds:
Ã Ã Ã5 5 5 5A k y y I s A( k y y A( k 0 .  .  .Ã Ã . n1
5 5 5 5 5 5F c y y 0 s c y if y F r 2.24 .Ã Ã Ã
 . 5 5the norm on the left-hand side is the linear operator norm . If y F r weÃ
5 m 5have yrl F r for all m g N and soÃ
Ã mq 15 5 5 5B y y B y s B y A( k yrl y I .  .  .  .Ã Ã Ã Ã /mq 1 m m n1
y y yÃ Ã ÃÃ Ã ÃF A(k ??? A(k ? A(k yInm mq1 1 /  /  /l l l
5 5 5 5 5 5c y c y c yÃ Ã Ã
F 1 q ??? 1 q m mq1 /  /< < < <l l < <l
2.25 .
mcr cr
s 1 q .mq 1 k /< < < <l lks1
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 .The sequence m ¬ B y is of bounded variation in the operator norm,Ãm
because
m m mcr cr cr
log 1 q s log 1 q F  k k k /  /< < < < < <l l lks1 ks1 ks1
cr 1 cr
s 1 y F , 2.26 .m /< < < < < <l y 1 l l y 1
so that
q` q` cr cr
5 5B y y B y F exp - q`. 2.27 .  .  .Ã Ã mq 1 m mq1 < <l y 1< <lms1 ms1
 .  .The sequence B y converges in the operator norm to some matrix B y .Ã Ãm
 .Hence we can take the limit as n ª q` in formula 2.21 and write
m m B y y .l B y k yrl Ã .  .Ãmk y , y s lim s . 2.28 . .Ã Ã / /mªq` Ã k y .Ãk y .Ã
 .The mapping y ¬ B y is analytic because B is and the convergence isÃ Ã m
n2  .  .uniform in the bounded sets of C . Since B 0 s I , the matrix B y isÃn1
5 5  .nonsingular whenever y is small enough. If we write the relation 2.12Ã
using the full structure of f and k we get
ÃA k y B y y .  .Ã Ã .
l f k y , y s l . .Ã Ã Ã 0f k y .Ã .
lB l y y .Ã
s k l y , l y s . 2.29 . .Ã Ã /k l y .Ã
In particular
Ã n2A k y B y s B l y for all y g C . 2.30 .  .  .  .Ã Ã Ã Ã .
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 . n1  .Suppose now that A x is nonsingular for all x g C . From 2.30 we seeÃ Ã
 . 5 5that if B y is nonsingular for all y F r then it is also nonsingular for allÃ Ã
5 5 < <y F l r. This, together with what we said before, of course implies thatÃ
 .B y is always nonsingular.Ã
 . n1Suppose finally that A x is nonsingular for all x g C and thatÃ Ã
n n n n2 2 1 2Ãk: C ª C is one-to-one and onto. Let x g C , x g C . ThenÃ
y1y1B y y Ã .Ã y B k x x .Ã .xk y , y s s m s 2.31 . .Ã  /  /Ã x y / y1Ã Ãk y .  0Ã Ãk x .Ã
whence we see that k is one-to-one and onto.
< <Remark 2.2. The case 0 - l - 1 can be treated easily if we use the
fact that van den Essen's mapping is invertible. The inverse is easily
computed as
1 q z 4 y z z yz 2 z4 3 4 4 1
6 3 2 4 z / / 2z y 2 z z q z 1 y z q z z4 3 4 3 4 3 4y1f z , z , z , z s . .1 2 3 4
3z y z3 4 0
z4
2.32 .
 .Equation 2.1 can be rewritten as
1
y1k y s f k l y for all y g B r 9 , 2.33 .  .  .  .l  /l
which also allows us to extend the definition of k to the whole of C n.l
 .Then the first part of Eq. 2.21 is equivalent to
k l y .y1mk y s B l y , 2.34 .  . .Ãm ml
 m .y1which can be handled by showing that B l y converges in theÃm
operator norm.
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3. THE EXPLICIT FORMULAS OF THE CONJUGATIONS
 .It is possible to compute the matrices B of the sequence 2.22m
 .explicitly for our specific matrix A given by 2.10 . For example, the matrix
’B for the specially simple case l s 2 has the entries3
21 23 1
4 8 12B y , y s 1 q y q y q y .3 3 4 4 4 41, 1 64 2048 16384
7 15 1
5 9q y q y q y y ,4 4 4 3 /8 256 2048
7 15 1
2 6 10B y , y s y q y q y , .3 3 4 4 4 41, 2 8 256 2048
73 45 1
6 10 14B y , y s y y y y y y .3 3 4 4 4 42, 1 512 8192 32768
21 81 5
3 7 11q y y y y y y y4 4 4 3 /32 2048 16384
3.1 .
7 15 1
4 8 2q y y y y y y ,4 4 3 /8 256 2048
21 29 1
4 8 12B y , y s 1 y y y y y y .3 3 4 4 4 42, 2 64 1024 4096
7 15 1
5 9q y y y y y y y .4 4 4 3 /8 256 2048
This and other examples lead to the conjecture that the limit matrix
 .B y , y has the special form3 4
1 q C y4 y4 q C y4 y y C y4 y2 .  .  .1, 0 4 4 1, 1 4 3 4 2 4 4
4 6 4 3 4 4D y y q D y y y q 1 q D y y qB y , y s , .  .  .  .1, 0 4 4 1, 1 4 3 4 2, 0 4 43 4  04 2 4qD y y qD y y y .  .1, 2 4 3 2, 1 4 3 4
3.2 .
with analytic coefficients C , C , C , D , D , D , D , D : C ª1, 0 1, 1 2 1, 0 1, 1 1, 2 2, 0 2, 1
C. We are going to prove that this is indeed the case by finding the unique
explicit power series for the coefficients that solve the conjugacy equation.
The uniqueness among all arbitrary analytic mappings will follow from the
 .  .initial conditions k 0 s 0 and k9 0 s I , which are of course verified if4
 .3.2 holds.
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 .The first two of the conjugacy relations 2.2 for k are
k l y ylk y s l p k y k y .  .  .  . .1 1 4
3.3 .
lk y yk l y s l p k y k y . .  .  .  . .2 2 3
We can replace the second equation with
k l y y lk y k y q k l y y lk y k y s 0, 3.4 .  .  .  .  .  .  . .  .1 1 3 2 2 4
obtained by equating the values of p as extracted from the two equations.
 .  .The system 3.3 becomes, with the conjectured form 3.2
1 t 4
4 4 4 4 4 40 s qt q C t q C t y l C l t .  .  .1, 0 1, 0 1, 02 2 l y 1 l y 1
qt 4D t 4 y .1, 0 1/
t 4
2 4 4 2 4 4 4 4q t 1 q C t q C t y l C l t q t D t y .  .  .  .2 2 2 2, 0 22 /l y 1
t 4
4 4 4 4q t 1 q t C t q C t q C t .  .  .1, 0 1, 1 1, 12 l y 1
yl2 C l4 t 4 q t 4D t 4 y y .  .1, 1 1, 1 1 3/
q t 3 C t 4 q D t 4 y y .  . .2 2, 1 2 3
q t 2 C t 4 q D t 4 y y2 , 3.5 .  .  . .1, 1 1, 2 1 3
C t 4 y l4C l4 t 4 .  .1, 0 1, 06 4 6 4 40 s qt q D t y l D l t y .  .1, 0 1, 0 12 /l y 1
C t 4 y l2 C l4 t 4 .  .2 24 4 4 4 4q t q D t y l D l t y .  .2, 0 2, 0 22 /l y 1
C t 4 y l2 C l4 t 4 .  .1, 1 1, 13 4 4 4 4q t C t y l C l t q .  .1, 0 1, 0 2 l y 1
qD t 4 y l4D l4 t 4 y y .  .1, 1 1, 1 1 3/
q t C t 4 y l2 C l4 t 4 q D t 4 y l2D l4 t 4 y y .  .  .  . .2 2 2, 1 2, 1 2 3
q C t 4 y l2 C l4 t 4 q D t 4 y l2D l4 t 4 y y2 . 3.6 .  .  .  .  . .1, 1 1, 1 1, 2 1, 2 1 3
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Let us equate to 0 the coefficients of y :1
¡ 41 t
4 4 4 4 4 4 4q C t q C t y l C l t q t D t s 0 .  .  .  .1, 0 1, 0 1, 0 1, 02 2l y 1 l y 1~
4 4 4 4C t y l C l t .  .1, 0 1, 0 4 6 4 4q D t y l D l t s 0. .  .¢ 1, 0 1, 02l y 1
3.7 .
We can find the unique analytic solution to this system by setting
 . n  . nC s s c s , D s s d s , so that the system becomes a recursive1, 0 n 1, 0 n
relation in the coefficients c , d for n G 0:n n
1¡
c s0 2 4l y 1 l y 1 .  .
4 nq4l y 1~d s yc 3.8 .n n 2 4 nq6l y 1 l y 1 .  .
4 nq4l
c s c .nq1 n 4 nq8 4 nq6¢ l y 1 l y 1 .  .
The relations have a unique solution, that yields the following power series
expansions for the functions C and D :1, 0 1, 0
q` 2 nnq1.l
nC s s s , . 1, 0 2 nq2 2 k l y 1 .ks1ns0
3.9 .
q` 4 nq4 2 nnq1.l y 1 l .
nD s s y s . . 1, 0 2 2 nq3 2 kl y 1  l q 1 .  .ks1ns0
< <These power series converge on the whole of C if l / 1, as is readily
 .verified. In the same way, by equating the coefficients of y in 3.5 and2
 .3.6 we have
¡ 4t
4 4 2 4 4 4 41 q C t q C t y l C l t q t D t s 0 .  .  .  .2 2 2 2, 02l y 1~ 3.10 .4 2 4 4C t y l C l t .  .2 2 4 4 4 4q D t y l D l t s 0, .  .¢ 2, 0 2, 02l y 1
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 . n  . nwhich can be solved again by setting C s s c s , D s s d s . The2 n 2, 0 n
recursive relations are now
1¡
c s0 2l y 1
4 nq2l y 1~d s yc 3.11 .n n 2 4 nq4l y 1 l y 1 .  .
4 nq2l
c s c ,nq1 n 4 nq6 4 nq4¢ l y 1 l y 1 .  .
that give the unique analytic solution for C and D :2 2, 0
q` 2 n2l
nC s s s , . 2 2 nq1 2 k l y 1 .ks1ns0
3.12 .
q` 4 nq2 2 n2l y 1 l .
nD s s y s . . 2, 0 2 2 nq2 2 kl y 1  l y 1 .  .ks1ns0
 .  .When we equate to 0 the coefficients of y y in 3.5 and 3.6 we get1 3
¡ 4t
4 4 4 41 q t C t q C t q C t .  .  .1, 0 1, 1 1, 12l y 1
2 4 4 4 4yl C l t q t D t s 0 .  .1, 1 1, 1~ 3.13 .4 2 4 4C t y l C l t .  .1, 1 1, 14 4 4 4C t y l C l t q .  .1, 0 1, 0 2l y 1
4 4 4 4¢ qD t y l D l t s 0. .  .1, 1 1, 1
To solve this it is convenient to introduce the new unknown E [ C q1, 0
D , because this way the equations are1, 1
¡ 4t
4 4 4 4 2 4 41 q t E t q C t q C t y l C l t s 0, .  .  .  .1, 1 1, 1 1, 12l y 1~ 3.14 .4 2 4 4C t y l C l t .  .1, 1 1, 14 4 4 4E t y l E l t q s 0, .  .¢ 2l y 1
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 .which is identical to system 3.10 with the unknowns C and D2 2, 0
replaced by C and E, respectively. The unique analytic solutions are1, 1
then
q` 2 n2l
nC s s C s s s , .  . 1, 1 2 2 nq1 2 k l y 1 .ks1ns0
D s s E s y C s s D s y C s .  .  .  .  .1, 1 1, 0 2, 0 1, 0 3.15 .
q` 2 nq2 2 n 2 n2l y 1 l q 1 l .  .
4 nq2s y t . 2 2 nq2 2 kl y 1  l y 1 .  .ks1ns1
When equating the coefficients of y y we get2 3
C t 4 q D t 4 s 0 .  .2 2, 1 3.16 .4 2 4 4 4 2 4 4 C t y l C l t q D t y l D l t s 0, .  .  .  .2 2 2, 1 2, 1
which are of course satisfied if and only if
q` 2 n2l
nD s ' yC s s y s . 3.17 .  .  .2, 1 2 2 nq1 2 k l y 1 .ks1ns0
When we finally come to the coefficients of y y2 we get1 3
C t 4 q D t 4 s 0 .  .1, 1 1, 2 3.18 .4 2 4 4 4 2 4 4 C t y l C l t q D t y l D l t s 0, .  .  .  .1, 1 1, 1 1, 2 1, 2
which is readily solved:
q` 2 n2l
nD s ' yC s s yC s s y s . 3.19 .  .  .  .1, 2 1, 1 2 2 nq1 2 k l y 1 .ks1ns0
 .  .We have therefore proved that Eqs. 3.5 and 3.6 in the unknown analytic
coefficients have one and only one formal power series solution, which
< <converges globally if l / 1. Observe that these coefficients are not
polynomials.
 .To extract h, which was our prime purpose, note that formula 2.31
y1y1B y y Ã .Ã y B k x x .Ã .xk y , y s s m s 3.20 . .Ã  /  /Ã x y / y1Ã Ãk y .  0Ã Ãk x .Ã
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Ã .is true for arbitrary l if B y is always nonsingular and k is invertible. AsÃ
Ãfor k, it is readily inverted:
x 34
x yy1 3Ã 2k x , x s . 3.21 .  .3 4 l y 1 0x4
 .To show that B y is nonsingular, observe first thatÃ
B y e .Ã
det k9 y s det s det B y . 3.22 .  .  .Ã1 =0 00 1
 .Next, from the inverse conjugacy relation 2.2 we have that
l f 9 k y k9 y s lk9 y , whence det k9 y s det k9 l y . 3.23 .  .  .  .  .  . .
 .  m .By iteration we get that det k9 y s det k9 l y for all m g Z, and by
< < < <  .letting m ª q` if l - 1 or m ª y` if l ) 1 we see that det k9 y s
 m .  .det k9 l y ª det k9 0 s 1. The Jacobian determinant of k is then con-
 .stantly 1, and B y is always nonsingular and with determinant 1. ThisÃ
happens to simplify the formula for the inverse h s ky1, if it ever had to
be written down.
We can easily take the limit as l ª 0, and the result is that k converges
y1   ..exactly to f formula 2.32 , so that h converges to f uniformly on the
4 < <bounded subsets of C . As l ª q` it can also be seen that h, and then
k too, converges to the identity mapping.
REFERENCES
1. V. I. Arnol'd, ``Geometrical Methods in the Theory of Ordinary Differential Equations,''
Springer-Verlag, New YorkrBerlin, 1983.
2. H. Bass, E. Connell, and D. Wright, The Jacobian conjecture: Reduction of degree and
 .formal expansion of the inverse, Bull. Amer. Math. Soc. 7 1982 , 287]330.
3. A. Biaøynicki-Birula and M. Rosenlicht, Injective morphisms of real algebraic varieties,
 .Proc. Amer. Math. Soc. 13 1962 , 200]203.
4. B. Deng, G. H. Meisters, and G. Zampieri, Conjugation for polynomial mappings,
 .Z. Angew. Math. Phys. 46, No. 6 1995 , 872]882.
5. L. M. Druzkowski, An effective approach to Keller's Jacobian conjecture, Math. Ann. 264Ç
 .1983 , 303]313.
 .6. A. van den Essen Ed. , ``Automorphisms of Affine Spaces,'' Proceedings of the CuracËao
Conference, July 4]8, 1994, Kluwer Academic, Dordrecht, 1995.
 .7. O. H. Keller, Ganze Cremona Transformationen, Monatsh. Math. Phys. 47 1939 , 299]306.
 .8. A. V. Yagzhev, Keller's problem, Siberian Math. J. 21 1980 , 747]754.
