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Abstract: The recommender algorithm is the major part of the recommender system. In recent years, researchers and academics have paid
more attention to the recommender system and proposed a lot of recommendation algorithm. This paper focuses on discussion of the exist⁃
ing recommendation algorithm and its performance, and on this basis, the future research directions.
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用的方法是度量推荐系统预测打分与实际打分的平均绝对误差(Mean Absolut Error, MAE)[2,20]:
MAE = 1c∑α = 1
c
|| υiα - riα
其中，c为系统中被用户 i打过分的产品个数，riα 为用户对产品的实际打分，υiα 为推荐系统的预测打分。平均绝对误差的优点
在于计算方法简单及可直观比较两个系统预测准确度。
其他类似的评价指标还有均方根误差(Root Mean Squared Error, RMSE)[3]：
RMSE = 1nt∑(i,α) || υiα - riα
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sim(c, c̄) ×(rc̄,s -
-rc) (3)






户的邻居集。计算相似度最常用的方法是 Pearson相似性 [19]和余弦相似性 [21],它们均定义用户 x和 y共同打过分的产品集合为：
































x∙y表示向量的点积， x 2 表示向量的模。为了提高响应时间，所有用户的相似性并不是实时计算，而是提前计算并保存在
数据库中，以一定的时间间隔进行更新。













i × Pr(rc,s = i|rc, s̄ s̄∈ Sc)
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设二部图网络G(U,I,E)，E为边的集合，用户U和产品 I中的结点分别为U1, U2, …,Un和 I1,I2,…,Im。U中第 i个结点的初始资源为
f (Ui)≥0。所有的资源都等概率地从U流向 I，那么位于 I中第 l个结点的资源为：
f (Il) =∑
i = 1
n ail f (Ui)
k(Ui)





























制流行产品的推荐能力来提高推荐的准确性，即在产品初使资源表达式中加入自由参数 β ，利用 β 的值来控制流行产品的推荐能
力，对于任意目标用户Ui ,设初资源为：
f (Ij) = ajikj
β
当 β > 0时，度大产品的推荐能力加强，当 β < 0，度大产品的推荐能力被消弱。实验表明当 β = -0.8时，推荐准确性最高。
另一种提高推荐准确性的方法是去除重复属性，周涛等人通过考虑用二阶耦合，从关联矩阵中适当得减去二阶关联，重新定义
关联矩阵：
W ' =W +αW 2
资源分配为



























rij = xij μ + ziγj +ωjλi + eij,其中 eij ~ N(0,σ2)，λi ~ N(0,Λ)，γj ~ N(0,Γ)
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