Syntactic systems fall along a spectrum of configurationality. At one end, less-configurational languages arrange their sentences by information structure while at the more-configurational other end, word order is constrained by syntactic rules and requires the overt expression of specific words (e.g. adpositions requiring overt nominal arguments). Historical records show that some more-configurational languages, like English or Hindi, have developed from less-configurational (or non-configurational in the strict Australianist sense, Hale 1983) ancestral languages (Luraghi 2010 , Reinöhl 2016 ). We present a computational model of the development of certain aspects of configurationality, drawing on work by Reinöhl (2016) .
anced mix of possessed and unpossessed forms with literal interpretations, but only exceptional unpossessed forms where the interpretation is metaphorical.
Historical evidence from three millennia of Indo-Aryan history, stretching from Vedic Sanskrit to modern Hindi, shows the same phenomenon. In stage one (see ex. 1a), the Vedic Sanskrit noun म ये madhye in the locative case, meaning 'in the middle', is used in a basic spatial sense, i.e. referring to the middle point in spatial (or sometimes temporal) entities with an inherent centre, such as convex objects.
In the second stage (see ex. 1b), around two millennia later, madhye (now as majjhe/-i) occurs more often metaphorically, i.e. with entities that do not have inherent centres, and may not even be spatial or temporal. In these metaphorical usages, the possessor argument is always overt. In stage three (see ex. 1c), increasing metaphorical use over time leads to syntactic fixation of this construction. Madhye (as modern Hindi mẽ) has become semantically bleached, denoting simple containment (translatable as 'in'), and requires an explicit nominal dependent in all cases. This transition from a spatial noun to an adposition mirrors developments in numerous languages (Svorou 1988 Hough et al. (2015) defines a set of desiderata for incremental dialogue systems, both as models of human cognitive processing and for natural language processing. One desireable feature is monotonicity: that all inferences true from the discourse before an input word is processed should still hold after it is processed. The processing of metaphors monotonically, however, leads to inconsistent representations, and thus wrong interpretations, unless the inconsistency is resolved by processing the metaphor -including a domain specifier -as a unit before integrating the new knowledge into the discourse representation. If metaphorical uses become sufficiently frequent, learners may infer that the argument is obligatory, while at the same time generalising the semantic sense of the term so that once metaphorical senses now become literal. We present simulations of obligatorification created by implementing one possible model of monotonic, incremental semantic parsing.
In summary, this poster describes how the process of metaphorical extension can lead to the obligatorification of arguments.
