Oceanografia e di Geofisica Sperimentale) in Udine (Italy), the Zentralanstalt für Meteorologie und Geodynamik (ZAMG) in Vienna (Austria), and the Agencija Republike Slovenije za Okolje (ARSO) in Ljubljana (Slovenia) are collecting, analysing, archiving and exchanging seismic data in real time. Up to now the data exchange between the seismic data centres relied on internet: this however was not an ideal condition for civil protection purposes, since internet reliability is poor. For this reason, in 2012 the Protezione Civile della Provincia Autonoma di Bolzano in Bolzano (Italy) joined OGS, ZAMG and ARSO in the Interreg IV Italia-Austria project "SeismoSAT" (Progetto SeismoSAT, 2014) aimed in connecting the seismic data centres in real time via satellite. As already presented in the past, the general technical schema of the project has been outlined, data bandwidths and monthly volumes required have been quantified, the common satellite provider has been selected and the hardware has been purchased and installed. Right before the end of its financial period, the SeismoSAT project proved to be successful guaranteeing data connection stability between the involved data centres during an internet outage.
Introduction
The area at the border between Slovenia, Austria and NorthEast Italy is seismically very active and was struck by many destructive earthquakes in the past. OGS, ZAMG and ARSO are running seismic networks in the area primarily for civil defence purposes. However, the single seismic networks cannot determine precisely and efficiently enough earthquakes occurring at the borders: thus since 2002 OGS, ZAMG and ARSO decided to use the same software suite Antelope (Bragato et al., 2010) as the main tool for collecting, analysing, archiving and exchanging seismic data in real time, initially in the framework of the EU Interreg IIIa Italia-Austria project "Trans-national seismological networks in the South-Eastern Alps" (Bragato et al., 2004) . For many years the data exchange between the seismic data centres relied on internet: this however is not an ideal condition for civil protection purposes, since the reliability of standard internet connections is poor. Generally, internet connections can provide high bandwidth at relatively small cost, but could suffer of disruption of service in case of strong natural events like big earthquakes. Same is true for mobile GPRS/UMTS data links, where data connection reliability is even less. Satellite links, apart from the problem of antenna dislocation by strong earthquake, if provided with reliable power supply can provide more robust data connections. The SeismoSAT project makes use of satellite technology as back up for the primary internet data link between data centres. Slovenia does not belong to the Interreg Italia-Austria area of intervention: for this reason, ARSO joined the SeismoSAT project as an "associated partner", which -according to Interreg rules -cannot be funded. ARSO participation in the project is therefore limited in benefiting only indirectly from improvement in the robustness of the data exchange between the other data centres. The SeismoSAT project concluded successfully the financial period on 31 March 2015 with the last stress test of Figure 1 shows a map of the data centres (in blue) connected by the SeismoSAT project with the corresponding seismic stations (in red). Each data centre is collecting data from the stations of its seismic network, sends a copy of it to the other two data centres and receive a copy from each other of the other two data centres. Data is primarily sent via normal internet, with the option to switch over satellite when necessary. (Pesaresi et al., 2014a) .
Project implementation
As the satellite provider, the KA-BA satellite terminal from Sosat (Austria) has been selected. Its main characteristics are: The automatic switching between the default internet and the back-up satellite data links is done at hardware level: for this reason, all SeismoSAT partners data centres have been equipped with the Cisco 2921 router with VPN, IPSEC, ISKMP, ICMP, BGP and SSH capabilities (Pesaresi et al., 2014b) . The automatic switching between the default internet and the back-up satellite data links is practically realized with the usage of several VPN tunnels between the SeismoSAT data centres: two between each couple of data centres, one via internet and one via satellite. The Cisco 2921 router, by constantly checking which of the two IP connections has the best metrics, choose automatically internet when available and switches also automatically to the back-up satellite links when internet is down. Figure 2 shows the final schematic of the IP connections topology of the SeismoSAT project. Continuous lines are over internet, while dashed ones over satellite. The dynamic routing is realized with the Border Gateway Protocol (BGP, 2015) . The SeismoSAT project had to account for different LAN configurations at the three data centres. From Fig. 2 it can be noted that the Cisco 2921 router has been installed at OGS in Udine inside the firewall, while at the ZAMG in Tyrol/Vienna is outside the firewall. Configuration at the Protezione Civile di Bolzano data centre is also different with natting. 
Final test
The final test was conducted thanks to a lucky coincidence: by chance, exactly on the last official day of the SeismoSAT project, on 31 March 2015 the OGS data centre in Udine suffered from an internet outage of several hours. Luckily the SeismoSAT infrastructure was already up and running at that time, so that seismic real time data acquisition and monitoring was not severely affected, neither at ZAMG in Tyrol/Vienna and Protezione Civile in Bolzano, nor at OGS in Udine. Figure 3 shows a live snapshot of real time seismic waveforms acquired during the natural outage test at the OGS data centre in Udine. On the left are shown the network_station_channel labels: the OGS network code is NI, the ZAMG network code is OE and the Protezione Civile di Bolzano code is SI. From Fig. 3 it can be noted that the yellow waveform traces of the real time data acquisition at OGS in Udine stopped around 15:00 UTC for some of the stations of various seismic networks, but NOT for the SeismoSAT partners ZAMG in Tyrol/Vienna (network code OE) and Protezione Civile di Bolzano (network code SI): those yellow waveform traces appear continuous if Fig. 3 (and circled in red for reference). It must be noted that on this snapshot not all of the seismic station involved in the SeismoSAT project are showed, since it is taken form a live monitor using only a few sample stations. This proved that SeismoSAT Cisco routers correctly automatically switched over satellite data links. Similar tests were artificially conducted at each of the other data centres, thus confirming the well-functioning of the SeismoSAT project. tre: it can be noted that latencies for SeismoSAT partner networks were normal (within seconds), while other networks suffered more than one hour of outage.
Conclusions
As shown in Fig. 3 , the Interreg IV Italia-Austria SeismoSAT project proved to be successful before the financial closing date of 31 March 2015: the backup satellite links have been operational ever since. The Civil Defence of the Friuli Venezia Giulia region expressed its interest in extending the SeismoSAT project to its headquarters in Palmanova and is considering to guarantee the future sustainability of the project.
