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ABSTRACT 
Given a natural number n and a polynomial f of degree m < n, a description is 
given of a class @“j(f) of n by n matrices, the intertwining matrices for f, with the 
following properties. Let X(“)(f) he the family of all n by n Hankel matrices 
compatible with f, and consider the relation 
HRT=RH. 
Then an n by n matrix H belongs to &‘(” ‘( f) if and only if this relation holds for all 
R E S?(")(f). A characterization is also given of testing matrices. A matrix R is said to 
be a testing matrix if the fulfillment of the above relation already implies that 
HE c+"'(f). 
INTRODUCTION 
To explain the motivation for the present investigation let us recall a 
well-known classical result. Let f be a polynomial of degree n, let C(f) be 
its companion matrix, and consider a matrix H of type (n, n). If H satisfies 
the intertwining relation 
HC(# = C(f)H, 
then H is a Hankel matrix. It is to be expected that a more precise 
description of such matrices H may be obtained in terms of the polynomial 
fi On the other hand, given a Hankel matrix H, one can ask to what extent H 
determines those matrices R for which 
HRT = RH. 
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It turns out that the appropriate setting for the investigation of these 
questions is the class .%‘(“)(f) of n by n Hankel matrices compatible with a 
given polynomial. The situation becomes considerably more complicated if 
we admit polynomials f of degree not necessarily equal to n. 
To formulate the problem precisely, assume that n is a fixed integer and 
f a nonzero complex polynomial of degree m, 0 Q m < n. 
We shall denote by B(“)(f) the class of all complex n by n matrices R 
satisfying the condition: 
(C,) Whenever H is an n by n Hankel matrix compatible with f, then 
HRT = RH. 
Further, we shall denote by B$“)( f) the class of all complex n by n 
matrices R satisfying the condition: 
(C,) Whenever a complex matrix H satisfies 
HRT = RH, 
then H is a Hankel matrix compatible with f. 
We intend to show, in Section 3, that %‘$“I( f) c acn)( f ). It follows from 
the results of [2] that the family 9,$“)(f) is nonvoid. 
It is the purpose of the present paper to give a complete description of 
both these classes. Moreover, it is shown that .4?&“)(f) generates the whole 
class 9(“‘(f) in the following sense: if R, is an arbitrary element of 
.B’J”)( f ), then any element of gcn)( f) may be obtained in the form p(R,) 
for a suitable polynomial p. 
1. NOTATION AND PRELIMINARIES 
If A is a matrix, we denote by AT the transpose of A. The shift matrix S 
and the flip matrix J are defined as follows: 
s= 
0 1 
. . . 
. . 
. 1 
0 . . . . 0 
I= 
0.e..Ol 
1 0 
0 1 
lo.*.*0 
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Given a manic polynomial f of degree k, 
f(x)=a,+a,x+ .*- +ak_p-l+Xk, 
the companion matrix of f is defined as the k by k matrix 
55 
‘0 1 \ 
C(f)= 
1 
\-a0 * . . . -ak-l/ 
A Hankel matrix H = (s~+~) of type (n, n) is said to be compatible with the 
polynomial f=fo+ fix+ -.a +f,x” if #=O, where i? is the n-l by 
n+l matrix 
‘SO 
. . . s 
n 
Sl -*. s_ ” 1 
. . . . . . . . . . . . . . . 
S “-2 **. SZn-2 
0) 
and p the vector of length n + 1 given by ( fo, fi,. . . , fn)T. 
The class of all Hankel matrices of type (n, n) compatible with the 
polynomial f will be denoted by .%““‘( f ). 
In the whole paper n will be a fixed natural number. Unless explicitly 
stated otherwise, all matrices will be of type (n, n). Whenever there is no 
danger of a misunderstanding we shall drop the superscript n in the classes 
2?(“)( f ), W(“)( f ), BP)(f) to simplify the notation. 
We shall need some generalizations of the classical notion of a Vander- 
monde matrix. We shall use expressions like a “Vandermonde matrix associ- 
ated to a polynomial’ although, taken literally, the order of the roots is 
needed for the construction of the matrix; there is no danger of a misunder- 
standing, however. Let f be a polynomial of the form 
with tj distinct, mj > 1; for any p > m = I;= Imi we define the Vandermonde 
matrix Vtp’( f) of length p corresponding to f as the p by m matrix 
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where Pr,,,,(t) is the p by m matrix defined by 
(Ppn,(t))ij= (;)c ogigp-1, 06 jGm--1. (2) 
If p = m, we obtain a square matrix, the Vandermonde matrix corresponding 
to f. We shall denote it simply by V(f). Let us recall two well-known facts: 
the matrix V(f) is invertible and intertwines C(f) and J(f), its Jordan 
normal form: 
In order to deal with Hankel matrices of order n compatible with 
polynomials of degree smaller than n, it will be convenient to extend further 
the notion of a Vandermonde matrix. 
Given a polynomial f of degree m < n, the n by n matrix V(“)(f, 00) 
defined by 
V’“‘w4 = (VW-), P), p = (0, J, J, 
will be called the affine Vandermonde matrix of type (n, n) corresponding to 
5 We may think of this matrix as being the Vandermonde matrix of a 
“ polynomial” of degree n whose roots (with multiplicities) are those of f and 
which has another root at infinity with multiplicity n - m. 
The infinite companion matrix P(f) corresponding to a manic poly- 
nomial f of the form 
f(x)=P-(uo+ulx+ .-- +U,_lXm-l) 
was defined in [3] as the infinite matrix with m columns whose first m rows 
form the identity matrix and each further row of which is the linear 
combination of the m preceding rows with coefficients ~a, ul,. . . , u, _ 1. In 
particular, the m rows starting with the second one constitute C(f). For 
further properties of Cm(f) we refer the reader to [3]. The finite section of 
P(f) consisting of its first n rows will be denoted by C(“)(f). The relation 
V’“‘( f) = C’“‘( f) v( f) 
is easy to verify and will be used in the sequel. 
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2. INTERTWINING MATRICES 
This section is devoted to a complete description of the set of all 
intertwining matrices of type (n, n) corresponding to a polynomial of degree 
m < n. 
We shall need three simple lemmata. 
LEMMA 2.1. Zf B E 9(f) and w is an arbitrary polynomial, then 
w(B)~.%‘(f)a.s well. 
Proof. If B E 9(f) then 
HBT = BH 
for any Hankel matrix H compatible with f. It follows that Hw(BT) = 
w( B)H, whence 
sothat w(B)~a(f). W 
LEMMA 2.2. Let M, D be n by n matrices, M nonsingular. The matrix 
H = MDMT 
satisfies 
HRT = RH (3) 
for a given matrix R if and only if R is of the fnm 
R=MGM-’ 
where G satisfies the intertwining relution 
DGT = GD. 
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Proof. If (3) holds, then the matrix G = M - ‘RM satisfies 
=M-‘RMM-‘H(MT)-‘=GD. 
On the other hand, suppose we have a matrix G satisfying DGT = GD. 
Setting R = MGM - I, it is easy to verify that R satisfies HRT = RH. W 
The following lemma is, in a certain sense, dual to the preceding one. 
LEMMA 2.3. Let G and M be n by n matrices, M nonsingular. Let 
R=MGM-‘. 
A matrix H then satisfies 
HRT = RH 
if and only if H is of the fm 
(4) 
H=MDMT 
where D satisfies 
DGT = GD. 
Proof. Let D satisfy DGT = GD; let H = MDM T. Then 
HRT = MDMT( MT) - ‘GTMT = MDGTMT = MGDMT 
= MGM - lMDMT = RH. 
Conversely, if (4) holds, then the matrix D = M - ‘H( M T, ~ ’ satisfies 
=M-‘RH(MT)-l=M-lRMM-lH(MT)pl=GD. n 
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The following lemma characterizes the set %‘(A) for fo = x”. In this case, 
.%‘(fa) is the class of all “upper triangular” n by n Hankel matrices, i.e. 
matrices(si+k), i,k=O,...,n-1,forwhich ~,,=a,,+~= .*. =ssn_s=O. 
LEMMA 2.4. Let Z be an n by n matrix. Then the following are 
equivalent: 
(i) HZ’ = ZH for every n by n upper triangular Hankel matrix; 
(ii) Z is an upper triangular Toeplitz matrix, in other words, Z = w(S) 
for some polynomial w. 
Proof. The assertion is true for n = 1. Now let n > 2 and suppose that 
(i) is fulfilled. It follows that 
for every polynomial p. Thus the relation 
p( S?‘)ZT = JZJp( ST) 
is satisfied for any polynomial p. In particular, 
ZT = JZJ 
as well as 
STZT = JZjST. 
Thus, 
zs = (STZT)T = SJZTJ= sz. 
Since S is nonderogatory, Z is a polynomial in S. Conversely, suppose that 
Z = p(S) and that H is an upper triangular Hankel matrix. Then H = Jq(S’) 
= q( S)J for a suitable polynomial q, whence 
HZT= Jq(ST)p(ST) = Jp(ST)q(ST) 
= p(S)q(S)l= ZH. 
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LEMMA 2.5. Let H be an n by n matrix. Then the following are 
equivalent: 
(i) H is an upper triangular Hankel matrix; 
(ii) HZT = ZH for every n by n upper triangular Toeplitz matrix Z. 
Proof. We shall need the following observation: a matrix H is upper 
triangular Hankel if and only if HJ is upper triangular Toeplitz. 
Assume (i). Then HJ is upper triangular Toeplitz, so that it commutes 
with every upper triangular Toeplitz Z: 
HjZ = ZHJ. 
Thus 
HZT=H(JZ.J)=(HJZ)J=ZH 
for every upper triangular Toeplitz matrix Z. 
Now assume (ii). By the above observation, 
for every upper triangular Hankel matrix 8. By Lemma 2.4, the matrix HJ is 
an upper triangular Toeplitz matrix, i.e., H is an upper triangular Hankel 
matrix. n 
Now we are able to prove the main theorem. 
THEOREM 2.6. Let n be a natural number, f a nonzero polynomial of 
degree m, 0 < m < n, 
f(x) = (x - tJ’ . . . (x - t,)“‘, 
Cnj = m. Let R be an n by n matrix. Then the following two assertions are 
equivalent: 
(i) R E 9?( f ); in other words, HRT = RH for every n by n Hankel matrix 
compatible with f, 
(ii) R = MGM -l, where M is the affine Vandennonde matrix of type 
(n, n) corresponding to f, and where 
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in which p,, p,,..., p, are polynomials and S,, . . . , S,, S, are shift matrices of 
order n ,, . . . , n,, n - m respectively. 
Proof. Suppose (i) is satisfied. Consider an arbitrary n by n Hankel 
matrix compatible with f, and denote by H, the m by m Hankel matrix 
taken from the first m rows and columns of H. It is easq to see that 
H=C’“‘(f)H,C’“‘(f)T+ , 
where H, is a lower triangular Hankel matrix of type (n - m, n - m). If Z is 
the n - m by m matrix for which 
C@)(f) = 2 ) 
i 1 
write Q for the matrix 
Q=(; ;). 
It follows that 
Q-lH(QT)-l= 
Now V(f)-‘H,[V(f)-‘]T is a block diagonal matrix diag(H,,..., H,) with 
upper triangular Hankel matrices Hj of order nj, respectively. Setting 
we shall have 
M=Q(V70f) ;), 
‘4 
M-‘H(MT)-l= *‘. 
H, 
\ l&J 
and it follows from Lemma 2.2 that R is of the form 
= D, 
MGM ’ where G 
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satisfies the intertwining relation 
DGT = GD. 
Now, 
M=(; :)(“‘,i’ :j=W"'(f)3), P=(O,Jn_.JT, 
so that 
M - V(‘>)( f, co), 
as asserted. 
The implication (ii) -+ (i) follows immediately from Lemma 2.3 and 
Lemma 2.4. n 
This theorem implies immediately: 
COROLLARY 2.7. The set 9(f) forms a commutative algebra with 
identity. Its dimension as a linear subspace of the space of all complex n by n 
matrices is n. 
By the definition of S’(f) we have the implication: if H E 2(f) then 
HRT = RH 
for every R E .9?(f). We intend to show now that this implication may be 
reversed; in this manner we obtain the following characterization of X(f). 
THEOREM 2.8. Zf H is an n by n matrix, then the following are 
equivalent: 
(i) H E -@‘(f); 
(ii) HR’ = RH for all R E A’(f). 
Proof. It suffices to show that (ii) implies (i). Let M be the affine 
Vandermonde matrix corresponding to f, and let fi = M _ ‘H( M - ‘)T. 
By Lemma 2.2 and Theorem 2.6, the implication (ii) + (i) is equivalent to 
the following: If Z?GT = Gfi for all block diagonal matrices G of the form 
diag(p,(S,),..., P,(%), PO(%)) 
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then Z? is again block diagonal: 
where the fiii are upper triangular Hankel matrices for i = 0, 1, . . . , r. 
Choosing for p,(S,), i = O,l,. . ., r, matrices d,Z, i = 0,. . ., r, with distinct 
d,,,d,,...,d,> we obtain that fi = (fiij) satisfies 
fiijdj = difiij. 
Hence fii j = 0 for i + j. The diagonal blocks Hii, i = 0, 1,. , . , r, intertwine 
with every upper triangular Toeplitz matrix and are upper triangular Hankel 
by Lemma 2.5. W 
3. TESTING MATRICES 
The family 9(f) was defined as the set of all matrices R such that 
HRT = RH 
for all H E 2’(f). On the other hand, the family .%‘a( f) of testing matrices 
consists of those matrices R for which the relation HRT = RH implies that 
H E X’(f). It is natural to ask whether %‘a( f) c W(f). This is indeed so; the 
proof requires the use of the following simple lemma. At one stage of the 
proof we use an idea similar to that used in [6]. 
LEMMA 3.1. Zf C is an n by n matrix, then there exist at least n linearly 
independent solutions of 
XGT = GX. (5) 
Moreover, there are exactly n such solutions if and. only if G is nmderoga- 
tory. 
Proof. Let K be the Jordan normal form of G, and let 
G=QKQ-? 
64 
Then (5) is equivalent to 
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(QTXQ)K = KT(QTXQ). 
Let h jIj + Sj be the diagonal blocks (of 
any j, 
dimension nj) in K. Since for 
ljSj = Si’J) 
it follows that for any polynomial pj, 
Choosing Y = diag{ ]jpj(Sj)}, we obtain n, + . * . + n, = n linearly indepen- 
dent solutions to YK = KTY. Setting X = (QT) ~ ‘YQ ~ ‘, we obtain rz linearly 
independent solutions of (5). 
If G is nonderogatory, then following [6], there exists a nonsingular V 
such that 
VG = GTV. 
Let X be a solution of (5). Then 
GXV = XGTV 
= XVG 
implies that XV is a polynomial in G. Therefore, there are at most n linearly 
independent solutions of (5). 
On the other hand, if the Jordan form contains two blocks corresponding 
to the same eigenvalue, A, = A,, u + u, say, consider the matrix Y = (Yij) 
with 
and zeros elsewhere. This matrix satisfies YK = KTY and is not a linear 
combination of the n matrices described above. n 
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LEMMA 3.2. The class of testing matrices is contained in the family of 
intertwining matrices, in other words, 
S,(f) = 9(f >* 
Z’roof. Consider a W E .4?,( f ), and denote by _Y the linear space of all 
matrices X satisfying 
xwr= wx. 
According to our assumption a C S’( f ). The dimension of X is at least n 
by Lemma 3.1; since clearly dim 2(f) = n, we have 2” = Z’( f ), in particu- 
Ial 
This inclusion, however, is equivalent to saying that W E .%‘( f ). 
The following theorem characterizes .4?“( f ). 
THEOREM 3.3. Let n be a natural number. Let f be a polynomial of the 
f 01711 
with distinct tj and Cnj = m < n. Zf A is an n by n matrix, then the 
following assertions are equivalent: 
6) A E .%Jf ); 
(ii) A = MDM I, where M is the affine Vandermonde matrix of type 
( n, n ) cowesponding to f (respecting the order of the roots) and D is a block 
diagonal matrix of the form 
D = diag(p,(S,),...,p,(S,), P,(G)); (6) 
here n,, =n-mand, foreach j=O,l,...,r,Sjistheshiftmatrixofordernj 
and pi is a polynomial such that the values pi(O) are distinct and each p;(O) 
is different from zero if nj > 2; 
(iii) A E 9( f ) and A is nonderogatory; 
(iv) every Z? E 9(f) may be obtained in the form w(A) for a suitable 
polynomial w. 
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Proof. (i) + (ii): Suppose A E 9?,(f). Then A E W(f) by Lemma 3.2, 
and it follows from Theorem 2.5 that 
A=MDM-’ 
with D of the form (6). Suppose there exists a pair of distinct indices u, 21 
with p,,(O) = p,(O). Consider the block matrix X with 
and Xii = 0 for all other pairs i, j, and define l? as & = MXM’. Since 
DX 7‘ = XD, we have 
Since X is nonsymmetric and M invertible, the matrix l? is not even 
symmetric, let alone Hankel. It follows that A cannot belong to 9,(f), a 
contradiction. 
Suppose now that p1(0) = 0 for some u. Choose a block matrix X with 
i 
0 1 0 ..* 0 
x,,,,= 0 0 0 ... 0 6’ .o’ .. * . : . . . . . ‘d 
and Xi j = 0 for all other pairs. Again, 
DXT= XD 
so that 
A=MxMT 
satisfies 
AfiT = fiA. 
Since X is not symmetric, fi is not Hankel, a contradiction to A E 9,(f). 
(ii) -+ (iii): Obvious. 
(iii) + (iv): Let R E 9(f). By Corollary 2.7, G?(f) is a commutative 
algebra, so that AR = RA. Therefore, R is a polynomial in A. 
(iv) + (i): Suppose that H is a matrix for which HAT = AH. It follows that 
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Since every R E 9’(f) may be obtained in the form w(A) for some w by 
condition (iii), it follows from Theorem 2.8 that H E X’(f). n 
The following theorem will show the important role of nonsingular 
matrices in Z(f). 
THEOREM 3.4. Let HO be a non-singular matrix in Z’( f ). Let H be a 
matrix. Then the following are equivalent: 
(9 H E Z(f); 
(ii) HH[ ’ E 9?( f ); in other words, H = RHO for some R E .%‘( f ). 
Proof. (i) + (ii): Let R, E .4?J f ). Since H E 2’( f ), we have 
HR; = R,H 
as well as 
H,R; = R,H,. 
Therefore, 
( HH~)R, = HR;H,-’ 
= R,HH,-‘. 
Since R, is nonderogatory by Theorem 3.3, HH, ’ is a polynomial in R,. By 
Lemma 2.1, HH, ’ E 9?( f ). 
(ii) + (i): Let R = HH, ’ E 9( f ). Let R 1 be an arbitrary matrix belong- 
ing to .%‘( f ). Then 
HR; = HH, ‘H, R; 
= HH,‘R,H, 
= RR,H, 
= R,RH, 
= R,H. 
Hence H E .W( f ). n 
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In view of Theorem 3.3 the last result may also be formulated as follows. 
THEOREM 3.5. Consider a fixed invertible HO E X’(f) and a fixed 
R, E 9?,( f ). Then the following assertions are equivalent: 
(9 H E Wf ); 
(ii) H = ‘p(R,)H,, where ‘p is a polynomial. 
Clearly it suffices to consider only polynomials of degree at most n - 1. 
As an immediate consequence of this representation of matrices in X(f) 
we obtain the following corollary, which, of course, may also be derived 
directly. 
COROLLARY 3.6. The family X(f) is a linear space of dimension n. 
4. THE CLASS OF ALL HANKEL MATRICES 
The ideas developed in the preceding section may be used to describe 
similar constructions for the whole class of Hankel matrices. First of all, we 
present formulas that make it possible to perform a simultaneous transforma- 
tion of a Hankel matrix and a polynomial compatible with it. 
The following two lemmata will be stated without proof; to formulate 
them, it will be convenient to introduce the following abbreviation: if f is a 
polynomial of the form f(x) = fo + fix + . . . + f,x”, we denote by [f] the 
vector of length n + 1 given by 
[fl =(fo>fi>...M. 
LEMMA 4.1. Let f be a polynomial 
f(x) = fo + f,x + . . . + fnx”, 
and consider the polynomial f defined by the relation f(x) = f(x + y). If 
Pkk( t ) are the matrices defined in (2), then 
VI = P,‘,,,“.,(Y)f. 
LEMMA 4.2. For every t 
pnn(tPnn(- t> = 1. 
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LEMMA 4.3. Zf H = ((Y~+~) is an m by n Hankel matrix, then for any t 
f’n,,,(t>HP,T,(t) = fi 
is again a Hankel matrix. Zf H = (c%~+~), then the 
length m + n - 1 are related by 
El = P,,T+.,.,+.(t)b1* 
vectors [a] and [G] of 
(7) 
Proof. Forr<m-1, s<n-l,the(r,s)entryof fiis 
where G satisfies (7). n 
THEOREM 4.4. Zf H is an n by n Hankel matrix compatible with a 
polynomial f of degree m < n, then 
(i) _lH] is a Hankel matrix compatible with the polynomial 
1 
x”f - , 
i 1 x 
(ii) P~~(t)HP,,(t) is a Hankel matrix compatible with the polynomial 
f(x - t>. 
Proof. Part (i) follows immediately from the fact that 
(JW)A = I,_,&,,+,, 
where indices denote the order and the caret the operation from (1). 
To prove (ii), observe that (7) of Lemma 4.3 implies 
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Write f for the polynomial F(X) = f( x - t ). Using the relation A[ f] = 0 and 
Lemmata 4.1 and 4.2, we obtain 
As an immediate consequence, the proof of which may be left to the 
reader, we obtain the following 
COROLLARY 4.4. Given a polynomial f of degree m 6 n, then 
Nf(x - t)) = P,‘,(tMf >PLW’. 
For completeness, we shall prove two theorems that belong to the folklore 
of the theory of Hankel matrices (cf. [l]). 
THEOREM 4.5. Zf H is a nonsingular Hankel matrix of order n, then there 
exist at most two linearly independent polynomials of degree at most n that 
are compatible with H. Zf f and g are two such linearly independent 
polynomials, then f and g are completely relatively prime; this means that 
they are relatively prime and at least one of them has degree exactly n (if 
both polynomials had degree less than n, we could interpret this as the 
presence of a comrrwn root at infinity; therefore “completely relatively 
prime “). 
Proof. Let H = (~l~+~) be a nonsingular Hankel matrix of type (n, n); 
denote, as before, by H the matrix of type (n - 1, n + 1) 
fi= .? . . :::. . . .?. . ; 
i s,_2 ... SZn-2 i 
and let Ho, H, be the (n - 1, n) matrices obtained by leaving out the last ,. 
column or the first column of H, respectively. Since H, as well as H, is also 
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obtained from H by deleting the last or the first row, respectively, it follows 
from the nonsingularity of H that both H, and H, have rank n - 1. 
Now let f and g be two linearly independent vectors for which fif = fig 
= 0. We intend to show that the corresponding polynomials f and g are 
relatively prime (in the extended sense, including the root at infinity). First of 
all we deal with the root at infinity: Suppose that both polynomials f and g 
have a root at infinity. Denote by f and g the vectors of length n obtained 
from f and g, respectively, by cutting off the last component. Then f and g 
are linearly independent and both annihilate H,; it follows that the rank of 
H,, cannot exceed n - 2. This is a contradiction. 
Thus at least one of the polynomials f, g is of degree exactly n. Suppose 
now that both polynomials f and g have zero as common root. We then 
obtain similarly that H, has rank not exceeding n - 2, again a contradiction. 
To prove that f and g cannot have a common root t, we use the fact that in 
such a case, the matrix fi = I’,‘,( - t )HP,,,( - t ), which is compatible with 
both polynomials f(x + t) and g(x + t), is again nonsingular and the poly- 
nomials f( x + t ), g( x + t ) would have a common root zero. m 
THEOREM 4.6. If f and g are nonzero polynomials of degree at most n 
not having any root in common (not even at infinity), then the sets X(f) 
and S(g) of Hankel matrices of order n compatible with f, g, respectively, 
have a one-dimensional set of matrices in common. All these matrices are 
multiples of a nonsingular Hankel matrix. 
Proof. The condition that a Hankel matrix ( si +k) of order n is compati- 
ble with a polynomial f = fo + fix + . . . + fnr” of order at most n can be 
written in the form Fs = 0, where s = (s,,, . . . , s2,, _ z)T and 
/& f, a_. f, 0 ... 0 
F= 
fo fi ... Al ... 0 
I f,’ fi -.I f, 
isan n-l by2n-lmatrix. 
Therefore, H = ( si + k) belongs to both X(f) and Z’( g ) if and only if s 
satisfies 
F ( 1 c s=o, 
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where G is an n - 1 by 2n - 1 matrix defined analogously as above, using the 
coefficients of the second polynomial g = g, + g,x + . . . + g,x”. 
The 2( n - 1) by 2n - 1 matrix 
has rank 2( n - 1) by the usual argument. Assuming 
cM=O, (8) 
we write c=(ae ,..., a+,,b, ,..., b,, _ 2) and obtain easily that (8) is equiv- 
alent to 
where a(x)=a,+ *.. +an_sxnP2, b(x)=b,+ ... +b,_zx”P2. 
Since f, g are completely relatively prime, at least one of them, say f, has 
degree n. Then (9) implies that f(x) has to divide b(x), which is only 
possible if b(x) is identically zero. Then also u(r) is identically zero and 
c = 0. 
Therefore, MS = 0 has a one-dimensional set of solutions s. Choose a 
solution s # 0. The corresponding matrix H = (s~+~) has to be nonsingular. 
Otherwise (cf. [2]), all polynomials compatible with H are multiples of a 
nonzero polynomial of degree at least one, or are polynomials of degree less 
than 12; in either case there is no completely relatively prime pair of 
polynomials compatible with H. The proof is complete. n 
Now we are able to prove the main theorem of this section. 
THEOREM 4.7. Let H, be a nonsingular Hunkel matrix; let f, g be 
linearly independent polynomials compatible with H,. Let R,, R, be matrices 
in W,( f ), 9,(g), respectively. Then the following conditions for an n by n 
matrix H are equivalent: 
(i) H is a Hankel matrix; 
(ii) H is of the form 
H = (h(%)+ ~,&))% 
where h,, h, are polynomials of degree at most n - 1 
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The polynomials h,, h, are uniquely determined up to additive constants 
the sum of which is equal to zero. 
Proof. It suffices to show that the set of matrices of the form given in (ii) 
coincides with the set &’ of all Hankel matrices of order n. 
By Corollary 3.6, both Z(f) and X(g) are of dimension n. By Theorem 
4.5, f and g are completely relatively prime, and by Theorem 4.6, the 
intersection Z’(f) CT .z?( g) is a one-dimensional space. It follows that the 
dimension of the linear hull S(f) + 2'( g ) is 2n - 1. Since it is a subspace of 
.X’, which itself is of dimension 2n - 1, we must have equality. Thus 
Now it suffices to represent X’(f) and &‘( g ) in the form given in Theo- 
rem .3.5. m 
As an illustration of Theorem 4.7 let us consider the particular case 
II,=./, f(x)=x", g(x)=1 [clearly JEZ(f)n.X(g)], SEBo(f), STE 
9'~ g). In this case Theorem 4.7 yields the standard representation of every 
Hankel matrix in the form 
5. FINAL REMARKS 
The description of the set 9?(f) given in Theorem 2.6 shows that 9I’( f) is 
a linear space of dimension n. The family .%‘e( f) of testing matrices turns out 
to be a subset of 9(f)-this subset almost fills the whole of .9( f ). In a 
manner of speaking it is only very seldom that a matrix R E W(f) fails to 
belong to 9?a( f ). Theorem 3.3 shows that an intertwining matrix that is not 
testing must satisfy at least one linear condition: in the representation 
either two of the polynomials have the same absolute term or one of the 
derivatives vanishes at zero. Hence such matrices lie in the union of a finite 
number of hyperplanes. 
We have seen that, given a testing matrix A, the set of all matrices of the 
form p(A), p a polynomial, coincides with the whole family .G%‘( f ). It is 
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natural to ask what conditions have to be imposed upon the polynomial p so 
as to obtain again a testing matrix. It is not difficult to give a complete 
answer to this question. We recall that A may be written in the form 
MDM - I where D is block diagonal with blocks of the form pl( S,), . . . , p,(S,), 
p,,(S,) along the diagonal. It is easy to see that the polynomials pj are 
uniquely determined mod ~“1. We may thus assign to A, in a unique manner, 
the values 
P”(O), P,(OL, P,(O), 
and it follows from Theorem 3.3 that these numbers are distinct. The answer 
to our question is given in the following 
THEOREM 5.1. Zf A E 9,(f) and w is a given polynomial, then w(A) is 
again a testing matrix if and only if 
(i) the numbers w(pj(0)) are distinct, 
(ii) the derivatives w’(pj(0)) are different jknn zero. 
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