In this paper, we compute and visualize solutions of several major types of semilinear elliptic boundary value problems with a homogeneous Dirichlet boundary condition in 2D. We present the mountain-pass algorithm (MPA), the scaling iterative algorithm (SIA), the monotone iteration and the direct iteration algorithms (MIA and DIA). Semilinear elliptic equations are well known to be rich in their multiplicity of solutions. Many such physically significant solutions are also known to lack stability and, thus, are elusive to capture numerically. We will compute and visualize the profiles of such multiple solutions, thereby exhibiting the geometrical effects of the domains on the multiplicity. Special emphasis is placed on SIA and MPA, by which multiple unstable solutions are computed. The domains include the disk, symmetric or nonsymmetric annuli, dumbbells, and dumbbells with cavities. The nonlinear partial differential equations include the Lane-Emden equation, Chandrasekhar's equation, Henon's equation, a singularly perturbed equation, and equations with sublinear growth. Relevant numerical data of solutions are listed as possible benchmarks for other researchers. Commentaries from the existing literature concerning solution behavior will be made, wherever appropriate. Some further theoretical properties of the solutions obtained from visualization will also be presented.
Introduction
In this paper, we study semilinear elliptic boundary value problems (BVPs) of the form ∆u(x) + f(x, u(x)) = 0, x ∈ Ω, u(x) = 0,
where Ω is a bounded open domain in R N , N = 2, and f is a nonlinear function of x and u. We will deal with f ≡ u p , −u + u p , or variants thereof.
We wish to compute numerical solutions of (1) and plot their graphics for visualization. In particular, we want to visualize multiple solutions of (1) on domains with various geometries and topologies. We also hope to survey existing algorithms and to introduce new ones, set certain numerical benchmarks, explore singular perturbation cases, and perhaps even "discover" theorems through visualization. Models of (1) arise naturally in physics, engineering, biology and ecology, geometry, etc. Although nonlinearities may appear in seemingly endless forms, the simplest, yet most basic form of nonlinearity is the power type. In this connection, we may first mention the Lane-Emden (-Fowler) equation in astrophysics [Chandrasekhar, 1939, Chap. 3] and [Fowler, 1931] ∆u + u p = 0 , u > 0, on Ω, p > 1 , u| ∂Ω = 0 ,
where u p is proportional to the density of the gaseous star [Chandrasekhar, 1939] . From the point of view of analysis, this equation is interesting and challenging because the Laplace operator ∆ is "negative" while the nonlinear operator u → u p is "positive" in appropriate function spaces, e.g. in H 1 0 (Ω), where H 1 0 (Ω) = {v ∈ H 1 (Ω)|v = 0 on ∂Ω} and H s (Ω) denotes the Sobolev space W s,2 (Ω) for given s ∈ R [Adams, 1975] . There is a "competition" between these linear and nonlinear operators.
In order for a solution to exist, a certain "balance" is required. There arises the prospect of either nonexistence of solutions, or of the existence of possibly multiple solutions, for the general semilinear equation (1). Any nontrivial solution of (2) is an unstable solution. (A solution of (1) is said to be unstable if it is not a local maximum or minimum of a functional corresponding to a canonical variational formulation of (1); nor is it a steady state belonging to a corresponding time-dependent parabolic problem whose governing equation is u t − ∆u + f = 0 with the same boundary condition and certain initial conditions.) In contrast, if problem (1) is of the form
∆u(x)−|u(x)| p−1 u(x)= g(x), p>1, g is given, on Ω, u =0 on ∂Ω,
i.e. the sign in front of the nonlinearity |u| p−1 u in (2) is adjusted from "+" to "−", then both the linear and nonlinear operators on the left of the first equation in (3) are "negative" and, as we can expect, a rather different theory applies. Indeed, the existence and uniqueness of solutions of (3) are well established; see the monotone dissipative operator theory in [Lions, 1969] , for example. Some numerical solutions, along with graphics for those solutions of (3), may be found in [Deng et al., 1996, pp. 974-975] . Otherwise, we will not discuss much about (3) in this paper.
Let us return to (2) and to astrophysics; the domain Ω with the most physical interest is B R , the open ball of radius R in R 3 centered at the origin. When Henon [1973] studied rotating stellar structures, he proposed a variant of (2) as follows: ∆u + |x| u p = 0 , u > 0, on Ω , p > 1 ; > 0 ; u| ∂Ω = 0 .
(For his choice of nonlinearity, Henon commented: "This choice, although arbitrary, has the advantages of simplicity and convenience.") Lieb and Yau [1987] considered Chandrasekhar's theory of stellar collapse. They showed that the Chandrasekhar equation for the white dwarf problem without the general relativistic effect is equivalent to the following equation ∆u + 4π(2u + u 2 ) 3/2 = 0 , in B R .
Thus this equation is referred to as the Chandrasekhar equation in this paper. In both [Chandrasekhar, 1939] and [Lieb & Yau, 1987] , the primary interest is in radial solutions u ≥ 0. These equations provide some of the physical background for the model (1). Certain equations in catalysis theory also can be described in the form (1), but they often contain a varying parameter [Aris, 1975] and thus manifest bifurcation phenomena. Other reaction-diffusion models such as Gierer and Meinhardt's system in biology (see [Geirer & Meinhardt, 1972] and [Ni, 1998 ]), have a "strong relationship", in a certain asymptotic sense to equations of the form (1).
The motivation for the model (1), along with its significance in other applications, will be given in due course, below.
The mathematical theory of semilinear elliptic equations has attracted the interest of many analysts and applied mathematicians. The subject area has undergone an explosive growth since the Seventies and, consequently, there is a huge body of literature. To review just some small specialized portion of such publications would require a gigantic effort; this will not be a task we either wish or can afford to undertake in this article. Rather, our focus of attention lies in algorithms for, and visualization of, solutions of (1) for certain types of nonlinearity as mentioned.
Concerning the algorithmic development for solutions of semilinear elliptic BVPs, we must first cite the following two prominent theoretical methods, which actually have formed the foundation for much of the existing numerical study. These are:
(1) The Mountain Pass Lemma (MPL), published in [Ambrosetti & Rabinowitz, 1973] . It provides a minimax variational formulation of critical points of functionals that are neither bounded from above nor below, such as those which correspond to (2). MPL is a powerful method for semilinear elliptic BVPs, as well as for a host of other nonlinear PDEs. (2) The Monotone Iteration Scheme (MIS), also called the barrier method or the method of super-and sub-solutions. Its origin can be traced to Bieberbach, who used this method in many of his papers; see [Bieberbach, 1916] , for example. It is a general, constructive method for finding stable solutions of semilinear elliptic equations [Sattinger, 1971] . Generalizations of MIS to quasilinear elliptic BVPs, and to systems of coupled elliptic semilinear PDEs called quasimonotone iteration (QMI), are also available. See [Amann, 1976; Amann & Crandall, 1978; Chen et al., Part III, in review] , and [Pao, 1992] , for example.
The mathematical proof of MPL as given in [Ambrosetti & Rabinowitz, 1973] contains both constructive and not-so-constructive elements and, therefore algorithmic realization of MPL is by no means straightforward. (In contrast, numerical implementation of MIS is much more direct and obvious.) However, McKenna [1993, 1996] were able to devise ingenious algorithms by fusing the finite element method (FEM) with the method of steepest descent, and obtain multiple solutions of nonlinear elliptic PDEs on a rectangle. They and their collaborators have also successfully applied MPL-based algorithms to suspension bridge and traveling wave problems [Humphreys & McKenna, 1999] and [Chen & McKenna, 1997] and to water waves [Hill, 1997] . In our opinion, a more appropriate term for the algorithm devised by Choi and McKenna is the "Mini-Max Algorithm" rather than the "Mountain-Pass Algorithm". An explanation will be given in Remark 2.2 in Sec. 2.
Numerical computations for solutions of semilinear elliptic single equations or systems by MIS or QMI can be implemented by iterations where, at each iteration, a linear elliptic BVP is solved. Computationally, there is the choice of three basic types of linear elliptic numerical solvers: FDM, FEM and BEM (the boundary element method). Numerical analysis and results in this direction using FDM may be found in [Huy et al., 1986; Pao, 1987 Pao, , 1992 Pao, , 1995 , etc. A special case using FEM may be found in [Ishikara, 1984] . The case using BEM may be found in [Sakakihara, 1987; Deng et al., 1996; Chen et al., 1999] .
We note that a semilinear elliptic BVP (1) will not be simultaneously solvable by both MPL and MIS, due to the discriminating nature of MPL for unstable solutions, whereas MIS is mostly for stable solutions. It is also mainly due to this reason that proofs of convergence and rates can be given for MIS or QMI, but not for MPL. As we can see from Sec. 3.4 below, for example, it is possible that a problem (2) can have a continuous one-parameter family of uncountably many solutions, each of which is infinitely close to neighboring solutions. There is no point in trying to give a convergence proof for such a case, since one never knows which solution the iterates are converging to. The best hope one can shoot for is to establish convergence for isolated critical points by assuming that such critical points are nondegenerate; see Remark 3.1. We will make more comments on numerical analysis and convergence in the survey below.
Obviously, MPL and MIS and their numerical implementation are not the only feasible methods for computing solutions of (1). We may mention Newton's method, which is a generic method for solving nonlinear problems, and can be applied in variational or other settings in order to treat (1). Actually, Newton's is already a major numerical method for solving nonlinear ODEs. One may read [Keller, 1968] to find out how Newton's method is incorporated into the shooting method to approximate solutions of two-point BVPs of ODEs. In the case of nonlinear elliptic PDEs, the application of Newton's method to the corresponding variational functional appears quite straightforward at first. However, a basic assumption to use Newton's method to find u satisfying J (u) = 0, i.e. a critical point u of a functional J in a Banach space, is that J (u) be invertible (implying nondegeneracy) as a bounded linear operator. But degeneracy is very common when multiple critical points are encountered. Thus, Newton's method is ruled out, at least, for all those degenerate critical points in Sec. 3.4 below. On the other hand, when a local minimization technique is used in a quasi-Newton's method, the search will lead to a solution with a locally minimized variational value, which is zero in the case of (1). From our subsequent discussions in Examples 2.1 and 2.2 in Sec. 2, it actually becomes apparent that without using local structure of a critical point, e.g. imposing constraints such as (7) and (13) based on the theoretical argument, Newton's method alone is not likely to succeed. Besides, "good choices" of the initial iterate may not always be available because, in general, we do not know beforehand whether a solution exists, let alone its possible profile. Now, let us further address the numerical analysis aspect of elliptic BVPs. If the elliptic equation or system is linear, then the BVP has an inherent coercive structure known as the Lax-Milgram Theorem and the Gårding inequality, that quickly leads to the existence and uniqueness (or the contrary, if compatibility conditions are violated) of solutions. If the BVPs are discretized in a satisfactory way by FDM, FEM or BEM, then the coercive structure is inherited by the discretized problems, which can then be used to establish convergence as well as to derive error estimates. For nonlinear elliptic problems, when they are of the monotone dissipative type such as (3), this coercive structure remains intact. Otherwise, in order to take advantage of the coercive structure, one has to assume that nonlinearities are "mild", i.e. that they satisfy a certain global Lipschitz condition so that they can be absorbed by coercive terms, in much the same way as perturbations. To quote from [Choi & McKenna, 1993] : ". . . A typical restriction was that ∂f (x, u)/∂u < λ 1 , the first eigenvalue of the (negative) Laplacian with Dirichlet boundary conditions. This type of assumption guaranteed existence and uniqueness of the solution and allowed the proof . . . . None of these approaches gave much insight into how to numerically find solutions of boundary value problems when there were multiple solutions of a nonobvious type. . . .". Their commentary, forthright yet incisive, is also quite agreeable to us.
Other than those [Chen et al., to appear; Deng et al., 1996; Huy, 1986; Ishihara, 1984; Pao, 1987 Pao, , 1992 Pao, , 1995 Sakakihara, 1987] previously mentioned, there is also a body of important existing literature on the numerical analysis of semilinear and quasilinear elliptic BVPs concentrating on error estimates with respect to Sobolev and Hölder space norms. A few of those papers, containing important contributions, are cited below:
(1) [Bers, 1958; Parter, 1965; Greenspan & Parter, 1965] , for FDM; (2) [Ciarlet et al., 1967; Dupont & Douglas, 1975; Brenner & Scott, 1994] , for FEM.
At present, even though the results therein are not directly applicable to the problems considered here like (2), because of the difficulties described above, the error estimates and algorithms given by those authors above and elsewhere (such as [Eydeland & Spruck, 1988] , for example) are quite delicate, and many ideas remain useful. We believe they will eventually help the analysis of convergence and errors for problems of MPL types in this paper. Historically, numerical analysis and computational methods were developed with a major aim to aid in the investigation of physical phenomena. At the heart of contemporary computer aided research is visualization. This is especially true for the study undertaken here, because visualization greatly enhances one's intuition and helps organize one's thinking, particularly for nonlinear phenomena, where the investigation of pattern formation is the chief objective. Scientists and applied mathematicians routinely have the need to compute and visualize solutions for various types of nonlinear PDEs; they have published their work in many journals, in vastly different disciplines. However, for semilinear elliptic BVPs (1), although theoretical results abound, very few documented, concrete numerical results and graphics have been published beyond those in the pioneering work of [Choi & McKenna, 1993] . Systematic, organized efforts to visualize solutions of (1) thus seem to be largely lacking, to the best of our knowledge.
In order to compute and visualize solutions of partial differential equations, a significant amount of work is involved in the pre-and post-processing of domain geometry and solution data, algorithmic and coding development, testing, debugging and refining. This work requires long-term commitment and large, concerted manpower. Consider FEM [Brenner & Scott, 1994; Ciarlet, 1978; Strang & Fix, 1973] , for example. The processing of domain data and grid-generation (triangulation) is simplest if the geometry is rectangular. Also, by building thereupon, one can nicely treat piecewise rectangular (or triangular) domains such as those which are L-shaped, T -shaped or dumbbell-shaped, or rectangular domains with triangular cavities, or combinations thereof. From the point of view of the mathematical study of nonlinear elliptic BVPs, such domains are not interesting to the theorists, for the obvious reason that the boundaries have zero curvature. (The curvature effect becomes particularly poignant in the computation and visualization of nonlinear Neumann BVPs; see a sequel [Chen et al., Part II, in preparation] .) However, if the domain has a curvilinear boundary, then the coding work for the FEM triangulation and mesh refinement increases substantially. The adjustment of geometries is definitely not a trivial task, as far as FEM is concerned. In comparison, BEM works much better in this regard in 2D.
In the study of numerical solutions of elliptic equations, the authors' favorite choice of method is BEM. One of the major advantages of BEM is that it is highly adaptable to the change of geometries, especially for two-dimensional (2D) problems. Two of the authors, Chen and Zhou, began their visualization study of solutions of eigenvalue problems of the Laplacian ∆ and bi-Laplacian ∆ 2 in [Chen & Zhou, 1993a , 1993b Chen et al., 1994] . Subsequently, the authors collaborated on numerical algorithms and visualization for nonlinear PDEs [Deng et al., 1996; Chen et al., 1999] . One of the major algorithms of the paper, called the scaling iterative algorithm (SIA) in Sec. 2.2, has been found to be particularly effective for semilinear elliptic BVPs like (2) where the nonlinearity is of the power type. We first began its development in 1993. At that time, we were not aware of the mountain-pass algorithm (MPA) developed two years earlier by [Choi & McKenna, 1993] , which was published in 1993 but came to our attention in 1995. For a large number of examples computed here, these two algorithms, MPA and SIA, produce equally accurate numerical solutions (see Example 2.1 in Sec. 2). They can even work together. They also serve as a corroboration for each other. These two algorithms form the backbone of this paper.
The major objectives of visualization here are to "see" the profiles' locations of concentration and the multiplicity of solutions of nonlinear elliptic BVPs subject to the change of geometry and topology of the domain. We have chosen domains below in (59) in such a way that they have varying degrees of nonsymmetry, nonconvexity, non-starshapedness and multiconnectedness. (The only intended exception is the domain Ω 1 in (59)(i), the unit disk, which is symmetric, convex, starshaped and simply connected. It is chosen mainly for the purpose of setting numerical benchmarks.) We have also tried to take into account some asymptotic or "CAD/CAM" concepts by considering the possibility of pushing some geometry or parameter to an extreme, such as the pathological annular domain Ω 4 in (64), the singular perturbation case treated in Sec. 4, or the case of large exponent (i.e. power) p of the Lane-Emden equation in Sec. 5.3. To reduce somewhat the overburdening coding work, all the domains Ω i , i = 1, 2, . . . , 9, in Secs. 3-5 are chosen to have piecewise circular and/or linear boundaries. Although the boundary curves could have been chosen to contain more complex piecewise quadratic segments, we feel that such work is not necessary since our chosen domains already include quite enough geometrical and topological features for the visualization of many basic effects. We have made BEM our method of choice for its adaptability to changes of geometry, as mentioned. Only piecewise constant boundary elements (i.e. panels) will be used for its simplicity and thus the "erroraversion" feature in computer coding. Even though we have not adopted more recent methods such as multigrids in our paper and in the computer programs, we feel that our work serves as a beginning, a motivation for other researchers to explore useful new directions, such as multigrids (see [Bramble, 1993] , for example) for nonlinear PDEs.
The organization of our paper is as follows. In Sec. 2, we introduce numerical algorithms, methods, error estimators and some theoretical foundation. In Sec. 3, we compute and illustrate solutions of the Lane-Emden equation with power p = 3, for various geometries, to great length. In Sec. 4, we study a singularly perturbed equation and display the spike-layer pattern of solutions. In Sec. 5, we compute the equations of Henon, Chandrasekhar and Lane-Emden (with "large" powers) for selected geometries. Finally, in Sec. 6, we study the equation with sublinear growth, based on DIA, along with certain monotonicity properties of solutions observed by us. Commentaries, whenever available and appropriate, are given alongside the graphics to aid in our understanding of these nonlinear PDEs.
By nature of the way the paper is written and that the graphical results are presented, we need to make a review/survey of a large body of literature (which is mostly theoretical work on nonlinear elliptic PDEs), even though we feel that this paper is primarily original research rather than a review. In the bibliography, we hope that we have included at least those articles that are most directly relevant to our study and interests here; we apologize in advance for any inadvertent omissions. We also reiterate that BEM, the numerical method for solving linear elliptic PDEs employed here, is not the focal point of the paper. Other major linear elliptic solvers-FEM and FDM-should work equally well by any computational science researchers who prefer FEM or FDM over BEM.
Iterative Algorithms and Numerical Methods
In principle, any constructive proof should be realizable into a useful computational scheme for numerical solutions. Therefore, the true issue is: How efficient is that computational scheme in comparison with other viable ones? If the coding work is too involved, or if the requirement of CPU memory and time is beyond capacity, then that scheme becomes unattractive or even unworthwhile. Nowadays, the CPU time in a high performance workstation is virtually costless. The choice of an algorithmic development and the actual programming task, thus, in our opinion, depends mostly on the level of ease or difficulty of coding by the programmer and analyst. The following two examples provide some condensed arguments, alternative to MPL, as to why the solutions of semilinear elliptic PDEs in Secs. 3-5 exist. The arguments therein are all constructive. However, we will explain why such constructive proofs are not suitable or compatible with our numerical approach (based on BEM) here and, therefore, are not converted into algorithms by us for practical computational purposes. The following argument is now standard; see [Ni, 1987, pp. 18-20] . We include it here for the benefit of those who are not nonlinear PDE specialists. Let p satisfy 1 < p < (N + 2)/(N − 2), where N is the space dimension of Ω. Consider the minimization problem
where C, the constraint set, is defined to be
C is well-defined by the Sobolev Imbedding Theorem. Let {v k } be a minimizing sequence for (6):
Therefore it contains a subsequence {ṽ k } weakly converging to someũ in H 1 0 (Ω). By the compact imbedding of
Thereforeũ is a minimizer for (6) in C. We claim thatũ ≥ 0, since otherwise we simply replaceũ by |ũ|. Also, ∇ũ ≡ 0, and thus λ > 0, sinceũ = 0 on ∂Ω and Ω |ũ| p+1 dx = 1. Now, from standard arguments in calculus of variations one easily concludes thatũ is a weak solution of
where α is the Lagrange multiplier. From elliptic regularity estimates [Gilbarg & Trudinger, 1983] one sees thatũ is a classical solution of (9). We conclude thatũ > 0 by the usual maximum principle [Protter & Weinberger, 1967] . Further, multiplying (9) 1 byũ and integrating by parts, we obtain
Setting u = λ 1/(p−1)ũ , we have solved (2).
Then [Ding & Ni, 1989] shows that a solution of the more general problem
exists, which is a solution of the following constrained minimization problem
where
M is the solution manifold, an idea first due to [Nehari, 1960] .
Let us attempt to find numerical solutions of (2) or (11) by directly using the arguments suggested in Examples 2.1 and 2.2. Because of the variational formulations given there, FEM becomes the natural method to be used. A family of finite dimensional approximating spaces
(Ω) as the mesh size h decreases to zero. In proceeding to do the minimization problem (6) or (12), one must first choose functions
Resolving the constraint relations in (14) explicitly requires triangulation of the entire domain and extensive quadratures. The workload involved in such software programming, along with the CPU time, are essentially of the same order of magnitude as that for computing the entire problems of (2) or (11). If one chooses instead to treat (14) implicitly by using the Lagrange multiplier method to handle the constraint(s), and follow up with local minimization (for inf from (6) and (12)) using Newton's algorithm, for example, extensive domain quadratures must still be evaluated for various linear and nonlinear terms. This becomes overburdensome, especially when the domain has curvilinear boundary (because of the "daunting" work of triangulation, as we have mentioned in Sec. 1). Thus, these approaches are not compatible with BEM, our choice of elliptic solver, to be described in Sec. 2.4, which does not require extensive domain triangulation, and is easily adaptable to change of geometry.
Remark 2.1. The approach as suggested in Examples 2.1 and 2.2 may still have some virtue: consequent FEM numerical error analysis seems to be more amenable, because the problem is now a minimization problem (see [6) or (12)] over a solution manifold C or M [see (7) and (13)]. Thus, there should be more numerical stability. However, the minimization problem still may have multiple solutions in general. See Remark 2.2 below.
In the remainder of this section, we describe the iterative algorithms and numerical methods for computing solutions of (1).
The mountain pass algorithm (MPA)
Let E be a Banach space with norm , and let J be a C 1 functional on E, with Fréchet derivative J . We say that J satisfies the Palais-Smale (PS) condition if for any sequence {x n } ⊆ E such that {J(x n )} bounded and J (x n ) → 0 strongly in E , the dual of E, then there exists a convergent subsequence in E. The PS condition is basically a compactness condition.
Let us now state the famous Mountain-Pass Lemma (MPL) of Ambrosetti and Rabinowitz.
Theorem 2.1 (The Mountain-Pass Lemma [Ambrosetti & Rabinowitz, 1973] ). Let E be a Banach space and let J ∈ C 1 (E, R) satisfy the PS condition. If there exist an e ∈ E and δ, r > 0 such that
is a critical value of J, where
By using MPL for J given in (16) below, it is not difficult to show that (2), e.g. has a solution for Ω ∈ R N when 1 < p < p * = (N + 2)/(N − 2); p * is the so-called critical Sobolev exponent.
The proof of MPL contains ingredients such as the contrapositive argument from the Deformation Lemma [Rabinowitz, 1986] , which defies straightforward numerical implementation. It appears that a numerical algorithm realizing the full extent of the proof of MPL for general nonlinear elliptic BVPs is quite involved and difficult, if not impossible, because the saddle point stated in MPL lies in an infinite dimensional space. Some kind of adaptation is required in order to devise a viable algorithm. [Choi & McKenna, 1993 ] utilize a constructive form of MPL, an idea from [Aubin & Ekeland, 1984] . We reword their algorithm below:
Step 1. Take an initial guess w 0 ∈ E such that w 0 = 0 and J(w 0 ) ≤ 0, under the assumption that 0 is a local minimum of J;
Step 2. Find t * ∈ (0, 1) such that J(t * w 0 ) = max t∈[0,1] J(tw 0 ), and set w 1 = t * w 0 ;
Step 3. Find the steepest descent directionv ∈ E such that [J(w 1 + εv) − J(w 1 )]/ε is as negative as possible as ε ↓ 0, obtainingv = −J (w 1 ) [see (17 below)]. If v < ε, then output and stop. Else go to the next step;
Step 4. Let λ > 0 be such that J(w 1 +αv) attains its minimum at α = λ, ∀ α > 0;
Step 5. Redefine w 0 =: w 1 + λv. Go to Step 2.
For a semilinear elliptic BVP of the form (1), the corresponding functional J is of the form
with E ≡ H 1 0 (Ω). As noted in [Choi & McKenna, 1993] , in Step 3 above, the steepest descentv = −J (w 1 ) corresponds to solving a linear elliptic BVP
Assume further that J ∈ C 2 (E, R). The Morse index of J at a critical point w ∈ E (cf. [Chang, 1993] , e.g.) is defined to be the dimension of the maximal negative definite subspace of J (w). Choi and McKenna's algorithm applies mainly to solutions that have Morse index 1 of the canonical functional J because the obtained critical point of J is the maximum in only one direction. In certain cases when the underlying domain Ω of the PDE has symmetry, their algorithm may generate solutions with Morse index 2 or higher.
An adapted version of Steps 1-5 above may be found in [Ding et al., 1999] . In this paper, our adapted algorithm is given as follows:
Mountain Pass Algorithm (MPA)
Step 1. Choose an initial state w 0 ∈ H 1 0 (Ω); set w 1 = w 0 .
Step 2. If
stop and exit. Otherwise from w 1 , solveṽ:
Then ∆v = ∆ṽ
Step 3. For t : T > t > 0, let λ(t) be such that 1
Step 4. Update: w 1 := λ(t)(w 1 +tv), ∆w 1 := λ(t)(∆w 1 +t∆v). Go to Step 2.
Note that solving (17) in the mountain-pass algorithm of [Choi & McKenna, 1993, (13) ]) is identical to solving (19), due to (20) .
If the DO LOOP in (MPA) above stops after n iterations, (18) actually say that
The quantity
serves as an excellent indicator of how closely w n+1 satisfies ∆u + f (u) = 0. We may thus regard ε n as an absolute convergence error indicator.
Remark 2.2. Return to Example 2.2. [Ding & Ni, 1986] and [Ni, 1989] have shown that under (10), we have
where c is the smallest possible positive critical value as given in the MPL. Furthermore, the two infima in (22) are both attained, and c is independent of the choice e in Theorem 2.1. Our adapted algorithm MPA actually has considerable feature more similar to the minimaximization problem on the right-hand side of (22), than to the proof of the MPL itself. Thus perhaps it should be called MMA (Mini-Max Algorithm) instead.
The critical point as guaranteed by (22) has the lowest energy value J. Borrowing terminology from quantum mechanics, we call this critical point (i.e. solution) a (or sometimes, the) ground state, or a least-energy solution. Other critical points, which are local minima of J(v) on the solution manifold M, are called local ground states in this paper.
The very original algorithm due to [Choi & McKenna, 1993] was not devised according to (15) in the sense that they did not determine the critical point by testing the inf on all paths Γ in (15). Thus, rigorously speaking, their algorithm, as well as our adapted version, cannot be called a mountain-pass algorithm. Nevertheless, MPA here is effective in finding local ground states, with multiplicity generated through varying the initial states.
The strongest result concerning the uniqueness of the ground state so far may be found in [Lin, 1994] , where he showed that on a convex domain, the ground state is unique.
More recently, [Li & Zhou, 1999a , 1999b developed and implemented minimax methods to compute multiple solutions of semilinear elliptic PDEs of higher Morse indices without any assumption on domain symmetry.
To aid in the visual understanding we include Figs. 1 and 2 to illustrate MPA.
The scaling iterative algorithm (SIA)
To explain how this algorithm works, let us use the following problem as a model:
where a ≥ 0 and b > 0 are given constants, and p > 1. By Example 2.2 or MPL, we know The protruding dark curve C on the right signifies an optimal path through a mountain pass to get out of the basin to another point, also with altitude 0. There are several other mountain passes overlooking the depression, but their altitudes are higher than that of the mountain pass which is crossed by the path C. Note that " * " signifies the location of the mountain pass with the lowest altitude. This is the critical point established in (22). We call it a (or, sometimes, the) (global) ground state. The location marked with "∆" is another mountain pass whose altitude is higher than " * "'s. We call "∆" a local ground state. The arrow indicates a steepest descent direction. It takes several changes of descent directions in order to reach a close vicinity of " * ".
that (23) has at least one solution. Choose a sequence of numbers β n > 0, n = 1, 2, . . . and define v n (x) = u(x)/β n . Then each v n is a scaling of u;
The equations in (24) suggest the following iteration algorithm:
Step 1. Choose any u 0 (x) ≥ 0 on Ω, u 0 sufficiently smooth, u 0 ≡ 0;
Step 2.
and solve v n+1 (·) and α n+1 > 0 satisfying
and let
Step 3.
output and stop. Else go to Step 2.
The usefulness of the above algorithm is shown in the following.
Theorem 2.2. Let Ω be a sufficiently smooth bounded domain in R 2 . Assume that a ≥ 0, b > 0, p > 0 and p = 1. Choose any sufficiently smooth v 0 (x) ≥ 0 on Ω, v 0 ≡ 0, and let α n+1 and v n+1 (·) satisfy (25) and (26).
Proof. The iterations in (25) and (26) can be rewritten into two steps
and
Since v n L ∞ (Ω) = 1, by the standard elliptic estimates on (28) [Gilbarg & Trudinger, 1983] , we have some C > 0 such that
Therefore, the sequence {α n+1 } is bounded away from 0, and, by the Sobolev Imbedding Theorem, w n+1 has a bounded convergent subsequencew n+1 such thatw n+1 → w ∞ in C 1,γ (Ω) for any γ : 0 < γ < 1. By assumption, {α n |n = 1, 2, . . .} is bounded, the sequence {α n+1 |n = 0, 1, 2, . . .} is also bounded. Since w n+1 > 0 in Ω by the standard maximum principle, it follows from (29) 2 that w ∞ > 0 in Ω. Choose a convergent subsequence of {α n+1 } and still call it {α n+1 }, such thatα n → α ∞ > 0. From (29), we conclude that
Remark 2.3.
(1) We suspect that if p > 1, then the assumption that {α n |n = 1, 2, . . .} be bounded is unnecessary. (However, if 0 < p < 1, there is some experimental indication that this assumption is required.)
(2) The iterations in (28)- (29) above define a map T : w n+1 = T w n . In order to claim that the limit w ∞ of the subsequencew n in the proof of Theorem 2.2 yields a solution of (23), we must establish that w ∞ is a fixed point of the map T . We still have not been able to achieve this so far. (3) By restricting p to 0 < p < p * ≡ (N + 2)/ (N − 2), one can establish a version of Theorem 2.2 for Ω ⊂ R N , N ≥ 3.
Equation (25) 2 , or equivalently, (29) 1 requires the search of max w n+1 on the entire Ω in order to determine α n+1 = 1/ w n+1 L ∞ (Ω) = 1/(max w n+1 ). This is computationally feasible but inconvenient as far as implementation is concerned. Based upon our understanding of the problem (23), as we will see from the graphics in Secs. 3 and 4, we know that its solutions display the pattern of a spike-layer , and thus the maxima of successive iterates often occur just near the "center" x 0 of some subdomain G of Ω where "Ω has the most open space"; see Theorem 4.1. This suggests the choice of β n = u n (x 0 ) in (24) for n = 1, 2, . . . . Therefore (25) 2 now becomes v n+1 (x 0 ) = u n+1 (x 0 )/u n+1 (x 0 ) = 1, and we obtain the following simpler algorithm.
Scaling Iterative Algorithm (SIA)
Step 1. Choose any v 0 (x) ≥ 0 on Ω, v 0 ≡ 0; v 0 sufficiently smooth;
Step 2. Find α n+1 > 0 and v n+1 (·) such that
Step 3. Ifε
Note that theε n in (31) provides a relative convergence error indicator . Unlike the ε n in (21),ε n here does not provide information as to how closely v n+1 satisfy the equation ∆u + f (u) = 0.
The key idea in SIA lies in condition (30) 2 . By requiring v n+1 (x 0 ) = 1, we hope to avoid, as much as possible, the possibility that v n → 0, i.e. the convergence to the trivial solution 0. This pointwise normalization condition (30) 2 is an outgrowth of our empirical pursuit of iteration algorithms for (21) because, in our experimental trials of various possible designs of iterative algorithms for (23), we have observed that the number one cause of algorithm failures is v n → 0 or v n → ∞.
The following theorem is obvious.
Theorem 2.3. Consider the iterative algorithm (30). Let v 0 (·) be sufficiently regular and
Remark 2.4. According to our numerical experience, the choice of the location of x 0 ∈ Ω rarely has affected the limit of the converging subsequence. However, at this point we are still unable to offer any rigorous proof concerning the convergence (of a subsequence) of SIA. (i) Choosing u 0 (x) = RHS of (75) on Ω 7 and using (76), we obtain an initial state w 0 ∈ H 1 0 (Ω) for MPA iterations. We get a sequence which is numerically convergent to the ground state u, with max u = 3.562 , J = the energy (16) = 10.90 , ε n = 10 −4 , n = 7 .
(ii) Choosing the very same initial state u 0 (x) for SIA iterations, we also get a numerically convergent sequence with the same limit u, with max u = 3.562 , J = 10.90 ,ε n = 10 −6 , α n = 12.69 , n = 9 , x 0 = (2, 0)
We see that MPA and SIA provide about the same numerical efficiency and accuracy. The number of iterations required here are, respectively, 7 and 9. In general, for most cases, only some twenty iterations will suffice by either MPA or SIA. We have also tested our MPA and SIA against the case of a square domain in [Choi & McKenna, 1993, Sec. 6] , and confirmed the agreement between Choi and McKenna's numerical solutions and ours.
The Direct Iteration Algorithm
(DIA) and the Monotone Iteration Algorithm (MIA)
A straightforward iteration algorithm for a semilinear elliptic BVP (1) can be stated as follows:
Direct Iteration Algorithm (DIA) for (1) Step 1. Choose a sufficiently smooth initial state v 0 (·);
Step 2. Find v n+1 (·) such that
Step 3. If v n+1 − v n H 1 0 (Ω) < ε, output and stop. Else go to Step 2. DIA lacks sophistication. Even for a "very stable" nonlinear ODE like [Deng et al., 1996, Example 2.1] shows that DIA may not produce convergent solutions in general. For nearly all the nonlinear equations studied in this paper, DIA either diverges quickly or converges to the trivial solution 0. The only exception is the case with sublinear nonlinearity; see Sec. 6. In that case, DIA actually provides an algorithm more convenient and efficient than the others. A different iteration scheme, with certain similarity to DIA, has been developed. It seems to be particularly useful when a semilinear elliptic BVP has "forcing terms" independent of u either in the equation itself or in the boundary condition. We state the following.
Theorem 2.4 (The Monotone Iteration Scheme) [Amann, 1976; Ni, 1987; Sattinger, 1973] . Let F (x, u) be C 1 with respect to (x, u) ∈ Ω × R.
Consider the boundary value problem
where Bu = u or Bu = ∂u/∂n + α(·)u, with α(x) ≥ 0 for all x ∈ ∂Ω, α ∈ C ∞ (∂Ω), and α(x) ≡ 0 if Bu = u on ∂Ω, and g ∈ C 2 (∂Ω). Let u, v ∈ C 2 (Ω) satisfy u ≥ v as well as
, on ∂Ω.
(We call u and v, respectively, a supersolution and a subsolution for (34).) Choose a number λ > 0 such that
and such that the operator (∆ − λ, B| ∂Ω = 0) has its spectrum strictly contained in the open left-half complex plane. Then the mapping
where w(x) is the unique solution of the BVP
is monotone, i.e. for any φ 1 , φ 2 satisfying (37) and φ 1 ≤ φ 2 , we have T φ 1 , Tφ 2 satisf y (37), and Tφ 1 ≤ T φ 2 on Ω .
yield iterates u n and v n satisfying
(ii) u ∞ and v ∞ are, respectively, stable from above and below; (iii) if v ∞ ≡ u ∞ , and both v ∞ and u ∞ are asymptotically stable, then there exists an unstable
Based upon Theorem 2.4, we formula the following.
The Monotone Iteration Algorithm (MIA)
Step 1. Find a subsolution v 0 (·) and a supersolution u 0 (·). Choose a λ;
Step 2. Solve the boundary value problem
for w n+1 = v n+1 and w n+1 = u n+1 , respectively;
Step 3. If w n+1 −w n < ε, output and stop. Else go to
The proof of Theorem 6.1 in Sec. 6 will be based on the Monotone Iteration Scheme. BEM numerical analysis and computations of examples based on MIA may be found in [Deng et al., 1996] . Finite difference type results of MIA may be found in [Huy et al., 1986; Pao, 1987 Pao, , 1992 Pao, , 1995 .
A boundary element numerical elliptic solver based on the simple-layer and volume potentials
Each iterative algorithm MPA, SIA, DIA or MIA requires a numerical elliptic PDE solver. In principle, the three basic numerical methods FDM, FEM and BEM should all be viable. Our choice is BEM for the following reasons:
(i) among these three methods, BEM is the one most readily adaptable with respect to change of geometry, especially in 2D;
(ii) for the purpose of visualization, BEM produces the smoothest profiles of the solution because it retains the special feature that solutions of elliptic PDEs are C ∞ on the domain Ω under the assumption that all data are C ∞ . (In contrast, the smoothness of FEM solutions depends on the degree of piecewise polynomials used, while FDM solutions normally display a ragged appearance that looks definitely the least smooth.) (iii) The simple-layer potential representation has a "pleasant" smoothing property (see [Chen & Zhou, 1993, Theorems 6.8.2 and 6.12 .1]) making the numerical solution look smooth near the boundary. This is quite advantageous for the purpose of visualization.
The basis of BEM solutions of inhomogeneous linear elliptic BVPs is given in the following theorem, wherein the solution is represented as a sum of a volume (or synonymously, Newtonian) potential and a simple-layer potential.
Theorem 2.5. Let Ω be a bounded open domain in R 2 with C ∞ -smooth boundary ∂Ω. Then the solution of
can be uniquely represented as
where E(x − y) = −(1/2π) ln |x − y|, r 1 = min(s 1 + 2, w 2 + 3/2), and η, the unknown simplelayer density, and a, an unknown constant, can be uniquely solved by the boundary integral equations (BIEs)
with η ∈ H r 2 (∂Ω), r 2 = min(s 1 + 1, s 2 − 1).
Proof. See [Chen & Zhou, 1993, Theorems 6.3.1 and 6.12 .1].
Remark 2.5. If somehow it is known that the simple-layer equation
does not have a nontrivial solution η, then instead of solving the two BIEs in (41), one can set a = 0 in (40) and (41), and solve the simpler BIE
and represent the solution u of (39) as
See [Chen & Zhou, 1993, Remark 6.12 .1]. Indeed, for all domains Ω i , i = 1, 2, . . . , 9, used in the remaining sections for computations (excluding Ω 4 because it is "pathological"), only Ω 1 , the unit disk, requires the use of (40) and (41) with a = 0. For the rest Ω i , i = 1, 4, we can just use (42) and (43).
Note that if N = 3, then the representation (43) is unique without requiring any a ∈ R as in (40), with the fundamental solution E(x) = [4π|x|] −1 being used in (42) and (43).
The way to use BEM to solve the elliptic BVPs (17) and (32) in MPA and DIA, respectively, is now clear from Theorem 2.4 and Remark 2.1. The only case that is not totally clear is that for (30) in SIA. Actually, this requires just a tiny amount of extra work. Let us use (42) and (43). Return to (30), and consider for the time being a = 0 therein. Then we first solve
according to (42) with E(x − y) = − ln |x − y|/2π, where the unknown simple-layer density η 0 is the unique solution of the BIE
Then v n+1 satisfies
If a 0 in (30), we repeat (45) and (46), except that now we use , 1965; 
therein. Then v n+1 satisfies (30). We now determine the enumeration of successive errors for the BEM approach. We use (30) as an exemplar case, because the others are virtually the same. By (43)- (47), we have the representation
Then ∆v n+1 − av n+1 = −α n+1 bv p n . Similarly, ∆v n − av n = −α n bv p n−1 . Therefore the errorε n in (31) can be obtained by the following:
In the evaluation of the volume potential in (44), v p n and v p n−1 have already been computed and put into storage in the computer. We just fetch those data, substitute them into (48) and thus obtainε n+1 .
The key step in the BEM approach is the numerical solution of the BIE (12). It is solved by discretization as follows. Let {S h (∂Ω)|0 < h < h 0 } be a one-parameter family of finite-dimensional spaces of functions on ∂Ω. We say that S h (∂Ω) forms an ( , m)-system with ≥ m + 1 and m ∈ Z + ≡ {0, 1, 2, . . .} in the sense of [Babuska & Aziz, 1972] if the following are satisfied:
(1) Approximating property: for each φ ∈ H t (∂Ω), there exists a φ h ∈ S h (∂Ω) such that
where − ≤ s ≤ t ≤ , |s|, |t| ≤ m, and C t,s is a positive constant independent of h and φ. (2) Inverse property: There exist constants M s,t > 0 depending only on s and t such that
for all s ≤ t, and |s|, |t| ≤ m.
A Galerkin scheme for solving the BIE (42) is
where L is the boundary integral operator on ∂Ω defined by
G is the trace on ∂Ω of the RHS of (42), and {φ h,i , 1 ≤ i ≤ n(h)} be a basis for the linear space S h (∂Ω). Write
(51) Then (49) leads to the following matrix equation
where 
It is known from [Hsiao & Wendland, 1977 that the operator L is a strongly elliptic pseudodifferential operator with principal symbol |ξ| −1 satisfying Gårding's inequality. Therefore L is Fredholm with a finite index. Under some accessory conditions [Chen & Zhou, 1993, Secs. 4.6 and 4.7] L is invertible, yielding the invertibility of the matrix M h for h sufficiently small, and [Ruotsalainen & Saranen, 1988, Cor. 4] show that the unique solution η h of the Galerkin scheme (49) satisfies
If S h (∂Ω) is a (d + 1, d)-system of the smoothest splines of degree d, then utilizing (50) and (51), one sees that the BEM numerical solution of (39), given by
satisfies the error estimates
(55) The Galerkin scheme (49) requires work of quadrature in order to get the entries m ij and b i in (52). In lieu of (49), a practical approach, called the collocation scheme, is much more efficient: One chooses a set of collocation points {x i |1 ≤ i ≤ n(h)} ⊆ ∂Ω and solves the unknown coefficients a i in (51) from (56) i.e.
With the proper choice of collocation points {x i } and with the use of smoothest splines (i.e. (d+1, d)-systems), Arnold and Wendland [1985] show that the Galerkin estimates (53) remain essentially valid for the collocation scheme (56), (57), and, hence, for the estimate (55).
In our BEM computations in the subsequent sections, quasi-uniform piecewise constant boundary elements are used for S h (∂Ω). Those spaces form a (1, 0)-system in the sense of Babuska and Aziz. Applying (53), with d = 0, we get
as well as (55). Our numerical experiments have shown that our collocation scheme has convergence estimates which are consistent with the theoretical estimates (55) and (58). All domains Ω i , i = 1, 2, . . . , 9, in subsequent sections are C ∞ , except for Ω 4 in Sec. 3.3, which is "pathological", and Ω j , j = 7, 8, 9 in Secs. 3.5-3.7 which have two or four obtuse angular corner points. For such nonsmooth domains, loss of regularity of solutions may occur for elliptic BVPs; see [Grisvard, 1985] . However, the domains Ω j , j = 7, 8, 9, can be modified to be C ∞ by a minuscule local smoothing of ∂Ω near the corner points in an obvious way. Indeed, with the scale of discretization adopted in our computation that is commensurate to the memory size of our workstation (SGI Extreme Graphics 2, 256 MB RAM), we have found no discernible difference of accuracy at all between Ω j , j = 7, 8, 9 and the modified domains where all the corner points have been smoothed out by minuscule local refining using piecewise quadratic curve segments near the corner points. Thus, for all practical purposes, we may regard Ω j , j = 7, 8, 9, as C ∞ domains.
Also occasional in use in this paper is FDM, when the domain and the solution has radial symmetry; see (72), Remarks 3.2 and and 4.1, etc. FDM solutions also provide corroborations for, and comparison of accuracy with, the BEM solutions. But FDM applies to very few limited cases in this paper.
Graphics for Visualization of the
Dirichlet Problem of ∆u + u 3 = 0
The main equation, whose solutions are to be visualized in great detail in this section, is the Lane-Emden equation ∆u + u 3 = 0. Other variant equations, to be studied in subsequent sections, have solutions with strikingly similar profiles; their graphics will be displayed only for selected geometries.
We have chosen four types of domains for the computation of numerical solutions: (i) the unit open disk; (ii) concentric on non-concentric annuli; (iii) dumbbell-shaped domains with varying corridor width; (iv) dumbbell-shaped domains with cavities.
(59)
The rationale for choosing (i)-(iv) is based on the special geometrical and topological features offered by each type of domain(s); the disk, type (i), has the strongest symmetry, whereupon the analytic information about the solution is also best known from the work of [Gidas et al., 1979 [Gidas et al., , 1981 . We compute solutions on (i) also for the purpose of setting a benchmark for other researchers. By changing from a disk to an annulus, i.e. to type (ii), the topology of the domain has lost simple connectedness and becomes multiconnected with "genus 1", i.e. with 1-connectivity. Topologically, its fundamental group is isomorphic to Z [Dugundji, 1966] . Rotational symmetry is destroyed after the internal and external bounding circles of the annulus are made nonconcentric. Furthermore, an annular domain is never convex.
Dumbbell-shaped domains were mentioned much earlier on by a few researchers (who should be credited with priority, however, is unclear) as an interesting type of domain in the study of behavior of solutions of BVPs. It has particular significance in mathematical biology and population dynamics due to the compartmental feature and effect such domains have [Matano & Mimura, 1983] . Our dumbbell-shaped domains are constructed by connecting two nonidentical disks through a straight (symmetric) corridor. When the width of the corridor is small, the dumbbell-shaped domain is non-starshaped. As the width increases and eventually equals the diameter of the smaller disk, the domain then becomes starshaped. Therefore, the reader can see the degeneration of dumbbellshaped domains from being non-starshaped into a starshaped one.
Lastly, we choose dumbbell-shaped domains with two cavities, i.e. of type (iv), for the desirable special features that they are non-starshaped, lack any global symmetry while still maintaining some local symmetry, and have two-connectivity. All told, nine different, mostly dissimilar domains Ω i , i = 1, 2, . . . , 9, have been selected for use here and in subsequent sections. A total of 21 cases will be computed and visualized in this section.
We are now in a position to treat the problem
The corresponding energy functional of (60) is
It is easy to check that for any solution u of (60), we have the energy level J(u) > 0.
The unit disk
Here Ω 1 = {x ∈ R 2 | |x| < 1}. The boundary ∂Ω 1 is divided into 384 uniform panels, and the number of Gaussian quadrature points for the domain integral (i.e. the first integral on the RHS) in (40) is 1537.
Case 3.1.a. The Unique, Radially Symmetric Positive Solution [Gidas et al., 1979 ] on a Disk. This is the ground state of (60), displayed in Fig. 3 , with (SIA) max u = 3.5741 , J = 10.99 , ε 13 = 10 −6 , α 13 = 12.77 , x 0 = (0, 0) .
Here and in the following, (SIA) denotes the algorithm used, max u denotes the global approximate maximum value of the solution, J = J(u) is the energy level of the solution,ε 13 denotes the relative convergence error from (31) and (48), α 13 and x 0 denote those used in (30). The choice of the initial state v 0 in Step 1 of SIA is unimportant here so we do not need to describe it.
Nonconcentric annular domains
First, let
On the boundary ∂Ω 2 , 384 + 192 = 576 uniform panels are used, with 192 of them placed on the inner circle of Ω 2 . boundary to be farther off-center. Let We have not been able to find any other positive solutions on domains (62) and (63).
A "pathological" annulus, with boundary formed by two tangent circles
If we push the inner bounding circle in (62) and (63) to the extreme, we obtain a domain defined by
In contrast to Ω 2 and Ω 3 , Ω 4 returns to being simply connected. Once again, 576 panels are used to discretize ∂Ω 4 . It is "pathological" in the sense that, at the pointx = (0.9, 0) on ∂Ω 4 , the unit exterior normal is not well defined. There are two cusps with vertex atx. If a domain contains cusps, then the cone condition fails (atx), and many classical elliptic estimates may not hold. Nevertheless, numerical computations of (60) by (40)- (43) can proceed without any trouble at all because, in the representation (40) or (43), we never need to use the normal derivative ∂/∂n. 
The radially symmetric annulus
A ground state of (60) on this radially symmetric annulus Ω 5 is known (see [Coffman, 1984] and [Li, 1990] ) to be nonradially symmetric, if the inner radius of the annulus increases and passes a certain positive number. Here we will actually see that the ground state looks like a hill with a single peak . Because of the symmetry which Ω 5 has, any rotation of a given solution is again a solution. Therefore, we have a continuous one-parameter family of ground states on Ω 5 , whereupon each solution is infinitely close to a continuum of neighboring solutions. This unusual richness of ground states causes difficult circumstances for numerical computation. Actually, among all the cases computed in this paper, this geometry constitutes the most difficult one to deal with, with respect to numerical work. With the use of MPA, what we have experienced is that the numerical iterates at first appear to be converging from whatever chosen initial state, but then the trend of convergence slows down because the iterates begin to "get confused" as to where they should "settle down" with respect to rotational symmetry. Small fluctuations of ε n [cf. (21)] last for quite a few iterations (about 10 or so); the programmer must then realize that something is going on, ask the computer to spit out some iterates, make comparisons and then make the decision to terminate. Otherwise the said fluctuations may persist indefinitely. However, with the use of SIA, this situation will not occur because the choice of x 0 in (30) 2 has a symmetry-breaking effect. Numerical solutions obtained by SIA converge fairly fast. Their profiles show that the peaks happen at points close to x 0 . 
Remark 3.1. Let u be a solution of (2). It is established in [Ni, 1989] that the linearized operator
has the smallest eigenvalue λ 1 < 0. The next smallest eigenvalue λ 2 of L satisfies λ 2 ≥ 0. Note that L corresponds to the second derivative of J in (61). In general, if L is invertible on the appropriate functional space, we say that u is a nondegenerate critical point. Now, consider an annular domain Ω = {x ∈ R 2 |0 < a < |x| < b} .
Then as [Li, 1990] has shown, when a is sufficiently close to b, nonradial ground states as shown in Fig. 7 occur. Let u = u(v, θ) be such a ground state. Differentiating (2) with respect to θ, and using the commutativity (∂/∂θ)∆ = ∆(∂/∂θ) in polar coordinates, we get
Note that ∂u/∂θ ≡ 0. This implies that L has an eigenfunction ∂u/∂θ with 0 as the eigenvalue. Therefore L is not invertible and u is a degenerate critical point of J. At a degenerate critical point, the applicability of the Morse Lemma [ Chang, 1993; Mawhin & Willem, 1989 ] is not clear. It is easy to see from the Implicit Function Theorem that any nondegenerate critical point is isolated. Case 3.4.a provides an example that the ground states are all degenerate critical points and form a continuum.
Next, let us search for multipeak positive solutions of (60), which are again known to exist if the thickness of the symmetric annulus is sufficiently small. Such multipeak positive solutions are known to be the mountain pass solutions corresponding to the functional J on certain invariant subspaces of the rotational symmetry group on Ω 5 . (For example, a two-peak solution would be a ground state of J on the space of functions which are invariant with respect to rotation by 180 • on Ω.) Therefore, the initial state should be chosen in those invariant subspaces in the hope that successive iterates will also stay in that same invariant subspace. Obviously, this is a "numerically unstable" situation, since discretization and roundoff errors can accumulate and damage the rotational symmetry after a large number of iterations is performed. What we have observed numerically is that, after a large number of iterations, whether by MPA or SIA, the iterates always converge to a single-peak solution that is a global ground state.
On the other hand, if we perform only a small number of iterations using an initial state with rotational symmetry of angle 2π/n, n ∈ Z + , and, say, observe a trend of numerical convergence, we let the numerical solution data exit and terminate the iterations. Then the solution data is expected to be close to the n-peak positive solution (because the numerical error accumulated after a small number of iterations has not damaged the rotational symmetry of angle 2π/n). In the following (Cases 3.4.bCase 3.4.d), we use SIA to perform a small number of iterations with initial states as indicated. The errorsε n are comparatively larger than in the preceding cases. This behavior elicits suspicion as to whether or not the numerical solution is close or not to the true solution. Our safeguard here is that we take several different initial states with that same rotational symmetry and iterate from them. If those output multipeak solution data are all close to each other (implying the independence of the initial states), we accept such multipeak numerical solutions as authentic. Otherwise, we reject them.
For later use let us introduce the "mound" function
for given r 0 > 0 and x 0 ∈ R 2 . Note that M(r 0 , x 0 , x) = 0 for x: x − x 0 | = r 0 . Let us also introduce a rotation operator R θ by (R θ f )(x) = f(e −iθ x) ; e −iθ x = (x 1 cos θ + x 2 sin θ, x 2 cos θ − x 1 sin θ) .
Case 3.4.b. A Two-Peak Positive Solution on the Symmetric Annulus Ω 5 . First, definẽ
and let v 0 (x) =ṽ 0 (x) + (R πṽ0 )(x) be a period-π initial state for SIA, resulting in (SIA) max u = 13.60 , J = 327.0 ,ε 2 = 10 −2 , α 2 = 185.0 , x 0 = (0.7, 0) .
The two-peak solution and its contours are displayed in Figs Four is the largest number of peaks that we are able to obtain for positive positions of (60) on Ω 5 . Note that the values of J in (66) 2 -(71) 2 appear to grow linearly with respect to the number of peaks. of (60) does not seem to be obtainable by MPA or SIA. Iterations of arbitrarily chosen radially symmetric initial states u 0 quickly converge to a singlepeak ground state in Case 3.4.a.
Here, we first assume the radial symmetry of (60) and then write it in polar coordinates:
u(r)>0 , 0.5<r <0.9 . The nonlinear ODE above is replaced by a centered finite difference scheme: 
By comparing (66) 3 -(73) 3 , we see that the radially symmetric solution has an energy level J much higher than multipeak solutions in Cases 3.4.a-3.4.d.
Remark 3.2. On the unit disk Ω 1 or the radially symmetric annulus Ω 5 , a finite difference scheme like (72) affords us a different method for validating whether our BEM solutions are numerically accurate, if the solutions have radial symmetry. FDM is certainly the easiest to program among the various numerical PDE schemes. We have taken advantage of this to confirm the accuracy of most of the radially symmetric solutions below in this paper; see Case 4.1.a, for example.
Remark 3.3. Examining the data of J in (66), (69), (70) and (71), we have found that
i.e., the energy J k of the k-peak solution grows approximately linearly with respect to k. This looks very reasonable. Extrapolating, we thus obtain J 9 ≈ 9 · 163 = 1467 , J 10 ≈ 10 · 163 = 1630 .
From (73) 2 , we see that the energy of the radially symmetric solution is J = 1557.19. Since J 9 < 1557.19 < J 10 , we suspect that for the annulus Ω 5 , the largest number of peaks a solution of (60) has is 9. Theoretical estimates in [Coffman, 1984; Li, 1990] do not furnish any information about the shape or quantity of such solutions. This is a situation where numerical computation shows its value. We suspect that for any n-peak solution in this subsection, its Morse index is n. The radially symmetric solution also has a finite Morse index. We suspect that its Morse index is m + 1, where m is the largest number of peaks a positive solution may possess on the annular domain. Now, let us reduce the thickness of the annulus Ω 5 . We define a thinner concentric annulus Since the annulus Ω 6 is thinner than Ω 5 , according to [Li, 1990] , there will be positive solutions with more peaks. and is displayed in Fig. 13 . Eight is the largest number of peaks we are able to produce numerically.
A dumbbell-shaped domain
We consider a dumbbell-shaped domain Ω 7 as shown in Fig. 14. It contains a left, smaller disk D L with radius 0.5, and a right larger disk D R with radius 1, whose centers are separated by a distance equal to 3 along the x 1 -axis. A horizontal corridor, symmetric with respect to the x 1 -axis, of width W = 0.4, is constructed to link the two disks. In our BEM computations, ∂Ω is discretized into 408 panels, and on Ω, 992 Gaussian quadrature points are used for integrating the volume potentials.
Case 3.5.a. The Ground State on the Dumbbell Ω 7 . Choose
and solve the elliptic BVP
Obviously, w 0 ∈ H 1 0 (Ω). This w 0 will be used as the initial state for MPA. Iterate by MPA. We then obtain a single-peak positive solution as shown in Fig. 15(a) , with (MPA) max u =3.562 , J=10.90 , ε 7 =10 −4 .
Its contours are plotted in Fig. 15(b) . A careful examination of the contours shows that the peak point of the contours has moved slightly leftward (from the original center of the right disk D R ), toward the corridor. This agrees with our intuitive understanding of solutions of (60) that they prefer "open space" [Ni & Wei, 1995] ). This solution has the lowest energy. Its support is concentrated on the right disk (i.e. the larger of (60) on the dumbbell-shaped domain Ω7. the two disks) and near the right end of the corridor. Elsewhere, u is exponentially small. 
obtain w 0 as in (76) and iterate by MPA. We get a positive solution concentrated mainly on and near the small left disk D L , as displayed in Fig. 16(a) , with contours shown in Fig. 16(b) . This solution has (MPA) max u =7.037, J(u)= 42.22, (60) concentrated on and near the small disk DL of Ω7.
Actually, if we choose any positive u 0 [instead of the u 0 in (78)] supported on D L , MPA will yield convergence to the one in Fig. 16(a) . 
and obtain the initial state w 0 from u 0 by (76), and iterate by MPA. We obtain a local ground state concentrated nearly on the center of the corridor, given in Figs This "solution" has generated a considerable debate among the authors as to whether such a solution could possibly be obtained analytically by the Mountain-Pass approach. The same comment also applies to similar situations below in Secs. 3.7, 4.3 and 5.2.
More investigation is certainly required.
Case 3.5.d.
A Two-Peak Positive Solution. Adapting an algorithm with Morse index 2 first developed in [Ding et al., 1999] ; see also Sec. 3.8, we are able to obtain a two-peak positive solution of (60) concentrated on both the left and right disks of Ω 7 , with max u = 7.037 , J(u) = 53.12 , ε 34 = 10 −x4 ; see Fig. 18 . From the data above and Figs. 15-18, we see that this solution u essentially is a combination of the two solutions in Cases 3.5.a and 3.5.b. It has Morse index 2. As with Sec. 3.8, the purpose of including Fig. 18 is to satisfy the reader's curiosity about the existence of multipeak positive solutions. Details of the algorithm will be presented elsewhere.
A starshaped domain degenerated from a dumbbell
We expand the width W of the corridor in Ω 7 from W = 0.4 to W = 1. Then we get a new domain Ω 8 as shown in Fig. 19 . Even though Ω 8 does not look exactly like a star, it satisfies the starshapedness condition, and it is no longer dumbbell-shaped. We discretize ∂Ω 8 into 408 panels, and place 992 Gaussian quadrature points on Ω.
Case 3.6.a. The Ground State of (60) on the Starshaped Domain Ω 8 We choose Fig. 22 . A dumbbell-shaped domain with two cavities, Ω9. Two circular holes are drilled on the previous dumbbellshaped domain Ω7. The left hole is centered at (x1, x2) = (−1, 0) with radius 0.2; it maintains some local symmetry. The right hold is centered at (x1, x2) = (2, 0.3) with radius 0.4; it destroys any global symmetry.
Here, we see that the two local ground states in Cases 3.5.b and 3.5.c coalesce into one. From Figs. 20(b) and 21(b), we can understand that the positive local ground state as shown in Fig. 21 (a) may be "swallowed" by the global ground state in Fig. 20(a) and, thus, disappear, if the corridor portion is not long enough.
Dumbbell-shaped domains with cavities lacking symmetry
We remove two circular holes from the dumbbellshaped domain Ω 7 , and obtain a dumbbell-shaped domain with cavities, Ω 9 , as shown in Fig. 22 . Because of the placement of the hole inside the right disk D R , the new domain Ω 9 lacks any symmetry, of a two-connectivity or with "genus 2". Such topological effects are of interest to analysts in nonlinear PDEs, see e.g. [Benci & Cerami, 1991] . We discretize ∂Ω 9 into 536 panels, and place 847 Gaussian quadrature points on Ω for volume potentials (60) on the dumbbell-shaped domain with cavities, Ω9.
Case 3.7.b.
Local Ground States of (60) on Ω 9 . By making various choices of u 0 (with MPA) and v 0 (with SIA), we have obtained three other local ground states of (60) arranged by increasing energy level J, given in Figs. 24-26 .
Obviously, there appear to exist quite a few other positive solutions of (60) on Ω 9 . But we have decided to stop at this point, and leave the pursuit to other interested researchers.
Sign-changing solutions
We return to Sec. 3.5, and use the dumbbell-shaped domain Ω 7 for the study in this subsection. We want to consider solutions that are not necessarily positive, i.e. find some u such that
Even though Choi and McKenna [1993] have displayed some sign-changing solutions of (84) on a square, we know that in general MPA is not capable of producing sign-changing solutions when the domain Ω is not symmetric with respect to some hyperplane in R N ; see [Bartsch & Wang, 1996; Castro et al., 1997; Wang, 1991; Willem, 1996] . (Here N = 2 and a hyperplane in R 2 is just a line.) A sign-changing solution usually has Morse index 2 or higher. Thus, more elaborate MMA need to be developed in order to manage the higher Morse index. A useful numerical algorithm for sign-changing solutions of semilinear elliptic problems with Morse index 2 was developed by [Ding et al., 1999] ; it was incorporated with FEM and yielded exemplar signchanging solutions on triangular domains. Actually, at least from an algorithmic point of view, one can see that it is possible to generalize the ideas in [Ding et al., 1999] so that an elaborate minimax method can even produce solutions of semilinear elliptic BVP with Morse index 3, 4, . . . . But such work requires a certain time duration for theoretical development and numerical testing and, therefore, will be presented elsewhere, after the study has matured. Here, for the sake of comprehensiveness, we include two examples of sign-changing solutions of (60) on Ω9. It is obtained by SIA, with max u = 17.005, J = 361.7,ε100 = 10 −4 , α100 = 32.1, x0 = (2.5, 0).
(84) for p = 3. Each of them is computed by a variant of the algorithm in [Ding et al., 1999] for Morse index 2 coupled with BEM. This solution is displayed in Fig. 27 . Note that any rotation of this solution is again a solution. [Dancer, 1988, p. 140] has pointed out that, for a dumbbell-shaped domain like Ω 7 , there should be a solution which is positive on the right disk D R and negative on the left disk D L , and with the signs reversed on D L and D R too, because, if u is a solution of (84) with p = 3, then so is −u. 
By comparing the data in (77), (79) and (85), we see that this sign-changing solution in Fig. 28 is Fig. 29 . An irregular shaped domain with many compartments and corridors. Each " * " indicates the likely location of the numerical solution of a local ground state, while " * * " indicates ("beyond any reasonable doubt") the location of the global ground state because that compartment is the largest. There may exist additional local ground states that we are either not aware of, or not able to capture numerically.
essentially a combination of the two solutions displayed in Figs. 15(a) and 16(a), except that the part from Fig. 15 (a) has reversed its sign. The energy value J in (85) is nearly equal to the sum of the values of J in (77) and (79).
Other profiles of sign-changing solutions (which are "combinatorial combinations" of sorts of pairs of Figs. 15(a) , 16(a) and 18(a), with just one member in the pair having sign reversed) have also been obtained. There are five such solutions (not counting Fig. 27 ). Their graphics are omitted.
After seeing so many graphics in this section, let us now make some conclusive and inferential comments. Obviously, for the Lane-Emden equation here and the other semilinear equations to be addressed in the following sections, the geometry (i.e. shape), symmetry and topology of the domain all have strong bearing on the multiplicity of positive solutions. The influence of symmetry is somewhat easier to understand. How about geometry and topology? The authors regard the former as a more decisive factor in generating multiple solutions than the latter. In an irregularly shaped domain such as the one shown in Fig. 29 , there are many "pockets" (or "small compartments") and "corridors" where local ground states of the Lane-Emden equation thrive, such as Sec. 3.5 has obviously led us to believe. The drilling of holes (i.e. change of topology) on a dumbbell-shaped domain in Sec. 3.7 leads to extra local ground states. However, the actual effect of drilling is not necessarily in the change of topology itself but rather, in the formation of new pockets for the extra solutions to live on. This is our observation.
The Singularly Perturbed Dirichlet
Problem
The semilinear elliptic Neumann boundary value problem
is known to be a so-called shadow system for the asymptotic state of the following model of the chemotactic aggregation stage of cellular slime molds (amoebae) [Keller & Segel, 1970] in mathematical biology:
See [Lin et al., 1988; Ni & Takagi, 1983 , 1991 . The case of interest is when d is small in (86), which becomes a singular perturbation problem. Because of the close relationship between the Dirichlet problem and the Neumann problem (86), [Ni & Wei, 1995] studied the singularly perturbed semilinear BVP
in [Ni & Wei, 1995] , where ε 2 corresponds to d in (86). Variants of (88) have also been discussed in [Benci & Cerami, 1991; Dancer, 1988] , for example. In this section, we will visualize solutions of (88) primarily for the case p = 3 on a few selected domains Ω i , i = 1, 2, . . . , 9, used in Sec. 3. The visualization of the singularly perturbed Neumann problem (86) will be deferred to Part II [Chen et al., in preparation] .
Corresponding to (88), the natural energy functional is defined to be
Let u ε be a critical point of J ε corresponding to the Mountain-Pass Lemma (i.e. J ε (u ε ) = 0 and J ε (u ε ) = c ε ), where
and where Γ is the set of all continuous paths joining the origin and a fixed nonzero element e in H 1 0 (Ω) with e ≥ 0 and J ε (e) = 0, cf. c in (15). Then [Ni & Wei, 1995, Proposition 2.1, p. 734 ] c ε > 0 and c ε is independent of the choice of e.
The theoretical properties of a singularly perturbed sequence of ground states u ε (88) have been studied at length; see [Ni & Wei, 1995] . We quote the main result from these and state it (restricted just to the special case (88) in R 2 here) in the following.
Theorem 4.1 [ [Ni & Wei, 1995, Theorem 2.2, p. 734] ). Let u ε be a ground state of (88). Then, for ε sufficiently small, we have (i) u ε has at most one local maximum and it is achieved at exactly one point P ε in Ω. Moreover, u ε (· + P ε ) → 0 in C 1 loc (Ω − P ε \{0}), where Ω − P ε = {x − P ε |x ∈ Ω}; (ii) d(P ε , ∂Ω) → max P ∈Ω (P, ∂Ω) as ε → 0, where d(P ε , ∂Ω) is the distance from P ε to ∂Ω.
Theorem 4.1 indicates that u ε has exactly one peak at some point P ε ∈ Ω. As ε → 0, u ε → 0 except at the peak P ε , thereby exhibiting a single "spike-layer". Property (ii) says that {P ε } will tend to a point P 0 satisfying d(P 0 , ∂Ω) = max P ∈Ω d(P, ∂Ω), i.e. P 0 is located near the center of some subdomain G of Ω where "Ω has the most open space". (a) According to Theorem 4.1, and as confirmed by visualization from the graphics below, when ε in (88) becomes small, solutions of (88) display "spikes". Our boundary element numerical method seems to capture the spike feature better because the numerical solution is C ∞ on the interior of the domain Ω, where the spikes occur. If, instead, say the finite difference or finite element method were used, then one likely needs to take adaptive measures (domain decomposition, multigrids, etc.) near the spike locations in order to capture the special feature of their profiles. (b) The error measure ε n of the nth iterate u n of (88), by (21), is
(89) Our numerical experience has indicated that, when ε is not small, then both MPA and SIA produce virtually identical, equally accurate numerical solutions. But as ε becomes small, MPA begins to lose accuracy. We believe that this fact may be attributed to the numerical illconditionedness of the Dirichlet problem
which was required in (17) of MPA. In contrast, SIA does not seem to suffer any loss of accuracy, according to our numerical experiments. We attribute this advantage to the scaling condition (30) 2 ; it may have helped "normalize" the profile of the solution surface, at least at the point x 0 . It is for this reason that most of the numerical solutions in this section are obtained by SIA.
A total of 11 graphics will be presented for visualization in this section.
The unit disk
We use the domain Ω 1 from Sec. 3.1.
Case 4.1.a. The Unique Solution of (88) on the Unit Disk, with p = 3, and ε 2 = 1, 10, 100, 1000. We have obtained the following data and graphics, as indicated in Table 1 .
We may add that, when ε 2 = 1 and ε 2 = 10 −1 in Table 1 , both MPA and SIA work and produce nearly equal results. However, when ε 2 = 10 −2 and 10 −3 , MPA fails to work. The numerical results in Table 1 and Figs. 32 and 33 for ε 2 = 10 −2 and 10 −3 can only be obtained by SIA. Since the solution is radially symmetric, we can also apply an FDM to (88). Let us choose the finite difference step size h = 1/50 in the following [which is analogous to (72)]:
Let us only list the values of max u here, obtained from finite difference, for the purpose of comparison with Table 1 : ε 2 = 1 : max u = 3.9477 ; ε 2 = 10 −1 : max u = 2.2479 ; ε 2 = 10 −2 : max u = 2.1546 ; ε 2 = 10 −3 ; max u = 0.0001 .
(91)
We see that as ε 2 ↓ 0, the difference between the data in Table 1 from those in (91) has widened, indicating that measures (such as finer mesh) must be taken to account for the singular perturbation effect. The singular perturbation parameter ε 2 and the mesh size h are somehow coupled in the error bounds, as the work of [Adjerid et al., 1995] has shown. Despite the fact that our numerical scheme has not properly adjusted the mesh size with respect to decreasing ε 2 , the graphics in this section have captured the essence of the spike-layer feature. However, we hope to be able to address the issue of coupling between h and ε 2 elsewhere in the future. (88) on the Unit Disk, p = 9, and ε 2 = 1, 10, 100, 1000. To see how different powers p work, we choose a medium value: p = 9. The data in this case may also serve as benchmarks for other researchers. We have tabulated them in Table 2 .
Note that all the solutions in Figs. 30-36 are the unique mountain-pass solutions.
The radially symmetric
annulus Ω 6
The existence of nonradially symmetric positive solutions of (88) has been established in [Coffman, 1984] and [Li, 1990] . Graphically, we have found them to be multipeak.
Case 4.2.a. A Single-Peak Ground state of (88) (p = 3). Let p = 3, ε 2 = 10 −2 in (88), with the initial iterate v 0 (x) = M r 0 ,x 0 (x), r 0 = 0.2, Table 2 . The data obtained by SIA, corresponding to the unique positive solutions of (88) on the unit disk, with p = 9. Note that we are not able to compute the case when ε 2 = 10 −3 .
Value of ε x 0 = (0.7, 0). We obtain (SIA) max u = 2.3797, J ε = 6.320,ε 55 = 10 −4 , α 55 = 5.663, x 0 = (0.7, 0) , as displayed in Fig. 37 . Note that, as above, each rotation of u is again a solution. This solution is a ground state.
We have not been able to obtain multipeak positive solutions for Case 4.2.a so far. 
The dumbbell-shaped domain Ω 7
Case 4.3.a. Three Single-Peak, Positive Solutions Concentrated, Respectively, on the Large Disk, Small Disk, and the Corridor. Let p = 3, ε 2 = 1/900 in (88). We choose three mound functions M r 0 x 0 (x) for the initial state v 0 (x) in SIA iterations, and obtain the data in Table 3 . However, if we choose ε 2 = 1/1000, with the same initial states v 0 as given in Table 3 and with everything else unchanged, we obtain the data in Table 4 . (88), with p = 9, ε 2 = 1, on the unit disk Ω1. The data entries for J ε = 4.060 are inconsistent with the theory in [Ni & Wei, 1995] that the energy of the global ground state on D R should be lower than that of the local ground state on D L because "D R has more open space than D L ". The reason for this inconsistency is easy to explain: As ε 2 ↓ 0, one needs to make finer discretizations of ∂Ω and Ω in order to have correspondingly higher resolution for the singularly perturbed problem. Otherwise numerical inconsistencies may occur. (88), with p = 3, ε 2 = 10 −2 , on the thin concentric annulus Ω6.
Note that Fig. 38 corresponds to the ground state of (88), while Figs. 39 and 40 correspond to local ground states. The location of each peak for each of the positive solutions in Figs. 38-40 has fallen almost exactly at, respectively, the geometrical center of the large disk, the small disk and the corridor. This serves as a visual confirmation of [Ni & Wei, 1995, Theorem 4 .1]. (88), with p = 3, ε 2 = 1/900, concentrated on the large disk of the dumbbellshaped domain Ω7.
One can also construct sign-changing solutions from these three single-peak solutions just as in Sec. 3.8.
Remark 4.2. The limiting peak value, max u ε,p , of a ground state u ε,p in (88), as ε 2 ↓ 0, of this section may be obtained as follows. (The arguments were given implicitly in [Ni & Wei, 1995] .) Consider the following ODE (88), with p = 3, ε 2 = 1/900, concentrated on the small disk of the dumbbellshaped domain Ω7.
(If the domain Ω is in R N , then the term (1/r)w (r), in (92) above should be replaced by ((N − 1)/r)w (r).) Equation (92) is the radially symmetric version of the PDE ε −2 ∆u − u + u p = 0 in polar coordinates, where ε −2 has been "scaled out" and the angular dependence is omitted. It is known that (92) has a unique solution satisfying
To obtain α p , we consider the initial value problem
(94) This problem has a solution w p (r; β) such that (i) if β > α p , then there exists r 0 > 0 such that w(r 0 ; β) = 0; (ii) if 0 < β < α p , then lim r→∞ w(r; β) = 1.
Using a method of bisection on the parameter β for the ODE (94) 1 discretized by a finite difference scheme like (72) with step size h, we obtain The dependence of α p,h on h causes the loss of accuracy of α p . To obtain an accurate approximation of α p , we use a quadratic extrapolation by writing
with three unknowns α p , c 1 (p) and c 2 (p) to be determined from (95) and (96), respectively. We thus obtain
The reader may use (98) and (99) to compare the values of max u in, respectively, Tables 1 and 2 to see how close max u is to the "asymptotic regime."
Other Variant Semilinear Elliptic Dirichlet Problems
In this section, we consider three different PDEs: Henon's equation (4), Chandrasekhar's (5) , and the Lane-Emden equation (111) with p = 3.
Henon's equation
Consider equation (4) 1 on a general, bounded domain Ω in R 2 :
Since we consider only bounded domains Ω here, the growth factor |x| should not matter very much. One might expect that solutions of (100) behave like those of ∆u + u p = 0, other conditions being identical. However, this is not true.
Case 5.1.a. Henon's equation (100) on the Unit Disk Ω 1 , with = 1, p = 3. Even though the governing equation in (100) is radially symmetric on the disk Ω 1 , the main result in [Gidas et al., 1979, p. 221 , Theorem 1 ] does not apply because Eq. (100) has explicit x-dependence. As it turns out, some symmetry breaking occurs and a ground state of (100) is not radially symmetric [Ni & Nussbaum, 1985] Thus it seems that, in this case, the energy of a radially symmetric positive solution is just slightly higher than that of a ground state.
The following is a case with a medium large power, = 9. Note that |x| < 1 for all x ∈ Ω 1 and, (100) on the unit disk, with = 1, and p = 3. This solution has an energy level slightly higher than that of the ground state displayed in Fig. 41. thus, |x| 9 becomes a small number unless x is very near to ∂Ω 1 . (103) as shown in Figs. 43(a) and 43(b) . One can see that the peak of the ground state is quite far off center, and the difference in J between the ground state and the radially symmetric solution is much larger than that in Case 5.1.a.
The data in both (101) and (102) 
where r = |x|, B R is the open ball with radius R, and g, (∂g/∂u) are continuous with g nonincreasing in r, then the method in [Gidas et al., 1979] applies which shows that any solution of (104) must be radially symmetric. For Henon's equation, g(r, u) = r u p , the property of being nonincreasing in r is clearly violated. In a way just similar to Example 2.1, one may consider the following two constrained variational problems:
and Solutions to (105) and (106) will yield solutions of Henon's equation after rescaling. In particular, a solution to (106) will be radially symmetric. However, the distribution of the weight r , > 0, heavily "favors" the part of the domain consisting of those points x such that |x| = r is large, such as the annular strip bordering the boundary of a disk.
This, therefore, creates an effect similar to that of the annulus case as in Sec. 3.4. Thus nonradially symmetric ground states are expected for (105). Also, a consequence of this is that M p > M p,r (because C ⊃ C r ).
Chandrasekhar's equation
From (5), we consider ∆u + 4π(u 2 + 2u) 3/2 = 0 , u > 0, on Ω ; u = 0 on ∂Ω .
(107) The energy functional of (107) is given by
Solutions of (107) can be computed by MPA. However, because of the more involved appearance of J in (108), we also have correspondingly much more work to do at Steps 3 and 4 of MPA. In view of this, let us consider the alternative method, SIA. Mimicking the procedure in (30) and (31), we would have derived the following iterative algorithm, with Step 2 therein replaced by Step 2 : For n = 0, 1, 2, . . . , find α n+1 ≥ 0 and v n+1 (x) such that
As it turns out from numerical experiments we see that the adapted SIA containing (109) is divergent. After a few cases of trial-and-error, we have found that a relaxation of the unknown parameter α n by the following:
1. set α 0 = 1, and compute α 1 by (109); 2. for n = 1, 2, 3, . . . , compute α n+1 ≥ 0 and v n+1 (x) by solving
leads to numerical convergence of both α n and v n (·)
Consequently, a solution u of (107) is found numerically, given by u(·) = α ∞ v ∞ (·). We call the above ASIA, the adapted scaling iterative algorithm.
We have found that many of the profiles of the Chandrasekhar equation are similar to those of the Lane-Emden equation on Ω i , i = 1, 2, . . . , 9, in Sec. 3. Note that it now makes no sense to talk about sign-changing solutions, such as in Sec. 3.8, for the Chandrasekhar equation, because of the power 3/2 appearing in the nonlinearity. Table 5 . Figure 44 represents the ground state, while Figs. 45 and 46 represent local ground states.
The Lane-Emden equation
∆u + u p = 0, p = 3
We consider the Lane-Emden equation with powers p = 3:
Case 5.3.a. The Unique Positive Solutions of (111) on the Unit Disk Ω 1 , for p = 5 and p = 15. For Table 5 . The data corresponding to the three single-peak positive solutions of the Chandrasekhar equation (107) p = 5 and 15, using SIA we have obtained the data and graphics indicated in Table 6 .
Remark 5.2. For the unit disk Ω 1 , we have found that, for different p's, the unique positive solution in each case satisfies a monotone decreasing property:
We still have not been able to prove (112). However, we must remark that (112) relies on the fact that Ω 1 ⊂ R 2 ; it will no longer hold for the unit ball in R 3 , due to the presence of the critical exponent p * = (N + 2)/(N − 2).
Remark 5.3. A recent paper by Ren and Wei [1996] gives a sharp characterization of the asymptotic behavior of the ground states of the Lane-Emden equation on a 2D smooth domain Ω when the exponent p grows large. Let u p be a ground state of (111). Then [Ren & Wei, 1996, Theorem 1.4] shows that
In Table 6 , we have max u 15 = 1.5469, which differs from √ e ≈ 1.6487 with about 6% of relative deviation. (This deviation is not necessarily an error because it is not known so far whether (113) gives the tightest estimates.) As p increases past 15, we have found that max u p decreases in value, somehow indicating that a finer discretization is called for in order to improve accuracy. After p passes 20, computer arithmetic overflow occurs, preventing further computations. 
in the sense of distribution for some unique point x 0 ∈ Ω, called the "blow-up" or "condensation" point, where x 0 can be characterized as a critical point of the function φ(x) ≡ g(x, x), where g(x, y) is the "regular part" of the Green's function G(x, y) for the domain Ω: ∆ x G(x, y) = −δ(x − y) , x, y ∈ Ω ;
G(x, y)| x∈∂Ω = 0 , y ∈ Ω.
Furthermore, if Ω is convex, then (114) holds for the entire sequence p. Thus, as p grows large, the ground states "look more and more like a single spike".
We nevertheless wish to reiterate that for the Lane-Emden equation (2), even though it is believed to be true that its ground states all have a single peak, there seems to be no rigorous proof so far.
6. Sublinear Dirichlet Problem ∆u + u p = 0, 0 < p < 1
Let us consider ∆u + u p = 0 , u > 0 on Ω,
With the sublinear growth of nonlinearity u p in (115), we have a complete grasp of existence and uniqueness of the positive solution.
Theorem 6.1. Equation (115) has a unique solution.
Its proof, involving the Monotone Iteration Scheme, Theorem 2.4, may be found in [Ni, 1987, pp. 69-70] , for example.
Solutions of (115) by direct iteration
Obviously, MIA appears to be "the algorithm" to be used for (115), since the proof of Theorem 6.1 was carried out that way. Our numerical experience has easily confirmed this. MPA does not work for (115) because p < 1. We have experimented with SIA, which also converges nicely, and the numerical solutions coincide with those obtained by MIA. In our numerical study, however, we have also found that the use of DIA for (115) suffices. This fact is given in the following. Let Ω be a bounded open domain in R N , with C 2,δ -smooth boundary ∂Ω for some 0 < δ < 1. Let an initial state u 0 (·) be sufficiently smooth, u 0 (x) ≥ 0 on Ω, and u 0 ≡ 0. Let u n+1 be the solution of ∆u n+1 +u p n =0, on Ω, for given p: 0< p <1, u n+1 | ∂Ω =0.
(116) Then u n converges to the unique solution u of (115) in C 2 (Ω).
Proof. Let G(x, y) be the Green's function satisfying      ∆G(x, y)= −δ(x−y), ∀ x, y ∈ Ω, G(x, y)= 0, ∀ y ∈ ∂Ω, for each x ∈ Ω, x = y.
Then it is known that G(x, y) ≥ 0 almost everywhere on Ω × Ω. We have the representation 
Then from the fact that G ≥ 0, along with (117) and (118), we get where C(Ω ) ≡ min x∈Ω Ω G(x, y)dy > 0. From (119) and (120), therefore, we have
Since 0 < p < 1, 1 − p > 0, we can choose a positive number M > 1 so large that u 0 L ∞ (Ω) ≤ M and ρ C 0 ≤ M 1−p . Then, from (121),
Similarly,
From the standard elliptic estimate for (116) [Gilbarg & Trudinger, 1983 Chap. 7] , we have
Choose q sufficiently large. By the Sobolev Imbedding Theorem, we have, for some α: 0 < α < 1,
and thus, by integrating d(u p n+1 ), the differential of u p n+1 , from a point on ∂Ω, we get u p n+1 C α (Ω) ≤ C 5 (M ) , independent of n .
By the Schauder estimates, u n+2 C 2,α (Ω) ≤ C 6 (M ) , independent of n, by [Gilbarg & Trudinger, 1983, Chap. 6 ] .
Therefore, the sequence {u n } is bounded in C 2,α (Ω) and, therefore it contains a convergent subsequence in C 2 (Ω) with limitũ. Thisũ satisfiesũ ≥ 0 and ∆ũ +ũ p = 0 , on Ω ,ũ| ∂Ω = 0 .
We now show thatũ ≡ 0. Choose m > 0 so small that m = C(Ω ) 1 1−p . cf. (121). We then have, if a n = min Ω u n ≤ m for some n, then, from (120), a n+1 ≡ min This implies that the sequence {a n } must be increasing below the level m. On the other hand, if a n ≥ m, then
i.e. once the sequence {a n } gets above the level m, it must stay above the level m.
The above guarantees that min Ω u n ≡ a n ≥ min{a 0 , m} > 0 , for a subdomain Ω such that v 0 > a 0 > 0 almost everywhere on Ω . Henceũ, as the limit of {u n }, cannot be identically 0. Therefore,ũ must be the unique solution of u of (115). Note that the entire sequence {u n } converges to u, because every subsequence of {u n } does.
We now provide some examples obtained by DIA.
Case 6.1.a. The Unique Solution of (115) on the Unit Disk Ω 1 , for p = 1/3 and 2/3. Using DIA, we have obtained the following data and graphics in Table 7 .
Case 6.1.b. The Unique Solution of (115) on the Dumbbell-Shaped Domain Ω 7 . The data are given in Table 8 . Table 7 . The data corresponding to the unique solution of (115) on the unit disk Ω1, for p = 1/3, 2/3. Table 8 . The data corresponding to the unique solution of (115) on the dumbbell-shaped domain Ω7. 6.2. A consequence of visualization: Monotonicity of solutions of (115) with respect to p
In comparing the data for the solutions of (115), we have found an interesting phenomenon: solutions of (115) decrease pointwise with respect to the power p, i.e. let u p denote the solution of (115) corresponding to p, 0 < p < 1. Then u p 1 (x) < u p 2 (x) if 0 < p 2 < p 1 < 1, for all x ∈ Ω. The telltale sign of this can be visualized from Figs. 49-52. Can we establish a rigorous proof of this? The following is a theoretical outcome of visualization.
Theorem 6.3. Let Ω ⊆ S, where S is a strip with width at most √ 2: S = {(x 1 , x 2 ) ∈ R 2 ||x 2 | < √ 2}. Then u p ↓ pointwise on Ω as p ↑, for 0 < p < 1.
We first show that the following lemma holds.
