Accurate switching activity estimation is crucial for power budgeting. It is impractical to obtain an accurate estimate by simulating the circuit for all possible inputs. An alternate approach would be to compute tight bounds for the switching activity. In this paper, we propose a nonsimulative decision theoretic method to compute the lower bound for switching activity. First, we show that the switching activity can be modeled as the decision error of an abstract two class problem. It is shown that the Bayes error L , is a lower bound for the switching activity. Further, we improve L to obtain a tighter bound L 1 , which is based on the 1-nearest neighbor classi cation error. The proposed lower bounds are used for switching activity characterization at the RT level. Experimental results for the RT level switching activity estimates for ISCAS '85 circuits are presented. This technique is simple, fast and produces accurate estimates.
Introduction
Low power designs can be realized at various levels of the design cycle. Therefore, accurate estimation of power consumption at each level is necessary for the synthesis of these designs. However, power dissipation is an input dependent phenomenon and would require exhaustive simulation to get an accurate estimate. This becomes intractable for circuits with large number of inputs. Hence, the computation of bounds for the switching activity will provide a reasonable measure of the power consumption. The computation of bounds has recently been investigated in the literature. The works in 1, 2, 3, 4] use information theoretic concepts to derive the bounds for the switching activity and power consumption. A non-parametric, simulative method to estimate and bound the average power dissipation in CMOS VLSI circuits is described in 5]. The work in 6] proposes a technique for estimating an upper bound on the transition density of each node by using an upper bound on the number of glitches in a circuit. In 7] , a method to compute the bounds for average power by calculating the sensitivities of average power by statistical methods is proposed.
In this paper, we propose a new method for computing lower bounds for switching activity, S. Unlike the existing techniques, the proposed lower bounds are derived using decision theoretic arguments. It is shown that the switching activity is a classi cation error for a particular choice of the classi er for an abstract two class problem. The lower bounds are used for switching activity estimation at the RT level. The proposed non-simulative approach is simple and fast and the estimates obtained for the ISCAS '85 circuits indicate the feasibility of the approach at a low computational cost.
Preliminaries
Markov models are used in general to model the memory of a stochastic process using nite state machines. A process with memory M depends on the previous M time units. It is characterized by the M lag conditional probabilities. At equilibrium, the state probabilities converge to the steady state probabilities. Let Z(n) 2 f0; 1g; n 2 0; 1) denote the value of a logic signal at the discrete time instant n. The two state Markov chain model for signal transitions has been used widely in probabilistic estimation of the switching activity 8]. The switching activity, S, is given by S = 2p 01 p 10 p 01 + p 10 (1) where, p 01 ; p 10 are the conditional probabilities of a line.
Decision Theory
Decision theory is concerned with guessing the unknown nature of an observation, for instance, deciding on the median of random observations from a given set. If the observation is X = x, then its unknown nature, Y = y, is called a class. The probability distribution of the random pair 
The Bayes error L can be shown to be 9]
where E denotes the expected value. However, in practice, given by
Modeling Switching Activity using Classi cation Error
In this section, we show the correspondence between the switching activity and the classi cation error for a classi er g(X). For a given value of n, let the random variable X = Z(n ? 1) and Y = Z(n). Consider a decision problem in which Y is to be classi ed into one of the two classes f0; 1g based on an observation of X. If g(X) = X, then, the classi cation error is given by L(g) = P(g(X) 6 = Y ) = P(X 6 = Y ) (6) which is the switching activity S. Hence,
Thus the decision error L(g) for the chosen classi er g(X) is equivalent to the switching activity.
This correspondence between S and the classi cation error L(g), allows the use of decision theoretic methods in the computation of bounds.
Computation of Lower Bounds
In this section we discuss and derive two lower bounds, L and L 1 , for the switching activity. The lower bound L 1 based on L NN is shown to be tighter for temporally independent signals. (7) where p 01 and p 10 are the posterior probabilities for any line z given by
and the priors are chosen as p(X = 0) = p10 p10+p01 and p(X = 1) = p01 p10+p01 . From the triangle inequality, namely, ja+bj jaj + jbj, and Equation (7) Proof. Using Equation (4) 
Therefore, using Theorem 1, we get the result. 2 The Bayes error is the minimum probability of error classier. Hence L may not be a very tight bound for S. This is formally stated by the following theorem. The accuracy of the switching activity estimate at the RT level depends on the tightness of the measure used. Hence, we improve L by de ning a new measure L 1 based on the L NN classi cation error. Let L 1 be de ned as
where the logarithm is to the base 2. Under temporal in- It is also found that L 1 is tighter than L for certain ranges of p 01 and p 10 under temporal dependence. Assuming temporal dependence and using Equations (5) and (10) Proof. If the signals are temporally independent, then, (p 00 + p 11 ) = 1. Therefore, from Theorem 4 the proof follows. 2 
RT Level Switching Activity Characterization
The bounds derived in the previous section are used for obtaining the average activity of a RTL module. Such a high level power exploration capability is essential to explore design trade-o s at an early stage of the design cycle. The module is considered as a black box and its average switching activity is determined based on the information available about the inputs and the outputs only. Two such top-down methods are proposed in 1, 2] .
Every gate in a combinational circuit can be attributed with a level number which represents its distance from the primary inputs. We use the linear width model for the internal cross-section 
The presence of reconvergent fan outs in the circuit causes some deviation from the model. We use the fourth order model given by Equations (14) and (15) . Using Equations (14) and (16), we get 
Clearly, the estimates of the switching activity at the RT level using Equations (18) and (19) depend only on the number of inputs and outputs and the L ; L 1 at the input and output. Given a functional description of a module, L in and L out can be obtained by a quick functional simulation. Hence, this approach gives a fast estimate of the average switching activity at the RT level.
Experimental Results
In this section, we present the experimental results for the computation of the average switching activity for the ISCAS '85 benchmark circuits based on the method proposed in section 4. The computation of L avg and L 1avg require the output probability. We obtain this from logic simulation in SIS 11] . Given a functional description, a circuit can be implemented in di erent ways. The benchmark circuits were implemented using the generic gates and Table 1 : Average switching values for ISCAS '85 circuits then using only nand-nor gates. The actual switching activity obtained by simulation for both the implementations is compared with the proposed method. The signal probability at the input is set to be 0:5. The results are tabulated in Table 1 . From the table, it is seen that reasonably accurate estimates for S are obtained for both the implementations at low computational cost.
Conclusions
In this paper, we show that switching activity is a two class decision theoretic problem. Two methods to compute the lower bounds for the average switching activity are presented. The method is useful for power analysis at the RT level of abstraction and gives accurate estimates at low computational cost.
