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In this work, we prove that the Cauchy problem
@tuþ nuþ @xvþ u@xu ¼ mDu;
@tvþ nvþ @xðuvþ u @2xuÞ þ @
1
x @
2
yu ¼ mDv;
uðx; y; 0Þ ¼ fðx; yÞ;
vðx; y; 0Þ ¼ cðx; yÞ
8>><
>>:
is locally well-posed for all m and n50 in the anisotropic Sobolev space Y s; s > 2: For
n > 0; we establish global well-posedness for small data. We also show the existence
of solitary-wave solutions for this system and prove regularity and analyticity of this
kind of solutions. # 2002 Elsevier Science (USA)
Key Words: local and global well-posedness; anisotropic Sobolev spaces;
compactness concentration; solitary waves; analicity.0. INTRODUCTION
The purpose of this paper is to study certain properties of the real-valued
solutions of the Cauchy problem
@tuþ nuþ @xvþ u@xu ¼ mDu; ðx; yÞ 2 R
2; t > 0;
@tvþ nvþ @xðuvþ u @2xuÞ þ @
1
x @
2
yu ¼ mDv;
uðx; y; 0Þ ¼ fðx; yÞ;
vðx; y; 0Þ ¼ cðx; yÞ
8>>><
>>:
ð1Þ
in the Sobolev space Y s; s > 2: This problem is a physical model of long
waves in wide channels or open seas, and was obtained by an appropriate
approximation from the basic equations of hydrodynamics (see [9]).1Work supported by CNPq-Brazil.
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FELIX H. SORIANO80This problem is a two-dimensional generalization of the following
regularized Boussinesq system:
@tuþ nuþ @xvþ u@xu ¼ mDu; x 2 R; t > 0;
@tvþ nvþ @xðuvþ u @2xuÞ ¼ mDv;
uðx; 0Þ ¼ fðxÞ;
vðx; 0Þ ¼ cðxÞ:
8>><
>>: ð2Þ
When m and n vanish, this system describes the propagation of waves along
the x-axis in a narrow inﬁnitely long channel, where vðx; tÞ is the amplitude
and uðx; tÞ is the horizontal velocity. System (2) can be integrated by inverse
scattering techniques, has soliton and multisoliton solutions, inﬁnitely many
conservation laws, and all the other properties, associated with inﬁnite-
dimensional completely integrable Hamiltonian systems (see [21]). Angulo
[2] proved that this problem is locally well-posed in Hs1ðRÞ  HsðRÞ; the
solitary wave solutions being orbitally stable for the entire range of the wave
speed, and globally well-posed for data sufﬁciently close to the solitary
waves.
In this paper, we will prove that (1) is locally well-posed for all m50 and
n50 in Y s for s > 2; where
Y s ¼ X s  Hs:
Here
Hs ¼ HsðR2Þ
and
X s ¼ ff 2 Hsjfx 2 Hs and @1x fy 2 H
sg:
To do so, we will use the abstract theory of non-linear evolution equations
developed by Kato [16]. Kato considered the problem
@tuþ Aðt; uÞu ¼ 0; t > 0;
uð0Þ ¼ u0 ð3Þ
in a Banach space X with initial data in a dense subspace Y of X ; A is a map
from R X into the linear operators of X with dense domain satisfying the
following conditions:
1. Aðu; tÞ 2 GðX ; 1;bðjjujjY ÞÞ for every u 2 Y and t 2 ½0; T0; where b is a
real positive real-valued increasing function. In other words, for each u 2 Y
ON A K.P.-BOUSSINESQ-TYPE SYSTEM 81and t 2 ½0; T0;Aðu; tÞ generates a C0 semigroup such that
jjexpðsAðu; tÞÞjjBðX Þ4expðbsÞ:
2. There exists an isomorphism S from Y to X such that the Bðu; tÞ ¼
½S;Aðu; tÞS1 are bounded linear operators in X :
3. Y  DðAðu; tÞÞ for each t 2 R and u 2 Y :
4. The operator Aðu; tÞ satisﬁes the Lipschitz condition
jjAðu; tÞ  Aðv; tÞjjBðX ;Y Þ4mðjjujjY Þjju vjjY ;
for every t 2 R; where b is a real positive real-valued increasing function.
5. A is strongly continuous in R for all u 2 Y :
Under these conditions, Kato [16] proved the following theorem.
Theorem. 1 Let X ; Y and A be as above, and suppose that A satisfies
conditions 1–5. Then for each u0 2 Y there exist a 05T4T0 depending only on
jju0jjY and a unique solution u 2 Cð½0; T ; Y Þ \ C
1ð½0; T ;X Þ to problem (3).
Moreover, the map u0 ! u is continuous in the following sense: Consider the
sequence of Cauchy problems,
@tun þ Anðt; unÞun ¼ 0; t > 0;
unð0Þ ¼ un0 ; n 2 N: ð4Þ
Assume that conditions (1)–(5) hold for all n50 in (4) with the same X ; Y and
S; and that the corresponding b; m can be chosen independently of n: Also
assume that the operators Bnðu; tÞ satisfy the Lipschitz condition
jjBnðu; tÞ  Bnðv; tÞjjBðX ;Y Þ4m1ðjjujjY Þjju vjjY
for every t 2 ½0; T0; where m1 is a positive real-valued increasing function which
is independent of n; and that
s-lim
n!1
Anðt;wÞ ¼ Aðt;wÞ in BðX ; Y Þ;
s-lim
n!1
Bnðt;wÞ ¼ Bðt;wÞ in BðX Þ;
lim
n!1
un0 ¼ u0 in Y ;
FELIX H. SORIANO82where s-lim denotes the strong limit. Then T can be so chosen that un 2
Cð½0; T ; Y Þ \ C1ð½0; T ;X Þ and
lim
n!1
sup
½0;T 
jjunðtÞ  uðtÞjjY ¼ 0:
The difﬁculty for that is how to deﬁne the operators AðuÞ appropriately.
In the ﬁrst attempt, we deﬁne A as
Að~uÞð~vÞ ¼ ðu1@xu2; @xðu1v2ÞÞ;
for~u ¼ ðu1; v1Þ;~v ¼ ðu2; v2Þ 2 Y s: It is well known that if~u 2 Y s for s > 1; Að~uÞ
has the above properties where X ¼ L2  L2: Unfortunately, this is not true
for Y 0; that is the space we are concerned in this work. To solve !
this problem in Section 2, we redeﬁne AðuÞ so that conditions 1–5 are satisﬁed.
For n > 0; we will also show that (1) is globally well-posed. To do so, we
extend ideas in [3]. In this work, the authors proved global existence for
problems of the form
du
dt þ AðuÞ ¼ F ðuÞ;
uð0Þ ¼ f
(
ð5Þ
in a Hilbert space X ; where
1. AðuÞ is the generator of a contraction semigroup SðtÞ in X such that
there exist M and g satisfying
jjSðtÞjj4Megt for t50: ð6Þ
2. F : X ! X is a locally Lipschitz continuous function.
3. There are an increasing function g : ½0;1Þ ! ½0;1Þ and e > 0 such
that g½0;e 2 C1ð½0; eÞ; gð0Þ ¼ g0ð0Þ ¼ 0 and
jjF ðuÞjjX4gðjjujjX Þ 8u 2 X :
Observe that our non-linear term does not have that property. However, we
have the inequality
hGð~uÞ;~uiY s4jj~ujj
3
Y s 8~u 2 Y
s; ð7Þ
where Gð~uÞ is the non-linear term in (1). This is enough for our
purposes.
Finally, we also establish the existence of solitary-wave solutions to (1),
moving in any direction. More precisely, we prove that there exist solutions
ON A K.P.-BOUSSINESQ-TYPE SYSTEM 83u :R! Y 0 to (1) of the form
uðx; y; tÞ ¼ fðx ct; y  dtÞ;
where f 2 Y 0 and c and d are real numbers satisfying suitable conditions.
To prove this we use the concentration-compactness principle of
Lions [23, 24] and ideas of de Bouard and Saut [8]. It is important to
remark that with the same techniques, the existence of solitary-wave
solution to KP equation moving in any direction can be established. De
Bouard and Saut proved the existence of solitary-wave solutions to KP
moving in the x-axis direction. When d ¼ 0; we will show that these solitary
waves are analytic.
An interesting point in the theory of solitary waves is to
determine whether or not these are stable. Unfortunately, the
theory available to establish this kind of results does not seem applicable
in our case.
In this paper, we will use the following notations:
* L2 ¼ L2ðR2Þ;
* Hs ¼ HsðR2Þ;
* Xs ¼ ff 2 Hsjfx 2 Hs and @1x fy 2 H
sg;
* *X
s
¼ ff 2 Hsjfxx 2 Hs and fy 2 Hsg;
* Y s ¼ X s  Hs;
* J ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 D
p
;
* L ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 @2x
p
;
* G ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 @2x þ @2x @2y
q
;
* P ¼ Lþ i@1x @y and P
n ¼ L i@1x @y ;
* T ðuÞðvÞ ¼ 1
2
fP1ðLðu@xvÞ þ iu@yvÞ þP *1ðLðu@xvÞ  iu@yvÞg;
* *TðuÞðvÞ ¼ 1
2
fP1ðLðuvÞ þ iu@y@1x vÞ þP *
1
ðLðuvÞ  iu@y@1x vÞg;
* Cn ¼
n @x
@x  @3x þ @
2
y n
	 

;
* Lc;dð~fÞ ¼ f
2 þ ð@xfÞ
2 þ ð@1x @yfÞ
2 þ c2  2cfc 2dð@1x @yfÞc;
where ~f ¼ ðf;cÞ:
1. PRELIMINARIES
In this section, we study some properties of the operators deﬁned at the
end of the preceding section.
FELIX H. SORIANO84Proposition 2. Let u 2 Xs with s > 1: Then ½L; u is a bounded operator
from Ht to itself with
jj½L; ujjBðHtÞ4CjjujjX s
for s4t4s:
Proof. It is clear that
j½L; uvðx; ZÞj4ðjxjj #ujÞ* j #vj:
Then,
jj½L; uvjjt4Cs;tjj@xujjsjjvjjt: ]
The following two propositions are well-known results of Kato [18] and
Kato–Ponce [20].
Proposition 3. Let s > 2 and u 2 Hs: Then Js
0
½Js
0þtþ1; uJt is a bounded
operator in L2 and
jjJs
0
½Js
0þtþ1; uJtjjBðL2Þ4CjjrujjHs1
for each s0 and t with js0j; jtj4s 1:
Proposition 4. If s50; 15p51; and f and g 2SðRnÞ; then there is
C ¼ Cðs; n;pÞ > 0 such that
jj½Js; f gjjLp4Cfjjrf jjLp1 jjJ
s1gjjLp2 þ jjJ
sf jjLp3 jjgjjLp4 g;
where 15p2;p351 and 1p ¼
1
p1
þ 1p2 ¼
1
p3
þ 1p4:
Corollary 5. Let s; f ; g be as in the previous proposition and let a 2 Nn
with jaj ¼ 1: Then,
hf@ag; gis4Cfjjrujj1jjvjj
2
s þ jjvjj1jjujjsjjvjjsg:
Proposition 6. *T is a bounded linear operator from Xs to BðX tÞ for s > 1
and jtj4s:
ON A K.P.-BOUSSINESQ-TYPE SYSTEM 85Proof. Observe that
*TðuÞ ¼ 1
2
ðP1 þPn1Þ½L; u þ 1
2
ðP1uPþPn1uPnÞ:
The statement follows at once, from this, recalling that Hs is a Banach
algebra for s > 1: ]
Proposition 7. Let u 2 X s with s > 1: Then,
(a) T ðuÞ is a semigroup generator in X 0;
(b) X t  DðT ðuÞÞ and the map u! T ðuÞ is a bounded linear operator from
X t to BðX 0Þ for 14t4s:
Proof. (a) It is enough to prove that
GT ðuÞG1 ¼ 1
2
fG1PnðLðu@xG1Þ þ iu@yG1
þ G1PðLðu@xG1Þ  iu@yG1g
¼ 1
2
fG1Pnð½L; u@xG1Þ þ u@xPG1Þ
þ G1Pð½L; u@xG1 þ u@xPnG1Þg ð8Þ
is a semigroup generator in L2: To see this, note that G1T ð½L; u@xG1Þ and
G1T nð½L; u@xG1Þ are in BðL2Þ: Therefore, we shall prove that
%TðuÞ ¼ 1
2
ðSnu@xS þ Su@xSnÞ ð9Þ
is a semigroup generator in L2; where S ¼ G1P and Sn ¼ G1Pn: Now,
%TðuÞ maps real functions into real functions, and
h %TðuÞðvÞ; vi5 1
2
juxj1jjvjj
2 ð10Þ
for each v 2 L2: Indeed,
h %TðuÞðvÞ; vi ¼ 1
2
hðSnu@xSvþ Su@xSnvÞ; vi
¼ 1
2
ðhu@xSv; Snvi þ hu@xSnv; SviÞ
¼ 1
2
hu; @xðSvSnvÞi
¼ 12h@xuSv; S
nvi
5  1
2
juxj1jjvjj
2: ð11Þ
For l > 1
2
juxj1 we have that %TðuÞ þ l is onto L
2: This follows from %TðuÞ þ l
having a dense and closed image in L2: In fact, if vn is a sequence such
that %TðuÞðvnÞ þ lvn converges then, by (10), it is a Cauchy sequence. Hence,
there exists v0 2 L2 such that v0 2 Dð %TðuÞÞ; vn converges to v0; and, %TðuÞ þ l
being a closed operator, %TðuÞðvnÞ þ lvn converges to %TðuÞðv0Þ þ lv0: Now, if
FELIX H. SORIANO86there were c such that
h½ %TðuÞ þ lðvÞ;ci ¼ 0 ð12Þ
for each v 2 Dð %TðuÞÞ; we should have
c 2 Dðð %TðuÞÞnÞ; ð13Þ
where
ð %TðuÞÞn ¼ 1
2
ðSn@xðuSÞ þ S@xðuSnÞÞ: ð14Þ
From this it follows that
ð %TðuÞÞn ¼ %TðuÞ þ 1
2
ðSn@xuS þ S@xuSnÞ ð15Þ
and, since u 2 X s for s > 1; we have that c 2 Dð %TðuÞÞ: Then, by (10) and (12),
c ¼ 0:
(b) Equations (8) and (9) imply that
GT ðuÞG1 ¼ 1
2
fG1Pnð½L; u@xG1Þ þ G1Pð½L; u@xG1Þg þ %TðuÞ: ð16Þ
The ﬁrst term on the right-hand side of (16) is bounded in L2 and Dð %TðuÞÞ 
H 1: Then
DðT ðuÞÞ  X 1  X t ð17Þ
for t51: The linearity is obvious. Finally, since jj½L; ujjBðL2Þ4CjjujjX s and
jju@xjjBðHtÞ4CjjujjX s ; we have
jjT ðuÞjjBðX tÞ4CjjujjX s : ð18Þ
This proves (b) and completes the proof. ]
Let us consider the linear problem
@tuþ nuþ @xv ¼ mDu;
@tvþ nvþ @xðu @2xuÞ þ @
1
x @
2
yu ¼ mDu; m50 and n50;
uðx; y; 0Þ ¼ fðx; yÞ;
vðx; y; 0Þ ¼ cðx; yÞ;
8>><
>>>:
ð19Þ
where ðf;cÞ 2 Y s: Applying the Fourier transform to each equation in (19),
we obtain its solution as given by
~u ¼ WmnðtÞð~fÞ ¼ ðetðmðx
2þZ2ÞIþ #CnÞ #~fÞ_; ð20Þ
ON A K.P.-BOUSSINESQ-TYPE SYSTEM 87where ~u ¼ ðu; vÞ; ~f ¼ ðf;cÞ; ^ ¼FF; _ ¼F1 F1;F standing for
the Fourier transform, and
#Cn ¼
n ix
iðxþ x3 þ Z
2
x Þ n
 !
:
Proposition 8. Let l50: Then:
(a) WmnðtÞ 2 BðY s; Y sþlÞ for all t > 0; m > 0; s 2 R; and there is a constant
Kl such that
jjWmnðtÞjjBðY s;Y sþlÞ4Kl 1þ
1
2mt
	 
l" #1=2
etn: ð21Þ
Moreover, for all ~f 2 Y s; the map t 2 ð0;1Þ ! WmðtÞ 2 Y sþl is continuous with
respect to the topology of Y sþl:
(b) Wmn is a C0-semigroup with infinitesimal generator Cn þ mD: If m ¼
0; it is a strongly continuous one parameter group of isomorphisms of Y s:
These isomorphisms are unitary if m ¼ 0 and n ¼ 0:
Proof (Sketch). It is clear that et #C0 is a unitary operator in L2ð #J
s #G dx
dZÞ  L2ð #J
s
dx dZÞ ¼ #Y
s
: Therefore, (21) follows from
#J
l
etmðx
2þZ2Þ4Kl 1þ
1
2mt
	 
l" #1=2
:
The continuity and statement (b) follow from a standard argument (see
[12]). ]
2. LOCAL THEORY
In this section, we will prove the existence and uniqueness of solution in
Y s; s > 2; of the following Cauchy problem:
@tuþ nuþ @xvþ u@xu ¼ mDu;
@tvþ nvþ @xðuvþ u @2xuÞ þ @
1
x @
2
yu ¼ mDu;
uðx; y; 0Þ ¼ fðx; yÞ;
vðx; y; 0Þ ¼ cðx; yÞ:
8>>><
>>:
ð22Þ
We rewrite (22) as
@t~u þCnð~uÞ þ Amð~uÞð~uÞ ¼ 0; ð23Þ
FELIX H. SORIANO88where ~u ¼ ðu; vÞ; ~f ¼ ðf;cÞ; Cn is as in Section 1, and Am is deﬁned by
Amð~uÞð~vÞ ¼ mD~v þ
T ðu1Þðu2Þ
@xðu1v2Þ
 !
ð24Þ
for each ~u ¼ ðu1; v1Þ and ~v ¼ ðu2; v2Þ 2 Y s: Here, T is as in Section 1. If
~w ¼ etCn~u; ð25Þ
then (23) can be written as
@t~w þ etCnAmðetCn~wÞðetCn~wÞ ¼ 0: ð26Þ
We will show that (26) satisﬁes the Kato conditions for Y ¼ Y s and X ¼ Y 0:
Since Y s is a Hilbert space for all s; it is sufﬁcient to prove that
1. *Amðt; ~wÞ generates a C0-semigroup in X and
h *Amðt; ~wÞ~y ;~yiX5 bjj~y jj
2
X ð27Þ
uniformly in m for each t 2 R and ~y 2 Y s; s > 2:
2. Bmðt; ~wÞ ¼ ½S; *Amðt; ~wÞS1 is a bounded linear operator from Y !
BðX Þ for each t 2 R:
3. Y  Dð *Amðt; ~wÞÞ for each t 2 R and ~w 2 Y s; s > 2:
4. *Amðt; Þ is a bounded linear operator from Y into BðY ;X Þ:
5. *Amðt; ~wÞ is strongly continuous in t for each ~w 2 Y s; s > 2:
6. The map ½0;1Þ ! BðY ;X Þ deﬁned by m 2 ½0;1Þ ! *Amðt; ~wÞ is
continuous.
Here, *Amðt; ~wÞ ¼ etCnAmðetCn~wÞðetCn Þ and S ¼ Js  Js:
First, we examine the case m ¼ 0: We have that @xðu Þ and (by Proposi-
tion 7) T ðuÞ generates semigroups in L2 and Y 0; respectively. It follows that
A0ð~uÞ is a semigroup generator in Y 0 for each~u 2 Y s with s > 1: By inequality
(10), we have
hA0ð~uÞ~v;~viY 05 bjj~vjj
2
Y 0 : ð28Þ
For m > 0 observe that jjT ðuÞðvÞjjX 04jjujjX s jj@xvjjX 0 and jj@xðuvÞjj4jjujjX sfjj@xvj
j þ jjvjjg: Therefore,
jjA0ð~uÞð~vÞjjY 04
1
2
jjmD~vjjY 0 þ Cjj~vjjY 0 :
Since
Amð~uÞ ¼ mDþ A0ð~uÞ;
ON A K.P.-BOUSSINESQ-TYPE SYSTEM 89Amð~uÞ also satisﬁes inequality (28). Therefore, Amð~uÞ is a semigroup generator
in Y 0 for each ~u 2 Y s with s > 1: Since etCn is group in Y s; *Amðt; ~wÞ is also a
semigroup generator in Y 0; and (27) follows immediately from this and
inequality (28). Let
etCn ð~wÞ ¼
u1
v1
 !
and
etCn ð~y Þ ¼
u2
v2
 !
:
It is easy to see that
Bmðt; ~wÞð~y Þ ¼
½Js; T ðu1ÞJsðu2Þ
@xð½Js; u1Jsv2Þ
 !
:
Then, by (8) in Section 1, we have
G½Js; T ðuÞJsG1 ¼ 1
2
fG1Pnð½Js; ½L; uJs@xG1Þ
þ ½Js; uJs@xPG1Þ þ G1Pð½Js; ½L; uJs@xG1
þ ½Js; uJs@xPnG1Þg ð29Þ
and Proposition 4 implies that
jj½Js; uJs@xjj04Cjjujjs: ð30Þ
Since ½L; u 2 BðHtÞ ðjtj4sÞ and
jj½L; ujjBðHtÞ4Ct;sjjujjX s ;
we have
jj½Js; ½L; uJsjjBðL2Þ4CsjjujjX s : ð31Þ
Combining (29)–(31), we also have
jj½Js; T ðuÞJsjjBðX 0Þ4CsjjujjX s ð32Þ
and, since
jj@x½Js; uJsjjBðL2Þ4CsjjujjX s ; ð33Þ
we obtain that
jjBmðt; ~wÞjjBðY 0Þ4Csjju1jjX s4Cse
tnjj~wjjY s : ð34Þ
FELIX H. SORIANO90This proves (2). Since
*Amðt; ~wÞð~y Þ ¼ mDþ
T ðu1Þðu2Þ
@xðu1v2Þ
 !
;
DðT ðuÞÞ  X s; Dð@xðuÞÞ  Hs for each u 2 X s; and etCn is a linear isomorph-
ism in Y s; then
Dð *Amðt; ~wÞÞ  Y s:
So, we get (3). Since from Section 1 we know that T ðuÞ is a bounded linear
operator from X s to X 0 with
jjT ðuÞjjBðX s; X 0Þ4CsjjujjX s ;
and @xðuÞ is a continuous operator from Hs to L2 with
jj@xðuÞjjBðHs;L2Þ4CsjjujjX s ;
then
jj *Amðt; ~wÞjjBðY s;Y 0Þ4Csjju1jjX s4Cse
tnjj~wjjY s :
This implies (4). Since AmðÞðÞ is a bounded bilinear operator from Y s 
Y s ! Y 0 and etCn is strongly continuous in t; we have that *Amðt; ~wÞ satisﬁes
(5). Condition (6) is obvious.
Granted conditions (1)–(6), we can prove
Theorem 9. Let s > 2: For ~f ¼ ðf;cÞ 2 Y s and m0 > 0; there exist T > 0;
depending only jj~fjjY s and m0; such that for each m 2 ½0;m0 there exist a unique
solution ~um 2 Cð½0; T ; Y sÞ \ C1ð½0; T ; Y s2Þ of (22). The map ðm; ~fÞ ! ~u is
continuous from ½0;m0  Y
s to Cð½0; T ; Y sÞ: Moreover, T is independent of s in
the following sense: If ~u 2 Cð½0; T ; Y sÞ and in addition ~f 2 Y s
0
for some s0 > s;
then ~u 2 Cð½0; t; Y s
0
Þ:
Proof. Theorem 1 and conditions (1)–(6) imply for m0 > 0 and ~f 2 Y
s;
T ¼ T ðjj~fjj;m0Þ > 0 can be found such that for each m 2 ½0;m0 there exists a
unique solution ~wm 2 Cð½0; T ; Y sÞ of (26), the map ðm; ~fÞ ! ~wm being
continuous from ½0;m0  Y
s into Cð½0; T ; Y sÞ: A straightforward calculation
then shows that~um ¼ etCn ð~wmÞ is a solution to (22), the continuity following
immediately. It only remains to prove that T is independent of s: For m > 0
observe that ~um satisﬁes the integral equation
~umðtÞ ¼ WmnðtÞ~f 
Z t
0
Wmnðt  tÞ@xF ð~umÞ dt; ð35Þ
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2
2
; uvÞ; ~u ¼ ðu; vÞ: From (35) and
simple bootstrapping arguments which use part (a) of Proposition 8 with a
ﬁxed l 2 ð1; 2Þ; we obtain that ~u 2 Cðð0; T ; Y s
0
Þ for all s05s: This implies the
s-independence of T in this case. For m ¼ 0 we need the following lemma.
Lemma 10. Let A be the function from ½0; T  into the set of closed densely
defined operators in Y h defined by
AðtÞð~wÞ ¼ etCn
@xðuu1Þ
@xðuv1Þ
 !
; ð36Þ
where ~u is the solution to Eq. (22), ~w 2 Y h and
u1
v1
 !
¼ etCn~w:
Then, there exists a unique evolution operator U ðt; tÞ associated to A with
spaces X ¼ Y h and Y ¼ Y k in the Kato sense, where
s4h4s 2; 1 s4k4s 1 and k5hþ 1: ð37Þ
In particular, U ðt; tÞ maps Hr into itself for s4r4s 1:
Proof. First note that AðtÞ is a semigroup generator in Y h: Let us see that
hAðtÞ~w; ~wiY h5 bjj~wjj
2
Y h : ð38Þ
Indeed, it is enough to observe that
h@xðuu1Þ; u1iXh5 bjju1jj
2
Xh ð39Þ
and
h@xðuv1Þ; v1iHh5 bjjv1jj
2
Hh : ð40Þ
The ﬁrst inequality follows from
h@xðuu1Þ; u1iHh ¼h@xJ
h½Jh; uJhu1; Jhu1i þ h@xðuJhu1Þ; Jhu1i
5  bjju1jj2Hh ; ð41Þ
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5 h@xJh½Jh; @xuJhu1; Jh@xu1i
þ h@xð@xuJhu1Þ; Jh@xu1i
 jjujjHs jj@xujj
2
Hh5 bjj@xu1jj
2
Hh ð42Þ
and
h@yðuu1Þ; @1x @yu1iHh ¼h@yJ
h½Jh; uJhu1; Jh@1x @yu1i
þ h@yðuJhu1Þ; Jh@1x @yu1i
5  bjj@1x @yu1jj
2
Hh : ð43Þ
We obtain the second inequality from
h@xðuv1Þ; v1iHh ¼h@xJ
h½Jh; uJhv1; Jhv1i þ h@xðuJhv1Þ; Jhv1i
5  bjjv1jj2Hh : ð44Þ
Let S ¼ Jkh  Jkh: It is clear that S is an isomorphism of Y onto X : Since
AðtÞ~w ¼ etCn
@xðuu1Þ
@xðuv1Þ
 !
;
then
½S;AðtÞS1 ¼ etCn
h@xð½Jkh; uJhku1Þ
h@xð½Jkh; uJhkv1Þ
 !
:
Therefore ½S;AðtÞS1 is a bounded operator on Y h; and the bound is
uniform. Finally, it is not difﬁcult to see that AðtÞ 2 BðY ;X Þ is strongly
continuous in t: This ends the proof of the lemma. ]
To complete the proof of Theorem 9, we follow an argument of Kato [18].
Assume~uðtÞ 2 C½ð0; T Þ; Y sÞ is a solution of (22) with~uð0Þ 2 Y s
0
for s4s04sþ
1 and let ~w ¼ etCn~u: Then ~w1 ¼ @2x~w satisﬁes
@t~w1 ¼ B1ðtÞ~w1 þ AðtÞ~w1; ð45Þ
where
B1ðtÞ~w1 ¼ etCn
2 *Tð@xuÞðu1Þ
2@xuv1 þ 3@xvu1 þ v@xu1
 !
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~w1 2 Cð½0; T Þ; Y s2Þ \ C1ð½0; T Þ; Y s3Þ and the properties of U ðt; tÞ; we have
~w1ðtÞ ¼ U ðt; 0Þw1ð0Þ þ
Z t
0
U ðt; tÞB1ðtÞw1ðtÞ dt: ð46Þ
Since ~uð0Þ 2 Y s
0
for s4s04sþ 1; then ~w1ð0Þ 2 Y s
02: Since B1ðtÞ 2 BðY s
02Þ is
strongly continuous in t 2 ½0; T Þ for these s0; then ~w1 2 Cð½0; T Þ; Y s
02Þ for
such s0’s. Next, note that ~w2 ¼ @x@y~w satisﬁes
@t~w2 ¼ B2ðtÞ~w2 þ f1ðtÞ þ AðtÞ~w2; ð47Þ
where
B2ðtÞ~w2 ¼ etCn
*Tð@xuÞðu2Þ
@xuv2 þ 2@xvu2 þ v@xu2
 !
with ðu2; v2Þ ¼ etCn~w2; and
f1ðtÞ ¼ etCn
*Tð@yuÞð@2xuÞ
@yu@2xvþ @yv@
2
xu
 !
:
The same argument as before proves that w2 2 Cð½0; T Þ; Y s
02Þ: Finally, we
have that ~w3 ¼ @2y~w satisﬁes
@t~w3 ¼ B3ðtÞ þ f2ðtÞ þ AðtÞ~w1; ð48Þ
where
B3ðtÞ ¼ etCn
0
@xvu3 þ v@xu3
 !
with ðu3; v3Þ ¼ etCn~w3; and
f2ðtÞ ¼ 2etCn
*Tð@yuÞð@x@yuÞ
@yu@x@yvþ @yv@x@yu
 !
:
Applying the above argument once more, we obtain that ~w3 2 Cð½0; T Þ;
Y s
02Þ: Thus, ~u 2 Cð½0; T Þ; Y s
0
Þ if ~uð0Þ 2 Y s
0
for s4s04sþ 1: If s0 > sþ 1; we
obtain the assertion by repeating the above procedure. This completes the
proof. ]
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In this section, we study global extension of solutions to (22) for n > 0 and
small enough initial data. More precisely,
Theorem 11. For all n > 0 there exists d > 0 such that if ~f 2 Y s; s > 2; and
jj~fjjY s4d;
then (22) has a unique global solution ~uðtÞ 2 Cð½0;1Þ; Y sÞ with ~uð0Þ ¼ ~f:
Proof. It is enough to prove the result for f 2 Y r; r5sþ 2: Therefore, if
~uðtÞ 2 Cð½0; T ; Y sÞ is solution to (22) with ~uð0Þ ¼ ~f; then it will belong to
Cð½0; T ; Y rÞ: Rewrite (22) as
@t~u þ mD~u þCnð~uÞ þ @xF ð~uÞ ¼ 0; ð49Þ
where F ð~uÞ ¼ ðu
2
2
; uvÞ; ~u ¼ ðu; vÞ: The inner product in Y s of~u with each term
of Eq. (49) leads to
1
2
d
dt
jj~uðtÞjjY s ¼ mjjr~uðtÞjj
2
Y s  njj~uðtÞjj
2
Y s  h@xF ð~uÞ;~uiY s :
Since
@x
u2
2
	 

; u
 
X s
¼ hu@xu; uiHs þ h@xðu@xuÞ; uiHs þ hu@yu; @
1
x @yuiHs
then, by Corollary 5, we have
@x
u2
2
	 

; u
 
X s
4Csjjujj3X s ;
and the same corollary implies that
h@xðuvÞ; viHs4CsjjujjX s jjvjj
2
Hs :
Therefore,
1
2
d
dt
jj~uðtÞjj2Y s4 njj~uðtÞjj
2
Y s þ Csjj~ujj
3
Y s ;
and thus
jj~uðtÞjj2Y s42e
tnjj~fjj2Y s þ 2Cs
Z t
0
eðttÞnjj~uðtÞjj3Y s dt:
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sðtÞ ¼ sup
04t4t
jj~uðtÞjjY s :
Then, from the last inequality we have
s2ðtÞ42etnjj~fjj2Y s þ 2Csn
1s3ðtÞ:
Let 05d5 n
3
ﬃﬃ
6
p
Cs
: Then there exists 05e5e0 depending on d such that
2d2 þ 2Csx3 > x2 for 04x5e;
2d2 þ 2Csx35x2 for e5x5e0:
It is obvious that d5e: Therefore, since sðtÞ is a continuous function of t; we
have sðtÞ4e for every t 2 ½0; T : In particular, uðtÞ4e for t 2 ½0; T : This and a
standard argument show that u can be extended to ½0;1Þ: ]
4. EXISTENCE OF SOLITARY WAVES
In this section, we prove the existence for (22) of solitary-wave solutions
of the type ~fðx ct; y  dtÞ; ~f 2 Y 0; when m ¼ 0 and n ¼ 0; c and d are
suitable real numbers. If we replace u by ~f in (22), we obtain
c@xf d@yfþ @xcþ f@xf ¼ 0;
c@xc d@ycþ @xf @3xfþ @
1
x @
2
yfþ @xðfcÞ ¼ 0;
(
ð50Þ
where
~f ¼
fðx; yÞ
cðx; yÞ
 !
: ð51Þ
We can write (50) as
cf d@1x @yfþ cþ
f2
2
¼ 0;
cc d@1x @ycþ f @
2
xfþ @
2
x @
2
yfþ fc ¼ 0:
(
ð52Þ
Note that (52) can be seen as a Lagrange equation for two minimization
problems:
Jl ¼ inf
~f2Y s
fEð~fÞjQð~fÞ ¼ lg ð53Þ
FELIX H. SORIANO96with Lagrange multiplier c; and
Il ¼ inf
~f2Y s
fLð~fÞjKð~fÞ ¼ lg ð54Þ
with Lagrange multiplier 1: Here,
Eð~fÞ ¼
1
2
Z
R2
f2 þ ð@xfÞ
2 þ ð@1x @yfÞ
2 þ c2 þ f2c dx dy; ð55Þ
Qð~fÞ ¼
1
2
Z
R2
cfcþ dð@1x @yfÞc dx dy; ð56Þ
Kð~fÞ ¼
1
2
Z
R2
f2c dx dy ð57Þ
and
Lð~fÞ ¼
1
2
Z
R2
Lc;dð~fÞ dx dy: ð58Þ
Lc;d is as in notations of Section 0. It is straightforward to check, at least
formally, that system (22) is equivalent to
@t~u ¼ CE0ð~uÞ; ð59Þ
where C ¼ C0 and E0 denotes the Gateaux derivative of the functional E
computed with respect to the Y 0-inner product. Note that E as well as Q are
quantities conserved by the ﬂow of the solution ~u of system (22).
We show that Il has a solution in X 0 that implies the existence of solitary
waves. We do not know about the existence of solutions of Jl: If there were
solutions of Jl; the set of these should be stable, in the following sense: if
u 2 C1ð½0; T ; Y 0Þ is solution to (22) with initial data close to this set, it will
keep next to it.
Theorem 12. System (50) has a solution in Y 0 for
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c2 þ d2
p
51:
Moreover, this solution belongs to Y1 ¼
T
s2R Y
s when d ¼ 0:
Proof. To prove the existence of a solitary-wave solution to (22), we ﬁrst
show that the minimization problem Il has a solution. To do this, we shall
use the concentration-compactness principle of Lions [23]. First observe that
Il > 0 for any l ¼ 0: This follows from the imbedding theorem for
anisotropic Sobolev spaces (see [4, p. 323]), which gives
jjujjLq4CjjujjX 0
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R
R2
f2c dxj4jjfjj2L4 jjcjj04Cjjfjj
2
X 0 jjcjj0
4Cjj~fjj3Y 0 ; and since
Lð~fÞ5Cjj~fjj2Y 0
with C > 0; then
Il5Cl
2=3 > 0
for any l ¼ 0: Set la0 and let ~fn be a minimizing sequence for Il: The
concentration-compactness principle guarantees that there exists a sub-
sequence of ~fn; that with no loss generality, we shall still denote by ~fn
satisfying one of the three following possibilities:
1. lim
n!1
LnðtÞ ! 0 for all t; where
LnðtÞ ¼ sup
ðx0;y0Þ2R
2
1
2
Z
Bððx0;y0Þ;tÞ
Lc;d ð~fnÞ dx dy:
2. lim
t!1
*LðtÞ¼a; 05a5Il; where *LðtÞ ¼ limn!1 LnðtÞ:
3. There exists a sequence ðxn; ynÞ 2 R
2 such that for all e > 0 there exist
ﬁnite t0 > 0 and n0; withZ
Bððxn;ynÞ;t0Þ
Lc;dð~fnÞ dx dy5Il  e
for n5n0:
We prove that (1) and (2) are impossible. Assume that (1) occurs: LnðtÞ ! 0
for all t: By the imbedding theorem of anisotropic Sobolev spaces (see [4]),
there is a constant C independent of ðx; yÞ 2 R2 such that if f 2 X 0; thenZ
ðx;yÞþB1
f4 dx4C
Z
ðx;yÞþB1
ðf2 þ ð@xfÞ
2 þ ð@1x @yfÞ
2Þ dx
	 
2
:
Therefore,Z
ðx;yÞþB1
f2c dx

4C
Z
ðx;yÞþB1
Lc;d ð~fnÞ dx dy
	 
3=2
4C sup
ðx;yÞ2R2
Z
ðx;yÞþB1
ðLc;dð~fnÞ dx dyÞ
 !1=2

Z
ðx;yÞþB1
Lc;dð~fnÞ dx dy:
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contained in at most 3 balls, we have
Z
R2
f2c dx

4C sup
ðx;yÞ2R2
Z
ðx;yÞþB1
Lc;d ð~fÞ dx dy
 !1=2
jj~fjj2Y 0
for any ~f 2 Y 0: From this, we conclude that under assumptions 1,
R
R2
f2n
cn dx! 0: This is absurd since, for any n 2 N;
R
R2
f2ncn dx ¼ l ¼ 0:
Now assume that (2) occurs. Then:
Lemma 13. For all e > 0 there are dðeÞ > 0 (with dðeÞ ! 0 as e! 0) and n0
such that we can find fð1Þn
!
and fð2Þn
!
in Y 0 satisfying
jjfð1Þn
!
þ fð2Þn
!
 ~fjjY 04dðeÞ;
jLðfð1Þn
!
Þ  aj4dðeÞ;
jLðfð2Þn
!
Þ  ðIl  aÞj4dðeÞ;R
R2
ðfð1Þn Þ
2cð1Þn þ ðf
ð2Þ
n Þ
2cð2Þn  f
2
ncn dx dy
 4dðeÞ
for n5n0 and
distðsupp fð1Þn
!
; supp fð2Þn
!
Þ ! þ1; n!1:
Proof. We proceed as in [8]. Fix e > 0: From (2), we can ﬁnd t0 > 0; and
tn > 0 with tn ! þ1; and ðxn; ynÞ 2 R
2 such that
a5
Z
Bððxn;ynÞ;t0Þ
Lc;d ð~fnÞ dx dy5a e ð60Þ
and
Lnð2tnÞ4aþ e ð61Þ
for n50: It follows thatZ
t04jðx;yÞðx0;y0Þj42tn
Lc;d ð~fnÞ dx dy42e: ð62Þ
Let x and Z 2 C10 ðR
2Þ be such that 04x41; 04Z41; x  1 on B1; supp x 
B2; Z  1 on R
2=B2; supp Z  R
2=B1: We set xn ¼ xð
ðxn;ynÞ
t1
Þ; Zn ¼ Zð
ðxn;ynÞ
tn
Þ;
and consider
fð1Þn ¼ @xðxnð *fn  anÞÞ; f
ð2Þ
n ¼ @xðZnð *fn  bnÞÞ;
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2Þ such that @x *fn ¼ fn and ðanÞ and ðbnÞ
are sequences of real numbers to be chosen later. In the same manner,
set
cð1Þn ¼ xnðcnÞ; c
ð1Þ
n ¼ ZnðcnÞ
and
fð1Þn
!
¼ ðfð1Þn ;c
ð1Þ
n Þ; f
ð2Þ
n
!
¼ ðfð2Þn ;c
ð2Þ
n Þ:
Then,
jjfð1Þn þ f
ð2Þ
n  fjjL2 4jj@xxnð *fn  anÞjjL2 þ jj@Znð *fn  bnÞjjL2
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c2 þ d2
p
Þe
q
and
jj@xxnð *fn  anÞjjL2 4
Z
t14jðx;yÞðxn;ynÞj42t1
j@xxnj
2j *fn  anj
2 dx
	 
1=2
4jj@xxnjjLp
Z
t14jðx;yÞðxn;ynÞj42t1
j *fn  anj
q dx
	 
1=q
;
where 1p þ
1
q ¼
1
2
: Now choosing
an ¼
1
Volðt14jðx; yÞ  ðxn; ynÞj42t1Þ
Z
t14jðx;yÞðxn;ynÞj42t1
*fn dx;
then by Lemma 3.1 in [8]
jj@xxnð *fn  anÞjjL2
4Ct2=pþ2=q11
 Z
t14jðx;yÞðxn;ynÞj42t1
ðf2n þ ð@xfnÞ
2 þ ð@1x @yfnÞ
2Þ dx
!1=2
4C
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c2 þ d2
p
Þe
q
:
Similarly, choosing
bn ¼
1
Volðtn4jðx; yÞ  ðxn; ynÞj42tnÞ
Z
tn4jðx;yÞðxn;ynÞj42tn
*fn dx;
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jj@xZnð *fn  bnÞjjL2
4Ct2=pþ2=q1n
 Z
tn4jðx;yÞðxn;ynÞj42tn
f2n þ ð@xfnÞ
2 þ ð@1x @yfnÞ
2 dx dy
!1=2
4C
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c2 þ d2
p
Þe
q
:
Proceeding in the same manner with
@1x @yf
ð1Þ
n ¼ @yðxnð *fn  anÞÞ; @
1
x @yf
ð2Þ
n ¼ @yðZnð *fn  bnÞÞ;
we obtain estimates as those above. Now,
jj@xf
ð1Þ
n þ @xf
ð2Þ
n  @xfnjjL2 ¼ jj@
2
xðxnð *fn  anÞÞ þ @
2ðZnð *fn  bnÞÞ  @
2fnjjL2
4 jj@2xxnð *fn  anÞjjL2 þ jj@
2Znð *fn  bnÞjjL2
þ jjð1 xn  ZnÞ@xfnjjL2 þ 2jj@xxnfnjjL2
þ 2jj@xZnfnjjL2 :
The ﬁrst three terms on the right-hand side of the above inequality can be
estimated as done with those immediately above. For the last two terms, one
may use, for example,
jj@xZnfnjjL2 4jj@xZnjjL1jjfnjjL2ðt14jðx;yÞðxn;ynÞj42t1Þ
4C
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c2 þ d2
p
Þe
q
:
It is obvious that
jjcð1Þn þ c
ð2Þ
n  cjjL24C
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c2 þ d2
p
Þe
q
:
Hence, the ﬁrst inequality in the lemma holds.
The second and the third inequalities are immediate from the deﬁnition of
fð1Þn
!
and fð2Þn
!
and the last follows from the ﬁrst, the fact that supp fð1Þn
!
\
supp fð2Þn
!
¼ |; and from the continuous injection of Y 0 into L4  L2: ]
We now proceed with the proof of Theorem 12. Passing to subsequences,
if necessary, we may assume that as n!1;Z
R2
ðfð1Þn Þ
2cð1Þn dx! l1ðeÞ
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R2
ðfð2Þn Þ
2cð2Þn ! l2ðeÞ;
with jl1ðeÞ þ l2ðeÞ  lðeÞj4dðeÞ:
* First assume that lime!0 l1ðeÞ ¼ 0: Then choosing e sufﬁciently small,
we have for n large enough
R
R2
ðfð2Þn Þ
2cð2Þn dx > 0: Hence, by considering
l2ðeÞR
R2
ðfð2Þn Þ
2cð2Þn
 !1=3
fð2Þn
!
;
we get
Il2ðeÞ4 lim infn!1
Lðfð2Þn
!
Þ4Il  aþ dðeÞ:
But this is a contradiction, since lime!0 l2ðeÞ ¼ l:
* Thus, we may assume that lime!0jl1ðeÞj > 0 and lime!0 jl2ðeÞj > 0: In
the same way as before, we then obtain
Ijl1ðeÞj þ Ijl2ðeÞj4 lim infn!1
Lðfð1Þn
!
Þ þ lim inf
n!1
Lðfð2Þn
!
Þ4Il þ dðeÞ;
and reach a contradiction by letting e tend to zero, observing that Im ¼ m2=3I1
for any positive m: This implies that (2) is not possible.
Then, (3) holds. Since fn
!
is a minimizing sequence, it is bounded in Y 0:
Set *f
!
n ¼ ð *fn; *cnÞ ¼ ~fnð  ðxn; ynÞÞ; where ðxn; ynÞ is as in (3). Then, we
pick a subsequence of ð *f
!
nÞn2N that converges weakly in X
0 to some *f
!
: Since
the injection X 0  L2loc is compact (see Lemma 3.3 in [8]), *fn converges
to *f strongly in L2loc: From (3) and the fact that ~fn is a minimizing
sequence,
jj~fnjj2Y 0 
Z
Bððxn;ynÞ;t0Þ
ðf2n þ ð@xfnÞ
2 þ ð@1x @yfnÞ
2 þ c2nÞ dx4
2
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c2 þ d2
p e:
In particular, we have
jj *fnjj
2
L2 
Z
Bð0;t0Þ
*f
2
n dx4Ce:
Therefore *fn converges strongly to *f in L
2: By interpolation between L2 and
L6; *fn converges to *f strongly in L
4: From this, it is easy to verify that
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2
R
R2
*f
2 *c dx ¼ l: Since
Lð *f
!
Þ4lim inf Lð~fnÞ ¼ Il;
*f
!
is solution of Il: Then, there exists a Lagrange multiplier y such that
c *f d@1x @y *fþ *cþ y
*f
2
2
¼ 0;
c *c d@1x @y *cþ *f @
2
x
*fþ @2x @
2
y
*fþ y *f *c ¼ 0;
8<
: ð63Þ
where @2x @
2
y
*f is an element of ðX 0Þ0; the dual space of X 0 in the L2-duality. If
we multiply the ﬁrst equation in (63) by *c and the second by *f and
integrate, we obtain that
Il ¼ ð3=2Þyl:
Since Il ¼ l
2=3I1; then y ¼ 1 if l ¼ ðð2=3ÞI1Þ
3; which shows that (52) has a
solution. Therefore, (50) also does. To end the proof of theorem, observe
that if d ¼ 0 and ~f ¼ ðf;cÞ is solution to (50), then
ð1 c2Þ@2xfþ @
2
yf @
4
xf ¼ @
2
x
f3
2
 3=2cf2
	 

: ð64Þ
Therefore, following the same arguments as in [8], we have that f 2 X1 ¼T
s2R X
s: Thus, by (50), c 2 H1: This ﬁnishes the proof. ]
Finally, we will prove that the solitary-wave solutions to (50) are
analytic.
Theorem 14. If ~f 2 Y1 is a solution to (50), then ~f is analytic, i.e., for
each ðx0; y0Þ 2 R
2 there is R 2 R such that
X
a2N2
ðx x0; y  y0Þ
a
a!
@a~fðx0; y0Þ
converges absolutely in R2 to ~fðx; yÞ for all ðx; yÞ 2 BRððx0; y0ÞÞ:
Proof. To begin with, we recall the Taylor formula
~fðx; yÞ ¼
X
a2N2
jaj5N
ðx x0; y  y0Þ
a
a!
@a~fðx0; y0Þ þ RN ðx; yÞ; ð65Þ
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RN ðx; yÞ ¼
X
a2N2
jaj5N
ðx x0; y  y0Þ
a
a!
Z 1
0
ð1 tÞN@a~fðx0  tðx x0Þ;
y0  tðy  y0ÞÞ dt:
Therefore, ~f is analytic in ðx0; y0Þ if R > 0 can be found such that
j@a~fðx; yÞj4Cjaj!
R
2
	 
jaj
ð66Þ
for all ðx; yÞ 2 R2: Since
j@a~fðx; yÞj4jj@a~fjj *X 0 *X 0 ;
where *X
0
is as in the introduction, the theorem follows immediately from
the next lemma,
Lemma 15. There exists R > 0 such that for all a 2 N2
jj@a~fjj *X 0 *X 04C
ðjaj  1Þ!
ðjaj þ 1Þs
R
2
	 
jaj1
; ð67Þ
where s > 1:
Proof. Let us ﬁrst see how the ﬁrst component f of ~f behaves. We will
show by induction on jaj that
jj@afjj *X 04C
ðjaj  1Þ!
ðjaj þ 1Þs
R
2
	 
jaj1
: ð68Þ
For jaj ¼ 1; inequality (68) is obvious; it is sufﬁcient to choose C large
enough. Suppose now that (68) is valid for jaj ¼ 1; . . . ; n and R (that we shall
conveniently choose later). Applying the operator @a on both sides of (64),
and using the inner product of *X
0
; we obtain that
ð1 c2Þjj@x@afjj2*X 0 þ jj@y@
afjj2
*X
0 þ jj@2x@
afjj2
*X
0 ¼ h@aðgðfÞÞ; @2x@
afi *X 0
4jj@aðgðfÞÞjj *X 0 jj@
2
x@
afjj *X 0
4Cjj@aðgðfÞÞjj2
*X
0
þ
1
2
jj@2x@
afjj2
*X
0 :
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jjr@afjj *X 04Cjj@
aðgðfÞÞjj *X 0 : ð69Þ
To further the lemma’s proof, we need the following facts:
Proposition 16. (a) If f :R! R is a C1 function and f is as above,
then
@aðf ðfÞÞ ¼
Xjaj
j¼1
f ðjÞðfÞ
j!
X
a1þþaj¼a
jai j51;814i4j
a!
a1!    aj!
@a1f    @ajf:
(b) For each ðn1; . . . ; njÞ 2 N
j we have
jaj! ¼
X
a1þþaj¼a
jai j¼ni; 814i4j
a!ja1j!    jaj!
a1!    aj!
:
(c) For s > 1 there exists C2 such that for all j and k 2 N;
X
k1þþkj¼k
1
ðk1 þ 1Þ
s    ðkj þ 1Þ
s4
Cj12
ðk þ 1Þs
:
Now we return to the proof of the lemma. Part (a) of Proposition 16
inequality (69) and the fact *X
0
is a Banach algebra imply that
jjr@afjj *X 04C1
X3
j¼1
X
a1þþaj¼a
jai j51;814i4j
a!
a1!    aj!
jj@a1fjj *X 0    jj@
ajfjj *X 0 :
By the induction hypothesis and part (b) of the same proposition, we
have
jjr@afjj *X 0 4C1
X3
j¼1
(
CjAjajj
X
n1þþnj¼jaj
ni51;814i4j
X
a1þþaj¼a
jai j¼1;8i

a!
a1!    aj!
ðja1j  1Þ!    ðjajj  1Þ!
ðja1j þ 1Þ
s    ðjajj þ 1Þ
s
)
:
4C1
X3
j¼1
*C
j
Ajajj
X
n1þþnj¼jaj
jni j¼1; 814i4j
jaj!
ðn1 þ 1Þ
sþ1    ðnj þ 1Þ
sþ1;
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2
; and from this inequality and part (c) of Proposition 16, we
obtain that
jjr@afjj *X 04C1
jaj!
ðjaj þ 2Þs
Ajaj
X3
j¼1
ð *CC2Þ
jAj:
Now we can choose R: We take A large enough such that C1
P3
j¼1ð *CC2Þ
j
Aj4C: It is clear that this choice does not depend on a: Therefore, with
R ¼ 2A;
jjr@afjj *X 04C
jaj!
ðjaj þ 2Þs
R
2
	 
jaj
;
which proves inequality (68). From the ﬁrst equation of system (52), we get
c ¼ cf
f2
2
;
and an argument entirely similar to the above allows to prove for c an
inequality analogous to (68); i.e.,
jj@acjj *X 04C
ðjaj  1Þ!
ðjaj þ 1Þs
R
2
	 
jaj1
: ð70Þ
Since inequalities (68), (70) imply (67), this ends the proof of the
theorem. ]
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