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A NONLINEAR VERSION OF BOURGAIN’S PROJECTION THEOREM
PABLO SHMERKIN
Dedicated to the memory of Jean Bourgain
ABSTRACT. We prove a version of Bourgain’s projection theorem for parametrized
families ofC2 maps, that refines the original statement even in the linear case. As one
application, we show that if A is a Borel set of Hausdorff dimension close to 1 in R2
or close to 3/2 in R3, then for y ∈ A outside of a very sparse set, the pinned distance
set {|x − y| : x ∈ A} has Hausdorff dimension at least 1/2 + c, where c is universal.
Furthermore, the same holds if the distances are taken with respect to a C2 norm of
positive Gaussian curvature. As further applications, we obtain new bounds on the
dimensions of spherical projections, and an improvement over the trivial estimate
for incidences between δ-balls and δ-neighborhoods of curves in the plane, under
fairly general assumptions. The proofs depend on a new multiscale decomposition
of measures into “Frostman pieces” that may be of independent interest.
CONTENTS
1. Introduction and statement of results 2
1.1. Distance sets 2
1.2. A non-linear version of Bourgain’s projection theorem 4
1.3. Strategy of proof 6
1.4. Structure of the paper and further results 7
Acknowledgements 8
2. Notation and preliminary results 8
2.1. Notation 8
2.2. Regular measures 9
2.3. Robust measures and robust entropy 11
3. Discretized projection theorems 12
4. Multiscale decompositions of regular measures 16
4.1. A new multiscale decomposition 16
4.2. Decompositions of Lipschitz functions into almost linear/superlinear
pieces 17
2010Mathematics Subject Classification. Primary: 28A75, 28A80; Secondary: 05D99, 26A16, 49Q15.
Key words and phrases. projection theorems, distance sets, pinned distance sets, incidences, Haus-
dorff dimension, patterns, Lipschitz functions.
PS has received funding from a University of St Andrews Global Fellowship and from the Eu-
ropean Research Council (ERC) under the European Union’s Horizon 2020 research and innovation
programme (grant agreement No. 803711).
1
2 PABLO SHMERKIN
4.3. The proof of Theorem 4.1, and a variant 24
5. Proof of main results 26
5.1. Proof of Theorem 1.7 26
5.2. The case Λx = Λ for all x 29
5.3. Proof of Theorem 1.3 30
6. Applications and generalizations 31
6.1. Real analytic families 31
6.2. Distance sets 32
6.3. Discretized incidences 33
6.4. A higher rank non-linear projection theorem 36
6.5. Dimension of spherical projections 38
Appendix A. Spherical projections 40
Appendix B. Entropy of projections 44
B.1. Entropy basics 44
B.2. Multiscale estimates for the entropy of projections 45
References 48
1. INTRODUCTION AND STATEMENT OF RESULTS
1.1. Distance sets. The Falconer distance set conjecture, originating in [9], asserts
that if A ⊂ Rd, d ≥ 2, is a Borel set of Hausdorff dimension d/2, then the distance set
∆(A) = {|x− y| : x, y ∈ A} ⊂ [0,∞)
has Hausdorff dimension 1. Despite efforts by many mathematicians, the conjecture
remains open in all dimensions. A variant of this problem has also received much
attention. From now on, all sets are assumed to be Borel. Given y ∈ Rd, A ⊂ Rd,
denote the pinned distance set by
∆y(A) = {|x− y| : x ∈ A}.
Let dimH denote Hausdorff dimension. It is possible that the pinned version of Fal-
coner’s conjecture holds, that is, if dimH(A) ≥ d/2, then there is y ∈ A such that
dimH(∆
y(A)) = 1.
Recent deep results [10, 7, 20] imply that if dimH(A) > α(d), then there is y ∈ A
such that ∆y(A) has positive Lebesgue measure, where
(1.1) α(d) =
{ 5
4
if d = 2
d2
2d−1
if d ≥ 3
.
In recent years, substantial progress has been achieved in the plane under the as-
sumption dimH(A) > 1 [24, 26, 27, 19, 28, 10, 21]. For example, it is known [28]
that if A is a planar set of equal Hausdorff and packing dimension, and this com-
mon value is > 1, then there is y ∈ A such that dimH(∆y(A)) = 1. For general
planar sets of Hausdorff dimension > 1, it is known that there is y ∈ A such that
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dimH(∆
y(A)) ≥ 29/42 [27] and dimP(∆y(A)) > 0.933 [19], where dimP denotes pack-
ing dimension. In all these works it is crucial that dimH(A) > 1; the methods break
down if one only assumes that dimH(A) = 1.
For general ambient dimension, under the hypothesis dimH(A) = d/2, Falconer
proved in his original paper [9] that dimH(∆(A)) ≥ 1/2. This bound turned out to
be quite hard to improve upon. By combining results of N. Katz-T. Tao [16] and
J. Bourgain [4], it follows that if A is a Borel planar set with dimH(A) ≥ 1, then
(1.2) dimH(∆(A)) ≥ 1/2 + c,
where c is a small universal constant. We discuss the result of Katz-Tao and Bourgain
in more detail below.
Less attention has been given to the problem of obtaining lower bounds for the
dimension of distance sets when dimH(A) < d/2. To our knowledge, the best known
such bound was proved in Falconer’s paper [9]: if dimH(A) ≤ d/2, then
(1.3) dimH(∆(A)) ≥ dimH(A)−
d− 1
2
.
Note that this is vacuous if dimH(A) ≤ (d− 1)/2.
In this paper we improve upon several of the previously mentioned results, par-
ticularly in dimensions 2 and 3.
Theorem 1.1. Let d ≥ 2. Given d − 2 < κ, α < d, there is a number c = cd(α, κ) > 0,
depending continuously on α, κ, such that the following holds.
Let A ⊂ Rd be a Borel set with dimH(A) = α. Then
dimH
({
y ∈ Rd : dimH(∆
y(A)) <
α
d
+ c
})
≤ κ.
Moreover, the same holds if the pinned distance set is defined with respect to any C2 norm
whose unit ball has everywhere positive Gaussian curvature (with c independent of the choice
of norm).
In the plane, this result improves upon the bound (1.2) of Katz-Tao and Bourgain
in several ways: (a) it provides a pinned version, (b) furthermore, not only does the
pinned version hold for some y ∈ A, but in fact it holds for y outside of a set of di-
mension κ, arbitrarily small (with the gain c depending on κ) - this is new even when
dimH(A) > 1, (c) it works for more general smooth, curved norms, (d) it extends to
values of dimH(A) ∈ (0, 1); in fact, in this interval it improves upon the bound (1.3)
even ignoring the c term, in addition to providing a pinned version and the first non-
trivial bound in the range dimH(A) ∈ (0, 1/2]. Moreover, Theorem 1.1 provides the
first improvement over the bound dimH(∆(A)) ≥ 1/2 for Borel sets of dimension 3/2
in R3, and also for Borel sets of dimension > 2 in R4. In dimensions ≥ 5, the value
α(d) from (1.1) is smaller than d− 2, so Theorem 1.1 becomes far less interesting.
Remark 1.2. In dimensions d ≥ 3, at least one of the assumptions κ > d−2, α > d−2 in
Theorem 1.1 is necessary, as can be seen from the examplesX = S1×{0} ⊂ R2×Rd−2
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and X = Sd−2 × {0} ⊂ Rd−1 × R. However, such assumptions may not be necessary
if one only considers y ∈ X .
1.2. A non-linear version of Bourgain’s projection theorem. There are well known
connections between many important problems at the interface of analysis and geo-
metricmeasure theory, such as the Kakeya, Furstenberg set, discretized sum-product,
discretized projection and Falconer distance set problems. Indeed, all of these prob-
lems to some extent deal with incidences between tubes. However, the connections,
even when they are explicit, are rarely straightforward. In [16], Katz and Tao intro-
duced discretized versions of three conjectures which were at the time open. Two
of the conjectures were: (a) dimH(∆(A)) ≥ 1/2 + c if A is a planar Borel set with
dimH(A) = 1, (b) there is no Borel subring of the reals of Hausdorff dimension
1/2. Note that (a)⇒(b): if R is a ring of dimension 1/2, then ∆(R × R) =
√
R≥0.
Among other things, Katz and Tao proved that certain discretized versions of these
conjectures are equivalent, and that the discretized version of (1.2) (which is rather
involved) implies the actual bound (1.2).
In [4], Bourgain proved the discretized version of the ring conjecture, which is
nowadays known as the discretized sum-product theorem. Hence, in combination
with [16], this established the bound (1.2). A few years later, in [5], Bourgain refined
the discretized sum-product theorem to obtain what is now known as Bourgain’s
(discretized) projection theorem. We recall this theorem below. (In fact, many of the
ideas to go from sum-product to projections are already implicit in [16, 4].) Thus,
there is a known path from Bourgain’s projection theorem to the estimate (1.2). In
this article, we take a rather different path that we believe is more flexible, and can
be used to make progress on other problems in combinatorial fractal geometry. We
view the maps ∆y(x) = |x − y| as a family of maps from Rd → R, parametrized by
the point y. These maps are smooth if we are careful to separate the domains of the x
and the y, but they are nonlinear. In [16], an important step in the overall argument
is applying a projective transformation that linearizes a family of projections. This
argument seems to be rather constrained. The approach of this paper is to develop
a non-linear version of Bourgain’s projection theorem. In doing so, we also obtain
some new insights even in the linear case.
We state first a continuous (as opposed to single-scale) version of our main result.
We denote the open r-neighborhood ofH byH(r). If µ is a Borel measure on a metric
space X and g : X → Y is a Borel map, then we denote the push-forward measure
to Y by gµ, that is, gµ(·) = µ(g−1·). If µ(A) > 0, then µA denotes the normalized
restriction µ(A)−1µ|A. Given x ∈ Rd, x 6= 0, we let dir(x) = x/|x| ∈ Sd−1. Finally, we
denote the Grassmanian of linear k-planes in Rd by G(n, k).
Theorem 1.3. Given κ > 0, 0 < α < d there is η = ηd(κ, α) > 0 (that can be taken
continuous in κ, α) such that the following holds.
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Let Fλ(x) : U ⊂ Rd → R, λ ∈ Λ, be a parametrized family of C2 maps without singular
points. For each x ∈ Rd define the map
θx(λ) = dir(∇Fλ(x)) ∈ S
d−1.
Suppose there are a Borel probability measure ν on Λ and a Borel set A ⊂ U of dimension
≥ α such that for all x ∈ A there are a set Λx with ν(Λx) > 0 and a number Cx > 0
satisfying
(1.4) θxνΛx
(
H(r)
)
≤ Cx r
κ for all H ∈ G(d, d− 1), r ∈ (0, 1].
Then there is λ ∈ supp(ν) such that
dimH(FλA) ≥
α
d
+ η.
We make some remarks on this statement.
Remark 1.4. Bourgain’s (continuous) projection theorem corresponds precisely to the
special case in which Λ = Λx = S
d−1 and Fλ(x) = 〈λ, x〉 is orthogonal projection in
direction λ. In this case, θx is the identity map for all x, and so the decay condition
(1.4) has to be satisfied by the measure ν on Sd−1.
Remark 1.5. Allowing the set Λx to depend on x is important in our applications, such
as Theorem 1.1. By a formal argument, in the case Λx ≡ Λ for all x, the conclusion
holds for ν-almost all λ.
Remark 1.6. It is enough that (1.4) holds for all x ∈ A outside of a set E of dimension
< α, since we can then apply the theorem to A \ E.
Bourgain’s projection theorem described above is deduced from a discretized ver-
sion, that is fully stated as Theorem 3.1 below. It is often this discretized version that
gets used in applications, such as [6, 17]. Correspondingly, we have the following
discretized version of Theorem 1.3. The number of dyadic cubes of side length 2−m
hitting a set X is denoted by N (X,m), and | · | refers to Lebesgue measure.
Theorem 1.7. Fix d ≥ 2. Given κ > 0, there is η = ηd(κ) > 0 such that the following holds
for ε < εd(κ).
Let X ⊂ [0, 1]d be a union of 2−m-dyadic cubes. Let U be a neighborhood of X , and let
{Fλ(x) : U → R, λ ∈ Λ}
be a parametrized family of C2 maps, where (Λ, ν) is a Borel probability space. We assume
that CΛ = supλ ‖Fλ‖C2 <∞ and cΛ = infλ infx∈X |F
′
λ(x)| > 0.
Let m be large enough in terms of cΛ, CΛ and all the previous parameters. Suppose X
satisfies the single-scale non-concentration condition
(1.5) |X ∩ B(x, |X|1/d)| ≤ 2−κm|X| for all x
For each x ∈ X define the map
θx(λ) = dir(∇Fλ(x)) ∈ S
d−1.
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Suppose that for every x ∈ X there is a set Λx ⊂ Λ with ν(Λx) ≥ 2−εm such that
(1.6) θxνΛx
(
H(r)
)
≤ 2εmrκ
for all hyperplanesH ∈ G(d, d− 1) and all r ∈ [2−m, 1].
Then there exist λ ∈ supp(ν) and a set X ′ ⊂ X with |X ′| ≥ 2−2εm|X| such that
N (FλX
′′, m) ≥ 2ηmN (X,m)1/d.
for all setsX ′′ ⊂ X ′ with |X ′′| ≥ 2−εm|X ′|.
In the case in which Λx = Λ for all x, one can take X
′ = X , and the conclusion holds for
all λ outside of a set of ν-measure ≤ 2−εm.
Some remarks are in order.
Remark 1.8. Again, Bourgain’s original theorem corresponds to Fλ(x) = 〈λ, x〉 and
Λx ≡ Λ, see Theorem 3.1 below. However, hypothesis (1.5) is weaker than the
non-concentration assumption in Theorem 3.1, since it is required at the single scale
|X|1/d. Furthermore, this is the natural scale that makes this assumption sharp: if
X is a cube of side length |X|1/d (or dense in such a cube, or the union of very few
such cubes), then |F (X)| ≈ |X|1/d for all smooth maps F : Rd → R without singular
points (including projections). In short, (1.5) is saying thatX is not concentrated in a
few cubes, with the “measure gain” exponent η depending on the quality of this non-
concentration, given by κ. We remark that the theorem clearly fails ifX has measure
close to either 1 or to 2−dm; however, in both these cases X is highly concentrated in
a cube (of size 1 or 2−m) and therefore these extremes are ruled out by (1.5).
Remark 1.9. In the case d = 2, the non-concentration assumption (1.6) is a standard
Frostman (power law) assumption on the θxνΛx measures of balls. For d ≥ 3, the
intersection Sd−1 ∩ H is a maximal (d − 2)-sphere in Sd−1, and (1.6) says that θxνΛx
is not concentrated near such sub-spheres. The example of a segment shows that,
already for linear projections, such a condition is necessary.
Remark 1.10. The “gain” η in Bourgain’s theorem is effective in principle, but ex-
tremely small. The value of η in Theorem 1.7 is even smaller than that of Bourgain’s
projection theorem (as a matter of fact, it is equal for sets with some uniform decay
such as Ahlfors-regular sets). We do not make the connection explicit, although it is
not hard to extract it from the proofs, and we make no attempt at optimization since
the values involved are in any event tiny. In the work in progress [14], the authors
provide explicit estimates for a closely related result involving entropy gain. Even
though this does not automatically translate into an explicit value in the context of
Theorem 3.1, it is plausible that with some additional work this will yield explicit
estimates in Theorem 1.7.
1.3. Strategy of proof. Bourgain’s original proof of Theorem 3.1 appears to be in-
trinsically restricted to the linear setting. Rather than modifying the proof, we per-
form a regularization and multiscale decomposition of a Frostman measure µ on the
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given set X , and then linearize F at every scale in the multiscale decomposition. We
then apply Bourgain’s Theorem (as a black box) to every small piece of µ and every
scale in the multiscale decomposition.
The overall strategy is not new. In particular, wemake use of a variant of a formula
for estimating the entropy of smooth projections in terms of multiscale decomposi-
tions that goes back, in various forms, to [15, 13, 24, 19]. Because the precise formu-
lation we need does not appear in the literature, we include a full proof in Appendix
B. Our approach is closest to that of [19] which, in addition to a multiscale decom-
position, required an initial decomposition of the measure µ into “regular Moran
constructions”. The same decomposition plays a key role in this paper.
In order to apply Bourgain’s projection theorem to small pieces of the measure, we
need to verify that these small pieces satisfy the required non-concentration assump-
tion. The main technical innovation of this paper is a new multiscale decomposition
of a “regular Moran measure” so that the conditional measures on small cubes of
certain sizes are essentially Frostman measures (so they satisfy the strongest possi-
ble non-concentration decay). Even this is not enough, because it may well happen
that these conditional measures all look like either Lebesgue measure or an atom
so that, even though they are trivially Frostman measures, there is no gain to be
achieved. To deal with this, we show that, if the original measure satisfies the non-
concentration assumption (1.5), then the scales in the multi-scale decomposition can
be chosen so that, for a “positive density” set of scales, the conditional measures
have “intermediate size”, i.e. they are quantitatively separated from both Lebesgue
and atomic measures. See Theorem 4.1. We hope this newmultiscale decomposition
of measures will have further applications.
Even then, it is still well possible that for many scales the conditional measures
do look close to Lebesgue or atomic. In this setting, Bourgain’s projection theorem
does not apply. For such scales, we rely on quantitative versions of more classical
projection theorems, essentially going back to R. Kaufman [18] and to K. Falconer
[8]. See Section 3.
Incidentally, as the above sketch indicates, we only need to apply Theorem 3.1
when κ (nearly) matches the size of the set being projected, i.e. when there is (near)
optimal non-concentration. Potentially it may be easier to obtain quantitative esti-
mates under this stronger assumption, which would then translate into quantitative
estimates under the weaker assumptions of Theorem 1.7.
To deduce Theorem 1.1 from Theorem 1.3, we appeal to a result of T. Orponen [25]
on spherical projections. In fact we need a quantitative version and an extension to
higher dimensions of Orponen’s argument. Since we follow Orponen’s ideas quite
closely, the proofs of these facts are deferred to Appendix A.
1.4. Structure of the paper and further results. In Section 2 we introduce some gen-
eral notation, and then review some known preliminary lemmas. In particular, in
§2.2 we review the important concept of regular measures, and their properties, and
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in §2.3, we and introduce the convenient notions of robust measures and robust en-
tropy, and relate them to Hausdorff dimension.
Section 3 deals with discretized projection theorems. The main result of this sec-
tion is Theorem 3.4 which, in the language of robust measures, combines and unifies
Bourgain’s discretized projection theorem with quantitative versions of more classi-
cal projection theorems going back to R. Kaufman and K. Falconer.
Section 4 contains two new multiscale decompositions of (regular) measures, see
Theorems 4.1 and 4.9. The proofs are reduced to combinatorial statements about
Lipschitz functions, that take up most of the section.
Theorems 1.3 and 1.7 are proved in Section 5.
In Section 6 we derive several applications and generalizations of Theorems 1.3
and 1.7. We begin in §6.1 with a straightforward application to one-parameter real-
analytic families. In §6.2, we complete the proof of Theorem 1.1. In §6.3, we apply
Theorem 1.7 to obtain incidence bounds for discretized families of curves, see The-
orem 6.3. This result is new even for lines; in this particular case, it complements
results of M. Bateman and V. Lie [2], and of L. Guth, N. Solomon and H. Wang [11].
Note that Theorem 1.3 only applies to projections onto the real line. In §6.4, we indi-
cate how to use W. He’s extension of Bourgain’s projection theorem to higher rank
projections in order to derive a higher rank extension of Theorem 1.3, see Theorem
6.11. Finally, we use this higher rank version to study spherical projections in §6.5,
in particular extending recent results of T. Orponen, and of B. Liu and C-Y. Shen.
As indicated earlier, Appendix A contains a variant, and a higher dimensional
generalization, of a spherical projection result of T. Orponen [25]. The results in this
appendix are used in the proofs of Theorem 1.1 in §6.2 and of Theorem 6.13 in §6.5.
Although we follow Orponen’s ideas closely, there are several changes in the details,
so we include full details for completeness. Likewise, Appendix B contains a crucial
estimate of the entropy of a smooth image of a measure in terms of linearized images
of small pieces of the measure in a multiscale decomposition, see Propositions B.1
and B.3. These are a key ingredient in the proofs of Theorems 1.3 and 1.7. The ideas
in this appendix are not new, but the statements differ enough from existing ones in
the literature that, again, we have chosen to include a complete proof.
Acknowledgements. Part of this work was completed while the author was visiting
the Universities of St Andrews and Cambridge. I am grateful for hospitality and
a productive work environment at both places. I thank K. He´ra for pointing out
Problem 4 in [1]. I am grateful to V. Lie for useful comments, and for sharing the
results from [2] . Finally, I have J. Zahl to thank for useful insights, and in particular
for pointing out the relevance of “train-track” examples in incidence counting.
2. NOTATION AND PRELIMINARY RESULTS
2.1. Notation. Weuse Landau’sO(·) notation: givenX > 0,O(X) denotes a positive
quantity bounded above by CX for some constant C > 0. If C is allowed to depend
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on some other parameters, these are denoted by subscripts. We sometimes write
X . Y in place of X = O(Y ) and likewise with subscripts. We write X & Y , X ≈ Y
to denote Y . X ,X . Y . X respectively.
The family of Borel probability measures on a metric spaceX is denoted by P(X),
and the family of Borel finite measures byM(X).
Logarithms are always to base 2.
We letDj be the family of half-open 2−j-dyadic cubes in Rd (where d is understood
from context), and let Dj(x) be the only cube in Dj containing x ∈ Rd. Given a
measure µ ∈ P(Rd), we also let Dj(µ) be the cubes in Dj with positive µ-measure.
We recall that, given A ⊂ Rd, we also denote by N (A, j) the number of cubes in Dj
that intersect A.
A 2−m-measure is a measure µ in P([0, 1)d) such that µQ is a multiple of Lebesgue
measure on Q for Q ∈ Dm. Hence, 2−m-measures are defined down to resolution
2−m. The set of 2−m measures on Rd will be denoted Pdm. Likewise, a 2
−m-set is a
union of cubes in Dm.
Due to our use of dyadic cubes, sometimes we will need to deal with supports in
the dyadic metric, i.e. given µ ∈ P([0, 1)d) we let
suppd(µ) = {x : µ(Dj(x)) > 0 for all j ∈ N}.
Note that µ(supp
d
(µ)) = 1 and that supp
d
(µ) ⊂ supp(µ).
If a measure µ ∈ P(Rd) has a density in Lp, then its density is sometimes also
denoted by µ, and in particular ‖µ‖p stands for the Lp norm of its density.
Let µ ∈ P([0, 1)d). If Q is a dyadic cube and µ(Q) > 0, then we denote µQ =
HomQµQ, where HomQ is the homothety renormalizing Q to [0, 1)
d. Thus, µQ is a
magnified and renormalized copy of the restriction of µ to Q; we sometimes refer to
such measures as conditional measures on Q.
Recall that the Grassmanian of linear k-planes in Rd is denoted by G(d, k). When
k = 1, we often identify G(d, 1) with Sd−1; the fact that the identification is two-to-
one does not cause any issues in practice. We denote the manifold of affine k-planes
in Rd by A(d, k).
2.2. Regular measures. A key role in the paper is played by measures with a uni-
form tree (or Moran) structure when represented in base 2T . This notion is made
precise in the next definition. Recall that Pdm stands for the family of 2
−m-measures
in Rd.
Definition 2.1. Given a sequence σ = (σ1, . . . , σℓ) ∈ [0, d)ℓ and T ∈ N, we say that
µ ∈ PdTℓ is (σ;T )-regular if for any Q ∈ DjT (µ), 1 ≤ j ≤ ℓ, we have
µ(Q) ≤ 2−Tσjµ(Q̂) ≤ 2µ(Q),
where Q̂ is the only cube in D(j−1)T containing Q. When T is understood from con-
text we will simply write that µ is σ-regular. The family of ((σ1, . . . , σℓ);T )-regular
measures on Rd will be denoted by RdT,ℓ.
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We note that the same notion appears in [19], but with a different normalization
for the parameters σj .
We further define various exponents related to regular measures. Given σ ∈ [0, d]ℓ,
we let
βj(σ) =
1
j
(σ1 + . . .+ σj) ,
β(σ) = βℓ(σ),
Wenote that these numbers lie in [0, d]; the next simple lemma shows that they reflect
the scaling behaviour of µ.
Lemma 2.2. Let ν ∈ P([0, 1)d) be (σ;T )-regular for some σ ∈ [0, d]ℓ, T ∈ N. Write
m = Tℓ and X = suppd(ν).
(i)
2−j2−jTβj(ν) ≤ ν(Q) ≤ 2−jTβj(ν)
for all Q ∈ DjT (X).
(ii)
2β(σ)m ≤ N (X,m) ≤ 2(β(σ)+1/T )m.
(iii)
2−ℓν ≤ 1X/|X| ≤ 2
ℓν.
Proof. From the definition it is clear that if Q ∈ DjT (ν) = DjT (X), then
(2.1) 2−j2−Tσ1 · · ·2−Tσj ≤ ν(Q) ≤ 2−Tσ1 · · · 2−Tσj ,
which is (i).
Claim (ii) follows easily from (2.1) applied with j = ℓ. For the final claim, it is
enough to establish the inequality for Q ∈ Dm, and this follows from (2.1) (which
implies ν(Q) ≤ 2m/Tν(Q′) for Q,Q′ ∈ Dm) and (ii). 
Starting with an arbitrary 2−m-measure, a pigeonholing argument (whichwe learned
from Bourgain’s work) allows us to find a set X with “large” measure such that µX
is regular:
Lemma 2.3. Fix T, ℓ ≥ 1 and ε > 0. Write m = Tℓ, and let µ ∈ Pdm. Then there is
a set X ⊂ supp
d
(µ) with µ(X) ≥ (2dT + 2)−ℓ such that µX is (σ;T )-regular for some
σ ∈ [0, d]ℓ).
See [19, Lemma 3.4] for the proof of this particular statement. Iterating the above
lemma, we can decompose an arbitrary measure µ ∈ Pdm into regular measures, plus
a negligible error. This is the content of the next crucial lemma whose proof can be
found in [19, Corollary 3.5].
Lemma 2.4. Fix T, ℓ ≥ 1 and ε > 0. Writem = Tℓ, and let µ ∈ Pdm. There exists a family
of pairwise disjoint 2−m-setsX1, . . . , XN with Xi ⊂ suppd(µ), and such that:
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(i) µ
(⋃N
i=1Xi
)
≥ 1 − 2−εm. In particular, if µ(A) > 2−εm, then there exists i such that
µXi(A) ≥ µ(A)− 2
−εm.
(ii) µ(Xi) ≥ 2−δm, where δ = ε+ log(2dT + 2)/T ,
(iii) Each µXi is (σ(i);T )-regular for some σ(i) ∈ [0, d]
ℓ.
2.3. Robust measures and robust entropy. We will need to deal with various dif-
ferent notions of “largeness” of a measure. The next definition captures the core
property shared by various of these notions.
Definition 2.5. A a measure µ ∈ P(Rd) is called (α, δ,m)-robust if, for any set Awith
µ(A) ≥ 2−δm, one has N (A,m) ≥ 2αm.
Recall that the entropy of µ ∈ P(X) with respect to a finite partition A of X (or of
a set of full µ-measure in X) is defined by
H(µ,A) =
∑
A∈A
µ(A) log(1/µ(A)).
We will sometimes write Hm(µ) in place of H(µ,Dm). Note that this quantity is not
normalized. For more about entropy, see Appendix B.
Given two measures µ, ν on the same space X and a number ∆ > 0, we write
ν ≤ ∆µ if ν(A) ≤ ∆µ(A) for all Borel sets A. In particular, µB ≤ µ(B)−1µ.
Definition 2.6. Let µ ∈ P(Rd), fix ∆ ≥ 1, and let A be a finite partition of supp(µ).
We define the ∆-robust entropy H∆(µ,A) as
inf{H(ν,A) : ν ∈ P(Rd), ν ≤ ∆µ}.
In the case A = Dm, we sometimes write H∆m(µ) in place of H
∆(µ,Dm).
The next lemma asserts that robust measures have large robust entropy.
Lemma 2.7. Given α, δ, ε > 0, the following holds for all m ≥ m0(α, δ, ε): if µ ∈ P(Rd) is
(α, δ,m)-robust, then
H2
δm/2
m (µ) ≥ (α− ε)m.
Proof. It follows from the definition that if ν ≤ 2δm/2µ, then ν is (α, δ/2, m)-robust. So
it is enough to show that if ν is (α, δ′, m)-robust andm≫α,δ′,ε 1, then
H(ν,Dm) ≥ (α− ε)m.
Now, if ν is (α, δ′, m)-robust, then the ν-mass of the union of all the cubes in Dm of
ν-measure > 2−αm is ≤ 2−δ
′m ≤ 1/2 (as there are < 2αm such cubes). If A denotes the
union of all the cubes in Dm of ν-mass ≤ 2−αm, then νA(Q) ≤ 21−αm for Q ∈ Dm, and
therefore, by the concavity of entropy,
H(ν,Dm) ≥ ν(A)H(νA,Dm) ≥ (1− 2
−δ′m)(αm− 1) ≥ (α− ε)m,
providedm is large enough. 
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The proof of the following lemma is standard. However, we will find the connec-
tion to robust entropy quite useful.
Lemma 2.8. Let µ ∈ P(Rd) be a measure such that, for each sufficiently large m and each
Borel set B with µ(B) ≥ m−2, there exists a measure ν supported on B such that
Hm(ν) ≥ αm
Then dimH(A) ≥ α for all Borel sets A of positive µ-measure.
Proof. Let {B(xi, ri)}i be a cover of A by balls of radius ≤ r, sufficiently small. Let
Im = {i : 2−m ≤ ri < 21−m}, and write Am =
⋃
i∈Im
B(xi, ri). By dyadic pigeonholing,
if we take r small enough in terms of µ(A), there is m such that µ(Am) ≥ m−2 and
hence, by assumption, there is a measure ν supported on Am such that
Hm(ν) ≥ αm =⇒ N (Am, m) ≥ 2
αm =⇒ |Im| & 2
αm.
We conclude that ∑
i
rαi ≈α
∑
p
|Ip|2
−αp ≥ |Im|2
−αm & 1,
and hence dimH(A) ≥ α, as claimed. 
In the previous lemma, an obvious choice is ν = µAi . However, in our applications
of the lemma we will need to use a different measure ν.
3. DISCRETIZED PROJECTION THEOREMS
Given θ ∈ Sd−1, we denote the orthogonal projection x 7→ 〈θ, x〉, Rd 7→ R, by Pθ. If
µ is a measure on Rd, we also write µθ = Pθµ.
We begin by recalling Bourgain’s discretized projection theorem. There are several
equivalent variants of the statement; the one we state is the special case m = 1 from
[12, Theorem 1].
Theorem 3.1. Given 0 < α < d and 0 < κ < 1 there exist δ, η > 0 such that the following
holds for all sufficiently largem. Let X ⊂ Bd(0, 1), and let ρ ∈ P(Sd−1) satisfy
N (X,m) ≥ 2m(α−δ),
N (X ∩B(x, r), m) ≤ 2δmrκN (X,m) for all r ∈ [2−m, 1], x ∈ Bd(0, 1),
ρ(H(r) ∩ Sd−1) ≤ 2δmrκ for all r ∈ [2−m, 1], H ∈ G(d, d− 1).
Then there is a set E ⊂ Sd−1 with ρ(E) ≤ 2−δm such that if θ ∈ Sd−1 \ E and X ′ ⊂ X
satisfiesN (X ′, m) ≥ 2−δmN (X,m), then
logN (PθX
′, m) ≥ m
(α
d
+ η
)
.
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Note that if we make η and δ slightly smaller, then they also work for nearby
values of κ and α. Hence there is no loss of generality in assuming that η and δ are
continuous functions of (κ, α).
While Bourgain’s projection theorem will be our main tool, we will also need to
consider the case in which logN (A,m)/m is close to either 0 or d. Crucially, we need
δ to be independent of logN (A,m) in the estimates; clearly, in Theorem 3.1 the value
of δmust depend on α if we allow values of α close to 0 or 1. Hencewe need to revisit
other (more classical) projection theorems, and combine them into a single result
that deals with the three regimes logN (A,m)/m ≈ 0, 0 ≪ logN (A,m)/m ≪ d and
logN (A,m)/m ≈ d. We start with a result that essentially goes back to R. Kaufman
[18] in the 1960s. Before stating it, recall that the σ-energy of ν ∈ M(Rd) is defined
as
Eσ(ν) =
∫∫
|x− y|−σ dν(x) dν(y) ∈ (0,∞].
Theorem 3.2. Fix 0 < σ < κ < 1. Let ρ ∈ P(Sd−1) satisfy
ρ(H(r) ∩ Sd−1) ≤ Crκ, H ∈ G(d, d− 1), r > 0,
and fix µ ∈ P(Rd). Then∫
Sd−1
Eσ(µθ) dρ(θ) ≤
(
1 +
Cσ
κ− σ
)
Eσ(µ).
Proof. The claim is implicit in the proof of [23, Theorem 5.1]; since it is not explicitly
stated in this form, we repeat the short argument for completeness. Fix x ∈ Rd \ {0},
and note that
{θ ∈ Rd : |Pθ(x)| < δ} = x
⊥ +B(0, δ/|x|).
and hence, using the assumption on ρ,
ρ{θ : |Pθ(x)| < δ} ≤ C(δ/|x|)
κ.
Using this, we estimate∫
Sd−1
|Pθ(x)|
−σ dρ(θ) =
∫ ∞
0
ρ{θ : |Pθ(x)|
−σ > r} dr
=
∫ |x|−σ
0
1 dr +
∫ ∞
|x|−σ
ρ{θ : |Pθ(x)| < r
−1/σ} dr
≤
(
1 +
Cσ
κ− σ
)
|x|−σ.
Using Fubini, we conclude∫
Sd−1
Eσ(µθ) dρ(θ) =
∫
Sd−1
∫∫
Rd×Rd
|Pθ(x− y)|
−σ dµ(x)dµ(y)dρ(θ)
≤
(
1 +
Cσ
κ− σ
)∫∫
Rd×Rd
|x− y|−σ dµ(x)dµ(y),
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as claimed. 
The following is a quantitative form of K. Falconer’s classical bound on the di-
mension of exceptional projections [8].
Theorem 3.3. Let ρ ∈M(Sd−1) satisfy
ρ(B(x, r)) ≤ rκ, x ∈ Sd−1, r > 0,
and fix µ ∈ P(Rd) such that Ed−κ(µ) <∞. Then µθ ∈ L2 for ρ-almost all θ, and∫
Sd−1
‖µθ‖
2
2 dρ(θ) . Ed−κ(µ).
Proof. In the course of the proof of [23, Theorem 5.6] it is shown that∫
Sd−1
∫
Rd
|µ̂θ(x)|
2 dx dρ(θ) .
∫
Rd
|µ̂(x)|2(1 + |x|)−κ dx.
Note that our κ corresponds to τ in [23, Theorem 5.6], and t = 1 in our setting. The
well-known expression of the energy in terms of the Fourier transform (see e.g. [23,
Theorem 3.10]) together with Plancherel yields the result. 
To conclude this section, we combine Theorems 3.1, 3.2 and 3.3 in the language of
robust measures.
Theorem 3.4. Given 0 < κ < 1 there exists η = η(κ) > 0 such that the following holds
for all sufficiently small δ ≤ δ0(κ) and all sufficiently large m ≥ m0(δ). Fix α ∈ [0, d]. Let
µ ∈ Pm([0, 1)d), and let ρ ∈ P(Sd−1) satisfy
µ(B(x, r)) ≤ 2δmrα for all r ∈ [2−m, 1], x ∈ [0, 1)d,
ρ(H(r) ∩ Sd−1) ≤ 2δmrκ for all r ∈ [2−m, 1], H ∈ G(d, d− 1).
Then there is a set E ⊂ Sd−1 with ρ(E) ≤ 2−δm such that µθ is (γ(α), δ,m)-robust for all
θ ∈ Sd−1 \ E, where
γ(α) =
 α− 6δ if α < κ/2α/d+ η if κ/2 ≤ α ≤ d− κ/21− 6δ if α > d− κ/2 .
Proof. First case: α ∈ [κ/2, d− κ/2]: As already noted, we may assume that in Theo-
rem 3.1 the same values of δ and η work for all α ∈ [κ/2, d− κ/2] (hence δ, η depend
on κ only). We will in fact assume that δ = δ(κ) is small enough that the conclusion
of Theorem 3.1 holds for 4δ in place of δ.
Theorem 3.1 applies to sets rather than measures, as in our current context. We
will use a fairly standard argument to deal with this. For an integer j ≥ 0, let
Xj =
⋃
{Q ∈ Dm : 2
−j−1 < µ(Q) ≤ 2−j},
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and set J = {j : µ(Xj) ≥ 2−2δm}. Note that
µ
(
∞⋃
j=2dm
Xj
)
≤ 2dm2−2dm = 2−dm ≪ 2−2δm.
In particular, J ⊂ {0, . . . , 2dm− 1}, and if we set Z = [0, 1)d \ ∪j∈JXj , then
(3.1) µ(Z) ≤ 2dm2−2δm + 2−dm ≤ 3dm2−2δm.
Now the concentration condition on µ implies that, for j ∈ J ,
µXj (B(x, r)) ≤ µ(Xj)
−1µ(B(x, r)) ≤ 23δmrα (x ∈ [0, 1)d, r ∈ [2−m, 1]).
In particular,
µXj(Q) . 2
(3δ−α)m for all Q ∈ Dm,
so that N (Xj, m) & 2(α−3δ)m. Also, by definition, 1Xj/|Xj| ≤ 2µXj . Hence
|Xj ∩ B(x, r)| . 2
3δm|Xj |r
α (x ∈ [0, 1)d, r ∈ [2−m, 1]),
and since Xj is a union of 2
−m-cubes, this translates into a corresponding bound for
the counting numbers N (Xj ∩ B(x, r), m).
We have checked that the hypotheses of Theorem 3.1 hold for Xj , j ∈ J (with
4δ in place of δ). Let Ej be the exceptional set given by the theorem, and define
E = ∪j∈JEj . Note that
ρ(E) ≤ |J |2−4δm ≤ 2dm2−4δm ≪ 2−δm.
Fix θ ∈ Sd−1 \ E, and let A be a set with Pθµ(A) ≥ 2−δm. It follows from (3.1) and the
decomposition µ = µ(Z)µZ +
∑
j∈J µ(Xj)µXj that there is j ∈ J such that
µXj (P
−1
θ A) ≥ µ(A)− µ(Z) ≥
1
2
2−δm,
and hence |Xj ∩ P
−1
θ A| ≥
1
4
2−δm|Xj|. Again using the fact that Xj is a union of
cubes in Dm, we get a corresponding estimate for counting numbers. Since θ /∈ Ej ,
Theorem 3.1 implies that
logN (A,m) ≥ (α/d+ η)m,
and thus we have verified that Pθµ is (α/d+ η, δ,m)-robust, as desired.
Second case: α < κ/2: It follows from the non-concentration assumption on µ that
Eα(µ) .
m−1∑
p=0
2pα(µ× µ){(x, y) : |x− y| ≤ 21−p}
≤
m−1∑
p=0
2pαmax
x
{µ(B(x, 21−p))} . m2δm.
Hence we get from Theorem 3.2 (applied with C = 2δm and α in place of σ) that∫
Sd−1
Eα(µθ) dρ(θ) .κ m2
2δm,
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and therefore ρ(E) ≤ 2−δm, where
E = {θ ∈ Sd−1 : Eα(µθ) ≥ Cκm2
3δm},
for a suitable Cκ > 0. Fix θ ∈ Sd−1 \ E and suppose µθ(A) ≥ 2−δm. Then, writing
ν = (µθ)A,
Eα(ν) . µ(A)
−2Eα(µθ) ≤ Cκm2
5δm.
On the other hand, it follows e.g. from [19, Lemma 3.1] and Cauchy-Schwarz that
Eα(ν) &α 2
αm
∑
I∈Dm
ν(I)2 ≥ 2αmN (A,m)−1.
Combining the last two displayed equations we see that µθ is (α− 6δ, δ,m)-robust if
m is large enough, as claimed.
Third case: α > d − κ/2. To begin, we note that, arguing as above and using the
concentration assumption on µ,
Ed−κ(µ) .
m−1∑
p=0
2p(d−κ)max
x
{µ(B(x, 21−p))} .κ 2
δm.
Applying Theorem 3.3 to 2−δmρ, we deduce that, providedm is large enough,∫
Sd−1
‖µθ‖
2
2 dρ(θ) . 2
2δm.
Let E = {θ : ‖µθ‖
2
2 ≥ Cd2
3δm}, where Cd is large enough, so that ρ(E) ≤ 2
−δm. Fix
θ ∈ Sd−1 \E and A such that µθ(A) ≥ 2−δm. Writing again ν = (µθ)A, we have ‖ν‖22 ≤
µθ(A)
−2‖µθ‖22 ≤ Cd2
5δm, and by a well-known application of Cauchy-Schwarz (see
e.g. [19, Lemma 6.5]) we conclude that N (A,m) ≥ 2m‖ν‖−22 ≥ 2
(1−6δ)m, confirming
that µθ is (1− 6δ, δ,m)-robust. 
4. MULTISCALE DECOMPOSITIONS OF REGULAR MEASURES
4.1. Anewmultiscale decomposition. The goal of this section is to establish the fol-
lowing result, providing a new kind of multiscale decomposition of a regular mea-
sure µ. Recall that, by Lemma 2.4, one can decompose an arbitrary 2−m-measure into
regular pieces plus an error term.
Roughly speaking, the conclusion of the theorem says that given a regular mea-
sure µ, one can find a sequence of scales 2−mj , such that for Q ∈ Dmj , the conditional
measures µQ satisfy a near-Frostman decay condition. Moreover, and crucially, for a
positive density of scales (weighted according to the measure), the Frostman expo-
nent is bounded away from 0 and 1. This last claim fails if µ is the uniform measure
on a square, and the assumptions of the theorem are meant precisely to avoid this
counterexample. Moreover, the scalesmj can be chosen to satisfymj+1 ≤ 2mj , which
is critical for linearization arguments.
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Theorem 4.1. For every u > 0, there are ξ = ξ(u) > 0 and ε1(u) > 0 with the following
property. For any 0 < ε < ε1(u) there is τ = τ(ε) > 0 such that the following holds for all
sufficiently large T ≥ T0(ε) and ℓ ≥ ℓ0(T, ε):
Let µ be a ((σ1, . . . , σℓ);T )-regular measure on [0, 1)
d with (dyadic) supportX , and write
m = ℓT . Suppose
(4.1) µ(B(x, |X|1/d)) ≤ 2−um for all x.
Then there are a collection of pairwise disjoint intervals {[Aj , Bj+1)} contained in [0, ℓ) and
numbers αj ∈ [0, d], such that the following hold:
(i) τℓ ≤ Bj −Aj ≤ Aj for all j.
(ii) Writemj = T (Bj −Aj). For each Q ∈ DTAj ,
µQ(B(x, r)) ≤ 2εmjrαj for all r ∈ [2−mj , 1].
(iii) ∑
j
αjmj ≥ (β(σ)− ε)m,
(iv) ∑
{mj : αj ∈ [ξ, d− ξ]} ≥ ξm.
Theorem 4.1 will be proved in the rest of the section. Following [19], the problem
is translated into one about Lipschitz functions on the line, but both the statement of
the problem and the solution differ substantially from [19].
4.2. Decompositions of Lipschitz functions into almost linear/superlinear pieces.
In this section we deal with the following kind of problem: giving a Lipschitz func-
tion f : [a, b] → R, we aim to find non-overlapping intervals Ij such that f |Ij is close
to linear/bounded below by a linear function, and the union of the Ij exhaust most
of the original interval [a, b]. We start by making some of these concepts precise.
Definition 4.2. Given a function f : [a, b]→ R, we let
sf(a, b) =
f(b)− f(a)
b− a
be the slope of the linear function that agrees with f on a and b. We also write
Lf,a,b(x) = f(a) + sf(a, b)(x− a)
for the linear function that agrees with f at a and b. We say that (f, a, b) is ε-linear if∣∣f(x)− Lf,a,b(x)∣∣ ≤ ε|b− a| for all x ∈ [a, b].
Likewise, we say that (f, a, b) is ε-superlinear if
f(x) ≥ Lf,a,b(x)− ε|b− a| for all x ∈ [a, b].
Sometimes we say that f is linear/superlinear on [a, b] to mean that (f, a, b) is lin-
ear/superlinear.
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The following is our basic lemma for finding intervals on which f is ε-linear. A
small variant of the lemma was posed as a problem on the 20-th Annual Vojteˇch
Jarnı´k International Mathematical Competition; I thank K. He´ra for pointing this
out. The proof below is repeated from [1].
Lemma 4.3. For every ε > 0 there is δ = δ(ε) > 0 such that the following holds: for any
1-Lipschitz function f : [a, b] → R there exists a sub-interval [c, d] ⊂ [a, b] with (d − c) ≥
δ(b− a) such that (f, c, d) is ε-linear. In fact, δ = ε⌊1/ε⌋ works.
Proof. By replacing f with −f if needed, we may assume that f(b) ≥ f(a). We claim
that if (f, a, b) is not ε-linear, then there exists an interval [a′, b′] ⊂ [a, b] with b′ − a′ ≥
ε(b − a) such that sf (a′, b′) ≥ sf (a, b) + ε. Suppose, then, that (f, a, b) is not ε-linear,
which by definition means that there is x ∈ [a, b] such that∣∣f(x)− Lf,a,b(x)∣∣ > ε(b− a).
Replacing, if needed, f by the flip f˜(x) = −f(a + b− x) and x by a + b − x, we may
assume that f(x)− Lf,a,b(x) > ε(b− a). We have
sf(a, x) =
f(x)− f(a)
x− a
≥
sf(a, b)(x− a) + ε(b− a)
x− a
≥ sf(a, b) + ε.
On the other hand,
x− a ≥ f(x)− f(a) ≥ sf(a, b)(x− a) + ε(b− a) ≥ ε(b− a),
so [a, x] is the claimed interval.
Now let [a0, b0] = [a, b], and inductively apply the claim and set [aj+1, bj+1] = [a
′
j , b
′
j]
so long as (f, aj , bj) is not ε-linear. Since sf(a0, b0) ≥ 0 and sf (aj, bj) ≤ 1, the process
must stop in j ≤ ⌊1/ε⌋ steps. Then [aj, bj ] is the desired interval. 
By iterating the above lemma, we can cover most of [a, b] by intervals on which f
is ε-linear. We use L to denote Lebesgue measure.
Lemma 4.4. For every ε > 0 there is τ > 0 such that the following holds: for any 1-Lipschitz
function f : [a, b] → R there exists a family of non-overlapping intervals {[cj , dj]}
M
j=1 such
that:
(i) (f, cj, dj) is ε-linear for all j.
(ii) dj − cj ≥ τ(b− a) for all j.
(iii) L ([a, b] \ ∪j [cj, dj]) ≤ ε(b− a).
Proof. Apply Lemma 4.3 to the interval [a, b] to obtain an interval [x1, y1] ⊂ [a, b].
Next, apply Lemma 4.3 to the intervals [a, x1] and [y1, b] to obtain intervals [x2, y2]
and [x3, y3] (we allow for degenerate intervals). Continue inductively. In each step, a
proportion at least δ = δ(ε) is removed from the length of the set [a, b] \ ∪2
ℓ−1
k=1 [xk, yk],
so after a number N(ε) of steps the remaining length is at most (ε/2)|b− a|. The total
number of intervals is 2N(ε) − 1. Hence, if τ = ε2−(N(ε)+1), the intervals of length
< τ |b− a| contribute length at most (ε/2)|b− a|. Removing them from the collection
of all [xk, yk] we obtain the desired collection of intervals [cj, dj]. 
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Corollary 4.5. For every ε > 0 there is τ = τ(ε) > 0 such that the following holds: for
any 1-Lipschitz function f : [a, b] → R there exists a family of non-overlapping intervals
{[cj, dj]}j , such that:
(i) (f, cj, dj) is ε-linear for all j.
(ii) τ(b− a) ≤ dj − cj ≤ cj for all j.
(iii) L ([a, b] \ ∪j [cj, dj]) ≤ ε|b− a|.
Proof. Let τ = τ(ε) be the number given by Lemma 4.4. Let k0 be the largest (nega-
tive) integer such that 2k0+1 ≥ ε. Apply Lemma 4.4 to the intervals
Ik = [a+ 2
k(b− a), a+ 2k+1(b− a)], k = k0, . . . ,−2,−1,
and collect all resulting intervals. It is easy to check that the conclusion holds with
2ε in place of ε and ετ in place of τ , which is a formally equivalent statement. 
The next lemma is similar to Lemma 4.4, but we get the additional information
that the slopes of f on the sub-intervals are increasing; the price to pay is that f
becomes ε-superlinear on the sub-intervals (instead of ε-linear).
Lemma 4.6. Given ε > 0 there is τ = τ(ε) > 0 such that the following holds. Let
f : [a, b] → R be a 1-Lipschitz function. Then there exists a collection of non-overlapping
intervals {[ak, bk]}k such that bk+1 ≤ ak and:
(i) (f, ak, bk) is ε-superlinear for all k.
(ii) bk − ak ≥ τ(b− a) for all k.
(iii) L ([a, b] \ ∪k[ak, bk]) ≤ ε|b− a|.
(iv) The sequence sf(ak, bk) is increasing.
Proof. Without loss of generality, f(a) = 0. Let τ = τ(ε2/4) be the number given by
Lemma 4.4 applied with ε2/4 in place of ε, and let {[ci, di]}i be the intervals given
by the lemma. Write E = [a, b] \ ∪i(ci, di), so that L(E) ≤ ε2(b − a)/4. Let C =
{ci} ∪ {di} ∪ {a}. For each y ∈ (a, b] let x = P (y) be the element of C ∩ [a, y) that
maximizes sf(x, y) (if there are several such elements, pick the largest one). Let y0 = b
and so long as yj > a inductively set yj+1 = P (yj). By construction, the sequence
sf(yj+1, yj) is increasing. Let
J1 = {j : |[yj+1, yj] ∩ E| ≥ (ε/2)(yj − yj+1)},
J2 = {j : yj − yj+1 < τ(b− a)}.
We let {[ak, bk]} be the collection {[yj+1, yj] : j /∈ J1 ∪ J2}, ordered so that bk ≤ ak+1.
The claims that sf(ak, bk) is increasing and bk − ak ≥ τ(b − a) are clear. Also, since
L(E) ≤ ε2(b− a)/4, ∑
j∈J1
(yj − yj+1) ≤ 2L(E)/ε ≤ (ε/2)(b− a).
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Likewise, any interval [yj+1, yj] with yj − yj+1 < τ(b − a) is contained in E, and
therefore ∑
j∈J2
(yj − yj+1) ≤ L(E) ≤ (ε/2)(b− a).
It follows that
L ([a, b] \ ∪k[ak, bk]) ≤ ε(b− a).
It remains to prove that if j /∈ J1∪J2, then (f, yj+1, yj) is ε-superlinear. For simplicity,
we write y = yj+1, y
′ = yj . By the definition of J1, the interval [y, y′] can be split
into the union of some intervals ([ci, di])i∈I plus a remainder set of measure at most
(ε/2)(y′ − y). Since y = P (y′), we know that
sf (x, y
′) ≤ sf(y, y
′), x ∈ {ci, di}, i ∈ I,
which in turn implies that
Lf,ci,di(x) ≥ Lf,y,y′(x), x ∈ [ci, di], i ∈ I.
Since f is (ε2/4)-linear on [ci, di], we get that, for x ∈ [ci, di],
f(x) ≥ Lf,ci,di(x)− (ε
2/4)(di − ci) ≥ Lf,y,y′(x)− (ε
2/4)(y′ − y).
Finally, if x ∈ [y, y′] ∩ E, we can find x′ = ci or x′ = di with |x′ − x| ≤ (ε/2)(y′ − y).
Applyingwhat we already know to x′ and the 1-Lipschitz property of f , we conclude
f(x) ≥ f(x′)− (ε/2)(y′ − y) ≥ Lf,y,y′(x)− (ε
2/4 + ε/2)(y′ − y),
completing the proof. 
We are now able to prove the main result of this section. The statement is similar
to that of the previous lemmas, but the crucial new element is that the slopes of
f : [0, 1] → R on many of the sub-intervals are bounded away from 0 and 1. Note
that this cannot hold for the function f that has slope 0 on [0, 1 − s] and slope 1 on
[1− s, 1], where s = f(1). In other words, we must have f(1− s) > f(0). It turns out
that this assumption is also sufficient, with the parameters measuring “many” and
“bounded away” unsurprisingly depending on the difference f(1− s)− f(0).
Proposition 4.7. Given s ∈ (0, 1), t ∈ (0, 1) there is ξ = ξ(s, t) > 0 such that the following
holds for all sufficiently small ε ≤ ε1(s, t) and τ = τ(ε) > 0.
Let f : [0, B]→ R be a non-decreasing, 1-Lipschitz function with
f(0) = 0, f((1− s)B) ≥ tB, f(B) = sB.
Then there is a collection of intervals {[aj , bj]}j such that bj+1 ≤ aj and:
(i) (f, aj, bj) is ε-superlinear for all j.
(ii) τB ≤ bj − aj ≤ aj for all j.
(iii) L ([0, B] \ ∪j [aj , bj]) ≤ εB.
(iv)
∑
{bj − aj : sf(aj , bj) ∈ [ξ, 1− ξ]} ≥ ξB.
Moroever, the values of ξ and ε1 can be chosen to be uniform over s, t varying in any compact
subset of (0, 1).
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Proof. Replacing f(x) by g(x) = f(Bx)/B : [0, 1] → R we may and do assume that
B = 1.
Let σ = σ(s, t) > 0 be a small enough number to be chosen later. We split [0, 1] as a
union of non-overlapping intervals {In = [cn, cn+1]}Nn=0 with cn increasing such that:
(1) |I0| = 4σ,
(2) For each n ∈ [1, N ], σ ≤ |In| ≤ 2σ,
(3) There is n0 ∈ [1, N ] such that 1− s = cn0 .
This can be easily arranged if σ is small enough in terms of s. For example, we can
take I0 = [0, 4σ], and then split each of [4σ, 1− s] and [1− s, 1] into intervals of length
equal to or slightly larger than σ. We note the following consequence of (1) and (2)
that will be used later: for each n ∈ [1, N ],
|In|+ |In+1| ≤ c1 ≤ cn.
Fix ε0; we will later require it to be small enough in terms of σ. We will eventually
choose ε = 4ε0/σ. Let τ0 = τ0(ε0) be the smaller of the values of τ arising from
Corollary 4.5 and Lemma 4.6. We apply Corollary 4.5 to the interval I0, and Lemma
4.6 to the intervals In for each n ∈ [1, N ], in both cases with ε0 in place of ε, to obtain
intervals {[an,k, bn,k]}k. We write sn,k = sf(an,k, bn,k) for simplicity (the function f is
fixed throughout the proof).
We let ζ ∈ (0, σ) be a small parameter that will ultimately be chosen small enough
in terms of σ (hence in terms of s, t only); in fact ζ = σ/11 works. We subdivide the
indices n ∈ [1, N ] into various disjoint classes:
I1 =
{
n ∈ [1, N ] :
∑
k
{bn,k − an,k : sn,k ≤ ζ} ≥ (1− σ)|In|
}
,
I2 =
{
n ∈ [1, N ] :
∑
k
{bn,k − an,k : sn,k ≥ 1− ζ} ≥ (1− σ)|In|
}
,
I3 =
{
n ∈ [1, N ] \ (I1 ∪ I2) :
∑
k
{bn,k − an,k : sn,k /∈ [ζ, 1− ζ ]} ≥ (1−
σ
2
)|In|
}
,
I4 = [1, N ] \ (I1 ∪ I2 ∪ I3).
Roughly speaking, if n ∈ I1 then f(cn+1) ≈ f(cn) (so that f must be roughly constant
on In); if n ∈ I2, then f is close to a linear function with slope 1 on In; if n ∈ I3, then
f is close to a piecewise linear function that has slope 0 in an initial interval [cn, zn]
and then slope 1 on [zn, cn+1] (with zn not too close to either cn or cn+1).
We claim that if I4 6= ∅ then we are done. Indeed, note that∑
k
bn,k − an,k ≥ (1− ε0)|In| ≥ (1− σ/4)|In|,
provided ε0 ≤ σ/4. Hence, if n ∈ I4, then∑
{bn,k − an,k : sn,k ∈ [ζ, 1− ζ ]} ≥
σ
4
|In| ≥
σ2
4
.
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On the other hand, for each n ∈ [0, N ],
bn,k − an,k ≤ |In| ≤ cn ≤ an,k,
bn,k − an,k ≥ τ0|In| ≥ στ0,
so the collection {[an,k, bn,k]}n,k already works (we take ε = ε0 in this case). We hence
assume that I4 is empty from now on.
Claim 1. There is n ∈ [n0, N ] such that n /∈ I2, provided σ is chosen small enough
in terms of s, t; in fact, σ < 1−
√
1− t/s is enough (any value of σ works if t/s > 1).
Indeed, suppose n ∈ I2 for all n ∈ [n0, N ]. Since
f(bn,k) = f(an,k) + sn,k(bn,k − an,k),
and f is non-decreasing, it easily follows from the definition of I2 and the inequality
ζ ≤ σ that
f(cn+1) ≥ f(cn) + (1− σ)
2(cn+1 − cn)
for all n ∈ I2. Adding from n0 to N , and using that f(cn0) = f(1− s) ≥ t, we get
s = f(1) ≥ t+ (1− σ)2 · s,
which contradicts the choice of σ.
Claim 2. There is n ∈ [1, n0] such that n /∈ I1, provided σ < t/6.
To see this, assume on the contrary that n ∈ I1 for all n ∈ [0, n0] and note that since
f is 1-Lipschitz and ζ ≤ σ,
f(c1) ≤ |I0| = 4σ,
f(cn+1) ≤ f(cn) + 2σ|In| for all n ∈ [1, n0],
and hence, telescoping,
f(1− s) = f(cn0) ≤ f(c1) + 2σ ≤ 6σ.
This contradicts the assumption f(1− s) > t if σ < t/6.
In conclusion, since we are assuming that I4 = ∅, there must exist n ∈ [2, N ] such
that n − 1 ∈ I2 ∪ I3 and n ∈ I1 ∪ I3. We work with this fixed value of n for the rest
of the proof. Unpacking the definitions, this implies that∑
{bn−1,k − an−1,k : sn−1,k ≥ 1− ζ} ≥
σ
2
|In−1|,∑
{bn,k − an,k : sn,k ≤ ζ} ≥
σ
2
|In|.
Let
k′ = min{k : sn−1,k ≥ 1− ζ}.
Write a˜ = an−1,k′ , and note that a˜ ≤ cn −
σ
2
|In−1|. Recall that sn−1,k is increasing in k,
f is ε0-superlinear on [an−1,k, bn−1,k], and
∑
k bn−1,k − an−1,k ≥ (1 − ε0)|In−1|. It then
follows that
(4.2) f(x) ≥ f(a˜) + (1− ζ)(x− a˜)− 2ε0|In−1| for all x ∈ [a˜, cn].
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Likewise, if we set
k′′ = max{k : sn,k ≤ ζ},
and write b˜ = bn,k′′ , then b˜ ≥ cn +
σ
2
|In| and
(4.3) f(cn) ≤ f(x) ≤ f (˜b) ≤ f(x) + ζ (˜b− x) + ε0|In| for all x ∈ [cn, b˜].
We will show that that
(4.4) ζ ≤ sf (a˜, b˜) ≤ 1− ζ.
provided ζ ≤ σ/11 and ε0 ≤ ζ . Indeed:
sf (a˜, b˜) ≤
(cn − a˜) + (ζ + ε0)|In|
b˜− a˜
((4.3) for x = cn)
≤ 1−
|In|(σ/2− 2ζ)
b˜− a˜
(˜b ≥ cn +
σ
2
|In|)
≤ 1−
1
3
(σ/2− 2ζ) ≤ 1− ζ ((2), ζ ≤ σ/10).
On the other hand,
sf(a˜, b˜) ≥
f(cn)− f(a˜)
b˜− a˜
(f non-decreasing)
≥
(cn − a˜)(1− ζ)− 2ε0|In−1|
b˜− a˜
((4.2) for x = cn)
≥
(σ/2)|In−1|(1− ζ)− 2ε0|In−1|
|In−1|+ |In|
(a˜ ≤ cn −
σ
2
|In−1|)
≥
1
3
(σ/2(1− ζ)− 2ζ) ≥ ζ ((2), ζ ≤ σ/11, σ ≤ 1).
We have verified that (4.4) holds. We will now use this to show that (f, a˜, b˜) is ε-
superlinear, where we define ε = 4ε0/σ. It follows from (4.2) and the right-hand side
inequality in (4.4) that, for x in the interval [a˜, cn],
f(x) ≥ Lf,a˜,˜b(x)− 2ε0|In−1|.
Now, for x ∈ [cn, b˜] we know from (4.3) that
f(x) ≥ f (˜b)− ζ (˜b− x)− ε0|In|
= f(a˜) + sf(a˜, b˜)(˜b− a˜)− ζ (˜b− x)− ε0|In|
≥ f(a˜) + sf(a˜, b˜)(x− a˜)− ε0|In| = Lf,a˜,˜b(x)− ε0|In|,
using that sf(a˜, b˜) ≥ ζ in the last line. Since max(|In−1|, |In|) ≤ (σ/2)−1(˜b − a˜), we
have shown that (f, a˜, b˜) is (4ε0/σ)-superlinear, as claimed.
Now the collection consisting [a˜, b˜] together with all the intervals {[an˜,k, bn˜,k]}Nn˜=0
disjoint from [a˜, b˜] is easily seen to satisfy the claims in the proposition: the intervals
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[an˜,k, bn˜,k] satisfy (i)-(ii) by the same reasoning as in the case I4 6= ∅, while we have
verified that (f, a˜, b˜) is ε-superlinear,
σ2/2 ≤ σ|In−1|/2 ≤ |˜b− a˜| ≤ |In−1|+ |In| ≤ cn−1 ≤ a˜,
and (iv) follows with ξ = min(σ2/2, ζ) from |˜b − a˜| ≥ σ2/2 and (4.4). Finally, (iii)
also follows since the total length of the intervals is at least the sum of the lengths of
[an˜,k, bn˜,k], which is at least 1− ε0 ≥ 1− ε by construction.
Finally, it is clear that all the parameters appearing in the proof can be taken to
work in a neighborhood of s and t, and this completes the proof of the proposition.

4.3. The proof of Theorem 4.1, and a variant. We now convert the combinatorial
decompositions from the previous section into suitable multiscale decompositions
of regular measures, in particular proving Theorem 4.1. We start with a variant of
Proposition 4.7 in which the endpoints of the intervals [aj , bj ] lie on a lattice.
Corollary 4.8. Let f : [0, B] → R be a 1-Lipschitz function satisfying the assumptions of
Proposition 4.7. Then in Proposition 4.7 we may further request that the numbers aj and bj
lie in (B/ℓ)N0 provided ℓ ≥ ℓ0(ε) is sufficiently large (after changing the values of τ and ξ
slightly).
Proof. We may assume B = 1. Let {[aj , bj]} be the intervals given by Proposition 4.7,
and set
a˜j =
⌈ℓaj⌉
ℓ
, b˜j =
⌊ℓaj⌋
ℓ
.
Then aj ≤ a˜j ≤ aj + 1/ℓ and bj − 1/ℓ ≤ b˜j ≤ bj . Since f is 1-Lipchitz and non-
decreasing, the same inequalities are preserved when applying f . If ℓ is taken large
enough in terms of τ (hence in terms of ε), then b˜j − a˜j ≥ bj − aj − τ 2 (say) so that (ii)
and (iii) continue to hold with τ/2 in place of τ . Likewise, a short calculation shows
that if ℓ is large enough then
|sf,a˜j ,˜bj − sf,aj ,bj | ≤ ε,
and if (f, aj, bj) is ε-superlinear, then (f, a˜j , b˜j) is (2ε)-superlinear. Using these facts
it is easy to check that (i) and (iv) continue to hold for the intervals [a˜j , b˜j ], with 2ε in
place of ε and, say, ξ/2 in place of ξ. 
We can now complete the proof of Theorem 4.1.
Proof of Theorem 4.1. Let
ξ = inf
s∈[u/4,1−u/2]
ξ(s, u/(2d)) > 0,
ε1 = inf
s∈[u/4,1−u/2]
ε1(s, u/(2d)) > 0,
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be the values given by Proposition 4.7, and note that they depend only on u and
d. Fix ε ∈ (0, ε1), and let τ(ε), ℓ0(ε) be the numbers given by Proposition 4.7. Take
ℓ ≥ ℓ0(ε).
Let f : [0, ℓ]→ [0, ℓ] be the function such that f(0) = 0,
f(j) =
1
d
(σ1 + . . .+ σj) (j = 1, . . . , ℓ),
and interpolates linearly between j and (j + 1). Since σi ∈ [0, d], the function f
is 1-Lipschitz and non-decreasing. Let {[Aj, Bj ]}Mj=1 be the intervals provided by
Proposition 4.7. In light of Corollary 4.8, we may and do assume that Aj , Bj ∈ N0.
Write β = β(σ), and note that s := f(ℓ)/ℓ = β/d. Since |X| ≥ 2−dm, it follows from
(4.1) that µ(Q) . 2−um for all Q ∈ Dm, and therefore N (X,m) & 2um. On the other
hand, we may cover [0, 1]d by . |X|−1 balls of radius |X|1/d, whence 1 . |X|−12−um.
Hence, if T is large enough in terms of u, we may assume
(4.5) 2(u/2−d)m ≤ |X| ≤ 2−um/2.
Now, from this and Lemma 2.2(ii), we get that, provided 1/T ≤ ε ≤ u/2,
1− s− ε ≤
log |X|
−md
≤ 1− s =⇒ s ∈ [u/4, 1− u/2].
Let j = ⌊(1 − s)ℓ⌋, and note that any cube Q of side length 2−jT can be covered by
Cd,T = Od,T (1) balls of radius 2
−(1−s)m ≤ |X|1/d. It follows from our assumption (4.1)
that
logµ(Q) ≤ log(Cd,T )− um ≤ (ε− u)m,
provided ℓ is large enough in terms of ε, d, T . On the other hand, we get from Lemma
2.2(i) that for all 2−jT -dyadic cubes Q hitting X , we have the lower bound
log µ(Q) ≥ −εm−
(
(m/ℓ)(σ1 + . . .+ σ⌊(1−s)ℓ⌋
)
,
provided T is large enough in terms of ε. Comparing the upper and lower bounds
on log µ(Q), we conclude
f((1− s)ℓ) ≥
1
d
(σ1 + . . .+ σ⌊(1−s)ℓ⌋) ≥
1
d
(u− 2ε)ℓ ≥
uℓ
2d
,
provided ε is small enough in terms of u. We have therefore checked that the hy-
potheses of Proposition 4.7 are satisfied with our choice of parameters.
Claim (i) is clear. Let αj = dsf(Aj , Bj). By the definition of f ,
sf (Aj, Bj) =
σAj+1 + · · ·+ σBj
d(Bj −Aj)
.
Since (f, Aj, Bj) is ε-superlinear,
d(f(Aj + k)− f(Aj)) = σAj+1 + . . .+ σAj+k ≥ kαj − dε(Bj −Aj),
for any k ∈ [0, Bj−Aj ]. FixQ ∈ DTAj . It follows from the first part of Lemma 2.2 that
µQ(R) ≤ 2dεT (Bj−Aj)2−kTαj
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for all R ∈ DkT (suppd(µ
Q)). Any ball B = B(x, r) with x ∈ supp(µQ), r ∈ [2−mj , 1]
can be covered by OT (1) 2
T -adic cubes of side length 2−kT ≤ r. Therefore, provided
ℓ is taken large enough in terms of ε, T ,
µQ(B(x, r)) ≤ 22dεmjrαj
for all r ∈ [2−mj , 1] and all x ∈ supp(µQ). This gives (ii), with 2dε in place of ε.
For the third claim, write [0, ℓ] \ ∪j [Aj , Bj] = ∪i[Ci, Di] with the intervals [Ci, Di]
non-overlapping. We know from Corollary 4.5 that
∑
iDi−Ci ≤ εℓ, and sf(Ci, Di) ≤
1 simply because f is 1-Lipschitz. On the other hand, telescoping,
ℓsf(0, ℓ) =
∑
j
(Bj −Aj)sf(Aj , Bj) +
∑
i
(Di − Ci)sf(Ci, Di).
Recalling that αj = dsf(Aj, Bj), we deduce that (iii) holds.
Finally, from the last part of Proposition 4.7 we obtain∑
{mj : αj ∈ [ξ, d− ξ]} ≥ T
∑
{Bj − Aj : sf(Aj , Bj) ∈ [ξ/d, 1− ξ/d]} ≥ ξm.
Hence (iv) holds, and this completes the proof. 
In a very similar (but simpler) way, we obtain the following:
Theorem 4.9. For every ε > 0 there is τ = τ(ε) > 0 such that the following holds for all
sufficiently large T ≥ T0(ε) and for all large enough ℓ ≥ ℓ0(T, ε):
Let µ be a ((σ1, . . . , σℓ);T )-regular measure on [0, 1)
d with supportX , and writem = ℓT .
Then there are a collection of pairwise disjoint intervals {[Aj , Bj+1)} contained in [0, ℓ) and
numbers αj , such that the following hold:
(i) τℓ ≤ Bj −Aj ≤ Aj for all j.
(ii) Writemj = T (Bj −Aj). For each Q ∈ DTAj ,
2−εmjrαj ≤ µQ(B(x, r)) ≤ 2εmjrαj for all r ∈ [2−mj , 1], x ∈ supp(µQ).
(iii) ∑
j
αjmj ≥ (β(σ)− ε)m.
The proof is the same as that of Theorem 4.1, except that we rely on Corollary 4.5
(providing a decomposition into ε-linear, rather than superlinear, pieces) instead of
Proposition 4.7.
5. PROOF OF MAIN RESULTS
5.1. Proof of Theorem 1.7. In this section we prove Theorems 1.3 and 1.7, starting
with the latter.
The number κ and the family F = {Fλ : λ ∈ Λ} are given. The proof will involve
a number of other small parameters, whose dependencies are as follows: ε1 = ε1(κ),
ξ = ξ(κ), η = η(κ, ξ), η′ = η′(η, ξ), δ0 = δ0(κ), ζ = ζ(κ, ξ, η
′, ε1, δ0), τ = τ(ζ). All the
parameters are also allowed to depend on the ambient dimension d.
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We will show that the claim holds provided ε = ε(κ, ζ, τ) is taken small enough,
andm = Tℓ, where T = T (ε, ζ), ℓ = ℓ(ζ, T,F) are sufficiently large integers. The case
in whichm is not of the form Tℓ can easily be reduced to the casem′ = T ⌊m/T ⌋.
Let
µ = 1X/|X|,
and let Y be the 2−m-set given by Lemma 2.3 applied to µ. Taking T large enough in
terms of ε, we may assume
(5.1) |Y | ≥ 2−(ε/2)m|X|.
Let σ ∈ [0, d]ℓ denote the sequence associated to the regularity of µY . By Lemma 2.2,
if T is large enough in terms of ε, then
(5.2) β := β(σ) ∈ [logN (X,m)/m− ε, logN (X,m)/m] .
On the other hand, the non-concentration hypothesis (1.5) yields
µY (B(x, |Y |
1/d)) ≤ µ(Y )−1µ(B(x, |X|1/d)) ≤ 2(ε/2−κ)m ≤ 2−κm/2,
taking ε small enough in terms of κ. We can therefore apply Theorem 4.1 to the
measure µY , with u = κ/2. Let ε1 = ε1(κ/2) and ξ = ξ(κ/2) be the numbers given by
the theorem. Pick 0 < ζ < ε1, let τ = τ(ζ), and suppose that T is chosen large enough
in terms of ζ , and ℓ is chosen large enough in terms of ζ and T , that the conclusions
of Theorem 4.1 hold (with ζ in place of ε).
Let {[Aj, Bj ]}j and {αj}j be the intervals and exponents obtained from Theorem
4.1 applied to µY . Write
mj = T (Bj − Aj).
Let η = η(κ), δ0 = δ0(κ) be the numbers provided by Theorem 3.4. Our aim is to ap-
ply Theorem 3.4 to the measures µQY , Q ∈ DTAj and ρx := θxνΛx , and the scales 2
−mj .
Since mj ≥ τm by the first part of Theorem 4.1, the non-concentration assumption
(1.6) on ρx implies that
(5.3) ρx(H
(r)) ≤ 2(ε/τ)mjrκ (H ∈ G(d, d− 1), r ∈ [2−mj , 1]).
Given Q ∈ DTAj , we know from Theorem 4.1 that
µQY (B(x, r)) ≤ 2
ζmjrαj .
Thus, if ζ and then ε are chosen so that ε/τ ≤ ζ < δ0(κ), the hypotheses of Theorem
3.4 are met with ζ in place of δ. Note that by making ℓ large enough in terms of all
other parameters, we can make τmj large so that the theorem is applicable.
Recall that given x ∈ [0, 1)d, the only element of DTAj containing x is denoted by
QTAj(x). We apply Theorem 3.4 to the measures µ
QTAj (x)
Y and ρx, to obtain setsE(x, j)
with
ρx(E(x, j)) ≤ 2
−ζmj ≤ 2−ζτm,
such that
e /∈ E(x, j) =⇒ Peµ
QTAj (x)
Y is (γ(αj), ζ,mj)-robust,
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where γ is the function from Theorem 3.4. Note that γ(a) ≥ a/d− 6ζ for all a ∈ [0, d].
A little algebra shows that, provided η < κ/(2d) (which we may assume) and ζ is
small enough in terms of κ, then
γ(a) ≥ a/d+ η if a ∈ [(η + 6ζ)d/(d− 1), d− dη − 6dζ ].
Making η and ζ smaller in terms of ξ and d only, we may further assume that
(5.4) γ(a) ≥
{
a/d− 6ζ if a /∈ [ξ, d− ξ]
a/d+ η if a ∈ [ξ, d− ξ]
.
Let E(x) = ∪jE(x, j). Then
(5.5) ρx(E(x)) ≤ (ℓ/τ)2
−ζτm ≤ 1/2,
assuming ℓ is large enough in terms of ζ . Recalling that ρx = θxνΛx and that ν(Λx) ≥
2−εm by assumption, this shows that there exists a set Gx ⊂ Λ such that ν(Gx) ≥
2−εm/2 and θx(λ) /∈ E(x) for all λ ∈ Gx. A standard argument shows that the set
{(λ, x) : θx(λ) /∈ E(x)} is Borel. By Fubini, we can find λ ∈ supp(ν) and a set Z ⊂ Y
with
(5.6) |Z| ≥ 1
2
2−εm|Y | ≥ 2−2εm|X|,
and such that λ ∈ Gx for all x ∈ Z. We work with this value of λ for the rest of the
proof, and note that
(5.7) Pθx(λ)µ
QTAj (x)
Y is (γ(αj), ζ,mj)-robust for all j and x ∈ Z.
On the other hand, we estimate∑
j
γ(αj).mj ≥
∑
j:αj /∈[ξ,d−ξ]
(αj/d− 6ζ)mj +
∑
j:αj∈[ξ,d−ξ]
(αj/d+ η)mj (Eq. (5.4))
≥ −6ζm+
1
d
∑
j
αjmj + η
∑
j:αj∈[ξ,d−ξ]
mj
≥ −6ζm+ (β − ζ)m/d+ ηξm (Thm 4.1(iii)-(iv))
≥ logN (X,m)/d+ (ηξ − 8ζ)m (Eq. (5.2), ε ≤ ζ)
Hence, making ζ small enough in terms of ξ and η, and writing η′ = ξη/2,
(5.8)
1
m
∑
j
γ(αj).mj ≥
logN (X,m)
dm
+ η′.
Note that the number q of intervals [Aj , Bj] is at most 1/τ . For eachQ ∈ DTAj such
that Q ∩ Z 6= ∅, pick some xQ ∈ Q ∩ Z. We are now ready to apply Proposition
B.3. Suppose Z ′ ⊂ Z, |Z ′| ≥ 2−εm|Z|. Recalling (5.6), we get that |Z ′| ≥ 2−2εm−1|Y |,
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and Proposition B.3 applied to ν = µZ′, µ = µY , ∆ = 2
2εm+1, and the sequence
([TAj, TBj])
q
j=1 yields:
(5.9) Hm(FλµZ′) ≥ −OF(1/τ) +
q∑
j=1
∑
Q∈DTAj :Q∩Z
′ 6=∅
µZ′(Q)H
m22εm+1
mj
(
PθxQ(λ)µ
Q
Y
)
.
Recall from (5.7) that PθxQ(λ)µ
Q
Y is (γ(αj), ζ,mj)-robust. Lemma 2.7 then yields that
(provided ℓ is large enough in terms of ζ and τ , which makes also mj large enough)
H2
ζmj/2
mj
(PθxQ(λ)µ
Q
Y ) ≥ (γ(αj)− ε)mj.
If ε is small enough in terms of ζ of τ , then
2ζmj/2 ≥ 2ζτm/2 ≥ m22εm+1.
Recalling (5.8) and (5.9), we conclude that, providedm is large enough in terms of τ ,
ε and F ,
Hm(FλµZ′) ≥ −εm+
q∑
j=1
∑
Q∈DTAj :Q∩Z
′ 6=∅
µZ′(Q)(γ(αj)− ε)mj
≥ log |N (X,m)|/d+ (η′ − 2ε)m.
Thus, assuming ε < η′/4,
logN (Fλ(Z
′), m) ≥ logN (X,m)/d+ η′/2,
giving the claim with η′/2 in place of η and Z in place of X ′.
5.2. The case Λx = Λ for all x. We indicate what changes are needed in the proof to
obtain the stronger conclusions when Λx = Λ. As before, let µ = 1X/|X|. We need to
apply Lemma 2.4 to µ (with the parameter 1.5ε in place of ε) instead of Lemma 2.3,
to obtain the sets (Xi)i. Taking T large enough in terms of ε, we have µ(Xi) ≥ 2
−2εm.
Other than the Xi having slightly smaller measure, depending on ε, the analysis we
did for the set Y in the proof of Theorem 1.7 carries over to each of the Xi verbatim.
In particular, the bound (5.5) holds for any Xi and x ∈ Xi. We take ε small enough
in terms of ζ, τ so that
ρx(E(x)) = ν{λ : θx(λ) ∈ E(x)} ≤ 2
−5εm.
Write X˜ = ∪iXi. By Fubini, denoting Lebesgue measure by L,
(ν × L){(λ, x) ∈ Λ× X˜ : θx(λ) ∈ E(x)} ≤ 2
−5εm|X˜|.
It follows that the set
Λ′ = {λ ∈ Λ : |x ∈ X˜ : θx(λ) ∈ E(x)| ≥ 2
−4εm|X˜|}
has ν measure at most 2−εm.
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Fix λ ∈ Λ \ Λ′ and X ′ ⊂ X with |X ′| ≥ 2−εm|X|. By the first part of Lemma 2.4
(which we are applying with 1.5ε in place of ε), we can find iwith
|X ′ ∩Xi|
|Xi|
≥
|X ′|
|X|
− 2−1.5εm ≥ 2−εm/2.
Since λ /∈ Λ′,
|x ∈ X˜ : θx(λ) ∈ E(x)| < 2
−4εm|X| < 1
2
|X ′ ∩Xi|.
Let Z = {x ∈ X ′ ∩ Xi : θx(λ) /∈ E(x)} ⊂ X
′. We have seen that µXi(Z) ≥ 2
−εm/4.
Now starting with (5.7), the exact same argument from the previous section (withXi
in place of Y ) yields the desired conclusion
N (Fλ(X
′), m) ≥ N (Fλ(Z), m) ≥ 2
mη′/2N (X,m)1/d.
5.3. Proof of Theorem 1.3. The proof of Theorem 1.3 is very similar to that of Theo-
rem 1.7. We indicate the required changes.
We may assume that Hα(A) > 0, and hence there exists an α-Frostman measure µ
on A, e.g. µ(B(x, r)) ≤ CArα for all x ∈ Rd, r > 0. By passing to a subset of positive
µ-measure, we may assume that ν(Λx) ≥ c and Cx ≤ C for all x.
Denote ρx = θxνΛx . We have the following (stronger) analog of (5.3):
(5.10) ρx(H
(r)) ≤ Crκ (r ∈ (0, 1], H ∈ G(d, d− 1)).
Unlike the proof of Theorem 1.7, we need to consider all small scales at once. We
can define the parameters ζ, τ, ξ, η, δ0 arising from Theorems 4.1 and 3.4; these are
independent of the scale. Fix a small parameter ε, a large integer T and an even
larger integer ℓ. We continue to write m = Tℓ. As before, ε, T, ℓ can depend on all
the previous parameters, T can depend on ε and ℓ can depend on T and ε.
For each large ℓ, we apply Lemma 2.4 to µ, T and ε, to obtain a family of sets (Xℓ,i)i.
For each i and x ∈ ∪iXℓ,i, we define the set E(x) as in the proof of Theorem 1.7, but
now denote it by E(x, ℓ). For completeness, we define E(x, ℓ) = ∅ if x /∈ ∪iXℓ,i. As
before, for each x ∈ X we have
ρx(E(x, ℓ)) ≤ (m/τ)2
−ζτm.
Hence, provided ℓ1 is large enough in terms of ζ, T only, we can ensure ρx(E(x)) ≤
1/2 for all x ∈ X , where
E(x) =
∞⋃
ℓ=ℓ1
E(x, ℓ).
Unwrapping the definitions, this means that
ν{λ ∈ Λx : θx(λ) /∈ Ex} ≥
1
2
ν(Λx) ≥ c/2,
for all x. By Fubini, we can then choose λ ∈ supp(ν) such that
(5.11) µ(Z) ≥ c/2, where Z = {x : θx(λ) /∈ E(x)} ≥ c/2.
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According to Lemma 2.8, it is enough to show that if m is large enough, then for all
Y with µZ(Y ) ≥ m−2 we may find a probability measure ν supported on Y such that
Hm(ν) ≥ m(α/d+ η
′),
where η′ = η′d(κ, α) > 0.
It is enough to consider the casem = ℓT with ℓ ≥ ℓ1, either by modifying the proof
of Lemma 2.8 or by replacing m by ⌊m/T ⌋T . Since µ(Y ) ≥ cm−2/2, the first part
of Lemma 2.4 guarantees that there is a set Xℓ,i with ν(Y ) ≥ m
−3, where ν = µXℓ,i .
At this point we are working at a fixed (small) scale, with a regular measure ν and
a set Y of sufficiently large measure, which is a subset of Z given in (5.11). Then
essentially the same argument from the proof of Theorem 1.7 shows that, indeed,
Hm(νY ) ≥ m(α/d+ η
′).
The only difference is that ν might be very uniform, in the sense that β(σ) (where σ is
the regularity sequence for ν) is close to d, so that the upper bound in (4.5) needs not
hold. However, this case is even better for us. Formally, let α = (1 + α)/2. Then we
consider the cases β(σ) ≤ α and β(σ) > α separately. In the first case, (4.5) does hold,
with u = u(α), so we can proceed exactly as in the proof of Theorem 1.7. Otherwise,
we apply Theorem 4.9 in place of Theorem 4.1, and use the fact that the function
γ from Theorem 3.4 satisfies γ(α) ≥ α/d − 7δ. In the end, the lower estimate we
get on Hm(νY ) in this case is m(α − error term), where we can make the error term
arbitrarily small, completing the proof.
6. APPLICATIONS AND GENERALIZATIONS
6.1. Real analytic families. In this section we derive several applications and gen-
eralizations of Theorems 1.3 and 1.7. We start with a statement about one-parameter
real analytic families.
Theorem 6.1. Given d ≥ 2, α ∈ (0, d), κ ∈ (d− 2, 2) there is η = ηd(α, κ) > 0 (depending
continuously on the parameters) such that the following holds.
Let Fy(x) = F (x, y) : R
d×R→ R be a real-analytic function. LetX ⊂ Rd be a Borel set
of Hausdorff dimension α, and suppose y 7→ dirF ′y(x) is non-constant for all x ∈ X outside
of a set of dimension < dimH(X). Then
dimH
{
y : dimH(FyX) ≤
α
d
+ η
}
≤ κ.
Proof. We may assume that dimH(X) > α. Let η(κ, α, d) be the number provided by
Theorem 1.3. Let µ be a Frostman measure of exponent α supported on the x ∈ X
for which y 7→ θx(y) := dirF
′
y(x) is nonconstant. It is enough to show that if Y is a
compact set with dimH(Y ) > κ then there is y ∈ Y such that dimH(FyX) > α/2 + η.
Let ν be a κ-Frostman measure on Y . By analyticity and the fact that θx(y) is
non-constant, we can find open balls U ⊂ Rd, V ⊂ R meeting supp(µ) and supp(ν)
32 PABLO SHMERKIN
respectively, and an index j ∈ {1, . . . , d− 1} such that∣∣ d
dy
θx,j(y)
∣∣ ≥ c > 0 (x ∈ U, y ∈ V ),
where θx,j is the j-th coordinate of θx. (To be more precise, this holds in a local
chart of Sd−1.) Then θxνV satisfies a Frostman condition of exponent κ, uniformly in
x ∈ U . Indeed, it is enough to prove this for the projection θx,jνV of θxνV to its j-th
coordinate, but this holds since θx,j is bi-Lipschitz on V , uniformly in x ∈ U .
Since κ > d−2, the assumptions of Theorem 1.3 are satisfied with Λ = U ∩ supp(ν)
and V ∩supp(µ) in place ofX (and Λx ≡ Λ). The conclusion of Theorem 1.3 is exactly
what we were trying to prove. 
Remark 6.2. The proof shows that, instead of analyticity, it is enough to assume that
F is C2 and the set of zeros of d
dy
θx(y) has Hausdorff dimension < κ for all x outside
of a set of Hausdorff dimension < dimH(X).
6.2. Distance sets. We now prove Theorem 1.1.
Proof of Theorem 1.1. We first prove the theorem for the Euclidean metric, and com-
ment on the changes required to handle other norms at the end.
We may assume that dimH(X) > α, provided we can show the value of η is con-
tinuous in the parameters. It is enough to show that there is η = ηd(α, κ) > 0
such that, for all compact sets Y with dimH(Y ) > κ, there is y ∈ Y satisfying
dimH(∆
yX) ≥ α/d+ η. We may assume that Y is disjoint from X and both X and Y
are contained in the unit ball. Let µ be an α-Frostman measure on X .
Let ν be a Frostman measure on Y with exponent κ. Our goal is to apply Theorem
1.3 with Λ = Y and Fy(x) = |x− y|. Note that
F ′y(x) = y − x/|y − x| = e(x, y) ∈ S
d−1.
Thus the maps θx from Theorem 1.3 are the spherical projections ex(y) = e(x, y).
Suppose first that there is a hyperplane P with ν(P ) > 0; we can then assume that
Y = P . We consider two sub-cases. If dimH(X ∩ P ) ≥ α, then we are in the (d − 1)-
dimensional setting and we can argue by induction to get an even better estimate
(note that the base case d = 1 is trivial). Otherwise, dimH(X \ P ) = α so we may
assume that X ∩ P = ∅.
Now, for x /∈ P , the map y 7→ ex(y) : P → Sd−1 is bi-Lipschitz, with a constant
that depends on d(x, P ). Hence exν(Br) .x r
κ for all r-balls Br and x ∈ X . For every
linear hyperplane H ∈ G(d, d − 1) we can cover Sd−1 ∩ H(r) by . r−(d−2) balls of
radius r. Since κ > d− 2, this shows that the assumptions of Theorem 1.3 hold (with
κ− (d− 2) in place of κ). Theorem 1.3 then gives the desired conclusion.
Suppose now that ν gives zero mass to all hyperplanes. In this case we apply
Theorem A.1 with k = d − 1. As before, the hypotheses hold because κ, α > d − 2.
Let κ′ = κ′(α, κ) > 0 be the value given by Theorem A.1. The theorem provides with
a set X ′ with µ(X ′) ≥ 1/2, and sets K(x) for each x ∈ X ′ with ν(K(x)) ≥ 1/2, such
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that (A.1) holds. The claim now follows from Theorem 1.3 applied to the setX ′ (with
parameters α and κ′).
We now consider the case of a C2 norm N with unit ball of everywhere positive
Gaussian curvature. Note that N ′(x) = N ′(x/|x|) for all x. Hence, defining ϕ(e) =
N ′(e) : Sd−1 → Rd and ψ = dir ◦ϕ : Sd−1 → Sd−1, we have
θx(y) = dir
d
dx
N(x− y) = dirϕ(ex(y)) = ψ(ex(y)),
whence θx = ψ ◦ ex. Now the hypothesis of everywhere positive Gaussian curvature
translates to the map ψ(e) having non-vanishing Jacobian (this can be seen e.g. by
expressing the unit sphere of N as a graph z = f(x, y) in local coordinates, and
noting that the Jacobian of ψ is essentially the Hessian of f ). Therefore we can cover
Sd−1 by finitely many patches on which ψ is a diffeomorphism (onto its image) and
hence bi-Lipschitz. It follows that any decay condition enjoyed by exν is still valid for
ψexν = θxν, with different constants but the same exponent. With this observation,
the proof in the Euclidean case goes through unchanged. 
6.3. Discretized incidences. As noted in the introduction, the circle of problems
studied in this paper are related to incidence counting in the discretized setting.
In this section we show how Theorem 1.7 can be used to deduce non-trivial inci-
dence counting bounds, under suitable assumptions. Let {Ca : a ∈ B2(0, 1)} be a
parametrized family of planar curves. Fix δ-separated sets E,A ⊂ B2(0, 1). We are
interested in bounding the size of the (discretized) incidence set
I(E,A) = {(p, a) ∈ E ×A : dist(p, Ca) < δ}.
Let us make the further assumptions that E ⊂ X × R for some δ-separated set X ⊂
[−1, 1], and that each curve meets vertical lines in a uniformly bounded number of
points. In this case, we have the trivial bound
|I(E,A)| . |X||A|.
In general, this bound is sharp, for example if E(2δ) is a small square and all curves
parametrized by A cross this square from side to side. It is also sharp in cases where
both E andA satisfy strong non-concentration assumptions. The examples are given
by “train tracks”, a well known object that many problems in discretized geometry
have to grapple with (see, for example, [16, Figure 1]). For concreteness, let X ⊂
[−1, 1] be a well separated set of size ≈ δ−1/2 (for example, it could be an arithmetic
progression of gap δ−1/2), and let E be a maximal δ-separated subset of X × [0, δ1/2]
(so E(2δ) resembles a train track). Then if A is any set of δ-separated lines that cross
the rectangle [0, 1] × [0, δ1/2] from side to side, the incidence count |I(E,A)| equals
|X||A|. The family of all such lines is essentially (parametrized by) a ball of radius
δ1/2, and is therefore maximally concentrated, but if we take a spread-out subset,
such as horizontal lines y = δj with j ∈ [0, δ−1/2], then A is highly non-concentrated,
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and we still have |I(E,A)| ≈ |X||A|. The next theorem shows that, under non-
concentration assumptions onX andA, and a further hypothesis that rules out train-
track examples, an improvement over the trivial bound can be achieved.
Theorem 6.3. Given κ ∈ (0, 1) and c > 0 there is ε(κ) > 0 such that the following holds
for all δ small enough in terms of κ, c.
Let G : B2(0, 1)× [−1, 1]→ R be a C2 map of C2 norm ≤ c−1, and such that
|∂G/∂a(·)| ≥ c on B2(0, 1)× [−1, 1].
Assume, further, that
(6.1)
∣∣∣∣ ddx dir
(
∂G
∂a
(·)
)∣∣∣∣ ≥ c on B2(0, 1)× [−1, 1].
Let E,A ⊂ B2(0, 1), X ⊂ [−1, 1] be δ-separated sets such that E ⊂ X × R. Further,
assume that
|E| ≤ δ−ε|X||A|1/2,(6.2)
|A ∩ B(a, δ|A|1/2)| ≤ δκ|A| (a ∈ B2(0, 1)),
|X ∩B(x, r)| ≤ δ−εrκ|X| (x ∈ [−1, 1], r ∈ [δ, 1]).
Then
|{(p, a) ∈ E × A : dist(p,Graph(Ga)) < δ}| ≤ δ
ε|X||A|.
Before presenting the deduction of this theorem from Theorem 1.7, we make some
remarks and then give some examples.
Remark 6.4. The assumption (6.2) rules out train track examples. Consider again
lines y = ax + b parametrized by (a, b). Let X ⊂ [−1, 1] be a well separated set with
|X| = δ−t, let E = X ×{jδ}δ
−t
j=0, and let A0 = {jδ}
δ−t
j=0×{jδ}
δ−t
j=0. Then |E| ≈ |X||A0|
1/2
and |I(E,A0)| ≈ |X||A0|. Of course, in this case A0 is maximally concentrated. But
if we allowed |E| ≫ |X||A|1/2, we could take A to be large non-concentrated subset
of A0. Then all the hypotheses of the theorem would hold, except for (6.2), and the
conclusion would clearly fail. There is nothing special about lines here - for more
general graphs, one has to consider “curved train tracks” of the form C(δ
s) ∩ (X ×R)
for a fixed graph C in the family.
Remark 6.5. In the case of lines, Theorem 6.3 follows from Bourgain’s discretized
projection theorem, except that our non-concentration requirement on the lines is
weaker (and in some sense the weakest possible one). We note that (for lines),
M. Bateman and V. Lie [2] have previously obtained a related result, but under differ-
ent assumptions. Roughly speaking, they assume more on the family of lines, and
on the structure of the set E, but on the other hand, they have a single-scale non-
concentration hypothesis on X (while we have a single-scale non-concentration hy-
pothesis on the setA of lines). Recently, L. Guth, N. Solomon and H.Wang [11] stud-
ied incidences between tubes satisfying the strongest possible non-concentration as-
sumption, and obtained sharp incidence bounds in that regime.
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Remark 6.6. We have tried to give an indication of the relationship between our re-
sults and incidence counting, but Theorem 6.3 is not the strongest or most general
formulation possible. The hypothesis (6.1) can be weakened, although of course
some non-degeneracy condition on the family of curves is needed. Concretely, the
number on the left-hand side of (6.1) can be allowed to be zero on a set small enough
that, if we remove a suitable neighborhood of it, the incidence counting does not
change. Using the results in §6.4 below, one can also deduce versions in higher
dimensions, and for higher-dimensional families of curves, although the required
assumptions become more restrictive and cumbersome to verify.
We now give some examples of families of curves to which Theorem 6.3 applies.
The verifications are straightforward calculations.
Corollary 6.7. Let κ, ε, E,A and X be as in Theorem 6.3. For each of the following families
of curves, provided δ is small enough in terms of κ and the family, we have
|I(E,A)| ≤ δε|X||A|.
(i) The family of lines y = ax+ b, with (a, b) in some fixed bounded set.
(ii) The family of parabolas y = ax2 + bx, with (a, b) in some fixed bounded set.
(iii) The family of circles with center (a, 0) and radius r, with (a, r) in some bounded set.
(iv) The family of circles of unit radius and centre in a bounded set S, provided the projection
of S onto the x-axis is separated from (X − 1) ∪ (X + 1).
Proof of Theorem 6.3. Suppose δ = 2−m. Assume on the contrary that
|{(p, a) ∈ E × A : d(p,Graph(Ga)) < 2
−m}| > 2−εm|X||A|.
Let Ex = {y : (x, y) ∈ E}. Then∑
x∈X
|{a ∈ A : d(Ga(x), Ex) < 2
−m}| > 2−εm|X||A|.
Hence, if we set Ax = {a ∈ A : d(Ga(x), Ex) < 2−m}, we have
|{x ∈ X : |Ax| ≥
1
2
2−εm|A|}| ≥ 1
2
2−εm|X|.
Let X0 ⊂ X(2
−m) be the 2−m-neighborhood of the set appearing on the left-hand
side, and write ν = 1X0/|X0|. Using |X0| & 2
−εm|X(2
−m)| and the non-concentration
assumption on X , we see that
ν(Br) . 2
2εmrκ, r ∈ [2−m, 1].
Our goal is to apply Theorem 1.7 to the family {a 7→ Ga(x)} and the set A
(2−m). Note
that X plays the role of Λ. Using (6.1), the same argument in the proof of Theorem
6.1 shows that
θaν(B(y, r)) .c 2
2εmrκ,
uniformly over a ∈ A. Using the assumptions, we see that if ε is small enough in
terms of κ, then the hypotheses of Theorem 1.7 are met (with A(2
−m) in place of X).
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By definition of X0, we have |Ax| & 2−εm|A| for x ∈ X0 so, again assuming ε is small
enough only in terms of κ, Theorem 1.7 (applied to the 2−m-neighborhoods of A,Ax)
guarantees that, providedm is large enough in terms of c and κ,
|Ex| & N ({Ga(x) : a ∈ Ax}, m) & 2
ηm|A|1/2 for all x ∈ X0,
where η = η(κ) > 0 is the value provided by Theorem 1.7. We conclude
|E| & 2ηm|X0||A|
1/2 & 2(η−ε)m|X||A|1/2.
This contradicts (6.2) if ε is small enough compared to η (hence in terms of κ only),
finishing the proof. 
6.4. A higher rank non-linear projection theorem. W.He [12, Theorem 1] extended
Bourgain’s discretized projection theorem to higher rank projections. Using his re-
sult, we can obtain a corresponding higher rank version of Theorems 1.3 and 1.7. The
proofs are nearly the same; we only need to take a little care in extending Theorem
3.4 properly.
Following [12], given V ∈ G(d, k) and W ∈ G(d, d − k), we define d(V,W ) =
det(PW⊥|V ), where PW⊥|V denotes the restriction of PW⊥ to V . See [12, Eq. (13)] for
this characterization of d(V,W ). We remark that d is not a metric; to begin with, V
and W live in different spaces. Also, d(V,W ) = 0 if and only if dim(V ∩ W ) ≥ 1.
However, d is symmetric. ForW ∈ G(d, d− k), we will denote
V(W, r) = {V ∈ G(d, k) : d(V,W ) < r}.
GivenW ∈ G(d, d− k), the set {V ∈ G(d, k) : d(V,W ) = 0} is a smooth hypersurface
in G(d, k). Hence, V(W, r) can be seen as a neighborhood of this hypersurface.
Later we will need to deal with the case k = d− 1, which is particularly simple. If
H ∈ G(d, d− 1), ℓ ∈ G(d, 1), then
(6.3) d(H, ℓ) = | det(PH⊥|ℓ)| = | cos(∠(H
⊥, ℓ))|.
The following lemma will help us achieve the correct generalization of Theorem
3.4.
Lemma 6.8. Fix 1 ≤ k ≤ d− 1.
(i) Given x ∈ Sd−1 ∩W , withW ∈ G(d, d− k),
d(W,V ) ≤ dist(x, V ).
(ii) Given x ∈ Sd−1 ∩W⊥ withW ∈ G(d, d− k),
d(W,V ) ≤ |PV (x)|.
Proof. (i) Note that dist(x, V ) = |PV ⊥(x)|. Hence if we extend x to an orthonor-
mal basis of W , pick an orthonormal basis for V ⊥, and write the matrix of
PV ⊥|W in these bases, the first row has norm dist(x, V ), while all the rows
have norm at most 1. Hence
d(W,V ) = | det(PV ⊥|W )| ≤ dist(x, V ).
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(ii) Since |PV (x)| = dist(x, V ⊥), the claim follows from the first one and the iden-
tity d(W,V ) = d(V ⊥,W⊥), see [12, Eq. (14)].

Corollary 6.9. Fix 1 ≤ k ≤ d − 1. Let ρ ∈ P(G(d, k)) be a measure satisfying the decay
condition
(6.4) ρ(V(W, r)) ≤ C rκ for all 0 < r ≤ 1,W ∈ G(d, d− k).
Then for every x ∈ Rd \ {0},
ρ{V : dist(x, V ) ≤ r} ≤ C(r/|x|)κ,(6.5)
ρ{V : |PV (x)| ≤ r} ≤ C(r/|x|)
κ.(6.6)
Proof. By rescaling, we may assume x has unit norm. Choosing W such that x ∈ W
(resp. x ∈ W⊥), the claim is immediate from Lemma 6.8. 
The non-concentration condition (6.4) is the one appearing in He’s projection the-
orem, [12, Theorem 1]. On the other hand, (6.5) is the required decay in order to get
the higher rank version of Theorem 3.2 and (6.6) is the decay needed to obtain the
higher rank version of Theorem 3.3. The proofs are very similar to the rank 1 case, see
[23, §5.3] for details. Note that even though in [23, §5.3] there is a Frostman condition
(on balls) for ρ, the exponents are chosen large enough so that (6.5)–(6.6) hold; see in
particular [23, Eqs. (5.11) and (5.12)]. Thus Corollary 6.9 shows that (6.4) is enough
to obtain the decay required in all three projection regimes. As a consequence, the
same proof of Theorem 3.4 yields:
Theorem 6.10. Fix 1 ≤ k ≤ d − 1. Given 0 < κ < 1 there exists η = η(κ) > 0 such that
the following holds for all sufficiently small δ ≤ δ0(κ) and all sufficiently largem ≥ m0(δ).
Fix α ∈ [0, d]. Let µ ∈ Pm([0, 1)d), and let ρ ∈ P(G(d, k)) satisfy
µ(B(x, r)) ≤ 2δmrα for all r ∈ [2−m, 1], x ∈ [0, 1)d,
ρ(V(W, r)) ≤ 2δmrκ for all r ∈ [2−m, 1],W ∈ G(d, d− k).
Then there is a set E ⊂ G(d, k) with ρ(E) ≤ 2−δm such that PV µ is (γ(α), δ,m)-robust
for all V ∈ G(d, k) \ E, where
γ(α) =
 α− 6δ if α < κ/2kdα+ η if κ/2 ≤ α ≤ d− κ/2
k − 6δ if α > d− κ/2
.
In turn, the proofs of Theorems 1.3 and 1.7 carry over to the higher rank setting
with only notation changes. Of course the decay assumption on ρ must be of the
form (6.4), and the dimension/exponent of the “good” projections is k
d
α + η. For
example, the following is the higher rank analog of Theorem 1.3.
Theorem 6.11. Fix 1 ≤ k ≤ d − 1. Given κ > 0, 0 < α < d there is η = ηd,k(κ, α) > 0
(that can be taken continuous in κ, α) such that the following holds.
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Let Fλ(x) : U ⊂ Rd → Rk, λ ∈ Λ, be a parametrized family of C2 maps without singular
points (i.e. DFλ(x) has rank k for all λ and x). For each x ∈ Rd define the map
Vx(λ) = ker(DFλ(x))
⊥ ∈ G(d, k).
Suppose there are a Borel probability measure ν on Λ and a Borel set A ⊂ U of dimension
≥ α such that for all x ∈ A there are a set Λx with ν(Λx) > 0 and a number Cx > 0
satisfying
(6.7) VxνΛx (V(W, r)) ≤ Cx r
κ for allW ∈ G(d, d− k), r ∈ (0, 1].
Then there is λ ∈ supp(ν) such that
dimH(FλA) ≥
k
d
α + η.
6.5. Dimension of spherical projections. It is well known that if A ⊂ Rd is a Borel
set of Hausdorff dimension > d− 1, then the set of directions spanned by A has full
measure in Sd−1 (this follows e.g. from theMarstrand-Mattila Intersection Theorem).
This clearly fails if dimH(A) = d − 1, as A can then be contained in a hyperplane.
But what if A is not contained in a hyperplane? One might conjecture that then
the set of directions spanned by A has full dimension d − 1, and maybe even there
is x ∈ A such that the spherical projection ex(A) has full dimension (Recall that
ex(y) = x − y/|x− y|). This is wide open in all dimensions d ≥ 2, but Orponen [25,
Theorem 1.5] proved the following partial result.
Theorem 6.12. Let A,E ⊂ R2 be Borel sets such that dimH(E) > 0 and E is not contained
in a line. Then there is y ∈ E such that
dimH(ey(A \ {y})) ≥
dimH(A)
2
.
In particular, if A ⊂ R2 is not contained in a line, it spans a set of directions of dimension
≥ dimH(A)/2.
Very recently, B. Liu and C-Y. Shen [22, Theorem 1.3] combined Orponen’s ap-
proach with Bourgain discretized sum-product theorem to improve this, by show-
ing that if A ⊂ R2 has Hausdorff dimension α ∈ (0, 2) and is not contained in a line,
then it spans a set of directions of dimension ≥ α/2 + c(α), where c(α) > 0. They
also obtained a “pinned” version, see [22, Theorem 1.4]. See also [3, Theorem 1.6]
for an earlier, closely related “single scale” result. As a corollary of our framework,
we obtain a pinned version that is slightly different from that of Liu and Shen, and
partially extend it to higher dimensions. We note that Orponen’s proof of Theorem
6.12 features heavily in our argument (see Appendix A).
Theorem 6.13. Fix d ≥ 2. Given α, κ ∈ (d − 2, d), there is η = ηd(α, κ) > 0 such that the
following holds.
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LetA,E ⊂ Rd be Borel sets such that dimH(A) = α, dimH(E) = κ andE is not contained
in a hyperplane. Then there is y ∈ E such that
dimH(eyA) ≥
(d− 1)α
d
+ η.
Remark 6.14. Compared to [22, Theorem 1.4] (which only considers the planar case),
the case d = 2 of the theorem has the natural hypothesis that E, rather than A as in
[22], is not contained in a line; this allows us to avoid the dichotomy in [22, Theorem
1.4]. On the other hand, unlike in [22, Theorem 1.4], the gain η depends on the
dimensions of both A and E.
Proof of Theorem 6.13. The proof is similar to that of Theorem 1.1, but (in dimension
d > 2) we need to appeal to Theorem 6.11 instead.
As usual wemay assume thatA and E are disjoint compact subsets of the unit ball
of positive Hausdorff measure in their dimensions. We consider the parametrized
family of smooth maps {ey(x) : y ∈ E} defined onA. The range of thesemaps is Sd−1,
but we can identify it with Rd−1 in local coordinates. For example, by restricting and
rotating A and E, we may assume that yd − xd 6= 0 for all x ∈ A, y ∈ E, and work
with the map e˜y(x) = (yi − xi/(yd − xd))
d−1
i=1 instead.
Our aim is to apply Theorem 6.11 (in the case d = 2, we can apply Theorem 1.3). It
is easy to see that the map Vx(y) featuring in Theorem 6.11 is given by
Vx(y) = ex(y)
⊥.
Recalling (6.3), this implies that, for θ ∈ Sd−1,
(6.8) d(Vx(y), 〈θ〉) = |〈ex(y), θ〉| < r ⇐⇒ ex(y) ∈ (θ
⊥)(r).
Let µ, ν be Frostman measures on A,E of exponents α, κ. Then
µ(V (r)) . rα−(d−2)
ν(V (r)) . rκ−(d−2)
(6.9)
for all V ∈ A(d, d − 2) and r ∈ (0, 1]. We may assume that µ assigns zero mass to all
affine hyperplanes, for otherwise there is a hyperplane P such that dimH(A ∩ P ) =
dimH(A) and, by assumption, there is a point y ∈ E \ P . It is then clear that
dimH(ey(A ∩ P )) = dimH(A ∩ P ) = dimH(A),
and we are done.
Suppose first that ν assigns positive mass to a hyperplane P . Then we can assume
that E ⊂ P , and because µ(P ) = 0, we may also assume that A is disjoint from P .
Using this and (6.8), it follows that, for x ∈ A,
Vxν(V(〈θ〉, r)) = ν
{
e−1x
(
(θ⊥)(r)
)}
≤ ν
(
V
(Cxr)
θ
)
,
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where Vθ = e
−1
x (θ
⊥) ∩ P ∈ A(d, d − 2), and the constant Cx depends on the distance
from x to P . According to (6.9), the hypotheses of Theorem 6.11 are met, and we get
that there is y ∈ E such that
dimH(eyA) ≥
(d− 1) dimH(A)
d
+ η,
where η = η(κ− (d− 2), α) is the number given by Theorem 6.11.
Suppose now that ν gives zero mass to every hyperplane. We can then apply
Theorem A.1 with k = d− 1 to obtain a parameter κ′ = κ′d(κ, α) > 0 and a set Lwith
µ(L) ≥ 1/2, such that for each x ∈ L there is a set K(x) ⊂ A with ν(K(x)) ≥ 1/2 so
that
(6.10) exνK(x)(H
(r)) ≤ Oν,µ(1) r
κ′ for all H ∈ G(d, d− 1), 0 < r ≤ 1.
Using (6.8), we deduce that
VxνK(x)(V(〈θ〉, r)) = exνK(x)((θ
⊥)(r)).
Recalling (6.10), this shows that the hypotheses of Theorem 6.11 are verified, with κ′
in place of κ. Hence, if η = ηd(κ
′, α) > 0 is the value provided by Theorem 6.11, then
there is y ∈ supp(ν) ⊂ E such that
dimH(ey(A)) ≥
(d− 1)α
d
+ η.
This is what we wanted to prove. 
APPENDIX A. SPHERICAL PROJECTIONS
In this section we prove some spherical projection estimates for neighborhoods
of planes. We follow closely the ideas from [25, Section 2], although there are some
differences: wework in arbitrary dimension, while Orponenworks only in the plane.
On the other hand, a weaker estimate than that proved by Orponen suffices for us,
so some aspects of the proof are simplified.
Let
e(x, y) =
y − x
|y − x|
be the direction spanned by two different points in Rd, and write ex(y) = e(x, y) for
the spherical projection with center x.
Theorem A.1. Fix 1 ≤ k < d. Given κ, α > 0 there is η > 0 (depending continuously on
α, κ) such that the following holds.
Let µ, ν ∈ P(Bd(0, 1)) be measures satisfying decay conditions
µ(V (r)) ≤ Cµr
κ,
ν(V (r)) ≤ Cνr
α,
A NONLINEAR VERSION OF BOURGAIN’S PROJECTION THEOREM 41
for all V ∈ A(d, k − 1) and 0 < r ≤ 1. (If k = 1, V (r) is a ball of radius r.) Furthermore,
suppose ν gives zero mass to all affine k-planes. Then for all x in a set of µ-measure ≥ 1/2
there is a setK = K(x) with ν(K(x)) ≥ 1/2 such that
(A.1) ex(νK(x))(W
(r)) ≤ rη r ∈ (0, r0],W ∈ G(d, k),
where r0 > 0 depends only on µ, Cν, α and d.
The proof of the theorem depends on an inductive construction, that is captured
by the following proposition. By a k-plate in Rd we mean a set of the form
W (δ) ∩Bd(0, 1)
withW ∈ A(d, k). In particular, 0-plates are balls and 1-plates are tubes (intersected
with B(0, 1)). We refer to δ as the width of the plate, and denote the family of all
k-plates of width δ intersecting a set E by Tk(E, δ).
Proposition A.2. Given κ, α > 0 and 1 ≤ k ≤ d − 1, the following holds if β ≤ β0(κ, α),
η ≤ η0(κ, α), and δ is small enough depending on Cµ, Cν appearing below and all the other
parameters.
Let ν, µ ∈ P(Bd(0, 1)) be measures satisfying decay conditions
µ(V (r)) ≤ Cµr
α (V ∈ A(d, k − 1), 0 < r ≤ 1),
ν(V (δ)) ≤ Cνδ
κ (V ∈ A(d, k − 1)).
Then for every set E with µ(E) ≥ δβ/2 there are a compact subset E ′ of E with µ(E ′) ≥
δηµ(E)/8, and a set P , which is contained in a k-plate in Tk(E
′, δη/2), such that
ν(W ) ≤ δη for allW ∈ Tk(E
′, δ) ∩ Tk(supp(ν) \ P, δ).
In turn, the proposition relies on the following lemma stating that all δ-plates of
too large measure are contained in a relatively small number of relatively thin plates.
Lemma A.3. Let ν ∈ P(Bd(0, 1)) satisfy ν(W ) ≤ Cνδκ for all (k − 1)-plates W of width
δ. Fix η > 0.
Then there exists a family of .d Cνδ
−η plates Tj ∈ Tk(E, δ
κ−2η), such that any W ∈
Tk(E, δ) with ν(W ) ≥ δη is contained in one of the plates Tj .
Proof. Let
(A.2) Bad = {x ∈ E : ν(W ) ≥ δη for someW ∈ Tk(x, δ)}.
We construct a sequence Y1, . . . , YM of δ-plates as follows. To begin, pick (if it exists)
Y1 ∈ Tk(E, δ) such that ν(Y1) ≥ δ
η. Now suppose Y1, . . . , Ym are defined such that:
(1) Yi ∈ Tk(Bad, δ) and ν(Yi) ≥ δη,
(2) ν(Yi ∩ Yj) ≤ δ2η/2 for 1 ≤ i < j ≤ m.
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If there exists Ym+1 such that the collection (Y1, . . . , Ym+1) still satisfies properties (1)-
(2), we add it to the list; otherwise we stop. A standard L2 argument implies that we
have to stop after ≤ 2δ−η steps. Indeed, if f =
∑m
i=1 1Yi , then
(
∑
i
ν(Yi))
2 =
(∫
f dν
)2
≤
∫
f 2 dν
=
∑
1≤i,j≤m
ν(Yi ∩ Yj) <
(∑
i
ν(Yi)
)
+m2δ2η/2.
Let S =
∑m
i=1 ν(Yi) ≥ mδ
η. We have seen that S2 − S < m2δ2η/2. If m > 2δ−η, then
S2 − S ≥ S2/2, and we deduce that
m2
1
2
δ2η >
1
2
(
∑
i
ν(Yi))
2 ≥
1
2
m2δ2η,
which is a contradiction. Let, then, (Yi)
M
i=1 be the final family so obtained, withM ≤
2δ−η.
Now fix x ∈ Bad. Then, by definition, there is W ∈ Tk(x, δ) with ν(W ) ≥ δη.
Hence
ν(W ∩ Yj) ≥ δ
2η/2 for some Yj,
for otherwise we could addW to the list of Yi. On the other hand,W ∩Yj is contained
in a box of size at most a constant Cd times
1× · · · × 1︸ ︷︷ ︸
k−1 times
×δ/∠(W,Yj)× δ × · · · × δ︸ ︷︷ ︸
d−k times
,
where ∠(·, ·) denotes the largest principal angle between the k-planes determining
the corresponding plates. Hence the assumption on ν yields
ν(W ∩ Yj) .d
Cνδ
κ
∠(W,Yj)
.
Comparing the upper and lower bounds on ν(W ∩ Yj), we deduce that ∠(W,Yj) .d
Cνδ
κ−2η and, therefore,W is contained in the plate Tj centered at (the plane defining)
Yj but of width .d Cνδ
κ−2η. This is what we wanted to prove. 
Proof of Proposition A.2. We continue to work with the set Bad defined in (A.2). Let
BadBad = {x ∈ Bad : x ∈ Ti ∩ Tj for some i, j such that ∠(Ti, Tj) ≥ δ
η}.
Let r = δk−2η. As before, Ti ∩ Tj is contained in the union of .d 1 boxes of size
1× · · · × 1︸ ︷︷ ︸
k−1 times
×r/∠(T, Yj)× r × · · · × r︸ ︷︷ ︸
d−k times
,
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and hence, now using the non-concentration assumption on µ,
µ(BadBad) ≤
∑
{µ(Ti ∩ Tj) : ∠(Ti, Tj) ≥ δ
η}
.d CµCνδ
−3ηδ(κ−2η)α = CµCνδ
κα−η(3+2κ).
Hence, if η is small enough in terms of κ, α, and δ is small enough in terms of Cµ, Cν
and d, then
µ(BadBad) ≤ δκα/2.
If µ(E ∩Bad) ≤ µ(E)/2, then we take E ′ = E \Bad and P = ∅ and we are done. So
we assume from now on that
µ(E ∩Bad) ≥ µ(E)/2 ≥ δβ/2/2.
Then µ(BadBad) ≤ µ(E ∩Bad)/2 provided (say) β ≤ κα/2 and δ is small. Let
G = (E ∩Bad) \BadBad .
Hence µ(G) ≥ µ(E)/4. On the other hand, since G ⊂ Bad, we can cover G by the
2δ−η plates Tj ∈ Tk(E,O(Cν)δκ−2η) provided by Lemma A.3. Fix one such plate T0
such that
µ(G ∩ T0) ≥
1
2
δηµ(G) ≥
1
8
δηµ(E).
Let P0 be the δ
η/2-plate centered at T0, and set K = supp ν \ P0. Now suppose x ∈
G ∩ T0 and W ∈ Tk(x, δ) ∩ Tk(K, δ). Then, provided η is taken small enough that
κ − 2η ≥ η and δ is small, the plate W cannot be contained in any of the Tj making
an angle smaller than δη with T0. Since x ∈ T0 \BadBad, we conclude that the plate
W cannot be contained in any of the Tj . Lemma A.3 now implies that ν(W ) ≤ δη,
completing the proof. 
We can now complete the proof of Theorem A.1.
Proof of Theorem A.1. It is enough to show that, under the assumptions of theorem,
there are x ∈ supp(µ) and a setK = K(x) as in the statement. Indeed, if the statement
failed we would be able to find a compact set E with µ(E) > 1/2 such that the no set
K(x) exists for all x ∈ E. Then applying the claim to µE (which satisfies the same
assumptions, with 2Cµ in place of Cµ), we would reach a contradiction.
Let η, β > 0 be the numbers given by Proposition A.2. Making η slightly smaller if
needed, we may assume that η/2 = 2−N for some integer N . We will prove the claim
with η/2 in place of η. By the assumption that ν gives zero mass to k-planes and a
compactness argument, there is δ0 > 0 such that ν(W ) ≤ 1/(4N) for all k-plates W
of width δ
η/2
0 . Making δ0 smaller if needed, we can also ensure that
(A.3)
∞∑
n=1
δ2
n·η
0 < 1/4.
Finally, we also take δ0 small enough that Proposition A.2 applies to all δ ≤ δ0.
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Write δn = δ
2n
0 . We inductively construct a sequence of compact sets En, Kn as
follows. Let E0 = supp(µ) and K0 = supp(ν). Once En and Kn are defined, we
apply Proposition A.2 to δ = δn+1, E = En and ν = ν|Kn , and let En+1 = E
′ and
Kn+1 = Kn \Pn, where E ′, P = Pn are the sets provided by Proposition A.2. We need
to check that the proposition is applicable for all n, i.e. µ(En) ≥ δβn = δ
β/2
n+1. For n = 0
this is trivial. If µ(En) ≥ δβn , then Proposition A.2 yields
µ(En+1) ≥ 8
−1δηn+1µ(En) ≥ 8
−1δ
β/2+η
n+1 ≥ δ
β
n+1,
if we make the additional assumption that η ≤ β/4 (and δ0 is small enough). Since,
until now, η and β have to be small enough in terms of κ and α but are otherwise
independent of each other, this is permissible.
Let K = ∩nKn and fix x ∈ ∩nEn. By Proposition A.2, for all n ≥ 1 we have
ν(Kn ∩ W ) ≤ δηn for all δn-plates W intersecting En. Since the Kn are nested, it
follows that ν(K ∩W ) ≤ rη/2 for all r ≤ δ1 and all r-platesW containing x. Indeed, it
is enough to consider n ≥ 1 such that δ2n = δn+1 < r ≤ δn. Since, for a k-planeW , the
cone e−1x (W
(r)) ∩Bd(0, 1) is contained in a plate in Tk(x,O(r)), this implies that (A.1)
holds.
It remains to show that ν(K) ≥ 1/2. By construction, ν(Pn) ≤ 1/(4N) for all
n ≤ N . Recall that η/2 = 2−N , and hence δη/2n = δn−N ≤ δ1 for all n > N . Since
supp(ν) \Kn−N = ∪
n−N−1
j=0 Pj , we have
ν(Pn \ ∪
n−1
j=0Pj) ≤ ν(Pn ∩Kn−N) ≤ δ
η
n−N for all n > N.
Adding up and recalling (A.3), we see that indeed ν(K) ≥ 1/2, and this completes
the proof. 
APPENDIX B. ENTROPY OF PROJECTIONS
B.1. Entropy basics. In this section we prove a lower bound for the entropy of
smooth images of measures in terms of entropy of linear images of conditional mea-
sures in a multiscale decomposition, see Proposition B.1. We then deduce a robust
version, which is the one that gets used in the proofs of our main results, see Propo-
sition B.3
We start by reviewing some basic facts about (Shannon) entropy. Recall that if
ν ∈ P(Rd) and A is a finite partition of Rd, up to a ν-null set, then the entropy of ν
with respect to A is given by
H(ν,A) = −
∑
A∈A
ν(A) log(ν(A)),
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with the usual convention 0 · log 0 = 0, and in the case A = Dm, we write Hm(ν) =
H(ν,Dm). Likewise, we define the conditional entropy with respect to the finite mea-
surable partition G by
H(µ,A|G) =
∑
G∈G:µ(G)>0
µ(G)H(µG,A).
It follows from the concavity of the logarithm that one always has
(B.1) H(ν,A|G) ≤ log |A|.
For us, entropy will be a tool to estimate dimension: recall Lemma 2.8.
The following are some further elementary properties of entropy that wewill need
to call upon:
(A) If F ,G have the property that each element of F hits at most N elements of G
and vice-versa, then
|H(µ,F)−H(µ,G)| ≤ logN.
(B) If G refines F (that is, each element of F is a union of elements in G), then
H(µ,F|G) = H(µ,G)−H(µ,F).
(C) Conditional entropy is concave as a function of the measure: for t ∈ [0, 1],
H(tµ+ (1− t)ν,F|G) ≥ tH(µ,F|G) + (1− t)H(ν,F|G).
B.2. Multiscale estimates for the entropy of projections. The following proposition
provides a lower bound for the entropy of a smooth image in terms of entropies
of linear images of conditional measures at certain scales. As indicated earlier, the
precise statement is new, but the ideas can be traced to [15, 24, 28, 19]. Given V ∈
G(d, k), we denote orthogonal projection onto V by PV . Furthermore, if A : R
d → Rk
is a linear map of rank k, we denote by Jk(A) the absolute value of the determinant
of A|ker(A)⊥ : ker(A)
⊥ → Rk.
Proposition B.1. Fix 1 ≤ k < d. Let µ ∈ P([0, 1)d) and let [Ai, Bi)
q
i=1 be disjoint sub-
intervals of (0, m] such that Bi ≤ 2Ai. Let F : U → Rk be a C2 map defined in a neighbor-
hood of supp(µ), such that DF (x) has full rank k for all x ∈ supp(µ). Denote
V (x) = ker(DF (x))⊥.
Then
(B.2) H(Fµ,Dm) ≥ −OF,d,k(q) +
q∑
i=1
∑
Q∈DAi
µ(Q)H
(
PV (xQ)µ
Q,DBi−Ai
)
,
where xQ is an arbitrary point in Q. The constant implicit in OF,d,k(q) depends only on
d, k, ‖F‖C2 and infx∈supp(µ) Jk(F
′(x)); in particular, it can be taken uniform in a C2-
neighborhood of F .
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Note that in the case k = 1, V (x) = dirF ′(x) and PV (x)(·) = 〈dirF ′(x), ·〉. The
proof of the proposition depends on a linearization argument, which helps explain
the assumption that F is C2 and has no singular points. The hypothesis Bj ≤ 2Aj
comes from linearization, and can be dropped if F is already linear.
Lemma B.2. Under the assumptions of Proposition B.1, if Q ∈ DAj has positive µ-measure
and x ∈ Q, then
(B.3)
∣∣H(F (µQ),DBj)−H(PV (x)(µQ),DBj)∣∣ .F,d 1,
Proof. All implicit constants are allowed to depend on d. The claim can be rewritten
as ∣∣∣H(µQ, F−1(DBj ))−H(µQ, P−1V (x)(DBj ))∣∣∣ .F 1.
Let Lx(z) = F (x) + DF (x) · (z − x) be the affine approximation to F centred at x.
Note that
DF (x)|V (x)PV (x) = DF (x),
and DF (x)|V (x) is an isomorphism from V (x) to Rk. By the assumption that F has
no singular points, the determinant of this isomorphism (given by Jk(DF (x)) in ab-
solute value) is bounded away from 0 and∞ for x ∈ supp(µ). Hence it follows from
Property (A) that ∣∣∣H(µQ, L−1x (DBj ))−H(µQ, P−1V (x)(DBj ))∣∣∣ .F 1.
So it is enough to show that
(B.4)
∣∣H(µQ, F−1(DBj ))−H(µQ, L−1x (DBj ))∣∣ .F 1.
This is just a consequence of Taylor’s formula. Indeed, since F is C2,
|F (z)− Lx(z)| ≤ O‖F‖C2 (|z − x|
2) ≤ O‖F‖C2 (2
−Bj) for z ∈ Q,
using the assumption Bj ≤ 2Aj . This implies that each element of F−1(DBj ) hitting
Q intersects .F 1 elements of L
−1
x (DBj ), and vice-versa. Property (A) above yields
that (B.4) is verified, and this establishes the claim (B.3). 
We can now conclude the proof of Proposition B.1.
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Proof of Proposition B.1.
H(Fµ,Dm)
(B)
≥ −H(Fµ,D0) +
q∑
i=1
H(Fµ,DBi|DAi)
(B.1)
≥ −OF,d(1) +
q∑
i=1
H
 ∑
Q∈DAi
µ(Q)F (µQ),DBi|DAi

(C)
≥ −OF,d(1) +
q∑
i=1
∑
Q∈DAi
µ(Q)H(F (µQ),DBi|DAi)
(B),(B.1)
≥ −OF,d(q) +
q∑
i=1
∑
Q∈DAi
µ(Q)H(F (µQ),DBi)
(B.3)
≥ −OF,d(q) +
q∑
i=1
∑
Q∈DAi
µ(Q)
(
H(PV (xQ)µQ,DBi)− OF (1)
)
PV (xQ) linear
= −OF,d(q) +
q∑
i=1
∑
Q∈DAi
µ(Q)H(ΠV (xQ)µ
Q,DBi−Ai).
An inspection of the proof shows that the constants depending on F do so in the
way described in the statement. 
We deduce the following “robust” version of Proposition B.1.
Proposition B.3. Under the same assumptions and notation of Proposition B.1, if ν ∈
P(Rd) satisfies ν ≤ ∆µ, then
Hm(Fν) ≥ −OF,d(q) +
q−1∑
i=0
∑
Q∈DAi
ν(Q)Hm∆Bi−Ai
(
PV (xQ)µ
Q
)
.
Proof. Fix i ∈ {0, . . . , q − 1}, and note that
(B.5)
∑
{ν(Q) : Q ∈ DAi, ν(Q) <
1
m
µ(Q)} < 1
m
.
Suppose ν(Q) ≥ 1
m
µ(Q) > 0 for a given Q ∈ DAi . Then
νQ(S) =
ν(Q ∩ S)
ν(Q)
≤
∆µ(Q ∩ S)
1
m
µ(Q)
= m∆µQ(S)
for any Borel set S ⊂ [0, 1)2. We deduce that ΠνQ ≤ m∆ΠµQ for any linear map Π,
and hence
HBi−Ai
(
PV (xQ)ν
Q
)
≥ Hm∆Bi−Ai
(
PV (xQ)µ
Q
)
,
always assuming that ν(Q) ≥ 1
m
µ(Q) > 0 and Q ∈ DAi .
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On the other hand, for fixed i, from (B.5) and the trivial boundHp(·) ≤ k(p+O(1))
for measures supported on a ball of radius O(1) in Rk, we get∑
Q∈DAi :ν(Q)<
1
m
µ(Q)
ν(Q)Hm∆Bi−Ai
(
PV (xQ)µ
Q
)
≤ k(Bi − Ai +Od(1))/m.
Splitting (for each i) the sum
∑
Q∈DAi
in Proposition B.1 into the cubes with ν(Q) ≥
1
m
µ(Q) and ν(Q) < 1
m
µ(Q), we get the desired result. 
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