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Abstract 
I n  this paper we characterize a class of stochastic Petri  
nets that can be solved using matrix geometric tech- 
niques. Advantages of such a n  approach are that very 
efficient mathematical technique become available for  
practical usage, as well as that the problem of large state 
spaces can be circumvented. 
W e  first characterize the class of stochastic Petri  
nets of interest by formally defining a number of con- 
straints that have to  be fulfilled. W e  then  discuss the 
matrix geometric solution technique that can be em-  
ployed and present some boundary conditions o n  tool 
support. W e  illustrate the practical usage of the class 
of stochastic Petri  nets with two examples: a queueing 
system with delayed service and a model of connection 
management in ATM networks. 
1 Introduction 
Stochastic Petri nets (SPNs) have been used exten- 
sively for the performance evaluation of computer and 
communication systems as well as of flexible manufac- 
turing systems. Many variants have been proposed: 
stochastic Petri nets (SPNs) [26], generalized stochas- 
tic Petri nets [l], stochastic activity networks (SANS) 
[31], stochastic reward nets (SRNs) [8, 91, deterministic 
and stochastic Petri nets (DSPNs) [2, 251 and Markov- 
regenerative SPNs [7]. An overview of the mathemat- 
ical differences between these many different variants 
has recently been presented in [ll]. These many dif- 
ferent variants have been proposed for various reasons: 
(i) to increase the modelling flexibility by introducing 
convenient new constructs such as variable arc multi- 
plicities, gates and enabling functions; (ii) to increase 
the modelling power by allowing more general timing 
characterizations as compared to the standard SPNs; 
or (iii) to introduce more structured models so as to 
make the solution process of the underlying stochastic 
process an easier task. 
A general problem in employing SPNs is the rapid 
growth of the state space (the largeness problem). So- 
lutions that have been proposed are often based on 
(approximate) truncation techniques [20] or lumping 
[4, 5, 6, 311, thereby still performing the solution at 
the state space level, or they are based on product- 
form results which allow for an efficient convolution or 
mean-value analysis style of solution [12, 141. In all 
these cases, the “trick” lies in trying to circumvent the 
generation of the overall state space before solution, or 
to decrease the size of the state space. In that respect, 
also simulation avoids the generation of the overall state 
space. 
Besides the above, we should also consider the fol- 
lowing. In queueing theory, the steady-state analysis 
of infinitely large systems is often simpler than analyz- 
ing the corresponding finite systems. These considera- 
tions have lead to the following approach to tackle the 
problem of very large but finite state spaces. Instead 
of generating and solving a very large but finite SPN 
model, we solve infinitely large CTMCs derived from 
an SPN model. In doing so, we explicitly avoid gen- 
erating the overall state space; instead we exploit the 
repetitive structure of the infinite CTMC. Once we have 
solved the infinitely large model, we can use the results 
also for finite versions of the model, albeit not always 
exactly. Indeed, also in many application areas, such 
as the analysis of ATM multiplexers, infinitely large 
models, i.e., infinite buffer models, are used to compute 
bounds or approximations on finite models [33]. 
For the infinitely sized models to be easy solvable, we 
require them to exhibit a regular structure. This limits 
their applicability, however, it is surprising to see how 
many models do fulfill these requirements. A class of 
infinitely large Markovian models which exhibits both 
an efficient solution, and occurs very often in practice, 
are the so-called quasi birth-death (QBD) models, as 
described in [27, 281. A state-wise specification of such 
models, however, is cumbersome for many practical ap- 
plications. We therefore define a class of infinite-state 
SPNs which has an underlying Markov chain of the 
QBD type. We discuss the mapping of such SPNs to 
a compact description of the QBD process and discuss 
an efficient matrix geometric solution technique. 
Important other work in this direction has been re- 
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ported by Florin and Natkin. In [16] they present so- 
called “one-place unbounded SPNs” and prove the ex- 
istance of an underlying QBD structure. In [15] they 
elaborate on ergodicity conditions of such SPNs. The 
SPNs addressed are restricted in the sense that tran- 
sitions have constant firing rates, arc multiplicities are 
always 1 (monovaluated nets), and unbounded places 
may not be the origin of inhibitor arcs. Then, in 
[17], they discuss the ergodicity of “multiple-place un- 
bounded SPNs”. Also such SPNs may have un un- 
derlying QBD, however, when the so-called “marking- 
space dimension” is larger than 1, the block matrices 
A0 through A2 are infinitely large themselves (see Sec- 
tion 3). Finally, in [18], they discuss matrix product- 
from solution for closed, i.e., bounded, stochastic Petri 
nets. Concluding, our proposed class of SPNs is larger 
than the class proposed by Florin and Natkin (see the 
rest of this paper), however, this comes at the cost of 
more difficulty in deriving the underlying QBD struc- 
ture. 
Recent work by Berson and Muntz is also of inter- 
est to our work [3]. They present an approach to de- 
tect block-MiGI1 and block-GIMI1 structures directly 
from models specified using a state-machine specifica- 
tion language. For 2-dimensional models they are able 
to decide on the (in)finiteness and on the block struc- 
ture of the models, directly from the specification. For 
larger-dimensional models they can only do so by fur- 
ther restricting the specification language. 
Two performance evaluation tools have been re- 
ported in the literature that employ matrix geometric 
techniques. With the tool MAGIC 1321, CTMCs with 
a QBD structure can be defined at the state level and 
solved efficiently. With the tool Xmgm, higher-level, 
user-oriented, constructs are provided that allow for a 
more user-friendly model specification of QBD models 
[21]. In this paper we propose to go a step further, 
namely to use SPNs for the specification of a class of 
models that allows for a matrix geometric solution. 
Regarding the applicability of our approach, we see 
good opportunities in the field of broadband communi- 
cation systems, such as ATM systems, where relatively 
simple multiplexers or switches are used in combina- 
tion with intricate arrival processes. Also in the field of 
queues with breakdowns, our approach seem to be well 
applicable. In section 5 we will see examples in these 
directions. 
This paper is further organized as follows. The spe- 
cial class of SPNs is defined in Section 2. The under- 
lying QBD process is described in Section 3, together 
with an efficient solution technique. A proposal for a 
tool supporting this class of SPNs is outlined in Sec- 
tion 4. Two applications are presented in Section 5. 
Section 6 concludes the paper. 
2 Infinite stochastic Petri nets 
We discuss notation and terminology in Section 2.1. 
The restricting requirements are given in Section 2.2. 
They are discussed in Section 2.3. 
2.1 Preliminaries 
We consider a class of SPNs similar to the class of SRNs 
as defined by Ciardo et al. [8, 91. 
Without loss of generality we assume that the 
SPN under study, denoted SPN, has a set P = 
{PO, p l ,  . , p, }  of places of which only PO may contain 
an infinitely large number of tokens. A distribution of 
tokens over the places is called a marking and denoted 
- p = (mo,m) = (mo,ml,-.-,m,). The set of all possi- 
ble markings is denote S = N x M ,  i.e., mo E N and 
- m E M .  Clearly, [NI = 00 and IMI < 00. The set of 
transitions is denoted T .  
We now define level S(k) to be the set of mark- 
ings such that place po contains k tokens, i.e.,S(k) = 
{ E  = (mo,m) E Slmo = k}. The levels S ( k ) ,  k E N 
constitute a partition of the overall state space: S = 
U,”=, S(k)  and S ( k )  n S(1) = 0, k # 1. For ease in no- 
tation, we also introduce S’(k) = {ml(k,m) E S ( k ) } .  
We furthermore define the following two leads to  re- 
lations. We denote -4, & if transition t is enabled in 
p - and, upon firing, leads to marking E‘. The firing rate 
o f t  is not important. We denote i E‘ if transition 
t E T is enabled in p - and, upon firing, with rate A, 
leads to marking p’. 
t X  
- 
2.2 Requirements: formal definition 
We now define a number of requirements on the SPN 
structure and transition firing behaviour. It should 
be noted that these requirements are sufficient, rather 
than necessary, for the SPNs to have an underlying 
QBD-structure. 
Requirement 1. Given SPN, there exists a n E N 
such that for all k,Z 2 IC: S’(k) = S’(Z). We denote 
L = IS’(IC)I. 
Requirement 2. Given SPN and IC as defined above, 
the following requirements should hold for the so-called 
repeating portion of the state space: 
1. intra-level equivalence: 
then (1,m) 3 (1,m’); 
M , Z  2 6, t E T ,  A E R+: if (k,m) 3 (IC,E‘) 
2. inter-level one-step increases only: 
V k  2 n, 3t  E T :  ( k , n z )  5 (k + 1,m’); 
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V k  2 IC, 3t E T ,  X E R+: if ( k , ~ )  3 ( I C  + 1,114’) 
then (k + 1,m) 3 (k + 2,“); 
Vk 2 K ,  V i  E N,2 _> 2, /3 t  E T: ( I C , = )  5 
(k + 2,”) ;  ; 
3. inter-level one-step decreases only: 
V k  > IC, 3t E T :  (k + 1,214) -4, ( k , ~ ‘ ) ;  
~k > IC,  3t E T ,  x E R+: if (k + 2,114) 3 ( I C  + 
1 , ~ ‘ )  then (k + 1,111) % ( k , ~ ’ ) ;  
Vk > IC, Vz E N,i 2 2, Pt E T :  ( k + i , m )  4, 
(k, ”1; 
... ...... 
o...... n - 1  + I  n +  ..... ...... .... ...... 
Requirement 3. Given SPN and IC as defined above, 
for the so-called boundary portion of the state space the 
following requirements should hold: 
1. no boundary jumping: 
Vk < IC - 1,VZ > K ,  $ti E T :  (k,m) (Z,”); 
V k  < K - 1,VZ > IC, Bt2 E T: ( 1 , ~ )  3 ( I C , ” ) ;  
2.3 Requirements: discussion 
Although the requirements to be posed on the SPN 
models are exact in themselves, it is good to discuss 
them in a more informal way. 
Requirement 1 states that, starting from a certain 
level K onwards, all levels are the same as far as the 
non-infinite places are concerned; they only differ in 
the number of tokens in place PO. It is for this reason 
that the levels k 2 IC are often called the repeating 
portion (levels) of the state space. The levels k < K 
are denoted the boundary portion (levels) of the state 
space. In Figure 1 we depict the overall state space and 
its partitioning in levels. We have tried to visualize the 
fact that starting from level IC onwards, the levels are 
similar to each other. Levels 0 through IC - 1 can be 
totally different from each other. In between states 
from levels 0 through K - 1 all kinds of transitions may 
occur. That is why we can also see these boundary 
levels as one aggregated boundary level (Requirement 
Transitions can occur within a level, and between 
levels. Since the repeating levels are always the same, 
apart from the level number itself, all internal transi- 
tions in one level, must have similar equivalents in other 
repeating levels. There are no transitions possible be- 
tween non-neighbouring levels. There have to exist up- 
1). 
............... 
I -  
, -  
~ 
- - - - -. - repeating levels 
boundary level(s) 
Figure 1: State space partitioning in levels 
and down-going transitions between neighbouring lev- 
els. Also, for the repeating levels, their interaction with 
neighbouring levels is always the same (Requirement 2). 
The transitions between the boundary levels and the 
repeating levels only take place in levels IC - 1 and IC, 
however, they may have any form (Requirement 3). 
Regarding the levels as “super states” one easily sees 
the similarity with the well-known state spaces of birth- 
death queueing models. It is this similarity that has 
named a stochastic process on such a “levelized” state 
space a quasi birth-death model. 
The stated requirements are sufficient, however, not 
always necessary. One might imagine SPNs which have 
a slightly different structure that still allow for a matrix 
geometric solution. 
3 Matrix geometric solution 
We start with a state space partitioning in Section 3.1. 
Then, in Section 3.2, we derive a matrix geometric so- 
lution for the steady-state probabilities, and in Sec- 
tion 3.3 we discuss the algorithmic aspects. The deriva- 
tion of reward-based measures is discussed in Sec- 
tion 3.4. Finally, we discuss how results for infinite 
models can be used to derive (approximate) results for 
finite models in Section 3.5. 
3.1 State space partitioning 
Referring to Figure 1, it is easy to see that the generator 
matrix Q of the QBD has the following form: 
74 
Now, by the requirements posed on the intra- and inter- 
level transitions, we have 
A0 = Bk,k+l, 
A1 = Bk,k, 
k = K ,  K + 1 e * * ,  
k = K + 1 , ~  + 2 . . * ,  { A2 = B k , k - l ,  k = K + 1, K + 2 * * e .  
Using this notation, we may write Q as follows: 
' Bo,o . . . 
B,-i,o . . . 
0 0  
0 0  
0 0  
. .  
3.2 
When the CTMC would have been finite, we would 
have calculated the steady-state probability row vector 
- w by numerically solving the global balance equations 
(GBEs): 
where the right part is a normalisation, i.e.,lT = 
( l , . . . , l ) T .  In the infinite case, we start from the 
same equations. First, we partition according 
the states belonging to the various levels, i.e.,E = 
(G, tl, . . . , gK-l, gK, z,+~, - a ) .  Substituting this in (l), 
we obtain 
S t eady-st at e probabilities 
- w Q = Q ,  a n d d T = l ,  (1) 
(a) : i = 0, . . . , n - 2 : xi'?: z ~ B ~ , ,  = 0, 
(b) : i = K - 1 : 
( c )  : i = n : xiz:-1 gjBj,i 0, (2) 
Cj=o gjBj,i = 0, 
(d) : i = n + 1,. . . : 
(e) : normalisation : 
E,, z ~ + ~ - ~ A ~  = 0, xi=o Z, . IT = 1. 
We now try to exploit the regular structure in the state 
space in the solution process. In particular, looking 
at (2.d), it seems that for the state probabilities gi, 
i = K ,  K + 1, - +, only the neighbouring levels are of 
importance. We know this situation from the birth- 
death process for the MlMll queue. For that case, it 
is well-known that w i + l  = p i ,  with wi the probability 
of having i customers in the system and p = X/p the 
traffic intensity. In a similar way, we can assume that 
zK+l = zKR, zK+2 = tK+lR = gKR2, * * * (3) 
or, equivalently, 
(4) z,+~ = gKRi,i E N ,  
where R is an L x L matrix relating the steady-state 
probability vector at  level ~ + i  to the steady-state prob- 
ability vector at level n+i  - 1 ( i  = 1,2, .  -). To validate 
the above assumption, we have to substitute it in Equa- 
tion 2(d). For i E N ,  we find 
zK+~Ao + gn+i+lAl+ gn+i+2A2 = 0 @ 
&,R*A, + + g K ~ i + 2 ~ 2 )  = o 
gKRi(A0 + RA1 + R2A2) = 0. ( 5 )  
For these three multiplicative terms to yield zero, at  
least one of them must equal zero. If gK would be zero, 
all higher level probabilities would be zero as well. This 
can not be the case. A similar reasoning is valid for R so 
that we have to conclude that assumption (3) is valid, 
if R satisfies the matrix polynomial 
A0 + RA1 + R2A2 = 0. (6) 
In case i = K ,  (2.c) can be rewritten to incorporate 
assumption (3), because z,+~ can be rewritten in terms 
of g, and BK+l,, = A2: 
n+l 
ZjBj,. = z~-~BK-I,K +Zn(Bn,K + RA2) = 0. (7) 
j=s-l 
With this substitution, (2.a-c) comprises a system of 
K+ 1 linear vector equations with as many unknown vec- 
tors. However, as these vectors are still dependent, the 
normalisation (2.e) has to be integrated in it, to yield 
a unique solution. This normalisation can be rewritten 
as follows: 
i = O  i = O  
K - 1  
= E giIT + g,R"(I - R)-'LT = 1. (8) 
i=O 
3.3 Algorithm 
To summarize, the following steps should be under- 
taken in the solution process: 
SO. From the SF", derive K ,  Ai (i = 0,1,2) and Bij 
S1. Compute R from the matrix polynomial (6); 
S2. Solve the linear system (2.a-c), using (7) and (8); 
S3. Compute gn+, as gKRi. 
Step SO typically requires software tool support, which 
is dealt with separately in Section 4. 
Step S1 is normally done via an iterative approach. 
Starting with R(0) = -AoAI1, we obtain successive 
approximations of R as follows: 
( i , j = O , * . * , K ) .  
R(k + 1) = -(A0 + R2(k)A2)AT1. (9) 
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The iteration is stopped whenever IJR(k)-R(k+1)1) < 
E .  It can be shown that the sequence {R(k), k = 
0,1, . . .} is entry-wise nondecreasing, and that it con- 
verges monotonically to the matrix R [27]. Substantial 
speed-up can be gained when using the new algorithm 
of Latouche and h a s w a m i ,  as illustrated in [33]. 
If series of performance analyses need to be per- 
formed (parametric analysis), speed-up can be gained 
if these analyses are ordered in increasing order of sys- 
tem utilisation. The R-matrix of a previous analysis 
can then be used as initial value for the next analysis. 
Although we have not (yet) automated this, experience 
has shown that the required number of steps in the 
iteration decreases, albeit not dramatically. 
Step S2 is normally done via Gaussian elimination 
or Gauss-Seidel iteration (or SOR), depending on the 
size of the system. Our experience is that the boundary 
part of the model is usually of such a size that Gaussian 
elimination is well feasible [24, 331. 
Step S3 is only performed when required (see also 
Section 3.4). 
3.4 Reward-based measures 
Once the steady-state probabilities are known, reward- 
based measures can be computed easily. Let T : N x 
M -+ R denote a real-valued reward function defined 
on the state space of the model. The steady-state ex- 
pected reward rate is then computed as 
M 
i=o m € S ' ( i )  
If the rewards are only dependent on the level number 
and not on the inter-level state, i.e., if ~ ( i ,  114) = r ( i , ~ ' ) ,  
for all m , ~ '  E S'(i)  given fixed i E N, then we write 
~ ( i )  = r(i,m) and consequently 
00 
i = O  
If ~ ( i )  = i, further reductions in complexity can be 
reached, using results for the geometric series, thus 
avoiding explicit calculation of the state probabilities 
and the infinite summation. 
3.5 Finite models 
CTMCs with infinite state space are often used to ob- 
tain bounds or approximations for models with a large 
but finite state space. Two steps need to be undertaken 
to accomplish this: 
Infinite model solution. The infinite-size model is 
solved, for instance with matrix geometric tech- 
niques, yielding E = (%, gl, . - .); 
Renormalisation. A new probability vector g = 
(go,gl,...,gF) is defined, with gi = 9pgi (i = 
O, . . . ,  F ) ,  and 9~ = (zLo~iLT)-l. In doing so, 
- U is a probability vector on the levels 0 through F .  
Under many circumstances, provides a good approxi- 
mation for the exact steady-state proabilities of a finite 
model on levels 0 through F (see [34]). When certain 
quasi-reversibility properties hold, the renormalization 
is even exact [20, 231. 
Finally, it should be noted that also for a class of 
finite QBD models, matrix geometric solutions apply 
directly (28, Chapter 41, [19]. These, of course, could 
also be applied when appropriate. 
4 Tool support 
A prerequisite to make any performance evaluation 
technique really usable is to have software tool support 
for it available. Such tools should (i) allow users to 
specify their models a t  a high-level of abstraction; (ii) 
automatically derive the, often more detailed, underly- 
ing mathematical model; (iii) solve the mathematical 
model in the most appropriate way; and (iv) present 
the solution results in terms of the original high-level 
model. 
For the class of SPN model at hand, this implies that 
users should be able to specify, at SPN level, a model 
and that the tool finds out whether the requirements 
are met or not. If so, the matrix geometric solution 
technique can be employed. If the requirements are 
not met, various ways can be chosen. The tool can 
just indicate so, and stop the analysis, possibly also 
indicating where "it went wrong". A different approach 
might be to analyze the model using either a simulation 
approach, or a numerical approach with a truncated 
version of the model on a very large but still finite state 
space. 
One practical problem that comes along here is that 
the requirements 1-3 may be easy to write down, they 
are not easily verified in general. As an example of 
this, consider a marking-dependent transition between 
two neighbouring levels in the repeating portion of the 
state space. If the transition has different rates between 
different neighbouring levels, Requirement 2.1 is not 
fulfilled. However, it very much depends on the way the 
marking dependent transition rate is specified, whether 
this can be checked in finite time or not. 
When inhibitor arcs and enabling functions are al- 
lowed, in its most general setting, the verification prob- 
lem might even be undecidable (see also [3]). Therefore, 
the given requirements should be interpreted as being 
sufficient to allow for the efficient solution. However, 
we are free to pose extra requirements, which ease the 
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task of verifying whether a certain SPN passes the test 
or not, albeit possibly at the cost of less modelling flex- 
ibility. As an example of this, not allowing for marking 
dependent transition rates, will ease the task of verifi- 
cation. 
Al- 
though this is often easy for a human being, doing this 
for instance “by inspection” of the upper left part of 
the matrix Q, for a computer program this is less easy 
to do. In particular, the state space generation order 
plays an important role here; it should be done level-by- 
level. One way to solve this, might be to have the tool 
user indicate the value of n. An indicated value that is 
too large does not spoil the solution process, however, 
it becomes slightly inefficient. An indicated value of n 
that is too small will not yield correct results. 
The aim of this paper is to present a class of infintely 
large SPNs which allow for an efficient solution. In a 
later paper we will report about the tooling effort we 
undertake. For the time being, we have used our tool 
for matrix geometric methods, i.e., Xmgm [21], for the 
solution of the underlying infinite CTMCs, i.e., for steps 
S1 through S3. Step SO has been performed manually. 
Another problem is the determination of n. 
- C A  0 0 0 
0 - C O  x 0 i 0 0 0 - C O  p 0 - C O  x 5 Applications x ... j i :  \ In this section we discuss two applications. The first 
application, a single server queueing system with de- 
layed service, is presented in Section 5.1. Then, in 
Section 5.2, we discuss an application from the area 
of B-ISDN. 
5.1 Queueing with delayed service 
Considers a single server queueing system (see Figure 2) 
at which customers arrive as a Poisson process with 
rate X via transition arr and are served with rate p via 
transition serve. 
Before service, arriving customers are stored in a 
buffer. Service is not immediately granted to an ar- 
riving customer, even not is the server is idle at that 
time (a token in place sleep). Only after there are 
at least T (for threshold) customers queued, the server 
awakes and starts its duties. This is enforced by an en- 
abling predicate associated with the immediate transi- 
tion wake-up: #buffer 2 T .  The server subsequently 
remains awake until the buffer becomes empty, after 
which it resumes sleeping. 
For a threshold T = 3, the corresponding CTMC 
is given in Figure 3. From the models, it can easily be 
seen that they fulfill Requirements 1-3 with n = T = 3. 
X buffer s t a r t  P 
arr y g  
kpy+ #buffer 2 T 
Figure 2: SPN of a single server queueing system with 
delayed service 
Figure 3: CTMC of the single server queueing system 
with delayed service; T = 3 
The generator matrix then has the following form: 
Q = l  0 1 0   I O  p 1 0  0 I o  - C I A  D - c l  x I . . .  . 1 ,  
[[J 
. .  . .  
where C is chosen such that the row sums equal 0. 
From this matrix we observe that the L x L A-matrices 
have the following form ( L  = 1): A0 = (A), A1 = 
(-(A + p ) )  and A2 = ( p ) .  From these matrices we 
derive pR2 - (A + p)R + X = 0 which has as only valid 
solution R = (X/p). From this, it once again becomes 
clear that R takes over the role of p in simpler queueing 
analysis, such as in the MlMll queue. 
Denoting z, = z, (i = 0 or i = 3 , 4 , . . . )  and zi = 
(qs, z i , ~ )  (i = 2,3), the boundary equations become 
(from these seven equations, any one of the first six can 
be omitted): 
’ -Azo + /.L%lA = 0, 
AZO - XZlS = 0, 
X Z l S  - Xz2s = 0, 
-(A + p ) Z l A  + pz2A = 0, 
XZlA - (A + p ) Z 2 A  + Pz3 = 0, 
Xz2S + Xz2A - (A + p ) Z 3  + 1124 = 0, 
. z0 + 21s + z1A + z2S + z2A + Z3(1  - p)-’ = 1. 
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on # buffer s t a r t  busp p 
3.2 
3.0 
2.8 
2.6 
E [ N ]  2.4 
2.2 
2.0 
1.8 
1.6 
5 10 15 20 25 30 35 40 
B 
Figure 4: The average number of customers in the sys- 
tem, E [ N ] ,  as a function of the number of buffer places 
Concluding, to solve this SPN model using matrix ge- 
metric techniques, for a threshold T ,  we require a linear 
system of size 2T to be solved, as well as one quadratic 
equation which, since L = 1, can be solved in fixed 
time. 
In contrast, when using a numerical approach based 
on the global balance equations of a finite SPN model, 
i.e., a model with a limit of B buffer places, we require 
a system of linear equations of size T + B to be solved. 
Especially when B becomes large, the infinite-buffer 
model with matrix geometric solution is more efficient. 
Also when the renormalization procedure as outlined in 
Section 3.5 is used (see below), the matrix gemetric ap- 
proach becomes more efficient, as for increasing buffer 
size B,  only a renormalization has to be performed, 
whereas the solution based on the global balance equa- 
tions has to be totally redone. 
As a numerical example, consider the case where X = 
2, p = 3, T = 3 and, consequently, p = 213. The ma- 
trix geometric solution with infinite buffer, i.e., B = 00, 
results in the following boundary steady-state probabil- 
ities: 
to = 0.11111, Z1A = 0.07407, 21s = 0.11111, { Z ~ A  = 0.12346, 22s = 0.11111, t 3  = 0.15638. 
Using these probabilities, and ti = z ~ p ~ - ~ ,  i = 4,5, . . e ,  
we obtain for the average number of customers in the 
system E[N] = 3.00. 
In case we have a finite-buffer model, we can also 
compute E [ N ]  directly from the global balance equa- 
tions. In Figure 4 we show the average number of cus- 
tomers in such a system as a function of the number 
of buffer places, as calculated from an SPN model, us- 
ing the GBEs explicitly (labelled 'sPN'). We also show 
the renormalized results derived from the infinite-buffer 
model, according to the procedure proposed in Sec- 
tion 3.5 (labelled 'MGM'). Clearly, the results match 
Figure 5: SPN model of OCDR mechanism 
perfectly. This is due to the quasi-reversibility prop- 
erty that holds in this case [20,23]. A similar conclusion 
can be drawn for the computation of the buffer-overflow 
probabilities. 
5.2 Connectionless traffic in B-ISDN 
An ATM/B-ISDN-based communication infrastruc- 
ture offers a connection-oriented service. Via two of the 
ATM adaptation layers 3/4 and 5, also connectionless 
services can be provided [30]. Packets arriving at  the 
AAL service boundary to make use of such a service, 
suffer a possible delay from the connection establish- 
ment at the ATM service boundary, i.e., a connection 
set-up delay, unless there already exists a connection 
when the packet arrives. Once the connection has been 
established, all buffered packets can be transmitted and 
the connection can be released. This can be done im- 
mediately, or with some delay. The former has as dis- 
advantage that a connection is being maintained when 
it is not needed, however, it has as advantage that some 
packets might profit from the fact that there is still a 
connection when they arrive. Whenever packets arrive 
in bursts, there is a trade-off between the release de- 
lay, the costs and of maintaining an unused connection 
and the perceived performance (average delay). The 
above way of implementing connectionless services, has 
been proposed by Heijenk et al. [22] under the name 
'on-demand connection with delayed release' (OCDR). 
An SPN model for such a system is given in Figure 5. 
Packets arrive via transition arr and are placed in the 
buff er. The rate of transition arr is modulated by an 
independent on/off-model. A token in place on or off 
respectively models the fact that the source is in a burst 
or not. When in a burst, packets are generated accord- 
ing to a Poisson process with rate X packets/second. 
When not in a burst, no packets are generated. The 
transitions go-on and go-off, with rates Q and p re- 
spectively, model the time durations the source remains 
in the off and on state. The service rate is p Mbps and 
the average packet length is denoted 1. 
If the server is busy, there will be a token in place 
busy and arriving packets have to wait on their turn. 
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Figure 7: The expected delay E[D] (in seconds) as a 
function of the arrival rate X in a burst 
If the server is idle, but there is no connection avail- 
able, signified by a token in place no-con ,  a connection 
will be established, causing a negative exponential de- 
lay with average length 1/c (transition get-up). Once 
there is a connection, normal packet transmissions can 
take place. Once the buffer is empty, the connection is 
released with a negative exponential delay with average 
length l / r  (transition release). 
The corrsponding CTMC is given in Figure 6. In 
this model, the states space S = ( ( 2 ,  j ,  k)lz E N ,  j, k = 
O , l } .  Parameter i denotes the number of packets in 
the system, j denotes whether there is a connection 
( j  = 1) or not ( j  = 0) and k denotes whether the 
arrival process is in a burst (k = 1) or not (k = 0). As 
can be seen from the CTMC, but as can also be verified 
using Requirements 1-3, this model has a structure that 
allows for a matrix geometric solution. Every level S(1) 
consists of the L = 4 states with 1 packets present, 
Clearly, K = 1 and the boundary equations are given 
by the global balance equations for the first two levels, 
i.e.,level 0 and 1, plus the normalisation equation, in 
total yielding a system of 8 linear equations. The L x L 
matrix R with L = 4 now has to be solved numerically. 
If a finite buffer model were used, e.g., with B buffer 
i.e., S(1) = { ( I ,  o,o>, (I,0,1), (h1,0), (4  1,1)}. 
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Figure 8: The expected bandwidth E[Bw] (in Mbps) 
as a function of the arrival rate X in a burst 
places, an underlying finite CTMC can be generated 
with 4(B + 1) states. As measures of interest we could 
address: (i) the average node delay E[D] (in seconds); 
(ii) the average reserved bandwidth E[&] (in Mbps); 
and (ii) the expected number of connection establish- 
ments per second E[C] (in per-second). All these quan- 
tities can be expressed in closed-form using R and the 
boundary vector a (for details, see [22]). 
Under the assumption that communication capacity 
can be claimed in various amounts, the service rate p 
can be chosen freely. Given a certain workload, a higher 
requested transmission speed p will yield smaller con- 
nection times, however, at higher costs per time unit. 
The parameter p, therefore, together with the connec- 
tion release rate T are interesting quantities to control 
the system performance and cost. 
Let us now turn to some numerical results. We as- 
sume that a = 1.0, p = 0.04, c = 10.0, and 1 = 10 kbit. 
We address the following two combinations of trans- 
mission and release rates: ( p , ~ ) l  = (336.0,l.O) and 
( p , ~ ) a  = (236.0,0.5). In the first case, the transmis- 
sion speed is relatively high, but connections are rapidly 
released after usage. In the second case, a lower trans- 
mission speed is used, but a connection is maintained 
longer. Therefore, arriving packets have a smaller prob- 
ability to perceive an extra connection setup delay. 
In Figure 7 we depict the expected delay E[D] (in 
seconds) as a function of the arrival rate X in a burst. 
Although for X x 85 the average delay values coincide 
(E[D] M 24.5), for changing X’s this is certainly not the 
case. For the first parameter set, the average delay is 
less sensitive to changes in A, especially towards higher 
values. For smaller values of A, the average delay is 
smaller for parameter set 2. Suprisingly, the less sensi- 
tive solution, requires a smaller average bandwidth as 
well, as illustrated in Figure 8. The number of connec- 
tion establishments, however, is higher, as illustrated 
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s-l) as a function of the arrival rate X in a burst 
by Figure 9. Since the latter can be associated with 
costs in a B-ISDN context, the price to be paid for the 
less sensitive delay behaviour and for the smaller band- 
width consumption is paid here. Also observe, that for 
higher traffic, the number of connection establishments 
decreases, i.e., a connection that is once established, is 
used for a long time since the probability of having a 
connection and no packets present decreases with larger 
A. 
Finally, we report on the efficiency of the matrix ge- 
ometric solution technique. The number of required 
steps in iteration (9) to  calculate R with accuracy 
E = lop6 increases almost linearly with the traffic in- 
tensity A, from a few iterations when X is very small, to 
250 when X approaches 200. The required computation 
time to determine R then ranges from 0.05 through 
1.00 seconds. These values are obtained without use 
of sparse matrices and without the earlier mentioned 
speed-up that could be obtained when doing multiple 
analyses. 
6 Summary and conclusions 
In this paper we have defined a class of infinite SPNs 
for which an efficient solution technique based on ma- 
trix geometric methods is feasible. The requirements 
to be posed on any SPN to exhibit such a solution are 
explicitly stated as sufficent conditions. The solution 
of the steady-state probabilities as well as of reward- 
based measures, thereby exploiting the QBD structure, 
is also discussed. 
With two examples we have illustrated our approach. 
From these examples, and from the more general appli- 
cability of the theory, we think the newly defined class 
of SPNs is of importance for many application areas. 
In order to  become practically useful, tool support is 
necessary. Some requirements on and suggestions for 
tools have also been made. 
As future research areas we envisage the design 
and implementation of a tool supporting the presented 
model class and solution technique. Especially the is- 
sue of decidability and the refinement of the require- 
ments will be an important research theme. Also, the 
refinements should preferably become verifyable at the 
SPN-level, rather than at the level of the underlying 
CTMC. Finally, attention should be paid to ergodicity 
conditions and their a priori validation. 
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