Plant species detection aims at the automatic identification of plants. Although a lot of aspects like leaf, flowers, fruits, seeds could contribute to the decision, but leaf features are the most significant. As a plant leaf is always more accessible as compared to other parts of the plants, it is obvious to study it for plant identification. The present paper introduced a novel plant species classifier based on the extraction of morphological features using a Multilayer Perceptron with Adaboosting. The proposed framework comprises pre-processing, feature extraction, feature selection, and classification. Initially, some pre-processing techniques are used to set up a leaf image for the feature extraction process. Various morphological features, i.e., centroid, major axis length, minor axis length, solidity, perimeter, and orientation are extracted from the digital images of various categories of leaves. Different classifiers, i.e., k-NN, Decision Tree and Multilayer perceptron are employed to test the accuracy of the algorithm. AdaBoost methodology is explored for improving the precision rate of the proposed system. Experimental results are obtained on a public dataset (FLAVIA) downloaded from http://flavia.sourceforge.net/. A precision rate of 95.42% has been achieved using the proposed machine learning classifier, which outperformed the state-ofthe-art algorithms.
I. INTRODUCTION
As the future is moving to an artificially intelligent world, machines are replacing human experts in every domain. One such significant domain is agriculture, where the human experts are looking for intelligent machines, which may make their task easier and perform even better than human experts. Such intelligent systems are very crucial, as they are likely to eliminate any chances of ambiguity. Leaf recognition for plant species detection is a significant research zone in the field of image processing and computer vision. Although a lot of methods have been developed so far, the existing computational models for leaf recognition must address a couple of challenging issues. One of these challenges is the extraction of features of plant leaf and their representation so that accurate classification of plant species could be made. Out of many features, leaf shape is a conspicuous element that most algorithms rely on to perceive and describe The associate editor coordinating the review of this manuscript and approving it for publication was Md. Asikuzzaman . a plant [1] . In addition, leaf shading, surface, and vein can also be considered for more accurate classification [2] . Each of these components is significant for the recognition and classification of a leaf image. Because of the availability of effortless cameras and remarkable computer vision frameworks, plant/leaf recognition has become an active area of research. The popular frameworks mainly comprise preprocessing, feature extraction & selection and classification. This paper aims to propose a novel classifier for plant species recognition using morphological features enhanced with the adaptive boosting methodology. The major contributions of our paper are:
• Fast and accurate leaf classification for plant species identification • Utilization of morphological leaf features with low dimensionality • Evaluation of different classifiers • Optimize the classification results using AdaBoost This paper is subdivided into seven sections. An introduction to plant leaf recognition has been presented in Section 1. Section 2 presents a review of existing techniques. The diagram of the proposed system is depicted in Section 3. The exploratory outcomes are portrayed in Section 4. Furthermore, a performance comparison with state-of-the-artwork is made in Section 5. Finally, Section 6 provides the conclusions and some notes on the future research work topics.
II. RELATED WORK
Numerous approaches have been proposed to recognize plant leaves in an automatic manner. A large portion of such attempts used the feature extraction from the leaf, trailed via training a model based on these features. The shape, color and textural features are widely used for feature extraction and classification. The major contributions are as follows:
A. SHAPE FEATURES BASED CLASSIFICATION
Im et al. [3] presented a system of representing the leaf shapes by their polygonal approximations and used an expanding number of nearby points of interest for consequent steps. Pietikäinen et al. [4] used shape and texture features for leaf classification using neural networks and achieved 83.00% accuracy. Kulkarni et al. [5] proposed technique based on color, texture, vein and shape features combined with Zernike moments. Radial Basis Probabilistic Neural Network (RBPNN) classifier was used for classification. Prasvita and Herdiyeni [6] used shape features and neural network classifier and acquired a classification accuracy of 90.00%. Ekshinge and Andore [7] achieved 85% accuracy by elliptic Fourier analysis using shape features.
B. MORPHOLOGICAL FEATURES BASED CLASSIFICATION
There are some popular methods that have been used to extract the information of leaf which include digital morphological features. Neto et al. [8] employed PNN together with image and data processing techniques. The author considered five categories of geometrical features, namely, perimeter, physical width, length, area and diameter of leaves for recognition. Wu et al. [9] used morphological features with a PNN classifier to characterize 32 types of green leaves. Later, external characteristics of leaf such as leaf shape, venation, leaf margin, and texture were used for plant morphological research [10] , [11] . [12] has employed Multilayer Perceptron (MLP) classifier for leaf recognition. The proposed classifier obtained recognition accuracy of 94.0% for leaf recognition using morphological features. Kadir et al. [2] produced good results with a classification accuracy of 93.75%. ArunPriya et al. [13] used morphological features, geometric features, vein structure features with SVM classifier and achieved 94.20% accuracy.
C. COLOR-FEATURE BASED CLASSIFICATION
Timmermans and Hulzebosch [14] presented a neural network system for the successful classification of the cactus plant. Perez et al. [15] used color and geometrical features to recognize weeds in crop fields. The K-NN classifier was used for classification. Fuzzy logic decision making was also employed to recognize weeds in an agricultural field (Yang et al. [16] ). Zulkifli [17] proposed a general regression neural network to classify 10 different species of plants with leaves of different green shades. A couple of leaf classification frameworks considered surface components like entropy and homogeneity (Man et al. [18] ) to enhance the accuracy of detection. A similar approach to using color information was proposed for plant recovery by Kebabci et al. [19] . Principal Component Analysis (PCA) was used to obtain preeminent features and a higher precision was obtained for characterizing 60 sorts of plants. Anami et al. [20] proposed a leaf classification system based on edge histogram, color histogram, and area of leaves. A recognition accuracy of 93.6% was obtained for the proposed system. Bama et al. [21] proposed an efficient content-based leaf image retrieval method using texture and color features.
D. TEXTURE FEATURES BASED CLASSIFICATION
Man et al. [18] proposed shading as a major component for leaf recognition. The author claimed that the proposed framework could classify 24 species of plants with a precision rate of 92.2%. Chaki and Parekh [22] used texture features using GLCM and obtained a classification accuracy of 78.00%. Chaki et al. [23] used preprocessing to make the leaf image invariant to translation, rotation, and scaling. A recent plant species detection algorithm by Zhang et al. [24] , [25] used a two-stage local similarity-based classification learning method. This method performed classification based on cluster analysis.
E. OTHER APPROACHES
Abbasi et al. [26] used the Curvature Scale Space (CSS) technique and k-NN classifier to classify chrysanthemum leaves. Recently, Lee et al. [27] investigated the use of deep learning model for leaf classification. The author obtained interesting and surprising results. The different orders of venation came out to be the best representative instead of shape. Moreover, the author used multi-level representation in leaf data corresponding to species classes.
The existing machine learning-based approaches are mainly dependent on the shape and texture features. Our algorithm achieved comparable accuracy used morphological features even without using textural features. It is observed that most of the algorithms has used either PNN or SVM. The K-NN, decision tree and multilayer perceptron with the Adaboost technique are explored which achieved better accuracy with a lower dimensionality as compared to the current algorithms.
III. DESIGN OF THE PROPOSED SYSTEM
The structure of the proposed plant leaf recognition system is delineated in Fig. 1 . The proposed framework consists of different stages, specifically, data acquisition, digitization, pre-processing, feature extraction and classification based on the extracted features. 
Explanation:
• In data acquisition and digitization phase the samples of plant leaves are collected and digital images of these samples are produced. The current work employed a public dataset of leaf images, which consists of the acquired digital images of different plant leaves.
• In the pre-processing phase, digital images of leaves are converted into a grayscale format.
• In the feature extraction phase, the morphological features, namely, major axis, minor axis, centroid, solidity, perimeter, and orientation are extracted.
• For classification, k-NN, decision tree, and multilayer perceptron classifier are used.
• The AdaBoost methodology is used to improve the precision rate of the proposed system The proposed pseudo-code and algorithm for plant species detection via leaf recognition is as follows:
IV. FEATURE EXTRACTION TECHNIQUES
Leaf classification is being carried out via computational models of leaf recognition methods. Outer qualities of leaf, for example, leaf shape, venation, edge, vein, shape, skeleton, and surface are being utilized for plant morphological research [2] , [10] , [11] . Numerous specialists have applied rice seed morphological highlights to distinguish and investigate rice seed quality [28] - [30] . In the present paper, morphological features such as major and minor axis length, centroid, solidity, perimeter, and orientation are extracted for leaf recognition. They are defined in the following section:
The major axis is the line connecting at one end called a base point to the tip of the leaf. For drawing the major axis two points are selected. Then the line will be drawn on to the selected points that represent the major perpendicular axis of the image. This major axis length measures the length of the image in width-wise as follows.
Major axis length
where x 1 , y 1 is the point along the major axis and x c and y c are the center point. rx, ry is the radius along x-axis and y-axis, respectively. Minor Axis is the line drawn perpendicular to the major axis.
Centroid is defined as the center of mass of the region. An image can be sub-divided into various small regions. Each small region can have its individual centroid point. The centroid of a polygon is calculated using (2)
where C x and C y are the centroids for where A i is the contour area given by (3)
Solidity is the extent of the pixels in the convex hull that is additionally in the area. It is computed as equation (4) S = Area Convex area
Generally, there are two types of leaf images hollow and solidly filled image. The solidly filled image always consists of a single color. All the pixels around the center of mass are filled with high-intensity colors. In a hollow image, the pixels around the center of mass are only partially filled. That means small pixels are left empty. c s = 10 (D h /D t ) (N s /1000) 1.5 (5) C is the centroid, S is the solidity, D h is the diameter, and N s is the pixel count in a specific area. When all the centroid points are connected, it will generate a clearly drawn line. This line will be random and the whole image center of mass stands around this centroid point.
Perimeter (or circumference) of a region R is characterized as the length of its external shape, where R must be associated [28] . The perimeter is determined by estimating the whole of the separations between progressive limit pixels as in equation (6) [30] . The simplest measure of the perimeter is obtained by tallying the number of limit pixels that belong to an object [10] . The separation around the limit of the region is called a perimeter. It is the total circumference around the image of the leaf. The total number of pixels around the boundary points is calculated which will give information about the total amount of pixels that have been used to fill the boundary pixels.
where P is the perimeter, L is the length of the major axis and W is the length of the minor axis.
Orientation is the angle between the x-axis and the major axis of the ellipse. It denotes the alignment of the image along with the major axis and minor axis. Orientation along the coordinate axis will automatically shorten the length of major and minor axis as defined in equation (7). O = cos m j + sin (m i ) + sqrt tan m j × m i (7) where O is the orientation, m i is the length of the minor axis, and m j is the length of the major axis.
V. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, experimental results dependent on the proposed framework are introduced. In this paper, a public dataset taken from http://flavia.sourceforge.net/ is used for experimentation. This dataset contains 32 different types of plant leaves. This dataset has leaf images of 32 common plants in China, such as Phyllestachys Pubescens, Aesculus Chinensis, Berberis Ferdinandi-coburgii Schneid etc., clicked using Apple iPad 2 device. It comprises 1907 images 720 × 960 pixels for all 32 categories. The size of the dataset is about 1 GB. In this work, the authors have considered 10 images of each category for the experimental work. Three different approaches were used for evaluation. First 80-20 approach is used in which 80% images are considered randomly as training dataset and remaining 20% are considered as testing dataset. Another approach is 3-fold and 5-fold cross-validation. In 3 fold cross-validation, the whole dataset is randomly partitioned into three groups. Training is done on two groups and testing is done on the third group. A similar approach is used for 5 fold cross-validation. Python platform is used for the experimentation on intel i3 with 8GB RAM machine. Various classifiers i.e. k-NN, decision tree, and Multilayer perceptron classifiers are used for evaluation. K-NN classifier using one nearest neighbor is used for experimentation. In multilayer perceptron number of layers is calculated as average of sum of total number of features and classes i.e.
No. of layers = (number of features + numberofclasses) 2 Each layer represents one neuron for every feature. The Adaptive Booting approach is likewise explored with the same dataset. Boosting is an approach to manage machine learning in light of making an exact desire rule by joining numerous tolerably feeble and wrong runs. The AdaBoost calculation of Freund and Schapire [31] is the most generally used boosting calculation with applications in different fields. We have considered this algorithm in the present work to enhance the classifier performance. The base classifier is MLP. Number of estimators used are 50. The Performance of the proposed framework for plant leaf recognition is analyzed based on precision rate, RMSE (Root Mean Square Error) and FAR (False Acceptance Rate). Experimental results based on these parameters are illustrated in TABLE 1-4. In TABLE 1, the precision rate of the proposed leaf recognition system is presented. It is clear that the MLP and Adaboost_MLP are performing much better than k-NN and Decision tree classifiers. Table 2 and 3 depict the performance of the proposed system based on RMSE and FAR respectively. Again, the MLP's and adaboost's RMSE and FAR are lower as compared to another classifier which clearly indicates that they are performing better. As MLP and Adaboost_MLP are comparative, the accuracy for Adaboost_MLP is marginally higher than MLP (Table 4 ). It has been observed that the maximum 
VI. COMPARATIVE STUDY OF PROPOSED SYSTEM AND STATE-OF-THE-ART METHODS
In this section, the authors have presented a comparative study of proposed work and state-of-the-artwork. A good number of techniques for plant species recognition are compared with the proposed technique. The analytical comparison based on technique, classifier used, and accuracy achieved has been presented in TABLE 5. Our proposed approach is statistically significantly significant than other existing approaches as depicted in TABLE 5. As illustrated in TABLE 5, most of the proposed techniques used the shape, texture, and morphological features. Out of these, shape-based features [4] - [7] were used at earlier stages with good accuracy to start with. After that, the texture features [4] , [23] , [33] were added. However, these features do not contribute much to higher accuracy. Later, edge, color, and area-based classification [20] is proven to be much more accurate in comparison. Wavelets and texture [25] of a leaf with geometric features are also explored. Unfortunately, due to the redundant set of features, it affected the overall accuracy. The morphological features [8] , [12] , [13] improved the accuracy further in comparison to all the other existing features. Their combination with SVM is claimed to provide the best accuracy of 94.20%. The proposed system explored the possibility of accuracy improvement for species detection with morphological features in combination with different classifiers. Moreover, the system can be enhanced using the Adaboost technique to obtain an accuracy of 95.40%. Thus, it has achieved the highest accuracy as compared to all the machine learning-based state-of-the-art methodologies.
VII. CONCLUSION AND FUTURE SCOPE
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