Abstract. We consider the cubic Gross-Pitaevskii (GP) hierarchy on R, which is an infinite hierarchy of coupled linear inhomogeneous PDE appearing in the derivation of the cubic nonlinear Schrödinger equation from quantum many-particle systems. In this work, we identify an infinite sequence of operators which generate infinitely many conserved quantities for solutions of the GP hierarchy.
Introduction
In recent years, major advances have been made towards understanding the macroscopic properties of quantum mechanical systems with a very large number of particles 5 . Mathematically, one considers an appropriate scaling limit, for example the limit of an N -particle system as N → ∞, and derives a governing equation for the limiting system, which is then expected to be a good approximation for the macroscopic properties observed in experiments where the number of particles N is very large, but finite, see for instance [49] for a nice survey, as well as references therein.
The subject of our work is the one-dimensional cubic Gross-Pitaevskii (GP) hierarchy, which we define in (1.1)-(1.2) below. The dynamics of the GP hierarchy are closely connected to those of the one-dimensional cubic nonlinear Schrödinger (NLS) equation (1.3) , see for instance [9] and §2 for more details. Nonetheless, although it is well-known that the cubic NLS on R is an example of an integrable equation, questions about an integrable structure for the complex dynamics of the GP hierarchy itself have yet to be explored.
A principle aim for this work is to begin to investigate whether, and if so how, the integrable structure of the one-dimensional cubic NLS manifests itself in the one-dimensional cubic GP hierarchy. In our main Theorem 4.4, we exhibit infinitely many conservation laws for the cubic GP hierarchy in 1D, which we believe is an important step towards understanding a possible integrable structure at the level of the GP hierarchy. Should such a structure be available, this could provide new information about the integrable structure of the cubic NLS. Indeed, we suspect that an integrable structure for the GP hierarchy would be a natural ingredient in eventually identifying an integrable structure at the level of the N -particle system from which the integrable structure for the cubic NLS could be derived.
We now turn to the precise definition of the cubic GP hierarchy. The cubic GP hierarchy in one spatial dimension governs the evolution of a sequence of functions γ (k) (t, x k , x ′ k ), with t ≥ 0, 1 D.M. is funded in part by NSF DMS-1128155, and gratefully acknowledges support from the Institute for Advanced Study at Princeton.
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Between N ∼ 10 3 for very dilute Bose-Einstein samples, up to values of the order N ∼ 10 30 in stars.
x k = (x 1 , . . . , x k ) ∈ R k , x ′ k = (x ′ 1 , . . . , x ′ k ) ∈ R k , arising from quantum many-particle systems as the number of particles goes to infinity. The GP hierarchy is given by: and similarly for B − j;k+1 with δ(x j − x k+1 ) replaced by δ(x ′ j − x k+1 ). The case κ = +1 corresponds to the focusing hierarchy (which is related to the focusing NLS), while κ = −1 corresponds to the defocusing hierarchy. In the sequel, we will be working solely with the B + operators and not the B − operators, so we will abuse notation slightly and denote B j;k := B + j;k . This hierarchy consists of an infinite sequence of coupled linear equations which arise in the so called Gross-Pitaevskii limit from systems of bosons interacting with two-body potentials. The GP hierarchy admits a special class of factorized solutions, given by
for functions φ which solve the cubic NLS on R:
for κ ∈ {±1}. The one-dimensional cubic NLS (1.3) has been extensively studied both for its role as a dispersive equation and as an example of an integrable model. This model can be solved exactly by the method of inverse scattering by Zakharov-Shabat [54, 53] , and also [1] . There are many consequences of integrability for an equation, but perhaps one of the most well-known is the existence of a sequence of infinitely many integrals of motion. The construction of these integrals of motion for the cubic NLS leads to the natural question of whether it is possible to generate infinitely many conserved quantities for smooth solutions of the GP hierarchy, even before knowing whether the GP hierarchy is integrable. In this paper we answer this question in the affirmative by proving the existence of infinitely many operators which generate conserved quantities for smooth solutions of the GP hierarchy. The existence of these conserved quantities for the GP hierarchy provides a first step towards understanding a possible integrable structure for the GP hierarchy, and perhaps, eventually, understanding a physical derivation of the integrable structure for the cubic NLS from many body quantum systems.
We also view this work from the perspective of the program of passing results from nonlinear PDE, such as the nonlinear Schrödinger, to the infinite particle system given by the GP hierarchy. The quantum de Finetti theorem has proven to be a crucial tool for this type of analysis (see §2.2 for precise statements of this theorem). This approach has, for example, proven effective in establishing a new proof of uniqueness [9] and the first scattering result [8] for the GP hierarchy.
To prove the existence of infinitely many operators which generate conserved quantities for smooth solutions of the GP hierarchy operators we proceed as follows. First we define operators {W j n+1 } n∈N (for certain j ∈ N) on factorized solutions of the GP hierarchy via a recursive definition. Our goal in this definition is to obtain conservation laws which are compatible with those for the cubic NLS. Subsequently we extend the definition to general solutions to the GP hierarchy using a recent uniqueness result of Hong-Taliaferro-Xie [36] for the GP hierarchy based on quantum de Finetti theorems (see Theorem 2.2 and Theorem 2.3), and some functional analytic tools on Bochner integrals. We record explicitly the first few operators W j n to illustrate their form:
In particular, due to the complexity of the expressions involved, we point out that simply knowing the expression for the conservation laws for the NLS (1.3) is insufficient to determine the form of the operators W j n . In fact, the recursive formulation of these operators which we derive plays a crucial role in our proof.
We now record a paraphrased statement of our main result, Theorem 4.4, without providing details for the moment:
Summary of Main Result. Let (γ (k) (t)) k∈N be a sufficiently regular solution of the (de)focusing cubic GP hierarchy (1.1), satisfying a certain admissibility condition (see Definition 2.1). Then for each n ∈ N, 1 ≤ j ≤ n such that k ≥ j + n − 1 there exists an operator W j n such that the quantity TrW
is conserved in time, namely TrW
Remark 1.1. In addition to new integrals of motion, our main result also recovers the energy defined by Chen-Pavlović-Tzirakis [13] , which corresponds to W j 3 in the above notation. Moreover, the operators W j n also enable us to recover the higher order energies defined by Chen-Pavlović in [12] , see Remark 4.3 and Proposition 6.3 for more details.
This result is, to the best of our knowledge, the first time an infinite sequence of independent conserved quantities for the cubic GP hierarchy has been produced, and the first time these operators W j n have been defined for the GP hierarchy. As is the case with the integrable structure for the cubic NLS, our main result applies to both focusing and defocusing hierarchies.
Armed with the right formulation of the operators W j n , we will prove that these conserved quantities can be given by averages of conserved quantities for the cubic NLS with respect to the so-called de Finetti measure of the initial data defined in (2.1). This should be compared to the scattering result of [8] which states that the scattering states for the GP hierarchy are given by an appropriate average over the scattering states for the solutions to the NLS with respect to the de Finetti measure. Consequently, we believe that our definition yields conservation laws which are quite natural from a physical point of view, see Remark 4.2 for more details. We will also prove, in Corollary 6.2, that these operators take the form of a leading n-th order differential operator plus lower order terms.
In particular, our result provides strong evidence of a link between an infinite particle system derived from many-body quantum statistical mechanics and the algebraic properties of the one-dimensional cubic NLS. There still remains the interesting open question of determining an integrable structure at the level of the GP hierarchy.
Organization of paper. In §2 we briefly recall the history of the derivation of the GP hierarchy from a many-body quantum system and some relevant facts about the GP hierarchy and the quantum de Finetti theorem. In §3 we define the W j n operators described above. With the definition of the W n operators in hand, we give the precise statement of our results in §4. In §5 we prove the main results for factorized solutions and in §6 we prove the results for general solutions of the GP hierarchy, and record some further consequences and applications of our formula for the conserved quantities.
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On the Gross-Pitaevskii hierarchy
In this section we give a brief history of the derivation of the GP hierarchy, followed by a review of recent works on the GP hierarchy using the quantum de Finetti theorem.
2.1. History of the derivation of the GP hierarchy from quantum many-particle systems. The derivation of the nonlinear Hartree (NLH) and the NLS equations have been approached by many authors in a variety of ways. The first connection between quantum many particle systems and NLH was given by Hepp in [32] , and generalized by Ginibre and Velo [25, 26] , using the Fock space formalism and coherent states, which were inspired by techniques of quantum filed theory. This method was further developed in [48, 31, 28, 30, 29, 15] and in the recent work [7] . See also [46, 47] .
Another way to derive NLH and NLS is via the so called BBGKY 6 hierarchy, which was prominently used in the works of Lanford for the study of classical mechanical systems in the infinite particle limit [42, 41] . The first derivation of the NLH via the BBGKY hierarchy was given by Spohn in [51] . This topic was further studied in e.g. [2, 3, 23, 24] . About a decade ago, Erdös, Schlein and Yau fully developed the BBGKY hierarchy approach to the derivation of the NLH and NLS in their seminal works [18, 19, 20, 21] , which initiated much of the current widespread interest in this research topic.
The subject of the derivation of NLH and NLS from quantum many particle systems is closely related to the phenomenon of Bose-Einstein condensation, in systems of interacting bosons, which was first experimentally verified in 1995. For the mathematical study of BEC, we refer to [4, 45] and references therein.
The most difficult step in the derivation of the GP hierarchy from many body quantum systems is the proof of uniqueness for solutions of the limiting hierarchy. The proof of uniqueness was first obtained by Erdös-Schlein-Yau [18, 19, 20, 21] 
given in Definition 2.4 below. Proving uniqueness is a crucial, and very involved part of Erdös-Schlein-Yau's approach for deriving the cubic defocusing NLS in R 3 and is based on a powerful combinatorial method that resolves the issues that stem from the factorial growth of the number of terms in the iterated Duhamel expansions.
The proof of uniqueness for solutions of the GP hierarchy was revisited by Klainerman-Machedon in [40] , based on a reformulation of the combinatorial argument of Erdös-Schlein-Yau, and a viewpoint inspired by methods from nonlinear partial differential equations. This motivated many recent works, including [39, 14, 10, 15, 16, 27] . In particular, the proof in [40] provided strong indication that methods from dispersive PDE could be brought to bear upon the study of the GP hierarchy, and even on the quantum many-body system. Indeed, the techniques that were developed for the well-posedness theory of the GP were in turn successfully adapted in [10] to the quantum many-particle systems.
Recently, a new methodology has entered the stage, based on a quantum de Finetti theorem which allows, in some instances, a more direct transfer of the techniques from the nonlinear Schrödinger equation to the GP hierarchy [9] . We describe some of these ideas below in our context.
The quantum de Finetti theorem and uniqueness of solutions to the GP hierarchy.
In the proof of our main result, Theorem 4.4, we use the version of uniqueness of solutions to the GP hierarchy, which has been recently established in [36] by employing a quantum de Finetti theorem, which is a quantum analogue of the Hewitt-Savage theorem in probability theory, [34] . Before we state the uniqueness result, we recall the strong version of the de Finetti's theorem, due to Hudson-Moody [38] and Stormer [52] , and stated in the context of C * -algebras. We quote this theorem using the formulation presented by Lewin-Nam-Rougerie in [44] , which pioneered recent applications of the theorem in the context of questions related to Bose-Einstein condensation and derivations of nonlinear dispersive PDE from quantum many body systems.
We start by recalling the definition of admissibility for a sequence of bosonic density matrices: Definition 2.1. Let H be a separable Hilbert space and H k = k sym H the corresponding bosonic k-particle space. We say that
is a sequence of admissible bosonic density matrices on H if γ (k) is a non-negative trace class operator on H k such that
Theorem 2.2. (Strong Quantum de Finetti Theorem) Let H be a separable Hilbert space and H k = k sym H the corresponding bosonic k-particle space. If Γ is a sequence of admissible bosonic density matrices on H, then there exists a unique Borel probability measure µ, supported on the unit sphere S ⊂ H, and invariant under multiplication of φ ∈ H by complex numbers of modulus one, such that
The solutions to the GP hierarchy (1.1) obtained via weak-* limits from solutions of the many body system as in [18] - [21] are not necessarily admissible. However a weak version of the quantum de Finetti theorem applies in those cases. Here we give the statement of the version of a weak quantum de Finetti theorem that was recently revived by Lewin-Nam-Rougerie [43] . We note that an equivalent result had been established also by Ammari-Nier in [6, 5] . N ) = 1, and assume that its k-particle marginals have weak-* limits
in the trace class on H k for all k ≥ 1. Then, there exists a unique Borel probability measure µ on the unit ball in H, and invariant under multiplication of φ ∈ H by complex numbers of modulus one, such that
Motivated by the de Finetti theorems, which imply that a suitable member of an infinite hierarchy is on average factorized, Chen-Hainzl-Pavlović-Seiringer [9] obtained a new proof of the unconditional uniqueness of mild solutions to the cubic GP hierarchy in R 3 . Loosely speaking, this implies that such solutions to the GP hierarchy are given as an average of factorized solutions, where each factor is a solution to a cubic NLS. Following [9] , de Finetti theorems were successfully used to address unconditional uniqueness of certain GP hierarchies, see e.g. [50, 36, 37, 17, 33] . In particular, in the work at hand we use the unconditional uniqueness result for solutions to the cubic GP hierarchy in R d , d ≥ 1, obtained recently in [36] . Before we state this unconditional uniqueness result, we recall the definition of the space H α of sequences (γ (k) ) k∈N and the definition of a mild solution to (1.1) in the space L ∞ t∈[0,T ] H α , as used in [9] and [36] .
Definition 2.4. For α > 0, the space H α of sequences (γ (k) ) k∈N is given by
where γ
We state the definition of a mild solution to the GP hierarchy (
denote the free k-particle propagator. For α > 0, a mild solution to (1.1) in the space L ∞ t∈[0,T ] H α is a sequence of marginal density matrices Γ = (γ (k) (t)) k∈N solving the integral equation
for a finite constant R independent of k.
Now we give the precise formulation of the unconditional uniqueness theorem we will use in our proofs. To the best of our knowledge, this is the only version of this theorem which applies in our setting, and yields a representation formula in dimension d = 1.
which is either admissible, or obtained at each t from a weak-* limit, then, (γ (k) ) k∈N is the unique solution for the given initial data.
Moreover
where µ is a Borel probability measure supported either on the unit sphere or on the unit ball in L 2 (R d ), and invariant under multiplication of φ 0 ∈ L 2 (R d ) by complex numbers of modulus one, then
where for t ∈ [0, T ) φ(t, x) is the solution to the cubic (de)focusing NLS with initial data φ 0 := φ(0, x).
We end this subsection by proving the following result which we will crucially, and implicitly, use in many of our proofs. It essentially states that if the initial data γ (k) (0) is smoother than L 2 , then the de Finetti integration takes place on a smoother domain. More precisely we have the following proposition. Proposition 2.7. If (γ (k) (0)) k∈N ∈ H s , satisfies the assumptions of the weak or strong quantum de Finetti theorem, then
where C s is a bounded subset of L 2 ∩ H s .
To prove this proposition, we begin by recording [9, Lemma 4.5], and its proof for completeness.
Lemma 2.8 ([9, Lemma 4.5])
. Let s > 0 and let µ be a Borel probability measure supported either on the unit sphere or on the unit ball in
for some finite M > 0 and all k ∈ N, then
Proof. By Chebyshev's inequality, for any λ > 0 and any k ∈ N we have
which for λ > M goes to zero as k → ∞.
Now, we will apply this Lemma to prove Proposition 2.7:
Proof of Proposition 2.7. This proof again uses an argument analogous to the one presented in [9,
for some M > 0. We note that (2.5) is equivalent to
thus our assumptions yield (2.4), and by (2.6) and Lemma 2.8, (2.3) follows.
Remark 2.1. Often we will suppress the time dependence of the solutions φ to the nonlinear Schrödinger equation, writing φ(t, x) = φ(x), but we will make the dependence explicit where necessary.
3. Definition of the W j n operators on density matrices In this section, we explicitly define the operators {W j n } n which appear in the summary statement of our main result. In §3.1, we will first define the operators on factorized density matrices and show that they are well-defined, bounded linear operators. Then in §3.2 we present some functional analytic tools that we shall use in §3.3 to extend the definition of the operators {W j n } n from factorized to arbitrary density matrices.
3.1. The W j n operators on factorized density matrices. We start by introducing the operators {W j n } n that act on factorized density matrices. We will use the function spaces h α m from Definition 2.4. We note that the appearance of the index j in the following definition is necessary to produce a consistent recursive definition, but in our application we will fix j = 1. Definition 3.1. For a non-negative integer n and any integer 1 ≤ j ≤ n + 1 and α > 0 we define the operators
on factorized density matrices via:
for any φ ∈ H n/2+α and such that φ L 2 = 1.
in the following way:
• By recalling the definition of a partial trace and keeping in mind the normalization φ L 2 = 1, we note that Tr j+n acts on j+n l=j φ(x ℓ )φ(x ′ ℓ ) so that we have:
• W j+k n−k acts on the next n − k double-factors
In order to show that the operators W j n in Definition 3.1 are well-defined bounded linear operators, we first point out the following boundedness property of the collision operator B i,j : Lemma 3.2. The collision operator B i,j : h 1 k → h 0 k−1 is a bounded linear operator on density matrices.
Proof. We will prove this statement for tensorized functions, and the general statement follows from density. The linearity of B i,j is immediate from its definition as a convolution operator. First we consider k = 2 and we compute
We note that for factorized density matrices
k if and only if each one-particle function φ(x) ∈ H 1 . Now,
using Hölder's inequality. So the right-hand side is bounded for f, g ∈ H 1 by the GagliardoNiremberg inequality, and hence we have
.
For k > 2, we may extend the above argument by tensoring the operator B i,j with the identity.
We are now prepared to justify our definition of the operators W j n in Definition 3.1. Proof. We prove this claim by complete induction. The case n = 1 is clear (with j ≤ 2), and the statement about linearity follows since the composition of linear operators is linear, so we focus on proving the boundedness claim. Suppose that the assumptions hold for all 1 ≤ i ≤ n and 1 ≤ j ≤ i + 1. Then
We index the variables as in (3.2) and consider the terms separately. The first term is a composition of three operators, which we can write as h n/2+α n+1
where the properties of the operator W j n in the middle of this composition come from the inductive hypothesis. We now examine the second term. Here, we break the sum into components and we analyze each one. We first observe that h n/2+α n+1
n−k . Next, for n ≥ 2 and j as above, we have n − k, k ≥ 1 in the sum, and hence we can decompose these spaces
where the inclusion comes from the fact that we are working in inhomogeneous spaces. Next, we write
where in the first step we use the inductive hypothesis, and in the second step we use Lemma 3.2. Thus, every term in the sum maps
and consequently a finite sum of such operators does as well. This proves the inductive step and completes the proof.
Remark 3.1. We note that by tensoring with the identity, we may extend the operator W j n to tensor products of arbitrary lengths m ≥ n, that is we define the extension W for 0 ≤ ℓ ≤ m − n + 1. In the sequel, we will denote such operators using the same notation W j n and the domain of the operator will be made explicit from the context. The next step is to extend our definition of the operators W j n in (3.1)-(3.2) to an admissible sequence of density matrices. We will achieve this via using some functional analytic tools that we gather in the following subsection.
Functional analytic toolbox.
We record here some basics on Bochner integrals.
In the sequel, let (A, A, µ) be a σ-finite measure space and E a Banach space. For measurable subsets A n we say f is a µ-simple function if
x n χ An for x n ∈ E, µ(A n ) < ∞, and χ An the characteristic function of A n .
Definition 3.4. A function f :
A → E is said to be µ-Bochner measurable if there exists a sequence {f n } n∈N of µ-simple functions converging to f µ-almost everywhere. Definition 3.5. A function f : A → E is said to be µ-Bochner integrable if there exists a sequence of µ-simple functions f n : A → E such that (1) lim n→∞ f n = f µ-almost everywhere, (2) lim n→∞ A f n − f dµ = 0, where the latter is the Lebesgue integral.
We will rely on the following theorem of Hille, see for instance [35, §3.5] . In our case, we take f (φ) = (|φ φ|) ⊗(n+1) which (by construction) takes values in the domain of the operator W j n . In verifying the hypotheses of Hille's theorem in our work, the following classical result, due to Bochner, provides a convenient criterion for determining whether a given µ-Bochner measurable function is µ-Bochner integrable.
Theorem 3.7. Let (A, A, µ) be a σ-finite measure space, E a Banach space and let f : A → E be µ-Bochner measurable. Then f is µ Bochner integrable if and only if
Proof. First suppose that f is µ-Bochner integrable, then the proof of (3.3) follows from approximating f by µ-simple functions. The converse follows by letting {g n } n∈N be a sequence of µ simple functions converging to f and defining
and using the dominated convergence theorem for Lebesgue integrals.
Finally, since we will use this result in the subsequent sections, we record the following functional analytic property of the operators defined in §3.1, which follows directly from Proposition 3.3. 
3.3.
Extending the W j n operators. Now we are ready to extend our definition of the operators W j n in (3.1)-(3.2) to an admissible sequence of density matrices. We state the following proposition in more generality than we will need. Proposition 3.9. Let n ∈ N, 1 ≤ j ≤ n such that N ≥ j + n − 1. Let α ≥ 0, and let (ν, L 2 (R), B) be a σ-finite measure space with B the Borel σ-algebra on L 2 (R). Let γ (n) ∈ h (n−1)/2 n be any density matrix given by
where ν is a Borel measure with bounded support in H (n−1)/2 (R) and such that its support is also contained in the unit ball or sphere in L 2 (R). Then the operator W j n is a bounded linear operator W j n : h
Proof. We will prove this proposition using Hille's Theorem, stated in Theorem 3.6, for the σ-finite measure space (ν, S, B), where S ⊂ L 2 (R) is the unit ball or sphere. For any s ∈ R, and k ∈ N we let
First we note that f k is continuous. Indeed, for φ, ψ ∈ H s ,
Now fix k = n and s = (n − 1)/2. We make two observations:
• The function f n is ν-Bochner measurable, since it is continuous
and B is the Borel σ-algebra on L 2 .
• For any probability measure ν on the unit sphere in L 2 (R) with bounded support in
where we have used Proposition 2.7 in the last inequality.
Consequently, we conclude from Theorem 3.7 that f n is ν-Bochner integrable. By Corollary 3.8, we satisfy the closedness hypothesis of Hille's theorem. Furthermore, the function
is continuous, hence takes values in h 0 n . Now, by Proposition 3.3 and the properties of the functions f n introduced above, we have
and we obtain the desired bound by Proposition 2.7. Hence W 1 n f n (φ) is ν-Bochner integrable. Thus by Hille's theorem, stated in Theorem 3.6, we have
and we obtain
Remark 3.2. Note that the only requirement in the previous proposition was that a given density matrix could be written as in (3.4) . In particular, this proposition will apply to any sequence of density matrices which is admissible, or obtained at each time t from a weak-* limit. In those cases the quantum de Finetti theorem yields a σ-finite measure µ (which plays the role of the measure ν in the previous proposition) such that
In particular, we have constructed a sequence of operators {W j n } that, for any such sequence of density matrices, and k ≥ n acts by
Moreover, Proposition 3.9, and consequently (3.5), will hold at any fixed time for any solution to the GP hierarchy {γ (k) (t)} which arises from initial data satisfying the hypotheses of the quantum de Finetti theorem.
Statement of the main results
Now we are ready to precisely state the main results of this paper, specifically Theorem 4.3 and Theorem 4.4. In the sequel, analogously to the case of Sobolev space, we define, for convenience, the following topological space
where H α was introduced in (2.2). Before proceeding, we briefly recall the conserved quantities for the NLS equation (1.3). We follow the presentation in Faddeev-Takhtajan [22] which is based on the inverse scattering method of Zakharov-Shabat [53] . We begin with the following definition of the sequence of functions which will be used to construct the conserved integrals for the NLS.
Definition 4.1. Let φ ∈ C ∞ be a solution to the cubic NLS (1.3). For a non-negative integer n we define the functions w n+1 by:
The conserved integrals for the NLS (1.3) can be expressed as in the following proposition, (see e.g. [22, Chapter I, §4 -5]). Proposition 4.2. Let φ ∈ C ∞ be a solution to the cubic NLS (1.3). Then for each n ∈ N, the integral
is conserved in time.
The crucial property of the operators {W j n } n defined in (3.1)-(3.2) , whose proof we postpone until §5, expresses the link between these operators and the functions {w n } n , and can be written as follows:
for every n = 0, 1, 2, ..., 1 ≤ j ≤ n + 1 and φ(t, x) a solution to the cubic (de)focusing NLS in a certain sufficiently regular Sobolev space. In particular,
which together with Proposition 4.2 will imply the following result:
be a sequence of factorized solutions to the GP hierarchy in L ∞ t∈[0,∞) H ∞ . Then for each n ∈ N, the quantity
is conserved in time, that is for any t ∈ R,
We will prove this theorem by explicitly identifying the quantity in (4.4) as the n-th conserved quantity for the NLS, I n (φ) in (4.3). We prove these claims, and consequently Theorem 4.3 in Proposition 5.2. Now we are ready to state our main theorem.
focusing cubic GP hierarchy in R which is admissible, then for each n ∈ N, 1 ≤ j ≤ n and k ≥ j + n − 1 the quantity
is conserved in time, that is, for any t ∈ R,
Moreover, given the de Finetti measure µ for the sequence (γ (k) (0)) k∈N we obtain that
where I n (φ) is the conservation law for the NLS given by (4.3).
We will prove this theorem in §6.1 after establishing Theorem 4.3 in §5.
Remark 4.1. We note that if {γ (k) } ∞ k=1 is any sufficiently regular admissible sequence of density matrices, then for each n ∈ N, 1 ≤ j ≤ n and any K ≥ k ≥ j + n − 1, we have
where as usual, we understand the operator W j n applied to γ (K) as an extension of the usual operator W j n by tensoring with the identity as in Remark 3.1. Remark 4.2. As mentioned in the introduction, we view our main result in the spirit of [8] which demonstrates that solutions of the GP hierarchy which scatter are suitable averages of the scattering solutions for the NLS. Indeed, Theorem 4.4, and in particular (4.5), demonstrates that conserved quantities for the cubic GP hierarchy can be obtained as an appropriate average of the conserved quantities for the NLS.
Remark 4.3. The operator W j 3 corresponds to the conserved quantity of Chen, the third author and Tzirakis [13] , thus we recover the conserved quantity which corresponds to the Hamiltonian for the NLS. We also note that operators of the form W recover the higher conservation laws of [11] . Indeed, one has for instance that
and the conservation for the equivalent expression for general density matrices follows from the arguments we will use to prove Theorem 4.4. We will return to this point in §6. Finally, we observe that any higher order operator with the form
will also generate conservation laws for the GP hierarchy, although as in (4.6) such operators will yield polynomials in the conserved quantities associated to the indices n i . See Proposition 6.3 for more details.
Conservation laws for factorized solutions of the GP hierarchy
In this section we prove Theorem 4.3 which identifies infinitely many conserved quantities for factorized solutions to the GP hierarchy (1.1). We start by specifying the crucial link between the operators {W j n } n defined in (3.1)-(3.2) and the functions {w n } n from the conserved quantities for the NLS. We establish this link in the following proposition.
is a solution to the cubic (de)focusing NLS (1.3). Then the operators {W j n } n satisfy the following identity:
for every n ∈ N and 1 ≤ j ≤ n + 1.
Proof. We prove the claim via mathematical induction in n. First, we note that in the case when n = 0 the identity (5.1) is satisfied thanks to the definition (3.1) of W 1 1 and the definition (4.1) of w 1 , which immediately give that
Now suppose that (5.1) is satisfied for all integers n, 1 ≤ n ≤ m and all integers j such that 1 ≤ j ≤ n + 1. Then we prove the identity for n = m + 1 as follows. Fix an integer 1 ≤ j ≤ m + 2. By the definition (3.2) of W j m+1 and the definition of the partial trace we have:
Using the inductive hypothesis, we then obtain . Then for each n ∈ N, we have that
where I n (φ) was defined in (4.3). In particular, this quantity is conserved in time, that is
Proof. We take the trace of the identity (5.1) and recall the expression (4.3) for conserved quantities for the NLS to obtain:
Since the right hand side is constant in time, we conclude that the left hand side is conserved in time too.
By taking j = 1 in Proposition 5.2 we obtain the following corollary, that is equivalent to Theorem 4.3 stated in the Introduction.
be a sequence of factorized solutions to the GP hierarchy in
. Then for each n ∈ N, the quantity
is conserved in time, that is
Conservation laws for general solutions of the GP hierarchy
In this section we prove Theorem 4.4, which shows that sufficiently smooth mild solutions to the GP hierarchy admit infinitely many conserved quantities. We also prove several consequences of Theorem 4.4. We recall the following fact about these conserved integrals I n (φ) for the NLS which will be needed in the sequel. The proof adapts readily from [55, Lemma 3.2].
Lemma 6.1. For every n ∈ N and φ belonging to the Sobolev space H (n−1)/2 (R),
where p n are polynomials of degree n + 1 and
for a positive, continuous function F n (·).
The proof of Theorem 4.4.
Proof of Theorem 4.4. We apply Theorem 2.6 and we obtain that any admissible solution (γ (k) (t)) k∈N of the (de)focusing cubic GP hierarchy in one dimension with admissible initial data (γ (k) (0)) k∈N ∈ H s for s ≥ 1 6 , such that
where µ is a Borel probability measure supported either on the unit sphere or on the unit ball in L 2 (R), and invariant under multiplication of φ ∈ L 2 (R) by complex numbers of modulus one, can be written as
where φ(t, x) is a solution to the cubic (de)focusing NLS (1.3) with initial data φ 0 , for t ∈ [0, ∞). Consequently, for any n ∈ N, 1 ≤ j ≤ n such that k ≥ j + n − 1 by Proposition 3.9 at each fixed time (and Remark 3.2) we have
Since the trace is a continuous linear operator, we may once again bring it inside the integral using Hille's theorem by observing that
is a complex-valued function which is Lebesgue integrable over the unit sphere by Lemma 6.1, and hence Bochner integrable with codomain R. We obtain where in the last equality we have used Proposition 5.2. We conclude that dµ(φ 0 )I n (φ(t, x)) = dµ(φ 0 )I n (φ(0, x)) = dµ(φ 0 )I n (φ 0 ), since I n (φ(t, x)) is conserved in time for solutions of the cubic NLS (1.3). Now, using Proposition 5.2 once again, we can argue as above to obtain dµ(φ 0 )I n (φ 0 ) = dµ(φ 0 )TrW Finally, we return to the statement made in Remark 4.3. Proposition 6.3. Let {n 1 , . . . , n k } be any finite sequence of indices with n i ∈ N, and let {γ (N ) } N ∈ H ∞ be a solution to the GP hierarchy. Then the quantity is conserved in time.
Proof. We let m = max i (n i − 1)/2, and denote the upper indices by j 1 , . . . , j k . We note that each W Once again, we let
and note that f n 1 +...+n k = f n 1 f n 2 . . . f n k . We can write γ (n 1 +...+n k ) (t) = dµ(φ)f n 1 (φ(t, x))f n 2 (φ(t, x)) . . . f n k (φ(t, x)).
We now observe that
k , and by the definition of the norm on h 0 k , we can bound
Hence, arguing as in the proof of Proposition 3.9, relying on Theorem 3.7 and Theorem 3.6, we obtain = dµ(φ 0 )I n 1 (φ 0 )I n 2 (φ 0 ) · · · I n k (φ 0 ),
where we have used in the last step that the I n k (φ(t)) are conserved for solutions of the cubic NLS. We can observe that the final expression is constant, to conclude that these quantities are conserved. Finally, as above, we obtain that by unfolding this same argument, dµ(φ 0 )I n 1 (φ 0 )I n 2 (φ 0 ) · · · I n k (φ 0 ) = TrW Remark 6.2. In particular, Proposition 6.3 recovers the result of [12] . Moreover, any finite linear combination of the type of operators defined in Proposition 6.3 will yield conserved quantities for the GP hierarchy.
