Communication Optimalement Stabilisante sur Canaux non Fiables et non
  FIFO by Dolev, Shlomi et al.
ar
X
iv
:1
10
4.
39
47
v1
  [
cs
.D
C]
  2
0 A
pr
 20
11
Communication Optimalement Stabilisante sur
Canaux non Fiables et non FIFO
Shlomi Dolev1, Swan Dubois2, Maria Potop-Butucaru2 et Se´bastien Tixeuil3
1 Universite´ de Ben-Gurion (Israe¨l), dolev@cs.bgu.ac.il
2 UPMC Sorbonne Universite´s & INRIA (France), {swan.dubois,maria.potop-butucaru}@lip6.fr
3 UPMC Sorbonne Universite´s & IUF (France), sebastien.tixeuil@lip6.fr
Un protocole auto-stabilisant a la capacite´ de converger vers un comportement correct quel que soit son e´tat initial. La
grande majorite´ des travaux en auto-stabilisation supposent une communication par me´moire partage´e ou bien a` travers
des canaux de communication fiables et FIFO. Dans cet article, nous nous inte´ressons aux syste`mes auto-stabilisants a`
passage de messages a` travers des canaux de capacite´ borne´e mais non fiables et non FIFO. Nous proposons un protocole
de communication (entre voisins) stabilisant et offrant une tole´rance optimale. Plus pre´cise`ment, ce protocole simule
un canal de communication fiable et FIFO garantissant un nombre minimal de pertes, de duplications, de cre´ations et
de re´-ordonnancements de messages.
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1 Motivations et De´finitions
L’auto-stabilisation [Dij74] est une proprie´te´ des syste`mes distribue´s permettant de tole´rer des fautes
transitoires (i.e. de dure´e finie) de type arbitraire. Plus pre´cise`ment, un syste`me est dit auto-stabilisant s’il
garantit que toute exe´cution issue d’une configuration arbitraire retrouve en un temps fini un comportement
conforme a` la spe´cification du syste`me et ceci sans aide exte´rieure (humaine ou autre).
Motivations ´Etant donne´ que l’auto-stabilisation est une proprie´te´ non triviale a` satisfaire, une large part
des travaux traitant de ce domaine se placent dans un mode`le de communication tre`s simple dans lequel tous
les processeurs peuvent de´terminer de manie`re atomique l’e´tat de tous leurs voisins (ce mode`le de calcul
est connu sous le nom de mode`le a` e´tats). Il est cependant e´vident que ce mode`le n’est pas re´aliste et qu’un
mode`le plus classique comme le mode`le asynchrone a` passage de messages est plus proche d’un syste`me
re´el. Dans un tel mode`le, les processeurs voisins communiquent par envoi et re´ception de messages a` travers
le canal de communication qui les se´pare. Il existe des transformateurs permettant de passer de manie`re
automatique du premier mode`le au second [Dol00, DIM93] ainsi que des algorithmes e´crits directement
pour le mode`le a` passage de messages [DT06, BKM97] mais ceux-ci supposent l’existence d’un protocole
de communication entre processeurs voisins. Le protocole de communication (entre voisins) le plus connu
est le protocole du bit alterne´ (PBA). Il a e´te´ prouve´ que ce protocole fournit des proprie´te´s de stabilisation
[AB93, DIM93]. En effet, pour toute exe´cution du PBA, il existe un suffixe qui satisfait la spe´cification
(i.e. le PBA est pseudo-stabilisant [BGM93]). Apre`s les re´sultats de [GM91, DIM93] qui montrent qu’il
est impossible de fournir un protocole de communication avec une me´moire borne´e si les canaux sont de
capacite´ non borne´e, les travaux re´cents se sont concentre´s sur des syste`mes avec des canaux de capacite´
borne´e. Il existe diffe´rents protocoles de communication stabilisants a` travers des canaux de capacite´ borne´e
qui diffe´rent par les hypothe`ses faites sur le syste`me (me´moire borne´e, canaux, etc.) mais toutes les solutions
connues [BGM93, HNM99, Var00] conside`rent des canaux FIFO.
Un de´faut commun a` tous les protocoles de communication pre´ce´dents est qu’ils ne fournissent aucune
mesure de l’impact quantitatif des fautes transitoires sur les messages transmis. Partant d’une configuration
initiale arbitraire, le contenu initial des canaux est lui aussi arbitraire, ce qui peut conduire le protocole a`
perdre, dupliquer des messages ou bien de´livrer de faux messages (qui n’ont pas e´te´ envoye´s mais re´sultent
des fautes initiales). Du point de vue de l’application qui utilise le protocole de communication, il est
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primordial de connaıˆtre des bornes sur le nombre de messages pouvant subir de tels ale´as. `A notre connais-
sance, seuls [DDNT10, DT06] traitent de ce proble`me dans une certaine mesure. En effet, ils peuvent
eˆtre adapte´s pour obtenir des protocoles de communication instantane´nement stabilisants. La stabilisation
instantane´e assure que tout message envoye´ sera de´livre´ en un temps fini, mais le nombre de messages
duplique´s ou de faux messages cre´es n’est pas e´tudie´.
Contributions Notre contribution dans cet article est double. Dans un premier temps, nous de´finissons un
ensemble de me´triques pour mesurer la performance d’un protocole de communication stabilisant et nous
donnons des bornes infe´rieures pour plusieurs d’entre elles. En particulier, nous montrons que tout protocole
de communication stabilisant a` travers des canaux de capacite´ borne´e non fiables et non FIFO peut eˆtre
contraint a` dupliquer un message, a` de´livrer un faux message ou a` re´-ordonner un message. Dans un second
temps, nous proposons un protocole optimal par rapport aux bornes infe´rieures e´voque´es pre´ce`dement.
Spe´cification Nous conside´rons ici un syste`me distribue´ a` passage de messages re´duit a` deux processeurs :
pi qui sera conside´re´ comme e´metteur de messages et p j qui sera conside´re´ comme re´cepteur de messages.
Le canal de communication se´parant pi et p j est constitue´ de deux canaux virtuels de directions oppose´es.
Le premier, (i, j), permet a` pi d’envoyer des messages a` p j tandis que le second, ( j, i), permet a` p j d’envoyer
des acquittements a` pi. Chacun de ces canaux virtuels est asynchrone (le temps de livraison de tout message
est fini mais non borne´), a une capacite´ borne´e de c messages (tout envoi de messages lorsque cette borne
est atteinte conduit a` la perte d’un message arbitraire), non fiable (tout message peut eˆtre perdu a` un moment
arbitraire) mais e´quitable (tout message envoye´ infiniment souvent est rec¸u infiniment souvent) et non-FIFO
(l’ordre d’arrive´e des messages est inde´pendant de l’ordre d’envoi). Il faut noter que, en raison du contexte
auto-stabilisant, chaque canal virtuel contient initialement jusqu’a` c messages de contenu arbitraire.
La spe´cification que nous pre´sentons a` pre´sent est inspire´e de celle de [Lyn96] mais elle est adapte´e au
contexte auto-stabilisant. Supposons que nous avons une application distribue´e qui souhaite envoyer des
messages de pi a` p j. Notre objectif est de fournir un protocole de communication a` cette application qui
remplit cette taˆche de manie`re transparente malgre´ les caracte´ristiques du canal de communication. Cette
application envoit un message lorsqu’elle demande au protocole de communication de faire parvenir un
message depuis pi vers p j. Un message est de´livre´ a` p j lorsque le protocole de communication fournit ce
message a` l’application s’exe´cutant sur p j. Un message fantoˆme est un message de´livre´ a` p j alors qu’il n’a
pas e´te´ envoye´ par pi. Un message duplique´ est un message de´livre´ plusieurs fois a` p j alors qu’il n’a e´te´
envoye´ qu’une fois par pi. Un message perdu est un message envoye´ par pi mais jamais de´livre´ a` p j. Un
message m est re´-ordonne´ lorsqu’il de´livre´ a` p j avant un message m′ alors que m a e´te´ envoye´ apre`s m′ par
pi. Le but d’un protocole de communication stabilisant est alors de fournir des proprie´te´s sur le nombre de
messages perdus, duplique´s, fantoˆmes et re´-ordonne´s. Nous spe´cifions notre proble`me comme suit :
De´finition 1 Un protocole de communication est (α,β,γ,δ)-stabilisant sur des canaux c-borne´s s’il remplit
les conditions suivantes pour toute exe´cution issue d’une configuration arbitraire :
- Dans le pire cas, seuls les α premiers messages envoye´s par pi peuvent eˆtre perdus.
- Dans le pire cas, seuls les β premiers messages de´livre´s a` p j peuvent eˆtre des messages duplique´s.
- Dans le pire cas, seuls les γ premiers messages de´livre´s a` p j peuvent eˆtre des messages fantoˆmes.
- Dans le pire cas, seuls les δ premiers messages de´livre´s a` p j peuvent eˆtre des messages re´-ordonne´s.
2 Bornes infe´rieures
´Etant donne´ que tout protocole de communication doit avoir dans son code une instruction pour de´livrer
les messages a` l’application et que, dans un contexte auto-stabilisant, le compteur ordinal peut eˆtre arbitrai-
rement corrompu dans la configuration initiale, il est possible que la premie`re instruction execute´e par le
processeur re´cepteur soit la livraison d’un message qui n’a jamais e´te´ envoye´, i.e. un message fantoˆme. Si,
de plus, ce message fantoˆme est identique a` un autre message envoye´ par pi dans l’exe´cution conside´re´e, ce
message peut devenir un message duplique´ ou re´-ordonne´. Nous obtenons les re´sultats suivants.
The´ore`me 1 Il n’existe pas de protocole de communication (α,β,γ,δ)-stabilisant sur des canaux c-borne´s
avec β = 0, γ = 0 ou δ = 0.
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3 Protocole de communication (0,1,1,1)-stabilisant
Nous sommes maintenant en mesure de pre´senter notre protocole de communication. Celui-ci est com-
pose´ de deux fonctions : Send(m) qui est exe´cute´e par pi a` chaque fois qu’il souhaite envoyer un message
m (Send est bloquant, i.e. pi doit attendre la fin de son exe´cution avant de commencer a` envoyer le message
suivant) et Receive() qui est exe´cute´e par p j en continu.
Ide´e ge´ne´rale L’ide´e de base de notre protocole est de modifier le PBA de manie`re a` ame´liorer ses pro-
prie´te´s de tole´rance. Si le processeur pi souhaite envoyer un message m, il envoie celui-ci de manie`re
pe´riodique et p j acquitte chaque copie de m qu’il rec¸oit. Le processeur p j n’est autorise´ a` de´livrer le mes-
sage m que lorsqu’il en a rec¸u c+1 copies (pour assurer qu’au moins l’une d’entre elles a bien e´te´ envoye´e
par pi). De plus, m n’est de´livre´ que si la valeur du bit alterne´ qui lui est associe´e est diffe´rente de celle du
dernier message de´livre´ par p j (de manie`re a` assurer que le message ne soit pas duplique´ car pi continue
d’envoyer m tant qu’il n’a pas rec¸u suffisament d’acquittements). Afin d’assurer que p j a rec¸u au moins
c+ 1 copies du message, pi attend d’avoir rec¸u 3c+ 2 acquittements avant d’arreˆter d’envoyer m (en effet,
au plus c+ 1 acquittements sont duˆs a` la configuration initiale tandis que au plus c sont duˆs a` la pre´sence
initiale de messages erronne´s dans le canal (i, j)). `A ce stade, notre protocole ne garantit pas encore l’ab-
sence de pertes de messages a` cause de l’utilisation du bit alterne´ (en effet, si le bit alterne´ du message
et du re´cepteur ne sont pas initialement synchronise´s, le premier message envoye´ par pi peut eˆtre perdu).
Pour e´viter cela, pi alterne entre l’envoi de messages de synchronisation et de m. Plus pre´cise`ment, pour
envoyer un message m, pi commence par envoyer un message de synchronisation (note´ < SYNCHRO >)
jusqu’a` recevoir 3c+ 2 acquittements avant d’envoyer le message m lui-meˆme jusqu’a` en recevoir 3c+ 2
acquittements. Il s’ensuit que seul le message de synchronisation est perdu dans le pire des cas.
Pre´sentation de´taille´e Notre protocole est pre´sente´ en Figure 1. La proce´dure Send se contente d’en-
voyer un message de synchronisation puis le message rec¸u en parame`tre (a` l’aide de la fonction auxilliaire
SendMessage) apre`s avoir alterne´ la valeur du bit associe´. Finalement, elle de´livre un acquittement a` l’ap-
plication a` l’aide de la fonction DeliverAck. La fonction auxilliaire SendMessage envoit pe´riodiquement
le message a` l’aide de la fonction SendPacket (qui permet d’envoyer un paquet sur le canal (i, j)) et compte
le nombre d’acquittement rec¸us en faisant appel a` la fonction ReceivePacket (qui permet de re´cupe´rer un
message dans le canal ( j, i)). Celle-ci s’arreˆte lorsqu’elle a compte´ 3c+ 2 acquittements.
Send
entre´e : m : message a` envoyer
variable : ab : boole´en donnant la valeur du bit alterne´ actuelle
01 : ab := ¬ab
02 : SendMessage (< SY NCHRO>,ab)
03 : ab := ¬ab
04 : SendMessage (m,ab)
05 : DeliverAck (m)
SendMessage
entre´e : m′ : message a` envoyer
ab : boole´en donnant la valeur du bit alterne´ associe´ a` m
variable : ack : entier donnant le nombre d’acquittements rec¸u pour
la valeur actuelle de ab
01 : ack := 0
02 : while ack < 3c+2
03 : SendPacket (m′,ab)
04 : if ReceivePacket (ack,(m′,ab))
05 : ack := ack+1 ;
Receive
variables :
last delivered : boole´en donnant la valeur du bit alterne´ du
dernier message de´livre´
Q : file de taille c+1 de 3-tuples (m,ab,count), ou` m est un message,
ab est une valeur du bit alterne´, et count est un entier donnant le
nombre de paquets (m,ab) rec¸us pour m et ab depuis le dernier
DeliverMessage ou DropMessage. L’ope´rateur [] renvoit un
pointeur sur le count associe´ a` son parame`tre et place ce 3-tuple
en teˆte de liste
01 : upon ReceivePacket (m,ab)
02 : Q[m,ab] := min(Q[m,ab]+1,c+1)
03 : if Q[m,ab] ≥ c+1 then
04 : if last delivered 6= ab then
05 : if m 6=< SY NCHRO> then
06 : DeliverMessage (m)
07 : else
08 : DropMessage (m)
09 : last delivered := ab
10 : Q := ⊥
11 : SendPacket (ack,(m,ab))
FIGURE 1: SDL , un protocole de communication (0,1,1,1)-stabilisant.
`A chaque re´ception de message (re´alise´e graˆce a` la fonction ReceivePacket), la proce´dure Receive
incre´mente le compteur associe´ au message qu’elle vient de recevoir. Dans le cas ou` le message a e´te´
rec¸u c+ 1 fois, la file servant a` stocker les messages rec¸us est vide´e. Si, de plus, la valeur du bit alterne´ est
diffe´rente de celle du dernier message rec¸u au moins c+ 1 fois, alors le message est soit de´livre´ a` l’appli-
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cation a` l’aide de DeliverMessage (s’il s’agit d’un message normal) ou bien de´truit a` l’aide de la fonction
DropMessage (s’il s’agit d’un message de synchronisation qui est donc sans inte´reˆt pour l’application).
Dans les deux cas, le bit du re´cepteur est alterne´. Tout message rec¸u est acquitte´ (a` l’aide de la fonction
SendPacket) avant de traiter le suivant.
Proprie´te´s Nous avons vu pre´ce´dement que pi attend de recevoir 3c+2 acquittements de chaque message
pour arreˆter de l’envoyer, ce qui garantit que p j a rec¸u au moins 2c+2 copies de ce message (dont au moins
c+ 1 re´ellement envoye´es par pi) et donc que ce message a bien e´te´ de´livre´ a` p j si ab 6= last delivered. Si
ce n’est pas le cas, l’usage du message de synchronisation nous garantit que notre protocole ne perd aucun
message envoye´ par pi. L’usage du bit alterne´ nous garantit l’absence de duplication apre`s la premie`re
re´ception (si le premier message rec¸u est un message fantoˆme, celui-ci peut eˆtre la copie d’un message
valide ulte´rieur, ce qui cause au pire une duplication). Le fait d’attendre de recevoir c+ 1 copies de chaque
message avant de le de´livrer garantit que seul le premier message de´livre´ peut eˆtre un message fantoˆme.
Enfin, le fait qu’un message m soit de´livre´ a` p j entre le de´but et la fin de l’exe´cution de Send(m) par pi et
que les appels a` cette fonction soient bloquants pour pi implique que seul le premier message peut eˆtre re´-
ordonne´ (si le premier message rec¸u est un message fantoˆme, celui-ci peut eˆtre la copie d’un message valide
ulte´rieur, ce qui cause au pire un re´-ordonnancement). En conclusion, nous avons le re´sultat suivant † :
The´ore`me 2 SDL est un protocole de communication (0,1,1,1)-stabilisant a` travers des canaux de com-
munication de capacite´ borne´e mais non fiables et non FIFO.
4 Conclusion
Dans cet article, nous avons introduit des mesures de l’effet de fautes transitoires sur les performances
des protocoles de communication entre voisins dans un syste`me a` passage de messages. Nous avons ensuite
fourni un protocole optimal par rapport a` ces mesures dans le cas ou` les canaux de communications ont une
capacite´ borne´e, sont non fiables et non FIFO. Toutefois, notre protocole induit un surcouˆt de communica-
tion ; la question de savoir s’il est possible de conserver cette tole´rance optimale aux fautes transitoires en
baissant ce surcouˆt de communication de manie`re significative est toujours ouverte.
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