Abstract-In this paper, we consider the problem of interconnect delay minimization by simultaneous buffer and wire sizing under the Elmore delay model. We first present a polynomial time algorithm SBWS to minimize the delay of an interconnect wire. Previously, no polynomial time algorithm for the problem has been reported in the literature. SBWS is an iterative algorithm with guaranteed convergence to the optimal solution. It runs in quadratic time and uses constant memory for computation. Experimental results show that SBWS is extremely efficient in practice. For example, for an interconnect of 10 000 segments and buffers, the CPU time is only 0.255 s. We then extend our result to handle interconnect trees. We present an algorithm SBWS-T which always gives the optimal solution. Experimental results show that SBWS-T is faster than the greedy wire sizing algorithm [2] in practice.
I. INTRODUCTION

I
N the past, gate delay was the dominating factor in circuit design. However, as the feature size of VLSI devices continues to decrease, interconnect delay becomes increasingly important. Nowadays, feature size has been reduced to 0.25 m in advance technologies. Interconnect delay has become the dominating factor in determining system performance. In many systems designed today, as much as 50%-70% of clock cycle is consumed by interconnect delay [10] . It is predicted in the National Technology Roadmap for Semiconductors [19] that the feature size will be reduced to 0.13 m by 2003 and 0.07 m by 2009. So we expect the significance of interconnect delay will further increase in the near future.
Wire sizing was first shown by Cong and Leung [12] to be an effective technique to reduce interconnect delay. They proposed the greedy wire sizing algorithm (GWSA) which minimizes the weighted sink delay of an interconnect tree. Since then, many wire sizing results were published. Some examples are a closed form formula for an interconnect wire [3] , [15] , its extension to an interconnect tree [4] , an algorithm to minimize the maximum sink delay [18] , and an algorithm for interconnects with multiple sources [8] .
In [12] , discrete wire sizing (i.e., the segment widths must be chosen from a given set of discrete choices) was considManuscript received April 24, 1998; revised March 15, 1999 ered. GWSA was later extended by Chen and Wong [2] to continuous wire sizing (i.e., the segment widths can be from a continuous range of real numbers). Recently, Chu and Wong [6] proved that GWSA for continuous wire sizing runs in time linear to the number of segments. In order to reduce delay and to maintain signal integrity, usually buffers are inserted to interconnect wires. Sizing the buffers appropriately can also reduce the interconnect delay significantly. Since buffer sizes affect wire sizing solutions and wire sizes affect buffer sizing solutions, it is beneficial to simultaneously size both buffers and wires. The algorithm GWSA has been extended to handle simultaneous buffer and wire sizing in [11] for discrete sizing and in [1] for continuous sizing. These algorithms have been shown to be very efficient in practice. However, no bounds on the runtime of them are known. In Section V of this paper, we do some experiments with GWSA for continuous buffer and wire sizing. We observe that even for a single wire, the runtime is no longer linear (as in the case of wire sizing alone).
Some other related results on wire sizing and buffer sizing are listed below. Menezes et al. [17] applied the sequential quadratic programming approach to simultaneous gate and wire sizing. That is the sizing problem is reduced to a sequence of quadratic programming subproblems. No bound on the runtime of the algorithm was reported. Lillis et al. [16] gave an algorithm for simultaneous buffer insertion, buffer sizing and wire sizing based on dynamic programming. This algorithm runs in pseudopolynomial time and requires a substantial amount of memory. Chu and Wong [5] also considered simultaneous buffer insertion, buffer sizing and wire sizing. A closed form optimal solution was presented. However, in that paper, only wire area capacitance was considered. Wire fringing capacitance [20] , which will become more and more significant as feature size decreases, was ignored. Taking wire fringing capacitance into account significantly complicates the problem and [5] can only give an approximate solution. Chu and Wong [7] showed that the simultaneous buffer insertion and wire sizing problem can be formulated as a convex quadratic program. The convex quadratic program has a small size and some special structures, and so can be solved very efficiently. The result was extended to handle buffer sizing by enumerating all possible combinations of buffer sizes. A pruning technique was proposed to improve the efficiency. A comprehensive survey on previous works can be found in [10] .
In this paper, we consider the continuous version of the interconnect delay minimization problem by simultaneously sizing buffers and wire segments. We first consider the prob- lem for a single interconnect wire. Basically, an interconnect wire joining a source and a sink is divided into some uniformwidth wire segments. Some of the adjacent segments have buffers in between. The problem is to determine the buffer sizes and segment widths so that the Elmore delay from the source to the sink is minimized. The details of the problem formulation are presented in Section II. Note that no previous result can solve this problem optimally in a provably polynomial time bound. In particular, both wire area capacitance and wire fringing capacitance are taken into account in this paper. An approach completely different from that in [5] is required here.
We make the following contributions in this paper.
• We present an iterative algorithm SBWS, for the simultaneous buffer and wire sizing problem. We prove that SBWS always converges to the optimal solution. • We prove that for an interconnect wire consisting of buffers and segments, SBWS runs in time, where specifies the precision of computation (see Theorem 1). Since is bounded by the number of bits in the input, the total runtime is quadratic to the input size. This is the first polynomial time algorithm for the simultaneous buffer and wire sizing problem considered in this paper.
• SBWS requires only constant memory for computation.
• We show that our result can be extended to handle interconnect trees. We present an algorithm SBWS-T which always gives the optimal solution for the weighted sink delay objective.
• We demonstrate experimentally that SBWS and SBWS-T are both extremely efficient in practice. For SBWS, for an interconnect of 10 000 segments and buffers, the CPU time of SBWS is only 0.255 s. Besides, we observe that SBWS runs in linear time in practice. For SBWS-T, we show that it is faster than GWSA in practice. The rest of the paper is organized as follows. In Section II, we present the formulation of the simultaneous buffer and wire sizing problem for a wire. In Section III, the algorithm SBWS, its optimality proof and its runtime analysis are presented. In Section IV, we describe how to extend our result to handle interconnect trees. In Section V, some experimental results to show the efficiency of SBWS and SBWS-T are presented.
II. PROBLEM FORMULATION FOR A WIRE
In this paper, a component means either a buffer or a wire segment. Given a source with driver resistance a sink with load capacitance the source and the sink are linked by an interconnect consisting of components. The th component is either a buffer of size or a wire segment of width The simultaneous buffer and wire sizing problem is to minimize the delay from the source to the sink with respect to
In order to simplify the notations, we treat the source and the sink as buffers of fixed size in this paper. Let the source be called the 0th component and the sink be called the th component. Let be the number of sizable buffers in the interconnect (i.e., excluding the source and the sink). For let be the component index If component is a buffer (i.e., , then it is modeled as a switch-level RC circuit as shown in Fig. 2 . The output resistance and the input capacitance of the buffer are and , respectively, where and are unit effective resistance and unit gate capacitance of the buffer, respectively. As we mentioned above, we treat the source (component 0) and the sink (component as fixed size buffers. So and are set to some arbitrary values such that and If component is a wire segment (i.e., then it is modeled as a -type RC circuit as shown in Fig. 3 . The resistance and the capacitance of the wire segment are and , respectively, where , , and are the unit width wire resistance, unit width wire area capacitance, and wire fringing capacitance of the segment, respectively.
For if let
Intuitively, is the sum of all resistances before component (up to the last buffer), and is the sum of all capacitances [14] is used for delay calculation. Basically, the Elmore delay from the source to the sink is the sum of the delays associated with the components, where the delay associated with a component is equal to its resistance times its downstream capacitance. In other words, the Elmore delay from the source to the sink is given by
The problem is to minimize with respect to
III. THE ALGORITHM SBWS
In this section, we derive a polynomial time algorithm SBWS for the simultaneous buffer and wire sizing problem presented in Section II. We first derive the necessary and sufficient conditions for optimality and write down the system of equations specifying the optimal solution. Then, we show how to solve the system of equations in polynomial time using a simple binary search technique.
The 
Note that is a posynomial [13] in It is well known that under a variable transformation, a posynomial is equivalent to a convex function [13] . So has a unique global minimum and no other local minimum. That means, if for some solution, for then the solution is optimal. In other words, (4) and (5) are both necessary and sufficient conditions for optimality.
Also, observe that for (1) and (2) can be rewritten recursively as follows:
As a result, finding the optimal solution to the problem is equivalent to solving (4) and (5) for where satisfy (6)- (9) . In other words, we need to solve a system of nonlinear equations (4)- (9) for the variables and We explore some special properties of the system and show how to solve the system in quadratic time below.
The basic idea is instead of considering the system of equations (4)- (9) Fig. 5 . In , Step 1 follows from (8) with and that , Step 4 follows from (6), Step 5 follows from (4), Step 6 follows from (8) with , Step 9 follows from Lemma 1, Step 10 follows from (5), and Step 11 follows from (9) with As mentioned above, the solution of the modified system is also a solution of the original system if and only if the value of returned by equals To find the value of such that Lemma 2 below implies that a binary search can be used. The proof of Lemma 2 is given in the Appendix. 
Lemma 2:
is a strictly increasing function in
In the following, let be the solution computed by and let be the optimal solution. Let and be the delay corresponding to the solution by and the optimal solution, respectively. Lemma 3 below gives us a condition to terminate the binary search such that the precision of the solution is within The proof of Lemma 3 is given in the Appendix.
Lemma 3: For any if then for and To find a range to start the binary search, we can first make an initial guess of Next, is repeatedly divided or multiplied by a factor until . Then, the range contains the optimal value and hence can be used to start the binary search. The algorithm SBWS is summarized in Fig. 6 .
According to the result of [5] In practice, with and this initial guess, the number of iterations of dividing and multiplying to find the range is usually only zero or one. In Section V, we demonstrate that these values of and initial work well in practice.
In the following, we prove that with and a simple initial guess of the runtime of SBWS is quadratic. Lemma 4 below tells us how close to the optimal value should be in order to guarantee that the termination condition in Step 13 of SBWS is satisfied. The proof of Lemma 4 is given in the Appendix.
Lemma 4: For any if then So by Lemmas 3 and 4, if , then for and When we start the binary search, (where here). So the number of iterations of binary search (i.e., Steps 8-13 of SBWS) to guarantee is at most Lemma 5 bounds the number of iterations to find the starting range (i.e., Steps 2-4 of SBWS). Its proof is given in the Appendix.
Lemma 5: With and the initial guess of the number of iterations to find the starting range is
Since it takes iterations to find the starting range, iterations for the binary search, and each iteration takes time, we have the following theorem. Theorem 1: For an interconnect with components and for any the algorithm SBWS solves the simultaneous buffer and wire sizing problem in time and memory for computation with precision (i.e., the solution by SBWS and the optimal solution satisfy for all and
IV. EXTENSIONS TO HANDLE INTERCONNECT TREES
So far we have considered interconnects with a line topology. As most interconnects in a circuit have a line topology, SBWS can be applied to them directly. However, there are some interconnects with a tree topology. In this section, we describe how SBWS can be extended to handle interconnects with a tree topology. For interconnect trees, minimizing maximum sink delay and minimizing total area subject to sink delay bounds are the most commonly used objectives. Chen et al. [4] showed that both objectives can be reduced by the Lagrangian relaxation technique to a sequence of subproblems minimizing a weighted sum of the sink delays. In other words, by solving the problem of minimizing weighted sink delay, we also solve the problems of minimizing maximum sink delay and minimizing total area subject to sink delay bounds as well. So we consider the problem of minimizing weighted sink delay in the following.
To minimize a weighted sum of the sink delays of an interconnect tree, a similar technique as in [4] can be used. The basic idea is to iteratively optimize the tree edges one at a time. At each time an edge is manipulated, we keep all the other edges fixed and apply SBWS to that edge. The corresponding algorithm SBWS-T is given in Fig. 7 . Detailed explanations of the steps can be found in [4] .
It is easy to see that the weighted sum of the sink delays is a posynomial. So the problem has a unique global minimum. As a result, the algorithm SBWS-T which greedily sizes each edge iteratively always converges to the global minimum. In practice, a few iterations are usually enough for SBWS-T to converge. Note that since the downstream capacitance and upstream resistance of each edge are computed incrementally by a bottom-up traversal in Step 3 and a top-down traversal in Step 4 respectively, each iteration of SBWS-T takes only linear time. Hence, SBWS-T is very efficient in practice. Its efficiency is demonstrated in Section V.
V. EXPERIMENTAL RESULTS AND CONCLUDING REMARKS
In this section, we show that the algorithms SBWS and SBWS-T are extremely efficient in practice. We have implemented these algorithms in the C Language. We run them on a PC with a 200 MHz Pentium Pro processor. The precision parameter is set to 0.1%. We use the parameters for the 0.18 m technology listed in [9] .
First, we investigate the runtime of SBWS with respect to the number of components Different values of ranging from 1000-10 000 are used. For each value of , 100 problem instances are generated randomly. The average CPU time and the average number of calls to the function are reported in Table I . The CPU time is plotted as a function of in Fig. 8 below. As the table shows, SBWS is extremely fast in practice. Even for an interconnect of 10 000 components, the CPU time is only 0.255 s. Moreover, we observe that the number of calls to the function is around 12 for all cases. Therefore, as it is clearly demonstrated in Fig. 8 , the runtime is linear in practice.
Next, we compare the runtime of SBWS-T with that of GWSA for simultaneous continuous buffer and wire sizing [1] . GWSA is the most efficient algorithm for minimizing weighted sink delay reported in the literature. GWSA can also handle bounds on buffer size and wire width. For the comparison below, we are using a version of GWSA which ignore the bounds on buffer size and wire width.
It has been proved in [6] that for wire-sizing alone, GWSA runs in time linear to the number of wire segments. However, we observe that it is no longer the case when buffer sizing is considered as well. This point is clearly demonstrated by the experiment on a wire below. We divide a 20 000-m-long wire into 200 segments and we insert buffers into it, where ranges from 0 to 10. Then we size it with both SBWS and GWSA. The CPU time versus the number of buffers are plotted in Fig. 9 . As shown in Fig. 9 , the runtime of SBWS is independent of the number of buffers. However, the runtime of GWSA is proportional to the number of buffers in the wire. Also notice that the runtime of SBWS is always better than GWSA, even when there is no buffer.
In Table II , the runtime of SBWS-T and GWSA on six interconnect trees with 4-17 buffers are reported. The length of the tree edges range from 200-12 000 m. Most edges have zero or one buffer inserted. As shown in Table II , SBWS-T is about twice as fast as GWSA. For more advanced technology, more buffers will be inserted in each edge, and hence larger advantage on the runtime of SBWS-T over GWSA is expected.
We propose the following two directions for future research. First, we would like to see if a tighter analysis will give a better bound on the runtime of SBWS. In Theorem 1, a quadratic runtime is proved. However, the experimental results suggest that the actual runtime of SBWS is close to linear. We conjecture that a much better theoretical bound on the runtime of SBWS is possible. Second, we would like to investigate how our idea can be extended to handle bounds on wire width and buffer size. 
