, including recently in Anaesthesia and Intensive Care 9, 10 . However, there still appear to be common misconceptions about the meaning of P values, particularly in relation to those that support 'no statistically significant difference'. There are examples in most issues of most journals, including Anaesthesia and Intensive Care, and almost certainly in this issue. Very few authors would be exempt, including myself. For these reasons, and because the use of P values is so ubiquitous, the following comments are presented to arm readers against misinterpretations and exhort authors to avoid them.
A P value >0.05 (or > the a priori significance level, a) indicates 'no statistically significant difference' between groups, albeit with certain caveats [1] [2] [3] [4] [5] . However, 'no statistically significant difference' cannot be used to support a conclusion of 'no difference' or of 'equivalence'. First, depending on the minimum difference of interest, the a value, and the sample size and variability, a large difference (if it existed) could have been missed. Second, even if there were zero difference between groups, which would be very unlikely for a biological variable, it would be almost impossible to prove. This makes a report of 'no difference' on the basis of a P value at best an innocent but misguided abbreviation ( Figure 1 ) and at worst a misunderstanding of a fundamental aspect of statistics.
A P value indicates the probability that an observed result (or one more extreme) could have occurred by chance assuming that the null hypothesis is true 11 . If the probability is ≤ the pre-decided significance level (a; e.g. ≤1 in 20, P ≤0.05), the null hypothesis is rejected, which supports the complementary hypothesis that there is a true difference between the groups. However, there is a possibility of a type I error (a; rejecting the null hypothesis in error), which is determined by the significance level chosen (e.g. 1 in 20).
On the other hand, if the probability that an observed result (or one more extreme) is >a (e.g. >1 in 20, P >0.05), the null hypothesis cannot be rejected 11 . Under these circumstances the finding is typically reported as 'no statistical significant difference'. However, as with the possibility of a type I error for 'statistically significant' findings, there is a possibility of a type II error for 'non-statistically significant findings' (b, accepting the null hypothesis in error). Unfortunately the possibility of a type II error is rarely as low as 1 in 20. In fact, it is typically 1 in 10 (power=90%) or 1 in 5 (power=80%) and may be 1 in 2 or even higher. This means that we have to look very closely at the bvalue if we are to correctly interpret a finding of 'no statistically significant difference'. Not only do we have to look closely at the b value, we also have to look closely at the null hypothesis we have tested. The null hypothesis invariably applies to a particular magnitude of difference (equal to the minimum difference of interest used in the power/sample size calculation). It does not apply to 'no difference'. In fact, if we wanted to determine whether there was 'zero difference' between groups we would require an infinite number of subjects, which would be absurd. This can be checked on any sample size calculator or table (e.g. www.stat.ubc. ca/~rollin/stats/ssize/n2.html 12 ). A simple example will illustrate the importance of checking the b value and the relevant magnitude of difference when interpreting 'no statistically significant difference'. Let us say we are investigating the effect of a new beta-blocking drug and consider that the minimum difference that would make the drug worthwhile is a reduction in heart rate (HR) ≥10 beats per minute (bpm). Our null hypothesis effectively becomes 'there is no true difference ≥10 bpm between the groups'. We estimate that the standard deviation of HR in our samples is also 10 bpm. We decide that we will accept no more than 1 in 20 chance of making a type I error (a=0.05) and no more than a 1 in 5 chance of making a type II error (b=20%; power=80%, 1-b). The minimum required sample size using these values is n=16 in both the test and control groups 12 . We complete the investigation and find that the difference in HR between the groups is a mean of 8 bpm, P=0. 10 but we must take into account the 20% possibility of a type II error and the ≥10 bpm specified in our effective null hypothesis. This means that we cannot confidently exclude a true difference <10 bpm. Perhaps there is a true difference >5 bpm but <10 bpm? Perhaps there is a true difference >2 bpm but <10 bpm? Our finding neither supports nor excludes these possibilities. Meanwhile there is also is also a 20% possibility of missing a true difference ≥10 bpm, if it exists. This interpretation is very different to being sure that that there is 'no (zero) difference'! Despite the uncertainty in the above scenario, the situation could be far worse. Let us say that we undertook exactly the same study, with the same variables and number of patients (n=16 in each group), but instead of considering a difference ≥10 bpm worthwhile at the outset, we chose ≥5 bpm. The possibility of a type II error would be 71% 12 . What if we chose ≥2 bpm? The possibility of a type II error would be 92% 12 . Clearly, we should make no inferences about differences of these magnitudes given such high error rates. All three scenarios would be reported as 'no statistically significant difference', but they would apply to different magnitudes of difference and have different levels of certainty; on the other hand, if we had wanted to maintain the type II error rate in the second and third scenarios at 20%, we would have had to recruit n=63 and n=393 subjects in both groups, respectively 12 .
Despite their fundamental importance, the minimum difference of interest and the type II error rates are rarely referred to when authors report their 'no statistically significant difference' results. These values may occasionally be found in the methods section for primary outcomes, but are rarely provided for baseline variables (e.g. demographics), or secondary or subgroup outcomes. Instead, 'no statistically significant difference' is often further abbreviated, making it even less representative of its true meaning (Figure 1) . Also, the P value might be presented as >0.05 or as not significant, rather than its actual value, which further reduces the amount of information provided.
It is understandable that adding the relevant magnitude of difference and b error to 'no statistically significant difference' each time it is reported would be cumbersome. For this reason, a report of simply 'no statistically significant difference' with the actual P value may be reasonable, so long as the caveats are appreciated. A further abbreviation to 'no significant difference' may also be reasonable, although with the loss of the term 'statistically', the probabilistic nature of the finding is less obvious, and the possibility of some ambiguity between 'statistically' significant and 'clinically' significant is introduced. However, a further reduction to 'no difference' is clearly incorrect. It is then only a small step from 'we found no difference' to 'there was no difference', which is not only incorrect but also misleading. Sadly, one may even hear expressed from time to time, "there was absolutely no difference!"
Authors may claim that they do not mean 'no difference' when this is reported but rather 'no worthwhile difference'. However, in most cases this cannot be defended. If there is no power/sample size calculation for the variable in question, then the authors cannot know the magnitude to which their 'no difference' refers and also cannot know their possibility of missing a true difference if it exists. Authors may have provided a power/sample size calculation for a different variable. This does not help. Each variable requires its own power/sample size calculation. Moreover, post hoc power calculations are far from ideal 13, 14 . Authors may also claim that P values for baseline, secondary or subgroup outcomes are not as important as primary outcomes and therefore do not require the same statistical rigour. This may be correct if the findings are presented as observations rather than conclusions. However, the observational nature of secondary outcomes is often overlooked. Moreover, data from baseline or secondary outcomes are often used to support the primary hypothesis. For example, authors may wish to show that there were 'no differences' in potential confounding variables between groups and incorrectly used 'no statistically significant differences' to support this contention.
The confidence interval (CI) of the difference Figure 1 . Abbreviations of the correct interpretation of 'no statistically significant difference' (1), leading by small steps to less correct interpretations (2, 3) and eventually an incorrect interpretation (4) . Further subtle changes may lead to even more incorrect interpretations (5, 6).
1. We found 'no statistically significant difference ≥ the minimum difference of interest specified in our power/sample size calculation, with a β error rate specified in our power/sample size calculation' 2. We found 'no statistically significant difference' 3. We found 'no significant difference' …………………………..
We found 'no difference'
5. There was 'no difference'
6. There was "absolutely no difference" between two groups can be calculated rather than the P value 14, 15 . However, the same principles apply to the interpretation of CIs that include zero. The width of the CI widens as sample size decreases, making it more likely that it will include zero (i.e. 'non-statistically significant'). There are techniques available for ensuring an adequate sample size when using CI, which are based on pre-defining an acceptable CI width 14, 15 , but these are rarely used. In summary, 'no statistically significant difference' always refers to 'not ≥ a particular magnitude of difference' and is always associated with the possibility of a type II error. Without a power/sample size calculation, it is not possible to ascertain these values, which are required in order to correctly interpret the result. It may be that the finding can reliably exclude a worthwhile difference. On the other hand, it may be that it cannot reliably exclude several multiples of a worthwhile difference. It may be that the possibility of a b error is low enough to make the finding compelling or so high as to make it meaningless. Unless the information is provided, it is impossible to know. In any event, with or without a power/sample size calculation, 'no statistically significant difference' never means that there is definitely 'no difference'. referring to a 'non-statistically significant difference' as 'no difference' is not a statistical error. It is a human error. 
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