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Anotace 
 
BARTOŠOVSKÝ, P. Analýza signálů EEG. Brno: Vysoké učení technické v Brně, Fakulta 
elektrotechniky a komunikačních technologií, 2008. 35 s. Vedoucí bakalářské práce doc. Ing. 
Jiří Rozman, CSc. 
 
Práce se zabývá analýzou signálů EEG a metodami jejich digitálního zpracování. Při 
analýze aktivity mozkové činnosti z naměřených dat se lze setkat s tím, že data mohou být 
zkreslena různými poruchami tzv. artefakty. Tato data byla podkladem pro ověření algoritmu 
dvou metod a to metody hlavních komponent a metody nezávislých komponent, které mohou 
tyto artefakty eliminovat. Dosažené výsledky byly zhodnoceny a obě metody navzájem 
porovnány.  
 
Klíčová slova 
 
Signál EEG, artefakty v EEG záznamu, PCA, ICA, metoda hlavních komponent, 
Karhunen-Loevova transformace, Hotellingova transformace, redukce dat, metoda 
nezávislých komponent, srovnání PCA a ICA. 
 
 
Annotation 
 
BARTOŠOVSKÝ, P. Analysis of EEG signals. Brno: Brno university of technology, Faculty 
of electrical engineering and communication, 2008. 35 p. Supervisor of bachelor’s thesis doc. 
Ing. Jiří Rozman, CSc. 
 
This thesis deals with EEG signal analysis and methods of their digital processing. So-called 
artifacts can distort data measured during brain activity. These data were  basis for 
comparison of two methods: The Principal Component Analysis and The Independent 
Component Analysis for Artifact elimination. Both methods were compared and results 
evaluated. 
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Loève transform, Hotelling’s transform, reduction of informations, independent component 
analysis, comparison between PCA and ICA. 
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1. Úvod do problematiky 
 
Úkolem této práce je seznámit se se způsobem snímání signálů EEG a metodami jejich 
digitálního zpracování. Poté prostudovat metodu hlavních komponent a metodu nezávislých 
komponent a ověřit na signálech EEG jejich algoritmus. Nakonec zhodnotit dosažené 
výsledky a obě metody navzájem porovnat. 
2. Fyziologie a signál EEG 
 
V této kapitole budou probrány základní poznatky z fyziologie, bude rozebrán signál EEG, 
popsány způsoby monitorování tohoto signálu a také jeho klinické využití. 
 
Elektroencefalografie (EEG) je metoda ke sledování mozkové činnosti. Záznam, který 
elektroencefalograf při své činnosti vytváří, se nazývá elektroencefalogram.  
 
2.1. Základní poznatky z fyziologie 
 
Tato podkapitola popisuje základní poznatky z fyziologie, které se týkají tkání, nervů a 
jejich spojení. A dále objasňuje pojmy klidový a akční potenciál. 
 
2.1.1. Vzrušivé tkáně, nervy a jejich spoje 
 
Excitabilní buňka je schopna zareagovat na podnět změnou elektrických vlastností své 
membrány. Hlavní strukturální a funkční jednotkou nervové soustavy je neuron. Nervový 
systém člověka se skládá asi z 1010 neuronů. Motorický neuron se obvykle skládá ze somatu, 
axonu a dendritů [1]. 
 
Rozsáhlou oblast pro styk s jinými neurony vytvářejí dendrity, jsou aferentní. Axon je 
eferentní a centrifugální vlákno. Místo odstupu axonu na somatu se nazývá iniciální segment. 
Je charakterizován poněkud odlišnými charakteristikami vzrušivosti buněčné membrány. Je 
zakončen synaptickým výčnělkem, který obsahuje vesikulky s neurotransmiterem. Ten může 
být syntetizován celým neuronem, avšak z větší části se syntéza uskutečňuje v somatu, odkud 
je transportován podél mikrotubulů axonu axonálním prouděním (rychlostí asi 200-400 mm 
za den) do terminálního butonu [1]. 
 
Buněčná membrána somatu je dále vedena po axonu jako axolema. Kolem axonu jsou 
Schwannovy buňky. Rotací buněk kolem axonu a jejich zhuštěním vzniká u mnoha neuronů 
myelin, který tvoří zevní lipoproteinovou pochvu axolemy. Myelinová pochva je po 1.5 mm 
intervalech přerušována Ranvierovými zářezy. I u nemyelinizovaných nervových vláken jsou 
přítomny Schvannovy buňky, ale nevytvářejí myelinové lipoproteiny. Axony se před svým 
zakončením několikanásobně větví, umožňují tak spojení s velkým množstvím dalších buněk. 
Popsané větvení axonu už nemá myelinovou pochvu [1]. 
 
 Synapse je útvar, kde jsou signály přenášeny z axonu jednoho neuronu k axonu, dendritu 
nebo somatu dalšího neuronu. Obě struktury jsou od sebe odděleny synaptickou štěrbinou o 
šířce 10-40 nm, která funguje jako izolátor. Signál se přenáší tak, že elektrický impuls, který 
dosáhne presynaptické membrány, uvolní do synaptické štěrbiny neurotransmiter (každý 
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neuron zpravidla vytváří jeden neurotransmiter). Ten difunduje do synaptické štěrbiny k 
postsynaptické membráně a vybudí nový elektrický signál. Postsynaptická membrána 
neobsahuje žádný neurotransmiter, proto funguje jako jednosměrný ventil. Přenašeč může 
vyvolat buď excitační odpověď, nebo inhibiční odpověď [1]. 
 
2.1.2. Klidový potenciál, akční potenciál, elektrické děje v neuronu 
 
Klidový membránový potenciál 
 
je tvořen spojením obou stran membrány živých buněk. Dosahuje 60-100 μV (vnitřek 
buňky je negativní). Klidový membránový potenciál je výsledkem nerovnoměrné distribuce 
iontů mezi intra a extracelulární tekutinou [1]. 
 
Akční potenciál 
 
Pasivní průchod iontů membránou mění klidový membránový potenciál. Pokud negativita 
klidového potenciálu klesne na kritickou hodnotu prahového potenciálu, prostupnost pro 
sodíkové ionty prudce stoupne, sodík proudí do buňky, membrána se rychle depolarizuje, 
otevírají se další sodíkové kanály (tzv. kladná zpětná vazba), potenciál se dostane až do 
kladných hodnot. Chemický gradient a elektrický gradient jsou v rovnováze při plus 60-70 
μV. Refluxem draslíku dochází k repolarizaci až ke krátkému přestřelení - hyperpolarizaci [1]. 
  
Akční potenciál začíná v axonovém hrbolku, kde je prahový potenciál o něco nižší. 
Odpověď je vždy úplná a maximální nehledě na podnět. Dále následuje absolutní refrakterní 
fáze a relativní refrakterní fáze [1]. 
 
Šíření akčního potenciálu 
 
U nemyelinizovaných vláken se posunuje po vláknu lokální zóna depolarizace. Na odporu 
a průřezu vlákna závisí rychlost šíření. Proudové smyčky u myelinizovaných vláken 
přecházejí mezi Ranvierovými zářezy, tzv. saltatorní vedení, je asi 20 až 25 krát rychlejší [1]. 
 
Generování vln 
 
Vysvětlení vzniku EEG potenciálů se v průběhu vývoje postupně měnilo, jedno z posled-
ních vysvětlení vychází z principu generování elektrické aktivity vektory kolmými k povrchu, 
ze kterého aktivitu snímáme. Pokud vznikne synchronní skupinová aktivita v aferentních 
vláknech směrem k povrchním strukturám generujícím EEG, vzniknou sinusoidální oscilace. 
Amplituda a frekvence jsou modifikovány charakterem a intenzitou synchronizace 
kortikálních excitačních a inhibičních okruhů, sumací EPSP (excitační postsynaptické 
potenciály) a IPSP (inhibiční postsynaptický potenciál). Toto vysvětlení je považováno za 
způsob zdroje alfa a pomalejších rytmických aktivit. Thalamická zpětná vazba hraje 
významnou roli ve tvorbě alfa rytmu. Pokud se objeví rychlá rytmická asynchronní aktivita v 
aferentním kortikálním systému, vzniknou malé negativní výkyvy z extracelulárních proudů. 
V EEG se objeví rychlá nízkonapěťová aktivita, frekvence beta pásma a rychlejší. Ve 
stejnosměrném (DC) záznamu vznikne navíc dlouhodobější negativní posun. Mezi frekvencí 
výbojů a amplitudou negativního stejnosměrného posunu v aferentním vláknovém systému je 
úzká korelace [1]. 
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2.2. Signál EEG 
 
Tato podkapitola popisuje signál EEG a to, jakým způsobem se hodnotí. Dále popisuje 
rozdělení toho signálu, metodiku snímání a jaké mohou nastat artefakty při jeho natáčení. 
 
2.2.1. Normální EEG 
 
EEG mozku obsahuje široké frekvenční spektrum, avšak není to zmatek, rytmicita utváří 
určité zákonitosti v amplitudách i frekvencích. Rytmicita není znakem normálnosti, stejně 
patří k abnormálnosti. Frekvenční rozsah má fuzzy horní i dolní hranici. V podstatě neexistuje 
přesné rozhraní mezi abnormálním a normálním v EEG, nelze tvrdit, že normální graf 
znamená normální mozek a opačně. Na základě rozsáhlých studií byla stanovena kriteria 
normálnosti. Byla snaha o stanovení normy pro jednotlivé věkové skupiny, bdělost, spánek 
apod. Tyto tzv. normy je však nutno považovat za orientační [1]. 
Frekvence 
 
Za klinicky využitelné pásmo je považováno rozmezí 0.1 Hz až 100 Hz a ve více 
vyhraněné podobě 0.5 až 70 Hz. Tyto frekvence jsou děleny do několika pásem: delta - 0.1 až 
4 Hz, theta - 4 až 8 Hz, alfa - 8 až 13 Hz, beta - nad 13 Hz, obvykle 13 až 30 Hz, gamma – 
nad 30 Hz. Pojmenování pásem není logické, ale je historické. Co se týče frekvence, může být 
EEG aktivita rytmická (sled vln více méně konstantní frekvence), arytmická (bez žádného 
pravidelného rytmu), dysrytmická (nepravidelná směs různých frekvencí) [1]. 
Amplituda 
 
Napětí EEG záznamu je determinováno amplitudou signálu původního. Ta je ovlivněna 
průchodem přes jednotlivé vrstvy obalu mozku, které signál výrazně zmenšují a mění 
(kortikogram má asi 500 až 1500 μV, skalpový záznam 10 až 100 μV). Amplituda EEG je 
měřena mezi vrcholy sousední negativity a pozitivity. V praxi není nutné přesné měření, stačí 
zhodnocení nízká, střední nebo vysoká [1]. 
 
2.2.2. Rozdělení EEG signálu 
 
Alfa aktivita 
    
Aktivita o frekvenci 8 až 13 Hz, která se objevuje během bdělosti nad zadními oblastmi 
hlavy, všeobecně vyšší napětí nad occipitální oblastí, proměnlivé amplitudy, obvykle do 50 
μV. Nejlépe je pozorovatelná při zavřených očích, fyzické relaxaci a při relativní mentální 
aktivitě. Blokována nebo atenuována je pozorností, zvláště zrakovou nebo mentální [1]. 
 
MU rytmus 
 
Je podobný alfa aktivitě, avšak topografie a fyziologický význam jsou odlišné. Poprvé byl 
hodnocen Jasperem a Andrewsem 1938 jako precentrální alfa rytmus. Přísně odpovídá funkci 
motorického kortexu. Podle mnohých autorů ubývá MU rytmu s věkem, častý je u 
psychiatrických onemocnění. Charakterizován je ostrou negativní a zaoblenou pozitivní fází, 
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amplituda je srovnatelná s alfa aktivitou. Frekvence je okolo 9 až 11 Hz, obvykle je o něco 
rychlejší, než vlastní alfa aktivita. MU aktivita je blokována motorickou funkcí kontralaterální 
nebo jen myšlenkou na ní. MU rytmus má pravděpodobně určitou souvislost se záchvatovými 
onemocněními, osoby s MU rytmem jsou náchylnější k bolestem hlavy, podle některých 
autorů k řadě dalších chorob, snad v souvislosti se sníženým prahem pro vnímání bolesti [1]. 
  
Kappa rytmus 
 
Je přední temporální rytmus v pásmu alfa. Jedná se pravděpodobně o okulární artefakt, 
způsobený diskrétními laterálními oscilacemi očních bulbů [1]. 
 
Beta aktivita 
 
Jedná se o aktivitu nad 13 Hz bez jasnějšího omezení k rychlejším frekvencím, která se 
nachází zejména nad předními a středními částmi lbi. Centrální beta koreluje s MU rytmem, 
je také blokována pohybem. Více se vyskytuje u žen, než u mužů [1]. 
 
Theta aktivita 
 
Aktivita o frekvenci 4 až 8 Hz, která hraje významnou roli ve vyzrávání EEG. Podle 
zastoupení theta lze tvrdit, že EEG je vyzrálý ve 25 až 30 letech. Theta aktivita je generována 
samostatně od rytmu alfa [1]. 
 
Delta aktivita 
 
Aktivita o frekvenci 0.5 až 4 Hz je označována jako delta aktivita. V bdělém stavu je u 
dospělých patologií, společně s theta aktivitou má význam v hodnocení vývoje 
elektroencefalogramu a při určování stadií spánku [1]. 
 
Lambda vlny 
Jsou ostré transienty, které se objeví v bdělém stavu v occipitálních oblastech a jsou reakcí 
na vizuální podnět [1]. 
 
2.2.3. Metodika snímání signálu 
 
Přístroj EEG by měl být umístěn pokud možno v elektricky a akusticky stíněné místnosti. 
Pacient by měl mít umytou hlavou. Trvání záznamu musí být minimálně dvacet minut. Za 
základní je třeba považovat natočení záznamu v referenčním, longitudinálním a 
transversálním zapojení (bez ohledu na to, je-li přístroj 8, 16 nebo vícekanálový, menší počet 
kanálů není vhodný pro EEG vyšetření). Podle požadavků laboratoře pak další zapojení - 
monopolární, speciální referenční, cirkulární, výhodné je tzv. zapojení zdrojové dle Hjorta, 
hodnotící přímo oblast dané elektrody kortikálně [1]. 
 
Na začátku a na konci grafu je kalibrace a biologický test (zapojení elektrod Fpl - 02 do 
všech kanálů) - jako test přístroje. V každém grafu v každém zapojení je zkoušena reaktivita - 
alfa atenuační reakce (AAR), rebound fenomén (RF), u pacientů v bezvědomí pasivně a navíc 
reakce na zvuk a také na bolest. V obvyklém záznamu by měla být hyperventilace nosem 2 
minuty, hyperventilace ústy 4 minuty, fotostimulace záblesky většinou vzestupnou a 
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sestupnou řadou po 1 až 5 Hz do 30 Hz, vyjímečně randomizační. Dále je možno provést i 
jiné testy [1]. 
 
 
 
2.2.4. Artefakty při natáčení 
 
Fyzikální 
    a/  vnější prostředí:  
         elektromagnetická indukce většinou způsobená střídavým proudem 50 Hz, impulzní 
změny při zapínání a vypínání elektrospotřebičů 
    b/  vnitřní prostředí: 
         přechod kůže-elektroda, kabel elektrody, kabel předzesilovač-zesilovač, vlastní přístroj 
nebo registrační část 
 
 Biologické 
        svalový potenciál, srdeční činnost, pulzová vlna, dech, pocení, pohyb očí a víček, jizvy 
… [1]. 
 
 
2.3. Systémy monitorování 
 
V praxi existuje několik druhů monitorovacích systémů odlišných podle vlastního využití. 
 
2.3.1. Dlouhodobé monitorování 
 
Dlouhodobé monitorování EEG, o trvání obvykle 24 ev. více hodin, zaznamenává 
permanentně EEG a EKG (elektrokardiografie-záznam elektrické aktivity srdce) křivku na 
paměťové médium. Vyhodnocení se provádí následně po propojení daného paměťového 
média s počítačem. Podle způsobu sběru dat a dalšího zpracování existuje několik podobných 
systémů [1]. 
 
EEG monitorování se v praxi využívá zejména u stavů porušeného vědomí, dále u 
záchvatových onemocnění při sledování efektu terapie k hodnocení četnosti mírných i 
klinických záchvatů s možností lepšího nastavení [1]. 
 
2.3.2. Monitorovací systémy pro jednotky intenzivní péče a operační sál 
 
Monitorovací systémy určené pro sledování mozkové aktivity zejména z pohledu domi-
nantní základní mozkové aktivity využívají všech možností, které nabízí počítačová technika 
k dalšímu zpracování EEG. Pro běžné sledování na jednotkách intenzivní péče (JIP) (kdy 
EEG je součástí bedside monitoru) je dostačující sledování trendu základní aktivity. Pro 
podrobné sledování na operačním sále a zejména také pro výzkumné úkoly je nutno použít 
přesnou číselnou či jinou kvantifikaci, které podle příslušného software umožní jednotlivá 
srovnání a statistické zpracování [1]. 
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Signál EEG je možno snímat podobně jako u Holterova monitorování miskovými elektro-
dami, výhodnější ale jsou elektrody jehlové se stabilním odporem a zejména snadněji apli-
kovatelné ve ztížených podmínkách. Dostačují 2 až 4 kanály, tedy 1 kanál pro každou 
hemisféru [1]. 
 
2.3.3. Video EEG 
 
Je kombinací video zařízení a klasického EEG. Na jedné části televizní obrazovky je 
zobrazován signál přivedený z klasického EEG přístroje v obvyklé podobě (vlastně 
bezpapírové EEG) a na druhé polovině obrazovky je snímán pacient (na lůžku JIP, přímo v 
EEG laboratoři). Obě zařízení jsou propojena a synchronizována tak, že výsledkem je 
současný obraz pacienta a jeho momentální mozková aktivita. Celý záznam je registrován na 
videokazetě (či jiném paměťovém médii) s možností následného prohlížení a hodnocení. 
Využívá se zejména u diferenciální diagnostiky stavů porušeného vědomí, monitorování 
epileptiků (zejména parciálních záchvatů s komplexní symptomatologií), a v přípravě k 
operační léčbě epilepsie [1]. 
 
2.4. Klinické využití signálu EEG 
 
EEG se využívá především v neurologii pro odhalení různých mozkových poruch a u 
záchvatových onemocnění, např. epilepsie, dále u intrakraniálních expanzí, u cévních 
onemocnění mozku, u traumat centrálního nervového systému (CNS), u infekčních a 
neinfekčních encefalopatií atd. Další oblasti použití jsou psychiatrie a psychologie [1], [2]. 
 
3. Metoda hlavních komponent 
 
V této kapitole se dozvíme co to metoda hlavních komponent je a k čemu slouží. Dále 
bude probrána podstata a záměry analýzy hlavních komponent a vlastnosti hlavních 
komponent. Poté bude na signálu EEG ověřen její algoritmus. 
 
3.1. Základní poznatky o metodě hlavních komponent 
 
Metoda hlavních komponent (PCA - Principal Component Analysis) bývá podle oblasti 
využití této metody také označována jako Karhunen-Loevova transformace nebo Hotellingova 
transformace [5]. 
 
Původně byla metoda hlavních komponent zavedena K. Pearsonem (roku 1901) jako 
popisná statistická metoda sloužící k redukci vícerozměrných dat. H. Hotelling (roku 1933) 
postup aplikací komponentní analýzy zobecnil na náhodné vektory a navrhl použití analýzy 
hlavních komponent pro rozbor kovarianční struktury proměnných [3]. 
 
Nyní analýza hlavních komponent představuje jednak samostatnou metodu provádějící 
rozbor struktury vztahů v množině vzájemně závislých proměnných, jednak tvoří součást řady 
jiných metod analýzy vícerozměrných pozorování a slouží také jako pomocná metoda 
v nejrůznějších výzkumech [3]. 
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Při řešení mnoha výzkumných úloh se lze setkat se situací, kdy výchozí počet znaků, 
sledovaných u zkoumaných jevů a procesů, je značný a pro interpretaci nepřehledný. Pro 
usnadnění interpretace a zjednodušení analýzy je často vhodné zkoumat, zda by tyto znaky 
nebylo možné nahradit menším počtem jiných a podstatnějších znaků, shrnujících informaci o 
výchozích proměnných, aniž by došlo k větší ztrátě informace [3]. 
 
K řešení tohoto problému byly vytvořeny dvě příbuzné vícerozměrné metody, a to analýza 
hlavních komponent a faktorová analýza - metodu faktorové analýzy lze považovat za 
zobecnění analýzy hlavních komponent (v tomto projektu se budeme zabývat pouze metodou 
analýzy hlavních komponent). Obě zmíněné metody vycházejí z analýzy kovarianční, 
popřípadě korelační matice výchozích proměnných. Snaží se nalézt skryté (neměřitelné) 
veličiny, které se označují jako hlavní komponenty či faktory, vysvětlující variabilitu a 
závislost proměnných. Jinak řečeno, obě tyto metody se snaží o vyjádření původních 
proměnných pomocí menšího počtu většinou nezávislých skrytých veličin, které nelze přímo 
měřit, ale které mají určitou věcnou interpretaci. Podaří-li se původní proměnné vyjádřit 
menším počtem rozumně interpretovatelných skrytých veličin, získáme úspornější popis 
původního systému proměnných i struktury jejich závislostí [3]. 
 
V komponentní a také ve faktorové analýze je závislost výchozích proměnných zkoumána 
symetricky. Proměnné tady nejsou apriorně členěny podle směru závislosti na vysvětlující a 
vysvětlované. Jejich vzájemná závislost není vysvětlována příčinnými vztahy mezi danými 
proměnnými, ale působením skrytých veličin – hlavních komponent (či faktorů) [3]. 
 
V obou metodách se od skrytých proměnných požaduje, aby maximálně reprezentovaly 
původní proměnné. Požadujeme-li, aby nové, skryté proměnné reprezentovaly maximum 
celkového rozptylu původních proměnných, popřípadě maximálně reprodukovaly celkovou 
kovarianční (korelační) matici výchozích proměnných, dospíváme k metodě analýzy hlavních 
komponent [3]. 
 
3.2. Podstata analýzy hlavních komponent 
 
Cílem metody hlavních komponent je odvodit relativně malý počet dekorelovaných 
lineárních kombinací (hlavních komponent) množiny náhodných centrovaných proměnných, 
které přenášejí co nejvíce informací původních proměnných. Přitom nejdůležitějším cílem je 
pro nás především určení lineárních kombinací proměnných, redukce počtu dimenzí 
(rozměru) a výběr nejužitečnějších proměnných. Jinak řečeno, hlavním účelem metody 
hlavních komponent je komprese dat a výběr příznaků (signálů, které nesou nejvíce užitečné 
informace) [4]. 
 
Hlavní komponenty PCA jsou náhodné proměnné s maximálními odchylnostmi sestrojené 
z lineárních směsí vstupních prvků [4]. 
 
3.2.1. Hlavní komponenty vícerozměrných proměnných 
 
Předpokládejme, že náhodné hodnoty X1, X2, ..., Xp mají vícerozměrné rozdělení s 
vektorem středních hodnot η a s kovarianční maticí Σ (hodnosti p), přičemž q největších 
charakteristických čísel λ(1),  λ(2), …, λ(q) matice Σ je různých. Byl proveden náhodný výběr ze 
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základního souboru obsahující n vektorů pozorování p proměnných. Tato pozorování lze 
zapsat ve tvaru matice dat X typu n x p, o které předpokládáme, že má plnou hodnost [3]. 
 
Výběrová kovarianční matice S bude odhadem matice Σ. Tato matice obsahuje všechnu 
potřebnou informaci k provedení analýzy hlavních komponent. Předtím je ovšem nutné se 
rozhodnout, zda analýzu budeme provádět v jednotkách měření původních proměnných, nebo 
zda je pro vystižení závislosti proměnných vhodnější provést transformaci pozorování na 
normované jednotky, tj. zavést veličiny 
 
𝑧𝑖𝑗 =
𝑥𝑖𝑗 −𝑥 𝑗
𝑠𝑗
,    𝑖 = 1, 2, … , 𝑛,    𝑗 = 1, 2, … , 𝑝.                                        (1) 
 
Hlavní komponenty získané z výběrové kovarianční matice S a z výběrové korelační 
matice R jsou obecně různé a z jednoho řešení nelze přejít na druhé pouhou transformací 
koeficientů. Komponentní analýza není tedy invariantní vůči změnám měřítka analyzovaných 
proměnných [3]. 
 
Mnoho prováděných aplikací komponentní analýzy vychází z použití výběrové korelační 
matice, částečně pod vlivem praxe užívané ve faktorové analýze. Totiž jsou-li jednotlivé 
proměnné vyjádřeny ve zcela rozdílných jednotkách měření, nemají lineární kombinaci 
původních hodnot, kterými hlavní komponenty jsou, velký význam, a je proto vhodnější 
založit komponentní analýzu na normovaných proměnných, tj. na korelační matici. Avšak na 
druhé straně, jsou-li jednotlivé proměnné vyjádřeny, v příbuzných, popř. souměřitelných 
jednotkách, je ze statického hlediska vhodnější použít kovarianční matici, a to vzhledem 
k tomu, že k-tá hlavní komponenta je taková lineární kombinace proměnných, která 
vysvětluje k-tou největší část celkového rozptylu proměnných. U normovaných proměnných 
má maximalizace tohoto rozptylu poněkud umělou povahu. Navíc je teorie výběrových 
vlastností hlavních komponent odvozených z matice R daleko složitější než u hlavních 
komponent získaných z výběrové kovarianční matice S [3]. 
 
První hlavní komponenta 
 
První hlavní komponentou pozorování obsažených v matici X je taková lineární 
kombinace 
 
𝑌1 =  𝜐11𝑋1 + 𝜐21𝑋2 +  … + 𝜐𝑝1𝑋𝑝 = 𝐯1𝐱                                                   (2) 
 
proměnných, jejíž výběrový rozptyl 
 
s𝑌1
2 =   𝜐𝑗1
𝑝
𝑗 ′ =1 𝜐𝑗 ′1𝑠𝑗𝑗 ′
𝑝
𝑗=1 = 𝐯′1𝐒𝐯1                                                          (3) 
 
mezi všemi vektory koeficientů normalizovanými tak, že v‘1v1=1 je největší. Normalizační 
podmínka se zavádí z toho důvodu, abychom zabezpečili jednoznačné netriviální řešení [3]. 
 
Metodu Lagrangeových součinitelů použijeme k určení koeficientů lineární kombinace (2) 
splňujících uvedenou podmínku a maximalizujících její rozptyl. Abychom získali netriviální 
řešení soustavy p lineárních rovnic 
 
 𝐒 − 𝑙1𝐈p 𝐯1 = 𝐨p   ,                                                                      (4) 
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je potřeba hodnotu součinitele l1 volit tak, že 
 
 𝐒 − 𝑙1𝐈p  = 0  .                                                                         (5) 
 
Součinitel l1 je tudíž charakteristické číslo výběrové kovarianční matice S a v1 je jemu 
odpovídající charakteristický vektor. Abychom určili, které z p charakteristických čísel máme 
použít, stačí vynásobit soustavu rovnic (4) zleva vektorem v1. Vzhledem k tomu, že v
‘
1v1=1 
dostáváme 
 
𝑙1 = 𝐯′1𝐒𝐯1 = sY1
2   .                                                                   (6) 
 
Uvědomíme-li si, že vektor koeficientů má maximalizovat rozptyl proměnné Y1, je jasné, že 
za l1 je třeba vzít největší charakteristické číslo matice S [3]. 
 
Souhrnem lze sdělit, že první hlavní komponentou souboru výběrových pozorování 
proměnných X1, X2, …, Xp je lineární kombinace  
 
Y1 = 𝐯′1𝐱   ,                                                                           (7) 
 
jejíž koeficienty υj1,  j = 1, 2, …, p, jsou prvky charakteristického vektoru spojeného 
s největším charakteristickým číslem l1 výběrové kovarianční matice proměnných. Hodnoty 
υj1 jsou jednoznačně určeny až na multiplikativní konstantu. Pro normalizovaný 
charakteristický vektor (v‘1v1 = 1) je charakteristické číslo l1 rovno výběrovému rozptylu 
proměnné Y1 [3]. 
 
Druhá hlavní komponenta 
 
Druhá hlavní komponenta vícerozměrných pozorování X je taková lineární kombinace 
 
𝑌2 =  𝜐12𝑋1 + 𝜐22𝑋2 +  … + 𝜐𝑝2𝑋𝑝 = 𝐯′2𝐱   ,                                     (8) 
 
jejíž koeficienty υj2,  j = 1, 2, …, p, splňují podmínky 
 
𝐯′1𝐯2 = 0     𝑎     𝐯′2𝐯2 = 1                                                      (9) 
 
a také maximalizují rozptyl Y2. První podmínka vyžaduje, aby vektory v1 a v2 byly 
ortogonální, tudíž aby proměnné Y1 a Y2 byly vzájemně nezávislé, zatímco druhá (již dříve 
uvedená normalizační podmínka) zase zabezpečuje jednoznačnost řešení [3]. 
 
Koeficienty druhé hlavní komponenty lze odvodit maximalizací funkce 
 
𝐯′2𝐒𝐯2 + 𝑙2 1 − 𝐯
′
2𝐯2 + 𝑚𝐯′1𝐯2                                                     (10) 
 
vzhledem k v2, kde l2 a m jsou Lagrangeovy součinitele. Výsledkem je soustava p rovnic ve 
tvaru 
 
 𝐒 − 𝑙2𝐈p 𝐯2 = 𝐨p   ,                                                                (11) 
 
ze které plyne, že koeficienty υj2 druhé hlavní komponenty jsou prvky charakteristického 
vektoru odpovídajícího druhému největšímu charakteristickému číslu matice S. Zbývající 
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hlavní komponenty lze poté obdobně konstruovat pomocí ostatních charakteristických 
vektorů. Postup nalezení hlavních komponent lze tedy shrnout do následující věty [3]. 
 
k-tá hlavní komponenta výběru p-rozměrných pozorování je lineární kombinací  
 
Yk = 𝐯′k𝐱   ,                                                                        (12) 
 
jejíž koeficienty jsou prvky charakteristického vektoru vk kovarianční matice S, který 
odpovídá k-tému největšímu charakteristickému číslu lk. Je-li lk‘ ≠ lk, jsou koeficienty k-té a 
k‘-té hlavní komponenty nutně ortogonální, jestliže lk = lk‘, lze prvky vektorů vk a vk‘ zvolit 
tak, aby byly ortogonální, avšak takových ortogonálních vektorů existuje nekonečné množství 
(příslušné hlavní komponenty nejsou tedy v tomto případě jednoznačně definovány). 
Výběrový rozptyl k-té komponenty, k = 1, 2, …, p, je lk, a přičemž 
 
 𝑙𝑘
𝑝
𝑘=1 =  𝑠𝑌𝑗
2𝑝
𝑗 =1 = st  𝐒   .                                                          (13) 
 
Podíl rozptylu k-té hlavní komponenty na uvedeném součtu 
 
𝑙k
st  (𝐒)
                                                                               (14) 
 
pak vyjadřuje význam této hlavní komponenty pro hospodárnější popis výchozího souboru 
proměnných [3]. 
 
3.2.2. Vlastnosti hlavních komponent 
 
Z vlastností hlavních komponent se zaměříme pouze na ty, ze kterých vychází interpretace 
komponentní analýzy v aplikacích v praxi. Označíme-li ortogonální matici, jejíž sloupce tvoří 
charakteristické vektory matice S, jako V, pak komponentní analýza je založena na 
transformaci vektoru x na vektory y = V‘ x. Kde matice V je maticí transformační. 
Kovarianční matice vektoru nových proměnných má poté vzhledem ke vztahu mezi x a y tvar 
 
C 𝐲 = 𝐕′𝐒𝐕 = 𝐋   ,                                                                  (15) 
 
kde L je diagonální matice s charakteristickými čísly [3]. 
 
Kovarianční matice původních proměnných a komponent je podobně dána, jako 
 
C 𝐱, 𝐲 = 𝐒𝐕   .                                                                     (16) 
 
k-tý sloupec této matice, který je tvořen vektorem Svk udává výběrové kovariance 
proměnných s k-tou komponentou. Vzhledem k tomu, že vektor vk je charakteristickým 
vektorem matice S příslušným k charakteristickému číslu lk, tak platí 
 
𝐒𝐯k = 𝑙k𝐯k    .                                                                       (17) 
 
Kovarianci j-té proměnné X1, X2, …, Xp s k-tou komponentou Y1, Y2, …, Yp je možné tedy 
vyjádřit hodnotou lk υjk. Korelační koeficienty původních proměnných s k-tou komponentou 
poté tvoří prvky vektoru 𝐯k 𝑙k  /s𝑗 . Pokud byly výchozí proměnné normovány, příp. hlavní 
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komponenty odvozeny z korelační matice, tak koeficienty korelace proměnných s k-tou 
komponentou pak tvoří prvky vektoru 𝐯k 𝑙k  /s𝑗  [3]. 
 
Korelační koeficienty původních proměnných s komponentami bývají většinou základem 
pro interpretaci hlavních komponent. Tyto koeficienty korelace jsou označovány jako 
komponentní váhy [3]. 
 
Vektory 𝐯k 𝑙k  mají důležitou spojitost s kovarianční či korelační maticí, ze které byly 
odvozeny. Jakoukoliv symetrickou matici S lze zapsat jako 
 
𝐒 = 𝐏𝐋𝐏′   ,                                                                          (18) 
 
kde P je ortogonální matice a L je diagonální matice charakteristických čísel matice S. Pokud 
zvolíme za sloupce matice P charakteristické vektory S, dostáváme 
 
𝐒 = 𝐕𝐋𝐕′   .                                                                         (19) 
 
Zavedeme-li matici A=VL
1/2
, pak sloupce matice A reprodukují matici S dle vztahu 
 
𝐒 =  𝑙𝑘𝐯𝑘
𝑝
𝑘=1 𝐯′𝑘 = 𝐀𝐀
′   .                                                           (20) 
 
Pokud jsou z matice S postupně získávány jednotlivé hlavní komponenty, lze tvořit matici 
lkvkv’k a srovnávat jejich postupný součet s maticí S. Toto srovnání prezentuje, do jaké míry 
je výběrová kovarianční matice reprodukována doposud vytvořenými hlavními 
komponentami [3]. 
 
Rovnice (20) naznačuje, že analýza hlavních komponent je ekvivalentní rozkladu matice 
S na součin matice A a matice k ní transponované. Rozklad kovarianční matice je také cílem 
faktorové analýzy. Na rozdíl od faktorové analýzy je v komponentní analýze tento rozklad 
jednoznačný. Této jednoznačnosti dosahuje komponentní analýza podmínkou, že po sobě 
jdoucí komponenty vyčerpávají maximum zbylého rozptylu u souboru proměnných a jsou 
vzájemně nezávislé. Vzájemnou odlišností charakteristických čísel matice S je podmíněna 
jednoznačnost rozkladu [3]. 
 
Tato jednoznačnost hlavních komponent je někdy přehlížena a matice komponentních vah 
je ve snaze získat nejjednodušší věcnou interpretaci transformována násobením zprava 
ortogonální maticí. I když schopnost těchto „rotovaných komponent“ generovat původní 
matici S je nezměněna, tyto veličiny už nemaximalizují rozptyl původních proměnných [3]. 
 
Pokud jsou hlavní komponenty získávány z korelační matice, pro součet charakteristických 
čísel platí 
 𝑙𝑘
𝑝
𝑘=1 = st 𝐑 = 𝑝  .                                                                 (21) 
 
Podíl k-té komponenty na tomto součtu je u normovaných proměnných dán poměrem lk/p. 
Matice VL
1/2
 je v tomto případě maticí komponentních vah. Součet čtverců korelačních 
koeficientů υjk 𝑙k  jednotlivých proměnných Xj s k-tou komponentou odpovídá rozptylu této 
komponenty lk [3]. 
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Vysvětluje-li prvních r hlavních komponent podstatnou část celkové variability 
proměnných, lze vypočítat jejich hodnoty u jednotlivých jednotek souboru a použít je 
v dalších analýzách místo hodnot původních proměnných. Hodnoty hlavních komponent, 
označované také jako komponentní skóre, lze v případě, kdy komponentní analýzu provádíme 
na základě kovarianční matice, vyjádřit pro i-tou statistickou jednotku jako 
 
yik = 𝐯
′
k 𝐱i − 𝐱  ,       𝑘 = 1, 2, … , 𝑟   ,                                                  (22) 
 
kde xi představuje hodnoty proměnných u i-té statistické jednotky a 𝐱  je vektor výběrových 
průměrů [3]. 
 
Pro charakteristické vektory, které byly získány z korelační matice, se počítá komponentní 
skóre z normovaných pozorování. Hodnoty hlavních komponent u i-té jednotky lze poté 
vyjádřit jako 
 
yik = 𝐯′k𝐳i    ,     𝑘 = 1, 2, … , r   ,                                                       (23) 
 
kde zi je vektor normovaných hodnot proměnných u i-té statistické jednotky [3]. 
 
3.2.3. Geometrický význam hlavních komponent 
 
Výběr rozsahu n z p-rozměrného rozdělení si lze geometricky představit jako shluk n bodů 
v p-rozměrném euklidovském prostoru, jehož osy odpovídají jednotlivým proměnným X1, X2, 
…, Xp. Bez snížení obecnosti lze předpokládat, že za střed souřadnicového systému byl vzat 
bod se souřadnicemi danými výběrovými průměry proměnných. Nalezení lineárních 
kombinací proměnných geometricky odpovídá rotaci původní souřadnicové soustavy, která je 
provedena tak, že nové osy procházejí směry maximálního systému, tedy umožňuje zachytit 
na několika prvních osách maximum informace o prostorové struktuře souboru 
vícerozměrných pozorování [3]. 
 
Některé aplikace této metody se opírají o geometrickou interpretaci hlavních komponent. 
Pokud chceme získat názornou představu o prostorové konfiguraci daného souboru bodů je 
pro tento účel nutné provést projekci tohoto shluku z p-rozměrného euklidovského prostoru 
do prostoru dimenze d < p, kde d = 1, 2, 3. Úkolem je nalézt takovou projekci, při které by 
došlo k minimálnímu narušení prostorové sestavy původních bodů. Problém reprezentace 
shluku bodů v prostoru nižší dimenze je možné řešit jako určení transformační matice V typu 
p x d (hodnosti d), transformující p-rozměrné vektory x na d-rozměrné vektory y = V‘ x a 
zachovávající sestavy bodů v maximálně možné míře. První prací, která se zabývá problémem 
nejlepší projekce shluku bodů do prostoru nižší dimenze, bylo pojednání K. Pearsona (roku 
1901). K. Pearson vybíral osy tohoto prostoru tak, aby součet čtverců vzdáleností všech bodů 
od jejich projekce na tyto osy byl minimální. C. R. Rao (roku 1964) formuloval dvě další 
kritéria pro hodnocení kvality zachování sestavy bodů, při jejich promítnutí do prostoru 
nižšího řádu. První kritérium spočívá v maximalizaci součtu čtverců vzdáleností mezi všemi 
páry projekcí, druhé v zachování vzdáleností bodů od těžiště daného systému bodů a úhlů 
mezi všemi páry přímek, které vedou z těžiště danými body [3]. 
 
Optimalizace všech uvedených kritérií vzhledem k transformační matici V vede k závěru, 
že k nejmenšímu porušení výchozí prostorové struktury bodů dojde, je-li zvolena za sloupce 
matice V prvních d charakteristických vektorů kovarianční matice S [3]. 
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Podaří-li se vysvětlit podstatnou část variability systému výchozích proměnných pomocí 
prvních hlavních komponent, umožňuje komponentní analýza uvážit strukturu 
vícerozměrného souboru na základě informace získané projekcí na přímku, do roviny, popř. 
do trojrozměrného prostoru. Seskupení projekcí statistických jednotek v souřadnicovém 
systému prvních hlavních komponent může být podkladem např. pro shlukování příbuzných 
jednotek, tj. vytváření jejich relativně stejnorodých podmnožin [3]. 
3.2.4. Výběrové vlastnosti hlavních komponent 
 
V předcházejících částech jsme metodu hlavních komponent uvažovali víceméně jako 
popisnou metodu pro rozbor kovarianční (korelační) struktury vícerozměrných výběrů. 
V aplikacích komponentní analýzy je ale nutné předpokládat, že charakteristická čísla a 
charakteristické vektory získané na základě výběrové kovarianční či korelační matice se 
budou lišit od svých protějšků ze základního souboru. Doplníme-li dosavadní předpoklady o 
vícerozměrném rozdělení X1, X2, …, Xp o předpoklad vícerozměrné normality tohoto 
rozdělení, lze prokázat, že charakteristická čísla a jim odpovídající charakteristické vektory 
vypočtené z výběrové kovarianční matice jsou maximálně hodnověrnými odhady svých 
protějšků ze základního souboru. Bez předpokladu normality půjde obvykle jen o konzistentní 
odhady [3]. 
 
V pracích T. W. Andersona (1958, 1963) můžeme najít odvození výběrových rozdělení 
charakteristických čísel a vektorů za předpokladu, že vektor x má vícerozměrné normální 
rozdělení. Obsahují i některé intervalové odhady a testy hypotéz v komponentní analýze. 
Z testovacích postupů odvozených T. W. Andersonem má v praxi asi největší uplatnění test 
hypotézy, že zbývajících p – q charakteristických čísel matice Σ si je rovno. V případě 
platnosti hypotézy je pouze prvních q charakteristických vektorů S určeno jednoznačně, a 
tudíž není třeba získávat z S více než q komponent. Rozptyl příslušný zbývajícím p - q 
komponentám lze pokládat za nerozložitelný a připisovat jej působení různých vedlejších 
vlivů. Test hypotézy 
 
𝐇 ∶  λq+1 = λq+2 = ⋯ = λp                                                            (24) 
 
oproti variantě popírající její platnost (A : 𝐇 ) je založen na kritériu 
 
𝐕 = − 𝑛 − 1  ln 𝑙𝑘
p
k=q+1 +  𝑛 − 1  𝑝 − 𝑞 ln  
 𝑙𝑘
𝑝
𝑘=𝑞+1
𝑝−𝑞
   .                 (25) 
 
Veličina V má rozdělení χ2 s 0,5 (p-q) (p-q+1) – 1 stupni volnosti při platnosti hypotézy H 
[3]. 
 
3.2.5. Interpretace hlavních komponent 
 
Komponentní analýza přetváří původní proměnné na ortogonální, popř. ortonormální 
veličiny sumarizující rozptyly původních proměnných. Zda jsou tyto nové veličiny umělými 
charakteristikami, nebo zda skutečně odrážejí určité reálné faktory, tj. mají určitý předmětný 
obsah, je otázkou interpretace, kterou je potřeba provádět na základě věcných znalostí 
zkoumaných proměnných [3]. 
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Při interpretaci hlavních komponent hledáme proměnné, které s jednotlivými 
komponentami korelují, a snaží se tyto komponenty vykládat jako vzájemně nezávislé, 
zobecněné, v pozadí stojící vlivy, vyvolávající variabilitu a ovlivňující strukturu závislosti 
proměnných. Vzhledem ke snaze o hospodárnější popis systému proměnných je vhodné se 
omezit při pokusu o interpretaci hlavních komponent obzvláště na první komponenty 
s vysokými charakteristickými čísly. Interpretace komponent s vyššími pořadovými čísly 
bývá leckdy obtížná a problematická [3]. 
 
3.3. Ověřování metody hlavních komponent v programu Matlab 
 
Pro účely ověřování algoritmu této metody bylo k dispozici šest datových souborů, z nichž 
každý soubor obsahuje záznam signálu EEG jednoho pacienta. Tyto datové soubory mají 
strukturu 'int32' - 4B na jedno číslo. Soubor je uspořádán tak, že je uložen první vzorek 
z každého ze 32 kanálů. Poté druhý vzorek z každého ze 32 kanálů atd. Pomocí funkce 
nactidata [8] se načtou signály EEG z datových souborů a poté je možné se signálem dále 
pracovat. Pro zobrazení záznamů EEG signálů bylo využito funkce eegplot [9] a funkce fastif 
[10]. 
 
 
Obr. 1: Prvních 10 vteřin záznamu signálu EEG pro pacienta č.1 
 
 
I přesto, že signál obsahuje všech 32 kanálů, tak po jeho zobrazení (obr. 1) zjistíme, že 
prvních jedenáct kanálů neobsahuje žádný signál, tudíž nebyly ani připojeny, dvanáctý kanál 
obsahuje EKG signál, který není pro účely našeho ověřování podstatný a teprve až posledních 
dvacet kanálů obsahuje záznam se signálem EEG. Bude tedy stačit, když se bude pracovat 
pouze s těmito dvaceti kanály, které obsahují nasnímaný signál EEG. Jak je z obrázku č.1 
patrné, tak zhruba prvních 6 vteřin obsahuje signál EEG normalizační a testovací impulzy, 
které je potřeba před a po každém měření provést. Tato část signálu ještě není záznam aktivity 
mozkové činnosti. 
 
23 
 
Jelikož informace obsažené v tomto signálu jsou náročné na fyzickou paměť výpočetní 
techniky, na které byla metoda testována, bude se vždy pracovat pouze s částí signálu. Tato 
část bude volena tak, aby byl úsek nějakým způsobem zajímavý, například aby obsahoval 
pohybový artefakt. 
 
Na zvolený úsek – v tomto případě se jedná o záznam pacienta č.1 vzorky od 2000 do 8000 
(to je zhruba 23,5 vteřin) (obr. 2, 3, 4, 5, 6) se aplikuje metoda hlavních komponent a 
následně se graficky vykreslí rozptyl (obr. 7), který připadá na jednotlivé hlavní komponenty.  
 
Obr. 2: Prvních 5 vteřin záznamu zvolené části úseku signálu EEG pro pacienta č.1 
 
 
Obr. 3: Záznam zvolené části úseku signálu EEG pro pacienta č.1 v rozmezí od 5 do 10 
vteřin 
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Obr. 4: Záznam zvolené části úseku signálu EEG pro pacienta č.1 v rozmezí od 10 do 15 
vteřin 
 
 
 
 
Obr. 5: Záznam zvolené části úseku signálu EEG pro pacienta č.1 v rozmezí od 15 do 20 
vteřin 
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Obr. 6: Poslední část záznamu zvolené části úseku signálu EEG pro pacienta č.1 
 
 
Na obrázcích číslo 2 a 3 je signál EEG bez větších artefaktů (občas malý pohybový 
artefakt), obrázek 4 obsahuje v prvním kanálu artefakt a na obrázku 5 je patrný pohybový 
artefakt ve všech kanálech. Tento artefakt je částečně patrný i na začátku obrázku 6. 
 
 
 
Obr. 7: Rozptyl připadající na hlavní komponentu 
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Na obrázku 7 je zobrazen rozptyl, který připadá na hlavní komponentu. Jak lze vidět, tak 
první tři komponenty zabírají zhruba kolem 90 % z celkového rozptylu, což je dostačující 
výsledek jak zredukovat rozměry dat tak, aby byla použitelná. Tzn., aby byla zachována 
nejdůležitější část informace a méně podstatná část byla zanedbána. 
 
4. Metoda nezávislých komponent 
 
V této kapitole se dozvíme co to metoda nezávislých komponent je a k čemu slouží. Dále 
bude probrán princip analýzy nezávislých komponent. Poté bude na signálu EEG ověřen její 
algoritmus. 
 
Metoda nezávislých komponent (ICA - Independent Component Analysis) je metoda 
separace signálů, která se snaží oddělit nezávislé signály, které byly nějakým způsobem 
smíchány. Předpokladem úspěšné separace signálu je ten, že snímané signály musí být 
statisticky nezávislé [7]. 
 
4.1. Princip analýzy nezávislých komponent 
 
Metoda nezávislých komponent je metoda, jejímž cílem je nalézt množinu statisticky 
nezávislých komponent, přičemž k dispozici jsou jenom lineárně „smíšené“ signály těchto 
komponent. Komponenty je možné si představit jako množinu nezávislých generátorů signálů 
[6]. 
 
Jsou dva hlavní obecné okruhy aplikací metody nezávislých komponent. Jsou to separace 
zdrojů (BSS - Blind Source Separation) a extrakce vlastností, rysů. V BSS, čili u separace 
zdrojů, získaná (naměřená) data korespondují s multidimenzionálním signálem a nezávislé 
komponenty jsou nazvány zdrojovými signály (zdroje šumu, původní nekorigované signály) 
[6]. 
 
Pokud jde o konkrétní aplikace, metoda nezávislých komponent může být použita při 
řešení různých problémů, jako například separace řeči (tzv. „Cocktail party problem“ - ten 
můžeme popsat jako situaci na večírku, kdy je více mluvících osob (zdrojů hlasů), a snažíme 
se z davů hlasů vnímat pouze  jeden tzn. separovat jeden zdroj.). Dále potom pro zpracování 
lékařských signálů (EEG, EKG, …) anebo také pro zpracování obrazu (například vyhledávání 
v kolekcích obrázků tváří) [6], [7]. 
 
Princip metody nezávislých komponent spočívá v rozkladu naměřených dat na signály 
(nezávislé komponenty), které jsou mezi sebou navzájem statisticky nezávislé. Jsme tedy 
schopni rozlišit konkrétní mozkovou aktivitu od zdrojů, které způsobují artefakty. Pokud 
odstraníme ty nezávislé komponenty způsobující artefakty, a zpětně zrekonstruujeme signály, 
dostaneme původní signály již bez artefaktových složek [6]. 
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4.2. Model dat metody nezávislých komponent 
 
Budeme předpokládat, že existuje M zdrojů signálů (nezávislých komponent) s1(k), …, 
sm(k) s nulovou střední hodnotou a s jednotkovým rozptylem. Tyto komponenty jsou 
v každém kroku k (k=1, 2, …, K) vzájemně statisticky nezávislé [6]. 
 
Původní (tedy originální) zdroje si(k) i=1, 2, …, M jsou neznámé. Známe jenom N různých 
signálů (EEG kanálů) x1(k), …, xn(k), o kterých uvažujeme, že vznikly lineárním „smíšením“ 
nezávislých komponent. Cílem metody nezávislých komponent je nalézt nezávislé 
komponenty, tzn. signály s(k) [6]. 
 
Označíme-li x(k)=[x1(k), …, xn(k)]
T
 N-dimenzionální datový vektor, který obsahuje 
„smíšená“ data v kroku k. Datový model lze poté zapsat jako: 
 
𝒙 𝑘 = 𝐀𝒔 𝑘 =  𝑠𝑖 𝑘 
m
i=1 𝑎𝑖 𝑘 ,                                     (26) 
 
kde s(k)=[s1(k), …, sm(k)]
T
 je vektor původních (tedy originálních) signálů (komponent) 
v kroku k. K vyjádření úplných zdrojových signálů, bude s matice s M řádky (počet 
komponent) a K sloupci (počet kroků-pozorování). Analogicky to platí také pro matici x s N 
řádky a K sloupci [6]. 
 
Matici A pak můžeme pojmenovat jako „mixující“ matici o rozměrech NxM, jejichž prvky 
jsou neznámé (hledané) konstanty. Základní omezení modelu je ten, že nejsme schopni 
odhadnout ty nezávislé komponenty, jejichž funkce rozložení hustoty pravděpodobností je 
rovna Gaussově (respektive pouze jedna komponenta může mít Gaussovo normální rozdělení 
hustoty pravděpodobností) [6]. 
 
Problém nalezení nezávislých komponent se mění na problém nalezení koeficientů matice 
A. Odhad těchto koeficientů lze částečně zjednodušit tím, že data ve vektoru x mohou být 
předzpracována operací „bělení“ (whitening). Vektor x je pak lineárně transformován na 
vektor υ podle vztahu: 
 
𝝊 𝑘 = 𝐕𝒙 𝑘 = 𝐕𝐀𝒔 𝑘 = 𝐁𝒔 𝑘 ,                                     (27) 
 
kde υ(k) je „bělený“ vektor, V je „bělící“ matice, která má rozměry MxN a B je ortogonální 
matice. Všechny prvky vektoru υ(k), (k=1, …, K) jsou navzájem nekorelované a mají 
jednotkový rozptyl [6]. 
 
Operace „bělení“ může být provedena s využitím klasické metody hlavních komponent, 
přičemž může být současně snížena dimenze dat a tím případně potlačen šum. Matice V se 
poté vypočítá dle vztahu 
 
𝐕 =  𝐃𝐄T    ,                                                        (28) 
 
kde 
 
𝐃 = diag λ1, … , λ𝑀                                                  (29) 
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je diagonální matice o rozměrech MxM. λ(i) je i-tá největší vlastní hodnota kovarianční 
matice E{xkxk
T
}, přičemž E{xkxk
T} je střední hodnota výrazu xkxk
T
. Matice E o rozměrech 
NxM je E=[c1, …, cM], kde ci značí příslušný i-tý vektor [6]. 
 
Hodně navržených řešení pro problematiku ICA využívá koeficient špičatosti, což je 
statistický centrální moment 4. řádu, který je definován pro náhodnou veličinu υ s nulovou 
střední hodnotou a jednotkovým rozptylem, vztahem K(υ)=E{υ4}-3. Koeficient špičatosti je 
roven nule pro Gaussovskou náhodnou proměnnou [6]. 
 
Máme „smíšené“ signály xi, i=1, …, N (mohou být upraveny operací „bělení“-pak υi). 
Budeme hledat takový vektor 𝒘 T, aby špičatost 𝒘 T. υ (K(𝒘 T. υ)) byla maximální nebo 
minimální, přičemž musí být splněno omezení 
 
 𝒘  = 1    ,                                                         (30) 
 
kde 
 
 𝒘 = norm 𝒘 =   (𝑤i
2K
i=1 ) 
1/2
                          (31) 
 
je délka vektoru 𝒘 a 𝒘 = 𝒘 norm  (𝒘) je normalizace vektoru 𝒘. Při využití vztahu (27) a 
vlastností špičatosti lze psát: 
 
K 𝒘T𝝊 = 𝐾 𝒘𝑇𝐁𝒔 = K 𝒛T𝒔 =  z𝑖
4N
𝑖=1 K 𝑠𝑖     ,              (32) 
 
kde B je ortogonální „mixující“ matice (je zde podobnost s „mixující“ maticí A ze vztahu 
(26), přičemž A se týká pouze „smíšených“ dat, kdežto B se týká dat „bělených“) [6]. 
 
S ohledem na omezení  𝒘  = 1 má funkce (28) velké množství lokálních minim a 
maxim. Jsme schopni odhadnout nezávislé komponenty nalezením lokálního extrému 
špičatosti 𝐊 𝒘T𝝊  [6]. 
 
Výraz (28) též poukazuje, že Gaussovské nezávislé komponenty, nebo další komponenty, 
jejichž špičatost je nulová, nemohou být odhadnuty pomocí této metody [6]. 
 
Pro nalezení maxima nebo minima špičatosti jsou navrženy metody, které využívají 
k řešení umělou neuronovou síť. Vektor 𝒘 je poté interpretován jako váha neuronů a x je 
vstupní vektor neuronů. Nevýhodou tohoto řešení je pomalá konvergence závisející na 
vhodné volbě učícího parametru neuronové sítě. Špatný výběr tohoto parametru může 
zapříčinit, že neuronová síť nebude konvergovat vůbec. Jiným řešením problému pomalé 
konvergence je tzv. Fixed-Point Algoritmus (FPA) [6]. 
 
4.3. Ověřování metody nezávislých komponent v programu Matlab 
 
Algoritmus této metody byl ověřen na stejných datech jako při ověřování algoritmu 
metody hlavních komponent pomocí funkce runica [11]. Opět byl zvolen stejný úsek, aby 
bylo možné výsledky obou metod navzájem porovnat tzn., záznam pacienta č.1 vzorky od 
2000 do 8000 (zhruba 23,5 vteřiny) (obr. 2, 3, 4, 5, 6). Na tento úsek se aplikovala metoda 
nezávislých komponent a následně se graficky vykreslil rozptyl (obr. 8), který připadá na 
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jednotlivé nezávislé komponenty. Analýzou ICA se získalo 20 nezávislých komponent (obr. 
9), z nichž bylo určeno, že komponenty č. 1, 2 a 3 jsou komponenty obsahující artefakty. Po 
odstranění těchto nezávislých komponent a následné rekonstrukci byly získány původní 
signály (EEG záznam) již bez artefaktů (obr. 10, 11, 12, 13, 14). 
 
 
Obr. 8: Rozptyl připadající na nezávislou komponentu 
 
 
 
Obr. 9: Nezávislé komponenty 
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Obr. 10: Prvních 5 vteřin zrekonstruovaného záznamu zvolené části úseku signálu EEG 
pro pacienta č.1 
 
 
 
Obr. 11: Zrekonstruovaný záznam zvolené části úseku signálu EEG pro pacienta č.1 
v rozmezí od 5 do 10 vteřin 
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Obr. 12: Zrekonstruovaný záznam zvolené části úseku signálu EEG pro pacienta č.1 
v rozmezí od 10 do 15 vteřin 
 
 
 
Obr. 13: Zrekonstruovaný záznam zvolené části úseku signálu EEG pro pacienta č.1 
v rozmezí od 15 do 20 vteřin 
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Obr. 14: Poslední část rekonstruovaného záznamu zvolené části úseku signálu EEG pro 
pacienta č.1 
 
 
Na obrázku 8 je zobrazen rozptyl, který připadá na nezávislou komponentu. Jak lze vidět, 
tak první tři komponenty zabírají zhruba kolem 95 % z celkového rozptylu, což je dostačující 
výsledek jak zredukovat rozměry dat tak, aby byla použitelná. Tzn., aby byla zachována 
nejdůležitější část informace a méně podstatná část byla zanedbána. 
 
Při porovnání původní části signálu (obr. 2, 3, 4, 5, 6) a části rekonstruovaného signálu 
s odstraněnými nezávislými komponentami, které způsobují artefakty (obr. 10, 11, 12, 13, 14) 
zjistíme, že artefakty jsou buď plně odstraněny, nebo jsou alespoň odstraněny částečně. 
V každém případě je rekonstruovaný záznam podstatně lepší a lze ho lépe hodnotit, než 
v případě, kdy se v záznamu nacházely artefakty ať už pohybové či jiného charakteru. 
 
5. Dosažené výsledky 
 
Na stejné úseky EEG byly aplikovány oba algoritmy s cílem srovnat je. Výsledky jsou 
vyobrazeny na obrázcích 7 a 8 a dále potom v příloze A. Na těchto obrázcích je rozptyl, 
připadající na hlavní či nezávislou komponentu, jež jsou výsledkem metody, která je 
aplikována na daný úsek dat a to pro všech šest záznamů signálů EEG (čili pro všech šest 
pacientů). Úseky byly vybírány tak, aby byly nějakým způsobem zajímavé tzn., aby 
obsahovaly nějaký druh artefaktu. 
 
Z výsledků na obrázcích 7 a 8 je patrné, že u metody hlavních komponent zabírají první tři 
komponenty zhruba kolem 90 % z celkového rozptylu, zatímco u metody nezávislých 
komponent to činí asi 95 % taktéž pro první tři komponenty. Z toho by se dalo usuzovat, že 
metoda nezávislých komponent by mohla být lepší oproti metodě hlavních komponent. Avšak 
při porovnání více výsledků (viz. Příloha A) bylo zjištěno, že někdy zabíraly hlavní 
komponenty větší rozptyl a někdy zabíraly větší rozptyl nezávislé komponenty. Záleží vždy 
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na daném průběhu záznamu, kolik se v něm vyskytuje artefaktů a jak moc jsou artefakty 
závažné. Pokud je záznam bez větších artefaktů, tak dané komponenty zabírají menší rozptyl 
a komponent je tím pádem větší množství. To platí pro obě metody. 
 
Výpočet komponent byl ovšem časově náročnější u metody nezávislých komponent. Čím 
byl úsek delší, tím byl časový rozdíl výpočtu komponent mezi oběma metodami větší. 
 
U metody nezávislých komponent se podařilo také zobrazit zrekonstruovaný signál, ze 
kterého byly předem odstraněny ty komponenty, které způsobovaly artefakty, a 
zrekonstruovaný signál poté obsahoval pouze záznam aktivity mozkové činnosti, u kterého již 
bylo znehodnocení danými artefakty minimalizováno. Tím pádem je záznam připraven 
k hodnocení. 
 
5.1. Praktické použití metod 
 
Princip algoritmu metody hlavních komponent spočívá v nalezení extrému variance a 
výpočtu vlastních čísel a vlastních vektorů. Je možné tedy předpokládat, že časová náročnost 
metody hlavních komponent pro jakékoliv stejně dlouhé úseky dat bude přibližně stejná. 
Naproti tomu, algoritmus metody nezávislých komponent hledá libovolné koeficienty matice 
A při splnění určitých podmínek. Jedná se o proces, u něhož nelze předem určit, jak dlouho 
bude trvat a zda se podaří nalézt vhodné koeficienty. Také doba výpočtu metody nezávislých 
komponent nemusí být vždy stejná pro stejně dlouhé úseky dat [6]. 
 
Můžeme říci, že použití metody nezávislých komponent a metody hlavních komponent 
závisí na dvou faktorech. A to na rychlosti výpočtu a na kvalitě separace. Požadujeme-li 
rychlý výpočet komponent, pravděpodobně použijeme metodu hlavních komponent. V tomto 
případě výpočet proběhne rychle, ale komponenty reprezentující artefakty mohou obsahovat i 
část užitečné informace. Ta se po odstranění těchto komponent ztratí. V praxi nemusí být ani 
tak složité nalezení komponent reprezentující artefakt, ale spíše volba těch artefaktových 
komponent, které se mají vyloučit takovým způsobem, abychom odstranili artefakt a zároveň 
ponechali užitečnou informaci. Při vylučování dané artefaktové komponenty je nutné vzít 
v úvahu, zda je výhodnější ji ze zpětné rekonstrukce vyloučit (odstranit nejen artefakt, ale i 
užitečnou informaci), nebo zdali je výhodnější ji zde ponechat (artefakt v záznamu zůstane) 
[6]. 
 
Praktická volba metody závisí pouze na tom, jaké hledisko upřednostňujeme, avšak 
celkově lze říci, že obě metody jsou v praxi použitelné [6]. 
 
Můžeme říci, že metoda hlavních komponent je vhodná především pro kompresi signálu 
(redukce dimenze dat) a pro rychlý efektivní výpočet, zatímco u metody nezávislých 
komponent tyto vlastnosti nejsou (není-li ovšem dimenze dat snížena již při operaci bělení). 
Kvalitativně je ale metoda hlavních komponent omezena tím, že optimalizuje data pouze ve 
směru momentu druhého řádu (variance), takže některé užitečné složky nejsou zcela dobře 
dekomponovány. Výhodou metody hlavních komponent je skutečnost, že ji je možné počítat 
vzorek po vzorku, což na dostatečně rychlém počítači umožňuje výpočet v reálném čase [6]. 
 
Na druhé straně, eliminace artefaktů je vhodná oběma metodami, a to za předpokladu, že 
se do komponent uloží jenom příslušné artefakty. Z tohoto hlediska se zdá být jasně 
výhodnější metoda nezávislých komponent (i přes větší časovou náročnost odhadu 
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nezávislých komponent oproti hlavním komponentám), protože ta získá nezávislé 
komponenty, u nichž jsou striktně odděleny informační složky EEG od artefaktových složek. 
Tyto algoritmy mohou mít praktický význam při odstraňování artefaktů například během 
automatizovaného zpracování zejména dlouhodobých EEG záznamů [6]. 
 
6. Závěr 
 
V této práci jsme se seznámili se způsobem snímání EEG záznamů a metodami jejich 
digitálního zpracování. Prostudovali jsme teorii metody hlavních komponent a teorii metody 
nezávislých komponent, aplikovali jsme je pomocí programu Matlab na sejmuté signály EEG 
a ověřili tak jejich algoritmus. Dosažené výsledky jsme zhodnotili a poté obě metody 
vzájemně porovnali. 
 
Z výsledků vyplývá, že metoda hlavních komponent je vhodná především pro kompresi 
signálu (redukce dimenze dat) a pro rychlý efektivní výpočet. Zatímco z hlediska kvality 
separace komponent je výhodnější použít metodu nezávislých komponent, která jasně rozdělí 
komponenty na artefaktové a na informační ovšem za cenu menší rychlosti výpočtu a tím 
pádem její delší doby. 
 
Obě metody najdou uplatnění nejen při zpracování lékařských signálů (EEG, EKG, …), ale 
také při zpracování obrazu (vyhledávání v kolekcích obrázků tváří) a audio signálů (v 
telekomunikacích), ale také v mnoha jiných technických odvětvích. 
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Příloha A 
 
Rozptyly připadající na hlavní a nezávislé komponenty na vybraných 
úsecích dat pro pacienty 1-6 
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Pacient1 
 
Vzorky 27000-30000 (asi 11,7 s): 
 
 
 
 
 
 
38 
 
Pacient1 
 
Vzorky 107000-112000 (asi 19,5 s): 
 
 
 
 
 
 
39 
 
Pacient1 
 
Vzorky 137000-140500 (asi 13,7 s): 
 
 
 
 
 
 
40 
 
Pacient2 
 
Vzorky 8000-14000 (asi 23,5 s):  
 
 
 
 
 
 
41 
 
Pacient2 
 
Vzorky 35000-38000 (asi 11,7 s):  
 
 
 
 
 
 
42 
 
Pacient2 
 
Vzorky 107500-111500 (asi 15,6 s):  
 
 
 
 
 
 
43 
 
Pacient3 
 
Vzorky 8000-14000 (asi 23,5 s):  
 
 
 
 
 
 
44 
 
Pacient3 
 
Vzorky 40000-42000 (asi 7,8 s):  
 
 
 
 
 
45 
 
Pacient3 
 
Vzorky 107500-110000 (asi 9,8 s):  
 
 
 
 
 
46 
 
Pacient4 
 
Vzorky 27000-33000 (asi 23,5 s):  
 
 
 
 
 
 
47 
 
Pacient4 
 
Vzorky 39000-42000 (asi 11,7 s):  
 
 
 
 
 
 
48 
 
Pacient4 
 
Vzorky 73500-79500 (asi 23,5 s):  
 
 
 
 
 
 
49 
 
Pacient5 
 
Vzorky 25500-27500 (asi 7,8 s):  
 
 
 
 
 
 
50 
 
Pacient5 
 
Vzorky 37000-40000 (asi 11,7 s):  
 
 
 
 
 
 
51 
 
Pacient5 
 
Vzorky 80500-84000 (asi 13,7 s):  
 
 
 
 
 
 
52 
 
Pacient6 
 
Vzorky 53000-57000 (asi 15,6 s):  
 
 
 
 
 
 
53 
 
Pacient6 
 
Vzorky 105000-110000 (asi 19,5 s):  
 
 
 
 
 
 
54 
 
Pacient6 
 
Vzorky 112000-116000 (asi 15,6 s):  
 
 
 
 
 
 
