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The chaotic diffusion for particles moving in a time dependent potential well is described by using
two different procedures: (i) via direct evolution of the mapping describing the dynamics and ; (ii) by
the solution of the diffusion equation. The dynamic of the diffusing particles is made by the use of a
two dimensional, nonlinear area preserving map for the variables energy and time. The phase space
of the system is mixed containing both chaos, periodic regions and invariant spanning curves limiting
the diffusion of the chaotic particles. The chaotic evolution for an ensemble of particles is treated as
random particles motion and hence described by the diffusion equation. The boundary conditions
impose that the particles can not cross the invariant spanning curves, serving as upper boundary
for the diffusion, nor the lowest energy domain that is the energy the particles escape from the
time moving potential well. The diffusion coefficient is determined via the equation of the mapping
while the analytical solution of the diffusion equation gives the probability to find a given particle
with a certain energy at a specific time. The momenta of the probability describe qualitatively the
behavior of the average energy obtained by numerical simulation, which is investigated either as a
function of the time as well as some of the control parameters of the problem.
PACS numbers: 05.45.-a, 05.45.Pq, 05.45.Tp
I. INTRODUCTION
Diffusive processes are observed in a wide variety of
systems ranging from pollen diffusing from plant to plant
[1], in medicine to the investigation of drugs delivered
through the blood current [2], how diseases propagate in
the air [3–5], population movements in European prehis-
tory [6], pollution in atmosphere [7] and in the oceans
[8], percolation [9] with the investigation of the chemical
compounds being transported to the water table, memes
in social media [10], the influence of the clime in pests
spreading [11] and many other applications from physical
side [12–14] turning the topic of interest to many [15–17].
In this paper we study the diffusion of chaotic orbits
where particles are confined to move in a time dependent
potential well [18, 19]. The physical motivation of such
a potential [20] comes from the interaction of photons
with the array of atoms producing phonons in the chain
leading to oscillations of the bottom part of the potential.
The array is composed of infinitely many symmetric wells
that can be modeled, due to the symmetry, by a single
oscillating potential [21]. The dynamic of each particle is
made by the use of a two dimensional mapping given by
energy of the particle and the corresponding time when
it leaves the oscillating well. The oscillating part is char-
acterized by three relevant control parameters, one gives
the length of the well, other gives its depth and a third
one gives the frequency of oscillation. The constant part
of the potential has a parameter giving its length, which
shall be considered symmetric with the time moving part.
The phase space of the model is mixed and contains a set
of periodic islands surrounded by a chaotic sea limited by
a set of invariant spanning curves. Since the determinant
of the Jacobian matrix is the unity, the particles moving
in the chaotic sea can not penetrate the islands nor cross
through the invariant spanning curve [22] at the cost of
violating the Liouville’s [12] theorem. The chaotic or-
bits diffuse along the chaotic sea and they behave similar
to random walk particles at such a region. To describe
their diffusion we solve the diffusion equation [13] impos-
ing that the flux of particles through the lowest energy
invariant spanning curve is null as well as it is null in
lower part of the phase space, where the particle reaches
minimal energy to move outside of the time dependent
part of the potential. The initial conditions are chosen
all with a fixed energy e0 and considering an ensemble
of particles with such energy but with different phases
of the moving potential. The solution of the diffusion
equation [13] gives the probability to find a given par-
ticle with a specific energy in a given time. From the
knowledge of the probability, we obtain their momenta
as functions of the time and compare with the numerical
simulations. As we shall see, the qualitative agreement of
the curves describing the diffusion is remarkable showing
difference at the stationary state, a behavior obtained for
long enough time. As we discuss along the text, such a
difference is mostly connected to the shape of the phase
space where islands are present surrounded by chaotic
sea. As an assumption for the solution of the diffusion
equation, such islands are not taken into account [17]
and their existence change the saturation of the curves
for the diffusion at long enough time. We estimate the
fraction that the islands occupy in the phase space and
use it to made a first order correction in the saturation
of the curves as an attempt to consider the same density
of points in the phase space generated by the set of equa-
tions of the mapping and that used in the solution of the
diffusion equation.
2This paper is organized as follows. In Section II we de-
scribe the equations of the mapping, construct the phase
space and describe the estimation of the lowest energy
invariant spanning curve. Section III is devoted to dis-
cuss the results for the diffusion equation. Conclusion
and final remarks are drawn in Section IV.
II. THE MODEL, THE MAPPING AND SOME
DYNAMICAL PROPERTIES
The dynamical model we consider consists of an ensem-
ble of non interacting particles confined to move inside
a potential well described by V (x, t) = V0(x) + V1(x, t)
where
V0(x) =


V0 if 0 < x <
b
2 and a+
b
2 < x < a+ b
0 if b2 ≤ x ≤ a+ b2
∞ if x ≤ 0 and x ≥ a+ b
and V1(x, t) is written as
V1(x, t) =
{
0 if x < b2 and x > a+
b
2
d cos(ωt) if b2 ≤ x ≤ a+ b2
.
Figure 1 shows a plot of the potential.
FIG. 1: Sketch of the potential.
The dynamic of the particle is described by a two di-
mensional mapping written in terms of the energy and
phase of the moving wall when it leaves the oscillating
well. A careful discussion of the construction of the map-
ping can be found in Refs [23–25]. The expression of the
mapping is given by
T :
{
en+1 = en + δ[cos(φn + i∆φa)− cos(φn)],
φn+1 = [φn + i∆φa +∆φb] mod(2pi),
(1)
where en = En/V0, ∆φa =
2piNc√
en−δ cos(φn)
and ∆φb =
2piNcr√
en+1−1
with r = b/a, δ = d/V0 and Nc =
ω
2pi
a√
2V0/m
.
The parameter Nc corresponds to the number of oscil-
lations the potential well completes in the interval of
time a particle travels the distance a with kinetic en-
ergy K = V0. Since it is proportional to ω, increasing
FIG. 2: Plot of the phase space for mapping (1) for the pa-
rameters: r = 1, δ = 0.5 and Nc = 50. The continuous curve
identifies the position of the lowest energy invariant spanning
curve, marking the upper limit of the chaotic sea.
Nc is equivalent to increase the driving frequency of the
potential well. The variable i corresponds to the smallest
integer number, i = 1, 2, 3 . . . that satisfies the condition
en+δ[cos(φn+ i∆φa)−cos(φn)] > 1 (see Ref. [21, 26] for
a discussion on the number of successive reflections in the
well). Figure 2 shows a plot of the phase space for the
mapping (1) considering the control parameters r = 1,
δ = 0.5 and Nc = 50. We see a mixed structure of the
phase space containing both periodic islands, a chaotic
sea that is limited by a lowest energy invariant spanning
curve. Such curve works as a barrier blocking the pas-
sage of particles through it confining the chaotic sea and
defining an upper bound for the diffusion. The lower part
is defined by the minimal energy the particle needs to es-
cape the moving potential well, i.e., emin = 1. Therefore,
the chaotic sea is limited to the range e ∈ [emin, efisc].
Along this paper we choose the parameter r = 1 that
characterizes the symmetric case. The two parameters
we choose to vary are δ and Nc. The first parameter,
δ ∈ [0, 1] defines the amplitude of the oscillating well
while the latter is proportional to the frequency of oscil-
3FIG. 3: Plot of the curves of erms vs. n for different values of
Nc ∈ [10
1, 104] and δ = 0.25 for the symmetrical case r = 1.
lation of the moving well, hence a parameter giving how
fast the movement of the time dependent potential is.
The observable we are interested in investigate and
that gives the characteristics of the diffusion is defined
as
erms(n) =
√√√√ 1
M
M∑
i=1
1
n
n∑
j=1
e2i,j(n), (2)
where M gives the size of the ensemble of different initial
phases φ0 ∈ [0, 2pi] and n is the number of iterations of
the map. A typical behavior of the curves of erms vs. n
is shown in Fig. 3 for the parameters Nc ∈ [101, 104]
and δ = 0.25 for the symmetrical case of r = 1. We
see from Fig. 3 that the curves of erms start to growth
in power law in n. A power law fitting of the regime of
acceleration furnishes an exponent β = 0.482(1) which is
very close to the exponent measured in normal diffusion
for random walk particles. The saturation of the curves
depends on the position of the lowest energy invariant
spanning curve. Since the curves of limn→∞ erms(n) de-
pend on the size of the chaotic sea, the localization of
the invariant spanning curves plays a major rule on the
diffusion. Figure 4 shows a plot of the average energy of
the lowest energy invariant spanning curve.
The results shown in Fig. 4 are in well agreement
with the ones already known from the scaling theory [21]
where the formalism is based on three scaling hypotheses
[27] and from the localization of the invariant spanning
curves [28]. Starting with low initial energy, it gives the
ensemble of particles the chance of experience the larger
diffusion as possible. At this domain of energy, the be-
havior of erms(n) is described by: (i) for short n, the
curves exhibit diffusion such that erms(n) ∝ nβ , hence
the particles diffuse with slope β ∼= 0.5. This numerical
value gives evidence that the ensemble of chaotic parti-
cles are diffusing such as random particles. (ii) For large
enough n, the particles visit a vast part of the phase
FIG. 4: Plot of the average energy of the lowest energy in-
variant spanning curve. The parameters used were r = 1,
Nc ∈ [10
1, 104] and: (a) δ = 0.5, (b) δ = 0.25 and (c) δ = 0.1.
space such that the curve of limn→∞ erms(n) approaches
a regime of saturation marked by limn→∞ erms(n) ∝ Nαc .
The numerical value obtained for such a behavior is from
the order of 2/3, hence in agreement with the description
of the invariant spanning curves [28]. The changeover
from growth to the saturation is given by nx ∝ Nzc .
These scaling hypotheses allow to describe erms as a ho-
mogeneous and generalized function yielding in the fol-
lowing scaling law z = α/β. Therefore, z ∼= 4/3. This
investigation is phenomenological, so far. In the next
section we provide a discussion that involves the solu-
tion of the diffusion equation [13]. From such a solution,
the momenta of the distribution are obtained and the
critical exponents appear in an analytical way. As we
shall see the existence of the islands affects the satura-
tion of the curves by using the diffusion equation while
compared with the direct simulations from the equations
of the motion. We argue that the fraction of occupied
area of chaos is a possible explanation for the difference
although the qualitative description of the diffusion equa-
tion is remarkable good as compared to the one obtained
from the numerical simulations of the dynamical equa-
tions.
III. THE DIFFUSION EQUATION
Since the curves of the average squared energy are well
described using scaling formalism, let us now go further
and discuss the chaotic diffusion by using the diffusion
equation. It is written as
∂P (e, n)
∂n
= D
∂2P (e, n)
∂e2
, (3)
4where P (e, n) gives the probability to find a particle with
energy e ∈ [emin, efisc] at a given time n. The diffu-
sion coefficient D is obtained from the first equation of
mapping (1) by using D =
e2n+1−e2n
2 . Doing the proper
calculations we end up with the result that D = δ
2
2 .
To obtain an unique solution for Equation (3) we im-
pose the following boundary conditions
∂P
∂e
∣∣∣∣
e=efisc ,emin=1
= 0, (4)
that guarantee no flux of particles through the invariant
spanning curve at e = efisc and also no flux of particle
below the minimal energy emin = 1. At the initial time,
all initial energies are located at e = e0 with emin <
e0 < efisc and that the probability must satisfy a delta
function of the type
P (e, 0) = δ(e− e0). (5)
We solved the Equation (3) by the usual method of
separation of variables. A solution that satisfies the dif-
fusion equation is
P (e, n) = N0e
−c2n
[
a˜ cos
(
ce√
D
)
+ b˜ sin
(
ce√
D
)]
, (6)
where N0, a˜, b˜ and c are constants to be achieved de-
manding that P (e, n) must satisfy the boundary condi-
tions. At e = efisc we must have
a˜
b˜
=
cos
(
cefisc√
D
)
sin
(
cefisc√
D
) , (7)
while at emin = 1
a˜
b˜
=
cos
(
c√
D
)
sin
(
c√
D
) . (8)
When matching the Equations (7) and (8), we end up
with
c =
√
Dkpi
efisc − 1
, (9)
where k = 1, 2, 3, . . ..
The case k = 0 must be treated separated and leads
to P (e, n) = N˜0(E0e + f) that must also attend to the
boundary conditions with N˜0, E0 and f constants. In-
corporating the eigenvalue as well as the boundary con-
ditions for any k, the probability is written as
P (e, n) = a0 +
∞∑
k=1
[
ak cos
(
kpie
efisc − 1
)
+ bk sin
(
kpie
efisc − 1
)]
e
−Dk2pi2n
(efisc−1)
2
. (10)
The next step is then to apply the initial condition at
n = 0. To do that we notice that the delta function can
be written by its Fourier series representation[29]
δ(x) =
1
2pi
+
1
pi
∞∑
k=1
cos(kx). (11)
When we do the transformation x = pieefisc−1 , use the
property that δ(ax) = 1aδ(x) we obtain
δ(e−e0) =
1
2(efisc − 1)
+
1
(efisc − 1)
∞∑
k=1
[
cos
(
kpie
efisc − 1
)
cos
(
kpie0
efisc − 1
)
+ sin
(
kpie
efisc − 1
)
sin
(
kpie0
efisc − 1
)]
. (12)
Comparing Equations (10) and (12) at n = 0 we obtain
that the coefficients are written as
a0 =
1
2(efisc − 1)
, (13)
ak =
1
(efisc − 1)
cos
(
kpie0
efisc − 1
)
, (14)
bk =
1
(efisc − 1)
sin
(
kpie0
efisc − 1
)
, (15)
5for k = 1, 2, 3, . . .. Using this set of coefficients, the
probability given by Eq. (10) is normalized in the range
e ∈ [emin, efisc].
The observable we want to investigate along the
chaotic sea producing the chaotic diffusion is defined as
erms(n) =
√
e2(n), where
e2(n) =
∫ efisc
e=1
e2P (e, n)de. (16)
The expression with all terms of e2(n) is presented in the
Appendix for the interested reader. From now we limit
to consider that
e2(n) =
e3fisc − 1
6(efisc − 1)
+
∞∑
k=1
e
− Dk2pi2n
(efisc−1)
2
(kpi)3
[S1+S2+S3+S4].
(17)
The term efisc is not obtained analytically, although nu-
merical results for different values of δ is plotted in Figure
4.
We discuss the result given in Equation (16). One no-
tices that in the limit of n → ∞, the exponential term
approaches zero, lasting only the distribution for the sta-
tionary state, i.e.
lim
n→∞
erms(n) =
√
e3fisc − 1
6(efisc − 1)
. (18)
We notice that for efisc ≫ 1, limn→∞ erms(n) ∼=
efisc/
√
6, which is in well agreement with the results
shown in Figure 4 hence confirming the saturation ex-
ponent α ∼= 2/3.
Let us now discuss the evolution of erms for short n.
Expanding the exponential term of
∑∞
k=1
e
−
Dk2pi2n
(efisc−1)
2
(kpi)3 in
Taylor series and considering only the first order approxi-
mation when assuming that the leading term of the sum-
mation is dominated by k = 1, we obtain
erms(n) ∼=
√
e3fisc − 1
6(efisc − 1)
+
S
pi3
− SD
pi(efisc − 1)2
n, (19)
where S = S1+S2+S3+S4 < 0 with Si for i = 1, 2, 3, 4
as show in the Appendix considering only the dominant
term k = 1. Therefore prior the saturation, the curves of
erms(n) ∼=
√
− SDpi(efisc−1)2n, hence β = 1/2 as observed
in the growing regime.
The regime marking the changeover from growth
to the saturation can be estimated by doing√
e3
fisc
−1
6(efisc−1) +
S
pi3 − SDpi(efisc−1)2n =
√
e3
fisc
−1
6(efisc−1) , leading
to
nx ∝
(efisc − 1)2
pi2D
. (20)
Since efisc ∝ Nαc , therefore for large efisc we conclude
that the critical exponent z ∼= 4/3, as known in the liter-
ature [27].
FIG. 5: Plot of erms(n) vs. n for different values of Nc, as
labeled in the figure considering r = 1 and δ = 0.5.
The behavior of erms(n) =
√
e2(n) obtained from
Equation (17) for different values of Nc is shown in Fig-
ure 5. We notice that the regime of growth is mostly
marked by a slope of β = 0.487(1) ∼= 0.5 when eventu-
ally the curves bend towards a regime of saturation as
described by Eq. (18).
Let us now compare the analytical results with the
numerical simulations. The better way of doing this is
by plotting the curves of erms(n) obtained from the dif-
ferent procedures in the same plot, as shown in Figure
6(a). The filled symbols correspond to the numerical sim-
ulations while open symbols are the analytical results.
The agreement between the two procedures is remark-
able good for short and intermediate values of n, either
starting with e0 ≈ 1 or larger values of e0. The differ-
ence lies at the saturation. We now comment on such
a difference. From the plot of the phase space, as seen
in Figure 2, one can see the existence of the periodicity
islands. Since the mapping is area preserving, a chaotic
orbit can not penetrate the islands. The orbit moves
around it, sometimes getting sticky in such a region and
eventually moves away, never getting inside. Because of
the existence of the islands, the values of the saturation
do not coincide with the half value of the chaotic window.
However, at the conception of the boundary conditions in
the diffusion equation, we assumed that the phase space
is uniformly filled and that the existence of the periodic
islands is not taken into account. This may be a possible
reason why the curves of erms constructed from the prob-
ability obtained from the diffusion equation saturate at
lower values, as compared with the results obtained from
the numerical simulations.
To estimate the size of the chaotic sea in the allowed
region of the phase space, we obtained the fraction of
the area occupied by the chaotic sea for different values
of Nc and considering three different values of δ. Figure
7 shows a plot of the occupied area of the chaotic sea
in the range e ∈ [emin, efisc]. Since the fraction is less
6FIG. 6: (a) Plot of erms(n) vs. n for different values of Nc,
as labeled in the figure considering r = 1 and δ = 0.5. Filled
symbols correspond to the numerical simulations while open
symbols are the analytical results. (b) Same as shown in (a)
but using the fraction of occupied phase space from chaotic
dynamics.
than the unity, the density of points considered in the
boundary conditions is different from the one assumed
in the numerical simulations to that used in the solution
of the diffusion equation. To have the same density of
points in the phase space that takes into account the ex-
istence of the islands, the boundary conditions used in
the diffusion equations would request a higher position
of the invariant spanning curves. This difference in the
density of points in the phase space from the one used
in the solution of the diffusion equation is interpreted as
being a possible reason for the curves obtained from the
two different procedures saturate at distinct places. It
is important to mention that such a difference was not
observed in Ref. [17] because the phase space considered
there is symmetric with respect to the action axis in the
positive and negative sides. The islands present in the
positive side of I in Ref. [17] cancel the influence of the
islands observed in the negative side of I and such ef-
fect does not cause differences in the saturation between
the theoretical point of view obtained from the solution
of the diffusion equation and the numerical results, ob-
tained directly from the dynamical equations. By using
FIG. 7: Plot of fraction of area filled by the chaotic sea in
the chaotic region of the phase space limited at the range
e ∈ [emin, efisc]. The parameters used were r = 1 and δ = 0.1
(circle), δ = 0.25 (rectangle) and δ = 0.5 (losangle).
the fraction of the chaotic sea to correct the density of
points in the phase space, the curves of erms(n) obtained
from the diffusion equation saturate closer to the ones ob-
tained from numerical simulations, as seen in Fig. 6(b).
IV. CONCLUSIONS AND FINAL REMARKS
As a summary, we investigate the problem of chaotic
diffusion for an ensemble of non interacting particles
moving inside a time dependent potential well. The dy-
namic of each particle is described by an area preserving
mapping for the dynamical variables energy and time
when the particle leaves the moving well. The phase
space is mixed with particles diffusing chaotically along
a limited domain given by e ∈ [emin, efisc]. Starting with
an initial condition e0 ∼= 1, the curves of erms growth to
start with n in a power law fashion of exponent β ∼= 0.5.
This exponent allows to interpret chaotic diffusion simi-
lar to random walk particles. The saturation is marked
by a power law limn→∞ erms(n) = Nαc with α
∼= 2/3
in well agreement with the results known in the litera-
ture [27]. The crossover marking the changeover from
growth to the saturation is z ∼= 4/3, also in well agree-
ment with the literature [27]. Our original contribution
on this topic comes from the analytical solution of the
diffusion equation, that provides a function P (e, n), that
is a probability to obtain a given particle with energy e at
a specific time n. The boundary conditions used imply
that the particles can not cross the invariant spanning
curves at e = efisc nor the lowest limit of the energy
emin = 1 at the cost of violating the Liouville’s theo-
rem. The momenta of the distribution are obtained from
P (e, n) and compared with the numerical results. We
notice a remarkable agreement of the two procedures at
short and intermediate time but that the saturation for
long enough time happens at different positions. The ex-
planation is related to the existence of islands of stability
in the phase space, which are taken into account direct
numerical simulations and that are not considered in the
7solution of the diffusion equation. Although the quan-
titative results obtained from the two procedures differ
from each other at large enough n, they show an incredi-
ble good agreement for short and intermediate time. The
critical exponents obtained from the solution of the dif-
fusion equation are not affected at large enough time,
therefore even though the results are slightly different
at large n, they validate the scaling theory of critical
exponents obtained earlier in the literature [21]. As per-
spective of the present approach we plan to investigate
the chaotic diffusion in dissipative mappings including
a dissipative version of the standard mapping and also
time dependent billiards when particles experience in-
elastic collisions with the border of the billiard.
EDL thanks support from CNPq (301318/2019-0)
and FAPESP (2019/14038-6), Brazilian agencies. CMK
thanks to CAPES for support.
Appendix
Here we present the expression of e2(n). It is obtained
from e2(n) =
∫ efisc
e=1 e
2P (e, n)de, leading to
e2(n) =
e3fisc − 1
6(efisc − 1)
+
∞∑
k=1
e
− Dk2pi2n
(efisc−1)
2
(kpi)3
[S1+S2+S3+S4]
(21)
where the auxiliary terms are
S1 = cos
(
kpie0
efisc − 1
)[(
pi2k2e2fisc − 2(efisc − 1)2
)
sin
(
kpiefisc
efisc−1
)
+ 2pi(efisc − 1)kefisc cos
(
kpiefisc
efisc − 1
)]
,
S2 = sin
(
kpie0
efisc − 1
)[
(2(efisc − 1)2 − pi2k2e2fisc) cos
(
kpiefisc
efisc − 1
)
+ 2pi(efisc − 1)kefisc sin
(
kpiefisc
efisc − 1
)]
,
S3 = − cos
(
kpie0
efisc − 1
)[(
pi2k2 − 2(efisc − 1)2
)
sin
(
kpi
efisc−1
)
+ 2pi(efisc − 1)k cos
(
kpi
efisc − 1
)]
,
S4 = − sin
(
kpie0
efisc − 1
)[
(2(efisc − 1)2 − pi2k2) cos
(
kpi
efisc − 1
)
+ 2pi(efisc − 1)k sin
(
kpi
efisc − 1
)]
.
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