Abstract. The last interglacial (LIG, ∼ 130-116 ka, ka = 1000 yr ago) is characterized by high-latitude warming and is therefore often considered as a possible analogue for future warming. However, in contrast to predicted future greenhouse warming, the LIG climate is largely governed by variations in insolation. Greenhouse gas (GHG) concentrations were relatively stable and similar to pre-industrial values, with the exception of the early LIG when, on average, GHGs were slightly lower.
Introduction
The last interglacial period (LIG, ∼ 130-116 ka, ka = 1000 yr ago) is often considered as an analogue for future climate warming (e.g. Kukla et al., 2002; Jansen et al., 2007; Clark and Huybers, 2009) . Indeed, the early LIG is characterized by a warm high-latitude climate (e.g. CAPE Last Interglacial Project Members, 2006), and a global sea level of approximately 7 m higher than today is found during the LIG (Kopp et al., 2009 ). However, in contrast to the predicted future greenhouse warming, the climate of the LIG is governed by variations in solar insolation. Atmospheric CO 2 concentrations were close to pre-industrial values (Petit et al., 1999;  Published by Copernicus Publications on behalf of the European Geosciences Union. Lüthi et al., 2008) , as were the other main greenhouse gas (GHG) concentrations (Loulergue et al., 2008; Schilt et al., 2010) . Increased GHGs result in a warming in all seasons and regions, whereas changed orbital forcing causes only warming in certain regions and seasons (see Section 3.1).
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In addition to numerous studies based on marine proxies (e.g. Leduc et al., 2010; Van Nieuwenhove et al., 2011) , a few recent studies have compared reconstructed climate of the LIG to equilibrium simulations with general circulation models (GCMs) (e.g. Born et al., 2011; Govin et al., 2012; Lunt et al., 2013) . To first order, simulated and reconstructed LIG mean sea-surface temperatures (SSTs) are comparable and show warm high latitudes, in particular in the North Atlantic. However, for the early part of the LIG (∼ 130 ka) marine proxies show colder conditions in the North Atlantic, Labrador and Norwegian seas compared to model simulations. One possible reason for this is the input of freshwater to the North Atlantic from melting of the remnants of the Saalian ice sheets (penultimate glacial period) (Govin et al., 2012) .
On land, Kaspar et al. (2005) compare atmospheric climate model results to palaeobotanically derived European temperatures for 125 ka. They find a good match between reconstructed and simulated higher temperatures in the early LIG, and conclude that the different orbital parameters are sufficient to explain the reconstructed patterns over Europe. Lunt et al. (2013) compare LIG temperatures computed by an ensemble of equilibrium climate model simulations to a global temperature reconstruction (sea-surface and land temperatures) compiled by Turney and Jones (2010) . They combine a large number of early LIG (between 130 ka and 125 ka) equilibrium simulations, including this study's 130 ka and 125 ka simulations, and show that the modelled annual mean surface air temperatures over land do not correspond well with the reconstructed LIG temperatures. Comparing simulated summer surface air temperatures to the proxy data set, instead of annual mean, improves the fit, although large discrepancies still exist. In the North Atlantic, the simulated ensemble mean of Lunt et al. (2013) also underestimates the LIG SSTs when compared with marine proxies.
We will go one step further than previous studies by comparing seasonal output from four time-slice simulations to four high-resolution proxy records from the North Atlantic. We focus on the North Atlantic/Nordic Seas because these regions are particularly sensitive to changes in climate forcing and are thought to endure large environmental changes in the near future (e.g. Meehl et al., 2007; Lenton et al., 2008) . Also, these records have a relatively high resolution and are all transferred to one common timescale, so no additional errors will be induced when comparing the records to each other. Unfortunately currently no global data set covering the LIG with a high enough resolution (few ka) is available, but work is being done in that direction. After such a data set is reconstructed, a global model-data comparison similar to this North Atlantic comparison can be performed.
Before we discuss the comparison between our simulated temperatures and the LIG proxy records, we will assess the relative effects of GHG and solar insolation forcing on the simulated LIG climate. Finally we will evaluate the timing of peak LIG warmth in our simulations, and document its strong dependence on latitude and whether the locality is over ocean or land.
Methods and experimental set-up

The Norwegian Earth System Model
We use the Norwegian Earth System Model (NorESM), which is derived from the Community Earth System Model (CESM) developed at the National Center for Atmospheric Research (NCAR). It consists of the same components for the atmosphere (CAM4), land (CLM4) and sea ice (CICE4), and uses the CESM coupler (CLP7). However, a key difference with CESM is the use of a different ocean component, based on the Miami Isopycnic Coordinate Ocean Model (MI-COM). This component is largely modified from MICOM in order to improve conservation of mass and heat, and the efficiency and robustness of the transport of tracers (for more details see Assmann et al., 2010) .
NorESM participates in the fifth phase of the Climate Model Intercomparison Project (CMIP5; e.g. Taylor et al., 2012) . For an in-depth description of NorESM and its climate response to CMIP scenarios, we refer to Bentsen et al. (2013) and Iversen et al. (2013) , respectively.
The simulations in this study are performed with the lowresolution version of NorESM (NorESM-L) in order to reduce computation time and allow for several equilibrium simulations. The atmospheric component has a spatial resolution of approximately 3.75 • × 3.75 • (T31) and comprises 26 levels in the vertical. The ocean component's horizontal grid size corresponds to a nominal grid size of 3 • (g37) and consists of 30 isopycnic layers in the vertical. The sea ice component follows the ocean grid, and the land component follows the atmospheric grid. For further details concerning the different components within NorESM-L and a thorough description of the pre-industrial results, we refer to Zhang et al. (2012) .
Experimental set-up
We performed seven time-slice simulations with NorESM-L: one pre-industrial (PI) control experiment and six LIG simulations (see Table 1 ). All simulations use the modern landsea distribution, topography, ice sheets and vegetation, as constituted in CESM (Vertenstein et al., 2012) , as well as modern ocean bathymetry.
In the PI simulation atmospheric GHG concentrations are set to pre-industrial values (see Table 1 ) and zero levels of chlorofluorocarbons (CFCs). Orbital parameters are set to values for the year 1950 (Berger, 1978) . The ocean model is initialized from modern observed temperatures and salinities (Levitus and Boyer, 1994) . While keeping the orbital configuration and GHG fixed, the PI control simulation is run for 1500 yr. The LIG simulations are branched off from the PI simulation at model year 495, when the PI run is close to equilibrium. Four LIG time-slice simulations are performed with fixed pre-industrial GHGs, but with orbital parameters of 115 ka, 120 ka, 125 ka and 130 ka, respectively. These experiments are given the suffix Gpi in Table 1 denoting greenhouse gas levels (G) at pre-industrial (pi) levels. The two early LIG simulations (125 ka_Gpi and 130 ka_Gpi) are repeated using the lower GHG levels as set by the Paleoclimate Modelling Intercomparison Project 3 (PMIP3) based on Petit et al. (1999) ; Lüthi et al. (2008) ; Loulergue et al. (2008) and Schilt et al. (2010) (see 125 ka and 130 ka in Table 1). All LIG simulations are run another 505 yr using the above specified orbital and GHG forcing. Only orbital parameters and GHG concentrations are changed; ozone and aerosols are kept fixed to their pre-industrial values.
All simulations are close to equilibrium in model year 900. The model results presented in this study are therefore based on the years 901 to 1000 of each simulation. The global mean ocean temperature trend during this final period is found to be small at 0.006-0.024 • C/100 yr.
Sediment data used for model-data comparison
We compare the LIG model results to proxy data extracted from four marine sediment cores along a northeastsouthwest transect in the North Atlantic (Table 2 ). These cores cover the entire period of interest (130-115 ka) and have a relatively high sedimentation rate (∼ 5 to 17 cm kyr −1 ). Govin et al. (2012) transferred these sediment cores to one single timescale based on the Greenland NGRIP δ 18 O ice core record (North Greenland Ice Core Project members, 2004). The total age uncertainty of less than 2500 yr combines uncertainties in the resolution of the records and the procedure transferring all records to a common timescale (Govin et al., 2012 Govin et al. (2012) , where the SSTs of MD95-2010 and EW9302-JPC2 are reconstructed using the percentage of the polar species Neogloboquadrina pachyderma sinistral, and the SSTs of ODP 980 and CH69-K09 are reconstructed using the modern analogue technique on planktonic foraminifera faunal assemblages. Other proxies (e.g. ice rafted debris, stable isotopes) are not considered in this study, as these are more difficult to compare to the Earth system model output. For a detailed discussion of the sediment core data and dating procedure, we refer to Govin et al. (2012) and the original references in Table 2 . Labeyrie et al. (1999) 3 Results and discussion
Simulated seasonal and hemispheric surface air temperatures
We performed four simulations every 5000 yr covering the LIG by only changing the orbital forcing (115 ka_Gpi, 120 ka_Gpi, 125 ka_Gpi and 130 ka_Gpi). Although the global annual mean incoming insolation is similar for all four runs (less than 3 W m −2 different; Fig. 1 ), their latitudinal and seasonal distribution is significantly different (up to 55 W m −2 different from pre-industrial during a specific season and latitude (see below); Fig. 1 ).
The early LIG (130 ka and 125 ka) shows enhanced Northern Hemisphere March-April-May (MAM) insolation compared to pre-industrial conditions (upper three panels in Fig. 1 ). For 130 ka June-July-August (JJA) insolation is slightly enhanced. Accompanied with reduced Northern Hemisphere December-January-February (DJF) and September-October-November (SON) insolation, this gives a stronger seasonal cycle in the early part of the LIG. The opposite occurs at 115 ka, where relatively low Northern Hemisphere JJA and MAM insolation is combined with enhanced SON/DJF insolation, reducing the seasonal insolation contrast. In the Southern Hemisphere (lower two panels in Fig. 1 ), the early LIG JJA and SON insolation is enhanced, while DJF insolation is reduced. MAM insolation is fairly similar to today. The combined effect is a weak seasonal cycle in the Southern Hemisphere in the early part of the LIG. At 115 ka, the Southern Hemisphere seasonal insolation cycle is strengthened due to relatively high DJF insolation (especially at low latitudes) and slightly lower SON insolation (Fig. 1) .
The simulated hemispheric mean surface air temperature follows the insolation pattern. In the Northern Hemisphere there is a strong seasonal cycle in the early LIG experiments (130 ka_Gpi and 125 ka_Gpi) and reduced seasonal contrasts in the late LIG (120 ka_Gpi and 115 ka_Gpi) ( Fig. 2 and Fig. 3a) . The Southern Hemisphere temperatures show the opposite trend ( Fig. 2 and Fig. 3b ).
The two early LIG simulations with reduced GHG forcing (130 ka and 125 ka) give the same seasonal contrast in hemispheric mean surface air temperatures (not shown), albeit with slightly smaller absolute values.
The relatively warm JJA and cold DJF during the early LIG (130 ka to 125 ka) is also found by Lunt et al. (2013) . They show that this is a robust signal computed by many different climate models. In contrast to our model results, Lunt et al. (2013) find a DJF warming in the Arctic computed by more than 70 % of their model simulations, although the border of this warming is not well defined (see their Fig. 6b ). This warming might be the result of the fact that their multimodel mean also includes simulations representing 127 ka and 128 ka, during which GHGs were temporarily higher than their pre-industrial values. Due to sea ice melting feedbacks, this warming is enhanced in the Arctic. We compute a similar JJA warming as the other model simulations of Lunt et al. (2013) , except that we find a strong warming at the coast of Antarctica, due to reduced sea ice. Both the multimodel mean of Lunt et al. (2013) and our NorESM simulations show a smaller annual compared to seasonal mean temperature difference. This is similar to insolation, where the largest changes to pre-industrial are also found in the seasonal data. Figure 4 illustrates the difference between orbital and GHG forcing for the two 130 ka simulations (130 ka and 130 ka_Gpi), which have the largest difference in GHG forcing (e.g. 23 ppm for CO 2 ; Table 1 ). The reduced GHG forcing results in a temperature reduction of up to ∼ 2 • C, similar in all seasons with the largest change over the continents and at the high latitudes ( Fig. 4 right column) . In contrast, the 130 ka insolation changes cause seasonal and hemispheric differences in surface air temperature on the order of 4-8 • C. The relatively large annual mean warming (> 2 • C) found at high latitudes (mainly southern high latitudes), compared to the relatively small change in annual mean insolation ( Fig. 1 ), is mainly due to strong summer sea ice melting, causing a positive feedback stronger that the feedback related to winter sea ice growth. Yin and Berger (2012) compare the effect of GHG versus insolation forcing for the last nine interglacials. They find different results for every interglacial, but also conclude that in general GHGs control the global annual mean temperatures, and that insolation plays a dominant role over the northern high latitudes. In contrast to our results, they find that southern high latitudes are mostly controlled by GHG forcing, while we find also an insolation effect. However it is difficult to compare our results directly as they take the insolation and GHG values from 127 ka, where GHGs were temporarily higher than at PI, in contrast to our reduced GHG values at 130 ka and 125 ka.
North Atlantic sea-surface temperatures
The evolution of summer SSTs reconstructed in the four North Atlantic sediment cores through the LIG (Table 2) is shown together with simulated temperatures in Fig. 5 . The temperature data from ODP 980 and CH69-K09 have a higher resolution and are therefore three-point smoothed (as is also done in Govin et al., 2012) . The three northernmost cores (MD95-2010, ODP 980 and EW9302-JPC02) all show an increase in SSTs early in the LIG, with maximum temperatures around 125 ka, and a decrease towards 115 ka. In contrast, the southernmost core in the North Atlantic (CH69-K09) records a steady increase from 130 ka, reaching a maximum at ∼ 119 ka, with only a very minor decrease thereafter. We compare the sediment core data to our LIG simulations by extracting mean monthly SSTs (representing the upper ∼ 10 m of the water column) from the ocean grid boxes surrounding the sediment core locations. The red and light blue lines in Fig. 5 represent the LIG evolution based on the four simulations using pre-industrial GHGs. Temperature of three summer months (July, August and September) and three winter months (January, February, March) are shown. August and September are the months that fit the reconstructed SST pattern best, depending on the location. For the northern most sites (MD95-2010 and ODP 980) the maximum SST is reached at 125 ka. August is the only modelled month that has its maximum at 125 ka. Therefore, combined with a similar decrease after the peak warmth, this month fits the reconstructed SST patterns best. For EW9302-JPC2 the temperature peak is also reached at 125 ka (which fits again modelled August SSTs). However it also shows a rapid SST increase before this optimum, and this fits the modelled September better. In the southernmost core (CH69-K09) an increase in SST is registered, with a flattening and possible decrease between 118 and 114 ka. The modelled month that captures this increase best is September. However, it should be noted that the proxy records represent average summer values. Therefore, in order to compare our modelled results to the proxy derived SSTs we use shading to indicate the general summer and winter trends as computed by the model based on Aug-Sep and Feb-Mar, respectively. Also a 1 • C error in the data has been included in the shading. The comparison in Fig. 5 confirms that the proxy-based North Atlantic SST reconstructions follow summer insolation and are indeed indicative of summer temperatures. In contrast the simulated North Atlantic winter temperatures follow a different trend and reach their peak warmth only late during the LIG (after ∼ 120 ka, see also discussion in the next section).
The results presented here are computed from time-slice simulations, not from a transient simulation; therefore, we focus on the long-term trends (> 5 ka). We expect a smooth transition from one time-slice experiment to the next if we only consider orbital changes. GHG concentrations, however, fluctuated during the LIG, and can possibly partly explain the variations found in the reconstructed SSTs. The high SST peak at around 128 ka found in the four sediment cores can be related to the reconstructed higher GHGs at that time. In order to properly explain these short-term variations, and the rapid warming into the LIG, a transient simulation would be necessary.
Even though the simulated trend in general is comparable to the reconstructed SST evolution, a large offset of several degrees is found at 130 ka. For this period the match is largely improved when including reduced GHG concentrations (experiments 130 ka and 125 ka; green lines/shading in Fig. 5 , see also below). In order to explain the reconstructed low temperatures of the early LIG (∼ 130 ka), Govin et al. (2012) suggest that (in addition to the altered orbital configuration) there was inflow of meltwater to the North Atlantic from remnants of glacial ice sheets. They find a ∼ 1 • C annual mean cooling at the locations of the three southern core sites in a model simulation perturbed with a large northern meltwater input (their Fig. 10a ). For the summer season the temperature response is the same order of magnitude. Our simulations indicate lower surface ocean temperatures solely by reducing the levels of atmospheric GHG, without including freshwater from melting ice sheets. Both effects (reduced GHG values and freshwater input) cause about the same amount of cooling for the three southern sites. However, for the northernmost core site (MD95-2010), Govin et al. (2012) find a warming due to freshwater input. In contrast, we expect cooling at all core locations at around 130 ka due to reduced GHGs. Govin et al. (2012) report that high northern latitude warming is a common feature simulated in freshwater experiments. However, in independent freshwater simulations by Holden et al. (2010) , a high northern latitude cooling of up to ∼ 1 • C is found. Unfortunately, the proxy record at this location (MD95-2010) does not extend this far back in time, so we cannot use these data to confirm or discard either scenario. However for the other three core sites, it is likely that a combination of reduced GHGs and freshwater forcing is important for explaining the sea surface cooling. In addition to lower GHG concentrations and freshwater forcing, the deglaciation of the Laurentide ice sheet (LIS) during the early LIG might have affected the North Atlantic SSTs by changes in surface elevation and albedo over North America. For example, Renssen et al. (2009) show a North Atlantic SST cooling on the order of 1-3 • C due to surface elevation and albedo changes associated with LIS melting during the early Holocene (at ∼ 9 ka). During that time the melting LIS caused a global sea-level rise of ∼ 5 m (Peltier, 2004) . In contrast, a higher LIS-induced sea-level rise of ∼ 20 m is estimated between 130 ka and 125 ka (Kopp et al., 2009 ). In any case, the combined effect of surface elevation and albedo changes over North America is not well resolved. In a sensitivity study, Pausata et al. (2011) and largely cancel each other. As the focus of this study is to isolate the effects of GHG and insolation forcing during the LIG and not on the deglaciation of large land-based ice masses, we did not include ice sheet meltwater, topography and albedo changes in our model simulations. Future research can resolve if including ice sheet changes can further improve the North Atlantic SSTs model-data fit during the early LIG. Even though the general temperature evolution during the LIG is captured by the simulations, the model underestimates the temperatures at the two northernmost core locations over the entire LIG by ∼ 2-3 • C (MD95-2010 and ODP 980; Fig. 5a, b) . A similar offset of ∼ 2 • C is found when comparing the reconstructed summer SST averaged over the last 3.5 kyr (Govin et al., 2012) to the simulated PI SST for ODP 980 (Fig. 5b, left column) . For MD95-2010 no adequate Holocene record is available. However, the nearby-located MD95-2011 does provide a high-resolution late Holocene record (Andersson et al., 2003) . Both MD95 cores record very similar SSTs during the deglaciation, and therefore late Holocene values of MD95-2011 are likely representative for MD95-2010. Applying the Govin et al. (2012) relationship between summer SSTs and the percentage of the polar planktic species N. pachyderma sinistral to the counts of Andersson et al. (2003) gives an average late Holocene (last 3 kyr) SST of approximately 11.3 • C. This is about 5 • C higher than the modelled PI SSTs at that location, indicating that the model underestimates the simulated modern SSTs and that the simulated modern offset is larger than the ∼ 3 • C difference between simulated and proxy SSTs during the LIG (Fig. 5a ). In contrast, again no real offset is found between reconstructed and simulated late Holocene/PI SSTs for the more southern located site CH69-K09 (Fig. 5d , Govin et al. (2012) ). Unfortunately EW9302-JPC2 does not cover the Holocene (Rasmussen et al., 2003) . The (possibly time independent) offset in the two northernmost core locations might be due to reduced inflow of relatively warm Atlantic water into the Nordic Seas, causing too cold modelled temperatures at the northernmost cores. This is a general feature of NorESM, and also the pre-industrial climate has a too weak Nordic Seas inflow (Zhang et al., 2012) . On the other hand, the reconstructed SSTs can be too high, as the Norwegian Sea (core MD95-2010) SST estimates are derived from a defined linear relationship between the percentage of a polar foraminifera species (N. pachyderma sinistral) and summer SSTs from the MARGO data set. The total error in this calibration is 1.8 • C (Govin et al., 2012) . The SSTs at the North Atlantic core ODP 980 are reconstructed using the modern analogue technique on foraminifera faunal assemblages. The estimated error for this temperature reconstruction is between 0.5 and 2 • C . In Fig. 5 a conservative estimated error of 1 • C for the reconstructed SSTs is indicated by the shading. Another probable source for the mismatch between modelled and reconstructed SSTs relates to the depth at which the foraminifera live and create their shell that captures the ocean conditions (e.g. Lohmann et al., 2013; Telford et al., 2013) . This habitat depth differs from species to species, and could easily be below the upper 10 m of the water column, the value defining sea surface in NorESM. However, as the reconstructed temperatures are calibrated to ocean temperatures taken at 10 m water depth, errors occurring will be small compared to the standard calibration error (see above). Concluding, as only the two northernmost temperature records are underestimated by the model, the most likely cause is the models general underestimation of inflow of warm Atlantic water into the Nordic Seas.
The modelled SSTs are taken from the grid boxes directly surrounding the four sediment core locations. The area of these grid boxes is quite large and ranges between 10 000 and 60 000 km 2 , with the smaller areas closer to the ocean model's pole at Greenland. When repeating the analysis for SSTs taken from the grid boxes surrounding the original grid box, we find similar trends over the LIG, with maxima occurring at the same time. Also the simulations with reduced GHG forcing are always colder at 130 ka compared to the 130 ka simulation with PI GHG forcing. However, the absolute SSTs are different for the neighbouring grid boxes by up to 1-2 • C (see also Fig. 6 and discussion on spatial variations below). The mean over the nine grid boxes is very similar (less than 0.5 • C difference) to the values of the central, original grid box.
Apart from not capturing the small timescale variations and the general offset in the two northernmost temperature records, our modelled North Atlantic temperature evolution reproduces the reconstructed trends quite well. This contrasts the overall poor model-data fit found by Lunt et al. (2013) . We find a relatively good fit, because we focus on (Fig. 8a, b) and where the temperature varies less than half of the mean variations (0.7 • C for Fig. 8c, d and 0.3 • C for Fig. 8e, f) . Note that, due to the normalization procedure, different latitudes cannot directly be compared to one another. For spatial changes within each time slice, we refer to Fig. 2. a specific region (North Atlantic) and investigate the temporal evolution of this region. The records we compare our modelled temperatures with are all transferred to one common timescale, which is essential when looking at such relatively short time periods close to the resolution uncertainty of the reconstructed record. Unfortunately all other reconstructed LIG temperature records are not placed on one common timescale and/or lack the high resolution. Therefore, this exercise cannot be repeated on a global scale, yet. A global data-model comparison is therefore only possible when averaging over the entire LIG or over the warmest part of the LIG. However, by doing so, Lunt et al. (2013) find a poor fit. Especially over the high northern latitudes, the modelled temperatures underestimate the early LIG warming, as compared to the proxy data. This could be due to model deficits (e.g. too small inflow of warm Atlantic water into the Nordic Seas in NorESM), but also due to the mixture of many different types of proxy data that comprise the data set (Turney and Jones, 2010) , recording different parts of the year (annual, seasonal or monthly means) and different parts of the LIG. The fact that modelled JJA or warmest-month mean temperatures fit the proxy data better emphasizes the seasonally biased character of the LIG temperature data set.
The reconstructed maximum summer SST at ∼ 125 ka, as depicted by the three northernmost sediment cores, is indicative of a large-scale pattern also simulated by the model for the entire North Atlantic (Fig. 6) . The warmth is most pronounced at the continental margins, and is not captured by the open ocean sediment core locations. In contrast to the general pattern of warming, the SSTs in the centre of the North Atlantic are colder during the LIG than at PI, a feature most pronounced during the early LIG (125 ka and 130 ka). This negative SST anomaly corresponds to a small expansion of the southeastern part of the subpolar gyre early in the LIG, shifting the front between relatively cold subpolar water and warm subtropical water further southeast (Fig. 7a) . During the late LIG (120 ka and 115 ka), the subpolar gyre is not expanded and corresponds to its PI location. In contrast to its size, the maximum strength of the LIG subpolar gyre is similar in all LIG and PI simulations. The gyre expansion is most likely connected to a changed in the wind stress curl which is strengthened in this part of the Atlantic and shows a slightly more zonal pattern in the early LIG simulations compared to the PI (not shown). At the same time we find a shift in the main pathway of the North Atlantic Current, where the early LIG simulation (130 ka_Gpi) shows a weakened and eastward deflected current in the central part of the North Atlantic close to the Rockall Plateau combined with a stronger current closer to the European coast, compared to PI (Fig. 7b) . The eastward shift of the North Atlantic Current is combined with a slightly higher long-term mean maximum Atlantic meridional overturning circulation (AMOC) strength of 27 Sv during the 130 ka_Gpi simulation versus the 21 Sv of the PI simulation. Further research investigating the cause of the shift in the North Atlantic Current in this area and the possible interplay between changes to the subpolar gyre circulation, AMOC and hydrography is required, but it is beyond the scope of this study. For a discussion on present-day shifts of the North Atlantic Current, we refer to Hakkinen and Rhines (2009) .
Timing of maximum last interglacial warmth
Recent studies discuss the timing of the maximum warmth during the LIG (e.g. Govin et al., 2012; Bakker et al., 2013) . SST data from the Southern Ocean indicate an early maximum, possibly preceding the temperature increase in the Northern Hemisphere (Govin et al., 2012 ). In contrast, transient model simulations covering this time period show Southern Hemisphere January peak warmth only after ∼ 120 ka . Figure 8 shows the timing of maximum insolation ( Fig. 8a  and b ) and peak warmth (Fig. 8c-f ) for our LIG simulations (reduced GHG simulations not shown). We show longitudinal mean values, as the variations in this direction are small compared to the latitudinal and seasonal differences. The seasonal (DJF and JJA) values are normalized per latitude so that the peak insolation and warmth per latitude can easily be recognized. For further clarity we exclude results for latitudes where the insolation varies less than 5 W m −2 (Fig. 8a, b) and where the temperature varies less than half of the mean variations (0.7 • C for Fig. 8c, d and 0.3 • C for Fig. 8e, f) .
Summer (JJA) insolation is at its maximum at 125 ka for most latitudes. Only at high southern latitudes, 125 ka and 130 ka show a combined maximum. In contrast, winter (DJF) insolation has a late LIG (115 ka) maximum at all latitudes.
Simulated Northern Hemisphere temperatures largely follow local insolation, with early peak warmth in summer (JJA, ∼ 130-125 ka) and a late peak warmth in winter (DJF, ∼ 120-115 ka), except for high northern latitudes, where winter temperatures peak at ∼ 125 ka. In the mid-to high latitudes of the Southern Hemisphere, temperatures largely follow the insolation pattern. Between ∼ 45 • S and 90 • S in both austral winter and summer, above land and ocean, the temperature peaks at around 130 ka. Above Antarctica 115 ka also shows high austral summer (DJF) temperatures, and therefore the Antarctic summer peak warmth could either occur late (∼ 115 ka) or early (∼ 130 ka) in the LIG. This is in contrast with the clear early (∼ 130 ka) summer peak warmth in the Southern Ocean, and hence explains both the early Southern Ocean peak as found by Govin et al. (2012) and the late Antarctica peak described by multi-model mean of Bakker et al. (2013) .
An important difference between our study and that of Bakker et al. (2013) is that we performed equilibrium runs with a coupled GCM, whereas Bakker et al. (2013) describe transient simulations with simplified climate models (EMICs) and accelerated GCMs. Most of the Bakker et al. (2013) transient simulations are forced with temporalvarying GHG concentrations, providing a higher resolution LIG temperature evolution. Unfortunately, in most of the model simulations they cannot pinpoint the timing of peak warmth in Southern Ocean as the computed temperature variations over the LIG are too small. The two models that do simulate significant peak temperatures over most of the Southern Hemisphere (FAMOUS and LOVECLIM) show an early LIG January temperature maximum over the Southern Ocean combined with a late LIG maxima over Antarctica, similar to our results. Bakker et al. (2013) suggest that the January peak warmth simulated by FAMOUS and LOVE-CLIM in the Southern Ocean at around 127 ka and 120 ka, respectively, is related to changes in the AMOC, although the mechanism needs to be further investigated.
We propose that the fact that the Southern Ocean peaks early also in austral summer (DJF), while direct insolation is still relatively low ( Fig. 1 and Fig. 8a) , shows the integrating effect of the ocean: at high latitudes of the Southern Hemisphere (above ∼ 40 • S), which is dominated by ocean, the relatively high SON insolation is efficiently stored and results in warm surface temperatures also in the other seasons. The warm Southern Ocean induces sea ice retreat and thinning, causing increasing heat fluxes between the ocean and the atmosphere. Larger heat fluxes, together with local intermediate insolation, result in relatively high early (∼ 130 ka) Antarctic temperatures (Fig. 8c) .
Similarly, even though DJF insolation over the Southern Ocean peaks at ∼ 115 ka, the simulated ocean temperatures are relatively low during that period. This shows again the integrating effect of the ocean, where the slightly higher DJF insolation is compensated by the relatively low SON insolation. In contrast, on land, Antarctic DJF temperatures are more directly influenced by DJF insolation, and show a maximum at 115 ka.
Reducing the GHG concentrations in the early LIG (125 and 130 ka) results in a similar timing of peak warmth (not shown), except over Antarctica. There, the lower GHGs reduce the early LIG temperatures. As a consequence the peak warmth shifts to 115 ka, supporting the results of Bakker et al. (2013) but contrasting reconstructed early Antarctic peak warmth. Please note again that this is based on simulations every 5 ka, and that the transient high GHG concentrations at ∼ 128 ka are not captured in this study. It is possible that these high GHGs resulted in short-term (<3 ka) relatively high temperatures over Antarctica, possibly indicating an early Antarctic peak warmth. However, Bakker et al. (2013) do not find this in their models forced by transient GHG concentrations.
For the computation of peak warmth, we focussed on the JJA and DJF seasons. However, as can be seen from Fig. 5 the different months within a season have distinct evolutions. The peak warmth as discussed here indicates the latitudinal mean seasonal timing. One should be careful with extrapolating our results to a particular month (see also below) and specific location.
Discussion of calendar definition
The extrapolation to monthly values is hampered due to the use of a fixed-day calendar with spring equinox fixed to 21 March: we define each month to have the same number of days as its modern equivalent. However, this changes with variations in precession, and could cause a bias when looking at a particular month. The effect of not using a fixed-angular calendar is largest for the late autumn (SON) months (see also Chen et al., 2011) . For spring (MAM) the difference is close to zero.
In Fig. 5 we compare simulated monthly-mean ocean temperatures to reconstructed SSTs. Because of the fixed-day calendar, we include some days from the preceding or following month in our monthly mean values. Using a correct fixed-angular calendar evolution of the LIG summer months would therefore be slightly different than the curves shown in Fig. 5 . However, as we use several summer months in the comparison, and the main conclusion is that the proxy records show a summer signal (in the broad sense), the use of a fixed-day calendar in the model will not significantly bias the main conclusions based on this figure.
The same is true for Fig. 6 , which shows maps of August temperatures; the shift in the calendar will not greatly alter the simulated SST patterns of relatively warm SSTs during the early LIG and cold SSTs during the late LIG. Unfortunately we did not save the daily model output due to the exceedingly large amount of data storage required, so we cannot recalculate the monthly mean values presented here. However, as a simple test of the impact on the JJA and DJF results, we shifted the definition of the months through time by including 20 % of the month before or after in calculating the JJA and DJF means given in Fig. 8 , and the main pattern of early JJA warming and late DJF warming is still valid. Therefore we do not think that the definition of the calendar will change our main results.
Other modelling studies focussing on the LIG (e.g. Bakker et al., 2013; Lunt et al., 2013 ) also use a fixed-day calendar, so our results can be directly compared to these studies. We suggest, however, that in future palaeo-simulations monthly mean values should be corrected to a fixed-angular calendar.
Conclusions
We performed six time-slice simulations with the lowresolution version of the Norwegian Earth System Model (NorESM1-L) covering the LIG from 130 to 115 ka. In four simulations only the orbital forcing was changed representing 130, 125, 120 and 115 ka. The two early LIG (130 and 125 ka) simulations were repeated with reduced GHG forcing.
Our simulations show small changes in annual mean atmospheric temperatures, but a significant change in seasonal temperatures over the LIG. In the Northern Hemisphere the seasonal cycle is enhanced early in the LIG (∼ 130-125 ka), and reduced in the later part (∼ 115 ka). The Southern Hemisphere temperatures indicate the opposite, with a smaller seasonal contrast early in the LIG and a similar or slightly larger seasonal cycle later. We show that the seasonal and hemispheric differences are the result of changes in insolation forcing. In contrast, a reduction in GHG forcing causes a global and seasonal-independent cooling.
The NorESM1-L simulations capture the general trend of LIG summer (August/September) SSTs, as shown by four sediment cores in the North Atlantic, confirming that the proxy temperatures represent summer. Reduced GHG levels during the early part of the LIG period (especially at ∼ 130 ka), as indicated by ice core data (e.g. Petit et al., 1999) , improve the model-data fit by lowering the simulated temperatures. The cooling can be further emphasized by the retreat of the Laurentide ice sheet, due to freshwater forcing (Govin et al., 2012) , or possibly by elevation or albedo changes (see Pausata et al. (2011) and Renssen et al. (2009) for this feedback during the Last Glacial Maximum and Holocene, respectively).
In general, the timing of peak warmth follows the local insolation maximum causing an early (∼ 130-125 ka) summer (JJA) and late (∼ 115 ka) winter (DJF) peak warmth, with two main exceptions. First, the Southern Ocean austral summer peak warmth occurs already in the early LIG (∼ 130 ka), even though local insolation is only slightly increased. This is probably due to the integrating effect of the ocean, storing autumn (SON) heat resulting in relatively warm temperatures, year-round. Second, Antarctica has two maxima in austral summer (DJF) temperatures, around 130 and 115 ka. Here the early peak (∼ 130 ka) could be the result of the adjacent warm Southern Ocean combined with intermediate insolation. Reduced GHG concentrations at the early LIG lower the Antarctic temperatures and cause a single late LIG peak warmth at ∼ 115 ka.
