On the linear problem of swelling porous elastic soils  by Quintanilla, R.
J. Math. Anal. Appl. 269 (2002) 50–72
www.academicpress.com
On the linear problem of swelling porous
elastic soils
R. Quintanilla
Matematica Aplicada 2, ETSEIT—Universitat Politècnica de Catalunya, Colom 11, 08222 Terrassa,
Barcelona, Spain
Received 28 August 2001; accepted 18 October 2001
Submitted by B. Straughan
Abstract
In this paper we consider the linear theory of swelling porous elastic soils. The
formulation belongs to the theory of mixtures for porous elastic solids filled with fluid
and gas. It proposes some new mathematical difficulties. Logarithmic convexity and/or the
Lagrange identity method is used in the case of fluid and gas saturation. Continuous results
dependent on initial conditions and supply terms are obtained in the general case. Spatial
decay estimates are also obtained by means of comparison arguments. This last result
is only valid when suitable conditions on the viscosity coefficients are satisfied.  2002
Elsevier Science (USA). All rights reserved.
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1. Introduction
It is accepted that the swelling of soils, drying of fibers, wood, paper, plants,
etc. are problems concerning porous media theory. There have been, in fact,
several recent articles introducing continuum theories for fluids infiltrating elastic
porous media, see, e.g., Payne et al. [1] and other references therein. It is only
by analysing such theories mathematically that we shall be in a position to assess
their suitability for use in a given physical problem. In this paper we concentrate
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on Eringen’s theory presented in [2]. We recall that in the Introduction Eringen
pointed out that “I believe the present theory can provide basis for the treatment
of various practical problems in the field of swelling, oil explanations, slurred and
consolidation problems by further simplifications and/or extensions of the theory.”
It is worth noting that the formulation belongs to the theory of mixtures for porous
elastic solids filled with fluid and gas. Heat conduction was also included. In the
present paper we are concerned with the linear equations proposed in this theory.
One of the thorny problems when dealing with the mixture theory is to pre-
scribe boundary conditions. A relevant discussion of this topic can be found in [3].
From a mechanical point of view several conditions such as displacement bound-
ary conditions or conditions on the total traction and the relative displacement
on the boundary are usually imposed on the boundary. In this paper we restrict
our attention to the displacement boundary conditions, although other conditions
could be also considered.
The purpose of this article is to obtain results concerning uniqueness,
instability, continuous dependence, and spatial behaviour of the solutions of
several problems in Eringen’s theory [2]. We are beginning a study of fundamental
qualitative properties of Eringen’s porous media theory [2]. Such studies are
important in assessing whether a given theory is mathematically acceptable as
shown in many other physical contents by, e.g., Ames and others [4–8]. In
Section 3 we obtain uniqueness and instability of solutions in the case of a mixture
of an elastic solid and a fluid. We make it by using the logarithmic convexity
method. The arguments in this case are similar to those presented in [9,10]. The
mixture of a fluid and a solid is considered in Section 4. Several uniqueness
results are presented. The Lagrange identity method is used. Also the logarithmic
convexity argument is sketched. The general case is considered in Section 5 where
a continuous dependence on initial conditions and supply terms is presented by
means of the usual energy argument. Thus, our result is a natural counterpart of
the recent results [11]. Spatial estimates for the isothermal problem are obtained
in the last section. In this case we use some comparison arguments. The heat
conduction case is sketched at the end of the paper. Our approach is inspired by
that used recently in the context of thermoelasticity and viscoelasticity [12,13].
It may be useful to recall that the history and the “state of art” of the studies in
spatial estimates can be found in [14–16].
2. Preliminaries
The field equations of the linear theory of swelling porous elastic soils are (see
[2, p. 1345])
ρzz¨i = a1zj,ji + a2wj,ji + a3uj,ji + β1T,i − ξ1(z˙i − u˙i )
− ξ2(w˙i − u˙i)+ f zi , (2.1)
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ρww¨i = a˜2zj,ji + a4wj,ji + a5uj,ji + β2T,i − ξ2(z˙i − u˙i )
− ξ3(w˙i − u˙i)+ (λw +µw)w˙j,ji +µww˙i,ji + fwi , (2.2)
ρuu¨i = a3zj,ji + a5wj,ji + (λ+µ)uj,ji +µui,ji + β3T,i
+ (ξ2 + ξ3)(w˙i − u˙i)+ (ξ1 + ξ2)(z˙i − u˙i)+ f ui , (2.3)
cT˙ = β1z˙j,j + β2w˙j,j + β3u˙j,j + kT,ii + f T . (2.4)
Equations (2.1)–(2.4) constitute a system of 10 partial differential equations
with 10 unknown functions (zi ,wi, ui, T ) that represent the displacements of
the gas, fluid, and solid elastic material respectively and the temperature. The
functions (f zi , f
w
i , f
u
i , f
T ) are the supply terms, ρz,ρw,ρu are the densities of
each constituent, and c is the heat capacity. The parameters a1, a2, a3, a4, a5, a˜2,
β1, β2, β3, ξ1, ξ2, ξ3, λ,µ,λw,µw , and k are the constitutive constants in this
theory.
Remark. It is worth noting some differences between Eqs. (2.1)–(2.4) and Eqs.
(4.1)–(4.4) of the work of Eringen [2]. Equation (2.4) does not contain a term of
the form T¨ on the left-hand side. This term is in Eq. (4.4) of [2]. In (3.30)
of [2] Eringen proved that when the dissipation potential is nonnegative the
parameter   0. From a mathematical point of view the system is very different
if  = 0 or  > 0. Our intention in this paper is to study the first case. The
system (4.1)–(4.4) of [2] is more general than system (2.1)–(2.4), because the
coefficients that multiply the gradient of temperatures in the mechanical equations
are different from the coefficients that multiply the mechanical deformations in
the heat equation. We believe that in the context of the linear theory and in view
of Eq. (3.24)23 of [2] we may take the equalities.
In the case that the solid matrix is saturated with gas we neglect the equation
corresponding to the fluid and the system of equations is
ρzz¨i = a1zj,ji + a3uj,ji + β1T,i − ξ1(z˙i − u˙i)+ f zi , (2.5)
ρuu¨i = a3zj,ji + (λ+µ)uj,ji +µui,jj + β3T,i
+ ξ1(z˙i − u˙i )+ f ui , (2.6)
cT˙ = β1z˙j,j + β3u˙j,j + kT,ii + f T . (2.7)
In the case of fluid saturation we neglect the equation that corresponds to the
gas and we obtain the system of equations
ρww¨i = a4wj,ji + a5uj,ji + β2T,i − ξ3(w˙i − u˙i)+ (λw +µw)w˙j,ji
+µww˙i,ji + fwi , (2.8)
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ρuu¨i = a5wj,ji + (λ+µ)uj,ji +µui,jj + β3T,i
+ ξ3(w˙i − u˙i)+ f ui , (2.9)
cT˙ = β2w˙j,j + β3u˙j,j + kT,ii + f T . (2.10)
In Sections 3, 4, and 5, we study several problems determined on a bounded
domain B . To define a problem we need boundary and initial conditions. When
the system (2.1)–(2.4) is considered the initial conditions are
zi(x,0)= z0i , wi(x,0)=w0i , ui(x,0)= u0i ,
T (x,0)= T 0, x ∈B, (2.11)
z˙i (x,0)= y0i , w˙i(x,0)= p0i , u˙i(x,0)= v0i , x ∈B, (2.12)
and the homogeneous boundary conditions are
zi(x, t)=wi(x, t)= ui(x, t)= T (x, t)= 0, x ∈ ∂B. (2.13)
When we study the systems (2.5)–(2.7) or (2.8)–(2.10) we deal with seven
unknowns because either zi or wi is not considered. However, in order to save
unnecessary repetitions we refer to boundary conditions (2.13), and initial condi-
tions (2.11) and (2.12).
From a mathematical point of view systems (2.1)–(2.4), (2.5)–(2.7), and (2.8)–
(2.10) propose new stimulating questions. For instance logarithmic convexity
and/or, the Lagrange identity methods have not yet been applied to the kind of
dissipativity involved in the systems (2.5)–(2.7) and (2.8)–(2.10). Nevertheless,
system (2.1)–(2.4) contains some new difficulties concerning the loss of sym-
metry (a2 = a˜2), even in the isothermal case. When we study spatial estimates
by means of comparison arguments, we find a new difficulty caused by the term
(λw +µw)w˙j,ji .
3. Case of gas saturation: uniqueness and growth
In this section we consider the case where the solid matrix is saturated with
gas. We assume that ρu > 0, ρz > 0, k  0, and ξ1  0. Qualitatively, the system
we consider here recalls the system of the usual thermoelasticity. We will use the
logarithmic convexity method, but it is worth noting that the terms ξ1(z˙i − u˙i)
propose new difficulties that we can overcome.
To consider the uniqueness question, let (zi , ui, T ) be the difference of two
solutions that satisfy the same initial and boundary conditions. Thus (zi, ui , T )
satisfies the homogeneous system (2.5)–(2.7), boundary conditions (2.13) and
initial conditions
zi(x,0)= ui(x,0)= z˙i (x,0)= u˙i (x,0)= T (x,0)= 0, x ∈ B. (3.1)
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We introduce the function
θ(x, t)=
t∫
0
T (x, s) ds. (3.2)
We shall work with the functional
F(t)=
∫
B
(
ρuuiui + ρzzizi
+
t∫
0
(
ξ1(zi − ui)(zi − ui)+ kθ,iθ,i
)
ds
)
dv. (3.3)
We observe by differentiation that
F ′(t)= 2
∫
B
(
ρuuiui + ρzzizi
+
t∫
0
(
ξ1(z˙i − u˙i)(zi − ui)+ kθ˙,iθ,i
)
ds
)
dv (3.4)
and
F ′′(t)= 2
∫
B
(
ρuu˙i u˙i + ρzz˙i z˙i + ρuui u¨i + ρzzi z¨i
+ ξ1(zi − ui)(z˙i − u˙i)+ kθ,iT,i
)
dv. (3.5)
Next, we multiply (2.7) by T , add this to (2.5) multiplied by z˙i and to (2.6) by u˙i .
Using the boundary conditions, we derive the energy identity
E(t)=
∫
B
(
ρuu˙i u˙i + ρzz˙i z˙i +µui,j ui,j + (λ+µ)ui,iuj,j
+ a1zi,izj,j + 2a3ui,izj,j + cT 2
+ 2
t∫
0
ξ1
(
(z˙i − u˙i)(z˙i − u˙i)+ kT,iT,i
)
ds
)
dv
=E(0)= 0. (3.6)
Also, multiplication of (2.6) by ui and (2.5) by zi and integration over B yields∫
B
(
ρuuiu¨i + a3zj,j ui,i + (λ+µ)uj,jui,i +µui,j ui,j
)
dv
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=
∫
B
(−β3T ui,i + ξ1(z˙i − u˙i)ui)dv (3.7)
and ∫
B
(
ρzzi z¨i + a3zj,j ui,i + a1zj,j zi,i
)
dv
=
∫
B
(−β1T zi,i − ξ1(z˙i − u˙i)zi)dv. (3.8)
We also have∫
B
(
cT 2 + kθ,iT,i
)
dv =
∫
B
(β1T zi,i + β3T ui,i) dv. (3.9)
Thus, using (3.5)–(3.9) we derive
F ′′(t)= 4
∫
B
(
ρuu˙i u˙i + ρzz˙i z˙i
+
t∫
0
(
ξ1(z˙i − u˙i )(z˙i − u˙i)+ kT,iT,i
)
ds
)
dv. (3.10)
Hence
FF ′′ − (F ′)2  0, (3.11)
where the last inequality follows from the Cauchy–Schwarz inequality.
Inequality (3.11) implies that lnF(t) is a convex function of time and then
(see, for example, Ames and Straughan [8, p. 17])
F(t)
[
F(0)
](1−t/T )[
F(t)
]t/T
, t ∈ (0, T ). (3.12)
It then follows that F(t) ≡ 0 on [0, T ], and then ui = zi ≡ 0 so the temperature
satisfies the usual heat equation. We also obtain T ≡ 0. Thus, uniqueness is
established.
Remark. By a modification of F , we can establish a continuous dependence on
the initial data and results of structural stability such as continuous dependence
on supply terms whenever k > 0. Basically one uses a time integral version of
F with a suitable data term as was proposed by Ames and Straughan [7] for the
classical thermoelasticity and in [10] in the case of thermoelasticity of type III.
Remark. It is also possible to modify the definition of the function F to obtain
growth estimates for the solutions under suitable assumptions on the constitutive
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coefficients and the initial conditions in a way similar to that in [9] for the
thermoelasticity without energy dissipation, in [10] for the thermoelasticity of
type III. If we assume that k > 0, and we consider the initial conditions (2.11),
(2.12), then the function θ defined in (3.3) satisfies
cθ˙ = β1zj,j + β3uj,j + kθ,ii − β1z0j,j − β3u0j,j + cT 0. (3.13)
We denote by Q the solution of the Poisson equation
(kQ,i),i =−β1z0j,j − β3u0j,j + cT 0, (3.14)
subject to the boundary conditionQ= 0 in ∂B . If we define α = θ+Q, Eq. (3.13)
can be written as
cα˙ = β1zj,j + β3uj,j + kα,ii . (3.15)
The energy equation becomes
E(t)=
∫
B
(
ρuu˙i u˙i + ρzz˙i z˙i +µui,j ui,j + (λ+µ)ui,iuj,j
+ a1zi,izj,j + 2a3ui,izj,j + cT 2
+ 2
t∫
0
ξ1
(
(z˙i − u˙i)(z˙i − u˙i)+ kT,iT,i
)
ds
)
dv
=E(0). (3.16)
We now define
Fω,t0 =
∫
B
(
ρuuiui + ρzzizi
+
t∫
0
(
ξ1(zi − ui)(zi − ui)+ kα,iα,i
)
ds
)
dv
+ω(t + t0)2. (3.17)
Here ω, t0 are two constants to be selected. We have
F ′ω,t0(t)= 2
∫
B
(
ρuuiu˙i + ρzzi z˙i + ξ1(zi − ui)(zi − ui)+ kα,iα,i
)
dv
+ 2ω(t + t0) (3.18)
and
F ′′ω,t0 = 2
∫
B
(
ρuu˙i u˙i + ρzz˙i z˙i + ρuui u¨i + ρzzi z¨i
+ ξ1(zi − ui)(z˙i − u˙i)+ kα,iT,i
)
dv + 2ω. (3.19)
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In view of the energy equality (3.16), it follows that
F ′′ω,t0(t)= 4
∫
B
(
ρuu˙i u˙i + ρzz˙i z˙i
+
t∫
0
(
ξ1(z˙i − u˙i)(z˙i − u˙i )+ kT,iT,i
)
ds
)
dv
+ 2(ω−E(0)). (3.20)
It is not difficult to see that
F ′′ω,t0Fω,t0 −
(
F ′ω,t0 −
∫
B
kQ,iQ,i dv
)2
−2(ω−E(0))Fω,t0 . (3.21)
If we assume that E(0) < 0, we may select ω =−E(0). Now, we use a standard
argument (see [10])
d
dt
(
F ′ω,t0
Fω,t0
)
−ν F
′
ω,t0
F 2ω,t0
, (3.22)
where
ν = 2
∫
B
kQ,iQ,i dv. (3.23)
If we select t0 such that
2
∫
B
kQ,iQ,i dv < F
′
ω,t0(0), (3.24)
we obtain
Fω,t0(t)
F ′ω,t0(0)Fω,t0(0)
F ′ω,t0(0)− ν
exp
(
F ′ω,t0(0)− ν
Fω,t0(0)
)
t
− νFω,t0(0)
F ′ω,t0(0)− ν
, (3.25)
a result of instability of solutions.
4. Case of fluid saturation: uniqueness
In this section we consider the case where the solid matrix is saturated with
fluid. We assume that ρu > 0, ρw > 0, k  0, µw  0, λw+µw > 0, and ξ3  0.
The new system also recalls the system of the usual thermoelasticity. As in the
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previous section we must deal with a new term of the type ξ3(w˙i − u˙i ), but we
also deal with the terms (λw + µw)w˙j,ji + µww˙i,jj . These new terms introduce
new difficulties. We briefly sketch later how to overcome these difficulties using
logarithmic convexity. However, we now additionally employ a Lagrange identity
technique since this allows us to proceed in this section under relatively weak
assumptions.
To treat the uniqueness question, let (wi, ui, T ) be the difference of two solu-
tions that satisfy the same initial and boundary conditions. Thus (wi, ui, T ) satis-
fies the homogeneous version of system (2.8)–(2.10), boundary conditions (2.13),
and initial conditions
wi(x,0)= ui(x,0)= w˙i (x,0)= u˙i(x,0)= T (x,0)= 0, x ∈B. (4.1)
For a fixed t ∈ (0, T ), we form the identities
t∫
0
∫
B
ρww¨i(s)w˙i(2t − s) dv ds +
t∫
0
∫
B
a4wi,i (s)w˙j,j (2t − s) dv ds
+
t∫
0
∫
B
a5ui,i (s)w˙j,j (2t − s) dv ds
=−
t∫
0
∫
B
β2T (s)w˙i,i (2t − s) dv ds
−
t∫
0
∫
B
ξ3
(
w˙i (s)− u˙i(s)
)
w˙i(2t − s) dv ds
−
t∫
0
∫
B
(λw +µw)w˙i,i (s)w˙j,j (2t − s) dv ds
−
t∫
0
∫
B
µww˙i,j (s)w˙i,j (2t − s) dv ds, (4.2)
t∫
0
∫
B
ρww¨i(2t − s)w˙i (s) dv ds +
t∫
0
∫
B
a4wi,i (2t − s)w˙j,j (s) dv ds
+
t∫
0
∫
B
a5ui,i (2t − s)w˙j,j (s) dv ds
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=−
t∫
0
∫
B
β2T (2t − s)w˙i,i (s) dv ds
−
t∫
0
∫
B
ξ3
(
w˙i(2t − s)− u˙i(2t − s)
)
w˙i(s) dv ds
−
t∫
0
∫
B
(λw +µw)w˙i,i (2t − s)w˙j,j (s) dv ds
−
t∫
0
∫
B
µww˙i,j (2t − s)w˙i,j (s) dv ds, (4.3)
t∫
0
∫
B
ρuu¨i(s)u˙i(2t − s) dv ds +
t∫
0
∫
B
(λ+µ)ui,i (s)u˙j,j (2t − s) dv ds
+
t∫
0
∫
B
µui,j (s)u˙i,j (2t − s) dv ds
+
t∫
0
∫
B
a5wi,i (s)u˙j,j (2t − s) dv ds
=−
t∫
0
∫
B
β3T (s)u˙i,i (2t − s) dv ds
+
t∫
0
∫
B
ξ3
(
w˙i(s)− u˙i(s)
)
w˙i(2t − s) dv ds, (4.4)
t∫
0
∫
B
ρuu¨i(2t − s)u˙i (s) dv ds +
t∫
0
∫
B
(λ+µ)ui,i (2t − s)u˙j,j (s) dv ds
+
t∫
0
∫
B
µui,j (2t − s)u˙i,j (s) dv ds
+
t∫
0
∫
B
a5wi,i (2t − s)u˙j,j (s) dv ds
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=−
t∫
0
∫
B
β3T (2t − s)u˙i,i (s) dv ds
+
t∫
0
∫
B
ξ3
(
w˙i (2t − s)− u˙i(2t − s)
)
w˙i (s) dv ds, (4.5)
t∫
0
∫
B
cT˙ (s)T (2t − s) dv ds =
t∫
0
∫
B
β2w˙i,i (s)T (2t − s) dv ds
+
t∫
0
∫
B
β3u˙i,i (s)T (2t − s) dv ds
−
t∫
0
∫
b
kT,i(s)T,i(2t − s) dv ds, (4.6)
t∫
0
∫
B
cT˙ (2t − s)T (s) dv ds =
t∫
0
∫
B
β2w˙i,i (2t − s)T (s) dv ds
+
t∫
0
∫
B
β3u˙i,i (2t − s)T (s) dv ds
−
t∫
0
∫
B
kT,i(s)T,i(2t − s) dv ds. (4.7)
If we recall that
f˙ (2t − s)=− d
ds
f (2t − s),
and form the combination (4.2)− (4.3)+ (4.4)− (4.5)− (4.6)+ (4.7) after some
integration we find that
∫
B
(
ρuu˙i u˙i + ρww˙iw˙i −µui,jui,j − (λ+µ)ui,iuj,j − a4wi,iwj,j
− 2a5ui,iwj,j − cT 2
)
dv = 0. (4.8)
An energy identity is easily found. We can obtain
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E1(t)=
∫
B
(
ρuu˙i u˙i + ρww˙iw˙i +µui,j ui,j + (λ+µ)ui,iuj,j
+ a4wi,iwj,j + 2a5ui,iwj,j + cT 2
+ 2
t∫
0
(
(λw +µw)w˙i,i w˙j,j +µww˙i,j w˙i,j
+ ξ3(w˙i − u˙i)(w˙i − u˙i)+ kT,iT,i
)
ds
)
dv
=E1(0)= 0. (4.9)
By a combination of (4.8) and (4.9), we find that∫
B
(
ρuu˙i u˙i + ρww˙iw˙i
+
t∫
0
(
(λw +µw)w˙i,i w˙j,j +µww˙i,j w˙i,j + ξ3(w˙i − u˙i)(w˙i − u˙i )
+ kT,iT,i
)
ds
)
dv = 0. (4.10)
We immediately derive that ui =wi = 0 and that the temperature satisfies the heat
equation (forward or backward in time). Thus, it follows that T = 0.
Remark. The assumption ξ3  0 is not necessary. If we consider the function
H(t)=
∫
B
(
ρuu˙i u˙i + ρww˙iw˙i
+
t∫
0
(
(λw +µw)w˙i,i w˙j,j +µww˙i,j w˙i,j + kT,iT,i
)
ds
)
dv
=−
∫
B
t∫
0
ξ3(w˙i − u˙i)(w˙i − u˙i) dv ds, (4.11)
we can compute a constant C1 such that
H ′(t) C1H(t),
which after a quadrature implies that H(t)= 0 and we can reproduce the previous
arguments.
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Remark. It is possible to extend the above analysis to unbounded regions by using
a weighted Lagrange identity (see Ames and Straughan [7]).
Remark. The Lagrange identities method also allow us to obtain uniqueness in
the case of assumptions that are different to that proposed at the beginning of this
section. For instance, if we assume that µ> 0, c > 0, the matrix(
λ+µ a5
a5 a4
)
is semi-definite positive, k  0, ξ3  0, λw +µw  0, and µw  0, the equalities
(4.8) and (4.9) imply that∫
B
(
µui,j ui,j + (λ+µ)ui,iuj,j + a4wi,iwj,j + 2a5ui,iwj,j + cT 2
+
t∫
0
(
(λw +µw)w˙i,i w˙j,j +µww˙i,j w˙i,j + ξ3(w˙i − u˙i)(w˙i − u˙i)
+ kT,iT,i
)
ds
)
dv = 0. (4.12)
Thus, if follows that ui = T = 0 and that the vector field wi satisfies
ρww¨i = a4wj,ji − ξ3w˙i + (λw +µw)w˙j,ji +µww˙i,jj . (4.13)
Whenever the coefficients are not negative and satisfy at least one of the following
conditions,
ρw > 0, ξ3 > 0, µw > 0,
we may conclude that wi = 0. Furthermore, we recall that Eq. (4.13) is of the type
studied in [17]. There, the authors showed some sufficient conditions to prove
uniqueness.
Remark. It is possible to use the logarithmic convexity method to prove unique-
ness and growth of solutions in this context. If we define the function
F(t)=
∫
B
(
ρuuiui + ρwwiwi
+
t∫
0
(
ξ3(wi − ui)(wi − ui)+ (λw +µw)wi,iwj,j
+µwwi,jwi,j + kθ,iθ,i
)
ds
)
dv, (4.14)
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we can observe by differentiation that
F ′(t)= 2
∫
B
(
ρuuiu˙i + ρwwiw˙i + ξ3(wi − ui)(wi − ui)
+ (λw +µw)wi,iwj,j +µwwi,jwi,j + kθ,iθ,i
)
dv. (4.15)
A process similar to that presented in the previous section shows that
F ′′(t)= 4
∫
B
(
ρuu˙i u˙i + ρww˙iw˙i
+
t∫
0
(
ξ1(w˙i − u˙i)(w˙i − u˙i)+ (λw +µw)w˙i,i w˙j,j
+µww˙i,j w˙i,j + kT,iT,i
)
ds
)
dv. (4.16)
Hence
FF ′′ − (F ′)2  0, (4.17)
and uniqueness of solutions follows. It is also possible to obtain an instability
result in this case. We consider the isothermal case with initial conditions (2.11),
(2.12) and define the function
Fω,t0(t)=
∫
B
(
ρuuiui + ρwwiwi
+
t∫
0
(
ξ3(wi − ui)(wi − ui)+ (λw +µw)wi,iwj,j
+µwwi,jwi,j
)
ds
)
dv +ω(t + t0)2. (4.18)
Arguments similar to those presented previously and in the preceding section
allow us to obtain the inequality
F ′′ω,t0Fω,t0 −
(
F ′ω,t0
)2 −2(ω+E1(0))Fω,t0 . (4.19)
Thus, we may adapt the arguments of Knops and Payne [18] to prove that if
E1(0) < 0, or E1(0) = 0 and F ′ω,t0(0) > 0, then the function Fω,t0 is bounded
below by an increasing function of t . Other initial conditions could also be
considered.
In the heat conduction case we can adapt the analysis proposed at the end of
the section.
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5. General case: continuous dependence
The aim of this section is to obtain a continuous dependence result on the initial
conditions and supply terms in the general case. In this section, we assume that
ρz > 0, ρw > 0, ρu > 0,
λw +µw > 0, µw  0, µ 0, (5.1)
and that the matrix
a1 a2 a3a2 a4 a5
a3 a5 λ+µ

 (5.2)
is definitely positive.
The system of equations we consider here introduces new mathematical dif-
ficulties in order to use the usual energy method. The terms ξ2(w˙i − u˙i) in the
first and third equations and ξ2(z˙i − u˙i) in the second and third equations propose
new difficulties (different from those considered in the preceding sections) that
can be overcome. It is worth noting that a2 and a˜2 will be different (generally
speaking). This fact proposes a new relevant difficulty; we can save it because of
the term (λw+µw)w˙j,ji +µww˙i,jj . We use some manipulations that recall those
used in the study of the incremental thermoelasticity [19–21]. It is worth noting
that in case λw = µw = 0 we do not know how to overcome this new difficulty.
We define the measure
W(t)= 1
2
∫
B
(
ρzz˙i z˙i + ρww˙iw˙i + ρuu˙i u˙i + a1zi,izj,j + a4wi,iwj,j
+ (λ+µ)ui,iuj,j +µui,j ui,j + 2a2zi,iwj,j + 2a3zi,iuj,j
+ 2a5ui,iwj,j + cT 2
)
dv. (5.3)
After using the evolution equations, the boundary conditions, and the divergence
theorem, we obtain
W ′(t)=
∫
B
(
2ξ2(w˙i − u˙i)(u˙i − z˙i )− (a˜2 − a2)zi,i w˙j,j − kT,iT,i
− (λw +µw)w˙i,i w˙j,j − ξ1(z˙i − u˙i)(z˙i − u˙i)
− ξ3(w˙i − u˙i)(w˙i − u˙i)−µww˙i,j w˙j,j
+ f zi z˙i + fwi w˙i + f ui u˙i + f T T
)
dv. (5.4)
The use of the Holder and arithmetic–geometric mean inequalities allow us to see
that
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∣∣∣∣∣
∫
B
(a˜2 − a2)zi,i w˙j,j dv
∣∣∣∣∣ 12ε
∫
B
(a˜2 − a2)2zi,izj,j dv
+ ε
2
∫
B
w˙i,i w˙j,j dv, (5.5)
where ε is an arbitrary positive constant. It is also easy to compute two con-
stants M1 and N1 such that∫
B
2ξ2(w˙i − u˙i)(u˙i − z˙i ) dv M1W(t), (5.6)
and such that∫
B
(
f zi z˙i + f wi w˙i + f ui u˙i + f T T
)
dv
N1
(∫
B
(
f zi f
z
i + fwi f wi + f ui f ui +
(
f Ti
)2)
dv
)1/2
W(t)1/2. (5.7)
If we take ε = 2(λw + µw) and use (5.3)–(5.7) we may compute two positive
constants M, N such that
W ′(t) 2MW(t)+ 2NW(t)1/2
×
(∫
B
(
f zi f
z
i + f wi f wi + f ui f ui +
(
f T
)2)
dv
)1/2
. (5.8)
If we fix s ∈ (0, t0) and integrate over (0, τ ), τ < s, we obtain
W(τ)W(0)+ 2M
τ∫
0
W(s) ds + 2N
τ∫
0
W(s)1/2
×
(∫
B
(
f zi f
z
i + f wi f wi + f ui f ui +
(
f T
)2)
dv
)1/2
ds. (5.9)
A use of the Gronwall inequality allows us to obtain the estimate
W 1/2(t)
[
W 1/2(0)
+N
t∫
0
(∫
B
(
f zi f
z
i + f ui f ui + fwi f wi +
(
f T
)2)
dv
)1/2
ds
]
× exp(Mt), (5.10)
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which is a result of continuous dependence on initial conditions and supply terms.
In particular uniqueness of solutions is a consequence.
The result obtained in this section is a natural counterpart of that obtained by
Iesan and Nappa [11] in the context of mixtures of an elastic solid and a gas.
6. General case: spatial estimates
The aim of this section is to obtain estimates for the spatial decay of solutions
of the system of Eqs. (2.1)–(2.4). In order to make the calculations easier we
restrict our attention to the isothermal problem. Later we suggest how to extend
the arguments to the nonisothermal problem by means of a remark. In this section
we assume the hypotheses imposed in the previous section on the constitutive
coefficients and we also impose that |λw|<µw .
Here B is a semi-infinite cylinder with a constant cross section D. In a suitable
system of coordinates we have B = [0,∞)×D. In the previous section we have
pointed out the new difficulties that arise in this system. If we want to use the
comparison arguments used in several thermoelastic and viscoelastic theories [12,
13] the new difficulties are also present here. Again they are overcome by using
a method that recalls that used in the incremental thermoelasticity [22]. However,
we note another new difficulty. In previous contributions, we did not deal with
terms of the type w˙j,j i . To use the comparison arguments, we need to change
(a little) the approach. We use a mixture of the argument used in the prestressed
elasticity case [23] and the usual argument.
We assume that the displacements are known in the finite end of the cylinder
ui(t,0, x2, x3)= uˆi , wi(t,0, x2, x3)= wˆi, zi (t,0, x2, x3)= zˆi ,
(x2, x3) ∈D, (6.1)
that the displacement is null on the lateral boundary of the cylinder
ui(t, x1, x2.x3)=wi(t, x1, x2.x3)= zi(t, x1, x2.x3)= 0,
(x2, x3) ∈ ∂D, (6.2)
and that there is the asymptotic condition
z˙i , w˙i, u˙i , zi,i ,wi,i , ui,j w˙i,j → 0 uniformly as z→∞, as z−3. (6.3)
We assume null initial conditions
ui(0,x)=wi(0,x)= zi(0,x)= 0, x ∈ B, (6.4)
u˙i(0,x)= w˙i(0,x)= z˙i (0,x)= 0, x ∈ B. (6.5)
In view of the analysis used in the previous section and the new assumptions
concerning λw and µw , we can find a positive constant M such that
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ΓM = M2
(
ρzz˙i z˙i + ρww˙iw˙i + ρuu˙i u˙i + a1zi,izj,j + 2a2wi,izj,j
+ 2a3ui,izj,j + a4wi,iwj,j + 2a5ui,iwj,j
+ (λ+µ)ui,iuj,j +µui,j ui,j
)
+ (a˜2 − a2)zj,j w˙i,i − 2ξ2(w˙i − u˙i)(u˙i − z˙i )
+ ξ1(z˙i − u˙i)(z˙i − u˙i)+ ξ3(w˙i − u˙i)(w˙i − u˙i )
+ 1
2
(λw +µw)w˙i,i w˙j,j + 12 (λw +µw)w˙i,j w˙j,i
+µww˙i,j w˙i,j  0. (6.6)
Let us consider the function
ΞM(t, z)=−
t∫
0
∫
D(z)
exp(−Ms)Φ da ds, (6.7)
where
Φ = (a1zj,j + a2wj,j + a3uj,j )z˙1
+
(
a˜2zj,j + a4wj,j + a5uj,j + 12 (λw +µw)w˙j,j
)
w˙1
+
(
1
2
(λw +µw)w˙1,j +µmw˙j,1
)
w˙j
+ (a3zj,j + a5wj,j + (λ+µ)uj,j )u˙1 +µui,1u˙i . (6.8)
The asymptotic condition (6.3) implies that for finite time
lim
z→∞ΞM(t, z)= 0. (6.9)
If we use the divergence theorem, the evolution equations, the boundary con-
ditions, the asymptotic behaviour (6.9) and the initial conditions, we have
ΞM(t, z)=
t∫
0
∞∫
z
∫
D(ξ)
exp(−Ms)
(
ρzz˙i z¨i + ρww˙iw¨i + ρuu˙i u¨i
+ a1zj,j z˙i,i + a2wj,j z˙i,i + a3uj,j z˙i,i + a˜2zj,j w˙i,i
+ a4wj,j w˙i,i + a5uj,j w˙i,i + 12 (λw +µw)w˙i,i w˙j,j
+ 1
2
(λw +µw)w˙i,j w˙j,i +µww˙i,j w˙i,j + a3zj,j u˙i,i
+ a5wj,j u˙i,i (λ+µ)ui,i u˙j,j +µui,j u˙i,j
− 2ξ2(w˙i − u˙i)(u˙i − z˙i )+ ξ1(z˙i − u˙i )(z˙i − u˙i)
+ ξ3(w˙i − u˙i )(w˙i − u˙i)
)
dv ds
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= 1
2
t∫
0
∞∫
z
∫
D(ξ)
exp(−Ms) d
ds
Ω dv ds
+
∞∫
z
∫
D(ξ)
exp(−Ms)
(
(a˜2 − a2)zj,j w˙i,i
+ 2ξ2(w˙i − u˙i)(z˙i − u˙i)+ ξ1(z˙i − u˙i)(z˙i − u˙i)
+ ξ3(w˙i − u˙i)(w˙i − u˙i )+ 12 (λw +µw)w˙i,i w˙j,j
+ 1
2
(λw +µw)w˙i,j w˙j,i +µww˙i,j w˙i,j
)
dv
= 1
2
∞∫
z
∫
D(ξ)
exp(−Mt)Ω dv
+
t∫
0
∞∫
z
∫
D(ξ)
exp(−Ms)ΓM dv ds, (6.10)
where
Ω = ρzz˙i z˙i + ρww˙iw˙i + ρuu˙i u˙i + a1zi,izj,j + 2a2wi,izj,j
+ 2a3ui,izj,j + a4wi,iwj,j + 2a5ui,iwj,j + (λ+µ)ui,iuj,j
+µui,j ui,j . (6.11)
We now define the function
ΠM(t, z)=
∞∫
z
ΞM(t,p) dp. (6.12)
From (6.12) and (6.11), it follows that
∂ΠM
∂z
=−ΞM(t, z) (6.13)
and
∂2ΠM
∂z2
= 1
2
∫
D(z)
exp(−Mt)Ω da +
t∫
0
∫
D(z)
exp(−Ms)ΓM da ds. (6.14)
From the definition of ΞM and ΠM we also have that
∂ΠM
∂t
=−
∫
B(z)
exp(−Mt)Φ dv. (6.15)
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It is worth remarking that∫
B(z)
(
1
2
(λw +µw)w˙j,j w˙1 + 12 (λw +µw)w˙1,j w˙j +µww˙j,1w˙j
)
dv
=
∞∫
z
∫
D(ξ)
1
2
[
∂
∂xj
(λw +µw)w˙1w˙j +µw ∂
∂x1
w˙j w˙j
]
da dξ
=−1
2
∫
D(z)
[
(λw +µw)(w˙1)2 +µww˙j w˙j
]
da. (6.16)
Our next step is to estimate the time derivative of ΠM in terms of the two first
spatial derivatives of ΠM . We can compute two positive constants A1,A2 such
that ∣∣∣∣∣
∫
B(z)
(
(a1zj,j + a2wj,j + a3uj,j )z˙1 + a˜2(zj,j + a4wj,j + a5uj,j )w˙1
+ (a3zj,j + a5wj,j + (λ+µ)uj,j )u˙1 +µui,1u˙i)dv
∣∣∣∣∣
−A1 ∂ΠM
∂z
(6.17)
and
1
2
∫
D(z)
[
(λw +µw)(w˙1)2 +µww˙j w˙j
]
da A2
∂2ΠM
∂z2
. (6.18)
From (6.15)–(6.18) we obtain the inequality
∂ΠM
∂t
−A1 ∂ΠM
∂z
+A2 ∂
2ΠM
∂z2
. (6.19)
From inequality (6.19) and taking into account the asymptotic behaviour of the
solutions after a use of the comparison arguments we conclude the estimate (see
[12,13,22])
ΠM(t, z) exp(b1z− b2t) sup
0st
[
expb2sΠM(s,0)
] z
4πA2
×
t∫
0
(t − s)−3/2 exp
(
− z
2
4A2(t − s)
)
ds, (6.20)
where
b1 = A12A2 , b2 = b
2
1A2. (6.21)
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Some algebraic manipulations with the right-hand side of the estimate (6.20)
allow us to obtain the estimate
ΠM(t, z)
B(t)
z
exp
(
b1z− z
2
4tA2
)
, (6.22)
where
B(t)= (4tA2)1/2 exp(−b2t) sup
0st
(
exp(b2s)ΠM(s,0)
)
. (6.23)
Remark. We have seen that when z increases, the behaviour of the solutions
remains that of the parabolic problems. We shall see that when z decreases and t
increases the behaviour of the solutions recalls that of the solutions of hyperbolic
problems.
From (6.19), we see that
−∂ΠM
∂t
−A1 ∂ΠM
∂z
. (6.24)
If we integrate inequality (6.24) along the line z0 − z = A1(t − t0), we see that
the function ΠM(t0 + t, z0 −A1t) is a increasing function of the parameter t . On
the other hand, it is clear that ΠM(t0, z0 − A1t) is also a increasing function of
the parameter t . We may conclude that
ΠM(t, z)ΠM(t∗, z∗),
provided 0 t  t∗ and z∗ −A1(t − t∗) z.
Remark. When the dissipation potential is a nonnegative quadratic form we have
(see [2, (3.30)]) that 3λw+2µw  0. Our approach does not work when λw > µw .
Thus, an interesting open question is to know whether we may obtain estimates
of the type (6.22) in these cases. Our inspection suggests that it is possible to use
alternative arguments that allow us to obtain exponential decay with the distance.
This decay is slower than (6.22).
Remark. To consider the heat conducting case we also impose the boundary
condition
T (t,x)= 0, (x2, x3) ∈ ∂D, (6.25)
the asymptotic condition
T → 0, as x1 →∞ uniformly as x−31 , (6.26)
and the initial condition
T (0,x)= 0, x ∈ B. (6.27)
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We need to deal with the function
ΞM(t, z)=−
t∫
0
∫
D(z)
exp(−2Ms)ΦT da ds, (6.28)
where
ΦT =Φ + kT T,1. (6.29)
It is worth noting that in this case the constant M can be different because
new terms are necessary to control condition (6.6). Nevertheless the approach is
similar and (after the procedure considered in the isothermal case) the calculations
follow the trend used in the case of the thermoelasticity [12,13,22].
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