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Abstract
Let {X,Xn; n  1} be a sequence of i.i.d. random variables with EX = 0 and EX2 = σ 2 < ∞. Set
















holds, if and only if EX = 0, EX2 = σ 2 < ∞ and E(|X|2r /(log |X|)r ) < ∞.
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1. Introduction and main results
Let {X,Xn; n 1} be a sequence of i.i.d. random variables with common distribution func-
tion F , mean 0 and positive, finite variance σ 2, and set Sn = ∑nk=1 Xk , Mn = maxkn |Sk|,
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696 J. Ye et al. / J. Math. Anal. Appl. 327 (2007) 695–714n  1. Also we let logn = log(n ∨ e), log logn = log log(n ∨ ee). The following is the well-




(|Sn| εn)< ∞, ε > 0,
if and only if EX = 0 and EX2 < ∞. Baum and Katz [1] extended this result and proved the
following theorem.




{|Sn| > εn1/p}< ∞, ε > 0,
if and only if EX = 0 and E|X|rp < ∞.
Many authors considered various extensions of the results of Hsu–Robbins and Baum–Katz.
Some of them study the precise asymptotics of the infinite sums as ε → 0 (cf. [3,12,14,17,22]).
But this kind of results do not hold for p = 2. However, by replacing n1/p by √n log logn,
Gafurov [11] and Gut and Spa˘taru [13] obtained the precise asymptotics on the law of the iterated
logarithm. On the other hand, by replacing n1/p by
√
n logn, Lai [16] and Chow and Lai [7]
considered the following result on the law of the logarithm.

















(|Sn| ε√2n logn )< ∞ for all ε > 0;
EX = 0 and E|X|2r/(log |X|)r < ∞.
Chow [6] discussed complete moment convergence of i.i.d. random variables. He proved that
Theorem C. Let {X,Xn; n 1} be a sequence of i.i.d. random variables with EX = 0. Suppose







|Sj | − εnα
}
+ < ∞.
The main purpose of this paper is to show precise rates in the law of logarithm for the moment
of i.i.d. random variables. We state our result as follows.
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with









{|Sn| − σε√2n logn}+ = σ
















(r − 1)√2π , σ > 0. (1.3)
Conversely, if either (1.2) or (1.3) holds for r > 1 and some σ > 0, then (1.1) holds.
In the next section, we will prove (1.2) and (1.3) in the case that {X,Xn; n 1} are normal
random variables first, then we will use the truncation methods used by Feller [10] and Ein-
mahl [9] to show that the expectation for |Sn| in (1.2) can be approximated by that for √nN , and
the expectation for Mn in (1.3) can be approximated by that for sup0s1 |W(s)|. Here and in
the sequel, we always assume that N is a standard normal random variable and {W(t); t  0} is
a standard Wiener process. C stands for a positive constant, whose values can differ from line to
line and an ∼ bn means that an/bn → 1 as n → ∞.
2. Proofs
First, we give some lemmas which will be used in the following proofs.






∣∣W(s)∣∣ x}= 1 − ∞∑
k=−∞
















∼ 2P(N  x) ∼ 2√
2π
e−x2/2 as x → ∞. (2.2)
Proof. It is well-known. See Billingsley [2].
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holds for every positive ν and h < 1.
Proof. It is Lemma 1.1.1 of Csörgo˝ and Révész [8]. 
Lemma 2.3. For any sequence of independent random variables {ξn; n  1} with mean zero
and finite variance, there exists a sequence of independent normal variables {ηn; n  1} with


















whenever E|ξi |q < ∞, i = 1, . . . , n. Here A is a universal constant.
Proof. See Sakhanenko [19–21]. 
Lemma 2.4. Let q  2, ξ1, ξ2, . . . , ξn be independent random variables with Eξk = 0 and























where A is a universal constant as in Lemma 2.3.
Proof. It follows from Lemma 2.3 easily. See also [18, p. 78]. 
Without losing of generality, we assume that σ = 1 throughout this section. Theorem 1.1 will
be proved by the following propositions.








{|N | − (ε + an)√2 logn}+ = 1












∣∣W(s)∣∣− (ε + an)√2 logn}+
= 2
(r − 1)√2π . (2.6)











∣∣W(s)∣∣ t + x)dx.
0
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P
(|N | x)= 2P(N  x)









x + ε√2 logn )−1 exp{−1
2
(
x + ε√2 logn )2} as ε ↘ √r − 1, n → ∞.
So we only need to show (2.5).
Also by (2.2) and an = o(1/ logn), uniformly with respect to all x  0, we have
P(N  x + (ε + an)√2 logn )
P(N  x + ε√2 logn )
∼ x + ε
√
2 logn




















x + ε√2 logn
)
exp
{−xan√2 logn− εan logn− a2n logn}
→ 1 as ε ↘ √r − 1, n → ∞,
that is to say, uniformly with respect to all x  0,
E







x + ε√2 logn )−1 exp{−1
2
(
x + ε√2 logn )2}dx
as ε ↘ √r − 1, n → ∞.









































































y = ε√2 log t )
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(r − 1)√2π limε↘√r−1
1















(r − 1)√2π limε↘√r−1
1







(r − 1)√2π limε↘√r−1
1







(r − 1)√2π limε↘√r−1
1







(r − 1)√2π .
Thus, we obtain (2.5). The proposition is now proved. 
For each n and 1 j  n, 1/2 <p  2, we let
X′nj = XjI













∣∣S(1)nk ∣∣, Δn = max
kn










nj = X′′nj − EX′′nj ,
X′′′nj = XjI
{|Xj | >√2n logn}, X(3)nj = X′′′nj − EX′′′nj .
And also define S(2), S(3), M(2)n and M(3)n similarly.nj nj
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for large n, where pn satisfies
∞∑
n=1
nr−2−1/2pn < ∞. (2.10)




































































































































































































































































(|X|2r/(log |X|)r)I{ √j − 1







(|X|2r/(log |X|)r)< ∞ (2.12)


































































































































































dx dy1 e 1































nr−5/2pn2 < ∞. (2.16)






nr−5/2(pn1 + pn2) < ∞.
pn satisfies (2.10), (2.8) is proved. And (2.9) can be proved in the same way. The proposition is
proved. 
Proposition 2.3. For any λ > 0 there exists a constant C = C(p,λ) such that
∞∑
n=1














dx, Δn is defined in (2.7).

















{Xj = X′nj }, n ∈ H.















Xj = X′nj ,M(1)n  λ
√
2n logn+ x).
Observe that X′nj = 0 whenever Xj = X′nj , j  n, so for n large enough and all 1 j  n, we
have
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(









∣∣S(1)nk −X′nj ∣∣ λ√2n logn+ x)






∣∣S(1)nk −X′nj ∣∣ λ√2n logn+ x)




2n logn+ x − |X′nj |
)
 P
(|X| > √n/(logn)p)P(M(1)n  λ√2n logn+ x − √n/(logn)p)
 P
















































































































































































































































































































by choosing q large enough such that −p(q − 2)+ 2p − q/2 + 1/2 + r < 0. Then we have∑
n∈H
nr−2−1/2Πn1 < ∞. (2.18)
If n /∈ H , that is to say βn > √n/(8(logn)2). By Lemma 2.3 we have










































































































































































































(|X|2q/(log |X|)r)I{ √j − 1








for large q . Then we obtain∑
n/∈H
nr−5/2Πn1 < ∞. (2.19)
Combing (2.18) with (2.19), we get the desired result. The proposition is proved. 
Proposition 2.4. For any λ > 0 there exists a constant C = C(p,λ) such that
∞∑
n=1










































































dx < ∞. (2.22)
Obverse that EM(3)n  2nE|X|I {|X| > √2n logn }, we have




















































(|X|2r/(log |X|)r)I{√2j log j}< |X|√2(j + 1) log(j + 1)}
CE







(logn)p < |X| 
√
2n logn







































































E|X|qI{√2(j − 1) log(j − 1) < |X|√2j log j }
C +C
∞∑
E|X|qI{√2(j − 1) log(j − 1) < |X|√2j log j }
j=1







E|X|qI{√2(j − 1) log(j − 1) < |X|√2j log j }





(|X|2q/(log |X|)r)I{√2(j − 1) log(j − 1) < |X|√2j log j }
 C +CE(|X|2r/(log |X|)r)< ∞. (2.24)
Then from (2.22), (2.23) and (2.24), we can get the result. Now we complete the proof of Propo-
sition 2.4. 
Now, we turn to prove the theorem.
Proof of the direct part of Theorem 1. Let 0 < δ < 1/4. Observe that, an → 0, if n is large
enough. Then, by Propositions 2.2–2.4, we have for large n,
E
{



















Mn  (ε + an)
√











Mn  (ε + an)
√
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{










Mn  (ε + an)
√












































































for all ε ∈ (√r − 1 − δ,√r − 1 + δ), where Πn1 is defined in Proposition 2.3 with λ = 1/4, and
Πn2 is defined in Proposition 2.4 with λ = 1/4, and pn is defined in (2.10).

























































On the other hand, for p′ > 1/2, we let a′n = an±3/(
√
2(logn)p′+1/2) = O(1/ logn), and notice
Bn/n → 1 as n → ∞, then by Proposition 2.1, we have
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ε↘√r−1
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{|Sn| − (ε + an)√2Bn logn}+ = 1
(r − 1)√2π .
(2.26)
Finally, noticing that E(|X|2r/(log |X|)r ) < ∞, we have














(ε + an)− ε = − ε(n−Bn)√
n(
√




























{|Sn| − (ε + an)√2Bn logn}+ = E{|Sn| − (ε + a∗n(ε))√2n logn}+.
On the other hand,
E
{





















{|Sn| − (ε + |an|)√2n logn}+  E{|Sn| − ε√2n logn}+
 E
{|Sn| − (ε − |an|)√2n logn}+.
So (1.3) and (1.2) follow from (2.25) and (2.26), respectively. 
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of (1.3) ⇒ (1.1) is the same.


























(|Sn| σε√2n logn+ σεn1/2).
It is easy to see that
EX = 0, E(|X|2r/(log |X|)r)< ∞.
Under the condition EX = 0 and E(|X|2r/(log |X|)r ) < ∞, it is easy to obtain σ 2 = EX2 by the
direct part of Theorem 1. The proof is now completed. 
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