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02 QUANTUM LOOP MODULES
VYJAYANTHI CHARI AND JACOB GREENSTEIN
Dedicated to Anthony Joseph on the occasion of his 60th birthday
Abstract. We classify the simple infinite dimensional integrable modules
with finite dimensional weight spaces over the quantized enveloping algebra
of an untwisted affine algebra. We prove that these are either highest (lowest)
weight integrable modules or simple submodules of a loop module of a finite-
dimensional simple integrable module and describe the latter class. Their
characters and crystal bases theory are discussed in a special case.
0. Introduction
The aim of the present paper is to study irreducible integrable modules for
quantum affine algebras, which have finite dimensional weight spaces. The best
known examples of such representations are the highest weight representations V̂ (λ)
(cf. [16, 23]) on which the center of the quantum affine algebra acts via a positive in-
teger power of q. These representations have many pleasant properties, for instance
it is known that they admit a canonical global or crystal bases. Another family of
integrable modules for the quantum affine algebra are the finite-dimensional mod-
ules which have been studied, amongst the others, in [1, 8, 11, 12, 13, 18, 24, 25, 26].
However, unlike the highest weight representations, these finite-dimensional repre-
sentations do not respect the natural Z-grading on the quantum affine algebra which
arises from the adjoint action of the element of the torus corresponding to the Euler
operator. Thus it is natural to look for the graded analogue of the finite-dimensional
modules. Besides, in certain cases one has to consider these infinite dimensional
modules instead of finite-dimensional ones. For example, a finite-dimensional mod-
ule cannot appear as a submodule of the ring of linear endomorphisms of V̂ (λ)
whilst a simple integrable module with non-trivial zero weight space can be embed-
ded in such a ring for λ sufficiently large (cf. for example [20]).
Examples of infinite dimensional integrable modules which are not highest weight
modules are easy to construct. Namely, given a finite-dimensional module V , one
can define on the space L(V ) = V ⊗C(q)[t, t−1] in an obvious way the structure of
a graded module for the quantum affine algebra. However, even if V is irreducible,
the resulting representation L(V ) need not remain so.
The irreducible finite-dimensional representations of the quantum affine algebra
are known to be parametrized by families of polynomials in an indeterminate u
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(cf. [8]). For instance, for the quantum affine algebra associated to sl2, we have
just one polynomial π(u). If we take π(u) = (1 − u)(1 + u), and V to be the
corresponding irreducible finite-dimensional representation, then it is not hard to
see that the graded infinite dimensional module L(V ) is a direct sum of two simple
components. More generally, the module L(V ) is reducible (moreover, completely
reducible) if the roots of the polynomials associated to V satisfy a certain condition
which involves roots of unity.
The paper is organized as follows. In Section 2 we show that if V is an irre-
ducible finite-dimensional representation of the quantum affine algebra, then the
corresponding graded representation on L(V ) is completely reducible and we de-
scribe its irreducible components (cf. Theorem 1 and Lemma 2.8). Our analysis is
based on the result on irreducibility of tensor products of finite-dimensional sim-
ple modules obtained in [5], which allows one to construct an action of the cyclic
group Z/mZ on L(V ) commuting with that of the quantum affine algebra, the inte-
ger m being determined by the family of polynomials corresponding to V . Namely,
these turn out to be polynomials in um. The irreducible components of L(V ), as
in the classical case (cf. [4, 6, 14]), become eigenspaces of a generator of that group
corresponding to the egeinvalues ζi, i = 0, . . . ,m− 1, where ζ is an mth primitive
root of unity. However, unlike in the classical case when it is induced by a natural
action of the symmetric group Sm on V , the action of Z/mZ is rather sophisticated
and difficult to describe explicitly.
Section 3 is devoted to a classification of irreducible, integrable modules with
finite dimensional weight spaces of the quantum affine algebra. Thus our Theorem 5
establishes that such a module must be isomorphic to either a highest weight module
or its (graded) dual, or to an irreducible component of the module L(V ), where
V is some irreducible finite-dimensional module. The corresponding result in the
classical case was established in [4, 6]. Besides, we show (cf. Proposition 3.5) that,
as in the classical case (cf. [21]), all weight spaces of a simple integrable module are
finite dimensional if and only if its set of weights satisfies a boundedness condition
of [20].
The final section of the paper is concerned with the problem of describing the
characters of irreducible components of the module L(V ) in terms of the characters
of V . More precisely, we are interested in relating the dimension of the weight spaces
of an irreducible component of L(V ) to the dimension of the weight spaces of V . In
the classical case this was done in [14], and the formulae involve a modification of
the Euler ϕ-function. In the quantum case we conjecture an analogous formula and
establish it in Proposition 4.7 for certain special modules for the quantum affine
algebra associated to sln+1. In order to do that, we consider a crystal q = 0 limit
of these modules. Then the argument becomes purely combinatorial and involves
the major index of MacMahon. In particular, we also show that the characters of
these modules in the quantum case coincide with the characters of their classical
analogues. At the end of the section we discuss a crystal basis theory for these
modules.
1. Preliminaries
Throughout this paper N (respectively, N+) denotes the set of non-negative
(respectively, positive) integers. Let q be an indeterminate and let C(q) be the
field of rational functions in q with complex coefficients. For r,m ∈ N, m ≥ r,
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define
[m]q =
qm − q−m
q − q−1
, [m]q! = [m]q[m− 1]q . . . [2]q[1]q,
[
m
r
]
q
=
[m]q!
[r]q ![m− r]q!
.
1.1. Let g be a complex finite-dimensional simple Lie algebra of rank n with a
Cartan subalgebra h and let W be the Weyl group of g. Set I = {1, 2, . . . , n} and
let A = (diaij)i,j∈I , where the di are positive integers, be the n × n symmetrized
Cartan matrix of g. Let {αi : i ∈ I} ⊂ h
∗ (respectively {̟i : i ∈ I} ⊂ h
∗) be
the set of simple roots (respectively of fundamental weights) of g with respect to
h. As usual, Q (respectively, P ) denotes the root (respectively, weight) lattice of g.
Let P+ =
∑
i∈I N̟i be the set of dominant weights and set Q
+ =
∑
i∈I Nαi. It is
well-known that h∗ admits a non-degenerate symmetric W -invariant bilinear form
which will be denoted by (· | ·). We assume that (αi |αi) = diaij for all i, j ∈ I.
Let
ĝ = g⊗C[t, t−1]⊕Cc⊕Cd
be the untwisted extended affine algebra associated with g and let Aˆ = (diaij)i,j∈Iˆ ,
where Iˆ = I ∪ {0} be the extended symmetrized Cartan matrix and Ŵ the affine
Weyl group. Set ĥ = h⊕Cc⊕Cd. From now on we identify h∗ with the subspace
of ĥ∗ consisting of elements which are zero on c and d. Define δ ∈ ĥ∗ by
δ(h⊕Cc) = 0, δ(d) = 1.
Denote by θ the highest root of g and set α0 = δ − θ. Then {αi : i ∈ Iˆ} is a set
of simple roots for ĝ with respect to ĥ and δ generates its imaginary roots. The
bilinear form on h∗ extends to a Ŵ -invariant bilinear form on ĥ∗ which we continue
to denote by (· | ·). One has (δ |αi) = 0 and (αi |αj) = diaij , for all i, j ∈ Iˆ. Define
a set of fundamental weights {ωi : i ∈ Iˆ} ⊂ ĥ
∗ of ĝ by the conditions (ωi|αj) =
diδi,j and ωi(d) = 0 for all i, j ∈ Iˆ. Notice that ̟i = ωi − ω0 for all i ∈ I.
Let P̂ =
∑
i∈Iˆ Zωi ⊕Zδ (respectively, P̂
+ =
∑
i∈Iˆ Nωi⊕Zδ) be the corresponding
set of integral (respectively, dominant) weights. Set P e = P ⊕ Zδ ⊂ P̂ . Denote
by Q̂ the root lattice of ĝ and set Q̂+ =
∑
i∈Iˆ Nαi. Given λ, µ ∈ P̂
+ (respectively,
λ, µ ∈ P+) we say that λ ≤ µ if µ− λ ∈ Q̂+ (respectively, µ− λ ∈ Q+).
1.2. For i ∈ Iˆ, set qi = q
di and [m]i = [m]qi . The quantum affine algebra Ûq(g)
(cf. [2, 3, 10, 19]) associated to g, which will be further denoted as Ûq , is an
associative algebra over C(q) with generators x±i,r , i ∈ I, r ∈ Z, K
±1
i , i ∈ I, C
±1/2,
D±1, hi,r , i ∈ I, r ∈ Z\{0}, and the following defining relations
C±1/2 are central,
KiK
−1
i = K
−1
i Ki = 1, C
1/2C−1/2 = C−1/2C1/2 = 1,
KiKj = KjKi, Kihj,r = hj,rKi,
Kix
±
j,rK
−1
i = q
±aij
i x
±
j,r ,
[hi,r, hj,s] = δr,−s
1
r
[raij ]i
Cr − C−r
qj − q
−1
j
,
[hi,r, x
±
j,s] = ±
1
r
[raij ]iC
∓|r|/2x±j,r+s,
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x±i,r+1x
±
j,s − q
±aij
i x
±
j,sx
±
i,r+1 = q
±aij
i x
±
i,rx
±
j,s+1 − x
±
j,s+1x
±
i,r,
[x+i,r , x
−
j,s] = δi,j
C(r−s)/2 ψ+i,r+s − C
−(r−s)/2 ψ−i,r+s
qi − q
−1
i
,
∑
π∈Σm
m∑
k=0
(−1)k
[
m
k
]
i
x±i,rpi(1) . . . x
±
i,rpi(k)
x±j,sx
±
i,rpi(k+1)
. . . x±i,rpi(m) = 0, if i 6= j,
for all sequences of integers r1, . . . , rm, where m = 1 − aij , Σm is the symmetric
group on m letters, and the ψ±i,r are determined by equating powers of u in the
formal power series
∞∑
r=0
ψ±i,±ru
±r = K±1i exp
(
±(qi − q
−1
i )
∞∑
s=1
hi,±su
±s
)
.
The algebra Ûq(g) is Z-graded, with the l
th-graded piece being,
(Ûq(g))l = {x ∈ Ûq(g) : DxD
−1 = qlx}.
The subalgebra of Ûq(g) generated by the elements x
±
i,0, i ∈ I is isomorphic to
the quantized enveloping algebra Uq(g) of g. Let Û
±
q (≫) (respectively Û
±
q (≪),
Û±q (0)) be the subalgebra of Ûq generated by the elements x
+
i,r, i ∈ I, ±r ∈ N
(respectively, x−i,r, i ∈ I, ±r ∈ N, hi,r, i ∈ I, ±r ∈ N
+). Let Û◦q be the subalgebra
generated by K±1i , i ∈ I, D
±1 and C±1/2. We will need the following result which
was established in [3].
Proposition. The subspaces Û±q = Û
±
q (≪)Û
±
q (0)Û
±
q (≫) are subalgebras of Ûq
and
Ûq = Û
−
q Û
◦
qÛ
+
q .
1.3. We will also need another presentation of Ûq. Namely, after [2, 19], the
algebra Ûq is isomorphic to an associative C(q)-algebra generated by Ei, Fi,K
±1
i :
i ∈ Iˆ, D±1 and central elements C±1/2 satisfying the following relations:
C = K0
∏
i∈I
Krii , where θ =
∑
i∈I
riαi, ri ∈ N
+
KiK
−1
i = K
−1
i Ki = 1, KiKj = KjKi,
DD−1 = D−1D = 1, KiD = DKi,
KiEjK
−1
i = q
aij
i Ej , KiFjK
−1
i = q
−aij
i Fj ,
DEjD
−1 = qδj0Ej , DFjD
−1 = q−δj0Fj ,
[Ei, Fj ] = δij
Ki −K
−1
i
qi − q
−1
i
,
1−aij∑
r=0
(−1)r
[
1− aij
r
]
i
(Ei)
rEj(Ei)
1−aij−r = 0 if i 6= j,
1−aij∑
r=0
(−1)r
[
1− aij
r
]
i
(Fi)
rFj(Fi)
1−aij−r = 0 if i 6= j.
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The element Ei (respectively, Fi), i ∈ I corresponds to x
+
i,0 (respectively, x
−
i,0). In
particular, the Ei, Fi,K
±1
i : i ∈ I generate Uq(g).
It is well-known that Ûq is a Hopf algebra over C(q) with the co-multiplication
being given in terms of generators Ei, Fi,K
±1
i : i ∈ Iˆ by the following formulae
∆(Ei) = Ei ⊗K
−1
i + 1⊗ Ei, ∆(Fi) = Fi ⊗ 1 +Ki ⊗ Fi,
the K±1i being group-like. Although explicit formulae for the co-multiplication on
generators x±i,r, hi,r are not known, we will not need these in the present paper and
so we say no more about it.
Lemma. Take x ∈ (Ûq)k and write ∆(x) = x1 ⊗ x2 in the summation notation.
Then we may assume that xi ∈ (Ûq)ki where k1 + k2 = k.
Proof. The assertion is obvious for the generators Ei, Fi,K
±1
i . Since ∆ is an al-
gebra homomorphism, it holds for any polynomial in these generators, which is
homogeneous with respect to D.
1.4. LetUeq be the extended quantum loop algebra, namely the graded quotient
of Ûq by the graded ideal generated by C
±1/2 − 1. The Hopf algebra structure on
Ûq descends to a Hopf algebra structure on U
e
q. Let Uq be the C(q)-subalgebra
of Ueq generated by the elements x
±
i,k, hi,r, Ki,K
−1
i , i ∈ I, k, r ∈ Z, r 6= 0. It
is easy to see that Uq is a Hopf subalgebra of U
e
q. Let U
e
q(0) be the subalgebra
of Ueq generated by elements hi,r, K
±1
i , i ∈ I, r ∈ Z and D
±1. Clearly Ueq(0)
is a Z-graded subalgebra of Ueq. Let Uq(>) (respectively, Uq(<), Uq(0)) be the
subalgebra of Ueq(0) generated by the elements x
+
i,r, i ∈ I, r ∈ Z (respectively, x
−
i,r,
i ∈ I, r ∈ Z, hi,r, i ∈ I, r ∈ Z \ {0}. Then (cf. for example [8])
Ueq = Uq(<)U
e
q(0)Uq(>).
For i ∈ I, set
h±i (u) =
∞∑
k=1
q±khi,±k
[k]i
uk,
and
P±i (u) = exp(−h
±
i (u)) = exp
(
−
∞∑
k=1
q±khi,±k
[k]i
uk
)
.
Let Pi,±r be the coefficient of u
r in P±i (u). One can show (cf. [3]) that the Pi,r :
i ∈ I, r ∈ Z generate Uq(0). Moreover, by [3] monomials in the Pi,r , i ∈ I, r ∈ Z
(or equivalently, monomials in the hi,r, i ∈ I, r ∈ Z) form a basis of Uq(0).
Lemma. Let χ : Uq(0)→ C(q)[t, t
−1] be a non-trivial homomorphism of Z-graded
algebras.
(i) There exists a unique m > 0 such that the image of χ equals C(q)[tm, t−m].
(ii) Suppose that the image of χ equals C(q)[tm, t−m]. Then there exist i0 ∈ I such
that χ(Pi0,±m) 6= 0 and the kernel of χ is generated by the Pi,r, i ∈ I, r 6= 0
(mod m) and by the elements of the form
Pi,±sm − (χ(Pi0,±m)
−sχ(Pi,±sm))P
s
i0,±m, i ∈ I, s ∈ N
+.
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Proof. Let m,n ∈ N+ be minimal such that both tm, t−n lie in the image of χ.
Then tm−n ∈ Imχ. Since either 0 ≤ m − n < m or 0 ≤ n − m < n it follows
that m = n which proves the first part. For the second part, it is enough to observe
that the elements listed in the assertion are homogeneous and lie in the kernel
of Imχ.
1.5. In the rest of this section we summarize some general results from the
representation theory of Ûq and Uq(g), which will be used later.
For any Ûq-module V̂ and any µ =
∑
i∈Iˆ µiωi + lδ ∈ P̂ , set
V̂µ = {v ∈ V̂ : D.v = q
lv, Ki.v = q
µi
i v, ∀ i ∈ Iˆ}.
If V̂µ 6= 0 we say that µ is a weight of V̂ . The set of weights of V̂ will be denoted
by Ω(V̂ ). The module V̂ is said to be an admissible module of type 1 if
V̂ =
⊕
µ∈P̂
V̂µ,
and dim V̂µ <∞ for all µ ∈ P̂ . One has analogous definitions of admissible modules
of type 1 for the algebras Ueq (with P̂ replaced by P
e), Uq and Uq(g) (with P̂
replaced by P ). From now on, all modules will be assumed to be of type 1. A Ûq-
module V̂ is integrable if for all i ∈ Iˆ the elements Ei and Fi act locally nilpotently
on V̂ . Similarly, one can define integrable Ueq, Uq and Uq(g)-modules.
1.6. We now recall the construction of highest weight integrable modules over
Ûq and Uq(g). We work with the presentation of Ûq described in 1.4.
The following result can be found in [23, 3.5].
Proposition. For every λ =
∑
i∈Iˆ λiωi + kδ ∈ P̂
+ (respectively λ =
∑
i∈I λi̟i ∈
P+) there exists a unique, up to an isomorphism, simple integrable Ûq-module
V̂ (λ) (respectively Uq(g)-module V (λ)) of type 1 which is generated by an element
vλ satisfying
Ei.vλ = 0, Ki.vλ = q
λi
i vλ, D.vλ = q
kvλ, F
λi+1
i .vλ = 0, ∀ i ∈ Iˆ
(respectively, Ei.vλ = 0, Ki.vλ = q
λi
i vλ, F
λi+1
i .vλ = 0, ∀ i ∈ I).
1.7. The modules V̂ (λ) and V (λ) are the quantum analogues of the corre-
sponding modules V̂cℓ(λ) and Vcℓ(λ) over, respectively, ĝ and g, whose charac-
ters are given by the Weyl-Kac formula. Namely (cf. [22, Theorem 4.12]), for
all ν ∈ P̂ , (respectively ν ∈ P ), we have dim V̂ (λ)ν = dim V̂cℓ(λ)ν (respec-
tively, dimV (λ)ν = dimVcℓ(λ)ν). In particular, both V̂ (λ) and V (λ) have finite-
dimensional weight spaces. Furthermore, a standard argument from the represen-
tation theory of g yields the following
Lemma. Let µ ∈ P+ be such that λ− µ ∈ Q+. Then dim V (λ)µ 6= 0.
Finally, we will need the following
Proposition (cf. [23, 3.5 and 6.3]). (i) Assume that V =
⊕
ν∈P̂ Vν is an inte-
grable admissible Ûq-module such that Ω(V ) is contained in the set
⋃k
i=1{µi−
QUANTUM LOOP MODULES 7
ν : ν ∈ Q̂+}, for some k ∈ N+ and for some µ1, . . . , µk ∈ P̂
+. Then
V ∼=
⊕
λ∈P̂+
m(λ)V̂ (λ),
for some non-negative integers m(λ). Furthermore, as a Uq(g)-module, V̂ (λ)
is a direct sum of simple finite dimensional highest weight modules V (µ) for
various µ ∈ P+.
(ii) Let M be an integrable Uq(g)-module. Then M is a sum of simple Uq(g)-
modules of form V (λ) for various λ ∈ P+.
Corollary. Let M be an integrable Uq(g)-module with finite dimensional weight
spaces. Then M is finite-dimensional.
Proof. Let r ∈ N+ be minimal such that r̟i ∈ Q
+ for all i ∈ I. Then any λ ∈ P+
can be written as λ′ + η where η ∈ Q+ and λ′ ∈ P+r := {ν =
∑
i∈I ki̟i ∈ P
+ :
0 ≤ ki < r}. Evidently, P
+
r is a finite set. On the other hand, by Lemma 1.7,
for all λ ∈ P+, there exists λ′ ∈ Ω(V (λ)) ∩ P+r . Since dimMλ′ < ∞ and the sum
of V (λ) is direct, it follows that the multiplicity of each V (λ) in M is finite and
that the set of λ ∈ P+ such that V (λ) occurs in M is also finite. It remains to
apply (ii) of the above Proposition.
1.8. Since Ûq is a Hopf algebra, given a Ûq-module V =
⊕
ν∈P̂ Vν , we can
endow V ∗ with a structure of a Ûq module via the antipode. If dim Vν < ∞ for
all ν ∈ P̂ then V # =
⊕
ν∈P̂ V
∗
ν , is a Ûq-submodule of V
∗. The module V # is
called the graded dual of V . One can prove that the graded dual of V̂ (λ) , λ ∈ P̂+
is the unique simple integrable module generated by an element v∗λ such that
Fi.v
∗
λ = 0, Ki.v
∗
λ = q
−λi
i v
∗
λ, D.v
∗
λ = q
−kv∗λ, E
λi+1
i v
∗
λ = 0.
Clearly, V̂ (λ)# is an integrable module. Results analogous to the ones above hold
for the modules V̂ (λ)#. Finally, note that the element C acts on V̂ (λ) as qr id and
on V̂ (λ)# as q−r id where r = (λ | δ). Notice that r > 0 unless λ ∈ P̂+ ∩ P e = Zδ.
In the latter case both V̂ (λ) and V̂ (λ)# are one-dimensional.
1.9. Let M be an integrable Uq(g) or Ûq-module. Following [23, 5.2], one can
define C(q)-linear endomorphisms Ti : i ∈ I (respectively, i ∈ Iˆ) of M satisfy-
ing TiMλ =Msiλ. Moreover, by [23, Chapter 39], the Ti satisfy the relations of the
braid group associated with W (respectively, Ŵ ). In particular, the set of weights
of M is W (respectively Ŵ ) invariant. Moreover, if M is admissible, then we have
dimMλ = dimMwλ for all w ∈ W (respectively, w ∈ Ŵ ).
2. Quantum loop modules
In this section we study a family of irreducible integrable modules of Ûq on
which C acts as the identity and hence these are actually modules for the extended
quantum loop algebra Ueq.
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2.1. Given a Uq module V of type 1, one can easily verify that the following
formulae define a structure of a Ueq-module of type 1, which we denote by L(V ; d),
on the vector space L(V ) = V ⊗ C(q)[t, t−1]. Namely, fix d ∈ Z and define for
all k, r ∈ Z, x ∈ (Ueq)k and v ∈ V
x(v ⊗ tr) = (xv) ⊗ tr+k, D(v ⊗ tr) = qd+r v ⊗ tr.
We set L(V ) = L(V ; 0) and call it the quantum loop module associated to V .
Lemma. Let V be a cyclic Uq module generated by an element v ∈ V . Then L(V )
is generated as a Ueq-module by the elements v ⊗ t
r, r ∈ Z.
Proof. Immediate.
If V is a finite-dimensional Uq-module then the corresponding loop module L(V )
is an integrable Ueq-module.
The main result of this section is the following
Theorem 1. Let V be an irreducible finite-dimensional Uq-module and let d ∈ C.
Then, there exists v ∈ V and a unique m ∈ N+ such that as Ueq-modules we have,
L(V ; d) =
m−1⊕
s=0
Ueq.(v ⊗ t
s),
where Ueq.(v ⊗ t
s) is an irreducible Ueq-module for all 0 ≤ s ≤ m− 1.
We prove this theorem in the remainder of this section. For simplicity of notation,
we assume that d = 0, the general case being identical.
2.2. We need several results about irreducible finite-dimensional representa-
tions of Uq which we now recall (cf. [8]). Let
A = {π =
∑
m≥0
πmu
m ∈ C(q)[[u]] : π(0) = 1}.
Definition. We say that a Uq-module V is ℓ-highest weight, with highest weight
(λ,pi±), where λ =
∑
i∈I λi̟i, pi
± = (π±1 (u), · · · , π
±
n (u)) ∈ A
n, if there exists
0 6= v ∈ Vλ such that V = Uq.v and
x+i,k.v = 0, Ki.v = q
λi
i v, P
±
i (u).v = π
±
i (u)v,
for all i ∈ I, k ∈ Z. Such an element v is called a highest weight vector.
If V is an ℓ-highest weight module, then in fact V = Uq(<).v and so
Vµ 6= 0 =⇒ µ = λ− η (η ∈ Q
+).
For any λ ∈ P+, pi± ∈ An, there exists a unique (up to an isomorphism) irreducible
highest weightUq-module with highest weight (λ,pi
±). Write π±i (u) =
∑
r≥0 π
±
i,ru
r
and let I(λ,pi±) be the left ideal in Uq generated by Uq(>)+ and the elements
Pi,±r − π
±
i,r, Ki − q
λi
i : i ∈ I, r ∈ N
+ and let M(λ,pi±) be the quotient of Uq by
I(λ,pi±). Let v¯pi be the canonical image of 1 ∈ Uq in M(λ,pi
±). This module is ℓ-
highest weight and has a unique irreducible quotient which we denote as V (λ,pi±).
Let vpi be the canonical image of v¯pi in V (λ,pi
±).
Lemma. Let pi± ∈ A. Take a ∈ C(q)× and set pi±a = (π
m
1 (au), · · · , π
±
n (au)).
Then there exists a canonical isomorphism φpi±,a : V (λ,pi
±)→ V (λ,pi±a ) of Uq(g)-
modules, such that
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(i) For all x ∈ (Uq)k, v ∈ V (λ,pi
±) we have,
φpi±,a(xv) = a
kxφpi±,a(v).
(ii) For all a, b ∈ C(q)×,
φ
pi
±
a ,b
◦ φpi±,a = φpi±,ab.
Proof. Given a ∈ C(q)×, let φa be the graded algebra automorphism of U
e
q defined
on generators by
φa(x
±
i,k) = a
kx±i,k, φa(hi,k) = a
khi,k, φa(Ki) = Ki, φa(D) = D,
for all i ∈ I and k ∈ Z. Evidently, φ−1a = φa−1 . It follows immediately from the
definitions that φa maps I(λ,pi
±) to I(λ,pi±a ) and hence induces an isomorphism
of vector spaces φa : M(λ,pi
±) → M(λ,pi±a ). Since φa(x) = x if x ∈ (Uq)0 it
follows that this map is an isomorphism of (Uq)0-modules, in particular, a map
of Uq(g)-modules. Let L(λ,pi
±) be the maximal Uq-submodule of M(λ,pi
±). We
claim that φa(L(λ,pi
±)) is a Uq-submodule of L(λ,pi
±
a ), even though φa is not
a Uq-module map. Indeed, take y ∈ Uq such that y + I(λ,pi
±) ∈ L(λ,pi±). Then
for all x ∈ Uq,
xφa(y + I(λ,pi
±)) = xφa(y) + I(λ,pi
±
a ) = φa(φ
−1
a (x)y) + I(λ,pi
±
a )
= φa(φ
−1
a (x)y + I(λ,pi
±)) ∈ φa(L(λ,pi
±)).
Since φa(v¯pi) = v¯pia , we conclude that φa factors through to a map V (λ,pi
±) →
V (λ,pi±a ), which is the desired isomorphism φpi±,a. The properties (i) and (ii) of
φpi±,a are immediate from the fact the algebra automorphism φa satisfies these
conditions.
2.3. The following was proved in [8] (see also [9]).
Theorem 2. Assume that λ ∈ P+ and pi± ∈ An satisfy the following
(i) pi+ = (π1, · · · , πn) is an n-tuple of polynomials,
(ii) λi = deg πi,
(iii) π−i (u) = u
degπiπi(u
−1)/
(
udegπiπi(u
−1
)
)
∣∣
u=0
.
Then V (λ,pi±) is an irreducible finite-dimensional ℓ-highest weightUq-module with
highest weight (λ,pi±). Moreover, these exhaust the irreducible finite-dimensional
ℓ-highest weight modules.
From now, we shall only consider n-tuples of polynomials pi = (π1, · · · , πn),
which have constant term 1 and split over C(q) and we denote by V (pi) the irre-
ducible ℓ-highest weight module corresponding to pi.
We also need the following (cf. [9])
Proposition. Assume that V (pi) and V (pi′) are irreducible highest weight Uq-
modules and also that V (pi)⊗ V (pi′) is irreducible. Then
V (pi)⊗ V (pi′) ∼= V (pipi′) ∼= V (pi′)⊗ V (pi),
where pipi′ = (π1π
′
1, . . . , πnπ
′
n).
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2.4. Given such an n-tuple pi, and d ∈ Z, define a homomorphism χpi,d :
Ueq(0)→ C(q)[t, t
−1] by extending the assignment,
χpi,d(Pi,±r) = π
±
i,rt
±r, χpi,d(Ki) = q
degπi
i , χpi,d(D) = q
d,(2.1)
for all i ∈ I, r ∈ Z to a homomorphism of Z-graded algebras. We set χpi = χpi,0.
Lemma. Let pi = (π1, . . . , πn) be an n-tuple of polynomials satisfying πi(0) = 1.
Suppose that χpi : U
e
q → C(q)[t
m, t−m]→ 0, for some m > 1. Then for all i ∈ I, πi
is actually a polynomial in um. In particular, there exists an n-tuple of polynomials
pi
0 = (π01 , · · · , π
0
n) such that π
0
i (0) = 1 and
πi =
m−1∏
s=0
π0i (ζ
su),
where ζ ∈ C is an mth primitive root of unity.
Proof. By the definition of χpi and Lemma 1.4, π
±
i,r = 0 unless m divides r. It
follows that the π are polynomials in um. In particular, m divides deg πi, hence we
can write deg πi = mim for some mi ∈ N. Let ai be a root of πi in the algebraic
closure of C(q). Then, evidently, ζsai is a root of πi for all s = 0, . . . ,m − 1.
Since πi(0) = 1, ai 6= 0, and so we can write
πi(u) =
mi∏
r=1
m−1∏
s=0
(1− bi,rζ
su),
for some bi,r ∈ C(q). Set
π0i (u) =
mi∏
r=1
(1− bi,ru).
It remains to observe that π0i ∈ C(q)[u].
Given pi such that χpi : U
e
q → C(q)[t
m, t−m] → 0 for some m > 1, let pi0 be the
n-tuple of polynomials defined in the previous Lemma.
2.5. Our further analysis is based on the following result which was established
in [5, Theorem 3].
Theorem 3. Let {pij = (πj,1, · · · , πj,n) : 1 ≤ j ≤ k} be a set of n-tuples of
polynomials with constant term one which are split over C(q). Assume further,
that for all 1 ≤ j, j′ ≤ k and l ∈ I, we have
a 6= bqZ,
where a and b are arbitrary roots of πj,l and πj′,l. Then, the tensor product
V (pi1)⊗ · · · ⊗ V (pik) is an irreducible Uq-module.
Proposition. Let V (pi) be an irreducible finite-dimensional representation of Uq,
and assume that χpi : U
e
q → C(q)[t
m, t−m]→ 0, for some m > 1. Then there exists
an n-tuple of polynomials pi0 such that
V (pi) ∼= V (pi0(u))⊗ V (pi0(ζu))⊗ · · · ⊗ V (pi0(ζm−1u)).
Proof. This follows immediately from Theorem 3 and Lemma 2.4.
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2.6. It follows from Theorem 3 and Proposition 2.5 that there exists a non-
trivial isomorphism of Uq-modules,
τpi0 : V (pi
0(u))⊗ V (pi0(ζu))⊗ · · · ⊗ V (pi0(ζm−1u))→
V (pi0(ζu))⊗ V (pi0(ζ2u))⊗ · · · ⊗ V (pi0(u)),
which maps the tensor product of highest weight vectors on the left to the corre-
sponding element on the right. Set
ηpi0 = (φpi0
ζ
,ζm−1 ⊗ φpi0
ζ2
,ζm−1 ⊗ · · · ⊗ φpi0,ζm−1) ◦ τpi0 .
Then ηpi0 is a Uq(g)-module endomorphism of V (pi) ∼= V (pi
0(u)) ⊗ V (pi0(ζu)) ⊗
· · · ⊗ V (pi0(ζm−1u)) and maps a highest weight vector to its multiple. We may
assume, without loss of generality, that ηpi0 maps a highest weight vector to itself.
Lemma. Suppose that x ∈ (Uq)k for some k ∈ Z. Then
ηpi0(x.v) = ζ
−kx.ηpi0(v).
In particular, ηm
pi0
= id.
Proof. Let ∆ denote the standard co-multiplication on Uq (cf. 1.4) and set ∆
r =
(∆⊗ id⊗r−1) ◦ · · · ◦ (∆ ⊗ id)∆ : Uq → U
⊗r+1
q . Suppose that x ∈ (Uq)k. Then we
can write, using the summation notation of Sweedler and Lemma 1.3, ∆m−1(x) =
x1 ⊗ · · · ⊗ xm where xj ∈ (Uq)kj , kj ∈ Z and k1 + · · ·+ km = k. Therefore,
ηpi0(xv) = (φpi0
ζ
,ζm−1 ⊗ φpi0
ζ2
,ζm−1 ⊗ · · · ⊗ φpi0,ζm−1)(x1 ⊗ · · · ⊗ xm)τpi0(v)
= ζ(m−1)k(x1 ⊗ · · · ⊗ xm)(φpi0
ζ
,ζm−1 ⊗ φpi0
ζ2
,ζm−1 ⊗ · · · ⊗ φpi0,ζm−1) ◦ τpi0(v)
= ζ−kx.ηpi0(v).
Since V (pi) is simple, it follows that V (pi) = Uqvpi . On the other hand, ηpi0vpi =
vpi , hence by the above V (pi) is a direct sum of eigenspaces of ηpi0 and all the
eigenvalues of ηpi0 are mth roots of unity. If follows immediately that η
m
pi0
= id.
2.7. Extend of ηpi0 to L(V (pi)) by setting ηpi0(v ⊗ t
r) = ζrηpi0(v) ⊗ t
r. From
now on we will denote this map by η.
Lemma. The map η : L(V (pi))→ L(V (pi)) is a Ueq module endomorphism.
Proof. Take x ∈ (Ueq)k for some k ∈ Z. Then, for all v ∈ V (pi) and r ∈ Z
η(x(v ⊗ tr)) = η(xv ⊗ tr+k) = ζr+kηpi0(xv) ⊗ t
r+k
= ζrx.ηpi0(v)⊗ t
r+k by Lemma 2.6
= x.η(v ⊗ tr).
Since every x ∈ Ueq can be written, uniquely, as a finite sum of homogeneous
elements, we conclude that η commutes with the action of Ueq.
2.8. Our Theorem 1 is an immediate consequence of the following
Lemma. Let Ls(V (pi)) ⊂ L(V (pi)) be the eigenspace of η corresponding to the
eigenvalue ζs, s = 0, . . . ,m− 1. Then
L(V (pi)) =
m−1⊕
s=0
Ls(V (pi)) =
m−1⊕
s=0
Ueq .(vpi ⊗ t
s),
where the summands are simple Ueq-modules.
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Proof. Since ηpi0(vpi) = vpi , it follows that η(vpi ⊗ t
s) = ζsvpi ⊗ t
s, hence vpi ⊗
ts ∈ Ls(V (pi)). Furthermore, η ∈ EndUeq L(V (pi)) whence L
s(V (pi)) is a Ueq-
submodule of L(V (pi)). Finally, observe that, by Lemma 2.1, every proper sub-
module of L(V (pi)) meets vpi ⊗C(q)[t, t
−1]. Therefore, Ueq(vpi ⊗ t
s) is simple.
Remark. Although we have worked overC(q), the results of the section go through
if we specialize q to be a complex number which is not a root of unity.
3. Classification of irreducible integrable modules for Ûq.
3.1. We begin with the following definition which is analogous to Definition 2.2.
Definition. A Ueq-module V of type 1 is called ℓ-highest weight if there exists a
vector v ∈ V , λ =
∑
i∈I λi̟i + dδ ∈ P
e and a maximal graded ideal M in Ueq(0)
such that
x+i,k.v = 0, M.v = 0, Ki.v = q
λi
i v, Dv = q
dv
for all i ∈ I and k ∈ Z.
It is not hard to see that the set of maximal graded ideals in Uq(0) is in bi-
jective correspondence with the set of graded ring homomorphisms χ : Uq(0) →
C(q)[t, t−1]. Given such a χ and λ ∈ P e, one can define in the obvious way a
universal highest weight module M(λ, χ). Namely M(λ, χ) is the left Ueq-module
obtained by taking the quotient of Ueq by the left ideal generated by the elements
x+i,r, i ∈ I, r ∈ Z, kerχ, Ki− q
λi
i , i ∈ I and D− q
d. Let v¯λ,χ be the image of 1 ∈ U
e
q
inM(λ, χ). Standard methods show thatM(λ, χ) has a unique irreducible quotient
V (λ, χ). Denote the canonical image of v¯λ,χ in V (λ, χ) by vλ,χ.
We need the following result which was proved in [7, Proposition 3.5].
Proposition. For all s ≥ 0, we have,
(x+i,±1)
s(x−i,0)
s = Pi,±s + terms in U
e
qUq(>)+.
Theorem 4. The Ueq-module V (λ, χ) is integrable if and only if there exists an
n-tuple of polynomials pi = (π1, · · · , πn) in an indeterminate u with constant term
one, and d ∈ C, such that
λi = deg πi, χ = χpi,d,
where χpi,d was defined in (2.1).
Proof. Suppose that V (λ, χ) is integrable. Then we have
(x−i,0)
s.vλ,χ = 0, i ∈ I, s ≥ λi + 1,
whence
(x+i,±1)
s(x−i,0)
s.vλ,χ = 0, i ∈ I, s ≥ λi + 1.
Using Proposition 3.1, we conclude that
Pi,s.vλ,χ = 0, i ∈ I, |s| ≥ λi + 1,
that is, Pi,s ∈ kerχ for all i ∈ I and |s| ≥ λi+1. Furthermore, since (x
−
i,0)
λi .vλ,χ 6=
0, and x−i,−1(x
−
i,0)
λi .vλ,χ = 0, it follows from the representation theory of Uq(sl2)
that
(x+i,1)
λi(x−i,0)
λi .vλ,χ 6= 0,
QUANTUM LOOP MODULES 13
hence Pi,λi 6= 0. Thus, we can define an n-tuple of polynomials pi by
πi(u) =
(
1
χ(Pi,λi)t
−λi
)∑
r≥0
(χ(Pi,r)t
−r)ur.
One can prove then as in [7], that the eigenvalues of Pi,−r are given by the n-
tuple pi− defined in the previous section. It is now easy to check that χ = χpi,d
where χ(D) = qd and the result follows.
For the converse statement it suffices to prove that given an n-tuple of poly-
nomials with constant term one and d ∈ Z, there exists an irreducible integrable
module with highest weight χpi,d. Consider the module L(V (pi); d) defined in 2.1.
It is clear that the element vpi ⊗ 1 generates a highest weight U
e
q-module which is
integrable. Further, by Theorem 1, it follows that this module is irreducible and
hence is isomorphic to V (degpi, χpi,d).
We note the following consequence.
Corollary. Any irreducible integrable ℓ-highest weight Ueq-module is isomorphic
to a simple submodule of a quantum loop module, and in particular has finite-
dimensional weight spaces.
3.2. We are aiming to prove a classification result which similar to the one
obtained in [4, 6]. This can be done only if we work over an algebraically closed
field containing C(q). The classification result also holds if we specialize q to be
a non-zero complex number which is not a root of unity. We will assume without
further comment that we are in one of these situations until the end of this section.
We begin with the following
Proposition. Let V =
⊕
ν∈P̂ Vν be an integrable Ûq-module of type 1, such that
dimVν <∞ for all ν ∈ P̂ . Then there exists λ ∈ P̂ such that Vλ 6= 0 and Vλ+η = 0
for all η ∈ Q+ \ {0}. In particular, (λ |αi) ≥ 0 for all i ∈ I.
Proof. Suppose that for each µ ∈ Ω(V ) there exists ν ∈ Q+ such that µ+ν ∈ Ω(V ).
Fix some µ ∈ Ω(V ). Then there exists an infinite sequence {ηr}r≥1 such that ηr ≤
ηr+1 and µ + ηr ∈ Ω(V ) for all r ≥ 1. Set Wr := Uq(g)Vµ+ηr . Then Wr is an
integrableUq(g)-module with finite-dimensional weight spaces and hence by Propo-
sition 1.7(ii) and Corollary 1.7
Wr ∼=
⊕
µr,s∈P+
m(µr,s)V (µr,s),
where m(µr,s) ∈ N and are non-zero for finitely many µr,s. Choose s1 such that
ν1 := µ1,s1 > µ and m(µ1,s1) 6= 0. Such s1 exists since µ + η1 is a weight of W1.
Furthermore, let r2 be the smallest positive integer so that there exists s2 with
ν2 := µr2,s2 > µ, µ1,s1 6= µr2,s2 and m(µr2,s2) 6= 0. Notice that r2 always exists
since the module W1 is finite-dimensional and the maximal weights which occur
in Wr keep increasing. Repeating this process, we obtain an infinite collection of
elements νk > µ, k ≥ 1 such that such that V (νk) is isomorphic to an irreducible
Uq(g)-submodule W (νk) of V . By Lemma 1.7 it follows that Vµ ∩W (νk) 6= 0 for
all k ≥ 1. Since all the νk are distinct, the sum ofW (νk) is direct, which contradicts
the finite-dimensionality of Vµ. In particular λ + αi is not a weight for all i ∈ I.
It follows that Vλ generates a highest weight Uq(g)-module, whence λ is dominant
with respect to the αi, i ∈ I.
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3.3. Let U+i,s (respectively, U
−
i,s), i ∈ I, s ∈ Z be the subalgebra of Ûq gener-
ated by E = x+i,s, F = x
−
i,−s and K = C
sKi (respectively, by E = x
−
i,s, F = x
+
i,−s
and K = CsK−1i ). One can easily see from the defining relations (cf. 1.2) that U
±
i,s
is isomorphic to Uq(sl2), E, F and K being the standard generators of the latter
algebra.
The following simple Lemma will be used repeatedly in the proof of our main
theorem.
Lemma. Let V be an integrable admissible Ûq-module. Assume that µ ∈ Ω(V )
satisfies (µ | sδ ∓ αi) > 0 for some i ∈ I and s ∈ Z. Then µ± αi − sδ ∈ Ω(V ).
Proof. Recall that if M is a finite dimensional Uq(sl2) module and Km = q
km for
some m ∈M , with k > 0, then Fm 6= 0. Consider a Uq(sl2)-module U
∓
i,sVµ. Since
CsK∓1i acts on Vµ by q
k with k = (µ | sδ∓αi) positive, it follows that x
±
i,−sVµ 6= 0.
Since x±i,−sVµ ⊂ Vµ±αi−sδ the result follows.
3.4. Now we will prove the main result of this section.
Theorem 5. Let V =
⊕
ν∈P̂ Vν be an irreducible integrable Ûq-module of type 1
and assume that dimVν < ∞ for all ν ∈ P̂ and let r ∈ Z be such that Cv = q
rv
for all v ∈ V . Suppose that dimV > 1.
(i) If r > 0, then there exists λ ∈ P̂+ such that V ∼= V (λ).
(ii) If r = 0 then, there exists an n-tuple of polynomials pi with constant term 1
and d ∈ Z such that V is isomorphic to an irreducible component of L(V (pi); d).
(iii) If r < 0, then there exists λ ∈ P̂+ such that V ∼= V (λ)#.
Proof. By Proposition 3.2 we can choose λ ∈ P̂ ∈ Ω(V ) such that λ + η is not a
weight of V for all η ∈ Q+ and (λ |αi) ≥ 0 for all i ∈ I. Given η =
∑
i∈I kiαi ∈ Q
+,
set ht η :=
∑
i∈I ki.
(i) Assume that r > 0. Then there exists m ∈ N such that Vλ+sδ = 0 for
all s > m. Indeed, otherwise we can choose s > 0 such that λ + sδ ∈ Ω(V ) and
(λ+sδ | sδ−αi) = rs−(λ |αi) > 0 for all i ∈ I. It follows from Lemma 3.3 that λ+αi
is a weight of V for all i ∈ I, which contradicts the choice of λ. Next, we prove that
the Uq(g)-module M = Û
+
q (≪)Û
+
q (0)Û
+
q (≫)Vλ+mδ is finite-dimensional. Since
Û+q (0)Û
+
q (≫) ⊂ Û
+
q (≫)Û
+
q (0),
it suffices, by the choice of m, to prove that Û+q (≪)Û
+
q (≫)Vλ+mδ is finite-dimen-
sional.
Let us prove first that
Û+q (≫)Vλ+mδ = U
+
q (g)Vλ+mδ ,(3.1)
where U+q (g) is the subalgebra of Uq(g) generated by the x
+
i,0 : i ∈ I. First,
suppose that x+i,sVλ+mδ 6= 0 for some i ∈ I and s ∈ N
+. Then λ + (m + s)δ + αi
is a weight of V . Since (λ + (m + s)δ + αi |αi) = (λ |αi) + 2di > 0, it follows
from Lemma 3.3 that λ + (m + s)δ ∈ Ω(V ) which is a contradiction. Then using
induction on ht η we conclude that λ+ η + (m+ s)δ, η ∈ Q+ is not a weight of V
for all s > 0, whence
Û+q (≫)Vλ+mδ = U
+
q (g)Vλ+mδ ⊂ Uq(g)Vλ+mδ.
Yet Uq(g)Vλ+mδ is finite-dimensional by Corollary 1.7 and (3.1) is proved.
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In particular, there exists a finite set {ηk} ⊂ Q
+ such that U+q (g)Vλ+mδ ⊂⊕
k Vµk where µk = λ+ ηk +mδ and that M ⊂
⊕
k Û
+
q (≪)Vµk . Since dim Û
+
q (≪
)−η+sδ <∞ for all η ∈ Q
+ and s ∈ N, to prove that M is finite-dimensional, it is
now sufficient to prove that
Û+q (≪)−η+sδVµk = 0(3.2)
for all but finitely many η ∈ Q+ and s ∈ N+, which is an immediate consequence
of the following two assertions:
1◦. The set {η ∈ Q+ : µk − η + lδ ∈ Ω(M) for some l > 0} is finite.
2◦. For every η ∈ Q+, Mµk−η+lδ = 0 for l sufficiently large.
In order to prove 1◦, assume it to be false and observe that the weights of M
are all of the form µk − η + lδ : η ∈ Q
+. Since M is an integrable Uq(g)-module,
it follows (cf. 1.9) that Ω(M) is W -invariant. Since the set of the µk is finite, as
is the group W , and P , δ are preserved by W , we can always choose η ∈ Q+ such
that µk−η+ lδ is a weight and theW -orbit of µk−η+ lδ contains an element which
is not of the form µr − η
′ + lδ for some r and η′ ∈ Q+, which is a contradiction.
To prove 2◦ we proceed by induction on ht η. If ht η = 1, that is η = αj for
some j ∈ I, and µk − η+ lδ ∈ Ω(M) for infinitely many l, choose l large enough so
that µk − αj + lδ ∈ Ω(M) and (µk − η + lδ | (l − 1)δ − αj) = r(l − 1)− (µk |αj) +
2dj > 0. Applying Lemma 3.3 we conclude that µk + δ is a weight of M , which
is a contradiction. For the inductive step, suppose that η ∈ Q+ with ht η > 1.
Then there exists j ∈ I such that η − αj ∈ Q
+. Furthermore, by the induction
hypothesis there exists N such that µk − (η − αi) + lδ /∈ Ω(M) for all l > N .
Choose s > 0 so that µk − η + lδ ∈ Ω(M) whilst (µk − η + lδ | (s + 1)δ − αj) =
r(s + 1) − (µk |αj) + (η |αj) > 0, where l = N + s + 1. Then Lemma 3.3 yields
µk − (η − αj) + (N + 1)δ ∈ Ω(M), which is a contradiction by the choice of N .
Since V is simple, it follows from Proposition 1.2 that Ω(V ) ⊂ Ω(M) − Q̂+.
Further, any µ ∈ P̂ with (µ | δ) > 0 is Ŵ conjugate to an element in P̂+. Since V is
integrable, Ω(V ) is Ŵ -invariant hence Ω(V ) is contained in a finite union of cones
of the form µ − Q̂+ where µ ∈ P̂+. In order to complete the proof of (i), it only
remains to apply Proposition 1.7.
(ii) If r = 0 then Ω(V ) is contained in P e. We prove first that there exists
µ ∈ Ω(V ) such that x+i,mVµ = 0 for all i ∈ I, m ∈ Z.
Suppose that x+i,mVλ 6= 0 for some i ∈ I and m ∈ Z. Set µ = λ + αi + mδ.
Suppose further that x+j,s.Vµ 6= 0 for some j ∈ I, s ∈ Z. Observe that, if i 6= j ∈ I
then either aij + 2 > 0 or aji + 2 > 0 and obviously aii + 2 > 0. Thus we may
assume, without loss of generality, that aij + 2 > 0. Then (λ + αi + αj |αi) =
(λ |αi) + di(aij + 2) > 0 and so by Lemma 3.3 we conclude that λ + αj ∈ Ω(V ),
which is a contradiction by the choice of λ.
Thus, we have proved that V = Ûqv0 where v0 satisfies
x+i,r.v0 = 0, ∀ i ∈ I, r ∈ Z.
Since Ueq = Uq(<)U
e
q(0)Uq(>) it follows from standard arguments that U
e
q(0)v0
must be an irreducible Ueq(0)-module. Since U
e
q(0) is a Z-graded commutative
algebra, it follows that the irreducible graded representations must just be the
quotient of Ueq(0) by a maximal graded ideal M of U
e
q(0), which annihilates v0.
This proves that V is a ℓ-highest weight module of Ueq and (ii) now follows from
Corollary 3.1.
16 VYJAYANTHI CHARI AND JACOB GREENSTEIN
(iii) This case is similar to the first one.
3.5. Assume that the bilinear form on ĥ∗ is normalized in such a way that its
values on P̂ are rational (for, it is sufficient to assign a rational value to (ω0 |ω0)).
Let M =
⊕
ν∈P̂ Mν be a Ûq-module of type 1. We say, following [20, 21], that M
is a bounded module if (ν | ν) ≤ N for some N ∈ Z and for all ν ∈ Ω(M). In
particular, if M is simple, then this upper bound is attained (cf. [20, 7.2]), that is
there exists λ ∈ Ω(M) such that (ν | ν) ≤ (λ |λ) for all ν ∈ Ω(M). We call such a λ
maximal.
Observe that a bounded module is necessarily integrable. Indeed, if both µ
and µ + nαi are weights of M , then (µ + nαi |µ + nαi) = (µ |µ) + 2n(µ |αi) +
n2(αi |αi) ≤ N which imposes a bound on |n|. It is shown in [21] that a simple
bounded ĝ-module is admissible, being necessarily of one of the types described
in [4, 6].
We will now establish a similar result for Ûq-modules.
Proposition. Let V be a simple bounded Ûq-module and suppose that λ is its
maximal weight and that dimV 6= 1.
(i) If (λ | δ) > 0, then V ∼= V (µ), where µ ∈ Ŵλ ∩ P̂+.
(ii) If (λ | δ) = 0, then V is isomorphic to a simple submodule of L(V (pi); d) for
some n-tuple pi of polynomials with constant term 1 and d ∈ Z.
(iii) If (λ | δ) < 0, then V is isomorphic to V (µ)#, where µ ∈ Ŵ (−λ) ∩ P̂+.
In particular, a simple bounded Ûq-module is admissible.
Proof. Since the form (· | ·) is Ŵ -invariant and V is integrable, any element of
the Ŵ -orbit of λ is also a maximal weight of V .
(i) Suppose that (λ | δ) > 0. Then the W -orbit of λ contains µ ∈ P̂+. Since µ
is maximal by the above remark, it follows that µ + αi is not a weight of V for
all i ∈ Iˆ. Indeed, (µ + αi |µ + αi) = (µ |µ) + 2(µ |αi) + (αi |αi) > (µ |µ), which
contradicts the maximality of µ. Therefore, EiVµ = 0 for all i ∈ Iˆ, that is V is
a highest weight module of highest weight µ. Since V is simple, the claim follows
immediately from Proposition 1.7.
(ii) Suppose that (λ | δ) = 0. Then λ ∈ P e and so Ŵλ ∩ P̂+ is empty. How-
ever, since W is a finite group, we can always conjugate λ to some µ ∈ P e such
that (µ |αi) ≥ 0 for all i ∈ I. Since (µ+αi + sδ |µ+αi + sδ) = (µ |µ) + 2(µ |αi) +
(αi |αi) > (µ |µ) and µ is a maximal weight, we conclude that µ + αi + sδ is not
a weight of V for all i ∈ I and s ∈ Z. It follows that x+i,sVµ = 0 for all i ∈ I
and s ∈ Z. The rest of the argument repeats that of the proof of the second part
of Theorem 5.
(iii) The argument repeats that of (i).
4. Characters of quantum loop modules in sln+1 case
4.1. In the classical case, we have the following result (cf. [14]). Let V =⊗k
i=1 V (λi)
⊗mim be a finite dimensional Lg = g ⊗ C[t, t−1]-module with evalua-
tion parameters ai,rζ
s where λi ∈ P
+ and are distinct, ai,r ∈ C, r = 1, . . . ,mi,
s = 0, . . . ,m − 1 and ai,r/ai′,r′ is not an mth root of unity. Let L(V ) be the
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corresponding loop ĝ-module. Then the formula of [14, Theorem 4.4] yields
dimLs(V )ν+rδ =
1
m
∑
d|m
ϕr−s(d) dim V
1/d
ν/d ,(4.1)
where V 1/d :=
⊗k
i=1 V (λi)
⊗mim/d and
ϕk(d) = ϕ(d)
µ(d/ gcd(d, k))
ϕ(d/ gcd(d, k))
,
where ϕ is the Euler function and µ is the classical Mo¨bius function, µ(k) = 0 if k
is divisible by a square and µ(k) = (−1)l if k is a product of l distinct primes.
Alternatively, set V0 =
⊗k
i=1 V (λi)
⊗mi . Then
dimLs(V )ν+rδ =
1
m
∑
d|m
ϕr−s(d) dim(V0)
⊗m/d
ν/d .(4.2)
4.2. Retain the notations of Section 2 and define, for any d dividing m,
pi
1/d = (π
1/d
1 , . . . , π
1/d
n ),
where π
1/d
i (u) =
∏m/d−1
j=0 π
0
i (ζ
jdu). In particular, if d = 1 then pi1 = pi. It
follows immediately from Theorem 3 and Lemma 2.4 that V (pi1/d) is isomorphic
to V (pi0)⊗ V (pi0ζd) ⊗ · · · ⊗ V (pi
0
ζm−d). Then we conjecture the following quantum
analogue of (4.1) and (4.2)
Conjecture. Let ν ∈ P , r ∈ Z and s = 0, . . . ,m− 1. Then
dimLs(V (pi))ν+rδ =
1
m
∑
d|m
ϕr−s(d) dim V (pi
1/d)ν/d
=
1
m
∑
d|m
ϕr−s(d) dim(V (pi
0)⊗m/d)ν/d.
In the rest of this section we prove this conjecture in some special case for g ∼=
sln+1.
4.3. Recall that V (pi) is a direct sum of eigenspaces of ηpi0 and that the eigen-
values of the latter are mth roots of unity. Let V (pi)(k) ⊂ V (pi) be the eigenspace
of ηpi0 corresponding to the eigenvalue ζ
k. Define, for all v ∈ V (pi) and for all s ∈ Z
Πs(v) =
1
m
m−1∑
k=0
ζ−ksηk
pi0
(v)
Evidently, Πs depends only on the residue class of s (mod m). Observe that the Πs
are Uq(g)-module endomorphisms of V (pi). Furthermore, for all v ∈ V (pi) and for
all r, s ∈ Z, define
Π̂s(v ⊗ t
r) = Πs−r(v)⊗ t
r.
Lemma. (i) The Πs : s = 0, . . . ,m− 1 are orthogonal projectors onto V (pi)
(s).
(ii) The Π̂s : s = 0, . . . ,m − 1 are U
e
q-module endomorphisms of L(V (pi)) and
orthogonal projectors onto its simple Ueq submodules L
s(V (pi)).
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Proof. For the first part, we have, for all v ∈ V (pi),
ηpi0(Πs(v)) =
1
m
m−1∑
k=0
ζ−ksηk+1
pi0
(v) =
1
m
m∑
k=1
ζ−(k−1)sηk
pi0
(v) = ζsΠs(v),
whence Πs(v) ∈ V (pi)
(s). Furthermore, write u = Πs(v). Then η
k
pi0
(u) = ζksu, and
so
Πs′Πs(v) =
1
m
m−1∑
k=0
ζk(s−s
′)u.
If s− s′ = 0 (mod m) then the sum in the right-hand side equals m, whence Π2s =
Πs. Otherwise, the sum equals (ζ
m(s−s′)− 1)/(ζ(s−s
′)− 1) = 0, that is Πs′ ◦Πs = 0
if s 6= s′ (mod m).
For the second part, take x ∈ (Uq)k, v ∈ V (pi), r ∈ Z. Then
Π̂s(x(v ⊗ t
r)) = Π̂s(x.v ⊗ t
r+k) =
1
m
m−1∑
j=0
ζj(r+k−s)ηj
pi0
(x.v)⊗ tr+k
=
1
m
m−1∑
j=0
ζj(r−s)x.ηj
pi0
(v)⊗ tr+k = x.Π̂s(v ⊗ t
r).
It follows that Π̂s commutes with the action of U
e
q. Furthermore,
η(Π̂s(v ⊗ t
r)) = ζrηpi0Πs−r(v)⊗ t
r = ζsΠs−r(v)⊗ t
r
= ζsΠ̂s(v ⊗ t
r),
whence the image of Π̂s is contained in L
s(V (pi)). Finally,
Π̂′sΠ̂s(v ⊗ t
r) = Πs′−rΠs−r(v)⊗ t
r.
It follows immediately from the first part that Π̂2s = Π̂s whilst Π̂s′ ◦ Π̂s = 0 if s 6= s
′
(mod m).
Observe that ηpi0 preserves weight spaces of V (pi).
Corollary. Given ν ∈ P , set V (pi)
(k)
ν := V (pi)ν ∩ V (pi)
(k). Then
dimLs(V (pi))ν+rδ = dim V (pi)
(k)
ν ,
where k = s− r (mod m).
Proof. This follows immediately from Lemma 4.3.
4.4. Throughout the rest of this section g is assumed to be isomorphic to sln+1.
It will be convenient to identify the set Iˆ with Z/(n+1)Z in the sense that i+ k :
i ∈ Iˆ, k ∈ Z is understood as i+k (mod n+1). Let V be the quantum analogue of
the natural representation of g. Explicitly, V is an (n+1)-dimensional vector space
over C(q) with a basis v0, . . . , vn, the action of the generators Ei, Fi,Ki : i ∈ I
of Uq(g) being given by
Eivj = δi,jvj−1, Fivj = δi,j+1vj+1, Kivj = q
δj+1,i−δj,ivj , i ∈ I, j ∈ Iˆ .
Given a ∈ C(q)×, we can endow V with a structure of a Uq-module which we
denote by V (a) by setting
E0vj = δj,0avn, F0vj = δj,na
−1 v0, K0vj = q
δj+1,0−δj,0vj , j ∈ Iˆ .
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This module corresponds to the n-tuple of polynomials pi = (1− au, 1, . . . , 1).
Let a, b ∈ C(q)× such that b/a 6= qZ. Then, by [5], V (a) ⊗ V (b) is irreducible
as a Uq-module and V (a) ⊗ V (b) ∼= V (b) ⊗ V (a). A computation analogous to
that of [7, 5.4] and based on a simple observation what V ⊗2 ∼= V (2̟1) ⊕ V (̟2)
(where ̟2 = 0 if n = 1) as a Uq(g)-module, allows one to obtain explicit formulae
for the isomorphism Iz : V (a)⊗ V (b)→ V (b)⊗ V (a) preserving the highest weight
vector
Iz(vi ⊗ vi) = vi ⊗ vi, i ∈ Iˆ
Iz(vi ⊗ vj) =
(
1− q2
z − q2
)
vi ⊗ vj +
(
q(z − 1)
z − q2
)
vj ⊗ vi(4.3)
Iz(vj ⊗ vi) =
(
q(z − 1)
z − q2
)
vi ⊗ vj +
(
(1 − q2)z
z − q2
)
vj ⊗ vi, 0 ≤ i < j ≤ n.
where z = b/a. In particular, we may always assume, without loss of generality,
that a = 1. More generally, take a1, . . . , am ∈ C(q)
× such that ai/aj 6= q
Z. Then
Iai+1/ai,i := id
⊗i−1⊗Iai+1/ai⊗ id
⊗m−i−1 gives an isomorphism of Uq-modules with
permutes the ith and the (i+1)th factors in the tensor product V (a1)⊗· · ·⊗V (am).
The latter is isomorphic to V (pi) where pi = (
∏s
i=1(1− aiu), 1, . . . , 1).
Now, suppose that ai = ζ
i−1, where ζ is an mth primitive root of unity. Then
we are in the situation of Lemma 2.4 and pi0 = (1 − u, 1, . . . , 1). It follows that
the isomorphism τpi0 can be constructed explicitly as Im = Iζm−1,m−1 ◦Iζm−2,m−2 ◦
· · · ◦ Iζ,1. Furthermore, since V (ζ
i) is simple as a Uq(g)-module, φpi0
ζi
,ζ−1 = id as
a map of vector spaces. Therefore, Im can be identified with the map ηpi0 defined
in 2.6.
4.5. Recall that C(q) is the quotient field of C[q] and define a subring A
of C(q) by A := {f/g : f, g ∈ C[q], g(0) 6= 0}. Then A is a local ring, the
unique maximal ideal being qA. Evidently, if f/g ∈ A, then f/g = f(0)/g(0)
(mod qA). In particular, A/qA ∼= C. Observe also that, given an A-module M , we
get M := M/qM ∼= M ⊗A A/qA. Given m ∈ M , we denote its canonical image
in M by m¯.
Let B(pi) be the set of all tensor products of the form vim ⊗ · · · ⊗ vi1 : ir ∈ Iˆ
and set L(pi) =
⊕
v∈B(pi)Av. It follows from (4.3) that ηpi0 maps L(pi) into itself
and in particular preserves qL(pi). Furthermore, if ν ∈ P is a weight of V (pi),
set L(pi)ν := L(pi)∩V (pi)ν . Since each v ∈ B(pi) is a weight vector, it follows that
ηpi0 preserves L(pi)ν . Set L(pi)ν := L(pi)ν . Then dimC L(pi)ν = rankA L(pi)ν =
dimC(q) V (pi)ν .
Lemma. Given v = vim ⊗ · · · ⊗ vi1 ∈ B(pi), define
desc(v) = {r : ir+1 < ir, 1 ≤ r < m}
and let Maj(v) be the sum of elements of desc(v) if the latter is non-empty and
zero otherwise. Then
ηpi0(v) = ζ
Maj(v)v (mod qL(pi)).
Proof. Observe that (4.3) yields, for all r = 1, . . . ,m− 1,
Iζm−r ,m−r(v) =
{
v, ir+1 ≥ ir
ζr−mv, ir+1 < ir
(mod qL(pi)),
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It follows immediately from the definition of desc(v) that Iζm−r ,m−r(v) = ζ
rv
(mod qL(pi)) provided that r ∈ desc(v) and Iζm−r ,m−r(v) = v (mod qL(pi)) oth-
erwise. The result is now immediate since ηpi0(qL(pi)) ⊂ qL(pi).
4.6. Denote by η¯pi0 the map of C-vector space L(pi) into itself which obtains
canonically from ηpi0 . By the above Lemma, the eigenvalues of η¯pi0 are mth roots
of unity.
Lemma. Let L(pi) (k) be the eigenspace of η¯pi0 corresponding to the eigenvalue ζ
k.
Then, for all k = 0, . . . ,m− 1,
dimC(q) V (pi)
(k) = dimC L(pi)
(k).
Moreover, if we set L(pi)
(k)
ν := L(pi) (k) ∩ L(pi)ν , then
dimC(q) V (pi)
(k)
ν = dimC L(pi)
(k)
ν .
Proof. Given v ∈ B(pi), set 〈v〉 := Πk(v) where k = Maj(v). Evidently, 〈v〉 ∈ L(pi)
and, moreover, 〈v〉 = v (mod qL(pi)) by Lemma 4.5. Since the canonical images
of v ∈ B(pi) in L(pi) form a basis of L(pi) over C, the 〈v〉 : v ∈ B(pi) gen-
erate L(pi) as an A-module and are linearly independent over A by Nakayama’s
Lemma. Therefore, the 〈v〉 : v ∈ B(pi) form a basis of V (pi) over C(q). Fur-
thermore, by Lemma 4.3(i), 〈v〉 ∈ V (pi)(k). We conclude that V (pi)(k) contains a
linearly independent subset {〈v〉 : v ∈ B(pi), Maj(v) = k (mod m)}, whose cardi-
nality equals dimC L(pi)
(k) by Lemma 4.5. Thus, dimC(q) V (pi)
(k) ≥ dimC L(pi)
(k).
On the other hand, since V (pi) (respectively, L(pi)) is a direct sum of eigenspaces of
ηpi0 (respectively, η¯pi0), it follows that dimC(q) V (pi) =
∑m−1
k=0 dimC(q) V (pi)
(k) ≥∑m−1
k=0 dimC L(pi)
(k) = dimC L(pi) = dimC(q) V (pi), whence the desired equality.
The second assertion is immediate since all the v ∈ B(pi) are weight vectors.
4.7. It follows immediately from Lemma 4.5 that
dimC L(pi)
(k)
ν = #{v : v ∈ V (pi)ν , Maj(v) = k (mod m)}.
The cardinality of the set which appears in the right-hand side was computed in [15].
Namely, there is a bijection between the set of weights of V (pi) (or L(pi)) and the
set
{(k0, . . . , kn) ∈ N
n+1 : k0 + · · ·+ kn = m}.
Indeed, take v = vim ⊗ · · · ⊗ vi1 ∈ B(pi) and set ki(v) : i = 0, . . . , n where ki(v) =
#{r : ir = i}. Then v is of weight ν =
∑n
i=0 ki(̟i+1 −̟i) =
∑n
i=1(ki−1 − ki)̟i,
where we set̟0 = ̟n+1 = 0. It follows from the definition that k0(v)+· · ·+ki(v) =
m. One can easily check that v,v′ ∈ B(pi) are of the same weight if and only
if ki(v) = ki(v
′) for all i = 0, . . . , n.
Suppose that ν corresponds to (k0, . . . , kn). Then
dimC L(pi)ν = dimC(q) V (pi)ν =
(
m
k0, . . . , kn
)
and by [15, A.1-A.6]
dimC L(pi)
(k)
ν =
1
m
∑
d|m
ϕk(d)
( m
d
k0
d , . . . ,
kn
d
)
=
1
m
∑
d|m
ϕk(d) dimC(q) V (pi
1/d)ν/d.
Applying 4.3 and Lemma 4.6, we obtain the following
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Proposition. Assume that g is isomorphic to sln+1. Let pi
0 = (1−u, 1, . . . , 1) and
pi = (
∏m−1
j=0 (1− ζ
j−1u), 1, . . . , 1), where ζ is an mth primitive root of unity. Then
dimC(q) L
s(V (pi))ν+rδ =
1
m
∑
d|m
ϕr−s(d) dimC(q) V (pi
1/d)ν/d
=
1
m
∑
d|m
ϕr−s(d) dimC(q)(V (pi
0)⊗m/d)ν/d,
for all ν ∈ P , r ∈ Z and s = 0, . . . ,m− 1.
4.8. In the remainder of this section we will discuss the crystal basis theory of
our modules L(V (pi)). One can easily see that V (ζi) does not a admit a crystal
basis in the sense of Kashiwara. However, one can slightly modify the definition of
a crystal basis so that it makes sense in our particular case.
Let M be an integrable Ûq-module or a finite dimensional Uq-module. Then,
for i ∈ Iˆ fixed, the Kashiwara operators E˜i, F˜i are defined in the following way
(cf. [16, 2.2] or [23, 16.1]). Any m ∈ Mλ can be written uniquely as m =∑
s≥0,s+t≥0 F
(s)
i us, where F
(s)
i := F
s
i /[s]!, t = (λ |αi), us ∈ kerEi ∩Mλ+sαi and
equals zero for s sufficiently large. Then
E˜im =
∑
s>0, s+t≥0
F
(s−1)
i us, F˜im =
∑
s≥0, s+t≥0
F
(s+1)
i us.
Definition. Let L be a free A-submodule of M satisfying M = L ⊗A C(q) and B
be a basis of L. Fix ζ ∈ C×. We say that (L,B) is a ζ-crystal basis of M if
(i) L =
⊕
ν Lν , B =
∐
ν Bν, where Lν = L ∩Mν and Bν = B ∩ Lν .
(ii) L is stable by the E˜i, F˜i for all i ∈ Iˆ, hence the E˜i, F˜i act on L.
(iii) E˜iB, F˜iB ⊂ ζ
Zδi,0B ∪ {0}, for all i ∈ Iˆ.
(iv) For v,v′ ∈ B one has v′ = ζkF˜iv if and only if v = ζ
−kE˜iv
′.
If ζ = 1, the above definition reduces to the Kashiwara’s definition of crystal
bases (cf. [16, 2.3]).
The following Lemma is an adaptation of [23, Lemma 20.1.2] for ζ-crystal bases.
Lemma. Assume that (L,B) is a ζ-crystal basis of M . Let m ∈ Lλ and fix i ∈ Iˆ.
Write m =
∑
s≥0 s+t≥0 F
(s)
i us, where us ∈ kerEi ∩Mλ+sαi , and us = 0 if s ≫ 0.
Then
(i) For all s ≥ 0 and r ≥ 0, F
(r)
i xs ∈ L.
(ii) If m¯ ∈ B, then there exists s0 such that us ∈ qL if s0 6= s, u¯s0 ∈ ζ
Zδi,0B
and m = F
(s0)
i us0 (mod qL).
Proof. The argument is an obvious modification of that of [23, Lemma 20.1.2].
4.9. Retain the notations of 4.4.
Proposition. Fix ζ ∈ C× and let pi = (
∏N−1
j=0 (1 − ζ
ju), 1, . . . , 1). Let V (pi) be
the corresponding simple Uq-module which is isomorphic to V (1)⊗ · · · ⊗ V (ζ
N−1).
Set B(pi) = {vi1 ⊗ · · · ⊗ viN : ir ∈ Iˆ} and L(pi) =
⊕
v∈B(pi)Av. Then the
pair (L(pi),B(pi)) forms a ζ-crystal basis of V (pi). Moreover, the action of E˜i, F˜i
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on v = vi1 ⊗ · · · ⊗ viN is given by
E˜iv = ζ
(r−1)δi,0vi1 ⊗ · · · ⊗ E˜ivir ⊗ · · · ⊗ viN (mod qL(pi)),
F˜iv = ζ
−(s−1)δi,0vi1 ⊗ · · · ⊗ F˜ivis ⊗ · · · ⊗ viN (mod qL(pi)),
where r and s are determined by the standard Kashiwara rules for the tensor product
of crystals (cf. [16, Theorem 1] and [17, 1.3]).
Proof. The property (i) of Definition 4.8 is obvious. The other three for i ∈ I follow
from the standard results of Kashiwara on crystal bases (cf. for example [23, 20.2]).
So, it only remains to prove (ii)-(iv) for i = 0.
The proof is basically an adaptation of the standard argument. Let U0 be the
subalgebra of Ûq generated by E0, F0 and K
±1
0 , which is isomorphic to Uq(sl2).
Throughout the rest of the proof we shall omit indices of the operators E0 and F0.
We use the following inductive argument. SetMk := V (1)⊗V (ζ)⊗· · ·⊗V (ζ
k−1).
It is clear that (ii)–(iv) of Definition 4.8 hold forM1 and that (iv) follows from (ii)–
(iii), the second assertion of our Proposition and Kashiwara’s tensor product rules.
Now, suppose that they hold forMk and the pair (Lk,Bk), where Bk = {vi1⊗· · ·⊗
vik : ir ∈ Iˆ} and Lk =
⊕
b∈Bk
Ab. Given b ∈ Bk of weight ν, set t = (ν |α0) and
write b =
∑
s≥0,s+t≥0 F
(s)us as in 4.8.
Notice that Mk+1 ∼= V (1) ⊗ φpik,ζMk, where pik = (
∏k−1
j=0 (1 − ζ
ju), 1, . . . , 1).
For the inductive step we should prove first that, for all i ∈ Iˆ and for all b ∈ Bk,
E˜(vi ⊗ b), F˜ (vi ⊗ b) ∈ Lk+1. Since the vi : i 6= 0, n span trivial U0-modules, we
can write
vi ⊗ b =
∑
s≥0,s+t≥0
vi ⊗ F
(s)us =
∑
s≥0,s+t≥0
F (s)(vi ⊗ ζ
sus).
Since E(vi ⊗ us) = 0 if i 6= 0, the claim follows by induction hypothesis. When
it is easy to check that (iii) holds for v ∈ Bk+1 of the form vi ⊗ b where b ∈ Bk
and i 6= 0, n. Now, by Lemma 4.8, b = F (s0)us0 (mod qLk) for some s0 ≥ 0. It
follows that vi ⊗ b = ζ
s0F (s0)(vi ⊗ us0). If s0=0, then obviously E˜(vi ⊗ b) = 0.
Otherwise, E˜(vi⊗b) = ζ
s0F (s0−1)(vi⊗us0) (mod qLk+1) = ζvi⊗E˜b (mod qLk+1).
Similarly, F˜ (vi⊗b) = ζ
s0F (s0+1)(vi⊗b) (mod qLk+1) = ζ
−1vi⊗F˜b (mod qLk+1),
which proves the second assertion and (iv).
It remains to consider the case when i = 0, n. One can easily check that the
weight vectors
Xs := vn ⊗ us, Ys := vn ⊗ Fus − ζq
t+2s[t+ 2s]v0 ⊗ us
are annihilated by E. Furthermore, for all r > 0,
F (r)Xs = ζ
−rqrvn ⊗ F
(r)us + ζ
−r+1v0 ⊗ F
(r−1)us,
F (r)Ys = ζ
−rqr[r + 1]vn ⊗ F
(r+1)us + ζ
−r+1([r]− qt+2s−r[t+ 2s])v0 ⊗ F
(r)us
= ζ−r
q2r − 1
q2 − 1
vn ⊗ F
(r+1)us + ζ
−r+1qr
q2(t+2s−r) − 1
q2 − 1
v0 ⊗ F
(r)us.
In particular, we have
F (s)Xs = ζ
−sqsvn ⊗ F
(s)us + ζ
−s+1v0 ⊗ F
(s−1)us,
F (s−1)Ys = ζ
−s+1 q
2(s−1) − 1
q2 − 1
vn ⊗ F
(s)us + ζ
−s+2qs
q2(t+s+1) − 1
q2 − 1
v0 ⊗ F
(s−1)us.
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Fix s > 0. Evidently, vn ⊗ F
(s)us and v0 ⊗ F
(s−1)us are non-zero and lin-
early independent. Furthermore, the determinant of the matrix of coefficients
of F (s)Xs and F
(s−1)Ys in the basis consisting of vn ⊗ F
(s)us and v0 ⊗ F
(s−1)us
equals −ζ−2(s−1) (mod qA), whence is a unit in A. Therefore, there exist as, bs ∈ A
such that vn ⊗ F
(s)us = asF
(s)Xs + bsF
(s−1)Ys, s > 0. Thus, we can write
vn ⊗ b =
∑
s≥0, s+t≥0
vn ⊗ F
(s)us =
∑
s≥0, s+t≥0
asF
(s)Xs +
∑
s>0, s+t≥0
bsF
(s−1)Ys
=
∑
s≥0, s+t+1≥0
F (s)(asXs + bs+1Ys+1) =
∑
s≥0, s+t+1≥0
F (s)Us,
which is the decomposition of vn⊗b of 4.8. It follows from the definitions of Xs, Ys,
Lemma 4.8 and the induction hypothesis that E˜(vn⊗b) =
∑
s>0, s+t+1≥0 F
(s−1)Us
and F˜ (vn ⊗ b) =
∑
s≥0,s+t+1≥0 F
(s+1)Us lie in Lk+1. A similar argument shows
that E˜(v0 ⊗ b), F˜ (v0 ⊗ b) ∈ Lk+1.
Now observe that F (s)Xs = ζ
−s+1v0⊗F
(s−1)us (mod qLk+1) whilst F
(s−1)Ys =
ζ−s+1vn ⊗ F
(s)us (mod qLk+1), s > 0. Assume first that E˜b = 0 (mod qLk).
Then b = u0 (mod qLk) and so vn⊗b = X0 (mod qLk+1). It follows that E˜(vn⊗
b) = 0 = E˜vn ⊗ b (mod qLk+1). On the other hand, F˜ (vn ⊗ b) = v0 ⊗ us
(mod qLk+1) = F˜ vn ⊗ b. Suppose further that E˜b /∈ qLk. Then b = F
(s)us
(mod qLk) for some s > 0. It follows that vn ⊗ b = ζ
s−1F (s−1)Ys (mod qLk+1).
If s = 1, then E˜(vn ⊗ b) = 0 = E˜vn ⊗ b (mod qLk+1). Otherwise,
E˜(vn ⊗ b) = ζ
s−1F (s−2)Ys = ζvn ⊗ F
(s−1)us = ζvn ⊗ E˜b (mod qLk+1).
Similarly, F˜ (vn ⊗ b) = ζ
s−1F (s)Ys = ζ
−1vn ⊗ F˜b (mod qLk+1). We omit an
analogous computation for v0 ⊗ b.
4.10. Suppose now that ζ is an mth primitive root of unity and retain the
notations of 4.5–4.6.
Proposition. Set B(pi)(k) = {v ∈ B(pi) : Maj(v) = k (mod m)} and define
L̂s(pi) =
⊕
r∈Z
⊕
v∈B(pi)(s−r)
A〈v〉 ⊗ tr, B̂s(pi) =
∐
r∈Z
B(pi)(s−r) ⊗ tn.
Then (L̂s(pi), B̂s(pi)) is a ζ-crystal basis of Ls(V (pi)).
Proof. Set L̂ = L(pi) ⊗A A[t, t
−1], B̂ =
∐
r∈ZB(pi) ⊗ t
r. One can easily check
that the above proposition implies that (L̂, B̂) is a ζ-crystal basis of L(V (pi)).
Set L̂s = L̂∩Ls(V (pi)). We claim that L̂s = L̂s(pi) defined above. Indeed, since 〈v〉
lies in L(pi) for all v ∈ B(pi), L̂s(pi) ⊂ L̂. Suppose further that v ∈ B(pi)(s−r).
Then η(〈v〉 ⊗ tr) = ζrηpi0(〈v〉) ⊗ t
r = ζs〈v〉 ⊗ tr (cf. the proof of Lemma 4.6),
whence L̂s(pi) ⊂ Ls(V (pi))∩ L̂ = L̂s as an A submodule. Furthermore, both L̂s(pi)
and L̂s are direct sums of free weight A-submodules and L̂s(pi)ν+rδ ⊂ L̂
s
ν+rδ for
all ν ∈ P , r ∈ Z. Observe that L̂s(pi)ν+rδ is generated as an A-module by 〈v〉 ⊗ t
r
where v ∈ B(pi)
(s−r)
ν . Since the images of these elements in L̂sν+rδ/qL̂sν+rδ form
a basis of that vector space by 4.6, it follows by Nakayama’s lemma that they
generate L̂s as an A-module. Therefore, L̂s(pi) = L̂s. The result now follows
immediately from Proposition 4.9 and [15, Proposition 3.6 and Lemma A.1].
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