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Abstract 
Online communities are platforms enabling their users to interact over the web. In particular, they are 
popular among adolescents as a tool to discuss topics of mutual interest. However, offending commu-
nication is a growing issue in these online environments. In its basic form, the process of sending mes-
sages over electronic media to cause psychological damage to a victim is called online harassment. In 
a more severe form, cyberbullying is the process of sending offending messages several times to the 
same victim by the same offender. In this work, we propose an approach to detect cyberbullies and their 
victims. Identifying and aiding victims received only brief attention in existing work. We introduce a 
harassment graph to capture multiple message exchanges comprising cyberbullying cases. We show 
that our approach is able to precisely detect cyberbullies and their victims. Additionally, we propose 
metrics to measure the severity of online harassment and cyberbullying cases in terms of quantitative 
aspects. In particular, the metrics allow to identify victims of severe cyberbullying cases and might be 
used as an early indicator to provide fast and selective aid by administrators. We further propose use 
cases for our approach in online communities to tackle the problem of cyberbullying. 
Keywords: cyberbullying, online harassment, offending communication, online communities 
 
1 Introduction 
Online communities are platforms that enable their users to interact over the web. Common forms of 
online communities are, for example, forums, discussion boards and social networks. They are popular 
among adolescents as a tool to discuss topics of mutual interest (Lenhart, 2015). More than 90% of 
teenagers are online on a daily basis including over 20% that are almost constantly online to stay up to 
date (Lenhart, 2015). Since these platforms allow unrestricted and often anonymous exchange of con-
tent, they are vulnerable for abuse, especially in form of offending communication. Offending commu-
nication includes online harassment and cyberbullying, which are growing issues in online environments 
that involve user interaction (Jones, 2013). Online harassment is the process of sending messages over 
electronic media to cause psychological harm to a victim. If the same person sends such messages sev-
eral times to the same victim, the process is called cyberbullying (Tokunaga, 2010).  
Online harassment and cyberbullying may lead to serious consequences like depression for the victims 
(Patchin and Hinduja, 2013; Tokunaga, 2010; Li, 2007). In extreme cases, the consequences can be even 
more severe, especially for adolescents. Particularly, two cases of suicide attracted public attention in 
2014. A 14-year-old girl from Italy committed suicide after being offended on the social network Ask.fm 
by several anonymous users (BBC News, 2014). Another suicide was caused by a Facebook user threat-
ening repeatedly a 17-year-old boy to make him stay away from his former girlfriend (Dailymail, 2014). 
In both cases the message exchange caused psychological damage to the victims. More seriously, it was 
not recognized that the victims require aid to endure this kind of damage. As a recent decision from the 
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European Court of Human Rights shows, the operators of an online community might be legally respon-
sible for psychological damage that is caused by the publication of content (European Court of Human 
Rights, 2015). Consequently, a lot of online communities like Facebook and YouTube introduced com-
munity standards to approach the problem of offending communication. They encourage victims of 
online harassment and cyberbullying to report such cases. Administrators manually review these re-
ported cases. However, due to the vast amount of messages within online communities this task is cum-
bersome and time-consuming.  
Current research offers approaches to detect online harassment automatically. Most of these methods 
focus on an isolated analysis of the corresponding messages excluding the message context. However, 
the detection of cyberbullying requires the analysis of interrelated messages and the identification of the 
involved roles (Xu et al., 2012) as a bully sends its victim offending messages multiple times. Conse-
quently, an extension is required to adapt existing methods for the detection of online harassment to the 
problem of cyberbullying detection. Additionally, current methods to detect online harassment predom-
inantly rely on bag-of-words or n-gram models, which have limited capabilities to detect the persons 
referenced in online harassment messages (Chen et al., 2012; Bretschneider et al., 2014). Therefore, the 
identification of the involved roles in cyberbullying is even more difficult.  
In this work, we extend prior research by concentrating on the detection of cyberbullying and its in-
volved actors, especially the victims. Our contribution is threefold: First, we introduce a graph-based 
model to structure observed offending communication between users of an online community. We build 
this graph by analyzing the message context, which includes all messages exchanged between these 
users. Second, we propose a method to detect cyberbullying in online communities based on the identi-
fication of online harassment and the identified actors in the graph model. In contrast to existing ap-
proaches, we also focus on the detection of victims. Furthermore, we propose metrics based on the 
harassment graph to measure the severity of online harassment and cyberbullying cases. Third, we de-
velop two annotated datasets including the referenced victims to evaluate our approach. Additionally, 
the datasets might be used as a benchmark for further research. 
The paper is structured as follows. Section 2 presents an overview of existing research on cyberbullying 
detection. In section 3 the proposed method is explained in detail. We evaluate our proposed method in 
section 4. Practical applications and limitations are discussed in section 5 and section 6. Finally, the 
results of this work are summarized in section 7. 
2 Related Work 
The detection of cyberbullying consists of the detection of online harassment messages and the involved 
persons, especially the offender and his victim (Xu et al., 2012). Consequently, the detection of cyber-
bullying relies above all on approaches to identify online harassment. Since online harassment detection 
is an emerging research field, there is only a limited amount of work available. Existing work predomi-
nantly employs lexicon and machine learning approaches. 
Lexicon approaches utilize wordlists containing known profane words to match them against a given 
text. In their naïve form, they classify a text as online harassment, if it contains offending words. The 
classification performance varies considerably depending on the wordlist used (Sood et al., 2012; Kon-
tostathis et al., 2013). Kontostathis et al. (2013) observe that large wordlists improve the recall while 
reducing the precision. In contrast, smaller wordlists containing mainly severe offending words lead to 
the opposite effect. The performance is considerably improved by searching for user identifiers and 
offending words in combination (Chen et al., 2012; Bretschneider et al., 2014). Machine learning ap-
proaches are able to learn classification rules automatically by analyzing pre-classified training exam-
ples. A preprocessing step transforms a given text into an n-dimensional vector containing the features 
characterizing the text. These features are comprised of the words itself, n-grams, part-of-speech (POS) 
tags and other characteristics or a combination of these. Machine learning approaches often achieve 
slightly better classification performance compared to lexicon approaches (Kontostathis et al., 2013; 
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Sood et al., 2012; Dinakar et al., 2012). However, due to the sparse amount of online harassment mes-
sages and the lack of annotated datasets, it can be cumbersome to collect an adequate amount of training 
data (Kontostathis et al., 2013; Sood et al., 2012).  
The above-mentioned approaches use bag-of-words or n-gram models to structure texts. The bag-of-
words model disregards the sequence of the words and structures them in an isolated manner within a 
multiset. The n-gram model retains the sequence of n consecutive words to preserve a small proportion 
of the context. However, these approaches have limited capabilities to model relations between persons 
and profane words explicitly as such relations are expressed by a potentially large sequence of words. 
Consequently, the identification of the referenced victim is more difficult. Chen et al. (2012) overcome 
this restriction by introducing a finer grained text model based on a dependency graph used by the Stan-
ford natural language processing toolkit. Thereby, relations between words within a sentence are acces-
sible. The authors propose a lexicon approach extended by grammatical rules that leverage these rela-
tions to detect online harassment directed to a person. The parser needs to provide a comprehensive 
dependency graph for the approach to work, which is more difficult, if the text contains slang and ab-
breviations or has no clean sentence structure. Furthermore, the parser is not able to capture relations 
between words that are outside of a sentence. The authors remove punctuation marks to bypass this 
restriction. However, Chen et al. (2012) base their research on a different definition of offensive com-
munication. They classify sentences as offensive that contain at least one strong offensive word or a 
combination of a weak offensive word and a person identifier. Consequently, the identification of a 
victim is not necessarily required and thus not the main focus of their work. In contrast, online harass-
ment requires by definition a reference to a victim.   
Although Cohen et al. (2014) underline the importance to aid victims of cyberbullying, this aspect is 
often excluded in automated analyses. There is only limited work available that focuses on the detection 
of the involved roles in cyberbullying cases. Xu et al. (2012) use a sequence labeling approach to identify 
different roles involved in online harassment cases. They first identify online harassment messages 
called bullying traces in social media with a machine learning approach. Bullying traces are isolated 
messages that express an experience with bullying or cyberbullying. After identifying these messages, 
role labeling for the author of the message and the mentioned entities within the message is applied. Xu 
et al. (2012) achieve good classification performance results for the role labeling of the author. Never-
theless, the classification performance for the mentioned persons within the text, especially the victim, 
is moderate. The role labeling is performed in an isolated manner ignoring multiple references across 
several messages to the same victim. Furthermore, victims are not uniquely identified, especially if the 
reference to the victim is expressed implicitly, for example, by using personal pronouns. Dadvar and de 
Jong (2012) detect online harassment messages by incorporating user metadata and the presence of pro-
fane words in a machine learning approach. The authors plan to extend this approach to identify bullies 
across several social networks. However, the identification of the victims is not yet part of their classi-
fication process. Hosseinmardi et al. (2014) examine cyberbullying behavior in the social network 
ask.fm by analyzing a substantial number of user profiles and messages and deriving an interaction 
graph. The interaction graph contains the users of the social network as nodes and the likes a user grants 
to another user as edges. In contrast to other approaches, the graph contains victims of cyberbullying by 
capturing the number of offending messages a user has received. However, Hosseinmardi et al. (2014) 
define cyberbullying as the process of sending a message containing at least one negative word to a user 
profile within this network. Thus, repeated interaction is not considered. Furthermore, they do not dis-
tinguish between negative content directed against the user profile and negative content without a certain 
target. Yet, their analysis reveals that users react differently to negative messages in dependence of their 
social isolation. Social isolation is measured by the number of likes a user grants to and receives from 
other users. As a key finding, they discover that users receiving a substantial amount of negative mes-
sages without any positive support in form of likes by others, grant less likes in return. As the positive 
support increases, these users tend to be more active. Hosseinmardi et al. (2014) assume that socially 
isolated users are more vulnerable to cyberbullying and thus require special attention. 
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Contrary to existing online harassment and cyberbullying detection approaches, we employ a pattern-
based method as described in Bretschneider et al. (2014). This approach treats a text document as a 
sequence of words to preserve their order. In contrast to existing methods based on bag-of-words mod-
els, the sequence model allows to access the context of a detected profane word, which is important to 
detect the referenced victim of an offending statement. We choose the approach from Bretschneider et 
al. (2014) as it is able to detect an offending passage and allows us to search for the referenced victim 
within the context of this passage. In addition, we leverage a unique identifier, the username of the 
underlying online community, to recognize victims of multiple offending messages in different commu-
nication processes. 
3 Proposed Method to Detect Cyberbullying 
In this section, we describe our method to detect cyberbullying cases. After presenting the system archi-
tecture, we describe the tasks of username detection and the construction of the harassment graph in 
detail. 
3.1 System Architecture 
Our proposed method is based on the online harassment classification described in Bretschneider et al. 
(2014). We extend this approach by introducing three additional processing steps to identify cyberbullies 
and their victims. The resulting system architecture is depicted in figure 1. 
 
Figure 1.  System architecture of the proposed cyberbullying detection approach. 
The preprocessing step decomposes unstructured text into its components. These tokens are organized 
in a sequence to preserve their order and context. Additionally, the preprocessing module annotates 
these tokens with part-of-speech tags indicating their grammatical type, for example noun, verb or ad-
jective. Furthermore, we utilize a normalization module that corrects spelling mistakes and resolves 
abbreviations or slang, which are typical for user generated content (Sood et al., 2012). In a next step, 
the person identification marks tokens that reference persons, i.e. usernames or personal pronouns. Fi-
nally, the online harassment classifier searches for relations between these person references and of-
fending words by matching harassment patterns. Bretschneider et al. (2014) introduce seven harassment 
patterns that are able to match various ways of expressing online harassment within a sequence of words. 
Approaches to detect online harassment treat offending messages in an isolated manner. Thus, they are 
not sufficient for cyberbullying detection as a cyberbully sends several interrelated messages to the same 
victim. Consequently, we propose three additional steps to detect interrelated online harassment mes-
sages that form cyberbullying cases. First, we introduce a module to identify the usernames and their 
roles involved in a cyberbullying case. We distinguish two roles, the cyberbully and the referenced 
victim. To correctly assign these roles, we employ the username as a unique identifier. We introduce a 
module that detects users referenced in the plaintext of a message by leveraging its context. In a second 
step, we build a directed graph containing the identified users as nodes and their roles indicated by 
directed edges representing the online harassment messages sent from a user to a victim. This way, we 
can map victims of offending communication and the corresponding offenders including the number of 
messages they sent. Finally, the cyberbullying classification step analyzes the resulting harassment 
Proposed artifacts in this workBretschneider et al. (2014)
Text 
Documents
Text 
Documents
Text 
Documents
Preprocessing
Person Identification
Online Harassment Classification
Harassment Graph Construction
Cyber Bullying Classification
Username Detection
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graph. The module classifies users harassing other users multiple times as cyberbullies. In addition, we 
are able to identify victims that are harassed by multiple users including the amount of online harassment 
messages they received. Furthermore, we propose metrics to measure the severity of online harassment 
and cyberbullying cases.  
3.2 Username Detection 
Usernames are an inherent part of most online communities used as a unique identifier for online per-
sonas. We leverage usernames to identify the roles involved in online harassment and cyberbullying 
cases. The detection of the author of an offending message is trivial as his username is part of the mes-
sage metadata. In contrast, the detection of referenced victims within the plaintext of a message is more 
complicated.  
 
Figure 2.  Online harassment classification and username detection. 
As shown in figure 2, the pattern-based classifier detects offending passages within the plaintext con-
taining a person reference and an offending word or phrase. Often, these references are stated implicitly, 
for example, by using personal pronouns. The usage of implicit references is typical for the progress of 
a discussion comprised of several interrelated messages. However, they are not sufficient as a unique 
identifier. The username detection resolves implicit references to explicit references expressed by a 
username. We propose the strategies listed in table 1 to perform this task. To aid this process, we collect 
usernames of authors from the message metadata distinguishing users occurring in a current discussion. 
Every implicit reference that is not resolvable with these strategies is disregarded and ignored in the 
following steps. 
 
Strategy Example 
Reference to original poster OP is <offending word> 
Preceding reference to user @<user> … you are <offending word> 
Quote [<user> said: …] you are <offending word> 
Follow-up message  
Table 1.  Username detection strategies. 
The first strategy accounts for the abbreviation “OP” or its full form “original poster” that might be used 
directly in the offending passage as shorthand for the author publishing the first message of a discussion. 
Figure 2 shows an example from our dataset that contains such an abbreviation. We extend the person 
identification preprocessing step to detect such special words and recognize them as a person reference. 
Simultaneously, we are able to improve the online harassment classification performance as these types 
of references are not considered by Bretschneider et al. (2014). The username detection resolves then 
the reference by determining the corresponding author from the first message. The following strategy 
resolves implicit references in offending passages expressed by personal and reflexive pronouns. The 
corresponding explicit reference might be present in the context of the message. The sequence text 
model allows us to search for such an explicit reference within the sequence of words. If a username or 
a reference to the “OP” can be found, the implicit reference is resolved accordingly.  
Typically, online communities offer a quote function to allow users to reference statements from others 
within the progress of the discussion. The quote strategy tries to find the author of a quoted text snippet, 
Online harassment classification
OP is a faggot
Username detection
user #2315
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if such a quote is present before the offending passage. The quoted text snippet is matched against the 
preceding messages until its origin is found to determine the corresponding author. Finally, users might 
refer to directly preceding messages as an immediate response. Since a discussion contains messages in 
a chronological order, this temporal relation can be leveraged to identify follow-up messages. We as-
sume, that users that actively participate in a discussion directly answer within the same day. Further-
more, a day is often the smallest unit displayed in the message timestamp. Thus, we resolve the implicit 
reference to the author of a directly preceding message, if the message is published within this time 
frame. 
3.3 Harassment Graph Construction 
The harassment graph is a directed graph containing harassment messages, their authors and the victims 
addressed in these messages. As an example, a snippet of the harassment graph resulting from the an-
notation process described in the subsequent chapter is depicted in figure 3.  
 
Figure 3.  Harassment graph. 
Formally, the harassment graph G = (V, E) is comprised of a set of nodes or vertices V = (1, …, n) and 
a set of directed edges E = (1, …, k). The nodes represent users uniquely identified by their usernames. 
We anonymize the usernames by computing a hash value displaying the first four characters for better 
readability in the figure. The directed edges indicate the source and the target of an online harassment 
message. The edges are represented in an adjacency matrix X of the size n × n that contains binary 
variables. Each cell xij with a value of 1 represents a directed connection between the user i and j. Addi-
tionally, the number of online harassment messages sent from a user i to j are represented as weights in 
the weight matrix W of the size n × n.  
The classifier analyzes the harassment graph to identify cyberbullying cases. A cyberbullying case in-
cludes one offender sending at least two online harassment messages to a victim (Tokunaga, 2010). The 
harassment graph contains this information, as offenders are the source nodes of directed edges with a 
weight value greater than 1. In contrast to existing work, the harassment graph also allows us to focus 
on the identification of victims threatened by multiple offenders. For example, figure 3 depicts such a 
case where user “2315” is offended by multiple other nodes. To the best of our knowledge, current 
literature offers no definition for such cases. Thus, we define the problem of victim classification in 
analogy to cyberbullying as identifying victims offended by at least two distinct users.  
 
Victim metric Formula Cyberbully metric Formula 
Indegree 
𝑖𝑛(𝑖) =∑𝑥𝑖𝑗
𝑛
𝑗=1
 
Outdegree 
𝑜𝑢𝑡(𝑖) = ∑𝑥𝑗𝑖
𝑛
𝑗=1
 
Weighted indegree 
𝑤_𝑖𝑛(𝑖) =∑𝑥𝑖𝑗 ∗ 𝑤𝑖𝑗
𝑛
𝑗=1
 
Weighted outdegree 
𝑤_𝑜𝑢𝑡(𝑖) = ∑𝑥𝑗𝑖 ∗ 𝑤𝑗𝑖
𝑛
𝑗=1
 
Table 2.  Metrics to measure online harassment and cyberbullying severity. 
d76d
2315
2
419a 1 c9e3
3
b78d
3
in: 17
w_in: 25
out: 2
w_out: 3
in: 1
w_in: 1
in: 2
w_in: 2
out: 3
w_out: 7
54e7
1
1
...
left out for 
better readability
126d
1
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In addition to existing research, we propose four metrics based on graph and social network analysis to 
further quantify the severity of online harassment and cyberbullying cases. The metrics are summarized 
in table 2. To apply them exclusively to cyberbullying cases, only directed edges with a weight greater 
than 1 are considered. 
We employ the degree prestige metric (Wasserman and Faust, 1994) and the weighted indegree to indi-
cate the psychological strain a victim has to bear. In social network analysis, the degree prestige is used 
to measure the popularity of a user. However, this interpretation reverses in the scenario of online har-
assment. For example, in figure 3 user “2315” has an indegree of 17, which means he faces 17 offenders 
(omitted in the figure for better readability).Thus, large values indicate severe cases including a large 
number of offenders referring to a single victim. Yet, the number of offenders alone does not cover 
repeated incidents caused by only a few offenders. Therefore, we employ the weighted indegree to ac-
count for such scenarios. This metric combines the number of offenders and the number of online har-
assment messages sent to a victim. User “2315” has a weighted indegree of 25 and thus received 25 
online harassment messages in total. 
In a similar way, we use the outdegree and weighted outdegree to quantify the aggressiveness of offend-
ing users. The outdegree measures the number of victims a user addresses. For example, user “c9e3” is 
referring to three victims resulting in an outdegree value of the same amount. A large value is an indi-
cator for aggressive offenders in general as they refer to several victims. This assumption is supported 
more strongly, if the cases occur in different topics over a large time frame and the proportion of online 
harassment messages compared to neutral messages of this author is substantially large. However, these 
aspects are not yet considered and might be subject to further research. In analogy to the weighted 
indegree, the weighted outdegree considers the number of victims addressed by the offender and the 
total number of outgoing online harassment messages. If the weighted outdegree is substantially larger 
than the outdegree, it indicates that the offender focuses on only a few victims. User “c9e3”, for example, 
has an outdegree of 3 and a weighted outdegree of 7. He seems to focus on the users “2315” and “b78d” 
as he directed six of seven online harassment messages against them.  
4 Method and Evaluation 
We discussed the proposed system architecture to detect cyberbullying cases in the previous section. 
This section is intended to assess the effectiveness of the artifacts contained in this architecture. 
4.1 Dataset 
To evaluate our proposed artifacts, we require an annotated dataset containing online harassment cases 
including the usernames of the offender and the victim. To the best of our knowledge, there are not yet 
any reference datasets containing this information. Consequently, we collect two datasets by download-
ing the general forum of the popular online games World of Warcraft1 (dataset 1) and League of Leg-
ends2 (dataset 2). We select these forums because of their popularity among adolescents. Adolescents, 
in particular, are vulnerable against online harassment and cyberbullying (Li, 2007). Furthermore, we 
evaluate the approach on two different datasets to prevent overfitting. 
Since the amount of online harassment messages is typically sparse (Kontostathis et al., 2013; Sood et 
al., 2012) and the total amount of messages in these forums is substantially large, we preselect topics 
containing potential online harassment messages by searching for offending words contained in the 
wordlist from noswearing.com. This way, we selected 20 topics for each dataset. The annotation is per-
formed by three human experts labeling each message in these topics. Online harassment cases are an-
notated as a tuple of the form: (offender, victim, message). We only include tuples in the final dataset, 
                                                     
1 http://eu.battle.net/wow/en/forum/872818/ 
2 http://na.leagueoflegends.com/board/ 
Detecting cyberbullying 
 
 
Twenty-Fourth European Conference on Information Systems (ECIS), İstanbul,Turkey, 2016 8 
 
 
if there is a consensus between at least two of the three annotators excluding the remaining tuples. The 
resulting dataset 1 contains 16975 messages with 137 harassment cases and dataset 2 contains 17354 
messages with 207 harassment cases. To measure the inter-annotator agreement, we employ Fleiss’ 
Kappa. As there is a substantial amount of neutral messages that would distort this measurement, we 
only consider cases judged as online harassment by at least one annotator. As a consequence, the meas-
urement is more realistic. We measure a Fleiss’ Kappa value of 0.51 for dataset 1 indicating moderate 
agreement and for dataset 2 a value of 0.72 indicating substantial agreement. These results emphasize 
the difficulty to identify offending passages, especially for borderline cases. In dataset 2, we observe 
more severe statements resulting in larger agreement between the annotators. We anonymized the 
usernames by employing a hash function on each username for the purpose of the publication. We pro-
vide access to the datasets under the URL http://ub-web.de/research/. 
4.2 Method 
Since the cyberbullying and victim classification process consist of three consecutive steps, we evaluate 
each step separately. First, we evaluate the online harassment classification. As evaluation metrics we 
employ precision, recall and f1-measure as recommended in (Sokolova and Lapalme, 2009). Precision 
measures the ratio of correctly classified instances to all instances classified as online harassment. Recall 
measures the ratio of correctly classified instances to all instances that really are online harassment. The 
f1 value is the harmonic mean between precision and recall. Second, we evaluate the username detec-
tion. We measure the amount of correctly detected usernames of victims among all detected online har-
assment cases. Third, we evaluate the detection of cyberbullies and the detection of victims of multiple 
offenders as described in the previous chapter. We measure precision, recall and f1 for both classifica-
tion tasks. 
To compare our results achieved in the online harassment classification step with the pattern-based ap-
proach from Bretschneider et al. (2014), we implement a baseline classifier as described in Chen et al. 
(2012). However, Chen et al. (2012) base their work on a different definition of offensive communica-
tion resulting in limited comparability to our results. Each message containing at least one strong of-
fending word regardless of contained person references is classified as offending. While this is correct 
in their evaluation, it is not specific enough for our definition of online harassment, which necessarily 
requires a person reference. Since there is no public implementation of the Lexical Syntactic Feature 
(LSF) framework available, we followed their descriptions to implement the classifier. Additionally, we 
apply a support vector machine using the software RapidMiner as this approach performed moderately 
well in existing work (Kontostathis et al., 2013; Sood et al., 2012; Dinakar et al., 2012). We evaluate 
different configurations for the SVM (kernels: polynomial, dot, radial, anova and epachnenikov) and 
present the best result in terms of f1 in the evaluation section. To account for the substantially skewed 
class distribution, we activate the balance cost option in RapidMiner to adjust the settings accordingly. 
As machine learning approaches require training data, we split the dataset into training and test data. 
We follow the suggestions from Witten et al. (2011) applying a 3-fold cross validation for the evaluation. 
To ensure that the class distribution in each fold represents the class distribution of the whole dataset, 
we employ stratification.  
4.3 Evaluation 
The evaluation results for the online harassment classification are listed in table 3. The classification 
task is a difficult problem as the measurements demonstrate. The moderate overall results are associated 
with the characteristics of offending language in general and online harassment in particular. While 
online harassment is sparse in nature, offending language that is not necessarily directed against a person 
is fairly common in our datasets. Dataset 1 contains 4.17% offending messages marked by the LSF-like 
classifier from Chen et al. (2012), while only 0.81% of the messages are annotated as online harassment. 
Capturing the minor difference between offending language and online harassment by machine learning 
approaches requires adequate features and training examples. However, the imbalanced class ratio 
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makes the collection of training data more difficult. In contrast to the results from Chen et al. (2012) 
and Bretschneider et al. (2014), we were not able to reproduce the substantially high f1 values achieved 
in their respective evaluations. Both classifiers were evaluated on short messages from Twitter 
(Bretschneider et al., 2014) and YouTube (Chen et al., 2012). The messages in our datasets are substan-
tially longer containing statements with various referenced objects (i.e. companies or game-related char-
acters). 
 
 Dataset 1 Dataset 2 
Classifier Precision Recall F1 Precision Recall F1 
LSF-like classifier (baseline 1) 10.73% 55.47% 17.99% 13.56% 64.53% 22.41% 
Machine learning (baseline 2) 14.35% 67.65% 23.68% 22.78% 55.39% 32.29% 
Pattern-based 59.17% 52.21% 55.47% 74.10% 60.29% 66.49% 
Table 3.  Evaluation of online harassment classification. 
Both baseline classifiers, the LSF-like and the machine learning approach (anova kernel), can only 
achieve moderate results in terms of precision and f1. A low precision value indicates a high amount of 
false positives resulting in falsely classified cyberbullies and victims in the subsequent steps. Thus, they 
increase the amount of work for administrators to manually examine the corresponding messages cor-
recting these results. A high recall value indicates that a large amount of the actual offending messages 
are detected. By definition, cyberbullies write at least two offending messages to the same victim (To-
kunaga, 2010) and thus, they can only be identified, if at least two cases are detected correctly. Conse-
quently, it is important to detect a large amount of offending messages to cover preferably the complete 
amount of the messages sent by an offender. The pattern-based online harassment classifier achieves 
moderate recall values and precision values making it more suitable for the given task.  
 
 Dataset 1 Dataset 2 
Strategy Correctly  
transformed 
Incorrectly  
transformed 
Correctly  
transformed 
Incorrectly  
transformed 
Explicit references  1 0 8 0 
Reference to original poster 2 0 7 2 
Preceding reference to user 5 4 7 1 
Quote 44 2 88 0 
Follow-up message 7 1 6 2 
Total amount 59 7 116 5 
Relative amount (in %) 89.39 10.61 95.87 4.13 
Table 4.  Evaluation of username detection. 
Table 4 contains the evaluation results for the username detection grouped by strategies. As the results 
show, users rarely use explicit references to refer to other users in an offending statement. Instead, they 
frequently use quotes. Quotes often can be resolved accurately by parsing the html code or applying text 
matching techniques. In contrast, follow-up messages and preceding references to other users are prone 
to errors, especially, if multiple references exist in the context. However, the approach is able to resolve 
a reasonable amount of indirect references used in the detected online harassment cases. In dataset 1 are 
7 and in dataset 2 are 5 incorrectly transformed cases. Thus, the username detection is able to resolve 
89.39% (dataset 1) and 95.87% (dataset 2) references correctly. However, there are 6 references in da-
taset 1 and 2 references in dataset 2 that could not be resolved as no strategy was applicable. By further 
analyzing these unresolved cases, we observe that most of these references are implicit. Especially in 
mutual discussions, users tend to omit explicit references as they are clear due to the ongoing discussion 
and its content. This way, users refer to each other even though their messages might be spread over the 
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discussion. The approach is not able to analyze such references as they are expressed in a semantic way 
and thus none of the strategies is applicable. These cases might be addressed in further research. 
 
 Cyberbully classification Victim classification 
Dataset Precision Recall F1 Precision Recall F1 
Dataset 1 87.5% 53.85% 66.67% 66.67% 53.33% 59.26% 
Dataset 2 93.33% 56% 70% 71.43% 57.69% 63.83% 
Table 5.  Evaluation of cyberbullying and victim classification. 
Finally, table 5 summarizes the classification results for the cyberbully and victim classification. Con-
sidering the three consecutive steps performed to classify cyberbullies and victims, the achieved f1 val-
ues for cyberbully classification are considerably high and reasonable for victim classification. To cor-
rectly identify a cyberbullying case, at least two online harassment messages from the same author to 
the same correctly resolved victim need to be identified. As the results indicate, we are able to detect a 
fair amount of the actual cyberbullies and victims. In addition, the precision values indicate a low false 
positive rate. The low recall values mainly result from errors during the preceding steps. As we are 
interested in a measurement for the complete process, we consider in the calculation of the evaluation 
metrics for cyberbullying and victim classification errors during these preceding steps. Consequently, 
false negatives during online harassment classification and unresolved usernames reduce the recall value 
of cyberbullying classification.  
By further analyzing the correctly identified cases, we observe that we were able to detect the severe 
cases measured by the metrics introduced in the previous section. This relation between the number of 
correctly detected cyberbullies and their weighted outdegree, respectively the number of correctly de-
tected victims and their weighted indegree is depicted in figure 3. We choose the weighted out- and 
indegree to account for the total number of online harassment messages sent and received. 
 
Figure 4.  Correctly detected cyberbullies by weighted outdegree (left) and correctly detected 
victims by weighted indegree (right). 
Since there is only a limited amount of work on the problem of cyberbullying classification available, 
we cannot directly compare our results. Although Xu et al. (2012) present the task of role labeling to 
classify the role of the author of a message and to identify the roles of the persons mentioned in the 
plaintext, they base their work on different definitions of these roles. Additionally, the evaluation is 
performed on a dataset with different characteristics containing short Twitter messages. The author role 
classification treats each message in an isolated manner deciding if the author is an offender. Thus, this 
problem is more similar to our online harassment classification task. Their person identification is a 
sequential tagging task annotating the roles of persons mentioned in a plaintext. Thus, it is comparable 
to our person identification and username detection task. Xu et al. (2012) achieve results of 53% preci-
sion and 42% recall emphasizing the difficulty of this task. 
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5 Practical Applications 
Numerous online communities voluntarily committed themselves to introduce and enforce policies to 
maintain socially acceptable mutual communication.  Such policies enable administrators to intervene 
in offending communication and punish the corresponding offender. However, due to the vast amount 
of messages published in online communities this task is labor-intensive. As a consequence, some online 
communities are not actively moderated and rely on their users to report abuses. However, a lot of vic-
tims isolate themselves to cope with online harassment or cyberbullying and thus do not report these 
cases (Li, 2007). The approach presented in this work can be utilized to aid human control instances and 
reduce their effort by automatically marking online harassment and cyberbullying cases.  
Additionally, the harassment graph reveals further insight that an online harassment detection system 
alone cannot provide. First, if the system is implemented in the online community, additional infor-
mation might be integrated in the harassment graph. Online harassment messages and their correspond-
ing origin, i.e. a topic or a discussion, might be stored within the directed edges. This way, an adminis-
trator can easily navigate to the relevant section of the online community and evaluate the message 
context. Furthermore, the administrator can display all online harassment messages sent from or re-
ceived by a certain node. Second, the introduced metrics help to estimate the severity of an online har-
assment or cyberbullying case. The offender metrics are an indicator to identify malicious users. The 
administrator might investigate all the published messages from this user and decide if further actions 
need to be taken. The victim metrics are an indicator for the severity of the perceived psychological 
damage. Instead of only punishing the offender, the administrator could aid the victim by asking about 
his condition. In online communities an offender might create new accounts to bypass message publi-
cation restrictions. Thus, protecting the victim might be more effective to avoid ongoing psychological 
damage. Furthermore, our approach is able to identify victims of severe online harassment cases with 
substantially high precision. As the case of the 14-year-old girl demonstrates, the identification of such 
cases is important, especially to intervene in an early stage. 
Finally, the approach might be used to provide data for other research disciplines, i.e. social sciences, 
as proposed by Xu et al. (2012). The system is able to identify cyberbullying cases including the corre-
sponding messages and involved users. The message context might be manually analyzed by experts to 
identify other roles like cyberbully assistants or bystanders. 
6 Limitations 
The severity of online harassment cases in terms of quality is not assessed by the proposed approach. 
Thus, the proposed metrics are entirely based on the quantity of offending messages instead of a com-
bined measurement of quantity and quality. However, to assess the severity of online harassment cases 
is a challenging task even for expert annotators as the perceived severity varies among individuals (To-
kunaga, 2010). Additionally, no temporal relation is considered. Online harassment messages sent in a 
small time frame to the same victim might cause more psychological damage than messages spanning 
over a larger period. Yet, the classification performance in terms of the achieved precision value is not 
sufficient for automated systems blocking malicious users or content. Falsely blocked users or messages 
due to low precision might cause frustration for the corresponding authors as they received unjust pen-
alty. Precision might be further improved by introducing severity values and thus focusing on severe 
cases. Such cases might be blocked automatically while less severe cases might be reviewed by human 
control instances. Furthermore, we are not able to detect other roles involved in a cyberbullying case. 
Assistants, for example, intensify the severity of such cases as they support the involved bully (Xu et 
al., 2012). Finally, the detection of irony, sarcasm or longer statements paraphrasing online harassment 
is still an open problem. Currently, only the approach proposed by Dinakar et al. (2012) is capable of 
detecting paraphrased sexual harassment that alludes to characteristics of the opposite sex. Thus, the 
remaining cases need to be examined manually by personnel. 
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7 Conclusion 
Offending communication is a growing issue in online environments that involve user interaction (Jones, 
2013). In its basic form, the process of sending messages over electronic media to cause psychological 
damage to a victim is called online harassment. In a more severe form, the process of sending offending 
messages several times to the same victim by the same offender is called cyberbullying (Tokunaga, 
2010). In this work we propose an approach to detect cyberbullies and their victims in online commu-
nities. 
In current research, online harassment and cyberbullying cases are examined in an isolated manner de-
tecting offending messages separately without focusing on the addressed victims. However, cyberbul-
lying cases consist of several interrelated messages referring to the same victim. We extend current 
research to detect cyberbullying cases consisting of multiple message exchanges between the same us-
ers. First, we introduce the harassment graph to capture all offending messages as directed edges and 
the corresponding actors as nodes. We leverage the usernames already available in online communities 
to uniquely identify the involved actors. In discussions, users typically refer implicitly to each other, for 
example, by using personal pronouns as other users can derive the addressed user from the context of 
the discussion. However, implicit references are not sufficient to map them unambiguously to the har-
assment graph. Thus, we propose strategies to detect the usernames of referenced victims within the 
plaintext of a message as a second step. In a third step, we examine the resulting graph to classify cyber-
bullies. In contrast to existing research, we also focus on identifying victims of online harassment caused 
by several offenders referring to one victim. Identifying and aiding victims received only brief attention 
in existing work. Finally, we propose metrics to measure the severity of online harassment and cyber-
bullying cases in terms of quantitative aspects. The results show that our approach is able to detect the 
most severe cases accurately.  
We introduce two labeled datasets to evaluate our approach as there are no reference datasets available 
that include information about the referenced victims. We provide access to the datasets as a benchmark 
and for further research3. The approach is evaluated in terms of precision, recall and f1-measure. Since 
there is only limited amount of work on cyberbullying detection available, we cannot directly compare 
our results to other approaches. We were able to achieve reasonable results for the cyberbullying clas-
sification task. Our approach yields 87.5% (dataset 1) and 93.33% (dataset 2) precision and 53.85% 
(dataset 1) and 56% (dataset 2) recall, which is substantially better than the achieved values of 53% 
precision and 42% recall from Xu at al. (2012) on their similar sequential tagging task. The results 
indicate that the presented approach might be used to aid administrators by identifying users involved 
in online harassment and cyberbullying cases within the vast amount of messages exchanged among the 
users of online communities. Administrators can easily view the corresponding messages and their con-
text to decide if further actions need to be taken, especially if the victims might need assistance.  
Further research might be conducted on improving the classification performance to create systems suit-
able for fully automated systems that restrict offending users. Currently, the harassment graph focuses 
on offenders and their victims. Other roles, for example cyberbully assistants, might be in the graph as 
well to gain further insight in the severity of such a case. As each online harassment message contains 
a timestamp, the message history is available in the online harassment graph. Thus, a dynamic analysis 
is possible, for example, to detect users that act as cyberbullies after being cyberbullied themselves. 
Further research might also extend the metrics in terms of qualitative aspects, for example, the severity 
of online harassment expressed by each message. At this time, only quantitative aspects, namely the 
number of offenders and messages are considered. 
                                                     
3 http://ub-web.de/research/ 
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