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Bellman’s equation is analysed by taking derivatives of all orders. It is 
found that unlike the second derivative which satisfies a nonlinear 
equation, the third and higher derivatives of the optimal value function 
satisfy linear differential equations along the optimal trajectory. Analysis 
of those equations shows that if certain conditions are satisfied, their 
solutions are unique and bounded. As a consequence, all partial deriva- 
tives of the optimal feedback control function are bounded. 
NOTATION 
Subscripts and superscripts denote index numbers except when t, X, or u 
are subscripts, in which case the derivative with respect to the subscripting 
variable is intended. For example, f q is the qth element of the f-vector. Then 
Similarly, 
the kth partial derivative of V with respect to xi1 , xi, ,..., xi . k 
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I. INTRODUCTION 
Consider the following optimal control problem: 
3ig =f”(x, 24, t); 40) = x0 (1) 
wo , fo) = yy J&J , UC.), to) (3) 
where x o , to , and tf are given; x(t) is an n-dimensional state vector and u(t) 
is an m-dimensional control vector. The problem is to choose a vector function 
of time, u(t), to minimize the performance index (2), and to find the mini- 
mized performance index (3) for all values of x0 and to. 
Since x0 and to may be considered to be arbitrary, the subscripts may be 
dropped. The optimal return function V(x, t) is known to satisfy [I]: 
- V,(x, t) = m$+(x, u, t> + VJ*@, u, t)) (4) 
w4tf>T $1 = CMb>)~ (5) 
Jacobson [2], [3], [4] h as s h own theoretical and computational consequences 
of obtaining a second order Taylor approximation of (4) in the neighborhood 
of a known solution trajectory x(t). The purpose of this paper is to examine 
theoretical consequences of higher order Taylor expansions of (4). 
The ordinary differential equations that V, and t’,, satisfy (along the 
optimal trajectory) are well known [2], [3], [4]. In this paper, the form of the 
equations satisfied by the higher derivatives is investigated. 
It is shown that for k > 3, the kth order derivative satisfies a linear dif- 
ferential equation. Since V, also satisfies a linear equation, only V,. (of all 
the derivatives a7iV/W) satisfies a nonlinear equation. V,, satisfies a matrix 
Riccati (i.e., quadratic) differential equation. 
S. R. NIcReynolds, in an unpublished memorandum, found the equation 
for k = 3 and it was linear. T. E. Bullock [6] computed differential equations 
for derivatives of V for a specific scalar problem. He found the first 17 equa- 
tions, of which all but the second were linear. 
Sufficient conditions are found to guarantee that the equations for K > 3 
have bounded solutions, which lead to the conclusion that no “higher- 
order” conjugate point is possible. That is, if V,, is bounded on the optimal 
trajectory (and other conditions are satisfied), then all higher order derivatives 
will be bounded on the optimal trajectory. 
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II. 
Define 
iqx, u, t) ==L(x, I(, t) + &p(x, u, 1). (6) 
If u minimizes X(x, u, t), then 
&(x, ii, t) = 0 (7) 
-@L(x, @, t) > 0 (8) 
and (4) becomes 
- V,(x, t) = qx, ii, t). (9) 
The solution to (7) can be written 
ii = $(x, v, , t). (10) 
It is assumed that L and ,f are such that 4 is analytic in its arguments x, V, , 
and t. 
Then the optimal feedback control law is 
U(i) = 24(x, t) = #(x, Vx(x, t), 1). (11) 
Derivatives of (11) with respect to x may be obtained by differentiating (7): 
0 = %,S,(X~ u; t) + x&&“, @, t> *iq - (12) 
Defining B-1 = S&(x, ?I, t) and noting that Bij = Bii , 
or 
u, = -Bc&,, (13) 
uixj = - B$fZ,xi - (14) 
Inequality (8) is assumed to hold strictly: 
Xuu(x, iz, t) > 0. (15) 
This is the strengthened Legendre-Clebsch necessary condition of optimality. 
Higher derivatives of ui with respect to the state vector may be obtained 
by further differentiating (14), e.g., 
where zc,,. is given by (14). 
Equatid2n (9) will be investigated in the neighborhood of an optimal 
trajectory, i.e. x = x $- 6x, where T(t) is optimal. 
HIGHER DERIVATIVES OF BELLMAN’S EQUATION 123 
Equation (9) becomes 
- V,(W + 6x, t) = .8(x + sx, up + 6x, t), t) (17) 
where u(% + Sx, t) is given by (11). If both sides of (17) are expanded in 
Taylor series, equality of coefficients of like powers of 6x implies 
Similarly, the boundary condition (5) becomes 
(19) 
III. 
Equation (18) is analysed by performing the indicated differentiation. 
From this is found the ordinary differential equation that 
V. z,l...iz*jw)~ t) 
satisfies (as a function of time t, along the optimal trajectory). 
If k = 1, (18) becomes 
but the last term of (20) vanishes (according to (7)). Thus 
- vltztl = zx. . ‘1 (21) 
Then by differentiating (21) with respect to xi,, the form of (18) with 
k = 2 becomes 
- vItzi13Ci2 = %!‘l”‘a + e&,q?lz. ’ ‘2 (22) 
Since (22) is equivalent to (18) for k = 2, the following is equivalent to (18) 
for k 3 2. 
- vtz. "'Zig = ax, 
arc-2 
"1 21 .-- axi, eil%e + ax. . . . ax. 
ak-2 (%p5‘1%2i2). (23) 
23 eli 
In the remainder of this section, equation (23) will be analysed to determine 
all occurences of kth or higher derivatives of V. It is necessary first to show 
that the highest derivative of V that appears in the expansion of I(. 
is of order s + 1. 
+I’“* 1 
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(24) 
the highest derivative of V that occurs in u,,, ~1 appears in the following term: 
By differentiating (25), it is clear that the highest derivative of V in uiztl.. .*. 
is of order s f 1, and appears only in the following term: 
7s 
If the differentiation in equation (23) were performed, derivatives of u, of 
all orders up to k - 1 would appear. The k - 1 derivative is due only to the 
last term of (23) and appears as follows: 
Since (26) is the term containing the highest-order derivative of V that 
appears In uizjl.. .3cj sx (27) contains, as a term in a sum, 
and no higher derivatives of V. By (14), (28) may be written 
(29) 
The last term of (23) is responsible for only one other occurence of a kth 
derivative of V (and none of any higher). When the derivative is expanded 
out, only (27) contains a k - l’st derivative of U. The only term containing a 
k - 1 ‘st derivative of A? with respect to x is 
(30) 
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The last term of (23) contributes (29) and (30), which add up to 
and no other terms containing a kth or higher derivative of L’. 
To analyse the first term in (23), note that 
Applying ali-a/axi3 ..* axi, to (28), the terms that appear that involve the 
kth and k + l’st derivatives of V are: 
and no terms appear involving higher derivatives. 
Combining (31) and (33) the expanded form of (23) is found to be 
- G&vi, (34) 
where G is a function of lower (than K-order) derivatives of V and derivatives 
L and f. 
Equation (34) is equivalent to 
where d/dt is a full time derivative along the optimal path. 
Equation (35) represents a system of (fewer than nk distinct) linear ordinary 
differential equations with time-varying coefficients and inhomogeneities. 
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The function G:,,, ,ik is a sum of products of elements of B and derivatives of 
L, f, and 1’ (the latter always of order less than k). GfL,,,i, is independant of 
the order of its subscripts. 
For any k > 3, a solution to (35) exists as long as 
(where u(.%((t), t) is given by (10) and ~~~~~y((t), t) is given by (14)) remains 
bounded and the following remain integrable [5]: elements of B, all derivatives 
of L and f with respect to xi and ui and lower order (than k) derivatives of I’. 
For the case where k = 1. 
(37) 
f zi must remain bounded and Lzi integrable to guarantee a solution to (37). 
If K = 2 similar conditions are necessary but not sufficient. It is assumed in 
this paper that Vzjzj exists and is bounded and integrable (i.e., that there are 
no second order conjugate points). 
IV. 
THEOREM. If 
(1) for each i and q, F,“(t) is bounded; 
(2) all derivatives of L and f with respect to xi and urn are integrable in 
rto 9 al; 
(3) Vzi(.%(t), t) and VziZI(X(t), t) are integrable in [t, , t,], 
then derivatives of V of all orders exist and are integrable in [t, , t,]. 
PROOF by induction: Assume that all derivatives of V of order < k - 1 
exist and are integrable in [t,, , tf]. Then Gtt.,.ik is integrable and a unique 
solution to system (35) exists and is integrable on [to , t,] [5]. Thus, all deriva- 
tives of V of order < k exist and are integrable in [t,, , tf]. 
Since in the hypothesis it is assumed that the first and second derivatives 
of V exist and are integrable in [t ,, , t,], the induction is complete and the 
theorem is proven. 
As a consequence, uir. and all higher derivatives of ui with respect to xi 
exist and are bounded, si’nce each is a sum of products of Bij and derivatives 
of L, f, and V. 
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V. CONCLUSION 
The partial differential equation (4) that the optimal value function (3) 
of a given optimal control problem (l), (2), (3) satisfies is analysed by repeated 
differentiation (23). The following assumptions are made: the strengthened 
Legendre-Clebsch condition (15); that Vzizj is bounded (the Jacobi condi- 
tion); that L and f are analytic; and that if 
u = Icl(x, v, , f> 
satisfies 
44(x, u, t) + Kc,fq(x, f4 f) = 0 
then # is analytic in x and V, . 
(38) 
(39) 
As a consequence it is found that for R 3 3 the set of kth order partial 
derivatives of V satisfy a system of linear ordinary differential equations 
along the optimal trajectory. Thus Vzz is the only partial derivative of V that 
satisfies a non-linear ordinary differential equation along the optimal traject- 
ory. It is shown that solutions to all the equations (for finite k) exist. Thus the 
partial derivatives of the optimal feedback control u(x, t) exist along the 
optimal trajectory. 
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