vehicles operate [7, 12, [21] [22] [23] [24] [25] ] over a broad range of Mach numbers and must fly within the atmosphere for sustained periods of time to meet the needs of an airbreathing propulsion system [26] . The combined extreme aerodynamic heating and pressures acting on the system produce complex fluid-thermal-structural-propulsive interactions [2, 25, [27] [28] [29] [30] . These interactions have received only limited attention in the past.
Classically, aeroelasticity is defined as the mutual interaction of inertial, elastic, and aerodynamic forces in a particular system, when there is feedback between deformation and flow [31, 32] . However, modern aeroelasticity encompasses a much broader set of problems [3, 30, 33] , as illustrated by the aeroservothermoelastic hexahedron [34] shown in Fig. 3 . Classical aeroelasticity is represented by the triangular domain constructed from the elastic, inertia, and aerodynamic vertices. The upper tetrahedron represents the domain of aeroservoelasticity, where the control system is included in the aeroelastic analysis. Similarly, the lower tetrahedron represents the domain of aerothermoelasticity, where thermal effects are included in the aeroelastic analysis.
Hypersonic aeroelasticity and aerothermoelasticity were active areas of research in the late 1950s and during the 1960s, as is evident from [3, [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] . This research was instrumental in providing the basis for the aerothermoelastic design of the X-15 and the space shuttle. Because of the previously unattainable technology requirements necessary to design and operate hypersonic vehicles, this early research has been followed by periods of dormancy and intermittent spurts of activity. However, it is clear from recent advances that sustained airbreathing hypersonic flight is on the horizon. Thus, the objective of this paper is to survey the status of research in the areas of hypersonic aeroelasticity and aerothermoelasticity in order to provide 1) a comprehensive review of the state of the art and 2) insight into important challenges and future directions.
An overview of the problem and governing equations is provided in Sec. II. In Sec. III, modeling approaches and coupling strategies for the fluid, thermal, and structural problems are reviewed. A survey of experimental research, aerothermoelastic similarity, panel flutter, and computational studies of lifting surfaces and complete vehicles is provided in Secs. IV, V, VI, and VII, respectively. In Sec. VIII, emerging frontiers are discussed, namely, the study of aeroservothermoelastic-propulsive (ASTEP) interactions for comprehensive analysis of hypersonic vehicles and inflatable aerodynamic decelerators (IADs) for planetary entry. The paper closes with conclusions and identification of potential future directions. 
II. Characterization of Problem
To provide a comprehensive survey of the current state of hypersonic aeroelastic and aerothermoelastic research, it is helpful to summarize the principal characteristics of hypersonic flow, hypersonic vehicles, and the governing equations.
The boundary that separates hypersonic flight from supersonic flight is not set at a particular Mach number. Rather, hypersonic is generally used to designate the regime where certain flow phenomena become progressively more important as the Mach number is increased to higher values [1] . Typically, a flow is characterized as hypersonic starting at Mach numbers between three to five [1, 52] . An important consequence of high-speed flow is the need to retain nonlinear aspects of the governing equations, since the velocity perturbations are large compared with the ambient speed of sound. This increases the complexity of computing the aerodynamic loading when compared with supersonic flows. Furthermore, as the Mach number is increased, the shock, which is very strong, moves close to the body while the boundary layer grows rapidly. Therefore, at high Mach numbers, viscous interactions between the outer inviscid flow, the shock, and the boundary layer become significant [1, 26, 52] . Also, extreme temperatures are present in both the inviscid flow behind the shock and the boundary layer, due to significant flow compression and viscous dissipation [1, 26, 52] . This intense aerodynamic heating can cause dissociation and ionization within the gas, resulting in chemically reacting boundary layers. Such complex phenomena are generally not required in the analysis of subsonic and supersonic aircraft. Thus, the exact solution to the hypersonic aerothermodynamic problem can only be obtained by solving the unsteady Navier-Stokes (NS) equations, including real-gas effects; a task that presents a significant computational challenge [53] .
Aside from these important flow characteristics, another important aspect of hypersonic flight is the tight coupling of subsystems in hypersonic vehicles [1] . It is evident from the schematic of the X-43 in Fig. 1 that, unlike subsonic and supersonic aircraft, modern hypersonic vehicles are based on an integrated airframe-propulsion concept; where the entire lower vehicle surface is part of a scramjet propulsion system. This integration produces interactions between the various airframe components that cannot be neglected in analysis of complete vehicles [2, 27, 30] .
The multidisciplinary nature of hypersonic vehicles requires inclusion of unsteady aerothermodynamics, temperature-dependent structural dynamics, and heat transfer analysis, as well as appropriate coupling mechanisms between each discipline. Figure 4 illustrates that the hypersonic aerothermoelastic problem can be conceptually divided into two parts [54] : 1) an aerothermal problem and 2) an aeroelastic problem. The aerothermal problem consists of computation of the aerodynamic heating and resulting heat transfer between the fluid and the structure, and its solution provides the temperature distribution Tx; y; z; t in the structure. Since the aerodynamic heat flux is a function of surface temperature, a mutual coupling exists between the aerothermodynamics and heat transfer. Furthermore, the aerodynamic heat flux is a function of surface geometry, which varies as a result of flexibility that is associated with transient aeroelastic behavior. Thus, exact computation of the temperature distribution requires a continuous time-marching solution along a trajectory of interest.
The governing equations for the aerothermoelastic problem are given by Michopoulos et al. [55] in the structural domain. Equation (1) is the NS equation, where w represents the conservative fluid state vector; F and R are the convective and diffusive fluxes; and Sw is a source term associated with turbulence modeling in computational solutions. Note that Eq. (1) is derived in an arbitrary Lagrangian-Eulerian (ALE) reference frame to account for fluid-structure coupling [55] . Thus, the reference frame of the fluid is allowed to move, where x; t is the time-dependent position vector of a fluid point, its position vector in a reference configuration, and J j@x=@j is the Jacobian determinant of the deformation gradient. For the numerical solution of Eq. (1) , an additional equation is required in order to adjust the fluid mesh to accommodate the surface motion. A common approach is to represent the mesh in the fluid domain as a dynamic pseudostructural system using [55] 
where f and f represent a fictitious density and stress tensor in the fluid mesh. The values for these quantities are set to maintain fluidmesh quality during deformation and to prevent negative volumes. The structural dynamics and heat conduction are governed by Eqs. (2) and (3), where S is the material density; S and S are the structural stress and strain tensors; u S is the displacement vector; b is the body force vector; c pS is the specific heat; S is the structural heat conductivity tensor; T S is the structural temperature field; Q i is the heat flux from an internal energy source; and Q b is the heat flux at the fluid-structure interface [55] .
Finally, note that the fluid and structure are coupled through an interface, where the following boundary and compatibility conditions must be satisfied [55] :
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T S T F (8) Fig. 3 Aeroservothermoelastic hexahedron [34] . Fig. 4 Basic structure of the aerothermoelastic problem.
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Here, p is the fluid pressure, F is the viscous fluid stress tensor, are nonaerodynamic tractions, v is the fluid velocity field, T F is the fluid temperature field, F is the fluid heat conductivity tensor, and n is the normal vector to the surface [55] .
III. Modeling Approaches
There are two components to modeling an aerothermoelastic system. The first corresponds to individual modeling of the fluid, thermal, and structural disciplines. Modeling approaches vary from simple approximate theories to high-fidelity numerical approaches, such as computational fluid dynamics (CFD) and computational thermostructural dynamics (CTSD). However, the high computational cost of CFD and CTSD typically make these approaches impractical for use in hypersonic aerothermoelasticity [3] . An alternative is to use hybrid numerical-theoretical approaches, where a high-fidelity solver is coupled to simple models, depending on the required level of accuracy in each field. For example, a CFD solver for the unsteady aerothermodynamics might be coupled to a theoretical model for the heat transfer and structural response. Similarly, a finite element method (FEM)-based CTSD solver for the heat transfer and structural response might be coupled to an approximate model for the unsteady aerothermodynamics. Beyond these hybrid approaches, recent research has focused on developing computationally efficient reduced-order models (ROMs) from CFD and FEM solvers using mathematical techniques that identify and retain only the relevant physics in the fluid, thermal, and structural systems.
The second component associated with performing an aerothermoelastic analysis deals with fluid-thermal-structural coupling. As shown in Fig. 4 , there are numerous coupling mechanisms in the system. Furthermore, each mechanism has different levels of importance, depending on the desired analysis. Different approaches for both aspects (i.e., modeling and coupling) are discussed next.
A. Low-Fidelity Modeling 1. Aerodynamic Pressure Commonly, the unsteady aerodynamics are approximated using either piston theory (PT) [56, 57] or a similar Van Dyke second-order theory (VD) , which is essentially equivalent to second-order PT at hypersonic Mach numbers. However, other methods such as shockexpansion theory (SE) [60] , unsteady Newtonian impact theory (NI) [61, 62] , and lifting surface/panel approaches [63, 64] have also been employed. Each assumes inviscid hypersonic flow and neglects realgas effects. Furthermore, they are based on quasi-steady flow assumptions. However, despite these limitations, such approximate tools have produced sufficiently accurate results in specific cases [22, 52, 63, [65] [66] [67] [68] [69] [70] [71] . The computational efficiency and ease of implementation make these methods attractive for preliminary design and trend-type studies of hypersonic configurations.
Recently, an assessment of low-fidelity modeling approaches was conducted in [71] by comparing flutter predictions to those computed using NS aerodynamics. The comparisons were made, using the double-wedge typical section shown in Fig. 5 , over a wide range of operating conditions by varying both the elastic axis location and operating altitudes. The approximate aerodynamics considered were PT, VD, unsteady SE, and unsteady NI [71] .
Results from this comparison are shown in Fig. 6 . Note that since the analysis was carried out in the absence of aerodynamic heating, which weakens the structure and lowers the flutter Mach number, relatively low altitudes were required in order to produce flutter at Mach numbers below 30. It is clear from these results that, with the exception of first-order PT (which neglects thickness effects) and NI (which is applicable to high Mach numbers and surface inclination angles), each of the approximate aerodynamic models produced reasonably accurate flutter predictions up to Mach 30. A convenient parameter for the study of hypersonic aerodynamics is the hypersonic similarity parameter, which governs similarities between different flow/body combinations [1] . For a double-wedge airfoil, hypersonic similarity is given by the product of Mach number and surface inclination. For the typical section studied, Mach 30 corresponds to a hypersonic similarity parameter of O1. This implies that simple aerodynamic models, such as VD and third-order PT, are reasonably accurate when the product of Mach number and surface inclination is less than one. However, since these comparisons were conducted on a relatively simple geometry, more work is needed using realistic configurations [e.g., three-dimensional (3-D) geometries] to more thoroughly assess the accuracy of these approaches. [71] . Fig. 6 Variation in the flutter Mach number of a double-wedge typical section, as a function of elastic axis offset parameter a, computed using several different aerodynamic models [71] .
Aerodynamic Heating
Relatively simple and efficient approximations for the aerodynamic heating can be computed using the Eckert reference methods [1, 72] . The reference enthalpy method uses boundary-layer relations from incompressible flow theory, with flow properties evaluated at a reference condition that accounts for the effects of compressibility in high-speed flow. The reference temperature method is derived from the reference enthalpy approach using the assumption of a calorically perfect gas to replace the reference enthalpy with a reference temperature. Eckert reference methods have been used extensively to efficiently approximate viscous drag and convective heating of aerospace vehicles [1, 73] . Note that these methods are dependent on the inviscid mean flow properties. Thus, they can be conveniently combined with one of the approximate aerodynamic methods described previously in order to couple the aerothermodynamics to the response of a structure [73] .
Thermoelastodynamics
The most straightforward approach for modeling the thermoelastic problem is to develop equivalent models using basic structural components such as beams, plates, or shells. However, exact solutions to the governing differential equations can be obtained only for simple configurations. Thus, typically low-fidelity modeling of the thermoelastic problem uses a finite difference solution for the heat transfer problem, while low-fidelity modeling of the structural dynamics uses Rayleigh-Ritz or Galerkin methods [74] . As mentioned earlier, and shown in Fig. 1 , hypersonic vehicles are composed of low-aspect-ratio components. Therefore, the structural dynamics typically resemble that of plates undergoing chordwise, spanwise, and torsional deformations. Note that when the aerodynamic heating is included in the analysis, the use of simple structural components, such as equivalent beams and plates, becomes questionable due to the dependence of heat transfer on internal structural layout. This characteristic, combined with the requirement to accurately model complex structural configurations, implies that FEM is the preferred approach for modeling hypersonic vehicle thermoelastodynamics.
B. High-Fidelity Modeling
With rapid increases in computational power, high-fidelity aeroelastic analysis using CFD and CTSD has emerged as a viable approach for hypersonic aeroelasticity [30, 55, 70] . For an aeroelastic analysis in hypersonic flow that neglects heating effects, there are only practical differences compared with other flow regimes: e.g., time step and grid construction for CFD modeling. Specifically, there are large spatial gradients in hypersonic flow associated with shocks and expansion fans. This requires a high grid density in the fluid domain near surface gradients. Furthermore, the boundary layers in hypersonic flow are relatively thick. This enables the use of a less dense grid near the surface of the wall for computing the boundary layer. The high-speed flow combined with stiff low-aspect-ratio structures implies that, for temporal accuracy, smaller time steps are needed to capture aeroelastic behavior when compared with other flow regimes.
While CFD and CTSD approaches are viable for modeling unheated aeroelastic behavior, there are significant concerns when using such an approach for the more realistic problem of performing an aerothermoelastic analysis. For instance, few CFD codes are capable of reliably predicting important hypersonic aerothermodynamic phenomena such as turbulent heating rates, nonequilibrium real-gas effects, hypersonic transition, shock-boundary-layer interactions, shock-shock interactions, etc. [53, 75] . Each of these phenomena affect the heat loads to the structure. These issues will remain active research areas in numerical modeling of hypersonic aerothermodynamics and boundary layers for the foreseeable future [53] .
From heat transfer and structural modeling perspective, shockshock and shock-boundary-layer interactions lead to high intensity, localized heat and pressure loads [1, 2, 76] . Furthermore, these loads may be unsteady due to interactions in the turbulent boundary layer [77] [78] [79] and transient structural responses. This may cause difficulties in localized mesh refinement in the thermal and structural models. A potential alternative to localized refinement is the generalized FEM [80] , which augments FEM shape functions with higher-order functions to capture localized effects. However, careful additional study is needed to demonstrate that this approach can accurately capture the aerothermoelastic behavior of a structure subject to shock impingements.
C. Reduced-Order Modeling
In addition to numerical issues, an aerothermoelastic analysis using coupled CFD-CTSD approaches presents a significant computational burden due to disparate time scales, very large numbers of degrees of freedom (DOFs), and the need for a high number of repeated analyses due to uncertainties and design optimization [3, 33] . These issues have motivated research on reduced-order modeling, which seeks to provide an accurate description of a system at a computational cost that is a fraction of that needed for a full-order analysis. Here, the term "order" refers to the number of computational DOFs of the model. For the specific example of hypersonic aerothermoelasticity, a full-order model might consist of a nonlinear time domain fluid-thermal-structural analysis that is, in general, computationally intractable.
Typical approaches for constructing aerodynamic ROMs are proper orthogonal decomposition (POD) [81] [82] [83] [84] , Volterra series [82, 85] , and surrogates [71, [86] [87] [88] [89] [90] [91] [92] . Each of these approaches seeks to identify the primary features of a system from a limited number of full-order flow solutions. The generation of the required data set requires an up-front computational investment. However, this process can be efficiently carried out using parallel computing facilities. POD represents a spectral method for ROM, where an orthogonal modal basis is computed from snapshots of the full-order system response to relevant inputs [82] . The Volterra series method uses the assumption that the response of any nonlinear system is exactly represented by an infinite series expansion of multidimensional convolution integrals of Volterra kernels. A Volterra series ROM is constructed by computing a truncated set of kernels from the full-order system response to a set of known inputs [82] . Surrogate-based approaches identify a continuous approximate function (i.e., surrogate function) from a discrete sampling of an unknown, nonlinear function over a bounded set of inputs [93, 94] . Methods for constructing the surrogate function include autoregressive moving average (ARMA) models, radial basis functions, neural networks, polynomial response surfaces, and kriging [86, 91, 93] .
Despite extensive research into aerodynamic ROMs over the last decade, only a limited number of studies have considered hypersonic flow. Lucia [95] examined POD to model aerodynamic systems with strong shocks or nonlinearity in their parameter space. Tang et al. [84] developed a POD-based ROM for predicting steady-state pressure and temperature distributions on the surface of a rigid vehicle. These studies found that a POD-based ROM is suitable for accurate representation of high-speed flows with shocks and nonlinearity in the parameter space. Gupta et al. [22] and Gupta and Bach [88] developed an ARMA aerodynamic surrogate to perform a CFDbased aeroelastic analysis of the NASA X-43 vehicle. The ARMAbased analysis was found to yield an accurate model, and it was four times faster than the full-order analysis. Recent work has focused on using kriging surrogates to efficiently model static hypersonic aerodynamic pressure, force coefficients, and heating to both the effect of arbitrary surface temperature and structural deformation [71, 92] . Kriging is an interpolation method useful for replacing expensive computer models with computationally efficient approximations of nonlinear functions [93, 96, 97] . Typical prediction times are on the order of a fraction of a second. Kriging interpolation was used in these studies, since the method is well suited to approximating nonlinear functions and does not require a priori assumptions on the form of the full-order function that is to be approximated. The kriging surrogates typically had less than 5% error relative to the full-order CFD predictions, and they had computation times of 100ths of a second. Furthermore, the kriging surrogates were generally more accurate than POD-based ROMs [92] .
A somewhat different approach for reducing the computational expense of high-fidelity analysis in hypersonic flow is to develop approximate aerodynamic pressure and heating models from steadystate CFD flow solutions [71, 92, 98, 99] . This approach is reasonable, since the high speed of the flow results in relatively low reduced frequencies and there are typically large differences in time scale between the fluid-structural dynamics and the heat transfer. Thus, the primary features of the flow are contained within a quasi-steady flow approximation for the pressure [71] and a static approximation for the aerodynamic heating [73, 92] . The use of steady-state CFD is advantageous, since it is significantly faster to compute compared with time-accurate flow analysis. Scott and Pototzky [98] developed such an approach using separate steady-state flow solutions for the static and harmonic components of pressure. The static component of pressure was computed using the deflected mode shape, while the harmonic component was computed using either a transpiration boundary condition [100, 101] or manipulation of the expression for wash velocity to relate surface geometry to surface velocity. In [71, 99] , a local PT (LPT) approach [61] was implemented to compute the unsteady generalized aerodynamic forces (GAFs) on lifting surfaces. In this approach, the freestream flow quantities in PT are replaced with local flow quantities computed using steady-state CFD. In both studies, the LPT method resulted in improved flutter boundary predictions relative to classical nonlinear PTat a fraction of the computational cost for time-accurate CFD [71, 99] .
Another approach considered in [71] was to augment the pressure computed from steady-state CFD, with unsteady terms extracted from PT. Figure 7 provides a comparison of the LPT and the hybrid CFD-PT approach (NS SS-PT ), with VD and time-accurate NS for predicting the flutter boundary of the typical section shown in Fig. 5 . Note that the Van Dyke theory is included here, since it provided the best agreement with the NS predictions compared with the other classical aerodynamic theories considered in [71] . For this configuration, the hybrid CFD-PT approach provided the best agreement with the flutter boundaries computed using time-accurate NS flutter compared with the LPT and VD methods.
A novel aspect of [71] was the use of a highly efficient kriging surrogate for the CFD, further reducing the computational expense of the hybrid CFD-piston and LPT approaches. In a follow-on study, this approach has been used to construct a surrogate-based 3-D aerodynamic heating ROM for control surfaces [92] .
Recently, methods for ROM of the thermoelastic problem have also been investigated, both for linear [102] [103] [104] and nonlinear thermostructural responses [16, [105] [106] [107] [108] [109] [110] . Falkiewicz and Cesnik [104] provide a thorough review of past studies on reduced-order thermal modeling and identify several potential approaches: namely, Gunyan reduction and component mode synthesis [111] , modal identification method [112] [113] [114] , augmented eigenmodes [115] , Lanczos method [116, 117] , the force-derivative method [118, 119] , and POD [103, 104, 120, 121] . It is argued in [104] that POD is the superior approach for coupled fluid-thermal-structural problems, since it identifies a modal basis that captures the most energy from the fewest modes and is relatively robust to extrapolation in time and thermal loading conditions. This latter feature implies that a modal basis can be identified a priori to implementation in a fluid-thermalstructural analysis without the need to update the basis when the boundary conditions deviate from those used to generate the sampling data. To demonstrate this, Falkiewicz and Cesnik [104] computed POD modes from the first 500 s of a transient thermal response to a constant, uniform heat flux load, and then they used these modes to compute the transient thermal response to a temporally varying heat flux for 2000 s of response. The average spatial error norm of the ROM was less than 10% for the entire 2000 s of response. In related work, Falkiewicz and Cesnik [102] and Falkiewicz et al. [103] have developed a structural ROM framework, for coupling with their thermal ROM, using the Ritz method with a set of assumed discrete modes. The assumed modes are computed from a free vibration analysis of the full-order system at a reference thermal state.
Przekop and Rizzi [108, 109] investigated approaches for FEMbased ROMs intended for nonlinear response prediction to thermoacoustic loads. This work concluded that temperature increases in the structure primarily affect the linear stiffness coefficients. Furthermore, a modal basis consisting of symmetric transverse, antisymmetric transverse, symmetric in-plane, and antisymmetric in-plane modes is necessary for accurate nonlinear response prediction. The nonlinear stiffness coefficients were computed from the indirect stiffness approach. In an extension of this work [110] , the problem of time-varying spatial acoustic loads, due to oscillating shocks as shown in Fig. 8 , on modal basis selection was investigated. Results illustrated that a load-independent modal basis can be identified (and used to accurately represent the nonlinear structural dynamics) using POD system identification combined with a subsequent modal expansion to identify normal modes.
Spottswood et al. [16, 105] studied the nonlinear dynamic response of a curved beam with applied thermoacoustic loads. In [105] , the nonlinear stiffness coefficients were computed using implicit condensation. Despite the added complexity of a curved structure, the use of the unheated linear free vibration bending modes as the modal basis provided sufficient fidelity for exploration of a design space. In a follow-on study [16] , the modal basis was expanded to include membrane effects through an assumed quadratic functional form. Furthermore, an alternative ROM approach was considered that used a modal basis consisting of both linear free vibration bending modes and dual modes. The dual modes represented the high-frequency membrane displacements and were computed using POD on a set of snapshots of likely transverse motions generated from nonlinear finite element analysis (FEA). As shown in Fig. 9 , both approaches provided good accuracy in capturing the dynamic response of the curved beam. Note that, in Fig. 9 , the higher loading Fig. 7 Variation in the flutter Mach number of a double-wedge typical section, as a function of elastic axis offset parameter a, computed using several different aerodynamic models [71] .
cases included intermittent and nearly continuous snap-through events.
Reduced-order modeling of the nonlinear thermoelastic problem has been recently considered by Perez et al. [106, 107] . Their approach uses a modal expansion of the spatial and temporal thermoelastic variables combined with a Galerkin approach to derive a set of coupled reduced-order nonlinear differential equations. Dual modes, in conjunction with problem specific enrichment functions, were used as a modal basis for the structural dynamics. For the steady thermal problem, thermal basis functions were selected as those satisfying the through-thickness one-dimensional (1-D) steady heat conduction equation, eigenvectors of the linear finite element approximation of the transient heat conduction problem on the top and bottom surfaces, and a set of linear in-plane functions to homogenize the thermal boundary conditions. For the transient thermal problem, under rapid heating conditions, the basis was augmented with a cubic through-thickness polynomial. Verification for several different cases, including structures composed of functionally graded materials, transient thermoacoustic loadings, and varying boundary conditions, indicated good accuracy relative to full-order FEA. Furthermore, the ROM predicted stresses with comparable accuracy to the temperature and displacement predictions.
D. Fluid-Thermal-Structural Coupling
As shown in Fig. 4 , prediction of the dynamic response of a flexible structure in a hypersonic flow requires the simultaneous solutions of the fluid, structure, and heat transfer problems. Furthermore, it is evident from Eqs. (5) (6) (7) (8) (9) that the boundary conditions of these three fields are mutually dependent and transient due to coupling at the fluid-structural interface. Therefore, accurate coupling of the three systems is complicated. A detailed description of the various coupling mechanisms is conveniently carried out by considering three different problems, namely, 1) aerothermal coupling 2) fluid-structural coupling, and 3) aerothermal-aeroelastic coupling.
Aerothermal Coupling
As illustrated in the aerothermal part of Fig. 4 , aerothermal coupling involves the mutual dependence of the aerodynamic heat flux and structural temperature at the fluid-structure interface. To demonstrate the primary features of this coupling, consider a simplified form of Eq. (3), where internal heat source and heat generation due to straining are neglected:
where
Thus, the heat transfer is governed by an energy balance between the convective heating by the fluid _ q aero and heat conduction into the structure _ q cond , radiation out to space _ q rad , and energy stored in the wall _ q strd [26, 74] . Note that h ht is the convection heat transfer coefficient, T AW is the adiabatic wall temperature (i.e., fluid temperature where there is no heat transfer at the wall), T W is the wall temperature at the fluid-structure interface, SB is the StefanBoltzmann constant, and is the surface emissivity.
The heat transfer problem is driven by Eq. (11) or, more specifically, the adiabatic wall temperature T AW [74] . The dependence of the aerodynamic heat flux on the surface wall temperature is evident in Eq. (11), which indicates that the heat flux decreases with increasing wall temperature. In addition to this direct coupling, note that the convection heat transfer coefficient is also a relatively weak function of wall temperature, where recent study [122] has shown that neglect of this coupling in a quasi-static aerothermoelastic analysis results in O10% overprediction of the surface temperature.
Fluid-Structural Coupling
As shown in Fig. 4 , fluid-structural coupling involves simultaneous interactions at the fluid-structural interface between the aerodynamic, inertial, and elastic forces in the system. For lowfidelity modeling approaches, exact coupling of the structural equations of motion to the unsteady aerodynamics is straightforward, since the approximate aerodynamics provide point function relationships between the surface motion and aerodynamic pressure. Thus, the approximate unsteady aerodynamic theories can be directly incorporated into the structural equations of motion as and random acoustic load, predicted using FEM and two different structural dynamic ROMs (IC denotes implicit condensation, FMD denotes full model with dual modes, and PSD denotes spectral density) [16] .
deformation-dependent loads, leading to nonlinear aerodynamic stiffness and damping terms.
Fluid-structural coupling using high-fidelity numerical approaches represents a significant challenge. A basic requirement of fluid-structural coupling is to maintain accurate and stable time integration of the governing equations. The complexity is due to the requirement to accommodate the differences in reference frame between the governing equations of the fluid and structure (i.e., Eulerian vs Lagrangian) [55, 123] . This issue has produced different techniques, such as the transpiration boundary condition approach [100, 101] , the ALE approach [124] , the corotational approach [125] , and the space-time formulation [126, 127] . An additional constraint, as evident from Eqs. (5-7), is to enforce both kinematic and kinetic boundary conditions at the moving fluid-structure interface [55, 123] .
There are two basic categories of fluid-structural coupling: namely, monolithic or partitioned [128] [129] [130] [131] [132] . For monolithic solvers, the governing equations of the fluid and structure are combined into a consistent scheme and marched forward in time simultaneously. In a partitioned approach, the fluid and the structure are solved using separate CFD and computational structural dynamic solvers. Each approach has advantages and disadvantages. An advantage of monolithic schemes is the use of consistent time advancement, which results in inherent time accuracy of the solution. However, development of these schemes requires considerable refinements due to different mathematical properties of the governing equations [132] . In addition, monolithic schemes eliminate modularity between the fluid and structural solvers, which complicates the integration of new numerical schemes and models as the state of the art in the each solver improves [132] . The principal advantage of a partitioned approach is modularity of the fluid and structural solvers. Thus, advances in technology in each area can be readily incorporated. Furthermore, the governing equations for the fluid and structure are solved using the most suitable numerical schemes for each class of problem [128, 132] . Despite these advantages, partitioned schemes must address two issues: namely, accurate 1) projection of loads/deformation between each solver and 2) time advancement. The first issue is a challenge, since the fluid and structural solvers commonly have mismatched grids [130, [133] [134] [135] . The challenge of time advancement in partitioned approaches arises due to lag of the structural and fluid response during each cycle of information between solvers, as shown by the conventional serial staggered sequence [132] in Fig. 10 . Such delays can lead to degradation of time accuracy and numerical instabilities that may produce spurious aeroelastic instability [123, 132] .
The advantages of partitioned approaches over monolithic schemes has led to a significant body of research that effectively eliminates concern over time accuracy [128, 129, 132] and load/ displacement projection [130, [133] [134] [135] . For example, Jaiman et al. [135] have demonstrated integration over a commonly refined surface, depicted in Fig. 11 , achieves numerical accuracy and conservative load transfer on mismatched grids. As shown in Fig. 11 , the commonly refined surface represents the intersection of elements between the fluid and structural meshes; that is, every fluid and structural node has a node on the commonly refined surface. These nodes are then used to form subelements, over which the fluid loads are integrated for application to the structure. A common approach for maintaining time accuracy on partitioned numerical integration schemes is the use of subiterations between each time step (i.e., strongly coupled) [136] [137] [138] [139] . However, work by Farhat et al. [132] has proved that subiteration free (i.e., loosely coupled) second-orderaccurate fluid-structure numerical integration approaches can be constructed, provided 1) the fluid time integrator is second-order time-accurate on moving grids, 2) a second-order time integrator is used as a predictor for structural motion, 3) the algorithm for timeintegrating fluid-mesh motion is carefully designed, 4) load transfer is at least first-order time-accurate, and 5) the structural dynamics are time integrated using the midpoint rule [132] .
Aerothermal-Aeroelastic Coupling
The need to incorporate aerodynamic heating effects in an aeroelastic analysis of hypersonic configurations poses difficulties due to orders of magnitude differences in time scales between the heat transfer and aeroelastic responses, as well as the dependency of the heat transfer process on the vehicle trajectory. These two attributes of the problem imply that a realistic aerothermoelastic analysis must be carried out over many time steps for long time records. Even when employing relatively simple fluid, thermal, and structural models, such an analysis is computationally expensive [73] . Historically, the aerothermoelastic problem shown in Fig. 4 has been simplified by making three basic assumptions that decouple the aerothermal and aeroelastic problems [35, 45, 54, 140] : 1) Thermodynamic coupling between heat generation and elastic deformation is negligible.
2) Dynamic aeroelastic coupling is small; that is, the characteristic time of the aerothermal system is large relative to the time periods of the natural modes of the aeroelastic system. Fig. 10 Cycle of the conventional serial staggered time-marching approach for partitioned fluid-structural coupling [132] . Fig. 11 Conservative load transfer using a commonly refined surface [135] .
3) Static aeroelastic coupling is small; that is, total elastic deflections are insufficient to alter the temperature distribution. When using these assumptions, the aerothermal solution is obtained first in order to compute the transient temperature distribution in the structure, and the aeroelastic analysis is then carried out on the heated structure. This approach is sometimes denoted one-way coupling, since it neglects path 2 in Fig. 4 . A common implementation of this approach is to assume a temperature distribution in the structure before performing the aeroelastic analysis.
Among the different assumptions used to decouple the aerothermal and aeroelastic solution sequences, the third is the most questionable. As shown in Fig. 12 , surface deformations will locally modify the flow by introducing shocks/expansion fans and lead to spatially varying temperature distributions. The inclusion of these effects is denoted here as two-way coupling, since it includes path 2 in Fig. 4 .
Despite its potential importance, only a limited amount of studies have considered two-way coupling in hypersonic flow. Two-way coupling was considered for aerodynamically heated panels [141] and leading edges [142] using a staggered procedure to couple the finite element flow-thermal, thermal, and structural models. The solution sequence alternated between coupled flow-thermal analysis of the fluid-structure and thermal analysis of the structure. At select times, the quasi-static structural deformation due to thermal loading was updated. Two-way coupling was also considered for metallic thermal protection panels using a two-dimensional boundary element method [143] and the FEM [144] for thermal and structural models, each loosely coupled to a hypersonic CFD code. Bowing of the metallic panels into the flow was modeled using an iterative procedure to compute the quasi-static deformation under transient heating [144] . Two-way coupling was approximated in two panel flutter studies [145, 146] by setting the panel temperature equal to the steady-state adiabatic wall temperature combined with the instantaneous local fluid temperature. The instantaneous local fluid temperature as a function of deformation was computed using an isentropic pressure-temperature relationship, where the deformation-dependent pressure was computed from linear PT [57, 147] . This is a crude approximation for the aerothermodynamics, particularly since it has been found that linear PT is unreliable in hypersonic flow [71] .
A comprehensive study on the importance of two-way coupling on aerothermoelastic stability and response prediction was completed recently in [73] . To obtain a tractable configuration, cylindrical bending of a von Kármán panel was assumed. The aerodynamic pressure was modeled using third-order PT [56, 57] , and the aerodynamic heating was computed using the Eckert reference enthalpy method [72] . The aerodynamic heating was coupled to the structural displacement using the pressure from PT combined with an isentropic flow assumptions for the inviscid fluid properties required for the Eckert heating method. Also, arbitrary through-thickness and chordwise temperature distributions were included for the in-plane thermal loads and temperature-dependent material properties. Results indicated that two-way coupling can significantly impact the aerodynamic heating and transient temperature distributions and nonlinear transient panel response. The results also indicated that the importance of two-way coupling increases with the duration of the hypersonic trajectory. Also, due to large differences in time scale between the heat transfer and aeroelastic problems, the implementation of a quasi-static and time-averaged dynamic (i.e., average of structural response for several aeroelastic time steps per aerothermal time step) aerothermal-aeroelastic coupling leads to substantial reductions in computational expense with negligible loss of accuracy. For the case studied, quasi-static coupling required less than 1% of the computational time of a simultaneous time-marching solution. Time-averaged dynamic coupling required less than 4% of the computational time.
In an expanded follow-on study [122] , the simple thermoelastic panel model was replaced with a FEM model of the stiffened carboncarbon panel shown in Fig. 13 . This configuration is based on a stiffened-skin panel located on the inlet ramp of a conceptual airbreathing hypersonic vehicle [148] . The skin temperatures and surface ply failure index from a quasi-static analysis are shown in Fig. 14 . The surface ply failure index is based on the Tsai-Hill criterion, where a value of zero corresponds to zero stress and values of one or greater indicate ply failure. Each case considered has a fourdigit number that corresponds to a different type of coupling considered, where each digit corresponds to the labeled arrows in Fig. 15 . For example, type S-1234 represents a quasi-static analysis of a complete set of interactions, whereas type S-1030 includes only the arrows labeled 1 and 3. Note that a quasi-static decoupled analysis is represented by the arrows labeled 1 (i.e., type S-1000).
Uncertainty of in-plane boundary conditions was also investigated in [122] by considering two cases: 1) free expansion (0% spring) and 2) linear spring (10% spring). The spring stiffnesses for the linear spring case were set to 10% of the product of fiber Young's modulus and plate thickness. It is clear from Fig. 14 that mechanical in-plane boundary conditions have a strong influence on the magnitude of aerothermal-aeroelastic coupling. For the free expansion cases, outof-plane displacements are small, and a one-way aerothermalaeroelastic coupling is sufficient. However, the linear spring cases resulted in an order of magnitude increase in out-of-plane displacement: increasing the importance of two-way aerothermalaeroelastic coupling (case S-1234). For the linear spring case, the neglect of two-way aerothermal-aeroelastic coupling (i.e., cases S-1000, S-1030, and S-1034) resulted in surface ply index failure predictions well below the failure criteria, while the two-way coupled analysis predicted panel failure.
These results, combined with other results in [122] , indicate that, for small panel displacements [O1% of panel length], neglecting the dependence of aerodynamic heating on structural deformation results in O10% uncertainty in surface temperature and O100% uncertainty in surface ply failure index.
Coupled Analysis Using Combined Computational Fluid Dynamics and Computational Thermostructural Dynamics
A comparison of Figs. 4 and 16 indicates that aerothermalaeroelastic coupling for an integrated CFD-CTSD aerothermoelastic analysis is a complex endeavor. In this case, the aerothermoelastic problem cannot be divided conveniently into distinct aerothermal and aeroelastic problems. Thus, in addition to substantial increases in computational requirements, formulating an accurate and efficient coupling process poses another hurdle. To the authors' knowledge, a tightly coupled CFD-CTSD dynamic aerothermoelastic analysis has not been conducted to date. As mentioned, Thornton and Dechaumphai [141] , Dechaumphai et al. [142] , and Wieting et al. [149] implemented a quasi-static finite element approach for an integrated CFD-CTSD code. The aerodynamic heating was computed by solving the NS equations. In a related study, Loehner et al. [150] implemented a loosely coupled algorithm, which combined existing CFD and CTSD codes. The authors chose the CFD code FEFLO98 [151] , the CTSD codes COSMIC-NASTRAN [152] (linear structure and heat transfer), and DYNA3D [153, 154] (nonlinear structure). Loose coupling of these codes was accomplished by selecting a master surface for a specific variable and interpolating/projecting that variable to the other codes at each time step. The method was applied to several examples, including a generic weapons fragmentation, a nose-cone configuration, and an aerodynamically heated panel configuration studied by Thornton and Dechaumphai [141] .
Tran and Farhat [155] used an integrated fluid-structure-thermal solver to perform an analysis on the aerodynamic heating of an F-16 airfoil and a computational aerothermoelastic (CATE) stability analysis of a flat panel. The aerothermoelastic formulation [155] was an extension of a previous aeroelastic formulation developed by Farhat et al. [131] . In the aerothermoelastic analysis, only one-way thermal coupling was considered. In this case, stress and deformations due to temperature changes are included; however, feedback is neglected between the stress/deformations and the aerodynamic heating computations. The fluid, structure, and mesh dynamics were solved separately in a serial manner, and the solutions from each computational domain were then transferred via the interface boundary in order to account for interaction effects.
A CATE methodology that incorporated the heat transfer between the fluid and the structure using CFD-based aerodynamic heating computations was described in [70] . This CATE analysis procedure was used to study the aerothermoelastic behavior of a low-aspectratio wing in hypersonic flow. For the CATE analysis, the aerodynamic heating conditions were obtained from the CFD solver and passed to the FEA module. A finite element heat transfer analysis was conducted and subsequently used to compute the heated free vibration modes and frequencies. Similar to Tran and Farhat [155] , only a one-way aerothermal-aeroelastic coupling was considered.
IV. Experimental Research
The majority of experimental studies on hypersonic aeroelasticity and aerothermoelasticity was conducted in the 1950s and early 1960s [36] [37] [38] [39] [40] [41] [42] 49, 50] . Early interest in high-speed flight during the 1950s motivated two experimental hypersonic studies [36, 37] aimed at examining the flutter of wings proposed for high-speed vehicles. Lauten et al. [36] conducted experimental tests on a dynamically and elastically scaled model of a proposed all-movable horizontal tail surface for the X-15. The prototype had an aspect ratio of 2.5, a taper ratio of 0.305, and a sweep angle at the quarter-chord of 45 . No flutter was observed at the tunnel test conditions for M 1 6:86. Analytical calculations of the flutter speed, using PT aerodynamics, indicated a flutter speed approximately four times higher than the velocity obtained in the tests. This behavior can be attributed to the high stiffness of the model, where the first four free vibration frequencies were 44, 115, 148, and 172 Hz, respectively. In a similar study [37] , the flutter of a low-aspect-ratio boost-glide-vehicle wing prototype was considered at M 1 3:0 and M 1 7:3. As shown in Fig. 17 , none of the models tested experienced flutter at the tunnel operating conditions. Similar to [36] , this can also be attributed to high model stiffness. The most flexible model had free vibration frequencies of ! 1 36:1 Hz, ! 2 126:6 Hz, and ! 3 244:1 Hz. This initial work was followed by more systematic, parametric studies conducted by several researchers. In [39] , the effects of planform geometry, airfoil thickness, and leading-/trailing-edge radii on the aeroelastic behavior of single-and double-wedge airfoils was studied experimentally for 0:7 < M 1 < 6:86. The tests in hypersonic flow were conducted on square planform, double-wedge airfoil, allmovable-control-type models having leading-and trailing-edge radii from 0 to 6% chord and airfoil thicknesses from 9 to 20% chord. For supersonic and hypersonic Mach numbers, analytical flutter results were computed using second-order PT. Increasing airfoil thickness had a destabilizing effect at the supersonic and hypersonic Mach numbers [39] . Also, increasing airfoil bluntness had a stabilizing effect at the upper Mach number range. It was also found that the agreement between the PT and experimental analysis improved with increasing Mach number. At M 1 6:86, the flutter boundary predicted using second-order PT aerodynamics was within 20% of the experimental flutter boundary. In general, the PT results were nonconservative when compared with the experimental flutter boundaries.
Sewall et al. [40] conducted an analytical and experimental flutter study of spring-mounted cones at M 1 6:83 and M 1 15:4. The analytical results were obtained using second-order PT, SE, and unsteady Newtonian aerodynamics. The cones tested had both pitch and plunge DOFs and a thickness-to-chord ratio of 26%. The flutterspeed index for this configuration as a function Mach number and the ratio of plunge to pitch natural frequency are depicted in Figs. 18 and 19. It is evident that unsteady Newtonian aerodynamics provide the best correlation with the experimental results, particularly for M 1 15:4. This is most likely due to the use of a relatively thick cone geometry, for which the use of Newtonian aerodynamics is most appropriate [1] .
Young [41] examined the effect of angle of attack and airfoil thickness on the binary flutter of a double-wedge airfoil section wing at M 1 10:0. The analytical results were generated using thirdorder PT aerodynamics. In particular, both an 11-and 15%-thick airfoil section were tested at angles of attack ranging from 0 to 10 . Results shown in Fig. 20 indicate that increasing the thickness and angle of attack of the airfoils decreased the flutter boundary. Also, the flutter velocity predicted using PT aerodynamics was generally within 6% of the experimental results.
Goetz [42] conducted experimental and analytical aeroelastic studies on the effect of leading-edge bluntness for square planform, double-wedge airfoils at M 1 15:4. The leading-and trailing-edge radii were varied from 0, 1, 3, and 6% of chord. The results shown in Fig. 21 indicate that increasing leading-edge bluntness to 1% chord has a stabilizing effect, and additional increases in bluntness are destabilizing. Analytical results were generated using both unsteady Newtonian aerodynamics as well as a combined Newtonian-PT method. In the combined method, Newtonian aerodynamics were used in the leading-edge regions, while PT was used in the remaining sections. The ratio of theoretical flutter velocity to experimental flutter velocity is shown in Fig. 22 . Differences between the theoretical and analytical results of up to 20% were observed in the flutter velocity. In general, it was found that the combined Newtonian-PT approach generated conservative results, while the Newtonian approach was nonconservative.
In a follow-on study [49] , the effect of leading-edge sweep on the aeroelastic behavior of delta-planform lifting surfaces was examined. Again, the tests were conducted at M 1 15:4. Several profile shapes were investigated, such as blunt single wedges, double wedges, and slabs, where each shape had leading-edge radii of 1.25, 1.25, and 2.5% of their local chord, respectively. All of the profile shapes had a 5% maximum thickness-to-chord ratio [49] . Results in Fig. 23 indicate that increasing the leading-edge sweep angle from 60 to approximately 65 or 70 was destabilizing; however, further increases were stabilizing. It was noted, however, that wind-tunnel effects may have contributed to the higher sweep angle results. Goetz [49] also compared the results to those computed using PT and Newtonian unsteady aerodynamics, as shown in Fig. 24 . It was found Fig. 16 Basic structure of the aerothermoelastic problem when solved using coupled CFD and CTSD solvers (TPS denotes thermal protection system). Fig. 17 Comparison of model test conditions (no flutter occurred at any conditions) with proposed design requirement of full-scale vehicle [37] .
that the PT and Newtonian results for flutter speed were conservative when compared with the experimental results. Furthermore, the Newtonian-based predictions were closer to the experimental flutter velocities for all of the cases considered. The PT flutter velocities were up to 50% lower than the experimental flutter velocities, while the Newtonian flutter velocities were only 25% lower than the experimental results. In a third study, Goetz and Sewall [50] conducted an experimental investigation of a wing-fuselage configuration at M 1 15:4. In parallel, results were also generated, analytically employing both PT aerodynamics and a combination of PT and Newtonian aerodynamics. Results indicated that, while the analytical flutter boundary predictions followed similar trends to the experimental data, they were nonconservative by anywhere from 3 to 80%. The use of combined Newtonian-PT aerodynamics did not produce significant improvements in the flutter solution compared with those obtained using only PT aerodynamics. A possible explanation for the large discrepancies was the use of only the first four symmetric structural modes in the analysis. Thus, better correlation between the approximate and experimental results, due to higher-order modes, could not be ruled out. Unfortunately, the model was destroyed during testing before higher-order modes could be measured.
In a fourth study by Goetz [51] , empirical lift curve slopes and aerodynamic center locations were used to conduct a quasi-steady flutter analysis of 2-DOF double-wedge airfoils. The airfoil configurations used were similar to those studied in [39, 42] . The results of the semiempirical quasi-steady analysis were compared with both experimental results and those obtained using Newtonian and PT unsteady aerodynamics. Two fundamental conclusions from this study were as follows:
1) The moment related to damping in pitch is important to the flutter solution.
2) The semiempirical quasi-steady approach did not significantly improve the accuracy of flutter predictions compared with approaches based on PT and Newtonian aerodynamics. Some typical results obtained in [51] are shown in Fig. 25 .
In a study conducted during the NASP era [66] , the hypersonic aeroelastic behavior of several different delta-wing configurations, with both slab and double-wedge airfoil sections, was investigated experimentally in the NASA Langley Research Center Mach 20 helium tunnel. The configurations were tested at 16:7 < M < 18:1, and reduced frequencies were below 0.09. The results were compared with analytical predictions obtained from linearized second-order PTaerodynamics. Both blunt and sharp leading/trailing edges were considered, and the double-wedge airfoils had a 4% thickness-to-chord ratio. The principal findings were as follows: 1) The slab airfoils were more stable than the double-wedge airfoils.
2) The blunt leading edges improved stability compared with the sharp leading edges (leading-edge radii not specified).
3) The experimentally measured flutter dynamic pressures were substantially lower than the analytical results. It was shown that modifying the airfoil shapes with a laminar flat plate boundary-layer displacement thickness improved the agreement between the analytical and experimental results [66] , as indicated in Fig. 26 . This result emphasizes the potential impact of viscous effects on the aeroelastic behavior of hypersonic vehicles.
The general observations that can be gleaned from the experimental work discussed in this section are as follows: 1) Increasing airfoil thickness and angle of attack is destabilizing.
2) Increasing airfoil bluntness is stabilizing for small leading-edge radii (1% of chord) and destabilizing for larger leading-edge radii (greater than 3% of chord).
3) The effect of leading-edge sweep on flutter is inconclusive. 4) Slab airfoil sections are more stable than double-wedge airfoils.
5) Viscous effects are destabilizing, presumably due to inviscidviscous interactions from the boundary-layer displacement effect.
V. Aerothermoelastic Similarity
Despite the demonstrated need for aerothermoelastic similarity laws for experimental testing, work in this area has been quite limited. To the authors' knowledge, the most recent publication is by Dugundji and Calligeros [156] in 1962. The scaling relations developed in [156] were limited to Mach numbers less than 3.5 and temperatures less than 1000 F. Despite these assumptions, this study provides exceptional insight into aerothermoelastic similarity for hypersonic flow. It shows that, for the general aerothermoelastic problem, one is limited to full-scale testing due to practical considerations. However, for specialized cases (e.g., wing structures, thin solid plates, and panel flutter), the similarity laws are less restrictive and scaled model testing is possible. It is also shown that, for cases where scaled testing is either difficult or impossible, two alternatives may be pursued: 1) incomplete aerothermoelastic testing and 2) restricted purpose models. The first approach relies on the aerodynamic pressures and/or heating rates to be estimated in advance and applied artificially to the model. The second approach is for cases where certain couplings can be neglected between the aerodynamic pressure, aerodynamic heating, heat conduction, and stress-deflection phenomena. It is important to note, however, that the development of aerothermoelastically scaled models becomes increasingly difficult at higher Mach numbers. This is due to the need for additional similarity laws that must account for real-gas effects, viscous interactions, material and gas property variations with temperature, radiation effects, ablation, plasticity, creep, fatigue, etc. [156] .
VI. Panel Flutter
Panel flutter is an aeroelastic instability that occurs in a localized region on the surface of supersonic or hypersonic vehicles, primarily affecting skin panels. The combination of minimum-weight requirements and high-speed flow results in thin panels subject to substantial in-plane (due to heating) and out-of-plane (due to pressure) loads. With certain simplifying assumptions, the treatment of this problem is relatively straightforward. This has enabled extensive work on panel flutter. Thus, a complete survey is beyond the scope of this paper. Rather, the studies discussed in this paper are limited to those deemed most relevant to the current state of hypersonic aeroelastic and aerothermoelastic research. An in-depth review specific to panel flutter is provided by Mei et al. [147] .
Early studies [35, 157] dealt with relatively simple panel flutter analyses using first-order quasi-steady aerodynamics (e.g., linear PT) and linear plate models. In particular, Bisplinghoff and Dugundji [35] used such a model to study the fundamental effects of aerodynamic heating on panel flutter. An early series of papers dealing with hypersonic aerothermoelasticity [45] [46] [47] identified panel flutter as significant for the design of reentry vehicles, as well as hypersonic cruise vehicles. Furthermore, it was noted that panels are susceptible to a flutter instability when in-plane loading is present, suggesting that aerodynamic heating plays an important role in panel flutter.
Early experimental studies of panel flutter revealed that the panels exhibited limit-cycle oscillations rather than catastrophic failure due to nonlinear membrane forces induced by moderate plate deflections. This limit-cycle behavior was subsequently reproduced numerically for isotropic plates by Dowell [158] using the moderate deflection von Kármán plate theory. Subsequently, Friedmann and Hanin [159] extended this model to an orthotropic plate subject to arbitrary flow direction, where it was concluded that orthotropicity and flow direction have a substantial impact on the flutter boundary of panels.
More recent studies of panel flutter have used finite elements to model relatively complex composite panels and temperature effects. Xue and Mei [160] included the effects of aerodynamic heating in isotropic plates using the FEM for spatial discretization, while separately, Gray and Mei [161] and Abbas et al. [162] extended the model to orthotropic plates. The effect of panel location on the vehicle, panel curvature, and comparisons between PT and Euler aerodynamics in hypersonic flow was studied by Bein et al. [163] . The analysis was extended by Nydick et al. [65] by introducing increased generality in the plate temperature distributions, and a comparison of the unsteady pressure was computed using PT, Euler, and NS aerodynamics. This comparison of the unsteady pressure [65] is shown in Fig. 27 . For M 1 10:0 and a typical plate vibration Fig. 25 Comparison of flutter results generated using a semiempirical quasi-steady approach, unsteady Newtonian, and PT aerodynamics relative to experimental results [51] . Fig. 26 Comparison of analytical and experimental dynamic pressures at flutter [66] . Fig. 27 Comparison of unsteady pressures for an oscillating panel using different aerodynamic theories [65] .
frequency, there was only a 5% difference between the unsteady pressure coefficient calculated using third-order PT and the unsteady pressure coefficient calculated using the Euler equations. However, there was approximately a 60% difference between the Euler solution and the pressure coefficient calculated by solving the NS equations. This result emphasizes the important role viscosity may have in hypersonic aeroelasticity.
It is evident from recent work [73, 146, [164] [165] [166] [167] that continued research into panel flutter is active and ongoing. In these studies, various in-plane edge restraints and imperfect geometry effects [164] are investigated: cylindrical panels under yawed high-speed flow [167] and nonlinear aerothermoelastic panel flutter behavior [73, 146, 165, 166, 168] . Consider the aerothermoelastic panel flutter boundary, shown in Fig. 28 , computed in [73] for the cases listed in Table 1 . It is evident that the neglect of temperature-dependent material properties (B-1 and B-2) can lead to significant overprediction of the aerothermoelastic stability. Furthermore, there is no threshold Mach number below which the panel response is dynamically stable. Also, as noted earlier, differences between the different modeling cases increase with flight time. However, approximations of the aerothermal-aeroelastic coupling by a quasistatic or time-averaged dynamic temporal coupling displays a negligible impact on the flutter boundary for the cases considered.
In a follow-on study [169] , the aerothermoelastic analysis of surface panels was expanded by 1) comparing the aerothermoelastic stability of panels that buckle up, into the flow (convex buckling), to those that buckle down, out of the flow (concave buckling); and 2) incorporating prescribed acoustic pressures that approximate loads introduced by engine excitation noise and/or fluctuating pressures in a turbulent boundary layer [169] . Results indicated that the onset time of panel flutter was increased by a factor of four for panels that buckle down, out of the flow, compared with up, into the flow. Also, the combined effect of deformation-induced unsteady pressures and the prescribed acoustic loads resulted in panel instabilities that would not be present otherwise. This is illustrated in Fig. 29 , where the response of a skin panel was computed using four different load cases [169] . In all four cases, the panel response to a spatiotemporally varying surface heat flux was computed based on predicted aerodynamic heating conditions. Responses in the bottom half were computed with the panel in a high Mach number mean flow. Responses in the bottom half were computed by neglecting mean flow effects. The right half of Fig. 29 was computed with a low amplitude acoustic load, while the left half was computed with no acoustic load.
The bottom left quadrant depicts the panel thermally buckling in response to the heat load only. Adding a relatively weak acousticonly pressure load (bottom right quadrant) resulted in small amplitude vibrations about its postbuckled response. When the mean flow was added without the acoustic load (upper left quadrant), the panel responded similarly to the heat-load-only case until onset of a limit-cycle oscillation at approximately 25 s. The most interesting, and severe, response occurred when both the mean flow and acoustic load were combined (upper right quadrant). In this case, large amplitude oscillations began immediately. This demonstrates a strong need to completely understand the source of loads in hypersonic systems.
A characterization of the impact in uncertainty in aerodynamic heat flux predictions and laminar-to-turbulent boundary-layer transition was examined in [73] using the panel model from [168] . The uncertainty propagation was carried out using stochastic collocation, which provides a computationally efficient alternative to direct Monte Carlo simulations by using polynomial response surfaces to approximate the functional relationship between uncertain inputs and an output of interest. The resulting probability distribution function (PDF) for Mach 8.0, shown in Fig. 30 , indicates that uncertainty in aerodynamic heating rates and transition location have a significant probability of reducing the time to onset of flutter.
VII. Computational Studies of Wings and Complete Vehicles
Limited ability to replicate operational hypersonic conditions in ground-based facilities [75] , combined with the inability to construct scaled hypersonic models [156] , has led to the use of computational modeling and simulation for the majority of aeroelastic and aerothermoelastic studies conducted on vehicles operating in hypersonic flow. This body of work can be separated into hypersonic aeroelastic studies that neglect the effects of aerodynamic heating and aerothermoelastic investigations. Because of the complexity of the problem, the aerothermoelastic studies conducted to date have relied upon significant approximations.
A. Aeroelastic Studies
The NASP program (1984 to 1994) produced the first FEM-based computational aeroelastic (CAE) studies of hypersonic vehicles [4, 21, 25, 66, 98, [170] [171] [172] [173] [174] [175] [176] . An overview of the research effort is presented by Ricketts et al. [21] . Spain et al. [4] conducted a supersonic and hypersonic aeroelastic analysis of the X-30 NASP demonstrator model, an unclassified version of the National Program Office classified finite element model. The analysis used secondorder Van Dyke quasi-steady aerodynamics for 1:6 < M < 8:0, corresponding to reduced frequencies of 0:04 < k ! < 0:18. As shown in Fig. 31a , a body-freedom flutter was identified at the Mach numbers considered due to coupling between the short-period mode and the wing-pivot mode. Aweaker elastic mode flutter involving the coupling of the wing-pivot mode with the fuselage-bending mode was also noted at M 2:3. It was found that shifting the allmoveable wing aft on the fuselage was destabilizing. This result is illustrated in Fig. 31b . Note that, for all the cases considered, flutter involved the all-movable wing-pivot vibration mode.
These aeroelastic studies conducted on the NASP configuration have been followed by several studies dealing with newer hypersonic vehicle configurations, such as the X-33, X-34, and X-43. The X-33 was a half-scale fully functional technology demonstrator modeled upon the Lockheed Martin VentureStar, while the X-34 was developed by the Orbital Sciences Corporation for NASA's RLV Fig. 28 Aerothermoelastic flutter boundary predictions for a hypersonic surface panel [73] . program. The NASA X-43, mentioned earlier, was developed to demonstrate the feasibility of airbreathing scramjet engine technologies. Schematic depictions of these vehicles were provided in Fig. 1 . Blades et al. [177] studied the aeroelastic behavior of the X-34 launch vehicle in free flight using MSC NASTRAN. The NASTRAN code is primarily a finite element structural/heat transfer code; however, it also contains an aeroelastic module that uses approximate aerodynamics. For the hypersonic regime, the aeroelastic module uses PT aerodynamics. The aeroelastic behavior of the vehicle was studied for a representative trajectory, with a maximum Mach number of M 8:0. Instabilities were found at speeds above M 5:0, in the primary bending modes, due to the control system.
As discussed previously, Gupta et al. [22] conducted a CFD-based flutter analysis for the aeroelastic analysis of the X-43 configuration using an ARMA-based order reduction of the aerodynamic DOFs.
The ARMA approach describes the modal response force of a system at a given time as a summation of scaled previous outputs, and scaled values of modal displacement inputs to the system, for small perturbations of the system. Both the structure and the fluid were discretized using the finite element approach. The results of the analysis, shown in Fig. 32 , indicate that the same flutter point is predicted for M 1 7:0 using either Euler or PT aerodynamics. The study does not specify which order of PT was used. It is also evident from the location of the flutter point relative to the Mach 7 X-43 trajectory, shown in Fig. 33 , that the vehicle was predicted to be aeroelasticity stable for the operating conditions shown.
Nydick and Friedmann [178] examined the aeroelastic behavior of a complete unrestrained generic hypersonic vehicle resembling the X-33 RLV. Flutter was found to be present at very high Mach numbers and altitudes. However, the unsteady aerodynamics were modeled using first-order PT, which is not reliable for accurate prediction of the hypersonic loads [71] . The inclusion of flexible trim and the presence of fuel had moderate effects on the flutter boundaries computed. However, as shown in Fig. 34 , the flutter boundaries were quite sensitive to variations in parameters governing vehicle stiffness, implying that geometrically scaled models are not appropriate for aeroelastic analysis of a given vehicle [178] .
More recently, a number of studies on the hypersonic aeroelastic behavior of generic RLVs and lifting surfaces [67] [68] [69] [70] 179, 180] have been conducted. The aeroelastic analysis was carried out using the NASA Langley CFL3D code [181, 182] and an independently developed aeroelastic code based on PT aerodynamics. The primary goal of these studies was to examine the aeroelastic behavior of the generic hypersonic vehicle configuration [180] , depicted in Fig. 35 , and a 3-D low-aspect-ratio wing [70] . The low-aspect-ratio wing was considered to be representative of a fin or control surface on a hypersonic vehicle. The flutter boundaries for these two configurations are shown in Figs. 36 and 37. For both configurations, higher grid resolution near the surface was required at high Mach numbers due to the reduced thickness of the shock layer [70, 180] . In addition, note that, for the full vehicle configuration, the use of PT resulted in large errors (25%) in flutter boundary predictions due to 3-D flow effects [180] . It is evident from results computed using both inviscid and viscous flows (i.e., Figs. 6, 7, 26, 27, and 36) that the precise role of viscosity in hypersonic aeroelasticity is not completely clear. Some of the configurations and operating conditions produce large differences between the viscous and inviscid results, while others do not. Thus, more work is needed to better understand the precise role of viscosity for this class of vehicles. It is also evident that classical approximate theories, such as PT, are inadequate when 3-D flow and viscous effects are important. Furthermore, from the flutter boundaries presented in Figs. 6, 7, 32-34, 36, and 37, it is clear that the neglect of aerodynamic heating in the aeroelastic analysis results in unrealistic predictions of Mach number and altitude combinations at flutter. Thus, the incorporation of aerodynamic heating in the analysis is essential for reliable predictions of the aeroelastic response. Studies involving aerodynamic heating are discussed next.
B. Aerothermoelastic Studies
In an early aerothermoelastic study [183] , the effect of thermal stresses on the static aeroelastic stability of a cantilever wing with a double-wedge cross section was examined. Thermal stresses were introduced into the wing using a chordwise parabolic heat distribution. It was found that thermal stresses affected the stability of the wing by influencing both torsional rigidity and the anticlastic effect.
The effect of aerodynamic heating on divergence, control effectiveness, and flutter was considered by Bisplinghoff and Dugundji [35] . The flutter boundary of a solid aluminum wing, with a rectangular planform (6 ft semispan) and 4% thick double-wedge airfoil section (3 ft chord), at 35,000 ft was reduced by up to 60% due to temperature-dependent material properties in the presence of small temperature gradients.
Runyan and Jones [184] carried out an aerothermoelastic analysis of a thin wing in heated flow in order to determine the effect of thermal stresses on aeroelastic stability and to develop approximate methods for predicting this behavior. A flutter analysis of a solid wing, with a rectangular planform and 65A series airfoil, was conducted using the Van Dyke second-order supersonic theory for the unsteady aerodynamics and work by Budiansky and Mayers [185] to estimate the reduction in stiffness due to thermal stresses. The wing was assumed to be in Mach 2 flow at both 300 and 800 F. It was found that the wing did not flutter for the lower temperature flow (300 F). However, in the 800 F flow, the model began to flutter after 2 s, and it continued to flutter for two additional seconds, at which point aeroelastic stability was gradually regained. This behavior was validated experimentally.
The aerothermoelastic characteristics of an aluminum finned missile in the Mach number range 3 M 6 were studied by Ericsson et al. [186] . The analysis considered both a constant temperature and a parabolic temperature distribution in the chordwise direction, and it neglected spanwise distributions. The maximum temperature considered was 650 F. The unsteady aerodynamic loads were computed using third-order PT aerodynamics. It was found that the parabolic temperature distribution resulted in a lower flutter speed when compared with the isothermal distribution.
A limited number of aerothermoelastic studies have also been conducted on the NASP vehicle project discussed earlier. Spain et al. [170] implemented an aerothermoelastic analysis on two different structural configurations: a titanium-aluminide (baseline) configuration and a carbon-carbon configuration. The temperature distributions were obtained by using radiation equilibrium surface temperature conditions. The vehicle geometry and the effect of heating on the system are shown in Fig. 38 . From these results, it is apparent that aerodynamic heating reduces the flutter boundary and Fig. 31 Critical supersonic/hypersonic flutter boundaries for a NASP demonstrator model [4] . Fig. 32 Flutter boundary of the X-43 hypersonic vehicle, at Mach 7.0, predicted using PT, ARMA PT, and ARMA Euler unsteady aerodynamics [22] .
that the heated carbon-carbon structure had a higher flutter boundary than the heated titanium-aluminide structure.
An aerothermoelastic analysis of a NASP vertical fin, using different temperature distributions, was conducted by Rodgers [171] . The aerodynamic heating was approximated using experimental data generated from flights of the NASA X-15 experimental aircraft, scaled to reasonable values for the aluminum model used in the analysis. Several different temperatures were used, as illustrated in Fig. 39 , ranging from 600 F at the leading edge of the fin to 100 F at the trailing edge of the fin. A finite element model was used to determine the structural characteristics using the different temperature distributions. It was found that two modes were of primary importance: namely, the flap mode, which consisted of control surface rotation about a hinge line, and a fin bending mode, which consisted of a primary bending mode with some control surface rotation. The flap mode natural frequency was reduced by nearly 50%, while the bending mode frequency was reduced by approximately 20%. The unsteady aerodynamic loads were computed using VD. As shown in Fig. 40 , the relatively constant temperature distributions had little effect on the flutter boundary. However, the spike 1 distribution decreased the flutter boundary by up to 37%. This emphasizes the importance of chordwise thermal gradients and thermal stresses on the flutter behavior of hypersonic vehicles.
An aerothermoelastic analysis of the NASP vehicle was conducted by Heeg et al. [173] using blended Van Dyke/Newtonian aerodynamics for the calculation of the aerodynamic loads. The effect of aerodynamic heating on the aeroelastic behavior of the vehicle was approximated by modifying the material properties of the structure due to increased temperature. The structural analysis was conducted using the X-30 NASP Demonstrator finite element model, and surface temperatures on the vehicle were obtained with the Aerodynamic Preliminary Analysis System (APAS) code [187] . It was noted that the highest surface temperatures (5000 F on the nose portion of the vehicle) occurred at a moderate operating condition (M 1 15 and 100; 000 ft) along the proposed NASP ascent trajectory. Aerodynamic heating of the vehicle decreased the natural frequencies of the system by up to 30%. Furthermore, as illustrated in Fig. 41 , the cold vehicle experienced body-freedom flutter, while the hot vehicle was primarily susceptible to elastic mode flutter. In a follow-on study [174] , the analysis was extended by including the effect of thermal stresses in the aerothermoelastic calculations. In this case, aerodynamic heating reduced the first six natural frequencies by 13-20%, and it lowered the flutter boundary by up to 25%. However, some improvements in the flutter boundary were achievable via active control. Note that this study also served as a basis for additional control studies on hypersonic vehicles with aerothermoelastic effects, conducted by Lind et al. [188, 189] .
The CATE approach discussed previously, from [70] , was demonstrated by considering the aerothermoelastic behavior of a low-aspect-ratio wing operating in hypersonic flow. To account for the path dependency of the structural properties and heat transfer on operating conditions, the aerothermoelastic analysis was carried out over a trajectory based on the DARPA/USAF FALCON hypersonic cruise vehicle [10, 70] . Aerodynamic heating along the trajectory resulted in 20-30% reductions in the second, third, and fifth modal frequencies of the wing. In particular, the maximum reduction in stiffness occurred for the first torsional mode (second modal frequency), which is a critical mode for flutter.
The aerothermoelastic behavior of the wing along the trajectory, illustrated in Fig. 42 , was computed by holding Mach number and free vibration frequencies constant for each point on the trajectory and increasing the dynamic pressure until flutter [70] . Thus, the results represent a flutter margin based on the ratio between a virtual flutter dynamic pressure to freestream dynamic pressure along the trajectory. It is evident from these results that aerodynamic heating reduces the flutter margin by up to 40%. However, the minimum dynamic pressure ratios were approximately O10. Note that modest angle-of-attack variations had a negligible impact on the flutter margin. However, increasing the Mach number by 25% resulted in approximately a 30% reduction in the dynamic pressure ratio at flutter. Finally, note that the sharp drops in the margin represent the onset of thermal buckling. Thus, it is apparent from the large dynamic pressure ratios that, for this type of trajectory and structural configuration, thermal buckling was the critical mode of failure. This is likely due to the low density air present at the nearspace environment of the representative trajectory.
In a similar approach to [70] , Gupta et al. [190] extended the FEMbased aeroelastic analysis framework in [22] to include thermal effects by carrying out a heat conduction analysis [190] subsequent to a steady-state flow analysis. The resulting temperature distributions were used to compute the heated modes and frequencies of the structure for use in an aeroelastic analysis of the system. The updated capability was used to examine the aerothermoelastic behavior of both a 3-D wing and the X-43 vehicle. The inclusion of heating was Fig. 36 Flutter envelope of the low-aspect-ratio wing, calculated using third-order PT, Euler, and NS aerodynamics [70] .
found to significantly alter the aeroelastic response of the wing, and it resulted in flutter at conditions that were aeroelastically stable for the unheated wing.
A reduced-order aerothermoelastic analysis of a similar lowaspect-ratio wing was conducted in [191] . Several of the reducedorder modeling techniques discussed earlier were used for the analysis: namely, a kriging surrogate for the aerodynamic heating [92] , POD for the reduced-order thermal modeling [104] , and assumed modes for the reduced-order structural model. Third-order PT aerodynamics were used for the unsteady aerodynamic pressures. A flowchart for the aerothermoelastic analysis is shown in Fig. 43 , illustrating the interactions between the ROMs for each discipline. The ROMs were used to conduct a continuous time-accurate twoway coupled aerothermoelastic analysis of the control surface for a time record of 20 min. Representative results are shown in Fig. 44 , where aerothermoelastic effects resulted in up to an 8% change in the lift and 17% change in the drag from a rigid configuration. 3rd-order piston theory Euler, coarse Euler, refined Fig. 37 Flutter envelope of the generic hypersonic vehicle, calculated using PT and Euler aerodynamics [180] . Fig. 38 Calculated effects of heating on the flutter characteristics of a generic NASP design [37, 170] . Fig. 39 Temperature distributions applied to a NASP-type vertical fin [171] .
C. Summary of Vehicle/Wing Scale Studies
For comparison, the various aeroelastic/aerothermoelastic studies and modeling approaches conducted on more recent hypersonic configurations are summarized in Table 2 . Note that the second column indicates the aerodynamic models used to compute the GAFs, while the fourth column indicates the models used to compute the heat flux boundary conditions for a heat transfer analysis. It is evident that only a few studies have incorporated aerodynamic heating in a full vehicle analysis. The demonstrated importance of viscosity and aerodynamic heating in hypersonic aeroelastic behavior indicates that more work is needed in this area for complete vehicles.
VIII. New Frontiers
Within the last five years, two research areas have emerged with a central focus on hypersonic aeroelasticity and aerothermoelasticity: ASTEP interactions and IADs. The first has become a concern for multidisciplinary analysis and optimization (MDAO) and control design and evaluation for hypersonic vehicles due to the tight coupling present between the various subsystems. The latter has emerged from the desire of NASA to increase payload sizes for planetary exploration and the increase in the drag-to-weight and drag-to-launch volume ratios that IADs offer. The existing body of literature in both of these areas is described next.
A. Aeroservothermoelastic-Propulsive Interactions
As mentioned earlier, and shown in Figs. 45 and 46, airbreathing hypersonic vehicle configurations exhibit significant and complex ASTEP interactions between the structural, control, propulsion, and lifting components [2, [27] [28] [29] [30] 192, 193] . Therefore, aerothermoelasticity plays a central role in hypersonic vehicle dynamics and control, MDAO, and airframe-propulsion integration. Recently, a number of studies have considered these problems, focusing mainly on airbreathing configurations resembling the conceptual NASP and NASA experimental X-43 aircraft.
Dynamics and Control of Hypersonic Vehicles
One of the first vehicle scale comprehensive dynamics and control models was developed by Chavez and Schmidt [194] , who considered the longitudinal dynamics of a generic hypersonic vehicle operating at Mach 8.0, 85,000 ft. The structural model was based on a modal representation of the vehicle computed from a FEA of a hypersonic vehicle resembling the NASP X-30. However, only the first bending mode of the fuselage was retained in the analysis. The aerodynamics were computed using both Newtonian and shockexpansion aerodynamics. The engine flowpath was modeled as 1-D flow with heat addition. Viscous and aerodynamic heating effects were neglected. Control effectors consisted of aerodynamic pitchcontrol surfaces, engine throttle, and diffuser area ratio. Results indicated a strong coupling between the airframe/engine/elastic models and instability in pitch of the vehicle. In a follow-on study [195] , uncertainty models for multivariable control robustness were examined, where important sources of uncertainty were the vehicle structural dynamic characteristics and aerodynamic loads. Furthermore, the flexible DOFs were found to be quite important for flight-control synthesis of airbreathing hypersonic vehicles. Rudd and Pines [196] investigated the dynamics of hypersonic wave riders at Mach 10 and an altitude of 30 km. A finite difference method was employed to model the aerodynamic pressures, while the Eckert reference temperature method [26] was used to compute the drag. It was concluded that the propulsion effects must be accurately modeled in order to develop the system controller.
A more recent study [197] noted that there is a lack of complete models that adequately include and quantify the unique characteristics of airbreathing hypersonic vehicles. A review of the integrated problem is provided, and the development of a highfidelity CFD-based model of a full-scale hypersonic vehicle is discussed. As a first step toward this goal, a simple two-dimensional geometry is studied at Mach 10 and an altitude of 30 km. The scramjet combustion process was modeled using 1-D flow with heat addition. The CFD data were generated using the FLUENT code, assuming an ideal gas. In a follow-on investigation [198] , a general approach to controlling an airbreathing hypersonic vehicle is presented based on a linear time-varying plant model.
A comprehensive, nonlinear open source model of an airbreathing hypersonic vehicle has been developed by the AFRL [15, [199] [200] [201] [202] [203] [204] . The model includes the interaction of vehicle aerodynamics, propulsion, and structural dynamics, and it has been used for several [205] [206] [207] [208] [209] [210] [211] [212] [213] [214] control design and simulation studies. In the first part of model development [15] , the aerodynamic pressures were computed using shock-expansion theory, while the structural dynamics were modeled using a simple joined-beam configuration. The propulsion system was modeled assuming a 1-D flow with heat addition. Subsequently, the model was improved by 1) including the effect of aerodynamic heating on the structural dynamics of the vehicle [199] ; 2) employing LPT aerodynamics to incorporate unsteady aerodynamic forces [200] ; 3) including the effect of reduced vehicle mass, due to fuel burn, on the structural dynamics of the vehicle [201, 202] ; and 4) incorporation of an improved propulsion model: the Michigan-AFRL Scramjet In Vehicle (MASIV) [215] [216] [217] [218] . In [199, 201, 202] , it was concluded that reduced vehicle mass has a significant effect on the control of hypersonic vehicles, while increased temperature is less important. However, note that the internal structural layout, the effect of thermal stresses, and leadingedge temperatures were neglected in these studies. The impact of reduced mass on the first and second frequencies, and dynamics of the vehicle, are shown in Fig. 47 . It is evident from these figures that the effect of reduced mass due to fuel burn is significant, and it should be considered in ASTEP modeling of hypersonic vehicles.
Recently, a significant body of work has emerged focusing on reducing the amount of approximation used in previous ASTEP modeling efforts. This work includes CFD/FEM-based aerothermoelastic modeling, using the coupled aerothermodynamic and thermoelastic ROMs discussed previously [92, [102] [103] [104] 191] ; a 3-D 6-DOF flight simulation framework for ASTEP interactions [28, 193] ; and the previously mentioned MASIV propulsion code [215] [216] [217] [218] [219] .
Airframe-Propulsion Integration and Multidisciplinary Analysis and Optimization
The impact of aeroelasticity on the performance of an airbreathing propulsion system, for a configuration resembling the NASP, was investigated by Raney et al. [175] . The structural dynamics and response were computed using the free vibration modes of the structure, the propulsion model was developed using the SRGULL hypersonic propulsion code [220] , and the unsteady aerodynamics were computed using second-order PT. A flowchart of the analysis is shown in Fig. 48 . The propulsion model exhibited a pronounced sensitivity to angle of attack and elastic fuselage deflections. Furthermore, this had a significant impact on the vehicle rigid-body flight dynamics.
It is noted by Schmidt and Lovell [221] that maximum system efficiency is critical to successful mission operations of airbreathing hypersonic vehicles. Therefore, maximizing efficiency of the highly coupled subsystems is essential. Using a relatively simple system model, the results obtained indicated that the maximum achievable orbital mass fraction is a strong function of propulsion system efficiencies. This, in conjunction with the work by Raney et al. [175] , emphasizes the importance of accurately modeling the vehicle structure. Also, heating constraints were found to have a significant effect on operation efficiency and mission performance.
Cockrell et al. [222] described a high-fidelity CFD analysis of the aeropropulsive performance, i.e., interaction between the aerodynamics and propulsion systems for the X-43. Figure 49 provides an [4] PT, VD FEM --NASP [25, 170, 173, 174] PT, blended VD/NI FEM APAS X-33 [178] PT Equiv. plate --X-33 [180] PT, Euler FEM --X-34 [177] PT FEM --X-43 [22] PT, ARMA Euler FEM --X-43 [190] NS FEM NS Lifting/control surfaces NASP [171] VD FEM X-15 data Generic [70, 71] PT, Euler, NS FEM --Generic [70] PT, Euler FEM NS Generic [191] PT, ROM ROM NS-based ROM excellent summary and perspective of the important flow physics and modeling requirements for such a problem. An overview on the methods used in the analysis and preflight database development for the X-43 test flights was also provided [222] . The GASP code [223] was the primary CFD tool used in the X-43 preflight performance analysis. This code is a NS solver capable of modeling frozen, equilibrium, or finite rate chemistry with models for hydrogen-air combustion. The internal analysis of the propulsion flowpath was carried out using the SHIP [224, 225] and SGRULL [220] codes. Note that the effect of the structure was not included in the analysis.
Bowcutt [226] investigated the development and implementation of a multidisciplinary design optimization (MDO) procedure that coupled the propulsion, aerodynamics, mass properties, and vehicle volume. The MDO process was implemented so as to optimize the geometry of a hypersonic cruise missile for maximum overall mission range. In the study, the aerodynamic pressures were computed using shock-expansion theory, while the viscous drag was estimated from a table lookup based on wetted area, Mach number, and operating altitude. It was found that the optimization results were sensitive to coupled interactions in the vehicle.
Stewart et al. [227] investigated fluid-thermal-structural interactions in an airbreathing hypersonic engine using off-the-shelf solvers to loosely couple the fluid, chemistry, thermal, and structural environments. The hypersonic flow over the vehicle forebody and into the engine inlet was computed using OVERFLOW [228] [229] [230] [231] , the combustor fluid-chemistry analysis was simulated using VULCAN [232] , and the engine strut thermal and structural analyses were computed using ANSYS. Using this methodology, quantitative results were generated for inlet performance, engine combustion, heat transfer and thermal management, and structural deflections/stresses. It was found, however, that the effort required to set up the single discipline simulations, for comprehensive analysis of the engine only, was on the order of months. Furthermore, the process was complicated by the effort required to couple the single discipline computations, due to both the manual labor of transferring the relevant input/output between the codes and the disparate execution times for the different component solvers.
Clark et al. [233] carried out a comprehensive, computational aeropropulsive analysis of a full-scale hypersonic vehicle as a followon to the work by Mirmirani et al. [197] . In particular, simulations using the FLUENT code were employed to construct a complete set of aerodynamic and coupled aeropropulsion data for the vehicle. It was found that the hypersonic control law design is characterized by [193] . Fig. 46 Coupling between aerodynamic heating, heat transfer, elastic airframe, aerodynamics, vehicle dynamics, and a controller [191] . a large of amount of system uncertainty due to coupling effects that were ignored. Thus, accurate simulation models are needed for the appropriate inclusion of system coupling into the comprehensive analysis [233] .
Recently, Starkey et al. [29, 234] have developed an integrated ASTEP approach intended for scramjet hypersonic MDAO. The goal of the effort was to develop a conceptual-design/analysis tool for rapid assessment of scramjet-powered vehicles in order to perform optimization, stability and control law implementation, and performance estimates. The modeling environment provided improvements to the Chavez and Schmidt [194] model discussed previously.
Primary areas of improvement were the development of an improved scramjet inlet/engine model and a closed-loop control methodology.
A somewhat similar effort is currently being pursued by the Guidance, Navigation, and Controls group of NASA's Hypersonics Fundamental Aeronautics Program. The goal of this work is to develop a controls integrated design environment (CIDE) [192, 235] that enables control considerations to influence the early stages of the MDAO process. An overview schematic of the CIDE is shown in Fig. 50 . The various components of the required ASTEP model are being developed based on previously discussed work using the following: either CFD/FEM-based aerothermoelastic ROMs [92, 103, 104, 191] or fundamental aerothermoelastic models [235] ; the MASIV propulsion model [215] [216] [217] [218] ; 6-DOF 3-D vehicle dynamics [28, 193, 219, 235] ; and stochastic uncertainty propagation [168] . A first-generation implementation of the CIDE is discussed in [235] .
B. Inflatable Aerodynamic Decelerators
NASA's goal of manned space exploration has reinvigorated research into IADs [236] [237] [238] [239] [240] [241] [242] [243] [244] [245] [246] [247] [248] [249] [250] [251] . These devices are desirable for planetary entry, since they can provide a significant increase in drag during the entry phase while being packaged in relatively small volumes during the launch and transit phases of space travel. Recent survey papers on IADs can be found in [236, 238, 249] . General examples of these devices are shown in Fig. 51 . Smith et al. [249] indicate that trailing IADs provide less drag than attached counterparts due to a momentum deficit in the wake relative to the freestream. However, an advantage to this is that they experience less heating. Tension cones have the highest coefficient of drag. However, there are concerns for using this class of IAD in hypersonic flow due to the concave surface geometry that may lead to embedded shocks and high localized heating rates due to shock impingements [249] . As described by Bartels et al. [236] , modeling challenges include fluid/structure coupling of highly flexible structures to CFD, incorporation of heating effects, nonlinearity in both the fluid and structural domains, modeling of nonlinear membrane behavior (including wrinkling), and experimental validation of structural modeling and aeroelastic analysis. In terms of the latter, concerns include aeroelastic scaling and the difficulty in obtaining in situ stress measurement on curved membranes due to the stiffness added by measurement devices [249] .
Only a few studies have investigated the aeroelastic and aerothermoelastic behavior of IADs in hypersonic flow. The first computational studies known to the authors were conducted by Rohrschneider and Braun [243] and Scott et al. [241] . Both of these studies investigated the aeroelastic behavior of membrane structures using a loosely coupled analysis procedure. In [243] , LS-DYNA [252] was selected for the structural solver, while several different approaches were used for the aerodynamic loads: NASCART-GT [253, 254] , Newtonian impact aerodynamics [1, 71] , and the direct simulation Monte Carlo analysis code (DAC) [255] . NASCART-GT (high fidelity) and the Newtonian impact aerodynamics (low fidelity) were used in the continuum flow regions of the analysis, DAC was used for the rarefied regime, and a bridging function was used for the transitional regime. The effect of aerodynamic heating on the Fig. 47 Effect of reduced mass, due to fuel burn, on the natural frequencies and dynamics of an airbreathing hypersonic vehicle [201] . Fig. 48 Block diagram showing analysis procedure [175] . structure was modeled using temperature-dependent material properties. Partial validation of the developed framework was carried out using experimental observations by Buck [239] for a flexible tension cone placed in a hypersonic wind tunnel. A comparison of experimental and computational results for the flow over the deformed membrane is shown in Fig. 52 . Subsequent to the validation effort, the developed analysis framework was used to examine the aeroelastic response of the tension cone during peak dynamic pressure of two representative Titan aerocapture trajectories. Sample results from this study are shown in Fig. 53 . It was found that the stresses and drag were in good agreement between the high-fidelity and low-fidelity aerodynamic modeling approaches. However, there was a 70% difference in axial displacement of the torus (i.e., the large inflatable ring that connects to the entry module [222] . Fig. 50 Flowchart of CIDE [192] . Fig. 51 Typical inflatable/deployable aerodynamic decelerators [249] .
via the membrane structure). In a similar study, Wang et al. [251] incorporated Newtonian impact aerodynamics [1, 71] into the open source DYNA3D [153, 154] structural solver, and they showed good agreement with the static aeroelastic experimental data measured by Buck [239] .
Scott et al. [241] implemented a loosely coupled static aeroelastic analysis between CFL3D and both NASTRAN and finite difference models for membranes. In addition, more computationally efficient aeroelastic models were constructed by using third-order PT aerodynamics. Both static and dynamic aeroelastic studies were carried out, where the former used both the CFD-based and PT-based aeroelastic models and the latter used only the PT-based model. Furthermore, the dynamic aeroelastic studies focused on computing membrane flutter, where the NASTRAN membrane model was replaced with a modal representation using modes computed about the nonlinear static aeroelastic deformation at different operating conditions. It was found that the NASTRAN and finite difference membrane models were in excellent agreement during the static aeroelastic analysis. However, there was a significant difference in flutter predictions between the finite difference and NASTRANbased structural models.
Recently, CFD Research Corporation (CFDRC) has completed a three-phase study of the aeroelastic behavior of IADs [250] . In the first phase, CFDRC's multidisciplinary integrated computing environment (MDICE) was demonstrated on thin-walled IAD configurations. In the second phase, the FUN3D, DAC, and ABAQUS codes were used with MDICE to perform aeroelastic simulations of IADs. In the third phase, an aerostructural assessment was performed in order to assess the controllability and strength of IADs during banking maneuvers. In-house aerodynamic and structural solvers, in conjunction with MDICE, were used for this assessment. The effect of aerodynamic heating on the IAD membrane structure was modeled using knockdown factors.
The limited amount of previous work, combined with the potential advantages that IADs offer for planetary entry, indicates that research in this area will likely become an important focus for hypersonic aeroelasticity and aerothermoelasticity in the near future. Lacking in the field is a systematic study of fluid-thermal-structural coupling and a detailed treatment of the heat transfer problem. Another missing ingredient is a reliable capability for computing the response of the system during inflation/deployment. The current challenges of accurately computing the aerothermodynamic environment, combined with the need to consider both rarefied fluid dynamics and the transition from rarefied to continuum flow, indicate that probabilistic approaches will play a major role in the analysis and development of these devices. This will likely also be true for the structure, which will exhibit wrinkling and uncertainty in material properties.
IX. Conclusions
The importance of hypersonic platforms, for both military and civilian applications, is unquestionable. Despite research activity that spans over six decades, the goals of sustained hypersonic flight and flexible decelerators for planetary entry remain unfulfilled. From an aeroelastic point of view, the principal obstacles are associated with the need to design a reliable minimum-weight structure that can withstand extreme heat and pressure loads, without the benefit of experimental data to validate the design as it progresses.
The importance of hypersonic aeroelasticity and aerothermoelasticity in hypersonic flow extends beyond the computation of flutter boundaries. Aerothermoelastic considerations must also be incorporated in the design and life forecasting of surface panels and load carrying integrated thermal protection systems. ASTEP interactions, of which aerothermoelasticity plays a central role, are a first-order concern for both control design/evaluation and multidisciplinary analysis/optimization of hypersonic vehicles. Hypersonic IADs must withstand elevated temperatures on membrane structures and significant structural, material, and aerodynamic nonlinearities. These needs, combined with the dependence of structural properties on vehicle trajectory, indicate that a continuous time-marching analysis is needed for long time records. Thus, this area will require a substantial amount of sustained support so as to allow the construction of responsive, operational hypersonic vehicles and inflatable planetary entry devices.
There have been several important recent advances in CAE and CATE, namely, 1) the development of CFD-based CAE codes, 2) the fundamental study of fluid-thermal-structural interactions in the hypersonic flow regime, and 3) the emergence of reduced-order modeling techniques. However, each of these areas are still immature: more study of the problem is needed to identify all of the relevant physics, and refinements are needed to both high-fidelity and reduced-order CATE codes in order to capture these physics. Furthermore, there are still many unresolved issues in the different disciplines that compose the area, such as 1) uncertainty in aerothermodynamic modeling associated with viscous-inviscid interactions, hypersonic boundary-layer transition, shock-turbulent boundary-layer interactions, wall catalycity, ablation, nonequilibrium real-gas effects, turbulence induced fluctuating pressures, etc.; 2) scramjet propulsion dynamics; and 3) damage progression in the structure. Thus, tractable probabilistic methods are needed to incorporate these uncertainties in a multidisciplinary analysis that spans a full trajectory.
It is clear from this review, and the issues highlighted here, that the field of hypersonic aeroelasticity and aerothermoelasticity is far from mature. Severely needed to improve the status quo are 1) reliable high-fidelity aerothermoelastic analysis codes and 2) reduced-order modeling techniques. The first is needed due to the inability of experimental facilities to completely characterize the aerothermoelastic system, limiting fundamental understanding of the problem. The second is needed to leverage the capabilities of high-fidelity codes into comprehensive and probabilistic simulation environments. However, several years of dedicated and imaginative research are required to handle a wide range of challenges and obstacles. Fig. 52 Comparison of experimental and computational results for the flow over a statically deformed, flexible tension cone in hypersonic flow [243] . Fig. 53 Surface pressure contours of a tension cone at peak dynamic pressure [243] .
