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Enumerative geometry and geometric representation theory
Andrei Okounkov
Abstract
This is an introduction to: (1) the enumerative geometry of rational curves in equivariant
symplectic resolutions, and (2) its relation to the structures of geometric representation theory.
Written for the 2015 Algebraic Geometry Summer Institute.
1 Introduction
1.1
These notes are written to accompany my lectures given in Salt Lake City in 2015. With modern
technology, one should be able to access the materials from those lectures from anywhere in the
world, so a text transcribing them is not really needed. Instead, I will try to spend more time on
points that perhaps require too much notation for a broadly aimed series of talks, but which should
ease the transition to reading detailed lecture notes like [90].
The fields from the title are vast and they intersect in many different ways. Here we will talk
about a particular meeting point, the progress at which in the time since Seattle I find exciting
enough to report in Salt Lake City. The advances both in the subject matter itself, and in my
personal understanding of it, owe a lot to M. Aganagic, R. Bezrukavnikov, P. Etingof, D. Maulik,
N. Nekrasov, and others, as will be clear from the narrative.
1.2
The basic question in representation theory is to describe the homomorphisms
some algebra A Ñ matrices , (1)
and the geometric representation theory aims to describe the source, the target, the map itself, or
all of the above, geometrically.
For example, matrices may be replaced by correspondences, by which we mean cycles in XˆX ,
where X is an algebraic variety, or K-theory classes on X ˆX et cetera. These form algebras with
respect to convolution and act on cycles in X and KpXq, respectively. Indeed, Matpn,Rq, where R
is a ring, is nothing but KpXˆ2q bZ R where X is a finite set of cardinality n, and the usual rules
of linear algebra, when written in terms of pullback, product, and pushforward, apply universally.
(This is also how e.g. integral operators act.)
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Most of the time, these can and should be upgraded to Fourier-Mukai kernels [57], although doing
this in the enumerative context should be weighted against the cost of losing deformation invariance
— a highly prized and constantly used property of pragmatically defined geometric counts.
1.3
There is some base ring implicit in (1) and, in real life, this ring is usually H‚Gpptq or KGpptq, where
G is a reductive group acting on X although, of course, generalizations are possible.
In what follows, it will be natural and important to work with the maximal equivariance allowed
by the problem. Among their many advantages, equivariant counts are often defined when nonequiv-
ariant aren’t. Concretely, the character of an infinite-dimensional module V may be well-defined as
a rational function on G, but 1 P G will typically be a pole of this function.
1.4
Enumerative geometry is an endless source of interesting correspondences of the following kind.
The easiest way for two distant points x1, x2 P X to interact is to lie on a curve C Ă X of some
degree and genus and, perhaps, additionally constrained by e.g. incidence to a fixed cycle in X .
Leaving the exact notion of a curve vague for a moment, one can contemplate a moduli space M
of two-pointed curves in X with an evaluation map
ev : M Ñ X ˆX .
One can use this evaluation map to construct correspondences given, informally, by pairs of points
px1, x2q P Xˆ2 that lie on such and such curve. For this, one needs geometrically natural cycles or
K-classes on M to push forward and, indeed, these are available in some generality.
Deformation theory provides a local description of the moduli space M near a given curve C in
X . Counting the parameters for deformations minus the number of equations they have to satisfy,
one computes
expected dimM “ p3´ dimXqpg ´ 1q ` pd, c1pXqq ` n , (2)
where g is the genus of a curve C P M , d P H2pX,Zq is its degree, and n “ 2 is the number
of marked points. This is only a lower bound for the actual dimension of M and it is seldom
correct. Enumerative geometers treat this as they would treat any excess intersection problem:
redundant equations still cut out a canonical cycle class rM svir of the correct dimension, known as
the virtual fundamental cycle, see [8]. There is a parallel construction of the virtual structure sheaf
OM ,vir P KAutpXqpM q, see [32, 42]. As we deform X , the moduli spaces M may jump wildly, but
the curve counts constructed using rM svir and OM ,vir do not change.
It will seem like a small detail now, but a certain symmetrized version
pOvir “ Ovir bK 1{2M ,vir b . . . (3)
of the virtual structure sheaf has improved self-duality properties and links better with both rep-
resentation theory and mathematical physics. The square-root factor in (3) is the square root of
the virtual canonical bundle, which exists in special circumstances [87]. The importance of such
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twist in enumerative K-theory was emphasized by Nekrasov [86], the rationale being that for Ka¨hler
manifolds the twist by a square root of the canonical bundle turns the Dolbeault operator into the
Dirac operator. We will always use (3), where the terms concealed by the dots will be specified
after we specify the exact nature of M .
1.5
One can talk about a representation-theoretic answer to an enumerative problem if the correspon-
dences ev˚ rM svir or ev˚ pOvir are identified as elements of some sufficiently rich algebra acting by
correspondences on X . Here rich may be defined pragmatically as allowing for computations or
proofs.
This is exactly the same as being able to place the evolution operator of a quantum-mechanical or
field-theoretic problem into a rich algebra of operators acting on its Hilbert space. A mathematical
physicist would call this phenomenon integrability. Nekrasov and Shatashvili [88, 89] were to first
to suggest, in the equivalent language of supersymmetric gauge theories, that the enumerative
problems discussed here are integrable.
1.6
My personal intuition is that there are much fewer “rich” algebras than there are interesting alge-
braic varieties, which means there has to be something very special about X to have a real link
between curve-counting in X and representation theory. In any case, the progress in enumera-
tive geometry that will be described in these lectures is restricted to certain very special algebraic
varieties.
Ten years ago in Seattle, Kaledin already spoke about equivariant symplectic resolutions, see [61]
and Section 2.1, and the importance of this class of algebraic varieties has been only growing since. In
particular, it was understood by Bezrukavnikov and his collaborators that the geometry of rational
curves in an equivariant symplectic resolution X is tightly intertwined with the geometric structures
described in [61] and, specifically, with the derived autoequivalences of X and the representation
theory of its quantization.
I find it remarkable that here one makes contact with a very different interpretation of what
it means for (1) to be geometric. A noncommutative algebra X in the source of (1) may be
constructed geometrically as a quantization of a symplectic algebraic variety X and this very much
ties X -modules with coherent sheaves on X . We denote this noncommutative algebra X partly
to avoid confusion with some algebra A acting on X by correspondences but, in fact, in this
subject, algebras of both kinds often trade places ! This means that A turns out to be related to
a quantization of some X_, and vice versa.
Dualities of this kind originate in supersymmetic gauge theories and are known under various
names there, see e.g. [58, 17, 27, 28], mathematicians call them symplectic duality following [20], see
also [21, 80, 22, 23]. Perhaps at the next summer institute someone will present a definite treatment
of these dualities.
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1.7
The relation between rational curves in X and representation theory of X will be explained in
due course below; for now, one can note that perhaps a link between enumerative geometry and
representation theory exists for a class of varieties which is at least as large and about as special as
equivariant symplectic resolutions.
Prototypical examples of equivariant symplectic resolutions are the cotangent bundles T ˚G{P
of projective homogeneous spaces1. Perhaps equivariant symplectic resolutions form the right gen-
eralization of semisimple Lie algebras for the needs of today’s mathematics ?
While equivariant symplectic resolutions await Cartan and Killing of the present day to classify
them, the largest and richest class of equivariant symplectic resolutions known to date is formed
by Nakajima quiver varieties [81, 82]. These are associated to a quiver, which means a finite graph
with possibly loops and multiple edges. Quivers generalize Dynkin diagrams (but the meaning of
multiple edges is different). From their very beginning, Nakajima varieties played a important role
in geometric representation theory; that role has been only growing since.
1.8
Geometers particularly like Nakajima varieties associated to affine ADE quivers, because they are
moduli of framed sheaves on the corresponding ADE surfaces. In particular, Hilbert schemes of
points of ADE surfaces are Nakajima varieties. By definition, a map
f : C Ñ HilbpS, pointsq , (4)
where C is a curve and S is a surface, is the same as a 1-dimensional subscheme of Y “ C ˆ S,
flat over C, and similarly for other moduli of sheaves on S. This is the prosaic basic link between
curves in affine ADE Nakajima varieties and the enumerative geometry of sheaves on threefolds,
known as the Donaldson-Thomas theory 2. We are primarily interested in 1-dimensional sheaves
on Y , and we will often refer to them as curves 3.
Other Nakajima varieties resemble moduli spaces of sheaves on a symplectic surface — they can
be interpreted as moduli of stable objects in certain 2-dimensional Calabi-Yau categories. Corre-
spondingly, enumerative geometry of curves in Nakajima varieties has to do with counting stable
objects in 3-dimensional categories, and so belongs to the Donaldson-Thomas theory in the broad
sense.
1 Quantum cohomology of T ˚G{P was sorted out in [24, 103]. Arguably, it is even simpler than the beautiful
story we have for G{P itself.
2It is not unusual for two very different moduli spaces to have isomorphic open subsets, and it doesn’t prevent the
enumerative information collected from the two from having little or nothing in common. It is important for S to
be symplectic in order for the above correspondence to remain uncorrected enumeratively in cohomology. A further
degree of precision is required in K-theory.
3There is the following clear and significant difference between the curves in HilbpSq and the corresponding curves
in Y . The source C in (4) is a fixed curve, and from the enumerative point of view, it may be taken to be a union of
rational components. The “curves” in Y being enumerated can be as arbitrary 1-dimensional sheaves as our moduli
spaces allow.
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1.9
To avoid a misunderstanding, a threefold Y does not need to be Calabi-Yau to have an interesting
enumerative geometry or enumerative K-theory of sheaves. Calabi-Yau threefolds are certainly
distinguished from many points of view, but from the perspective of DT counts, either in cohomology
or in K-theory, the geometry of curves in the good old projective space is at least as interesting. In
fact, certain levels of complexity in the theory collapse under the Calabi-Yau assumption.
When Y is fibered over a curve in ADE surfaces, its DT theory theory may be directly linked
to curves in the corresponding Nakajima variety. While this is certainly a very narrow class of
threefolds, it captures the essential information about DT counts in all threefolds in the following
sense.
Any threefold, together with curve counts in it, may be glued out of certain model pieces, and
these model pieces are captured by the ADE fibrations (in fact, it is enough to take only A0, A1,
and A2 surfaces). This may be compared with Chern-Simons theory of real threefolds: that theory
also has pieces, described by the representation theory of the corresponding loop group or quantum
group at a root of unity, which have to be glued to obtain invariants 4.
The algebraic version of breaking up a threefold Y we need here is the following. Assume that Y
may be degenerated, with a smooth total space of the deformation, to a transverse union Y1 YD Y2
of two smooth threefolds along a smooth divisor D. Then, on the one hand, degeneration formula
of Li and Wu [69] gives 5 the curve counts in Y in terms of counts in Y1 and Y2 that also record
the relative information at the divisor D. On the other hand, Levine and Pandharipande prove [68]
that the relation
rY s “ rY1s ` rY2s ´
“
PpOD ‘NY1{Dq
‰
(5)
generates all relations of the algebraic cobordism, and so, in particular, any projective Y may be
linked to a product of projective spaces by a sequence of such degenerations 6 .
If Y is toric, e.g. a product of projective spaces, then equivariant localization may be used to
break up curve counts into further pieces and those are all captured by Y “ P1 ˆ An geometries,
see [73].
4In fact, Donaldson-Thomas theory was originally developed as a complex analog of the Chern-Simons theory.
It is interesting to note that while representation theory of quantum groups or affine Lie algebras is so-to-speak
the DNA of Chern-Simons theory, the parallel role for Donaldson-Thomas theory is played by algebras which are
quantum group deformations of double loops.
5In K-theory, there is a correction to the gluing formula as in the work of Givental [50].
6This does not trivialize DT counts, in particular, does not make them factor through algebraic cobordism, for
the following reasons.
First, degeneration formula glues nonrelative (also known as absolute) DT counts out of relative counts in Y1 and
Y2 and to use it again one needs a strategy for replacing relative conditions by absolute ones. Such strategy has
been perfected by Pandharipande and Pixton [93, 94]. It involves certain universal substitution rules, which can be,
again, studied in model geometries and are best understood in the language of geometric representation theory [99].
Second, one doesn’t always get to read the equation (5) from left to right: sometimes, one needs to add a component
to proceed. This means one will have to solve for curve counts in Y1 in terms of those in Y and Y2, and a good
strategy for this is yet to be developed.
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1.10
Nakajima varieties X are special even among equivariant symplectic resolutions, in the following
sense. The algebras A acting by correspondences on X are, in fact, Hopf algebras, which means
that there is a coproduct, that is, an algebra homomorphism
∆ : A Ñ A bA ,
a counit ε : A Ñ base ring, and an antipode, satisfying standard axioms (a certain completion may
be needed for infinite-dimensional A ). More abstractly, these mean that the category C “ A -mod
has
• a tensor product b, which need not be commutative,
• a trivial representation, given by ε, which is identity for b,
• left and right duals, compatible with b.
The notion of a tensor category is, of course, very familiar to algebraic geometers, except possibly
for the part that allows for
V bW fl W b V . (6)
This noncommutativity is what separates representation theory of quantum groups from represen-
tation theory of usual groups. Representation-theorists know that a mild noncommutativity makes
a tensor category even more constrained and allows for an easier reconstruction of A from C , see
e.g. [39, 40] for an excellent exposition.
The antipode, if it exists, is uniquely reconstructed from the rest of data (just like the inverse
in a group). We won’t spend time on it in these notes.
1.11
Specifically, in K-theoretic setting, we will have A “ U~ppgq for a certain Lie algebra g. This means
that A is a Hopf algebra deformation7 of U pgrt˘1sq, where grt˘1s denotes the Lie algebra of Laurent
polynomials with values in g.
The Lie algebra g is by itself typically infinite-dimensional and even, strictly speaking, infinitely-
generated. The action of A will extend the action of U~ppgkmq for a certain Kac-Moody Lie algebra
gkm Ă g defined by Nakajima via an explicit assignment on generators [82].
The noncommutativity (6) will be mild and, in its small concentration, very beneficial for the
development of the theory. Concretely, the “loop rotation” automorphism
t ÞÑ u ¨ t , u P Cˆ , (7)
of U pgrt˘1sq deforms, and so every A -module V gives rise to a family of modules V puq obtained
by precomposing with this automorphism. As it will turn out, the commutativity in (6) is restored
after a generic shift, that is, there exists an A -intertwiner
R_pu1{u2q : V1pu1q b V2pu2q „ÝÝÑ V2pu2q b V1pu1q
7with deformation parameter ~, which is the equivariant weight of the symplectic form on X in its geometric
origin
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which is a rational function of u “ u1{u2 P Cˆ. The poles and zeros of detR_ correspond to the
values of the parameter for which the two tensor products are really not isomorphic.
1.12
Usually, one works with the so-called R-matrix
Rpuq “ p12q ¨R_ P EndpV1 b V2q b Qpuq ,
which intertwines the action defined via the coproduct ∆ and via the opposite coproduct ∆opp “
p12q∆. We denote by bopp this opposite way to take tensor products.
The shortest way to reconstruction of A from C is through the matrix coefficients of the R-
matrix.
Concretely, since R is an operator in a tensor product, its matrix coefficients in V1 give EndpV2q-
valued functions of u. The coefficients of the expansion of these functions around u “ 0 or u “ 8
give us countably many operators in V2, which starts looking like an algebra of the right size to be
a deformation of U pgrt˘1sq. The Yang-Baxter equation satisfied by R
RV1,V2pu1{u2qRV1,V3pu1{u3qRV2,V3pu2{u3q “
“ RV2,V3pu2{u3qRV1,V3pu1{u3qRV1,V2pu1{u2q , (8)
which is an equality of rational functions with values in EndpV1bV2bV3q, is a commutation relation
for these matrix elements.
Thus, a geometric construction of an R-matrix gives a geometric construction of an action of a
quantum group.
1.13
Nakajima varieties, the definition of which will be recalled below, are indexed by a quiver and two
dimension vectors v,w P Nvertices and one sets
Xpwq “
ğ
v
Xpv,wq . (9)
For example, for framed sheaves on ADE surfaces, w is the data at infinity of the surface (it includes
the rank), while v records possible values of Chern classes. In the eventual description of KTpXpwqq
as an module over a quantum group, the decomposition (9) will be the decomposition into the
weight spaces for a Cartan subalgebra h Ă g.
To make the collection tKTpXpwqqu into modules over a Hopf algebra, one needs tensor product.
The seed from which it will sprout is very simple and formed by an inclusion
Xpwq ˆXpw1q ãÑ Xpw ` w1q (10)
as a fixed locus of a torus A – Cˆ. For framed sheaves, this is the locus of direct sums. The
pull-back in K-theory under (10), while certainly a worthwhile map, is not what we are looking for
because it treats the factors essentially symmetrically.
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Instead, we will use a certain canonical correspondence
StabC,... : KTpXAq Ñ KTpXq ,
called the stable envelope. It may be defined in some generality for a pair of tori T Ą A acting on
an algebraic symplectic manifold X so that A preserves the symplectic form. As additional input,
the correspondence takes a certain cone C Ă LieA, and other ingredients which will be discussed
below. For A – Cˆ, the choice of C is a choice of Rż0 Ă R or, equivalently, the choice of b versus
bopp.
We demand that the two solid arrows in the diagram
KTpXpwqqpaq bKTpXpw1qq
Stab`
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
Rpaq

✤
✤
✤
✤
✤
✤
✤
KTpXpw ` w1qq
KTpXpwqqpaq bopp KTpXpw1qq
Stab´
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
(11)
are morphisms in our category. By KTpptq-linearity, this forces the rational vertical map Rpaq
because stable envelopes are isomorphisms after localization.
Here a P A – Cˆ is an automorphism which does not act on XA but does act on vector
bundles on XA through their linearization inherited from X . This twists the module structure by
an automorphism as in Section 1.10 and identifies a with the parameter u “ u1{u2 in the R-matrix.
As already discussed, the assignment of R-matrices completely reconstructs the Hopf algebra
with its representations. The consistency of this procedure, in particular the Yang-Baxter equation
(8), follow from basic properties of stable envelopes.
1.14
One may note here that even if one is primarily interested in Hilbert schemes of ADE surfaces, it
is very beneficial to think about framed sheaves of higher rank. In higher rank, we have nontrivial
tori A acting by changing of framing and hence the associated R-matrices.
Similarly, it will prove easier to go through enumerative K-theory of curves in the moduli spaces
of higher-rank sheaves even if one is only interested in curves in the Hilbert scheme of points.
At this point, we have introduces the basic curve-counting correspondences in X and certain
algebras A acting by correspondences in X . The main goal of these note is to discuss how one
identifies the former inside the latter.
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2 Basic concepts
2.1 Symplectic resolutions
2.1.1
By definition [7, 61], a symplectic resolution is a smooth algebraic symplectic variety pX,ωq such
that the canonical map
X ÝÝÑ X0 “ SpecH0pOXq
is projective and birational.
For us, the focus is the smooth variety X and the singular affine variety X0 plays an auxiliary
role, because, for example, there are no curves to count in X0. Of course, there exists also an exactly
complementary point of view that singularities are essential and resolutions — auxiliary.
2.1.2
A symplectic resolution X is called equivariant or conical if there is a Cˆ action on X that scales
ω and contracts X0 to a a point. In other words, there is a grading on CrX0s such that
CrX0sd “
#
C , d “ 0 ,
0 , d ă 0 .
The combination of the two requirements implies Cˆ must scale ω by a nontrivial character and
hence
rωs “ 0 P H2pX,Cq ,
since H‚pXq is a trivial AutpXqconnected-module.
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2.1.3
The prototypical example of an equivariant symplectic resolution is T ˚G{P where P Ă G is a
parabolic subgroup of a semisimple Lie group. In particular,
T ˚G{B moment mapÝÝÝÝÝÝÝÝÝÝÝÑ Nilcone Ă g˚ – g (12)
is a famous resolution with many uses in geometric representation theory.
For an example with a less pronounced Lie-theoretic flavor one can take
HilbpC2, n pointsq Hilbert-ChowÝÝÝÝÝÝÝÝÝÝÝÑ SnC2 ,
where the symplectic form comes from the standard ωC2 “ dx1 ^ dx2. This is a basic example of a
Nakajima variety.
2.2 Nakajima quiver varieties
2.2.1
Nakajima quiver varieties [81, 82] are defined as algebraic symplectic reductions
X “ T ˚M{{Gv
“ moment map´1p0q{θGv , (13)
where Gv “
ś
GLpViq and M is a linear representation of a special kind. Namely, M is a sum of
the defining and so-called bifundamental representations, that is,
M “à
i
HompWi, Viq ‘
à
iďj
HompVi, Vjq bQij , (14)
where Wi and Qij are certain multiplicity spaces on which Gv does not act. This gives an actionź
GLpWiq ˆ
ź
GLpQijq ˆ Cˆ~ Ñ AutpXq , (15)
where the last factor scales the cotangent directions with weight ~´1. This inverse is conventional,
it gives weight ~ to the symplectic form on X .
2.2.2
In the GIT quotient in (13), the stability parameter θ is a character of Gv, up to proportionality.
It has to avoid the walls of a certain finite central hyperplane arrangement for the quotient to be
smooth.
What is special about representations (14) is that the stabilizer in Gv of any point in T
˚M is cut
out by linear equations on matrices and is the set of invertible elements in an associative algebra
over C. Therefore, it cannot be a nontrivial finite group. In general, algebraic symplectic reductions
output many Poisson orbifolds, but it is difficult to produce a symplectic resolution in this way (or
in any other way, for that matter).
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2.2.3
The data of a group Gv and a representation (14) is encoded by a quiver Q and two dimension
vectors. One sets
I “ vertices of Q
“ factors in Gv
and joins two vertices i, j P I by dimQij edges. The vectors
v “ p. . . , dimVi, . . . q , w “ p. . . , dimWi, . . . q
belong to N I which makes them dimension vectors in quiver terminology.
Nakajima varieties Xpv,wq corresponding to the same quiver Q have a great deal in common
and it is natural to group them together. In particular, it is natural to define Xpwq as in (9).
2.2.4
The apparent simplicity of the definition (13) is misleading. For example, let Q be the quiver with
one vertex and one loop. Then Xpv,wq is the moduli space of torsion-free sheaves F on P2, framed
along a line, with
prkF , c2pF qq “ pw, vq P N2 .
This variety has deep geometry and plays a very important role in mathematical physics, in partic-
ular, in the study of 4-dimensional supersymmetric gauge theories and instantons.
Nakajima varieties have other uses in supersymmetric gauge theories as they all may be inter-
preted as certain moduli of vacua, which is distinct from their interpretation as instanton moduli
for quivers of affine ADE type.
2.2.5
Let a rank n torus A with coordinates ai P Cˆ act on Xpwq via
Wk “
nà
i“1
ai bW piqk ,
where W
piq
k are trivial A-modules. The fixed points of this action correspond to analogous gradings
Vk “
nà
i“1
ai b V piqk ,
and to arrows that preserve it. Therefore
XpwqA “
nź
i“1
Xpwpiqq ,
with the inherited stability condition. The case n “ 2 with pa1, a2q “ pa, 1q appears in (10).
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2.3 Basic facts about rational curves in X
2.3.1
Following the outline of section 1.4, but still not sewing permanently was tacked there, consider a
moduli space M of rational curves with 2 marked points in an equivariant symplectic resolution
X . From formula (2), the virtual dimension of M equals
vir dimM “ dimX ´ 1 ,
independent of the degree, because c1pXq “ 0. This will be the dimension of ev˚ rM svir in X ˆX .
2.3.2
Deformations of pX,ωq are described8 by the period map
rωs P H2pX,Cq ,
see [61]. In particular, a generic deformation X 1 will have no classes α P H2pX 1,Zq such thatş
α
ωX1 “ 0 and hence no algebraic curves of any kind (in fact, X 1 will be affine). Therefore any
deformation-invariant curve counts in X must vanish.
To avoid such trivialities, we consider equivariant curve counts, where we must include the action
of the Cˆ
~
factor that scales the symplectic form. It scales nontrivially the identification of H2pX,Cq
with the base of the deformation, hence there are no ~-equivariant deformations of X .
Reflecting this, we have
rM svir “ ~ rM svir,reduced
where ~ P H‚AutpXqpptq is the weight of the symplectic form and
dim rM svir,reduced “ dimX .
2.3.3
Clearly,
evpM q Ă X ˆX0 X
and by a fundamental property of symplectic resolutions, see [62, 83],
St “ X ˆX0 X Ă X ˆX (16)
is at most half-dimensional with Lagrangian half-dimensional components. In the example (12),
the subscheme (16) is known as the Steinberg variety, and it is convenient to extend this usage to
general X .
Putting two and two together, we have the following basic
8 For Nakajima varieties, these deformations may be described explicitly by changing the value of moment map
in (13).
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Lemma 2.1 ([24]). For any degree, ev˚ rM svir,reduced is a Q-linear combination of Lagrangian com-
ponents of the Steinberg variety.
Rational coefficients appear here because rM svir is defined with Q-coefficients, due to automor-
phisms of objects parametrized by M . Intuitively, it seems unlikely that that the coefficients in
Lemma (2.1) really depend on the details of the construction of M , as long as it has a perfect
obstruction theory. In fact, for Nakajima varieties, all possible flavors of curve counting theories
give the same answer in cohomology.
2.3.4
One can make a bit more progress on basic principles. If d P H2pX,Zqeff is a degree of a rational
curve, we denote by zd the corresponding element of the semigroup algebra of H2pX,Zqeff. The
spectrum of this semigroup algebra is an affine toric variety; it is a toric chart corresponding to
X is the so-called Ka¨hler moduli space K, see e.g. [33] for a discussion of the basic terminology of
quantum cohomology.
For a Nakajima variety X ,
K “ H2pX,Cq{H2pX,Zq
is a toric variety corresponding to the fan in H2pX,Zq formed by the ample cones of all flops of X .
By surjectivity theorem of [79], these are the cones of nonsingular values of the stability parameter
θ.
We consider the operator of quantum multiplication in H‚TpXq by λ P H2pXq
λ ‹ ¨ “ λY ¨ ` ~
ÿ
d
pλ, dq zd ev˚ rMdsvir,reduced , (17)
where Md is the moduli space of curves of degree d. Here λY ¨ is the operator of cup product by
λ, it is supported on the diagonal of X ˆ X as a correspondence. On very general grounds, the
operators (17) commute and, moreover, the quantum, or Dubrovin, connection with operators
∇λ “ ε BBλ ´ λ ‹ ¨ ,
B
Bλz
d “ pλ, dq zd (18)
is flat for any ε.
For equivariant symplectic resolutions, one conjectures that after a shift
zd ÞÑ p´1qpκX ,dqzd (19)
by a certain canonical element κX P H2pX,Z{2q called the canonical theta characteristic in [75],
the quantum connection takes the following form:
quantum part in (17)
?“ ~
ÿ
α
pλ, αq z
α
1´ zα Lα ` . . . , Lα P HtoppStq , (20)
where dots stand for a multiple of the diagonal component of St, that is, for a scalar operator.
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Such scalar ambiguity is always present in this subject and is resolved here by the fact that
@γ P H‚pXq , 1 ‹ γ “ γ ,
and so the operator (20) annihilates 1 P H0pXq. The sum (20) is over a certain finite set of effective
classes α.
It is clear from (20) that (18) is a connection on K with regular singularities. Conjecture (20) is
known for all concrete X discussed in these notes9 and will be assumed in what follows.
Let Amin be the algebra of endomorphisms of H
‚
TpXq generated by the operators of cup product
and HtoppStq. Clearly, the operators (17) lie in Aminrrzss. In all analyzed examples, these have a
simple spectrum for generic z and thus generate the full algebra of operators of quantum product
by γ P H‚TpXq; one expects this to happen in general. It would mean (17) generate a family,
parametrized by z, of maximal commutative subalgebras of Amin which deforms the algebra of cup
products for z “ 0.
In examples, this matches very nicely with known ways to produce maximal commutative sub-
algebras. For instance, for Nakajima varieties, the operator (17) lie in what is known as Baxter
maximal commutative subalgebra in a certain A as a corollary of the main result of [75].
One can imagine the above structures to be extremely constraining for general equivariant
symplectic resolutions.
2.3.5
Now, in K-theory, the only thing that carries over from the preceding discussion is that, for any
group G,
ev˚ : KGpM q Ñ KGpStq , (21)
where there right-hand side denotes K-classes with support in St Ă Xˆ2. This is an algebra under
convolution.
The best case scenario is when one has a complete control over KGpStq. For example, one of
the main results of [30], see Chapter 7 there, shows
KGˆCˆ
~
pStq “ affine Hecke algebra ,
for X “ T ˚G{B. This is a beautiful algebra with a beautiful presentation; perhaps it would be
too much to expect an equally nice description in general. The approach explained in these notes
doesn’t assume any knowledge about KGpStq as a prerequisite.
2.3.6
Even when the target of the map (21) is under control, it is not so easy to identify, say, ev˚ OM ,vir
in it. The dimension argument, which identifies ev˚ rM svir,reduced with linear combinations of com-
ponent of St obviously does not apply in K-theory, so new ideas are needed. There exists a body of
work, notably by Givental and his collaborators [51, 52, 53], that aims to lift the general structures
9Concretely, it is known for Nakajima varieties by [75], for T ˚G{P by [103], and for hypertoric varieties by [77].
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of quantum cohomology to quantum K-theory of an equally general algebraic variety X . This the-
ory has been studied for G{B itself and also, for example, for toric varieties. It would be interesting
to see what it outputs for T ˚G{B.
A different strategy for dealing with the complexities of K-theory works only for special X and
is based on a systematic use of rigidity and self-duality arguments, see for example [90] for an
introduction. For them to be available, one needs the obstruction theory of M to have a certain
degree of self-duality in the first place and to work with symmetrized K-classes on M such as (3).
2.3.7
Let
f : pC, p1, p2q Ñ X
be a map of a 2-pointed rational curve to X , which we assume is symplectic, and so its tangent
bundle TX is self-dual up-to the weight of the symplectic form
pTXq_ “ ~ TX .
This makes the obstruction theory
Def f ´Obs f “ H‚pC, f˚TXq
self-dual up to a certain correction
pDef ´Obsq_ ` ~ pDef´Obsq “ ~H‚pC, f˚TX b pOC ´KCqq . (22)
For an irreducible curve, we have OC´KC “ Op1`Op2, equivariantly with respect to AutpC, p1, p2q,
and we can use marked points to compensate 10 for the correction in (22). But this breaks down
when C is allowed to break and we get
OC ´KC ‰ Op1 ` Op2
away from the locus of chains of rational curves joining p1 and p2.
The moduli space M 0,2pXq of stable rational maps to X allows arbitrary trees as domains
of the map, and so it appears problematic to make its virtual structure sheaf self-dual. As an
alternative, one can use the moduli space QMpXq of stable quasimaps to X . This has its origin in
supersymmetric gauge theories and and is known to geometers in various flavors. The version best
suited for our needs has been designed by Ciocan-Fontanine, Kim, and Maulik in [31]. It requires
a GIT presentation
X “ rX{G (23)
where G is reductive and rX is an affine algebraic variety with at worst locally complete intersection
singularities in the unstable locus. It remains to be seen which of the equivariant symplectic
resolutions can be presented in this way; for Nakajima varieties, it is provided by their construction.
When available, quasimaps spaces have marked advantages in enumerative K-theory.
10 These contributions at the marked points are the dots in (3), see [90] for more details.
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2.3.8
For example, for X “ HilbpC2, pointsq, the quasimaps from a fixed curve C to X are naturally
identified with stable pairs or points in Pandharipande-Thomas moduli spaces [95] for Y “ C ˆC2.
A stable pair is a pure 1-dimensional sheaf F on Y with a section
OY
sÝÑ F
such that dimCoker s “ 0. These moduli spaces have several advantages over other DT moduli
spaces, including the Hilbert schemes of curves, and are used very frequently. Marked points
p1, p2 P C introduce a relative divisor
D “ D1 \D2 Ă Y
where Di is the fiber over pi. To have an evaluation map at these marked points, the curve C is
allowed to develop a chain of rational components at each pi; note that the whole curve C remains
a chain in this process. To have a moduli space of maps from a nonrigidified rational curve, we
must quotient the above by AutpC, p1, p2q. These are known affectionately as accordions among the
practitioners.
Quasimaps to a general Nakajima variety behave in a very similar way, see [90] for an elementary
introduction.
2.3.9
In fact, for quasimaps from either a rigid 2-pointed curve C or from pure accordions to a Nakajima
variety X , one gets the same answer
G “ ev˚ pOQMpXq P KAutXpStq (24)
known as the glue matrix, see Theorem 7.1.4 in [90]. There is also a q-difference connection gener-
alizing (18). The geometric meaning of the increment q in this q-difference equation is
q P Cˆ “ AutpC, p1, p2q , pC, p1, p2q – pP1, 0,8q .
In fact, the variable ε in (18) belongs to LieAutpC, p1, p2q from its geometric origin. In contrast to
cohomology, the operator of the quantum q-difference equation is much more involved than (24). In
particular, the matrix of the q-difference equation depends on q, whereas the glue matrix doesn’t.
The glue matrix (24) may be obtained from the quantum difference equation by a certain limit.
Quantum difference equations for all Nakajima varieties have been determined in [92]. The
description is representation-theoretic and a certain language needs to be developed before we can
state it.
3 Roots and braids
3.1 Ka¨hler and equivariant roots
3.1.1
If equivariant symplectic resolutions are indeed destined to generalize semisimple Lie algebras, one
should be able to say what becomes of the classical root data in this more general setting.
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For a semisimple Lie group G, we have:
— roots, which are the nonzero weights of a maximal torus A Ă G in the adjoint representation,
— coroots, which have to do with special maps SLp2q Ñ G.
The resolution X “ T ˚G{B by itself does not distinguish between locally isomorphic groups.
It is the adjoint group Gad that acts naturally by symplectic automorphisms of X . On the other
hand,
H2pX,Zq “ coroot lattice of Gsc ,
where Gsc is the simply-connected group and this lattice is spanned by the images
P
1 “ SLp2q{BSLp2q corootÝÝÝÝÑ G{B Ă X .
The equivariant and Ka¨hler roots of symplectic resolutions will generalize the roots and coroots for
X “ T ˚G{B, respectively. They capture the weights of torus action and special rational curves in
X , respectively.
3.1.2
Let
A Ă AutpX,ωq
be a maximal torus in the group of symplectic automorphisms of an equivariant symplectic resolution
X .
Definition 3.1. The equivariant roots of X are the weights of a maximal torus A in the normal
bundle NX{XA to its fixed locus X
A.
For X “ T ˚G{B, this gives the roots of the adjoint group. For X “ HilbpC2, nq, the torus A is
the maximal torus in SLpC2q. We have
XA “ tmonomial idealsu
and the weights of A in the tangent space to these points are classically computed in terms of the
hook-lengths for the corresponding partitions of n. Therefore
equivariant roots of HilbpC2, nq “ t˘1, . . . ,˘nu .
We see that, in contrast to finite-dimensional Lie theory, roots may be proportional for symplectic
resolutions.
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3.1.3
As in the classical Lie theory, equivariant roots define root hyperplanes in LieA and these partition
the real locus into a finite set of chambers C. Once a chamber is fixed, it divides equivariant roots
into positive and negative.
Geometrically, this means splitting normal directions to XA into attracting and repelling direc-
tions with respect to a generic 1-parameter subgroup in A.
In these notes, we will see arrangements of both linear and affine rational hyperplanes and the
components into which the hyperplanes partition the real locus will play an important role. In both
linear (or central) and affine situations, these components are often called chambers or regions. To
distinguish between the two, we will call the regions of central and affine arrangements cones and
alcoves, respectively.
We call a codimension 1 stratum a wall. A wall is a part of a hyperplane of the arrangement
that separates two regions.
3.1.4
The best definition of Ka¨hler root of X currently known to me is:
Definition 3.2. An effective curve class α is a positive Ka¨hler root of X if it appears in the sum
(20).
It would be clearly desirable to have a more direct definition of a root. One may try to defineď
αą0
Nα Ă H2pX,Zqeff
as those classes that remain effective in a codimension one deformation of X as in Section 2.3.2.
There seems to be no simple way to pick out the roots among all of their multiples using this
approach.
Roots are also related to hyperplanes in PicpXq bZ R along which stable envelope jump, see
below and in particular (42). This approach requires a torus action which may not exist in general,
and so cannot be used as a definition.
3.1.5
For X “ T ˚G{B, the components of the Steinberg variety
St “
ď
wPW pGq
Lw
are indexed by elements of the Weyl group of G. By the main result of [24], Ka¨hler roots α of X
are the coroots of Gsc with
Lα “ Lsα ,
where sα is the corresponding reflection.
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3.1.6
Let X “ XQpv,wq be a Nakajima variety associated to a quiver Q with vertex set I. The construc-
tion of [75], the main points of which will be explained below, associates to X a certain Lie algebra
with a Cartan decomposition
gQ “ hQ ‘
à
α
pgQqα , (25)
in which the root subspaces are finite-dimensional and are indexed by roots α P ZI . Additionally
pgQq´α “ pgQq_α (26)
with respect to an invariant bilinear form on gQ.
For example, for the quiver Q with one vertex and one loop one has gQ “ pglp1q and the roots of
this algebra are all nonzero integers Zzt0u.
As a corollary of the main result of [75], we have
Ka¨hler roots of XQpv,wq “ roots α of gQ such that ˘α ď v , (27)
assuming XQpv,wq ‰ ∅. Here α ď v means that v ´ α P N I . In particular,
Ka¨hler roots of HilbpC2, nq “ t˘1, . . . ,˘nu .
3.1.7
In exceptional situations, it may turn out that the presentation of the form (20) is not unique
because of special linear dependences that can exist between Lα and the identity operator. An
example is
HilbpC2, 2q – T ˚P1 ˆ C2 , (28)
in which an attentive reader will notice that the two results just quoted give t˘1,˘2u and t˘1u as
roots, respectively.
Perhaps such nonuniqueness is always an indication of nonuniqueness of a lift to K-theory ? For
example, the two points of view in (28) lead to different lifts to K-theory, with different sets of
singularities, matching the different sets of roots.
3.1.8
There is a remarkable partial duality on equivariant symplectic resolutions which extends
T ˚G{B LanglandsÐÝÝÝÝÝÝÝÝÑ T ˚LG{ LB .
It has its origin in supersymmetric gauge theories, see e.g. [28, 20] for a recent treatment, and
is known in mathematics under the name of symplectic duality. Among other things, it should
exchange equivariant and Ka¨hler roots. For example, the Hilbert schemes of points in C2 are
self-dual.
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3.2 Braid groupoid
3.2.1
In classical Lie theory, a central role is played by the Weyl group of a root system. It is a natural
group of symmetries which is large enough to act transitively on the set of cones. Further, the
alcoves of the affine arrangement
xα, xy P Z (29)
are permuted transitively by the affine Weyl group.
There are natural finite groups of symmetries for both equivariant and Ka¨hler roots. On the
equivariant side, we have the Weyl group
WeylpAq “ NormalizerpAq{A
where the normalizer is taken inside AutpX,ωq. On the Ka¨hler side, there is an analog of the Weyl
group constructed by Y. Namikawa in [84], see also e.g. the discussion of the topic in Section 2.2
of [19]. In the affine case, one can take the semidirect product of this finite group with a suitable
lattice.
However, roots of either kind are intrinsically just not symmetric enough, e.g. forX “ HilbpC2, nq,
the alcoves are separated by the walls!a
b
)
Ă R , a P Z , b P t1, . . . , nu
and they are very far from being transitive under t˘u ˙ Z.
It is best to embrace the idea that different chambers and alcoves are different entities that
only become related in some deeper way. In this new paradigm, the place of a transitive symmetry
group of a real hyperplane arrangement will be taken by the fundamental groupoid of the same
arrangement. I learned this point of view from R. Bezrukavnikov.
3.2.2
A groupoid is a category in which every morphism is invertible. The fundamental groupoid pi1pUq
of a topological space U is formed by paths, taken up to homotopy that fixes endpoints. Let
U “ CnzŤHi be the complement of a complexification of a real hyperplane arrangement. Here
Hi “ tfipzq “ 0u ,
where fi is a real affine-linear function. The groupoid pi1pUq was studied by Deligne [35], Salvetti
[96], and many others. As in the survey [108], define
C
ˆ “ Cą \ Că \ CÒ \ CÓ
where
Cż “ tℜx ż 0u , CÒÓ “ tℜx “ 0 ,ℑx ż 0u .
For any sequence ˚1, ˚2, . . . of symbols from tą,ă, Ò, Óu, we set
U˚1,˚2,... “
č
f´1i pC˚iq . (30)
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Nonempty intersections of the form (30) decompose U . The Salvetti complex is, by definition, dual
to this decomposition. It is a deformation retract of U .
We get 0-cells of the Salvetti complex when we choose ˚i P tżu for all i; these corresponds to
the alcoves of RnzŤHi and give the objects of pi1pUq. The morphisms in pi1pUq are generated by
1-cells of the Salvetti complex and those correspond to a wall between two alcoves plus a choice of
over- or under-crossing, that is, a choice of Ò versus Ó for the corresponding equation fi.
The relations correspond to 2-cells and those correspond an alcove ∇ meeting several others
along a stratum S of codimension 2, as in Figure 1. We set
˚i “
#
ż , fipSq ż 0 ,
ÒÓ , fipSq “ 0, fip∇q ż 0 .
The corresponding U˚˚... fibers over S with fiber iConeS∇, where ConeS∇ denotes the tangent
cone to ∇ at S. We get a braid relations of the form shown in Figure 1, where the path stays in
R
n ` iConeS∇.
Figure 1: Product of morphisms around a stratum of codimension 2 is the
identity in the dynamical groupoid. In the fundamental groupoid, the imag-
inary parts of the paths have to lie in one of the cones.
3.2.3
For future use, we note a generalization of pi1pUq called the dynamical groupoid of the arrangement.
It has the same objects and for every wall w between two alcoves a single invertible matrix Bwpfipzqq
which depends on the variables z P Cn through the equation fi of hyperplane Hi containing w. The
variables z are called the dynamical variables.
These matrices are required to satisfy one braid relation as in Figure 1 for any stratum of
codimension 2. In other words, for the dynamical groupoid, there is a bijection
objects Ø codim “ 0 strata
morphisms Ø codim “ 1 strata
relations Ø codim “ 2 strata
where strata refer to the stratification of Rn. To go from the dynamical groupoid to the fundamental
groupoid, we set
BÒÓw “ lim
xÑ˘i8
Bwpxq , (31)
21
assuming this limit exists.
We will meet the dynamical groupoids in exponential form, that is, as an arrangement of codi-
mension 1 subtori in an algebraic torus. The fundamental groupoid is then found from the values
of Bwpzq at the fixed points of a certain toric compactification.
The Yang-Baxter equation (8) is a very prominent example of a relation in a dynamical groupoid.
3.2.4
We now consider
U “ H2pX,CqzKa¨hler arrangement
where Ka¨hler arrangement is the affine arrangement (29) corresponding to Ka¨hler roots tαu Ă
H2pX,Zq. It is locally finite and periodic under the action of
PicpXq – H2pX,Zq .
The fundamental groupoid pi1pUq appears in two contexts, the relation between which is rather
deep. These are:
— monodromy of the quantum differential equation (18),
— autoequivalences of DbCohTX ,
where T Ă AutpXq is a maximal torus.
In the early days of mirror symmetry, it was conjectured by M. Kontsevich that any X and X 1
that have a common Ka¨hler moduli space K are derived equivalent and, moreover, there is a derived
equivalence for any homotopy class of paths from X to X 1 in the regular locus of the quantum
connection. This idea became more concrete with the advent of Brigeland’s theory of stability
conditions [25, 26]
More recently, it was conjectured by R. Bezrukavnikov (with perhaps some infinitesimal input
from the author of these notes, which is how is often attributed in the literature, see [3, 37]) that,
first, this works fully equivariantly11 and, second, matches specific derived automorphisms of X
obtained via quantization in characteristic p " 0.
3.2.5
It is clear from definitions that the groupoid pi1pUq acts by monodromy, that is, analytic continuation
of solutions of (18). Indeed, the natural isomorphism
H2pX,Cq{H2pX,Zq – SpecZH2pX,Zq Ă K (32)
takes U to the regular locus of the quantum connection. Here ZH2pX,Zq is the group algebra of
the lattice H2pX,Zq.
11Equivariant mirror symmetry is a notoriously convoluted subject, see for example [97].
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Let z “ 0X be the origin in the chart SpecZH2pX,Zqeff. Via the monodromy of (18), the
fundamental group of U{PicpXq acts on the fiber at 0. This fiber is H‚TpX,Cq, but we identify it
with KTpXq b C as in the work of Iritani [59]. Namely, one considers the map
KTpXq Q F Ñ Γ Y p2piiq
degp ¨ q´dim
C
X
2 chF P H‚TpX,Cqmero (33)
where
Γ “
ź
ti=Chern roots of TX
Γp1` tiq ,
degp ¨ q denotes the degree operator, and H‚TpX,Cqmero denotes meromorphic functions on the spec-
trum of H‚TpX,Cq. Because of the identity
Γp1` tqΓp1´ tq “ 2piit
epiit ´ e´piit ,
the map (33) is an analog of Mukai’s map F Ñ chpF q?TdX in that it is, up to a scalar multiple,
an isometry for the natural sesquilinear inner products in the source and the target. It makes
the monodromy act by unitary transformations of KTpXq b C. Iritani’s motivation was to find an
integral structure in the quantum connection, and this will match nicely with what follows.
We note that the q-analog of the Γ-function is the function
Γqptq “
ź
ně0
1
1´ qnt
“ tr CrMapspCpqq Ñ Cpt´1qqs (34)
which is clearly relevant in enumerative K-theory of maps to X because of the second line in (34).
Here the equivariant weight of the source Cpqq and of the target Cpt´1q are indicated in parentheses.
See Section 8 of [90] for how these functions come up in the quantum difference equation for X .
3.2.6
Quantization of equivariant symplectic resolutions is a very fertile ground which is currently being
explored by several teams of researchers, see for example [3, 6, 10, 11, 12, 13, 14, 15, 19, 21, 63, 70,
71, 72, 78].
A quantization of X is, first, a sheaf O pX of noncommutative algebras deforming the sheaf
pOX , t ¨ , ¨ uq of Poisson algebras and, second, the algebra
X “ Γ `O pX˘
of its global sections12. In this way, very nontrivial algebras can be constructed as global section of
sheaves of very standard algebras — a modern day replacement of the old dream of Gelfand and
Kirillov [47]. Whenever X is of finite homological dimension, one has a similar global description
of Db X -mod.
12The vanishing HipOXq “ 0 for i ą 0 and any symplectic resolution implies the same for OxX , which is a very
valuable property in the analysis of X .
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Quantizations Xλ come in families parametrized by the same data
λ P PicpXq b ground field
as the commutative deformations. For Nakajima varieties, these can be described explicitly as
so-called quantum Hamiltonian reductions [38].
3.2.7
While these notes are certainly not the place to survey the many successes of quantization of
symplectic resolutions, certain important features of quantizations in characteristic p " 0, developed
by Bezrukavnikov and Kaledin, are directly related to our narrative.
For an integral quantization parameter λ away from certain walls, that is for
λ P PicpXq X pU 1
where
U 1 “ PicpXq b R z neighborhood of a periodic hyperplane arrangement ,
the theory produces an equivalence
DbCohAp1q,suppX
p1q „ÐÝÝÝÑ Db Xλ-modA,supp (35)
where
A Ă AutpX,ωq “ AutpO pXλq
is a maximal torus, Xp1q denotes Frobenius twist, and one needs to impose a certain condition on
the supports of sheaves and modules in (35). We will assume that the projection of the set-theoretic
support to the affinization X0 is contracted to 0 P X0 by a certain 1-parameter subgroup in A; this
means a version of the category O on the quantization side.
On the commutative side, we have a larger torus T Ą A of automorphisms, thus the quantization
side gets an extra grading so that (35) is promoted to a T-equivariant statement. The extra grading
on Xλ-mod captures quite subtle representation-theoretic information. In fact, such graded lifts of
representation categories are absolutely central to a lot of progress in modern representation theory,
see e.g. [9, 102].
3.2.8
The map (32) send U 1 Ă PicpXq b R to the central torus |z| “ 1 in K and one can associate the
equivalence (35) to a straight path from the point z “ 0X P K to a component of U 1.
One, meaning Bezrukavnikov, conjectures that:
— the hyperplane arrangement in the definition of U 1 is the affine Ka¨hler arrangement13 as in
Section 3.2.4,
13For uniformity, it is convenient to allow walls with trivial monodromy and derived equivalences, respectively. For
example, the point z “ 1 is not a singularity for the Hilbert scheme of points, as the pole there is cancelled by the
scalar operator in (20).
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— the equivalences (35) define a representation of pi1pUq, and
— their action on KTpXq equals the monodromy of the quantum differential equation,
where we use Iritani’s map as in Section 3.2.5 to lift monodromy to K-theory.
The second part of this conjecture means the following. For λ P pU 1, the algebras Xλ are
canonically identified for all flops of X and, for two quantization parameters λ, λ1 separated by a
wall w, we can consider the induced equivalence, that is, the horizontal row in the following diagram:
DbCohXp1q
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
Db Xλ-mod
B
ÒÓ
w
// Db Xλ1-mod .
(36)
The corresponding paths fall into two homotopy classes, according to the equation of the wall being
effective or minus effective in X . Therefore, one expects all X in the same class to induces the same
equivalence BÒw, resp. B
Ó
w, in the diagram (36). For recent results in this direction, see [18].
Note that shifts λ by the lattice pPicpXq amount to twists of DbCohXp1q by a line bundle.
This gives very interesting factorizations of twists by line bundles in the group AutDbCohX .
3.2.9
For representation theory of X , the monodromy group plays the role of Hecke algebra in the
classical Kazhdan-Lusztig theory. It packages very valuable representation-theoretic information,
which e.g. includes the classification of irreducible X -modules according to their size. The latter
problem inspired further conjectures by Etingof [37], which were proven in many important cases
[15, 70, 100]. The general statement about monodromy is currently known [16] for Nakajima varieties
X such that dimXA “ 0.
As we will see, the monodromy of the quantum differential equation (18) lies somewhere between
the differential equation itself and its q-difference analog. Possible categorical interpretations of the
quantum q-difference equations will be discussed below.
4 Stable envelopes and quantum groups
4.1 Stable envelopes
4.1.1
Let Xpwq be a Nakajima variety as in (9). Our goal in this section is to produce interesting
correspondences in Xpwq ˆXpwq which will result in actions of quantum groups and will be used
to describe solutions to enumerative problems.
Note that Xpwq is disconnected, and so a correspondence in it is really a collection of corre-
spondences in Xpw, vq ˆ Xpw, v1q. Even if one is interested in correspondences in X ˆ X for a
given symplectic resolution X , it proves beneficial to use correspondences X ˆX 1 as ingredients in
the construction. In fact, perhaps the main obstacle in generalizing what is known for Nakajima
25
varieties to general symplectic resolutions X is the shortage of natural relatives tX 1, X2, . . . u with
which X could meaningfully interact.
A rare general construction that one can use is the following. Let
A Ă AutpX,ωq
be a torus, not necessarily maximal. Then a choice of a 1-parameter subgroup σ : Cˆ Ñ A
determines a Lagrangian submanifold
Attr “
!
px, yq, lim
tÑ0
σptq ¨ x “ y
)
Ă X ˆXA . (37)
This is a very familiar concept, examples of which include e.g. conormals to Schubert cells in T ˚G{P
or the loci of extensions in the moduli of framed sheaves.
The choice of σ matters only up to the cone C
dσ P C Ă LieA
cut out by the equivariant roots of X and containing dσ. We already saw these cones in Section
3.1.3. We will write AttrC when we need to stress this dependence.
4.1.2
The submanifold Attr cannot be used for our purposes for the simple reason of not being closed.
Using it closure, and especially the structure sheaf of the closure, runs into all the usual problems
with closure in algebraic geometry. These include Attr not being stable against perturbations, that
is, not fitting into a family for A-equivariant deformations Xλ of X .
For generic λ P H2pX,Cq, the deformation Xλ is affine and (37) is closed for it. In cohomology,
one gets good results by closing this cycle in the whole family, see Section 3.7 in [75]. In the central
fiber X , this gives a Lagrangian cycle
StabC Ă X ˆXA ,
called stable envelope, supported on the full attracting set Attrf . By definition px, yq P Attrf if x
can be joined to y by a chain of closures of attracting A-orbits. With hindsight, one can recognize
instances of this construction in such classical works as [48].
In practice, it is much more useful to have a characterization of StabC in terms that refer to X
alone instead of perturbations and closures. This becomes crucial in T-equivariant K-theory, where
T Ą A is a torus which scales ω nontrivially. Since there are no T-equivariant deformations of X , a
perturbation argument does not yield a well-defined T-equivariant K-class. In fact, as we will see,
stable envelopes in K-theory crucially depend on certain data other than just a choice of a cone C.
4.1.3
The fixed locus has many connected components XA “ ŮFi and, by definition,´
suppAttrfC
¯A
“
ğ
iěj
Fi ˆ Fj ,
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where i ě j refers to the partial order on components of XA determined by the relation of being
attracted by σ. The main idea in definition of stable envelopes both in cohomology and K-theory
is to require that
Stab
ˇˇˇ
FiˆFj
is smaller than Stab
ˇˇˇ
FiˆFi
, (38)
for i ą j in a sense that will be made precise presently.
The torus A doesn’t act on the fixed locus, so the restriction in (38) in a polynomial in equivariant
variables with values in H‚
T{ApFi ˆ Fjq and KT{ApFi ˆ Fjq, respectively. We denote degA the degree
of this polynomial, defined as follows. In cohomology, we have a polynomial on LieA, with the
usual notion of degree. We require
degA Stab
ˇˇˇ
FiˆFj
ă degA Stab
ˇˇˇ
FiˆFi
“ 1
2
codimFi , (39)
and a simple argument, see Section 3 in [75], shows that an A-invariant cycle StabC supported on
Attrf , equal to Attr near diagonal, and satisfying the degree bound (39)
— is always unique;
— exists for rather general algebraic symplectic varieties X , in particular, for all symplectic
resolutions;
— for symplectic resolutions, may be obtained by a specialization argument from Section 4.1.2.
It can be constructed inductively by a version of Gram-Schmidt process, the left-hand side in
(38) is then interpreted as the remainder of division by the right-hand side. Since we are dealing
with multivariate polynomials, this is somewhat nontrivial. The key observation here is that for
A Ă Spp2nq, the class of any A-invariant Lagrangian L Ă C2n in H2nA pC2nq is a Z-multiple of the
class of any fixed linear Lagrangian. A naive argument like this doesn’t work in KApC2nq and things
become more constrained there.
4.1.4
In K-theory, we deal with polynomials on A itself, for which the right notion of degree is given by
the Newton polygon
degA
ÿ
cµa
µ “ Convex hull ptµ, cµ ‰ 0uq Ă A^ bZ R
considered up to translation. The natural ordering on Newton polygons is that by inclusion and
to allow for the up-to-translation ambiguity we require stable envelopes in K-theory to satisfy the
condition
degA Stab
ˇˇˇ
FiˆFj
Ă degA Stab
ˇˇˇ
FiˆFi
` shiftij (40)
for a certain collection of shifts
shiftij P A^ bZ R .
Condition (40) is known as the window condition. The uniqueness of K-classes satisfying it is,
again, immediate. However, existence, in general, is not guaranteed. If the rank of A is one, one
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can argue inductively using the usual division with remainder. However, for application we have in
mind it is crucial to allow for tori of rank ą 1, and for them existence can only be shown for special
shifts associated to fractional line bundles on X .
Let L P PicApXq bZ R be a fractional A-linearized line bundle. Its restriction L
ˇˇˇ
Fi
to a
component of the fixed locus has a well-defined weight in A^ bZ R and we define
shiftij “ weightL
ˇˇˇ
Fi
´ weightL
ˇˇˇ
Fj
.
Note that the choice of linearization cancels out and the shift depends on just a fractional line
bundle L P PicpXq bZ R, called the slope of the stable envelope.
There is some fine print in the correct normalization of K-theoretic stable envelopes at the
diagonal. It involves the notion of a polarization, see [90] for details. In fact, even in cohomology,
it is best to require Stab “ ˘Attr near the diagonal, depending on a polarization, see [75]. With
such normalization and for a certain class of X that includes all symplectic resolutions, we have
Theorem 1 ([76, 1, 55]). There exists unique stable envelope
StabC,L P KTpX ˆXAq (41)
for any cone C and any slope L away from a certain locally finite PicpXq-periodic rational hyper-
plane arrangement in PicpXq bZ R.
Proofs in the literature deduce this from more general statements. For Nakajima varieties,
the existence of more general elliptic stable envelopes is shown in [1] , see Section 3.8 there for
specialization to K-theory. The paper [55] gives a Gram-Schmidt-style existence proof of categorical
stable envelopes.
Note that for generic shifts, the inclusion in (40) is necessarily strict as the inclusion of an
integral polytope into a very nonintegral one. Therefore, the L -dependence of StabC,L is locally
constant and can only jump if a lattice point gets on the boundary of the polytope on the right in
(40).
There is a direct relation between stable envelopes and the monodromy of (18) proven in [1] in
the more general q-difference case. It implies, in particular that"
hyperplanes in PicpXq bZ R
where StabC,L jump
*
Ă
"
Ka¨hler arrangement
for X
*
, (42)
and I think that we have an equality in (42) aside from trivialities like X “ X1ˆX2 with A acting
on X2 only. Also note that the left-hand side in (42) does not depend on C.
4.1.5
Piecewise constant dependence on a fractional line bundle should certainly activate neurons in
areas of the cerebral cortex responsible for multiplier ideal sheaves and related objects. Indeed, the
similarity14 goes further in that
14It is easy to suspect an actual link here, and I would be grateful to experts for explaining what it is.
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— window conditions are preserved by proper push-forwards;
— in a normal-crossing situation (e.g. for hypertoric varieties), stable envelope is a twist of a
structure sheaf by a rounding of L .
In particular, Nakajima varieties are related by certain Lagrangian abelianization correspondences
to smooth hypertoric varieties, see [56], and this has been used to compute stable envelopes starting
in [101, 98] and all the way to the elliptic level of generality in [1].
4.1.6
Favorable properties of stable envelopes are shared by their categorical lifts, which are defined as
functors
StabC,L : D
bCohTX
A Ñ DbCohTX (43)
satisfying the same window conditions for the derived restriction to XA. For rkA “ 1, a detailed
study of these, with many applications, can be found the in the work of Halpern-Leistner [54], see
also [5]. In this case, one doesn’t need the shift to come from a line bundle. The case of tori of
higher rank is considered in [55].
4.2 R-matrices
4.2.1
If a construction in algebraic geometry requires additional choices, such as the choice of a cone C
and a slope L in the definition of stable envelopes, then this can be viewed as a liability or as an
asset. The latter point of view is gaining popularity as people find more and more applications of
wall-crossing phenomena of various kind. In the case at hand, it will be beneficial to study how
stable envelopes change as the we cross the wall from C to another chamber C1 Ă LieA, or as we
cross a wall of the Ka¨hler arrangement from L to L 1.
To formalize this, we introduce
RLC1ÐC “ Stab´1C1,L ˝ StabC,L (44)
and similarly
RCL 1ÐL “ Stab´1C,L 1 ˝ StabC,L . (45)
Stable envelopes are isomorphisms15 after localization, so
all R-matrices Ă EndpKTpXAqq b QpTq .
They depend on equivariant variables a P A for the torus A which does not act on XA, and this
is, again, a bonus. We can expand R-matrices as a Ñ 0, where 0 is a fixed points of a toric
compactification A Ą A that correspond to the fan tCiu of chambers. The coefficients of this
expansion give countably many operators acting on integral T{A-equivariant K-theory of XA, that
is, we can view R-matrices as interesting generating functions for correspondences in XA.
15The inverse of a stable envelope is a transpose of another stable envelope, see Section 9 in [90].
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4.2.2
Let C and C1 be separated by a wall in LieA. This wall is of the form LieA1 for some codimension
1 subtorus A1 Ă A. One shows, see Section 9.2 in [90] that
RC1ÐC for A-action on X “ RC1ÐC for A{A1-action on XA1 (46)
and, in particular, RC1ÐC factors through the map A Ñ A{A1, that is, through the equation of the
wall. This gives
Proposition 4.1. Matrices RC1ÐC form a representation of the dynamical groupoid for the central
arrangement defined by the equivariant roots of X.
Here central is used as opposite of affine: we equate equivariant roots to 0 and not to an arbitrary
integer.
4.2.3
In the situation of Section 2.2.5, the root hyperplane are ai{aj “ 1 and the groupoid relation
becomes the Yang-Baxter equation.
This geometric solution of the YB equation produces a geometric action of a quantum group
A “ U~ppgq for a certain Lie algebra g as indicated in Section 1.12 . See [75, 92] for the details of
the reconstruction.
The parallel procedure in cohomology constructs a certain degeneration Ypgq of U~ppgq known
as the Yangian of g. This is a Hopf algebra deformation of U pgrtsq and the universal enveloping of
g Ă grts
U pgq Ă Ypgq (47)
remains undeformed as a Hopf algebra.
4.2.4
The structure of A may be analyzed using the following useful connection between R-matrices of
the two kinds (44) and (45).
We can include L into an infinite sequence of slopes
. . . ,L´2,L´1,L0 “ L ,L1,L2, . . . (48)
that go from a point L´8 on the minus ample infinity of PicpXq to a point L8 on the ample
infinity of PicpXq. A choice of such path is analogous to a choice of the factorization of the longest
element in Weyl group in the usual theory.
Tautologically,
RLp´CqÐC “
ÝÑź
iă0
R´C
Li`1ÐLi
Rp´C,L´8qÐpC,L8q
ÐÝź
iě0
RCLi`1ÐLi , (49)
assuming the term in the middle makes sense, that is, infinite product converge in a suitable
topology. This is indeed the case:
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Proposition 4.2 ([92]). The operator Rp´C,L´8qÐpC,L8q is well-defined and acts by an operator of
multiplication in KTpXAq.
In fact, this operator acts by a very specific Schur functor of the normal bundle NX{XA to the
fixed locus.
Formula (49) generalizes factorization of R-matrices constructed in the conventional theory of
quantum groups, see for example [65, 66, 67].
Recall that U~ppgq is spanned by coefficients in u P A – Cˆ of the matrix coefficients of R-
matrices (44). In this procedure, one can, in fact, pick out the matrix coefficients of each individual
term in the factorization (49) and this gives
U~pgwq ãÑ U~ppgq (50)
for each wall w crossed by the path (48). These deform the decomposition
pg “ grt˘1s “ ph‘à
w
gw , gw “
à
α “ ´n on w
gαt
n , (51)
in which the ph part corresponds to the middle factor in (49). Note that the subalgebra (50) depends
on
— the wall w between two alcoves and not only on the hyperplane containing it and, moreover,
on
— the choice of the path (48).
These features are already familiar from the classical theory of quantum groups. Concretely, in text-
books, quantum groups are usually presented by generators and relations and, consequently, come
equipped with root subalgebras corresponding to simple roots. Constructing other root subalgebras
requires choices just like we had to make in (48).
This argument also shows that the quantum group constructed using the R-matrix (49) is
independent of the choice of L .
4.3 Enumerative operators
4.3.1
We go back to curve-counting in cohomology and reexamine the operator (17) for Nakajima varieties.
Recall the inclusion (47). The root decomposition in (25) is according to the components of Xpwq,
that is,
gα : H
‚pXpv,wqq Ñ H‚pXpv ´ α,wqq , (52)
and all these root spaces are finite-dimensional. In parallel to Kac-Moody theory, one shows that
all roots are either positive or negative, that is,
roots of g Ă N I Y p´NqI .
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Duality (26) gives a canonical element
Casimirα P :g´αgα :Ă U pgq
which preserves H‚Xpv,wq and annihilates it unless |α| ď v because of (52). Normal ordering here
means that we act by lowering operators first.
The main result of [75] is the following
Theorem 2. For Nakajima quiver varieties, formula (20) holds with
Lα “ ´Casimirα .
In particular, this gives a new computations of the quantum cohomology of Hilbert schemes of
ADE surfaces, first obtained in [91, 74] by a more direct analysis.
4.3.2
The proof of Theorem 2 given in [75] is rather indirect. Recall that the group
ś
GLpWiq in (15)
acts on Xpv,wq, and this action is nontrivial if řwi ą 1. There is a flat difference connection in
the corresponding equivariant variables which commutes with the quantum connection (18). It is
constructed geometrically counting sections in certain twisted X-bundles over P1. Operators of this
kind, often called shift operators, find many other applications in enumerative geometry, see for
example [60].
The main step of the proof identifies this commuting connection with what is known as the
quantum Knizhnik-Zamolodchikov equations. These were introduced by Frenkel and Reshetikhin in
[46] in the context of quantum loop algebras of finite-dimensional Lie algebras. They make sense
for any solution of the Yang-Baxter equation with a spectral parameter and, in particular, for our
geometrically constructed R-matrices. The support and the degree conditions satisfied by stable
envelopes enter the argument at this step.
The K-theoretic computation in [90, 92], while much more involved on the technical level, follows
the same general strategy: one identifies a commuting difference connection first, and uses that to
constrain the connection of principal geometric interest.
4.3.3
One may phrase the answer in Theorem 2 as the identification of the quantum connection (18) with
the trigonometric Casimir connection for the Yangian Ypgq. For finite-dimensional Lie algebras,
such connections were studied by Toledano Laredo in [107], see also the work [105, 106] by Tarasov
and Varchenko.
A connection with Yangians was expected from the ideas of Nekrasov and Shatashvili. The
precise identification with the Casimir connection was suggested by Bezrukavnikov, Etingof, and
their collaborators. Back then, it was further predicted by Etingof that the correct K-theoretic
version of the quantum connection should be a generalization of the dynamical Weyl group studied
by Tarasov, Varchenko, Etingof, and others for finite-dimensional Lie algebras g, see e.g. [104, 41].
Indeed, for such g, Balagovic showed [4] that the dynamical q-difference equations degenerate to
the Casimir connection in an appropriate limit.
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At that moment in time, there was neither geometric, nor a representation-theoretic construction
of the required q-difference connection.
4.3.4
Referring the reader to [31] for all details, we will define a quasimap
f : C 99K X “ rX{G
to a GIT quotient as a section of a bundle of prequotients P ˆGX , up to isomorphism. Here P is
a principal G-bundle over C which is a part of the data and is allowed to vary. Stability conditions
for quasimaps are derived from stability on rX ; we will use the simplest one that requires the value
of the quasimap be stable at the generic point of C.
To have an evaluation map at a specific point p P C one introduces quasimaps relative p, formed
by diagrams of the form
p1 ✤ //
❴

C 1
f
//❴❴❴❴❴❴
pi

rX{G ,
p ✤ // C
(53)
in which pi is an isomorphism over Cz p and contracts a chain of rational curves joining p1 to
pi´1pCz pq. The evaluation map records the value at p1.
For quasimaps to Xpv,wq, we have G “ śGLpViq and so a principal G-bundle is the same as
a collection of vector bundles of ranks v. For a regular map f , these are the pullbacks f˚Vi of the
tautological vector bundles Vi on X . We denote them by f
˚Vi for all quasimaps; they are a part of
the data of a quasimap.
Consider the line bundle
Li “ detVi P PicpXq .
For our difference connection, we need a correspondence in X that generalizes the operator bLi in
KTpXq. We take
MLi “
ÿ
d
zd ev˚
´ pOMd b detH‚pf˚Vi b pi˚Op1q¯ G´1 , (54)
where Md is the moduli space of quasimaps
pP1, 0,8q – pC, p1, p2q 99K rX{G
of degree d and G is the glue matrix from (24). See [90] for detailed discussion of how one arrives
at the definition (54) and what is the geometric significance of the solutions of the corresponding
q-difference equations.
4.3.5
On the algebraic side, recall the subalgebras (50) associated to a wall of the Ka¨hler arrangement. It
is by itself a quantum group, in particular, it has its own R-matrix Rw, which is the corresponding
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factor in (49) with a suitable normalization. This is not a quantum loop algebra, in fact it is a
quantum group of rank 1. Correspondingly, Rw does not have a spectral parameter and satisfies the
YB equation (8) for constant (in u) operators. Examples of these wall subalgebras are U~pslp2qq
and the quantum Heisenberg algebra.
By definition, quantum Heisenberg algebra has two group-like invertible elements
∆H “ H bH , ∆K “ K bK ,
of which K is central, while
HE “ ~EH , HF “ ~´1FH .
Here the generators E and F satisfy
rE, F s “ K ´K
´1
~´ ~´1
and comultiply as follows
∆E “ E b 1`K´1 b E .
∆F “ F bK ` 1b F .
This algebra acts on Zrx, ~˘1s by
E “ x , F “ ´ d
dx
, H “ ~x ddx , K “ ~ .
Its R-matrix is
R “ ~Ω exp `´p~´ ~´1qF b E˘ ,
where
Ω “ ´ log
~
H b log
~
H “ ´x d
dx
b x d
dx
.
In its geometric origin, the Z-valued operator Ω records the codimension of the fixed locus.
For quivers of affine type, every root is either real, in which case the wall subalgebra is isomorphic
to U~pslp2qq, or has zero norm. In the latter case, all multiples of the root enter gw in (51) and
U~pgwq is a countable product of Heisenberg subalgebras, with their tori identified. For example,
all root subalgebra of the algebra U~pppglp1qq associated with the quiver with one vertex and one loop
are of this type. The structure of this algebra has been studied by many authors, see for example
[29, 43, 44, 85].
4.3.6
With any R-matrix, we can associate
qKZ operator “ pzlog~H b 1qR “ pzlog~H b 1q ~Ω ` . . . (55)
acting in the tensor product of two U~pgwq-modules. Here dots stand for an upper-triangular
operator.
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Since U~pgwq is not a loop algebra, this is not a difference operator. Instead of a fundamental
solution of a difference equation, we can ask for a unipotent matrix J that conjugates (55) to its
eigenvalues
pzlog~H b 1qR J “ J pzlog~H b 1q ~Ω . (56)
Such operator exist universally and for the quantum Heisenberg algebra it equals
J “ exp
ˆ
´p~´ ~´1q z
1´ z F b E
˙
P U~pgwqb2rrzss .
It is called the fusion operator. It gives a certain canonical way to promote the R-matrix to a
rational function on the maximal torus.
We have a maximal torus
Ka¨hler torusˆ Cˆq Ă Autpg (57)
where
Ka¨hler torus “ PicpXq b Cˆ “ maximal torus of gLcenter ,
and Cˆq acts naturally by automorphisms of domains of quasimaps and on pg via the loop rotation
automorphism (7). The adjoint action of (57) on U~pgwq factors through a map to its maximal
torus, so J can be promoted to a function on (57). Since the larger torus includes a shift by q, the
equation (56) is trivially promoted to a q-difference equation.
4.3.7
From the fusion operator J, one can make the following dynamical operator
Bw “ m
`p1b Swq J´121 ˘ (58)
where
m “ multiplication ,
Sw “ antipode of U~pgwq ,
and J21 “ p12q J.
Compare this with the operator
Casimirα “ m rα , rα P g´α b gα ,
in which the canonical tensor rα is the α-component of the classical R-matrix, see Section 4.8 in
[75].
This is not how the dynamical Weyl group is defined in [41], but one can find a formula equivalent
to (58) for gw “ slp2q there. The abstract formula (58) makes sense in complete generality, for any
R-matrix.
The main result of [92] may be summarized as follows. Let ∇ Ă H2pX,Rq be the Ka¨hler alcove
which coincides with the negative ample cone near zero.
35
Theorem 3. The operators Bw define a representation of the dynamical groupoid of the affine
Ka¨hler arrangement. We have
ML “ constL . . .Bw3Bw2Bw1 (59)
where w1, w2, . . . is the ordered set of wall crossed on the way from ∇ to ∇´L , and
G “ constBw11Bw12 . . . (60)
where w11, w
1
2, . . . are the walls crossed on the way from ∇ to ´∇.
In other words, the operators ML come from the lattice part of the dynamical groupoid, while
the glue matrix G is the dynamical analog of the longest element of the finite Weyl group.
The constant factor ambiguity in Theorem 3 is of the same nature as the diagonal ambiguity in
(20).
4.3.8
The factorizations of the operators ML provided by Theorem 3 generalize the additive decomposi-
tion (20) of the operators of the quantum differential connection.
It is certainly natural to expect parallel factorizations and a dynamical groupoid action for an
arbitrary symplectic resolution X . Note that if factorizations of the required kind exists, they are
unique and determine the whole structure.
Some speculations of what this might look like will be offered below. One should bear in mind,
however, that both the quasimap moduli spaces and the operators ML , G depend on the choice of
the presentation (23). This can be seen in example (28).
4.3.9
The knowledge of the quantum difference equation opens the door to the reconstruction of the
K-theoretic DT theory of ADE fibrations and toric varieties in the same way as it was done in
cohomology [73]. For a technical introduction to the subject, see e.g. [90].
4.3.10
As in cohomology, one can define a flat q-difference connection on the space of equivariant parame-
ters by counting twisted quasimaps to X . For twisted quasimaps, the spaces Wi, Qij from Section
2.2.1 and their duals ~´1 b W_i , ~´1 b Q_i,j form fixed but possibly nontrivial bundles over the
domain C of the quasimap. The ~´1-weight here may also be twisted, that is, replaced by a line
bundle on C.
On general grounds, the quantum q-difference connection commutes with these shift operators.
A key step in in the proof Theorem 3 it to find the quantum Knizhnik-Zamolodchikov connection
among the shift operators. See Section 10 of [90] for details.
If we don’t shift ~, that is, if we restrict ourselves to twisting by a maximal torus A Ă AutpX,ωq,
then the resulting q-difference connection is a connection with regular singularities on the toric
variety A defined by the fan of cones tCu Ă LieA. Dually, the quantum difference connection is
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a connection with regular singularities on K, which is a toric variety defined by the fan of ample
cones. These two connections commute but are not regular jointly — this will be important below.
The two connections are conjectured to be exchanged by symplectic duality, up-to an explicit
gauge transformation.
5 Further directions
5.1 Categorical dynamical groupoid
5.1.1
The operators Bw of the dynamical groupoid from Theorem 3 are normalized so that Bw
ˇˇ
z“0
“ 1
where 0 “ 0X P K is the origin in the space of Ka¨hler variables for X . This is natural from
the curve-counting point of view. One can choose a more symmetric normalization, in which the
specialization to K-theoretic Bezrukavnikov’s groupoid from Section 3.2.8 is the standard (31).
In that normalization, one takes the factorization of L provided by Bezrukavnikov’s theory and
distributes it over the factors in (59).
5.1.2
It is natural to ask for a categorical lift of the dynamical groupoid. The dependence on the Ka¨hler
variables may be treated either formally or not formally. In the formal treatment, we introduce an
extra grading by the characters H2pX,Zq of the Ka¨her torus, otherwise nothing is changed.
The functors Bw from the triangle (36) are perverse equivalences as in the work of Rouquier and
collaborators [34], see [3, 71, 72]. This means, in particular, that the category
Db Xλ-mod “ C Ą C1 Ą C2 Ą ¨ ¨ ¨ Ą Ck
has a finite filtration by thick subcategories such that the action of Bw on each successive quotient
Ci{Ci`1 is a shift of homological degree and equivariant grading.
From (59) and (60) it is natural to expect the dynamical lift Bwpzq to be the glue matrix
GCi{Ci`1 on each successive quotient, with a shift as before. This requires a geometric realization of
the quotient category GCi{Ci`1. In fact, if one wants to use quasimaps to define the glue matrix as
in (24), one needs a presentation
Ci{Ci`1 – DbCohreductive
group
ˆ
lci affine
prequotient
˙N
unstable .
Perhaps such presentation for each possible quotient may be obtained from a GIT presentation (23)
for X itself. Perhaps there are ways to define the curve-counting operators which are more general
than those based on quasimap spaces. In any case, it will require some additional data, as our
running example (28) shows.
37
5.2 Elliptic theory
5.2.1
The Yang-Baxter equation (8) has a generalization, in which the matrix Rpuq is allowed to depend
on a variable z in the maximal torus for the corresponding group. This is known as the dynamical
Yang-Baxter equations and it has very interesting solutions in elliptic functions of u and z. These
have to do with the theory of elliptic quantum groups, which was started by Felder [45] and has
since grown into a very rich subject.
As anticipated in [49] at the dawn of the subject, one gets elliptic quantum groups by lifting the
constructions of the geometric representation theory to equivariant elliptic cohomology.
Elliptic stable envelopes were constructed in [1]. Their main conceptual difference with both
K-theoretic and categorical stable envelopes is the following. While stable envelopes from Section
4 have a piecewise constant dependence on the slope L P PicpXq bZ R, elliptic stable envelopes
depend analytically on their dynamical variable
z P PicpXq bZ E , E “ Cˆ{qZ .
The piecewise constant dependence is recovered in the q Ñ 0 limit16 if
´ℜ ln z
ln q
Ñ L .
It is, of course, well-known that elliptic functions have a piecewise analytic asymptotics as the
elliptic curve degenerates.
The walls across which K-theoretic stable envelopes jump played an absolutely key role in the
preceding discussion. In the elliptic theory, walls become poles and all alcoves melt into a single
elliptic function. The only remaining discrete data is the choice of a cone C Ă LieA, and the choice
of the ample cone in H2pX,Rq if one thinks about all flops of X at the same time. Note that this
data is now symmetric on the two sides of the symplectic duality.
5.2.2
A categorical lift of elliptic stable envelopes along the lines of (43) should incorporate their depen-
dence on the Ka¨hler variables z together with the elliptic modulus q. A few paragraphs ago we
discussed adding such extra variables formally. A real need to incorporate these variables arises in
certain categories of boundary conditions, see [64] for a general introduction to the topic.
Recall that the Nakajima varieties may be interpreted as the Higgs branches of the moduli spaces
of vacua in certain supersymmetric gauge theories. K-theoretic counts of quasimaps C 99K X , where
C is a Riemann surface, may then be interpreted as supersymmetric indices in 3-dimensional gauge
theories with spacetime C ˆ S1.
A boundary condition in such theory is a coupling of the bulk gauge theory to some p0, 2q-
supersymmetric theory on BC ˆ S1. The Hilbert space of the boundary theory is graded by
Ka¨hler torus of X “ Center of the gauge group
16 Using modularity of elliptic stable envelopes, one can replace the q Ñ 0 limit by q Ñ 1. The important part is
that the elliptic curve E degenerates to a nodal rational curve.
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together with the action of q by rotations of BC. These Hilbert spaces form a sheaf over X and
taking their graded index one gets an element of KTpXqpzqrrqss which represents the q-expansion
of an elliptic function. This is how elliptic stable envelopes should appear from a functor
boundary condition
in gauge theory for XA
ÝÝÑ boundary condition
in gauge theory for X
, (61)
as will be discussed in [2].
Note that elliptic stable envelopes depend only on X itself and not on its presentation as a
Nakajima variety.
5.2.3
While the monodromy of a differential equation gives a representation of the fundamental group of
its regular locus, the monodromy of a q-difference equation in z is a collection of elliptic matrices in
z that relate different fundamental solutions. In particular, q-connections with regular singularities
on a toric variety produce elliptic connection matrices for any pair of fixed points. For us, those are
labeled by a pair of birational symplectic resolutions X for the Ka¨hler q-connection or by a pair of
cones in LieA for the equivariant q-connection.
This difference in how monodromy packages the information is parallel to the differences high-
lighted in Section 5.2.1 and, in fact, elliptic stable envelopes give a very powerful tool for the analysis
of the monodromy.
5.2.4
Recall from Section 4.3.10 that the Ka¨hler and equivariant connections are regular separately but
not jointly. This can never happen for differential equations by a deep result of Deligne [36], but
can happen very easily for q-difference equations as illustrated by the following system:
fpqz, aq “ afpz, aq , fpz, qaq “ zfpz, aq .
This proves to be a feature and not a bug, for the following reason.
Let 0X P K be the origin in the Ka¨hler moduli space for X and choose a point 0A P A on
the infinity of the equivariant torus. Quasimap counting produces solutions of both Ka¨hler and
equivariant equations known as vertex functions, or I-functions in the mirror symmetry vernacular.
These are born as power series in z, the terms in which record the contribution of quasimaps of
different degrees. In particular, vertex functions are holomorphic in z in a punctured neighborhood
of 0X . However, they have poles in a accumulating to 0A.
We can call these the z-solutions, and there are the dual a-solutions that are holomorphic in a
punctured neighborhood of 0A. The connection matrix between the z-solutions and the a-solutions
is an elliptic matrix in both z and a. It may be called the pole subtraction matrix because it may
be, in principle, computed by canceling the unwanted poles. It may be compared to a monodromy
matrix, or to a Stokes matrix, except there is no analytic continuation involved, or sectors. One of
the main results of [1] is the identification of pole subtraction matrices with stable envelopes. Note
they depend on the same discrete data, namely a choice of p0X , 0Aq P KˆA, and act in the direction
KTpXAq b functionspz, a, ~, qq Ñ KTpXq b same functions . (62)
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K-theories in the source and the target of (62) are naturally identified with initial conditions for
a-solutions and z-solutions, respectively.
5.2.5
A combination of two steps of the form
fundamental
solution at 0A
elliptic stable envelopeÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÑ fundamental
solution at 0X
connect any two fixed points of K or A. As a result, elliptic stable envelopes:
— compute the monodromy of the equivariant equations,
— intertwine the monodromy of the Ka¨hler equations for X and XA.
The second constraint is particularly powerful for Nakajima varieties, as it determines the behavior
of the monodromy with respect to tensor product.
5.2.6
We recall that Ka¨hler difference equations depend not only on X but also on a presentation of X as
a Nakajima variety. In particular, even ifXA is a bunch of points, its Ka¨hler difference equation may
still be a nontrivial abelian difference equation. As a result, even through elliptic stable envelopes
depend on X only, the monodromy depends on its quiver presentation.
5.2.7
One of the main results of [16] is the identification of the categorical stable envelopes (43) with the
parabolic induction functors for the quantizations under the derived equivalences (35). In particular,
in the case dimXA “ 0, this gives a complete control on the action of the triangles (36) in K-theory
and thus lets one proof the conjectures of Section 3.2.8 in the case of isolated fixed points.
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