Federated machine learning with Anonymous Random Hybridization (FeARH)
  on medical records by Cui, Jianfei & Liu, Dianbo
 
 
Federated machine learning with 
Anonymous Random Hybridization 
(FeARH) on medical records 
Jianfei Cui1, Dianbo Liu2,3,4,* 
1. Viterbi School of Engineering, University of Southern California, Los Angeles, CA, 90007 
2. Computer Science & Artificial Intelligence Laboratory, Massachusetts Institute of Technology, 
Cambridge, MA, USA, 02139 
3. Department of Biomedical Informatics, Medical School, Harvard University, Boston, MA 
02115 
4. Computational Health Informatics, Boston Children’s Hospital, Boston, MA 02115 
*. Corresponds to: dianbo.liu@childrens.harvard.edu 
 
 
 
 
 
 
Abstract 
Sometimes electrical medical records are restricted and difficult to centralize for machine 
learning, which could only be trained in distributed manner that involved many institutions in the 
process. However, sometimes some institutions are likely to figure out the private data used for 
training certain models based on the parameters they obtained, which is a violation of privacy 
and certain regulations. Under those circumstances, we develop an algorithm, called “federated 
machine learning with anonymous random hybridization” (abbreviated as ‘FeARH’), using 
mainly hybridization algorithm to eliminate connections between medical record data and 
models’ parameters, which avoid untrustworthy institutions from stealing patients’ private 
medical records. Based on our experiment, our new algorithm has similar AUCROC and 
AUCPR result compared with machine learning in centralized manner and original federated 
machine learning, at the same time, our algorithm can greatly reduce data transfer size in 
comparison with original federated machine learning. 
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1. Introduction 
Data accessing is one of the obstacles for making full use of Electronic Health Record (EHR) 
data, which is very valuable for precision medicine and the improvement for medical care 
[1,6,8,20,21]. Those medical records, that generated in medical devices and doctors’ diagnoses, 
are stored in different locations and data silos [2,10,16]. Distributed health record is usually 
expected and supposed to be centralized into a database and then be accessed for analysis 
[7,9]. However, in reality, as a result of regulation and privacy protection, medical information 
transfer is very complex, which not only leads to high data utilization costs, but also slows down 
the flow of information in healthcare, as timely updates are often important [13]. 
 
Supervised machine learning for data analysis contains two main parts that are model training, 
in which some datasets are used to optimize the learning model parameters, and prediction, in 
which the trained model uses unseen data to make predictions [3]. Distributed or federated 
machine learning is to train model in a distributed manner with data from different data silos that 
models are sent to different data source for distributed training and then the parameters of the 
distributed-trained models are sent to analyzer to get an assembled model [4,14]. Under 
distributed manner of machine learning, there is no demand to obtain patients’ personal 
information from local medical data owners, the data-providing nodes, which can keep their 
medical information within their institution of the training process [15].  
However, in distributed learning, many data owners and analyzer are involved in the whole 
training procedure among which models’ parameter transfer and exchange are needed [12,15]. 
Under some circumstances, parts of those participants are not trustworthy that they are likely to 
figure out personal information based on the half-trained models’ parameters they received, as 
for the machine learning process of medical information transfer, we don’t trust the data owners, 
sometimes, we don’t trust the analyzer, and maybe, at extreme situations,  we can’t trust neither 
the data owners nor the analyzer [4,18,19]. 
In this paper, we proposed a new method, federated machine learning with anonymous random 
hybridization (FeARH), to deal with privacy problems among different institutions in distributed 
machine learning process. With a hybridization algorithm that locally-trained models exchange 
parts of their parameters with other models before all being delivered to other institutions, there 
won’t be a exactly connection between models’ parameters and one data owner’s medical 
information data, so other data owners and analyzer are unable to figure out medical 
information from the models they received, then medical information that belongs to local data 
owners and patients has no way to be exposed to others and obtained by untrustworthy 
institutions [17]. 
2. Method 
2.1 Data processing 
Data used in this paper has 30’760 patients’ information about the drugs taken by each patient 
and mortality of each patient. We developed neural network models that take the medications 
taken in as inputs to predict mortality. Binary information of whether a patient takes each of the 
medicines after admission are used as input features. In all our data pieces, about 30% of 
patients died. We use 24’000 pieces of the data for training, 1’000 pieces are reserved for 
validation, and the rest is used as test set making up about 20%. 
In the data file, each row contains one patient’s information, however, this file is formatted in 
order by certain medical rules, so before executing training process, we need to sort all patients’ 
information randomly at the beginning.   
2.2 Model 
In order to make predictions in binary for each patient based on their medicine taken situation, 
we built 3-layer fully connected artificial neural network models used for local training with 4, 2, 
and 1 neurons in corresponding layers using ‘Nadam’ as the optimizer. And we use cross-
entropy as loss function that is: 
                  					𝑎𝑟𝑔𝑚𝑖𝑛 − ∑ [𝑦,𝑙𝑜𝑔𝑓(𝑥,) + (1 − 𝑦,)𝑙𝑜𝑔(1 − 𝑓(𝑥,))]6,78                                       (1) 
Where 𝑥, is the feature vector with dimension (1,2913), 𝑦, is the binary mortality label that 0 for 
alive and 1 for dead, 𝑓 is the neural network model and 𝑁 is the total number of patients used 
for training. 
This neural network model can also be used in centralized manner for machine learning (we will 
talk about this in ‘3. Result and Discussion’), as if all distributed datasets can be moved to the 
same centralized database. And it can also be sent to each of the data owners for distributed 
learning and then be sent back to the analyzer to assemble a new model. 
  
2.3 Federated learning setting 
We have 30’760 patients’ information about their medicine taken and mortality, and try to train a 
model to find the relationship between medicine taken and mortality in distributed manner. We 
split all the data that has been sorted randomly into two main parts, one is train dataset, and the 
other one is test dataset. The train dataset contains 24’000 pieces of data, occupying about 80 
percent of total data. In the train dataset, we assume that we have 𝑛 data owners, and we set 𝑛 = 8 in our experiment that we have 8 sub-dataset {𝐹8, 𝐹?, . . . , 𝐹A}	representing local data 
owners, all of whom are willing to train a local model using their own data {𝐷8, 𝐷?, . . . , 𝐷A} and in 
our experiment we set |𝐷8| = |𝐷?| =. . . = |𝐷E| = 3000. 
 
 
Figure 1: Structure of data overall split for training, validation and evaluation 
2.4 federated machine learning with anonymous random hybridization 
In our application, we stimulate a situation that we neither trust our data owners nor our data 
analyzer. And in order to deal with untrustworthy institutions, we propose an algorithm called 
federated machine learning with anonymous random hybridization (FeARH). 
In order to implement this situation in program, we set 𝑛 neural network 
models	{𝑚8,𝑚?, . . . , 𝑚E}	(this note 𝑚Halso represents parameters in 𝑖IJmodel) and we distribute 
all models to all 𝑛 sub-datasets{𝐹8, 𝐹?, . . . , 𝐹E}, and let them combine randomly in pairs that use 
data 𝐷K:	𝑗 ∈ [1, 𝑛] to train neural network model 𝑚H:	𝑖 ∈ [1, 𝑛] with both 𝑖	and 𝑗 are selected 
randomly. In each node, the neural network model 𝑚H:	𝑖 ∈ [1, 𝑛] is trained by gradient descent, 
after all 𝑛 training processes finished, we randomly divide all 𝑛 models in pairs, then let these 2 
models of each pair hybridize their parameter. In each neural network model, we calculate that 
there are 𝜆 = 11′669 parameters, denoted as {𝑝8, 𝑝?, 𝑝T, . . . , 𝑝U}. With hybrid exchange rate 𝛾, 
there are 𝛾 × 𝜆 parameters to be exchanged to another model that 𝑝X:	𝑘 ∈ [1, 𝛾 × 𝜆] from 𝑚HZ:	𝑖8 ∈ [1, 𝑛] is exchanged with 𝑝X:	𝑘 ∈ [1, 𝛾 × 𝜆] from 𝑚H[:	𝑖? ∈ [1, 𝑛] and all 𝑖8, 𝑖?, 𝑘 are 
generated randomly. 
Hybrid Algorithm 
1:def Hybrid (𝑚, 𝑛, 𝛾) 
2:      𝑖 ← 0 
3:      model_index=random.sample(range(n), int(n/2)) 
4:      for  𝑖 ≼ 𝑛/2 do 
5:             flat(𝑚HE`ab[?H], 𝑚HE`ab[?Hc8]) #reshape parameters into a 1-D 
6:             ZeroOneArray←numpy.zeros(𝑚HE`ab[?H].shape) 
7:             bit_index←random.sample(range(𝑚HE`ab[?H].shape[1]), 
int(𝑚HE`ab[?H].shape[1]∗ 𝛾)) 
# select the position of parameters 
to be exchanged to other models 
8:      𝑗 ← 0 
9:      for 𝑗 ≼ 𝑚HE`ab[?H]. 𝑠ℎ𝑎𝑝𝑒[1] ∗ 𝛾 do 
10:          oneZeroArray[bit_index[𝑗]]← 1 
11： 𝑚HE`ab[?H] ← 𝑚HE`ab[?Hc8] ∗oneZeroArray+𝑚HE`ab[?H] ∗(-(oneZeroArray-1)) 
12： 𝑚HE`ab[?Hc8] ← 𝑚HE`ab[?H] ∗oneZeroArray+𝑚HE`ab[?Hc8] ∗(-(oneZeroArray-1)) 
14:    return 𝑚 
 
After hybrid process, all 𝑛 models {𝑚8,𝑚?, . . . , 𝑚E} is partly changed that there are 𝛾 × 𝜆 
parameters 𝑝I: 𝑡 ∈ [0, 𝜆] belonging to another model before hybridization, so that there is no 
exact connection between one model {𝑚8,𝑚?, . . . , 𝑚E} and one node {𝐹8, 𝐹?, . . . , 𝐹E}. Then we will 
let each node continue to train the hybridized model and repeat this procedure several times 
that the number of the times of this process is denoted as 𝜈 and this process is called hybrid 
cycle. 
 Figure 2: One hybrid process that randomly exchange parameters of locally trained neural network models 
 
After the local training process, the analyzer will receive all parameters of 𝑛 models and the 
percent of the number of data pieces used for training each model, which are denoted as {𝜌8, 𝜌?, 𝜌T, . . . , 𝜌E} and ∑ 𝜌kEk78 = 1, then the analyzer will average these models’ parameters 
depend on {𝜌8, 𝜌?, 𝜌T, . . . , 𝜌E}. Based on the algorithm and equation below. 
Average algorithm 
1:def average(𝜌,𝑚) 
2:      𝑀ma` ← 0, 𝑖 ← 0 
3:       for 𝑖 ≼ 𝑛 do 
4:            𝑀ma` ← 𝑚H ∗ 𝜌H   
5:            𝑖 + 1 
6:return 𝑀ma` 
 
                𝑀ma` = ∑ 𝜌k × 𝑚kEk78                                                              (2)      
After averaging process, we get federated model’s parameter 𝑀ma`, and then we use test 
dataset to evaluate the federated model. With just the percent of data used for local training {𝜌8, 𝜌?, 𝜌T, . . . , 𝜌E} and models {𝑚8,𝑚?, . . . , 𝑚E}, the analyzer can’t figure out the data used to 
train a certain model, so we protect patients’ private medical records. And the flowchart below 
(figure 3) shows this algorithm. 
  
Figure 3: Flowchart of the new proposed algorithm ‘federated machine learning with anonymous random hybridization’ (FeARH) 
 
3. Result and Discussion 
3.1 AUCROC and AUCPR 
 
To evaluate the AUCROC and AUCPR of the proposed algorithm, federated machine learning 
with anonymous random hybridization (FeARH), we conduct an experiment to compare the 
AUCROC and AUCPR of centralized learning, original federated learning and FeARH. 
Due to the medical mortality information we used is partly sorted based on some medical rules, 
we use both AUCROC and AUCPR to evaluate our model’s accuracy [5,6]. 
When we have centralized manner to train models that use the neural network model with the 
same parameters we set for local training in distributed manner and the same train dataset and 
test dataset as federated machine learning, this neural network model has been trained for 25 
epochs, we achieve an AUCROC of 0.809 and an AUCPR of 0.832 (Table 1). 
Then we train our model using original federated machine learning. In this paradigm, neural 
network models {𝑚8,𝑚?, . . . , 𝑚E} that can learn from parts of the data are sent to each of the 
data sources {𝐹8, 𝐹?, . . . , 𝐹E} for distributed training using gradient descent. Then the locally-
trained models are sent directly to the analyzer without a hybrid process that we are supposed 
to trust every participant in the training process. and the analyzer will use average algorithm to 
assemble those locally trained models into one federated neural network model 𝑀ma`. This cycle 
repeats for a certain number of iterations, which is known as global cycle. The model 
architecture used for original federated learning is the same as that used in FeARH. The 
federated model’s performance in original federated machine learning achieves AUCROC of 
0.811 and AUCPR of 0.688 (Table 1). 
When we evaluate our federated machine learning with anonymous random hybridization 
(FeARH), we assume data is stored in a distributed manner, having 𝑛 = 8 nodes that stimulate 𝑛 local data owners in this paper and the data can’t be shared or centralized as a result to 
protect information privacy and take precautions against untrustworthy institutions. In this 
training strategy, we have three stages, in the first one, all our models are trained in distributed 
manner using gradient descent, after that we move into the second stage, we hybrid our models 
and let them exchange parameters, after hybridization, we come back to the first stage and 
repeat this process for several times, which is our hybrid cycle. We set our hybrid exchange rate 𝛾 ∈ [0.1,0.9] and hybrid cycle 𝜈 ∈ [1,10] at random, then we conduct this training for 100 epochs. 
In the third stage of FeARH, we send all locally hybridization-trained models {𝑚8,𝑚?, . . . , 𝑚E} 
and the percent of data pieces used for training {𝜌8, 𝜌?, 𝜌T, . . . , 𝜌E} to our analyzer, the analyzer 
conducts average federated algorithm to obtain our final models 𝑀ma`. When predicting mortality 
using 𝑀ma`, we achieve an AUCROC of 0.830 and AUCPR of 0.689, which has the similar or 
even better outcomes compared with centralized learning and original federated machine 
learning (Table 1). 
 Table 1:  Performance of centralized, original federated machine learning and FeARH 
Method AUCROC AUCPR 
Centralized machine Learning 0.809 0.832 
Original federated machine learning 0.811 0.688 
Federated machine learning with 
anonymous random hybridization (FeARH) 
              0.830                0.689 
 
 
3.2 AUCROC, AUCPR  VS  Hybrid exchange rate 
We also have explored the impact of hybrid exchange rate 𝛾 on the model’s performance. In the 
figure 3, we compare AUCROC, AUCPR and the change of exchange rate 𝛾, We set hybrid 
exchange rate 𝛾 at 0.1~0.9 orderly and set the number of hybrid cycle 𝜈 at 1~10 randomly to 
explore the effect. In figure 3, the number in horizontal axis represents the number of hybrid 
exchange rate 𝛾’s change, we can see from this figure that when 𝛾 ≥ 5 and the AUCPR and 
AUCPR have no obvious change as the increase of hybrid exchange rate 𝛾. Therefore, the 
model is trained into saturation when the exchange rate 𝛾 ≥ 5. 
 
Figure 3: The exchange of AUCROC (left) and AUCPR (right) performance as the change of hybrid exchange rate 
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Table 2: The number of cycles taken and data transfer size of original federated machine 
learning and FeARH before saturation. 
 Original Federated machine Learning FeARH 
Number of cycles 6 5 
Data transfer size 17.9MB 6.72MB 
 
3.3 Number of cycles before saturation and data transfer size 
In this session, we are trying to explore how many cycles taken before saturation and data 
transfer size of our FeARH by comparing to original federated machine learning. 
From figure 4, the horizontal axis represents the number of hybrid cycle 𝜈, while the vertical axis 
represents the AUCROC and the AUCPR, we can see that the performance will grow as the 
increase of hybrid cycle, and we can see from the line chart that when the number of hybrid 
cycle 𝜈 ≥ 5, both the AUCROC and the AUCPR performance become into a stable state, the 
AUCROC achieve more than 0.84 while the AUCPR achieves at more than 0.69, which means 
our model is trained into saturation.(Table 2) 
 
Figure 4: The change of AUCROC and AUCPR performance as the increase of the number of hybrid cycle in FeARH 
As for original federated machine learning, we can see from figure 5 that, when the number of 
global cycle ≥ 6, both the AUCROR and AUCPR have entered into a much more stable stage 
with only minimal fluctuation, representing that the learning process has reached saturation. 
(Table 2) 
0.82
0.825
0.83
0.835
0.84
0.845
0.85
0.855
1 2 3 4 5 6 7 8 9 10
AU
CR
OC
Hybrid cycle
0.64
0.65
0.66
0.67
0.68
0.69
0.7
0.71
1 2 3 4 5 6 7 8 9 10
AU
CP
R
Hybrid cycle
 Figure 5: The change of AUCROC and AUCPR performance as the increase of Global cycle in original federated learning 
Besides, in FeARH, the data transfer size has a linear relation with our exchange rate 𝛾. There 
are 𝜆 =11’669 parameters in our one neural network model, and every parameter has 15 digits 
and a numerical point with a data size of 16B, so if we set 𝛾 = 0.5 (based on the explanation in 
“AUCROC, AUCPR  VS  Hybrid exchange rate” session, we know that this 𝛾 = 0.5 can get the 
model trained into saturation), there are 233’380 parameters will be exchanged among all our 8 
nodes for five times before saturation, and the amount of data size is about 3.73 MB. 
Meanwhile, there is also an operation to send parameters to the local data owners and the 
analyzer, whose data transfer size is about 2.99 MB, so that the total number of data transfer 
size in FeARH before saturation is about 6.72 MB (Table 2).The original federated machine 
learning need to transfer parameters between local hospital, the data owner, and the analyzer, 
which demands to be performed 6 times to saturate the experiment. Under this circumstance, 
the data transfer size is about 17.9 MB (Table 2). 
Federated machine learning with Anonymous Random hybridization (FeARH) 
1:Procedure FeARH(𝜈, 𝑛, 𝜌) 
2:      initial models with same weights and bias 
3:      for 𝑡	in [1, 𝜈] do 
4:           for j in [1, 𝑛]do 
5:                train models at local data owner 𝑗 and obtain 𝑚K 
6:           hybridize parameters  {𝑚8,𝑚?, . . . , 𝑚E} 
7:      average parameters by 𝑀ma` = ∑ 𝜌k × 𝑚kEk78  
8:return 𝑀ma` 
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4. Conclusion 
Our algorithm, federated machine learning with anonymous random hybridization (FeARH), is a 
pretty efficient way to protect privacy of medical information among different institutions to 
execute federated machine learning, by using hybrid algorithm to eliminate the connection of 
neural network models and certain data owners. Our new algorithm can be as useful as 
centralized machine learning and original federated machine learning, at the same time, we can 
reduce the data transfer size by great scale, which is of great use value in third world countries 
without fancier and expensive equipment for privacy protection. 
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