Abstract: In today's world, the internet of things (IoT) is developing rapidly. Wireless sensor network (WSN) as an infrastructure of IoT has limitations in the processing power, storage, and delay for data transfer to cloud. The large volume of generated data and their transmission between WSNs and cloud are serious challenges. Fog computing (FC) as an extension of cloud to the edge of the network reduces latency and traffic; thus, it is very useful in IoT applications such as healthcare applications, wearables, intelligent transportation systems, and smart cities. Resource allocation and task scheduling are the NP-hard issues in FC. Each application includes several modules that require resources to run.
Introduction
In the modern world, many communication devices have built-in wireless sensors. Wireless sensor networks (WSNs) collect data in applications including healthcare, transportation, smart cities, smart energy grid, urgent computing. These networks as the infrastructure of IoT require real-time processing and decision-making. In a cloud-based system, data collected by WSNs should be transmitted to cloud over a period of time and processed there. In fact, processing in cloud has a lot of delays and bottlenecks for a large amount of collected data by end devices and sensors. Data transmission from end-sensor nodes to cloud by passing several midsensor nodes, routers, and gateways has high total network power consumption and long delays [1, 2] . In many sensitive cases such as medical care and transportation systems, high number of delays in IoT applications can lead to a patient's death or cause an accident. Edge computing has been the next generation of cloud computing, which performs computations in the vicinity of sensors and does not send the data to cloud [3] . In many applications, computing or storage is required in the absence of sufficient resources at the edge of the network, so fog computing (FC) is appropriate for this work.
FC, as a new paradigm, is located at the middle level of cloud and sensor nodes [4] so that data collection, processing, and storage can be done locally and data are sent to cloud only if needed. Processing in the fog device (FD), due to the proximity of sensors to the network edge, increases the speed and also reduces network traffic. FC with a large number of nodes has lower energy consumption than centralized cloud computing systems [5, 6] . Many challenges of the big data processing can be solved by FC [7] . Also, FC has many challenges as large-scale and distributed sensors and fog nodes (FNs), dynamically changing due to the on-off switching of IoT applications and the mobility of FNs, and quality of service (QoS) requirements [8] .
An application in the fog network includes some modules. The modules in FDs can do a variety of computations, filter data to remove unnecessary items, and also assign a label to the data [9] . The FDs, as microdatacenters (MDCs), provide the resources for application modules. An optimal allocation policy of processing elements (PEs) to application modules will increase the productivity of resources inside the MDC [10] . In FC, scheduling is assigning resources to modules in a specified order. As there are many resources and modules in a fog architecture, scheduling is a serious challenge. The resource allocation is based on a number of QoS parameters [11] . Knapsack is an optimization problem in two ways, which includes the arbitrary and 0-1. Knapsack 0-1 is more important. It offers many practical applications such as capital budgeting, project selection, resource allocation, cutting stock, investment decision-making [12] . The greedy solution of the knapsack algorithm uses a simple sort with high execution speed. Thus, we used it to reduce the time delay in optimal allocation of PEs to modules in the fog network.
Our scheduling strategy was simulated by greedy knapsack algorithms in the fog network with two case studies. These case studies were based on the collection of data related to the tracking of objects and humans, data transmission to the edge of the network, processing, and sending them to cloud. Our key contributions in this paper are as follows. 1-We formulatde the resource scheduling problem in FC using a greedy knapsack-based method. To create the objective function, the weighted sum method was used rather than the multiobjective algorithm. This method causes fast processing of the proposed algorithm. As greedy knapsack-based scheduling (GKS), after module placement in FDs then the best PEs of FDs are allocated to the requested modules.
2-
Two case studies as EEG (Electroencephalography) beam tractor and intelligent surveillance were analyzed by some parameters as the number of executed modules in FDs, transmission time, and resource management interval. 3-The proposed method is compared with other algorithms based on different configurations by areas, departments, cameras, mobiles, and the number of users. The simulation results show that the quality of GKS as the energy consumption, delay, network usage, and total execution cost is better than first-come-first-served (FCFS), concurrent, and delay-priority algorithms [13] for two case studies.
The rest of this paper is organized as follows. Section 2 summarizes and categorizes the related works with scheduling methods in cloud and fog networks. In Section 3, we explain our proposed scheduling in detail as GKS. Two case studies on tracking applications and experiment results are presented in Section 4. The conclusion of this work is provided in Section 5.
Related work
Scheduling in distributed environments is generally divided into three categories: resource scheduling, workflow scheduling, and task scheduling [14] . Scheduling is defined as follows: finding an optimal solution for allocation of a set of resources R = {R 1 , R 2 , ..., R m } to a set of tasks T = {T 1 , T 2 , ..., T n } or workflow. Scheduling can be done by the deployment of a set of predefined constraints and objective functions [15] . The task is a small part of the work that must be performed within a specified time. One of the goals of task scheduling is to maximize the use of existing resources and minimize the waiting time of jobs [16] . In scheduling problems, the service user interest corresponds to optimal makespan, budget, deadline, security, and cost. Also, the service provider's objective is load balancing, resource utilization, and energy efficiency.
The optimization strategies include heuristics, metaheuristics [12, 17] , and other methods. The resource models include virtual machine (VM) leasing model, single or multiple VM types, single or multiple providers, intermediate data sharing model, data transfer and storage cost awareness, static, dynamic, subscription, time unit VM pricing model, and VM provisioning delay [17, 18] . Scheduling strategies have different parameters and algorithms. We categorized these methods as follows:
Traditional methods are easy to use for scheduling. In the scheduling of multilevel deadline-constrained scientific workflows, each provider offers a few heterogeneous VMs and global storage service for data sharing [19] . One of the scheduling methods is the earliest finish time, in which cost and makespan objectives are optimized. The authors in [20] analyzed commercial infrastructure as a cloud service. They used the Pareto front as a decision support tool for the trade-off between appropriate solutions. They reduced the scheduling cost by half, but the makespan increased by 5%. In [21] , a fault-tolerant task scheduling is considered by bidding strategy for spot VMs and latest time to on-demand instances. This method has low efficiency due to the cheapest spot VM. In [22] , the authors presented a real-time workflow scheduler based on hardware failures.
Their algorithm by three steps as backward shifting, resource scaling up and shrinking of resources optimized resource utilization than other baseline algorithms.
In [13] , the authors studied the QoS parameters on three scheduling methods, i.e. concurrent, FCFS, and delay-priority in fog network. In the concurrent method, the arrival tasks are allocated to a cloudlet regardless of usage capacity. In the FCFS method, the tasks run in the order of entry, also if the processing power of the data center is less than the task request, then that program is placed in the scheduler queue. In the delay-priority method, tasks are scheduled based on lower delay. The researcher used iFogsim library with two games as video surveillance/object tracking application and EEG tractor beam game (EEGTBG). The results show that the concurrent method has a greater delay than FCFS and delay-priority methods. In EEGTBG, the number of modules in each device for the concurrent method is greater than those of the other two, also this parameter in FCFS method is greater than those of others in cloud. In the final comparison, the number of modules per device for delay priority method is approximately equal in all three methods.
Heuristic methods solve problems by a number of rules. The classic heuristics include the first fit, best fit, and worst fit. The cloud, fog [17] , and edge providers [23] can run applications and tasks in large-scale by heuristic methods. In [24] , the tasks scheduled by a heuristic algorithm, such that the objective function includes the makespan and the execution cost of the tasks. The results show the higher efficiency and lower mandatory cost than other methods. In [25] , a coalitional game based on cluster formation is proposed for radio access networks in the fog. It optimized the throughput of the network with a distributed user scheduling algorithm. Another method for vehicular cloud scheduling is a dynamic algorithm [26] by parameters of queue's length and response time. In this work, the Markov single server system scheduled tasks and modeled them by stochastic Petri net and OpenStack. In [27] , parallel real-time tasks in the heterogeneous network are scheduled by a heuristic method to optimize the energy consumption. In this research, frequency selection and thread allocation are done by nonlinear programming.
In [28] , the researchers have proposed the knapsack algorithm for task scheduling for parallel video transferring in cloud by minimum complete time (MCT) objective. They executed the max-min algorithm on the powerful computers for task's mapping to a number of segments and scheduling segments by MCT algorithm. The results show that the max-min algorithm is better than MCT in the execution time and the number of segments. Researchers in [29] solved the offloading in mobile edge computing (MEC). They minimized the energy consumption under the time-sharing constraint. Their method decomposed computations onto the mobile devices and the MEC servers and make them autonomously collaborate to iteratively reach the optimum. In another research, task offloading of DAG-based applications is done in [30] . In this work, a cost-makespan aware scheduling (CMaS) algorithm was proposed. The results satisfy the user-defined deadline constraints and improve the QoS.
In [31] and [32] , two heuristic algorithms proposed in fog-cloud environment for solving load balancing and VM live migration, respectively. They used min-conflicts optimizing and best fit decreasing (BFD) algorithms. The heuristic-based algorithm results show improvements compared to the traditional algorithms. In another work [33] , to load balancing in FC, scheduling problem is moved from devices to server. They minimized deadline misses and total runtime for connected car systems in FC. Researchers in [34] provided a maximal energy-efficient task scheduling in FC with homogeneous nodes. Their selection strategy and the offloading time slots allocation decreased the total energy consumption.
Metaheuristic methods are used for resource allocation in parallel computing [35] and distributed computing [36] . The authors in [37] studied the task scheduling based on the metaheuristics approach in clouds. Each algorithm has its advantages and disadvantages. Scheduling solutions have issues like resource scaling, failure handling, security and storage-aware, dependent tasks, data transfer cost, and dynamic resource provisioning for the IoT. The hybrid solutions can be improved by changing of selecting initial population, diversity of the solution, or modifying the operators.
In the metaheuristics model, general algorithms are designed to solve optimization problems [11] . Particle swarm optimization (PSO) is used for resource provisioning and scheduling that considers features such as the elastic provisioning and heterogeneity of unlimited compute resources as well as VM performance variation. In [38] , a hybrid method of PSO with cat swarm optimization is used for task scheduling and VM management in cloud. This method has reduced the average response time, also it has increased resource utilization by up to 12% in compared with other benchmark algorithms. Ant colony optimization (ACO) as a metaheuristic algorithm is used for mobile cloud computing [39] that requires specific resources. This method executes offloaded Tasks in FDs by delay, complete time, and energy consumption objectives. Another research [10] used ACO for scheduling and resource allocation in Cloud with trust and deadline objectives. As results, ACO minimized the throughput and the number of request failure and maximized the computation power. In [40] , bee's life algorithm (BLA) was proposed for the job scheduling in the fog network. It is based on the optimized distribution of tasks in the FNs. The researchers using BLA find an optimal trade-off between runtime and memory allocation for mobile users. The results show that runtime and memory allocation values by BLA are lower than those of PSO algorithms and genetic algorithm (GA).
The authors in [41] , found the optimal orders of running tasks based on deadline and minimum cost using knapsack with dynamic programming. The different scheduling problem solved in [42] by knapsackbased ACO to find the best solution as a mapping between multiple knapsacks and load scheduling. In [43] , a resource scheduling in cloud solved by the combination of the knapsack and GA with the fitness function include utilization of CPU, network throughput, and input/output rate of the disk. They decreased the energy consumption of the physical machine and the number of migration compared to the standard methods. In [44] , resources were allocated to tasks in FC using the NSGA-II method. This work used MATLAB for simulation. This scheduling method reduced the latency and improved the stability of task execution than random allocation method.
Machine learning is another method for solving the scheduling problem in IoT. Researchers in [45] combined reinforcement learning with the quality of experience (QoE) from the users to build prestored cost mapping table for optimal resource allocation. Their value function used energy and response time. In [46] , energy-efficient scheduling is proposed in edge computing. To produce Q-value for each dynamic voltage and frequency scaling (DVFS) algorithms, a Q-learning algorithm was used. Also, the rectified linear units (ReLU) function was used rather than Sigmoid function to produce more objective Q-value.
Cloudsim [47] is the most widely used simulator in scheduling projects. iFogsim as an extension of
Cloudsim is very suitable for IoT. Also, many of the metaheuristic scheduling algorithms are very timely; thus, we use a greedy knapsack algorithm for fast execution and best results.
The proposed approach

System model
FC architecture has a hierarchical arrangement of sensor nodes, edge devices, and cloud. Sensors are located in the lower geographic location at the bottom of the architecture and send the collected data to the up-level by gateways. The actuators at the bottom of the fog architecture control the environment or change it. The fog network process includes sensing and sending data, processing in the FDs, dividing an application into several modules, and allocating resources to them for execution. Applications are used to collect and store data in MDCs as well as future analyses and processes.
In Figure 1 , the received data are processed in FDs or send to cloud. The FD and application properties are explained as follows. An FD is an MDC that analyzes, filters, and stores the received data from the sensors. In FD, PEs of hosts are allocated to application modules and execute them. The most important feature of a PE is MIPS. These value sets at the start of simulation for all FDs. After allocation of a PE to an application module, the total allocated MIPS of all PEs is updated. Thus, we have
where T AM is the total allocated MIPS of a FD that is less than or equal to MIPS of that FD ( T AM ≤ F D M IP S )
and PEM is the PE's MIPS. N is the number of hosts in the FD, M is the number of PEs in a host, and P EM ij is the MIPS of jth PE in ith host. The application module is a type of VM. The module's properties include MIPS, size, bandwidth, and the number of PEs. The number of modules in each FD is more than the number of PEs. In fact,
where C is the total number of modules and K is the total number of FDs.
Scheduling schema
The scheduling is NP-hard problem and has high execution time. In this paper, we propose a fast method for allocation of PEs to the application modules. The default resource scheduler equally divides the host resources in FDs among all active application modules. In fact, by running simulation as Algorithm 1, N modules are 
We consider the resource allocation of PEs to modules as a knapsack problem. As knapsack problem, each object has a weight as w and a profit as p . Thus, we have weights as { w 1 , w 2 , w 3 , …, w n } and profits as
In this paper, there are two objectives as total utilization of CPU and bandwidth, where w 1i is the MIPS of module i and w 2i is the bandwidth of module i . An object is placed in knapsack if it has two conditions as
, where δ i = 0,1. A knapsack has the limited capacity. This capacity is considered by MIPS and bandwidth of FDs. The total MIPS of modules is less than the MIPS of FD and the total bandwidth of modules is less than FD's bandwidth. In greedy knapsack, the goal is to fill the knapsack with more objects by maximum profit and minimum weight M aximize(
GKS algorithm
Our proposed algorithm allocates PEs in the hosts to best modules. We updated the original application scheduling policy by changing the updateAllocatedMips method in FogDevice class in iFogsim [1] with the GKS algorithm. The profit of our problem is as follows.
., where T U C i is the total utilization of CPU for allocated PEs to application modules and BW i is the bandwidth of the application module. Since we have two objectives, the weighted sum method [48] .
As shown in Figure 2 , the modules are entered into the system. In this figure, M i is the ith module or object that will place in the knapsack. FD include many PEs. These PEs are allocated to modules based on the knapsack algorithm. According to iFogsim, if a module fails to fit into the array of modules in the knapsack then it will be transmitted to another FD. Thus, the wait time of the modules for PEs is optimized. The flowchart of GKS is shown in Figure 3 . The pseudo code of our proposed method is shown Algorithm 1. In this algorithm, all steps are defined to execute our method for each case study as the following. In line 1, the broker is created. An application is built in line 2. In this line, all modules and edges between them are added to the application. Also, all tuples After changing updateAllocatedMips class, we ran two case studies and analyzed the iFogsim outputs. The GKS algorithm helped us to decrease the runtime using sorting of module's list with low time order. The time order of GKS is O(n + n log 2 n + m) as n is the number of the modules and m is the number of PEs.
Evaluation
Experiment setup
The simulation environment in this research was iFogsim library [1] . Our system for execution was a PC with properties as CPU (include Intel Core i5 2.67 Giga Hertz), RAM (3 Gigabyte), and OS as Microsoft Windows 10 32-bit. We simulated the GKS algorithm and compared the results with other scheduling methods as FCFS, concurrent, delay priority algorithms [13] . We ran the simulation by 6 states of areas/departments, 
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Case study 1: EEG beam tractor game
This game application is between two humans [1, 49] Table 1 , where the periodicity (ms) in case it is periodic and tuple CPU or new length (byte) are the properties of a tuple. for j = 1 to Camera max do 5: Create FD (Node name, MIPS, Ram, Storage, upper BW, lower BW, busy power, and idle power). Select module i in array.
Algorithm 1 GKS: Greedy Knapsack Scheduling
19:
if Input application module isn't running in current FD then 20: Allocate PE to module i .
21:
sum M IP S = sum M IP S + M IP S modulei .
22:
sum BW = sum BW + BW modulei .
23:
end if 24 : 
Case study 2: intelligent surveillance through distributed camera networks
This case study was based on a distributed monitoring system of cameras in areas of healthcare, transportation, security, and manufacturing [1] . The requirements of this system were low-latency communication, handling massive data, and heavy long-term processing. In this case study, object tracker module tracks objects and calculates an optimal PTZ configuration. PTZ configuration adjusts the physical camera and serves as the actuator. The user interface module sends a fraction of the tracked object to the user's device. The physical topology of case study 2 as DCNSGame is exactly equal with VRGame but the cameras are used as FDs instead of mobiles as shown in Figure 1 . The workflow loop of this case study is as Camera → M otionDetector → ObjectDetector → ObjectT racker&U serInterf ace → P T ZControl . The application edge configuration of DCNS is shown in Table 2 . 
Simulation configuration
As shown in Table 3 , each FD as an MDC has many parameters including MIPS, RAM (KB), UpBW (Upper bandwidth by kilobyte per second), DownBW (Down bandwidth by kilobyte per second), level in the hierarchical topology, rate per MIPS, busy, and idle power (MW). The application module only has a bandwidth feature that is set in UpBW column. Table 4 shows the host's configuration. Host's properties include storage, bandwidth, architecture, operating system, VM model, time zone, cost, cost per memory, and cost per storage. In Table 5 , module's properties are provided as RAM, MIPS, size of module, and bandwidth. Table 5 . Application module configuration.
RAM MIPS Size BW 10 B 1000 10,000 B 1000 B/S
Executed modules in FDs
The number of executed modules is a good criterion for load measuring in FDs. Figures 4a and 4b show this parameter for DCNS and VRGame case studies. The horizontal axis shows the number of areas/departments, cameras/mobiles, and FDs for each topology. The vertical axis is the total number of executed modules in all of the devices. As these figures, concurrent method has the maximum number of executed modules and GKS has the minimum number of it. These results are shown in DCNS and VRGame case studies. The average number of modules in FDs is shown in Figures 5a and 5b . The GKS method has the best result compared to FCFS, concurrent, and delay-priority methods in two case studies. Based on the obtained values of the executed modules in FDs, the traditional methods are not better than heuristic and GKS methods. Table 6 show the simulation results of DCNS and VRGame. These metrics include the energy consumption, total execution cost, total and average number of executed modules in FDs. Figure 6 shows the results of our analysis of the GKS algorithm based on the interval of resource management in DCNS, where horizontal axis is the number of areas, mobiles, and fog devices. Three interval values equal to 200, 500, and 1000 were considered. As shown in Figure 6a , the interval 200 cause to minimize energy consumption. In Figure 6b , total execution cost of DCNS has maximum value by interval 1000. Also, Figures  6c and 6d show that interval 200 is suitable for minimum network usage and delay. Table 7 shows the simulation results of resource management interval in DCNS by metrics includimg energy consumption, total execution cost, and network usage. 
Resource management interval in DCNS
EEG transmission time in VRGame
The speed of EEG signal transmission to modules is a very important parameter in the quality of objectives. We consider EEG transmission time by 3, 4, and 5 values. Analysis of these results in Figure 7 indicates that the energy consumption (Figure 7a ), total execution cost (Figure 7b ), network usage (Figure 7c ), and delay ( Figure   7d ) are decreased by EEG transmission time equal to 5. In fact, low value of this parameter can increase the quality of scheduling. Table 8 shows the simulation results of EEG transmission time in VRGame by metrics including the energy consumption, total execution cost, and network usage. 
Energy consumption
The energy consumption is calculated for the full topology of the network with Eq. (1).
The energy consumption of FD is calculated by the power of all hosts in a certain time frame of execution, where CEC is the current energy consumption, N T is the current time, LU U T is the last utilization update time, and HP is the host power in LU (Eq. (2)).
The simulation results show that our proposed method obtains less energy consumption than other scheduling policies. The average value of the energy consumption by 1.25 * 10 7 belongs to GKS in VRGame and the concurrent method has maximum value in average state by 1.76. Also, this parameter value is equal to 1.33 * 10 7 by GKS in DCNS. GKS algorithm reduces the energy consumption in DCNS by 13.8%, 17.5%, and 9.97% compared to FCFS, concurrent, and delay-priority methods respectively. Also, GKS algorithm reduces the energy consumption in VRGame by 23.4%, 29.1%, and 6.46% compared to FCFS, concurrent, and delaypriority methods respectively. Considering the mentioned values and Figures 8a and 8b , for the two case studies, VRGame has more optimization than DCNS.
Total execution cost
1.15E+07
1.25E+07
1.35E+07
1.45E+07
1.55E+07
1.65E+07 To calculate the execution cost, the total MIPS of hosts is calculated by time frame. The time frame is different between the current time of simulation and the last utilization time. In Eq. (2), F is the number of FDs, T C is the execution cost, CC is the CloudSim clock or current time of simulation, LU U T is the last utilization in DCNS and 1.33 * 10 7 in VRGame is better than FCFS, concurrent, and delay-priority methods. Figures  10a and 10b show the comparison of scheduling methods. GKS algorithm has better results than others. In DCNS, GKS reduces the energy consumption then FCFS, concurrent, and delay-priority by 13.2%, 33.3%, and 10.7% respectively. Also in VRGame, GKS reduces the energy consumption compared to FCFS, concurrent, and delay-priority by 19.8%, 21.1%, and 4.39%, respectively. 
Total execution cost based on the number of users
We present total execution cost based on the number of users for FCFS, concurrent, delay-priority, and GKS methods.The results indicate that the GKS has the best values in DCNS by .95 * 10 6 . Figures 11a and 11b show the comparison of the mentioned methods for DCNS and VRGame. In DCNS, the GKS is better than FCFS by 32.6%, concurrent by 49.6%, and delay-priority by 30.6%. Also in VRGame, the GKS is better than FCFS by 22.6%, concurrent by 30.3%, and delay-priority by 18.4%.
Delay of application loop based on the number of users
The application loop delay is calculated by Cloudsim clock and the tuple's end time. is the number of executed tuple type. A is the condition, so if T 2 is calculated then A is true else A is false.
The application loop delay is calculated by Eq. (4), where CC is the Cloudsim clock and ET is the emitting time of a tuple. ET is calculated by sending time of a module to another module.
T upleReceiptT ime = T 1 * C2 + Delay C1 + 1
The tuple receipt time is calculated by Eq. (5), where T 1 and Delay are defined in Eq. (3) . C2 is the number of receipt tuple types.
Delay is one of the best important parameters in IoT applications. We present this parameter for two case studies as DCNS and VRGame. This value shows the speed of each scheduling method in resource allocation. The results indicate that the best delay of application loop in DCNS is 101.44 mS that is obtained by GKS algorithm. As shown in Figures 12a and 12b , the GKS reduces the delay of DCNS compared to FCFS by 4.87%, concurrent by 27.11%, and delay-priority by 1.53%. Also, this parameter is optimized by GKS compared to FCFS by 3.68%, concurrent by 6.23%, and delay-priority by 3.20%. Table 9 shows the simulation results based on the number of users. To obtain these results, the number of areas or departments is equal to 3 and the number of camera or mobile is equal to 6.
As a result, the data transmission from WSNs to Cloud by FNs is a high-performance method. Our approach is suitable for local storage and process in the edge devices with high performance. We show the low energy consumption of the GKS than the FCFS, concurrent, delay-priority algorithms in resource scheduling by iFogsim. Fog computing by our scheduling method is suitable for IoT applications.
Conclusion
Since cloud is located far away from the sensors, data transmission has a lot of overhead. FC has an acceptable architecture for decreasing delay of the sensor applications. We optimized the iFogsim packages by a new 
