The hadronic photon structure function F 2 is studied in the reaction e + e ?
Introduction
The photon structure function is measured at e + e ? storage rings via the interaction of two virtual photons e + e ? ! e + e ? ! e + e ? hadrons ( Fig. 1) 1, 2] . Here we present the results obtained at LEP with the L3 detector at 
where is the ne structure constant, x 2 is the energy of the target photon relative to the beam energy, F 2 and F L are photon structure functions. 
where E beam is the beam energy, E tag and tag are the energy and polar angle of the measured electron 1) and W is the mass of the two-photon state. In the kinematic regime studied here (E tag E beam ), y is so small (hyi 0:08) that the measured cross-section is only sensitive to the structure function F 2 . We study the structure function in the low x region 0:002 < x < 0:2.
Several types of physical processes contribute to F 2 . A point-like coupling of the photons to a quark-antiquark pair (Quark Parton Model, QPM) gives a contribution that is calculable in QED in the same way as for the process e The photon may also uctuate into a virtual vector meson via a non-perturbative e ective coupling. The partonic constituents of the vector meson may be probed by the highly virtual photon (Vector Dominance Model, VDM). Finally, the virtual partonic content of the target photon, quarks or gluons, may participate in a hard scattering process, leading to the so called \resolved photon" contribution.
The point-like part of F 2 is peaked at large x, whereas at small x the gluon radiation of quarks gives the dominant contribution. Perturbative QCD predicts the evolution of F 2 as a function of ln Q 2 , but the quark and gluon distributions inside the photon must be determined experimentally. Since the uncertainty of the present measurements is large, there exist several models with rather di erent predictions for the small x behaviour. We compare our data to the GRV- LO 5] . In the LAC model we consider two versions, LAC1 and LAC2. In the SaS-1d model the e ect of non-zero target photon virtuality is also taken into account.
Monte Carlo models
Three di erent Monte Carlo generators are used in this study: PHOJET 8], HERWIG 9] and TWOGAM 10]. 1) Electron stands for electron or positron throughout this paper.
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PHOJET is an event generator for pp, p and interactions, described within the Dual Parton Model (DPM). It gives a good description of the events ! hadrons that we studied at Q 2 ' 0 11]. A transverse momentum cuto , p cut t = 2:5 GeV, is applied to the partons of the resolved photons to separate soft from hard processes 12]. The complete lepton-photon vertex for transversely polarised photons is simulated in the program.
HERWIG is a general-purpose QCD Monte Carlo generator to simulate hadron emission reactions with interfering gluons. The high Q 2 events are described as a DIS process, e ! e + hadrons, including the full kinematics of the scattering electron. The ux of target photons is generated using the EPA 3]. TWOGAM generates three di erent processes separately: the Quark Parton Model, the Vector Dominance Model and the QCD resolved photon contribution. The VDM part is generated according to Ref. 13 Candidate single tagged two-photon hadronic events are selected by the following cuts: A tagged electron is identi ed as the highest energy cluster in one of the small angle electromagnetic calorimeters with E tag > 35 GeV and a polar angle in the range 26 mrad < tag < 66 mrad.
The energy of the most energetic cluster in the small angle electromagnetic calorimeter opposite to the identi ed tagged electron is required to be less than 12 GeV (anti-tag condition).
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The number of charged particles must be greater than two. The charged particles are selected by requiring a transverse momentum, p t , larger than 100 MeV and a distance of closest approach in the transverse plane to the interaction vertex smaller than 10 mm. (4) where i runs over all measured hadrons, e in is the initial particle, e tag the tagged electron and p E p z . The comparison of W , W vis and W rec is shown in Fig. 2 . A signi cant improvement is seen in the W rec variable which uses the constraint of transverse momentum conservation.
Comparison of data and Monte Carlo
Due to the nite detector resolution and acceptance, the correlation of W rec and W depends on the modelling of the nal state. Therefore a good modelling is necessary for an accurate measurement of F 2 . To choose the best model we have compared single particle and global event distributions of the data to Monte Carlo predictions.
As an example the W rec and Q 2 spectra are shown in Fig. 3a and 3b. All three Monte Carlos give a reasonable description of the data. The x vis and x rec spectra, calculated by Eq. 2 with W vis and W rec , respectively, are rather well reproduced by PHOJET and TWOGAM ( Fig. 3c  and 3d ). HERWIG disagrees with the data in the small x region. The comparison in the p t spectrum of charged particles is shown in Fig. 4 . HERWIG disagrees with the data in the high p t region. The energy ow versus the pseudorapidity, de ned as = ? ln(tan( =2)) where is the polar angle of nal state particles, is shown in di erent Q 2 and x rec ranges in Fig. 5 . The tag direction is always on the negative side and the energy of the tagged electron is not shown in the plot. Reasonable agreement between data and the di erent Monte Carlo predictions is found for the large x rec values. At small values of x rec , both TWOGAM and HERWIG deposit too much energy in the forward region but TWOGAM reproduces better the data in the central region.
From a statistical comparison of many distributions 25] we see that PHOJET shows the overall best agreement with the data. TWOGAM reproduces our data better with p cut t = 2:3 GeV than with the default value p cut t = 1:8 
where P(x rec jx) is the likelihood of measuring x rec given a generated x value and P(x) is the generated x distribution after detector acceptance cuts. The matrix A ij is obtained from the Monte Carlo. After unfolding, the di erential cross section in each x interval is calculated by correcting for detector acceptance.
Neglecting the y 2 term in Eq. 1, the di erential cross-section is proportional to the structure function F 2 :
The average weight, K(x; Q The uncertainties from the selection procedure are estimated by varying the cuts on E tag , tag , number of charged particles, p out t and p bal t . The uncertainties from the individual selection cuts are added in quadrature.
The di erence of F 2 obtained using x rec or x vis measures the unfolding uncertainty; the maximum di erence is 10% at the lowest and highest x points. The second error in Table 2 is the quadratic sum of the uncertainties from the selection and unfolding. To study the modelling dependence of the measured F 2 , we compare the data corrected with PHOJET and with TWOGAM ( Table 2 ). The di erence at large x (maximum 14%) is smaller than the one at low x (maximum 28%).
Radiative corrections are checked by using the Monte Carlo program RADCOR 27], which includes real and virtual photon radiation from the incoming and outgoing electrons to rst 5 SaS-1d 6] and GVDM 14] . For the GVDM model, the value of F 2 decreases by 7.5% with a slight x dependence ( 1% in the studied x range). For the parametrisation of SaS-1d, F 2 decreases by 10 to 20% depending on the x value. Since the non-zero ht 2 i e ect depends upon the unknown mixture of point-like and hadronic photon coupling in the data, we do not apply any correction for it. For example, the simulation of TWOGAM gives a mixture of 34% QPM, 54% VDM and 12% QCD in our kinematic range. The statistical and systematic errors are added in quadrature. LAC2 has a similar behaviour as LAC1.
