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Abstract
Molecular recognition, programmability, self-assembling capabilites and biocompatibility
are unique features of DNA. The basic approach of DNA nanotechnology is to exploit these
properties in order to fabricate novel materials and structures on the nanometer scale. This
cumulative dissertation deals with three aspects of this young research area: fast analysis,
autonomous control of functional structures, and biocompatible autonomous delivery sys-
tems for nanoscale objects.
1. At low temperatures and under favorable buffer conditions, two complementary
DNA strands will form a double-helical structure in which the bases of the two strands
are paired according to the Watson-Crick rules: adenine bases bind with thymine bases,
guanine bases with cytosine bases. The melting temperature TM of a DNA duplex is
defined as the temperature at which half of the double strands are separated into single
strands. The melting temperature can be calculated for DNA strands of known sequences
under standard conditions. However, it has to be determined experimentally for strands
of unknown sequences and for applications under extreme buffer conditions. A method
for fast and reliable determination of DNA melting temperatures has been developed.
Stable gradients of the denaturing agent formamide were generated by means of diffusion
in a microfluidic setup. Formamide lowers the melting temperature of DNA and a given
formamide concentration can be mapped to a corresponding virtual temperature along
the formamide gradient. Differences in the length of complementary sequences of only
one nucleotide as well as a single nucleotide mismatch can be detected with this method,
which is of great interest for the detection of sequence mutations or variations such as
single nucleotide polymorphisms (SNPs).
2. Knowledge of the stability of DNA duplexes is also of great importance for the
construction of DNA-based nanostructures and devices. Conformational changes occuring
in artificially generated DNA structures can be used to produce motion on the nanometer
scale. Usually, DNA devices are driven by the manual addition of fuel molecules or by the
periodic variation of buffer conditions. One prominent example of such a conformational
change is the formation of the so-called i-motif, which is a folded four-stranded DNA
structure characterized by noncanonical hemiprotonated cytosine-cytosine base-pairs. In
order to achieve controlled autonomous motion, the oscillating pH-value of a chemical
oscillator has been employed to drive the i-motif periodically through its conformational
states. The experiments were conducted with the DNA switch in solution and attached to a
solid substrate and constitute the first example of DNA-based devices driven autonomously
by a chemical non-equilibrium reaction.
3. Finally, a DNA-crosslinked and switchable polyacrylamide hydrogel is introduced,
which is used to trap and release fluorescent colloidal quantum dots in response to exter-
nally applied programmable DNA signal strands. Trapping and release of the nanoparticles
is demonstrated by studying their diffusion properties using single molecule fluorescence
microscopy, single particle tracking and fluorescence correlation spectroscopy. Due to the
biocompatibility of the polymerized acrylamide and the crosslinking DNA strands, such
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gels could find application in the context of controlled drug delivery, where the autonomous
release of a drug-carrying nanoparticle could be triggered by naturally occurring, poten-
tially disease-related DNA or RNA strands.
x Zusammenfassung
Zusammenfassung
DNA, der Tra¨ger der Erbinformation, ist nicht nur ein langlebiger Informationsspeicher,
sondern hat auch die Fa¨higkeit zur molekularen Erkennung und programmierbaren Selbst-
organisation. Die DNA-Nanotechnologie bedient sich dieser einzigartigen Eigenschaften
um neuartige Materialien und funktionale Strukturen zu erschaffen. Diese kumulative
Dissertation bescha¨ftigt sich mit drei verschiedenen Aspekten dieses jungen Forschungsge-
bietes: schnellen und zuverla¨ssigen Analysetechniken, Wegen zur autonomen Kontrolle von
funktionalen Nanostrukturen und biokompatiblen programmierbaren Transportsystemen.
1. Die Stabilita¨t einer DNA-Doppelhelix ha¨ngt sowohl von der Sequenz der Basen als
auch von Temperatur und Zusammensetzung des Lo¨sungsmittels ab. Die Schmelztem-
peratur TM einer DNA-Doppelhelix ist definiert als die Temperatur, bei der die Ha¨lfte
der Doppelstra¨nge in Einzelstra¨nge dissoziiert ist. Unter Standardbedingungen kann die
Schmelztemperatur eines Doppelstrangs bekannter Basenfolge berechnet werden, jedoch
muss sie fu¨r Stra¨nge unbekannter Basenfolge sowie fu¨r Anwendungen unter extremen
Pufferbedingungen experimentell bestimmt werden. In dieser Arbeit wurde ein Verfahren
zur schnellen und zuverla¨ssigen Bestimmung der Schmelztemperatur kurzer DNA-Stra¨nge
entwickelt. Dafu¨r wurden in einem Mikrofluidikchip Diffusionsgradienten der denatu-
rierenden Substanz Formamid erzeugt. Mit Hilfe des Chips konnten Schmelztemperaturen
verschiedener DNA-Stra¨nge so genau gemessen werden, dass La¨ngenunterschiede von einem
Basenpaar oder einzelne Basensubstitutionen detektiert werden konnten. Diese Methode
ko¨nnte daher Anwendung in der Analyse von Einzelnukleotidpolymorphismen finden.
2. Fu¨r die Entwicklung von Nanostrukturen, die aus selbstorganisierenden DNA-Stra¨n-
gen bestehen, ist die Kenntnis des Dissoziationsverhaltens der in der Struktur enthaltenen
DNA-Doppelstra¨nge von großer Bedeutung. Bei einer Vielzahl DNA-basierter Strukturen
kann durch eine Vera¨nderung der Umgebungsbedingungen, z.B. durch eine A¨nderung des
pH-Wertes des Lo¨sungsmittels, eine Konformationsa¨nderung ausgelo¨st werden. Auf diese
Weise lassen sich kontrollierte Bewegungen auf der Nanometerskala erzwingen. In den
meisten Fa¨llen wird der momentane Zustand dieser dynamischen Strukturen durch einen
externen Operator kontrolliert. Um autonome Bewegung zu erzeugen, wurden in diesem
Projekt Konzepte der nicht-linearen Chemie genutzt. Es ließ sich zeigen, dass der pH-
abha¨ngige U¨bergang eines Cytosin-reichen DNA-Stranges von einer ungeordneten Kon-
formation zum so genannten ”‘i-Motiv”’ durch einen chemischen pH-Oszillator getrieben
werden kann. Das i-Motiv konnte auf diese Weise sowohl in Lo¨sung als auch an eine
Oberfla¨che gebunden reversibel und periodisch geo¨ffnet und geschlossen werden. Das Sys-
tem stellt die erste bewegliche DNA-basierte Struktur dar, die sich durch eine chemische
Nichtgleichgewichtsreaktion autonom schalten la¨sst.
3. Abschließend wird ein schaltbares Polyacrylamidgel vorgestellt, das durch Zu-
gabe von programmierbaren DNA-Stra¨ngen reversibel vernetzt werden kann. Ein derarti-
ges Gel wurde genutzt, um fluoreszierende Nanokristalle einzuschließen und anschließend
wieder freizugeben. Die sich a¨ndernden Diffusionseigenschaften der Nanokristalle wurden
mit Einzelfluoreszenzmikroskopie und Fluoreszenzkorrelationsspektroskopie nachgewiesen.
Zusammenfassung xi
Aufgrund der Biokompatibilita¨t der polymerisierten Acrylamidstra¨nge und der vernetz-
enden DNA ko¨nnten solche Gele als Transportsysteme fu¨r pharmazeutische Wirkstoffe
angewendet werden. Krankheitsbedingt auftretende, zelleigene DNA- oder RNA-Stra¨nge
ko¨nnten hierbei die Freigabe der Wirkstoffe auslo¨sen.
xii Zusammenfassung
1 Introduction - DNA-based
nanodevices (Ref. [1])
In science and industry nanotechnology is expected to provide novel materials, novel drugs,
and novel functional systems engineered on the molecular level. Summarizing the diverse
aspects of nano sciences it can be stated, that the scope of nanotechnology is the control of
matter on the nanometer scale. For the achievement of this goal, generally two approaches
are available.
On the one hand, a well established top-down approach is pursued, which has its origins in
semiconductor technology. It applies large technical equipment like scanning probe micro-
scopes or electron beam microscopes to image and manipulate features with dimensions of
only a few nanometers. Although these elaborate techniques nowadays are indispensable
in a modern nanotechnology lab they exhibit some intrinsic disadvantages such as high
acquisition and maintenance costs and poor potential for process parallelization.
The bottom-up approach on the other hand makes use of the emergence of order by self-
organization and cooperative actions on the molecular level. Inspired by biological systems
this approach is exploiting molecular recognition and aspires large, complex systems built
from small, programmable entities. Similar to the assembly of proteins, which are built
up entirely from chains of amino acids and fold - sometimes assisted by enzymes - into a
functional structure by themselves, the self-assembly of man-designed building blocks is
endeavored. Some possible building blocks are shortly listed: (i) Colloidal nanocrystals are
crystalline clusters of a variety of materials dispersed in a solvent. Nanocrystals of special
interest are fluorescent semiconductor nanoparticles, also called quantum dots, magnetic
nanoparticles and gold nanoparticles. Since these particles have a variety of unique prop-
erties, they are in the focus of scientific interest for several years now. (ii) Fullerenes are
macromolecules consisting entirely of carbon atoms. Famous representatives of the fullerene
family are the C60 molecules, also called buckyballs, and carbon nanotubes (CNTs). CNTs
consist of curved sheets of graphite forming cylinders with single or multiple walls.The
cylinders have diameters of single nanometers, while they can reach an aspect ratio of
1:10 000. Single wall CNTs (SWNTs) form seamless cylinders and exhibit, depending on
their structure, interesting electrical properties like metallic or semiconducting behavior.
(iii) Block copolymers are polymer chains, which are built of blocks of different monomers.
By using blocks of monomers with dissimilar polarity, it is hence possible to design poly-
mer chains with hydrophobic and hydrophilic sections. Depending of the polarity of the
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solute the representatives of one kind of these sections aggregate with themselves, thus
building supramolecular vesicles, cylinders, laminar planes, and more complex structures.
(iii) Deoxyribonucleic acid, in short DNA, the molecule of heritage and biological infor-
mation storage. DNA is a robust, easy-to-handle, and versatile material. Its advantages
and some of its realized and potential applications will be discussed in the next paragraphs.
1.1 DNA-based structures
Figure 1.1: Schematic illustration of a DNA cube. (Reprinted with kind permission from
N. C. Seeman)
DNA is commonly known as the carrier of hereditary information in every single- or
multicellular organism. But the unique properties of DNA, such as molecular recognition,
self-assembly, programmability, and biocompatibility, also predestine this biochemically
stable material outside its biological context as a building block for highly structured ma-
terials with specific nanoscale features [7]. DNA has the capacity of recognizing comple-
mentary sequences according to the essential rule, that of the four bases adenine, thymine,
guanine, and cytosine always two, namely adenine with thymine and guanine with cyto-
sine form a base pair in the double helix (cf. chap. 2.1). The basic idea is to employ this
base pairing property to generate structures and machines from artificially designed DNA
strands, which self-assemble autonomously into the desired shape. Such a DNA-based
supramolecular assembly has been presented by the group of Nadrian Seeman in the year
1991 [8]. They demonstrated a structure with the connectivity of a cube, which was built
entirely from DNA (Fig. 1.1). DNA acts in such a structure as an intelligent glue that
connects specifically the designated subunits.
By now, various stable 3D structures have been realized, for example an octahedron built
from one 1.7-kilobase long, partly self-complementary DNA strand stabilized by a set of
40 base pair long connecting strands [9] and DNA tetrahedra, with a length of less than
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10 nanometers on one side and composed of four short synthetic DNA oligonucleotides
[10]. Rothemund [11] presented a study, where viral 7-kilobase DNA strands were folded
with the help of hundreds of short synthetic “staple” strands into arbitrary shapes such as
words, smilies, and even miniaturized maps of America.
1.2 DNA-based devices (Ref. [1])
Besides these stable and static structures, DNA has also been successfully employed to
build functional devices and DNA nanomachines. DNA nanodevices can cyclically un-
dergo large conformational changes in the presence of certain trigger molecules such as
other DNA strands or small molecules and can thereby accomplish versatile motions like
opening and closing of DNA tweezers [12] (Fig. 1.2) or motion along DNA tracks [13].
Figure 1.2: DNA-based nanomachine (cf. text).
Since the DNA tweezers by Yurke et al. constitute the first example of a DNA-fueled
molecular machine, we will take a closer look at their working principle. In the open state
(Fig. 1.2, left), the DNA tweezers are composed of two rigid double stranded regions, which
are linked by a short single stranded hinge. On the opposite side of the hinge, each double
stranded region exhibits a single stranded extension. Addition of a ‘fuel’ strand F which
is complementary to both of these extensions induces the closing of the tweezers (Fig. 1.2,
middle). The fuel strand, in turn, can be removed by an ‘anti-fuel’ strand F¯ (blue), which
is fully complementary to the fuel strand F , by a process called ‘branch migration’ [14, 15].
The fuel strand possesses a short single stranded overhang, the so-called ‘toehold’ region
(red), which facilitates the binding of the anti-fuel strand to the fuel strand and ensures
the correct outcome of the branch migration process (Fig. 1.2, right). The intersection
point, i.e. where the anti-fuel strand competes with the former single stranded extension
for the binding to the fuel strand, performs a random walk along the strand. Since the
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toehold region is a stable double strand, the intersection point will finally hit the opposite
end, which results in the complete dissociation of the fuel strand from the device. Fuel
strand and anti-fuel strand form a double stranded waste product FF¯ and the tweezers
return to their open state. The opening and closing of the tweezers can be monitored with
fluorescence resonance energy transfer (FRET) measurements, a method that visualizes
distance changes between two fluorophores or a fluorophore and a quencher with overlap-
ping emission and absorption spectra (cf. chapter 2.3).
1.3 Enzymatically driven DNA-based devices
(Ref. [1])
To achieve autonomous motion of DNA-based devices, most approaches involve the enzy-
matic activity of proteins or nucleic acids [16, 17, 18]. Here, a few enzymatically driven
devices will be briefly introduced.
Chen et al. [16], for example, presented experiments involving a simple DNA machine
(Fig.1.3) comprising two short double stranded regions connected on one end by a short
ssDNA hinge and on the other end by an RNA-cleaving deoxyribozyme (blue strand),
which is able to cut a single stranded DNA-RNA chimera (black and red strand). As
long as chimeric fuel molecules are present, the machine is continuously opened through
hybridization of the chimera to the RNA-cleaving element and closed back into a folded
state after the chimera is cut apart by the enzyme. After cleavage, the remaining strands
are too short to form stable double helices, dissociate from the enzyme and give room for a
new chimera strand to hybridize to the enzyme and restart the cycle. As for the tweezers
presented in the last chapter, the opening and closing of the device can be monitored with
FRET measurements.
Bath et al. [17] demonstrated directed motion of a free-running DNA motor, which moves
a DNA cargo in discrete steps along a DNA track and is powered by a nicking enzyme.
Recently, Pei et al. [18] employed ribozymes to accomplish the independent motion of a
spider-like, polycatalytic assembly, which moves through an oligonucleotide matrix, while
cutting the sites where the “arms” of the assembly have rested.
Another step towards autonomous motion of DNA devices was taken by employing genetic
mechanisms to actuate a DNA device [19]. The DNA sequence of the bacteriophage T7
encodes for an enzyme that is highly selective to its own promoter sequence and catalyzes
the synthesis of nucleic acids on preexisting nucleic acid templates. This commercially
available enzyme is called T7 RNA polymerase and transcribes in vitro under appropriate
buffer conditions a synthetic DNA template starting with the T7 promoter sequence into
an arbitrary mRNA strand. After encountering a stop-sequence along the template, the
freshly transcribed RNA strand is released into solution, where it can fulfill the task it
was designed for, for example the closing of a DNA tweezer (cf. chapter 1.2). On the
base of the interaction between T7 RNA polymerase and its promoter sequence Kim et
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Figure 1.3: A DNA-based device driven by the enzymatic activity of an RNA-cleaving
deoxyribozyme (cf. text).
al. [20] proposed artificial transcriptional circuits composed of mutually inhibiting and
activating genes which could provide controlled amounts of various actuator RNA strands
for networks of DNA. Recently, an in vitro bistable circuit from synthetic transcriptional
switches was realized by the same group [21]. In still unpublished experiments Kim et al.
demonstrated even in vitro oscillatory circuits, which provide alternating concentrations
of different effector RNA strands. In a collaboration with our group, the periodic opening
and closing of DNA tweezers has been achieved with this oscillatory system.
The review article [1] introduces more DNA-based nanodevices, which perform nanoscale
movements, fulfill sensory tasks or are controlled by genetic mechanisms. Further reviews
can be found in [22, 23].
The scope of this dissertation is to introduce novel concepts of autonomous behavior of
DNA-based nanodevices and materials. This includes on the one hand the application of
oscillating chemical reactions, which have often been studied as model system for biological
rhythms and oscillations, as chemical “pace-maker”. In future applications this approach
may lead to temporal ordering in self-assembly and self-organization processes. On the
other hand it will be demonstrated, how a DNA-crosslinked hydrogel can be programmed
to release model drug carriers on demand. This might constitute a major step towards
controlled drug release from an autonomously acting delivery system.
Firstly, the physical and thermodynamic properties of DNA, experimental methods for the
characterization of DNA-based devices, and a novel method for fast and reliable melting
temperature determination of DNA will be introduced in the following two chapters.
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2 Theoretical and experimental basics
The determination of the structure of the DNA double helix by Franklin and Wilkins and
Watson and Crick [24] using X-ray diffraction in 1953 gave rise to a fast development
of already existing and newly emerging disciplines in the life sciences. Few biologically
relevant molecules have been studied in such a great detail as DNA. We are today in the
situation to have a polymer at hand, which is not only excellently characterized but at
the same time easy to obtain in a length from 5 up to 105 nucleotides and commercially
available with numerous functionalizations. This chapter gives a short overview of the
physical and thermodynamic properties of DNA and introduces experimental methods for
the characterization of DNA-based nanodevices.
2.1 Physical properties of DNA
The four universal bases that build up the DNA of all known cellular organisms are adenine
(A), thymine (T), guanine (G) and cytosine (C) (Fig. 2.1a). In RNA thymine is substituted
by the base uracil (U). A nucleoside is made up of one of these bases linked to the 1’ carbon
atom of a monosaccharide desoxyribose (ribose in RNA). Together with a mono-, di- or
triphosphate attached to the 5’ carbon atom of the sugar ring the nucleosides are known
as nucleotides. Single nucleotides with sometimes slightly modified sugars are employed by
living cells as signaling elements and as energy storage entities. Any of the monophosphate
nucleotides can be linked via one oxygen atom of the phosphate group to the 3’ atom of the
sugar ring of any other monophosphate nucleotide. Thus, long polymers of monophosphate
nucleotides of arbitrary sequences can be built, so-called polynucleotides or single stranded
DNA (ssDNA). Since the binding always occurs via the 5’ and the 3’ carbon atom of
the sugar rings, the ssDNA or the ssRNA possesses directionality. Just like the reading
direction is important to understand the meaning of a written text, the 5’ end to 3’ end
directionality of polynucleotides is important for all enzymes involved in transcription and
translation processes. In figure 2.1 (left), for example, the sequence of the left strand is 5’
ACTG 3’ and for the reverse complementary strand depicted on the right 5’ CAGT 3’.
Under a wide range of buffer conditions the bases undergo the canonical, hydrogen bond
mediated base pairing (G with C and A with T, A with U in RNA). Two polynucleotides
with reverse complementary base sequences can form the well-known double helix, where
the two strands wind around each other with opposite directionality (Fig. 2.1, right). This
process is called hybridization.
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Figure 2.1: DNA Double Helix. (adopted from http://en.wikipedia.org/wiki/Dna)
Mediated by dipole interactions between the neighboring bases, the carbon rings of the
bases align and water is expelled from the space between the base pairs. This so-called
base stacking contributes significantly to the DNA binding free energy and stabilizes the
Watson-Crick base pairing [25]. Under physiological conditions double stranded DNA (ds-
DNA) adopts the right-handed ’B’-form, where the diameter of the helix is 2 nm and a
full turn is completed by roughly 10.5 base pairs (bp). The vertical distance between two
stacked bases in this conformation is 0.34 nm.
Each phosphate of the phosphate “backbone” is deprotonated at pH values > 1 and hence
carries one negative charge at higher pH values. This makes DNA one of the most strongly
charged polymers known. In the absence of salts like NaCl or KCl electrostatic repulsion
of two complementary strands would be sufficient to prevent these strands from hybridiza-
tion. The screening of the charges by dissociated, mobile salt ions can be described by the
Debye-Hu¨ckel theory, which assumes a screening layer of relatively localized cations close
to the DNA (Stern-layer) and a diffusive layer of cations and anions, loosely associated to
the Stern-layer. The screening of the charges is not only relevant for interactions on the
inter-molecular level, but also for the intra-molecular repulsion.
The mechanics of a fully screened single stranded oligonucleotide is well described by the
freely jointed chain (FJC) model. This model assumes a chain of thin segments of uniform
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length, where each segment can adopt all orientations in space with equal probability. The
mean-squared end-to-end distance < d2 > can then be expressed as < d2 >= 2LpNa where
2Lp is equals the Kuhn length, which is roughly 2 nm for ssDNA, N is the number of nu-
cleotides, and a = 0.43 nm the distance between bases in ssDNA [26]. For the mechanical
description of double stranded DNA, the Worm-Like Chain (WLC) model is employed.
The main difference to the FJC model is the assumption of a continuos elastic medium,
since dsDNA is a rather stiff molecule with a correlated orientation of its successive seg-
ments. The persistence length Lp is then a measure for the stiffness of the polymer and is
defined as the distance at which the correlation between two tangential vectors !t along the
polymer decreases to 1/e:
< !t(s) · !t(0) >= e−s/Lp
Here, s denotes the contour distance between two points of the polymer. For DNA, Lp
depends on the concentrations of salts in the buffer. As a rule of thumb, the persistence
length of dsDNA is approximately 50 nm or 150 bp. This makes dsDNA a fairly stiff
polymer in comparison to synthetic polymers, like e.g., poly(ethylene glycol) (PEG), which
has a persistence length of ∼ 0.4 nm [27].
2.2 Thermodynamics of DNA
Whether two complementary strands adopt the stable double stranded helix conformation
or the single stranded random coil conformation depends on buffer conditions, such as
pH-value or salt concentrations, the concentration of the two strands, and critically on the
buffer temperature. Since the transition from a rigid dsDNA helix to two flexible single
strands is accompanied by a significant increase in entropy (∆S), it is energetically more
favorable for a given dsDNA to melt apart into two random coils above a certain tempera-
ture. The temperature at which half of the double strands have been separated into single
strands is called the melting temperature TM . Thus TM is a measure of the stability of a
DNA duplex and depends primarily on the length and on the base sequences of the DNA
molecules.
Although the exact partitioning of the contributions to the stability of DNA - conforma-
tional entropy, stacking interactions, forming of hydrogen bonds, condensation of counteri-
ons around the backbone, and solvent effects - is not yet possible [25], there exist a variety
of numerical methods to determine TM [28]. As a simple approximation, the Wallace rule
can be applied [29]:
TM = 2
◦C ·#AT + 4◦C ·#GC (2.1)
#AT and #GC are the numbers of A-T and G-C base pairs in the double strand. The
Wallace rule implies that due to the three hydrogen bonds between the bases G and C in
the double helix this pair is stronger bound than the A-T pair, where only two hydrogen
bonds are formed. It turns out that this model is too simple and is only roughly applicable
for DNA sequences of a length of up to 18 bases. Marmur and Doty stated an expression,
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where TM is a linear function of the G-C content [30, 31]:
TM = (69.3 + 0.41 · (%GC))◦C (2.2)
Further extensions of the model of Marmur and Doty included the molarity of monovalent
ions [M+], the formamide content (%F ) [32], the total number of bases of the sequence n,
and the number of mismatches D [33]. This allows for the approximation of TM of DNA
strands of more than 60 bp with the following expression:
TM = (81.5 + 0.41 · (%GC) + 16.6 · log([M+] 1
M
)− 500
n
− f · (%F )− 1.2D)◦C (2.3)
For f values between 0.60 and 0.71 have been stated (cf. chap. 3.2). The most accurate
and complex method includes the thermodynamic interaction of all nearest-neighbor pa-
rameters in a DNA sequence [34, 35]. The 10 Watson-Crick nearest-neighbors and their
interaction values are listed in table 2.1. The free energy ∆G0 for each interaction in
Interaction ∆H0 (kcalmol ) ∆S
0 ( calmolK ) ∆G
0
37◦C (
kcal
mol )
AA/TT -7.6 -21.3 -1.00
AT/TA -7.2 -20.4 -0.88
TA/AT -7.2 -21.3 -0.58
CA/GT -8.5 -22.7 -1.45
GT/CA -8.4 -22.4 -1.44
CT/GA -7.8 -21.0 -1.28
GA/CT -8.2 -22.2 -1.30
CG/GC -10.6 -27.2 -2.17
GC/CG -9.8 -24.4 -2.24
GG/CC -8.0 -19.9 -1.84
Initiation +0.2 -5.7 +1.96
Terminal AT penalty +2.2 +6.9 +0.05
Symmetry correction 0.0 -1.4 +0.43
Table 2.1: Nearest-neighbour parameters for DNA Watson-Crick pairs in 1M NaCl, 37◦C
adopted from [35]. The slash of AA/TT indicates, that the sequences are given in antipar-
ellel orientation. Terminal AT penalty applies for each end of the duplex that terminates
with an AT bp. Symmetry correction applies to self-complementary duplexes.
this table is calculated at 37 ◦C. Since we can assume a constant heat capacity of DNA,
∆H0 and ∆S0 are temperature independent [36] and ∆G0T can be determined at any other
temperature with the standard thermodynamic relationship
∆G0T = ∆H
0 − T∆S0. (2.4)
Noticeable in table 2.1 are the comparatively large free energies of the three nearest-
neighbors containing only C and G bases. This explains why TM increases with increasing
content of GC base pairs.
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After calculating and summarizing the changes of enthalpy ∆H0 and entropy ∆S0
for each dimer of a given sequence, the melting temperature for non-self complementary
duplexes is given by the equation [35]:
TM =
∆H0 · 1000
∆S0 + R · ln(CT/4) − 273.15K (2.5)
∆H0 is in units of cal mol−1 and ∆S0 in units of cal K−1 mol−1, R is the gas constant
1.9872 cal K−1 mol−1 and CT denotes the total molar concentration of the DNA strands in
solution. Generally it has to be taken into account, that many duplexes have competing
single stranded structures. In this case, the approximation of a two state transition is no
longer justified, which leads to systematically lower values for TM than calculated by this
model.
2.3 Characterization of DNA-based nanodevices
Biochemistry and biophysics comprise a range of experimental techniques for the character-
ization of all sorts of biomolecules. A commonly applied technique for the characterization
of DNA-based nanodevices that exhibit physical dimension of only a few nanometers is
gel electrophoresis, which allows for the study of hybridization events and conformational
changes of DNA-based nanodevices. However, the examination of dynamic processes with
gel electrophoresis is hardly possible. Atomic force microscopes (AFM) have been used
for the visualization of DNA assemblies [11], movements within DNA scaffolds [37], force
measurements with single DNA strands [38, 39], and recently for force measurements with
ensembles of DNA devices [40]. Due to the slow frame rates of standard AFM, fast con-
formational changes are hard to image, whereas force measurements have time resolutions
of ∼ 1 kHz.
An elegant optical method to visualize distance changes between two fluorophores with
overlapping emission and absorption spectra relies on Fo¨rster resonance energy transfer or
fluorescence resonance energy transfer (FRET). Since synthetic DNA strands can be la-
beled with a variety of fluorophores, FRET experiments can be employed to obtain insight
into conformational changes of DNA-based devices, which are labeled with appropriate
FRET pairs at designated points. The following sections will briefly discuss the basic
principles of FRET and comment on the influence of metallic surfaces on the fluorescence
properties of a fluorophores.
2.3.1 Energy transfer between fluorophores
FRET is a non-radiative transfer of energy from a fluorophore initially in its excited state
(donor) to another fluorophore initially in its ground state (acceptor) and is based on
dipole-dipole interactions between the two fluorophores [41, 42]. A Jablonski diagram of
a model FRET system is shown in figure 2.2. The transitions between the different states
are depicted as vertical lines. After the absorption of a photon, a fluorophore (donor)
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Figure 2.2: Fo¨rster resonance energy transfer. Left: Jablonski diagram of FRET between
two fluorophores with overlapping emission and absorption spectra (cf. text). Right: R
6
0
R60+r
6
dependence of the FRET efficiency E.
is usually excited from the ground state S0 to some higher vibrational level of S1 if the
energy of the photon matches the energy difference between the two states (blue arrow).
The molecule relaxes in a process called internal conversion into the lowest vibrational level
of S1 (black arrow). This process is very fast and happens on a time-scale of picoseconds.
Since fluorescence life-times of fluorophores usually are on the order of nanoseconds, the
internal conversion is completed before the relaxation of the fluorophore to the ground state
takes place. The relaxation to one of the vibrational states of the ground state is normally
accompanied by the emission of a photon of the according energy. If a second fluorophore
(acceptor) with an absorption spectrum that overlaps with the emission spectrum of the
excited fluorophore resides in close proximity, the energy can be transfered radiationless,
i.e. the first fluorophore relaxes without the emission of a photon and is thereby exciting
the second fluorophore (green dashed arrows and orange horizontal arrow). The second
fluorophore emits after internal conversion a red-shifted photon. The acceptor does not
necessarily need to be a fluorophore itself, but can also be a dark quencher that dissipates
the transfered energy non-radiatively.
The transfer efficiency between the donor and the acceptor E near the Fo¨rster radius R0
strongly depends on their actual distance r:
E(r) =
R60
R60 + r6
(2.6)
Commonly used FRET pairs have Fo¨rster radii R0 between 5 nm and 10 nm. The Fo¨rster
radius depends on the quantum yield of the donor QD, the relative orientation in space κ,
the refractive index of the medium n, and on the overlap integral J(λ), which is a measure
for the spectral overlap of the emission spectrum of the donor with the absorption spectrum
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of the acceptor:
R60 =
9000(ln 10)κ2QD
128pi5NAn4
J(λ) (2.7)
NA denotes the Avogadro constant and the overlap integral J(λ) can be written as
J(λ) =
∫ ∞
0
FD(λ)%A(λ)λ
4dλ (2.8)
where FD(λ) is the normalized fluorescence intensity of the donor in the wavelength range
λ to λ+∆λ and %A(λ) is the extinction coefficient of the acceptor at the wavelength λ.
2.3.2 Energy transfer near metal surfaces
The energy transfer between a metallic surface and a fluorophore is dependent on the
roughness of the surface material, the media in which the transfer takes place and on the
distance between the metal and the fluorophore. Some of the distance-dependent effects
will be briefly discussed in the following.
At distances in the range of the emission wavelength of the fluorophore, i.e. usually hun-
dreds of nanometers, the excited state lifetime of a fluorescent molecule shows distance
dependent oscillatory behavior, which can be explained by a simple interference model,
which accounts for the superimposed electromagnetic field of the emitter and the field re-
flected from a flat metallic surface [43, 44]. For the short distance regime, i.e. between
∼ 1− 10 nm, theoretical studies that assumed the fluorescent molecule as a point dipole
predicted nonradiative energy transfer from the excited fluorophore to the metal surface
[45]. In this picture, the distance dependence of the energy transfer rate is coupled to
the dimensionality of the metal surface, since the rate must be integrated over the volume
of the mirror point dipoles. The 1/r6 distance dependence for a zero dimensional mirror
dipole is reduced to 1/r3 for 3D solid metal, to 1/r4 for a 2D metallic film, and to 1/r5
for a 1D metallic line. A study by Gueroui and Libchaber [46] found good agreement
for the 1/r6 dependence of the quenching efficiency between a CdSe quantum dot and a
1.4 nm gold nanoparticle separated by dsDNA. As a function of dsDNA length, the ob-
served transfer satisfied a Fo¨rster process with a Fo¨rster radius of 7.5 nm. Yun et al.
investigated in a similar study the quenching efficiency between the organic dye fluorescein
(FAM) and 1.4 nm gold nanoparticles [47]. This group found a distance dependence of 1/r4
and suggested, that the donor dipole would interact with a virtual plane of dipoles, which
can be associated with the gold nanoparticle. Dulkeith et al. attribute the fluorescence
quenching of gold nanoparticles to an increased nonradiative decay rate and a decrease in
the radiative decay rate of the fluorophore.
Besides the long distance effects and the short-range quenching influence of metal surfaces,
also short-range fluorescence enhancement has been observed indirectly for organic dyes
near silver particles [48] and on a single emitter level for quantum dots adsorbed on rough
metallic surfaces [49].
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In conclusion it has to be stated that the findings for the fluorescence behavior of fluo-
rophores near metal surfaces are diverse and not always consistent. Experiments involving
metal-mediated quenching of fluorophores need to be interpreted carefully and should al-
ways involve systematic control experiments.
3 Determination of DNA Melting
Temperatures in Diffusion-Generated
Chemical Gradients (Ref. [2])
Although the melting temperature can be calculated quite reliably under standard condi-
tions, the calculations fail under non-standard conditions. Such non-standard conditions
could be extreme pH-values or salt concentrations or the utilization of DNA strands, which
display mismatching regions or extensive secondary structures. In these cases TM has to
be determined experimentally.
3.1 DNA melting temperature determination by ther-
mal denaturation
The melting temperature of polynucleotides can be determined by measuring the optical
absorbance of the sample dissolved in buffer, while slowly sweeping the temperature.The
optical absorbance A is defined as A(λ) = −(ln[Id(λ)/I0(λ])/d, where I0(λ) is the intensity
of light of the wavelength λ before and Id(λ) after passing the optical pathway d. The
optical pathway generally is normalized to 1 cm. DNA and RNA in solution have a char-
acteristic absorption peak at 260 nm, which originates from excitable in-plane transitions
of the pi electrons of the nucleotides. The dipole interactions between nucleotides and their
surroundings influence these transitions and causes the absorbance of a solution containing
double stranded polynucleotides to be lower than the absorbance of a solution of the same
polynucleotides in single stranded conformation. This effect is called hypochromism and is
usually employed for measurements of the melting temperature of a polynucleotide. A plot
of the normalized absorbance at 260 nm over temperature is depicted in Fig. 3.1 (left).
For reliable measurements, the temperature is typically changed at 1◦ C every five to ten
minutes to allow thermal equilibration of the whole sample volume. The sample volume in
an experiment depends on the size of the cuvette employed and ranges from 75 µl to 1 ml.
Alternative to absorbance measurements, it is sometimes more favorable to measure TM
by monitoring the Fo¨rster Resonance Energy Tranfer (FRET, cf. chapter 2.3) efficiency
of a FRET pair attached to the DNA strands of interest. For this purpose, generally two
methods are conceivable: (i) The FRET pair is attached to the two ends of the same
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Figure 3.1: Melting of dsDNA. At lower temperatures two complementary strands form
a stable double helix and melt apart at higher temperatures. Left: The absorbance at
260 nm in the double stranded conformation is relatively small (cf. text) and increases
at higher temperatures when the single strands adopt a random coil conformation. Right:
The recorded fluorescence intensity of a solution containing complementary, labeled DNA
strands changes while the temperature is swept and the strands dissociate(cf. text).
ssDNA. In the random coil conformation, the end-to-end distance can be estimated with
d =
√
2LpNa (cf. chapter 2.1) and is much shorter than the end-to-end distance of the
stiff double helix. E.g. the end-to-end distance for an approximately rod-like 30 bp helix
is ∼10 nm, while a 30 bases long single strand has an end-to-end distance of only ∼5 nm.
This change in distance can be easily monitored, since Fo¨rster radii of available FRET-
pairs are in the range between 5 nm and 10 nm. This labeling method finds its limitation
in the fact, that for long strands the random coil end-to-end distance is already much
larger than the available Fo¨rster radii. (ii) The donor of the FRET pair is attached to
the 3’ or 5’ end of one strand and the acceptor is attached to the 5’ or 3’ end of the
complementary strand in such a manner that in the duplex conformation, the donor and
the quencher are in close proximity. The distance between the donor and the acceptor
linked to the dissociated strands depends mainly on the concentration of the strands in
the solution but it will certainly be much larger than in the duplex conformation (Fig.
3.1, right). In principle, this method is suited for all lengths of polynucleotides, although
possible stepwise dissociation of parts of the duplex far away from the FRET pair remains
undetectable. In both methods, the fluorescence labeling is not necessarily restricted to
the ends of the oligonucleotides. Since synthetic oligonucleotides can also be labeled at
certain bases along the sequence, the melting behavior of a long DNA sequence could be
investigated in detail, by positioning the labels at various regions of interest.
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3.2 DNA Melting temperature determination in Chem-
ical gradients
(Ref. [2])
The common methods to determine TM described above exhibit two major drawbacks:
the high sample consumption and the long measurement times. In reference [2] a method
is proposed to determine TM in a fast and efficient way. The basic idea is to determine
the melting temperature along a diffusively generated gradient of a denaturing agent in a
microfluidic setup. As already indicated in equation 2.3, the melting temperature of a DNA
duplex is lowered by the molecule formamide (CH3NO), which is able to form hydrogen
bonds with the bases and therefore competes with the Watson-Crick pairing (Fig. 3.2).
Figure 3.2: Left: Chemical structure of formamide. Right: Melting temperatures of DNA
samples from three different organisms at varying formamide concentrations. Linear fits
reveal a slope of - 0.6 ◦C / % formamide in solution (from [50], with kind permission of
the Journal of Bioscience).
The first study examining the correlation between DNA melting temperature and for-
mamide concentration in solution by McConaughy et al. [51] claimed for DNA duplexes a
TM dependence of - 0.72 ◦C / % formamide in solution. Later Casey et al. [52] determined
a slope of - 0.63 ◦C / % formamide. Both studies presumed a G-C content dependence of
the slope. A later study [50] found a dependence of - 0.60 ◦C / % and no influence of the
sequence composition between 38% and 66% G-C content. The latest study by Blake et al.
[53] revealed an almost linear dependence of the denaturing behavior of formamide from
the G-C content between - 0.60 ◦C / % for 0 % G-C content and - 0.72 ◦C / % for 100 %
G-C. Since our data could be described best with a value of - 0.64 ◦C / % formamide, we
chose this value for evaluation.
To generate a stable chemical gradient, a multilayer polydimethylsiloxane (PDMS) mi-
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Figure 3.3: Multilayer microfluidics. Left: At intersecting points of flow and control chan-
nels the two volumes are separated by a thin PDMS membrane. If a high enough pressure is
applied in the control channel, the membrane is pushed down and closes the tunnel-shaped
flow channel. Right: Color enhanced top view of the microfluidic setup. The control chan-
nels can be addressed individually, which allows the independent filling of the two circular
reservoirs. The eight squares are supporting columns, which prevent the reservoirs from
collapsing.
crofluidic chip with built-in monolithic valves was fabricated with soft lithography methods
[54, 55]. The core element of the lower layer - or flow layer - of the chip consists of two
reservoirs (# = 750 µm, height = 20 µm), which can be filled with the liquids of interest
(Fig. 3.3). The reservoirs are connected by a narrow channel (300 µm×100 µm). At des-
ignated points the channels of the top layer - or control layer - cross the flow channels. At
these points the two layers are only separated by a thin membrane (∼ 20 µm) of PDMS. If
pressure is applied to a control channel, the membrane acts as valve as it is pushed down
and thereby closes the underlying flow channel. If the connecting channel is closed by such
a valve each reservoir can be filled with a different solution. After completed filling, the
intersecting valve is opened and the two liquids mix in the connecting channel by means of
diffusion thus building up a stable, linear gradient of each differing compound of the two
solutions.
In a simplified model, the connecting channel can be considered as a one-dimensional tube
of length L, containing molecules or particles with a constant diffusion coefficient D and
fixed concentrations c(x = 0, t) = 0 and c(x = L, t) = c0 at its ends. With these boundary
conditions the solution to the 1D diffusion equation
∂c(x, t)
∂t
= D
∂2c(x, t)
∂x2
(3.1)
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is time independent and reads
c(x) = c0 · x
L
for 0 ≤ x ≤ L. (3.2)
Hence, we expect a linear gradient along the connecting channel. Finite element simu-
lations for the described setup yield a linear gradient of solutions along the connecting
channel if we assume that the concentrations in the reservoirs remain constant during the
measurements (cf. Fig. 2 in Ref. [2])
Figure 3.4: DNA dissociation along a formamide gradient. Left: Fluorescence micrograph
of the connecting channel between the two reservoirs (cf. Fig. 3.3) one minute after opening
the intersecting valve. Both reservoirs were filled initially with PBS buffer containing two
DNA strands with 14 bp complementary sequence. One strand was labeled with a dye on the
5’ end, the other strand with a quencher on the 3’ end. The left buffer contained 0 %, the
right buffer 75 % formamide. Right: Normalized fluorescence intensity along the dashed
line of the left image. The linear formamide gradient along the channel can be mapped to
a corresponding virtual temperature.
In Ref. [2] the melting temperatures of five pairs of partly complementary DNA strands
were measured. To determine TM of one DNA pair the reservoirs were separately filled
with two buffers of which both contained the same amount of DNA while one buffer con-
tained 0 % and the other 75 % formamide. Shortly after opening the intersecting valve a
stable formamide gradient established between the reservoirs. Above a certain formamide
concentration in the solution the DNA duplexes dissociated into single strands, which was
monitored by measuring the FRET efficiency of a donor and acceptor pair tethered to the
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ends of the DNA strands (cf. Fig 3.4).
Comparison of the gradient measurements with conventional temperature sweeps (cf.
chapter 3.1) yielded very good agreement. The study demonstrated the possible application
of diffusion generated formamide gradients to determine melting temperatures at single
base pair resolution. In contrast to time-consuming temperature sweeps of ten or more
hours, each measurement in the microfluidic setup took only a few minutes while consuming
only a few microliters of sample volume. Although PDMS has a considerable absorption in
the ultra violet, the setup could be adjusted to enable 260 nm absorption measurements.
This is desirable, since labeling of DNA strands with fluorescent dyes is cost intensive.
In figure 4 of [2], the detection of a single nucleotide mismatch in a 14 bp strand is
demonstrated. Thus, the method presented here could find application in Single Nucleotide
Polymorphism (SNP) detection. The microfluidic chip is reusable and could be applied to
generate solution gradients of all kinds of chemical agents. Furthermore, this principle is
not restricted to the generation of 1D gradients of only two solutes. In figure 3.5 a possible
design for a microfluidic chamber with four reservoirs and an area for diffusive mixing of
up to four components is depicted.
Figure 3.5: Design for the creation of 2D gradients of four different solutes. Four reservoirs
surround the quadratic measurement region in the middle.
4 A DNA switch driven by a
Chemical Oscillator (Ref.[3] and[4])
In living cells directed movements on the micrometer scale are accomplished by a large
variety of molecular motors, such as myosin or kinesin. These biological motors convert
chemical energy during the breakdown of ATP to ADP and inorganic phosphate. This
breakdown introduces an irreversible chemical step into the operation cycle of these mo-
tors which gives rise to the directionality of their movement. In a closed system, these
motors would stop running after all the ATP has been consumed. However, biological
systems are open systems and high ATP levels are sustained by metabolic processes such
as oxidative phosphorylation. In that sense a cell provides a specific sort of chemical en-
ergy that is converted into motion under permanent consumption of energy offered by
the organism (Fig. 4.1). As long as the cell and its surrounding organism is living, this
state of non-equilibrium is maintained. After death, an organism decays towards a state
of thermodynamic equilibrium.
Figure 4.1: A living cell constantly provides its internal molecular motors with specific
molecules, e.g. adenosinetriphosphate (ATP), whose stored energy can be converted by the
motors into motion. The cell itself is in a situation of non-equilibrium and breaks down
nutrition (e.g. carbohydrates and lipids) into disposal forms of energy and waste products.
So far, operation mechanisms for artificially constructed DNA-based molecular devices
- as the DNA tweezers presented in the introduction - were not availing these aspects. Usu-
ally, a conformational change in these devices was enforced by the addition of DNA “fuel”
strands – leading to the stiffening of a previously flexible single stranded part of the device
or the connection of previously distant sections of it [12, 56]. Other DNA machines were
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driven by a change of buffer conditions which was accompanied by conformational changes
of the devices [57, 58, 59]. To return to the original state – and enable cyclical operation –
fuel strands had to be removed by “anti-fuel” strands or the original buffer conditions had
to be restored. Continuous operation of these devices requires keeping track of the state
of the devices and the external initiation of transitions at the right moment. Under closed
conditions, waste products accumulate and soon become the dominant chemical species in
the system and impair proper function of the devices. In this chapter a novel concept for
autonomous movements of DNA devices will be introduced. In particular, two publications
of our group (cf. ref. [3] and ref. [4]) demonstrate how the conformational transition of
a single-stranded DNA switch can be driven autonomously and continuously by an oscil-
lating chemical reaction, keeping it under non-equilibrium conditions all the time. From a
conceptual perspective, by this means the situation of molecular motion in a living cell is
mimicked, where motion occurs in a situation of permanent non-equilibrium.
4.1 Non-equilibrium systems
Before we address non-equilibrium systems, let us first recall the basics of the formation of
ordered structure in thermodynamic equilibrium. An example for such a process is the for-
mation of a monocrystal in a saturated solution. Structures in equilibrium form in closed
systems1 if the system’s loss of entropy S is over-compensated by the binding energy U .
Finally, the free energy F = U − T · S reaches a minimum at a certain temperature T .
Thus, every fluctuation away from the minimum causes a restoring force that drives the
system back to equilibrium.
Structures in non-equilibrium - or dissipative structures - form in open systems under con-
stant supply of energy and/or mass transfer from the surrounding, which may result from
diffusion, convection or chemical reactions. The system’s entropy has two contributions
and is changing over time:
dS
dt
=
dSint
dt
+
dSext
dt
. (4.1)
dSint
dt describes the internal production of entropy (we assume irreversible processes inside
the system) and dSextdt is the change of entropy due to energy and mass exchange with the
environment. In general, dSdt > 0 and in the special case of a steady state
dS
dt = 0 or
− dSext
dt
=
dSint
dt
> 0. (4.2)
It can be stated, that a steady state - or the formation of a pattern under non-equilibrium
conditions - occurs due to constant supply of negative entropy from the environment [60].
If we define entropy as a quantification of disorder, then this flux of negative entropy can
be understood as the cause for the emergence of order in dissipative systems.
1Here, a closed system may exchange only energy with its surrounding.
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In nature, only a comparatively small number of systems can be described as equili-
brated systems. An example of a dynamic system that is sustained in permanent non-
equilibrium is the sand dune. Such a structure emerges although the wind dislocates the
single sand grains fast and over huge distances. The growth of a dune can be initiated by
a small fluctuation, e.g. a rock in the sand. The accumulation of sand in the slipstream
behind the rock leads to growth of the dune, which causes a larger slipstream and further
accumulation of sand. This is a short ranged positive feedback mechanism. On the other
hand, a long-range mechanism of suppression is necessary to obtain a single dune within
a certain area. Here, this mechanism is the accumulation of sand in the slipstream, which
is responsible for the depletion of sand in the air and suppresses the formation of a second
dune in the adjacencies [61].
In this example, we have already seen two basic elements of pattern formation in dynamic
systems: a local positive feedback on a so-called activator that leads to further amplifica-
tion of a fluctuation of the activator concentration and a far-ranging antagonistic reaction,
which suppresses the unhindered amplification. For the development of a dynamic system,
the temporal evolution of these two reactions is crucial. E.g., the concentration bursts of
a species in an oscillatory system - such systems will be discussed in chapter 4.3 - can be
caused by slow reacting antagonistic feedback. In such a case, the increase of the activator
concentration is not down-regulated instantaneously, which causes the concentration burst.
The burst lasts until the antagonistic system - this can be the rising concentration of an
inhibiting species - reacts or the substrate is exhausted. Usually, the burst is followed by
a refractory period where either the excessive concentration of inhibitor is degraded or the
substrate is regenerated to the point where a new activation is possible.
4.2 Reaction diffusion processes
The interest in reaction diffusion (RD) processes was particularly driven by the wish to
understand spatiotemporal ordering in biological surroundings. RD systems rely on the
competition between two classes of processes: i) reaction processes, which are responsible
for the production or consumption of chemical species, where the species can autocatalyze
or inhibit their own production. Furthermore, one chemical species can activate or inhibit
the production of other species. ii) diffusive processes driven by concentration gradients of
the reacting species. In a biological context, the chemical species are called morphogens.
Some examples for biological spatiotemporal ordering are fur patterns of mammals, pig-
mented patterns on sea shells, and the embryonal development of drosophila melanogaster
(fruit fly) [62] (Fig. 4.2). The underlying interactions between inhibiting and promot-
ing genes, which are expressed during early development stages of a drosophila embryo
emerged from numerous experiments [63, 64].
RD systems2 can be described mathematically by a set of partial differential equations of
2A detailed review on pattern formation in non-equilibrium can be found in [65]
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Figure 4.2: The basic assumptions for the pattern formation depicted in these images are:
(i) Activating and inhibiting molecules, so-called morphogens, are responsive for the local
or temporal emergence of a color or a feature; (ii) The activation or inhibiting processes
are coupled in a non-linear fashion; (iii) The activating and inhibiting morphogens have
different diffusion properties. Left: Zebra with striped patterns. Middle: Shell with a
triangular pattern. Right: During the different stages of development the drosophila embryo
converts from a unruﬄed ellipsoid (called cellular blastoderm) to a striped larva. c©FHCRC
the following form:
∂ci
∂t
= ∇ · (Di∇ci) + Ri({cj}, r, t) (4.3)
where ci denotes the concentration of species i, Di its diffusion coefficient and Ri is the
reaction term, which is potentially dependent on the location, time and the concentrations
of other species j. With such a set of equations, the formation of pigmented patterns of
animals (Fig. 4.2, left an middle) can be described if we assume that pigmentation only
occurs in regions with high enough concentration of an activator A. As stated earlier,
the basic requirement for the spontaneous establishment of a pattern is the local self-
amplification of the activator coupled with a far-ranging antagonistic response. For the
example of the dune in chapter 4.1 we have already seen that an antagonistic effect can
rely on the depletion of a substrate, which is needed for the production of the autocatalytic
activator. Another possible reason for an antagonistic effect can be the inhibition of the
autocatalytic process by an inhibitor B. Both models are briefly discussed in the following.
An activator-inhibition mechanism can be described by the following equations [61]:
∂cA
∂t
= DA
∂2cA
∂x2
+ d(
c2A
cB
+ bA)− rAcA (4.4)
∂cB
∂t
= DB
∂2cB
∂x2
+ bB + dc
2
A − rBcB
cA is always the concentration of the activator A and cB denotes the concentration of the
inhibitor B. d is a measure of the density of the pigment producing cells, rA and rB the
constant degradation rates of both species, and bAand bB the basic production rates of the
activator and the inhibitor. The activator has a non-linear autocatalytic influence (d · c2A)
and its production is inhibited by the Inhibitor(d/cB). The degradation of a species depends
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on its own concentration (rAcA and rBcB) but a concentration-independent production of
the activator (bA) is necessary for initiation and regeneration processes. For the formation
of a stable pattern an inhibitor that diffuses much faster than the activator is crucial, i.e.
DB & DA.
A model that relies on the consumption of a substrate S by the activator A can be given:
∂cA
∂t
= DA
∂2cA
∂x2
+ d · cS( c
2
A
1 + sAc2A
+ bA)− rAcA (4.5)
∂cS
∂t
= DS
∂2cS
∂x2
+ bS − d · cS( c
2
A
1 + sAc2A
+ bA)− rScS
In this model, cS denotes the concentration of the substrate S. Here the autocatalytic
production of the activator A depends directly on the concentration of the substrate (d ·
cSc2A) and the degradation of the substrate depends likewise on the production of the
activator. The saturation term sA reduces the number of activated cells to a fraction of
the whole ensemble and helps to prevent the simulation from numerical instabilities.
For the establishment of a stable pattern, the substrate needs to be produced at a high
enough rate (i.e. bS > rA) to avoid the emergence of oscillatory behavior over time (cf.
chapter 4.3). Also in this model, the range of the antagonist must be much larger than the
range of the activator (i.e. DS & DA).
Although Turing proposed already in 1952 a model for RD systems relying on autocat-
alytic morphogens [66] and seminal work on dissipative systems was provided by Prigogine
et al.3 [67, 60] in the 1960’s, the application of the underlying chemical and physical frame-
work to the field of nanotechnology and materials science is only just beginning.
In recent experiments the group of B. A. Grzybowski demonstrated how reaction diffusion
processes can be employed to structure material with sub-micrometer features. They de-
veloped a ‘wet stamping’ technique for patterning hexacyanoferrate (K4Fe(CN)6) doped
gelatine gels by bringing an agarose stamp inked with an inorganic salt (typically iron(III)
chloride, cobalt(II) chloride, or copper(II) chloride) in contact with the gel [68, 69]. While
the salt cations, which are constantly delivered from the stamp, precipitate all hexacyano-
ferrate they encounter, they establish a sharp concentration gradient of hexacyanoferrate
at the reaction front. The unreacted hexacyanoferrate diffuses in direction of that gradient
leaving a depleted region behind. If two of these traveling waves encounter each other, a
narrow region containing no hexacyanoferrate - and thus no precipitating material - re-
mains between the reaction fronts. These regions are only 300 nm wide, while the features
of the stamp are separated 50 µm.
3Prigogine and Lefever introduced the term ‘dissipative structure’. The fact that the work was con-
ducted at the Universite´ Libre de Bruxelles bestowed the introduced mathematical models the name
‘Bru¨sselator’.
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Figure 4.3: Pattern formation with the activator-substrate mechanism (Eq. 4.5). A slightly
increased initial activator concentration on the left induced the formation of an activator
maximum. The maximum grows under consumption of the substrate, which initiates the
formation of further maxima and at the same time inhibits the formation of secondary
maxima in close proximity. The simulations were conducted with MATLAB.
4.3 Oscillatory systems
Besides stationary pattern formation, also oscillatory reactions play an important role
in nature. Almost a century ago Alfred J. Lotka proposed a simple set of non-linear
differential equations, with which the population oscillations of predator-prey systems could
be described4[70]:
∂H
∂t
= hrH − hdHL (4.6)
∂L
∂t
= −ldL + lrHL
4Vito Volterra developed independently the same set of equations. The equations are therefore named
‘Lotka-Volterra equations’.
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A set of data which could be captured with this equations was provided by the Hudson Bay
Company. It consisted of the records of hunted lynx - the predator - and hunted snowshoe
hares - the almost exclusive prey of the lynx - between the years 1850 and 1930. In the
equations 4.6 H and L are then measures for the populations of hares and lynx, hr and lr
are the constant reproduction rates of the species, and hd and ld their constant death rates.
It can be shown, that near the fixed point of this system (H = ld/lr and L = hr/hd), the
trajectory in the H,L space is described by an equation of an ellipse, which means that
near the stationary point the system acts like a harmonic oscillator [71].
Figure 4.4: Predator Prey Model. Left: Data on hunted furs provided by the Hudson Bay
Company. Right: The simple equations 4.6 describe the data qualitatively well. Note, that
in the real data and in the simulation the number of the predators always lags behind the
number of the prey.
Other examples of naturally occurring oscillations are circadian clocks [72, 73], calcium
oscillations in cells [74], glycolytic oscillations [75], and oscillating concentration of cyclic
adenosine monophosphate (cAMP) during the aggregation of slime molds [76, 77].
In recent years, the design of artificial oscillatory systems in biological surroundings has
been aspired. Elowitz and Leibler constructed an oscillatory network of three mutually
repressing transcriptional systems in Escherichia coli and termed it ‘Repressilator’ [78].
An oscillatory transcriptional network of Kim et al. (cf. chapter 1.3) is based on inhibiting
and activating genes, operates in vitro, and can provide DNA-based machines with ‘fuel’
RNA ([20, 21] and unpublished results).
Chemical oscillatory reactions are artificial systems, which represent a situation of per-
manent non-equilibrium and exhibit overall oscillating concentrations of chemical species in
a stirred open or closed reactor. The first chemical oscillator that was described in detail is
the Belousov-Zhabotinsky reaction [79]. While studying the Krebs cycle in the 50’s, Boris
Belousov discovered periodic color changes in a mixture of citric acid, bromate, and cerium
catalyst in a sulfuric acid solution. The changes in color indicated the cyclic formation and
depletion of cerium in different oxidation states. However, Belousov’s attempts to publish
his work failed. The common picture of a chemical oscillation at that time was a damped
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pendulum passing with each oscillation through its thermodynamic equilibrium position.
This indeed would be impossible, since moving away from equilibrium would require an
increase of Gibbs free energy. Today we know that a chemical oscillatory system - exactly
like a mechanical system - does not reach its equilibrium until the end of its oscillations.
In 1961 A. M. Zhabotinsky reproduced Belousov’s results and was able to modify the re-
action by using malic or malonic acids as reductants. The reaction could be described
mathematically ten years later by Field, Koros, and Noyes (FKN)5 [80].
Figure 4.5: Activatior-substrate reaction without diffusion. Without the diffusion term the
equation 4.5 describes oscillatory behavior of an activator A (red) and a substrate S (blue)
if the basic production of the substrate bS is too low to permit a steady production of the
activator, i.e. the condition bS < rA is fulfilled.
Without the continuous stirring, the Belousov-Zhabotinsky reactions display spatio-
temporal pattern development, which relies on local, propagating concentration changes.
Figure 4.6 depicts such propagating waves in a petri dish generated by the Belousov-
Zhabotinsky reaction.
Besides the well-known Belousov-Zhabotinsky reaction, there are numerous other exam-
ples of reactions in which chemical concentrations oscillate in time or travel in space as
chemical waves [81, 82].
The motivation for the studies on oscillatory reactions presented in chapter 4.5 and 4.6
was to apply the concepts of non-equilibrium dynamics to actuate a DNA-based nanoma-
chine. In this context, a special group among the oscillatory reactions captured our interest:
the group of the pH-oscillators. During these reactions, the concentration of H+-ions varies
over time. This is of particular relevance, since various DNA-based devices can be switched
5Following the nomenclature of the Bru¨sselator of Prigogine et al., a simplification of the FKN model
was referred to as the ‘Oregonator’, since the studies were conducted at the University of Oregon.
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Figure 4.6: The Belousov-Zhabotinsky reaction: In an unstirred mix of sodium bromate,
ferroin, malonic acid and sulfuric acid in a petri-dish, changes of the concentrations of
ferroin (red-orange) and ferriin (colorless-blue) ions are propagating in spiral-like waves.
between their conformational states by changing the pH-value of the solution.
4.4 pH-sensitive DNA devices
Under certain conditions, DNA can adopt conformations quite different from the canonical
double helix introduced in chapter 2.1. In particular, cytosines become protonated at low
pH-values - the pK value for cytosine is approximately 4.2 - which allows for the forma-
tion of cytosine-protonated cytosine base pairs (C-C+). At low pH-values DNA strands
containing tracts of cytosines have the ability to adopt a conformation known as the “i-
motif”, a tetrad structure of four anti-parallel DNA strands sustained by the non-canonical
interaction of intercalating protonated and unprotonated cytosine residues [83]. Liu et al.
[57] took advantage of this effect and designed a pH-dependent DNA machine based on
the transition between a canonical DNA duplex and the i-motif. In the particular case
of the device used here, a DNA strand containing four triples of cytosines is able to form
six intramolecular C-C+ base-pairs at pH values below 6.2. This leads to the folded DNA
structure depicted in Fig. 4.7 (left). At higher pH values, the cytosines are deprotonated
and the strand containing the i-motif sequence is able to hybridize to a complementary
ssDNA, which is present during the whole experiment. The two strands thus form a stiff
double helix. The transition between the i-motif and the double helix conformation can be
visualized with Fo¨rster Resonance Energy Transfer (FRET) experiments (cf. chap. 2.3).
To this purpose, Liu et al. labeled one end of the DNA strand with the sequence 5’ - CCC
ATT CCC ATTT CCC ATT CCC - 3’ with a pH-insensitive dye, the other end with a
fluorescence quencher. At low pH values the i-motif forms, which brings the labeled ends
in close proximity. In this conformation the fluorescence is quenched due to radiationless
energy transfer between the dye and the quencher. At pH-values above 6.2 the strand
hybridizes to its complementary counterpart. Now both ends of the stretched double helix
are far apart and no or only little quenching occurs. This leads to a strong change of the
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Figure 4.7: Two pH-dependent DNA devices. Both devices are labeled with a pH insensitive
FRET pair. The dye (green circle) is attached to the 5’ ends and the quencher is attached
to the 3’ end (black circle) of a ssDNA. The conformational changes of the devices can
be observed by monitoring the FRET efficiency of pH independent FRET pairs. Left:
Transition between the i-motif conformation at pH 5 and a double stranded helix at pH 8.
The intercalating C+-C pairs in the i-motif are indicated as grey lines (cf. text). Right: At
pH 5 a segment of this DNA devices forms a DNA triplex structure with the double helix
of the neighboring segment under the formation of C+G-C and TA-T triplets. At pH 8 the
same segment adopts a random coil conformation.
fluorescence intensity during the transition between the two conformations.
C+ bases are also involved in the formation of DNA triplices, where a third DNA strand
binds along the major groove of a regular ‘B’-form double helix by ‘Hoogsteen’ bond-
ing, a base-pairing mode alternative to the Watson-Crick scheme [84, 85]. Making use
of ‘Hoogsteen’ bonding, Chen et al. [58] designed a pH-dependent device based on the
duplex-triplex transition (Fig. 4.7, right).
4.5 Switching the conformation of a DNA molecule
with a chemical oscillator (Ref.[3])
In Ref. [3] a novel approach to achieve autonomous motion of a nanoscale device is pre-
sented. In contrast to the methods introduced in the beginning of this chapter, where
motion is triggered by an external operator, it is demonstrated here, how a proton-fuelled
DNA conformational switch can be driven by pH variations generated by a non-equilibrium
oscillatory chemical reaction. An oscillatory variant of the Landolt reaction is adopted to
periodically change the pH value in a continuously fed chemical reactor [86, 87, 88].
The classical, non-oscillatory Landolt reaction is based on the oxidation of sulfite (SO−3 )
by iodate (IO−3 ). In a first reaction step iodide (I−) is generated:
IO−3 + 3 HSO
−
3 −→ I− + 3 SO2−4 + 3H+
This is the rate determining step. In a fast reaction, the iodide is oxidized by the iodate
under the formation of iodine (I2):
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IO−3 + 5 I− + 6H+ −→ 3 I2 + 3 H2O
The liberated iodine is instantaneously retransformed by sulfite to iodide:
I2 + HSO
−
3 + H2O −→ 2 I− + SO2−4 + 3 H+
This is a very fast reaction, which effectively leads to the situation, that despite perma-
nent iodine production, iodine never reaches appreciable concentrations as long as sulfite
is retransforming it instantaneously to iodide. Only after the consumption of all of the
sulfite, the reduction of iodine is stopped and the iodine can react with starch, which is
present in the solution for visualization purposes, forming a deep blue iodine-starch com-
plex. In the presence of thiosulfate (S2O
2−
3 ) the system starts to oscillate, where one of
the oscillating species in this system is the concentration of hydrogen ions. The full set
of reaction equations and a set of differential equations modeling the chemical reactions
mathematically is given in the supplementary information of [3] and [4].
For the experiments a solution of thiosulfate, sulfite, and sulfuric acid was slowly and con-
stantly fed into a semibatch reactor6 already containing a solution of iodate and a ssDNA
strand “M”. The M-strand comprised the base sequence of the i-motif (cf. chapter 4.4) and
was labeled on the 5’ end with the dye Alexa Fluor 488 and on the 3’ end with the quencher
BHQ-1. The fluorescence of the solution was excited with an argon ion laser and collected
with a Si photodiode at an angel of 90◦. After a pre-oscillatory phase the pH value of the
solution started to oscillate between pH 5 and 6.5. During the oxidation of the sulfite some
of the produced hydrogen ions protonated half of the cytosines of the strand M and the
i-motif was formed. During the oxidation of the thiosulfite the cytosines got deprotonated
and the strand adopted a random conformation again. This fully reversible process was
monitored by observing the FRET-induced changes of the fluorescence intensity of the dye
(cf. chapter 2.3) while simultaneously measuring the pH-value of the solution. In figure 3 in
[3] the synchronous oscillation of the fluorescence intensity and the pH-value is displayed,
which demonstrates the functionality of the system. It has to be noted, that addition of
ssDNA M’ complementary to M did not change the fluorescence intensity traces. This
indicates that hybridization of the two strands M and M’ did not occur during the ongoing
oscillations. Also attempts to drive the pH-dependent machine of Chen et al. (Fig. 4.7,
right) failed, which strengthens the hypothesis that no hybridization of complementary
strands occurs under oscillatory conditions. Further experiments involving DNA strands
and chemical oscillators will have to focus, among other issues, on the optimization of the
reaction conditions to achieve canonical Watson-Crick pairing during the oscillations.
We also attempted to induce the switching of the i-motif with an oscillator based on the
hydrogen peroxide (H2O2) mediated oxidation of thiosulfate ions in the presence of cat-
alytic amounts of copper [88]. Although we achieved oscillatory behavior in the semibatch
6A semibatch reactor is an open reaction volume, which is constantly fed with reactants but has no
outlet
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Figure 4.8: pH-Oscillations (black circles) were achieved by flowing a solution of 0.05 M
Na2S2O3 containing 0.07 M NaOH at 0.159 ml/min into 300 mL of a constantly stirred
solution containing 0.1 M H2O2 and 8.83 µM CuSo4. Under this conditions, no response
of the fluorescence (green circles) indicating opening and closing of the DNA switch could
be observed.
configuration, periodic switching of the fluorophore labeled i-motif added to the reaction
solution could not be observed (Fig. 4.8). We attributed this to the unfavorable conditions
in the reaction solution (copper ions, hydrogen peroxide), which probably caused harm to
the DNA or the fluorescent dye.
4.6 A surface-bound DNA switch driven by a chemi-
cal oscillator (Ref.[4])
The approach presented above suffers from the following drawbacks: (i) There is no control
over the device, except that the current state of the ensemble of the device- predominantly
folded i-motif or predominantly random coil - is known; (ii) Due to accumulation of waste
products and the lack of supply of fresh iodate, the pH oscillations are damped and die
out after only a few periods. Removal of waste products from the reactor and constant
supply with fresh iodate would at the same time result in the eventual elution of the device
strands from the reactor. Both of these problems are solved by tethering the DNA device
to a solid substrate.
In reference [4] the 3’ end of the strand M was no longer modified with a quencher,
but with a thiol group. This enabled covalent coupling of the DNA device strands to
gold, which also acts as a fluorescence quencher [89, 90] (cf. chapter 2.3). As supporting
substrate for the surface bound DNA device a glass slide bearing gold islands much smaller
than the optical diffraction limit was fabricated according to the supporting information
of Ref. [4] (Fig. 4.9). The fluorescence intensity recorded with a fluorescence microscope
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Figure 4.9: Left: Atomic Force Microscope (AFM) image of gold islands on a Si-substrate,
which was fabricated according to [4], supplementary information. The islands have a
diameter of 10 - 20 nm. Middle: Schematic view of DNA strands modified at the 5’ end
with a dye (green circle) and at the 3’ end with a thiol group (-SH) able to couple covalently
to small islands of gold on a substrate. To prevent the DNA from non-specific binding to
the surface, the gold was saturated with Mercaptohexanol. Right: A chessboard pattern of
areas of gold islands was applied to a glass slide. Dye-labeled, thiol-modified DNA attached
specifically to the gold modified areas, which results in a chessboard patterned fluorescence
microscope image.
(Olympus IX 71, 20× objective) from such a surface patterned with fluorescently labeled
DNA exhibited a signal-to-background ratio7 of 2.5 : 1 and a signal-to-noise ratio8 of
40 : 1. Using the same microscope setup and the same fluorophore labeled DNA tethered
to a 100 nm thick layer of gold a signal-to-background ratio of 1.3 : 1 and a signal-to-
noise ratio of 20 : 1 was achievable. The considerably lower signal-to-background ratio
can be explained by the fact, that the fluorescence emitted from the fluorophores has to
compete with reflected excitation light that is not cut out by the filters9. The fraction of
the reflected light will be the higher the thicker the gold layer is and will be lowest for
the case of a transparent glass slide supporting only residual gold. If illumination and
detection is carried out on the backside of the sample - as it has been the case during our
experiments - the reflectivity of the supporting material has an effect on the amount of
the emitted and the collected photons. Since the incident light has to pass through the
gold layer before it excites the fluorophores and the emitted photons have to pass the same
layer again before they can be collected, the number of detectable photons will decrease
7The signal-to-background ratio is here defined as the ratio of the mean pixel value of an area displaying
a signal to the mean pixel value of area displaying no signal.
8The signal-to-noise ratio of an image is defined as the ratio of the mean pixel value of a certain area
to the standard deviation of the pixel values of the same area.
9It has to be noted, that only the introduction of an infrared filter (HM-07, UQG Optics, Cambridge,
UK) into the optical pathway before the CCD-camera allowed for the detection of any signal in the latter
experiments.
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with rising reflectivity of the supporting material. A further contribution to the different
signal intensities could originate from the different quenching properties of gold layers and
gold islands (cf. chapter 2.3.2).
The fluorescence changes accompanying the opening and closing of the i-motif during the
oscillations were monitored with a customized fluorescence spectrometer. To this end,
the gold-modified glass slide with the tethered DNA devices was glued to the inside of a
Continuously Stirred Tank Reactor (CSTR), which has two inlets and one outlet in contrast
to only one inlet in the semibatch case. The two incoming tubes supply the reactor with
(i) thiosulfate, sulfite, and sulfuric acid and (ii) iodate. Through the outlet tube, the
excess solution is pumped out of the reactor. Using the CSTR configuration, undamped
pH-oscillations with a periodicity of ∼ 15 min were achievable (cf. Fig. 3 in [4]), which
drove the DNA device through its conformational states for more than three hours.
4.7 Conclusion
Recently, Shu et al. [40] demonstrated, that bound to the top of a cantilever arm, the
i-motif can even generate a measurable force. From this point of view the system pre-
sented in [3] and [4] is close to an autonomously and periodically working motor, which
could generate forces under the consumption of fuel-protons produced during a chemical
reaction. In case of the surface-bound device, the motion can in principle continue as long
as the pumps provide the fresh chemicals and remove the excess volume.
The system constitutes the first example of a DNA nanoswitch permanently maintained
in a non-equilibrium situation and opens up a novel range of applications for oscillating
and pattern-generating chemical reactions. The approach to apply well studied chemical
oscillations in the nanosciences could be used to operate DNA nanodevices within spa-
tiotemporal chemical patterns or oscillations. This could open up the way to novel designs
of molecular machines, which assist in nanoassembly tasks or which are able to transport
nanocomponents along supramolecular tracks. A ratchet design of the track in combina-
tion with a chemical oscillator, which switches a chemical potential on and off, could allow
for autonomous directed motion of a conceivable pH-dependent DNA walker. pH oscilla-
tions should be readily applicable to existing pH-dependent DNA machines such as devices
based on the duplex-triplex transition [58, 91]. However, the approach is not restricted
to DNA-based systems. It should also be possible to drive other pH-dependent molecular
machines like the recently demonstrated rotaxane-based supramolecular “elevator” [92, 93]
with a pH oscillator. Neither a restriction to the application of oscillations in pH is neces-
sary. Kurin-Csorgei et al. [82] recently demonstrated concentration oscillations of calcium,
aluminum and fluoride ions by linking a core oscillator to a complexation or precipitation
equilibrium. This may lead to experiments where nanodevices could probe or be coupled
to concentration oscillations of chemical species which are ubiquitous in living systems.
5 Controlled Trapping and Release of
Quantum Dots in a DNA-linked
Hydrogel (Ref. [5] and [6])
In popular science, science fiction literature, and visionary framework programs for research
one of the expectations from biomolecular nanoscience is the miniscule intelligent agent
patrolling inside the human body always alert for early detection of diseases or tumor
emergence. In case of a detection event, the agent would either report the event or directly
take the necessary measures to prevent the affected organism from illness. A realistic
intelligent agent system comprises drugs, which are suited to fight, e.g., certain bacteria
or viruses, and a vehicle to transport the drugs to the affected region of the body. Since
most drugs also have negative side effects on healthy cells, a controlled release of the active
component at the site of interest can reduce the absolute amount of administered drug and
keep the adverse reaction at a minimum. Besides location or disease dependent release of
the drug, also time controlled release is often desirable. To this end, active agents are often
embedded in porous matrixes, which release the drug to the body in a slow and controllable
manner.
New strategies to achieve such intelligent drug delivery systems require interdisciplinary
efforts in biochemistry, biophysics, polymer science, pharmaceutics, and molecular biology.
A new class of drugs has already been introduced by combining pharmaceutically active
agents with polymers or colloidal nanocrystals. For further progress, the development of
new stimuli-sensitive carrier systems with programmable structure and properties needs
to be aspired. The biocompatibility and its exceeding versatility as structural material
predestine DNA as a building block for such sophisticated carrier systems. This chapter
presents a concept for the controlled release of active substances and discusses the potential
of DNA crosslinked hydrogels as biocompatible and programmable drug delivery system.
5.1 Reversible Hydrogels
Hydrogels, which consist of 3D networks of crosslinked polymer chains dispersed in water
are intensively studied as novel drug delivery systems [94, 95]. Other promising carrier
systems include micelle forming block copolymers, nano and microspheres, liposomes and
dendrimers [95]. In addition to drug delivery, hydrogels have been employed amongst oth-
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ers as surgical suture materials, soft tissue prostheses, body implants, and soft contact
lenses and have thereby proven their biocompatibility [96].
For the purpose of drug delivery, hydrogel systems which undergo a reversible sol-gel phase1
transition in response to a change of the ambient conditions are of particular interest. Since
many different methods are available for the fabrication of hydrogels, response to external
stimuli - like pH or temperature changes - has been implemented successfully in a variety
of hydrogel systems [97, 98, 99]. Yoshida et al. [100], for example, vastly accelerated the
deswelling of the temperature sensitive hydrogel Poly(N -isopropylacrylamide) (pNIPAm),
by the incorporation of unlinked side chains into the polymer network. The pNIPAm chains
are soluble in aqueous media below 32◦C but turn hydrophobic above this lower critical
solution temperature (LCST). The hydrophobic pNIPAm chains dehydrate and cause the
expulsion of water from the polymer network, which in turn induces the collapse of the
hydrogel. In the experiments of Yoshida et al., the grafted side chains formed hydrophobic
nuclei above the critical temperature, which enhanced the aggregation of the crosslinked
chains and sped up the expulsion of water from the hydrogel more than 1000-fold in com-
parison to a standard pNIPAm gel without additional side chains.
Besides the numerous examples for pH and temperature sensitive hydrogels, only few hydro-
gels have been presented which respond to the presence of biologically relevant molecules.
Various studies introduced glucose sensitive phase reversible hydrogels [101, 102, 103],
which is of special interest for controlled insulin release as a function of the glucose con-
centration in the environment.
In the following, we will restrict ourselves to a closer examination of polyacrylamide
(PAAm) hydrogels, which are widely used in the life sciences. Polyacrylamide gel elec-
trophoresis (PAGE) is a commonly used technique to characterize large charged biomolecules
like DNA, RNA, and proteins. During polymerization acrylamide monomers form long
chains which get crosslinked and build up a 3D polymer network upon the addition of
the crosslinker molecule N,N’-methylene-bis(acrylamide) (Fig. 5.1). The polymerization
process creates covalent bonds between carbon atoms of the bis(acrylamide) and carbon
atoms of the acrylamide chains, thus rendering the process effectively irreversible. By alter-
ing the total concentration of the acrylamide (T ) and the concentration of the crosslinker
with respect to the monomer (C), the average pore size of PAAm gels can be controlled.
Different methods were applied to measure the average pore size of PAAm gels for vary-
ing monomer and crosslinker concentrations [104, 105, 106, 107]. Holmes and Stellwagen
[105, 106] deduced from Ferguson plots pore diameters of 140 nm (T=10.5 %) to 260 nm
(T=3.5 %). These values are an order of magnitude larger than the values presented in a
later study by Pluen et al. [107], who obtained pore diameters between 13 nm (T=8 %)
and 19 nm (T=4 %) using fluorescence recovery after photobleaching (FRAP) and electric
birefringence measurements. These smaller diameters seem to be more consistent, since
they are in good agreement with theoretical values based on the reptation model and
with electron microscope measurements that revealed a pore diameter of 9 nm for T=5 %
[104]. The concentration dependence suggested by the studies follows a power law T γ with
1The sol phase is defined as a flowing fluid, while the gel phase is solid on the experimental timescale.
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Figure 5.1: Acrylamide mixed at a certain ratio with N,N’-methylene-bis(acrylamide)
and buffer polymerizes after addition of ammonium persulfate (APS) and N,N,N’,N’-
Tetramethylethylenediamine (TEMED). In the presence of the crosslinking molecule N,N’-
methylene-bis(acrylamide) a 3D network of crosslinked poly(acrylamide) chains is formed.
−0.75 ≤ γ ≤ −0.5.
Other chemical agents than bis(acrylamide) have been proven to be suitable crosslink-
ers with some of them even forming reversible crosslinks, e.g. N,N’-Dihydroxyethylen-
bis(acrylamide) [108].
Miyata et al. [109] demonstrated a biomolecule-crosslinked PAAm gel by employing the
reversible binding between the antigen rabbit immunoglobulin (rabbit IgG) and the an-
tibody goat anti-rabbit IgG (GAR IgG) as crosslinking mechanism. For the synthesis of
such a gel, two batches of modified PAAm chains were prepared, where in one batch rabbit
IgG and in the other batch GAR IgG was grafted on the PAAm chains (Fig. 5.2). Mixing
of the two batches resulted in an antigen-responsive hydrogel, whose gel swelling ratio 2
increased upon the addition of free antigens since the free antigen molecules competed
with the crosslinking antibody-antigene bindings. This effectively lead to an opening of
the crosslinking sites.
Recently, Lin et al. [110] employed synthesized DNA oligonucleotides as a reversible
crosslinking agent for PAAm gels. The study presented in chapter 5.3 gives insights into
the nanoscopic properties of such a gel and describes how the trapping and release of
fluorescent nanocrystals as model drug carrier system was controlled by the addition of
synthetic DNA effector strands. Beforehand, a publication dealing with the benefits and
drawbacks of colloidal nanocrystals as fluorescent probes in single molecule experiments
will be presented.
2The swelling ratio denotes the mass ratio of the incorporated water and the dry polymer
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Figure 5.2: A PAAm hydrogel can be prepared by grafting an antigene and the correspond-
ing antibody to the polymer network. The reversible binding between the antigen and the
antibody can be used to trigger a change in the gel volume upon addition of free antigenes,
which bind competitively to the antibodies.
5.2 Fluorescent Nanocrystals as Colloidal Probes in
Complex Fluids
(Ref. [5])
Colloidal nanocrystals are crystalline clusters ranging in size from a few hundred to a few
thousand atoms, which are chemically synthesized and dispersed in a solvent. Nanopar-
ticles have already been employed as nanosized vehicles for biomolecules [111], for cancer
targeting [112, 113], or as active elements in medical applications, e.g. in the destruction
of tumor tissue by generating heat with magnetic nanoparticles exposed to an alternating
electromagnetic field [114, 115]. Colloidal fluorescent semiconductor nanoparticles, also
called quantum dots (QDs) are of particular interest for fluorescence experiments, since
they posses several favorable features [116, 117]: In comparison to organic fluorophores
they exhibit high photostability, a broad absorption and a narrow, symmetrical emission
spectrum. Due to quantum confinement of electrons and holes within the nanocrystal core
material, the color of fluorescence can be tuned by the size of the nanocrystals. The avail-
able emission spectra of QDs range from blue to near infrared. Their size of 5 - 20 nm, the
large number of already commercially available coatings and their tolerable biocompatibil-
ity [118] render these novel fluorophores highly suited for single molecule experiments like
Fluorescence Correlation Spectroscopy (FCS) in biologically relevant environments.
In FCS, intensity fluctuations from fluorophores inside the fixed focal volume of a confocal
microscope are recorded. The temporal autocorrelation function of these fluctuations is
related to the diffusion properties of the fluorophores. The technique is introduced briefly
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Figure 5.3: Left: Scheme of a functionalized semiconductor nanocrystal. The CdSe core
(red) is embedded in a ZnS shell (blue), which provides efficient confinement of electron
and hole wave functions inside the nanocrystal as well as high photochemical stability.
The ZnS shell effectively enhances the quantum yield to over 50 %. A hydrophilic coating
(grey) renders the nanocrystal water soluble. Finally, the particle can be functionalized
with biological relevant molecules like streptavidin or DNA. Right: Emission spectra of
nanocrystals of different colors and of the organic dye Rhodamine Green. Notable are the
symmetric and narrow emission spectra of the fluorescent nanoparticles.
in [5] and described in detail in various review articles [119, 120].
In reference [5] CdSe nanocrystals dispersed in organic solvent were characterized with FCS
before and after coating with a fluorescence yield increasing ZnS shell. The nanocrystals
used in this study had a hydrophobic surface due to the process used for particle synthesis.
To obtain water soluble particles for FCS measurements in aqueous surrounding, the sur-
face was rendered hydrophilic. To this end, CdSe/ZnS nanocrystals of the same production
batch were modified separately with three different hydrophilic coatings: (i) Mercaptopro-
pionic acid (MPA) molecules; (ii) crosslinked amphiphilic polymers; and (iii) a layer of
crosslinked silane. The characterization of the hydrophilic particles with FCS yielded no-
ticeable differences of the hydrodynamic radii of the different particles and additionally
showed, that the silane coated particles had the lowest tendency to agglomeration.
In further experiments, these particles were used to study illumination saturation ef-
fects on FCS measurements with colloidal nanocrystals. Experimental data revealed a
drastic impact of the illuminating laser intensity on the two basic measured parameters:
diffusion time τ and number of particles N . Both parameters were overestimated as soon
as saturation effects came into play. This can be understood in the following way. A
fluorophore can “process” - i.e. absorb and reemit - only a certain number of photons in
a given time interval. Once this limit is reached, further incoming photons will not be
able to cause yet more emission, the fluorophore is saturated. We simulated this behavior
with a fluorophore performing a random walk through an excitation volume with a varying
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Figure 5.4: Left: Scheme of fluorescent nanocrystals diffusing in an actin polymer solution
observed with fluorescence correlation spectroscopy. The intensity fluctuation caused by
the quantum dots are recorded. Right: The temporal autocorrelation function (ACF) of
the intensity fluctuations of the diffusing quantum dots can be fitted with an analytically
derived expression (cf. [5]), yielding the parameters diffusion time τ through and average
number of particles N in the focal volume.
shape. The fluorescence of an unsaturated fluorophore is proportional to the intensity of
the excitation. In the case of a focussed laser beam, we expect an intensity distribution of
a 3D gaussian volume:
I(x, y, z) = I0 exp
(
−2(x
2 + y2)
w2xy
− 2z
2
w2z
)
. (5.1)
Here z is the direction of the incoming laser beam, wxy the radius in x-y-plane and wz the
z-extension of the focal volume. For the simulations we restricted the calculations to one
dimension and cut the gaussian above 1 (the normalized value for maximum excitability)
to account for the saturation effects (Fig. 5.5):
I(x) = I0 exp
(
−2x
2
w2x
)
for I0 exp
(
−2x
2
w2x
)
< 1
I(x) = 1 for I0 exp
(
−2x
2
w2x
)
≥ 1. (5.2)
The numerical simulation with these constraints reproduced the experimental data satis-
factorily (cf. Fig 4 in [5]).
With that knowledge, the diffusive behavior of the silane coated particles was investi-
gated in a polymerized actin network. An increase of the viscosity of the fluid could be
observed with rising actin polymer concentrations. The slope of the fitted straight line
to a plot displaying the normalized diffusion constants of the particles over the actin con-
centration in figure 6 of [5] revealed an intrinsic viscosity [121] of the polymerized actin
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Figure 5.5: Simulation of a fluorophore performing a random walk (thick black line) through
gaussian and cut-off gaussian excitation profiles. Depending on the degree of saturation
(normalized to maximum excitability) the particles pass through different excitation profiles.
solution of ηint = 0.12 ± 0.02 ml mg−1, in accordance with literature values [122]. In
addition, the recorded data was tested for signatures of anomalous diffusion, which can
be caused by immobilized inert obstacles that obstruct molecular motion by an excluded
volume interaction. The mean-square-displacement of an anomalous diffusing particle is
not simply proportional to time, but scales as 〈x2〉 ∝ tβ, with β ,= 1. Since the particle
diameter in our experiments was far smaller than the average meshsize of the actin network
at the highest achievable actin concentrations, no anomalous diffusion could be observed.
These experiments, which proved the suitability of nanocrystals as colloidal probes in vis-
cous fluids, motivated the examination of the nanoscopic properties of a DNA-crosslinked
hydrogel with colloidal nanoparticles. The results of that study are discussed in the fol-
lowing chapter.
5.3 DNA-crosslinked Gels as Programmable Drug De-
livery System
(Ref. [6])
In reference [6] the controlled trapping and release of quantum dots in a DNA-linked hy-
drogel is described and a novel approach to intelligent drug delivery in which nanoparticle-
based drug-carriers can be trapped and released from a gel matrix in response to a DNA
or RNA signal molecule is suggested. The hydrogel system is a DNA-switchable structure
based on a concept introduced by Lin et al. [110], where AcryditeTM-modified oligonu-
cleotides act as crosslinker anchorage molecules. The acrylamide part of the AcryditeTM-
molecule (Fig. 5.1 and 5.6) can be incorporated into polyacrylamide chains if co-polymerized
with acrylamide monomers.
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Figure 5.6: AcryditeTM. The acrylamide part on the left co-polymerizes with acrylamide
monomers. Hence, polymer chains with addressable DNA handles can be formed.
To obtain a reversibly crosslinked hydrogel, two batches of non-complementary Acry-
diteTM-functionalized oligonucleotides are separately incorporated into acrylamide polymer
chains. Mixing of the two resulting polymer solutions yields a viscous, but still fluid matrix
which transforms into a solid gel after addition of a DNA crosslinker oligonucleotide. The
crosslinker DNA comprises two sequence sections of which each is complementary to one
of the two AcryditeTM-modified strands and a third “toehold” section, which later acts
as a handle to facilitate the binding of the release DNA. To reverse the crosslinking, a
release strand fully complementary to the crosslinker strand is added. The release strands
hybridize to the toehold region and strip the crosslinker strands off the anchorage DNA via
branch migration (Fig. 5.7). As a macroscopic result, the gel converts into a fluid again.
Lin et al. characterized the mechanical properties of this reversibly crosslinked hydrogel.
Several outstanding properties predestine the DNA-PAAm gel as a versatile material
for nanoscale applications in biological environment: i) The variable length of the DNA
oligonucleotides allows for the adjustment of the physical properties of the crosslinked
gel. ii) Due to the sequence and length dependent melting behavior of dsDNA, the sol
gel transition of the gel can be chosen in a wide range of temperatures. iii) Due to the
chemical inertness of the polymerized PAAm and the biocompatibility of DNA the system
should be applicable in cell culture and other biologically relevant surroundings. iv) The
programmable sequence of the crosslinking DNA strands enables the gel to respond to
disease related external RNA or DNA stimuli.
In reference [6] fluorescent nanocrystals, which have proven to be suitable biomarkers
and colloidal probes (cf. chapter 5.2) where utilized as model drug delivery system. Trap-
ping and release of the nanoparticles is demonstrated by studying their diffusion properties
using single molecule fluorescence microscopy and fluorescence correlation spectroscopy.
For video microscopy, movies of single particles dispersed in the unlinked matrix and
in the crosslinked gel were recorded with a CCD-camera with single photon sensitivity.
One of the applied methods to obtain information about the particle diffusion in 2D is
to analyze the videos with particle tracking software. Besides this elaborate method, a
simple and intuitive method is introduced in reference [6]: In figure 5.8 trajectories of free
(left), trapped (middle) and released (right) nanocrystals are displayed. These images are
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Figure 5.7: DNA-mediated reversible crosslinking of a hydrogel. (A) AcryditeTM-modified
DNA (green), incorporated into polyacrylamide chains (grey), is crosslinked by a fraction-
wise complementary DNA strand (black) exhibiting a short ‘toehold’ section (red). (B) A
release strand (blue) with a section complementary to the toehold section (red) will hybridize
to the toehold of the crosslinking strand, compete with the AcryditeTM-modified strands for
the binding to the crosslinking strand and finally remove the crosslinking strand entirely (C).
The replacement process is called ‘branch migration’ (cf. chapter 1.2), since the intersection
point of the competing DNA branches migrates along the crosslinking strand until it hits
the opposite end of the end with the toehold section. As a result, the shorter strands are
completely released. The system can be returned to the state (A) through further addition
of the crosslinking strand.
generated in the following way: The single images of a movie of nanoparticles diffusing
in the focal x-y plane of a fluorescence microscope are stacked and then the whole image
stack is tilted around the y-axis by 90◦. The abscissa then corresponds to the time axis,
while the ordinate displays the projection of the former x-axis. The 1D diffusion constant
can be calculated by measuring the y-displacement for many particles from the moment
they enter until they leave the focus (Fig. 6.1). A detailed description of this procedure
can be found in Appendix A.
Additionally, the diffusion behavior of the nanoparticles was characterized with FCS (cf.
chap. 5.2). The diffusion constants of the particles in the unlinked matrix and of the
released particles obtained by the three different methods agreed well. Since the trapped
quantum dots did not move and unmovable quantum dots do not - except for the well-
known blinking - contribute to intensity fluctuations inside the focal volume of a FCS setup,
FCS was inept to account for the trapped particles. On the other hand, FCS revealed an
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Figure 5.8: Left: Fluorescence traces (cf. text) of quantum dots diffusing in the unlinked
gel matrix. Each image represents a time interval of ∼ 10 seconds (left to right) and 20 µm
from top to bottom. Middle: Nanocrystals trapped in the DNA crosslinked hydrogel. On-off-
blinking of the nanocrystals is observable, which indicates the trapping of single particles.
Right: After addition of release DNA, the trapped particles start to move again. However,
for some particles the motion appears restricted to a confined volume, indicated by the black
lines.
increasing contribution of anomalous diffusion during the ongoing crosslinking process as
well as a high contribution of anomalous diffusion for the released particles.
Figure 5.9: Dissolution of a DNA crosslinked hydrogel. Each image displays the same area
(500 µm× 500 µm) of a coverslide supporting a quantum dot loaded gel, of which roughly
one quarter is visible (down left corner). Fluorescence images were taken at 0 minutes
(left), 20 minutes (middle) and 40 minutes after the addition of release DNA. The gel is
slowly dissolved while the particles are released in the solution, which significantly lowers
the contrast.
Supplementary bulk experiments were performed. Therefore, the fluorescent nanocrys-
tals were released from a small sample of DNA crosslinked gel (∼ 5 µl) into a large buffer
volume (300 µl). The fluorescence increase of the solution after the addition of the release
DNA was monitored with a fluorescence spectrometer (cf. Fig. 4 in [6]). In a further
experiment the DNA-mediated dissolving of the crosslinked gel was demonstrated with
fluorescence video microscopy (Fig. 5.9).
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5.4 Conclusion
The experiments described above prove the suitability of a DNA crosslinked hydrogel as a
carrier system, which releases nanoscale objects on demand. Due to the biocompatibility
of the polymerized polyacrylamide and the crosslinking DNA strands, such gels could find
application in the context of controlled drug delivery, where the release of a drug-carrying
nanoparticle could be triggered by naturally occurring, potentially disease-related DNA
or RNA strands. It may therefore be used to respond to the (over)expression of certain
disease-related genes. Application of catalytic activity of hybridization catalysts 3 [123, 124]
or ribozymes [18] (cf. chapter 1.3) would be a possibility to enhance the sensitivity to
external stimuli. Through incorporation of aptazymes 4 or similar functional nucleic acids
[125, 126, 127], gel may even be made responsive to more general disease indicators. For in
vivo applications, the permeation of the hydrogel into cells would be desirable, which could
be achieved by the utilization of gel microbeads produced by emulsion polymerization.
3Hybridization catalysts are short DNA strands that catalyze the relaxation of kinetically trapped
metastable DNA strands and are able to act as signal amplifiers. Incoming signals could be naturally
occurring DNA or RNA strands.
4Aptazymes are strands of nucleic acids whose enzymatic activity, like ribozyme-mediated self-cleavage,
is triggered by the recognition of specific effector molecules. Reported effector molecules are, among others,
cobalt, cyclic adenosine monophosphate (cAMP), and theophylline. This can be
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6 Glossary
DNA: Deoxyribonucleic Acid. The structure of DNA is explained in chapter 2.1.
dsDNA: Double stranded DNA adopts under physiological conditions a double helical
confirmation.
Enzyme: Enzymes are biomolecules, that catalyze biochemical reactions. Besides proteins
also RNA and DNA can show enzymatic activity.
FCS: Fluorescence Correlation Spectroscopy can be employed to determine diffusion prop-
erties of dissolved fluorophores or fluorescently labeled molecules at a single molecule
level.
FRET: Fo¨rster Resonance Energy Transfer or Fluorescence Resonance Energy Transfer
is a strongly distance-dependent energy transfer process between fluorophores or
between fluorophores and fluorescence quenchers, that can be employed to visualize
distance changes on the nanometer scale.
i-motif: The i-motif is a tetrameric DNA structure formed of four intercalated, antiparallel
DNA strands that are held together by hemiprotonated cytosines. The i-motif is
formed below pH 6.2.
NIPAAm: Poly(N -isopropylacrylamide) is a hydrogel, which is soluble in aqueous media
below 32◦C and collapses at higher temperatures.
PAAm: Poly-Acrylamide (poly(C3H5NO)) is a biocompatible polymer (unpolymerized
acrylamide is neurotoxic), which forms a hydrogel if co-polymerized with a crosslinker
like N,N’-Methylene bis(acrylamide) (C7H10N2O2).
PAGE: In Poly-Acrylamide Gel Electrophoresis a DC voltage is applied on two opposite
sides of a polyacrylamidegel. which is loaded with samples of molecules like DNA,
RNA or proteins. Different molecule species can be separated by this technique, since
the traveling speed of a molecule in the gel is influenced by the molecules size and
electrical charge.
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PDMS: Poly-Dimethylsiloxane is a optical transparent, two-component elastomer. After
mixing of the unlinked polymer chains (first component) and a crosslinking agent
(second component) the elastomer is still liquid and hardens slowly with time. Heat-
ing speeds up this curing process.
RNA: Ribonucleic Acid.
ssDNA: Single stranded DNA
QDs: With Quantum Dots we refer to colloidal fluorescent semiconductor nanocrystals.
6 Appendix
Determination of 1D diffusion constants
Particles diffusing in one dimension, let us say in y-direction, have a zero mean displacement
〈y〉 = 0 (6.1)
and a mean-square displacement that is proportional to time t
〈y2〉 = 2Dt. (6.2)
If we assume statistically independent motion in x- ,y-, and z-direction for particles dif-
fusing in 3D, the amount of time a particle spends in the focal plane and consequently
the length of the trajectory will be random 1 (cf. Fig. 1 in [6]). To extract the diffusion
constant from this set of trajectories of different length, we adopt the following procedure
(Fig. 6.1): The probability of finding a particle between y and y + dy after a time t is:
P (y)dy =
1√
4piDt
exp(− y
2
4Dt
)dy. (6.3)
The rescaled variable Y = y/
√
t is distributed according to the time independent Gauss
distribution:
P (Y )dY =
1√
4piD
exp(− Y
2
4D
)dY. (6.4)
Since each trajectory constitutes one sample from P (Y ), we can estimate the second mo-
ment of P (Y ), and hence the diffusion constant D to
1
N
∑
i
y2i
∆ti
% 〈y
2
t
〉 = 〈Y 2〉 = 2D. (6.5)
One could also choose a fixed time interval and analyze the corresponding y-displacements
and would obtain the same result. Since for very short fixed intervals the error in each
measurement would be large and for long intervals not all trajectories could be taken into
account, we used variable time intervals for the analysis of the data.
1Also blinking of the quantum dots is statistically independent from the motion of the particle and
alters the length of the trajectories only randomly.
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Figure 6.1: Left: Fluorescence trace of a quantum dot diffusing in the unlinked gel matrix.
By measuring the y-displacement and the corresponding ∆t for a trajectory, one can cal-
culate the particles square displacements over time y2/t. By averaging over many particles
and traces the obtained value matches the 1D diffusion constant D = 〈y2〉/2 · t. Middle:
The value D = 5.16 for nanocrystals diffusing in the unlinked gel matrix is obtained by
averaging over 76 traces. The fit with equation 6.9 (blue line) yields a value of D = 6.2
Right: The value D = 1.55 for released nanocrystals diffusing in the re-opened gel 60 min-
utes after addition of the release strand was obtained by averaging over 36 traces. The fit
with equation 6.9 yields a value of D = 1.3
For statistical analysis of ∆y2/2∆t some more calculations were necessary. After the
substitution z = Y 2 and the following considerations∫ z1=Y 21
z0=Y 20
dzP (z) =
∫ Y1
Y0
dY P (Y ) (6.6)
with dz = 2Y dY ⇒∫ z1
z0
2Y dY P (z) =
∫ Y1
Y0
dY P (Y )
⇒ P (z) = 1
2Y
P (Y ) (6.7)
the probability distribution of P (Y 2) could after normalization be written as
P (Y 2) =
1
2
√
piD
1
2Y
exp(− Y
2
4D
) (6.8)
or
P (z) =
1
2
√
piD
1√
z
exp(− z
4D
). (6.9)
Fitting the distributions in figure 6.1 with this equation yields good agreement of the value
D with the values obtained from averaging according to equation 6.5 and with the values
obtained by FCS and particle tracking measurements. However, the number of particles
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with zero displacement is obviously too low. This can be explained by the fact, that the
y-displacement measurements were carried out with an accuracy of ∼ 1 µm, which makes
the measurement of zero displacement improbable.
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DNA-based nanodevices
DNA is not only in the focus of modern molecular biology, but also plays 
an increasingly important role as a building block for nanoscale materials 
and devices. In recent years, many researchers in nanoscience have 
used the unique, programmable molecular recognition properties of 
DNA to build nanostructures by self-assembly and to realize artificial, 
machine-like devices. We here give a brief survey of this field and discuss 
the possible applications of DNA-based nanodevices either as nanoscale 
motors and actuators, or as novel biosensors with built-in information-
processing capability.
Tim Liedl, Thomas L. Sobey, and Friedrich C. Simmel*
Department of Physics and Center for NanoScience, LMU Munich, Geschwister-Scholl-Platz 1, 80539 Munich, Germany
*E-mail: simmel@physik.uni-muenchen.de
Current research on molecular devices and machines is extremely 
diverse1. Biophysicists and biochemists gain increasing insight 
into the nanomechanical principles of operation of the many 
machine-like macromolecular complexes found in living cells. 
There is a huge amount of research on the ‘obvious candidates’ 
such as the myosin2 family or kinesin3 – molecules that have the 
function of molecular motors4. However, it has become clear in 
recent years that many other protein complexes display intimate 
coupling of nanomechanical switching and, for example, enzymatic 
function5. On the other end of the complexity scale, organic 
chemists are trying to synthesize machine-like devices ‘from 
scratch’ using the enormous recent progress in supramolecular 
chemistry.
 As a comparatively new ‘class’ of molecular devices, DNA-based 
nanodevices6 assume an intermediate position between the biological 
and synthetic worlds. On the one hand, DNA nanodevices use the 
highly specific molecular recognition properties of DNA bases, which 
are at the heart of DNA’s biological role as an information storage 
molecule. On the other hand, DNA devices are ‘designed’ and 
synthesized chemically. Usually, there is no biological counterpart of 
these artificially constructed DNA-based nanodevices, although in 
some cases they bear a remarkable resemblance to naturally occurring 
RNA structures such as ribozymes or riboswitches7. In the following, a 
short survey is given of the basic principles of DNA nanodevices and 
the methods used for their experimental characterization. Two of the 
major research directions in the field are discussed: (i) progress towards 
realization of artificial molecular motors based on DNA; and (ii) the use 
of DNA-based nanodevices as novel biosensors and their coupling to 
biological phenomena.
Coupling information processing and 
mechanical action with DNA
What makes DNA so attractive for molecular self-assembly and the 
realization of molecular nanodevices is the intimate relationship 
NT202p36_41.indd   36 22/02/2007   10:42:08
DNA-based nanodevices   REVIEW 
APRIL 2007  |  VOLUME 2  |  NUMBER 2 37
between DNA sequence and structure. Two DNA strands bind together 
in a double helix when their sequences are complementary. However, if 
there is a large fraction of base mismatches between the two strands, 
they will not bind but remain single stranded. As double-stranded DNA 
(dsDNA) is much more rigid than single-stranded DNA (ssDNA), control 
of the degree of hybridization allows the ‘programming’ of molecular 
structures composed of rigid and flexible elements. DNA sequences 
can also be regarded as molecular ‘addresses’ – the number of distinct 
sequences of length N is 4N (there are four different DNA bases), 
and becomes extremely large for large N. Conformational changes 
induced by DNA duplex formation can therefore be designed in such 
a fashion that they are brought about by a specific input sequence. 
This allows, for example, the specific addressing of one type of device 
in a pool containing several species of DNA-based nanodevices. It also 
allows coupling of the action of DNA-based nanodevices to naturally 
occurring nucleic acids, e.g. mRNA, or to the output of artificial DNA-
based information processing cascades as found in DNA computing. 
Experimental methods for the 
characterization of DNA-based nanodevices
Experimental methods applied to the study of DNA-based 
nanodevices are, not surprisingly, very similar to the characterization 
methods of naturally occurring molecular structures and machines 
used in biochemistry and biophysics. One of the most commonly 
applied biochemical techniques to study DNA hybridization is 
gel electrophoresis. This technique is also extensively used to 
study hybridization events that induce conformational changes in 
DNA-based nanodevices. However, electrophoretic studies do not 
allow for more detailed biophysical and structural studies of the 
operation cycles of devices. Here, fluorescence resonance energy 
transfer (FRET) experiments have become the method of choice. 
FRET uses the nonradiative transfer of excitation energy between 
two fluorophores with overlapping emission and excitation spectra, 
which occurs via dipole-dipole coupling of the dyes. Energy transfer is 
distance dependent and efficiently occurs for dye-to-dye separations 
below 10 nm. FRET is therefore well suited to the characterization 
of conformational changes occurring in this range. As one turn of a 
DNA double helix is constructed from approximately ten base-pairs, 
corresponding to a length of approximately 3.4 nm, FRET is particularly 
useful for those devices composed of mechanical elements with lengths 
between 10 bp and 30 bp. Current advanced fluorescence spectroscopic 
methods allow for the characterization of single molecules, and have 
recently been applied to the study of DNA-based nanodevices8,9. 
Since molecular devices act as individual units and display considerable 
variability because of their ‘statistical’ nature, single molecule studies 
are expected to become increasingly important in this field. Apart from 
FRET between fluorophores, other distance-dependent energy transfer 
phenomena have also been used, e.g. quenching of fluorescence by 
metal surfaces10,11, and coupling between surface plasmons in metal 
nanoparticles12. These additional energy-transfer events may allow 
one to investigate conformational changes on length scales other 
than those amenable to FRET studies. In some cases, the structure 
of DNA-based nanodevices in their various conformational states 
can be directly monitored using atomic force microscopy (AFM)13,14. 
This is only possible if the devices and their conformational changes 
are large enough to be observed by the AFM – e.g. by adding large 
supramolecular ‘pointers’ to the DNA structures, or by incorporating 
the switching elements into ordered, two-dimensional DNA lattices. 
Finally, the forces exerted by DNA-based actuators have actually been 
measured using the DNA-induced bending of microcantilevers15. This 
represents the first experimental proof that DNA-based nanodevices 
could eventually act as ‘molecular motors’.
Toward molecular motors based on DNA
DNA-based nanodevices that can move or change conformation have 
been developed rapidly since the first example was reported in 199816. 
However, none have reached the point of being of practical use and 
thus ‘toward’ is to be emphasized in the section title. So far, a number 
of different prototypes have been developed. These include devices 
that are driven by DNA hybridization and branch migration, walk and 
rotate, use Hoogsteen bonding to form multiplex (rather than double 
helix) DNA structures, and respond to environmental conditions. At 
least some of these concepts will need to be combined and/or new 
ones developed before such devices will be of practical use. 
Three major features arising from Watson-Crick base pairing have 
been put into use: the different mechanical properties of ssDNA 
and dsDNA; single-stranded extensions (‘toeholds’); and strand 
displacement (‘branch migration’). For branch migration, single-
stranded extensions at the end of dsDNA are used as points of 
attachment for ‘effector strands’ that specifically remove single DNA 
strands from the duplex.
In 2000, Yurke et al.17 collated these ideas to build ‘DNA tweezers’ 
in which two DNA duplexes are connected by a short single strand 
acting as a flexible hinge (Fig. 1). The resulting structure is similar in 
form to a pair of open tweezers. By adding a ‘set’ strand to which the 
tweezers’ ends hybridize, the tweezers can be closed. A ‘reset’ strand 
that attaches to a toehold on the set strand is then added. This reset 
strand displaces the set strand from the tweezers through branch 
migration, freeing them to open again. The tweezers’ ends are labeled 
with a donor/acceptor fluorophore pair, and their relative movement is 
measured using FRET techniques. 
Using similar concepts, Simmel and Yurke18 have developed a 
nanoactuator that switches from a relaxed, circular form to a stretched 
conformation. ‘DNA scissors’ have been demonstrated by Mitchell 
and Yurke19 in which two sets of tweezer structures are joined at their 
hinges with short carbon linkers. The motion of one set of tweezers is 
transduced to the other part, resulting in a scissor movement. Recently, 
a DNA-based nanodevice resembling tweezers has been applied as a 
NT202p36_41.indd   37 22/02/2007   10:42:11
REVIEW   DNA-based nanodevices
APRIL 2007  |  VOLUME 2  |  NUMBER 238
‘force gauge’ to establish how much work a DNA-distorting protein can 
do when it binds to DNA20.
The tweezers have been refined by Chen et al.21 who used the 
action of a DNAzyme (DNA molecule with enzymatic activity) to 
drive the device autonomously. Single molecule analysis of tweezers 
developed by Müller et al.9 has led to the conclusion that addition 
of the closing strand does not always lead to perfect closure of 
the tweezers. Instead, other structures can occur, such as bonding 
of multiple closing strands per tweezer device, without the device 
closing. These unwanted forms need to be addressed with improved 
sequence-design of the device. Chhabra et al.22 have now developed 
fully addressable DNA-based molecular tweezers along a DNA track to 
actuate coupling reactions in a programmable fashion. 
A more complicated device structure has been developed by 
Yan et al.13 based on ‘paranemic-crossover’ DNA. This is a DNA 
structure that can be formed by reciprocal exchange between strands 
of the same polarity on two DNA double helices at every possible 
position23. When parts of this structure are removed and replaced by 
DNA sections without crossovers, molecules in a ‘juxtaposed’ structure 
are produced in which two helices are rotated by 180° with respect to 
the previous structure. 
There have also been considerable efforts to realize ‘walking devices’ 
that attach to ‘track’ strands, inspired by naturally occurring biological 
molecular motors such as kinesin. To achieve motion, enzymes are 
added in some cases to assist by providing new ‘joining’ and ‘cutting’ 
capabilities.
Shin and Pierce24 introduced a simple walker (Fig. 2) that is a 
double-strand with two single-stranded extensions (acting as ‘legs’). 
Specific ‘fuel’ attachment strands bind the legs to single-stranded 
extensions (‘footholds’) periodically placed along a double-strand track. 
Specific ‘removal’ strands unbind the legs using branch migration. 
Brownian motion provides movement, and the order of the adding 
attachment and removal strands directionality. A similar, more complex 
device has been developed by Sherman and Seeman25. Tian and 
Mao26 have demonstrated molecular gears using essentially the same 
principles. 
An autonomous device using ligase to bind connections, and 
restriction enzymes to cleave connections, has been developed by 
Yin et al.27. In contrast, Tian et al.28 have produced DNAzyme walkers 
that move along a track consisting of RNA. Notably, the enzymatic 
properties of the walker provide cleaving as required, doing away with 
the need for extra restriction enzymes and ligases. A similar concept 
was recently used to construct ‘molecular spiders’29.
Under certain conditions DNA can form triplexes and quadruplexes. 
A shape-changing device similar in principle to DNA tweezers has been 
developed by Li and Tan30 and Makita et al.31. The device is based 
on a structure known as the G-quartet, and functions using an added 
strand and branch migration. By using a protection strand as discussed 
previously, Wang et al.32 have managed to improve the speed of such 
devices.
Structures other than G-quartets are possible; these are generally 
operated by changing the environmental conditions. Changing the 
buffer environment by addition and removal of intercalators, proteins, 
salt, and ion species have so far been used to activate devices, along 
with changes in pH levels and temperature. In 1998, Yang et al.16 
developed a system consisting of a circular duplex in the shape of 
a cruciform. By adding and removing ethidium, double-stranded 
branch migration extrudes the cruciform under negative super-coiling 
conditions. Niemeyer et al.33 changed the concentration of Mg ions to 
induce a structural transition between two states in superhelical DNA.
The very first well-structured device involved a transition from 
right-handed B-DNA to left handed Z-DNA. Using a double-crossover 
(DX) structure with a poly-CG sequence, Mao et al.34 switched the 
device by adding [Co(NH3)6]3+.
As already mentioned, DNA can also form triplexes. In a DNA 
triplex, a third DNA strand binds along the major groove of a regular 
‘B’-form double helix by Hoogsteen bonding, a base-pairing mode 
alternative to the Watson-Crick scheme. Chen et al.35 varied the pH 
to form an ordered triplex helix from a duplex and a disordered strand, 
resulting in nanomechanical motion. This has been used to control 
chemical reactivity36.
A further structure is the ‘i-motif’, in which four DNA strands are 
held together by an unconventional base pair between a protonated 
Fig. 2 A simple molecular walker based on DNA. The walker can be connected 
to single-stranded protrusions of a dsDNA ‘track’ using ‘fuel’ strands. The 
‘feet’ can be selectively unlinked from the track using ‘removal’ strands and 
reconnected to other anchor points using new fuel strands. (Reprinted with 
permission from65. © 2006 Wiley-VCH Verlag.)
Fig. 1 In the open state DNA tweezers are composed of three strands of DNA 
forming two double-helical arms connected by a short single-stranded hinge. 
Hybridization with a ‘set’ strand closes the two arms. The set strand can be 
removed via branch migration using the fully complementary ‘reset’ strand, 
thus restoring the open state under formation of a ‘waste’ product. (Reprinted 
with permission from65. © 2006 Wiley-VCH Verlag.)
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and an unprotonated cytosine base. This pH-dependent structure has 
been studied intensively by Liu et al.10,15,37. Liedl et al.11,38 used a 
chemical oscillator to drive proton concentration changes that generate 
a pH-based conformational transition between a random conformation 
and the i-motif. The system has been improved by attaching DNA to 
a solid substrate (Fig. 3) in a continuous flow stirred tank reactor, in 
principle allowing an infinite number of autonomous conformational 
switching events. Xiao et al.39 have developed a thrombin-binding 
‘aptamer’ (see next section) on a surface based on the G-quartet, while 
Fahlman et al.40 used the same structure for a shape-changing device 
dependent on Sr ions and ethylenediaminetetraacetic acid (EDTA).
Recently, the pH-dependent self-assembly of Au nanoparticles 
based on the i-motif has been achieved by Seela and Budow41. 
The solution containing nanoparticles modified with the i-motif is 
observed to change from red to blue within a narrow pH range and is 
reversible.
Novel biosensors involving DNA-based 
nanodevices
Because of the properties described above and its inherent 
biocompatibility, DNA is perfectly suited for sensing tasks and 
information processing in a biological environment. In nature, DNA 
strands interact with a variety of proteins, e.g. during transcription 
or during repair of single- and double-strand ruptures. If a particular 
DNA strand does not natively interact with a protein, then it may 
be possible to link the protein synthetically to the DNA42. Another 
approach toward DNA (or RNA)-protein-hybrids is the use of 
‘aptamers’: strands of nucleic acid that fold into structures that bind 
strongly to a protein. Aptamers have been isolated successfully in 
in vitro selection experiments (SELEX) for a large variety of proteins 
and for other small ligands like ATP or cocaine43-47. In many cases, 
aptamers have an affinity to their targets comparable to that of 
antibodies towards their antigens48. Thus, aptamers may participate in 
two different kinds of molecular recognition events: (i) binding to their 
aptamer target; and (ii) binding to their Watson-Crick complementary 
strand. Competition between these two types of recognition can be 
used to construct sensors and switches. Nutiu and Li49-51 monitored 
the binding of biomolecules to an aptamer and the subsequent 
release of its complementary strand using FRET. Dittmer et al.52 
used a similar concept to bind and release the human blood-clotting 
factor α-thrombin cyclically. The thrombin aptamer consists of a 
G-rich 15-mer that, in the presence of K ions, folds into two stacked 
intramolecular G-quadruplexes connected by three loops (Fig. 4). 
In this conformation, the aptamer binds to α-thrombin. A single-
stranded ‘toehold’ on one end of the aptamer facilitates the binding 
of a partly complementary effector strand. The resulting duplex is 
not able to bind to the α-thrombin, which is consequently released. 
When a third strand fully complementary to the effector strand is 
added, the aptamer is displaced from the effector by branch migration. 
Now the aptamer can fold into the thrombin-binding conformation 
again and the cycle can be repeated. In recent experiments, Yan and 
coworkers53,54 incorporated the thrombin-aptamer into DNA-scaffolds, 
which can form micron-sized DNA arrays. With these arrays, they 
Fig. 3 At low pH values, the surface-tethered i-motif adopts its closed 
conformation, which forces the pH independent dye into close proximity with a 
Au surface. The resulting quenching of the dye (upper trace) can be monitored 
over multiple cycles of a pH-oscillation (lower trace) driven by a chemical 
oscillator. (Adapted from11.)
Fig. 4 Cyclical release and binding of human α-thrombin (T). The thrombin 
aptamer-thrombin complex (A-T) dissociates after the addition of an 
oligonucleotide Q, that replaces thrombin (I-III) via branch migration. A 
removal strand R forms a fully complementary double helix (Q-R) with the 
strand R, thus setting the aptamer strand (A) free, which can bind the thrombin 
again. (Reprinted with permission from52. © 2004 Wiley-VCH Verlag.)
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were able to detect thrombin in nanomolar concentrations using 
fluorescence microscopy. 
Stojanovic and Kolpashchikov55 recently presented a versatile 
concept for the specific sensing of three different molecules: 
(i) adenosine triphosphate (ATP); (ii) flavin mononucleotide; and 
(iii) theophylline. The recognition of an analyte to a DNA or RNA 
aptamer is transduced via a short RNA communication module to a 
reporting domain, in this case the malachite green aptamer (MGA) 
(Fig. 5). Upon binding of the dye malachite green to the aptamer, 
its quantum yield increases up to 2000-fold. The two stems of MGA 
are reduced to only a few base pairs each, thus significantly lowering 
the probability for MGA folding into its malachite green binding 
conformation. In order to act as a reporter for a biomolecule, one 
of the two MGA stems should be elongated with the sequence of a 
second aptamer that binds to the target analyte. This second aptamer 
folds only in the presence of its analyte, which in turn enables the 
MGA to adopt its binding conformation. The strong increase of the 
fluorescence intensity of the bound malachite green dye can be 
monitored with standard fluorescence techniques. 
There are a number of recent studies that use the action of 
DNA modifying enzymes for elaborate sensing processes. With 
the help of the restriction enzyme FokI, Beyer and Simmel56 have 
been able to translate an arbitrary DNA sequence into a DNA 
oligonucleotide triggering the release of thrombin by an aptamer. 
Stojanovic et al.57 have used the catalytic properties of a hammerhead-
type deoxyribozyme to discriminate between 15-mers with single base 
pair resolution. Recently, Weizmann et al.58 detected single-stranded 
viral DNA with a detection limit of 10 fM using the autocatalytic 
synthesis of a DNAzyme. All these examples impressively demonstrate 
the outstanding potential of DNA-based nanodevices as an easy-to-
handle, cost-efficient, and reliable sensor molecule for complex sensing 
tasks in the life sciences.
Using genetic mechanisms to control DNA-
based nanodevices
The complex interaction of activation, inhibition, transcription, 
and translation of genes involving proteins, DNA, and RNA ensures 
the survival and proliferation of cells and organisms in a variable 
environment. By adapting parts of these mechanisms, we can not 
only learn more about the underlying biochemical networks, but also 
engineer novel molecular machinery in vitro and potentially in vivo. 
Pioneering work has been performed by the Libchaber group59,60, 
in which they demonstrate the ‘principles of cell-free genetic circuit 
assembly’ . Along similar lines, Dittmer et al.61 realized a simple gene 
regulatory ‘switch’ to actuate DNA tweezers (see above) using short 
RNA strands transcribed from an artificial DNA template (Fig. 6). The 
dsDNA template includes a promoter sequence for RNA polymerase 
from phage T7, directly followed by a sequence encoding the LacI 
Fig. 5 The MGA as a reporter system for analyte binding. The RNA strand 
comprises an aptamer sequence for an analyte in its middle section and 
aptamer sequences for the malachite green molecule at its two end regions. 
In the absence of the analyte, neither the analyte aptamer nor – as a 
consequence – the MGA can bind. Upon introduction and binding of the 
analyte, the MGA can form and bind the reporter molecule malachite green, 
which is accompanied by a strong fluorescence increase. (Adapted from55.)
Fig. 6(a) Working principle of a regulated gene encoding the closing sequence 
for DNA tweezers (see text for explanation). (b) Gel electrophoresis and 
(c) FRET experiments prove the regulatory behavior and functionality of the 
network. (Reprinted with permission from61. © 2005 Wiley-VCH Verlag.)
(b)
(a)
(c)
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operator. In the absence of LacI, T7 RNA polymerase can transcribe 
the ‘close gene’, which is located downstream of the Lac operator. 
The RNA synthesized from the template closes the tweezers, which 
can be monitored by a decrease in fluorescence. In the presence of 
LacI protein, the transcription is hindered, unless the small molecule 
isopropyl β–D-thiogalactoside (IPTG), which inhibits the binding of 
LacI to the operator, is added. These experiments show that artificially 
synthesized DNA machines can be controlled by genetic mechanisms 
in vitro. Kim et al.62,63 have proposed artificial transcriptional circuits 
composed of mutually inhibiting and activating genes that can provide 
controlled amounts of various actuator RNA strands for networks of 
DNA-based nanodevices. From these initial experiments, it is expected 
that autonomous molecular systems will be developed that are able 
to react to various environmental stimuli and could potentially find 
application as intelligent sensing devices or in drug delivery systems.
Conclusions
Much has happened during the last decade in the emerging field of 
DNA nanotechnology. Starting from relatively simple conformational 
changes, DNA-based nanodevices can already accomplish complex 
movements like unidirectional walking and fulfill highly sensitive 
sensory tasks. The successful combination of DNA-based nanodevices 
with genetic machinery, and implementation of concepts developed 
in DNA computing64, promise the ultimate realization of intelligent 
molecular-sized devices that can sense environmental information and 
react according to their implemented molecular programs.
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For fast and reliable determination of DNA melting temperatures with single nucleotide 
resolution in a microfluidic setup, stable gradients of the denaturing agent formamide were 
generated by means of diffusion. Formamide lowers the melting temperature of DNA and a 
given formamide concentration can be mapped to a corresponding virtual temperature along 
the formamide gradient. We applied this concept to determine the melting temperatures of five 
sets of dye- and quencher-labeled oligonucleotides of different lengths. Differences in the length 
of complementary sequences of only one nucleotide as well as a single nucleotide mismatch can 
be detected with this method. Comparison with conventional melting temperature 
measurements based on temperature scans yield very good agreement. 
 
Introduction 
 
Due to their central role in biochemistry and molecular biology, the interactions between single 
strands of DNA with complementary sequences are extremely well studied. At low temperatures, and 
under favorable buffer conditions, two complementary DNA strands will usually form a double-helical 
duplex structure, which is stabilized by the hydrogen bonds between these bases and by stacking 
interactions between neighboring base pairs. A variety of factors such as temperature or denaturing 
agents, however, can destabilize the DNA double helix. The separation of the duplex into single 
strands can be regarded as a phase transition and is referred to as “melting” of the double helix. The 
so-called “melting temperature” TM of a DNA duplex is defined as the temperature at which half of the 
double strands are separated into single strands. TM is a convenient measure for the stability of a DNA 
duplex, which is important in a variety of contexts. The stability of a DNA duplex will also be 
reduced, when the two single strands composing the duplex are not fully sequence-complementary. A 
single base mismatch may already lead to a significant reduction in melting temperature. Another 
source of destabilization is the presence of denaturing chemicals such as formamide or urea, which 
may also form hydrogen bonds with the bases and therefore compete with Watson-Crick pairing. 
Knowledge of the melting temperature TM of a given DNA or RNA sequence is important for many 
biotechnological applications. For example, it is crucial for polymerase chain reaction (PCR) 
experiments, as the PCR amplification principle is based upon DNA denaturation and renaturation 
cycles. As the melting temperature of a duplex is very sensitive to base mismatches, determination of 
TM is also of great interest for the detection of sequence mutations or variations such as single 
nucleotide polymorphisms (SNPs). Knowledge of the stability of DNA structures is also of great 
importance in the emerging area of DNA nanotechnology, in which DNA is used as a building 
material for artificial supramolecular structures and devices 
1
.  
In many cases, the TM of a DNA or RNA duplex can be accurately determined within a theoretical 
model. While for sequences shorter than 15 bases the simple Wallace Rule 
2
 often yields satisfactory 
results, for longer sequences more complex models have to be used. One of the most accurate models 
presented by SantaLucia and coworkers is based on the nearest neighbor thermodynamic parameters 
for Watson-Crick pairs 
3, 4
. In many cases, however, a computational approach is not feasible or 
accurate, e.g. when nonstandard buffer conditions are used, or when two DNA strands are mismatched 
or contain extensive secondary structure. In these cases, experimental determination of TM is 
necessary. 
 
The common experimental method to determine TM is to slowly heat a sample of buffer solution 
containing the duplex of interest, while recording its absorbance at a wavelength of 260 nm. 
Absorption at this wavelength is due to in-plane transitions of the ! electrons of the bases. Since the 
absorbance of two single strands is higher than the absorbance of the same strands forming a double 
helix, the cooperative melting of a DNA duplex can be monitored as an increase of absorption with 
  
temperature. For accurate TM measurements a slow temperature sweep - typically 0.1 – 0.5 °C / min - 
is important to allow the system to equilibrate. Measuring the melting temperature of a given sequence 
between room temperature and 90 °C thus can easily take 12 hours. A further disadvantage of the 
absorbance method is its relatively high sample consumption. Thermal cycler platforms containing an 
integrated microvolume fluorometer work with sample volumes of only 10 !l and allow for the fast 
analyzation of PCR products during their amplification 
5-7
. An essential disadvantage of such devices 
is their high acquisition cost. Dodge et al. used a microfluidic setup with an integrated heating unit to 
perform dehybridization experiments with surface-bound DNA 
8
.  
 
Here we present a method to determine the TM of DNA duplexes in solution in an inexpensive, 
reusable and easy-to-build microfluidic setup. The concept is based on the fact that formamide lowers 
the melting temperature of DNA double strands 0.6 °C per 1% formamide in the buffer
9, 10
. By 
building up a stable, linear gradient of formamide in a solution containing the DNA strands of interest, 
it is possible to read out TM by analyzing the ratio of double stranded and single stranded DNA along 
the formamide gradient. For practical reasons, we did not monitor the melting transition of DNA by 
measuring the absorbance at 260 nm. Instead, the dissociation of fluorescently labeled duplex DNA 
into single strands was monitored with Förster Resonance Energy Transfer (FRET) 
11
 (cf. Results and 
Discussion), both in the microfluidic setup on an epifluorescence microscope, and using a 
fluorescence spectrometer. The obvious disadvantage of this method is the expensive labeling of the 
corresponding DNA strands with proper FRET donors and acceptors. However, the setup used here 
could in principle be adapted to allow also for absorbance measurements.  
 
Experimental Section 
 
Preparation of PDMS chambers 
We fabricated multilayer microfluidic chambers containing on-off valves as described in 
12
.  
Two silicon wafers - one for the control channels and one for the flow channels - were prepared by 
exposing a 20 !m thick layer (spin coating for 45 s at 900 rpm, soft bake for 2 min at 60 °C, 5 at 115 
°C and 2 min at 60 °C) of SPR 220-7.0 (Microresist, Germany) for 25 s to light from a mercury lamp 
projected through a photo-plotted transparency (Zitzmann GmbH, Germany) using a standard mask 
aligner (Carl Suss, Germany). Exposed wafers were developed for 3 min in SD 334 (Microresist, 
Germany), washed in H2O and dried with N2. Prior to PDMS-contact, the processed wafers were 
exposed to the vapor of Trichloro-(perfluorooctyl)silane (Sigma-Aldrich, Germany) for 2 min to 
facilitate the later removal of the cured PDMS. 
A 2 cm thick 5A:1B-mixture of PDMS (Sylgard 184, Dow Corning, Germany) was poured onto the 
wafer bearing the structure for the control channels. After a 60 min curing step at 80 °C this control 
layer was peeled off from the wafer. The second wafer supporting the flow channels was covered by a 
layer of PDMS (1:20), which was spin-coated (60 s, 2100 rpm) and cured (30 min, 80°C). After 
punching the holes for the air-control tubing into the control layer, the control layer was aligned 
manually onto the flow-channel wafer. During additional curing for 30 minutes, the flow layer 
conjoins with the control layer and the joint layers were peeled off the wafer. After punching the holes 
for the flow tubing, the joint layers were placed on a glass object carrier (50 mm x 75 mm, Marienfeld, 
Germany), which was covered by a layer of spin-coated (60 s, 2400 rpm) and cured (30 min, 80°C) 
PDMS (1:20). The whole microfluidic chamber was cured another 2 hours at 80 °C, cooled down and 
left overnight. 
Chemical gradient measurements 
A home-built valve controller with electrically actuated microvalves (LHDA1211111H, Lee Valves, 
Germany) as core elements was used to address the microfluidic chamber. The control channels and 
the tubes connected to the common ports of the valves were filled with water. A few microliters of 
PBS-buffer (150 mM NaCl, 10 mM KCl) containing 2.5 !M of strand M with the sequence 5’ RG - 
CCC TAA CCC TAA CCC TAA CCC 3’, 2.5 !M and one of the five quencher-labeled strands (M’11: 
5’ GTT AGG GTT AG BHQ-1 3’, M’12: 5’ G GTT AGG GTT AG-BHQ-1 3’, M’14: 5’ AGG GTT 
AGG GTT AG-BHQ-1 3’, M’14mm: 5’ AGG GTA AGG GTT AG-BHQ-1 3’, M’17: 5’ GTT AGG GTT 
AGG GTT AG BHQ-1 3’) were filled into the reservoirs, separated by the pushed down valve in the 
middle (oligos purchased from biomers.net, Germany). The buffer in the right chamber additionally 
contained 75 % formamide. After closing both inlet and both outlet valves the middle valve was 
  
opened, which led to a fast, diffusion-driven build-up of a stable formamide gradient in the connection 
channel between the two reservoirs. Fluorescence microscopy was performed with an Olympus IX 71 
microscope using a 10x objective. Images were recorded with a CCD camera (Photometrics CoolSnap 
HQ). Below 250 nM concentration of labeled DNA the extracted line scans became noisy and hard to 
interpret. However, the sensitivity of our device could be enhanced by an improved optical setup. 
Temperature sweep measurements 
The temperature scans were performed with a fluorescence spectrometer (Fluorolog-3, Jobin Yvon, 
Germany). For each scan a solution of 300 !l PBS buffer containing 2.5 !M of the RG-labeled oligo, 
2.5 !M of one of the three quencher labeled strands, 150 mM NaCl, and 10 mM KCl was filled into a 
glass cuvette, which was placed in the excitation beam (480 nm). While slowly heating the sample 
from 20 °C to 65 °C (1 °C every 3 min) the fluorescence was recorded at 525 nm. 
TM calculations 
Theoretical values were obtained using the Melting Temperature Calculator provided by IDT 
(http://www.idtdna.com/analyzer/Applications/OligoAnalyzer/Default.aspx) using the following 
settings: Target type: DNA, Oligo concentration: (2.5!M+2.5!M)/4, NaCl: 150 mM. The model used 
for the calculations is described in 
3
. 
 
 
Results and Discussion 
 
To create a stable concentration gradient, we prepared a multilayer microfluidic chip 
12
 (Fig. 1) and 
mounted it on a fluorescence microscope. The flow layer consists of two inlets and two outlets 
accessing two reservoirs, which are separated by a connecting channel. If pressure is applied to the 
channels of the control layer, which cross the flow channels at designated points, the PDMS 
membrane separating the two layers is pushed down and acts as a closing valve at these points. If the 
valve between the two reservoirs is pushed down during the filling process, the liquids in the two 
reservoirs stay separated 
13
. In a calibration experiment (Fig. 2) we filled the left reservoir with PBS-
buffer alone and the right reservoir with PBS-buffer containing 2.5 !M of the 21-mer DNA strand M 
labeled at the 5’ end with the fluorescent dye Rhodamine Green" (RG). Within one minute after 
opening the intersecting valve, the two solutions mixed diffusively and a linear gradient of the labeled 
oligo along the connection channel was established, which could be monitored with the fluorescence 
microscope. Since the reservoirs are large in comparison to the connection channel, the concentrations 
of the analytes in the reservoirs did not change significantly during the first minutes while the gradient 
was already established. Due to the low Reynolds numbers in microfluidic systems, convection is 
neglible in our setup.  
In a simplified model, the channel can be considered as a one-dimensional tube of length L, containing 
molecules or particles with a constant diffusion coefficient D and fixed concentrations c(x=0,t)=0 and 
c(x=L,t)=c0 at its ends. With these boundary conditions, the solution to the 1D diffusion equation 
! 
"c(x, t)
"t
= D
" 2c(x, t)
"x 2
 is time independent and reads 
! 
c(x) = c
0
"
x
L
 for 
! 
0 " x " L . Hence, a linear 
gradient is expected in the channel. In order to make sure that this is also true for our experimental 
channel geometry, the two-dimensional diffusion equation was solved using the finite element 
simulation program package FEMLAB. The boundary condition along the margin of the left reservoir 
was set to a constant concentration of zero while the concentration along the margin of the right 
reservoir was set to one. Indeed, the simulation revealed a linear concentration gradient along the 
connection channel, which was reproduced perfectly in the experiment (Fig 2d). The equilibration of 
the concentrations in the two reservoirs during experiments took 40 minutes for the small formamide 
molecule and 6.1 hours for the dye-labeled 21 -mer. This shows, that in principle our microfluidic 
setup could also be used to determine the diffusion constant of a molecule of interest. Changing the 
dimensions of the connection channel and reservoirs can shorten or lengthen the equilibration times, 
and can therefore be adjusted to the requirements of the application aimed at. The continuity of the 
gradient and the fact that sustained input of liquid is not needed to maintain the gradient distinguishes 
our approach from previously proposed methods, which mostly create stepwise gradients under 
continuous flow
 14, 15
. 
 
  
To determine the melting temperatures of strand M paired with either of four complementary strands 
M’11, M’12, M’14, M’17, consisting of 11, 12, 14, and 17 nucleotides and labeled with the quencher 
BHQ-1" at their 3’ ends we prepared two buffer solutions for each pair of oligonucleotides: one 
contained 0%, the other 75% formamide while both contained the same amount of DNA. At low 
formamide concentrations the DNA was present in the double stranded conformation and the dye at 
the 5’ end of strand M and the quencher at the 3’ ends of strands M’11, M’12, M’14, M’17 were in close 
proximity, which led to strong fluorescence quenching due to FRET. At high formamide 
concentrations the duplexes dissociated into single strands and the fluorescence was unquenched due 
to the spatial separation of dyes and quenchers (Fig 3a). 
In contrast to conventional temperature scan experiments, where typically several hundred microliters 
of buffer are needed, the separated reservoirs of the microfluidic setup could be filled with only a few 
microliters of the two corresponding solutions. After the separating valve was opened a formamide 
gradient established and meaningful fluorescence images could already be recorded after one minute. 
The intensity profiles along the connecting channel were extracted, normalized and plotted and the 
linear formamide gradient along the channel was mapped onto a temperature scale. From this plot the 
melting temperature of the DNA duplexes could be determined (Fig. 3b). 
We also determined conventional DNA melting curves with a fluorescence spectrometer, with which 
the fluorescence of the dye-labeled DNA strands was recorded while slowly sweeping the 
temperature. Plotting these melting curves in the same graph as the curves obtained from the gradient 
measurements revealed very good agreement of the two different techniques. Sigmoidal fits yielded 
the melting temperatures listed in table 1. The deviations between the values obtained from the two 
techniques were always less than 2%. The values for TM calculated with the nearest neighbor method 
3
 
agreed well with the experimental data for all strands but for the shortest M’11 and M’12. The deviation 
of 10 % between the calculated value and the value measured with both methods - temperature sweep 
and gradient experiment - demonstrates the need for experimental determination of TM under certain 
circumstances. 
We also perfomed an experiments in which a single nucleotide mismatche was introduced into the 
sequence of one of two otherwise complementary strands. The resulting change in the melting 
temperature could be easily detected in the diffusion generated formamide gradient (Fig. 4). This 
demonstrates the potential of our method for the detection of point mutations or SNPs. 
 
Conclusion 
 
We have shown that the melting temperature of DNA duplexes can be determined with a linear 
formamide gradient created in a microfluidic chip. The low sample consumption of the method, the 
ability to detect single base mismatches and length differences, and the fact that all gradient 
measurements displayed in this work were done within less than two hours inside the same chamber 
without any loss in performance clarifies the potential of the method presented here. The 
characterization of longer oligonucleotides sequences with higher melting temperatures could be 
accomplished by maintaining the microfluidic chip at a higher temperature or increasing the maximum 
formamide concentration or both. Further improvements of this technique are necessary to circumvent 
the time and cost intensive labeling of the DNA strands and could include the use of the double-strand 
specific dye SYBR Green I 
6
, the utilization of molecular beacons 
16, 17
, or the application of UV 
absorption measurements along the gradient. The generated gradients are stable, linear, and continuous 
and should be applicable to other solutes. Measurements on protein and RNA degradation 
18
 are 
conceivable
 
as well as studies of biological morphogenesis, which relies on diffusive gradients of gene 
transcription factors. 
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Captions 
 
Table 1: 
Melting temperatures of four pairs of oligonucleotides of different lengths obtained from 
formamide gradient measurements, conventional temperature scans and theoretical 
calculations.  
 
Figure 1: 
Schematic representation of the two-layered microfluidic setup. The blue flow channels and reservoirs 
are located beneath the red-colored control channels, separated at the intersections by a thin layer of 
PDMS. All channels are 100 !m wide and 20 !m high. The diameter of both reservoirs is 750 !m. 
After subtracting the volume occupied by the supporting columns of 110 !m edge length (white 
squares), the volume of each reservoir is 7.9 nl while the volume of the 300 !m long connecting 
channel is only 0.6 nl. 
 
Figure 2: 
Calibration of the device. 
a) and b) Overlaid fluorescence (green) and bright field (blue) images of the reservoirs and the 
connection channel. a) The left reservoir was filled with buffer, the right reservoir with buffer 
containing a fluorescently labeled oligonucleotide while the valve in the middle was closed. b) One 
minute after opening the valve a stable, linear gradient is established between the reservoirs. c) 
FEMLAB simulation of the concentration gradient. d) Intensity profiles along the dashed lines in b) 
and c). 
 
 Figure 3: 
a) Two complementary DNA strands - one labeled with a fluorophore, the other with a dark quencher 
- form a double-helical duplex structure at low temperatures and low formamide concentration (left). 
The quencher and the fluorophore are in close proximity and the fluorescence is quenched. At high 
temperatures and high formamide concentrations, the DNA duplex dissociates into single strands and 
no quenching occurs. 
b) Melting temperature measurements from conventional temperature scans in a fluorescence 
spectrometer compared to measurements performed in diffusion-generated gradients of formamide in 
the microfluidic setup. 
 
Figure 4: 
Detection of a single base mismatch. The 14 bp scan was perforned with the DNA strand M’14. 
Introduction of single nucleotide mismatch into the sequence of strand M’14mm (5’ AGG GTA AGG 
GTT AG-BHQ-1 3’) can be easily detected in the diffusion-generated formamide gradient. TM for the 
strand M’14mm is 43.8 ± 0.1 °C in contrast to 51.5 ± 0.1 °C for the strand M’14. 
  
Table 1) 
# complementary 
Oligonucleotides 
Temperature Scan 
(°C) 
Formamide Gradient 
(°C) 
Calculation (°C) 
11 41.9 ± 0.2 42.5 ± 0.1 37.9 ± 1.4 
12 46.4 ± 0.2 45.4 ± 0.1 43.9 ± 1.4 
14 52.2 ± 0.2 51.5 ± 0.1 52.0 ± 1.4 
17 58.5 ± 0.6 57.5 ± 0.3 55.5 ± 1.4 
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ABSTRACT
pH oscillations generated by a nonequilibrium chemical reaction are used to switch a pH-sensitive DNA structure between two distinct
conformations. The utilization of a chemical oscillator represents a novel method for achieving autonomous motion in molecular devices. The
oscillatory reaction is a variant of the Landolt reaction and produces pH variations in the range between pH 5 and 7. In this range, a cytosine-
rich DNA strand can be switched between a random coil conformation and the folded i-motif structure. The conformational changes are
monitored simultaneously with the pH value in fluorescence-resonance energy-transfer experiments.
DNA-based nanomachines are DNA supramolecular struc-
tures, which can cyclically undergo large conformational
changes in the presence of certain trigger molecules such as
other DNA strands or small molecules. These conformational
changes are accompanied by rotatory,1,2 stretching,3-12 or,
as demonstrated quite recently, even translatory13-18 move-
ments. In most cases, these molecular machines have to be
controlled externally, that is, an external operator has to add
certain chemical compounds to the reaction mixtures to cycle
the devices through their various mechanical states. Autono-
mous behavior of nanodevices has been achieved in only a
few cases with the help of deoxyribozymes9,17,19 or en-
zymes.14,18 Here we present a novel approach to achieving
autonomous motion by demonstrating how a proton-fueled
DNA conformational change can be driven by pH variations
generated by a nonequilibrium oscillatory chemical reaction.
Conformational changes in artificially constructed DNA
nanomachines are usually enforced by the addition of a DNA
“fuel” strand, leading to the stiffening of a previously flexible
single-stranded part of the device or connecting distant
sections of it. Other DNA devices are driven by a change of
buffer conditions, which favor one of several possible
conformational states. To achieve cyclical operation, fuel
strands had to be removed by “anti-fuel” strands using DNA
branch migration or the original buffer conditions had to be
restored. Continuous operation of these devices requires
keeping track of the state of the devices and the external
addition of fuel at the right moment. Under closed conditions,
waste products accumulate and soon become the dominant
chemical species in the system. In a conceptually different
approach, here we demonstrate how the conformational
transition of a single-stranded DNA molecule can be driven
autonomously by an oscillating chemical reaction occurring
in a continuously fed reactor.
Inspired by spatiotemporal ordering processes in biological
systems, oscillatory chemical reactions have been under
investigation for a long time.20 The canonical example is
the Belousov-Zhabotinsky (BZ) reaction,21,22 but there are
numerous other examples of reactions in which chemical
concentrations oscillate in time23,24 or travel in space as
chemical waves.25 Several criteria have to be met in order
to drive DNA-based devices with these chemical oscilla-
tors: First, the oscillating chemical species should be able
to drive or influence a DNA conformational transition.
Among the possibilities are to use the influence of certain
ion species on DNA whose concentration may be varied by
coupling pH oscillations to complexation and precipitation
equilibria24 or to use the oscillations in pH itself, as is done
in the present work. Second, the pH range in which the
oscillator operates should be compatible with biochemistry;
this rules out, for example, the original BZ reaction.
Furthermore, the reaction solution should be sufficiently
“biocompatible” to avoid rapid degradation of DNA by
oxidation. This requirement rules out, for example, oscillators
using hydrogen peroxide in the presence of copper ions.26
On the basis of these considerations, here we adopt an
oscillatory variant of the Landolt reaction to change the pH
value periodically in a continuously fed chemical reactor.26-28
The oscillating proton concentration is then utilized to drive
proton-fuelled DNA nanodevices through their conforma-
tional states periodically.
Our artificial reaction network is depicted schematically
in Figure 1a. The alternating oxidation of sulfite and
thiosulfate by iodate is accompanied by a periodic production* Corresponding author. E-mail: simmel@lmu.de; fax: (+49) 89 21803182.
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Figure 1. Principle of operation. (a) Operation cycle for DNA switch M driven by a chemical oscillator. An oscillatory variant of the
Landolt reaction changes the pH value of the reaction solution periodically. In one-half of the reaction cycle, protons produced during the
oxidation of sulfite induce a conformational transition to a folded DNA structure, the so-called i-motif (see part c of this Figure). In the
other half of the reaction cycle, the oxidation of thiosulfate consumes protons and leads to an unfolding of the i-motif. (b) Base-pairing
scheme between protonated and nonprotonated cytosin. (c) Sequence and folding scheme of DNA strand M. Strand M is labeled with
Alexa 488 on the 5′ end and BHQ on the 3′ end. At low pH values, M folds into the i-motif upon formation of six C+-C pairs (gray lines).
In this conformation, the dye and the quencher are in close proximity and the fluorescence intensity is considerably lower than that in the
open state. (d) Fluorescence titration of strand M against the pH value. At low pH, the conformational switch M assumes the i-motif
conformation. Between pH 5.5 and 6.5, strand M unfolds into a random coil conformation. Because strand M is labeled with a fluorescent
dye and a quencher, the transition can be monitored in the fluorescence signal (dots). In the folded state, fluorescence is quenched, whereas
in the random coil conformation it is not. A sigmoidal fit to the titration values is drawn as a continuous line.
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or consumption of protons. This pH oscillation is coupled
to a DNA conformational change. As the proton-sensitive
DNA structure, a molecular device based on the i-motif is
chosen.7,29 The i-motif is a four-stranded DNA structure that
forms because of intramolecular noncanonical base-pairing
between protonated and unprotonated cytosine residues
(Figure 1b). In the particular case of the device used here, a
DNA strand containing 12 cytosines can form 6 intramo-
lecular C+-C base-pairs, resulting in the folded DNA
structure depicted in Figure 1c. The pK value for cytosine
is approximately 4.2, and the transition to the i-motif
conformation, in which only half of the cytosines are
protonated, takes place in the pH range between 6 and 7. At
higher pH values, the cytosines are deprotonated and the
DNA strand adopts a random coil conformation. To monitor
its conformational transition, we labeled the DNA molecule
with a pH-insensitive fluorophore at the 5′ end and a
quencher at the 3′ end. If the fluorophore and quencher are
in close proximity, then the fluorescence of the fluorophore
is suppressed by the quencher because of energy transfer. If
the two chromophores are far apart, then the fluorescence
intensity is high. The transition between the folded single-
stranded i-motif structure and the relaxed coil structure is
therefore accompanied by a strong increase in fluorescence
(Figure 1d).
The experimental setup is displayed in Figure 2. For the
reaction, a solution of Na2SO3, Na2S2O3, and H2SO4 is fed
slowly with a pump into a continuously stirred reaction vessel
initially containing only a solution of NaIO3. Qualitatively,
the chemical processes taking place are the following: At
low H+ concentrations, iodate predominantly oxidizes hy-
drogen sulfite to sulfate, a reaction that produces iodide plus
protons and therefore lowers the pH. At high H+ concentra-
tions, however, the oxidation of iodide to iodine and of
thiosulfate to tetrathionate becomes dominant, consuming
protons and thus raising the pH value again.30,31 Because we
wish to keep the same population of DNA molecules in the
reactor permanently, we currently use a “semibatch” reactor
that has an inlet but no outlet.26 As shown in Figure 3, in
this setup the oscillations slowly die out because of the
continuous decrease in reactant concentrations. This behavior
can be well reproduced in model calculations based on a set
of rate equations30,31 describing the dominant kinetic pro-
cesses of the reaction that we adapted for the semibatch case.
If the reaction is performed in an open reactor with an inlet
and an outlet, then pH oscillations with a very regular
amplitude can be produced (see the Supporting Information).
With our choice of experimental conditions, the oscillator
varies the pH value between 5 and 7 periodically with a
temporal period of about 1 h. In consequence, the confor-
mational transitions of the DNA strands are enforced
periodically by the oscillator. In Figure 3, the pH oscillations
in the reactor are displayed together with the simultaneously
measured fluorescence-intensity signal. The fluorescence
signal indeed follows the pH value, indicating that the DNA
strands present in solution undergo their conformational
change as designed. Also indicated in Figure 3 is the
fluorescence signal calculated from the titration curve in
Figure 1d on the basis of the pH oscillations. Obviously, for
the first few oscillations (corresponding to lower pH values)
the amplitude of the fluorescence oscillations is lower than
expected. We assume that in this regime the kinetics of the
conformational change between the i-motif and the relaxed
coil is actually slower than the time-scale of the oscillations.
Control experiments with the fluorophore alone and with
DNA strands not prone to fold into the i-motif confirmed
that the observed oscillations in the fluorescence signal are
in fact caused by the structural transition of the DNA switch
(see the Supporting Information for control experiments).
The i-motif has been used previously for the construction
of a DNA-based molecular machine that could stretch and
contract cyclically, driven in response to changes in the pH
value.7 In this case, the stretching motion was caused by
hybridization of the i-motif strand to its complement strand.
Figure 2. Experimental setup. A solution of sodium sulfite, sodium
thiosulfate, and sulfuric acid is pumped from a reservoir into a
continuously stirred reactor containing a solution of sodium iodate
and the fluorescent-labeled DNA switches M. Fluorescence is
excited with an argon ion laser, detected, and recorded simulta-
neously with the pH value.
Figure 3. Measurements. Upper curves: measured (circles) and
simulated (red solid line) time course of the pH value of the
chemical oscillator in the semibatch configuration. See the Sup-
porting Information for a detailed description of the kinetic model
used for the simulation. Lower curves: fluorescence trace (blue
circles) recorded simultaneously with the pH oscillations monitoring
the motion of the DNA switches. Also shown is the fluorescence
intensity expected from the pH values using the titration data from
Figure 1 (dotted line). The measured fluorescence values roughly
agree with the calculated values, in particular for the later
oscillations that have a larger temporal spacing and reach slightly
higher pH values. This indicates that the unfolding kinetics may
not be fast enough at lower pH values in order for the DNA switches
to follow the oscillator.
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We therefore also added the complement of M to our
oscillator solution. The fluorescence signals recorded from
the two DNA strands were indistinguishable from the signals
recorded from strand M alone, indicating that hybridization
does not take place under the present reaction conditions
(Supporting Information Figure 2). To make full use of
chemical oscillators for the autonomous operation of DNA
nanomachines, the main challenge will be the optimization
of the reaction conditions to allow for efficient DNA
hybridization. Optimization of the reaction conditions will
also be necessary to achieve faster oscillations, which may
be more relevant technologically. Temporal periods of 2-5
min have been demonstrated for pH oscillations very similar
to the ones used in this work.31 Among the parameters
influencing the period are temperature and flow speed.
Another challenge will be the immobilization of DNA
nanodevices to solid supports. Immobilized devices could,
in principle, be driven indefinitely by the regular pH
oscillations that occur in a flow-through reactor (Supporting
Information Figure 1). A general limitation of this approach,
as generally is the case for DNA devices that are driven by
changes in buffer composition, is that no use is made of
sequence specificity and DNA devices cannot be addressed
individually within the reaction solution.
Here we have shown how a proton-sensitive DNA
structure can be driven autonomously through its conforma-
tional states by a chemical oscillator. This constitutes the
first example of a DNA device maintained in nonequilibrium
within a permanently fed chemical reactor and opens up a
novel field of applications for oscillating and pattern-
generating chemical reactions. It should be possible to
generalize the approach presented here to operate DNA
nanodevices within spatiotemporal chemical patterns or
oscillations that could be helpful for applications in which
molecular machines assist in nanoassembly tasks or in which
transport of nanocomponents along supramolecular tracks
is desired. Our approach should be applicable to other pH-
dependent DNA machines such as devices based on the
duplex-triplex transition;10,12 however, it need not be
restricted to DNA-based systems. It should also be possible
to drive other pH-dependent molecular machines by chemical
oscillators, for example, the recently demonstrated rotaxane-
based supramolecular “elevator”.32
Experimental Section. Unless stated otherwise, all chemi-
cals were purchased from Sigma-Aldrich, Germany. DNA
strand M with the sequence 5′-CCCTAACCCTAAC-
CCTAACCC-3′ was synthesized by biomers.net, Ulm,
Germany and labeled at the 5′ end with Alexa Fluor 488
(Molecular Probes, Eugene, OR) and at the 3′-end with
BHQ-1 (Biosearch Technologies, Novato, CA).
The semibatch reactor consisted of a reservoir, a reactor,
and a peristaltic pump (Minipuls 2, Gilson, Bad Camberg,
Germany). The reservoir contained a solution of 30 mL of
26 mM Na2SO3, 15 mM Na2S2SO3, and 5 mM sulfuric H2-
SO4. This solution was pumped at 30 µl/min into the reactor
containing 30 mL of a 50 mM solution of NaIO3. The
reaction solution was stirred constantly at 300 rpm. After
approximately 4 h, the pH value started to oscillate and DNA
strand M was added to the reactor at an initial concentration
of 10 nM. The titration of strand M was performed in a
solution of 100 mM NaCl, and the pH was adjusted by the
addition of NaOH and HCl.
For oscillator measurements, fluorescence was excited with
an argon ion laser (λ ) 488 nm) and detected with a Si
photodiode at an angle of 90°. The signal was amplified,
detected by a lock-in amplifier, and recorded with a data
acquisition card. The pH value was measured and recorded
simultaneously with a pH-Electrode (Schott, Mainz, Ger-
many). Fluorescence titrations were performed with a spec-
trofluorometer (Fluorolog 3, Jobin Yvon GmbH, Munich,
Germany).
Acknowledgment. This work was supported by the
Deutsche Forschungsgemeinschaft through the Emmy No-
ether program (DFG SI 761/2-2) and by the Bavarian
Ministry for Science, Research and Arts through the program
“Neue Werkstoffe”. T.L. acknowledges funding through the
CeNS International Graduate School for NanoBioTechnol-
ogy. We wish to thank Jo¨rg P. Kotthaus and Joachim O.
Ra¨dler for critically reading the manuscript.
Supporting Information Available: Simulation of the
kinetics of the oscillator, reaction with the complementary
strand of M, and control experiments. This material is
available free of charge via the Internet at http://pubs.acs.org.
References
(1) Mao, C. D.; Sun, W. Q.; Shen, Z. Y.; Seeman, N. C. Nature 1999,
397, 144-146.
(2) Yan, H.; Zhang, X. P.; Shen, Z. Y.; Seeman, N. C. Nature 2002,
415, 62-65.
(3) Yurke, B.; Turberfield, A. J.; Mills, A. P.; Simmel, F. C.; Neumann,
J. L. Nature 2000, 406, 605-608.
(4) Simmel, F. C.; Yurke, B. Appl. Phys. Lett. 2002, 80, 883-885.
(5) Li, J. W. J.; Tan, W. H. Nano Lett. 2002, 2, 315-318.
(6) Alberti, P.; Mergny, J. L. Proc. Natl. Acad. Sci. U.S.A. 2003, 100,
1569-1573.
(7) Liu, D. S.; Balasubramanian, S. Angew. Chem., Int. Ed. 2003, 42,
5734-5736.
(8) Feng, L. P.; Park, S. H.; Reif, J. H.; Yan, H. Angew. Chem., Int. Ed.
2003, 42, 4342-4346.
(9) Chen, Y.; Wang, M. S.; Mao, C. D. Angew. Chem., Int. Ed. 2004,
43, 3554-3557.
(10) Chen, Y.; Lee, S. H.; Mao, C. D. Angew. Chem., Int. Ed. 2004, 43,
5335-5338.
(11) Shen, W. Q.; Bruist, M. F.; Goodman, S. D.; Seeman, N. C. Angew.
Chem., Int. Ed. 2004, 43, 4750-4752.
(12) Brucale, M.; Zuccheri, G.; Samori, B. Org. Biomol. Chem. 2005, 3,
575-577.
(13) Sherman, W. B.; Seeman, N. C. Nano Lett. 2004, 4, 1203-1207.
(14) Yin, P.; Yan, H.; Daniell, X. G.; Turberfield, A. J.; Reif, J. H. Angew.
Chem., Int. Ed. 2004, 43, 4906-4911.
(15) Shin, J. S.; Pierce, N. A. J. Am. Chem. Soc. 2004, 126, 10834-
10835.
(16) Tian, Y.; Mao, C. D. J. Am. Chem. Soc. 2004, 126, 11410-11411.
(17) Tian, Y.; He, Y.; Chen, Y.; Yin, P.; Mao, C. D. Angew. Chem., Int.
Ed. 2005, 44, 4355-4358.
(18) Bath, J.; Green, S. J.; Turberfield, A. J. Angew. Chem., Int. Ed. 2005,
44, 4358-4361.
(19) Turberfield, A. J.; Mitchell, J. C.; Yurke, B.; Mills, A. P.; Blakey,
M. I.; Simmel, F. C. Phys. ReV. Lett. 2003, 90.
(20) Winfree, A. T. The Geometry of Biological Time, 2nd ed.; Springer:
New York, 2000.
(21) Zaikin, A. N.; Zhabotinsky, A. M. Nature 1970, 225, 535.
(22) Winfree, A. T. Science 1972, 175. 634.
(23) Rabai, G.; Orban, M.; Epstein, I. R. Acc. Chem. Res. 1990, 23, 258-
263.
Nano Lett., Vol. 5, No. 10, 2005 1897
(24) Kurin-Csorgei, K.; Epstein, I. R.; Orban, M. Nature 2005, 433, 139-
142.
(25) Kadar, S.; Wang, J. C.; Showalter, K. Nature 1998, 391, 770-772.
(26) Rabai, G.; Epstein, I. R. J. Am. Chem. Soc. 1992, 114, 1529-1530.
(27) Edblom, E. C.; Orban, M.; Epstein, I. R. J. Am. Chem. Soc. 1986,
108, 2826-2830.
(28) Rabai, G.; Beck, M. T. J. Phys. Chem. 1988, 92, 4831-4835.
(29) Gehring, K.; Leroy, J. L.; Gueron, M. Nature 1993, 363, 561-565.
(30) Gaspar, V.; Showalter, K. J. Am. Chem. Soc. 1987, 109, 4869-4876.
(31) Rabai, G.; Beck, M. T. J. Phys. Chem. 1988, 92, 2804-2807.
(32) Badjic, J. D.; Balzani, V.; Credi, A.; Silvi, S.; Stoddart, J. F. Science
2004, 303, 1845-1849.
NL051180J
1898 Nano Lett., Vol. 5, No. 10, 2005
Supplementary information for Liedl & Simmel
Modeling of the oscillatory reaction
For the oscillatory reaction, a solution of sodium sulfite, sodium thiosulfite and sulfuric acid
is continuously added to a reactor containing sodium iodate. The dominant reactions taking
place in the reactor are:
IO−3 + 3 HSO
−
3 → I− + 3 SO2−4 + 3 H+
IO−3 + 5 I
− + 6 H+ → 3 I2 + 3 H2O
IO−3 + 6 S2O
2−
3 + 6 H
+ → I− + 3 S4O2−6 + 3 H2O
HSO−3 ⇀↽ H
+ + SO2−3
To model the pH oscillator we adapted the empirical kinetic model from the original publica-
tions by Rabai and Beck (J. Phys. Chem. 92, 2804-2807 (1988); J. Phys. Chem. 92, 4831-4835
(1988)) for the semibatch case. To this end, the volume V and the rate of its change v are
introduced as dynamic variables and used to incorporate the effect of the increasing volume
on the concentrations of the reactants.
j = [IO−3 ]×M−1
y = [HSO−3 ]×M−1
s = [SO2−3 ]×M−1
t = [S2O2−3 ]×M−1
h = [H+]×M−1
v1 = k1ajyh + k1bjy2 + kcjyth2
v2 = k2y
v−2 = k−2sh
v3 =
k3jt2h2
1 + kiy
d
dt
j = −v1 − v3 jv
V
d
dt
y = −3v1 − v2 + v−2 + (y0 − y)v
V
d
dt
s = v2 − v−2 + (s0 − s)v
V
d
dt
t = −6v3 + (t0 − t)v
V
d
dt
h = 3v1 − 6v2 + v2 − v−2 + (h0 − h)v
V
d
dt
V = v
1
The rate constants were chosen as follows
k1a = 8.8× 103 s−1
k1b = 11 s−1
kc = 1× 1011 s−1
k2 = 20× 103 s−1
k−2 = 5× 1010 s−1
k3 = 3.4× 1012 s−1
ki = 5× 104
The inhibitory constant ki is dimensionless. For the calculation for Fig. 3 in the paper, intial
conditions were chosen as follows: The concentrations in the added reaction solution were
j0 = 0
y0 = 0
s0 = 0.026
t0 = 0.015
h0 = 0.008
The initial concentrations in the reactor were:
j(0) = 0.05
y(0) = 0
s(0) = 0
t(0) = 0
h(0) = 7× 10−4
and, finally, the initial reaction volume was V = 0.03 l and the flow rate was v = 14 µl/min.
The values for the calculation are therefore very close to the experimental conditions, albeit
not identical. The oscillatory patterns observed in the experiments can be well reproduced
by this system of rate equations. Some of the features, however, differ. In particular, a
long pre-oscillatory period in the reaction is not accurately reproduced by the calculations.
Nevertheless, the calculations can be used to test the influence of certain reaction parameters
such as flow rate or total volume.
Using the same model for a flow-through reactor (i.e. without dilution terms), we can also
predict what would be observed in a reactor with an inlet and an outlet and immobilized DNA
nanoswitches. In this case, the oscillator produces very regular pH oscillations. Plugging in
the pH dependence of the fluorescence of the nanoswitches (from Fig. 1 in the paper), one
can plot the expected fluorescence curves for this case (see figure). For this calculation, the
initial conditions have to be chosen slightly differently:
j0 = 0.0125
y0 = 0
2
s0 = 0.025
t0 = 0.0104
h0 = 0.0105
and
j(0) = 0.05
y(0) = 0
s(0) = 0
t(0) = 0
h(0) = 1× 10−7
The rate equations were implemented and solved with a MATLAB (The MathWorks, Natick,
MA) program on a conventional personal computer.
Figure 1: Calculated pH oscillations (black line) for a reactor with inlet and outlet and
corresponding expected fluorescence signal (blue line) from the DNA switch.
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Reaction with the complement of strand M
We also tried to operate the DNA conformational switch in “machine mode” (as in Ref. 7) of
the manuscript) by adding a slightly mismatched complement of M (5’- GTTAGTGTTAGT-
GTTAG -3’). This strand has two mismatches and is 4 nt shorter than the full complement
of M. It is the same strand as used in Ref. 7 of the article. The mismatches are introduced
into the complementary strand to ensure decay of the duplex into single strands at low pH.
The result is shown in Fig. 2 - the oscillations are virtually indistinguishable from the os-
cillations obtained with M alone (the differences arise from the slightly different pH range
over which the oscillations occur). Using the 17 nt complementary strand 5’- GTTAGGGT-
TAGGGTTAG -3’ (with no mismatches) for our oscillatory reaction also does not lead to any
improvement.
Figure 2: pH oscillations and corresponding fluorescence oscillations obtained from DNA
switch M in the presence of its slightly mismatched complementary strand.
Control experiments
pH (in)dependence of Alexa 488 fluorescence
We also checked that the fluorescent dye Alexa 488 is pH independent and monitored the
fluorescence of the dye alone added to the reaction mixture. As can be seen in Fig. 3, the
fluorescence of the dye Alexa 488 is almost independent from pH in the range of interest.
Furthermore, its fluorescence does not seem to be degraded by the reaction mixture.
4
Figure 3: pH oscillations (lower curve) and fluorescence signal (upper curve) recorded from
Alexa 488 dye mixed to the reaction solution. Almost no dependence on the pH is observed.
A control strand
Fig. 4 shows a comparison of the pH dependence of the fluorescence of strand M compared to a
control strand with the randomly chosen sequence Alexa 488-5’-CTTTAACAAATAATGATA
ATT-3’-BHQ 1. This sequence has the same length as M, but only contains 2 cytosines
(instead of 12 in M). It does not form any significant secondary structure and it cannot fold
into the i-motif. The signals in Fig. 4 have been normalized to be equal at pH 8.3. It can
clearly be seen that the fluorescence variation is smaller and considerably shallower for the
control strand. In particular, no transition can be seen around pH 6 as is the case for strand
M (and the i-motif). The sigmoidal shape may be explained by a cooperative transition to the
other conformation, but it also reflects the distance dependence of energy transfer between
the end labels of M. The slight change in fluorescence for the control strand may reflect the
protonation of adenine at low pH (adenine: pKa=3.5 and cytosine pKa=4.2) which results in
an effective change of the charge of the DNA backbone which in turn reduces the electrostatic
contributions to its persistence length. This effect may also be present for the cytosine rich
strand M, but it does not explain its transition around pH=6.
Distance calibration
To further confirm that the observed transition is consistent with the i-motif, we used the
fluorescence data at pH 8 for a distance calibration. In Fig. 5 fluorescence values for strand M
as single strand and hybridized to its 17 nt complement as well the fluorescence of the control
strand with and without its 22 nt complement are shown together with the fluorescence of
a strand singly labeled with Alexa 488. We estimate the end-to-end distances d for single-
stranded DNA as d =
√
2lpNa, where lp is the persistence length, N is the number of bases and
5
Figure 4: Fluorescence titrations in the range of the i-motif transition for strand M and a
control strand.
a = 0.43 nm is the distance between bases in single-stranded DNA (cf. Tinland, B.; Pluen,
A.; Sturm, J.; Weill, G. Macromolecules 1997, 30, (19), 5763-5765). For double-stranded
DNA we multiply the number of base-pairs by 0.34 nm. A good fit to the data by the Fo¨rster
curve (r/r0)6/(1+ (r/r0)6) is possible, when we choose lp = 1.3 nm for single-stranded DNA.
A fit with the single parameter r0 yields a Fo¨rster distance of r0 = 5.7 nm. From this value,
we estimate the distance between dye and quencher in the low pH conformation to be about
2.5 nm which is consistent with an i-motif conformation.
To summarize: Alexa 488 is not pH dependent in the range in question. M seems to
undergo a large conformational transition around pH 6, whereas a control strand with only
two cytosines, is not. As it is known for strand M that it folds into the i-motif, we assume that
we here also observe the i-motif transition. The distance estimated from the fluorescence in
the quenched state also corresponds to the distance expected for the i-motif. The fluorescence
trace obtained for M during the operation of the oscillator is completely consistent with the
titration data, indicating that the strand basically displays the same behavior under these
reaction conditions as during the titration.
6
21 nt ssDNA
Alexa 488
21 bp
17 bp
Figure 5: Fluorescence values for various distances between Alexa 488 and BHQ-1 (normalized
to the maximum value obtained for a singly Alexa 488-labeled strand). For the fit, the distance
for the singly-labeled strand has been arbitrarily set to a large value. The fluorescence values
for 21 nt single-stranded M and control strand coincide.
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A Surface-Bound DNA Switch Driven by a
Chemical Oscillator**
TimLiedl, Michael Olapinski, and Friedrich C. Simmel*
The fabrication of autonomously moving molecular structures
is one of the central challenges in the field of DNA
nanodevices.[1] Some of the concepts introduced recently to
achieve this goal rely on the sequence-dependent catalytic
action of DNA-modifying enzymes such as restriction endo-
nucleases or nicking enzymes[2] while others use the catalytic
power of DNA itself by incorporating DNA enzyme sequen-
ces into DNA devices.[3] Both approaches have also been used
to realize autonomous molecular computers.[4] Another
strategy is based on controlled inhibition of DNA hybrid-
ization by formation of secondary structure and its acceler-
ation by catalytic DNA strands.[5] These concepts were
developed for the autonomous operation of DNA devices
fueled by DNA hybridization. A different approach was
recently taken by our research group[6] and we could show
that the pH-sensitive conformational transition of a cytosine-
rich DNA strand between a random conformation and the so-
called “i motif” could be driven by the oscillating proton
concentration generated by a chemical oscillator. In such a
system, the temporal succession of the states of the DNA
devices is determined by a nonlinear dynamical system rather
than by an external operator. We report here how this system
can be significantly improved by attaching the DNA con-
formational switches to a solid substrate. This attachment
allows us to operate the chemical oscillator in a continuous
flow stirred tank reactor (CSTR) into which a glass chip
supporting the DNA devices is placed. In principle, the
surface-bound DNA structures can undergo an infinite
number of autonomous conformational switching events in
this configuration.
We showed recently how proton-fueled DNA devices can
be driven by an oscillating chemical reaction[6] by using a
variant of the Landolt reaction to periodically change the
pH value in a continuously fed reactor. To retain the DNA
switches within the reaction solution, a reactor without an
outlet had to be used. In such a configuration, one cannot
reach a steady state since the continuous influx of reaction
solution means the average concentrations of the reactants
vary. As a result, this dynamic chemical system is driven out of
its oscillatory region, thus causing the oscillations to die away
after a few periods.
To overcome this limitation in the present work we
operated the oscillator in a CSTR with two inlets and one
outlet. In principle, an infinite number of homogeneous pH
oscillations can be generated by using a continuous filling
combined with the simultaneous removal of waste materials.
However, the DNA devices had to be attached to a solid
substrate to prevent loss of the DNA through the reactor!s
outlet. For these experiments, we used thiol-modified, fluo-
rescently labeled DNA switches bound to an ultrathin
transparent gold layer on a glass substrate. This allowed a
firm covalent attachment of the DNA to the surface while at
the same time energy transfer between the fluorophores and
the gold layer[7] could be used to characterize the conforma-
tional transitions of the switches.
Schematic representations of the surface-bound DNA
switches in their two states at low and high pH values are
shown in Figure 1a. The switches consist of 21 nucleotide (nt)
long DNA strands with the sequence 5’-CCCTAACCC-
TAACCCTAACCC-3’ (strand M). Below pH 6.5, DNA mol-
ecules of this sequence are known to undergo a conforma-
tional transition to the so-called “i motif”, in which four DNA
strands are held together by a number of semiprotonated
C·C+ base pairs (in this case six intramolecular C·C+ pairs).
This particular DNA sequence has been utilized previously
for the fabrication of other DNA-based nanodevices[8] and is
also the same sequence as used in our previous bulk experi-
ments.[6] The DNA strands were modified with a thiol-C6
Figure 1. a) Schematic representation of single-stranded DNA bound to the gold/
glass substrate through a 5’-thiol-C6 spacer. In the closed i motif conformation at
low pH values the dye attached to the 3’ end is in proximity to the surface and is
thus quenched. In contrast, the fluorescence strongly increases at higher pH val-
ues where the DNA strand adopts a random single-stranded conformation.
b) Emission spectra recorded from the i motif attached to the substrate at pH 8
(random) and pH 5 (i motif). c) Fluorescence microscopy images of the i motif
(top) and a control strand (bottom) at pH 5 (left) and pH 8 (right). d) Correspond-
ing normalized fluorescence intensities.
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spacer at the 5’ end and with the fluorescent dye Rhodamine
Green (RG) at the 3’ end. The fluorescence of RG is pH-
insensitive between pH 4 and 9 (see the Supporting Informa-
tion). At low pH values, the transition to the i motif brings the
3’ end of the molecule into proximity to the 5’ end
(ca. 1.5 nm[9]). The fluorophore is brought closer to the
substrate when the DNA switches are attached to a surface
through the 5’ end.
A glass coverslip with an ultrathin layer of gold was used
as the substrate. To prepare the substrate, first a thin gold
layer was evaporated onto a clean coverslip, and then nearly
completely removed by sputtering with argon ions (exper-
imental details are given in the Supporting Information). The
substrate is then nearly transparent, but it is still possible to
attach DNA strands to the remaining gold on the surface (see
the Supporting Information). The modified coverslips were
mounted on an epifluorescence microscope and the fluores-
cence was monitored while subsequently adding
phosphate buffer of pH 8 and pH 5. Switching the
DNA strands between a random conformation at
high pH values and the i motif at low pH values
resulted in strong changes in the fluorescence
intensity (Figure 1c,d). Such clear changes in the
intensity could be monitored only at sites on the
chip spotted with the i motif strand. Sites spotted
with a control strand with a random sequence only
showed a small change in intensity.
A fluorescence spectrometer was extended
with a custom built module which allowed charac-
terization of the sample when placed in a CSTR to
allow for fluorescence spectroscopic and energy-
transfer measurements during the operation of the
pH oscillator. The setup is shown schematically in
Figure 2. Fluorescence spectra recorded with this
setup for the substrate-attached i-motif switches at
low and high pH values are displayed in Figure 1b.
The pH oscillator was operated by pumping
two separate solutions at 150 mLmin!1 into the
cuvette, which was initially filled with 20 mL H2O.
One solution contained 19 mm NaIO3 while the
other contained 30 mm Na2SO3, 21 mm Na2S2O3,
and 5 mm H2SO4. A second pump removed excess
volume at 300 mLmin!1. Typically, after a period of
4 h prior to oscillation, the pH value started to
oscillate between pH 6.3 and pH 5.5 with a period
of 20 minutes. The oscillations persisted until the
reactant reservoirs were exhausted (typically after
24 h).
Figure 3 shows the fluorescence intensity
recorded from the surface-immobilized DNA
switches together with the oscillations in the
pH value. The fluorescence strongly oscillates in
concordance with the pH value, thus indicating
that the chemical oscillator enforces the conforma-
tional transition of the switches as designed. We
performed a variety of test experiments to verify
that these fluorescence oscillations are indeed caused by the
conformational transitions of the switches to the i motif and
back. A conventional fluorescence titration experiment shows
that the immobilized DNA switches undergo a conforma-
tional change when the pH value is lowered below about 6.5,
as expected (see the Supporting Information). A plot of the
Figure 2. Experimental setup: Excitation light coming from a fluores-
cence spectrometer is focused onto the sample chip with a long
working distance objective. Light emitted from the chip is collected by
the same objective and reflected into the spectrometer with a beam
splitter. The sample chip resides in a CSTR which consists of a large
volume (V=25 mL) fluorescence cuvette with two inlets and one
outlet for the reactants. The pH value is monitored with a conventional
pH meter.
Figure 3. Left: In the CSTR setup, a large number of pH oscillations can be
generated (bottom, black trace). The simultaneously recorded fluorescence inten-
sity originating from the i motif bound to a gold/glass chip follows the pH
oscillations (top, black trace). The simulated pH values (bottom, gray trace)
coincide with the measured values except for regions where the low pH spikes
occur. This deviation is caused by the slow response of the pH meter. The
simulated fluorescence trace in the top graph (gray) is generated from data from a
titration experiment (see the Supporting Information). Inset: In an experiment at
higher time resolution it became apparent that the fluorescence intensity at the
position of the low pH spikes indeed drops to 20% of its maximum value, as
expected from the simulation. Right: Measured (bottom, black trace) and predicted
(bottom, gray trace) pH oscillations and corresponding fluorescence intensity (top,
black trace: experimental data, gray curve: calculated values) of the control
strands. The fluorescence is normalized to the maximum value at pH 7.4 for both
the device and control strand. In the case of the device strand, the i motif is
already partly formed under the conditions of the oscillator, which results in a
decreased fluorescence signal. The fluorescence values of both strands are in
complete agreement with the titration experiments (see the Supporting Informa-
tion), which shows that the strands essentially behave in the same way in the
CSTR as under ordinary buffer conditions. The fluorescence of the device strand is
consistent with its transition to the i motif, while the control strand does not show
such a behavior.
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fluorescence intensity obtained in the CSTR during the
operation of the pH oscillator essentially shows the same
transition (see the Supporting Information). By contrast, the
immobilized control strands show a less pronounced response
to pH changes, in particular no transition around pH 6 is
observed. Accordingly, a different fluorescence trace is
recorded when they are put under the influence of the
oscillator (Figure 3). The fluorescence for the control strand
only drops to about 50% of its maximum value, whereas the
signal decreases to below 20% for the device strand. Both
fluorescence traces are fully consistent with those obtained by
conventional titration experiments, thus indicating that the
immobilized DNA molecules undergo the same conforma-
tional changes when driven by the oscillator. It has to be
noted, however, that when the pH is below 4 the fluorescence
may not reflect conformational changes of the DNA alone,
but can be influenced by a variety of other factors (see the
Supporting information).
Simulated time traces of the pH oscillations based on a
model developed by Rabai and Beck[10] are also shown in
Figure 3. Experimentally obtained data agree well with the
model!s prediction at pH values above 5.5. However, the
model also predicts sharp “spikes” down to pH values of
about 3. In fact, these spikes also occur experimentally, but
their short duration (t1/2" 2 s) means they cannot be resolved
by our pH meter, which has a response time of 30 s. We
independently checked the occurence of the spikes at low
pH values with the pH-sensitive dye methyl orange, which
changes its color from yellow to pink at pH 4.4.[10] Indeed,
during the operation of the oscillator we observed this color
change for fractions of a second at the position of the low pH
spikes. This also explains why we observe fluorescence values
at the minima of the pH oscillations which are lower than
those expected from the recorded pH values. For comparison,
the upper panel of Figure 3 contains time traces calculated
from the simulated pH values and the titration curves for
DNA strand M and the control strand. The experimental
intensities agree well with the simulated values, except that
the experimental traces again do not follow the low intensity
spikes. This is simply caused by “undersampling”. Only a
limited number of data points could be taken for observations
over long times, because of excessive photobleaching, and
therefore the spacing of the data points is not close enough to
resolve the pH spikes. In the inset of Figure 3, a fluorescence
trace recorded at a higher rate is shown which reproduces
very well the predicted values. This also indicates that the
response time of the immobilized switches is on the order of a
second.
Further evidence for the formation of the i motif in the
surface-bound DNA switches is obtained from temperature-
dependent measurements: a sharp melting transition is
observed for DNA switches immobilized on the chip surface
and in solution, whereas no such transition is seen for the
control strand (Figure 4). These observations are in agree-
ment with previous circular dichroism studies on the
i motif.[11]
In summary, a chemical oscillation generated in a
continuous flow stirred tank reactor was utilized to periodi-
cally switch a DNA molecular structure immobilized on a
glass chip between two distinct conformations. In a CSTR,
these oscillations occur with a regular period and can in
principle occur infinitely often. To realize and characterize
this molecular-switching system experimentally, the DNA
oligonucleotides were immobilized on a glass surface covered
with an ultrathin gold layer, which allowed characterization of
the surface-bound switches within a CSTR in an epifluor-
escence setup. This system represents the first example of an
autonomously driven DNA switch immobilized on a solid
substrate. It was shown recently in a related study by Shu
et al.[8b] that an immobilized DNA device based on the i motif
can cyclically generate forces during the consumption of
H+ ions and can thus even be construed as a periodically
working motor. Such and similar systems may find application
as actuators or sensors in biomolecular hybrid nanostructures.
It is expected that surface-immobilized DNA switches could
Figure 4. Fluorescence intensities of the i motif and the control strand
in a melting experiment at pH 5.8 and comparison between surface-
bound and solution-phase switches. Top: The surface-bound i motif
unfolds at 37 8C, while a surface-bound control strand does not show
any change in fluorescence. Bottom: For the experiment in solution,
the i motif strand labeled with a dye on one end and a quencher on
the other end[10] displays essentially the same behavior and unfolds at
a slightly higher temperature than on the surface. The control strand
exhibits only a small change in the fluorescence in the solution
experiment.
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also display spatiotemporal patterns and oscillations under
the influence of chemical reaction waves.
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1. Materials and Methods
Figure 1: Binding of thiol-labeled DNA to a patterned, but transparent surface: A Au pattern
was defined on a glass coverslip with standard lithography techniques. Then the sample was
sputtered with Ar ions until no pattern was visible anymore. The modified surface was
exposed to a DNA strand labeled with a dye on one end and a thiol-group on the other end.
The pattern is revealed again under a fluorescence microscope. The side-length of the squares
is 50µm
Chemicals:
Unless stated otherwise, all chemicals were purchased from Sigma-Aldrich, Germany. The
DNA strand M with the sequence 5’ - CCC TAA CCC TAA CCC TAA CCC - 3’ and the
strand Control with the sequence 5’ - CTT TAA CAA ATA ATG ATA ATT - 3’ was synthe-
sized by IBA GmbH, Go¨ttingen, Germany and labeled at the 3’ end with Rhodamine Green
(Molecular Probes, Eugene, OR) and a Thiol-C6 spacer at the 5’-end.
Sample preparation:
The surface was prepared for attachment as follows: 8 nm Au was deposited on glass coverslips
(Superior, Marienfeld, Germany) by thermal evaporation. The coverslips were subsequently
sputtered with Ar-Ions at 200 W, 7× 10−7mbar for 45 s, thus removing almost all Au from
the surface. Afterwards, the coverslips were placed in 65% HNO3 for 2 h. After rinsing with
de-ionized water 1 µl droplets of 25µM DNA in PBS buffer containing 500 mM NaCl were
spotted onto the coverslips and kept under 100% air moisture overnight. Then the coverslips
were thoroughly rinsed with PBS and placed in PBS containing 10 mM Mercaptohexanol
for 1/2 h to saturate the remaining Au-binding sites and remove unspecifically bound DNA.
After rinsing with PBS the slides were ready for use.
Fluorescence microscopy:
The samples prepared as described above were mounted face up under a 200 µl PBS droplet
on a object carrier on a fluorescence microscope (Olympus IX 71) and observed with a 10x
objective. The images were recorded with a CCD camera (Photometrics CoolSnap HQ). To
change the pH the samples were removed and rinsed under a buffer with the desired pH and
placed again on the microscope under a 200 µl droplet of a buffer with the desired pH.
1
Chemical Oscillations:
The continuous stirred tank reactor consisted of two reservoirs, a reactor and two pumps
(Minipuls 2, Gilson, Bad Camberg, Germany and XXS-EL20 E, thin xxs GmbH, Germany).
Initially the cubic reactor contained 20 ml of Milipore water. One reservoir contained 19 mM
NaIO3. The other reservoir contained 30 mM Na2SO3, 21 mM Na2S2O3, and 5 mM H2SO4.
Both solutions were pumped at 150 µl/min into the reactor while the a second pump removed
the excess volume at a speed of 300 µl/min. The reaction solution was constantly stirred at
150 rpm. After approximately 4 h the pH oscillation started and the glass-slide with the
immobilized DNA strands were glued with silica-glue inside the reactor with the DNA facing
the solution.
Energy transfer measurements:
For detection a modified fluorescence spectrometer (Jobin Yvon Fluorolog 3) was used: A
50/50 beam splitter was placed at the site normally used for the cuvette, guiding the exci-
tation light (480 nm) through an objective (Leitz H32x/NA=0.60, WD=5.7 mm) onto the
sample. The emitted light was collected through the same objective and reflected into the
detection unit of the spectrometer with the beam splitter. The data was recorded with the
spectrometer’s software. The pH-value was measured and recorded simultaneously with a
pH-Electrode (Schott, Mainz, Germany).
2. Formation of the i-motif in substrate-bound oligonucleotides
Figure 2: pH dependence of fluorescence of surface-bound labeled DNA strands. Left: The
i-motif. Right: A control strand. The open symbols are data points recorded from a conven-
tional titration while the closed symbols are directly taken from the device and control strand
under the influence of the oscillator. Obviously, the behavior in the CSTR is consistent with
that found in the titration experiment. The lowest fluorescence values recorded in the CSTR
correspond to lower pH values than measured by the pH meter. As explained in the main
text, this is due to the slowness of the response of the pH meter.
Fig. 2 shows the fluorescence of the i-motif and the control strand as a function of the pH
value. Data marked with circles originate from a simple titration experiment where the pH in
the solution surrounding the surface-bound DNA strands was altered by slowly adding HCl
2
and NaOH. The signal has been normalized to the value attained at pH 7.4. In case of the
i-motif strand a strong increase of fluorescence can be observed around pH 6, whereas no such
behavior is visible for the control strand. The sigmoidal shape (fit, solid line) of the curve,
corresponding to strand M (the i-motif), may be explained by a cooperative transition to
the other conformation, but at the same time it reflects the distance dependence of energy
transfer between the dye and the gold/glass surface. The slight change in fluorescence for
the control strand may reflect the protonation of adenine at low pH (adenine: pKa = 3.5 and
cytosine pKa = 4.2), which results in an effective change of the charge of the DNA backbone
which in turn reduces the electrostatic contributions to its persistence length. The same effect
influences the cytosine rich i-motif, but it does not explain the sharp transition around pH 6.
Data denoted by diamonds in Fig. S1 are obtained directly from a plot of the fluorescence
intensity values against the pH taken from the CSTR experiments (Fig. 3 in the paper) for a
few oscillation cycles. Both the i-motif and the control strand show the same pH dependence
when driven by the pH oscillator as in the simple titration experiment. A few of these data
points are “too low” when compared to the titration curve. As is argued in the paper, the
pH values corresponding to these fluorescence intensities are actually lower than recorded
by the pH-meter whose response time is too large too resolve the low pH spikes exhibited
by the oscillator. These low pH spikes could be monitored, however, using the pH sensitive
dye methyl orange which changes its color from yellow to pink between pH 4.4 and pH 3.
This finding is also in agreement with the measurements of Rabai and Beck. Although the
pH-dependence of Rhodamine Green is stated to be stable between pH 4 an pH 9, there is an
effect on the fluorescence intensity of this dye below pH 4, which augments the uncertainty
of the fluorescence data obtained for the low pH spikes.
To further confirm the formation of the i-motif by the surface-bound DNA strands M,
temperature-dependent measurements were performed. A cuvette was filled with phosphate
buffer (pH 5.8, 135 mM NaCl, 2.7 mM KCl), and 1 µM of DNA in case of the bulk measure-
ments. The pH value of 5.8 was chosen near the transition point of the i-motif and was not
altered during the experiments. When heating the cuvette a sharp increase in fluorescence
is observed at T = 37◦C for the i-motif bound to the surface, while the control strand does
not show any change in fluorescence under the same conditions (Fig. 4 in the paper). A
DNA strand with the same sequence as the i-motif, but modified with a dye and a quencher
on both ends shows a strong increase in fluorescence at slightly higher temperatures in a
bulk experiment, whereas the fluorescence signal originating from an equally modified control
strand does not change significantly. This is in agreement with previous circular dichroism
measurements on the i-motif (G. Manzini, N. Yathindra, L. E. Xodo, Nucleic Acids Research,
1994, 22, 4634-4640).
For the energy transfer efficiency between a fluorescent dye and a gold surface, the distance
dependence
ET =
1
1 + (r/r0)4
(1)
is expected. If one assumes energy transfer between dye and metal according to Yun et al.
(Ref. 7c in the paper), the characteristic length r0 is given by
r0 =
(
0.525 c3ΦD
ω2ωFkF
)1/4
, (2)
where ωF and kF are Fermi frequency and wavenumber of the metal, ΦD and ω are the
quantum efficiency and the fluorescence emission frequency of the dye, respectively. This
3
length is on the order of 9− 10 nm in our case. Due to a number of uncertainties, however, it
is not easy to quantify the fluorescence data obtained in the experiments. A simple estimate
would be that the distance between the fluorescent dye to the gold surface changes from
roughly 0− 1 nm in the folded state to roughly 5 nm (the end-to-end distance for a random
coil of single-stranded DNA with 22 nt) in the relaxed state. The latter distance may be
considerably smaller, when the DNA strands make an angle with the surface, or larger when
they are stretched, e.g., due to mutual repulsion.
Addition of the complementary strand increased the fluorescence signal in the case of the
control strand but reproducibly decreased the signal for the i-motif at pH 8. Whereas the
increased fluorescence for the control strand is easily explained by a stretching of the DNA
due to duplex formation, and hence a larger distance of the fluorophore from the gold surface,
it is not straightforward to explain the decrease in fluorescence for the i-motif strand. It
is conceivable that due to the repetitive sequence of the i-motif strand the DNA molecules
are crosslinked by the complementary strands, resulting in a reduced effective distance of
the fluorophores to the surface. By the addition of a denaturing 8M solution of urea to the
sample, the complementary strands can be removed and the fluorescence of both the i-motif
and the control strand return to their original value.
3. pH dependence of fluorescence
Several effects influence the fluorescence recorded in our system: First of all, the dye Rho-
damine Green is known to be pH insensitive between pH 4 and pH 9. Most of the time our
system oscillates in this range but for fractions of a second the pH drops below pH 4 (compare
text in paper) which makes an interpretation of fluorescence data obtained during these time
intervals difficult. Another effect is the influence of the nucleobases on the fluorescence of
a dye attached to a DNA strand (cf. C. A. M. Seidel et al., J. Phys. Chem., 1996, 100,
pp. 5541-5553). The fluorescence intensity of a dye can be altered by photo-induced electron
transfer which is dependent on the redox potential of the bases. This in turn is dependent
on the pH value. As mentioned in the previous paragraph, protonation of one of the bases
(adenine or cytosine) will also lead to a reduction of the overall charge of the oligonucleotides
which will result in a reduced mean end-to-end distance. All these effects may in parts be re-
sponsible for the change in fluorescence of the control and the i-motif system, but they cannot
account for the conformational transition of our device around pH 6 (Fig. S 2) and around
37◦C (Fig. 4 in the paper). Plotting the fluorescence values obtained from the immobilized
device and control strands under the influence of the oscillator (filled symbols in Fig. S2)
show that the recorded fluorescence variations are consistent with the i-motif transition in
the case of the device strand and with no such transition in the case of the control strand.
4. Modeling of the oscillatory reaction
For the oscillatory reaction, a solution of sodium iodate and a solution of sodium sulfite,
sodium thiosulfite and sulfuric acid are continuously added to a reactor. The excess volume
is removed at the same rate as it is pumped in. The dominant reactions taking place in the
reactor are:
IO−3 + 3 HSO
−
3 → I− + 3 SO2−4 + 3 H+
IO−3 + 5 I
− + 6 H+ → 3 I2 + 3 H2O
4
IO−3 + 6 S2O
2−
3 + 6 H
+ → I− + 3 S4O2−6 + 3 H2O
HSO−3 ⇀↽ H
+ + SO2−3
To model the pH oscillator we used the empirical kinetic model from the publications by Rabai
and Beck (J. Phys. Chem. 92, 2804-2807 (1988); J. Phys. Chem. 92, 4831-4835 (1988)) for
the Continuous stirred tank reactor (CSTR). With the abbreviations j = [IO−3 ]×M−1; y =
[HSO−3 ]×M−1; s = [SO2−3 ]×M−1; t = [S2O2−3 ]×M−1; h = [H+]×M−1 the rate equations read:
v1 = k1ajyh + k1bjy2 + kcjyth2
v2 = k2y
v−2 = k−2sh
v3 =
k3jt2h2
1 + kiy
d
dt
j = −v1 − v3 + k0(j0 − j)
d
dt
y = −3v1 − v2 + v−2 − k0y
d
dt
s = v2 − v−2 + k0(s0 − s)
d
dt
t = −6v3 + k0(t0 − t)
d
dt
h = 3v1 − 6v2 + v2 − v−2 + k0(h0 − h)
k0 = 1.3× 10−3 s−1 denotes the pump speed divided by the volume of the reactor. The other
rate constants were chosen as follows: k1a = 8.8×103 s−1; k1b = 18 s−1; kc = 1×1011 s−1; k2 =
30× 103 s−1; k−2 = 5× 1010 s−1; k3 = 3.4× 1012 s−1; ki = 5× 104. The inhibitory constant
ki is dimensionless. For the calculation for Fig. 3 in the paper and Fig. S3, the following
intial conditions were chosen: j(0) = 0; y(0) = 0; s(0) = 0; t(0) = 0; h(0) = 1× 10−7. The
concentrations in the added reaction solution were j0 = 0.019; s0 = 0.03; t0 = 0.02; h0 =
0.008.
In the experiment, the reactor initially only contained water, the volume was 20 ml and
was kept constant all over the time. The flow rate was 150 µl/min for both inlet tubes and
300 µl/min for the outlet tube. The values for the calculation are therefore close to the
experimental conditions, albeit not identical. The very regular oscillations observed in the
experiments can be well reproduced by this system of rate equations. Plugging in the pH
dependence of the fluorescence of the DNA switches (from Fig. S1), one can plot the expected
fluorescence curves (see Fig. 3 in the paper and Fig. S3). The rate equations were implemented
and solved with a MATLAB (The MathWorks, Natick, MA) program on a personal computer.
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Fluorescent Nanocrystals as Colloidal Probes in
Complex Fluids Measured by Fluorescence Correlation
Spectroscopy
Tim Liedl, Simon Keller, Friedrich C. Simmel, Joachim O. R!dler, and
Wolfgang J. Parak*
The diffusion properties of fluorescent colloidal CdSe and CdSe/ZnS
nanocrystals (QDs) with different hydrophilic coatings were character-
ized in complex fluids such as actin solutions using fluorescence correla-
tion spectroscopy (FCS). The hydrodynamic radii of the QDs were deter-
mined both in organic solvents and water. Attention was given to the
potential artifacts arising from the fluorescence properties of the QDs.
With increasing excitation intensities, the apparent particle concentration
and diffusion times are overestimated if using a simple diffusion model.
This can be explained by a numerical simulation. The diffusion behavior
of QDs in actin networks of different concentrations was determined to
demonstrate the potential use of nanocrystals as probes in soft biological
matter. The decreasing diffusion coefficient of the nanocrystals with
increasing actin concentration results in an intrinsic polymer viscosity of
0.12!0.02 mlmg"1, in accordance with literature values.
Keywords:
· actin
· diffusion
· fluorescence
· nanocrystals
· semiconductors
1. Introduction
Fluorescent colloidal semiconductor nanocrystals — so-
called quantum dots (QDs) — are unique nanoscale probes
for the investigation of biological matter. Their fluorescence
properties, such as high quantum yield and reduced photo-
bleaching, make them ideal for applications in which high
sensitivity and long observation times are required. Another
advantage is that due to their nanoscale size they are suited
for addressing specific biophysical questions, such as the
local viscous properties of biopolymer networks. For exam-
ple, in migrating cells actin networks are continuously as-
sembled underneath the plasma membrane by polymeri-
zation and depolymerized towards the cell interior. The
actin concentration and the degree of its polymerization
therefore vary widely throughout the cell. The degree of
polymerization of such a complex network is reflected in its
local viscous properties. The typical size scales involved are
given by the diameter of the monomers (which is 6 nm in
the case of actin) and the mesh size of the network (several
100 nm). Hence, a fluorescent probe for the local viscous
properties of the network has to be sensitive on this nano-
meter scale. One strategy for local viscosity studies is to
measure the diffusion constant of small particles within the
polymer matrix, since the diffusion of the particles is influ-
enced by the viscosity of the network. The size of the parti-
cles has to be large enough to probe the polymer network
efficiently and it has to be small enough to fit through its
pores. In the case of the actin network of cells, the diameter
of the particles should be in the nanometer range.
In this work we describe how the diffusion coefficient of
colloidal fluorescent nanoparticles embedded in polymer
networks can be measured using fluorescence correlation
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spectroscopy (FCS). The aim of this study is threefold. First,
we describe how the diffusion coefficient of fluorescent col-
loidal nanoparticles dissolved in standard solvents, and thus
their hydrodynamic radius, can be determined with FCS.
Second, we discuss how fluorescence saturation effects for
high illumination powers have to be taken into account in
the interpretation of the FCS data. Finally, the colloidal
nanoparticles are studied in actin networks and it is shown
how the local actin concentration can be measured.
2. Results and Discussion
2.1. Theory of Fluorescence Correlation Spectroscopy
In fluorescence correlation spectroscopy (FCS) intensity
fluctuations of fluorescent particles within a small volume
of around 1 mm3 are recorded. The temporal autocorrelation
function of these fluctuations is related to the diffusion
properties of the fluorescing particles. The principle of FCS
was invented and realized in the early 1970s by Magde,
Elson, and Webb.[1–3] As there are several good reviews in
the literature we will give only a short introduction into the
subject.[4–6] The raw signal in a FCS experiment is the time-
dependent fluorescence intensity signal F(t) coming from a
small and fixed volume element usually created by a laser
focus of sub-micrometer waist size and detected with a con-
focal setup. In the ideal case the generated fluorescence in-
tensity is proportional to the excitation intensity of the fo-
cused laser and the observation volume can then be ap-
proximated by a three-dimensional (3D) Gaussian ellipsoid
with radius r0 and height z0.[7] Fluctuations in this signal are
analyzed by using the normalized temporal autocorrelation
function (ACF) G(t):
GðtÞ ¼ hFðtÞ & Fðt þ tÞithFðtÞi2t
ð1Þ
In the case of freely diffusing particles the autocorrela-
tion can be written as:[4]
GðtÞ ¼ 1N &GDiff ðtÞ ð2Þ
with
GðtÞ ¼ 1
1þ ttD
& 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ r20z20
t
tD
q ð3Þ
Here N denotes the mean number of particles present in
the observation volume. The diffusion time t depends on
the size of the observation volume and the diffusion coeffi-
cient D :
t ¼ r
2
0
4D
ð4Þ
Equation (3) represents the ideal situation of a single
monodisperse species of diffusing particles. In a system with
two fractions of different sizes the correlation function is
the weighted sum of the two observed fractions:
GDiffðtÞ ¼ a &GDiff;1ðtÞ þ ð1" aÞ &GDiff;2ðtÞ ð5Þ
The functions GDiff,i(t) represent the autocorrelation re-
sulting from the diffusion of fraction i with the diffusion
time ti. The weighting factor a depends on both the relative
concentrations and the brightness of the fractions. FCS is
not only sensitive to intensity fluctuations caused by diffu-
sion but also to photokinetic processes within the fluores-
cent particles. Changes in the brightness of the diffusing par-
ticle can be detected with FCS as long as they occur on a
significantly faster timescale than the diffusion time. The
most prominent and well-known process is the triplet decay
of organic fluorophores, which results in an exponential
decay of the autocorrelation function in the microsecond
time range.[8] In the following sections we discuss the unique
properties of QDs.
2.2. Fluorescent Colloidal Nanocrystals as Fluorescent
Probes for FCS
Fluorescent colloidal nanocrystals, such as CdSe or
CdSe/ZnS quantum dots possess a broad absorption band in
the UV region and a sharp emission band in all desirable
colors between the blue and the near infrared; the color of
emission is tunable by the size of the nanocrystals. Further-
more, colloidal QDs show a reduced tendency to photo-
bleach.[9,10] Due to the process used for the particle synthesis
in this study the colloidal QDs originally have a hydropho-
bic surface and are only soluble in nonpolar solvents (e.g.,
chloroform or toluene). In biological applications an aque-
ous environment is desired, therefore the surface of the par-
ticles has to be rendered hydrophilic. To this end, different
techniques can be applied, resulting in water-soluble colloi-
dal nanoparticles with the same color of fluorescence but
with different surface coatings.[9] The small overall size of
less than 20 nm of these water-soluble particles allows for a
range of applications in the life sciences.[10]
Fluorescent nanocrystals have been previously shown to
be suitable probes for FCS measurements.[11–13] However,
standard FCS theory used for organic fluorophores has to
be modified for colloidal nanocrystals to account for some
of the specific properties of these particles. QDs exhibit no
triplet behavior, but show blinking on all timescales from
nanoseconds to seconds. The distribution of blinking times
follows a power law.[14, 15] As for organic fluorophores, the
fluorescence decay time of QDs of a few nanoseconds is too
fast to be detected in a FCS measurement. As until now no
analytical expression to fit FCS data obtained from fluores-
cent nanocrystals could be derived, we fitted the curves with
a simple FCS model that only takes diffusion into account
[Eq. (3)]. This fit procedure yielded satisfactory results for
our purposes. In a recent publication, Doose et al. approach-
ed this problem using Monte Carlo simulations that include
diffusion and power law on/off statistics to elucidate the ef-
fects of QD blinking on FCS.[12] To extract diffusion times,
these authors also used a simple diffusion model. The pres-
ent work extends a previous report by our group in which
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the peculiarities of QD photophysics had not been taken
into account.[13]
A fit to the experimental autocorrelation function G(t)
(obtained from the FCS raw data F(t) via Equation (1))
using Equations (2), (3), and (4) yields the diffusion con-
stant D of the particles. Since QDs are spherical, from
knowledge of D the hydrodynamic radius rh of the particles
can be determined using the Stokes–Einstein relation:
rh ¼ kT6phD ð6Þ
where kT is the thermal energy and h denotes the viscosity
of the surrounding fluid.
2.3. Materials and Methods
We used a commercial FCS setup by Carl Zeiss (Jena,
Germany) consisting of a ConfoCor2 module[16] and an
Axiovert200 microscope with a Zeiss C-Apochromat (40! ,
NA 1.2) water immersion objective. The 488 nm line of an
Ar ion laser and the 633 nm line of a HeNe laser were used
for excitation. The maximum laser power corresponded to
an illumination intensity of 2.91 mW at 488 nm and
1.42 mW at 633 nm. The emitted light was split up by a 50/
50 mirror and fed into two identical independent detection
channels with 505-nm-long pass filters and pinholes with a
70 mm diameter. The intensities from the two avalanche
photodiodes were cross-correlated. Artifacts like detector
after-pulsing or other detection noise do not occur in the
cross-correlation function.
For calibration of the sample volume (i.e., to determine
the parameters r0 and z0) the dyes Alexa488 (D=
316 mm2s"1, Molecular Probes) and Cy5 (D=250 mm2s"1,
Amersham Biosciences) were used as fluorescent particles.
For all measurements r0 was found to be between 180 and
190 nm. The ratio z0/r0 was always between 7 and 8.
A customized teflon block with drilled holes of 7 mm di-
ameter was used for the measurements of the fluorescent
colloidal particles diluted in chloroform. A cover slide
(thickness: 150 mm) was glued to the bottom of the block
with silica grease. Due to the different refraction indices of
chloroform (nCl=1.445 at 20 8C) and water (nwater=1.33 at
20 8C), the radius of the focus in chloroform (rCl) changes.
We assume that the focus radius is diffraction limited and
the product of focus radius and refractive index is constant.
Thus the focus radius rCl is given by rCl= rwater·nwater/nCl. This
is a rough approximation which does not consider various
other aberrations studied in detail by others.[17,18] The char-
acteristic diffusion time varies quadratically with nwater/nCl
(see [Eq. (4)]). The measurements in water and actin were
performed using conventional coverslip chambers (Nunc,
Wiesbaden, Germany). Each sample was illuminated
10 times in a row for 20 s each with the appropriate laser.
The recorded signals were averaged for each sample. The
standard deviation was obtained by averaging the measure-
ments of different sets. Each sample was measured at least
three times.
Two batches of hydrophobic CdSe nanocrystals capped
with trioctylphosphine oxide (TOPO) and dissolved in
chloroform were used in this study,[19] one having its first ab-
sorption maximum at 507 nm, the other one at 635 nm. In a
first modification step, a shell of ZnS was grown around the
CdSe cores yielding TOPO-capped CdSe/ZnS nanocrystals
dissolved in chloroform.[20] Due to shell growth, the first ab-
sorption maximum is slightly red-shifted (from 507 nm to
528 nm and from 635 nm to 645 nm for the green and red
fluorescent nanoparticles, respectively). To transfer the
nanocrystals into water they were capped with three differ-
ent kinds of hydrophilic shells (for a detailed description
see ref. [21]). The simplest modification strategy is to ex-
change the hydrophobic surfactant molecules covering the
CdSe/ZnS nanocrystals with molecules bearing a reactive
thiol group on one end and a hydrophilic group on the
other end. Here mercaptopropionic acid (MPA) was used.
Another possibility is to grow a silane shell around the crys-
tal. Polyethylene glycol chains pointing out of the silane
shell prevent agglomeration of the particles by steric repul-
sion. The third applied technique uses amphiphilic polymers.
The hydrophobic ends of the polymer intercalate with the
hydrophobic chains covering the ZnS shell, whereas the hy-
drophilic ends point outwards. To enhance stability, the
polymers were crosslinked with bis(6-aminohexyl)amine. In
total, we prepared green and red fluorescent nanoparticles
with five different modifications for each color: CdSe and
CdSe/ZnS particles with a TOPO coating dissolved in
chloroform and CdSe/ZnS particles with mercaptopropionic
acid (MPA), silica, and polymer coating dissolved in aque-
ous solution.[13] With each resulting sample FCS measure-
ments were performed.
Actin is a protein of the cytoskeleton and exists in a
monomeric and a polymerized form: the globular actin
monomer (G-actin, Mw=42 kDa) polymerizes into long fila-
ments (F-actin) and dense networks. Monomeric G-actin
from rabbit muscle was a kind gift from the group of M.
B"rmann (Physics Department E22, TU M#nchen, Germa-
ny). The sample was concentrated by centrifugation in G-
buffer (2 mm Tris/HCl (pH 7.4), 0.5 mm ATP, 0.2 mm CaCl2,
0.2 mm dithiothreitol, and 0.2% NaN3) to 4.55 mgml
"1.
Polymerization was initiated by the addition of 10 vol.% of
10x F-buffer (G-buffer + 2 mm MgCl2 and 100 mm KCl).
After 20 min phalloidin (Molecular Probes, Eugene, OR,
USA, P-3457) (phalloidin/G-actin=1:4) was added to stabi-
lize the filaments. These filaments could now be diluted in
F-buffer without depolymerization.
2.4. Hydrodynamic Radii of Fluorescent Colloidal
Nanocrystals Determined by FCS
The experimental data obtained for nanocrystals modi-
fied with different surface coatings are shown in Figures 1
and 2. The corresponding hydrodynamic radii are shown in
Table 1. For the TOPO-capped CdSe nanocrystals dissolved
in chloroform we obtained a hydrodynamic radius of 1.8!
0.7 nm and 4.2!1.3 nm, respectively. After growing a layer
of ZnS around the CdSe particles,[20] the radius increases to
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2.8!0.8 nm and 5.7!2.3 nm. These results match well with
the radii of CdSe and CdSe/ZnS nanocrystals obtained from
transmission electron microscopy (TEM).[22] It should be
noted that due to a lack of contrast of the surface coating,
TEM is only sensitive to the inorganic core and inorganic
shell of the nanoparticles and thus the radii obtained by
TEM describes the hard core radii of the CdSe and CdSe/
ZnS particles. FCS on the other hand detects the effective
hydrodynamic radius and thus also the surface coating
around the inorganic cores (i.e., the TOPO molecules
bound to the surface of the CdSe and CdSe/ZnS particles).
The hydrodynamic radii of the particles in aqueous solution
are larger than for those dissolved in chloroform. Apart
from an increased thickness in the surface coating, interac-
tions between water and the particle surface are assumed to
be responsible for this effect. Also a tendency of incom-
pletely capped particles to agglomerate to small particle
clusters might lead to an increase in the determined mean
effective hydrodynamic radius.
In a previous study,[13] we have determined the hydrody-
namic radii of the same TOPO-capped CdSe/ZnS and poly-
mer-capped CdSe/ZnS nanoparticles dissolved in chloro-
form and water, respectively, but with a fit function for G(t)
containing a triplet term. This procedure led to larger hy-
drodynamic radii as compared to those determined in the
present study using Equations (2) and (3). As discussed
above, QDs in fact do not display a triplet-like behavior and
therefore only a simple diffusion model was applied. The re-
sults of Table 1 demonstrate that colloidal CdSe and CdSe/
ZnS are appropriate probes for FCS measurements with hy-
drodynamic radii on the order of 10 nm. However, another
potential pitfall has to be considered in the interpretation of
the data, as discussed below.
2.5. Blinking and Saturation Effects
Artifacts of FCS due to blinking and optical saturation
have been studied before for the case of organic dyes.[23–25]
Similar effects have been observed for inorganic QDs by
Doose et al.[12] and by our group, but the interpretation of
the influence of blinking has to be modified in this case. For
high laser intensities, the autocorrelation data cannot be
fitted with the same quality as for low laser intensities. This
was investigated experimentally with green fluorescent
nanocrystals with a silane shell, by tuning the laser intensity
from 0.1% to 100%, corresponding to a laser intensity of
2.91 mW to 2.91 mW in the sample volume. As can be seen
in Figure 3, the overall shape of experimentally obtained
ACFs markedly changes with increasing excitation intensity.
This is due mainly to two factors:
1) With increasing laser intensity the blinking behavior
gains influence, which can be observed in a steepening of
the curves in the range of 1 ms to 10 ms and a flattening of
Figure 1. The autocorrelation functions of TOPO-capped green and
red fluorescent CdSe and CdSe/ZnS nanocrystals and the respective
fits with Equations (2) and (3) (solid lines). The fit parameters are t
and N. The offset between the individual curves for presentational
purposes is 0.1. The measurements were performed in chloroform
(h=0.57 mPas).
Figure 2. The autocorrelation function of green and red fluorescent
CdSe/ZnS nanocrystals capped with different hydrophilic shells and
the respective fits with Equations (2) and (3) (solid lines). The offset
between the individual curves for presentational purposes is 0.1.
The measurements were performed in water (h=0.98 mPas).
Table 1. Hydrodynamic radii of fluorescent CdSe nanocrystals with
various capping groups. The error is the standard deviation derived
from different measurements.
NCs (Emission: 535 nm) rh [nm] Error [nm]
TOPO-capped CdSe[a] 1.8 0.7
TOPO-capped CdSe/ZnS[a] 2.8 0.8
Polymer-capped CdSe/ZnS[b] 5.5 1.3
Silane-capped CdSe/ZnS[b] 5.2 1.9
MPA-capped CdSe/ZnS[b] 11.2 1.3
NCs (Emission: 645 nm)
TOPO-capped CdSe[a] 4.2 1.3
TOPO-capped CdSe/ZnS[a] 5.7 2.3
Polymer-capped CdSe/ZnS[b] 10.8 1.4
Silane-capped CdSe/ZnS[b] 18.1 4.8
MPA-capped CdSe/ZnS[b] 12.9 1.6
[a] In chloroform (h=0.57 mPas, 208C) [b] In water (h=0.98 mPas,
208C).
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the whole curve. Doose et al. found similar behavior for
peptide-coated NCs (CdSe/ZnS and CdSe/CdS/ZnS), for
lipid-coated CdSe/ZnS NCs, and for commercially available
polymer-coated NCs (Quantum Dot Corp).[12]
2) With increasing laser intensity the assumption of a
Gaussian-shaped observation volume is not valid any more.
This can be understood as follows: If one assumes that the
emission of each fluorescent particle saturates above a cer-
tain laser intensity, the emitted fluorescence is no longer
proportional to the excitation intensity. In this case the as-
sumption of a Gaussian-shaped observation volume is
wrong. Saturation leads to a flattening of the effective inten-
sity profile in the center of the observation volume.[24] Qual-
itative statements about two immediate observables in the
resulting correlation functions can be made: a) The record-
ed fluorescence signal F(t) has a smaller variance than in
the ideal case. This leads to systematically smaller ampli-
tudes G(0) of the correlation functions. The number of par-
ticles N ¼ 1Gð0Þ is overestimated; b) the flattening of the ef-
fective intensity profile leads to an enlarged virtual observa-
tion volume. As a consequence, the correlation times in-
crease and result in underestimated diffusion constants.
To test this hypothesis the experimental data were com-
pared with simulated data (Figure 4). Saturation effects
were simulated by a fluorescent particle performing a
random walk through a detection volume with a cut-off
Gaussian profile using the script language IDL. At low in-
tensities the particle $sees% a Gaussian excitation profile.
Above a certain laser intensity, which is determined in the
experiment, saturation sets in and the Gaussian profile
starts to be cut off. For elevated laser intensities the Gaussi-
an profile is increasingly cut off, which results in an almost
rectangular shape of the excitation profile at the highest
laser intensities. This simulation already yields good agree-
ment with the measured diffusion times. The simulated
number of particles N, however, only qualitatively shows
the same behavior as the measured data. There is a discrep-
ancy between the absolute calculated values and the experi-
mentally obtained data, which we are not able to explain.
From the comparison of experiment and simulation, the sat-
uration threshold, that is, the laser intensity at which the sat-
uration effects set in, was determined to be 2% of the laser
intensity. This corresponds to a laser intensity of 58.2 mW in
the sample volume. Our simple model explains saturation
effects already at low excitation energies and continuous
wave excitation, as discussed by Gregor et al. in greater
detail.[25] For the subsequent measurements in actin net-
works the laser intensity was fixed at 1% to ensure that sat-
uration effects can be neglected.
2.6. Diffusion In Concentrated Actin Networks
To demonstrate the potential of hydrophilic nanocrystals
as probes for complex fluids, we determined diffusion times
of green-fluorescent QDs coated with a silane shell in net-
works of polymerized actin (Figure 5). The mesh size x of
actin networks (as a function of the actin concentration
cactin) is given by the empirical formula:[26]
x ¼ 0:34 & ð cactin
1 mg ml"1
Þ"1=2mm ð7Þ
Autofluorescence of polymerized actin networks causes
an experimental hurdle, since it could not be cut out by fil-
ters or by using particles of other emission wavelengths.
However, the signal of the autofluorescence can be correlat-
ed with an intrinsic diffusion time and was measured sepa-
rately each time before adding the nanocrystals according to
Equation (5).
GðtÞ ¼ 1þ 1N & ½a &GactinðtÞ þ ð1" aÞ &GQDðtÞ) ð8Þ
Figure 3. Correlation functions of silane-capped CdSe/ZnS nanocrys-
tals (Emission: 535 nm) for different laser intensities. Solid lines are
fits with the ideal model in Equation (3). The offset between the indi-
vidual curves for presentational purposes is 0.1. The measurements
were performed in water (h=0.98 mPas).
Figure 4. Due to saturation effects the measured diffusion time tD
and number of particles N (inset) increases with increasing illumina-
tion laser intensity. Squares: experimentally obtained data from
Figure 3; Line: simulation.
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The diffusion of colloidal particles in polymer solutions
has been investigated in numerous polymeric systems. For
particles with radii smaller than the mesh size of the poly-
mer solution, rh < x, the particles feel a viscosity that in-
creases linearly with the polymer concentration cp:
[27–29]
hp ¼ h0ð1þ hint:cpÞ ð9Þ
where h0 denotes the solvent viscosity and hint the intrinsic
viscosity of the polymer in solution. Using the Stokes–Ein-
stein relation (Equation (6)), Equation (9) can be written
as:
Dt
D0
¼ 1" hint:cactin ð10Þ
The fit in Figure 6 yields an intrinsic viscosity for poly-
merized actin solutions of hint=0.12!0.02 mlmg"1. For
comparison, Schmidt et al. measured values between 0.08
and 0.9 mlmg"1 with beads of diameters between 100 and
250 nm.[26] Anomalous diffusion in actin has already been
described for beads of comparable or even larger diameters
than the mesh sizes of the actin network.[30, 31] Possible rea-
sons for anomalous diffusion are obstacles[32] or binding.[33]
The potential of FCS to characterize anomalous diffusion
behavior has been shown before.[29,34–36] The colloidal nano-
crystals used in this study have a diameter of around 20 nm
and are therefore considerably smaller than the resulting
mesh size (160 nm), even at high concentrations of actin
(4.5 mgml"1).
We tested the data for signatures of anomalous diffu-
sion, for which the mean-square displacement of the parti-
cles is no longer proportional to time, but scales as hc2i/
tb.[29, 36] Fits of this expression to the data yielded anomalous
diffusion parameters b between 0.9 and 1.1. A value of
b ¼ 1 accounts for normal diffusion behavior, hence our
data is consistent with normal diffusion rather than anoma-
lous diffusion.
3. Conclusion
In summary, we used fluorescence correlation spectros-
copy to characterize the hydrodynamic radius of fluorescent
colloidal nanocrystals with various coatings, in both organic
solvent and in an aqueous environment. The nanocrystals
were used as probes for the viscosity of complex fluids such
as actin networks. For data analysis, various artifacts that
can systematically influence the results of FCS measure-
ments were taken into account. In particular, we considered
the problem of saturation effects, which increase the calcu-
lated number of particles within the effective sample
volume and lead to longer diffusion times. Our results here
agree with the findings by Doose et al.[12]
Figure 5. Autocorrelation function of silane-capped CdSe/ZnS nano-
crystals (Em: 535 nm) in polymerized actin networks. a) Measure-
ments in a solution of F-actin with and without nanocrystals. Solid
lines are fits; b) autocorrelation functions for different actin concen-
trations. Solid lines are fits with two fractions according to Equa-
tion (8). The diffusion time of the fast fraction was determined by
previous measurements of the pure actin solution and then kept
fixed. The offset between the individual curves for presentational
purposes is 0.1.
Figure 6. The normalized diffusion constant of water-soluble nano-
crystals decreases with rising concentration of actin. The fitted line
(Equation (10)) yields to an intrinsic viscosity of actin of
0.12!0.02 mlmg"1. According to Equation (7), 1 mgml"1 and
4.5 mgml"1 corresponds to a mesh size of 340 nm and 160 nm,
respectively.
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Due to the small size of the nanocrystals used, the vis-
cous properties of actin networks with mesh sizes smaller
than 200 nm could be determined. The measured values for
the intrinsic viscosity of the networks agree well with those
obtained previously using other techniques. Anomalous dif-
fusion was not observed as it only comes into play when
particle size and mesh size are comparable. Our results
show that fluorescent colloidal nanoparticles are well suited
for the investigation of the local viscosity of biological sam-
ples or other complex fluids using FCS.
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Controlled trapping and release of 
quantum dots in a DNA-switchable 
hydrogel 
Tim Liedl, Hendrik Dietz, Bernard Yurke, 
Friedrich C. Simmel* 
 
DNA-switchable structures have been under extensive 
investigation in DNA nanotechnology 
[1]
, where DNA-based 
supramolecular assemblies are switched between mechanically 
distinct conformational states through hybridization with DNA 
“fuel” strands. Reversibility is achieved by displacing previously 
added fuel strands from the assembly in a branch migration 
process 
[2]
. This operation principle has been recently applied to 
realize a switchable polyacrylamide (PAAm) hydrogel with 
controllable macroscopic rheological properties 
[3]
. In the present 
study, we investigate  the nanoscopic aspects of this system in 
detail using fluorescent semiconductor quantum dots (QDs) as 
probe particles. The diffusion properties of the QDs in the gel are 
studied using single molecule fluorescence microscopy and 
fluorescence correlation spectroscopy. Trapping and DNA-
triggered release of the nanoparticles is directly visualized, 
demonstrating the potential of the DNA-switchable gel as a 
controlled release system with possible applications in drug 
delivery.  
PAAm gels are usually synthesized by mixing 
acrylamide monomers, crosslinkers and water at a certain 
ratio, followed by initiation of polymerization with a 
catalyst. The resulting polyacrylamide chains are chemically 
inert and biocompatible
[4]
. Numerous crosslinking agents 
can be used to tune the properties of PAAm gels 
[5]
. Using 
double-stranded DNA as a reversible crosslinker provides a 
number of advantages: the resulting gel is biocompatible and 
sequence programmable; the mechanical properties and the 
pore size of the crosslinked gel can be adjusted by the length 
of the DNA crosslinker strands and the melting temperature 
of the gel can be controlled by the sequence and length of 
the DNA crosslinkers. 
  For the synthesis of the DNA-switchable gel, first two 
non-complementary Acrydite(TM)-modified oligonucleo-
tides 
[6]
 A and B are separately copolymerized with 
acrylamide (4% w/v) and thereby incorporated into the 
PAAm chains. Mixing of the two solutions yields a highly 
viscous fluid, which in our experiments is complemented 
with fluorescent colloidal semiconductor quantum dots as 
tracer particles. Fluorescent QDs are easy to track with 
single molecule fluorescence techniques and they are 
available with a wide variety of functionalizations for 
biomedical applications 
[7]
.   
 
Figure 1. Operation principle of the DNA-switchable gel used for 
nanoparticle delivery. Water-soluble, polymer-coated nanocrystals trapped 
reversibly in a DNA crosslinked polyacrylamide hydrogel (left) can be 
liberated by unlinking the gel with DNA “release” strands. As a result, the 
particles can leave the unlinked gel (right), and a DNA waste duplex 
composed of the crosslinking and the release strand is formed. The 
unlinked gel can be re-organized by adding the crosslinking strand again. 
Addition of gelation oligonucleotides complementary to the 
Acrydite strands transforms the fluid PAAm/nanoparticle mixture 
into a solid gel (Fig. 1), trapping the particles. The DNA 
crosslinker strands are equipped with an additional, unhybridized 
“toehold” section which acts as a “recognition tag” for DNA 
release strands 
[2]
. When release strands fully complementary to 
the crosslinker strands are added to the gel, they attach to the 
toeholds and remove the crosslinker strands via branch migration. 
The gel dissolves into a solution, liberating the trapped particles. 
For a 4% acrylamide “1 D” gel, i.e. for unlinked linear polymer 
strands, a typical pore size much larger than the particle diameter 
is  expected, which is considerably reduced by the crosslinking 
process. The crosslinking density used in our experiments 
corresponds to a value of  %C = 0.16 in a conventional PAAm 
gel crosslinked with N,N’-methylene bis(acrylamide).  Compared 
to typical polyacrylamide gels used for gel electrophoresis, the 
DNA-PAAm gel is sparsely crosslinked. For a bis-crosslinked 
PAAm gel with the same parameters, a pore size of rp > 100 nm 
would be expected 
[8]
. Nevertheless, we experimentally observe 
that the DNA-switchable gel is capable of controllably trapping 
and releasing nanoparticles with a diameter  on the order of 10 
nm.  
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To characterize the trapping and release process in detail, 
the diffusion behavior of our tracer particles was studied in 
the sol and gel states of the switchable gel. As tracer 
particles, we used CdSe/ZnS QDs (!em=565 nm) with a 
“bare” radius of roughly 6 nm. The QDs were made water 
soluble by a polymer coating
[9]
 which slightly increased 
their radius. As described previously 
[10]
, the radius of the 
coated QDs was determined using fluorescence correlation 
spectroscopy (FCS). FCS measurements on free QDs in 
water yielded a diffusion constant of DH2O= 29 ± 0.5 µm
2
s
-1 
(Fig. 2b). Using the Stokes-Einstein (SE) equation this value 
can be translated into a hydrodynamic radius of the particles 
of 7.4 ± 0.6 nm. We then determined the diffusion properties 
of the QDs for the two states of the gel using both single 
molecule fluorescence microscopy and FCS 
[10,11]
. In the 
unlinked hydrogel matrix the diffusion constant dropped to 
DFCS, unlinked = 6.6 ± 0.3 µm
2
s
-1
 (Fig. 2b). Again using the SE 
equation, one can estimate the (local 
[12]
) viscosity of the 
unlinked gel matrix to be " = 4.8 ± 0.5 mPa s. Tracking 
individual QDs in the unlinked gel matrix by fluorescence 
microscopy (Fig. 2 c,d) yields a diffusion constant of 
DTracking, unlinked 6.3 ± 0.4 µm
2
s
-1
, which agrees well with the 
value obtained from FCS measurements. The unrestricted 
mobility of QDs in the unlinked gel is illustrated by 
collapsed fluorescence image time traces in Fig. 2a.  
Addition of the gelation strand L to the PAAm-nanoparticle 
mixture induces crosslinking of the DNA-modified 
polyacrylamide strands. The impact of this process on the 
diffusion of the QDs is observed by fluorescence microscopy. 
During gelation, an increasing number of nanoparticles ceases to 
diffuse (Fig. 3a), they instead appear as spatially fixed fluorescent 
spots (Fig. 3c) that display the characteristic blinking behaviour 
(Fig. 3d) of single quantum dots 
[13,14]
.  Complementary FCS 
measurements reveal decreasing diffusion constants and an 
increasing contribution of anomalous subdiffusion during 
gelation (Fig. 4a), i.e., the mean-square-displacement of a particle 
is no longer simply proportional to time, but scales as 
! 
x
2 " t # , 
with # < 1. The exponent # was included in the fit function used 
for the analysis of the FCS data to obtain an estimate of the extent 
of anomalous behavior, which can be caused by inert obstacles 
that obstruct particle motion by an excluded volume interaction. 
Additional binding events to the obstacles may result in a 
decrease of the apparent diffusion coefficient
[15,16]
.  Depending on 
the amount of gelation strands added the crosslinking process is 
completed after 1-2 hours. At this point the diffusion constant 
determined by particle tracking drops to zero. FCS, however, 
does not allow for an accurate measurement of D anymore (Figs. 
4a & b). All QDs are now tightly trapped in the crosslinked gel. 
Determination of the position of the center of single fluorescent 
spots reveals spatial confinement of the particles within 25 nm 
(Fig. 3e), which is on the order of the size of the quantum dots 
themselves. FCS control experiments with the organic dye Alexa 
488 with a diameter of only 1 nm revealed no confinement or 
reduced diffusion constant (data not shown), when the gel was 
switched between the unlinked and the crosslinked state.  
As already mentioned, the confinement of the QDs is stronger 
than expected from the average pore size of the sparsely 
crosslinked gel. It is possible that particles are trapped in small 
pores during the crosslinking process, from which they cannot 
escape. The distance between two crosslinking points is expected 
to be of the order of 20 bp, i.e., 7.5 nm. It is therefore conceivable 
that some of the gel pores are much smaller than the average pore 
size. In addition, particles may be trapped in a gel even when the 
pore size is larger than the particle diameter, which can be 
attributed to the high entropic cost of motion in the gel 
[17]
. 
Finally, we cannot rule out a possible electrostatic interaction 
between the quantum dots and the charged DNA crosslinkers. 
However, permanent binding between QDs and DNA- 
polyacrylamide fibers is not observed.  
Addition of the release strand R to the crosslinked gel triggers 
the liberation of the trapped particles. Strand R displaces the 
gelation strand L from strands A and B in the PAAm chains by 
branch migration 
[2]
, resulting in a DNA waste duplex R-L and 
the gel mixture reverted to the initial fluid state. Due to the slow 
diffusion of R into the gel, the release process takes longer than 
the gelation process. Released QDs first start to diffuse again 
within micron-sized domains (Fig. 3b). A few hours after 
addition of the release strand, several distinct modes of motion 
are observed: unhindered, freely diffusing quantum dots, freely 
diffusing particles confined to volumes of 1 fl  – 1 !l, and some 
particles still trapped in undissolved gel clusters. 
 
 
Figure 2. Time trace of QDs in the unlinked gel mixture. The time traces 
were obtained by stacking 3000 images (128 x 128 pixel2 = 28 x 28 !m2, 
recorded at 35.7 Hz) with a distance of 0.28 Pixel and subsequent tilting 
of the stack by 90° around its x- or y-axis. The abscissa then corresponds 
to 100 ms per pixel from left to right, while the ordinate displays the 
projection of the former x- or y-axis. b) Autocorrelation functions obtained 
from FCS measurements of quantum dots in water and in the unlinked gel 
matrix fitted with Eq. 1. The diffusion constant in water is DH2O= 29 ± 0.5 
µm2s-1 and DFCS, unli nked = 6.6 ± 0.3 µm2s-1 in the unlinked gel solution. 
Already for the unlinked matrix the fit yields a value of ! < 1, an indication 
of anomalous diffusion (cf. text). c) The bright traces coincide with 1D 
diffusion along one axis. By measuring the distances between the points 
where particles enter and leave the focal plane, one can calculate the 
diffusion constants with D = x2 / 2t. By averaging over many particles and 
traces the obtained value D matches < x2> / 2t. d) Computer aided particle 
tracking yields comparable diffusion constants as obtained by FCS and by 
the time trace method described in c). 
The release of trapped nanoparticles can also be 
observed in a bulk experiment (Fig. 4c and Supplementary 
Videos 1 and 2). We prepared a crosslinked gel loaded with 
a high concentration of quantum dots and placed it into a 
buffer solution for several hours. No increase in 
fluorescence with time could be observed, corroborating the 
tight trapping of particles in the gel matrix as observed on 
the single particle level. Only after addition of the DNA 
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release strand, an increase of fluorescence in the solution 
surrounding the gel is observed, indicating release of the 
trapped particles and dissolution of the gel triggered by 
release DNA. 
 
 
Figure 3.  a) Five sections of time traces recorded during the crosslinking 
process. Each section is approximately 8 seconds long and was taken 5, 
10, 20, 60, and 120 minutes after the addition of the crosslinking DNA 
strand. With ongoing crosslinking, more and more particles get trapped. b) 
Five sections of time traces recorded during the release process. Each 
section is around 8 seconds long and was taken 0, 5, 15, 25, and 60 
minutes after the addition of the release DNA strand. With time the 
particles are uncaged, although the freedom of the unlinked matrix is not 
completely recovered. c) 1500 images of the crosslinked gel recorded at 
35.7 Hz of a z-scan at 500 nm/s were stacked and t ilted. Almost all QDs 
are fixed in the gel. d) On single bright spots, the well-known blinking 
behavior of QDs can be observed which indicates the trapping of single 
nanoparticles. e) Fitting the fluorescence intensities of the trapped QDs 
along the y-axis with Gaussians allows for the accurate determination of 
their posit ion with a lateral precision < 30 nm. In the crosslinked gel the 
Gaussian peaks and thus the positions of the nanoparticles are fixed over 
time at least with this precision. Positions of the peaks ± max error are: 
1.18 !m ±10 nm, 2.015 !m ±15 nm, 3.585 !m ±15 nm. 
One of the potential applications of DNA-switchable 
gels lies in the area of controlled agent release. Hydrogels 
with variable pore size have been studied extensively as 
drug delivery systems 
[18]
. So far, however, gel swelling and 
component release has been controlled mainly by 
temperature or pH changes 
[19]
, and only in a few cases by 
the presence of biologically relevant molecules such as 
saccharides or antigens
[20]
. Our work demonstrates that a 
DNA-crosslinked PAAm gel could be used to release 
nanoparticles as potential drug delivery vehicles in response 
to the presence of  trigger DNA or RNA molecules. Whether 
our system – implemented as DNA-crosslinked microgel 
beads – could be used for in vivo drug delivery depends on a 
variety of factors. Drug release could be triggered by 
extracellular DNA or RNA, which is occasionally observed 
in cancer patients 
[21]
. Response to intracellular RNA signals, 
however, requires the uptake of the microgel beads by cells. 
In either case, the concentration of naturally occuring 
nucleic acids may be too low to trigger drug release 
efficiently. This could be remedied, e.g., by implementation 
of a DNA-based signal amplification scheme
[22]
. A more 
realistic scenario involves incorporation of aptamers or 
allosteric aptazymes
[23]
. Aptazymes could be used to release 
DNA or RNA strands in response to extracellular molecular 
signals.  The released nucleic acids would then trigger the 
release of nanoparticles from the gel. The same strategy 
could be used to trigger the release of  drugs from pure DNA 
hydrogels 
[24]
 with smaller pore sizes. 
In conclusion, we have studied the diffusion properties of 
fluorescent semiconductor nanoparticles in a DNA-switchable 
hydrogel using single QD tracking and fluorescence correlation 
spectroscopy. We have demonstrated that DNA-crosslinked 
hydrogels are capable of trapping and releasing nanoparticles on 
demand. Nanoparticles are trapped during the crosslinking 
process even though their diameter is smaller than the mean pore 
size. Our system or a modification thereof may find application 
as a switchable material for the controlled release of nanoscale 
agents. 
 
Experimental Section 
Sample preparation: CdSe/ZnS nanocrystals (Quantum Dot 
Corporation (Invitrogen), Berkeley, CA; emission maximum 565 nm) 
were capped with a polymer coating as described in Ref. [9]. Acrydite 
(TM)-modified DNA (A: 5’-Acrydite-CGG CCT GAA GCC TCC GTG 
TG-3’, B: 5’-Acrydite-AAG CAC TCT TCT CCT CTC TG 3’) was 
purchased from IDT (Coralville, IA), linker strand (L: 5’-ATC GCA CGC 
CCA GAG AGG AGA AGA GTG CTT CAC ACG GAG GCT TCA GGC 
CG-3’) and release strand (R: 5’-CGG CCT GAA GCC TCC GTG TGA 
AGC ACT CTT CTC CTC TCT GGG CGT GCG AT-3’) from 
biomers.net, Ulm, Germany. Stock solutions of strand A and B were 
prepared separately at 3 mM DNA concentration. The stock solution 
contained: 10% 10x TE buffer, 200 mM NaCl, 4% acrylamide, 3 mM 
DNA strand A or B and deionized water. Directly after mixing, nitrogen 
was bubbled through this solution for 5 min. Initiator mixture (0.05 g 
(NH4)2S2O8 and 25 µl TEMED (Sigma, Germany) in 0.5 ml H2O) was 
added to a final concentration of 1.4% followed by bubbling nitrogen 
for an additional 5 min. The stock solutions were mixed 1:1 and 20 µl 
droplets containing 10 nM QDs were placed in coverslip chambers 
(Nunc, Wiesbaden, Germany) for FCS measurements. For video 
microscopy, the gel contained 100 pM QDs and was placed into a 
silicon grease ring of ~ 5 mm diameter on a glass coverslip. To  
crosslink the polyacrylamide solution, linker strands L were added to a 
final concentration of 0.5 mM, corresponding to a crosslink density of 
33%. Dissolution of the gel was achieved by adding a twofold excess 
of release strand R.  
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Figure 4. a) Diffusion constants of the QDs during the crosslinking and 
release process measured with FCS and fitted with Eq. 1. Error bars 
represent the standard deviat ion obtained from 5-10 single measurements. 
Inset: !-values obtained from fits with Eq. 1, indicating an increasing 
contribution of anomalous diffusion for increasing crosslinking density. b) 
Diffusion constants of the QDs during the crosslinking and release 
process determined from the time traces recorded by video microscopy (cf.  
Figs. 2 & 3). c) A crosslinked gel with captured f luorescent nanoparticles 
disintegrates upon addition of the release-DNA and dispenses the 
particles into the buffer solution. The increasing fluorescence was 
monitored with a fluorescence spectrometer at constant wavelength mode. 
FCS measurements: FCS measurements were performed on a 
commercial FCS setup (microscope Axiovert 200 with 40 x C-
Apochromat water immersion objective (NA 1.2) and ConfoCor2 
module, Carl Zeiss, Jena, Germany). For excitation, the 488 nm line of 
an argon ion laser was used. Only 1% of the maximum illumination 
intensity of 2.91 mW was used to minimize saturation effects [25]. The 
emitted light was sent through a 50/50 beamsplitter and fed into two 
identical independent detection channels with 505 nm long pass filters 
and pinholes with 70 !m diameter. The signals of the avalanche 
photodiode detectors were cross-correlated to remove artifacts like 
detector afterpulsing. A detailed description of FCS theory and 
techniques can be found in [26]. FCS measurements of fluorescent 
nanocrystals[10,27] differ from those on organic fluorophores, as QDs 
exhibit no tr iplet behavior, but show blinking on all time-scales from 
nanoseconds to seconds. The distribution of blinking times follows a 
power law [14]. As for organic fluorophores the fluorescence decay 
time of QDs of a few nanoseconds is too fast to be detected in an 
FCS measurement. Since until now no analytical expression to fit 
FCS-data obtained from fluorophores exhibiting power-law-dependent 
blinking behavior could be derived, we fitted the curves with a simple 
FCS model that only takes diffusion into account. For calibration of 
the sample volume (i.e. to determine the parameters r0 and z0, the 
radius and the longitudinal extension of the focal volume) the dye 
Alexa 488 (D = 316 µm2s-1, Molecular Probes) was used. The tr iplet 
behavior of Alexa 488 was taken into account during calibration. For 
all measurements r0 was found to be between 180 and 190 nm. The 
ratio z0/r0 was always between 6 and 7. The auto-correlation functions 
obtained from QD-measurements were fitted with an expression for 
freely diffusing particles without the term describing the tr iplet 
behavior [16,26]: 
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The two free parameters are the mean number of particles N in the 
focal volume and the diffusion time "D. To test the data for signatures 
of anomalous diffusion, the exponent # was introduced as a third free 
parameter. Each FCS data point was generated from at least 5 x 30 s 
measurement time. 
Single Molecule Fluorescence Microscopy: We used a home-built 
single molecule, objective type TIR fluorescence microscope in epi-
fluorescence mode to image single fluorescent quantum dots. Core 
elements are a sensitive EM-CCD Camera (Andor iXON Du-879) and 
a high numerical aperture objective (Carl Zeiss, Alpha Plan Fluar, 
100x NA 1.45). For excitation we used cw laser light at 473 nm with 
sample plane intensity of approximately 10 kWcm-2. Fluorescence 
emission was collected at 508 nm ± 10 nm. Kinetic image series were 
collected with 25 ms exposure time and treated with Image J in order 
to calculate collapsed fluorescence image time traces.  
Fluorescence Spectroscopy: Approximately 5 !l of the crosslinked gel,  
loaded with 20 nM QDs, were placed on the bottom of a glass cuvette 
containing 300 !l TE buffer (200 mM NaCl). The cuvette was mounted 
in a fluorescence spectrometer (Jobin Yvon Fluorolog-322). In order to 
collect fluorescence only from released particles, the excitation light 
(480 nm) was precluded from the gel itself. Fluorescence was 
collected at 525 nm. After 30 min 10 !l of release DNA (3 mM) were 
added. To overcome slow diffusion of the particles in the comparably 
large cuvette-volume, the cuvette was shaken gently between the 
measurements.  
Videos of gel triggered gel dissolution available as supplementary 
information. 
 
Keywords: 
DNA structures • Sol-gel processes • nanoparticles • 
fluorescence • diffusion 
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