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a b s t r a c t
A graph is a probe interval graph (PIG) if its vertices can be partitioned into probes and
nonprobes with an interval assigned to each vertex so that vertices are adjacent if and
only if their corresponding intervals overlap and at least one of them is a probe. PIGs are
a generalization of interval graphs introduced by Zhang for an application concerning the
physical mapping of DNA in the human genome project. PIGs have been characterized in
the cycle-free case by Sheng, and othermiscellaneous results are given byMcMorris,Wang,
and Zhang. Johnson and Spinrad give a polynomial time recognition algorithm for when
the partition of vertices into probes and nonprobes is given. The complexity for the general
recognition problem is not known.Here,we restrict attention to the casewhere all intervals
have the same length, that is, we study the unit probe interval graphs and characterize
the cycle-free graphs that are unit probe interval graphs via a list of forbidden induced
subgraphs.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
We discuss undirected, finite, simple graphs G with vertex set V (G) and edge set E(G), or G = (V , E) may be specified
with V = V (G) and E = E(G). A graph G is a probe interval graph if there is a partition of V (G) into P and N and a collection
{Iv : v ∈ V (G)} of intervals of R in one-to-one correspondence with V (G) such that, for u, v ∈ V (G), uv ∈ E(G) if and only if
I(u)∩ I(v) 6= Ø and at least one of u, v belongs to P . The sets P and N are called the probes and nonprobes, respectively, and
{I(v) = [l(v), r(v)] : v ∈ V (G)} together with the partition will be referred to in this paper as a representation. An interval
graph is a probe interval graph with N = Ø and this class of graphs has been studied extensively, see the texts by Fishburn
[3], Golumbic [5], and Roberts [12] for introductions and other references.
The probe interval graph model was invented in connection with the task called physical mapping faced in connection
with the human genome project, cf. work of Zhang and Zhang et al. [14–16]. In DNA sequencing projects, a contig is a set of
overlapping DNA segments derived from a single genetic source. In order for DNA to bemore easily studied, small fragments
of it, called clones, are taken from multiple copies of the same genome. Physical mapping is the process of determining
how DNA contained in a group of clones overlap without having to sequence all the DNA in the clones. Once the map is
determined, the clones can be used as a resource to efficiently contain stretches of genome. If we are interested in overlap
information between each pair of clones, we can use an interval graph to model this problem: vertices are clones and
adjacency represents overlap. Using the probe interval graph model we can use any subset of clones, label them as probes,
and test for overlap between a pair of clones if and only if at least one of them is a probe. This way there is flexibility, in
contrast to the interval graph model, since all DNA fragments need not be known at the time of construction of the probe
interval graph model. Consequently, the size of the data set, which by nature can be quite large, is reduced.
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Fig. 1. Forbidden induced partitioned cycle-free UPIGs — darkened vertices are probes.
We consider probe interval graphs as a combinatorial problem and focus on their structure. Here are some of the recent
results on the structure of probe interval graphs. The paper by McMorris, Wang and Zhang [9] has results similar to those
for interval graphs found in [4] by Fulkerson and Gross and [5] by Golumbic; e.g., probe interval graphs are weakly chordal,
analogous to interval graphs being chordal, and, as maximal cliques are consecutively orderable in interval graphs, so-called
quasi-maximal cliques are in probe interval graphs. The neighborhood of graph classes surrounding probe interval graphs is
discussed in [2] by Brown and Lundgren, [1] by Brown, Flink and Lundgren, and [6] by Golumbic and Lipshteyn. Relationships
between bipartite probe interval graphs, interval bigraphs and the complements of circular arc graphs are presented in [2].
Some results regarding recognition of whether a given graph is a probe interval graph have been obtained, however
all require that the partition of vertices into probes and nonprobes be given in advance. We will call a graph in which the
probe/nonprobe partition has been specified a partitioned probe interval graph. The problem of recognizing whether a given
n-vertex graphG = (V , E)withm edges and partition V = (P,N) is a partitioned probe interval graph (with probes being P),
is solvable in time O(n2) via a method involving modified PQ-trees, see [7], by Johnson and Spinrad. Another method given
in [11] by McConnell and Spinrad uses modular decomposition and has complexity O(n + m log n). However the problem
of recognizing whether a given graph with no partition specified is a probe interval graph remains open.
Oneway to characterize and describe the structure of a class of graphs is via a complete list of minimal forbidden induced
subgraphs; indeed, such a characterization is often tantamount to an efficient recognition algorithm. A requisite for such
a characterization for a class of graphs is that any induced subgraph of a graph from the class still belongs to the class. It
is easy to see that this is the case for probe interval graphs. The problem of characterizing generic probe interval graphs
appears to be difficult now, hence this paper’s restriction to the unit and cycle-free case. We explain the current situation
bymentioning some results regarding a forbidden induced subgraph characterization for generic probe interval graphs. The
paper [10] by Pržulj and Corneil suggests that the problem of determining a complete list of forbidden induced subgraphs
for generic probe interval graphs may be difficult; specifically, in [10] it is shown that the probe interval graphs that are 2-
trees have lists of at least 62 distinct minimal forbidden induced subgraphs. In [2] various characterizations are given for the
probe interval graphs that are bipartite, but no forbidden induced subgraph characterization is given. However a somewhat
large list of forbidden induced subgraphs is conjectured for the bipartite probe interval graphs in which the probe/nonprobe
partition corresponds to a bipartition. On a more positive note, the trees that are probe interval graphs (with no specified
probe/nonprobe partition) have been characterized via a list of two forbidden induced subgraphs in [13]. In this paper we
contribute to the generic characterization and hence the recognition problem for probe interval graphs by characterizing,
via a list of forbidden induced subgraphs, the class of probe interval graphs that are obtained by restricting the intervals
to be of unit length: the unit probe interval graphs. We have chosen the perspective of unit representations because of the
structure it brings to the problem; however, we note the following result that allows one to use proper representations with
no loss of structure in the graphs. A proper probe interval graph is a probe interval graph for which there is a representation
where no interval contains another one properly. Clearly, a unit probe interval graph is a proper probe interval graph.
Theorem 1.1 (Lipshteyn, [8]). A graph is a unit probe interval graph if and only if it is a proper probe interval graph.
2. Cycle-free unit probe interval graphs
We will henceforth use UPIG to stand for ‘unit probe interval graph’. For a graph G and S ⊆ V (G), we denote by G(S)
the subgraph of G induced by S. We use I(S) to denote the interval representation for the graph induced on S. If G is given
a partition, regardless of whether it is a probe interval graph, we may write G = (P,N, E), and mean that P is the set of
probes and N the nonprobes. Note that if G = (P,N, E) is a probe interval graph then G(P) is an interval graph, and G(N) is
an independent set.
We will show that a cycle-free graph G is a UPIG if and only if it contains no F1, F2, or Hk, for k ≥ 0, of Fig. 3 as an induced
subgraph. In Fig. 1 the darkened vertices represent probes while the white vertices represent nonprobes. The fact that a
cycle-free UPIG cannot have F1 of Fig. 3 as an induced subgraph, regardless of probe/nonprobe partition, shows that any
cycle-free UPIG must be a forest of caterpillars. A caterpillar is a tree with a path such that every vertex has distance at most
one from this path. We will show that given a tree G, and vertex partition V = (P,N), G is a partitioned UPIG if and only if
G does not contain an induced subgraph isomorphic to any of the graphs G1,G2,G3,G4, or G5 of Fig. 1.
The graph K1,3 plays an important role in these investigations; in particular, its presence as an induced subgraph, to an
extent, forces the probe/nonprobe partition. To be precise, we have the following two lemmas referring to Fig. 2.
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Fig. 2. Labeling used in Lemmas 2.1 and 2.2.
Fig. 3. Forbidden induced UPIGs.
Lemma 2.1. The vertex of degree 3 in any induced K1,3 of a UPIG must be a probe.
Proof. Referring to Fig. 2, assume on the contrary that w ∈ N; then x, y, z ∈ P since each of x, y, and z are adjacent to w.
Construct I(〈x, w, y〉); necessarily I(x) ∩ I(y) = ∅, and since all intervals have the same length, I(z)must intersect either
I(x) or I(y), which is a contradiction. 
Lemma 2.2. If G is a UPIG, then in any induced K1,3 of G at least two of the vertices of degree 1 must be nonprobes.
Proof. Suppose by way of contradiction G = (P,N, E) is a UPIG containing the graph in Fig. 2 as an induced subgraph with
x, y ∈ P (w ∈ P is forced by Lemma 2.1). If we construct I(〈x, w, y〉), then the requirement I(x) ∩ I(y) = ∅, and that all
intervals are the same length forces I(z) to intersect either I(x) or I(y), which is a contradiction. Therefore, the result follows.

An asteroidal triple (AT) of a graph G = (V , E) is an independent set of three vertices with the property that between any
two vertices there is a path that does not intersect the neighborhood of the third vertex, where the neighborhood of a vertex
v is N(v) = {u : uv ∈ E}. The graph F1 of Fig. 3 has an AT on the set {a, b, c}. F1 is the smallest tree that is not a caterpillar,
and it is well-known that a tree free of F1 as an induced subgraph is a caterpillar. We will capitalize on this fact below.
Lemma 2.3 (Sheng, [13]). Let G = (V , E) be a graph, P ⊆ V , and N = V \ P, where G(N) is an independent set. If G has an AT
contained in P, then G is not a probe interval graph.
Lemma 2.4. If G = (P,N, E) and contains G1,G2,G3,G4, or G5 of Fig. 1 as an induced subgraph, then G is not a UPIG.
Proof. Assume G = (V , E) is a graph and V = (P,N) is given. Lemmas 2.1 and 2.2 show that none of G1,G2, and G3 can be
an induced subgraph.
Now assume G4 is an induced subgraph of G. We may assume r(x) < l(w) and r(w) < l(y). Since I(x) ∩ I(a) 6= ∅,
I(b) ∩ I(y) 6= ∅, I(a) ∩ I(w) 6= ∅, and I(w) ∩ I(b) 6= ∅, we must have either I(z) ∩ I(a) 6= ∅ or I(z) ∩ I(b) 6= ∅ since all
intervals are unit length, a contradiction. Therefore, it is impossible to place I(z).
Lemma 2.3 disallows G5 as an induced subgraph since there is an AT on the set {x, y, z}. 
Lemma 2.5. If a tree G = (P,N, E) has no induced G1,G2,G3,G4, or G5 of Fig. 1, and G(N) is an independent set, then G is a
caterpillar.
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Proof. Assume G = (P,N, E) has F1 of Fig. 3 as an induced subgraph but has no Gi (1 ≤ i ≤ 5) of Fig. 1. No induced G1
implies g ∈ P . No induced G2 or G3 forces two of d, e, f to be in N , say d, e ∈ N; then a, b ∈ P . No induced G5 forces c ∈ N ,
and hence f ∈ P , but this forces an induced G4, which is a contradiction. 
For the next result we introduce some terminology we will use for caterpillars. If G is a caterpillar, then it has a set of
vertices X with G(X) as a longest path to which all vertices either belong, or are adjacent to a vertex of X . Hence the vertices
of a caterpillar G = (V , E) can be partitioned as V = (X, Y ), where X is as in the preceding sentence and Y = V \ X . We call
the set Y the pendant vertices of caterpillar G, and sometimes we say v ∈ Y is pendant to G(X) or to a vertex of X . Note that
we use the term ‘pendant’ with respect to G(X); the end-vertices of G(X) are pendant in the usual sense, that is, they are of
degree one, but we do not call them ‘pendant’.
Lemma 2.6. Suppose caterpillar G = (P,N, E) is a graph with G(N) an independent set. If there is a longest pathΠ = G(X) =
〈x1, x2, . . . , xm〉 satisfying the following conditions, then G is a UPIG with respect to the given partition and with P the set of
probes.
1. For each xi ∈ N (1 ≤ i ≤ m), there is no vertex pendant to xi;
2. For each xi ∈ Π (1 ≤ i ≤ m), if xi ∈ P, it has only nonprobe pendant vertices;
3. For each xi ∈ P with a pendant vertex (2 ≤ i ≤ m− 1), xi−1 ∈ N or xi+1 ∈ N.
Proof. We will construct a probe interval representation for G with all intervals having the same length. For each xi of Π ,
let I(xi) = [i, i+ 1]. If xi ∈ N , it has no vertex pendant to it. Consider xi ∈ Π ∩ P; then xi has only nonprobe pendants, and
xi−1 ∈ N or xi+1 ∈ N . If xi−1 ∈ N , then let the intervals for the vertices pendant to xi be [i − 0.5, i + 0.5]. If xi−1 ∈ P , then
xi+1 ∈ N , so let the intervals for the vertices pendant to xi be [i+0.5, i+1.5]. It is easy to check that all intervals have length
1 and uv ∈ E if and only if I(u) ∩ I(v) 6= ∅ and one of u, v ∈ P . 
Theorem 2.1. Let G = (P,N, E) be a cycle-free graph. G is a partitioned UPIG if and only if G(N) is an independent set and G
has no induced subgraph isomorphic to G1,G2,G3,G4, or G5 of Fig. 1.
Proof. Without loss of generality, assume G = (P,N, E) is a tree and is a partitioned UPIG. Then G(N) is an independent set
by definition and has no induced G1,G2,G3,G4, or G5 by Lemma 2.4.
Assume G = (P,N, E) is a tree with G(N) an independent set and with no induced G1,G2,G3,G4, or G5 of Fig. 1. To show
that G is a partitioned UPIG, it suffices to find a longest path satisfying the three conditions of Lemma 2.6. We know that G is
a caterpillar by Lemma 2.5, hencewe can find a vertex partition V = (X, Y ), where G(X) is a longest path as in the discussion
preceding Lemma 2.6. Let P∗ = G(X) = 〈x1, x2, . . . , xm〉. Since there is no induced G1, each xi ∈ N has no pendant vertices,
satisfying property 1. With no induced G2,G3 or G4, it is easy to check that property 2 is satisfied. If there were some xi ∈ P
with xi−1, xi+1 ∈ P , then we would have G3 or G2 as an induced subgraph. Thus, by Lemma 2.6 G is a UPIG. 
Lemma 2.7. Let G be a cycle-free UPIG. Then G contains no induced subgraph isomorphic to F1, F2, or Hi, for i ≥ 0, of Fig. 3.
Proof. Wehave shownG cannot contain F1 as an induced subgraph. Consider F2withw1, w2, w3 each as the vertex of degree
3 of an induced K1,3. By Lemma 2.1 {w1, w2, w3} ⊆ P , and this contradicts Lemma 2.2. So, G cannot contain F2 as an induced
subgraph.
By Lemma 2.1, vi, wi of H0 must belong to P for i = 1, 2; then, by Lemma 2.2, y1, x2 ∈ N , but this cannot happen since
y1 and x2 are adjacent. Thus G cannot contain H0 as an induced subgraph. We argue next that Hk, k ≥ 1, cannot be an
induced subgraph of G. For Hk, the vertices v1, w1, v2, w2 and ei, for i = 1, . . . , k, must be probes, forcing y1, x2 ∈ N . Thus
a1 ∈ P H⇒ b1 ∈ N H⇒ a2 ∈ P H⇒ b2 ∈ N H⇒ · · · H⇒ bk ∈ N , but then bk and x2 are adjacent nonprobes, a
contradiction. 
We now state and prove the characterization of cycle-free UPIGs.
Theorem 2.2. Let G = (V , E) be a cycle-free graph. Then G is a UPIG if and only if G has no F1, F2 or Hi, for i ≥ 0, of Fig. 3 as an
induced subgraph.
Proof. We have proved one direction (Lemma 2.7). For the other direction we will create a partition V = (P,N) and an
interval representation with all intervals of unit length. Assume G has no induced F1, F2 or Hi for i ≥ 0. Wemay assume that
G is a tree, since if G is not connected we may apply the argument to each component. Furthermore, since G has no induced
F1, G is a caterpillar.
For some X ⊂ V with G(X) a longest path of G and each vertex of Y = V \ X adjacent to some vertex of X , put Y ⊆ N . Let
Π = G(X) = 〈h1, h2, . . . , hm〉, and consider the set {hi}mi=1 ordered linearly by hi < hj if i < j.
Let Π ′ = 〈h0, h1, h2, . . . , hm, hm+1〉 be obtained from Π by adding two new vertices h0, hm+1 and two new edges
h0h1, hmhm+1. Put h0, hm+1 ∈ P . Note that adding h0 and hm+1 is for ease of the proof and so that we do not need to treat h1
and hm differently.
For 2 ≤ i ≤ m − 1, let each hi with a neighbor in Y be a probe, and for any two consecutive probes, say hi, hi+1, put
hi−1, hi+2 ∈ N . Since G has no induced F2, so far, there will not be three consecutive probes onΠ . Since there is no induced
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Fig. 4. Cases for an unsigned vertex v — reducible vertices are labeled r , darkened vertices have been assigned to P .
Fig. 5. τi and pii .
H0, this assignment scheme, so far, will not produce two consecutive nonprobes. A vertex hi ofΠ with no pendant vertex is
referred to as reducible if hi−1 and hi+1 both have no neighbors in Y ; i.e., hi−1, hi, and hi+1 have no pendant vertices. Find all
reducible vertices and make them probes. For convenience, we will also call h0 and hm+1 reducible.
At this point a vertex that has been placed in P or N will be called a signed vertex and unsigned otherwise. A subgraph of
G isomorphic to Hk({x1, v1, w1, y1, z1, u1}) will be called pi , and one isomorphic to Hk({ai, ei, bi, ci}) will be called a τ , see
Fig. 5. Since G can have many such subgraphs, we will assume that they are ordered with respect to Π . That is, we index
these subgraphs so that pii (τi) is closer to h1 than pij (τj) when i < j. In order to be specific when referencing vertices, pii
will be thought of as having labels as in Hk({x1, v1, w1, y1, z1, u1}), but with 1 replaced with i, and similarly for τj. Note that
a given vertex v may be yi and aj simultaneously for some i and j, or bj and xi simultaneously, etc.
At this point there is no consecutive set of more than 2 unsigned vertices onΠ . To see this, suppose the consecutive set
{hi, hi+1, . . . , hi+s}, for s ≥ 2, consists of unsigned vertices. Then none have pendant vertices and so the set {hi+1, . . . , hi+s−1}
consists of reducible vertices and hence belongs to P , a contradiction.
We call a pair of consecutive adjacent unsigned vertices an unsigned edge. The following descriptions are for some i and
j, and are with reference to the ordering of Π . There are five possibilities giving a single unsigned vertex v that is not one
of an unsigned edge: (1) v is ai+1 and bi, (2) v is bi and is followed by xj, (3) v is ai and is preceded by yj, (4) v is ai and is
preceded by a reducible vertex, (5) v is bi and is followed by a reducible vertex. For cases 2 and 3, put v ∈ P , for all others
put v ∈ N . See Fig. 4. Assignments as in 1, 4, and 5 will never pose any problem. The assignment in 2 is problematic only
if the ai preceding v is a probe, which happens only if an assignment, as in 3, occurred at ai, which happens only if H1 is an
induced subgraph. Analogously, the assignment in 3 is problematic only if H1 is an induced subgraph.
Now, the only unsigned vertices are those belonging to an unsigned edge. There is one possibility giving an unsigned edge
uv ∈ E: u is bi and v is ai+1, for some pair τi, τi+1. A sequence of unsigned edges of the form (biai+1, bi+1ai+2, . . . , bi+sai+s+1)
for some s ≥ 0 ismaximal if ai and bi+s+1 are both signed.
To dealwith all possible remaining unsigned vertices, let (biai+1, bi+1ai+2, . . . , bi+sai+s+1), s ≥ 0, be an arbitrarymaximal
sequence of unsigned edges. Then ai and bi+s+1 are both signed.
Note that ai, and bi+s+1 cannot both be probes, for otherwise we would have assignments as in 2, 3 of Fig. 4 at bi+s+1 and
ai, respectively, which create an induced subgraph isomorphic to Hs+2, a contradiction. Now we deal with the remaining
possibilities for probe/nonprobe assignments to ai and bi+s+1.
If ai, bi+s+1 are both nonprobes, then put bj ∈ N , for i ≤ j ≤ i+ s, and aj ∈ P , for i+ 1 ≤ j ≤ i+ s+ 1.
If ai ∈ P , and bi+s+1 ∈ N , then put bj ∈ N , for i ≤ j ≤ i+ s, and aj ∈ P , for i+ 1 ≤ j ≤ i+ s+ 1.
Finally, if ai ∈ N and bi+s+1 ∈ P , then put aj ∈ N , for i+ 1 ≤ j ≤ i+ s+ 1, and bj ∈ P , for i ≤ j ≤ i+ s.
The assignment scheme has produced a caterpillar G = (P,N, E) with G(N) an independent set and a longest path Π
satisfying the requirements in Lemma 2.6, hence G is a UPIG with respect to the given partition where P is the set of probes.

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