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1. Introduction
Throughout the paper, we will consider p ∈ (1,∞).
In the present work a solvability study will be performed for the following singular integral equation with shift in the
Lebesgue space Lp(Γ ):
f (t)ϕ(t)+ g(t)(SΓ ϕ)(t) + g(t)v(t)(SΓ ϕ)
(
α(t)
)= h(t), (1.1)
where Γ is a simple closed smooth curve dividing the complex plane into the interior part D+ (0 ∈ D+) and exterior part
D− (∞ ∈ D−). The elements f (t) and g(t) are complex-valued continuous functions on Γ , SΓ is the Cauchy singular integral
operator along Γ deﬁned by
(SΓ f )(t) = 1
π i
p.v.
∫
Γ
f (τ )
τ − t dτ , t ∈ Γ, (1.2)
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L.P. Castro, E.M. Rojas / J. Math. Anal. Appl. 371 (2010) 128–133 129v(t) is a complex-valued function and α(t) is a Carleman shift function. This implies that α is a homeomorphism from
Γ onto itself (which may preserve or change the orientation of Γ ) and satisﬁes the so-called Carleman condition: α2(t) =
(α ◦ α)(t) = t , t ∈ Γ . Moreover, we assume that both functions v(t) and α(t) induce a bounded weighted shift operator
(Wϕ)(t) = v(t)ϕ(α(t)), t ∈ Γ,
satisfying the Carleman condition W 2 = I (see, e.g., [4,5]). A direct computation shows that the Carleman condition of the
shift α and the Carleman condition of the operator W imply that v(t)v(α(t)) ≡ 1.
For v(t) ≡ 1, it is well known that in general SΓ W = ±W SΓ (being anyway this difference a compact operator in the
contour preserving case or changing orientation case, respectively). Here, for the more general situation of weighted shift
operators W , we will consider either the case of SΓ W = W SΓ or SΓ W = −W SΓ . We would like to remark that these are
natural assumptions which also include several different prototypes (cf. [4–6]). Typical examples of Carleman shift functions
on the unit circle Γ0 = T inducing those cases are α(t) = 1/t , α(t) = −t and α(t) = (t − β)/(β¯t − 1) which (among others)
induce the following weighted and non-weighted Carleman shift operators within one of the two just mentioned cases:
(i) ( Jφ)(t) = φ(−t) (SΓ0 J = J SΓ0 case); (ii) ( Jφ)(t) = φ((t − β)/(β¯t − 1)) (having SΓ0 J = J SΓ0 if |β| < 1 and SΓ0 J = − J SΓ0
if |β| > 1); (iii) ( Jφ)(t) = 1t φ( 1t ) (SΓ0 J = − J SΓ0 case); (iv) ( Jφ)(t) = 1t φ(t) (SΓ0 J = − J SΓ0 case).
In this work we will analyse Eq. (1.1) based on a projection method which in a sense decouple this equation into
Riemann–Hilbert problems. These are then interpreted by the use of Sokhotskii–Plemelj formula and the properties of the
introduced projections. This type of problems arise in many distinguished applications, see e.g. [1,4] and references therein.
2. Main result: The solvability of Eq. (1.1)
We are going to discuss the existence and uniqueness of the eventual solutions of Eq. (1.1). Moreover, we will provide
explicit representations of such solutions.
To this end, in particular, we will use projection methods as in [2,3,7] so that we will be able to transform the initial
equation into a system of equations which can be solved by means of a Riemann boundary value problem technique.
We start by introducing the following facts and notation: Let ϕk(t) := 12 (ϕ(t) + (−1)kv(t)ϕ(α(t))), k = 1,2, and consider
Φk(z) := 12π i
∫
Γ
ϕk(τ )
τ − z dτ , z ∈ C \ Γ,
which is known to be an analytic function in D± , with Φk(∞) = 0, and admitting the non-tangential limits Φ±k (t) :=
limD±z→t Φk(z) almost everywhere on Γ . Moreover, from the Sokhotskii–Plemelj formulas, we have that
ϕk(t) = Φ+k (t) − Φ−k (t),
(SΓ ϕk)(t) = Φ+k (t) + Φ−k (t).
In addition, let us introduce the following functions
G(t) =
⎧⎨
⎩
fα(t)−[ f g]∗2(t)
fα(t)+[ f g]∗2(t) , if SΓ W = W SΓ ,
fα(t)−[ f g]∗1(t)
fα(t)+[ f g]∗1(t) , if SΓ W = −W SΓ ,
(2.1)
and
H(t) =
⎧⎨
⎩
[ f h]2(t)
fα(t)+[ f g]∗2(t) , if SΓ W = W SΓ ,
[ f h]1(t)
fα(t)+[ f g]∗1(t) , if SΓ W = −W SΓ
(2.2)
where, for k = 1,2,
fα(t) := f (t) f
(
α(t)
)
, (2.3)
[ f g]∗k(t) := f
(
α(t)
)
g(t) + (−1)k f (t)g(α(t)), (2.4)
[ f h]k(t) := 12
(
f
(
α(t)
)
h(t) + (−1)kv(t) f (t)h(α(t))). (2.5)
We assume that G(t) is a continuous function and that both f (t) and G(t) are non-vanishing on Γ . Putting
n := 1
2π
∫
Γ
d
(
argG(t)
)
and ﬁxing a branch of ln(t−nG(t)), we introduce the functions
χ+(z) = eΥ +(z), χ−(z) = z−neΥ −(z), (2.6)
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Υ (z) = 1
2π i
∫
Γ
ln(τ−nG(τ ))
τ − z dτ ,
and having Υ +(z) = Υ (z) if z ∈ D+ and Υ −(z) = Υ (z) if z ∈ D− .
We are now in condition to state the main theorem of this paper.
Theorem 1. Eq. (1.1) has solutions and they are given by
ϕ(t) = h(t) − 2g(t)(SΓ ϕk)(t)
f (t)
, k = 1,2,
where k = 1 in case of SΓ W = W SΓ , and k = 2 if SΓ W = −W SΓ . In addition, for computing (SΓ ϕk)(t) = Φ+k (t)+Φ−k (t), we have
the following different situations:
(n 0): In this case we have
Φ±k (z) = χ±(z)Ψ ±(z) + χ±(z)Pn−1(z) (2.7)
where
Ψ (z) = 1
2π i
∫
Γ
H(τ )
χ+(τ )
dτ
τ − z
and Pn−1(z) ≡ 0 if n = 0 and Pn−1(z) is a polynomial of degree no greater than n − 1 with arbitrary complex coeﬃcients
c0, c1, . . . , cn−1 for n > 0. If n = 0, then Eq. (1.1) has a unique solution.
(n < 0): For this case, we assume:
∫
Γ
H(t)tη−1
χ+(t)
dt = 0, η = 1,2, . . . ,−n.
Then, we have that Pn−1(z) ≡ 0 in equality (2.7).
The proof of this result will be presented in the last section, after obtaining some auxiliary results in the next section.
3. Auxiliary results
3.1. Operator theory machinery
In the operator theory approach, to Eq. (1.1) is associated the singular integral operator
f IΓ + gSΓ + gW SΓ : Lp(Γ ) −→ Lp(Γ ) (3.1)
where f IΓ (or simply f ) is the multiplication operator by the function f . Let us consider the following operators
P1 := 1
2
(IΓ − W ) and P2 := 1
2
(IΓ + W ). (3.2)
Note that Wk =∑2j=1(−1)kj P j , k = 1,2, and
Pk = 12
2∑
j=1
(−1)k(1− j)W j+1, k = 1,2. (3.3)
In view of obtaining our results, the following lemma will be useful.
Lemma 2. Let ψ ∈ Lp(Γ ). Then, for z ∈ C, we have
(Pk SΓ ψ)(z) =
{
(SΓ Pkψ)(z), if W SΓ = SΓ W ,
(SΓ P3−kψ)(z), if W SΓ = −SΓ W . (3.4)
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(Pk SΓ ψ)(z) = 12
{
(SΓ ϕ)(z) + (−1)kW (SΓ ϕ)(z)
}
= 1
2
{
(SΓ ϕ)(z) ± (−1)k(SΓ Wϕ)(z)
}
= 1
2
SΓ
(
ϕ ± (−1)kWϕ)(z)
in SΓ W = W SΓ and SΓ W = −W SΓ cases, respectively. From here, equality (3.4) follows. 
3.2. Properties of the solutions of Eq. (1.1)
In this subsection we will replace (1.1) with a simpler and equivalent system of equations. First of all, notice that with
the projection operators Pk (k = 1,2), given in (3.3), we can rewrite Eq. (1.1) as follows:
f (t)ϕ(t) + 2g(t)(P2SΓ ϕ)(t) = h(t). (3.5)
In what follows, by P∗k (where k = 1,2) we will mean the projections P∗k = 12
∑2
j=1(−1)k(1− j)(W ∗) j+1, where (W ∗φ)(t) =
φ(α(t)).
Notice that with these projections, the functions in (2.4) and (2.5) can be rewritten as [ f g]∗k (t) = 2P∗k [ f (α(t))g(t)] and[ f h]k(t) = Pk[ f (α(t))h(t)] respectively.
Proposition 3. Let ϕ ∈ Lp(Γ ). Then ϕ is a solution of (3.5) if and only if {ϕk := Pkϕ, k = 1,2} is a solution of the following system
fα(t)ϕk(t) + [ f g]∗k(t)(SΓ ϕ2)(t) = [ f h]k(t), if SΓ W = W SΓ , or
fα(t)ϕk(t) + [ f g]∗k(t)(SΓ ϕ1)(t) = [ f h]k(t), if SΓ W = −W SΓ (3.6)
where for k = 1,2 the elements fα(t), [ f g]∗k (t) and [ f h]k(t) are deﬁned in (2.3), (2.4) and (2.5), respectively.
Proof. Suppose that ϕ ∈ Lp(Γ ) is a solution of (3.5). Multiplying by f (α(t)) we have
f
(
α(t)
)
f (t)ϕ(t) + 2 f (α(t))g(t)(P2SΓ ϕ)(t) = f (α(t))h(t).
Applying the projections Pk (k = 1,2) to both sides of the above equation, we get
Pk
[
f
(
α(t)
)
f (t)ϕ
]
(t) + 2Pk
[
f
(
α(t)
)
g(t)(P2SΓ ϕ)
]
(t) = Pk
[
f
(
α(t)
)
h(t)
]
. (3.7)
By using (3.3) and the fact that W P2 = P2, we can verify that
Pk
[
f
(
α(t)
)
f (t)ϕ
]
(t) = f (α(t)) f (t)(Pkϕ)(t),
Pk
[
f
(
α(t)
)
g(t)(P2SΓ ϕ)
]
(t) = P∗k
[
f
(
α(t)
)
g(t)
]
(P2SΓ ϕ)(t).
Therefore, we can rewrite (3.7) as
f
(
α(t)
)
f (t)(Pkϕ)(t) + 2P∗k
(
f
(
α(t)
)
g(t)
)
(P2SΓ ϕ)(t) = Pk
[
f
(
α(t)
)
h(t)
]
.
Now, by Lemma 2 we have that P2SΓ = SΓ P2 for the SΓ W = W SΓ case and P2SΓ = SΓ P1 for the case of SΓ W = −W SΓ .
Thus (P1ϕ, P2ϕ) is a solution of (3.6).
Conversely, suppose that there exists ϕ such that (P1ϕ, P2ϕ) is a solution of (3.6). Summing k from 1 to 2, we directly
obtain that
2∑
k=1
[
fα(t)(ϕk)(t) + 2P∗k
[
f
(
α(t)
)
g(t)
]
(P2SΓ ϕi)(t)
]=
2∑
k=1
Pk
[
f
(
α(t)
)
h(t)
]
, i = 1,2,
is equivalent to f (α(t)) f (t)ϕ(t) + 2 f (α(t))g(t)(P2SΓ ϕi)(t) = f (α(t))h(t), and this implies that f (t)ϕ(t) + 2g(t)×
(P2SΓ ϕ)(t) = h(t). 
Proposition 4. If (φ1, φ2) is a solution of the system (3.6), then (P1φ1, P2φ2) is also a solution of (3.6).
Proof. Let (φ1, φ2) be a solution of the system (3.6). Applying the projections Pk to both sides of (3.6), we have
Pk
(
fα(t)φk(t) + [ f g]∗k(t)(SΓ φi)(t)
)= Pk([ f h]k(t)), k, i = 1,2. (3.8)
Notice that Pk[ fα(t)φk](t) = fα(t)Pkφk(t) and
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([
( f g)
]∗
k (t)(SΓ φi)
)
(t) = 1
2
{[ f g]∗k(t)(SΓ φi)(t) + (−1)k[ f g]∗k(α(t))W (SΓ φi)(t)}
= [ f g]∗k (t)
1
2
{
(SΓ φi)(t) + W (SΓ φi)(t)
}
. (3.9)
Equality (3.9) holds because [ f g]∗k (t) = (−1)k[ f g]∗k(α(t)).
Since P∗k [ f g]∗k = [ f g]∗k , then the right-hand side of equality (3.9) can be rewritten as P∗k ([ f g]∗k (t))P2(SΓ φi)(t).
From (3.6), the value of the index i depends on the commuting property of the shift operator with SΓ . Therefore,
Pk[[ f g]∗k (t)(SΓ φi)](t) = P∗k ([ f g]∗k(t))(SΓ Piφi)(t).
Finally, note that Pk([ f h]k)(t) = [ f h]k(t). Therefore, (P1φ1, P2φ2) is a solution of (3.6). 
Notice that Proposition 3 does not guarantee by itself that ϕk = Pkϕ are the only solutions of (3.6). Therefore, Proposi-
tion 4 presents additional information on this.
Theorem 5. Eq. (3.5) has solutions in Lp(Γ ) if and only if the following equation
fα(t)ϕ2(t) + [ f g]∗2(t)(SΓ ϕ2)(t) = [ f h]2(t), in the SΓ W = W SΓ case, or
fα(t)ϕ1(t) + [ f g]∗1(t)(SΓ ϕ1)(t) = [ f h]1(t), in the SΓ W = −W SΓ case (3.10)
has solutions. Moreover, if ϕk(t) (k = 1,2) is a solution of (3.10), then Eq. (3.5) has a solution which is given by the formula
ϕ(t) =
⎧⎨
⎩
h(t)−2g(t)(SΓ ϕ2)(t)
f (t) , if SΓ W = W SΓ ,
h(t)−2g(t)(SΓ ϕ1)(t)
f (t) , if SΓ W = −W SΓ .
(3.11)
Proof. Suppose that ϕ ∈ Lp(Γ ) is a solution of Eq. (3.5). By Proposition 3 we know that (P1ϕ, P2ϕ) is a solution of system
(3.6). Hence, for the SΓ W = W SΓ case, P2ϕ is a solution of (3.10) and P1ϕ is the corresponding solution for the SΓ W =
−W SΓ case.
Conversely, suppose that ϕ2 is a solution of (3.10). Without loss of generality, we assume now that SΓ W = W SΓ (since
the situation of SΓ W = −W SΓ is dealt with similarly). In this case, the system (3.6) has a solution (ϕ1,ϕ2) determined by
ϕ1(t) = [ f h]1(t) − [ f g]
∗
1(t)(SΓ ϕ2)(t)
fα(t)
. (3.12)
By Proposition 4 we have that (P1ϕ1, P2ϕ2) is also a solution of (3.6). Set ϕ = P1ϕ1 + P2ϕ2. It is clear that Pkϕ = Pkϕk .
This means that (P1ϕ, P2ϕ) is a solution of (3.7). From Proposition 3 it follows that ϕ is a solution of (3.6). Moreover,
from (3.12), we obtain
ϕ(t) =
2∑
k=1
Pk
[ [ f h]k(t) − [ f g]∗k(SΓ ϕ2)(t)
fα(t)
]
. (3.13)
As before, we can see that
2∑
k=1
Pk[ f h]k(t) = f
(
α(t)
)
h(t),
2∑
k=1
Pk
([ f g]∗k(t)(SΓ ϕ2)(t))= 2 f (α(t))g(t)(SΓ ϕ2)(t).
Thus, substituting these in (3.13), we have
ϕ(t) = h(t) − 2g(t)(SΓ ϕ2)(t)
f (t)
. 
4. Proof of Theorem 1
From Theorem 5 we know that Eq. (1.1) has solutions if and only if Eq. (3.10) has solutions. Furthermore, the solutions
of (1.1) are given by (3.11). Thus, we will compute the solutions of Eq. (3.10). For such a goal, we will use the corresponding
Riemann boundary value problem associated to Eq. (3.10). Namely, by means of the Sokhotskii–Plemelj formulas, Eq. (3.10)
is reduced to the following boundary problem: Find a sectionally analytic function Φ(z) (Φ(z) = Φ+(z) for z ∈ D+ , Φ(z) =
Φ−(z) for z ∈ D−) vanishing at inﬁnity and satisfying the condition
Φ+(t) = G(t)Φ−(t) + H(t) (4.1)
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under the assumptions imposed on G(t) in Section 2. Thus, the solutions of the problem (4.1) read as follows:
(1) Case n 0. In this case the solutions are given by
Φ±(z) = χ±(z)Ψ ±(z) +χ±(z)Pn−1(z) (4.2)
with
Ψ (z) = 1
2π i
∫
Γ
H(τ )
χ+(τ )
dτ
τ − z
and Pn−1(z) ≡ 0 if n = 0 and Pn−1(z) is a polynomial of degree no greater than n − 1 with arbitrary complex coef-
ﬁcients c0, c1, . . . , cn−1, for n > 0. The second item in the right-hand side of formula (4.2) is the general solution of
the homogeneous (H(t) ≡ 0) Riemann problem (4.1) and the ﬁrst item is a particular solution of the corresponding
non-homogeneous problem (4.1). If n = 0, then the problem (4.1) has a unique solution.
(2) Case n < 0. For this case Pn−1(z) ≡ 0 and∫
Γ
H(t)tη−1
χ+(t)
dt = 0, η = 1,2, . . . ,−n
is a necessary condition to the solvability of Eq. (4.1).
This completes the proof of Theorem 1. 
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