Abstract: Neutrosophic sets (NSs) are used to illustrate uncertain, inconsistent, and indeterminate information existing in real-world problems. Double-valued neutrosophic sets (DVNSs) are an alternate form of NSs, in which the indeterminacy has two distinct parts: indeterminacy leaning toward truth membership, and indeterminacy leaning toward falsity membership. The aim of this article is to propose novel Dice measures and generalized Dice measures for DVNSs, and to specify Dice measures and asymmetric measures (projection measures) as special cases of generalized Dice measures via specific parameter values. Finally, the proposed generalized Dice measures and generalized weighted Dice measures were applied to pattern recognition and medical diagnosis to show their effectiveness.
Introduction
The fuzzy set (FS) theory introduced by Zadeh [1] is applied to various fields and has various successful applications. In FSs, the degree of membership of an element is a single value in the closed interval [0, 1] . However, in real situations, one may not always be confident that the degree of non-membership of an element in the FS is simply equal to one minus degree of membership. That is to say, there may be a degree of hesitation. For this purpose, the concept of intuitionistic fuzzy sets (IFSs) [2] was introduced by Atanassov as a generalization of FSs. The only limitation of IFSs is that the degree of hesitation is not defined independently. To overcome this shortcoming, Smarandache [3] proposed the concept of neutrosophic sets (NSs), which were the generalization of IFSs and FSs. After that, some researchers defined subclasses of NSs, such as single-valued neutrosophic sets (SVNSs) [4] , interval neutrosophic sets (INSs) [5] , and simplified neutrosophic sets (SNS) [6] . Zhang et al. [7] proposed some basic operational laws for cubic neutrosophic numbers, and defined some aggregation operators for its application to multiple attribute decision making (MADM). Ye et al. [8] proposed correlation co-efficients for normal neutrosophic numbers, and applied them to MADM. Liu et al. [9] [10] [11] proposed prioritized aggregation operators and power Heronian-mean aggregation operators for hesitant interval neutrosophic sets, hesitant intuitionistic fuzzy sets, and linguistic neutrosophic sets, and applied them to MADM and multiple attribute group decision making (MAGDM).
In recent years, distance and similarity measures gained much more attention from researchers, due to their wide applications in various fields such as data mining, pattern recognition, medical diagnosis, and decision making. For this reason, several distances and similarity measures were
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Definition 3.
[28] Let D 1 and D 2 be two DVNSs. Then, we can say that D 1 ⊆ D 2 , if and only if
For all u ∈ U.
Definition 4.
[28] Let D 1 and D 2 be two DVNSs. Then, we can say that D 1 = D 2 , if and only if
Definition 5.
[28] Let D 1 and D 2 be two DVNSs. Then, the union and intersection of D 1 and D 2 is denoted and defined as follows:
Some Dice Similarity Measures
In this subsection, the concept of Dice similarity measures is defined, adapted from [30] .
Definition 6.
[30] Let A = {a 1 , a 2 , . . . , a m } and B = {b 1 , b 2 , . . . , b m } be two vectors of length m, where all coordinates are positive real numbers. Then, the Dice measure is denoted and defined as
where
a i b i is called the inner product of the vector A and B, and
are the L 2 norms of A and B (also called Euclidean norms).
The Dice similarity measures take a value in the closed interval [0, 1]. However, the Dice measure is undefined if a i = b i = 0 f or i = 1, 2, . . . , m. So, let us assume that the Dice measure is zero, whenever a i = b i = 0 f or i = 1, 2, . . . , m.
Dice Similarity Measures for DVNSs
In this section, we develop some Dice similarity measures for DVNSs, and the related properties are satisfied. 
Obviously, the above-defined Dice similarity measure between DVNSs, D 1 and D 2 , satisfies the following assertions:
Proof:
(1) Let us assume the i − th DVNN in the summation of Equation (3) .
Obviously, D DV NS1 (d 1i , d 2i ) ≥ 0, and according to the inequality, x 2 + y 2 ≥ 2xy, we have
Hence, from Equation (3), the summation of m terms is
(2) Obviously, it is true.
which completes the proof of (8).
In real-life problems, one usually takes the importance degree of each element DVNN d zi (z = 1,2;i = 1,2,. . . ,n) into account. Let W = ( 1 , 2 , . . . , m )
T be the importance degree for
Then, based on Equation (3), we further proposed the concept of weighted Dice similarity measures of DVNSs as follows:
In particular, if W = , then the weighted Dice similarity measure reduces to the Dice similarity measure defined in Equation (3) .
Obviously, the above-defined weighted Dice similarity measure between DVNSs, D 1 and D 2 , satisfies the following assertions:
The proof of these properties is the same as above. The above-defined similarity measures have the disadvantage of not being flexible. So, in the following section, we defined another form of the above Dice similarity measure.
Another Form of the Dice Similarity Measure for DVNSs
In this section, another form of the Dice similarity measure for DVNSs is proposed, which is defined below.
Definition 8.
Let 
. (5) Obviously, the above-defined Dice similarity measure in Equation (5) satisfies the following properties:
Proof: The proof is the same as previously shown proofs.
For real applications, the importance degree of each element d zi (z = 1, 2; i = 1, 2, . . . , n) is under consideration.
Then, let W = ( 1 , 2 , . . . , n ) be the importance degree for
So, based on Equation (5), we further proposed the concept of weighted Dice similarity measures of DVNSs as follows:
, then the weighted Dice similarity measure reduces to the Dice similarity measure defined in Equation (5).
Obviously, the above-defined weighted Dice similarity measures in Equation (6) satisfy the following properties:
As discussed earlier, the above-defined similarity measures have the disadvantage of not being flexible. As such, in the following section, we defined a generalized Dice similarity measure to overcome the shortcoming of the above Dice similarity measures.
A Generalized Dice Similarity Measure of DVNSs
In this section, we propose a generalized Dice similarity measure for DVNSs, as a generalization of the above-defined Dice similarity measures. 
where ρ is a positive parameter for 0 ≤ ρ ≤ 1.
Now, we discuss some special cases of generalized Dice similarity measures for the parameter ρ.
(1) If ρ = 0.5, then the two generalized Dice similarity measures defined in Equation (7) and Equation (8) reduce to Dice similarity measures defined in Equation (3) and Equation (5):
, and
.
(2) When ρ = 0, 1, Equations (7) and (8) reduce to the following asymmetric similarity measures:
From the above investigation, the four asymmetric similarity measures are the extension of the relative projection measure of interval numbers [31] . Therefore, the four asymmetric similarity measures can be assumed as the projection measures of DVNSs.
So, based on Equations (7) and (8), we further proposed the concept of weighted generalized Dice similarity measures of DVNSs, which are defined as follows:
In particular, if W = , then the weighted Dice similarity measure reduces to the Dice similarity measure defined in Equation (7) and Equation (8) .
Now, similar to the generalized Dice similarity measures defined in Equation (7) and Equation (8), the weighted generalized similarity measures defined above also have some special cases according to the parameter ρ.
(1) If ρ = 0.5, then
. (15) (2) If ρ = 0, 1, then Equation (13) reduces to the following asymmetric weighted generalized Dice similarity measures:
Similarly, when ρ = 0.5 in Equation (14), then
. (18) (3) If ρ = 0, 1, then Equation (14) reduces to the following asymmetric similarity measures:
Applications of Generalized Dice Similarity Measures for DVNSs

Pattern Recognition
In order to show the effectiveness of the proposed generalized Dice measures for DVNSs in pattern recognition, we present an example in this subsection.
Example 1.
Let us suppose that we have three patterns R 1 , R 2 and R 3 . Then, the patterns are represented by the following DVNSs on U = { u 1 , u 2 , u 3 , u 4 }.
and the unknown pattern, P, is given as follows:
The aim was to find out to which known pattern the unknown pattern, P, belonged. To show this, the generalized Dice distance measures between the known and unknown patterns were calculated, and then, the unknown pattern, P, was assigned to one of the known patterns using the following formula:
Furthermore, if the weight is considered, then we used the following formula:
In Table 1 , the generalized Dice measures between the unknown and known patterns are shown, calculated using Equation (7). The generalized Dice measures calculated using Equation (8) are given in Table 2 . Let us assume that the weight vector of u 1 , u 2 , u 3 and u 4 is = (0.3, 0.25, 0.25, 0.2) T .
Then, the weighted Dice measures, calculated using Equation (13) , are given in Table 3 . Additionally, the generalized weighted Dice measures, calculated using Equation (14) , are given in Table 4 . From Table 1 , we can see that, when the parameter ρ = 0, 0.3, then the unknown pattern, P, belonged to pattern R 3 . When the value of parameter ρ was greater than 0.3, that is ρ = 0.6, 0.8, 1, then the unknown pattern, P, belonged to pattern R 1 . Furthermore, from Table 2 , we can see that, if the values of the parameter ρ were changed, the unknown pattern, P, belonged to pattern R 3 .
Similarly, from Tables 3 and 4 , the weighted generalized measures displayed the same situation discussed above.
Medical Diagnoses
In this subsection, we show the effectiveness of the proposed generalized Dice measures in medical diagnoses, using an example.
Example 2.
Let us assume that there are four patients, and the names of the patients are Al, Bob, Jeo, and Ted.
Their symptoms are temperature, headache, stomach pain, cough, and chest pain.
The set of patients and symptoms are denoted by H = {Al, Bob, Jeo, Ted} and L = {Temprature, Headache, Stomach pain, cough, Chest pain}. Let us assume that the set of diagnoses under consideration is defined and denoted by Y = {Malaria, viral f ever, Typhoid, Stomach problem, Heart problem}. The characteristic information of H, L and Y is represented in the form of DVNSs, given in Tables 5 and 6 below. Subsequently, using Equations (7) and (8), we calculated the generalized Dice measures for the parameter ρ = 0, and the results are given in Tables 7 and 8 . Similarly, for other values of parameter ρ using two types of generalized Dice measures, the results are given in Tables 9 and 10 . From Tables 7 and 8 , we can see that all patients suffered from malaria when the value of parameter ρ = 0. On the other hand, from Table 9 , we can see that, when ρ = 0.2, Al suffered from malaria, Bob suffered from a stomach problem, Jeo suffered from typhoid, and Ted suffered from malaria. When the values of parameter ρ = 0.6, 0.8, 1, then Al and Ted suffered from a viral fever, and Bob suffered from a stomach problem, while Jeo suffered from typhoid. From Table 10 , we can see that, when ρ = 0.2, 0.6, Al suffered from malaria and typhoid, while Bob, Jeo, and Ted suffered from a stomach problem, malaria, and a viral fever. When ρ = 0.8, 1, then Al suffered from a viral fever, while Bob, Jeo, and Ted suffered from a stomach problem, malaria, and a viral fever, respectively.
Comparison and Discussion
A DVN set is a generalization of the neutrosophic set, intuitionistic fuzzy set, and fuzzy set. A DVNS is an illustration of the NS, which provides more perfection and clarity with regards to representing the existing indeterminate, vague, insufficient, and inconsistent information. A DVNS has the additional characteristic of being able to relate, with more sensitivity, the indeterminate and inconsistent information. While an SVNS can handle indeterminate and inconsistent information, it cannot relate the existing indeterminacy.
If we take Example 1 and use the distance measure defined by Kandasamy [28] for DVNSs, then the Hamming distance and Euclidean distance with known and unknown patterns are given in Table 11 . From Table 11 , we can see that the unknown pattern, P, belonged to known pattern R 2 . When calculating our proposed Dice measure, we can see from Table 1 , that when parameter ρ = 0, 0.3, then the unknown pattern, P, belonged to pattern R 3 . When the value of parameter ρ was greater than 0.3, that is ρ = 0.6, 0.8, 1, then the unknown pattern, P, belonged to pattern R 1 . Furthermore, from Table 2 , we can see that, if the values of parameter ρ were changed, the unknown pattern, P, belonged to pattern R 3 .
Thus, our proposed Dice similarity measure is more suitable for use in pattern recognition or medical diagnosis.
Conclusions
Neutrosophic sets (NSs) are used to illustrate uncertain, inconsistent, and indeterminate information which exists in real-world problems. Double-valued neutrosophic sets (DVNSs) are an alternate form of neutrosophic sets, in which the indeterminacy has two distinct parts: indeterminacy leaning toward truth membership, and indeterminacy leaning toward falsity membership. The aim of this article was to propose novel Dice measures and generalized Dice measures for DVNSs, and to specify that the Dice measures and the asymmetric measures (projection measures) were special cases of the generalized Dice measures using specific parameter values. Finally, the proposed generalized Dice measures and generalized weighted Dice measures were applied to pattern recognition and medical diagnosis to show their effectiveness.
