We consider a Cox process with Poisson shot noise intensity which has been widely applied in insurance, finance, queue theory, statistic, and many other fields. Cox process is flexible because its intensity not only depends on the time but also can be considered as a stochastic process and so it can be considered as a two step randomization procedure. In this paper, we study the fluctuations and precise deviations for shot noise Cox process using the recent mod-φ convergence method.
Introduction
A Cox process is first introduced by Cox [4] and a natural generalization of a Poisson process by considering the intensity of Poisson process as a realization of a random measure [16] . The
Cox process provides the flexibility of letting the intensity not only depend on time but also allowing it to be a stochastic process. Hence, it can be viewed as a two-step randomization procedure which can deal with the stochastic nature of catastrophic loss occurrences in the real world. Moreover, shot noise processes [5] are particularly useful to model claim arrivals; they provide measures for frequency, magnitude and the time period needed to determine the effect of catastrophic events within the same framework; as time passes, the shot noise process decreases as more and more losses are settled, and this decrease continues until another event occurs which will result in a positive jump. Therefore, the shot noise process can be used as the intensity of a Cox process to measure the number of catastrophic losses.
The shot noise Cox processes were introduced in [16] and further generalized in [11] The Cox model has been used widely in many aspects: insurance, finance, queue theory, statistic etc.(cf. [1] , [4] , [6] ). Dassios and Jang [6] applied the Cox process with Poisson shot noise intensity to pricing stop-loss catastrophe reinsurance contract and catastrophe insurance derivatives. Albrecher and Assussen [1] studied the asymptotic estimates for infinite time and finite time ruin probabilities of the risk model.
There are many applications of large deviations such as insurance, portfolio management, risk management, queue system, statistics [[15] , [9] , [18] , [8] ]. Macci and Stabile [15] study the large deviation principles for the Markov modulated risk process with reinsurance. Gao and Yan [9] extended the result considered in [15] to the sample path large and moderate deviation principles. Shen, Lin, and Zhang [18] obtained the precise large deviation results for the customer arrival based risk model which can be treated as a generalized Poisson shot noise process. Recently, Macci and Torrisi [14] took into account the large deviation estimations for the ruin probability of the risk processes with shot noise Cox claim number process and reserve dependent premium rate.
Previous works on insurance applications using a shot noise process or a Cox process with shot noise intensity can be found in Bremaud [3] , Dassios and Jang [6] , Jang and Krvavych [13] , Torrisi [20] , Albrecher and Asmussen [1] , Macci and Torrisi [14] , Zhu [21] and Schmidt [17] .
In this paper, we assume that {N t , t ≥ 0} is a Cox process with Poisson shot noise intensity, that is, the intensity λ t of N t is stochastic and at time t, given by
whereN t is a Poisson process with intensity ρ, ν > 0 and g : R + → R + being locally bounded.
We study precise deviations for shot noise Cox process using the recent mod-φ convergence method developed in [7] . Recently, precise deviations for Hawkes processes was studied in Gao and Zhu [10] using the mod-φ convergence method. In particular, Gao and Zhu [10] used Hawkes processes for large time asymptotics, that strictly extends and improves the existing results in the literature. In order to apply the results of mod-φ convergence theory, we manipulate the the moment generating function for shot noise Cox process, and then the precise deviations principle and precise moderate deviation and fluctuation results are obtained by the mod-φ convergence method after careful analysis and series of lemmas.
The structure of this paper is organized as follows. Some auxiliary results and the main results are stated in Section 2. The proofs for the main theorems are contained in Section 3.
Statement of the main results
This section states the main results of this paper. It consists of two key lemmas and the precise deviations principle and furthermore precise deviation principle and fluctuation re-
sults. The main strategy of proving the precise deviations principle is by showing the mod-φ convergence as defined in [7] and apply their Theorem 3.4 and 3.9 to get the main Theorem.
We start with the definition of mod-φ convergence and then the assumptions which we will use throughout the paper.
Let us first recall the definition of mod-φ convergence, see e.g. Definition 1.1. [7] .
Let (X n ) n∈N be a sequence of real-valued random variables and E[e zXn ] exist in a strip S (c,d) := {z ∈ C : c < R(z) < d}, with c < d extended real numbers, i.e. we allow c = −∞ and d = +∞ and R(z) denotes the real part of z ∈ C throughout this paper. We assume that there exists a non-constant infinitely divisible distribution φ with R e zx φ(dx) = e η(z) , which is well defined on S (c,d) , and an analytic function ψ(z) that does not vanish on the
where t n → +∞ as n → ∞. Then we say that X n converges mod-φ on S (c,d) with parameters (t n ) n∈N and limiting function ψ.
Assume that φ is a lattice distribution and the convergence is at speed
Theorem 3.4. [7] says that for any x ∈ R in the interval (η ′ (c), η ′ (d)) and θ * defined as
as n → ∞, where F (x) := sup θ∈R {θx−η(θ)} is the Legendre transform of η(·), and similarly, if x ∈ R is in the range of (η
as n → ∞, where (a k )
are rational fractions in the derivatives of η and ψ at θ * , that can be computed as described in Remark 3.7. [7] .
Here we consider N t as a Cox process with Poisson shot noise intensity defined in (1), we assume throughout this paper that
Our main results for the precise large deviations and precise moderate deviations for the Cox process with Poisson shot noise intensity are stated as follows.
Precise Large Deviations
Definition 2.1. We say that the sequence of random variables (X n ) n∈N converges mod-φ at 
where for any θ ∈ C ψ(θ) := e ρϕ(θ) (6) and
which is analytic in θ for any θ ∈ C and I(x) is defined as
and
are rational fractions in the derivatives of η and ψ at θ * .
Note that θ * is unique for each x because it is easy to show that η ′′ (θ) > 0.
(ii) For any x > ν + ρ g L 1 , as t → ∞,
where (b k ) ∞ k=1 are rational fractions in the derivatives of η and ψ at θ * .
The key to prove main Theorem is to verify the mod-φ convergence. More precisely, we need to show the following three lemmas.
Lemma 2.3. Y has an infinitely divisible distribution. Y is some random variable defined as
Note that infinitely divisible is a limitation of the method of mod-φ convergence. Fortunately, the limiting distribution in the case of the Cox process with shot noise is indeed infinitely divisible.
Lemma 2.4. For any θ ∈ C,
is well-defined and analytic in θ, and
as t → ∞, locally uniformly in θ.
Lemma 2.5. {N t , t ≥ 0} converges mod-φ at speed O 1 t ν as t → ∞.
Precise Moderate Deviations
By Theorem 3.9. [7] , we have the following theorem:
Theorem 2.6. (i) For any y = o(t 1/6 ), as t → ∞,
where Ψ(y) :
(ii) For any y ≫ 1 and y = o(t 1/2 ), as t → ∞,
where
and the notation a ≫ b means b is much less than a.
Remark 2.7. Note that Theorem 2.6 (i) is an improvement of the classical central limit theorem because here we allow y = o(t 1/6 ) for t → ∞. Theorem 2.6 (ii) is the moderate deviations.
By using Corollary 3.13 [7] , we can get a more explicit form of Theorem 2.6.
(ii) For any y = o(t 1/2−1/m ), where m ≥ 3, as t → ∞,
where I(x) is defined in (8) and η(θ) is defined in (9).
Proofs
In this section, we give a proof of the main theorems and lemmas. The key idea to prove the main theorem is to apply the recently developed mod-φ convergence method.
3.1 Proofs of the results in Section 2.1 Proposition 3.1. Assume that N t is Cox process with Poisson shot noise intensity defined in (1), then the moment generating function of N t is
Proof. By the definition of a Cox process with Poisson shot noise intensity and Fubini's theorem, we have
Remark 3.2. From (18), we have
Then, by Gärtner-Ellis theorem (see for details [2] ), we can say that ( Nt t ∈ ·) satisfies the large deviation principle with the good rate function
Proof of Lemma 2.3. It suffice to show that 
Therefore, Y has an infinitely divisible distribution.
Proof of Lemma 2.4. We first consider
Using (18), we have
To prove this, it suffices to show that
as t → ∞, locally uniformly in θ ∈ C. It is equivalent to show that for any compact set
for θ ∈ K, and we have
by the mean value theorem, ξ(u) ∈ u 0 g(s)ds,
so we have proved (25).
Thus, we conclude that
as t → ∞, locally uniformly in θ ∈ C, where
Hence, ϕ(θ) is well-defined and is analytic in θ.
Proof of lemma 2.5. By definition 2.1, it suffices to show that
as t → ∞. Here F (u) = e 
and for any x > ν + ρ g L 1 , P(N t ≥ tx) = e −tI(x)
I ′′ (x) 2πt
where I(x) is defined in (21) . This completes the proof of Theorem 2.2.
Proofs of the results in Section 2.2
The proof of Theorem 2.6 and Theorem 2.8 follows from Theorem 3.9 and Corollary 3.13 in [7] , respectively.
