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Abstract
In this paper, we define the truncated Bernoulli-Carlitz numbers
and the truncated Cauchy-Carlitz numbers as analogues of hypergeo-
metric Bernoulli numbers and hypergeometric Cauchy numbers, and
as extensions of Bernoulli-Carlitz numbers and the Cauchy-Carlitz
numbers. These numbers can be expressed explicitly in terms of in-
complete Stirling-Carlitz numbers.
Keywords: Bernoulli-Carlitz numbers, Cauchy-Carlitz numbers, Stirling-
Carlitz numbers, incomplete Stirling numbers.
1 Introduction
For N ≥ 1, hypergeometric Bernoulli numbers BN,n ([10, 11, 13]) are defined
by the generating function
1
1F1(1;N + 1; x)
=
xN/N !
et −
∑N−1
n=0 x
n/n!
=
∞∑
n=0
BN,n
xn
n!
, (1)
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where
1F1(a; b; z) =
∞∑
n=0
(a)(n)
(b)(n)
zn
n!
is the confluent hypergeometric function with (x)(n) = x(x+1) · · · (x+n−1)
(n ≥ 1) and (x)(0) = 1. When N = 1, Bn = B1,n are classical Bernoulli
numbers defined by
t
et − 1
=
∞∑
n=0
Bn
tn
n!
.
In addition, hypergeometric Cauchy numbers cN,n (see [16]) are defined by
1
2F1(1, N ;N + 1;−x)
=
(−1)N−1xN/N
log(1 + t)−
∑N−1
n=1 (−1)
N−1xn/n
=
∞∑
n=0
cN,n
xn
n!
,
(2)
where
2F1(a, b; c; z) =
∞∑
n=0
(a)(n)(b)(n)
(c)(n)
zn
n!
is the Gauss hypergeometric function. When N = 1, cn = c1,n are classical
Cauchy numbers defined by
t
log(1 + t)
=
∞∑
n=0
cn
tn
n!
.
On the other hand, L. Carlitz ([1]) introduced analogues of Bernoulli numbers
for the rational function (finite) field K = Fr(T ), which are called Bernoulli-
Carlitz numbers now. Bernoulli-Carlitz numbers have been studied since
then (e.g., see [2, 3, 5, 12, 21]). According to the notations by Goss [6],
Bernoulli-Carlitz numbers are defined by
x
eC(x)
=
∞∑
n=0
BCn
Π(n)
xn . (3)
Here, eC(x) are the Carlitz exponential defined by
eC(x) =
∞∑
i=0
xr
i
Di
, (4)
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where Di = [i][i − 1]
r · · · [1]r
i−1
(i ≥ 1) with D0 = 1, and [i] = T
ri − T . The
Carlitz factorial Π(i) is defined by
Π(i) =
m∏
j=0
D
cj
j (5)
for a non-negative integer i with r-ary expansion:
i =
m∑
j=0
cjr
j (0 ≤ cj < r) . (6)
As analogues of the classical Cauchy numbers cn, Cauchy-Carlitz numbers
CCn ([14]) are introduced as
x
logC(x)
=
∞∑
n=0
CCn
Π(n)
xn . (7)
Here, logC(x) is the Carlitz logarithm defined by
logC(x) =
∞∑
i=0
(−1)i
xr
i
Li
, (8)
where Li = [i][i− 1] · · · [1] (i ≥ 1) with L0 = 1.
In [14], Bernoulli-Carlitz numbers and Cauchy-Carlitz numbers are ex-
pressed explicitly by using the Stirling-Carlitz numbers of the second kind
and of the first kind, respectively. These properties are the extensions that
Bernoulli numbers and Cauchy numbers are expressed explicitly by using the
Stirling numbers of the second kind and of the first kind, respectively.
In this paper, we define the truncated Bernoulli-Carlitz numbers and the
truncated Cauchy-Carlitz numbers as analogues of hypergeometric Bernoulli
numbers and hypergeometric Cauchy numbers, and as extensions of Bernoulli-
Carlitz numbers and the Cauchy-Carlitz numbers. These numbers can be
expressed explicitly in terms of incomplete Stirling-Carlitz numbers.
2 Preliminaries
For N ≥ 1, define the truncated Bernoulli-Carlitz numbers BCN,n and the
truncated Cauchy-Carlitz numbers CCN,n by
xr
N
/DN
eC(x)−
∑N−1
i=0 x
ri/Di
=
∞∑
n=0
BCN,n
Π(n)
xn (9)
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and
(−1)Nxr
N
/LN
logC(x)−
∑N−1
i=0 (−1)
ixri/Li
=
∞∑
n=0
CCN,n
Π(n)
xn , (10)
respectively. When N = 0, BCn = BC0,n and CCn = CC0,n are the original
Bernoulli-Carlitz numbers and Cauchy-Carlitz numbers, respectively. As the
concept of these definitions in (9) and (10 ) in function fields are the same
as (1) and (2) in complex numbers, the numbers BCN,n and CCN,n could be
called the hypergeometric Bernoulli-Carlitz numbers and the hypergeometric
Cauchy-Carlitz numbers, respectively. However, the generating functions of
(9) and (10 ) are not related to the existing Carlitz hypergeometric functions
(e.g., see [15, 24]).
3 Hasse-Teichmu¨ller derivatives
Let F be a field (of any characterstic), F((z)) be the field of Laurent series
in z, and F[[z]] be the ring of formal power series. The Hasse-Teichmu¨ller
derivative H(n) of order n is defined by
H(n)
(
∞∑
m=R
amz
m
)
=
∞∑
m=R
am
(
m
n
)
zm−n
for
∑∞
m=R amz
m ∈ F((z)), where R is an integer and am ∈ F for any m ≥ R.
The Hasse-Teichmu¨ller derivatives satisfy the product rule [23], the quo-
tient rule [7] and the chain rule [9]. One of the product rules can be described
as follows.
Lemma 1. For fi ∈ F[[z]] (i = 1, . . . , k) with k ≥ 2 and for n ≥ 1, we have
H(n)(f1 · · · fk) =
∑
i1,...,ik≥0
i1+···+ik=n
H(i1)(f1) · · ·H
(ik)(fk) .
The quotient rules can be described as follows.
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Lemma 2. For f ∈ F[[z]]\{0} and n ≥ 1, we have
H(n)
(
1
f
)
=
n∑
k=1
(−1)k
fk+1
∑
i1,...,ik≥1
i1+···+ik=n
H(i1)(f) · · ·H(ik)(f) (11)
=
n∑
k=1
(
n + 1
k + 1
)
(−1)k
fk+1
∑
i1,...,ik≥0
i1+···+ik=n
H(i1)(f) · · ·H(ik)(f) . (12)
By using the Hasse-Teichmu¨ller derivative of order n, we shall obtain
some explicit expressions of the hypergeometric Bernoulli-Carlitz numbers
BCN,n and hypergeometric Cauchy numbers CCN,n, respectively.
Theorem 1. For n ≥ 1,
BCN,n = Π(n)
n∑
k=1
(−DN)
k
∑
i1,...,ik≥1
rN+i1+···+r
N+ik=n+krN
1
DN+i1 · · ·DN+ik
.
Remark. It is clear that BCN,n = 0 if r ∤ n or r
N(r − 1) > n. When N = 0,
we have
BCn = Π(n)
n∑
k=1
(−1)k
∑
i1,...,ik≥1
ri1+···+r
ik=n+k
1
Di1 · · ·Dik
which is Theorem 4.2 in [12].
Proof. Put
h :=
∑∞
i=N
xr
i
Di
xr
N
DN
=
∞∑
j=0
DN
DN+j
xr
N+j−rN .
Note that
H(e)(h)
∣∣
x=0
=
∞∑
j=0
DN
DN+j
(
rN+j − rN
e
)
xr
N+j−rN−e
∣∣∣∣∣
x=0
=


DN
DN+i
if e = rN+i − rN ;
0 otherwise.
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Hence, by using Lemma 2 (11), we have
BCN,n
Π(n)
= H(n)
(
1
h
)∣∣∣∣
x=0
=
n∑
k=1
(−1)k
hk+1
∣∣∣∣
x=0
∑
e1,...,ek≥1
e1+···+ek=n
H(e1)(h)
∣∣
x=0
· · · H(ek)(h)
∣∣
x=0
=
n∑
k=1
(−1)k
∑
i1,...,ik≥1
rN+i1+···+r
N+ik=n+krN
DN
DN+i1
· · ·
DN
DN+ik
=
n∑
k=1
(−DN )
k
∑
i1,...,ik≥1
rN+i1+···+r
N+ik=n+krN
1
DN+i1 · · ·DN+ik
.
Examples. Let r = 3 and N = 2. Then BC2,n = 0 if 18 ∤ n. When n = 18,
consider the set
Sk = {(i1, . . . , ik)|i1, . . . , ik ≥ 1, 3
i1+2 + · · ·+ 3ik+2 = 18 + 9k} .
Then S1 = {(1)}, and Sk is empty when k ≥ 2 because 3
i1+2 + 3i2+2 ≥ 54 >
36. Hence, we obtain
BC2,18 = Π(18)(−D2)
1
D3
.
When n = 36, consider the set
Sk = {(i1, . . . , ik)|i1, . . . , ik ≥ 1, 3
i1+2 + · · ·+ 3ik+2 = 36 + 9k} .
Then, Sk (k = 1, k ≥ 3) are empty because 3
i1+2 + 3i2+2 + 3i3+2 ≥ 81 > 63.
By S2 = {(1, 1)}, we have
BC2,36 = Π(36)(−D2)
2 1
D3D3
= Π(36)
D22
D23
.
When n = 72, consider the set
Sk = {(i1, . . . , ik)|i1, . . . , ik ≥ 1, 3
i1+2 + · · ·+ 3ik+2 = 72 + 9k} .
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Since Sk is empty for k = 2, 3 and k ≥ 5 and S1 = {(2)} and S4 =
{(1, 1, 1, 1)}, we have
BC2,72 = Π(72)
(
−D2
D4
+
D42
D3D3D3D3
)
.
In fact,
∞∑
n=0
BC2,n
Π(n)
xn =
x9
D2∑∞
i=2
x3
i
Di
= 1−
D2
D3
x18 +
D22
D23
x36 −
D32
D33
x54
+
(
D42
D43
−
D2
D4
)
x72 −
(
D52
D53
−
2D22
D3D4
)
x72 + · · · .
We can express the hypergeometric Bernoulli-Carlitz numbers in terms
of the binomial coefficients too. By using Lemma 2 (12) instead of Lemma 2
(11) in the proof of Theorem 1, we obtain the following:
Proposition 1. For n ≥ 1,
BCN,n = Π(n)
n∑
k=1
(
n + 1
k + 1
)
(−DN )
k
∑
i1,...,ik≥0
rN+i1+···+r
N+ik=n+krN
1
DN+i1 · · ·DN+ik
.
Remark. When N = 0, we have
BCn = Π(n)
n∑
k=1
(
n+ 1
k + 1
)
(−1)k
∑
i1,...,ik≥0
ri1+···+r
ik=n+k
1
Di1 · · ·Dik
which is Proposition 4.4 in [12].
Example. Let r = 3 and N = 2. When n = 18, consider the set
Sk = {(i1, . . . , ik)|i1, . . . , ik ≥ 0, 3
i1+2 + · · ·+ 3ik+2 = 18 + 9k} .
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Since S1 = {(1)}, S2 = {(0, 1), (1, 0)}, S3 = {(0, 0, 1), (0, 1, 0), (1, 0, 0)}, . . . ,
S18 = {(0, . . . , 0︸ ︷︷ ︸
17
, 1), . . . , (1, 0, . . . , 0︸ ︷︷ ︸
17
)}, we have
BC2,18
Π(18)
= −
(
19
2
)
D2
D3
+
(
19
3
)
2D22
D2D3
−
(
19
4
)
3D32
D22D3
+ · · ·+
(
19
19
)
18D182
D172 D3
=
D2
D3
18∑
k=1
(−1)k
(
19
k + 1
)
k
=
D2
D3
(
19∑
k=0
(−1)k−1
(
19
k
)
(k − 1)− 1
)
=
D2
D3
(
19∑
k=0
(−1)k−1
(
19
k
)
k +
19∑
k=0
(−1)k
(
19
k
)
− 1
)
= −
D2
D3
.
Next, we shall give an explicit formula for hypergeometric Cauchy-Carlitz
numbers.
Theorem 2. For n ≥ 1,
CCN,n = Π(n)
n∑
k=1
(−LN )
k
∑
i1,...,ik≥1
rN+i1+···+r
N+ik=n+krN
(−1)i1+···+ik
LN+i1 · · ·LN+ik
.
Remark. It is clear that CCN,n = 0 if r ∤ n or r
N(r − 1) > n. When N = 1,
we have
CCn = Π(n)
n∑
k=1
(−1)k
∑
i1,...,ik≥1
ri1+···+r
ik=n+k
(−1)i1+···+ik
Li1 · · ·Lik
which is Theorem 3 in [14].
Proof. Put
h :=
∑∞
i=N(−1)
i
xr
i
Li
(−1)N
xr
N
LN
=
∞∑
j=0
(−1)j
LN
LN+j
xr
N+j−rN .
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Note that
H(e)(h)
∣∣
x=0
=
∞∑
j=0
(−1)j
LN
LN+j
(
rN+j − rN
e
)
xr
N+j−rN−e
∣∣∣∣∣
x=0
=


(−1)iLN
LN+i
if e = rN+i − rN ;
0 otherwise.
Hence, by using Lemma 2 (11), we have
CCN,n
Π(n)
= H(n)
(
1
h
)∣∣∣∣
x=0
=
n∑
k=1
(−1)k
hk+1
∣∣∣∣
x=0
∑
e1,...,ek≥1
e1+···+ek=n
H(e1)(h)
∣∣
x=0
· · · H(ek)(h)
∣∣
x=0
=
n∑
k=1
(−1)k
∑
i1,...,ik≥1
rN+i1+···+r
N+ik=n+krN
(−1)i1LN
LN+i1
· · ·
(−1)ikLN
LN+ik
=
n∑
k=1
(−LN )
k
∑
i1,...,ik≥1
rN+i1+···+r
N+ik=n+krN
(−1)i1+···+ik
LN+i1 · · ·LN+ik
.
Example. Let r = 3 and N = 3. Then CC3,n = 0 if 54 ∤ n. When n = 270,
consider the set
Sk = {(i1, . . . , ik)|i1, . . . , ik ≥ 1, 3
i1+3 + · · ·+ 3ik+3 = 270 + 27k} .
Then S2 = {(1, 2), (2, 1)}, S5 = {(1, 1, 1, 1, 1)} and Sk is empty when k =
1, 3, 4 and k ≥ 6. Hence, we obtain
CC3,270
Π(270)
=
(
(−L3)
2 (−1)
3 · 2
L4L5
+ (−L3)
5 (−1)
5
L54
)
=
L53
L54
−
2L23
L4L5
.
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In fact,
∞∑
n=0
CC3,n
Π(n)
xn =
−
x27
L3∑∞
i=3(−1)
i
x3
i
Li
= 1 +
L3
L4
x54 +
L23
L24
x108 +
L33
L34
x162
+
(
L53
L54
−
2L23
L4L5
)
x270 +
(
L63
L64
−
3L33
L24L5
)
x324 + · · · .
We can express the hypergeometric Cauchy numbers in terms of the bi-
nomial coefficients too. In fact, by using Lemma 2 (12) instead of Lemma 2
(11) in the proof of Theorem 2, we obtain the following:
Proposition 2. For n ≥ 1,
CCN,n = Π(n)
n∑
k=1
(
n + 1
k + 1
)
(−LN )
k
∑
i1,...,ik≥0
rN+i1+···+r
N+ik=n+krN
(−1)i1+···+ik
LN+i1 · · ·LN+ik
.
4 Incomplete Stirling-Carlitz numbers
In [14], as analogues of the Stirling numbers of the first kind
[
n
k
]
defined by(
− log(1− t)
)k
k!
=
∞∑
n=0
[n
k
] tn
n!
, (13)
the Stirling-Carlitz numbers of the first kind
[
n
k
]
C
were introduced by(
logC(z)
)k
Π(k)
=
∞∑
n=0
[n
k
]
C
zn
Π(n)
. (14)
As analogues of the Stirling numbers of the second kind
{
n
k
}
defined by
(et − 1)k
k!
=
∞∑
n=0
{n
k
} tn
n!
,
10
the Stirling-Carlitz numbers of the second kind
{
n
k
}
C
were introduced by(
eC(z)
)k
Π(k)
=
∞∑
n=0
{n
k
}
C
zn
Π(n)
. (15)
By the definition (14), we have[n
0
]
C
= 0 (n ≥ 1),
[ n
m
]
C
= 0 (n < m) and
[n
n
]
C
= 1 (n ≥ 0)
(16)
and{n
0
}
C
= 0 (n ≥ 1),
{ n
m
}
C
= 0 (n < m) and
{n
n
}
C
= 1 (n ≥ 0) .
(17)
On the other hand, in [4, 17, 18, 19], so-called incomplete Stirling numbers
of the fist kind and of the second kind were introduced as some generalizations
of the classical Stirling numbers of the fist kind and of the second kind. One
of the incomplete Stirling numbers is restricted Stirling number, and another
is associated Stirling number. Associated Stirling numbers of the second kind{
n
k
}
≥m
are given by(
ex − Em−1(x)
)k
k!
=
∞∑
n=0
{n
k
}
≥m
xn
n!
(m ≥ 1) , (18)
where
Em(x) =
m∑
n=0
xn
n!
.
When m = 1,
{
n
k
}
=
{
n
k
}
≥1
is the classical Stirling numbers of the second
kind. Restricted Stirling numbers of the second kind
{
n
k
}
≥m
are given by(
Em(x)− 1
)k
k!
=
∞∑
n=0
{n
k
}
≤m
xn
n!
(m ≥ 1) . (19)
When m→∞,
{
n
k
}
=
{
n
k
}
≤∞
is the classical Stirling numbers of the second
kind.
Associated Stirling numbers of the first kind
[
n
k
]
≥m
are given by(
− log(1− x) + Fm−1(−x)
)k
k!
=
∞∑
n=0
[n
k
]
≥m
xn
n!
(m ≥ 1) , (20)
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where
Fm(t) =
m∑
k=1
(−1)k+1
tk
k
.
When m = 1,
[
n
k
]
=
[
n
k
]
≥1
is the classical Stirling numbers of the first kind.
Restricted Stirling numbers of the first kind
[
n
k
]
≥m
are given by(
−Fm(−x)
)k
k!
=
∞∑
n=0
[n
k
]
≤m
xn
n!
(m ≥ 1) . (21)
When m → ∞,
[
n
k
]
=
[
n
k
]
≤∞
is the classical Stirling numbers of the first
kind.
Now, we introduce associated Stirling-Carlitz numbers and restricted Stirling-
Carlitz numbers. The partial sum of the Carlitz exponential is denoted by
Em(x) =
m∑
i=0
xr
i
Di
.
The associated Stirling-Carlitz numbers of the second kind
{
n
k
}
C,≥m
are de-
fined by (
eC(z)− Em−1(z)
)k
Π(k)
=
∞∑
n=0
{n
k
}
C,≥m
zn
Π(n)
. (22)
The restricted Stirling-Carlitz numbers of the second kind
{
n
k
}
C,≤m
are de-
fined by (
Em(z)
)k
Π(k)
=
∞∑
n=0
{n
k
}
C,≤m
zn
Π(n)
. (23)
When m = 0 in (22) or m→∞ in (23),
{
n
k
}
C
=
{
n
k
}
C,≥0
=
{
n
k
}
C,≤∞
is the
original Stirling-Carlitz number of the second kind. The partial sum of the
Carlitz logarithm is denoted by
Fm(x) =
m∑
i=0
(−1)i
xr
i
Li
.
The associated Stirling-Carlitz numbers of the first kind
[
n
k
]
C,≥m
are defined
by (
logC(z)− Fm−1(z)
)k
Π(k)
=
∞∑
n=0
[n
k
]
C,≥m
zn
Π(n)
. (24)
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The restricted Stirling-Carlitz numbers of the first kind
[
n
k
]
C,≤m
are defined
by (
Fm(z)
)k
Π(k)
=
∞∑
n=0
[n
k
]
C,≤m
zn
Π(n)
. (25)
When m = 0 in (24) or m → ∞ in (25),
[
n
k
]
C
=
[
n
k
]
C,≥0
=
[
n
k
]
C,≤∞
is the
original Stirling-Carlitz number of the first kind.
Due to associated Stirling-Carlitz numbers of the second kind in (22),
we can obtain a more explicit expression of hypergeometric Bernoulli-Carlitz
numbers, expressed in Theorem 1 or Proposition 1.
Theorem 3. For N ≥ 1 and n ≥ 1, we have
BCN,n = Π(n)
n∑
k=1
(
n+ 1
k + 1
)
(−DN )
kΠ(k)
Π(n + krN)
{
n+ krN
k
}
C,≥N
.
Proof. From (22), we have(
∞∑
j=0
xr
N+j−rN
DN+j
)k
=
(
eC(x)− EN−1(x)
xrN
)k
=
∞∑
n=k
Π(k)
Π(n)
{n
k
}
C,≥N
xn−kr
N
=
∞∑
n=−(rN−1)k
Π(k)
Π(n + krN)
{
n+ krN
k
}
C,≥N
xn .
Notice that
H(e)
(
eC(x)− EN−1(x)
xrN
)∣∣∣∣
x=0
=
∞∑
j=0
1
DN+j
(
rN+j − rN − e
e
)
xr
N+j−rN−e
∣∣∣∣∣
x=0
=
{
1
DN+i
if rN+i − rN = e;
0 otherwise.
Applying Lemma 1 with
f1(t) = · · · = fk(t) =
eC(x)− EN−1(x)
xrN
,
13
we get
Π(k)
Π(n+ krN)
{
n + krN
k
}
C,≥N
=
∑
i1,...,ik≥0
rN+i1+···+rN+ik=n+krN
1
DN+i1 · · ·DN+ik
. (26)
Together with Proposition 1, we can get the desired result.
Example. Let r = 3, N = 2 and n = 18. Comparing the coefficient of
xn on both sides of
∞∑
n=0
Π(k)
Π(n)
{n
k
}
C,≥2
xn =
(
x9
D2
+
x27
D3
+
x81
D4
+ · · ·
)k
,
for k = 1, 2, . . . , 18, we have
Π(k)
Π(18 + 9k)
{
18 + 9k
k
}
C<≥2
=
k
Dk−12 D3
.
Hence,
BC2,18
Π(18)
=
18∑
k=1
(
19
k + 1
)
(−D2)
k k
Dk−12 D3
=
D2
D3
18∑
k=1
(−1)k
(
19
k + 1
)
k = −
D2
D3
.
Bernoulli-Carlitz numbers can be expressed in term of the Stirling-Carlitz
numbers of the second kind:
BCn =
∞∑
j=0
(−1)jDj
L2j
{
n
rj − 1
}
C
([14, Theorem 2]). When N = 0, Theorem 3 is reduced to a different expres-
sion of Bernolli-Carlitz numbers in terms of the Stirling-Carlitz numbers of
the second kind.
Corollary 1. For n ≥ 1, we have
BCn = Π(n)
n∑
k=1
(
n+ 1
k + 1
)
(−1)kΠ(k)
Π(n+ k)
{
n+ k
k
}
C
.
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Remark. This is an analogue of
Bn =
n∑
k=1
(−1)k
(
n+1
k+1
)(
n+k
k
) {n+ k
k
}
,
which is a simple formula appeared in [8, 22].
Similarly, due to associated Stirling-Carlitz numbers of the first kind in
(24), we can obtain a more explicit expression of hypergeometric Cauchy-
Carlitz numbers, expressed in Theorem 2 or Proposition 2.
Theorem 4. For N ≥ 1 and n ≥ 1, we have
CCN,n = Π(n)
n∑
k=1
(
n + 1
k + 1
)
(−1)Nk(−LN )
kΠ(k)
Π(n + krN)
[
n + krN
k
]
C,≥N
.
Proof. From (24), we have(
∞∑
j=0
(−1)N+jxr
N+j−rN
LN+j
)k
=
(
logC(x)−FN−1(x)
xrN
)k
=
∞∑
n=k
Π(k)
Π(n)
[n
k
]
C,≥N
xn−kr
N
=
∞∑
n=−(rN−1)k
Π(k)
Π(n+ krN)
[
n + krN
k
]
C,≥N
xn .
Notice that
H(e)
(
logC(x)−FN−1(x)
xrN
)∣∣∣∣
x=0
=
∞∑
j=0
(−1)N+j
LN+j
(
rN+j − rN − e
e
)
xr
N+j−rN−e
∣∣∣∣∣
x=0
=
{
(−1)N+i
LN+i
if rN+i − rN = e;
0 otherwise.
Applying Lemma 1 with
f1(t) = · · · = fk(t) =
logC(x)− FN−1(x)
xrN
,
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we get
Π(k)
Π(n+ krN)
[
n+ krN
k
]
C,≥N
=
∑
i1,...,ik≥0
rN+i1+···+r
N+ik=n+krN
(−1)Nk+i1+···+ik
LN+i1 · · ·LN+ik
. (27)
Together with Proposition 2, we can get the desired result.
Example. Let r = 3, N = 3 and n = 270. Comparing the coefficient of xn
on both sides of
∞∑
n=0
Π(k)
Π(n)
[n
k
]
C,≥3
xn =
(
−
x27
L3
+
x81
L4
−
x243
L5
+
x729
L6
− · · ·
)k
,
for k = 1, 2, 3, 4, we have
Π(k)
Π(270 + 27k)
[
270 + 27k
k
]
C<≥3
= (−1)k−1
k(k − 1)
Lk−23 L4L5
.
and for k = 5, 6, . . . , 270, we have
Π(k)
Π(270 + 27k)
[
270 + 27k
k
]
C<≥3
= (−1)k−1
(
k
5
)
Lk−53 L
5
4
+ (−1)k−1
k(k − 1)
Lk−23 L4L5
.
Therefore,
CC3,270
Π(270)
=
270∑
k=1
(
271
k + 1
)
(−1)3k(−L3)
k (−1)
k−1k(k − 1)
Lk−23 L4L5
+
270∑
k=5
(
271
k + 1
)
(−1)3k(−L3)
k
(−1)k−1
(
k
5
)
Lk−53 L
5
4
=
L23
L4L5
270∑
k=1
(−1)k−1k(k − 1)
(
271
k + 1
)
+
L53
L54
270∑
k=5
(−1)k−1
(
271
k + 1
)(
k
5
)
= −
2L23
L4L5
+
L53
L54
.
Cauchy-Carlitz numbers can be expressed in term of the Stirling-Carlitz
numbers of the first kind:
CCn =
∞∑
j=0
1
Lj
[
n
rj − 1
]
C
16
([14, Theorem 1]). When N = 0, Theorem 4 is reduced to a different expres-
sion of Cauchy-Carlitz numbers in terms of the Stirling-Carlitz numbers of
the first kind.
Corollary 2. For n ≥ 1, we have
CCn = Π(n)
n∑
k=1
(
n+ 1
k + 1
)
(−1)kΠ(k)
Π(n+ k)
[
n+ k
k
]
C
.
Remark. This is an analogue of
cn =
n∑
k=1
(−1)n−k
(
n+1
k+1
)(
n+k
k
) [n + k
k
]
,
which is Proposition 2 in [14].
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