In his seminal paper on profile analysis, Cattell (1949) proposed to partition the information contained in a profile into three possibly dependent components: level, scatter, and shape. He also noted that the notion of &dquo;profile similarity&dquo; may have several different meanings, which may lead to various similarity indices depending on the particular components of the profiles examined.
ordering). This definition of shape, suggested by Nunnally (1967) , is an ordinal one. Two profiles, X, and X,, are said to have the same shape if the rank correlation between theirp scales is perfect. Ac- cording to this definition a profile can have any one of p! distinct shapes corresponding to thep ! possible orderings of p scales. There are two advantages in this approach to shape. It provides a systematic classification of the infinite number of shapes which can be observed empirically into a finite number of uniquely defined and well-understood classes. It also eliminates the dependence of the shape interpretation on the order in which the scales are listed. This dependence is inherent in any interpretation based on the profile's physical appearance (Nunnally, 1967) .
Existing Measures of Dissimilarity Two classes of indices of similarity between profiles have been proposed (Overall & Klett, 1972) : vector product indices and distance indices.
The most popular vector product indices are the regular covariance and product-moment correlations. The former is independent of the profile's level and the latter is also independent of its scatter. This is attributable to the level being subtracted from each observation; and in the correlational techniques the covariance is normalized by the standard deviations. The intraclass correlation (Webster, 1952 ) is the only correlational index which is a function of all three components of similarity, but it is not very frequently used in this context. Therefore, these indices are mainly considered shape similarity measures. The correlational indices are bounded (-1<R<1) , and therefore can be easily interpreted, but a clear weakness is their dependence on the spatial orientation of the scales. Since in many psychological fields the orientation is arbitrary, Cohen (1969) has developed a correlational profile similarity index (R,) invariant under scale reflections.
The distance indices are all based on the representation of p dimensional profiles as points in ap dimensional space. The dissimilarity between two profiles can be described by the distance between them in this space (Cronbach & Gleser, 1953) . The resulting distance statistic (D) is based on the assumption that the scales are uncorrelated or, in other words, that the axes of the space are orthogonal. Overall (1964) suggested use of the Mahalanobis distance function as an index of dissimilarity between profiles X, and Xj in nonorthogonal spaces:
(Here S is the variance-oovariance matrix of the variables.) Note that this statistic demands information about the intercorrelations between the scales. Both distance measures in their raw form are insensitive to the profile's shape; for any given profile, Xi, there is an infinite number of equidistant profiles without any restriction on their shape. In fact, it can be shown that the raw distance measure is a function of dissimilarity in level, scatter, and shape (Skinner, 1978 (-1<Rp, R,'~<,l); and, indeed, Cattell (1949) recommends this interpretation. However, these indices are based on the assumption that all the scales are uncorrelated and normally distributed and, like all the other distance measures, are independent of a particular shape structure. Unlike the vector product and the distance statistics, R, can not be factor analyzed because the matrix of RP values may be non-Gramian (Nunnally, 1962) . Cronbach and Gleser (1953) have shown that the distance between two profiles is related to some of the correlational indices:
These relations involve components of shape, scatter, and level. This fact has two important implications : First, the total dissimilarity as measured by the Euclidean distance can be decomposed into separate terms representing the three factors (Skinner, 1978) . Second, if the distance is calculated from scores previously adjusted for their dissimilarities in level and scatter, the result is functionally related to some of the vector-product indices. In fact, there exists a one to one relationship between this particular version of the distance and the regular product-moment correlation. It follows that the two statistics contain identical information with regard to shape similarity (Overall & Klett, 1972 (Tversky, 1977 (Cronbach & Gleser, 1953 (Green & Carroll, 1976, p. 
83). The function that produces the distance is called the Euclidean distance function and is defined as
The Euclidean distance function is positive and symmetric, satisfies the triangle inequality, and is invariant under a general class of similarity transformations (Green & Carroll, 1976, p. 288 Table 1 A Numerical Example in a Four T)imp-nsinnq-l P;n3<-~_______ Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ (Skinner, 1978) .
In the example all the distances are normalized by D(HL)--13.19, and the results are presented in the second column of verify that B3(IJ) :;:. B3~,,~, since B3 depends on the location of X, which is different from the location of X,. However, the index is defined as unconditional because the same normalizing function is used for all the distances from X&dquo; regardless of the shape of X,.
Although the notion of asymmetric similarity might seem counterintuitive, it has some empirical support (Tversky, 1977) (Tversky, 1977, p. 328 In all the other statistics min(D,) was always 0. In this case, this is generally not true (unless X, and X, are in the same subspace). The minimal distance is the length of a perpendicular line from X, to the boundary hyperplane separating regions i and j. The characteristics of this hyperplane can be found by transforming contradictory inequalities in the two orderings (X 1<X... for X. but X m<X for X,), to equalities (X I=X -). The desired hyperplane is the one which satisfies both orderings following a minimal number of such changes. The coordinates of the desired point (and its distance from X,) can be obtained by replacing those coordinates of X, whose order was changed by a constant satisfying the equalities derived and by leaving the other coordinates unchanged. It is possible to show that a constant satisfying the orthogonality requirement is the average of the coordinates of X, whose order was altered.
The new index measures the dissimilarity in the level and scatter of a profile with a prespecified shape and a fixed &dquo;standard.&dquo; An interesting special case is the one in which the two profiles have identical shapes. This situation can be conceptualized as a two-stage process, similar to the one suggested by Skinner (1978) . First, only profiles satisfying some shape restriction are identified, and in the second stage their similarity to the standard is evaluated in terms of the differences in level and shape alone. The computations in this case are easier to handle because the minimal distance between X, and X, is 0.
The values of B,~,,, for the data in the example are presented in the last column of Table 2 . Again, as in the case of B3, the asymmetry of the dissimilarity indices is obvious and is violated only by the special case, B,~bd> B4(db) ~ in which the minimal and maximal distances from b and d to the boundary hyperplane are equal. It is important to realize that B4~,,~=0 does not imply (as it does for B,, B2' and B3) that the two points coincide, but rather that X, is located on the boundary hyperplane and that of all the points on this hyperplane it is the closest to X,.
Interpretation of the Dissimilarity Indices It is convenient to discuss separately two ways of interpreting the Bk~;;~ statistics: interpretations based on their actual values and on their distributions.
By the nature of their scale the Bk~,,, statistics introduce meaningful reference points. Since they are calculated as ratios of distances, the indices are on a ratio scale and therefore allow stronger inferences. These two features, combined together, offer a more meaningful interpretation of the profile space. Usually, the interpretation of profiles ignores the fact that the space is bounded and the number of values each scale can take is finite and countable. These features are explicitly included in the normalizing functions and add new information. The conditional index, BZ~,;~, is restricted only to a prespecified region of interest in the space. Its computation and interpretation is independent of similarities and distances outside this subspace. Note that if for some reason one is interested only in profiles with two prespecified shapes, a correlational index is useless (all pairs of points will correlate equally) and an unconditional index of similarity ( The numerator is a function of the correlation between X, and X, and the denominator is a function of the minimal correlation that can be obtained under the restrictions of the model. Under these conditions the Bk~,;, become pure shape similarity indices and can be interpreted as normalized differences between the observed correlations and their lower bounds. Note that in this context, shape is reflected by the regular correlation coefficient. This correlation reflects not only dissimilarity between the rank order of the scales of the two profiles but also some characteristics of the underlying distribution (Stuart, 1954) . If the &dquo;standardized&dquo; scores are replaced by their ranks, the values of B,,(,j) are related to the Spearman rank correlation and can be considered a measure of &dquo;pure&dquo; shape dissimilarity.
It is possible to calculate under very general and nonrestrictive assumptions the probability distribution functions of each of the Bk~;;~ statistics. Since the space of interest was already assumed to be bounded and to contain a finite number of points, only a small number of assumptions need to be added. For example, assume that along each dimension there is only a finite known number of values that the scale can take and that each of these values is equally likely. In the example here, these values are the integers between L,, and Hz (k=1...p). Since the dimensions were assumed to be independent, each point can be located in any of NP ways (with equal probability) where:
If X, and X, are a pair of arbitrary profiles sampled at random from the space and if they are independent, then they can be located in the space in NP x NP different ways. Each of these locations is related with a B, (,) value in a unique way. The probability function of B, ~,,~, for any given space, can be calculated and is a function of the number of dimensions (p) (Young & Lewyckyj, 1979 Other possible generalizations consist of the development of parallel measures of dissimilarity based on the squared distance between any pair of points or on alternative distance functions (e.g., &dquo;the city-block&dquo; distance) and of the development of distribution functions for the Bk~,,~ statistics based on other underlying distributions. Of particular interest seems to be the normal distribution, which was already suggested by Cattell (1949) .
