Abstract. We introduce a class of Lévy processes subject to specific regularity conditions, and consider their Feynman-Kac semigroups given under a Kato-class potential. Using new techniques, first we analyze the rate of decay of eigenfunctions at infinity. We prove bounds on λ-subaveraging functions, from which we derive two-sided sharp pointwise estimates on the ground state, and obtain upper bounds on all other eigenfunctions. Next, by using these results, we analyze intrinsic ultracontractivity and related properties of the semigroup refining them by the concept of ground state domination and asymptotic versions. We establish the relationships of these properties, derive sharp necessary and sufficient conditions for their validity in terms of the behaviour of the Lévy density and the potential at infinity, define the concept of borderline potential for the asymptotic properties, and give probabilistic and variational characterizations. These results are amply illustrated by key examples.
Introduction
Jump Lévy processes differ in a number of essential ways from Brownian motion. In this paper we focus on two aspects of this qualitatively different behaviour under the effect of a potential (or penalty function) on the paths. One is a strong smoothing property of the semigroup of such a process called intrinsic ultracontractivity. The other is the rate of decay of its eigenfunctions. These two properties are related and in this paper we will discuss the extent of this relationship.
We consider a class of symmetric jump Lévy processes satisfying specific regularity conditions. One condition is given in terms of the convolution of their jump intensities by a restriction to a subset of the full state space in relation to large jumps. Another is existence of transition densities and their uniform boundedness in space after at least a sufficiently long time. A final condition requires sufficient regularity of the Green function for specially chosen balls. These conditions are formulated in Assumptions 2.1-2.3 below. As it will be seen, they are satisfied by important classes of Lévy processes, including many cases of interest of subordinate Brownian motion and also others.
Next we introduce a potential function V and study the Lévy processes perturbed by it in terms of their Feynman-Kac semigroups {T t : t ≥ 0}. Under a suitable choice of V , which we call X-Kato class associated with Lévy process (X t ) t≥0 (see Definition 2.1 below), the semigroup {T t : t ≥ 0} is well defined and consists of symmetric operators. We additionally assume that V (x) → ∞ as |x| → ∞, which implies that all T t are compact and have a discrete spectrum. The corresponding eigenfunctions ϕ n form an orthonormal basis in L 2 (R d , dx) and satisfy T t ϕ n = e −λnt ϕ n , where λ 0 < λ 1 ≤ λ 2 ≤ . . . → ∞. All ϕ n are bounded continuous functions, and each λ n has finite multiplicity. We call ϕ 0 ground state, which can be shown to be unique and strictly positive.
Since a ground state ϕ 0 exists, we can define the intrinsic Feynman-Kac semigroup
which is a Markov semigroup on L 2 (R d , ϕ 2 0 dx). Whenever T t has an integral kernel u(t, x, y), the operators T t are given by the kernels (1.2) u(t, x, y) = e λ 0 t u(t, x, y) ϕ 0 (x)ϕ 0 (y) .
The intrinsic Feynman-Kac semigroup { T t : t ≥ 0} describes a stationary Markov process which is called P (φ) 1 -process associated with potential V [75, 9, 47] . Intrinsic ultracontractivity (IUC) means that T t is a bounded operator from L 2 (R d , ϕ 2 0 dx) to L ∞ (R d ) for every t > 0, or equivalently,ũ(t, x, y) ≤ C for all x, y ∈ R d , with an appropriate constant C dependent on V and t. IUC has been introduced in [32] for general semigroups of compact operators and it proved to be a strong regularity property [31] . Important examples include semigroups of elliptic operators and Schrödinger semigroups on function spaces over R d or bounded domains of R d with Dirichlet boundary conditions [3, 31, 4, 48, 1, 62, 77] . More recently, IUC has been investigated also in the case of semigroups generated by fractional Laplacians, and fractional and relativistic Schrödinger operators [27, 28, 55, 57, 58, 46, 47] , as well as for more general symmetric [37] and non-symmetric [49] Lévy processes in bounded domains. In the context of parabolic partial differential equations [64, 65] obtained integral representations of the nonnegative solutions of the Cauchy problem when intrinsic ultracontractivity holds.
As it follows from our previous analysis, it is of interest to consider also the property that u(t, x, y) ≤ C, for all x, y ∈ R d and sufficiently large t only, which we call asymptotic intrinsic ultracontractivity (AIUC). This is weaker than IUC, and we have seen in the case of fractional P (φ) 1 -processes [47] that it has an immediate impact on the support properties of their (Gibbs) path measure. Another important consequence is that AIUC is equivalent to e λ 0 t u(t, x, y) ϕ 0 (x)ϕ 0 (y) − 1 ≤ Ce −(λ 1 −λ 0 )t , t > t 0 , which means that the distribution of the corresponding P (φ) 1 process rapidly tends to equilibrium as t → ∞ with decay rate given by the spectral gap λ 1 − λ 0 . This, in turn, has an offshoot on the efficiency of practical sampling of conditioned processes, see e.g. [39, 40] . Also, it implies that the kernel u(t, x, y) takes the shape of the ground state exponentially quickly, in particular, the decay of the eigenfunctions ϕ 1 , ϕ 2 , ... will be dominated by the decay of the ground state.
A basic question we address in this paper is that given the class of jump Lévy processes considered, what are conditions on V making the Feynman-Kac semigroup {T t : t ≥ 0} IUC or AIUC. The answer is, roughly, that this is decided by how the asymptotic behaviours of V and | log ν| at infinity compare, where ν is the Lévy density. We further refine IUC-type properties by considering a ground state domination (GSD) property and its asymptotic version for sufficiently long times (AGSD). We clarify the relationships of these properties (Theorem 2.5), and give precise necessary and sufficient conditions (Theorems 2.6 and 2.7) for them to hold. Our results recover the facts on IUC previously known for stable processes [46, 47] and relativistic stable processes [57] only, and establish these properties for many other processes, also shedding new light on existing results for diffusions [32, 31] . Corollary 2.3 gives a sharp description of the borderline potential V (x) ≍ | log ν(x)| distinguishing (A)IUC from non-(A)IUC. In comparison with the classic result which says, roughly, that IUC holds for a diffusion when V grows in leading order super-quadratically, it is seen that for a jump Lévy process it is "easier" to be (A)IUC than for a diffusion. We give an explanation of this in terms of a balance mechanism between the competition of killing and survival of paths (Proposition 2.2), and give a probabilistic characterization (Propositions 2.3 and 2.4). Furthermore (Theorem 2.8, Corollary 2.4), we obtain a second characterization of AIUC in terms of minimizing a free energy functional appearing as the difference of an energy and an entropy associated with the Lévy measure (see (2.9)-(2.11) below), and obtain the borderline potential as the solution of this variational problem. Due to the role played by the entropy this also explains why log ν appears in this expression.
A second basic problem we address is to derive pointwise bounds on the eigenfunctions for a given Lévy process and V . We obtain sharp lower and upper bounds (Theorem 2.4) showing that the falloff of the ground state follows the tail behaviour of the Lévy density with corrections resulting from the contribution of the potential. Furthermore, we obtain upper bounds on all other eigenfunctions (Theorem 2.3, Corollary 2.1). Under a reasonable condition we derive a more explicit expression of the dependence of the decay on V (Corollary 2.2). We note that, importantly, the ground state estimates follow without any need to use results on the (A)IUC properties, unlike in the previous work [57] . Our considerations lead naturally to studying λ-subaveraging functions, which can be thought of as counterparts to λ-superaveraging functions known in potential theory, and we prove two results on them (Theorems 2.1 and 2.2). Although it makes the paper longer, we find it useful to discuss important (classes of) examples in relation to both the ground state bounds and the IUC-type properties. We also discuss in some detail which types of specific cases are covered by the Lévy processes we tackle in this paper, as well as interesting cases which fail the assumptions or the IUC-properties.
We note that our results can also be considered from the perspective of the correspondence between jump Lévy processes and non-local operators, which are their generators. Via a FeynmanKac representation our results characterize the decay of eigenfunctions and IUC-type properties of semigroups related to generalized Schrödinger operators whose kinetic terms are given by the generators. A specific class of non-local operators covered to a large extent by our results are of the form Ψ(−∆) + V , studied in [41, 42] , where Ψ is a Bernstein function with vanishing right limit at zero, giving the Lévy exponent of a subordinator [6, 73] . Some important specific cases are fractional Schrödinger operators (−∆) α/2 + V , relativistic Schrödinger operators (−∆ + m 2/α ) α/2 − m + V , jump-diffusion operators a(−∆) α/2 − b∆ + V , and many others. There is an increasing literature studying these operators from both a probabilistic and an analytic point of view [18, 11, 12, 76, 26, 57, 34, 59, 46, 47, 60, 45, 20, 5, 56] .
The basic input object in this paper is a Lévy process, therefore we mainly use probabilistic methods. Our argument builds on a completely new approach which combines sharp uniform estimates on the local extrema of functions harmonic with respect to the sub-process obtained under the Feynman-Kac functional of the Lévy process (Lemma 3.1) developed only recently in [14] (see also [51] ), and new powerful self-improving estimates under the path measure of the process (see the proofs of Theorems 2.1 and 3.1). In the proofs it will become evident that the pivotal Assumption 2.1(3) is very natural, and its generality will be seen by many examples of interest satisfying it. In particular, this will allow to study also processes with exponentially localized Lévy measures and derive sharp estimates, which are of special interest for various further investigations and have been little understood before (see [18] ). Since IUC has been much studied in operator semigroup and PDE context, we find it important to develop a probabilistic understanding of it.
The remainder of the paper is organized as follows. In Section 2 we state the main results. First we introduce the class of Lévy processes and potentials which will be considered. The next two subsections are devoted to presenting the estimates on λ-subaveraging functions, ground states and the other eigenfunctions. The last two subsections present the results on intrinsic ultracontractivity and ground state domination. In Section 3 we provide the proofs in a similar division of the material. We devote Section 4 to a detailed discussion of ground state decay and IUC-type behaviours of specific processes of interest.
Assumptions and main results

A class of Lévy processes
Let (X t ) t≥0 be a Lévy process in R d , d ≥ 1. We use the notations P x and E x , respectively, for the probability measure and expected value of the process starting in x ∈ R d . Recall that (X t ) t≥0 is a Markov process with respect to its own filtration satisfying the strong Markov property, and has right continuous paths with left limits (càdlàg paths). It is a basic fact that (X t ) t≥0 is completely determined by its characteristic exponent ψ given by the Lévy-Khintchine formula, i.e., for
holds with
The defining parameters (γ, A, ν) are called the Lévy triplet of the process. (X t ) t≥0 is said to be symmetric whenever X t has the same distribution as −X t for all t > 0. In this case ψ(ξ) = ψ(−ξ), ξ ∈ R d , i.e., γ ≡ 0 and ν(B) = ν(−B) for all B ∈ B(R d \ {0}), and then the characteristic exponent reduces to
Whenever ν(dz) is absolutely continuous with respect to Lebesgue measure we denote its density by ν(z) and call it the Lévy (jump) intensity of (X t ) t≥0 . When A ≡ 0 and ν = 0, the process (X t ) t≥0 is said to be a purely jump Lévy process. For more details on Lévy processes we refer to [7, 2, 72, 35, 44] . We will use throughout the notation C(a, b, c, ...) for a positive constant dependent on parameters a, b, c, ..., while dependence on the process (X t ) t≥0 is indicated by C(X), and dependence on the dimension d is assumed without being indicated. Since constants appearing in definitions, lemmas and theorems play a role later on, we use the numbering C 1 , C 2 , ... to be able to track them. We will also use the notation f ≍ Cg meaning that C −1 g ≤ f ≤ Cg with a constant C, while f ≍ g means that there is a constant C such that the latter holds.
For the remainder of the paper we make three standing assumptions on the Lévy processes we consider.
Assumption 2.1. (X t ) t≥0 is a symmetric Lévy process with Lévy measure absolutely continuous with respect to Lebesgue measure. The corresponding jump intensity ν(x) is strictly positive and satisfies the following three conditions:
Conditions (1) and (2) are clearly satisfied when e.g. ν(x) ≍ κ(|x|), x ∈ R d , where κ : (0, ∞) → (0, ∞) is a non-increasing function such that κ(s) ≤ Cκ(s + 1), s ≥ 1/2. Condition (3) provides a regularity of the convolutions of ν with respect to large jumps. While (1)-(2) can be seen as technical conditions, (3) has a structural importance. Examples and counterexamples to the conditions (1)-(3) above are discussed in Subsection 4.1.
Denote by P t f (x) = E x [f (X t )] the transition operators of the process (X t ) t≥0 . Recall that (X t ) t≥0 has the strong Feller property if
Assumption 2.2. The process (X t ) t≥0 has the strong Feller property, or equivalently, the onedimensional P x -distributions of (X t ) t≥0 are absolutely continuous with respect to Lebesgue measure, i.e., there exist transition probability densities p(t, x, y) = p(t, y − x, 0) =: p(t, y − x). Furthermore, there exist t b > 0 and
Note that the first part of the above assumption is satisfied by a large class of Lévy processes including subordinate Brownian motion [50] provided that they are not compound Poisson processes. In fact, our assumption is equivalent to e −t b ψ(·) ∈ L 1 (R d ), for some t b > 0. In this case p(t b , x) can be obtained by the Fourier inversion formula. Clearly, this property extends to all t ≥ t b by the Markov property of (X t ) t≥0 . For more details on the existence and properties of transition probability densities for Lévy processes we refer to [54] and references therein.
We note for later use that under Assumption 2.2 transition densities p D (t, x, y) of the process (X t ) t≥0 killed upon exiting an open bounded set D ⊂ R d also exist. In this case the Hunt formula
holds, where τ D = inf {t ≥ 0 : X t / ∈ D} is the first exit time from D. The Green function of the process (X t ) t≥0 on D is thus given by
Since our results rely on a use of potential theory, we need some more regularity of (X t ) t≥0 .
In many cases Assumption 2.3 is a direct consequence of time-space estimates of the function p(t, x). Indeed, it is clearly satisfied when the boundedness condition holds with G B(0,R) (x, y) replaced by the potential kernel
e −λt p(t, x, y)dt, λ > 0, whenever the process (X t ) t≥0 is recurrent. One of our key arguments following below uses some estimates (see Lemma 3.1) on the local extrema of functions harmonic with respect to the sub-process of (X t ) t≥0 obtained under its Feynman-Kac functional. These bounds are a direct consequence of more general results of Bogdan, Kumagai and Kwaśnicki obtained recently in [14] . To borrow these results, we need to match some assumptions made in this paper, however, since we consider symmetric Lévy processes, Assumptions 2.1 (1), 2.2 (without requiring boundedness of p(t, x)) and 2.3 provide sufficient regularity of (X t ) t≥0 to allow a use of [14] . The remaining conditions in Assumption 2.1 are independent from this context and together with condition (1) for r = 1/2 only they will allow to draw more regularity of the Lévy intensity ν needed in controlling jumps in Subsection 3.2 below. Similarly, boundedness of p(t, x) in Assumption 2.2 guarantees sufficient regularity of the process needed below.
Note that all of our assumptions above are satisfied by a wide class of symmetric Lévy processes including a large subclass of subordinate Brownian motions, Lévy processes with non-degenerate Brownian components, symmetric stable-like ones, or processes with sub-exponentially localized Lévy measures. Some important examples with a verification of assumptions are discussed in Subsection 4.1.
Next we give the class of potentials which will be used in this paper.
Definition 2.1 (X-Kato class). We say that the Borel function V : R d → R belongs to the Kato-class K X associated with the Lévy process (X t ) t≥0 if it satisfies
Moreover, we say that V is an X-Kato decomposable potential whenever
loc , where V + and V − denote the positive and negative parts of V , respectively.
For simplicity, in what follows we refer to X-Kato decomposable potentials as X-Kato class potentials. It is easy to see that L ∞ loc ⊂ K X loc . Moreover, by stochastic continuity of (
, and thus an X-Kato class potential is always locally absolutely integrable. Note that condition (2.2) allows local singularities of V . For specific processes (X t ) t≥0 condition (2.2) can be equivalently reformulated in terms of the potential kernel of the process in the transient case, and the so called compensated potential kernel when the process is recurrent (for more details see e.g. [78, 18, 12] ).
We single out a restricted set of potentials which will be often used below.
Assumption 2.4. For a given Lévy process (X t ) t≥0 let V be such that
Next, for a given X-Kato class potential V we define
Using the Markov property and stochastic continuity of the process it can be shown that {T t : t ≥ 0} is a strongly continuous semigroup of symmetric operators on L 2 (R d ), which we call the FeynmanKac semigroup associated with the process (X t ) t≥0 and potential V . In particular, by the HilleYoshida theorem there exists a self-adjoint operator H bounded from below such that e −tH = T t .
The operator H is often seen as a generalized Schrödinger operator based on the infinitesimal generator L of the process (X t ) t≥0 . Whenever V is relatively bounded with respect to L with relative bound less than 1 we can write H = −L + V as an operator sum. We now summarize the basic properties of the operators T t , some of which will be explicitly used below.
Lemma 2.1. Let Assumptions 2.1-2.4 be satisfied. Then the following properties hold:
(2) For all t ≥ 2t b , T t has a bounded, measurable, and symmetric kernel u(t, ·, ·), i.e.,
is a bounded continuous function.
(4) For all t ≥ 2t b the operators T t are positivity improving, i.e., T t f (x) > 0 for all x ∈ R d and f ∈ L 2 (R d ) such that f ≥ 0 and f = 0 a.e.
Properties (1)- (4) 
The theory of operator semigroups implies that there exists an orthonormal basis in L 2 (R d ) consisting of the eigenfunctions ϕ n given by T t ϕ n = e −λnt ϕ n , t > 0, n ≥ 0, and λ 0 < λ 1 ≤ λ 2 ≤ ... → ∞. All ϕ n are bounded continuous functions. Moreover, the first eigenfunction (or ground state) ϕ 0 has a strictly positive version [69, Theorem XIII.43 ], which will be our choice throughout.
Estimates of λ-subaveraging functions
Recall that one of the fundamental objects in potential theory are λ-superaveraging (and related λ-excessive) functions [29, Section 2.1]. Below it is useful to consider λ-subaveraging functions, which in some sense are counterparts of λ-superaveraging functions in the opposite direction of domination. We say that a non-negative Borel function ϕ is λ-subaveraging for the semigroup {T t : t ≥ 0} with λ ≥ 0 if for every t > 0 and
For an open set D ⊂ R d , a Kato-class potential V and a non-negative or bounded Borel function ϕ we define the V -Green operator for the semigroup {T t : t ≥ 0} and set D (see Subsection 3.1),
where τ D is the first exit time from D.
The following estimates for λ-subaveraging functions will be used in proving bounds on eigenfunctions and intrinsic ultracontractivity. 
The proof of this theorem is probably the most involved and crucial part of the paper. The required bound is obtained inductively, stemming from a new idea based on a self-improving estimate iterated infinitely many times. The main difficulty is that we need to have a statement on strictly ν(x) rather than ν(cx) for some c ∈ (0, 1). This is particularly critical in the case of exponentially localized Lévy measures, which are of special interest in our further investigations. For simplicity, we write 1(x) instead of 1 R d (x) throughout below. (1) If ϕ is a bounded function (possibly negative) for which there exists λ > 0 such that for every t > 0 and x ∈ R d we have e λt T t ϕ(x) = ϕ(x) (clearly, in this case |ϕ| is λ-subaveraging), then there is a constant C 5 = C 5 (X, V, λ) and R = R(X, V, λ) > 0 such that
If ϕ is a strictly positive function for which there is λ > 0 such that for every t > 0 and x ∈ R d we have e λt T t ϕ(x) = ϕ(x), then there is a constant C 6 = C 6 (X, ϕ) and R = R(X, V, λ) > 0 such that
Eigenfunction estimates
The following pointwise upper bounds for eigenfunctions and sharp two-sided bounds for the ground state of the operators T t are the next main results of this paper.
Theorem 2.3 (Upper bounds on eigenfunctions)
. If Assumptions 2.1-2.4 hold, then for every n ∈ {0, 1, 2, ...} and η ≥ 0 such that λ 0 + η > 0, there exists a constant C 7 = C 7 (X, V, n, η) and a radius R = R(X, V, n, η) > 0 such that
We emphasize that the above bounds on the eigenfunctions are obtained by using a completely new idea in this context, without using any (intrinsic) ultracontractivity properties of {T t : t ≥ 0}, unlike in [57] , which will be further discussed below.
The following domination property is an immediate consequence of the above theorems. We note that this is in contrast with Brownian motion, for which it does not occur if the growth of the potential V at infinity is not fast enough (see further discussion in Example 4.8 (5) and compare with (2.3) below).
Corollary 2.1. If Assumptions 2.1-2.4 hold, then for every n ∈ {1, 2, ...} there is a constant
By the estimates in (3.2) we also have the following corollary.
Corollary 2.2. Let Assumptions 2.1-2.4 hold. Then for every n ∈ {0, 1, 2, ...} there exists a radius R = R(X, V, n) > 0 such that
, |x| ≥ R, and
, |x| ≥ R, with some constant C 11 = C 11 (X, V ). In particular, if for some n ∈ {0, 1, 2, ...} there is a constant C > 1 such that for all unit balls B ⊂ B(0, R) c it holds that sup y∈B V (y) ≤ C inf y∈B V (y) (cf. Assumption 2.5 below), then
and
Ground state decays for specific examples are discussed in Subsection 4.2 below.
Intrinsic ultracontractivity and ground state domination
Under the given choice of potential the Feynman-Kac semigroup has strong smoothing properties which we define next. In particular, they imply degrees of regularity and the rate of decay of eigenfunctions. Recall that the intrinsic fractional Feynman-Kac semigroup is given by (1.1).
Definition 2.2 (IUC/AIUC).
Consider the following ultracontractivity properties.
The semigroup {T t : t ≥ 0} is t 0 -intrinsically ultracontractive (abbreviated as t 0 -IUC) if the above boundedness property of T t holds for some t 0 > 0. In this case the semigroup property extends it to all t ≥ t 0 .
(4) When {T t : t ≥ 0} is t 0 -IUC, but the specific value of t 0 is not essential, we simply say that {T t : t ≥ 0} is asymptotically intrinsically ultracontractive (abbreviated as AIUC).
A remarkable consequnce of IUC-type properties is the following domination property for eigenfunctions. If for some t > 0 the semigroup
Clearly, if {T t : t ≥ 0} is IUC, then (2.3) holds for all t > 0. Unlike in Corollary 2.1, here the dependence on n of the expression on the right hand side of the inequality is more explicit.
Since below we mainly use probabilistic arguments, it will be useful to consider the following property of the semigroup {T t : t ≥ 0} which we call ground state domination. As it will be seen later, in general ground state domination is a weaker property than IUC.
Definition 2.3 (GSD/AGSD).
Consider the following boundedness properties.
(1) The semigroup {T t : t ≥ 0} is ground state dominated (abbreviated as GSD) if for every t > 0 there is a constant C 12 = C 12 (X, V, t) such that
holds for some t 0 > 0. In this case the semigroup property extends this bound to all t ≥ t 0 with constant C 12 e −λ 0 (t−t 0 ) , where C 12 = C 12 (X, V, t 0 ).
(3) When {T t : t ≥ 0} is t 0 -GSD but the specific value of t 0 is not essential, we simply say that {T t : t ≥ 0} is asymptotically ground state dominated (abbreviated as AGSD).
Before stating the main results of this subsection it is worthwhile to discuss the relationship between these properties. Parts (1)- (2) in Definition 2.2 are standard, (4) has been introduced in [47] . It is immediate from the definitions that IUC and GSD imply t 0 -IUC and t 0 -GSD (for all t 0 > 0), respectively. However, as it will be seen below, IUC and GSD are essentially stronger properties than their asymptotic versions. We will show that under our assumptions AIUC and AGSD are equivalent, while IUC implies GSD and in general conversely this is not the case.
Theorem 2.5 ((A)IUC and (A)GSD)
. Let Assumptions 2.1-2.4 be satisfied, specifically, let Assumption 2.2 hold with t b > 0.
(1) Then AIUC ⇐⇒ AGSD and IUC =⇒ GSD in the sense that t 0 -IUC =⇒ 2t 0 -GSD, t 0 > 0, and
In Proposition 2.1 below we show that the assumption in part (2) of Theorem 2.5 is essential. This means that in general when p(t, ·) may be unbounded for small t, IUC is a strictly stronger property than GSD. Intuitively it is clear that IUC requires more smoothness of the semigroup {T t : t ≥ 0} than GSD as it also depends on the local singularities of the semigroup, while GSD is in fact, roughly speaking, a decay property of the semigroup at infinity.
We now present characterization results on GSD/AGSD and IUC/AIUC. (1) If there exist a constant C 13 = C 13 (X, V ) and a radius R > 0 such that
then the semigroup {T t : t ≥ 0} is t 0 -GSD with t 0 = 4/C 13 .
(2) If the semigroup {T t : t ≥ 0} is t 0 -GSD, then for every ε ∈ (0, 1] there is R ε > 0 such that
Theorem 2.7 (Sufficient and necessary conditions for GSD). Let Assumptions 2.1-2.4 hold.
then the semigroup {T t : t ≥ 0} is GSD.
(2) If the semigroup {T t : t ≥ 0} is GSD, then for every ε ∈ (0, 1] we have
Remark 2.1. By Theorem 2.5 the limit condition in Theorem 2.7 (2) is necessary for IUC, and the condition in Theorem 2.7 (1) is sufficient for IUC, whenever p(t, ·) is bounded for all t > 0. Similarly, the growth condition in Theorem 2.6 (2) is necessary for t 0 /2-IUC, and the condition in Theorem 2.6 (1) is sufficient for t 0 -IUC with t 0 = 2(t b ∨ 4/C 13 ).
The following result is intuitively clear, however, for the reader's convenience we include a short proof at the end of Section 3.1.
Proposition 2.1 (Ultracontractivity). Let Assumptions 2.1-2.4 hold, in particular, let Assumption 2.2 hold with t b > 0. Furthermore, suppose that (1) there exists t < t b such that lim |x|→0 + p(t, x) = ∞, and for all s ∈ (0, t] we have that p(s, x) ≥ p(s, y) whenever |x| ≤ |y| (2) there exist x 0 ∈ R d and ε > 0 such that V is bounded from above in B(x 0 , ε).
Then for every 0 < t < t b for which condition (1) is satisfied, the operator T t/2 is not bounded from
In particular, the semigroup {T t : t ≥ 0} is not ultracontractive.
Since ϕ 0 is bounded, IUC implies ultracontractivity. Hence the above result shows that the assumption in assertion (2) of Theorem 2.5 is essential. This means that there exists a class of random processes whose Feynman-Kac semigroups are GSD but not IUC (even if the potential grows to infinity at infinity very quickly). Typical examples of Lévy processes fitting the above proposition include subordinate Brownian motion with suitably slowly varying characteristic exponents such as geometric stable processes. This example will be discussed in more detail in Subsection 4.2.
For the remainder of this subsection we restrict attention to a somewhat smaller class of potentials by imposing more regularity. This will also be used in the next subsection. Assumption 2.5. There exist R > 1 and a constant C 14 = C 14 (V ) such that for every |x| > R V (y) ≤ C 14 V (x), y ∈ B(x, 1) (2.5)
holds.
A straightforward consequence of the above theorems is the following result. (1) The semigroup {T t : t ≥ 0} is GSD if and only if
Moreover, condition (2.6) is necessary for IUC, and sufficient whenever p(t, ·) is bounded for every fixed t > 0.
(2) The semigroup {T t : t ≥ 0} is AGSD (or, equivalently, AIUC) if and only if there exist a constant C 15 and R > 0 such that
Specifically, if (2.7) is satisfied, then {T t : t ≥ 0} always is t 0 -GSD with t 0 = 4/C 15 , and it is t 0 -IUC with t 0 = 2(t b ∨ 4/C 15 ). If {T t : t ≥ 0} is t 0 -GSD, then (2.7) holds with constant C 15 = 1/(2C 14 t 0 ). Similarly, t 0 -IUC implies (2.7) with C 15 = 1/(4C 14 t 0 ).
By the above results we are now able to formally define borderline potentials. Definition 2.4 (Borderline potential). Let Assumptions 2.1-2.4 hold. We call V borderline potential for (A)GSD/(A)IUC of the semigroup {T t : t ≥ 0} if there exist t 0 > 0 and R > 0 such that t 0 V (x) = | log ν(x)|, for every x ∈ B(0, R) c .
Note that by Assumption 2.1 the borderline potentials always satisfy Assumption 2.5. Also, note that we speak of borderline potentials in the sense of equivalence classes given by the definition above. The examples of possible borderline potentials for different classes of Lévy processes are discussed in Section 4.2.
Probabilistic and variational interpretation of AGSD/AIUC
It was seen in the previous subsection that under Assumptions 2.1-2.4 AGSD/AIUC of {T t : t ≥ 0} depends only on the intensity of large jumps of the process (X t ) t≥0 . This means that whenever ν = 0, the Gaussian and small jump parts of the process have no impact on AGSD/AIUC. Indeed, the borderline growth of V is decided by the ratio e −t 0 V (x) /ν(x) for x sufficiently far away from the origin and some time point t 0 > 0. More precisely, AGSD/AIUC occurs if and only if e −t 0 V (x) is uniformly dominated by the jump intensity ν(x) outside a bounded set in R d . We note that although this description gives a full picture of what AGSD/AIUC is in the case when ν = 0, it does not help to understand what is behind this property when the process is strictly diffusive, i.e., whenever ν = 0. (In a sense, this situation confirms that Brownian motion is an exceptional Lévy process and processes with jumps are the more generic.) In this section we discuss probabilistic and variational descriptions of these properties.
It is straightforward that the condition on V for {T t : t ≥ 0} being AGSD/AIUC is much weaker than in the case of the Feynman-Kac semigroup for diffusions. This can be explained by the following heuristic interpretation. For our purposes here it suffices to observe that the effect of the potential on the distribution of paths is a concurrence of killing at a rate of e − t 0 V + (Xs)ds and mass generation at a rate of e t 0 V − (Xs)ds . When, however, V (x) → ∞ as |x| → ∞, then outside a compact set only the killing effect occurs and E x [e − t 0 V (Xs)ds ] gives the probability of survival of the process up to time t. The following characterization of AGSD/AIUC may be used as a probabilistic definition of these properties, valid for both our jump Lévy processes and Brownian motion. In fact, this property has a strong ergodic flavour, compare also with [33, 53] . Proposition 2.2. The semigroup {T t : t ≥ 0} is AGSD/AIUC if and only if there exist t > 0, a bounded non-empty Borel set D ⊂ R d , and a constant C 16 = C 16 (X, V, t) such that for every Borel set A ⊆ R d we have .3)].) Asymptotically, the probability of survival of the process staying around the starting point x (far from the region D) is approximately e −tV (x) , while the probability of surviving by escaping to a region D with a lower killing rate is P x (X t ∈ D). By using (2.8) it is immediately seen that when {T t : t ≥ 0} is AGSD/AIUC, then the probability that the process under V survives up to time t far from the location of inf V is bounded by the probability that the process survives up to time t and is in some bounded region D, no matter its starting point. It can be expected that the balance of the competing effects in fact will be decided roughly by the ratio V (x)/| log P x (X t ∈ D)|. Below we prove this intuition and show that for a large class of non-diffusive Lévy processes the expression | log P x (X t ∈ D)| precisely determines the borderline potential. Note that this expression does not give the borderline potential for diffusions, however, it allows to identify the leading order of the borderline growth which is known to be quadratic [32] . Some further examples will be discussed below.
The following comparability condition will be used in Propositions 2.3-2.4 only. It is partly satisfied under our previous assumptions and it appears to be strongly related to Assumption 2.1. However, we are not aware of a general argument showing a possible implication and thus we formulate it as an independent assumption. Assumption 2.6. For every t > 0 there is R = R(t) > 0 such that
with constants C 17 = C 17 (X) and C 18 = C 18 (X) (independent of t).
The next two propositions are direct consequences of Assumption 2.6 and Theorems 2.6-2.7.
Proposition 2.3 (AGSD/AIUC probabilistically). Let Assumptions 2.1-2.4 and 2.6 be satisfied. Then the following hold:
Moreover, if also Assumption 2.5 holds, then sup y∈B(x,ε) V (y) can be replaced by
then {T t : t ≥ 0} is t 0 -GSD with t 0 = 4C 18 C 19 t and t 0 -IUC with t 0 = 2(t b ∨ 4C 18 C 19 t) or t 0 -GSD with t 0 = 4C 17 C 19 t and t 0 -IUC with t 0 = 2(t b ∨ 4C 17 C 19 t), respectively. Proposition 2.4 (GSD/IUC probabilistically). Let Assumptions 2.1-2.4 and 2.6 be satisfied. Then the following hold:
(1) If the semigroup {T t : t ≥ 0} is GSD (or IUC), then for every t > 0 we have
When in addition also Assumption 2.5 holds, then sup y∈B(x,ε) V (y) may be replaced by V (x). (2) If there is t > 0 such that
is bounded for all t > 0, then any of these two conditions also implies IUC.
Finally, we give another description of AGSD/AIUC. In order to do that we need to put one more condition on the Lévy measure.
Under Assumptions 2.1-2.5 and 2.7, and for all A ∈ B(R d ) such that dist(A, 0) > 0 we define the functionals
Note that under Assumption 2.7 F V A (ν) is well defined. We call the functional E V A (ν) energy, H A (ν) entropy, and F V A (ν) free energy in set A for the given potential V and Lévy measure ν(dx)
Note that due to monotonicity of the free energy functional with respect to potential V , the inequality F We note that similar energy and entropy functionals have been used in [36] to determine heavy tailed probability distributions with prescribed asymptotics, satisfying the Fokker-Planck equation. Such optimization methods are widely used, however, in our context it is derived and rigorously justified by Theorem 2.8. Furthermore, the above variational problem can also be considered in the reverse direction. Roughly speaking, for a given sufficiently regular potential V we may be interested in finding the appropriate Lévy measures ν (i.e., Lévy processes (X t ) t≥0 ) such that the corresponding free energy functional F t 0 V A (ν) is minimized for some t 0 > 0, R > 0 and every Borel set A ⊂ B(0, R) c .
Proofs
Preliminary results
Here we recall some basic facts of potential theory for the Feynman-Kac semigroup related to process (X t ) t≥0 needed for our purposes, and show some technical facts used in proving our results concerning intrinsic ultracontractivity and the eigenfunction estimates below. For background we refer to [30, 11, 12, 26, 27, 10] .
We adopt the convention that auxiliary constants appearing in proofs may change their values from one use to another (possibly from line to line). However, if necessary, we write C, C (1) , C (2) , ... to distinguish them. Recall that, in contrast, constants appearing in the statements of theorems, propositions and lemmas are fixed throughout the paper and can be tracked in the proofs.
Denote by e V (t) := e V (t)(ω) = e
the Feynman-Kac-functional for the Lévy process (X t ) t≥0 for potential V . By standard arguments based on Khasminskii's lemma [30, Cor. Prop. 3.8] there are constants C 21 = C 21 (X, V ) and
Recall that τ D = inf{t > 0 : X t / ∈ D} denotes the first exit time of the process from the set D. The potential operator for the semigroup {T t : t ≥ 0} is defined by 
Here we use the convention that 1/∞ = 0 and 1/0 + = ∞.
Below we often use the fact that for all bounded Borel sets D ⊂ R d and x ∈ D we have The following uniform estimates for local suprema of (X, V )-harmonic functions are an important ingredient in proving AGSD/GSD and eigenfunction bounds. Under Assumptions 2.1-2.3 they directly follow from the more general results in [14] .
Lemma 3.1. Let Assumptions 2.1 (1), 2.2 and 2.3 be satisfied. Then for every 0 < r < p < q < R ≤ 1 there exists a constant C 23 = C 23 (X, r, p, q, R) such that for any V ∈ K X loc , V ≥ 0 on B(x 0 , R), and every non-negative function f on R d that is (X, V )-regular harmonic on B(x 0 , R), we have
Proof. Under the assumptions of the lemma the Assumptions A-D in [14] R) . By space homogeneity of (X t ) t≥0 the constant C 23 does not depend on the specific choice of x 0 . Similar estimates for an arbitrary V ∈ K X loc , V ≥ 0 on B(x 0 , R), i.e., for the subprocess of (X t ) t≥0 given by the multiplicative functional M t = e V (t), follow from the latter with the same constant C 23 (independent of V ) by the argument in [14, Example 5.9] .
Note that it is crucial below that C 23 in the above bounds does not depend on the (local behaviour of) the potential V . It is also essential for our further applications that due to space-homogeneity of the process (X t ) t≥0 the constant is independent of the location of the ball B(x 0 , R) in space. This is also the reason why we cannot consider in this paper more general Markov processes that are not space-homogeneous. In fact, Lemma 3.1 will be used below in the following form which is sufficiently general and suitable for our purposes.
Corollary 3.1. Let Assumptions 2.1 (1), 2.2 and 2.3 be satisfied. Then there exists a constant C 24 = C 24 (X) such that for any V ∈ K X loc , V ≥ 0 on B(x 0 , 1), and every non-negative function f on R d that is (X, V )-regular harmonic on B(x 0 , 1), we have
Proof. By taking r = 1/2, p = 5/8, q = 3/4 and R = 1 in Lemma 3.1 we clearly have
Thus it suffices to see that G V B(x 0 ,1) 1(y) ≤ CG V B(x 0 ,5/8) 1(y), y ∈ B(x 0 , 1/2), with a constant C = C(X) (independent of V and x 0 ). By formula and by the fact that sup y∈B(
Let now
. By applying Lemma 3.1 for g with r = 1/2, p = 17/32, q = 9/16 and R = 5/8, we conclude that
with constant C = C(X), independent of V and x 0 .
In fact, in order to obtain the above corollary it suffices to prove Lemma 3.1 only for two fixed sets of parameters r, p, q, R. Therefore, it would be enough to have Assumptions 2.1 (1) and 2.3 in place only for some specially chosen, sufficiently small r > 0 and p, q > 0, respectively. However, this approach requires a detailed analysis of constants appearing in [14] and causes further technical difficulties (note that the parameters r, p, q in Lemma 3.1 do not correspond directly to r and p, q in the assumptions). Since the general Assumptions 2.1 (1) and 2.3 are not restrictive for our further results, we included a general version of Lemma 3.1. The following auxiliary results will also be used later. Then there are constants C 25 = C 25 (X, V, t) and C 26 = C 26 (X, V, t) such that for every t > 0 we have
Proof. The proof of (1) and (2) with the expression on the right hand side
sup y∈D T 3t/4 1(y) runs in the same way as in [47, Lemma 4.3] . We complete the proof of (2) by the simple observation that
A short proof of the following fact was communicated to us by M. Kwaśnicki.
Lemma 3.3. Let (X t ) t≥0 be a Lévy process with transition densities p(t, x, y) = p(t, y − x) such that for some t > 0 and all s ∈ (0, t] we have p(s, x) ≤ p(s, y) whenever |x| ≥ |y|. Then for every bounded open set D ⊂ R d and r > 0 such that {y ∈ D : dist(y, ∂D) ≥ r} = ∅ there is a constant C 27 = C 27 (r) such that
Proof. Observe that for every |z| ≥ r and s ∈ (0, t] we have
Thus by Hunt's formula (2.1) we get
for all x, y ∈ D such that dist(y, ∂D) ≥ r, with C 27 = |B(0, r)| −1 .
Jump estimates
For our purposes below we will need to control jumps between some carefully chosen regions. Let n, k ∈ N, n, k ≥ n 0 ≥ 2 (with n 0 to be chosen below), and define
We will use the two stopping times
Note that τ n 0 = τ n 0 +1 = ∞. In the events in which we are interested the process jumps from the complement of a ball D n to a smaller shell R k , which we will refer to as admissible jumps. We define for k ≥ n 0 , n ≥ k + 2 and t > 0 the events
The first corresponds to the event that the process arrives in shell R k before time t in just one jump after exiting D n . The second event is defined inductively. Let k + 2 ≤ p ≤ n − 2. The event S(n, p, 1, t) ∩ S(p, k, 1, t) means that the process jumps to shell R p on leaving D n and then again jumps to shell R k on leaving D p , and all this occurs before time t. Note that the process may go elsewhere after arriving in R p but the events which we are constructing only take account of admissible jumps, i.e., those that are oriented to the origin through jumps into the shells R k . Thus the event S(n, k, l, t) corresponds to the process arriving in shell R k from D n through l admissible jumps before time t. This scheme of keeping track of the so defined jumps has been first devised in [16] and used in [57] . Here we also partially adopt the notation of [57] . The following technical lemma will be needed below.
Lemma 3.4. Let Assumption 2.1 (1)-(2) be satisfied, and take n, k ∈ N such that n − 2 > k ≥ n 0 . Then the following hold:
(1) There is a constant C 28 = C 28 (X) ≥ 1 (independent of n and k) such that
(2) For any m ∈ N there is a constant C 29 = C 29 (X, m) ≥ 1 (independent of k) such that
Proof. First we prove (1). By rotation symmetry of R k and conditions (1)-(2) of Assumption 2.1 we deduce directly that
respectively. Thus (1) follows. Consider assertion (2) of the lemma. Define the dilations
, it suffices to prove (2) for R k+m replaced by S k,m (R k ). By changing variables we obtain
for all |y| ≥ k + 1. Since k+m−1 k−1 w − w ≤ 2m, by Assumption 2.1 (1) we have
k,m ({z : |y − z| > 1/2}) and constant C (1) = C (1) (X, m). Hence
which completes the proof of the lemma.
The next two lemmas are key tools to our further considerations. Lemma 3.5 builds on [57, Lemma 5.7], however, our argument is based on a completely new approach which combines sharp uniform upper estimates for local maxima of (X, V )-harmonic functions (Corollary 3.1) with an inductive procedure which substantially uses Assumption 2.1 (3). We recall that a sufficiently general version of this uniform estimate necessary for our purposes in this paper was proved only recently in [14] . The second Lemma 3.6 is a corollary of Lemma 3.5 and Assumption 2.1. Notice that it is crucial for the applications below that the constants C 30 and C 31 in these lemmas are independent of t, unlike in [57] . This allows us to use them in proving estimates of λ-subaveraging functions and, in consequence, the bounds on the eigenfunctions. Both proofs below clearly show the significance of condition (3) in Assumption 2.1.
We note for later use that under condition (1) in Assumption 2.1 we have P x (τ n < t) > 0 and P x (σ k < t) > 0, for all n − 2 ≥ k ≥ n 0 , n − 1 < |x| ≤ n and t > 0.
Lemma 3.5. Let Assumptions 2.1-2.3 hold, and n, k ∈ N be such that n − 2 ≥ k ≥ n 0 . Then there is a constant C 30 = C 30 (X) and θ 0 = θ 0 (X) ≥ 1 such that for every t > 0, for all n − 1 < |x| ≤ n and θ > θ 0 we have
Proof. First we assume that n > k + 2 and θ > 0 is arbitrary. Note that dist(D n , R k ) ≥ 1. For r > n − 2 denote τ n,r := τ Dn∩B(0,r) . Using the Ikeda-Watanabe formula [43, Theorem 1], we have E x τ n,r < t, X τn,r ∈ R k ; e 
with constant C = C(X). To complete the proof in this case it suffices to show that
as r → ∞. Since τ n,r = τ n when X τn,r ∈ R k , we have 0 ≤ E x [τ n < t, X τn ∈ R k ; e −θτn − E x τ n,r < t, X τn,r ∈ R k ; e −θτn,r = E x τ n,r < τ n < t, X τn ∈ R k , X τn,r ∈ B(0, r) c ; e −θτn ≤ P x τ n,r < t, X τn,r ∈ B(0, r)
for sufficiently large r. Clearly, P 0 (τ B(0,r/2) < t) → 0 as r → ∞, t > 0, and the claimed convergence follows.
Now consider the case n = k + 2. Denote B y = B(y, 1) and
Since f is an (X, θ)-regular harmonic function in D n , we have
We will show that there is a constant C = C(X) and θ 0 ≥ 1 such that for every θ ≥ θ 0 and l ∈ N
If this holds, then by taking the limit l → ∞ the required bound follows.
By Corollary 3.1 we have
and, since G θ By 1(z) ≤ 1/θ, we obtain
Moreover, 0 ≤ f ≤ 1 and a direct application of Lemma 3.4 (2) to each of the three integrals (recall that k = n − 2)
separately gives that
with constant C = C(X). In particular, (3.5) holds for l = 1 and arbitrary θ > 0.
Next we use induction. Let θ 0 := CC 3 ∨ 1 and suppose that (3.5) is true for l − 1 ∈ N with constant C and θ ≥ θ 0 , where C is the constant in (3.7). By the induction hypothesis and (3.7), we have for n − 1 < |y| ≤ n and θ ≥ θ 0
An application of Fubini's theorem and Assumption 2.1 (3) to the last two terms in the sum on the right hand side above gives
Lemma 3.6. Let Assumptions 2.1-2.4 hold. Moreover, suppose that there is a non-decreasing sequence g n → ∞ as n → ∞ and n 0 ∈ N large enough such that for n ≥ n 0 we have
where C 28 , C 30 are constants, and θ 0 is the parameter from Lemmas 3.4 (1) and 3.5, respectively. Then for n − 1 < |x| ≤ n, n 0 ≤ k ≤ n − 2, n, k, l ∈ N, it follows that
Proof. We use induction in l ∈ N. Let l = 1. Since S(n, k, 1, t) = {X τn ∈ R k , σ k < t} and τ n = σ k for X τn ∈ R k , we obtain by Lemma 3.5
Let now l ≥ 2 and suppose that the bound (3.8) holds for 1, 2, ..., l − 1 and all n, k as in the statement of the lemma. The strong Markov property gives
By the induction hypothesis and Lemma 3.4 (1) the last sum is bounded above by
Hence, Fubini's theorem and Assumption 2.1 (3) yield that
Estimates of λ-subaveraging functions
Proof of Theorem 2.1. Recall that C 21 = C 21 (X, V ), C 22 = C 22 (X, V ) and C 29 = C 29 (X, m) are the constants in (3.1) and Lemma 3.4 (2), respectively. We write
Notice that C (2) B(0,1) c ν(y)dy ≤ 1/4. For n ∈ N we denote g n := inf |y|≥n V 0 (y) with V 0 = V − λ. Let n 0 be a natural number satisfying the assumptions of Lemma 3.6 for the potential V 0 and the sequence (g n ) n∈N , and such that max C 31
where C 31 is the constant from Lemma 3.6. It is worth to note for later use that since V 0 (y) ≤ 2V (y) for |y| ≥ n 0 , the number n 0 also satisfies the assumptions of Lemma 3.6 for the potential 2V and the same sequence (g n ) n∈N .
We will show that
for |x| > n 0 + 3, (3.10) for all p ∈ N. If this holds, then by taking the limit p → ∞ and using Assumption 2.1 (1) the theorem follows.
We use again induction. For more clarity we divide the proof of (3.10) in two steps.
Step 1 : First we show that the bound (3.10) holds for p = 1. We have
To get an upper bound on the latter expectation, let n − 1 < |x| ≤ n, n ≥ n 0 + 4. For all t > 0 we have
Clearly, by (3.9) the first term on the right hand side is estimated directly by
Lemma 3.6 and (3.9) yield for k ≥ n 0 + 2
Similarly, by the strong Markov property and (3.1), we have for k = n 0 and k = n 0 + 1 (recall
which, in turn, by Lemma 3.6 and Lemma 3.4 (2), is smaller or equal to
By putting together the above estimates and choosing
Rn 0 ν(y − x)dy > 0 in (3.11), and using (3.9) we conclude that
, which completes the first step.
Step 2 : Suppose now that (3.10) holds for p. We prove that it is also satisfied for p + 1. We consider two cases. First let n 0 + 3 < |x| ≤ n 0 + 4. Denote x 0 = ((n 0 − 1)/|x|)x. Then by the fact that 1 ≤ |y − x| ≤ 6 for y ∈ B(x 0 , 1) and by Assumption 2.1 (2), we have
By using this estimate and the definition of C, it is immediate to obtain the bound
.
Let now n − 1 < |x| ≤ n, n ≥ n 0 + 5. Similarly as before, for all t > 0 we have
(3.12)
By (3.10), (3.9) and Lemma 3.4 (1), we find the following bound for the first expectation in (3.12)
We now estimate the expectations under the double sum on the right hand side of (3.12). By using (3.10), (3.9) and the equality
(3.14)
By Lemma 3.4 (1) and Lemma 3.6, the right hand side of (3.14) is less or equal to
Furthermore, by Fubini's theorem,
and again by Lemma 3.4 (1),
Thus the expectations on the left hand side of (3.14) for k ≥ n 0 + 3 are bounded above by
Similarly, by the strong Markov property, Lemmas 3.6 and 3.4 (2), we estimate the expectations for n 0 ≤ k ≤ n 0 + 2 to obtain
Combining the estimates (3.13) -(3.16) and choosing
Rn 0
Finally, by using Assumption 2.1 (3) and (3.9) we get
which completes the proof of the theorem.
Proof of Theorem 2.2. By integrating in the equality e −λt ϕ(x) = E x e
and by (3.
We now prove part (1) of the statement. Let R > 2 be large enough so that V (x) ≥ 0 for |x| ≥ R − 1 and the assertion of Theorem 2.1 for the λ-subaveraging function |ϕ| holds. Let |x| ≥ R + 2. By (3.17), we have
By Theorem 2.1 applied to |ϕ|, we have
with C = C(X, V, λ). To estimate II first note that by Theorem 2.1, Assumption 2.1 (1), (3), the Ikeda-Watanabe formula and the fact that
with C = C(X, V, λ). Thus by using Corollary 3.1, the above estimate, Theorem 2.1 and Assumption 2.1 (1), (3), we finally have
where C = C(X, V, λ). We conclude that |ϕ(
Now consider part (2) of the statement. Again, by (3.17), strict positivity of ϕ and Corollary 3.1 we have
By Assumption 2.1 (1), the last integral is greater than Cν(x) B(0,1) ϕ(z)dz and the required inequality follows again from the positivity of ϕ with constant C 6 = C 6 (X, ϕ).
Eigenfunction estimates
Proof of Theorem 2.3. Let η ≥ 0 be such that λ 0 + η > 0 and let n ≥ 0 be fixed. We thus clearly have ϕ n (x) = e λt E x [e V +η (t)ϕ n (X t )], x ∈ R d , with λ = λ n + η > λ 0 + η > 0, and the result immediately follows from Theorem 2.2 (1) for ϕ = ϕ n .
Proof of Theorem 2.4. Let η ≥ 0 be such that λ 0 +η > 0. The result directly follows from Theorems 2.3 and 2.2 (2) for ϕ = ϕ 0 > 0 and λ = λ 0 + η > 0.
Intrinsic ultracontractivity
Proof of Theorem 2.5. First we prove (1) . By a standard argument based on the duality and symmetry of T t we have T t 1→2 = T t 2→∞ . Since T t 0 2→∞ < ∞, by the semigroup property it is straightforward that also
. Hence
The last inequality follows from T t 0 2→∞ < ∞, coming from the boundedness of p(t 0 , x) in x ∈ R d . Moreover, since GSD means t-GSD for all t > 0, assertion (2) of the theorem follows again by the latter estimate.
Lemma 3.7. Let V be a X-Kato class potential, non-negative outside a bounded subset of R d . Let Assumptions 2.1-2.3 be satisfied and consider the following two conditions:
(1) There exist C 32 = C 32 (X, V, t) and R > 0 such that
(2) There exist C 33 = C 33 (X, V, t) and R > 0 such that
Statements (1) and (2) are equivalent in the following sense. If (2) is true for some t = s > 0, then (1) also follows for t = s. If (1) holds true for some t = s > 0, then (2) follows for t = 2s.
Proof. For the proof of the implication (2) ⇒ (1) it suffices to note that there is R > 0 large enough
For the converse implication we suppose that (1) holds for some t/2 > 0 and find R 1 ≥ R ∨ 2 such that V (x) ≥ 0 for |x| ≥ R 1 − 1. Denote D = B(x, 1) and let |x| ≥ R 1 + 2. By Lemma 3.2 and Corollary 3.1, we have
Notice that by using (1) and exactly the same arguments as in (3.18) applied to |ϕ(·)| replaced by T t/2 1(·), we get
with constant C = C(X, V, t). Thus, by estimate (1), Assumption 2.1 (1), (3) and (3.21), we conclude similarly as in the proof of Theorem 2.2 that
with C = C(X, V, t), which completes the proof. 
then the bound (3.19) holds for all t ≥ t 0 = 2/C 13 . If, moreover,
then this bound holds for every t > 0.
Proof. First assume that the inequality (3.22) is satisfied for R > 0, and denote t 0 = 2/C 13 . Choose n 0 ≥ R large enough such that C 2 ν((n, 0, ..., 0)) < 1 and 2θ 0 ≤ g n := inf |y|≥n V (y) for n ≥ n 0 , and
where C 31 is the constant and θ 0 is the parameter from Lemma 3.6. Thus the assumptions of Lemma 3.6 are satisfied. Moreover, by (3.22) and Assumption 2.1 (2),
We show that for every t ≥ t 0 condition (3.19) holds. Let n − 1 < |x| ≤ n, n ≥ n 0 + 4 and t ≥ t 0 . We have
By (3.24) and Assumption 2.1 (1), the first term at the right hand side can be easily estimated by
Similar arguments and Lemma 3.6 also yield
for k ≥ n 0 + 2. For k ∈ {n 0 , n 0 + 1} we have
by the strong Markov property, (3.1) and Lemma 3.6. Thus by Assumption 2.1 (1) and (3), the second term at the right hand side of (3.25) is bounded above by
where C = C(X, V, t), and the first part of the theorem is proved. The second assertion follows from the first part by observing that (3.23) implies (3.22) with arbitrarily large constant C 13 .
Proof of Theorem 2.6. We first prove (1) . By Theorem 3.1, Lemma 3.7 and Theorem 2.4 there is R > 0 such that for all |x| > R condition (2.4) holds with t 0 = 4/C 13 . The same is true for |x| ≤ R by boundedness of T t 1, and by continuity and strict positivity of ϕ 0 . To prove (2) fix ε ∈ (0, 1] and first note that for every t > 0 we have P 0 (t < τ B(0,ε) ) > 0. This positivity property follows from [68] for small t > 0 and extends to all t > 0. By definition of t 0 -GSD and Theorem 2.4, there is R > 0 such that
with C = C(X, V, t 0 ), for all |x| > R. Thus, by the fact that | log ν(x)| → ∞ as |x| → ∞, we can choose R ε ≥ R large enough such that
for |x| > R ε , which gives the required bound.
Proof of Theorem 2.7. To prove (1) observe that for any t > 0 we can find R > 0 such that V (x) ≥ (4/t)| log ν(x)| for |x| > R, and we can proceed in the same way as in the proof of (1) of Theorem 2.6. When the semigroup {T t : t ≥ 0} is IUC, then by the same arguments as in the proof of Theorem 2.6(2) for every t > 0 there is C = C(X, V, t) such that we have
for some R > 0. Thus lim inf |x|→∞
t , t > 0, which completes the proof.
Proof of Proposition 2.1. Denote D = B(x 0 , ε) and let M = sup y∈D V (y). By assumption (1) and Lemma 3.3, lim y→x p D (t, x, y) = ∞ for every x ∈ D. Using this we can derive that the transition operator of the process (X t ) t≥0 killed in D, i.e.,
Since for f ≥ 0 we have
this clearly means that T t is not a bounded operator from
Proof of Theorem 2.8. First assume that the potential V is such that the semigroup {T t : t ≥ 0} is t 0 -GSD. From Corollary 2.3 (2) we directly derive that there is R > 0 such that
, for all x ∈ B(0, R) c . By integrating in this inequality with respect to Lebesgue measure over an arbitrary Borel set A ⊂ B(0, R) c , we obtain F 2C 14 t 0 V A (ν) ≥ 0. Consider the converse implication. Since for some t 0 > 0, R > 0 and any Borel set A ⊂ B(0, R) c we have A ν(x) (| log ν(x)| − t 0 V (x)) dx ≤ 0, the bound | log ν(x)| ≤ t 0 V (x) holds for almost every x ∈ B(0, R) c . By Assumptions 2.1 (1) and 2.5, it is immediate to deduce that there is R 1 > 1 such that | log ν(x)| ≤ 2C 14 t 0 V (x) for all |x| > R 1 . Again, by Corollary 2.3 (2), this implies 8C 14 t 0 -GSD of {T t : t ≥ 0}.
Discussion of examples
Verification of assumptions for the class of Lévy processes considered
In the first example below we show various choices of structure of the Lévy measure ν that satisfy conditions (1)- (3) We also give counterexamples to condition (3) in Assumption 2.1. In the group of Examples 4.3-4.6 next we discuss specific classes of Lévy processes satisfying all of Assumptions 2.1-2.3.
Example 4.3. Subordinate Brownian motions with characteristic exponents ψ such that e −t b ψ(·) ∈ L 1 (R d ) for some t b > 0, whenever their Lévy measures satisfy Assumption 2.1. Since in this case ν(x) is radially decreasing, condition (2) of Assumption 2.1 is automatically satisfied, however, not necessarily the remaining conditions (1) and (3). Condition (1) is always satisfied as long as ν(x) ≤ Cν(y) for all |x| ≥ 1, |y| = |x| + 1, while, as seen in Example 4.1, condition (3) strongly depends on the specific form of the Lévy measure (in fact, the Lévy measure of the subordinator). The transition densities p(t, y − x) are given by the subordination formula, i.e., by the integral over time of the Brownian transition kernel with respect to the distribution of the given subordinator.
Since also e −t b ψ(·) is integrable, Assumption 2.2 is satisfied (in particular, (X t ) t≥0 is not a compound Poisson process). Lastly, Assumption 2.3 follows from a similar bound for the potential or λ-potential kernel, which is again a consequence of the subordination formula and an easy estimate. Below we give specific examples of subordinate Brownian motion of special interest satisfying all of our assumptions. For properties of subordinate Brownian motion and further examples see [13, 50, 73, 8] .
(1) Rotationally symmetric α-stable process. Let ψ(ξ) = |ξ| α , α ∈ (0, 2). In this case ν(
(2) Mixture of independent rotationally symmetric stable processes with indices α and β. This is obtained for ψ(ξ) = a|ξ| α + b|ξ| β , 0 < β < α < 2, a, b > 0. We have ν(x) = aC(α)
(3) Jump-diffusion process [22, 24] . Let ψ(ξ) = a|ξ| α +b|ξ| 2 , 0 < α < 2, a, b > 0, i.e., the process is a mixture of a rotationally symmetric α-stable process and an independent Brownian motion. In this case ν(x) ≍ aC(α)|x| −d−α .
(4) Rotationally symmetric geometric α-stable process [74, 38] . Let ψ(ξ) = log(1 + |ξ| α ), 0 < α < 2. In this case ν(x) ≍ |x| −d (1 + |x|) −α . Notice that ψ is now a slowly varying function at infinity. In contrast to the previous examples, in this case there is t(α) > 0 for which the transition probability densities are unbounded for 0 < t < t(α) [13, p.117], though they are bounded for large t.
(5) Relativistic rotationally symmetric α-stable process [70, 21] .
Example 4.4. Symmetric Lévy processes with non-degenerate Brownian part [52] . Let (X t ) t≥0 be a Lévy process with characteristic exponent ψ(ξ) = c|ξ| 2 + R d (1 − cos(z · ξ))ν(dz), c > 0, i.e., a sum of Brownian motion with rescaled time (B 2ct ) t≥0 and an independent symmetric Lévy process (Y t ) t≥0 with Lévy measure ν satisfying Assumption 2.1. In this case the transition densities are given by the convolution of the Gaussian kernel and the distribution of the process (Y t ) t≥0 (note that we do not need to assume that (Y t ) t≥0 has transition densities) or by the Fourier inversion formula. They are clearly bounded for all t > 0, thus Assumption 2.2 also is satisfied. In one dimension, Assumption 2.3 easily follows from a similar bound for the corresponding λ-potential kernel. In higher dimensions, the required upper bound for the λ-potential kernel can be proved by showing that, for instance, for every ε > 0 there is t ε > 0 such that
(here |A| denotes Lebesgue measure of A) with a constant C = C(Y, ε) independent of t and the specific A. Specific cases are jump-diffusions as above, and many similar processes in which the rotationally symmetric stable process is replaced by other symmetric Lévy processes (Y t ) t≥0 satisfying Assumption 2.1 and condition (4.1).
Example 4.5. Symmetric stable-like Lévy processes [23] . Let α ∈ (0, 2) and (X t ) t≥0 be a purely jump (i.e., with no diffusion part) symmetric Lévy process with intensity ν(
It is known [23] that (X t ) t≥0 has bounded continuous transition probability densities such that
In this case Assumptions 2.1 and 2.2 are clearly satisfied, while Assumption 2.3 is an easy consequence of a similar bound for the potential kernel (α < d) or the λ-potential kernel (1 = d ≤ α < 2) of (X t ) t≥0 . This class includes a subclass of strictly stable Lévy processes with intensities of the form |x| −d−α f (x/|x|) with functions f (x) = f (−x) that are bounded from above and below by positive constants [15] . Example 4.6. Symmetric Lévy processes with sub-exponentially localized Lévy measures. Let (X t ) t≥0 be a symmetric Lévy process with intensity ν(x) ≍ e −a|x| β |x| −d−δ (1 + |x|) d+δ−γ , where a > 0, β ∈ (0, 1], δ ∈ [0, 2) and γ > (d + 1)/2. Such processes were considered in more general settings in [19] (see also [25] ) and references therein. As discussed in Example 4.1 (3), Assumption 2.1 is verified. Moreover, as proved in a greater generality in [19, Theorem 1.2 (1)], (X t ) t≥0 is a strong Feller process with bounded continuous transition densities satisfying appropriate sharp two-sided bounds with respect to large and small times separately (see [19, (1.13) and (1.14)]). Thus also Assumption 2.2 holds. As before, the required bound on the Green function in Assumption 2.3 may be obtained by showing the same estimate for the λ-potential kernel of the process (X t ) t≥0 , which can be easily done by using the sharp transition density estimates referred to above. This class includes a large family of (exponentially) tempered symmetric stable processes [71] (a > 0, β = 1, γ = δ + d, δ ∈ (0, 2)) and the rotationally symmetric relativistic stable processes above.
We also give two examples of processes, which do not satisfy some of our assumptions. (1) Rotationally symmetric geometric 2-stable (gamma variance) process. Let ψ(ξ) = log(1 + |ξ| 2 ). In this case ν(x) ≍ |x| −d e −|x| (1 + |x|) (d−1)/2 . As in Example 4.2, at least in dimension one, the Lévy measure does not satisfy condition (3) of Assumption 2.1.
(2) Iterated rotationally symmetric geometric α-stable process. Let ψ(ξ) = log(1+log α (1+|ξ| α )), 0 < α < 2. It can be checked directly that the transition densities are unbounded for any t > 0 (see [13, p. 117] ) and the second part of Assumption 2.2 fails.
Decay of ground state and intrinsic ultracontractivity-type properties
It is useful to see how Theorem 2.4 translates to particular cases of processes. In the following we give explicit examples of ground state decays and compare our results with others. (1) Rotationally symmetric non-Gaussian stable and related processes discussed in Examples 4.3 (1)-(4) and 4.5 above. In particular, this includes mixtures of two stable processes with different stability indices, jump-diffusion, rotationally symmetric geometric α-stable (with α ∈ (0, 2)), and symmetric stable-like Lévy processes. In this case we have ν(x) ≍ |x| −d−α , |x| > 1/2, α ∈ (0, 2), and hence
Furthermore, when also the condition in Corollary 2.2 is satisfied, then
This clearly recovers the results for non-Gaussian symmetric stable processes in [46, 47] .
(2) Symmetric Lévy process with non-degenerate Brownian part. For this see Example 4.4 above. In this case Theorems 2.3 and 2.4 (also Corollary 2.2) allow to identify the leading order of decay of the ground state at infinity (as well as provide upper bounds for higher order eigenfunctions) as the contribution of the Lévy intensity ν and a correction from the potential V . However, since our constants are not optimal, it can be expected that the correct asymptotics should contain a further term of smaller order (similar to Carmona's bound in [17] ) coming from the Brownian component of the process. However, showing this requires a more subtle argument and cannot be seen from our present results. 
, if the Lévy measure is exponentially localized, then the fall-off of the corresponding eigenfunctions is also exponential. Note that Theorems 2.3-2.4 (also Corollary 2.2) essentially improve this result under assumptions which are not more significantly restrictive than those of [18] .
(4) Rotationally symmetric relativistic stable process. Compare Example 4.3 (5). This is a special case of the class discussed in (3) above. It was proven in [57, Theorem 1.6 ] that if V is a non-negative, locally bounded potential comparable to a rotationally symmetric function, radially non-decreasing and comparable on unit balls with lim |x|→∞ V (x)/|x| = ∞ (i.e., the corresponding Feynman-Kac semigroup is IUC), then
Theorem 2.4 above generalizes this result to the substantially larger space of X-Kato class potentials with no restrictions on the order of growth of the potential at infinity and with no use being made of intrinsic ultracontractivity properties. We obtain the result of [57] as the second part of Corollary 2.2. Note also that Theorem 2.3 is completely new in this context.
(5) Diffusions. It is useful to compare our results to the classic facts known for the eigenfunctions of Feynman-Kac semigroups involving Brownian motion (i.e., Schrödinger semigroups generated by −∆ + V ). In the general case, t 0 -GSD and t 0 -IUC (see the definitons in Subsection 2.4) imply directly that for all x ∈ R d and n ≥ 1 (4.2) |ϕ n (x)| ≤ C(t 0 ) ϕ n ∞ e (λn−λ 0 )t 0 ϕ 0 (x) and |ϕ n (x)| ≤ C(t 0 )e (λn−λ 0 )t 0 ϕ 0 (x), respectively. In Corollary 2.1, we get without any use of AGSD/AIUC-type properties that for a big class of jump Lévy processes (4.3) |ϕ n (x)| ≤ C(X, V, n)ϕ 0 (x), x ∈ R d , n ≥ 1, with a constant C(X, V, n). In comparison with (4.2), the dependence on n of the constant C(X, V, n) is rather implicit, but (4.3) still says that for each fixed n the decay of ϕ n at infinity is dominated by that of ϕ 0 . This markedly differs from the diffusive case, where the estimates as in (4.3) cannot be taken for granted in lack of AGSD/AIUC-type properties. This can be seen, for instance, in the example of the harmonic oscillator, for which V (x) = |x| 2 and the eigenfunctions are given by the Hermite functions. It is known that in this case the semigroup is not IUC (not even AIUC). A direct analysis shows that (4.3) does not occur either.
We now illustrate our results on intrinsic ultracontractivity-type properties by specific examples.
Example 4.9. Theorems 2.6-2.7 and Propositions 2.3-2.4 apply directly to the following three classes of examples with different growth rate of borderline potentials. For any of these specific examples, Assumption 2.6 can be verified by using the time-space estimates of the related transition densities, as in Examples 4.3-4.6.
(1) Borderline potentials of logarithmic order. The borderline behaviour − log ν(x) ≍ − log P x (X t ∈ B(0, 1)) ≍ − log p(t, x) ≍ log |x| occurs in the following cases: (a) Jump stable-type processes with bounded transition densities (see Examples 4.3 (1)-(3) and 4.5): This includes non-Gaussian rotationally symmetric stable processes (our results recover and substantially improve the methods of [46, 47] ), mixtures of rotationally symmetric stable processes, jump-diffusions (in this case the Brownian component has no effect on (A)GSD and (A)IUC), and symmetric stable-like Lévy processes. In this case Theorem 2.5 implies equivalence of GSD and IUC. (b) Rotationally symmetric geometric α-stable processes, α ∈ (0, 2) (see Example 4.3 (4)):
By Proposition 2.1 the semigroup {T t : t ≥ 0} is not IUC (i.e., it is not t-IUC for small t > 0, not even ultracontractive), while it is GSD and t-IUC for t > 2t b provided the potential V is pinning enough.
(2) Borderline potentials of linear order. The borderline behaviour − log ν(x) ≍ − log P x (X t ∈ B(0, 1)) ≍ − log p(t, x) ≍ |x| occurs for rotationally symmetric Lévy processes satisfying our assumptions provided that their Lévy intensities are exponentially decaying at infinity (the case β = 1 in Example 4.6). Important examples to this class are rotationally symmetric relativistic stable processes and tempered rotationally symmetric stable processes. For relativistic stable processes it was proven in [57] that when V is a non-negative, locally bounded potential comparable to a function which is rotationally symmetric, radially non-decreasing and comparable on unit balls, then the corresponding Feynman-Kac semigroup is IUC if and only if lim |x|→∞ V (x)/|x| = ∞. The combination of Theorems 2.5 and 2.7 generalizes this result to the substantially larger class of X-Kato class potentials. Also, we obtain the result of [57] in Corollary 2.3 (1) under Assumption 2.5.
(3) Borderline potentials of sublinear but faster than logarithmic order. The borderline behaviour − log ν(x) ≍ − log P x (X t ∈ B(0, 1)) ≍ − log p(t, x) ≍ |x| β , 0 < β < 1 appears in the case of processes with Lévy measures decaying sub-exponentially at infinity (the case β < 1 in Example 4.6).
Note that, roughly speaking, this is the complete range of possible borderline growths for the processes we consider. An asymptotic growth of the order |x| β with β > 1 is ruled out by Assumption 2.1 (3), see the discussion in Example 4.2. Also, the borderline potential cannot be slower than logarithmic due to the integrability of the Lévy intensity ν outside a neighbourhood of the origin. We also note that linear growth is the quickest possible as well for the class of subordinate Brownian motions obtained under subordinators whose Lévy exponents are complete Bernstein functions [50, Lemma 2.1].
A second type of example is about Feynman-Kac (in fact, Schrödinger) semigroups involving standard Brownian motion under a potential. Although the strictly diffusive case when ν ≡ 0 is not covered by our paper, it is interesting to compare the results to better understand what mechanism lies behind IUC in the general case.
Example 4.10. Diffusions. In the classic papers on IUC of Schrödinger semigroups generated by −∆ + V it was considered whether the property holds for some special ways of choosing the potential. In the one-dimensional case [32, Theorem 6.1] shows that when V (x) = |x| a , a > 0, or V (x) = |x| 2 log(|x| + 2) b , b > 0, then the related semigroup is IUC if and only if a > 2 and b > 2 (i.e., fails for a, b ≤ 2). When d ≥ 1 it is shown in [32, Theorem 6.3] that IUC occurs whenever C 1 + C 2 |x| b ≤ V (x) ≤ C 3 + C 4 |x| a , with a/2 + 1 < b. To the best of our knowledge, AIUC was not considered before the paper [47] . However, by a use of the Mehler formula it follows that in the case of the harmonic oscillator AIUC does not occur [31, Theorem 4.3.2] . Recently, in [1] a general sufficient condition for IUC was found for Schrödinger semigroups. For radial potentials V this condition is also necessary and it is formulated as this condition is satisfied if and only if δ > 0. This means that IUC holds for an arbitrary choice of m ∈ N whenever δ > 0, and suggests that in the diffusion case it is not possible to identify the borderline potential directly as in the case of jump processes. Note that all of the classic results discussed above were obtained by purely analytic arguments. We believe that it is possible to derive the analytic condition (4.4) by probabilistic methods based on sufficiently efficient estimates of the expression at the right hand side of (2.8). For instance, when V ≥ 0 satisfies Assumption 2.5 and the semigroup is IUC, then a rough estimate gives lim |x|→∞ V (x)/| log P x (X t ∈ D)| = ∞, allowing correctly to identify |x| 2 as the leading order of borderline growth, as in Proposition 2.4(1).
In the context of diffusions, we also mention that a condition similar to part (3) of Assumption 2.1 has been used for Green functions of elliptic differential operators on domains in [65, 63, 77] and related papers, and it goes back to [66, 67] , where it was introduced as a small-perturbation condition of an elliptic operator by another operator. In particular, it is shown that intrinsic ultracontractivity implies the small-perturbation condition.
