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Abstract
Phenomena involving electron transfer are ubiquitous in nature, pho-
tosynthesis and enzymes or protein activity being prominent examples.
Their deep understanding thus represents a mandatory scientific goal.
Moreover, controlling the separation of photogenerated charges is a cru-
cial prerequisite in many applicative contexts, including quantum elec-
tronics, photo-electrochemical water splitting, photocatalytic dye degra-
dation, and energy conversion. In particular, photoinduced charge sepa-
ration is the pivotal step driving the storage of sun light into electrical or
chemical energy. If properly mastered, these processes may also allow us
to achieve a better command of information storage at the nanoscale, as
required for the development of molecular electronics, optical switching,
or quantum technologies, amongst others.
In this Topical review we survey recent progress in the understanding
of ultrafast charge separation from photoexcited states. We report the
state-of-the-art of the observation and theoretical description of charge
separation phenomena in the ultrafast regime mainly focusing on molecular-
and nano-sized solar energy conversion systems. In particular, we examine
different proposed mechanisms driving ultrafast charge dynamics, with
particular regard to the role of quantum coherence and electron-nuclear
coupling, and link experimental observations to theoretical approaches
based either on model Hamiltonians or on first principles simulations.
Keywords : ultrafast dynamics, charge separation, coherence, density functional,
molecular dynamics, photochemistry, photovoltaics
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1 Introduction
The displacement of charge due to light absorption occurs in a variety of both
natural and artificial environments, ranging from complex macromolecular bio-
logical systems to solid state inorganic junctions and hybrid inorganic nanopar-
ticle – organic molecule – liquid solvent interfaces.
Photoinduced electron transfer phenomena make up the foundations of vi-
tal natural functions such as photosynthesis, vision, and DNA damage repair
[1, 2, 3]. The understanding of these reactions is per se a paramount scientific
goal. The ability of optimizing and controlling them offers the chance to solve
high impact technological and social challenges in applications such as solar en-
ergy conversion, artificial photosynthesis, photocatalysis, molecular electronics,
photodynamic therapy, etc. [4, 5]. A description of these phenomena at a fully
microscopic quantum level has been only partially reached, and its achievement
remains a major scientific challenge.
Conceptually, photoinduced charge separation shares a similar scheme across
different systems. Electron dynamics in molecules and solids proceeds on an
attosecond time scale, while nuclear dynamics can involve low-frequency vibra-
tions and slow displacements that may take hundreds of picoseconds to complete.
However, this simple picture, which founds the Born-Oppenheimer approxima-
tion, can be very deceiving. Part of the complexity of the problem consists in
the fact that electron transfers can in fact occur across a wide range of time
scales. On the one hand, they can be made slower by decreasing the coupling
between donors and acceptors (e.g. in the mitochondrial inner membrane they
can take up to tens of ms [6]); on the other hand, non-Born-Oppenheimer dy-
namics can dramatically influence the charge separation in times as short as few
fs (see section 5 for a detailed discussion).
Considering a statistical ensemble of mutually independent transfer reactions
between identical replicas of donors D and acceptors A, the overall energetics
can be understood by looking at panel a) of Figure 3.
The absorption of a photon induces a sudden modification of the electron
distribution, which is energetically unstable at the reactants nuclear arrange-
ment D∗A. To accommodate this change, a reconfiguration occurs along suitable
reaction coordinates (only one for simplicity in the figure). Eventually, the prod-
uct state –i.e. a charge-separated state– is reached at the reaction coordinate
D+A−. The reaction proceeds bypassing an energy barrier, and the reaction
rate depends on the electronic coupling and energy gaps of the DA system. It
is also influenced by the electronic relaxation due to the surrounding medium
(e.g. the solvent in the case of a molecule, or whatever is at the boundaries in
the case of more complex systems).
Even considering the initial photon absorption as instantaneous, we cannot
neglect the fact that the nuclear rearrangement may involve both high- and low-
frequency vibrational modes, and that the environmental contribution can have
both a fast inertial and a slow diffusive-like response. In a solid-state embedding
the role of vibrational modes is taken by phonons, and other quasiparticles, such
as polarons, and can arise on the same energy scale.
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To further complicate the picture, long-range charge movements between D
and A sites may proceed in a direct (also called coherent, or superexchange)
process or via a sequence of incoherent hops, depending on the details of the
D-A electronic and of electron-nuclei couplings.
This is not the end of the story yet. Panel b) of figure 1 shows that a
number of energy loss and electron-hole recombination channels impair charge
separation. Among them, internal conversion, inter-system crossing, and fluo-
rescence. In order to be efficient, charge separation must dynamically compete
with these processes. This is why the understanding of charge separation dy-
namics is bound to the broader problem of efficiency. The way this is obtained
in nature is by a suitable organization of the environment.
Recent advances in experimental techniques are achieving an unprecedented
spatial and temporal resolution, and are moving towards the microscopic control
of charge, energy and information flows. In particular, the development of time-
resolved spectroscopic methods has allowed researchers to shed new light on the
ultrafast dynamics governing charge separation processes. These techniques
have shifted the core of experimental methods from classical electrochemical
measurement, addressing energy differences between the initial and final states,
to time-resolved methods, also capable of monitoring the evolution of transient
states. Under this respect, many observables may provide information, such as
time-resolved photocurrent and transient optical absorption. Moreover, more
sophisticated settings employing a sequence of light pulses may be employed to
map the correlations between excitations at different energies (2D spectroscopy).
These methods will be briefly reviewed in section 4.
These advances demand the basic understanding of the steps driving the
different processes described in figure 3. In order to possibly obtain a full
control of them, we can no longer rest on the ensemble averaged equilibrium
description of charge transfer reactions. The development of fully quantum
mechanical schemes is needed, both to rationalize the precise space and time
scales of the phenomena and to possibly steer the synthesis and engineering of
new efficient materials supporting them.
The achievement of such a comprehensive vision is particularly challenging
theoreticians for several reasons. First, photoinduced charge separation always
proceeds through excited states. Therefore simple views based on adiabatic
connections between equilibrium states cannot disclose the entire dynamics of
charge or energy flow. Second, charge separation can proceed through a variety
of qualitatively diverse channels, having entirely different length and time scales,
sometimes deeply interleaved. In particular, the coupling between electronic and
vibrational degrees of freedom requires that a proper quantum-mechanical, or
at least a semi-classical treatment of the problem is formulated. Last, due to
the variety of environments in which charge separation occurs, efficient compu-
tational schemes must be designed to tackle the problem in its generality, and
in a way suitable to be applied at sparse scales and for diverse systems.
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2 Outlook
Given the vast diversity of charge transfer phenomena, the scope of this re-
view is limited to ultrafast photoinduced charge separation in molecular and
supramolecular systems (especially as components of natural and artificial light-
harvesting complexes) and to nanostructured materials for solar energy conver-
sion.
This work is structured as follows: sections 3–6 are dedicated to sketch
the basic features of photoinduced ultrafast charge separation and outline the
experimental observables describing it. This is not meant to be a review of
experimental techniques, but aims to introduce the variety of problems posed
in several classes of materials, and to provide information about the physical
observables to be directly compared to theoretical models and simulations. In
sections 7–8 we examine in depth the concepts of coherence and entanglement,
and review theoretical methods based on the identification of few, relevant de-
grees of freedom, where charge separation is described in the framework of open
quantum systems. Sections 9–10 are dedicated to review first principles and
semi-empirical time-dependent atomistic methods adopted to solve the coupled
electronic and molecular dynamics.
3 General features of photoinduced charge sep-
aration
Photoinduced charge separation is a process by which, upon absorption of pho-
tons, a redox reaction occurs in the excited state of a system. The final prod-
ucts of the excited state reaction are spatially separated and unbound charges
in molecular species, or free charge carriers in bulk solids.
When charge separation occurs between two molecular species —a donor D
and an acceptor A— it is often described in a multi-step framework, proceeding
through a number of intermediate states, as summarized in table 1.
1) the donor excitation D + A →
D∗ +A
2) the excitation induced delocal-
ization D∗ +A→ (DA)∗
3) the charge transfer (CT) leading
to the formation of the radical pairs
(DA)∗ → (D+·A−·)
4) the charge separation
(D+·A−·)→ D+ +A−.
Table 1: Common multi-step description of charge separation.
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More generally speaking, however, in step 1) the reaction could be initiated
by acceptor excitation, instead of donor excitation; the product of step 3), the
CT state, may also be reached without the need of step 1) if indirect excitons
can be generated at the interface, i.e. if the overlap of donor and acceptor
orbitals allows for it.
Speaking about terminology, note that in the literature, depending on the
context, the product of step 3) may also be referred to as geminate pairs, bound
polarons or exciplexes. Also note that in some cases in the literature “charge
transfer” and “charge separation” are considered synonymous, which is not the
case in the present review.
From a mere energetical point of view, an electron transfer reaction can pro-
ceed if the ionization energy ID∗ of the excited state of the donor is smaller than
the sum of the acceptor electronic affinity AA, and the total electrostatic energy
UDA between the donor and the acceptor: ID∗ < AA + UDA. UDA must also
include polarization effects induced by the modification in the nuclear configu-
ration associated with the reaction. However, the simplicity in the energetics
hides the details of the process, and a description exclusively based on energetics
of initial and final states fails to capture the richness of the phenomenon.
Even restricting the field, for instance, to the case of organic solar cells, and
assuming that the energetics of reactants and products is ultimately known,
challenges still exist in understanding the basic charge separation mechanism:
the low dielectric constant of organic materials implies that the screening of
coulombic attraction is weak, and therefore, in the excited state, photoexcited
electron and hole pairs are generated with large binding energy (typically in the
range of 0.1-0.5 eV [7], one order of magnitude larger than the thermal energy
at room temperature). The driving force necessary to overcome this energy
may come from several independent isoenergetic channels. It is clear that much
richer information can be gained by examining the kinetics and the dynamics
of the reactions.
For what concerns the kinetics, the traditional reference point is Marcus’
theory of electron transfer (for a review see [8]). According to such theory, the
rate constant for an electron transfer occurring at temperature T is linked to the
electronic coupling V between the donor and the acceptor and to the activation
energy of the reaction ∆G∗ by the relation
kCT = |V |2
√
4π
h2kBTλ
exp
(
−∆G
∗
kBT
)
. (1)
∆G∗ depends both on the Gibbs free energy change of the reaction ∆G0CT , and
on the reorganization energy λ, which is the energy change associated with a
change in the nuclear configuration of the system due to the combined effects
of atomic motion and solvation.
Assuming parabolic shapes for the diabatic potential energy surfaces as func-
tions of a (one-dimensional) reaction coordinate, we get
∆G∗ =
(∆G0 + λ)2
4λ
. (2)
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Within this framework, it is easy to see that, as the free energy difference ∆G0CT
becomes more negative, the transfer rate increases (normal region). When
−∆G0CT = λ, kCT reaches a maximum, and any further decrease of ∆G0CT
causes a decrease of the transfer rate (inverted region).
The very existence of this path (Marcus’ parabola) and the central role of
the reorganization energy in the process suggest that, by carefully optimizing
the value of λ in a given environment, it is possible to tune the kinetics in such
a way that the electron transfer is much faster than the inverse back transfer.
This kind of optimization is believed to happen in natural phenomena such as
photosynthesis, in order to produce long-lived charge separated states.
Although extremely successful and predictive, this model rests on several cru-
cial simplifications: the potential energy surfaces are parabola; all the nuclear
modes are classical; Fermi’s golden rule holds for electronic vertical transitions;
redistribution of vibrational energy in the excited state occurs faster than the
charge transfer, i.e. charge transfer is initiated from the equilibrium population
of vibrational modes. This means that classical Marcus’ theory is not gener-
ally suited to address the coherent electron transfer regime that can arise after
the interaction with femtosecond or attosecond laser pulses has triggered the
vibronic wavepacket motion, due to non-adiabatic electron-nuclei coupling. In
this regime, the CT reactions are quite sensitive to non-equilibrium dynami-
cal effects involving nuclear motions of the reactants and of the environment
[9]. More suitable schemes to address this regime will be reviewed in the next
Sections.
Therefore, studying the dynamics of charge separation proves to be even
more difficult that studying its kinetics, because of the interplay between inter-
nal (electronic and nuclear) degrees of freedom and the external environment.
Fortunately, ultrafast optical spectroscopy can substantially contribute to the
identification of the different excitations that appear in the same energy range by
differentiating them according to the respective decay times, becoming therefore
a tool of choice in the investigation of photoinduced charge separation.
One final word is about the meaning of the adjective ultrafast, which actually
has followed the progress of time-resolved experimental techniques. In the liter-
ature it is found to refer to a wide variety of time scales. In the present review
we will mostly focus on the sub-ps regime, with a particular eye for sub-100 fs
phenomena.
4 Experimental techniques for the study of pho-
toinduced charge separation
From an experimental point of view, many techniques can be employed to pro-
vide evidence of charge separation and monitor its time evolution. This section
is not meant as a technical experimental review, but rather as a way to introduce
the observed phenomenology of ultrafast charge separation. In later sections, we
will discuss to what extent these observations can be theoretically reproduced
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or predicted.
Early methods based on photoelectrochemical techniques consisted in mea-
suring steady state voltage-current curves under illumination [10]. These ap-
proaches are now empowered by the possibility of using sequences of ultrafast
laser pulses to create excited states in a controlled way and probe their evolution
in time. This technique is particularly valuable when assessing the performance
of photovoltaic devices, since photocurrent is the primary factor of merit in this
case.
Looking at figure 3, we realize that charge transfer reactions cause, as they
proceed, a set of changes in the excited states (both electronic and nuclear) of the
material. Since the spacing and nature of the energy levels is modified as long
as the charge flows, it is possible to extract information about the reaction using
spectroscopical techniques, i.e. by observing energy differences between one or
more excited states and the ground states of reactants and products. The time-
dependent differences between excitation spectra in dark and under illumination
can reveal how the reaction is proceeding. These spectra are obtained by using
a pump pulse to populate excited states of the system, optionally followed by
one or more control pulses, and terminated by a weak probe pulse to observe
the state at given time delays.
A simple classification of spectroscopic techniques can be done according
to the observed quantities: optical spectroscopies measure the amount of light
absorbed and/or emitted by the sample upon photoexcitation, and can moni-
tor both electronic excitations, in the visible or ultraviolet bands, and nuclear
vibrations, via infrared and Raman spectroscopy. They are very well suited to
study thin films and molecular samples in solution.
Besides the obvious advantage of being a time-resolved technique, the dif-
ferential absorption spectrum contains both negative and positive contributions
from various processes: ground-state bleaching, stimulated emission (both neg-
ative), and product absorption (positive). This allows one to investigate the
evolution of non-emissive and dark states that cannot be seen in time-resolved
fluorescence or steady-state absorption.
A different approach is required when one needs information not only on the
excitation energies, but also on the correlations between the different excita-
tions. This is pretty much desired when investigating the nature of coherences.
In this case, one needs bidimensional (2D) spectra, i.e. maps having two in-
dependent excitation and probe frequencies on the two axes. A sequence of
three noncollinear pulses is used to record 2D spectra, where disorder and dif-
ferent molecular orientations give rise to inhomogeneous broadening (see also
the discussion in section 8.2).
Electronic spectroscopies observe outgoing electrons, i.e. either the gener-
ated photocurrent flowing through electrodes or the photoemitted electrons.
In particular, photoemission is a surface-sensitive technique, particularly useful
when studying molecular absorbates on crystal surfaces. Furthermore, it can
be angle-resolved, providing detailed maps of the distribution of electrons in
momentum space, and it can also extract electrons from core levels.
Watching absorbed photons. Absorption and emission spectra can reveal
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charge-transfer states as below band features, because CT states lie below the
band gap of the donor and acceptor components. However, if the donor and
acceptor frontier wavefunctions do not overlap significantly, as is often the case,
CT excitations have a very small cross section, and can be only revealed by
enhancement techniques such as photothermal deflection spectroscopy [11].
The time-dependent version of steady state optical absorption, transient ab-
sorption, is able to probe excited states and the coupling between them with
unprecedented (10 fs) resolution [12]. Transient absorption allows one to mon-
itor the formation of ion radicals in polymers as the stimulated emission band
of the photoexcited singlet exciton evolves into the characteristic photo-induced
absorption band of the charged species [13]. Transition absorption also allows
us to track the evolution of non-emissive species such as polarons and triplet ex-
citons. This powerful technique is most profitably complemented by theoretical
modeling and simulations, because different excited states usually contribute to
photoinduced absorption and stimulated emission in the same spectral band,
and their identification may be impossible by just looking at the transient spec-
tra. However transient absorption has shown that CT can occur on an ultrafast
time scale (about 50 fs in polymer-fullerene blends) [13, 14] and this is the most
relevant fact motivating this review.
In some cases, formation and recombination of CT excitons can also be ob-
served by looking at solvatochromic and Stark shifts in vibrational frequencies.
For example, in polymer-PCBM aggregates the displacement of electronic den-
sity of the charge-separated state with respect to the excitonic and ground state
determines a polarization of the environment which in turn shifts the vibrational
frequencies of the acceptor [15].
When electrons are transferred from molecular adsorbates to nanostructured
or bulk semiconductor acceptors, as is the case in dye-sensitized solar cells, the
arrival of electrons inside the semiconductor can be probed by using infrared
femtosecond spectroscopy, since free carrier absorption, intraband transitions,
and trap state absorption in semiconductors all occur in the mid-infrared region
of the spectrum [16].
Time-resolved optical spectroscopy is capable of providing a huge deal of
information regarding the energetics and the dynamics of optical transitions,
and oscillatory transient signals may be taken as indicators that underlying co-
herences (either electronic or vibrational) are present. However, as mentioned
above, identifying the nature of excitations and coherences often requires assis-
tance from theory and modeling. Two-dimensional spectroscopy, in its several
flavors [17], allows us to correlate excitation frequencies in different spectral re-
gions, and to selectively investigate the environment-induced decoherence. Sim-
ilarly to pump-probe, this technique is non-linear (resting on multiple laser
pulses to be shed on the sample) and has fs resolution. However, being staged
in a two-dimensional frequency space (excitation and detection frequencies), it
can additionally discriminate between homogeneous and inhomogeneous line-
shapes, and allows one to separate the spectrum of a mixture into those of
individual components. As a typical example, two-dimensional spectroscopy
was applied to visualize long-lasting coherent dynamics of electronic states in
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bacterial photosynthetic reaction centers [18, 19] and carotenoids [20].
Watching emitted photons. In all cases in which donor and acceptor
are weakly- or non-interacting in the ground state, CT is still possible through
interaction in the excited states. In this situation photoluminescence, both
stationary and time-resolved, is a primary tool in the identification of radical
species. Quenching of the donor photoluminescence yield and reduction of its
lifetime when the donor is mixed with the acceptor, are both signs that one
or more CT channels are competing with the radiative recombination in the
donor. Time-resolved photoluminescence techniques have nowadays reached a
resolution of the order of 100 fs [21].
Photoluminescence allows us to differentiate between energy and charge
transfer, since the acceptor emission, which appears in the case of energy trans-
fer, is absent in presence of CT. In particular, emission bands at longer wave-
lengths than emission from the separated donor or acceptor (appearing when
the two are mixed) are a signature of CT excitons [22]. Photoluminescence has
also been used in its spatially resolved version and combined with microscopy
in several flavors to map the interfacial areas where excitons are generated
[23, 24, 25, 26, 27].
Charge transfer rates can be estimated by means of time-resolved photolumi-
nescence spectroscopy, i.e. by measuring the luminescence decay rate. However,
this information is limited to the incoherent regime, due to the low time reso-
lution.
However, luminescence quenching alone cannot distinguish between a charge
separation process yielding free carriers (step (4) in table 1), and, for instance,
Dexter electron transfer yielding radical pairs in a bound state (as in step (3) of
table 1). When applied to organic solar cells, electroluminescence can also be
used to estimate the CT binding energy: when injected charge carriers recom-
bine at the interface between the donor and the acceptor, a linear correlation
between the CT exciton emission and the open-circuit voltage of the solar cell
can be established [28, 29]. Also establishing a link between photoluminescence
quenching and the yield of photogenerated free charges can be problematic in
situations for which competing recombination paths coexist [30].
Watching outgoing electrons. So far, all the techniques we reviewed
consisted in measuring the amount of incoming or outgoing electromagnetic ra-
diation after photoexcitation of the system. Similarly to some of the techniques
examined in the previous paragraphs, time-resolved photoelectron spectroscopy
has order fs resolution, and is sensitive to both vibrational and electronic dynam-
ics. However, ultrafast photoelectron spectroscopy probes one-electron removal
spectra, i.e. charged excitations. It is therefore ideal to probe radiationless
phenomena and investigate lifetimes and relaxation pathways of excited elec-
tronic states in molecules as well as ultrafast non-adiabatic processes [31]. As
such, it has been employed to estimate the coherent size, localization and relax-
ation times of CT excitons at donor-acceptor interfaces [32] and the kinetics of
injection in dye-sensitized interfaces [33].
Photocurrent measurements are traditionally used to assess the performance
of photoconversion and optoelectronic devices. They are most profitably coupled
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to ultrafast spectroscopy by employing a suitable sequence of laser pulses. In
pump-push-photocurrent spectroscopy, for instance, an intermediate infrared
pulse is used to excite (or dump) specific vibrational degrees of freedom. The
photocurrent can then be monitored as a function of the delay time between
the pump and the push pulses [34]. The all-optical analogue of this technique
is known as pump-push-probe spectroscopy [35].
On passing, we mention few other powerful techniques based on the use of
X-ray coherent sources. Structural modifications and transient photogenerated
phase transitions have been highlighted in bulk solids by means of femtosecond
X-ray diffraction, which employs an optical pump and X-ray probe, to track
ultrafast lattice deformations [36]. Similarly, the structural response in bulk
solids can be followed by ultrafast electron crystallography, i.e. employing an
optical pump, and an electronic probe [37]. Core-hole spectroscopy may reveal
charge transfer dynamics on time scales of the order of the core lifetime (1
fs) and is particularly useful when studying molecular adsorbates on metallic
surfaces [38, 39, 40]. X-ray pump X-ray probe experiments can excite inner-shell
electrons, providing an extremely localized, site-specific probe for excited state
dynamics [41].
We finally mention that spin resonance has also been used to reveal the
presence of cationic and anionic species [42, 43].
5 Ultrafast charge separation in prototypical sys-
tems
Here, we examine the ultrafast photophysical and photochemical properties of a
few prototypical organic systems that display ultrafast charge separation. They
mostly serve as photovoltaic materials. For a review on photoinduced electron
transfer in bonded donor–acceptor systems (not specifically focusing on the
ultrafast character) see, for example, Ref. [44]. At the current state of the art,
these systems cannot be modeled atomistically ab initio. Two main pathways
are thus available to theoreticians: either identify and isolate the most relevant
fragments of the systems to which Density-Functional Theory (DFT) or its time-
dependent extension (TDDFT) can be applied, or map the supposedly relevant
degrees of freedom onto a few-level model, to be solved as accurately as possible.
5.1 Supramolecular assemblies
Light-harvesting, the primary step of natural photosynthesis, proceeds by col-
lecting sun light at a molecular antenna array and transferring its energy to
the reaction center, where it is stored as electrical potential. Natural reaction
centers are complex structures, made of a large number of chromophores, which
are embedded in a 10-30 nm sized protein scaffold [45].
Supramolecular structures – typically donor-acceptor dyads, or donor-bridge-
acceptor triads – are an ideal playground for the theoretical and numerical in-
vestigation of similar ultrafast charge separation processes. They have smaller
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dimensions than natural reaction centers, and therefore a small CT exciton ra-
dius and limited delocalization extension. They may be considered as models for
nano-sized photovoltaic devices, and synthesis protocols exist for testing them
as potential light-harvesters, artificial reaction centers, or solar fuels generators
[49].
Porphyrins are by far the most common building blocks for electron donors
and molecular sensitizers in artificial photosynthetic models [50]. However, other
different chormophores, such as diaminoterephthalate, have been proposed also
as molecular scaffolds for easier functionalization [51, 52]. In particular, non-
bonded dyads made of porphyrins and fullerenes were used to assess constrained
DFT and TDDFT accuracy in describing excitation energies [53, 54, 55].
In orgranic photovoltaics, organic chromophores have been linked to several
electron acceptors, such as quinones and fullerenes. Fullerene and its func-
tionalized derivatives were soon preferred to quinones, because it was observed
that they can considerably accelerate charge separation, while at the same time
slowing down charge recombination [56, 57].
Fullerenes possess a number of properties that are desirable in this context.
In fact, they are soluble in biological membranes. Besides, they show: small sol-
vent and internal reorganization energies upon reduction; radical anions rather
insensitive to the solvent dielectric constant (compared e.g. to quinones); a re-
combination channel yielding triplet excited state, instead of the ground state
[58]. In dyads, a CT state can often be reached in less than 60 fs, through
coupling in the excited state [59].
Regarding morphology, triads have an efficiency advantage over dyads, since
the recombination of the (D+·A−·) state is typically several orders of magnitude
slower than in dyads [60]. This occurs because in triads a second electron
transfer from the donor to the bridge unit is competing with the acceptor to
donor recombination. This fact mimics, on a smaller scale, what happens in
nature: the recombination ratio is substantially reduced when electrons are
transferred in a multi-step process. Therefore, supramolecular triads may also
be considered as simple artificial surrogates of natural reaction centers.
The photophysics of supramolecular triads has been extensively studied. In
carotenoporphyrin-fullerene (CPC60) triads, for example, photoinduced electron
transfer leading to the intermediate CP+·C−·60 state and to the final C
+·PC−·60
(see figure 4) was observed by means of transient absorption spectroscopy and
fluorescence measurements [48, 61, 62]. Quantum yields, transfer rates and the
energetics of the intermediate and final products were measured with ps time
resolution, indicating that electron transfer from the carotene to the porphyrin
radical cation occurs with an overall yield of 0.95 in a time scale of 125 ps [63].
Due to its amenable size, the sub 100 fs dynamics in the CPC60 triad can
be studied by combining quantum simulations and ultrafast spectroscopy. It
was found that the through-bond exciton delocalization between the caroteno-
porphyrin and the fullerene is actually coherently driven by the vibrational
modes of the molecule. Moreover, a series of computational experiments (see
figure 5) suggested that the mobility of individual parts of the molecule, such
as the linker unit between the chromophore and the acceptor, can be exploited
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in order to control the charge separation yield [64].
5.2 Dye–sensitized materials
The idea behind dye–sensitized solar cells consists in the splitting the functions
of the charge separation and transport processes into two distinct phases, as
opposed to what happens in first generation cells, entirely based on bulk semi-
conductors junctions [65]. For a review of the design and operation mode of
dye–sensitized electrochemical cells see Ref. [66]. For a review on modelinig of
ultrafast dynamics see Ref. [67].
In a dye-sensitized material the light-capturing moiety is an organic molecule,
the charge-carrier transport phase occurs in a nanostructured semiconductive
oxide (typically TiO2), and the contacting phase to the semiconductor is guar-
anteed by an electrolyte (usually an organic solvent containing the I−/I−3 redox
pair).
The basic operation mechanism consists of the following steps: 1) an electron
from the photoexcited molecule is transferred to the conduction band of the
oxide substrate, leaving the dye in its oxidized state; 2) the electron donor is
then restored to its ground state by electron transfer from the electrolyte, once
the circuit is closed and the photocurrent can flow. It’s clear that in this kind
of systems the time scales of charge separation and regeneration determine the
efficiency of the device. The charge collection mechanism is controlled by the
ratio of the time it takes for the electrons to diffuse through the oxide and their
recombination time.
Focusing on the above step 1), the interfacial electron kinetics is determined
by the competition between ultrafast electron injection and excited-state relax-
ation. Simulations of the electron and hole dynamics at the interface of organic
sensitizers with TiO2 nanocrystals show that, after excitation, the electron is
injected into the semiconductor on a time scale of 125-175 fs, while the geminate
hole injection takes a much longer time [68]. Early measurements of transient
absorption and fluorescence up-conversion spectra with femtosecond resolution
showed that, when the sensitizer is perylene, reactants-decay and products-raise
times for the electron transfer reaction have an identical time constant of 190 fs
(in case of perylene as sensitizer), for a wide range of temperatures [69]. Ultra-
fast electron injection dynamics in the order of 100 fs time scale or faster was
confirmed for Ru and other dye-sensitizers [70, 71, 72]. Depending on the nature
of the materials, injection times can be much slower (up to 100 ps). However,
the efficiency of electron injection in dye-sensitized solar cells does not depend
on the injection kinetics alone, but rather on the interplay between injection
and decay kinetics.
It’s important to note that, in dye-sensitized semiconductors, electron injec-
tion occurs on the same (or faster) time scale than the vibrational energy re-
laxation within the excited states of the molecules. Therefore, the wave packet
motion of the electron along the potential energy surface of the reaction (see
figure 3) evolves from a vibrationally excited state of the dye, and not from the
ground state [73]. The coherent motion of the vibrational wave packet continues
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even in the product state [74].
The injection time seems not to be very affected by the energetic alignment
between the dye donor and semiconductor acceptor states [33]. On the other
hand, it dramatically depends on other factors, such as the electronic coupling
between the dye π∗ orbitals and the oxide semiconductor band: weakening this
coupling (for instance, by means of chemical spacers) naturally leads to longer
time constants [75], and back to a situation in which injection is slower than
vibrational relaxation. Similarly, very different time scales are measured for
different substrate oxides and in absence/presence of the electrolyte [76].
Porphyrin dyes constitute another interesting class of systems for applica-
tions in dye-sensitized solar cells technology. Recently, these molecules have
attracted a lot of interest in the solar cell community, thanks to their tun-
ability (through chemical functionalization) and their panchromatic properties.
Porphyrin dyes, like the ones reported in the upper panel of figure 6, have a
characteristic donor-bridge-acceptor structure, with a strong ‘vectorial’ compo-
nent that promotes the formation of an intra-chromophore charge separated
state right after the photon absorption. In the best case, like for instance for
the dye SM315 [77], the charge separation is such that the photoexcited electron
is found in close proximity to the link with the semiconductor (i.e., the TiO2),
providing the best conditions for an efficient charge injection (figure 6, lower
panel). In addition, the density of excited states in this class of porphyrin dyes
implies a very broad absorption spectrum that extends from 400 to 800 nm,
covering most of the UV-vis solar spectrum (panchromatic effect).
5.3 Organic bulk heterojunctions
The bulk heterojunctions class includes materials obtained by blending a p-
type (hole conducting) and an n-type (electron conducting) organic species
[78]: typically, an organic polymer and a fullerene derivative, such as PCBM
[42]. After processing and annealing the mixture, the interface of the het-
erojunction emerges as the complex surface delimiting two well-separated yet
inter-penetrating phases. The phases have crystal domains tens of nanometers
wide, although the blend as a whole does not show long-range crystalline order.
Charge separation occurs at the interface of the two phases.
This structure solves at least one of the problems in organic photovoltaics,
namely the short exciton diffusion length [79]. The tight interleaving of the two
phases in the mixture has two advantages over a flat bi-layer junction design:
1) it makes the charge-separating interfacial area large, with respect to the
film thickness; 2) it keeps the surface between the phases within a distance
comparable to the exciton diffusion length of the light absorber. In fact, polymer
photoluminescence quenching is usually as high as 95% in these materials. As
a drawback, however, the amorphous blend operation as a solar cell is much
affected by the nanoscale morphology, because it requires continuous percolating
pathways in each phase, for the charges to be collected at the electrodes [80]. The
details of the morphology also affect electronic and structural properties of these
materials, making their systematic investigation challenging [81, 82, 83, 84].
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The time-resolved photo-induced absorption spectra of pristine polymers
dramatically change when the polymer is mixed to an electron acceptor such
as PCBM. This fact was taken as indicative of ultrafast photoinduced elec-
tron transfer [13]. Since this observation, many groups have reported ultra-
fast exciton quenching on a scale of 100 fs in polymer:PCBM heterojunctions
[85, 86, 87, 88, 89, 90, 91]. The production of free charges, however, is believed
to be a slower process, occurring on the scale of few to hundreds of ps [92].
However, it was also reported that the Coulomb binding attraction can be over-
come on a time scale as short as 40 fs [90], suggesting that delocalization may
be a crucial factor affecting the system dynamics. The detailed interpretation
of ultrafast charge separation and the identification of the factors affecting it
are still subject of debate; they will be discussed in section 6.
Unfortunately, it seems difficult to find a connection between ultrafast exci-
ton generation and device efficiency. In fact it was shown that in several blends
with internal quantum efficiency > 90% still 40% of the excitons are dissociated
on a diffusion-limited time scale (1-100 ps) [93]. In organic bulk heterojunctions
the charge transfer time is orders of magnitude faster than the recombination
channels. This leads a fraction of about 60% of the bound electron-hole pairs to
yield free charges under short-circuit conditions [94]. Interestingly, by comparing
photoluminescence to photocurrent generated in MEH-PPV:C60 blends, it was
observed that below-gap radiation contributed negligibly to the photocurrent
in comparison to above-gap excitation [95]. This clearly indicates that direct
generation of CT excitons, although possible with very small cross sections,
is not an important charge generation mechanism in these materials. There-
fore, ultrafast charge separation in these devices is influenced by several factors
including: frontier level alignment (which provides a driving force for charge
separation), kinetic competition between generation and recombination path-
ways, and complex morphology (affecting exciton diffusion length and charge
collection) [96, 97].
6 Current views on the fundamental charge sep-
aration dynamics
In this section we focus on the paradigmatic case of bulk heterojunctions. For
these systems, although it is generally accepted that the ultrafast charge dynam-
ics (of the order of 100 fs) is relevant for charge separation, there is no general
agreement on the nature of the physical mechanisms governing the dynamics.
As briefly anticipated in sections 3 and 5.3, given the large exciton binding
energy and the ultrafast character of the charge dynamics in organic systems,
one can ask what is the origin of the energy required to to produce the free
charge carriers. Several factors have been proposed to solve this contradiction.
In the present and following sections, we consider as possible explanations the
excess of initial kinetic energy, the delocalization of the CT state, quantum
coherence, and vibronic coupling.
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6.1 Excess energy and hot states
Some authors found a tight correlation between the free energy difference of
the charge separation (∆GCS) and the yield of long-lived charge generation,
and have proposed that the contradiction between energetics and dynamics is
easily solved by invoking the excess energy of the incoming photon [30]. If the
charge-separated state is not produced by dissociation of the lowest-lying CT
exciton, as suggested in Table 1, but rather by the dissociation of a state having
higher energy than the charge-separated one, then the CT state can naturally
dissociate in very short time (see figure 7). In this scenario, an excited “hot”
CT state is the actual precursor of free charge carriers, while the relaxed CT
exciton is in fact a trap state, i.e. a photocurrent loss channel. This idea was
further supported by femtosecond non-linear optical spectroscopy [34, 98, 14,
99]. According to this view, the excess of incoming energy is channeled through
strongly coupled electronic and nuclear degrees of freedom, whose nature has
not been entirely clarified. It is however clear that this scenario leads to a
charge separation mechanism in which thermalization of the hot state and its
dissociation to a charge separated state compete, since both occur on the same
time scale of hundreds of fs [100]. Once the charge transfer exciton is allowed
to relax to its ground state, it will basically recombine according to a mono-
molecular geminate process.
Other authors, instead, closely follow the order sketched in Table 1, and
report that mobile carriers are generated via a multi-step process, in which
an intermediate CT bound state, generated within about 100 fs, subsequently
gives birth to free charges [92]. Supporting this view is the observation that,
for a wide class of organic heterojunctions, the internal quantum efficiency is
essentially independent of excess energy of the charge transfer exciton [101,
102]. This interpretation is however in stark contrast, for example, with the
observations in Ref. [14], where a wavelength and laser-intensity dependence
of the internal quantum efficiency is reported. This matter is made intricate
by the difficulty of accurately measuring internal quantum efficiency in stacked
structures. Comments and replies on this point can be followed in REf. [103].
Also, lower efficiencies in systems with lower values of ∆G0CT were reported,
contradicting the prediction of the hot exciton framework [88]. The “cold”
excitons scenario can be described within a Onsager-Braun model [104, 105],
and implies CT relaxation on a 100 fs time scale, followed by a much slower CT
dissociation.
Another source of excess energy is the band offset between the donor LUMO
and the acceptor HOMO. Although the correlation between the yield of bound
and free charges is observed to be strongly dependent on such energy dif-
ference [106, 107, 108], it was observed that charges are generated as effi-
ciently in blends with a small charge separation free energy difference (0.2 eV
in PCPDTBT:PCBM) as in P3HT:PCBM (for which ∆GCS = 0.9 eV) [109].
Hot excitons have a larger degree of delocalization with respect to the re-
laxed ones, so that exciton delocalization must enter the debate. This point
was investigated in Ref. [34] by interposing an infrared pulse between the usual
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pump and probe in a transient absorption technique. This extra “push” pulse
interacts with the localized CT state, and results in an increase of the photocur-
rent with respect to the case when no push was used, within 200 fs. The effect
was attributed to an increased delocalization of the bound charge pairs. The
beneficial effect of delocalization in charge separation has also been confirmed
by kinetic Monte Carlo [110], stochastic Schro¨dinger equation [111] and TDDFT
simulations [112].
At this point it is legitimate to ask how delocalization of CT states affects
ultrafast dynamics in organics, independently on whether the direct precursor
of the charge-separated state is hot or cold. As a matter of fact, exciton delo-
calization is also affected by other factors, besides the kinetic energy initially
provided by incoming photons: among them, primarily the Coulomb electro-
static screening provided by electric dipoles at the interface, and the dielectric
screening in each material, especially on the polymer donor side. The combined
effect of screening and delocalization could therefore provide an explanation for
charge dissociation that does not rest on hot excitons [113], [114]. Hot exci-
tons, in turn, would be a privileged channel ensuring higher delocalization by
exploiting the incoming photon energy.
Recently, coherence and uncertainty were thrown into the discussion of
charge separation in photovoltaics [93], following the idea that a universal quan-
tum feature could be the source of a more effective delocalization. This idea
raised criticisms about the extent to which such fundamental concepts can be
straightforwardly applied to describe charge separation [115]. Even though the
central focus remains excited state delocalization in disordered materials [116],
still, the link between quantum coherence and delocalization has raised further
debate in the field, which leads us to the following Section.
6.2 Quantum coherence and dissipation to the environ-
ment
We will examine more in depth the different meanings of “quantum coherence”
and how to model them in section 7. Here we focus on how the fundamental
quantum nature of the microscopic electronic and nuclear states affects the
ultrafast dynamics of charge separation in natural and artificial systems.
The idea that a coherent quantum dynamics is exploited by nature in order
to optimize the efficiency of energy transfer in photosynthetic complexes is intu-
itively appealing. A possible, though not conclusive, argument in favour of such
idea is related to random walks. In fact, the mean squared displacement of the
initial excitation in a one-dimensional system is proportional to the number of
steps N in the case of a classical diffusive motion and to N2 in the quantum case
[117]. If and how we might exploit this property to design better photovoltaic
or solar fuel production devices is a very debated and lively topic of discussions
in the scientific community [118, 119]. While we were preparing this Topical
Review, several reviews appeared specifically on this subject [120, 121, 122].
The recent development of suitable spectroscopical techniques (see section
3) has led to the direct observation of quantum beatings on the same time scale
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as the one of energy transfer, and confirmed that the protein environment is
key to allow the excitation to move coherently in space [18, 19, 123, 124]. The
observed coherences are surprisingly long-lived also at room temperatures, and
they resist the effect of disorder [125]. Interestingly, vibrational coherences,
which are often of the same order as electronic ones in the ground state, rely
upon the excitonic interaction to reveal themselves [126]. It is natural to think
that the protein cage protecting the light-harvesting complexes modulates the
electronphonon couplings and, through the motion of charged residues, also
changes the local dielectric environment promoting coherent excitation transfer.
Coherent intra-chain electronic energy transfer was also observed in conjugated
polymer samples with different chain conformations [127], exporting this ideas
to the field of photovoltaic charge separation. This could also be investigated by
a recently reported technique employing scanning tunnel microscope to map the
spatial distribution of the excitonic coupling in molecular arrays with sub-nm
resolution [128].
From a theoretical point of view, it’s currently unfeasible to explicitly solve
the full quantum equations of motion for organic macromolecules embedded in
their complex environment. However, the crossover between hopping (Fo¨rster)
and coherent propagation mechanisms, and, more generally, the role of quantum
coherence, have been intensively explored using parametrized model Hamilto-
nians [129, 53, 111]. Demonstrating the genuine quantum nature of coherence
might in some case be not straightforward. Some authors have in fact argued
that quantum coherence in the electronic excitation transport can be mirrored
to classical coherence in dipole-dipole oscillators [130, 131].
The study of spatial coherence in the excited states has also become an ac-
tive field of research. The energy energy transfer over long distances occurring
in photosynthetic complexes is apparently made more efficient by the coher-
ent delocalization of the excitations. Delocalized CT states were for instance
observed in the light-harvesting antenna of photosystem II [132]. In fact, it
has been shown that exciton transfer, charge transfer, and charge separation in
multi-chromophore donor-acceptor systems can be approached within a single
model framework in an approximate way, leading to the conclusion that efficient
charge separation depends on an optimum balance between charge delocalization
and energy dissipation [133]. Delocalization is strictly related to spatial coher-
ence (see the following section), and can in fact be viewed as a consequence
of the linear superposition of many electronic states, each localized on a differ-
ent chromophore. Exciton localization is affected by the interplay between the
electronic coupling of the different sites, the disorder, and the electron-phonon
interactions. Thermal fluctuations of the environment on one side are the main
source of dephasing affecting therefore the charge localization. On the other
side, though, they have been found to be crucial for the optimization of the
energy transport process [134, 135]. In this respect, energy transmission is thus
different from that of quantum information. While the quantum information
processing typically requires a fully coherent dynamics, efficient energy trans-
mission seems to rely on a complex interplay of coherent and noisy processes
[136].
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In conclusion, quantum coherence might play a role in charge-separation
processes, both because it can produce delocalized states and because it can
qualitatively modify the dynamics of exciton transport. The ultimate identifi-
cation of the degrees of freedom responsible for this enhancement, and the issue
if the relevant coherences are electronic, vibrational, or vibronic, remain open
questions. We will return on this point in section 7.
6.3 The role of nuclear motion
In the above discussion on quantum coherence , we introduced the function of
molecular vibrations (or phonons) both as a channel of internal relaxation and
as a set of degrees of freedom that, coupled to the electronic ones, can drive the
electron and energy transfer dynamics, possibly exploiting quantum coherence.
The importance of the coupling of excitons to specific vibrational modes goes
beyond the level of the static reorganization energy as it appears in Marcus’
theory, and must be accurately included in any quantum mechanical or semi-
classical description of the charge (and energy) transfer dynamics (see section 9).
Signs of such dynamical effects appear in all the prototypical systems examined
in section 5.
The coupling of electronic excitations to molecular vibrations in biological
complexes is often easy to spot, since one or few vibrational modes may ex-
haustively describe the reaction coordinates along which the charge or energy
transfer processes occur. Similarly, in primary events of vision a specific vibra-
tional mode drives the photoisomerization reaction of the retinal chromophore
(even though this process occurs often through a conical intersection) [137, 138].
The exciton-phonon coupling is well described by theory at different levels of
abstraction. For example, the distribution of the vibrational energy can be
initially studied by estimating the spectral density of the system, while subse-
quent normal-modes analysis can better evaluate the impact of each mode on
the charge motion [139, 140, 141]. Details about theoretical modeling meth-
ods can be found in Section 9. This coupling is proposed to be the source of
long-lived oscillations observed in time-resolved spectroscopies in several sys-
tems (see section 4). In addition, some authors stress the ultimate quantum
nature of vibration-assisted exciton transport and claim that it is achieved via
non-classical fluctuations of collective pigment motions [142].
In section 5.1 we mentioned that in covalently bonded donor-bridge-acceptor
structures the CT is controlled by specific vibrations [64]. This information pro-
vides important clues for designing charge-separating devices, since it has been
experimentally shown that, employing infrared pulses, it is actually possible to
control the bridge vibrational modes, and hence modulate the dynamics and the
yield of the electron transfer process [143, 144]. A similar effect has been ob-
served in hydrogen-bonded complexes [145] and rationalized in terms of partial
disruption of the O-H bonds [146].
In small organic molecules, ultrafast double hole transfer was also observed
after core ionization. Interestingly, in this case the electronic states involved
are separated by a large energy gap and no electronic coherence is developed
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between them. In particular, the hole transfer is driven by specific and tiny
nuclear displacements (of the order of a few tenths of an A˚) along a non-Born-
Oppenheimer path [147].
In dye-sensitized TiO2, non-adiabatic electron injection from the dye into
the semiconductor turns out to be mediated by vibration of interfacial Ti-O
bonds [148]. In conjugated polymers (often used as donors and/or acceptors in
organic photovoltaics) the dynamical coupling of electronic and nuclear degrees
of freedom is evident already in the ground state, as prominent vibronic replica
of the main exciton feature appear in the linear absorption spectra [149]. Intra-
molecular vibrational modes can be activated in the excited state in less than
25 fs, and their coherence may last as long as 1 ps [150]. In polymers, ultrafast
quantum dynamics can be monitored using 2D spectroscopy experiments, which
show evidence of coherent charge oscillations between excitons and polaron pairs
[151, 152].
The effect of electron-nuclear coupling has also been intensively studied
in non-bonded systems, such as bulk heterojunctions. In these systems, the
stretching mode of the conjugated acceptor backbone is tightly coupled to the
electronic transitions, although Frenkel to CT exciton transitions usually in-
volve slower ring torsional modes. In some cases, “bridge” states are invoked
as CT mediators [153, 154]. In polymer-polymer heterojunctions, the ultrafast
exciton decay is rather robust when proceeding through suitable bridging states
[155]. Overall, several state-of-the-art quantum dynamics models agree with
the picture that the interplay of electrostatic confinement with the coherent
coupling of electrons to vibrational modes controls the CT efficiency across or-
ganic interfaces [156, 157]. Electron-phonon interaction is found to enhance the
coupling between a donor-localized excitonic state and the CT state, and pro-
vides an oscillatory dynamics superimposed to the charge accumulation on the
acceptor [91]. These findings altogether promote the idea of vibration-assisted
charge separation. Also in this case it was experimentally demonstrated that
the excitation of specific modes in the infra-red band leads to photocurrent
enhancement [158].
This whole body of evidences leads us to deeply rethink the traditional view
of charge dynamics based on the Born-Oppenheimer approximation. Although
electronic excitations occur on time scales at which the nuclei can indeed be
considered fixed, the energy redistribution through vibronic coupling can well
take place on time intervals faster than a typical vibrational period. Once
created, a vibronic wave packet is immediately able to move along the potential
energy surface and mediate the exchange of energy among the exciton and the
molecular vibrations.
In the adiabatic picture (i.e. in the regime of strong electronic coupling
between the donor and the acceptor), the nuclear reconfiguration drives the re-
action through transition states that gradually change their localization from
the donor to the acceptor, while the electrons remain on the same nuclear poten-
tial energy surface. This requires a good amount of coupling between different
vibrational modes, but allows for little energy exchange between excitons and
vibrations. However, when the dynamics along nuclear and electronic coordi-
19
nates is strongly coupled, the adiabatic approximation ceases to be valid, and
the time evolution of the CT state to the charge-separated one occurs at a speed
comparable to that of the energy dissipation.
7 Quantum coherence
As mentioned in section 6.2, the concepts of coherence and entanglement have
entered the debate concerning the processes of charge and energy transfer.
In fact, quite a number of works specifically addresses the possible role of
non-classical features in enhancing the efficiency of natural and artificial light-
harvesting systems. Here we introduce theoretical tools that allow, on the one
hand, to quantify such features, and, on the other hand, to establish formal
relations between coherence, entanglement, and delocalization.
7.1 Definitions
Within the framework of classical physics, coherence and interference have been
extensively investigated as properties of waves. In quantum mechanics, all sys-
tems can in principle exhibit wavelike properties. Such possibility results from
the linear superposition principle, according to which, a linear combination of
two or more quantum states |i〉 is still a legitimate quantum state, |ψ〉 =∑i ci|i〉.
As a result, the expectation value in |ψ〉 of an observable differs in general from
the weighted average (with weights pi = |ci|2) of its expectation values in the
component states |i〉. Such difference represents a manifestation of quantum
interference. Quantum states can also be summed incoherently, giving rise to
mixed states, such as ρˆinc =
∑
i pi|i〉〈i|. Here, the phase relation between the
component states |i〉 is completely undefined, and no interference shows up in
the statistics of the physical observables. Coherence between any two compo-
nent states |i〉 and |j〉 is formally reflected by off-diagonal terms in the density
matrix, ρij = 〈i|ρˆ|j〉, also referred to as coherences. The diagonal elements of
the density matrix, ρii, represent instead the occupation probabilities of the
basis states, and are referred to as populations.
As appears from the above, quantum coherence is a basis-dependent con-
cept. In fact, one of the relevant distinctions between coherences observed in
light-harvesting systems is based on the reference basis and on the involved
degrees of freedom. In particular, the photoinduced ultrafast dynamics that
eventually leads to charge separation involves both the electronic and the nu-
clear (vibrational) degrees of freedom. One can thus choose a reference basis
formed by product states |i〉 = |ei〉 ⊗ |vi〉, where ei and vi define the electronic
and vibrational states, respectively. Given the system density operator ρˆ, with
matrix elements ρij , we observe that
• ρij corresponds to a purely electronic coherence if the reference states |i〉
and |j〉 differ from each other in the electronic degrees of freedom (ei 6= ej),
but not in the nuclear ones (vi = vj);
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• more specifically, ρij is a spatial electronic coherence if |i〉 and |j〉 differ by
the spatial localization of one or more electrons. Coherent delocalization
of the exciton states is related to the presence of this kind of coherences;
• ρij is a vibrational coherence if |i〉 and |j〉 share the same electronic state
(ei = ej), but differ in the state of the vibrational modes (vi 6= vj).
Vibrational coherences result from the creation of phonon wavepackets,
resulting from vertical transitions induced by ultrafast laser pulses;
• ρij is a vibronic coherence if |i〉 and |j〉 differ both in their electronic
and in their vibrational components. The presence of these coherences
demonstrates a nontrivial interplay between the electronic and the nuclear
degrees of freedom, and can result in quantum correlations between the
two. It thus calls for theoretical approaches that go beyond the adiabatic
approximation and a semiclassical description of the nuclear dynamics.
A further distinction between quantum coherences is based on whether ρˆ rep-
resents an eigenstate of the system or a non-stationary state. In particular, one
can distinguish between static and dynamic coherences.
• Static coherences are the ones present in an eigenstate |Ek〉 of the sys-
tem Hamiltonian Hˆ , namely ρij = 〈i|Ek〉〈Ek|j〉. The presence of static
coherences thus reflects the fact that different states of the reference basis
{|i〉} contribute to the composition of the eigenstate in question. Static
spatial coherences might enhance the efficieny of the energy transfer in
light-harvesting systems. Unfortunately, they are not directly accessible
in experiments such as optical spectroscopies.
• In the case of dynamic coherences, instead, one refers to a non-stationary
state ρˆ(t). In particular, the coherences between different eigenstates can
be generated by an external drive, such as the pump pulse(s) in tran-
sient spectroscopies. Their presence thus reflects the way in which the
system is manipulated, rather than its intrinsic properties, nor it provides
informations concerning the character of the involved eigenstates i〉 and
|j〉. Dynamic coherences are experimentally accessible, and are in fact
responsible for the oscillating features observed, e.g., in 2D spectroscopies
(see below). They tend to vanish within a characteristic time scale due to
environment-induced decoherence.
The term coherence can also be referred to the time evolution of the state ρˆ
as a whole, rather than to one of its off-diagonal matrix elements. In particular,
the time evolution ρˆ(t0) −→ ρˆ(t > t0) is fully coherent if it’s unitary, and thus
reversible, and can be described by the time-dependent Schro¨dinger equation.
The degree of coherence of the system dynamics is a basis-independent quantity,
and does not have a straightforward relation to the off-diagonal elements of the
density matrix in some specific reference basis. However, in the representative
case of a free evolution of the system, departures from a coherent evolution
typically consist in the damping of the off-diagonal terms in the eigenstate basis
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(dephasing), followed, on a longer time scale, by changes in the populations
ρii (relaxation and incoherent excitation). As mentioned above, it has been
argued that the (approximately) coherent character of the system dynamics
might enhance the efficiency of the energy transfer with respect to an incoherent
(and thus “classical”) one, thanks to quantum interference between the different
pathways. In the following, unless differently specified, by coherence we mean
any off-diagonal matrix element of ρˆ.
7.2 General coherence quantifiers
Quantum coherence represents a resource in different areas of quantum technol-
ogy. This has fueled an intense effort to controllably generate linear superposi-
tions in diverse physical systems, protect them from the decoherence processes,
and develop tools that allow a quantitative characterization of coherence. Such
characterization has been provided within the so-called resource theories, where
the coherence resource can be acquired at a certain cost and is consumed to
perform tasks of interest by means of constrained (incoherent) operations [159].
In the following, we report a few coherence quantifiers that, besides having a
clear physical meaning, can directly relate the degree of coherence of a given
state ρˆ to its off-diagonal matrix elements, the coherences ρij . Under suitable
approximations, they can also be expressed in terms of quantifiers of electron
delocalization and entanglement. All these quantifiers share some general prop-
erties, defined within an axiomatic approach to coherence [160]: they vanish if
and only if the state in question is incoherent (ρˆinc =
∑
i pi|i〉〈i|); besides, their
value does not increase by mixing density matrices together (convexity) nor, on
average, by means of selective measurements (monotonicity).
Applications of the coherence quantifiers to the characterization of the exci-
tation energy transfer are still limited [161, 162, 163]. In order to compute these
quantifiers, one needs to derive the system state ρˆ. While ab initio approaches
(such as those based on DFT) typically don’t provide the full quantum state of
the system, they can be used to validate approaches based on model Hamilto-
nians, from which the quantum state of the relevant degrees of freedom can be
derived. Besides, we show below that, under suitable assumptions, coherence
quantifiers can be expressed as functions of the populations alone, and these
are more likely to be expressed in terms of quantities accessible to DFT-based
approaches. Estimating the coherence quantifiers directly from experimentally
accessible quantities is also challenging. The tool of choice for investigating co-
herent effects, namely 2D spectroscopy, ideally gives access to individual path-
ways (see below), each resulting from the convolution of many time evolutions
of the system state, resulting from different laser pulse sequences. The concept
(and thus the quantifiers) of coherence refers instead to a given quantum state,
which is necessarily defined at a given time t of a particular time evolution.
However, 2D spectroscopy can indeed allow an indirect estimate of the coher-
ence quantifiers, for it provides information on what linear superpositions can
be generated in the system and how resilient these are to environment-induced
decoherence.
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7.2.1 Relative entropy
In the case of a distance-based quantifier CD, the amount of coherence in a state
ρˆ is reduced to the measurement of the minimum distance between ρˆ and an
incoherent state ρˆinc, as given by some distance measure D between quantum
states. The first quantifier of quantum coherence we report results from the
choice of the relative entropy [164] as a measure of the distance between two
quantum states ρˆ and σˆ. The expression of the relative entropy reads:
DS(ρˆ, σˆ) = S(ρˆ‖σˆ) = Tr(ρˆ log ρˆ)− Tr(ρˆ log σˆ), (3)
where S = −Tr(ρˆ log ρˆ) is the von Neumann entropy. The relative entropy is a
non-negative quantity, which vanishes if and only if ρˆ = σˆ. It can be shown that
the incoherent state ρˆinc that minimizes S(ρˆ‖ρˆinc) coincides with the diagonal
part of ρˆ, namely
ρˆdiag ≡ ∆(ρˆ) =
∑
i
|i〉〈i|ρˆ|i〉〈i| =
∑
i
ρii|i〉〈i|, (4)
where ∆ is the dephasing (super)operator. The resulting expression of the
coherence quantifier, known as relative entropy of coherence, reads [160]
CS(ρˆ) = S(ρˆdiag)− S(ρˆ). (5)
The quantity CS has a clear physical meaning, namely that the degree of co-
herence of ρˆ corresponds to the amount of disorder introduced in the state by
fully dephasing it in the reference basis. The value of CS ranges from 0 (for
arbitrary mixtures ρˆinc of the states |i〉) to log d (for linear superpositions such
as |φ〉 = 1√
d
∑d
i=1 |i〉, where d is the dimension of the Hilbert space). In the
case of a pure state ρˆ = |ψ〉〈ψ|, one has that S(ρˆ) = 0. The coherence of ρˆ can
thus be expressed as a function of the diagonal matrix elements ρii alone, and
is an increasing function of the dispersion of the population amongst the states
of the reference basis
CS(ρˆ) = −
∑
i
ρii log ρii. (6)
7.2.2 l1-norm
The second quantifier of quantum coherence we report is based on a different
distance between quantum states, namely that defined by the l1 matrix norm
Dl1(ρˆ, σˆ) = ‖ρˆ− σˆ‖l1 =
∑
i,j
|ρij − σij |. (7)
Also in this case, the incoherent state ρˆinc that is closer to ρˆ is ρˆdiag = ∆(ρˆ). The
resulting expression of the quantifier, referred to as the l1-norm of coherence, is
given by [160]
Cl1(ρˆ) =
∑
i6=j
|ρij |. (8)
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The above expression formalizes the intuition that the degree of coherence in
a given state depends on the number and amplitude of the off-diagonal terms
in the density matrix. Its value ranges from 0, in the case of incoherent states
ρˆinc, to d− 1 for states such as |φ〉 = 1√d
∑d
i=1 |i〉.
7.2.3 Fidelity
Along the same lines, other quantifiers of coherence can be obtained by starting
from different distances between quantum states. The fidelity of coherence, for
example, is based on the use of fidelity (F ) for defining the distance [160]:
DF (ρˆ, σˆ) = 1− F = 1− Tr
√
ρˆ1/2σˆρˆ1/2. (9)
In the case of a pure state ρˆ = |ψ〉〈ψ|, the corresponding coherence quantifier,
CF , takes the simple form
CF (ρˆ) = 1−
√∑
i
ρ2ii. (10)
Therefore, just as the relative entropy of coherence (6), the fidelity of coherence
in a pure state increases with the dispersion of the populations corresponding
to the basis states |i〉.
7.2.4 Wigner-Yanase-Dyson skew information
Following a different approach, the coherence of a state ρˆ can be directly re-
lated to its wavelike character. This in turn represents a source of quantum
fluctuations in the value of a given observable Kˆ =
∑
i ki|i〉〈i|, whose eigen-
states define the reference basis. In fact, in the case of pure states, quantum
fluctuations are the only source of uncertainty in the measurement outcome,
whereas mixing represents an additional source of uncertainty in the case of
mixed states. The above arguments qualitatively justify the use of the Wigner–
Yanase–Dyson skew information I(ρˆ, Kˆ) as a coherence quantifier [165]. The
skew information I, which is meant to single out the uncertainties resulting
from quantum fluctuations, is given by:
I(ρˆ, Kˆ) = −1
2
Tr
{
[
√
ρˆ, Kˆ]2
}
. (11)
Amongst other properties, the above quantity vanishes for density operators that
commute with Kˆ, for which only state mixing contributes to the uncertainty in
the measurement outcome. On the other hand, the skew information coincides
with the variance of Kˆ for pure states ρˆ = |ψ〉〈ψ|,
I(ρˆ, Kˆ) = Tr
(
ρˆKˆ2
)
−
[
Tr(ρˆKˆ)
]2
= Var(Kˆ), (12)
while it represents a lower bound for Var(K) in the case of arbitrary density
operators ρˆ.
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7.3 Quantum coherence and delocalization
In a less general setting, one can establish a direct connection between quantum
coherence and other physical properties, such as delocalization or entanglement
[166]. In a number of photosynthetic light-harvesting complexes, for exam-
ple, the system of interest is formed by a number of well-defined subsystems
(chromophores), which provide a local basis for the description of the electronic
excitations. In fact, |i〉 can be identified with the state where the excitation is
localized in the i-th subsystem. Provided that the coupling between the sub-
systems is small compared to the single-site energy gaps, the state of a singly
excited system can be expanded in the basis of such localized excitations, and
each subsystem can be regarded as an effective two-level system. The degree of
delocalization, either in the Hamiltonian eigenstates or in the time-dependent
density matrix, can thus be quantified by the inverse participation ratio [167]
IPR(ρˆ) =
∑
i
ρ2ii. (13)
The more the state is delocalized, i.e. distributed amongst the different subsys-
tems, the smaller the value of IPR is. In fact, the inverse participation ratio
varies from 1/d for fully delocalized states to 1 for completely localized ones.
If the state ρˆ is pure, the delocalization as quantified by IPR implies quantum
coherence in the local basis and vice versa. In fact, by combining (10) and (13),
one can write the fidelity of coherence CF in terms of the inverse participation
ratio as
CF (ρˆ) = 1− [IPR(ρˆ)]1/2. (14)
Such coherent delocalization can be related to the linear superposition principle,
and is thus a quantum effect. In general, however, such connection cannot be
established, and one might have a fully incoherent and yet maximally delocalized
state, such as ρˆinc = (1/d)
∑
i |i〉〈i|. Such incoherent delocalization expresses
a classical uncertainty concerning what site i the excitation is localized on,
which might result from an ensemble average or from a dephasing process in
the localized basis.
A more general connection between delocalization and coherence can be
established by means of the coherence length, which is defined as [168]
CL(ρˆ) =
(∑
i,j |ρij |
)2
d
∑
i,j |ρij |2
. (15)
The coherence length varies from 1/d for states localized on a single site, to d
for fully and coherently delocalized states, while it takes the intermediate value
of 1 for fully and incoherently delocalized states. It thus turns a qualitative
difference between the coherent or incoherent character of the delocalization,
into a quantitative one. It might be instructive to express a coherence quantifier,
and specifically Cl1 , in terms of the coherence length
Cl1(ρˆ) =
[
d CL(ρˆ)Tr(ρˆ2)
]1/2 − 1. (16)
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In the above expression, the relation between quantum coherence, coherence
length and state purity (quantified by 1/d ≤ Tr(ρˆ2) ≤ 1) clearly emerges: large
values of the coherence length can correspond either to large or to small values
of Cl1 , depending on whether ρˆ is a pure or a highly mixed state.
7.4 Quantum coherence and entanglement
Entanglement arguably represents the most characteristic feature of quantum
systems. In the last decades, it has been extensively investigated, also in view
of its potential role in quantum technologies [169, 170]. Entanglement and co-
herence are distinct and yet related concepts. At a basic level, one might argue
that entanglement results from the application of the superposition principle
to composite quantum systems. More specifically, entanglement-based quan-
tifiers of coherence have been defined, based on the intuition that quantum
coherence in a given system S1 is required in order to generate entanglement
between S1 and a second system S2 through incoherent operations [171]. In a
less general framework, one can derive direct relations between coherence and
entanglement quantifiers or witnesses [161, 166]. In particular, we consider the
above mentioned single-excitation manifold, spanned by the states |i〉, each one
corresponding to the excitation being localized in the i-th two-level subsystem.
The reduced density matrix of two subsystems i and j, expressed in the basis
of the Fock states |ni, nj〉 and specifically |0, 0〉,|0, 1〉,|1, 0〉,|1, 1〉 takes the form
ρˆ(2)(i, j) =


∑
k 6=i,j ρkk 0 0 0
0 ρii ρij 0
0 ρji ρjj 0
0 0 0 0


.
This form of the reduced density matrix reflects the constraints resulting from
the presence in the system of a single excitation. As a result, the occupation
probability corresponding to a simultaneous excitation of the two subsystem
(|1, 1〉) vanishes identically, and no coherence is allowed between states corre-
sponding to different values of ni + nj. The degree of entanglement between
two-level subsystems can be quantified by the concurrence C [172], which varies
from 0 (for separable states) to 1. Concurrence is typically used in qubit sys-
tems, with few exceptions trying to incorporate it within an ab initio many-body
framework [173]. In this particular case, C can be written as a simple function
of the coherence between the two states corresponding to ni+nj = 1, i.e. |0, 1〉
and |1, 0〉 [161]:
C
[
ρˆ(2)(i, j)
]
= 2|ρij |. (17)
A direct relation between quantum coherence and entanglement can be derived
by combining the expression of the l1-norm of coherence (8) and that of the
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concurrence (17), which leads to
Cl1(ρˆ) =
∑
i<j
C
[
ρˆ(2)(i, j)
]
. (18)
Thus, the overall amount of entanglement between pairs of subsystems, quanti-
fied by the sum of the concurrences on the right-hand side of the above equation,
corresponds exactly to the amount of coherence in the system state, as quan-
tified by Cl1 . The above relation does not depend on the specific definition of
the subsystems i, provided that the above mentioned structure of the Hilbert
space is preserved, as well as the constraint on the overall number of excitations.
Analogous relations between purity, entanglement and IPR can be derived [166]
8 Theoretical spectroscopies
As already mentioned, charge and energy transfer, charge separation, and, in
general, the processes of harvesting and converting solar light take place in
large and complex structures, whose full description in terms of the Schro¨dinger
equation would largely exceed the available computing capabilities. One way
to overcome such limitation is to explicitly include only a limited number of
relevant degrees of freedom in the simulation of the quantum dynamics. This
leads us to the content of this section, in which we review how to describe open
quantum systems. These approaches are the means of choice for the simulation
of nonlinear spectroscopies, which in turn represent the most powerful experi-
mental probe of excited state dynamics. See also section 4 for a review of the
diverse experimental techniques, and sections 5-6 for a number of applications
to the study of representative systems.
8.1 Dynamics of open quantum system
The dynamics of an isolated quantum system is described by the Schro¨dinger
equation. In reality, due to the unavoidable coupling to a physical environment,
there exists no such thing as an isolated quantum system. On the other hand,
even in complex systems, it is often possible to identify a set of relevant degrees
of freedom, which are experimentally accessible and weakly coupled to the re-
maining ones in the system. These degrees of freedom define the reduced system
S, while the remaining ones constitute the environment E . The time evolu-
tion of the reduced density operator, ρˆS , is in principle obtained by evolving
the complete state (through the unitary time-evolution operator UˆSE) and then
tracing over the environment,
ρˆS(t) = TrE
{
UˆSE(t) [ρˆS(0)⊗ ρˆE(0)] Uˆ †SE(t)
}
. (19)
In practice, it is desirable to express the reduced dynamics in a closed form,
where the environment enters implicitly through an approximate description of
its effect on the time evolution of ρˆS . This can be done through two equivalent
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but formally different approaches, namely quantum master equations and linear
maps, which are briefly discussed hereafter [174]. In the following, we refer to S
simply as the system and drop the subscript S from ρˆS , unless this is required
to avoid ambiguities.
8.1.1 Quantum dynamical maps
The dynamics of the system resulting from Eq. (19) can be expressed, without
any explicit reference to the environment, in terms of a quantum dynamical map
[174]
Λ0,t : ρˆ(0) −→ ρˆ(t), (20)
which is a linear superoperator, hermiticity- and trace-preserving, and com-
pletely positive. These properties guarantee that the dynamics preserves the
formal properties of the density operator throughout its time evolution. In
particular, positivity implies that the eigenvalues of the density operator, rep-
resenting occupation probabilities, always remain non-negative (as it is the case
in the initial state). Complete positivity is an even stronger condition, corre-
sponding to the positivity of the maps In ⊗ Λ0,t, with In the identity operator
in an Hilbert space of the environment of arbitrary dimension n. This condi-
tion guarantees that, also in the case where S is initially entangled with an
n-dimensional environment, the application of the map Λ0,t to the state of S
(and of the identity operator to that of E) leads to a physical state ρSE of the
overall system.
A quantum dynamical semigroup is a family of quantum dynamical maps,
indexed by a continuous time parameter t, that satisfy the semigroup property
ΛtΛs = Λs+t. (21)
This property can be used to define a Markovian dynamics, along the lines of
what is done for classical systems in the homogeneous case.
If the linear map is invertible, i.e. if a map Λ−10,t exists for all values of t, one
can also introduce the notion of divisibility and define a map that couples states
corresponding to any two finite times s and t > s, namely
Λs,t = Λ0,tΛ
−1
0,s. (22)
We note that (complete) positivity of the inverse map Λ−10,t , and thus of Λs,t, does
not follow from that of Λt. However, if the dynamical map Λs,t is (completely)
positive, then the map Λt is said to be (completely) positive divisible. Completely
positive divisibility represents another possible criterion to define Markovianity
of a quantum dynamics, in analogy to that of classical processes. As discussed
below, the above properties of the dynamical map Λt can be related to those of
the corresponding master equation.
The definition of quantum Markovianity can also be derived from a con-
nection between memory effects and the information flow between system and
environment. In particular, a Markovian dynamics corresponds to an unidirec-
tional flow of information, resulting in a loss of distinguishability between the
system states [175, 176]. This is in turn reflected in a monotonic decrease of the
distance between any two system states, as quantified by some suitable metrics,
such as the trace distance [164]
D(ρˆ, σˆ) =
1
2
‖ρˆ− σˆ‖ =
∑
k
|µk|, (23)
where µk are the eigenvalues of ρˆ − σˆ. Interestingly, one can show that the
application of a quantum dynamical map decreases the trace distance or, in the
case of a unitary dynamics, leaves it unaffected [177]
D[ρˆ(0), σˆ(0)] ≥ D{Λt[ρˆ(0)],Λt[σˆ(0)]}. (24)
This property, however, does not prevent the trace distance at time t from being
larger that that at time s, with 0 < s < t (as mentioned above, Λs,t might be
undefined, or it can exist but without being a quantum dynamical map). If
this is the case for some pair of initial states ρˆ(0) and σˆ(0), then the dynamics
described by Λt is defined non-Markovian. In view of the above definitions,
in the case of a divisible map Λ0,t the notion of Markovianity is equivalent to
that of completely positive divisibility, whereas maps that are positive, but not
completely positive divisible describe a non-Markovian dynamics.
8.1.2 Quantum master equation
The quantum master equation is a first-order differential equation, which ex-
presses the time derivative of the system state at time t as a function of ρˆ at
time t and, eventually, at earlier times s < t. In the simplest case, the master
equation is local in time, and the generator L is time independent
d
dt
ρˆ(t) = (L0 + L1)ρˆ(t) = (i/h¯)[ρˆ(t), Hˆ ] + L1ρˆ(t), (25)
where L1 accounts for the coupling to the environment, while L0 describes the
contribution of the system Hamiltonian Hˆ . The above master equation reduces
to the Liouville-von Neumann equation in the special case L1 = 0.
Relations between the Markovian character of a quantum master equation
and that of the corresponding quantum dynamical map have been established.
In particular, it can be shown that, under general mathematical conditions
[174], a quantum dynamical semigroup can be expressed in the exponential
form Λt = e
Lt, where the generator L is a Lindblad superoperator. Such time
evolution of the density operator can also be expressed in terms of a master
equation in the Lindblad form, where
Lρˆ = i
h¯
[ρˆ, Hˆ ] +
1
2
d2−1∑
k=1
Γk
(
2LˆkρˆLˆ
†
k − Lˆ†kLˆkρˆ− ρˆLˆ†kLˆk
)
. (26)
Here d is the dimension of the Hilbert space, Γk ≥ 0, and the Lindblad operators
Lˆk define an orthonormal operator basis. One can tentatively assign to each
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of the terms entering the above superoperator a phenomenological meaning. In
particular, the k-th Lindblad operator can correspond to a given transformation
Lˆk induced by the environment on the system state, at a rate Γk. However, one
should also keep in mind that, for a given master equation, the Hamiltonian Hˆ
and the Lindblad operators are defined up to a set of transformations, under
which the superoperator L is invariant. In fact, the Hamiltonian Hˆ appearing
in the above equation generally does not coincide with the free Hamiltonian of
the reduced system.
The master equation can be derived either phenomenologically or from the
microscopic Hamiltonian of the overall system [174, 178]. The latter derivation
generally does not lead to a master equation in the Lindblad form. In order
for this to happen, a number of approximations must be introduced, which
we briefly mention hereafter. First of all, one needs to introduce the Born
approximation [174], which holds if the system-environment coupling is weak,
compared to those that enter the free Hamiltonian of the system S. This al-
lows one to expand the complete equation of motion to second order in the
system-environment interaction Hamiltonian, to assume that the state of the
environment is unaffected by the system, and to write the overall density opera-
tor ρˆSE(t) in the factorized form ρˆS(t)⊗ρˆE(0). As to the Markov approximation,
this is valid if the time scale over which the correlation functions of the environ-
ment vanish is much smaller than the time scale characterizing the dynamics
of the reduced system. The above approximations lead to the so-called Red-
field master equation, which is local in time, but does not necessarily generate
a quantum dynamical map, and therefore might lead to an unphysical density
operator. The Lindblad master equation is obtained by additionally introducing
the secular approximation.
More generally, if the dynamical map Λt is invertible, the dynamics can al-
ways be expressed in terms of a time-local master equation dρˆ(t)/dt = L(t)ρˆ(t),
where L represents a generalized Lindblad superoperator, with time-dependent
parameters Γk, and Lindblad operators Lˆk. Besides, if the map is a semigroup,
all rates and operators have to be time-independent, and a necessary and suffi-
cient condition for complete positivity is represented by the condition that all
the rates be nonnegative [179]. The generalized Lindblad master equation men-
tioned above is derived through a projection operator technique [180, 181]. In
this approach, the partial trace on the environment degrees of freedom is asso-
ciated to a projector operator P in the space of the system environment degrees
of freedom. The projected density operator P ρˆSE = TrE(ρˆSE)⊗ ρˆE0 = ρˆS ⊗ ρˆE0
(with ρˆE0 a reference state of the environment) is identified with the relevant part
of ρˆSE , for which one seeks a closed equation of motion. The time-convolutioness
projection operator technique leads to a master equation local in time, with a
time-dependent generator. Such master equation supports an investigation of
non-Markovian effects beyond the Born approximation. An alternative pro-
jection operator technique leads to the so-called Nakajima–Zwanzig master
equation [182, 183], which is an integro-differential and time-nonlocal equa-
tion, where the derivative of P ρˆSE at time t depends on the past history of such
operator through a memory kernel.
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Markovian master equations find their natural application in quantum op-
tics, where the environment is essentially represented by a continuum of modes
of the electromagnetic field, whose correlation time is typically shorter than the
relevant time scales in the system dynamics. Memory effects might emerge in
the case of environments with long correlation times, in the presence of system-
environment couplings that are comparable to those within the system, or of a
structured environment. Some of these conditions can be met in semiconduc-
tor [184] or superconducting [185] qubits, as well as in optomechanical systems
[186], molecular spins [187], and photosynthetic complexes [188], just to name
a few. Some authors also report that both Markovian and non-Markovian dy-
namics affect the generation and time evolution of entanglement in biological
light-harvesting systems [136].
In an open quantum system, the coherences between the system eigenstates
tend to be suppressed by the interactions with the environment. Within the
framework of quantum-information processing, different strategies have been
developed in order to preserve quantum coherence, ranging from active, error-
correction approaches [189] to passive, error-avoiding ones [190]. The ultimate
goal of such approaches is to avoid uncontrolled deviations of the system dy-
namics from the specific unitary evolution that implements the desired kind of
quantum information processing. More specifically, one might ask under which
conditions some particular coherences can persist in an open quantum system
in spite of its coupling to an environment. Indeed, one can show that, for suit-
able initial conditions, the amount of coherence in a given basis {|i〉} can be
strictly conserved (freezing of coherence) if the dephasing process acts in a basis
transversal to {|i〉} [191]. Besides, in the presence of a non-Markovian dephas-
ing, a certain degree of coherence between the system eigenstates can persist in
the stationary state, a phenomenon known as coherence trapping [192].
8.2 Simulation of 2D spectroscopy
In transient-absorption spectroscopies, one measures the absorption spectrum
of a system of interest that has been previously brought out of its equilibrium
state. Typically, the system is excited (pumped) by an ultrashort laser pulse
and probed by a successive pulse, with varying time delay between the two.
Two-dimensional (2D) spectroscopy represents an extension of such a pump-
probe scheme. In fact, it allows to resolve and correlate the excitation and the
emission/absorption frequencies. In the time-domain approach, this is achieved
by exciting the system with two broad-band femtosecond laser pulses, separated
by a variable time delay t1 and followed, with delay t2, by a third, probe pulse.
Two-dimensional spectroscopy gives access to nonlinear optical effects, and typi-
cally to third-order nonlinearities. In fact, the three electric fields corresponding
to the incoming laser pulses induce a polarization in the sample, which results
in the emission of a new field in the phase matched direction. Hereafter, we
briefly recall the relevant quantities that are accessed in 2D spectroscopy, the
relation between such quantities and quantum coherence, and between the sim-
ulations of the 2D spectra and the theory of open quantum systems. We refer
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the reader to the review articles and to the textbooks on 2D spectroscopy for a
more detailed discussion of its many aspects [193, 194].
The optical response of the system can be derived from its polarization P ,
which thus represents the key quantity in the following discussion. In particular
P is proportional to the energy exchanged by the probe pulse with the system,
resulting in negative (absorption) or positive (emission) contributions. Within
the dipole approximation, the system polarization is defined as the expectation
value of the dipole operator µˆ, and is a function of the waiting times between
the incoming laser pulses
P (t > 0) = Tr [ρˆ(t)µˆ] = P (t1, t2, t3 = t). (27)
Here, t1 is the length of the time interval between the two pump pulses, t2 is
the delay of the probe pulse with respect to the second pump pulse, and t3 the
time elapsed after the probe pulse. In order to simulate the optical response
of the system, one thus needs to compute the time evolution of the density
operator ρˆ from its equilibrium state ρˆ(−∞) to some final time t = T of the
order of its equilibration time. Within the framework of open quantum systems,
such evolution can be computed either exactly (i.e. nonperturbatively) or by
means of a perturbative approach. In the following, we refer to the perturbative
approach, where the nonlinear contribution to the polarization can be clearly
defined. In order to avoid unnecessary complications, we shall assume that the
duration of the laser pulses is negligible with respect to the characteristic time
scale of the dynamics (semi-impulsive limit) [193, 194].
Within the perturbative approach, the n-th order contribution P (n) to the
polarization is computed by expanding the equation of motion for the density op-
erator ρˆ with respect to the light-matter interaction Hamiltonian Hˆ = −µˆE(t),
and retaining only those terms that are n−th order. In particular, the third-
order contribution P (3), which is the dominant nonlinear term in randomly
oriented systems with inversion symmetry, is linear in the fields corresponding
to each of the three pulses. Being the polarization a linear function of the den-
sity operator, P (3) can be identified with the expectation value of µˆ obtained
from the third-order contribution in the density operator
ρˆ(3)(t) = C Λ0,t3VΛ−t2,0VΛ−t1−t2,−t2V ρˆ(−∞), (28)
where C = (i/h¯)3E(0)E(−t2)E(−t1 − t2), E(t) is the electric field at time t
(at the relevant position), V ρˆ ≡ [µˆ, ρˆ] is the superoperator that accounts for
the light-matter interaction, and Λt,t+τ is the quantum dynamical map corre-
sponding to the free evolution of the system. If the duration of the pulses is not
negligible with respect to the time scale of the free dynamics, the above equation
has to be replaced by a three-dimensional integral with respect to the waiting
times. As to the free evolution, the superoperator Λ can take different forms,
depending on the system Hamiltonian and on the coupling to the environment.
In the simplest case, the dynamics is homogeneous with respect to time and
the decoherence has a Markovian character. As a result, the time evolution
superoperator can be expressed in an exponential form Λt,t+τ = Λτ = exp(Lτ),
with L a Lindblad superoperator.
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Many features of interest in the 2D spectra result from the coherent contri-
bution to the system time evolution. It might thus be useful to consider the
ideal case of a purely Hamiltonian dynamics, where the master equation is re-
duced to the Liouville–von Neumann equation and the effect of Λ on the density
operator takes the simple analytical form
Λτ [ρˆ(t)] =
∑
k,l
ρkl(t) e
−iωklτ |k〉〈l|, (29)
where h¯ωkl = Ek−El, while |k〉 and Ek are the eigenstates and eigenvalues of the
free Hamiltonian Hˆ0, respectively. The resulting expression of the third-order
polarization, for a system initialized in the ground state |0〉, is given by
P (3)(t) = C
∑
α
V00,i1αj1αVi1αj1α,i2αj2αVi2αj2α,i3αj3α
× 〈j3α|µˆ|i3α〉 e−iω1αt1e−iω2αt2e−iω3αt3 . (30)
Here, the oscillation frequencies are ωkα = ωikαjkα = (Eikα −Ejkα)/h¯, while
Vij,kl gives the amplitude of the dipole-induced transition between the matrix
elements ρkl and ρij . Its expression is given by
Vij,kl = δlj〈i|µˆ|k〉 − δik〈l|µˆ|j〉, (31)
with δij the Kronecker delta. As emerges from the above equation, P
(3)(t)
includes a number of interfering terms, labeled by the index α, whose relative
amplitudes depend on the above elements Vij,kl. Each of these contributions
corresponds to a pathway that leads from the initial state ρ(−∞) = |0〉〈0| to an
operator |i3α〉〈j3α| that contributes to the expectation value of µˆ (i.e. such that
〈j3α|µˆ|i3α〉 6= 0). Within each pathway, the kth laser pulse creates a population
or coherence |ikα〉〈jkα| (depending on whether or not ikα coincides with jkα),
which then oscillates with a frequency ωkα as a function of the waiting time tk.
We stress that these oscillations do not provide information on the character
of the eigenstates (e.g. on the spatial coherences that might be present within
each of them), but merely witness the presence of a linear superposition of
|i3α〉 and |j3α〉, amongst others. Besides, each term α correlates the frequencies
corresponding to the three waiting times (ω1α, ω2α, and ω3α) and shows that
the corresponding coherences evolve one into the other throughout the system
dynamics. In particular, in 2D spectroscopy one correlates the frequencies ω1
and ω3, obtained by Fourier transforming P
(3) with respect to the waiting times
t1 and t3, for given values of t2. These quantities are also referred to as the
excitation and detection frequencies.
In order to further clarify the above concepts, we briefly discuss here two of
the simplest model-systems that include both electronic and vibrational degrees
of freedom. The first one is represented by an (electronic) two-level system
interacting with a (vibrational) harmonic oscillator, through a Holstein term
Hˆ =
∑
χ=g,e |χ〉〈χ|
[
ǫχ + h¯ω
√
Sχ
(
aˆ† + aˆ
)]
+ h¯ωaˆ†aˆ
=
∑
χ=g,e
∑∞
k=0 |χk〉〈χk| [ǫχ + h¯ω (k − Sχ, )] (32)
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where the Hamiltonian eigenstate |χk〉 = |χ, nχ〉 is given by the tensor product
of an electronic state χ = g, e and of an eigenstate of the displaced oscillator
(corresponding to the annihilation operator bˆχ = aˆ+
√
Sχ, with Sχ the Huang-
Rhys factor). In spite of its extreme simplicity, such a model can be used to
interpret part of the 2D maps obtained with conjugated polymers [195] and ac-
counts for the formation of different kinds of coherences, induced by the sequence
of three laser pulses (Figure 8). In particular, the first pulse initially creates
purely electronic coherences, formally resulting from the commutator of ρˆ(−∞)
and of the dipole operator µˆ = µge|g〉〈e|+µeg|e〉〈g|. During the waiting time t1,
these rapidly evolve into vibronic coherences, as the phonon wavepacket oscil-
lates back and forth within the adiabatic potential energy surface corresponding
to the excited state or remains in its initial state, depending on whether the elec-
tronic subsystem is in the state |e〉 or in |g〉, respectively. Correspondingly, the
electronic coherence ρge = Tr(ρˆ|e〉〈g|) is periodically suppressed and restored,
as the overlap between the reduced vibrational states 〈e|ρˆ|e〉 and 〈g|ρˆ|g〉 under-
goes sequential collapses and revivals. Purely vibrational coherences 〈χk|ρˆ|χl〉
(with χ = g, e) are generated by the second laser pulse (in fact, these are the
only coherences supported by the model during the waiting time t2), both in
the ground and in the excited-state manifold. Finally, the third laser pulses
generates coherences that oscillate with frequencies (ǫe − ǫg)/h¯+ kω as a func-
tion of t3 (where, in the ω3, unlike in ω1, k can also be negative, as happens in
photoinduced absorption).
Additional phenomena can show up in a model system where two optical
excitations, e and f , are present, and are coupled by an hopping-like term
Hˆt = (t/2)(|e〉〈f | + |f〉〈e|). The Hamiltonian of such a system can be written
in the form
Hˆ =
∑
χ=g,λ,µ |χk〉〈χk|
{
ǫχ + h¯ω
[
bˆ†χbˆχ − (1/2)(Se + Sf )
]}
+(1/2)(Se − Sf )(aˆ† + aˆ)(|λ〉〈µ| + |µ〉〈λ|), (33)
where the uncoupled electronic states |e〉 and |f〉 are assumed degenerate for
simplicity, while |λ〉 ≡ (|e〉 + |f〉)/√2 and |µ〉 ≡ (|e〉 − |f〉)/√2 are the eigen-
states of the electronic Hamiltonian. The states |e〉 and |f〉 might be identified
with the optical excitation being localized in two different, spatially separated
subsystem, and Hˆt with an electronic (or dipole-dipole) coupling between the
two subsystems that tends to delocalize the excitation. Irrespective of such an
identification, a non-adiabatic term is present in the above Hamiltonian, which
possibly represents the minimum model where surface hopping of the phonon
wavepacket can take place. In addition, if the electronic gap (here coinciding
with t) is close to resonance with the phonon energy h¯ω, the Hamiltonian eigen-
states have an hybrid electronic-vibrational character (i.e. vibronic coherences
are present in the eigenstates). Such states can provide an efficient pathway for
the generation of vibrational coherences, even for small differences between the
Huang-Rhys factors of the ground and excited states [126, 135].
The third-order polarization measured in 2D spectroscopy thus provides in-
formation on (differences between) the energy eigenvalues. With respect to a lin-
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ear response, which provides analogous information, P (3)(t) generally contains
additional terms, corresponding to the coherences between excited states. More
importantly, multidimensional spectroscopy also allows one to unravel complex
optical spectra by correlating excitation and emission frequencies. Such cor-
relations represent an experimental evidence that two or more excitations are
dynamically coupled to each other, and thus belong to the same quantum sys-
tem. In addition, those excitations whose nature has already been clarified can
act as labels, and allow one to extract from the 2D spectra a deep insight into
the interplay between different degrees of freedom in the system dynamics and
in the charge separation process [152].
The above illustrative discussion has been carried out by treating the system
of interest as an isolated one. In fact, the third-order polarization as expressed in
Eq. (30) can be derived from the knowledge of the system Hamiltonian alone.
In real systems, however, interactions with the environment cause deviations
from such an idealized picture. In the simplest case, this results in an exponen-
tial decay of the coherences that are generated by the external driving fields.
The resulting third-order polarization can be obtained simply by replacing the
real frequencies ωkα in (30) with complex frequencies ωkα − iγkα, with γkα > 0
the decay rate of the coherence in question. In addition, incoherent population
transfer between the eigenstates can result from environment-induced relaxation
or excitation processes. Finally, couplings between coherences and populations
can be induced by the environment, if decoherence is described within a Red-
field or (in the presence of degeneracies) Lindblad master equation. All these
couplings result in additional pathways, which can complicate the interpretation
of the observed 2D spectra.
The 2D spectroscopy has been identified as the tool of choice for the obser-
vation of quantum coherence in a number of physical systems. As mentioned
above, the oscillating terms in the third-order polarization P (3) (and, more
generally, in the overall polarization P (t)) indeed correspond to off-diagonal
elements of the density matrix in the basis of the system eigenstates. The ob-
servation of oscillations as a function the waiting time tk thus allow one to detect
coherence in the system state after the first k laser pulses. In other terms, it im-
plies that the quantifiers of coherence defined in the previous section take finite
values. The extraction of quantitative estimates of the state coherence from the
2D spectra is less straightforward. In fact, besides the remarks reported in the
previous section, one should note that the intensity of the field emitted by the
system is proportional to the coherence in the density operator that represents
the state of the ensemble. However, the constant of proportionality is generally
unknown. Besides, peaks corresponding to different coherences often end up
in the same spectral region, and might be impossible to resolve, also in view
of the inhomogeneous broadening. Experimentally, different pathways can be
at least partially discriminated against each other by selecting specific emis-
sion directions (phase matching) or by controlling the sum of the pulse phases
(phase cycling) [194]. From a theoretical point of view, the coherence quantifiers
can be computed in a straightforward manner, once the quantum dynamics has
been solved and the time dependent density operator (or state vector) has been
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derived.
9 Approaches to quantum dynamics
The simulation of ultrafast charge separation processes requires the solution of
the entangled electronic and nuclear dynamics. To this end, several approaches
has been developed in the past 10 years. These can be divided into two main
classes depending on whether the nuclei are treated as classical or quantum par-
ticles. In the former, the nuclear wavepacket is approximated by an ensemble of
particles that follow classical trajectories; quantum corrections are then added
(in an approximate way) to deal with nonadiabatic effects. In the latter, the
nuclear wavepacket is described including all quantum effects, such as nonlocal-
ity, tunneling and quantum decoherence. In particular the multiconfiguration
time-dependent Hartree (MCTDH) algorithm [196, 197] and ab initio multiple
spawning (AIMS) dynamics [198] have been used with great success to gain in-
sight into the complicated dynamics at conical intersections as well as for the
investigation of light-driven reactions in chemistry and biology. A third class,
known as semiclassical methods, adds part of the missing quantum effects to
the classical simulations by means of a quantum phase associated to the tra-
jectories; the most common semiclassical methods have been reviewed in recent
articles [199, 200, 201, 196].
Methods that incorporate nuclear quantum degrees of freedom (DoF) into
a classical formulation of the dynamics are called mixed quantum-classical. An
important limitation common to all these classical path approaches is the ab-
sence of a “back-reaction” of the classical DoF to the quantum DoF. One way
to overcome this deficiency is to employ Ehrenfest’s theorem [202] and calcu-
late the effective force on the classical trajectory through a mean potential that
is averaged over the quantum DoF [203, 204, 205, 206]. As with most mixed
quantum-classical formulations, the resulting mean-field trajectory method em-
ploys a quasiclassical approximation to the heavy-particle DoF; that is, the
quantum mechanical spread of the initial state is simulated through a quasiclas-
sical sampling of the corresponding probability distribution. This procedure,
often called independent trajectory approximation, produces strictly indepen-
dent trajectories and therefore (in contrast to a rigorous semiclassical descrip-
tion in the sense of the Van Vleck–Gutzwiller formulation [207, 208]) possible
quantum-mechanical interferences between individual classical paths cannot be
captured.
A different way to combine classical and quantum mechanics is given by
the “connection approach”, which was proposed independently by Landau,
Zener, and Stu¨ckelberg and has later been adopted and generalized by many
authors [208, 209, 210, 211]. In this formulation, nonadiabatic transitions of
classical trajectories are described in terms of a connection formula of the semi-
classical Wentzel–Kramers–Brillouin [212, 213] wavefunctions associated to two
or more coupled electronic states. This intuitively appealing picture of trajecto-
ries hopping between coupled potential-energy surfaces gave rise to a number of
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mixed quantum-classical implementations of this idea [214]. Recently, a novel
coupled-trajectory approach derived from the exact factorization theorem [215]
was proposed. In this case, trajectories are propagated on-the-fly along a single
time-dependent potential energy surface and are coupled together through the
action of the quantum momentum. This approach named coupled-trajectory
mixed quantum-classical (CT-MQC) dynamics is able to describe (without the
need for an ad hoc phenomenological model) quantum coherence and decoher-
ence effects that are missing in standard MQC approaches based on classical
trajectories.
In addition, there is a series of alternative methods such as quantum-classical
Liouville [216, 217, 218, 219, 220, 221, 222] and quantum hydrodynamic or
Bohmian formulation [216, 217, 218, 219, 220, 221, 222], which however cannot
yet be applied to the description of molecular charge separation processes in
fully-atomistic modeling. In the following sections, we focus on the descriptions
of a small subset of quantum dynamics approaches that share the common prop-
erty of being particularly suited for quantum molecular dynamics simulations
at a reasonable computational cost.
9.1 Wavepacket-based approaches
An interesting solution of the electronic and nuclear quantum dynamics is based
on the so-called Multi Configuration Time Dependent Hartree (MCTDH) ap-
proach [196]. The starting point is the expansion of the total molecular wave-
function according to Born and Huang Ansatz
Ψ(r,R, t) =
∑
i=1
Φi(r;R)Ωi(R, t) , (34)
which allows the description of the quantum dynamics as the time-evolution
of a nuclear wavepacket evolving on the PESs derived from the solution of the
time-independent Schro¨dinger equation for the electrons at fixed nuclear posi-
tions. In (34), Ψ(r,R, t) is the molecular wavefunction, Φi(r;R) are the static
electronic wavefunctions that depend parametrically on the nuclear coordinates
(R), and Ωi(R, t) are the ‘nuclear’ wavefunctions (r is the collective vector for
all electronic coordinates).
In MCTDH the wavefunction Ansatz is written in a linear combination of
Hartree products
Ωi(R, t)→ Ψi(Q1(R), . . . , Qf (R), t) =
=
∑n1
j1=1
· · ·∑nfjf=1Aij1...jf (t)∏fk=1 φi,(k)jk (Qk(R), t) (35)
where Q1(R), . . . , Qf(R) are the nuclear collective degrees of freedom (i.e. nor-
mal modes), Aij1...jf are the time-dependent expansion coefficients, and φ
i,(k)
jk
are the time-dependent basis function for each nuclear DoF k and each surface i.
In the most general case, each collective variable Qj(R) is therefore a function
of all nuclear coordinates, R.
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By its very nature, MCTDH requires however the computation of all rel-
evant PESs and corresponding couplings before the actual propagation of the
wavepacket. This clearly implies an important computational effort that lim-
its the applicability of this method to a small number of degrees of freedom
(≤ 10). This is especially true when the selected degrees of freedom cannot be
approximated by model potentials of harmonic or Morse type.
In addition, the determination of the relevant degrees of freedom to include
in the dynamics can also become a challenging problem and requires some a
priori knowledge of the most relevant vibrational modes involved in the process
of interest. Finally, MCTDH is not suited for the description of the complex
dynamics of nearly chaotic systems, especially when different PES topologies
(bound vs. unbound states) need to be considered. It is worth mentioning that
with the advent of the Direct Dynamics variational method (DD-vMCG [223])
this situation may evolve rapidly in the near future [224, 225].
9.2 Trajectory-based approaches
9.2.1 Mixed quantum-classical trajectory-based approaches.
The first step in the derivation of the equations of motion for the combined
electron-nuclear dynamics is the definition of a suited representation of the
total system wavefunction. Depending on the particular choice of this expan-
sion we can obtain different (approximated) solutions of the initial molecular
Schro¨dinger equation. In the following we will restrict ourselves to two main
representations of the total molecular wavefunction that will give rise to two
main trajectory-based nonadiabatic molecular dynamics solutions: mean field
Ehrenfest dynamics derived from the following Ansatz for the molecular wave-
function
Ψ(r,R, t) = Φ(r, t)Ω(R, t)e
[
i
h¯
∫
t
t0
Eel(t
′)dt′
]
(36)
and surface hopping dynamics based on the Born-Huang expansion (34). In
both approaches, the nuclei are described by classical trajectories (one in the
mean field case) and therefore the methods belong to the class of MQC solutions.
Comparing the two representations (Born-Huang, (34), vs. Ehrenfest, (36)), we
observe that while in the second one we have an explicit time-dependence in
both nuclear and electronic degrees of freedom, in the Born-Huang expansion
the electronic wavefunction, Φi(r,R), only depends implicitly on time through
the evolution of the nuclear coordinates, R(t). In fact, in this case the elec-
tronic wavefunctions associated to the different states are evaluated from an
optimization procedure (self-consistent optimization) at fixed nuclei positions.
This implies that non-equilibrium electronic ultrafast processes are better de-
scribed using the Ehrenfest approach, which incorporates an effective, explicit,
electronic dynamics that can also be performed at fixed nuclei positions.
It is worth mentioning that other representations of the molecular wave-
function are possible, like the one based on the exact factorization [226] which
leads to a coupled-trajectories MQC approach [215, 227] or the one derived from
the conditional wavefunction approach [228, 229]. Despite their potential, these
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methods are still in their infancy and therefore they will not be discussed in this
review.
9.2.2 Ehrenfest dynamics.
Ehrenfest dynamics (EHD) is derived using the following Ansatz for the molec-
ular wavefunction
Ψ(r,R, t) = Φ(r, t)Ω(R, t) exp
[
i
h¯
∫ t
t0
dt′Eel(t′)
]
, (37)
which, when inserted in the Schro¨dinger equation for Ψ(r,R, t), gives (in the
classical h¯ → 0 limit for the nuclear wavefunction) the following equations of
motion for (classical) nuclei and electrons [230, 231]
MγR¨γ(t) = −∇γ〈Hˆel(r,R)〉 (38)
ih¯∂tΦ(r;R(t), t) = Hˆel(r;R(t))Φ(r;R(t), t). (39)
Here 〈Hˆel(r,R)〉 =
∫
dr Φ∗(r, t)Hˆel(r,R)Φ(r, t),
Eel(t) = (40)
=
∫∫
dr dRΦ∗(r, t)Ω∗(R, t)Hˆel(r,R)Φ(r, t)Ω(R, t)
and Hˆel(r,R) is the electronic Hamiltonian in the field generated by the nuclei.
The non-adiabatic character of this approach can be made clear introducing the
representation of the Ehrenfest state as a linear combination of instantaneous
adiabatic states functions, {ΦoptI (r;R(t))}NsI=1, obtained from the solution of the
corresponding time-independent Schro¨dinger equation for the nuclear configu-
ration R(t),
Φ(r;R(t), t) =
Ns∑
I
cI(t)Φ
opt
I (r;R(t)) . (41)
Inserting this expansion in (38) leads to the following expression for the nuclear
forces
FK = −
∑
I
|cI |2∇KEI +
∑
IJ
c∗IcJ(EJ − EI)dIJ (42)
where dIJ = 〈ΦoptI |∇RK |ΦoptJ 〉 are the non-adiabatic couplings between states I
and J .
The Ehrenfest equations of motion for the electrons (39) can be easily “den-
sityfunctionalized” leading to and equation of motion for the Kohn-Sham or-
bitals [231, 230]
ih¯
∂
∂t
φk(r, t) = −1
2
∇2φk(r, t) + vs[ρ,Φ0](r, t) , (43)
where k = 1, . . . , Nel,
vs[ρ,Φ0](r, t) =
= vext(r, t) + vH(r, t) +
δExc[ρ,Φ0](r)
δρ(r)
∣∣∣
ρ(r)←ρ(r,t)
, (44)
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in the adiabatic approximation of the TDDFT kernel, vext(r, t) = −
∑
I
ZI
|r−RI |
is the external potential, and vH(r, t) is the Hartree potential. The dynamics is
started from a given initial density (or Kohn-Sham orbitals), which can either
correspond to the ground state of the system or to an electronically excited [231]
or ionized [230, 232, 233, 234] state.
9.2.3 Tully’s Trajectory Surface Hopping
Starting from the Born–Huang expansion of the molecular Hamiltonian [235]
Ψ(r,R, t) =
∞∑
i=1
Ωi(R, t)Φi(r;R) (45)
and passing to the classical limit for the nuclei, J. Tully derived the following
set of equations for the coefficients C
[α]
j (t) that are now replacing the quantum
nuclear wavefunctions Ωi(R, t) [236],
ih¯C˙
[α]
j (t) =∑∞
i=1 C
[α]
i (t)
(
Eeli (R
[α])δij − ih¯
∑Nn
γ d
γ
ji(R
[α]) · R˙[α]γ
)
, (46)
where dγji(R) =
∫
drΦ∗j (r;R)∇γΦi(r;R) are the nonadiabatic coupling vec-
tors, NACV. Note that in the expansion of (45) the electronic state wavefunc-
tions are depending only implicitly on time through the nuclear coordinates
R(t), which, according to Tully’s prescription, evolve ‘adiabatically’ on a given
PES j until a hop to a different surface i occurs, with a probability that is com-
puted from the state amplitudes {C [α]i (t)} [237]. Tully’s surface hopping is a
multi-trajectory approximation of the exact nuclear dynamics, and it is the en-
semble of trajectories (labelled by the superscript [α]) that ultimately describes
the semiclassical time-evolution of the nuclear wavepacket.
10 The electronic structure problem
The step towards a theoretical modeling of ultrafast processes at atomistic scale
is limited by the accuracy problem intrinsic to all approximate solutions to the
time-dependent many-body molecular Schro¨dinger equation. Approximations in
ab initio molecular dynamics occur in different flavors.First, one can transform
the original system Hamiltonian into a new form more suited for a numerical
solution. This is for instance the case in DFT where the complex interacting
Hamiltonian is mapped (in an in principle exact way) into a system of noninter-
acting particles subject to the action of a compensating local external potential
(the exchange-correlation (xc) potential) for which we need approximations.
More extreme approximations of the Hamiltonian are obtained in the so called
semi-empirical methods. Other approaches use the exact Hamiltonian combined
with approximated expansions of the many-electron wavefunctions. These meth-
ods comprise configuration interaction (CI) approaches, multi-configurational
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self-consistent field (CASSCF) with or without corrections to include dynam-
ical correlation (Møller–Plesset perturbation), coupled cluster (CC) and many
other post-Hartree Fock methods. The situation becomes even more compli-
cated when in addition to the approximations to the electronic part of the
Schro¨dinger equation, one also considers nuclear quantum effects, which are of
particular relevance in nonadiabatic dynamics [238].
The second important source of approximations is linked to numerics. De-
spite the enormous increase of computational resources in the last decades, the
unfavorable scaling associated to many electronic structure approaches hampers
an adequate sampling of the electronic wavefunction space both in the ground
and excited states. When coming to ab initio dynamics, the situation becomes
even more critical since the numerical costs associated to the evaluations of ener-
gies and forces are multiplied by the number of time steps required to describe
the process of interest. In general, ground state simulations based on DFT
are limited to tens of picoseconds while nonadiabatic simulations can rarely be
pushed over one ps. These approximations rise inevitably the issue about the
predictivity of ab initio molecular dynamics simulations. Unfortunately, there
is no way to predict a priori the effects of the approximations introduced at the
level of the Hamiltonian or for the description of the many-electron wavefunc-
tions and therefore a number of tests has to be performed to assess the quality
of the the xc-functional in DFT, the many-electron wavefunction representation
in post-Hartree Fock approaches, and the basis set used for the expansion of the
molecular orbitals. These quality checks are usually performed using very ac-
curate single point calculations as references (when affordable) or, even better,
experimental results.
A word of caution is however required when comparing experimental and nu-
merical results. Due to the difficulties in controlling the experimental conditions
the match with the numerical calculations can often be problematic: effects re-
lated to the environment, sample size, pressure and temperature are difficult to
reproduce in a calculation and will always give a margin of uncertainty.
10.1 Constrained DFT and redox processes
Ultrafast charge transfer processes such as electron transfer (ET) processes can
often be efficiently studied in a ‘static’ picture using the framework of Marcus
theory [239], which describes ET kinetics in terms of diabatic parabolic curves
that can be determined using ground state ab initio MD simulations. Extensions
to the non-Marcus regime have been also extensively studied [240, 241] and they
can be easily implemented as corrections to the linear response (Marcus) picture.
The simulation of Marcus diabatic curves implies the separation of the full
ET problem in its two main constituents, namely the oxidation and the re-
duction half-reactions. The main advantage of this approach compared to the
simulation of the entire process in a unique computational setups relies in the
fact that DFT with semilocal functionals has notably the tendency of over-
delocalizing the electronic distribution in charge separated states. This prob-
lem can be partially solved using more advanced functionals following Perdew’s
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ranking [242] (Jacob’s ladder of functional). In particular, range-separated hy-
brids as CAM-B3LYP [243] and γ-tuned functionals [244, 245] often provide a
good description of the charge separated states in the ground and excited states.
Within this approach, we instead only consider redox half-reaction of the type
R→ O + e− (47)
where the reduced specie (R) is put in contact with an electron reservoir at
constant chemical potential [246], which absorbs the emitted electron in the
formation of the oxidized state. In this process, the number of electrons in the
system varies from N in the reduced state to N − 1 in the oxidized state.
In practice, the method is based on the observation that the thermal distribu-
tion of vertical energy gap of the R→ O+e− andO+e− → R reactions obtained
through MD sampling contain all relevant information needed to compute the
reaction free energy for the underlying electron transfer process [246, 240]. For
the half reaction in (47) this amounts to the free energy of oxidation ∆A. The
relation between the vertical energy gap and the oxidation free energy ∆A is
particularly simple when the response of the solvent to ET is linear (meaning
in the Marcus regime). The redox free energy is then directly obtained as the
mean vertical energy gap [246]
∆A =
1
2
(〈∆E0〉R + 〈∆E0〉O) (48)
where the brackets 〈. . . 〉O/R represent the ensemble average of the reduction,
respectively oxidation, energy gaps sampled on the ground state PES. Similarly,
the difference of mean energy gaps can be shown to give an estimate of the
reorganization free energy
λ =
1
2
(〈∆E0〉R − 〈∆E0〉O) . (49)
These gap relations for the redox free energy and the reorganization free energy
are remarkably powerful, enabling one to estimate these quantities from two
equilibrium molecular dynamics runs. Similar expressions also hold for the
reaction and the reorganization free energies that appear in the Marcus gap law
for the free energy of activation.
So far about the thermodynamics of the ET process. In order to access ki-
netic properties one needs to compute the activation barriers and the nonadia-
batic coupling elements between the ground and the first excited states potential
energy surfaces. To this end, one can perform constrained MD simulations to
enrich the sampling of the regions of strong coupling between the two diabatic
states using the grand canonical potential energy obtained from a linear super-
position of the oxidized and reduced states [246, 247] or a charge constrained
approach [247]. At the avoidded crossings, the nonadiabatic couplings are then
computed using excited states approaches such as linear response TDDFT (LR-
TDDFT). From the free energy barrier, ∆A†, and the free energy splitting,
∆ARO, an estimate of the ET kinetic rate can be derived.
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10.2 Methods based on Density Functional Theory
The combination of powerful electronic structure methods such as DFT and
TDDFT with an adequate description of the nuclear dynamics has allowed
the development of a family of adiabatic and nonadiabatic molecular dynam-
ics schemes for the investigation of the quantum dynamics of realistic systems
(at atomistic scale) embedded in their physical environment. As outlined in
section 9, the main challenge in the derivation of these quantum dynamics ap-
proaches consists in the design of a suited representation of the nuclear quantum
dynamics. In fact, while the quantum mechanical description of the electron dy-
namics can be correctly reproduced with the help of different electronic structure
approaches (in particular DFT and TDDFT), the description of the combined
electron-nuclear dynamics is still posing enormous theoretical and computa-
tional challenges. We have therefore to relay on different approximations that
range from the classical treatment of the nuclei as point charges, to semiclassical
and mixed quantum-classical representations, to more accurate (but also com-
putationally still intractable) solutions based on nuclear wavepacket dynamics
or Bohmian quantum trajectories (within the quantum hydrodynamics formal-
ism).
More specifically, in the last years we observed an extensive development of
DFT and TDDFT based electronic structure and molecular quantum dynamics
techniques. The main reasons for this phenomenon are:
1. the “densityfunctionalization” of time-dependent Kohn-Sham propagation
scheme combined with nuclear dynamics (Ehrenfest dynamics) [248, 249];
2. the implementation of nonadiabatic mixed quantum-classical molecular
dynamics schemes based on Tully’s trajectory surface hopping (TSH) [250,
251, 252]. To this end, surface hopping probabilities were accurately com-
puted using solely density-based quantities, and excited state energies and
forces were derived from LR-TDDFT;
3. the “densityfunctionalization” of nonadiabatic vectors (important for the
detection of conical intersections on the potential energy surfaces and for
the rescaling of the nuclear velocities after each surface hop) and their
implementation [250, 251, 252, 253, 238] in the CPMD software pack-
age [254];
4. the development of a coupling scheme for the inclusion of external time-
dependent electric fields (in particular laser fields) [255].
5. the derivation of spin-orbit couplings (SOC) within TDDFT and their
combination with TSH dynamics for the investigation of inter-system
crossing events [256, 257].
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10.3 Applications of ab-initio methods
10.3.1 Ultrafast dynamics of photoexcited metal complexes at atom-
istic resolution
Tris(bi-pyridine) metal compounds are the prototypes of the metal-to-ligand
charge transfer (MLCT) complexes. The photophysics of these systems consists
of a stimulated singlet-to-singlet excitation of one electron from the central metal
atom into the ligand system ((bpy)3), followed by an ultrafast intersystem cross-
ing to the triplet states. While in the gas phase the excited electron distributes
uniformly among the three ligands, in solution the situation can be rather differ-
ent depending of the nature of the solvent. In fact, the anisotropic arrangement
of the first solvation shells together with the ultrafast reorientation of the indi-
vidual dipoles of the solvent molecules in the bulk cause a clear localization of
the excited electron on mainly one (but sometimes two) ligands. In the case of
water [258, 259], the first solvation shell is organized into a linear chain of hy-
drogen bonded water molecules arranged along the grooves between the ligands.
Through the rotation around the O-H bonds involved in this chain, the individ-
ual water dipoles can rearrange in the fs time-scale providing an ultrafast mech-
anism for charge stabilization upon photoexcitation. Using TDDFT-based TSH
dynamics, we were able to investigate the ultrafast intersystem crossing (ISC)
dynamics which follows the photoexcitation of Rutheniun(II)this(bipyridine) in
water [260]. After photon absorption the system is directly excited into the
brightest singlet MLCT state, from which it relaxes through internal conversion
into the lower lying manifold of singlet states (Figure 1).
Figure 1: Nonadiabatic molecular dynamics of [Ru(bpy)3]
2+ in water. The two
panels show the time series of the most relevant excited state energies for two
representative trajectories. Gray: singlet states (7 in total); red: triplet states (7
in total). The force state (the one that drives the dynamics) is highlighted with
blue circles. The crossing points between singlet and triplet states are shown
with filled circles. The corresponding magnitude is color coded: white=weak,
gray=medium, and black=large spin orbit coupling intensity. Reprinted from
[260], Copyright 2011, with permission from Elsevier.
In agreement with experiments performed on similar compounds [261], the
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first part of the dynamics (∼ 100 fs) is characterized by a ultrafast energy relax-
ation, which give rise to a series of ISCs between singlet and triplet states. The
dynamics of this process can be easily rationalized by means of our nonadiabatic
calculations in explicit solvent (TDDFT/MM TSH dynamics): after excitation,
the electron transferred to the ligand system (which is mainly localized on a sin-
gle bi-pyridine) is stabilized by the dipole reorientation of the water molecules
in the first solvation shell. This process is made possible by the one-dimensional
chain of water molecules intercalated between the ligands, which are connected
to each other by a single hydrogen bond. Due to the size of the spin-orbit
coupling between lower lying singlet and triplet MLCT states, the 1MLCT →
3MLCT transition occurs in all TSH trajectories in about 50 to 80 fs. Fast
ISCs have important implications in nanotechnologies, as for instance in the
realization of efficient dye-sensitized solar cell devices. In fact, large ISC rates
allow for an efficient population transfer into triplet states, protecting the dyes
from electron-hole back recombination and therefore favoring charge separation
at the interface between the donor (dye) and the acceptor (the semiconductor
nanoparticles).
The subsequent long-term dynamics of the triplet MLCT complex is followed
using adiabatic ab initio MD simulations [259]. In this case, simple adiabatic
Car-Parrinello or Born-Oppenheimer dynamics in the lowest triplet state give
an accurate description of the spin density dynamics in the ligand system (fig-
ure 9). In particular, we observe the localization of the photo-electron mainly
on a single ligand with attempts to partially delocalize to a second one. This
fluxual asymmetric MLCT configuration (which differs from the homogeneous
distribution observed in gas phase) is stabilized (by about 1 V [259]) through
the orientation of the water dipoles of the bulk solution.
10.3.2 Electron transfer in photoexcited azurin
In proteins, long-range electron transfer occurs through a series of electron-
tunneling pathways along secondary structure elements (β-strands), aromatic
side chains and protein-solvent interphases. Interestingly, experimental [262,
263] and theoretical studies [264, 265, 266, 267] point towards the existence
of multiple concurring ET paths through the protein matrix, which are frag-
mented into through-bond and through-space tunneling components. In partic-
ular, there is a wide consensus that aromatic residue side chains can mediate
the ET process in the hydrophobic protein core. However, the protein matrix
does not form a continuum and therefore tunneling through space and in par-
ticular along hydrogen-bond networks is probably one of the most important
rate limiting steps of the overall transport process.
The hole-transfer (HT) dynamics in the mutated Pseudomonas Aeruginosa
azurin protein has been investigated using the TDDFT-based Ehrenfest dy-
namics approach described in section 9.2.1. At the surface of the protein
a Ru(tpy)(phen)(His83) complex has been linked to the His83 residue (tpy
= trisbipyridine, phen = phenentroline, His = Histidine). The electron/hole
transfer from the Copper to Ru metal center occurs over a distance of ∼
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25 A˚ through a double-strand ‘protein bridge’. The system (AzRu) is treated at
a (TD)DFT/MM level of theory (the preparation of the system follows closely
the one reported for a similar system in Ref. [268]). The Ru complex at the
surface, the linking residue (His83), the copper binding site and the protein
backbone bridging the two metallic centers are included in the DFT part, while
the rest of the system (protein and the solvent) is modeled using a classical
force field (Amber FF [269]). The dynamics is initiated with the oxidation of
the Ru-center (Cu(I)/Ru(III)). This is achieved by removing an electron from
the highest occupied electron at the ruthenium ion. After the ionization, the
hole created at the Ru-complex is transferred to the copper ion leading to the
final oxidation state Cu(II)/Ru(II). As a measure of the hole transfer process
as a function of time, we monitor the evolution of the system spin density,
ρhole(r) = ρα(r) − ρβ(r) and in particular the values of the integrals of ρhole(r)
evaluated for different fragments (see figure 2, panel b)). The quantum sub-
system is composed of 191 atoms placed between the two redox centers. The
propagation of the Kohn-Sham orbitals was performed with a time step of 10−3
fs using the PBE exchange and correlation functional [270] within the adiabatic
approximation for the TDDFT kernel. All simulations were performed in the
canonical ensemble at 300 K.
The fulll HT process occurs in the ns time scale and therefore it is too slow
to be monitored using the Ehrenfest dynamics approach. In order to speed up
the hole-transfer (HT) dynamics, the system was therefore initially equilibrated
(with classical MD) with a set of charges that correspond to the Cu(II)/Ru(II)
oxidation state. This creates a driving force for the hole to move from ruthe-
nium to the copper ion. In fact, a wavefunction optimization at fix nuclear
positions leads directly to the product state (Cu(II)/Ru(II)). Despite this bias,
the kinetics for the HT process is still too slow and therefore we can only access
the early stages of the dynamics (first 5 fs). As shown in figure 2 (panel b),
this time window is enough to capture the first few percents of the HT process,
giving indications about the nature of the mechanism.
In particular, an ultrafast distribution of the hole in the ligand system of the
Ru-complex is first observed (figure 2, panels (b) and (c), followed by a diffusion
into the (covalently bounded) first β-sheet strand. At this point, the HT can
only proceed via the tunneling through hydrogen bonds between antiparallel β-
strands leading to a slow down of the process. In the time scale of our simulation
(∼ 5 fs) only a minor fraction (< 1%) of the hole reaches the copper atom.
Longer simulation times and more detailed analysis will be needed to shed full
light on this fundamental process.
11 Outlook
Charge transfer reactions have been studied for long time by both chemists
and physicists, especially addressing the reaction energetics and the kinematics.
The recent advent of lasers able to generate femtosecond (or attosecond) pulses,
and the corresponding development of high time-resolution spectroscopies have
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opened an entire new window of opportunities for investigation. The motion of
microscopic charge carriers can be monitored in real time in a wide variety of sys-
tems, from bacterial photosynthetic complexes to molecular or supramolecular
aggragates, to classical, or nano-structured solid state devices. This opportunity
has in turn stimulated the need for corresponding theoretical advances, able to
describe and rationalize the results of time-resolved observations, connect the
observed quantities to the microscopic quantum dynamics of the systems, pre-
dict the properties of new materials, and discover new physical regimes, phases
and phenomena.
In section 5 we have reviewed the features of charge separation in few proto-
typical cases, representative of the aforementioned categories. Molecular charge
separation is usually well understood in its general features, and rationalized
within a simple, yet very powerful framework –Marcus’ theory– capable of pro-
viding rate constants for different ranges of reorganization energy differences.
This holds, provided that parabolical potential energy surfaces of nuclear mo-
tion are known. The situation in the ultrafast regime is more complex, and
the coupling between electrons and nuclei is profitably probed by means of ul-
trashort laser pulses, which are able to unravel coherent collective behaviours
not included in Marcus’ picture. Although a fully quantum description has not
been reached, except from very small molecules and model systems, the theo-
retical description based on first principles methods has reached a good level of
maturity and reliability in predicting charge separation properties, by means of
the quantum-classical, wave-packet and trajectory based methods. These are
reviewed in section 9, and a selection of succesful applications is reported in
section 5.1 and 10.3.
The situation is way more problematic when we turn to nanostructured
systems, such as those illustrated in Secs. 5.2 and 5.3. Here the role of the
mesoscopic structure of the samples renders them less reproducible and intro-
duces new layers of low energy interactions, which might alter the microscopic
local physics, make long-range interactions important, such that the role of delo-
calized states must be taken into account. In these situations also experimental
probes relying on macroscopically averaged quantities may provide contrasting
results (see the discussion in section 6.1). This is probably the reason why the
mechanisms powering new generation photovoltaic materials, which mostly rest
on nano-structuring, remain difficult to understand completely. In particular,
in section 6 we have sketched the recent debate about the nature of states medi-
ating efficient charge separation in bulk heterojunctions. The picture of tightly
bound molecular excitons collides with the time scale and efficiency of the pro-
cess. Some authors suggested that exciton excess energy and/or delocalization
could bypass trap states skipping relaxation to the lowest charge transfer state.
Other authors and data are instead in support of a multi-step process. None of
the proposed solutions to this problem have reached a general consensus yet, and
also the link between the ultrafast regime and common macroscopic indicators
of device efficiency remain uncertain.
The issue of charge delocalization is bound to a similar problem that ap-
peared in a different class of charge and energy-transferring systems, i.e. nat-
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ural photosynthetic complexes, and leads to a different approach. Due to the
large size of the these systems, atomistic simulations of their overall state are
still off the table. Multiscale and QM/MM models have been extensively used
in this field (for a recent review see Ref. [271]), but substantial information
about the role of coherence may be obtained by pairing 2D spectroscopy and
model Hamiltonians. In this way, the existence of different types of coherence
(electronic, nuclear, vibronic) was hilighted and discussed. These topics are
reviewed in sections 6.2 and 6.3. Some findings turned out to be relevant also
for non-biological systems, and further raised questions about the importance
of truly quantum features in charge separation and energy transfer processes.
The concepts of coherence and entanglement have been quite thoroughly
explored by physicists in different contexts, ranging from optical and atomic
to solid-state systems. However, to our surprise, there has been relatively little
cross-feeding so far. This is mainly why we have decided to include in Secs. 7 and
8 a review of methods and indicators of coherence and entanglement, although
their applications are so far rather sparse and limited to model systems that
include only few degrees of freedom. In fact, we believe that these quantities
will turn out to be useful in future developments of photovoltaics, along with a
higher degree of hybridization between theoretical tools developed in the fields
of quantum information processing and ab initio simulations.
In conclusion, matching theory and experiments in the field of photoinduced
charge separation means complementing information. The overall motion of
charges, their time-dependent localization, and the energetics of excited states
can be often accurately extracted from different experimental techniques (see
section 4). However, revealing the nature and the interactions of the correspond-
ing excited states requires reliable theoretical and numerical models. While the
electronic structure and the coupled nuclear dynamics of molecular and bulk
systems are quite thoroughly known, and are now accessible also by first prin-
ciples methods, in the case of nanostructured materials much work still has to
be done. Furthermore, a fully quantum method that can be applied to ultrafast
charge separation phenomena in nanostructured systems is still to come.
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a)
b)
c)
Figure 2: a) Representation of the QM/MM setup used for the simulation of
the HT process in azurin. The protein is shown in the ‘cartoon’ representation,
which highlights the secondary structure elements, while the acceptor and donor
centers are given in the ball-and-stick representation. The water is described
with the simple point charge model and is represented in violet. b) Time series
with the evolution of the hole density partitioned in five main groups (i.e.,
integrals of ρhole(r) over different molecular fragments). Left panel: the Ru-
complex; Right panel: the His(83), the first β-sheet strand (Chain I close to the
Ru ion), the second β-sheet strand (Chain II close to the Cu ion), and the copper
binding site. (c) Left: initial position of the electron hole centered at the Ru ion;
Right: distribution of the electron hole on the quantum sub-system after 4.5 fs of
dynamics. The simulations were performed using the TDDFT-based Ehrenfest
dynamics module as implemented in the CPMD software package [254].
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Figure 3: (a) Schematic picture of the photoinduced electron transfer energetics.
∆G0CT is the Gibbs free energy change for the electron transfer reaction, λ the
reorganization energy. Dashed black lines and thick color lines respectively indi-
cate diabatic and adiabatic potential energy surfaces of reactants and products.
(b) Structure of electronic (thick horizontal lines) and vibrational states (thin
horizontal lines). The channels for charge transfer, radiative and non-radiative
recombination and relaxation are also shown.
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Figure 4: (a) linear structure of a carotenoporphyrin-fullerene triad [46, 47].
(b) simplified excited states and interconversion pathways in the CPC60 triad.
Triplet states are omitted for simplicity. Possible values of the relaxation rates
in 2-methyltetrahydrofuran solution are [48]: kCS1 ≈ 1010 s−1 and kCS2 ≈ 1011
s−1.
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Figure 5: TDDFT simulation of sub-100 fs charge separation in the CP60 triad
under different nuclear constraints [64]. Clamping nuclei in groups leads to
totally different dynamics. Blocking the motion of the atoms of the linker be-
tween porphyrin and fullerene stops the charge accumulation at the acceptor.
The light blue thick line refers to the free molecule; orange circles to clamped
carotene; gray triangles to clamped C60; dark green squared to clamped por-
phyrin; light green triangles to clamped linker ring between the porphyrin and
the C60; black thin line to all clamped nuclei.
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Figure 6: Upper panel: structures of two porphyrin-based dyes (coded SM371
and SM315). They both feature a porphyrin core and a bulky bis(2’,4’-
bis(hexyloxy)-[1,1’-biphenyl]-4-yl)amine donor group; the acceptors are different
and are responsible for their photo-physical properties. Lower panel: frontier
orbitals characterizing in the low energy excitations in SM371 (first line) and
SM315 (second line). The main transitions contain a large HOMO-LUMO com-
ponent, which in the case of SM315 is associated with a strong charge separation
character. Reprinted by permission from Macmillan Publishers Ltd: Nature
Chemistry [77], Copyright 2014.
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Figure 7: a) Schematic view of a typical heterojunction. b) Schematic view
of excited states involved in the charge separation at a donor–acceptor bulk
heterojunction interface. GS indicates the ground state; EX the exciton states
localized on the donor; CT the interfacial charge transfer state; CT∗ excited
charge-transfer states; CS the charge-separated state. Curved continuous lines
indicate charge separation paths; broken lines relaxation or recombination paths.
kCT is the rate constant for the EX to CT crossover; k
(c)
CS and k
(h)
CS respectively
indicate the charge separation rate constants for cold and hot excitons. Thick
lines indicate electronic energy levels; thin lines vibrational levels. Triplet states
are omitted for simplicity.
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Figure 8: a) Prototypical model, formed by a two-level system and an harmonic
oscillator (vibrational mode), coupled to each other by the Hamiltonian in (32).
b) Schematic view of the possible pathways that contribute to the third-order
polarization, starting for a system initialized in the ground state |g0〉. Only
final terms of the kind |gi〉〈ej | have been included, the others can be obtained
by replacing each operator in the pathway with its Hermitian conjugate. Each
laser pulse changes either the ket or the bra. Kets and bras in red are the
ones affected by the field. The subscripts denote the phonon number in the
displaced oscillator basis, and can take in principle arbitrary values. c) Sequence
of two pump pulses and one probe pulse used in the 2D spectroscopy, with the
corresponding waiting times.
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Figure 9: Time evolution triplet state spin density during the dynamics at 300
K in water (QM/MM setup). The dashed lines at φ angles of 0, 2π/3, 4π/3
represent the direction of vectors pointing from the center of ligands 1, 2, and
3, respectively, to the ruthenium atom. They correspond to the localization
of the unpaired electron on ligand 2 (red), 3 (green), 1 (black), respectively.
Bottom: spin densities computed from snapshots of the QM/MM trajectory.
Figure adapted with permission from [259] John Wiley & Sons. Copyright c©
2010 WILEY-VCH
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