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In the late stages of stellar core-collapse, prior to core bounce, electron captures on medium-heavy
nuclei drive deleptonization and simulations require the use of accurate reaction rates. Nuclei with
neutron number near N = 50, just above atomic number Z = 28, play an important role, but rates
used in astrophysical simulations rely primarily on a relatively simple single-state approximation.
In order to improve the accuracy of astrophysical simulations, experimental data are needed to test
the electron-capture rates and to guide the development of better theoretical models. This work
presents the results of the 86Kr(t,3He+γ) experiment at the NSCL, from which an upper limit for
the Gamow-Teller strength up to an excitation energy in 86Br of 5 MeV is extracted. The derived
upper limit for the electron-capture rate on 86Kr indicates that the rate estimated through the
single-state approximation is too high and that rates based on Gamow-Teller strengths estimated
in shell-model and QRPA calculations are more accurate. The QRPA calculations tested in this
manner were used for estimating the electron capture rates for 78 isotopes near N = 50 and above
Z = 28. The impact of using these new electron-capture rates in simulations of supernovae instead
of the rates based on the single-state approximation is investigated, indicating a significant reduction
in the deleptonization that affects multi-messenger signals, such as the emission of neutrinos and
gravitational waves.
PACS numbers: 21.60.Cs, 23.40.-s, 25.40.Kv, 26.30.Jk
I. INTRODUCTION
Reactions mediated by the weak nuclear force, such as
electron captures and β decays, are known to play im-
portant roles in many stellar phenomena. In particular,
the rates at which nuclei capture electrons at high stel-
lar densities and temperatures affects the evolution of
core-collapse supernovae [1–6]. The late stages of core-
collapse supernovae, immediately before the explosion of
the star, are heavily dependent on electron-capture rates
on medium-heavy, neutron-rich nuclei [3, 7–11]. In recent
sensitivity studies [11–14], the electron captures on nuclei
surrounding the N = 50 shell closure above 78Ni (here
referred to as the “high-sensitivity region”) were shown
to have a significant effect on the change in electron frac-
tion of the star during the period of deleptonization until
core bounce.
Electron-capture rates are sensitive to Gamow-Teller
transitions (∆L = 0, ∆S = 1, ∆J = 1) in the β+ di-
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rection. Such transitions can be measured directly via
β+-decay experiments but are limited to probing tran-
sitions within a finite Q-value window. For neutron-
rich systems, which are of greatest importance for core-
collapse supernovae, the Q values of such reactions are
negative. Hence, no direct information can be ob-
tained from β+ decay, although β− decay data from
the electron-capture daughter to the mother can be used
to estimate the ground-state to ground-state transition
strength. Gamow-Teller strengths may also be measured
indirectly via charge-exchange reactions, which are not
limited by a Q-value window, yielding information about
transitions at higher excitation energies. Additionally,
because there is a well-known proportionality between
the charge-exchange cross section and the Gamow-Teller
strength [15–17], the strength distribution, and asso-
ciated electron-capture rates, can be extracted model-
independently.
While it would be preferable to derive electron-capture
rates for astrophysical simulations based on measured
Gamow-Teller strengths, this is not feasible for two rea-
sons. First, there are thousands of nuclei that participate
in these astrophysical processes, making it difficult to
2perform charge-exchange experiments on all of them in a
timely manner. Second, transitions from thermally pop-
ulated low-lying excited states [18] and high-temperature
unblocking effects occur in stellar environments [19], but
cannot be explored in the laboratory. For these reasons,
the majority of electron-capture rates must come from
theoretical calculations. Experimental data are needed to
validate and benchmark current theoretical models and
to guide the improvement of these models.
The neutrino interaction library NuLib [20, 21], which
is used in a variety of astrophysical simulations, includ-
ing the spherically-symmetric, general-relativistic hydro-
dynamics code GR1D, [20, 22] used in this work, con-
tains electron-capture rates on approximately 4000 nu-
clei. The electron-capture rates within the tables are
derived from a variety of theoretical calculations and ex-
perimental data [6, 8, 19, 23–27]. For light nuclei (up to
the pf shell), shell-model calculations have been used for
computing electron-capture rates, which are well-tested
against data (see Ref. [28] and references therein). How-
ever, for medium-heavy and heavy nuclei, and nuclei near
the drip lines, the calculations rely on a variety of other
approaches. For a large number of nuclei for which no
rates based on microscopic calculations are available for
the density and temperature ranges of relevance for as-
trophysical simulations, a “single-state approximation” is
presently used. It is based on the following parametriza-
tion [10, 29]:
λEC =
ln2 ·B
K
(
T
mec2
)5[
F4(η)− 2χF3(η) + χ
2F2(η)
]
,
(1)
where me is the electron mass, K = 6146 s, Fk are Fermi
integrals of rank k and degeneracy η, χ = (Q −∆E)/T ,
η = χ + µe/T , and T and µe are the temperature and
electron chemical potential, respectively. B, the effective
Gamow-Teller transition strength, is fixed for all isotopes
to 4.6. ∆E, the effective excitation energy was originally
fixed [10] to a single value for all nuclei, but following
Ref. [29], is adjusted based on the neutron and proton
numbers of the parent nucleus.
For the nuclei in the high-sensitivity region, one
presently relies primarily on this single-state approxima-
tion to calculate the electron-capture rates, potentially
leading to a significant overestimation of the rates [12],
because it does not account fully for Pauli-blocking ef-
fects, which become increasingly prominent for progres-
sively more neutron-rich nuclei. In order to achieve more
accurate astrophysical simulations, it is necessary to ob-
tain more accurate electron-capture rates in the high-
sensitivity region. Therefore, an effort was started to bet-
ter constrain and guide the theoretical development by
performing charge-exchange experiments on nuclei at and
near the N = 50 shell closure, starting with 86Kr, 88Sr
[30], and 93Nb. In parallel, new theoretical calculations
were pursued that can be compared with the single-state
approximation, and benchmarked by the data. These
efforts are closely integrated with astrophysical simula-
tions, in order to have immediate feedback on sensitivi-
ties of astrophysical phenomena to variations in electron-
capture rates derived from experimental and theoretical
strength distributions.
This work describes the experimental results of a
(t,3He+γ) charge-exchange reaction experiment on 86Kr
and the comparison with shell-model and quasi-particle
random-phase approximation (QRPA) calculations. The
latter model is also used to create a new addition to the
electron-capture rate tables, which is inserted into NuLib
to estimate the impact on the late-stage evolution of core-
collapse supernovae.
II. EXPERIMENTAL SETUP
The 86Kr(t,3He+γ) experiment was performed at
the National Superconducting Cyclotron Laboratory
(NSCL). A primary beam of 16O, generated by the Cou-
pled Cyclotron Facility (CCF) with an energy of 150
MeV/u, was impinged on a beryllium production target
with a thickness of 3525 mg/cm2. The A1900 fragment
separator [31] was used to select tritons from the reac-
tion products by using an aluminum wedge [32], yield-
ing a secondary beam with an energy of approximately
115 MeV/u and a purity in excess of 99%. A negligible
amount of 6He particles was also present in the beam.
The energy spread of the triton beam was about 3.3
MeV. The tritons were transported to a 86Kr gas tar-
get cell, which was 7 cm in diameter and 3 cm in thick-
ness. The gas target was controlled and monitored by
the Ursinus College Liquid Hydrogen Target gas handling
system [33]. When filled with 86Kr gas with a purity of
99.952% to a pressure of 1210 Torr at a temperature of
295 K, the target thickness was approximately constant
with a value of 20 mg/cm2. The target thickness was
measured by comparing (t,3He) spectra in the S800 focal
plane with the target filled and empty. The target cell
windows were made of kapton foil (C22H10N2O5) with a
thickness of 125 µm. Reactions on the 12C nuclei in the
windows were used for data calibration. Production runs
with the target cell both filled and empty were performed
in order to determine the contribution of events from the
target windows to the measured cross section. In addi-
tion, data were taken with only the upstream target-cell
foil and only the downstream target-cell foil to model the
background from reactions on the windows, as discussed
below.
3He reaction products were momentum-analyzed by
the S800 magnetic spectrograph [34]. The triton beam
was transported to the target using dispersion-matched
optics [35] to improve the energy resolution of the re-
constructed excitation-energy spectra to about 400 keV
(see below) even though the beam energy spread was 3.3
MeV. The magnetic rigidity of the transport beam line
was 4.8 Tm (close to the present limit for operating in
dispersion-matched optics). The magnetic rigidity of the
S800 was set to 2.32 Tm, well below its maximum rigidity
3of 4 Tm. A timing signal from a 5-mm thick plastic scin-
tillator, placed behind the tracking detectors at the end
of the S800 focal plane, was used in conjunction with the
cyclotron RF signal to obtain the time-of-flight of parti-
cles through the spectrograph. Together with the energy-
loss signal in the plastic scintillator (the 3He particles
were not stopped), 3He ejectiles were cleanly separated
from background caused by unreacted tritons scattering
off the S800 beam chamber in its first dipole magnet. The
scattering angles and momenta of the 3He ejectile at the
target were reconstructed by using the position and angle
measurements from two cathode-readout drift chambers
(CRDCs) [36], with a detection efficiency of about 95%,
measured relative to 3He particles detected in the scintil-
lator. An inverse raytrace matrix was used to determine
the scattering angle and momentum at the target from
the position and angle measurements in the focal plane
detectors [37]. A missing-mass calculation yielded exci-
tation energies of the reaction products, 86Br, along with
16F, 14C and 12B from the target windows, with an en-
ergy resolution of ∼ 400 keV full width at half maximum
(FWHM). This resolution was determined from the ex-
citation of the 12B ground state, which is the dominant
peak in the spectrum. Given the limited statistics ob-
tained for reactions from the 86Kr gas target, the analysis
was performed in bins of 500 keV wide. Scattering an-
gles at the target position were measured from 0o ≤ θlab
≤ 4o with an angular resolution of 12 mrad (FWHM).
The angular acceptance of the S800 is 100% for scatter-
ing angles up to 50 mrad. For larger scattering angles,
the reduced solid angle coverage is corrected for in the
determination of the differential cross sections.
The high resolution γ-ray detection array, GRETINA
[38, 39], was installed around the target position. To
make room for the gas handling system of the krypton
target cell, all thirty-two high-purity germanium crystals
(36 fold segmented) were placed in the northern hemi-
sphere of the frame, yielding about 1pi solid-angle cov-
erage. The detectors were used to measure γ rays from
the de-excitation of 86Br, in an attempt to extract weak
Gamow-Teller transitions from among the other transi-
tions that could occur. Owing to the excellent photo-
peak energy resolution and efficiency (∼6% efficiency for
Eγ = 1MeV as measured with
152Eu source, and∼4% for
Eγ = 2 MeV), these measurements can be used to iden-
tify low-lying weak transitions which are not easily iden-
tified in the (t,3He) singles data. This technique has been
used successfully in past charge-exchange experiments to
extract transitions with Gamow-Teller strengths of as low
as ∼ 0.01 [40, 41]. The live-time of the combined data ac-
quisition systems of S800 and GRETINA was about 90%.
The S800 singles 3He event rate was about 30 events per
second. The true-to-random coincidence ratio for S800-
GRETINA coincidences was about 125.
III. EXPERIMENTAL RESULTS
A. Calibration of the Absolute Cross Section
The windows of the gas target cell introduced reac-
tions on 12C, 16O and 14N contaminants into the exper-
imental data. Although this complicated the analysis
as discussed below, it also provided an advantage. Be-
cause these reactions were present in all of the data, it
simplified the data calibration and overall normalization.
Calibrations of the experimental data and determination
of the absolute normalization factors were performed by
using the 12C(t,3He)12B(1+; g.s.) reaction, which has
been studied in detail previously [42] and the absolute
cross sections are known. That previous measurement
used nearly the identical setup as for the experiment de-
scribed here, except that in the previous measurement
the beam intensity was carefully measured and monitored
by in-beam scintillators, to reduce the systematic uncer-
tainties in the absolute normalization. Hence, the cross
section for 86Kr(t,3He) reactions were determined rela-
tive to the known cross section for the 12C(t,3He)12B(1+;
g.s.) reaction (after accounting for the difference in the
number of 12C and 86Kr particles in the target and its
foils) since this eliminated the need to carefully monitor
the beam intensity or to correct for detection efficiencies
and other factors that can affect the absolute cross sec-
tion measurement, as these are identical for reactions on
12 and 86. Data for the 14N(t,3He)14C reaction (previ-
ously measured by using the (d,2He) reaction [43]) were
used as additional checks on the energy and angular cal-
ibration.
The corresponding excitation-energy spectra extracted
for these reactions are shown in Figs. 1(a) and 1(b).
In Fig. 1(a) the 12C(t,3He)12B(1+; g.s.) transition
can clearly be identified. In Fig. 1(b), several excita-
tions belonging to (t,3He) reactions on 14N are identified
at their appropriate excitation energies. In Figs. 1(c)
and 1(d), the measured differential cross sections for
the 12C(t,3He)12B(1+; g.s.) and 14N(t,3He)14C(2+; 8.3
MeV) excitations are shown. Both of these are well-
known Gamow-Teller transitions and are compared with
differential cross sections calculated in the distorted-
wave Born approximation (DWBA); see Ref. [42]
and Sec. III B for further details. Note that for the
14N(t,3He)14C(2+; 8.3 MeV) reaction at scattering angles
beyond 3◦, charge-exchange reactions on hydrogen con-
taminated the signal and were excluded from Fig. 1(d).
B. Singles Analysis
Compared to the events from reactions on the target
windows, the 86Kr(t,3He) signal was small. Therefore, it
was necessary to subtract the target-window events from
the krypton-cell data, in order to extract the reactions on
86Kr. To perform this subtraction accurately, data were
taken on the upstream and downstream foils of the target
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FIG. 1. (t,3He) excitation-energy spectra for 12C (a) and 14N
(b) for laboratory scattering angles below 4◦. The 12B(1+;
g.s.) and (t,3He) transitions to 14C(2+; 7.0 MeV), 14C(2+;
8.3 MeV) 14C(2+; 10.4 MeV) states are identified. Pan-
els (c) and (d) contain the differential cross sections for the
12C(t,3He)12B(1+; g.s.) and 14N(t,3He)14C(2+; 8.3 MeV) ex-
citations, respectively.
cell separately, from which the background to the data
could be modeled. To test the subtraction procedure, the
data from the individual upstream and downstream win-
dows were first used to reconstruct the empty-cell data
(with both upstream and downstream windows in place).
In order to accomplish this, corrections accounting for
the energy losses and energy and angular straggling of
the 3H and 3He particles in the windows were made. As
an example, the results for one angular bin (1◦–2◦) are
shown in Fig. 2. In the top panel, there are several peaks,
corresponding to events from 12C, 16O and 14N in the
windows. Spectra from the individual upstream target
window and the downstream target window are shown as
well. For these, the energy-loss and energy- and angular-
straggling corrections have already been applied, which is
why the two spectra are slightly offset. The background
model is the sum of these two contributions. When the
model was subtracted from the empty-cell data, the bot-
tom plot of Fig. 2 resulted. From this, it is clear that
the background model matched the data from the empty
cell quite well, although for Ex > 5 MeV, a combination
of statistical and systematic uncertainties caused some
deviations from zero. These could, for example, be due
to minor changes in the beam properties during the ex-
periment.
After using the background-subtraction method on the
empty cell, the process was modified to subtract the
]
-
1
Co
un
ts 
[0.
25
 M
eV
0
500
1000
1500
2000 Full Spectrumo - 2o = 1c.m.Q
Upstream Foil
Downstream Foil
Model
Br) [MeV]86(xE
0 2 4 6 8 10 12 14 16 18
]
-
1
 
0.2
5 
M
eV
-
1
 
[m
b s
r
dE
Wd
s2 d 0.2-
0.1-
0
0.1
0.2
0.3 Subtracted Spectrum
12B(0 MeV)
FIG. 2. (Top) Excitation-energy spectra from the sepa-
rate measurements with the upstream (red) and downstream
(blue) windows of the 86Kr gas cell. The spectra, calculated
in the excitation-energy scale of the 86Kr(t,3He) reaction, are
modified to account for energy loss and energy- and angular-
straggling effects in the foils as discussed in the text for the
purpose of creating a background model for events originating
from the cell windows when used together, indicated by the
black line. (Bottom) Difference between the (t,3He) spectrum
taken with the empty target cell and the background model.
target-window events from the cell filled with krypton
gas. The additional step necessary for this analysis was
to include the energy loss due to the 3H and 3He particles
passing through the 86Kr-filled cell. Due to the bulging
of the target foils (up to 5 mm at the center of the foils)
when the cell was filled with gas, in combination with
the 5-cm tall beam-spot size in the dispersive plane asso-
ciated with operating in dispersion-matched optics [32],
the 86Kr target thickness was not uniform. This effect
was included in the background model. By varying the
energy-losses within reasonable experimental uncertain-
ties (∼ 50 keV; the average energy loss of the beam and
ejectile through the target is about 1.25 MeV), the sub-
traction was optimized, based on the reproduction of the
strong 12C peak in the excitation-energy spectra.
An example of the cross sections before and after the
background subtraction, for the 1◦–2◦ angular bin, is
shown in Fig. 3. The top panel shows the full spectrum
(target windows plus krypton) and the backgroundmodel
using the optimized parameters for energy loss and en-
ergy smearing within the target. The bottom panel shows
the 86Kr(t,3He) spectrum after the subtraction of simu-
lated background. Some systematic uncertainties remain,
as evidenced, for example, by the remaining structure
near the location of the 12B(1+; g.s.) peak. Based on the
optimization process of the background model parame-
ters described above, the systematic uncertainties in the
extracted cross sections for the 86Kr(t,3He)86Br reaction
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FIG. 3. Differential cross sections for the 86Kr(t,3He) reaction
for 1◦ < Θc.m. < 2
◦ before (top) and after (bottom) the back-
ground subtraction procedure. The two peaks at ∼5.5 MeV
and ∼10.5 MeV in the spectrum before background subtrac-
tion are from target-window contaminants.
were estimated. For Ex(
86Br) < 5 MeV the systematic
uncertainties in the cross sections were ∼25% determine
for energy-loss shifts of up to 50 keV. For Ex(
86Br) ≥ 5
MeV, where the cross sections for the reactions on 12C
and 16O are very high compared to the reactions on 86Kr,
the systematic uncertainties were too large to obtain suf-
ficiently reliable cross sections for the 86Kr(t,3He) reac-
tion. Hence, for the remainder of the analysis, only the
data for Ex(
86Br) < 5 MeV were analyzed.
By using the newly subtracted cross sections, angu-
lar distributions were extracted from the data and a
multipole decomposition analysis (MDA) was performed
[42, 44, 45]. Through this method, the Gamow-Teller
component (∆L = 0) was extracted from the cross sec-
tion. The angular distribution for each 0.5-MeV wide
excitation-energy bin from 0 MeV up to 5 MeV in 86Br
was fitted with a linear combination of angular distri-
butions associated with monopole (∆L = 0), dipole
(∆L = 1) and quadrupole (∆L = 2) transitions. The
components were calculated using the distorted-wave
Born-approximation (DWBA) code FOLD [46], in which
the Love-Franey NN -interaction at 140 MeV/u [47] was
double-folded over the transition densities of the 86Kr-
86Br and t-3He systems. One-body transitions densities
for the ∆L = 0, 2 transitions were obtained from a shell-
model calculation using the NUSHELLX code [48] in the
SNE model space [49] using the jj44pna interaction [50]
(for details, see below). One-body transition densities for
the ∆L = 1 component were obtained from a normal-
modes calculation [51], using the NORMOD code [52].
Transition densities for t and 3He particles were taken
from variational Monte Carlo calculations [53]. The op-
tical potential used for the DWBA calculation was from
elastic 3He scattering on 90Zr [54] for the outgoing 3He
channel. For the incoming triton channel, the real and
imaginary potential depths were scaled to 85% of the val-
ues for 3He, following Ref. [55]. Although transitions as-
sociated with angular-momentum transfers ∆L > 2 can
contribute to the spectra, they are expected to be small
for the small momentum transfers considered here and
have angular distributions at forward scattering angles
that are similar to the angular distribution for ∆L = 2
transitions and thus not included as separate compo-
nents.
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FIG. 4. The multipole decomposition analysis (MDA) re-
sults for each of the 0.5-MeV wide excitation-energy bins for
Ex(
86Br)< 5 MeV. The experimental data is given by the
black points. The fitting function is a linear combination of
three multipole components: ∆L = 0, ∆L = 1 and ∆L = 2.
The error bars on the experimental data points include both
statistical and systematic uncertainties.
The results of the MDA are shown in Fig. 4 for each of
the 0.5-MeV wide excitation-energy bins below Ex(
86Br)
= 5 MeV. Some of the distributions, such as the 0 to 0.5
MeV bin, show an angular distribution that is dominated
by dipole strength, whereas other bins, such as the 2.0 to
2.5 MeV bin, illustrate the case in which there could be a
larger ∆L = 0 component. Due to the large error bars on
the experimental data, which include both statistical and
systematic contributions, the uncertainties in the MDA
fitting parameters for each component were also large. As
such, the extraction of the Gamow-Teller strength from
the MDA results also carried relatively large uncertain-
ties.
6As mentioned above, there is a well-known proportion-
ality between the cross section at zero momentum trans-
fer (q = 0) and the Gamow-Teller strength, given by the
following expression [15–17, 56]:[
dσ
dΩ
(q = 0)
]
GT
= σ̂B(GT). (2)
In this equation, dσdΩ(q = 0 MeV/c) refers to the ∆L = 0
component of the cross section, extrapolated to zero mo-
mentum transfer, and σ̂ is the unit cross section, cal-
culated using the empirical expression σ̂ = 109A−0.65
mb/sr, where A is the mass number of the target nu-
cleus [15, 17, 42, 57, 58]. Following these references, to
obtain the cross sections at q = 0, the extracted cross
sections at 0◦ from the MDA at finite reaction Q values
were extrapolated to Q = 0 MeV by using the DWBA
calculations. The extracted Gamow-Teller strength dis-
tribution is shown in Fig. 5. Because of the uncertain-
ties associated with the analysis, it is only possible to
provide an upper limit on the extracted Gamow-Teller
strength, as the error bars on the values are consistent
with zero strength. More detailed constraints will be ob-
tained by analysis of the γ-ray data and will be discussed
in Sec. III C.
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FIG. 5. Gamow-Teller strength distribution extracted from
the 86Kr(t,3He) data and comparison with shell-model and
QRPA calculations, as described in the text.
C. Coincidence Analysis
In an effort to improve the constraints on the Gamow-
Teller strength from 86Kr, the S800-GRETINA coinci-
dence data were used. The decay spectrum of 86Br, the
residual nucleus of the 86Kr(t,3He) reaction, is partially
known, though spin and parity assignments for some
levels are not available or tentatively assigned [59, 60].
Excited states at 2447 keV, 2665 keV, 3226 keV, and
3365 keV were (tentatively) identified as 1+ states (the
threshold for decay by neutron emission is at 5.128 MeV).
However, no γ-ray peaks associated with de-excitations
from those states were observed in the present data, even
though the detection efficiency is still relatively high for
such energies and photons with energies of up to 8 MeV
have clearly been identified in a previous similar experi-
ment (see Fig. 3 of Ref. [41]). It can be concluded that
although these states are populated in the β− decay of
86Se, they are not populated significantly in the β+ direc-
tion. Observed γ lines from nuclei in the target windows
(in the region of interest from 14C and 16N), were elim-
inated from further analysis. Some known γ lines from
86Br were observed, as well as a number of γ lines pre-
viously not observed for 86Br. Table I lists the γ rays
that originated from 86Br, along with their spin-parity
assignments where available from previous experiments.
For γ energies below ∼500 keV, it was not always possi-
ble to distinguish a small peak from background due to
Compton scattering of more energetic γ rays that deposit
less than their full energy in the detector. For example,
a small peak at 191 keV was observed that could cor-
respond to a known γ decay [60] and included in Table
I. However, as discussed below, no corresponding clear
peak in the 86Kr(t,3He) spectrum was found and this
peak could be due to a statistical fluctuation. Other
similarly weak peaks that were difficult to separate from
background, and for which no known γ lines exist, were
excluded from further analysis and not included in Table
I if no clear peak in the 86Kr(t,3He) spectrum was found.
By placing a 5 keV gate around each of the 86Br γ lines,
and examining the 86Br excitation-energy spectrum, it
was possible to identify specific states in 86Br that pro-
duced the γ ray. The Eγ spectra for each γ line identi-
fied to come from 86Br, and the associated 86Kr(t,3He)
excitation-energy spectra gated on that γ line, are shown
in Fig. 6. The peaks in the 86Br excitation-energy spec-
tra thus identified for each γ ray are listed in the third
column of Table I. If the peak in the excitation-energy
spectrum appears at (approximately) the same energy
as the γ ray, it is indicative of a decay directly to the
ground state, or to a low-lying state in 86Br. Conversely,
for the cases in which the peak in the excitation-energy
spectrum is greater than the γ energy, the decay must
have proceeded through a decay chain.
Aside from the possible 191-keV γ line discussed above,
three other known lines from the decay of 86Br were iden-
tified in the γ-energy spectrum below 500 keV, at 77
keV, 207 keV, and 382 keV. By gating on these lines, the
excitation-energy spectra in 86Br, determined from the
(t,3He) data were created, as shown on the right-hand
side in Figs. 6(a), 6(b) and 6(c). Although the statistics
are limited, peaks in these spectra can be observed that
belong to excitations whose decay is associated with the
corresponding γ lines. For example, in the excitation-
energy spectrum gated on the 77-keV γ line, a low-lying
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FIG. 6. (a-h) Left panels: γ-rays identified as being emitted from 86Br, rather than from reactions in the target-window
foils, are indicated by red arrow. A gate with a width of ∼5 keV was placed around each of the γ-ray peaks. Right panels:
86Kr(t,3He) excitation energy spectra gated on γ lines emitted by 86Br as identified in the panel on the left. The arrows in the
excitation energy spectra are identified as excitations of specific states in 86Br, as listed in Table I. A gate with a width of ∼1.5
MeV was placed on each of the excitation-energy peaks. The uncertainty in the excitation energy is approximately 0.3 MeV.
peak at Ex(
86Br) ≈ 0.2 MeV is found (indicated by the
arrow), likely due to the de-excitation of a low-lying state.
In addition, some distributed events at higher excitation
energy are found, either due to higher-lying excitations
that decay through the 77-keV γ line, or that are associ-
ated with background from Compton scattering of more
energetic γ lines in GRETINA that appear under the
77-keV γ line, as discussed above.
The same procedure was followed for all γ lines that
were determined to come from 86Br, as shown in Figs.
6(a-h). For γ lines above ∼ 500 keV, the excitation-
energy spectra obtained are relatively clean, as the
Compton background from more energetic γ lines is
small. The extracted peaks are listed, per γ line, in the
third column of Table I, and indicated with arrows in
the figures. The uncertainty in these excitation energies
8TABLE I. Overview of γ rays (first column) identified as being
emitted by excited states in 86Br produced in the 86Kr(t,3He)
reaction. The second column contains spin-parity informa-
tion, if available. The third column lists particular excited
states in 86Br that are associated with the observed γ rays, if
identified. The fourth column denotes the evaluation of the
angular-momentum transfer associated with these excitations,
as determined from the MDA and detailed in the text.
Eγ J
pi Ex
a Transition
(keV) from [59, 60] (MeV) (tentative)
77 4− ∼0.2 ∆L ≥ 1
191b 4− - -
207 2− peak 1: ∼3.1 ∆L ≥ 1
peak 2: ∼3.6 ∆L ≥ 1
382 2− ∼2.6 ∆L = 1
932 unknown peak 1: ∼0.9 ∆L ≥ 2
peak 2: ∼2.3 ∆L = 1
942 unknown ∼1.7 ∆L ≥ 1
1427 unknown ∼2.3 ∆L = 1
1753 unknown ∼1.7 ∆L = 0, 2
2361 unknownc ∼2.4 ∆L = 0, 2
a The uncertainty is approximately 0.3 MeV
b The signal for this peak was weak compared to background in
the present data and the observation is uncertain (see text)
c In Ref. [60], a γ line was reported at 2362 keV. However, it was
associated with the decay from a state at 2797 keV, which is
unlikely to be consistent with the observation of a peak at 2.4
MeV in the 86Kr(t,3He) spectrum. On the basis of this
information only, one cannot rule out that both states
contribute to the excitation-energy and γ spectra. However,
several other γ lines associated with the decay from the state at
2797 keV observed in Ref. [60] are not seen here, but should
have been if the 2361 keV line belonged to the decay of the
state at 2797 keV. We conclude that the 2361-keV line observed
here is distinct from the 2362-keV line of Ref. [60].
is approximately 0.3 MeV. Subsequently, a gate with a
width of 1.5 MeV was made around each of the peaks
marked by arrows in Fig. 6 and listed in Table I, and the
differential cross sections were extracted and an MDA
was performed. In this analysis, each peak was assumed
to have a particular spin-assignment, i.e. to be due to the
excitation of a single state. Hence, each peak was associ-
ated with a combination of ∆L = 0 and ∆L = 2 compo-
nents (for a 1+ state), a ∆L = 1 component (for 0−, 1−
or 2− excitations), or ∆L = 2 or higher, for quadrupole
and higher multipole excitations. However, due to the
limited statistics, it was only possible to make tentative
assignments.
Three examples of this MDA are shown in Fig. 7, and
the extracted angular momentum transfers determined
for each peak are listed in the fourth column of Table I.
In Fig. 7a, the angular distribution associated with the γ
line of 1427 keV and Ex(
86Br) ≈ 2.3 MeV is shown. This
angular distribution is best described by a ∆L = 1 tran-
sition. For two peaks, at Ex(
86Br)≈ 1.7 MeV (associated
with a 1753 keV γ line) and at Ex(
86Br) ≈ 2.4 MeV (as-
sociated with a 2361 keV γ line), the differential cross
section peaked at forward scattering angles, as shown in
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FIG. 7. MDA for excited states at ∼2.3 MeV (associated with
the decay by a 1427-keV γ ray), at ∼1.7 MeV (associated with
the decay by a 1753-keV γ ray), and at ∼2.4 MeV (associated
with the decay by a 2361-keV γ ray) in panels (a), (b) and
(c), respectively. The angular distribution in panel (a) peaks
at finite angles and is well described with a dipole angular dis-
tribution. The states at ∼1.7 MeV (panel (b)) and ∼2.4 MeV
(panel (c)) are potentially associated with Gamow-Teller tran-
sitions as they peak at forward scattering angles. For both of
these, a fit with a linear combination of ∆L = 0 and ∆L = 2
angular distributions is shown. The ∆L = 0 component was
used to extract a tentative Gamow-Teller strength associated
with each transition.
Figs. 7(b) and 7(c), respectively. Although the statis-
tical uncertainties are large, the associated transitions
could be due to Gamow-Teller excitations. Following the
procedure from Sec. III B, and accounting for the γ de-
tection efficiency, the Gamow-Teller strengths associated
with the 1.7 MeV and 2.4 MeV states were extracted:
0.045 +0.043
−0.045 for the 1.7-MeV state and 0.063
+0.046
−0.063 for the
2.4-MeV state. Since it cannot be ruled out that these
transitions are not due to Gamow-Teller excitations, the
lower error bars extend to B(GT) = 0. However, the
results from this γ-ray analysis (also shown in Fig. 5)
provide more detailed constraints on the Gamow-Teller
strength from 86Kr to 86Br for excitation energies be-
low 5 MeV. Finally, since the summed energy of the 932
keV and 1427 keV lines (2359 keV) is close to 2361 keV
(given the energy resolution of GRETINA of 2.2 keV for
Eγ = 1332 keV [38]), and all three γ lines are associated
with an excited state at about 2.3 MeV, we cannot rule
out that these come from the same excited state. If true,
it is unlikely that this state can be assigned to a spin-
parity of 1+, as the center-of-mass 3He angular distribu-
9tion associated with the 1427 keV line is quite clearly not
of monopole character. Given the statistical limitations,
it was not possible to perform a γ-γ correlation analysis
to study this possibility in more detail.
D. Comparison to Theory
It is informative to compare the extracted experimen-
tal results with theoretical models that could be used
to calculate Gamow-Teller strengths for the purpose of
estimating electron-capture rates for astrophysical simu-
lations. Therefore, as part of this work, two calculations
were performed. The first calculation is a shell-model
calculation, which was performed with the NUSHELLX
code [48], using the jj44pna effective interaction [50] in the
SNE model space [49, 61], and a renormalized G-matrix
using the charge-dependent (CD-Bonn) nucleon-nucleon
interaction [62]. This model space and interaction as-
sume an inert 78Ni core, on top of which protons can
populate the 0f5/2, 1p3/2, 1p1/2, and 0g9/2 orbitals, and
neutrons can populate the 0g7/2, 1d5/2, 1d3/2, 2s1/2 and
0h11/2 orbitals. Because of the restrictions of the model
space, Gamow-Teller excitations must be associated with
pi0g9/2 → ν0g7/2 transitions.
For this simple model space, the total Gamow-
Teller strength can be estimated [63] as B(GT+) =
〈pi0g9/2〉Bsp, where Bsp is the single-particle strength for
the pi0g9/2 → ν0g7/2 transition, and 〈pi0g9/2〉 is the oc-
cupation number for protons in the 0g9/2 orbital. The
calculated occupation number for 86Kr is 0.40, resulting
in a total Gamow-Teller strength of 0.71, of which 0.16
was estimated to reside at Ex(
86Br) < 5 MeV, and the
remainder distributed over many weak transitions up to
high excitation energies. The occupation number deter-
mined from experiment for 86Kr is uncertain; Ref. [64]
does not report any ∆L = 4 strength in the 86Kr to
85Br reaction, while Ref. [65] reports tentative ∆L = 4
strength in a state at Ex = 2.31 MeV with a deduced oc-
cupation of 1.12. We note that proton 0g9/2 occupation
numbers for 90Zr and 88Sr of 1.0 and 0.7 were reported,
respectively [64], suggesting the calculated value of 0.40
in the shell model for 86Kr is not unreasonable.
It is necessary to take into account the consequences of
model-space truncation; in Ref. [63], this is divided into
two parts that are expressed in terms of hindrance factors
hhigh and hc.p.. hhigh is associated with configurations be-
yond the (0g, 1d, 2s) model space, which corresponds to
the admixtures of two-particle two-hole states with un-
perturbed energies of 2~ω and higher in the oscillator ba-
sis. Such behavior has been extensively studied in lighter
nuclei; for the (0d, 1s) model space, the empirical value
of hhigh is 1.67 [66], which qualitatively agrees with calcu-
lations that include the 2~ω admixture. For the (0f , 1p)
model space, the empirical value for hhigh is 1.81(1) [67].
The latter is assumed here, because it is consistent with
the value observed for heavier nuclei [68]. The factor hc.p.
(where c.p. stands for core polarization) is introduced
for the truncation from (0g, 1d, 2s) to the model space
used in the calculations for this work. In particular, the
ν0g9/2 orbital is assumed to be filled and the pi0g9/2 is
assumed to be empty. hc.p. takes into account the mix-
ing between the 0g9/2 and 0g7/2 spin-orbit partners, and
in Ref. [63], the calculated associated hindrance factor
for the (pi0g9/2)
n configurations. With these hindrance
factors, hhigh and hc.p., the Gamow-Teller strength can
be written in the following form:
B′(GT) =
B(GT+)
hc.p.hhigh
. (3)
The hindrances observed in the β+ decay of nuclei from
94Ru to 98Cd are consistent with the calculations in Ref.
[63], which are based on Eq. (3) [61]. In this work,
hc.p. = 5.0, from the result of the (pi0g9/2)
2 configura-
tion in Table 5 of Ref. [63]. It assumed that this can
be applied to the calculations of 86Kr. Hence, the total
hindrance factor h = hc.p.hhigh ≈ 9, which was applied
to the shell-model calculations.
The second theoretical calculation is a quasiparticle
random-phase approximation (QRPA) calculation. It
was performed using the axially-deformed Skyrme Finite
Amplitude Method (FAM) [69, 70]. This method has re-
cently been extended to odd-A nuclei in the equal filling
approximation [71], making it a candidate for calculat-
ing Gamow-Teller strengths and electron-capture rates
for all nuclei in the high-sensitivity region. The Skyrme
functional and single-particle space are the same as those
used in Ref. [72], in which a single set of parameters, in-
cluding an effective axial-coupling constant, gA, of 1.0,
were fixed. The width of the states in the QRPA calcu-
lation was set to 0.25 MeV.
For both of the theoretical models, the first peak in
the strength distribution was placed at the excitation
energy of the first known 1+ state in 86Br, 2.446 MeV.
The results for both sets of calculations are included in
Fig. 5. Both the shell-model and QRPA calculations
yield comparable amounts of Gamow-Teller strength up
to Ex(
86Br) = 5 MeV: 0.035 for the shell-model calcu-
lation and 0.024 for the QRPA calculation. The total
strength obtained from the 86Kr(t,3He+γ) coincidence
data is 0.108+0.063
−0.108. Although the experimental error bars
are large, these data set an upper limit on the summed
Gamow-Teller strength, with which the theory is consis-
tent.
IV. ELECTRON-CAPTURE RATES
A. Calculation of Electron-Capture Rates
Using the Gamow-Teller strength distributions cal-
culated in Secs. III B and III C, electron-capture rates
were calculated for a wide range of stellar densities and
temperatures of relevance for astrophysical phenomena.
These calculations were performed using the ECRATES
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code [73–75], which takes the reaction Q values and the
Gamow-Teller strengths as inputs.
Electron-capture rates are calculated using the follow-
ing expression:
λEC = ln(2)
∑
ij
fij(T, ρ, UF )B(GT)ij . (4)
B(GT) is the Gamow-Teller strength distribution, de-
rived either from experimental data or theoretical calcu-
lations, and f(T, ρ, UF ) is the phase-space factor, which
depends on the stellar density, ρ, temperature, T , and
chemical potential, UF . It is informative to examine
these two components of the electron-capture rates. The
Gamow-Teller strength distribution for 86Kr as a func-
tion of Q value, as obtained from the QRPA calculation
is shown in the middle panel of Fig. 8. The first peak in
the Gamow-Teller distribution as a function of Q value
corresponds to the peak of the QRPA calculation shown
in the Gamow-Teller strength distribution of Fig. 5 as
a function of excitation energy. The phase-space fac-
tor, normalized to unity at Q = 0, is shown in the top
panel of Fig. 8 as a function of Q value, for a range of
stellar densities from 109 to 1012 g/cm3. By multiply-
ing the phase-space factor by the Gamow-Teller strength
and then summing over the entire distribution, the total
electron-capture rate for the nucleus is produced. The
bottom panel of Fig. 8 shows the summed fraction to the
total electron-capture rate as a function of Q value.
At relatively low stellar densities, the phase-space fac-
tor drops quickly with decreasing Q, with the conse-
quence that Gamow-Teller transitions to states at less
negative Q dominate the electron-capture rate. As the
density increases, the phase-space factor drops off more
slowly with decreasing Q, and Gamow-Teller transitions
to states at more negative Q start to contribute to the
electron-capture rate, as becomes clear from the bottom
panel of Fig. 8. Even at densities in excess of 1011 g/cm3,
the contribution from the transition to the lowest state
is still the strongest single contribution to the rate. This
is because the threshold electron-capture Q value for the
case of 86Kr is rather negative (-7.607 MeV), and the first
Gamow-Teller transition only appears at Q ≈ −10 MeV.
The situation for 86Kr described in Fig. 8 is exemplary for
the neutron-rich nuclei in the N = 50 region. Due to the
relatively large, negative Q-values for electron-capture
on these nuclei, the details of the Gamow-Teller strength
distributions, including the location of the lowest-lying
1+ state, are important for estimating accurate electron-
capture rates, even at relatively high densities.
The results of the electron-capture rate calculations for
this work are shown in Fig. 9, at a temperature of 10 GK,
and for densities of relevance for the collapse phase of
core-collapse supernovae. The black solid line represents
the electron-capture rates that are calculated from the
Gamow-Teller strength extracted from the γ-ray analy-
sis in Sec. III C. Since this rate represents an upper limit
for Ex < 5 MeV, the uncertainty band (in grey) extends
down to zero. It is important to note that, because it
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FIG. 8. Top: the phase-space factor used in the calculation
of the electron-capture rates as a function of electron-capture
Q value for stellar densities ranging from 109 − 1012 g/cm3.
Note that the factors are normalized to unity at Q = 0. Cen-
ter: Gamow-Teller strength distribution for 86Kr as calculated
in QRPA. Bottom: Summed fractions of the total electron-
capture rate as a function of Q, obtained by multiplying the
phase space factors in the top panel with the strength distri-
bution of the center panel.
Experiment
FIG. 9. A comparison of the experimentally determined
electron-capture rates on 86Kr, at a temperatures of 10 GK
over the range of stellar densities relevant during deleptoniza-
tion in the collapse phase of core-collapse supernovae, as de-
rived from experimental data. The results are compared with
rates derived from the shell-model and QRPA calculations
detailed in the text, as well as the single-state approximation
from Eq. (1).
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was only possible to extract Gamow-Teller strength up
to Ex = 5 MeV, transitions to states at higher excitation
energies are not included in the electron-capture rate cal-
culations derived from the data. However, as explained
above, the contributions from these states to the overall
rate are expected to be relatively small at the lower end
of the density scale presented here and slowly increase
at higher excitation energies. Also shown in Fig. 9 are
the rates determined from the theoretical strength dis-
tributions described above, and the single-state approxi-
mation presently implemented in NuLib [10, 29, 76]. For
the latter, ∆E was 2.5 MeV for the case of 86Kr.
The electron-capture rates derived from the shell-
model and QRPA calculations are consistent with the
experimental result, as they both fall within the experi-
mental uncertainties. Conversely, the rates obtained by
the single-state approximation are much higher, exceed-
ing the electron-capture rates estimated based on the
data by about two orders of magnitude. At high stel-
lar temperatures, Pauli unblocking effects will increase
the electron-capture rates [19], but in cases such as 86Kr,
where Pauli blocking is not complete at zero tempera-
ture, such increases are likely small [19]. The placement
of a single state at one fixed excitation energy of 2.5 MeV
with a Gamow-Teller strength of 4.6 is inconsistent with
the present data. If a single-state approximation were
to be used to represent the present experimental results,
a Gamow-Teller strength of less than 0.03 or an exci-
tation energy in excess of 20 MeV would be required.
Microscopic models are needed to more accurately esti-
mate electron-capture rates for astrophysical simulations.
These models can be tested at zero temperature against
available experimental data. We note that a similar con-
clusion was drawn on the basis of a recent 88Sr(t,3He+γ)
experiment [30].
B. New Rate Table
Because of the importance of the region of nuclei sur-
rounding the N = 50 shell closure, a new electron-
capture rate table was developed for the use in astro-
physical simulations that contained, for 78 nuclei in
and around the high-sensitivity region [12], rates cal-
culated on the basis of the QRPA framework described
in Sec. III D. QRPA calculations were chosen over shell-
model calculations in this case because calculations were
needed for a large number of nuclei both above and be-
low the N = 50 shell closure. In addition, these QRPA
calculations can be extended in the future to include
temperature-dependent effects.
The nuclei included were 75−76Fe, 75−78Co, 75−80Ni,
75−82Cu, 75−84Zn, 75−85Ga, 76−85Ge, 75−85As, 80−85Se,
82−85Br, 84−86Kr, 88Sr, 90Zr, and 93Nb. The ground-
stateQ value was obtained from experimental data where
available, and from the Hartree-Fock-Bogoliubov solution
according to the approximation in Ref. [77] for nuclei
lacking experimental data. Additionally, the spin and
parity of the ground states of the relevant nuclei were
obtained from experimental assignments, and from the
Gallagher and Moszkowski rule [78], for nuclei lacking
definite assignments. Although these calculations do not
yet contain temperature-dependent effects that might in-
crease the electron-capture rates, these simulations pro-
vide important insights in the maximum effects that can
be caused by the overestimation of the electron-capture
rates in the single-state approximation.
V. CORE-COLLAPSE SUPERNOVA
SIMULATIONS
The core-collapse supernova simulations for this work
were performed using the neutrino-transport code, NuLib
[20], and the general-relativistic, spherically-symmetric
hydrodynamics code, GR1D [20, 22]. The progenitor
used in the simulations was a well-known 15 solar-mass,
solar-metallicity star (s15WW95) [79]. The SFHo equa-
tion of state and nuclear statistical equilibrium distribu-
tions were used [80]. The goal of this study was to deter-
mine the effect of the newly calculated rate table on the
late-stage evolution of the collapsing star. As such, two
simulations were performed: the first was a base simula-
tion in which the electron-capture rates were calculated
based on the single-state approximation [10, 29, 76]. The
second simulation used the new rate table based on the
QRPA calculations.
A comparison of the lepton fraction (Yl) as a func-
tion of central density (ρc) for these two cases is shown
in Fig. 10. For densities of 1010 to 1012 g/cm3, strong
deleptonization of the matter in the core of the star oc-
curs. The opacity of the matter is relatively low, which
allows electron neutrinos to escape the star. At a density
of 1012 g/cm3, the neutrinos become trapped, preventing
further deleptonization and causing the lepton fraction to
saturate.
Comparing the results of the base simulation with the
simulation in which the new QRPA rates were included,
it is clear that the new rates strongly affected the final
lepton fraction. The original simulation attains a final
lepton fraction of 0.294, while the simulation including
the new rates reaches a final lepton fraction of 0.312.
This constitutes a 14% reduction in the decrease of the
lepton fraction with the addition of the new, more ac-
curate rates. Also shown in Fig. 10 are the results of a
simulation from a previous sensitivity study [12], which
illustrates the case in which the electron-capture rates for
the nuclei in the high-sensitivity region calculated with
the single-state approximate method, were scaled by a
factor of 0.01. This result is comparable to the simu-
lation that uses the new QRPA rates. Because of this
similarity, the consequences of using the QRPA-derived
electron-capture rates in the high-sensitivity region are
comparable to those discussed in detail in Ref. [12],
and will strongly impact physical observables, such as
the peak neutrino luminosity [11] and the frequency of
12
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FIG. 10. Lepton fraction as a function of core density. The
results of the original simulation, without the addition of the
new rate table, are compared to the case in which the new
QRPA rates are included. Also shown is a simulation from the
previous sensitivity study [12], in which the electron-capture
rates for the high-sensitivity region nuclei are scaled by a fac-
tor of 0.01.
gravitational waves emitted from the collapsing star [7],
which are both potential multimessenger signals that can
be used to better understand and model core-collapse su-
pernovae.
VI. CONCLUSIONS
In an effort to constrain the electron-capture rates on
nuclei near N = 50 above 78Ni, which play an impor-
tant role in the late-stage evolution of core-collpase su-
pernovae, the 86Kr(t,3He+γ) reaction at 115 MeV/u was
investigated. Due to the need to subtract events from re-
actions on foils that maintained the 86Kr gas target, the
uncertainties in the extracted strengths are larger than
has been achieved in other (t,3He) experiments at NSCL.
Still, an upper limit for the Gamow-Teller strengths for
Ex < 5 MeV could be obtained, which was strengthened
through the investigation of the γ-decay spectra. Theo-
retical Gamow-Teller strength calculations by using the
shell model and QRPA were consistent with the experi-
mental upper limit.
The stellar electron-capture rate on 86Kr derived from
the upper limit of the extracted Gamow-Teller strength
was used to test a single-state approximation used in as-
trophysical simulations, as well as electron-capture rates
derived from the Gamow-Teller strengths calculated in
the shell-model and QRPA. The electron-capture rates
based on the single-state approximation are too high
compared to the rates based on the experimental data,
whereas those based on the microscopic calculations are
consistent. Although at high stellar temperatures Pauli
unblocking can increase the electron capture rates as
compared to the rates extracted and calculated at zero
temperature, the effect is likely significantly smaller than
the difference between the experimental upper limit and
the rate based on the single-state approximation, as-
suming that the protons partially fill the 0g9/2 orbit
and Gamow-Teller transitions are not completely Pauli
blocked, even at zero temperature.
Based on these results, simulations of the late stages of
the evolution of core-collapse supernovae were performed
that utilized a new set of rates for nuclei in the high-
sensitivity region near N = 50 based on Gamow-Teller
strengths from QRPA calculations tested in these exper-
iments. The results indicate that the reduced electron-
capture rates in the high-sensitivity region strongly af-
fects the deleptonization during the collapse phase, with
significant consequences for the late evolution and po-
tentially observable neutrino and gravitation-wave multi-
messenger signals, as discussed in detail in Ref. [12].
These simulations will benefit from further theoretical
work to improve the electron-capture rates on nuclei of
relevance for late stellar evolution, in particular by in-
cluding temperature-dependent effects in the QRPA cal-
culations. Finally, the development of techniques to mea-
sure the β+ Gamow-Teller strengths on unstable nuclei
will be important to test the theoretical calculations in
the high-sensitivity region. Such developments are be-
ing pursued at NSCL through the use of the (d,2He) and
(7Li,7Be) reactions in inverse kinematics.
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