Introduction
Let e > 0 be a small real parameter, let y, z be real m-dimensional and w-dimensional vectors respectively and let /, g be respectively real mdimensional and ^-dimensional vector functions of their arguments. This paper aims to discuss the following two problems in singular perturbations.
(A) Consider first the autonomous system (i) * r !<*•*•*).
{l==dldt) sz' = g{y, z, s).
Here under the assumption that the degenerate system obtained from (1) by setting e = 0 has a periodic solution with period T in t, one looks for suitable conditions which will ensure that (1) also has a periodic solution with a period which tends to T as e ->• 0. One also discusses the stability of the closed path of this periodic solution as s -*• 0. Friedrichs and Wasow [6] were the first to discuss a singular perturbation problem of this nature. Recently Anosov [1] has also treated this problem (1) and to the best of our knowledge his results are the most general which have been obtained. His method of approach is based on the notion of the so-called rapid motion system associated with (1) . Our purpose here is to establish Anosov's results [1; Theorems 3, 4] by an entirely different and shorter method. Our method makes direct use of the concept of orthonormal system of coordinates (cf. Urabe [13] ). More important, we find that we can improve on Anosov's Theorem 5 regarding the behaviour, as e -> 0, of solutions of (1) which are close to the unique closed path (see Theorem 4 in the last section).
(B) Consider next the following non-autonomous system , 2) y' = fiy. z. t, e),
sz'= g(y, z, t, e),
where t varies over the entire half-line t ^ 0. Here again one looks for suitable assumptions which will ensure that (2) possesses a solution bounded for alH ^ 0 in some neighbourhood of a bounded solution of the degenerate system of (2) . Another aspect of the problem is to study the behaviour of this solution as s -> 0. This problem has already been treated by Butuzov [2] and Hoppensteadt [8] . Their results aie extensions of the corresponding results of Levin [10] and Tihonov [12] who had earlier dealt with the initial value problem with t restricted to a finite ^-interval. We notice however an important difference between the results of Tihonov-Hoppensteadt and Levin-Butunov: the former considered the 'stable' case, whereas the latter allowed conditional stability. (Note also that Tihonov's result has been shown to be false by Hoppensteadt [9] who has also shown how it can be corrected.) We have succeeded (Theorem 2 below) in extending Butuzov's Theorem 1 in two directions. Firstly, his assumption 4, which had earlier appeared as H3 in Levin's paper cited above, will be replaced by a more natural assumption, namely, assumption (IV) of section 3. Secondly, instead of his assumption 3, which implies that a certain linear equation, the equation (9) below, has uniform asymptotic stability, we simply require that it possesses an exponential dichotomy.
We also investigate the behaviour as e -> 0 of every solution of (2) and our results here (Theorem 3) we believe to be new.
The plan of this paper is as follows. In the next section we prove Theorem 1 which embodies Anosov's Theorems 3, 4. In section 3 we prove Theorem 2. In section 4 we state and prove a lemma from which Theorem 3 will later be deduced in section 5. In the last section Theorem 4 is obtained by an application of Theorem 3.
Statement and Proof of Theorem 1
In this section and section 6 we assume that the functions /, g of (1) together with the Jacobian matrices /", f z , g y , g z are continuous in their arguments (y, z, s). Order symbols such as 0(e), o(l) refer to e -> 0 and for any continuous function x(t) we write ||x(£)|| = sup_ 0O<t<0O |x(<)|. PROOF. It follows from assumption (II) that/[«(£)] ^ 0 is a periodic function with period T in t. As is known (Halanay [7] ) there exists a change of coordinates
where 6 is a scalar, x an (m-1) vector and S(d) an mx (m-1) matrix function with period T in 6 whose columns are mutually orthogonal. By this change of coordinates the solution y = u(t) is now defined by x = 0, 6 = t. Also the first equation of (1) is transformed into
As in Halanay [7; p. 280] , by forming the scalar product of this equation with the columns of S(6) and with an m th vector orthogonal to these columns, we obtain respectively
where 0, X are periodic functions in d with period T, are continuous in (x, z, 6, e) and such that
Thus there exists e 0 > 0 such that © ^ 0 for \x\, \z-q>[u (6) ]\, e fS e 0 . We can therefore take d to be the new independent variable and express (1) in the form dx X(x, z, 6, e) = dd 0(x, z, 6, e) s= F(x, z, 6, e), ( 6 ) 
For e = 0 the system (6) has the solution x = 0, z = <p[u (8) ]. We shall show that (6) has a unique periodic solution with period T in 8 by verifying that all the hypotheses (I), (II'), (III") in Chang [3] are satisfied. Similarly we obtain
MO) = F m {B)-F.(B)G-H9)G m (B)
Now under the transformation (5) the equation (3) becomes
The variations! equation of (7) has the coefficient matrix C(6) obtained by taking the derivative of the right hand side of (7) with respect to x at the point x = 0. It is easily verified that in fact
Moreover (see [7; p. 285 Thus (6) satisfies all the hypotheses in [3] and it follows that there exists p 0 > 0 such that for all e sufficiently small the system (6) possesses a unique periodic solution x e (d), z E {B) with period T in 8 such that
Moreover
To this unique periodic solution corresponds a solution [5] Two problems in singular perturbations of differential equations 37 of the system (1) 
9,(t) = u[8(t)]+S[d(t)]x £ [8(t)] z e (t) = z £ [8(t)]
It follows that the solution y e (t), z E (t) of (1) is periodic in t with period T. Moreover the closed path of y e (t), z e (t) tends to the closed path of u(t), q>[u(t) ] as e -> 0.
We now prove the last statement of Theorem 1. Assume that (1) has a periodic solution y(t), z(t) whose path lies in the p-neighbourhood of u(t), q> [u(t) ] and whose period is T = T-\-p where \p\ rg! p. We first show that d increases by T when t increases by T. In fact, since d' is positive and close to 1, it follows that
6(t+T) -d(t) is close to T.
On the other hand, since 0 is determined uniquely (mod T) by y, it follows from y(t+f) = y{t) that
6(t+f) -d(t) is a multiple of T, say kT.
Since T is close to T, k must be 1. Next it follows from y{t) = «[0(tf)]+S[0(/)]a;(<) that x(t+f) = x{t) and therefore, as a function of 6, x has period T. Similarly, since zty+T 
Theorem 2 and its Proof
In order to state our results we make the following assumptions. In what follows, f y {t) denotes the Jacobian matrix f v [y(t), z(t), t, 0] and similar meanings are attached to f t (t), g v {t), g z {t), g f (t).
(I) The degenerate system
has a continuous bounded solution y(t), z(t) for 0 rgl t < oo.
(II) The function / and the Jacobian matrices /", f z , f t are continuous and bounded in (y, z, t, e) for \y-y(t)\, \z-z(t)\, e 5S N and 0 52 t < oo. Also It follows that |detg.(OI ^t*l for t^O.
\\f[y(t), z(t). t> e]-flS(t). *(*). «. °]H -
Hence g~x{t) exists, is continuous and bounded and so is U(t) = g^itfgyit). By (8a) y'(t) exists, is continuous and bounded. By (8b) and the implicit function theorem z'(t) also exists, in fact,
It follows that if g has continuous and bounded second derivatives in t, y, z for \y-y[t)\, \z-z{t)\, e^N and t ^ 0, then U'(t) will exist and be continuous and bounded. Instead of assuming the existence of second derivatives of g we shall simply assume (IV) U(t) = g^itygyit) has a continuous and bounded derivative on 0 ^ t < oo.
(V) The linear equation
possesses an exponential dichotomy, that is, (9) has a fundamental matrix
for s ^ t, where P is a projection matrix, I m the mxm unit matrix and K, v are positive constants.
It follows from (III) that the matrix g z (t) has the same number k of eigenvalues with negative real parts for every t. We now recall lemmas 1, 2, 3 of [3] by means of which we have established that the linear equation (11) ew' =g z {t)w = B(t)w possesses an exponential dichotomy, in fact, for all sufficiently small e > 0,
, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700006893 [7] Two problems in singular perturbations of differential equations 39 (11) where [x = /^Q/8, P X is a projection matrix of rank k, I n the n X n unit matrix and L is some positive constant independent of e. Let 
) has a unique solution y e (t), z e (t) throughout the interval 0 ^ t < oo which satisfies and (is) \\ye(t)-y(t)\\+\\Zs(t)-m\\ ^P-
The proof of Theorem 2 is based on the following lemma A.
LEMMA A. Suppose that the linear equation (16) y' = A{t)y has a fundamental matrix Y(t) with Y(Q) = I such that \Y(t)PY~l(s)\ <He-a «-*> for t^s, [Y(t){I-P)Y-1 {s)\^He~a<*-» for s^t, where P and I-P are supplementary projections and H, a are positive constants. Let b(t) be a continuous bounded function of t. Then for any vector x 0 = Px 0 the equation (17) x' = A{t)x+b(t) has a unique bounded solution x(t) such that Px(O) = x 0 . Moreover \\x(t)\\ ^ H\x o \+C\\b{t)\l
where C = 2Hx~1 is a positive constant depending only on H, a.
PROOF. The function x(t) = Y(t)x o + j*Y{t)PY-

(s)b(s)dsj^aY{t){I-P)Y-{s)b{s)ds
exists for all t ^ 0 and it is seen by differentiation that x{t) is indeed a solution of (17) with the required properties. It is the only bounded solution of (17) Moreover to any d > 0 there is a corresponding eo = co(d), 0 < a> < 6, such that
\F(v, w, t, e)-F(v, w, t, e)| < d{\v-v\ + \w-w\), \G(v, w, t, e)-G(v, w, t, e)\ ^ d(\v-v\-\-\w-w\),
for all J ^ 0 if \v\, \v\, \w\, \w\, e ^ co.
For any pair of continuous bounded functions $(t), rj(t) consider the system (19a) v' = A 1 (t)v+A a (t)w+F[i(t), v (t),t,e], (19b) ew' = B(t)w+G[Ht), n(t), t, e ] .
We show first that (19b) has a unique solution w{t) which will then be substituted into (19a). Since (11) has a fundamental matrix satisfying (12) it follows by lemma A that for any vector w 0 with w 0 = P-^WQ the equation 
v' = A^v+A^wiD+Ftfit), n(t), t, e], has a unique bounded solution v (t) such that
Pv(0) = v o and [9] Two problems in singular perturbations of differential equations 41
K\v o \ + C 2 [\\A 2 (t)\\\\w(t)\\ + \\F(O, 0, t,
where C 2 = C 2 (K, v (14) and (15). This completes the proof of Theorem 2.
In this section we prove the following lemma which may be of interest by itself. It is an extension of lemma 7 of Coppel [5] . 
|w a (T)| + |w,(T)| ^ {K+L)er*«*-*>(\v a (t)\ + \w t (t)\) for t^r^ t lt and
where A, X x and rj > I are positive constants depending only on K, L, v.
PROOF. We can assume without loss of generality that K ^ 1, L 3: 1.
Put r] = l+(K+L) 2 .
We shall show that lemma B holds if we choose y > 0 so small that and then choose e > 0 so small that e < 2yv~1K. In fact it follows that , available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700006893 [11] Two problems in singular perturbations of differential equations 43 e < 1 and 2y(l+r ) )(K+L) < -^-< n, v. 
From the second and fourth inequalities of (21) it follows respectively that for 
and Now on setting r = t 1 in both the first and third inequalities of (21) we obtain and, in view of (24),
Thus it follows that for t x^t T herefore^(
OI+KWI < v(M*)\+\«>t(t)\)
for This completes the proof of lemma B.
In this section we deduce from lemma B the following new results regarding the behaviour as e -> 0 of every solution of the system (2) once it enters into the neighbourhood of the unique solution of Theorem 2. 
where y(t) = y(t)-y E (t), z(t) = z(t)-z E (t) and
is kinematically similar (cf. Markus [11] or Coppel [5] ) to the same system (26) with C(t) = 0 i.e. to (25).
PROOF. Let
T(t) = j t o Y(t)Y^(s)C(s)Z(s)(I-P)Z^(t)ds -j^° Y(t)Y~1(s)C(s)Z(s)PZi (t)ds.
Then Thus T(t) exists, is continuous and bounded. It is easily verified by differentiation that T(t) is a solution of
T = A(t)T-TB(t)+C{t).
Consequently the change of variable y = x-\-T(t)z transforms the first equation of (26) into x' = A(t)x and the lemma follows.
PROOF OF THEOREM 3. We have seen that the change of variables (13) transforms (2) into the system (18). From the variation of constants formula any solution u(t), w(t) of (28) satisfies In this last section we obtain by an application of Theorem 3 the following theorem which gives a slightly stronger result than Anosov's Theorem 5 [1] . PROOF. By the change of variables (5) we have transformed (1) into (6) which is of the same form as (2) with 6 in place of t. The additional assumption (V) of the theorem implies that the linear equation dvjdd = A^djv = C(d)v has a fundamental matrix V{t) such that (10) holds. It is not difficult to verify that (6) in fact satisfies all the hypotheses of Theorem 3 so that Theorem 4 follows as a consequence of Theorem 3.
F(u, w, t, s) = F(v, w, t, e)-e~1T(t)G(v, w, t, e)
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