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Internet: http://www.iab.de Regressionsschätzung mit qualitativen Variablen 
(Darstellung methodischer Probleme und Lösungsansätze am Beispiel einer Untersuchung zur Berufswahl-
situation von Jugendlichen) 
Franz Egle* 
Während zur Analyse quantitativer, metrisch skalierter Merkmale vergleichsweise viele und 
weitentwickelte statistische Instrumente zur Verfügung stehen, ist man bei der Untersuchung 
qualitativer, nominal skalierter Merkmale auf wenige Analysenmethoden beschränkt. Untersu-
chungen dieser Art bilden aber den Schwerpunkt in wirtschafts- und sozialwissenschaftlichen 
Einrichtungen wie etwa dem IAB. 
Mit dem folgenden Beitrag wird deshalb versucht, die üblicherweise nur bei der Analyse quan-
titativer Merkmale verwendete multiple Regressionsanalyse auf qualitative Merkmale anzuwen-
den. Es werden die dabei auftretenden mathematisch-statistischen Probleme und die sich daraus 
ergebenden Besonderheiten bei der Ergebnis-Interpretation erörtert. 
Die verschiedenen Regressionsansätze werden am Beispiel einer Untersuchung der Berufswahl-
situation von Jugendlichen diskutiert. Dabei wird eine der Fragen zur Art der gewünschten 
beruflichen Tätigkeit (und zwar die Problemlösungsbereitschaft) herangezogen und ihre Ab-
hängigkeit von den qualitativen, nominal skalierten Merkmalen „Geschlecht“ und „Schulbildung“ 
analysiert. 
In der Regel setzt die Regressionsanalyse metrisch skalierte Merkmale voraus. Mit Hilfe von 
„Dummy-Variablen“ gelingt jedoch auch eine Anwendung auf nominal skalierte Merkmale. 
Dabei treten im wesentlichen drei Probleme auf: 
1.  Lineare Abhängigkeit der Spalten der Beobachtungsmatrix (Multikollinearität) 
2.  Ungleiche Varianz der Störvariablen (Heteroskedastizität) 
3.  Linearität der Funktionsform 
Zur Lösung des Multikollinearitätsproblems werden zwei Methoden erörtert: zum einen die 
schätzbaren Funktionen — hierbei werden anstatt der ursprünglichen Regressionskoeffizienten 
gewichtete Parameter geschätzt — und zum anderen die a-priori-Restriktionen von Parameter-
werten, bei denen im einfachsten Fall so viele Spalten der Beobachtungsmatrix gestrichen werden, 
bis deren Rang gleich der Spaltenzahl ist. 
Während die zweite Lösung eine gewisse Willkür enthält und man je nach der Auswahl der 
a priori festzulegenden Parameter unterschiedliche Schätzwerte erhalten kann, bekommt man 
mit der ersten Methode eindeutige Schätzwerte, falls es solche überhaupt gibt. 
Die Heteroskedastizität der Varianz der Störvariablen läßt sich mittels der von Aitken ent-
wickelten verallgemeinerten Methode der kleinsten Quadrate in die Analyse einbeziehen. Als 
Alternative zur linearen bewährt sich eine logistische Funktionsform. 
Zugunsten der Schnelligkeit und Einfachheit der Berechnungen kann für hinreichend genaue 
Ergebnisse die Heteroskedastizität außer acht gelassen, auf logistische Funktionsformen verzich-
tet und das Multikollinearitätsproblem durch a-priori-Restriktionen von Parameterwerten ge-
löst werden. 
Die Untersuchung wurde im IAB durchgeführt. 
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*  Die notwendigen Computerprogramme wurden von G. Apfelthaler geschrieben. 
82 1. Zielsetzung und Möglichkeiten 
Die herkömmliche Aufbereitung statistischer Daten in 
Tabellenform stößt bei der Analyse sehr schnell an 
Grenzen: ein- und zwei- oder auch dreidimensionale 
Tabellen lassen oft Zusammenhänge nicht erkennen, 
höherdimensionale Tabellen sind meistens unübersicht-
lich. Eine Kausalanalyse über die Art der linearen Ab-
hängigkeiten zwischen Variablen ist nicht möglich. Dazu 
ist ein multivariates Verfahren nötig, d. h. ein Ver-
fahren, das es gestattet, mehrere Variablen in der stati-
stischen Analyse gleichzeitig zu betrachten und gemein-
sam auszuwerten. Die multiple Regressionsanalyse ist 
ein solches Verfahren. Jedoch werden hierbei in der 
Regel meßbare Größen unterstellt. Der vorliegende 
Aufsatz hat das Ziel, zu prüfen, unter welchen Bedingun-
gen eine Anwendung der Regressionsanalyse auch auf 
Daten möglich ist, die ausschließlich auf qualitativen 
Merkmalen basieren. Diese Prüfung erfolgte beispielhaft 
an einem durch eine Jugendzeitschrift im Jahre 1971 
erhobenen Datenmaterial zu Fragen der Berufswahl. 
Für diese Untersuchung wurde eine der Fragen zur Art 
der gewünschten beruflichen Tätigkeit mit der Merk-
malsausprägung „Ja, ich möchte Probleme lösen und 
mir häufig über eine Sache den Kopf zerbrechen“
1) 
herangezogen und ihre Abhängigkeit von den Merk-
malen „Geschlecht“ und „Schulbildung“ analysiert. 
Es konnte gezeigt werden, daß das Regressionsmodell 
trotz der in den folgenden Abschnitten herausgearbei-
teten Schwierigkeiten elastisch genug ist, um auch auf 
diesen Problemkreis anwendbar zu sein. Dies zu wissen 
ist u.a. deshalb von Bedeutung, weil die Regressions-
analyse mehr zu leisten vermag (falls die allerdings z. T. 
restriktiven Voraussetzungen des Regressionsmodells 
erfüllt sind) als die herkömmlichen, d. h. auf keinem bzw. 
keinem explizit formuliertem Modell basierenden Ana-
lysemethoden, insbesondere die tabellarische Auswer-
tung von Häufigkeitsverteilungen. 
So kann z. B. mit der Regressionsanalyse 
1)  für  jede   Merkmalsausprägung   der   unabhängigen 
Variablen über  die  geschätzten Regressionskoeffi- 
zienten ihr spezifischer Einfluß auf die abhängige 
Variable isoliert werden. Die Interpretation dieser 
Koeffizienten unterscheidet sich jedoch bei qualitati-
ven Variablen von der bei quantitativen Variablen, 
wie im empirischen Teil dieser Arbeit noch näher 
erläutert wird; 
2)  der Einfluß eines bestimmten Merkmals auf die ab-
hängige Variable untersucht werden, ohne daß der 
Einfluß der anderen unabhängigen Variablen mit-
gemessen wird; 
3)  ein Signifikanztest bzw. Konfidenzaussagen für die 
unbekannten Regressionskoeffizienten berechnet bzw. 
gemacht werden. 
Zur Frage nach der Repräsentativität und der Inter-
pretation der empirischen Ergebnisse wird in einem 
späteren Aufsatz berichtet. 
2. Regressionsschätzung mit unabhängigen qualita-
tiven Variablen 
Sollen in einer Regressionsanalyse die Einflüsse von 
qualitativen (diskreten) Variablen auf eine abhängige 
Variable untersucht werden, so verwendet man in der 
1) Im folgenden kurz „Denken im Beruf“ genannt. 
Regel die Technik der „Dummy-Variablen“
2). Diese ist 
auf jede Variable anwendbar, deren Variation in sich 
gegenseitig ausschließende Klassen eingeteilt werden 
kann. Somit ist eine Beschränkung auf qualitative 
Variablen nicht notwendig; jedoch erlangt die noch zu 
beschreibende Technik bei Vorliegen qualitativer 
Variablen ihre hauptsächliche Bedeutung. Hierbei wird 
für jede Klasse bzw. Merkmalsausprägung eine Dummy-
Variable eingeführt, welcher die Werte l oder 0 zu-
geordnet werden, je nachdem, ob die Beobachtungen 
in die betreffende Klasse fallen bzw. diese Merkmals-
ausprägung aufweisen oder nicht. Der zugehörige 
Regressionskoeffizient isoliert dann den Effekt der 
spezifischen Merkmalsausprägung einer bestimmten 
qualitativen Variablen auf die abhängige Größe. 
2.1 Multikollinearität 
2.1.1 Darstellung des Problems 
Wird das klassische lineare Regressionsmodell auf unab-
hängige qualitative Variablen übertragen, so erhält man 
für den Spezialfall einer solchen Variablen mit k Aus-










91 tätsproblem gelöst ist — Parameterschätzwerte, die im 
allgemeinen durchaus brauchbar sind. Die Anpassung 
an die empirischen Daten wird jedoch zunehmend 
schlechter, je näher die relative Häufigkeit für das Auf-
treten der untersuchten Merkmalsausprägung an den 
beiden Extremen Null oder Eins liegt. Insbesondere in 
diesen Fällen ist es zweckmäßig, die lineare Funktions-
form durch eine logistische zu ersetzen. 
Die Heteroskedastizität der Varianz der Störvariablen 
berührt die Effizienz der Parameterschätzwerte und 
beeinflußt damit die Signifikanztests für die Regressions-
koeffizienten. Sie kann mittels der verallgemeinerten 
Methode der kleinsten Quadrate in der Regressions-
analyse berücksichtigt werden. Solange die merkmals-
spezifischen relativen Häufigkeiten für das Auftreten 
der untersuchten Merkmalsausprägung jedoch nicht 
stark variieren, ist der Effizienzverlust bei einer 
Schätzung mit Hilfe der gewöhnlichen Methode der 
kleinsten Quadrate gering. 
In jedem Fall steht mit der multiplen Regressionsanalyse 
ein multivariates Verfahren zur Verfügung, das unter 
Beachtung obiger Einschränkungen geeignet ist, lineare 
Abhängigkeiten auch zwischen qualitativen Variablen 
zu untersuchen. 
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