We demonstrate two methods for the characterization of deformable membrane mirrors and the training of adaptive optics systems that employ these mirrors. Neither method employs a wave-front sensor. In one case, aberrations produced by a wave-front generator are corrected by the deformable mirror by use of a rapidly converging iterative algorithm based on orthogonal deformation modes of the mirror. In the other case, a simple interferometer is used with fringe analysis and phase-unwrapping algorithms. We discuss how the choice of singular values can be used to control the pseudoinversion of the control matrix.
Introduction
Electrostatically controlled deformable membrane mirrors were first proposed in the 1970s 1 and have more recently become available for wave-front control in low-cost adaptive optics systems for various applications. 2, 3 These applications have included adaptive optics for confocal microscopy 4 and two-photon microscopy, 5, 6 astronomy, 7 optical tweezers, 8 -10 coupling light into optical fibers, 11 and ophthalmology. 12 Several methods have been described in the literature for the characterization and control of these mirrors. [13] [14] [15] In general, one has to obtain a control matrix that relates the voltages applied to the mirror electrodes to the deformation of the mirror surface. The control matrix would usually be based on an orthogonal set of mirror deformation modes, 14 or Zernike polynomials. 13 These methods, however, have relied on the use of a wave-front sensor for the characterization of the wave fronts generated by the mirror. We present here two methods that do not require a wave-front sensor. In the first case we use a previously calibrated aberration generator and a single photodetector to train the control system. We have already implemented adaptive optics systems trained with this method. 4, 8, 9 In the second case, we use a simple interferometric setup in conjunction with fringe analysis and phase-unwrapping routines. Using the latter setup, we show how appropriate representation of the acquired data provides insight into the properties of the control system and the choice of parameters.
Deformable Membrane Mirrors
The deformable mirror (DM) used in the study reported in this paper was a 15 mm diameter, 37 actuator model from OKO Technologies, The Netherlands. The basis of operation of these mirrors is discussed extensively elsewhere, 2,3,13 so we do not repeat that discussion here. Instead, we summarize briefly the important points. This DM consists of an aluminum-coated silicon nitride membrane suspended above a hexagonal electrode structure. The mirror surface shape is controlled by electrostatic forces that result from the application of a potential difference between each electrode and the mirror surface. To permit the movement of the mirror surface both toward and away from the electrodes, we apply a constant offset voltage to all electrodes. The curvature of the resultant mirror shape is easily compensated for by the defocusing of the wave front incident upon the DM. The voltage applied to an electrode essentially controls the curvature of the membrane in the vicinity of the electrode. It can be shown that the consequent mean deflection of the surface in the vicinity of the electrode is proportional to the square of the applied voltage. It is therefore desirable to use control signals that are proportional to the square root of the electrode voltage, giving a linear relationship between control signals and displacement.
Although the DM membrane has a diameter of 15 mm, the electrode structure covers only the central portion to a diameter of 12 mm. As the circumference of the mirror is fixed and cannot be displaced, it is normal to use only the central 9-12 mm portion of the DM for aberration correction. 3 Typically, the DM will show an initial aberration, consisting mainly of astigmatism, that is due to residual stresses in the substrate that deform the supporting edge of the membrane. One should remove this initial aberration by applying appropriate control signals to the mirror before use.
The control signals can be represented by a 37-element vector c. Rather than driving the individual DM electrodes directly, the usual approach is to use a modal basis, such as the Zernike polynomials (see Appendix A). Each of these modes can be generated by the DM by use of an appropriate combination of control signals. In general, a phase function, ⌽͑r, ͒, can be described by a series of Zernike polynomials:
where a i is the amplitude of the Zernike mode, Z i ͑r, ͒. If the coefficients of the Zernike modes generated by the DM are the elements of vector a, then we can define the following matrix-vector equation:
As matrix B is generally nonsquare and possibly singular, inversion of Eq. (2) involves the use of a matrix pseudoinverse, B † . 16 In this case we specify the desired Zernike modal coefficients a= and calculate the required control signals:
The two techniques described in this paper essentially involve the determination of B or, more particularly, its inverse.
Wave-front Generator Method
The wave-front generator method requires a wavefront generator and a single photodetector for the training of the DM system. We implemented the experimental configuration shown in Fig. 1 , which employs a wave-front generator based on a 256 ϫ 256 pixel ferroelectric liquid-crystal spatial light modulator (FLCSLM; Displaytech, Longmont, Colo.) This wave-front generator, described by Neil et al., 17 permits the accurate generation of arbitrary phase and amplitude wave fronts. An expanded beam from a frequency-doubled Nd:YAG laser (wavelength, 532 nm) was passed through the wave-front generator. The resultant wave front passed through a beam expander and a 50 -50 beam splitter onto the DM. An offset voltage was applied to all electrodes of the DM such that the center of the membrane was at half its maximum deflection. To compensate for the resultant DM curvature, the lenses of the beam expander were set such that the wave fronts incident onto the DM were divergent. The wave fronts reflected from the mirror in its default position were therefore nominally flat. The beam reflected off the beam splitter was then focused onto a 20 m diameter pinhole placed in front of an avalanche photodiode (APD). The FLCSLM wave-front generator was configured to provide an output wave front with a diameter of 9.3 mm, constant amplitude, and phase variation ⌿͑r, ͒, where r was the normalized radial coordinate such that the wave front had unity radius. This wave front was incident upon the DM, which effectively added the phase ⌽͑r, ͒ such that the wave front reflected back toward the beam splitter contained the phase variation ⌿͑r, ͒ ϩ ⌽͑r, ͒. The signal detected by the APD can be expressed as
where P represents the circular pupil of the final lens, V is the pinhole aperture, and ͑, ͒ are the polar coordinates in the detector plane. We note that the pinhole diameter of 20 m is equivalent to 56% of the diameter of the first zero in intensity in the diffraction-limited focus of the final lens. Let the vector i represent the DM control signals required for producing a unit amplitude of Zernike mode Z i ͑r, ͒. It is clear that signal W would be maximum when the aberrations introduced by the FLCSLM wave-front generator and the DM were equal and opposite, i.e., ⌿͑r, ͒ ϭ Ϫ⌽͑r, ͒. We could therefore set ⌿͑r, ͒ ϭ ϪZ i ͑r, ͒ and then find i as the set of DM control signals that maximizes W.
To do this, we used an efficient iterative procedure based on the modal wave-front sensor (MWFS) concept. 18 In one implementation of the MWFS, a predetermined, fixed amount of a particular aberration mode (the positive bias) is added to the input wave front, and then the focal intensity is measured. An equal but opposite amount (the negative bias) is added, and the focal intensity is measured again. The difference between these two measurements is proportional to the amount of the aberration mode contained in the input wave front. Because this method effectively takes into account the mathematical properties of the signal that is being maximized, 19 it can have a more rapid convergence than many other iterative adaptation methods that use the same experimental hardware, such as model free gradient descent methods. 20 Previous implementations of MWFS have used the Zernike polynomials as the basis mode set. We introduce here a new approach based on an orthogonal set of mirror deformation modes obtained through a singular-value decomposition (SVD) process. 14 These 37 orthogonal modes describe fully the deformations that can be generated by the DM and therefore provide a more succinct modal basis than the Zernike polynomials. We denote these modes by the functions ⌶ i ͑r, ͒ and the corresponding vectors of DM control signals by i . Although the functions ⌶ i ͑r, ͒ cannot be expressed analytically, their orthogonality means that they are a suitable basis for the MWFS. Figure 2 (a) shows measured values of W as different modes were generated by the DM. The response from each mode shows a quadratic variation about the origin, the width of which depends on the relative ability of the DM to produce that mode for a given magnitude of electrode voltage. This ability is directly related to the singular values obtained through the SVD algorithm: The larger the singular value, the greater the capability of the DM to generate that particular mode. The MWFS correction scheme proceeded as follows: For each mode in turn, a bias of amplitude b ϭ 80 was applied such that the DM introduced a total aberration ⌽ 0 ͑r, ͒ ϩ b⌶ i ͑r, ͒, and APD signal W 1 was measured. An equal and opposite bias was then applied, giving the total aberration ⌽ 0 ͑r, ͒ Ϫ b⌶ i ͑r, ͒, and APD signal W 2 was mea- Figure 2 (b) shows the response of such MWFS measurements to different amplitudes of the input mode. These curves were derived from the experimental results of Fig. 2(a) . Each response shows clearly a linear region about a ϭ 0 that gives rise to the rapid convergence of this method.
First, the initial aberration of the DM, ⌽ 0 ͑r, ͒ was removed as follows: The DM control signals, represented by the vector c n , were set to zero, and the FLCSLM wave-front generator was set such that ⌿͑r, ͒ ϭ 0. The lateral position of the pinhole was adjusted to ensure a maximum photodetector signal. The correction procedure described above was followed, and the updated control signals were then calculated as
where ␥ was a parameter dependent on the overall intensity and the detector gain and S i was the gradient of the sensor response, calculated from the curves of Fig. 2 (b). The value of ␥ was chosen by the user to control the convergence rate. Sequential correction of each mode, ⌶ i ͑r, ͒, was performed. One cycle was sufficient to remove this initial aberration. We then obtained control signals i by setting the output phase of the FLCSLM wave-front generator to ⌿͑r, ͒ ϭ ϪaZ i ͑r, ͒ and following the above procedure. Once the maximum APD signal had been found, we calculated vectors i from the final control signals c as
Vectors i form the columns of matrix B † of Eq. (3). This method is therefore a direct determination of the matrix pseudoinverse required for obtaining control signals c from Zernike coefficients a. It was found that for a ϭ 1 cycling through each mode ⌶ i ͑r, ͒, twice was sufficient to complete the iteration. As explained by Paterson et al., 14 the higher-order mirror modes can be generated only in small amplitudes by the DM and it is often advantageous to discard these modes to improve controllability. We found that including more than 21 mirror modes had little effect on the results when we attempted to fit Zernike modes 4 -22. Indeed, for most Zernike modes, as few as 10 mirror modes were sufficient for accurate representation.
Using the DM to correct aberrations from the wave-front generator, we can measure the accuracy of the Zernike modes produced by the DM. If the output from the wave-front generator is set such that ⌿͑r, ͒ ϭ ϪaZ i ͑r, ͒ and control signals a i are applied to the DM, then, assuming that the DM produces perfect Zernike modes, there should be no aberration in the final wave front. In practice, however, there will be some error in the modes generated by the DM, so, as a is increased from zero, the photodetector signal should drop. If the error in the final wave front, ⌬⌽͑r, ͒, is small, then the photodetector signal is given by 21
where W 0 is the signal when no aberration is present and var͑⌬⌽͒ is the variance of the wave-front error over the pupil. Hence, if we choose 0.05 rad 2 as the maximum acceptable variance of the wave-front error, for each Zernike mode we can define the useful range of the DM as the values of a for which W Ն 0.95 W 0 . This range is shown by the bars in Fig. 3 . We note that, using this criterion, if the DM surface were maintained perfectly flat while the output of the wave front were varied in the same manner, the range would extend from a ϭ Ϫ0.22 to a ϭ 0.22 for any chosen Zernike mode. We see a similar trend to that described by other authors, whereby the DM produces lower-order Zernike modes more efficiently than higher-order modes. We note that for mode 22 the range is worse than if the mirror had been kept flat, indicating that the training method failed. This result is compatible with the results of others that have indicated that this DM is not capable of generating this mode.
Interferometer Method
We describe a method of DM characterization that is based on an interferometer and software so that we may analyze the DM's shape by using fringe pattern analysis and phase unwrapping. If the DM is placed in one arm of an interferometer, the interference pattern produced will encode the phase introduced by the DM. Fringe pattern analysis permits the extraction of wave-front phase information from a single such interferogram, albeit modulo 2. The full unwrapped phase information, which corresponds directly to the DM shape, can be calculated by phaseunwrapping techniques. The following results show that relatively straightforward fringe pattern analysis and phase unwrapping can be used to characterize and control the DM.
The DM was incorporated into a Twyman-Green interferometer, as shown in Fig. 4 . The expanded beam from a 633 nm wavelength He-Ne laser was incident upon a 50 -50 beam splitter that separated the beam into an object and a reference path. The reference beam was reflected off a plane mirror and returned to the beam splitter. The object beam was expanded by two positive lenses such that the beam filled the mirror aperture. The axial position of the second lens was adjusted to compensate for the curvature of the DM when the defocus bias was applied. The surface shape of the DM introduced a phase modulation into the reflected wave fronts that passed back through the beam expander. The resultant interferogram was acquired by use of a CCD camera placed in an image plane conjugate to the DM. Adjustment of the orientation of the mirror in the reference path permitted control of the number of fringes in the interferogram.
A. Fringe Pattern Analysis
Fringe pattern analysis of interferograms was introduced in the early 1980s 22, 23 and has been followed by many advanced variations. Within certain practical limitations, the phase distortion introduced by the DM can be extracted from a single interferogram. When sufficient tilt is introduced into the reference Fig. 3 . Range of each Zernike mode generated by the deformable mirror for a maximum wave-front error variance of 0.05 rad 2 . Fig. 4 . Experimental setup for the interferometer method.
beam, many fringes appear in the interferogram. The Fourier transform (FT) of this fringe pattern then contains three orders that are spatially separated, the first order of which is isolated with a mask and shifted by an integer number of pixels such that it lies near the zero-frequency position. The inverse FT of the resultant image yields
where A 0 ͑x, y͒ and ͑x, y͒ are, respectively, the amplitude and phase distributions in the object wave front, A r ͑x, y͒ is the amplitude distribution in the reference wave front, Ᏺ͕ ͖ is the FT operator, and R is a two-dimensional convolution operator. The Fourier plane mask is represented by M͑u, v͒, where u and v are the coordinates that describe the Fourier plane. The small phase tilt ⌬͑x, y͒ arises when an integer pixel shift, rather than a more-accurate noninteger shift, is used to move the masked Fourier plane order to the zero-frequency position. The convolution of Eq. (8) can be thought of as a local averaging of the complex pixel values for which the extent of the averaging depends on the form of the mask, M͑u, v͒. As long as the mask is appropriately chosen, we can derive the approximate equality
where ͑x, y͒ is the wrapped phase, i.e., the continuous phase ͑x, y͒ modulo 2. For this approximation to be reasonable, we require first that variations in the amplitude functions A r ͑x, y͒ and A 0 ͑x, y͒ be small and second that phase function ͑x, y͒ be such that the necessary spatial frequencies for its retrieval are within the passband of the mask. The first condition is usually satisfied, except at the edge of the image of the mirror aperture where A 0 ͑x, y͒ drops to zero. The masking process leads to inaccuracies in the retrieved phase over this region. Methods to overcome this problem, for example, use of analytic continuation, 24 have been developed. However, as the usable diameter of the DM is not usually more than 80% of the full aperture, phase errors in the region of the aperture edge are immaterial. Furthermore, the phase features that can be introduced by the DM are limited by the size of the electrodes, which are approximately 1.7 mm in diameter. This equivalently places an upper limit on the spatial frequencies that one can expect to be present and is therefore a useful criterion for the choice of masking function, M͑u, v͒. A potential limitation of fringe analysis is insensitivity to tip and tilt modes that is due to the arbitrary amount of tip and tilt that is added to produce the interference fringes. In this experiment, however, the edge of the DM is fixed such that a single calibration step provides a reference for further measurements. Any residual tip or tilt relative to this reference must be introduced by the deformation of the DM.
B. Phase Unwrapping
The fringe pattern analysis provides the wrapped phase function ͑x, y͒. For further analysis and Zernike mode fitting we required the unwrapped phase ͑x, y͒ ϭ ͑x, y͒ Ϫ 2k͑x, y͒, where k͑x, y͒ takes the appropriate integer values. Although many advanced methods have been developed for this purpose, we found that in the present case, in which the phase variations were smooth and contained no singular points, a single step fast FT method was sufficient. This method, adapted from Ref. 25 , is outlined in Appendix B.
C. Measurement of the Control Matrix
In this section we describe the steps taken to determine control matrix B. First we measured in turn each influence function k ͑x, y͒, the characteristic shape produced when a unit control signal is applied to the kth DM electrode. The mirror deformation z͑x, y͒ for arbitrary control signals is a linear superposition of these functions scaled by the corresponding control signal. We applied a control signal c to each of the K ϭ 37 electrodes in turn and recorded the resultant phase function k ͑x, y͒, where the subscript k corresponds to the kth electrode. These functions were measured over the 12 mm diameter functional aperture of the deformable mirror rather than the full aperture. In the following discussion, the radius of this functional aperture is normalized to 1. The mirror deformation z͑x, y͒ is therefore given by
Each of the influence functions can in turn be represented by a series of P Zernike polynomials denoted Z p ͑x, y͒:
The coefficients ␤ kp were calculated from the influence functions by use of the orthogonality properties of the Zernike polynomials: 
D. Control Matrix Inversion
Several methods have been suggested for the pseudoinversion of B to obtain B † . Claflin and Baraket 26 used an analytic model of a DM to calculate the pseudoinverse, whereas Dayton et al. 27 followed the equivalent process by using calculated influence functions. Fernández and Artal 12 employed SVD to invert the matrix 16 based on measurements with a Hartmann-Shack wave-front sensor. Zhu et al. 13 also used such a sensor with an iterative scheme to obtain the control signals for a required combination of Zernike coefficients. By combining interferometric measurements with fringe analysis and SVD matrix inversion, we were able to implement an equivalent system by using standard optics equipment without a wave-front sensor. This method involves decomposition of matrix B into an orthogonal set of deformation modes. Nominally, these modes are equivalent to the theoretically derived modes used earlier that were based on an idealized model of the DM. However, the modes that arise from the SVD of our experimentally derived B showed some differences, probably owing to the orientation and positioning of the DM relative to the beam. The advantage of matrix pseudoinversion by SVD is the ability to remove the modes that can lead to problems. For example, higher-order modes can be generated only inefficiently by the DM and require high control signals. As the electrode voltages, and hence the control signals, are limited by the design of the DM, including these modes in the inversion can easily lead to nonlinear operation because of saturation of the electrode voltages. Fernán-dez and Artal removed such modes, which have singular values smaller than an arbitrary value, before calculating B † . 12 This process does not, however, take into account the relative importance of the different modes that the system might need to correct. We extend the concept to take this into account and to gain further insight into the performance of the DM.
If we combine Eqs. (2) and (3) we obtain an expression that relates the actual Zernike coefficients generated by the DM, a, to the desired coefficients, a=:
The similarity matrix M ϭ BB † therefore tells us not only the generation efficiency of each Zernike mode (the diagonal elements of M) but, in addition, what other, undesired modes are also present (within the range of aberration modes represented by a). Because the form of M depends on the SVD pseudoinversion, it is a useful tool with which to compare the operation of the DM when different numbers of modes are included in the inversion process.
The inclusion of modes that require large control signals in the SVD pseudoinversion leads to a greater likelihood of electrode voltage saturation and nonlinear operations. Although the onset of saturation would depend on the exact values of a=, we can monitor the general behavior by considering the vector norms of the columns of B † . A larger norm indicates a larger influence of the corresponding Zernike mode's amplitude on the control signals. Because the infinity norm is equivalent to the largest element in the vector, it is most appropriate for estimating the onset of control signal saturation. We define saturation likelihood Q as the largest of the infinity norms of the columns of B † . This is, of course, equivalent to the maximum element of B † : Figure 5 shows representations of the similarity matrices obtained when different numbers of modes, N, are excluded from the SVD matrix inversion. Each column of M shows the Zernike modes that would be produced by the DM when the corresponding element of a= is set to 1, the other elements being 0. Figure 6 shows the equivalent values of Q when different numbers of modes are excluded. For accurate generation of individual Zernike modes, M should be diagonally dominated and in the ideal case would be an identity matrix. Although such is indeed the case when N ϭ 0, Q is prohibitively large, meaning that control signal saturation is highly likely. As N increases, Q drops dramatically; this drop is accompanied by a drop in magnitude of some of the diagonal elements of M and an increase in magnitude of certain offdiagonal terms, indicating modal cross talk. As N increases further, the contributions of some modes disappear entirely from M. The choice of N is therefore a compromise between keeping the ability to generate different modes and reducing the likelihood of saturation. Figure 7 shows an experimentally determined M for N ϭ 20, which we obtained by setting each element of a= in turn to 1 and then applying the control signals according to Eq. (3). The columns of M were found as the Zernike mode coefficients of the generated wave front. It is clear that the experimentally determined matrix is almost identical to the calculated matrix. The root-mean-square error between the two matrices was calculated as 0.019.
We can illustrate the usefulness of matrix M by considering an example in which the Zernike aberration modes 2-8 in addition to mode 11 are required. Such a combination of modes is common, for example, in aberrations encountered in biological microscopy. 28 We could specify that, to produce each of these modes with sufficient accuracy, the diagonal elements of M that correspond to those modes should be greater than 0.8, whereas Q should be as small as possible. We find that these conditions are satisfied when 14 singular values are removed. The relevant diagonal elements of M then range from 0.8099 for mode 8 to 0.9998 for mode 4.
Conclusions
We have demonstrated two independent methods that can be used to characterize deformable membrane mirrors for use in adaptive optics systems. These differ from previously published methods in that they do not require the use of a wave-front sensor in the experimental setup. The first method permitted the training of a control system by use of a previously calibrated wave-front generator and a single photodetector and used modal wave-front measurements based on orthogonal mirror deformation modes. The second method used an interferometer with fringe analysis and phase unwrapping to measure the phase of the wave fronts generated by the deformable mirror. With each system we were able to measure the accuracy of Zernike modes produced by the mirror. The interferometer procedure employed pseudoinversion of the control matrix by singular-value decomposition, permitting the removal of modes likely to cause saturation of electrode voltages. We described a technique that provides insight into this inversion process as a compromise between inclusion of Zernike modes and the magnitude of elements in the matrix pseudoinverse. Experimental measurements showed excellent correspondence with the calculations. The choice of characterization scheme would normally be dictated by availability of hardware. As the interferometric method described in this paper is based on standard optics laboratory components, it is an attractive method, especially if a wave-front sensor is not available. In comparison with the wavefront generator method, the interferometric method also permits more-detailed analysis of the performance of the DMs.
Appendix A. Zernike Polynomials
Various definitions and indexing schemes for Zernike polynomials have been used by a number of authors. In this paper we use the normalization of Noll 29 and a single index i that is explained by Neil et al. 18 This single index is interchangeable with the dual indices m and n that represent the azimuthal and radial orders, respectively. The Zernike polynomials are defined as 
, where the indices m and n are restricted to the conditions n Ն |m| and where n Ϫ |m| is even. The first 22 polynomials are listed in Table 1 .
Appendix B. Phase Unwrapping
From the fringe pattern analysis we obtain a wrapped phase function that is equivalent to the desired phase function modulo 2. In Ref. 25 it was shown that can be obtained from in a leastsquares-error sense by solution of the equation
We outline here the steps that we employed to solve this equation based on an algorithm described in Ref.
25.
Let us represent the wrapped and unwrapped phase functions in terms of values on a ͑N ϩ 1͒ ϫ ͑N ϩ 1͒ square grid as i, j and i, j , where the indices i and j represent row and column numbers, respectively. We create the periodic function i, j by reflecting i, j about the lines i ϭ N and j ϭ N such that i, j is defined on a 2N ϫ 2N grid. We then calculate the discrete derivatives of i, j in the x and y directions as
⌬ i, j y ϭ ᐃ( i, jϩ1 Ϫ i, j ).
The wrapping operator ᐃ͑f͒ wraps all values of the argument f into the range Ϫ Ͻ f Յ by adding or subtracting integer multiples of 2. We then define the function
This function is equivalent to the right-hand side of Eq. B1. We can therefore write a discrete approximation to Equation (B1) as
where we define i, j by reflecting the unknown function i, j in the same manner used to obtain i, j . Tak 
where ⌽ m,n and P m,n are the two-dimensional FTs of i, j and i, j , respectively. The inverse FT of ⌽ m,n yields i, j , and the desired function i, j is easily extracted as the subregion of i, j for which 0 Յ i Յ N and 0 Յ j Յ N.
Some additional steps were required for reliable performance of the phase-unwrapping algorithm. We note that in our case the wrapped phase i, j was meaningfully defined only over the area of the array that corresponds to the circular DM aperture. The values of i, j outside this region carried no useful information but contained phase residues that gave rise to discontinuities in the calculated unwrapped phase i, j within the region of interest. It was therefore necessary to mask the values of i, j outside the aperture. To confine any remaining residues to the square boundary of the phase function, away from the circular aperture edge, we filled the masked region with values taken from pixels at the edge of the aperture. Pixel values were simply repeated along a row (or column) from the pixel at the edge of the aperture to the closest boundary. This process did not, of course, affect the values of the calculated phase within the aperture.
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