We have studied a sea navigation method relying on a digital underwater terrain 'map and sonar measurements. The method is applicable for both ships and underwater vessels. We have used experimental data to build an underwater map and to investigate the estimation performance. Since the problem is non-linear, due to the measurement relation, we apply a sequential Monte Carlo method, or particle filter, for the state estimation. The fundamental limitations in navigation uncertainty can be described in terms of the CramerRao lower bound, which is interpreted in terms of the inertial navigation system (INS) error, the sensor accuracy and the terrain map excitation. Hence, the CramCr-Rao lower bound can he interpreted and used in design for INS systems, sensor performance or.if these are given, how much terrain or depth excitation that is needed for use in positioning and navigation.
INTRODUCTION
The primary navigation system is in many applications the INS. However, for most applications these systems suffer from small drift errors and must be supported by some external system to correct the errors. This can be done by incorporation GPS measurements. In some applications this is not possible, since the system can not rely, on GPS information or these signals can not be received. For underwater navigation we propose a navigation method based on terrain navigation similar to the aircraft terrain navigation proposed in [I] . In [2] , several different positioning and navigation systems for panicle filtering are discussed. Here we use an underwater map to support our navigation system. Since the depth information is highly non-linear we use the particle filter method for state estimation. By investigating the Cram&-Rao lower bound from [ I , 31 we can decide the sensor accuracy needed or if the map yield sufficient information for navigation.
In Fig. 1 , the underwater navigation system is described.
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The sonar measurement is denoted s t , the underwater vessel's depth, dt, and the depth from the terrain database in the location xt is denoted h(zt). 
PARTICLE FILTER
Navigation problems are often treated as Bayesian interference. Underwater navigation using a depth map to support the INS is a non-linear problem, therefore the underlying Bayesian equations are non-tractable. To solve in an online application without using linearization or Gaussian assumptions, sequential Monte Carlo methods, or particle filters, could be used. The simulation based ideas have been discussed in [4] , where the conditional mean and covariance were calculated using importance sampling for recursive Bayesian estimation. However, the crucial resampling step introduced in [5, 6] solved the divergence problems. In this section the presentation of the particle filter theory is according to [I, 3, 6, 7] .
Consider the following non-linear discrete-time system
where xt E R" denotes the state of the system and where yt is the observation at time t. The process noise wt and mea- tot -( 9 --w t (i) /c,"=,wp, i = l 5. Increase t and iterate to step 2.
Alg. 1. Sampling Importance Resampling.
THE CRAMER-RAO LOWER BOUND
We consider the following model for an inertial navigation 
' ; ' + E { l p (~~) f l ; '~~( z t ) } ) '
+ Q t , (7) where Pt is the covariance matrix for the estimation error, when we evaluate locally around the position xt. In (7) we have defined
For a diagonal measurement noise matrix Rt, we have
using the definition
We me interested in the stationary behavior in each position, i.e., Z, = Z(z). The assumption is that we get the global behavior by studying the covariance locally in each position. For stationary systems, Pt -t P ( z ) , t -t w, this can he written as
Hence the stationary covariance for the Cramtr-Rao lower bound is given by (1 2) P 2 ( z ) = QZ-'(z)R, (12) under the assumption that the Taylor expansion is valid, 
P ( z ) << RZ-'(z) (in some norm

SIMULATIONS
In this section we implement and evaluate the particie filter on experimental data from an underwater vessel system. We also apply the CramCr-Rao lower bound calculations from Section 3.
In [9] a terrain map for underwater systems was collected using sonar depth measurements and differential GPS. This data is here resampled to a uniform grid and used for navigation and calculation of the Cram&-Rao lower bound . The terrain underwater map is shown in Fig. 2 and in Fig. 5 the data used in the depth interpolation is shown, together with the vessels true trajectory.
The Cram&-Rao lower bound values for each position in the map are given in Fig. 3 for log( 1 If' 1) according to ( 1 2).
If the Taylor approximation is not valid. the covariance is iterated until convergence. The expected mean in (10) is implemented as a mean value over different numerical differentiation approximations, e.g Euler-forward, backward etc. 
Fig. 3. CRLB presented as log(P) in map coordinates
A particle filter method is then tested on the underwater map. It is initialized be placing particles uniformly over the entire map. The process and measurement noise are assumed Gaussian with covariances Q = IZ and R = 0.1 respectively, but other distributions could easily be used. The particle filter is initialized with N = 20000 particles, but after a few iteration it is reduced to 5000. The depth of the vessel is considered constant during the simulation. The input signal ut is from the GPS estimate since no true speedometer was present. However, the signal is perturbed to emulate true performance by adding an error of I0 percent with a uniform distribution.
In Fig. 4 the mean value estimate is shown from the particle filter, when a large initial uncertainty is considered (as large as the map). The original sample rate was 10 [Hz], but data was decimated so the filter was updated every 5 [SI. As seen, the filter estimate is close to the me position. In Fig. 6 the root mean square error (RMSE) is presented. 
CONCLUSIONS
In this paper we have constructed a digital underwater map from experimental data, for usage in an underwater navigation application. We have investigated the Cramtr-Rao lower bound for the underwater application presented in Section 3, and interpreted it in terms of the INS error, the sensor accuracy and the terrain map excitation. Hence, Cram& Rao lower bound can be interpreted and used in design for INS systems, sensor performance or if these are given, how much terrain or depth excitation that is needed for use in positioning and navigation using the particle filter. A successful implementation of the particle filter for underwater navigation using the collected depth map was also given, where the presented RMSE gives the performance. The authors would like to thank Saab Bofors Underwater Systems, Bjom Johansson and Anna Falkenberg for providing underwater topological data.
