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Abstract—A canonical wireless communication system consists
of a transmitter and a receiver. The information bit stream is
transmitted after coding, modulation, and pulse shaping. Due to
the effects of radio frequency (RF) impairments, channel fading,
noise and interference, the signal arriving at the receiver will be
distorted. The receiver needs to recover the original information
from the distorted signal. In this paper, we propose a new
receiver model, namely DeepReceiver, that uses a deep neural
network to replace the traditional receiver’s entire informa-
tion recovery process. We design a one-dimensional convolution
DenseNet (1D-Conv-DenseNet) structure, in which global pooling
is used to improve the adaptability of the network to different
input signal lengths. Multiple binary classifiers are used at
the final classification layer to achieve multi-bit information
stream recovery. We also exploit the DeepReceiver for unified
blind reception of multiple modulation and coding schemes
(MCSs) by including signal samples of corresponding MCSs
in the training set. Simulation results show that the proposed
DeepReceiver performs better than traditional step-by-step serial
hard decision receiver in terms of bit error rate under the
influence of various factors such as noise, RF impairments,
multipath fading, cochannel interference, dynamic environment,
and unified reception of multiple MCSs.
Index Terms—Wireless communications, receiver, deep learn-
ing, convolutional neural network, fading, noise, interference,
adaptive modulation and coding.
I. INTRODUCTION
A. Background and Motivation
W ITH the large-scale deployment of 5G networks [1][2] and the emergence of the Internet of Things [3],
wireless communication has become an indispensable way for
human society to communicate information. The physical layer
wireless communication system usually consists of a trans-
mitter and a receiver. The transmitter performs source/channel
coding, modulation, and pulse shaping on the information to be
transmitted, and then radiates the signal into the air through an
antenna. In real-world communication process, when the sig-
nal reaches the receiver, it will be affected by various non-ideal
factors, including radio frequency (RF) impairments, channel
fading, noise, and interference. Among them, RF impairments
are mainly caused by non-ideal characteristics of RF devices,
which will cause carrier frequency deviation and/or in-phase
and quadrature (IQ) imbalance in the received signal. Channel
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fading is mainly caused by geographical environment and
obstructions, and usually includes shadowing and multipath
fading, which will introduce inter symbol interference (ISI)
in the received signal. Noise includes atmospheric thermal
noise, industrial noise, and the system’s noise which will also
affect the quality of the received signal. Interference refers
to unintentional or malicious interference from other emitters.
When the receiver lacks specific anti-interference measures,
the quality of information recovery will be seriously affected.
Traditional physical layer receivers often use processes such
as carrier and symbol synchronization, channel estimation,
equalization, demodulation, and decoding to recover infor-
mation from the received distorted signals as accurately as
possible. There are three limitations for this approach. First,
the step-by-step serial processing does not optimize the overall
performance of the receiver. Each module, such as carrier
and symbol synchronization, channel estimation, equalization,
demodulation, or decoding, optimizes the performance of the
specific task. However, the optimal local performance of each
module does not necessarily guarantee the optimal global
performance. The errors of the pre-processing module may
affect the optimization of the subsequent processing modules,
resulting in the cumulative effect of errors. Second, the algo-
rithm design of each processing module is usually based on
theoretical assumptions, such as assuming that the RF devices
are ideal, the channel fading follows the Rice model, the noise
is additive white Gaussian noise (AWGN), or there is no co-
channel interference. These assumptions do not necessarily
match the real conditions experienced by the communication
system. Therefore, what the traditional receiver optimizes is
the best performance under the assumptions, and not neces-
sarily the best performance under the real-world environment.
Finally, with the development of software radio technology,
technologies such as adaptive modulation and coding (AMC)
are commonly used. Traditional reception algorithms are often
designed for specific modulation and coding. The receiver
needs to know which modulation and coding scheme (MCS)
the transmitter adopts to realize information recovery. This
increases the complexity of the signaling interaction between
the transmitter and receiver.
In order to cope with the above-mentioned problems of the
traditional physical layer receiver, in this paper, we introduce
the deep learning (DL) technology [4] currently widely used
in the fields of image, speech, natural language and other
fields to the design of communication receiver. The reason
why deep learning is adopted is because it is an end-to-end
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2learning method and it can learn deeper features from large
amount of data compared with other machine learning methods
[5]–[7]. We propose a new receiver model, namely DeepRe-
ceiver, replacing the traditional receiver’s information recovery
process with a deep neural network model. The input of this
model is the received IQ signal and the output is the recovered
information bit stream. The model is trained based on the
received IQ signal samples, and it is more able to reflect the
RF impairments, channel fading, noise, and interference that
the communication system actually experiences. Moreover, the
same DeepReceiver model can be used for blind reception of
multiple MCSs. We will comprehensively analyze and verify
the performance of DeepReceiver under the conditions of
noise, RF impairments, channel fading, cochannel interference,
dynamic environment, and blind reception through extensive
simulation experiments.
B. Related Work
With the development of deep learning technology, there
are an increasing number of studies using deep learning
for physical layer communication receivers. The following
provides an overview of related work from three aspects.
1) Using DL to improve the performance of a specific
processing module of the communication receiver: In terms of
channel estimation, in [8] a DL-based channel estimator under
time-varying Rayleigh fading channel was proposed and the
proposed DL-based estimator has better Mean Square Error
(MSE) performance compared with the traditional algorithms.
In [9], a DL-based channel estimator was first trained offline
using simulated data and then dynamically adjusted online to
effectively improve the generalization ability of the estimator.
There are also studies that used deep learning to address
the problems of orthogonal frequency division multiplexing
(OFDM) channel estimation [10] [11] and multiple-input
multiple-output (MIMO) channel estimation [12]–[14].
In terms of channel equalization, in [15] deep learning was
used for channel equalization and several deep neural network-
based equalizers were presented and compared with traditional
equalization methods. Better error performance than traditional
equalization methods was obtained.
In terms of signal demodulation, deep belief networks and
stacked autoencoders were used in [16] to complete signal
demodulation in short-distance multipath channels. Convolu-
tional neural network (CNN) was used to demodulate bipolar
extended binary phase shifting keying (BPSK) signals trans-
mitted at a faster-than Nyquist rate [17], solving the problem
of severe ISI. In addition to hard demodulation, deep neural
networks were also used to implement soft demodulation [18],
which reduces the computational complexity and improves the
demodulation performance.
In channel decoding, there are many studies that use deep
learning in combination with belief propagation algorithms
to improve decoding performance. Deep neural networks
(DNNs) [19] [20], recurrent neural networks (RNNs) [21],
CNN [22], graph convolutional network (GCN) [23] and
other neural network structures were used. In view of the
high computational complexity of the BP algorithm, in [24]
[25] deep learning-based minimum sum decoding algorithms
were proposed, which reduced the computational complexity
and improved the decoding speed. In terms of Polar code
decoding, there are also many works that use deep learning
to improve the performance of Polar code decoding [26]–[29],
reduce the delay of decoding [30]–[32], and facilitate hardware
implementation [33]–[35].
In addition to replacing a certain processing module of the
receiver with deep learning, some studies used deep learn-
ing to simultaneously optimize multiple processing modules
of the receiver. For instance, in [36] bidirectional recurrent
neural network (BRNN) was used for data sequence detec-
tion, however channel decoding module was not included in
the BRNN. In [37] deep neural network was proposed to
replace the equalization and decoding modules to improve
the performance in multipath channels, but there is still a
certain gap between the performance of minimal MSE method
that knows the channel statistics. Based on this work, in [38]
deep neural network structure was used to replace the channel
equalization and symbol detection modules in the OFDM
receiver. Better performance than the traditional methods was
obtained. In [39], two separate neural networks were used
to replace the equalization module and decoding module,
respectively. The two networks can be jointly trained to obtain
better performance. In [40], a deep learning-based channel
estimation and equalization method was used to address the
problem of the traditional channel estimation algorithm in
dealing with inherent interference. The pilot extraction, chan-
nel equalization, and quadrature amplitude modulation (QAM)
demapping modules at the OFDM receiver were replaced with
a deep neural network.
From the above discussion, it can be seen that the current
applications of deep learning in the wireless communication
receiver mainly focus on replacing one or several (but not all
of the) modules in the receiver with a deep neural network. In
addition, most of the current research on DL-based communi-
cation signal processing only considered the effects of wireless
channel fading and there are almost no cases involving RF
impairment, non-AWGN noise, channel interference and so
on. However, the DeepReceiver model we propose in this
paper will replace the entire link of information recovery
and consider the impact of RF impairments, wireless channel
fading, noise, and interference.
2) DL-based communications system: In addition to using
deep learning to learn the function of a certain module of
the receiver, there are some research work on end-to-end
optimization of wireless communication systems based on
deep learning [41]–[45]. These works used a deep neural
network (commonly autoencoder) to replace the entire com-
munication system, including the transmitter and the receiver.
The neural networks at the transmitting and receiving ends
are jointly optimized as a whole. This kind of DL-based
communication system is a disruptive communication system.
The DL-based receiving end can only be used for receiving
and processing the signal generated by the corresponding
DL-based transmitting end. It cannot be used to process
signals generated by traditional communication transmitters.
However, the DeepReceiver model we propose in this paper is
3a receiver model for information recovery of signals generated
by traditional transmitters.
3) Unified receiver for multiple MCSs: Traditional commu-
nication receiving algorithms are mainly designed for specific
MCS. For a communication system that uses ACM at the trans-
mitter end, the receiver end often needs to know which MCS
the current signal uses to be able to select the corresponding
information recovery algorithm. Another method is to first
identify the modulation and coding of the received signal
(where DL-based methods can be used [46]–[49]), and then
select the corresponding demodulation and decoding algorithm
for information recovery. However, this method is still a serial
processing method. In the case of low signal-to-noise ratio
(SNR), the accuracy of modulation recognition and coding
recognition may be greatly affected. Once the recognition error
occurs, it will cause high demodulation and decoding error
rate. The DeepReceiver we propose in this paper is essentially
a unified blind processing method for multiple MCSs. During
the training phase, the training set contains signal data of
multiple MCSs. The trained DeepReceiver model can adapt
to these MCSs and recover the information from the received
signal without knowing in prior which MCS the transmitter
adopts.
C. Contributions and Structure of the Paper
The contributions of the paper are mainly as follows:
• We propose a DL-based DeepReceiver model that uses a
deep neural network to recover the original information
bit stream from the received distorted IQ signal. This
model replaces the entire information recovery process
of traditional receivers including carrier and symbol syn-
chronization, channel estimation, equalization, demod-
ulation, and decoding, trying to overcome the impact
of RF impairments, wireless channel fading, noise, and
cochannel interference as much as possible.
• We propose an implementation of DeepReceiver based on
binary classifications sharing a common CNN. We specif-
ically design a one-dimensional convolution DenseNet
(1D-Conv-DenseNet) network structure, in which all con-
volutions are one-dimensional. Global pooling is used to
obtain feature vectors of the same dimension to improve
the adaptability of the network to different input signal
lengths. In the final classification layer, multiple binary
classifiers are used to recover the bit stream.
• We use DeepReceiver to realize the unified information
recovery of multiple MCSs. We include signal samples
generated with multiple MCSs in the training set, and
the trained receiver model can recover the information
bit stream without knowing the specific MCS adopted by
the newly received signal.
• We evaluate the performance of DeepReceiver by ex-
tensive simulation experiments under several non-ideal
factors including noise (AWGN and additive generalized
Gaussian noise (AGGN)), RF impairments (carrier fre-
quency deviation and IQ imbalance), multipath fading
(frequency flat Rayleigh fading and frequency selective
Rayleigh fading), cochannel interference (single-tone in-
terference, minimum shift keying (MSK) interference and
BPSK interference) and dynamic environment. Results
show that DeepReceiver has superior performance under
these circumstances. Especially the performance under
the cochannel interference shows that the DeepReceiver is
expected to become a new anti-jamming communications
scheme.
The rest of the paper is organized as follows. Section II
introduces briefly the Basic Wireless Communication System.
Section III discusses the proposed DeepReceiver in detail.
Section IV gives the simulation results in various cases and an-
alyzes the performance of the DeepReceiver in detail. Finally,
Section V concludes the paper and gives some orientations for
future work.
II. BRIEF INTRODUCTION OF A CANONICAL WIRELESS
COMMUNICATION SYSTEM
A. Brief Review of Traditional Receiver Model
A canonical wireless communication system consists of a
transmitter and a receiver, as shown in the upper part of Fig. 1.
At the transmitter end, content such as voice, text, or video to
be sent is converted into an information bit stream which can
be denoted as s = [s1, s2, ..., sM ]
T after being source encoded
and encrypted, where [·]T denotes transpose, sm ∈ Θ = {0, 1}
and M is the number of bits in the stream. The information bit
stream is then channel encoded, modulated and pulsed shaped,
after that, the resulting signal is radiated into the air by the an-
tenna. When the receiver receives the signal, it adopts channel
estimation, equalization, demodulation, and channel decoding
to recover the information bit stream ŝ = [ŝ1, ŝ2, ..., ŝM ]T , and
then decrypts and decodes the bit stream to get the original
content.
The receiver is the key to ensuring the bit error rate (BER)
performance of wireless communication systems. When the
signal reaches the receiver, it will be affected by various non-
ideal factors. The received signal can be represented as
r(t) = h (t) ∗ x (t) ej(2pi∆f+θ0)t + n(t) + i(t), (1)
where r(t) is the received signal, x(t) is the transmitted pulse
shaped signal, h(t) is the channel pulse response, ∆f and
θ0 are frequency and phase deviation respectively, n(t) is
the noise, and i(t) is the interference. The receiver needs
to recover the information from the distorted signal as accu-
rately as possible. Assuming that the transmitted information
sequence is uniformly distributed and the channel model is
known, a maximum likelihood (ML) decision algorithm which
is optimal in the sense of minimum probability of error is
ŝ = arg max
s∈ΘM
Pr (r| s) , (2)
where Pr (r| s) represents the likelihood probability, r =
[r(0), r(1), ..., r(N − 1)]T is the digitalized received signal
and N is the length of the signal. The maximum likelihood
decision needs to know the perfect channel model (including
the noise and the interference), which is difficult to guarantee
in practice. Instead, in order to overcome these non-ideal
factors, traditional wireless communication receivers mainly
use step-by-step serial processing to recover the information,
4Fig. 1. Canonical wireless communication system and the proposed DeepReceiver conceptual model.
i.e., using carrier synchronization to correct carrier frequency
deviation, using symbol synchronization to overcome timing
errors, using channel estimation to estimate the channel re-
sponse, using equalization to overcome the channel fading,
using demodulation to implement the inverse operation of
the modulation, and using channel decoding for the inverse
operation of the channel coding.
As pointed out earlier, in this receiving mode, the optimiza-
tion of each module is the performance of the module itself,
and not necessarily the overall global optimal performance
of the information recovery of the communication system.
The error of the pre-processing module may affect the op-
timization of the subsequent processing module, resulting in
error accumulation. Furthermore, the algorithm design of each
receiving processing module is usually based on theoretical
assumptions, which may not necessarily match the non-ideal
real conditions experienced by the communication system.
Therefore, what the traditional receiver optimizes is the best
performance under the assumptions, and not necessarily the
best performance under the real-world environment. Finally,
receiving algorithms are often designed for specific MCS, and
it is difficult to adapt to the unified reception and information
recovery of multiple MCSs.
B. Non-ideal Factors
In summary, we consider four factors that affect the quality
of the received signal in this paper:
• RF impairments. The difference between the transmitter
and receiver local oscillators will cause the received
signal to have frequency deviation. In addition, in actual
hardware circuits, the physical limitations of the device
and circuit design errors will cause the phase and ampli-
tude of the I and Q signals to be inconsistent, resulting in
IQ imbalance [50]. The IQ imbalance can be represented
as
y (x) = Re (x) 10
α
40 exp
{
− jβpi360
}
+ jIm (x) 10
α
40 exp
{
jβpi
360
}
,
(3)
where Re (x) and Im (x) are real (I) and imaginary (Q)
component of the signal respectively, α is the amplitude
imbalance in dB and β is the phase imbalance in degrees.
We will analyze the performance of the algorithms in the
cases of carrier frequency deviation and IQ imbalance in
the simulation experiments.
• Channel fading. Terrain, obstacles and other factors may
affect the propagation of the signal, leading to multipath
fading with the received signal. In addition, the relative
motion between the transmitter and receiver will cause
the Doppler shift
∆f =
fv cos θ
vc
, (4)
where f is the signal frequency, v is the relative speed
between the transmitter and the receiver, θ is the angle
between the direction of motion and the incident direction
of the signal, and vc is the speed of light. These factors
will cause serious signal distortion such as ISI. In the
simulation experiments, we will consider frequency flat
Rayleigh fading channel and frequency selective Rayleigh
fading channel and analyze the performance of the algo-
rithms in these cases.
• Noise. Due to the existence of atmospheric thermal noise
and the noise of the communication system itself, the
received signal will contain a certain amount of noise.
The most common noise is AWGN. In addition, we
also consider AGGN [51] which can better characterize
5“pulse” noise. The probability density function of AGGN
is
p(ω) =
ρ
2γΓ(1/ρ)
exp
{
−
∣∣∣∣ω − µγ
∣∣∣∣ρ} , (5)
where µ is the mean, ρ is the shape parameter, and
Γ (·) is the Gamma function. When ρ = 2, (5) becomes
traditional Gaussian distribution. In the simulation experi-
ments, we will analyze the performance of the algorithms
under the two noise distributions of AWGN and AGGN.
• Interference. In the electromagnetic spectrum space, sig-
nals from other emitters may cause co-channel interfer-
ence to the receiver. When the power of the interference
is large (relative to the received communication signal
power), if there is no special anti-interference measure,
the performance of the traditional communication re-
ceiver will be seriously deteriorated. In the simulation
experiments, we will analyze the performance of the
algorithms in the presence of co-channel single-tone in-
terference, co-channel MSK interference and co-channel
BPSK interference.
III. THE PROPOSED DEEPRECEIVER MODEL
A. Basic Concept of DeepReceiver
In this paper, we coin DeepReceiver as a unified, blind, and
intelligent receiver based on a deep learning model (such as
a CNN) which implements end-to-end information recovery
from received communication signal waveform. As shown
in the lower part of Fig. 1, the DeepReceiver model uses
a deep neural network to replace the information recovery
process, including carrier and symbol synchronization, channel
estimation, equalization, demodulation, and channel decoding.
The input of the model is the received and sampled IQ signal
Re (r (n)) and Im (r (n)) (n = 0, 1, ..., N−1), and the output
is the recovered information bit stream ŝ = [ŝ1, ŝ2, ..., ŝM ]T ,
ŝm ∈ Θ. This DeepReceiver is used to recover informa-
tion from signal transmitted by a traditional communication
transmitter. Its purpose is to learn the complex relationship
between the received signal and the transmitted information
sequence and thus to reliably recover information under vari-
ous non-ideal conditions as much as possible to improve the
adaptability of the receiver to non-ideal conditions. With the
goal of minimizing BER as an example, the optimization of
DeepReceiver can be expressed as
min
Q
‖ŝ− s‖1, ŝ = F ([Re (r) , Im (r)] ;Q) , (6)
whereQ represents the model parameters of the DeepReceiver,
F (·;Q) represents the function mapping of the DeepReceiver
from the input to the output.
DeepReceiver has three main features. The first is global
optimization. In the DeepReceiver model, a single deep neural
network performs all processing of information recovery, and
the network optimizes the overall performance of the infor-
mation recovery. The second feature is that the DeepReceiver
does not rely on theoretical assumptions. The DeepReceiver is
designed based on deep learning which is a method of learning
from data. The learned model will more closely match the
non-ideal factors experienced by the communication system,
and it is expected to obtain better performance than traditional
receivers in these non-ideal situations. The third feature is its
unity. The DeepReceiver can realize unified blind information
recovery of multiple MCSs as long as the DeepReceiver has
seen the signal samples of these MCSs during the training
phase.
B. CNN Classification-Based DeepReceiver Implementation
As noted, let the transmitted information bit stream be s =
[s1, s2, ..., sM ]
T , where M is the number of bits in the stream.
The information bit stream is channel encoded, modulated, and
pulse shaped. The resulting signal is radiated into the air and
propagates through the wireless channel to the receiving end.
The task of the DeepReceiver is to recover the information bit
stream from the received IQ signal. The purpose is to make
the recovered bit stream ŝ = [ŝ1, ŝ2, ..., ŝM ]T as equal to the
transmitted bit stream as possible. In this paper, we propose
a DeepReceiver implementation based on CNN classification.
The network structure is described in detail in the following.
1) Multiple binary classifiers: The information recovery
problem can be regarded as a sequence recognition problem,
and one method is to solve it with a single multi-category
classifier. The bit stream includes a total of M bits, and
the number of all possible classes is 2M , so a classifier
with 2M categories can be used to solve it. However, as the
number of bits increases, the number of categories increases
exponentially. For example, when M = 32, 2M ≈ 4.295×109.
A single classifier containing such a large number of categories
is difficult to implement, mainly due to two reasons. Firstly,
the number of hidden nodes in the final classification layer
of the neural network is generally the same as the number
of categories. The inclusion of such a large number of hidden
nodes increases the time and space complexity of the network.
Secondly, for each category, a certain number of training
samples are often needed, so the number of training samples
needed will be much larger than 2M . It is uneconomical to
generate such a large number of training samples, and the
computational complexity of training will become very high,
which makes it difficult to converge in a limited time.
To solve this problem, we use M binary classifiers at
the final classification layer to recover M -bit information bit
stream instead of a single multi-category classifier. Each binary
classifier recovers one of the bits. The number of classifiers
is consistent with the number of bits in the bit stream to be
recovered. It should be noted that the M binary classifiers we
designed are not isolated. They share the same neural network.
The overall structure is shown in Fig. 2. The digital sampled IQ
signal {Re (r (n)) , Im (r (n))} (n = 0, 1, ..., N − 1) is used
as the input of the CNN. After a series of operations of convo-
lution, pooling, and activation, a feature vector is obtained. The
feature vector is used as the input of the M binary classifiers,
and the outputs of the binary classifiers correspond to the
recovered information bit stream. The specific structure of the
designed CNN will be discussed in detail in the next section. It
can be seen that the CNN is very important for DeepReceiver,
which will determine the performance of the learned feature
6Fig. 2. DeepReceiver structure using a CNN with multiple binary classifiers.
vector, thereby affecting the recovery performance of each bit.
2) The designed 1D-Conv-DenseNet structure: There are
many excellent CNN structures for image classification, in-
cluding Inception [52], ResNet [53], and DenseNet [54].
Among them, DenseNet has achieved better performance than
the other two networks. We will build our network for Deep-
Receiver based on DenseNet. Unlike traditional DenseNet used
for image processing, we design 1D-Conv-DenseNet, in which
the size of the convolution kernel of all convolutions is one-
dimensional.
DenseNet is a densely connected network. In order to ensure
the maximum information flow between the layers in the
network, it directly connects all layers (with matching feature
map sizes) to each other. Let Fl(·) be the l-th non-linear
mapping layer in the network, and yl be the output of the
l-th layer. The traditional CNN directly connects the output of
the previous layer with the next layer, that is,
yl = Fl(yl−1). (7)
However, in DenseNet, the input of the current layer is the
feature maps of all previous layers, i.e.,
yl = Fl ([y0,y1, ...,yl−1]) , (8)
where [y0,y1, ...,yl−1] is the concatenation of the feature
maps of all these layers. The function Fl(·) is generally
composed of multiple processing units. Similar to [54], this
function in 1D-Conv-DenseNet includes three operations:
batch normalization [55], rectified linear unit (ReLU) [56],
and 5× 1 convolution. The number of convolution kernels is
set as required. The batch normalization operation is expressed
as:
BN (x) = σl
x− µB√
σ2B + ε
+ µl, (9)
where µB and σ2B are the mean and variance calculated from
the samples in the mini-batch, respectively, and µl and σl
are the offset and scale factors that are continuously updated
during training. The ReLU function is defined as:
ReLU (x) = max {0, x} =
{
0,
x,
if
if
x < 0,
x ≥ 0. (10)
The P × 1 convolution operation can be expressed as:
Conv(x)il+1,k =
P−1∑
i=0
Cl−1∑
c=0
fi,c,k × xil+1+i,c, (11)
where fi,c,k represents the weights of the k-th convolution
kernel, Conv(x)il+1,k represents the convolution output of the
corresponding position, where 0 ≤ il+1 ≤ Hl − P , Cl is the
number of channels in the l-th layer, and Hl is the length of the
feature map of the convolution input. For ease of expression,
we use BasicBlock(K) to represent this basic operation of
Fl(·), where K represents the number of convolution kernels
of the convolution layer in the module.
In CNNs, in order to maintain translation invariance and
reduce the computation complexity of subsequent processing,
pooling operations are often used. The size of feature maps
usually becomes smaller after pooling. Only the feature maps
of the same size can be depth concatenated and sent to the
next layer. Therefore, DenseNet often includes two types of
modules: dense module and transition module. The dense
module is composed of multiple BasicBlocks. In our 1D-Conv-
DenseNet, the transition module includes a batch normaliza-
tion layer, a ReLU layer, a maximum pooling layer [57] with
filter size of 3× 1 and step size of 2, and a convolution layer
with kernel size of 5×1 (the number of kernels is determined
as required). For simplicity, we use TransitionBlock(K) to
represent the transition module, where K represents the num-
ber of convolution kernels in this module. In our designed
1D-Conv-DenseNet, first a convolutional layer containing 64
channels is used to process the input IQ signal. Then a total
of four TransitionBlocks and four DenseBlocks is connected
as TransitionBlock(128), DenseBlock 1, TransitionBlock(64),
DenseBlock 2, TransitionBlock(64), DenseBlock 3, Transi-
tionBlock(64), and DenseBlock 4. Each DenseBlock contains
a different number of layers. Specifically, DenseBlock 1 is
densely connected by two BasicBlock(128)s, DenseBlock 3
is densely connected by 4 BasicBlock(64)s, and DenseBlock
2 and DenseBlock 4 have the same structure, both of which
are densely connected by three BasicBlock(64)s. After these
TransitionBlocks and DenseBlocks, another convolution layer
with 150 channels is used. Finally global maximum pooling
and global average pooling [58] are used to obtain the feature
vector, according to which each binary classifier computes
the probabilities of each bit being 0 or 1. Assume that the
vector of the c-th channel sent to the global pooling layer
is [x0,c, x1,c, ..., xH−1,c]T , then the global maximum pooling
and the global average pooling operation can be expressed as
MaxPoolGlobal(x)c = max
0≤i≤H−1
xi,c, (12)
AvgPoolGlobal(x)c =
1
H
H−1∑
i=0
xi,c. (13)
There are two benefits of using global pooling. One is to
maintain the maximum degree of translation invariance, that
is, to adapt to the overall delay of the signal samples in time.
The other benefit is the ability to adapt to changes in the length
of the input signal. When the signals of different lengths are
input to the network, after the operation of the global pooling
layer, the output dimensions are equal to the number of input
channels, that is, 150, so the dimension of the obtained feature
vector is consistent (300 in this network structure). This is
crucial for the DeepReceiver to adapt to multiple MCSs. After
7the information bit streams of the same length is coded and
modulated by different MCSs, the number of symbols obtained
may be different, resulting in that the number of sampling
points of the received IQ signal may also be different. The
network structure designed in this paper can precisely handle
this situation, which also provides the possibility of using the
DeepReceiver model as a unified information recovery model
for multiple different MCSs.
C. The Training and Inference Algorithms
The purpose of CNN training is to optimize network
parameters based on the training data set to achieve good
performance on the training set, and at the same time try to
make it generalizable to other data than the training set. The
construction of the training set is the first step of network
training. The training set for the DeepReceiver is
D =
{(
[Re (r) , Im (r)]
(i)
, s(i)
)}N
i=1
, (14)
where N is the number of samples in the training set. It should
be pointed out that in order to make the DeepReceiver model
adapt to multiple MCSs, the training set needs to include
received signal samples generated with these MCSs.
The loss function is the key to training. For classification
tasks, the most used loss function is cross entropy. As shown
in Fig. 3, the output of our designed DeepReceiver contains M
binary classifiers. For simplicity, we design the loss function
using the sum of the cross-entropy of the M classifiers. For a
minibatch containing NB samples, the loss function is defined
as
L = − 1
NB
NB∑
i=1
M∑
m=1
2∑
k=1
dimk log (pimk), (15)
where pimk is the output probability of the m-th classifier
on the k-th category when the i-th sample is used as input,
and dimk is the k-th true label corresponding to the m-th
bit of the i-th sample. One-hot coding is used for labeling,
i.e., when a bit in the real information bit stream is 0, the
corresponding label is [1, 0]T otherwise the label is [0, 1]T .
The most commonly used optimization method for deep neural
network training is the stochastic gradient descent (SGD)
method [59]. The SGD algorithm might oscillate along the
path of steepest descent towards the optimum. We use SGD
with momentum which adds a momentum term to the update
to reduce this oscillation [60] in this paper. The update is
wt+1 = wl − τ∇L (wt) + ϑ (wt −wt−1) , (16)
where w is the network parameter vector (including weights
and biases), t is the iteration index, τ > 0 is the learning
rate, and ϑ is the momentum factor, which represents the
contribution of the previous gradient step to the current it-
eration. The gradient L (wt) is calculated and used to update
the parameters using a subset of the training set, i.e., a mini-
batch. In summary, the training and inference algorithms for
DeepReceiver are shown in Algorithm 1.
Algorithm 1 Training and inference algorithms for the Deep-
Receiver model
Training procedure
Input: Training set D =
{(
[Re (r) , Im (r)]
(i)
, s(i)
)}N
i=1
,
minibatch size NB , maximum iterations tmax, learning rate τ ,
momentum factor ϑ.
Randomly initialize parameters of the network;
for t = 1, 2, ..., tmax do
Randomly choose NB samples from D;
Compute loss according to (15);
Update parameters of the network according to (16);
end for
Output: DeepReceiver model F(·;Q).
Inference procedure
Input: The newly received IQ signal waveform, the trained
DeepReceiver model F(·;Q).
Compute the SoftMax output of each binary classifier pm0
and pm1;
for m = 1, 2, ...,M do
if pm0 > pm1 then
ŝm = 0;
else
ŝm = 1.
end for
Output: Information bit stream ŝ = [ŝ1, ŝ2, ..., ŝM ]T .
D. Complexity Analysis
Since training can be performed offline, our main concern
is the inference complexity after the model is deployed. In
1D-Conv-DenseNet, the computational complexity of each
convolutional layer is
CConv ∼ O (HlClPlKl) , (17)
where Hl × Cl represents the size of the input feature map,
Pl represents the size of the convolution kernel, and Kl rep-
resents the number of convolution kernels. The computational
complexity of the batch normalization layer and the ReLU
layer are both
CReLU ∼ O(HlCl). (18)
The computational complexity of the pooling layer is
CPooling ∼ O (HlClFl/Dl) , (19)
where Fl is the size of the pooling filter and Dl is the
downsampling factor. In 1D-Conv-DenseNet, the maximum
number of convolution kernels is limited. When the input
signal length is N , the overall computational complexity of
the network is
CF(·;Q) ∼ O(N). (20)
The storage complexity includes two aspects, one is the
storage of network parameters, and the other is the storage
of the feature maps during the inference process. Since the
feature map of the previous layer can be overwritten after the
calculation is completed, the storage capacity of the feature
maps is twice the largest feature map. When the input signal
8length is N and the number of recovered information bits
is M , the number of the network parameters of 1D-Conv-
DenseNet is
|Q| = 1248322 + 602M, (21)
and the maximum feature map size is
max
l
{|yl|} = N
2
× 384 = 192N. (22)
Therefore, the total parameter storage is
SF(·;Q) = |Q|+ 2×max
l
{|yl|} = 1248322 + 602M + 384N.
(23)
For time-sensitive applications, further consideration can be
given to adopting methods such as network pruning to further
reduce the computational complexity and storage complexity
of the neural network model. For example, layer-wise pruning
[61] can be performed to reduce the number of neural network
layers, thereby reducing inference delay.
IV. PERFORMANCE ANALYSIS
In this section, we demonstrate the performance of the
DeepReceiver through simulation experiments. The simulation
setting is firstly described. Then, the simulation results of
DeepReceiver with the effects of noise (AWGN and AGGN),
RF impairments (frequency deviation and IQ imbalance),
channel fading (frequency flat Rayleigh fading and frequency
selective Rayleigh fading), cochannel interference (single-
tone, MSK and BPSK), dynamic environment and unified
blind reception are discussed.
A. Simulation Setting
Two modulations are considered in the simulation: BPSK
and quadrature phase shift keying (QPSK). The channel coding
uses (7,4) Hamming coding, the pulse shaping uses a raised
cosine filter with roll-off factor 0.5. For the BPSK + Hamming
method, the number of bits in the information bit stream is 32.
The information bit stream is randomly generated, channel
encoded into 56 bits, and then sent out after being mapped by
BPSK modulation and shaped by raised cosine filtering. The
sampling rate of the received signal is 8 times the symbol
rate, that is, the number of sampling points per symbol is 8.
The timing of the first sampling point is randomly selected
within 1/8 times the symbol period. The data length of each
IQ sample obtained is thus 448. With QPSK modulation, (7,4)
Hamming code and raised cosine filter are also used. The
number of bits in the original information bit stream is 32, the
timing of the first sampling point is randomly selected within
1/8 times the symbol period, and the oversampling ratio of
the received signal is also 8, so the data length of each IQ
sample obtained is 224. Note that this is the configuration
used in most simulations in this paper. For fading channel and
dynamic environment experiments, the signal length used will
be different. For multiple MCSs experiment, the modulation
and coding will be different. We will give the details in the
corresponding experiments.
Both the training and test data sets are generated with simu-
lation. The non-ideal conditions considered in each experiment
0 1 2 3 4 5 6 7 8
Eb/N0 (dB)
10-6
10-5
10-4
10-3
10-2
10-1
B
E
R
Ideal hard decision
Ideal ML decision
DeepReceiver (BPSK + Hamming)
DeepReceiver (QPSK + Hamming)
Fig. 3. BER performance in the case of AWGN. BPSK + Hamming and
QPSK + Hamming are used for modulation and channel coding.
are different. For each experiment, the corresponding non-ideal
conditions will be simulated in generating the IQ data. In each
training data set, the signal Eb/N0 ranges from 0 dB to 8 dB,
with an interval of 1 dB. The number of data samples per
Eb/N0 is 200,000, so the total sample size is 1,800,000. In
each test data set, the signal Eb/N0 ranges from 0 dB to 8
dB with an interval of 0.5 dB, and the number of samples per
Eb/N0 is 200,000. The reason why more Eb/N0 is selected
than the training set is to test the adaptability of the model to
the untrained Eb/N0. Training is performed on a Nvidia V100
GPU. All parameters of the 1D-Conv-DenseNet are randomly
initialized with a Gaussian distribution. The SGD method with
momentum is used for training, and the momentum factor is
0.9. During training, the mini-batch size is 256, the number of
epochs is 8, and the initial learning rate is 0.001. After every
2 epochs, the learning rate is reduced to 1/10 of the previous
learning rate.
B. Effects of Noise: AWGN and AGGN
1) AWGN: We first consider the performance under the
AWGN. Consider BPSK + Hamming and QPSK + Ham-
ming. The DeepReceiver models are trained separately for
the two modulations. Fig. 3 illustrates the simulation results.
For comparison, the results of ideal hard decision and ideal
maximum likelihood (ML) decision are also shown in the
figure. Among them, the ideal hard decision refers to the
method of demodulating under perfect assumptions and then
inputting the demodulated bit stream to a Hamming decoder
with hard decision without the influence of any other factors
except AWGN. Ideal ML decision refers to the ML decoding
method with ideal assumptions, i.e., in the absence of any
other non-ideal factors except AWGN. Since the simulated in-
formation bit stream follows an equal probability distribution,
the ideal ML decision also represents the best performance we
can obtain under ideal conditions. Unless otherwise specified,
when referring to both the ideal hard decision and the ideal
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Fig. 4. BER performance in the case of AGGN.
ML decision hereafter, we refer to the methods under these
ideal assumptions. It should be noted in advance that all the
hard decision methods in the subsequent results of this paper
assume that the symbol timing is ideal, that is, the problem
of symbol synchronization need not be considered. However,
the DeepReceiver need to automatically learn and implement
symbol synchronization from IQ sequences with timing errors.
It can be seen from Fig. 3 that for both BPSK + Hamming
and QPSK + Hamming, the performance of the DeepReceiver
is very close to the ideal ML decision and far better than
the traditional hard decision method, which illustrates the
DeepReceivers potential to approach performance limits. On
the untrained Eb/N0s, the DeepReceiver also achieves perfor-
mance close to ML decision, indicating that it has a good
generalization ability for Eb/N0s. It should be noted that,
for the BPSK + Hamming and QPSK + Hamming, the BER
performance of the ideal hard decision is the same, and the
BER performance of the ideal ML decision is also the same,
so it is not specifically indicated in the figure whether it is
BPSK or QPSK.
2) AGGN: The above considers the situation of AWGN, but
in the actual wireless communication process, the noise does
not necessarily conform to the characteristics of AWGN. In or-
der to evaluate the DeepReceiver with other noise distribution,
we performed a simulation experiment on the performance
of the algorithm under AGGN. The AGGN parameters are
set as follows: µ = 0, γ = 1, and ρ = 1.5 in case 1 and
ρ = 1 in case 2. Fig. 4 shows the simulation results. It can be
seen that under AGGN, the performance of the traditional hard
decision method decreases, and the performance at ρ = 1 is
worse than that at ρ = 1.5. This is because the hard decision
method assumes AWGN distribution and the distribution of
the AGGN is farther away from AWGN at ρ = 1 than
ρ = 1.5. The performance of the DeepReceiver is better than
the traditional method under both parameter settings. What is
interesting is that, unlike the traditional hard decision method,
the performance of the DeepReceiver is better when ρ = 1.5
than when ρ = 1, which indicates that the DeepReceiver
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Fig. 5. Performance under different carrier frequency deviations.
has learned a receiving method that better matches the noise
distribution.
C. Effects of RF Impairments: Frequency Deviation and IQ
Imbalance
1) Frequency deviation: In wireless communication system,
two independent local oscillators are used at the transmitter
and at the receiver. There may be a certain deviation in their
frequencies. In addition, when there is relative movement
between the transmitter and the receiver, a Doppler shift will
occur. Under the influence of these factors, there will be a
certain frequency deviation between the received signal and
the transmitted signal. We analyze the performance of the
DeepReceiver in the presence of carrier frequency deviation.
In the simulation, the normalized carrier frequency offset ∆f
(relative to the symbol rate) is randomly generated within
the range of [-0.01, 0.01]. The other settings are the same
as those in the previous simulation. Fig. 5 illustrates the
results on the test set. The performance of the traditional
hard decision method is used for comparison. It can be seen
that the traditional hard decision is greatly affected by the
carrier frequency deviation. As the carrier frequency deviation
increases, the performance deteriorates significantly, especially
when ∆f = 0.004, the BER is worse than 0.01 when Eb/N0
is in the range of 0-8 dB. Such BER performance will be
difficult to meet the needs of practical applications. However,
the BER performance of the DeepRceiver is still very close
to the ideal ML decision, indicating that it can overcome the
influence of carrier frequency deviation to a certain degree.
2) IQ imbalance: Due to the non-ideality of RF devices,
the received IQ signal may have an IQ imbalance, that is, an
imbalance in the amplitude and/or phase of the I channel and
the Q channel. IQ imbalance can be described by a set of
parameters (α, β), where α is amplitude imbalance in dB and
β is phase imbalance in degrees. We analyze the performance
of the DeepReceiver in the presence of IQ imbalance. The
simulation uses QPSK + Hamming parameter settings and
considers three IQ imbalance configurations, (-3,-2), (5,10),
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and (-3,20), respectively. Fig. 6 shows the constellation of
QPSK in the ideal case and the constellations of QPSK in
the with IQ imbalances. It can be seen that the IQ imbalance
causes distortion to the ideal QPSK constellation.
Fig. 7 shows the experimental results. It can be seen that
for the traditional hard decision method, as the IQ imbalance
increases, the BER performance becomes worse. However, in
all three cases of IQ imbalance, the performance obtained
by the DeepReceiver is very close to that without the IQ
imbalance, which indicates that the DeepReceiver can learn
to correct the impact of the IQ imbalance automatically.
D. Effects of Channel Fading: Frequency Flat Fading and
Frequency Selective Fading
During the transmission of communication signals, due
to factors such as geographical environment and obstacles,
the signals received by the receiver may be influenced by
multipath fading. We perform simulation analysis on the per-
formance of the DeepReceiver in multipath fading channels.
The simulations assume a symbol rate of 1Msps. Two Rayleigh
fading channels are considered: frequency flat Rayleigh fading
channel and frequency selective Rayleigh fading channel. Tra-
ditional equalization methods usually require a known training
sequence of a certain length, which is added in front of the
information payload. The simulation uses BPSK modulation
and Hamming coding. The number of original information bits
is 32, which is randomly generated, and channel encoded to
56 bits. What is different from the previous simulations is
that in order to compare the performance with the traditional
equalization methods, we add a fixed L-bit sequence in front
of the channel encoded bit stream. The oversampling ratio
of the received IQ signal is also 8 and the length of a signal
sample is thus 448 + 8L. DeepReceivers are trained separately
for the two Rayleigh fading channels.
As a method for performance comparison, adaptive equal-
ization + BPSK demodulation + Hamming hard decision
decoding is adopted. Among them we consider three adap-
tive equalization algorithms. The first equalization algorithm,
denoted as equalizationA, is a linear equalization. The least
mean square (LMS) algorithm is used. The number of taps
is 1 and the step size for LMS is 0.01. The second equal-
ization algorithm, denoted as equalizationB, is also a linear
equalization, using a recursive least squares (RLS) algorithm
with 8 taps. The reference tap is 3 and the RLS forgetting
factor is 0.99. The third equalization algorithm, denoted as
equalizationC, is a decision feedback equalization algorithm,
using a 6-tap forward filter and a 2-tap inverse filter, with a
reference tap of 3. It also uses RLS with a forgetting factor
of 0.99.
1) Frequency flat Rayleigh fading: For frequency-flat
Rayleigh fading, the maximum Doppler shift is set to 30
Hz. Fig. 8 shows the simulation results for the frequency
flat Rayleigh fading channel. It can be seen that among the
three traditional adaptive equalization algorithms, equaliza-
tionA performs the best. The comparison of the results under
different L shows that under the two training sequence lengths,
equalizationA performs similarly. The performances of hard
decision methods using equalizationB and equalizationC im-
prove with the increase of L, but are still much worse than the
hard decision method using equalizationA. Under this fading
channel, the performance of the DeepReceiver under the two
L settings is similar. Its performance is far better than the
three hard decision methods with adaptive equalization, which
shows its superiority under flat Rayleigh fading channels.
2) Frequency selective Rayleigh fading: In frequency se-
lective Rayleigh fading, The maximum Doppler shift is 30
Hz, the number of paths is 3, the path delays are 0 seconds,
90 microseconds, and 1.5 microseconds, respectively, and the
average path gain is 0 dB, -3 dB, and -6 dB, respectively.
Fig. 9 shows the simulation results of the frequency selective
Rayleigh fading channel. When L = 8, the performance of
traditional hard decision methods with adaptive equalization
is very poor. When L increases to 32, the hard decision with
equalizationB shows a certain performance advantage among
the three adaptive equalization algorithms. When L = 32,
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Fig. 8. Performance under frequency flat Rayleigh fading channel. (a) L = 8 and (b) L = 32.
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Fig. 9. Performance under frequency selective Rayleigh fading channel. (a) L = 8 and (b) L = 32.
the performance of the DeepReceiver is slightly improved
compared with L = 8. Under both L settings, the performance
of the DeepReceiver is far better than these three hard decision
methods with adaptive equalizations, and the performance gain
is more obvious than that of the flat fading channel, which
validates the DeepReceivers superiority in frequency selective
Rayleigh fading channel.
E. Effects of Cochannel Interference: Single-tone Interference,
MSK Interference and BPSK Interference
During the communication process, the communication
system may be unintentionally or intentionally interfered by
other emitters. Without corresponding anti-interference mea-
sures, the performance of the communication system will
deteriorate seriously when being interfered. In general, the
larger the interference power, the more severe the performance
degradation. In this section we analyze the performance of
the DeepReceiver in the presence of co-channel interference.
We use BPSK + Hamming to generate the communication
signal and consider three types of interference: single-tone
interference, MSK interference and BPSK interference.
1) Single-tone interference: We first consider cochannel
single-tone interference in the simulation. The frequency of
single-tone interference is randomly generated within the
signal bandwidth, and the power of single-tone interference is
generated according to the interference-to-signal power ratio
(ISR) which is within the range of [-20 dB, 30 dB]. The signal
Eb/N0 ranges from 0 to 8 dB with an interval of 1 dB. Fig.
10 shows the time-domain IQ sequence and frequency-domain
power spectral density (PSD) of some signal samples. When
the ISR is high, the single-tone interference is clearly visible
on the PSD diagram.
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Fig. 10. Time-domain and frequency-domain plots of some samples, Eb/N0
= 8 dB. (a) ISR = -10 dB, (b) ISR = 0 dB, (c) ISR = 10 dB, and (d) ISR =
20 dB.
Fig. 11 (a) and Fig. 11 (b) show the curves of the BER
with Eb/N0 under specific ISRs, and the curves of the BER
with ISR under specific Eb/N0s, respectively. It can be seen
from the figure that when the ISR increases, the performance
of the traditional hard decision method gradually decreases.
When ISR > 0 dB, the BER > 0.1, and when the ISR
> 10 dB, the BER approaches 0.5, and the algorithm almost
completely failed. For the DeepReceiver, it has certain anti-
interference ability under various ISRs. Especially when the
ISR is in the range of 5 dB to 25 dB, the anti-interference
effect of the DeepReceiver is obvious. It is interesting that
for DeepReceiver, it is not that the larger the ISR, the worse
the performance. When the interference power is close to the
signal power, the performance of the DeepReceiver is worse
than when the ISR is greater, but it is still far superior to the
traditional method. A possible reason for this phenomenon
is that when the ISR is large, it is easier to estimate the
frequency, phase, amplitude of the single-tone interference.
By subtracting the reconstructed interference signal from the
received mixed signal, information can be recovered from the
remaining BPSK signals. When the ISR is near 0 dB, it is
difficult to estimate the parameters of the interference signal.
These results verify the excellent performance of the DeepRe-
ceiver in overcoming cochannel single-tone interference.
2) MSK interference: Similar to the previous simulation,
when the training data set are generated, the center frequency
of MSK is randomly generated within the BPSK signal band-
width, the symbol rate of MSK is 8/5 times the symbol rate
of BPSK, the power of the MSK interference is randomly
generated within the range of [-20 dB, 30 dB] according to
the ISR, and the BPSK signal Eb/N0 ranges from 0 dB to
8 dB with an interval of 1 dB. The test data set is generated
the similar way. The difference is the BPSK signal Eb/N0
ranges from 0 dB to 8 dB with an interval of 0.5 dB. Fig. 12
shows the curves of the BER with Eb/N0 under specific ISRs,
and the curves of the BER with ISR under specific Eb/N0s,
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Fig. 11. Performance under cochannel single-tone interference. (a) Curves of
the BER with Eb/N0 under specific ISRs and (b) curves of the BER with
ISR under specific Eb/N0s.
respectively. Note that these results are obtained from the test
data set. As can be seen from the figure, similar to single-
tone interference, with the increase of ISR, the performance
of the traditional method gradually deteriorates under MSK
interference, especially when ISR > 10 dB, the BER dete-
riorates to nearly 0.5. For the DeepReceiver, it has certain
anti-interference ability under these ISRs. Especially when the
ISR is in the range of 10 dB to 25 dB, the DeepReceiver is
less affected by the MSK interference. These results verify
the excellent performance of the DeepReceiver in overcoming
co-channel MSK interference.
3) BPSK interference: Finally, we give the anti-jamming
performance of the DeepReceiver when the interference signal
and the communication signal are of the same modulation,
i.e., BPSK in this case. The interference power is randomly
generated within the range of [-20 dB, 30 dB], the center
frequency of the interference is randomly generated within
the communication signal bandwidth, and the signal Eb/N0
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Fig. 12. Performance under cochannel MSK interference. (a) Curves of the BER with Eb/N0 under specific ISRs and (b) curves of the BER with ISR under
specific Eb/N0s.
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Fig. 13. Performance under cochannel BPSK interference. (a) Curves of the BER with Eb/N0 under specific ISRs and (b) curves of the BER with ISR
under specific Eb/N0s.
ranges from 0 dB to 8 dB. The symbol rate of the interference
is 8/7 times of symbol rate of the communication signal. A
raised cosine filter is used for pulse shaping of the interference
and the roll-off factor is 0.3. Fig. 13 shows the curves of
the BERs. It can be seen that with the increase of ISR,
the performance of traditional methods gradually deteriorates.
However, although the interference signal and communication
signal are both BPSK signals, the DeepReceiver can still
overcome the influence of interference, which further verifies
the excellent performance of the DeepReceiver.
F. Performance in Dynamic Environment
In the above experiments, the DeepReceiver model in var-
ious scenarios was trained separately. In order to verify the
adaptability of the DeepReceiver to dynamic environment,
we conduct unified training of DeepReceiver model in this
experiment. The training set contains the signal samples un-
der various signal-to-noise ratios in four scenarios: AWGN,
AGGN, frequency flat Rayleigh fading, and frequency se-
lective Rayleigh fading. The number of fixed bits added for
equalization is L = 32. After the training is completed, the
performance of the DeepReceiver is tested on the new test set.
The results show that the performance in the four scenarios is
consistent with the performance obtained when the model is
trained separately. For simplicity, here we will not repeat the
curve of BER with Eb/N0. Instead, we show the performance
under a dynamic environment consists of four specific settings
in Fig. 14. The four settings are:
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Fig. 14. Performance in dynamic environment.
• Setting 1: Eb/N0 = 6 dB, AWGN;
• Setting 2: Eb/N0 = 6 dB, AGGN;
• Setting 3: Eb/N0 = 6 dB, frequency flat Rayleigh fading;
• Setting 4: Eb/N0 = 7 dB, frequency selective Rayleigh
fading.
In this dynamic environment, the channel changes with time
from Setting 1 to Setting 2, then to Setting 3, and finally to
Setting 4. In each scenario, the number of data blocks sent is
100,000, and the BER is calculated using 10,000 data blocks. It
can be seen from the results that the performance of the Deep-
Receiver is better than the other four traditional methods in all
four settings. Traditional methods have different performances
in four scenarios. For example, in Setting 1 and Setting 2, the
hard decision without equalization method performs best, but
in Setting 3 and Setting 4, the performance of this method
deteriorates significantly, which is worse than the other three
methods with equalization. Comparing the three equalization
methods, we can see that in Settings 1, 2 and 3, equalizationA
performs best, but in setting 4, equalizationA performs worse
than equalizationB and equalizationC. Therefore, it is difficult
to choose a specific traditional method that performs best in
all four Settings. However, the DeepReceiver can obtain good
performance under four settings without knowing the specific
setting it is currently in. It has a good adaptability to the
dynamic environment.
G. Unified Blind Reception for Multiple MCSs
In order to verify the unified information recovery ability of
a single DeepReceiver model for multiple MCSs, we simulated
6 MCSs, as shown in Table I. The pulse shaping filter is a
raised cosine filter with a roll-off factor of 0.5. The sampling
rate of the received signal is 8 times the symbol rate. For
these MCSs, the number of original information bits is 30.
For 16QAM, the length of the bit stream after channel coding
is not divisible by 4, we add an additional 2 bits of 0 to the
bit stream. The channel noise is AWGN. The training data
set contains the signals generated under these 6 MCSs. The
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Fig. 15. Performance of unified blind reception for multiple MCSs. The
DeepReceiver does not need to know which MCS is used while the hard
decision method needs to know which MCS is used in advance.
TABLE I
SPECIFICATION OF MCSS
MCS Index Modulation Coding IQ Signal Length
MCS 1 BPSK Cyclic (7, 3) 560
MCS 2 BPSK Cyclic (15, 5) 720
MCS 3 QPSK Cyclic (7, 3) 280
MCS 4 QPSK Cyclic (15, 5) 360
MCS 5 16QAM Cyclic (7, 3) 144
MCS 6 16QAM Cyclic (15, 5) 184
Eb/N0 ranges from 0 dB to 8 dB with an interval of 1 dB.
For each MCS, the number of samples per Eb/N0 is 100,000,
so the total sample size of the training set is 5,400,000.
After training, we generate new samples to verify the trained
DeepReceiver model. The results are shown in Fig. 15. It
should be noted that the results of the hard decision methods
as a comparison are obtained when the MCS of the transmitted
signal is known. If the MCS is unknown, the traditional hard
decision will be invalid and the resulting BER will be close
to 0.5. It can be seen from the figure that the DeepReceiver
can recover the original information with a very high accuracy
without knowing which MCS is used for the signal, and its
performance is far superior to the hard decision method. This
shows that the DeepReceiver has the capability of unified
receiving of multiple MCSs.
V. CONCLUSIONS AND DISCUSSIONS
In this paper, we have proposed a DeepReceiver model that
uses a deep neural network to replace the receiver’s entire
information recovery process from the received IQ signal to
the recovered information bit stream. We have proposed to
use multiple binary classifiers which share the same CNN
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to achieve multi-bit information stream recovery. We have
presented the designed 1D-Conv-DenseNet network structure
to implement the DeepReceiver. We have conducted extensive
simulation experiments to verify the performance of the Deep-
Receiver. In summary, the DeepReceiver has the following
characteristics:
• The DeepReceiver optimizes the overall global perfor-
mance of information recovery. Simulation results have
shown that the performance of the DeepReceiver can
approach the ideal soft ML decision and is far superior to
the hard decision method which follows serial process-
ing of equalization, demodulation, and decoding, which
verifies its end-to-end information recovery capability.
• The DeepReceiver can learn from the data, which better
matches the non-ideal factors experienced by the com-
munication system. The simulation results have validated
the superior performance of the DeepReceiver under non-
ideal conditions such as noise, RF impairment, multipath
fading, and co-channel interference.
• The DeepReceiver can deal with co-channel interference
or jamming. Simulation results have shown that the
DeepReceiver has anti-interference ability under various
ISRs when co-channel interference is presented, which
suggests that the DeepReceiver can be served as a new
anti-jamming communications method.
• The DeepReceiver is a blind unified receiver, which can
realize the unified information recovery of multiple MCSs
without knowing which MCS the received signal adopts
in the inference phase (as long as the DeepReceiver has
seen the signal samples of these MCSs during the training
phase). Therefore, the DeepReceiver can be used for the
reception of ACM, and can also be used for the unified
reception of different physical layer communications pro-
tocols to facilitate the interconnection between different
communications networks.
This paper mainly analyzes the performance of the Deep-
Receiver through simulation experiments. In the future work
we will carry out experiments over the air to evaluate the per-
formance of the DeepReceiver in the real-world environments.
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