Liquid-crystal phases are typical examples of soft and complex materials that exhibit an abundance of different phenomena. In this paper we present some of our results contributing to the understanding of the physics of defects in nematic liquid crystals. The examples presented exhibit many features that are also of interest for other branches of physics. We describe nematic point defects, the annihilation dynamics of a defect and anti-defect pair, and the coarsening dynamics of a dense pattern of defects after a sudden symmetry-breaking phase transition.
Introduction
Liquid-crystal (LC) phases [1] are often referred to as a fourth state of matter. In the literature, however, one can also find plasmas or quark-gluon plasmas [2] as candidates for the same ranking. But such a candidature already indicates the important role that is played by this state of matter in nature. LC phases represent an intermediate state between ordinary liquids and crystals. On the one hand they flow like a liquid, on the other hand they possess some longrange order (either orientational or translational, or both) that usually characterizes crystalline solids. They are also typical examples of soft-matter systems, in which a relatively small amount of locally supplied energy can cause a response on a macroscopic scale.
Various applications based on LC phases are very important in everyday life. They are indispensable in biological systems (e.g. membranes) [3] and they are becoming an increasing part of our high-tech environment (for example, in displays). But LCs also represent a convenient testing ground for fundamental physics [4] [5] [6] . The main goal of this contribution is to shed light on this latter role of LCs, where we restrict ourselves to the physics of defects.
The structure of this paper is as follows. In section 2 we describe some representative LC phases and comment on why LCs are convenient for various research studies. In section 3 we focus on the description of the nematic LC structure, define nematic defects, and explain why and how they can appear. We also briefly present the methods that we used for our study of defects in the nematic LC phase. A presentation of our results in this field is given in section 4.
In particular, we describe (i) the structure of an individual defect, (ii) the annihilation dynamics of two point defects, and (iii) the coarsening dynamics of a dense grid of nematic defects after a sudden phase transition into the nematic phase. We finish with a summary of our results and a discussion of questions that remain open.
The liquid-crystal state of matter

Phases
The so-called mesogen molecules that can potentially form LC phases are, in most cases, rod-like [7] . However, chemists have also been discovering and creating other molecular compounds (e.g. disk-shaped or banana-shaped molecules) that are also capable of forming LC phases. We draw a distinction between thermotropic and lyotropic LCs, which are generated by varying either the temperature of the probe or the concentration of the LC mesogens. Our knowledge is most comprehensive for thermotropic LCs made of rod-like molecules, so we will restrict our discussion to this type. Nevertheless, the essential physics presented here is also valid for lyotropic LCs and other molecular structures, if appropriate transformations of the relevant parameters are applied.
LC phases refer to a number of distinct states of matter that have properties between those of solids and liquids. At low temperatures, a typical LC material forms a solid state where the centres of mass of the molecules lie on a lattice and the molecular axes point in certain fixed directions. This solid state is said to have long-range positional and orientational order. At high enough temperatures, the material enters a liquid phase, also called isotropic (I) phase, which has neither of these types of order. There may be some short-range clustering of molecules, but the molecular centres of mass diffuse freely and the molecular axes point in random directions. At intermediate temperatures, several different LC phases can become stable, characterized by orientational long-range order and possibly some partial degree of positional long-range order. These LC phases can broadly be classified [7] as nematic (N), cholesteric (Ch) and smectic (Sm). Some typical examples are presented in figure 1 .
The nematic phase represents the simplest LC phase. In thermotropic LCs it is reached from the isotropic phase by lowering the temperature via a weak first-order phase transition. In addition to liquid-like behaviour (i.e. it flows) the substance also exhibits orientational longrange ordering: the molecules tend to be parallel, at least locally. In bulk samples (in which the influence of confining boundaries is negligible) the molecules are, on average, aligned homogeneously along a single so-called 'symmetry breaking' direction ( figure 1(a) ).
Because LCs are 'soft', the structure of an LC phase can be influenced strongly by conditions at confining surfaces or by external magnetic or electric fields. Some possible structures in the nematic phase, reflecting different boundary conditions, are shown in figure 2.
In the cholesteric phase ( figure 1(b) ) the molecules tend to be twisted with respect to each other. In equilibrium they form a helical structure with a pitch-length comparable to the wavelength of visible light. Each plane perpendicular to the direction of the helix's axis has a nematic-like structure. Note that the cholesteric phase is thermodynamically equivalent to the nematic phase. One can obtain the same structure in a nematic phase by confining a nematic LC within a cell whose parallel plates enforce different orientations on the neighbouring molecules. The only difference is that the resulting twist deformation is formed spontaneously in the cholesteric phase, whereas it is enforced by confining plates in the nematic case.
The smectic phases are characterized by layered structures ( figure 1(c) ). In addition to a long-range positional ordering that characterizes the nematic and cholesteric phases, they also form well separated layers. In most cases they behave like solids in the direction perpendicular to the layer and like normal fluids within the layers. They can be viewed as stacked twodimensional fluids. There are several different types of smectic phases, which are mainly distinguished by the molecular orientational ordering within layers. They bear the labels A, B, C, . . . , I, according to the chronological order of their discovery. In the nematic phase, molecules tend to be aligned parallel, along a symmetry-breaking direction. In the cholesteric phase, the planes with nematic-like ordering are twisted with respect to each other and form a helical structure (the local nematic director field is marked by arrows on the left-hand side of the figure) . In smectic phases, molecules are arranged in layers. The various smectic phases differ according to the molecular arrangement within the layers. In the smectic A phase, the molecules tend to be aligned perpendicularly to the layer.
Liquid crystals as laboratory models
LCs have several extraordinary properties (mechanical, electrical and optical) that make them indispensable in our daily lives [3] . But, beside these facts, LC phases offer a convenient tool for studying or testing some fundamental laws of physics [4-6, 8, 9] . This is based on the following grounds.
There is a variety of LC phases where every phase can, in addition, display different structures. The resulting variability of states implies an extremely rich diversity of physical phenomena, and those exhibiting universal laws are of special interest.
LCs are well suited to experimental observation. The samples can be prepared relatively easily because LCs have liquid properties and can be shaped by boundaries. In addition, their structure can be influenced strongly by external electric or magnetic fields. The characteristic (a) (b) (c) Figure 2 . In a confined geometry the molecular arrangement is a compromise between the intermolecular tendency, which tends to align molecules parallel, and surface tendencies. In the cases shown, the confining surfaces are (a) spherical and (b),(c) cylindrical, and the orientations of the molecules are practically enforced by the surfaces. The right-hand side of (c) shows a vertical cut. Note that, in cases (b) and (c) we have two different solutions for the same boundary condition. Solution (b) can be stabilized only in a relatively narrow cylinder and at a relatively high temperature.
lengths and time responses to locally induced perturbations are accessible to conventional experiments. In particular, several optical measurements can be used, because LCs are transparent and show an optical anisotropy strongly linked to electric and magnetic anisotropy.
Defects in nematic liquid crystals
Before discussing our research results on defects in nematic liquid crystals we have to familiarize ourselves with both continuum fields, which describe the nematic structures, and nematic defects [10, 11] . The phenomena studied have analogues in other fields of physics, such as particle physics or cosmology.
Nematic continuum fields
The nematic ordering in most cases is well described by a unit vector field n( r), called the nematic director field, and a scalar nematic order parameter field S( r ) [7] . The long axis of a molecule at a site r is, on average, oriented along n( r). Note that, in the nematic phase, the molecules display a so-called 'head to tail' invariance: a rotation by an angle π around the axis perpendicular to n( r ) (i.e. the transformation n( r) → − n( r )) does not influence the physics of the system. The degree of molecular alignment along n( r ) is given by the nematic orientational order parameter:
Here · · · indicates the spatial average over a small volume assigned to a 'point' r in the continuum description and the time average over the 'fast time-scales' (with respect to the monitored director dynamics) of the system. An average temporal orientation of a molecule's axis within the volume is described by the unit vector a( r , t). For randomly fluctuating molecules on fast time-scales, one gets S( r ) = 0. Conversely, S( r ) = 1 reflects perfectly aligned molecules along n( r ).
Classification of nematic defects
Nematic defects refer to regions where n( r ) is not uniquely defined, as shown in figures 2(a) and (b). One distinguishes between point (a) or line (b) defects, where the singular region is limited to a point or line, respectively. The classification of defects is based on grouptheoretical theorems [11] . In fact, group theory found its first 'impressive' performance in physics in the area of defects [10] . The essential group-theoretical quantity assigned to a defect is the integer topological charge q [10, 11] . This is defined in terms of the molecular orientational ordering (i.e. the director field) enclosing the defect. For example, for a radial hedgehog defect structure (also called monopole; see figure 2(a)) one gets q = 1. Isolated defects with non-zero topological charges are topologically stable, in the sense that one cannot get rid of them by local continuous transformations without affecting the director field far from the defect site. According to their topological charge, defects fall into different topological classes. Transformations between different defect structures can be predicted using group-theoretical theorems [11] . The law of the conservation of topological charges is analogous to the conservation laws of electric and other physical charges. But one cannot attribute a sign to a topological charge because of the 'head to tail' invariance of n( r ), therefore it is usually taken to be positive. So, a system consisting of two defects of charge q = 1 can transform into new states with total charges of either q tot = 2 or 0. The latter case corresponds to the annihilation of defects, in which a defectless (also called vacuum) state is obtained. This can be realized, for example, between the two defects shown in figures 3. In general, this phenomenon is advantageous in the strongly established nematic phase, since the presence of defects is extremely costly energetically.
To predict the potential cancellation of interacting defects, one introduces the winding number, M [10] (also called the strength or Frank index). This reveals the rotation of n on encircling the defect counter-clockwise, as shown in figures 3. Point defects are characterized by integer M, i.e. M = ±1, ±2, ±3, . . .. For line defects half-integer values are also allowed (M = ±1/2, ±3/2, . . .) because of the 'head to tail' invariance. Defects of opposite winding number may annihilate each other. One conventionally refers to the singularities with plus/minus winding signs as defect/anti-defect. Note that line defects of integer M are topologically unstable because they can deform continuously into defectless states through the so-called 'escape along the third space direction' [10] , as shown in figure 2(b) .
Origin of defects
Defects may appear because of topological, energetic or dynamic reasons. For fixed boundary conditions, the total topological charge q tot of all defects is a conserved quantity. The value of q tot is determined by the topological properties at the enclosing boundary [10, 11] . For example, for a spherical boundary on which the orientation of nematic molecules is strongly enforced normal to the surface (the so-called homeotropic anchoring), one gets q tot = 1. Therefore, all transformations among defects (e.g. merging, decaying) are only allowed from the mathematical point of view if the conservation law is obeyed. The number of defects in the equilibrium state depends on the energy balance between the elastic, surface and eventual external field forces. An evident example of dynamically generated defects is represented by a sudden temperature-driven change from the isotropic to the nematic phase in a bulk (non-constrained) LC. The bulk nematic phase is characterized by a preferred (symmetry breaking) direction in space, while in the isotropic phase no direction is preferred. If the quench is fast enough, due to causality (i.e. the finite speed of information propagation) different symmetry-breaking directions emerge in different regions of the nematic liquid. Consequently a multi-domain structure is formed, where the director orientations of different domains have been triggered by random thermal fluctuations. Numerous defects are expected to form at the walls of the domains. With time, the concentration of defects gradually decreases in order to reduce the free energy of the system. More precisely, the system gradually evolves into a defectless state because, for the unconstrained LC, q tot = 0 holds.
Numerical approach
In our study of defects we used two different approaches. To investigate the fine core structure of defects we used the Landau-de Gennes phenomenological approach [12] [13] [14] . The kinetics of defects were followed by using a semi-microscopic ansatz [15] [16] [17] .
In a phenomenological picture, we describe the local nematic ordering in terms of the tensor order parameter Q( r) [12, 13] . This enables us to study both uniaxial and biaxial nematic states. In its eigenframe, it can be expressed as [14] 
where e i ( r ), for i = 1, 2, 3, are the eigenvectors and q i ( r ) are the corresponding eigenvalues.
In the uniaxial limit, Q reduces to
where I is the unit tensor and the fields S and n have already been introduced in section 3.1. In this tensorial representation the free energy can be expressed in its simplest form as [12] [13] [14] 
where V describes the volume of the system, A, B and C are positive material constants, T is the temperature, and T * is the nematic supercooling temperature. In this approximate model the elastic properties of the system are described by a single elastic constant, L, which is independent of the temperature. The first three terms in equation (4) define the equilibrium nematic ordering in an undistorted state. The elastic term describes the cost of deviations from the equilibrium ordering. Minimization of F yields Euler-Lagrange equations that describe the nematic configuration for given boundary conditions. We introduced topologically stable point defects by choosing an appropriate confinement geometry and corresponding boundary conditions. The Euler-Lagrange equations were solved numerically by using the over-relaxation method.
In the semi-microscopic approach we model an interaction between two rod-like LC molecules, placed at r i and r j and oriented along a i and a j , respectively, via a simple modified induced-dipole induced-dipole pair interaction [15] [16] [17] :
Here r = r j − r i , J is a positive interaction constant, and ε describes the orientational anisotropy. For |ε| < 0.3 the interaction f i j favours parallel orientation of rod-like molecules tending to establish the nematic ordering.
In the continuum limit the thermodynamically averaged value of a i over a small volume around r i yields the nematic director field n( r i ). Molecules positioned at points r i are allowed to wander around the points of the three-dimensional hexagonal lattice. Through such boxrestricted dynamics we get rid of the lattice-induced ordering anisotropy known to appear in the cubic lattice.
The kinetics of the system are calculated using Brownian molecular dynamics. In studying the annihilation of point defects [15, 16] , we initially imposed a defect-anti-defect pair within the cylindrical boundary using an analytic ansatz. In studying the quench kinetics [17] we simply quenched the system from the isotropic phase.
The physics of nematic defects
In the following we describe some of our research results. We first describe possible nematic structures close to the origin of point defects. Then we discuss the interaction between a pair of point defects of opposite winding numbers. Finally, we investigate the coarsening dynamics of defects after a sudden isotropic-nematic (I-N) phase transition.
The core of a radial hedgehog
The simplest nematic point defect is the radial hedgehog [10] (also called monopole), in which n( r ) emerges radially from the defect, as shown in figure 2(a) . At the origin of the defect the ordering is strongly distorted elastically, therefore the local phase behaviour differs from that of the bulk. The region in which the nematic state is distinctly different from that of the bulk is referred to as the core of the defect. The size of the core is roughly of the order of a correlation length, ξ . This is the length over which a locally induced perturbation in nematic ordering persists. Its value is typically below 10 nm.
In general, a nematic LC resolves strong local distortions in two qualitatively different ways or a combination thereof [12] [13] [14] . The core of the defect either melts into the isotropic phase or becomes biaxial. In the first case the spherical symmetry of the core is preserved. In the second case the core adopts a cylindrical symmetry. A typical biaxial core structure is depicted in figure 4 . The average shape of a molecule within the core deviates from the rod-like symmetry. Its structure is better described by an ellipsoid, whose principal axes are in general different (i.e. the molecule is said to be biaxial). On the symmetry axis through the centre of the defect, the molecules remain uniaxial (i.e. rod-like). Far from the defect origin (at a distance r 10ξ ) the molecules are uniaxially oriented in the radial direction. In order to interpolate between these two limits, the molecules must enter biaxial states. The strongest distortions are concentrated at a ring that encloses the defect origin at a distance given roughly by ξ . Exactly at the ring, the molecules adopt the 'pancake-like' structure, which is characterized by a negative uniaxial ordering. Thus, the structure of the biaxial defect is best characterized by the ring. In most LCs, and at various temperatures, the biaxial solution is predicted theoretically. However, experimental verification is still lacking because of the small size of the core size.
Our studies [14] indicate that the core structure is independent of a distant external perturbation (i.e. a bounding surface or another defect) if this distance is larger than roughly r ≈ 100ξ . This means that a defect can be treated as a particle-like object with a constant internal structure in such a limit. The interaction of the particle with the surroundings is mediated via the nematic director field.
Annihilation of point defects
Next we consider two 'point' defects that bear topological charge q = 1, with winding numbers M = +1 and −1, respectively. The approximate n( r ) fields of both are shown in figure 3(a) (M = +1, a radial hedgehog or monopole) and figure 3(b) (M = −1, a hyperbolic hedgehog or anti-monopole). In general, the defects interact attractively via the intervening nematic director field. We studied numerically the annihilation of these defects (see figures 5) within a long cylinder whose lateral wall enforces homeotropic anchoring [15, 16] . Initially, 'point' defects have been enforced at the cylinder axis at a distance D. The distance was large enough so that:
(i) the cores reached quasi-equilibrium ring-like profiles before they apparently approached each other; and (ii) the cores' local symmetries were essentially unaffected by the inter-defect interaction.
We refer to this regime, where defects behave as independent point-like objects, as the precollision regime. A typical configuration is shown in figure 5(a) . Note that the cylindrical symmetry of the problem is broken because the rings' axes tend to orient themselves perpendicularly to the cylinder axis. The defects are coupled attractively by the intervening nematic director field, and they approach each other. At D ≈ ξ the rings of the defects begin to feel each other and gradually increase: the collision regime is entered. Then the rings collide and form a single ring-see figure 5(b) . In the post-collision regime this ring shrinks with time and gradually disappears. Finally, a defectless (vacuum) configuration is reached, as shown in figure 5(c) , called the escaped radial (ER) structure.
Defect coarsening dynamics
Next we consider the defect coarsening dynamics after a sudden I-N temperature-driven phase transition [17] . As mentioned in the second paragraph of section 3.3, after the quench a dense pattern of defects is formed. The regions between defects, in which the director field is relatively weakly distorted, are referred to as domains ( figure 6(a) ). With time, larger domains grow at the expense of smaller ones, since the former have a lower free energy. This process is enabled by the annihilation of defects of different signs of M. Consequently, the average linear size of the domains (ξ d ) grows with time. The domain growth follows the scaling law ξ d ∝ t γ , where γ represents the scaling coefficient ( figure 6(b) ). Therefore, if the nematic pattern is re-scaled by a distance ξ d (t), the patterns look the same from a statistical point of view. In the regime, where ξ d < R, where R is a typical linear size of the confining cavity, γ ≈ 0.5 holds. Therefore, universal behaviour is observed. For ξ d > R, the boundary plates begin to influence the coarsening, and consequently γ depends strongly on the confining details, as shown in figure 6(b) .
The coarsening dynamics in nematic liquid crystals (NLC) is governed mainly by line defects of strength M = ±1/2. The monopoles and anti-monopoles (point defects of strength M = 1 and −1) are present in a detectable amount only during a relatively short period after the quench. Due to their larger mobility, they soon annihilate. In the late stage, the domains gradually evolve into a pattern which is dominated by a certain distribution of individual line defects. In the final stage a structure with few or without defects is reached, depending on the topological conditions at the boundary plates and the balance between the different free-energy expenses of the resulting structure.
Conclusions
We have presented some typical phenomena in nematic liquid crystals, where single, pairs and patterns of defects show up. The defects are commonly sources of large localized free-energy expenses. Consequently their cores can have a rather complex internal structure. But, if defects are coupled by a field whose source is located far away from the defects, their internal structure remains unaltered. In this case, they can be treated as 'particles' that interact with the surroundings via the nematic director field. In general, the defects of opposite winding strength attract each other and tend to annihilate into the defectless state. We have shown, with specific examples, that the annihilation proceeds typically through an early pre-collision ('particle') regime, a late pre-collision regime (when the cores begin to influence each other) and a post-collision regime (when the defects merge, become indistinguishable and gradually decay into the defectless structure).
Note that experiments and numerical simulations [18] indicate that the character of the interaction between defects can be altered from a dipole-like type to a string-like pattern. In the first case, the attractive force decays with the increased separation between defects, whereas in the second case it remains essentially constant. We are now in the process of searching for the main mechanism behind this phenomenon, which is also of interest for particle physics. The domain coarsening studied in nematic LCs might also be of use for other systems. Note that, in the bulk nematic LCs, these kinetics obey the so-called Kibble-Zurek mechanism [8, 9] . This had originally been developed by Kibble [8] to study the coarsening dynamics of the Higgs field in the early universe. Afterwards, the proposed mechanism was corrected by Zurek [9] . He also showed that it can be applied to study similar phenomena in some condensed-matter systems (superfluids, superconductors, liquid crystals). In recent years there have been several attempts to check the validity of the Kibble-Zurek mechanism in condensedmatter systems [19] [20] [21] . Most of them support the predictions. However, extensive numerical simulations have been done only in 1D and 2D systems. Our simulations present the first attempt to test this scenario in detail in a 3D system as well.
