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Abstract
We estimate the maximum cardinality of binary codes (linear and nonlinear) when arbitrary
restrictions are imposed on the set of distances between codewords. We focus in particular
on the case when a single distance is forbidden. c© 2000 Elsevier Science B.V. All rights
reserved.
1. Introduction
Let F= f0; 1g and let d( ; ) stand for the Hamming distance in Fn. For any binary
code C, i.e. a subset of Fn, let
D(C) = fd(c; c0) j c; c0 2 C; c 6= c0g:
For D [1; n],
A(n; D) = maxfjCj jC Fn; D(C)Dg;
m(n; D) = log2 A(n; D);
and for linear codes i.e. linear subspaces of Fn,
l(n; D) = maxfdimC jC Fn; D(C)Dg:
If DD(C); C is sometimes called a D-clique.
Denote by D = [1; n] n D the complement of D.
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Classical coding theory studies m(n; D) and l(n; D) when D=[d; n], (see [10] for an
extensive account). Here we wish to concern ourselves with other types of constraints
on the allowed distances. The functions m(n; D) and l(n; D) can vary very much with
the nature of the set D. For instance, D-cliques with D = [1; d], in other words, sets
with maximal distance d, have been considered under the name of anticodes [5].
These anticodes have been used to construct good codes, see [10, Chapter 17, Section
6]. More recently, the problem of forbidding the single distance n=2, i.e. studying
l(n; fn=2g), has been given particular attention. The general form of l(n; fn=2g) was
rst conjectured by Ito; a particular case was proved by Alon, and the complete answer
was given by Enamoto et al. in [4]. In this paper we study the behaviour of l(n; D)
and m(n; D) when D= fdg for any forbidden distance d. To lighten notation fdg will
also be written as d.
2. Some general results
Note the following easy lemma.
Lemma 1. l(n− 1; d)6l(n; d)6l(n− 1; d) + 1.
The following result, rst conjectured by Ito, was proved by Alon when t is a power
of 2 as a clever application of a theorem of Olson, and obtained in all generality by
Enomoto et al. [4]. Let us state their result.
Proposition 2.
l(4t; f2tg) = 2t;
l(4t; f2t; 2t + 1g) = 2t − 1:
Together with Lemma 1; this yields:
Corollary 3. For n>4t;
l(n; f2tg)6n− 2t;
l(n; f2t; 2t + 1g)6n− 2t − 1:
Denote by A(n; D; w) the maximal size of a subset of Fn such that any two of its
elements have weight w and distance in D.
We shall need the following variation on a result of [1].
Proposition 4.
A(n; D)6
2n( n
w
A(n; D; w):
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Let C be a code (simply a set of vectors in the nonlinear case) realizing A(n; D).
Consider its 2n translates C + ;  2 Fn. Each vector of Fn, and in particular those of
weight w, appear A(n; D) times in the union of the translates C + . Thus, one of the
translates, in itself a D-clique because d(; ) is invariant by translation, must contain
at least
( n
w

A(n; D)2−n vectors of weigh w. Hence, n
w

A(n; D)2−n6A(n; D; w):
3. Upper bounds
We shall need the following result [7].
Proposition 5. If F is a family of w-subsets of an n-set no two of which intersect
in exactly e elements; then
jFj6cwnmaxfe;w−e−1g;
where cw is a constant depending only on w.
Set w= d=2e, then clearly any two members of a family achieving A(n; 2e; 2e) do
not intersect in e elements. Thus Proposition 5 yields
A(n; 2e; 2e)6c2ene
and by Proposition 4 we get, xing e and letting n go to innity,
A(n; 2e) = O

2n
ne

:
Hence,
m(n; 2e)6n− e log n+O(1):
This is exactly the Hamming bound (see [10])
m(n; [2e + 1; n])6n− e log n+O(1):
In other words, for xed e, it is asymptotically just as costly to forbid the distance 2e
between codewords as to forbid all distances d; 16d62e. We have:
Proposition 6. l(n; 2e) = n− e log n+O(1) and m(n; 2e) = n− e log n+O(1).
We now consider the case when the forbidden distance d increases linearly with n.
In other words, we x  and study n−1m(n; n) and n−1l(n; n) by which we mean,
abusing notation, n−1m(n; fbncg) and n−1l(n; fbncg). Some caution is required when
dealing with the asymptotical behaviour of these functions since they do not converge:
indeed, the [n; n − 1; 2] even weight subcode of Fn shows that l(n; 2e + 1) = n − 1,
hence lim sup n−1l(n; n) = 1. We suspect that the sequence n−1l(n; n) actually has
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many accumulation points. We now derive a result on lim inf n−1m(n; n), for which
we use the following result from [8]:
Proposition 7. Let q be a prime power. Let F be a set of w-subsets of the n-set
f1; 2; : : : ; ng. Suppose that for any dierent F; F 0 2F we have
jF \ F 0j 6 wmod q;
then
jFj6

n
q− 1

:
We now obtain, denoting by H (x)=−x log2 x−(1−x) log2(1−x) the binary entropy
function.
Proposition 8. (i) For 61=2
lim inf n−1m(n; n)61− H () + H (=2);
(ii) For >1=2;
lim inf n−1m(n; n)6H (=2):
Proof. Suppose d equals twice the power of a prime d=2q. Let w=2q−1 if d6n=2,
and w = dn=2e if d>n=2. Any code of constant weight w and such that no two
codewords are at distance d from each other yields a set F such that jF \ F 0j 6
wmod q for F; F 0 2F. Hence,
A(n; 2q; w)6

n
q− 1

62n(H (=2)+o(1)):
Apply now Proposition 4 to conclude.
Note that for < 0:27, this improves on n−1l(n; n)61−  ([4, Corollary 3:2]).
More generally, if q is a prime power and n = 2iq, considering constant weight
codes of weight w = (i + 1)q− 1, one obtains:
Proposition 9.
n−1m(n; f2q; 4q; : : : ; 2iqg)61− H

i + 1
2i


+ H


2i

+ o(1):
Remark. For growing i, the right-hand side of this last inequality tends to 1−H (=2),
so that it can be considered as a renement of the Hamming bound, which reads in
its asymptotical form
n−1m(n; [1; : : : ; n])61− H (=2):
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4. Lower bounds
We have:
Proposition 10. Let 60. Let d= bnc and d0 = b0nc.
(i) For + 2061;
n−1l(n; fn; 0ng)>1− (1− )H

0
1− 

+ o(1):
(ii) For d+ 2d0>n;
l(n; fd; d0g)>d− 1:
Proof. Consider the generator matrix
G =

Id−1 0
0 G0

;
where G0 is a generator matrix of an optimal code C0 of length n−d+1 and distance
d0 + 1. Obviously every combination of rows of G has weight at most d− 1 | if it
does not use rows of G0 | or at least d0 + 1 if it does.
Take for C0 a code lying on the Varshamov{Gilbert bound, i.e. satisfying
l(n− d+ 1; [1; d0])>(n− d+ 1)

1− H

d0 + 1
n− d+ 1

+ o(1)

to get the asymptotical result.
Proposition 11. For >1=2;
lim inf
n!1 n
−1l(n; n) = ;
lim inf
n!1 n
−1m(n; n) = H (=2):
Proof. For 2t>n=2, we have (Lemma 1)
l(4t; 2t)>l(n; 2t);
furthermore, l(n; 2t)>2t − 1 by Proposition 10(ii), and l(4t; 2t) = 2t by Proposition 2.
This proves the rst equality. To prove the second one, observe simply that the ball
of radius bn=2c − 1 achieves the upper bound in Proposition 8(ii).
In the nonlinear case when = 12 , this result is a reformulation of [6].
We now deal with the nonlinear case. Assume d6d0, and set e = b(d− 1)=2c. We
construct the code C(n; fd; d0g) as a union of subcodes Ci, where
For all c; c0 2 Ci d(c; c0)6d; (1)
For all ci 2 Ci; c j 2 Cj d(ci; c j)>d0: (2)
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The general idea is that the Ci’s will be partial spheres (to be dened later by
(3)) of radius e and centre zi: Ci = P(zi; e). Let S(0; e) be the sphere of radius e
centred at 0, and let Se be its size: set C0 = S(0; e). The construction is based on the
greedy algorithm. Every step of the algorithm consists of adding a new codeword to
the previous code. Let Zj=fz0; : : : ; zjg be the partial code obtained after completion of
step j, and set Vj=
S
S(zi; e+d0); 06i6j. As long as jVjj< 2n−1, there exists a zj+1
such that jS(zj+1; e)\Vjj6(1=2)Se. To see this, argue as in the proof of Proposition 4:
2nmin
z2Fn
jS(z; e) \ Vjj6
X
z2Fn
jS(z; e) \ Vjj= SejVjj6Se2n−1:
Set
Cj+1 = S(zj+1; e) n Vj:=P(zj+1; e): (3)
Then jCj+1j>(1=2)Se. Now, c and c0 in Cj+1 clearly are at a distance less than d apart,
whereas if c 2 Cj+1; c0 2 Ci; i6j, then
d(c; c0)>d(c; zi)− d(c0; zi)>(e + d0 + 1)− e = d0 + 1;
hence (2) is satised. The construction continues as long as jSe+d′ < 2n−1, yielding a
code C with
jCj=
X
jCij>(j + 1)Se=2:
Thus jCj>2n−2Se=Se+d′ : Asymptotically, for d= n; d0 = 0n we get:
Proposition 12. For 0 + =261=2
n−1m(n; fn; 0ng)>1− H (0 + =2) + H (=2) + o(1):
Remark 1. Setting = 0, we obtain for 61=3
n−1m(n; n)>1− H (3=2) + H (=2) + o(1):
Remark 2. Both the above constructions (linear and nonlinear) have already been used
for obtaining codes with unequal protection of symbols [9,2]. Furthermore, in the non-
linear case it is proved in [3] that code C in Proposition 12 may be chosen as a direct
sum of linear code Z and a xed partial sphere P :C = Z + P.
5. Miscellaneous
Large gaps remain between upper and lower bounds. Let us mention that contrary to
classical coding bounds on l(n; [n; n]) and m(n; [n; n]), there is a notable dierence
between the asymptotical behaviour of l(n; n) and m(n; n). For example, 14t l(4t; 2t)=
1=2 and lim inf (1=4t)m(4t; 2t) = H (1=4).
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Fig. 1. Upper and lower bounds on n−1 lim inf l(n; n).
Open problem: it would be particularly interesting to know what are the values of 
that minimize lim inf n−1m(n; n) and lim inf n−1l(n; n)? Observe that the minimum
of lim inf n−1m(n; n) is not obtained for the ‘intuitive’ = 12 since we have
lim inf n−1m(n; 0:29n)< lim inf n−1m(n; 0:5n)
(see Figs. 1 and 2).
Let us now focus briey on the study of n−1l(n; D) when D jN.
Proposition 13. For D jN;
n−1l(n; D)>1=j + o(1):
Proof. The product of the [j; 1; j] repetition code with the [a; a; 1] complete code yields
an [aj; a; j] code whose weights are all multiples of j. This shows that, for n  0mod j,
n−1l(n; D jN)>1=j:
To get the result for all n, use the fact that l(n; D)>l(n+ 1; D)− 1.
In fact, the case of odd j is solved by Ward [11], where it is proved that the
previous lower bound is actually tight. Ward also shows that the problem essentially
reduces to solving the case when j is a power of 2, and that for j=4 the optimal rate
equals 14 .
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Fig. 2. Upper and lower bounds on n−1 lim inf m(n; n). The minimum of the upperbound, namely 0.73, is
obtained for  = 1− 1=p2  0:29: compare with n−1 lim inf m(n; n=2) = H (1=4) 0:81.
When j = 2i ; i>3, we propose the following construction. Let R(1; i + 1) denote
a Reed{Muller code of order 1 (see [10]): such a code has parameters [2i+1; 2 + i; 2i]
and is a D-clique with D(2i)Z. Taking its product with the complete [a; a; 1] code
as before gives a (2i)Z-clique with
n−1l(n; D) = (2 + log2 j)=(2j):
Notice that Delsarte’s bound l(n; D)6
PjDj
i=0
( n
i

yields, for large j,
n−1m(n; D)6H (1=j) = j−1 log2 j(1 + o(1)):
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