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We present a generalized theory for studying static monomer density-density corre-
lation function (structure factor) in concentrated solutions and melts of dipolar as
well as ionic polymers. The theory captures effects of electrostatic fluctuations on
the structure factor and provides insights into the origin of experimentally observed
enhanced scattering at ultralow wavevectors in salt-free ionic polymers. It is shown
that the enhanced scattering can originate from a coupling between fluctuations of
electric polarization and monomer density. Local and non-local effects of the po-
larization resulting from finite sized permanent dipoles and ion-pairs in dipolar and
charge regulating ionic polymers, respectively, are considered. Theoretical calcu-
lations reveal that, similar to the salt-free ionic polymers, the structure factor for
dipolar polymers can also exhibit a peak at a finite wavevector and enhanced scat-
tering at ultralow wavevectors. Although consideration of dipolar interactions leads
to attractive interactions between monomers, the enhanced scattering at ultralow
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2wavevectors is predicted solely on the basis of the electrostatics of weakly inhomoge-
neous dipolar and ionic polymers without considering the effects of any aggregates or
phase separation. Thus, we conclude that neither aggregation nor phase separation is
necessary for observing the enhanced scattering at ultralow wave-vectors in salt-free
dipolar and ionic polymers. For charge regulating ionic polymers, it is shown that
electrostatic interactions between charged monomers get screened with a screening
length, which depends not only on the concentration of “free” counterions and coions
but also on the concentration of “adsorbed” ions on the polymer chains. Qualitative
comparisons with the experimental scattering curves for ionic and dipolar polymer
melts are presented using the theory developed in this work.
I. INTRODUCTION
Scattering[1–19] is one of the most powerful characterization tools for probing
structure[20] and dynamics[21] of polymers at different length and time scales. While
the protocols for analyzing scattering from neutral polymers are fairly well-established, in-
terpreting scattering from ionic polymers still poses a great challenge, despite decades of
research[7, 12, 16–19]. As an example, consider the time-independent (or the static) small-
angle X-ray scattering measurements done on dilute solutions of pH responsive biopolymers,
reported as early as 1985 by Matsuoka et al[22]. Angularly averaged scattering intensity
plotted against the magnitude of the wavevector (q = |q| = 4π sin θ/λ, λ and θ being the
wavelength and angle of incidence, respectively, of the wave to be scattered) showed a peak
at a finite wavevector and the maximum intensity at lower wavevectors (for q < 0.02 A˚−1).
The maximum intensity at the lowest wavevector probed in experiments can differ by two
orders of magnitude in comparison with the intensity at the peak corresponding to a local
maximum. Despite a number of studies focused on understanding various aspects related to
structure and dynamics of polyelectrolytes, the origin of the enhanced scattering at lower
wavevectors is still an unsolved puzzle.
The peak in the scattering is now colloquially known as the “polyelectrolyte peak” and
†Electronic address: kumarr@ornl.gov
3has become a signature of ionic polymer solutions and melts[19]. The existence of the
polyelectrolyte peak in solutions was first conjectured by de Gennes et al.[9] in 1976 and
it was argued to originate from purely repulsive interactions. Their conjecture was based
on an analysis of angularly averaged monomer density-density correlation function (or the
so-called structure factor, defined below) for the polyelectrolyte solutions in the limits of low
and high q. Due to the relevance of their arguments for the problem related to the origin of
enhanced scattering at ultralow wavevectors, we present those arguments here.
The scattered intensity by Ns number of scatterers dissolved in a solvent with their local
number density written as c(r), is given by[23, 24]
I(q) = Is(0)
Ns∑
j=1
Ns∑
k=1
〈
c(rj)c(rk)e
−iq·[rj−rk]
〉
= Is(0)V
2 〈c˜(q)c˜(−q)〉 = Is(0)NsS(q) (1)
where the prefactor Is(0) carries the information about the scattering geometry, scattering
volume and the nature of interactions between the incident wave and material. Here, q
is the scattering wavevector, c˜(q) is the Fourier component of c(r), V is the volume and
Eq. 1 acts as a definition of the structure factor per scatterer, S(q). In the limit of low
q = |q| and in particular, for q = 0, S(0) = kBT (∂2Fsol/∂c2)−1 (a relation first derived by
Einstein[2]), where Fsol is the free energy of the solution containing the scatterers as solutes,
kB is the Boltzmann constant and T is the temperature. The partial derivative needs to
be computed at uniform concentration of the scatterers, i.e., at c ≡ ch = Ns/V , where
the subscript h means homogeneous. The relation between the structure factor and the
changes in the free energy is formally exact for solutions exhibiting small fluctuations in the
monomer number densities[2]. de Gennes et al.[9] wrote this relation in terms of the osmotic
pressure contribution due to the polyelectrolyte chains (Πp in their notation) so that S(0) =
kBT (∂Πp/∂c)
−1, where c is the number density of the chains. Furthermore, de Gennes et
al. expected Πp ∼ ckBT so that S(0) is a constant, which was assumed to be of order unity
without constructing any microscopic model to compute the osmotic pressure. For high q,
so that correlations inside a segment are being probed, it was argued that scattering from a
single chain should be S1(q) = π/qb, b being the length of a segment along the chain. The
inverse dependence on q highlights a fractal dimension of unity and rodlike nature of the
charged chain as well as the segments. Inspired by the success of blob arguments for the
neutral polymers and noticing that different segments don’t overlap with each other, it was
conjectured that scattering from many chains should be the same as a single chain i.e., S(q) =
4S1(q) = π/qb = πg/qξ, where g is the number of monomers/segments in each blob and ξ = gb
is the length of a blob. ξ was called the concentration dependent correlation length by de
Gennes et al. If one constructs an inperpolation function, which satisifes the limits of low
and high q then the function will go through a maximum at q ∼ 1/ξ. The maximum
appears due to the assumption of g ≫ 1, which also makes the entropic contribution from
the chains to the osmotic pressure minuscule. Such an analysis led to the suggestion that
there must be a peak in the structure factor as well as the scattering intensity. Since then,
dependencies of the peak on the concentration of polymers, salt concentration, temperature
etc., have been studied extensively and are very well documented in the literature[13–15, 25].
It has been established that the structure factor of the polyelectrolytes does not necessarily
follow 1/q behavior at high q and in fact, its scaling with q depends on the concentration
of chains and salt ions. The most successful theory to-date in explaining dependencies of
the polyelectrolyte peak on various experimental variables is the double screening theory,
developed by Muthukumar[19, 26], which is based on the concepts of screening by small ions
(counterions and coions) and chains. The double screening theory describes the origin of the
polyelectrolyte peak solely on the basis of correlations among monomers in a homogeneous
medium i.e., without considering effects of any aggregates which may or may not be present.
Furthermore, in contrast to the de Gennes et al. arguments, density fluctuations in finite
sized polymers[19, 26] were shown to cause attraction between similarly charged monomers.
However, the double screening theory does not predict enhanced scattering at ultralow
wavevectors in solutions of salt-free ionic polymers[25]. In this work, we will show that this
limitation of the theory results from treatment of solvent as a uniform dielectric continuum
and neglecting effects of charge regulation as well as fluctuations in the electric polarization.
The enhanced scattering intensity at ultralow wavevectors has been interpreted by invok-
ing the idea of aggregation[15] in polyelectrolyte solutions. In particular, it is assumed that
there is an attraction between similarly charged polymers leading to long-lived aggregates,
whose scattering dominates over the scattering of individual chains at low wavevectors. The
concept of aggregation in solutions of charged polymers is supported by the time-dependent
(or the dynamic) scattering measurements[15, 27], which show at least two diffusive modes,
called the fast and the slow modes. Physically, multiple diffusive modes highlight the dy-
namic heterogenity in ionic polymer solutions. Typically, the fast and the slow modes are
interpretted as the diffusion of single chains and the aggregates, respectively. In seminal
5works spanning almost two decades, Muthukumar[19, 26, 28] has shown that like-charge
attraction can originate from the density fluctuations and described the concentration de-
pendencies of the diffusion coefficients for the fast and the slow modes by taking into account
the effects of dipoles originating from adsorbed counterions on the polymers.
In addition to the highly non-trivial and counterintuitive notion of like-charge attraction,
the possibility of describing an enhanced scattering without invoking the idea of aggrega-
tion is worth exploring. Indeed, aggregation can lead to excess scattering[19, 25] but it is
not clear if the aggregation is a necessary condition for observing an excess scattering at
ultralow wavevectors. For example, aggregation can lead to a peak at a finite wavevector[29–
31] in the angularly averaged scattered intensity, where the peak position characterizes the
avergage length scale of the aggregates. However, the peak need not be described by in-
voking aggregation always and can be described solely on the basis of correlations among
connected monomers, as shown by de Gennes[8] in a treatement of the so-called “correlation
hole” using the random phase approximation (RPA) for neutral chains and by a number of
researchers[19, 25, 32–35] for the polyelectrolyte chains. Furthermore, qualitatively similar
features including a peak at finite wavevector and enhanced scattering intensity at lower
wavevectors have been observed in experiments probing structure of ionomers[29–31] (i.e.,
weakly charged polymer melts), dipolar polymers like poly(ethyleneoxide) in deuterated
water[36] using small angle neutron scattering and zwitterionomers[37] (i.e., melts of zwitte-
rionic polymers) using X-rays. As the enhanced scattering is typically observed in salt-free
ionic and dipolar polymers, where electrostatic effects are significant, it is expected that
electrostatic interactions are responsible for the enhanced scattering.
In this work, we focus on finding an origin of the enhanced scattering at ultralow wavevec-
tors on the basis of electrostatic interactions without considering any kind of aggregation.
For such purposes, we have constructed a minimal model for the monomer density-density
correlation function (static structure factor), which shows conclusively that aggregation is
not a necessary condition for observing the enhanced scattering and the peak in the cases
of salt-free ionic and dipolar polymers. The model is minimal in the sense that effects of
charge regulation and polarization are considered without considering additional effects due
to semi-flexible backbones, finite polarizability of monomers and complications arising from
hydrogen bonding in polymers as well as solvents such as water. Analysis of the monomer
density-density correlation function reveals that dipolar interactions can lead to the en-
6hanced scattering. Dipolar interactions tend to lower the osmotic pressure due to attraction
and lead to additional wave-vector dependence in the monomer density-density correlation
function. For the case of ionic polymers with added salt or solvent molecules, we integrate
out the degrees of freedom of the counterions, co-ions and solvent to obtain an effective
scattering function per monomer/segment. Analytical expressions for the static structure
factor in concentrated solutions and melts containing dipolar and salt-free ionic polymers
are derived. These expressions are based on RPA[32–35] for understanding the effects of
dielectric inhomogeneity, charge regulation/ion-pairing and ion-dipole interactions. We con-
sider only the high-temperature regime of rotating dipoles (i.e., weak-coupling limit for the
dipoles) without considering any frustrated states, similar to our previous works related to
dipolar effects in polymeric systems[38–40]. Polymer segments and solvent molecules are
assumed to have fixed permanent dipoles embedded in a finite volume characterized by a
length scale[38, 39]. Charge regulation due to the counterion adsorption is considered using
a two state model similar to our previous work on the pH responsive polyelectrolytes[41].
Predictions for monomer density profiles based on the two state model have been compared
with the experimental density profiles determined using neutron reflectivity profiles and ex-
cellent agreements were found[42]. In this paper, we show that considerations of the charge
regulation within the two state model along with the electrostatics of finite sized ions and
ion-pairs/dipoles can lead to a structure factor exhibiting a peak at a finite wavevector
and enhanced scattering at ultralow wavevectors. Finite size of dipoles as well as ions and
dipolar interactions are shown to be the primary cause of such a shape of the structure
factor-wavevector curve. However, charge regulation and its coupling with polarization fluc-
tuations are considered to present a more realistic description of charged polymers. We
should again emphasize that the enhanced scattering described in this work originates with-
out invoking any phase segregation or aggregation and arises solely from the electrostatics
of finite sized ions and ion-pairs, where the latter is shown to be equivalent to a non-local di-
electric medium. Furthermore, it will be shown that the electrostatic fluctuations for charge
regulating polymers along with dipolar interactions lead to attractive interactions between
charged monomers similar to classic works by Kirkwood and Shumaker[43, 44]. Before pre-
senting the mathematical details, we derive some of the results in a heuristic manner, with
an intent that it will provide a clearer perspective on the origin of the enhanced scattering.
This paper is organized as follows. In the next section, the main results for salt-free melts
7are discussed by using a heuristic approach, which is developed on the basis of a detailed
mathematical analysis. The mathematical analysis is presented in the section III, which
leads to an effective one-component description for the salty charge regulating polymer
solutions. Free energies and monomer density-density correlation functions are presented
in the section IV. Comparisons with small angle X-ray scattering experiments on salt-free
dipolar and ionic polymer melts are also presented in the section IV. Conclusions and future
directions are presented in the section V.
II. HEURISTIC APPROACH
First, we consider melts containing dipolar homopolymers. For weakly inhomogeneous
melts, fluctuations in the local volume fraction of monomers (cp(r) ≡ c(r)/co so that co is the
spatially averaged number density of monomers) and angularly averaged electric polarization
(P (r)) contribute to the probability distribution for realizing configurations with prescribed
inhomogeneities. These contributions can be written in the form of an effective Hamiltonian
(see the next section for the derivation) as
Heff
kBT
=
c2o
2
∫
dr
∫
dr′cp(r)g
−1
p (|r− r′|)cp(r′) +
wppc
2
o
2
∫
drρ2p(r)
+
1
2λ0
∫
drP 2(r) +
1
2λ1
∫
dr [∇rP (r)]2 (2)
The first term captures effects of the chain connectivity and g−1p (|r−r′|) is the pair correlation
function for the chains in the absence of any interactions. The second term arises from
the excluded volume interactions, whose strength is characterized by the parameter wpp.
However, instead of having a standard Edwards’s[21] point-like interaction range, these
interactions are introduced by smearing the monomer density about the center of mass of
the monomers so that a length scale, ap, appears in the description, which characterizes the
range of the smearing. In particular, we consider
ρp(r) =
∫
dr′hˆp(r− r′)cp(r′) (3)
where hˆp(r) = exp(−π|r|2/2a2p)/(2a2p)3/2 is one of the physically motivated and mathemati-
cally convenient choices. Physically, ap is the length scale, which captures the effects of finite
size of the monomers and can also represent the size of short side groups on a monomer.
The third and the fourth terms in Eq. 2 take into account local and non-local effects of
8the polarization, respectively. For the dipolar polymers, the polarization and the monomer
density are coupled. The simplest relation for the coupling between the polarization and
the density can be derived by generalizing the Langevin-Debye model, originally derived for
a homogeneous medium[45], to an inhomogeneous medium[41]. Such a generalization leads
to a linear relation P (r) = ∆pρp(r), where ∆p = 4πlBop
2
pco/3 so that lBo = e
2/4πǫokBT
is the Bjerrum length in vacuum, e is the charge of an electron, ǫo is the permittivity of
vacuum and pp is the length of the dipole on the monomer. λ0 and λ1 are the molecular
parameters, which control the magnitude and range of local and non-local effects of the
polarization, respectively. As the dipolar interactions are attractive and the local effects of
the polarization[46] can be merged with the excluded volume interaction term in Eq. 2, in
general, λ0 ∼ −a3p < 0. In contrast, spatial gradients of the polarization (non-local effects)
tend to cost energy[39, 40] and λ1 ∼ ap > 0.
Using the Fourier transform and representing transformed variables with superscript ˜,
Eq. 2 can be rewritten as
Heff
kBT
=
V
2
∑
q
[
c2og˜
−1
p (q) +
{
wppc
2
o +∆
2
p
(
1
λ0
+
q2
λ1
)}
h˜p(q)h˜p(−q)
]
c˜p(q)c˜p(−q) (4)
and leads to
〈c˜p(q)c˜p(−q)〉Heff =
1
V
[
c2og˜
−1
p (q) +
{
wppc2o +∆
2
p
(
1
λ0
+ q
2
λ1
)}
h˜p(q)h˜p(−q)
] (5)
where the average in Eq. 5 is evaluated using the Boltzmann distribution weighted by
exp(−Heff/kBT ). For np monodisperse flexible chains, each containing N Kuhn segments
of equal lengths b, in a volume V , g˜−1p (q) = 1/(coNgD(q
2Nb2/6)), where co = npN/V and
gD(x) = 2(e
−x − 1 + x)/x2 is the Debye function[3]. Also, h˜p(q) = exp(−q2a2p/2π) for
hˆp(r) = exp(−π|r|2/2a2p)/(2a2p)3/2. Using Eqs. 1 and 5, with Ns = npN , we can write
I(q) = Is(0)
[
c2oV
2
] 〈c˜p(q)c˜p(−q)〉Heff
=
Is(0)coV
1
NgD(q2Nb2/6)
+
{
wppco +
∆2p
co
(
1
λ0
+ q
2
λ1
)}
h˜p(q)h˜p(−q)
≡ I(q) (6)
Here, I(q) ≡ I(q) i.e., the scattering intensity only depends on magnitude of the wavecector
due to the use of angularly averaged interaction potential and polarization in Eq. 2. Such
a functional form for the scattering intensity provides three important insights. First, local
9effects of the polarization are found to renormalize the bare excluded volume parameter so
that
wpp,r = wpp +
∆2p
c2oλ0
(7)
As λ0 < 0, the dipolar interactions tend to decrease the renormalized excluded volume
parameter. This is in agreement with treatment of freely rotating dipoles[46]. Intensity at
q = 0 is given by (cf. Eq. 6)
I(0) =
Is(0)coV
1
N
+ wpp,rco
(8)
and depends on the parameters Is(0)coNV and wpp,rcoN . As the dipolar interactions tend
to decrease wpp,r (cf. Eq. 7), I(0) is predicted to increase with an increase in magnitude
of
∆2p
c2oλ0
∼ lBop2p
coa3p
. It should be noted that wpp,rco = 0 corresponds to the stability limit of
the homogeneous phase[6] and macrophase separation can occur when wpp,rco < 0. Eq. 8
shows that the macrophase separation can appear in the form of divergent scattering at
the zero wave-vector for infinitely long polymers i.e., I(0)→∞ becomes a signature of the
macrophase separation. In this work, we consider homogeneous phases so that wpp,rco ≥ 0.
Second, I(q) is a non-monotonic function of q and the origin of the non-monotonicity
can be readily identified if we optimize the function, Is(0)/I(q), with respect to q. Such an
optimization can be done analytically if we use an approximation gD(x) ≃ 1/(1+β0x), β0 ≃
0.5. The approximation for the Debye function leads to a maximum of ∼ 15% error[21] at
intermediate values of x. Analytical calculations reveal that there is a global maximum in
I(q) at q = 0 and a local minimum appears for a non-zero value of ap at
q2a2p
π
= (1− xy)−W [−πx exp (1− xy)] (9)
x =
β0b
2
6ζ2d
, ζ2d =
π∆2p
λ1co
(10)
y =
a2p
ζ2ed
, ζ2ed =
β0b
2
6wpp,rco
(11)
Here, W (x) =
∑∞
n=1(−1)n−1xnnn−2/(n − 1)! is the Lambert W-function[47]. In Eqs. 10
and 11, we have defined two length scales ζd and ζed, which characterize the scale of
inhomogeneities in the polarization and concentration, respectively. In particular, ζed is
the Edwards’s correlation length[20, 21]. Eq. 9 reveals that a condition for the existence
of the local minimum in the scattering intensity is (1 − xy) − W [−πx exp (1− xy)] > 0.
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FIG. 1: Effects of non-local effects of the electric polarization (characterized by x = β0b
2/6ζ2d ) on
location of the local minimum in the scattering intensity for dipolar polymer melts. Plots presented
here are obtained from Eq. 9. The right hand side of Eq. 9 becomes a complex number for higher
values of x when y < 8.5. In contrast, the right hand side of Eq. 9 becomes negative for higher
values of x when y > 8.5.
Furthermore, Eq. 9 shows that the local minimum appears at q =
√
π/ap for x → 0.
Eq. 9 is plotted in Fig. 1 for different values of x and y. It is found that location of the
local minimum can shift to either lower or the higher value of q with an increase in x. For
small value of y, the local minimum shifts to higher values before giving way to a monotonic
scattering curve. In contrast, for higher values of y ≥ 8.54, the location of the minimum
stays invariant to variations in x before shifting to lower values and eventually appearing as
a global maximum in the scattering intensity at a non-zero q. Analytical calculations show
that πx exp [(1− xy)−W [−πx exp (1− xy)]] > 1 is required to have a global maximum at
a non-zero q. Numerical calculations based on Eqs. 6 and 8 confirm such an interplay
of concentration fluctuations (characterized by y) and non-local effects of the polarization
(characterized by x) as shown in Fig. 2. In Fig. 2(a) obtained for y = 0, ap/b = 1, it is
shown that the non-local effects of the polarization can lead to a non-monotonic scattering
intensity as a function of q with a local minimum appearing at qb/
√
π = 1, which is in
agreement with Fig. 1. For non-zero values of y, interplay of the concentration fluctuations
and non-local effects of the polarization can lead to a shift of the global maximum from
q = 0 to a non-zero value of q (cf. Fig. 2(b)). The appearance of a peak at a non-zero q in
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FIG. 2: Non-local effects of the polarization, characterized by x = b2/12ζ2d , on the scattering
intensity from melts containing dipolar polymers. (a) wpp,rco = 0, ap/b = 1, N = 100 (i.e., y = 0).
(b) wpp,rco = 1, ap/b = 1, N = 100 (i.e., y = 12).
the structure factor can be interpreted using the “correlation hole” picture developed by de
Gennes[8] for incompressible polymer melts. According to the correlation hole picture, the
radial distribution function is minimum at the center of mass of a monomer and peaks at a
finite distance from the monomer due to repulsive interactions. For incompressible polymer
melts, the radial distribution function at the center of mass of the monomer is much lower
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than its value far from the monomer, which leads to almost zero scattering intensity at
q = 0. In contrast, here we have considered a compressible polymer melt which leads to a
finite non-zero scattering intensity at q = 0. Furthermore, we should point out that larger
values of y requires larger values of ap/b in addition to increased values of excluded volume
interactions, wpp,rco. Larger values of ap can be realized in experiments by placing dipolar
groups on the side chains such as in the case of zwitterionomers[37].
The third insight obtained from Eq. 6 is related to the pair correlation function, defined
by
〈c(0)c(r)〉 − c2o = g2(r) =
co
2π2
∫ ∞
0
dqq2S(q)
sin qr
qr
(12)
S(q) ≃ N(1 + q
2a2p/π)
(1 + q2a2p/π)(1 + β0q
2R2g0) + wpp,rcoN
(13)
where R2g0 = Nb
2/6 and we have used Eq. 1. In deriving Eq. 13, we have neglected the
non-local effects of the polarization to evaluate the Fourier transform analytically and used
an additional approximation h˜p(q) ≃ 1/(1+ q2a2p/2π). The approximation for h˜p(q) restricts
the analytical calculations to small values of ap. Evaluating the integral in Eq. 12, we get
g2(r) =
coN
4π(
√
β0Rg0)3
[(
1
d2aˆ2p
− cos 2t
)
sin[(d sin t)r¯]
sin 2t
+ cos[(d sin t)r¯]
]
exp [−(d cos t)r¯]
r¯
(14)
where
d =
(1 + wpp,rcoN)
1/4√
aˆp
(15)
d cos t =
√
d2
2
+
1 + aˆ2p
4aˆ2p
(16)
d sin t =
√
d2
2
− 1 + aˆ
2
p
4aˆ2p
(17)
Here, we have defined aˆp = ap/
√
πβ0Rg0 and r¯ = r/
√
β0Rg0. The oscillatory na-
ture of the pair correlation function can be immediately seen from Eq. 14, which
exists for non-zero values of ap only. For ap = 0, Eq. 12 gives g2(r) =
coN exp
[
− (1 + wpp,rcoN)1/2 r¯
]
/(4π(
√
β0Rg0)
3r¯), which is monotonically decaying function
of r = |r| and identical to the pair correlation function derived by Edwards[21] in the limit
13
of N → ∞. In other words, the finite size of the monomers leads to oscillatory pair distri-
bution function, which is in agreement with works by Kirkwood[48, 49], Kjellander[50] and
Muthukumar[26].
For salt-free charge regulating polymers containing counterions (denoted by subscript
c), an effective Hamiltonian similar to Eq. 2 can be written by considering charge-charge
interactions along with the excluded volume interactions and the interactions among ion-
pairs resulting from adsorption of the counterions. Considering a two-state model for the
charge regulation and the Langevin-Debye model, P (r) = ∆p(1− αp)ρp(r), where αp is the
degree of ionization of the segments so that (1 − αp)ρp(r) is the local volume fraction of
ion-pairs. For weakly inhomogeneous melts of charge regulating polymers, charge-charge
interactions get screened by the presence of other ions and facilitate formulation of an
effective Hamiltonian. However, smearing charges over a finite volume similar to the dipoles
leads to wave-vector dependent dielectric and screening effects (see the next section for
the details). In particular, an effective Hamiltonian for charge regulating polymers can be
written as
Heff
kBT
=
c2o
2
∫
dr
∫
dr′cp(r)g
−1
p (|r− r′|)cp(r′) +
wppc
2
o
2
∫
drρ2p(r)
+
1
2λ0
∫
drP 2(r) +
1
2λ1
∫
dr [∇rP (r)]2
+
4πlBoz
2
pα
2
pc
2
o
2
∫
dr
∫
dr′ρp(r)U
−1
pp (|r− r′|)ρp(r′) (18)
where zp is the valency of the monomers. U
−1
pp (|r − r′|) is the electrostatic pair-interaction
potential for interactions in non-local dielectric medium and screened environment. In par-
ticular, it will be shown that U−1pp (|r− r′| =
∑
q
U˜pp(q)e
iq·(r−r′), where
U˜pp(q) =
1
q2ǫ˜(q) + κ˜2o(q)
− 2πlBoz2p(1− αp)2M˜(q) (19)
κ˜2o(q) = 4πlBoz
2
pαp [2− αp] coh˜p(q)h˜p(−q) (20)
ǫ˜(q) = 1 +
4πlBop
2
p(1− αp)co
3
h˜p(q)h˜p(−q) (21)
M˜(q) =
1
16q [ǫ˜(0)]2
[
1− 2
π
arccos
(
q√
q2 + κ˜2o(0))
)
+
2
π
arctan
(
q3
κ˜o(0) {3q2 + 4κ˜2o(0)}
)]
(22)
In general, λ0 and λ1 increase with an increase in κ˜
2
o(q). Implications of the additional
charge-charge interactions on the scattering intensity can be seen if one follows the same
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steps as presented above for dipolar polymers in getting Eq. 6, so that
I(q) =
Is(0)coV
1
NgD(q2Nb2/6)
+
{
wpp,rco +
∆2p(1−αp)
2q2
coλ1
+ 4πlBoz2pα
2
pcoU˜pp(q)
}
h˜p(q)h˜p(−q)
(23)
where now (cf. Eq. 7)
wpp,r = wpp +
∆2p(1− αp)2
c2oλ0
(24)
Using M˜(0) = 1/(8πκ˜o(0)ǫ˜
2(0)), we get
I(0) = Is(0)coV
[
1
N
+ wpp,rco + 4πlBoz
2
pα
2
pco
[
1
κ˜2o(0)
− lBoz
2
p(1− αp)2
4κ˜o(0)ǫ˜2(0)
]]−1
(25)
which shows that screening effects tend to renormalize the excluded volume parameter sim-
ilar to the local effects of the polarization. Furthermore, there is an additional contribution
from the coupling between free and adsorbed counterions which tends to increase the scatter-
ing intensity at q = 0 by decreasing the denominator in Eq. 25. This additional term scales
as l
3/2
Bo /ǫ˜
2(0). Further analysis of Eq. 23 reveals that the scattering intensity for charge reg-
ulating polymers can exhibit non-monotonicity. In addition to the non-monotonicity arising
from non-zero values of ap and non-local effects of the polarization, there is an additional
local maximum which appears due to the charge-charge correlations. In order to see the
origin of this additional maximum, consider the limits of ap → 0, κ¯2o(q) → 0, αp → 1 and
optimize I(0)/I(q) with respect to q after using gD(x) ≃ 1/(1+β0x), β0 ≃ 0.5. Optimization
reveals that the additional maximum in I(q) appear at q =
[
24πlBoz
2
pα
2
pco/(β0b
2)
]1/4
due to
interplay of chain connectivity and the purely repulsive charge-charge Coulomb potential.
Pairwise interactions in charge regulating polymers is fundamentally different and much
more complicated than dipolar polymers. In particular, Eq. 19 reveals that an effective
pairwise interactions in charge regulating polymers are affected by the non-local dielectric
effects (via ǫ˜(q)), screening effects (via κ˜2o(q)) and an additional contribution (∼ l3/2Bo as
M˜(0) ∼ l−1/2Bo ) resulting from coupling of the adsorbed counterions on the chains with the
“free” counterions. Screening effects and in particular, κ¯2o(0) has an additional contribution
from the adsorbed counterions and the non-local dielectric function depends on the degree
of ionization, αp. The dependence of κ¯
2
o(0) on αp is in agreement with an expression for the
screening length derived by Kirkwood and Shumaker[44]. Also, the effects of electrostatic
fluctuations appear in the dielectric function via αp, which is also in agreement with another
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work by Kirkwood and Shumaker[43]. Lastly, it can be readily shown that the non-local di-
electric effects cause attractive interactions between the monomers and effective interactions
between two monomers can be readily constructed to exhibit an attractive well along with
oscillatory features. Both, the attraction and oscillatory nature of the effective interactions
are hallmarks of electrostatics in finite sized particles[26, 48–50].
In order to study effects of various parameters on the scattering intensity from charged
polymers, a self-consistent calcualtion needs to be done by the mimization of the free energy
with respect to αp and construction of the free energy depends on specifics of the charge
regulation mechanism. We used a two-state model to construct the free energy and structure
factor for charged polymers. In the next section, we present a general theory which takes
into account the effects of solvent molecules and added salts. Specific cases of salt-free ionic
and dipolar polymer melts are considered by taking appropriate limits of the general theory.
III. CONSTRUCTION OF A DENSITY FUNCTIONAL THEORY
For studying the monomer density-density correlation function, we construct a monomer
density functional theory after integrating out all other degrees of freedom. For such pur-
poses, we use a field theory approach to decouple interactions and then consider pertur-
bations about a homogeneous phase. For constructing the field theory, we consider the
partition function for charge-regulating polyelectrolyte chains in the presence of finite-sized
polar solvent molecules, counterions and co-ions. The construction of the field theory is
based on our previous work[41] and a list of used symbols has been presented in the Sup-
porting Information for the convenience of a reader. For writing the partition function, we
assume that there are np mono-disperse (i.e., equal length) chains, each containing N Kuhn
segments, each of length b. Following Edwards[20, 21], each chain is represented as a contin-
uous curve of length Nb so that Rα(tα) denotes the position vector for a particular segment,
tα ∈ (0, N), along the backbone of αth chain. Subscripts p, s and γ are used to represent
monomers, solvent molecules, small ions, respectively. Three different kinds of small ions
are considered and unless specified, γ = c, B+ and A− represents counterions resulting from
dissociation of the charged groups on the chains, cations and anions from the added salt,
respectively. Here, we study negatively charged chains and the specificity of the cations (c
and B+) is taken into account to study the effects of different binding energies of the cations.
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Generalization of the theoretical treatment here to the case of positively charged chains is
straightforward. Solvent molecules and ions are treated using the local incompressiblity
condition so that the total volume can be written as V = npN/ρpo + ns/ρso +
∑
γ nγ/ργo
where ρpo, ρso and ργo are the number densities of the monomer, the solvent and the ions,
respectively. We obtain results for compressible polymer melts by making appropriate sub-
stitutions related to size and dipole moment of the solvent molecules in the incompressible
solution model. Furthermore, effects of ions in the incompressibility constraint are neglected
at an appropriate place in this work to keep analytical calculations tractable and retained in
the general model developed here to facilitate numerical work in future. ns and nγ are the
total number of solvent molecules and small ions of type γ, respectively. Also, rk represents
the position vector of the kth small molecule like solvent molecules, counterions and coions.
Counterion adsorption on the polyelectrolyte chains is taken into account using a two-
state model, described in detail in our previous work[41]. Segments along the chains can
be either in charged or in uncharged state. To describe the two states, another arc length
variable, θα(tα), is introduced, which enumerates the state of charging of the segment, tα
on αth chain. For the analysis here, θα(tα) = 0 means tα is a neutral site and θα(tα) = 1
represents a fully charged site along the backbone. Like the average over all of the possible
conformations in the theories of neutral polymers, a similar average over all of the possible
charge distributions along the chains needs to be evaluated. We represent the average over
θα(tα) by symbol
∑
{θα}
〈(· · · )〉, which expicitly means
∑
{θα}
〈(· · · )〉 =
np∏
α=1
N∏
tα=0
∫
D [θα(tα)] (· · · )p [θα(tα)] Υ [θα(tα)] . (26)
Here, p [θα] is the probability distribution function for the variable θα. Also, Υ [θα(tα)] is
the number of indistinguishable ways in which θα can be distributed among npN sites for a
fixed number of charged sites. Υ [θα(tα)] takes into account the entropy of distribution of
charged sites.
Like the segments, the counterions are also divided into two sets. One set of counterions
is “free” to explore the whole space and has translational degrees of freedom. The other
set is “adsorbed” on the backbone and behave as electric dipoles (ion-pairs). The number
of counterions in “free” and “adsorbed” states are taken to be nfγ and n
a
γ , respectively, for
γ = c, B+, so that nγ = n
f
γ + n
a
γ . In the following, the dipole moment of a segment (in
units of e, the charge of an electron) along the αth chain backbone is written as a vector,
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pα(tα) = ppuα(tα) so that each dipole is of fixed length pp with its orientation depicted by
uα(tα). Similarly, pk represents the dipole moment of the k
th solvent molecule with ps and
uk as its magnitude and orientation, respectively.
Electrostatic terms depend on the arc length variable θα(tα). This variable also determines
the energetic contributions of counterion adsorption on the backbone, written as E {θα}.
Noting that the dissociable groups on the chains have to dissociate first for the salt ions to
adsorb, it is written as
E {θα} = (npN − nac )
[
µop + µ
o
c − µopc
]
+ naB+
[
µopB − µop − µoB+
]
(27)
Here, µoj is the chemical potential (in units of kBT ) for species of type j in infinitely dilute
conditions. The differences in the chemical potentials are related to the equilibrium constants
of the corresponding reactions by the relations[51]
µop + µ
o
c − µopc = 2.303pKc = −2.303 log10Kc (28)
µop + µ
o
B+ − µopB = 2.303pKB+ = −2.303 log10KB+ (29)
and we have defined Kc and KB+ as the equilibrium (dissociation) constants for the reactions
pc ⇋ p− + c+ (30)
pB ⇋ p− +B+ (31)
respectively. Such a model of counterion adsorption was originally developed by Harris
and Rice[52]. We have used the same two state model in our previous works related to
pH responsive polyelectrolyte brushes[41, 42]. The probability distribution, p, needs to be
determined self-consistently by the minimization of the free energy and must satisfy the
relation
∫
D [θα(tα)] p [θα(tα)] = 1. In this work, we take a variational ansatz for p and write
it as
p [θα(tα)] =

 ∑
γ′=c,B+
βγ′

 δ [θα(tα)] +

1− ∑
γ′=c,B+
βγ′

 δ [θα(tα)− 1] (32)
so that naγ′ = βγ′npN for γ
′ = c, B+. Mathematically, βc and βB+ are the variational param-
eters, which will be determined by minimization of the free energy. Physically, βc and βB+
correspond to the fraction of sites on the chains occupied by c and B+, respectively. Treat-
ment of βc and βB+ as variational parameters is equivalent to equating the electrochemical
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potential of the ions in “free” and “adsorbed” states[53]. Furthermore, using Eq. 32 for
the charge distribution
Υ [θα(tα)] ≡ Υ = (npN)!
nac !n
a
B+ !(npN − nac − naB+)!
(33)
Such a distribution is called “annealed” distribution in the literature[54].
Using the notations described above, the partition function (Z) for the polyelectrolyte
chains can be written as[41]
Z =
∫ np∏
α=1
D[Rα]
∑
{θα(tα)}
〈∫ np∏
α=1
N∏
tα=0
duα(tα)
∫
Λ−3n
′∏
γ′ n
f
γ′ !nA− !np!ns!
∏
γ
nγ∏
j=1
drj
ns∏
k=1
drk
∫ ns∏
k=1
duk exp [−H0 {Rα} −Hw {Rα, rk} −He {Rα,uα, rj, rk,uk} − E {θα}]
∏
r
δ
[
ρˆp(r)
ρpo
+
ρˆs(r)
ρso
+
∑
γ
ρˆγ(r)
ργo
− 1
]〉
(34)
where γ′ = c, B+, γ = c, B+, A−, Λ is the de Broglie wavelength and n′ = npN+ns+
∑
γ nγ.
The Hamiltonian in Eq. 34 is written by taking into account the contributions from the
chain connectivity (given by H0 in Eq. 35 below), the short ranged dispersion interactions
(represented by Hw in Eq. 36) and the long range electrostatic interactions (written as
He, which includes contributions from dipole-dipole, charge-dipole and charge-charge in-
teractions). For convenience in writing, in the following, we have suppressed the explicit
functional dependence of H0, Hw and He.
Explicitly, contributions from the chain connectivity are given by:
H0 =
3
2b2
np∑
α=1
∫ N
0
dtα
(
∂Rα(tα)
∂tα
)2
(35)
which represent flexible polymer chains[21]. Furthermore, Hw takes into account the ener-
getic contributions from short range dispersion interactions among different pairs. Following
Edwards’s formulation[21], we model these interactions by
Hw =
1
2
∫
dr
[
wppρˆ
2
p(r) + wssρˆ
2
s(r) + 2wpsρˆp(r)ρˆs(r)
]
(36)
where, wpp, wss and wps are the excluded volume parameters describing the strength of
interactions between p−p, s−s and p−s pairs, respectively. Also, ρˆp(r) and ρˆs(r) represent
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the microscopic number density of the monomers and the solvent molecules, respectively, at
a certain location r defined as
ρˆp(r) =
np∑
α=1
∫ N
0
dtα hˆp [r−Rα(tα)] (37)
ρˆs(r) =
ns∑
k=1
hˆs [r− rk] (38)
where the functional form of hˆj(r) characterizes the density distribution of a molecule of
type j. It should be noted that in writing Eq. 36, we have ignored short-ranged interactions
with counterions and coions.
Electrostatic contributions to the Hamiltonian arising from charge-charge, charge-dipole
and dipole-dipole interactions can be written as (see Supporting Information in [41])
He =
lBo
2
∫
dr
∫
dr′
[
ρˆe(r)−∇r.Pˆave(r)
] [
ρˆe(r
′)−∇r′.Pˆave(r′)
]
|r− r′| (39)
where ρˆe(r) =
∑
γ zγ ρˆγ(r)+zpρˆpe(r) is the local charge density and ρˆγ(r) represents the local
microscopic densities for the ions of type γ at r, defined as
ρˆγ(r) =
nγ∑
j=1
hˆγ [r− rj] for γ = c, B+, A−. (40)
Furthermore, ρˆpe(r) is the contribution to the charge density from the polyelectrolyte chains,
given by
ρˆpe(r) =
np∑
α=1
∫ N
0
dtα hˆp [r−Rα(tα)] θα(tα) (41)
and Pˆave(r
′) =
∫
duPˆ (r,u)u, is an angularly averaged polarization so that Pˆ (r,u) =
ppρ¯p(r,u)+psρ¯s(r,u) is local polarization density at r in a direction specified by u. Formally,
ρ¯p(r,u) =
np∑
α=1
∫ N
0
dtα hˆp [r−Rα(tα)] δ [u− uα(tα)] [1− θα(tα)] (42)
ρ¯s(r,u) =
ns∑
k=1
hˆs [r− rk] δ [u− uk] (43)
Using Eq. 32, we can write Eq. 34 in a field theoretic form (see Appendix A for the
details)
Z = e−Fa/kBT
∫ np∏
α=1
D[Rα]
∫ ns∏
k=1
drk exp [−H0 {Rα} −Hw {Rα, rk} −Helec {Rα, rk}]
(44)
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where
exp [−Helec {Rα, rk}] =
∫
D [ψ]
ζψ
∫
D [η] exp
[
−H¯elec
kBT
]
(45)
and H¯elec is given by
H¯elec
kBT
= − 1
8πlBo
∫
drψ(r)∇2
r
ψ(r) + i
∫
drρˆp(r)ψp(r)
−
∑
γ′=c,B+
nfγ′ ln Q¯γ′ {ψ, η} − nA− ln Q¯A− {ψ, η}+ i
∫
drη(r)
[∑
j=p,s
ρˆj(r)
ρj0
− 1
]
−
∫
dr′φˆs(r
′) ln

sin
{
ps
∣∣∣∫ drψ(r)∇rhˆs(r− r′)∣∣∣}
ps
∣∣∣∫ drψ(r)∇rhˆs(r− r′)∣∣∣

 (46)
and Q¯γ is the partition function for an ion of type γ, given by
Q¯γ=c,B+,A− {ψ, η} =
∫
dr exp
[
−i
∫
dr′hˆγ(r− r′) {zγψ(r′) + η(r′)/ργ0}
]
(47)
Also,
Fa
kBT
= naB+ lnKB+ − (npN − nac ) lnKc − ln
[
npN !
nac !n
a
B+ !(npN − nac − naB+)!
]
+ ln
[
nfc !n
f
B+ !nA− !ns!np!
]
− (npN + ns) ln 4π + 3n′ ln Λ (48)
Furthermore, we have defined, φˆs(r) and ψp(r) by the relations
ρˆs(r) =
∫
dr′hˆs(r− r′)φˆs(r′) (49)
i
∫
drρˆp(r)ψp(r) = −
np∑
α=1
∫ N
0
dtα ln
[
(1− βc − βB+) exp
[
−izp
∫
drhˆp(r−Rα)ψ(r)
]
+

 ∑
γ=c,B+
βγ



sin
(
pp
∣∣∣∫ drψ(r)∇rhˆp(r−Rα)∣∣∣)
pp
∣∣∣∫ drψ(r)∇rhˆp(r−Rα)∣∣∣



 (50)
A. Electrostatics of a weakly inhomogeneous phase
For studing a weakly inhomogeneous phase, we consider perturbations of densities and
electrostatic potential about a homogeneous phase. In particular, we write iψ(r) = ψb +
iδψ(r), φˆp(r) = npN/V + δφˆp(r), φˆs(r) = ns/V + δφˆs(r) so that
∫
drδψ(r) =
∫
drδφˆp(r) =∫
drδφˆs(r) = 0. In expanding ψ(r), we have used the fact that the saddle-point for ψ(r),
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which represents a homogeneous phase, lies along the imaginary axis in the complex plane.
Furthermore, we assume that
∫
dr′hˆγ(r−r′)η(r′)/ργ0 → 0 i.e., we neglect effects of the finite
size of the ions on the local incompressibility constraint so that npN + ns = V . Such an
assumption is valid in dilute limit of small ions such as in the case of salt-free solutions and
melts[48, 49]. However, effects of finite size of the ions in the incompressibility constraint
can be included in numerical calculations and we ignore such effects here to keep analytical
calculations tractable. For a weakly inhomogeneous phase, we can write H¯elec as (cf. Eq.
46)
H¯elec
kBT
=
1
8πlBo
∫
dr
∫
dr′δψ(r)G¯0(r, r
′)δψ(r′) +
z2pwcr
2
∫
dr
∫
dr′δψ(r)G¯1(r, r
′)δψ(r′)
+izpαp
∫
drρˆp(r)δψ(r) + i
∫
drη(r)
[∑
j=p,s
δρˆj(r)
ρj0
]
+npNψp,b + ψb

 ∑
γ′=c,B+
zγ′n
f
γ′ + zA−nA−

−

 ∑
γ′=c,B+
nfγ′ + nA−

 lnV (51)
where
G¯0(r, r
′
) = −∇2
r
δ(r− r′) + 4πlBop
2
s
3
∫
dr′′φˆs(r
′′)∇rhˆs(r− r′′).∇r′hˆs(r′ − r′′)
+
4πlBo
3
∑
γ′=c,B+
[
βγ′p
2
p
e−ψp,b
] ∫
dr′′φˆp(r
′′)∇rhˆp(r− r′′).∇r′hˆp(r′ − r′′)
+
4πlBo
V
∫
dr′′

 ∑
γ′=c,B+
z2γ′n
f
γ′ hˆγ′(r− r′′)hˆγ′(r′ − r′′)
+z2A−nA−hˆA−(r− r′′)hˆA−(r′ − r′′) + z2pwcrnpNhˆp(r− r′′)hˆp(r′ − r′′)
]
(52)
and
G¯1(r, r
′
) =
∫
dr′′δφˆp(r
′′)hˆp(r− r′′)hˆp(r′ − r′′) (53)
Here, we have defined parameters characterizing electrostatics in the homogeneous phase as
αp =
1−∑γ′=c,B+ βγ′
exp [−ψp,b] exp [−zpψb] (54)
wcr =
αp
∑
γ′=c,B+ βγ′
exp [−ψp,b] (55)
exp [−ψp,b] =

 ∑
γ′=c,B+
βγ′

+

1− ∑
γ′=c,B+
βγ′

 exp [−zpψb] (56)
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Also, ρˆp(r) =
∫
dr′hˆp(r−r′)φˆp(r′) = npN+δρˆp(r), ρˆs(r) =
∫
dr′hˆs(r−r′)φˆs(r′) = ns+δρˆs(r).
Plugging Eq. 51 in Eq. 45 and expanding in powers of z2pwcr, we get
Helec {Rα, rk} ≃ Fo
kBT
+
z2pwcr
2
∫
dr1
∫
dr2 〈δψ(r1)δψ(r2)〉 G¯1(r1, r2)
−z
4
pw
2
cr
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∫
dr1
∫
dr2
∫
dr3
∫
dr4 〈δψ(r1)δψ(r2)δψ(r3)δψ(r4)〉 G¯1(r1, r2)G¯1(r3, r4)
+
4πlBoz
2
pα
2
p
2
∫
dr1
∫
dr2ρˆp(r1)G¯
−1
0 (r1, r2)ρˆp(r2)− ln
[∏
r
δ
[∑
j=p,s
δρˆj(r)
ρj0
]]
− ln
[
D[ψ]
ζψ
exp
[
− 1
8πlBo
∫
dr
∫
dr′δψ(r)G¯0(r, r
′)δψ(r′)
]]
(57)
so that
Fo
kBT
= npNψp,b + ψb

 ∑
γ′=c,B+
zγ′n
f
γ′ + zA−nA−

−

 ∑
γ′=c,B+
nfγ′ + nA−

 lnV (58)
Here, we have defined G¯−10 (r1, r2) using the relation∫
dr3G¯0(r1, r3)G¯
−1
0 (r3, r2) = δ(r1 − r2) (59)
and < · · · > means
〈(· · · )〉 =
∫
D[ψ](· · · ) exp
[
− 1
8πlBo
∫
dr
∫
dr′δψ(r)G¯0(r, r
′)δψ(r′)
]
∫
D[ψ] exp
[
− 1
8πlBo
∫
dr
∫
dr′δψ(r)G¯0(r, r′)δψ(r′)
] (60)
All of the averages appearing in Eq. 57 are over a probability distribution, which is Gaussian,
and can be computed leading to (see the Supporting Information for the details)
Z {δρˆp} = V nse−Fa/kBT−Hw0ζw
∫ np∏
α=1
D[Rα] exp
[
−H0 {Rα}+ χ¯ps
∫
dr
[
δρˆp(r)
ρp0
]2
− ρ
2
s0
2ρ2p0
∫
dr
∫
dr′δρˆp(r)J
−1(r− r′)δρˆp(r′)− F¯elec {Rα}
]
(61)
so that
Hw0 =
1
2
[wppnpNρp0 + wssnsρs0] + χ¯psV
npN/V
ρp0
ns/V
ρs0
(62)
where χ¯ps is defined by
χ¯ps = wpsρp0ρs0 −
wppρ
2
p0 + wssρ
2
s0
2
(63)
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Furthermore,
F¯elec {Rα} = Fo
kBT
− (4πlBo)
2z4pw
2
cr
4
∑
q 6=0
δ˜φp(q)δ˜φp(−q)U˜(q)
+
4πlBoz
2
pα
2
pV
2
∑
q
ρ˜p(q)ρ˜p(−q)
m(q)
+
1
2
∑
q 6=0
ln
[
m(q)
q2
]
(64)
U˜(q) =
∑
q1
h˜p(q1)h˜p(−q1)h˜p(q1 − q)h˜p(q− q1)
m(q1)m(q− q1) (65)
m(q1) = q
2
1(1 + ∆ǫ˜h(q1)) + κ˜
2(q1) +
∑
q3
g˜(q3,−q1,q3 − q1)(q1 · q3) (66)
∆ǫ˜h(q1)) =
4πlBop
2
sns
3V
h˜s(q1)h˜s(−q1) +
4πlBop
2
pnpN
3V

 ∑
γ′=c,B+
βγ′
e−ψp,b

 h˜p(q1)h˜p(−q1) (67)
κ˜2(q1) = 4πlBo
∑
γ=c,B+,A−,p
z2γΓγh˜γ(q1)h˜γ(−q1) (68)
g˜(q1,q2,q3) =
4πlBop
2
s
3
δ˜φs(q3)h˜s(q1)h˜s(q2) +
4πlBop
2
p
3

 ∑
γ′=c,B+
βγ′
e−ψp,b

 δ˜φp(q3)h˜p(q1)h˜p(q2)
(69)
where, again, q is a wave-vector and all of the quantities in the Fourier space are represented
by the superscript ˜. Use of the convolution theorem and local incompressibility constraint
leads to ρ˜j(q) = h˜j(q)φ˜j(q) and δ˜φs(q) = −ρs0δ˜φp(q)h˜p(q)/(ρp0h˜s(q)), respectively. Also,
we have defined Γp = wcrnpN/V,Γγ′=c,B+ = n
f
γ′/V,ΓA− = nA−/V . Integration over tran-
lational degree of freedom of the solvent leads to additional contributions in the partition
function (see the Supporting Information for the details), given by
ζw =
∫
D [ws] exp
[
−1
2
∫
dr
∫
dr′ws(r)J(r− r′)ws(r′)
]
(70)
J(r− r′) = ns
V
∫
dr1hˆs(r− r1)hˆs(r1 − r′) (71)∫
dr′J(r− r′)J−1(r′ − r′′) = δ(r− r′′) (72)
Eq. 61 is the desired effective one-component description of the charge regulating polymer
solutions. In the next section, we use this to construct a density functional theory for weakly
inhomogeneous phases.
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IV. RESULTS
Here, we use Eq. 61 to construct the free energy of a homogeneous phase and weakly
inhomogeneous phases. Two special cases of weakly inhomogeneous phases are considered.
In one case, we assume that all of counterions are bound on the chains. This particular
case is relevant for studying dipolar polymers in an electrolyte solution. In another case,
we consider weakly inhomogeneous phase containing partially neutralized polymers in an
electrolyte solution. Numerical evaluations of the density-density correlation function for the
partially neutralized polymers are done by minimizing the free energy of a salt-free weakly
inhomogeneous phase with respect to the parameter αp, which represents the average degree
of ionization of the chains. Comparisons with small angle X-ray scattering experiments on
salt-free dipolar and ionic polymer melts are presented.
A. Homogeneous phase
For a homogeneous phase, δ˜φp(q) = 0. In this case, Eq. 61 gives the free energy of the
homogeneous phase, written as (Fh/kBT = − lnZ {δρˆp = 0})
Fh
kBT
=
Fa
kBT
+
Fo
kBT
− ns lnV +Hw0 − ln ζw − np lnQp{0}
+
4πlBoz
2
pα
2
pV
2
[npN/V ]
2
κ˜2(0)
+
1
2
∑
q 6=0
ln
[
1 + ∆ǫ˜h(q) +
κ˜2(q)
q2
]
(73)
where
Qp{0} =
∫
D[R] exp
[
− 3
2b2
∫ N
0
dt
(
∂R(t)
∂t
)2]
(74)
It is worthwhile to consider the case of spherically symmetric molecules so that hˆj(r) =
exp
[−πr2/2a2j] /(2a2j)3/2 for j = p, s, c, B+, A− with aj = a. Using the notation r = |r|, q =
|q|, for the case of spherically symmetric molecules h˜j(q) = h˜(q) = exp [−q2a2/2π]. In the
continuum limit,
∑
q
≡ V ∫ dq/(2π)3,
1
2
∑
q 6=0
ln
[
1 + ∆ǫ˜h(q) +
κ˜2(q)
q2
]
=
1
2
∑
q 6=0
{
ln [1 + ∆ǫ˜h(q)] + ln
[
1 +
κ˜2(q)
q2 [1 + ∆ǫ˜h(q)]
]}
= − V
16a3
L5/2(2− ǫs − ǫp)) + V
[
κ2h
8
√
πa
− κ
3
h
12π
+
3
32π3/2
κ4ha+ O(a
2)
]
(75)
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where both the integrals can be calculated exactly for the case of spherically symmetric
molecules. The first integral is shown exactly as a series and the asymptotic limit of the
second integral in the series of a are presented. Here, we have defined
ǫs = 1 +
4πlBo
3
p2s
ns
V
(76)
ǫp = 1 +
4πlBo
3
p2p
npN
V

 ∑
γ′=c,B+
βγ′
e−ψp,b

 (77)
κ2h = 4πlB

 ∑
γ=c,B+,A−,p
z2γΓγ

 (78)
lB =
lBo
1 + 4πlBo
3
p2s
ns
V
++4πlBo
3
p2p
npN
V
[∑
γ′=c,B+
βγ′
e
−ψp,b
] (79)
Lk(x) =
∞∑
s=1
xs
sk
(80)
so that Lk(x) is the Lambert-W function of fractional order[47].
Electrostatic contributions to the homogeneous phase, given by Eq. 75 has two contri-
butions. The first contribution is related to the fluctuations in polarization and depends on
the dielectric constants (ǫs and ǫp for homogeneous solvent and polymer, respectively) and
length scale, a, of the smeared distribution. It should be noted that the dielectric constants
ǫs and ǫp are the same as predicted by the Langevin-Debye model[45]. The second electro-
static contribution to the free energy of a homogeneous phase results has the ionic self-energy
part (∼ 1/a), the Debye-Hu¨ckel correlation energy (−κ3h) and higher order terms in powers
of a. However, the screening length κ−1h (cf. Eq. 78) depends on the concentration of all
charged species including the counterions which are adsorbed on the chains. Furthermore,
dependence of κ−1h on αp (the degree of ionization) leads to an implicit dependence of the
screening length on number density of monomers, npN/V .
B. Weakly inhomogeneous phase
For constructing free energy of a weakly inhomogeneous phase and monomer density-
density correlation function, we rewrite Eq. 61 in a form
Z {δρˆp} = e−Fh/kBT 1
Qp{0}np
∫ np∏
α=1
D[Rα] exp [−H0 {Rα} −Hint {Rα}] (81)
26
where
Hint {Rα} = V
2ρ2p0
∑
q 6=0
[
ρ2s0J˜
−1(q)− 2χ¯ps
]
δ˜ρp(q)δ˜ρp(−q) +
4πlBoz
2
pα
2
pV
2
∑
q 6=0
δ˜ρp(q)δ˜ρp(−q)
m(q)
−(4πlBo)
2z4pw
2
cr
4
∑
q 6=0
δ˜φp(q)δ˜φp(−q)U˜(q) +
1
2
∑
q 6=0
ln
[
m(q)
q2 [1 + ∆ǫ˜h(q)] + κ˜2(q)
]
(82)
where δ˜ρp(q) = h˜p(q)δ˜φp(q) and J˜
−1(q) = 1/J˜(q) = V/(nsh˜s(q)h˜s(−q)). If h˜p(q) is an even
function of q and a real number, then we have the relations δ˜ρ
⋆
p(q) = δ˜ρp(−q), δ˜φ
⋆
p(q) =
δ˜φp(−q), where the superscript ⋆ means the complex conjugate. Introducing a collective
density (c˜(q)) and field variables in the Fourier space[21] for δ˜φp(q), expanding the chain
partition function in powers of the field variables up to quadratic terms and integrating out
the field variables, we can rewrite Eq. 81 as
Z {δρˆp} = e−Fh/kBT
∫
D[c˜(q)] exp [−S {c˜(q)}] (83)
where the action S is given by
S {c˜(q)} = V
2
2npN
∑
q 6=0
c˜(q)c˜(−q)
go(q)
+
V
2ρ2p0
∑
q 6=0
[
ρ2s0J¯
−1(q)− 2χ¯ps
]
c˜(q)c˜(−q)h˜p(q)h˜p(−q)
+
4πlBoz
2
pα
2
pV
2
∑
q 6=0
c˜(q)c˜(−q)h˜p(q)h˜p(−q)
m(q)
− (4πlBo)
2z4pw
2
cr
4
∑
q 6=0
c˜(q)c˜(−q)U˜ (q)
+
1
2
∑
q 6=0
ln
[
m(q)
q2 [1 + ∆ǫ˜h(q)] + κ˜2(q)
]
(84)
so that m(q) is given by Eq. 66 and Eq. 69 becomes
g˜(q1,q2,q3) =
4πlBo
3

p2p


∑
γ′=c,B+
βγ′
e−ψp,b

 h˜p(q1)h˜p(q2)
− p
2
sρs0
ρp0h˜s(q3)
h˜s(q1)h˜s(q2)h˜p(q3)
]
c˜(q3) (85)
Also, go(q) = NgD(q
2Nb2/6) so that gD(x) = 2 [e
−x − 1 + x] /x2.
1. Dipolar polymers in an electrolyte solution
Consider a case when βc = 1, βB+ = 0 i.e., none of the dissociable groups on the chains
dissociate and hence, none of the B+ ions can absorb on the chains. In this case, the
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chains have electric dipoles on the backbones and the solution contains B+ and A− ions
in the solvent. This means, αp = wcr = ψp,b = 0 (cf. Eqs. 54, 55 and 56). Also,
nfc = (1− βc)npN = 0 and nfB+ = nA− = nsalt for zB+ = −zA− = z so that (cf. Eqs. 66, 67,
68 and 69)
m(q1) ≡ md(q1) = q21(1 + ∆ǫ˜h,d(q1)) + κ˜2d(q1) +
∑
q3
g˜d(q3,−q1,q3 − q1)(q1 · q3) (86)
and
∆ǫ˜h(q1)) ≡ ∆ǫ˜h,d(q1)) = 4πlBop
2
sns
3V
h˜s(q1)h˜s(−q1) +
4πlBop
2
pnpN
3V
h˜p(q1)h˜p(−q1) (87)
κ˜2(q1) ≡ κ˜2d(q1) = 4πlBoz2
nsalt
V
∑
γ=B+,A−
h˜γ(q1)h˜γ(−q1) (88)
g˜d(q1,q2,q3) =
4πlBo
3
[
p2pρp0h˜p(q1)h˜p(q2)h˜s(q3)− p2sρs0h˜s(q1)h˜s(q2)h˜p(q3)
] c˜(q3)
ρp0h˜s(q3)
(89)
The free energy of the weakly inhomogeneous electrolyte solutions containing the dipolar
chains (Fd) can be written using Eq. 83 as
e−Fd/kBT = e−Fh,d/kBT
∫
D[c˜(q)] exp [−Sd {c˜(q)}] (90)
Here, Fh,d/kBT is the free energy of the homogeneous phase containing dipolar polymers in
an electrolyte solution and can be readily obtained from Eq. 73. Action Sd for the dipolar
polymers can be obtained from Eq. 84 and is given by
Sd {c˜(q)} = V
2
2npN
∑
q 6=0
c˜(q)c˜(−q)
go(q)
+
V
2ρ2p0
∑
q 6=0
[
ρ2s0J¯
−1(q)− 2χ¯ps
]
c˜(q)c˜(−q)h˜p(q)h˜p(−q)
+
1
2
∑
q 6=0
ln
[
md(q)
q2 [1 + ∆ǫ˜h,d(q)] + κ˜2d(q)
]
(91)
Expanding the logarithmic term in Sd in powers of c¯ and retaining up to quadratic terms,
inverse of the structure factor can be readily identified. Here, we consider the case of
spherically symmetric molecules of equal sizes so that h˜j(q) = h˜(q) = exp [−q2a2/2π].
Defining ∆ps = 4πlBo
[
p2pρp0 − p2sρs0
]
/3, we get
Sd {c˜(q)} = V
2
2npN
∑
q 6=0
c˜(q)c˜(−q)
go(q)
+
V
2ρ2p0
∑
q 6=0
[
ρ2s0J¯
−1(q)− 2χ¯ps
]
c˜(q)c˜(−q)h˜(q)h˜(−q)
+
∆ps
2ρp0
∑
q 6=0
η1(q)c˜(q)−
∆2ps
4ρ2p0
∑
q 6=0
∑
q′ 6=0
c˜(q)η2(q,q
′)c˜(q′) (92)
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where
η1(q) =
∑
q1 6=0
[q21 + q · q1] h˜(q1)h˜(q+ q1)
q21 [1 + ∆ǫ˜h,d(q1)] + κ˜
2
d(q1)
(93)
η2(q,q
′) =
∑
q1 6=0
[q21 + q · q1] [q21 + q′ · q1] h˜2(q1)h˜(q + q1)h˜(q′ + q1)
{q21 [1 + ∆ǫ˜h,d(q1)] + κ˜2d(q1)}2
(94)
As h˜(q) depends on the magnitude of q (= q), we can integrate out the angular degrees
of freedom in the continuum limit after writing
∑
q
≡ V ∫ dq/(2π)3. Also, η2(q,−q) ≡
η2(q,−q) is required for calculation of the structure factor. The angular integrations lead to
η1(q) =
V
2π2
exp
[−q2a2/2π] ∫ ∞
0
dq1q
2
1
sinh q1qa
2/π
q1qa2/π
[
q21 +
π
a2
{
1− q1qa
2
π
coth
q1qa
2
π
}]
exp [−q21a2/π]
q21 [1 + ∆ǫ˜h,d(q1)] + κ˜
2
d(q1)
(95)
η2(q,−q) = V
[
η˜2,0 − q2η˜2,1
]
exp
[−q2a2/π] (96)
η˜2,0 =
1
2π2
∫ ∞
0
dq1
q61 exp [−2q21a2/π]
[q21 [1 + ∆ǫ˜h,d(q1)] + κ˜
2
d(q1)]
2 (97)
η˜2,1 =
1
6π2
∫ ∞
0
dq1
q41 exp [−2q21a2/π]
[q21 [1 + ∆ǫ˜h,d(q1)] + κ˜
2
d(q1)]
2 (98)
In the limit of a → 0, η1(q) becomes independent of q and the sum
∑
q 6=0 c˜(q) vanishes
due to the fact that
∫
drδφˆp(r) = 0. So, Sd can be written as
Sd {c˜(q)} = V
2
∫
dq
(2π)3
c˜(q)S−1dd (q)c˜(−q) (99)
S−1dd (q) =
1
< c˜(q)c˜(−q) >
=
V 2
npN
1
go(q)
+
{
V
ρ2p0
[
ρ2s0J¯
−1(q)− 2χ¯ps
]− ∆2psV
2ρ2p0
[
η˜2,0 − q2η˜2,1
]}
exp
[−q2a2/π]
(100)
where J¯−1(q) = V exp [q2a2/π] /ns. A similar correlation function for the melts can be
obtained from Eq. 100 by replacing 1
ρ2p0
[
ρ2s0J¯
−1(q)− 2χ¯ps
]
with wpp, wpp being the excluded
volume parameter, and using ps = 0 for the melts. Furthermore, Eqs. 99- 100 lead to Eq.
2 via inverse Fourier transform. Comparing Eq. 100 with Eq. 5 for the melts, we can
identify
λ0 = − 2
η˜2,0
∼ −a3 (101)
λ1 =
2
η˜2,1
∼ a (102)
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2. Charge regulating polyelectrolyte chains in an electrolyte solution
The free energy of the weakly inhomogeneous electrolyte solutions containing the charge
regulating polyelectrolyte chains (Fp) can be written using Eq. 83
e−Fp/kBT = e−Fh/kBT
∫
D[c˜(q)] exp [−Sp {c˜(q)}] (103)
where
Sp {c˜(q)} = V
2
∫
dq
(2π)3
c˜(q)S−1pp (q)c˜(−q) (104)
S−1pp (q) = S
−1
dd (q) +
4πlBoz
2
pα
2
pV h˜(q)h˜(−q)
q2 [1 + ∆ǫ˜h(q)] + κ˜2(q)
− (4πlBo)
2z4pw
2
cr
2
U˜(q) (105)
and we have used h˜j(q) ≡ h˜(q) exp(−q2a2/2π). Here, S−1dd (q) is given by Eq. 100
with the substitutions of ∆ǫ˜h,d by ∆ǫ˜h and κ˜
2
d by κ˜
2 in Eqs. 97 and 98. Also,
∆ps = 4πlBo
[
p2pρp0
{∑
γ′=c,B+
βγ′
e
−ψp,b
}
− p2sρs0
]
/3 in Eq. 100. We can evaluate U˜(q) ≡ U˜(q)
by expanding the denominator in Eq. 65 in powers of δ˜φp. Also, for the structure factor, we
need the term which is independent of δ˜φp. This, in turn, means that we need to evaluate
(cf. Eq. 65)
U˜(q) =
∑
q1
exp [−q21a2/π − (q− q1)2a2/π]
[q21 [1 + ∆ǫ˜h(q1)] + κ˜
2(q1)] [(q − q1)2 [1 + ∆ǫ˜h(q − q1)] + κ˜2(q − q1)] (106)
= h˜(q)h˜(−q)V M˜(q) (107)
In the continuum limit, for the case of a = 0, writing the sum over q1 as an integral and
evaluating the integral
M˜(q) ≡ M˜(q) = 1
16q [1 + ∆ǫ˜h(0)]
2
[
1− 2
π
arccos
(
q√
q2 + κ˜2(0))
)
+
2
π
arctan
(
q3
κ˜(0) {3q2 + 4κ˜2(0)}
)]
(108)
For salt-free (i.e., nA− = nB+ = 0) polyelectrolyte melts, Eq. 105 is identical to Eq. 18.
C. Numerical evaluation of the structure factor for the melts of salt-free ionic
polymers
Eq. 105 is general and can be applied to any charged or dipolar polymeric system. In
Fig. 3, we have used Eq. 105 to highlight the effects of counterion adsorption on the
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structure factor of melts i.e., in the absence of any solvent. In particular, it is shown that
changes in the degree of ionization, resulting from changes in the binding energy of the
counterion-monomer pairs (see the bottom panel in Fig. 3), can have significant effects on
the structure factor. An increase in the degree of ionization of monomers along the chains
can lead to a peak in the structure factor at a finite wavevector (see the top panel in Fig.
3) along with an upturn at lower wavevectors characterized by a minimum in the structure
factor. This so-called polyelectrolyte peak appears as a result of interplay between charge-
charge correlations along the chains and chain connectivity. The origin of the upturn has
already been discussed in section II and lies in the non-local effects of polarization. In the
absence of the non-local effects of the polarization, it can be readily shown that either the
structure factor decreases monotonically or a peak at a finite wavecector can appear in the
structure factor[32–35]. However, the peak and the upturn at low wavevectors don’t appear
simultaneously in the absence of the dipolar interactions.
For computing the structure factor shown in Fig. 3, we have considered monovalent
negatively charged monomers so that zp = −zc = −1. Also, the degree of adsorption βc was
obtained by minimization of the free energy with respect to βc, explicitly written as
F
npNkBT
=
Fa
npNkBT
+
z2p(1− βc)e−2zpψb
2
[
z2ce
−2ψp,b + z2pβce
−zpψb
]
+
V
4π2npN
∫ ∞
0
dqq2 ln
[
S−1pp (q)
Sˆ−1pp (q)
{
1 + ∆ǫ˜h(q) +
κ˜2(q)
q2
}]
(109)
so that
Fa
npNkBT
= βc lnβc + 2(1− βc) ln [1− βc] + ψp,b − (1− βc) ln
[
Kce
1−zcψbV
npN
]
(110)
, where ψb is the electrostatic potential in the solution and exp [−ψp,b] = βc +
(1− βc) exp [−zpψb]. Kc is the equilibrium constant, formally defined by Kc = eµopc−µop−µoc so
that µoj is the chemical potential of j in an isolated state. In writing Eq. 109, the system
containing the same number of chains but without any interactions among the components
was taken as a reference. This led to Sˆ−1pp (q) appearing in Eq. 109, which is the inverse
structure factor for the solutions or melts containing the chains of the same lengths but in
the absence of any interactions. Explicitly, Sˆ−1pp (q) = V
2/(npNgo(q)). Also, we have assumed
that the characteristic size scale of a solvent molecule, a counterion and a monomer to be
identical i.e., ac = as = ap = a. Furthermore, rather than varying wpp directly in Eq. 100
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(after replacing 1
ρ2p0
[
ρ2s0J¯
−1(q)− 2χ¯ps
]
by wpp and using ps = 0 in Eq. 100), we have com-
puted the structure factor for a fixed value of the scattering intensity at q = 0 to highlight
non-monotonic nature of the structure facctor in weakly inhomogeneous phase. Numerical
minimization of the free energy given in Eq. 109 with respect to βc was done using Brent’s
method[55]. Integrals in Eq. 109 were evaluated using the Gauss-Legendre quadrature[55]
with 512 points.
D. Comparisons with experiments
With the well-known limitations of the RPA for charged polymers[19, 25], it is prudent
to expect Eq. 105 to be applicable for concentrated solutions and melts of ionic polymers.
In order to show the usefulness of Eq. 105 for interpretting experimental data, we present
Fig. 4 showing the best fits of experimental data using Eq. 105. The experimental data
represent X-ray scattering traces for random copolymers of n-butyl acrylate and charged 2-
[butyl(dimethyl)-amino]ethyl methacrylate methanesufonate (BDMAEMA MS) monomers,
which was taken from Ref. [37].
For comparisons with the experiments, we rewrote Eq. 1 in a form
I(q) = I(0)
Spp(q)
Spp(0)
=
I(0)
h˜(q)h˜(−q) + V 2
npN
Spp(0)∆S(q)
(111)
and took I(0) as a fitting parameter. Here, we have defined
∆S(q) =
npN
V 2
[
1
Spp(q)
− h˜(q)h˜(−q)
Spp(0)
]
(112)
and used Eq. 103, which leads to 〈c˜(q)c˜(−q)〉 = Spp(q). Explicitly,
npN
V 2Spp(q)
=
npN
V 2Sdd(q)
+
[
4πlBoz
2
pα
2
pnpN/V
q2 [1 + ∆ǫ˜h(q)] + κ˜2(q)
− (4πlBo)
2z4pw
2
cr
2
npN
V
M˜(q)
]
h˜(q)h˜(−q)
(113)
which leads to
npN
V 2Spp(0)
=
npN
V 2Sdd(0)
+
4πlBoz
2
pα
2
pnpN/V
κ˜2(0)
− (4πlBo)
2z4pw
2
cr
2
npN
V
M˜(0) (114)
For dipolar polymer melts, substituting 1
ρ2p0
[
ρ2s0J¯
−1(q)− 2χ¯ps
] ≡ wpp and ps = 0, ∆S(q)
becomes
∆S(q) =
1
N
[
1
gD(q2Nb2/6)
− exp [−q2a2/π]]+ 8π2l2Bop4pnpN
9aV
q2η2,1 exp
[−q2a2/π](115)
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FIG. 3: (Top) Effects of the degree of ionization (αp) on the structure factor of melts containing
charged polymers. (Bottom) Dependence of the degree of adsorption (βc = 1−αp) on the binding
energy of the counterion parameterized using the equilibrium constant, Kc. These curves were
obtained by using T = 298K,ψb = 0, a = 10A˚, pp = b = 3A˚, ρpo = npN/V = 10
−3A˚
−3
, N = 1000
and V 2Spp(0)/npN = 10
3.
where η2,1 = aη˜2,1 (cf. Eq. 98).
Fits for the X-ray scattering data were obtained by varying
I(0), V 2Spp(0)/(npN
2), Nb2/6, a and
8π2l2
Bo
p4pnpN
9aV
η2,1. Self-consistent calculation of η2,1
by numerically evaluating the integral in Eq. 98 was avoided to expedite the fitting
process. For the charged polymers, degree of adsorption (βc), length of an ion-pair, pp,
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and npN/V were taken as additional parameters. The upper bound on βc was taken as
the percentage of dissociable groups on each chain. The degree of polymerizations were
estimated from the molecular weights and were kept fixed. In particular, N = 861 and
N = 1756 were used for the sample with 7 mole % and 15 mole % BDMAEMA MS,
respectively. Also, a Kuhn segment length (b) of 3 A˚was assumed for both the samples and
T = 298 K was used in computing the structure factor.
TABLE I: Best fit parameters corresponding to the fits presented in Fig. 4 for the charged polymers.
Sample I(0) V 2Spp(0)/(npN
2) βc a (A˚) pp (A˚) Nη2,1 npN/V (A˚
−3)
7 % BDMAEMA MS 99627.00 27632.90 0.97 35.03 2.09 124.20 0.08
15 % BDMAEMA MS 9635.99 469.48 0.94 21.24 1.77 354.93 0.15
Fig. 4 shows that both the peak as well as the upturn in the scattering seen in the
experiments can be fitted using Eq. 111. However, the scattering at even lower and higher
wavevectors can not be described using Eq. 111. Failures of Eqs. 105 and 111 at even lower
and higher wavevectors to fit the experimental data highlight need to improve the theory.
Discrepancies at lower wave-vectors can be removed either by going beyond RPA[20, 26, 56]
or by accounting for possible aggregation. Consideration of aggregation along with the cur-
rent model can indeed describe the scattering intensity at lower wavevectors[25]. Recent
simulation work[57] based on coarse-grained molecular dynamics simulations, which consid-
ered solvation of counterions and resulting aggregation (“void” formation as per Ref. [57]),
is another way of interpreting scattering at lower wave-vectors. Discrepancies at higher
wave-vectors highlight the lack of atomistic deails in the model developed in this work. For
example, the scattering intensity is predicted[1–3] to decay like q−4 in the limit of large
wave-vector, while, in contrast, the intensity increases near the highest q probed in Fig. 4.
The increase in intensity with q in Fig. 4 hints at additional structure at shorter length
scales. The model developed here can be used in a complementary manner with simulations,
which capture atomistic details[58], to fit scattering data with larger range of wave-vectors.
Systematic studies are needed in order to understand and get rid of the remaining discrep-
ancies between the predicted scattering and experimental results. Nevertheless, the ability
of Eq. 105 to describe the peak as well as the upturn in the scattering at the same time
purely on the basis of electrostatics is unprecedented and the main development of this work.
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FIG. 4: Best fits of X-ray scattering data from Ref. [37] for random copolymers of n-butyl acrylate
and 2-[butyl(dimethyl)-amino]ethyl methacrylate methanesufonate (BDMAEMA MS) containing
different percentages of the charged moeities, BDMAEMA MS. The fits were obtained using Eq.
111.
TABLE II: Best fit parameters corresponding to the fits presented in Fig. 5 for zwitterionic
polymers.
Sample I(0) V 2Spp(0)/(npN
2)
√
Nb2/6(A˚) a (A˚)
8π2l2
Bo
p4pnpN
9aV η2,1(A˚
2)
3 mol % SBMA 153.40 218.81 8.35 32.18 81617.40
9 mol % SBMA 3304.16 1702.06 9.76 29.39 74274.90
Similar fits of the scattering from dipolar polymer melts (i.e., when βc = 1) are
shown in Fig. 5, for the random copolymer melts of n-butyl acrylate and zwitterionic
3-[[2-(methacryloyloxy)ethyl](dimethyl)- ammonio]-1-propanesulfonate (SBMA) monomers,
again taken from Ref. [37]. These fits demonstrate that the peak and the upturn in the
scattering intensity can be described in dipolar polymer melts by introducing the non-local
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FIG. 5: Best fits for X-ray scattering data of the random copolymer melts containing n-butyl
acrylate and zwitterionic 3-[[2-(methacryloyloxy)ethyl](dimethyl)-ammonio]-1-propanesulfonate
(SBMA) (data taken from Ref. [37]). The fits were obtained using Eq. 111 with βc = 1.
dielectric effects. Like the charged polymeric melts, the scattering at even lower and higher
wavevectors can not be described using Eq. 111 (see the case of 9 mole % SBMS in Fig.
5). These shortcomings of the current model again highlights needs to go beyond the RPA,
accounting for possible aggregation and atomistic details while interpreting experimental
results.
V. CONCLUSIONS
We have considered the effects of electrostatic fluctuations for charge regulating polymers
on the monomer-monomer density correlation function (structure factor). An analytical
expression (Eq. 105) for the monomer-monomer structure factor was derived using the
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random phase approximation, valid for the concentrated solutions and melts. Comparisons
with experimental data reveals that the peak as well as the upturn at lower wavevectors
can be described using the analytical expression without considering any phase segregation
or aggregation. Furthermore, consideration of electrostatic fluctuations has been shown to
cause an oscillatory radial distribution function and induce attraction between similarly
charged monomers. In addition, electrostatic interactions are shown to be screened in such
a manner that the screening length has additional contributions from the fluctuating charges
on the polymer backbones. In the future, we plan to extend the theory by going beyond
the random phase approximation using variational methods[26] as well as field theoretic
simulations[20, 56]. Exploration of the implications of these developments on the dynamics
of concentration fluctuations[21] in concentrated solutions and melts of ionic and dipolar
polymers is a key direction for future work. Use of free energy expressions derived in this
work in understanding phase separation in polymer electrolytes and polymer-colloid mixtures
is another interesting area of research.
It should be emphasized that in the absence of any absorption, scattered intensity of
light, X-rays or neutrons from any material contains information about the inhomogeneities
brought about either due to the molecular structure of scatterers or interactions/correlations
among the scatterers[2]. Calculation of the scattered intensity can be done in two ways. One
way is to consider interactions between the incident wave and the scatterers, and this leads
to a molecular description of the energy loss (in a particular direction) resulting from the
scattering. This way leads to an expression for a characteristic attentuation length (inverse
of so-called “turbidity”) over which the energy gets lost due to the scattering, in terms of
molecular parameters such as refractive index of the solvent and shape of the scatterers in the
case of light scattering[1, 3–5]. However, it becomes very difficult to consider interactions of
the scatterers in this approach, which hinders calculations of the scattered intensity at higher
concentrations. The other way is to consider density fluctuations of the scatterers about a
uniform phase and then relate the scattered intensity to the density fluctuations[2, 3, 6, 8].
As we have been focusing on scattering by the monomers in concentrated solutions and
melts, we have considered the method of density fluctuations (of the monomers) and then
constructed the scattered intensity. Since we don’t have to specify nature of the interactions
between the incident wave and the scatterers, the results presented in this work can be
readily used to interpret scattering by light, X-rays or neutrons.
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APPENDIX A : Field theoretic representation for the electrostatics
Electrostatic contributions to the partition function (i.e., Eq. 39) can be written in a
field theoretic form by using the Hubbard-Statonovich transformation[20] leading to
exp [−He] = 1
ζψ
∫
D [ψ] exp
[
−i
∫
dr
{
ρˆe(r)−∇r.Pˆave(r)
}
ψ(r) +
1
8πlBo
∫
drψ(r)∇2
r
ψ(r))
]
,
(A-1)
where
ζψ =
∫
D [ψ] exp
[
1
8πlBo
∫
drψ(r)∇2
r
ψ(r))
]
. (A-2)
Using the transformation and Eq. 32, we can integrate over the orientations of the dipoles
analytically and evaluate the average over θα. Defining integrals over the orientational
degrees of freedom as I, we can write
I {ψ,Rα, θα, rk} =
∫ np∏
α=1
N∏
tα=0
duα(tα)
∫ ns∏
k=1
duk exp
[
i
∫
dr
{
∇r.Pˆave(r)
}
ψ(r)
]
(A-3)
= Ip {ψ,Rα, θα} Is {ψ, rk} (A-4)
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where
Ip {ψ,Rα, θα} = (4π)npN
np∏
α=1
N∏
tα=0

sin
{
pp(1− θα(tα))
∣∣∣∫ drψ(r)∇rhˆp(r−Rα(tα))∣∣∣}
pp(1− θα(tα))
∣∣∣∫ drψ(r)∇rhˆp(r−Rα(tα))∣∣∣


= (4π)npN exp

∫ dr′φˆp(r′) ln

sin
{
pp(1− θα(tα))
∣∣∣∫ drψ(r)∇rhˆp(r− r′)∣∣∣}
pp(1− θα(tα))
∣∣∣∫ drψ(r)∇rhˆp(r− r′)∣∣∣



(A-5)
and we have defined
φˆp(r) =
np∑
α=1
∫ N
0
dtαδ(r−Rα(tα)), (A-6)
which is microscopic number density of the center of mass of the segments. Similarly,
Is(ψ, rk) = (4π)
ns exp

∫ dr′φˆs(r′) ln

sin
{
ps
∣∣∣∫ drψ(r)∇rhˆs(r− r′)∣∣∣}
ps
∣∣∣∫ drψ(r)∇rhˆs(r− r′)∣∣∣



 (A-7)
and we have defined
φˆs(r) =
ns∑
k=1
δ(r− rk) (A-8)
Using Eqs. A-1, A-4, A-5 and A-7, the partition function given by Eq. 34 becomes
Z =
Λ−3n
′
ns!np!nA− !
∏
γ′ n
f
γ′
∫ np∏
α=1
D[Rα]
∫ ns∏
k=1
drk
∫ ∏
γ
nγ∏
j=1
drj exp [−H0 {Rα} −Hw {Rα, rk}]
∫
D [ψ]
ζψ
exp
[
1
8πlBo
∫
drψ(r)∇2
r
ψ(r)− i
∫
dr
∑
γ
zγ ρˆγ(r)ψ(r)
]
Is {ψ, rk} Jp(ψ,Rα)
∏
r
δ
[ ∑
j=p,s,γ
ρˆj(r)
ρj0
− 1
]
(A-9)
where
Jp(ψ,Rα) =
∑
{θα}
〈
exp
[
−E {θα} − i
∫
drzpρˆpe(r)ψ(r)
]
Ip(ψ,Rα, θα)
〉
(A-10)
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Eq. A-10 can be readily evaluated using Eqs. 26, 27, 32, 33 and A-5, which gives
Jp(ψ,Rα) = Υe
−E(4π)npN
np∏
α=1
N∏
tα=0
[
(1− βc − βB+) exp
[
−izp
∫
drhˆp(r−Rα)ψ(r)
]
+

 ∑
γ=c,B+
βγ



sin
(
pp
∣∣∣∫ drψ(r)∇rhˆp(r−Rα)∣∣∣)
pp
∣∣∣∫ drψ(r)∇rhˆp(r−Rα)∣∣∣



 (A-11)
= Υe−E(4π)npN exp
[
−i
np∑
α=1
∫ N
0
dtα
∫
drhˆp(r−Rα)ψp(r)
]
= Υe−E(4π)npN exp
[
−i
∫
drρˆp(r)ψp(r)
]
(A-12)
Here, we have defined a quantity ψp and E ≡ E {θα} is given by Eq. 27 with the relation
naγ′ = βγ′npN for γ
′ = c, B+. Using Eq. A-12, Eq. A-9 can be written as
Z = e−Fa/kBT
∫ np∏
α=1
D[Rα]
∫ ∏
γ
nγ∏
j=1
drj
ns∏
k=1
drk exp [−H0 {Rα} −Hw {Rα, rk}]
∫
D [ψ]
ζψ
exp
[
1
8πlBo
∫
drψ(r)∇2
r
ψ(r))− i
∫
dr
∑
γ
zγ ρˆγ(r)ψ(r)− i
∫
drρˆp(r)ψp(r)
+
∫
dr′φˆs(r
′) ln

sin
{
ps
∣∣∣∫ drψ(r)∇rhˆs(r− r′)∣∣∣}
ps
∣∣∣∫ drψ(r)∇rhˆs(r− r′)∣∣∣



∏
r
δ
[ ∑
j=p,s,γ
ρˆj(r)
ρj0
− 1
]
(A-13)
where
Fa
kBT
= naB+ lnKB+ − (npN − nac ) lnKc − ln
[
npN !
nac !n
a
B+ !(npN − nac − naB+)!
]
+ ln
[
nfc !n
f
B+ !nA− !ns!np!
]
− (npN + ns) ln 4π + 3n′ ln Λ (A-14)
We rewrite Eq. A-13 in a form given by Eq. 44 after writing the local incompressibility
condition as a funcional integral using the identity
∏
r
δ
[ ∑
j=p,s,γ
ρˆj(r)
ρj0
− 1
]
=
∫
D [η] exp
[
−i
∫
drη(r)
{ ∑
j=p,s,γ
ρˆj(r)
ρj0
− 1
}]
(A-15)
and defining partition functions for the individual ions after integrating over their positions.
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