Rede de controle em ambiente hospitalar: um protocolo multiciclos para automação hospitalar sobre IEEE 802.3 com IGMP Snooping by Valentim, Ricardo Alexsandro de Medeiros et al.
Rede de Controle em Ambiente Hospitalar: Um 
Protocolo Multiciclos para Automação Hospitalar 
sobre IEEE 802.3 com IGMP Snooping 
 
Prof. M.Sc. Ricardo Alexsandro de Medeiros Valentim  
Mestre em Engenharia da Computação - Professor do CEFET-RN e Doutorando pela 
UFRN/DCA/PPgEEC 
E-mail: valentim@cefetrn.br, valentim@dca.ufrn.br 
Eng. Antônio Higor de Morais   
Mestrando em Engenharia da Computação - Bolsista no Laboratório de Automação 
Hospitalar e Bioengenharia da UFRN 
E-mail: higor@dca.ufrn.br 
Eng. Vinícius Samuel Valério de Souza 
Graduando em Engenharia da Computação - Bolsista no Laboratório de Automação 
Hospitalar e Bioengenharia da UFRN 
E-mail: Vinicius_samuel@dca.ufrn.br 
Eng. Hélio Batista de Araújo Junior  
Graduando em Engenharia da Computação - Bolsista no Laboratório de Automação 
Hospitalar e Bioengenharia da UFRN 
E-mail: heliojunior@dca.ufrn.br 
 
Prof. Dr. Gláucio Bezerra Brandão 
Doutor em Engenharia Elétrica - Professor do Departamento de Engenharia de 
Computação e Automação 
E-mail: glaucio@dca.ufrn.br 
 
Profa. Dra. Ana Maria Guimarães Guerreiro 
Doutor em Engenharia Elétrica  
Professor do Departamento de Engenharia de Computação e Automação 
E-mail: anamaria@dca.ufrn.br 
 
Abstract - This paper presents a Multicycles Protocol for Hospital Automation (MP-
HA) which works over multicast addressing and use a Master-Slave architecture. The 
protocol creates a segmented logical network based on multicast addressing associated 
to hospital beds. The objective of MP-HA is to ensure the determinism on network 
through medium access control mechanism increasing the transmission throuput. Thus, 
it creates a periodical environment making use of the cycles concept, in parallel, which 
is called multicycles.  
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1 - Introdução 
Os avanços na área da eletrônica têm contribuído para uma crescente demanda 
em aplicações distribuídas que permitam a utilização de dispositivos com poder de 
processamento embarcado (Dietrich e Sauter, 2000). Um exemplo são as redes 
industriais que já fazem uso de nós inteligentes utilizadas no controle de processos. Para 
Pedreiras et. al., (2005), isso ocorre devido à tendência de descentralização da 
computação, que agora converge para um ambiente distribuído. Passando então, as 
funcionalidades a estarem presentes em vários elementos de processamento, ao 
contrário da computação centralizada que encapsulava funcionalidades em um único 
processador com maior poder de processamento.  
  Nitzan e Rosen (1976) prevêem em 1976 que os conceitos da automação 
industrial poderiam ser automatizados através sistemas programáveis, tais como: 
aquisição de dados para controle de processos; monitoramento e processamento de 
sinais, promovendo a redução de custos e a otimização de processos. Estes conceitos já 
estão a algum tempo sendo incorporados na área médica, ou seja, passam também a ser 
utilizados na automação hospitalar (Brooks e Brooks 1998).  
 Nesse sentido, os ambientes médicos passam a demandar aplicações que visam 
melhorar os processos encontrados no ambiente de um hospital. Como exemplo, é 
possível citar trabalhos de pesquisas de Murakami, et al, (2006), Várady, P., et al, 
(2002) e Varshney, (2006) os quais propõem sistemas de monitoramento de pacientes.   
 Um aspecto fundamental dos processos de automação é sua rede de transmissão 
de dados, visto que é orientada a utilização de uma arquitetura de sistemas distribuídos. 
Todavia, existe um problema pertinente ao processo de automação hospitalar, pois é 
naturalmente baseado no padrão Ethernet (IEEE 802.3), uma vez que essa tecnologia é 
praticamente onipresente nos hospitais, portanto baseando-se em um padrão de rede 
não-determinístico (Dolejs et. al., 2004). Isso inviabiliza a automação de alguns 
processos que necessitam de confiabilidade e que imponham restrições temporais. Ao 
contrário das redes de automação industrial que utilizam tecnologias com suporte às 
restrições temporais, prioridade e confiabilidade (Thomesse 1999), tais como: Profibus, 
WorldFIP, Foundation Fieldbus, Controller Area Network (CAN) e DeviceNet.  
 As tecnologias de redes utilizadas na automação industrial apresentam-se como 
uma solução para automação hospitalar, porém a sua implantação é de alto custo e baixa 
interoperabilidade (Carreiro, et. al, 2005), tornando-as pouco atraentes.  Nesse sentido, 
as redes Ethernet são propostas como uma tecnologia a ser aplicada na automação 
industrial, devido às vantagens desta tecnologia, tais como: expressiva 
interoperabilidade, alto desempenho e baixo custo, (Dolejs et. al., 2004). 
 Nesse contexto, os trabalhos sobre Ethernet para automação industrial criam 
protocolos que visam garantir determinismo e confiabilidade. Podem ser referenciados 
como exemplos de pesquisas nessa área, os seguintes trabalhos: o TDMA (Time 
Division Multiple Access) de Brito et al., (2004), o VTPE (Virtual Token-Passing 
Ethernet) de Carreiro et al., (2005), o FTT-Ethernet (Pedreiras 2005) e o H-BEB 
(Moraes e Vasques 2005). Tais abordagens são eficientes em garantir o determinismo 
na rede. Todavia, não apresentam política de escalabilidade e podem apresentar 
problemas com relação à otimização de alocação do canal. Tais aspectos ocorrem 
quando:  
x  São observados slots ociosos na rede (abordagens baseadas em TDMA e 
suas variações);  
x  Existência de ciclos longos (abordagens baseadas em passagem de token e 
TDMA);  
x  Rejeição de novos nós na rede (abordagens baseadas no controle de 
admissão de nós);  
x  Utilização de tecnologia já em desuso (abordagens baseadas em CSMA-CD 
- Carrier Sense Multiple Access / Collision Detection).  
 Este artigo apresenta o Protocolo Multiciclos para Automação Hospitalar (PM-
AH), customizado para ambientes hospitalares garantindo o determinismo e otimizando 
o fator de utilização do meio de transmissão. Diferentemente dos protocolos utilizados 
na Ethernet industrial, o PM-AH trabalha sobre uma abordagem de segmentação lógica 
da rede utilizando o conceito de multiciclos em paralelo. O processo de divisão lógica 
da rede é transparente e fundamentada sobre endereçamento multicast. Funcionando 
sobre IP e Switch Ethernet com suporte a multicast em nível 2, executando sobre 
protocolo IGMP Snooping (RFC 4541, 2006).  
 Portanto com o objetivo de demonstrar o comportamento temporal do protocolo 
que é aplicado a automação hospitalar, é apresentada também uma análise de 
desempenho do PM-AH, a qual demonstra suas características e comportamentos 
temporais quando submetido a cenários, os quais existem vários leitos com diversos 
dispositivos biomédicos de monitoramento de pacientes trocando mensagens 
simultaneamente.     
2 -Visão Geral do PM-AH 
O PM-AH é um protocolo que utiliza o conceito de segmentação de grupos de 
mensagens, pois, trabalha sobre o Protocolo IP, orientado a endereçamentos multicast. 
Através de endereçamento multicast o PM-AH associa um leito hospitalar a um grupo 
multicast e um grupo multicast a vários dispositivos médicos de monitoramento e/ou 
atuação (nós de rede). Essa estratégia permite ao PM-AH definir um método de 
segmentação de rede transparente e também cria um vínculo associativo entre as 
mensagens e os leitos (pacientes). Desta forma, uma mensagem enviada de um nó do 
leito n, será recebida somente por outro nó do mesmo leito interessado na respectiva 
mensagem e pelo provedor de serviço PM-AH, apto a receber todas as mensagens 
trocadas na rede. Um aspecto importante do PM-AH na utilização do envio de 
mensagens utilizando endereçamento multicast é o aumento do fator de utilização da 
rede, pois essa estratégia promove um mecanismo que torna mais eficiente o processo 
de distribuição das mensagens, pois evita redundância no envio de dados, fazendo, 
portanto um melhor uso da largura de banda disponível.   
A Figura 1 exibe a arquitetura do PM-AH, ilustrando uma visão geral, onde é divido 
um ciclo em duas janelas de tempo: uma síncrona e outra assíncrona. As janelas de 
mensagens síncronas são utilizadas para transmissão de mensagens de controle e dados. 
As janelas de mensagens assíncronas são utilizadas para disparo de alarmes e 
mensagens de controle.  
  
Figura 1 - Visão Geral: Arquitetura do PM-AH 
Ainda na Figura 1 (cenário de transmissão de dados no leito 03) é observado o 
envio de dados através de endereçamento multicast, permitindo que o dado seja enviado 
uma única vez para todo o grupo.  Essa característica do protocolo contribui para 
redução no custo de comunicação. A opção no PM-AH pela tecnologia Ethernet ocorre 
em função do seu alto desempenho, baixo custo, e expressiva interoperabilidade (Dolejs 
et. al., 2004). Outra característica que motiva adoção do padrão Ethernet no PM-AH é 
que a maioria dos ambientes hospitalares tem a sua rede dados baseado neste padrão. 
Desta forma, o custo para implantação será reduzido devido à utilização da infra-
estrutura de rede já existente. 
A coordenação de rede do PM-AH é fundamentada em uma estrutura mestre-
escravo e no conceito de multiciclos executados em paralelo. A estrutura mestre-escravo 
é baseada na passagem de token e impõe cenários onde não existe disputa ao meio de 
transmissão, criando um ambiente determinístico na rede. Sobre a perspectiva de 
multiciclos, o PM-AH cria vários ciclos independentes e paralelos que não geram 
interferência, nem concorrência com dispositivos que fazem parte de ciclos distintos.  
Com isso, o PM-AH permite aperfeiçoar os ciclos temporais, pois os ciclos não crescem 
em função da quantidade de nós que fazem parte da rede (como ocorre em grande parte 
dos protocolos utilizados na automação industrial), e sim, em função da quantidade de 
nós inscritos em cada grupo (leito hospitalar). Desta forma, melhorando o desempenho 
da rede, pois, a segmentação lógica baseada em multicast cria ciclos menores, 
permitindo assim, um envio mais rápido das mensagens em cada grupo, ou seja, 
aumenta o período de amostragem.  
O processo de segmentação lógica do PM-AH é dado em nível dois (camada de 
enlace de dados) através do protocolo IGMP Snooping (RFC 4541, 2006) que ao 
receber uma mensagem PM-AH verifica para qual grupo (leito) está mensagem deve ser 
encaminhada. O sistema de filtragem multicast em nível dois com IGMP Snooping é 
dado quando um dispositivo se associa a um grupo multicast. Desta forma, o Switch 
Ethernet cria uma tabela que vincula uma das suas portas aos grupos multicast que os 
dispositivos se associaram. A Figura 2 ilustra hipoteticamente um sistema de filtragem 
multicast baseado em IGMP Snooping, neste exemplo dois dispositivos enviam dados 
no mesmo instante de tempo, porém os dados são chaveados apenas para as portas que 
estão devidamente associadas:  
x  Dispositivo C envia um dado para o endereço multicast vermelho, então apenas 
os dispositivos A e D recebem o dado, pois estão associados ao grupo multicast 
vermelho; 
x  Dispositivo E envia um dado para o grupo multicast azul, então apenas o 
dispositivo B recebe o dado, visto que apenas este dispositivo está associado ao 
grupo multicast azul. 
 Neste exemplo ilustrado na Figura 2 verifica-se que apesar de dois dispositivos 
enviarem dados no mesmo instante de tempo não há enfileiramento de pacotes, pois os 
dados são direcionados para portas diferentes do switch, tal como ocorre no PM-AH. 
Portanto, como o PM-AH utiliza a estratégia mestre-escravo e o controle de acesso ao 
meio é baseado em passagem de tokens, a rede de automação hospitalar fica livre de 
problemas de contenção e tornando-se então uma rede determinística.  
 
Figura 2 – Exemplo de Filtragem Multicast em Nível 2 
  É importante observar que no PM-AH a execução dos ciclos temporais é 
totalmente independente entre os leitos, não havendo necessidade de sincronia entre 
eles, o que reduz bastante a complexidade do protocolo, pois não foi preciso 
implementar políticas de sincronização. A Figura 1 ilustra exatamente essa 
característica quando mostra que os instantes das janelas síncronas e assíncronas entre 
os grupos são bem distintos, ou seja, não existe uma relação de sincronia entre as 
janelas temporais para transmissão de dados, mensagens de controles e envio de alarmes 
entre os leitos hospitalares. Essa independência entre os ciclos temporais dos leitos é 
dada através da política de coordenação que no PM-AH ocorre através dos mestres de 
grupo (leitos) somado ao mecanismo de filtragem multicast em nível 2. Estes dois 
instrumentos do PM-AH garantem a sincronização dos nós nos seus respectivos leitos, a 
independência temporal entre os instantes das janelas dos leitos e o isolamento dos 
fluxos de dados entre os dispositivos de cada leito na rede de automação hospitalar, 
sendo esses os principais aspectos de determinismo do PM-AH. 
3 - Elementos do PM-AH 
3.1 - Provedor de Serviços (PS) 
O PM-AH é composto basicamente de três elementos: Provedor de Serviços (PS), 
Mestre, Ciclos e Mensagens. 
 O papel do PS no PM-AH é prover serviços essenciais à rede (iniciação, 
verificação de comunicabilidade e reindexação de nós) e também de capturar todas as 
mensagens trocadas na rede. A captura das mensagens tem como objetivo fornecer 
dados para o Supervisório, permitindo que as equipes médicas possam monitorar os 
pacientes de forma remota. No PM-AH, a iniciação e a formação dos grupos multicast é 
realizada através de tabelas de associação. Na Figura 3 é possível verificar a estrutura da 
tabela de armazenamento criada no PM-AH.  
Um fator importante na estruturação dos dados é a tabela de endereços (leito Ź
multicast). Esta tabela associa um leito a um grupo multicast. Com base na tabela de 
endereços, que o provedor de serviço informa a um nó em qual grupo multicast ele deve 
estar inscrito antes de enviar suas mensagens de dados. 
A tabela grupos (leito ŹGLVSRVLWLYR LOXVWUDGD QD )LJXUD  p PRQWDGD
dinamicamente a partir da inscrição dos nós na rede. Um aspecto que pode ser 
verificado nesta tabela são os campos: Mestre: campo que indica se o nó é ou não 
mestre de um grupo (1 – Mestre,  0 - Escravo); Índice: este campo mostra a seqüência 
de inscrição dos nós em grupo (leito). Esta informação indica ao mestre a quem deve ser 
passado o token, por padrão o PM-AH assume que o mestre tem sempre índice 0.  
 Figura 3 – Tabelas de apoio do PM-AH 
 A tabela dispositivos (dispositivo Ź SRUWD PDSHLD D DVVRFLDoão de um 
dispositivo á uma porta de comunicação. Essa estratégia estabelece um sistema de troca 
de dados entre dispositivos afins de um mesmo leito hospitalar (Publish-Subscriber), 
por exemplo: o sensor de glicose produz dados para o infusor de insulina, portanto, o 
sensor envia dados na porta na qual o infusor deve está associado, conforme ilustrado na 
Figura 3. 
3.2 - Mestre 
O mestre de grupo no PM-AH é indicado pelo provedor de serviços. O processo 
de definição de mestre tem início no envio de uma mensagem REQUEST MESSAGE 
JOIN (RMJ) que representa a solicitação de inscrição em grupo multicast. Ao ser 
iniciado, o nó envia uma RMJ ao provedor de serviços e nesta é informado o número do 
leito e se o mesmo está habilitado a ser mestre. O provedor de serviço ao receber uma 
RMJ, verifica se já existe algum nó associado ao leito com status de mestre. Caso não 
exista, o provedor envia uma mensagem CONFIRMATION MESSAGE JOIN (CMJ) que 
representa uma confirmação de inscrição em grupo multicast informando ao nó que ele 
é o mestre do grupo. O nó mestre sempre recebe índice 0 e os demais receberão o índice 
anterior mais 1. 
O nó Mestre tem o papel de coordenar os ciclos de seu grupo (leito) multicast. 
Para tanto, o mestre conhece os dispositivos que fazem parte do seu grupo. Sempre que 
um dispositivo entra ou sai de um grupo multicast (leito hospitalar) o PS envia uma 
mensagem de reindexação ao mestre do respectivo leito, informando quais dispositivos 
estão ativos. Esse aspecto otimiza à alocação do canal, pois não será dada a posse do 
meio físico a um dispositivo que não está mais ativo no leito. A coordenação do mestre 
é realizada através da passagem de token, que ocorre de acordo com o índice de cada 
dispositivo e somente um dispositivo por vez recebe o token. Os tokens são enviados 
através de uma mensagem MESSAGE TOKEN PASS (MTP) que indica qual dispositivo 
terá a posse do meio físico. A partir de então o dispositivo que tiver a posse do token 
poderá enviar uma DATA MESSAGE (DM) que representa uma mensagem de dados 
para o seu grupo multicast e que também será recebida pelo provedor de serviço.  
A coordenação da rede através do mestre utilizando o conceito de multiciclos e de 
passagem de token contribui da seguinte forma:  
x  Evita problemas de enfileiramento de pacotes no switch eliminando problemas 
contenção da rede;  
x  Garante o determinismo da rede, pois o fluxo de dados é controlado; 
x  Aumenta a escalabilidade da rede, uma vez que a latência das transmissões não 
cresce em função do número de dispositivos na rede e sim em função do número 
de dispositivos em um leito, dado as características de execução de multiciclos 
em paralelo do PM-AH sobre IGMP Snooping e  
x  Torna eficiente o tempo dos ciclos, visto que não existirão slots de tempo 
ociosos na rede, como ocorre em redes TDMA. 
 3.3 - Ciclo Temporal: Janela Síncrona e Assíncrona 
O PM-AH é um protocolo que trabalha sobre ciclos de tempo, um ciclo no PM-AH 
é dividido em duas janelas de tempo: síncrona e assíncrona. O início e término de um 
ciclo no PM-AH é marcado quando o nó mestre envia uma mensagem de início de 
janela síncrona aos elementos de seu grupo.  
O tempo de uma um ciclo no PM-AH é igual ao tempo da janela síncrona mais o 
tempo da janela assíncrona. A Equação 1, mostra como deve ser feito o cálculo do 
tempo da janela síncrona (Tjs). O tempo de uma janela assíncrona (Tja) é igual ao tempo 
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Onde, 
q = Quantidade de nós inscritos no grupo (considerando o nó mestre); 
pmT = Tempo de propagação do sinal no meio físico: 
d = distancia que a mensagem vai percorrer; 
c = velocidade da luz;  
ȕ = fator determinado em função do meio de transmissão; 
Tv = Tempo de transmissão da mensagem em função da vazão da rede: 
L = comprimento da mensagem e  
(1) 
R = Taxa de Transmissão.  
3.4 - Mensagens do PM-AH  
Nesta subseção são descritas de forma breve as mensagens utilizadas no PM-
AH. A Tabela 10 descreve a finalidade de cada mensagem, o tamanho e em qual janela 
temporal esta é disparada. Com relação às janelas temporais, as mensagens que não 
estiverem marcadas com nenhuma desta são porque a sua ocorrência pode ser em 
qualquer uma das janelas.  
Tabela 1 - PM-AH Messages 






JOIN – RMJ 
Mensagem para solicitação de inscrição 
de um dispositivo em um grupo multicast. 
Essa mensagem é disparada quando o 
dispositivo é ligado. 
96   
CONFIRMATION 
MESSAGE JOIN – 
CMJ 
Mensagens de confirmação em grupo 
multicast. Esse tipo de mensagem só é 
disparado pelo Service Provider e 
informa ao device o endereço multicast 
correspondente ao seu leito. 
128   
MESSAGE TOKEN 
PASS – MTP 
Mensagem enviada por um mestre de 
grupo para informar a um dispositivo a 
posse do meio físico.  
64 X  
REQUEST REMOVE 
JOIN – RRJ 
Mensagem enviada para o SP informando 
a saída de um grupo multicast. 80  X 
REINDEXING 
MESSAGE NODE – 
RMN 
Mensagem enviada do SP a um mestre de 
grupo informando que um de seus 
dispositivos foi removido e, portanto não 
deve mais receber token (MTP). 






Mensagem enviada por um mestre ao seu 
grupo informando o início de uma janela 
assíncrona. 
56 X  
INDICATION 
ALARM MESSAGE - 
IAM 
Mensagens disparadas por um dispositivo 
ao SP indicando que está com alguma 
irregularidade. 
64  X 
REQUEST CONTROL 
MESSAGE - RCM 
Mensagem enviada do SP para um 
dispositivo que apresenta uma provável 
falta de comunicação. Está mensagem 
deve ser enviada sempre que o SP 
identificar que existe um dispositivo que 
provavelmente está sem comunicação 
64  X 
CONFIRMATION 
CONTROL 
MESSAGE - CCM 
Mensagem de resposta de um dispositivo 
para SP indicando que está ativo e apto a 
trocar mensagens. 




Mensagem enviada ao final de uma janela 
assíncrona indicando aos dispositivos de 
um leito específico o início de um novo 
ciclo. 
100  X 
DATA MESSAGE – 
DM 
Mensagem de dados enviada por um 
dispositivo que obtém a posse do meio 
físico. 
88 X  
 
4 - Análise de Desempenho do PM-AH 
 
Esta seção descreve os resultados obtidos através de uma análise de desempenho do 
PM-AH. O caso de teste foi modelado com o objetivo de verificar o determinismo do 
protocolo quando submetido a um ambiente onde existem vários leitos hospitalares 
executando os seus ciclos temporais em paralelo com mensagens de tempo real. 
4.1 - Caso de teste 
Objetivo do caso de teste proposto foi observar o comportamento temporal do 
PM-AH, verificando o determinismo do protocolo quando submetido ao paralelismo 
dos ciclos temporais executado em nível dois sobre endereçamento multicast, utilizando 
um mecanismo de filtragem com IGMP Snooping (RFC 4541, 2006). Conforme, 
especificação do PM-AH cada leito foi associado a um grupo multicast, garantindo 
assim que um dado ao ser enviando é recebido apenas pelos dispositivos do seu leito. 
Portanto, como o acesso ao meio é controlado por passagem de token, as portas do 
switch que estão conectadas aos dispositivos nunca sofrem enfileiramento de pacotes. 
Esta estratégia foi adotada com o objetivo de garantir determinismo da rede de 
monitoramento de pacientes.  
4.2 - Configuração do ambiente de tese 
 
 A análise de desempenho do PM-AH foi realizada no Network Simulator 2 
(NS)1. Neste ambiente foram implementados os conceitos de multiciclos em paralelos 
do PM-AH, considerando as janelas síncronas e assíncronas. Nas janelas síncronas 
foram enviadas mensagens de tokens e dados e nas janelas de assíncronas foram 
disparados mensagens de alarmes. Para viabilizar a análise foram considerados os 
seguintes aspectos para o ambiente de teste: 
x Total de leitos: 4; 
x  Total de dispositivos por leitos: 100; 
x  Quantidade de ciclos temporais em cada leito: 50000 ciclos;  
x  Total de mensagens de dados enviadas: 5012561; 
x  Foi analisado o atraso e o jitter das mensagens de dados do PM-AH (11 bytes);  
x  Distribuição uniforme com probabilidade de 1% de ocorrência em cada nó por 
ciclo temporal para disparo de alarmes (este fator está baseado nos experimentos 
realizados por Gullikson, 1995); 
x  A manipulação dos arquivos de trace do NS e geração dos gráficos para análise 
de desempenho foram realizadas no Matlab R2006b; 
x  Taxa de transmissão da rede: 100 Mbps (Fast-Ethernet); 
Para cada envio de dado foi incluída uma aleatoriedade que determinava o 
tempo de espera o qual um dispositivo que tinha a posse do token deveria aguardar 
antes de enviar um dado. Esta faixa temporal foi de 0,71 a 1,57 microssegundos. Esse 
intervalo foi obtido através de resultados experimentais realizados para medir o tempo 
de subida e descida na pilha de protocolos para mensagens de dados de 11 bytes. Essa 
                                               
1 http://www.isi.edu/nsnam/ns/ 
estratégia foi utilizada com objetivo de incluir parâmetros temporais mais próximos de 
um ambiente real de execução à simulação realizada no NS. 
O objetivo da geração de mensagens de alarmes foi verificar o impacto destas 
sobre o determinismo da rede. Isso porque, são mensagens geradas em janelas 
assíncronas. Deste modo, dentro destas janelas estas mensagens são enviadas de forma 
não determinística, tal qual a sua natureza.  Portanto, podendo gerar cenários onde mais 
de um dispositivo necessita enviar alarmes ao mesmo tempo, o que pode ocasionar 
enfileiramento nas portas do switch. Então esta metodologia permite verificar o 
comportamento quando submetido a esse tipo de evento.   
  4.3 - Resultados Experimentais 
Na Tabela 2 são apresentados resultados mostra de forma geral o 
comportamento temporal da rede. Como pode ser verificado, o desvio padrão dos 
tempos de entrega de dados é muito baixo, o que significa que os resultados estão 
sempre muito próximos à média dos tempos de entrega dos dados. Esta característica é 
também verificada através do Jitter Médio que é consideravelmente pequeno, sendo este 
aspecto uma forte característica de determinismo já apresentada pelo PM-AH nesta 
análise inicial.  
Tabela 2 - Análise de resultados Gerais 
Medidas Valores 
Número de Pacotes Enviados 5012561 
Desvio Padrão (Atraso) 4.8212 x 10-7 
Desvio Padrão (Jitter) 4.9874 x 10-7 
Tempo Médio (Atraso) 1.0632 x 10-5 
Jitter Médio 4.6454 x 10-7 
Pacotes perdidos 0 
 
Na Tabela 3 são demonstrados os resultados por leito. Nesta análise é possível 
verificar que o Jitter Médio nos leitos são muito próximo, demonstrando que a variação 
média nos tempos de entrega de dados tem comportamento semelhante. Essa 
característica aponta uma uniformidade no comportamento temporal do PM-AH, 
mostrando a eficiência do conceito de multiciclos quanto a prover uma rede de controle 
determinística para processos na automação hospitalar. 
Na Figura 4 é ilustrado um gráfico que mostra o atraso e o jitter de toda rede. Como 
de ser observado existem pequenas variações no atraso, o que é justificado pelo jitter 
que mostra um pequeno ǻ7 HQWUH RV WHPSRVGHHQWUHJD SDUD DVPHQVDJHQV GHGDGRV
Este gráfico possibilita observar o comportamento temporal do PM-AH em todos os 
leitos deste experimento. 
Tabela 3 - Análise de Resultados por leito 
Leito Medidas Valores 
Tempo Médio 
(Atraso) 1.0632 x 10 
-5 
Jitter Médio 4.6479 x 10-7 
Leito 1 
Desvio Padrão 
(Atraso) 4.8230 x 10
-7 
Desvio Padrão (Jitter) 4.9876 x 10-7 
Tempo Médio 
(Atraso) 1.0632 x 10 
-5 
Jitter Médio 4.6458 x 10-7 
Desvio Padrão 
(Atraso) 4.8213 x 10
-7 
Leito 2 
Desvio Padrão (Jitter) 4.9874 x 10-7 
Tempo Médio 
(Atraso) 1.0633 x 10 
-5 
Jitter Médio 4.6425 x 10-7 
Desvio Padrão 
(Atraso) 4.8197 x 10
-7 
Leito 3 
Desvio Padrão (Jitter) 4.9872 x 10-7 
Tempo Médio 
(Atraso) 1.0633 x 10 
-5 
Jitter Médio 4.6454 x 10-7 
Desvio Padrão 
(Atraso) 4.8207 x 10
-7 
Leito 4 
Desvio Padrão (Jitter) 4.9874 x 10-7 
 
 
Figura 4 - Atraso e Jitter para toda Rede 
    
 
Figura 5 – Atraso e Jitter por Leito 
 
Na Figura 5 estão dispostos quatro gráficos que detalham os tempos de entrega 
(atraso) e o jitter do PM-AH. Esses gráficos são importantes, pois ilustram o 
comportamento do PM-AH em cada leito. Como é possível observar, os gráficos 
apresentam resultados bastante equivalentes. Isso mostra que o Jitter Médio e o atraso 
gerados na rede onde o PM-AH é executado são provenientes de um comportamento 
confiável, ou seja, determinístico.  
Na simulação foram gerados 37683 alarmes em janelas assíncronas. Observando 
os gráficos da Figura 5 e a Tabela 3 é possível verificar que estes alarmes não geraram 
nenhum impacto no comportamento temporal do PM-AH. Demonstrando, portanto que 
o protocolo atendeu de forma eficiente a necessidade de responder a mensagens com 
características esporádicas como são os alarmes, pois manteve o determinismo nos 
tempos de entregas das mensagens de dados. 
5 - Considerações Finais 
 O PM-AH é um protocolo que está sendo desenvolvido pelo LAHB – 
Laboratório de Automação Hospitalar e Bioengenharia da UFRN. Neste sentido, os 
estudos sobre este protocolo são realizados considerando as necessidades do processo 
de automação dos hospitais universitário da UFRN, os quais são considerados de 
excelência na área de saúde. Assim, tais necessidades refletem as demandas emergentes 
por aplicações distribuídas que permeiam o processo de automação hospitalar.  
Como foram mostrados, os resultados são positivos incentivando a pesquisa do 
grupo em modelar e implementar o protocolo embarcado em biodispositivos, os quais já 
estão em desenvolvimento e serão implantados em no Hospital Universitário Ana 
Bezerra (HUAB) da Universidade Federal do Rio Grande Norte (UFRN).    
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