Global existence and scattering for quadratic NLS with potential in 3D by Léger, Tristan
ar
X
iv
:1
80
4.
09
86
5v
1 
 [m
ath
.A
P]
  2
6 A
pr
 20
18
GLOBAL EXISTENCE AND SCATTERING FOR QUADRATIC
NLS WITH POTENTIAL IN 3D
TRISTAN LE´GER
Abstract. In this article we study the asymptotic behavior of a quadratic
NLS equation with small, time-dependent potential and small spatially local-
ized initial data. We prove global existence and scattering of solutions. The
two main ingredients of the proof are the space-time resonance method and
the boundedness of wave operators for the linear Schro¨dinger equation with
potential.
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1. Introduction
1.1. Presentation of the equation. We consider the following initial value prob-
lem, set in R3 :
(1.1)
{
i∂tu+∆u = V u+ u
2
u(t = 1) = u1
where V = V (t, x) is a complex-valued, time-dependent potential and u(t, x) is
complex-valued.
We study the global well-posedness and asymptotic behavior of solutions to (1.1)
for small, spatially localized initial data.
Such equations arise in physics as toy models for perturbations of the flat nonlinear
Schro¨dinger equation (that is when V = 0) due for example to an exterior electric
field. They also come up when studying the stability of ground states or travelling
wave solutions of dispersive equations. For example the linearization of NLS around
a ground state has, at the second order, the form i∂tu+∆u = V u+Q(u, u) where
Q(u, u) is a quadratic form in u.
Such problems have first been studied in the case where V = 0 and more gen-
erally for power type nonlinearities. It was proved in [33] by Strauss that, when
the power of the nonlinearity is in a certain range (weak enough to have a good
local-wellposedness theory but strictly larger than the so-called Strauss exponent),
then small data solutions scatter regardless of the structure of the nonlinearity. For
example in dimension 3, this theory requires that the power of the nonlinear part
be strictly greater than 2. Therefore this theory does not apply to (1.1) even for
V = 0.
To handle quadratic nonlinearities, two techniques were then developed: the normal
form method of Shatah ([32]) and the vector field method of Klainerman ([25]).
They allowed for the study of the asymptotic behavior of equations that were not
covered by the Strauss theory (for example quadratic Klein-Gordon equations were
considered in Shatah’s original work, or wave equations satisfying null conditions
in Klainerman’s). The problem (1.1) with V = 0 and small data has been treated
by N.Hayashi and P.Naumkin ([17]) using the vector field method.
Then P. Germain, N. Masmoudi and J. Shatah developed the theory of space-time
resonances, that brings together the methods of normal forms and vector fields.
They applied it to (1.1) with V = 0, and proved in [12] that small spatially lo-
calized solutions exist globally and scatter. The method’s reach goes in fact far
beyond this result and applies to numerous dispersive equations. It has for ex-
ample been used to prove global existence of solutions to the gravity water waves
equation in 3d by the same three authors ([13], [14]). A. Ionescu and F. Pusateri
refined the method and were able to treat the water waves system in 2d ([21], [22]).
They also studied, with Y. Deng and B. Pausader the gravity-capillary water wave
system in three dimensions in [8]. Other equations were also considered, such as
the Euler-Poisson system in 2d in the work of A. Ionescu and B. Pausader ([20]),
the Euler-Maxwell system in 3d by Y. Guo, A. Ionescu and B. Pausader ([16]) as
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well as the Euler-Maxwell system for electrons in 2d by Y. Deng, A. Ionescu, B.
Pausader ([7]) among others.
Some approaches related to the space-time resonance method have been developed,
for example for the study of the Gross-Pitaevskii equation in 3d by S. Gustafson,
K. Nakanishi and T.-P. Tsai ([15]). See also the related paper [27] of J. Murphy, R.
Killip and M. Visan where this method is revisited in the setting of a cubic-quintic
Schro¨dinger equation with a nonvanishing boundary condition at infinity.
The method of testing against wave packets of M. Ifrim and D. Tataru has also
been used to study the asymptotic behavior of dispersive equations like the one-
dimensional cubic Schro¨dinger equation ([18]) as well as the water waves system
([19]) among others.
When the potential is present but the nonlinearity is not, S.Agmon proved in ([1]),
following earlier work of T. Kato ([23]) and S.T. Kuroda ([26]), that for potentials V
that are short-range, wave operators exist and are complete. Then K.Yajima proved
in [35] that under decay and regularity assumptions on the potential these wave
operators are bounded onW k,p in dimensions larger that three. These assumptions
were weakened in the 3d case by M.Beceanu ([2]) and M.Beceanu, W.Schlag ([4],
[5]). In both [35] and [4] the solution is expanded into a finite sum plus a remain-
der. The main difference lies in the way the remainder term is handled. Yajima
uses a more explicit representation, which requires more decay of the potential.
Beceanu and Schlag use an abstract Wiener theorem, which allows them to relax
the assumptions made on the potential.
For time-dependent potentials, a scattering theory has been developed by H. Ki-
tara and K. Yajima ([24]). Another challenge has been to establish good dispersive
and Strichartz estimates for this kind of equations. Indeed this corresponds to a
first step towards understanding the linearization of the flat NLS equation around
time-dependent soliton type solutions (see for example the work of I. Rodnianski,
W. Schlag and A. Soffer [31]).
Problems where both the potential and the nonlinearity are present have also been
studied. In [9] P. Germain, Z. Hani and S. Walsh considered the following equation
set in R3 :
(1.2) i∂tu+∆u = V u+ u¯
2
where V does not depend on time.
This nonlinearity is more favorable than u2 from the point of view of space-time
resonances since no time resonances are present. It also means that the equation
is amenable to a treatment by normal form. The proof adapts the method of [12]
to the case where V 6= 0 using a distorted Fourier transform. However it is not
entirely clear how to apply it to (1.1), even if the potential does not depend on
time.
Problems that cannot be treated using only the normal form method have also been
considered in one space dimension. For example P. Germain, F. Pusateri and F.
Rousset consider the equation i∂tu−∂xxu+V u = |u|2u. They proved, using space-
time resonances and a distorted Fourier transform that small localized solutions
decay at the same rate as linear solutions. Moreover they prove that solutions have
a modified scattering type behavior, that is they approach solutions to the linear
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equation up to a logarithmic phase correction. Another similar result was obtained
by Naumkin ([28]), under weaker assumptions on the potential.
1.2. Main difficulties. In the present paper we take a different approach: the
problem is treated perturbatively. We consider (1.1) as a perturbation of the flat
nonlinear Schro¨dinger equation (that is (1.1) with V = 0). Therefore it is natural
to assume that V is small in some sense made precise later on.
We use the insights of the space-time resonances method for the general structure
of the proof, since this is how the unperturbed problem was handled.
Let’s recall briefly how this method works (see [12] for more details): we work with
the so-called profile of the solution f(t) = e−it∆u(t).
We write that
∂ξl f̂(t, ξ) =
∂ξl f̂0(ξ) + 2
∫ t
0
∫
R3
sξle
is(|ξ|2−|ξ−η|2−|η|2 f̂(s, η)f̂(s, ξ − η)dηds+ {better terms}
Proving global existence and scattering essentially amounts to proving that the
oscillatory integral defines a bounded operator on L∞t L
2
x. Note that even if f was
replaced by the initial data, there would not be enough decay in time to have this
condition.
There are two ways to improve the decay in the integral: we can either integrate
by parts in η, which will introduce an extra 1/s factor. This will only be possible
if the gradient of the phase |ξ|2 − |η|2 − |ξ − η|2 does not vanish, namely if there is
no space resonance.
We can also integrate by parts in time, which will essentially replace the quadratic
nonlinearity by a cubic one. This is more favorable since an extra f factor will mean
extra decay (since we expect the nonlinear solution to behave like a linear solution).
However this will only be possible when the phase does not vanish, namely when
there is no time resonance.
The main obstruction we face when implementing this method is the presence of
space-time resonances, namely points where both the phase and the gradient vanish.
This is why for quadratic nonlinear Schro¨dinger equations the worse nonlinearity
is uu¯. See [34] for more details. For (1.1) in the case where V = 0, the space-time
resonance set is reduced to ξ = η = 0, therefore one can prove scattering (for a full
proof see [12]).
The issue when V is not zero, which is the subject of this paper, is that the inte-
gration by parts in time no longer produces decay (one gets an extra V u factor in
the nonlinearity, which does not decay faster that u).
The idea we use to handle this difficulty is borrowed from linear scattering theory
for the Schro¨dinger equation: we represent ∂ξl f̂ as a series that converges in L
∞
t L
2
x
if the potential is small (this will be established using ideas introduced by Beceanu
and Schlag in [4]). This type of approach has for example been used to handle
the case of small time-independent potentials by K. Yajima ([35]) as well as in the
time-dependent case by I. Rodnianski and W. Schlag ([30]).
1.3. Notations. Le´ger Before stating our main theorem we need to introduce some
notations:
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For the Fourier transform we take the following convention:
f̂(ξ) = Ff(ξ) =
∫
R3
e−ix·ξf(x)dx
hence the following definition for the inverse Fourier transform:
fˇ(x) = [F−1f ](x) =
1
(2π)3
∫
R3
eix·ξf(ξ)dξ
To define Littlewood-Paley projections, we consider φ a smooth radial function
supported on the annulus C = {ξ ∈ R3; 11.04 6 |ξ| 6 1.04× 1.1} such that
∀ξ ∈ R3 \ {0},
∑
j∈Z
φ
(
1.1−jξ
)
= 1
We will see later (in Lemma 7.8) why we chose to localize at frequency 1.1j and
not 2j .
Notice that if j − j′ > 1 then 1.1jC ∩ 1.1j
′
C = ∅. Indeed for this intersection to be
nonempty we would need to have
1.1j
1
1.04
6 1.1j
′+11.084
=⇒ 1.1j−j
′
6 1.1(1.04)2 = 1.1× 1.0816
=⇒ j − j′ 6 1
Pk(ξ) := φ(1.1
−kξ) will denote the Littlewood-Paley projection at frequency 1.1k
Similarly P6k(ξ) will denote the Littlewood-Paley projection at frequencies less
than 1.1k.
We will also sometimes use the notation f̂k(ξ) = Pk(ξ)f̂(ξ)
Let’s define the main norms used in the paper: first to control the profile of the
solution we need the following:
‖f‖X = sup
k∈Z
‖∇ξf̂k‖2
For the potential we introduce the following norms:
‖V ‖Bx = ‖V ‖〈x〉−2L2x = ‖〈x〉
2V (x)‖L2x
‖V ‖B′x = ‖〈x〉V61‖Bx +
(∑
k>0
1.120k‖〈x〉Vk‖
2
Bx
)1/2
1.4. Main result. We can now state the main theorem proved in this paper:
Theorem 1.1. Let V = V (t, x) be such that V ∈ L∞t B
′
x, and ∂tV ∈ L
1
tB
′
x.
There exists ε > 0 such that if ε0, δ < ε and if u1 and V satisfy
‖V ‖L∞t B′x + ‖∂tV ‖L1tB′x 6 δ
‖e−i∆u1‖H10 + ‖e
−i∆u1‖X 6 ε0
then (1.1) has a unique global solution. Moreover it satisfies the estimate
sup
t∈[1;∞)
‖u(t)‖H10 + ‖e
−it∆u(t)‖X + sup
k∈Z
t‖uk(t)‖L6 . ε0(1.3)
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and it scatters in X, that is there exists u∞ ∈ X such that
‖e−it∆u(t)− u∞‖X → 0
as t→∞.
The choice to give the initial data at t = 1 was made for convenience (we avoid
the non integrability at 0 of the decay factor 1/t from dispersive estimates). The
proof can be adapted without major changes if the initial data is prescribed at t = 0.
Let’s comment briefly on the assumptions made here: note that we did not strive
for the optimal conditions on the potential or the initial data. It is very likely that
they can be weakened without major changes in the proofs.
Regarding the initial data, it is standard when implementing the space-time reso-
nances method to require it to be spatially localized near the origin. This is what
the X−norm encodes. We also need some Sobolev regularity to carry out energy
estimates, hence the H10 regularity assumption.
Regarding the potential, since our proof uses ideas from linear scattering theory, it
is natural to have the same kind of hypotheses. To prove Lp boundedness of wave
operators, it is standard to require some spatial localization. That is why we im-
pose a weighted Lebesgue condition. Note that the high exponent was chosen here
for convenience (since such a weighted L2 norm controls Lp norms for 1 6 p 6 2).
In dealing with the H10 norm of the solution, we will also essentially need bound-
edness of wave operators on Sobolev spaces. This is where the B′x norm condition
comes from. It can be thought of as an analog of the condition Yajima requires in
his proof ofW 1,p boundedness in [35], namely that F(〈x〉σ∇V ) ∈ L3/2 for σ > 4/3.
2. Outline of the proof
The proof relies on a bootstrap argument which we present now.
2.1. The bootstrap argument. As it is usually the case with space-time reso-
nances, we will work with the profile f defined as f̂(t, ξ) = eit|ξ|
2
û(t, ξ).
We consider a potential V (t, x) such that
‖V ‖L∞t B′x + ‖∂tV ‖L1tB′x 6 δ
Keeping in mind that we treat the potential part perturbatively, we consider strong
solutions u(t, x) to (1.1) that are given by Duhamel’s formula:
f̂(t, ξ) = ei|ξ|
2
û1(ξ)− i
∫ t
1
eis|ξ|
2
∫
R3
e−is|ξ−η1|
2
e−is|η1|
2
f̂(s, η1)f̂(s, ξ − η1)dη1ds
(2.1)
− i
∫ t
1
eis|ξ|
2
∫
R3
V̂ (ξ − η1)e
−is|η1|
2
f̂(s, η1)dη1ds
This first double integral will sometimes be referred to as the bilinear part, and the
second as the potential part.
Now we give a local well-posedness statement for (1.1) and the type of initial data
prescribed in our main theorem. We write it at an initial time T (and not 1) since
we also use this lemma to continue the bootstrap assumptions.
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Lemma 2.1 (Local Well-posedness). Let T > 1.
Let u(T ) be such that e−iT∆u(T ) ∈ H10∩X and ‖e−iT∆u(T )‖H10+‖e
−iT∆u(T )‖X ∼
ε.
Then there exists T ′(ε) > T such that (1.1) has a unique solution u(t) such that
e−it∆u(t) ∈ C([T, T ′];H10 ∩X).
Proof. We only sketch the proof since it is standard: let f(t) = eit∆u(t).
We consider the following map
Φ(f)(t) = f(T )− i
∫ t
T
e−is∆
((
eis∆f
)(
eis∆f
))
ds− i
∫ t
T
e−is∆
((
eis∆f
)
V
)
ds
We take a Fourier transform, take a derivative in ξ and localize, and find that we
have the following estimate:
‖Φ(f)‖L∞t X 6 ‖f(T )‖X + C(t− T )
2‖f‖2L∞t H10x + C(t− T )‖f‖L
∞
t X
‖f‖L∞t H10x
+ C(t− T )‖V ‖L∞t Bx‖f‖L∞t H10x + C(t− T )
2‖V ‖L∞t Bx‖f‖L∞t H10x
for some constant C.
We also have
‖Φ(f)‖L∞t H10x 6 ‖f(T )‖H10x + C
′(t− T )‖f‖2L∞t H10x + C
′(t− T )‖V ‖L∞t B′x‖f‖L∞t H10x
These two estimates prove that Φ maps a suitably chosen ball (centered at 0 of
radius say twice ‖f(T )‖X + ‖f(T )‖H10) to itself if t− T is small enough.
Similarly we can prove that this map is a contraction on that same ball (provided
t−T is small enough). We conclude by standard arguments that the solution exists
and is unique in C([T, T ′];H10 ∩X) for some T ′ > T. 
We can now set up the bootstrap argument:
Let ε1 := Aε0 where A is a large number.
Let T > 1. We make the following assumptions:
sup
t∈[1;T ]
‖f(t)‖H10 6 ε1(2.2)
sup
t∈[1;T ]
‖f(t)‖X 6 ε1(2.3)
Note that the local-wellposedness result implies that this is true for some T > 1.
We prove that under these assumptions we have the stronger conclusions
‖f(T )‖H10 6
ε1
2
(2.4)
‖f(T )‖X 6
ε1
2
(2.5)
Then using the local-wellposedness result 2.1 we can extend the solution after T,
and conclude that the bootstrap assumptions in fact hold for all times. This gives
us the estimate 1.3 in the theorem.
The scattering property follows since estimate 1.3 implies that eit∆u(t) is a Cauchy
sequence in L∞t X.
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2.2. Expanding ∂ξf̂ as a series. In the next two subsections we present our
strategy informally.
As we explained, the main point is to prove that the bootstrap assumptions 2.2
and 2.3 imply that the stronger conclusions 2.4, 2.5 hold. Getting the bound on
the X−norm turns out to be the most difficult part.
Given the expression of the Fourier transform of the profile given by Duhamel’s
formula (2.1) we must estimate the derivative in ξl of both the bilinear part and
the potential part. The bilinear part can be handled using a variation of the usual
space-time resonance method. Therefore we focus on the potential part, that is the
second line in (2.1). As it is often the case in the implementation of the space-time
resonance method, the worse term is obtained when the ξ derivative hits the phase.
For this discussion, we therefore restrict our attention to this term only. The idea
is to write it as an infinite series that converges in L∞t L
2
x. To do so we integrate by
parts in time, and obtain the expression
∫ t
1
2isξle
is|ξ|2
∫
R3
V̂ (s, ξ − η1)e
−is|η1|
2
f̂(s, η1)dη1ds
=
∫
R3
2itξle
it(|ξ|2−|η1|
2) V̂ (t, ξ − η1)
|ξ|2 − |η1|2
f̂(t, η1)dη1
−
∫ t
1
2isξle
is|ξ|2
∫
R3
V̂ (s, ξ − η1)
|ξ|2 − |η1|2
e−is|η1|
2
∂sf̂(s, η1)dη1ds
+ {better terms}
=
∫
R3
2itξle
it(|ξ|2−|η1|
2) V̂ (t, ξ − η1)
|ξ|2 − |η1|2
f̂(t, η1)dη1
(2.6)
−
∫ t
1
∫
R3
2isξl
V̂ (s, ξ − η1)
|ξ|2 − |η1|2
∫
R3
eis(|ξ|
2−|η2|
2)f̂(s, η2)V̂ (s, η1 − η2)dη2dη1ds
(2.7)
−
∫ t
1
∫
R3
2isξl
V̂ (s, ξ − η1)
|ξ|2 − |η1|2
∫
R3
eis(|ξ|
2−|η2|
2−|η1−η2|
2)f̂(s, η2)f̂(s, η1 − η2)dη2dη1ds
(2.8)
+ {better terms}
Note that the better terms are obtained when the time derivative falls on the V or
on the s term. We will prove rigorously in Section 5 that these terms are indeed
easier to bound.
We will also see that the term (2.8) can be bounded using an adaptation of the
proof of boundedness of the initial bilinear part.
At this point since the term (2.7) is similar to the term we started with (the potential
part in (2.1)), we repeat the procedure iteratively and integrate by parts in time in
the integral. The n−th integration by parts yields a boundary term, a remainder
term that we will integrate by parts in time at the next step, and better terms
(obtained when the time derivative hits the V or the s as well as iterates of the
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initial bilinear part):∫
2itξl
n−1∏
l=1
V̂ (t, ηl−1 − ηl)
|ξ|2 − |ηl|2
dη1...dηn−2
∫
ηn
eit(|ξ|
2−|ηn|
2)f̂(t, ηn)
V̂ (t, ηn−1 − ηn)
|ξ|2 − |ηn|2
dηndηn−1
+
∫ t
1
∫
2isξl
n−1∏
l=1
V̂ (s, ηl−1 − ηl)
|ξ|2 − |ηl|2
dη1...dηn−2
∫
ηn
eis(|ξ|
2−|ηn|
2)f̂(s, ηn)V̂ (s, ηn−1 − ηn)dηndηn−1ds
+ {better terms}
This gives us an expansion of the initial potential term.
2.3. Convergence of the series. Now we must prove that the series converges.
To do so, we notice that the potential part of the expansion is very close to the
expression of the wave operators for which the literature is very rich. We know in
particular that under decay and regularity assumptions on the potential, the series
that defines the wave operators for small potentials is bounded on W k,p spaces.
Here we cannot use this result directly, since placing the profile in L2 would not
allow us to control the expression in time. However this strategy is effective if the
last denominator |ξ|2 − |ηn|2 is not singular. In this case the idea would be to use
standard bilinear estimates in that last integral. This will require to adapt these
bilinear estimates to our setting (due to the presence of the V factors on the left).
We will also prove that the second part of the expansion, namely the n−th iterates
of the bilinear part can be estimated by adapting the space-time resonance method.
When the denominator |ξ|2 − |ηn|2 is singular, we need a different procedure. The
idea will be to first integrate by parts in η to get rid of the t, and then integrate by
parts in time. The potential term obtained at the n− th step will be like∫
2i
n−1∏
l=1
V̂ (ηl−1 − ηl)
|ξ|2 − |ηl|2
dη1...dηn−2
∫
ηn
eit(|ξ|
2−|ηn|
2) ξlηn
|ηn|2
∂ηn f̂(t, ηn)V̂ (t, ηn−1 − ηn)dηndηn−1
+ {better terms}
Here we will be able to use boundedness of wave operators directly, since our control-
ling norm X essentially allows us to bound one derivative of the Fourier transform
of the profile in L2. Note also that the added multiplier
ξlηn
|ηn|2
will be harmless since
we are close to the singularity of
1
|ξ|2 − |ηn|2
.
2.4. Organization of the paper. The paper is organized as follows: in Section
4 we detail the computation of the expansion, presented here informally. Then in
Section 5 we treat the terms that we discarded here as better terms at the first step
of the iteration. Then we move on to estimating the n − th iterates. First, as we
mentioned earlier, we must prove analogs of bilinear estimates that are tailored to
our setting. This is done in Section 6. Then we apply these result to bound the
terms of the series in L∞t L
2
x in Section 7. The most challenging part is estimating
the n−th iterates of the bilinear term, since we must use the space-time resonance
method. Finally we prove the easier bound (2.4) in Section 8. For this part we will
also expand the potential term into a series, but the reasoning will be easier since
integrations by parts in time alone will be enough: the terms that appear can be
controlled using essentially the boundedness of wave operators on H10.
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3. Preliminaries
In this section we recall standard technical results that will be used in our proofs:
The first one is a standard bilinear estimate. The proof given here will be used later
on in the paper.
Lemma 3.1 (Bilinear estimate). The following inequality holds
(3.1)
∥∥∥F−1 ∫
R3
m(ξ, η)f̂(ξ − η)ĝ(η)dη
∥∥∥
Lr
. ‖F−1(m(ξ − η, η))‖L1‖f‖Lp‖g‖Lq
where 1/r = 1/p+ 1/q.
Proof. We write that
F−1
∫
R3
m(ξ, η)f̂ (ξ − η)ĝ(η)dη
=
1
(2π)3
∫
R12
eixξe−iy(ξ−η)e−izηf(y)g(z)m(ξ, η)dydzdηdξ
=
1
(2π)3
∫
R6
f(y)g(z)
∫
R6
ei(x−y)ξeiη(y−z)m(ξ, η)dξdηdydz
= (2π)3
∫
R6
f(y)g(z)mˇ(x− y, y − z)dydz
= (2π)3
∫
R6
f(x− y)g(x− y − z)mˇ(y, z)dydz
Now we prove the estimate by duality: let h ∈ Lr
′
. We consider∫
R6
mˇ(y, z)
∫
R3
h(x)f(x − y)g(x− y − z)dxdydz
then we use Ho¨lder’s inequality in x to find that it is bounded by
‖mˇ‖L1‖h‖Lr′‖f‖Lp‖g‖Lq
and the result follows. 
We recall the following obvious but useful bound on multipliers:
Lemma 3.2. Let m(ξ, η) and m′(ξ, η) be two multipliers such that mˇ, mˇ′ ∈ L1.
Then
‖
[
F−1(mm′)
]
‖L1 . ‖mˇ‖L1‖mˇ′‖L1
For symbols we also have the following bound that will be used several times in
the paper:
Lemma 3.3. Let k, k1 ∈ Z be such that k1− k > 1. Let m be the multiplier defined
as
m(η, ξ1) =
Pk(η)Pk1 (ξ1 + η)
|η + ξ1|2 − |η|2
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Then the following bound holds
‖mˇ‖L1 . 1.1
−2k1
Proof. Given the properties of our Littlewood-Paley projections recalled in the
notation part of the paper, we have
|ξ + η1| >
1.1k+2
1.04
>
1.1
1.04
× 1.1k+1
> 1.057× 1.1k+1
>
1.057
1.04
|η|
Therefore
‖mˇ‖L1 . 1.1
−2k1

Another useful symbol bound is provided by the following lemma:
Lemma 3.4. Let k1, k2 and k3 be three integers such that k3 6 k1 − 10
Let
m(ξ, η1) =
η1,lPk1(η1)Pk2(ξ − η1)Pk3(ξ − 2η1)
η1 · (ξ − η1)
Then
‖mˇ‖L1 . 1.1
−k1
Proof. Let’s first notice that by Lemma 3.2 we have
‖mˇ‖L1 .
∥∥∥∥∥η1,lPk1(η1)Pk3(ξ − 2η1)η1 · (ξ − η1)
∥∥∥∥∥
L1
∥∥Pk2(ξ − η1)Pk1 (η1)∥∥L1
.
∥∥∥∥∥η1,lPk1(η1)Pk3(ξ − 2η1)η1 · (ξ − η1)
∥∥∥∥∥
L1
To estimate this term we write that, using the properties of the Littlewood-Paley
localization described in the notation section of the paper,
|η1 · (ξ − η1)| > |η1|
2 − |η1||ξ − 2η1|
> |η1|
2 −
1
1.17
|η1|
2
& |η1|
2
Hence the result. 
We will need the following dispersive estimate:
Lemma 3.5.
‖eit∆fk‖L6 .
ε1
t
Proof. This is direct consequence of Corollary 2.5.4 in [6]. Indeed it gives
‖eit∆f‖L6 .
1
t
(
‖f‖L2 + ‖∇ξf̂‖L2
)
and the result follows. 
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Using this lemma we prove two decay bounds that will be useful in the paper.
Lemma 3.6 (Decay of the solution). Let u(t) = eit∆f(t). Assume that t ≃ 1.1m.
We have
‖u‖L6x . 1.1
−0.99mε1
‖u‖L4x . 1.1
−0.745mε1
where ε1 has been defined in (2.3).
Proof. Let’s start by splitting frequencies dyadically and distinguishing three types
of terms:
‖u‖L6x .
∑
k1<−10m
‖uk1‖L6x +
∑
−10m6k16m
‖uk1‖L6x +
∑
k1>m
‖uk1‖L6x
In the first sum we use Bernstein’s inequality and the isometry property of the
Schro¨dinger group on L2x to write that
‖uk1‖L6x . 1.1
k1‖uk1‖L2x . 1.1
−9m1.1k1/10ε1
for the middle sum we use Lemma 3.5 and since there are O(m) terms, we can write
that ∑
−10m6k16m
‖uk1‖L6x . 1.1
−0.99mε1
and finally for the third sum we use Bernstein’s inequality, the isometry property
of the group as well as the energy bound
‖uk1‖L6x . 1.1
k1‖uk1‖L2x . 1.1
−9k1ε1 . 1.1
−8m1.1−k1ε1
Therefore ∑
k1>m
‖uk1‖L6x . 1.1
−0.99mε1
and the first inequality follows.
The second inequality is proved similarly therefore we skip the proof. 
Now we state the second useful decay bound, whose point is to provide summa-
bility in k1 when needed.
Lemma 3.7. We have that
‖eit∆fk1‖L4/3t L6x
. min{1.1−5k1/6; 1.1k1/8}ε1
Proof. We use dispersive estimates as well as Bernstein’s inequality and the energy
bound to write that
‖eit∆fk1‖L6x =
(∫
R3
|eit∆fk1 |
11/2|eit∆fk1 |
1/2dx
)1/6
6 ‖eit∆fk1‖
1/12
L∞x
(∫
R3
|eit∆fk1 |
11/2dx
)1/6
6 ‖eit∆fk1‖
1/12
L∞x
‖eit∆fk1‖
11/12
L
11/2
x
. min{1.1−10k1/12; 1.13k1/24}
1
t21/24
ε1
and the result follows. 
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Finally we control a norm that appears naturally in the estimates.
Lemma 3.8. Define the X ′−norm as
‖f‖X′ = sup
k∈Z
‖
(
∇ξf̂
)
Pk(ξ)‖L2
Then
‖f‖X′ . ‖f‖X
Proof. We write that for k ∈ Z and l ∈ {1; 2; 3} we have(
∂ξl f̂
)
Pk(ξ) = ∂ξl(f̂k)− 1.1
−kf̂(ξ)φ′(1.1−kξ)
ξl
|ξ|
It it enough to control the second term. Given the properties of the Littlewood-
Paley localization given in the notation part of the paper, we can write that∥∥f̂(ξ)φ′(1.1−kξ) ξl
|ξ|
∥∥
L2
=
∥∥f̂(ξ)φ′(1.1−kξ) ξl
|ξ|
(
Pk−1 + Pk + Pk+1
)
(ξ)
∥∥
L2
. ‖f̂k−1‖L2 + ‖f̂k‖L2 + ‖f̂k+1‖L2
Now for each of the three terms that appear, we have that |ξ| 6 1.1k+10 hence
1.1−k . 1|ξ| and therefore
1.1−k‖f̂k‖L2 .
∥∥∥∥∥ f̂k(ξ)|ξ|
∥∥∥∥∥
L2
and we conclude using Hardy’s inequality. The other two terms are treated similarly.

4. Setting up the iteration
This section is the first step toward estimating the X−norm of the solution. As
explained in the introduction, we write the derivative of the Fourier transform of
the profile as an infinite series using integrations by parts in time in the potential
part.
4.1. First expansion. In this subsection we obtain the first term of the expansion.
We start by localizing and taking a derivative in ξl of (2.1):
∂ξl f̂k(t, ξ) = ∂ξl
(
ei|ξ|
2
û1,k(ξ)
)
− iPk(ξ)
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2)f̂(s, η1)∂ξl V̂ (s, ξ − η1)dη1ds
− i1.1−kφ′(1.1−kξ)
ξl
|ξ|
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2)f̂(η1)V̂ (s, ξ − η1)dη1ds
− iPk(ξ)
∫ t
1
∫
R3
2isξle
is(|ξ|2−|η1|
2)f̂(s, η1)V̂ (s, ξ − η1)dη1ds
− iPk(ξ)
∫ t
1
∫
R3
2isη1,le
is(|ξ|2−|ξ−η1|
2−|η1|
2)f̂(s, η1)f̂(s, ξ − η1)dη1ds
− iPk(ξ)
∫ t
1
∫
R3
eis(|ξ|
2−|ξ−η1|
2−|η1|
2)f̂(s, η1)∂ξl f̂(s, ξ − η1)dη1ds
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Now we split the η1 frequency dyadically. Let’s denote k1 the corresponding index.
We obtain
∂ξl f̂k(t, ξ) = ∂ξl
(
ei|ξ|
2
û1,k(ξ)
)
+
∑
k1∈Z
(
− iPk(ξ)
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)∂ξl V̂ (s, ξ − η1)dη1ds(4.1)
− i1.1−kφ′(1.1−kξ)
ξl
|ξ|
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)V̂ (s, ξ − η1)dη1ds(4.2)
− iPk(ξ)
∫ t
1
∫
R3
2isξle
is(|ξ|2−|η1|
2)f̂k1(s, η1)V̂ (s, ξ − η1)dη1ds(4.3)
− iPk(ξ)
∫ t
1
∫
R3
2isη1,le
is(|ξ|2−|ξ−η1|
2−|η1|
2)f̂k1(s, η1)f̂(s, ξ − η1)dη1ds(4.4)
− iPk(ξ)
∫ t
1
∫
R3
eis(|ξ|
2−|ξ−η1|
2−|η1|
2)f̂k1(s, η1)∂ξl f̂(s, ξ − η1)dη1ds
)
(4.5)
The remainder terms (4.1) and (4.2) will not appear in the iteration. They are
estimated separately from iterates at the beginning of the next section.
The iteration argument developed in this section will allow us to bound the po-
tential term (4.3).
In the remainder of this section, we explain how to expand this term as an infinite
series.
There are different cases to consider, depending on whether the denominator
1
|ξ|2 − |η1|2
is singular or not:
Case 1: k1 − k > 1
We integrate by parts in time:
We get that (4.3) is equal to:
− 2Pk(ξ)
∫
R3
itξlV̂ (t, ξ − η1)
|ξ|2 − |η1|2
eit(|ξ|
2−|η1|
2)f̂k1(t, η1)dη1(4.6)
+ 2Pk(ξ)
∫
R3
itξlV̂ (1, ξ − η1)
|ξ|2 − |η1|2
ei(|ξ|
2−|η1|
2)f̂k1(1, η1)dη1(4.7)
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+ 2Pk(ξ)
∫ t
1
∫
R3
isξlV̂ (s, ξ − η1)
|ξ|2 − |η1|2
eis(|ξ|
2−|η1|
2)∂sf̂k1(s, η1)dη1ds(4.8)
+ 2Pk(ξ)
∫ t
1
∫
R3
isξl∂sV̂ (s, ξ − η1)
|ξ|2 − |η1|2
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)dη1ds(4.9)
+ 2Pk(ξ)
∫ t
1
∫
R3
iξlV̂ (s, ξ − η1)
|ξ|2 − |η1|2
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)dη1ds(4.10)
= 2Pk(ξ)
∫ t
1
∫
R3
V̂ (s, ξ − η1)
|ξ|2 − |η1|2
Pk1(η1)(4.11)
×
∫
η2
isξlV̂ (s, η1 − η2)e
is(|ξ|2−|η2|
2)f̂(s, η2)dη2dsdη1
+ 2Pk(ξ)
∫ t
1
∫
R3
V̂ (s, ξ − η1)
|ξ|2 − |η1|2
Pk1(η1)(4.12)
×
∫
η2
isξlf̂(s, η1 − η2)e
is(|ξ|2−|η2|
2−|η1−η2|
2)f̂(s, η2)dη2dsdη1
+ (4.6) + (4.7) + (4.9) + (4.10)
Case 2: When |k − k1| 6 1 :
In this case we start by doing an integration by parts in η : We obtain
(4.3) =
iPk(ξ)
∫ t
1
∫
η
ξlη1,j
|η1|2
V̂ (s, ξ − η1)e
is(|ξ|2−|η1|
2)∂η1,j f̂(s, η1)Pk1(η1)dη1ds(4.13)
− iPk(ξ)
∫ t
1
∫
η1
ξlη1,j
|η1|2
∂η1,j V̂ (s, ξ − η1)e
is(|ξ|2−|η1|
2)f̂k1(s, η1)dη1ds(4.14)
+ iPk(ξ)
∫ t
1
∫
η1
∂η1,j
(
ξlη1,j
|η1|2
)
V̂ (s, ξ − η1)e
is(|ξ|2−|η1|
2)f̂k1(s, η1)dη1ds(4.15)
+ iPk(ξ)
∫ t
1
∫
η1
1.1−k1
ξlη1,j
|η1|2
V̂ (s, ξ − η1)(4.16)
× eis(|ξ|
2−|η1|
2)f̂k1(s, η1)φ
′
( |η1|
1.1k1
)η1,j
|η1|
dη1ds
where the last term comes from the derivative hitting the localization Pk1 .
Notice that there is an implicit sum on j in the expressions above.
Now we isolate (4.13) and introduce a regularization of that term, namely
iPk(ξ)
∫ t
1
∫
η1
ξlη1,j
|η1|2
V̂ (s, ξ − η1)e
is(|ξ|2−|η1|
2)e−sβ∂η1,j f̂(s, η1)Pk1(η1)dη1ds(4.17)
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for β > 0.
Note that by the dominated convergence theorem we have
iPk(ξ)
∫ t
1
∫
η1
ξlη1,j
|η1|2
V̂ (s, ξ − η1)e
is(|ξ|2−|η1|
2)∂η1,j f̂(t, η1)Pk1 (η1)dη1ds
= iPk(ξ) lim
β→0,β>0
∫ t
1
∫
η1
ξlη1,j
|η1|2
V̂ (s, ξ − η1)e
is(|ξ|2−|η1|
2)
×e−sβ∂η1,j f̂(s, η1)Pk1 (η1)dη1ds
We do an integration by parts in time in that regularized integral and obtain:
(4.17) =
iPk(ξ)
∫
η1
ξlη1,j
|η1|2
V̂ (t, ξ − η1)
|ξ|2 − |η1|2 + iβ
eit(|ξ|
2−|η1|
2)∂η1,j f̂(t, η1)Pk1 (η1)dη1
(4.18)
− iPk(ξ)
∫
η1
ξlη1,j
|η1|2
V̂ (1, ξ − η1)
|ξ|2 − |η1|2 + iβ
ei(|ξ|
2−|η1|
2)∂η1,j f̂(1, η1)Pk1 (η1)dη1
(4.19)
− iPk(ξ)
∫ t
1
∫
η1
ξlη1,j
|η1|2
V̂ (s, ξ − η1)
|ξ|2 − |η1|2 + iβ
eis(|ξ|
2−|η1|
2)∂s∂η1,j f̂(s, η1)Pk1(η1)dη1ds
(4.20)
− iPk(ξ)
∫ t
1
∫
η1
ξlη1,j
|η1|2
∂sV̂ (s, ξ − η1)
|ξ|2 − |η1|2 + iβ
eis(|ξ|
2−|η1|
2)∂η1,j f̂(s, η1)Pk1(η1)dη1ds
(4.21)
Now we use (2.1) to find that
∂t∂ξj f̂(t, ξ) = 2tξje
it|ξ|2
∫
R3
V̂ (t, ξ − η1)e
−it|η1|
2
f̂(t, η1)dη1(4.22)
− ieit|ξ|
2
∫
R3
x̂jV (t, ξ − η1)e
−it|η1|
2
f̂(s, η1)dη1
+ 2
∫
R3
tη1,je
it(|ξ|2−|ξ−η1|
2−|η1|
2)f̂(t, η1)f̂(t, ξ − η1)dη1
− i
∫
R3
eit(|ξ|
2−|ξ−η1|
2−|η1|
2)f̂(t, η1)∂ξj f̂(t, ξ − η1)dη1
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and we plug that expression back into (4.20) and get that (4.20) is equal to
− 2 lim
β→0,β>0
∫ t
1
∫
η1
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2 + iβ
e−βs(4.23)
×
∫
R3
isξlV̂ (η1 − η2)e
is(|ξ|2−|η2|
2)f̂(s, η2)dη2dη1ds
+ lim
β→0,β>0
∫ t
1
e−βs
∫
η1
ξlη1,j
|η1|2
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2 + iβ
eis(|ξ|
2−|η1|
2)(4.24)
×
∫
R3
x̂jV (η1 − η2)f̂(s, η2)dη1dη2ds
− 2 lim
β→0,β>0
∫ t
1
e−βs
∫
η1
ξlη1,j
|η1|2
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2 + iβ
(4.25)
×
∫
R3
isη2,je
is(|ξ|2−|η1−η2|
2−|η2|
2)f̂(s, η2)f̂(s, η1 − η2)dη2dη1ds
+ lim
β→0,β>0
∫ t
1
e−βs
∫
η1
ξlη1,j
|η1|2
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2 + iβ
(4.26)
×
∫
R3
eis(|ξ|
2−|η1−η2|
2−|η2|
2)f̂(s, η2)∂η1,j f̂(s, η1 − η2)dη2dη1ds
(Note the fact that the factor
ξlη1,j
|η1|2
is not present in (4.23) due to the summation
in j.)
In conclusion we proved the following lemma:
Lemma 4.1. We have
Pk(ξ)∂ξl f̂(t, ξ) =
∑
k1∈Z
(4.1) + (4.2) + (4.4) + (4.5)
+
∑
|k−k1|61
(
(4.14) + (4.15) + (4.16) + (4.18)
+ (4.19) + (4.21) + (4.23) + (4.24) + (4.25) + (4.26)
)
+
∑
|k−k1|>1
(4.12) + (4.6) + (4.9) + (4.11) + (4.10) + (4.7)
We will show in Section 5 that the following estimates hold:
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Proposition 4.2. We have the following estimates:
∥∥∥∥∥ ∑
k1∈Z
(4.1) + (4.2) +
∑
|k−k1|>1
(4.6) + (4.7) + (4.9) + (4.10)
+
∑
|k−k1|61
(4.14) + (4.15) + (4.16) + (4.18) + (4.19) + (4.21)
∥∥∥∥∥
L∞t L
2
x
. ε1δ∥∥∥∥∥ ∑
k1∈Z
(4.4) + (4.5)
∥∥∥∥∥
L∞t L
2
x
. ε21∥∥∥∥∥ ∑
|k−k1|>1
(4.12)
∥∥∥∥∥
L∞t L
2
x
. ε21δ
Remark 4.3. In this proposition we included two terms that are not strictly speak-
ing part of the iteration, but that appear when taking a derivative of f̂(ξ)Pk(ξ),
namely (4.1) and (4.2).
We will also see that we have the following as a consequence of Section 7:
Proposition 4.4. We have the following estimates:
∥∥∥∥∥ ∑
|k−k1|61
(4.24)
∥∥∥∥∥
L∞t L
2
x
. ε1δ
2
∥∥∥∥∥ ∑
|k−k1|61
(4.25) + (4.26)
∥∥∥∥∥
L∞t L
2
x
. ε21δ
Note that all the terms from the previous lemma have been mentioned in the
propositions above except for (4.11) and (4.23). That is because they will not be
estimated in their current form. Informally speaking, notice that they look very
similar to the integral term we started with (namely (4.3)), but with a V factor on
the left. Therefore to handle them, we will repeat the procedure we just carried
out for (4.3) on the integral in η1 in these terms. This is what we set out to do in
the remainder of this section.
4.2. Further expansions. Here we explain how to deal with (4.11) and (4.23). As
mentioned previously, this will be done by repeating the procedure used on (4.3).
Ultimately we will obtain an expression of ∂ξl f̂ as an infinite series.
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The first step is to recombine part of the sum over k1. More precisely we write
(4.11) = 2
∑
|k−k1|>1
∫ t
1
∫
R3
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
×
∫
η2
isξlV̂ (s, η1 − η2)e
is(|ξ|2−|η2|
2)f̂(s, η2)dη2dη1ds
= 2
∫ t
1
∫
R3
Pk(ξ)P6k−2(η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
×
∫
η2
isξlV̂ (s, η1 − η2)e
is(|ξ|2−|η2|
2)f̂(s, η2)dη2dη1ds
+ 2
∑
k1>k+1
∫ t
1
∫
R3
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
×
∫
η2
isξlV̂ (s, η1 − η2)e
is(|ξ|2−|η2|
2)f̂(s, η2)dη2dη1ds
Therefore we are left with three terms that were not estimated:
(4.11) + (4.23) =
2
∫ t
1
∫
R3
Pk(ξ)P6k−2(η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
(4.27)
×
∫
η2
isξlV̂ (s, η1 − η2)e
is(|ξ|2−|η2|
2)f̂(s, η2)dη2dη1ds
+ 2
∑
k1>k+1
∫ t
1
∫
R3
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
(4.28)
×
∫
η2
isξlV̂ (s, η1 − η2)e
is(|ξ|2−|η2|
2)f̂(s, η2)dη2dη1ds
− 2
∑
|k−k1|61
∫ t
1
∫
R3
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
(4.29)
×
∫
η2
isξlV̂ (s, η1 − η2)e
is(|ξ|2−|η2|
2)f̂(s, η2)dη2dη1ds
We carry out the following operations on these terms:
We start by splitting dyadically the frequency η2 (and denote k2 the corresponding
index) and distinguish two cases depending on whether |k− k2| > 1 or |k− k2| 6 1.
We do the computations for (4.28), since the computations for the other two terms
are similar.
Case 1: |k − k2| > 1
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We integrate by parts in time. We obtain
(4.28) =
∑
k1>k+1
(
2
∫
η1
Pk(ξ)Pk1(η1)V̂ (t, ξ − η1)
|ξ|2 − |η1|2
(4.30)
×
∫
η2
itξle
it(|ξ|2−|η2|
2) V̂ (t, η1 − η2)
|ξ|2 − |η2|2
f̂k2(t, η2)dη2dη1
−2
∫ t
1
∫
η1
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
∫
η2
isξle
is(|ξ|2−|η2|
2) V̂ (s, η1 − η2)
|ξ|2 − |η2|2
(4.31)
× Pk2(η2)e
is|η2|
2
∫
η3
e−is|η3|
2
f̂(s, η3)V̂ (s, η2 − η3)dη3dη2dsdη1
+ {similar terms 1}
)
Note that there is an implicit summation in j in the terms above.
By similar terms we mean the other boundary term, the terms obtained when the
time derivative hits the V factors or the s, as well as the bilinear part of the term
obtained when it hits the profile. We will see in Section 7 that the method used to
estimate (4.30) can be straightforwardly adapted to estimate all these better terms.
For completeness we included the precise expressions of these terms in the appendix.
The first term (4.30) is the main boundary term. It is similar to the term (4.6)
from the first expansion. The term (4.31) is the potential part of the term obtained
when the time derivative hits the profile. It is similar to the term we started with
(namely (4.3)), the main difference being the extra V factor on the left. To get the
full expansion, we will keep integrating this term by parts in time.
Case 2: |k − k2| 6 1
We start by integrating by parts in η2 and obtain
(4.28) =
−
∫ t
1
∫
η1
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
(4.32)
×
∫
η2
eis(|ξ|
2−|η2|
2) ξlη2,j
|η2|2
V̂ (s, η1 − η2)Pk2(η2)∂η2,j f̂(s, η2)dη2dη1ds
−
∫ t
1
∫
η1
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
(4.33)
×
∫
η2
eis(|ξ|
2−|η2|
2) ξlη2,j
|η2|2
∂η2,j V̂ (s, η1 − η2)f̂k2(s, η2)dη2dη1ds
+ {similar terms 2}
Here by similar terms we mean the term obtained when the η2 derivative falls on
the localization or on the kernel. They are written explicitely in the appendix.
Again, we will see that the method used to estimate (4.33) can be adapted to these
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easier terms.
Note also that (4.33) is similar to (4.14), the difference being that there is a V
factor on the left.
Now, by analogy with the previous Subsection 4.1, we introduce a regularization of
(4.32) and then integrate by parts in time. We obtain, using (4.22):
(4.32) =
− 2
∫ t
1
∫
η1
Pk(ξ)Pk1(η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
lim
β→0,β>0
∫
η2
Pk(ξ)Pk2 (η2)V̂ (s, η1 − η2)
|ξ|2 − |η2|2 + iβ
(4.34)
× e−βs
∫
R3
isξlV̂ (s, η2 − η3)e
is(|ξ|2−|η3|
2)f̂(s, η3)dη3dη2dη1ds
+
∫
η1
Pk(ξ)Pk1 (η1)V̂ (t, ξ − η1)
|ξ|2 − |η1|2
lim
β→0,β>0
e−βt
(4.35)
×
∫
η2
ξlη2,j
|η2|2
Pk(ξ)Pk2 (η2)V̂ (t, η1 − η2)
|ξ|2 − |η2|2 + iβ
eit(|ξ|
2−|η2|
2)∂η2,j f̂(t, η2)Pk2(η2)dη2dη1
+ i
∫ t
1
∫
η1
Pk(ξ)Pk1(η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
lim
β→0,β>0
∫
η2
ξlη2,j
|η2|2
Pk(ξ)Pk2 (η2)V̂ (s, η1 − η2)
|ξ|2 − |η2|2 + iβ
(4.36)
×
∫
R3
x̂jV (s, η2 − η3)e
is(|ξ|2−|η3|
2)f̂(s, η3)dη3dη2dη1ds
− 2
∫ t
1
∫
η1
Pk(ξ)Pk1(η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
lim
β→0,β>0
∫
η2
ξlη2,j
|η2|2
Pk(ξ)Pk1 (η2)V̂ (s, η1 − η2)
|ξ|2 − |η2|2 + iβ
(4.37)
×
∫
R3
isη3,je
is(|ξ|2−|η2−η3|
2−|η3|
2)f̂(s, η3)f̂(s, η2 − η3)dη3dη2dη1ds
+ i
∫ t
1
∫
η1
Pk(ξ)Pk1(η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
lim
β→0,β>0
∫
η2
ξlη2,j
|η2|2
Pk(ξ)Pk2 (η2)V̂ (s, η1 − η2)
|ξ|2 − |η1|2 + iβ
(4.38)
×
∫
R3
eis(|ξ|
2−|η2−η3|
2−|η3|
2)f̂(s, η3)∂η2,j f̂(s, η2 − η3)dη3dη2dη1ds
+ {similar terms 3}
Note that in (4.34) the factor
ξlη2,j
|η2|2
is absent due to the summation on j.
Here we elected to write the localizations in ξ and in η2 several times. This will be
useful when obtaining estimates. Indeed it allows us to keep track of the localiza-
tion when the V term and the profile are considered separately.
The better terms will be bounded similarly to (4.35). Their explicit expressions are
written in the appendix.
At this point, by analogy with the previous subsection, we expect to be able to
estimate all the terms effectively except the analogs of (4.11) and (4.23) (namely
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(4.31) and (4.34)). Since they are both similar to the term we started with (namely
(4.3)) we use the same procedure on them: we start by splitting the η3 frequency
dyadically (k3 denotes the corresponding exponent).
If |k − k3| > 1 then we integrate by parts in time in these terms.
If |k − k3| 6 1 then we first integrate by parts in η2 and then in time.
Now if we iterate this process, at the n−th step of the iteration we obtain:
• Analogs of (4.31) and (4.34) that will be integrated by parts in time at the
next step.
• Analogs of the remainder terms (namely (4.30), (4.36), (4.33), (4.35), (4.37)
and (4.38)), but with extra V factors on the left.
More precisely at the n−th step of the iteration the following remainder terms
appear:
first the n−th iterate of (4.30):
F−1ξ I
n
1 f :=
∫ t
1
∫ n−1∏
γ=1
V̂ (s, ηγ−1 − ηγ)Pkγ (ηγ)Pk(ξ)
|ξ|2 − |ηγ |2
dη1...dηn−2
×
∫
ηn
ξlηn,j
|ηn|2
∂n,j V̂ (s, ηn−1 − ηn)e
is(|ξ|2−|ηn|
2)f̂kn(s, ηn)dηndηn−1ds
The n−th iterate of (4.36)
F−1ξ I
n
2 f :=
∫ t
1
∫ n−1∏
l=1
V̂ (s, ηl−1 − ηl)Pkl(ηl)Pk(ξ)
|ξ|2 − |ηl|2
dη1...dηn−2
ξlηn−1,j
|ηn−1,j |2
×
∫
ηn
x̂jV (s, ηn−1 − ηn)e
is(|ξ|2−|ηn|
2)f̂(s, ηn)dηndηn−1ds
The n−th iterate of (4.33):
F−1ξ I
n
3 f :=
∫ n−1∏
γ=1
V̂ (t, ηγ−1 − ηγ)Pkγ (ηγ)Pk(ξ)
|ξ|2 − |ηγ |2
dη1...dηn−2
×
∫
ηn
ξl
V̂ (t, ηn−1 − ηn)
|ξ|2 − |ηn|2
eit(|ξ|
2−|ηn|
2)t̂fkn(t, ηn)dηndηn−1
The n−th iterate of (4.35):
F−1ξ I
n
4 f =
∫ n−1∏
γ=1
V̂ (t, ηγ−1 − ηγ)Pkγ (ηγ)Pk(ξ)
|ξ|2 − |ηγ |2
dη1...dηn−2
×
∫
ηn
ξlηn,j
|ηn|2
Pk(ξ)V̂ (t, ηn−1 − ηn)
|ξ|2 − |ηn|2
eit(|ξ|
2−|ηn|
2)∂ηn,j f̂(t, ηn)Pkn(ηn)dηndηn−1
The n−th iterate of (4.37):
F−1ξ I
n
5 f :=
∫ t
1
∫ n−1∏
l=1
V̂ (s, ηl−1 − ηl)Pkl(ηl)Pk(ξ)
|ξ|2 − |ηl|2
dη1...dηn−2
ξlηn−1,j
|ηn−1|2
×
∫
ηn
∂ηn,j f̂(s, ηn−1 − ηn)e
is(|ξ|2−|ηn−ηn−1|
2−|ηn|
2)f̂(s, ηn)dηndηn−1ds
ASYMPTOTIC BEHAVIOR OF QUADRATIC NLS WITH POTENTIAL 23
and finally the n−th iterate of (4.38)
F−1ξ I
n
6 f :=
∫ t
1
∫ n−1∏
l=1
V̂ (s, ηl−1 − ηl)Pkl(ηl)Pk(ξ)
|ξ|2 − |ηl|2
dη1...dηn−2
ξlηn−1,j
|ηn−1|2
×
∫
ηn
isηn,j f̂(s, ηn−1 − ηn)e
is(|ξ|2−|ηn−1−ηn|
2−|ηn|
2)f̂(s, ηn)dηndηn−1ds
Note that the n−th iterates differ from the corresponding term of the first expansion
by a factor of V of the form∫ n−1∏
l=1
V̂ (s, ηl−1 − ηl)Pkl (ηl)Pk(ξ)
|ξ|2 − |ηl|2
dη1...dηn−2
We used the convention η0 = ξ.
Note also that there is a slight abuse of notation here since when the i−th factor is
such that ki − k < −1 then the localization reads P6k−1(ηi) and not Pki(ηi). We
also dropped the regularizations for better legibility, which we will always do when
this n−th kernel appears.
Heuristically, we expect the analog of Proposition 4.2 to hold for these remain-
der terms, but with extra δ factors due to the additional V factors.
More precisely we will prove the following proposition in Section 7:
Proposition 4.5 (Estimating n−th iterates). Let J(n−1) := {i ∈ {1; ...;n−1}, k 6
ki − 1}.
There exists a constant C0 independent of n such that∑
kj∈J(n−1)
‖In1 ‖L∞t L2x . C
n−2
0 ε1δ
n
Similarly we have∑
kj∈J(n)
‖In2 ‖L∞t L2x ,
∑
kj∈J(n)
‖In3 ‖L∞t L2x ,
∑
kj∈J(n−1)
‖In4 ‖L∞t L2x . C
n−2
0 ε1δ
n
∑
kj∈J(n−1)
‖In5 ‖L∞t L2x ,
∑
kj∈J(n−1)
‖In6 ‖L∞t L2x . C
n−2
0 ε
2
1δ
n−1
All the implicit constants are independent of n.
5. Estimating first iterates
In this section we prove Proposition 4.2. This will also serve as a blueprint for
the estimates of higher order of Proposition 4.5.
5.1. Remainder terms. In this first subsection we bound terms that are not
present in the iteration but that arise when bounding the X−norm, namely (4.1)
and (4.2).
Lemma 5.1 (Estimating (4.1)). We have∑
k1∈Z
∥∥∥∥∥Pk(ξ)
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2)f̂k1(η1)∂ξl V̂ (s, ξ − η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
. ε1δ
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Proof. We use Strichartz estimates to obtain∥∥∥∥∥Pk(ξ)
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)∂ξl V̂ (s, ξ − η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
=
∥∥∥∥∥F−1Pk(ξ)
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)∂ξl V̂ (s, ξ − η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
6
∥∥∥∥∥
∫ t
1
e−is∆
(
eis∆fk1(xV )
)
ds
∥∥∥∥∥
L∞t L
2
x
. ‖eit∆fk1(xV )‖L4/3t L
3/2
x
. ‖eit∆fk1‖L4/3t L6x
‖xV ‖L∞t L2x
. ‖eit∆fk1‖L4/3t L6x
‖V ‖L∞t Bx
. min{1.1−5k1/6, 1.1k1/8}ε1δ
where we used Lemma 3.7 for the last line.
The desired result follows. 
Now we move on to the more involved term (4.2):
Lemma 5.2 (Estimating (4.2)). We have∑
k1∈Z
∥∥∥∥∥1.1−kφ′(1.1−kξ) ξl|ξ|
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)V̂ (s, ξ − η1)dη1ds
∥∥∥∥∥
L2
. ε1δ
Remark 5.3. Notice that the factor in front allows us to sum over k1 ∈ Z and
therefore obtain the corresponding estimate in Proposition 4.2.
Proof. We split the proof into several cases:
Case 1: k > 0
In this case we use Strichartz estimates to write that∥∥∥∥∥1.1−kφ′(1.1−kξ) ξl|ξ|
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)V̂ (s, ξ − η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
.
∥∥∥∥∥F−1
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)V̂ (s, ξ − η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
. ‖
(
eit∆fk1
)
V (t)‖
L
4/3
t L
3/2
x
. ‖eit∆fk1‖L4/3t L6x
‖V ‖L∞t L2x
. ‖eit∆fk1‖L4/3t L6x
δ
and the result follows using Lemma 3.7.
Case 2: k 6 0
We distinguish three subcases:
Case 2.1: k > k1 + 1
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Then from the proof of Lemma 3.3 we see that the frequency |ξ− η1| is localized at
1.1k, therefore we can write, using the same reasoning as in the previous case, that
∥∥∥∥∥1.1−kφ′(1.1−kξ) ξl|ξ|
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)V̂ (s, ξ − η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
=
∥∥∥∥∥1.1−kφ′(1.1−kξ) ξl|ξ|
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)V̂k(s, ξ − η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
. 1.1−k‖Vk‖L∞t L2x min{1.1
−5k1/6; 1.1k1/8}ε1
and now we use Bernstein’s inequality to write that
1.1−k‖Vk‖L∞t L2x . ‖Vk‖L∞t L
6/5
x
. δ
Case 2.2: |k − k1| 6 1
Then we split the ξ − η1 frequency dyadically and denote k2 the corresponding
exponent.
Note that |ξ − η1| 6 |ξ|+ |η1| 6 1.1k+1 + 1.1k+2 6 1.1k+10.
As a result k2 6 k + 10.
Now we can write, using Strichartz estimates, Bernstein’s inequality and Lemma
3.7:∥∥∥∥∥1.1−kφ′(1.1−kξ) ξl|ξ|
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)V̂k2 (s, ξ − η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
. 1.1−k‖Vk2‖L∞t L2x min{1.1
−5k1/6; 1.1k1/8}ε1
. 1.1k2−k1.1k2/2‖V ‖L∞t L1x min{1.1
−5k1/6; 1.1k1/8}ε1
. 1.1k2/2δmin{1.1−5k1/6; 1.1k1/8}ε1
Now since k 6 0, k2 6 10 and the factor in front allows us to sum over k2. The
result follows.
Case 2.3: k1 > k + 1
In this case we split the time variable dyadically. Let’s denote m the corresponding
exponent.
We must estimate
Im,k1,k := 1.1
−kφ′(1.1−kξ)
ξl
|ξ|
∫ 1.1m+1
1.1m
∫
R3
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)V̂k1(s, ξ − η1)dη1ds
where the extra localization can be placed on V since ξ−η1 has magnitude roughly
1.1k1 given k1 > k + 1.
Subcase 2.3.1: k 6 − m100 .
Then we write, using Bernstein’s inequality, Ho¨lder’s inequality and Lemma 3.5,
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that
‖Im,k1,k‖L∞t L2x . 1.1
−k1.1m sup
t≃1.1m
‖
(
eit∆fk1Vk1(t)
)
k
‖L2x
. 1.1m1.1k/2 sup
t≃1.1m
‖eit∆fk1Vk1(t)‖L1x
. 1.1m1.1k/2 sup
t≃1.1m
‖eit∆fk1‖L6x‖Vk1(t)‖L∞t L
6/5
x
. 1.1m1.1−m1.1k/2ε1‖Vk1‖L∞t L
6/5
x
. 1.1k/2ε1min{1.1
−10k1 ; 1.1k1/2}δ
. 1.1−m/200ε1min{1.1
−10k1; 1.1k1/2}δ
For the second to last line we used the definition of the B′x norm for the high fre-
quencies and Bernstein’s inequality for the low frequencies.
We can sum over k1 and m given the factors that appear.
Subcase 2.3.2: − m100 < k 6 0
In this case we use Strichartz estimates as well as Lemma 3.5:
‖Im,k1,k‖L∞t L2x . 1.1
m
100
∥∥∥∥∥
∫ 1.1m+1
1.1m
e−is∆
((
eis∆fk1
)
Vk1(s)
)
ds
∥∥∥∥∥
L2x
. 1.1
m
100 ‖1t≃1.1m
(
eit∆fk1
)
Vk1(t)‖L4/3t L
3/2
x
. 1.1
m
100 ‖1t≃1.1m
(
eit∆fk1
)
‖
L
4/3
t L
6
x
‖Vk1‖L∞t L2x
. 1.1
m
100 1.1−m/4ε1min{1.1
−10k1 ; 1.13k1/2}δ
Now notice that we can sum over m and k1 because of the factors in front. 
5.2. Easier iterate terms. Now we prove the estimates of Proposition 4.2 for the
easier terms (4.6), (4.9), (4.7), (4.10), (4.14), (4.15), (4.16).
Let’s start with (4.10):
Lemma 5.4. Assume that |k − k1| > 1. Then
∥∥∥∥∥Pk(ξ)
∫ t
1
∫
R3
iξlV̂ (s, ξ − η1)
|ξ|2 − |η1|2
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
. min{1.1k−k1 ; 1.1(k1−k)/8}δε1
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Proof. Assume first that k1 > k + 1.
We use Strichartz estimates, Lemma 3.1 and Bernstein’s inequality to write that∥∥∥∥∥Pk(ξ)
∫ t
1
∫
R3
iξlV̂ (s, ξ − η1)
|ξ|2 − |η1|2
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
.
∥∥∥∥∥
∫ t
1
e−is∆
(
F−1
∫
R3
iξlV̂ (s, ξ − η1)
|ξ|2 − |η1|2
Pk(ξ)e
−is|η1|
2
f̂k1(s, η1)dη1
)
ds
∥∥∥∥∥
L∞t L
2
x
.
∥∥∥∥∥F−1
∫
R3
ξl ̂V6k1+10(t, ξ − η1)
|ξ|2 − |η1|2
e−it|η1|
2
f̂k1(t, η1)dη1
∥∥∥∥∥
L
4/3
t L
3/2
x
. 1.1k−2k1‖eit∆fk1‖L4/3t L6x
‖V6k1+10‖L∞t L2x
. 1.1k−k1‖eit∆fk1‖L4/3t L6x
‖V ‖L∞t Bx
. 1.1k−k1δε1
where we used the dispersive estimate from Lemma 3.5 for the last line.
In the other case (if k > k1 + 1) only the last lines are different:∥∥∥∥∥Pk(ξ)
∫ t
1
∫
R3
iξlV̂ (s, ξ − η1)
|ξ|2 − |η1|2
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
. 1.1−k‖V6k+10‖L∞t L2x‖e
it∆fk1‖L4/3t L6x
. 1.1(k1−k)/8ε1δ
where we used Lemma 3.7. 
Remark 5.5. Note that the factors in k, k1 allow us to sum over k1 such that
|k1 − k| > 1 which proves the corresponding estimate in Proposition 4.2.
Now we estimate (4.14), (4.15) and (4.16). They appeared in Section 4 when
|k − k1| 6 1.
Lemma 5.6 (Estimating (4.14), (4.15), (4.16)). Assume that |k − k1| 6 1. The
following estimates hold:∥∥∥∥∥Pk(ξ)
∫ t
1
∫
η1
ξlη1,j
|η1|2
∂η1,j V̂ (s, ξ − η1)e
is(|ξ|2−|η1|
2)f̂k1(s, η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
,
∥∥∥∥∥Pk(ξ)
∫ t
1
∫
η1
∂η1,j
(
ξlη1,j
|η1|2
)
V̂ (s, ξ − η1)e
is(|ξ|2−|η1|
2)f̂k1(s, η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
. ε1δ∥∥∥∥∥Pk(ξ)
∫ t
1
∫
η1
1.1−k1
ξlη1,j
|η1|2
V̂ (s, ξ − η1)e
is(|ξ|2−|η1|
2)f̂k1(s, η1)φ
′(1.1−k1 |η1|)
η1,j
|η1|
dη1ds
∥∥∥∥∥
L∞t L
2
x
. ε1δ
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Proof. We use Strichartz estimates, as well as the bilinear estimate from Lemma
3.1 to obtain:∥∥∥∥∥Pk(ξ)
∫ t
1
∫
η1
ξlη1,j
|η1|2
∂η1,j V̂ (s, ξ − η1)e
is(|ξ|2−|η1|
2)f̂k1(s, η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
.
∥∥∥∥∥F−1
∫
R3
ξlη1,j
|η1|2
∂η1,j V̂ (s, ξ − η1)e
−it|η1|
2
f̂k1(t, η1) dη1
∥∥∥∥∥
L
4/3
t L
3/2
x
. ‖eit∆fk1‖L4/3t L6x
‖xV ‖L∞t L2x
. ε1δ
For the second inequality, we write similarly that∥∥∥∥∥Pk(ξ)
∫ t
1
∫
η1
∂η1,j
(
ξlη1,j
|η1|2
)
V̂6k+10(s, ξ − η1)e
is(|ξ|2−|η1|
2)f̂k1(s, η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
.
∥∥∥∥∥F−1ξ
∫
R3
∂η1,j
(
ξlη1,j
|η1|2
)
V̂6k+10(s, ξ − η1)e
−it|η1|
2
f̂k1(t, η1) dη1
∥∥∥∥∥
L
4/3
t L
3/2
x
. ‖eit∆fk1‖L4/3t L6x
1.1−k‖V̂6k+10‖L∞t L2x
Now since |ξ| 6 1.1k+10 ⇒ 1.1−k 6 2|ξ|
As a result we can write, using this fact and Hardy’s inequality:
1.1−k‖V̂6k+10‖L∞t L2x .
∥∥∥∥ V̂6k+10|ξ|
∥∥∥∥
L∞t L
2
x
. δ
and therefore
‖(4.15)‖L∞t L2x . ε1δ
The estimate for (4.16) is the exact same as the one for (4.15), therefore we skip
it. 
Now we move on to (4.6). These terms are present when |k − k1| > 1.
Lemma 5.7 (Estimating (4.6), (4.7)). Assume that k1 − k > 1. We have∥∥∥∥∥Pk(ξ)
∫
R3
itξlV̂ (t, ξ − η)
|ξ|2 − |η|2
eit(|ξ|
2−|η|2)f̂k1(t, η)dη
∥∥∥∥∥
L∞t L
2
x
. 1.1k−k1ε1δ
Proof. First notice that given that k1 > k + 1, we have
Pk(ξ)
∫
R3
tξlV̂ (t, ξ − η1)
|ξ|2 − |η1|2
eit(|ξ|
2−|η1|
2)f̂k1(t, η1)dη1
= eit|ξ|
2
∫
R3
tξlPk(ξ) ̂V6k1+10(t, ξ − η1)
|ξ|2 − |η1|2
e−it|η1|
2
f̂k1(t, η1)dη1
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Therefore we can use Lemma 3.1, Lemma 3.3, Bernstein’s inequality as well as
Lemma 3.5 to write that
‖(4.6)‖L∞t L2x . 1.1
k−2k1‖V6k1+10‖L∞t L3x‖te
it∆fk1‖L∞t L6x
. 1.1k−k1‖V6k1+10‖L∞t L
3/2
x
ε1
. 1.1k−k1δε1
which yields the desired result. 
The bound above allows us to sum over k1 > k + 1.
Similarly, we have the bound
Lemma 5.8 (Estimating (4.6), (4.7)). Assume that k > k1 + 1. Then we have the
bound∥∥∥∥∥Pk(ξ)
∫
R3
itξlV̂ (t, ξ − η1)
|ξ|2 − |η1|2
eit(|ξ|
2−|η1|
2)f̂k1(t, η1)dη1
∥∥∥∥∥
L∞t L
2
x
. 1.1(k1−k)/2δε1
Proof. Using Lemma 3.1, Bernstein’s inequality and Lemma 3.3 we can write:∥∥∥∥∥Pk(ξ)
∫
R3
itξlV̂ (t, ξ − η1)
|ξ|2 − |η1|2
eit(|ξ|
2−|η1|
2)f̂k1(t, η1)dη1
∥∥∥∥∥
L∞t L
2
x
. ‖teit∆fk1(t, ·)‖L∞t L∞x ‖Vk‖L∞t L2x1.1
k1.1−2k
. 1.1k1/2‖teit∆fk1(t, ·)‖L∞t L6x1.1
k/2‖V ‖L∞t Bx
. 1.1(k1−k)/2ε1δ

We can sum for k > k1 + 1 because of the factor in front.
We can also estimate (4.9) in a very similar way:
Lemma 5.9. Assume that |k − k1| > 1. Then∥∥∥∥∥Pk(ξ)
∫ t
1
∫
R3
isξl∂sV̂ (s, ξ − η1)
|ξ|2 − |η1|2
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
. min{1.1(k1−k)/2, 1.1k−k1}ε1‖∂tV ‖L1tBx
. min{1.1(k1−k)/2, 1.1k−k1}ε1δ
5.3. Estimating (4.18), (4.21), (4.19). The proof used here is essentially taken
from the work of Beceanu and Schlag ([4]). However since their proof will need to
be adapted later on in the paper, we recall the details.
Let’s start with the following useful result:
Lemma 5.10 (See lemma 5.3 and equality (5.11), [4]). Let β > 0.
Let T3(x0, x, y) be defined as(
F−1x0 Fx1,yT3
)
(ξ0, ξ1, η) :=
V̂ (ξ1 − ξ0)
|ξ1 + η|2 − |η|2 + iβ
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Then we have∫
x0
T3(x0, x, y)dx0 = F
−1
ξ,η
(
V̂ (ξ)
|ξ + η|2 − |η|2 + iβ
)
(x, y)
= C|y|−2
∫ ∞
0
e−isyˆ·(x−y/2)V̂ (−szˆ)se−
β
2s ds
:= C|y|−2L(|y| − 2x · yˆ, yˆ)
with C a constant and zˆ = z|z| .
To make the expressions more legible we dropped the dependence on β.
We will sometimes write LV to emphasize the dependence on the potential.
The following lemma provides estimates on L :
Lemma 5.11 (Proposition 6.1 of [4]). (∫
S2
∫ ∞
0
|L(r, ω)|2drdω
)1/2
. ‖V ‖L2∫
S2
∫ ∞
0
|L(r, ω)|drdω .
∑
k∈Z
1.1k/2
(∫
S2
∫
r∼1.1k
|L(r, ω)|2drdω
)1/2
. ‖V ‖B˙1/2
where we denoted
‖V ‖B˙1/2 =
∞∑
k=−∞
1.1k/2‖V (x)11.1k6|x|61.1k+1‖L2x
Notice that this norm is weaker than our controlling norm Bx, which can be seen
by applying the Cauchy-Schwarz inequality in the definition of B˙1/2.
With this result we are ready to bound (4.18), (4.19):
Lemma 5.12 (Estimating (4.18),(4.19)). We have, when |k − k1| 6 1,∥∥∥∥∥Pk(ξ)e−βt
∫
η1
ξlη1,j
|η1|2
V̂ (t, ξ − η1)
|ξ|2 − |η1|2 + iβ
eit(|ξ|
2−|η1|
2)∂η1,j f̂(t, η1)Pk1(η1)dη1
∥∥∥∥∥
L∞t L
2
x
. e−βtεδ
Proof. We prove the estimate by duality. Let g ∈ L2x.
〈Pk(ξ)e
−βt
∫
R3
ξlη1,j
|η1|2
V̂ (t, ξ − η1)
|ξ|2 − |η1|2 + iβ
eit(|ξ|
2−|η1|
2)∂η1,j f̂(t, η1)Pk1(η1)dη1, gˆ(ξ)〉
=
∫
R6
Pk(ξ)e
−βt ξlη1,j
|η1|2
V̂ (t, ξ − η1)
|ξ|2 − |η1|2 + iβ
eit(|ξ|
2−|η1|
2)∂η1,j f̂(t, η1)Pk1 (η1)dη1gˆ(ξ)dξ
= −
∫
R6
e−βt
V̂ ′(t, ξ1)
|η + ξ1|2 − |η|2 + iβ
e−it|η+ξ1|
2 (ξ1 + η)j
|ξ1 + η|2
× ∂ξ1,j f̂(t, ξ1 + η)Pk1(ξ1 + η)ηjPk(η)e
it|η|2 ¯̂gk(η)dηdξ1
where to go from the second to the third line we use the change of variables (ξ, η1)→
(η, ξ1 + η) and denoted V̂ ′(t, ξ)) = V̂ (t,−ξ).
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Now we use Plancherel’s theorem to write the term above as
〈(4.18), gˆ〉 = (2π)6
∫
R6
e−βtKβ(x, y)g1(t, y − x)f1(t, x) dxdy
where (we drop the time dependence of Kβ for convenience)
Kβ(x, z) =
∫
R6
eixξV̂ ′(t, ξ)eizη
|η + ξ|2 − |η|2 + iβ
dξdη
f1(t, x) = F
−1
(
e−it|ξ1|
2
∂ξ1,j f̂(ξ1)
ξ1,j
|ξ1|2
Pk1(ξ1)
)
g1(t, x) = F
−1
(
ηlPk(η)e
−it|η|2 gˆ(η)
)
Now using Lemma 5.10 we can replace Kβ by its expression in terms of L and
switch to polar coordinates for the variable y :
〈(4.18), gˆ〉 = C
∫
R6
1
|y|2
LV ′(|y| − 2yˆ · x, yˆ)g1(t, y − x)f1(t, x)dxdy
= C
∫
R3
∫
S2
∫ ∞
0
LV ′(ρ− 2ω · x, ω)g1(t, ρω − x)f1(t, x)dρdωdx
= C
∫
S2
∫ ∞
0
LV ′(ρ, ω)
∫
R3
1ρ>−2ω·xg1(t, 2(ω · x)− x+ ρω)f1(t, x)dxdρdω
Now using the Cauchy-Schwarz inequality in x we can write that
|〈(4.18), g〉| .
∫
S2
∫ ∞
0
|LV ′(ρ, ω)|dρdω‖f1‖L∞t L2x‖g1‖L∞t L2x
and we can conclude using the first estimate in Lemma 5.11 as well as Lemma 3.8:
|〈(4.18), g〉| . ‖V ′‖L∞t Bx‖f1‖L∞t L2x‖g1‖L∞t L2x
. ‖g‖L2δε1
and the desired result follows. 
Now let’s see how the estimate from the previous lemma gives us an estimate on
(4.18): using the lower semi-continuity of the norm, we write that∥∥∥∥∥ limβ→0,β>0Pk(ξ)e−βt
∫
η1
ξlη1,j
|η1|2
V̂ (t, ξ − η1)
|ξ|2 − |η1|2 + iβ
eit(|ξ|
2−|η1|
2)∂η1,j f̂(t, η1)Pk1(η1)dη1
∥∥∥∥∥
L∞t L
2
x
6 lim inf
β→0,β>0
∥∥∥∥∥Pk(ξ)e−βt
∫
η1
ξlη1,j
|η1|2
V̂ (t, ξ − η1)
|ξ|2 − |η1|2 + iβ
eit(|ξ|
2−|η1|
2)∂η1,j f̂(t, η1)Pk1(η1)dη1
∥∥∥∥∥
L∞t L
2
x
. ε1δ
In the sequel every regularization will be handled in that way. Therefore to make
our expressions more legible we drop the regularizing term (that is drop the limit
as β → 0 and do β = 0)
The very similar term (4.21) can be estimated in the same way:
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Lemma 5.13 (Estimating (4.21)). For |k − k1| 6 1 we have the following bound:∥∥∥∥∥Pk(ξ)
∫ t
1
∫
η1
ξlη1,j
|η1|2
∂sV̂ (s, ξ − η1)
|ξ|2 − |η1|2
eis(|ξ|
2−|η1|
2)∂η1,j f̂(s, η1)Pk1 (η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
. ε1‖∂tV ‖L1tBx
. ε1δ
5.4. The bilinear part. In this subsection we prove the estimates of Proposition
4.2 for the so-called bilinear terms, namely (4.4), (4.5) and (4.12).
Lemma 5.14. Assume that |k − k1| > 1.
The following bound holds: ∑
|k−k1|>1
‖(4.12)‖L∞t L2x . ε
2
1δ
Proof. Let’s do the proof when k < k1 − 1. The other case is similar.
First we discretize in the variable η2 and η1 − η2. We denote k2 and k3 the corre-
sponding exponents.
To bound the term, we use Strichartz estimates, Lemma 3.1, Lemma 3.3 and dis-
persive estimates:
∑
k1>k+1
‖(4.12)‖L∞t L2x .
∑
k1>k+1
∥∥∥∥∥F−1ξ
∫
η1
isξl
Pk(ξ)Pk1 (η1)V̂ (t, ξ − η1)
|ξ|2 − |η1|2
ûk2uk3(η1)
∥∥∥∥∥
L
4/3
t L
3/2
x
.
∑
k1>k+1
1.1k1.1−2k1‖Vk1‖L∞t L3‖tuk2uk3‖L4/3t L3x
.
∑
k1>k+1
1.1k−k1δ
∥∥∥∥s‖uk2‖9/10L6x ‖uk3‖9/10L6x ‖uk2‖1/10L6x ‖uk3‖1/10L6x
∥∥∥∥
L
4/3
t
.
∑
k1>k+1
1.1k−k1δ
∥∥∥∥s‖uk2‖9/10L6 ‖uk3‖9/10L6 ∥∥∥∥
L
4/3
t
∥∥∥∥‖uk2‖1/10L6 ‖uk3‖1/10L6 ∥∥∥∥
L∞t
.
∑
k1>k+1
1.1k−k1δ
(∫ t
1
(
s
ε
9/10
1
s9/10
ε
9/10
1
s9/10
)4/3
ds
)3/4
ε
2/10
1
×min{1.1−k2, 1.1k2/10}min{1.1−k3, 1.1k3/10}
. min{1.1−k2, 1.1k2/10}min{1.1−k3, 1.1k3/10}ε21δ
and that last factor can be summed on k2, k3 which yields the desired result. 
Now we prove the following lemma
Lemma 5.15 (Estimating (4.5)). The following holds:
∑
k1∈Z
∥∥∥∥∥F−1Pk(ξ)
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2−|ξ−η1|
2)f̂k1(s, η1)∂ξ f̂(s, ξ − η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
. ε21
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Proof. We start by splitting the frequency ξ − η1 The corresponding exponent is
denoted k2. We also split the time integral dyadically, and denote m the exponent:
∑
k1∈Z
Pk(ξ)
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2−|ξ−η1|
2)f̂k1(s, η1)∂ξ f̂(s, ξ − η1)dη1ds =:
T∑
m=0
∑
k1,k2∈Z
Im,k1,k2
where T = log(t).
Case 1: max{k1, k2} > m
Then we can use the bilinear estimates from Lemma 3.1: we place the high frequency
term in L2 and use the energy bound. The lower frequency term is placed in L∞
and then we use Bernstein’s inequality or the energy bound.
‖Im,k1,k2‖L∞t ,L2x . 1.1
m1.1−10max{k1,k2}min{1.1−10min{k1,k2}, 1.13min{k1,k2}/2}ε21
. 1.1−8m1.1−max{k1,k2}min{1.1−10min{k1,k2}, 1.13min{k1,k2}/2}ε21
and the last term can be summed over k1, k2 and m.
Case 2: min{k1, k2} 6 −2m
Then using again the bilinear estimates from Lemma 3.1, we place the low frequency
term in L∞ and the high frequency term in L2. Then we use Bernstein’s inequality
for the low frequency term and either Bernstein’s inequality or the energy bound
for the high frequency term.
‖Im,k1,k2‖L∞t L2x . 1.1
m1.13min{k1,k2}/2min{1.1−10max{k1,k2}, 1.13max{k1,k2}/4}ε21
. 1.1−m1.1min{k1,k2}/2min{1.1−10max{k1,k2}, 1.13max{k1,k2}/4}ε21
which can be summed.
Case 3: −2m 6 k1, k2 6 m
Then we have O(m2) terms in the sums on k1, k2 therefore a factor like 1.1
−αm
(α > 0) will be enough to ensure convergence of the sums.
Now we can bound the main term using Strichartz estimates and Lemma 3.8:
‖Im,k1,k2‖L∞t L2x =
∥∥∥∥∥
∫ 1.1m+1
1.1m
e−is∆
((
eis∆fk1
)(
eis∆(xf)k2
))
ds
∥∥∥∥∥
L∞t L
2
x
.
∥∥∥∥(eis∆fk1)(eis∆(xf)k2)∥∥∥∥
L
4/3
t L
3/2
x
. ‖eit∆fk1‖L4/3t L6x
‖(xf)k2‖L∞t L2x
. 1.1−m/4ε21

Now we move on to the most challenging term: we prove that
Lemma 5.16 (Estimating (4.4)). We have the bound
∑
k1∈Z
∥∥∥∥∥F−1Pk(ξ)
∫ t
1
∫
R3
isη1,le
is(|ξ|2−|η1|
2−|ξ−η1|
2)f̂(s, η1)f̂(s, ξ − η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
. ε21 + ε
2
1δ
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Proof. We split the frequency ξ − η1 dyadically (k2 denotes the corresponding ex-
ponent) as well as time:
ln t∑
m=0
∑
k1,k2∈Z
∫ 1.1m+1
1.1m
isη1,le
is(|ξ|2−|η1|
2−|ξ−η1|
2)f̂k1(s, η1)f̂k2(s, ξ − η1)dη1ds =:
ln t∑
m=0
∑
k1,k2∈Z
Im,k1,k2
Case 1: max{k1; k2} > m
We use the bilinear estimates of Lemma 3.1 by placing the largest frequency in
L2 and the other one in L∞ : then we use the bootstrap assumption on the high
frequency term and either Bernstein’s inequality or the energy bound for the low
frequency term:
‖Im,k1,k2‖L∞t L2x . 1.1
2m1.1max{k1;k2}1.1−10max{k1;k2}min
{
1.1−10min{k1;k2}; 1.13min{k1;k2}/2
}
ε21
. 1.1−6m1.1max{k1;k2}min
{
1.1−10min{k1;k2}; 1.13min{k1;k2}/2
}
ε21
which we can sum.
Case 2: min{k1; k2} 6 −2m
In this case we use Lemma 3.1 by placing the low frequency in L∞ and the high
frequency term in L2. Then we use Bernstein’s inequality to obtain
‖Im,k1,k2‖L∞t L2x . 1.1
2m1.1max{k1;k2}1.13min{k1;k2}/2min
{
1.1−10max{k1;k2}; 1.1max{k1;k2}/3
}
ε21
. 1.1−0.5m1.10.25min{k1;k2}1.1max{k1;k2}min
{
1.1−10max{k1;k2}; 1.1max{k1;k2}/3
}
ε21
which can be summed.
Case 3: −2m 6 k1, k2 6 m
First notice that the sum in k1, k2 has O(m
2) terms. Therefore a factor 1.1−αm
in the estimates (for some small positive real number α) will be enough to ensure
convergence of the sum in k1, k2.
When the gradient of the phase is not too small, we can integrate by parts in
η1 to gain decay in time. To quantify this more precisely, we split dyadically in
the gradient of the phase, namely ξ−2η1.We denote k3 the corresponding exponent.
Case 3.1: k3 6 −10m
Using the Cauchy-Schwarz inequality we write that∣∣∣∣∣
∫
η1
Pk3 (ξ − 2η1)sη1,le
−is|η1|
2
f̂k1(s, η1)e
−is|ξ−η1|
2
f̂k2(s, ξ − η1)dη1
∣∣∣∣∣
6
(∫
η1
Pk3(ξ − 2η1)|sη1,lf̂k1(s, η1)|
2dη1
)1/2(∫
η1
|f̂k2(s, ξ − η1)|
2dη1
)1/2
Therefore ∫
ξ
∣∣∣∣∣
∫
η1
Pk3(ξ − 2η1)sη1,lf̂k1(s, η1)f̂k2(s, ξ − η1)dη1
∣∣∣∣∣
2
dξ
6 ‖fk2‖
2
L2x
∫
ξ
∫
η1
|sη1,lf̂k1(s, η1)|
2Pk3(ξ − 2η1)dη1dξ
6 ‖fk2‖
2
L2x
‖s∇fk1‖
2
L2x
1.13k3
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As a result∥∥∥∥∥Pk(ξ)
∫ 1.1m+1
1.1m
∫
R3
isη1,le
is(|ξ|2−|η1|
2−|ξ−η1|
2)f̂k1(s, η1)f̂k2(s, ξ − η1)Pk3(ξ − 2η1)dη1ds
∥∥∥∥∥
L∞t L
2
x
. 1.12m1.1k1‖f̂k1‖L∞t L2x‖fk2‖L∞t L2x1.1
3k3/2
. 1.12m1.1−14m1.10.1k31.1k1ε21
. 1.1−11m1.10.1k3ε21
We can sum over k3. Then since there are only O(m
2) terms in the sums on k1, k2
we can sum over k1, k2.
Case 3.2: k3 > k1 − 10, k3 > −10m, and −2m 6 k1, k2 6 m
In this case we do an integration by parts in η. We obtain:
Im,k1,k2,k3 =
−
∫ 1.1m+1
1.1m
∫
R3
Pk3(ξ − 2η1)
η1,l(ξ − 2η1)j
2|ξ − 2η1|2
eis(|ξ|
2−|η1|
2−|ξ−η1|
2)∂η1,j f̂k1(s, η1)f̂k2(s, ξ − η1)dη1ds
(5.1)
−
∫ 1.1m+1
1.1m
∫
R3
Pk3(ξ − 2η1)∂η1,j
(
η1,l(ξ − 2η1)
2|ξ − 2η1|2
)
eis(|ξ|
2−|η1|
2−|ξ−η1|
2)f̂k1(s, η1)f̂k2(s, ξ − η1)dη1ds
(5.2)
−
∫ 1.1m+1
1.1m
∫
R3
Pk3(ξ − 2η1)1.1
−k1
η1,j
|η1|
φ′(1.1−k1 |η1|)
(5.3)
×
η1,l(ξ − 2η1)
2|ξ − 2η1|2
eis(|ξ|
2−|η1|
2−|ξ−η1|
2)f̂k1(s, η1)f̂k2(s, ξ − η1)dη1ds
+ {similar terms}
where similar terms refer to the case where the derivative hits the other profile, the
localization at frequency 1.1k3 (which is handled in the same way as (5.2)), or the
localization at frequency 1.1k2 (which is handled as (5.3)).
For (5.1), we can use Strichartz estimates to write that
‖(5.1)‖L∞t L2x .
∥∥∥∥∥F−1
∫
η1
Pk3(ξ − 2η1)
η1,l(ξ − 2η1)j
|ξ − 2η1|2
eis(−|η1|
2−|ξ−η1|
2)∂η1 f̂k1(s, η1)f̂k2(s, ξ − η1)dη1
∥∥∥∥∥
L
4/3
t L
3/2
x
Now we can use Lemma 3.1 with multiplier
m(ξ, η) =
η1,l(ξ − 2η1)jPk1 (η1)Pk2 (ξ − η1)Pk3 (ξ − 2η1)
|ξ − 2η1|2
which by Lemma 3.2 satisfies
‖mˇ‖L1 . 1.1
k1−k3
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And we can now conclude that
‖(5.1)‖L∞t L2x . 1.1
k1−k3‖∂η1 f̂k1‖L∞t L2x‖e
is∆fk2‖L4/3t L6x
. 1.1k1−k3‖∂η1 f̂k1‖L∞t L2x(1.1
m−4/3m)3/4ε1
. 1.1k1−k31.1−m/4ε21
Thanks to the factor in front and the condition k3 > k1 + 10 we can sum over k3.
There remains the sums in k1, k2 and m but given that there are only O(m
2) terms
in k1, k2, the factor 1.1
−m/4 is enough to make the sums converge.
Similarly for (5.2), we can write
‖(5.2)‖L∞t L2x . 1.1
k1−2k3‖f̂k1‖L∞t L2x(1.1
m−4/3m)3/4ε1
and now we use Bernstein’s inequality on the factor in L2. Since the X−norm of
fk1 controls all its Lebesgue norms down to 6/5+ we can write
‖(5.2)‖L∞t L2x . 1.1
2k1−2k31.1−0.0001k11.1−m/4ε21
but k1 > −2m therefore −0.0001k1 6 2× 0.0001m and we conclude
‖(5.2)‖L∞t L2x . 1.1
2k1−2k31.1−m/8ε21
Therefore we can sum over k3 and then over k1, k2,m as we did previously.
Finally we can bound (5.3) using a slight variation on this strategy:
‖(5.3)‖L∞t L2x . 1.1
k1−k31.1−k1‖f̂k1‖L∞t L2x‖e
it∆fk2‖L4/3t L6x
. 1.1k1−k31.1−0.0001k1(1.1m−4/3m)3/4ε21
and we conclude as we did before.
Case 3.3: −10m 6 k3 6 k1 − 10 and −2m 6 k1, k2 6 m
Note that in this case the sums on k1, k2, k3 have O(m
3) terms therefore a term like
1.1−αm in the estimates (for α > 0) is enough to ensure that all the sums converge.
Let’s start with a further restriction: notice that ξ − η = ξ − 2η + η therefore
|ξ − η| ∼ 1.1k1 ∼ 1.1k2 .
Note that, using the bilinear estimates of Lemma 3.1 and Bernstein’s inequality:
‖Im,k1,k2,k3‖L∞t L2x . 1.1
2m1.1k1‖uk1‖L∞t L∞x ‖uk1‖L∞t L2x
But by Bernstein’s inequality, the isometry property of the Schro¨dinger group and
Bernstein’s inequality again (since the X norm of fk1 controls its L
p− norms for
6/5 < p 6 2)
‖uk1‖L∞x . 1.1
3/2k1‖uk1‖L2x
. 1.13/2k1‖fk1‖L2x
. 1.12.49k1ε1
Therefore
‖Im,k1,k2,k3‖L∞t L2x . 1.1
2m1.1k11.12.49k11.10.99k1ε21
. 1.12m1.14.48k1ε21
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If k1 6 −101/224m we have can sum the expressions above.
As a result we can assume from now on that k1 > −101/224m.
Now we integrate by parts in time and obtain
Im,k1,k2,k3 = −
∫ 1.1m+1
1.1m
∫
R3
Pk3(ξ − 2η1)
isη1,l
η1 · (ξ − η1)
eis(|ξ|
2−|η1|
2−|ξ−η1|
2)∂sf̂k1(s, η1)f̂k2(s, ξ − η1)dη1ds
−
∫ 1.1m+1
1.1m
∫
R3
Pk3 (ξ − 2η1)
isη1,l
η1 · (ξ − η1)
eis(|ξ|
2−|η1|
2−|ξ−η1|
2)f̂k1(s, η1)∂sf̂k2(s, ξ − η1)dη1ds
−
∫ 1.1m+1
1.1m
∫
R3
Pk3 (ξ − 2η1)
iη1,l
η1 · (ξ − η1)
eis(|ξ|
2−|η1|
2−|ξ−η1|
2)f̂k1(s, η1)f̂k2(s, ξ − η1)dη1ds
−
∫
R3
Pk3(ξ − 2η1)
i1.1mη1,l
η1 · (ξ − η1)
ei1.1
m(|ξ|2−|η1|
2−|ξ−η1|
2)f̂k2(1.1
m, ξ − η1)f̂k1(1.1
m, η1)dη1
+
∫
R3
Pk3(ξ − 2η1)
i1.1m+1η1,l
η1 · (ξ − η1)
ei1.1
m+1(|ξ|2−|η1|
2−|ξ−η1|
2)f̂k2(1.1
m+1, ξ − η1)f̂k1(1.1
m+1, η1)dη1
Let’s start with the easier boundary terms. They both have the form:
Jm,k1,k2 =
∫
η1
itη1,l
η1 · (ξ − η1)
eit(|ξ|
2−|η1|
2−|ξ−η1|
2)f̂k1(s, η1)f̂k2(s, ξ − η1)Pk3(ξ − 2η1)dη1
for t ≃ 1.1m.
Let
m(ξ, η) =
η1,lPk1(η1)Pk2(ξ − η1)Pk3(ξ − 2η1)
η1 · (ξ − η1)
Using Lemma 3.4:
‖mˇ‖L1 . 1.1
−k1
Now we can use L3 − L6 bilinear estimates from Lemma 3.1 as well as dispersive
estimates to write that
‖Jm,k1,k2‖L∞L2 . 1.1
m1.1−k11.1−m1.1−m/2ε21
. 1.1m1.1101/224m1.1−3m/2ε21
where for the last line we used the restriction above on k1 : k1 > −101/224 ⇒
−k1 < 101/224 ≃ 0.45.
Now notice that we have O(m3) terms in our sums over k1, k2, k3. Therefore the
bound above is enough to ensure convergence.
Let’s look at the most threatening part:∫ 1.1m+1
1.1m
∫
η1
isη1,l
η1 · (ξ − η1)
eis(|ξ|
2−|η1|
2−|ξ−η1|
2)∂sf̂k1(s, η1)f̂(s, ξ − η1)dη1ds
=
∫ 1.1m+1
1.1m
∫
η1
isη1,l
η1 · (ξ − η1)
eis(|ξ|
2−|ξ−η1|
2)f̂(s, ξ − η1)Pk1(η1)
∫
η2∈R3
V̂ (s, η1 − η2)û(s, η2)dη2dη1ds
+
∫ 1.1m+1
1.1m
∫
η1
isη1,l
η1 · (ξ − η1)
eis(|ξ|
2−|ξ−η1|
2)f̂(s, ξ − η1)Pk1(η1)
∫
R3
û(η1 − η2)û(s, η2)dη2dη1ds
:= I + II
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Estimate on I:
We use Strichartz estimates, Bernstein’s inequality and Lemma 3.4 to write that
‖I‖L∞t L2x .
∥∥∥∥∥F−1
∫
η1
Pk1 (η1)
isη1,l
η1 · (ξ − η1)
F(V u)(s, η1)ûk2(s, ξ − η1)
∥∥∥∥∥
L
4/3
t L
3/2
x
. 1.1−k1‖t(V u)k1‖L∞t L2x‖uk2‖L4/3t L6x
. ‖t(V u)k1‖L∞t L
6/5
x
‖u‖
L
4/3
t L
6
x
. ‖tu‖L∞t L6x‖V ‖L∞t Bx1.1
−m/4ε1
But now from Lemma 3.6 we have that
‖tu‖L∞t L6x . 1.1
0.01mε1
therefore
‖I‖L∞t L2x . 1.1
−m/41.10.01mδε1
As it was the case above, we have O(m3) terms in our sums over k1, k2, k3. There-
fore the bound above is enough to ensure convergence.
Estimate on II : We use Strichartz’s inequality as well as Bernstein’s inequality,
dispersive estimates and Lemma 3.4 to write that
‖II‖L∞t L2x .
∥∥∥∥∥F−1
∫
η1
isη1,lPk1(η1)
η1 · (ξ − η1)
F(u2)(s, η1)ûk2(s, ξ − η1)dη1
∥∥∥∥∥
L
4/3
t L
3/2
x
. 1.1m1.1−k1‖u2‖L∞t L2x‖uk2‖L4/3t L6x
. 1.1m1.1−k1‖u‖2L∞t L4x‖uk2‖L4/3t L6x
Recall that from Lemma 3.6 we have that
‖u‖L4x . 1.1
−0.745mε1
therefore using again the fact that k1 > −101/224, we have
‖II‖L∞t L2x . 1.1
m1.1101/224m1.1−1.49m1.1−m/4ε21
Since there are O(m3) terms in the sum over k1, k2 and k3 we can sum and deduce
the desired result in this case. 
6. Some multilinear analysis
The main goal of this section is to adapt Lemma 3.1 to the setting of n−th
iterates, namely with the additional V factors. We also prove some results that will
be useful when bounding the iterates by induction in the next section.
We start by recording various representation formulas for the kernels that appear
in front of all the n−th iterates, namely∫ n−1∏
l=1
V̂ (s, ηl−1 − ηl)Pkl(ηl)Pk(ξ)
|ξ|2 − |ηl|2
dη1...dηn−2 =
∫ n−1∏
l=1
V̂ ′(s, ηl − ηl−1)Pkl(ηl)Pk(ξ)
|ξ|2 − |ηl|2
dη1...dηn−2
Where V̂ ′(t, ξ) = V̂ (t,−ξ). In what follows we will sometimes abuse notations and
write V instead of V ′. We also used the convention η0 = ξ.
Note also that there is another slight abuse of notation here since when the i−th
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factor is such that ki − k < −1 then the localization reads P6k−1(ηi) and not
Pki(ηi). We also dropped the regularizations for better legibility, which we will
always do when this n−th kernel appears.
In this whole section since the estimates are written for fixed times, we drop the
time-dependence of the potential to improve legibility.
Now we relabel ξ as η and ηn as ξn + η we end up with the expression∫ n−1∏
l=1
V̂ ′(ξl − ξl−1)Pkl(ξl + η)Pk(η)
|ξl + η|2 − |η|2
dξ1...dξn−2
These kernels are very close to expressions that appear in [4]. Therefore we will
see that we can adapt some results of this paper in our setting (note however that
because of the frequency localizations we cannot use the results of [4] directly).
We will then be in a position to prove the generalizations of bilinear estimates
needed to bound the iterates of the remainder terms from the expansion.
6.1. Notations and useful formulas.
6.1.1. Notations. In this section we introduce some notations from [4] and record
some formulas that will be useful in subsequent sections.
Let’s define
Kn−1(x, z) = F
−1
ξn−1,η
∫ n−1∏
γ=1
V̂ ′(ξγ − ξγ−1)Pkγ (ξγ + η)Pk(η)
|ξγ + η|2 − |η|2
dξ1...dξn−2
where by convention ξ0 = 0.
It is also understood that if n = 2 then there is no integration.
Note also that Kn−1 depends on the kγ ’s, but to improve legibility we do not ex-
plicitely write the dependence.
It is convenient to consider the following kernel
Gn−1(x0, x, y) = F
−1
ξ0,ξn−1,η
∫ n−1∏
γ=1
V̂ ′(ξγ − ξγ−1)Pkγ (ξγ + η)Pk(η)
|ξγ + η|2 − |η|2
dξ1...dξn−2
Now we are led to defining the following operation ⊛ for kernels on
(
R3
)3
:
F−1x0 Fx2,y
(
T1 ⊛ T2
)
(ξ0, ξ2, η)
=
∫
R3
(
F−1x0 Fx1,yT1
)
(ξ0, ξ1, η)
(
F−1x1 Fx2,yT2
)
(ξ1, ξ2, η)dξ1
which was introduced by Beceanu in [2].
In physical space this becomes
(T1 ⊛ T2)(x0, x2, y) =
∫
R6
T1(x0, x1, y1)T2(x1, x2, y − y1)dx1dy1
It is also convenient to introduce the following kernels:
Let’s define T1(x0, x, y) as(
F−1x0 Fx1,yT1
)
(ξ0, ξ1, η) :=
V̂ ′(ξ1 − ξ0)Pk(η)Pk1 (ξ1 + η)
|ξ1 + η|2 − |η|2
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Let also T2(x0, x, y) be the kernel defined by(
F−1x0 Fx1,yT2
)
(ξ0, ξ1, η) :=
V̂ ′(ξ1 − ξ0)Pk(η)P6k−2(ξ1 + η)
|ξ1 + η|2 − |η|2
Recall also that we defined earlier in Lemma 5.10 a kernel that appears in the work
of Beceanu and Schlag:(
F−1x0 Fx1,yT3
)
(ξ0, ξ1, η) :=
V̂ ′(ξ1 − ξ0)
|ξ1 + η|2 − |η|2
Now with the notations introduced above we can write that
Gn−1 = Ti1 ⊛ Ti2 ⊛ ...⊛ Tin−1
where ij ∈ {1; 2; 3}.
We will also denote this expression G
i1,...,in−1
n−1 . Note that in practice in what follows
only in will possibly be equal to 3.
6.1.2. Three useful formulas. We record three useful representations of the kernels:
Lemma 6.1. We have
Kn−1(x, y) =
∫
R6
Kn−2(x
′, y′)Tin−1(x
′, x, y − y′) dx′dy′(6.1)
Proof. By definition
Fx,yKn−1(ξn, η) = F
−1
x0 Fx,yG
i1,...,in−1
n−1 (0, ξn, η)
Therefore since
Gn−1 =
(
Ti1 ⊛ Ti2 ⊛ ...
)
⊛ Tin−1
= Gn−2 ⊛ Tin−1
we can write
Kn−1(x, y) =
∫
R3
G
i1,...,in−1
n−1 (x0, x, y)dx0
=
∫
R9
G
i1,...,in−2
n−2 (x0, x
′, y′)Tin−1(x
′, x, y − y′) dx0dx
′dy′
=
∫
R6
Kn−2(x
′, y′)Tin−1(x
′, x, y − y′) dx′dy′

We will also sometimes denote that expression K
i1,...,in−1
n−1 .
Now we prove a formula that is useful when proving bounds on the iterates:
Lemma 6.2. Let f be a Schwartz function.
We have the following:∫
R3
f(x0)T1(x0, x, y) dx0 = F
−1
x,y
f̂V (ξ1)Pk(η)Pk1 (ξ1 + η)
|ξ1 + η|2 − |η|2
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Proof. Indeed we can write
Fx,y
∫
R3
f(x0)T1(x0, x, y)dx0 =
∫
R3
f̂(ξ0)F
−1
x0 Fx,yT1(ξ0, ξ1, η)dξ0
=
∫
R3
f̂(ξ0)V̂ (ξ1 − ξ0)Pk(η)Pk1 (ξ1 + η)
|ξ1 + η|2 − |η|2
dξ0
=
f̂V (ξ1)Pk(η)Pk1 (ξ1 + η)
|ξ1 + η|2 − |η|2
and similarly for T2, T3. 
Finally as a consequence of the two previous formulas we have the following
Lemma 6.3. Let x, y′, y′′ ∈ R3. Assume that x′′ 7→ Kn−2(x′′, y′′) is a Schwartz
function in x′′.
Then ∫
R3
Kn−2(x
′′, y′′)T3(x
′′, x, y′ − y′′)dx′′ =
1
|y′ − y′′|2
LV (·)Kn−2(·,y′′)(|y
′ − y′′| − 2 ̂(y′ − y′′) · x, ̂(y′ − y′′))
If kn−1 − k > 1 then∫
R3
Kn−2(x
′′, y′′)T1(x
′′, x, y′ − y′′)dx′′ =∫
z
(
V (·)Kn−2(·, y
′′)
)
6kn−1+10
mˇ(x− z, y)dz
where we denoted
m(ξn−1, η) =
Pk(η)Pkn−1(ξn−1 + η)
|ξn−1 + η|2 − |η|2
Proof. For the first formula we use Lemma 6.2 to write that∫
R3
Kn−2(x
′′, y′′)T3(x
′′, x, y′ − y′′)dx′′ = F−1x,y
F
(
V (·)Kn−2(·, y′′)
)
(ξn−1)Pk(η)Pkn−1 (ξn−1 + η)
|ξn−1 + η|2 − |η|2
and then use Lemma 5.10 to obtain the result.
For the second formula we start similarly and write that∫
R3
Kn−2(x
′′, y′′)T3(x
′′, x, y′ − y′′)dx′′
= F−1x,y
F
(
V (·)Kn−2(·, y′′)
)
(ξn−1)Pk(η)Pkn−1(ξn−1 + η)
|ξn−1 + η|2 − |η|2
= F−1x,y
F
(
V (·)Kn−2(·, y′′)
)
(ξn−1)P6kn−1+10(ξn−1)Pk(η)Pkn−1(ξn−1 + η)
|ξn−1 + η|2 − |η|2
=
∫
z
(
V (·)Kn−2(·, y
′′)
)
6kn−1+10
mˇ(x− z, y)dz

Remark 6.4. In practice when writing our estimates we can remove the Schwartz
assumption in the previous lemma by a standard approximation argument.
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6.2. Useful lemmas for the iteration. Let’s recall a useful result of Beceanu
and Schlag: (here we actually state a weaker version of their result: we use our
Bx norm to write the estimates and not the B˙
1/2 norm. See [4] for the original
statement)
Lemma 6.5 (see Lemma 6.2, [4]). Let K31 (x, y) =
∫
R3
T3(x0, x, y)dx0. Let v be a
Schwartz function.
Then
‖v(x)K31 (x, y)‖L1yBx . ‖〈x〉v‖Bx‖V ‖Bx
Let f be Schwartz function. Let
K˜31 (x, y) =
∫
R3
f(x0)T3(x0, x, y)dx0
Then
‖K˜31(x, y)‖L∞x L1y . ‖fV ‖Bx
‖v(x)K˜31 (x, y)‖L1yBx . ‖〈x〉v(x)‖Bx‖fV ‖L1yBx
We need to prove a similar statement for K11 and K
2
1 . We cannot directly use
the result above due to the frequency localizations present for example in T1. The
remainder of this subsection is devoted to proving similar results for our kernels.
We begin with the easier case:
Lemma 6.6. Let v be a Schwartz function.
With the notations introduced in the previous subsection, we have when k1 > k+1 :
‖v(x)K11 (x, y)‖L1yBx . 1.1
θk1‖〈x〉v‖Bx‖V ‖Bx
for any θ ∈ [−1/2; 1]
We also have
‖v(x)K21 (x, y)‖L1yBx . ‖〈x〉v‖Bx‖V ‖Bx
Proof. Let’s treat the first case:
Write that
‖v(x)K11 (x, y)‖L1yBx 6 ‖v‖Bx‖K
1
1(x, y)‖L1yL∞x
and by Lemma 6.3
K11 (x, y) =
∫
z
V6k1+10(z)mˇ(x − z, y) dz
where
m(ξ, η) =
Pk(η)Pk1 (ξ + η)
|ξ + η|2 − |η|2
Using Lemma 3.3 and Bernstein’s inequality:
‖K11(x, y)‖L1yL∞x . 1.1
−2k1‖V6k1+10‖L∞x
. 1.1θk1‖V ‖Bx
The second case is treated similarly, therefore we omit the proof. 
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Now we treat the more difficult case, that is when the denominator is singular.
The proof uses the same ideas as Lemma 6.2 of [4], with some extra technicalities.
As stated above, the main difference is that there are the frequency localizations,
which prevent us from using the result directly.
Lemma 6.7. Let v be a Schwartz function.
We have, when |k − k1| 6 1 :
‖v(x)K11 (x, y)‖L1yBx . ‖〈x〉v‖Bx‖V ‖Bx
Proof. We have
K11(x, y) = F
−1
ξ,η
(
V̂ (ξ)Pk(η)Pk1 (ξ + η)
|ξ + η|2 − |η|2 + i0
)
= F−1ξ,η
(
V̂ (ξ)P6k+10(ξ)Pk(η)Pk1 (ξ + η)
|ξ + η|2 − |η|2 + i0
)
= (2π)6F−1ξ,η
(
V̂6k+10(ξ)
|ξ + η|2 − |η|2 + i0
)
⋆ F−1ξ,η
(
Pk(η)Pk1 (ξ + η)
)
= (2π)6
(
1
|y|2
LV6k+10(|y| − 2yˆ · x, yˆ)
)
⋆
(
φk1 (x)φk(y − x)
)
= (2π)6
∫
z
∫
u
1
|z|2
LV6k+10(|z| − 2zˆ · (x − u), zˆ)φk1(u)φk(y − z − u) dzdu
where the first Fourier transform comes from Lemma 5.10.
In the second Fourier transform we denoted
φk(x) = F
−1(Pk(ξ)) = 1.1
3kφˇ(1.1kx)
where φ is the function introduced in the notation section of the paper.
We must estimate
∫
y
∥∥∥∥∥v(x)
∫
z
∫
u
1
|z|2
LV6k+10(|z| − 2zˆ · (x− u), zˆ)φk(u)φk1(y − z − u) dzdu
∥∥∥∥∥
Bx
dy
.
∫
y
∥∥∥∥∥v(x)1|x|.1
∫
z
∫
u
1
|z|2
LV6k+10(|z| − 2zˆ · (x− u), zˆ)φk(u)φk1 (y − z − u) dzdu
∥∥∥∥∥
L2x
dy
+
∫
y
∞∑
p=1
1.12p
∥∥∥∥∥v(x)1|x|∼1.1p
∫
z
∫
u
1
|z|2
LV6k+10(|z| − 2zˆ · (x − u), zˆ)φk(u)φk1 (y − z − u) dzdu
∥∥∥∥∥
L2x
dy
:= I + II
Let’s handle I:
using Minkowski’s inequality and switching to polar coordinates in the z variable,
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we write that
I 6
∫
y
∥∥∥∥∥v(x)1|x|.1
∫
z
∫
u
1
|z|2
LV6k+10(|z| − 2zˆ · (x − u), zˆ)φk(u)φk1 (y − z − u) dzdu
∥∥∥∥∥
L2x
dy
6
∫
u
∫
z
∫
y
∥∥∥∥∥v(x)1|x|.1 1|z|2LV6k+10(|z| − 2zˆ · (x− u), zˆ)φk(u)φk1 (y − z − u)
∥∥∥∥∥
L2x
dydzdu
6
∫
y
|φk1(y)|dy
∫
u
|φk(u)|
∫
ω
∫
r
‖v(x)1|x|.1LV6k+10(r − 2ω · (x− u), ω)‖L2xdrdωdu
Then we split this term depending on whether r or x−u dominates in the argument
of L, and use the Cauchy-Schwarz inequality:
I .
∞∑
q=0
∫
|u|∼1.1q
|φk(u)|
∑
l>q+10
∫
S2
∫
r∼1.1l
‖v(x)1|x|.1LV6k+10(r − 2ω · (x− u), ω)‖L2xdrdωdu
+
∞∑
q=0
∫
|u|∼1.1q
|φk(u)|
∫
S2
∫
r.1.1q
‖v(x)1|x|.1LV6k+10(r − 2ω · (x− u), ω)‖L2xdrdωdu
.
∞∑
q=0
∫
|u|∼1.1q
|φk(u)|
∑
l>q+10
1.1l/2
(∫
S2
∫
r∼1.1l
‖v(x)1|x|.1LV6k+10(r − 2ω · (x− u), ω)‖
2
L2x
drdω
)1/2
du
+
∞∑
q=0
∫
|u|∼1.1q
|φk(u)|1.1
q/2
(∫
S2
∫
r.1.1q
‖v(x)1|x|.1LV6k+10(r − 2ω · (x − u), ω)‖
2
L2x
drdω
)1/2
du
. ‖v(x)1|x|.1‖L2x
∫
u
|φk(u)|du
∑
l>0
1.1l/2
(∫
S2
∫
r∼1.1l
|LV6k+10(r, ω)|
2drdω
)1/2
+ ‖v(x)1|x|.1‖L2x
(∫
S2
∫
r
|LV6k+10(r, ω)|
2drdω
)1/2 ∞∑
q=0
1.1q/2
∫
u∼1.1q
|φk(u)|du
Now notice that
‖V6k+10‖B˙1/2 6 ‖V ‖Bx
Indeed using the Cauchy-Schwarz inequality in the sum that defines the B˙1/2−norm
we have
‖V6k+10‖B˙1/2 . ‖∂ξj
(
V̂ (ξ)P6k+10
)
‖L2
. ‖∂ξj (V̂ )P6k+10‖L2 + 1.1
−k
∥∥∥∥∥V̂ (ξ)P6k+50(ξ) ξj|ξ|φ′(1.1−k|ξ|)
∥∥∥∥∥
L2
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To bound the second term notice that |ξ| . 1.1k ⇒ 1.1−k . |ξ|−1.
Therefore
1.1−k
∥∥∥∥∥V̂ (ξ)P6k+50(ξ) ξj|ξ|φ′(1.1−k|ξ|)
∥∥∥∥∥
L2
.
∥∥∥∥∥ V̂ (ξ)|ξ| P6k+50(ξ) ξj|ξ|φ′(1.1−k|ξ|)
∥∥∥∥∥
L2
.
∥∥∥∥ V̂ (ξ)|ξ|
∥∥∥∥∥
L2x
. ‖V ‖Bx
where to write the last line we used Hardy’s inequality.
In conclusion
‖V6k+10‖B˙1/2 . ‖V ‖Bx
Now we can use this fact together with the two estimates from Lemma 5.11 to write
that
∞∑
l=0
1.1l/2
(∫
r∼1.1l
|LV6k+10(r, ω)|
2drdω
)1/2
. ‖V ‖Bx
and we find that
I . ‖V ‖Bx‖v(x)1|x|.1‖L2x +
(
∞∑
q=0
1.1q/2
∫
|u|∼1.1q
φk(u)du
)
‖V6k+10‖L2‖v(x)1|x|.1‖L2x
But since φˇ has fast decay, we have the following pointwise bound
|φk(u)| .
1.13k
〈1.1k|u|〉7
Therefore
I . ‖V ‖Bx‖v(x)1|x|.1‖L2x + 1.1
−k/2‖V6k+10‖L2‖v(x)1|x|.1‖L2x
Now notice that
1.1−k/2‖V̂ P6k+10‖L2 .
∥∥∥∥ V̂ (ξ)|ξ|1/2
∥∥∥∥
L2
since |ξ| 6 1.1k ⇒ 1.1−k/2 6 |ξ|−1/2
and now we can use Hardy’s inequality to write that
I . ‖V ‖Bx‖v(x)1|x|.1‖L2x
For II we use a similar reasoning:
The terms in the sum over p are bounded using Minkowski’s inequality:
II .
∞∑
p=1
∫
u
∫
z
∫
y
1.12p
∥∥∥∥∥v(x)1|x|∼1.1p 1|z|2LV6k+10(|z| − 2zˆ · (x− u), zˆ)φk(u)φk1(y − z − u)
∥∥∥∥∥
L2x
dydzdu
=
∞∑
p=1
∫
y
|φk(y)|
∫
u
|φk(u)|
∫
z
1.12p
∥∥∥∥∥v(x)1|x|∼1.1p 1|z|2LV6k+10(|z| − 2z˜ · (x− u), z˜)
∥∥∥∥∥
L2x
dzdydu
=
∞∑
p=1
∫
y
|φk(y)|dy
∫
u
|φk(u)|
∫
ω
∫
r
1.12p‖v(x)1|x|∼1.1pLV6k+10(r − 2ω · (x− u), ω)‖L2xdrdωdu
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Now we split dyadically the variables u and r and use Cauchy-Schwarz:
∞∑
q=1
∫
|u|∼1.1q
∑
h>10+max{p,q}
|φk(u)|
∫
ω
∫
r∼1.1h
1.12p‖v(x)1|x|∼1.1pLV6k+10(r − 2ω · (x − u), ω)‖L2xdrdωdu
+
∞∑
q=1
∫
|u|∼1.1q
|φk(u)|
∫
ω
∫
r.1.1max{p,q}
1.12p‖v(x)1|x|∼1.1pLV6k+10(r − 2ω · (x− u), ω)‖L2xdrdωdu
6
∞∑
q=1
∫
|u|∼1.1q
|φk(u)|
∑
h>10+max{p,q}
1.1h/21.12p
×
(∫
ω
∫
r∼1.1h
∥∥∥∥v(x)1|x|∼1.1pLV6k+10(r − 2ω · (x− u), ω)∥∥∥∥2
L2x
drdω
)1/2
du
+
∞∑
q=1
∫
|u|∼1.1q
|φk(u)|1.1
max{p,q}/21.12p
×
(∫
ω
∫
r.1.1max{p,q}
∥∥∥∥v(x)1|x|∼1.1pLV6k+10(r − 2ω · (x− u), ω)∥∥∥∥2
L2x
drdω
)1/2
du
61.12p‖v(x)1|x|∼1.1p‖L2x
∞∑
q=1
∫
|u|∼1.1q
|φk(u)|
∑
h>10+max{p,q}
1.1h/2
(∫
ω
∫
r∼1.1h
∣∣LV6k+10(r, ω)∣∣2drdω
)1/2
du
+ 1.12p‖v(x)1|x|∼1.1p‖L2x
∞∑
q=1
∫
|u|∼1.1q
|φk(u)|1.1
max{p,q}/2
(∫
ω
∫
r.1.1max{p,q}
∣∣LV6k+10(r, ω)∣∣2drdω
)1/2
du
:=III + IV
We have
III . 1.12p‖v(x)1|x|∼1.1p‖L2x‖V ‖Bx
using Lemma 5.11 (second inequality).
For the second term we also use Lemma 5.11 (first inequality). We obtain that
IV . 1.12p‖v(x)1|x|∼1.1p‖L2x
∞∑
q=1
∫
|u|∼1.1q
|φk(u)|1.1
max{p,q}/2
(∫
ω
∫
r.1.1max{p,q}
∣∣LV6k+10(r, ω)∣∣2drdω
)1/2
du
. ‖V6k+10‖L21.1
2p‖v(x)1|x|∼1.1p‖L2x
∞∑
q=1
∫
|u|∼1.1q
|φk(u)|1.1
max{p,q}/2du
Now we can conclude as we did in the first case: we use the properties of the
localization function and Hardy’s inequality to write that the term is bounded by
a constant times ‖〈x〉v(x)‖Bx‖V (x)‖Bx , which is the result we wanted. 
Remark 6.8. Note that the estimate written here is far from optimal: the exact
same reasoning would be possible with far less spatial decay required of the potential.
However we did not strive for the best assumptions possible on the potential here.
Now we have the following corollary which we deduce from the last two lemmas.
Corollary 6.9. Let v be a Schwartz function.
Let J(n) = {j ∈ {1; ...;n}; kj − k > 1}.
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There exists a constant C0 > 0 independent of n such that for every θj ∈ [−1/2; 1],
we have
‖v(x)Kn(x, y)‖L1yBx 6 C
n
0
( ∏
j∈J(n)
1.1θjkj
)
‖〈x〉v‖Bxδ
n
Proof. Let C0 denote the smallest of the implicit contants in Lemmas 6.5, 6.6 and
6.7.
Let’s prove the result by induction on n.
The base case has already been treated in Lemmas 6.5, 6.6 and 6.7.
For the inductive step, let’s assume that in = 1 and k1 − k > 1. (the other cases
are treated similarly)
Using Lemma 6.1 and Minkowski’s inequality we can write that∫
y
‖v(x)Kn(x, y)‖Bxdy 6
∫
y′
∫
y
∥∥∥∥v(x)∫
x′
Kn−1(x
′, y′)T1(x
′, x, y − y′)dx′
∥∥∥∥
Bx
dydy′
6
∫
y′
∫
y
∥∥∥∥v(x)∫
x′
Kn−1(x
′, y′)T1(x
′, x, y)dx′
∥∥∥∥
Bx
dydy′
Now we use Lemma 6.2 to write that∫
y′
∫
y
∥∥∥∥v(x)∫
x′
Kn−1(x
′, y′)T1(x
′, x, y)dx′
∥∥∥∥
Bx
dydy′
=
∫
y′
∥∥∥∥v(x)F−1x,y(F
(
V (·)Kn−1(·, y′)
)
(ξn)Pk(η)Pkn(ξn + η)
|ξn + η|2 − |η|2
)∥∥∥∥
L1yBx
dy′
and now we can apply Lemma 6.6 to write that∥∥∥∥v(x)F−1x,y(F
(
V (·)Kn−1(·, y′)
)
(ξn)Pk(η)Pkn(ξn + η)
|ξn + η|2 − |η|2
)∥∥∥∥
L1yBx
6 C01.1
θnkn‖〈x〉v‖Bx‖V (x)Kn−1(x, y
′)‖Bx
After integrating in y′ we can conclude using the induction hypothesis. 
6.3. Some generalizations of Lemma 3.1. Now we see how to bound the n−th
iterates. We start with an analog of Lemma 3.1 adapted to the n−th iterate terms.
For the first iterate we prove:
Lemma 6.10. Let m(ξ1, ξ2, η) be a real-valued multiplier such that mˇ ∈ L1.
Then, if k1 > k + 1 we have the bound∥∥∥∥∥F−1η
∫
R3
K̂11 (ξ1, η)
∫
R3
f̂(ξ1 − ξ2)m(ξ1, ξ2, η)ĝ(ξ2 + η)dξ2dξ1
∥∥∥∥∥
Lα
. 1.1θk1‖mˇ‖L1‖V ‖Bx‖f‖Lp‖g‖Lq
where 1/p+ 1/q = 1/α and θ ∈ [−1/2; 1].
If i1 = 1 and |k1 − k| 6 1 or if i1 ∈ {2; 3} then∥∥∥∥∥F−1η
∫
R3
K̂i11 (ξ1, η)
∫
R3
f̂(ξ1 − ξ2)m(ξ1, ξ2, η)ĝ(ξ2 + η)dξ2dξ1
∥∥∥∥∥
Lα
. ‖mˇ‖L1‖V ‖Bx‖f‖Lp‖g‖Lq
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Proof. First we use Plancherel’s theorem and then use the computation of the
inverse Fourier transform carried out in the proof of Lemma 3.1, to write that
F−1η
∫
R3
K̂i11 (ξ1, η)
∫
R3
f̂(ξ1 − ξ2)m(ξ1, ξ2, η)ĝ(ξ2 + η)dξ2dξ1
= (2π)3F−1η
∫
R3
[FyK
i1
1 ](x, η)F
−1
ξ1
∫
R3
f̂(ξ1 − ξ2)m(ξ1, ξ2, η)ĝ(ξ2 + η)dξ2dx
= (2π)3F−1η
∫
R3
[FyK
i1
1 ](x, η)
∫
R6
f¯(r − x)g¯(t+ r − x)mˇ(r, t, η)eiη(x−r−t)drdtdx
=
∫
R9
f¯(r − x)g¯(t+ r − x)
∫
R3
eiη(y+x−r−t)[FyK
i1
1 ](x, η)mˇ(r, t, η)dηdxdrdt
= (2π)3
∫
R9
f¯(r − x)g¯(t+ r − x)
∫
R3
Ki11 (x, y
′)mˇ(r, t, y + x− r − t− y′)dy′dxdrdt
To write the last line we used the formula for the inverse Fourier transform of a
product.
Now we estimate the Lα norm of the expression above using duality: let h ∈ Lα
′
x ,
where α′ = αα−1 We consider the pairing of the expression above with h¯ and obtain∫
R9
f¯(r − x)g¯(t+ r − x)
∫
R3
Ki11 (x, y
′)
∫
R3
h¯(y)mˇ(r, t, x− r − t− y − y′)dydy′dxdrdt
=
∫
R9
∫
R3
f¯(r − x)g¯(t+ r − x)Ki11 (x, y
′)
(
h¯(−·) ⋆ mˇ(r, t, ·)
)
(x− r − t− y′)dxdy′drdt
At this point we split the discussion into different cases:
Case 1: i1 = 1, k1 − k > 1
We bound the expression above using Ho¨lder’s inequality in x :∫
R9
∫
R3
f¯(r − x)g¯(t+ r − x)K11 (x, y
′)
(
h¯(−·) ⋆ mˇ(r, t, ·)
)
(x− r − t+ y′)dxdy′drdt
6 ‖f‖Lp‖g‖Lq‖h‖Lα′‖K
1
1‖L1yL∞x
∫
R6
‖mˇ(r, t, ·)‖L1drdt
6 ‖f‖Lp‖g‖Lq‖h‖Lα′‖K
1
1‖L1yL∞x ‖mˇ‖L1
Then we use Lemma 6.3 to write that
K11 (x, y
′) =
∫
r
V6k1+10(x− r)mˇ
′(r, y′)dr
with
m′(ξ1, η) =
Pk(η)Pk1 (ξ1 + η)
|ξ1 + η|2 − |η|2
Using Bernstein’s inequality and Lemma 3.3 we get
‖K11‖L1yL∞x 6 ‖V6k1+10‖L∞x ‖mˇ
′‖L1 . 2
θk1‖V ‖Bx
Case 2: i1 = 2
This case is handled similarly to case 1 therefore the proof is omitted.
Case 3: i1 = 3 or i1 = 1 and |k − k1| 6 1 :
We start with i1 = 3. The other case is deduced from this by placing the localizations
on m : we replace m by Pk(η)Pk1 (ξ1 + η)m(ξ1, ξ2, η) and use Lemma 3.2.
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In this case we use the expression of K31(x, y
′) from Lemma 5.10 and switch to polar
coordinates in the y′ variable to find that∫
R9
∫
R3
f¯(r − x)g¯(t+ r − x)K31 (x, y
′)
(
h¯(−·) ⋆ mˇ(r, t, ·)
)
(x− r − t− y′)dxdy′drdt
=
∫
R9
f¯(r − x)g¯(t+ r − x)
∫
S2
∫ ∞
0
L(ρ− 2ω · x, ω)
(
h¯(−·) ⋆ mˇ(r, t, ·)
)
(x − r − t− ρω)dρdωdxdrdt
=
∫
R9
f¯(r − x)g¯(t+ r − x)
∫
S2
∫ ∞
0
1ρ>−2ω·xL(ρ, ω)
×
(
h¯(−·) ⋆ mˇ(r, t, ·)
)
(x− 2(ω · x)ω − r − t− ρω)dρdωdxdrdt
=
∫
R6
∫
S2
∫ ∞
0
L(ρ, ω)
∫
R3
1ρ>−2ω·xf¯(r − x)g¯(t+ r − x)
×
(
h(·) ⋆ mˇ(r, t, ·)
)
(x− 2(ω · x)ω − r − t− ρω)dxdρdωdrdt
Now we can conclude by applying Ho¨lder’s inequality in x and using Lemma 5.11
to bound the quantity above by(∫
S2
∫ ∞
0
|L(ρ, ω)|dρdω
)
‖f‖Lp‖g‖Lq‖h‖Lα′‖mˇ‖L1 . ‖V ‖Bx‖f‖Lp‖g‖Lq‖h‖Lα′‖mˇ‖L1
which yields the desired result. 
We also have the following n−th iterate generalization:
Lemma 6.11. Let m(ξn−1, ξn, η) be a real-valued multiplier such that mˇ ∈ L1.
Let J(n− 1) =
{
i ∈ {1; ...;n− 1}; ki > k + 1
}
.
Then for any θj ∈ [−1/2; 1] we have∥∥∥∥∥F−1η
∫
R3
̂
K
i1,...,in−1
n−1 (ξn−1, η)
∫
R3
f̂(ξn−1 − ξn)m(ξn−1, ξn, η)ĝ(ξn + η)dξndξn−1
∥∥∥∥∥
Lα
. Cn−20
( ∏
j∈J(n−1)
1.1θjkj
)
‖mˇ‖L1δ
n−1‖f‖Lp‖g‖Lq
where 1/α = 1/p+ 1/q.
The constant C0 has been defined in Corollary 6.9.
Finally the implicit constant does not depend on n here.
Proof. Again there are several cases to consider:
Case 1: in−1 = 1 and kn−1 − k > 1
We drop the i1, ..., in−1 indices to improve legibility.
We start the proof in the same way as the previous lemma:
F−1η
∫
R3
K̂n−1(ξn−1, η)
∫
R3
f̂(ξn−1 − ξn)m(ξn−1, ξn, η)ĝ(ξ1 + η)dξndξn−1
= (2π)3
∫
R9
f¯(r − x)g¯(t+ r − x)
∫
R3
Kn−1(x, y
′)mˇ(r, t, y + x− r − t− y′)dy′dxdrdt
Now we estimate the Lα norm of the expression above using duality: let h ∈ Lα
′
x .
We consider the pairing of the expression above with h¯ and obtain∫
R9
f¯(r − x)g¯(t+ r − x)
∫
R3
Kn−1(x, y
′)
∫
R3
h¯(y)mˇ(r, t, y + x− r − t− y′)dydy′dxdrdt
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which we can bound as in the previous lemma using Ho¨lder’s inequality in x by
‖f‖Lp‖g‖Lq‖Kn−1‖L1yL∞x ‖h‖Lα′‖m‖L1
Using Lemma 6.3 we can write that
Kn−1(x, y
′) =
∫
y′′
∫
r
(
Kn−2(x− r, y
′′)V (x− r)
)
6kn−1+10
mˇ′(r, y′ − y′′)drdy′′
Where
m′(ξn−1, η) =
Pk(η)Pkn−1(ξn−1 + η)
|ξn−1 + η|2 − |η|2
Therefore we can integrate in x and use Bernstein’s inequality together with Lemma
3.3 to obtain:
‖Kn−1(x, y)‖L1yL∞x . ‖mˇ
′‖L1‖
(
V (x)Kn−2(x, y)
)
6kn−1+10
‖L1yL∞x
. 1.1−2kn−1‖
(
V (x)Kn−2(x, y)
)
6kn−1+10
‖L1yL∞x
. 1.1θn−1kn−1‖V (x)Kn−2(x, y)‖L1yBx
Now we can conclude using Corollary 6.9.
Case 2: in−1 = 2
Similar to the previous case.
Case 3: in−1 = 1 and |k − kn−1| 6 1 or in−1 = 3.
As in the previous lemma, it is enough to treat the case where in−1 = 3.
In this case we use the first equality in Lemma 6.3 to write that
Kn−1(x, y
′) =
1
|y′ − y′′|2
LV (·)Kn−2(·,y′′)(|y
′ − y′′| − 2 ̂(y′ − y′′) · x, ̂(y′ − y′′))
Then we can write, switching to polar coordinates in the y′ variable, that∫
R6
1
|y′ − y′′|2
LV (·)Kn−2(·,y′′)(|y
′ − y′′| − 2 ̂(y′ − y′′) · x, ̂(y′ − y′′))
∫
R3
h¯(y)mˇ(r, t, y + x− r − t− y′)dydy′dy′′
=
∫
R6
1
|y′|2
LV (·)Kn−2(·,y′′)(|y
′| − 2ŷ′ · x, ŷ′)
∫
R3
h¯(y)mˇ(r, t, y + x− r − t− y′ − y′′)dydy′dy′′
=
∫
R3
∫
S2
∫ ∞
0
LV (·)Kn−2(·,y′′)(ρ− 2ω · x, ω)
∫
R3
h¯(y)mˇ(r, t, y + x− r − t− ρω − y′′)dydωdρdy′′
=
∫
R3
∫
S2
∫ ∞
0
1ρ>−2ω·xLV (·)Kn−2(·,y′′)(ρ, ω)
∫
R3
h¯(y)mˇ(r, t, y + x− 2(ω · x)ω − r − t− ρω − y′′)dydωdρdy′′
Now we integrate the previous integral against f¯(r−x)g¯(r+ t−x)dxdrdt to obtain∣∣∣∣∣
∫
R9
∫
S2
∫ ∞
0
LV (·)Kn−2(·,y′′)(ρ, ω)
∫
R3
f¯(r − x)g¯(r + t− x)1ρ>−2ω·x
×
∫
R3
h¯(y)mˇ(r, t, y + x− 2(ω · x)ω − r − t− ρω − y′′)dydxdρdωdrdtdy′′
∣∣∣∣∣
Now we use Ho¨lder’s inequality in x as well as Lemma 5.11 to bound this integral
by
‖f‖Lp‖g‖Lq‖h‖Lα′‖mˇ‖L1
∫
R3
‖LV (·)Kn−2(·,y′′)‖L1ρ,ωdy
′′
. ‖f‖Lp‖g‖Lq‖h‖Lα′‖mˇ‖L1‖V (·)Kn−2(·, y
′′)‖L1
y′′
Bx
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And we can conclude by induction using Corollary 6.9. 
Now we are done with these preparations, we can start bounding the n−th
iterates.
7. Multilinear terms in V
In this section we start by proving Proposition 4.5. Then we deduce that the
stronger bootstrap conclusion 2.5 holds.
7.1. Estimating the n− th iterates of potential terms. We start with a direct
application of Lemma 6.11:
We estimate the n−th iterate of (4.14). Note from our discussion in Section 4.2
that these terms are such that |kn − k| 6 1.
We prove the following:
Lemma 7.1 (Bounding the n−th iterate of (4.14)). Let J(n−1) := {i ∈ {1; ...;n−
1}, k < ki − 1}.
Recall that
F−1ξ I
n
1 f :=
∫ t
1
∫ n−1∏
γ=1
V̂ (s, ηγ−1 − ηγ)Pkγ (ηγ)Pk(ξ)
|ξ|2 − |ηγ |2
dη1...dηn−2
×
∫
ηn
ξlηn,j
|ηn|2
∂ηn,j V̂ (s, ηn−1 − ηn)e
is(|ξ|2−|ηn|
2)f̂kn(s, ηn)dηndηn−1ds
We have
‖In1 f‖L∞t L2x . C
n−2
0
( ∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}
)
ε1δ
n
where by convention
∏
j∈∅ = 1.
The constant C0 has been defined in Corollary 6.9.
Finally the implicit constant does not depend on n.
Proof. Using Strichartz estimates, we write that
‖In1 f‖L∞t L2x
.
∥∥∥∥∥F−1ξ
∫ n−1∏
γ=1
V̂ (t, ηγ−1 − ηγ)Pkγ (ηγ)Pk(ξ)
|ξ|2 − |ηγ |2
dη1...dηn−2
×
∫
ηn
ξlηn,j
|ηn|2
∂n,j V̂ (t, ηn−1 − ηn)e
−it|ηn|
2
f̂kn(t, ηn)dηndηn−1
∥∥∥∥∥
L
4/3
t L
3/2
x
.
∥∥∥∥∥F−1η
∫ n−1∏
γ=1
V̂ ′(t, ξγ − ξγ−1)Pkγ (ξγ + η)Pk(η)
|ξγ + η|2 − |η|2
dξ1...dξn−2
×
∫
ξn
ηl(ξn + η)j
|ξn + η|2
∂n,j V̂ (t, ξn−1 − ξn)e
−it|ξn+η|
2
f̂kn(t, ξn + η)dξndξn−1
∥∥∥∥∥
L
4/3
t L
3/2
x
where to get the last line we performed the usual change of variables (labelling ξ
as η and ηγ as ξγ + η).
52 TRISTAN LE´GER
Now we can apply Lemma 6.11 with
m(ξn, ξn−1, η) =
Pk(η)Pkn(ξn + η)Pkn−1(ξn−1 + η)ηl(ξn + η)j
|ξn + η|2
p = 6, q = 2, α = 3/2
and obtain that
‖In1 f‖L∞t L2x . C
n−2
0
∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}δn‖eit∆fkn(t)‖L4/3t L6x
. Cn−20
∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}δnε1

The same estimate holds the n−th iterate of (4.15). The argument is almost
identical for the n−th iterate of (4.14) and (4.10) therefore the details are omitted.
The proof can also be adapted to deal with iterates of (4.24). Since these terms do
not arise in the same context, we provide the full proof.
Note from our earlier discussion (Section 4.2) that these terms are such that |k −
kn−1| 6 1.
Lemma 7.2 (Bounding the n−th iterate of (4.24)). Let J(n−1) := {i ∈ {1; ...;n−
1}, k < ki − 1}.
Let
F−1ξ I
n
2 f :=
∫ t
1
∫ n−1∏
l=1
V̂ (s, ηl−1 − ηl)Pkl(ηl)Pk(ξ)
|ξ|2 − |ηl|2
dη1...dηn−2
ξlηn−1,j
|ηn−1,j |2
×
∫
ηn
x̂jV (s, ηn−1 − ηn)e
is(|ξ|2−|ηn|
2)f̂(s, ηn)dηndηn−1ds
Then
‖In2 f‖L∞t L2x . C
n−2
0
∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}ε1δ
n
The implicit constant does not depend on n.
Proof. We start by splitting the ηn frequency dyadically. We denote kn the corre-
sponding exponent.
‖In2 f‖L∞t L2x 6
∑
kn∈Z
∥∥∥∥∥
∫ t
1
eis|η|
2
∫
ξn−1
K̂n−1(ξn−1, η)
×
∫
ξn
x̂jV (s, ξn − ξn−1)m(ξn−1, ξn, η)e
−is|ηn|
2
f̂kn(s, ξn)dξndξn−1ds
∥∥∥∥∥
L∞t L
2
x
where
m(ξn−1, ξn, η) =
ηlPk(η)(ξn−1 + η)jPkn−1(ξn−1 + η)Pkn(ξn)
|ξn−1 + η|2
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We use Strichartz estimates to write that
‖In2 f‖L∞t L2x .
∑
kn∈Z
∥∥∥∥∥F−1
∫
ξn−1
K̂n−1(ξn−1, η)
∫
ξn
x̂jV (t, ξn − ξn−1)
× e−it|ξn+η|
2
m(ξn−1, ξn, η)f̂kn(t, ξn + η)dξndξn−1
∥∥∥∥∥
L
4/3
t L
3/2
x
Now we can use Lemma 6.11 to bound the above expression by
‖In2 f‖L∞t L2x . C
n−2
0
∑
kn∈Z
∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}δn−1‖eit∆fkn‖L4/3t L6x
‖xV ‖L∞t L2x
. Cn−20
∑
kn∈Z
∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}δnmin{1.1−5kn/6; 1.1kn/8}ε1
where to write the last inequality we used Lemma 3.7.
The desired result follows. 
Remark 7.3. The factors in front allow us to sum over kj ∈ J(n− 1).
Now we move on to the iterates of (4.6). They cannot be bounded using Lemma
3.1 but the proof is very close.
From our earlier discussion in Section 4.2, we know that these iterates have the
additional property that |kn− k| > 1. Indeed they arose when doing integration by
parts in time in that case.
Lemma 7.4 (Bounding the n−th iterate of (4.6)). Let J(n) := {i ∈ {1; ...;n}, ki >
k + 1}.
Let N(n) := |J(n)| denote the cardinal of J(n).
Recall that
F−1ξ I
n
3 f :=
∫ n−1∏
γ=1
V̂ (t, ηγ−1 − ηγ)Pkγ (ηγ)Pk(ξ)
|ξ|2 − |ηγ |2
dη1...dηn−2
×
∫
ηn
ξl
V̂ (t, ηn−1 − ηn)
|ξ|2 − |ηn|2
eit(|ξ|
2−|ηn|
2)t̂fkn(t, ηn)dηndηn−1
We have
‖In3 f‖L∞t L2x . C
n−2
0
( ∏
j∈J(n)
1.1
k−kj
N(n)
)
ε1δ
n
where the implicit constant does not depend on n.
Remark 7.5. The factor in front is there to ensure that we can sum in kj , j ∈ J(n).
Indeed kj ∈ J(n) implies that kj > k + 1 therefore (k − kj)/N(n) < 0 which is a
summable factor.
Note also that N(n) > 1 since |kn − k| > 1.
Proof. Note that since |k − kn| > 1,
1
|ξ|2 − |ηn|2
is not singular.
Let g ∈ L2x.We prove the estimate by duality. We have, denoting as usual V̂
′(t, ξ) =
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V̂ (t,−ξ),
|〈In3 f, g〉| =
∣∣∣∣∣
∫ n−1∏
γ=1
V̂ ′(t, ηγ − ηγ−1)Pkγ (ηγ)Pk(ξ)
|ξ|2 − |ηγ |2
dη1...dηn−2
×
∫
ηn
tξl
V̂ ′(t, ηn−1 − ηn)
|ξ|2 − |ηn|2
e−it|ηn|
2
f̂kn(t, ηn)dηndηn−1e
it|ξ|2 ¯̂g(ξ)dξ
∣∣∣∣∣
=
∣∣∣∣∣
∫
η
∫ n−1∏
γ=1
V̂ ′(t, ξγ − ξγ−1)Pkγ (ξγ + η)Pk(η)
|ξγ + η|2 − |η|2
dξ1...dξn−2
× ηl
Pk(η)Pkn (ξn + η)V̂
′(t, ξn − ξn−1)
|ξn + η|2 − |η|2
e−it|η|2 ĝk(η)te
−it|ξn+η|
2
f̂kn(t, ξn + η)dξndξn−1dη
∣∣∣∣∣
where we re-labelled ξ = η and did the change of variables ξγ = ηγ − ξ. We also
used the convention ξ0 = 0.
Now we use Plancherel’s theorem to write that
|〈In2 f, g〉| = (2π)
6
∣∣∣∣∣
∫
R6
Ki1,...,inn (x, y)g˜(t, y − x)(te
it∆fkn)(x)dydx
∣∣∣∣∣
where g˜(t, x) = F−1η (ηle
−it|η|2 ĝk(η)).
Note that since |kn − k| > 1 then either in = 1 and |kn − k| > 1 or in = 2.
Let’s do the first case, the second one being similar.
Using Lemma 6.3 we get
Ki1,...,1n (x, y) =
∫
R6
(
K
i1,...,in−1
n−1 (x− r, y
′)V ′(t, x− r)
)
6kn+10
mˇ(r, y − y′)drdy′
where
m(ξn, η) =
Pk(η)Pkn (ξn + η)
|ξn + η|2 − |η|2
Now we can write, using Ho¨lder’s inequality, that∣∣∣∣∣
∫
R6
Ki1,...,inn (x, y)g˜(t, y − x)(te
it∆fkn)(x)dydx
∣∣∣∣∣
=
∫
R9
(teit∆fkn)(x)
(
K
i1,...,in−1
n−1 (·, y
′)V ′(t, ·)
)
6kn+10
(x− r)
(
mˇ(r, ·) ⋆ g˜(t,−·)
)
(x− y′)dxdy′dr
.
∫
r
∫
y′
‖teit∆fkn‖L6x‖
(
K
i1,...,in−1
n−1 (·, y
′)V ′(t, ·)
)
6kn+10
‖L3x‖mˇ(r, ·) ⋆ g˜(t,−·)‖L2xdy
′dr
. ‖teit∆fkn‖L6x‖
(
K
i1,...,in−1
n−1 (x, y
′)V ′(t, x)
)
6kn+10
‖L1
y′
L3x
(∫
r
‖mˇ(r, ·) ⋆ g˜(t,−·)‖L2xdr
)
Now we use Bernstein’s inequality and Lemma 3.3 to obtain
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∣∣∣∣∣
∫
R6
Ki1,...,inn (x, y)g˜(t, y − x)(te
it∆fkn)(x)dydx
∣∣∣∣∣
. 1.1k1.1−2kn‖g‖L2x‖K
i1,...,in−1
n−1 (x, y
′)V ′(t, x)
)
6kn+10
‖L1
y′
L3x
ε1
. 1.1
N(n)−1
N(n)
k1.1
k
N(n) 1.1−2kn‖g‖L2x1.1
2kn−
kn
N(n) ‖K
i1,...,in−1
n−1 (x, y
′)V ′(t, x)
)
6kn+10
‖
L1
y′
L
3N(n)
3N(n)−1
x
ε1
. 1.1
N(n)−1
N(n)
k1.1
k−kn
N(n) ‖K
i1,...,in−1
n−1 (x, y
′)V ′(t, x)‖L1
y′
Bxε1
and we conclude using Corollary 6.9 with θj =
1
N(n) for j ∈ J(n− 1). 
The reason we could not use Lemma 3.1 directly is because we would have had
to take θn = 2−
1
N(n) which might not be smaller than 1.
This proof can be adapted with nearly no change to the n − th iterate of (4.9)
and (4.7). Therefore the details are omitted.
For the last linear iterate, namely the n−th iterate of (4.18), we cannot rely on
Lemma 6.11, or a variation of it as was the case before. The proof is closer in spirit
to the proof of Beceanu and Schlag in [4].
First note that we know from Section 4.2 that these terms arise when |kn − k| 6 1.
Lemma 7.6. Let J(n) := {i ∈ {1; ...;n}, k < ki − 1}.
Let
F−1ξ I
n
4 f =
∫ n−1∏
γ=1
V̂ (t, ηγ−1 − ηγ)Pkγ (ηγ)Pk(ξ)
|ξ|2 − |ηγ |2
dη1...dηn−2
×
∫
ηn
ξlηn,j
|ηn|2
Pk(ξ)V̂ (t, ηn−1 − ηn)
|ξ|2 − |ηn|2
eit(|ξ|
2−|ηn|
2)∂ηn,j f̂(t, ηn)Pkn(ηn)dηndηn−1
We have
‖In4 f‖L∞t L2x . C
n−2
0
( ∏
j∈J(n)
min{1.1kj/2; 1.1−kj/2}
)
ε1δ
n
where by convention
∏
j∈∅ = 1.
The implicit constant does not depend on n.
Proof. For notational convenience we drop the time-dependence of the potential in
this proof.
We prove the estimate by duality: let g ∈ L2(R3).
We start with the same change of variables as usual to obtain
〈In4 f, g〉 = (−1)
n−1
∫
η
∫ n−1∏
γ=1
V̂ ′(ξγ − ξγ−1)Pkγ (ξγ + η)Pk(η)
|ξγ + η|2 − |η|2
dξ1...dξn−2
×
V̂ ′(ξn − ξn−1)
|ξn + η|2 − |η|2
ηleit|η|
2 ĝk(η)
(ξn + η)j
|ξn + η|2
e−it|ξn+η|
2
∂ξn f̂(t, ξn + η)Pkn(ξn + η)dξndξn−1dη
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Note that in the integral on ξn and η we removed the frequency localizations from
the kernel and placed them on the functions. Therefore in this case the kernel is
such that in = 3.
Then we use Plancherel’s theorem to write this expression as
〈In4 f, g〉 = (−1)
n−1(2π)6
∫
R6
Ki1,...,3n (x, y)g˜(t, y − x)f˜ (t, x)dxdy
where
g˜(t, x) = F−1(ηle
it|η|2 ĝk(η))(x)
f˜(t, y) = F−1
[
ξj
|ξ|2
e−it|ξ|
2
∂ξn f̂(ξ)Pkn(ξ)
]
Now we use the expression for Ki1,...,3n from Lemma 6.3 to obtain∫
R6
Ki1,...,3n (x, y)f˜(t, x)g˜(t, y − x)dxdy
=
∫
R6
[∫
R3
1
|y − y′|2
LV (·)Kn−1(·,y′)(|y − y
′| − 2 ̂(y − y′) · x, ̂(y − y′))dy′
]
f˜(t, x)g˜(t, y − x)dxdy
=
∫
R6
f˜(t, x)
∫
R3
1
|y|2
LV (·)Kn−1(·,y′)(|y| − 2ŷ · x, ŷ)g˜(t, x− y − y
′)dydxdy′
=
∫
R6
f˜(t, x)
∫
S2
∫ ∞
0
LV (·)Kn−1(·,y′)(ρ− 2ω · x, ω)g˜(t, ρω + y
′ − x)dρdωdxdy′
=
∫
R3
∫
S2
∫ ∞
0
LV (·)Kn−1(·,y′)(ρ, ω)
∫
R3
f˜(t, x)1ρ>−2ω·xg˜(t, y
′ + ρω + 2(ω · x)ω − x)dxdρdωdy′
Now we use Ho¨lder’s inequality in x as well as lemma 5.11 and Lemma 3.8 to deduce
from this equality that∣∣∣∣∣
∫
R6
Ki1,...,3n (x, y)f˜(t, x)g˜(t, y − x)dxdy
∣∣∣∣∣ 6 ‖g˜‖L∞t L2x‖f˜‖L∞t L2x
×
∫
R3
∫
S2
∫ ∞
0
|LV (·)Kn−1(·,y′)(ρ− 2ω · x, ω)|dρdωdy
′
. ‖g˜‖L∞t L2x‖f˜‖L∞t L2x‖V (x)Kn−1(x, y
′)‖L1
y′
Bx
. ‖g‖L2x‖V (x)Kn−1(x, y
′)‖L1
y′
Bxε1
and we can conclude with Corollary 6.9. 
This proof can easily be adapted to the n−th iterate of (4.21) and (4.19). We
omit the proofs given the similarity.
7.2. Estimating the n−th iterate of bilinear terms. Now we can move on to
the n−th iterates of bilinear terms (namely the n−th iterates of (4.25) and (4.26)).
The strategy will be similar to the one used to bound the first iterates, but a few
modifications are needed: notice for example that the phase in the n−th iterate
depends on three variables (ξ, ηn−1 and ηn), and not two (ξ and η1) as in the first
iterate case. In particular the sum of these three frequencies is only approximately
0.
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We will essentially need a substitute to Lemma 3.1. That is exactly the role that
Lemma 6.11 will play.
7.2.1. Bounding the n−th iterates of (4.26). We deal with the easier bilinear term
in this subsection.
We prove the following estimate on the n−th iterate of (4.26):
Lemma 7.7 (Bounding the n−th iterate of (4.26)). Let J(n−1) =
{
j ∈ {1; ...;n−
1}; kj > k + 1
}
.
Let
F−1ξ I
n
5 f :=
∫ t
1
∫ n−1∏
l=1
V̂ (s, ηl−1 − ηl)Pkl(ηl)Pk(ξ)
|ξ|2 − |ηl|2
dη1...dηn−2
ξlηn−1,j
|ηn−1|2
×
∫
ηn
∂ηn,j f̂(s, ηn−1 − ηn)e
is(|ξ|2−|ηn−ηn−1|
2−|ηn|
2)f̂(s, ηn)dηndηn−1ds
Then
‖In5 f‖L∞t L2x . C
n−2
0
∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}ε21δ
n−1
The implicit constant does not depend on n.
Proof. We start by splitting dyadically in ηn and denote kn the corresponding
exponent.
We have
‖In5 f‖L∞t L2x .
∑
kn∈Z
∥∥∥∥∥F−1η
∫
ξn−1
K̂n−1(ξn−1, η)
×
∫
ξn
e−is|ξn−ξn−1|
2
∂n,j f̂(t, ξn − ξn−1)m(ξn−1, ξn, η)e
−is|ξn+η|
2
f̂kn(t, ξn + η)dξndξn−1
∥∥∥∥∥
L
4/3
t L
3/2
x
where the multiplier m is defined as
m(ξn−1, ξn, η) =
ηl(ξn−1 + η)jPk(η)Pkn−1(ξn−1 + η)Pkn(ξn + η)
|ξn−1 + η|2
Now we distinguish several cases:
Case 1: kn > k + 1 : In that case we can add an additional localization in ξn−ξn−1
(since |ξn − ξn−1| ∼ 1.1kn) and use Lemma 6.11, Lemma 3.8 and Lemma 3.7 to
bound the above integral by
‖In5 f‖L∞t L2x . C
n−2
0
∑
kn∈Z
∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}δn−1‖∂ηn,j f̂Pkn‖L∞t L2x‖e
it∆fkn‖L4/3t L6x
. Cn−20
∑
kn∈Z
∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}δn−1min{1.1−5k
+
n /6; 1.1kn/8}ε21
. Cn−20
( ∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}
)
δn−1ε21
Case 2: kn < k − 1 : Similar to the previous case, with |ξn − ξn−1| ∼ 1.1k.
Case 3: |kn − k| 6 1 :
In that case we split dyadically in ξn − ξn−1 and denote k′n the corresponding
exponent.
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Note that 1.1k
′
n ∼ |ξn−ξn−1| 6 |ξn+η|+ |ξn−1+η| 6 1.1k+3+1.1k+2 6 1.120+k (we
used that |k−kn−1| 6 1 which is always the case for the bilinear terms). Therefore
k′n 6 k + 20 6 kn + 21.
Then we use Lemma 6.11 with p = 2.1, q = 63/12 = 21/4, r = 3/2 as well as Lemma
3.8 to write that
‖In5 f‖L∞t L2x . C
n−2
0
∑
kn∈Z
∑
k′n6kn+21
∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}δn−1
× ‖F−1
(
e−it|ξn|
2
∂ξn,j f̂(ξn)Pk′n(ξn)
)
‖L∞t L2.1x ‖e
it∆fkn‖L4/3t L
21/4
x
. Cn−20
∑
kn∈Z
∑
k′n6kn+21
∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}δn−1
× 1.1k
′
n/14‖F−1
(
eit|ξn|
2
Pk′n(ξn)∂ξn,j f̂(ξn)
)
‖L∞t L2x‖e
it∆fkn‖L4/3t L
21/4
x
For the second line we used Bernstein’s inequality.
Now we can write, using the energy bound and dispersive estimates, that if kn > 0,
‖eit∆fkn‖L21/4x 6 ‖e
it∆fkn‖
1
20×
4
21
L∞x
‖eit∆fkn‖
104
105
L
26/5
x
. ‖eit∆fkn‖
1
105
H10x
‖eit∆fkn‖
104
105
L
26/5
x
. 1.1−
kn
14 1.1−
kn
42
1
t−32/35
ε21
and we can conclude that
‖In5 f‖L∞t L2x . C
n−2
0
∑
kn>0
∑
k′n6kn+21
∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}δn−1
× 1.11/14(k
′
n−kn)1.1−kn/42
(∫ t
1
s−
32
35×
4
3 ds
) 3
4
ε21
Now we can sum over k′n first, and then over kn to get the desired result.
The proof in the case kn 6 0 is treated similarly by writting instead
‖eit∆fkn‖L21/4x 6 ‖e
it∆fkn‖
1
40×
4
21
L∞x
‖eit∆fkn‖
209
210
L
209/40
x
and carrying out the same reasoning. Given the similarity with the previous case
the details are omitted.

7.2.2. Bounding the n−th iterate of (4.25). We now turn to the most involved
bilinear iterate, namely (4.25). For this term we will need to use the theory of
space-time resonances, as was the case for the first iterate of this term.
Let’s also recall that these iterates have the property that |k − kn−1| 6 1.
We prove that
Lemma 7.8. Let J(n− 1) := {i ∈ {1; ...;n− 1}, k < ki − 1}.
Let
F−1ξ I
n
6 f :=
∫ t
1
∫ n−1∏
l=1
V̂ (s, ηl−1 − ηl)Pkl(ηl)Pk(ξ)
|ξ|2 − |ηl|2
dη1...dηn−2
ξlηn−1,j
|ηn−1|2
×
∫
ηn
isηn,j f̂(s, ηn−1 − ηn)e
is(|ξ|2−|ηn−1−ηn|
2−|ηn|
2)f̂(s, ηn)dηndηn−1ds
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We have
‖In6 f‖L∞t L2x . C
n−2
0
( ∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}
)
ε21δ
n−1
where by convention
∏
j∈∅ = 1.
The implicit constant does not depend on n.
Proof. Let’s start by splitting dyadically in ηn (the corresponding exponent is kn)
and in ηn − ηn−1 (the corresponding exponent is kn+1) Let’s also split the time
variable dyadically (exponent m). We must estimate the L∞t L
2
x norm of
F−1ξ I
n
6,m,kn,kn+1f :=
∫ 1.1m+1
1.1m
∫ n−1∏
l=1
V̂ (s, ηl−1 − ηl)Pkl(ηl)Pk(ξ)
|ξ|2 − |ηl|2
dη1...dηn−2
ξlηn−1,j
|ηn−1|2
×
∫
ηn
isηnf̂kn+1(s, ηn−1 − ηn)e
is(|ξ|2−|ηn−1−ηn|
2−|ηn|
2)f̂kn(s, ηn)dηndηn−1ds
Now we distinguish different cases. Note that for cases 1 and 2 the discussion is
the same as in Lemma 5.16 but with Lemma 6.11 replacing Lemma 3.1.
Case 1: max{kn, kn+1} > m
Then to estimate the integral above we write that, doing the usual change of vari-
ables:∥∥In6,m,kn,kn+1f∥∥L∞t L2x
=
∥∥∥∥∥
∫ 1.1m+1
1.1m
∫ n−1∏
l=1
V̂ ′(s, ξl − ξl−1)Pkl(ξl + η)Pk(η)
|ξ|2 − |ηl|2
dξ1...dξn−2
∫
ξn
isf̂kn(s, ξn−1 − ξn)
×m(ξn−1, ξn, η)e
is(|η|2−|ξn−1−ξn|
2−|ξn+η|
2)f̂kn(s, ξn + η)dξndξn−1ds
∥∥∥∥∥
L∞t L
2
x
with the multiplier
m(ξn−1, ξn, η) =
Pk(η)Pkn−1 (ξn−1 + η)Pkn+1(ξn + η)ηl(ξn−1 + η)j(ξn + η)j
|ξn−1 + η|2
Now we use Lemma 6.11 to write that∥∥In6,m,kn,kn+1f∥∥L∞t L2x 6
∥∥∥∥∥
∫ 1.1m+1
1.1m
e−is∆
(
F−1η
∫
ξn−1
K̂n−1(ξn−1, η)
∫
ξn
isf̂kn+1(s, ξn−1 − ξn)
×m(ξn−1, ξn, η)e
is(|η|2−|ξn−1−ξn|
2−|ξn+η|
2)f̂kn(s, ξn + η)dξndξn−1
)
ds
∥∥∥∥∥
L∞t L
2
x
6 1.1m
∥∥∥∥∥F−1η
∫
ξn−1
K̂n−1(ξn−1, η)
∫
ξn
itf̂kn+1(t, ξn−1 − ξn)
×m(ξn−1, ξn, η)e
it(|η|2−|ξn−1−ξn|
2−|ξn+η|
2)f̂kn(t, ξn + η)dξndξn−1
∥∥∥∥∥
L∞t L
2
x
. Cn−20 1.1
2m1.1max{kn;kn+1}1.1−10max{kn;kn+1}
×min
{
1.1−10min{kn;kn+1}; 1.13min{kn;kn+1}/2
} ∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}ε21δ
n−1
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which can be summed.
Case 2: min{kn, kn+1} 6 −2m :
This is similar to case 1: we use Lemma 6.11 with the same multiplier, and we put
the low frequency term in L∞ and the high frequency one in L2. As a result we get
the bound
‖In6,m,kn,kn+1f‖L∞t L2x . C
n−2
0 1.1
2m1.1max{kn;kn+1}1.13min{kn;kn+1}/2
×min
{
1.1−10max{kn;kn+1}; 1.1max{kn;kn+1}/3
} ∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}ε21δ
n−1
. Cn−20 1.1
−0.5m1.10.25min{kn;kn+1}1.1max{kn;kn+1}
×min
{
1.1−10max{kn;kn+1}; 1.1max{kn;kn+1}/3
}
×
∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}ε21δ
n−1
which can be summed.
Case 3: −2m 6 kn, kn+1 6 m
In this case there are O(m2) terms in the sum on k1, k2.
Mimicking the proof of Lemma 5.16, we introduce a localization in 12∇ηn(−|ξ|
2 +
|ηn − ηn−1|2 + |ηn|2) = 2ηn − ηn−1.
Let’s denote k′n the corresponding exponent of localization.
Case 3.1: k′n 6 −10m.
Let
F (ηn−1) =
∫
ηn
isηnPk′n(2ηn − ηn−1)f̂kn(s, ηn−1 − ηn)e
is(−|ηn−1−ηn|
2−|ηn|
2)f̂kn+1(t, ηn)dηn
Similarly to what has been done in Lemma 5.16 (replace ξ by ηn−1 and η by ηn)
we have
‖F‖L2ηn−1
. 1.10.1k
′
n1.1−13mε21
Using this fact we write that
‖In6,m,kn,kn+1f‖L∞t L2x =
∥∥∥∥∥
∫ 1.1m+1
1.1m
∫ n−1∏
l=1
V̂ ′(s, ξl − ξl−1)Pkl(ξl + η)Pk(η)
|ξ|2 − |ηl|2
×
ηl(ξn−1 + η)j
|ξn−1 + η|2
F (ξn−1 + η)e
is|η|2dξ1...dξn−1ds
∥∥∥∥∥
L∞t L
2
x
=
∥∥∥∥∥
∫ 1.1m+1
1.1m
e−is∆
(
F−1
∫
ξn−1
K̂n−1(ξn−1, η)
×
ηl(ξn−1 + η)j
|ξn−1 + η|2
Fkn−1(ξn−1 + η)dξn−1
)
ds
∥∥∥∥∥
L∞t L
2
x
ASYMPTOTIC BEHAVIOR OF QUADRATIC NLS WITH POTENTIAL 61
Now we can repeat the proof of Lemma 7.6 (use Plancherel’s theorem, then Corol-
lary 6.9) to obtain
‖In6,m,kn,kn+1f‖L∞t L2x . C
n−2
0 1.1
m
∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}δn−11.1kn‖F‖L2
. Cn−20 1.1
0.1k′n1.1−12m
∏
j∈J(n−1)
min{1.1−kj/2; 1.1kj/2}δn−11.1knε21
which can be summed over k′n then kn, kn+1 (only O(m
2) terms) and m.
Case 3.2: k′n > kn − 50, k
′
n > −10m
This is, again, the analog of the same case in Lemma 5.16.
We do an integration by parts in ηn and obtain that
F−1ξ I
n
6,m,kn,kn+1f =
1
2
∫ 1.1m+1
1.1m
∫ n−1∏
l=1
V̂ (s, ηl − ηl−1)Pkl(ηl)Pk(ξ)
|ξ|2 − |ηl|2
dη1...dηn−2
ξlηn−1,j
|ηn−1|2
∫
ηn
ηn(2ηn − ηn−1)j
|2ηn − 2ηn−1|2
(7.1)
× Pk′n(2ηn − ηn−1)∂ηn,j f̂kn+1(s, ηn − ηn−1)e
is(|ξ|2−|ηn−1−ηn|
2−|ηn|
2)f̂kn(s, ηn)dηndηn−1ds
+ {similar terms}
By similar terms we mean the n−th iterates of the terms obtained in Lemma 5.16.
We saw that the three terms were treated following roughly the same strategy.
Therefore here we focus on (7.1) only.
We do the usual change of variables to obtain
‖(7.1)‖L∞t L2x =
∥∥∥∥∥
∫ 1.1m+1
1.1m
∫ n−1∏
l=1
V̂ ′(s, ξl − ξl−1)Pkl(ξl + η)Pk(η)
|η|2 − |ξl + η|2
dξ1...dξn−2
×
ηl(ξn−1 + η)j
|ξn−1 + η|2
∫
ξn
f̂kn(s, ξn + η)
Pk′n(2ξn − ξn−1 + η)(ξn + η)(2ξn − ξn−1 + η)j
|2ξn − ηn−1 + η|2
× eis(|η|
2−|ξn−1−ξn|
2−|ξn+η|
2)∂ξn,j f̂kn+1(s, ξn − ξn−1)dξndξn−1ds
∥∥∥∥∥
L∞t L
2
x
Using Strichartz estimates we can write:
‖(7.1)‖L∞t L2x .
∥∥∥∥∥
∫ 1.1m+1
1.1m
eis∆
(
F−1η
∫
ξn−1
K̂n−1(ξn−1, η)
∫
ξn
∂ξn,j f̂kn+1(s, ξn − ξn−1)
×m(ξn−1, ξn, η)f̂kn(s, ξn + η)dξndξn−1
)
ds
∥∥∥∥∥
L∞t L
2
x
.
∥∥∥∥∥F−1η
∫
ξn−1
K̂n−1(ξn−1, η)
∫
ξn
∂ξn,j f̂kn+1(s, ξn − ξn−1)
×m(ξn−1, ξn, η)f̂kn(s, ξn + η)dξndξn−1
∥∥∥∥∥
L
4/3
t L
3/2
x
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with
m(ξn−1, ξn, η)
=
Pk(η)(2ξn − ξn−1 + η)jPk′n(2ξn − ξn−1 + η)Pkn−1 (ξn−1 + η)Pkn+1(ξn + η)ηl(ξn−1 + η)j(ξn + η)j
|2ξn − ξn−1 + η|2|ξn−1 + η|2
Now we can apply Lemma 6.11 as well as Lemma 3.8 to write that the term in
question is bounded by
‖(7.1)‖L∞t L2x . C
n−2
0
( ∏
j∈I(n)
min{1.1−kj/2; 1.1kj/2}
)
δn−11.1kn−k
′
n1.1−m/4ε21
Then we can sum on k′n > kn − 50, then sum on kn, kn+1 (since there are O(m
2)
terms in the sum) and finally on m.
Case 3.3: −10m 6 k′n 6 kn − 50.
In this case, we can start, as in the proof of Lemma 5.16, by noticing that kn ∼ kn+1.
Using the same reasoning as in case 1 and 2, we can adapt the proof of the reduction
to kn > −
101
224m from Lemma 5.16.
Now notice a significant difference with Lemma 5.16, namely the fact that the
phase in the inner integral depends on three variables (ξ, ηn−1 and ηn) instead
of simply ξ and η. However remember that terms of this type only appear when
|k− kn−1| 6 1 implying |ξ| ≃ |ηn−1|. Therefore the usual strategy of integrating by
parts in time will still work.
More precisely, let’s start by integrating by parts in time:
F−1ξ I
n
6,m,kn,kn−1,k′n
f =
−
∫ 1.1m+1
1.1m
∫
∂sV̂ (s, ξ − η1)Pk1 (η1)Pk(ξ)
|ξ|2 − |η1|2
n−1∏
l=2
V̂ (s, ηl−1 − ηl)Pkl(ηl)Pk(ξ)
|ξ|2 − |ηl|2
dη1...dηn−2
ξlηn−1,j
|ηn−1|2
×
∫
ηn
sηnf̂kn+1(s, ηn−1 − ηn)Pk′n(2ηn − ηn−1)
|ξ|2 − |ηn − ηn−1|2 − |ηn|2
eis(|ξ|
2−|ηn−1−ηn|
2−|ηn|
2)f̂kn(s, ηn)dηndηn−1ds
−
∫ 1.1m+1
1.1m
∫ n−1∏
l=1
V̂ (s, ηl−1 − ηl)Pkl(ηl)Pk(ξ)
|ξ|2 − |ηl|2
dη1...dηn−2
ξlηn−1,j
|ηn−1|2
×
∫
ηn
eis(|ξ|
2−|ηn−1−ηn|
2−|ηn|
2)Pk′n(2ηn − ηn−1)s∂sf̂kn+1(s, ηn−1 − ηn)ηn
|ξ|2 − |ηn − ηn−1|2 − |ηn|2
f̂kn(s, ηn)dηndηn−1ds
+
∫ n−1∏
l=1
V̂ (1.1m, ηl−1 − ηl)Pkl(ηl)Pk(ξ)
|ξ|2 − |ηl|2
dη1...dηn−2
ξlηn−1,j
|ηn−1|2
×
∫
ηn
ei1.1
m(|ξ|2−|ηn−1−ηn|
2−|ηn|
2) 1.1
mPk′n(2ηn − ηn−1)f̂kn+1(1.1
m, ηn−1 − ηn)ηn
|ξ|2 − |ηn − ηn−1|2 − |ηn|2
f̂kn(1.1
m, ηn)dηndηn−1
+ {similar terms}
and by similar terms we refer to the case where the partial derivative in s hits the
other f , or the other V ’s (not the first one). It also includes the second boundary
term, which has the exact same form as the boundary term that has been explicitely
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written.
Given the similarities, we will only estimate the terms written explicitely here.
A useful symbol bound:
For the expressions above to have good estimates, we must prove a lower bound on
the denominator:
We have, given our definition of Littlewood-Paley projections (see notations section
in the introduction) as well as the fact that |k − kn−1| 6 1 :
|ξ| >
1.1k
1.04
> 1.1kn−1−1
1
1.04
= 1.1kn−1 × 1.04×
1
1.1× (1.04)2
>
|ηn−1|
1.1× 1.042
Using this fact together with |2ηn − ηn−1| ∼ 1.1k
′
n and k′n 6 kn − 50, we can write
|ξ|2 − |ηn − ηn−1|
2 − |ηn|
2 >
|ηn−1|2
1.12(1.04)4
− 2|ηn|
2 − |2ηn − ηn−1|
2 + (2ηn − ηn−1) · ηn
>
|ηn−1|2
1.42
− 2|ηn|
2 − (1.1)−100|ηn|
2 − 1.1−50|ηn|
2
>
4|ηn|2
1.12
+
|ηn−1 − 2ηn|2
1.12
+
(ηn−1 − 2ηn) · (2ηn)
1.12
− 2.001|ηn|
2
> 2.8|ηn|
2 −
2(1.1)−50|ηn|
2
1.1
− 2.0012|ηn|
2
> 0.7|ηn|
2
This is to carry out this computation that we required localizations of frequencies
at 1.1k and not 2k.
In particular this shows that denominator that appears above is not singular.
Estimating In6,m,kn,kn+1,k′n We wish to estimate these terms in L
2
x therefore we do
the usual change of variables. In the end we must estimate the following three
terms in L∞t L
2
x :
∫ 1.1m+1
1.1m
∫
∂sV̂ ′(s, ξ1)Pkl(ξ1 + η)Pk(η)
|ξ1 + η|2 − |η|2
n−1∏
l=2
V̂ ′(s, ξl − ξl−1)Pkl (ξl + η)Pk(η)
|ξl + η|2 − |η|2
dξ1...dξn−2
(7.2)
×
∫
ξn
sm(ξn−1, ξn, η)f̂kn+1(s, ξn − ξn−1)e
is(|η|2−|ξn−1−ξn|
2−|ξn+η|
2)f̂kn(s, ξn + η)dξndξn−1ds
∫ 1.1m+1
1.1m
∫ n−1∏
l=1
V̂ ′(s, ξl − ξl−1)Pkl (ξl + η)Pk(η)
|ξl + η|2 − |η|2
dξ1...dξn−2
(7.3)
×
∫
ξn
sm(ξn−1, ξn, η)∂sf̂kn+1(s, ξn−1 − ξn)e
is(|η|2−|ξn−1−ξn|
2−|ξn+η|
2)f̂kn(s, ξn + η)dξndξn−1ds
∫ n−1∏
l=1
V̂ ′(1.1m, ξl − ξl−1)Pkl(ξl + η)Pk(η)
|ξl + η|2 − |η|2
dξ1...dξn−2
(7.4)
×
∫
ξn
1.1mm(ξn−1, ξn, η)f̂kn+1(1.1
m, ξn−1 − ξn)e
i1.1m(|η|2−|ξn−1−ξn|
2−|ξn+η|
2)f̂kn(1.1
m, ξn + η)dξndξn−1
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with
m(ξn−1, ξn, η) =
Pk(η)P
′
kn
(2ξn − ξn−1 + η)Pkn−1(ξn−1 + η)Pkn+1(ξn + η)ηn(ξn−1 + η)j(ξn + η)j
|ξn−1 + η|2(|η|2 − |ξn − ξn−1|2 − |ξn + η|2)
From the computation carried out above as well as the restriction kn > −101/224
and Lemma 3.2, we have that
‖mˇ‖L1 . 1.1
−kn . 1.1101/224m
Now we can apply Lemma 6.11 as well as dispersive estimates to obtain that
‖(7.2)‖L∞t L2x . C
n−2
0
( ∏
j∈J(n−1)
min{1.1kj/2; 1.1−kj/2}
)
‖〈x〉∂tV ‖L1tBx‖〈x〉V ‖
n−2
L∞t Bx
× 1.1−kn‖teit∆fkn‖L∞t L6x‖e
it∆fkn+1‖L∞t L3x
. Cn−20
( ∏
j∈J(n−1)
min{1.1kj/2; 1.1−kj/2}
)
δn−11.1−kn1.1−m/2ε21
. Cn−20
( ∏
j∈J(n−1)
min{1.1kj/2; 1.1−kj/2}
)
δn−11.1101/224m1.1−m/2ε21
which can be summed on kj ∈ J(n− 1), then on kn, k′n and kn+1 (there are O(m
3)
such terms) and finally on m.
Similarly we can straightforwardly adapt the proof from Lemma 5.16 for (7.4) using
Lemma 6.11 to obtain:
‖(7.4)‖L∞t L2x . C
n−2
0
( ∏
j∈J(n−1)
min{1.1kj/2; 1.1−kj/2}
)
δn−11.1101/224m1.1−m/2ε21
which can be summed.
Now we have to deal with (7.3). Using equation (1.1), we find that ∂sf̂kn(s, ·) =
eis|·|
2
((̂u2)kn +
̂(V u)kn)(·).
Therefore there are two pieces to estimate:
(7.3) =
∫ 1.1m+1
1.1m
∫ n−1∏
l=1
V̂ ′(s, ξl − ξl−1)Pkl (ξl + η)Pk(η)
|ξl + η|2 − |η|2
dξ1...dξn−2
(7.5)
×
∫
ξn
sm(ξn−1, ξn, η) ̂(u2)kn+1(ξn−1 − ξn)e
−is|ξn+η|
2
f̂kn(s, ξn + η)dξndξn−1ds
+
∫ 1.1m+1
1.1m
∫ n−1∏
l=1
V̂ ′(s, ξl − ξl−1)Pkl(ξl + η)Pk(η)
|ξl + η|2 − |η|2
dξ1...dξn−2
(7.6)
×
∫
ξn
sm(ξn−1, ξn, η) ̂(V u)kn+1(ξn − ξn−1)e
−is|ξn+η|
2
f̂kn(s, ξn + η)dξndξn−1ds
Estimating (7.6): This is the analog of the term I in Lemma 5.16. Given the
similarity we only sketch the proof.
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We use Strichartz estimates, Lemma 6.11 with multiplier m and p = 2, q = 6, r =
3/2 to bound that term by
‖(7.6)‖L∞t L2x . C
n−2
0
( ∏
j∈J(n−1)
min{1.1kj/2; 1.1−kj/2}
)
δn−11.1−kn‖t(V u)‖L∞t L2x‖u‖L4/3t L6x
. Cn−20
( ∏
j∈J(n−1)
min{1.1kj/2; 1.1−kj/2}
)
δn−11.1−m/41.10.01mδε21
which yields the desired result.
Estimating (7.5): This is the analog of the term II in Lemma 5.16. Given the
similarity we only sketch the proof.
We use Strichartz estimates, Lemma 6.11 with multiplier m and p = 2, q = 6, r =
3/2 to bound that term by
‖(7.5)‖L∞t L2x . C
n−2
0
( ∏
j∈J(n−1)
min{1.1kj/2; 1.1−kj/2}
)
δn−11.1m1.1−kn‖u2‖L∞t L2x‖u‖L4/3t L6x
. Cn−20
( ∏
j∈J(n−1)
min{1.1kj/2; 1.1−kj/2}
)
δn−11.1m1.199/224m1.1−1.49m1.1−m/4ε31
which yields the result. 
7.3. Conclusion of the proof. Now we can conclude that the stronger bound 2.5
holds.
From our discussion in Section 4, we know that at each step of the iteration there
areO(n) terms that appear (indeed the time derivative can hit any of the V factors).
We also proved in Proposition 4.5 that they were bounded in L∞t L
2
x by a constant
times Cn−20 δ
nε1. Therefore if C
′ is a large enough constant (independent of n) then
‖f‖X 6 ε0 + C
′ε1
∞∑
n=1
Cn−20 δ
n 6
ε1
2
for δ small enough.
8. Bounding the H10 norm
Now we prove the second part of the bootstrap.
The proof will be similar in spirit to the control of the X−norm: we write the
solution as a convergent series whose terms are bounded in H10. There is an addi-
tional δ factor that guarantees that the series converges. However the reasoning is
simpler, in the sense that we do not need the theory of space-time resonances.
Since the reasoning is very similar to the previous section, we will sketch some of
the proofs, in particular when handling iterates.
We will use the notation 1.1k
+
:= 1.1max{k,0}.
Recall that
f̂(t, ξ) = ei|ξ|
2
û1(ξ)− i
∫ t
1
eis|ξ|
2
∫
R3
e−is|ξ−η1|
2
e−is|η1|
2
f̂(s, η1)f̂(s, ξ − η1)dη1ds
− i
∫ t
1
eis|ξ|
2
∫
R3
V̂ (ξ − η1)e
−is|η1|
2
f̂(s, η1)dη1ds
We start by estimating the H10 norm of the bilinear term:
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Lemma 8.1. We have the bound
∥∥∥∥∥Pk(ξ)
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2−|ξ−η1|
2)f̂(s, η1)f̂(s, ξ − η1)dη1ds
∥∥∥∥∥
L∞t H
10
x
. ε21
Proof. We split frequencies η1 and ξ − η1 dyadically and denote k1, k2 the corre-
sponding exponents. Now notice that
1.1k−1 6 |ξ| 6 |ξ − η1|+ |η1| 6 1.1
max{k1,k2}+10
Therefore k 6 11 + max{k1, k2}.
In what follows we denote kmin := min{k1, k2} and kmax := max{k1, k2}.
Now we can bound the term above using Strichartz estimates, Lemma 3.1, Ho¨lder’s
inequality , Bernstein’s inequality and the energy bound:
1.110k
+
∥∥∥∥∥Pk(ξ)
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2−|ξ−η1|
2)f̂k1(s, η1)f̂k2(s, ξ − η1)dη1
∥∥∥∥∥
L∞t L
2
x
. 1.110k
+
‖
(
eit∆fk1
)(
eit∆fk2
)
‖
L
4/3
t L
3/2
x
. 1.110k
+
‖eit∆fkmin‖L4/3t L6x
‖fkmax‖L∞t L2x
. 1.110(k
+−k+max)
∥∥∥∥‖|eit∆fkmin |9/10‖L60/7x ‖|eit∆fkmin |1/10‖L20x
∥∥∥∥
L
4/3
t
1.110k
+
max‖fkmax‖L∞t L2x
. 1.110(k
+−k+max)
∥∥‖eit∆fkmin‖9/10L54/7x ∥∥L4/3t ‖fkmin‖1/10L∞t L2x1.110k+max‖fkmax‖L∞t L2x
. 1.110(k
+−k+max)
(∫ t
1
1
s360/270
ds
)3/4
min{1.1−kmin ; 1.1
kmin
20 }1.110k
+
max‖fkmax‖L∞t L2xε1
Now we can sum over k, and then kmax and kmin to get the desired result. 
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Now we move on to the potential part. First we multiply by Pk(ξ) and split
frequencies dyadically in η1. Then we integrate by parts in time to obtain
Pk(ξ)
∫ t
1
∫
R3
eis(|ξ|
2−|η1|
2)f̂k1(s, η1)V̂ (s, ξ − η1)dη1ds
= Pk(ξ)
∫
R3
eit(|ξ|
2−|η1|
2) V̂ (t, ξ − η1)
|ξ|2 − |η1|2
f̂k1(t, η1)dη1
(8.1)
− Pk(ξ)
∫
R3
ei(|ξ|
2−|η1|
2) V̂ (1, ξ − η1)
|ξ|2 − |η1|2
f̂k1(1, η1)dη1
(8.2)
−
∫ t
1
Pk(ξ)
∫
R3
eis(|ξ|
2−|η1|
2) ∂sV̂ (s, ξ − η1)
|ξ|2 − |η1|2
f̂k1(s, η1)dη1ds
(8.3)
−
∫ t
1
Pk(ξ)
∫
R3
V̂ (s, ξ − η1)
|ξ|2 − |η1|2
Pk1(η1)
∫
R3
V̂ (s, η1 − η2)e
is(|ξ|2−|η2|
2)f̂(s, η2)dη2dη1ds
(8.4)
−
∫ t
1
Pk(ξ)
∫
R3
V̂ (s, ξ − η1)
|ξ|2 − |η1|2
Pk1(η1)
(8.5)
×
∫
R3
f̂(s, η1 − η2)e
is(|ξ|2−|η1−η2|
2−|η2|
2)f̂(s, η2)dη2dη1ds
Then we repeat the process by integrating by parts in time in (8.4), similarly to
what has been done to bound the X norm above.
At the n−th step of the iteration we will obtain the following terms:
The n−th iterate of (8.1)
F−1ξ I
n
7 f :=
∫ n−1∏
γ=1
V̂ (t, ηγ − ηγ−1)Pk(ξ)Pkγ (ηγ)
|ξ|2 − |ηγ |2
dη1...dηn−2
×
∫
ηn
V̂ (t, ηn − ηn−1)
|ξ|2 − |ηn|2
e−it(|ξ|
2−|ηn|
2)f̂(t, ηn)dηndηn−1
as well as the n−th iterate of (8.5):
F−1ξ I
n
8 f :=
∫ n−1∏
γ=1
V̂ (t, ηγ−1 − ηγ)Pkγ (ηγ)
|ξ|2 − |ηγ |2
dη1...dηn−2
×
∫
ηn
f̂(t, ηn−1 − ηn)e
−it(|ξ|2−|ηn−ηn−1|
2−|ηn|
2)f̂(t, ηn)dηndηn−1
plus iterates of (8.2) and (8.3) which, since they are similar to (8.1) can be esti-
mated following an almost identical strategy.
Now we show how to bound the n−th iterates of (8.1), (8.2) and (8.3).
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Lemma 8.2. Let J(n) := {i ∈ {1; ...;n}, k < ki − 1}.
Then there exists a constant C1 > 0 independent of n such that
‖In7 f‖L∞t H10x . C
n−2
1
∏
j∈J(n)
min{1.1kj/2; 1.1−kj/2}ε1δ
n
The implicit constant here is also independent of n.
Proof. Let’s start by decomposing dyadically on frequencies ηn and ξ. Let’s denote
kn and k the corresponding exponent. Then there are several cases:
Case 1: |kn − k| 6 1
In this case we can essentially repeat the proof of Lemma 7.6 and bound the above
term by
1.110k
+
‖Pk(ξ)F
−1
ξ I
n
7 f‖L2x . C
n−2
0
∏
j∈J(n)
min{1.1kj/2; 1.1−kj/2}δn1.110k
+
‖f̂kn‖L2
. Cn−20
∏
j∈J(n)
min{1.1kj/2; 1.1−kj/2}δn1.110(k
+−k+n )1.110k
+
n ‖f̂kn‖L2
We can sum that last term in k and then in kn. The desired bound follows.
Case 2: kn > k + 1 In this case we repeat the proof of Lemma 7.4 and write:
1.110k
+
‖Pk(ξ)F
−1
ξ I
n
7 f‖L2x . C
n−2
0
∏
j∈J(n)
min{1.1kj/2; 1.1−kj/2}δn1.110(k
+−k+n )1.110k
+
n ‖f̂kn‖L2
and the factor 1.110(k
+−k+n ) allows us to sum over k. The bound follows.
Case 3: kn < k − 1 :
Case 3.1: ∀j ∈ {1; ...;n}, kj < k − 1
Then the first term in the product is V̂ (t, ξ − η1) which is localized at frequency
1.1k. Therefore we can repeat the proof of Lemma 7.4 to find that
1.110k+‖Pk(ξ)F
−1
(
In7 f
)
‖L2x .
∏
j∈J(n),j 6=1
min{1.1kj/2; 1.1−kj/2}1.110k
+
‖〈x〉Vk‖L∞t Bxδ
n−1ε1
and that last term on k can be summed given our assumptions that V ∈ L∞t B
′
x
and we get the desired result.
Case 3.2: ∃j ∈ {1; ...;n− 1}, kj > k − 1
Let’s consider j′ = max
{
j ∈ {1; ...;n− 1}; kj > k − 1
}
.
If kj′ > k + 1 then V̂ (t, ηj′+1 − ηj′) is localized at frequency 1.1
kj′ .
Therefore repeating again the proof of Lemma 7.4 we have
1.110k+‖Pk(ξ)F
−1
(
In7 f
)
‖L2x . C
n−2
0 1.1
10k+
∏
j∈J(n),j 6=j′
min{1.1kj/2; 1.1−kj/2}‖〈x〉Vkj′ ‖Bxδ
n−1ε1
. Cn−20 1.1
10k+−10k+
j′
∏
j∈J(n),j 6=j′
min{1.1kj/2; 1.1−kj/2}
× 1.1
10k+
j′ ‖〈x〉Vkj′ ‖L∞t Bxδ
n−1ε1
which can be summed.
Now if |kj′−k| 6 1. Then either there exists j′′ ∈ {j′+1;n} such that |kj′′−kj′′−1| >
1 and then the factor V̂ (t, ηkj′′ − ηkj′′−1) is localized at frequency 1.1
kj′′ . Moreover
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since there are n terms in the product, then kj′′ > k − n − 1. Then similarly to
what has been done above, we can write that
1.110k+‖Pk(ξ)F
−1
(
In7 f
)
‖L2x
. Cn−20 1.1
10n1.1
10k+−10(k+
j′′
+n)
∏
j∈J(n),j 6=j′′
min{1.1kj/2; 1.1−kj/2}1.1
10k+
j′′ ‖〈x〉Vkj′′ ‖Bxδ
n−1ε1
which yields the result.
Finally if for every j′′ ∈ {j′ + 1; ...;n}, we have |kj′′ − kj′′−1| 6 1, then kn > k− n.
Then we can write that
1.110k
+
‖Pk(ξ)F
−1
(
In7 f
)
‖L2x . C
n−2
0 1.1
10n1.110k
+−10(k+n+n)
∏
j∈J(n)
min{1.1kj/2; 1.1−kj/2}δn1.110k
+
n ‖fkn‖L2x

Finally we can similarly deal with the n−th iterate of (8.5). We have the fol-
lowing:
Lemma 8.3. Let J(n) := {i ∈ {1; ...;n}, k 6 ki − 2}|.
Then there exists a constant C2 > 0 that does not depend on n such that
‖In8 f‖L∞t H10x . C
n−2
2
∏
j∈J(n)
min{1.1kj/2; 1.1−kj/2}ε21δ
n−1
The implicit constant does not depend on n.
The proof consists in writing an n−th iterate adaptation of the proof of Lemma
8.1. The details are omitted given the similarity with previous proofs.
To finish the proof, we notice then that at each step of the iteration, there are
O(n) terms that appear, and that they are bounded by a constant times Cn3 ε1δ
n.
(where C3 denotes the min of C1 and C2).
Therefore for some large enough constant D, we can write
‖f̂(t, ξ)‖L∞t H10x 6 ε0 +D
∞∑
n=1
Cn3 δ
nε1 6
ε1
2
for δ small enough.
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Appendix A. Explicit expressions of iterates
In this short appendix we give the explicit expressions of terms that appeared
in the expansion in Section 4.2.
First in the expression of (4.28) in the case |k − k2| > 1 :
{better terms 1} =
−2
∫
η1
Pk(ξ)Pk1(η1)V̂ (1, ξ − η1)
|ξ|2 − |η1|2
∫
η2
iξle
it(|ξ|2−|η2|
2) V̂ (1, η1 − η2)
|ξ|2 − |η2|2
f̂k2(1, η2)dη2dη1
(A.1)
−2
∫ t
1
∫
η1
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
∫
η2
isξle
it(|ξ|2−|η2|
2) ∂sV̂ (s, η1 − η2)
|ξ|2 − |η2|2
f̂k2(t, η2)dη2dη1ds
(A.2)
−2
∫ t
1
∫
η1
Pk(ξ)Pk1 (η1)∂sV̂ (s, ξ − η1)
|ξ|2 − |η1|2
∫
η2
isξle
it(|ξ|2−|η2|
2) V̂ (s, η1 − η2)
|ξ|2 − |η2|2
f̂k2(t, η2)dη2dη1ds
(A.3)
−2
∫ t
1
∫
η1
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
∫
η2
iξle
it(|ξ|2−|η2|
2) V̂ (s, η1 − η2)
|ξ|2 − |η2|2
f̂k2(t, η2)dη2dη1ds
(A.4)
−2
∫ t
1
∫
η
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
∫
η2
isη1,le
is(|ξ|2−|η2|
2) V̂ (s, η1 − η2)
|ξ|2 − |η2|2
(A.5)
× Pk2(η2)e
is|η2|
2
∫
η3
e−is|η3|
2
f̂(s, η3)e
−is|η2−η3|
2
f̂(s, η2 − η3)dη3dη2dsdη1
Then for the same term, but in the case |k − k2| 6 2 :
{better terms 2} =
−
∫ t
1
∫
η1
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
∫
η2
eis(|ξ|
2−|η2|
2)∂η2,j
(
ξlη2,j
|η2|2
)
V̂ (s, η1 − η2)f̂k2(s, η2)dη2dη1ds
(A.6)
−
∫ t
1
∫
η1
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
∫
η2
eis(|ξ|
2−|η2|
2)1.1−k1
(A.7)
× φ′(1.1−k1 |ξ|)
ξj
|ξ|
ξlη2,j
|η2|2
V̂ (s, η1 − η2)f̂k2(s, η2)dη2dη1ds
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And finally in the expression of (4.32):
{better terms 3} =
−
∫
η1
Pk(ξ)Pk1 (η1)V̂ (1, ξ − η1)
|ξ|2 − |η1|2
lim
β→0,β>0
e−β
(A.8)
×
∫
η2
ξlη2,j
|η2|2
Pk(ξ)Pk2 (η2)V̂ (1, η1 − η2)
|ξ|2 − |η2|2 + iβ
ei(|ξ|
2−|η2|
2)∂η2,j f̂(1, η2)Pk2(η2)dη2dη1
−
∫ t
1
∫
η1
Pk(ξ)Pk1 (η1)V̂ (s, ξ − η1)
|ξ|2 − |η1|2
(A.9)
×
∫
η2
ξlη2,j
|η2|2
∂sV̂ (s, η1 − η2)
|ξ|2 − |η2|2 + iβ
eis(|ξ|
2−|η2|
2)∂η2,j f̂(s, η2)Pk2 (η2)dη2dη1ds
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