The newly developed fully kinetic, semi-implicit, adaptive Multi-Level Multi-Domain (MLMD) method is used to simulate, at realistic mass ratio, the development of the Lower Hybrid Drift Instability (LHDI) in the terrestrial magnetotail over a large wavenumber range and at a low computational cost. The power spectra of the perpendicular electric field and of the fluctuations of the parallel magnetic field are studied at wavenumbers and times that allow to appreciate the onset of the electro- 
I. INTRODUCTION
mass ratio reduces the computational costs, but risks altering qualitatively the evolution of the process simulated 32 ) and the range of wavenumbers simulated. This is a particularly dramatic choice if the aim of the study is to follow the evolution of the turbulent cascade from the large scale of energy injection to the small (ion or even electron) scales of energy dissipation.
In this paper, a new approach is proposed for the study of turbulence in magnetized plasmas.
The aim is to reduce the computational cost of the simulations while retaining fundamental characteristics: a fully kinetic description of both ions and electrons, realistic simulation parameters and a wide range of wavelengths. The method proposed, the Multi Level Multi Domain method [33] [34] [35] , is demonstrated through the simulation, at realistic mass ratio, of turbulence generated by the Lower Hybrid Drift Instability (LHDI). In the case of the LHDI, the use of high mass ratios is essential to ensure a clear separation between the electron and the ion scales 36 . The LHDI is considered a turbulence generator because it breaks macroscopic fields into smaller and smaller structures. The fluctuations in the electric and magnetic fields driven by the development of the LHDI in an antiparallel configuration similar to the one in the terrestrial magnetotail are studied over a large range of wavenumbers, at long simulated times and with a realistic mass ratio. The potentially extreme computational costs of realistic mass ratio simulations 37 are avoided since MLMD simulations are performed.
The Lower Hybrid Drift Instability is driven by diamagnetic drift in presence of a gradient in particle density or temperature 38, 39 . The LHDI is unstable over a large range of wavenumbers k · B ∼ 0 and frequencies ω, Ω ci < ω ≤ Ω LH , where Ω ci is the ion cyclotron frequency, Ω LH ∼ √ Ω ce Ω ci is the lower hybrid frequency and Ω ce is the electron cyclotron frequency. In particular, a fastest growing, mostly electrostatic LHDI branch (mode "A", Figure 13 later in the manuscript) develops at the edges of the current sheet with k ⊥ r e ∼ 1 and growth rate γ ≤ Ω LH 40, 41 , where r e is the electron gyroradius and ⊥ is the current aligned direction perpendicular to the main magnetic field component. A slower electromagnetic branch (mode "B", Figure 14 ) develops in thin current sheets (L H /r i ≤ 1, with r i the ion gyroradius and L H the half thickness of the Harris current sheet 42 ) at the center of the current sheet and with k ⊥ √ r i r e ∼ 1 and γ ∼ Ω ci 36 . Kinking instabilities (mode "C", Figure 15 ) with longer wavelengths k ⊥ d i = 0.5 → 2 and slower growth rates (fractions of Ω ci ) then follow [43] [44] [45] [46] [47] [48] [49] [50] . The modification of the LHDI in presence of a large range of guide fields is addressed in Wang et al. 51 with a gyrokinetic electron, kinetic ion approach that allows to retain realistic ion to electron mass ratios. In the present paper, no guide field is used.
The LHDI (and, in particular, its electromagnetic branch located deeper into the current sheet) has been studied at length for its possible role in generating anomalous resistivity in collisionless magnetic reconnection 43, 47, [52] [53] [54] [55] . Anomalous resistivity acts as the "normal" resistivity produced by particle-particle collisions but is generated by non-collisional processes such as wave-particle interactions 15, 56 . Another possible scenario relating the LHDI and magnetic reconnection has also received attention. The LHDI alters the thickness of the reconnection current sheet and results in anisotropic electron heating. This enhances the collisionless tearing mode and a more rapid onset of magnetic reconnection may ensue 48, 57 .
The LHDI has also a relevant impact in the evolution of the reconnection jet fronts 58 and may contribute to the heating and acceleration of particles in the solar corona 59 .
Fluctuations of LHDI origin ("LHDI turbulence") have been observed in reconnecting current sheets in both astrophysical (e.g., Shinohara et al. 60 , Øieroset et al. 61 , Cattell et al. 62 ,
Zhou et al. 63 , in the terrestrial magnetotail; Cattell et al. 64 , Bale, Mozer, and Phan 65 ,
Vaivads et al. 66 , in the terrestrial magnetopause) and laboratory 67 plasmas. Norgren et al. 1 has observed that LHDI waves couple electric and magnetic field fluctuations in the terrestrial magnetotail. This process will be investigated at depth in this paper.
The paper is organized as follows. The Multi Level Multi Domain method is briefly described in Section II. In Section III, MLMD simulations of the LHDI instability are validated (Section III A). "Mixed grid" power spectra, obtained by seamlessly joining coarse and refined grid data, are analyzed in Section III B. The increase in time of the slopes of the electric and magnetic field spectra is observed, a consequence of the development of electromagnetic LHDI branch and of electromagnetic kinking instabilities. The coupling between the fluctuations of the perpendicular electric field E ⊥ and of the magnetic field B observed by Norgren et al. 1 for LHDI waves in the terrestrial magnetotail is observed since the beginning of the simulation in the high wavenumber range at which the electrostatic LHDI branch develops.
At lower wavenumbers, k ⊥ d i < 30, where d i is the ion skin depth, the coupling is observed only after the development of the electromagnetic LHDI and kinking instabilities. This introduces a break in the magnetic field fluctuation spectra at k ⊥ d i ∼ 30 at times Ω ci t < 6,
where Ω ci is the ion cyclotron frequency. In Section III C, it is elaborated further on the role of the electron perpendicular current in coupling the electric and magnetic field fluctuations. The different spatial scales of the fluctuations in the electron and ion current are shown. Section IV then provides evidence of coupling between electric and magnetic field fluctuations over a large wavenumber range in a Cluster 68 magnetotail crossing. Conclusions are drawn in Section V.
Additionally, in Appendix A, single level simulations of LHDI are discussed to remark on an issue that, to our current understanding, affects PIC simulations: the presence of a cutoff wavenumber, dependent on the spatial resolution, above which numerical artefacts are introduced in the field spectra. Franci et al. 69 is referred for a study of the influence of the number of particles and of the spatial resolution in hybrid turbulence simulations. The presence of such cut-off wavenumber constitutes a further incentive towards the use of the MLMD method in turbulence simulations.
II. THE MULTI LEVEL MULTI DOMAIN METHOD AND ITS APPLICATION TO TURBULENCE SIMULATIONS
The Multi-Level Multi-Domain (MLMD) method is a way of reducing the computational cost of fully kinetic PIC simulations by simulating at increasingly higher spatial and temporal resolutions increasingly smaller fractions of the domain. In this regards, it is similar in concept to Adaptive Mesh Refinement methods for PIC codes 70, 71 . The computational cost becomes the main limiting factor to what simulations can achieve in cases, such as Innocenti et al. 72 , where the aim is to study kinetic processes at large temporal (hundreds of inverse ion cyclotron fequency) and spatial (hundreds of ion skin depth) scales. Figure 1 illustrates a two-level MLMD system, similar to the ones used in Section III of the present study. The entire domain is simulated with a coarse grid (CG) where low resolution, usually of the order of fractions of the ion skin depth d i , is used. A smaller part of the total domain is then simulated with a refined grid (RG), where the resolution is higher, usually of the order of fractions of the electron skin depth d e . Different time steps are used on the different levels to fit the temporal evolution of the processes of interest and also to satisfy the stability requirements of the Implicit Moment Method (IMM) 73 algorithm used, which relates the spatial (dx) and temporal (dt) resolution as in σ < v th,e dt/dx < 1.
v th,e is the average electron thermal velocity and σ ∼ 0.01.
The jumps in spatial and temporal resolution between the levels are indicated as Refinement Factor, RF = ∆x/δx, and Time Ratio, T R = ∆t/δt, where ∆ and δ label the resolution on the coarse and refined grid. Refinement Factors and Time Ratios as high as RF = 14 and T R = 10 have been used in Innocenti et al. 35 . The refined grid in a two level MLMD system has a spatial extension L x /RF × L y /RF , with L x and L y the dimensions of the coarse grid.
The same number of cells is currently used at all grid levels. This limitation will be removed in next versions of the code.
To maintain consistency between the different levels simulated, information regarding both fields and particles is regularly exchanged between the coarse and the refined grid: field (red arrow in Figure 1 ) and particle (yellow arrow) boundary conditions are exchanged from the coarse to the refined grid. The electric field calculated on the refined grid is then used in the generation of the coarse grid electric field solution for better level interlocking (blue arrow).
Straightforward applications of the method are cases where it is possible, at least as a first approximation, to identify a relatively small area where processes happen at smaller temporal and spatial scales, like the Electron Diffusion Region (EDR) in magnetic reconnection simulations 74 . The MLMD method is demonstrated for magnetic reconnection applications in Beck et al. 34 and Innocenti et al. 35 . In both cases, electron scale features (the inversion layer in the Hall field 75 and the electron jets moving out of the EDR at electron Alfvén speed 76-78 respectively) are captured by the RG only at a computational cost dramatically lower than the one of a comparable single level simulation. Figure 10 in Innocenti et al.
35
shows that a magnetic reconnection simulation done with the MLMD method and a jump in spatial resolution RF = 14 costs approximatively 70 times less than a comparable "traditional" PIC simulation. The salient features of the simulation are retained by the MLMD system at a cost which is almost two order of magnitude lower than that of a standard simulation.
A second field of applicability for the MLMD method is demonstrated in this paper. It is constituted by problems where multiple scales coexist over a domain which needs to be simulated at large scales to provide realistic injection conditions or to simulate low wavenumber fluctuations also. A small, representative portion of the domain is then simulated at higher resolution to capture the high frequency, high wavenumber dynamics.
III. ANALYSIS OF MLMD SIMULATIONS OF TURBULENCE GENERATED BY THE LOWER HYBRID DRIFT INSTABILITY
In this Section, MLMD simulations of turbulence generated by the Lower Hybrid Drift Instability are investigated.
All the simulations in this paper share the same physical initial conditions, a double Harris A background electron (species 2) and ion (species 3) population is also added, with initial density n b /n 0 = 0.1. These parameters are compatible with the plasma conditions in the magnetotail.
2D3V simulations are performed. Only the xy plane is simulated, but all the velocity and field components are retained. The x direction is aligned with the Harris current and the gradients of the Harris equilibrium are in the y direction.
Periodic boundary conditions are used for both fields and particles on the Coarse Grids.
MLMD simulations with Refinement Factors RF = 4, RF = 6 and RF = 8 are shown. Table I shows the simulation parameters. Lengths and cell numbers are the same in the x and y direction. The maximum wave number simulated is k max = π dx
. k sup = k max /4 is the wavenumber at which grid effects start affecting the power spectra of the different quantities, as discussed in Appendix A. For this reasons, all the spectra shown in this paper will be represented with dotted lines at wavenumber larger than k sup , to signify that that part of the spectra is affected by numerical artefacts and cannot be used for physical investigation. Validation against theory of the growth rate of some kinetic instabilities in a MLMD system is shown in Innocenti et al. 33 . In Innocenti et al. 35 the speed of electron jets in the Re- over a large range of wavenumbers. It shows that a small IMM simulation with appropriate resolution correctly captures the evolution of the small-wavelength LHDI branch. In particular, the wavenumber which is expected to dominate form theory has growth rate which satisfactorily matches the theoretical expectation. Long wavelengths oscillations do not develop due to the reduced size of the box. The same paper then shows that a large box simulated with reduced resolution cannot resolve the small wavelengths so accurately but can instead represent long wavelength modes. We can then expect that grids simulated with dimensions and resolution comparable to those of MLMD Refined and Coarse Grids but independently (meaning, not part of a MLMD system and hence not subject to inter-grid communication operations) will correctly simulate the small and large wavelength LHDI ranges respectively. We still need to prove in this paper that the Refined Grid is correctly driven by the Coarse Grid in its low wavenumber range and that no artefacts are introduced as a result of grid coupling.
As a preliminary check on the outcome of the simulations, Figure for RF = 4, T OT / T OT,0 = 0.9986 for RF = 6 and T OT / T OT,0 = 0.9985 for RF = 8
at Ω ci t = 13.6) in all the three refined grids. This is because, contrarily for example to the magnetic reconnection example shown in Figure 6 since the refined grid captures high wavelength fluctuations that the other grid averages out, due to the reduced spatial resolution. In the case of the electron density in the coarse grid at time Ω ci t = 5.44, Figure 3 , a central high density spine seems to be sided by high density branches. In Figure 4 , first column, second row, the side branches are so elongated to seem able to support a bifurcated current, a process often associated to the late stages of the LHDI. However, inspection of the electron current plots in the coarse and refined grid does not show evidence of current bifurcation. In fact, the thickness of the current sheet simulated is rather low, L H /d i = 0.53, while current bifurcation is usually associated with thicker current sheets 57, 82 . The electron density refined grid plots show that the coarse grid side branches are broken, at higher resolution, in smaller scale fluctuations, while the higher density central spine remains.
Kinking of the current sheet is visible in Figure 4 . "current direction", x in the simulations. The identification of the instability causing the kink in our current sheet is not a priority of this paper, which focuses instead on how the Refined Grid is driven to these long wavelengths by the Coarse Grid.
Lapenta and Brackbill 48 shows that, in semi-implicit simulations of the LHDI, a large domain simulation with low resolution correctly reproduces the evolution of the low wavenumber modes. Higher wavenumber modes are approximated within the resolution used. Conversely, increasingly smaller but better resolved simulations lose the ability of resolving kink modes. While commenting Figure 4 , it is claimed that, in a MLMD system, the CG can drive the RG in simulating large scale modes that the RG would not be able to simulate independently. This claim is corroborated by Figure 5 , which compares the power spectra of δB z (upper cluster of lines) and E x (lower) at time Ω ci t = 2.72 (panel a and c) and case. The focus at the moment is on the low wavenumber range, defined here as
Remind that, as previously remarked, the part of the spectra plotted with dotted lines is The horizontal axes of Figure 6 allow to appreciate at a glance the strength of the MLMD approach. The simulation with RF = 8 extends of a factor eight the available range of wave numbers with respect to the coarse grids, at a minimum computing cost with respect to the simulation of the CG alone (see Table II ). To reach the same upper wavenumber with a single level 2D simulation, an increase of computing cost of a factor RF 2 = 64 has to be expected. according to the local resolution, on the Coarse and Refined Grids. The fact that, discarding the red and green dotted lines, the coarse and refined grid spectra connect seamlessly, for both δB z and E x , at all the RF represented, constitutes further proof in the same direction.
Since approximately the last quarter of the entire wavenumber range simulated by a grid is unavailable for physical investigation, it is even more important to have cheap methods, such as the MLMD method, to extend the range of "reliable" wavenumbers of a system.
The MLMD system permits to build a "mixed level" spectrum, composed by coarse grid points at the "reliable" CG wavenumbers, k ⊥ d i < k sup,CG , and by refined grid points beyond that threshold, at k sup,CG ≤ k < k sup,RG . This dataset will be used for further analysis in the next Sections.
Before proceeding to that, however, it is necessary to comment on the representation of spectra as cuts at an angle θ = 45
• of the 2D spectra in the k x d i vs. 
B. Analysis of the mixed grid spectra
The mixed grid spectra of Figure 6 show a steepening in the slope of the δB z power spectra, for all the three MLMD simulations, at k ⊥ d i ∼ 30 (blue vertical line), which falls in the RG range of the mixed spectra. The fact that the steepening in the δB z power spectra is observed at the same wavenumber for all the three simulations shows that it is a physical process, rather than a numerical artefact. One can convince oneself of that by observing how the wavenumber marking the beginning of the E x plateau (a resolution dependent artefact)
shifts with the RF in Figure 6 . This is not the case with the k ⊥ d i slope change(a physical slope change).
The electric field power spectra, instead, do not experience any break at
The values of the slopes of the δB z and E x power spectra are calculated for the pre-break wavenumber range, at 1 < k ⊥ d i < 30, for the three mixed grid datasets. Different times,
, Ω ci t = 10.88 and Ω ci t = 13.6, are examined. MATLAB's polyfit function for least square polynomial fit is used with the data in log-log representation and with maximum degree of the polynomials n = 1 to find the slope of the spectra.
The goodness of the fit is evaluated through the coefficient of determination R 2 , which is calculated as
SS res is the sum of the squared residuals from the regression and SS tot is the sum of the squared differences from the mean of the dependent variable. R 2 = 1 is a "perfect" fit.
The values of the slopes and of the R 2 are listed in Table III and Table IV for the δB z and the E x field. One can notice a stark difference between the δB z R 2 and the E x R 2 values. While the R 2 in Table III are very good (if not excellent, especially at higher times) poorer performances are registered in Table IV . This may be partially due to the lower value (hence, lower variance) of the E x spectra in presence of roughly comparable levels of oscillations around the fits of the δB z and E x fields.
At a given time, the three MLMD systems show remarkable good agreement. This can be noticed also in slopes calculated for RF = 4 (blue line), RF = 6 (red) and RF = 8 (green) are depicted together below (above) the spectra and in correspondence of the wave numbers used for the slope calculations. Notice that the three slopes are almost not distinguishable. The slope differences, at a fixed time, in Table III and Table IV are contributed from the coarse grid, the others from the refined grids.
One can notice that the slope of the spectra of δB z increases with time, slightly between Ω ci t = 2.72 and Ω ci t = 5.44 and then more robustly from Ω ci t = 5.44 onwards. The slope of E x decreases in absolute value between Ω ci t = 2.72 and Ω ci t = 5.44 and then increases.
From Ω ci t = 8.16 onwards, the δB z power spectra drop with k ⊥ at least twice faster than the E x spectra. An explanation for this will be provided at the end of the Section. The slope increase with time is attributed to the development of slower electromagnetic branches, LHDI and kink. The break in the δB z slope at wavenumber k ⊥ d i = 30 appears at the earliest times, together with the development of the fastest LHDI branches (it is already visible at Ω ci t = 0.27, not shown here). It becomes less visible at later times, as one can appreciate in Figure 8 , time Ω ci t = 5.44. At time Ω ci t = 10.88, Figure 9 , the break in the power spectra of δB z has effectively disappeared.
An explanation for this behavior can be found recalling Norgren et al. waves is defined as:
where v ph is the wave phase velocity. A potential associated to parallel magnetic field variations, Φ δB , is defined based on assumptions associated to the nature of LHDI waves.
First, perpendicular propagation, k ⊥ >> k , is assumed; hence,
where, as already in the simulations, δB labels the variations of the total magnetic field with respect to an "equilibrium" configuration where the LHDI has not developed. The corresponding variation in the perpendicular current is assumed to be carried by the electrons through E × B drift in the perturbed fields. In Norgren et al. 1 , where an LHDI wave packet with k ⊥ ∼ 1/r e is analysed (hence, B ∼ B 0 ), the perpendicular current variation has the form δJ ⊥ ∼ eρ e δE ⊥ /B 0 ,
where ρ e is the electron density and e the electron charge. In the regions where the longer wavelength modes can be expected, i.e. where the "equilibrium" magnetic field is closer to zero, a dependence of the form:
instead holds. The linear relation between the perturbed perpendicular current and the perpendicular electric field (central to the investigations described in the rest of the Section) is preserved. Combining Eq. 4 and 5, the potential associated to δB perturbations can be written as:
where µ 0 the permeability of free space. If a wavenumber k and a phase velocity v ph can be found such that
those are taken as the wavenumber and the phase velocity of a wave package where a) propagation is mostly perpendicular (Eq. 4), b) a linear relation exists between the perturbations in the perpendicular electron current and the perpendicular electric field (Eq. 6) and c) most of the parallel magnetic field perturbations are due to electric field variations (Eq. 8). These conditions apply to both the fast and the slow LHDI branches, even if, as it will be explored in the next Section, the mechanism of oscillation coupling through the perpendicular current varies for the shorter and longer wavelengths. These considerations on coupling of electric and magnetic field fluctuations, with the perpendicular current as the mediator, can be exported to the MLMD simulations previously discussed. In the simulations, δB = δB z , the perpendicular plane is the simulation plane xy and B 0 is the Harris field value. One can then write the following relation between the electric and magnetic field spectra:
where the tilde indicates the spectra, rather than the power spectra as used up to now. Since no electric field is present at the beginning of the simulation, δE ⊥ = E ⊥ . In Figure 10 , Ω ci t = 0.27, the ure 11) and Ω ci t = 10.88 (Figure 12 ). The dotted part of the spectra, i.e. the one affected by numerical artefacts, should again not be taken in considerations for these analysis.
C. Spatial structure of current fluctuations
To understand why the black and blue lines in Figures 10 to 12 superimpose (or not) at different times, it is convenient to remind oneself of the origin of the coupling between electric and magnetic field fluctuations. In the derivation just recalled, it is mediated by perpendicular electron current due to electron E × B drift into the "modified" fields. It can be verified that, already at time Ω ci t = 0.27, the electron current in both perpendicular directions is indeed given by E×B drift (the electron contribution to the equilibrium current is quite weak with respect to the ions with the current set of Harris equilibrium parameters). E x , J el,y and B z are then related as in: 
IV. CLUSTER SPACECRAFT OBSERVATIONS
In Norgren et al. 1 , coupling between electric and magnetic field oscillations is demonstrated at the small wavelengths associated with the mostly electrostatic LHDI branch. In this Section, the same methodology illustrated in Norgren et al. In short: we have filtered the signal at frequencies corresponding to those of the slow, electromagnetic LHDI branch. We have found excellent coupling between electric and magnetic field oscillations at a wavenumber which corresponds to the expected wavenumber of the electromagnetic LHDI branch. The δE max /δB max ratio shows that the mode is electromagnetic in nature. Hence, we have verified electric and magnetic field oscillation coupling of the electromagnetic LHDI mode. Now, we search for evidence of the coupling for the electrostatic branch as well. To do that, the filtering is done at the appropriate, higher frequency of ω > 0.5Ω LH . km, corresponding to 7r e . This wavelength is in good agreement with the expected length scales for the more rapidly growing modes of the LHDI. For these shorter wavelengths the magnetic field is relatively weaker, δE max /δB max = 0.29c, than for the long wavelengths.
In this case, with the filtering done at the higher frequencies associated to the electrostatic LHDI branch, the wavelength of best match is found to be indeed the one expected for the fast LHDI branch. Also, the δE max /δB max ratio confirms that the oscillations are electrostatic in nature: we have verified that, in the Cluster data interval of interest, both the electrostatic and the electromagnetic LHDI oscillations are present and that, in both cases, the coupling between electric and magnetic field oscillation, at the respective wavenumbers, is remarkable. Figure   16 ) may introduce some errors in the spectra of Φ E ⊥ which are not taken into account here.
The spectra of Φ B and Φ E ⊥ show good correlation along the major range of wavenumbers depicted, from kr i ∼ 1 (green line) through k √ r e r i ∼ 1 (purple line) and beyond kr e ∼ 1 (blue line), indicating that the phase velocity used can at least be considered representative for the major part of the wavenumber interval.
From the present set of observational data, it is not possible to determine if and at what high wavenumber the coupling between Φ E ⊥ and Φ B breaks down. The higher end of the spectra is limited due to the sampling frequency, f s = 450 Hz, of E and B and the noise level of the magnetic field instrument.
The good correlation between the spectra of Φ E ⊥ and Φ B over this wavenumber range is expected from the investigation in Section III B in presence of both LHDI branches. In Section III B a"mixed grid spectrum" is used for the computation of the slope of the power spectra of E x and δB z . The mixed grid spectra depicted in Field smoothing is used to curb the numerical noise in PIC simulations and to contrast the development of numerical instabilities [84] [85] [86] . It removes energy from the higher frequencies and wave numbers through what can be described, at the simplest level, as an averaging routine: the value of a field at a grid point is obtained by averaging the pre-smoothing values of its nearest neighbors. The averaging routine is applied, in the code used in this study, to the variables (electric field at the previous time step, particle moments) used in the Right
Hand Side of the equation solved for the time-updated value of the electric field, Eq. 26
in Innocenti et al. 33 . Since smoothing affects the higher wavenumber range and is related to the spatial resolution, it is a primary candidate to explain the origin of the numerical artefacts observed in the k ⊥ > k sup part of the numerical spectra.
Different levels of smoothing may be used in a simulation, i.e. the smoothing routine may be applied a different number of times per cycle. In the simulations analyzed in the previous Sections, a smoothing level of Sm = 5 is used. Now, the spectra of single level simulations where different levels of smoothing are used will be compared. The single level simulations have parameters corresponding to the Coarse Grids of the MLMD simulation examined in Section III. Figure A18 shows the numerical power spectra at different times of δB z and of E x as a function of the perpendicular wavenumber for a simulation with smoothing level Sm = 5.
The times represented are Ω ci t = 0.272 (black line), Ω ci t = 2.72 (cyan), Ω ci t = 5.44 (red), Ω ci t = 8.16 (green), Ω ci t = 10.88 (blue) and Ω ci t = 13.6 (yellow). The black dash-dotted line represents the spectra at a very early time, Ω ci t = 0.01, before the development of the instabilities. It can therefore be used as a proxy for the noise level in the simulations.
The increase in time of the power spectra of δB z and E x in the reliable wavenumber range, k ⊥ d i < k sup d i = 10 (see Table I ), is due the development of the low-wavenumber LHDI branches and of ion ion kink modes 49, 50 not suppressed by the realistic mass ratio. 84, 86 , the value of the plateau is higher when a reduced level of smoothing is used.
In the simulation depicted in Figure A20 , no smoothing is used. The most immediate consequence is the increase in power of the electric field component of the spectra, Figure A20 , bottom panel. Secondarily, the structures in E x have disappeared and can therefore be rather confidently related to smoothing. However, even if the artefacts more directly related to the electric field signatures (red and green vertical lines in Figure A18 and Figure A19) have been levelled off, the change in slope in the spectra of δB z in correspondence of the blue vertical line, k ⊥ d i ∼ 10, has survived the absence of smoothing: it is evidently related to grid effects other than smoothing. The relation of this structure to the spatial resolution has been explored in Section III A.
The absence of smoothing has very negative impact on energy conservation. Cohen et al.
87
remarks on the importance of smoothing for energy conservation especially when the algorithm is semi-implicit. For this reason, smoothing is retained notwithstanding its correlation with the appearance of numerical artefacts in the E x spectra. 
