Abstract-We present, in this paper, a new methodology for spectral unmixing, where a vector of fractions, corresponding to a set of endmembers (EMs), is estimated for each pixel in the image. The process first provides an initial estimate of the fraction vector, followed by an iterative procedure that converges to an optimal solution. Specifically, projected gradient descent (PGD) optimization is applied to (a variant of) the spectral angle mapper objective function, so as to significantly reduce the estimation error due to amplitude (i.e., magnitude) variations in EM spectra, caused by the illumination change effect. We call this scheme PGD unmixing (PGDU). To improve the computational efficiency of our method over a commonly used gradient descent technique, we have analytically derived the objective function's gradient and the optimal step size (used in each iteration). To gain further improvement, we have implemented our unmixing module via code vectorization, where the entire process is "folded" into a single loop, and the fractions for all of the pixels are solved simultaneously. We call this new parallel scheme vectorized code PGDU (VPGDU). VPGDU has the advantage of solving (simultaneously) an independent optimization problem per image pixel, exactly as other pixelwise algorithms, but significantly faster. Its performance was compared with the commonly used fully constrained least squares unmixing (FCLSU), the generalized bilinear model (GBM) method for hyperspectral unmixng, and the fast state-of-the-art methods, sparse unmixing by variable splitting and augmented Lagrangian (SUnSAL) and collaborative SUnSAL (CLSUnSAL) based on the alternating direction method of multipliers. Considering all of the prospective EMs of a scene at each pixel (i.e., without a priori knowledge which/how many EMs are actually present in a given pixel), we demonstrate that the accuracy due to VPGDU is considerably higher than that obtained by FCLSU, GBM, SUnSAL, and CLSUnSAL under varying illumination, and is, otherwise, comparable with respect to these methods. However, while our method is significantly faster than FCLSU and GBM, it is slower than SUnSAL and CLSUnSAL by roughly an order of magnitude.
I. INTRODUCTION
G IVEN a (hyper)spectral image, the linear mixture model (LMM) assumes that the collected spectra in a given pixel are formed as a linear combination of a set of pure spectral signatures, known as endmembers (EMs). Only a few pixels in an image are essentially "pure" [1] , while the restespecially in remotely sensed images-contain more than one material. Thus, a reliable analysis of acquired spectral data requires the process of spectral unmixing, where a vector of fractions (abundances), corresponding to the set of EMs, is estimated for each pixel in the scene (see [2] - [4] for detailed surveys). The recent growing availability of airborne and satellite hyperspectral (HS) remote sensing platforms poses new challenges vis-à-vis the utilization of HS imagery in a wide range of applications. Such applications may include the important processing of urban, agricultural, and natural image regions, which requires the detection of a large number of biotic, abiotic, and man-made materials. To distinguish between a large number of EMs, one needs to address the following main issues that are inherently associated with HS imagery: 1) spectral similarities between different materials (with differences only in a few spectral features); 2) variations in illumination angles (topographic effects) resulting in different spectral reflectance distributions for the same surface cover materials; and 3) high processing time as the number of prospective EMs increases.
In tackling the above-mentioned issues, it is essential to first determine the most relevant set of EMs, and then employ an appropriate unmixing strategy. Methods for EM finding include the manual EM selection tool [5] , as well as various automated algorithms, based on multidimensional geometric and statistical principles [6] . Early automated methods, e.g., the N-FINDR [7] and the improved version presented in [8] , generally seek pure pixels that represent the EMs, while more recent methods [9] , [10] do not assume the presence of pure pixels and try to estimate, instead, the EM spectra as the simplex vertices of the data cloud based on the principle of 0196-2892 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
the minimum volume enclosing simplex. In addition, recently developed methods [11] , [12] try to overcome the problem of nonpresent pure pixels by using sparse regression techniques [13] ; a large number of library spectra are used to model the mixed pixels, and the most suitable subset of EMs is found for each pixel during the unmixing process. See [14] , for a detailed survey of EM extraction methods, and [15] - [17] , for more recent implementation approaches.
As noted, once an adequate EM set is determined, an appropriate unmixing strategy is employed to find an optimal abundance vector in fraction space. Numerous unmixing methods have been pursued over the years to meet this objective. For example, least squares-based approaches [18] , [19] have been used in an iterative manner to provide fully constrained solutions. This was further refined by stepwise search strategies, such as quadratic programming [20] - [22] , gradient descent optimization [23] - [27] , and sequential quadratic programming [28] . One of the disadvantages, however, of a typical search algorithm is its low computational efficiency. This deficiency can be tackled successfully due to [11] and [12] . In an attempt to further alleviate this issue, it is of interest to derive semianalytical solutions for gradient descent methods. A comprehensive overview of unmixing methods with an emphasis on fraction estimation can be found in [29] and [30] . More recent methods consider solution sparsity [31] - [33] , spatial information [34] , [35] , or both elements [36] , [37] to further enhance the fraction accuracy. In addition to the wide use of the LMM in the majority of existing methods, nonlinear models have been recently introduced in various works (see [38] , [39] for detailed surveys). In particular, the generalized bilinear model (GBM) presented in [26] is a generalization of the bilinear model and the ordinary LMM.
The choice of an objective function is naturally a crucial component of the unmixing process. The Euclidean minimum distance (EMD), known for its convenient integration with a constrained least squares framework, has been commonly used for unmixing. Unfortunately, the performance of EMD unmixing is highly affected by the illumination change effect (which causes magnitude variations in the reflected spectra due to shadow and different topography [40] ). Exploiting, on the other hand, the special geometric properties of the spectral angle mapper (SAM) measure can significantly reduce the resulting bias and accordingly improve the unmixing results [28] , [41] . We employ, in this paper, projected gradient descent (PGD), which projects the estimate (in each iteration) onto the feasible subspace defined by the required constraints, for efficiently solving the constrained optimization problem in question.
The use of PGD for constrained optimization problems was originally proposed in [42] (some works also refer to [43] ). In practice, PGD is a subcase of the proximal gradient decent methods [44] , which are more suitable for nonsmooth objective functions. It is also considered a subcase of the forward-backward splitting algorithm [45] , where a forward step is applied by a single progress of the ordinary gradient descent, and a backward step is applied by projecting the result onto the feasible region (see [46] for a survey and detailed discussion on these methods). In general, the performance of gradient-based methods is highly influenced by the choice of the step size [46] , [47] . Given a function φ to be minimized, with gradient p at point x, the ideal (current) step size, γ , is the global minimizer (in case of a minimization problem) of the univariate function defined by [48] ϕ(γ ) = φ(x + γ p).
Identifying γ according to the above could be very expensive, though, in most cases. An alternative, efficient step size computation may be achieved by a backtracking line search, subject to the Armijo rule. The latter ensures an effective (but not necessarily optimal) reduction at each iteration [46] , [47] , and was found to be satisfactory in terms of both processing time and convergence. Still, it would be highly desirable to derive an optimal step size for achieving maximal progress at each iteration of the process in an analytical (nonexpensive) manner.
We employ PGD for spectral unmixing, while providing analytical, closed-form expressions for the gradient of the SAM-like objective function selected and the step size at each iteration, to improve the unmixing process in terms of: 1) robustness to the varying illumination effect; 2) scalability to a large number of EMs; and 3) computational speedup. Furthermore, the analytic stepwise PGD framework also results in a simple parallelization of the entire process by code vectorization [using vectorized code significantly reduces the run time of the entire process by "loop-unrolling," where in the case of image unmixing, all the inner loops of the different pixels are run simultaneously using array (instead of scalar) operations; it also has the advantage of solving a separate optimization problem for each individual pixel within a parallel run].
In summary, the study presented here aims at developing an accurate and computationally efficient approach for unmixing, especially under varying illumination, by applying an analytical PGD formulation to a variant of the SAM objective function. A detailed formulation of the analytical expressions for the objective function's gradient and step size in each iteration is provided. We supplement these derived expressions with a fast algorithm for projection onto the constraint simplex [49] to yield a stepwise analytical framework for fully constrained unmixing. The newly derived method is highly robust to illumination change, can handle a relatively large number of EMs, and is adaptable to any linear fraction constraint. We call this scheme PGD unmixing (PGDU). To overcome the high processing time, associated typically with gradient descent, we take advantage of the closed-form analytical expressions derived and the simplicity of the framework's components. As noted, we implemented our proposed scheme via code vectorization, which results in significant speedup on raster images. We call this unmixing scheme vectorized code PGDU (VPGDU). VPGDU essentially performs unmixing for a given image by simultaneously solving a whole set of independent optimization problems, where each problem is associated with an image pixel. Owing to this advantage, VPGDU can be invoked simultaneously with different parameters at each pixel, e.g., likelihood of purity, a good initial fraction estimate, upper and lower bounds of the various estimated fractions, different termination criteria (e.g., number of iterations and stopping threshold), and so on.
The developed methodology was tested extensively on real data, such as the well-known Cuprite reflectance image and an AISA image over a mixed natural-urban region, as well as synthetic data, e.g., EM signatures extracted automatically/manually (from these real images) or selected from a spectral library. In particular, it was compared against the commonly used fully constrained least squares unmixing (FCLSU) method [19] , the GBM method [26] , and the fast state-of-theart methods, sparse unmixing by variable splitting and augmented Lagrangian (SUnSAL) [11] and collaborative SUnSAL (CLSUnSAL) [11] , [12] (the latter two methods provide an abundance estimate based on the alternating direction method of multipliers [50] , by solving the so-called constrained sparse regression problem).
The rest of this paper is organized as follows. Section II presents the LMM used in this paper. Section III presents the main concepts of our framework. Section IV gives a detailed analytical derivation of the proposed PGDU methodology, including a detailed discussion of its parallel implementation via code vectorization (VPGDU). Section V presents detailed experimental results, including comparative performance evaluation of VPGDU versus FCLSU, GBM, SUnSAL, and CLSunSAL. Finally, Section VI makes concluding remarks.
II. LINEAR MIXTURE MODEL
Assuming an LMM, each pixel signature, m = [m 1 , . . . , m λ ] T , in an HS image with λ bands, can be expressed as a linear combination of L EM spectra as follows:
where E is a (λ × L) matrix whose columns are the EM spectral signatures, f is an (L × 1) vector containing the true fractions of the EMs, and n is a (λ × 1) vector, assumed to be a zero-mean Gaussian representing the system noise. During the unmixing process, an estimated fraction vector,f, is calculated for each pixel in the image. The LMM represents the relation between the EMs, their fractions, and the mixture, and it constitutes the basis for the mathematical terminology and formulations to be used during the unmixing process.
III. FRAMEWORK CONCEPTS

A. Searching in Endmember Fraction Space for Spectral Unmixing
Let S ∈ R L be a scalar field spanned by the orthogonal set
where each coordinate axis in S is represented by a single EM fraction. Each point in S represents a fraction combination, which reconstructs a different mixture due to (1) . A solution of the unmixing problem can be achieved by seeking the point (i.e., fraction combination) in S that optimally reconstructs the pixel's spectral signature. Ranking points in S as prospective solutions for the spectral unmixing requires a definition of an objective function that measures the spectral distance between the reconstructed mixture and the pixel's signature.
Once an objective function is defined, an optimal solution can be achieved by finding the global maximum/minimum (depending on the kind of objective function). Searching for an optimal, fully constrained solution should be carried out by examining a solution in the feasible region bounded by the nonnegativity and sum-to-one constraints. Search methods for spectral unmixing should combine an objective function and an optimization method; a nonlinear objective function requires an initial estimate before applying an iterative search process. Although iterative search methods are more flexible and adaptive to different conditions and constraints, they tend to be very slow, especially when some required parameters are determined empirically. Thus, the desired goal is to derive an analytical stepwise search method that would result in enhanced unmixing performance. The following three main components will be employed in our methodology.
1) Initial Estimate:
We employ the preprocessing model presented in [51] to generate an initial estimate of the fraction vector based on the relationship between the fractions and the SAM values between the EMs and the mixture.
2) Objective Function: The objective function picked is based on the SAM measure for its crucial advantage in significantly reducing the illumination effect. The parameters of the search process presented in this paper will be analytically derived with respect to the SAM objective function.
3) Stepwise Analytical PGD with Vectorized Code: A PGD procedure is derived in fraction space seeking for a constrained optimal solution. Also, code vectorization was implemented for speeding up the entire process.
The above-mentioned three components are integrated within a stepwise analytical framework, where the initial estimate is arrived empirically. Following the initial estimate, an iterative search procedure is employed. In each step, the result is assessed with respect to the objective function and the fraction change. The search is repeated until the objective function is satisfied or the maximal fraction change becomes smaller than a predefined threshold. Fig. 1 conceptually demonstrates the algorithm's framework. In Section IV, we describe each of these methodological components in detail.
IV. DETAILED DERIVATION OF STEPWISE ANALYTICAL PROJECTED GRADIENT DESCENT SPECTRAL UNMIXING
A. Initial Estimate
We provide an overview of this stage according to the presentation in [51] . Given two spectral signatures s 1 and s 2 , their SAM similarity measure is defined as
where · denotes the 2 -norm. Logically, the larger the EM's fraction f i is, the smaller the SAM measure is between its signature and the mixture signature. Actually, this relationship is a function of all of the EMs and their fractions in a given mixture, and it can be mapped in order to create a basis for generating an initial estimate of the fraction vector. Given a pixel signature m that is a mixture over the set of EMs, the normalized SAM of the i th EM, denoted by NS i , is defined as
where E i denotes the signature of the i th EM. The relationship between a fraction and its NS value is intrinsic and can be described by fitting a linear function whose coefficients can be estimated according to [51] . Specifically, we carry out the following steps.
Step 1: Simulate a set of known fractions in the range 0 ≤ f i ≤ 1 and create for each fraction a controlled mixture m according to the expression
where
denote, respectively, the reflectance of m and E i in the dth spectral band, and the f j values ( j = i ) are picked at random subject to
Step 2: For each fraction f i and its corresponding controlled mixture, compute a corresponding NS i according to (3) .
Step 3: Fit a linear function to estimate the relationship between the true fractions and their corresponding NS i values. Fig. 2 presents the scatter of the fractions versus their corresponding NS values and the estimated linear functions for three different EMs taken from a set of EMs to be presented (see Fig. 13 ). Each assessed coefficient is essentially a function of the EM set, regardless of the mixture to be solved; once preprocessing is applied, its results can be used for any mixture containing these EMs. 
Using our method, an initial estimate of the fraction vector is given byf
As can be seen from Fig. 2 , the initial estimate could provide negative values for EMs with actual small abundances. Since this step merely provides an initial estimate, negative values are set to zero. Note that in case the objective function is convex, devising a specific initial estimate might not be essential, although it would be beneficial for faster convergence to the optimal solution.
B. Projected Gradient Descent for Fully Constrained Spectral Unmixing
Gradient descent is a standard, commonly used method for nonlinear optimization. Using it for the unmixing problem, we start with an initial estimate of the fraction vectorf 0 . Then, a stepwise computation toward the optimal solution is applied according tof
where φ is the objective function, k is the iteration number, γ k is the optimal step size in the gradient direction (giving a maximal change in φ), and ∇φ(f k ) is the gradient of φ atf k , or the derivative of the objective function with respect to the fraction vector, i.e., ∇φ = ∂φ/∂f. For a differentiable objective function φ, ∇φ can be expressed analytically or can be calculated numerically. The gradient points in the direction, which maximizes φ, but the change quantity in φ itself still depends on the step size γ . Finding the optimal step size, i.e., the step size that yields the highest change in φ (for the current iteration) is done by solving the optimization problem
It would be desirable to find an explicit analytical solution by solving ∂ϕ/∂γ k = 0. Otherwise, a numerical solution may be applied.
Requiring valid, feasible unmixing results restricts the optimization process by the well-known abundance nonnegativity constraint (ANC) and the abundance sum-to-one constraint (ASC), i.e.,f ≥ 0 and 1 Tf = 1, respectively. Given an unmixing problem with L EMs, the feasible solution region defined by the ANC and ASC constraints is the positive simplex of the 1 ball in R L , e.g., the feasible region for the two-EM problem is the line segment joining the points (1,0) and (0,1) in R 2 , and that of the three-EM problem is the planar (triangular) segment defined by the points (1,0,0), (0,1,0), and (0,0,1) in R 3 . The iterative procedure given by (6)- (8) follows the steepest descent direction in each step. However,f k+1 may not necessarily meet the ANC and ASC constraints. Specifically, to keep the solution inside the feasible region in each iteration, we apply the following PGD process:
where x = P (y) denotes the projection of y ∈ R L onto the convex set and is defined by
For the problem in question, we will denote = L as the canonical simplex defined by
In other words, although the calculated gradient ∇φ(f k ) in conjunction with the step size γ k might yield a new point that is out of the feasible region, the Euclidean projection presented in (9)- (11) ensures that the next point would belong to the feasible region by finding the closest point to the simplex defined in (11) . Fig. 3 presents a scheme of the PGD process for a general objective function φ and a convex set .
To solve the minimization problem in (10), we use the very fast algorithm presented in [49] (a related method for projection onto a simplex, as part of an FCLSU can be found in [52] ). Note that by modifying L such that L i=1 x i ≤ 1, the ASC constraint can be easily replaced, if required, by a sum-less-than-one constraint [53] .
C. Objective Function
Among numerous available spectral unmixing methods, the objective function used mostly is the EMD. One drawback of the EMD is its sensitivity to change in radiometry. Given that an EM spectral shape is fairly consistent while its amplitude varies significantly [54] , it would be of interest to employ a spectral measure that minimizes the amplitude variation effect. A measure that meets this requirement is the SAM. As indicated before, the beneficial use of the SAM as an objective function for the spectral unmixing was proved and shown in [27] and [28] . In view of the previous assumptions, the objective function can be defined as
An optimal estimation off can be achieved by minimizing ψ. Carrying out a gradient descent optimization requires the gradient (at any point) of the objective function. For convenience, we write
The gradient of ψ can be derived by taking
We notice that the gradient of ψ is undefined at the minimum, where φ = 1, and so a gradient optimization could provide unstable results when applied to ψ. Thus, we take φ as an alternative objective function, i.e., we want to maximize
In other words, an optimal estimation of the fractions should satisfyf
To derive the gradient of φ, let us express it as φ = μ/ϑ, where μ = m T · Ef and ϑ = m · Ef . It can be easily shown that the derivatives of μ and ϑ with respect tof are ∂μ/∂f = E T m and ∂ϑ/∂f = E T Ef/ Ef · m , respectively. Thus, the gradient of φ can be derived as follows:
Simplifying, somewhat, we obtain
As mentioned previously, the gradient points in the direction that maximizes the objective function; the amount of change in the objective function still depends on the step size γ . An optimal step size can be achieved by differentiating
) with respect to γ k and requiring that ∂ϕ/∂γ k = 0. Following (12) , and omitting the index notations, such thatf =f k , γ = γ k , and ∇ = ∇φ(f k ), we get
Using the differentiation chain rule, we obtain
Following (15), and using again the shorthand index notation, we obtain the derivative of ϕ with respect to (f + γ ∇) as
Also, the derivative of (f + γ ∇) with respect to γ is
Requiring that ∂φ/∂γ = 0 yields
This can be rewritten as
Finally, we can now extract the following analytical expression for γ:
The analytically derived framework is described by the pseudocode in Algorithm 1.
Algorithm 1 PGDU
Inputs: E(λ × L): Matrix of set of EMs H(r ×c×λ) : Cube of spectral image to be unmixed
Cube of initial estimate of fraction image 1) for each row in image (r times) 2) for each column in image (c times)
Calculate ∇φ f k and γ k by (18) and (29), respectively; 5)
Setf
indicates the amount of change in fraction values during the last t iterations, where t is a predefined parameter A convergence proof of the PGDU method (with supporting empirical evidence) is provided in the Appendix.
1) Special Property of the Objective Function:
The effect of varying illumination on the measured mixture signature is usually represented by scalar multiplication. The advantage of the suggested objective function φ (which is a shape similarity measure) is its invariance to scalar multiplication as φ(m, Ef) = φ(m, aEf), for any scalar a = 0. Geometrically, the global maximum of φ, for a given unmixing problem, extends along a straight line in fraction space (Fig. 4) , i.e., all the points on this line represent the same fraction combination multiplied by a different scalar. Thus, using φ as an objective function for the unmixing process can significantly reduce the bias on the estimated fractions. Fig. 4 conceptually presents the advantage of using φ as an objective function compared with a least squares solution under varying illumination.
While the results obtained by VPGDU are influenced only slightly by the varying illumination effect, the biased results (due to the same effect) using SUnSAL are clearly evident (see Fig. 4 ). We further underscore empirically this advantage in Section V. 
D. Code Vectorization for Speedup
A main drawback of standard gradient descent optimization is its typical slow convergence. PGD performs faster, since the solution is kept inside the feasible region during the entire process. However, the running time of our proposed PGDU is still on the same order of FCLSU and GBM, which is considerably higher than that of SUnSAL and CLSUnSAL. We ran the procedures on 19 synthetic data sets of 200 000 mixed pixels, where each pixel in a given data set contains, respectively, (a subset of) 2, 3, … 20 EMs. This was repeated ten times (for each data set). Using the basic form of the PGD method, the running time rapidly increases as the number of EMs exceeds five. The process applied (to the entire image) iterates over the image rows and columns, until a predefined convergence criterion is met.
Pixelwise algorithms as FCLSU, GBM, and PGDU suffer from a high computational cost and could prove impractical when applied to very large images. On the other hand, SUnSAL and CLSUnSAL each solve a single optimization problem with respect to the entire image; this coupled with efficient optimization considerably reduces their run times. An efficient computation of our PGD method should exploit the analytical expression of the gradient and the step size, as well as the method's simple mathematical form, which does not involve a complex operation such as matrix inversion. Thus, the new module is adaptable to code vectorization, which compresses the entire process into a single loop of converging iterations; a new fraction vector is calculated in each iteration for all of the image pixels simultaneously by using the vectorized form of (18) and (29) .
In addition to the gained speedup of the process, the suggested vectorized code has the advantage of applying an independent optimization problem per pixel in the image exactly as the pixelwise algorithm. This advantage can be very useful in cases where different constraints are applied on the different pixels, what is not over methods that apply a single large optimization problem.
In the following, we present some matrix operations to be used for this mechanism.
Let 1
The Hadamard (entrywise) product is defined as
We now present the following set of array operations for vectorizing the code.
Operation 1: Array multiplication (. * ), the same as the Hadamard product.
Operation 2: Array right division (./), that is 
Operation 3: Array power (.∧), that is
Creating a row vector containing the sums of matrix columns can be simply done as
Converting a row vector into a matrix with the same vector duplicated along the rows. Letting w = [w 1 , w 2 , ........w s ], we have
Using the above-mentioned operations enables code vectorization of the gradient descent unmixing process. We are given a spectral image (with r rows, c columns, and λ bands), a matrix of L EMs, and a fraction image (with r rows, c columns, and L bands) obtained by the initial estimation process. A matrix M (with λ rows and r · c columns) can then be created by permuting the spectral image, as shown in Fig. 6 . The same operation is applied to the estimated fraction image to create the matrixF (with L rows and r · c columns); each column in M andF contains the spectral signature and estimated fraction vector of the corresponding pixel in the spectral image and the fraction image, respectively.
Having defined M, E, andF, we now implement the VPGDU. Specifically, the gradient ∇φ(f k ) and the optimal step size γ k can be simultaneously calculated for all pixels by the following operations:
Thus, the gradient for each pixel in the image is given by
To obtain the step size, we compute the following:
And the step size for each pixel in the image is given by
The iterative step at each pixel is calculated simultaneously byF
We used the vectorized code provided in [49] for the projection operator P .
Testing the running time of VPGDU relatively to FCLSU, GBM, SUnSAL, and CLSUnSAL reveals a significant improvement. The results are shown in Fig. 7 .
The vectorized code of the PGDU algorithm is described by the pseudocode in Algorithm 2.
The results clearly reveal the superior efficiency of SUnSAL and CLSUnSAL, whose run times are almost invariant with respect to the number of EMs used in the unmixing. Thus, these methods can be considered as a reference of efficiency with respect to newly proposed methods. Although the run time of VPGDU is considerably faster than (the original PGDU and) the standard, off-the-shelf FCLSU, it is about an order of magnitude slower than SUnSAL and CLSUnSAL. VPGDU, as well as SUnSAL and CLSUnSAL use parallel processing to solve for all the image pixels. However, whereas the latter solves a single optimization problem applied to the entire image, VPGDU solves for each pixel an independent optimization problem, running concurrently on all pixels. 2) while max
Compute ∇F k and k by (33)- (40) and (41)- (48), respectively; 4) SetF
Remove from M all pixels for which process converged; 6) end * The term F k −F k−t indicates the amount of change in fraction values during the last t iterations, where t is a predefined parameter 
V. EXPERIMENTAL RESULTS
A comparative performance evaluation of VPGDU was carried out relatively to the standard FCLSU, GBM [25] , and state-of-the-art SUnSAL [11] 1 and CLSUnSAL [11] . 2 We experimented with the following data sets. sensor in 1997 (Fig. 13) . The data for creating both Sets A and B are available online from [55] . 12 EMs extracted automatically from the image itself, using the VCA algorithm [55] . In addition to experimenting with the real image, four different synthetic tests were created using data sets A and B (see Fig. 8 ).
A. Experiment 1
A set of 10 000 synthetic mixed pixels was generated using the 20 EMs of Set A. The fractions in each simulated pixel follow a Dirichlet distribution [55] and fulfill the ANC and ASC constraints. An additive white Gaussian noise was added to the mixed spectra with the SNRs of 30 and 20 dB. The well-known root mean square error (RMSE) [56] for each EM was calculated as follows:
where i denotes the i th EM, N = 10 000 is the number of pixels in the set, and f i, j andf i, j are the true and estimated fractions, respectively, of the i th EM in the j th pixel. The experiment was applied to both Sets A and B; the results are presented in Tables I and II .
B. Experiment 2
This experiment is similar to the previous one, except that each generated spectral mixture was multiplied by a random number between 0.7 and 1 to simulate a varying illumination effect. We evaluated again the unmixing performance, for each EM, by the RMSE expression in (50) . The results are presented in Tables III and IV. The RMSE values (per EM) for all the methods seem correlative and appear to increase consistently as the SNR decreases to 20 dB. All of the methods perform in a comparable manner; VPGDU is slightly more accurate for SNR = 30 dB. Also, note that the RMSE values of all the methods increase considerably when using the EMs of Set B. While the RMSE values for VPGDU remain roughly fixed, under the varying illumination, those obtained by FCLSU, GBM, SUnSAL, and CLSUnSAL increase significantly. 
C. Experiment 3
We generated 19 synthetic image sets, each containing 10 000 mixed pixels. Each image is associated with a certain number of EMs from which the spectral mixture of each pixel is composed of. Specifically, the first image consists of pixels containing only two EMs, the second image consists of pixels containing three EMs, and so on; finally, the 19th image is composed of pixels containing all 20 EMs. The fractions in each simulated pixel follow a Dirichlet distribution and fulfill the ANC and ASC constraints. An additive white Gaussian noise was added to the mixed spectra with the SNRs of 30 and 20 dB. We evaluated the unmixing performance, for each synthetic image, by the following RMSE measure: 
where N = 10 000 is the number of pixels in each synthetic image, L = 20 is the number of EMs, and f i, j andf i, j are the true and estimated fractions, respectively, of the i th EM in the j th pixel. Note that all 20 EMs are utilized during the unmixing, while considering the effect of nonparticipating EMs [57] . The experiment was applied to Sets A and B and was repeated by decreasing the number of spectral bands from 224/188 to 112/94 to 45/40 (for A/B, respectively), while increasing, accordingly, the bandwidth from 10 nm to 20 nm to 50 nm. Figs. 9 and 10 show the RMSE obtained for FCLSU, GBM, SUnSAL, CLSUnSAL, and VPGDU as a function of the actual number of participating EMs for Sets A and B, respectively. 
D. Experiment 4
This experiment is similar to the previous one, except that each generated spectral mixture was multiplied by a random number between 0.7 and 1 to simulate a varying illumination effect. As before, we evaluated the unmixing performance, for each synthetic image, in terms of the RMSE expression in (51) . Figs. 11 and 12 show the RMSE obtained for FCLSU, GBM, SUnSAL, CLSUnSAL, and VPGDU as a function of the actual number of participating EMs for the Sets A and B, respectively.
The RMSE values for the five methods consistently increase as the SNR and the spectral resolution decrease. The results for all the methods are highly correlative. FCLSU, GBM, SUnSAL, and CLSUnSAL are slightly advantageous for SNR = 20 dB (especially for low spectral resolution). As in the previous experiments, the RMSE values for the five methods are considerably higher when using the spectra of Set B. This could be attributed mainly to the higher collinearity between the spectra of Set B (compared with the one between the spectra of Set A).
As can be seen from Figs. 11 and 12, the robustness of VPGDU to illumination change yields RMSE values that are fairly fixed. Note, on the other hand, the increased RMSE values obtained for FCLSU, GBM, SUnSAL, and CLSUnSAL. In other words, VPGDU significantly outperforms these methods under varying illumination. 
E. Experiment 5 (Using Real Data)
FCLSU, GBM, SUnSAL, CLSUnSAL, and VPGDU were applied to the real Cuprite image (Fig. 13) , considering 12 EMs extracted from it automatically via VCA and to the real AISA image (Fig. 14) , considering 12 of the 14 EMs selected from it manually.
Figs. 15 and 16, and Figs. 17 and 18 show the estimated fraction maps for all EMs obtained by FCLSU, SUnSAL, and VPGDU for both the AISA and Cuprite images, respectively (these results are comparable to those obtained by GBM and CLSUnSAL, which are available from our supplementary material).
As can be observed, the results obtained by FCLSU and SUnSAL are fairly close; also, they largely agree with those obtained by VPGDU for both images, modulo some differences in a few EM fractions. For example, in the AISA image, FCLSU and SUnSAL tend to overestimate the fractions of the second Asphalt type in areas of dark soil, as can be noticed in the fraction maps of EM #2 [ Fig. 15(d)-(f) ]. On the other hand, VPGDU overestimates the fractions of Concrete, especially along the main road; see the fraction maps of EM #11 [ Fig. 16(m)-(o) ]. The results obtained by all the methods for the Cuprite image are even more correlated, except for minor differences in EM #1 and EM #3 [ Fig. 17(a) -(c) and (g)-(i)] and a difference in EM #9 [ Fig. 18(g) and (h) , and bottom-left corner of Fig. 18(i) ]. 
VI. CONCLUSION AND FUTURE WORK
In this paper, we presented a novel methodology for a fully constrained spectral unmixing, the VPGDU. The newly proposed scheme performs iterative search in EM fraction space, based on analytical PGD optimization with respect to a variant of the SAM similarity measure as an objective function. The detailed derivation also analytically determines the optimal step size in each iteration and employs a projection onto a simplex to fulfill the required constraints imposed on the fractions. The entire scheme was implemented using code vectorization, which is basically a special form of parallel computing. In particular, we showed how to "fold" the computational process (applied to an entire image) into a single loop of matrix operations. This results in a considerably more efficient performance of the fully constrained spectral unmixing proposed.
The methodology presented is capable of applying the unmixing process to a (relatively) large number of EMs, thereby taking advantage of the numerous amounts of available HS imagery.
A comprehensive assessment of the proposed scheme was done relatively to FCLSU, GBM, and the fast state-ofthe-art SUnSAL and CLSUnSAL methods using simulated and real data, including the well-known Cuprite image, an AISA spectral image, and EM signatures extracted automatically/manually from these real images or selected from a spectral library. The experimental results indicate that the fractions obtained by the new methodology are in good agreement with those obtained by FCLSU, GBM, SUnSAL, and CLSUnSAL for all data sets tested, especially in the case of SNR = 30 dB. Moreover, the unmixing performance, under varying illumination, is greatly enhanced due to the inherent advantage of the SAM-based objective function used by our VPGDU scheme.
The suggested framework can be easily adapted to other objective functions, especially if they are differentiable with respect to the fraction vector, so that the gradient and the step size can be analytically formulated. Otherwise, the gradient and step size should be calculated numerically, but the running time is likely to increase, of course. Also, the VPGDU framework could be easily modified to handle any linear constrains that might be imposed on the fractions. For example, we show in [58] and [59] how to determine first a subset of EMs that are actually present in each pixel using novel spatial-spectral preprocessing; VPGDU is then applied with predefined fraction upper bounds of 0 to EMs nonpresent in a given pixel. In summary, the algorithmic framework is rather modular, and its components are easy to understand and implement.
As part of future research, it would also be of interest to further reduce the run time (beyond that obtained by code vectorization). This could be done, for example, by applying VPGDU simultaneously to a number of image subregions via parallel multicore computing. In an attempt to improve the rate of convergence, it would also be of interest to apply, for example, the conjugate gradient optimization to the objective function presented and compare the accuracy and run time obtained to those of VPGDU. Finally, one could investigate the influence of initialization on the unmixing performance.
APPENDIX
A. Convergence of PGDU
We provide here a convergence proof of our PGDU method, which draws on previous works on the convergence of PGD. The optimization in question is presented usually as a minimization problem. Thus, to keep this discussion consistent with the relevant literature regarding gradient descent optimization, we will minimize −φ(f), instead of maximizing φ(f) according to (16) , as max f {φ(f)} = min f {−φ(f)}. That is, we will consider the minimization problem
where −φ(f) is a generalized convex function [60] , which is continuously differentiable on the convex set L ⊆ R L . The point f * ∈ L is called a stationary point, i.e., an optimal solution of the problem in (52), if
where ·, · denotes an inner product, and the gradient is
Recall that the iterative update of the PGD to minimize −φ(f) Thus, we need to show that
Due to space limitation, we only provide a proof of convexity of the objective function −φ(f) and of the set L . We then refer to relevant works, which provide a complete convergence proof of PGD under similar conditions to those of our PGDU algorithm.
We first prove the concavity of φ(f), i.e., the convexity of −φ(f).
Definition 1: A function g(x) is strictly quasi-concave, if for all x 1 = x 2 and 0 < θ < 1, the following holds:
Proposition 1: The function φ(f) is strictly quasi-concave, i.e., for all f 1 = f 2 and 0 < θ < 1, we have
Proof: The value of φ(f i ) is the cosine of the angle between the vectors m(λ × 1) and (Fig. 19) . Let v denote the normalized vector v, i.e., v = v/ v . Thus
where m = m/ m and Ef i = Ef i / Ef i are the normalized vectors of m and Ef i , respectively. Accordingly, φ(f i ) is the length of the arc (on a great circle), which connects these two vectors on the surface of the 2 unit sphere (in cosine units).
Assume that φ(f 1 ) = m T Ef 1 = min{φ(f 1 ), φ(f 2 )} and let
We need to show the following strict inequality:
Let π 1,2 ( Fig. 19 ) denote the line segment joining Ef 1 and Ef 2 .
The point Ef θ must lie on π 1,2 , and can thus be expressed as
Analogously, if we letπ 1,2 ( Fig. 19) that is, φ(f i ) is strictly quasi-concave and −φ(f) is strictly quasi-convex. We now prove that the set L is convex. Proposition 2: Given
The following holds:
f θ ∈ L : f θ = (1 − θ) f 1 + θ f 2 with 0 ≤ θ ≤ 1.
Proof: We may assume, without loss of generality, that f To prove the sum-to-one property of f θ , we start by writing
(66)
Recalling that {f 1 , f 2 } ∈ L , i.e.,
We showed that 0 ≤ f j θ ≤ 1 and L i=1 f i θ = 1, and accordingly, f θ ∈ L : f θ = (1 − θ)f 1 + θ f 2 , i.e., the set L is convex.
The convergence of gradient descent for unconstrained minimization of a quasi-convex function was addressed in [61] . The fact that −φ(f) is strictly quasi-convex ensures that every local minimum of the function is also a global minimum [62] . Accordingly, in view of the nature of gradient descent optimization, which is based on the first-order differentiations only, the difference between a convex and a strictly quasi-convex objective function is negligible.
The convergence of PGD has been addressed in several works, considering both the type of the objective function and the choice of a step size. As can be expected, in general, the convergence is highly affected by the step size. Specifically, to guarantee convergence of the entire process, the chosen step size must satisfy a sufficient reduction at each iteration of the objective function in question. The analytical derivation in our case of an optimal step size [i.e., a step size that guarantees a maximal reduction in the objective function of (52)] bodes well with the above-mentioned premise. A complete convergence proof of PGD for a convex objective function and a step size determined by the Armijo rule is provided in [62] . A convergence analysis of PGD for a generalized convex function (i.e., a quasi-convex/pseudoconvex function) is given in [63] - [65] .
Finally, a comprehensive discussion of PGD with an exact line search (as in the PGDU case) and a detailed proof of convergence are given in [64] and [65] .
To gain more insight to the convergence of PGDU, we created 1000 simulated mixtures with the same true simulated fractions using 20 EMs. An additive white noise was added separately to each of the mixtures. The estimation error of the estimated fraction vector,f, with respect to the true fraction vector, f * , defined as f − f * , was computed for each iteration of the process. Fig. 20 shows the estimation error and the objective function value as a function of the iteration number for the best, worst, and median cases (i.e., simulated pixels with the smallest, largest, and median error, respectively).
Both the theoretical analysis and the empirical evidence provide a good indication as to the convergence of PGDU. 
