A Mobile Sensor Network is a geographically distributed network which owes its name to the presence of mobile sink or sensor nodes within the network. In this paper we will present and discuss the energy-efficient contention-based and scheduled based medium access control (MAC) protocols for mobile sensor networks (MSNs). Most of the MAC protocols such as T-MAC , D-MAC, and the more commonly utilized SMAC proposed for wireless sensor networks assume sensors to be stationary after deployment, which usually provide very bad network performance in scenarios involving mobile sensors.
INTRODUCTION
In wireless sensor networks, maximizing battery lifetime is a very important design criterion, because in many applications changing or recharging battery after deployment is normally not economical or not feasible. To maximize the battery lifetime, protocols at the data link layer usually put sensors in a sleep mode for most of the time, and only let them wake up periodically for data communication. This mode of operation, which trades network Quality of Service (QoS) such as delay, throughput for energy saving, proves to be very effective in stationary networks, where connection formations and break-ups are rare events. However, these protocols, which are customized for stationary networks, may not work well in the mobile scenarios, for example when patients' health conditions are monitored via wearable bio-sensors, workers equipped with sensor device in disaster recovery situation, or soldiers wearing sensors in battle field. In such mobile sensor applications, each communication node could be very mobile and the level of mobility may vary depending on time of the day. Existing protocols may not create new connection for mobile sensors quickly enough and the network performance may degrade so badly that it may become unworkable. The trade-off of QoS for the energy saving in this case need to be reconsidered. To be effective in both stationary and mobile scenarios, we need protocols that can work efficiently in terms of saving energy for sensors when they are stationary, and at the same time those protocols need to provide acceptable performance leve l when sensors are mobile. Such protocols need to be mobility-aware and adaptive to mobile sensors' speeds.
RELATED WORK
The radio interface of sensor nodes is designed with three modes or states and they are: receiving (or idling), transmitting, and sleeping (i.e. radio turned off). In general, transmitting consumes almost double the amount of power required by receiving and sleeping uses about a thousand times less power than receiving. Transmitting and receiving spends about tens of milliwatts and sleeping requires tens of microwatts. Data delivery models are application specific and they can be categorized into periodic, event-driven, and query-driven [2] . In the case of periodic, data is generated once per period so the radio should only be awake at those times, and it can be asleep in between two data generations. Event-driven and query-driven are random models so putting nodes to sleep places difficulty in delivering the event or the query, since intermediate nodes may be asleep and do not know when to wake up. Synchronization in periodic models is crucial in exploiting the sleep mode for energy conservation, and the MAC protocols discussed in this article approach this problem differently. [3] is an energy-efficient contention-based protocol that tries to save energy by periodically coordinating sensor nodes to sleep for most of the time, and wake up only for a short duty cycle to listen for transmissions (i.e. the nodes idle until they receive packets) or to transmit sensed data. The two states, listen and sleep, form a frame time which is usually 1s. Nodes form a virtual cluster by synchronizing the start and end of their listen and sleep schedules using broadcasted synchronization (SYNC) packets. Border nodes in between two clusters can communicate with either cluster, as long as the border nodes have knowledge of both schedules. To prevent network partitions when nodes miss each other due to non-overlapping listen intervals, sensor nodes leave 10 s after every 2 min of periodic listening and sleeping for neighbor discovery or after a short period if the sensor node has no neighbors. The same method is used to synchronize with new sensor nodes joining the network or from other clusters (i.e. border nodes). This means a mobile node moving into a new cluster can wait up to 2 min to connect with nodes in that cluster.
Sensor-MAC (S-MAC)
To handle mobility while keeping the energy benefits of putting nodes to sleep, the mobility-aware sensor MAC (MSMAC) protocol [4] adaptively changes the synchronization period to be 10 s after every 30 s of listening and sleeping when mobility is detected. MS-MAC is an extension to S-MAC made by other researchers [3] in hope of providing better mobility handling. Detection of mobility is based on the received signal level of SYNC packets from a mobile node. An active zone is created around the mobile node and border nodes also form active zones with nodes around them. All nodes inside the zones are within two hops from the mobile or the border nodes, and they perform synchronization for 10 s after every 30 s of listen and sleep cycles. As the mobile moves, the active zone moves along with it and nodes within two hops of it join the zone as the mobile node approaches. Distance (in hop count) from the mobile and border nodes are stored in SYNC packets so nodes can assume detection of mobility when they are within two hops.
Mobility increases frame errors due to low signal-to-noise ratio (SNR) or high Doppler shift. Low SNR and high Doppler shift increase the bit error rate (BER), which in turn increases the number of frame errors. Thus, another approach to handle mobility is to use extended Kalman filter (EKF) [5] to make the frame size smaller when the channel condition is harsh, and larger when the channel has high SNR and low Doppler shift. This method is based on adaptively estimating the frame size to be used for transmission and requires knowledge of previous frame size and channel conditions. On the other hand, mobility has been considered as an improvement to channel capacity, but instead of assuming random mobility or predicting it, mobility is controlled for data delivery to sinks [6] . Another prediction approach similar to S-MAC with EKF is the mobility-adaptive, collision-free MAC (MMAC) protocol [7] which adaptively changes the frame time according to the dynamic change in mobility. The protocol is scheduled-based or time division multiple access (TDMA) based, so there is no collision. Instead of using a fixed frame time like S-MAC or MS-MAC, MMAC shortens the frame time when mobility is high and lengthens it when mobility is low. The protocol is an extension to the traffic-adaptive medium access (TRAMA) protocol [8] , where a fixed frame time is used. Mobility is estimated using a probabilistic autoregressive model and it produces a prediction on the mobility of two-hop neighbors.
The following sections will be focused on the analysis of each approach and comparison of their effectiveness in handling mobility, whether the technique is changing the rate of synchronization, frame size, or frame time. Effectiveness will be based on the time required to connect with a mobile node and the scalability of the technique in handling many mobile nodes or even a network of entirely mobile nodes. Also, the complexity or protocol overhead of each approach will be compared such as computation time and memory requirements. When appropriate, possible mobility handling techniques are proposed and the trends set for future MAC protocols will be discussed.
3.CONTENTION-BASED MAC PROTOCOLS
In a single channel wireless network, only two types of MAC protocols exist and they are contention-based and scheduled-based. In contention-based, nodes contend for the channel whenever they have data to transmit, so carrier sense is usually used to prevent collisions by ensuring the channel is free before transmitting. To support fairness and prevent collisions once the channel is free, a r andom back off period is initiated when the channel is busy so contending nodes wait for a random amount of time before executing carrier sensing again. An example of such a MAC protocol is IEEE 802.11, which is one of the most commercially used multiple access schemes.
SMAC Protocol
SMAC (Sensor-MAC) [9] is one of the most widely used MAC protocols explicitly designed for the wireless sensor networks, considering energy limitations of battery driven sensor nodes that utilize a combined scheduling and contention scheme. In order to save energy, SMAC introduces a low duty cycle operation in nodes. It reduces idle listening by periodically putting nodes into sleep in which the radio transceiver is completely turned off (Figure 1 ).
Figure1. Periodic Listen and Sleep
SMAC includes approaches to reduce energy consumption from all the sources of energy waste, i.e. idle listening, collision, overhearing and control overhead.
A set of neighboring nodes synchronized together will form a virtual cluster, i.e. they listen at the same time and go to sleep at the same time. Nodes exchange their schedules by periodically broadcasting a SYNC packet to their immediate neighbors. The SYNC packet is very short, and includes the address of the sender and the time of its next sleep. The period for a node to send a SYNC packet is called the synchronization period.
To prevent the case that two neighbors miss each other forever when they follow completely different schedules, SMAC introduces periodic neighbor discovery, in which each node periodically listens for the whole synchronization period.
Although SMAC claims that it can adapt to the network topology changes and nodes movement, it has not investigated to what extent it can tolerate mobility while its performance is still acceptable. If a mobile node wants to set up a new connection with a new node in a different cluster (different schedule), it has to wait for its next neighboring discovery mode which is 10 seconds (synchronization period) every 2 minutes, to be able to detect the SYNC message from the new node.
Note that the listen period of the two nodes with different schedule does not match with each other, so the node cannot get the SYNC message of the new node at the beginning of each cycle. Thus, the node has to wait for its next synchronization period in which it can listen for a whole 10 seconds of synchronization period to finally can detect new SYNC. During this connection setup time, the mobile node is disconnected from the rest of the network, and this waiting period could be maximum 2 minutes.
Mobility-aware sensor MAC (MS-MAC) Protocol
The objective of this MAC protocol for sensor networks is a protocol that can work energy-efficiently in both stationary scenarios as well as when there are mobile nodes. To achieve this objective, we take S-MAC as a starting point and extend the protocol to support mobile sensors. The mobility aware MAC protocol for sensor networks (MS-MAC) would work similar to S-MAC to conserve energy when nodes are stationary. At the other extreme, this medium access scheme may also switch to work similarly to IEEE802.11 [10] for a very mobile ad hoc scenario. Figure 2 shows the relation between our MS-MAC protocol and SMAC as well as IEEE 802.11.
Figure 2 MS-MAC duty cycle varies with level of mobility
S-MAC is basically a CSMA/CA MAC protocol, based on IEEE 802.11. SMAC introduces periodic coordinated sleep/wakeup duty cycles ( Figure 3 ), thus extending the battery lifetime for sensor nodes. To maintain synchronization, for every a predefined number (ten) of cycles, each node broadcasts its schedule in a SYNC message, so that its neighbors can update that information in their schedule tables. To avoid two neighbor nodes never see each other (for example, due to SYNC packet corruption, interference, or because the medium keep busy and SYNC packets can not be sent in time), each node periodically follows the neighbor discovery scheme. For this scheme, the synchronization period (10 seconds) is repeated every 2 minutes. SMAC does not require all nodes in the entire network, but only in each virtual cluster to synchronize. Border nodes between virtual clusters need to follow more than one schedules. The reader is encouraged to read [9] for details.
The SMAC protocol works well when the network is mainly stationary, in which the connection formations and brake-ups are not frequent. If a mobile node wants to set up a new connection with a new node in a different cluster, it has to wait for a new synchronization period (which is 10 seconds every 2 minutes), to be able to detect the SYNC message from the new node. During this connection setup time, the mobile node is disconnected from the rest of the network. This waiting period of up to 2 minutes could be far too long for some time critical applications.
Figure3. S-MAC listening, sleeping, Re synchronization cycle
To expedite connection setups, we have introduced a new mechanism in MS-MAC to handle mobility based on actual mobility status of nodes. Each node discovers the presence of mobility within its neighborhood based on the received signal levels of periodical SYNC messages from its neighbors. If there is a change in a signal received from a neighbor, it presumes that the neighbor or it-self are moving. The level of change in the received signals also predicts the level of the mobile's speed. Instead of storing only information on the schedule of the sender node as for SMAC, the SYNC message in MS-MAC also includes information on the estimated speed of its mobile neighbor or mobility information. If there is more than one mobile neighbor, then the SYNC message only includes the maximum estimated speed among all neighbors. This mobility information is used by neighbors to create an active zone around a mobile node when it moves from one cluster to another cluster, so that the mobile node can expedite connection setup with new neighbors before it loses all its neighbors. In the active zone, nodes run the synchronization periods more often resulting in higher energy consumption, but the time it takes to create new connections is lower.
The reason behind the formation of active zone based on mobile speed is that the faster the mobile sensor moves, the less time it takes for it to cross the border between virtual clusters. Getting into a new virtual cluster without knowing the new schedule is a disastrous situation for the mobile sensor as it has to wait for long time for the next synchronization period (by default it is 2 minutes) during which the mobile is disconnected from the entire network. Whereas connection set up among nodes in the same virtual cluster is only 10 second which is the standard interval between periodical SYNC messages. In other words, active zones are only required when there are mobile nodes crossing from one cluster to the other .
To create active zones this way, the mobility information in the SYNC message is set to be empty when a node does not discover any change in received signal levels from neighbors or when the node is not a border node. If a border node detects a change of received signal levels, it will add the mobility information in the SYNC message it is about to broadcast. After receiving such SYNC messages with mobility information, its neighbors will expedite the frequency of their synchronization periods according to the speed of the mobile (Figure 4) . The physically mobile node itself also receives SYNC messages with mobility information from the border node and it also quickens the synchronization periods, ready for new connections with new neighbors.
Figure4 Frequency of synchronization period in MS-MAC Depends on mobile speed
This mobility aware mechanism of MS-MAC protocol allows nodes to work efficiently in both stationary and mobile scenarios. Under a stationary scenario or when mobile nodes only move within a single virtual cluster (such as in Figure 5 .a where the mobile node is well inside the virtual cluster 1), all nodes work in a very energy efficient mode. No active zone is formed. Similar to SMAC, apart from waking up for a very short time at the beginning of each cycle, each node only stays awake for the synchronization period of 10 seconds every 2 minutes. When there is a mobile node crossing cluster borders ( Figures 5.b, 5 .c, 5.d) the mobile node and surrounding nodes form an "active zone" two hops away around the mobile node.
In the active zones, nodes stay awake longer. The nodes in the active zones can be awake at all time if the mobile's speed exceeds a threshold v0 which is application specific parameter. This high duty cycle mode allows nodes to set up connections with new neighbors in a timely basis.
Figure5. Active zone is created two hops away around a mobile node which crosses virtual cluster border
S-MAC with extended Kalman filter (EKF)
The SMAC obtains higher energy efficiency by turning the radio on and off based on a periodic listen/sleep cycle. Although the SMAC by itself is not very suitable for mobile scenarios, the MS-MAC details a method to improve energy consumption by using the mobility of the nodes to monitor the wake period of the nodes. As it is reported in [11] and based on our investigation, we do not know any other MAC protocol to support mobility except the MS-MAC The problem, however with, MS-MAC is that it fails to consider the frame losses due to the bit errors introduced by mobility of the nodes. The major problem faced by wireless sensor nodes in mobile scenario is that a large number of retransmissions occur due to corrupt frames received at the recipient. This is due to the bit errors resulting from the Doppler shifts. Thus reducing the number of retransmissions will improve the energy efficiency of the system.
Where the nodes are mobile, the signal undergoes a Doppler shift which leads to bit errors in addition to those caused due to noise in the channel. This leads to frame errors causing the frame to be dropped at the receiver. Thus, a suitable solution would be to adaptively vary the size of the frame based on the signal characteristics. Transmitting smaller frames results in lower probability for frame errors. Moreover, the energy consumed in losing a smaller frame is less than losing a larger frame. Nevertheless, this leads to reduced bandwidth, which is undesirable for time critical applications thus the system must be able to adaptively vary frame size based on mobility. An Extended Kalman Filter is used to predict the size of the frame for each transmission. The Kalman Filter can be used to est imate the past, present and future states even without precise knowledge of the modeled system. The Kalman filter has limitations in nonlinear and nonGaussian systems. Extended Kalman Filter (EKF) was proposed to overcome these limitations and is considered one of the most efficient estimating schemes for nonlinear systems. It is a Minimum Mean-Square Error (MMSE) estimator based on the principle of linearizing the measurements and evolution models. The optimal frame size predictor reduces the size of the frame if the communicating nodes are moving relatively fast, if there is high noise in the channel, or in case where there is involvement of both. The EKF predicts larger frame sizes in cases where there is very little or no mobility and the channel are close to noise free.
SCHEDULED-BASED MAC PROTOCOLS
In scheduled-based, time is slotted for each transmission and a scheduler collects all time slot allocation requests and distributes the final schedule back to the transmitters and receivers. Nodes that are not participating in the transmissions can go to sleep until the next round of schedule distribution. During the collection interval, contention-based MAC is typically used when nodes are not assigned fixed time slots for sending requests, and this is beneficial when the data delivery model is random rather than periodic. For large wireless networks such as WSNs, clustering is utilized for a simpler and less hopping request collection procedure. Cluster heads are the schedulers and nodes within a cluster send their request to the cluster head. The cluster head schedules the transmissions based on the requests and distributes the time slot assignment to the cluster members. Packets that are destined for the sink must either hop through the cluster heads which form the second tier of nodes or transmitted directly to the sink using long range radio. Generally, communication between cluster heads is not explained in detail, and cluster formation and interference between clusters is vague.
LMAC
The lightweight medium access (LMAC) protocol [12] is a TDMA based for wireless sensor networks that give nodes the opportunity to communicate collision-free. It divides a frame into 32 equal slots. Each slot can be assigned by only one node and this node has control over this time slot, so each node can use its own time slot to transfer data without having to content for the medium or deal with energy wasting collision of transmissions. However, in contrast to all other MAC protocols, the receiver of a unicast message does not acknowledge the correct reception of the data, i.e. LMAC puts the issue of reliability at the upper layers [13] .
Table 6. CONTENTS OF THE CONTROL MESSAGE [11]
A slot consists of a 12 bytes traffic control section (Table 6 ) and a fixed-length data section. The scheduling discipline is very simple: each active node is in control of a slot. When a node wants to send a packet, it waits until its time-slot comes around, then broadcasts a message header in the control section detailing the destination and length, and then immediately proceeds with transmitting the data.
If a node which has already chosen a slot number starts moving, it may reach one-hop neighborhood of another node with the same slot number, so they will collide as both start transmission in the same time (same slot number). Then they will be informed by other neighbors, and after waiting for a back off time, they will choose another free slot number. We will show by simulation that, this protocol can work only for occasional mobility, so we have proposed a new version of this protocol, as M-LMAC which supports higher grades of mobility.
M-LMAC Protocol
As explained above, when LMAC faces mobile scenarios, a mobile node which reaches the neighborhood of another node with the same slot number, has to give up its time slot and after waiting for one back off time, reselects another free slot number. The problem may happen here, if the mobile node enters a crowded area, it may find no free slot number after one back off time, so the protocol fails to continue. Therefore, we modify LMAC to our proposed MLMAC as follows.
Since mobility causes this problem, it can help to solve it, too. In other words, when some mobile nodes leave the crowded area, other nodes can find some free slot numbers and do their slot reselection easily. So, when there is no free slot number, the node is allowed to wait for more than one back off time until it succeeds to find a free slot number. However, during this waiting time which may take more than some frame, the node does not have any assigned slot number. To prevent any problem for these nodes which are in "waiting for reselection" mode, some issues should be considered.
During the time when these nodes do not have any assigned slot numbers, they cannot send any packets which have been forwarded to them. Therefore, these packets may be delivered after a long waiting time which may not be acceptable. To prevent this case, we add a field to the control message that register the time in which this control frame has been sent. In this way, every node can periodically update its neighbor list.
Consider Node A at time (T1) has 8 neighbors including Node B. If Node B leaves the neighborhood of Node A, in the next frame, Node A will see that the time gap from when the last control frame of Node B has been received is more than one frame, so it removes Node B from its neighbor list. Another situation may happen when Node B has not left the neighborhood of Node A physically but due to the collision, it is in the "waiting for reselection" mode and there is no time slot assigned to it right now, so there is no turn for Node B to send its control frame. However, from Node A point of view, Node B should be removed from its neighbor list and doesn't matter either it has left the neighborhood of Node A physically or only it has no slot number to send its control frame.
Therefore, in M-LMAC, when a mobile node reaches a crowded area and collides with another node, it gives up its slot number and goes to the "waiting for reselection" mode. Also, during this waiting time it will be removed from the neighboring list of all its physical neighbors. As a result, no frames are routed to this node from its physical neighbors. The only case it needs to send a frame is when its own application layer generates a packet. In this case, the node should wait until it finds a free slot number and then waits for its turn to send the packet. To minimize this waiting time, we have also reduced the duration of TDMA frame to 0.076 sec, in which each time slot has enough time for sending a packet with the maximum length of 250 bytes.
Mobility-adaptive, collision-free MAC (MMAC)
MMAC [7] is a mobility-adaptive, collision-free protocol since scheduled access during data transmission guarantees this absence of collisions. MMAC follows the design of TRAMA [8] where a frame time is separated into two parts: random access for signaling of two-hop neighborhood topology information, and scheduled access for data transmission. TRAMA does not require clustering but instead uses a self-election algorithm to select the transmitter and receiver(s) of each time slot in a two-hop neighborhood. There are three important protocol components in TRAMA: (1) neighbor protocol is executed during the random-access period for propagation of one-hop neighbor information to neighboring nodes, (2) schedule exchange protocol is executed periodically during the beginning of scheduled intervals to exchange traffic information (i.e. the intended receiver(s) of each transmitter) within the two-hop neighborhood, and (3) distributed adaptive election algorithm to select the transmitter and receiver(s) in a two-hop neighborhood during the beginning of each scheduled-time slot. The election algorithm calculates the priority of the nodes within the two-hop neighborhood using a fair hash function, which depends on unique node IDs and the current time slot number. The highest priority node can transmit if it has data to send and this transmission is collision-free since lower priority nodes must back-off. The algorithm also places the lower priority nodes into receive or sleep mode by using the information gathered earlier with the neighbor and schedule exchange protocols. A node selected for transmission but has no data to send can give up its time slot by announcing this to others.
For mobility handling, MMAC uses a dynamic (adaptive) frame time based on the predicted mobility of two-hop neighbors. Mobility is separated into two types: (1) weak mobility which is topology changes caused by node joins and failures and (2) strong mobility which consists of concurrent node joins and failures, and physical mobility. Fixed frame time, such as that used in TRAMA, in mobile environments is described to have three disadvantages: (1) mobile nodes must wait for a long period for connectivity in a new neighborhood, (2) packet collisions increase dramatically in a contention-based MAC scheme, and (3) two-hop neighborhood information is inaccurate during this mobility period in a scheduled-based MAC scheme. To overcome these drawbacks, the dynamic frame time is set inversely proportional to the level of predicted two-hop neighborhood mobility. An autoregressive (AR) model [6] is used to predict the mobility of the two-hop neighbors, but it requires current node position, velocity, and acceleration at time t, which can be assessed when each node is integrated with a GPS receiver. Mobility estimation requires this information in their corresponding x and y coordinates.
The mobility-adaptive algorithm is distributive and each node changes its next frame time based on the number of expected nodes entering and leaving its two-hop neighborhood. First, each node uses the AR-1 model to calculate predicted mobility states of the node in time t, t + 1, t + 2, . . ., up to t + max, where max = frame time. Thus, mobility states are predicted for the entire frame time beforehand, and the expected coordinates (x and y) from the average of these states is used in calculating the expected number of nodes entering and leaving. Nodes entering during the next frame time are not added to the two-hop neighbor list, while those that are leaving are removed from the list. The exact times when nodes leave and enter are uncertain, so it is best to exclude them from the list during the next frame time, and packets to those mobile nodes are dropped. If the number of entering and leaving nodes is above a maximum threshold value, then the new frame time is the original frame time minus by a percentage of the original, where the percentage can vary depending on, for example, the number of nodes in the network. On the other hand, if the number falls below a minimum threshold value, then the original frame time is increased by a certain percentage. Both the scheduled access and random access slots are increased or decreased proportionally when the frame time changes.
There are several problems associated with the mobility-adaptive algorithm since each node requires the future mobility states of the whole network (current and potential two-hop neighbors), and individually calculated frame times can be different leading to synchronization errors. To solve these two issues, clustering is introduced and the cluster head selection/ rotation mechanism is a variation of the LEACH (low-energy adaptive clustering hierarchy) protocol. At the end of each round, where a round is several frames, all nodes send their expected coordinates in the next frame to the cluster head. After collecting all this information, the cluster head broadcasts the expected coordinates to all nodes in the cluster using a BROADCAST message. Each member node calculates the new frame time individually and sends it to the cluster head. All member frame times are collected by their cluster heads and the average frame times are calculated and sent to a single second level head. The period when all of this occurs is called the global synchronization period (GSP). The second level head calculates the average of the average frame times and disseminates it to the entire network. During the frames when GSP does not occur, mobility is adapted by varying the number of scheduled access and random access slots according to the BROADCAST message sent by the cluster head, while keeping the frame time constant. More mobility means less scheduled access and more random access and vice versa, so nodes have more chances to synchronize.
Gateway MAC (G-MAC)
G-MAC [11] is an access control scheme for cluster-based WSNs and it combines the advantages of contention and contention-free MACs similar to TRAMA. Unlike TRAMA and its complex scheduling algorithm, G-MAC simplifies the scheduling and only transmitters/senders are awake during the contention period to reserve time slots. The G-MAC frame structure is shown in Fig. 7 . There are three sections: contention section for nodes to send transmission requests (inter-network or intra network) to the gateway (cluster head), gateway traffic indication message (GTIM) section for the cluster head to broadcast the schedules, and contention-free section for scheduled transmissions within the cluster.
Figure7 G-MAC frame structure
The contention section is the collection period since both inter-network (non-local) and intra-network (local) traffic requests are collected in this interval. Inter-network traffic carries messages destined for nodes in another cluster, and intra network traffic contains messages to be exchanged between nodes within a cluster for data fusion. The two types of traffic are differentiated using RTS as the request message for non-local traffic and FRTS (future RTS) for local traffic. Fair scheduling is supported by the random exponential back off that each sender must wait for before sending the RTS or FRTS, and of course, carrier-sensing is performed before each transmission. The probability of request collision depends on the size of the contention window and the number of senders. For internetwork messages, the sender and gateway message sequence is RTS-CTS-DATA-ACK and this happens immediately during the collection period, since the gateway is the receiver. CTS is only used for inter-network messages and this reduces protocol overhead. After all transactions are completed, the gateway uses time slots at the end of the distribution period to forward all inter-network messages out of the cluster, and then goes into sleep mode. During the distribution period, all nodes are awake to receive GTIM messages which carry the current time, the next collection period, the next distribution period, and traffic exchange slots described by source, destination(s), and relative time offset. Nodes sleep during the contention-free interval and wake up only on the time slots they are scheduled to transmit or receive. After each exchange slot, both transmitter and receiver(s) return to sleep mode. If a node is not scheduled, it remains asleep until the distribution period ends.
CONCLUSION
There has been a growing interest to use sensor nodes in those applications which make nodes to be mobile. In this paper, we presented SMAC that is energy efficient, but suffers performance degradation when nodes are mobile. MS-MAC adds mobility handling to S-MAC, but can only handle a single mobile node that collects data from stationary nodes. S-MAC with proactive synchronization requires GPS and it is theoretically believed to be able to accommodate several mobiles. S-MAC with EKF also requires GPS in real implementations and can significantly reduce frame losses during mobile scenarios, but it is only tested with single hopping and within a single cluster. M-LMAC (Mobile LMAC) as a TDMA-based MAC protocol which can support continuous mobility in the wireless sensor networks. MMAC also requires GPS and it is a complex protocol, but it allows a network of slowly moving mobiles. G-MAC requires clustering and does not constantly gather the neighbor list.
