Remote sensing, medical imaging, and time-lapse seismic monitoring have common challenges in change detection. In this paper we introduce a statistical procedure developed in medical imaging to determine if anomalies in time-lapse seismic data are statistically significant. Using seismic data redundancy, we construct maps of statistical variation and apply an adaptive thresholding to them. The result is a set of maps of statistical significance of subsurface change. Simulation results show higher sensitivity of the procedure to subtle changes at the level of background fluctuations as compared to conventional data thresholding (based on standard deviations). High noise level and strong data correlation reduce the reliability of the procedure. The procedure applied to real data provides maps that allow quantitative evaluation of interpreted anomalies.
Introduction
One goal of time-lapse seismic monitoring is to identify changes in a producing reservoir. It is conventionally accepted that, after adequate data processing, one dataset (baseline) is subtracted from another (monitor) and the differences are interpreted in terms of physical changes in the reservoir interval. The interpretation of the differences is frequently based on relative magnitudes, although ancillary data (e.g., well logs and production data) have been used to improve the interpretations (e.g., Waggoner, et al., 2003) .
A priori thresholding of the statistical distribution of a given attribute in a map has also been used for anomaly identification (e.g., Tripp, 1948; Cabrera, 2001 ). This approach has been successful in cases of large changes in the reservoir. Since traditional thresholding suppresses many important anomalies, associated with subtle changes, an adaptive thresholding is required.
In the following sections we describe the design of statistical tests, the generation of statistical maps of seismic attributes, and the basis of the adaptive thresholding of statistical maps. We use simulations to test the performance of the procedure and apply the procedure to real data. We discuss results and implementation issues before addressing practical implications of the application of this technique.
Statistical Background
The search for changes in the pixels of two images can be posed as a series of statistical tests, one for each image pixel, to compare the means of two distributions. There are different methods to compare the means of two distributions depending on the assumptions we make. For example: what do we know about the distributions? Are they Gaussian? Do they share the same variance? Are the sample sizes large? Tests for Gaussian distributions are usually called Student's t-tests (named after the pen-name of W.S. Gosset (1908) ). We have used t-tests and assumed that the only changes in the two populations happen in the mean. In particular, the variances of the two populations are the same. This allows us to obtain a better variance estimate by averaging the sample variances of each group. But the method we describe below can be used with other distributional assumptions and tests. The important ingredient is the p-value of the test.
Statistical tests can be extended spatially to create maps of variation of particular datasets. Friston et al. (1990) propose the use of Statistical Parametric Maps (SPM). SPM are constructed on a pixel-by-pixel basis thus making no assumption about the variance of the attributes. SPM, alone, provide a feel for the inherent variability of the data. Pixels with a test statistic sufficiently large are declared as changed. But the problem is selecting a threshold that defines "sufficiently large".
An additional complication of this approach is caused by the number of trace comparisons (i.e., the multiple comparisons problem). To appreciate the importance of this issue, consider a map 200 by 200 traces (pixels) and a nominal significance level α= 0.05 (i.e., probability of committing a Type I error -see Figure 1 ). Just by chance, approximately 2000 pixels can be identified as changed, when they are really unchanged. If this map has, for example, 3000 pixels that really changed, up to 40% of the pixels declared as changed could be actually unchanged. The 5% significance level leads to a large number of incorrectly declared changes relative to the number of truly changed pixels.
Although there are conservative thresholding procedures, based for example on the Sidak's inequality (Sidak, 1967; Games, 1977) , the Bonferroni correction (Miller, 1981 ) is commonly applied to account for multiple comparisons because of its simplicity. For n comparisons, this correction adjusts the significance level to α/n. The cost of the simultaneous control of Type I error in the entire map is detection of a meager number of real changes.
There are four possible outcomes in a decision-making context. If we use H 0 to represent the hypothesis that there is no change in a pixel and H 1 for that of a change in that pixel, when change is declared and there is no change, or vice versa, a different type of error is committed (Figure 1 ). Each error type has different consequences and sometimes one is preferred over the other. When choosing a threshold, we compromise to a trade-off between error types. The procedure described in this manuscript attempts to control simultaneously both error types. Instead of using a Bonferroni correction, consider the fraction of pixels falsely declared changed (Type I error) among the total number of pixels declared changed. Benjamini and Hochberg (1995) proposed a method to address the multiple comparisons problem and constrain the fraction of Type I errors. Because every pixel declared as changed is usually called a discovery, the method is called a false discovery rate (FDR) controlling procedure.
Decision in Favor of
FDR depends on a parameter q that guarantees control of the false discovery rate in the sense that
where E(·) denotes expected value, V is the total number of pixels, and T u is the number of unchanged pixels. The proportion of truly unchanged pixels (T u /V) is unknown. For large images and a small number of changed pixels its value is close to 1. For small areas of interest it must be estimated, and the value of the parameter q must be adjusted to avoid over-controlling the expected FDR. If the data acquisition were to be repeated many times the average FDR would not be larger than q, but for a particular analysis it could be greater than q.
Application of the FDR procedure to SPM with V pixels is (Genovese et al. 2002 ):
1. Select the maximum FDR to tolerate on average (a value q between 0 and 1).
Compute p-values for the individual t-tests of the SPM.
A p-value is the probability that under H 0 a statistic would take a value greater than or equal to the observed value strictly by chance. 3. Sort the p-values in increasing order:
4. Let r be the largest i for which
where c(V) is a constant described below. 5. Declare the pixels V (1) , V (2) , …, V (r) as significant. 6. Threshold the SPM at the value corresponding to the pvalue P (r) . All the SPM original values whose p-value is larger than P (r) are set to zero.
The critical constant c(V) depends on spatial data correlation. For uncorrelated data c(V) equals unity. For spatially correlated data we use the one suggested by Genovese et al. (2002) :
where γ ≈ 0.57721566 is the Euler-Mascheroni constant.
Since the constant defined by (3) is larger than unity, the corresponding threshold for significance and number of pixels declared active are smaller. This compensates for the increase in the number of pixels with detected changes in a spatially correlated image. For the correlated images used in this study (3) was a reasonable choice.
The inequality in step 4 above defines the (statistically significant) area under a straight line with slope q/c(V) in the (i/V, P (i) ) plane. 
Application to Synthetic Data
We ran simulations to test the SPM/FDR performance. Our interest was the identification of subtle changes, so we used a maximum change of 3% (Lazaratos and Marion, 1996 , report 6% as typical time-lapse velocity variation). The average background variation was 1%. We defined four levels of change ranging from 0.05% to 3%, and constructed maps with pseudo-random Gaussian noise and lateral correlation. The simulations served to test SPM/FDR against different (Gaussian) noise levels and correlation lengths.
Location of the changes in the simulated difference maps is shown in Figure 3 . To compare these results with a known methodology, we use conventional threshold of difference maps at 2σ (twice the standard deviation) of the assumed statistical distribution of values in the map (i.e., about 0.05 significance). More stringent thresholding (3σ and above) results in severe suppression of real changes in the maps. We expect that changes should lead to pixels that are generally clustered, such as those in the lower corner of Figure 5 , that can be assessed with respect to being isolated or part of a cluster as an additional aid to correctly identify changes (Forman et al., 1995) . Figure 5 . FDR-thresholded t-statistic SPM. The areas of change are correctly identified in three corners. The region of smallest degree of change is partially identified by a small cluster of spikes.
Even for low-noise and weak data correlation, traditional thresholding performed poorly. In contrast, SPM/FDR (q=0.05) captured almost 100% of the pixels within the three highest levels of change. For the lowest level of change, SPM/FDR found a small percentage (22%) of the changed pixels. The cost of the increase in change detection is the incorrect detection of a small number of unchanged pixels.
Additional simulations (not shown) with varying noise levels and correlation lengths showed a much more rapid degradation in performance of the conventional method relative to the SPM/FDR procedure.
Noise and correlation reduce sensitivity (fraction of pixels correctly declared changed) and specificity (fraction of pixels correctly declared unchanged) of conventional and SPM/FDR procedures. Sensitivity values for small levels of change (0.05%) and noise (0.03%), ranged from 81% to 100% for SPM/FDR, and from 2% to 23% for conventional 2σ-threshold for varying degrees of lateral correlation.
Application to Real Data
The real seismic data consist of two P-wave surveys acquired one year apart. The region of interest is a reservoir undergoing an enhanced oil recovery program (CO 2 flooding).
Taking advantage of redundancy in pre-stack seismic data, we decomposed each survey into four subsets in order to estimate, for each pixel, mean and standard deviation of the time-lapse variation of normal move-out (NMO) velocities. Applying FDR to t-statistic SPM we identified two depth levels of significant change. A level above the reservoir showed consistent areas of detected change for varying values of q. Other depth levels showed scattered spikes or no significant change at all for different significance levels.
The reservoir level shown in Figure 6 has a flat area of no change (q=0.05). The anomalies in the FDR-thresholded SPM (see Figure 7) , overlap anomalies of the 2σ-thresholded difference map mostly in the region of large tstatistic. Conventional thresholding does not capture subtler changes in other regions. 
Diff
Is it a significant anomaly?
Discussion and Conclusions
For expected changes at the noise level, an adaptive threshold approach is better than the traditional a priori defined threshold for identification of anomalies. The FDRthresholded SPM are depictions of regions of detected change. The SPM/FDR procedure works on all the pixels at the same time and, even for a relatively high noise level, subtle anomalies may still be detectable.
We are currently evaluating the critical constant c(V) as a function of data correlation length. Since c(V) controls the thresholding point of FDR, an intermediate value between no correlation (value equal to unity) and complete correlation (value equal to the harmonic sum in equation 4), can potentially give better results.
An implementation issue is the selection of q. For the datasets used in this study a range of 0.025 to 0.15 showed consistent anomalies that grow spatially to smaller t-statistic values with increasing q.
Seismic monitoring can greatly benefit from using this technique to evaluate statistical significance of anomalies interpreted in the traditional way. Application to time-lapse monitoring data can also serve as a first pass in the risk reduction effort, preparing a map for further analysis using additional information (e.g., production data). Detection of subtler anomalies may help to explain reservoir behavior.
We are currently evaluating the calibration of the procedure to detect known changes. The merit of this procedure, applicable to diverse types of images, is evaluated for application to satellite remote sensing and unexploded ordnance (UXO) detection.
We have used a simple approach that seems to work reasonably well for our applications but which does not take into account the correlation structure of the field. Certainly, accounting for the latter will improve detection rates. Two new methods based on FDR are designed for feature detection in random fields (i.e., methods that model the correlation structure): Pacifico et al. (2004) define a generalization of FDR for Gaussian random fields, while Shen et al. (2002) use FDR coupled with a sparse representation of the field in the wavelet domain. The latter approach requires fewer assumptions on the field but as a result it may be less powerful if Gaussianity assumptions are in fact met. We plan to study the potential application of these methods to geophysical datasets. Our goal is to obtain robust methods that require fewer distributional assumptions.
