We present error bounds for the interpolation with anisotropically transformed radial basis functions for both function and its partial derivatives. The bounds rely on a growth function and do not contain unknown constants. For polyharmonic basic functions in R 2 we show that the anisotropic estimates predict a significant improvement of the approximation error if both the target function and the placement of the centres are anisotropic, and this improvement is confirmed numerically.
Introduction
In applications it is quite common to encounter anisotropic data sets or functions, where the variation in one direction is much larger or faster than that in other directions. The data fitting technique of kriging used by geostatisticians is highly related to radial basis function (RBF) fitting. In that field fitting with anisotropic directionally dependent covariances is a popular method for ore grade estimation; see Chiles and Delfiner [4] . From the approximation theory community, Cascioli et al. [2, 3] have demonstrated numerically the effectiveness of local anisotropic RBF fitting, and also that the condition of the matrix solution process is improved.
In this paper we show that the standard error estimates are improved by the composition of the RBF with a transformation of the parameter plane which stretches the function in the direction where it is steep.
The paper is organised as follows. In Sections 2 and 3 we define the anisotropic RBF interpolation problem and use the generalised Fourier transform to determine corresponding native spaces and power function. (An alternative derivation of native spaces applicable to compact domains is presented in Appendix at the end of the paper.) Section 4 is devoted to an error bound for the anisotropic RBF interpolant in terms of a growth function, extending the isotropic result given in [5] . In Section 5 we give an error bound for the derivatives of the anisotropic RBF interpolant. This result is new in the isotropic setting as well. Section 6 presents an explicit example where the anisotropic estimates predict an improvement of the approximation error, and this improvement is confirmed numerically.
Anisotropic RBF interpolation
A natural procedure employed by many for fitting anisotropic data with RBFs is to transform so that the data becomes approximately isotropic, fit in the transformed setting with a radial basis function, usually with underlying basic function Φ radial, and then transform back. This paper considers approximation error of such a procedure. We give theory and numerics which show that one can expect to improve the error when the data or function being approximated is anisotropic.
Suppose Φ : R d → R is a basic function, i.e., a positive definite function or a conditionally positive definite function of order s = 1, 2, . . . on R d , see e.g. [1] . If Φ is positive definite, we set s = 0. Thus, for any distinct points
, is positive definite on the subspace of R n of vectors a ∈ R n satisfying n j=1
where Π d ℓ denotes the space of all d-variate polynomials of total degree at most ℓ, and Π d −1 := ∅. Φ is usually radial but can be non radial. Given a set of distinct points X = {x 1 , . . . , x N } ⊂ R d , and real data values f j , j = 1, . . . , N associated with the corresponding x j , the classical RBF interpolant has the form
where m = 0 if ℓ = −1, and m = d+ℓ d
if ℓ ≥ 0, with {p 1 , . . . , p m } in the latter case being a basis for Π d ℓ . The coefficients {a j } and {b j } in (1) are determined from the conditions
and
This is uniquely solvable (see e.g. [1] ) under the assumptions that N ≥ m and X is a unisolvent set for Π d ℓ , i.e. for any p ∈ Π d ℓ , p| X = 0 implies p ≡ 0. Note that if Φ is radial one can expect that this method will work best when the data or function being approximated is isotropic.
Consider the case when the transformation procedure of the first paragraph is the linear transformation u = Ax, with A invertible. Then in the transformed setting we approximate g(u) = f (A −1 u), with an RBF based on the basic function Φ,
This can also be viewed as approximating in the original untransformed setting with an RBF based upon a non radial basic function Φ A . We replace in (1) the function Φ by Φ A (·) := Φ(A·) and the polynomial p j by the polynomial p j (A·), where A ∈ R d×d is a non-singular matrix. Clearly, the interpolation problem
where
is equivalent to
where r φ,ℓ is an RBF of the form (4). Since {u j } is a set of distinct points unisolvent for Π d ℓ , whenever X = {x j } is a set of distinct points unisolvent for Π d ℓ , we conclude that the anisotropic RBF interpolation problem (5) has a unique solution as soon as ℓ ≥ s − 1 and X is a set of distinct points unisolvent for Π d ℓ .
3 Native space and power function
Given any distinct x j ∈ R d , j = 1, . . . , n, and coefficients a j satisfying
, where u j := Ax j , i = 1, . . . , n, are all different and satisfy n j=1 a j p(u j ) = 0 for all p ∈ Π d s−1 . This shows that Φ A is a multivariate conditionally positive definite function of order s in the sense of [7, Chapter 8]. Moreover, although Φ A is usually not radial it is an even function. Therefore, its native space F φ,A can be described with the help of the generalised Fourier transform f as
where the (semi-) norm is
see [7, Theorem 10.21 ]. Recall thatf is given for any f ∈ L 1 (R d ) by the usual formulâ
and it is defined in a distributional sense for certain classes of functions non-integrable on R d , see [7, Section 8.2] . Since
where c := (2π) d/2 . This shows that
where · φ denotes the isotropic (semi-) norm
generated by φ in the native space
Remark 1. We can define a native space on compact domains also, and (7) holds in that case too. Details of this can be found in the Appendix.
Under the assumption that X is a unisolvent set for Π d ℓ , the following estimate holds (see [7, Theorems 11.4 and 11.5])
where P (x) is the power function that satisfies
with
Error bound in terms of a growth function
For any non-empty Y ⊂ R d , we denote by ρ q (x, Y) the growth function of Π d q with respect to Y,
It is easy to see that
and without loss of generality that {y 1 , . . . , y m } ⊂ Y is unisolvent for Π d q . Then writing p in terms of the corresponding Lagrange basis as
Note that in the case when #Y = dim Π d q , ρ q (x, Y) coincides with the standard Lebesgue function for polynomial interpolation at the centres in Y.
Furthermore, we denote by E(f, S) C(G) , where G ⊂ R d , the error of the best uniform approximation to f from a linear space S of functions on a compact set G,
Here C(G) denotes the space of continuous functions on G, and f C(G) := max x∈G |f (x)|. Theorem 2. Assume that f j = f (x j ), j = 1, . . . , N , for a function f ∈ F φ,A . Then for any non-empty Y ⊆ X, and any q ≥ max{ℓ, 0}, we have
where B A x,Y denotes the ball in R d with center 0 and radius diam({Ax} ∪ AY).
We will need the following two lemmas, see [5] .
Then for all p ∈ Π d q we have
Lemma 4. Let X be a finite dimensional vector space and X * its dual. Suppose that X * = span {λ 1 , . . . , λ k } for some λ 1 , . . . , λ k ∈ X * . Then for any functional λ ∈ X * we have
Proof. Although a proof for this lemma can be found in [5] , we provide a new short proof showing that it is a consequence of the well known duality theorem for the best approximation in normed linear spaces. Without loss of generality we assume that X = R n , n := dim X. Denote by A the matrix in R k×n such that (
It follows that the right hand side of (13) can be formulated as a best approximation problem min
where ker A T = {u ∈ R k : A T u = 0}. By a duality theorem (see e.g. [6, Section 1.3]), this is equal to max
Hence, the expression in the last display is equal to
which is easily recognized as the left hand side of (13).
Proof of Theorem 2. Let x ∈ R d \X. Referring to (8), we aim at producing a bound for the power function P (x) given by (9). Choose a q ≥ max{ℓ, 0} and any subset Y ⊆ X such that ρ q (x, Y) < ∞. Assume without loss of generality that Y = {x 1 , . . . , x n }, where n ≤ N . Clearly, the condition ρ q (x, Y) < ∞ holds if and only if Y is a unisolvent set for Π d q . Therefore the mapping that are linearly independent over Π d q . Therefore, {δ x j } n j=1 span the dual space (Π d q ) * . Now, the linear functional δ x defined by δ x (p) = p(x) is also in (Π d q ) * , and hence it can be written as a linear combination of δ x j , j = 1, . . . , n. We conclude that there exist vectors c ∈ R N satisfying
Since p(A·) is a polynomial of the same degree as p, it follows that
Let us fix for a moment a vector c ∈ R N satisfying (16) and (15). Lemma 3 implies that for any p ∈ Π d q ,
we obtain by taking into account (15),
Since p ∈ Π d q is arbitrary, it follows that
for any c ∈ R N such that (14) and (15) hold. By Lemma 4, where we take X = Π d q , λ = δ x (point evaluation at x), λ j = δ x j , j = 1, . . . , n, there existc 1 , . . . ,c n ∈ R such that p(x) = n j=1c j p(x j ) for all p ∈ Π d q , and
Thus, by settingc = (c 1 , . . . ,c n , 0, . . . , 0) ∈ R N , we arrive at
and (10) follows by (8) and (9).
The proof given for Theorem 2 involves working with the non-radial basic function Φ A in the untransformed setting. A proof could also be given working with the isotropic basic function Φ in the transformed setting, where [5, Theorem 1] can be used. In this regard note the equality ρ q (x, Y) = ρ q (Ax, AY).
Error estimates for derivatives
In this section our aim is to obtain an estimate for the error in approximation to derivatives by radial basis functions involving an appropriate polynomial growth function. The analog of Theorem 2 obtained applies to the anisotropic approximations r A φ,ℓ defined in (6) .
With the help of QR decomposition it can be shown that any real invertible matrix can be written as the product of an orthogonal matrix, a diagonal scaling, and an upper triangular matrix with unit diagonal (i.e. a shear matrix). This factorisation generalises to Lie groups as Iwasawa decomposition.
For the sake of simplicity we assume throughout this section that the d × d invertible transformation matrix A has a special form. Namely A = ΓQ T where the scaling matrix Γ = diag(γ 1 , . . . , γ d ) is diagonal with positive diagonal entries, and Q T is a rotation (i.e. an orthogonal matrix with determinant 1). Let q 1 , . . . , q d denote the columns of Q. Then multiplication by Q T maps the ray in direction q i into the i-th coordinate axis, which we call e i . Define the directional derivatives D q i f = ∇f · q i , and the iterated directional derivatives
In applications we aim to select A T A = QΓ 2 Q T , and thus the principal axes of the positive definite quadratic form x T A T Ax, to 'undo' the anisotropic behaviour of the function f being approximated; see Figure 1 . We note that for any differentiable function g and a diagonal scaling Γ −1
and that for Q a rotation
Hence
More generally
We will need a more general definition of the growth function. Given a nonempty subset Y ⊂ R d we set
This definition only has content when |α| ≤ q. Since p(A·) ∈ Π d q as soon as p ∈ Π d q , it is easy to see that
where the additional index Q in the right hand side indicates that the coordinate derivatives D α are replaced there by the directional derivatives D α Q . Given a closed ball about the origin B, and a number µ > 0, define the space V µ α (B) as the set of all functions in g ∈ C α (B) with a defined 2α-th derivative at zero, and norm
Then we have the following analog of Theorem 2:
Theorem 5. Let the transformation matrix A = ΓQ T , where the scaling matrix Γ = diag(γ) is diagonal with positive diagonal entries, and Q T is a rotation. Assume that Let x, x 1 , . . . , x n ∈ R d and c 1 , . . . , c n ∈ R. Suppose that
Then, for all p ∈ Π d q , we have
Taking y = x k in the first identity
and taking y = x in the second identity
as required.
Proof of Theorem 5. Let x ∈ R d \ X. We will apply (24) in the transformed setting for approximation wih the radial function Φ. Choose a q ≥ max{|α|, ℓ} and any subset Y ⊆ X unisolvent for Π d q . Then AY is also unisolvent for Π d q . Write u for Ax and u j for Ax j . Assume without loss of generality that AY = {u 1 , . . . , u n }, where n ≤ N .
Then the mapping δ AY : Π d q → R n defined by δ AY (p) = p| AY is injective, and its image has dimension 
is also in (Π d q ) * , and hence it can be written as a linear combination of δx j , j = 1, . . . , n. We conclude that there exist vectors c ∈ R N satisfying
and c j = 0, for all j = n + 1, . . . , N.
A power function error estimate result appropriate for derivative estimation [7, Theorems 11.4 and 11.5] is as follows. Let r φ,ℓ be the RBF interpolant for form (4) interpolating to g at nodes {u j }.
Here, P α (u) is the power function that satisfies
Note here that
Let us fix for a moment a vector c ∈ R N satisfying (22) and (23). Lemma 6 implies that for any p ∈ Π d q ,
we obtain by taking into account (23),
where t = Φ − p. Since p ∈ Π d q is arbitrary, it follows that
for any c ∈ R N such that (22) and (23) hold. By Lemma 4, where we take
q , and
Thus, by settingc = (c 1 , . . . ,c n , 0, . . . , 0) ∈ R N in (27), we arrive at (24) and (25),
Applying formulas (17) and (7)
It is possible for ρ q,α (x, Y) < ∞ to hold without Y being a unisolvent set for Π d q . e.g. For 2D and linears take Y as lots of points along the x axis and no other points. Then the ∂p/∂x is certainly controlled, but the set is not unisolvent for Π 2 1 , and the ∂p/∂y is completely uncontrolled, as is the function value -if we look off the x axis. If instead of just trying to control D α p we want all derivatives D β p with 0 ≤ β ≤ α controlled, then we want function values controlled, and immediately we require Y unisolvent for Π d q . Now we need F α (c) to be small in order to achieve a small error bound for our RBF approximation. From the form of (27) this requires at least the ability to drive
x,Y ) toward zero. Therefore, in the case where D 2α Φ(0) = 0, we will need need to require q ≥ 2|α|. In the case that D 2α Φ(0) = 0 we need to be able to approximate D α Φ well by polynomials, so may get useful estimates when |α| ≤ q < 2|α|. These remarks underly the requirement that |α| ≤ q in the statement of the theorem.
Example
Consider the case of approximation with the polyharmonic basic functions in R 2 , given by Φ(x) = x 2k−2 log x , k ≥ 2, supplemented with polynomials of degree k − 1, in R 2 . The corresponding native space is the Beppo-Levi space
In the case k = 2, Φ(x) is the classical thin plate spline.
In applying the bounds of Theorems 2 and 5 we will make the additional assumption that q ≥ 2k − 2 rather than just q ≥ k − 1. The reason is that then a known trick estimates the error in uniform approximation of Φ in the disk of radius h by polynomials of degree 2k − 2 as O(h 2k−2 ). The details are as follows. It is easy to see that Φ(x) = h 2k−2 Φ(x/h) + x 2k−2 log h. Hence, for any p ∈ Π 2 2k−2 , we have
, and this rate of convergence as h → 0 cannot be improved. Moreover, if k ≥ 3 then
. Now assume that the function to be approximated is anisotropic with
Consider approximating f on the unit square in the untransformed setting. Distribute N nodes approximately uniformly on the unit square so that the points are h ≈ N −1/2 apart. In this mesh the growth function ρ 2k−2 (x, Y) for the data sites Y taken from disks centered at x and of a suitable small multiple of h in radius, is uniformly bounded. Applying Theorem 2, and the above remark concerning the approximation of Φ from Π 2 2k−2 , we get
for some constant C depending only on k. In view of (18), we have ρ q,α (x, Y) = h −|α| ρ q,α (x/h, Y/h). Hence, Theorem 5 with µ = h, Y as above and q = 2k − 2, gives
where C is a different constant. Now apply Theorems 2 and 5 to approximation with transformation matrix A. The unit square transforms into the rectangle [0, 1]×[0, β] with area β. Distributing N nodes approximately uniformly apart the nodes are nowh ≈ (β/N ) 1/2 apart. Then using the bounds of Theorems 2 and 5 we get
and, for k ≥ 3, |α| ≤ k − 2,
Equivalently,
Thus the error bounds for the anisotropic method, (30) and (31), are much smaller than those for ordinary RBF interpolation, (28) and (29), respectively, when β ≫ 1.
In fact, these expressions suggest an improvement for the function error by about the factor (β/2) k/2 , and between (β/2) k/2 β −|α|/2 and (β/2) k/2 β |α|/2 for the errors of various partial derivatives. The comparison of upper bounds above in no way guarantees that using the anisotropic approximation method will actually improve the error. However it does indicate that this may well be the case.
We now present a numerical example approximating the function f (x, y) = f β (x, y) = √ 2 √ β √ π e −(x 2 +β 2 y 2 ) .
Calculations show that for small |α|, D α f β L 2 (R 2 ) has order of magnitude (1, β) α , the order constant depending on the particular partial derivative. We performed numerical computations with f β with β = 9. The function was approximated using polyharmonic splines with k = 3, both using a uniform mesh on [0, 1] 2 , and using the strategy of transforming, approximating and transforming back. The transformed domain was [0, 1]×[0, 9], the mesh there being nx×ny where ny = 9nx. The error in function approximation was estimated by evaluating it on a 27 times finer uniform grid in the untransformed domain.
The results in the table show that adapting to the anisotropy of f significantly improves the error in approximation of both f and its derivatives. Note that both approximation processes are displaying convergence of order considerably faster than the order 1/N predicted by our bound for approximation to f . It is indeed known that the order can be improved for sufficiently smooth functions. where D α 2 G means differentiation of G with respect to its second variable. Thus, to compute the derivatives of the error of interpolation we compute
