Abstract. Let K be a quadratic number field and let E be a Q-curve without CM completely defined over K and not isogenous to an elliptic curve over Q. In this setting, it is known that there exists a weight 2 newform of suitable level and character, such that
Introduction
Let E be an elliptic curve defined over a number field K and let L(E, s) be its L-function. This is a holomorphic function defined on the half plane {s ∈ C : ℜ(s) > 3/2}. For a certain class of elliptic curves, and conjecturally for every elliptic curve, L(E, s) has an analytic continuation to C. In these cases, it is of deep interest to know the order of vanishing of L(E, s) in s = 1, which is called the analytic rank of E. The main reason of interest is certainly the Birch and Swinnerton-Dyer conjecture, which, in its weak form, asserts that the analytic rank and the algebraic rank of E coincide. The conjecture is known to be true over Q when the analytic rank is at most 1 (see [29] , [35] and [43] or the survey in [27] ), but very little is known in the general case; moreover it is extremely difficult even to verify the BSD conjecture for a given E.
Suppose now that K is a quadratic number field of discriminant ∆ K and that E is a Q-curve completely defined over K (i.e. such that E is K-isogenous to its Galois conjugate). This is a sufficient condition to ensure that L(E, s) can be analytically continued to C. In the present paper we address the following problem: how can we decide whether L(E, 1) vanishes or not? Computations with modular symbols can in principle answer the question, but they are inefficient when the conductor of E is large. Alternatively, one can compute L(E, 1) to any given precision; however, it is not a priori clear how to decide whether L(E, 1) is exactly 0 or just a very small non-zero number. The same type of problem arises when L(E, 1) = 0: let P (E/K) be the period of E (cf. subsection 10.1). This coincides with the product f (t)dt using the formula for the analytic continuation of L(f, s). Now a theorem of Manin and Drinfel'd (see [20] and [39] ) shows that π(0)− π(i∞) has finite order in E(Q) and this allows us to relate L(f, 1) to the real period Ω E of E and c. In general it is a very hard problem to compute c, but assuming Manin's conjecture it is possible to find an explicit multiple of c in terms of the Q-isogeny class of E. Eventually, this will permit us to find an effective positive integer Q = Q(E, ω E ) such that L(E, 1) · Q/Ω E is a nonzero integer whenever L(E, 1) = 0. This gives us a very efficient method to decide whether L(E, 1) = 0. In fact this happens if and only if computing L(E, 1) up to a sufficient precision it results that |L(E, 1)| < Ω E /Q. Moreover, the same result allows us to compute the rational number L(E, 1)/Ω E whenever this is different from 0.
Over Q the situation is more complicated. Although there are different uses for the word "modular" in the literature, throughout this paper we call an elliptic curve E over Q modular if there exists some M ∈ N such that there is a nonconstant map X 1 (M ) → E. Ribet showed in [47] that Serre's conjecture on mod p Galois representations (which was later proved in [33] and [34] ) implies that modular elliptic curves without complex multiplication (CM) are exactly Q-curves without CM, that is, elliptic curves without CM which are isogenous to all of their Galois conjugates. In contrast to the case of elliptic curves over Q, the L-function of a Q-curve does not necessarily coincide with the L-function attached to a newform. However, within the class of Q-curves it is possible to define the subclass of the so-called strongly modular curves, which are characterized by the property that L(E, s) is a product of L-functions of newforms (see [30] ).
After reviewing in sections 3 and 4 some basic constructions associated to Qcurves taken from [26] , [30] , [44] and [47] , in section 5 we will focus our attention on quadratic Q-curves completely defined over a quadratic number field K. All such curves are strongly modular and Ribet's theorem ensures the existence of a newform f ∈ S 2 (Γ 1 (N )) such that L(E, s) = L(f, s)L( σ f, s), where σ f is the unique Galois conjugate of f . Section 6 is dedicated to explaining how one can compute the Fourier coefficients of f given E and an isogeny from E to its Galois conjugate ν E.
The existence of the newform f follows from the fact that the Weil restriction of scalars of E, which is an abelian surface over Q, is Q-isogenous to the abelian variety A f attached to f by Shimura (see [51] ). This is the key fact that will allow us to generalize the "geometric" argument used for elliptic curves over Q to the case of quadratic Q-curves. Section 7 contains the core of our argument. We will show there how to choose an appropriate parametrization starting from the data of E, an invariant differential ω E and an isogeny µ : E → ν E, and how to apply the Manin-Drinfel'd theorem to this setting in order to again relate L(E, 1) to the period of E and the discriminant of K.
One fundamental difference with the case of elliptic curves over Q is the fact that there is no direct way to uniquely define a Manin constant. In fact if E is a Néron model for E over the ring of integers O K of K, then H 0 (E, Ω 1 E/OK ) is a locally free O K -module of rank 1, but it is not necessarily free. However, the pullback of ω E under our modular parametrization coincides with γ · h, for certain γ ∈ K * and h ∈ f, σ f C . In section 8 we will recall, following [26] , the definition of the so-called Manin ideal, an invariant attached to a modular parametrization X 1 (N ) → E. Assuming a generalization of Manin's conjecture we will be able to use properties of the Manin ideal to find an explicit rational number whose quotient by N K/Q (γ) is an integer; this, together with a small computation performed in section 9, will finally allow us to compute an effective positive integer Q = Q(E, ω E ) such
The main result, stated in section 10, can be summarized as follows:
Theorem. Let K be a quadratic number field with discriminant ∆ K and let E be a quadratic Q-curve completely defined over K. For every finite place v of K, let c v be the Tamagawa number of E at v. Let P (E/K) = v c v · 2 s · Ω E |∆ K | be the period of E. Suppose that L(E, 1) = 0. Then:
Moreover, assuming the generalized Manin conjecture, if we fix an invariant differential ω E then there exists an effective positive integer Q = Q(E, ω E ) such that
In section 11 we will produce, starting from quadratic Q-curves of algebraic rank two, relevant examples of newforms of large level which cannot feasibly be computed using modular symbols. Finally, we will show how to use our result to prove that the analytic rank of these curves is exactly two and how the theorem can be used to compute the L-ratio when the analytic rank of the curve is zero.
A → B defined over K, while if F is an extension of K, the set of isogenies defined over F is denoted by Hom F (A, B). In particular, when A = B, the Q-algebra of the F -endomorphisms of A is denoted by End 0 F (A). The dual of an isogeny ϕ is denoted by ϕ. The base-change of A to F is denoted by A F .
The word "newform" means "normalized newform", so if +∞ n=1 a n q n is the Fourier expansion of a newform then a 1 = 1. For a number field K, the absolute Galois group of K is denoted by G K . All our number fields are contained in a fixed algebraic closure Q of Q.
If F/K is a Galois extension of fields and A is a Gal(F/K)-module, we denote by H i (F/K, A) the i-th cohomology group of A with coefficients in Gal(F/K). Group actions will be denoted on the upper left corner. For example if σ ∈ Gal(F/K) and a ∈ A then σ a is the element a acted on by σ.
Elliptic curves over Q
Let E be an elliptic curve over Q with conductor N . In this section, we are going to recall how it is possible to relate the special value L(E, 1) to the period of E, exploiting the modularity theorem. For a reference on this topic, see for example [13] . This will serve us as a model for the more general situation that we will study in the subsequent sections of the paper.
A modular parametrization is a non-constant map of algebraic curves π : X 0 (M ) → E for some M ∈ N. By the modularity theorem (see [7] , [57] and [58] ), such a map always exists with M = N . If ω E is a Néron differential on E, the multiplicity one principle shows that the pullback π * (ω E ) is a multiple of a newform f ∈ S 2 (Γ 0 (N )) by a constant c ∈ Q * , called the Manin constant. Note that choosing ω E is equivalent to choosing the sign of c. Theorem 2.1 (Edixhoven, [21] ). The Manin constant is an integer.
Let now E
′ be another elliptic curve over Q of conductor N , and let π : X 0 (N ) → E and π ′ : X 0 (N ) → E ′ be two modular parametrizations. We say that π ′ dominates π if there exists a Q-isogeny ψ :
This relation defines a partial ordering on the set of isomorphism classes of pairs (π ′ , E ′ ), where E ′ is an elliptic curve Q-isogenous to E and π
The map π is called a strong modular parametrization if it is a maximal element with respect to this ordering. It is clear that a strong parametrization is unique up to isomorphism; moreover it can be shown that every modular parametrization factors through a strong one. The Manin conjecture for elliptic curves over Q can be stated as follows: Conjecture 2.2 (Manin conjecture). The Manin constant of a strong parametrization is ±1.
Results in this direction are presented in [1] , [2] , [21] and [40] . Throughout this section, let us fix a modular parametrization π : X 0 (N ) → E. Let f (z) = +∞ n=1 a n e 2πiz ∈ S 2 (Γ 0 (N )) be the newform attached to E by the modularity theorem.
One of the consequences of the theorem is that the L-function of E coincides with the L-function of f . The formula for the analytic continuation of the L-function of f shows us that
and therefore we have
Since π * (ω E ) = c · f for some c ∈ Z, one has that
where {0, i∞} denotes the image in H 1 (X 0 (N ), R) of any path from 0 to i∞ in the compactified upper half plane H * and π * denotes the induced map H 1 (X 0 (N ), R) → H 1 (E, R). Note that π maps points in H * lying on the imaginary axis to real points of E, because complex conjugation on X 0 (N ) corresponds to reflection with respect to the imaginary axis in H * , and π commutes with complex conjugation since it is defined over Q. Moreover, the cusps 0 and i∞ of Γ 0 (N ) are defined over Q and therefore π(0), π(i∞) ∈ E(Q), but not necessarily π(0) = π(i∞). However, we have the following result. [20] and [39] ). Let G be a congruence subgroup of SL 2 (Z) and let X G be the corresponding modular curve. If α, β are two cusps for G, then the class {α, β} ∈ H 1 (X G , R) belongs to H 1 (X G , Q).
As an immediate corollary, π(0) − π(i∞) is a torsion point in E(Q). If t = |E(Q) tors | then tπ * ({0, i∞}) ∈ H 1 (E, Z) and so tπ(0) = tπ(∞). Since E is defined over R, complex conjugation on E(C) defines a involution E(C) → E(C) and consequently an involution ι : H 1 (E(C), Z) → H 1 (E(C), Z). Using the uniformization theorem for elliptic curves, it is easy to see (cf. Lemma 7.4) that there exists a Z-basis {γ 1 , γ 2 } of H 1 (E(C), Z) such that ι(γ 1 ) = γ 1 . The real period of E is defined as Ω E := γ1 ω E ; up to replacing γ 1 by −γ 1 we can assume that Ω E > 0. By what we said above, it follows that tπ * ({0, i∞}) = M γ 1 for some M ∈ Z. Putting everything together, we finally get
Now we would like to deduce from (2.3) an effective integer Q such that
is a non-zero integer, under the assumption that L(E, 1) = 0. Since |E(Q) tors | and Ω E can easily be computed (see for example [10, Algorithm 7.4.7] or [12] ), this would give us an efficient way to decide if L(E, 1) vanishes or not, by computing
with a sufficient precision, and to compute L(E, 1) Ω E whenever L(E, 1) = 0. In order to do this, we need to find an explicit multiple of c. In principle one could assume that E is the strong curve in its isogeny class, so that under conjecture 2.2 one can assume that c = 1, then compute its period and finally use the absolute bound on |E(Q) tors | to get our desired Q. In [25] , the author proves that there is an algorithm which allows us to do that in polynomial time with respect to the conductor of E. However, our philosophy is to avoid computing with modular symbols, since this can take a huge amount of time when the conductor of E is large. Therefore we will show how to find a multiple of c, which depends only on E, assuming conjecture 2.2 and a certain condition on π that we will explain below. For the rest of this section, we will assume that E does not have CM. Let π ′ : X 0 (N ) → E ′ be a strong modular parametrization which dominates π. Let ω E ′ be a Néron differential on E ′ . Let ψ : E ′ → E be the isogeny such that ψ • π ′ = π. Then ψ * (ω E ) = c·ω E ′ and since the dual isogeny ψ extends to a map of Néron models it is clear that ψ * (ω E ′ ) = a · ω E for some a ∈ Z. Since ψ • ψ coincides with multiplication by deg ψ, we see that c divides deg ψ. Now let ϕ be an element of minimal degree in Hom(E ′ , E). Since E does not have CM, there exists some non-zero m ∈ Z such that ψ = mϕ. Then the map π := ϕ • π ′ : X 0 (N ) → E is again a modular parametrization of E. Clearly such a parametrization has Manin constant equal to c/m. The same computations of L(E, 1) that led us to (2.3) can be performed using π : X 0 (N ) → E, leading us this time to:
Both (2.3) and (2.4) give us an integral multiple of the same rational number:
This argument shows that for our purpose we can assume that ψ = ϕ. Now we can proceed in the following way: first we compute the curves E 1 , . . . , E n in the Q-isogeny class of E; then for each i = 1, . . . , n we set s i := min{deg ϕ : ϕ ∈ Hom Q (E i , E)} and finally we let s := gcd(s i : i = 1, . . . , n). Since, as we said above, c divides deg ψ, then c divides s. Therefore we get that
Equation (2.5) has two immediate applications. The first one is the following:
assume that L(E, 1) = 0 and that we want to compute the L-ratio L(E, 1) Ω E . This is a rational number of which we know a multiple of the denominator, namely s · |E(Q) tors |. Now recall the following elementary lemma.
Lemma 2.4. Let B ∈ N >1 . Then for every x ∈ R there exists at most one p/q ∈ Q with q a positive divisor of B such that |x − p/q| < 1 2B .
Proof. Let p/q and r/s be two distinct rational numbers such that q, s are positive divisors of B. Let l = lcm(q, s), so that l ≤ B. Then
This shows that inside an open interval of length 1/B there is at most one rational number with the denominator dividing B, and the claim follows.
Notice that the bound given in the lemma is sharp, since if x = 3 2B , then |x − 1/B| = |x − 2/B| = 1/(2B). Equivalently, A is the unique integer such that
The second application is the following: suppose that we can compute L(E, 1), finding 0 within a given precision. How can we decide whether the value is exactly 0 or a very small non-zero number? Equation 2.5 tells us that if L(E, 1) = 0 then (2.6)
Therefore if we find numerically that 3. Modular and strongly modular elliptic curves over Q Our goal is to get an analogue of equation (2.5) for a more general class of elliptic curves. We say that an elliptic curve E/Q is modular if there exists N ∈ N and a non-constant map of algebraic curves X 1 (N ) Q → E. Note that elliptic curves over Q are modular in this sense, since for every N there is a natural map
Definition 3.1. Let K be a Galois extension of Q inside Q. An elliptic curve E/K is called a Q-curve if for every σ ∈ Gal(K/Q) there exists an isogeny µ σ :
We say that E is completely defined over K if E is defined over K and all Q-isogenies between the σ E are defined over K.
By the theory of complex multiplication, every elliptic curve with CM is a Qcurve. From now on, we will always assume that our Q-curves do not have CM.
If E/Q is a Q-curve, one can define a 2-cocycle in the following way: for every σ ∈ G Q choose an isogeny µ σ :
where we identified End(E) ⊗ Q ≃ Q. This is a 2-cocycle whose class depends only on the isogeny class of E and not on the choice of the µ σ . If E is completely defined over a number field L, one can choose L-isogenies µ σ for every σ ∈ Gal(L/Q) and in the same way obtain a 2-cocycle ξ L (E) whose class in H 2 (L/Q, Q * ) depends only on the L-isogeny class of E. Theorem 3.2 (Khare-Wintenberger [33] , [34] and Ribet [47] ). An elliptic curve E/Q without CM is modular if and only if it is a Q-curve.
Ribet proved this theorem assuming Serre's conjecture, which was later proved in [33] and [34] . The idea of the proof is essentially as follows. One picks a Galois number field L over which E is completely defined and such that the class of
is trivial. Such a number field always exists because of a theorem of Tate (see [49, Theorem 4] ). Then there exists a newform f ∈ S 2 (Γ 1 (N ), ε) for some N, ε such that the abelian variety A f attached to f (for details on the construction of A f , see [52] ) is one of the factors up to isogeny of the abelian variety Res L/Q (E). The curve E is then a quotient of (A f ) Q , and composing the quotient map (A f ) Q → E with the map X 1 (N ) → A f , we get the desired result.
There is a fundamental difference between elliptic curves over Q and Q-curves over bigger number fields: while, as we have seen, if E is an elliptic curve over Q, its L-function coincides with the L function of some newform f , the same is not true in general for Q-curves. In order to generalize the method used in section 2, one would like to be able to relate the L-function of E to the L-function of a cuspform. This motivates the following definition, given in [30] . 
L(g j , s), the Dirichlet series of the left hand side and the right hand side coincide (in a suitable right half-plane of convergence). Thus for every prime p,
where a p (f i ) (resp. a p (g j )) is the p-th coefficient in the q-expansion of f i (resp. g j ).
For every newform f ∈ S 2 (Γ 1 (M ), ε) and every prime l not dividing M , we denote by ρ l (f ) the l-adic Galois representations attached to f (see [14] ). Recall that this is a 2-dimensional, irreducible representation with values in a finite extension of Q l with the property that
Now let N be the product of all primes dividing the levels of the f i 's and g j 's and let l be a prime not dividing N . Equation (3.1) implies that
It is well-known that semisimple, finite-dimensional Galois representations in characteristic 0 are completely determined up to isomorphism by their traces at Fr p for every p in a set of density 1 (see for example [15, Lemma 3.2] ). Thus, the represen-
ρ l (g j ) are isomorphic. By looking at the dimension, we have that n = m necessarily. Moreover, since all the components are irreducible, we can assume up to reordering that
It follows that for all i ∈ {1, . . . , n} we have that a p (f i ) = a p (g i ) for all primes p. Now [42, Theorem 4.6.19] shows that f i = g i . This is done first by showing that the levels of f i and g i coincide by looking at the functional equation of their L-functions and then using the multiplicity one principle for newforms.
Strongly modular Q-curves are characterized by the following theorem. An immediate corollary of this theorem is that Q-curves completely defined over quadratic fields are strongly modular, because every cocycle class in H 2 (C 2 , Q * ) is symmetric.
Modular abelian varieties and building blocks
Let f = +∞ n=1 a n q n ∈ S 2 (Γ 1 (N ), ε) be a newform. The number field generated by the Fourier coefficients of f will be denoted by F . We say that f has CM if there exists a non-trivial Dirichlet character χ such that a p = χ(p)a p for almost all p. Suppose that f does not have CM. Let Γ be the set of embeddings γ : F → C such that there exists a Dirichlet character χ γ with γ(a p ) = χ γ (p)a p for almost all primes p. Note that χ γ is unique if it exists because f does not have CM. It is proved in [46] that Γ is an abelian subgroup of Aut(F ) whose fixed field F Γ is Q(a 2 p /ε(p)) where p runs over a set S of primes not dividing N and having density 1. The abelian variety A f attached to f is Q-simple and has dimension equal to [F : Q]; moreover F is isomorphic to End 0 Q (A f ) via the map that associates a n to
* . It is proved in [26] that the splitting field of f is the smallest field over which all endomorphisms of A f are defined. The abelian variety A f is isogenous over L to the power of an absolutely simple abelian variety B f , called a building block of A f . The dimension of a building block satisfies the equality dim B f = t · [F Γ : Q] where t is the Schur index of A f ; it can be either 1 or 2 depending on the splitting of the class in
for a Dirichlet character χ with conductor M . From now on, we will always assume that B f is an elliptic curve without CM, since this is the only case that we will deal with. This means that F Γ = Q, F/Q is abelian and the class of c is trivial in H 2 (F/Q, F * ). The curve B f is a Q-curve. The number field L is the smallest one over which all endomorphisms of A f are defined, and B f is L-isogenous to all its Galois conjugates. Since the class of c in
. The map β is not unique: any other splitting map differs from β by a coboundary; if β ′ is another splitting map then for some a ∈ F * we have β
From now on we will identify these two spaces and
. Now fix a splitting map β for c. Then the following theorem holds:
(3) all building blocks are of the form a(B) for a ∈ F .
This quantity is nonzero (see [26, Lemma 3.1] ). Then the normalized cuspform attached to (E, π) is
It is proved in [26] that λ n ∈ L for all n.
Quadratic Q-curves
Definition 5.1. A quadratic Q-curve is a Q-curve over a quadratic number field.
From now on, E will denote a quadratic Q-curve without CM completely defined
Proof. Fix an embedding K ֒→ C, so that ν is the restriction of complex conjugation to K. If Λ ⊆ C is a lattice uniformizing E, the conjugate curve ν E = E is uniformized by Λ. The map µ ν can be identified with multiplication on C by some complex α. Thus ν µ is multiplication by α, and therefore m = αα > 0.
We will exhibit in section 11 explicit examples of Q-curves completely defined over real quadratic fields with positive and negative m, and of Q-curves completely defined over imaginary quadratic fields, which necessarily have positive m.
Let B = Res K/Q (E) denote the restriction of scalars of E. This is an abelian surface defined over Q, so either B is isogenous to a product of two elliptic curves, or it is a Q-simple abelian variety. In the latter case, thanks to Theorem 3.2, it follows that B is isogenous to A f for some newform f whose Fourier coefficients generate a quadratic field. It is clear from the proof of the theorem that End
, so that B is simple over Q precisely when m is not a square. On the other hand, m is a square precisely when E is K-isogenous to an elliptic curve E 0 over Q. In this case, it is well-known that
denotes the quadratic twist of E 0 by d, and therefore we have that
Thus, in this case we can use the method of section 2 to get an analogue for (2.5).
Example 5.3. To get an example of such a situation, start with an elliptic curve E/Q without CM such that the group E(Q) [2] has order 2. Let P be its generator. Then the other two 2-torsion points P 1 , P 2 will be defined over some quadratic extension K/Q. Now let φ i be the isogeny with kernel {O, P i } for i = 1, 2 and let E i = E/ ker φ i . The curves E 1 , E 2 are defined over K and E 2 = σ E 1 , since ker φ 1 and ker φ 2 are Galois conjugate one to each other. Clearly there is an isogeny φ = φ 2 • φ 1 : E 1 → E 2 which has degree 4 and is defined over K. Thus the curve E 1 is a Q-curve defined over K but isogenous to an elliptic curve defined over Q, namely E. For an explicit example, consider the elliptic curve E : y 2 = (x − 1)(x 2 + 1). One checks that j(E) = 128, thus E has no CM. Using the notation above we have P = (1, 0), P 1 = (i, 0) and P 2 = (−i, 0). Then E 1 is the elliptic curve defined over Q(i) with equation
The newform attached to E
From now on, we will assume that m is not a perfect square. Let
be a newform such that Res K/Q (E) = B is isogenous to A f . The number field generated by the a n 's will be denoted by F = Q( √ m). Note that all endomorphisms of A f are defined over K because µ itself is, so End
Following the convention of [26] , we will implicitly fix an embedding of F into C.
Let Gal(F/Q) = {1, σ}. Then there exists a unique Dirichlet character χ such that σ a p = χ(p)a p for all primes p ∤ N (see [26] ). The field K equals Q ker χ , which implies that χ is the primitive quadratic character corresponding to K via class field theory. This means that if ∆ K is the discriminant of K then χ is the primitive quadratic character modulo |∆ K | given by:
Now recall that for the coefficients of f it holds (see for example [45] ) that a p = a p ε(p) for all primes p ∤ N . If F is quadratic real, ε must be trivial since f does not have CM. If F is quadratic imaginary, we have
a p = a p and therefore we get χ = ε −1 = ε as characters modulo N . Of course ε needs not to be primitive, but it is defined modulo N and d K/Q divides N (see equation (6.3) below). Thus ε is just the composition of χ with the projection (Z/N Z) * → (Z/|∆ K |Z) * . In order to find the q-expansion of f , we will look at local factors of the L-functions.
We remark that when N is a prime congruent to 1 modulo 4, χ is the Legendre
the author systematically computes q-expansions of newforms in S 2 (Γ χ (N )) whose Fourier coefficients generate a quadratic field. The abelian surface attached to such a newform splits over Q( √ N ) as a product of two Q-curves with everywhere good reduction. Even though there are some similarities between our computations and those of [11] , our result is different in nature, since we start with a Q-curve and then compute the Fourier coefficients of the attached newform, while in [11] the author starts with a newform and then computes a corresponding Q-curve. Moreover, we have no assumptions on N .
6.1. Local factors of L-functions. Let λ be a finite place of F , and let l be its residue characteristic. Let V l be the l-adic Tate module of A f ; this is a free module of rank 2 over the ring Q l ⊗ Q F with an action of G Q . We consider
Let p be a prime number different from l, and let D p and I p be a decomposition group at p and the corresponding inertia group, respectively. Let (V λ ) Ip be the space of coinvariants of V λ under I p .
The L-factor of f at p is of the form
where
and we let ε(p) = 0 if p | N . Then we have
(see for example [48, Theorem 4] and [8] ). On the other hand, for every prime ideal p ⊆ O K lying over a rational prime p and every prime l = p, the absolute Galois group G K := Gal(K/K) acts on the l-adic Tate module V l of E yielding a 2-dimensional l-adic Galois representation of 
,
If E has bad reduction at p, we set
The L-factor at p is given by
The following equation holds for all p:
By [41, Proposition 3] and [48, Theorem 5] , the following equalities hold for all rational primes p:
is the local factor at p of L-function attached to the Galois representation on the l-adic Tate module of A f . The equality (6.2) will be used to compute the a p 's. In order to do that, we will separately analyze primes of good and bad reduction for E. According to [41, Proposition 1] , if N K (E) is the conductor of E, then one has that
and combining this with the fact that N Q (A f ) = N 2 (see [9]) we get the following formula:
Therefore primes of bad reduction for A f are exactly primes lying under primes of bad reduction for E and primes which ramify in K.
Lemma 6.1. The conductor of E is a principal ideal generated by an integer.
Moreover, E has bad reduction at a prime p if and only if it has bad reduction at ν p.
Proof. Let N K (E) = p r I, where p is a prime ideal of K, r ∈ N and I is an ideal of K which is coprime with p. We will show that either p r is a principal ideal generated by p k for some k, where p is the rational prime lying under p, or ν p r exactly divides I.
Suppose that p lies above a ramified rational prime p. Then N K/Q (p) = p. Since p is the only prime lying above p and equation (6.3) 
must be a square in Z, this means that p has to divide the conductor of E an even number of times, say 2k times. This implies r = 2k and p r = (p k ). Suppose now that p lies over an inert prime p. This amounts to saying that p = (p), implying that p r = (p) r .
Finally, suppose that p lies over a split prime p. Since E is K-isogenous to ν E, the two curves have the same conductor. But
and hence also N K (E), concluding the proof.
Thanks to the above lemma, by a small abuse of notation we can say that E has bad (good) reduction at a rational prime p.
6.2. Primes of good reduction for E. Let p be a prime of good reduction for E. Equation (6.2) becomes:
Ramified case. Suppose p is a rational prime ramified in K. In this case, p divides N because of (6.3), and equation (6.4) therefore becomes
where p is the unique prime of K lying over p. We then have
In particular, c p − 4p is a square in F .
Inert case. If p is inert in K and p is the unique prime lying above it, we get
which leads to the following system:
Thus a p = ± c p + 2ε(p)p and in particular c p + 2ε(p)p is a square in F . Here
Split case. If p is split in K, then ε(p) = 1, there are two primes p 1 , p 2 lying over p and p 2 = ν p 1 . Let l be a prime different from p. Since E and ν E are isogenous, the two Tate modules T l (E) and
. To see this, let ν ∈ G Q be any lift of ν, and let
be the conjugation by ν. This is a well-defined homomorphism because G K is normal in G Q . Now let
Then it is easy to check that the following diagram commutes:
where the two vertical arrows are the usual l-adic representations of
and the map ϕ ν written with respect to these bases is just the identity. This shows that the characteristic polynomial of Fr p1 acting on T l (E) coincides with the characteristic polynomial of Fr p2 acting on T l ( ν E), and the claim follows. By the discussion above, we have that c p1 (E) = c p2 (E), so that we can just write c p for that. Equation (6.4) reads:
leading to
6.3. Primes of bad reduction for E. Let p be a prime of bad reduction for E. Then ε(p) = 0. Equation (6.2) becomes:
where c p = 1, −1, 0 if E has split multiplicative, non-split multiplicative or additive reduction at p, respectively.
Ramified case. Let p be the unique prime lying above p. In the proof of Lemma 6.1, we showed that p has to divide the conductor of E an even number of times, and so the reduction at p must be additive. This implies c p = a p = 0.
Inert case. Let p be inert in K and let p be the unique prime lying above p. Then
Therefore Split case. Let p 1 , p 2 be the primes lying above p. The same argument we used for the split case applies again, just noticing that since
-modules, where D p1 ⊆ G K is any decomposition group for p 1 . Therefore we get c p1 = c p2 and consequently
so that a p = c p1 = c p2 . can be identified with the ring
, whose elements are 2 × 2 matrices (a ij ) whose entries lie in the corresponding set of isogenies; for example, a 11 ∈ End K (E). Under this identification, the subring Z[µ * ] corresponds to the subring Z · 0
Before starting to analyze each problematic case, let us recall two fundamental facts. If l is any prime, then: i) there is a canonical isomorphism of
(see [41] ); ii) let p be a prime different from l. Then there is an isomorphism of Gal(F p /F p )-modules
(see for example [50] ).
Inert primes of good reduction. Let p be an inert prime of good reduction for E, and let p be the unique prime of K lying above p. In view of (6.3), B has good reduction at p. Now fix a prime l = p. Then the Tate module T l (B) is unramified at p. Since F acts Q l -linearly on T l (B), the Tate module is also a F ⊗ Q l -module, and one can show that T l (B) has dimension 2 as an F ⊗ Q l -module (see for example [16] ). Moreover, any Frobenius at p satisfies the equation 
From the computations of the coefficients of f performed above, we see that there exists an integer c such that a p = c √ m, so that a p acts on B as µ followed by
, we would get the opposite sign.
Ramified primes of good reduction. Let now p be a ramified prime of good reduction for E, and let p be the unique prime of O K lying above it. Then we have the following lemma.
Lemma 6.2. There is an exact sequence of group schemes over F p :
Proof. The proof is essentially an application of the results of [22] . In the notation of section 5 of that paper, the discrete valuation ring D is Z (p) , i.e. the localization of Z with respect to the prime ideal (p), while the discrete valuation ring 
The successive quotients of the filtration Gr B Fp := F i B Fp /F i+1 B Fp give rise to a short exact sequence 
Ip . Now the lemma above implies, since G a is l-torsion free, that (T l (B) )
Ip . Now we can use the same argument we used above, together with (6.
Inert primes of multiplicative reduction. We now consider the case where p is a prime that is inert in K such that E has non-split multiplicative reduction at p. This case only occurs if m = −1, and we will exhibit in section 11 an example of a Q-curve over Q( √ 17) which has non-split multiplicative reduction at 5. Let p be the unique prime of K lying over p. Let G be the smooth locus of the reduction of E modulo p; this is a non-split torus of dimension 1 over k(p). Then we have a canonical isomorphism
We note that reducing µ gives an isomorphism 
The L-factor we are trying to determine is 1 − a p p −s . Recall that in our setting, we have a p = −1 and a p = c √ −1 for some unknown c ∈ {±1}. This a p arises as the eigenvalue of Fr p on (V λ ) Ip by (6.1). Since E has semi-stable reduction at p, the inertia subgroup at p acts unipotently on V l (E). Using (6.6), one can check that I p acts unipotently on V λ . Therefore there is a short exact sequence This implies that the two maps Fr p and cpµ p from G to ν G are equal. Hence we can determine c by taking random points Q of G and checking for which c we have the equality Fr p (Q) = cpµ p (Q) in ν G.
Computing L(E, 1)
We mentioned in the previous section that there is an equality of L-functions
From this we can derive the formula
The key point now is that there exists a map π : A f → E defined over K (and consequently there exists a conjugate map
In fact if w β is an endomorphism of A f as in Theorem 4.2, then there is an isogeny ϕ : w β (B) → E, and we can let π := ϕ • w β . This allows us to consider the pullback of an invariant differential ω E on E, but this time this pullback needs not to be a multiple of the cusp form f . In fact, in the notation of section 4, by Theorem 4.2 the space generated by π * (ω E ) is spanned by h = h β and
First of all we need to understand how to change the base of
h}. This is easily done by just looking at the definitions. Recall the following standard result:
(for a proof see for example [36] ). From now on, when we will write √ ∆ K we will mean one of the two values given above, according to the sign of ∆ K . Set
∈ F K. Now we have to be a bit careful in distinguishing two cases, namely K = F and K = F (as we will see in section 11, both cases actually occur).
In the first case we can identify the two Galois groups Gal(K/Q) and Gal(F/Q) so that ν = σ. In the second one we can identify Gal(F K/Q) with the group {1, σ, ν, σν}, where by a small abuse of notation σ generates Gal(F K/K) and ν generates Gal(F K/F ). Recall that according to the definition of the cocycle c given in section 4 we have
This implies κ · σ κ = η, where η = −1 if K = F and η = 1 if K = F . Note also that in this last case
.
A priori h has coefficients in the composite field F K but it is clear that as long as η = 1 one has that σ h = h, which implies that the coefficients of h lie in fact in K, as predicted by the theory. This is trivially true in the case where K = F and η = −1. One checks easily that
Note that the determinant of the transformation equals 2 κ − η · σ κ , so it is always non-zero. Inverting the system leads to
This gives
and substituting in equation (7.1) we get
Note that both the element κ ∈ F K and the cusp form h depend on the chosen splitting map β. We will now explain how to make a choice for the splitting map which will allow us to simplify equation (7.2). Let β be a splitting map. Then the element β(σ) satisfies N F/Q (β(σ)) = ∆ K . This proves that m ∈ N K/Q (K), so let α ∈ K be an element of norm m. Let ω E be an invariant differential on E and let ω
* coincides with multiplication by m, this shows that α ′ = ν α. To find explicitly such an α, choose a Weierstrass equation for E of the form y 2 + a 1 xy + a 3 y = x 3 + a 2 x 2 + a 4 x + a 6 for some a 1 , . . . , a 6 ∈ K and then let ω E = dx 2y + a 1 x + a 3 and ων E = dx 2y + ν a 1 x + ν a 3 .
Then µ * (ων E ) = α · ω E , where α ∈ K has norm m. From now on, ω E and ων E will be invariant differentials on E and ν E, respectively, such that µ * (ων E ) = α · ω E where α ∈ K has norm m. Write α = p + q √ ∆ K for some p, q ∈ Q (note that q = 0 because by assumption m is not a square in Q).
Then we get a splitting map β : Gal(F/Q) → F * by setting β(σ)
The splitting map β that we get in this way induces an endomorphism w of the abelian variety A f as described in Theorem 4.2, and the image w(A f ) := B is isogenous to E since both B and E are building blocks of A f . Let ϕ : B → E be an isogeny of minimal degree: with a little abuse of notation we will denote the composition ϕ•w by w. From now on we set π := w•j 1 : X 1 (N ) → E, where j 1 is the natural map X 1 (N ) → J 1 (N ) → A f . The pullback π * (ω E ) lies in the K-vector space spanned by the form h corresponding to β, so we have π * (ω E ) = γ ·h for some γ ∈ K * .
Lemma 7.1. We have
h. As noticed in [26, p. 488] , there exists an isogeny µ ν : E → ν E induced by the action of some Hecke operator T p on J 1 (N ) for an inert prime p such that µ * ν (ω
where λ p is the p-th coefficient of h. This implies µ *
On the other hand, Hom(E, ν E) ⊗ Q ≃ Q and this means that there exists some s ∈ Q * such that µ ν = s · µ and thus
This implies that
inert, the computations of section 6 show that a p equals t √ m for some t ∈ Q. Thus we have
7.1. The images 0 and i∞ on E. The goal of this section is to prove that the points π(0), π(i∞) ∈ E(Q) are defined over K. If Γ is a subgroup of the modular group SL 2 (Z) such that Γ 1 (N ) ⊆ Γ ⊆ Γ 0 (N ), then the modular curve X(Γ) has a model over Q; however, its cusps may not be defined over Q. In fact the following theorem holds.
Theorem 7.2 (Stevens, [55]
). Let Γ be as above. Then:
where d ′ is a multiplicative inverse of d modulo N .
Let π : X 1 (N ) → E be our modular parametrization, which is defined over K. Recall that π is the composition of the map j 1 : X 1 (N ) → A f and the map w : A f → E. The character χ can be viewed as a Dirichlet character modulo N and if H = ker χ then Q(ξ N ) H = K. Let us introduce the following congruence subgroup:
Lemma 7.3. The points π(0), π(i∞) ∈ E(Q) are defined over K.
Proof. First notice that Γ 1 (N ) ⊆ Γ H ⊆ Γ 0 (N ) and therefore we can apply Theorem 7.2 to X(Γ H ). The cusp i∞ ∈ X(Γ H ), which is represented by 
t t t t t t t t t A f
where p is the map induced by the inclusion Γ 1 (N ) ⊆ Γ H and j 2 is defined analogously to j 1 , namely it is the composition X(Γ H ) → J(Γ H ) → A f . Now the claim follows from the fact that p(0) = 0 and p(i∞) = i∞.
We shall now distinguish the two cases ∆ K > 0 and ∆ K < 0.
K is real. First we recall the following lemma.
Lemma 7.4. Let Λ ⊆ C be a lattice with modular invariants g 2 (Λ), g 3 (Λ) ∈ R. Then Λ has a Z-basis {ω 1 , ω 2 } with ω 1 ∈ R >0 and ℑ(ω 2 ) > 0. Moreover, such ω 1 is unique.
Proof. Note that for every lattice Λ we have g i (Λ) = g i (Λ) for i = 2, 3 where the bar denotes complex conjugation. Since g 2 (Λ), g 3 (Λ) ∈ R, this implies that Λ = Λ. Therefore we can let ω 1 := min{|ω| : ω ∈ Λ ∩ R \ {0}} (note that this set is always nonempty). If {x, y} is a Z-basis for Λ, then ω 1 = ax + by for some a, b ∈ Z and (a, b) must be 1 by the minimality of ω 1 . Thus {ω 1 } can be completed to a Z-basis of Λ and we have the claim.
Let Λ and Λ ν be the period lattices of (E, ω E ) and ( ν E, ων E ), respectively. These can be identified with γ ω E : γ ∈ H 1 (E, Z) and
spectively. Since K is real, complex conjugation acts on E(C) and consequently induces involutions ι, ι ν on H 1 (E, Z) and H 1 ( ν E, Z), respectively. Therefore it is possible to find bases {γ 1 , γ 2 } of H 1 (E, Z) and {γ 1,ν , γ 2,ν } of H 1 ( ν E, Z) such that ι(γ 1 ) = γ 1 and ι ν (γ 1,ν ) = γ 1,ν . Let
Then ω 1 , ω 1,ν are the unique positive real elements of Λ and Λ ν respectively which can be completed to bases as in Lemma 7.4. Definition 7.5. The positive real numbers ω 1 and ω 1,ν are called the real periods of (E, ω E ).
Since we have αΛ ⊆ Λ ν , there exist a, b ∈ Z such that αω 1 = aω 1,ν + bω 2,ν . Since ω 1 , ω 1,ν , α are real, b must be equal to 0. Therefore the following relation holds, for some non-zero integer a:
Note that a divides m because αΛ is a sublattice of Λ ν of index m. We are now ready to compute with (7.2). Let t := |E(K) tors |. Then we have
Now use the fact that t·
ω E . Then note that π * {0, i∞} ∈ H 1 (E, Q) by Theorem 2.3 and so by Lemma 7.3 we have π(0) − π(i∞) ∈ E(K) tors . This implies that t · π * {0, i∞} ∈ H 1 (E, Z); moreover points on the imaginary axis in H are defined over R because complex conjugation on X 1 (N ) corresponds to reflection with respect to the imaginary axis and the parametrization π is defined over R once we have chosen an embedding K → R. Thanks to these remarks, we can say that t · π * {0, i∞} ∈ H 1 (E, Z) is invariant under complex conjugation and therefore there exists an integer M such that t·π * {0,i∞}
The above argument can be repeated analogously for ν π, implying the existence of an integer M ′ such that
Despite the fact that the argument used for ν π is the same as the one used for π, the integers M and M ′ do not seem to be deeply related; in the example of level 229 cited in [26, p. 499 ] one has M = 0 while M ′ = 0 (setting f = f 2 and σ f = f 1 in the notation of the paper). This is due to the fact that the eigenvalue of the Fricke involution W 229 applied to f is exactly our κ, causing 
Finally, note that
Substituting everything in (7.4) and keeping (7.3) and Lemma 7.1 in mind we get
∈ Q, and since m a ∈ Z we get that
for some w ∈ Z.
7.3. K is imaginary. The first observation in this case is that
so that equation (7.2) can be read as
The same argument with t := |E(K) tors | applies as in the case ∆ K > 0, so that we have t · π * {0, i∞} ∈ H 1 (E, Z). Let Λ = Zω 1 + Zω 2 be the period lattice of (E, ω E ). We can assume that ων E is such that Λ = Zω 1 + Zω 2 is the period lattice of ( ν E, ων E ). Thus there exist a, b, c, d ∈ Z such that
This time we have t·π * {0,i∞}
for some x, y ∈ Z and thus we get
where we used the fact that √ ∆ K is purely imaginary. Since xy(a−d)+y
∈ Q and therefore
The term ℑ(ω 1 ω 2 ) coincides (in absolute value) with the covolume of Λ.
The Manin ideal
The factor N (γ) in (7.5) and (7.6) should play a similar role to the one played by the Manin constant c of (2.5). Let E be the Néron model of E over O K . Then
In [26] , the authors introduce the following fractional ideal attached to a parametrization π : X 1 (N ) → E over K.
Definition 8.1. The Manin ideal c(π) attached to the parametrization π is the fractional ideal of K satisfying:
Following [26] again, we define the Weierstrass ideal attached to the pair (E, ω) as the fractional ideal of K defined by
where p varies among all prime ideals of O K and ω p is a minimal differential at p.
Lemma 8.2 ([26]). For any non-zero
In analogy with Theorem 2.1, the following holds.
Theorem 8.3 ([26]). The Manin ideal c(π) is an integral ideal.
The set of pairs (E, π), where E is a Q-curve completely defined over K and π : X 1 (N ) → E is a modular parametrization over K, can be given the same ordering we used in section 2 for parametrizations over Q: given two parametrizations (E, π) and (E ′ , π ′ ) we say that (E ′ , π ′ ) dominates (E, π), and we write
A maximal element with respect to this ordering is called an optimal parametrization, and it can be shown that every parametrization factors through an optimal one. Conjecture 2.2 is therefore generalized as follows in [26] .
Conjecture 8.4 (Generalized Manin conjecture)
. Let π : X 1 (N ) → E be an optimal parametrization. Then c(π) = (1).
The term N K/Q (γ).
Let us come back to our parametrization π :
Note that, as we did in section 2, we can assume that ψ is an isogeny of minimal degree in Hom(E ′ , E). In fact, let ϕ be an element of minimal degree in Hom(E ′ , E). Then there exists some integer k such that ψ = kϕ.
• π in our computations which led to (7.5) and (7.6), and the only effect in these estimates would be to replace γ by γ/k, which multiplies the value of L(E/K, 1) by k 2 . Therefore we can assume ψ = ϕ. The next step is to understand how c(π) and c(π ′ ) are related. Note that
ωE . If we set ω E := 1 γ ω E , then we have π * ( ω E ) = h and therefore m ωE (π) coincides with the denominator ideal of h, i.e. the ideal
Note that this is an integral ideal because h is normalized. Thus we have
under conjecture 8.4. It is easy to see that
where ω ′ p is a minimal differential at p on E ′ , and thus
where N K/Q (γ) is the norm of the fractional ideal generated by γ, which coincides with the absolute value of the norm of the element γ. By (8.1) we get
Next we claim that there exists an integer v > 0 such that
Let ω ′ be a differential on E ′ and let a, b ∈ K be such that ψ * (ω E ) = aω ′ and ψ * (ω ′ ) = bω E where ψ is the dual isogeny, so that ab = deg ψ.
With these notations we have
By the functoriality of the Néron model, the pullback of an integral differential is integral. Thus we have
Therefore the claim (8.3) is proved if for all p we have
In fact we can rewrite this condition, using the fact that
which is exactly (8.4). Finally equation (8.3) together with (8.2) implies that
for some v ∈ Z >0 .
Completing the proof
The last two things we are left to understand are the norm of the denominator ideal D h and the degree of the isogeny ψ.
9.1. The denominator ideal D h . We will now compute the denominator ideal D h , which is integral as we already noticed. Recall that
a n q n and h = +∞ n=1 λ n q n . Then for every n ≥ 1 we
Recall that since f is a normalized newform, the a n 's are algebraic integers, so they belong to O F . If m ≡ 2, 3 mod 4 then every a n is of the form a + b √ m for some a, b ∈ Z. Thus we have
for some a, b ∈ Z, one sees in the same way that 
this gives us the following useful lemma.
Lemma 9.1. Let D h be the denominator of h. Then we have the following two cases:
can be treated exactly in the same way as in the case of curves over Q. Recall that ψ is an isogeny of minimal degree in Hom K (E ′ , E). Since we might not be able to find the curve E ′ , we bound deg ψ in the following way. Let {E 1 , . . . , E n } be the K-isogeny class of E. For each i = 1, . . . , n let s i := min ϕ {deg ϕ : ϕ ∈ Hom K (E i , E)} and s := gcd(s i : i = 1, . . . , n).
Then clearly deg ψ divides s. Finding the value of s can be done algorithmically as illustrated in [4] . The author provides an algorithm which allows us, given an elliptic curve C over a number field K, to compute the finite set of rational primes {p 1 , . . . , p r } such that C admits a K-isogeny of degree p i for every i. Repeating this procedure a finite number of times allows us to draw a graph called the isogeny graph whose vertices correspond to {E 1 , . . . , E n } and such that for i = j there is an edge from E i to E j if and only if there is an isogeny of prime degree between E i and E j . This is a (weighted, undirected) connected graph because every isogeny can be decomposed as a chain of isogenies of prime degree.
Remark 9.2. Assume that E and ν E are not isomorphic. Since being a Q-curve is an invariant condition under isogeny and by assumption no curve in the isogeny class of E is defined over Q, the isogeny graph of E has an even number of vertices, call them {E 1 , . . . , E 2n }. These can be labeled in the following way: we assume E = E 1 and for every i = 1, . . . , n we set E n+i = ν E i . Then in order to find s it is enough to consider the subgraph {E 1 , . . . , E n } because if any curve E n+i ∈ {E n+1 , . . . , E 2n } admits an optimal parametrization, then so does E i : it is enough to consider the conjugate parametrization.
The main theorem
Let us now collect all the ingredients we have in order to be able to state our result in a more compact way.
Let K be a quadratic number field of discriminant ∆ K with Galois group {1, ν}. Let E/K be a Q-curve with no CM, completely defined over K and not isogenous to an elliptic curve defined over Q. Let µ : E → ν E be an isogeny and let m be the integer such that ν µµ coincides with multiplication by m. Let ω E be a invariant differential on E and let ων E be an invariant differential on
be the denominator ideal of α. Let δ ωE be the Weierstrass ideal of (E, ω E ).
Let ω 1 , ω 1,ν be the (positive) real periods of (E, ω E ) if K is real and let {ω 1 , ω 2 } be a basis for the period lattice of (E, ω E ) such that ℑ(ω 1 ω 2 ) > 0 if K is imaginary. Define
Notice that the product formula implies that Ω E does not depend on ω E .
Remark 10.1. If ω E is a global minimal differential on E, one has that δ ωE = (1). This justifies the fact that in section 2 we omitted the term coming from δ ωE in the definition of Ω E for elliptic curves over Q. The two definitions are therefore consistent.
Finally, let s be the positive integer determined in section 9.2.
Theorem 10.2. Let the notation be as above. Then the following hold:
ii) Assume conjecture 8.4; let µ * (ων E ) = (p + q √ ∆ K )ω E with p, q ∈ Q, let s be the lcm of the minimal isogeny degrees between curves in the isogeny class of E and let t = 4 if m ≡ 1 mod 4 and t = 1 otherwise. Then: . For an elliptic curve E over a number field K, we recall that the algebraic rank of E is the rank of E(K)/E(K) tors as a Z-module, while the analytic rank of E is the order of vanishing of L(E, s) at the point s = 1. The analytic rank is only defined if L(E, s) has an analytic continuation to C (or to any neighborhood of s = 1), which is not known to be true in general. Therefore we will include the statement inside the conjecture.
Conjecture 10.3 (Weak BSD conjecture). Let E be an elliptic curve over a number field K. Then: a) L(E, s) has an analytic continuation to C; b) the analytic rank and the algebraic rank of E coincide.
Before stating the strong form the BSD conjecture, let us recall the definition of the following invariants attached to E.
• Let {P 1 , . . . , P r } be a Z-basis of E(K)/E(K) tors . The regulator of E over K, denoted by R(E/K), is defined as
where , is the Néron-Tate pairing of E over K.
K be the set of places of K, where M ∞ K is the set of archimedean places and M 0 K is the set of non-archimedean places. Choose an invariant differential ω on E. For every place v ∈ M K , the invariant differential ω gives an invariant differential ω v on E Kv , where K v is the completion of K at v. Let dx be the Haar measure on the ring of adèles A such that A/K dx = 1 and choose a decomposition dx = ⊗ v dx v , so that dx v is a Haar measure on
The period of E over K is defined as:
By [56, Lemma 54] , the product defining P (E/K) is finite, since almost all factors are equal to 1. The product formula shows that P (E/K) is independent of ω.
• The Tate-Shafarevich group of E over K is defined as
where G K (resp. G Kv ) is the absolute Galois group of K (resp. K v ) and
Conjecture 10.4 (Strong BSD conjecture). The weak BSD conjecture holds and moreover we have that:
c) the Tate-Shafarevich group is finite and if r is the rank of E then:
Let us explain the relationship between P (E/K) and the quantity Ω E / |∆ K | appearing in Theorem 10.2. Recall that if v ∈ M 0 K and E is a minimal model of E at v, then the Tamagawa number of E at v is defined as
consisting of points which reduce to nonsingular points modulo v. Note that there are only finitely many v such that c v = 1. In [37, pp. 92-96] it is proved that if ω is an invariant differential on E then (10.1)
Let v be a real place of K and let Λ v be the period lattice of (E Kv , ω v ). By Lemma 7.4, Λ v has a basis of the form {ω 1,v , ω 2,v } where ω 1,v ∈ R >0 . Then the quantity
] is 2 precisely when the whole 2-torsion subgroup of E Kv is defined over K v , and 1 otherwise.
When v is a complex place of v and Λ v is the period lattice of (E Kv , ω v ), then the term 2 E(Kv) ω ∧ ω coincides with twice the covolume of Λ v .
Therefore equation (10.1) gives:
Recall that part i) of Theorem 10.2 tells us that if
Therefore our result is at least consistent with the statement of the BSD conjecture when E has analytic rank 0, since it shows that the "irrational part
Examples
In this concluding section, we will provide explicit examples of quadratic Qcurves, showing how it is possible to use Theorem 10.2 to verify that the analytic rank is positive or to compute the L-ratio, under Conjecture 8.4. We remark that the newforms involved in examples 1, 2, 4 and 6 can be computed using computer software and existing algorithms (it took around 32 minutes to compute the newform of example 2, the one of largest level amongst the aforementioned). On the other hand, examples 3 and 5, which involve newforms of level whose order of magnitude is 10 8 and 10 7 respectively, cannot feasibly be treated with modular symbols methods, while they are easily handled using our algorithm.
In order to find examples of Q-curves, one can follow the method indicated in [23] . Let us briefly recall it. Let N ∈ N be square-free and consider the modular curve X 0 (N ), whose k-rational points parametrize (isomorphism classes of) pairs (E, φ) where E is an elliptic curve over a number field k and φ is a degree N isogeny with cyclic kernel defined over k. For every divisor N 1 of N with gcd(N 1 , N/N 1 ) = 1, there exists an involution w N1 on X 0 (N ) which is defined as follows at non-cuspidal points: if (E, φ) ∈ Y 0 (N )(k) and N = N 1 · N 2 then φ factors uniquely as φ 2 • φ 1 where φ i has degree N i . Note that by the uniqueness of the factorization, the φ i 's are defined over k. On the other hand, φ factors as ϕ 1 • ϕ 2 with ϕ i of degree N i . If φ 1 denotes the dual isogeny of φ 1 then ϕ 2 • φ 1 is a cyclic k-rational isogeny of degree N and it therefore corresponds to a point of Y 0 (N ) which is w N1 ((E, φ)). The set of all the w M for M | N with gcd(M, N/M ) = 1 is an abelian group, denoted by W (N ), isomorphic to (Z/2Z) r where r is the number of distinct prime factors of N . The quotient of X 0 (N ) by W (N ) is denoted by X * (N ); given a Q-rational point P on X * (N ), its preimages on X 0 (N ) under the quotient map X 0 (N ) → X * (N ) form a G Q -stable set whose elements correspond to Q-curves. Conversely, in the same paper Elkies shows that every Q-curve is geometrically isogenous to a Q-curve that arises in this way.
In [31] , the author computes some families of Q-curves defined over quadratic fields admitting an isogeny of small prime degree to the conjugates. Let us recall the equations of two such families (for more details see Theorem 2.2): for every square-free integer d = 1 and each rational number u let
d,u is a Q-curve admitting an isogeny of degree p to its conjugate. In [31, Corollary 4.3] the author explains how to construct twists of the curves in this family which are completely defined over the base field. By searching through the families above twisted by some simple values b, we used these results to construct examples of Q-curves of positive rank completely defined over quadratic fields. As noticed in [6] , the algebraic rank of such curves is necessarily even. This follows from the existence of an action of Z[ √ m], where m = ±p, on E(K). In particular, all curves in our examples have algebraic rank two: it can be checked using the algorithm in [53] that the rank is at most two; we will exhibit for each curve a pair of independent points of infinite order. In fact, a result announced by Tian and Zhang [59, Theorem 4.3.2] would prove that if E is a quadratic Q-curve completely defined over its base field and E has analytic rank 2, then it has algebraic rank 2. On the other hand, if one is lucky enough to find a point of infinite order on E and at the same time knows that the analytic rank is at most 2 (which can be checked numerically), then [32, Corollary 14.3] shows that L(E, 1) = 0 and the functional equation (11.1) then implies that the analytic rank of E is exactly 2. Our result, conditional on Conjecture 8.4, permits to prove, even without being able to find rational points, that the analytic rank is exactly 2 and thus, by Tian and Zhang's aforementioned result, that the algebraic rank is also 2.
For every curve presented below we will compute the relevant invariants and the lower bound given by Theorem 10.2. Afterward, we will compute the (Galois orbit of the) newform attached to it and the corresponding sign of the functional equation. Finally, computing L(E/K, 1) and L ′ (E/K, 1) within a sufficient precision will allow us to verify the validity of the weak form of BSD conjecture for these curves. All computations have been performed using Sage [54] . The computations of L(f, 1) and L ′ (f, 1) rely on the algorithm presented in [17] . This is based on the following well-known fact (see [3] and [16] ). Let f = +∞ n=1 a n q n be a newform in S 2 (Γ 1 (N )).
Then there exists an algebraic number η f ∈ C * of absolute value 1 such that:
The number η f is called the sign of the functional equation (11.1) and it is ±1 when F = Q(a n : n ∈ N) is a totally real number field. The algorithm quoted above can be also used to compute η f , when this is not known. Notice that whenever f is the newform attached to a quadratic Q-curve, F is real and η f = −1, then one can deduce trivially that L(E/K, 1) = 0. This is the curve with label 2.2.88.1-49.1-d4 in the LMFDB database [38] . Note that since
is not integral, E has no CM. There is a K-isogeny
and ων E is its conjugate, we have that µ * (ων E ) = (−14 + One can check that E has conductor (7). The Weierstrass ideal of the standard invariant differential is δ ωE = (6) −1 . The last step is to find s as in Theorem 10.2. Using the algorithm described in [4] , one can check that the isogeny graph of E has the following shape:
Therefore either E possesses an optimal parametrization or E 1 does, showing that we can assume s = 3. The following table summarizes the invariants we need in order to apply Theorem 10.2
. The newform f = +∞ n=1 a n q n attached to E has level 7 · 88 = 616. This implies f ∈ S 2 (Γ 1 (616), ε), where ε is the unique primitive quadratic character such that Q ker ε = Q( √ 22). Computing the first few terms of f , we get: Using the q-expansion above it is easy to see that a 616 (f ) = 4 + 6 √ −2, so that by Then a global integral model for the curve E There is an isogeny µ : E → ν E of degree 7, whose composition with The newform f = +∞ n=1 a n q n attached to E has level 480 · 24 = 11520 and since F = Q(a n : n ∈ N) = Q( √ 7), the character of f is trivial, so f ∈ S 2 (Γ 0 (11520)). The first coefficients of the q-expansion of f are:
The sign η f of the functional equation for f is −1. so that E has no CM. There is an isogeny µ : E → ν E of degree 2 given by (x, y) → (g(x), y · h(x)) as follows: One can check that the given Weierstrass equation is a global minimal model for E, so that δ ωE = (1). Also, the isogeny graph of E is
so that conjecturally E possesses an optimal parametrization; therefore we can set s = 1
The lower bound given by Theorem 10.2 is:
|L(E/K, 1)| ≥ 0.0704074944313492 4 · √ 136 ≈ 1.50934820976064 · 10 −3 .
Two independent points of infinite order in E(K) are given by: The newform f = +∞ n=1 a n q n attached to E has level 1077120 · 136 = 146488320
and since F = Q(a n : n ∈ N) = Q( √ 2), the character of f is trivial, so f ∈ S 2 (Γ 0 (146488320)). Its q-expansion is: The isogeny graph of E is given by:
The lower bound for |L(E/K, 1)| is:
|L(E/K, 1)| ≥ 0.294164545914390 109 · 7 · 4 ≈ 9.63841893559600 · 10 −5 .
A point of infinite order is given by: It is possible to check that Q := ν µ( ν P ) is a K-rational point of E which is linearly independent with P .
The level of the newform f attached to E is 755153 · 109 = 82311677 and its character is the quadratic character attached to Q( √ 109) by class field theory. The q-expansion of f is given by: We used T. Dokchitser's PARI/GP script "computeL" [18] , also included in Sage, to check that for every newform f computed above, at least the first 14 significant digits of L(f, 1) and of L( A rigorous analysis of the error in floating-point computations, even if possible in principle, is beyond the goal of the present work. However, we repeated the computations several times using different high precisions, and it is very unlikely that the floating-point error has any significant influence on the outcome.
We conclude with one last example of a Q-curve E, coming from the Hecke involution on X 1 (13), such that m = −1. This means that E is isomorphic to ν E and therefore both curves are isomorphic over Q to an elliptic curve defined over Q, but no isomorphism E → ν E descends to Q. Using for example the algorithm described in [53] , it is possible to check that the curve given in this example has algebraic rank 0, and we will use our main theorem to compute its L-ratio. Using ω E = dx 2y + (1373 + 536a)y + 482701840 + 188441104a
, we get α = 17684 +
