Abstract. Newton iteration is a standard tool for the numerical solution of nonlinear partial di erential equations. We show how globally supported multiquadric radial basis functions can be used for this task. Some experiments with Nash iteration are also included.
Introduction
Since the radial basis function (RBF) method is a meshless method which is comparatively easy to implement it is slowly making its way into the toolbox of researchers and scientists dealing with the numerical solution of partial di erential equations. This special issue is a much-needed e ort to collect the state-of-the-art in this eld.
RBFs are usually grouped into two categories: globally supported and locally supported functions. The advantages of one category over the other have been discussed in many papers (see, e.g., 4, 17] and references therein). In this paper we will concentrate on the use of globally supported functions, and multiquadrics in particular. Table 1 lists some of the \classical" globally supported RBFs. As usual we use r = k k (the Euclidean norm), and c is a parameter to be set by the user.
It is well-known that those functions which include the parameter c su er from a trade-o principle (see 18]), i.e., one can adjust the parameter c to increase the approximation power of the basis but pays for this by making the problem more and more ill-conditioned. These e ects were initially observed for scattered data interpolation, but we will see below that they also occur in the numerical solution of PDEs. We are interested in the numerical solution of a generic nonlinear (elliptic) PDE of the form Lu = f on some domain IR d . More precisely, we will use nonsymmetric collocation with multiquadrics within an operator Newton iteration to accomplish this. The nonsymmetric collocation method for solving (elliptic) PDEs is due to Kansa 15] and we now brie y review this method.
Let us assume we are given a linear(ized) boundary value problem of the form Lu = f in IR d ; Bu = g on @ :
(
Other boundary conditions can also be added, e.g., it is possible to use Neumann conditions on one part of the boundary and Dirichlet conditions on the remaining part. Kansa (see 15] ) proposed to nd an approximate solution u from the function space S = spanf (k ?x j k) : x j 2 Xg, where is a globally supported RBF and X is some set of n (scattered) nodes or collocation points in , i.e., u is given by the expansion u (x) = 
If n I denotes the number of collocation points in the interior of and n B the number of those on the boundary then L is an n I n matrix with entries L ij = L (kx?x j k)j x=x i , B is an n B n matrix with entries B ij = B (kx?x j k)j x=x i , and I and B are those coe cients in (2) corresponding to interior and boundary collocation points, respectively. The pieces f f f f f f f f f and g g g g g g g g g of b b b b b b b b b are obtained analogously by evaluating f and g at the collocation points. In the literature this method is called a collocation method because the conditions (1) are enforced pointwise at the points of X. We will therefore refer to A as the collocation matrix.
In 2] we compared this nonsymmetric collocation approach with a symmetric one for which it is known that the matrix A is invertible for (distinct) collocation points in arbitrary positions provided is taken from an appropriate class of functions (e.g., strictly positive de nite functions, but also multiquadrics or thin plate splines if additional care is taken). For the nonsymmetric method it was recently shown that there exist con gurations of collocation points for which A is singular 13]. Since the nonsymmetric approach is easier to implement (especially for nonlinear problems), and since singular con gurations seem to be quite rare (cf. 13]), 2 we have decided to use this method in the present paper. The characterization of certain con gurations of collocation points which guarantee nonsingularity of the collocation matrix for the nonsymmetric approach is an interesting open problem.
In Sect. 2 we outline the operator Newton iteration. We specialize this discussion to linear problems in Sect. 3 and show there that a multilevel implementation is the wrong tool if globally supported RBFs with xed parameter c are used. The situation is di erent, however, for nonlinear problems and we study these in the remainder of the paper. In Sect. 4 we formulate the algorithm for the operator Newton method and introduce the nonlinear PDE we use as a test problem. Numerical tests with single-level and multilevel Newton iteration are reported in Sect.5. In Sect. 6 we add a few experiments with Nash iteration in which a smoothing operation is added to the Newton algorithm. The paper concludes with some remarks in Sect. 7.
Operator Newton Iteration
In 9] we presented a detailed discussion of a general framework for operator Newton iteration. That work was based on earlier results by Moser 16] 
Newton Iteration
Given the nonlinear elliptic PDE Lu = f one starts with an initial guess u 0 for the solution and then obtains a sequence fu k g of approximate solutions via the following Newton iteration formula u k = u k?1 ? T h k (u k?1 )F(u k?1 ); k 1:
Here the operator F de ned by F(u) = Lu ? f determines the residual, and T h k is a numerical inversion operator (i.e., T h k approximates (F 0 ) ?1 on a mesh with meshsize h k and may depend { especially for nonlinear problems { on the previous iterate u k?1 ). Thus the Newton method is used to nd the zero of the operator F. The discussion in 9, 14] is quite general and allows for many di erent kinds of numerical inversion techniques. As mentioned in the introduction we will realize T h k via nonsymmetric multiquadric RBF collocation in this paper.
Nash Iteration
The main result of 9, 14] is that for many numerical inversion methods the Newton method (4) will su er from a loss of derivatives, i.e., not achieve full (quadratic) convergence, and that if an appropriate smoothing is incorporated at each iteration, then almost full (superlinear) convergence can be achieved. Thus, Newton iteration with smoothing is described by
3 where S t k is an appropriate smoothing operator with smoothing parameter t k .
The smoothed version (5) was referred to in our earlier papers 4, 7, 9] as Nash iteration and in 7] a number of di erent interpretations and implementations of this general concept were studied. The algorithms used in the present paper correspond to the so-called \simple algorithm" of 7, Alg. 2.1] and a slight modi cation thereof in which the computational meshes X k are all identical.
Globally Supported RBFs and Linear Problems
In this section we brie y consider linear problems of the form Lu = f. In particular, we will give some numerical examples below with L = I the identity operator, i.e., for scattered data interpolation.
Multilevel Newton Iteration and Globally Supported RBFs
We showed in 9] that the operator Newton method (4) for linear problems can be viewed (among other possibilities) as a multilevel interpolation algorithm as rst proposed for locally supported RBFs by Floater and Iske 10] . Here is a description of this algorithm. By linearity it is clear that Lu K = f on X K . In our earlier work on multilevel RBF approximation 3, 4, 5, 6, 7, 9] we concentrated on the use of locally supported functions within Algorithm 1. One of the reasons for this is that, for linear problems, one does not gain anything by applying globally supported functions in a multilevel framework. More precisely, if the meshes X k at the di erent levels are nested and the parameter c in the globally supported functions (see Table 1 ) is kept xed through all levels k, then the function spaces S k = spanf (k ?x k=1 S k , which is used when all updates have been performed at the nest level, is equal to the space S K on the nest mesh X K . Therefore, a direct t at the nest level K uses the same approximation space, and will therefore yield the same quality of t, as the multilevel algorithm using all of the meshes X k , k = 1; : : :; K.
However, the multilevel algorithm requires all the additional (unnecessary) work on the coarser meshes.
It therefore follows Theorem (Rule 1). Consider a linear problem of the form Lu = f on , let X 1 ; : : :; X K be a nested sequence of sets of collocation points in , and let be one of the globally supported RBFs of Table 1 with xed parameter c for all k = 1; : : :; K (or a thin plate spline). Then the approximate solution u K obtained by Algorithm 1
is the same as the solution of the problem Lu = f on the single mesh X K using the space S K , i.e., the use of globally supported RBFs with xed value of c within a multilevel Newton algorithm for linear problems is pointless.
If one varies the parameter c with the levels k then the function space S = S K k=1 S k used for the nal t with a multilevel algorithm will be richer than the space S K used directly for the nest level X K alone. This is clear since the spaces S k , k = 1; : : :; K, are no longer nested. This implies that, for a \good" sequence of c-values, one can expect to obtain more accurate ts using the multilevel framework. This is summarized in Corollary (Rule 2). The multilevel Newton algorithm for linear problems has the potential of being more accurate than a direct t if the parameter c is varied with the levels.
Numerical Illustrations
We now illustrate Rules 1 and 2 with a scattered data tting problem in IR where m is the number of points in the evaluation mesh (usually one more re nement of the mesh X K ). There are two di erent \rates" stated in the experiments reported in this paper. The h-rates are computed via h-rate k = ln e k?1 e k = ln 2; k = 2; : : :; K;
and they therefore indicate the rate of convergence with respect to the meshsize, i.e., the algorithm can be observed to be O(h rate ) convergent (since h k?1 =h k = 2). The k-rates are computed via k-rate k = ln e k ln e k?1 ; k = 2; : : :; K;
and they therefore indicate the rate of convergence with respect to the iteration, i.e., errors of successive approximations are related via e k = e rate k?1 , and so k-rate > 1 indicates a superlinearly convergent algorithm.
For the rst example (see Table 2 and Figures 1 and 2 ) we let the multiquadric parameter c = 0:3 throughout. The errors and rates in Table 2 indicate the wellknown convergence behavior of multiquadrics. The last row in the table also shows that the parameter c is too large for this point set and the matrix is so ill-conditioned that the approximation is starting to be contaminated by roundo errors. According to Rule 1 there is no di erence between using the multilevel Algorithm 1 and a direct t on n points (this can also be observed numerically).
n`2-error h-rate Figures 1 and 2 are rendered on the next ner grid, respectively, i.e., the 9 point t is rendered on 25 points, the 25 point t on 81, etc.. We have only shown the rst four ts since once we reach 289 points there is no visual di erence between the approximate ts and the exact function.
In order to illustrate Rule 2 we repeat the above example, but now take c = 2= p n. This time we list what happens with the multilevel algorithm (Table 3) and compare this to the results obtained by computing the approximation directly in one step on the set X k (listed in Table 4 ). Since the results do not di er much from the previous example we did not include any gures.
Note that, with the varying parameter c, up to 289 points the direct approach is more accurate, but then the multilevel approach does a better job. This is due to the fact that the matrices for the denser point sets become increasingly illconditioned (even with the adjusted c-value) and therefore the direct ts with 1089 or 4225 points are likely to be inaccurate. With the multilevel algorithm the ts n c`2-error h-rate In a sense our earlier work with locally supported functions falls into the situation described by Rule 2, also. Only there the role of the parameter c is played by the support radius. Here L u k?1 is the linearization of the nonlinear di erential operator L at u k?1 and S t k is the smoothing operator mentioned in Sect. 2. In this section we will not employ any smoothing (i.e., S t k = I) and in that case refer to the algorithm as Newton iteration. In the next section, however, we will add the smoothing step and refer to the procedure as Nash iteration. More details of the smoothing operator will be presented in Sect. 5.
The Test Problem
For the numerical experiments presented in the remainder of this paper we use the nonlinear PDE ?" 
This equation was also used in 6, 8] . The right-hand side f is chosen so that (7) has an analytic solution of the form u( ; ) = ( ) ( ) (8) 
In the last formula we have used additional abbreviations of the form u (+x) i . This denotes u k?1 evaluated at the neighbor (in the positive x-direction on the evaluation mesh) of x (k) i . Therefore, the last equation in (12) simply denotes the usual discretization of the Laplacian of u k?1 computed on the (very ne) evaluation mesh assumed to have meshsize h here. Now, using (10) and (12), (11) In our experiments we use multiquadrics (see Table 1 ), and take the function u 0 ( ; ) = 16 (1 ? ) (1 ? )
as our initial guess. The sets of collocation points X k are as in Sect. 3.
We would also like to point out that the discretization of the Laplacian introduced in (12) is designed for a grid. Note that this, however, does not mean that the computational meshes can not consist of scattered points. The discretized Laplacian is only required on a ne evaluation mesh which is independent of the computational meshes. If for some reason one desires to have a completely \mesh-free" implementation, then it is also possible to implement this part exactly by di erentiating the basis functions in the expansion of u k?1 and then evaluating the resulting expansion at x i .
Numerical Experiments for Nonlinear PDEs using Newton Iteration
It is clear that Rules 1 and 2 do not apply to nonlinear problems. Now one needs to use a Newton method to overcome the nonlinearity of the problem. There are, however, many possible ways of implementing the iterations (cf. 7]). We study two of these possibilities:
iteration on a single xed mesh, multilevel iteration for which the mesh is re ned from one iteration to the next.
Newton Iteration on a Single Mesh
The standard approach to doing Newton iteration for a nonlinear PDE is to x a computational mesh and then iteratively improve an initial guess via Newton's method (4) on this mesh. We present the results of two sets of ve experiments each following this philosophy. In the rst set (see Tables 5 and 6 ) the multiquadric parameter is kept xed at c = 0:3. For the second set (see Tables 7 and 8 as well as Figures 3 and 4 ) the multiquadric parameter is adjusted according to the number of points used, i.e., c = 2= p n. Tables 5 and 7 each contain the information for ve separate experiments. In each experiment we xed the computational mesh X to have n points. Then we run Algorithm 2 (using only one point set) until convergence. The entries in the Kcolumn indicate at which iteration this occurs. The`2-error listed is the resulting error in that iteration. The column labeled \smallest`2-error" along with the k column shows that a slightly smaller error is usually reached at an earlier stage of the iteration. This is a clear sign that the Newton iteration is not converging optimally. individual iterations on 1089 points are listed separately in Table 6 . We can see a nice improvement from step one to step two, but then the algorithm blows up.
In the next set of experiments we vary the choice of c = 2= p n with the mesh (see Tables 7 and 8 O (10 6 ) Tab. 7. Newton iteration on one grid with variable value of c = 2= p n.
In most cases the entries in Table 7 are similar to those in Table 5 . The errors are slightly higher. However, the problems are better conditioned, and thus we also obtain a feasible solution on 1089 points. This case is again separately illustrated in Table 8 . Superlinear convergence behavior is evident in the rst few steps. k`2-error k-rate The approximate solutions on 1089 points using c = 0:061 are illustrated by Figures 3 and 4 which also contain a plot of the initial guess (14) and the solution (8) and (9). 
Multilevel Newton Iteration
A less traditional interpretation of Newton iteration is one for which the computational grids change from one iteration to the next as stated in Algorithm 2. This is what the theory for Nash iteration in 9, 14] requires. We will see that this approach is superior to the standard approach presented in Sect. 5.1 in that it is more e cient and produces more accurate results.
Again we consider the case of xed c = 0:3 and variable c = 2= p n. In Table 9 and Figures 5 and 6 we present the results for the xed c case. Now the entries in the table represent one single experiment. Each row can be interpreted as the result of one iteration of the Newton method. As before we have listed errors and condition numbers. However, now we include both h-and k-rates. As earlier, with c = 0:3, the matrix for 4225 points is so ill-conditioned that the process breaks down. Also, the time to solve the last iteration on a desktop PC approaches 2 hours. We note that the times listed here are representative for computations with the same matrix size in other sections of this paper.
We can see that the more stable algorithm is obtained by adapting the multiquadric parameter c to the mesh size. Moreover, the algorithm has superlinear convergence as the k-rate columns indicate (see Table 10 ).
The most interesting insight of this section comes when we compare the entries Tables 9 and 10 with those of Tables 5 and 7 . We see that the multilevel algorithm performs better than the one-grid Newton iteration. Not only are the resulting errors smaller, but the amount of work needed to obtain these smaller errors is less. For example with c = 0:061 on 1089 points it takes the multilevel Newton iteration 69 seconds to nd an approximate solution whose`2-error is 3:196261 10 ?3 (see Table 10 ). With the single-grid version the error on 1089 points is 4:431649 10 ?3 and it requires 7 iterations, each taking about 65 seconds (see Table 7 ). For c = 0:3 the situation is even more extreme since the multilevel algorithm with n = 1089 produces a very accurate solution with error 1:154054 10 ?4 in only 63 seconds (see Table 9 ), whereas the single-grid version blows up after 3 iterations and about 200 k n c`2-error h-rate time L 2 cond(A) k-rate Tab. 10. Multilevel Newton iteration with variable value of c = 2= p n. seconds (see Table 5 ).
This o ers the following insight:
Observation. For nonlinear problems it is possible to use coarse grids during the initial iterates without sacri cing accuracy. This leads to a more e cient implementation of the operator Newton algorithm.
Numerical Experiments with Nash Iteration
In our earlier paper 9] we showed that the convergence of the Newton algorithm can be improved by the use of an additional smoothing of the Newton update in each iteration (see Algorithm 2) . That method is then called Nash iteration. In this section we present a few experiments using a smoothing based on explicit time stepping.
Harmonic Smoothing
To obtain the harmonic smoothing operator used below we start with the classical heat equation in IR In our implementation we perform the smoothing operation on the evaluation grid and therefore can discretize the Laplacian in (15) with the classical stencil as in (12 Therefore, in the sense of (5) (17) and the smoothing parameter t k corresponds to the step size t chosen for the Euler method. The characteristics of the smoothing are determined by the ratio of t=h
2 . An analysis similar to the one given in 7] shows that t=h 2 = 1=6 leads to a maximum smoothing of the high-frequency modes. This corresponds to the \damped Jacobi" smoother used in some multigrid algorithms 11]. More details of this (as well as a related biharmonic) smoother are given in 7].
Nash Iteration on a Single Grid
As explained earlier, the di erence between Newton iteration and Nash iteration is the addition of an appropriate smoothing step as postconditioner at each iteration of the Newton method (cf. (4) and (5)). We now take a look at how the harmonic smoothing (17) a ects the single-grid Newton iteration (cf. Tables 7 and  8 in Sect. 5.1). The basic setup is the same as in Sect. 5.1. We use nonsymmetric multiquadric collocation with c = 0:061 and pick the computational grid X to consist of n = 1089 equally spaced points in the unit square. Then we perform 10 steps of the single-grid version of Algorithm 2. The resulting`2-errors and k-rates are displayed in Tables 11 and 12 .
In the rst version of the experiment we pick a constant number of N = 100 smoothing steps in each iteration of the Newton/Nash method. The e ects of this smoothing are minor. Without smoothing the algorithm reaches its smallest`2-error in iteration k = 4 and then the approximation deteriorates slightly until it reaches its limit in iteration 7 (see Table 8 ). With Nash iteration (see Table 11 ) the deterioration is prevented (except for one small increase of the error in iteration 5), and the resulting approximation is slightly better than that obtained in Sect. 5.1.
In 9] a formula for the smoothing parameters t k was given which involved a number of additional parameters: t k = k ; k = 1; 2; : : :: (18) Here is some positive real number, is a superlinear convergence parameter in (1; 2), and > 1 is referred to as acceleration parameter. If we let = 2:0, = Tab. 12. Nash iteration on 1089 points with c = 0:061 and harmonic smoothing. and = 1:2 then we can compute smoothing parameters t k via (18) . By scaling the resulting smoothing parameters t k (with a factor of = 95000) we obtain the values for N (the number of smoothing steps) in our following experiment (see Table 12 ).
This version of Nash iteration performs better than the previous one. The nal error represents a slight improvement, and the error decreases monotonically throughout.
Multilevel Nash Iteration
In our nal set of experiments we consider what happens to the multilevel Newton iteration of Sect. 5.2 when harmonic smoothing is added at each step. We compare to both the multilevel multiquadric collocation algorithm with c = 0:3 and with c = 2= p n (cf. Tables 9 and 10).
For both experiments we take = 2:5, = 1:3 and = 1:2 and = 2000 to obtain the values of N as explained above. For the xed-c version the e ects of the smoothing are remarkable. Even though the errors using Nash iteration (Table 13) vs. Newton iteration (Table 9) are initially larger, the main bene t of the smoothing is evident in the later stages of the iteration. Whereas the algorithm broke down with the rough residuals encountered without smoothing (see Table 9 and Figure 7 ), the added smoothing allows us to maintain convergence throughout. The e ects of the smoothing on the residuals are illustrated graphically in Figure 7 where we have displayed the residuals in the 5th iteration (n = 1089 points) without and with smoothing for the case c = 0:3. The view is di erent from that in the earlier gures. Due to the large \ridge" of the residual along the boundary of the domain it is better to view these graphs \from below". The \ridge" near the boundary is characteristic for all our experiments. It also occurs when using locally supported RBFs instead of multiquadrics (see 6]). One possibility to overcome this problem and improve the solutions would be to re ne the meshes nonuniformly and add some more collocation points near the boundary. Tables 14 and 10 ) the situation is similar. If one compares only errors then the smoothing does not provide an improvement. However, looking at the rate columns one can observe that the smoothing does seem to \kick in" towards the end of the experiment, and it is conceivable that the bene ts would become more obvious in the next few iterations. Due to the problem size (16641 16641 dense matrix for the next iteration) we are not able to take this experiment any further on a desktop PC.
Concluding Remarks
We have shown that the use of globally supported RBFs within a multilevel Newton framework is a viable approach to the numerical solution of nonlinear PDEs. RBFs are one of several emerging meshless methods being investigated for this purpose and the nonsymmetric collocation method used above has the advantage of being one of the easiest to implement.
Moreover, the use of globally supported RBFs leads to a highly accurate (and comparably e cient) method. In fact, the errors obtained with only 1089 collocation points and multiquadrics (see Table 9 ) were smaller than those for 16641 points and locally supported RBFs (see 6, Table 4 ]) (and computed at a fraction of the cost). Using piecewise linear nite elements a comparable accuracy was also reached with 16384 points (see 8, Table 2 
]).
Another insight presented above is the fact that { for nonlinear problems { multilevel Newton iteration is superior to iteration on a xed level. The multilevel method is computationally more e cient as well as more accurate.
The experiments presented here are only a rst attempt at using globally supported RBFs for the solution of nonlinear PDEs. So far, we have not overcome the restrictions imposed by the global support (i.e., limited problem size due to dense matrices). However, investigations using the ideas of 1] are under way.
The addition of a smoothing step to the Newton iteration, i.e., Nash iteration, has also produced some promising results. It enabled us to overcome the breakdown of the algorithm in the case involving a highly ill-conditioned 4225 4225 matrix.
Much more work, however, is needed in this direction.
Finally, as suggested in 7], one can also try other implementations of the Newton method, such as nested iterations (which may themselves act as a smoother). For nonlinear problems these possibilities seem even greater than for linear problems.
