Approaches to Bayesian inference for problems with intractable likelihoods have become increasingly important in recent years. Approximate Bayesian computation (ABC) and "likelihood free" Markov chain Monte Carlo techniques are popular methods for tackling inference in these scenarios but such techniques are computationally expensive. In this paper we compare the two approaches to inference, with a particular focus on parameter inference for stochastic kinetic models, widely used in systems biology. Discrete time transition kernels for models of this type are intractable for all but the most trivial systems yet forward simulation is usually straightforward. We discuss the relative merits and drawbacks of each approach whilst considering the computational cost implications and efficiency of these techniques. In order to explore the properties of each approach we examine a range of observation regimes using two example models. We use a Lotka-Volterra predator-prey model to explore the impact of full or partial species observations using various time course observations under the assumption of known and unknown measurement error. Further investigation into the impact of observation error is then made using a Schlögl system, a test case which exhibits bi-modal state stability in some regions of parameter space.
Introduction
Computational systems biology is concerned with the development of dynamic simulation models for complex biological processes (Kitano, 2002) . Such models are useful for contributing to the quantitative understanding of the underlying process through in-silico experimentation that would be otherwise difficult, time consuming or expensive to undertake in a laboratory. Stochastic kinetic models describe the probabilistic evolution of a dynamical system made up of a network of reactions. Models of this type are increasingly used to describe the evolution of biological systems (Golightly and Wilkinson, 2005; Proctor et al., 2007; Boys et al., 2008; Wilkinson, 2009) . Motivated by the need to incorporate intrinsic stochasticity in the underlying mechanics of the systems these models are naturally represented by a Markov jump process. Such systems are governed by a network of reactions, each of which changes the state by a discrete amount and are naturally represented by a continuous time Markov process on a discrete state space. State transition densities for models of this type are analytically intractable but forward simulation is available through use of, for example, the Direct method described by Gillespie (1977) . Models typically have a number of rate parameters which are important and of interest, but inference for these is an extremely challenging problem.
Parameter inference for Markov process models is often a computationally demanding problem due in part to the intractable likelihood function. Exact inference is possible through a likelihood-free implementation of particle Markov chain Monte Carlo (pMCMC) (Andrieu and Roberts, 2009; Andrieu et al., 2010) , a computationally intensive method that makes use of a sequential Monte Carlo sampler, embedded in a MCMC scheme. PMCMC in this context requires running a sequential Monte Carlo filter, such as a bootstrap particle filter at each MCMC iteration, to provide an estimate to the likelihood. The bootstrap filter is dependent on multiple forward simulations from the model for reliable estimation, leading to a computationally expensive algorithm.
Approximate Bayesian computation (ABC) techniques have also shown to be a useful development when tackling problems with intractable likelihood functions. They allow inference in this scenario via an approximation to the posterior distribution via a simulation based approach that circumvents the need to evaluate a likelihood. As in pMCMC, the ABC framework depends on a large number of model realizations given proposed parameter vectors, retaining samples which yield simulated data that is deemed to be sufficiently close to the observed data set, see Tavare et al. (1997) ; Pritchard et al. (1999) ; Beaumont et al. (2002) . Using a simple rejection sampling approach often leads to poor acceptance rates for tolerance thresholds that give an accurate approximation to the posterior, (Pritchard et al., 1999) , meaning that a potentially very high number of data simulations must be made in order to obtain a good sample. Advancements within this framework have led to MCMC and sequential Monte Carlo schemes, which typically return better acceptance rates than the simple rejection sampler, (Marjoram et al., 2003; Del Moral et al., 2006; Sisson et al., 2007; Toni et al., 2009) .
Both particle MCMC, as in Golightly and Wilkinson (2011) and Wilkinson (2011) , and ABC methods, (Drovandi and Pettitt, 2011; Fearnhead and Prangle, 2012) , have been successfully applied in the context of stochastic kinetics, but it is unclear as to which approach is favorable. If exact posterior inference is desired we are limited to particle MCMC. However, if exact inference is not the primary concern and there are computational constraints, perhaps available CPU time, it is not obvious which approach should be employed. Is it the case that increased computational efficiency is an adequate trade-off for the reduction in accuracy? In this article we explore both approaches under a range of situations in an attempt to draw some preliminary conclusions on which inference scheme may perform most efficiently in the context of parameter inference for Markov processes. Efficiency will be considered under the restriction of a computational budget on the allowed number of model realizations in order to make like for like comparisons. This is under the assumption that given infinite time, as well as other conditions to guarantee convergence, each of these approaches would yield the same target. The budget is set on the number of model realizations since it is often the case that the forward simulation constitutes the bulk of computational cost of algorithms of this type.
Stochastic kinetic models
Consider a network of reactions which involves a set of u species X 1 , …, X u and v reactions R 1 , …, R v where each reaction R i is given by
.
p i,j denotes the number of molecules of species X j that will be consumed in reaction R i . Similarly q i,j are the number of molecules of X j produced in the reaction. Letting P be the v × u matrix of p i,j 's and Q the corresponding matrix of coefficients of products the reaction network can be summarized as
The stoichiometry matrix, defined
is a useful way to encode the information of the network as its columns represent the change of state caused by the different reaction events. Define X t = (X 1,t , …, X u,t ) as the vector denoting the number of species X present at time t. Each reaction R i is assumed to have an associated constant θ i and hazard function h i (X t , θ i ) which gives the propensity for a reaction event of type i at time t to occur. Under the assumption of mass-action kinetics Less computationally expensive simulation algorithms such as the chemical Langevin equation (CLE) relax the restriction imposed by the discrete state space, Gillespie (2000) . The stochasticity of the underlying mechanics of the system is retained but realizations of the evolution of species levels are approximate. However, Gillespie (2014) show that such approximate simulators are not necessarily appropriate in all cases and that ensuring that they yield good approximations over the parameter space can be a problem. We therefore restrict ourselves to using the Direct method for the purposes of this article. For a comprehensive introduction into stochastic kinetic modeling see Wilkinson (2011) .
Bayesian inference for models with intractable likelihoods

Particle Markov chain Monte Carlo
Suppose we are interested in π(θ|D ) and that we wish to construct an MCMC algorithm whose invariant distribution is exactly this posterior. Using an appropriate proposal distribution we can construct a Metropolis Hastings algorithm to do this. However this is often impractical due to the likelihood term, π(D |θ), being unavailable. Andrieu and Roberts (2009) proposed a pseudo marginal approach to this issue. In order to overcome this problem of the intractable likelihood function, we replace this evaluation in the Metropolis Hastings acceptance ratio with a Monte Carlo estimate π θ( | ) D leading to the algorithm as described in Algorithm 2. Provided that estimates π θ( | ) D are non-negative and π θ π θ = [ ( | )] ( | ) E D D the resulting stationary distribution is exactly the desired target. Within the context of Markov processes it is natural to make use of sequential Monte Carlo techniques through use of a bootstrap particle filter, Doucet et al. (2001) , described for this context in Algorithm 3. The bootstrap filter gives unbiased estimates and hence the resultant MCMC scheme is "exact approximate." we can consider the hazard function as arising due to interactions between species in a well-mixed population. If θ = (θ 1 , …, θ v ) and h(X t , θ) = (h 1 (X t , θ 1 ), …, h v (X t , θ v )) then full specification of the Markov process is complete given values for θ and X 0 .
Exact trajectories of the evolution of species counts of such a system can be obtained via the Direct method, Gillespie (1977) . Algorithm 1 describes the procedure for forward simulation of a stochastic kinetic model given its stoichiometry matrix, S, reaction rates θ, associated hazard function h(X t , θ) and initial state X 0 . Reactions simulated to occur in this way incorporate the stochastic nature and discrete state space of the system as reactions are chosen probabilistically and modify the state by discrete amounts. Whilst the Direct method allows exact simulation of the time and type of each reaction event that occurs, observed data D = (d 0 , d 1 , …, d T ) are typically noisy, possibly partial, observations at discrete time intervals,
where σ are parameters associated with the measurement error that may also need to be inferred.
Algorithm 1 The Direct method (Gillespie, 1977) .
1. Set t = 0. Initialize the rate constants θ and initial states X 0 . 2. Calculate the hazard function h(X t , θ) and θ θ
is the j th column of the stoichiometry matrix S. 6. If t < T return to 2.
The scheme as described here is a special case of the particle marginal Metropolis Hastings (PMMH) algorithm described in Andrieu et al. (2010) which can also be used to target the full joint posterior π(θ, X|D ). It was noted in Andrieu and Roberts (2009) that the efficiency of this scheme was dependent on the variance of the estimated likelihoods. Increasing the number of particles N yields estimates with a smaller variance at the expense of increased computation time. Optimal choices for N were subject to interest in Pitt et al. (2012) and Doucet et al. (2012) . The former suggest that the variance of the log-likelihood estimates should be around 1 in order to be optimal, however the latter argue that the efficiency penalty is small for values between 0.25 and 2.25.
Algorithm 2 Pseudo-marginal MCMC (Andrieu and Roberts, 2009 ).
1. Initialize with a random starting value θ∼π(θ). 2. Propose a move to a new candidate θ * ∼q(θ * |θ). 3. Based on θ * , compute an unbiased estimate of π(D |θ * ), ˆ( | ). π θ * D 4. Accept the move with probabilitŷ ( | ) ( ) ( | ) min 1, ,
else remain at θ. 5. Return to 2.
Algorithm 3 Bootstrap particle filter.
At time t we have a set of N particles {( , ): 1, , }.
The filter assumes fixed parameters and so we drop the θ from our notation. t∈(0, 1, …, T) for observed data with T discrete time-point observations. 1. Initialize at 0 , * X a set of N independent draws from our prior distribution on the state. 
Approximate Bayesian computation
Approximate Bayesian computation (ABC) techniques have increased in use in recent years due to their applicability to inference for a posterior distribution, π(θ|D ), for problems in which evaluation of the likelihood function, π(D |θ), due to cost or analytical intractability, is unavailable. Such methods are typically computationally intensive due to their reliance on the ability to simulate realizations from the model. Ideally, given a collection of parameter vectors, θ, we would keep all vectors that gave rise to simulated data which is equivalent to our observed data set. In practice however, the probability that a candidate data set D * = D is almost 0. Hence an approximation to the target distribution is made through a collection of samples of parameters that lead to data simulation which is deemed to be sufficiently close to the observations. Simulated data, D * , is considered to be close if, for a given metric ρ(·), the distance between simulated and observed data is smaller than some threshold ε. The simple rejection sampler is described in Algorithm 4.
Algorithm 4 ABC rejection sampler.
1. Generate a candidate parameter vector θ * ∼π(θ). 2. Simulate a candidate data set D * ∼π(D |θ * ). 3. Calculate a measure of distance between the candidate data, D * , and the observed data D , ρ(D , D * ). 4. Accept θ * if ρ(·) < ε for some predetermined, fixed, ε.
Go to 1.
Instead of yielding the true posterior distribution, samples have the approximate distribution π(θ|ρ(D , D * ) < ε). Acceptance rates of ABC algorithms are often improved by employing dimension reduction techniques on the data. This approximation tends to the true target as ε→0 when ρ(·) is a properly defined metric on sufficient statistics. Further approximations are made when, as is often the case, sufficient statistics are unavailable. In this situation one would choose a set of summary statistics that it is hoped is informative about the data. Blum et al. (2013) give a review of current techniques for choosing summary statistics. Over the past decade numerous proposals to improve the efficiency of ABC have been made. Favored schemes include the use of a sequential Monte Carlo sampler, which seeks to address the issue of poor acceptance rates through first allowing a high acceptance threshold and then gradually reducing the tolerance to improve the approximation to the target distribution. This algorithm is sequential in the sense that populations of simulated points (particles) are generated at each stage. The sample π(θ|ρ(D , D * ) < ε t-1 ) is then exploited as the basis for a proposal distribution used to target π(θ|ρ(D , D * ) < ε t ). Douc et al. (2007) showed that from the perspective of importance sampling this reliance on previous populations to improve proposals is entirely legitimate. Early approaches often used a geometric rate of decline for the tolerances, however adaptive schemes based on the distribution of the distances have been shown to work well (Drovandi and Pettitt, 2011) . In practice we choose ε t as the 30%-ile of the distribution of distances at population t-1 as we found during pilot runs that this yielded a sufficient decrease such that movement of the posterior learning was informative without the increased computational cost of using a smaller such percentile choice. It is of note however that consideration must be given to the criteria by which we choose the new tolerance, as Silk et al. (2013) showed that convergence is not guaranteed in all cases. A sequential approach to inference within the ABC framework based on importance sampling is described in Algorithm 5.
Algorithm 5 Sequential ABC.
1. Initialize ε 0 > 0 and set the population indicator, t = 0. 2. Set particle indicator, i = 1. 3. If t = 0, sample θ ** ∼π(θ)
Else sample θ * from the previous population ( ) 1 { } i t θ − with weights w t-1 and perturb to obtain θ ** ∼K t (θ|θ * ) If π(θ ** ) = 0, return to 3. Simulate a candidate dataset D * ∼π(D |θ ** ).
δ δ * = and calculate weight for particle ( ) 
and go to 3.
Normalize the weights,
and select ε t+1 as the α%-ile of the collection of distances, ( ) i t δ for some chosen 0 < α < 100. 6. If t < T, set t = t+1 and go to 2.
In practice there are a number of factors which contribute to the efficiency of the sequential scheme described here. A perturbation kernel K t (·), typically Gaussian, with a small variance usually leads to good acceptance rates but slow exploration of the parameter space. Conversely larger moves will explore the space more quickly but at the cost of reduced acceptance probability. Beaumont et al. (2009) consider use of an adaptive Gaussian proposal distribution, with variance equivalent to twice the empirical variance of the samples, θ (t) . This was built on by Filippi et al. (2013) who derived an optimal proposal variance, optimal in terms of jointly minimizing the Kullback-Liebler divergence between proposal and target and maximizing the acceptance rate, dependent on the current sample and the tolerance for the target. The sequence of tolerances and number of bridging distributions in the sequence also contribute to the overall effectiveness of the scheme. Intuitively, a slow decline in the threshold will lead to high acceptance rates for newly proposed parameter vectors, but posterior learning will be slow.
Basis for comparison
In order to create a framework in which we can make meaningful comparisons between these approaches to inference it is important to consider what makes a fair test, as well as some measure of efficiency of each sampler. In addition to this we are interested in the discrepancy between the resultant posterior and the true posterior. One of the primary motivations for the comparison is to determine which method is most appropriate with particular consideration to the notion of a restricted computational budget. In order to maintain as much consistency as possible over the various runs we use the Direct method, Gillespie (1977) , for all realizations from a given model. We shall compare a pseudo-marginal Metropolis Hastings implementation of pMCMC with ABC approximations that use a Euclidean metric function over the full set of data points,
We make this choice to ensure that, in the limit, we are targeting the same posterior. Additionally, we have found that this metric performs competitively with other choices for the sample sizes considered in our simulations study. We repeat runs of each algorithm for a range of observation schemes on a number of data sets for each model, each using the same computational budget, comparing the results from each. We also include for each a long run of a pMCMC scheme which will provide us with the "true" posterior of interest in each case. In practice we used the hybrid scheme of Owen et al. (2014) to ensure that suitable initialization points for the reference truth were found. Each of the parallel chains on implementation sampled from the same target confirming our belief that we are sampling from the true target rather than a sub-optimal mode. In addition we placed a stronger restriction on the allowed variance of the log-likelihood estimates. This is typically not the most efficient choice but since our goal here was a well-mixing scheme rather than efficiency of the sampler we felt this was appropriate.
Computational budget
We define our computational budget by considering each model realization via the Direct method as 1 computational unit. We ignore the contribution to computation time of all other aspects of each algorithm as typically it is the path simulation that takes up the majority of computation time. In addition this choice ensures that the comparisons made are unaffected by certain computational optimizations, and coding tricks, which may distort the results in favor of one algorithm over another. For example ABC typically parallelizes trivially and often yields almost perfect scaling between number of processors used and the speed factor gained, whereas particle MCMC does not benefit from parallel hardware in the same way, but can still be parallelized.
Initialization
Each of the approaches to inference described above exhibit aspects which need to be chosen in some way, each of which has a bearing on the efficiency of the sampler. To make comparison as fair as possible we want each algorithm to be in some sense optimized using standard published methods. We now explain, for clarity, the way in which we have chosen various tuning parameters for each of the algorithms above. The cost of obtaining such parameters is collected and is deducted from our computational budget.
Particle MCMC
It has been well documented that the efficiency of random walk Metropolis algorithms is highly dependent on the choice of proposal kernel. A distribution which yields small deviations from the current state will ensure that a large number of moves are accepted but samples will be highly correlated. Large moves around the space on the other hand will often be rejected leading to the chain spending large amounts of time stuck at the same value. Under various assumptions about the target it has been shown that the optimal scaling for a Gaussian proposal kernel is
where Σ is the covariance of the posterior distribution and d is the number of parameters being estimated, (Roberts et al., 1997; Roberts and Rosenthal, 2001) . However Sherlock et al. (2014) showed that for a pseudomarginal algorithm, as is the case here the optimal scaling is actually
where γ is an additional multiplicative factor representing the roughness of the target with a value of γ = 1 for a Gaussian distribution. The small difference here is attributed to the inherent cost in estimation of the likelihood term. In addition they show that the optimal acceptance rate is around 7%. The starting parameter vector, θ 0 , of the chain also has an effect on the efficiency of the sampler. A choice of θ 0 which is far from a region of non-negligible posterior density will lead to a chain which takes a long time to move toward the target distribution, whereas a chain initialized close to stationarity will yield useful samples sooner. This burn-in period can sometimes consume a sizeable fraction of the computational budget. Particle MCMC as described in Section 3.1 also relies on a sequential Monte Carlo algorithm for approximation of the likelihood, π θ( | ). D
The bootstrap filter requires multiple model realizations, via a set of "particles" in order to achieve this approximation. In addition the approximation has to be calculated at every iteration of the MCMC algorithm, hence clearly the number of particles in the filter will greatly affect the runtime of the resultant algorithm. A small number of particles will result in a shorter computation time for the likelihood approximation but leads to larger variability in the estimated likelihood. This increased variability leads to decreased efficiency of the inference scheme, as noted by Andrieu and Roberts (2009) . A large number of particles, useful for consistent estimates of π θ( | ) D will lead to slower posterior sampling in the chain. An optimal choice for the number of particles has been explored by Pitt et al. (2012) who suggest that the number of particles should be chosen such that the variance of the log-likelihood estimates is around 1. However Doucet et al. (2012) show that the efficiency of the scheme is good for variances between 0.25 and 2.25. Sherlock et al. (2014) also explore this issue under slightly differing assumptions. They derive a slightly higher optimal variance of approximately 3.3 although in low dimension empirical examples found the optimal variance to be lower than this with an optimal acceptance ratio closer to 15%.
In practice, for the purpose of this comparison we choose an initial parameter vector, θ 0 , as a random sample from the posterior distribution. The number of particles used in the particle filter, N is then chosen by repeated runs of a particle filter with increasing N until θ 0 1.5<Var( ( | ))< 1.8. l D We then use the covariance matrix of the posterior, Σ p to inform our choice for Σ q , the Gaussian random walk proposal variance, ensuring that the acceptance rate is around 15%, following the practical advice of Sherlock et al. (2014) .
During our first experiments with the pMCMC algorithm for these models we approached initialization and tuning of the algorithm under the assumption of no knowledge of the posterior distribution of interest. However, this proved to be problematic as finding a sensible choice of θ 0 , number of particles, N, and proposal variance, Σ q , often used a large proportion of the allocated computational budget. Under the computational restrictions imposed by our budget choice this made pMCMC look completely uncompetitive. This problem itself is interesting as it highlights a potential drawback of using pMCMC in practice. We discuss this issue further in Section 5.1.5.
ABC SMC
Initialization of a sequential ABC algorithm as described in Section 3.2 is somewhat less involved. This is due to the fact that optimal Gaussian proposal kernels for advancement to subsequent targets can be calculated during execution. In addition the sequence of tolerances is chosen adaptively throughout the algorithm. It remains that there is need to specify an initial tolerance value, ε 0 . One could argue that tuning the choice of metric and summary statistics to be used is also of interest. Discussion of how one might do this is beyond the scope of this article however, since we are limiting ourselves to the choice in equation 6 so as to ensure that as ε→0 the resultant posterior approximation tends toward the true posterior distribution of interest, π(θ|ρ(D , D * ) < ε)→π(θ|D ). For an in depth discussion of methods for choosing summary statistics see Blum et al. (2013) . In order to choose a suitable ε 0 for the scheme we simply calculate ρ(D , D * )|θ) using a number of samples from π(θ). From this we take ε 0 to be the value equivalent to the 1%-ile of the resultant distribution of distances.
Case study
Lotka-Volterra predator-prey model
Model description
The Lotka-Volterra predator-prey system, Lotka (1925) ; Volterra (1926) is an example of a stochastic kinetic model that provides an ample starting point for investigation of parameter inference in models of this type. Although it is relatively simple, characterized by a set of three reactions on two species, it encompasses many of the difficulties associated with larger, more complex systems. Denoting the two species, prey, X 1 and predators, X 2 , evolution of the system is governed by the following three reactions: 
These reactions can be thought of as prey birth, a predator-prey interaction resulting in the death of a prey and a predator birth, and predator death, respectively. Reaction events are dependent on the current state of the system as well as the reaction rate parameters. Hence the trajectory of the evolution of species counts presents a Markov process on a discrete state space. This reaction network is summarized by its stoichiometry matrix, S and hazard function h(X t , θ) 1 1 2 1 2 3 2 1 1 0 ,
Realizations from the model conditional on a vector of rate parameters, θ, can be obtained exactly via Algorithm 1, or approximated via a number of fast simulation algorithms.
Synthetic data
For the purpose of making comparison we use a number of data sets over different observation regimes simulated using reaction rate vector θ = (1.0, 0.005, 0.6). In each case we corrupt the X t with a Gaussian error with mean 0 and variance σ 2 , π(d t |X t , σ)∼N(X t , σ 2 ). X 0 = (50, 100) is used throughout. Plots of each of the data sets considered are in Figure 1 . Given this set of parameter values the model exhibits relatively stable oscillatory behavior for both species and provides an interesting starting point for our investigation. We shall use this model to explore posterior sampling efficiency given data sets of a range of sizes, under full and partial obser-vation regimes, whilst also giving consideration to the effect of assuming known measurement or including this parameter in the set to be inferred. Data sets shown in Figure 1B -D are denoted D 1 , D 2 and D 3 , respectively. We introduce extra subscript notation such that 1 p D implies the data set D 1 where predator observations have been discarded and 1 u D symbolizes treatment of D 1 under the assumption of unknown measurement error. In addition * 1 D will be used as a reference to the collection of data sets 1 1 1 , , u p D D D and 1 , .
u p D
Inference set up
We now create a scenario in which prior parameter information is poor. We place uniform prior information on log(θ),
and a Poisson prior distribution on the initial state ∼ ∼ 1 2 Pois(50), Pois(100). X X
Where σ 2 is unknown, we use σ ∼ log( ) (log(0.5),log (50)).
U
For each repeat, we allow a computational budget of 10 8 model realizations from the Direct method, Algorithm 1. We choose this budget based on the fact that given the θ = (1.0, 0.005, 0.6) our simulator achieves We consider time series of differing lengths to determine whether the amount of data available has an influence on which inference method may be most appropriate. In each case we also consider a partial observation regime where predator observations are unavailable by discarding these measurements.
10 5 simulations of length equivalent to D 2 every 45-50 s on our relatively fast Intel core i7-2600 clocked at 3.4 GHz. This yields an approximate total time spent simulating from the model of 14 h plus some other comparably negligible computation costs for each individual inference run. Clearly improvement on simulation time can be made by parallelising the simulation of independent realizations from the direct method as well as other computational savings being made by clever optimizations in each algorithm. We have tried to disclude the effect of such algorithmic optimization in our comparison as discussed in Section 4. We include the information on approximate time here as a rough guide to practical implementation of inference for these types of models as well as the reasoning behind our particular budget choice.
Discussion of results
Results for data sets * 1 D and * 3 D are contained as Appendix A. We report results for data set * 2 , D Figure 1C , shown in Figure 2 . Results in Appendix A support those reported here, discrepancies between the two algorithms are reduced for * 1 D and exacerbated given the longer time series of * 3 . D The plots in Figure 2 show that for D 2 there is a clear difference in the tails of the distribution. This feature is mirrored for 2 . u D Additionally we see that, under the assumption of unknown measurement error, ABC fails to identify the noise parameter, σ. Treatment of 2 p D yields a much smaller difference in the resultant posteriors between the two schemes however 2 , u p D reinforces the inability to infer σ using the ABC SMC scheme. Wilkinson (2013) showed that in fact ABC targets a misspecified model in this context. That is the model of interest with the inclusion of independent noise whose variance depends on the tolerance threshold. This would explain why inference for the measurement error model noise parameter is particularly poor. Each density plotted is the result of 10 4 samples being collected. In the case of the ABC SMC this was ensured by retaining 10 4 samples at each population, giving rise to a sequence of between 12 and 14 populations in the fully observed runs and 12 populations in each partially observed run, the decreasing choice of ε chosen as described in Section 3.2. For pMCMC we ran the sampler for the full budget and then thinned the resultant collection of vectors such that the final sample contained 10,000. In the case of D 2 the average number of particles required was 132 which led to a chain that ran for approximately 7.5 × 10 5 unthinned iterations which was then thinned by a factor of 75 to give the final sample.
From these results it would appear that given the use of the full budget pMCMC provides the better choice. Figure 3A shows the posterior learning experienced by the sequential ABC algorithm. The matching box plots for pMCMC is the posterior distribution using the pMCMC algorithm where we use only information gained under the same budget use as with ABC. i.e., The budget used to obtain the first population of samples under ABC was 2.1 × 10 6 . The corresponding box-plot for population 1 under pMCMC is a snapshot of the chain having used up the same budget of 2.1 × 10 6 . The plots are produced using posterior information on a single rate parameter, θ 1 from a single run of each algorithm using the D 2 data set. The results shown are representative of other parameters and data sets in the experiment. It is interesting to note that the shape of the posterior distribution under pMCMC changes little over the sequence of populations leading one to believe that even with little computational expense the posterior distribution inferred by pMCMC is good. However this plot does not tell the whole story. Figure 3B shows estimates of the effective sample size of the posterior distributions for pMCMC in this sequence. Effective sample size is small for the populations with the lower computational expense showing that to obtain a good posterior sample from pMCMC, despite the fact that the overall shape of the distribution does not change very much, we must still run for a long time, which is unsurprising. However, if we are only interested in obtaining posterior summaries, it would appear that the budget is less important. Figure 3C -D show posterior estimates of the mean and variance factored into the same computational expense groups as with Figure 3A and B. It is clear to see that for pMCMC the estimates are stable and remain reasonably constant. This is in stark contrast to estimates using the ABC approximations which appear less certain before tending toward those estimates gained using pMCMC. The overall trend here then seems to suggest that in this instance pMCMC is the favorable choice. The posterior estimates of mean and variance are stable even given a relatively short run time, and the shape of the distribution is also maintained. To obtain a large uncorrelated sample the chain must be run for a long time, although it is noted that running the ABC sampler for the same length of time does not yield better results. Posterior summaries appear consistent irrespective of the additional runtime. ABC here however is not so good. It could be argued that the posterior distributions are close given the full budget in some circumstances, notably 2 , p D however with shorter runtime the approximation is much greater and hence inference is poorer as a result.
The tuning problem
The results presented here have ignored the issue of tuning the pMCMC algorithm. The posterior inference suggest that pMCMC is the better choice for learning about model parameters but we have tuned the pMCMC True values are marked on the x-axis and a long pMCMC run with a large number of particles to be used as a reference to the truth are in black.
at the start, relying on knowledge of the posterior. This knowledge comes with its own expense and is in some sense self-defeating, something that is not so much of an issue for the ABC SMC. The true cost of the pMCMC inference then is somewhat higher than shown here. The ABC SMC proposal variance and tolerance sequence are chosen adaptively and so the initialization and tuning cost is small. We made the choice to tune pMCMC using information from the posterior earlier due to the fact that in our initial experiments for this model we found that in a number of cases the computational budget used in initializing the pMCMC was large, often larger than our allocated budget. Choosing a sensible θ 0 , N and Σ q with little prior knowledge is difficult. Our initial attempts to find a θ 0 involved sampling from the prior distribution, estimating the likelihoods and choosing the parameter vector which maximizes the likelihood estimates. Due to the variability in the particle filter estimates away from the true parameter values this step typically involves a large number of particles and hence large expense. Conditional on this hopefully informative choice of θ 0 we can then tune N, the number of particles in the bootstrap filter, such that each estimate has less expense, by running a number of filters starting with a small number of particles and steadily increasing N until the V ar( ) l is suitably small. Again this has non-negligible expense. We want to try to find as small a value of N as we can get away with for the main inference run and so this iterative procedure can be time consuming. On top of these two tuning steps we typically want to ensure that we choose a good Σ q . This often involves a pilot MCMC run using a very small proposal variance and then using the variance of the resulting distribution to inform the choice of Σ q . We found that, in practice, employing these steps to tune pMCMC was itself very expensive. Using 1000 particles in a particle filter to estimate likelihoods for 2000 parameter vectors drawn from the prior for D 2 and repeating each 10 times and maximizing over the average to choose θ 0 was not enough to guarantee that the resulting draw had posterior support. This alone uses 20% of the allocated budget without then tuning the number of particles. The number of particles needed to satisfy the log-likelihood estimate variance criteria is often much larger in the tails of the posterior than at the true values. Add to this estimating Σ q and then the appropriate burn-in period and it is easy to see that this operation becomes very expensive. A further justification for discluding the pMCMC initialization cost is that the resultant comparisons are invariant to the tuning mechanism employed. The authors recognize that there are numerous methods in practice that can be used to initialize such a scheme and that it is not obvious as to which may prove the most efficient. Owen et al. (2014) showed that initializing pMCMC with a random draw from an uninformative prior does not guarantee convergence to the stationary distribution. This was due to the large variability in log-likelihood estimates given by the particle filter in regions of negligible posterior support, rather than any flaw in the theory. It is suggested that a good thing to do in situations in which prior knowledge is poor is to run an ABC SMC algorithm as an aid to tuning and initializing a pMCMC algorithm. This approach is amenable to parallelisation and exploits relative strengths of the two approaches.
Schlögl system
Model description
The Schlögl model is a well-known test model which exhibits bimodal stability at certain parameter values. :
We can summarize this reaction network via its stoichiometry matrix 
This system provides an interesting case for investigating how influential the measurement error is on the efficiency of posterior sampling for each algorithm. Figure 4A shows 100 realizations from the model given θ = (3 × 10 -7 , 10 -4 , 0.000773, 3.276) and X 0 = (250, 10 5 , 2 × 10 5 ) highlighting the bimodal characteristics given this set of parameter values. This poses an interesting challenge when it comes to parameter inference since it is not necessarily the case that all parameter vectors in a region of space closely surrounding this give the same behavior. For our investigation of the inference methods being discussed we choose one of these data traces at random and corrupt with Gaussian A B Figure 4 Simulating traces of the species present in the Schlögl system using the Direct method with θ = (3 × 10 -7 , 10 -4 , 0.000773, 3.276) and X 0 = (250, 10 5 , 2 × 10 5 ) recorded for 21 observations at regular intervals of 0.2 time units. (A) One hundred realizations from the Schlögl system highlight the bimodal stability shown for species X 1 . (B) A pseudo data set to be used for inference where observations are made under Gaussian error, σ 2 = 1.
Synthetic data
Figure 5
Posterior distributions for each of the four rate parameters over the the replications for the two algorithms given data set 10 . S D ABC SMC overestimates the variance. error, d t ∼N(X t , σ 2 ), σ 2 = 1. A second copy of the same underlying trace is then corrupted with the same error distribution but with σ 2 = 10. We denote these data set 1 S D and 10 S D respectively. The chosen observed data set is shown in Figure 4B .
Inference set up
In contrast to the simulation study for the Lotka-Volterra model we make use of a set of more informative prior distributions, that is a Gaussian distribution on the log scale, centered at the true values with relatively small standard deviation, 0.5. In addition we assume knowledge of the initial count X 0 . For inference in this case we now restrict our focus to assuming known measurement error, and availability of observations of all three species in the model, these factors having been explored well in the previous example. The focus of this example is to determine whether the size of the measurement error informs our choice as to which algorithm is better.
Discussion of results
Consistent with the results in Section 5.1.4 ABC SMC yields posterior distribution with a larger mass in the tails. The plots in Figure 5 show that under the larger measurement error, data set 10 , S D comparative performance is similar to that seen in the previous example. However under small measurement error pMCMC Figure 6 Posterior distributions for each of the four rate parameters over the replications for the two algorithms given data set 1 . S D PMCMC performs poorly when measurement error is small whereas inference using ABC appears to be good. struggles with this computational budget as shown in Figure 6 . The chain spends a large amount of time stuck at given parameter values. It is known that for likelihood free pMCMC to be efficient in this context the measurement error must be substantial. The reason behind this is that in a scenario where measurement error is small, few particles are given non-negligible weight in the SMC sampler being used to estimate the likelihood. This yields highly variable estimates, an undesirable property when considering an efficient scheme as discussed in Section 4.2.1. This has also been noted in Wilkinson (2011) and Golightly and Wilkinson (2014) among others. Development of pMCMC algorithms for informative observations are subject to ongoing research and typically involve bridging of the latent state conditional on the endpoints. Golightly and Wilkinson (2014) propose an approach to the problem of inference for a Markov jump process with informative observations on a discrete state space by conditioning the hazard function on the end points of the data observations.
Conclusions
The results in this article suggest that in most cases, for parameter inference for stochastic kinetic models with intractable likelihoods, particle MCMC is a better choice than ABC SMC provided that it can be well initialized. This distinction is less clear when applied to small data sets as seen in Appendix A where posterior inference for the rate parameters are well matched. It is well known that ABC methods suffer from the curse of dimensionality, an issue that has been discussed in the case of ABC SMC in Fearnhead and Prangle (2012) . This may well explain why ABC SMC performs better for * 1 , D relative to other comparisons made using the larger data sets. A longer time series highlights the benefit of using a particle filter whose re-sampling step ensures forward simulations are guided by the observations. ABC SMC seems to be poor at inferring the measurement error present in the model but proves to be a reasonable approach under informative observations, favorable to the likelihood free pMCMC implementation explored here. PMCMC, whilst being the better choice in most cases for inference is substantially more difficult to tune. Given that ABC methods parallelize easily and perform comparably when inferring rate parameters it poses a strong approach when measurement error is known or small, particularly for lower dimensional data and may yield good posterior distributions at a lower real time cost than pMCMC. The biggest trade-off here is finding an appropriate starting point for pMCMC, something that can be approached by using ABC SMC, as described in Owen et al. (2014) .
Appendix A
A.1 Analysing Lotka-Volterra 1 D *
The differences between pMCMC and ABC SMC inference are less pronounced for D 1 and 1 u D particularly for the reaction rate parameters, see Figure A1 .1. The analysis shown in Figure A1 .2 of D 1 imply that the posterior inferences made after a short time, < 10% of the total allocated budget, are largely indistinguishable between the two approaches, estimates of the mean and variance are equivalent and the shape of the distribution consistent between the two approaches. If we take into consideration the cost of initializing pMCMC this would suggest that in this case ABC SMC proves a more favorable choice. However this effect is less pronounced when some information is removed. Posterior learning of the noise parameter appears to be poor, consistent with results in the text, but this is now also true for pMCMC. However the pMCMC runs subject to the budget constraints are in agreement with the long run, black, being used as the truth for comparison. This "truth" being the results of a long, well-thinned run using a large number of particles. Figure A1 .1 Posterior distributions over five repeats using each of the pMCMC and ABC SMC algorithms for the 1 * D collection of data sets. Densities are closely matched for the rate parameters in each case, however, inference for σ using ABC is poor. These results are consistent with those found in the text in Section 5.1.4.
A B
C D Figure A1 .2 Further investigation about the properties of each posterior sample using a given run from each algorithm D 1 . Plots all concern the first rate parameter. A.2 Analysing Lotka-Volterra 3 * D Inference for the larger data sets shows a larger discrepancy between the two algorithms, see Figure A2 .1 for density plots. ABC SMC consistently over-estimates the contribution in the tails of the distribution. With more abundant data pMCMC infers the noise parameter, σ, well whilst ABC SMC continues to do poorly in this respect, consistent with other results in this article. In all data observation regimes pMCMC results in a more peaked posterior distribution that closely matches our "truth" benchmark. Figure A2 .2(A) shows that ABC SMC is tending in distribution to that we found by using pMCMC. Figure A2 .2 shows that obtaining a diverse posterior sample using pMCMC is more computationally taxing for the larger dimensional data. Despite the difference between the posterior densities, estimates of the means and variances appear consistent after approximately 10% of the allowed budget. 
