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Abstract Fiber tracking is a common method for analyzing 3D tensor fields that arise
from diffusion-weighted magnetic resonance imaging. This method can visualize,
e. g., the structure of the brain’s white matter or that of muscle tissue. Fiber tracking
results in dense, line-based datasets that are often too large to understand when shown
directly. This chapter provides a survey of recent illustrative visualization approaches
that address this problem. We group this work into techniques that improve the depth
perception of fiber tracts, techniques that visualize additional data about the tracts,
techniques that employ focus+context visualization, visualizations of fiber tract
bundles, representations of uncertainty in the context of probabilistic fiber tracking,
and techniques that rely on a spatially abstracted visualization of connectivity.
1 Introduction
The visual representation of brain connectivity (e. g., Margulies et al. [43]) is an
active research field within visualization. This work has lead to numerous techniques
[51, 52] to explore and better understand the connections in the brain. Many of these
approaches are based on diffusion-weighted magnetic resonance imaging (dwMRI)
[37, 67] which yields estimates for the directional diffusion of water at each of the
sampled locations. These datasets are typically represented as simplified 3D tensor
fields (DTI; e. g., Kratz et al. [39]) and one fundamental visualization technique is the
depiction of fiber tracts extracted from these tensor datasets (e. g., Behrens et al. [4]
and Mori and van Zijl [45]). One sub-field within fiber tracking is deterministic fiber
tracking. In this case a fiber tract is only extended along one direction—the diffusion
tensor’s principal eigenvector (e. g., see Fig. 1 as well as Mori and van Zijl [45] and
Zhang et al. [66]). In contrast, probabilistic tracking approaches (e. g., Parker [48])
do not only follow a single direction when determining fiber tracts. Instead, they
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Fig. 1 A whole-brain HARDI dataset shown using (a) a tubular and (b) a line-based visualization.
model the uncertainty of the tract direction at a location and follow several different
directions at each sampled location. The results of this probabilistic tracking are
typically presented visually as positional probabilities—rather than renderings of
dense fiber tracts. Regardless of whether deterministic or probabilistic fiber tracking
is used, however, the fiber tracking produces dense, line-based datasets1 that are
often difficult to understand due to their overall structure and spatial organization.
The fiber tracts are either computed for the whole brain or based on local seeding.
Typically, the individual tracts are depicted using lines (e. g., Zhukov et al. [69] and
Zöckler et al. [71]) or shaded cylindrical tubes (e. g., Zhang et al. [66]). An additional
color map is often applied in which the color shades represent the local orientation
of the tracts to better understand the spatial character of the data (see Fig. 1). It is
important to understand that these extracted fiber tracts do not show actual brain
fibers. Rather, each fiber tract is an abstracted representation of a likely direction
of many fibers in the brain. As one can see in Fig. 1, however, these depictions can
be quite overwhelming and it can be difficult to understand the spatial structure and
other aspects of the connectivity data—even for small selections of fiber tracts.
For this reason researchers have begun to explore the use of illustrative visualiza-
tion techniques to improve the visual representations of fiber tract data. Illustrative
visualization [53] is a sub-field of visualization that is inspired, in particular, by the
methods and techniques used in traditional illustration—which has a centuries-long
history of creating understandable depictions of scientific subject matter. For exam-
ple, illustrative visualization can be used to better depict the spatial structure of 3D
datasets, to free up visual variables for the depiction of additional aspects of the
data, or to simultaneously show several layers of data. In this survey we review the
1 This is also true for probabilistic tracking [4], even if probabilistic tractography results—due to
the size of the generated data—are typically visualized by displaying the scalar probabilities that
different brain regions are connected to a seed region. In fact, these dataset sizes are one motivation
to employ illustrative visualization as it promises to present the data in an understandable form.
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different illustrative visualization approaches2 that have been applied to DTI-based
fiber tracking.3 Specifically, we group the approaches according to whether they
improve the depth perception of the dense fiber datasets, support the depiction of
additional data such as uncertainty, enable focus+context visualizations, focus on
abstracted fiber bundle representations, or use other forms of abstracted connectivity
representations. This classification is not entirely unambiguous; however, it provides
a useful structure and ambiguous cases are discussed appropriately.
2 Improving the Depth Perception of Fiber Tracts
In the majority of application scenarios, the visualizations generated based on the
extracted fiber tracts are displayed as 2D projections using traditional PC-based
workstations (in contrast to stereoscopic viewing environments such as CAVEs [14]).
This means that, due to the denseness of the fiber tracts, it can become difficult to
understand the spatial structure and the spatial relationship between different groups
of fiber tracts. The problem can be alleviated somewhat by using shaded lines (e. g.,
Zöckler et al. [71] and Mallo et al. [42]) drawn with respect to a light source in the
scene. When combined with line shadowing (e. g., Peeters et al. [49]), the results
convey a much better sense of spatial structure. This basic approach or extensions of
it have been used in cases when a complete, dense dataset of fibrous structure (such
as muscle tissue) needs to be visualized [15, 49, 68].
A related way to address the spatial perception problem is to represent each
tract with a shaded tube (Fig. 1(a))—in contrast to a non-illuminated line rendering
(Fig. 1(b)).4 While the shading (combined with directional color coding) assists
depth perception to some degree, it presents a challenge: Tubes with a larger diameter
improve depth perception but also produce overlaps, reducing amount of visible
detail. It is thus difficult to strike a good balance between the need for detail and the
need for depth perception (even with additional measures such as tube halos [64]).
In a first attempt to address this issue, Klein et al. [38] proposed to remove the
tube shading and, instead, to use distance-encoded contours and shadows for the
tubes. This approach is realized using several rendering passes and enhances depth
perception by visually grouping similar, neighboring fibers and using shadows as a
visual cue for depth ordering. Inspired by this early work, Everts et al. [25] presented
a depth-dependent halo technique that used line-based triangle strips rather than
tubes as the main primitive for depicting fiber tracts.5 This decision was based on
2 Surveys of the use of illustrative visualization techniques for domains other than brain connectivity
have been presented for flow visualization [10] and as a general tutorial/overview [63].
3 The chapter focuses on the visualization of brain connectivity. The discussed methods, however,
can also be applied to other datasets that have similar characteristics, for example muscle fiber data.
4 For a comparison of simple line rendering, shaded tubes, illuminated line rendering, and illumi-
nated line rendering with shadowing see Figure 4 in Peeters et al.’s [49] paper.
5 Everts et al.’s [25] approach could be viewed as an abstraction of line-based rendering with
shadowing: it uses lines as the basic primitive, conveys occlusion, and does not rely on line shading.
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(a) (b)
Fig. 2 Depth-dependent halos [25], applied to (a) a selection and (b) a whole-brain tractogram.
the observation that line-based techniques are able to show more detail than tube-
based renderings (see the comparison in Fig. 1(a) and (b)). However, because using
only lines does not provide good support for depth perception, they resort to using
halos6 to enhance depth perception. To prevent halos from overlapping neighboring
fiber tracts, Everts et al. [25] apply them in a depth-dependent fashion by rendering
view-aligned triangle strips (with separate line and halo components). These triangle
strips are folded away from the viewer such that halos only appear for larger depth
discontinuities. Everts et al. combine this approach with line width attenuation based
on the distance of the line segment to the viewer.
As shown in Fig. 2,7 the approach not only visually emphasizes fiber bundles but
also shows a clear depth layering of the bundles—without the bundles ever being
explicitly specified. As shown in Fig. 2, the depth-dependent halo technique works
best for locally seeded selections of fiber tracts (Fig. 2(a)). In contrast, the spatial
structure of whole-brain tractograms (Fig. 2(b)) is less clear due to the overlapping
of the dense fiber tracts. The reduced co-linearity of the white matter fibers close to
the gray matter of the brain further reduces clarity (filtering the dataset based on the
fractional anisotropy (FA) value of the tensors can alleviate this problem somewhat).
This limitation of depth-dependent halos results from its very local approach for
emphasizing spatial structure: it is only possible to provide halos and emphasize
depth within the scope of individual line strips. Therefore, follow-up work has inves-
tigated more global approaches to assist people in perceiving the three-dimensional
structure of fiber tract visualizations. These newer techniques are inspired by global
illumination models in computer graphics, specifically ambient occlusion8 [70].
6 Halos had previously already been used in computer graphics [2] and visualization [13, 64].
7 The example images in Fig. 2 were created with the depth-dependent halos demo; see the project
website at http://tobias.isenberg.cc/VideosAndDemos/Everts2009DDH .
8 Ambient occlusion has also already been used in other sub-fields of visualization [62].
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(a) (b)
Fig. 3 The use of ambient occlusion halos to improve depth perception in fiber tract bundles
[17, 18], using (a) screen-space ambient occlusion and (b) geometry-aware halos. Images © 2014
by Jesús Dı́az-Garcı́a and Pere-Pau Vázquez, used with permission.
A first technique in this group of approaches, presented by Dı́az-Garcı́a and
Vázquez [17, 18], uses ambient occlusion halos around the fiber tracts. These halos
are either computed in screen space (called SSAO halos) or in a geometry-aware
fashion (called GA halos) and are combined with a depth-modulated line style
(see the examples in Fig. 3). The screen-space ambient occlusion [44] essentially
computes a local estimation of shadowing, while geometry-aware halos use a multi-
pass approach that renders enlarged fiber tract geometries to generate halos in object
space to simulate ambient occlusion. Dı́az-Garcı́a and Vázquez [17, 18] conclude
that SSAO halos are best suited for large, dense datasets, while the GA halos are
better for fiber tract selections which are more sparse.
Eichelbaum et al. [20] improved upon these approaches with line-based ambient
occlusion technique called LineAO. Like Dı́az-Garcı́a and Vázquez’s work [17, 18],
this approach uses screen-space ambient occlusion. Based on an in-depth discussion
of the sampling theory behind the technique, however, Eichelbaum et al. handle both
local detail and global structures by separating the computation of the line-based
ambient occlusion from that of the local illumination. Eichelbaum et al. thus not only
produce grayscale visualizations (e. g., in Fig. 4(a)) but can also combine the method
with illuminated lines or shaded tubes. These combinations can use, for example, the
established color coding based on the local line segment direction (e. g., Fig. 4(b)).9
Fig. 4 demonstrates how the LineAO visualization is able to convey a whole-brain
tractogram with an excellent support of spatial perception, in contrast to depth-
dependent halos (Fig. 2(b)). Using LineAO, local individual fibers, fiber bundles, and
the global spatial structure are clearly visible. However, the LineAO technique is
less-suited for more coarse datasets which do not provide enough occlusion to benefit
9 The example images in Fig. 1 and Fig. 4 were created with the tool OpenWalnut [19, 21]; see the
website at http://www.openwalnut.org/ .
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(a) (b)
Fig. 4 The same dataset as shown in Fig. 1, but visualized using the LineAO technique [20]; in (a)
grayscale and (b) with directional color-coding.
depth perception. Therefore, when visualizing subsets of fiber tracts, the approaches
by by Dı́az-Garcı́a and Vázquez [17, 18] or Everts et al. [25] may perform better.
3 Visualization of Additional Data about Fiber Tracts
In typical application scenarios for DTI-based fiber tract visualizations, researchers
and health professionals are not only interested in understanding the spatial structure
of a dataset but are also interested in other aspects. It is thus important to understand
how different visualization techniques support the display of additional data dimen-
sions. Some illustrative visualization techniques specifically make additional visual
variables available that can be used for data display.10
One common additional property is the local orientation of the fiber tracts. In tradi-
tional visualizations, local orientation is typically displayed using a directional color
coding (as previously shown in Fig. 1). Also depth-dependent halos [25] and LineAO
[20] can easily be combined with this encoding (Fig. 5 and 4(b), respectively).
Going beyond this simple color mapping, Jianu et al. [35] explore encoding local
properties computed based on the DTI data by using color pairs which are then
mapped onto tubular fiber tract visualizations in horizontal, vertical, diagonal, or
diamond patterns. This visual mapping is intended to allow viewers to easily compare
properties of spatially co-located fiber tracts.11 Hermosilla et al. [30] also used a
similar texturing approach to indicate directionality of fiber tracts (see Fig. 7).
10 In the context of the brain connectivity visualization, Laidlaw et al. [40] have used this principle
to illustratively show slices of DTI data based on inspirations from oil painting.
11 Everts et al. [26] extended this idea, encoding data properties in (colored) patterns for flow data.
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Fig. 5 Depth-dependent halos [25] with directional color coding.
Fig. 6 Visualization of a tract’s bundle name on the tubular representation. Image © 2007 by James
Fallon, used with permission.
Bundle names are another important piece if information when interpreting fiber
tract visualizations. Such annotations are a common element in traditional illustra-
tions and, hence, are also important for illustrative visualization. Due to the complex
nature of fiber tract datasets and the long length and intertwining nature of the tracts,
however, it is not possible to employ existing external annotation placement methods
created in illustrative visualization. Petrovic et al. [50] address this challenge by not
only providing an impostor-based rendering technique that allows them to visualize
the fiber tracts with a high visual quality but that also allows them to map the bundle
names directly onto the respective fiber tract representations (see Fig. 6).
An essential property of fiber tract data is that there is always some degree
of uncertainty about a tract’s path. Depicting a tract using a discrete line or tube,
however, suggests that it actually exists in that precise configuration. To encode
several levels of uncertainty in fiber tract data, Hermosilla et al. [30] thus group fiber
tracts based on each track’s uncertainty value and render them using different colors
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Fig. 7 Two examples of the uncertainty visualization by Hermosilla et al. [30]. Both images are by
Pedro Hermosilla Casajus and are used under the Creative Commons Attribution-NonCommercial-
NoDerivs 3.0 Unported (CC BY-NC-ND 3.0) license.
(using lower saturations for higher uncertainties). They combine this approach with
screen-space ambient occlusion, texture patterns, and unsharp masking to improve
the visualization’s visual quality. Two examples of this technique are shown in Fig. 7.
4 Focus+Context Visualization
In practical applications it is typically not sufficient to simply view and understand
the structure of a fiber tract dataset by itself. Instead, viewers need to understand
the spatial location of the fiber tracts with respect to anatomical landmarks such
as the surface of the brain with its sulci and gyri. For this purpose researchers
have developed a number of illustrative focus+context visualization techniques that
combine fiber tract visualization with contextual rendering. Illustrative visualization
approaches are particularly well suited for this purpose because they can make use
of the illustration principles of abstraction and emphasis.
A simple form of focus+context visualization is the combination of traditional
fiber visualization with an illustratively rendered brain surface (e. g., Berres et al.
[5, 6] and Eichelbaum et al. [22]). Such brain surface representations that wrap around
the fiber tracts typically employ illustrative selective transparency such that sulci are
shown in a more opaque form and gyri are more transparent. This rendering style
allows most of the focus to be visible though the surrounding context, while at the
same time also providing the necessary landmarks for reference. Another interesting
alternative for generating focus+context is to render a subset of the brain volume in a
fashion that resembles an existing dissection method as done by Anwander et al. [1]
and Schultz et al. [59]. Here, the a virtual form of a Klingler dissection provides the
context, while fiber tracts in focus are rendered in front of it as can be seen in Fig. 8.
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Fig. 8 Virtual Klingler dissection can serve as a way of showing the context for a traditionally
visualized selection of fiber tracts. Image © 2014 by Thomas Schulz, used with permission.
(a) (b)
Fig. 9 Two examples of the DTI in context approach [61], using (a) cutting planes and (b) a focus
halo to integrate the fiber tracts with the context representation. The images are in the public domain
as declared in the original article’s publication agreement.
Other illustrative rendering approaches attempt to combine the fiber tract visu-
alization with the context visualization in such a way that the visual styles of both
elements of the visualization match—as in traditional illustrations in medical text-
books. For example, Svetachov et al. [61] combine the black-and-white fiber tracts
rendered using depth-dependent halos [25] with a similarly black-and-white hatched
visualization of the brain surface (see Fig. 9),12 and use cutting planes and stippling
to show regions of gray matter. The hatched context visualization of the brain surface
is stylized using screen-space ambient occlusion and halos are added around the fiber
tracts to help the two visualization layers integrate appropriately.
Other illustrative visualization techniques specifically aim to combine fiber tract
visualizations of the brain’s structural connectivity with visualizations of other types




Fig. 10 Born et al.’s [7] multi-modal combination of fiber tracts with the brain surface and functional
MRI data in a focus+context visualization; (b) uses halftoning for sulci which resembles a hatching
effect. Images © 2009 by Silvia Born, used with permission.
of data to create illustrative multi-modal visualizations. For example, Born et al. [7]
integrate tubular fiber tract visualizations with an existing illustrative visualization of
functional brain connectivity data [33, 34]. The resulting visualization (see Fig. 10)
uses cutting planes, color-coded regions of the gray matter in the opaquely visualized
part of the brain and on the intersection surface, and a semi-transparent brain surface.
This surface also shows brain activity obtained from functional MRI data. The semi-
transparent context visualization employs illustrative techniques such as ambient
occlusion, silhouettes, and halftoning.
Another approach by Schott et al. [57, 58] for illustrative multi-modal visualiza-
tions combines a direct volume rendering of MRI data as context with registered DTI
fiber tracts as the focus. This visualization technique also uses ambient occlusion—
not only within the volume data or within the fiber tracts individually, but between
the two. This means that the volume generates occlusion for the tubular fiber tracts
and vice versa. By using these illustrative effects together, Schott et al.’s [57, 58]
technique nicely supports the perception of spatial depth of the depicted objects in
their focus+context visualization (also see the approaches discussed in Section 2).
Rieder et al. [55] create a visualization that is visually similar to Born et al.’s [7].
They also combine the fiber tracts with an opaque and a semi-transparent rendering
of the brain surface. The opaque rendering of the surface is produced using ambi-
ent occlusion and a texture-mapped cutting plane, while the transparent surface is
rendered using silhouettes. Similar to Schott et al. [57, 58], they also ensure that the
ambient occlusion effect of the fibers is not only applied to the fiber representation
but also to the opaque volume rendering of the brain. Rieder et al.’s [55] visualization,
however, is unique in that they combine their illustrative on-screen focus+context
depiction with an interactive physical model that allows users to control the visual-
ization. This physical model serves as a second layer of context that also provides an
interaction proxy for exploring the visualization. In addition to adjusting the view on
the visualization, users are also able to select specific fiber tract bundles (by touching
one of the illuminated spots on the physical model).
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Fig. 11 Example of Reichenbach et al.’s [54] integrated focus+context visualization. Image © 2014
by André Reichenbach, Mathias Goldau, and Mario Hlawitschka, used with permission.
Another recent focus+context visualization of brain anatomy and tractography
data was presented by Reichenbach et al. [54]. In this visualization the authors focus
on showing structural connectivity in the context of selected regions of interest
and the general brain context. In both cases Reichenbach et al. provide context by
emphasizing the cortex’s parcellation (see Fig. 11). Using illustrative techniques
such as depth-dependent outlines they highlight the relationships between different
regions of the brain, assisted specifically by showing structural connectivity. It is
particularly interesting that this approach and the previously discussed one do not
show connectivity information by rendering individual fiber tracts, but instead show
abstracted fiber bundles. Such bundling approaches are discussed in detail next.
5 Visualization of Fiber Tract Bundles
As the last two examples show, there are some cases in which it is not necessarily
important to observe each extracted fiber tract individually. Instead, these only need
to show meaningful fiber bundles. Some of the previously discussed techniques
show fiber bundles implicitly, for example depth-dependent halos [25] and LineAO
[20]. These methods, however, rely on a visual identification of a bundle. To make
it easier for viewers to identify bundles, researchers have developed methods to
explicitly represent the bundles, for example through wrapped representations [23].
Here, illustrative visualization can help to combine the bundle representation with
that of the individual fibers, to indicate the fact that the bundles are only abstractions
and do not physically exist as dedicated objects in the brain, or to provide additional
visual variables that can be used to display bundle properties such as confidence.
The initial concept of extracting a dedicated bundle surface from a set of re-
lated fiber tracts was extended by Röttger et al. [56] in their BundleExplorer tool.
BundleExplorer uses semi-transparent bundle surfaces with silhouettes and explicitly
12 Tobias Isenberg
Fig. 12 Two views of Otten et al.’s [46, 47] fiber bundling approach using 2D line halos.
represented internal fiber tracts. The tool also uses marker-dependent cutaway views
to see through the bundle surface as well as bundle intersection highlighting. In this
combination of rendering techniques, the internal fiber tracts serve as focus objects
while the bundle surface and the intersections represent context information.
In a less traditional approach, Otten et al. [46, 47] use fiber tract clustering to
derive a set of related tracts which they then depict using an illustrative rendering
technique that does not actually need to derive an intermediary wrapped surface
geometry. Instead, they still process all extracted fiber tracts individually for the
visualization, but render each of them with a relatively wide halo they color based
on the fiber bundle. This approach causes all fibers in a particular bundle to merge
visually into a single shape (see Fig. 12).13 To emphasize this effect, Otten et al.
[46, 47] add an image-space contour around each of these colored shapes. Finally,
to better indicate the directionality of the fibers within each bundle, they add what
they call “hint lines”—a fiber tract rendering in which only the top-most lines remain
visible due to the occlusion by the tract halos. By using different colors for each
cluster, this technique allows viewers to get a good overview of the fiber bundle
arrangement. The approach can also be combined with additional focus and context
elements such as textured slices from volume data or explicit fiber tract visualizations.
6 Probabilistic Fiber Tracking and Uncertainty Visualization
Fiber tract bundles derived from DTI-based fiber tracking, however, are not clearly
defined anatomical structures in the brain. This is due, in part, to limitations of
the data acquisition process. Bundles are also uncertain, however, because the fiber
13 The example images in Fig. 12 were created with the vIST/e project’s demo (using a test
release); see the website at http://bmia.bmt.tue.nl/software/viste/ and the SourceForge repository at
http://sourceforge.net/projects/viste/files/ .
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(a) (b) (c) (d)
Fig. 13 Brecheisen et al.’s [11, 12] illustrative visualization of uncertainty: (a) warm-to-cool
shading, (b) increasing saturation, (c) decreasing saturation, and (d) light-to-dark shading.
tracking algorithm, in deterministic tractography, follows the direction of the tensor’s
primary eigenvector until the anisotropy falls below a pre-defined threshold. That
means that, depending on whether or not a fiber tract is located in regions with a
large fractional anisotropy, it can have varying degrees of confidence or uncertainty.
These different levels of confidence can be illustrated on a per-fiber-tract-basis as
shown by Hermosilla et al. [30] (see Section 3). The uncertainty, however, can also
be visualized within a fiber bundle as demonstrated by Brecheisen et al. [11, 12] (see
Fig. 13).14 Instead of representing the confidence of each individual fiber, Brecheisen
et al. group the fiber tracts of a given bundle into intervals of the same confidence
range, render them with a halo like in Otten et al.’s [46, 47] work. They then integrate
the resulting layers into a single visualization. Similar to the other approaches
discussed before, they emphasize some or all of the levels with silhouettes for a
better visual perception of the layers. They also use different schemes to indicate
the decreasing confidence levels. These levels include warm-to-cool shading [29]
(Fig. 13(a)), increasing color saturation (Fig. 13(b)), decreasing color saturation
(Fig. 13(c)), decreasing opacity, light-to-dark shading (Fig. 13(d)), decreasing the
amount of detail due to growing dilation around the fiber tracts, and an increasing
amount of blur. The resulting bundle visualizations can also be combined with other
data visualization techniques in focus+context views.
The problem of uncertainty in deterministic tractography can also be addressed by
using probabilistic tractography (e. g., Parker [48]). As described at the beginning of
the chapter, this technique does not follow a single, deterministic direction for each
fiber tract integration step. Instead it follows several, depending on the probability
that tracts follow a direction other than the tensor’s primary eigenvector.
Using techniques from illustrative visualization and inspired by traditional illus-
trations of brain connectivity, Goldau et al. [28] created a slice-based fiber stippling
technique that shows the distribution of the probability field (see Fig. 14). The stipples
are small line segment that are oriented along the main diffusion direction. They are
created by projecting the diffusion vector onto the slice such that long, narrow stip-
14 The images in Fig. 13 were created with DTITool (provided by Ralph Brecheisen), an early
version of the vIST/e software.
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(a) (b)
Fig. 14 Goldau et al.’s [28] fiber stippling technique for the visualization of probabilistic tractogra-
phy data, (a) with context in form of silhouettes computed from T1-weighted MRI data and (b) as a
multi-modal visualization with context shown in form of T1-weighted MRI data texture-mapped
onto a cutting plane [27]. Images © 2014 by Mathias Goldau, used with permission.
ples represent diffusion parallel to the cutting plane and short, wide stipples represent
diffusion at an angle to the cutting plane. The stipples representing different bundles
are shown using different colors. Hlawitschka et al. [31] extend this approach by
employing a Poisson-Disk sampling to distribute the fiber stipples in order to ensure
an adequate perception of the pattern on the slices. In both cases, fiber stippling (i. e.,
small oriented dashes) as an illustrative visualization technique is well suited to the
visualization of probability data because many people intuitively associate dashes
to uncertainty [9]. Thus the visualization metaphor employed by Goldau et al. [28]
and Hlawitschka et al. [31] is easily understood by viewers. Goldau and Hlawitschka
[27] also demonstrated that such visualizations can be integrated in multi-modal
depictions of brain data. These multi-modal visualizations can use a variety of other
data modalities such as MRI data, functional MRI data, or CT data to provide the
necessary context (e. g., see Fig. 14(b)).
7 Spatially Abstracted Visualization of Connectivity
All the illustrative visualization techniques discussed so far are intended to represent
the fiber tracts and the resulting connectivity data as faithfully to the anatomical data
as possible. However, sometimes people are interested in understanding connectivity
in the brain at a higher level, one at which the visual representation can deviate
to some degree from the anatomy. Illustrative visualization is naturally an ideal
candidate for such spatially abstracting visualizations.
Jianu et al. [36] describe a visualization approach in this category in which they
create two-dimensional neural map representations in which bundles of similar
fiber tracts are grouped and visualized using simplified line-based primitives.15
15 A downloadable demo of Jianu et al.’s [36] technique is available at http://graphics.cs.brown.edu/
research/sciviz/newbraininteraction/tutorial.htm and an online demo can be found at http://graphics
.cs.brown.edu/research/sciviz/newbraininteraction/BrainComplete/P3/gmap brain.html .
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Fig. 15 Screenshot of Jianu et al.’s [36] interactive brain connectivity visualization system that
makes use of a spatial abstraction of fiber bundles, in particular for the interactive selection of fiber
tracts in a bundle. Image © 2014 by Radu Jianu, used with permission.
Specifically, these simplified representations are derived by clustering and selecting
the tract with the smallest distance to all tracts in a bundle, favoring longer tracts
over shorter ones. The results are then rendered in an illustrative fashion (using
tract silhouettes and a schematic brain volume projection as context) on the sagittal,
coronal, and transverse planes (see Fig. 15, bottom-left). These views are well
established in medical practice and serve as a means to explore the correct locations
of the corresponding fiber tracts in a linked 3D view. In an extension of this initial
approach, Jianu et al. [36] also created an abstracted bundle representation of the
clusters (see Fig. 15, right)—inspired by Holten’s [32] edge bundling approach. This
abstract representation can serve as an alternative way of exploring the 3D fiber tract
visualization (Fig. 15, top-left). Both approaches together demonstrate that the use
of abstraction and illustrative depiction styles can support interactive exploration of
more traditional visualizations of 3D data.
Jianu et al.’s [36] abstraction primarily supports the easy selection of previously
computed fiber tract clusters or bundles since their approach removes the complex-
ity of the dense line representations. Sometimes, however, it is also necessary to
understand the inner structure of a complete set of fiber tracts (such as depicted
in Fig. 1)—a goal that is not easily supported using traditional forms of depiction,
even illustrative ones (e. g., Fig. 2(b), 4, and 5). To address this problem, Everts
et al. [24] describe an abstraction technique that spatially contracts full-brain fiber
tract datasets based on their local similarity. This similarity is computed based on
co-linearity within a neighborhood of a given scale level. The result of this processing
is that fiber tracts locally contract perpendicularly to the tract direction, revealing
the global structure of the brain’s white matter by creating volumetric voids (e. g.,
see Fig. 16). For contractions at scale levels ≤ 2mm, Everts et al. [24] show that the
fiber tracts stay within the bounds of their corresponding fractional anisotropy areas.
The authors also discuss how—when using larger displacements—the contraction
can lead to anatomically incorrect depictions but show that these can reveal the
brain’s higher-level organization. As such their contraction relates to approaches
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Fig. 16 Example of the effect of Everts et al.’s [24] fiber tract contraction at a scale of 4 mm.
that introduce significant distortions such as done by Correa et al. [16]. They used
deformations of line data (including neurological fiber tracts) to provide insight into
the complex structures by deforming their paths or visually separating subsets.
8 Summary and Conclusion
This chapter provided a survey of illustrative visualization techniques applied to trac-
tography data that resulted from 3D tensor fields based on diffusion-weighted MRI.
The survey showed that illustrative visualization is used, in particular, to improve the
depth perception in complex visualizations, to facilitate the visualization of additional
data such as tract names, tract confidence, or similarity between tracts, to combine
fiber tract visualization with additional visual elements in focus+context visualiza-
tions, to visualize fiber tract bundles, and to facilitate further spatial abstraction, for
example, for an interactive exploration of the data. Of course, such a classification
is not necessarily exclusive: a technique that primarily aims for a focus+context
visualization, for example, can also make use of techniques that improve the depth
perception of the fiber tracts or of the whole visualization.
The techniques described in this paper, of course, closely relate to other illustrative
visualization techniques in brain connectivity visualization and beyond. For instance,
the structural connectivity that can be explored though deterministic and probabilistic
tractography closely relates to functional connectivity that can be examined based
on functional MRI data. An example for such a visualization of functional data
was presented by Böttger et al. [8] who employ edge bundling and bundle-driven
transparency as forms of illustrative visualization to create representations of whole-
brain functional connectivity (e. g., Fig. 17).16 Of course, the tract-based depictions of
brain connectivity also closely relate to streamlines, pathlines, etc. in fluid mechanics
16 The example image in Fig. 17 was created with the braingl tool, see the webpage at http://code
.google.com/p/braingl/ .
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Fig. 17 Example of a bundling result generated by Böttger et al.’s [8] approach as a form of
illustrative depiction of functional connections in the brain.
which can use similar illustrative visualization methods (e. g., Brambilla et al. [10],
Everts et al. [25, 26], Li and Shen [41], and Shafii et al. [60]).
Naturally, the work surveyed in this chapter only represents a subset of the field
of illustrative visualization, with explores methods to highlight, provide emphasis,
or introduce abstraction [53]. When using these methods, however, we need to be
aware of the implications of the general approach. While an illustrative visualization
style can be attractive and can thus positively affect viewers [3, 65], it can also have
a high “suggestive” power: Illustrative visualization may suggest information that
can sometimes be misleading precisely because they often provide precise depictions
and clear representations. Everts et al. [25], for instance, reported that neurosurgeons
mentioned that fiber tract visualizations that use depth-dependent halos appear to
depict the actual neuronal fibers (axons) of the brain—something that the data sources
and the resulting visualizations do not provide. So while we should always be aware
of these potential challenges for illustrative visualization, this example also illustrates
the intriguing power of illustrative methods within visualization.
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