Modified versions of the Euler midpoint formula are given for functions whose derivatives are either functions of bounded variation, Lipschitzian functions or functions in L p -spaces.
Introduction
S. S. Dragomir, P. Cerone and A. Sofo [6] proved the inequalities Lj. Dedić, M. Matić and J. Pečarić [2] where
If f is twice differentiable and f ∞ < ∞, then applying the midpoint inequality gives the estimate |² ¹ . f /| ≤ .¹h 3 =24/ f ∞ for the remainder ² ¹ . f /. A generalisation of (1.1) for n-times differentiable functions has been obtained in the recent paper [6] . In this paper we give another generalisation of (1.1) and use it to establish various error estimates for some quadrature rules which generalise the midpoint quadrature rule (1.2) .
In the recent paper [4] we proved the formula For further details on the Bernoulli polynomials and the Bernoulli numbers see [1] or [2] . The formula (1. In Section 2 we make use of (1.3) to give modified versions of the Euler midpoint formula. In Section 3 we use these modified Euler midpoint formulae to prove some generalisations of (1.1) for functions whose derivatives are either functions of bounded variation, Lipschitzian functions or functions from L p -spaces. Finally, in Section 4, we consider the repeated Euler midpoint formula and the repeated modified Euler formula which generalise the midpoint quadrature formula (1.2). Applying the estimates obtained in Section 3, we establish various error estimates for these generalised quadrature formulae.
The Euler midpoint formulae
with the convention that the sum is zero when m = 0, that is,
PROOF. Set x = .a + b/=2 in (1.3) and multiply by b − a to obtain the identity 
where [n] denotes the greatest integer less than or equal to n. The sum on the righthand side of (2.5) is taken to be zero for n = 1 or n = 2. If n = 2r − 1, r ≥ 1, then 
so that (2.3) can be rewritten as (2.4 
respectively.
Generalisations of the midpoint inequality
Applying the above estimate, we get
Because of 
In the above calculation we used the identity (1.4) and
. The above estimate, in combination with (2.2), proves the inequality (3.1). Further, using the estimate (3.4), we get
, on using (3.7) we get
This, in combination with (2.3), proves the inequality (3.2). Finally, we can apply the estimate (3.4) to obtain
which is, by (2.4), the first inequality in (3.3). Further, because of
which proves the second inequality in (3.3).
As corollaries to the preceding theorem let us state some particular results. Note that B 2 .1=2/ = −1=12, B 4 .1=2/ = 7=240 and
PROOF. Set r = 1 in (3.1) to obtain the first inequality. The second one follows from (3.2) with r = 1. REMARK 2. The first inequality established in the above corollary has been proved by Dragomir in [5] (see also the recent survey paper [3] ), while the second extends the first inequality in (1.1) to a wider class of functions. Namely, if f is such that f exists and is bounded, then the second inequality from Corollary 3.2 applies with
PROOF. We have B 2 .t/ = t 2 − t + 1=6 and by a simple calculation we get 1 0
To prove the first assertion we apply the first inequality in (3.3) with r = 1. The second inequality follows from (3.1) with r = 2, while the third follows from (3.2) with r = 2. 
The first inequality holds for r = 1 too.
and the Stieltjes integral
Using the above estimate we get for r ≥ 1
By (2.2), this implies the first inequality in (3.9). Also, for r ≥ 2, using (3.5) and (3.6) we get
which implies the second inequality in (3.9). Further, using (3.12) we get 
Using max t ∈[0;1] |B 2r .t/| = |B 2r | and (2.4) gives (3.11). 
If f has bounded variation on
PROOF. To prove the first assertion, apply the first inequality in (3.9) with r = 1 and note that max t ∈[0;1] |B 1 .t/| = max t ∈[0;1] |t − 1=2| = 1=2. The second assertion follows from (3.10) with r = 1. 
PROOF. The first inequality follows from (3.11) with r = 1. To prove the second, note that max t ∈[0;1] |B 3 .t/| = max t ∈[0;1] |t 3 − 3t 2 =2 + t=2| = 1=12 √ 3 and apply the first inequality in (3.9) with r = 2. Finally, the third inequality follows from (3.10) with r = 2.
Assume the notation established by (2.1). If n
The first inequality holds for r = 1 too. If n = 2r , r ≥ 1, then
Now apply Theorem 3.4 to obtain the inequalities stated in the theorem.
PROOF. Apply Corollary 3.5 with the same argument as in the proof of the preceding theorem. REMARK 4. The first inequality of the above corollary can be found in [3] , while the second coincides with the third inequality in (1.1).
PROOF. Apply Corollary 3.6 with the same argument as in the proof of the preceding theorem. 
Also, we have
.2r /! 
Now apply the above estimate to the formula (2.6) to get (3.13). We get the inequalities (3.14) and (3.15) by a similar argument, using (2.7) and (2.8), respectively. 
PROOF. Apply Theorem 3.10 with p = ∞ and q = 1, and use the same calculation for 1 0 
PROOF. To obtain the first inequality, apply (3.13) with r = 1 and note that
To obtain the second inequality, apply (3.14) with r = 1 and note that
REMARK 5. For p = ∞, q = 1, the inequalities established in Corollary 3.12 become 
where
with the convention that − 0 .¹; f / = 0. Since
the remainder ² ¹ . f / can be written in the form
where, for i = 1; : : : ; ¹,
We shall apply the results from the preceding section to obtain some estimates for the remainder ² ¹ . f /.
while for n = 2r , r ≥ 1, we have
PROOF. Using (3.1) we get for i = 1; : : : ; ¹ that
By the triangle inequality, we get from (4.4) that
which proves the first assertion. Further, using (3.2), we get the estimate
which holds for i = 1; : : : ; ¹. Using (4.4) and the triangle inequality, we prove the second assertion in the same way as we did the first one. 
and the first inequality holds for r = 1 too. Also, for n = 2r , r ≥ 1, we have
PROOF. Applying (3.9), we get for i = 1; : : : ; ¹ that
From (4.4), we have by the triangle inequality that
which proves the first assertion. To prove the second, we use (3.10) to obtain the estimate
for i = 1; : : : ; ¹. From (4.4) we get
which proves the second assertion.
, for some n ≥ 1. Then for n = 2r − 1, r ≥ 2, we have
and then apply Theorem 4.2 to obtain the inequalities stated in the corollary. THEOREM 4.4. Let . p; q/ be a pair of conjugate exponents, that is, 1 < p; q < ∞,
using (3.13) in the case n = 2r − 1, and
using (3.14) in the case n = 2r . The rest of the argument is the same as for the preceding theorems. 
PROOF. Apply Theorem 4.4 with p = ∞. 
while for n = 2r − 1, r ≥ 1, we have
.2r /! 2 Here we give the estimates for the remainder ¦ ¹ . f /, using the same argument as that used for ² ¹ . f /. We omit the details. PROOF. Apply Theorem 4.10 with p = 2.
