This three-part series work investigates the qualitative analysis of large-scale stochastic hereditary systems under random structural perturbations. The random structural perturbations are described by a Markov chain with a finite number of states. The first part of this three-part series work deals with the problem formulation and the development of mathematical tool to undertake this investigation. In this first part, we present variational comparison theorems for isolated subsystems of large-scale stochastic hereditary systems under Markovian structural perturbations. This part lays down the basis for the study of hierarchic systems.
Introduction
A variety of problems that arise in the fields of engineering, medical, social, and physical sciences under hereditary and random environmental perturbations can be modeled by a system of stochastic functional differential equations [5-7, 9, 10, 19] . A feasible model for such a system is an Itô-type stochastic functional differential system perturbed by a finite-state Markov process. In this work, we propose to study the qualitative behavior of a solution of such a large-scale stochastic hereditary system.
The work is decomposed into the three parts, namely, the problem formulation and variational comparison theorems for isolated systems, the convergence and stability analysis of isolated stochastic hereditary subsystems, and large-scale stochastic hereditary systems. In this first part, we develop a very general form of well-known comparison theorems [1-4, 6, 8, 9, 11, 14-16, 18, 19] .
In Section 2, the problem formulation and a description of the mathematical model are presented. For isolated subsystems, variational comparison theorems that incorporate the effects of the past history and random structural perturbations are developed in Section 3. Finally, in Section 4, examples are given to illustrate the significance of the 2 Large-scale stochastic systems. Part I. Comparison theorems presented results. The presented results extend and generalize the earlier work [1-4, 6-9, 11-16, 18, 19] in a systematic and unified way.
Problem formulation
Input-output systems found in the biological, physical, and social sciences can in some settings be modeled by a stochastic system that is governed by random structural dynamics of the system. In these types of systems, the knowledge about the system is limited to output information. For purposes of investigation, it is assumed that measurements Y (t,x t ,η) of an unknown functional f (t,x t ,η) are of the following form:
where m r=1 σ r (t,x t ,η)(dξ r (t)/dt) reflects random errors in measurement, dξ r (t)/dt is Gaussian white noise, η describes random structural dynamics of the system, and a pasthistory x t (θ) = x(t + θ), −τ ≤ θ ≤ 0 reflects the hereditary effects over the time period τ > 0. Utilizing the continuous version of well-known stochastic approximation procedures [12, 17, 20 ], a mathematical model of stochastic hereditary dynamic systems under Markovian structural perturbations is described by the following system:
where and range in R n ; x t is an element of C n defined by x t (θ) = x(t + θ), −τ ≤ θ ≤ 0; for −τ ≤ θ ≤ 0, ϕ 0 (θ) is n-dimensional random vector defined on a complete probability space (Ω,Ᏺ,P) representing an initial past history of the state of the system, and it is sample continuous; η = η(t,ω) in (CHS) is a right continuous finite state I(1, q) = {1, 2,3,..., q} Markov process with a constant q × q state intensity matrix Π = (π jl ) representing random internal structural changes in the system; ξ(t) = (ξ 1 (t),ξ 2 (t),...,ξ m (t)) T is an mdimensional normalized Wiener process with independent increments; η(t) and ξ(t) are Ᏺ t -measurable for all t ≥ t 0 and Ᏺ t is an increasing family of sub-σ-algebras of Ᏺ; ϕ 0 (θ), η(t), and ξ(t) are mutually independent for each t ≥ t 0 ; ξ 0 (t) = t, ξ(t) = (ξ 0 (t),ξ 1 (t),ξ 2 (t), ...,ξ m (t)). It is assumed that F is smooth enough to insure the existence of a solution process x(t) = x(t 0 ,ϕ 0 )(t) of (CHS).
A system described by (CHS) may involve a large number of state variables. Using a "one shot" technique to study such a system may prove to be both analytically and computationally difficult. A more feasible approach is a decomposition-aggregation approach coupled with Lyapunov's second method. In this case, the complex stochastic hereditary system (CHS) is decomposed into smaller, simpler, and suitable p-interconnected subsystems (perturbed) of the following form: (1, p) ; the interactions (perturbations) among the p-subsystems of system (LHS) are described by c i .
The qualitative analysis of each decoupled/isolated stochastic hereditary subsystem corresponding to (LHS) under Markovian structural perturbations
is aggregated in Part II of this work by an energy/Lyapunov-like function for i ∈ I (1, p) . By employing an energy/Lyapunov-like function associated with each subsystem and the nature of interactions c i among the subsystems of (LHS) system, a very general comparison theorem is formed, and then used to study the qualitative properties of large-scale system in Part III.
be the solution processes of large-scale system (LHS) and isolated systems (DHS) through (t 0 ,ϕ 0 ) and (t 0 ,ϕ i 0 ), respectively.
Variational comparison theorems for isolated stochastic hereditary subsystems
Comparison theorems [3-6, 9, 11-16, 18, 19] provide a very general framework for studying the qualitative properties of dynamic systems. In this section, an attempt is made to generalize and to extend an idea of variational comparison theorems [3, 8, 13] for isolated stochastic hereditary subsystems (DHS). This result connects solution processes of stochastic hereditary subsystems with the maximal solution of comparison systems and a solution of an auxiliary systems of differential equations. As a byproduct of this, several auxiliary comparison results are formulated.
For each i ∈ I(1, p), let us consider a following auxiliary system:
where
, and it is twice continuously differentiable with respect to z i ; the solution z i (t,t 0 ,z i 0 ) of (DAS) exists for t ≥ t 0 ; it is unique and twice continuously differentiable with respect to the initial state z i 0 ; and further assume that its second derivative 
where an operator
, and Φ i (t,s,x i ) is as defined in [11, 13, 15, 16] .
Let us first state and provide a sketch of proof of a following auxiliary result that will be used to prove the main comparison theorem. as defined in (3.1), (3.2), and (3.3) , respectively. Proof. For small h > 0, we compute
From these expressions, (3.7) can be written as
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Because of the continuity of V i , the above expression establishes relation (3.6) in the context of the definitions of D
. This completes the proof of the lemma. Now we are ready to present a very general comparison theorem in the context of vector Lyapunov-like functions and the system of functional differential inequalities [4, 6, 10, 18] . The presented result relates the solutions of (DHS), (DAS), and a system of comparison differential equations (CDE). We state a result with a brief sketch of its proof. The detailed proof can be formulated by utilizing the arguments in the proofs of comparison theorems for systems of deterministic functional differential equations [4, 15, 16, 18] , systems of stochastic differential equations without past history [11, 13, 19] , and systems of stochastic functional differential equations [1, 2, [6] [7] [8] [9] .
where where u i j ,u il ∈ R qi + for j,l ∈ I (1, q) , and the q × q matrix Λ is defined by Λ = (λ jl ) q×q such that λ jl = π jl for j = l, and λ j j = −π j j for j = l for all j,l ∈ I (1, q) (s,ϕ i ,z i (t,s,ϕ i (0) ), j) satisfies the following relation:
for t ≥ t 0 and
Then,
for all t ≥ t 0 , i ∈ I(1, p), and j ∈ I(1, q).
For small h > 0, we define
We note that
By using this notation, for each i ∈ I(1, p), we consider
where (1, p) , and j ∈ I(1, q). 
From (3.2), (3.12), (3.15), (3.17), (3.19) , and assumptions (a) and (b), we have 20) and from the assumption (e), we have
Now, the rest of the proof can be completed by imitating the standard argument [4, 6, 9, 15, 16] .
To illustrate the scope and the significance of Theorem 3.3, we first present a corollary. Furthermore, this provides a tool to study the behavior of block comparison system (BCS). 
where ν i (s,z i (t,s,ϕ i (0))) = (ν i (t,x,1),ν(t,x,2),...,ν(t,x, q)) T ,
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Proof. From (3.6) and the proof of Theorem 3.3, for each j ∈ I(1, q), we have 
Using the definitions ofĀ i (s), L i (ν i s ), ν i , and the nature of the elements ofĀ i , (3.29) reduces to the desired inequality (3.24):
The proof of inequality (3.27) follows from the uniqueness of solution of (LCS) and the application of Theorem 3.3. This completes the proof of the corollary. 
Examples
In this section, a few examples are given to illustrate the scope of the results. 
