We prove the conjecture by Diaconis and Eriksson (2006) that the Markov degree of the Birkhoff model is three. In fact, we prove the conjecture in a generalization of the Birkhoff model, where each voter is asked to rank a fixed number, say r, of candidates among all candidates. We also give an exhaustive characterization of Markov bases for small r.
Preliminaries
Diaconis and Eriksson [6] conjectured that the Markov degree of the Birkhoff model is three, i.e., the toric ideal associated with the Birkhoff model is generated by binomials of degree at most three. In this paper we give a proof of this conjecture in a generalization of the Birkhoff model, where each voter is asked to rank a fixed number of most preferred candidates among all candidates. Our proof is based on arguments of Jacobson and Matthews [8] for Latin squares. The set of Latin squares is a particular fiber in our setting and our result is also a generalization of [8] . See [3] for terminology of algebraic statistics and toric ideals used in this paper.
Consider an election, where there are n candidates and N voters. Each voter is asked to give r (1 ≤ r ≤ n) preferred candidates and to rank them. 
If ψ jk is large, then the candidate k is likely to be ranked in the j-th position. When r = n, this model is the Birkhoff model ( [6] , [10] ). In this paper we call (1) an (n, r)-Birkhoff model. The sufficient statistic of the (n, r)-Birkhoff model consists of numbers of times the candidate k is ranked in the j-th position, j ∈ [r], k ∈ [n]. We denote the sufficient statistic as (t jk ) j∈ [r] ,k∈ [n] . Define a 0-1 matrix A = A n,r of size rn × (n!/(n − r)!), called a configuration matrix for the (n, r)-Birkhoff model, whose columns are labeled by σ ∈ S n,r and rows are labeled by ( j, k) = (position, candidate), such that the (( j, k), σ)-element of A is one if and only if σ( j) = k. For example, for n = 4, r = 3, the configuration matrix A 4,3 with labels for its rows and columns is (123) 
(1, 
Let x(σ) ∈ N = {0, 1, . . . } be the frequency of voters choosing a vote σ ∈ S n,r and let x = {x(σ) | σ ∈ S n,r } be the vector of frequencies. Then t = A n,r x is the sufficient statistic vector. For a given t, F t = {x ∈ N |S n,r | | Ax = t} is the t-fiber.
Let K be any field and let K[{p(σ), σ ∈ S n,r }] be the polynomial ring in the indeterminates p(σ), σ ∈ S n,r . Similarly let K[{ψ jk ψ jσ ( j) .
Then the toric ideal I A = I A n,r for the (n, r)-Birkhoff model is the kernel of π n,r . Moves for A n,r are the elements of the integer kernel ker Z A n,r = {z ∈ Z |S n,r | | Az = 0} of A n,r . Note that if a voter ranks r = n − 1 most preferred candidates, then he/she automatically ranks the last candidate. It is easy to see that the configuration matrix A n,n−1 for the (n, n − 1)-Birkhoff model and the configuration matrix A n,n for the Birkhoff model have the same number of columns and their integer kernels are the same: ker Z A n,n−1 = ker Z A n,n .
Main result and its proof
The main result of this paper is the following theorem.
Theorem 2.1. For r ≥ 2 and n ≥ 3, the toric ideal I A for the (n, r)-Birkhoff model is generated by binomials of degree two and three.
For r = 1 or r = n = 2, the toric ideal I A is trivial. For r ≥ 2 and n ≥ 3, any set of generators for I A contains a binomial of degree three. In the terminology of algebraic statistics, Theorem 2.1 states that the Markov degree of the (n, r)-Birkhoff model is three for r ≥ 2 and n ≥ 3.
The rest of this section is devoted to a proof of this theorem. We define some notation and terminology for our proof, mainly following [8] . Candidates are denoted either by letters a, b, c, . . . or by numbers 1, . . . , n. The set of n candidates is denoted by [n], using numbers.
First we give the definition for "valid" votes and definitions for two kinds of "invalid votes". Our proof will be based on the idea of swapping candidates between two votes. Definition 2.2. An r × n integer matrix V = (v jk ) is a proper vote if v jk ∈ {0, 1}, ∀ j, k, every row sum is one, and every column sum is zero or one. A proper dataset of N votes is the multiset of N proper votes. Definition 2.3. An r × n integer matrix V = (v jk ) is an improper vote if every row sum is one, every column sum is zero or one, and there exists a unique cell (
An improper dataset of N votes is the multiset of r × n integer matrices
jk ) such that one of them is an improper vote, the others are proper votes, and In this case we also say that the vote V contains a collision or the candidate k * collides in V.
Definition 2.5. An r × n integer matrix V = (v jk ) is an improper vote with collision if every row sum is one, there exists a unique cell (
and there exists a unique candidate k * * ∈ [n] such that
We call a multiset D of r × n integer matrices a dataset if each matrix in D is one of the votes defined in Definitions 2.2-2.5.
As in Section 1, we often denote votes by row vectors. For proper votes and votes with collision, we denote them by r-dimensional row vectors whose j-th entry is the candidate ranked in the j-th position for each j ∈ [r]. For improper votes we define their row vector representation as follows. Let V = (v jk ) be an improper vote with v j * k = v j * k ′ = 1, v j * k ′′ = −1. We denote V by an r-dimensional row vector whose j-th entry is the candidate ranked in the j-th position for each j ∈ [r] with j j * and the j * -th entry is k + k ′ − k ′′ . Here, k + k ′ − k ′′ is just a symbol and we call it an improper element. The following vectors are examples of a proper vote, a vote with collision and an improper vote, respectively:
We also define the row vector representation for improper votes with collision in the similar manner.
Several kinds of datasets were defined as the multiset of integer matrices above. For these datasets we use their matrix representation. The matrix representationD for a dataset D = {V (1) , . . . , V (N) } is an N × r matrix whose i-th row is the row vector representation of vote V (i) for each i ∈ [N]. Although the order of the rows ofD are arbitrary, this matrix representation is convenient for our proof. When there is no confusion,D is also called a dataset. Latin squares are also of this form. They are tables with N = n = r such that each candidate appears exactly once in each row and column. An example of improper dataset I and its matrix representationĪ is as follows:
In the following, when we display a dataset, we mainly use its matrix representation. We now introduce some operations for datasets. 
The matrix representation of datasets helps intuitive understanding and manipulation of the swap operation. The definition of the swap operation shows that the j * -th row ofṼ (i 1 ) is the sum of the j * -th row of V (i 1 ) and a row vector with 0 entries except −1 for the k 1 -th entry and 1 for the k 2 -th entry. Similarly, the j * -th row ofṼ (i 2 ) is the sum of the j * -th row of V (i 2 ) and a row vector with 0 entries except 1 for the k 1 -th entry and −1 for the k 2 -th entry. Hence, the matrix representationD ′ of D ′ is the sum of the matrix representationD of D and the matrix with 0 entries except k 2 − k 1 for the (i 1 , j * )-entry and k 1 − k 2 for the (i 2 , j * )-entry where k 2 − k 1 and k 1 − k 2 are symbols. 
where candidates denoted by * are not changed. In this case a and b may collide after the swap. In order to simplify the notation, we sometimes denote the swap by a j ↔ b or a ↔ b. Let us discuss a sequence of swaps. Consider swapping a and b in two different positions j, j ′ in the same i-th and i ′ -th votes. In our proof below, we often perform these two swaps sequentially, i.e., we swap a and b in the j-th position first and then in the j ′ -th position. We denote this operation as
and call this a double swap. The double swap corresponds to the basic move for no three-factor interaction model (cf. [4] 
More generally, we consider a sequence of m swaps in positions j 1 , . . . , j m , such that two consecutive swaps involve a common candidate, and denote it as (5) or indicating the votes as
We call (5) (or (6)) a chain swap of length m (even when a 1 = a m+1 , i.e., we do not make a distinction between a chain and a loop). A chain swap of length one is just a swap. Suppose that we perform several chain swaps for the same two votes and ignore the order of swaps. An even number of swaps on two proper elements at the same position results in no swap and an odd number swaps on two proper elements at the same position results in a single swap.
On the other hand, we need to be careful for swaps involving an improper element. Let b + c − a be an improper element in the j-th position in an improper datasetĪ. Since the elements of the sufficient statistic of I are assumed to be nonnegative, there is a vote ofĪ containing a in the same position as b + c − a. If we make a swap a ↔ b between these two elements, then b + c − a becomes c and a becomes b:
Similarly a ↔ c results in b c . Note that 
and
The end result of several swaps is one of the following three cases
These three cases correspond to single swaps b ↔ d, c ↔ d and to no swap to
Although there is an ambiguity on the result of chain swaps involving an improper element, the end result of several chain swaps is a set of simultaneous swaps of a subset of positions among the two votes. We call this a swap operation for a subset of positions among two votes, or simply a swap operation among two votes. When we apply a swap operation to a proper or an improper dataset D for a subset J of positions among two votes R = {i, i ′ } and the result is D ′ , we denote the operation by a long double sided arrow:
where we omit J, because it is often cumbersome to specify J. In this notation we denote a proper dataset by P and an improper dataset by I, when we want to clarify the kinds of datasets, instead of D.
We now give a proof of Theorem 2.1 in a series of lemmas. Let P and P ′ be two proper datasets with the same sufficient statistic. Our strategy for a proof is to perform swap operations to P, involving at most three votes of P at each step, to increase the number of the common elements inP andP ′ . In each operation, elements at the same position of the three votes ofP are permuted. This corresponds to a move of degree at most three. In fact, each operation will be further decomposed into a series of swap operations among two votes, which involve intermediate improper datasets.
For the i-th vote ofP and the i ′ -th vote ofP
be the number of the same candidates in the same positions in these two votes. We call C the number of concurrences. If C = r, then we can remove these two votes fromP andP ′ and consider other N − 1 votes. On the other hand, we will show that, if C < r then we can always increase C by a series of swap operations involving at most three votes ofP. The i-th vote ofP will eventually coincide with the i ′ -th vote ofP ′ . Then, Theorem 2.1 is proved by induction on N. Our first lemma concerns resolving collisions.
Lemma 2.6. LetD be a dataset without any improper element and suppose that at least one of the i-th and i ′ -th votes contains a collision. If each candidate appears at most twice in these two votes in total,
we can resolve all the collisions by a swap operation among these two votes.
Remark 2.7. We can prove this lemma based on the normality of the semigroup generated by the configuration matrix A n,r such as A 4,3 in (2). The normality follows from results in [9] , [11] and [5] . We will discuss this point again in Section 4.2. However, we give our own proof of Lemma 2.6, because we will use similar arguments for improper datasets. Arguments based on the normality cannot be applied to improper datasets.
Proof.
We may assume i = 1 and i ′ = 2 and at least the first vote contains a collision. We first consider the case that there is only one collision in the two votes. Let a denote the colliding candidate. Relabeling the positions, without loss of generality, the two votes are displayed as
where b c. We choose one of the two a's arbitrarily, say in the second position, and make a swap a 2 ↔ c with the following result:
Since a appears at most twice in these two votes in total, a does not collide in the second vote. However, c might again collide in the first vote, e.g.,
We then make a swap for c, which was in the first vote from the beginning (in this example c 4 ↔ * ). If we continue this process, we always have collisions in the first vote. If this process ends in finite number of steps, then by a chain swap we resolve the collisions of a and subsequent collisions due to swaps. We claim that this process indeed ends in finite number of steps. Actually we show a stronger result that no candidate appears twice in this process of resolving collisions.
Suppose otherwise. Then there is a candidate, say α, which is swapped twice for the first time. We consider two cases α = a and α a.
Consider the case α = a. The process of swaps is displayed as follows:
Since the collision always occurs in the first vote, the candidate a was moved from the second vote to the first vote in the swap s l−1 ↔ a. By (10) we have c = s l−1 , which contradicts the assumption that α = a is the first candidate colliding twice. Consider the case α a. The process of swaps is displayed as follows:
Considering the subprocess of (11) which starts from the first α, we can apply the discussion for the α = a and confirm that there exists a contradiction. We have shown the lemma for the case that there is only one collision. Now suppose that there are m colliding candidates a 1 , a 2 , . . . , a m . Each of these candidates appears in one of the votes twice. Temporarily, we assign different labels, say a ′ l , a ′′ l , l = 2, . . . , m, to candidates except for a 1 , namely, we ignore collisions of a 2 , . . . , a m . By the above procedure we resolve the collision of a 1 and subsequent collisions. When this procedure is finished, we restore the labels a ′ l , a ′′ l → a l , l = 2, . . . , m. Then some collisions of a 2 , . . . , a m may have been already resolved, but we do not have any new collision. Hence, by the above procedure we decrease the number of collisions. As long as there is a remaining collision, we can repeat this procedure and resolve all the collisions.
So far we discussed resolving collisions. We now consider resolving an improper element by a swap operation among two votes. Proof. Without loss of generality, assume that the first vote contains b + c − a and the second vote contains a. We can then make a swap {1, 2} : a ↔ b, as in (7) . Here a may collide in the first vote and b may collide in the second vote. However, both a and b appear at most twice in these two votes. Hence we can now resolve these possible collisions by Lemma 2.6 by a swap operation among these two votes.
The operation of Lemma 2.8 is denoted by
where R is a set of two votes of I. At this point we make the following two definitions.
Definition 2.9. We call two votes in Lemma 2.8 of the form 
Lemma 2.11. Let P, P ′ be two proper datasets with the same sufficient statistic. Suppose that the i-th vote of P and the i ′ -th vote of P
, and let C < r in (9) 
, be the number of concurrences in these two votes. Then, C can be increased by at most three steps of swap operations among two votes of P, where 1) each intermediate swap operation between two consecutive improper datasets is compatible with them, and 2) if the resulting dataset is improper then its improper vote and the i-th vote form a resolvable pair.
Proof. Without loss of generality we consider the first votes of P and P ′ . We consider two disjoint cases.
Case 1
The same candidate appears in distinct positions in the two votes.
Let b be the candidate appearing in the distinct positions in the two votes. Relabeling the positions, without loss of generality, let p 11 = a, p ′ 11 = b, a b, and p 12 = b. Since P ′ contains b in the first position and the sufficient statistic of P and P ′ are the same, P has to contain b in the first position, does not contain a, the total frequency of the candidate a in P ′ is less than N. Since the sufficient statistic is common, it follows that there is a vote of P which does not contain a.
If the second vote does not contain a, we can make a swap a 1 ↔ b among the first two votes and increase C without causing collision. This process is of the form P {1,2}
←→ P.
If the second vote contains
We perform a swap {2, 3} : a 2 ↔ d to the second position of the second and third votes:
After the swap the second vote does not contain a. 
Proof. Without loss of generality, assume that i im = j = 1 and i = j ′ = 2. Let ι 12 = e b, c. We first make a swap of {1, 2} : a 2 ↔ e to I:
After the swap, a may collide in the first vote and e may collide in the second vote. If there is no collision, the claim of this lemma is proved. Otherwise, we can resolve these possible collisions in the following way.
We try to resolve the collision of e in the second vote as in Lemma 2.6 considering a swap process:
In this process the collisions always occur in the second vote. Consider the case that d is equal to b or c, say d = b. Since the first and the second votes contain b only in the first position, b does not collide in (13), which implies that c does not collide in (13). Since no a is in the second vote at the beginning of (13), a does not collide in (13). Therefore, there is no swap involving the first position in (13), which implies that the collision of e can be resolved as in Lemma 2. 
This amounts to ignoring b and −a and we look at the improper element b + c − a just as a proper element c in resolving the collision of e. We leave b − a in the (1, 1)-element ofĪ as it is during the sequence in (13). Then just as in Lemma 2.6 it follows that no candidate appears twice in (13). Note that b and −a which were left in the (1, 1)-element cause no trouble, because collision occurs always in the second vote. Indeed, b causes no trouble because it does not leave the first vote. The candidate a causes no trouble because the second vote does not initially contain a and when a is swapped from the first vote to the second vote, then the process in (13) ends at that point. After the collision of e is resolved, a may still collide in the first vote. Let j 1 and j 2 , j 1 j 2 , be the labels of positions containing a in the first vote other than the first position. To resolve this collision we consider the following two swap processes:
{1, 2} : a
where no swap in the j 2 -th position is involved in (14) and no swap in the j 1 -th position is involved in (15). Since every candidate in the first and second votes except a appears in at most two positions, the common candidate involved both in (14) and in (15) is a only. Then one of (14) 
Since the number of positions which contains a in the first or second vote is at most three, one of (16) and (17), say (16), contains a at most once. Note that each candidates other than a appears in the first and second votes at most twice. If (16) does not contain a, we see that (16) ends in finite number of steps as in Lemma 2.6. If (16) contains one a, the finiteness of (16) is proved by applying the similar discussion of Lemma 2.6 for the subprocess of (16) which starts from a. After resolving the collision of b in the second vote, d may still collide in the first vote. At this point the second vote contains at most one a. Consider a swap process
Since b has already been involved in (16), no s ′′ i is equal to b. If some s ′′ i is c, the chain swap
resolves the collisions in the first vote. Since a appears in the second vote at most once, the process (18) contains a at most once. If a does not appear in (18), the process does not hit the first position and we see that (16) ends in finite number of steps as in Lemma 2. 6 . If a appears in (18), the finiteness of (16) is proved by applying the similar discussion of Lemma 2.6 for the subprocess of (16) which starts from a.
Using Lemmas 2.13 and 2.14 we shall prove Lemma 2.12.
Proof of Lemma 2.12. Without loss of generality, let
In the cases below, where a resulting dataset is improper, [2, 1] will be a resolvable pair. Case 2-1 ι 22 = a.
We perform the double swap a
↔ a to the first two votes
This increases C 11 . This corresponds to 1) of the lemma and is summarized as I {1,2} ←→ I.
Case 2-2 ι 22 a.
Since p ′ 12 = a, a has to appear in the second position of I. Without loss of generality, let ι 32 = a. Let e = ι 31 and f = ι 22 . ThenP looks like
From Lemma 2.13 applied to votes {2, 3}, this case is reduced to Case 2-1. This case together with the subsequent operation of Case 2-1 is summarized as I 
By Lemma 2.14 applied to votes {2, 3}, we move d to the second vote resolving the possible collisions. At this point the (2, 1)-element of I may be b + d − a or c + d − a. We consider the former case without loss of generality. ThenĪ looks like
Case 3-1 d appears in the first vote of I.
Let d = ι 12 without loss of generality. We apply a double swap a
This case is summarized as I ←→ P. Hence we consider the case that a appears in two positions labeled by j 1 , j 2 , 1 < j 1 < j 2 of the second vote of I. Since P ′ does not contain a in the first vote, I has a vote not containing a.
Case 3-2-1 The third vote of (19) contains a.
Without loss of generality, suppose the fourth vote of I does not contain a. Denote e = ι 41 . Interpreting two a's in the second vote as a collision, we try to resolve the collision by swapping a down to the fourth vote. Then we have two processes of swaps
During these processes the collisions occur in the second vote. Only one of these two can contain d. Then we can choose a process, say (20), which does not contain d. As in Lemma 2.6 no candidate appears twice in (20). Hence, (20) is a finite chain swap resolving the collisions.
At this stageĪ looks like
In either case, the swap {1, 2} : a ←→ P. Case 3-2-2 The third vote of (19) does not contain a.
We can just use the third vote of (19) as the fourth vote of the previous case. Hence
←→ I is replaced by I {2,3}
←→ I and this case is summarized as I
{2,3}
←→ I {1,2}
We now summarize what we have proved so far. We will again discuss the following result in Section 4.1.
Let P and P ′ be two proper datasets with the same sufficient statistic, respectively. Suppose that the i-th vote of P and the i ′ -th vote of P ′ are different, i.e., V (i) V (i ′ ) . If we allow improper datasets, then by a sequence of swap operations among two votes of P, we can make the i-th vote of P identical with the i ′ -th vote of P ′ . Then we throw away this common vote from the two datasets and repeat the procedure. It should be noted that P may have been transformed to an improper dataset I when two votes coincide, but I contains a resolvable pair [i im , i pr ] with i pr i. Hence we can continue this process until P is fully transformed to P ′ .
In order to finish our proof of Theorem 2.1, we have to show that each intermediate improper dataset can be temporarily transformed to a proper dataset and the consecutive proper datasets are connected by operations among three votes.
We decompose the whole process of transforming P to P ′ into segments that consist of transformations from a proper dataset to another proper dataset with improper intermediate steps. One segment is depicted as follows:
where each ←→ (omitting R) denotes a swap operation among two votes in Lemmas 2.11 and 2.12. By these lemmas, the number of concurrences in P m is larger than in P 1 . We claim that for any consecutive improper datasets I i , I i+1 , we can find proper datasets
The swap operation for I i ←→ I i+1 is compatible with both datasets. Hence if we choose a common resolvable pair for I i and I i+1 , then (23) for transforming P i to P ′ i involves three votes. On the other hand, since both P ′ i ←→ I i and I i ←→ P i involve an improper vote, the operation of transforming P ′ i to P i involves three votes. This completes the proof of Theorem 2.1.
Structure of moves of degree two and three
To analyze the structure of moves in the Markov basis, it is enough to consider the moves of degree two and three because of Theorem 2.1. It means that we only need to consider the dataset consisting of two or three votes. Then we can analyze the structure of moves by discussing the structure of fiber for the sufficient statistic. Details of computational results used in this section are available at [1] .
Moves of degree two
We begin by discussing the structure of fibers for datasets which consist of two votes. Consider a sequence of multisets consisting of two elements in [n] of the form: For an isolated vertex in G M the corresponding block has the form either {k, k} or {k,
In the former case there is no necessity to distinguish two votes by this block. In the latter case the votes might be distinguished by this block. Since every non-isolated vertex is contained by at most two edges, each connected components of G M is a chain or a cycle if it consists of more than one vertex. Then the candidates are uniquely assigned to two votes as a subset of the votes. Let L be the number of connected components of G M brushing aside those of the form {k, k} for some k ∈ [n]. The number of elements of the corresponding fiber is 2 L−1 . Especially, the move arising from the corresponding fiber is indispensable if and only if L = 2.
We evaluate the number of moves of degree two in a minimal Markov basis. For the case r = 2 the number of moves of degree two is 6 n 4 . For the case r = 3, the number of moves of degree two is
Consider the case r = 4. The number of moves of degree two for the partition (3, 1) of four is 4 3
The number of moves of degree two for the partition (2, 2) of four is Now we discuss the detailed structure of fibers arising from the sufficient statistic M = ({a 1 , b 1 , c 1 }, . . . , {a r , b r , c r }) such that the associated graph G M is connected. Thanks to the symmetry in permutation of ranking orders and of labels of the candidates, we consider the equivalence classes of such sufficient statistics. Figures 1-7 show the graph G M 's for all the representatives of the equivalence classes for r = 2, 3 whose corresponding fiber needs a move of degree three for its connectivity. The moves of degree three arising from these figures except Figure 6 are indispensable. On the other hand, to guarantee the connectivity of the fiber associated with Figure 6 , the Markov basis needs to include a dispensable move of degree three.
Let us consider the case r = 4. There are 241 different equivalence classes of the sufficient statistic M's with connected G M . For 38 classes among them, the corresponding fibers need moves of degree three for their connectivity. Table 2 summarizes the structure of the equivalence classes. In this table, 38 equivalence classes are classified by the associated graph G M , the number n M of candidates appearing in M, and whether a move of degree three needed for the connectivity of the corresponding fiber is indispensable or not. Figure 8 shows an example of a fiber connected by an indispensable move of degree three. On the other hand, the fiber in Figure 9 needs a dispensable move of degree three for its connectivity. The rest of this section is devoted to the evaluation of the number of moves of degree three in a minimal Markov basis. We first evaluate the sizes of equivalence classes of the sufficient statistic M's Table 3 , the number of moves of degree three in a minimal Markov basis can be calculated. To illustrate the process of this calculation we define some notations. Let [M] r ′ ,n ′ ,N ′ be the equivalence class whose length of ranking is r ′ , the number of candidates is n ′ , and the number of connected component of 
Consider the case r = 2. The number of moves of degree three is I[n, 2, 3, 2](N 2,3,2 − 1) = n 3 × 1 × (2 − 1) = n 3 .
Consider the case r = 3. The number of moves of degree three for the partition (3) of three is = 120 n 5 + 3780 n 6 + 12600 n 7 + 10080 n 8 . 
Discussion
In this section we discuss some topics related to our main result.
Extension of fibers by allowing one negative element
As discussed after the proof of Lemma 2.12, we have shown the following result by our proof of Theorem 2.1 (cf. (22)). Since an improper dataset has one −1, Proposition 4.1 seems to suggest that every fiber F t for the configuration A n,r becomes connected by degree two moves if we extend F t by allowing one negative element x(σ) = −1 in x which satisfies t = Ax. However, this is incorrect. In fact, allowing −1 in dataset and allowing −1 in F t are two different things.
For example, consider the case of n = 3 and r = 2 with candidates labeled as a, b, c. It is easy to see that dim ker A 3,2 = 1 and I A 3,2 is a principal ideal generated by a single binomial p(ab)p(bc)p(ca) − p(ac)(cb)p(ba). Hence there is no degree two move in ker Z A 3,2 . Yet, we can connect two datasets However the middle two datasets do not correspond to an element of a fiber for A 3,2 .
Normality
It is natural to ask if the semigroup generated by A n,r is normal. Consider the set Q of n × r real matrices X = {x i j } satisfying 0 ≤ x i j ≤ 1, ∀i, j, The set Q is the Birkhoff polytope in R n×r , which is a special case of transportation polytopes [7] . By [5] the set of vertices of Q is exactly the same as the set of columns of A n,r . Then by the results of [9] and
