Abstract. In this paper we define generalized statistical convergence for sequences of sets of order˛; 0 <˛Ä 1 in sense of Wijsman and study some basic properties of this concept.
INTRODUCTION
The concept of convergence of sequences of points has been extended by several authors to convergence of sequences of sets. The one of these such extensions considered in this paper is the concept of Wijsman convergence. We shall define Wijsman -statistical convergence for sequences of sets of order˛; .0 <˛Ä 1/ and establish some basic results regarding the notions Wijsman -statistical convergence and Wijsman statistical convergence for sequences of sets of˛; .0 <˛Ä 1/.
The idea of statistical convergence first appeared, under the name of "almost convergence" in the first edition Zygmund [25] of celebrated monograph of Zygmund [26] . Later, this idea was introduced by Fast [8] and Steinhaus [22] and later was introduced by Schoenberg [21] , also independently by Buck [1] and studied various authors (see [5, 9, 20] ). Mursaleen [17] , introduced the notion -statistical convergence for real sequences. For more details on -statistical convergence we refer to [2] and many others. Over the years and under different names statistical convergence has been discussed in the theory of Fourier analysis, ergodic theory and number theory. In the recent years, generalization of statistical convergence have appeared in the study of strong integral summability and the structure of ideals of bounded continuous functions on Stone-Cech compactification of the natural numbers. A real or complex number sequence x D .x k / is said to be statistically convergent to L if for every " > 0
In this case, we write S lim x D L or x k ! L.S / and S denotes the set of all statistically convergent sequences. The generalized de la Vallée-Poussin mean is defined by
where I n D OEn n C 1; n : A sequence x D .x k / is said to be (V , / summable to number L (see [15] ) if t n .x/ ! L as n ! 1: If n D n; then .V; / summability reduces to (C,1)-summability.
Mursaleen [17] defined statistically convergent sequence as follows. A sequence x D .x k / is said to be statistically convergent to the number L if for every " > 0
Let S denotes the set of all statistically convergent sequences. If n D n; then S is the same as S. Let .X; / be a metric space. For any point x 2 X and any non-empty subset A X , the distance from x to A is defined by
Let (X, / be a metric space. For any non-empty closed subsets A; A k X .k 2 N/ ; we say that the sequence .A k / is Wijsman convergent (see [23, 24] 
In this case we write W lim A k D A: The concepts of Wijsman statistical convergence and boundedness for the sequence .A k / were given by Nuray and Rhoades [18] as follows. Let .X; / be a metric space: For any non-empty closed subsets A; A k X .k 2 N/ ; we say that the sequence .A k / is Wijsman statistical convergent to A if the sequence .d.x; A k // is statistically convergent to d.x; A/; i.e., for " > 0 and for each
In this case, we write st
The set of all bounded sequences of sets denoted by L 1 : For details on Wijsman statistical convergent we refer to [11] [12] [13] [14] and many others. 
In this case, we write S
Example 1. Let X D R 2 and the sequence .A k / is defined as follows:
But it is not Wijsman convergent.
Definition 2. Let .X; / be a metric space. Then for any non-empty closed subsets A; A k X .k 2 N/ ; we say that the sequence
In this case, we write w
Theorem 1. Let .X; / be a metric space and A; A k X .k 2 N/ be non-empty closed subsets of X. Then (a) w W S W and the inclusion is proper.
Proof. (a) Let " > 0 and .A k / 2 w W : Then we can write
which gives the result. To show that the inclusion is strict, we define the sequence .A k / as follows:
This completes the proof of (a).
from which the result follows. If we let n D n in Theorem 1, then we have the following corollary. Corollary 1. Let .X; / be a metric space and A; A k X .k 2 N/ be non-empty closed subsets of X. Then (a) w W S W and the inclusion is proper.
Taking the limit as n ! 1 and using lim inf n n > 0; we get the desired result. Conversely, suppose that lim inf n n n D 0: Then we can select a subsequence
We define a sequence .A k / as follows:
otherwise.
This completes the proof. he notion of order statistical convergence was introduced by Gadjiev and Orhan [10] and after that statistical convergence of order˛studied by Ç olak [3] , -statistical convergence of order˛studied by Ç olak and Bektaş [4] , -statistical convergence of order˛of sequence of functions studied by Et et al., [6, 7] and many authors.
In this section, we define the concept of S W ;˛-statistical convergence and establish the relationship of S W with w W : Also we introduce the notion of S W statistical convergence of order˛of real number sequences and obtain some inclusion relations between the set of S W statistical convergence of order˛: In this case we write S
we obtain the sequence space S W such that
and if n D n for all n 2 N and˛D 1 we obtain the sequence space S W such that 
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In this case we write w
we obtain the sequence space w W such that
and if n D n for all n 2 N and˛D 1 we obtain the sequence space w W such that
Theorem 4. Let .X; / be a metric space and˛2 .0; 1 :
Proof. The proof is easy, so omitted.
Theorem 5. Let .X; / be a metric space,˛2 .0; 1 and non-empty closed subsets A; B;
Proof. 
If we take n D n in the above theorem, then we have Corollary 2. Let .X; / be a metric space,˛2 .0; 1 and non-empty closed subsets A; B; A k ; B k X .k 2 N/ ; then Proof. The proof of the result follows form the following inequality.
To prove the inclusion is strict, let be given and we consider a sequence .A k / of non-empty closed subsets of (X, / metric space defined by Proof. If A k ! A S W then for every " > 0 and for sufficiently large n we have
Taking the limit as n ! 1 and using the given condition, we get A k ! A S W ;˛Á : This completes the proof of the theorem. Proof. Let the condition (3.1) holds and .A k / 2 S W : For a given " > 0 we have
By taking limit as n ! 1 and from relation (3.1) we have
Next we suppose that
Then we can choose a subsequence .n i / such that 
which is a contradiction. Hence the relation (3.1) holds.
Theorem 10. Let .X; / be a metric space, D . n / and D . n / be two sequences in such that n Ä n for all n 2 N and 0 <˛ÄˇÄ 1: If
Proof. Suppose that n Ä n for all n 2 N and the condition (3.2) satisfied. Then I n J n and so that for " > 0 we can write fk 2 J n W jd .x; A k / d .x; A/j "g fk 2 I n W jd .x; A k / d .x; A/j "g: Then we have Theorem 11. Let .X; / be a metric space, D . n / and D . n / be two sequences in such that n Ä n for all n 2 N and 0 <˛ÄˇÄ 1: If
Proof. Let S W ;˛ lim A k D A and (3.3) be satisfied. Since I n J n ; for " > 0 we can write 1
Using the relation (3. Lindenstrauss and Tzafriri [16] used the idea of Orlicz function to construct the sequence space
which is a Banach space normed by
) .
The space l M is closely related to the space l p , which is an Orlicz sequence space with M .x/ D jxj p ; for 1 Ä p < 1:
Definition 5. Let .X; / be a metric space. Let M be an Orlicz function, p D .p k / be a sequence of strictly positive real numbers,˛2 .0; 1; D . n / be a sequence of positive reals, and for > 0; now we define 
