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Abstract
Methods and implementations as used in image processing can contribute substantially to the
quality and performance in data processing tasks arising from the operation of detectors in
high-energy physics experiments. Particularly critical and relevant tasks are encountered in the
real-time environment, with stringent response time constraints, such as triggering. Some
examples of such tasks are discussed in detail, and similarities with applications in other fields
are shown.
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1 Introduction
Experiments in high-energy physics rely on 'detectors', devices that allow recording of signals
originating from particles that have been generated in collisions, and which pass at relativistic speed
in some medium. Modern detectors in a large experiment consist of tens of different 'subdetectors'
of different characteristics, each of them typically with many thousands of individual channels.
Signals usually are electric charges; they get stored locally until by analysis of a subset the
collision ('event') has been selected for further inspection ('triggered'). The signals are then (at the
latest) digitized, possibly analyzed and selected further, and eventually recorded on more
permanent storage for analysis in high-level computers.
All understanding of detector data, whether in real time or in final analysis, is achieved by
algorithms in computers. This lecture will attempt to show some similarities - and some differences
- between tasks as arising in classical image processing and in the interpretation of data as they
arise in high-energy physics experiments.
2  Image processing and some generalities about applications
Together, the methods used in image processing and the data that can be subjected to these
methods, refer to a limited problem domain. Let us characterize this domain by data representable
by images in which some objects can be discerned by the human eye, and hence by some
combination of large volumes of data, substantial redundancy with respect to the objects of interest,
and methodologies which allow to pass between representations of objects and representations of
images. If objects are translated to images, we speak of visualization or imaging [1]; if images serve
to extract objects, we call this image processing or analysis. Image analysis thus is, grossly
speaking, the inverse operation of visualization, more precisely, of the visualization of objects that
exist in some computerized form.
As is often the case with inversion problems, the two operations have little in common: take as a
simple example the drawing (on a screen) of geometrical 3-dimensional shapes, like made up from
spheres, pyramids, cubes, and their recognition from a 2-dimensional image on the other hand.
Both tasks are commonplace, the first in mechanical engineering, the second in robotics. The
computer has to pass between a description in terms of (3-D) edges, surfaces, possibly texture etc.,
and a (2-D) description in terms of pixels. Both operations may turn out to be computationally
very demanding, particularly in visualization if hidden edges have to be removed, or a moving
observer is assumed and real time is required; but while visualization is a problem that hits
primarily the limit of practical computing capacity, the recognition problem may in many cases be
a fundamental one of expressing the process algorithmically altogether.
22.1  Characteristics of 'standard' image processing
We will start by listing the characteristics of the data and methods that together commonly (i.e. in
textbooks like [2], see also literature in [3]) constitute what we call 'image processing'.
• Acquisition: a digital image (and we are exclusively concerned with those) is usually
obtained in a camera or camera-like sensor. Objects visible to the human eye are, in the process of
acquisition, converted into a two-dimensional array of numbers ('pixels'), which together constitute
a frame of a pre-defined size.
• Representation: each number in the array describes a gray value, if the image is black
and white, or several (usually three) levels of brightness for different spectral wavelengths, if the
image is colored.
• Volume and redundancy: the data volume of an image usually is large, like 512 x 512
pixels. In human vision and speech, the objects of interest are most often presented with much
redundancy; for many applications, however, even in very standard applications of camera-
produced images (think of aerial reconnaissance!), that may definitely be untrue, of course.
• Moving images and real time: multiple frames following each other at constant time
intervals, may constitute images with motion, as in television. In connection with television image
processing, 'real time' usually describes a rate of frame changing which the human 'image
processing system' perceives as continuous, one frame every 30 to 40 msec.
• Format: in processing, all pixels are assumed to be present, and their position in the array
corresponds to a specific location in the image.
• Compacting: for transmission, images are often compacted to a smaller volume, to allow
for economy in required transmission bandwidth. Compacting may be without loss of information,
or without 'perceptible' loss of image quality, and results in some cases in very large compression
factors, particularly in television (where successive images tend to be very similar).
• Image restoration: known kinds of degradation of images, induced by sensors or by
transmission, can be largely eliminated computationally, if a model for the degradation is available.
Noise functions, point spread functions, or geometric distortions belong to this class.
• Image enhancement: the accentuation of certain image qualities (like contrast or edges)
in an image, is a general but application-dependent processing step. Some knowledge is required
of the objects in the image, but operations can usually be confined to local neighborhoods in the
image (e.g. morphological operations).
• Feature extraction: the numerical determination of features like edges or pre-defined
shapes, is a strongly application-dependent step. Knowledge of the looked-for objects in the image
is required, operations are no longer of a local nature.
• Image analysis: this last step of extracting information from image data, possibly after
various enhancements and steps of feature extraction, is one that in many applications requires the
longest development of code, and often leaves final decisions to humans by being designed as
interactive. The operations of image analysis (and already some enhancements and feature
extraction) are entirely dependent on the system's purpose: if images are meant for human viewing,
they may be absent or only executed 'to guide the eye', if the automatic interpretation of the image
is the system's goal, this is the analysis step where the most critical decisions have to be taken.
2.2  Characteristics of image processing in our applications
In the following, we want to confront the above headings to the characteristics of other applications,
that may be called image processing with some allowance for obvious differences.
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piece-wise, and by custom-designed sensors. The original objects may not be visible to the eye, but
after some preprocessing and aggregation, data can be visualized as images. Sensors may be quite
different in their characteristics:
-   calorimeters in high-energy physics: made of many small stationary cells in three
dimensions, all of which (partially) absorb particles and record the energy deposited,
-   trackers in high-energy physics: gaseous or solid devices recording the ionization caused
by charged particles passing in their sensitive volume; they most often are projective, but
may record the equivalent of individual points in 3D. Note that in some detectors, due to
extremely fine resolution or measurement of drift time, the potential number of basic cells
can be extremely high, and the analogy with discrete pixels is not obvious.
-   moving cameras scanning large areas in multiple overlapping flights, and using different
wavelengths: synthetic aperture radar or SAR [4], or in the LEP monitoring application
below.
-   multiple parallel gamma ray detectors in time coincidence, often rotating around  the
object and thus recording different projection angles: positron emission tomography or
PET [5],
• Representation: the recorded numbers always describe some characteristics of the signal
received by the sensor, typically an intensity value useful for analysis, sometimes  they are digitized
very crudely, resulting in few bits, or even a single one ('binary image'). Color may be used if the
image is presented to the human eye ('false color'), but is not an attribute of the objects recorded.
• Volume and redundancy: in many of our applications, the data volume is found to be
much smaller (often compensated by a much higher repetition rate); in custom-built detectors, it is
commonplace that redundancy is kept low if not marginal, for reasons of economy.
• Moving images and real time: already the notion of 'frame' requires redefinition: in some
detectors, the acquisition of an 'image' requires minutes, in high-energy physics detector frames do
not typically follow each other at constant time intervals, but detectors are triggered by
(independent) electronic devices; in fast colliders with high interaction rate, images (or rather the
basic events from which they can be made, collisions) follow each other at very short intervals (In
the future Large Hadron Collider 25 nsec!), and image parts have to be analyzed in order to decide
whether or not acquisition is to proceed.
• Format: although potentially all images are made from discrete pixels with digital
information attached, the data may be extremely sparse, and some compacting scheme is part of
many readout electronics chains. In the simplest case, the most popular compacting scheme is by
thresholding ('zero suppression'): tracker channels with ionization signals in high-energy physics
detectors are easy to distinguish from empty channels, and then transmitted indicating the address
or ID number of the cell. Where space is subdivided by a fine grid, e.g. in time by drift time
measurements, the fine measurement is usually transmitted along with the cell address: an
addressing scheme on multiple levels, or with cells arranged as pixels: a hybrid format to express
coordinates.
• Compacting: additional compacting for transmission only, beyond the basic formatting
scheme discussed in the previous paragraph, is not usually done, although data compression
mechanisms for permanent storage have been used in many experiments, with minimal loss of
information.
• Image restoration and enhancement: the data from most sensors considered here are
acquired by custom-designed electronics, using parallelism wherever possible and useful. There is
a general guiding principle concerning all known sources of noise and correction of distortions:
whatever can be done in real time and locally (and hence in parallel), should be done so. This
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calibrations resulting in common units for energy, drift distances etc. A limit is often set by the
amount of knowledge of the necessary parameters, if these fluctuate with time.
• Feature extraction and image analysis: these are successive steps with different demands
on context and locality, both strongly sensor- and application-dependent. Our case studies in the
next chapter will concentrate mostly on this subject.
3  Case studies in applied image processing
It is not defined, of course, to which type of algorithm or data the term 'image processing' may be
applied. It should be understood that the author believes most of the two- or three-dimensional
algorithmic problems mentioned in this paragraph to belong to this category, at least in a broad
sense.
Many applications of interest could be added; we restrict ourselves here to analysis problems
arising in the context of high-energy physics, leaving out the details for several other obviously
fascinating applications:
SAR imaging, in many aspects, is standard image processing, with the main problem that of
determining camera positions and directions, aligning the footprints from different flight paths,
and to correct for the Doppler shifts arising from the moving antenna [4].
The analysis of PE tomography data  starts in some cases from particle (photon) detectors very
similar to those in used high-energy physics, and involves many standard image processing
techniques like transforms and filters; the special algorithm problem areas  in PET are the
reconstruction in three dimensions from measurements in projection only [7], and the need for
three-dimensional alignment of images [8]. This has been dealt with in separate talks at this school,
and is not included despite its obvious relevance.
3.1   High-energy physics: a tracking trigger for LHC
This case is taken from ongoing studies for the future ATLAS detector [9] at the LHC. One part of
the inner tracker of that proton-proton collision experiment is designed to record multiple
individual signals  for forward outgoing tracks. The detector is made of thin drift tubes arranged in
planes perpendicular to the beam direction, each tube pointing towards the beam axis. There are
576 or 768 tubes in each plane, and a total of 224 planes grouped into 'wheels', as in the figure.
Altogether, the cylinder of ~160 000 tubes covers an angular region of 90 to 480  (angles of tracks
with respect to the beam axis). The detector is embedded in a solenoidal magnetic field, whose axis
is along the beam.
Each drift tube records a signal when a charged track passes through the drift volume. The readout
circuits provide a crude 2-bit recording of pulse height (which allows, statistically, to analyze the
transition radiation effect, and hence to identify electrons), and a time measurement, which
subdivides the drift space (tube diameter 4 mm) into smaller units, roughly 150 m m. If several
tracks pass through the same tube, they are recognized as such only if their distance in drift time is
above a certain value. There is no information along the tube (whose length is about 50 cm).
We have here a projective system; if one plots all hits in the natural two dimensions of z (along the
beam axis, determined by the plane number) and f  (azimuthal angle around the axis, determined
by the tube number, and possibly corrected for drift time), one finds that all tracks appear as
straight lines, with the line offset indicative of azimuth, and the line slope directly related to the
track curvature or particle momentum.
5Figure 1: The TRT detector (endcap) in the ATLAS experiment, schematic drawing
A track with high transverse momentum has little curvature, and appears at near-constant f . As it is
these tracks that present the greatest interest from the physics point of view (they are indicative of
hard collisions between quarks), there is a need to use the transition radiation tracking detector in
real time for selecting tracks; the additional constraint may also be used of analyzing pulse heights
to ensure compatibility with the hypothesis that the particle is an electron (= low mass, resulting in
a higher fraction of 'high' pulse heights). Depending on the physics, this search for tracks with
certain parameters will have to happen at the 'second level' of triggering (for the structure of LHC
triggers, see [10]), i.e. with a repetition rate of 10 to 100 kHz - not much time for elaborated
feature extraction algorithms!
The chosen algorithm presently favored is based on the Hough transform (see a more detailed
discussion below). The data for this detector are reasonably sparse (up to 30% of tubes have
signals, depending on the accelerator's luminosity); however, the readout electronics performs only
a partial thresholding and retains some information not useful for triggering, so that data have to
be 'preprocessed' locally before entering the transform algorithm. This, and a certain pre-selection
of the geometrical search region guided by the first-level trigger ('region-of-interest' or RoI
selection), contribute substantially to keep data transmission volumes down, a very important
consideration in designing the trigger implementation. Note that the data in a search region
typically represent 1 kbyte spread over six individual buffers, whereas the total detector consists of
nearly 200 buffers on each detector side.
The analysis proper can be made efficient by working from a known discretization of the Hough
space; this allows to obtain, for each measured point in the original space (z-f)  in turn, all entries
corresponding to the Hough space (slope-offset) by table lookup. There are on average some 25
to 40 hits on each track, viz. reasonable redundancy. The pulse height information can be entered
at the same time by using it as a weighting factor for all entries originating from the same
measured point. After entering all entries for all original measured points, the Hough space
(equivalent to a two-dimensional histogram) is scanned for the absolute maximum, which defines
the best-defined track. Note that in this simplicity, only a single best track is found;  This is
adequate for a confirmation trigger, which has to answer only the question 'is there at least one
track with sufficient quality and electronness in the search region?'. A hypothetical algorithm for
finding all tracks or track candidates, possibly with quite different quality, would need a much
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altogether.
Figure 2: The original z- f projection of several tracks, as recorded in the TRT detector
It should be noted that in the analysis of other parts of the ATLAS inner tracker, very similar
methods have been found to be most efficient. Surprisingly, in the high-precision trackers which
use few surfaces of semiconductor (mostly Si) detectors, one finds results of good quality, despite
the apparent lack of redundancy (circular tracks have to be found from 4 to 6 individual
measurements). The superiority in efficiency over methods using permutations is due to table-
lookup and the near-linear increase of computer time with the number of measurements. Let us
also mention in passing, that semiconductor detectors are sometimes built as planes with excellent
2-dimensional resolution (like with pads of 100 x 100 m m). They are then correctly called 'pixel
detectors'; but being used to find and separate multiple tracks, they are arranged perpendicular to
these, and hence contain single hits, viz. no information for any involved processing in the detector
plane.
3.2  High-energy physics: a trigger using RICH detectors
This example is taken from the NA45 experiment (CERES) at the CERN SPS. The experiment
concentrates on detecting e+e- pairs, mostly in nuclear collisions using heavy ions, in order to
understand in better detail the processes before, during, and after the formation of quark-gluon
plasma. The key detector of the experiment is a pair of ring-image Cherenkov (RICH) detectors,
which need to be analyzed in real time, triggering the experiment [13], [14].
RICH detectors consist of a zone of radiating material, in this case a gas (CH4), which makes
passing particles emit Cherenkov radiation, a photosensitive conversion zone in which the radiated
photons are converted to electrons, and an (imaging) detector, in this case made of square pads
(some 50000 for each RICH); these pads can be regarded as individual pixels. Cherenkov light is
emitted at a characteristic angle d , given by cos d =1/ b n, with b  the velocity of the particle and n the
refractive index of the radiator. In the specific detector, the gas is insensitive to particles with a
Lorentz factor g £  32; for faster particles, a circular shape is recorded on the pads, whose radius
7depends on g . Hadrons thus are 99% 'invisible, whereas electrons and positrons, due to their low
mass, appear as circles with a radius corresponding to b  = 1.
Single Cherenkov photons cause signals in a small cluster of pads, which are recorded with pulse
height information, so that an e+e- pair will result in two broad ring-shaped patterns. The detector
has to be analyzed in real time, to select events of the interesting type from a background of p 0-
induced electron pairs dominating by a factor 105. As the interesting pairs are known to have a
comparatively large opening angle, contrary to the background events, the trigger condition
consists of finding, anywhere in the image, two well-separated rings, of known radius.
The algorithmic formulation of pattern recognition and trigger decision uses first a local,
morphological transformation to find a binary (thresholded) image; subsequently, a generalized
Hough transform is used, transforming every observed point to a broad ring of the expected
(maximum) diameter. In fact, results have found to be best if using not simply a binary ring, but a
morphological correlation transformation, with negative weights close to the ring (see figure 3). As
all rings in the Hough space ideally will intersect in a single point, if they lie on a ring in the
original space, the recognition task is then reduced to finding maxima in the Hough space (more
on the transformation below). The task is performed in NA45 by a specially developed hardware
unit with substantial parallelism in about 140 m sec.
Figure 3: The correlation mask used, with positive (black squares) and negative (white squares) weights (top
left), the orignal pads with pulse height (a), the thresholded pads (b), and the result of the Hough transform (c), for
a single ring in the RICH detector of NA45.
3.3  More on Hough transforms
In the two preceding algorithms, the analysis of image-like data was facilitated by using Hough
transforms. This particular image processing method deserves discussion in somewhat more detail.
In its original form, the transform relates two spaces, one with Cartesian coordinates (x,y), the other
with the coordinates (d, q),  where s is the shortest distance of a curve from the origin and q the
associated angle in the (x,y) space. If a straight line in (x,y) is expressed by d and q, one has
8d = x cos q  + y sin q,
i.e. a straight line in (x,y) becomes a single point in (d,q). Inversely, if we run through different
angles q  i.e. we define a set of straight lines under different angles through x,y, then we obtain a set
of sinusoidal curves in (d, q ) space.
If we have a straight line in (x,y), one might take a set of points along this line, and draw a set of
sinusoidal curves for each of them: they will all intersect in that point of (d,q ) which corresponds to
the straight line. The task of searching for a geometrical shape with two parameters (straight line in
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Figure 4: The coordinates of the Hough transform
A generalization of the Hough transform can easily be found: any curve with two parameters can
be 'Hough'-transformed to a parameter space, and will appear as a maximum there. One example
of generalization was given above: the circles of fixed radius, at any point on the plane of the
RICH detector. The two curve parameters then are the coordinates of the circle center. Another
example that has been used in detector data analysis (e.g, streamer chamber photographs taken in
magnetic field) is the finding of circular tracks from a fixed origin: the two curve parameters in
this example are the radius of curvature (signed) and the starting angle.
A number of practical problem arises in using the Hough transform. For demonstrating the
transform, continuous curves are drawn in (x,y), the curves are then discretized into a
comparatively small number of points, and for each point a continuos line is drawn in (s,q ). To the
eye, there is no problem to recognize the intersection point in (s,q ): the desired result. The choice
of the discretization seems non-critical. When the curve in (x,y) is given in terms of discrete pixels,
however, and the intersection point in (s, q ) is found by looking for a maximum, it becomes
quickly clear that the results are sensitive to the choices: which set of q -s from which to compute s?
which pixel grain in the (s,q ) space (corresponding to a histogram bin width)? Moreover, even
optimal choices, which have to be found from a training sample of data, can not avoid that the
finding of multiple tracks or shapes in the Hough space can become much more complicated than
looking for maxima, unless the shapes are well separated and of comparable point density. The
need for iterative analysis in the Hough space quickly offsets any advantages which the transform
offers in simple situations.
The Hough transform and its simple analysis do lend themselves to various parallel
implementations, and some work related to this point, using special and image processing
architectures, has been published in the past [11], [12]. Even in a sequential high-level language
like C, the implementation via table lookup gains substantial execution speed, although with today's
best processing units, the required rates can not be achieved, so that farms with multiple processors
have to work in parallel, on different events or regions of interest.
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3.4  High-energy physics: a calorimeter trigger for LHC
This example is again taken from studies concerning the second-level trigger in future LHC
detectors. Calorimeters are devices made of 3-dimensional cells, each sensitive to passing particles.
Unlike a tracking device, however, a calorimeter is built to absorb particles by repeated interactions,
so that overall a 'shower' builds up in which the original particle, which may also be neutral, is
converted into an increasing number of secondary particles of decreasing individual energy.
Eventually, all particles in the shower have lost their energy, and the shower ends.
Calorimeter cells each record a geometrical part and an energy fraction of such a shower, and
intelligent clustering in three dimensions (complemented by good calibration) allows to
reconstruct the full energy released, i.e. the energy of the original particle or jet (group of close-by
particles). As calorimeters are also changing absorption properties along the shower, longitudinal
and transverse analysis give very important clues as to the nature of the particle(s).
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Figure 6: A Hough transform with (fine-resolution) pixels
Calorimeter cells are also used, with aggregation to coarser grain and analysis of windows in highly
parallel dedicated electronics, to provide a first-level trigger (operating at 40 MHz, on the LHC!).
The cells are usually arranged in regular grids spanning roughly constant angular areas
perpendicular to the main impact direction of tracks; the task of finding clusters and determining
their characteristic parameters in a second-level trigger (~10-100 kHz), reminds, therefore,
naturally of image processing. Windows to be analyzed are typically 12 x 12 cells, and the physics
phenomena (clusters) extend over a circular area with a 6-cell diameter. Typically, cluster centers
have to found by maximum search or center-of-gravity computation; subsequently, cluster
parameters have to be found, they may be hadronic and electromagnetic energies:
Eem = Ee.m.cell ,
cluster
∑    Ehad = Ehad .cell
cluster
∑ ,    Fem =  Eem (Eem + Ehad ) ,
or energies in isolation areas:










where f and h  are the commonly used angular variables defining the calorimeter coordinate
system, and subscript c stands for the cluster center coordinates.
Figure 7: Calorimeter depositions in three calorimeter layers, assumed of equal granularity, in pixel
representation (top) and Lego plots (bottom).
In some test implementations, fairly involved calorimeter algorithms of this type were, indeed,
realized on commercial image processing equipment, carrying out all summations by standard
convolver units [15].
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3.5  High-energy physics: image analysis
In the preceding paragraphs, algorithms were discussed that fall into the class of 'feature
extraction'; they define local parameters in a specific subdetector, but do not allow to identify the
'object' that has been recorded by the full set of detectors, the collision. It is, however, precisely this
identification that is requested from a trigger system: the question a trigger has to answer is 'is the
recorded set of data compatible with one of the physics hypotheses which the experiment is looking
for?'.
We want to limit ourselves to task reminding of 'image processing'; the ways of tackling the
decision task, and its implementation, have been discussed in [10]. Those decision algorithms use
as input parameters like the ones found in feature extraction, and they apply cuts in the multi-
dimensional space spanned by these (and possible further, derived parameters); in some cases,
transformations may include feed-forward network as a way to optimize the decision making from
training samples: None of this belongs to the image processing category, and hence we do not want
to pursue the issue here.
3.6  High-energy physics: a monitoring system for LEP
Particle accelerators and colliders are at the core of all laboratory experimentation in high-energy
physics. An accelerator can be seen as the 'light source' for what are the superb world-record
'microscopes', the particle detectors. Accelerators are also among the most costly single systems of
Big Science. Their reliable functioning has to be assured for many years, and continuously for as
large a fraction of time as possible, usually during six to eight months per year. Careful
monitoring of the thousands of individual parameters governing the quality of particle beams is an
obvious necessity.
The example discussed here concerns a camera system [16] that has been brought into operation at
CERN in recent years as a contribution to the fine control of CERN's best (and world-wide unique)
accelerator, the 'large electron-positron collider' (LEP). The camera is a custom-built double-sweep
streak camera, recording the synchrotron light pulses produced by the passage of individual
particle bunches in magnets. Synchrotron radiation accompanies any external force acting upon a
moving particle, and increases with the Lorentz factor g . Electrons (and positrons) with their small
rest mass reach very high values of g , such that synchrotron radiation limits, indeed, the bending
one can impose on these particles during acceleration, which explains why circular e+e- colliders
can not take advantage of superconducting bending magnets, but require large ring radii.
The optical setup  of the system is such that the bunches of synchrotron light (which reflect in their
spatial distribution the characteristics of the electron or positron bunches emitting them) are
observed simultaneously in horizontal and vertical projection. The light is extracted inside the LEP
vacuum chamber by two thin beryllium windows, and focused onto the camera.  There is a fast
(typically 5000 mm/ m s) and a slow (.025 mm/m s) sweep, both controllable over wide range of
settings; the fast sweep selects individual bunches, the slow sweep ramps through the coordinate
following successive accelerator turns. Typical LEP operation is with four equidistant bunch trains
of four bunches each, with bunches separated by 247 nsec; the full turning frequency of LEP is
11.25 kHz. An image is composed on the phosphor after image intensification with the fast (slow)
sweep on the horizontal (vertical) axis. This image is then, in the back-end part of the system,
recorded by a standard 384 x 288 pixel CCD camera, coupled to a commercial image processing
system (MaxVideo20, [17]). Multiple local synchronization and positioning corrections are
applied. The images can be viewed in real time (at the CCD camera's frame frequency of 50 Hz),
and are simultaneously analyzed selectively (in an associated Motorola 68030 system) for long-
term averages and shifts; they contain information mostly on the longitudinal bunch dimensions
and densities. This monitoring information is automatically recorded in the LEP control data base.
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4  Viewing the examples under the image processing angle
We should, last, have a closer look at the image processing aspects of our examples; to which extent
they are characteristic for a class of applications, or allow generalizations, remains a matter of
personal experience and opinion.
• Piecemeal acquisition: in all examples, the image parts have to be pieced together by
application-dependent methods. In particle detectors, groups of pixels or individual pixels get
recorded in parallel by separate detector elements: tubes, pads, or cells. Their collection into
buffers covering increasing fractions of geometrical space, or combining data from multiple
detectors, is the art of data acquisition, a sizeable contribution to the cost of these experiments. In
the LEP monitoring example, pixels are acquired separately, but not in parallel: the time relation
between image sweeping and accelerator time structure is, in fact the key element of that system.
Similar principles can be found in other applications: in PET tomography, acquisition parallelism
is partly natural (separate detectors), partly obtained by time separation (mechanical movement of
detectors).
In another beautiful, albeit not time-critical example of image processing, a digital camera has
been developed for digital 'photography' of the priceless paintings in the world's art institutes [18].
The guiding idea there is to improve the quality of reproduction, and to record paintings in
sufficient detail 'for ever', in digital form in a data base. Classical photography can not ensure
durable conservation, due to the life time of the chemicals used, nor can its rendering in
reproduction be monitored and corrected with equal ease. While the key to this development lies in
color monitoring, the acquisition by a CCD color sensor with both micromovements for finest
resolution (up to 20 000 x 20 000 pixels) and an additional automated tiling method (camera
movement) remind of acquisition methods as described in our examples; in conjunction with the
extraordinary results in reproduction, this project provides interesting reading material.
• Time-criticality: the examples presented all have a component of real time; this may be
the author's choice: if data sets have little to do with images (i.e. are not destined primarily for
human inspection), and the processing can happen at any speed, in any high-level computer, the
term 'image processing' may seem out of place. The time frames at which the example 'images'
follow each other, are quite variable, and all different from the rates used in television, in some
cases faster by many orders of magnitude.
• Implementation: this subject has not been discussed much in this lecture, although some
examples were given of using specific image processing equipment (even where acquisition is not
with CCD cameras). From other lectures at this school [] it is clear, that the general trend is towards
the use of general-purpose computers wherever possible; they offer 'unlimited' compute power for
minimal money, and will compete well with special-purpose image processing devices, even where
these are in their own by using well-adapted internal parallelism (like for convolution). The only
major limitation slowing down this trend lies in the communication facilities offered by general-
purpose processors: future will have to show in which direction the demands will drive the
development and the market.
• The value of raw data: in all data acquisition, be it for high-energy physics detectors,
remote sensing like from satellite or airplane, tomography or other, whatever processing is done  to
data is most often considered an added-value, which must be repeatable as understanding of data
and methods improves, better calibration becomes available, or outright errors in the procedures
are discovered. The preservation of the originally recorded data, therefore, is of the utmost
importance in all these fields. If raw data get compacted, it has to be with no or minimal loss of
information.
An analogy can be drawn with 'standard' image processing like in a camera/monitor system; I do
not refer to the conservation of the original images, but to operations like zooming or rotation of
selected areas. Such operations, due to the discretization of the image, lead to pixels being
interpolated from previous information, resulting in a new image. If the original image were not
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preserved as source for potential other, similar operations, the information would degrade visibly
after only few steps. Similar interpolations are necessary in many algorithms, e.g. in geometrical
space to match detector parts. Such detail we have not been able to go into in this lecture.
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