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Contexte
Le DISC est le de´partement du CEA LIST qui de´veloppe le logiciel CIVA, une plate-
forme d’expertise pour le controˆle non destructif (CND). Le controˆle non destructif est
l’ensemble des techniques et proce´de´s permettant d’e´valuer la sante´ d’une pie`ce ou d’une
structure sans alte´rer son utilisation ulte´rieure [26]. L’e´valuation de la sante´ d’un pro-
duit consiste en la de´tection et la caracte´risation de ses e´ventuels de´fauts. La de´tection
du de´faut s’effectue de manie`re indirecte par son excitation suivie de la re´ception de sa
re´ponse. Le controˆle non destructif est un e´le´ment majeur au bon fonctionnement des
industries qui fabriquent, mettent en œuvre ou utilisent des mate´riaux, des produits ou
des structures de toute nature, critiques en termes de suˆrete´ ou de performance. Le logi-
ciel CIVA est compose´ de modules de simulation, d’imagerie et d’analyse, qui permettent
de concevoir et d’optimiser les me´thodes d’inspection et de pre´dire leurs performances
dans des configurations de controˆle re´alistes. Actuellement les controˆles par ultrasons,
radiographie/gammagraphie/tomographie X, courants de Foucault et ondes guide´es sont
concerne´s.
Le LSME est le laboratoire de´veloppant le module de´die´ au controˆle par me´thodes
e´lectromagne´tiques et plus particulie`rement par courants de Foucault (CF). Le CND par
CF consiste a` exciter une bobine d’injection constante, le plus souvent en re´gime sinuso¨ı-
dal, pour induire un champ e´lectromagne´tique. Lorsqu’une pie`ce conductrice est place´e
dans ce champ des courants, appele´s courants de Foucault, sont induits dans la pie`ce.
Ces derniers vont exciter le de´faut qui va a` son tour induire un nouveau champ e´lec-
tromagne´tique, dit diffracte´. Un capteur re´cepteur permet alors de mesurer le nouveau
champ e´lectromagne´tique a` travers la variation d’impe´dance. La mode´lisation comple`te
d’un proce´de´ de controˆle par CF est de´compose´e en trois e´tapes dans CIVA [44, 8]. Dans
un premier temps, le champ e´lectromagne´tique induit par un capteur e´metteur est cal-
cule´ dans une pie`ce saine. Puis ce champ, dit champ primaire, est conside´re´ comme une
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source pour le calcul de la re´ponse d’un de´faut. Enfin, la re´ponse du capteur re´cepteur
est calcule´e par le the´ore`me de re´ciprocite´ [43, 4, 22]. Aujourd’hui les mode`les inte´gre´s
dans CIVA sont restreints a` des pie`ces de ge´ome´trie canonique (calcul modal) ou axi-
syme´triques [41, 62]. La demande de configurations plus diverses et complexes ne´cessite
l’introduction de nouveaux outils nume´riques de mode´lisation [56]. C’est dans ce cadre
que s’inscrit cette e´tude dont l’objet est le calcul des champs primaires. Les pie`ces consi-
de´re´es ont une conductivite´ de l’ordre du kS/m au MS/m et une perme´abilite´ relative
de l’ordre de 1 a` 100. Dans le contexte du CND par CF l’e´paisseur de peau doit-eˆtre de
l’ordre du mm, ainsi les fre´quences de travail sont de l’ordre du Hz au MHz, on parle
alors de basse fre´quence.
Motivations
En pratique les capteurs peuvent eˆtre constitue´s d’e´le´ments aux proprie´te´s physiques
et aux formes varie´es. L’exemple typique est celui d’une bobine (source impose´e) avec un
noyau de ferrite (milieu ferromagne´tique) et un blindage (milieu conducteur). Quant aux
pie`ces a` controˆler, elles sont conductrices et peuvent contenir des e´le´ments die´lectriques
(comme une couche d’e´poxy par exemple) et magne´tiques (acier par exemple). Du fait des
diffe´rents mate´riaux pre´sents dans une meˆme configuration, diffe´rents re´gimes de mode´-
lisation (statique, quasi-statique, voire dynamique) peuvent cohabiter. Sous l’hypothe`se
de travail en re´gime line´aire dans des milieux isotropes et homoge`nes par morceaux,
l’approche par e´quations inte´grales surfaciques (SIE) permet de ramener le proble`me vo-
lumique a` un proble`me surfacique e´quivalent. Cependant, les formulations usuelles pour
le proble`me ge´ne´ral de Maxwell souffrent d’un proble`me de robustesse nume´rique pour
les cas asymptotiques, en particulier a` basse fre´quence. Les formulations employe´es sont
donc ge´ne´ralement spe´cifiques aux types de re´gime et de milieu rencontre´s. L’originalite´
de mes travaux de the`se est de rechercher une formulation ge´ne´rique pour le proble`me de
Maxwell harmonique, adaptable a` chacun des milieux d’une configuration CND. Pour
cela je me suis inspire´e des travaux existant pour les milieux die´lectriques a` basse et
haute fre´quences.
Re´sume´ des travaux effectue´s
Proble`me basse fre´quence
La formulation inte´grale PMCHWT [38, 33, 39] est ge´ne´ralement utilise´e pour re´-
soudre le proble`me de transmission de Maxwell, c’est-a`-dire un champ e´lectromagne´tique
incident dans l’air diffracte´ par une pie`ce die´lectrique ou conductrice. Mes travaux ont
donc de´bute´s par l’e´tude de cette formulation pour des applications CND. Le syste`me
sous-jacent est un syste`me a` deux inconnues, les densite´s de courant surfaciques e´lec-
trique et magne´tique, J = n ×H et M = E × n respectivement, qui font intervenir les
potentiels simple et double couche de Maxwell de l’air et de la pie`ce. Il est bien connu
que le potentiel simple couche associe´ a` l’air (intervenant sur la diagonale de la matrice
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d’impe´dance) souffre d’un bruit nume´rique a` basse fre´quence. En CND, les fre´quences
d’inspection sont relativement basses afin de maintenir une e´paisseur de peau de quelques
millime`tres et il est donc ne´cessaire de contourner la difficulte´ lie´e aux basses fre´quences.
De´composition de Helmholtz-Hodge
Pour les milieux die´lectriques, il existe des travaux permettant d’e´viter cette diffi-
culte´. Le premier objectif a donc e´te´ d’adapter ces travaux aux milieux conducteurs.
Le potentiel simple couche de Maxwell est la somme de deux potentiels se comportant
comme O(f) et O(f−1) avec f la fre´quence, pour les milieux dont le nombre d’onde est
re´el (l’air ou les milieux die´lectriques). Le terme en O(f) passe dans le bruit nume´rique
du terme en O(f−1) en dessous d’une certaine fre´quence. Appliquer une de´composition
de Helmholtz-Hodge (via les fonctions de base Loop, a` divergence surfacique nulle, et
Tree [16]) au syste`me inte´gral permet alors de dissocier les termes du potentiel simple
couche. Pour les milieux conducteurs, le potentiel simple couche associe´ a` l’air souffre
du meˆme bruit que l’on e´vite par la meˆme de´composition de Helmholtz-Hodge, on note
LT cette formulation dans la suite. En revanche, les termes de la matrice d’impe´dance
sont eux aussi d’ordres de grandeur diffe´rents lorsque la fre´quence diminue ce qui pro-
voque son mauvais conditionnement. Pour les milieux die´lectriques le syste`me peut eˆtre
normalise´ via un de´veloppement asymptotique du noyau de Green selon la fre´quence,
valide uniquement pour un nombre d’onde re´el, afin d’e´quilibrer le syste`me et d’ame´lio-
rer son conditionnement. Pour les conducteurs la meˆme normalisation ne peut pas eˆtre
applique´e. D’une part, parce que le nombre d’onde de la pie`ce est complexe, on ne peut
plus appliquer le de´veloppement du noyau de Green selon la fre´quence. D’autre part, la
matrice d’impe´dance est la somme de deux matrices, de potentiels associe´s a` l’air pour
l’une et a` la pie`ce pour l’autre, dont les ordres de grandeur diffe`rent pour une pie`ce
conductrice. Quand bien meˆme on obtiendrait une normalisation adapte´e aux termes
lie´s a` la pie`ce, elle serait alors diffe´rente de la normalisation adapte´e aux termes lie´s a`
l’air. En conclusion, le fait de se´parer les termes du potentiel simple couche permet d’ob-
tenir des re´sultats pre´cis avec un solveur direct, pour des cas tests impliquant une pie`ce
conductrice, mais le proble`me reste mal conditionne´. Le mauvais conditionnement pour-
rait impacter la pre´cision dans certains cas et interdit l’utilisation de solveurs ite´ratifs.
C’est pourquoi il est ne´cessaire de stabiliser le conditionnement.
Ponde´ration des e´quations relatives a` l’air et a` la pie`ce
La matrice d’impe´dance associe´e a` l’air e´tant d’un ordre de grandeur diffe´rent de celui
de la matrice lie´e a` la pie`ce, il nous semblait alors ne´cessaire de les remettre a` niveau e´gal
comme cela est fait dans la formulation de Mu¨ller [42] et ses variantes [55, 71, 72, 75, 37],
qui consistent a` ponde´rer les e´quations associe´es a` l’air et a` un milieu die´lectrique. Afin
d’e´viter, dans un premier temps, l’e´tude du comportement des termes lie´s a` la pie`ce
(de´pendant de la faible fre´quence et de la conductivite´ e´leve´e), la ponde´ration est choisie
de telle sorte que chaque ligne de la matrice d’impe´dance est lie´e uniquement a` l’air ou
a` la pie`ce. Comme pre´ce´demment, nous obtenons des re´sultats pre´cis pour nos cas tests
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mais la matrice d’impe´dance reste mal conditionne´e.
Sche´ma ite´ratif par blocs
Nous disposons donc toujours d’une formulation relativement pre´cise mais mal condi-
tionne´e, ce qui peut eˆtre un obstacle (a` l’utilisation de solveurs ite´ratifs par exemple). A`
ce stade il apparaˆıt que le mauvais conditionnement est lie´ au proble`me d’e´chelle entre
les termes de la matrice d’impe´dance. Nous avons alors mis en œuvre deux sche´mas
de re´solution ite´rative par blocs via la me´thode de surrelaxation successive (SOR). Le
premier sche´ma teste´ consiste a` conside´rer deux sous proble`mes lie´s aux deux inconnues
J et M pour la formulation ponde´re´e. Seule la matrice lie´e a` l’air est mal conditionne´e.
Comme cette matrice correspond a` la matrice de l’EFIE pour les milieux parfaitement
conducteurs, on peut utiliser le pre´conditionneur multiplicatif de Calderon (CMP) base´
sur les fonctions duales de Buffa-Christiansen (fonctions BC) [9, 3, 1, 58, 70]. Ces fonc-
tions sont Hdiv-conformes mais de forme semblable aux fonctions Hcurl-conformes et
permettent d’avoir une matrice de Gram bien conditionne´e dans le CMP. La me´thode
converge en quelques ite´rations pour certaines configurations mais diverge aux fre´quences
teste´es les plus basses. En effet, nous avons constate´ que la matrice pre´conditionne´e par
le CMP posse`de un conditionnement stable selon la fre´quence jusqu’a` une certaine fre´-
quence seulement. Finalement, nous avons remarque´ que le conditionnement des quatre
sous blocs diagonaux de la formulation LT, lie´s aux inconnues J et M de´compose´es selon
les fonctions Loop et Tree, conserve un conditionnement stable selon la fre´quence pour
les configurations de CND teste´es. C’est pourquoi nous proposons un sche´ma a` quatre
sous blocs re´solu via la me´thode SOR. Les re´sultats obtenus sont satisfaisant puisqu’ils
sont pre´cis en quelques ite´rations et que le conditionnement des matrices associe´es aux
sous proble`mes reste stable. Nous disposons donc maintenant d’un mode`le robuste et
bien conditionne´ pour le calcul des champs primaires dans une gamme de parame`tres
physiques typique du CND.
Formulations quasi-statiques
En paralle`le plusieurs formulations quasi-statiques de la litte´rature de´die´es au mode`le
des courants de Foucault ont e´te´ e´tudie´es. L’approximation quasi-statique est l’approxi-
mation du mode`le de Maxwell en re´gime basse fre´quence pour les pie`ces de forte conduc-
tivite´. Sous cette approximation, la permittivite´ die´lectrique est conside´re´e nulle dans la
pie`ce et dans l’air. Il existe des formulations du mode`le courants de Foucault [52] sou-
vent rencontre´es dans la litte´rature applique´e et pour lesquelles une ou deux inconnues
supple´mentaires (la composante normale des champs e´lectrique et/ou magne´tique) sont
introduites. L’ajout de ces inconnues est lie´ au fait que, lorsque la permittivite´ die´lec-
trique est nulle, il n’est plus permis d’effectuer certaines simplifications des formules de
repre´sentation inte´grale. Ces formulations donnent des re´sultats pre´cis pour un nombre
plus restreint de configurations teste´es que la formulation LT. Une autre formulation
pour le mode`le courants de Foucault, propose´e par Hiptmair [35, 34], revient a` suppri-
mer certains termes du syste`me LT. Cette suppression traduit l’hypothe`se de divergence
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surfacique nulle de la densite´ de courant e´lectrique J. Nous obtenons des re´sultats simi-
laires, en terme de pre´cision et de conditionnement, aux re´sultats que nous avions pour
la formulation LT dans des configurations CF.
De´veloppement asymptotique
Les derniers temps de la the`se ont e´te´ consacre´s a` de´buter une e´tude asymptotique du
proble`me inte´gral de Maxwell [6, 25, 14]. Les premiers re´sultats de cette e´tude permettent
d’e´tablir que la formulation courants de Foucault propose´e par Hitpmair correspond au
premier ordre du de´veloppement asymptotique de la formulation LT. Ces re´sultats m’ont
permis de de´finir une normalisation adapte´e de la matrice de la formulation Hiptmair
et l’on dispose cette fois d’une formulation base´e sur le proble`me courants de Foucault
bien conditionne´e.
Plan du manuscrit
Le manuscrit contient trois parties et sept chapitres.
La premie`re partie du manuscrit se de´compose en trois chapitres de´die´s a` la pre´-
sentation des e´quations inte´grales de l’e´lectromagne´tisme. Le premier chapitre pre´sente
le proble`me de transmission de Maxwell et les diffe´rents mode`les qui le de´crivent. Le
deuxie`me chapitre pre´sente les e´le´ments the´oriques ne´cessaires pour poser les proble`mes
inte´graux surfaciques associe´s aux mode`les du premier chapitre. Ces proble`mes, ainsi
que le proble`me courants de Foucault, sont pre´sente´s dans le troisie`me chapitre.
La deuxie`me partie se de´compose en trois chapitres, pre´sentant la recherche d’un sys-
te`me inte´gral adapte´ aux applications du CND par CF. Le premier chapitre pre´sente la
discre´tisation des diffe´rents proble`mes inte´graux surfaciques pre´sente´s dans la premie`re
partie. Le deuxie`me chapitre pre´sente le proble`me lie´ aux basses fre´quences, la de´compo-
sition de Helmholtz-Hodge qui permet de l’e´viter ainsi que la formulation de Hiptmair
qui peut se de´duire de la de´composition pre´sente´e. Puis, il pre´sente la ponde´ration des
interactions lie´es a` l’air et a` la pie`ce ainsi que les formulations classiquement de´die´es
au mode`le courants de Foucault qui de´couplent ces interactions. Le troisie`me chapitre
pre´sente les sche´mas ite´ratifs par blocs base´s sur une de´composition lie´e a` la physique
du proble`me. Cette partie est e´taye´e par des re´sultats nume´riques commente´s.
La dernie`re partie contient un chapitre pre´sentant les premiers re´sultats de l’analyse
asymptotique des proble`mes inte´graux pre´sente´s. L’ensemble des travaux pre´sente´s dans
le manuscrit a e´te´ imple´mente´ dans une maquette Matlab, a` l’exception des fonctions
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Ce chapitre pre´sente le proble`me de diffraction e´lectromagne´tique. L’e´tude est res-
treinte aux milieux isotropes en re´gime line´aire et harmonique. Apre`s un rappel des
lois fondamentales de l’e´lectromagne´tisme que les e´quations de Maxwell synthe´tisent, le
proble`me de diffraction d’un champ e´lectromagne´tique par une pie`ce homoge`ne dont les
parame`tres physiques sont constants est pre´sente´. Puis les mode`les a` traiter sont donne´s.
Ces mode`les correspondent a` des configurations rencontre´es en CND par CF et sont de
deux types. Le premier correspond au proble`me de Maxwell complet pour la diffraction
par un milieu die´lectrique ou conducteur, qui peut-eˆtre magne´tique. Le second corres-
pond a` l’approximation quasi-statique valide sous certaines hypothe`ses pour les milieux
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conducteurs controˆle´s a` basse fre´quence. L’approximation quasi-statique est valable pour
la plupart des applications vise´es tandis que le proble`me de Maxwell complet est plus
ge´ne´ral.
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1.1 Syste`me de Maxwell dans un milieu line´aire isotrope
1.1 Syste`me de Maxwell dans un milieu line´aire isotrope
1.1.1 E´quations de Maxwell
Soient x = (x1,x2,x3)
ᵀ ∈ R3 la variable d’espace et t ∈ R+ la variable de temps. On
se place dans un ouvert, borne´ ou non, Ω ⊂ R3. Les e´quations de Maxwell pour tout
(x,t) ∈ Ω× R+ sont donne´es par
∇×E(x,t) = −∂tB(x,t),
∇×H(x,t) = ∂tD(x,t) + J(x,t),
∇ ·D(x,t) = ρe(x,t),
∇ ·B(x,t) = 0,
(1.1.1)
avec E le champ e´lectrique, H le champ magne´tique, D le champ d’induction e´lectrique,
B le champ d’induction magne´tique, J la densite´ de courant e´lectrique et ρe la densite´
volumique de charges e´lectriques. Ces e´quations traduisent le fait qu’en pre´sence d’une
densite´ de courant ou de charge e´lectrique des champs e´lectrique et magne´tique sont
induits.
1.1.2 Relations de comportement
Les champs D et E, les champs B et H ainsi que la densite´ de courant J et le champ
E sont lie´s par une relation de comportement. Dans un milieu line´aire et isotrope 1 ces
relations sont, pour tout (x,t) ∈ Ω× R+,
D(x,t) = εd(x) E(x,t),
B(x,t) = µ(x) H(x,t),
J(x,t) = σ(x) E(x,t) + Jinc(x,t),
avec Jinc la densite´ de courant e´lectrique source impose´e (par une bobine en ge´ne´ral), ε
d
la permittivite´ die´lectrique, µ la perme´abilite´ magne´tique et σ la conductivite´ e´lectrique.
Les parame`tres physiques ve´rifient
0 < εd(x) <∞,
0 < µ(x) <∞,
0 ≤ σ(x) <∞.
La densite´ de courant source impose´e Jinc est impose´e a` support compact dans Ωinc ⊂ Ω
et telle que, pour tout (x,t) ∈ Ω× R+,
∇ · Jinc(x,t) = 0.
1. Dans un milieu line´aire anisotrope, D = εE, B = µH et J = σE + Jinc ou` ε est le tenseur
permittivite´ die´lectrique, µ est le tenseur perme´abilite´ magne´tique et σ est le tenseur conductivite´
e´lectrique. Un tenseur T d’ordre 2 est de´fini par T = ΣijT
ij(ai ⊗ aj). La multiplication d’un tenseur T
par un champ vectoriel u est donne´e par Tu = Σi(ΣjT
ijuj)ai pour u = Σjuja
j avec ai · aj = δij . ({ai}
est la base des vecteurs covariants et {aj} la base des vecteurs contravariants.)
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On suppose de plus (cette condition n’est pas ne´cessaire en toute ge´ne´ralite´) que, pour
tout (x,t) ∈ ∂Ωinc × R+,
Jinc(x,t) · n∂Ωinc(x) = 0
ou` n∂Ωinc est la normale unitaire exte´rieure a` Ωinc sur ∂Ωinc.
1.1.3 Syste`me de Maxwell harmonique
On impose que Jinc soit harmonique, de pulsation ω = 2pif fixe´e pour une fre´quence
f strictement positive. Sous la convention s := ±1, les champs s’e´crivent U(x,t) =
< (U(x) · exp(siωt)). La composante spatiale U(x) de U(x,t) sera ge´ne´ralement note´e
U par la suite. Le syste`me de Maxwell (1.1.1) s’e´crit alors sous forme harmonique, pour
tout x ∈ Ω, 






∇ ·D(x) = ρe(x),
∇ ·B(x) = 0.
(1.1.2)
On se donne, de plus, l’e´quation de conservation de la charge
siωρe(x) +∇ · J(x) = 0. (1.1.3)
1.1.4 Notation des parame`tres physiques
Dans le vide, la perme´abilite´ et la permittivite´ sont respectivement donne´es par









est la ce´le´rite´ du vide. A` partir de ces parame`tres on de´finit deux nouvelles grandeurs










Dans un milieu quelconque, la perme´abilite´ et la permittivite´ die´lectrique sont res-
pectivement de´finies par







1.1 Syste`me de Maxwell dans un milieu line´aire isotrope
avec µr la perme´abilite´ relative et ε
d
r la permittivite´ die´lectrique relative. On de´finit de
plus la permittivite´ complexe par




avec εr la permittivite´ complexe relative. Finalement, le nombre et l’impe´dance d’onde















Remarque 1.1.1. Dans la litte´rature le terme permittivite´ peut de´signer la permittivite´
die´lectrique ou la permittivite´ complexe. On trouvera par exemple la notation ε pour la
permittivite´ die´lectrique.
On distingue diffe´rents types de mate´riaux en fonction de la valeur de la conductivite´
et de la permittivite´ :
1. Lorsque σ(x) = 0 et εd(x) > ε0, on dit que le milieu est die´lectrique et la permit-
tivite´ complexe est re´elle et e´gale a` la permittivite´ die´lectrique.
2. Lorsque µ(x) µ0, on dit que le milieu est ferromagne´tique.
3. Lorsque σ(x) > 0, on dit que le milieu est conducteur.





qui de´termine la distance a` l’interface ou` se concentre le courant dans le conducteur. Plus
la conductivite´ est e´leve´e plus l’e´paisseur de peau est faible et donc plus l’amplitude du
champ e´lectrique de´croˆıt rapidement dans le conducteur a` partir de sa surface. On dit
alors qu’il y a atte´nuation, par opposition aux milieux die´lectriques ou` le courant n’est
pas concentre´ dans une zone.
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1.1.5 Unite´s des grandeurs du syste`me de Maxwell
Nom Notation Unite´ Expression en unite´ SI
Champ e´lectrique E V ·m−1 kg ·m ·A−1 · s−3
Champ magne´tique H A ·m−1 A ·m−1
Champ d’induction e´lectrique D C ·m−2 A · s ·m−2
Champ d’induction magne´tique B T kg ·A−1 · s−2
Densite´ de courant e´lectrique J A ·m−2 A ·m−2
Densite´ volumique de charges e´lectriques ρe C ·m−3 A · s ·m−3
Permittivite´ (die´lectrique ou complexe) ε F ·m−1 A2 · s4 · kg−1 ·m−3
Perme´abilite´ magne´tique µ H ·m−1 kg ·m ·A−2 · s−2
Conductivite´ e´lectrique σ S ·m−1 A2 · s3 · kg−1 ·m−3
Pulsation ω rad · s−1 m0 · s−1
Fre´quence f Hz s−1
Nombre d’onde κ rad ·m−1 m0 ·m−1
Impe´dance d’onde η Ω kg ·m2 ·A−2 · s−3
E´paisseur de peau δ m m
Ce´le´rite´ c m · s−1 m · s−1
1.1.6 Condition de rayonnement a` l’infini
Lorsque Ω est un milieu non borne´, les champs E et H satisfont la condition de








(|x|H(x) + E(x)× x) = 0. (1.1.5)
Les champs e´lectromagne´tiques respectant cette condition sont dits rayonnants, c’est-a`-
dire qu’ils sont a` e´nergie finie. D’apre`s [23, thm. 6.6], cela implique que les champs E et













, |x| → +∞. (1.1.7)
Remarque 1.1.2. On introduira dans la suite des champs artificiels, les ondes planes,
qui ne sont plus physiques dans le sens ou` ils ne sont pas rayonnants.
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1.1.7 Loi de Biot-Savart
Dans Ω, si µ et εd sont constants et si σ est nul alors les champs E et H se calculent
selon la loi de Biot-Savart a` partir de la densite´ de courant Jinc [18]. Sous les hypothe`ses

















Par abus d’e´criture, on notera E = BS(Jinc), H = BS(Jinc) ou encore (E,H) = BS(Jinc).
Les champs E et H ainsi de´finis ve´rifient le syste`me harmonique homoge`ne de Max-
well (1.1.2) et sont rayonnants.
1.1.8 Onde plane
Dans Ω, si µ et εd sont constants et si σ et Jinc sont nuls, une solution particulie`re
non rayonnante de (1.1.2) est l’onde plane caracte´rise´e par :
– le nombre d’onde κ du milieu Ω ;
– la direction de l’onde κˆ(φ,θ) donne´e par
κˆ(φ,θ) = −(xˆ cosφ sin θ + yˆ sinφ sin θ + zˆ cos θ),
ou` φ ∈ [0, 2pi[ et θ ∈ [0,pi] ;
– la polarisation de l’onde Eˆ(Eφ,Eθ) donne´e par EˆxEˆy
Eˆz
 = Eθ






ou` (Eφ)2 + (Eθ)2 = 1 et −1 ≤ Eφ, Eθ ≤ 1, [67]. Si Eθ/φ = 1 alors on parle de
polarisation θ/φ.
Sous ces notations, l’onde plane s’exprime
E(x) = Eˆ exp(−siκκˆ · x), (1.1.10)
H(x) = η−1κˆ×E(x). (1.1.11)
Par abus d’e´criture, on notera E = OP(Eˆ,κˆ), H = OP(Eˆ,κˆ) ou encore (E,H) =
OP(Eˆ,κˆ). Les champs E et H ainsi de´finis ve´rifient le syste`me de Maxwell harmonique
(1.1.2) avec Jinc = 0 mais ne sont pas rayonnants.
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1.2 Proble`me de diffraction
Conside´rons maintenant les configurations de CND par CF devant eˆtre mode´lise´es
dans cette e´tude, une bobine simple controˆlant une pie`ce conductrice pouvant eˆtre ma-
gne´tique. Il s’agit d’un proble`me de diffraction e´lectromagne´tique, la bobine excite´e agit
comme une source qui induit des champs e´lectromagne´tiques dans l’air qui sont diffracte´s
par un milieu conducteur (la pie`ce). Dans cette partie nous donnons les e´quations de
Maxwell associe´es a` ce proble`me.
1.2.1 Hypothe`ses
Dans toute la section 1.2 on se place sous les hypothe`ses :
(H0) On conside`re Ω1 ⊂ R3 un polye`dre lipschitzien ouvert et borne´ ainsi que son
comple´mentaire Ω0 := R3 \ Ω1. On suppose que la surface Γ := ∂Ω1 est compacte
et e´quipe´e de la normale unitaire exte´rieure n ∈ L∞(Γ). La configuration est re-
pre´sente´e sur la Figure 1.1.
(H1) On suppose que la permittivite´ die´lectrique, la perme´abilite´ magne´tique et la
conductivite´ e´lectrique sont constantes, positives et non infinies dans Ω1 (ε
d = εd1,
µ = µ1 et σ = σ1) et on assimile Ω0 au vide (µ = µ0, ε









Figure 1.1 – Domaines Ω0, Ω1 et Ωinc.
1.2.2 Champs incidents, diffracte´s et totaux
Dans cette partie, on de´finit dans un premier temps les champs incidents, diffracte´s
et totaux lorsque la source est physique, typiquement une bobine excite´e. Ensuite, on
se place dans le cas des ondes planes incidentes qui permettent le calcul de la section
efficace radar qui est un outil classique de validation.
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Source physique
On se place sous l’hypothe`se :
(H2a) On impose une densite´ de courant e´lectrique source a` support compact dans
Ωinc ⊂ Ω0 ve´rifiant∇·Jinc = 0 et Jinc ·n∂Ωinc = 0 avec Ωinc 6= ∅ et ∂Ωinc∩∂Ω1 = ∅.
Les champs incidents sont les champs induits par Jinc lorsque tout R3 est assimile´ au
vide. Ces champs sont de´finis par
(Einc,Hinc) = BS0(Jinc) dans R3,
ou` l’exposant 0 signifie que les parame`tres physiques µ et κ utilise´s dans (1.1.8) et (1.1.9)
sont les parame`tres associe´s au vide, et ve´rifient le syste`me non homoge`ne{ ∇×Einc + siωµ0Hinc = 0
∇×Hinc − siωε0Einc = Jinc dans R
3, (1.2.1)
ainsi que la condition de Silver-Mu¨ller (1.1.4) ou (1.1.5). On note respectivement Etot et
Htot les champs totaux, e´lectrique et magne´tique, dans R3 qui ve´rifient{ ∇×Etot + siωµHtot = 0
∇×Htot − siωεEtot = Jinc dans R
3, (1.2.2)
ainsi que la condition de Silver-Mu¨ller (1.1.4) ou (1.1.5). Ce syste`me est homoge`ne dans
Ω1 (car Jinc est a` support dans Ωinc ⊂ Ω0) mais non homoge`ne dans Ω0. Notons que
d’apre`s l’hypothe`se (H1), les parame`tres physiques µ et ε ne sont pas constants dans
tout R3 mais le sont dans Ω0 et dans Ω1. On appelle champs diffracte´s les champs Ed et
Hd de´finis par {
Ed = Etot −Einc
Hd = Htot −Hinc dans R
3. (1.2.3)
Ces champs ve´rifient { ∇×Ed + siωµ0Hd = 0
∇×Hd − siωε0Ed = 0 dans Ω0 (1.2.4)
et { ∇×Ed + siωµ1Hd = siω(µ0 − µ1)Hinc
∇×Hd − siωε1Ed = −siω(ε0 − ε1)Hinc dans Ω1 (1.2.5)
ainsi que la condition de Silver-Mu¨ller (1.1.4) ou (1.1.5).
Lorsque l’on souhaite travailler avec des syste`mes homoge`nes, on choisit comme in-
connues les champs Ed et Hd dans Ω0 et les champs Etot et Htot dans Ω1.
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Onde plane incidente
On se place sous l’hypothe`se :
(H2b) Les champs incidents sont des ondes planes, c’est-a`-dire que les champs in-
cidents sont obtenus via (Einc,Hinc) = OP0(Eˆ,kˆ) ou` l’exposant 0 signifie que les
parame`tres physiques η et κ utilise´s dans (1.1.10) et (1.1.11) sont les parame`tres
associe´s au vide. Dans ce cas on impose Jinc = 0.
Ces champs incidents artificiels ne ve´rifient pas la condition de Silver-Mu¨ller (1.1.4)
ou (1.1.5) mais ve´rifient le proble`me (1.2.1) qui est homoge`ne puisque Jinc = 0. Les
champs totaux ne ve´rifient pas non plus la condition de radiation a` l’infini mais ve´rifient
le proble`me homoge`ne (1.2.2). En revanche, les champs diffracte´s de´finis par (1.2.3)
ve´rifient la condition de radiation a` l’infini ainsi que les proble`mes (1.2.4) et (1.2.5).
Lorsque les champs incidents sont des ondes planes il est ne´cessaire de choisir pour
inconnues les champs Ed et Hd dans Ω0 puisque la condition de Silver-Mu¨ller est ne´ces-
saire pour poser le proble`me des e´quations inte´grales surfaciques. Pour avoir un proble`me
homoge`ne on choisit ge´ne´ralement comme inconnues dans Ω1 les champs Etot et Htot.
1.2.3 Conditions de transmission
Les hypothe`ses (H1), (H2a) et (H2b) impliquent qu’il n’y a pas de charge ou de
courant e´lectrique et magne´tique a` la surface Γ. Par conse´quent [59, chap. I], les champs
totaux Etot et Htot ve´rifient les conditions de transmission, a` la surface Γ,
(E0tot −E1tot)× n = 0, (1.2.6)
(H0tot −H1tot)× n = 0, (1.2.7)
(ε0E
0
tot − ε1E1tot) · n = 0, (1.2.8)
(µ0H
0
tot − µ1H1tot) · n = 0. (1.2.9)
L’exposant 0 (respectivement 1) signifie que l’on conside`re le champ pris a` la surface Γ
du coˆte´ Ω0 (respectivement Ω1). De meˆme, les champs incidents Einc et Hinc ve´rifient
les conditions de transmission, a` la surface Γ,
(E0inc −E1inc)× n = 0, (1.2.10)
(H0inc −H1inc)× n = 0, (1.2.11)
(ε0E
0
inc − ε0E1inc) · n = 0, (1.2.12)
(µ0H
0
inc − µ0H1inc) · n = 0, (1.2.13)






inc sur Γ. En effet les champs incidents cor-
respondent aux champs solutions dans l’espace libre et sont donc continus a` la surface Γ.
Remarque 1.2.1. La condition (1.2.7) n’est plus ve´rifie´e si la conductivite´ σ est consi-
de´re´e comme infinie (voir annexe A). Tandis que la condition (1.2.8) est vraie puisque
l’e´quation de conservation de la charge (1.1.3) implique que ρe(x) = 0 (car ∇·Jinc(x) = 0
selon (H2a) et (H2b)).
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1.3 Les mode`les traite´s
A` partir des syste`mes d’e´quations de Maxwell, des conditions de transmission ainsi
que de la condition de rayonnement a` l’infini, il est possible de poser le mode`le de la
diffraction des ondes e´lectromagne´tiques par un milieu homoge`ne, line´aire et isotrope.
Ce mode`le constitue le proble`me que l’on doit re´soudre. Deux cas sont distingue´s. Le
premier sera simplement appele´ proble`me de Maxwell ; il s’agit du mode`le classique pour
les hypothe`ses (H0), (H1) et (H2a) ou (H2b). Le second correspond a` l’approximation
dite courants de Foucault qui constitue une simplification du proble`me de Maxwell sous
certaines hypothe`ses que l’on pre´cisera.
1.3.1 Le proble`me de Maxwell
Le proble`me de Maxwell peut se poser en terme de champ e´lectrique ou en terme
de champ magne´tique, sous la forme d’un proble`me homoge`ne ou non. On obtient ainsi
quatre proble`mes e´quivalents.
Le proble`me non homoge`ne
Plac¸ons-nous sous les hypothe`ses (H0), (H1) et (H2a), les champs totaux, e´lectrique
Etot et magne´tique Htot, ve´rifient (1.2.2). Multiplions la premie`re ligne de (1.2.2) par µ
−1,
puis appliquons l’ope´rateur rotationnel et enfin substituons la deuxie`me ligne de (1.2.2).
On obtient l’e´quation des ondes du second ordre en champ e´lectrique
∇× µ−1∇×Etot − ω2εEtot = −siωJinc dans R3
et comme µ` est constant dans Ω`, ` ∈ {0,1}, on peut e´crire
∇×∇×Etot − κ2`Etot = −siωµ`Jinc dans Ω`. (1.3.1)
De meˆme, multiplions la deuxie`me ligne de (1.2.2) par ε−1, appliquons l’ope´rateur rota-
tionnel et substituons la premie`re ligne de (1.2.2). On obtient l’e´quation des ondes du
second ordre en champ magne´tique
∇× ε−1∇×Htot − ω2µHtot = ∇× (ε−1Jinc) dans R3
et comme ε` est constant dans Ω`, ` ∈ {0,1}, on peut e´crire
∇×∇×Htot − κ2`Htot = ∇× Jinc dans Ω`. (1.3.2)
Les champs Etot et Htot ve´rifient respectivement les conditions de transmission (1.2.6)
et (1.2.7). Ces conditions peuvent s’e´crire en terme de champ magne´tique et e´lectrique,
respectivement, a` partir de (1.2.2) :
(H0tot −H1tot)× n = 0 sur Γ⇔
(
µ−10 ∇×E0tot − µ−11 ∇×E1tot
)× n = 0 sur Γ,
(1.3.3)
(E0tot −E1tot)× n = 0 sur Γ⇔
(
ε−10 ∇×H0tot − ε−11 ∇×H1tot
)× n = 0 sur Γ.
(1.3.4)
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Les e´quations des ondes du second ordre, les conditions de transmission ainsi que
les conditions de radiations a` l’infini (1.1.6) et (1.1.7) ve´rifie´es par les champs totaux
e´lectriques et magne´tiques nous permettent d’e´crire le proble`me harmonique de Maxwell
en champ e´lectrique,

∇×∇×Etot − κ2Etot = −siωµJinc dans Ω0 ∪ Ω1,(
µ−10 ∇×E0tot − µ−11 ∇×E1tot
)× n = 0 sur Γ,






, |x| → +∞,
(1.3.5)
ou en champ magne´tique,

∇×∇×Htot − κ2Htot = ∇× Jinc dans Ω0 ∪ Ω1,(
ε−10 ∇×H0tot − ε−11 ∇×H1tot
)× n = 0 sur Γ,






, |x| → +∞.
(1.3.6)
Apre`s la re´solution du proble`me de Maxwell en champ e´lectrique, respectivement
magne´tique, on peut obtenir le champ magne´tique, respectivement e´lectrique, via les
relations (1.2.2). Ces deux proble`mes ne sont plus ve´rifie´s sous les hypothe`ses (H0),
(H1) et (H2b), c’est-a`-dire lorsque la source est une onde plane, puisque les champs
Etot et Htot ne ve´rifient plus les conditions de radiation a` l’infini. On doit alors re´soudre
le proble`me de Maxwell homoge`ne.
Le proble`me homoge`ne
On se place maintenant sous les hypothe`ses (H0), (H1) et (H2a) ou (H2b). Dans
Ω1, on choisit les champs totaux comme inconnues et on obtient les meˆmes re´sultats
que pour le proble`me non homoge`ne. Dans Ω0 en revanche, on choisit les champs dif-
fracte´s Ed et Hd comme inconnues. Les champs diffracte´s sont de´finis par (1.2.3) et
ve´rifient (1.2.4). Par le meˆme raisonnement que pour les champs totaux du proble`me
non homoge`ne on obtient l’e´quation des ondes du second ordre en champ e´lectrique et
en champ magne´tique :
∇×∇×Hd − κ20Hd = 0 dans Ω0,
∇×∇×Ed − κ20Ed = 0 dans Ω0.
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Par de´finition des champs diffracte´s, les conditions de transmission (1.3.3) et (1.3.4)
s’e´crivent respectivement,
(H0d −H1tot)× n = −H0inc × n sur Γ
⇔ (µ−10 ∇×E0d − µ−11 ∇×E1tot)× n = −(µ−10 ∇×E0inc)× n sur Γ,
(E0d −E1tot)× n = −E0inc × n sur Γ
⇔ (ε−10 ∇×H0d − ε−11 ∇×H1tot)× n = −(ε−10 ∇×H0inc)× n sur Γ.
Finalement, les champs diffracte´s Ed et Hd ve´rifient respectivement les conditions de
radiation a` l’infini (1.1.6) et (1.1.7) et on peut poser le proble`me homoge`ne harmonique
de Maxwell en champ e´lectrique,
∇×∇×Ed − κ20Ed = 0 dans Ω0,
∇×∇×Etot − κ21Etot = 0 dans Ω1,(
µ−10 ∇×E0d − µ−11 ∇×E1tot
)× n = −(µ−10 ∇×E0inc)× n sur Γ,






, |x| → +∞,
(1.3.7)
ainsi que le proble`me homoge`ne harmonique de Maxwell en champ magne´tique,
∇×∇×Hd − κ20Hd = 0 dans Ω0,
∇×∇×Htot − κ21Htot = 0 dans Ω1,(
ε−10 ∇×H0d − ε−11 ∇×H1tot
)× n = −(ε−10 ∇×H0inc)× n sur Γ,






, |x| → +∞.
(1.3.8)
Comme pour le proble`me non homoge`ne, apre`s la re´solution du proble`me de Maxwell
en champ e´lectrique, respectivement magne´tique, on peut obtenir le champ magne´tique,
respectivement e´lectrique, via (1.2.2) et (1.2.4).
1.3.2 L’approximation courants de Foucault
A` basse fre´quence, lorsque la conductivite´ du milieu est e´leve´e, ce qui est le cas des
conducteurs en ge´ne´ral, et que la taille caracte´ristique de Ω1, note´e L, est petite devant
la longueur de l’onde dans le vide λ0 =
c0
f , on peut ne´gliger le courant de de´placement
dans les e´quations de Maxwell et ainsi se ramener a` l’approximation quasi-statique. On
se place sous les hypothe`ses (H0), (H1) et (H2a), auxquelles on ajoute l’hypothe`se :
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σ1µ0ω = O(1). (1.3.10)
Sous ces hypothe`ses, on peut avoir recours au mode`le quasi-statique dit par courants de
Foucault pour lequel on assimile εd a` 0, ce qui revient a` ne´gliger le champ d’induction
e´lectrique D. On a alors
ε0 = 0 ⇒ κ0 = 0,
ε1 = −siσ1
ω
⇒ κ1 = (−siωµ1σ1)1/2 6= 0.
Remarque 1.3.1. L’approximation quasi-statique pre´sente´e ici peut ne plus eˆtre valable
pour certaines ge´ome´tries, par exemple en pre´sence de fente ou de trou [7, Ch.8].
Sous l’approximation courants de Foucault, les champs Etot et Htot ve´rifient le sys-
te`me (1.2.2), les conditions de transmission (1.2.6) et (1.2.7) ainsi que les conditions de
radiation a` l’infini (1.1.6) et (1.1.7). Le proble`me courants de Foucault harmonique pour
les champs Etot et Htot s’exprime donc
∇×Etot + siωµHtot = 0 dans Ω0 ∪ Ω1,
∇×Htot = Jinc dans Ω0,
∇×Htot = σ1Etot dans Ω1,
(E0tot −E1tot)× n = 0 sur Γ,
(H0tot −H1tot)× n = 0 sur Γ,
lim
|x|→+∞
(|x|Etot −Htot × x) = 0.
(1.3.11)
Le champ Etot est de´fini a` un gradient pre`s, du fait de l’hypothe`se (H3), et n’a donc
plus de sens physique. Pour obtenir l’unicite´ de la solution Etot on impose une jauge, en
particulier : { ∇ ·Etot = 0 dans Ω0,´
Γ(Etot · n)dS = 0.
(1.3.12)
Les champs incidents sont de´finis par (Einc,Hinc) = BS0(Jinc) dans R3 avec κ0 = 0, il
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De plus, ils ve´rifient (1.2.1) qui s’e´crit alors{
∇×Einc + siωµ0Hinc = 0 dans Ω0 ∪ Ω1,
∇×Hinc = Jinc dans Ω0 ∪ Ω1.
Comme pre´ce´demment on peut poser le proble`me uniquement en terme de champ e´lec-
trique : 
∇×∇×E = −siωµ0Jinc dans Ω0,
∇×∇×E− κ21E = 0 dans Ω1,(
µ−10 ∇×E0tot − µ−11 ∇×E1tot
)× n = 0 sur Γ,






, |x| → +∞,
(1.3.13)
avec la jauge (1.3.12). Le champ magne´tique peut ensuite se calculer via
Htot = −(siωµ)−1∇×Etot dans Ω0 ∪ Ω1.
On peut ici aussi poser le proble`me en terme de champ magne´tique :
∇×∇×H = ∇× Jinc dans Ω0,




) · n = 0 sur Γ,






, |x| → +∞.
(1.3.14)
Mais on ne dispose plus d’une relation permettant d’obtenir Etot dans Ω0. Par conse´-
quent, l’e´quivalence (1.3.4) n’est plus valable et la relation de saut (1.2.9) doit eˆtre
introduite.
Remarque 1.3.2. Pour l’approximation courants de Foucault, on ne pre´sente que le
proble`me non homoge`ne puisqu’on n’utilisera pas ce mode`le avec pour source une onde
plane. Cependant, le proble`me homoge`ne peut facilement eˆtre pose´ par le meˆme raison-
nement que pour le proble`me de Maxwell.
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1.4 Synthe`se
Dans ce chapitre les diffe´rents proble`mes de Maxwell que l’on souhaite poser sous la
forme d’un syste`me d’e´quations inte´grales de surface ont e´te´ e´nonce´s. Les proble`mes (1.3.5)
et (1.3.6) peuvent se synthe´tiser sous la forme :
∇×∇×Utot − κ20Utot = V dans Ω0,
∇×∇×Utot − κ21Utot = 0 dans Ω1,(
ζ−10 ∇×U0tot − ζ−11 ∇×U1tot
)× n = 0 sur Γ,






, |x| → +∞.
(1.4.1)
On donne dans le tableau ci-dessous le lien entre le proble`me en U et les proble`mes qu’il
synthe´tise :
Proble`me U V ζ`
(1.3.5) E −siωJinc µ`
(1.3.6) H ∇× Jinc ε`
(1.4.2)
De meˆme, les proble`mes (1.3.7) et (1.3.8) peuvent se synthe´tiser sous la forme :
∇×∇×Ud − κ20Ud = 0 dans Ω0,
∇×∇×Utot − κ21Utot = 0 dans Ω0,(
ζ−10 ∇×U0d − ζ−11 ∇×U1tot
)× n = −(ζ−10 ∇×U0inc)× n sur Γ,






, |x| → +∞.
(1.4.3)
Avec les correspondances suivantes :
Proble`me U V ζ`
(1.3.7) E −siωJinc µ`
(1.3.8) H ∇× Jinc ε`
(1.4.4)




V(x′)gκ0(x− x′)dx′ si V 6= 0.
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Et Uinc ve´rifie, d’apre`s (1.2.1), (1.2.10) et (1.2.11),
∇×∇×Uinc − κ20U = V dans Ω0 ∪ Ω1,(∇×U0inc −∇×U1inc)× n = 0 sur Γ,






, |x| → +∞ si V 6= 0.
(1.4.5)
Le proble`me de Maxwell est synthe´tise´ afin de pre´senter la me´thode permettant
de poser les proble`mes surfaciques inte´gral et variationnel. C’est-a`-dire la me´thode des
e´quations inte´grales de surface.
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Ce chapitre pre´sente les outils mathe´matiques ne´cessaires pour poser le proble`me
inte´gral surfacique des e´quations de Maxwell ainsi que sa version variationnelle. Dans
la premie`re section le cadre fonctionnel du proble`me inte´gral surfacique en e´lectroma-
gne´tisme est pose´. Dans la deuxie`me section, les formules de repre´sentation inte´grale
sont pre´sente´es ainsi que leurs traces permettant d’obtenir des e´quations inte´grales de
surface. Dans la troisie`me section, le proble`me inte´gral surfacique est pose´, a` partir des
e´quations inte´grales de surface, sous forme forte et sous forme faible.
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2.1 Espaces fonctionnels et traces
Dans cette section, on se place sous l’hypothe`se (H0) et on pose Ω = Ω0, Ω1 ou R3.
Sauf indication contraire et contrairement a` l’hypothe`se (H0), on de´finit (uniquement
dans cette section) n comme la normale unitaire exte´rieure a` Ω. Les re´sultats pre´sente´s
sont issus des articles [10] et [11] qui traitent le cas du polye`dre lipschitzien. L’article
[12] pre´sente ces meˆmes re´sultats pour le cas plus ge´ne´ral d’un domaine lipschitzien.
En particulier ces articles traitent la de´composition de Helmholtz-Hodge. Le cours [20]
permet une premie`re approche des espaces fonctionnels pour le syste`me de Maxwell.
Enfin, les articles [35] et [34] pre´sentent les re´sultats pour les espaces de Beppo-Levi
introduits en section 2.1.4.
2.1.1 Espaces fonctionnels et traces pour le syste`me de Maxwell
Definition 2.1.1. On de´finit les espaces de Sobolev standards sur Ω, ∀s ∈ R, par
Hsloc(Ω) =
{
U ∈ L2loc(Ω); ∀α tel que α ≤ s,DαU ∈ L2loc(Ω)
}
ou` l’espace L2loc(Ω) est l’espace des fonctions de L
2 localement inte´grables sur Ω et DαU
une de´rive´e partielle de U au sens des distributions. On de´finit de plus les espaces de
Sobolev standards sur Γ, ∀t ∈ [−1,1], par
Ht(Γ) =
{
U |Γ; U ∈ Ht+1/2loc (Ω)
}
.




3, Ht(Γ) := (Ht(Γ))3, H0(Γ) = L2(Γ) = (L2(Γ))3.
Soit d un ope´rateur diffe´rentiel du premier ordre. On de´finit, pour tout s ≥ 0,
Hsloc(d,Ω) := {U ∈Hsloc(Ω); dU ∈Hsloc(Ω)} ,
Hsloc(d0,Ω) := {U ∈Hsloc(Ω); dU = 0} ,
avec dU de´fini au sens des distributions. On simplifie la notation H0 par H et le suffixe
loc est syste´matiquement supprime´ pour les cas ou` Ω est ne´cessairement borne´. On
introduit e´galement les espaces
Hloc(rot
2, Ω) := {U ∈Hloc(rot, Ω);∇×∇×U ∈Hloc(Ω)}
et
Hloc(∆,Ω) := {U ∈ Hloc(Ω); ∆U ∈Hloc(Ω)} .
Proprie´te´ 2.1.1. Sous les hypothe`ses (H1) et ((H2a) ou (H2b)), les champs de´finis
dans la section pre´ce´dente ve´rifient
Etot ∈ Hloc(rot, R3) ∩Hloc(εdiv, R3),
Htot ∈ Hloc(rot, R3) ∩Hloc(µdiv, R3),
Einc ∈ Hloc(rot, R3) ∩Hloc(div, R3),
Hinc ∈ Hloc(rot, R3) ∩Hloc(div, R3).
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De plus, comme µ` et ε` sont constants et non nuls dans Ω`, ` ∈ {0,1}, on a
Etot|Ω` ∈ Hloc(rot2, Ω`) ∩Hloc(div, Ω`),
Htot|Ω` ∈ Hloc(rot2, Ω`) ∩Hloc(div, Ω`),
et donc par de´finition des champs diffracte´s
Ed|Ω0 ∈ Hloc(rot2, Ω0) ∩Hloc(div, Ω0),
Hd|Ω0 ∈ Hloc(rot2, Ω0) ∩Hloc(div, Ω0).
Preuve
Le champ e´lectrique, le champ magne´tique et la densite´ de courant e´lectrique source
impose´e sont localement de carre´ inte´grable. Les appartenances re´sultent des syste`mes
(1.2.1) et (1.2.2) et des e´quations (1.3.1) et (1.3.2). 
Soient U, V ∈ C∞(Ω) = (C∞(Ω))3 et U ∈ C∞(Ω), le the´ore`me de flux-divergence donne
les formules d’inte´gration par parties suivantes :
ˆ
Ω
(∇×V) ·U−V · (∇×U) dx =
ˆ
Γ




(U× n) · n× (V × n) dx, (2.1.1)
ˆ
Ω
(∇ ·U)U + U · (∇U) dx =
ˆ
Γ
U(U · n) dx. (2.1.2)
Remarque 2.1.1. Soit un := U× n, alors un = (n× un)× n.
Ces formules sugge`rent la de´finition des applications γU := U|Γ , γU := U|Γ , γ×U :=
U|Γ × n, γtU := n× (U|Γ × n) et γnU := U|Γ · n.
The´ore`me 2.1.1. On note γU = U|Γ la restriction sur Γ des fonctions U re´gulie`res
de´finies dans Ω. Cette application, appele´e trace standard, peut-eˆtre prolonge´e de fac¸on
unique en une application line´aire, continue et surjective de H1loc(Ω) dans H
1
2 (Γ).
Corollaire 2.1.1. On note γU = U|Γ la restriction sur Γ des champs de vecteurs U
re´guliers de´finis dans Ω. Cette application, appele´e trace standard vectorielle, peut eˆtre




Corollaire 2.1.2. L’application, dite trace normale,
γn : Hloc(div, Ω) 7→ H− 12 (Γ)
U 7→ γU · n,
est line´aire, continue et surjective avec H−
1
2 (Γ) l’espace dual associe´ a` H
1
2 (Γ) par le
produit de dualite´ de´rive´ du produit scalaire de L2(Γ).
29








Figure 2.1 – Normales au bord des faces.










‖ (Γ) := γt(H
1
loc(Ω)).




⊥(Γ) sont les champs de vecteurs surfaciques tangentiels de H
1
2 (Γ) ve´rifiant
(u · nai)|Fi = (u · naj )|Fj sur toutes les areˆtes aij de Γ, avec nai et naj les normales
a` l’areˆte aij prises respectivement dans les faces Fi et Fj, voir figure 2.1. De meˆme,
les champs u ∈ H
1
2
‖ (Γ) sont les champs de vecteurs surfaciques tangentiels de H
1
2 (Γ)
ve´rifiant (u× nai)|Fi = (u× naj )|Fj sur toutes les areˆtes aij de Γ, voir figure 2.1.
The´ore`me 2.1.2. Les traces, dites tangentielles, γ× et γt sont des applications li-
ne´aires, continues et surjectives de H1loc(Ω) dans H
1
2













u˜(xΓ + zn) = u(xΓ)
Figure 2.2 – Voisinage tubulaire.
Definition 2.1.2. Soit u une fonction re´gulie`re sur Γ, on note u˜ la fonction de´finie
dans le voisinage tubulaire Γ de Γ par prolongement constant suivant la normale, voir
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figure 2.2. Soit u un champ tangent de´fini sur Γ, on note u˜ son prolongement dans Γ.
On de´finit alors les ope´rateurs surfaciques [46],
gradΓ(u) := (∇u˜)|Γ ,
divΓ(u) := (∇ · u˜)|Γ ,
rotΓ(u) := ((∇× u˜) · n)|Γ ,
rotΓ(u) := (∇× (u˜n))|Γ ,
∆Γ(u) := divΓgradΓu = −rotΓrotΓu.






























⊥ (Γ) et H
− 1
2







ment, par le produit de dualite´ de´rive´ du produit scalaire de L2(Γ).
Remarque 2.1.3. L’espace H
− 1
2
⊥ (rotΓ, Γ) contient les champs de vecteurs surfaciques
tangentiels u qui satisfont (u×nai)|Fi = (u×naj )|Fj sur toutes les areˆtes aij de Γ, voir
figure 2.1. L’espace H
− 1
2
‖ (divΓ, Γ) contient les champs de vecteurs surfaciques tangentiels
u qui satisfont (u · nai)|Fi = (u · naj )|Fj sur toutes les areˆtes aij de Γ, voir figure 2.1.
The´ore`me 2.1.3. Les traces tangentielles γ× et γt se prolongent dans Hloc(rot, Ω)
par les applications line´aires, continues et surjectives




U 7→ γU× n,




U 7→ n× γ×U.
Soient U, V ∈ C∞(Ω), U ∈ C∞(Ω) et V ∈ C∞(Ω), le the´ore`me de flux-divergence
donne les formules d’inte´gration par parties suivantes :
ˆ
Ω
(∇×V) · (∇×U)−V · (∇×∇×U) dx =
ˆ
Γ
((∇×U)× n) ·V dx,
ˆ
Ω
(∆V )U + (∇V ) · (∇U) dx =
ˆ
Γ
U((∇V ) · n) dx.
Ces formules sugge`rent la de´finition des applications ∂nU := γn ◦ ∇U et γNU := γ× ◦
∇ ×U.
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The´ore`me 2.1.4. Les applications
γN : Hloc(rot




U 7→ γ× ◦ (∇×U),
∂n : Hloc(∆,Ω) 7→ H− 12 (Γ)
U 7→ γn ◦ (∇U).
sont line´aires, continues et surjectives.
Proprie´te´ 2.1.2. On peut montrer les relations entre les traces suivantes,
γn ◦ rot = rotΓ ◦ γt = divΓ ◦ γ× dans Hloc(rot, Ω),
gradΓ ◦ γ = γt ◦ grad dans H1loc(Ω).
Soit γ• une trace quelconque, on notera γ`• la trace relative au domaine Ω` ou` n est la










le saut et la moyenne de γ• a` travers la surface Γ.
2.1.2 Formules d’inte´gration par parties et relations de dualite´
La formule d’inte´gration par parties (2.1.1) s’e´tend a` Hloc(rot, Ω) :
∀(U,V) ∈Hloc(rot, Ω)×Hloc(rot, Ω),
ˆ
Ω
∇×V ·U−V · ∇ ×U dx =
ˆ
Γ
γ×U · γtV dx. (2.1.3)
La formule d’inte´gration par parties (2.1.2) s’e´tend a` Hloc(div, Ω) :
∀(U,U) ∈Hloc(div, Ω)×H1loc(Ω),ˆ
Ω
(∇ ·U)U + U · (∇U) dx =
ˆ
Γ
γU · γnU dx. (2.1.4)
On de´duit de ces formules d’inte´gration par parties que
U ∈Hloc(rot, R3) ⇒ [γ×U]Γ = 0, (2.1.5)
U ∈Hloc(div, R3) ⇒ [γnU]Γ = 0. (2.1.6)
Preuve
Soient U ∈ Hloc(rot, R3) et V ∈ C∞(R3) a` support compact dans R3 et non nulle au
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∇×V ·U−V · ∇ ×U dx +
ˆ
Ω1




γ0×U · γ0tV dx +
ˆ
Γ
γ1×U · γ1tV dx
et donc [γ×U]Γ = 0.
Soient U ∈ Hloc(div, R3) et U ∈ C∞(R3) a` support compact dans R3 et non nulle au








(∇ ·U)U + U · (∇U) dx +
ˆ
Ω1




γ0U · γ0nU dx +
ˆ
Γ
γ1U · γ1nU dx
et donc [γnU]Γ = 0. 
Remarque 2.1.4. A` partir de la proprie´te´ 2.1.1 et des relations (2.1.5) et (2.1.6) on
retrouve les conditions de transmission (1.2.6)-(1.2.9) et (1.2.10)-(1.2.13).
Soient u ∈ H−
1
2
‖ (divΓ, Γ) et v ∈ H
− 1
2
⊥ (rotΓ, Γ), il existe U ∈ Hloc(rot, Ω) et
V ∈ Hloc(rot, Ω) tels que u = γ×U et v = γtV. On de´finit alors l’application duale
sesquiline´aire
〈u , v〉 :=
ˆ
Γ
u · v dx =
ˆ
Ω




‖ (divΓ, Γ) et H
− 1
2
⊥ (rotΓ, Γ) sont des espaces duaux. De meˆme, on
de´finit l’application duale antisyme´trique




‖ (divΓ, Γ) est son propre dual. L’ope´rateur de rotation R est de´fini
par












‖ (divΓ, Γ) (2.1.9)
et forme une isome´trie entre les espaces H
− 1
2
‖ (divΓ, Γ) et H
− 1
2
⊥ (rotΓ, Γ). Soient u ∈
H
1
2 (Γ) et v ∈ H− 12 (Γ), il existe U ∈ H 1loc(Ω) et V ∈ Hloc(div, Ω) tels que u = γU et
v = γnV. On de´finit alors l’application duale sesquiline´aire








(∇ ·V)U + V · (∇U) dx
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pour laquelle H
1
2 (Γ) et H−
1
2 (Γ) sont des espaces duaux.





‖ (divΓ, Γ) et u ∈ H1/2(Γ) on a alors
〈u , gradΓu〉 = −〈divΓu , u〉 1
2
.
2.1.3 De´composition de Helmholtz-Hodge
La de´composition de Helmholtz-Hodge permet de de´composer les champs selon leur
composante a` divergence surfacique nulle et son comple´mentaire. Soit l’espace
H(Γ) :=
{
u ∈ H1(Γ)/R; ∆Γ(u) ∈ H−1/2(Γ)
}
.




‖ (divΓ, Γ) = rotΓ(H




⊥ (rotΓ, Γ) = gradΓ(H
1/2(Γ)/R) + H1/2‖ (Γ).












































‖ (Γ); divΓ(u) = 0
}
.
2.1.4 Espaces de Beppo-Levi
On a vu pre´ce´demment que les champs, e´lectrique et magne´tique, dits physiques
sont a` e´nergie finie. Cependant, sous les hypothe`ses de l’approximation quasi-statique,
l’e´nergie associe´e au champ e´lectrique est seulement mesure´e par son rotationnel et la
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norme L2 du champ n’est plus ne´cessairement borne´e. Dans ce cas les espaces a` poids








2, Ω) := {U ∈Wloc(rot, Ω),∇×∇×U ∈Hloc(Ω)} .
Les de´finitions des traces ainsi que les formules d’inte´gration par parties (2.1.3) et
(2.1.4) e´nonce´es pour Hloc(rot, Ω) et Hloc(rot
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2.2 Repre´sentation inte´grale
Maintenant que l’on a de´fini les espaces fonctionnels, les traces et les formules d’in-
te´gration par parties, les formules de repre´sentation inte´grale peuvent eˆtre pre´sente´es.
On retrouvera ces formules dans [18],[35] et [34]. Dans cette partie, on se place sous
l’hypothe`se (H0) avec Ω0 et Ω1 homoge`nes et l’indice ` ∈ {0,1} est associe´ au milieu Ω`.
2.2.1 Formules de repre´sentation inte´grale
Les formules de repre´sentation inte´grale permettent de calculer les champs, e´lectrique
et magne´tique, dans des milieux homoge`nes a` partir de leurs composantes tangentielles
et normale sur Γ. Ces formules font intervenir le noyau de Green, solution e´le´mentaire de




4pi|x− x′| , x− x
′ 6= 0. (2.2.1)
Les potentiels de simple couche scalaire Ψ`S et vectoriel Ψ
`









u(x′)gκ`(x− x′)dx′, ∀x ∈ R3 \ Γ.
On de´finit de plus le potentiel double couche de Maxwell Ψ`DC par
Ψ`DC(u)(x) := ∇×Ψ`V (u)(x), ∀x ∈ R3 \ Γ






∇Ψ`S(divΓu)(x), ∀x ∈ R3 \ Γ.
Les applications suivantes sont continues :
Ψ`S : H
− 1












‖ (divΓ, Γ) 7→ Hloc(rot2,Ω0 ∪ Ω1).
Les potentiels ve´rifient les relations suivantes, dans R3 \ Γ,
(−∆− κ2` ) Ψ`S = 0, (−∆− κ2` ) Ψ`V = 0,
(∇×∇×−κ2` ) Ψ`DC = 0, (∇×∇×−κ2` ) Ψ`SC = 0.
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De plus, si u ∈H−
1
2
‖ (divΓ, Γ) alors on a l’identite´
∇ ·Ψ`V (u) = Ψ`S(divΓu). (2.2.2)
Preuve
Par de´finition, on a
(−∆− κ2` ) gκ`(x− x′) = δ(x− x′)
avec δ la distribution de Dirac. Par conse´quent, dans R3 \ Γ,
(−∆− κ2` ) Ψ`S = 0,
(−∆− κ2` ) Ψ`V = 0.
A` partir de la de´finition de l’ope´rateur laplacien vectoriel (−∆ = ∇ ×∇ × −∇∇·), on
obtient pour le potentiel double couche de Maxwell, dans R3 \ Γ,
∇×∇×Ψ`DC = ∇× (∇×∇×Ψ`V ) = ∇× (−∆Ψ`V ) = κ2`Ψ`DC .
Finalement, d’apre`s (2.2.2), dans R3 \ Γ,
∇×∇×Ψ`SC = ∇×∇×Ψ`V = ∇∇ ·Ψ`V + κ2`Ψ`V = κ2`Ψ`SC .

A` partir de ces de´finitions on peut e´noncer le the´ore`me de repre´sentation de Stratton-
Chu :
The´ore`me 2.2.1. [60, 5, 15, 23, 61, 18, 35, 34]. Sous l’hypothe`se (H0), soit κ ∈ C tel
que <(κ) ≥ 0 et soit U ∈Hloc(rot,Ω0 ∪ Ω1) satisfaisant ∇ ·U = 0 dans Ω0 ∪ Ω1.
a) Soit V tel que supp(V) ⊂ Ω0 et V ≡ 0 au voisinage de Γ. Si U satisfait ∇ × ∇ ×






|x| → +∞ alors U posse`de la repre´sentation
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Remarque 2.2.1. L’indice ` de κ` n’est pas associe´ a` l’indice du domaine auquel ap-
partient le champ U puisqu’il est possible de conside´rer ∇×∇×U− κ20U = 0 dans Ω1.
Cela arrive en particulier pour les champs incidents.
D’apre`s la proprie´te´ 2.1.2,
divΓ(γ×U) = γn(∇×U), ∀U ∈Hloc(rot, Ω`).










A` partir de cette relation on a le corollaire suivant :
Corollaire 2.2.1. [18],[35],[34]. On reprend les hypothe`ses du the´ore`me 2.2.1.




















Afin de rendre plus compacte l’e´criture de ces formules on introduit les notations
S˜C`(u1,u2,u3) := Ψ`DC(u1) + Ψ`V (u2) +∇Ψ`S(u3),
SC`(u1,u2) := Ψ`DC(u1) + Ψ`SC(u2).
Remarque 2.2.2. On a les relations :
∇×Ψ`DC = ∇×∇×Ψ`V = κ2`Ψ`V +∇∇ ·Ψ`V = κ2`Ψ`SC ,
∇×Ψ`SC = ∇×Ψ`V = Ψ`DC ,
donc, en utilisant (2.2.2) on a
∇× S˜C`(u1,u2,u3) = S˜C`(u2,κ2`u1,divΓu1),
∇× SC`(u1,u2) = SC`(u2,κ2`u1).
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2.2.2 Traces et ope´rateurs inte´graux surfaciques
Afin de poser le proble`me variationnel des e´quations inte´grales de surface il est ne´-
cessaire d’appliquer les traces tangentielles et normale aux formules de Stratton-Chu et
donc aux diffe´rents potentiels qu’elles font intervenir.
The´ore`me 2.2.2. Les ope´rateurs inte´graux de surface
A`× := {γ×Ψ`V }Γ : H
− 1
2




B`× := {γ×Ψ`DC}Γ : H
− 1
2




C˜`× := {γ× ◦ ∇Ψ`S}Γ : H−
1




C`× := {γ× ◦ ∇∇ ·Ψ`V }Γ : H
− 1
2




sont bien de´finis et continus [35],[34].
The´ore`me 2.2.3. Les ope´rateurs inte´graux de surface
A`n := {γnΨ`V }Γ : H
− 1
2
‖ (divΓ, Γ) 7→ H−
1
2 (Γ),
B`n := {γnΨ`DC}Γ : H
− 1
2
‖ (divΓ, Γ) 7→ H−
1
2 (Γ),
C˜`n := {γn ◦ ∇Ψ`S}Γ : H−
1
2 (Γ) 7→ H− 12 (Γ),
C`n := {γn ◦ ∇∇ ·Ψ`V }Γ : H
− 1
2
‖ (divΓ, Γ) 7→ H−
1
2 (Γ),
sont bien de´finis et continus [34].



































) et SC`•,k := γk•(SC`),
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Le potentiel double couche de Maxwell peut s’e´crire





















(n(x) · u(x′))∇′gκ`(x− x′)dx′ −
ˆ
Γ




(n(x) · ∇′gκ`(x− x′))u(x′)dx′.




(n(x) · ∇′gκ`(x− x′))u(x′)dx′
ne converge pas. En revanche, sa valeur principale et son re´sidu existent et l’on a




(n(x) · ∇′gκ`(x− x′))u(x′)dx
= Res(k) + P.V.
ˆ
Γ
(n(x) · ∇′gκ`(x− x′))u(x′)dx′
avec le re´sidu
Res(k) = (−1)k φ
4pi
u(x).
L’angle φ est l’angle solide sous-tendu par Γ. Ici, les bords sont lisses presque partout








DC − γ1×Ψ`DC = −Id.
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De meˆme la trace γn du gradient du potentiel scalaire peut s’e´crire
γkn ◦ ∇Ψ`S(u)(x) = n(x) · ∇
ˆ
Γ
u(x′)gκ`(x− x′)dx′ = −Ik(u)(x),
et la trace γn du gradient de la divergence du potentiel vectoriel peut s’e´crire
γkn ◦ ∇∇ ·Ψ`V (u)(x) = γkn ◦ ∇Ψ`S(divΓu)(x) = −Ik(divΓu)(x).










Les traces des autres potentiels impliquent des inte´grales convergentes sur Γ donc leur
saut est nul.
Pour un potentiel quelconque Ψ et une trace quelconque γ•, k ∈ {0,1}, on a les
identite´s suivantes :
Si [γ•Ψ]Γ = 0 alors γ
k
•Ψ = {γ•Ψ}Γ. (2.2.12)
Si [γ•Ψ]Γ = −Id alors γk•Ψ =
(−1)(k+1)
2
Id + {γ•Ψ}Γ. (2.2.13)
Si [γ•Ψ]Γ = −divΓ alors γk•Ψ =
(−1)(k+1)
2
divΓ + {γ•Ψ}Γ. (2.2.14)
Le tableau ci-dessous associe les traces et les potentiels a` ces relations :
ΨV ΨDC ∇ΨS ∇∇ ·ΨV
γ× (2.2.12) (2.2.13) (2.2.12) (2.2.12)
γn (2.2.12) (2.2.12) (2.2.13) (2.2.14)










× ◦ ∇ ×∇×Ψ`V = κ2`γk×Ψ`V + γk× ◦ ∇∇ ·Ψ`V ),
γkN ◦ ∇Ψ`S = γk× ◦ ∇ ×∇Ψ`S = 0,
γkN ◦ ∇∇ ·Ψ`V = γk× ◦ ∇ ×∇∇ ·Ψ`V = 0.
On en de´duit les relations (2.2.6)-(2.2.11). 
Proprie´te´ 2.2.1. Si u ∈H−
1
2
‖ (divΓ0, Γ) alors
C`×u = 0 et C`nu = 0.
Preuve




C`•u := {γ• ◦ ∇∇ ·Ψ`V }Γ(u) = {γ• ◦ ∇Ψ`S}Γ(divΓu) = 0,
avec • ∈ {×,n}. 
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Proprie´te´ 2.2.2. Soient u ∈ H−
1
2















Ce re´sultat se retrouve par la de´finition (2.1.8) de 〈· , ·〉× et par la proprie´te´ 2.1.2. 
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2.3 Le proble`me inte´gral surfacique
Cette section pre´sente les e´le´ments ne´cessaires pour poser le proble`me inte´gral sous
ses formes forte et faible, a` partir des proble`mes synthe´tise´s dans la conclusion 1.4. Le
champ e´lectromagne´tique est exprime´ en fonction de ses traces, d’apre`s les formules de
repre´sentation inte´grale. Pour obtenir un syste`me d’e´quations inte´grales surfaciques, les
conditions de transmission sont applique´es aux traces de ces formules qui sont ensuite
combine´es line´airement.
2.3.1 Forme forte
A` partir du proble`me non homoge`ne
Sous les hypothe`ses (H0), (H1) et (H2a), soit Utot la solution du proble`me (1.4.1),
Utot ∈ Hloc(rot2,Ω0 ∪ Ω1) et ve´rifie les hypothe`ses du corollaire 2.2.1, on a donc les
formules de repre´sentation inte´grale











L’inconnue Utot ne de´pend que de ses traces γ
0×Utot, γ1×Utot, γ0NUtot et γ
1
NUtot. Pour
obtenir des e´quations inte´grales surfaciques, on applique maintenant la trace exte´rieure

































De meˆme, on applique la trace exte´rieure γ0N a` (2.3.1) et la trace inte´rieure γ
1




























Chapitre 2. Formulation inte´grale des proble`mes
On ne travaille maintenant plus qu’avec les inconnues surfaciques γ0×Utot, γ1×Utot,
γ0NUtot et γ
1












On introduit alors deux nouvelles inconnues repre´sentant les densite´s de courant surfa-
ciques et de´finies par
X× := γ0×Utot = γ1×Utot,
XN := ζ−10 γ0NUtot = ζ−11 γ1NUtot.




‖ (divΓ, Γ). On exprime maintenant γ
0×Utot, γ1×Utot, γ0NUtot et
γ1NUtot en fonction de X× et XN :
γ0×Utot = X×, γ1×Utot = X×,
γ0NUtot = ζ0XN , γ1NUtot = ζ1XN .
On remplace ces inconnues dans (2.3.3)-(2.3.6) puis on divise respectivement (2.3.5) et

















































On somme alors les e´quations (2.3.7) et (2.3.8) puis (2.3.9) et (2.3.10) afin de poser le
proble`me inte´gral a` deux inconnues :




































2.3 Le proble`me inte´gral surfacique
Remarque 2.3.1. On a choisi d’appliquer les traces exte´rieures γ0× et γ0N a` (2.3.1)





























D’apre`s (1.4.5), γ0NUinc = γ
1
NUinc et γ
0×Uinc = γ1×Uinc donc on retrouve (2.3.3) et
(2.3.5). De meˆme, appliquer les traces inte´rieures γ1× et γ1N a` (2.3.2) est e´quivalent a`




























On retrouve bien (2.3.4) et (2.3.6).
A` partir du proble`me homoge`ne
Sous les hypothe`ses (H0), (H1) et (H2a) ou (H2b), soit Ud la solution du pro-













Comme la formule de repre´sentation inte´grale pour l’exte´rieur (2.3.13) est exactement (2.3.2),
en appliquant les traces inte´rieures γ1× et γ1N a` (2.3.13) on retrouve exactement (2.3.4)
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Ces deux e´quations sont respectivement e´quivalentes a` (2.3.3) et (2.3.5). On peut donc
en conclure que l’on obtient le meˆme proble`me inte´gral pour le proble`me de Maxwell
homoge`ne ou non homoge`ne.
Preuve
Montrons que le proble`me (2.3.14)-(2.3.15) est e´quivalent au proble`me (2.3.3)-(2.3.5).





















































Nous allons maintenant prouver ces e´galite´s. Le raisonnement est le meˆme que les champs
incidents soient des champs rayonnants (hypothe`se (H2a)) ou des ondes planes (hypo-





































Sous l’hypothe`se de l’approximation quasi-statique (H3), on ne peut appliquer le
corollaire 2.2.1 puisque κ0 est nul. Cependant, les hypothe`ses du the´ore`me 2.2.1 sont
ve´rifie´es. Ce cas particulier est traite´ dans le chapitre suivant.
2.3.2 Forme faible
Les e´quations du proble`me (2.3.11) sont dans H
− 1
2
‖ (divΓ, Γ) ce qui nous permet,
par la relation de dualite´ 〈· , ·〉×, de les tester dans H
− 1
2
‖ (divΓ, Γ). On obtient ainsi le
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proble`me variationnel :






‖ (divΓ, Γ). (2.3.17)
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Ce chapitre pre´sente diffe´rents syste`mes inte´graux surfaciques pour re´soudre le pro-
ble`me de transmission de Maxwell ainsi que son approximation quasi-statique. La pre-
mie`re partie est consacre´e aux formulations de Maxwell [13]. Dans un premier temps,
les diffe´rentes e´tapes de la mise en place de la formulation la plus classique, commune´-
ment appele´e PMCHWT (Poggio-Miller-Chang-Harrington-Wu-Tsai [38, 33, 39]), sont
de´veloppe´es. Puis deux formulations de´rive´es de cette formulation sont pre´sente´es. La
premie`re consiste a` ponde´rer les contributions des milieux exte´rieur et inte´rieur avant de
poser le proble`me inte´gral sous forme forte. La seconde consiste a` appliquer une de´com-
position de Helmholtz-Hodge aux espaces d’approximation du proble`me inte´gral sous
forme faible. La deuxie`me partie est consacre´e a` la pre´sentation de trois formulations
pour le proble`me quasi-statique courants de Foucault. La premie`re peut eˆtre vu comme
une simplification de la formulation PMCHWT. Les deux autres sont des formulations
qui de´couplent les contributions des diffe´rents milieux mais impliquent la pre´sence d’in-
connues scalaires supple´mentaires par rapport aux formulations pre´ce´dentes.
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3.1 Les formulations pour le proble`me de Maxwell
3.1.1 Une premie`re approche : la formulation PMCHWT
La formulation PMCHWT tient son nom des auteurs Poggio, Miller, Chang, Har-
rington, Wu et Tsai [38, 33, 39]. Il s’agit de la formulation ge´ne´ralement employe´e pour
les milieux die´lectriques ou conducteurs a` haute fre´quence.
A` partir du proble`me de Maxwell en champ e´lectrique non homoge`ne. Sous
les hypothe`ses (H0), (H1) et (H2a), le champ e´lectrique Etot ∈Hloc(rot2,Ω0 ∪Ω1) et
ve´rifie le proble`me de Maxwell non homoge`ne (1.3.5). Ce proble`me peut s’e´crire sous la
forme du proble`me (1.4.1), en respectant les correspondances du tableau (1.4.2). Le cha-
pitre pre´ce´dent pre´sente la proce´dure permettant d’e´crire ce proble`me sous la forme du
proble`me inte´gral (2.3.11) puis du proble`me variationnel (2.3.17). Cette formulation cor-
respond a` la formulation PMCHWT. Le proble`me PMCHWT est ge´ne´ralement exprime´
en fonction des densite´s de courant surfaciques e´lectrique et magne´tique, respectivement
de´finies par








Reprenons le proble`me (2.3.11), les inconnues sont de´finies par
XN := ζ−10 γ0NUtot = ζ−11 γ1NUtot,
X× := γ0×Utot = γ1×Utot,
or ici, Utot = Etot et ζ` = µ` (d’apre`s le tableau (1.4.2)), on a donc pour ` ∈ {0,1},
XN = µ−1` γ`NEtot = −siωγ`×Htot = siωJ,
X× = γ`×Etot = M.
On remplace ces inconnues dans (2.3.11) puis on divise la deuxie`me ligne par −siω.
Comme Hinc = (−siωµ0)−1(∇×Einc), on obtient le proble`me inte´gral
ZX = Y, (3.1.1)
avec
Z = Z0 + Z1, Z` =
















De meˆme, en remplac¸ant dans (2.3.17) on obtient le proble`me variationnel :






‖ (divΓ, Γ). (3.1.2)
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Pour conclure, les champs Etot et Htot se calculent via les formules de repre´sentation
inte´grale
Etot|Ω0 = Einc|Ω0 − SC0(M, siωµ0J) ∈Hloc(rot2,Ω0),
Etot|Ω1 = SC1(M, siωµ1J) ∈H(rot2,Ω1),
Htot|Ω0 = Hinc|Ω0 − SC0(−J, siωε0M) ∈Hloc(rot2,Ω0),
Htot|Ω1 = SC1(−J, siωε1M) ∈H(rot2,Ω1).
(3.1.3)
Ainsi on obtient que re´soudre le proble`me de Maxwell non homoge`ne en champ e´lec-
trique (1.3.5) revient a` re´soudre le proble`me variationnel (3.1.2).
A` partir du proble`me de Maxwell en champ e´lectrique homoge`ne. Sous
les hypothe`ses (H0), (H1) et ((H2a) ou (H2b)), le champ e´lectrique e´gal a` Etot ∈
H(rot2,Ω1) dans Ω1 et a` Ed ∈ Hloc(rot2,Ω0) dans Ω0, ve´rifie le proble`me de Maxwell
homoge`ne (1.3.7). Ce proble`me peut s’e´crire sous la forme du proble`me (1.4.3), en respec-
tant les correspondances du tableau (1.4.4). D’apre`s le chapitre pre´ce´dent, ce proble`me
s’e´crit lui aussi sous la forme du proble`me inte´gral (2.3.11) puis du proble`me variation-
nel (2.3.17). On obtient donc les meˆmes proble`mes inte´gral (3.1.1) et variationnel (3.1.2)
que pour le proble`me de Maxwell en champ e´lectrique non homoge`ne.
A` partir du proble`me de Maxwell en champ magne´tique homoge`ne ou non.
Comme pour le proble`me en champ e´lectrique, on obtient le proble`me variationnel associe´
a` (1.3.6) et (1.3.8) en remplac¸ant dans (2.3.17) les correspondances des tableaux (1.4.2)
et (1.4.4). On retrouve ainsi le meˆme proble`me variationnel (3.1.2) que pre´ce´demment.
Re´sume´
On cherche a` calculer les champs, e´lectrique Etot ∈Hloc(rot2,Ω0∪Ω1) et magne´tique
Htot ∈Hloc(rot2,Ω0 ∪ Ω1). On pose
Etot = E ∈Hloc(rot2,Ω0 ∪ Ω1),
Htot = −(siωµ)−1∇×E ∈Hloc(rot2,Ω0 ∪ Ω1).
L’inconnue est alors le champ E et on pose le proble`me de Maxwell :














, |x| → +∞.
A` partir du proble`me de Maxwell on obtient, via les formules de repre´sentation inte´grale,
E|Ω0 = Einc|Ω0 − SC0(γ0×E,γ0NE),
E|Ω1 = SC1(γ1×E,γ1NE).
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les inconnues sont les densite´s de courants surfaciques J et M. On pose alors le proble`me
inte´gral (forme forte) : si
(
ωµ0A0× + ωµ1A1× + 1ωε0C0× + 1ωε1C1×
)
J +
(B0× + B1×)M = γ0×Einc,
− (B0× + B1×)J + si(ωε0A0× + ωε1A1× + 1ωµ0C0× + 1ωµ1C1×)M = γ0×Hinc.
Afin de re´soudre nume´riquement le proble`me inte´gral, on le pose sous la forme d’un































3.1.2 Les formulations ponde´re´es
Ces formulations consistent a` ponde´rer, par des coefficients, les traces tangentielles
γ× et γN des formules de repre´sentation inte´grale de l’exte´rieur (Ω0) et de l’inte´rieur
(Ω1). La ponde´ration intervient donc sur la formulation forte du proble`me inte´gral.
La formulation PMCHWT s’obtient en sommant (2.3.7) et (2.3.8) d’une part, (2.3.9)
et (2.3.10) d’autre part. En ponde´rant cette somme on obtient une variante plus ge´ne´rale
de la formulation PMCHWT. Pour cela, on va multiplier (2.3.7) par α0, (2.3.8) par α1,
(2.3.9) par β0 et (2.3.10) par β1, avec α0, α1, β0 et β1 des coefficients scalaires constants.
On obtient le proble`me inte´gral :
























L’inconnue X est la meˆme que pour la formulation PMCHWT. Le proble`me variationnel
est donne´ par
〈U , Z(α0,α1,β0,β1)X〉× = 〈U , Y(α0,β0)〉× , (3.1.5)
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Comme pour la formulation PMCHWT, on peut calculer les champs Etot et Htot via (3.1.3) :
Etot|Ω0 = Einc|Ω0 − SC0(M, siωµ0J) ∈Hloc(rot2,Ω0),
Etot|Ω1 = SC1(M, siωµ1J) ∈H(rot2,Ω1),
Htot|Ω0 = Hinc|Ω0 − SC0(−J, siωε0M) ∈Hloc(rot2,Ω0),
Htot|Ω1 = SC1(−J, siωε1M) ∈H(rot2,Ω1).
On note l’apparition des termes de masse α0−α12 Id et
β1−β0
2 Id. Si les coefficients ve´rifient
α0 = α1 = β0 = β1 = 1
ces termes sont nuls et le proble`me inte´gral (3.1.4) est e´quivalent au proble`me inte´gral de
la formulation PMCHWT (3.1.1), c’est-a`-dire que l’on a Z(1,1,1,1) = Z et Y(1,1) = Y.
Par conse´quent, le proble`me variationnel (3.1.5) est e´quivalent au proble`me variationnel
de la formulation PMCHWT (3.1.2).
3.1.3 De´composition de Helmholtz-Hodge
D’apre`s le the´ore`me 2.1.5, un champ u ∈H−
1
2
‖ (divΓ, Γ) peut se de´composer selon




‖ (divΓ0, Γ) et u
T ∈ V c(Γ). L’ensemble V c(Γ) ⊂H−
1
2




‖ (divΓ0, Γ) dansH
− 1
2




‖ (divΓ0, Γ) = {0}.
L’application de la de´composition de Helmholtz-Hodge au proble`me variationnel (3.1.2)
de la formulation PMCHWT, ou plus ge´ne´ralement au proble`me variationnel (3.1.5) de
la formulation ponde´re´e, permet de de´coupler les ope´rateurs A`× et C`×. Ce choix est
ne´cessaire pour la re´solution nume´rique du syste`me discre´tise´ a` basse fre´quence. On de´-
taillera cette affirmation dans la deuxie`me partie du manuscrit portant sur la mise en
œuvre nume´rique.
D’apre`s(3.1.6), on peut de´composer l’espace test ainsi que l’espace des inconnues du











ou` uL,vL,JL et ML appartiennent a` H
− 1
2
‖ (divΓ0, Γ) et u
T ,vT ,JT et MT appartiennent
a` V c(Γ). On utilise ici les exposants L et T en re´fe´rence aux fonctions Loop et Tree
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ge´ne´ralement utilise´es pour les milieux die´lectriques [16]. Le proble`me (3.1.2) de´compose´
s’e´crit alors :
〈ULT , ZLTXLT 〉× = 〈ULT , YLT 〉× , (3.1.7)
∀ULT = (uL,uT ,vL,vT )T ∈ (H−
1
2
‖ (divΓ0, Γ)× V c(Γ))2.
La matrice ZLT est donne´e par ZLT = Z0,LT + Z1,LT avec
Z`,LT =

siωµ`A`× siωµ`A`× B`× B`×
siωµ`A`× siωµ`A`× + siωε`C`× B`× B`×
−B`× −B`× siωε`A`× siωε`A`×
−B`× −B`× siωε`A`× siωε`A`× + siωµ`C`×
 , ` ∈ {0,1}.














De meˆme, le proble`me (3.1.5) de´compose´ s’e´crit :
〈ULT , ZLT (α0,α1,β0,β1)XLT 〉× = 〈ULT , YLT (α0,β0)〉× (3.1.8)
∀ULT = (uL,uT ,vL,vT )T ∈ (H−
1
2






α` 0 0 0
0 α` 0 0
0 0 β` 0


























α0 0 0 0
0 α0 0 0
0 0 β0 0
0 0 0 β0
YLT .
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Les champs Etot et Htot se calculent via (3.1.3) :
Etot|Ω0 = Einc|Ω0 − SC0(ML + MT , siωµ0(JL + JT )) ∈Hloc(rot2,Ω0),
Etot|Ω1 = SC1(ML + MT , siωµ1(JL + JT )) ∈H(rot2,Ω1),
Htot|Ω0 = Hinc|Ω0 − SC0(−JL − JT , siωε0(ML + MT )) ∈Hloc(rot2,Ω0),
Htot|Ω1 = SC1(−JL − JT , siωε1(ML + MT )) ∈H(rot2,Ω1).
(3.1.9)
Lorsque
α0 = α1 = β0 = β1 = 1
on a ZLT (1,1,1,1) = ZLT et YLT (1,1) = YLT . Par conse´quent, le proble`me variation-
nel (3.1.8) est e´quivalent au proble`me variationnel (3.1.7).
Preuve
Montrons les simplifications du proble`me (3.1.7). D’apre`s les proprie´te´s 2.2.1 et 2.2.2 ,
comme uL, vL, JL et ML appartiennent a` H
− 1
2
‖ (divΓ0, Γh), on a, pour ` ∈ {0,1},
C`× (JL) = C`× (ML) =
〈
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3.2 Les formulations pour le proble`me courants de Fou-
cault
Sous l’approximation courants de Foucault, les densite´s de courant surfaciques J et
M sont ne´cessaires mais ne sont plus suffisantes pour le calcul des champs e´lectrique et
magne´tique. En effet, le calcul du champ e´lectrique, respectivement magne´tique, ne´ces-
site de connaˆıtre la trace normale du champ e´lectrique, respectivement magne´tique.
Nous pre´sentons dans cette partie trois formulations de la litte´rature. La premie`re est
propose´e par Hiptmair et al. dans [35, 34] et repose sur le de´couplage du proble`me varia-
tionnel en deux sous proble`mes. Le premier, dont les inconnues sont J et M, est proche
du proble`me variationnel de la formulation obtenue via la de´composition de Helmholtz-
Hodge dans la partie 2.1.3. Le second permet le calcul de la trace normale du champ
e´lectrique. Le champ magne´tique est ensuite calcule´ a` partir du champ e´lectrique. Les
deux autres formulations sont propose´es par Rucker et al. dans [52] et l’une des deux
est reprise par Ming dans sa the`se [40]. Elles consistent a` poser un proble`me inte´gral
dont chaque ligne fait intervenir soit des contributions exte´rieures, soit des contributions
inte´rieures. C’est a` ce titre que l’on parle ici de formulations de´couple´es. Cependant les
diffe´rentes lignes du syste`me restent couple´es par les inconnues surfaciques. Dans le pre-
mier cas, on obtient un proble`me de trois e´quations a` trois inconnues a` partir desquelles
on peut re´soudre une dernie`re e´quation pour obtenir la quatrie`me inconnue. Dans le
second cas on pose et on re´sout un syste`me a` quatre e´quations et quatre inconnues.
3.2.1 Formules de repre´sentation inte´grale
On se place sous les hypothe`ses (H0), (H1), (H2a) ainsi que l’hypothe`se courants
de Foucault (H3). On rappelle que sous ces hypothe`ses les nombres d’onde associe´s a`
l’air et a` la pie`ce prennent les valeurs suivantes :
κ0 = 0,
κ1 = (−siωµ1σ1)1/2 6= 0.
Sous les hypothe`ses (H0), (H1) et (H2a) les champs (Etot,Htot) ∈ Hloc(rot, R3) ×
Hloc(rot, R3) ve´rifient (1.3.5). Lorsque l’on impose de plus l’hypothe`se (H3), l’e´nergie
associe´e au champ e´lectrique est seulement mesure´e par son rotationnel, ce qui impose
Etot ∈Wloc(rot, R3) (cf. partie 2.1.4). Le champ Etot appartient donc a` Wloc(rot, R3)
et on a vu qu’il ve´rifie (1.3.13) avec la jauge (1.3.12). La solution Etot du proble`me
(1.3.13) ve´rifie les hypothe`ses du the´ore`me 2.2.1, on a donc












3.2 Les formulations pour le proble`me courants de Foucault
De meˆme, la solution Htot du proble`me (1.3.14) ve´rifie les hypothe`ses du the´ore`me 2.2.1
donc











Remarque 3.2.1. Comme κ1 6= 0, Etot et Htot ve´rifient l’hypothe`se du corollaire 2.2.1.b
on peut aussi utiliser les expressions simplifie´es de (3.2.2) et (3.2.4) permettant d’expri-
mer la trace scalaire γn a` partir de la trace vectorielle γN . Cependant, cette version
ne nous permet pas de poser toutes les formulations pre´sente´es ici. En revanche, on ne
peut utiliser les versions simplifie´es de (3.2.1) et (3.2.3) car κ0 = 0 sous l’approximation
quasi-statique.
Comme pour le proble`me de Maxwell, on applique diffe´rentes traces aux formules de
repre´sentation inte´grale. A` partir des conditions de transmission, les traces tangentielles
des champs sont remplace´es par les densite´s de courant surfaciques J et M. De meˆme,
la trace normale des champs e´lectrique et magne´tique est remplace´e par les densite´s de




















ce qui implique, d’apre`s (1.3.11),
γ0NEtot = siωµ0J, γ
1
NEtot = siωµ1J.
Comme, Jinc est a` support dans l’ouvert borne´ Ωinc et ∂Ωinc ∩ Γ = ∅ alors, Jinc ≡ 0 au
voisinage de Γ et donc (1.3.11) implique que












Et enfin, comme Jinc ≡ 0 au voisinage de Γ, (1.3.13) implique que ∇×∇×Etot|Ω0 = 0
au voisinage de Γ, on en de´duit, d’apre`s la proprie´te´ 2.1.2 que divΓ(γ
0













Chapitre 3. Tour d’horizon des formulations inte´grales existantes
implique que γ1NE et J appartiennent a` H
− 1
2
‖ (divΓ0, Γ), sous l’approximation quasi-
statique. On notera J = JL ∈ H−
1
2
‖ (divΓ0, Γ) ou le L reprend les notations de la
de´composition en fonctions Loop et Tree. Finalement, comme κ1 6= 0, la proprie´te´ (2.2.5)





NE) = 0. On applique maintenant les traces exte´rieures
γ0×, γ0N et γ
0
n a` (3.2.1) et (3.2.3), les traces inte´rieures γ
1×, γ1N et γ
1
n a` (3.2.2) et (3.2.4).
Ensuite on remplace les traces des champs Etot et Htot par leur expression en fonction
de JL, M, E0n et H0n. On rappelle que d’apre`s la proprie´te´ 2.2.1, C`×JL = 0 et C`nJL = 0
pour ` ∈ {0,1}.
– Les traces exte´rieures γ0×, γ0N et γ
0











+ C˜0× (E0n) , (3.2.5)


















– Les traces inte´rieures γ1×, γ1N et γ
1













(−siωµ1σ1A1× + C1×)M + siωµ1(−12Id + B1×
)
JL, (3.2.9)





– Les traces exte´rieures γ0×, γ0N et γ
0







JL + C˜0× (H0n) , (3.2.11)












– Les traces inte´rieures γ1×, γ1N et γ
1







JL + σ1A1× (M) +
µ0
µ1

























Il est possible d’obtenir diffe´rentes formulations quasi-statiques en combinant ces e´qua-
tions inte´grales de surface.
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3.2 Les formulations pour le proble`me courants de Foucault
3.2.2 La formulation Hiptmair
La formulation propose´e par Hiptmair et al. dans [35, 34] permet de re´soudre un
proble`me variationnel dont les inconnues sont JL et M, puis de re´soudre un deuxie`me
proble`me permettant de calculer E0n a` partir de J
L et M. Ces trois inconnues sont ici
ne´cessaires et suffisantes pour calculer les champs E et H dans Ω0 et Ω1. Le raisonne-
ment pour poser le proble`me inte´gral est similaire a` celui de la formulation PMCHWT.
En effet, on applique les traces γ× et γN aux formules de repre´sentation inte´grale (3.2.1)
et (3.2.2). La diffe´rence par rapport a` la formulation PMCHWT re´side dans le fait que
la formule (3.2.1) ne peut eˆtre simplifie´e puisque κ0 = 0. Ainsi, on voit apparaitre l’in-
connue supple´mentaire E0n et c’est pourquoi on applique la trace γn a` (3.2.1).
Le proble`me inte´gral est pose´ a` partir de la somme des e´quations (3.2.5) et (3.2.8),
de la somme des e´quations (3.2.6) et (3.2.9), respectivement multiplie´es par (siωµ0)
−1
et (siωµ1)
−1, et de l’e´quation (3.2.7). En rappelant que γ0×Hinc = −(siωµ0)−1γ0NEinc,
on obtient le proble`me inte´gral suivant :























) B0× + B1×
−B0× − B1× σ1A1× + siωµ0C0× + siωµ1C1×
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‖ (divΓ0, Γ) et H
− 1
2
‖ (divΓ, Γ), on peut choisir les espaces H
− 1
2




‖ (divΓ, Γ) comme espace test par la relation de dualite´ 〈· , ·〉× ce qui nous donne le
proble`me variationnel suivant〈



















‖ (divΓ0, Γ), la proprie´te´ 2.2.2 implique que〈





Chapitre 3. Tour d’horizon des formulations inte´grales existantes
L’inconnue E0n est donc supprime´e et le proble`me variationnel (3.2.18) devient〈
















L’inconnue E0n est obtenue en un deuxie`me temps par la re´solution de l’e´quation scalaire
du proble`me (3.2.17) que l’on e´crit sous forme variationnelle via le produit de dualite´
〈· , ·〉 1
2
: 〈
































, ∀u ∈ H 12 (Γ).
Finalement on peut calculer les champs Etot et Htot via















3.2.3 Les formulations de´couple´es
Les formulations que nous appelons de´couple´es consistent a` poser un proble`me in-
te´gral dont les inconnues sont JL, M, E0n et H0n qui est compose´ d’e´quations choisies
parmi les traces des formules de repre´sentation inte´grale (3.2.5)-(3.2.16). Contrairement
aux formulations pre´ce´dentes, on ne somme pas ces e´quations ce qui permet de travailler
avec un syste`me dont chaque ligne fait intervenir soit des contributions exte´rieures (Ω0),
soit des contributions inte´rieures (Ω1). On pre´sente ici deux versions de ces formulations
propose´es par Rucker et al. [52]. La premie`re consiste a` poser un premier syste`me dont
les inconnues sont JL, M et H0n ainsi qu’une e´quation d’inconnue E0n qui de´pend des
inconnues du premier syste`me. La re´solution s’effectue donc en deux temps, la re´solution
du syste`me puis la re´solution de l’e´quation. La seconde consiste a` poser et re´soudre le
syste`me dont les inconnues sont JL, M, E0n et H0n.
Une formulation a` trois inconnues
Un premier syste`me est pose´ a` partir des e´quations (3.2.11), (3.2.8) et (3.2.16) qui
font intervenir les inconnues JL, M et H0n. Apre`s la re´solution de ce syste`me on peut
obtenir E0n a` partir de l’e´quation (3.2.7). On pose alors le proble`me inte´gral suivant :
Z˜d1X˜d1 = Y˜d1, (3.2.20)
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[ −12 Id− B0× 0
siωµ1A1× −12 Id + B1×
]
























, Y˜Sd1 = {0} .










)− B0n (M) . (3.2.21)




‖ (divΓ, Γ), on peut choisir l’espace H
− 1
2
‖ (divΓ, Γ) comme espace test par la
relation de dualite´ 〈· , ·〉×. L’e´quation scalaire (Z˜SV1 X˜ V1 + Z˜SS1 X˜ S1 = Y˜S1 ) e´tant dans
H−
1
2 (Γ) on peut choisir l’espace H
1
2 (Γ) comme espace test par la relation de dualite´
〈· , ·〉 1
2
. Ainsi on obtient le proble`me variationnel
〈




〈UV1 , YV1 〉× ,〈















‖ (divΓ, Γ) ,∀US1 = u ∈ H
1
2 (Γ).
Puis (3.2.21) e´tant dans H−
1















v , γ0nEinc − siωµ0A0n
(
JL
)− B0n (M)〉 1
2
, ∀ v ∈ H 12 (Γ).
Finalement on peut calculer les champs Etot et Htot via






(M, siωµ1J,0) ∈W (rot2,Ω1),
Htot|Ω0 = Hinc|Ω0 − S˜C
0
(−J, 0, H0n) ∈Hloc(rot2,Ω0),
Htot|Ω1 = S˜C
1
(−J, σ1M,µ0µ1 H0n) ∈H(rot2,Ω1).
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Une formulation a` quatre inconnues
A` partir des e´quations (3.2.5), (3.2.14), (3.2.13) et (3.2.7), qui font intervenir les
inconnues JL, M, E0n et H0n, on pose le proble`me inte´gral suivant :





















2 Id− B1× σ1A1×
siωµ0A0× 12 Id + B0×
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2 Id + C˜0n 0




























‖ (divΓ, Γ), on peut choisir l’espace H
− 1
2
‖ (divΓ, Γ) comme espace test par la
relation de dualite´ 〈· , ·〉×. Les e´quations scalaires (Z˜SV2 X˜ V2 + Z˜SS2 X˜ S2 = Y˜S2 ) e´tant dans
H−
1
2 (Γ) on peut choisir l’espace H
1
2 (Γ) comme espace test par la relation de dualite´
〈· , ·〉 1
2
. Ainsi on obtient le proble`me variationnel
〈




〈UV2 , YV2 〉× ,〈















‖ (divΓ, Γ) ,∀US2 = (u,v)T ∈ H
1
2 (Γ)×H 12 (Γ).
Finalement on peut calculer les champs Etot et Htot via






(M, siωµ1J,0) ∈W (rot2,Ω1),
Htot|Ω0 = Hinc|Ω0 − S˜C
0
(−J, 0, H0n) ∈Hloc(rot2,Ω0),
Htot|Ω1 = S˜C
1
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La re´solution nume´rique des proble`mes variationnels pre´sente´s au chapitre pre´ce´dent
ne´cessite leur discre´tisation. C’est l’objet de ce chapitre. La premie`re section pre´sente la
discre´tisation de la surface Γ, c’est a` dire son maillage, ainsi que les espaces d’approxi-
mation de´finis sur ce maillage et construits a` partir de fonctions de bases. La deuxie`me




4.1 Espaces d’approximation discrets
4.1.1 Maillage parame´tre´
Un maillage est une approximation Γh de la surface Γ. Pour notre e´tude nous tra-
vaillons avec des maillages conformes de surfaces ferme´es constitue´s d’e´le´ments trian-
gulaires ou quadrilate´raux (mais non ne´cessairement des paralle´logrammes, c’est-a`-dire
non ne´cessairement affines) aux areˆtes droites [29]. Sous l’hypothe`se (H0), la surface Γ
est un polye`dre lipschitzien donc on peut imposer Γh = Γ. Un maillage ferme´ est dit
conforme s’il ve´rifie les deux proprie´te´s suivantes :
– Les inte´rieurs de deux e´le´ments distincts du maillage sont disjoints.
– Toute areˆte d’e´le´ment est une areˆte d’un unique autre e´le´ment distinct.
Dans cette partie nous de´taillons le cas d’un maillage d’ordre quelconque de quadrilate`res,
ce choix e´tant ge´ne´ralement adapte´ a` la discre´tisation des configurations de CND. Le
cas d’un maillage de triangles est cependant traite´ dans l’annexe B. Pour de´finir notre






L’ensemble des e´le´ments du maillage est appele´ triangulation et note´
Th := {K`}`=1,...,Ne .
On note K̂ l’e´le´ment unite´ dans R2 de´fini par le carre´ unitaire [0,1]2 et F` le diffe´omor-
phisme de K̂ dans R3, tel que
∀x ∈ K`,∃! x̂ ∈ K̂ tel que F`(x̂) = x.
Le maillage Γh est donc ge´ne´re´ a` partir de l’e´le´ment unite´ K̂, appele´ e´le´ment de re´-
fe´rence, et des Ne transformations F`. En particulier, nos transformations F` sont des
interpolations de Lagrange de points fixe´s sur chaque e´le´ment du maillage appele´s nœuds
du maillage. Afin de les exprimer explicitement, on introduit la de´finition d’un espace
polynomial et des polynoˆmes de Lagrange :
Definition 4.1.1. On de´finit Qk comme e´tant l’espace des polynoˆmes de´finis sur [0,1] a`






La dimension de l’espace Qk est (k + 1).
Definition 4.1.2. Soient ξk0 ,...,ξ
k
k , k + 1 points de´finis sur [0,1], distincts 2 a` 2. Les






, 0 ≤ j ≤ k.
66
4.1 Espaces d’approximation discrets
Proprie´te´ 4.1.1. Les polynoˆmes de Lagrange ve´rifient les proprie´te´s suivantes :
1. lkj est de degre´ k pour tout j = 0, . . . ,k ;
2. lkj (ξ
k
i ) = δi,j pour tout i,j = 0, . . . ,k ;
3. l’ensemble {lkj }kj=0 forme une base de Qk.
Notons N`ij , 0 ≤ i,j ≤ k, les (k+1)2 nœuds d’un e´le´ment quadrilate´ral K`, on impose





j ) = N
`
ij , 0 ≤ i,j ≤ k.
On note x̂ := (x̂1,x̂2) les coordonne´es sur K̂ dans la base canonique {ê1,ê2} de R2.
La transformation F` d’ordre k, qui a tout point x̂ sur K̂ fait correspondre le point









Pour la suite, nous devons de´finir certaines proprie´te´s du diffe´omorphisme F`. On de´finit







On de´finit de plus la matrice jacobienne
DF` := [∂̂1F`,∂̂2F`],
le jacobien, c’est-a`-dire l’e´le´ment d’inte´gration surfacique sur K`,
J` := ‖∂̂1F` × ∂̂2F`‖




Les sommets du carre´ unite´ sont donne´s par
Ŝ1 = (0,0), Ŝ2 = (1,0),
Ŝ3 = (1,1), Ŝ4 = (0,1).
On note â1 l’areˆte sur laquelle x̂2 = 0, â2 l’areˆte sur laquelle x̂1 = 1, â3 l’areˆte sur
laquelle x̂2 = 1 et finalement, â4 l’areˆte sur laquelle x̂1 = 0 et on oriente les areˆtes dans
le sens direct, on a donc
â1 = (Ŝ1,Ŝ2), â2 = (Ŝ2,Ŝ3),
â3 = (Ŝ3,Ŝ4), â4 = (Ŝ4,Ŝ1),
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Chapitre 4. Discre´tisation
ou` l’ordre d’apparition des sommets donne le sens de l’areˆte, voir figure 4.1. Sur un




i = F`(âi), i = 1 ≤ i ≤ 4.
Les normales unitaires aux areˆtes a`i , dirige´es vers l’exte´rieur de l’e´le´ment, note´es n
`
ai


























Figure 4.1 – Sommets et areˆtes sur l’e´le´ment de re´fe´rence K̂.
La conformite´ du maillage est assure´e par la proprie´te´ suivante :
Proprie´te´ 4.1.2. Soient deux e´le´ments K` et K`′ d’areˆte commune a``′ et de transfor-
mations respectives F` et F`′. Si on choisit ξ
k
0 = 0, ξ
k
k = 1 et si les k + 1 nœuds de
l’arreˆte a``′ sont identiques sur K` et K`′ alors, en tout point x de a``′, de coordonne´es
parame´triques x̂` sur K` et x̂`′ sur K`′, on a
F`(x̂`) = F`′(x̂`′) = x.
Autrement dit, on a co¨ıncidence de l’areˆte entre deux e´le´ments adjacents. Cela est duˆ
au fait que la restriction de chaque transformation F a` une areˆte est un polynoˆme de
Qk, entie`rement de´termine´ par les k+ 1 nœuds place´s sur l’areˆte. Par conse´quent, si l’on
note ∂̂tF` et ∂̂tF`′ les vecteurs tangents (non normalise´s) a` l’areˆte a``′ sur K` et K
′
`,
respectivement, alors on a de plus l’e´galite´
∂tF`(x̂`) = ±∂tF`′(x̂`′),
ou` le signe varie selon l’orientation locale de K` et K`′ .
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Pour notre e´tude nous nous restreignons aux transformations d’ordre k = 1 pour
lesquelles les nœuds sont les sommets des e´le´ments du maillage. Cependant, les re´sultats
pre´sente´s peuvent directement eˆtre e´tendus a` une transformation dordre k > 1. On
note S`i = F`(Ŝi), i = 1 ≤ i ≤ 4, les sommets de l’e´le´ment K` nume´rote´s dans le sens
de parcours direct et de telle sorte que (
−−−→
S1S2 × −−−→S1S4) soit dirige´ vers l’exte´rieur de la
surface ferme´e. La transformation d’ordre k = 1 est obtenue en choisissant
















































Quelques notions de connectique. Sur le maillage Γh on assigne a` chaque sommet
un nume´ro global et on donne la relation
ig = S(il,`)
qui a` tout sommet global Sig ∈ Γh, 1 ≤ ig ≤ NS avec NS le nombre de sommets de Γh,
associe le sommet local S`il = F`(Ŝil), 1 ≤ il ≤ 4, sur l’e´le´ment K`. Les nume´ros des
areˆtes globales de Γh sont donne´s par la relation
jg = A(jl,`)
qui a` toute areˆte globale ajg ∈ Γh, 1 ≤ jg ≤ Na avec Na le nombre d’areˆtes de Γh,
associe l’arreˆte locale a`jl = F`(âjl), 1 ≤ jl ≤ 4, sur l’e´le´ment K`. Soit l’areˆte locale a`l










+1 si g2 > g1,
−1 sinon, (4.1.1)
traduisant la correction de l’orientation locale de l’areˆte a`l sur l’e´le´ment K` qui ne
co¨ıncide pas ne´cessairement avec l’orientation de l’arreˆte globale ag, voir figure 4.2.
4.1.2 Fonctions de base et espaces d’approximation
Pour discre´tiser un proble`me variationnel, l’espace des inconnues ainsi que l’espace
test doivent eˆtre approche´s par un espace discret que l’on appelle espace d’approxima-
tion. Cet espace est un sous espace vectoriel de dimension finie engendre´ par une famille
de fonctions que l’on appelle fonctions de base. Nous donnons ci-apre`s les espaces d’ap-
proximations ne´cessaires pour re´soudre les diffe´rents proble`mes variationnels pre´sente´s
au chapitre pre´ce´dent. Comme pre´ce´demment, les fonctions de base pre´sente´es sont don-
ne´es pour un maillage de quadrilate`res et les fonctions pour un maillage de triangles se
trouvent en annexe B.
L’espace d’approximation de H−
1
2 (Γ) est l’espace de´fini par
Vh0 :=
{
ϕ ∈ H− 12 (Γh); ϕ|K ∈ V̂h0 , ∀K ∈ Th
}
(4.1.2)
avec V̂h0 = Q0 ×Q0. Soit x = F(x̂) ∈ K ⊂ Γh, on de´finit les fonctions de base de Vh0 par
ϕ` ◦ F`(x̂) =
{
ϕ̂(x̂) si x̂ ∈ K`,
0 ailleurs,
ou` la fonction de base ϕ̂ ∈ V̂h0 est de´finie sur l’e´le´ment de re´fe´rence par
ϕ̂(x̂) = 1, x̂ ∈ K̂.
Le support d’une fonction ϕ` associe´e a` un e´le´ment K` est l’e´le´ment K` lui-meˆme. On
appellera ces fonctions, fonctions scalaires, dans la litte´rature on rencontre parfois le
terme de pulse functions [40]. La famille {ϕi}i=1,...,Ne , ou` Ne est le nombre d’e´le´ment K`
du maillage Γh, est alors une base de Vh0 .
L’espace d’approximation de H
− 1
2






‖ (divΓ, Γh); JDF−1u|K ∈ V̂h, ∀K ∈ Th
}
avec
V̂h = (Q1 ×Q0) ê1 ⊕ (Q0 ×Q1) ê2.
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Figure 4.3 – Fonctions Rooftop sur le carre´ de re´fe´rence, associe´es aux areˆtes â1 a` â4
de gauche a` droite puis de haut en bas.
Figure 4.4 – Fonction Rooftop globale associe´e a` une areˆte.
Les fonctions de base û ∈ V̂h sont de´finies sur l’e´le´ment de re´fe´rence par
û1(x̂) = (x̂2 − 1)ê2,
û2(x̂) = x̂1ê1,
û3(x̂) = x̂2ê2,
û4(x̂) = (x̂1 − 1)ê1.
Au sens des moments, les degre´s de liberte´ associe´s a` ces fonctions de base sont de´finis
uniquement sur les areˆtes par Ne´de´lec dans [45]. Par abus de langage, on associe la
fonction ûi a` l’areˆte âi, voir figure 4.3. De la meˆme manie`re, les fonctions de base de















u`j ◦ F`(x̂) =

DF`(x̂)
J`(x̂) ◦ ûj(x̂) sur K`,
0 ailleurs.
Le support d’une fonction globale ui associe´e a` l’areˆte ai est la paire d’e´le´ments par-
tageant cette areˆte, voir figure 4.4. Les fonctions locales u`j sur K` sont donc donne´es
explicitement par
u`1 ◦ F`(x̂) =
1
J`(x̂)(x̂2 − 1) ∂̂2F`(x̂),
u`2 ◦ F`(x̂) =
1
J`(x̂) x̂1 ∂̂1F`(x̂),
u`3 ◦ F`(x̂) =
1
J`(x̂) x̂2 ∂̂2F`(x̂),
u`4 ◦ F`(x̂) =
1
J`(x̂)(x̂1 − 1) ∂̂1F`(x̂).
Les fonctions ui ainsi de´finies imposent la continuite´ normale a` travers les areˆtes du
maillage ([ui · nai ]ai = 0) et sont dites Hdiv-conformes, voir figure 4.5. La famille
{ui}i=1,...,Na , ou` Na est le nombre d’areˆtes du maillage Γh, est alors une base de Vhdiv. Ces
fonctions appartiennent a` la premie`re famille de Ne´de´lec de classe Hdiv [45] et sont appe-
le´es fonctions Rooftop [31] ou fonctions de Raviart-Thomas [50]. L’article de Graglia [32]
de´taille la construction lagrangienne de ces fonctions.
Figure 4.5 – Composantes selon x1 (a` gauche) et x2 (a` droite) d’une fonction Rooftop
globale associe´e a` une areˆte.
L’espace d’approximation de H
− 1
2
⊥ (rotΓ, Γ) est l’espace de´fini par
Vhrot := R(Vhdiv)
ou R est l’ope´rateur de rotation de´fini par (2.1.9). Les fonctions de base de Vhrot associe´es










4.1 Espaces d’approximation discrets
ou`
v`j ◦ F`(x̂) = n` × (u`j ◦ F`)(x̂).
Les fonctions vj ainsi de´finies imposent la continuite´ tangentielle a` travers les areˆtes du
maillage ([vj ×naj ]aj = 0) et sont dites Hrot-conformes. La famille {vi}i=1,...,Na , ou` Na
est le nombre d’areˆtes du maillage Γh, est alors une base de Vhrot.
4.1.3 La de´composition de Helmholtz-Hodge
La de´composition de Helmholtz-Hodge passe par l’introduction des fonctions dites
Loop a` divergence surfacique nulle et de leurs fonctions comple´mentaires dites Tree. Au
niveau discret, cela se traduit par des combinaisons line´aires des fonctions de V̂h sur
l’e´le´ment de re´fe´rence K̂ et des fonctions de Vhdiv sur Γh.








1 0 0 −1
−1 1 0 0
0 −1 1 0
0 0 −1 1









1 1 1 1
]
.
Par abus de langage, on associe les fonctions ûLi aux sommets Ŝi et la fonction û
T a`
l’e´le´ment K̂, voir figures 4.6 et 4.7. Les fonctions de base Loop de Vhdiv associe´es aux








k ◦ F`(x̂) (4.1.5)
avec j le nume´ro local sur l’e´le´ment K` du sommet global Ss. Le support d’une fonction
Loop uLs associe´e a` un sommet s est donc l’ensemble des e´le´ments dont s est un sommet,
voir figure 4.8. Les fonctions Loop ainsi de´finies sont a` divergence surfacique nulle. Les











Le support d’une fonction Tree uT` associe´e a` un e´le´ment K` est donc l’e´le´ment K` ainsi
que l’ensemble des e´le´ments qui lui sont adjacents (e´le´ments qui partagent une areˆte avec
K`), voir figure 4.8.
Soit l’espace d’approximation de H
− 1
2






‖ (divΓ0, Γh); JDF−1u|K ∈ V̂h, ∀K ∈ Th
}
.
La famille {uLi }i=1,...,Ns , avec Ns le nombre de sommets du maillage Γh, est ge´ne´ratrice
de Vhdiv0 mais non libre. Si la surface approche´e Γh est simplement connexe, en suppri-
mant une fonction uL (ge´ne´ralement la fonction associe´e au sommet SNS ), la famille
{uLi }i=1,...,NS−1 est une base de Vhdiv0. De meˆme, la famille {uLi }i=1,...,NS ∪{uTj }j=1,...,Ne ,
avec Ne le nombre d’e´le´ment du maillage Γh, est ge´ne´ratrice de Vhdiv mais non libre. On
rappelle que pour une surface simplement connexe, la formule d’Euler nous donne que
Ne +NS = Na + 2.
En supprimant une fonction uL (ge´ne´ralement la fonction associe´e au sommet SNS ) et
une fonction uT` , telle que le sommet SNs /∈ K`, la famille obtenue est une base de Vhdiv.
On notera Vhcomp l’espace ge´ne´re´ par les fonctions Tree c’est-a`-dire
span(uT1 , . . . ,u
T
Ne−1) = Vhcomp.
On peut ainsi de´finir les matrices L et T qui permettent d’exprimer les fonctions de base








T`,aua, ` = 1, . . . ,Ne − 1. (4.1.8)
Remarque 4.1.1. L’espace Vhdiv0 peut eˆtre construit a` partir des fonctions de base de
l’espace Vh1 , de´fini par
Vh1 :=
{




Vhdiv0 = n× gradΓVh1 .
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Figure 4.6 – Fonctions Loop sur le carre´ de re´fe´rence, associe´es aux sommets Ŝ1 a` Ŝ4
de gauche a` droite puis de haut en bas.
Figure 4.7 – Fonction Tree sur le carre´ de re´fe´rence, associe´e a` l’e´le´ment lui-meˆme.
Figure 4.8 – Fonction Loop globale associe´e a` un sommet (a` gauche) et fonction Tree
globale associe´e a` un e´le´ment (a` droite).
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4.2 Proble`me discret : description et imple´mentation
4.2.1 Discre´tisation d’un proble`me variationnel
Nous pouvons maintenant e´crire la version discre´tise´e des formulations variationnelles
pre´sente´es au chapitre 3. L’ide´e est de chercher a` obtenir une approximation de l’incon-



















∈ Vhdiv × Vhdiv.
Les inconnues X hN et X h× peuvent donc eˆtre exprime´es comme des combinaisons line´aires
des fonctions de base {ub}b=1,...,N (4.1.3) :
X hN (x) =
N∑
b=1




(X×)b ub(x), ∀x ∈ Γh.






‖ (divΓ, Γ) donc
on peut choisir les fonctions de base {ut}t=1,...,N (4.1.3) comme fonctions tests du pro-
ble`me discre´tise´. Ici, les fonctions bases et tests sont donc les meˆmes. Soient
T = (u1, . . . ,uN ,u1, . . . ,uN )
T, B = (u1, . . . ,uN ,u1, . . . ,uN )
T,
le proble`me variationnel (2.3.17) discre´tise´ s’e´crit
ZX = Y (4.2.1)
avec









ZitibXib = Yit , it = 1, . . . ,2N.
Remarque 4.2.1. D’apre`s la de´finition de la relation de dualite´ 〈· , ·〉×, le re´sidu
resh = Y − ZX h
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est orthogonal a` l’espace Vhdiv engendre´ par les fonctions tests {ut}t=1,...,N , c’est-a`-dire
〈T , resh〉× = 0.
Ainsi le syste`me discre´tise´ (4.2.1) correspond au syste`me de la me´thode des moments [39]
et l’espace d’approximation e´tant le meˆme pour les fonctions tests et les fonctions bases,
on parle de variante de Galerkin.
4.2.2 Proble`mes discrets et ope´rateurs matriciels associe´s
Le calcul des ope´rateurs matriciels et des seconds membres de´finis dans cette section
est de´taille´ dans l’annexe C.
Formulation PMCHWT
Le proble`me discret de la formulation PMCHWT (3.1.2) s’e´crit sous forme matri-
cielle :
ZX = Y. (4.2.2)


































Soient {ut}t=1,...,N ⊂ Vhdiv l’ensemble des fonctions tests et {ub}b=1,...,N ⊂ Vhdiv l’ensemble















































































ub(x), ∀x ∈ Γh.
Formulations ponde´re´es
Le proble`me discret des formulations ponde´re´es (3.1.5) s’e´crit sous forme matricielle :
Z(α0,α1,β0,β1)X = Y(α0,β0). (4.2.3)
La matrice Z(α0,α1,β0,β1) est donne´e par
Z(α0,α1,β0,β1) = P0(α0,β0) (Z0 + Z
∗




P`(α`,β`) = diag{α`IdN , β`IdN}, ` ∈ {0,1},


















Le second membre Y(α0,β0) est donne´ par
Y(α0,β0) = P0(α0,β0)Y.
Les coefficients de Z, X et Y ont e´te´ de´taille´s pour le proble`me PMCHWT et l’ope´rateur
matriciel R est de´fini par
(R)tb := 〈ut , R(ub)〉
et est explicite´ en annexe C. On remarque que si α0 = α1 = β0 = β1 = 1, c’est-a`-
dire si les matrices de ponde´ration sont les matrices identite´s, on retrouve le proble`me
matriciel (4.2.2). On a donc Z(1,1,1,1) = Z et Y(1,1) = Y.
78
4.2 Proble`me discret : description et imple´mentation
Formulations avec de´composition Loop-Tree
Le proble`me discret de la formulation de´compose´e (3.1.7) s’e´crit sous forme matri-
cielle :
ZLTXLT = YLT . (4.2.4)
La matrice ZLT est donne´e par








est la matrice de passage de Vhdiv a` Vhdiv0∪Vhcomp et les matrices L et T sont respectivement
























−B`,LL× −B`,LT× siωε`A`,LL× siωε`A`,LT×












ou` les ope´rateurs matriciels ainsi que les seconds membres de´compose´s sont de´taille´s en
annexe C. L’inconnue XLT obtenue est donne´e par







Le proble`me variationnel (3.1.8) de la formulation ponde´re´e et de´compose´e s’e´crit
sous forme matricielle :
ZLT (α0,α1,β0,β1)XLT = YLT (α0,β0) (4.2.6)
avec














YLT (α0,β0) = (diag{PLT ,PLT }) Y(α0,β0) = P0(α0,β0)YLT .
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Les coefficients de ZLT,0, ZLT,1, XLT et YLT ont e´te´ de´taille´s pour le proble`me pre´ce´dent.













et le terme PLTRP
T
LT est explicite´ en annexe C.
La formulation quasi-statique de Hiptmair
Le proble`me discret de la formulation de Hiptmair (3.2.18) s’e´crit sous forme matri-
cielle :
Z˜HX˜H = Y˜H . (4.2.7)
La matrice Z˜H est donne´e par
Z˜H = (diag{L,PLT }) Z˜ (diag{L,PLT })−T






























−B0,LL× −B1,LL× σ1A1,LL× σ1A1,LT×







ou` les ope´rateurs matriciels de´compose´s sont de´taille´s en annexe C. Le second membre
Y˜ et l’inconnue X˜ sont donne´s par


















XE0n = −B0nXM − siωµ0A0nXJL + YE0n .
On rappelle que l’on est ici sous l’approximation quasi-statique donc les ope´rateurs
matriciels ainsi que les seconds membres prennent en compte les simplifications, ε0 = 0
et εd1 = 0, contrairement au proble`mes discrets pour les formulations de Maxwell.
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Les formulations quasi-statiques avec inconnues scalaires
Le proble`me discret de la premie`re formulation quasi-statique de´couple´e (3.2.22)
s’e´crit sous forme matricielle :
Z˜d1X˜d1 = Y˜d1. (4.2.8)























































(I)tsbs := 〈ϕts , ϕbs〉 12



















































ϕbs(x), ∀x ∈ Γh.
Le proble`me discret de la deuxie`me formulation quasi-statique de´couple´e (3.2.24)
s’e´crit sous forme matricielle :
Z˜d2X˜d2 = Y˜d2. (4.2.9)
La matrice Z˜d2 est de´compose´e selon
Z˜d2 =

−12R−B1× σ1A1× µ0µ1 C˜1× 0
siωµ0A
0× −12R + B0× 0 C˜0×
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et les densite´s de courant surfaciques approche´es Jh, Mh, Hh0n et E
h
































ϕbs(x), ∀x ∈ Γh.
On rappelle que l’on est ici sous l’approximation quasi-statique donc les ope´rateurs
matriciels ainsi que les seconds membres font intervenir ε0 = 0 et ε
d
1 = 0 contrairement
au proble`mes discret pour les formulations de Maxwell.
4.2.3 Calcul de la matrice d’impe´dance
Quadrature














Ainsi on se rame`ne a` une inte´grale double sur l’e´le´ment de re´fe´rence que l’on peut































,ω̂b) sont les couples de points et poids de quadrature associe´s aux e´le´-
ments test et base, respectivement.
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La fonction H fait ge´ne´ralement intervenir le noyau de Green de´fini par (2.2.1) :
gκ`(xt − xb) :=
exp(−siκ`|xt − xb|)
4pi|xt − xb| .
Quand les e´le´ments Kt et Kb ne sont pas disjoints, l’inte´grale du noyau de Green ne
peut eˆtre e´value´e pre´cise´ment par une formule de quadrature classique, du fait de sa
singularite´ en ‖xt − xb‖−1 lorsque xt tend vers xb. Cette difficulte´ peut eˆtre surmonte´e
en distinguant trois types d’interactions, de´finies par :
Kt ∩Kb = ∅, interaction disjointe,
Kt = Kb, interaction confondue,
Sinon interaction adjacente (par sommet ou areˆte),
avec Kt et Kb les e´le´ments test et base, respectivement. Le type de quadrature sur les
e´le´ments test et base est de´fini en fonction du type d’interaction.
Interactions disjointes
Par de´finition des interactions lointaines, l’inte´grale Itb est conside´re´e suffisamment
re´gulie`re pour eˆtre estime´e a` l’aide d’une formule de quadrature classique. On opte ici
pour un produit carte´sien de quadratures de Gauss-Legendre a` p points, dont les points
et les poids de quadrature permettent d’inte´grer exactement un polynoˆme de degre´ au
plus (2p − 1) par rapport a` chacune de ses deux variables. Lorsque les e´le´ments test et
base sont disjoints, le noyau de Green varie peu et on utilise une formule de quadrature
a` (2 × 2) points pour l’inte´gration sur l’e´le´ment test et l’e´le´ment base. Ce choix est
raisonnable puisqu’il permet de prendre en compte correctement le degre´ des fonctions
de base.
Interactions adjacentes
Pour les interactions adjacentes par sommet ou par areˆte, on utilise une formule
produit de quadratures de Gauss-Legendre a` (2×2) points pour l’inte´gration sur l’e´le´ment
test. En revanche, pour l’inte´gration sur l’e´le´ment base, on conside`re une formule de
quadrature a` (4× 4) points.
Interactions confondues
Les interactions confondues ne´cessitent d’utiliser une technique particulie`re pour in-
te´grer la singularite´ en ‖xt−xb‖−1. Notre choix s’est porte´ sur une formule de quadrature
a` (4 × 4) points sur les e´le´ments tests associe´e a` une quadrature polaire [54] a` 4 points
selon θ et ρ sur les e´le´ments bases. Cette technique consiste a` associer a` chacun des
points de quadrature xt sur l’e´le´ment test une formule de quadrature en coordonne´es
polaires sur l’e´le´ment base.
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Quadrature polaire




2), l’un des points de quadrature sur l’e´le´ment test Kt. L’e´le´-




2), avec i = 1, . . . ,4, voir figure 4.9.
Plac¸ons nous maintenant sur le triangle de re´fe´rence T̂ de sommets Ŝ1 = (0,0),








j )j=1,...,pρ les points et poids de
quadrature de Gauss-Legendre sur [0,1] selon θ et ρ, respectivement. Les coordonne´es
polaires (θi,ρj) avec i = 1, . . . ,pθ et j = 1, . . . ,pρ des (pθ × pρ) points de quadrature Q̂ij















2 + (1− ξθi )2
est de´finie de telle sorte que les points de coordonne´es (θi,ρ
max
i ) appartiennent au segment
[Ŝ2,Ŝ3]. Les points de quadrature Q̂ij sont ensuite reporte´s sur les quatre triangles Tk
de l’e´le´ment de re´fe´rence K̂ dont les sommets sont nume´rote´s dans le sens direct en
commenc¸ant par leur sommet commun Sq. Soient (xki ,x
k
j ) les coordonne´es carte´siennes
des points de quadrature Qkij d’un triangle Tk de sommets S
k
1 = S






j ) = fk(ρj cos θi,ρj sin θi)
avec
fk(u,v) = (1− u− v)Sk1 + uSk2 + vSk3 ,
voir figure 4.10. Finalement, les poids ωkij associe´s aux points Q
k









Remarque 4.2.2. La me´thode employe´e pour passer outre les proble`mes de singularite´
est raisonnable pour les ge´ome´tries pre´sente´es dans ce manuscrit. En revanche, pour des
ge´ome´tries plus complexes il serait ne´cessaire de distinguer les types d’interactions en

























Figure 4.10 – Points de quadrature polaire sur le triangle de re´fe´rence T̂ pour pρ = 1
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Pour la majeure partie des configurations de CND par CF, la pie`ce est controˆ-
le´e a` basse fre´quence or, la formulation PMCHWT souffre d’un bruit nume´rique pour
cette gamme de fre´quences. Dans une premie`re partie, ce phe´nome`ne est explique´ puis
contourne´ par la de´composition Loop-Tree. Cette de´composition est traditionnellement
employe´e pour les milieux die´lectriques et nous e´tudions ici comment elle se comporte
pour les milieux conducteurs. Puis nous pre´sentons le lien entre le syste`me discret de
la formulation Loop-Tree pour les conducteurs et celui de la formulation de Hiptmair.
Dans une deuxie`me partie, les formulations de la litte´rature qui ponde`rent les e´quations
relatives a` l’air et a` la pie`ce pour les milieux die´lectriques sont pre´sente´es. Nous e´tudions
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ensuite de manie`re empirique des formulations ponde´re´es pour les milieux conducteurs.
Enfin, une troisie`me partie pre´sente les re´sultats obtenus pour les diffe´rentes formulations
pre´sente´es dans ce chapitre sur un cas typique du CND par CF.
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5.1 De´composition de Helmholtz-Hodge et basses fre´quences
5.1.1 Le bruit nume´rique a` basse fre´quence
La formulation PMCHWT est re´pute´e pour eˆtre mise en e´chec lorsque la fre´quence
est trop basse, en anglais on parle de low-frequency breakdown. Ce phe´nome`ne est lie´ a` la
pre´sence d’un bruit nume´rique dans l’e´quation inte´grale en champ e´lectrique (EFIE pour
Electric Field Inte´gral Equation en anglais) qui apparaˆıt lorsque la fre´quence diminue [65,
74, 24, 27, 69, 47, 48]. L’EFIE est une formulation de´die´e aux milieux parfaitement
conducteurs (voir annexe A) qui intervient dans les termes diagonaux ZJJ et ZMM de
la matrice d’impe´dance Z du proble`me PMCHWT discre´tise´ (4.2.2). En effet,
ZJJ = ZJJ0 + Z
JJ
1 ,













Comportement de l’EFIE a` basse fre´quence























avec ut et ub les fonctions tests et bases de´finies par (4.1.3) et ` ∈ {0,1}. Ces inte´grales
font intervenir le noyau de Green dont on rappelle la de´finition,
gκ`(R) :=
exp(−siκ`|R|)
4pi|R| , ` ∈ {0,1}, R = x− x
′.
On parle de basse fre´quence lorsque les parame`tres adimensionnels γ1 et γ2, respective-
ment de´finis par (1.3.9) et (1.3.10), ve´rifient
γ1γ2 = Lκ0 = Lω
√
ε0µ0  1
ou` L est la taille caracte´ristique de Ω1. Ainsi on peut e´crire le de´veloppement limite´ de













On en de´duit que gκ0(R) = O(1) ce qui implique que
siωµ0A
0
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Figure 5.1 – SER bistatique pour une sphe`re PEC (cas test #1.1 avec Nelem = 864) a`
une fre´quence f = 1 Hz (a` gauche) et f = 100 kHz (a` droite).
Il est alors clair qu’a` basse fre´quence le terme en A0× de ZEFIE est dans le bruit nume´-
rique du terme en C0×, il n’est donc de fait pas pris en compte.
Pour le ve´rifier prenons une sphe`re parfaitement conductrice e´claire´e par une onde
plane, qui correspond au cas test #1.1 de l’annexe E, discre´tise´e en 864 quadrilate`res.
La section efficace radar (SER), de´finie et explicite´e en annexe D, est calcule´e par l’EFIE
pour deux fre´quences, l’une conside´re´e comme basse (1 Hz) et l’autre plus e´leve´e (100
kHz), et compare´e au re´sultat analytique obtenu avec les se´ries de Mie 1. La figure 5.1
pre´sente les re´sultats obtenus. On observe qu’a` basse fre´quence le re´sultat ne correspond
pas au re´sultat analytique, tandis qu’a` 100 kHz on a un tre`s bon accord. Ce premier re´-
sultat permet de mettre en avant le phe´nome`ne de low-frequency breakdown pour l’EFIE.
D’autre part, la figure 5.2 pre´sente le conditionnement de la matrice ZEFIE en fonction






ou` Nelem est le nombre d’e´le´ments du maillage de Γh. On rappelle que λ0 = c0/f donc le
parame`tre h/λ0 est proportionnel a` la fre´quence et a` la taille des areˆtes du maillage. La
figure 5.2 pre´sente les re´sultats sur le conditionnement pour une fre´quence f variant de
1 Hz a` 100 MHz (pour faciliter la lecture l’axe des fre´quences a` e´te´ repre´sente´ en haut de
la figure). On observe que le conditionnement de la matrice ZEFIE se de´grade lorsque
la fre´quence diminue ce qui peut aussi eˆtre un frein a` la bonne pre´cision du re´sultat.
1. Le code utilise´ est un code Matlab disponible en ligne [30] et obtenu a` partir de [51, Ch.3].
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Figure 5.2 – Conditionnement de la matrice d’impe´dance pour une sphe`re PEC (cas
test #1.1 avec Nelem = 864).
Comportement de PMCHWT a` basse fre´quence
Milieux die´lectriques. Prenons dans un premier temps le cas des milieux die´lec-
triques, c’est a` dire les milieux pour lesquels σ1 = 0. Dans ce cas on rappelle que l’on a
ε1 = ε
d
1. Ainsi, les blocs diagonaux de la matrice Z sont donne´s par
















et est re´el. A` basse fre´quence, Lκ1 = γ1γ2
√
εdr,1µr,1  1 et on peut e´crire, comme













On en de´duit que gκ1(R) = O(1) ce qui implique que
siωµ1A
1× ∼ siωεd1A1× = O(ω),
si
ωεd1
C1× ∼ siωµ1 C1× = O(ω−1).
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A` basse fre´quence, le comportement des termes diagonaux ZJJ et ZMM de la matrice Z
est donc similaire a` celui de la matrice d’impe´dance de l’EFIE.
Pour le ve´rifier prenons une sphe`re die´lectrique discre´tise´e en Nelem = 864 quadrila-
te`res, avec εdr,1 = 3,0, e´claire´e par une onde plane, qui correspond au cas test #1.2 de
l’annexe E. La SER est calcule´e par la formulation PMCHWT pour deux fre´quences,
f = 1 Hz et f = 1 MHz et compare´e au re´sultat analytique obtenu avec les se´ries de
Mie. La figure 5.3 pre´sente les re´sultats obtenus. Comme pour la sphe`re PEC, on observe
qu’a` basse fre´quence le re´sultat ne correspond pas au re´sultat analytique, tandis qu’a` 1
MHz on a un tre`s bon accord. Quant a` la figure 5.4, elle montre que le conditionnement
de la matrice d’impe´dance pour la sphe`re die´lectrique se de´grade de manie`re similaire a`
celui de la sphe`re PEC quand la fre´quence diminue.


















































Figure 5.3 – SER bistatique pour une sphe`re die´lectrique (cas test #1.2 avec εdr,1 = 3,0
et Nelem = 864) a` une fre´quence f = 1 Hz (a` gauche) et f = 1 MHz (a` droite).
Milieux conducteurs. Si l’on se place sous l’hypothe`se que Ω1 est conducteur, c’est-

















On ne peut donc plus affirmer qu’il tend vers ze´ro quand la fre´quence diminue et on
ne peut plus e´tablir le meˆme de´veloppement limite´ du noyau de Green gκ1 que pour les
milieux die´lectriques. Nous verrons au chapitre 7 comment obtenir un de´veloppement
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EFIE PMCHWT (σ1 = 0) PMCHWT (σ1 = 10 MS/m)
Figure 5.4 – Conditionnement de la matrice d’impe´dance pour une sphe`re PEC (cas
test #1.1 avec Nelem = 864), die´lectrique (cas test #1.2 avec ε
d
r,1 = 3,0) et conductrice
(cas test #1.3 avec εdr,1 = 3,0, σ1 = 10 MS/m et Nelem = 864).
adapte´ pour les milieux conducteurs.
Les re´sultats obtenus pour les milieux conducteurs prouvent toutefois que le low-
frequency breakdown est toujours pre´sent. Prenons la sphe`re conductrice avec εdr,1 = 3,0
et σ1 = 10 MS/m e´claire´e par une onde plane, qui correspond au cas test #1.3 de
l’annexe E, discre´tise´e en 864 quadrilate`res. La figure 5.5 montre en effet que la SER
calcule´e par le proble`me PMCHWT a` f = 1 Hz n’est pas pre´cise contrairement a` la
SER obtenue a` f = 10 kHz. De plus, la figure 5.4 montre que le conditionnement de
la matrice d’impe´dance pour cette sphe`re conductrice se de´grade de manie`re similaire a`
celui de la sphe`re PEC quand la fre´quence diminue.
Remarque 5.1.1. Le manuscrit suit le de´roulement chronologique de la the`se. A` ce
stade de la the`se nous ne connaissions pas encore le comportement de la matrice Z pour
les milieux conducteurs qui, a` notre connaissance, n’est pas de´crit dans la litte´rature.
Cependant ce comportement a e´te´ obtenu plus tard via le de´veloppement asymptotique
du syste`me PMCHWT et est de´crit dans le chapitre 7.
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Figure 5.5 – SER bistatique pour une sphe`re conductrice (cas test #1.3 avec εdr,1 = 3,0,
σ1 = 10 MS/m et Nelem = 864) a` une fre´quence f = 1 Hz (a` gauche) et f = 10 kHz (a`
droite).
5.1.2 De´composition Loop-Tree
Conside´rons le proble`me PMCHWT avec de´composition Loop-Tree (4.2.4) que l’on


























−B`,LL× −B`,LT× siωε`A`,LL× siωε`A`,LT×




Les termes associe´s aux ope´rateurs matriciels A× et C× sont de´couple´s ce qui permet
d’e´viter le bruit nume´rique observe´ lorsque la fre´quence est trop basse. Pour le ve´rifier
reprenons les cas tests #1.2 et #1.3 traite´s pre´ce´demment.
Milieux die´lectriques.
La SER de la sphe`re die´lectrique est calcule´e par le proble`me LT pour deux fre´-
quences, f = 1 Hz et f = 1 MHz et compare´e au re´sultat analytique obtenu avec les
se´ries de Mie. La figure 5.6 montre que l’on a un bon accord des re´sultats meˆme a` la
faible fre´quence f = 1 Hz. En revanche la matrice ZLT reste mal conditionne´e pour les
milieux die´lectriques comme le montre la figure 5.7. Cette figure montre de plus que,
pour les milieux die´lectriques, le conditionnement peut-eˆtre ame´liore´ en normalisant le
syste`me LT [16], on note cette formulation normalise´e LTN. Le syste`me associe´ a` cette
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Figure 5.6 – SER bistatique pour une sphe`re die´lectrique (cas test #1.2 avec εdr,1 = 3,0
et Nelem = 864) a` une fre´quence f = 1 Hz (a` gauche) et f = 1 MHz (a` droite).
formulation est donne´ par
ZLTN ·XLTN = YLTN (5.1.3)
avec
ZLTN = N1 · ZLT ·N2, XLTN = N−12 ·XLT , YLTN = N1 ·YLT .
Les matrices N1 et N2 sont les matrices de normalisation de´finies par
N1 = diag{κ−10 IdNL ,IdNT ,η0κ−10 IdNL ,η0IdNT } (5.1.4)
et
N2 = diag{IdNL ,iκ0IdNT ,η0IdNL ,iη0κ0IdNT } (5.1.5)
ou` NL et NT sont respectivement le nombre de fonctions Loop (4.1.5) et Tree (4.1.6).
Pour comprendre comment cette normalisation permet de stabiliser et d’ame´liorer le
conditionnement de la matrice d’impe´dance ZLT pour les milieux die´lectriques, il est
ne´cessaire d’e´tudier le comportement de cette dernie`re. D’apre`s la remarque C.3.1 de
l’annexe C, on obtient que
BLL× = O(ω2) et BLT× ,BTL× ,BTT× = O(1).
Le comportement des autres termes se de´duit de leur de´veloppement en annexe C ainsi
que du de´veloppement du noyau de Green dans Ω0 (5.1.1) et dans Ω1 (5.1.2). Ainsi on
obtient, a` basse fre´quence (Lκ0  1) :
ZLT =

O(ω) O(ω) O(ω2) O(1)
O(ω) O(ω−1) O(1) O(1)
O(ω2) O(1) O(ω) O(ω)
O(1) O(1) O(ω) O(ω−1)
 .
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PMCHWT (σ = 0) LT (σ = 0) LTN (σ = 0)
PMCHWT (σ = 10 MS/m) LT (σ = 10 MS/m)
Figure 5.7 – Conditionnement de la matrice d’impe´dance pour une sphe`re die´lectrique
(cas test #1.2 avec εdr,1 = 3,0 et Nelem = 864) et conductrice (cas test #1.3 avec ε
d
r,1 =
3,0, σ1 = 10 MS/m et Nelem = 864).


















5.1 De´composition de Helmholtz-Hodge et basses fre´quences
Apre`s normalisation, le syste`me (5.1.3) a le comportement suivant :
O(1) O(ω) O(ω) O(1)
O(ω) O(1) O(1) O(ω)
O(ω) O(1) O(1) O(ω)














Les blocs diagonaux de la matrice d’impe´dance est alors en O(1) et les autres blocs
sont en O(1) ou O(ω), ce qui permet d’ame´liorer son conditionnement. Le mauvais
conditionnement est en effet lie´ aux proble`mes d’e´chelles selon ω entre les blocs de la
matrice d’impe´dance. Le syste`me normalise´ a un conditionnement ame´liore´ qui ne de´pend
plus de la fre´quence, voir figure 5.7. La figure 5.8 montre de plus que le re´sultat reste
pre´cis apre`s la normalisation.


















































Figure 5.8 – SER bistatique pour une sphe`re die´lectrique (cas test #1.2 avec εdr,1 = 3,0
et Nelem = 864) a` une fre´quence f = 1 Hz (a` gauche) et f = 1 MHz (a` droite).
Milieux conducteurs
La SER de la sphe`re conductrice est calcule´e par le proble`me LT pour deux fre´-
quences, f = 1 Hz et f = 10 kHz et compare´e au re´sultat analytique obtenu avec les
se´ries de Mie. La figure 5.9 montre que l’on a un bon accord des re´sultats meˆme a` la
faible fre´quence f = 1 Hz. En revanche la matrice ZLT reste mal conditionne´e pour les
milieux die´lectriques et conducteurs comme le montre la figure 5.7.
5.1.3 Lien entre formulation Loop-Tree et formulation de Hiptmair
Le syste`me discret associe´ a` la formulation propose´e par Hiptmair peut se retrouver a`
partir du proble`me discret de la formulation PMCHWT avec de´composition Loop-Tree.
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Figure 5.9 – SER bistatique pour une sphe`re conductrice (cas test #1.3 avec εdr,1 = 3,0,
σ1 = 10 MS/m et Nelem = 864) a` une fre´quence f = 1 Hz (a` gauche) et f = 10 kHz (a`
droite).
Reprenons le syste`me discret (4.2.4) de la formulation LT donne´ par
ZLTXLT = YLT .



























Finalement si on suppose de plus que ε0 = 0 et ε
d
1 = 0 alors on obtient exactement le
syste`me discret (4.2.7) de la formulation Hiptmair.
5.1.4 Bilan
Dans cette section nous avons vu que la formulation ge´ne´ralement utilise´e pour traiter
le proble`me de transmission d’un milieu conducteur par e´quations inte´grales de surface
souffre d’un bruit nume´rique a` basse fre´quence. Ici, les applications vise´es sont des ap-
plications de controˆle non destructif par courants de Foucault, c’est-a`-dire des milieux
conducteurs e´ventuellement magne´tiques teste´s a` basse fre´quence. C’est pourquoi on
s’inte´resse a` la de´composition Loop-Tree qui est utilise´e dans la litte´rature pour e´viter le
bruit nume´rique a` basse fre´quence avec un milieu die´lectrique. La matrice d’impe´dance
obtenue dans ce cas est alors mal conditionne´e du fait d’un proble`me d’e´chelle entre
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les blocs matriciels. Une normalisation base´e sur la de´pendance selon la fre´quence de
ces blocs est mise en œuvre. Nous avons ici applique´ la de´composition Loop-Tree a` la
formulation PMCHWT lorsque le milieu Ω1 est conducteur et nous avons pu supprimer
le bruit nume´rique a` basse fre´quence. Comme pour les milieux die´lectriques nous avons
obtenu une matrice d’impe´dance mal conditionne´e du fait de l’ordre de grandeur tre`s
diffe´rent entre les blocs matriciels. En revanche, il n’est pas possible de normaliser cette
matrice sur le meˆme principe que pour les milieux die´lectriques. En effet, on ne dispose
pas du comportement de la matrice d’impe´dance pour les milieux conducteurs. De plus,
quand bien meˆme ce comportement serait connu, il est vraisemblablement diffe´rent pour
la matrice Z0 associe´e a` l’air et pour la matrice Z1 associe´e au conducteur. Ainsi il semble
ne´cessaire de pouvoir mettre a` niveau ces deux matrices afin de normaliser leur somme.
Ce choix est appuye´ par l’article de Chu [19], qui est la seule re´fe´rence dont nous avons
connaissance traitant la de´composition LT pour un milieu conducteur, et qui propose
une ponde´ration des contributions Z0,LT et Z1,LT .
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5.2 Ponde´ration des e´quations relatives a` l’air et a` la pie`ce
Nous avons vu dans la section pre´ce´dente que les matrices correspondant aux e´qua-
tions relatives a` l’air et a` la pie`ce ont un comportement diffe´rent. Dans cette partie nous
e´tudions les formulations de la litte´rature qui ponde`rent ces matrices pour les milieux
die´lectriques. Puis nous e´tudions expe´rimentalement des formulations ponde´re´es pour les
milieux conducteurs.
5.2.1 Formulations existantes pour les milieux die´lectriques
Formulation de Mu¨ller


















































Figure 5.10 – SER bistatique pour une sphe`re die´lectrique (cas test #1.2 avec εdr,1 = 3,0
et Nelem = 864) a` une fre´quence f = 1 Hz (a` gauche) et f = 1 MHz (a` droite).
Pour les milieux die´lectriques, la formulation dite de Mu¨ller permet de mettre a`
niveau les blocs diagonaux de la matrice d’impe´dance [42]. Cette formulation revient
a` prendre les matrices de ponde´ration P0(ε0,µ0) et P1(ε
d
1,µ1) dans le proble`me pon-






 siωε`µ`A`× + siωC`× ε`B`× + (−1)`+12 ε`R








Ce choix de coefficients de ponde´ration permet d’avoir des blocs diagonaux de la matrice
d’impe´dance e´gaux. Tout comme la formulation PMCHWT, cette formulation souffre du


















5.2 Ponde´ration des e´quations relatives a` l’air et a` la pie`ce


























Figure 5.11 – Conditionnement de la matrice d’impe´dance pour une sphe`re die´lectrique
(cas test #1.2 avec εdr,1 = 3,0 et Nelem = 864).
Soit le cas test #1.2 de l’annexe E, la sphe`re die´lectrique avec εdr,1 = 3,0 e´claire´e
par une onde plane et discre´tise´e en 864 quadrilate`res. La figure 5.10 montre que la
formulation de Mu¨ller permet d’obtenir la bonne SER a` 1 MHz mais souffre du bruit
nume´rique a` 1 Hz, tout comme la formulation PMCHWT (voir figure 5.3). La figure 5.11
nous montre de plus que le conditionnement de la matrice de la formulation de Mu¨ller
n’est que tre`s peu ame´liore´ par la ponde´ration, si on le compare au conditionnement
de la matrice de la formulation PMCHWT. Le conditionnement des deux formulations
de´pend fortement de la fre´quence.
Remarque 5.2.1. On rencontre parfois dans la litte´rature les matrices de ponde´rations
P0(1,1) et P1(ε
d
r,1,µr,1) qui donnent un proble`me e´quivalent au proble`me pre´sente´ puis-
qu’il revient a` diviser la premie`re ligne du syste`me par ε0 et la deuxie`me ligne par µ0.
Variantes
Il existe dans la litte´rature de nombreuses variantes a` la formulation de Mu¨ller [55,
71, 72, 75, 37] pour les milieux die´lectriques. Ces variantes consistent a` choisir d’autres
coefficients de ponde´ration ou a` choisir l’espace Vhrot comme espace test, c’est a` dire que
l’on fait une rotation selon l’ope´rateur R sur l’espace test classique Vhdiv. En particulier,
101
Chapitre 5. De´composition de Helmholtz-Hodge et ponde´ration des e´quations
relatives a` l’air et a` la pie`ce





















Mie (θθ) NxMu¨ller(-) (θθ) Mie (φφ) NxMu¨ller(-) (φφ)




















Figure 5.12 – SER bistatique pour une sphe`re die´lectrique (cas test #1.2 avec εdr,1 = 3,0
et Nelem = 864) a` une fre´quence f = 1 Hz (a` gauche) et f = 1 MHz (a` droite).
la formulation de Yla¨-Oijala et Taskinen [72] que l’on appellera NxMu¨ller(-) consiste a`
choisir les matrices de ponde´ration P0(ε0,µ0) et P1(−εd1, − µ1) ainsi que l’espace test
Vhrot. Cette formulation de´die´e aux milieux die´lectriques a un conditionnement stable en
fonction de la fre´quence et ne souffre pas du bruit nume´rique a` basse fre´quence.
La figure 5.12 montre que la formulation de NxMu¨ller(-) permet d’obtenir une SER
pre´cise a` 1 MHz comme a` 1 Hz pour la sphe`re die´lectrique. Il n’y a donc plus de bruit
nume´rique a` basse fre´quence. La figure 5.13 met en avant que le conditionnement de
la matrice de la formulation NxMu¨ller(-) est bien plus faible et stable en fonction de
la fre´quence. On retrouve donc pour cette formulation les re´sultats obtenus avec la for-
mulation LTN (de´composition LT et normalisation) pour les milieux die´lectriques, voir
figures 5.7 et 5.8. Ces re´sultats sont lie´s, d’une part, au choix des coefficients et, d’autre
part, au choix de l’espace test. Le choix qui est fait pour les coefficients de ponde´ration
permet de contourner le bruit nume´rique a` basse fre´quence mais aussi d’e´quilibrer la
matrice d’impe´dance. Le choix de l’espace test Vhrot va, quant a` lui, permettre de bien
conditionner les termes extra-diagonaux de la matrice d’impe´dance. En effet, la ponde´ra-
tion entraˆıne l’apparition de l’ope´rateur de rotation R dans les termes extra-diagonaux
qui sont alors mal conditionne´s lorsqu’il sont teste´s dans Vhdiv.
Le roˆle des coefficients. Pour observer l’effet du choix des coefficients inde´pendam-
ment de l’effet du choix de l’espace test, nous introduisons une formulation ponde´re´e
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Figure 5.13 – Conditionnement de la matrice d’impe´dance pour une sphe`re die´lectrique
(cas test #1.2 avec εdr,1 = 3,0 et Nelem = 864).
que l’on note Mu¨ller(-). Cette formulation a pour matrices de ponde´ration les matrices
de la formulation NxMu¨ller(-), P0(ε0,µ0) et P1(−εd1,− µ1), et pour espace test l’espace
Vhdiv. La diffe´rence entre la formulation Mu¨ller(-) et la formulation Mu¨ller re´side donc
uniquement dans le signe des coefficients α1 et β1. Nous allons voir que ce signe permet
d’e´viter le bruit nume´rique a` basse fre´quence. Pour cela, reprenons la sphe`re die´lectrique.
La figure 5.14 montre que la formulation Mu¨ller(-) permet d’obtenir une SER pre´cise de`s
100 Hz, contrairement a` la formulation Mu¨ller. On note toutefois que pour une fre´quence
de 1 Hz on observe un e´cart significatif entre la formulation Mu¨ller(-) et le re´sultat ana-
lytique pour la polarisation φφ, ce qui nous indique que le choix de l’espace test Vhdiv
n’est pas optimal. Cela est confirme´ par la figure 5.15 qui montre, bien qu’il soit meilleur
que celui de la formulation Mu¨ller, que le conditionnement de la formulation Mu¨ller(-)
est instable selon la fre´quence.
Nous allons montrer pourquoi le choix des coefficients de ponde´ration permet d’e´viter
le bruit nume´rique. Pour cela nous e´tudions le comportement selon la fre´quence des blocs
diagonaux ZJJ(ε0,µ0,−εd1,−µ1) et ZMM (ε0,µ0,−εd1,−µ1) des formulations NxMu¨ller(-)
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et Mu¨ller(-). Ces blocs sont donne´s par












Comme Ω1 est un milieu die´lectrique, κ0 et κ1 sont re´els et le de´veloppement limite´ des
noyaux de Green gκ0 et gκ1 est donne´ par (5.1.1) et (5.1.2). Ainsi, le comportement des
ope´rateurs A0× et A1× est donne´ par
A0× = O(1) et A1× = O(1).











(∇gκ0(x− x′)−∇gκ1(x− x′)) dx′dx
avec ub ∈ Vhdiv et, ut ∈ Vhdiv pour la formulation Mu¨ller(-) ou ut ∈ Vhrot pour la formulation



























Comme κ` = ω
√
ε`µ`, ` ∈ {0,1}, alors












Les blocs diagonaux de la matrice d’impe´dance ne souffrent donc pas du bruit nume´-
rique a` basse fre´quence. E´tudions maintenant le comportement des blocs extra-diagonaux
ZJM (ε0,µ0,− εd1,− µ1) et ZMJ(ε0,µ0,− εd1,− µ1) donne´s par








D’apre`s le de´veloppement des ope´rateurs B× et R donne´ en annexe C ainsi que le
de´veloppement limite´ du gradient de gκ0 et gκ1 donne´ par (C.3.1),
ZJM (ε0,µ0,− εd1,− µ1) = O(1) et ZMJ(ε0,µ0,− εd1,− µ1) = O(1).
Ainsi la matrice globale ve´rifie




et sa diagonale est donc bien e´quilibre´e selon la fre´quence.
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Mie (θθ) Mu¨ller(-) (θθ) Mu¨ller (θθ)
Mie (φφ) Mu¨ller(-) (φφ) Mu¨ller (φφ)
Figure 5.14 – SER bistatique pour une sphe`re die´lectrique (cas test #1.2 avec εdr,1 = 3,0
et Nelem = 864) a` une fre´quence f = 1 Hz (a` gauche) et f = 100 Hz (a` droite).
Le roˆle de l’espace test. Le choix de l’espace test Vhrot plutoˆt que Vhdiv permet d’ame´-
liorer le conditionnement des termes extra-diagonaux. On peut remarquer que ces termes
correspondent a` la MFIE, c’est-a`-dire a` l’e´quation inte´grale en champ magne´tique ou
Magnetic Field Integral Equation en anglais. La MFIE est une formulation de´die´e aux
milieux parfaitement conducteurs (voir annexe A) qui souffre d’un mauvais conditionne-





D’apre`s le calcul de R donne´ en annexe C, si les fonctions tests et les fonctions bases
sont les fonctions Rooftop (4.1.3) de Vhdiv alors
(R)ii = 〈ui , R(ui)〉 =
ˆ
Γh
ui(x) · (ui(x)× n)dx = 0.
C’est-a`-dire que la diagonale de l’ope´rateur R est nulle. Si on choisit maintenant les
fonctions de Vhrot (4.1.4) comme fonctions tests, c’est-a`-dire les fonctions n × ui, on
obtient que
(R)ii := 〈n× ui , R(ui)〉 =
ˆ
Γh




ui(x) · ui(x)dx 6= 0
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Figure 5.15 – Conditionnement de la matrice d’impe´dance pour une sphe`re PEC (cas
test #1.1 avec Nelem = 864) et une sphe`re die´lectrique (cas test #1.2 avec ε
d
r,1 = 3,0 et
Nelem = 864).
et donc que la diagonale de R n’est plus nulle. Cette formulation que l’on note NxMFIE
est introduite par Ergul et Gurel dans [28]. Pour le ve´rifier prenons une sphe`re par-
faitement conductrice e´claire´e par une onde plane, qui correspond au cas test #1.1 de
l’annexe E, et discre´tise´e en 864 quadrilate`res. La figure 5.16 montre que la NxMFIE est
pre´cise, meˆme a` basse fre´quence, alors que la MFIE ne parvient pas a` calculer la SER,
meˆme a` 10 kHz. La figure 5.15 confirme que la NxMFIE est bien mieux conditionne´e
que la MFIE.
Bilan. Finalement, on peut conclure que la formulation NxMu¨ller(-), de´die´e aux mi-
lieux die´lectriques, permet d’e´viter le bruit nume´rique a` basse fre´quence et d’e´quilibrer
la matrice par un bon choix de coefficients de ponde´ration. Cette ponde´ration implique
l’apparition des termes de masse repre´sente´s par l’ope´rateur R qui induit un mauvais
conditionnement des blocs extra-diagonaux mais aussi de la matrice globale pour l’espace
test Vhdiv. Le choix de l’espace test Vhrot permet de stabiliser ce conditionnement.
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Figure 5.16 – SER bistatique pour une sphe`re PEC (cas test #1.1 avec Nelem = 864)
a` une fre´quence f = 1 Hz (a` gauche) et f = 10 kHz (a` droite).
5.2.2 Formulations pour les milieux conducteurs
Une premie`re formulation
A` ce stade de la the`se nous ne maˆıtrisions pas le comportement du gradient du noyau
de Green associe´ a` un milieu conducteur (nous l’avons obtenu par la suite et il sera donne´
au chapitre 7). D’apre`s le chapitre 7, le premier terme du de´veloppement du gradient
du noyau de Green associe´ a` un milieu conducteur n’est pas e´gal au premier terme du
de´veloppement du gradient du noyau de Green associe´ a` l’air. Cela ne nous permet donc
pas d’obtenir une formulation e´quivalente a` la formulation NxMu¨ller(-) pour les milieux
conducteurs. Dans la litte´rature, le seul article proposant une formulation pour le pro-
ble`me de Maxwell permettant de traiter le cas des conducteurs a` basse fre´quence est
l’article de Chu et Chew [19]. La formulation propose´e par Chu correspond au proble`me
ponde´re´ et de´compose´ (4.2.6) pour lequel on choisit des coefficients de ponde´ration diffe´-
rents pour les e´quations selon qu’elles sont teste´es par des fonctions Loop ou Tree. Ainsi,











tandis que la matrice de ponde´ration P0 des e´quations associe´es a` l’air est l’identite´.
Reprenons la sphe`re conductrice (εdr,1 = 3,0 et σ1 = 10 MS/m) e´claire´e par une
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onde plane et discre´tise´e en 864 quadrilate`res. La SER de cette sphe`re, calcule´e par les
se´ries de Mie et la formulation Chu pour deux fre´quences, f = 1 Hz et f = 10 kHz, est
repre´sente´e sur la figure 5.17. Les re´sultats obtenus sont aussi pre´cis que les re´sultats
pour la formulation LT sans ponde´ration, voir figure 5.9. Quant au conditionnement de
la matrice d’impe´dance, pre´sente´ sur la figure 5.18, il de´pend fortement de la fre´quence
pour les formulations LT et Chu. On peut donc conclure que cette formulation nous
donne des re´sultats similaires aux re´sultats obtenus avec la formulation LT.
















































Figure 5.17 – SER bistatique pour une sphe`re conductrice (cas test #1.3 avec εdr,1 = 3,0,
σ1 = 10 MS/m et Nelem = 864) a` une fre´quence f = 1 Hz (a` gauche) et f = 10 kHz (a`
droite).
Les formulations de´couple´es pour le proble`me de Maxwell
Nous proposons d’e´tudier de manie`re empirique le comportement de quatre formula-
tions. Les coefficients de ponde´ration de ces formulations sont choisis de telle sorte que
les termes de la matrice d’impe´dance soient uniquement associe´s a` l’air ou a` la pie`ce. En
ce sens nous les qualifions de formulations de´couple´es (bien que les deux milieux restent
couple´s dans le syste`me global). Les deux premie`res formulations, que l’on note respecti-
vement P(1,0,0,1) et P(0,1,1,0), correspondent au proble`me discret ponde´re´ (4.2.3) dont
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Figure 5.18 – Conditionnement de la matrice d’impe´dance pour une sphe`re conductrice
(cas test #1.3 avec εdr,1 = 3,0, σ1 = 10 MS/m et Nelem = 864).















les termes du proble`me discret de la formulation PMCHWT (4.2.2). Les deux autres
formulations, que l’on note respectivement LT(1,0,0,1) et LT(0,1,1,0), correspondent au
proble`me discret de´compose´ et ponde´re´ (4.2.6) dont les matrices d’impe´dance associe´es
sont respectivement donne´es par
ZLT (1,0,0,1) = diag{PLT ,PLT }Z(1,0,0,1)diag{PLT ,PLT }T
et
ZLT (0,1,1,0) = (diag{PLT ,PLT }) Z(0,1,1,0) (diag{PLT ,PLT }T)
avec PLT la matrice de passage de´finie par (4.2.5).
Comparons la pre´cision de ces formulations sur la sphe`re conductrice. Les figures 5.19
et 5.20 montrent que seule la formulation P(1,0,0,1), a` 1 Hz est mise en difficulte´, elle
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semble souffrir du low-frequency breakdown. En revanche, la figure 5.21 montre que toutes
les formulations ont un conditionnement similaire au conditionnement de la formulation
LT.
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Figure 5.19 – SER bistatique pour une sphe`re conductrice (cas test #1.3 avec εdr,1 = 3,0,
σ1 = 10 MS/m et Nelem = 864) a` une fre´quence f = 1 Hz (a` gauche) et f = 10 kHz (a`
droite).
Les formulations de´couple´es pour le proble`me courants de Foucault
Nous avons vu aux chapitres pre´ce´dents qu’il existe dans la litte´rature des formu-
lations de´couple´es pour le proble`me courants de Foucault [52, 40]. Ces formulations
correspondent aux proble`mes discrets (4.2.8) et (4.2.9) et on les note respectivement
CF1 et CF2. La formulation CF1, respectivement CF2, pour le proble`me courants de
Foucault est une analogie de la formulation P(1,0,0,1), respectivement P(0,1,1,0), pour
le proble`me de Maxwell. En revanche les formulations CF1 et CF2 font respectivement
intervenir une et deux inconnues scalaires supple´mentaires. Ces formulations sont teste´es
dans Vhrot pour garantir le bon conditionnement des blocs de type MFIE qui interviennent
ici sur la diagonale. Ainsi on ne peut pas leur appliquer de de´composition Loop-Tree.
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Figure 5.20 – SER bistatique pour une sphe`re conductrice (cas test #1.3 avec εdr,1 = 3,0,
σ1 = 10 MS/m et Nelem = 864) a` une fre´quence f = 1 Hz (a` gauche) et f = 10 kHz (a`
droite).
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Figure 5.21 – Conditionnement de la matrice d’impe´dance pour une sphe`re conductrice
(cas test #1.3 avec εdr,1 = 3,0, σ1 = 10 MS/m et Nelem = 864).
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5.3 Re´sultats sur un cas CND
Soit une pie`ce conductrice pouvant eˆtre magne´tique ou non et controˆle´e par une
bobine excite´e a` injection constante en re´gime sinuso¨ıdal. Il s’agit d’une configuration
de type CND pour laquelle il est possible de calculer la variation d’impe´dance, no-
te´e ∆Z, de´finie et explicite´e en annexe D. La variation d’impe´dance se calcule par le
the´ore`me de re´ciprocite´, voir annexe D. Pour les configurations axisyme´triques, nous
pouvons calculer la variation d’impe´dance avec la me´thode des inte´grations finies (FIT
pour Finite Integration Technique en anglais) dont le code (FIT2,5D) est disponible au
laboratoire [68, 21, 53]. Ainsi, on peut comparer la variation d’impe´dance obtenue par
une formulation SIE et note´e ∆ZSIE a` la variation d’impe´dance obtenue par le code FIT
et note´e ∆ZFIT en calculant l’erreur relative que l’on de´finit par









Dans cette partie, nous comparons les re´sultats obtenus pour les formulations de´die´es
au proble`me de Maxwell et au proble`me courants de Foucault pre´sente´es pre´ce´demment.
Ces formulations sont re´sume´es dans le tableau 5.1. La configuration est choisie axisy-
me´trique pour permettre une comparaison avec le code FIT2,5D et correspond au cas
test #2 de l’annexe E. Il s’agit de la plaque cylindrique conductrice (cas test #2.1)
ou conductrice et magne´tique (cas test #2.2), controˆle´e par une bobine et discre´tise´e
en 3738 quadrilate`res. Les re´sultats pre´sente´s dans cette section ont fait l’objet de la
publication de l’article [66].
5.3.1 La plaque conductrice
Soit la plaque cylindrique conductrice (non magne´tique). La figure 5.22 pre´sente
l’erreur (∆Z) obtenue a` diffe´rentes fre´quences pour une e´paisseur de peau δ fixe´e a` 1,59






Ainsi pour une fre´quence f = 100 Hz, la conductivite´ σ1 est e´gale a` 1 GS/m et pour une
fre´quence f = 100 MHz, la conductivite´ σ1 est e´gale a` 1 kS/m. Ce choix d’e´paisseur de
peau est re´aliste puisque les e´paisseurs de peau rencontre´es en pratique sont de l’ordre
du millime`tre. On observe que seules les formulation PMCHWT et P(0,1,1,0) souffrent
du bruit nume´rique a` basse fre´quence. On note de plus que, en dehors de ce bruit,
l’erreur obtenue pour une formulation a` une e´paisseur de peau fixe´e ne de´pend pas de la
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Table 5.1 – Re´sume´ des formulations.
Formulation Syste`me discret Espace test Espace base Maxwell CF
PMCHWT (4.2.2) (Vhdiv)2 (Vhdiv)2 ×
P(1,0,0,1) (4.2.3) (Vhdiv)2 (Vhdiv)2 ×
P(0,1,1,0) (4.2.3) (Vhdiv)2 (Vhdiv)2 ×
LT (4.2.4) (Vhdiv0 × Vhcomp)2 (Vhdiv0 × Vhcomp)2 ×
LT(1,0,0,1) (4.2.6) (Vhdiv0 × Vhcomp)2 (Vhdiv0 × Vhcomp)2 ×
LT(0,1,1,0) (4.2.6) (Vhdiv0 × Vhcomp)2 (Vhdiv0 × Vhcomp)2 ×
Hiptmair (4.2.7) Vhdiv0 × (Vhcomp)2 Vhdiv0 × (Vhcomp)2 ×
CF1 (4.2.8) (Vhrot)2 × (Vh0 )2 (Vhrot)2 × (Vh0 )2 ×
CF2 (4.2.9) (Vhrot)2 × (Vh0 )2 (Vhrot)2 × (Vh0 )2 ×
fre´quence. On obtient le meˆme phe´nome`ne, non pre´sente´ ici, pour les autres valeurs de
l’e´paisseur de peau de la figure 5.23. Les formulations CF1 et CF2 sont quant a` elles les
moins pre´cises. La figure 5.23 pre´sente l’erreur (∆Z) obtenue a` diffe´rentes fre´quences
lorsque la conductivite´ σ1 est fixe´e a` 1 MS/m. Ainsi pour la fre´quence f = 100 kHz,
l’e´paisseur de peau δ est e´gale a` 1,59 mm et pour la fre´quence f = 100 MHz, l’e´paisseur
de peau δ est e´gale a` 50,3 µm. Enfin, la figure 5.24 montre que seules les formulations
CF1 et Hiptmair pre´sentent un conditionnement stable par rapport a` la fre´quence.
Remarque 5.3.1. Les re´sultats pour les formulations P(1,0,0,1) et LT(0,1,1,0) ne sont
pas repre´sente´s ici car ils sont beaucoup trop impre´cis.
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Figure 5.22 – Erreur relative de la variation d’impe´dance pour une plaque cylindrique
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Figure 5.23 – Erreur relative de la variation d’impe´dance pour une plaque cylindrique
conductrice (cas test #2.1 avec σ1 = 1 MS/m et Nelem = 3738).
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PMCHWT LT LT(1,0,0,1) P(0,1,1,0)
Hiptmair CF1 CF2
Figure 5.24 – Conditionnement de la matrice d’impe´dance pour une plaque cylindrique
conductrice (cas test #2.1 avec σ1 = 1 MS/m et Nelem = 3738).
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5.3.2 La plaque conductrice et magne´tique
Soit la plaque cylindrique conductrice et magne´tique. La figure 5.25 pre´sente l’erreur
(∆Z) obtenue a` diffe´rentes fre´quences pour une e´paisseur de peau δ fixe´e comme pre´-
ce´demment a` 1,59 mm. Ainsi pour une fre´quence f = 1 Hz, la conductivite´ σ1 est e´gale
a` 1 GS/m et pour une fre´quence f = 1 MHz, la conductivite´ σ1 est e´gale a` 1 kS/m.
La figure 5.26 pre´sente quant a` elle l’erreur (∆Z) obtenue a` diffe´rentes fre´quences pour
une conductivite´ σ1 fixe´e a` 1 MS/m. Ainsi pour la fre´quence f = 10 Hz, l’e´paisseur
de peau δ = 15.9 mm et pour la fre´quence f = 100 kHz, l’e´paisseur de peau δ = 159
µm. La formulation P(0,1,1,0) n’est pas pre´sente´e du fait de ses re´sultats trop impre´cis
pour la plaque conductrice et magne´tique. En dehors du low-frequency breakdown de
PMCHWT, l’erreur est stable pour une formulation et une e´paisseur de peau fixe´es. On
obtient le meˆme phe´nome`ne, non pre´sente´ ici, pour les valeurs de l’e´paisseur de peau de
la figure 5.23 qui met en avant que seule la formulation LT(1,0,0,1) est pre´cise lorsque
l’e´paisseur de peau augmente. Enfin, la figure 5.24 montre que seules les formulations
CF1 et Hiptmair pre´sente un conditionnement stable par rapport a` la fre´quence.
Remarque 5.3.2. Dans l’article [66], les re´sultats pre´sente´s pour les formulations Hipt-
mair, CF1 et CF2 sont diffe´rents des re´sultats pre´sente´s ici. Ceci est du au fait qu’il y
avait une erreur dans le code pour les formulations courants de Foucault qui faussait
les re´sultats. Cette erreur a e´te´ corrige´e pour les re´sultats pre´sente´s dans ce manuscrit.
Par ailleurs, a` ce stade de la the`se la formulation LT(1,0,0,1) apparaissait comme la
seule formulation pre´cise pour toute la gamme de parame`tres souhaite´e. Nous avons pu
constater par la suite que les mauvais re´sultats des formulations Hiptmair et LT observe´s
sur la figure 5.26 sont lie´s a` une discre´tisation insuffisante du champ incident magne´-
tique Hinc a` la surface de la plaque Γh. Ce champ intervient dans Y
M , voir annexe C,
donc il n’est pas pre´sent dans la formulation LT(1,0,0,1) qui ne souffre ainsi pas de sa
mauvaise discre´tisation.
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Figure 5.25 – Erreur relative de la variation d’impe´dance pour une plaque cylindrique



































PMCHWT LT LT(1,0,0,1) Hiptmair CF1 CF2
























Figure 5.26 – Erreur relative de la variation d’impe´dance pour une plaque cylindrique
conductrice et magne´tique (cas test #2.2 avec σ1 = 1 MS/m, µr,1 = 100 et Nelem =
3738).
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Figure 5.27 – Conditionnement de la matrice d’impe´dance en fonction de la fre´quence
pour une plaque cylindrique conductrice et magne´tique (cas test #2.2 avec σ1 = 1 MS/m,
µr,1 = 100 et Nelem = 3738).
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5.4 Conclusion
Dans ce chapitre nous avons pre´sente´ des formulations permettant de traiter le pro-
ble`me de diffraction par un milieu die´lectrique a` basse fre´quence et nous avons e´tudie´
leur capacite´ a` traiter le cas d’un milieu conducteur.
Nous avons alors vu que la de´composition Loop-Tree permet d’e´viter le bruit nume´-
rique a` basse fre´quence mais me`ne a` l’inversion d’une matrice mal conditionne´e. Pour
les milieux die´lectriques, une normalisation permet d’ame´liorer ce conditionnement. En
revanche, il n’est pas possible de normaliser le proble`me avec de´composition Loop-Tree
pour un milieu conducteur. D’une part, parce que la matrice d’impe´dance de ce proble`me
est la somme de deux matrices de comportements asymptotiques diffe´rents, l’une asso-
cie´e a` l’air et l’autre au conducteur. Il faudrait donc pouvoir les mettre a` l’e´chelle pour
normaliser leur somme. D’autre part, parce qu’il est ne´cessaire de connaˆıtre le compor-
tement de la matrice associe´e au conducteur pour envisager d’obtenir une normalisation
adapte´e. Nous verrons au chapitre 7 qu’il n’y a pas de normalisation adapte´e a` ce cas.
Cependant, les deux chapitres suivants proposent des formulations bien conditionne´es via
une approche par blocs au chapitre 6 et un de´veloppement asymptotique au chapitre 7.
Pour les milieux die´lectriques, nous avons vu que la formulation ponde´re´e NxMu¨ller(-)
permet aussi de travailler a` basse fre´quence mais qu’elle non plus ne peut pas eˆtre adapte´e
aux milieux conducteurs. En effet, elle se base sur le de´veloppement du noyau de Green
associe´ a` la pie`ce qui n’est pas le meˆme pour une pie`ce die´lectrique ou conductrice comme
montre´ au chapitre 7.
Les re´sultats pre´sente´s dans ce chapitre nous montrent finalement que la formulation
LT(1,0,0,1) est la seule formulation valide pour la gamme de parame`tres physiques teste´e
sur un cas CND, une plaque cylindrique. Cette gamme de parame`tres a volontairement
e´te´ choisie plus large que celle rencontre´e pour des configurations re´alistes de CND par
CF. La remarque 5.3.2 nous pre´cise cependant que des re´sultats acceptables n’ont pas
pu eˆtre obtenus au moyen des formulations LT et Hiptmair applique´es a` une plaque
conductrice et magne´tique, en raison d’une discre´tisation insuffisante (constate´e a` pos-
te´riori) du champ magne´tique incident. Les conditionnements des matrices d’impe´dance
e´tant mauvais et fortement de´pendants de la fre´quence, il est ne´cessaire de chercher a`
travailler avec des matrices bien conditionne´es.
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Dans ce chapitre deux sche´mas ite´ratifs de re´solution de syste`mes line´aires par blocs
base´s sur la me´thode de surrelaxation successive sont pre´sente´s. Ces sche´mas permettent
de travailler avec des sous-proble`mes bien conditionne´s tandis que le proble`me global
est mal conditionne´. Apre`s une pre´sentation de la me´thode de surrelaxation successive
par blocs, l’algorithme d’un premier sche´ma ite´ratif a` deux blocs base´ sur la formu-
lation LT(1,0,0,1) est donne´. La matrice de l’un des deux sous-proble`mes obtenus est
pre´conditionne´e par un pre´conditionneur multiplicatif de Calderon construit a` partir des
fonctions duales de Buffa-Christiansen. Des re´sultats sur une configuration de CND par
CF sont pre´sente´s. L’algorithme d’un deuxie`me sche´ma ite´ratif a` quatre blocs base´ sur
la formulation LT est ensuite donne´. Ce sche´ma est valide´ sur des configurations de
CND par CF pour lesquelles on obtient des re´sultats satisfaisants. Nous pouvons alors
conside´rer ce dernier comme adapte´ pour les applications vise´es.
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6.1 Me´thode de surrelaxation successive
La me´thode de surrelaxation successive (SOR pour successive over-relaxation en
anglais) est une me´thode ite´rative de re´solution des syste`mes line´aires de dimension
finie [64, 73]. Conside´rons un syste`me inte´gral discret de la forme
ZX = Y, (6.1.1)
toute matrice d’impe´dance Z peut eˆtre de´compose´e en une matrice diagonale D, une
matrice triangulaire strictement infe´rieure Ti et une matrice triangulaire strictement
supe´rieure Ts telles que
Z = D + Ti + Ts. (6.1.2)
La de´composition peut s’effectuer selon les coefficients de la matrice ou selon ses blocs
matriciels, on parle alors de me´thode SOR par blocs. Le syste`me (6.1.1) peut ainsi eˆtre
re´solu par la me´thode SOR, base´e sur la de´composition (6.1.2) de la matrice Z, et
l’inconnue X est obtenue a` l’ite´ration (k + 1) par la re´solution de l’e´quation





− (η − 1)DX(k) (6.1.3)
ou` η est le parame`tre de relaxation. Si la matrice Z est de´finie positive alors on peut
montrer qu’il existe η ∈]0,2[ tel que la me´thode SOR converge. D’autre part, et ce quelque
soit la matrice Z, la me´thode SOR diverge pour tout η /∈ [0,2]. Finalement, lorsque
η = 1 la me´thode SOR se re´duit a` la me´thode de Gauss-Seidel. Ici, nous allons utiliser
la me´thode SOR pour des matrices non de´finies positives, le choix du parame`tre de
relaxation se faisant de manie`re empirique. Notons maintenant Zij , avec (i,j = 1, . . . ,N),
les N2 coefficients ou blocs matriciels de la matrice Z ainsi que Xj et Yi les N coefficients
ou blocs des vecteurs X et Y, respectivement. On a alors
D =

Z11 0 · · · 0










0 0 · · · 0





ZN1 · · · ZN(N−1) 0
 , Ts =







. . . Z(N−1)N
0 0 · · · 0
 .
La matrice D + ηTi apparaissant dans (6.1.3) est triangulaire infe´rieure. Cela permet
de re´soudre (6.1.3) se´quentiellement (calcul de X
(k+1)
1 , . . . ,X
(k+1)
N ) au moyen de l’algo-
rithme 1.
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1 , . . . ,X
(0)
N ← 0
Tant que  ≥ tol ou k ≤ Niter faire
pour i← 1,N faire
Vi ← 0
pour j ← 1,i− 1 faire




pour j ← i+ 1,N faire







i = η (Y −Vi)
X
(k+1)
i ← X(k+1)i + (1− η)X(k)i
 =
‖ X(k+1) −X(k) ‖∞
‖ X(k) ‖∞
k ← k + 1
Fin Tant que
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6.2 Re´solution par blocs de la formulation LT(1,0,0,1)
Nous avons vu au chapitre pre´ce´dent que la formulation LT(1,0,0,1) permet d’obtenir
des valeurs pre´cises de la variation d’impe´dance, pour une plaque cylindrique (cas test
#1), mais fait intervenir une matrice mal conditionne´e. La re´solution du syste`me discret
associe´ a` la formulation LT(1,0,0,1) par la me´thode SOR a` deux blocs permet de se
passer du bon conditionnement de la matrice d’impe´dance globale. Dans ce cas ce sont
les deux blocs diagonaux qui doivent eˆtre bien conditionne´s. Le premier bloc diagonal
(ZJJ0,LT ) correspond a` la matrice d’impe´dance de l’EFIE qui peut eˆtre pre´conditionne´e
par un pre´conditionneur multiplicatif de Calderon base´ sur les fonctions duales de Buffa-
Christiansen [9]. Le deuxie`me bloc diagonal (ZMM1,LT ) est a priori bien conditionne´ puisqu’il




6.2.1 Fonctions duales de Buffa-Christiansen
On appelle fonctions BC les fonctions Hdiv-conformes introduites par Buffa et Chris-
tiansen dans [9]. Ces fonctions sont de´crites sur un maillage triangulaire et nous les
adaptons ici directement aux quadrilate`res. On distingue deux types de fonctions BC.
D’une part, les fonctions primales Hdiv-conformes (et donc Hrot-conformes a` une rota-
tion pre`s) qui sont exactement les fonctions Rooftop. D’autre part, les fonctions duales
qui sont elles aussi Hdiv-conformes mais dont le comportement est similaire a` celui des
fonctions Hrot-conformes, on parlera alors de fonctions quasi-Hrot-conformes. Le carac-
te`re quasi-Hrot-conformes des fonctions duales de BC permet, au meˆme titre que les
fonctions Hrot-conformes, d’ame´liorer le conditionnement de la MFIE lorsqu’elles sont
utilise´es en tant que fonctions tests [63, 2]. Cependant les fonctions duales de BC per-
mettent de pre´server la dualite´ du produit scalaire 〈· , ·〉×. Ces fonctions sont e´galement
utilise´es dans la construction de pre´conditionneurs multiplicatifs de Calderon de´die´s a`
l’EFIE [1, 3, 58, 70]. Dans ce contexte, elles permettent, comme pour la MFIE, d’assurer
le bon conditionnement de l’ope´rateur matriciel R.
Passage des fonctions Rooftop aux fonctions de Buffa-Christiansen
Soit un maillage de de´part que l’on nomme maillage primal. On de´finit alors un second
maillage par raffinement barycentrique, selon les me´dianes des e´le´ments du maillage pri-
mal, voir figure 6.1. Les fonctions primales et duales sont des combinaisons line´aires des
fonctions Rooftop de´finies sur le maillage barycentrique. Les fonctions primales corres-
pondent exactement aux fonctions Rooftop de´finies sur le maillage primal. Les fonctions
duales se comportent comme les fonctions (4.1.4) de Vhrot de´finies sur le maillage primal,
c’est-a`-dire qu’elles sont oriente´es comme les fonctions n×Rooftop, voir figure 6.2. Soit
le vecteur
V b := (a1, . . . ,aNba)
T
des fonctions Rooftop (4.1.3) de´finies sur un maillage barycentrique avec N ba le nombre
d’areˆtes du maillage. Les vecteurs de fonctions primales et duales sont respectivement
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de´finis par
V p = DpV b = (ap1, . . . ,a
p
Npa




ou` Npa est le nombre d’areˆtes du maillage primal. Les matrices Dp et Dd sont respec-
tivement les matrices de passage des fonctions Rooftop {ai}i=1,...,Nba du maillage bary-
centrique aux fonctions primales {api }i=1,...,Npa (donc les fonctions Rooftop du maillage
primal) et duales {adi }i=1,...,Npa de BC.
Figure 6.1 – Maillages primal (a` gauche) et barycentrique (a` droite).
Remarque 6.2.1. Contrairement aux autres e´le´ments pre´sente´s dans ce manuscrit, la
construction des matrices Dp et Dd n’est pas de´taille´e puisque ces matrices e´taient de´ja`
disponible dans le code du laboratoire. Leur construction n’a donc pas e´te´ effectue´e dans
le cadre du travail de the`se.
De´composition Loop-Tree
Les fonctions de BC appartiennent a` Vhdiv, on peut donc les de´composer en fonctions
Loop de Vhdiv0 et Tree de Vhcomp. Les fonctions Loop et Tree primales sont obtenues via
V p,L = LV p = LDpV b, V p,T = TV p = TDpV b (6.2.1)
avec les matrices L et T respectivement de´finies par (4.1.7) et (4.1.8) sur le maillage
primal. Les fonctions Loop et Tree primales correspondent donc aux fonctions Loop et
Tree de´finies sur le maillage primal, voir figure 6.3. Les fonctions Loop et Tree duales
sont obtenues a` partir des matrices T et L, respectivement (et non plus L et T) via
V d,L = TV d = TDdV b, V d,T = LV d = LDdV b, (6.2.2)
voir figure 6.3.
6.2.2 Pre´conditionneur multiplicatif de Calderon pour l’EFIE
La formulation EFIE de´die´e aux milieux parfaitement conducteurs, voir annexe A,
peut eˆtre pre´conditionne´e par un pre´conditionneur multiplicatif de Calderon (CMP pour
Calderon multiplicative preconditioner en anglais). D’apre`s l’identite´ de Calderon [36],
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Figure 6.2 – Fonctions primale (a` gauche) et duale (a` droite) globales associe´es a` une
areˆte du maillage primal.
l’EFIE est pre´conditionne´e en appliquant la matrice du proble`me inte´gral (A.2.6) au
proble`me (A.2.6) lui-meˆme, on obtient alors
(ZEFIE ◦ ZEFIE)XEFIE = ZEFIE ◦ YEFIE .
Le proble`me discret associe´ est alors donne´ par
(ZEFIE G
−1ZEFIE)XEFIE = ZEFIE G−1YEFIE (6.2.3)
ou` la matrice G est la matrice de Gram associe´e a` l’espace Vhdiv. La matrice de Gram
correspond a` l’ope´rateur matriciel R, explicite´ dans l’annexe C, et de´fini par
(R)tb := 〈ut , Rub〉
avec ut et ub les fonctions Rooftop tests et bases de Vhdiv, respectivement. Nous avons
de´ja` vu que cet ope´rateur est mal conditionne´ lorsqu’il est teste´ dans Vhdiv. C’est pourquoi
Andriulli et al. proposent dans [3] un CMP pour lequel la matrice de Gram est donne´e
par




ou` les matrices Dp et Dd sont respectivement les matrices de passage des fonctions
Rooftop aux fonctions de BC primales et duales. L’ope´rateur Rb correspond a` l’ope´rateur
R de´fini sur un maillage barycentrique. Les fonctions duales de BC se comportant comme
des fonctions Hrot-conformes, l’ope´rateur Rpd est bien conditionne´. Finalement, soit le
proble`me (6.2.3) de´fini sur un maillage barycentrique, le proble`me discret avec le CMP
















d)T, ZppEFIE = D
p ZbEFIE (D
p)T, Rpd = Dp Rb(Dd)T,
XpEFIE = (D





6.2 Re´solution par blocs de la formulation LT(1,0,0,1)
(a) (b)
(c) (d)
Figure 6.3 – Fonctions globales Loop et Tree primales, respectivement (a) et (c), et
duales, respectivement (b) et (d), associe´es a` un sommet et un e´le´ment du maillage
primal.
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Pour e´viter le bruit nume´rique de l’EFIE a` basse fre´quence, il est possible d’appliquer








ou` l’indice EFIE a e´te´ supprime´ pour simplifier l’e´criture. La matrice de pre´condition-

















































les matrices de passage des fonctions primales et duales aux fonctions Loop et Tree
primales et duales, respectivement. On note ce proble`me CMP-LT.
Re´sultats pour une sphe`re PEC
Prenons une sphe`re parfaitement conductrice e´claire´e par une onde plane, qui cor-
respond au cas test #1.1 de l’annexe E, et discre´tise´e en 864 quadrilate`res. Le proble`me
CMP-LT ne souffre pas du bruit nume´rique a` basse fre´quence du fait de la de´composi-
tion Loop-Tree. En effet, la SER calcule´e via le proble`me CMP-LT est pre´cise pour une
fre´quence de 1 Hz, voir figure 6.4. La figure 6.5 montre que le conditionnement de la ma-
trice d’impe´dance du proble`me CMP-LT est bien meilleur que celui de l’EFIE classique.
On note de plus que le conditionnement de la matrice CMP-LT ne de´pend plus de la
fre´quence lorsque celle-ci est au dessus de 100 Hz. Ce re´sultat est compare´ au condition-
nement de l’EFIE avec de´composition Loop-Tree et normalisation, note´e EFIE(LTN).
La normalisation employe´e correspond a` la normalisation de la formulation PMCHWT
pour les milieux die´lectriques, donne´e par les matrices (5.1.4) et (5.1.5), restreinte a`
l’EFIE. La figure 6.5 montre alors que la matrice d’impe´dance obtenue est moins bien
conditionne´e que la matrice du proble`me CMP-LT tant que la fre´quence est supe´rieure
a` 10 Hz.
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Figure 6.4 – SER bistatique pour une sphe`re PEC (cas test #1.1 avec Nelem = 864) a`
une fre´quence f = 1 Hz (a` gauche) et f = 1 MHz (a` droite).

























Figure 6.5 – Conditionnement de la matrice d’impe´dance pour une sphe`re PEC (cas
test #1.1 avec Nelem = 864).
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6.2.3 Sche´ma ite´ratif par blocs
Conside´rons la formulation ponde´re´e avec de´composition Loop-Tree LT(1,0,0,1) dont
on rappelle que le proble`me discret (4.2.6) est donne´ par
































La matrice d’impe´dance peut-eˆtre de´compose´e, selon les blocs matriciels induits par les
inconnues (XJLT ,X
M




LT ), en une matrice diagonale par
blocs et deux matrices triangulaires par blocs, respectivement strictement infe´rieure et
supe´rieure :
ZLT (1,0,0,1) = D + Ti + Ts.


















On peut alors re´soudre le proble`me discret LT(1,0,0,1) au moyen de l’algorithme 1 cor-
respondant au sche´ma ite´ratif avec me´thode SOR. Ainsi, il n’est plus ne´cessaire d’avoir
un bon conditionnement de la matrice d’impe´dance globale ZLT (1,0,0,1), ce sont unique-
ment les deux blocs de la diagonale de D qui doivent eˆtre bien conditionne´s. Lorsque l’on
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6.2 Re´solution par blocs de la formulation LT(1,0,0,1)
ce comportement est de´taille´ au chapitre 7. Les sous-blocs issus de la de´composition
Loop-Tree applique´s au bloc ZMM1,LT ont le meˆme comportement asymptotique pour γ1






















d’apre`s (5.1.6). Il s’agit exactement de la matrice d’impe´dance de l’EFIE avec de´com-
position Loop-Tree, elle peut donc eˆtre pre´conditionne´e par le CMP-LT. Pour cela, on
multiplie la premie`re ligne du proble`me discret LT(1,0,0,1) par la matrice de pre´condi-
tionnement Pr,LT de´finie par (6.2.5). Ainsi, le proble`me LT(1,0,0,1) avec le pre´condi-
tionneur CMP-LT peut-eˆtre re´solu par l’algorithme 2.








































‖ X(k+1) −X(k) ‖∞
‖ X(k) ‖∞
k ← k + 1
Fin Tant que
6.2.4 Re´sultats pour un cas CND
Dans cette section, nous e´tudions les re´sultats obtenus pour le sche´ma ite´ratif a` deux
blocs pour la formulation LT(1,0,0,1) re´solue par la me´thode SOR. La configuration de
test est choisie axisyme´trique pour permettre une comparaison avec le code FIT2,5D et
correspond au cas test #3 de l’annexe E. Il s’agit de la barre conductrice (cas test #3.1)
ou conductrice et magne´tique (cas test #3.2), controˆle´e par une bobine et discre´tise´e
en 1200 quadrilate`res (nombre d’e´le´ments du maillage primal, le maillage barycentrique
comporte 4 × 1200 e´le´ments). Pour ces cas, le parame`tre γ1 varie de l’ordre de 10−6 a`
10−8. On fait le choix de la barre et non plus de la plaque cylindrique pour e´viter les
proble`mes rencontre´s au chapitre pre´ce´dent pour la discre´tisation du second membre. Ce
choix nous permet de nous concentrer sur les re´sultats lie´s a` la formulation et non pas
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aux donne´es du proble`me.
La figure 6.6 pre´sente, pour le cas test #3.1, une comparaison entre la variation
d’impe´dance ∆Z obtenue par le code FIT 2,5D, par le proble`me LT(1,0,0,1) re´solu di-
rectement (LT(1,0,0,1)-direct) puis, par le sche´ma ite´ratif de l’algorithme 2 (LT(1,0,0,1)-
SOR). On fixe la conductivite´ de la barre a` 10 MS/m et on fait varier la fre´quence de
1 kHz a` 100 kHz pour avoir une e´paisseur de peau qui varie de 5 mm a` 50,3 µm. On
obtient ainsi une gamme de fre´quence plus large que les fre´quences utilise´es en pratique
pour la pie`ce e´tudie´e. Les re´sultats obtenus entre les diffe´rentes me´thodes sont similaires.
En effet, l’erreur (∆Z) de´finie par (5.3.1) entre la re´solution directe ou la re´solution ite´-
rative du proble`me LT(1,0,0,1) et le code FIT2,5D est de l’ordre de 10−2. Notons de
plus que l’e´cart entre la variation d’impe´dance obtenue apre`s la re´solution directe et
la re´solution ite´rative du proble`me LT(1,0,0,1) est de l’ordre de 10−6. Pour le cas test
#3.2, la conductivite´ de la barre est toujours fixe´e a` 10 MS/m, la perme´abilite´ est fixe´e
a` µr,1 = 100 et la fre´quence varie de 1 kHz a` 100 kHz pour conserver une e´paisseur de
peau qui varie de 5 mm a` 50,3 µm. Nous n’avons pas obtenu de coefficient de relaxation η
compris entre 0 et 2 et tel que l’algorithme 2 converge, c’est pourquoi nous ne pre´sentons
pas les courbes de variation d’impe´dance pour la barre magne´tique. Notons cependant
que la re´solution directe de la formulation LT(1,0,0,1) donne une erreur (∆Z) avec le
code FIT2,5D de l’ordre de 10−2.
La figure 6.7 pre´sente le conditionnement des sous-blocs diagonaux de la matrice
d’impe´dance ZLT (1,0,0,1). Le bloc Z
MM
1,LT est comme attendu bien conditionne´ pour la
barre conductrice, qu’elle soit magne´tique ou non. Le bloc ZJJ0,LT souffre d’une forte
de´pendance du rapport h/λ0 et donc de la fre´quence, il est mal conditionne´. Finalement
apre`s le pre´conditionnement, le bloc Pr,LTZ
JJ
0,LT est mieux conditionne´. Cependant, on
observe que lorsque que le rapport h/λ0 est infe´rieur a` 10
−8, le conditionnement de´pend
a` nouveau de la fre´quence, tout comme pour le proble`me CMP-LT pour la sphe`re PEC.
Comme la fre´quence est choisie plus faible pour la barre magne´tique par rapport a`
la barre simplement conductrice, le rapport h/λ0 est lui aussi plus faible (puisque le
maillage est fixe´). On peut supposer que c’est le mauvais conditionnement, malgre´ le
pre´conditionnement, du sous-bloc Pr,LTZ
JJ
0,LT qui ne permet pas a` l’algorithme 2 de
converger dans ce cas.
Le choix du parame`tre de relaxation η est effectue´ de manie`re empirique, on pre´sente
sur la figure 6.8, le nombre d’ite´rations ne´cessaire pour obtenir une erreur
(X) =
‖ X(k+1) −X(k) ‖∞
‖ X(k) ‖∞
< 10−6
pour η compris entre 0 et 2. On remarque que l’algorithme 2 converge de plus en plus
rapidement lorsque η varie de 0 a` 0.8 puis qu’il commence a` diverger pour des valeurs de
η se rapprochant de 1. On note de plus que les re´sultats obtenus sont semblables pour
les diffe´rentes fre´quences.
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Figure 6.6 – Parties re´elle (a` gauche) et imaginaire (a` droite) de la variation d’impe´dance












































Figure 6.7 – Conditionnement des blocs matriciels pour une barre conductrice (cas test
#3.1 avec σ1 = 10MS/m et et Nelem = 1200, a` gauche) et pour une barre conductrice et
magne´tique (cas test #3.2 avec σ1 = 10 MS/m, µr,1 = 100 et Nelem = 1200, a` droite).
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1 kHz 2,15 Hz 4,64 kHz 10 kHz
21,5 kHz 46,4 kHz 100 kHz
Figure 6.8 – Nombre d’ite´rations ne´cessaire pour obtenir une erreur (X) infe´rieure a`
10−6 pour une barre conductrice (cas test #3.1 avec σ1 = 10 MS/m et Nelem = 1200)
pour diffe´rentes valeurs du parame`tre de relaxation η.
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6.3 Re´solution par blocs de la formulation LT
L’approche conside´re´e dans cette partie est l’approche que l’on conside`re comme
e´tant adapte´e aux applications de CND par CF vise´es.
6.3.1 Sche´ma ite´ratif par blocs
Conside´rons la formulation avec de´composition Loop-Tree (LT) dont on rappelle que
le proble`me discret (4.2.4) est donne´ par
ZLTXLT = YLT .
La matrice d’impe´dance peut-eˆtre de´compose´e, selon les blocs matriciels induits par les
partitions (XJL ,XJT ,XML ,XMT ) des inconnues et (YJL ,YJT ,YML ,YMT ) des seconds
membres, en une matrice diagonale par blocs et deux matrices triangulaires par blocs,
respectivement strictement infe´rieure et supe´rieure :
ZLT = D + Ti + Ts.
La matrice diagonale est donne´e par
D =






. . . ZMMLL 0
0 . . . 0 ZMMTT

et les matrices triangulaires sont donne´es par
Ti =



























. . . ZMMLT
0 . . . . . . 0
 .
On peut alors re´soudre le proble`me discret LT au moyen de l’algorithme 3 correspondant
au sche´ma ite´ratif avec me´thode SOR a` quatre blocs. Ainsi, il n’est plus ne´cessaire d’avoir
un bon conditionnement de la matrice d’impe´dance globale ZLT , ce sont uniquement les
quatre blocs de la diagonale de D qui doivent eˆtre bien conditionne´s.
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Algorithme 3 Sche´ma ite´ratif avec me´thode SOR a` quatre blocs pour la formulation
LT.
k ← 0
(XJL)(0),(XJT )(0),(XML)(0),(XMT )(0) ← 0



































‖ X(k+1) −X(k) ‖∞
‖ X(k) ‖∞
k ← k + 1
Fin Tant que
6.3.2 Re´sultats pour des cas CND
Dans cette section, nous e´tudions les re´sultats obtenus pour le sche´ma ite´ratif avec
me´thode SOR a` quatre blocs pour la formulation LT. Dans un premier temps, les confi-
gurations sont choisies axisyme´triques pour permettre une comparaison avec le code
FIT2,5D et correspondent aux cas tests #3 et #4 de l’annexe E. Il s’agit de la barre
conductrice (cas test #3.1) ou conductrice et magne´tique (cas test #3.2), controˆle´e par
une bobine et discre´tise´e en 2610 quadrilate`res et du tube conducteur (cas test #4.1) ou
conducteur et magne´tique (cas test #4.2), controˆle´ par une bobine et discre´tise´ en 2640
quadrilate`res. Dans un second temps les re´sultats sont obtenus pour une configuration
tridimensionnelle, le tube conducteur a` section elliptique correspondant au cas test #5,
controˆle´ par une bobine et discre´tise´ en 2640 quadrilate`res. Pour ces cas, le parame`tre
γ1 varie de l’ordre de 10
−6 a` 10−8.
Remarque 6.3.1. Le tube ayant une surface non simplement connexe, il faut ajouter
deux fonctions Loop, voir figure 6.9, aux fonctions de´finies par (4.1.5).
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Figure 6.9 – Support des fonctions Loop supple´mentaires pour le tube.
Configurations axisyme´triques
Les figures 6.10 et 6.11 pre´sentent, pour la barre (cas tests #3.1 et #3.2, respective-
ment), une comparaison entre la variation d’impe´dance ∆Z obtenue par le code FIT2,5D,
par le proble`me LT re´solu directement (LT-direct) puis, par le sche´ma ite´ratif de l’al-
gorithme 3 (LT-SOR). Comme pour l’algorithme pre´ce´dent, on fait varier l’e´paisseur de
peau de 5 mm a` 50,3 µm et la conductivite´ de la barre est fixe´e a` 10 MS/m. Pour le cas
test #3.1 on fait donc varier la fre´quence de 1 kHz a` 100 kHz et pour le cas test #3.2,
dont on fixe la perme´abilite´ µr,1 = 100, on fait varier la fre´quence de 10 Hz a` 1 kHz. Les
re´sultats obtenus entre les diffe´rentes me´thodes sont similaires. En effet, l’erreur (∆Z)
de´finie par (5.3.1) entre la re´solution directe ou la re´solution ite´rative du proble`me LT et
le code FIT2,5D est de l’ordre de 10−2. L’e´cart entre la variation d’impe´dance obtenue
apre`s la re´solution directe et la re´solution ite´rative du proble`me LT est de l’ordre de
10−6. De meˆme, les figures 6.12 et 6.13 pre´sentent les re´sultats obtenus pour le tube (cas
tests #4.1 et #4.2, respectivement). On observe que l’algorithme SOR ne converge qu’a`
partir d’environ 1.4 kHz pour le tube simplement conducteur et qu’a` partir d’environ
30 Hz pour le tube conducteur et magne´tique. Pour les autres fre´quences on a un bon
accord des re´sultats : erreur (∆Z) entre LT-direct ou LT-SOR et FIT2,5D de l’ordre de
10−2 et entre LT-direct et LT-SOR de l’ordre de 10−6.
Les figures 6.14 et 6.15 pre´sentent le conditionnement de la matrice d’impe´dance com-
ple`te ZLT ainsi que le conditionnement des quatre blocs de la diagonale pour la barre
et le tube, respectivement. On constate que les blocs de la diagonale posse`dent effecti-
vement un bon conditionnement et ne de´pendent pas du rapport h/λ0, contrairement a`
la matrice d’impe´dance globale.
Le choix du parame`tre de relaxation η est effectue´ de manie`re empirique. On pre´sente
sur les figures 6.16 et 6.17, pour la barre (cas tests #3.1 et #3.2, respectivement) le
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nombre d’ite´rations ne´cessaire pour obtenir une erreur
(X) =
‖ X(k+1) −X(k) ‖∞
‖ X(k) ‖∞
< 10−6
pour η compris entre 0 et 2. On remarque que l’algorithme 3 converge de plus en plus
rapidement lorsque η varie de 0 a` 1 puis qu’il commence a` diverger pour des valeurs
de η se rapprochant de 1. On note de plus que les re´sultats obtenus sont semblables
pour les diffe´rentes fre´quences. Pour le tube (cas tests #4.1 et #4.2), plus la fre´quence
est faible, plus la valeur de η a` partir de laquelle l’algorithme 3 commence a` diverger
est faible, voir figures 6.18 et 6.19. L’erreur a volontairement e´te´ choisie tre`s faible afin
de mettre a` l’e´preuve l’algorithme. Nous pouvons noter par exemple que le nombre
d’ite´rations ne´cessaire pour atteindre une erreur (X) < 10−2 pour le tube conducteur
et magne´tique a` une fre´quence de 46,4 Hz est de 50 contre 163 pour (X) < 10−6.
L’e´cart entre les re´sultats obtenus pour la barre et le tube peut s’expliquer par la
topologie des ge´ome´tries. D’une part, on peut supposer que les fonctions Loop ajoute´es
pour le tube dont la surface n’est pas simplement connexe peuvent de´grader les re´sultats.
D’autre part, le tube ayant une e´paisseur plus faible que la barre il est probable qu’il
souffre plus de l’augmentation de l’e´paisseur de peau. En effet l’algorithme diverge pour
le tube de 1,27 mm d’e´paisseur lorsque l’e´paisseur de peau est supe´rieure a` 3 mm c’est-a`-
dire deux fois l’e´paisseur de la pie`ce. Notons que les cas pour lesquels l’algorithme diverge
ne sont donc pas des cas re´alistes de controˆle par CF. Enfin, nous pouvons penser que la
discre´tisation des champs primaires n’est pas optimale, comme pour le cas de la plaque
cylindrique. A` ce titre il serait inte´ressant de mener une e´tude sur le comportement de
l’algorithme en fonction du maillage de la pie`ce.
Nous comparons maintenant les champs e´lectrique et magne´tique calcule´s a` partir
des formules de repre´sentation inte´grale (3.1.9). Les figures 6.21 et 6.22 pre´sentent les
champs magne´tique et e´lectrique pour le tube conducteur (cas test #4.1) avec σ1 = 10
MS/m a` la fre´quence f = 100 kHz et les figures 6.23 et 6.24 pour le tube conducteur et
magne´tique (cas test #4.2) avec σ1 = 10 MS/m et µr,1 = 100 a` la fre´quence f = 10 Hz.
Pour les figures 6.22 et 6.24, les composantes Btot,ρ, Btot,z et Etot,φ des champs totaux
magne´tique et e´lectrique sont calcule´es dans le tube selon l’axe φ = 0◦, ρ = 10,5 mm, voir
figure 6.20. Pour les figures 6.21 et 6.23, les composantes Bd,ρ, Bd,z et Ed,φ des champs
diffracte´s magne´tique et e´lectrique sont calcule´es dans l’air selon l’axe φ = 0◦, ρ = 9 mm,
voir figure 6.20. On observe un bon accord entre les champs calcule´s via les formules de
repre´sentation inte´grale et les champs calcule´s par le code FIT2,5D. On note toutefois
un e´cart pour la composante Btot,z dans le tube conducteur et magne´tique, pour lequel
nous n’avons pas d’explication (mais nous soupc¸onnons un proble`me de re´glage des
parame`tres nume´riques de l’un des solveurs). Les re´sultats pour le calcul des champs
sont similaires aux re´sultats pre´sente´s pour la barre conductrice avec σ1 = 10 MS/m
et une fre´quence variant de 1 kHz a` 100 kHz, la barre conductrice et magne´tique avec
σ1 = 10MS/m, µr,1 = 100 et une fre´quence variant de 10 Hz a` 1 kHz, le tube conducteur
avec σ1 = 10MS/m et une fre´quence variant de 1,46 kHz a` 100 kHz et le tube conducteur
et magne´tique avec σ1 = 10 MS/m, µr,1 = 100 et une fre´quence variant de 31,6 Hz a` 1
kHz.
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Figure 6.10 – Parties re´elle (a` gauche) et imaginaire (a` droite) de la variation d’impe´-































Figure 6.11 – Parties re´elle (a` gauche) et imaginaire (a` droite) de la variation d’im-
pe´dance pour une barre conductrice et magne´tique (cas test #3.2 avec σ1 = 10 MS/m,
µr,1 = 100 et Nelem = 2610).
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Figure 6.12 – Parties re´elle (a` gauche) et imaginaire (a` droite) de la variation d’impe´-


































Figure 6.13 – Parties re´elle (a` gauche) et imaginaire (a` droite) de la variation d’im-
pe´dance pour un tube conducteur et magne´tique (cas test #4.2 avec σ1 = 10 MS/m,
µr,1 = 100 et Nelem = 2640).
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Figure 6.14 – Conditionnement des blocs matriciels pour une barre conductrice (cas
test #3.1 avec σ1 = 10 MS/m et Nelem = 2610, a` gauche) et pour une barre conductrice


















































Figure 6.15 – Conditionnement des blocs matriciels pour un tube conducteur (cas test
#4.1 avec σ1 = 10 MS/m et Nelem = 2640, a` gauche) et pour un tube conducteur et
magne´tique (cas test #4.2 avec σ1 = 10 MS/m, µr,1 = 100 et Nelem = 2640, a` droite).
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1 kHz 2,15 Hz 4,64 kHz 10 kHz
21,5 kHz 46,4 kHz 100 kHz
Figure 6.16 – Nombre d’ite´rations ne´cessaire pour obtenir une erreur (X) infe´rieure a`
10−6 pour une barre conductrice (cas test #3.1 avec σ1 = 10 MS/m et Nelem = 2610)
pour diffe´rentes valeurs du parame`tre de relaxation η.
















10 Hz 21,5 Hz 46,4 Hz 100 Hz
215 Hz 464 Hz 1 kHz
Figure 6.17 – Nombre d’ite´rations ne´cessaire pour obtenir une erreur (X) infe´rieure
a` 10−6 pour une barre conductrice et magne´tique (cas test #3.2 avec σ1 = 10 MS/m,
µr,1 = 100 et Nelem = 2610) pour diffe´rentes valeurs du parame`tre de relaxation η.
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1,46 kHz 2,15 kHz 4,64 kHz 10 kHz
21,5 kHz 46,4 kHz 100 kHz
Figure 6.18 – Nombre d’ite´rations ne´cessaire pour obtenir une erreur (X) infe´rieure
a` 10−6 pour un tube conducteur (cas test #4.1 avec σ1 = 10 MS/m et Nelem = 2640)
pour diffe´rentes valeurs du parame`tre de relaxation η.
















31,6 Hz 46,4 Hz 100 Hz 215 Hz
464 Hz 1 kHz
Figure 6.19 – Nombre d’ite´rations ne´cessaire pour obtenir une erreur (X) infe´rieure
a` 10−6 pour un tube conducteur et magne´tique (cas test #4.2 avec σ1 = 10 MS/m,
µr,1 = 100 et Nelem = 2640) pour diffe´rentes valeurs du parame`tre de relaxation η.
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ρ = 9 mm





Figure 6.20 – Repre´sentation de la configuration du cas test #4 dans le demi-plan
φ = 0◦, ρ > 0 mm.
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Figure 6.21 – Parties re´elle (a` gauche) et imaginaire (a` droite) des composantes des
champs e´lectromagne´tiques en (φ = 0◦, ρ = 9 mm) pour un tube conducteur (cas test
#4.1 avec σ1 = 10 MS/m et Nelem = 2640) a` une fre´quence f = 100 kHz.
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Figure 6.22 – Parties re´elle (a` gauche) et imaginaire (a` droite) des composantes des
champs e´lectromagne´tiques en (φ = 0◦, ρ = 10,5 mm) pour un tube conducteur (cas test
#4.1 avec σ1 = 10 MS/m et Nelem = 2640) a` une fre´quence f = 100 kHz.
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Figure 6.23 – Parties re´elle (a` gauche) et imaginaire (a` droite) des composantes des
champs e´lectromagne´tiques en (φ = 0◦, ρ = 9 mm) pour un tube conducteur (cas test
#4.2 avec σ1 = 10 MS/m, µr,1 = 100 et Nelem = 2640) a` une fre´quence f = 100 Hz).
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Figure 6.24 – Parties re´elle (a` gauche) et imaginaire (a` droite) des composantes des
champs e´lectromagne´tiques en (φ = 0◦, ρ = 10.5 mm) pour un tube conducteur (cas test
#4.2 avec σ1 = 10 MS/m, µr,1 = 100 et Nelem = 2640) a` une fre´quence f = 100 Hz).
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Configuration tridimensionnelle
Nous e´tudions maintenant le comportement de la variation d’impe´dance et des champs
e´lectromagne´tiques lorsque le tube est aplati, c’est-a`-dire lorsque sa section est une ellipse
dont l’un des rayons augmente. Il s’agit du cas test #5 de l’annexe E dont la conductivite´
est fixe´e a` σ1 = 1 MS/m et qui est discre´tise´ en 2640 quadrilate`res. Soit Ry = 9.84 mm







ou` α est un coefficient variable en fonction de l’aplatissement du tube.
La figure 6.25 pre´sente la variation d’impe´dance ∆Z obtenue par le the´ore`me de
re´ciprocite´ (D.2.1) apre`s la mise en œuvre du sche´ma ite´ratif de l’algorithme 3 (LT-
SOR) pour trois fre´quences, f = 100 kHz, f = 250 kHz et f = 500 kHz en fonction du
coefficient α. Pour α = 0 on obtient un tube a` section circulaire et les re´sultats co¨ıncident
avec les re´sultats obtenus par le code FIT2,5D. On observe que plus la fre´quence est
e´leve´e, plus la variation d’impe´dance varie avec le coefficient α. Cependant on ne peut
savoir si cette variation est due a` l’e´loignement de la pie`ce par rapport a` la bobine ou a` la
de´formation du tube. La figure 6.27 pre´sente les champs e´lectrique et magne´tique calcule´s
a` partir des formules de repre´sentation inte´grale (3.1.9) pour une fre´quence f = 100 kHz.
Les composantes Btot,ρ, Btot,z et Etot,φ des champs totaux magne´tique et e´lectrique sont
calcule´es dans le tube dans le plan φ = 0◦ selon l’axe ρ = Rx + 0.3 mm et dans le plan
φ = 90◦ selon l’axe ρ = Ry + 0,3 mm, voir figure 6.26. Les champs calcule´s dans le
plan φ = 0◦, en bleu sur la figure 6.27, mettent en avant l’effet de l’e´loignement de la
bobine tandis que les champs calcule´s dans le plan φ = 90◦, en rouge sur la figure 6.27
mettent en avant l’effet de la de´formation de la pie`ce. On observe alors que toutes les
composantes des champs pre´sente´es varient fortement avec l’e´loignement de la bobine.
En revanche, la de´formation du tube ne se ressent presque pas sur la composante Btot,ρ
du champ d’induction magne´tique.
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100 kHz 250 kHz 500 kHz FIT











Figure 6.25 – Parties re´elle (a` gauche) et imaginaire (a` droite) de la variation d’impe´-








Figure 6.26 – Repre´sentation de la configuration du cas test #5 dans le quart de plan
z = 0 mm, 0◦ < φ < 90◦.
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α = 0% α = 5% α = 10% α = 20% α = 30% (φ = 0◦)
α = 0% α = 5% α = 10% α = 20% α = 30% (φ = 90◦)






















































































Figure 6.27 – Parties re´elle (a` gauche) et imaginaire (a` droite) des composantes des
champs e´lectromagne´tiques en (φ = 0◦, ρ = Rx + 0,3 mm) et en (φ = 90◦, ρ = Ry + 0,3
mm) pour un tube a` section elliptique (cas test #5 avec σ1 = 1 MS/m et Nelem = 2640)
a` une fre´quence f = 100 kHz).
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6.4 Conclusion
Dans ce chapitre nous avons construit deux sche´mas ite´ratifs par blocs qui peuvent
eˆtre re´solus par la me´thode de surrelaxation successive. Ces sche´mas permettent de re´-
soudre de manie`re ite´rative un proble`me global compose´ de sous proble`mes bien condi-
tionne´s. Le premier est de´die´ a` la formulation LT(1,0,0,1) et base´ sur un pre´conditionneur
multiplicatif de Calderon construit avec les fonctions duales de Buffa-Christiansen. Le
second est de´die´ a` la formulation LT.
Ce dernier sche´ma nous permet de disposer d’une formulation pour le proble`me de
Maxwell, pre´cise pour des pie`ces conductrices et e´ventuellement magne´tiques, a` des fre´-
quences typiques du controˆle non destructif par courants de Foucault. Cette formulation
est base´e sur la de´composition Loop-Tree de la formulation PMCHWT et peut-eˆtre re´-
solue par la me´thode de surrelaxation successive applique´e a` un algorithme ite´ratif a`
quatre blocs. Les blocs sont de´termine´s par la physique des traces des champs incidents
qui constituent la donne´e du proble`me ainsi que par la physique des densite´s de courants
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Dans ce chapitre, nous e´tudions le comportement asymptotique de la formulation
LT sous l’hypothe`se (H3). Cette hypothe`se est ve´rifie´e pour les conducteurs teste´s a`
basse fre´quence, en ge´ne´ral, et correspond a` l’hypothe`se de l’approximation courants de
Foucault. Dans une premie`re partie nous re´e´crivons le proble`me discret de la formulation
LT en fonction des parame`tres adimensionnels γ1 et γ2 de l’hypothe`se (H3). Ainsi,
nous pouvons donner dans une deuxie`me partie le comportement puis le de´veloppement
asymptotique du proble`me LT lorsque le parame`tre γ1 est proche de ze´ro. Dans une
troisie`me partie, nous e´tablissons que la formulation courants de Foucault propose´e par
Hitpmair correspond au premier ordre du de´veloppement asymptotique de la formulation
LT. Ce re´sultat nous permet de de´finir un proble`me e´quivalent au proble`me Hiptmair
dont la matrice d’impe´dance est bien conditionne´e.
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7.1 Re´e´criture du proble`me de Maxwell avec de´composi-
tion Loop-Tree
Dans cette partie nous allons re´e´crire le proble`me discret de la formulation LT pour
un milieu conducteur Ω1 en fonction des parame`tres adimensionnels γ1 et γ2 de´finis









ou` L est la taille caracte´ristique de Ω1.
Remarque 7.1.1. Le meˆme travail peut-eˆtre effectue´ de manie`re e´quivalente avec le
proble`me continu.
Le proble`me discret de la formulation LT (4.2.4) s’exprime comme
(Z0,LT + Z1,LT )XLT = YLT (7.1.1)
























−B`,LL× −B`,LT× siωε`A`,LL× siωε`A`,LT×









































. Il nous faut maintenant e´crire les ope´rateurs matriciels
A×, B× et C× en fonction de γ1 et γ2. Pour cela, on commence par re´e´crire les nombres




















7.1 Re´e´criture du proble`me de Maxwell avec de´composition Loop-Tree
On peut de´finir une version adimensionne´e de ces nombres d’onde, que l’on note respec-









La notation barre´e sera utilise´e dans la suite pour exprimer le caracte`re adimensionnel des
grandeurs. La version adimensionnelle gκ` du noyau de Green gκ` associe´ aux proprie´te´s
physiques de Ω`, ` ∈ {0,1} donne´ par (2.2.1), est ainsi de´finie par
gκ`(R) = gκ`(R)L =
exp(−siκ`|R|)
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et u(x) = Lu(x).



























































































































ou` J est la grandeur caracte´ristique de Js. Les fonctions de Green gκ de´pendant de γ1
et γ2, il en est donc de meˆme pour les divers blocs adimensionnels apparaissant dans les
expressions ci-dessus.
Remarque 7.1.2. Les comportements obtenus pour les matrices Z0,LT et Z1,LT montrent
qu’il n’existe pas de ponde´ration permettant de mettre a` niveau ces deux matrices.
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Loop-Tree
7.2 De´veloppement asymptotique du proble`me de Max-
well avec de´composition Loop-Tree
7.2.1 Comportement asymptotique
On se place sous l’hypothe`se (H3), c’est a` dire que l’on a γ1  1 et γ2 = O(1),
et l’on donne le comportement asymptotique selon le petit parame`tre γ1 du proble`me
discret (4.2.4). Pour cela, il est ne´cessaire de donner le de´veloppement asymptotique des
noyaux de Green associe´s a` l’air et a` la pie`ce, de leur gradient et de leur gradient double.
Pour le noyau de Green associe´ a` l’air, on obtient les de´veloppements suivants, dont




















∇gκ0 = ∇g(0)κ0 +∇g(2)κ0 γ21 +∇g(3)κ0 γ31 +∇g(4)κ0 γ41 + o(γ41),
∇∇gκ0 = ∇∇g(0)κ0 +∇∇g(2)κ0 γ21 +∇∇g(3)κ0 γ31 +∇∇g(4)κ0 γ41 + o(γ41).
On en de´duit le comportement asymptotique au voisinage de γ1 = 0 des ope´rateurs
matriciels associe´s a` l’air :
A0× = O(1), B0× = O(1), C0× = O(1),
puis le comportement de la matrice d’impe´dance associe´e a` l’air
Z0,LT =

O(γ1) O(γ1) O(1) O(1)
O(γ1) O(γ−11 ) O(1) O(1)
O(1) O(1) O(γ1) O(γ1)
O(1) O(1) O(γ1) O(γ−11 )
 .
On peut aussi de´duire du de´veloppement du noyau de Green gκ0 , le comportement








Pour le noyau de Green associe´ a` la pie`ce, on trouve les de´veloppements suivants,



























∇gκ1 = ∇g(0)κ1 +∇g(2)κ1 γ21 +∇g(4)κ1 γ41 + o(γ41)
∇∇gκ1 = ∇∇g(0)κ1 +∇∇g(2)κ1 γ21 +∇∇g(4)κ1 γ41 + o(γ41).
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Le comportement asymptotique des ope´rateurs matriciels associe´s a` la pie`ce est ainsi
A1× = O(1), B1× = O(1), C1× = O(1).
Pour obtenir le comportement de la matrice d’impe´dance associe´e a` la pie`ce il nous faut

























O(γ1) O(γ1) O(1) O(1)
O(γ1) O(γ1) O(1) O(1)
O(1) O(1) O(γ−11 ) O(γ−11 )





O(γ1) O(γ1) O(1) O(1)
O(γ1) O(γ−11 ) O(1) O(1)
O(1) O(1) O(γ−11 ) O(γ−11 )
O(1) O(1) O(γ−11 ) O(γ−11 )
 .
7.2.2 De´veloppement asymptotique
Soit le postulat que l’inconnue est de´compose´e selon
XJL = (XJL)(0) + γ1(X
JL)(1) + γ21(X
JL)(2) + . . . ,
XJT = (XJT )(0) + γ1(X
JT )(1) + γ21(X
JT )(2) + . . . ,
XML = (XML)(0) + γ1(X
ML)(1) + γ21(X
ML)(2) + . . . ,
XMT = (XMT )(0) + γ1(X
MT )(1) + γ21(X
MT )(2) + . . . .
La matrice ZLT = Z0,LT + Z1,LT se de´compose selon
ZLT =

1 0 0 0
0 γ−11 0 0
0 0 γ−11 0
0 0 0 γ−11
Z(0)LT +

γ1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
Z(1)LT +

γ21 0 0 0
0 γ1 0 0
0 0 γ1 0
0 0 0 γ1
Z(2)LT + · · ·
et le second membre YLT selon
YJL = (YJL)(0) + γ1(Y
JL)(1) + γ21(Y
JL)(2) + . . . ,
YJT = γ−11 (Y
JT )(0) + (YJT )(1) + γ1(Y
JT )(2) + . . . ,
YML = γ−11 (Y
ML)(0) + (YML)(1) + γ1(Y
ML)(2) + . . . ,
YMT = γ−11 (Y
MT )(0) + (YMT )(1) + γ1(Y
MT )(2) + . . .
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0 0 (ZMMLL )
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0 0 (ZMMLL )
(2) (ZMMLT )
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dont les termes sont explicite´s en annexe F.
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MT )(1) + o(γ1)
 .
7.2.3 Lien avec la formulation Hiptmair
Soit le syste`me (7.2.1), que l’on e´crit
ZX = Y
pour simplifier. Soient les matrices
N1 :=
γ1 0 00 1 0
0 0 1
 , N2 :=









est exactement le proble`me discret de la formulation Hiptmair (4.2.7) :
Z˜HX˜H = Y˜H .
Ainsi nous avons retrouve´ le proble`me quasi-statique de Hiptmair par le de´veloppe-
ment asymptotique du proble`me de Maxwell LT. Nous avons vu au chapitre 3 que dans la
litte´rature [35, 34] ce proble`me est obtenu en posant le proble`me inte´gral a` partir de l’ap-
proximation quasi-statique courants de Foucault (1.3.11). Les termes du syste`me (7.2.1)
se comportent comme O(1) par construction. A` ce titre, le syste`me (7.2.1) constitue une
version normalise´e du syste`me Hiptmair (4.2.7).
Afin de confirmer ce re´sultat, prenons les cas tests #3 et #4 de l’annexe E. Il s’agit
de la barre conductrice (cas test #3.1) ou conductrice et magne´tique (cas test #3.2),
controˆle´e par une bobine et discre´tise´e en 2610 quadrilate`res et du tube conducteur (cas
test #4.1) ou conducteur et magne´tique (cas test #4.2), controˆle´ par une bobine et
discre´tise´ en 2640 quadrilate`res. Pour ces cas, le parame`tre γ1 varie de l’ordre de 10
−6 a`
10−8. Les figures 7.1 et 7.2 montrent que le conditionnement de la matrice d’impe´dance
Z est stable selon la fre´quence contrairement au conditionnement de la matrice Z˜H . Les
figures 7.3 et 7.4 pre´sentent la variation d’impe´dance obtenue par le syste`me (7.2.1) que













































Figure 7.1 – Conditionnement de la matrice pour une barre conductrice (cas test #3.1
avec σ1 = 10 MS/m et Nelem = 2610, a` gauche) et pour une barre conductrice et
magne´tique (cas test #3.2 avec σ1 = 10 MS/m, µr,1 = 100 et Nelem = 2610, a` droite).
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Figure 7.2 – Conditionnement de la matrice d’impe´dance normalise´e ou non pour un
tube conducteur (cas test #4.1 avec σ1 = 10 MS/m et Nelem = 2640, a` gauche) et pour
un tube conducteur et magne´tique (cas test #4.2 avec σ1 = 10 MS/m, µr,1 = 100 et
Nelem = 2640, a` droite).
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Figure 7.3 – Parties re´elle et imaginaire de la variation d’impe´dance pour une barre
conductrice (cas test #3.1 avec σ1 = 10 MS/m et Nelem = 2610, respectivement (a) et
(b)) et pour une barre conductrice et magne´tique (cas test #3.2 avec σ1 = 10 MS/m,
µr,1 = 100 et Nelem = 2610, respectivement (c) et (d)).
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Figure 7.4 – Parties re´elle et imaginaire de la variation d’impe´dance pour un tube
conducteur (cas test #4.1 avec σ1 = 10 MS/m et Nelem = 2640, respectivement (a) et
(b)) et pour un tube conducteur et magne´tique (cas test #4.2 avec σ1 = 10 MS/m,




Nous avons obtenu le comportement et le de´veloppement asymptotique du proble`me
LT lorsque le parame`tre γ1 est proche de ze´ro. Ce de´veloppement nous a permis d’e´tablir
l’e´quivalence entre la formulation inte´grale du proble`me courants de Foucault propose´e
par Hiptmair et le premier ordre du de´veloppement asymptotique de la formulation LT.
En pratique, cela permet de de´finir une version bien conditionne´e du proble`me courants
de Foucault. Le de´veloppement asymptotique a e´te´ re´alise´ au-dela` du premier ordre et
l’ensemble des termes pre´sente´s offre la possibilite´ de re´soudre le proble`me de Maxwell
de manie`re ite´rative, ordre par ordre (du de´veloppement asymptotique), chaque e´tape
ne´cessitant l’inversion d’une matrice bien conditionne´e.
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L’objet de cette e´tude e´tait de de´velopper une formulation inte´grale permettant
de re´soudre le proble`me de Maxwell harmonique dans des configurations typiques du
controˆle non destructif par courants de Foucault et plus particulie`rement pour le calcul
des champs primaires dans des milieux conducteurs, potentiellement magne´tiques, en
re´gime basse fre´quence. Un axe de recherche privile´gie´ dans cette e´tude e´tait de s’ins-
pirer des travaux re´alise´s pour des die´lectriques (hautes comme basses fre´quences) pour
adapter la formulation inte´grale usuelle du proble`me de Maxwell aux configurations de
CND par CF.
L’introduction des mode`les physiques (chapitre 1), de leur repre´sentation inte´grale
(chapitre 2) et des diffe´rents syste`mes d’e´quations conside´re´s (chapitre 3) ont e´te´ pre´-
sente´s dans la premie`re partie de l’e´tude.
La discre´tisation de ces syste`mes (chapitre 4) ouvre la deuxie`me partie de l’e´tude,
consacre´e a` la recherche d’une formulation de Maxwell adapte´e aux applications de CND.
Il a notamment e´te´ montre´ (chapitre 5) que la technique de de´composition de Helm-
holtz, couramment utilise´e pour les die´lectriques, permet de bien contourner le bruit
nume´rique a` basse fre´quence et donc d’obtenir un niveau de pre´cision satisfaisant dans
un contexte de CND. Pour autant, le proble`me reste mal conditionne´ car les techniques
de normalisation utilise´es pour les die´lectriques (avec la de´composition de Helmholtz ou
la ponde´ration de type Mu¨ller) ne sont pas applicables au CND par CF. Ce phe´nome`ne
a e´te´ de´veloppe´ et mis en e´vidence. Il est principalement lie´ au fait que ces techniques
reposent sur un de´veloppement limite´ du noyau de Green selon la fre´quence qui n’a plus
de sens dans un milieu conducteur.
Le proble`me de conditionnement a pu eˆtre contourne´ par une re´solution ite´rative par
blocs du syste`me line´aire (chapitre 6). Les blocs sont associe´s a` une composante spe´ci-
fique des densite´s de courant recherche´es. Deux versions ont e´te´ propose´es et la seconde,
qui repose sur une de´composition selon les composantes Loop et Tree des densite´s J et
M, re´pond a` nos besoins en terme de pre´cision et de conditionnement (inde´pendant de
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la fre´quence pour la gamme des parame`tres physiques typiques du CND).
Dans la troisie`me partie (chapire 7), le de´veloppement asymptotique de la formula-
tion inte´grale de Maxwell (note´e LT dans ce manuscrit) selon le parame`tre adimensionnel
a mis en lumie`re l’e´quivalence entre le terme dominant de ce de´veloppement et la for-
mulation inte´grale du proble`me courants de Foucault propose´e par Hiptmair introduite
au chapitre 5. En outre le syste`me obtenu posse`de, lui, un conditionnement stable par
construction.
Nous disposons donc au terme de notre e´tude de deux formulations originales et qui
re´pondent a` nos attentes : pre´cises et de conditionnement stable dans la gamme de para-
me`tres physiques typiques du CND. Ces formulations sont, d’une part, une formulation
du proble`me re´solue par blocs de manie`re ite´rative et, d’autre part, une formulation du
proble`me courants de Foucault, donc moins ge´ne´rale, mais re´solue d’un seul bloc.
Il a e´te´ ne´cessaire de de´velopper les outils nume´riques adapte´s (discre´tisation, assem-
blage, re´solution et post-traitement), re´alise´s dans une maquette Matlab. Ces de´velop-
pements ont permis d’accompagner l’e´tude et d’illustrer les performances des diverses
approches dans les parties II et III.
Perspectives
Dans le cadre de l’analyse du proble`me de Maxwell, et plus particulie`rement de son
de´veloppement limite´ au premier ordre (e´quivalent a` l’approximation courants de Fou-
cault, comme montre´ au chapitre 7), il serait maintenant inte´ressant de proce´der a` une
estimation fine de l’erreur commise par cette approximation. D’autre part, au-dela` du
contexte applicatif du CND par CF, il serait inte´ressant d’augmenter de quelques ordres
le de´veloppement asymptotique. Le choix de l’ordre d’arreˆt pouvant eˆtre fait a` posteriori,
une fois la pre´cision de´sire´e atteinte, ou encore a` priori, en fonction du re´gime de travail.
L’inte´reˆt de ce type d’approche reste a` de´montrer face a` l’approche de Maxwell re´solue
par blocs mais peut eˆtre fonde´ sur le besoin de re´soudre autrement que par blocs un
syste`me line´aire bien conditionne´.
En ce qui concerne le calcul du champ primaire, qui constitue une e´tape majeure de la
mode´lisation des processus de CND traite´s au CEA LIST, la formulation LT re´solue par
l’approche ite´rative par blocs introduite au chapitre 6 de ma the`se est en cours d’inte´gra-
tion dans le code du laboratoire. En particulier, elle sera prochainement utilise´e dans le
cadre d’une e´tude pour l’IRSN (Institut de Radioprotection et de Surete´ Nucle´aire) afin
de simuler le signal de ge´ome´trie obtenu dans la partie cintre´e des tubes d’un ge´ne´rateur
de vapeur, e´le´ment cle´ du processus de refroidissement du circuit primaire dans les cen-
trales nucle´aires a` eau pressurise´e. A` cette occasion une discre´tisation d’ordre e´leve´ de
la ge´ome´trie (pre´sente´e au chapitre 4) comme des fonctions de base sera employe´e afin
de gagner en pre´cision tout en re´duisant le nombre d’inconnues.
170
Pour autant le nombre d’inconnues restera un facteur limitant de l’approche qui ne
sera performante que si l’ensemble des blocs matriciels reste accessible en me´moire (au-
trement on fera face a` un surcout des e´tapes de lecture-e´criture des blocs sur le disque
a` chaque ite´ration du solveur). A` ce titre il faudrait se pencher vers une approche de
compression qui autorise l’inversion directe de chaque bloc, a` priori de type matrice hie´-
rarchique et algorithme ACA (Adaptive Cross Approximation). La mise en œuvre du
pilotage de cette approche dans le cadre du CND et l’emploi de me´thodes d’ordre e´leve´
devra eˆtre e´tudie´e.
Enfin, le calcul du signal d’un de´faut n’est pas traite´ dans cette the`se mais rendu
accessible. En effet, la stabilisation du conditionnement en fonction de la fre´quence, et
donc du pas de maillage a` fre´quence fixe, rend possible la re´solution du syste`me malgre´
la pre´sence d’un de´faut dans la ge´ome´trie (qui implique ge´ne´ralement un pas de maille
tre`s petit au niveau du de´faut). Par ailleurs, toujours dans une approche par blocs,
mais modifie´e, on pourrait maintenant introduire une de´composition de domaine entre
la pie`ce (champ primaire) et le de´faut en plus de la de´composition selon les composantes
physiques. Dans ce cas, on trouverait e´ventuellement des configurations pour lesquelles un
e´largissement du travail d’analyse serait crucial. Par exemple, si la taille caracte´ristique
d’un de´faut de type entaille est lie´e a` son ouverture, celle-ci serait de l’ordre de quelques
dizaines de µm contre quelques dizaines de mm pour la pie`ce, et justifierait donc de










Un conducteur parfait, Perfect Electric Conductor (PEC) en anglais, ou milieu par-
faitement conducteur est un milieu pour lequel on suppose que la conductivite´ est infinie.
Il s’agit d’une ide´alisation mathe´matique des milieux tre`s fortement conducteurs qui per-
met d’effectuer un certain nombre d’approximations sur les e´quations de Maxwell.
A.1 Le mode`le du conducteur parfait
On se place sous les hypothe`ses (H0), (H1) et (H2a) ou (H2b) a` une exception
pre`s, la conductivite´ σ1 est suppose´e infinie pour que Ω1 soit un milieu parfaitement
conducteur. Sous ces hypothe`ses, les champs e´lectrique Etot et magne´tiques Htot ve´ri-
fient (1.2.2) dans Ω0,{ ∇×Etot + siωµHtot = 0
∇×Htot − siωεEtot = Jinc dans Ω0
et s’annulent dans le conducteur parfait Ω1,
Etot = Htot = 0 dans Ω1.
Ainsi, on peut dire que les champs incidents sont comple`tement re´fle´chis par la surface
Γ ce qui se traduit par la condition (1.2.6) qui devient
E0d × n = −E0inc × n sur Γ ⇔ E0tot × n = 0 sur Γ.
Les champs incidents ve´rifient bien (1.2.1) et les champs diffracte´s sont de´finis par (1.2.3),{
Ed = Etot −Einc
Hd = Htot −Hinc dans Ω0
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et ve´rifient (1.2.4). Le proble`me de Maxwell s’exprime donc ici uniquement dans Ω0,
∇×∇×Ed − κ20Ed = 0 dans Ω0,






, |x| → +∞.
(A.1.1)
Le champ magne´tique Hd s’obtient, d’apre`s (1.2.4), via
Hd = (siωµ0)
−1∇×Ed.
En revanche, on ne peut pas poser le proble`me en terme de champ magne´tique puisque
la condition de transmission (1.2.7) du champ magne´tique (H0tot × n = H1tot × n) n’est
plus valable pour les milieux parfaitement conducteurs.
A.2 Formulations inte´grales pour les milieux parfaitement
conducteurs
Pour les milieux parfaitement conducteurs, il existe trois formulations classiques dans
la litte´rature, l’e´quation inte´grale en champ e´lectrique appele´e EFIE de l’anglais Electric
Field Integral Equation, l’e´quation inte´grale en champ magne´tique, ou Magnetic Field
Integral Equation (MFIE) et enfin l’e´quation inte´grale en champs combine´s, ou Combined
Field Integral Equation (CFIE). On ne pre´sente que l’EFIE et la MFIE ici puisqu’il s’agit
des formulations que l’on utilise dans le manuscrit pour valider nos ope´rateurs et analyser
certains phe´nome`nes. De plus la CFIE est simplement une combinaison de l’EFIE et la
MFIE.
A.2.1 L’e´quation inte´grale en champ e´lectrique (EFIE)
Le champ Ed appartient a` Hloc(rot
2,Ω0) et ve´rifie (A.1.1). Ce champ ve´rifie donc
les hypothe`ses du corollaire 2.2.1 a) et on peut e´crire sa repre´sentation inte´grale
− SC0(γ0×E,γ0NEd) = Ed dans Ω0. (A.2.1)
On applique maintenant la trace exte´rieure γ0× a` cette repre´sentation (A.2.1) ce qui nous

















J = −γ0×Htot = −(siωµ0)−1γ0NEtot = −(siωµ0)−1γ0N (Ed + Einc) (A.2.3)
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NEtot − γ0NEinc = siωµ0J− γ0NEinc.
De plus, la condition de transmission du proble`me (A.1.1) s’e´crit
γ0×Ed = −γ0×Einc. (A.2.4)




















Comme le champ Einc ve´rifie (1.4.5) avec Uinc = Einc, il ve´rifie les hypothe`ses du corol-
laire 2.2.1. b, d’ou`
SC0(γ1×Einc,γ1NEinc) = 0 dans Ω0. (A.2.5)


















Ainsi on obtient la forme inte´grale de l’EFIE :









, XEFIE = J, YEFIE = γ0×Einc.
La re´solution de cette e´quation permet de calculer les champs Etot et Htot via
Etot|Ω0 = Einc|Ω0 − SC0(0, siωµ0J) ∈Hloc(rot2,Ω0),
Htot|Ω0 = Hinc|Ω0 − SC0(−J,0) ∈Hloc(rot2,Ω0).
L’e´quation inte´grale e´tant dansH
− 1
2
‖ (divΓ, Γ), on peut la tester dans ce meˆme espace
par la relation de dualite´ 〈· , ·〉× et on obtient le proble`me variationnel :
















, XEFIE = X
J , YEFIE = Y
J .
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Soient {ut}t=1,...,N ⊂ Vhdiv l’ensemble des fonctions tests et {ub}b=1,...,N ⊂ Vhdiv l’ensemble




























sont explicite´s en annexe C. L’inconnue XJ permet le calcul de la densite´ de courant








ub(x), ∀x ∈ Γh.
Remarque A.2.1. L’EFIE se retrouve en posant M = 0 d’apre`s la condition de trans-
mission γ0×Etot = 0, dans la premie`re ligne de la formulation PMCHWT.
A.2.2 L’e´quation inte´grale en champ magne´tique (MFIE)
On applique la trace exte´rieure γ0N a` (A.2.1) :
γ0NEd = −SC0N,0(γ0×Ed,γ0NEd)
= − (κ20A0× + C0×)γ0×Ed + (12Id− B0×
)
γ0NEd.

















On applique la trace γ0N a` (A.2.5) et on remplace, γ
1×Einc par γ0×Einc et, γ1NEinc par

















Id− B0×, XMFIE = J, YMFIE = γ0×Hinc.
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La re´solution de cette e´quation permet de calculer les champs Etot et Htot via
Etot|Ω0 = Einc|Ω0 − SC0(0, siωµ0J) ∈Hloc(rot2,Ω0),
Htot|Ω0 = Hinc|Ω0 − SC0(−J,0) ∈Hloc(rot2,Ω0).
L’e´quation inte´grale e´tant dansH
− 1
2
‖ (divΓ, Γ), on peut la tester dans ce meˆme espace
par la relation de dualite´ 〈· , ·〉× et on obtient le proble`me variationnel :










R−B0×, XEFIE = XJ , YEFIE = YM .
Soient {ut}t=1,...,N ⊂ Vhdiv l’ensemble des fonctions tests et {ub}b=1,...,N ⊂ Vhdiv l’ensemble
des fonctions bases. Les ope´rateurs matriciels A0× et C0× de´finis par




















sont explicite´s en annexe C. L’inconnue XJ permet le calcul de la densite´ de courant








ub(x), ∀x ∈ Γh.
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Annexe B
Discre´tisation pour le maillage
triangulaire
Cette annexe pre´sente les e´le´ments de discre´tisation qui sont diffe´rents lorsque le
maillage est triangulaire et non plus quadrilate´ral comme pre´sente´ dans la section 4.1.
B.1 Maillage parame´tre´ de triangles
Soit un maillage Γh compose´ de Ne triangles et de triangulation
Th := {K`}`=1,...,Ne .
L’e´le´ment unite´ K̂ dans R2 est de´fini par le triangle unitaire de sommets
Ŝ1 = (0,0), Ŝ2 = (1,0), Ŝ3 = (0,1).
On note x̂ := (x̂1,x̂2) les coordonne´es sur K̂ dans la base canonique {ê1,ê2} de R2. On
note S`i = F`(Ŝi), i = 1 ≤ i ≤ 3, les sommets de l’e´le´ment K` nume´rote´s dans le sens de
parcours direct et de telle sorte que (
−−−→
S1S2×−−−→S1S3) soit dirige´ vers l’exte´rieur de la surface
ferme´e. Soit F` le diffe´omorphisme de K̂ dans R3 de´fini par la proprie´te´ suivante :
∀x ∈ K`,∃! x̂ ∈ K̂ tel que F`(x̂) = x.
Cette transformation est donne´e a` l’ordre 1 par
F`(x̂) = (1− x̂1)S`1 + x̂1S`2 + x̂2S`3.
Les areˆtes du triangle de re´fe´rence K̂ sont oriente´e dans le sens direct et de´finies par
â1 = (Ŝ1,Ŝ2), â2 = (Ŝ2,Ŝ3),
â3 = (Ŝ3,Ŝ1)
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ou` l’ordre d’apparition des sommets donne le sens de l’areˆte, voir figure B.1. Sur un




i = F`(âi), i = 1 ≤ i ≤ 3.
Les normales unitaires aux areˆtes a`i , dirige´es vers l’exte´rieur de l’e´le´ment, note´es n
`
ai

























Figure B.1 – Sommets et areˆtes sur l’e´le´ment de re´fe´rence K̂.
B.2 Fonctions de base de l’espace d’approximation deH
− 12
‖ (divΓ, Γ)






‖ (divΓ, Γh); JDF−1u|K ∈ V̂h, ∀K ∈ Th
}
(B.2.1)












(x̂1 − 1)ê1 + x̂2ê2) .
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B.3 La de´composition de Helmholtz-Hodge
Les fonctions locales u`j sur K` sont donne´es explicitement par




x̂1∂̂1F`(x̂) + (x̂2 − 1)∂̂2F`(x̂)
)
,











x̂1 − 1)∂̂1F`(x̂) + x̂2∂̂2F`(x̂)
)
.
Les fonctions ui ainsi de´finies imposent la continuite´ normale a` travers les areˆtes du
maillage ([ui · nai ]ai = 0) et sont dites Hdiv-conformes. La famille {ui}i=1,...,Na , ou`
Na est le nombre d’areˆtes du maillage Γh, est alors une base de Vhdiv. Ces fonctions sont
commune´ment appele´es fonctions RWG du nom des auteurs Rao, Wilton et Glisson [49].
B.3 La de´composition de Helmholtz-Hodge







 −1 0 11 −1 0
0 1 −1

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Annexe C
Calcul des termes matriciels
On rappelle que les applications duales 〈· , ·〉 (2.1.7) et 〈· , ·〉× (2.1.8) sont de´finies
par
〈u , v〉 :=
ˆ
Γ
u · v dΓ,
〈u , v〉× := 〈u , n× v〉 = 〈u , v〉 ,






et que R est de´fini par
Ru := u× n.
Les ope´rateurs inte´graux de surface A×, B×, C× et C˜× sont de´finis par le the´ore`me 2.2.2
et les ope´rateurs An, Bn, Cn et C˜n par le the´ore`me 2.2.3.
C.1 Notation des fonctions tests et bases
Les notations de´finies dans cette section sont les notations utilise´es pour diffe´rencier
les diffe´rents types de fonctions de base dans toute cette annexe.
C.1.1 Fonctions Hdiv-conformes
Soit {ua}a=1,...,N ⊂ Vhdiv l’ensemble des fonctions de base (4.1.3) Hdiv-conformes de
Vhdiv avec N le nombre d’areˆtes du maillage sur Γh. On note
{ut}t=1,...,N ⊂ Vhdiv
l’ensemble des fonctions tests et on note
{ub}b=1,...,N ⊂ Vhdiv
l’ensemble des fonctions bases. Soit at l’areˆte de Γh associe´e a` la fonction test ut, le
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cette areˆte. De meˆme, le support de la fonction base ub associe´e a` l’areˆte ab de Γh est
l’ensemble des deux e´le´ments bases K1b et K
2
b se partageant l’areˆte ab. Les coordonne´es
sur les e´le´ments bases ainsi que les de´rive´es selon ces coordonne´es seront annote´es par le
signe ′.
C.1.2 Fonctions Loop et Tree
On note
{uLt }t=1,...,NS−1 ⊂ Vhdiv0, {uTt }t=1,...,Ne−1 ⊂ Vhcomp
l’ensemble des fonctions tests Loop (4.1.5) et Tree (4.1.6) et
{uLb }t=1,...,NS−1 ⊂ Vhdiv0, {uTb }t=1,...,Ne−1 ⊂ Vhcomp
l’ensemble des fonctions bases Loop (4.1.5) et Tree (4.1.6) avec NS et Ne le nombre
de sommets et d’e´le´ments du maillage Γh, respectivement. Soit St, respectivement Sb,
le sommet de Γh associe´ a` la fonction test u
L
t , respectivement u
L
b , le support de cette
fonction est l’ensemble note´ KLt , respectivement K
L
b , des e´le´ments se partageant ce
sommet. Soit Kt, respectivement Kb, l’e´le´ment de Γh associe´ a` la fonction test u
T
t ,
respectivement uTb , le support de cette fonction est l’ensemble note´ K
T
t , respectivement
KTb , des e´le´ments adjacents par au moins une areˆte a` cet e´le´ment.
C.1.3 Fonctions Hrot-conformes
Soit {va}a=1,...,N ⊂ Vhrot l’ensemble des fonctions de base (4.1.4) Hrot-conformes de
Vhrot avec N le nombre d’areˆtes du maillage sur Γh. On note
{vt}t=1,...,N ⊂ Vhdiv
l’ensemble des fonctions tests et on note
{vb}b=1,...,N ⊂ Vhdiv
l’ensemble des fonctions bases. Comme pour les fonctions Hdiv-conformes, soit at, res-
pectivement ab, l’areˆte de Γh associe´e a` la fonction test vt, respectivement vb, le support
de cette fonction est l’ensemble des deux e´le´ments K1t et K
2





se partageant cette areˆte.
C.1.4 Fonctions scalaires
Soit {ϕ`}`=1,...,Ne ⊂ Vh0 l’ensemble des fonctions de base (4.1.2) de Vh0 avec Ne le
nombre d’e´le´ments du maillage sur Γh. On note
{ϕt}t=1,...,Ne ⊂ Vh0
l’ensemble des fonctions tests et on note
{ϕb}b=1,...,Ne ⊂ Vh0
l’ensemble des fonctions bases. Le support d’une fonction ϕt, respectivement ϕb, est
l’e´le´ment test Kt, respectivement l’e´le´ment base Kb.
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C.2 L’ope´rateur matriciel A×
C.2 L’ope´rateur matriciel A×




























































et (i,j) = (L,T ).
C.3 L’ope´rateur matriciel B×































Fonctions tests Hrot-conformes. Il suffit de remplacer ut par vt dans l’expression
pre´ce´dente.
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∇′gκ`(x− x′)× uLb (x′)dx′dx.
Remarque C.3.1. Si ω  1 et si le nombre d’onde κ` est re´el alors κ`  1 on peut




















































C.4 L’ope´rateur matriciel C×



































C.4 L’ope´rateur matriciel C×
avec ut = −R ◦R ◦ ut ∈ Vhdiv. Or, d’apre`s la formule de Stokes et la relation



























(n∂Ktj · ut(x))Ibi(x− x′)dx




= It1b1(x,x′) + It1b2(x,x′) + It2b1(x,x′) + It2b2(x,x′).
La normale n∂Kbi , respectivement n∂Ktj , est la normale unitaire a` ∂Kbi , respectivement
∂Ktj , oriente´e vers l’exte´rieur de Kbi , respectivement Ktj . Autrement dit, n∂Kbi et n∂Ktj
sont les ensembles de normales unitaires aux areˆtes des e´le´ments Kbi et Ktj , respecti-
vement. Comme les fonctions tests et bases sont les fonctions (4.1.3) Hdiv-conformes
de Vhdiv, la composante normale, selon la normale aux areˆtes, de ces fonctions sur les
bords des e´le´ments qui les supportent est non nulle uniquement sur l’areˆte qui leur est
associe´e. De plus cette composante est continue sur l’areˆte commune. C’est-a`-dire, soit
nai la normale exte´rieure a` l’areˆte locale ai de Kbi associe´e a` l’areˆte globale ab alors
(na1 · ub(x′))|a1 = (na2 · ub(x′))|a2 (C.4.1)
et soit naj la normale a` l’areˆte locale aj de Ktj associe´e a` l’areˆte globale at alors
(na1 · ut(x′))|a1 = (na2 · ut(x′))|a2 . (C.4.2)
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Fonctions tests Hrot-conformes. Lorsque les fonctions tests ne sont plus Hdiv-
conformes la relation (C.4.2) n’est plus ve´rifie´e (la relation (C.4.1) reste ve´rifie´e puisque


















































uTt , A`×(uTb )
〉
×
puisque les fonctions Loop sont a` divergence surfacique nulle.
C.5 L’ope´rateur matriciel R
Fonctions tests Hdiv-conformes. Par de´finition de 〈· , ·〉× et de l’ope´rateur de ro-
tation R,
(R)tb := 〈ut , R(ub)〉 = −〈ut , ub〉× =
ˆ
Kt1∪Kt2
ut(x) · (ub(x)× n)dx.























et (i,j) = (L,T ).
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C.6 L’ope´rateur matriciel C˜×
C.6 L’ope´rateur matriciel C˜×

































avec ut = −R ◦R ◦ ut ∈ Vhdiv.
Fonctions tests Hrot-conformes. Il suffit de remplacer ut par vt et ut par v˜t =
−R ◦R ◦ vt ∈ Vhrot dans l’expression pre´ce´dente.
C.7 L’ope´rateur matriciel An
Par de´finition de 〈· , ·〉 1
2



































C.8 L’ope´rateur matriciel Bn
Par de´finition de 〈· , ·〉 1
2
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C.9 L’ope´rateur matriciel C˜n
Par de´finition de 〈· , ·〉 1
2


































C.10 L’ope´rateur matriciel I
Par de´finition de 〈· , ·〉 1
2
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Dans nos re´sultats nous distinguons les configurations dites acade´miques des configu-
rations dites de CND. Ces configurations se distinguent principalement par leurs donne´es
d’entre´e et de sortie. Pour les configurations acade´miques, nous conside´rons en entre´e
une onde plane et en sortie nous e´valuons la section efficace radar. Pour les configura-
tions de type CND, nous conside´rons en entre´e la ou les excitation(s) d’une bobine, et
en sortie la variation d’impe´dance.
D.1 Onde plane et section efficace radar (SER)
La section efficace radar (SER), ou Radar Cross Section (RCS) en anglais, est une
donne´e de sortie fre´quemment utilise´e pour les proble`mes de diffraction d’une onde plane.
Elle se calcule en fonctions des champs dits lointains, c’est-a`-dire les champs diffracte´s a`
l’infini, et s’exprime en m2 ou en dBm2 en lui appliquant un 10 log10. Cette quantite´ est
souvent utilise´e dans les applications militaires puisqu’elle de´note la capacite´ d’un objet
a` eˆtre de´tecte´ par un radar. Ici nous l’utilisons dans un cadre acade´mique, a` savoir la
validation de nos formulations sur une sphe`re e´claire´e par un onde plane.
La RCS est de´finie par
σRCS(φdiff ,θdiff) = lim
x→+∞ 4pix
2 |Ed(φdiff ,θdiff)|2
|Einc|2 = limx→+∞ 4pix
2 |Hd(φdiff ,θdiff)|2
| Hinc |2
avec (Einc,Hinc) = OP0(Eˆinc,κˆinc). Soit α la polarisation de l’onde diffracte´e (Ed,Hd) et
β la polarisation de l’onde incidente (Einc,Hinc), la SER est dite de polarisation αβ. On
s’inte´resse ici a` la SER de polarisation φdiffφinc et θdiffθinc, on parlera souvent simplement
de polarisation φφ et θθ. Les champs diffracte´s (Ed,Hd) sont donne´s par
Ed = −η0ΨCLSL (J) + ΨCLDL(M),












u(x′) exp(iκ0x′ · kˆdiff)dS(x′),





kˆdiff × kˆdiff ×
ˆ
Γ
u(x′) exp(iκ0x′ · kˆdiff)dS(x′).
Les SER pre´sente´es dans ce document seront les SER bistatiques pour les polarisation
φφ et θθ.
D.2 Champs induits par une bobine et variation d’impe´-
dance
Soit une bobine parcourue par un courant sinuso¨ıdal d’intensite´ I = I0 exp(ωt) avec
I0 l’intensite´ du courant d’excitation. L’impe´dance Zbobine de la bobine est de´finie par le










avec L0 l’inductance de la bobine. Soit maintenant Zpiece l’impe´dance de la bobine en
pre´sence d’une pie`ce, on de´finit la variation d’impe´dance comme e´tant la diffe´rence
∆Z = ∆Zpiece −∆Zbobine.
La variation d’impe´dance e´tant une grandeur mesurable, elle est tre`s ge´ne´ralement uti-
lise´e comme grandeur de validation dans la simulation de proce´de´s de controˆle non
destructif.
La variation d’impe´dance peut eˆtre e´value´e a` partir des densite´s de courant surfa-
ciques J et M et des champs incidents (Einc,Hinc) via le the´ore`me de re´ciprocite´ :




J(x) ·Einc(x)−M(x) ·Hinc(x)dS(x) (D.2.1)





On conside`re une sphe`re de rayonR = 1 m. On distingue trois cas selon les parame`tres
physiques de la sphe`re :
– Cas test #1.1 : La sphe`re parfaitement conductrice.
– Cas test #1.2 : La sphe`re die´lectrique.
– Cas test #1.3 : La sphe`re conductrice.
Les tableaux E.1 et E.2 pre´sentent respectivement les parame`tres physiques de la sphe`re
die´lectrique et de la sphe`re conductrice. La figure E.1 pre´sente une discre´tisation de la
surface de cette sphe`re en 864 quadrilate`res.
permittivite´ die´lectrique relative εdr,1 > 1
perme´abilite´ magne´tique relative µr,1 1
conductivite´ σ1 0
Table E.1 – Parame`tres physiques du cas test #1.2.
permittivite´ die´lectrique relative εdr,1 ≥ 1
perme´abilite´ magne´tique relative µr,1 1
conductivite´ σ1 > 0
Table E.2 – Parame`tres physiques du cas test #1.3.
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Figure E.1 – Maillage quadrilate´ral de la sphe`re.
E.2 La plaque cylindrique
On conside`re une plaque cylindrique de rayon R = 5 mm et de hauteur H = 1 mm
controˆle´e par une bobine simple de rayon interne rint = 1 mm, de rayon externe rext = 2
mm, de hauteur H = 1 mm, comprenant 1 spire et de courant d’injection I = 1 A centre´e
et place´e a` 0.1 mm au dessus de la plaque. On distingue deux cas selon les parame`tres
physiques de la plaque :
– Cas test #2.1 : La plaque conductrice non magne´tique.
– Cas test #2.2 : La plaque conductrice magne´tique.
Les tableaux E.3 et E.4 pre´sentent respectivement les parame`tres physiques de la plaque
conductrice non magne´tique et de la plaque conductrice magne´tique. La figure E.2 pre´-
sente une discre´tisation de la surface de cette plaque en 3738 quadrilate`res.
permittivite´ die´lectrique relative εdr,1 1
perme´abilite´ magne´tique relative µr,1 1
conductivite´ σ1 > 0
Table E.3 – Parame`tres physiques du cas test #2.1.
permittivite´ die´lectrique relative εdr,1 1
perme´abilite´ magne´tique relative µr,1 > 1
conductivite´ σ1 > 0
Table E.4 – Parame`tres physiques du cas test #2.2.
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E.3 La barre
Figure E.2 – Maillage quadrilate´ral de la plaque, vue de l’e´paisseur a` gauche et du haut
a` droite.
E.3 La barre
On conside`re une barre de rayon R = 8 mm et de hauteur H = 10 mm controˆle´e
par une bobine simple de rayon interne rint = 9 mm, de rayon externe rext = 10 mm,
de hauteur H = 2 mm, comprenant 70 spires et de courant d’injection I = 1 A et
place´e a` mi hauteur a` l’exte´rieur de la barre. On distingue deux cas selon les parame`tres
physiques de la barre :
– Cas test #3.1 : La barre conductrice non magne´tique.
– Cas test #3.2 : La barre conductrice magne´tique.
Les tableaux E.5 et E.6 pre´sentent respectivement les parame`tres physiques de la barre
conductrice non magne´tique et de la barre conductrice magne´tique. La figure E.3 pre´sente
une discre´tisation de la surface de cette barre en 2610 quadrilate`res.
permittivite´ die´lectrique relative εdr,1 1
perme´abilite´ magne´tique relative µr,1 1
conductivite´ σ1 > 0
Table E.5 – Parame`tres physiques du cas test #3.1.
permittivite´ die´lectrique relative εdr,1 1
perme´abilite´ magne´tique relative µr,1 > 1
conductivite´ σ1 > 0
Table E.6 – Parame`tres physiques du cas test #3.2.
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Figure E.3 – Maillage quadrilate´ral de la barre, vue de la hauteur a` gauche et du haut
a` droite.
E.4 Le tube
On conside`re un tube de rayon R = 9.84 mm, d’e´paisseur e = 1.27 mm et de hauteur
H = 10 mm controˆle´e par une bobine simple de rayon interne rint = 7.83 mm, de rayon
externe rext = 8.5 mm, de hauteur H = 2 mm, comprenant 70 spires et de courant
d’injection I = 1 A et place´e a` mi hauteur a` l’inte´rieur du tube. On distingue deux cas
selon les parame`tres physiques du tube :
– Cas test #4.1 : Le tube conducteur non magne´tique.
– Cas test #4.2 : Le tube conducteur magne´tique.
Les tableaux E.7 et E.8 pre´sentent respectivement les parame`tres physiques du tube
conducteur non magne´tique et du tube conducteur magne´tique. La figure E.3 pre´sente
une discre´tisation de la surface de ce tube en 2640 quadrilate`res.
permittivite´ die´lectrique relative εdr,1 1
perme´abilite´ magne´tique relative µr,1 1
conductivite´ σ1 > 0
Table E.7 – Parame`tres physiques du cas test #4.1.
permittivite´ die´lectrique relative εdr,1 1
perme´abilite´ magne´tique relative µr,1 > 1
conductivite´ σ1 > 0
Table E.8 – Parame`tres physiques du cas test #4.2.
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E.5 Le tube a` section elliptique
Figure E.4 – Maillage quadrilate´ral du tube, vue de la hauteur a` gauche et du haut a`
droite.
E.5 Le tube a` section elliptique
On conside`re le tube pre´ce´dent dont la section est non plus un cercle mais une






ou` α est le
pourcentage d’aplatissement du tube, voir figure E.5. L’e´paisseur 1.27 mm et la hauteur
H = 10 mm du tube sont fixe´es et ce dernier est controˆle´e par une bobine simple de
rayon interne rint = 7.83 mm, de rayon externe rext = 8.5 mm, de hauteur H = 2
mm, comprenant 70 spires et de courant d’injection I = 1 A et place´e a` mi hauteur et
centre´e a` l’inte´rieur du tube. On note ce cas, cas test #5, et le tableau E.9 pre´sente les
parame`tres physiques de ce tube.
permittivite´ die´lectrique relative εdr,1 1
perme´abilite´ magne´tique relative µr,1 1
conductivite´ σ1 > 0
Table E.9 – Parame`tres physiques du cas test #5.
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F.1 De´veloppement asymptotique des noyaux de Green
Les de´veloppements limite´s au voisinage de γ1 du noyau de Green associe´ a` Ω0, de




















∇gκ0 = ∇g(0)κ0 +∇g(2)κ0 γ21 +∇g(3)κ0 γ31 +∇g(4)κ0 γ41 + o(γ41),


























































Annexe F. Termes du de´veloppement asymptotique
Les de´veloppements limite´s au voisinage de γ1 du nombre d’onde associe´ a` Ω1, du noyau



























∇gκ1 = ∇g(0)κ1 +∇g(2)κ1 γ21 +∇g(4)κ1 γ41 + o(γ41),






















































































































































F.2 De´veloppement asymptotique de la formulation LT
F.2 De´veloppement asymptotique de la formulation LT
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′) · ∇∇g(k)κ` (R)dx′dx,
pour 0 ≤ k ≤ 2, (i,j) = (L,T ) et 0 ≤ ` ≤ 1. Les termes du de´veloppement asymptotique










































pour 0 ≤ k ≤ 2 et i = (L,T ).
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Titre : Formulations par e´quations inte´grales de surface pour la simulation nume´rique du controˆle non destructif
par courants de Foucault.
Re´sume´ : Cette the`se s’inscrit dans le contexte de la simulation nume´rique pour le controˆle non destructif
(CND) par courants de Foucault et concerne le calcul des champs e´lectromagne´tiques induits par un capteur
e´metteur dans une pie`ce saine. Ce calcul constitue la premie`re e´tape de la mode´lisation comple`te d’un proce´de´
de controˆle dans la plateforme logicielle CIVA de´veloppe´e au CEA LIST. Aujourd’hui les mode`les inte´gre´s dans
CIVA sont restreints a` des pie`ces de ge´ome´trie canonique (calcul modal) ou axisyme´triques. La demande de
configurations plus diverses et complexes ne´cessite l’introduction de nouveaux outils nume´riques de mode´lisation.
En pratique les capteurs peuvent eˆtre constitue´s d’e´le´ments aux proprie´te´s physiques et aux formes varie´es. Quant
aux pie`ces a` controˆler, elles sont conductrices et peuvent contenir des e´le´ments die´lectriques ou magne´tiques.
Du fait des diffe´rents mate´riaux pre´sents dans une meˆme configuration, diffe´rents re´gimes de mode´lisation
(statique, quasi-statique, voire dynamique) peuvent cohabiter. Sous l’hypothe`se de travail de milieux a` proprie´te´s
line´aires, isotropes et homoge`nes par morceaux, l’approche par e´quations inte´grales de surface (SIE) permet de
ramener le proble`me volumique a` un proble`me surfacique e´quivalent. Cependant les formulations SIE usuelles
pour le proble`me de Maxwell souffrent en ge´ne´ral d’un proble`me de robustesse nume´rique pour certains cas
asymptotiques, en particulier a` basse fre´quence. L’objectif de cette e´tude est de de´terminer une version stable
pour une gamme de parame`tres physique typique du CND. C’est dans ce cadre qu’un sche´ma ite´ratif par blocs
base´ sur une de´composition lie´e a` la physique du proble`me est propose´. Ce sche´ma est pre´cis et bien conditionne´
pour le calcul des champs primaires. Une e´tude asymptotique du proble`me inte´gral de Maxwell est de plus
effectue´e. Celle-ci permet de formuler le proble`me inte´gral de l’approximation courants de Foucault comme une
forme asymptotique de celui de Maxwell.
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Title: Formulations by surface integral equations for numerical simulation of non-destructive testing by eddy
currents.
Abstract: The thesis addresses the numerical simulation of non-destructive testing (NDT) using eddy currents,
and more precisely the computation of induced electromagnetic fields by a transmitter sensor in a healthy part.
This calculation is the first step of the modeling of a complete control process in the CIVA software platform
developed at CEA LIST. Currently, models integrated in CIVA are restricted to canonical (modal computation)
or axially-symmetric geometries. The need for more diverse and complex configurations requires the introduction
of new numerical modeling tools. In practice the sensor may be composed of elements with different shapes and
physical properties. The inspected parts are conductive and may contain dielectric or magnetic elements. Due
to the cohabitation of different materials in one configuration, different regimes (static, quasi-static or dynamic)
may coexist. Under the assumption of linear, isotropic and piecewise homogeneous material properties, the
surface integral equation (SIE) approach allows to reduce a volume-based problem to an equivalent surface-
based problem. However, the usual SIE formulations for the Maxwell’s problem generally suffer from numerical
noise in asymptotic situations, and especially at low frequencies. The objective of this study is to determine
a version that is stable for a range of physical parameters typical of eddy-current NDT applications. In this
context, a block-iterative scheme based on a physical decomposition is proposed for the computation of primary
fields. This scheme is accurate and well-conditioned. An asymptotic study of the integral Maxwell’s problem at
low frequencies is also performed, allowing to establish the eddy-current integral problem as an asymptotic case
of the corresponding Maxwell problem.
Keywords: Non destructive testing, eddy currents, surface integral equations, modeling

