Dynamical properties of two-dimensional patterns generated by spatially extended systems can be described via the characteristics of attractors in the matrix phase space of the associated translation (or translational-evolution) dynamical systems. Questions regarding the possibility of estimating the fractal dimensions of two-dimensional pat terns from the fractal dimensions of one-dimensional observables scan ning the patterns along a chosen path are investigated. The presented proofs state that the generalized dimensions of the scanning observ ables are lower bounds for estimating the corresponding generalized dimensions of two-dimensional patterns. Spatial field distributions defined as superposition of planar waves and different spatiotemporal patterns produced by cellular neural networks made of Chua's circuits are studied numerically. The results of computer experiments confirm the theoretical predictions presented in this paper.
Introduction
The dimension of an attractor or invariant set is one of the key notions in the study of dynamical systems with chaotic behavior [Mandelbrot, 1982; Farmer et a/., 1983] . It is well known that the dimension of a set invariant under the action of the shift operator along the trajectories of a system characterizes the number of effective degrees of freedom involved in the system's dynamics.
Even only a knowledge about the "finiteness" of the dimension is important in essence because it implies to that the properties of the system are deter mined by the interaction among only a limited number of eigenmodes, and not by the influence of random forces. If, in addition, the dimension is not an integer, i.e. the trajectories are confined on a fractal set, then the process under consideration represents deterministic chaos. In spatially extended sys tems possessing typically infinite-dimensional attractors the computation of dimension-like characteristics, and the extraction of different kinds of scaling, have also been found to be very useful for an understanding of the under lying dynamics (see, e.g., Grassberger [1989] ; Torcini et al. [1991; Tsimring [1993] ).
To date a number of effective methods for calculating various dimensional characteristics have been developed. Using as a rule time-delay techniques they allow us to infer properties of the system directly from an observable, i.e. from a realization of one (or a few) state vector components of the system (see, e.g., Theiler [1989] , Grassberger et al. [1991] ). The main ideaofall these methods was clearly formulated by Takens [1980] , (see, also, Packard et al. [1980] ). Let us examine, for example, a scalar observable, i.e. a sequence of scalar measurements u = {u(i)}. For each integer ?n, called the embedding dimension, we can reconstruct a new dynamical system with a phase space of 7/i-dimensional vectors, [//m) = (u(i),u(i + 1), ...,u(i + m-1)), and some one-parameter shift operator Sk : i//m) -> u£$, acting on this space. As proven by Takens [1980] and Maiie [1980 ] (see, also, the refined formulation in Sauer &Yorke [1993] ), under certain conditionsmany dynamical invariants (including the fractal dimension ofinvariant sets) of this reconstructed system coincide with those of the original system. If the fractal dimension computed from an observable is a finite one, then the observable and the process of interest are called finitely-generated.
The ideas of the study of dynamical systems directly from observables are now very popular and widespread not only in computational, but also in real experiments. However, remarkable progress has been achieved mainly for systems with complex temporal dynamics. Recently, a new approach was proposed that generalizes these ideas to the analysis of disordered spatial field distributions -snapshots and complex spatio-temporal patterns in spatially extended systems [Afraimovich et a/., 1992; Zheleznyak & Chua 1994] .
It is natural to consider spatial field distributions and spatio-temporal pat terns as observables. But they are no longer vectors; for a planar geometry the observables are matrices u = {utj}i where it,j = u(xi,yj) for spatial, and Uij = u(t{,Xj) for spatio-temporal distributions, respectively. In general, the observables u are d-dimensional tensors {ui;i € Zd] ( or {uy/i £ Z x Zd_1}
), but for simplicity we will assume in this paper that the observables are two-dimensional. In this case we can reconstruct a new dynamical system with a phase space of (771 x in) -matrices U-J = {uki;k = z,...,i + 77i-1;/ = j,...J + m-1},
and define a translation (or translational evolution) operator T, which acts on this space as: T^pup^: Uij -> (/t+p,j+P2, where Pi,p2 € Z (or pi 6 Z+, p2 € Z) . Note that the operator T now depends on two parameters and the trajectory of the reconstructed system is a discrete surface, i.e. a set of points lying on a two-dimensional surface, but not on a curve. one-dimensional scanning observables should be correlated.
In this paper we present some theoretical and numerical results confirm ing that, at least in particular cases, such relations do exist between the fractal dimensions of two-dimensional observables and their one-dimensional scanning observables.
Dimensions of two-dimensional patterns
Let us first introduce the dimensions of two-dimensional patterns and their corresponding scanning observables. Suppose we study the dynamical properties of a spatially extended system and have at our disposal a two-dimensional pattern of a field distribution u defined at the nodes of an integer lattice, i.e. u = {uij}. Let us fix a pattern of a finite size N (for simplicity we will take a square picture , i.e. iyj = 1,..., AT), and suppose that N may be taken as large as desired. Then, for each integer m, and a measurements resolution e we can introduce the approximate pointwise dimension of the pattern at each node (i,j) as If the function B\™ (N^e) exhibits a scaling property when the size of the pattern tends to infinity and the resolution tends to zero, i.e. the limit
exists and does not depend on the embedding dimension when m > 771*, then the value Dj^(i,jt m) defines the pointwise dimension of the two-dimensional pattern u at the node (i,j). 
The approximate generalized dimensions D^(m,N,e) have the form
where the generalized average mass function
can be written in a form analogous to that proposed by Pawelzik Sz Shuster Let us now construct a one-dimensional scanning observable v from the pattern of interest u. Among the infinitely many different ways for scanning a two-dimensional pattern we will choose a simple path along the rows of the array u, as shown in Fig.l . Thus, we have the following rule for relating the components of the two-dimensional observable u = {u{j\i,j = l,...,Af} and the one-dimensional observable y = {vj; 7 = 1,..., Af2}:
Having defined the scanning observable, we can further introduce in a standard fashion the one-dimensional pointwise dimension, D^\ and the generalized dimensions, D^\ Namely, we can define the approximate point- 
Joge where the generalized average mass function
has the form [Pawelzik k Shuster, 1987] :
n^i E <H'-\wr-v}:
The exact generalized dimensions are defined as follow:
-00 < q< 00.
Some relations between dimensions of twodimensional field distributions
In this section we present some results which establish the relationships be tween the dimensions of two-dimensional and the corresponding scanning observables. In Sec. 2 we introduced definitions of these dimensions. The definitions admit an arbitrary choice of norms in the reconstructed matrix and vector phase spaces. Although all norms are equivalent in each finitedimensional linear space, and the fractal dimensions are invariant with re spect to the choice of the norm, the choice of a particular norm can influence the practical estimate of the dimension when the size V of the observable and the measurement resolution ue" are finite.
In our proofs we will use the families of Holder's vector norms
and Holder's matrix norms
For particular values of the parameter s these families of norms include some well-known norms: for s = 1 we get the octaedric norms, for s = 2 we get the Euclidean norms, and for s = oo we get the cubic norms (see Gantmacher
[I960]). The main advantage of the last type of norms, also called maximum norms, is its ease of calculation, which enables us to write efficient computing codes. Note, however, that the question of the proper choice of a matrix norm which reflects optimally the structure of the patterns needs further study (see also the discussion in Abarbanel et al. [1993] ).
Let us first formulate a theorem, relating the local pointwise dimensions of two-dimensional patterns. 
Proof.
Consider the expression:
From the definitions of the vector and matrix norms (17), (18) it follows that
for all sets of indices (i,j), 7, and (i\j'), V connected by the equality (9).
Taking into account that for any a < (3
G(e -a)> 0(e -/?),
and that the last two sums in (20) are always nonnegative we get 
TV2 -771
Recalling expressions (3) and (11), we can write B\m)(N,e) + R(m,N) > BJ}n-m)(N,e).
Taking the logarithms of both parts of this inequality, dividing by log£, and taking into account that loge < 0 for small e, we get the following inequality:
Finally, passing to the limits TV ->• 00 and then e -> 0, and taking into consideration that R(N) -> 0 as N -> 00, we obtain:
B?Hl,m)<Di%J,m).
Theorem 1 establishes the connection between the local dimensional charac teristics of the two-dimensional observables and the associated one-dimensional scanning observables at each node of the given pattern. This relationship can be expanded to the whole spectrum of the generalized dimensions. Indeed, it follows from expressions (7) and (14) that the generalized dimensions may be introduced through different averages of the pointwise mass function over all points of the corresponding observable.
Let us consider the following expression 
Taking the logarithms of both parts of this inequality, dividing by loge, and taking into account that loge < 0 for small e, we get the following inequality:
Finally, passing to the limits N -> oo and then s -» 0, and taking into consideration that R(N) -• 0 as N -» oo, we obtain:
Dl<Kl,m)<DV(i,j,m).
(25)
Let us consider the following expression
7=(t-l)N+j
where R(m, N) is defined by (22), and -oo < q < oo.
It is easy to show that the function
/(a,,a2,...,ajv) ={Jt,aqr1}l'<-\ <*7 >0
7=1 is always a monotonically increasing function of its arguments for all -oo < q < oo, Suppose that the average mass function is uniformly bounded by yV, when TV » 1: 0< 61 < B<jm)(N,£) < b2 ( where^and b2 denote some constants).
Then, using Taylor's expansions in powers of 1/iV, we can obtain following estimates
[fiJ-'We) +R(m, *)]«"' =[B}m)(AT,£)]'"• +(, -l)[BJm>(Ar,e)]«-
and f 1 /v2"m l )
Combining expressions (27) and (30) we obtain the asymptotic relation (yV > ) or (see (9), (15) 
A trivial, but important consequence of this Theorem is
Corollary 1 // the two-dimensional pattern u is finitely-generated, then the corresponding one-dimensional observable v scanning u along the path (9) is also finitely-generated. Conversely, if the scanning observable v is infinitely-generated, then the pattern u is also infinitely-generated. (9), (15) 
CV(m,N,e)=Prtj .(jV2_m)£ £ 0(e-||Vr-^'"||). (36)
Here {Uipjf;p = l,...,pre/,.s = l,...,.sre/} denotes the set of reference matri ces, and {VIp; P = 1,..., Pref] denotes the set of reference vectors. We chose an equidistant distribution of the reference elements along the observables, To each spatial distribution we can relate an invariant set in the ma trix phase space of the translation dynamical system (see Afraimovich et al.
[1992]; Zheleznyak & Chua [1994] ). If the distribution is a. superposition of n linearly independent planar waves (i.e. waves with linearly independent wave vectors), then the invariant set is an n-dimensional torus, i.e it has an integer dimension equal to n. In Fig.2 , the spatial field distribution is shown which represents the superposition of two planar waves with wave vectors ki = (1,0) and k2 = (0,-s/3/2). This distribution is periodic in both i and j directions, and the invariant set is a 2-dimensional torus in the associated matrix phase space. In Fig.3 (a) the correlation integrals G2 (solid lines) and G2 (dotted lines) are presented, which are calculated directly from the two-dimensional pattern and from the scanning observable according to the formulas (35) and (36), respectively. We put N = 250, rre/ = sref = 16, Rref = 256. The odd values of the parameter 771 defining the dimension of the embedding space are taken from 1 (upper lines) to 9 (lowest lines). In Fig.3(b) the slopes of the coresponding correlation integrals are plotted, which give estimates for the correlation dimensions D2^and I)\2\ We can see that over a rather wide interval of the resolution e the approximate correlation dimension of the two-dimensional pattern, d£\ (solid lines) is, indeed, equal to 2 '; and the approximate correlation dimension of the scanning observable, D2\ (dotted lines) does not exceed D$\ thereby confirming the statement of Theorem 2.
In addition, we have calculated the correlation dimensions of the spatiotemoral patterns generated by a one-dimensional cellular neural network (CNN) made of Chua's circuits ( [Madan, 1993] , [Shil'nikov, 1994] ), which mimics a spatially extended reaction-diffusion medium. The dynamics of the CNN is described by the. following system of 3tV ordinary differential equations:
' *j = <x{Vj -* -Hxj)) -r D{xj+l -2x5 + *,-_,)
< yj = xj-yj + zj (38) > *> = -fa* with periodic boundary conditions: xj{t) = xN+j(i), yj(t) = yN+j(t), Zj(t) = zN+j{t), j = 1,...,N.
Here, h(x) = 7n1:r-|-0.5(mo-m1)[|a:+l|-|a:-l|] is a three-segment piecewiselinear function; D is a dissipative coupling coefficient; a,/?,77i0, and m^are parameters of the uncoupled Chua's circuit ( [Madan,1993] ). ' The curves over the other regions ofe oscillate erratically due to the effects of dis cretization, the inevitable numerical noise, etc. This phenomena are typical in such com putations (see [Theiler, 1989]) The behavior of the above system was studied by Zheleznyak h Chua [1994] for the set of parameters (a, /?, mo^) = (9,19,-8/7,-5/7) . In this case two stable limit cycles, symmetrical with respect to the origin, exist in the phase space of the uncoupled Chua's circuit. It was demonstrated that the dynamics of the system (38) is very rich: from very simple spatially ho mogeneous and periodic in time to a complex fully developed spatiotemporal chaos. Also it was found that the chaotic patterns can have different, low or high, correlation dimensions depending on the initial conditions. To put it in other words, different strange attractors coexist in the associated matrix phase space of the system (38).
We have calculated the correlation dimensions for the spatiotemporal patterns generated by the system (38) with two distinct types of initial con ditions: 
These initial conditions were chosen to be different from those presented in [Zheleznyak Sz Chua,1994 ] to provide some diversity for comparison purposes.
The spatiotemporal pattern for the initial conditions (39) with a dissipative coupling coefficient D = 0.4 is shown in Fig. 4 . The length of the CNN was chosen to be N = 256, and we took Nt = 500 time units with a time step At = 1. Observe that for these initial conditions the spatiotemporal pat tern splits into two sub-patterns due to the bistability of the cell's dynamics.
This pattern has a low correlation dimension, because sub-patterns represent e. This scaling is manifested in the constant slopes of the graphs D2 ' and D2 vs loge (see Fig.7(b) ). The growth rate is proportional to the density of dimension [Tsimring, 1993] , and, as we can see from the Fig.7(b) , this rate is approximately the same for the correlation dimension of the two-dimensional pattern, D2 , and for the correlation dimension of the scanning observable, D2 . Thus, by analyzing the scanning observables we can, probably, estimate not only the dimensions of two-dimensional patterns, but also the densities of its dimensions.
Conclusion
In this paper we have demonstrated the possibility of estimating the di mensional characteristics of two-dimensional patterns generated by spatially extended systems, via its corresponding one-dimensional scanning observ ables. The relations found in this paper are sometimes not manifested so distinctively, because of the errors due to the imprecision in the numerical implementation (finite size of pattern, improper choice of the space and time lags, etc.), the inhomogeneous structure of attractors (lacunarity, multifractality), etc. But in all of the computations we have carried out, the behavior of dimensional characteristics of both two-dimensional patterns and scanning observables was qualitatively the same.
It looks reasonable that one can also estimate the entropy characteristics 
