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Abstract
The CIS problem is formulated as follows. Let p be a fixed integer, 1 6 p < n. For given
n  n compex matrices A and B, can one verify whether A and B have a common invariant
subspace of dimension p by a procedure employing a finite number of arithmetical operations?
We describe an algorithm solving the CIS problem for p D 2. Unlike the algorithm proposed
earlier by the second and third authors, the new algorithm does not impose any restrictions
on A and B. Moreover, when A and B generate a semisimple algebra, the algorithm is able to
solve the CIS problem for any p, 1 < p < n. © 2000 Published by Elsevier Science Inc. All
rights reserved.
Keywords: Common invariant subspace; Rational algorithm; 2-generated matrix algebra; Radical; Socle;
Shemesh’s theorem
1. Introduction
Let A and B be n  n complex matrices. The CIS problem (where CIS is an ab-
breviation for “Common Invariant Subspace”) is formulated as follows.
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The CIS problem. Let p be a fixed integer, 1 6 p < n. Can one verify whether A
and B have a common invariant subspace of dimension p by a procedure employing a
finite number of arithmetical operations? (Such a procedure will be called a rational
algorithm.)
Until recently, the answer to this question was not known even for p D 1. Instead,
various sufficient conditions were available for A and B to admit the reduction to
triangular form by the same similarity transformation; we mention, for example,
the classical commutativity condition. Simultaneously triangularizable matrices cer-
tainly have common invariant subspaces of any dimension. However, A and B may
have a common invariant subspace of a specific dimension p, even if they cannot be
simultaneously brought to triangular form.
A complete solution to the CIS problem for p D 1 was given in [6].
Theorem 1 T6U. Let A;B 2 Mn.C/: A common eigenvector for A and B exists if and
only if the subspace
N1 D
n−1\
k;‘D1
ker TAk;B‘U (1)
is nontrivial.
Here, Mn.C/ stands for the algebra of n  n complex matrices, and TF;GU is the
standard symbol for the commutator of the matrices F and G:
TF;GU D FG − GF:
In fact, the proof of Theorem 1 in [6] reveals a stronger fact than what is explicitly
stated in its formulation.
Theorem 2 T6U. Let the subspaceN1 in .1/ be nontrivial. ThenN1 is an invariant
subspace with respect to both matrices A and B; and these matrices commute on
N1. Moreover, any common invariant subspaceL of A and B such that A and B
commute onL is contained inN1.
A rational algorithm verifying whether A and B have a common invariant sub-
space of dimension p, 1 < p < n, is proposed in [3]. However, there is an essential
limitation in this algorithm; namely, at least one of the given matrices must not have
multiple eigenvalues.
Our goal in this paper is to describe an algorithm solving the two-dimensional CIS
problem in the most general case. The scheme of the algorithm is given in Section 4.
It is different for the two possible situations: (a) the algebraA .A;B/ generated by
given matrices is semisimple; (b) the algebraA .A;B/ is not semisimple. Through-
out the paper, we assume that the identity matrix In belongs to A .A;B/. (If not
replace A .A;B/ by A.In;A;B/; this increases the dimension of the algebra by
one.)
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The algorithm relies heavily on the extension of Shemesh’s Theorem 2 which is
stated in Section 2. Other facts necessary for substantiating the algorithm are dis-
cussed in Section 3.
2. The extension of Shemesh’s theorem
Recall (see, for example, [5, Section 20.4]) that the standard polynomial of degree
r is a polynomial in noncommuting variables x1; : : : ; xr of the following form:
Sr.x1; : : : ; xr/ D
X

.sgn /x.1/    x.r/:
Here, the summation is over all permutations of f1; 2; : : : ; rg.
For r D 2 we have
S2.x1; x2/ D x1x2 − x2x1:
The polynomial S4.x1; x2; x3; x4/ is the sum of 24 monomials x.1/x.2/x.3/x.4/;
half of them appear in the sum with the negative sign.
According to Theorem 2, the algebra A DA .A;B/ restricted to the invariant
subspaceN1 satisfies the polynomial identity S2 D 0; i.e.,
.C1C2 − C2C1/x D 0 8C1; C2 2A; 8x 2N1:
This is just another way (apparently, a more complicated one) to say that A and
B commute on N1. However, it is in this form that Theorem 2 admits a natural
generalization.
Theorem 3. Define the subspace
Nk D
\
kerTS2k.C1; : : : ; C2k/ C2kC1U; (2)
where S2k is the standard polynomial of degree 2k and the intersection is taken over
all .2k C 1/-tuples C1; : : : ; C2k; C2kC1 2A. Assume that Nk is nontrivial. Then
Nk is an invariant subspace ofA; and this algebra restricted to Nk satisfies the
identity S2k D 0I i.e.;
S2k.C1; : : : ; C2k/ x D 0 8C1; : : : ; C2k 2A; 8x 2Nk:
Moreover; if L is an invariant subspace of A such that A satisfies the identity
S2k D 0 onL; thenL Nk .
Proof. To see that the identity S2k D 0 is satisfied onNk , observe that for x 2Nk ,
formula (2) with C2kC1 D In implies
S2k.C1; : : : ; C2k/x D 0:
Let C be an arbitrary matrix inA. Then, for any C2kC1 2A, we have C2kC1C 2
A and
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S2k.C1; : : : ; C2k/C2kC1.Cx/ D

S2k.C1; : : : ; C2k/ .C2kC1C/

x D 0
for all x 2Nk . This proves thatNk is an invariant subspace of the algebraA.
LetL be the subspace in the last statement of the theorem, and let x 2L. Since
L is invariant with respect toA,
C2kC1x 2L
for any C2kC1 2A: Since the identity S2k D 0 holds onL, we have
0 D S2k.C1; : : : ; C2k/.C2kC1x/ D

S2k.C1; : : : ; C2k/C2kC1

x
for all C1; : : : ; C2k 2A. Thus, x 2Nk , which completes the proof of Theorem 3.

Remark. In particular, Nk contains any invariant subspace L of the algebra A
with dimL 6 k. This is an immediate corollary of Theorem 3 and the classical
Amitsur–Levitzki theorem (see, for example [5, Section 20.4]). According to the
latter, the full matrix algebra Mk satisfies the identity S2k D 0.
It is not at all obvious from (2) that Nk can be found by a rational algorithm;
however, it can. The claim that Nk admits a rational computation is based on the
following three observations.
Observation 1. The standard polynomial Sr.x1; : : : ; xr / is a multilinear function
of the variables x1; : : : ; xr :
Observation 2. A spanning set of the algebra A .A;B/ can be computed by a
rational algorithm.
Observation 3. The intersection of a finite number of linear subspaces can be de-
termined by a rational computation.
Observations 1 and 3 are obvious; Observation 2 is explained in detail in our
papers [1,4].
Let E1; : : : ;Et be a spanning set ofA .A;B/ found rationally in accordance with
Observation 2. Then, in (2), we can conduct the intersection over only those (2k C 1)-
tuples C1; : : : ; C2k; C2kC1, where each member belongs to the set fE1; : : : ;Et g. This
converts (2) into a finite recipe for computing the subspaceNk .
3. The radical and socle ofA .A;B/
The notions of the radical and socle are important for the algorithm in Section
4.2. The definition of the radical of an associative algebra is well known (see, for
example, [5, Sections 2.7 and 4.1]). The definition of the socle of a module given in
[5, Section 2.7] will be modified for our purposes as follows.
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Definition. The socle of the algebraA DA .A;B/ is an invariant subspace of this
algebra that is maximal with respect to the property
the restriction ofA to the subspaceL is a semisimple algebra. (3)
We will use the symbols radA and socA for the radical and socle of an algebra
A:
Theorem 4. The radical ofA DA .A;B/ can be determined by a rational com-
putation.
Proof. IfR D radA, then one of the possible descriptions ofR is
X 2 R , tr.XC/ D 0 8C 2A: (4)
Invoking again a spanning set E1; : : : ;Et of the algebraA, we can replace (4) by a
finite set of conditions
tr.XEi / D 0; i D 1; : : : ; t: (5)
This is the system of t linear homogeneous equations in n2 unknown entries of the
matrix X 2 R: Now, a base set of solutions to (5) can be found by the standard
elimination technique. 
Recall (see again [5, Section 2.7]) that for an algebraA DA .A;B/ to be semi-
simple, it is necessary and sufficient that the relation
radA D f0g (6)
holds.
The fact that an algebraA is semisimple can often be discovered with no com-
putation at all. For example, any -algebra (i.e., an algebraA such that C 2A H)
C 2A) is semisimple. In particular, algebras generated by sets of normal matrices
are semisimple. However, even if the algebra at hand does not satisfy any of these
simple sufficient conditions, we can still rationally verify whether it is semisimple,
using Theorem 4 and equality (6).
For a semisimple matrix algebraA, Theorem 3 can be supplemented by the fol-
lowing proposition (which appears as corollary in [2, p. 98]).
Theorem 5. Let a semisimple subalgebraA of Mn.C/ satisfy a polynomial identity
q D 0 which is also satisfied by the full matrix algebra Mp.C/ but not by MpC1.C/.
Then there exists a similarity transformation that bringsA to block diagonal form
with the orders of all diagonal blocks not exceeding p.
Without loss of generality, it may be assumed that in the block diagonal form
above, the ith diagonal blocks (i D 1; 2; : : :) constitute the full matrix algebra Mpi ,
pi 6 p. Then, by the Jordan–Hölder theorem [5, Section 2.6], the number of diago-
nal blocks and their dimensions are uniquely determined by the algebraA.
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Our algorithm in Section 4 uses a special case of Theorem 5 corresponding to
p D 2 and the polynomial identity S4 D 0:
Assume now thatA DA .A;B/ is not a semisimple algebra.
Theorem 6. The subspaceS D socA can be computed by a rational algorithm.
Proof. We first prove the formula
S D
\
R2R
ker R; (7)
whereR D radA. Denote byM the subspace on the right-hand side of (7). For any
R 2 R and C 2A, the product RC belongs to R (since R is an ideal ofA). Thus,
if x 2M, we have
R.Cx/ D .RC/x D 0:
This proves thatM is an invariant subspace ofA.
Consider the restrictionA/M of the algebraA to the subspaceM. Since R/M D
0 for each matrix R 2 R, the algebraA/M is a homomorphic image of the semi-
simple algebraA/radA. Hence,A/M is itself semisimple, which means thatM is
a direct sum of irreducible invariant subspaces of the algebraA. This establishes the
inclusionM S.
Now we show that every irreducible invariant subspaceL ofA must belong to
M. This amounts to the inclusionS M, which will prove formula (7).
Assuming otherwise, take an irreducibleA-invariant subspaceK such that Rx =D
0 for certain R 2 R and x 2K. Choose a basis e1; : : : ; ek in K, setting e1 D x.
Complete this basis to the basis feg of the whole space Cn. In the basis feg, each
matrix C 2A assumes block triangular form
C11 C12
0 C22

(8)
with the k  k upper diagonal block C11:
For the matrix R above, the block R11 in the representation
R11 R12
0 R22

is a nonzero matrix (since its first column is determined by the nonzero vector Rx).
Take a matrix C 2A such that in its representation (8)
C11 D R11:
This is possible since the restrictionA/K is the full matrix algebra Mk.C/. Now, the
product RC cannot be a nilpotent matrix, because it contains a nonzero positive semi-
definite block R11R11 in representation (8). On the other hand, the matrix RC 2 R
and, hence, must be nilpotent. This contradiction proves formula (7).
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It remains to show thatS can be computed rationally. LetD1; : : : ;Dr be a basis
of radA found in accordance with Theorem 4. Then (7) can be replaced by the
equivalent formula
S D
r\
jD1
kerDj : (9)
Obviously, the subspace on the right-hand side of this formula can be determined by
a rational computation. 
We conclude this section by the following simple observation. The block triangu-
lar form (8) of the whole algebraA DA .A;B/ is well determined if one knows this
form for the matrices A and B. An analogous relationship holds for the restrictions
ofA .A;B/, A, and B to the invariant subspaceL. This explains our last theorem.
Theorem 7. IfL is an invariant subspace of the algebraA DA .A;B/; then the
restriction ofA toL and its block triangular form .8/ can be found by a rational
computation.
4. Algorithm for the two-dimensional CIS problem
4.1. The case of a semisimple algebra
The algorithm below verifies whether a semisimple algebraA DA .A;B/ has
an invariant subspace of dimension 2. It was already noted (see Section 3) that a ra-
tional computation can be used to verify whether the algebraA is semisimple or not.
Algorithm.
Step 1. Compute the subspace N1 (see (1)). Set n1 D dimN1. If n1 > 1 go to
Step 3.
Step 2. Compute the subspaceN2 (see (2) and the discussion at the end of Sec-
tion 2). Set n2 D dimN2. If n2 D n1 then print “A and B do not have a common
invariant subspace of dimension 2” and exit.
Step 3. Print “A and B have a common invariant subspace of dimension 2” and
exit.
Explanation of the algorithm. If n1 > 1, then the n1  n1 matrices A/N1 and
B/N1 commute and, hence, can be brought to triangular form by the same similarity
transformation. As was noted in Section 1, such matrices have common invariant
subspaces of any dimension k; 1 6 k 6 n1.
Steps 2 and 3 are based on Theorems 3 and 5. If there exists a two-dimensional
invariant subspace L of the algebra A DA .A;B/, then it must be contained in
N2. In this case, n2 > n1. Conversely, this inequality assures the existence of L
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as above. In fact, if n2 > n1, then the number 2 of distinct irreducible invariant
subspaces of dimension 2 in any direct decomposition of Cn induced by the algebra
A can be determined by the formula
2 D 12 .n2 − n1/:
Remark. Set nk DdimNk . According to Section 2, all numbers nk; kD1; 2; 3; : : : ;
can be computed rationally. It follows that for a semisimple algebraA, the number
k of distinct irreducible invariant subspaces of any prescribed dimension k in any
direct decomposition of Cn induced by this algebra can be determined by the formula
k D 1k .nk − nk−1/:
4.2. The case of a non-semisimple algebra
Algorithm.
Step 1. Compute the subspaceN1. If n1 > 1 go to Step 10.
Step 2. Compute the subspaceN2. If n2 D 2 go to Step 10. If n2 < 2 go to Step 9.
Step 3. ComputeR, the radical of the algebraA DA .A;B/.
Step 4. ComputeS, the socle ofA, using formula (9). Set m D dimS. If m D 1
go to Step 7. If m D 2 go to Step 10.
Step 5. Determine the algebraA=S, the restriction ofA toS.
Step 6. Apply Algorithm in Section 4.1 to the (semisimple) algebraA/S. Let n01
and n02 be of the same meaning forA/S as n1 and n2 are forA. If n02 > n01 go to
Step 10.
Step 7. Let e1 be a nonzero vector inN1. Complete e1 to the basis feg D e1; : : : ; en
of the whole space Cn. Compute the representations of A and B with respect to the
basis feg:
 a
0 A22

and

 b
0 B22

:
Step 8. Apply the Shemesh criterion to the matrices A22 and B22 (see Theorem
1). If A22 and B22 have a common eigenvector, go to Step 10.
Step 9. Print “A and B do not have a common invariant subspace of dimension 2”
and exit.
Step 10. Print “A and B have a common invariant subspace of dimension 2” and
exit.
Explanation of the algorithm. For Step 1, the explanation in Section 4.1 applies.
If at Step 2, n2 D 2, thenN2 is the required invariant subspace. If n2 < 2, then
again, see the explanation in Section 4.1.
Steps 3–8 are invoked only if n1 6 1 and n2 > 3. Recall from Theorem 3 that
the algebraA satisfies the identity S4 D 0 onN2. The socle ofA contains a two-
dimensional subspace only if m > 2. If m D 2, thenS itself is an invariant subspace
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required. However, if m D 1 or n01 D n02 D 1; m > 2, there still may exist an invari-
ant subspace L of dimension 2 such that the restriction A/L is not a semisimple
algebra. This explains the jump at Step 4 and the procedures at Steps 7 and 8.
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