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Mean square errorAbstract Biodiesel is receiving increasing attention each passing day because of its fuel properties
and compatibility. This study investigates the performance and emission characteristics of single
cylinder four stroke indirect diesel injection (IDI) engine fueled with Rice Bran Methyl Ester
(RBME) with Isopropanol additive. The investigation is done through a combination of experimen-
tal data analysis and artificial neural network (ANN) modeling. The study used IDI engine exper-
imental data to evaluate nine engine performance and emission parameters including Exhaust Gas
Temperature (E.G.T), Brake Specific Fuel Consumption (BSFC), Brake Thermal Efficiency (B.The)
and various emissions like Hydrocarbons (HC), Carbon monoxide (CO), Carbon dioxide (CO2),
Oxygen (O2), Nitrogen oxides (NOX) and smoke. For the ANN modeling standard back propaga-
tion algorithm was found to be the optimum choice for training the model. A multi-layer perception
(MLP) network was used for non-linear mapping between the input and output parameters. It was
found that ANN was able to predict the engine performance and exhaust emissions with a correla-
tion coefficient of 0.995, 0.980, 0.999, 0.985, 0.999, 0.999, 0.980, 0.999, and 0.999 for E.G.T, BSFC,
B.The, HC, O2, CO2, CO, NOX, smoke respectively.
 2016 Egyptian Petroleum Research Institute. Production and hosting by Elsevier B.V. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The increasing industrialization and motorization of the world
leads to a steep rise in the demand of petroleum products.
Petroleum based fuels are stored fuels in the earth. There arelimited fuels of these stored fuels and they are irreplaceable.
With our present known reserves and the growing rate of con-
sumption it is feared that they are not going to last long.
Developing renewable energy has become an important way
to reduce greenhouse gas emissions caused by fossil fuels.
Alternative fuels such as hydrogen, natural gas and biofuels
are seen as an option to help the transport sector in decreasing
its dependency on oil and thereby reducing its environmental
impact. Numerous non edible oils like Jatropha, Pongamia,
Mahua, Neem and waste vegetable oil (WVO) have beennetwork
Table 1 Specifications of the test engine.
Engine manufacturer Bajaj RE diesel engine
Engine type Four stroke, forced air and oil cooled
No. cylinders One
Bore 86.00 mm
Stroke 77.00 mm
Engine displacement 447.3 cc
Compression ratio 24 ± 1:1
Maximum net power 5.04 kw @ 3000 rpm
Maximum net torque 18.7 Nm @ 2200 rpm
Idling rpm 1250 ± 150 rpm
Injection timings 8.50 to 9.50 BTDC
Injector Pintle
Injector pressure 142–148 kg/cm2
Figure 2 Neural network design.
2 K. Prasada Rao et al.examined including soybean oil, sunflower oil, cottonseed oil,
rapeseed oil, in addition to waste (used or fryer) vegetable
oil. The vegetable oils can be safely burned for short period
of time in a diesel engine. However, using raw vegetable oil
in a diesel engine for extended periods of time may result in
severe engine deposits, piston ring sticking, injector coking,
and thickening of the lubricating oil [1]. Performance and
emission characteristics of an IDI diesel engine have been
clearly investigated while using methanol additive blends in
[2,3]. In this study performance and emissions of IDI engine
using various blends of isopropanol are considered for
experimentation.Figure 1 Engin
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(ANN), Egypt. J. Petrol. (2016), http://dx.doi.org/10.1016/j.ejpe.2016.08.006Artificial neural networks (ANN) are data-processing sys-
tems inspired by biological neural system and are used to solve
a wide variety of problems in science and engineering, particu-
larly for some areas where the conventional modeling methods
fail. A well-trained ANN can be used as a predictive model for
a specific application. The predictive ability of an ANN results
from the training on experimental data and then validation bye test setup.
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Figure 3 Comparison between EGT, BSFC, BTHE, HC, O2, NOX, CO, CO2 and smoke with data points.
IDI diesel engine performance and exhaust emission analysis 3independent data. An ANN has the ability to relearn to
improve its performance if new data are available. An ANN
model can accommodate multiple input variables to predict
multiple output variables. It differs from conventional model-
ing approaches in its ability to learn about the system that canPlease cite this article in press as: K. Prasada Rao et al., IDI diesel engine performanc
(ANN), Egypt. J. Petrol. (2016), http://dx.doi.org/10.1016/j.ejpe.2016.08.006be modeled without prior knowledge of the process relation-
ships. The prediction by a well-trained ANN is normally much
faster than the conventional simulation programs or mathe-
matical models as no lengthy iterative calculations are needed
to solve differential equations using numerical methods but thee and exhaust emission analysis using biodiesel with an artificial neural network
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4 K. Prasada Rao et al.selection of an appropriate neural network topology is impor-
tant in terms of model accuracy and model simplicity. Use of
ANN has been proposed to determine the engine power, tor-
que, Brake Specific Fuel Consumption, Brake Thermal Effi-
ciency, volumetric efficiency and emission components based
on different gasoline–ethanol blends and speeds using results
of experimental analysis [4,5].
Artificial neural networks are computing systems composed
of neurons and are used to solve complex functions, which
attempt to simulate the structure and function of biological
neurons. A neural network system has three layers, namely
the input layer, the hidden layer and the output layer. The
input layer consists of all the input factors, information from
the input layer is then processed in the course of one hidden
layer, and following output vector is computed in the output
layer. The estimation problem using neural network models
has three successive steps: model building or neural network
architecture; the learning or training procedure; and the testing
procedure [6]. An important stage when accommodating a
neural network is the training step, in which an input is intro-
duced to the network together with the desired outputs, the
weights and bias values are initially chosen randomly and
the weights are adjusted so that the network attempts to pro-
duce the desired output. Overtraining can actually degrade
performance on the test set. If possible we should set aside part
of our training data for cross validation, and stop the training
when the performance on the cross validation set deteriorates
[5]. The weights after training contain meaningful information,
whereas before training, they are random and have no mean-
ing. When a satisfactory level of performance is reached, the
training stops, and then network uses these weights to make
decisions [6–9].
ANN modeling was applied to predict the performance and
emission characteristics. For the performance and emission
characteristics the MRE (mean relative error) should be within
5% and 8% respectively which were found to be within the
acceptable limits. The increase in MRE and decrease in %
accuracy could be attributed to error made during the mea-
surement of different emission parameters. For the combined
model based on both parameters, MRE was slightly more than
for the individual parameters and the accuracy of the predic-
tion slightly reduced [9,10]. Hence it is preferable to have indi-
vidual models rather than a combined model. An ANN model
studies previously recorded data and learns the relationship
between the input parameters and the controlled and uncon-
trolled variables, upon which it may perform a non-linearPlease cite this article in press as: K. Prasada Rao et al., IDI diesel engine performanc
(ANN), Egypt. J. Petrol. (2016), http://dx.doi.org/10.1016/j.ejpe.2016.08.006regression. Selection of the optimal network architecture is
important in the study of ANN. This selection depends on
the number of neurons in the hidden layer and activation func-
tion [7,8,10–12].
This study deals with artificial neural network (ANN) mod-
eling of an IDI diesel engine using Rice Bran Methyl Ester
with Isopropanol additive to predict the Brake Thermal Effi-
ciency, Brake Specific Fuel Consumption and exhaust emis-
sions of the engine. The number of neurons required for the
study is selected though trial and error method. In this study
the input parameters given are load and type of fuel blend
used. Various parameters like Brake Specific Fuel Consump-
tion (BSFC), Break Thermal efficiency (BTh), Exhaust emis-
sions like Hydrocarbons (HC), Nitrogen oxides (NOX),
Carbon monoxide (CO), Carbon dioxide (CO2), Oxygen (O2),
Exhaust Gas Temperature (E.G.T) and Smoke are investi-
gated. The training is done using an algorithm known as
Trainlm (Levenberg Marquardt algorithm) and prediction of
parameters is done using the back propagation method.
2. Experimental investigation
Data reported in this paper are the results of real experiments
conducted in author’s laboratories. The tests were conducted
to examine a single cylinder four stroke IDI engine using Rice
Bran Methyl Ester and isopropanol as an additive. The major
specifications of the IDI Engine and Experimental setup are
shown in Table 1 and Fig. 1.
3. Neural network design
Haykin defines a neural network as a massively parallel dis-
tributed processor. It has an inherent tendency for storing
experimental knowledge and making it available for use. It
resembles the human brain in two respects: the knowledge is
acquired by the network through a learning process, and
inter-neuron connection strengths known as synaptic weights
are used to store the knowledge. Basically, a biological neuron
receives inputs from other sources, combines them in some
way, performs generally a non-linear operation on the result,
and then outputs the final result. The network usually consists
of an input layer, some hidden layers, and an output layer. A
popular algorithm is the back-propagation algorithm, which
has different variants. Back propagation training algorithms
gradient descent and gradient descent with momentum are
often too slow for practical problems because they require
small learning rates for stable learning. In addition, success
in the algorithms depends on the user dependent parameters
learning rate and momentum constant. Faster algorithms such
as conjugate gradient, quasi-Newton, and Levenberg–
Marquardt (LM) use standard numerical optimization tech-
niques. These algorithms eliminate some of the disadvantages
mentioned above. ANN with back-propagation algorithm
learns by changing the weights, these changes are stored as
knowledge. LM method is in fact an approximation of the
Newton’s method. The number of hidden layers and neurons
within each layer can be designed by the complexity of the
problem and data set. In this study, the number of hidden lay-
ers varied from one to two. To ensure that each input variable
provides an equal contribution in the ANN, the inputs of
the model were preprocessed and scaled into a commone and exhaust emission analysis using biodiesel with an artificial neural network
IDI diesel engine performance and exhaust emission analysis 5numeric range [1,1]. The activation function for the hidden
layer was selected to be logsig. Linear function suited best
for the output layer. This arrangement of functions in function
approximation problems or modeling is common and yields0
100
200
300
400
1 2 3 4 5 6 7 8 9
E 
G 
T
TEST PATTERN
EXPERMENTAL 
VALUES
PREDICTED VALUES
0
20
40
60
80
1 2 3 4 5 6 7 8 9
H 
C
TEST PATTERN
EXPERMENTAL VALUES
PREDICTED VALUES
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
1 2 3 4 5 6 7 8 9
CO
TEST PATTERN
EXPERMENTAL VALUES
PREDICTED VALUES
Figure 4 Test patterns and regression graph for EGT, BSFC, B
Please cite this article in press as: K. Prasada Rao et al., IDI diesel engine performanc
(ANN), Egypt. J. Petrol. (2016), http://dx.doi.org/10.1016/j.ejpe.2016.08.006better results. However many other networks with several
functions and topologies were examined.
Summarizing the procedure of teaching algorithms for mul-
tilayer perception networks:THE, HC, CO, CO2, O2, NOX and smoke in network model.
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6 K. Prasada Rao et al.a. The structure of the network is first defined. In the
network, activation functions are chosen and the
network parameters, weights and biases, are
initialized.
b. The parameters associated with the training algorithm
like error goal, maximum number of epochs (iterations),
etc are defined.
c. The training algorithm is called.
d. After the neural network has been determined, the result
is first tested by simulating the output of the neural net-
work with the measured input data. This is compared
with the measured outputs. Final validation must bePlease cite this article in press as: K. Prasada Rao et al., IDI diesel engine performanc
(ANN), Egypt. J. Petrol. (2016), http://dx.doi.org/10.1016/j.ejpe.2016.08.006carried out with independent data. The MATLAB com-
mands used in the procedure are newff, train and sim.
The MATLAB command newff generates a multi-layer
perception network (MLPN) which is called net.
Simulations were performed using MATLAB. A multi-
layer perception network (MLP) was used for non-linear map-
ping between the input and the output variables. To improve
the modeling, several architectures were evaluated and trained
using the experimental data. The back-propagation algorithm
was utilized in training of all ANN models. This algorithm
uses the supervised training technique where the networke and exhaust emission analysis using biodiesel with an artificial neural network
IDI diesel engine performance and exhaust emission analysis 7weights and biases are initialized randomly at the beginning of
the training phase. The error minimization process is achieved
using gradient descent rule. There were two input and nine
output parameters in the experimental test. The two input vari-
ables are load in kW and the type of fuel. The nine outputs for
evaluating engine performance are indicated in Fig. 2. The
input layer consisted of two neurons and the output layer
had nine neurons. The number of hidden layers and neurons
within each layer can be tuned to suit the complexity of the
problem and dataset. In this study, the initial network that
was selected consisted of one hidden layer with a set range
of neurons ranging from 14 to 23. The activation function
for the hidden layer was selected to be linear function. A linear
function was usually best suited for output layer. However, the
results of this ANN model with one hidden layer were accurate
enough. It was found that the output parameters that are eval-
uated have attained good regression values.
For the present study regression value is obtained in
between 0.95 and 1. The synaptic weights are automatically
adjusted by perception network in MAT-LAB software. Tran-
sig transfer function is used between input and hidden neurons
and Purelin function is used for hidden and output neurons.
The training algorithm of back propagation involves four
stages:
(1) Initialization of weights.
(2) Feed forward mechanism.
(3) Back propagation of errors.
(4) Updating the weights and biases by varying hidden layer
neurons.
Mean square error (MSE) was the best suited network per-
formance function for the present study. Hence the net error
for every output parameter is found in terms of mean square
error.
4. Results and discussion
After the experimental values are obtained, the data are
divided into input and output parameters for training in
ANN. Both input and output parameters are fed in array
for the structure of the network that is to be developed
yet. The observations are considered as the data points of
the network structure. Initially the data points are con-
verted to a value between 0 and 1 so that the training pro-
cess would become easy. After performing the sample
training, original parameters are fed to the input and out-
put arrays.
The results are obtained after training the network using
the given number range of neurons in the MATLAB software.
The regression of the plot is checked. The overall regression
should be between 0.95 and 1 which indicates good prediction
results. Until then trial and error method is used to find out the
perfect value of number of hidden neurons in the hidden layer.
First the values of every individual output are compared by
obtaining the values from graphs obtained by plotting the load
vs output values. After comparison of the values 2%
Isopropanol with RBME is found as the best blend for the
study. The graphs that are studied for selection of best fuel
are shown in Fig. 3.Please cite this article in press as: K. Prasada Rao et al., IDI diesel engine performanc
(ANN), Egypt. J. Petrol. (2016), http://dx.doi.org/10.1016/j.ejpe.2016.08.006The above graphs (Fig. 3) are studied for selecting RBME
+2% isopropanol additive fuel to be the better one among the
other 5 fuels that are used for the study. This conclusion is
obtained by selecting higher graph values in Brake Thermal
Efficiency and lower values of Exhaust Gas Temperature,
Brake Specific Fuel Consumptions and various emissions. It
is observed that RBME +2% Iso-propanol have desirable
characteristic in terms of Break thermal efficiency among per-
formance parameters and HC, CO, NOX in terms of emissions.
It can also be observed that as load increases the emission val-
ues of RBME +2% Iso-propanol are decreasing more effec-
tively for CO, O2, HC, NOX and also for performance
parameter BSFC. Now the output readings of the above fuel
are fed into the network array. The number of neurons selected
for training in the network is in the range of 14–23. The net-
works of the all the factors are trained using the same two
input factors and the regression obtained in between 0.95
and 1. Until then the training is done by trial and error method
by varying the number of neurons. The regression curves are
also obtained simultaneously. After finding the regression
curves the prediction formula for the individual output param-
eters is noted down. Thus ANN can also be used for the pre-
diction purpose.
Various graphs are obtained in between experimental and
predicted values. The coincidence of experimental and pre-
dicted values indicate that the training is done in a good scale.
The target values of 2% isopropanol + RBME fuel were stud-
ied according to the training process of ANN and the results
are shown in Fig. 4.
The goal for training was set as 104 which yielded good
results. From all the networks trained, few ones could provide
this condition, from which the simplest network was chosen.
There is a high correlation between the predicted values by
the ANN model and the measured values resulted from exper-
imental tests. The correlation coefficient was 0.99 in the anal-
ysis of the whole network, which implies that the model
succeeded in prediction of the engine performance. The num-
bers of neurons that are used for E.G.T, BSFC, B.The, HC,
CO, CO2, O2, NOX, and Smoke are 15, 19, 21, 18, 17, 22,
17, 20, 17 and the regression values obtained are 0.995,
0.980, 0.999, 0.985, 0.98, 0.999, 0.999, 0.999, and 0.999 respec-
tively. The regression values obtained indicate that the net-
work was able to learn the training datasets.5. Conclusion
By using artificial neural network (ANN), 2% isopropanol
+ RBME additive is proved to be best for getting optimum
results in E.G.T, BSFC, Brake Thermal Efficiency and less
emissions of HC, CO2, CO, O2, NOX and smoke. The number
of hidden layers required for training is proved to be one
according to the trial and error method. The number of hidden
layers for training is obtained in between the range of 14 and
22. Predicted output values are obtained for the given target
values using regression graphs and test patterns are recorded.
The closeness of the predicted and experimental results in the
test patterns indicates that the optimum results have been
obtained using the ANN method. The study illustrated that
Trainlm function and MSE are the best suited transfer ande and exhaust emission analysis using biodiesel with an artificial neural network
8 K. Prasada Rao et al.training functions for evaluating the engine emission charac-
teristics. The data points plotted in the regression graphs prove
that the mean values have resulted in obtaining less error
percentage. The error percentage of all the predicted values
in the ANN model is in between 0.01 and 0.03.
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