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Abstract
Let K2t+1,2t+1 − I denote the complete bipartite graph K2t+1,2t+1 minus a 1-factor. In this paper, we
prove that there exist a large set of Hamilton cycle decomposition of K2t,2t and a large set of Hamilton
cycle decomposition of K2t+1,2t+1 − I .
c© 2007 Elsevier Ltd. All rights reserved.
1. Introduction
For a graph G, denote the vertex set and the edge set of G by V (G) and E(G),
respectively. An m-cycle is a subgraph of G with m vertices x1, x2, . . . , xm and m edges
{x1, x2}, . . . , {xm−1, xm}, {xm, x1}, which is denoted by (x1, x2, . . . , xm). An m-cycle system of
G is a partition of E(G) into m-cycles. A |V (G)|-cycle of G is called a Hamilton cycle. The
corresponding cycle system is called a Hamilton cycle decomposition. A cycle system is said to
be simple if it contains no repeated cycles. Several obvious necessary conditions for an m-cycle
system of G to exist are immediate: m ≤ |V (G)|, the degrees of the vertices of G must be even,
and m must divide |E(G)|. So, if G is a graph of even order and each vertex of G is odd degree,
we can consider the m-cycle system of G − I where I is a 1-factor. In the following discussions,
Kv will denote the complete graph of order v; Kv − I will denote the complete graph with a
1-factor I removed (in this case, v must be even). Kv,v will denote the complete bipartite graph
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with v vertices in each partite set; Kv,v − I will denote the complete bipartite graph with a
1-factor I removed.
There have been many results regarding the existence of m-cycle systems of the complete
graph Kv (see, for example, [12]). In this case, the necessary conditions imply that m ≤ v, v
is odd, and m divides v(v − 1)/2. In [1,13], it is shown that these necessary conditions are also
sufficient. In the case that v is even, m-cycle systems of Kv − I have been studied. Here, the
necessary conditions are that m ≤ v and that m divides v(v − 2)/2. These conditions are also
known to be sufficient [1,13].
Cycle systems of complete bipartite graphs have also been studied. The necessary conditions
for the existence of an m-cycle system of Kv,k are that m, v and k are even, v, k ≥ m/2, and m
must divide vk. In [14], these necessary conditions were shown to be sufficient. To studym-cycle
systems of Kv,k when v and k are odd, it is necessary to remove a 1-factor and hence v = k.
Then, the necessary conditions are that m is even, v ≥ m/2 with v odd, and m must divide
v(v − 1). As a consequence of the main result of [9], it is known that (2v)-cycle systems of
Kv,v − I exist. Other results involving cycle systems of Kv,v − I are given in [2,6], and other
authors have considered cycle systems of complete multipartite graphs [4,5,7,9,11].
A large set of m-cycle system of Kv (resp. Kv,k) is a partition of all m-cycles of Kv (resp.
Kv,k) into m-cycle systems of Kv (resp. Kv,k). A large set of m-cycle system of Kv − I (resp.
Kv,v − I ) is a partition of all m-cycles of Kv (resp. Kv,v) into m-cycle systems of Kv − I (resp.
Kv,v − I ).
There are many results regarding the existence of large sets ofm-cycle systems. The necessary
and sufficient conditions for the existence of large sets of 3-cycle systems of Kv have been given
in [10,15], i.e., large sets of Steiner triple systems. In [3], it was proved that there exist a large set
of Hamilton cycle decomposition of K2t+1 and a large set of Hamilton cycle decomposition of
K2t − I . In this paper, we will prove that there exist a large set of Hamilton cycle decomposition
of K2t,2t and a large set of Hamilton cycle decomposition of K2t+1,2t+1 − I .
2. Case v = 2t
Throughout this section and the next section, Zv and Zv will be the two partite sets of Kv,v .
Z∗v = Zv \ {0}. For a set S, let Sym(S) be the symmetric group on S. For any s ∈ S and
two permutations ξ1, ξ2 ∈ Sym(S), define ξ1ξ2(s) = ξ2(ξ1(s)). If T is a subgroup of Sym(S),
SymT (S) denotes a set of right coset representatives for T in Sym(S).
Let C = (x0, x0, x1, x1, . . . , xv−1, xv−1) be a Hamilton cycle in Kv,v , where xi ∈ Zv, x i
∈ Zv, 0 ≤ i ≤ v − 1. Let A be a collection of Hamilton cycles in Kv,v . For permutations
ξ ∈ Sym(Zv) and η ∈ Sym(Zv), denote
ξC = (ξ(x0), x0, ξ(x1), x1, . . . , ξ(xv−1), xv−1),
ηC = (x0, η(x0), x1, η(x1), . . . , xv−1, η(xv−1)),
ξηC = (ξ(x0), η(x0), ξ(x1), η(x1), . . . , ξ(xv−1), η(xv−1)),
ξA = {ξC : C ∈ A}, ηA = {ηC : C ∈ A}, ξηA = {ξηC : C ∈ A}.
For v = 2t , take σ = (1, 2t − 1)(2, 2t − 2) · · · (t − 1, t + 1) ∈ Sym(Z∗2t ), which generates a
subgroup G = 〈σ 〉 of Sym(Z∗2t ). Obviously, the order of G is two and |SymG(Z∗2t )| = (2t−1)!2 .
Let SymG(Z
∗
2t ) = {σ1, σ2, . . . , σ(2t−1)!/2}, where σ1 = (1) = e. Below, by the shift-equivalence
of Hamilton cycles, each Hamilton cycle in K2t,2t will be denoted by a fixed form, which is
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decided as follows. Under the action of Sym(Z2t ), all Hamilton cycles in K2t,2t can be separated
into the following orbits:
Oi = {(0, η(0), σi (1), η(1), σi (2), η(2), . . . , σi (2t − 1), η(2t − 1)) : η ∈ Sym(Z2t )},
1 ≤ i ≤ (2t − 1)!/2.
It is easy to see that |Oi | = (2t)! for any σi ∈ SymG(Z∗2t ). |SymG(Z∗2t )| · |Oi | = (2t−1)!2 (2t)!
is just the total number of distinct Hamilton cycles in K2t,2t .
For the collection A of Hamilton cycles in K2t,2t , a subgroup H of Sym(Z2t ) is called a
complete automorphism group over Z2t of A if the following conditions are satisfied:
1◦. ηC ∈ A for any η ∈ H and C ∈ A;
2◦. ∀C,C ′ ∈ A, if there exists a permutation η ∈ Sym(Z2t ) such that ηC = C ′, then η ∈ H .
In the following discussions, A consists of all Hamilton cycles of some Hamilton cycle
decomposition of K2t,2t . Denote a Hamilton cycle decomposition of K2t,2t and its large set by
HC(2t) and LHC(2t), respectively. The idea of Lemma 2.1 is first introduced in [8].
Lemma 2.1. (1) If (Z2t
⋃
Z2t ,A) is an HC(2t) then so is (Z2t
⋃
Z2t , ηA) (resp.
(Z2t
⋃
Z2t , ξA)), where η ∈ Sym(Z2t ) (resp. ξ ∈ Sym(Z2t ));
(2) If the system A is simple and it has a complete automorphism group H over Z2t , then all
Hamilton cycles in
⋃
η∈SymH (Z2t ) ηA are pairwise distinct, where SymH (Z2t ) is a set of right
coset representatives for H in Sym(Z2t ).
Proof. (1) The permutation η on Z2t induces a permutation on the set (Z2t × Z2t ) \ 4i , where
4i = {(i, i) : i ∈ Z2t }. Hence, the system (Z2t
⋃
Z2t , ηA) is also an HC(2t) by the definition.
For ξ ∈ Sym(Z2t ), the proof is similar.
(2) Suppose there exist C,C ′ ∈ A and η1 6= η2 ∈ SymH (Z2t ) such that η1C = η2C ′. Then
(η1η
−1
2 )C = C ′ and η1η−12 ∈ H by the definition of complete automorphism group H over Z2t .
This implies Hη1 = Hη2, i.e., η1 and η2 belong to the same coset, which is a contradiction. 
An HC(2t) consists of t Hamilton cycles. The total number of distinct Hamilton cycles in
K2t,2t is
(2t−1)!
2 (2t)!. Hence, an LHC(2t) consists of ((2t − 1)!)2 pairwise disjoint HC(2t)s.
Lemma 2.2. There exists an HC(2t) for any positive integer t .
Proof. Define a collection A of the following t Hamilton cycles:
Ci = (0, 2i, 1, 2i + 1, . . . , 2t − 1, 2i + 2t − 1), 0 ≤ i ≤ t − 1,
where 2i + j ∈ Z2t for 0 ≤ i ≤ t − 1, 0 ≤ j ≤ 2t − 1. It is easy to verify that (Z2t ⋃ Z2t ,A)
is an HC(2t). 
Theorem 2.3. There exists an LHC(2t) for any positive integer t .
Proof. Let A = {C0,C1, . . . ,Ct−1} be the HC(2t) on Z2t ⋃ Z2t constructed in Lemma 2.2.
Take
τ = (0, 2, . . . , 2t − 2)(1, 3, . . . , 2t − 1) ∈ Sym(Z2t ),
which generates a subgroup H = 〈τ 〉 of Sym(Z2t ). The order of H is t . Let SymH (Z2t )
= {τ1, τ2, . . . , τ2(2t−1)!}, where τ1 = (0) = e. Recall
σ = (1, 2t − 1)(2, 2t − 2) · · · (t − 1, t + 1) ∈ Sym(Z∗2t ),
G = 〈σ 〉, SymG(Z∗2t ) = {σ1, σ2, . . . , σ(2t−1)!/2}, σ1 = e.
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Now, define
Ωi, j = σiτ jA, 1 ≤ i ≤ (2t − 1)!/2, 1 ≤ j ≤ 2(2t − 1)!.
Obviously, Ω1,1 = σ1τ1A = A = {C0,C1, . . . ,Ct−1} satisfies
1◦. ηCi ∈ A for any η ∈ H and Ci ∈ A;
2◦. ∀Ci ,C j ∈ A, 0 ≤ i, j ≤ t − 1,C j = τ j−iCi .
Thus, H is a complete automorphism group over Z2t of Ω1,1 by the definition. Similarly, for any
i (1 ≤ i ≤ (2t − 1)!/2), H is a complete automorphism group over Z2t of Ωi,1 too. For given
i, 1 ≤ i ≤ (2t − 1)!/2, we also have the following two facts:
(i) all Hamilton cycles in
⋃
1≤ j≤2(2t−1)! Ωi, j fall into orbit Oi ;
(ii) all Hamilton cycles in
⋃
1≤ j≤2(2t−1)! Ωi, j are pairwise distinct.
The enumeration
|SymG(Z∗2t )| · |SymH (Z2t )| =
∣∣∣∣∣⋃
i, j
Ωi, j
∣∣∣∣∣ = ((2t − 1)!)2
is just the desired number of disjoint HC(2t)s in an LHC(2t). Therefore, by facts (i) and (ii),
{Ωi, j : 1 ≤ i ≤ (2t − 1)!/2, 1 ≤ j ≤ 2(2t − 1)!} forms an LHC(2t) indeed. 
Example 2.4. LHC(4).
v = 4, V (K4,4) = Z4
⋃
Z4, σ = (1, 3) ∈ Sym(Z∗4),
G = 〈σ 〉 = {(1), (1, 3)}, SymG(Z∗4) = {σ1, σ2, σ3} = {(1), (1, 2), (2, 3)},
O1 = {(0, η(0), 1, η(1), 2, η(2), 3, η(3)) : η ∈ Sym(Z4)},
O2 = {(0, η(0), 2, η(1), 1, η(2), 3, η(3)) : η ∈ Sym(Z4)},
O3 = {(0, η(0), 1, η(1), 3, η(2), 2, η(3)) : η ∈ Sym(Z4)},
A = {C0,C1} = {(0, 0, 1, 1, 2, 2, 3, 3), (0, 2, 1, 3, 2, 0, 3, 1)},
τ = (0, 2)(1, 3) ∈ Sym(Z4), H = 〈τ 〉 = {(0), (0, 2)(1, 3)},
SymH (Z4) = {τ1, τ2, . . . , τ12} = {(0), (0, 1), (0, 2), (0, 3), (1, 2), (2, 3), (0, 1)(2, 3),
(0, 1, 2), (0, 2, 1), (0, 3, 1), (0, 3, 2), (0, 1, 2, 3)}.
LetΩi, j = σiτ jA, 1 ≤ i ≤ 3, 1 ≤ j ≤ 12. It is easy to verify that {Ωi, j : 1 ≤ i ≤ 3, 1 ≤ j ≤ 12}
forms an LHC(4).
3. Case v = 2t + 1
In this section, we will prove that there exists a large set of Hamilton cycle decomposition of
K2t+1,2t+1 − I .
For v = 2t + 1, take ξ = (1, 2t)(2, 2t − 1) · · · (t, t + 1) ∈ Sym(Z∗2t+1), which generates a
subgroup G = 〈ξ〉 of Sym(Z∗2t+1). Obviously, the order of G = {e, ξ} is two and |SymG(Z∗2t+1)|
= (2t)!/2. Let SymG(Z∗2t+1) = {ξ1, ξ2, . . . , ξ(2t)!/2}. So, Sym(Z∗2t+1) =
⋃(2t)!/2
i=1 Gi , where each
Gi is a right coset.
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Lemma 3.1. All right cosets of G in Sym(Z∗2t+1) can be separated into the following (2t − 1)!
right coset families Ri = {Gi,0,Gi,1, . . . ,Gi,t−1}, 1 ≤ i ≤ (2t−1)!, such that Gi, j+1 = Gi, jβi ,
where βi = (αi (1), αi (2), . . . , αi (t))(αi (t + 1), αi (t + 2), . . . , αi (2t)), αi is the representative
of Gi,0 and j ∈ Z t .
Proof. For any right coset Gi ,Gi = Gα for some α ∈ Sym(Z∗2t+1). In order to complete the
proof, it suffices to show the following two facts.
1◦. Gαβ i 6= Gαβ j for β = (α(1), α(2), . . . , α(t))(α(t+1), α(t+2), . . . , α(2t)) and 0 ≤ i 6= j
≤ t − 1.
In fact, suppose there exist i, j, 0 ≤ i < j ≤ t − 1 such that Gαβ i = Gαβ j , then αβ i− jα−1
∈ G = {e, ξ}. However, it is impossible that αβ i− jα−1 = e, since β i− j 6= e. So, αβ i− jα−1 = ξ,
i.e., αβ i = ξαβ j . Thus, the images of element 1 ∈ Z∗2t+1, αβ i (1) = α(i + 1) and ξαβ j (1)= α(t + j), shall be identical. But, α(i + 1) 6= α(t + j), a contradiction.
2◦. Gγ δi 6= Gαβ j for γ 6= αβ i , ξαβ i , δ = (γ (1), γ (2), . . . , γ (t))(γ (t + 1), γ (t + 2), . . . ,
γ (2t)) and 0 ≤ i, j ≤ t − 1.
In fact, suppose there exist 0 ≤ i, j ≤ t − 1 such that Gγ δi = Gαβ j , then γ δiβ− jα−1
∈ G = {e, ξ}. Furthermore, we have the following discussions.
(1) Suppose γ δiβ− jα−1 = e, i.e., γ δi = αβ j . Then, the two images of any element k ∈ Z∗2t+1
under their actions shall be identical. For 1 ≤ k ≤ t (resp. t+1 ≤ k ≤ 2t), there are the following
four cases:
∗ min(k + i, k + j) > t (resp. min(k + i, k + j) > 2t):
γ δi (k) = γ (k + i − t), αβ j (k) = α(k + j − t) = αβ j−i (k + i − t).
∗ k + i > t ≥ k + j (resp. k + i > 2t ≥ k + j):
γ δi (k) = γ (k + i − t), αβ j (k) = α(k + j) = αβ j−i+t (k + i − t)
= αβ j−i (k + i − t).
∗ k + i ≤ t < k + j (resp. k + i ≤ 2t < k + j):
γ δi (k) = γ (k + i), αβ j (k) = α(k + j − t) = αβ j−i−t (k + i) = αβ j−i (k + i).
∗ max(k + i, k + j) ≤ t (resp. max(k + i, k + j) ≤ 2t):
γ δi (k) = γ (k + i), αβ j (k) = α(k + j) = αβ j−i (k + i).
To sum up, we know that γ = αβ j−i , a contradiction to the choice of γ .
(2) Suppose γ δiβ− jα−1 = ξ , i.e., γ δi = ξαβ j . Then, the two images of any element
k ∈ Z∗2t+1 under their actions shall be identical. For 1 ≤ k ≤ t (resp. t + 1 ≤ k ≤ 2t),
there are the following four cases:
∗ k + i > t, 1− k + j > 0 (resp. k + i > 2t, t + 1− k + j > 0):
γ δi (k) = γ (k + i − t), ξαβ j (k) = αβ j (2t + 1− k) = α(2t + 1− k + j − t)
= αβ i+ j−2t (2t + 1− k − i + t)
= ξαβ i+ j−2t (k + i − t) = ξαβ i+ j (k + i − t).
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∗ k + i > t, 1− k + j ≤ 0 (resp. k + i > 2t, t + 1− k + j ≤ 0):
γ δi (k) = γ (k + i − t), ξαβ j (k) = αβ j (2t + 1− k) = α(2t + 1− k + j)
= αβ i+ j−t (2t + 1− k − i + t)
= ξαβ i+ j−t (k + i − t) = ξαβ i+ j (k + i − t).
∗ k + i ≤ t, 1− k + j > 0 (resp. k + i ≤ 2t, t + 1− k + j > 0):
γ δi (k) = γ (k + i), ξαβ j (k) = αβ j (2t + 1− k) = α(2t + 1− k + j − t)
= αβ i+ j−t (2t + 1− k − i)
= ξαβ i+ j−t (k + i) = ξαβ i+ j (k + i).
∗ k + i ≤ t, 1− k + j ≤ 0 (resp. k + i ≤ 2t, t + 1− k + j ≤ 0):
γ δi (k) = γ (k + i), ξαβ j (k) = αβ j (2t + 1− k) = α(2t + 1− k + j)
= αβ i+ j (2t + 1− k − i) = ξαβ i+ j (k + i).
To sum up, we know that γ = ξαβ i+ j , a contradiction to the choice of γ . This completes the
proof. 
Corollary 3.2. There exists a set SymG(Z
∗
2t+1) of right coset representatives, which can be
separated into the following (2t − 1)! right coset representative families pii = {ξi,0, ξi,1, . . . ,
ξi,t−1}, 1 ≤ i ≤ (2t − 1)!, such that ξi, j+1 = ξi, jβi , where βi = (ξi,0(1), ξi,0(2), . . . ,
ξi,0(t))(ξi,0(t + 1), ξi,0(t + 2), . . . , ξi,0(2t)), ξ1,0 = e and j ∈ Z t .
From Corollary 3.2, under the action of Sym(Z2t+1), all Hamilton cycles in K2t+1,2t+1 can
be separated into the following orbit families:
Oi = {Oi, j : 0 ≤ j ≤ t − 1}, 1 ≤ i ≤ (2t − 1)!,
where Oi, j = {(0, η(0), ξi, j (1), η(1), . . . , ξi, j (2t), η(2t)) : η ∈ Sym(Z2t+1)}. It is easy to see
that |Oi | = t and |Oi, j | = (2t + 1)! for 1 ≤ i ≤ (2t − 1)!, 0 ≤ j ≤ t − 1. The number of right
coset representative families is (2t − 1)!. Then, (2t − 1)! · |Oi | · |Oi, j | = (2t)!(2t + 1)!/2 is just
the total number of distinct Hamilton cycles in K2t+1,2t+1.
A Hamilton cycle decomposition of K2t+1,2t+1 − I consists of t Hamilton cycles. The total
number of distinct Hamilton cycles in K2t+1,2t+1 is (2t)!(2t + 1)!/2. Hence, a large set of
Hamilton cycle decomposition of K2t+1,2t+1 − I contains (2t − 1)!(2t + 1)! pairwise disjoint
Hamilton cycle decompositions. Take σ = (1, 2, . . . , t)(t + 1, t + 2, . . . , 2t) ∈ Sym(Z∗2t+1),
which is just ξ1,1 described above. Let
τ = (a0, a1, . . . , at−1)(b0, b1, . . . , bt−1) ∈ Sym(Z2t+1), where t = 2s and
ai =
{
3s − i, 0 ≤ i ≤ s − 1
2s − 1− i, s ≤ i ≤ t − 1,
bi =
{
4s − i, 0 ≤ i ≤ s − 1
3s − 1− i, s ≤ i ≤ t − 1;
or t = 2s + 1 and
ai =
{
3s + 1− i, 0 ≤ i ≤ s − 1
2s − i, s ≤ i ≤ t − 1,
bi =
{
4s + 2− i, 0 ≤ i ≤ s
3s + 1− i, s + 1 ≤ i ≤ t − 1.
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Let C = (0, 0, 1, 1, . . . , 2t, 2t). Define A = {σ iτ iC : 0 ≤ i ≤ t − 1}.
Lemma 3.3. The family A of t Hamilton cycles forms a Hamilton cycle decomposition of
K2t+1,2t+1 − I .
Proof. First, denote
E(K2t+1,2t+1) \ E(A) = {{i, d(i)} : 0 ≤ i ≤ 2t},
which is called by leaving edges. Obviously, d(0) = t . It is easy to see that the following edges
appear in A, where 0 ≤ i ≤ t − 1.
{1, τ t−i (i)}, {1, τ t−i (i + 1)}, {t + 1, τ t−i (t + i)}, {t + 1, τ t−i (t + i + 1)}.
In what follows, we will prove that all d(i), 0 ≤ i ≤ 2t , are different points of Z2t+1.
Case 1: t = 2s.
(I) For even s, we can easily get the following table:
i ∈ [0, s2 − 1] [ s2 , s − 2] {s − 1} [s, 3s2 − 1] [ 3s2 , 2s − 2] {2s − 1}
τ t−i (i) 2i s + 2i + 1 3s − 1 s + 2i + 1 2i − 2s 2s − 2
τ t−i (i + 1) 2i + 1 s + 2i + 2 2s − 1 s + 2i + 2 2i − 2s + 1 2s
It is easy to see that {τ t−i (i), τ t−i (i + 1) : 0 ≤ i ≤ 2s − 1} = Z2t+1 − {3s}. So, d(1) = 3s and
d(i) = τ i−1(d(1)) = τ i−1(3s) for 1 ≤ i ≤ t . Furthermore, we have
i ∈ [0, s2 − 1] { s2 } [ s2 + 1, 3s2 − 1] { 3s2 } [ 3s2 + 1, 2s − 1]
τ t−i (t + i) 2s + 2i 3s 2i − s − 1 2s − 1 2i
τ t−i (t + i + 1) 2s + 2i + 1 0 2i − s 3s + 1 2i + 1
It is easy to see that {τ t−i (t + i), τ t−i (t + i + 1) : 0 ≤ i ≤ 2s − 1} = Z2t+1 − {4s}. So,
d(t + 1) = 4s and d(t + i) = τ i−1(d(t + 1)) = τ i−1(4s) for 1 ≤ i ≤ t . Therefore, all
d(i), 0 ≤ i ≤ 2t , are different.
(II) For odd s, we can easily get the following table:
i ∈ [0, s−32 ] { s−12 } [ s+12 , s − 2] {s − 1} [s, 3s−32 ] { 3s−12 } [ 3s+12 , 2s − 2] {2s − 1}
τ t−i (i) 2i s − 1 s + 2i + 1 3s − 1 s + 2i + 1 4s 2i − 2s 2s − 2
τ t−i (i + 1) 2i + 1 2s + 1 s + 2i + 2 2s − 1 s + 2i + 2 s 2i − 2s + 1 2s
It is easy to see that {τ t−i (i), τ t−i (i + 1) : 0 ≤ i ≤ 2s − 1} = Z2t+1 − {3s}. So, d(1) = 3s and
d(i) = τ i−1(d(1)) = τ i−1(3s) for 1 ≤ i ≤ t . Furthermore, we have
i ∈ [0, s−12 ] [ s+12 , 3s−12 ] [ 3s+12 , 2s − 1]
τ t−i (t + i) 2s + 2i 2i − s − 1 2i
τ t−i (t + i + 1) 2s + 2i + 1 2i − s 2i + 1
It is easy to see that {τ t−i (t + i), τ t−i (t + i + 1) : 0 ≤ i ≤ 2s − 1} = Z2t+1 − {4s}. So,
d(t + 1) = 4s and d(t + i) = τ i−1(d(t + 1)) = τ i−1(4s) for 1 ≤ i ≤ t . Therefore, all
d(i), 0 ≤ i ≤ 2t , are different.
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Case 2: t = 2s + 1.
(I) For even s, we can easily get the following table:
i ∈ [0, s2 − 1] { s2 } [ s2 + 1, 3s2 ] [ 3s2 + 1, 2s − 1] {2s}
τ t−i (i) 2i s s + 2i + 1 2i − 2s − 1 2s − 1
τ t−i (i + 1) 2i + 1 2s + 2 s + 2i + 2 2i − 2s 2s + 1
It is easy to see that {τ t−i (i), τ t−i (i + 1) : 0 ≤ i ≤ 2s − 1} = Z2t+1 − {2s}. So, d(1) = 2s and
d(i) = τ i−1(d(1)) = τ i−1(2s) for 1 ≤ i ≤ t . Furthermore, we have
i ∈ [0, s2 − 1] { s2 } [ s2 + 1, s − 1] {s} [s + 1, 3s2 ] [ 3s2 + 1, 2s]
τ t−i (t + i) 2s + 2i + 1 3s + 1 2i − s − 1 s − 1 2i − s − 1 2i
τ t−i (t + i + 1) 2s + 2i + 2 0 2i − s 4s + 2 2i − s 2i + 1
It is easy to see that {τ t−i (t + i), τ t−i (t + i + 1) : 0 ≤ i ≤ 2s − 1} = Z2t+1 − {s}. So,
d(t + 1) = s and d(t + i) = τ i−1(d(t + 1)) = τ i−1(s) for 1 ≤ i ≤ t . Therefore, all
d(i), 0 ≤ i ≤ 2t , are different.
(II) For odd s, we can easily get the following table:
i ∈ [0, s−12 ] [ s+12 , 3s−12 ] { 3s+12 } [ 3s+32 , 2s − 1] {2s}
τ t−i (i) 2i s + 2i + 1 4s + 2 2i − 2s − 1 2s − 1
τ t−i (i + 1) 2i + 1 s + 2i + 2 s + 1 2i − 2s 2s + 1
It is easy to see that {τ t−i (i), τ t−i (i + 1) : 0 ≤ i ≤ 2s − 1} = Z2t+1 − {2s}. So, d(1) = 2s and
d(i) = τ i−1(d(1)) = τ i−1(2s) for 1 ≤ i ≤ t . Furthermore, we have
i ∈ [0, s−12 ] [ s+12 , s − 1] {s} [s + 1, 3s−12 ] { 3s+12 } [ 3s+32 , 2s]
τ t−i (t + i) 2s + 2i + 1 2i − s − 1 s − 1 2i − s − 1 2s 2i
τ t−i (t + i + 1) 2s + 2i + 2 2i − s 4s + 2 2i − s 3s + 2 2i + 1
It is easy to see that {τ t−i (t + i), τ t−i (t + i + 1) : 0 ≤ i ≤ 2s − 1} = Z2t+1 − {s}. So,
d(t + 1) = s and d(t + i) = τ i−1(d(t + 1)) = τ i−1(s) for 1 ≤ i ≤ t . Therefore, all
d(i), 0 ≤ i ≤ 2t , are different.
To sum up,
⋃2t
i=0{i, d(i)} forms a leaving 1-factor I . This completes the proof. 
Similarly, for any coset representative family pii , 1 ≤ i ≤ (2t − 1)!, define
Ωi = {ξi, jτ jC : 0 ≤ j ≤ t − 1},
where C = (0, 0, 1, 1, . . . , 2t, 2t). From Lemma 3.3, we immediately have the following
corollary.
Corollary 3.4. For any 1 ≤ i ≤ (2t − 1)!, each Ωi forms a Hamilton cycle decomposition of
K2t+1,2t+1 − I .
Finally, we obtain our main result of this section.
Theorem 3.5. There exists a large set of Hamilton cycle decomposition of K2t+1,2t+1 − I .
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Proof. DefineAi,η = ηΩi for any 1 ≤ i ≤ (2t−1)! and η ∈ Sym(Z2t+1). Then, {Ai,η : 1 ≤ i ≤
(2t−1)!, η ∈ Sym(Z2t+1)} forms a large set of Hamilton cycle decomposition of K2t+1,2t+1− I .
In fact, for given i, 1 ≤ i ≤ (2t − 1)!, {Ai,η : η ∈ Sym(Z2t+1)} just cover all Hamilton cycles
in the orbit family Oi . So, {Ai,η : 1 ≤ i ≤ (2t − 1)!, η ∈ Sym(Z2t+1)} just cover all Hamilton
cycles in K2t+1,2t+1. And,
|{Ai,η : 1 ≤ i ≤ (2t − 1)!, η ∈ Sym(Z2t+1)}| = (2t − 1)!(2t + 1)!
is just the desired number of pairwise disjoint Hamilton cycle decompositions in a large set of
Hamilton cycle decomposition of K2t+1,2t+1 − I . This completes the proof. 
Example 3.6. A large set of Hamilton cycle decomposition of K5,5 − I .
v = 5, V (K5,5) = Z5
⋃
Z5,
ξ = (1, 4)(2, 3) ∈ Sym(Z∗5), G = 〈ξ〉 = {(1), (1, 4)(2, 3)},
SymG(Z
∗
5) = {(1), (1, 2), (1, 3), (1, 4), (3, 4), (1, 2, 3), (1, 3, 2), (1, 3, 4), (2, 3, 4),
(1, 2, 3, 4), (1, 2, 4, 3), (1, 2)(3, 4)}.
pii = {ξi,0, ξi,1} and βi , 1 ≤ i ≤ 6, are listed as follows:
pi1 = {(1), (1, 2)(3, 4)}, β1 = (1, 2)(3, 4);
pi2 = {(1, 2), (3, 4)}, β2 = (1, 2)(3, 4);
pi3 = {(1, 3), (1, 2, 3, 4)}, β3 = (1, 4)(2, 3);
pi4 = {(1, 4), (1, 2, 4, 3)}, β4 = (1, 3)(2, 4);
pi5 = {(1, 2, 3), (1, 3, 4)}, β5 = (1, 4)(2, 3);
pi6 = {(1, 3, 2), (2, 3, 4)}, β6 = (1, 3)(2, 4).
Oi = {Oi, j : 0 ≤ j ≤ 1}, 1 ≤ i ≤ 6, where
Oi, j = {(0, η(0), ξi, j (1), η(1), . . . , ξi, j (4), η(4)) : η ∈ Sym(Z5)}.
τ = (0, 3)(1, 4) ∈ Sym(Z5), σ = ξ1,1, C = (0, 0, 1, 1, 2, 2, 3, 3, 4, 4),
A = {C, σ τC} = {(0, 0, 1, 1, 2, 2, 3, 3, 4, 4), (0, 3, 2, 4, 1, 2, 4, 0, 3, 1)}.
It is easy to see that A forms a Hamilton cycle decomposition of K5,5 − I , where F = {{0, 2},
{1, 3}, {2, 0}, {3, 4}, {4, 1}}.
Finally, define
Ωi = {ξi, jτ jC : 0 ≤ j ≤ 1}, Ai,η = ηΩi , 1 ≤ i ≤ 6, η ∈ Sym(Z5).
Then, {Ai,η : 1 ≤ i ≤ 6, η ∈ Sym(Z5)} forms a large set of Hamilton cycle decomposition of
K5,5 − I .
4. Conclusion
Combining Theorems 2.3 and 3.5, we have obtained our conclusion.
Theorem 4.1. There exist a large set of Hamilton cycle decomposition of K2t,2t and a large set
of Hamilton cycle decomposition of K2t+1,2t+1 − I for any positive integer t .
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