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Abstract
Unstable minimal surfaces are the unstable stationary points of the Dirichlet integral. In
order to obtain unstable solutions, the method of the gradient flow together with the minimax-
principle is generally used, an application of which was presented in [St2] for minimal surfaces
in Euclidean space. We extend this theory to obtain unstable minimal surfaces in Riemannian
manifolds. In particular, we consider minimal surfaces of annulus type.
1 Introduction
For given curves Γl ⊂ N, l = 1, ...,m and Γ := Γ1 ∪ · · · ∪ Γm, where (N,h) is a Riemannian
manifold of dimension n ≥ 2 with metric (hαβ), we denote the generalized Plateau Problem
by P(Γ). This deals with minimal surfaces bounded by Γ, in other words parametrizations
X defined on Σ ⊂ R2 with ∂Σ = Γ, satisfying the following constraints:
(1) τh(X) = 0,
(2) |Xu|2h − |Xv |2h = 〈Xu,Xv〉h = 0,
(3) X|∂Σ is weakly monotone and onto Γ,
where τh := ∆X
α − Γαβγ∇XβXγ = 0 is the harmonic equation on (N,h) seen as the Euler-
Lagrange equation of the energy functional.
A regular minimal surface is called unstable if its surface area is not a minimum among
neighbouring surfaces with the same boundary.
Extending the Ljusternik-Schnirelmann theory on convex sets in Banach spaces, a variational
approach to unstable minimal surfaces of disc or annulus type in Rn was proposed in 1983
([St1], see also [St2] [St3]). For the minimal surfaces of higher topological structure in Rn, it
was studied in [JS].
Recently in [Ho], the existence of unstable minimal surfaces of higher topological structure
with one boundary in a nonpositively curved Riemannian manifold was studied by applying
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the method in [St2]. In particular, the first part of that paper considers the Jacobi field
extension operator as the derivative of the harmonic extension.
In this article, we study unstable minimal surfaces of annulus type in manifolds. The Eu-
clidean case was tackled already in [St3], and our aim is to generalize this result to manifolds
satisfying appropriate conditions. Namely, we will consider two boundary curves Γ1,Γ2 in a
Riemannian manifold (N,h) such that one of the following holds.
(C1) There exists p ∈ N with Γ1,Γ2 ⊂ B(p, r), where B(p, r) lies within the normal range
of all its points. We assume r < π/(2
√
κ), where κ is an upper bound of the sectional
curvature of (N,h).
(C2) N is compact with nonpositive sectional curvature.
These conditions are related to the existence and uniqueness of the harmonic extension for a
given boundary parametrization.
First, we construct suitable spaces of functions, the boundary parametrizations, distinguish-
ing the cases (C1) and (C2). We introduce a convex set which serves as a tangent space for
the given boundary parametrization. Then we consider the following functional:
E(x) :=
1
2
∫
|dF(x)|2h,
where F(x) denotes the harmonic extension of annulus type or of two-disc type with boundary
parametrization x. We next discuss the differentiability of E, in particular for the case in
which the topology of the surfaces changes (from an annulus to two discs). Defining critical
points of E, will show the equivalence between the harmonic extensions (in N) of critical
points of E and minimal surfaces in N . The H2,2-regularity of the harmonic extension of a
critical point of E (see the appendix or [Ki2]) plays an important role in the argument.
In section 4, we prove the Palais-Smale condition for E. In particular, we investigate carefully
the behaviour of boundary mappings which are fixed at only one point. In order to deform
level sets of E, we also construct a suitable vector field and its corresponding flow.
Roughly speaking, Lemma 4.3 shows that the energy of some annulus-type harmonic ex-
tensions is greater than that of two-disc type harmonic extensions by a uniformly positive
constant. Although this result refers to Riemannian manifolds, it turns out to be more restric-
tive than that of Euclidean spaces, which holds uniformly on any bounded set of boundary
parametrizations. This somewhat weaker result is anyhow enough for the present purposes.
Following the arguments set out in [St1], we can prove the main theorem of this paper. This
states that if there exists a minimal surface (of annulus type) whose energy is a strict relative
minimum in S(Γ1,Γ2) (suitably defined for each case (C1) and (C2)), the existence of an
unstable minimal surface of annulus type is ensured under certain assumptions related to the
solutions of P(Γi). We eventually apply this result to the three-dimensional sphere S
3 and
the three-dimensional hyperbolic space H3, whose curvatures are 1 and −1, respectively.
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2 Preliminaries
2.1 Some definitions
Let (N,h) be a connected, oriented, complete Riemannian manifold of dimension n ≥ 2,
embedded isometrically and properly into some Rk as a closed submanifold by means of
the map η ([Gro]). Moreover, dω and d0 denote the area elements in Ω ⊂ R2 and in ∂Ω
respectively.
Indicating
B := {w ∈ R2 | |w| < 1}
we define
H1,2 ∩C0(B,N) := {f ∈ H1,2 ∩ C0(B,Rk)|f(B) ⊂ N}
with norm ‖f‖1,2;0 := ‖df‖L2 + ‖f‖C0 . Now set
TfH
1,2 ∩ C0(B,N) ∼= {V ∈ H1,2 ∩ C0(B,Rk)|V (·) ∈ Tf(·)N} =: H1,2 ∩C0(B, f∗TN),
with norm
‖V ‖ := ( ∫
B
|∇fV |2hdω
) 1
2 + ‖V ‖C0 ∼=
( ∫
B
|dV |2
Rk
dω
) 1
2 + ‖V ‖C0 .(1)
Let Γ be a Jordan curve in N diffeomorphic to S1 := ∂B. Then N can be equipped with an-
other metric h˜ such that Γ is a geodesic in (N, h˜). We observe thatH1,2∩C0((B, ∂B), (N,Γ)
h˜
)
and H1,2 ∩ C0((B, ∂B), (N,Γ)h) coincide as sets.
Using the exponential map in (N, h˜), we let
H
1
2
,2 ∩C0(∂B; Γ) := {u ∈ H 12 ,2 ∩ C0(∂B,Rk)|u(∂B) = Γ},
where the norm is given by ‖u‖ 1
2
,2;0 := ‖dH(u)‖L2 + ‖u‖C0 , and H(u) is the harmonic
extension in Rk with H(u)|∂B(·) = u(·). In addition
TuH
1
2
,2 ∩ C0(∂B; Γ) := {ξ ∈ H 12 ,2 ∩ C0(∂B, u∗TN)|ξ(z) ∈ Tu(z)Γ, for all z ∈ ∂B}
= H
1
2
,2 ∩ C0(∂B, u∗TΓ).
Finally, the energy of f ∈ H1,2(Ω, N) is denoted by
E(f) :=
1
2
∫
Ω
|df |2hdw.
2.2 The setting
Let Γ1,Γ2 be two Jordan curves of class C
3 in N with diffeomorphisms γi : ∂B → Γi, i = 1, 2,
and dist(Γ1,Γ2) > 0. For ρ ∈ (0, 1) let
Aρ := {w ∈ B | ρ < |w| < 1}
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have boundary C1 := ∂B and Cρ := ∂Bρ =: C2 (ρ fixed), and indicate
X
i
mon := {xi ∈ H
1
2
,2 ∩ C0(∂B; Γi) |xi is weakly monotone and onto Γi with degree 1}.
I) We first consider the following condition for (N,h)(⊃ Γ1,Γ2).
(C1) There exists p ∈ N with Γ1,Γ2 ⊂ B(p, r), where B(p, r) lies within the normal range
of all its points. We assume r < π/(2
√
κ), where κ is an upper bound of the sectional
curvature of (N,h).
Throughout the paper, B(p, r) denotes a geodesic ball with center p ∈ N as in (C1).
We can easily observe the following property (see [Ki2]).
Remark 2.1. If Γ1,Γ2 ⊂ N satisfy (C1), then for each xi ∈ H 12 ,2 ∩ C0(∂B; Γi) and ρ ∈
(0, 1) there exist gρ ∈ H1,2 ∩ C0(Aρ, B(p, r)) and gi ∈ H1,2 ∩ C0(B,B(p, r)) with gρ|C1 =
x1, gρ|Cρ(·) = x2( ·ρ ) and gi|∂B = xi, i = 1, 2.
From the results in [HKW], [JK] and the above remark, we have a unique harmonic map of
annulus and disc type in B(p, r) ⊂ N for a given boundary mapping in the class H 12 ,2 ∩ C0.
Now we define
M i := {xi ∈ Ximon |xi preserves the orientation}.
Then M i is complete, since the C0-norm preserves monotonicity.
Moreover, let
S(Γ1,Γ2) = {X ∈ H1,2 ∩C0(Aρ, B(p, r))| 0 < ρ < 1, X|Ci is weakly monotone},
S(Γi) = {X ∈ H1,2 ∩C0(B,B(p, r))|X|∂B is weakly monotone}.
II) We now investigate another significant condition for (N,h).
(C2) N is compact with nonpositive sectional curvature.
A compact Riemannian manifold is homogeneously regular and the condition of nonpositive
sectional curvature implies π2(N) = 0.
In order to define M i, we first consider for ρ ∈ (0, 1) the following
G˜ρ := {f ∈ H1,2 ∩ C0(Aρ, N)| f |Ci is continuous, weakly monotone and onto Γi}.
We may take a continuous homotopy class, denoted by F˜ρ ⊂ G˜ρ, so that every two ele-
ments f, g in F˜ρ are continuously homotopic f ∼ g (not necessarily fixing the boundary
parametrization). We further demand some relation F˜ρ ∼ F˜σ to hold for any ρ, σ ∈ (0, 1).
Precisely, for some f˜ ∈ F˜σ, f ∈ F˜ρ and some diffeomorphism τρσ : [σ, 1] → [ρ, 1], we require
f˜(r, θ) = f(τρσ(r), θ). Let F˜ρ be fixed. Then for any σ ∈ (0, 1) we can find F˜σ with F˜ρ ∼ F˜σ.
We now consider all possible H1,2 ∩ C0-extensions of disc type in N :
S(Γi) := {X ∈ H1,2 ∩ C0(B,N)|X|∂B is weakly monotone onto Γi},
assuming that this set is not empty, for each i = 1, 2.
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Lemma 2.1. (i) For X1 ∈ S(Γ1) and X2 ∈ S(Γ2) there exists fρ ∈ H1,2 ∩C0(Aρ, N) such
that fρ|C1(·) = X1|∂B(·) and fρ|Cρ(·) = X2|∂B( ·ρ ), for ρ ∈ (0, 1).
(ii) Moreover, there exists ρ0 ∈ (0, 1) and a uniform positive constant C such that for some
fρ ∈ H1,2 ∩ C0(Aρ, N), with fρ|Cρ(·) = X2|∂B( ·ρ)
E(fρ) ≤ C, for all ρ ≤ ρ0.(2)
Proof. (i) For a given ε > 0, take σi > 0 with oscBσiX
i < ε. Choose ρ > 0 with ρ
σ2
< σ1,
and let H : Bσ1\B ρ
σ2
→ Rk be harmonic with X1|∂Bσ1 −X1(0) on ∂Bσ1 and X2|∂Bσ2 −X2(0)
on ∂B ρ
σ2
. This implies ‖H‖C0 < ε. Now let g ∈ H1,2 ∩C0(Bσ1\B ρ
σ2
, N) with X1(0) on ∂Bσ1
and X2(0) on ∂B ρ
σ2
.
Considering coordinate neighbourhoods for the submanifold N
η→֒ Rk, we may take a finite
covering of fρ((Aρ)), and by projection we obtain a smooth map r : Nδ(fρ(Aρ)) → N with
r|
Nδ(fρ(Aρ))∩N
= Id for some δ > 0, where Nδ(·) is δ-neighbourhood in Rk. Setting T (s, θ) :=
(1
s
ρ, θ) in polar coordinates, we can define fρ with the desired properties:
fρ :=

X1|B\Bσ1 , on B\Bσ1 ,
r ◦ (g +H) , on Bσ1\B ρ
σ2
,
X2(T−1(·)) , on B ρ
σ2
\Bρ.
(3)
(ii) The claim follows from the above construction, since ρ
σ2
< σ1, ρ ≤ ρ0 for some ρ0 > 0. ✷
Under the assumption that S(Γi) 6= ∅, for given Γi ∈ N we have an annulus-type-extension
like that of (3), and we take homotopy classes which contain such an extension. From now
on twiddles will be dropped.
Define
S(Γ1,Γ2) := {f ∈ Fρ | 0 < ρ < 1},(4)
as well as the two function spaces
M1 := {x1(·) = f |C1(·), f ∈ S(Γ1,Γ2)|x1 is orientation preserving with degree 1},
M2 := {x2(·) = f |Cρ(·ρ), f ∈ S(Γ1,Γ2)|x2 is orientation preserving with degree 1}.
For xi ∈ Ximon, Hρ(x1, x2) denotes the unique Rk-harmonic extension on Aρ with x1(·) on
C1 and x
2( ·
ρ
) on Cρ, while H(x) is the R
k-harmonic extension of disc type with boundary
x ∈ Ximon.
Lemma 2.2. (i) For each xi0 ∈M i, i = 1, 2, there exists ε(xi0) > 0 such that
if xi ∈ Xi
mon
with ‖xi − xi0‖ 1
2
,2;0 < ε, then x
i ∈M i.
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(ii) M i is complete with respect to ‖ · ‖ 1
2
,2;0.
Proof. (i) Let fρ ∈ F˜ρ with fρ|C1 = x10 and fρ|Cρ(·) = y2( ·ρ) for some y2 ∈M2.
We consider the smooth retraction r : Nδ(fρ(Aρ)) → N as in the proof of Lemma 2.1. Let
‖xi − xi0‖ 1
2
,2;0 < ε < δ. Then by Lemma 4.2 from [St3],∫
Aρ
|d(r(fρ +Hρ(x1 − x10, 0)))|2dω
≤ C(‖fρ‖C0 , ε,N)
( ∫
Aρ
|dfρ|2dω +
∫
B
|dH(x1 − x10)|2dω
) ≤ C(‖fρ‖1,2;0, ε,N).
Now, let H(t, ·) := (1 − t)Hρ(x1 − x10, 0) : [0, 1] × Aρ → Rk with ‖H‖C0 < ε and G :
[0, 1] × Aρ → N with G(t, ·) = fρ(·) for all t ∈ [0, 1]. Since r(G +H) : [0, 1] × Aρ → N is a
homotopy between fρ and r(fρ+Hρ(x
1−x10, 0)), it follows r(fρ+Hρ(x1−x10, 0))(∼ fρ) ∈ F˜ρ,
and x1 ∈ M1. Similarly, we can prove that x2 ∈ M2 if ‖x2 − x20‖ 1
2
,2;0 < ε
′ for some small
ε′ > 0.
(ii) A Cauchy sequence {xin} ⊂ M i converges to xi ∈ H
1
2
,2 ∩ C0(∂B; Γi), and for some n,
‖xin−xi‖C0 < ε. Considering Hρ(x1−x1n, 0) and gρ ∈ Fρ with x1n on C1 and 0 on Cρ, we can
find a homotopy in N between gρ and r(gρ +Hρ(x
1 − x10, 0)) as in (i). We may also apply
this argument to x2. Note that xi is weakly monotone, and hence xi ∈ M i, concluding the
proof. ✷
From the proof we easily conclude that the set of xi’s which possess annulus-type-extensions
with uniform energy with respect to ρ ≤ ρ0 is an open and closed subset of Ximon. Thus,
it is a non-empty connected component of Ximon and must coincide with M
i, since M i is a
connected subset of Ximon. Hence we obtain the following property.
Remark 2.2. For each xi ∈M i, i = 1, 2, there exist fρ ∈ S(Γ1,Γ2) and C > 0 with E(fρ) ≤ C
for all ρ ≤ ρ0 and some ρ0 ∈ (0, 1). Clearly, this result also holds for xi ∈ M i if we assume
(C1).
For disc-type extensions of xi ∈M i the following lemmata will be useful.
Lemma 2.3. Let (N,h) be a homogeneously regular manifold and u an absolutely con-
tinuous map of ∂Br(x0) into N ∋ x0 with
∫ 2π
0 |u′(θ)|2hdθ ≤ C
′
π
. Then there exists f ∈
H1,2(Br(x0), N) ∩ C0(Br(x0), N) with f |∂Br(x0) = u and EBr(x0)(f) ≤ C
′′
C′
∫ 2π
0 |u′(θ)|2hdθ,
where C ′′, C ′ are the constants defined by homogeneous regularity.
Proof. See [Mo] Lemma 9.4.8 b). ✷
Lemma 2.4. Let fρ ∈ H1,2(Aρ, N), 0 < ρ < 1. For each δ ∈ (ρ, 1) there exists τ ∈ (δ,
√
δ)
with
∫ 2π
0
∣∣∣∂fρ(τ,θ)∂θ ∣∣∣2
h
dθ ≤ 4E(fρ)
ln 1
δ
.
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Proof. Similar to the proof of the Courant-Lebesgue Lemma. ✷
For xi ∈ M i, and given the choice of S(Γ1,Γ2), Remark 2.2 tells that we can find fρ ∈
H1,2(Aρ, N) with boundary x
i such that E(fρ) ≤ C for all ρ ≤ ρ0. Then from Lemma 2.4
and Lemma 2.3, we have gτ ∈ H1,2(Bτ , N) with boundary fρ|∂Bτ for some ρ. Together with
gτ and fρ|B\Bτ , we obtain a map X ∈ H1,2(B,N) with boundary x1. Similarly, we have
X˜ ∈ H1,2(B,N) with boundary x2.
Moreover, the harmonic extension of disc type for each xi ∈M i in N is unique, independently
of the choice of homotopy class S(Γ1,Γ2), because of the following well known fact.
Lemma 2.5. π2(N) = 0⇔ Any h0, h1 ∈ C0(B,N) with h0|∂B = h1|∂B are homotopic.
On the other hand, using the construction (3) and the previous Lemma we can easily check
that the traces of the elements in S(Γi) belong to M
i. From [ES], [Le], [Hm], we then have
the following.
Remark 2.3. (i) For xi ∈M i, there exist a unique harmonic extension of disc type on B
and of annulus type on Aρ, ρ ∈ (0, 1).
(ii) The elements of M i are the traces of the elements of S(Γi).
III) Now let (N,h) and Γi, i = 1, 2 satisfy (C1) or (C2).
Observing ∂B ∼= R/2π, for a given oriented yi ∈ Ximon there exists a weakly monotone map
wi ∈ C0(R,R) with wi(θ + 2π) = wi(θ) + 2π such that yi(θ) = γi(cos(wi(θ)), sin(wi(θ))) =:
γi ◦ wi(θ). In addition wi = w˜i + Id for some w˜i ∈ C0(∂B,R).
Denoting the Dirichlet integral by D and the Rk-harmonic extension by H, let
W i
Rk
:= {wi ∈ C0(R,R) |wi is weakly monotone, wi(θ+2π) = wi(θ)+2π;D(H(γi◦wi)) <∞}.
Clearly, W i
Rk
is convex (for further details, refer to [St1]).
Now take xi ∈M i. Considering w − wi as a tangent vector along w˜i, let
Txi = {dγi((w − wi)
d
dθ
◦ w˜i) |w ∈W i
Rk
and γi ◦ wi = xi}.
Note that Txi is convex in TxiH
1
2
,2∩C0(∂B; Γi), sinceW iRk is convex. For ξ = dγi((w−wi) ddθ ◦
w˜i) ∈ Txi we have that e˜xpxiξ = γi(w), e˜xp denoting the exponential map with respect to
the metric h˜.
If (C1) holds, then clearly e˜xpxiξ ∈M i for ξ ∈ Txi . For the case (C2), let us recall the proof
of Lemma 2.2. Since N is compact, there exists li > 0, depending on γ
i, such that for any
xi ∈M i, e˜xpxiξ ∈M i, provided that ‖ξ‖Txi < li.
The following set-up holds true in both cases (C1) and (C2).
7
Definition
(i) Let M :=M1 ×M2 × (0, 1) with the product topology and x := (x1, x2, ρ) ∈M. Then
the set TxM := Tx1 × Tx2 × R is convex.
Let F(x) = F(x1, x2, ρ) = Fρ(x
1, x2) : Aρ → N be the unique harmonic extension with
x1 on C1 and x2( ·
ρ
) on C2, and define
E : M −→ R
x 7−→ E(F(x)) := 1
2
∫
Aρ
|dFρ(x1, x2)|2hdω.
(ii) Define ∂M :=M1 ×M2 × {0}, Tx∂M := Tx1 × Tx2 and M := M ∪ ∂M.
Let Fi(xi) : Aρ → N be the unique harmonic extension with boundary xi, for x =
(x1, x2, 0) ∈ ∂M, and define
E(x) := E(F1(x1)) + E(F2(x2)).
2.3 Harmonic extension operators
Let Ω = Aρ or Ω = B. A weak Jacobi field J with boundary ξ along a harmonic function f
is a weak solution of ∫
Ω
〈∇J,∇X〉 + 〈tr R(J, df)df,X〉dω = 0,
for all X ∈ H1,2(Ω, f∗TN) with X|∂Ω = ξ. Weak Jacobi fields are natural candidate deriva-
tives of the harmonic operators Fρ and F
i.
We have the following property of weak Jacobi fields, from [Ho].
Lemma 2.6. The weak Jacobi field J with boundary η ∈ TxiH
1
2
,2 ∩ C0 along a harmonic
F with boundary xi is well defined in the class H1,2 and continuous up to the boundary. It
satisfies
‖JF‖C0 ≤ ‖JF|∂Ω‖C0 , ‖JF‖1,2;0 ≤ C(N, ‖f‖1,2:0)‖JF|∂Ω‖ 1
2
,2;0.
Now we can discuss the differentiability of harmonic extension operators.
Lemma 2.7. The operators Fρ,F
i are partially differentiable in x1 (resp. x2) for variations
in Tx1H
1
2
,2∩C0 (resp. Tx2H
1
2
,2∩C0). Their derivatives are continuous Jacobi field operators
with respect to x1, x2.
Proof. The proof reproduces an argument we shall explain in full detail in Lemma 3.1,
cases (B), (C), and as such will not be anticipated here. Alternatively, one can follow the
aforementioned [Ho]. ✷
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3 The variational problem
3.1 Differentiability of E on M
Lemma 3.1. The following hold:
(A) E is continuously partially differentiable in x1, x2 with respect to variations in Tx1 , Tx2
and the derivatives are continuous on M1 ×M2.
(B) E is continuous with respect to ρ ∈ [0, 1), even uniformly on Nε(xi0) for some ε > 0
independent of xi0 ∈M i, i = 1, 2.
(C) The partial derivatives in x1, x2 are continuous with respect to ρ ∈ [0, 1), uniformly
continuous on Nε(x
i
0) for some ε > 0 independent of x
i
0 ∈M i, i = 1, 2.
(D) E is differentiable with respect to ρ ∈ (0, 1).
Proof. From now on, continuity will be understood in the sense of convergence of subse-
quences.
(A) The Dirichlet integral functional is in C∞, so Lemma 2.7 guarantees that E is continuously
partially differentiable with continuous partial derivatives on M1 ×M2.
Computation of the derivatives:
Let x = (x1, x2, ρ) ∈ M, ξ1 ∈ Tx1 . By Lemma 2.2 there is a small t0 > 0 such that
e˜xpx1(tξ
1) ∈M1, 0 ≤ t ≤ t0. Thus,
〈δx1E, ξ1〉 :=
d
dt
∣∣∣
t=0
E(e˜xpx1(tξ
1), x2, ρ)
=
∫
Aρ
〈dFρ(x1, x2),∇Dx1Fρ(x1, x2)(ξ1)〉hdω
=
∫
Aρ
〈dFρ(x1, x2),∇JFρ(ξ1, 0)〉hdω (by Lemma 2.7),(5)
since by computation we obtain, with Fρ(t) := Fρ
(
e˜xpx1(tξ
1), x2
)
,
∇ d
dt
(
F
α
ρ,i(t)dx
i ⊗ ∂
∂yα
◦ Fρ(t)
)
= ∇ d
dt
Fρ
(
e˜xpx1(tξ
1), x2
)
(= ∇ (Dx1Fρ(x1, x2)(ξ1)) , t = 0).
For ξ2 ∈ Tx2 Lemma 2.7 yields 〈δx2E, ξ2〉 =
∫
Aρ
〈dFρ(x1, x2),∇JFρ(0, ξ2( ·ρ))〉hdω. Similarly,
for x = (x1, x2, 0) ∈ ∂M, 〈δxiE, ξi〉 =
∫
B
〈dFi(xi),∇JFi(ξi)〉hdω, i = 1, 2.
For (B) we shall split the proof into three sub-steps B-I), B-II), B-III). Similarly for (C) we
shall have C-I), C-II), C-III).
B-I) The set-up.
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The claim is that E is continuous when ρ → ρ0. Fixing ρ0 = 0 is no great restriction, since
the proof for ρ0 ∈ (0, 1) carries over in an analogous, even easier, fashion. Taking ρ0 = 0
translates our claim into
(6)
∫
Aρ
∣∣dFρ(x1, x2)∣∣2h dω −→ ∫
B
∣∣dF1(x1)∣∣2
h
dω +
∫
B
∣∣dF2(x2)∣∣2
h
dω
uniformly on Nε(x
i
0) for some ε > 0 independent of x
i
0 ∈M i, whenever ρ→ 0.
Let Fρ := Fρ(x
1, x2) and Fi := Fi(xi), i = 1, 2. By Lemma 2.4, for each δ with 0 < ρ < δ < 1
there exists ν ∈ (δ,√δ) such that
∫ 2π
0
∣∣∣∣∂Fρ(ν, θ)∂θ
∣∣∣∣
h
dθ ≤
√
2π
(∫ 2π
0
∣∣∣∣∂Fρ(ν, θ)∂θ
∣∣∣∣2
h
dθ
) 1
2
≤ C√| ln δ| .(7)
Due to Remark 2.2, C is independent of ρ ≤ ρ0, for some ρ0 ∈ (0, 1).
By means of Fρ we now construct two maps by setting
fν : Aν −→ N with fν(reiθ) := Fρ(reiθ), reiθ ∈ Aν ,
gν′ : Aν′ −→ N with gν′(reiθ) := Fρ(T (reiθ)), reiθ ∈ Aν′ .(8)
The constants ν ′ := ρ
ν
, ν ∈ (δ,√δ) and δ ∈ (ρ, 1) satisfy the property (7) in the limit
ν ′, ν → 0 for ρ→ 0. (One can take for instance δ = √ρ). The map T (reiθ) = ρ
r
eiθ goes from
Aν′ to Bν\Bρ surjectively. Then, fν and gν′ are harmonic maps into N with fν|∂B = x1,
gν′ |∂B = x2 and osc∂Bνfν → 0, osc∂Bν′gν′ → 0 as ρ → 0. Moreover, since T is conformal,
E(Fρ) = E(Fρ|Aν ) + E(Fρ|Bν\Bρ) = E(fν) + E(gν′) by conformal invariance of the Dirichlet
integral.
B-II) The convergence of {fν}, {gν′} to Fi.
We first investigate the modulus of continuity of harmonic maps {hν} : Aν → N which
converge uniformly (C0-norm) on ∂B with E(hν) ≤ L for some L > 0, independent of ν ≤ ν0
for some ν0 ∈ (0, 1). We shall only deal with the assumption (C2), because the argument can
clearly be applied to the case (C1) as well.
Let GR := BR(z) ⊂ Aν for ν ≤ ν˜0. If z ∈ ∂B, consider GR := BR(z) ∩ Aν . Given
ε > 0, by the Courant-Lebesgue Lemma there exists δ > 0, independent of ν ≤ ν0, such
that the length ofhν |∂Gδ does not exceed min{ ε4 , i(N)4 }, i(N) > 0. Then hν |∂Gδ ⊂ B(q, s)
for some q ∈ N, s ≤ min{ ε2 , i(N)2 }. Observe that hν is continuous on ∂Gδ , and there exists
an H1,2-extension X of disc type, whose image is in B(q, s) with X|∂Bδ = hν |∂Bδ , by the
same argument of Remark 2.1. Thus there exists a harmonic extension h′ with h′(Gδ) ⊂
B(q, s) ⊂ B(q, ε2), by [HKW]. From Lemma 2.5, h′ is homotopic to h on Gδ , and from the
energy minimizing property of harmonic maps, hν |Gδ = h′. Hence, the functions hν with
ν ≤ ν0 have the same modulus of continuity. Furthermore, if these mappings have the same
boundary image, they are C0-uniformly bounded on each relatively compact domain.
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Now apply the above result to {Fρ, ρ ≤ ρ0} in Rk. For some ρ0 ∈ (0, 1) then, the functions
fν resp. gν′ have the same modulus of continuity for all ρ ∈ (0, ρ0), and some subsequences,
denoted again by fν resp. gν′ are locally uniformly convergent.
Recall that our maps are continuous, so by localizing in both domain and image, harmonic
functions, seen as solutions of Dirichlet problems, may be also regarded as weak solutions f
of the following elliptic systems in local coordinate charts of N :
(9) didif
α = −Γαβγdifβdifγ =: Gα(·, f(·), df(·)).
We can take the same coordinate charts for the image of {fν}ν≤ν0 and {gν′}ν′≤ν′0 , where
ν0 := ν(ρ0), ν
′
0 := ν
′(ρ0), to the effect that we have the same weak solution system for (9).
Moreover, since hαβ and Γ
α
βγ are smooth, the structure constants of the weak systems (see
[Jo] section 8.5) are independent of ρ ≤ ρ0.
Now consider Kσσ = {σ ≤ |z| ≤ 1 − σ}, σ ∈ (0, 1). From the regularity theory of [LU] and
[Jo](section 8.5) and by the covering argument, there exists C ∈ R such that ∥∥fν|Kσσ ∥∥H4,2 ≤
C for all ν ∈ (0, ν0). Hence the Sobolev’s embedding theorem implies that for some se-
quence {ρi} ⊂ (0, 1), limρi→0 fν(ρi)|Kσσ = f ′ in C2(Kσσ ,Rn), with τh(f ′) = 0 in Kσσ .
For σ := 1
n
, we choose a sequence {fν(ρn,i)} as above such that {ρn+1,i} is a subsequence of
{ρn,i}. By diagonalizing we obtain a subsequence {fν(ρn,n)}, n ≥ n0 which converges locally
to f ′ in the C2-norm, so f ′ is harmonic on B\(∂B ∪ {0}).
On the other hand fν |∂B = x1 for all ν, and the fν ’s converge uniformly to f ′ in a compact
neighbourhood of ∂B. Thus, f ′ is continuous on B\{0} with f ′|∂B = x1. Also observe that
osc∂Brf
′ → 0 as r → 0, by construction.
For each compact K ⊂ B\{0}, ∫
K
|df ′|2dω = limρi→0
∫
K
|dfν(ρi)|2 ≤ L, with L independent
of K. Thus, f ′ ∈ H1,2(B\{0}, N), and f ′ can be extended to a weakly harmonic map on B
([Jo] Lemma 8.4.5, see also [SkU], [Gru¨]). Thus, f ′ can be considered weakly harmonic and
f ′ ∈ C0(B,N) ∩C2(B,N) with f ′|∂B = x1, so uniqueness forces f ′ = F1(x1).
Similar results hold for gν′ .
B-III) The convergence of the energy.
We consider η ◦f , and denote it again by f := (fa)a=1,··· ,k ∈ H1,2(Ω,Rk) for obvious reasons.
Since η is isometric, for f := (fα)α=1,··· ,n ∈ H1,2(Ω, N) we have
∫
Ω |d(fα)|2hdω =
∫
Ω |d(fa)|2Rkdω.
A harmonic map f ∈ H1,2(Ω, N) satisfies
(10)
∫
Ω
(〈df, dψ〉 − 〈II ◦ f(df, df), ψ〉)dw = 0
for any ψ ∈ H1,20 ∩ C0(Ω,Rk), where II is the second fundamental form of η.
Set Kσ = {σ ≤ |z| ≤ 1}, σ > 0 and we consider Rk-harmonic maps Hν and H˜ν on Kσ with
Hν |∂Kσ = fν |∂Kσ and H˜ν |∂Kσ = F1|∂Kσ , where ν ∈ (0, σ). Let H : B → Rk be harmonic with
H|∂B = Hν |∂B = H˜ν |∂B = x1. Then {Hν}, {H˜ν} have the same modulus of continuity up to
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∂B, and we have ‖Hν −H‖C0;Kσ → 0, ‖H˜ν −H‖C0;Kσ → 0 as ν → 0. Furthermore, for
Xν := (fν − F1) + (Hν − H˜ν) ∈ H1,20 ∩C0(Kσ ,Rk), we obtain
‖Xν‖(C0;Kσ) ≤ ‖fν − F1‖C0;Kσ + ‖Hν −H‖C0;Kσ + ‖H − H˜ν‖C0;Kσ → 0 as ν → 0.
Now consider∫
Kσ
〈d(fν − F1), d(fν − F1)〉dω
=
∫
Kσ
〈d(fν − F1), dXν〉dω︸ ︷︷ ︸
:=I
−
∫
Kσ
〈d(fν − F1), d(Hν − H˜ν)〉dω︸ ︷︷ ︸
:=II
.
When ν → 0
|I| ≤
∣∣∣∣∫
Kσ
〈II ◦ fν(dfν , dfν),Xν〉dω
∣∣∣∣+ ∣∣∣∣∫
Kσ
〈II ◦ (dF1, dF1),Xν〉dω
∣∣∣∣
= C(‖fν‖1,2;0), ‖F1‖1,2;0)‖Xν‖(C0;Kσ) → 0(11)
from (10). Moreover, since Hν − H˜ν is harmonic in Rk,
|II| ≤
∫
∂Bσ
∣∣∣∂r(Hν − H˜ν)∣∣∣ dω‖fν − F1‖C0;Kσ → 0 as ν → 0.(12)
Thus
∫
Kσ
|d(fν − F1)|2dω → 0, and
∫
Kσ
|dfν |2 dω →
∫
Kσ
∣∣dF1∣∣2 dω, for any Kσ . Since∫
Bσ
|dF1|2dω → 0 as σ → 0, we obtain ∫
Aν
|dfν |2 dω →
∫
B
∣∣dF1∣∣2 dω as ν → 0. Similarly∫
Aν′
|dg′ν |2 dω →
∫
B
∣∣dF2∣∣2 dω as ν ′ → 0.
Now to the uniform convergence on Nε(x
i
0). Replace f(Aρ) by B(p, r)(for (C1)) or N (for
(C2)) in the proof of Lemma 2.2. Then, ‖Fρ(x1, x2)‖H1,2 ≤ C uniformly on Nε(xi0), where
the constant C depends on xi0, while ε does not. The convergence in (11), (12) is uniform on
Nε(x
i
0). The proof of (B) is eventually completed.
C-I)The set-up.
We must show that for xi ∈M i and ξi ∈ Txi ,
〈δxiEρ, ξi〉 −→ 〈δxiE, ξi〉 uniformly on Nε(xi0) ⊂M i, i = 1, 2 as ρ→ 0.
It suffices to show the assertion for i = 1. We know that
〈δx1Eρ, ξ1〉 =
∫
Aν(ρ)
〈dFρ(x1, x2),∇JFρ(ξ1, 0)〉hdω +
∫
Bν(ρ)\Bρ
〈dFρ(x1, x2),∇JFρ(ξ1, 0)〉hdω
=
∫
Aν(ρ)
〈dFρ(x1, x2),∇JFρ(ξ1, 0)〉hdω +
∫
Aν′
〈dgν′ ,∇Jgν′ (0, ζν′)〉dω,
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where gν′(·) = Fρ ◦T (·) and ζν′(ν ′eiθ) = JFρ(ξ1, 0)(νeiθ) with ν ′ := ρν(ρ) . Observe JFρ(ξ1, 0)◦
T is a Jacobi field along gν′ , by the conformal property of T .
C-II) The convergence of Jacobi fields.
First, let Vν := JFρ(ξ
1, 0)|Aν = vαν ∂∂yα ◦fν , for which we will show the existence of a ν0 ∈ (0, 1)
giving
(13) ‖DVν‖22 :=
∫
Aν
hαβ ◦ fνvαν,ivβν,idω ≤ C for all ν ∈ (0, ν0).
By direct computation ‖DVν‖22 ≤ CE(Vν) + C(N, ‖Vν‖C0 , ‖fν‖C0 , E(fν)). Since Lemma 2.6
yields ‖Vν‖C0 ≤ ‖ξ1ν‖C0 , we only need to show that
(14) E(Vν) :=
∫
Aν
|∇fνVν |2dω ≤ C, ν ∈ (0, ν0).
Let Xν := x
α
ν
∂
∂yα
◦ fν ∈ H1,2(Aν , f∗νTN), where xαν (z) := vα2ν0(τ2ν0ν0 (z)), ν0 ≤ |z| ≤ 1 (see
section 2.2 for the definition of τ2ν0ν0 ) and x
α
ν (z) := 0, ν ≤ |z| ≤ ν0. Clearly, ‖DXν‖22 ≤
C(ν0, N)‖DV2ν0‖22 for all ν ≤ ν0.
By the minimality property of Jacobi fields and Young’s inequality,∫
Aν
(|∇fν (Vν)|2 − 〈trR(dfν, Vν)dfν , Vν〉)dω ≤
∫
Aν
(|∇fν (Xν)|2 − 〈trR(dfν,Xν)dfν ,Xν〉)dω
≤
∫
Aν
hαβ ◦ fνxαν,ixβν,idω + ε
∫
Aν
|xαν,i
∂
∂yα
◦ fν |2hdω + ε−1
∫
Aν
|xγνf δ,iΓβγδ ◦ fν
∂
∂yβ
◦ fν |2hdω
+
∫
Aν
hαβ ◦ fνxγνxλνf δ,ifµ,iΓαγδ ◦ fνΓβλµ ◦ fνdω −
∫
Aν
〈trR(dfν ,Xν)dfν ,Xν〉dω
≤ C(N, ε, ‖fν‖C0 , E(fν), ‖V2ν0‖C0 , ‖DV2ν0‖22).
But E(Vν) ≤ C, ν ∈ (0, ν0), since∫
Aν
〈trR(dfν , Vν)dfν , Vν〉)dω ≤ C(N, ‖fν‖C0 , E(fν), ‖ξ1‖C0).
Therefore we have (13), and this means that {(vαν )|ν ≤ ν0}α=1,··· ,n has the same modulus of
continuity, see the argument in B-III) and Lemma 2.6.
With the same charts as in (B), (vα
ν(ρ)) ∈ Rn, ν ≤ ν0 are weak solutions of the Jacobi fields
system with uniformly bounded energy and same modulus of continuity on Kσ = {σ ≤ |z| ≤
1}, with σ > 0 for small ρ, again by Lemma 2.6. Just as in (B), {Vν} converges to the Jacobi
field along F1|B\{0} with boundary ξ1, and for JF1(ξ1) =: wα ∂∂yβ ◦ F1, we have
‖(vαν (z)) − (wα(z))‖C0;Kσ → 0, ‖(vαν (z)) − (wα(z))‖C2 ;K → 0, as ν(or ρ)→ 0,
on any compact K ⊂ B\{0}.
C-III) The convergence of derivatives.
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Taking Kσ as above, we denote fν |Kσ and F1|Kσ by fν and F1, respectively.
Note that expF1 : U(0) → H1,2 ∩ C0(Kσ , N) is a diffeomorphism on some neighbourhood
U(0) ∈ H1,2∩C0(Kσ, (F1)∗TN), because d(expF1)0 = Id. Moreover, ‖fν−F1|Kσ‖H1,2∩C0 → 0
as ν → 0, so there exists ξν ∈ H1,2 ∩ C0(Kσ , (F1)∗TN) for small ν > 0 with expF1 ξν = fν .
The mapping ξ 7→ d expF1,ξ depends smoothly on ξν ∈ TF1H1,2 ∩C0(Kσ , N), so d expF1,ξν →
Id in H1,2∩C0(Kσ), since ξν → 0 in H1,2∩C0(Kσ, (F1)∗TN) as ν → 0. ForWν := wαν ∂∂yα ◦
F
1 := d exp−1
F1,ξν
(Vν) we have ‖wαν (z) − wα(z)‖C0;Kσ → 0 by C-II). Moreover, dF1 → dfν in
L2, thus
∫
Kσ
|d expF1,ξν (dF1)− dfν |2dω → 0.
We next observe, for ∇F1Wν = (wαν,i + wγν (F1)β,iΓαβγ(F1))dzi ⊗ ∂∂yα ◦ F1, that∫
Kσ
|d expF1,ξν (∇F
1
Wν)−∇fνVν |2dω → 0 as ν → 0,(15)
since ‖F1 − fν‖1,2;0 → 0, d expF1,ξν → Id in C0, ∂i(d expF1,ξν )→ ∂i(Id) = 0 in L2.
Thus, for Xν , Yν ∈ H1,2 ∩ C0(Kσ , T ∗M ⊗ f∗νTN) with
∫
Kσ
|Xν |2dω → 0,
∫
Kσ
|Yν |2dω → 0,
d expF1,ξν (dF
1) = dfν +Xν , d expF1,ξν (∇F
1
Wν) = ∇fνVν + Yν .
Gauß lemma prescribes that 〈dF1,∇F1Wν〉h = 〈dfν + Xν ,∇fνVν + Yν〉h. Thus the Ho¨lder
inequality and (14) give∫
Kσ
(
〈dfν ,∇dfνVν〉h − 〈dF1,∇F1JF1(ξ1)〉h
)
dω
=
∫
Kσ
(
〈dF1,∇F1Wν〉h − 〈dF1,∇F1JF1(ξ1)〉h
)
dω + o(1)
≤ E(dF1)‖∇F1Wν −∇F1JF1(ξ1)‖L2;Kσ + o(1).(16)
In order to estimate the last term, consider Aν := a
α
ν
∂
∂yα
◦F1 and A := aα ∂
∂yα
◦F1 such that
dη
(
aαν
∂
∂yα
◦ F1) and dη(aα ∂
∂yα
◦ F1) are harmonic in Rk with Aν |∂Kσ = Wν |∂Kσ , A|∂Kσ =
W |∂Kσ , for W := JF1(ξ1). Clearly, ‖dη(Aν −A)‖1,2;0 → 0.
Now, consider a test vector field Zν := Wν − W − Aν + A ∈ H1,20 ∩ C0(Kσ , (F1)∗TN).
Observing that W and Vν are Jacobi fields along F
1|Kσ and fν|Kσ respectively, we have∫
Kσ
〈∇F1(Wν −W ),∇F1Zν〉hdω
=
∫
Kσ
{〈∇F1Wν ,∇F1Zν〉h − 〈trR ◦ F1(W,dF1)dF1, Zν〉h
−〈∇fνVν ,∇fν (Lν(Zν))〉h + 〈trR ◦ fν(Vν , dfν)dfν , (Lν(Zν))〉h}dω
=
∫
Kσ
{〈∇F1Wν ,∇F1Zν〉h − 〈trR ◦ F1(W,dF1)dF1, Zν〉h
−〈∇F1L−1ν (Vν),∇F
1
Zν〉h + 〈trR ◦ fν(Vν , dfν)dfν , (Lν(Zν))〉h}dω + o(1)
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with Lν := d expF1,ξν . This expression converges to 0 as ν → 0, since L−1ν (Vν) = Wν ,
‖Zν‖C0;Kσ → 0 and ‖F1‖1,2;0, ‖W‖C0 , ‖fν‖1,2;0, ‖Vν‖C0 < C for all ν ∈ (0, ν0).
Moreover,
∫
Kσ
|∇F1(Aν −A)|2hdω → 0, since ‖dη(Aν −A)‖C0 → 0 and because of (1). Thus,
(16) converges to 0 for each σ ∈ (0, 1). Now let σ → 0. Then∫
Aν(ρ)
〈dFρ(x1, x2),∇JFρ(ξ1, 0)〉hdω →
∫
B
〈dF1(x1),∇JF1(ξ1)〉hdω, ρ→ 0,
since
∫
Bσ
〈dF1(x1),∇JF1(ξ1)〉hdω → 0 as σ → 0.
In a similar way,
∫
Aν′(ρ)
〈dgν′ ,∇Jgν′ (0, ζν′)〉dω →
∫
B
〈dF2(x2),∇JF2(0)〉hdω = 0.
The uniform convergence on Nε(x
i
0) is clear.
In this manner we could also show that δx1Eρ, δx2Eρ are continuous with respect to ρ ∈ (0, 1),
and uniformly continuous on Nε(x
i
0). This concludes part (C).
(D) Along the lines of [St3], the differential form
∂
∂t
|t=ρE(x1, x2, t) =
∫ 2π
0
∫ 1
ρ
[
|∂rFρ|2 − 1
r2
|∂θFρ|2
]
1
1− ρdrdθ(17)
proves (D), bringing to an end the proof of Lemma 3.1. ✷
3.2 Critical points of E
For given Jordan curves Γ1,Γ2,Γ in (N,h) with dist(Γ1,Γ2) > 0, we consider the Plateau
problems P(Γ1,Γ2) and P(Γ).
We define for x = (x1, x2, ρ) ∈M,
gi(x) := sup
ξi ∈ Txi
‖ξi‖ < li
(−〈δxiE, ξi〉), i = 1, 2,(18)
g3(x) :=
{ |ρ · ∂ρE| , ρ > 0
0 , ρ = 0,
g(x) := Σ3j=1gj(x).
In the definition of li of section 2.2, we can clearly require that li ≤ {1, ih˜(Γi)}. Note that
gj ≥ 0, j = 1, 2, 3, because gi(x) < 0, i = 1, 2 would imply 〈δxiE, ξi〉 ≥ σ > 0 for all ξi ∈ Txi
with ‖ξi‖ < li. Since Txi is convex, 〈δxiE, tξi〉 = tσ ≥ σ, t ∈ [0, 1], a contradiction. Clearly,
g3(x) ≥ 0. Now we are ready to define the critical points of E.
Definition x ∈M is a critical point of E if g(x) = 0, i.e. gj = 0, j = 1, 2, 3.
Lemma 3.2. The functions gj are continuous, j = 1, 2, 3. In particular, as ρ→ ρ0 ∈ [0, 1),
gj(x
1, x2, ρ) converges uniformly to gj(x
1, x2, ρ0) on Nε(x
i), i = 1, 2, for some small ε > 0.
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Proof. The uniform convergence of gi follows immediately from the uniform convergence of
δxiE, see Lemma 3.1 (C).
Let {xn} = {(x1n, x2n, ρn)} ⊂ M strongly converge to x = (x1, x2, ρ). From the above,
gi(x
1
n, x
2
n, ρn)→ gi(x1n, x2n, ρ) uniformly on {n ≥ n0}.
Let x˜n := (x
1
n, x
2
n, ρ) and e˜xpxinξ
i
n = x
i. Observe that de˜xpxin,ξin → Id in H
1
2
,2 ∩C0, hence for
some t0 independent of n ≥ n0, ‖t0de˜xpxin,ξin(ηin)‖Txi < li if ‖ηin‖Txin < li. Note that Txi is
convex and contains zero.
Then by Lemma 3.1 (A), for given δ > 0 there exist t0(δ) and n0(δ) as above such that for
each ‖ηin‖Txin < li with n ≥ n0(δ),
−〈δxiE(x˜n), ηin〉 ≤ −〈δxiE(x), de˜xpxin,ξin(ηin)〉+ δ
≤ −〈δxiE(x), t0de˜xpxin,ξin(ηin)〉+ 2δ ≤ gi(x) + 2δ.
This implies gi(x˜n) ≤ gi(x) + 2δ. On the other hand gi(x) ≤ gi(x˜n) + 2δ, so gi(x1n, x2n, ρ) →
gi(x
1, x2, ρ) as n→∞.
Together with the above uniform convergence on Nε(x
i) for ρn → ρ, we infer the continuity
of gi, i = 1, 2. The continuity and uniform continuity of g3 are easy consequences of the
expression of ∂
∂ρ
E. ✷
Proposition 3.1. x = (x1, x2, ρ) ∈ M1 ×M2 × [0, 1) is a critical point of E if and only if
Fρ(x
1, x2) (for ρ ∈ (0, 1)), resp. Fi(xi) is a solution of P(Γ1,Γ2), resp. P(Γi), i = 1, 2.
Proof. (I) Let x = (x1, x2, ρ) ∈ M1 ×M2 × [0, 1) be a critical point of E. From [HKW] F
is continuous up to the boundary. We must show that Fρ(x
1, x2)(for ρ > 0) and Fi(xi) are
conformal. We will show this only for Fρ(x
1, x2), the other case being analogous.
For x ∈ M critical point of E, we have Fρ(x1, x2) ∈ H2,2(Aρ,Rk) from Theorem A.1. The
condition γi ∈ C3, i = 1, 2 will be essential. Taking ξ1 ∈ Tx1 , and denoting Fρ(x1, x2) and
JFρ(ξ
1, 0) by Fρ and Jρ, we compute ξ
1 ∈ Tx1 ,
〈δx1E, ξ1〉 =
∫
Aρ
〈dFρ,∇ d
dt
dFρ(e˜xpx1tξ
1, x2)
∣∣
t=0
〉hdω =
∫
Aρ
〈 ∂
∂zi
Fρ,∇ ∂
∂zi
JFρ(ξ
1, 0)〉hdω
=
∫
Aρ
div(〈 ∂
∂z1
Fρ,JFρ(ξ
1, 0)〉h, 〈 ∂
∂z2
Fρ,JFρ(ξ
1, 0)〉h)dω (since ∇ ∂
∂zi
∂
∂zi
Fρ = 0)
=
∫
∂B
〈 ∂
∂z1
Fρ~n, ξ
1〉hdω.(19)
The work in [St1] leads to the conformal property of Fρ.
(II) Let F := Fρ(x)(resp. F
i(xi)) be a minimal surface of annulus (resp. disc) type. By [HH],
F ∈ C1(Aρ, N) (resp. C1(B,N)). Conformality implies dFd~n · ddθxi ≡ 0, and (19) says that
g1(x) = 0, g2(x) = 0. That g3(x) = 0 follows from using (17) as well. ✷
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4 Unstable minimal surfaces
4.1 The Palais-Smale condition
By the conformal invariance of the energy function E, the Palais-Smale (PS) condition can-
not be satisfied in the former setting for E (cf. [St1] Lemma I.4.1). Hence we need the
normalization used in [St3]: With P ik ∈ Γi fixed, k = 1, 2, 3, i = 1, 2, let
M i∗ = {xi ∈M i : xi(cos 2π(k − 1)
3
, sin
2π(k − 1)
3
) = P ik ∈ Γi, k = 1, 2, 3}.
Now define
M
∗ = {x = (x1, x2, ρ) ∈M : x1(1, 0) = P 11 ∈ Γ1},
∂M∗ = {x = (x1, x2, 0) ∈ ∂M : xi ∈M i∗}.
Given x ∈M∗ and x ∈ ∂M∗ we take the variations from TxM = Tx1 × Tx2 × R and Tx∂M =
Tx1 × Tx2 respectively, namely we use the original tangent spaces.
We consider the following topology:
• A neighbourhood Uε(x0) of x0 = (x10, x20, 0) ∈ ∂M∗ consists of all x = (x1, x2, ρ) ∈ M∗
such that ρ < ε and for each i = 1, 2, inf{all σ} ‖Fi(xi) ◦ σ − Fi(xi)‖1,2 < ε, where σ is
a conformal diffeomorphism of B.
• A sequence {xn = (x1n, x2n, ρn)} ⊂ M∗ converges strongly to x = (x1, x2, 0) ∈ ∂M∗, if
all but finitely many xn lie in Uε(x), for any ε > 0.
With respect to this topology gj , j = 1, 2, 3, are continuous and uniformly continuous as
ρ→ ρ0 ∈ [0, 1) on some ε-neighborhood of (x1, x2), because of Lemma 3.2 and the invariance
of the Dirichlet integral under conformal changes.
Proposition 4.1 (Palais-Smale condition). Suppose {xn} is a sequence in M∗ such that
E(xn)→ β, g(xn)→ 0, as n→∞. Then there exists a subsequence of {xn} which converges
strongly to a critical point of E in M∗.
Proof. We prove this for the case {xn} ⊂ M∗ with 0 < ρn < 1, E(xn) → β, gj(xn) → 0. If
{xn} ⊂ ∂M∗, the proof is similar. We may additionally suppose that ρn → ρ.
Note that ρ cannot be 1, i.e. 0 ≤ ρ < 1, because for any x = (x1, x2, ρ) ∈ M, ρ1−ρ ≤ cE(x),
since 0 < dist(Γ1,Γ2). More on this can be found in [St3], Lemma 4.10.
Clearly
∫
Aρ
|dη ◦ Fρ(x1, x2)|2dω ≥
∫
Aρ
|dHρ(x1, x2)|2dω ≥ C(ρ)Σi
∫
B
|dH(xi)|2dω. Thus
Proposition II.2.2 of [St1] guarantees that for some subsequence {win} with γi(win) = xin, we ei-
ther have ‖win−wi‖C0 → 0 with γi◦wi ∈ H
1
2
,2∩C0(∂B,Γi), or xin = γi◦win → const. = ai ∈ Γi
in L1(∂B). Therefore we have to distinguish four main cases, each divided in sub-steps.
(case 1) Let ρ ∈ (0, 1) and ‖win−wi‖C0 → 0, i.e. ‖xin−xi‖C0 → 0, xi ∈ H
1
2
,2 ∩C0, i = 1, 2.
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First, γi(win(θ)) − γi(wi(θ)) = dγi(win(θ))(win(θ)−wi(θ))︸ ︷︷ ︸
=:Iin
−
∫ win(θ)
wi(θ)
∫ wi(θ)
w′
d2γi(w′′)dw′′dw′.︸ ︷︷ ︸
=:IIin
In addition,
∫
Aρ
|dHρ(II1n, II2n)|2dω ≤ C(ρ)(‖H(II1n)‖21,2;0 + ‖H(II2n)‖21,2;0) → 0, as n → ∞,
since ‖IIin‖ 1
2
,2;0 ≤ C‖win − wi‖C0(|win| 1
2
+ |wi| 1
2
) by [St2] (3.9).
Let Hn := Hρ(x
1
n, x
2
n), H := Hρ(x
1, x2), Fn := Fρ(x
1
n, x
2
n) : Aρ → N(→֒ Rk).
Since Hn −H is harmonic on Rk and
∫
Aρ
〈dH, d(Hn −H)〉dω = o(1) as n→∞,∫
Aρ
|d(Hn −H)|2dω =
∫
Aρ
〈dFn, d(Hn −H)〉dω + o(1) =
∫
Aρ
〈dFn, d(Hρ(I1n, I2n))〉dω + o(1).
Now consider ξin := −Iin ∈ Txin , and set J1n := JFρ(ξ1n, 0), J2n := JFρ(0, ξ2n). Then∫
Aρ
〈dFn, dHρ(I1n, I2n)〉dω =
∫
Aρ
〈dFn, dHρ(I1n, 0)〉dω + 〈dFn, dHρ(0, I2n)〉dω
=
∫
Aρ
−〈dFn, dJ1n〉dω +
∫
Aρ
〈II ◦ Fn(dFn, dFn),Hρ(I1n, 0) + J1n〉dω
+
∫
Aρ
−〈dFn, dJ2n〉dω +
∫
Aρ
〈II ◦ Fn(dFn, dFn),Hρ(0, I2n) + J2n〉dω
≤ gi(x1n, x2n, ρ)‖ξin‖ 1
2
,2;0 + C(‖Fn‖1,2;0)‖ξin‖C0
≤ Cgi(xn)‖ξin‖ 1
2
,2;0 + C(‖Fn‖1,2;0)‖xin − xi‖C0 ,
where C is independent of n ≥ n0, for some n0. This follows from the observation (Remark
2.1, Remark 2.2 and Lemma 3.2) that ‖xin − xi‖C0 → 0 implies the uniform convergence of
gi(x
1
n, x
2
n, ρn′)) on {xin|n ≥ n0} as ρn′ → ρ. Moreover ‖ξin‖ are uniformly bounded.
Therefore
∫
Aρ
|d(Hn −H)|2dω → 0, and xin → xi strongly in H
1
2
,2 ∩ C0(∂B,Rk).
(case 2) Let ρ ∈ (0, 1), ‖x1n − x1‖C0 → 0, x2n = γ2 ◦ w2n → const. = a2 ∈ Γ2 in L1(∂B,Rk).
I) We first claim that F := Fρ(γ
1 ◦ w1, a2) is well defined and conformal. The proof is split
into four steps I-a) — I-d) .
I-a) Let x2n := γ2 ◦ w2n, a2 := γ2 ◦ w2 and Fρn := Fρn(x1n, x2n).
There must exist θ0 ∈ [0, 2π](∼= ∂B) such that
∣∣ limθ→θ0+w2(θ)− limθ→θ0−w2(θ)∣∣ = 2π. By
the Courant-Lebesgue Lemma, for given ε > 0 there exists rn ∈ (δ,
√
δ) for small δ := δ(ε) > 0
such that with Brn := Brn(θ0) ⊂ R2
(20) oscAρn∩∂BrnFρn(x
1
n, x
2
n) ≤ C
E(x1n, x
2
n, ρn)
ln(δ−1)
≤ C
ln(δ−1)
< ε.
For ε := 1
n
, C2n := ∂Bρn\Brn ∪ (Aρn ∩ ∂Brn), Y 2n := Fρn(C2n) we see that dist(Y 2n , a2) →
0 as n→∞, and the energy of Fρn |C2n converges to 0.
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I-b) Let Hρn := Hρn(x
1
n, x
2
n), H˜n := Hρn(x
1, a2), Fρn := Fρn(x
1
n, x
2
n). As above, we can say∫
Aρn\Brn
|d(Hρn − H˜n)|2dω =
∫
Aρn\Brn
〈dFρn , d(Hρn − H˜n)〉dω + o(1)
=
∫
Aρn\Brn
〈dFρn , dKρn(I1n,Fρn |C2n − a2)〉dω + o(1),
where Kρn(I
1
n,Fρn |C2n − a2) : Aρn\Brn → Rk denotes the Euclidean harmonic extension with
I1n on ∂B and Fρn |C2n − a2 on C2n.
Let J˜n := JFρn (ξ
1
n, 0) with ξ
1
n := −I1n and ln := J˜n|C2n . Since ‖x1n − x1‖C0 → 0, it follows‖I1n‖C0 → 0 as n→∞. We can then estimate further∫
Aρn\Brn
〈dFρn , dKρn(I1n,Fρn |C2n − a2)〉dω
=
∫
Aρn\Brn
−〈dFρn , dJ˜n〉dω +
∫
Aρn\Brn
〈dFρn , dKρn(I1n,−ln) + dJ˜n〉dω
+
∫
Aρn\Brn
〈dFρn , dKρn(0, ln + Fρn |C2n − a2)〉dω
=
∫
Aρn\Brn
−〈dFρn , dJ˜n〉dω +
∫
Aρn\Brn
〈II ◦ Fρn(dFρn , dFρn),Kρn(I1n,−ln) + J1n〉dω + o(1)
(observing that
∫
Aρn\Brn
〈dFρn , dKρn(0, ln + Fρn |C2n − a2)〉dω = o(1))
=
∫
Aρn\Brn
−〈dFρn , dJ˜n〉dω + o(1).
Notice that
∫
Aρn∩Brn
−〈dFρn , dJ˜n〉dω → 0 as n→∞ with rn → 0, so∫
Aρn\Brn
|d(Hρn − H˜n)|2dω =
∫
Aρn
−〈dFρn , dJ˜n〉dω + o(1)
≤ g1(x1n, x2n, ρn)‖ξ1n‖ 1
2
,2;0 + o(1).
Therefore limn→∞
∫
Aρn\Brn
|d(Hρn−H˜n)|2dω = 0 and x1n → x1 strongly inH
1
2
,2∩C0(∂B,Rk).
Moreover, by Lemma 2.2 the N -harmonic map Fρ(x
1, a2) is well defined.
I-c) We shall investigate the behaviour of Jacobi fields.
For large n ≥ n0, e˜xpx1η1n = x1n for some η1n ∈ Tx1 , with ‖de˜xpx1,η1nφ1‖ < l1, ‖φ1‖ < l1. Since
x1n → x1 in H
1
2
,2 ∩ C0(∂B,Rk), de˜xpx1,η1n → Id in H
1
2
,2 ∩ C0. Defining (vαn ∂∂yα ◦ Fρn) :=
JFρn (de˜xpx1,η1nφ
1, 0) we have∫
Aρn
hαβ ◦ Fρnvαn,ivβn,idω ≤ C independent of n ≥ n0.
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From the Courant-Lebesgue Lemma and vαn |∂Bρn ≡ 0,∫
∂(Br˜n∩Aρn)
hαβ ◦ Fρn∂θvαn∂θvβndθ ≤
C
| ln δ| and ‖(v
α
n )‖C0(Br˜n(θ0)∩Aρn) ≤
C
| ln δ|
for some r˜n ∈ (
√
δ,
√√
δ). Hence, from Lemma 2.6, E(JFρn (de˜xpx1,η1nφ
1, 0)|Br˜n ) is less than
C
| ln δ| . The same holds for E(JFρn (de˜xpx1,η1nφ
1, 0)|Brn ), since rn ≤ r˜n. Now choose δ so that
C
| ln δ| ≤ ε := 1n .
I-d) Let Fρn := Fρn(x
1
n, x
2
n). The Ho¨lder inequality gives
0 = lim
n→∞
g1(x1n, x
2
n, ρn)
≥ lim
n→∞
(
−
∫
Aρn\Brn
〈dFρn , dJFρn (de˜xpx1,η1nφ1, 0)〉dω −
∫
Brn
〈dFρn , dJFρn (de˜xpx1,η1nφ1, 0)〉dω
)
= lim
n→∞
(
−
∫
Aρn\Brn
〈dFρn , dJFρn (de˜xpx1,η1nφ1, 0)〉dω − o(1)
)
= −
∫
Aρ
〈dF, dJF(φ1, 0)〉dω.
The computation in Theorem A.1 yields F := Fρ(x
1, a2) ∈ H2,2(Aρ, N). Just as in Proposi-
tion 3.1 we have 〈dF
d~n
, ∂F
∂θ
〉h|∂B ≡ 0, and clearly 〈dFd~n , ∂F∂θ 〉h|∂Bρ ≡ 0.
As a consequence
ΦF(re
iθ) = r2
∣∣ ∂
∂r
F
∣∣2
h
− ∣∣ ∂
∂θ
F
∣∣2
h
− 2ir〈 ∂
∂r
F,
∂
∂θ
F
〉
h
is real constant.
Going back to the expression for ∂
∂ρ
E in Lemma 3.1, the holomorphic function ΦF must be
0, provided we show ∂
∂ρ
E(x1, a2, ρ) = 0. For this one can adapt the argument of [St3]. Thus
F := Fρ(x
1, a2) is conformal.
II) A harmonic, conformal map F := Fρ(x
1, a2) ∈ H1,2 ∩ C0(Aρ, N) must be constant. To
prove this we reproduce Theorem 8.2.3 of [Jo].
Consider the complex upper half-plane C+ = {θ + ir|r > 0} and let
F((r + ρ)eiθ) =: X˜(θ, r), well defined on R× [0, 1 − ρ]
with X˜(θ, 0) = F(ρeiθ) ≡ a2 and ∂m eX∂θm |{r=0} ≡ 0 for each m. Choosing an appropriate local
coordinate chart in a neighbourhood of a2, we may assume that X˜(θ, 0) = 0. Since F is
conformal and harmonic, F|Aρ∪∂Bρ ∈ C∞([HKW]), and by simple computation, ∂
m
∂θm
X˜ ≡
∂m
∂rm
X˜ ≡ 0 on {r = 0}, m ∈ N.
For given ρ0 ∈ (0, 1), let Ω := {θ + ir|θ ∈ R, r ∈ [0, 1 − ρ0)} and Ω− := {θ + ir|θ ∈
R, −r ∈ [0, 1−ρ0)}. Extending X˜ to Ω∪Ω− =: Ω˜ by reflection, we see that X˜ ∈ C∞(Ω˜, N).
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From the harmonicity of F, |X˜zz¯| ≤ C|X˜z| holds. Furthermore ∂m∂θm X˜(0) = ∂
m
∂rm
X˜(0) = 0
and limz=(θ,r)→0 X˜(z)|z|−m = 0 for all m ∈ N. Hence X˜ is constant in Ω˜ by the Hartman-
Wintmer Lemma (see [Jo]). This holds for each ρ0 ∈ (0, 1), so we get F ≡ a2 on Aρ. But this
contradicts the assumption dist(Γ1,Γ2) > 0. Therefore case 2 cannot really occur.
(case3) Suppose that xin = γi ◦ win → const.=: ai ∈ Γi in L1(∂B,Rk), i = 1, 2. Similarly to
case 2, this will lead to a contradiction.
First of all ΦF is a real constant for F := F(a
1, a2). Supposing that d
dρ
E(F) 6= 0, we have∣∣ ∫ 2π
0
∫ 1−t
ρ+δ
[∣∣ ∂
∂r
Fρn
∣∣2
h
− 1
r2
∣∣ ∂
∂r
Fρn
∣∣2
h
]
1
1−ρ−δdrdθ
∣∣ = C > 0 for some fixed t, δ > 0 and large
n ≥ n0. Let
F˜
σ
n :=

Fρn on A1−t,
Fρn ◦ τρ+δσ;1−t on Aσ\A1−t,
Fρn(
ρ+δ
σ
r, θ) on A σρn
ρ+σ
\Aσ ,
where τρ+δσ;1−t is a diffeomorphism from [σ, 1− t] to [ρ+ δ, 1 − t]. Then
2
d
dσ
E(F˜σn)|σ=ρ+δ =
∫ 2π
0
∫ 1−t
ρ+δ
[
|∂rFρn |2 −
1
r2
|∂θFρn |2
]
1− t
1− t− ρ− δ drdθ.
Since F˜ρ+δn = Fρn it follows that
ρn|g3(xn)| = |ρn d
dσ
E(Fρn)|σ=ρn | = |(ρ+ δ)
d
dσ
E(F˜ρ+δn )| ≥ C > 0,
contradicting the assumption g3(xn)→ 0. Thus, Fρ(a1, a2) is conformal, and we can use the
argument of (case2)-II).
(case4): Suppose that ρ = 0.
For conformal diffeomorphisms τ in of B, F
i(xin) ◦ τ in = Fi(x˜in) holds with x˜in ∈ M i∗, i = 1, 2.
Furthermore x˜in has a subquence converging to x
i ∈M i∗ uniformly.
For given ε > 0, there exist δ > 0 and n0 such that for n ≥ n0, (x1n, x2n, ρn) ∈ Nδ(x˜1n, x˜2n, 0) and
|g(x1n, x2n, ρn)−g(x˜1n, x˜2n, 0)| < ε. Thus, from the topology ofM∗ we have then g(x˜1n, x˜2n, 0)→ 0
when n→∞.
Once again as in (case 1), some subsequence of x˜in strongly converges to x
i ∈ M i∗ with
g(x1, x2, 0) = 0. This finishes the proof of the PS condition. ✷
4.2 Unstable minimal surfaces of annulus type
This section contains three Lemmata, adapted from [St3] to our purposes, in preparation to
the main theorems. Before that, we need some explanation for M∗ (see section 4.1).
I) The boundary ∂M∗:
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(i) For an element xi ∈ M i, (xi)−1(P ik) is a closed interval on the unit circle, since xi is
weakly monotone. Let Qik be the first endpoint of (x
i)−1(P ik) relative to the positive
orientation of the circle for each i = 1, 2, k = 1, 2, 3. Taking the conformal linear
fractional transformation Txi of the unit disc which maps (cos
2π(k−1)
3 , sin
2π(k−1)
3 ) to
Qik and the unit circle onto itself, we have x
i ◦ Txi ∈M i∗. Moreover Txi◦T
xi
= Id, since
Txi is one-to-one.
For xi, yi ∈ M i, we write xi ∼ yi if xi ◦ Txi = yi ◦ Tyi , clearly an equivalence relation.
Now we can quotient M i in such a way that each class possesses exactly one element
from xi ∈M i∗, denoted by [xi] ∈M i∗, with ‖[xi]‖ = ‖xi‖.
(ii) For xi ∈ M i∗ and ξi ∈ Txi , ‖ξi‖ < li we may calculate [e˜xp][xi]ξi := [e˜xpxiξi] = [x˜i] ∈
M i∗, where e˜xpxiξ
i ◦ Tgexp
xi
ξi = x˜
i ∈ M i∗. We will denote this correspondence simply
by e˜xpxiξ
i = x˜i, which is clearly smooth, since Txi varies smoothly with x
i ∈ M i (cf.
above).
Now, for [x] = ([x1], [x2], 0) ∈ ∂M∗ with xi ∈ M i∗, we define g([x]) := g(x), where
x = (x1, x2, 0). Recall that the Dirichlet integral is invariant under conformal mappings,
so for ξ1 ∈ Tx1
E([e˜xp][x1]tξ
1, [x2], 0)
= E(F1([e˜xp][x1]tξ
1)) + E(F2([x2])) = E(F1([e˜xpx1tξ
1])) + E(F2(x2))
= E(F1(x˜1t )) + E(F
2(x2)) = E(F1(e˜xpx1tξ
1)) + E(F2(x2))
= E(e˜xpx1tξ
1, x2, 0),
where e˜xpx1tξ
1◦Tgexp
x1tξ
1 = x˜1t ∈M1∗. The same holds for E(x1, e˜xpx2tξ2, 0), ξ2 ∈ Tx2 .
Therefore, g([x]) is well defined.
II) The interior M∗:
(i) For x = (x1, x2, ρ) ∈M let Q11 be the first endpoint of (x1)−1(P 11 ) relative to the positive
orientation on the circle, and rx1 the positive rotation of Aρ mapping the point (1, 0)
to Q11 of the unit circle. Then x ◦ rx1 := (x1 ◦ rx1 , x2 ◦ rx1 , ρ) ∈ M∗ for each ρ ∈ (0, 1)
and rx1◦rx1 = Id.
Since (x1, x2, ρ) and (x1 ◦ rx1 , x2 ◦ rx1 , ρ) can be naturally identified, it makes sence to
define an equivalence relation x ∼ y if x ◦ rx1 = y ◦ ry1 holds, for x, y ∈ M. In each
equivalence class there is exactly one element from M∗.
(ii) For [x] = ([x1, x2], ρ) with (x1, x2, ρ) ∈M∗ and ξ1 ∈ Tx1 , we compute [e˜xp][x](ξ1, 0, 0) =
([e˜xpx1ξ
1, x2], ρ) = ([e˜xpx1ξ
1 ◦ r, x2 ◦ r], ρ), with r := rgexp
x1ξ
1 . Denoting this correspon-
dence simply by e˜xpx(ξ
1, 0, 0) = (e˜xpx1ξ
1 ◦ r, x2 ◦ r, ρ) ∈M∗, e˜xp is clearly smooth.
Let g([x]) := g(x) for x ∈M∗ and observe that for ξ1 ∈ Tx1
E([e˜xp][x](tξ
1, 0, 0)) = E([e˜xpx1tξ
1, x2], ρ) = E(Fρ([e˜xpx1tξ
1, x2]))
= E(Fρ(e˜xpx1tξ
1 ◦ rt, x2 ◦ rt) = E((Fρ(e˜xpx1tξ1, x2)) ◦ rt)
= E(Fρ(e˜xpx1tξ
1, x2)) = E(e˜xpx1tξ
1, x2, ρ),
22
where rt := rgexpx1 tξ1 is such that (e˜xpx1tξ
1 ◦ rt, x2 ◦ rt, ρ) ∈M∗. Moreover, for ξ2 ∈ Tx2 ,
[e˜xp][x](0, ξ
2, 0) = ([x1, e˜xpx2ξ
2], ρ) with (x1, e˜xpx2ξ
2, ρ) ∈ M∗, so we can compute as
usual, and g([x]) is well defined.
Remark 4.1. Consider x ∈ ∂M∗ and y ∈ M∗ as equivalence classes. Then for ξ =
(ξ1, ξ2, 0) ∈ Tx∂M and ξρ = (ξ1, ξ2, ρ) ∈ TxM with ‖ξi‖ 1
2
,2;0 ≤ li, we have e˜xpxξ ∈ ∂M∗
and e˜xpyξρ ∈M∗. Moreover, e˜xpx and de˜xpx are continuous.
And now we proceed with the results.
Lemma 4.1. For any δ > 0, there exists a uniformly bounded, continuous vector field
eδ : M
1 ×M2 × [0, 1) → TM1 × TM2 × R, satisfying local Lipschitz continuity on M and
∂M(separably) with the following properties
(i) for β ∈ R there exists ε > 0 such that yδ(x) =
(
e˜xpx1e
1
δ(x
1), e˜xpx2e
2
δ(x
2), ρ+ e3δ(ρ)
) ∈
M(ρ) := {x ∈ M|x = (x1, x2, ρ)} for any x ∈ M(ρ) with E(x) ≤ β and 0 < ρ < ε (that
is, eδ is parallel to ∂M near ∂M),
(ii) for any such β,E, x and any pair T = (τ1, τ2) of conformal transformations of B,
yδ(x ◦ T ) = yδ(x) ◦ T , where Fi
(
(x ◦ T )i) = Fi(xi) ◦ T, i = 1, 2,
(iii) for any x ∈M, 〈dE(x), eδ(x)〉Tx1×Tx2×R ≤ δ − g(x),
(iv) for x ∈M∗ and y ∈ ∂M∗, we have yδ(x) ∈M∗ and yδ(y) ∈ ∂M∗.
Proof. The proof of the analogous result in [St3] can easily be adapted to our setting,
because Remark 4.1 holds.
Lemma 4.2. For a given locally Lipschitz continuous vector field f : M → TM1 × TM2 × R
satisfying Lemma 4.1, there exists a unique flow Φ : [0,∞) ×M∗ →M∗ with
Φ(0, x) = x,
∂
∂t
Φ(t, x) = f (Φ(t, x)) , x ∈M∗ .
Proof. We use Euler’s method. Define Φ(m) : [0,∞)×M∗ →M∗, m ≥ m0, by
Φ(m)(0, x) := x
Φ(m)(t, x) := e˜xp
Φ(m)(
[mt]
m
,x)
(mt− [mt]
m
f
(
Φ(m)(
[mt]
m
,x)
))
, t > 0(21)
where [τ ] denotes the largest integer which is smaller than τ ∈ R. This is well defined due to
the convexity of Txi , x
i ∈M i, i = 1, 2 and by Lemma 4.1 (iv).
Recalling the map wi ∈ C0(R,R) with xi = γi ◦ wi, xi ∈M i (section 2.2 III)), consider
W i := {wi ∈ C0(R,R) : γi ◦ wi = xi for some xi ∈M i}, W :=W 1 ×W 2 × [0,∞).
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Let γ(w) := (γ1 ◦ w1, γ2 ◦ w2, ρ) for (w1, w2, ρ) =: w ∈ W, γ := (γ1, γ2, Id) and f˜ :=
(f˜1, f˜2, f3) with f˜ i(wi) := (dγi)−1(f i(xi)) ∈ C0(R/2π,R). Then there exists Φ˜(m)(t, w) ∈
W with Φ(m)(t, x) = γ(Φ˜(m)(t, w)), so we can write (21) as follows:
Φ˜(m)(t, w) = Φ˜(m)(
[mt]
m
,w) +
mt− [mt]
m
f˜
(
Φ˜(m)(
[mt]
m
,w)
)
+ 2πl, l ∈ Z.
When t ∈ ( k
m
, k+1
m
], k ∈ Z, Φ˜(m)(t, w) = Φ˜(m)(0, w) + ∫ t0 f˜(Φ˜(m)( [ms]m , w))ds.
The compution now proceeds as in the Euclidean case. For any T > 0, G > 0, there exists
C(T,G) with ‖Φ(m)(·, w)‖L∞([0,T ]×WK ,M) ≤ C(T,G), w ∈W with ‖w‖W ≤ G.
Let L1 resp. L2 be the Lipschitz constants of f in {x ∈ M | ‖x‖ ≤ C(T,G)} and {x ∈
∂M | ‖x‖ ≤ C(T,G)}, and call L := max{C(γi)L1, C(γi)L2}.
For m
n
< 1, ‖Φ˜(m)(t, w) − Φ˜(n)(t, w)‖ ≤ tL 2
m
C(f) + tL‖Φ˜(m)(·, w) − Φ˜(n)(·, w)‖L∞([0,t],W ).
Hence, for m,n ≥ m0, we have
‖Φ˜(m)(·, w)− Φ˜(n)(·, w)‖L∞([0,t],W ) ≤ tL( 2m + 2n)C(f) + tL‖Φ˜(m)(·, w)− Φ˜(n)(·, w)‖L∞([0,t],W ).
By choosing t ≤ min{T, 12L}, {Φ˜(m)} converges uniformly to some function Φ˜ on [0, t]×{w ∈
W : ‖w‖ ≤ G} as m→∞. Then ∂
∂t
Φ˜(t, w) = f˜
(
Φ˜(t, w)
)
.
For Φ(t, w) := γ ◦ Φ˜(t, w) ∈ M∗, the uniform boundedness of f yields a flow Φ such that
∂
∂t
Φ(t, w) = dγ
(
f˜
(
Φ˜(m)(t, w)
))
= f
(
Φ(t, w)
)
for each x ∈ M. Φ(t, w) depends continuously
on the initial data, and it can be prolonged for t > 0. ✷
The next result is slightly weaker than the corresponding Lemma 4.15 in [St3], but will
nevertheless suffice for our aim.
Lemma 4.3. Let Fi(xi0) be a solution of P(Γi) for some x
i
0 ∈M i, i = 1, 2, and suppose that
d := dist(F1(x10),F
2(x20)) > 0. Then there exist ε > 0, ρ0 ∈ (0, 1) and C > 0, dependent on
E(x10, x
2
0, 0) such that for x
i ∈M i with ‖xi − xi0‖ 1
2
,2;0 =: s(x
i) < ε,
E(x1, x2, ρ) ≥ E(x1, x2, 0) + Cd
2
| ln ρ| , for all ρ ∈ (0, ρ0).
Proof. Let Fρ := Fρ(x
1, x2) Fi := Fi(xi), i = 1, 2. Choose σ1 and δ such that
√
ρ < δ <
σ1 <
√√
ρ. For T (reiθ) := ρ 1
reiθ
and σ2 :=
ρ
δ
, take fσ1 := Fρ|Aσ1 and gσ2 := Fρ|Bδ\Bρ(T−1).
Then
(22) E(Fρ) = E(fσ1) + E(Fρ|Bσ1\Bδ) + E(gσ2).
We will estimate E(Fρ) in (I) — (III).
(I) Estimate of E(fσ1) and E(gσ2).
In order to control E(fσ1) we take a1 ∈ N with mina∈N E(Fσ1(x1, a)) = E(Fσ1(x1, a1)) and
let F1σ1 := Fσ1(x
1, a1).
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Next, define F˜1σ1 : B → N as follows: Let F˜1σ1 |B\B 1
2
be F1
B\B 1
2
, F˜1σ1 |B 1
2
\Bσ1
be harmonic on
N with F1|∂B 1
2
on ∂B 1
2
and F1(0) on ∂Bσ1 , and set F˜
1
σ1
|Bσ1 ≡ F1(0). Thus
2E(F˜1σ1 − F1) =
∫
B 1
2
\Bσ1
|∇(F˜1σ1 − F1)|2dω︸ ︷︷ ︸
=:a
+
∫
Bσ1
|∇(F˜1σ1 − F1)|2dω︸ ︷︷ ︸
=:b
.
It is easy to see that b ≤ C|σ1|2, since F1 is regular on B 1
2
. Notice F˜1σ1 |B 1
2
\Bσ1
∈ H2,2, since
F˜1σ1 |∂B 1
2
is regular and constant on ∂Bσ1 . Thus,
a =
∫
∂B 1
2
〈∇(F˜1σ1 − F1)~n, F˜1σ1 − F1〉d0 +
∫
∂Bσ1
〈∇(F˜1σ1 − F1)~n, F˜1σ1 − F1〉d0
≤ C‖F1(0)− F1|∂Bσ1‖C0σ1 ≤ C|σ1|2, with C = C(E(F1(x1))).
Let F1σ1 |Bσ1 ≡ a1, so that E(F1) ≤ E(F1σ1) ≤ E(F˜1σ1). From Lemma 4.4,
E(F1σ1 − F1) ≤ E(F1σ1)− E(F1) + os(1)(23)
≤ E(F˜1σ1)− E(F1) + os(1) ≤ E(F˜1σ1 − F1) + os(1) ≤ C|σ1|2 + os(1),
where os(1)→ 0 as ‖x1 − x10‖ 1
2
,2;0 =: s(x
1)→ 0.
Since E(F1σ1 − F1)|Bσ1 ≤ C|σ1|2 + os(1), we have E(F1σ1 − F1)|Aσ1 ≤ C|σ1|2 + os(1).
For X1 := fσ1 − F1σ1 ,∣∣∣∣∣
∫
Aσ1
∇(F1σ1 − F1)∇X1dω
∣∣∣∣∣ ≤ Cσ1
(∫
Aσ1
∣∣∇(fσ1 − F1σ1)∣∣2 dω
) 1
2
≤ Cσ1.
On the other hand,
|a1 − F1(0)|2 =
∣∣∣∣∫ 1
σ1
∂r(F˜1σ1 − F1σ1)dr
∣∣∣∣2 ≤ (1− σ1)∫ 1
σ1
∣∣∣∇(F˜1σ1 − F1σ1)∣∣∣2 dr
≤ 1− σ1
σ1
(E(F˜1σ1 − F1) +E(F1σ1 − F1)) ≤ Cσ1 + os(1).(24)
From the above consideratoins∣∣∣ ∫
Aσ1
〈∇F1σ1 ,∇X1〉dω
∣∣∣ ≤ ∣∣∣ ∫
Aσ1
〈∇F1,∇X1〉dω
∣∣∣+ Cσ1
≤ ‖∇F1|∂Bσ1‖‖(−a1 + Fρ|∂Bσ1 )‖σ1 + Cσ1 ≤ Cσ1.
25
With C ∈ R depending on E(F1)
E(fσ1) = E(F
1
σ1
) +
∫
Aσ1
〈∇F1σ1 ,∇X1〉dω + E(X1) ≥ E(F1)− Cσ1.(25)
Similarly E(gσ2) ≥ E(F2)− Cσ2, and C depends on E(F2).
(II) Estimate of E(Fρ|Bσ1\Bδ).
From (24), |a1 − a2| ≥
∣∣|F1(0)− F2(0)| − |a1 − F1(0) + F2(0) − a2|∣∣ ≥ d− oρ(1)− os(1).
Let Hab (f, g) be the harmonic map on Ba\Bb in Rk with boundary f on ∂Ba and g on ∂Bb.
Writing σ1 =: σ,
δ
σ1
=: τ, Fρ|∂Bσ1 =: p, Fρ|∂Bδ =: q, we have∣∣∣ ∫ 〈∇Hσδ (a1, a2),∇Hσδ (−a1 + p,−a2 + q)〉dω∣∣∣
=
∣∣∣ ∫ 〈∇H1τ (0,−a1 + a2),∇H1τ (−a1 + p(·σ),−a2 + q(·σ)〉dω∣∣∣
≤ 2π| ln τ | | − a1 + a2|
(| − a1 + p(·σ)|+ | − a2 + q(·σ)|) ≤ C (oρ(1) + os(1))| ln ρ| .
Moreover
E(Hσδ (a1, a2)) ≥ E(H1ρ(0,−a1 + a2)) = E
(
(−a1 + a2) ln r
ln ρ
) ≥ πd2| ln ρ| − C (oρ(1) + os(1))| ln ρ| .
Thus,
E(Fρ|Bσ\Bδ ) ≥ E(Hσδ (p, q)) = E
(
H
σ
δ (a1, a2) +H
σ
δ (−a1 + p,−a2 + q)
)
≥ πd
2
| ln ρ| − C
oρ(1) + os(1)
| ln ρ|(26)
with C depending only on E(Fi), i = 1, 2.
(III) Estimate E(Fρ).
From (22), (25), (26) and the choice made for σi, i = 1, 2,
E(x1, x2, ρ) ≥ E(x1, x2, 0) − Cσi + πd
2
| ln ρ| − C
(oρ(1) + os(1))
| ln ρ|
≥ E(x1, x2, 0) − C(√ρ+
√√
ρ) +
πd2
| ln ρ| − C
(oρ(1) + os(1))
| ln ρ| ≥ E(x
1, x2, 0) + C
d2
| ln ρ| ,
for ρ ≤ ρ0, some small ρ0 ∈ (0, 1) and s(xi). ✷
Lemma 4.4. With the same notations as in Lemma 4.3,
E(F1σ1 − F1) = E(F1σ1)− E(F1) + os(1).
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Proof. Let G1 := F1(x10). Note mina∈N E(Fσ1(x
1
0, a)) = E(Fσ1(x
1
0, a
1)), and let G1σ1 :=
Fσ1(x
1
0, a
1), G1σ1 |Bσ1 ≡ a1.
Since G1 ∈ H2,2
0 =
∫
B
〈∇G1,∇(G1σ1 −G1)〉dω =
∫
B
〈II ◦G1(dG1, dG1), G1σ1 −G1〉.
Note that ‖F1σ1 − G1σ1‖C0 → 0 when ‖x10 − x1‖ 12 ,2;0 =: s(x
1) → 0 just as in Lemma 3.1 (B).
Moreover, ‖G1 − F1‖1,2;0 → 0 as s(x1)→ 0, so by the Ho¨lder inequality,∣∣∣∣∫
B
〈II ◦ F1(dF1, dF1),F1σ1 − F1〉dω −
∫
B
〈II ◦G1(dG1, dG1), G1σ1 −G1〉dω
∣∣∣∣ = os(1).
In this way ∫
B
〈∇F1,∇(F1σ1 − F1)〉dω =
∫
B
〈II ◦ F1(dF1, dF1),F1σ1 − F1〉 = os(1)
and
2E(F1σ1 − F1) =
∫
B
〈∇F1σ1 ,∇(F1σ1 − F1)〉dω −
∫
B
〈∇F1,∇(F1σ1 − F1)〉dω
=
∫
B
〈∇F1σ1 ,∇(F1σ1 − F1)〉dω + os(1)
=
∫
B
|∇F1σ1 |2dω −
∫
B
〈∇F1,∇F1σ1 −∇F1〉dω −
∫
B
|∇F1|2dω + os(1)
=
∫
B
|∇F1σ1 |2dω −
∫
B
|∇F1|2dω + os(1).
✷
We eventually arrive at
Theorem 4.1. Let Γ1,Γ2 ⊂ (N,h) satisfy (C1) or (C2) and define
d = inf{E(X) |X ∈ S(Γ1,Γ2)}
d∗ = inf{E(X1) + E(X2) |Xi ∈ S(Γi), i = 1, 2}.
If d < d∗, there exists a minimal surface of annulus type bounded by Γ1 and Γ2.
Proof. The PS condition (Proposition 4.1) and Proposition 3.1 allow to conclude straight
away. For details we refer to [St1]. ✷
Theorem 4.2. Let F1, resp. F2, be an absolute minimizer of E in S(Γ1), resp. S(Γ2), and
suppose that dist(F1,F2) > 0. Assume furthermore there is a strict relative minimizer of E
in S(Γ1,Γ2). Then there exists either a solution of P(Γ1,Γ2) which is not a relative minimizer
of E in S(Γ1,Γ2), i.e. an unstable annulus-type-minimal surface, or a pair of solutions to
P(Γ1), P(Γ2), one of which does not yield an absolute minimizer of E(in S(Γ1) or S(Γ2)).
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Proof. Indicate Fi := Fi(xi) for some xi ∈M i∗, i = 1, 2. For some y ∈M∗, F(y) is the strict
relative minimum of E in S(Γ1,Γ2). Clearly, y is also a strict relative minimizer of E in M
∗.
For x = (x1, x2, 0), consider
P = {p ∈ C0([0, 1],M)|p(0) = x, p(1) = y},
and
β := inf
p∈P
max
t∈[0,1]
E(p(t)).
The PS condition implies that if β > max{E(x),E(y)}, β is a critical value which possesses a
non-relative minimum critical point. Actually β > E(y), since y is a strict relative minimizer.
See [St1] chapter II and [Ki1] for details on that.
Supposing that any solution of P(Γi) is an absolute minimum of E in S(Γi), we have a
solution of P(Γ1,Γ2) which is not a relative minimum of E in S(Γ1,Γ2), by the E-minimality
of harmonic extensions.
It remains to show that β := infp∈P maxt∈[0,1] E(p(t)) > E(x). We only need to consider
q = (q1, q2, ρ) ∈ p([0, 1]) for some p ∈ P such that E(q1, q2, 0) ≤ C, C a constant dependent
on N .
Let ε, ρ0 be as in Lemma 4.3, and consider the set of q’s with ‖qi − x˜i‖ ≥ ε for any absolute
minimizer x˜ = (x˜1, x˜2, 0) of E in ∂M. Then there exists δ1 > 0, dependent on ε, such that
E(q1, q2, 0) ≥ E(x) + δ1 for all but finitely many q’s. If not, we would have a minimizing
sequence converging to some absolute minimizer x˜ by the PS condition (Proposition 4.1) and
Proposition 3.1, contradicting the choice of q.
Moreover, from the uniform convergence of E on a bounded set of qi (see Lemma 3.1) when
ρ → 0, we can choose δ2, ρ1 with δ1 − δ2 > 0, such that for all ρ ∈ (0, ρ1), |E(q1, q2, ρ) −
E(q1, q2, 0)| ≤ δ2.
Let ρ¯ :=min{ρ0, ρ1}. If ‖qi − x˜i‖ < ε for some x˜ as above, it is easy to see that E(q1, q2, ρ¯) ≥
E(x) + δ3 with δ3 > 0, by Lemma 4.3. If that were not so in fact, then E(q
1, q2, ρ¯) ≥
E(q1, q2, 0)− δ2 ≥ E(x) + δ1 − δ2, by the above choices. This completes the proof. ✷
Now we specialize the main result to the three-dimensional sphere S3 and hyperbolic space
H3, to which we can apply condition (C1).
Example 4.1. Let Γ1,Γ2 ⊂ B(p, π/2) for some p ∈ S3, in other words Γ1,Γ2 lie in a
hemisphere. Then the conclusion of the main theorem, under those conditions holds.
If there is exactly one solution to P(Γi), i = 1, 2, our main theorem guarantees that the
existence of a minimal surface of annulus type whose energy is a strict relative minimum of
E in S(Γ1,Γ2) ensures the existence of an unstable minimal surface of annulus type. From
[LJ], a solution to P(Γi) is unique in H
3 if the total curvature of Γi is less than 4π. Since
i(p) =∞ for all p ∈ H3 we conclude
Example 4.2. Let Γ1,Γ2 possess total curvature ≤ 4π in H3 and dist(F1,F2) > 0. If E
has a strict relative minimizer in S(Γ1,Γ2), then there exists an unstable minimal surface of
annulus type in H3.
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A Regularity of the critical points of E
This appendix is devoted to the proof of the following result, full details of which are found
in [Ki2].
Theorem A.1. Let x = (x1, x2, ρ) ∈ M1 × M2 × (0, 1) with gi(x) = 0, i = 1, 2. Then
Fρ := Fρ(x
1, x2) belongs to H2,2(Aρ, N).
Noting that Fρ is harmonic in N
η→֒ Rk, i.e. τh(f) = 0, polar coordinates give
|∇2Fρ|2 = |∂rdFρ|2 + 1
r2
|∂θdFρ|2
≤ C(ε)|∆RkFρ|2 + (2 + ε)
1
r2
|∂θdFρ|2 + C(ε) 1
r2
1
r2
|∂θFρ|2
≤ C(ε, η,Aρ)|dFρ|2 + C(ε, ρ)|∂θdFρ|2.
By a well known result of [GT] it suffices to show that
(27)
∫
Aρ
|∆hdFρ|2dω ≤ C <∞,
where ∆hdFρ :=
dFρ(r,θ+h)−dFρ(r,θ)
h
, h 6= 0 and C is independent of h.
Following [Ho], observe that
Remark A.1. For φ = (φ1, φ2) ∈ H 12 ,2 ×H 12 ,2( ·
ρ
) define
A(Fρ)(φ) := −
∫
Aρ
〈II ◦ Fρ(dFρ , dFρ),X〉dω +
∫
Aρ
〈dFρ, dX〉dω,(28)
where X is any mapping in H1,2(Aρ,R
k) with X|∂Aρ = φ. Then the expression on the right-
hand-side only depends on the boundary of X, since Fρ in harmonic in N . ✷
In particular, taking φi ∈ H 12 ,2 ∩ C0(∂B, (xi)∗TΓi), i = 1, 2, we consider X := JFρ(φ1, φ2),
which is tangent to N along Fρ. Since 〈II ◦ Fρ(dFρ , dFρ),Jρ(φ1, φ2)〉 ≡ 0,
A(Fρ)(φ) =
∫
Aρ
〈dFρ, dJFρ(φ1, 0)〉dω +
∫
Aρ
〈dFρ, dJFρ(0, φ2)〉dω(29)
= 〈∂x1E, φ1〉+ 〈∂x2E, φ2〉.
Hence for a critical point x = (x1, x2, ρ) of E, A(Fρ)(ξ) ≥ 0 for all ξ = (ξ1, ξ2) ∈ Tx1 × Tx2 .
Lemma A.1. For each P0 ∈ ∂Aρ there exist C0, µ, r0 > 0 such that for all r ∈ [0, r0]
(30)
∫
Aρ∩Br(P0)
(|dFρ|2 + |dHρ(w˜1, 0)|2)dω ≤ C0rµ
∫
Aρ
(|dFρ|2 + |dHρ(w˜1, 0)|2)dω.
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Proof of Lemma A.1
Let P0 ∈ C1 fixed, define Br := Br(P0), and
w˜10 := Q
−1
∫
(B2r\Br)∩∂B
w˜1do, w
1
0 := w˜
1
0 + Id : R→ R,
where
∫
(B2r\Br)∩∂B
do := Q. Then
ξ˜φ := −
[
φ(|eiθ − P0|)
]2
(w1 − w10)
∂
∂θ
◦ w¯1 ∈ H 12 ,2 ∩ C0(∂B, w¯1∗T (∂B)),
where w¯1 is a map from ∂B to itself, and φ ∈ C∞ is a non-increasing function of |z| satisfying
0 ≤ φ(z) ≤ 1, φ ≡ 1 if |z| ≤ 2r, φ ≡ 0 for |z| ≥ 3r, plus |dφ| ≤ C
r
and |d2φ| ≤ C
r2
.
Since (1− φ2)w1 + φ2w10 ∈W 1Rk , we see that dγ1(ξ˜φ) ∈ Tx1 , and A(Fρ)(dγ1(ξ˜φ), 0) ≥ 0.
For x10 := γ
1(w10),
x1 − x10 = dγ1(w1 − w10)−
∫ w1
w10
∫ w1
s′
d2γ1(s′′)ds′′ds′︸ ︷︷ ︸
=:α(w1)
,
and for small r > 0,
A(Fρ)(φ
2(Fρ − F0ρ)|C1 , 0) = A(Fρ)(φ2dγ1(w1 − w10), 0) −A(Fρ)(φ2α(w1), 0)
≤ −A(Fρ)(φ2α(w1), 0),
where F0ρ(Aρ) ≡ x10 ∈ Γ1.
On the other hand, for small r > 0, φ2(Fρ − F0ρ)|C2 ≡ 0, so we can take φ2(Fρ − F0ρ) instead
of φ in the definition of A(Fρ), to the effect that∫
Aρ
〈φ2dFρ, dFρ〉dω ≤
∫
Aρ
〈φ2(Fρ − F0ρ), II ◦ Fρ(dFρ, dFρ)〉dω
−
∫
Aρ
〈2φdφ(Fρ − F0ρ), dFρ〉dω −A(Fρ)(φ2α(w1), 0).(31)
Now define a real valued map of (r, θ) ∈ [ρ, 1]× R as follows:
T 1(w1)(r, θ) := Hρ(w˜, 0)(r, θ) + Id(r, θ) with Id(r, θ) = θ,
where Hρ(w˜, 0) is the harmonic extension to Aρ ≈ [ρ, 1]×R/2π with w˜ on ∂B and 0 on ∂Bρ.
In order to estimate −A(Fρ)(φ2α(w1), 0), we consider
⋆˜⋆ := φ2
∫ T 1(w1)
w10
∫ T 1(w1)
s′
d2γ1(s′′)ds′′ds′ ∈ H1,2(Aρ,Rk)
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with ⋆˜⋆|C1 = φ2α(w1), ⋆˜⋆|C2 ≡ 0, where w10(r, θ) = w˜10 + Id(r, θ) = w˜10 + θ, (r, θ) ∈ [ρ, 1]×R.
an easy computation shows that
|⋆˜⋆| ≤ C(γ1, x1)φ2|Hρ(w˜1, 0)− w˜10|2,
|d⋆˜⋆| ≤ C(γ1, x1)|Hρ(w˜1, 0)− w˜10|2φ|dφ|+ C(γ1, x1)|dHρ(w˜1, 0)||Hρ(w˜1, 0) − w˜10|2φ2,
and from (31) Young’s inequality implies∫
Aρ
〈φ2dFρ, dFρ〉dω ≤
∫
Aρ
|dFρ|2|Fρ − F0ρ|φ2dω
+
ε
5
∫
Aρ
|dFρ|2φ2dω + C(ε)
∫
Aρ
|Fρ − F0ρ|2|dφ|2dω
+C‖Hρ(w˜1, 0) − w˜10‖L∞(B3r)
∫
Aρ
(|dFρ|2φ2 + |Hρ(w˜1, 0)− w˜10|2|dφ|2)dω
+C‖Hρ(w˜1, 0) − w˜10‖L∞(B3r)
∫
Aρ
(|dHρ(w˜1, 0)|2 + |dFρ|2)φ2dω
+C
∫
Aρ
|Hρ(w˜1, 0)− w˜10|2|dFρ|2φ2dω.
Thus, for a sufficiently small r ∈ (0, r0) dependent on ε, C, and the modulus of continuity of
Fρ − F0ρ and Hρ(w˜1, 0)− w˜10, we have an estimate:∫
Aρ
〈φ2dFρ, dFρ〉dω ≤ ε
∫
Aρ
(|dFρ|2 + |dHρ(w˜1, 0)|2)φ2dω
+C(ε)
∫
Aρ
(|Fρ − F0ρ|2 + |Hρ(w˜1, 0)− w˜10|2)|dφ|2dω.(32)
This corresponds to (5.6) in [St1] (Proposition 5.1, II). A completely similar computation for∫
Aρ
|dHρ(w˜1, 0)|2φ2dω and
∫
Aρ∩Br(P0)
(|dFρ|2 + |Hρ(w˜1, 0)|2)dω eventually yields (30). ✷
Proof of Theorem A.1
We will show (27) by several steps.
(I) With ∆−h∆hFρ|∂B = ∆−h∆hγ1 ◦ eiw1 and ∆−h∆hFρ|∂Bρ(·ρ) = ∆−h∆hγ2 ◦ eiw
2(·),∫
Aρ
|∆hdFρ|2dω = −
∫
Aρ
〈dFρ, d∆−h∆hFρ〉dω
= −
∫
Aρ
〈II ◦ Fρ(dFρ, dFρ),∆−h∆hFρ〉dω −A(Fρ)(∆−h∆hFρ|∂Aρ).
Denoting γ1 ◦ eiw1 , γ2 ◦ eiw2 by γ1(w1(θ)), γ2(w2(θ)) and wi(· + h), wi(· − h) by wi+, wi−
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respectively, we have:
∆−h∆hγ
i(wi) = ∆−h
[
dγi(wi)
(
wi+ − wi−
h
)
+
1
h
∫ wi+
wi
∫ s′
wi
d2γi(s′′)ds′′ds′
]
= dγi(wi)(∆−h∆hw
i)−1
h
∫ wi
−
wi
d2γi(s′)ds′ ·∆hwi− +∆−h
(
1
h
∫ wi+
wi
∫ s′
wi
d2γi(s′′)ds′′ds′
)
︸ ︷︷ ︸
=:P i
Clearly dγi(wi)(∆−h∆hw
i) ∈ H 12 ,2 ∩ C0(∂B, (xi)∗TΓi).
Now define a map S(P 1, 0) : Aρ → Rk with boundary (P 1, 0) as follows:
S(P 1, 0) := −1
h
∫ T 1(w1
−
)
T 1(w1)(·)
d2γ1(s′)ds′ ·Hρ(∆hw1−, 0) + ∆−h
(1
h
∫ T 1(w1+)
T 1(w1)
∫ s′
T 1(w1)
d2γ1(s′′)ds′′ds′
)
.
Similarly, we have a map S(0, P 2)(·) : Aρ → Rk with 0 on C1 and P 2 on C2.
By computation, h
2
2 ∆−h∆hw
i = 12 (w
i
−+w
i
+)−wi, and 12 (wi−+wi+) ∈W iRk , noting that W iRk
is convex. Thus h
2
2 dγ
i(wi)(∆−h∆hw
i) ∈ Txi by definition of Txi ,.
As g1(x) = g2(x) = 0, we have
A(Fρ)
(
dγ1(w1)(∆−h∆hw
i), dγ2(w2)(∆−h∆hw
2)
) ≥ 0,(33)
where we have dropped the scaling term ( ·
ρ
) in relative to second variation. Now∫
Aρ
|∆hdFρ|2dω = −
∫
Aρ
〈II ◦ Fρ(dFρ, dFρ),∆−h∆hFρ〉dω −A(Fρ)(∆−h∆hFρ|∂Aρ)
= −
∫
Aρ
〈II ◦ Fρ(dFρ, dFρ),∆−h∆hFρ〉dω
−A(Fρ)(P 1, P 2)−A(Fρ)
(
dγ1(w1)(∆−h∆hw
1), dγ2(w2)(∆−h∆hw
2)
)
≤ −
∫
Aρ
〈II ◦ Fρ(dFρ, dFρ),∆−h∆hFρ〉dω −A(Fρ)(P 1, P 2)
≤ −
∫
Aρ
〈II ◦ Fρ(dFρ, dFρ),∆−h∆hFρ〉dω(34)
+
∫
Aρ
〈II ◦ Fρ(dFρ, dFρ), S(P 1, 0)〉dω +
∫
Aρ
〈II ◦ Fρ(dFρ, dFρ), S(0, P 2)〉dω(35)
−
∫
Aρ
〈dFρ, dS(P 1, 0)〉dω −
∫
Aρ
〈dFρ, dS(0, P 2)〉dω.(36)
For the estimates of these terms we need some preliminaries.
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First, let s(τ) := τFρ,+ + (1− τ)Fρ, 0 ≤ τ ≤ 1. Then
|∆hII ◦ Fρ(dFρ, dFρ)| = |1
h
{II ◦ Fρ,+(Fρ,+,Fρ,+)− II ◦ Fρ(dFρ, dFρ)}|
= |1
h
{II ◦ Fρ,+(dFρ,+, dFρ,+)− II ◦ Fρ(dFρ,+, dFρ,+) + II ◦ Fρ(dFρ,+, dFρ,+)− II ◦ Fρ(dFρ, dFρ)}|
= |dII(Fρ) ·∆hFρ(dFρ,+, dFρ,+) + 1
h
∫ 1
0
∫ t
0
d2II(s(τ))|Fρ,+ − Fρ|2dτdt(dFρ,+, dFρ,+)
+II ◦ Fρ(∆hdFρ, dFρ,+) + II ◦ Fρ(dFρ,∆hdFρ)|
≤ C(‖Fρ‖C0(Aρ))[|∆hFρ||dFρ,+|2 + |∆hdFρ|(|dFρ,+|+ |dFρ|)].
Letting
−1
h
∫ T 1(w1
−
)
T 1(w1)
d2γ1(s′)ds′ := ⋆ and
1
h
∫ T 1(w1
−
)
T 1(w1)
∫ s′
T 1(w1)
d2γ1(s′′)ds′′ds′ := ⋆⋆,
we have
| ⋆ | ≤ C(γ1)|Hρ(∆−hw1, 0)|, | ⋆ ⋆| ≤ C(γ1)|Hρ(∆hw1, 0)|,
and
|d ⋆ | ≤ C(‖γ1‖C3)
(|Hρ(∆−hw1, 0)||dHρ(w1−, 0)| + |dHρ(∆−hw1, 0)|),
|d ⋆ ⋆| ≤ C(‖γ1‖C2)|Hρ(∆hw1, 0)|
(|dHρ(w˜1+, 0)| + |dHρ(w˜1, 0)|).
With all that, we can estimate (34), (35), (36) using a C ∈ R, independent of h. All-in-all
then, ∫
Aρ
|∆hdFρ|2dω = εC
∫
Aρ
|∆hdFρ|2dω + εC
∫
Aρ
|dHρ(∆hw1, 0)|2dω + C(ε)Ξ ,(37)
where Ξ stands for:∫
Aρ
(|dHρ(w˜1−, 0)|2 + |dHρ(w˜1+, 0)|2 + |dHρ(w˜1, 0)|2 + |dHρ(0, w˜2−)|2 + |dHρ(0, w˜2+)|2 + dHρ(0, w˜2)|2
+||dFρ|2
) · (|∆hFρ|2 + |Hρ(∆−hw1, 0)|2 + |Hρ(∆hw1, 0)|2 + |Hρ(0,∆−hw2)|2 + |Hρ(0,∆hw2)|2)dω.
(II) On ∂B we know that ∆h(γ
i ◦ wi) = dγi(wi)∆hwi + 1h
∫ wi+
wi
∫ s′
wi
d2γi(s′′)ds′′ds′, so
(38) ∆hw
i = |dγi(wi)|−2[dγi(wi) ·∆hFρ − dγi(wi) · 1
h
∫ wi+
wi
∫ s′
wi
d2γi(s′′)ds′′ds′
]
.
Using T i(wi) on the right-hand-side of (38), we get an H1,2(Aρ,R
k)-extension with boundary
∆hw
i on C1 and 0 on C2, and by D-minimality of the harmonic extension among the maps
with same boundary, it follows that∫
Aρ
|dHρ(∆hw1, 0)|2dω ≤ C
∫
Aρ
[|dHρ(w1, 0)|(|∆hFρ|+ | ⋆ ⋆|)+ |d∆hFρ|+ |d ⋆ ⋆|]2dω
≤ C
∫
Aρ
|d∆hFρ|2dω + CΞ,(39)
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34
again by Young’s inequality. We van attain a similar estimate for
∫
Aρ
|dHρ(0,∆hw2)|2dω.
Using the estimate (37) for
∫
Aρ
|d∆hFρ|2dω, (39) implies∫
Aρ
|d∆hFρ|2dω +
∫
Aρ
|dHρ(∆hw1, 0)|2dω +
∫
Aρ
|dHρ(0,∆hw2)|2dω
≤ εC
∫
Aρ
|d∆hFρ|2dω + εC
∫
Aρ
|dHρ(∆hw1, 0)|2dω + εC
∫
Aρ
|dHρ(0,∆hw2)|2dω +C(ε)Ξ .
For some small ε > 0 in the above formula we get the inequality:∫
Aρ
|∆hdFρ|2dω +
∫
Aρ
|dHρ(∆hw1,∆hw2)|2dω
≤ C(ε)
∫
Aρ
(|dFρ|2 + |dFρ+|2 + |dFρ−|2 + |dHρ(w˜1, w˜2|)2 + |dHρ(w˜1+, w˜2+)|2
+|dHρ(w˜1−, w˜2−|2
) · (|∆hFρ|2 + |H(∆−hw1,∆−hw2)|2 + |H(∆hw1,∆hw2)|2)dω.
Extend now Fρ to R
2\Bρ2 by conformal reflection
Fρ(z) = Fρ
( z
|z|2
)
, if 1 ≤ |z|
Fρ(z) = Fρ
( z
|z|2 ρ
2
)
, if ρ2 ≤ |z| ≤ ρ.
Choose r ∈ (0,min{ρ−ρ22 , r0}), and ϕ ∈ C∞0 (B2r(0)) with ϕ ≡ 1 on Br(0).
We may cover Aρ with balls of radius r in such a way that any p ∈ Aρ lies in the intersection
of at most k balls, for any r as above (recall R2 is metrizable). Let Bi denote the balls with
centres pi and set ϕi(p) := ϕ(p − pi). Then∫
Aρ
|∆hdFρ|2dω +
∫
Aρ
|dHρ(∆hw1,∆hw2)|2dω
≤ C Σi
∫
R2\Aρ2
(|∆hFρ|2 + |H(∆−hw1,∆−hw2)|2 + |H(∆hw1,∆hw2)|2)ϕ2i ·(|dFρ|2 + |dFρ+|2 + |dFρ−|2 + |dHρ(w˜1, w˜2)|2 + |dHρ(w˜1+, w˜2+)|2 + |dHρ(w˜1−, w˜2−)|2)︸ ︷︷ ︸
=:χ
dω.
By substituting |dFρ+|2 and |dHρ(w˜1+, w˜2+)|2 (or |dFρ−|2 and |dHρ(w˜1−, w˜2−)|2) in Lemma
A.1, we conclude that χ satisfies the growth condition of Morrey. Now applying Morrey’s
Lemma (1, Lemma 5.4.1 [Mo]) to χ and (∆hFρ)ϕi, χ and H(∆−hw
1,∆−hw
2)ϕi or χ and
H(∆hw
1,∆hw
2)ϕi, and adding over the index i for some small r > 0, we obtain a constant
C > 0, independent of |h| ≤ h0, such that∫
Aρ
|∆hdFρ|2dω ≤ C.
✷
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