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Introduzione 
Argomento di questa tesi è lo studio e l'applicazione di un approccio para-
metrico per la risoluzione di alcune classi di problemi di programmazione 
matematica. La parametrizzazione considerata, già nota in letteratura come 
metodo delle soluzioni ottime di livello, è stata utilizzata in precedenza so-
prattutto per risolvere problemi di programmazione matematica frazionaria 
e frazionaria generalizzata. In questa tesi la stessa metodologia viene appli-
cata a classi di problemi che si presentano come completamente diversi da 
quelli di programmazione frazionaria, quali i problemi bilivello lineari ed 
esponenziali lineari. Si cerca in questo modo di stabilire una relazione tra 
classi distinte di problemi mediante uno stesso tipo di trasformazione che 
permette di evidenziarne le analogie esistenti e di sfruttare quindi lo stesso 
tipo di algoritmi per la loro risoluzione. · 
In particolare i risultati ottenuti studiando il problema bili vello lineare si 
possono così riassumere: 
• sono state trovate delle limitazioni inferiori e superiori del valore ottimo 
del problema bilivello lineare ed è stata trovata una condizione suffi-
ciente perché una di queste limitazioni coincida con il valore ottimo 
• è stata studiata l'efficienza delle limitazioni trovate poiché è noto che una 
soluzione ottima di un problema bili vello non è in generale efficiente in 
senso paretiano 
• i problemi risolti in letteratura con il metodo delle soluzioni ottime di 
livello sono stati interpretati come casi particolari di problemi bili vello; 
questo stabilisce una corrispondenza tra problemi di programmazione 
frazionaria e/o frazionaria generalizzata e problemi bilivello. 
Lo studio del problema esponenziale lineare ha permesso di ottenere al-
cuni risultati teorici che permettono di escludere alcuni sottoinsiemi della 
regione ammissibile nei quali non è possibile localizzare una soluzione ot-
tima Le proprietà evidenziate nella struttura del problema hanno permesso 
la stesura di un algoritmo di tipo simplesso analogo a quello proposto in let-
teratura per problemi di programmazione frazionaria e/o frazionaria gene-
ralizzata, seppur diverso perché in grado di sfruttare in maniera flessibile 
ed adeguata le caratteristiche proprie del problema. 
Si è inoltre studiata la generalizzazione di una classe di problemi già 
risolti con il metodò delle soluzioni ottime di livello, mostrando come, an-
che in questo caso, con opportune modifiche non sostanziali, l'algoritmo 
noto in letteratura possa essere utilizzato per la risoluzione di una classe 
più ampia di problemi. 
Mediante la trasformazione di problemi opportunamente definiti di pro-
grammazione caratterizzati da alcune proprietà, si sono unificate classi di 
problemi diversi che possono essere risolti con uno stesso tipo di algoritmo 
sufficientemente flessibile da sfruttare le proprietà caratteristiche del pro-
blema in esame. 
Il lavoro si articola come segue: nel capitolo l vengono ricordate alcune 
nozioni di concavità generalizzata, nel capitolo 2 viene descritto il metodo 
delle soluzioni ottime di livello, nel capitolo 3 vengono riportate alcune 
classi di problemi di programmazione che sono trattabili con il metodo 
delle soluzioni di livello, nel capitolo 4 viene descritto il problema bili-
vello lineare. Nei capitoli successivi si espongono i nuovi risultati originali 
ottenuti: in particolare nel capitolo 5 il metodo delle soluzioni ottime di li-
vello viene applicato al problema bilivello lineare, e nel capitolo 6 viene 
risolto il problema esponenziale lineare. Infine nel capitolo 7 vengono pre-
sentate alcune generalizzazioni di problemi di programmazione matematica 
già risolti in letteratura con il metodo delle soluzioni ottime di livello. 
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Capitolo l 
Concavità e concavità generalizzata 
In questo capitolo vengono richiamate alcune nozioni sulle funzioni con-
cave in senso generalizzato. Tali nozioni si possono ritrovare in testi ben 
noti in letteratura ai quali qui si fa esplicito riferimento; in particolare siri-
manda a Avriel M., Diewert W, Schaible S., Zang 1.[3] per le dimostrazioni 
dei teoremi. 
l Funzioni concave 
Definizione 1.1 Un insieme C C Rn è detto convesso se per ogni x 1, x 2 E 
C e per ogni À E [O, l] si ha: 
Àx1 +(l-,\) x 2 E C 
Definizione 1.2 Una funzione f definita sul/ 'insieme convesso C C JRn è 
detta concava (cc) se per ogni x 1, x 2 E C e per ogni À E [0, l] si ha: 
Definizione 1.3 Una funzione f definita sul! 'insieme convesso C C Rn è 
detta convessa (cv) se - f è concava. 
Teorema 1.1 Sia f una funzione definita sul! 'insieme convesso C C JR.n, 
condizione necessaria e sufficiente affinché essa sia simultaneamente con-
cava e convessa è che essa sia affine. 
Definizione 1.4 Sia f una funzione definita sul! 'insieme convesso C C IR.n, 
il sottoinsieme di ]Rn+l: 
I(f):=={(x,o:):xEC, o:ER, f(x)>o:} 
è detto ipografico di f ed è costituito da tutti i punti che giacciono sopra 
o sul grafico di f. Analogamente il sottoinsieme di Rn+l: 
E (f) :=={(x, o:) :x E C, o: E ffi?., f (x) <o:} 
è detto epigrafico di f ed è costituito da tutti i punti che giacciono sotto o 
sul grafico di f. 
Vale la seguente: 
Proposizione 1.1 Sia f una funzione definita sul! 'insieme convesso C C 
~n; allora condizione necessaria e sufficiente affinché f sia concava è che 
il suo ipografico sia un insieme convesso. In modo analogo, condizione 
necessaria e sufficiente affinché f sia convessa è che il suo epigrafico sia 
un insieme convesso. 
Si consideri: 
Definizione 1.5 Sia f una funzione definita sul! 'insieme convesso C C ~n 
dato a E ~ l 'insieme: 
U(f,a):=={xEC: f(x)>a} 
è detto insieme di livello superiore di f. 
Analogamente l 'insieme: 
L(f,a):=={xEC: f(x)<a} 
è detto insieme di livello inferiore di f. 
Osservazione 1.1 Si noti come gli insiemi di livello superiore ed inferiore 
siano rispettivamente le proiezioni d eli' ipografico e d eli' epigrafico di f su 
C. 
Vale il seguente: 
Teorema 1.2 Sia f una funzione concava definita sul! 'insieme convesso C C 
JRn allora Va E 1R U (f, a) è un insieme convesso. 
Nel seguito si considereranno solamente le funzioni concave e concave ge-
neralizzate, perché per quanto riguarda le funzioni convesse e convesse 
in senso generalizzato si può procedere, come nella definizione l. 3, con-
siderando- f. 
La scelta delle funzioni concave anziché quelle convesse è dovuta al fatto 
che i problemi affrontati nel seguito sono problemi di massimo, nel caso si 
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dovessero considerare problemi di minimo, sarebbe conveniente conside-
rare le proprietà delle funzioni convesse e convesse generalizzate. 
Definizione 1.6 Una funzione f definita sul! 'insieme convesso C C ~n è 
detta strettamente concava ( scc) se per ogni x 1, x 2 E C con x 1 :f. x2 e 
per ogni À E ]0, l[ si ha: 
Ovviamente una funzione strettamente concava è anche concava. 
2 Concavità e funzioni differenziabili 
Si considerino ora funzioni definite su un supporto C C IRn convesso e 
aperto; vale il seguente: 
Teorema 2.1 Sia f una funzione definita sul! 'insieme convesso e aperto C C 
IRn, sia essa differenziabile su tutto il suo dominio; condizione necessaria 
e sufficiente affinché essa sia concava è che: 
Condizione necessaria e sufficiente affinché essa sia strettamente concava 
è che: 
Se la funzione è due volte differenziabile si ha: 
Teorema 2.2 Sia f una funzione definita sul! 'insieme convesso e aperto C C 
IRn, sia essa differenziabile due volte su tutto il suo dominio. Condizione 
necessaria e sufficiente affinché essa sia concava è che la matrice hessiana 
H (x) sia semi definita negativa in tutti i punti del dominio; condizione suf-
ficiente affinché f sia strettamente concava è che la matrice hessiana H (x) 
sia definita negativa in tutti i punti del dominio. 
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3 Funzioni concave e programmi concavi 
Alcune proprietà delle funzioni concave sono utili nel determinare i punti 
estremanti: 
Teorema 3.1 Sia f una funzione concava definita sul/ 'insieme convesso C C 
~n, allora: 
(1) ogni punto di massimo locale di f è un punto di massimo globale di f in 
c 
(2) l'insieme dei punti in cui f assume valore massimo è un insieme con-
vesso 
(3) se f è strettamente concava ed f ha massimo allora tale massimo è unico 
(4) se f è differenziabile allora ogni punto stazionario è un punto di massimo 
globale 
Si introduce: 
Definizione 3.1 Il problema di programmazione matematica: 
dove: 
PC: maxf (x) 
vl) g (x) <O 
v~ h (x)== O 
• f : C ---+ ~ con f concava 
• g: C---+ ~m con 91, 92, ... , 9m convesse 
• h: C---+ ~m con h1, h2, ... , hp affini 
• i vettori dei coefficienti delle funzioni affini hj (x) == aJ x- bj sono 
linearmente indipendenti 
• C è un insieme aperto e convesso contenente i punti che soddisfano i 
vincoli vl) e v~ 
viene detto programma concavo. L 'insieme dei punti di C che soddisfano 
i vincoli è detto regione ammissibile. 
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Definizione 3.2 Se la regione ammissibile non è vuota il problema è detto 
consistente. 
Definizione 3.3 Se esiste un punto x della regione ammissibile tale che: 
g (x)< o 
h(x) ==o 
il problema è detto fortemente consistente o si dice che soddisfa la con-
dizione di qualificazione dei vincoli di Slater. 
Al problema PC è possibile associare un opportuno problema di sella PS 
tale che nell'ipotesi di forte consistenza del problema PC le soluzioni di PC 
e PS siano le stesse. 
Definizione 3.4 Dato il problema PC, si chiama funzione lagrangiana ad 
esso associata la funzione: 
m P 
L (x,>.., J-t) == f (x) -L Ài9i (x) -L J-ljhj (x) 
i= l j=l 
dove À E ~m e J-t E ~P 
Si noti come per ogni valore fissato di >.. e J-t con >.. 0 > O la lagrangiana 
è una funzione concava di x su C e per ogni valore di x E C essa è una 
funzione convessa (affine) di >.. e J-L. 
Definizione 3.5 Data <I> funzione reale dei due vettori x E D C ~n e y E 
E C JRn. Un punto ( x 0 , y 0) con x 0 E D e y 0 E E si dice punto di sella 
di <I> se: 
<I> (xo, y) > <I> (xo, yo) > <I> (x, yo) 
per ogni x E D e y E E. 
Definizione 3.6 Si dice problema di sella associato a PC il problema: 
PS: determinare un punto 
(x*,(>..*, ~-t*)) con x* E C,>..* > O, >..* E JRm,J-t* E ~P 
che sia un punto di sella per la funzione lagrangiana. 
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La relazione tra la soluzione ottima di un problema PC e del relativo pro-
blema PS è così esprimibile: 
Teorema 3.2 Se (x*, ( À *, J.L*)) è una soluzione di PS allora x* è una solu-
zione di PC. Se PC è fortemente consistente e x* è una soluzione di PC 
allora esiste (,\*,J.L*) E JRm+p con,\*> O, tale che (x*, (,\*,J.L*)) è una 
soluzione di PS. In entrambi i casi si ha: 
f (x*) == L (x*,(,\*, J.L*)) 
In ipotesi di differenziabilità delle funzioni f e 9i è possibile avere delle 
condizioni sufficienti di ottimalità: 
Teorema 3.3 (Karush-Kuhn-Tucker) Sia dato il problema concavo PC, sia-
no f e 9i differenziabili su tutta la regione ammissibile del problema. Se 
esistono x* punto appartenente alla regione ammissibile di PC e À *, J.L* 
tali che: 
allora x* è una soluzione ottima di PC. 
Se il problema è fortemente consistente tali condizioni sono anche neces-
sane: 
Teorema 3.4 Se PC è fortemente consistente ed esiste x* soluzione ottima 
di PC, allora esistono À * e J.L* tali che: 
4 Funzioni quasiconcave e strettamente quasiconcave 
Non tutte le proprietà delle funzioni concave sono necessarie per stabilire 
alcuni dei risultati precedenti~ si possono quindi considerare classi più gene-
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rali di funzioni concave che ne utilizzino solo le proprietà utili per provare 
tali risultati. 
Le funzioni quasiconcave (menzionate in de Finetti [19] ), sono caratteriz-
zabili mediante diverse definizioni equivalenti: 
Definizione 4.1 Una funzione f definita sul/ 'insieme convesso C C ~n è 
detta quasiconcava (q cc) se i suoi insiemi di livello superiore: 
U(f,a) =={x: x E C,f(x) <a} 
sono convessi qualunque sia a reale. 
Definizione 4.2 Una funzione f definita sul/ 'insieme convesso C C ~n è 
detta quasi convessa (q cv) se - f è quasi concava. 
Definizione 4.3 Una funzione f definita sul/ 'insieme convesso C C ~n è 
detta quasimonotona se è sia quasi concava che quasi convessa. 
Vale il seguente teorema che giustifica appunto una delle citate classifi-
cazioni equivalenti. 
Teorema 4.1 (Fenchel) Condizione necessaria e sufficiente affinché una 
funzione f definita sul/ 'insieme convesso C C ~n sia quasi concava è che: 
f (Àx1 + (1- À) x2) > min [f (x1), f (x2)] 
Vx1, x2 E C V À E [0, l] 
Condizioni analoghe si possono enunciare per la quasiconvessità; segue 
inoltre: 
Proposizione 4.1 Sia f una funzione definita sul/ 'insieme convesso C C 
~n; allora condizione necessaria e sufficiente affinché f sia quasimonotona 
è che: 
max[f(x1),f(x2)] > f(Àx1 +(1-À)x2) >min[f(x1),f(x2)] 
\lx I, x2 E C V À E [O, l] 
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Definizione 4.4 Una funzione f definita sul/ 'insieme convesso C C ~n è 
detta strettamente quasi concava ( sqcc) se: 
Il teorema 3 .l può essere così generalizzato: 
Teorema 4.2 Sia f una funzione quasi concava definita sul/ 'insieme con-
vesso C C ~n, allora: 
(l) ogni punto di massimo locale stretto di f è un punto di massimo globale 
stretto di f in C 
(2) l 'insieme dei punti in cui f assume valore massimo è un insieme convesso 
(3) se f è strettamente quasiconcava ed f ha massimo locale allora il mas-
simo è globale ed è unico 
Per le funzioni differenziabili vale: 
Teorema 4.3 Condizione necessaria e sufficiente affinché una funzione f 
definita e differenziabile sul/ 'insieme aperto e convesso C C ~n sia qua-
si concava è che: 
Nel caso di funzioni due volte differenziabili si ha la seguente condizione 
sufficiente: 
Teorema 4.4 Sia f una funzione definita e differenziabile due volte sul/ 'in-
sieme aperto e convesso C C ~n, se valgono entrambe le seguenti con-
dizioni: 
(l) Vx0 E C, Vu E ~n: uTVf (x0) ==O si ha uTV2f (x0) u <O 
(2) Vx0 E C: Vf (x0) ==Osi haVu E ~n\ {O} uTV2f (x0) u <O 
·allora la funzione è quasi concava in C. 
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5 Funzioni semistrettamente quasiconcave ed 
esplicitamente quasiconcave 
Si osservi che dal teorema 4.1 segue che una funzione f è quasiconcava se 
e solo se: 
f (x2) > f (x1) => f (,Xx1 + (1- À)x2) > f (x1) 
'v'xl, x 2 E C V À E (0, l] 
Analogamente dalla definizione 4.4 segue che una funzione f è stretta-
mente quasiconcava se e solo se: 
Si consideri la seguente: 
Definizione 5.1 Sia C C ]Rn un insieme convesso non vuoto; una funzione 
f definita su C è detta semistrettamente quasi concava ( ssqcc) se: 
Definizione 5.2 Una funzione f tale che-f sia semistrettamente quasicon-
cava è detta semistrettamente quasiconvessa. 
e di conseguenza: 
Definizione 5.3 Una funzione f che sia semistrettamente quasi concava e 
semistrettamente quasi convessa è detta semistrettamente quasimonoto-
na. 
Ne consegue che una funzione strettamente quasiconcava è anche semi-
strettamente quasiconcava, si può inoltre dimostrare che una funzione con-
cava è anche semistrettamente quasiconcava. In generale non vi sono re-
lazioni di inclusione tra la classe delle funzioni quasiconcave e quella delle 
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funzioni semistrettamente quasiconcave; tuttavia nel caso la funzione sia 
superiormente semicontinua allora una funzione semistrettamente quasi-
concava è anche quasi concava. 
Per le funzioni semistrettamente quasiconcave e continue vale il seguente: 
Teorema 5.1 Sia C C ]Rn un insieme convesso non vuoto; sia f una fun-
zione definita continua e quasi concava su C. Condizione necessaria e suf 
ficiente affinché essa sia semistrettamente quasiconcava è che ogni punto 
di massimo locale di f su C sia un punto di massimo globale di f su C. 
Si ha la seguente: 
Definizione 5.4 (Martos [39]) Sia C C ~n un insieme convesso non vuoto; 
una funzione f quasi concava definita su C è detta esplicitamente quasi-
concava ( eqcv) se: 
In modo analogo: 
Definizione 5.5 Una funzione f tale che - f sia esplicitamente quasi con-
cava è detta esplicitamente quasiconvessa 
e di conseguenza: 
Definizione 5.6 Una funzione f che sia esplicitamente quasi concava ed espli-
citamente quasi convessa è detta esplicitamente quasimonotona ( eqm). 
Per quanto visto si ha che le funzioni quasiconcave sono esplicitamente 
quasiconcave se e solo se sono semistrettamente quasiconcave. 
Per le funzioni esplicitamente quasiconcave vale: 
Teorema 5.2 Sia f una funzione esplicitamente quasi concava su/l 'insieme 
convesso e non vuoto C C ~n; allora ogni punto di massimo locale di f 
su C è un punto di massimo globale. 
Inoltre, per quanto riguarda gli insiemi poliedrici convessi: 
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Teorema 5.3 Sia X C Rn un insieme poliedrico convesso e puntato (cioè 
dotato di almeno un vertice, Martos [39]) non vuoto; sia f una funzione 
esplicitamente quasiconcava su X; se f ha un minimo in X allora esiste 
un vertice di X in cui f assume valore minimo. 
Teorema 5.4 Sia X C Rn un insieme poliedrico convesso e puntato non 
vuoto; sia f una funzione esplicitamente quasimonotona su X. Se f ha un 
massimo in X allora un vertice x E X è un vertice ottimo se e solo se è: 
f (x)> f (y) \;/y E X vertice adiacente a x 
Questi risultati permettono di detenninare i punti di massimo globale delle 
funzioni esplicitamente quasimonotone definite su insiemi poliedrici con-
vessi esaminando solamente i vertici della regione ammissibile. 
6 Funzioni pseudoconcave e strettamente pseudoconcave 
Definizione 6.1 Sia C C Rn un insieme aperto, convesso e non vuoto; una 
funzione f definita su C ed iv i differenziabile è detta pseudoconcava (p cc) 
se: 
è detta strettamente pseudoconcava ( spcc) se: 
Se sia f che - f sono funzioni pseudoconcave allora f si dice pseudomono-
tona. 
Una funzione differenziabile e concava è anche pseudoconcava ed una fun-
zione pseudoconcava è anche esplicitamente quasiconcava e come con-
seguenza anche quasiconcava (Martos [39] ). Analogamente si ha che una 
funzione differenziabile e strettamente concava è anche strettamente pseudo-
. concava ed una fi.Ùlzione strettamente pseudoconcava è anche esplicita-
mente quasi concava e come conseguenza anche strettamente quasiconcava. 
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Si ha: 
Teorema 6.1 Sia C C ~n un insieme aperto, convesso e non vuoto; sia 
f una funzione differenziabile, e (strettamente) pseudoconcava su C. Se 
esiste x0 E C tale che \7 f ( x0) == O allora x0 è un punto di massimo 
globale (stretto) di f su C. 
Tale risultato insieme a quelli enunciati nei teoremi 5.3 e 5. 4 permettono 
di proporre algoritmi risolutivi di tipo simplesso per problemi con regione 
ammissibile poliedrica convessa e funzione obiettivo pseudomonotona (si 
vedano Martos [39] e Hartwig [27] ). 
Si ha anche: 
Teorema 6.2 Sia C C ~n un insieme aperto, convesso e non vuoto; sia f 
una funzione di classe C2 su C; condizione necessaria e sufficiente affinché 
f sia (strettamente) pseudoconcava è che Vx0 E C e Vu E IRn tale che 
llull ==l e uTV f (x0) ==O valga una delle seguenti: 
(l) uTV2f (x0) u < 0 
(2) uTV2 f (x0) u ==O con la funzione F (t) :== f (x0 +tu) avente mas-
simo locale (stretto) nel punto t == O 
Si consideri il seguente problema di programmazione matematica: 
Definizione 6.2 Sia C C ~n un insieme aperto, convesso e non vuoto. Si con 
problema di programmazione matematica: 
PPC: 
dove: 
(l) f : C --+ ~ differenziabile 
maxf {x) 
VI) g (x) < 0 
v2) h {x)== O 
xEC 
(2) g: C--+ ~m con 91, 92, ... , 9m differenziabili pseudoconvesse 
(3) h : c --+ JRffi con hl, h2, ... 'hp differenziabili pseudomonotone 
(4) C contiene i punti che soddisfano i vincoli vl) e v2,) 
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L 'insieme dei punti di C che soddisfano i vincoli è detto regione ammis-
sibile. 
Definizione 6.3 Se la regione ammissibile non è vuota il problema è detto 
consistente. 
Definizione 6.4 Se esiste un punto x della regione ammissibile tale che: 
g (x)< o 
h (x)== o 
si dice che il problema soddisfa la condizione di forte consistenza genera-
lizzata o si dice che soddisfa la condizione di qualificazione dei vincoli 
di Mangasarian. 
Analogamente al problema PC anche per il problema PPC è possibile con-
siderare una funzione lagrangiana associata. 
Definizione 6.5 Dato il problema PPC, si chiama funzione lagrangiana 
ad esso associata la funzione: 
m p 
L (x, (À, tt)) == f (x)- L Ài9i (x) -L J-ljhj (x) 
i=l j=l 
dove À E ~m e tt E ~P. 
Nel caso di forte consistenza generalizzata le condizioni di Karush-Kuhn-
Tucker sono necessarie per l' ottimalità: 
Teorema 6.3 Se PPC soddisfa la condizione di forte consistenza genera-
lizzata ed esiste x* soluzione ottima di PPC, allora esistono À * e p/ tali 
che: 
\1 x L (x* , ( À * , J.-t *)) == O 
,\*r g (x*) ==O 
,\*>o 
·Se la funzione obiettivo è pseudoconcava le condizioni di Karush-Kuhn-
Tucker sono sufficienti per l' ottimalità: 
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Teorema 6.4 Sia dato il problema PPC con f pseudoconcava, se esistono 
x* punto appartenente alla regione ammissibile di PPC e À *, J.-L* tali che: 
\l x L (x*, ( À *, J.-L *)) = O 
T 
,\* g(x*) =O 
,\*>o 
allora x* è una soluzione ottima di PPC. 
7 Composizione di funzioni 
In questa sezione si esporranno alcuni risultati riguardanti .le proprietà di 
concavità generalizzata di alcune classi di funzioni; per le dimostrazioni si 
rimanda a Avriel M., Diewert W, Schaible S., Zang I. [3] 
7.1 Funzioni composte 
Sia C c Rn un insieme convesso non vuoto, valgono: 
Teorema 7.1 Sia rjJ una funzione (semistrettamente) quasi concava definita 
su C e sia f una funzione (crescente) non decrescente definita su D C 1R 
dove D contiene l 'immagine di C secondo f. Allora la funzione composta 
f o rjJ è anch'essa (semistrettamente) quasiconcava su C. 
Corollario 7.1 Sia c/J una funzione (semistrettamente) quasi concava definita 
su C a valori o positivi o negativi, allora la funzione l/ rjJ è (semistretta-
mente) quasiconvessa su C. 
Teorema 7.2 Siano rjJ1, rjJ2 , ... , rPm funzioni concave definite su C e sia f 
una funzione non decrescente (semistrettamente) quasi concava definita su 
D C 1R m dove D contiene l 'immagine di C secondo ljJ = ( r/J1, c/J2, ... , cPm)· 
Allora la funzione composta f o ljJ è anch'essa (semistrettamente) quasi-
concava su C. 
Teorema 7.3 Siano rPi con i E !1 C {l, 2, ... , m} funzioni concave definite 
su C e siano rPj con j E !2 = {1, 2, ... , m} \I1 funzioni convesse defi-
nite su C. Sia f una funzione (semistrettamente) quasiconcava definita su 
D C 1R m dove D contiene l 'immagine di C secondo ljJ = ( cjJ1, c/J2, ... , cPm)· 
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Inoltre la funzione f (y1, Y2, ... , Ym) sia non decrescente in Yi con i E /1 
e non crescente in Yi con j E / 2. Allora la funzione composta f o cp è 
anch'essa (semistrettamente) quasiconcava su C. 
Teorema 7.4 Siano f una funzione (semistrettamente) quasi concava definita 
su un insieme convesso D C Rm, A una matrice reale m x n e b E Rm. 
Se C è tale che Vx E C si ha Ax + h E D allora la funzione composta 
f (Ax +b) è anch'essa (semistrettamente) quasi concava su C. 
Per quanto riguarda le funzioni pseudoconcave: 
Teorema 7.5 Sia cp una funzione (strettàmente) pseudoconcava definita su C 
e sia f una funzione differenziabile su D C 1R dove D contiene l 'immagine 
di C secondo f. Se f' > O su D, allora la funzione composta f o 4> è 
anch'essa (strettamente) pseudoconcava su C. 
Corollario 7.2 Se 4> è una funzione (strettamente) pseudoconcava definita 
su C a valori o positivi o negativi, allora la funzione 114> è (strettamente) 
pseudoconvessa su C. 
Teorema 7.6 Siano c/>1, c/>2 , ... , cl>mfunzioni concave differenziabili definite 
su C e sia f una funzione pseudoconcava definita su D C 1R m dove D 
contiene l 'immagine di C secondo cp == ( cjJ1, cjJ2 , ... , c/Jm)· Se V f > O, 
allora la funzione composta f o cp è anch'essa pseudoconcava su C. Inoltre 
se f è strettamente pseudoconcava, almeno una funzione c/Ji è strettamente 
concava e a f l ayi > O, allora f o cp è strettamente pseudoconcava su C. 
Teorema 7.7 Siano c/Ji con i E / 1 C {1, 2, ... , m} funzioni differenziabili 
concave su C e siano cpj con j E / 2 == {1, 2, ... , m} \11 funzioni dif-
ferenziabili convesse su C. Sia f una funzione pseudoconcava definita su 
D C 1R m dove D contiene l 'immagine di C secondo cp == ( c/J1 , c/J2 , ... , c/Jm)· 
Inoltre per la funzione f (Yl, Y2, ... , Ym) sia a f l 8yi > O per i E /1 e 
a f l 8yj < 0 per j E /2, allora la funzione composta f o cp è pseudo-
concava su C. Se almeno una cpi è strettamente concava con i E /1 (c/Jj è 
strettamente convessa con j E / 2), se 8 f l 8yj > O ( < O) ed f è stretta-
mente pseudoconcava allora f o cp è strettamente pseudoconcava su C. 
Teorema 7.8 Siano f una funzione pseudoconcava definita su un insieme 
convesso D C Rm, A una matrice reale m x n e h E Rm. Se C è tale 
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che \:lx E C si ha Ax + b E D allora la funzione composta f ( Ax + b) è 
pseudoconcava su C. Se f è strettamente pseudoconcava e A è una matrice 
m x n non singolare, allora f (Ax +b) è strettamente pseudoconcava. 
7.2 Prodotti e rapporti 
Si hanno: 
Teorema 7.9 Sia cp0 una funzione positiva convessa su C C JRn e siano 
cp1, cp2 , ... , cpkfunzioni non negative concave su C. Sia b > 2:~= 1 ai dove 
ai > O e i == l, 2, ... , k, allora: 
è semistrettamente quasiconcava su C. 
Teorema 7.10 Sia cp0 una funzione non negativa convessa su C C JRn e 
siano cp1, cp2 , ... , c/Jzfunzioni positive concave su C. Sia a> 2:~=1 bj dove 
bj > O e j == l, 2, ... , l, allora: 
è semistrettamente quasiconvessa su C. 
Teorema 7.11 Se nel teorema precedente a > l + 2:~=1 bj, allora F2 è 
convessa su C. Inoltre se cp0 è strettamente convessa e positiva, le cpj sono 
strettamente concave e a> l+ 2:~=1 bj, allora F2 è strettamente convessa 
su C. 
Nel caso di funzioni differenziabili: 
Teorema 7.12 Se nel teorema 7.9 cp0 , cp1 , cp2 , ... , cpk sono differenziabili su 
C e le cp1, cp2 , ... , cpk sono positive, allora F1 è pseudoconcava su C. Inol-
_tre se b > L~=l ai_ e o cp0 è strettamente convessa o almeno una tra le 
cpi, i == l, 2, ... , k è strettamente concava su C, allora F 1 è strettamente 
pseudoconcava su C. 
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Teorema 7.13 Se nel teorema 7.1 O <jJ0 , <jJ1 , <jJ2 , ... , <Pz sono differenziabili su 
C e <Po è positiva allora F2 è pseudoconvessa su C. Inoltre se a> I:~=l bj 
e cp0 è strettamente convessa o almeno una tra le </Jj, j == l, 2, ... , l è 
strettamente concava su C, allora F2 è strettamente pseudoconvessa su C. 
8 Relazioni tra le classi di concavità generalizzata 
Dette: 
• CC: la classe delle funzioni concave 
• SCC: la classe delle funzioni strettamente concave 
• PCC: la classe delle funzioni pseudoconcave 
• SPCC: la classe delle funzioni strettamente pseudoconcave 
• EQCC: la classe delle funzioni esplicitamente quasiconcave 
• SSQCC: la classe delle funzioni semistrettamente quasiconcave 
• SQCC: la classe delle funzioni strettamente quasiconcave 
• QCC: la classe delle funzioni quasiconcave 
se f è una funzione differenziabile si hanno le seguenti implicazioni: 
f E SCC ::=::::} f E SPCC ===> 
-U- -U-
f E CC ::=::::} f E PCC ===> 
Inoltre, dette: 
• A: la classe delle funzioni affini 
f E SQCC 
-U-
f E SSQCC 
~ 
f E EQCC 
• PM: la classe delle funzioni pseudomonotone 
===> f E QCC 
• EQM: la classe delle funzioni esplicitamente quasimonotone 
• QM: la classe delle funzioni quasimonotone 
se f è una funzione differenziabile si hanno le seguenti implicazioni: 
f E A ::=::::} f E PM ====* f E EQM ::=::::} f E QM 
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Capitolo 2 
Il metodo delle soluzioni ottime di livello 
In questo capitolo si descrive il metodo delle soluzioni ottime di livello che 
verrà utilizzato nel resto della tesi. Quanto segue è tratto, salvo diversa 
indicazione bibliografica, da [21] al quale si rimanda in particolare per le 
citazioni dei lavori originali. 
Dato il problema di programmazione matematica: 
PG: su p <I> (x) == F (x, g (x)) 
X E X C JRn, X "/= 0 
dove: 
• g : X c JRn --+ IR è continua 
• F: X'== {(x, ç); x E X, ç == g (x)} C JRn+l--+ IR è continua 
Considerando la trasformazione: 
T : X c JRn ~ X' c JRn+l 
x ~ (x, ç) dove ç == g (x) 
è possibile riformulare il problema ponendo in rilievo l'insieme immagine 
di X mediante g: 
PG': supF(x,ç) 
(x,ç) E X' 
Ovviamente vale: 
Proposizione O. l Condizione necessaria e sufficiente affinché il problema 
PG ammetta la soluzione ottima x è che il problema PG' ammetta la solu-
zione (x,~) dove~== g (x). 
_Si osservi che la trasformazione di Charnes e Cooper [18] , che permette 
di studiare al posto di un problema di programmazione lineare frazionaria 
un problema di programmazione lineare, aggiungendo una variabile ed un 
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vincolo, è un caso particolare della trasformazione T. In generale trasfor-
mazioni di questo tipo permettono di semplificare la forma della funzione 
obiettivo ma al prezzo di una descrizione analitica della regione ammissi-
bile più complessa. Tuttavia è anche possibile considerare il problema PG' 
come un problema parametri co dove ç è un parametro; in questo modo può 
accadere che per ciascun valore fissato del parametro la regione ammissi-
bile diventi più semplice da trattare. Questo tipo di approccio ha consentito 
di risolvere una ampia classe di problemi di programmazione matematica 
mediante il metodo delle soluzioni ottime di livello. 
l Il metodo delle soluzioni ottime di livello 
Al fme di descrivere il metodo delle soluzioni ottime di livello vengono 
presentate alcune definizioni. 
Definizione 1.1 Il numero reale ç è detto livello ammissibile per il pro-
blema PG se esiste x E X tale che g (x) == ç. 
L 'insieme dei livelli ammissibili viene indicato con 3. 
Vale la seguente: 
Proposizione 1.1 Condizione sufficiente affinché 3 C IR sia un intervallo è 
che l 'insieme sia connesso. 
Si supporrà nel seguito che 3 sia un inteiVallo reale. 
Definizione 1.2 Dato ~ E 3, il punto x E X è detto soluzione ottima di 
livello e per PG se e solo se è soluzione del seguente problema di program-
mazione: 
p(~): su p <I> (x) == F (x, g (x)) 
x E Xe :== {x E X, g (x) ==e} 
Si indicherà l 'insieme delle soluzioni ottime di livello ç con L~ e con L 
l'insieme delle soluzioni ottime di livello per il problema PG, dove: 
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In modo analogo si indichi con e l'insieme dei livelli ç tali che Lç f= 0~ si 
indichi: 
si avrà: 
Xe :== U Xç 
f,E8 
L :== U Lç == U Lç 
f,E2 f,E8 
Data una funzione obiettivo 4>, la scelta della funzione g non è in generale 
univoca come si vede nel seguente 
Esempio 1.1 Dato il problema: 
x+y+l 
maxF (x, y) == 
2 2 x x+y+l 
{ { 
y<x+l 
_ . x+y<3 
X- (x,y). x> O 
y>O 
} 
Ponendo g (x, y) ==,x2 + y2 +l, nella figura seguente si indicano rispetti-
vamente in grassetto ed in tratteggio, le soluzioni ottime di livello ed alcuni 
insiemi di livello: 
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y 




Come risulterà ovvio in seguito la scelta della funzione g è cruciale per 
quanto riguarda le proprietà del problema P(~) e la ricerca delle soluzioni 
ottime del problema PG. 
Proprietà 1.1 Sia x* un punto di massimo globale per <I> su X, allora, detto 
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ç == g (x*), si ha x* E Lç c L 
Inoltre: 
Teorema 1.1 Con le notazioni introdotte in precedenza risulta: 
su p {<I> (x) ; x E L} == su p {<I> (x) ; x E X e} 
Dimostrazione Poiché: 
e 
dalla definizione di L, segue la tesi. 
Corollario 1.1 Se X è compatto risulta: 
max{<I> (x) ;x E L}== max{<I> (x) ;x E X} 
D 
Corollario 1.2 Sia L non vuoto, se qualunque sia ç E 3, gli insiemi Xç 
sono politopi e le restrizioni <I>1x~ di <I> agli insiemi Xç sono funzioni affini, 
allora si presenta uno ed uno solo dei seguenti casi: 
(l) sup {<I> (x); x E L}== sup {<I> (x); x E X} 
(2) esiste ç E 3 tale che sup {<I> (x); x E Xç} == +oo 
Dimostrazione Per ipotesi ogni problema P( ç) è lineare, quindi se 
segue la (I), se invece 3e E 3 per il quale L~== 0 segue la (2). 
D 
·Definizione 1.3 Sia S un sottoinsieme di L: 
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• S è detto insieme rappresentativo di L se contiene almeno una solu-
zione ottima di livello per ogni livello ammissibile 
• S è detto insieme rappresentativo minimale di L se contiene una ed 
una sola soluzione ottima di livello per ogni livello ammissibile 
• S è detto cammino rappresentativo di L se è un insieme rappresenta-
tivo connesso 
• S è detto cammino rappresentativo minimale di L se è un insieme 
rappresentativo minima/e e connesso 
Gli insiemi rappresentativi di L godono di molte importanti proprietà. 
Si indichino con L* ed L** rispettivamente un insieme rappresentativo ed 
un insieme rappresentativo minimale: 
Teorema 1.2 
(l) se il problema PG ha ottimo globale allora L* contiene (almeno) un 
punto di massimo globale su X ed L** ne contiene uno ed uno solo 
(2) sup {<I> (x); x E L*} = sup {<I> (x); x E L**} = sup {<I> (x); x E X e} 
Dimostrazione La (l) segue dalla definizione di soluzione ottima di livello 
(definizione 1.2) e dalla definizione 1.3. Ricordando che, dalle definizioni 
precedenti, si ha: 
sup{<I> (x) ;x E Xo} = sup{<I> (x) ;x E L}= 
= su p {<I> (x) ; x E L*} = su p {<I> (x) ; x E L**} 
segue banalmente la parte (2). 
Corollario 1.3 Nel caso in cui X sia compatto si ha: 
D 
max{<I> (x) ;x E L*}= max{<I> (x) ;x E L**}= max{<I> (x) ;x E X} 
Corollario 1.4 Sia L* non vuoto, se qualunque sia ç E 3, gli insiemi Xç 
sono insiemi poliedrici e le restrizioni <I>1x~ di <P agli insiemi Xç sono fun-
_zioni affini, si presenta uno ed uno solo dei seguenti casi: 
(l) sup{<I> (x) ;x E L*}= sup{<I> (x) ;x E L**}= sup{<I> (x) ;x E X} 
(2) esiste ç E 3 tale che sup {<I> (x); x E Xç} = +oo 
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Dimostrazione La tesi segue dal teorema 1.2 e dal corollario 1.2. 
D 
Per alcune classi di funzioni obiettivo è possibile costruire insiemi rappre-
sentativi minimali o, addirittura, cammini rappresentativi in L, ma in gene-
rale non cammini rappresentativi minimali come mostra il seguente: 
Controesempio 1.1 Ellero, Moretti [24] Dato il problema: 
( ) [ 
-2x+~y+z-1] 
m_:xF x, y, z == x- y + y+2z-t-l 
Ponendo: 
g (x, y, z) == y + z +l 
tutti i punti dello spigolo s che unisce i vertici ammissibili (O, O, l) e (l, O, l) 
corrispondono allo stesso livello ~ == 2 e si ha: 
s == L~=2 
L' ottimalità di livello per i livelli inferiori a 2 si ha solamente sullo spigolo 
r che connette l'origine con (0, O, 1). Per livelli superiori a 2 l'ottimalità 
di livello si ha solamente sullo spigolo q che connette i vertici (l, O, l) e 
(l, l, l). L'unico modo per considerare un cammino rappresentativo è con-
-nettere r con q mediante s, ma tale insieme non è un insieme rappresenta-
tivo minimale. L'insieme r U q\ { (l, O, l)} è un insieme rappresentativo 






2 Localizzazione delle soluzioni ottime di livello 
Vale il seguente: 
Teorema 2.1 Si supponga che qualunque sia ç E 3: 
(I) gli insiemi Xç siano insiemi poli topi puntati 
(2) la restrizione di q> ali 'insieme Xç sia semistrettamente quasi convessa 
In tali ipotesi se il problema PG ammette soluzione ottima x* E X allora 
esiste almeno una soluzione ottima del problema PG appartenente ad uno 
spigolo di X. 
Dimostrazione Sia x* una soluzione ottima di PG e siaç == g (x*). Poiché 
q> l X ç è semistrettamente quasi convessa e continua, esiste almeno un ver-
tice x di Xç che è un punto di massimo globale di q>IXç (si veda per esempio 
Martos [39] ). 
Poiché: 
q> (x*) == q> (x) 




Con i risultati ottenuti è possibile, sotto opportune ipotesi, ricondurre lo stu-
dio di ampie classi di problemi di programmazione matematica allo studio 
della restrizione delle funzioni obiettivo all'insieme delle soluzioni ottime 
di livello. 
Teorema 2.2 Si supponga che qualunque sia ~ E B: 
(l) gli insiemi Xç siano convessi 
(2) la restrizione di 4> ali 'insieme Xç sia semistrettamente quasi concava 
In tali ipotesi se x* E X è un massimo locale di 4> su X allora x* E L ed 
inoltre x* è un massimo locale di c.I> su L. 
Dimostrazione Il punto x* è un punto di massimo locale per la restrizione 
di c.I> su Xç dove~ == g (x*). Essendo <I> semistrettamente quasi concava 
in Xç, allora, poiché per ipotesi c.I> è continua su X, x* è anche un punto 
di massimo globale di <I> su Xç (si veda sempre Martos [39] ). Segue che 
x* E L e quindi che è un punto di massimo locale di <I> su L c X. 
D 
Si noti comunque che un punto di massimo locale di <I> IL non è necessaria-
mente un punto di massimo locale per c.I> sull'intera regione ammissibile. 
Si consideri infatti il seguente: 
Controesempio 2.1 Ellero, Moretti [24] Dato il problema: 
~ax <I> (x, y) == [6] 
X== {(x, y) E [0, l] x [-1, l]} 
Ponendo: 
g(x,y)==y 
l'insieme delle soluzioni ottime di livello è costituito dalla unione dei seg-
menti che conn~ttono rispettivamente (0, -l) a (0, 0), (0, O) a (l, O) e 
(l, O) a (l, l). E semplice rendersi conto che (O, O) è un punto di mas-







3 Funzione valore ottimo 
I risultati precedenti permettono, sotto opportune ipotesi, di risolvere il pro-
blema PG trovando l'estremo superiore della funzione obiettivo su sotto in-
siemi rappresentativi dell'insieme delle soluzioni ottime di livello L. 
Definizione 3.1 Si consideri la funzione valore ottimo v : e ~ lR così 
definita: 
v ( ç) == max { cp (x) ; x E Xç} 
Supporremo nel seguito che l'insieme e== { ç E 3 : Lç =1- 0} sia un inter-
vallo di JR. 
Vale la seguente: 
Proposizione 3.1 La funzione v ammette un punto di massimo ç E e se e 
solo se la funzione obiettivo cp ammette un punto di massimo x E Xç. 
Inoltre: 
Teorema 3.1 Se e è un punto di massimo locale di v allora ogni punto x E 
L~ è un punto di massimo locale di PG. 
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Dimostrazione Sia x E L~; dato un intorno J di ~ in e allora, per la 
continuità di 9, esiste un intorno U di x tale che 9 (x) E J V x E U n X. 
Per assurdo esista y E U n X tale che: 
<I> (y) > <I> (x) 
e sia çy == 9 (y). 
Sia ora y* una soluzione ottima di livello tale che 9 (y*) == çy E J, allora: 
<I> (y*) > <I> (y) ><I> (x) 
Inoltre <I> (y*) == v ( çy) e <I> (x) == v (~) da cui si deduce: 
v (çy) >v(~) 
Se ciò avvenisse per ogni scelta dell'intorno J c e di~, ~ non potrebbe es-
sere un punto di massimo locale per v, con il che si contraddirebbe l 'ipotesi. 
Si può quindi trovare un intorno J di ~ ed un corrispondente intorno U di 
x tale che 9 (x) E J e <I> (x) < <I> (x) Vx E U, da cui segue la tesi. 
D 
La condizione sufficiente enunciata nel precedente teorema non è in gene-
rale necessaria [24] . 
Si consideri la seguente: 
Definizione 3.2 La corrispondenza: 
a: 3 ~p (X) 
che soddisfa le seguenti condizioni: 
(l) ç1, ç2 E 3 tali che ç1 =/= ç2 =>a (ç1) n a (ç2) == 0 
(2) u (j ( ç) == x 
çEB 
(3) x E a (ç) implica che per ogni intorno U (x) si ha: 
- se ç > min 3 allora 3~ < ç tale che a (A) n U (x) # 0 V À E J ~, ç [ 
- se ç < max3 alÌora 3~ > ç tale che a (A) n U (x)# 0 V).. E Jç, ~[ 
viene detta corrispondenza sezionatrice. 
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Nel seguito supporremo X compatto e considereremo la corrispondenza 
così definita: 
a (ç) =={x E X: g (x)== ç} 
che supporremo sia una corrispondenza sezionatrice. 
Si ha che: 
cioè Xç è una "sezione" di X. 
Si ha: 
a (ç) == Xç 
Lemma 3.1 Se X è compatto la corrispondenza sezionatrice 
a(ç)=={xEXç} 
è inferiormente e superiormente semicontinua su 3. 
Dimostrazione 
Si ricordi innanzi tutto ([2] ) che dato ç0 E 3, una corrispondenza a si dice 
inferiormente semicontinua in ç0 se per ogni x0 E a (ç0) e per ogni suc-
cessione di numeri reali { çn} c IR convergente a ç0 esiste una successione 
{X n} di punti di X convergenti a x0 e tale che 
Inoltre si rammenti che data una successione di numeri reali { çn} c 3 
convergente a ç0, ciascun insieme a ( çn) è compatto poiché, per la conti-
nuità della g, è un sottoinsieme chiuso del compatto X. È dunque possibile 
trovare una successione { xn} tale che Xn E a ( çn) e, che detta d la distanza 
euclidea in IRn, si abbia: 
La successione così definita converge a x 0. Infatti si consideri una sfera 
.chiusa: 
B ( x0 , c) == {x E IR n : d (x, x 0) < c} con E > O 
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e s1 ponga: 
L == { À : a ( À) n B ( x0 , c) n X f- 0} 
Si noti che, per la definizione di funzione sezionatrice, se ç0 -1- rnin 3 e 
ç0 -1- max B si ha: 
È quindi sempre possibile trovare un n E N tale che: 
\In > n çn E ]min L, max L[ 
e quindi tale che: 
Ne consegue che almeno definitivamente: 
Il precedente ragionamento si può ripetere per qualunque c > O, se ne 
deduce quindi che la successione converge a x 0 . 
Si può procedere in modo analogo quando ç0 == rnin S o quando ç0 == 
max B; si ha quindi che a è inferiormente semi continua. 
Si ricordi che detto X un insieme compatto la corrispondenza a si dice 
superiormente semicontinua se è una mappa chiusa ([7] ), cioè se dati ç0 E 
3 e y0 E X ma y0 ~ a ( ç0), esistono un intorno V0 di ç0 ed un intorno 
W 0 di y0 tali che 
a ( ç) n W0 == 0 V ç E V0 
D'altra parte si considerino ora ç0 E B e y0 E X tali che y0 ~ a ( ç0) e 
g ( y0 ) < ç0 . Dalla continuità di g è possibile trovare una sfera chiusa: 
B (y0 , r) ·:.___ {x E JRn : d (x, y0 ) < r} con r > O 
tale che g (x) < ç0 \/x E B (y0 , r) n X. 
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Ponendo: 
ç' == max {g (x): x E B (y0 ,r) n X} 
si ha ç' < ç0 . Poiché g (x) < ç' V x E B ( y0 , r) n X, ponendo: 
e 
si ottiene: 
a (ç) n W0 == 0 Vç E V 0 
In modo analogo si procede se g (y0 ) < ç0. Segue quindi che a è supe-
riormente semicontinua. 
o 
Utilizzando il lemma 3.1 e la continuità di F è possibile applicare il teorema 
di Berge e dimostrare quanto segue: 
Proposizione 3.2 Se X è compatto allora la funzione valore ottimo v : S --+ 
~ 
v (ç) == max{F (x,ç) tali che x E Xç} 
è continua su S. 
Con i seguenti due controesempi si mostra che se cade rispettivamente 
l'ipotesi di compattezza dell'insieme X o l'ipotesi che la corrispondenza 
a sia una corrispondenza sezionatrice, la funzione valore ottimo può non 
essere continua. 
Controesempio 3.1 Dato il problema: 
(-xl +x2)(x1 +l) su p ___ ____;__;,__ _ _...;_ 
x x2+ l 
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sceltag (x1, x2) == (x1 +l)/ (x2 +l)== ç si ha: 
S == [1/2, +oo[ 
La funzione valore ottimo: 
non è continua. 
se ç E [l/ 2, l [ 
se ç E [1, +oo[ 
Controesempio 3.2 Dato il problema: 
max F (x, g (x)) == (x - 2) g (x) 
x 
x+ l -Il- xl 
g(x) == 2 
X == {x E lR: x E (0, 2]} 
Sebbene le funzioni g ed F siano continue, la corrispondenza: 
a : S == [0, l] ~P ([0, 2]) 
a (ç) =={x E [0,2]: g (x)== ç} 
non è una corrispondenza sezionatrice poiché essendo a (l) == [1, 2] non 
vale la condizione (3 ). 
La corrispondente funzione valore ottimo è la seguente: 
se ç E [0, l[ 
se ç == l 
che non è continua in ç == l. 
Si noti come le condizioni necessarie per l' ottimalità globale siano note so-
lamente per poche sottoclassi del problema PG~ è necessario a questo scopo 
provare alcune proprietà di concavità generalizzata della funzione ottima 
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che valgono per esempio per il problema frazionario lineare e per alcune 
sue generalizzazioni (Martos [39] ). In letteratura assai più frequentemente 
si possono ritrovare condizioni sufficienti per l' ottimalità il più delle volte 
come regole di arresto per appropriati algoritmi. (Cambini R. [17] , Martein 
[37] , Schaible, Sodini [43] ). 
4 Un algoritmo di tipo simplesso. 
Con i risultati presentati nelle sezioni precedenti di questo capitolo è pos-
sibile assicurare la correttezza degli algoritmi noti in letteratura che fanno 
uso dell'approccio delle soluzioni ottime di livello. Tali algoritmi possono 
essere distinti in due classi: 
(I) quando la restrizione <I>IXç è semistrettamente quasiconcava e si utilizza 
il teorema 2.2 
(2) quando la restrizione <I> l Xç è semistrettamente quasi convessa e si utilizza 
il teorema 2.1 
Il seguente algoritmo mostra come l'approccio delle soluzioni ottime di li-
vello possa essere utilizzato per risolvere il problema PG nel caso in cui la 
regione ammissibile sia un poliedro convesso e la restrizione della funzione 
obiettivo <I> IXç sia semistrettamente quasimonotona per ciascun livello am-
missibile. In questo caso le ipotesi dei teoremi precedenti sono soddisfatte 
ed è quindi sufficiente esplorare un sottoinsieme rappresentativo L* loca-
lizzato su uno spigolo della regione ammissibile. 
Algoritmo 4.1 
çmin := min {g (x) :x E X}; 
Risolvere P1 : max { F (x, çmin); x E X, g (x) = çmin}; 
Sia x0 una soluzione di P1 localizzata su un vertice di Xmini 
Sia Buna base m+ l dimensionale di Xo in x~ mini 
OTTCORR := xo; 
ç := çmin; 
MAX := F ( OTTCORR, çmin); 
BASESPL :=true; 
WIDLEBASESPL DO{ 
x (ç +B) :=vertice di X n {x E IRn : g (x)= ç + B}; 
s :=spigolo di X corrispondente a X; 
e A : = max {e E IR: x ( ç + B) E x' e ~ o}; 
BoJs := max {BE IR: x (ç +B) è punto di ottimo per P (ç +B)}; 
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e:= min {BA, Bo~s}; 
IFe= O{ 








sia v (ç +B) la restrizione di çt> sullo spigolo s di X; 




OJTCORR :=x (ç +e); 
MAX:=v(ç+e); 
}; 
ç = ç + B; 
OTTCORR è la soluzione ottima; 
MAX è il valore ottimo; 
Osservazione 4.1 Ali 'inizio si determinano un livello iniziale ammissibile 
çmin ed un vertice Xo, soluzione ottima di livello, tali che 
Poiché x 0 è anche vertice di: 
si può considerare una base corrispondente B E JRn+ 1. 
All'interno del ciclo WHILE si analizza il vertice x (ç +B) individuato 
dalla base B sul poliedro: 
al fine di determinare O A, il massimo incremento di livello per il quale 
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x (e+ 8) rimane ammissibile, e 8018 , il massimo incremento di livello per il 
quale x ( ç + 8) rimane soluzione ottima per P( e + 8). Si noti ancora come 
la base B individui il seguente spigolo di X: 
Dopodiché si ricerca il valore massimo della funzione valore ottimo 
Tale massimo viene confrontato con il valore massimo della funzione obiet-
tivo trovato sul sottoinsieme di regione ammissibile esplorato in prece-
denza. Si incrementa il livello della quantità min {e A, eols} finché non è 
stata esplorata l'intera regione ammissibile. 
Il precedente algoritmo può essere modificato per poter essere applicato 
quando la regione ammissibile non è limitata purché valgano le ipotesi del 
corollario 1.2. In tal caso può capitareA< che considerando l'estremo supe-
riore della funzione obiettivo si trovi 8 == +oo, cioè la funzione valore 
ottimo non ha punto di massimo sullo spigolo considerato. In tal caso può 
accadere che l'estremo superiore sia finito oppure no. Inoltre sempre per 
il corollario 1.2 si ha che, se per qualche ç E 2 il problema parametrico 
P ( ç) non ha soluzione allora cl> è illimitata su X e l'algoritmo può essere 
arrestato immediatamente (si veda per esempio Cambini, Martein [14] ). 
È anche possibile, in certi casi, modificare l'algoritmo precedente al fine 
di evitare l'analisi di alcuni sotto insiemi di L* che non possono contenere 
l'ottimo globale del problema, studiando la funzione valore ottimo sulle 
soluzioni ottime di livello non ammissibili ( si vedano Cambini R. [ 17] , 
Martein [37] , Schaible, Sodini [ 43] ). Altri diversi miglioramenti sono sug-
geriti in Ottaviani, Pacelli [40] . 
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Capitolo 3 
Alcune classi di problemi di 
programmazione matematica risolubili 
mediante il metodo delle soluzioni ottime di 
livello 
Esaminiamo qui di seguito alcuni diversi problemi di programmazione fra 
zionaria o riportabili a tale forma ponendo in luce i reciproci legami ed i 
principali risultati noti in letteratura. 
Si consideri il problema di programmazione matematica: 
PG: su p <I> (x) == F (x, g (x)) 
x E X c Rn,x -:/:0 
dove: 
• g : X c ~n ~ R è continua 
• F : X c ~n+ l ~ ~ è continua 
Si suppone inoltre che: 
• X-:/:0 
Tale problema è stato esposto nel capitolo precedente e ad esso si possono 
ricondurre i problemi seguenti. 
l Problema di programmazione lineare frazionaria 
Si consideri il problema di programmazione matematica: 
PLF: sup {" (x) == cx+eo == cx+eo r dx+do g(x) 
x E X== {x E Rn; Ax ==h, x> O} 
dove: 
• c, d E ~n 
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•co,doE~ 
• A E ~mxn 
• b E~m 
Si suppone inoltre che: 
• x #0 
• dx + do > O Vx E X 
• X non presenti vertici degeneri 
• i vettori (c, c0) e (d, do) siano linearmente indipendenti 
Tale problema è stato affrontato in vari modi, per esempio Charnes, Cooper 
[18] , Isbell, Marlow [34] , Martos, Hartwig [38] ,[27] , Cambini, Martein 
[13] ,[14] . Sebbene siano presenti in letteratura ulteriori approcci per la 
risoluzione di questo problema, è stato dimostrato che essi sono equivalenti 
ad uno dei precedenti. Per una rassegna si veda, per esempio, Ellero [20] . 
2 Prodotto di potenze di due funzioni affini 
Si consideri il problema di programmazione matematica: 
PLE: su p 'l/7 (x) == (ex+ co) · ( dx + d0 )a == (ex+ c0 ) · g (x)a 
x E X== {x E lRn; Ax == b, x> O} 
dove: 
• c, d E ~n 
• co, do, a E~ 
• A E ~mxn 
• bE JRm 
Si suppone inoltre che: 
• x #0 
• dx + do > O Vx E X 
_ • rango A == m _ 
Tra gli approcci algoritmici per trattare questo problema si ricordano Bee-
tar, Dahl [5], Cambini A. [11] e Cambini R. [17]. 
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3 Generalizzazione del prodotto di potenze di due funzioni 
affini 
Si consideri il problema di programmazione matematica: 
PLEG: su p 1/1 (x) == (ex+ c0 )~' · ( dx + do) 0 == (ex+ eo)~' · g (x) 0 
x E X== {x E JRn; Ax == b, x> O} 
dove: 
• c, d E JRn 
• Co, do, a, f3 E JR 
• A E ~mxn 
• b E~m 
Si suppone inoltre che: 
• x i= 0 
• ex + Co > O Vx E X 
• dx + do > O Vx E X 
• rango A== m 
La risoluzione di questo problema viene ricondotta alla risoluzione di un 
problema del tipo PLE, si veda Ellero [20] . 
4 Somma di una funzione lineare e di un rapporto tra 
funzioni affini 
Si consideri il problema di programmazione matematica: 
PLSF: sup ,/, (x) == hx + cx+eo == hx + cx+co 
'f/ dx+do g(x) 
x E X == {x E ~n; Ax == b, x > O} 
dove: 
• h, c, d E ~n 
• eo, do E~ 
• A E ~mxn 
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• h E ~m 
Si suppone inoltre che: 
• Xf:f/J 
• dx + do > O \lx E X 
• X non presenti vertici degeneri 
• i vettori (c, c0) e (d, do) siano linearmente indipendenti 
ehf:O 
Tra gli approcci algoritmici si ricorda Cabot [IO] dove si utilizza la decom-
posizione di Benders generalizzata e Ritter [ 41] dove si usa la program-
mazione quadrati ca parametri ca, e ancora Cambini, Martein, Schaible [ 16] 
e Martein [37] . 
Per la soluzione di questo problema, in letteratura si è anche posto: 






5 Generalizzazione della somma di una funzione lineare e 
di un rapporto tra funzioni affini 
Si consideri il problema di programmazione matematica: 
PLSF: sup'lj; (x) == (hx+ho)a + ~~~~ == (hx+ho)a + g (x) 
dove: 
• h, c, d E ~n 
• co, do, ho E ~ 
• A E ~mxn 
· • h E~m 
•aE~ 
x E X== {x E ~n; Ax ==h, x> O} 
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Si suppone inoltre che: 
• x i= 0 
• hx + ho > O Vx E X 
• dx + do > O Vx E X 
• X non presenti vertici degeneri 
• i vettori (c, c0) e (d, do) siano linearmente indipendenti 
6 Generalizzazione della somma di una funzione e di un 
rapporto 
Si consideri il problema di programmazione matematica: 
PSF: sup1j; (x)== h (x)+ {f~1 
x E X C Rn insieme convesso 
dove: 
• j, h, k : X c Rn --+ R 
Si suppone inoltre che: 
• h (x) == JL! (x) con f.-l E R e f.-l i= O oppure h (x) == Àk (x) con 
ÀEReÀ=/:0 
• J, h, k soddisfino opportune condizioni di concavità o convessità 
Questo problema è stato studiato in Schaible [ 42] . 
7 Prodotto di una funzione lineare per un rapporto tra 
funzioni affini 
Si consideri il problema di programmazione matematica: 
PLMF: sup'lj; (x)== (hx +ho)~~!~ == (hx +ho) g (x) 
x E X== {x E Rn; Ax ==h, x> O} 
dove: 
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• h, c, d E JRn 
• ho, co, do E lR 
• A E ]Rmxn 
• bE JRm 
Si suppone inoltre che: 
• x =10 
• hx + ho > O \:lx E X 
• dx + do > O \:lx E X 
• X non presenti vertici degeneri 
Questo problema viene affrontato con algoritmi di tipo branch & bound in 
Hirche [32] e con algoritmi di tipo simplesso in Ellero, Moretti [23] e [25] . 
Per la soluzione di questo problema, in letteratura si è anche posto: 
g (x) == hx+ho 
8 Generalizzazione del prodotto di una funzione lineare per 
un rapporto tra funzioni affini 
Si consideri il problema di programmazione matematica: 
PLMFG: supV; (x)== (hx + h0 )a ~~:dO == (hx + ho)a g (x) 
x E X== {x E lRn; Ax ==h, x> O} 
dove: 
• h, c, d E JRn 
• ho, Co, do E lR 
• A E JRmXn 
• h E JRm 
•aElR 
Si suppone inoltre che: 
.• x =10 
• hx + ho > O \:lx E X 
• dx + do > O \:lx E X 
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• X non presenti vertici degeneri 
Nel capitolo 7 si mostra come questo problema possa essere ricondotto 
al problema PLMF e si generalizzano i risultati trovati in Ellero, Moretti 
[25] per formulare un algoritmo risolutivo. 
9 Problema esponenziale 
Si consideri il seguente problema: 
PX: su p 'P (x) == ( dx + do)cx+co == g (x)cx+co 
x E X== {x E 1Rn,Ax ==h, x> O} 
dove: 
• c, d E JRn 
• co, do E 1R 
• A E ]RmXn 
• bE JRm 
Si supponga inoltre che: 
• X=/:0 
• dx + do > O \:lx E X 
• X non presenti vertici degeneri 
• i vettori ( dx, do) e (ex, c0) siano linearmente indipendenti 
Questo problema viene risolto con il metodo delle soluzioni ottime di livello 
nel capitolo 6. 
10 Problema bicriteria 
Si consideri il seguente problema: 
PB: max cp (x) == (!1 (x) , !2 (x)) 
x E X== {x E 1Rn,Ax == b,x >O} 
dove: 
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• !1 e !2 siano funzioni continue a valori reali definite su X 
• X sia un insieme compatto 
In letteratura (Cambini, Martein [15] ) è presente un algoritmo basato 
sulle soluzioni ottime di livello per la determinazione della frontiera Pa-
reto efficiente di PB. 
In Ellero, Moretti [22] è stata dimostrata l'equivalenza di questo algoritmo 
con quello di Steuer [ 45] . 
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Capitolo 4 
Programmazione matematica multilivello 
Nello studio dei modelli di mercato (si veda per esempio Varian [47] ) oltre 
ai ben noti casi di mercato competitivo e di monopolio, assumono grande 
importanza i modelli che vanno sotto il nome di oligopo/io. L'oligopolio è 
un settore che è dominato da pochi venditori; un esempio classico è dato 
dall'industria televisiva. A differenza delle imprese in concorrenza per-
fetta, gli oligopolisti non prendono il prezzo come fissato, ma, al contrario, 
ciascuno si rende conto di avere di fronte una curva di domanda del proprio 
prodotto decrescente nel prezzo; tuttavia, a differenza del monopolista, gli 
oligopolisti si rendono conto di non essere soli nel proprio settore. 
Per semplicità ci si limiterà al caso in cui siano presenti due sole imprese 
sul mercato; le possibili interazioni tra le due imprese possono condurre a 
differenti situazioni; tra i vari casi possibili si possono distinguere: 
• un'azienda (price leader) può fissare il prezzo prima dell'altra (price 
follower ), si avrà quindi un gioco sequenziale 
• un'azienda (quantity leader) può fissare la quantità primadell'altra(quan-
tity follower ), si avrà quindi un gioco sequenziale; questa situazione 
prende anche il nome di modello di Stackelbetg 
• le aziende al momento di prendere le decisioni circa il prezzo da fis-
sare ignorano le decisioni dell'avversario, si ha una situazione di gioco 
simultaneo detta modello di Cournot 
• le aziende al momento di prendere le decisioni circa le quantità da fis-
sare ignorano le decisioni dell'avversario, si ha una situazione di gioco 
simultaneo detta modello di Bertrand 
• le aziende possono colludere decidendo di fissare sia i prezzi che le quan-
tità in modo da massimizzare la somma dei loro profitti, in questo caso 
ci si trova di fronte ad un gioco cooperativo. 
In questo capitolo verrà preso in esame il problema di programmazione 
matematica, detto problema di programmazione bilivello, con cui è possi-
bile formulare il modello di Stackelberg. 
Sarebbe tuttavia limitativo confinare l'applicazione di questo problema di 
programmazione matematica ai modelli di mercato, infatti, più in gene-
-rale, la programmazione matematica multilivello può essere usata per ri-
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sol vere il problema di coordinare le decisioni in un sistema decentralizzato 
ottimizzando l'obiettivo del decisore di livello più alto, ma nel contempo 
tenendo conto della tendenza dei subalterni ad ottimizzare il loro obiettivo. 
In questo modo, essendo note le reazioni dei subalterni alle scelte operate 
dal decisore di livello superiore, quest'ultimo può indirettamente control-
lare anch'essi. Si esaminerà in questo capitolo il caso in cui siano presenti 
solo due livelli e dove sia le funzioni oggetto, sia i vincoli, siano lineari. 
l Il problema bilivello lineare, prime definizioni e proprietà 
Il problema bilivello si può formulare1 (Ben-Ayed [6] ) come segue2 : 
BLP: Pbs: maxx F (x, y) == ax +by 
dove, dato x, y è soluzione di 
dove: 
• x E IRm 
• y E IRn 
• a, c E IRm 
• b, d E IRn 
• A E JRPXm 
• B E JRPXn 
Pbi (x): maxy f (y) ==ex+ dy 
Ax+By < r 
x>o 
y>o 
Entrambi i decisori operano le loro scelte nell'insieme: 
S(BLP) == {(x,y): Ax+By < r,x > O,y >O} 
il decisore di livello superiore, che ha il controllo di x, effettua la sua scelta 
prima che l'altro decisore scelga y. Detto x0 il vettore x scelto, il problema 
1 I vincoli di non negatività possono essere inglobati in Ax + By ~ r; qui, e nel seguito, sono stati 
solamente posti in evidenza. 
2 È nota in letteratura una forma più generale del problema ma non diversa nella sostanza, si veda per 
esempio Shimizu, Ishizuka, Bard [ 44] . 
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di livello inferiore diventa: 
Pbi (xo): maxy f (y) == cxo + dy 
By< r- AXo 
y>o 
Si noti come nella funzione oggetto del livello inferiore cx0 sia una costante 
che quindi potrà essere trascurata nella formulazione di BLP. 
Le definizioni e le proprietà riportate in questo paragrafo sono tratte dal 
lavoro di Ben-Ayed [6] e da quello di Shimizu, lshizuka, Bard [44]. 
Definizione 1.1 Le coppie (x, y) ES (BLP) vengono dette semi-ammissi-
bili e l 'insieme di tali coppie viene detto regione semi-ammissibile. 
S {BLP) è ovviamente un poliedro od un politopo secondoché sia limitato 
o meno. 
Definizione 1.2 Le coppie semi-ammissibili (x, y) per le quali valga: 
\:/y con Ax +By< rsi ha: dy < dy 
vengono dette ammissibili, l 'insieme di tali coppie costituisce la regione 
ammissibile di BLP, indicata con T (BLP). 
Proprietà 1.1 La regione ammissibile T (BLP) è un sottoinsieme di S (BLP) 
e si può esprimere equivalentemente come un vincolo di uguaglianza li-
neare a tratti costituito da iperpiani di supporto di S (BLP). 
Proprietà 1.2 La regione ammissibile T (BLP) è connessa. 
Definizione 1.3 Una soluzione ottima di BLP è una coppia ammissibile 
(x*, y*) tale che: 
(l) comunque scelta (x, y) semi-ammissibile, si abbia: 
(a:X +by< ax* +by*) V ((x, y) ~T {BLP)) 
(2) comunque scelta (x*, y) ammissibile se dy == dy* allora by == by* 
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Quest'ultima condizione stabilisce che una volta fissato x* se il decisore di 
livello inferiore è indifferente tra y* e y allora il decisore di livello superiore 
deve essere indifferente tra (x*, y*) e (x*, y). 
Il seguente esempio tratto da Ben-Ayed [6] fornisce una giustificazione per 
la condizione espressa dalla (2) nella definizione di soluzione ottima. 
Esempio 1.1 
BLP: Pbs: maxx F == lOOx + lOOOy1 
dove, dato x, (y1, Y2) è soluzione di 
Pbi (x): maxy f == Yl + Y2 
x+ Y1- Y2 <l 
Y1 + Y2 <l 
x, Y1, Y2 >O 
La soluzione (x== O, y1 == l, y2 ==O) porge il massimo per entrambe le 
funzioni oggetto, tuttavia non è ottima secondo la definizione 1.3 perché, 
una volta fissato x uguale a O, il decisore di livello inferiore è libero di 
scegliere una qualunque coppia di valori per y purché siano non negativi e 
la loro somma sia uguale a l. Ma scegliendo y1 == l e y2 == O si otterrebbe 
F == 1000 e f == l, mentre scegliendo y1 ==O e y2 == l si otterrebbe F ==O 
e f == l ottenendo il risultato peggiore per il decisore di livello superiore. 
Dunque la soluzione (0, l, O) non soddisfa la condizione (2) di ottimalità. 
D'altro canto la scelta di x == 2 conduce il decisore di livello inferiore alla 
scelta unica di y1 == O e y2 == l ma questo garantirebbe al decisore di livello 
superiore il valore F == 200 che però non è ottimale. 
Bialas e Karwan in [9], propongono in presenza di ottimi multipli, la sosti-
tuzione della funzione di livello inferiore con f +eF dove e è un opportuno 
fattore positivo (sufficientemente piccolo); in questo modo, facendo con-
dividere al decisore di livello inferiore una parte degli utili del decisore di 
livello superiore, lo si induce a cercare una soluzione che si confaccia agli 
obiettivi del decisore di livello superiore. 
Ovviamente questa tecnica può essere modificata per considerare il caso in 
cui i due obiettivi siano in conflitto: basta sottrarre eF alla funzione oggetto 
. del decisore di livello inferiore. In generale si suggerisce di risolvere il 
problema BLP due volte, una con la funzione oggetto di livello inferiore 
uguale a f + eF ed una uguale a f- eF; si ha una soluzione ottima se essa 
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è ottima in entrambi i casi, altrimenti non si ha soluzione ottima per BLP, 
ma solo una limitazione inferiore e superiore [6] , [9] . 
Si dimostra facilmente che, in generale, la regione ammissibile del pro-
blema BLP non è convessa, anche se tuttavia è possibile stabilire la validità 
delle seguenti proprietà: 
Proprietà 1.3 Se T (BLP) è un compatto nessun punto ammissibile può es-
sere espresso come combinazione lineare di punti che siano semi-ammissibili 
ma non ammissibili. 
Proprietà 1.4 Ogni punto estremo della regione ammissibile T (BLP) è an-
che punto estremo della regione semi-ammissibile S (BLP). 
Proprietà 1.5 Se il problema BLP ammette soluzione, almeno una di queste 
è localizzata in un vertice della regione ammissibile T (BLP). 
Proprietà 1.6 Se il problema BLP ammette soluzione, almeno una di queste 
è localizzata in un vertice di S (BLP). 
2 Trasformazione di BLP mediante l'utilizzo delle 
condizioni di Kuhn-Tucker 
È possibile utilizzare le condizioni di Kuhn-Tucker per la risoluzione del 
problema di livello inferiore al fine di trasformare un problema bilivello 
lineare in un problema con un solo obiettivo che, in generale, risulta non 
lineare. 
Un vettore y* è soluzione ottima del problema di livello inferiore: 
Pbi (x*): maxy f (y) == dy 
Ax*+By < r 
y>o 







(uB- d)y* =O 
u (By* + Ax* - r) = O 
Con queste condizioni è possibile rifonnulare in modo equivalente il pro-
blema BLP come: 
maxx,y F (x, y) = ax +by 
Ax+By < r 
uB>d 
(uB- d)y =O 




La non linearità dei vincoli è evidente, inoltre sempre per questo motivo il 
problema non è convesso. 
3 Cenni alle metodologie risolutive del problema BLP 
I metodi risolutivi del problema bilivello lineare non sono oggetto di stu-
dio di questa tesi. In questo paragrafo si espone solamente qualche tipo di 
approccio senza alcuna pretesa di completezza e di rigore; per i necessari 
approfondimenti si rimanda alla vasta letteratura esistente. 
I principali approcci usati in letteratura per la risoluzione dei problemi bi-
livello si possono così dividere: 
• algoritmo del k th -best (Bialas, Karwan [8] ): è basato sull'esplorazione 
dei vertici iniziando da una soluzione del problema rilassato ottenuto non 
considerando il vincolo che chiede di massimizzare la funzione obiettivo 
del decisore di livello inferiore 
• approccio alla Kuhn-Tucker: metodo branch & bound per trattare i vin-
coli di complementarità che si ottengono in una condizione necessaria 
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alla quale si giunge sostituendo il problema del secondo decisore con le 
relative condizioni di Kuhn-Tucker Vi sono in letteratura varie tecniche 
per assicurarsi che le condizioni di complementarità siano soddisfatte, si 
veda per esempio Bard, Moore [4] . 
• metodi basati sulle funzioni di penalità (Aiyoshi, Shimizu [I]): si risolve 
il problema del decisore di livello inferiore con un metodo di tipo bar-
riera, e si aggiungono le relative condizioni di stazionarietà al problema 
del decisore di livello superiore. 
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Capitolo 5 
Il metodo delle soluzioni ottime di livello ed 
il problema bilivello lineare 
Si consideri il problema bilivello lineare: 
BLP: Pb8 : maxx F (x, y) == ax + by 
dove, dato x, y è soluzione di 
Pbi {x): maxy f (y) == .dy 
Ax+By < r 
x>o 
y>o 
Scopo di questo capitolo è quello di determinare alcune limitazioni inferiori 
o superiori del valore ottimo di un problema BLP mediante la formulazione 
e la risoluzione di alcuni problemi ad esso collegati. Alcuni dei problemi 
proposti in questo capitolo si presentano come casi particolari del problema 
PG descritto nei precedenti capitoli. 
l Problemi collegati e limitazioni 
Si consideri il seguente problema indicato in seguito come problema rilas-
sato: 
PR: maxx,y F (x, y) == ax +by 
Ax+By < r 
x> o 
y>o 
Sia O {PR) l'insieme delle soluzioni ottime di PR. 
Osservazione 1.1 La regione ammissibile di PR coincide con S {BLP). 
Osservazione 1.2 Detto v (PR) il valore ottimo del problema rilassato e 
v {BLP) quello del BLP, si ha banalmente: 
v (PR) >v {BLP) 
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Si consideri il seguente problema associato a BLP: 
Pl: Pl 5 : maxG (ç,y) = ç +by ç 
dove, dato ç, y è soluzione di 
P li (ç): maxx,y f (x, y) = dy 




dove ç E JR. 
Osservazione 1.3 In BLP se x E 1R allora P l coincide con BLP. 
Sia: 
....... -·-.......,.-




Analogamente a quanto fatto per BLP, siano: 
• S (P l), la regione semi-ammissibile: 
è compatibile 
S(Pl) := {(ç,x,y): ç E 3,Ax +By< r,x > O,y > O,ax = ç} 
si ha: 
S (Pl) = U Sç (P l) 
çES 
dove: 
Sç (Pl) := {(ç,x,y): Ax +By< r,x > O,y > O,ax = ç} 
• T (P l), la region~ ammissibile: 
T (Pl) := { (~,x,y) ES (Pl): V (~,x,y) ES (Pl) =} dy < dy} 
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• una soluzione ottima di P l è una tema ammissibile (ç*, x*, y*) tale che, 
comunque scelta ( ç, x, y) semi-ammissibile, si abbia: 
(ç+by<ç*+by*) V ((ç,x,y) 5fT(Pl)) 
• O (P l) indica l'insieme di tali soluzioni ottime 
• v (P l) indica il valore ottimo 
Vale la seguente: 
Proposizione 1.1 Siano (x, y) una soluzione ottima di PR (problema rilas-




Ax+By < r 
x>o 
y>o 
a5C +by< ax* + by*==v (BLP) 
Dimostrazione Si fissi x; essendo y una soluzione ottima del problema: 
maxydy 
Ax+By < r 
si ha che (x, y) E T (BLP) e quindi essendo (x*, y*) soluzione ottima di 
BLP, segue l'asserto. 
D 
È possibile quindi ottenere un lower bound del valore ottimo di BLP me-
diante la risoluzione di due problemi di programmazione lineare. 
Inoltre: 
Proposizione 1.2 Fissato un qualunque livello ammissibile e, detta (x, y) 
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una soluzione ottima di: 
allora 
e 
maxx,y f (x, y) == dy 
Ax+By < r 
" 
ax == ç 
x>o 
y>o 
O (Pl) c T (BLP) 
v (Pl) <v (BLP) 
Dimostrazione Poiché per ipotesi (X, Y) è una soluzione ottima di P l i ( ~) , 
si ha: 
dy == maxydy 
Ax+By < r 
" 
ax == ç 
maxydy 
Ax+By < r 
ma allora (x, y) E T (BLP) e quindi v (P l) <v (BLP). 
D 
Il risultato ottenuto permette quindi di stabilire che la soluzione del pro-
blema P l sopra definito fornisce un lower bound di BLP. 
2 Efficienza 
Si consideri il problema di programmazione bio biettivo associato: 
PB: (maxx,y F (x, y), maxx,y f (y)) 
Ax+By < r 
x>o 
y>o 
Osservazione 2.1 La regione ammissibile di PB coincide con S (BLP). 
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Come è noto (x*, y*) E S (BLP) è detto efficiente secondo Pareto (breve-
mente Pareto efficiente) per PB se non esiste (x, y) E S (BLP) tale che: 
{ 
F(x,y)>F(x*,y*) v{ F(x,y)>F(x*,y*) 
f (y) > f (y*) f (y) > f (y*) 
È noto in letteratura che in generale la soluzione di un problema bilivello 
lineare non è Pareto efficiente come mostra il seguente esempio tratto da 
Wen, Hsu [48] : 
Esempio2.1 maxF(x,y) == -2x+lly 
x 
dove, dato x, y è soluzione di 
maxy f (x,y) ==-x+ 3y 
x- 2y < 4 
2x- y < 24 
3x + 4y < 96 
x+ 7y < 126 
-4x + 5y < 65 
x+4y > 8 
x>O 
y>O 
La soluzione di questo problema è il punto D (192/11, 120/11) che, come 
è immediato verificare, non è un elemento dell'insieme dei punti Pareto 
efficienti del problema PB. 
In figura sono rappresentati in grassetto la regione ammissibile del pro-
blema bilivello e con il tratteggio l 'insieme dei punti efficienti dell'asso-






lO 12.5 15 17.5 
Con lo stesso esempio si mostra che la soluzione trovata con P l, il punto 
D ( 192 l 11, 120 l 11), non è efficiente, perché anche in questo caso non ap-
partiene ali' insieme dei punti efficienti per BLP. 
Si noti come in questo caso P l coincida con BLP perché x E JR. 
Per quanto riguarda il problema rilassato PR si ha il seguente risultato: 
Proposizione 2.1 Tra gli elementi di O (PR) ve n'è almeno uno Pareto effi-
ciente. 
Dimostrazione La soluzione del problema: 
maxx,y f (y) == dy 
Ax+By < r 
ax +by== v (PR) 
costituisce ovviamente un punto ottimo per PR ed efficiente per il problema 
PB. 
D 
3 Un caso particolare 
Sotto ipotesi più restrittive è possibile ottenere dal problema P l una solu-
zione ottima di BLP e quindi avere illower bound coincidente con il valore 
ottimo. 
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Proprietà 3.1 Fissato x vale la seguente inclusione: 
Dimostrazione Ovvia. 
Teorema 3.1 Se \:lx si ha: 
Ax+By < r 
ax == ax 
x> o 
y>o 
.1"\..X+ y=r - -
{ { 
A ::. B < } { { Ax + By < r 
(5.1) (X,y): ~ ~ g = (x,y): ~ gax 
D 
(x*, y*) è una soluzione di BLP se e solo se (ç*, x*, y*) è una soluzione 
ottima di P l con ç* == ax*. 
Dimostrazione Sia 3 l'insieme dei livelli ammissibili: 
3 == { ç : ç == ax con x tale che Ax + By < r} 
allora qualunque sia ç E 3 esiste almeno un x (ç) tale che ç == ax (ç). 
Si ha, per ipotesi: 
ax == ax* == ç* 
{ { 
Ax+By < r } 
(x,y)E (x,y): ;~g = 
{ { 
Ax* + By < r } 
= (x*,y): x*~ O 
. y=O 
ma allora, essendo per ipotesi (x*, y*) una soluzione di BLP, ne segue 
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dy < dy*, cioè: 
V (x, y) con 








Ax+By < r 
x>o 
->o y== 
si ha: dy < dy* 
(a:X +by< ax* +by*) V :3 y tale che dy > dy 
Poiché: 




Ax+By < r 
y>o 
si ha allora: 
(~+by< ç* +by*) V 3 y tale che dy > dy 
con 
Ax+By < r 
~ == aX 
y>o 
Si è quindi dimostrato che ( ç*, x*, y*) è una soluzione ottima di P l. 
Vale ovviamente il viceversa. 
D 
Il seguente esempio mostra come la condizione 5 .l non sia equivalente a 
chiedere che x sia uno scalare. 
Esempio 3.1 maxF (x, y) == 2x1 + x2- y 
x 
dove, dato x, y è soluzione di 
maxy f (y) == y 
X1- X2 < 0 
-xl +x2 <O 
Xl< 5 





La soluzione ottima si ha in corrispondenza del punto A (5, 5, 5): 
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y 
Il problema parametrico corrispondente è: 
maxF {x, y) ==- ç- y 
ç 
dove, dato ç, y è soluzione di 
maxy f (y) ==- y 
Xl- X2 < 0 
-Xl+ X2 < 0 
Xl< 5 
X2 < 5 
y<5 
Xl> 0 
X2 > 0 
y>O 
2xl + x2 ==- ç 
x 
1 
4 Programmazione bilivello e metodo delle soluzioni ottime 
di livello 
I problemi presentati nel capitolo 3 che sono stati trattati in letteratura con 
11 metodo delle soluZioni ottime di livello possono essere immediatamente 
interpretati con un'ottica bili vello. 
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4.1 Problema generale: 
PG: su p <P (x) == F (x, g (x)) 
Ax == b, x> O 
PGB: Pbl: maxçE'B H (f (x) ,f,) 
dove, dato ç, x è soluzione di 
Pb2: maxx H (f (x), f,) 
Ax == b, x> O 
ç == g (x) 
4.2 Problema di programmazione lineare frazionaria 
PLF: sup <p (x) == ~~:~ 
x E X== {x E ~n; Ax == b, x> O} 
PLFB: Pbl: maxçE'B F (f,, x) == cx;co 
dove, dato ç, x è soluzione di 
Pb2: maxxf(f,,x) == cxtco 
Ax == b, x> O 
ç == dx+do 
4.3 Prodotto di potenze di due funzioni affini 
PLE:- sup'l/J(x) == (cx+co) · (dx+do)n 
x E X== {x E ~n; Ax == b, x> O} 
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PLEB: Pbl: max~EsF(ç,x) == (ex+co)ça 
dove, dato ç, x è soluzione di 
Pb2: maxx f (ç, x)== (ex+ co) ça 
Ax == b, x> o 
ç==dx+do 
4.4 Generalizzazione del prodotto di potenze di due funzioni affini 
PLEG: sup ,P (x) == (ex + co),6 · ( dx + do)a 
x E X== {x E Rn; Ax == b, x> O} 
PLEBG: Pbl: max~EB F (ç, x)== (ex+ co),6 ça 
dove, dato ç, x è soluzione di 
Pb2: maxx f (ç, x) == (ex+ co),6 ça 
Ax == b, x> o 
ç == dx +do 
4.5 Somma di una funzione lineare e di un rapporto tra funzioni 
affini 
PLSF: sup ,P (x) == hx + C:!~ 
x E X== {x E Rn; Ax == b, x> O} 
PLSFB: Pbl: max~EsF (ç,x) == ç + ~~~~~ 
dove, dato ç, x è soluzione di 
Pb2: max f (c x) == c + cx+co 
x ~' ~ dx+do 
Ax == b, x> O 
ç == hx 
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4.6 Generalizzazione della somma di una funzione lineare e di un 
rapporto tra funzioni affini 
PLSFG: 
x E X== {x E ~n; Ax == b, x > O} 
PLSFGB: Pbl: maxçEB F (e, x) == ça + :!~ 
dove, dato ç, x è soluzione di 
Pb2: maxx f (ç, x) == ça + ~~~~ 
Ax == b, x> O 
e==hx+ho 
4. 7 Prodotto di una funzione lineare per un rapporto tra funzioni 
affini 
PLMF: sup1/J (x)== (hx +ho)~~~~ 
x E X== {x E ~n; Ax == b, x> O} 
PLMFB: Pbl: maxçEsF(ç,x) ==f,:~~ 
dove, dato ç, x è soluzione di 
Pb2· max f (t x)== ccx+co 
. x ~' ~dx+~ 
Ax == b, x> o 
ç==hx+ho 
4.8 Generalizzazione del prodotto di una funzione lineare per un 
rapporto tra funzioni affini 
PLMFG: sup1/J (x)== (hx + ho)a :~~ 
x E X== {x E ~n; Ax == b, x> O} 
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PLMFGB: Pbl: maxçEs F (ç, x) == ça ~~!~ 
dove, dato ç, x è soluzione di 
Pb2· max f (c x)== cacx+co · x ~' ~ dx+do 
Ax == b, x> O 
ç==hx+ho 
4.9 Problema esponenziale 
PX: sup cp (x)== (dx + do)cx+co 
x E X== {x E ~n,Ax ==h, x> O} 
PXB: Pbl: maxçES F (ç, x) == çdx+do 
dove, dato ç, x è soluzione di 
Pb2: maxx f (ç, x) == çdx+do 
Ax==b,x>o 
ç ==ex+ co 
Osservazione 4.1 Si noti come, per questi problemi, il decisore di livello 
superiore abbia come funzione obiettivo proprio la funzione valore ottimo 
del corrispondente problema di programmazione. 
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Capitolo 6 
Il problema esponenziale 
l Introduzione 
Si consideri il problema PX presentato nel capitolo 3: 
PX: supcp(x) == (dx+do)cx+co 
x E X== {x E JR.n: Ax ==h, x> O} 
dove: 
• c, d E JRn 
• Co, do E lR 
• A E JRmXn 
• bE lR.m 
Si supponga inoltre che: 
• X::/=0 
• dx + do > O Vx E X 
• X non presenti vertici degeneri 
Si noti innanzi tutto che tale problema è riconducibile al problema di mini-
mizzare il prodotto di due funzioni convesse; questo problema è risolubile 
(Thoay [46]) anche se la soluzione trovata è approssimata. In questo capi-
tolo si risolve questo problema utilizzando il metodo delle soluzioni ottime 
di livello; in questo modo è possibile risolvere il problema senza approssi-
mazioni almeno quando la soluzione ottima è localizzata in un vertice della 
regione ammissibile. Si noti ancora che in generale la funzione obiettivo 
non è né pseudomonotona né esplicitamente quasimonotona e non è quindi 
possibile applicare un metodo del tipo simplesso. 
2 Decomposizione del problema 
Bemplici considerazioni sull'immagine della funzione obiettivo suggerisco-
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no di ripartire la regione ammissibile nel seguente .modo: 
dove: 
X 1 == x n {x E~n : o < dx + do < l 1\ ex + Co < o} 
X 2 == X n {x E~n : 0 < dx + do < l 1\ ex + Co > 0} 
X3 ==Xn{xE~n:dx+d0 >1 1\ ex+eo<O} 
X4 ==Xn{xE~n:dx+d0 >1 1\ ex+co>O} 
Nel seguito, quando ci si riferirà ad uno di questi sottoinsiemi della regione 
ammissibile si parlerà di sottoregione, e lo si indicherà con Xi; negli al-
tri casi si userà il relativo apice; inoltre si indicherà con PXi il problema 
ristretto alla sottoregione xi. 
Proprietà 2.1 Nelle sottoregioni X 1 e X 4 l 'immagine della funzione oggetto 
è inclusa ne/l 'intervallo [l' +oo [, mentre nelle sottoregioni X 2 e X 3 è in-
clusa nel/ 'intervallo ]0, l]. 
Dimostrazione Nella sottoregione X 1 la funzione oggetto è una funzione 
esponenziale con base minore di uno ed esponente non positivo, i valori da 
essa assunti saranno perciò non inferiori ad l. Analogamente per le altre 
regtom. 
D 
Proprietà 2.2 Condizione necessaria affinché il problema ammetta solu-




Proprietà 2.3 Se esiste un punto x appartenente a X 2 o a X 3 tale che 
_dx+do ==l v ex+co ==o 
allora x è una soluzione ottima del problema. 
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Dimostrazione Se esiste x tale che dx + do == l, o ex + co == O, allora, 
calcolata in tal punto, la funzione obiettivo vale l; segue l'asserto. 
D 
Con questi risultati, supponendo di saper risolvere il problema per ciascuna 
delle sottoregioni si può procedere nel seguente modo: 
Algoritmo 2.1 
IF X 1 = 0 AND X 4 = 0 { 








MAX2 := maxcp (x); 
xEX2 
MAX3 := maxcp (x); 
xEX3 
MAX:= max{MAX2,MAX3}; 
SUPJ := sup <p (x); 
xEX 1 
SUP4 := sup <p (x); 
xEX4 







3 Livelli e soluzioni ottime di livello 
Per risolvere il problema nella sottoregione Xi si utilizzerà un approccio 
molto simile a quello proposto per il problema lineare frazionario in Cam-
bini e Martein [13]. Occorre però ricordare che nel problema in esame le 
soluzioni possono essere situate non solo in un vertice ma anche in punti 
interni ad uno spig9lo. Il problema è un caso particolare della classe di 
problemi studiati in Ellero [21] . 
Le soluzioni ottime di livello per questo problema sono così definite: 
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Definizione 3.1 Il punto x* E Xi, i == l, 2 (i == 3, 4) è detto soluzione 
ottima di livello per il problema P Xi se è soluzione ottima per il problema 
lineare: 
inf ex+ co 
supcx +Co ) 
dx == dx*, x E X 3,X4 
Se inoltre x* è un vertice di Xi viene detto soluzione ottima di livello di 
base. 
In questo modo si cercherà di esaminare solamente l 'insieme delle soluzioni 
ottime di livello per risolvere il problema. 
Si indichino poi: 
• Si: insieme dei valori assunti da dx +do con x E Xi 
• S == Ut=l Si: insieme dei valori assunti da dx +do 
• L~: insieme delle soluzioni ottime di livello relative allivello ç con x E 
Xi 
• Lç: insieme delle soluzioni ottime di livello relative allivello ç 
• Li == UçESi L~: insieme delle soluzioni ottime di livello con x E xi 
• L == UçEs Lç: insieme delle soluzioni ottime di livello 
3.1 Localizzazione delle soluzioni 
Definizione 3.2 Una semiretta r C X tale che 
su p { 'ljJ (x) ; x E X} == su p { 'ljJ (x) ; x E r} 
viene detta raggio estremo di PX. 
Considerando il problema ristretto ad una delle sottoregioni si ha il seguente: 
Teorema 3.1 Per il problema P Xi si hanno i seguenti casi: 
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(I) il problema ammette soluzione ottima in un vertice 
(2) il problema ammette soluzione ottima in un punto interno ad uno spigolo 
(3) esiste un raggio estremo r tale che su p { 'lj; (x) ; x E r} == +oo 
Dimostrazione La restrizione della funzione obiettivo agli iperpiani: 
dx+do==ç conç E~+ 
è una funzione esponenziale: 
Quindi, se ç > l, si ha il problema lineare: 
supcx +co 
mentre, se ç < l, si ha: 
inf ex+ co 
dx +do == ç, x E X 1, X 2 
Per essi, salvo casi banali, la funzione obiettivo ha gradiente mai nullo; ne 
consegue che per ogni valore di ç fissato può essere massima solamente 
in un vertice della regione considerata. Al variare del parametro ç la solu-
zione ottima di livello percorre uno spigolo di X costituito interamente da 
soluzioni ottime di livello da cui seguono la (l) e la (2). Si noti come anche 
nei casi sopra citati in cui la funzione obiettivo sia costante sulla sezione 
considerata essa è banalmente massima anche nei vertici. 
Infine, nel caso di X 1 e X 4 , se la regione non è compatta la funzione obiet-
tivo può non essere limitata superiormente, in tal caso si ha un raggio co-
stituito da punti che sono tutti soluzioni ottime di livello. 
D 
-Corollario 3.1 Sia X -=/= 0, nel caso X 1 e X 4 siano entrambe vuote, il pro-
blema ha sempre soluzione ottima. 
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4 Un algoritmo per il sottoproblema 
I risultati precedenti mostrano come la soluzione ottima se esiste sia loca-
lizzata su uno degli spigoli delle sottoregioni considerate. 
4.1 llEDEDissibilità 
Sia ç un livello ammissibile per il problema PXi, con i == l, 4~ si consideri 
un livello ç + B dove B E ~ e sia x0 : == x (O) un vertice di X ç (di con-
seguenza Xo appartiene a uno spigolo di X). Si consideri un livello ç + B 
dove B E ~ indica la variazione di livello. Si ha il seguente problema li-
neare parametri co: 
PL (ç +B): sup 1/J (x) == ex+ co 
(6.2) 
x E Xç+B :=={x E Xi; dx == ç +B} 
Siano: 
• A: la matrice di rango m + 3 ottenuta aggiungendo come ultima riga 
ad A i vettori relativi ai vincoli di appartenenza alle sottoregioni ed il 
vettore d 
• B: una matrice (di ordine m + 3) di base corrispondente a x 0 
• N: la matrice (di ordine (m+ 3) x (n- m- 3)) costituita dalle colonne 
non di base corrispondenti a Xo 
Le coordinate ( XJ3, x N) del punto x0 soddisfano il sistema di equazioni: 
In generale le coordinate (x:s (B), xN (B)) di un vertice x (B) di Xi+o iden-
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tificato dalla base B soddisfano il sistema di equazioni: 
ovviamente x {O) = xo. 
Si ha: 
Proprietà 4.1 Condizione necessaria e sufficiente affinché il punto x (B) E 
Xi le cui coordinate soddisfano il sistema di equazioni lineari: 
{ 
Bx13 {B)+ NxN (B) =h {B) 
XN (B)= o 
sia ammissibile è che: 
(6.3) 
dove em+3 è il vettore [0, O, O, ... , O, l ]T E ]Rm+3 
Dimostrazione Condizione necessaria e sufficiente affinché il punto x (B) 
sia ammissibile per il problema PX è che x (B) > O; le coordinate di x (B) 




Bx13 {B)+ NxN (B) =h {B) 
xN (B)= O 
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D 
Si noti come il sistema 6.3 ammetta per ipotesi la soluzione () == O cor-
rispondente allivello iniziale ç. Se viene studiata l'ammissibilità solamente 
per i livelli crescenti si avrà il seguente sistema: 
{ 
XJ3 (O) == :B-16 + o:B-1em+3 > o 
0>0 
In generale le soluzioni di tale sistema costituiscono un intervallo [0, ()A] 
di lR eventualmente degenere; ovviamente tale intervallo può anche essere 
illimitato superiormente. 
4.2 Ottimalità 
Valgono i seguenti risultati, [21] : 
Teorema 4.1 Se x* E Xi è un punto di massimo globale per <p su X allora 
x* E Lç dove ç == dx* + do. 
Inoltre: 
Proprietà 4.2 Fissata una base B sia x (O) un punto appartenente allo spigo-
lo di X individuato da B tale che x (O) sia una soluzione ottima di PL(ç), 
allora x (O) è anche soluzione ottima di livello. 
Dimostrazione I costi ridotti del problema sono indipendenti dal para-
metro O, di conseguenza, essendo x (O) ottimale, ogni punto ammissibile 
dello spigolo rimane tale per il problema parametrico; ne segue l'asserto. 
D 
Sia x un vertice della regione Xi e sia B la base corrispondente, essa ripar-
ti_sce i vettori d== (d13, dN), c== (c13, cN) e così la matrice A== (:8, :N)~ 
stano: 
- 1-• co == c13B- b + c0 
- --1-
• do == d13B b + d0 
• CN == C:N - CJ313-1 
• dN == d:N - ds:B-1 
• Cj la j-esima componente di c:N 
• dj la j -esima componente di d N 
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Si definiscano i seguenti insiemi: 
• Jl == { j : dj > o} 
·J2=={j:dj<0} 
• J3 == {J :dj ==o} 
È noto in letteratura (si veda Cambini, Martein [14]) il seguente risultato: 
Teorema 4.2 Un vertice x* di Xi è una soluzione ottima di livello se e solo 
se sono soddisfatte entrambe le seguenti condizioni: 
(I) \1 j E J3 si ha Cj < 0 
(2) se J1 e J2 sono non vuoti si ha: 
Il precedente teorema è applicabile al caso in esame perché in Cambini, 
Martein [14] un problema frazionario viene trasformato in un problema 
lineare parametrico PL(ç + fJ). 
4.3 Funzione valore ottimo 
Definizione 4.1 Si consideri la funzione v : Si ~ 1R così definita: 
v (ç) == max { 4> (x); x E XJ} 
v viene detta funzione valore ottimo. 
Alcuni risultati generali riportati in [21] si possono utilizzare per il problema 
tn esame: 
Proposizione 4.1 [21] La funzione v ammette un punto di massimo ç E Si 
se e solo se la funzione obiettivo cp ammette un punto di massimo x E XJ. 
Inoltre: 
-Teorema 4.3 [21] Se ç è un punto di massimo locale di v allora ogni punto 
x E L~ è un punto di massimo locale per PX. 
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Proposizione 4.2 La funzione oggetto di PX calcolata in x (B) è data da: 
Dimostrazione Immediata sostituendo in: 
l'espressione 6.4. 
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Teorema 4.4 Dato il problema P Xi si consideri lo spigolo s* individuato 
dalla base Be tale che d:s:B-1em+3 =l O. Allora detti: 
'V • - ='ce..._,:B=--~te_m_+~3 
• 11 ·- deB-lem+3 
• 1'2 := CB:B-li) +Co- (dB:B-li) +do) :::=::::: 
condizione necessaria e sufficiente affinché la funzione valore ottimo abbia 
un punto di massimo relativo interno allo spigolo s* è: 
Dimostrazione La funzione oggetto si può esprimere: 
z == (B + a 1)a2B+a3 
dove: 
• al :== d:s:B-lem+3 
• a2 :== d13B-1b +do 
• 0:3 :== c:s:B-lem+3 
• a4 :== c:sB-1b +co 
si indichino: 
. • /1 == a3/a1 
• l2 == 0:4- 0:2/1 
Ponendo 
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l'espressione della funzione oggetto diviene: 
Tale funzione è derivabile su (0, +oo); vista la monotonia dell'esponen-
ziale è sufficiente studiare: 
Dallo studio della derivata prima si ha che: 
y' =O{::} l+ ì2h1 = -lnu 
u 
Si distinguono i seguenti casi a seconda del segno di 1 2/11: 
(l) 12/'Yl <o 
si ha un solo estremante per u == u* > l, che è punto di massimo se 
1 1 < O e di minimo se 1 1 > O 
(2) 12!11 == o 
si ha un solo estremante per u == u* == e-1, che è punto di massimo se 
1 1 < O e di minimo se 1 1 > O 
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occorre studiare la derivata seconda: 
Essa cambia segno al più una volta; si possono avere: 
(a) due estremanti distinti, un massimo e un minimo o viceversa a seconda del segno 
di 1 1, ma comunque per ui, u; < l 
(b) un punto di flesso orizzontale quando: 
(c) nessun estremante 
{ 
1 + 'Y2f''(] = -In u 
- 'Y21?l = _l 
u u 
quindi perché ci siano due intersezioni: 
Allora si ha un punto di massimo relativo interno se e solo se 
D 
Osservazione 4.1 Ovviamente il punto di massimo locale potrebbe non es-
sere ammissibile. 
Sempre considerando la funzione valore ottimo e fissando livelli crescenti 
è possibile migliorare ulteriormente questi risultati: 
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Teorema 4.5 Se la restrizione della funzione oggetto ad uno spigolo ottimo 
di livello è crescente allora: 
(I) in X 1 ed X 4 se ì'l > O, non esiste un punto di massimo interno allo 
spigolo 
(2) in X 2 ed X 3 l 'unica situazione in cui è presente un massimo interno allo 
spigolo è quello in cui si hanno due estremanti interni allo spigolo, prima 
il punto di massimo e poi il punto di minimo relativo 
Dimostrazione La funzione oggetto ristretta ad uno spigolo ottimo di 
livello si può esprimere come: 
dove: 
• al :== ds:B-lem+3 
• a2 :== dsB-1b +do 
• a3 :== cs:B-lem+3 
• a4 :== csB-1b +co 
(I) Si noti che se si considerano livelli crescenti, 11 > O equivale ad a3 > 
O. Considerando la sottoregione X 1, se esistesse O* punto di massimo 
relativo interno ad uno spigolo ottimo di livello, si avrebbe: 
il che è ovviamente assurdo. 
In modo analogo in X 4, se esistesse ()* punto di massimo relativo interno 
ad uno spigolo ottimo di livello, si avrebbe: 
il che è ovviamente assurdo. 
(2) Innanzi tutto in X 2 e X 3 , se a 3 < O, non esiste punto di massimo relativo 
interno ad uno spigolo ottimo di livello, se infatti esistesse O* punto di 
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massimo interno ad uno spigolo ottimo di livello di X 2 si avrebbe: 
il che è assurdo. 
Allo stesso modo inX3, se esistesse()* punto di massimo interno ad uno 
spigolo ottimo di livello, si avrebbe: 
il che è assurdo. 
Ma allora per il teorema precedente si è visto che se 11 > O, cioè se 
a3 > O si può avere: 
Ì 2/ 11 
< 
0 
punto di minimo interno ad uno spigolo 
{:} ottimo di livello 
2 punto di massimo e poi punto di minimo interni 0 < ì2/ /1 < e- {:} ad uno spigolo ottimo di livello 
da cui segue la tesi. 
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Osservazione 4.2 Anche in questo caso gli eventuali estremanti potrebbero 
non essere ammissibili. 
4.4 Limitazione della regione ammissibile 
Per ciascuna delle sottoregioni ammissibili considerate è possibile stabilire 
delle limitazioni per i livelli da esplorare, poiché per certi intervalli di valori 
si dimostra che non è possibile trovare punti di ottimo: 
Proprietà 4.3 Si consideri il problema PX ristretto alla regione X 1 e sia: 
x E argrnin (ex+ co) 
xEX1 
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allora \ixo tale che dxo + do > e si ha Xo f/:. argmax ( ( dx + do) cx+co) 
xEX1 
Dimostrazione Si ha: 
si ha anche: 
( dxo + do) cx+co > ( dxo + do) cxo+Co 
dalla proprietà transitiva segue l'asserto. 
In modo analogo si dimostrano: 
D 
Proprietà 4.4 Si consideri il problema PX ristretto alla regione X 2 e sia: 
x E argmin (ex+ co) 
xEX2 
allora \ixo tale che dxo + do < e si ha Xo f/:. argmax ( ( dx + do) cx+co) 
xEX2 
Proprietà 4.5 Si consideri il problema PX ristretto alla regione X 3 e sia: 
x E argmax (ex+ co) 
xEX3 
allora V'XQ tale che dXQ + do > e Si ha Xo f/:. argmax ( ( dx + do) cx+co) 
xEX3 
Proprietà 4.6 Si consideri il problema PX ristretto alla regione X 4 e sia: 
x E argmax (ex+ co) 
xEX4 
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allora \ixo tale che dxo + do < ~ si ha x0 t/:. argmax ( ( dx + do) cx+co) 
xEX4 
È possibile ora descrivere un algoritmo in grado di risolvere il problema 
per ciascuna delle sottoregioni; tale algoritmo è sostanzialmente lo stesso 
per X 1, X 2, X 4 mentre per X 3 non occorre considerare la possibilità che 
esista un punto di massimo relativo interno ad uno spigolo. \érrà descritto 




trova x soluzione di min ex; 
xEXl 





MAXLIV:= d:X: + d0 ; //Proprietà 4.3 
LIV:= min dx + d0 ; 
VCORR :=vertice soluzione di min ex con dx + d0 -LIV; 
xEX1 
MAXV :=valore della funzione assunto in VCORR; 
determina una base corrispondente a VCORR; 
F/NE:=false; 
WHILE L/V -5:_MAXLIV AND NOT FINE { 
calcola MAXSPOST := ()A max li v. che conserva 
l'ammissibilità; 
IF MAXSPOST>O{ 
IF condizione necessaria di massimo interno{ 
IF esiste massimo interno ammissibile M{ 
MAXV =max {MAXV ,M}; 
}; 
}; 
calcola il nuovo VCORR ; 
determina una base corrispondente a VCORR ; 










5 Finitezza dell'algoritmo 
Si dimostra che l'algoritmo proposto è finito, infatti: 
Teorema 5.1 L 'algoritmo 4.1 è finito. 
Dimostrazione L'insieme delle soluzioni ottime di livello appartenenti ad 
uno spigolo s di xi, dove s è identificato dalla base i3, è dato dali' insieme 
di punti x (fJ) che soddisfano il seguente sistema: 
BxB (B)+ NxN (fJ) ==h (fJ) 
XN (fJ) == 0 
Tali punti costituiscono un segmento eventualmente degenere o una semi-
retta contenuta in s. Da ciò segue che lo spigolo viene analizzato al più una 
volta 
Poiché esiste un numero finito di spigoli segue la tesi. 
D 
Teorema 5.2 Se il problema PX ristretto alla regione X 1 o alla regione X 4 




Per comprendere meglio l'algoritmo presentato si consideri la seguente 
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istanza del problema PX 
PX: sup cp (x) = (x+ y + ~) -2x+4y-l 
(x,y)EX 
X = {(x, y) E JR2 : O < x < 1/\ O < y < l} 





Poiché né X 1 né X 4 sono vuote non occorre considerare le sottoregioni X 2 
edX3. 
Per quanto riguarda X 1 la proprietà 4.3 non permette di escludere alcuna 
parte della regione considerata. Si inizia dal vertice A, il vertice della 
regione ammissibile corrispondente al minimo livello ammissibile, sullo 
spigolo AB il teorema 4.4 consente di escludere la presenza di minimi in-
terni ad esso, ci si sposta così nel vertice B. Il valore ivi assunto dalla fun-
zione obiettivo è minore di quello assunto in A e si mantiene quindi come 
vertice ottimo A; sullo spigolo BC la funzione è costante, ci si sposta quindi 
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su C dove si raggiunge anche il livello massimo e la procedura ha termine. 
Il punto di ottimo rimane A. 
4 
Passando ora a risolvere il problema ristretto a X 4, il livello minimo sarebbe 
quello ottenuto in corrispondenza al punto D, ma la proprietà 4.6 permette 
di escludere la parte di X 4 indicata con il tratteggio. Si inizia dal vertice E, 
il vertice di regione ammissibile corrispondente al minimo livello ammissi-
bile. Sullo spigolo EF il teorema 4.4 indica che esiste un punto di massimo 
locale (eventualmente non ammissibile); con tecniche numeriche si indi-
vidua il punto G e poiché il valore della funzione è maggiore di quello 
assunto in E, si considera G come punto di massimo locale. Infine ci si 
sposta nel vertice F. Il valore ivi assunto dalla funzione obiettivo è minore 




Dal confronto dei valori ottenuti in X 1 ed X 4 si ha che il massimo si rag-
giunge nel punto G. 
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Capitolo 7 
Generalizzazioni di alcuni problemi di 
programmazione frazionaria 
l Introduzione 
Scopo di questo capitolo è esaminare alcune generalizzazioni di problemi 
di programmazione frazionaria e fornire attraverso una semplice proprietà 
la necessaria giustificazione teorica per l'utilizzo degli algoritmi utilizzati 
in letteratura per problemi che ne costituiscono casi particolari. 
Si consideri il seguente problema PLMFG presentato nel capitolo 2: 
PLMFG: sup~ (x)== (hx + hoY~ ~t~ 
x E X== {x E ffi.n; Ax == b, x> O} 
dove: 
• h, c, d E ffi.n 
• ho, co, do E 1R 
• A E ]Rmxn 
• bE ffi.m 
•aElR 
Si suppone inoltre che: 
• X=/=0 
• hx + ho > O Vx E X 
• dx + do > O Vx E X 
• X non presenti vertici degeneri 
Si noti innanzi tutto che tale problema è stato affrontato da Ellero, Moretti 
in [23] e [25] nel caso in cui a == l, inoltre sono noti in letteratura sia 
risultati teorici: Hirche [28] , [29] , [30] che algoritmici: Hirche, Ho Khac 
Tan [33] e Konno, Kuno [35] . Con a == l è stato dimostrato da Hirche [30] 
che la funzione oggetto non ha proprietà di concavità generalizzata; mentre 
per il caso a =/= l basta considerare il seguente: 
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Esempio 1.1 La funzione: 
suX ={x: 0 < X1 < 5,0 < X2 < 5} 
5o 
non è né quasiconcava né quasiconvessa come mostrano le sue linee di 
livello: 
o l 2 3 4 5 
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2 Prime proprietà 
Si introducono le nozioni di livello e soluzione ottima di livello. 
Il numero reale ç è detto livello ammissibile per il problema PLMFG se 
esiste un punto x E X tale che: 
cx+co ==ç 
dx+do 
L'insieme dei livelli ammissibili viene indicato con 3~ dalla convessità di 
X si deduce che esso è costituito da un intervallo di JR+. 
Il punto x* E X è detto soluzione ottima di livello del problema PLMFG 
per il livello 
c cx+co ....... ~- E-- dx+do 1.-J 
se è soluzione ottima del problema parametrico: 
P (ç) : su p 'ljJ (x) == (hx + ho)n ç 
{ 
cx+co } x E Xç :== x E X; == ç 
dx+do 
Al solito si indicano con: 
ç sup (hx + ho)n 
xEXç 
• Lç: insieme delle soluzioni ottime di livello relative allivello ç 
• L == U Lç: insieme delle soluzioni ottime di livello 
çEB 
Vi sono legami tra le eventuali soluzioni ottime di PLMFG e le soluzioni 
ottime di livello. 
Vale la seguente: 
Proposizione 2.1 Si consideri un qualunque livello çjìssato. 
Se a > O i problemi 





Se a < O i problemi 
e 
sono equivalenti. 
PL ( ç) : ç su p hx 
xEXç 
p (ç): ç sup (hx + ho)a 
x E Xç 
P l ( ç) : ç inf hx 
xEXç 
Dimostrazione Nel caso a > O, poiché hx + ho > O si ha: 
(hx' +ho) o: < (hx" +ho) o:{:} hx' < hx" 
In modo analogo se a < O, poiché si ha: 
(hx' + ho) a < (hx" + ho) Q; {:} hx' > hx" 
segue quindi la tesi. 
D 
Grazie a questa proprietà l'approccio seguito da EH ero, Moretti [25] per 
risolvere il problema: 
PLMF: sup 'ljJ (x) == (hx +ho)~~!: 
x E X== {x E IRn; Ax == b, x> O} 
può essere utilizzato con lievi modifiche per risolvere il problema conside-
rato. 
In particolare a differire è solamente l'espressione della funzione valore 
ottimo su uno spigolo della regione ammissibile. 
88 
\éngono quindi riportati i risultati ottenuti in [25] rimandando al lavoro 
per la dimostrazione~ si indicano invece in modo esplicito i risultati che 
differiscono da quelli presentati in [25]. 
Nel resto dell'esposizione si considera, per brevità, il caso a > O ma 
analoghe considerazioni valgono per l'altro caso. 
Per quanto riguarda le eventuali soluzioni ottime di PLMFG val è il seguente: 
Teorema 2.1 Se l 'insieme delle soluzioni ottime di PLMFG non è vuoto 
allora esiste una soluzione ottima del problema che appartiene ad uno 
spigolo diX 
Proprietà 2.1 Se x è un punto di massimo globale per 'ljJ su X allora: 
x E Lç C L 
dove 
ç ={ex+ co)/ {dx +do) 
Teorema 2.2 Se Lç =/=- 0 esiste almeno un punto di Lç che appartiene ad uno 
spigolo di X. 
Lemma 2.1 Se esiste ç E 3 tale che Lç = 0 allora: 
sup { 'ljJ (x) ; x E X} = +oo 
Sia e = {ç E 3; Lç =/=- 0}~ dal lemma precedente segue che se e = 0 
allora l'estremo superiore del problema è +oo, si assumerà che e i= 0 e si 
indicherà: 
Vale il seguente: 
Lemma 2.2 
Xe = uxç 
f,E8 
sup { 'ljJ (x); x_ E L} = sup sup 'ljJ (x) = sup { 'ljJ (x); x E X e} 
f,E8 xELç 
Si può così formulare il seguente: 
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Teorema 2.3 Se esiste almeno un livello ç E 3 per il quale Lç == 0, allora: 
sup { 'lj; (x); x E X}== +oo 
per contro, se Lç # (/J Vç E 2, allora: 
sup { 'lj; (x); x E L}== sup { 'lj; (x); x E X} 
Si definisce la funzione valore ottimo come segue: 
Definizione 2.1 La funzione v : e --; lR così definita~ 
v (ç) == sup { 'lj; (x) : x E Xç} 
viene detta funzione valore ottimo. 
Si ha che se ç E e ne segue v (ç) == 'lj; (x) V x E Lç. Dal lemma 2.2 segue 
poi: 
sup { 'lj; (x); x E L} == su p sup 'lj; (x) ==su p {v (ç); x E e} 
çE8 xEL~ 
Inoltre se 8 == B, studiando la funzione valore ottimo è possibile deter-
minare i livelli ammissibli corrispondenti alle soluzioni ottime di livello 
che eventualmente sono punti di massimo globale per PLMFG. 
3 Condizioni di ottimalità e di ammissibilità di livello 
3.1 Ottimalità 
Dalle considerazioni svolte nel precedente capitolo risulta possibile risol-
vere PLMFG analizzando la restrizione della funzione obiettivo 'lj; all'in-
sieme delle soluzioni ottime di livello L. È inoltre possibile considerare 
solamente un sottoinsieme L* contenente almeno una soluzione ottima di 
livello per ciascun livello ammissibile. Per determinare tale sottoinsieme 
si consideri innanzi tutto il seguente problema: 
PF: inf ex+ co 
xEX dx +do 
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poiché, per ipotesi, ex + c0 > O e dx + d0 > O V x E X, si possono 
avere i seguenti casi: 
(l) PF ammette un estremo inferiore finito, ma non ammette minimo 
(2) PF ammette minimo 
Nel caso ( 1) esiste ( Cambini, Martein [ 13] ) una semiretta di origine xo E X: 
r == {x E X, x== x {t) == Xo +tu, t E JR+, u E lRn} C X 
tale che 
.nf ex+ co 
1
. ex (t) + c0 
1 == Im----
xEX dx +do t~oo dx {t)+ do 
Nel caso ( 2) si indichi con x0 un punto di minimo per P F. 
In entrambi i casi indicando ç0 == ( cx0 + c0) j ( dx0 + do), la costruzione 
di L* inizia da un vertice x0 soluzione del problema lineare. 
PL (ç0): supç0 {hx + ho)a 
x E X~0 := {x E X; : : ~: = ~o} 
purché ovviamente PL{ç0 ) ammetta massimo. Ovviamente se PL{ç0 ) non 
ammette massimo si deduce dal teorema 2.3 che PLMFG non ha estremo 
superiore finito ed il problema è risolto. 
Se PF ha minimo ed esiste x0 allora si esplorano solamente i livelli supe-
riori a ç0 . Se esiste x0 ma il problema non ha minimo allora è necessario 
esaminare ogni livello ammissibile iniziando da ç0 ed esplorando sia i li-
velli inferiori che quelli superiori. 
4 Condizioni di ammissibilità e di ottimalità di livello 
I punti di L* sono soluzioni ottime di livello e quindi ammissibili; si illu-
strano ora alcuni risultati sull'ammissibilità e l' ottimalità di livello. 
4.1 Ammissibilità 
Sia ç un livello ammissibile per il problema PLMFG e sia x un vertice di X ç 
(di conseguenza x appartiene a uno spigolo di X). Si consideri un livello 
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ç +0 dove 0 E 1R indica una variazione di livello; si ha il seguente problema 
parametri co: 
x E Xç+B :== 
{ 
x E X; Ax == b, x > O, } 
ex- ( ç + ()) dx == ( ç + ()) do - co 
Nel seguito si suppone () E JR+ (livelli crescenti) ma valgono considera-
zioni analoghe per il caso di livelli decrescenti (O E JR-). 
Siano: 
• A (0): la matrice di rango m+ l ottenuta aggiungendo come ultima riga 
ad A il vettore 
ex- (ç +B) dx E JRm+l 
• :8: una matrice (di ordine m + l) di base corrispondente a x 
• N: la matrice (di ordine (m + l) x (n - m - l)) costituita dalle colonne 
non di base di A (O) corrispondenti a x 0 
Le coordinate (x13, x:N) del punto x soddisfano il sistema di equazioni: 
- - - [ b ] l BxB + Nx:N == b :== çdo - co E JRm+ 
Lemma 4.1 Le colonne di una base B riferita ad un vertice di Xç possono 
essere così riordinate: 
dove B E JRmxm è una matrice non singolare e q E JRmxl 
Osservazione 4.1 Si noti che una base B ( 0), coincidente con B :e_er e == o 
identifica un vertice x (O) di Xç+o; come conseguenza la matrice A (O) può 
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essere così ripartita: 
A (B) == [B (B) l N (B)] == 
dove: 
• BE ~mxm 
• qE~m 
• N E ~mx(n-m-1) 
• CB, dBE ~m 
• Cq,dqE ~ 
• c- d-E ~n-m-1 
N' N 
Le coordinate di x (B) == (x13 (B), x N (B)) soddisfano il sistema di equazioni: 
B (B) x 13 (B)+ N (B) xN (B) =h (B) := [~e+ B) do_ eo J E ~m+l 
xN(B)==O 
Lemma 4.2 Condizione necessaria e sufficiente affinché la matrice: 
sia non singolare è che: 
dove: 
• 81 == cq- çdq- (cB- çdB) B-1q E~ 
• 82 == -dq + dBB-1q E ~ 
Si indichi con () l'eventuale valore ~ositivo di B che rende nullo 8 (B), nel 
caso tale valore non esista si ponga B == +oo. Si ha: 
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Proposizi_?ne 4.1 Condizione necessaria e sufficiente affinché il punto x {B) E 
X, (} =/:. (} le cui coordinate soddisfano il sistema di equazioni lineari: 
{ 
B (B) XJ3 (B) +N (B) X}\r (B) == h (B) 
X}\r (B) == o 





8 (B) = 
• v:== (Lb + {çdo- co) B-1q, {-cB+ çdB) B-1b + çdo- co) E JRm+l 
• w: == (Pb + doB-1q, dBB-1b +do) E JRm+l 
essendo 
• L== 81B-l + B-1q {cB- kdB) B-1 E ]Rmxm 
• p == 82B-1 + B-lqdBB-1 E ]Rmxm 
Osservazione 4.2 Quando(} < B, se 8 (O) > O la condizione (7.5) è equiva-
lente al sistema: 
v +Bw >O 
se invece 8 (O) < O la condizione (7.5) è equivalente al sistema: 
v +Bw <O 
Inoltre per ipotesi il sistema: 
(v+ Bw) /8 (B) > O 
ammette per ipotesi la soluzione(} == O corrispondente allivello iniziale ç. 
Se si studia l'ammissibilità del punto solamente per livelli crescenti deve 
essere(} > O; l'insieme dei valori di(} che soddisfa: 
{ 
{v + Bw) /8 { (}) > O 
B>O 
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è un intervallo eventualmente degenere I di JR+. Si ponga() A == sup I. 
4.2 Ottimalità di livello 
Sia x 0 una soluzione di base ottima di livello di PL(ç), si vogliono trov~e 
delle condizioni con le quali stabilire per quali livelli ç + e, con e < () e 
() < ()A, il punto x (e) di coordinate: 
{ 
:B (e) x 13 (B)+ N (e) xN (e) ==h (e) 
XN (e)== 0 
è una soluzione ottima per il problema PL( ç + e). 
Posto: 
vale il seguente: 
Teorema 4.1 Condizione necessaria e sufficiente affinché un punto x (e) 
vertice di Xç+o, con ç + e E 3, sia una soluzione ottima di livello per 
PLMFG è che esista una base B (e) tale che valga: 
8 (e) == 81 + e82 #o 
:B (e) x 13 (e)+ N (e) xN (e)== h (e) 
XN (e)== 0 
(v+Bw)j8(e) >O 
iiN (e)< o 
Osservazione 4.3 Se e < B la disuguaglianza iiN (e) < o è equivalente ad 
un sistema di disequazioni lineari in e. 
L'insieme degli incrementi di livello tali che per la base B (e) si ha h N (e) < 
O è quindi un intervallo J di numeri reali~ tale intervallo può essere even-
tualmente degenere ma comunque include il valore e == O per ipotesi. Si 
indichi eols == sup {e : () E J}. 
Si presentano ora condizioni di ottimalità per i punti che sono soluzioni 
ottime di livello. Si consideri uno spigolo s di X, i punti x (e) appartenenti 
ad s sono vertici di Xç+O e al variare del livello sono identificati dalle stesse 
variabili di base e da una stessa base B (e) di JRm+l. Per un fissato livello ç 
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~i indichi e= min {e A, eo!s, B} (nel caso fosse e A= eols =e= +oo sarà 
() == +oo) e si consideri la restrizione della funzione obiettivo di PLMFG 
allo spigolo s per() E ~+ e per() < iJ. Poiché per x E s è X :N ( ()) == O, si 
ha: 
Si possono formulare condizioni di ottimalità locale per v studiando il segno 
della derivata di tale restrizione: 
dove si è posto: 
• (31 == h13w82 + ho8~ 
• fJ2 == 2ho8182 + h13v (1 -a) 82 + h13w (1 +a) 81 
• (33 == h13 (v+açw) 81 - h13vaç82 + ho8i 
Definizione 4.1 Una semiretta r C X tale che 
sup{'l/; (x) ;x E X}== sup{'l/; (x) ;x E r} 
viene detta raggio estremo di PLMFG. 
Lemma 4.3 Se uno spigolo s di X contiene soluzioni ottime di livello, allora 
l 'insieme di tali soluzioni costituisce un segmento od una semi retta inclusi 
in s. 
Essendo continua la funzione valore ottimo si dimostra il seguente: 
Teorema 4.2 Se PLMFG non ha soluzione ottima allora ammette almeno 
un raggio estremo. 
5 Un algoritmo per il problema PLMFG 




Risolvere PF: inf c~x+co; 
xEX d x+do 
IF (PF ammette minimo){ 
SOLPF:=una soluzione ottima di PF; 
VALOTT :=valore ottimo della funzione; 
LIVCORR :=livello corrispondente a SOLPF; 
SOLCORR :=SOLPF; 
DIRCORR :=0; 




SOLPF :=l'origine di un raggio estremo di PF; 
VALOTT :=valore ottimo della funzione; 
LIVCORR :=livello corrispondente a SOLPF; 
SOLCORR :=SOLPF; 
DIRCORR :=O; 
esegui PARSOLVE (LIVCORR, +l); 
IF (ANCORA) { 
esegui PARSOLVE (LIVCORR, -l); 
}; 
IF DIRCORR =O{ 
punto di ottimo è SOLP F; 




origine di un raggio estremo è SOLPF; 
direzione del raggio estremo è DIRCORR; 
estremo superiore della funzione è VALOTT; 
La procedura di risoluzione parametrica PARSO LVE (k, SIGN) per pro-




Risolvere PL(ç): sup hrx +ho 
X E X t = {x E X eT x+co - c} 
.,. dTx+do - ~ 
IF PL( ç) ammette soluzione ottima{ 
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SOL :=soluzione di base di PL(K); 
BASE :=base corrispondente; 






LIVNS :=sup { B : BASE ( ç + SIGN · B) è non singolare}; 
LIVAM :=sup { B: SOL ( ç + SIGN · B) è ammissibile}; 
LIVO L :=sup { B:SOL (ç + SIGN ·B) è una soluzione ottima di livello}; 
INCMAX:=min{LIVNS,LIVAM,LIVOL}; 
IF (INCMAX == O) { Il se non si può incrementare il livello 
} 
INCRLIV :=NO; 
IF 3 un'altra soluzione di base non considerata{ 
SOL :=nuova soluzione di base di PL(K); 
BASE :=base corrispondente; 
} 
ELSE{ Il non esiste altra base 
ALTRABASE :=NO; 
}; 
ELSE{ Il se si può incrementare il livello 
IF SUP = +oo{ Il se l'estremo superiore è +oo 
}; 
OPT:=+oo; 
SOLCORR :=origine del raggio estremo; 




ELSE{ Il se l'estremo superiore è finito 
IF SUP >OPT { Il se il valore è migliore 
OPT:=SUP; 
IF 3 un incr. amm. Bo t.c. v (ç +Bo) = SUP{ 
SOLCORR :=SOL (ç +Bo); 
IF INCMAX < +oo { 
















ELSE{ l l si ha un raggi o estremo 
}; 
SOLCORR :=origine del raggio estremo; 




ELSE{ Il se il valore è non migliore 
}; 
IF INCMAX < +oo{ 
} 







ELSE{ Il PL(ç) non ammette soluzione ottima 
}; 
OPT:=+oo; 
SOLCORR :=origine del raggio estremo; 
DIRCORR :=direzione del raggio estremo; 
ALTRABASE :=NO; 
PROSEGUI:=NO; 
Per quanto riguarda la regola d'arresto, è ovvio che se da un vertice x 0 
di X k non è possibile trovare un vertice lungo il quale aumenti il livello 
della funzione (ex+ c0 ) / (dx + d0 ) significa che l'intero insieme dei li-
velli ammissibili è stato esplorato. 
Si dimostra che l'algoritmo proposto è finito, infatti: 
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Teorema 5.1 Per qualunque istanza del problema PLMFG l 'algoritmo pro-
posto termina in un numero finito di passi. 
Osservazione 5.1 In [25] viene suggerito di applicare la parametrizzazione 
utilizzata per risolvere PLMF alla somma di una funzione lineare e di un 
rapporto tra frazioni affini. Allo stesso modo si può procedere per risolvere 
la generalizzazione seguente: 
PLSFG: 
dove: 
• h, c, d E JRn 
• co, do, ho E IR 
• A E }Rmxn 
• bE !Rm 
•aEIR 
sup 1/; (x) == (hx+hot~ + ~~!~: 
x E X== {x E !Rn;Ax == b, x> O} 
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Conclusioni 
Nel presente lavoro si sono studiate alcune classi di problemi di program-
mazione matematica mediante tu1 approccio parametri co noto come metodo 
delle soluzioni ottime di livello. L' applicazione di questa metodologia al 
problema bilivello lineare, ha permesso di trovare delle interessanti limi-
tazioni del valore ottimo del problema. Inoltre è stato possibile stabilire 
una corrispondenza tra problemi risolti in letteratura con il metodo delle 
soluzioni ottime di livello e problemi bilivello. 
Lo studio del problema esponenziale lineare ha permesso di stabilire alcune 
proprietà teoriche e la conseguente formulazione di un algoritmo risolutivo 
che sfrutta tali proprietà 
Infine il metodo delle soluzioni ottime di livello è stato applicato ad una 
generalizzazione di una classe di problemi e ne ha permesso la soluzione 
mediante l 'utilizzo dell'algoritmo che risolveva il caso particolare. 
Eventuali sviluppi nello studio e nella ricerca relative a questo argomento 
si potrebbero avere migliorando le limitazioni ottenute per il problema bi-
livello e ampliando ulteriormente le classi di problenu trattabili con questo 
tipo di approccio parametrico. Si potrebbero, per esempio, affrontare pro-
blemi economicamente interessanti quali il problema del produttore quando 
la funzione obiettivo sia del tipo Cobb-Douglas. 
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