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Abstract 
Matrices which can be identified as system matrices 
corresponding to (linear constant) multivariable delay-differential systems 
are considered. These matrices are extensions of the state-space and 
polynomial system matrices which are encountered in connection with 
multivariable ordinary differential systems. Whereas these latter matrices 
have elements which are polynomials in one variable, the matrices 
considered have elements which are polynomials in two or more variables. 
The matrices considered are treated in two ways. In the first 
approach the results available for matrices corresponding to ordinary 
differential systems can be readily extended to results for those 
corresponding to delay-differential systems. However, the main intention 
is to consider the extension of results without using this approach. 
Several results are in fact established for the matrices under consideration. 
Many of these results involve the new concept of zeros of matrices of the 
form considered. 
Although the second approach to these matrices is treated 
initially as a purely mathematical exercise, it is then shown that there 
is some physical justification for this approach. This is done by' 
consideration of results concerning the controllability of delay-
differential systems. In fact, the question of controllability of such 
systems is considered in some detail, notsimplywith a view to justification 
of the preceding results. The concept of observability is also considered, 
but not in the same detail. 
In the concluding chapter andthdr type of system matrix 
I 
which can be used in the treatment of delay~~~fferential systems is 
considered. Such a matrix is considered in the context of the results 
obtained in the preceding chapters, and the connections between the 
results given for this form of system matrix and results previously 
obtained are examined. Again the concepts of controllability and 
observability are considered. 
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1. Introduction 
The intention of this thesis is to extend the theory of system 
matrices associated with ordinary differential systems to system matrices 
which may be associated with delay-differential or partial differential 
systems. The major part of this work will be concerned with delay-differential 
systems, but wherever possible partial differential systems will also be 
discussed. 
Much of the theory associated with ordinary differential systems 
is based on the work of Kalman (see for example [1963]or Gilbert [1963]. The 
emphasis here will be on aspects of this theory as developed by Rosenbrock 
[1970]. In particular, extensions of two forms of system matrix defined by 
Rosenbrock will be considered.' 
State-space system matrices associated with ordinary 
differential systems have the form 
[
sin - A 
-c 
(1.1) 
where A, B and C are respectively nxn, nxL and mxn matrices over ~ and D(s) 
is an mxL matrix over ~[s], the ring of polynomials in s with coefficients 
in~. 
A state-space system matrix of the form (1.1) gives rise to an 
mxL transfer function matrix 
( 1. 2) 
This matrix is over ~(s), the field of rational forms in s with coefficients 
in R. 
Of particular interest in the consideration of state-space 
system matrices are conditions under which they are connected by 
1. 
transformations of system similarity. That is, by transformations of the form 
[H-
1 Oj [si - A B l rH 0] 
o rm n-e D(s) lo IL 
= [sin - l 
-c' 
(1. 3) 
where His a non-singular nxn matrix over~. 
Polynomial system matrices associated with ordinary differential 
systems have the form 
[ 
T(s) 
-V(s) 
U(s)] , 
W(s) 
where T(s), U(s), V(s) and W(s) are respectively rxr, rxL, mxr and mxL 
matrices over ~[s] and jT(s) I ~ 0 • 
(1.4) 
A polynomial system matrix of the form (1.4) gives rise to an 
mxL transfer function matrix over ~(s) of the form 
~(s} = V(s}T-1 (s)U(s) + W(s) • (1.5) 
In the case of polynomial system matrices over 1R [ s] much 
interest centres on transformations of strict system equivalence between them. 
That is, transformations of the form 
[M(s) 0 J ~ T(s) U(s] [N{s) Y(s)] [ I u}s~] T(s) X(s) Im -V(s) W(s) 0 IL = -vts) W(s} • (1.6) 
Here M(s), N{s), X(s) and Y(s) are respectively rxr, rxr, mxr and rxL matrices 
over~ [s] • Moreover, M(s) and N(s) are unimodular over~ [s] in the sense 
that their inverses are also over~ [s] rather than fR (s). 
In the Rosenbrock treatment of matrices over ~[s] , great 
emphasis is placed on the Smith form. For a pxq matrix K(s) over IR[s] the 
Smith form is defined as the matrix 
[E(s) o] p < q 
S(s) = E(s} ; p = q 
[ E~s)J p > q 
2. 
Here 
E(s) = diag [e. (s)] , 
1 
where the ith invariant polynomial 
di(s) 
= d. (s) 
1-1 
; i = 1,2, ••• ,min(p,q) , 
and the determinantal divisor d.(s) is the greatest common divisor of all the 
1 
ith order minors of K(s), (d0d~fl). All of the non-zero determinantal divisors 
and invariant polynomials will be monic as polynomials in l't[s], 
It is appropriate to note here that throughout this thesis, 
whenever matrices whose elements are polynomials in one or more indeterminates 
are involved, any statement made concerning the rank of a matrix without 
additional qualification will be taken to mean that the rank takes the value 
given, except possibly for particular values in G: of the indeterminates. 
Now, two pxq matrices over lR [s] are said to be equivalent 
if there exist unimodular matrices M(s) and N(s) over~ [s], which are 
respectively pxp and qxq, such that 
, 
M(s)K(s)N(s) = K(s) 
It can be shown (see for example Rosenbrock and Storey [1970]) 
that any matrix over~[s] is equivalent to its Smith form. From this result 
it is clear that matrices over 11!:. [s] are equivalent if and only if they 
have the same Smith form. 
Using this result it is possible to establish the equivalence 
of any rxr matrix over IR. [ s J with a matrix of the form 
(1.7) 
Here A is an nxn matrix over ~ which can be in any one of several standard 
forms. It can then be shown that any polynomial system matrix over ~[s] is 
3. 
strictly system equivalent to a state-space system matrix. 
Transformations of strict system equivalence between system 
matrices over ~[s] can now be seen to preserve the Smith forms of the 
matrices 
[r(s) u(s)] 
and 
[ 
T{s)] • 
-V(s) 
(1.8) 
(1.9) 
Similarly, transformations of system similarity between state-space system 
matrices will preserve the Smith forms of the matrices 
and 
[si - A 
n 
B) (1.10) 
( 1.11) 
Now, a very important feature in the establishment of the 
equivalence of a matrix over ~[s] with its Smith form, and hence in the 
establishment of many other results, is the fact that the ring ~[s] is a 
Principal Ideal Domain. For polynomials in ~[s] the following results in 
particular hold (see for example Birkhoff and McLane [1965]):-
A(i) every polynomial has a factorisation into irreducible elements 
which is unique apart from constant factors, 
A(ii) given non-zero polynomials a(s) and b(s), there are unique 
polynomials r
1 
(s) and r2 (s) such that 
a(s) = b(s)r
1 
(s) + r 2 (s) 
and 6(r2 (s)) < 6(b(s)), where 6(x(s)) denotes the degree of polynomial x(s), 
A(iii) if polynomials a(s) and b(s) have greatest common divisor c(s), 
then there are polynomials r (s) and r (s) such that 
1 2 
a(s)r1 (s) + b(s)r2 (s) = c(s), 
4. 
A(iv) polynomials a(s) and b{s)arerelatively prim~ in the sense that 
their greatest common divisor is 1, if and only if there are polynomials 
r
1 
(s) and r 2 (s) such that 
a(s)r (s) + b(s)r (s) = 1 • 1 2 
These results can in fact be generalised for matrices over 
~ [s] (see for example Barnett [1971]). 
As has been mentioned previously, much consideration has been 
given to the establishment of conditions under which state-space system 
matrices are system similar or polynomial system matrices are strictly 
system equivalent. It is in fact only necessary to consider the strict system 
equivalence of polynomial system matrices. It can be shown that state-space 
system matrices (which are clearly special cases of polynomial system 
matrices) are system similar if and only if they are strictly system 
equivalent. 
To tie in with the definition of strict system equivalence 
originally given by Rosenbrock, rather than other definitions which have 
recently been given (see for example Rosenbrock [1977]), it will now be 
assumed that for a polynomial system matrix of the form (1.4) r ~ 6(Jr(s)J), 
the degree of Jr(s)J as a polynomial ins. 
Consider polynomial system matrices for which the Smith forms 
of the matrices corresponding to the matrices (1.8) and (1.9) are [I 0] 
and [~r] respectively. Such polynomial system matrices are strictlyrsystem 
equivalent as defined by (1.6) if and only if they correspond to the same 
transfer function matrix Gp(s) given by (1.5). 
Clearly, it is now important to be able to say when the 
conditions on the matrices (1.8) and (1.9) hold. In this context the 
following statements are equivalent:-
B(i) 
B(ii) 
the Smith form of the matrix (1.8) is [I o] , 
r 
there exist matrices P(s) and Q(s) over ~[s] such that 
5. 
T(s)P(s) + U(s)Q(s) = I 
r 
(1.12) 
B(iii) the matrices T(s),U(s) are relatively (left)prime over ~[s] in 
I I 
the sense that if there are matrices L(s), T(s) and U(s) over IR. [s] which are 
respectively rxr, rxr and rxL, such that 
[r(s) U(s)] = L(s)[r'(s) I U( s)] , 
then L(s) must be unimodular. 
Similar results hold for the matrix (1.9), except that in the 
counterpart to (1.12) the matrices P(s) and Q(s) act on the left, and in 
the counterpart to B(iii) the matrices T(s),V(s) must be relatively (right) 
prime. 
As previously stated, the system similarity of state-space 
system matrices followsby a corresponding result involving the matrices of the 
form (1.10) and (1.11) and the transfer function matrix GS(s) defined by (1.2). 
In this case the condition that the Smith form of the matrix (1.10) should be 
[I 0] may be stated as a requirement that the state-space system matrix 
n 
has no input-decoupling zeros. Such input-decoupling zeros are defined as the 
zeros of the monic irreducible factors of the invariant polynomials of the 
matrix (1.10). The condition that the Smith form of the matrix (1.11) be 
can also be stated as a requirement that the state-space system matrix 
has no output-decoupling zeros. 
It is well known that the state-space system matrix (1.1) has 
no input-decoupling zeros if and only if the nxnL matrix 
J: (A,B) = [B AB • An-1B] (1.13) ... 
has full rank. Also, the state-space system matrix has no output-decoupling 
zeros if and only if the nxnm matrix 
(1.14) 
has full rank. 
6. 
The matrices (1.13) and (1.14) are usually referred to as 
the controllability and observability matrices respectively because the 
controllability and observability of the corresponding ordinary differential 
system depends on these matrices. When either of these matrices does not 
have full rank it is possible to decompose the state-space system matrix 
using a transformation of system similarity to leave a smaller system matrix 
which corresponds to the same transfer function matrix, but which has no 
decoupling zeros. 
Having introduced some of the concepts involved in the 
consideration of system matrices corresponding to ordinary differential 
systems, the results to be obtained in this thesis will now be discussed, 
The obvious extensions of polynomial system matrices of the 
form (1.4) to p dimensions are polynomial system matrices of the form 
' 
( 1.15) 
where T(s ,s , ••• ,s ), U(s ,s2 , ••• ,s ), V(s ,s2 , ••• ,s) and W(s ,s2 , ••• ,s) 12 p 1 p 1 p 1 p 
are respectively rxr, rx.e, mxr and mx.e matrices over m_ [s ,s , .. , ,s ], the 
1 2 p 
ring of polynomials ins ,s , ••• ,s with coefficients in ll. 
1 2 p 
There are several possible extensions of state-space system 
matrices of the form (1.1). One possibility would be to consider matrices of 
the form 
[
s I - A(s , .. , ,s ) 
1 n 2 p 
-C(s , ... ,s ) 
2 p 
' 
(1.16) 
where A(s , ••• ,s ), B(s , ••• ,s ), C(s , ••• ,s) and D(s ,s , ••• ,s) are 
a p a p a p la p 
respectively nxn, nx.e, mxn and mx.e matrices, The first three of these matrices 
will be over £ [ s , .. , , s J and D ( s , s • , , • s ) will be over IR. [ s , s , ... , s J. 
a p 12 p la p 
In utilising this form of system matrix a special emphasis is 
being placed on the indeterminate s1 , For delay-differential systems s1 would 
7. 
clearly correspond to the differential operator, whiles , ••• ,s would 
2 p 
correspond to delay operators. In the case of partial differential systems 
s might correspond to differentiation with respect to time, whereas 
l 
s , ••• ,s correspond to differentiation with respect to spatial variables. 
2 p 
A second possibility would be to consider matrices of the 
form 
s I -A -A . • • -A B 1 n 11 12 1P 1 1 
-A s2 I -A 2 -A2p B2 21 ~la 2 • • 
. 
. (1.17) 
. . • ' 
-A -A s I -A B p1 p2 p n p pp p 
-C -c -C D(s ,s , ••• ,s) 1 2 p 1 2 p 
where Aij((l,l) ~ (i,j) ~ (p,p)) , Bi (i = 1,2, ••• ,p) and Cj (j = 1,2, ••• ,p) 
are respectively n.xn., n.xL and mxn. matrices over~, and D(s ,s , ••• ,s ) is 
1J 1 J 12 p 
an mxL matrix over~ [s ,s , ••• ,s ]. This form of matrix will usually lend 
l 2 p 
itself to partial differential systems. 
Now, the most important difference between the rings ~[s] and 
~[s ,s , ••• ,s] is that the latter is not a Princ~al Ideal Domain. It is a 
l 2 p / 
Unique Factorisation Domain in the sense that there is a counterpart to the 
property A(i) for polynomials in 1R [s1 ,s2 ,. • .,sp]. Also, it is a Noetherian 
Domain in the sense that every ideal in ~[s ,s , ••• ,s] is finitely 
1 2 p 
generated, rather than being principal (see for example Godement [1969]). The 
properties A(ii), A(iii) and A(iv) do not directly extend for polynomials in 
~[s ,s , ••• ,s ]. The extension of results previously stated for matrices 
1 a p 
over ~[s] to corresponding results for matrices over12.[s ,s , ••• ,s] is 
1 a p 
therefore not necessarily straightforward. 
However, it is possible to extend results if the matrices 
involved are considered as matrices over ~(s , ••• ,s )[s ], the ring of 
2 p 1 
polynomials in 
s , ••• ,s with 
2 p 
s with coefficients in the field of rational forms in 
l 
coefficients in 11:: • ~(s , ••• ,s ) [s J is a P. I. D., so that 
2 p 1 
8. 
-----------------------------------------------------
extensions of the foregoing results for matrices over ~[s] can be obtained 
in a relatively straightforward manner. 
The results thus obtained will'then be similar to results 
previously obtained. Zakian and Williams [1972] obtained results for system 
matrices corresponding to delay-differential systems by considering matrices 
whose elements were polynomials with coefficients in a ring of delay 
operators. Kamen [1974,1975a] also obtained results by establishing the 
isomorphism of a Noetherian operator ring generated by a convolution algebra 
of distributions with R [s ,s , ••• ,s ]. 
1 2 p 
The approach suggested above places an extra significance on 
the variable s and would be appropriate to the circumstances mentioned above 
1 
in which state-space system matrices of the form (1.16) are utilised. In 
particular, this approach would seem suitable in the case of delay-differential 
systems. However, it would not always be appropriate for partial differential 
systems. Also, it can be seen that this approach may affect the causality 
when used in connection with delay-differential systems. 
For these reasons, but originally for reasons of 
mathematical interest, it is intended to consider the extension of the fore-
going results for matrices over~ [s] without adopting this approach. This 
will be done in particular for the two-dimensional case corresponding to 
certain delay-differential systems. The matrices under consideration will thus 
be taken to be matrices over ~[s,z], where swill correspond to the 
differential operator and z to the delay operator. 
In the next chapter results concerning general matrices over 
~ [s,z] will be sought. First of all the straightforward extension of results 
for matrices over ~[s] to matrices over ~(z)[s] will be carried out. In 
doing this some of the results obtained by Morf, Levy and Kung [1977] will be 
encountered. 
Then results will be obtained without using this approach. 
These results will involve the new concept of zeros of a matrix over ~[s,z]. 
9. 
The main result which will be proposed will concern, the equivalence of a 
matrix with its Smith form over ~[s,z]. It is inspired by a result given 
by Van der Waerden [1950] which allows a counterpart for polynomials in 
~[s,z] of the property A(iv). Other results will follow on the assumption 
of the validity of this result. Also, a division algorithm for matrices over 
~[s,z] which is similar to a counterpart for polynomials in ~[s,z] of the 
property A(ii) given by Deskins [1964] will be presented. 
To conclude the second chapter, conditions under which a 
general rxr matrix over ~[s,z] is equivalent to an extension of a matrix of 
the form (1.7) will be discussed. The results obtained will be of use later 
in the discussion of system matrices over lit [s,z]. One of the conditions 
discussed will follow from the alternative approach of Wolovich [1974] to 
the equivalence of matrices over ~[s]. 
In the third chapter the focus of attention will be switched 
to matrices which are particular forms over ~[s,z] of system matrices 
of the form (1.15) and (1.16). Transformations of system similarity and strict 
system equivalence will be redefined for such matrices. Again, it is straight-
forward to extend previous results for system matrices over ~[s] to these 
system matrices if they are considered as matrices over~ {z)[s], but the 
main intention will be to carry out this extension without using this 
approach. 
First of all the decomposition of the state-space system 
matrix using a transformation of system similarity will be discussed. Then 
conditions under which transformations of system similarity exist between 
state-space system matrices over~ [s,z] will be obtained. These conditions 
will involve the concepts of decoupling factors and decoupling zeros of state-
space system matrices over ~[s,z]. The results obtained will be seen to 
subsume results given by Morse [1976]. Cond]tions under which polynomial 
system matrices overlt[s,z] are strictly system equivalent will also be 
discussed. 
10. 
In the fourth chapter the concept of controllability for 
delay-differential systems will be considered, The discussion will centre 
on the concepts of ~n-controllability and function-space null controll-
ability, following definitions given by Thowsen [1977]. The natural extension 
of the controllability matrix (1.13) will be seen to play an important part 
in these discussions, although not in as straightforward a manner as the 
controllability matrix does in the case of ordinary differential systems. 
Of particular interest in the case of lt. n-controllability will 
be a necessary and sufficient condition given by Williams and Zakian [1977]. 
This condition generalises conditions given earlier by Kirrillova and 
Curakova [1967] for systems with only a single delay in the state and by 
Sebakhy and Bayoumi [1973] for systems with delay only in the control. 
Another type of controllability, defined by Choudhury [1972] for systems with 
a single delay in the state will be identified as being equivalent to ~n­
controllability. 
Several results concerning function-space null controllability 
will also be examined, In particular a condition given by Tahim [1965] for 
systems with a single delay in the state will be considered. This condition 
is not necessary for function-space null controllability, as was originally 
claimed, but it has been shown by Buckalo [1968] to be sufficient. In the 
discussion of systems of the above form use will be made of a series solution 
for such systems given by Tsoi [1975]. 
Throughout ,the above discussion the emphasis will be on 
algebraic criteria which can be applied either to the state-space system 
matrix or to the controllability matrix. However, it is clear from the work 
of Weiss [1967] that for systems with delay in the state the .concepts of 
pointwise comp:eteness and degeneracy play an important part. Some results 
given by Popov [1972] may be used in this context. 
In the discussion of function-space null controllability it 
will be seen that the input-decoupling zeros of the system matrix play an 
11. 
important role. The observations made in this context will be seen to be in 
agreement with results given in different forms by Kamen [1975b] and 
Marchenko [1977]. As a consequence of results obtained in this chapter it 
will be seen that there are valid physical reasons for the treatment of 
system matrices as matrices over ~[s,z] rather than as matrices over 
~(z)[s]. 
Brief mention will also be made of the concept of observability 
for delay-differential systems, but very few algebraic results appear to be 
available in this context. 
In the final chapter a form of state-space system matrix which 
is a particular form of the matrix (1.17) will be considered. Matrices of 
this form have arisen naturally in the study of two-dimensional systems using 
approaches suggested for such systems by Givone and Roesser [1972,1973]. The 
approach suggested by Fornasini and Marchesini [1975,1976] also utilises 
particular forms of these system matrices. Such matrices have been shown to 
be appropriate for delay-differential systems by Zakian and Williams [1973]. 
In this context the system matrix is over it[s,h] where h= 1/z. 
It will be shown how this new form of system matrix can be 
related to the system matrices discussed in the previous chapters, and 
results involving the various types of system matrices will be related. One of 
these results will be seen to be in agreement with a result given by Eising 
[1979]. 
Various definitions of controllability and observability have 
been given for systems corresponding to this new form of system matrix by 
Kung, Levy, Morf and Kailath [1977]. These definitions will be considered in 
the light of the results of the previous chapters. Particular reference will 
be made to the controllability and observability matrices originally 
developed by Roesser [1975] which are utilised in this context. 
A possible form of system similarity between these latter 
types of system matrices will be considered. It will be shown to correspond 
to a restricted form of system similarity between state-space system matrices 
12. 
of the form discussed in the third and fourth chapters. Another possible 
form of transformation between the latter types of system matrices will 
be introduced. 
It has been the intention in preparing this thesis to present 
a body of work which is largely self contained. The main results presented 
here for two-dimensional systems do not depend to any great extent on 
previously obtained results, although in some cases they have been compared 
to results obtained by other authors. 
Unless otherwise specified the material of the last four 
chapters is original, certainly in the form in which it is presented here. 
13. 
2. Matrices over ~[s,zJ 
2.1 Some preliminary definitions and results 
Consider a pxq matrix K(s,z) over ~[s,z] which has rank 
t. By extension of the definition for a matrix over ~[s], the Smith form 
over ~[s,zJ of K(s,z) is defined to be the pxq matrix 
[E(s,z} o] p < q 
S ( s, z) = E ( s, z) p = q 
t(:,z)] p>q 
' 
where 
E(s,z} = diag[ei(s,z)], ' 
Here the diagonal elements of E(s,z) are the invariant polynomials over 
il[s,z] of K(s,z), given by 
def 
where d
0 
= 1 
d. (s,z) 
e.(s,z) = d 1 ( ) 1 . s ,z 
1-1 
i = 1,2, ••• ,min(p,q} , 
and the determinantal divisor d.(s,z) is the greatest common 
1 
divisor of all the ith order minors of K(s,z), This greatest common divisor 
is taken to be manic as a polynomial in ~[s,z]. That is, the coefficient 
of the term of highest degree is 1. 
When a polynomial contains more than one term of highest 
degree this restriction will be applied to the term which also has highest 
degree in s. This is done simply for the convenience of this thesis, Perhaps 
a better definition, which would not distinguish between s and z, would be 
that the sum of the coefficients of the terms of highest degree is 1. 
Whichever definition is used the determinantal divisors will differ only 
by factors in ~. 
In order to tie in with the two different treatments of the 
matrices considered here, a second definition of the Smith form is also 
14. 
necessary. The Smith form Ss(s,z) over Gl(z)[sJ of the pxq matrix K(s,z) 
has the same Smith form as S(s,z) above, but in this case the invariant 
polynomials e~(s,z) are defined in terms of determinantal divisors d~(s,z) 
which are monic as polynomials in ~(z)[s]. That is, whose coefficient of 
the term of highest degree in s is 1. Although it will not be used 
extensively here, it is of course also possible to define Sz(s,z), the 
Smith_ form of K(s,z) over ~(s)[z] 
Exam2le 2.1 If K(s ,z) = [: 0 :J sz+l 0 
S ( s, z) = ~ 0 :.(.J 1 0 
Ss(s,z) = 1 0 .:~)] and Sz(s,z) = [: 0 .: . .;J 0 1 1 0 0 0 
It should be noted that if IK(s,z)l is monic as a polynomial in ~(z)[s], 
then S(s,z) = DSs(s,z) , where D is a diagonal matrix over 6l. 
These different definitions of the Smith form for matrices over 
~ [s,z] lend themselves to different definitions of transformations of 
equivalence extending the definition given for matrices over ~[s] • 
Corresponding to the definition of the Smith form S(s,z), it 
I is appropriate to say that two pxq matrices K(s,z) and K(s,z) are equivalent 
over Rl[s,zJ if they are connected by a transformation of the form 
M(s,z) K(s,z) N(s,z) = K'(s,z) (2.1) 
in which M(s,z) and N(s,z) are respectively pxp and qxq unimodular matrices 
over ~[s,z]. In this case for M(s,z) and N(s,z) to be unimodular, IM(s,zll 
and )N(s,zll must be non-zero elements of~. Alternatively, corresponding 
to the definition of the Smith form Ss(s,z), the matrices K(s,z) and Kts,z) 
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are said to be equivalent over Fl(z)[sJ if the matrices M(s,z) and N(s,z) 
in (2.1) are unimodular over ~(z)[s]. In this case IM(s,z}l and IN(s,z)l 
need to be non-zero elements of ~ (z). 
Equivalence over ~(s}[z] can of course also be defined. 
By considering how the minors of a matrix product can be 
written as combinations of the minors of the constituent matrices, it is 
easy to show that matrices over IR [s,z) which are equivalent over le. [s,z] 
have the same Smith form over ~[s,z]. Also, it is equally easy to show 
that matrices which are equivalent over ~(z}[s] have the same Smith form 
over 111.. (z)[s]. 
Further, by extension of the proof for matrices over ~[s], 
it can be shown that a matrix over E.. [s,z] is equivalent over ~(z)[s] to 
its Smith form over ~(z)[s]. Moreover, since the Smith forms Ss(s,z) and 
S(s,z) differ only by a factor which is a diagonal matrix over ~(z), this 
result extends to equivalence with the Smith form over ~[s,z]. 
One immediate consequence of this remark is that 
e.(s,z)je.~ (s,z} over ~(z}[s]. Also, by the equivalence over ~(s}[z] 
1 1-r1 
of a matrix with its Smith form over ~[s,z], it follows that 
e. (s,z) je.+ (s,z} over ~(s)[z]. 
1 1 l 
Therefore e.(s,z}je.", (s,z) over ~[s,z]. 
1 1-r1 
It also immediately follows that matrices which have the same 
Smith form over 11:. [s,z] are equivalent over ~(z)[s] (or ~(s)[z]). However 
it does not follow that such matrices are equivalent over Bt[s,z]. 
Example 2.2 K'(s ,z) 0 
sz+l 
0 
has the same Smith form as K(s,z) in example 2.1, but there is no transforma-
' tion of equivalence over Hl[s,z] between K(s,z) and K(s,z). 
Now, as has been mentioned previously, the concept of relative 
primeness plays an important part in Rosenbrock's treatment of matrices over 
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~[s]. This concept can be extended to matrices over ~[s,z], and this is 
done in two ways to correspond to the two definitions of the Smith form. 
Suppose that T(s,z) and U(s,z) are respectively rx~ and 
rxt matrices over ~[s,z] and that it is required to determine matrices 
rts,z) and uts,z) which are respectively rxr and rxL over ~[s,z] and an 
rxr matrix L(s,z), such that 
[T(s,z) U(s,z)] = L(s,z)[rts,z) uts,z)], (2.2) 
If, in order for this to be possible the matrix L(s,z) has to be unimodular 
over ~[s,z], then T(s,z), U(s,z) are said to be relatively (left) prime 
over ~[s,z]. Alternatively, if L(s,z) has to be unimodular over ~(z)[s], 
then T(s,z), U(s,z) are said to be relatively (left) prime over~z)[s], 
Again, although little use will be made of it here, relative (left) primeness 
over lt(s)[z] can also be defined, The concept of relative (right) primeness 
can also be similarly extended. 
Now, by extension of the corresponding result for matrices 
over ~[s], it follows that T(s,z), U(s,z) are relatively (left) prime over 
~(z)[s] if and only if the Smith form over lt (z)[s] of the rx(r+L) matrix 
[r(s,z) U(s,z)] (2.3) 
is [I 0] , Also, to complete the extension of the properties B(i), (ii) 
r 
and (iii) given in the introduction, it can be seen that either of these 
conditions is a necessary and sufficient condition for the existence of 
matrices P(s,z) and Q(s,z) (which are relatively (right) prime over ~(z)[s]) 
satisfying the Bezout identity 
T(s,z) P(s,z) + U(s,z) Q(s,z) = I 
r 
(2.4) 
Similar results can of course be stated concerning relative (left) primeness 
over Ul(s)[z]. Results for the concept of relative (right) primeness are also 
easily obtainable. 
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Morf et al have in fact used very similar considerations to 
those above in obtaining results for matrices over ~[s,z]. One result 
which they establish shows that two matrices are relatively prime (either 
on the left or the right) over ~[s,z] if and only if they are relatively 
prime over ~(z)[s] and relatively prime over it{s)[z]. An immediate 
consequence of this remark is the result that T(s,z), U(s,z) are relatively 
(left) prime over ~[s,z] if and only if the Smith form over ~t[s,z] of the 
matrix (2.3) is [rr 0]. This follows since the Smith form over GL[s,z] 
of the matrix (2.3) is [rr 0] if and only if the Smith forms over 
~(z)[s] and ~(s)[z] of this matrix are also [r 0]. 
r 
Having indicated how results for matrices over ~[s,z] can 
be obtained by considering them as matrices over Jt(z)[s], it is the 
intention now to proceed without using this approach. Before this can be 
done it is necessary to consider an apparently new concept concerning matrices 
over ~[s,z]. 
For a matrix over ~[s] it is certainly the case that, if 
the determinantal divisor di(s) is removed from all the ith order minors, 
then the remaining polynomials cannot be simultaneously zero for any value 
of s. This result does not extend for matrices over~[s,z]. It is quite 
possible that, on removal of the determinantal divisor di(s,z) from all the 
ith order minors of such a matrix K(s,z), the remaining polynomials can all 
be simultaneously zero for one or more values of the pair (s,z). Such a 
value of (s,z) will be called an ith order zero of K{s,z). 
Example 2.3 The matrices 
K(s,z) = 
IT 
0 
:I s+z 0 
and Kts,z) = IT 
0 ~ s+z 0 
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both have determinantal divisors 
d (s,z) = l, d (s,z) = s + z and d (s,z) = s(s+z) 2 , 
l 2 3 
When the factor (s + z) is removed from all second order minors of 
K(s,z), the remaining polynomials are simultaneously zero for (s,z) = (0,0), 
I However, when this factor is removed from these minors in K(s,z)! the 
remaining polynomials cannot be simultaneously zero, K(s,z) therefore has 
I 
a second order zero (0,0), while K(s,z) has no zeros. 
Clearly from this example, matrices which have the same Smith 
form do not necessarily have the same zeros as well. 
It is important to note at this point that a transformation 
of equivalence over ~[s,z] will preserve the zeros of a matrix, whereas a 
transformation of equivalence over ~(z)[s] need not do so, From this remark 
it is clear that two matrices which have the same Smith form over ~[s,z] 
but do not have the same zeros are not equivalent over ~[s,z], although 
they are equivalent over ~(z)[s], This point is illustrated by the matrices 
in example 2.3, and also the matrices encountered in the examples 2.1 and 2.2. 
Finally in this section, it should also be noted that a matrix 
over ~[s,z] which has zeros cannot be equivalent over ~[s,z] to its' Smith 
form S(s,z), since this matrix has no zeros, 
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2.2 Matrices over ~[s,zJ which have no zeros 
Consider a pxq matrix K(s,z) which has Smith form S(s,z) 
over nt[s,z]. It has previously been shown that such a matrix is not 
necessarily equivalent over ~~.~ to its Smith form, However, it will now 
be proposed that, if K(s,z) has no zeros as defined in the previous section, 
then it is equivalent over ~[s,z] to its Smith form, 
It is first necessary to observe (following Van der Waerden 
Vol. 2, p.5) that two polynomials t(s,z) and u(s,z) in ~[s,z] have no 
common zeros if and only if there exist polynomials x(s,z) and y(s,z) in 
at[s,z) such that 
t(s,z) x(s,z) + u(s,z) y(s,z) = 1 , 
Then, assuming that p ~ q, the result proposed follows with 
the assertion that a matrix K(s,z) which has no zeros can be brought via a 
transformation of equivalence over 11:. [s,z) to the form 
e
1 
(s,z) R(s,z) , 
where e (s,z) is the first invariant polynomial of K(s,z) and R(s,z) is 
l 
such that its (l,l)th and (1,2)th elements have no common zeros, 
Using the result given by Van der Waerden, a transformation of 
equivalence over~ [s,z] can be constructed which brings R(s,z) to the form 
[~ ' 
where the (p - l)x(q -· 1) matrix K (s,z) has first invariant polynomial 
1 
e
2 
(s,z)/e
1 
(s,z) and no zeros. 
It follows that K(s,z) is equivalent over~ [s,z] to a matrix of the 
form 
0 
e (s,z) 
1 
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(2.5) 
I 
By repeating this procedure transformations of equivalence over ~[s,z] 
can be obtained which bring K (s,z) in (2.5) to the form 
1 
e (s,z)/e (s,z) K(s,z) , 
2 l 
where the (l,l)th and (1,2)th elements of K(s,z) have no common zeros, and 
then bring K(s,z) to the form 
Here the (p - 2)x(q - 2) matrix K (s,z) has first invariant polynomial 
2 
e (s,z)/e (s,z) and no zeros. 
3 2 
Then K(s,z) is equivalent over ~[s,z] to a matrix of the form 
e (s,z) 
1 
0 
0 
0 
e (s,z) 
2 
0 
0 
0 
e (s,z)K (s,z) 
2 2 
This procedure can be successively repeated until K(s,z) has been 
brought to its Smith form S(s,z). 
Example 2.4 The matrix 
K(s,z) = s+l l+z(s+l) 0 (s+l)z 2 z 
s sz+l - (s+l)(s+z) sz 2 z 
0 s(s+l) s+l s(s+l) sz2 (s+l) 
s+l l+z(s+l) - ( s+l)( s+z) z(s+l) 2 z 
(2. 6) 
is brought using a transformation of equivalence of the form (2.1) in which 
M (s,z) = 
1 
1 
-1 
0 
1 
-s(s+l) 0 
-1 0 
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0 
0 
1 
0 
0 
0 
0 
1 
and N (s,z) = l+z(s+1) 0 z2 (s+l) 3 -z z l 
1 -(s+l) 0 -z(s+l) 2 -z 
'0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
to a matrix of the form (2.5) where e (s,z) = 1 and 
l 
K (,,,) = ~ -1 - (s+l)(s+z) 0 
:] l 2 s(s+1)[1-z(s+l)] -s(s+l) s+l 0 - (s+l)(s+z) 0 
Then, using a further transformation of equivalence in which 
M (s,z) = 1 
2 
0 0 0 
0 1 0 0 
0 -s(s+l)2 1 0 
0 0 0 1 
and N ( s, z) = 1 2 0 0 0 0 
0 -1 
- (s+1)(s+z) -z 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
brings K(s,z) to the form (2.6) in which e (s,z) = 1 and 
2 
K2 (s,z) = (s+1)[1+s(s+z)(s+1)
2 
s ~] -(s+z) 0 
Finally, using 
M3 (s,z) = 1 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 s+z 1 
22. 
' 
• 
and N ( s, z) = 1 0 0 0 0 3 
0 1 0 0 0 
0 0 1 -s 0 
0 0 -(s+l)2 (s+z) l+s(s+l) 2 (s+z) 0 
0 0 0 0 1 
K(s,z) is brought to its Smith form 
S(s,z) = 1 0 0 0 0 
0 1 0 0 0 
0 0 s+l 0 0 
0 0 0 s(s+l) (s+z) 0 
The assertion of the equivalence over ~[s,z] of the matrix 
K(s,z) with one of the form e (s,z)K(s,z) is one which is obvious in many 
1 
cases. It is not however a trivial assertion and at the moment further 
justification of it is required. However, if the proposed result is accepted 
as valid, several other results follow immediately. For example, consider an 
rx(r+L) matrix over ~[s,z] written in the form (2.3) which has no zeros. 
The result involving the properties B(i), (ii) and (iii) given in the 
introduction can now be extended for such a matrix. In this case, the 
following are equivalent:-
(i) the Smith form over ~[s,z] of the matrix (2.3) is [I 
r 
(ii) there exist matrices P(s,z), Q{s,z) (which are relatively 
(right) prime over lit [s,z]) such that (2.4) holds, 
o], 
(iii) the matrices T(s,z) U{s,z) are relatively (left) prime over 
~[s,z]. 
The properties (i) and (iii) have already been seen to be 
equivalent for any matrices over R [s,z]. The second property is only 
equivalent to the other two onder the condition that the matrix (2.3) has 
no zeros. 
Example 2.5 T(s,z) = s + 1, U(s,z) = z are relatively (left) prime over 
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P. [s,z], but there is no matrix 
[s+l 
fp(s,z)] over ~[s,z] 
lq(s,z) 
1. 
such that 
Finally in this context, it should be noted that a necessary 
and sufficient condition for the existence of matrices P(s,z} and Q(s,z) 
satisfying (2.4) is that 
rank[ T(s, z) U(s,z)] = r for all (s,z) (2.7) 
Under the condition that the matrix (2.3) has no zeros, a 
result inspired by the work of Morf et al on the extraction of the greatest 
common divisors of two matrices over ~[s,z] can now be established. First 
of all it will be necessary to define the greatest common (left) divisor of 
two such matrices. 
Suppose there are matrices L(s,z), rts,z) and ~(s,z) over 
~[s,z] such that (2.2) holds. Then L(s,z) is called a common (left) divisor 
over Al[s,z] of T(s,z), U(s,z). Moreover, if for any other common (left) 
divisor L'(s,z) over '11! [s,z] there exists a matrix X(s,z) over 1R.[s,z] such 
that 
L(s,z} = L'(s,z} X(s,z) 
' 
then L(s,z} is called a greatest common (left) divisor over ~[s,z] of 
T(s,z), U(s,z}. 
Then, if the matrix (2.3) has no zeros, a matrix L(s,z) over 
~[s,z] is a greatest common (left) divisor over 1R. [s,z] of T(s,z), U(s,z} 
if and only if there exists a unimodular matrix N(s,z) over Rl[s,z] such 
that 
[r(s,z) U(s,z)]N(s,z} = [L(s,z) o] . (2.8) 
This result follows from the remark that L(s,z) is a greatest 
common (left) divisor over ~[s,z] of T(s,z}, U(s,z} if and only if there 
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exist matrices T\s,z), U~s,z) over ~[s,z] such that (2.2) holds and 
T\s,z), U\s,z} are relatively (left) prime. 
Clearly if this latter condition holds there is a unimodular matrix 
N(s,z) over ~[s,z] such that 
[r'(s,z) uts,z)]N(s,z} = [I 0] • 
r 
(2.8) then follows by postmultiplication of (2.2) by N(s,z). 
Conversely, if (2.8) holds 
[T(s ,z) U(s,z)] = [L(s,z) O]N-1 (s,z) 
~ 
where the matrix [N11 (s,z) 
= L(s,z)[N (s,z) 
ll 
N (s,z)] 
12 
N (s,z)] is made up of the first r rows of 
12 
1 ~ ~ N- (s,z). N (s,z), N (s,z) are clearly relatively (left) prime, since 
11 12 
otherwise N(s,z) cannot be unimodular. 
Example 2.6 Since 
z(s+l) 
2z 
-z 
1 
0 
is a greatest common (left) divisor 
This can be seen since 
z(s+l) 
2z ~][~ 1 z 
0 I 
I 
z I 
~] 
~] 
' 
and g ~] ' [~] are relatively (left) prime over IR [s,z] • 
' 
To conclude this section, a simple extension of the property 
A(ii) for polynomials in ~[s] to matrices over ~[s,z] will be presented. 
It extends a result given by Barnett (p.2) for matrices over ~[s], and is 
inspired by a result given by Deskins (p. 307) which can be seen to assert 
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the existence of a division algorithm for division of polynomials in ll[s,z] 
by manic polynomials in nt(z)[s]. Although this result does not directly 
involve the concept of zeros of matrices over ~[s,z], it is appropriate in 
this section because it concerns the extension of a result for matrices over 
~[s] to matrices over ~[s,z] rather than ~z)[s]. 
Consider two matrices over ~[s,z] written as matrix polynomials 
in s 
p i T(s,z) = i~o T. (z) s J. 
q 
sj and U(s,z) = .I: U. (z) 
' J=O J 
where T.(~(i = O,l, ••• ,p) and U.(z) (j = O,l, ••• ,q) are respectively rxr 
J. J 
and rxL matrices over At[z]. 
By extension of the corresponding result for matrices over 
~[s], it can be seen that if ITp(zll I 0 there exist unique rxL matrices 
P(s,z) and Q(s,z) over it(z)[s] such that 
U(s,z) = T(s,z) P(s,z) + Q(s,z) , (2.9) 
and 6 [Q(s,z)] < 6 [T(s,z)]. 
s s 
Here 6s[K(s,z)] denotes the degree of the matrix K(s,z) as a matrix polynomial 
in s. 
Further, if Tp (z) is unimodular over ~ [z] rather than At (z), 
then the matrices P(s,z) and Q(s,z) in (2.9) are over ~[s,z]. 
For, writing 
q-p k P(s,z) = Jo Pk(z) s 
p-l L and Q(s,z) = J.o QL (z) s 
(it is assumed q ~ p, otherwise the result follows easily), and equating 
coefficients of sin (2.9), it follows that 
26. 
q-p-k 
= T~1 (z) [uq+k (z) -
P (z) = T-1 (z) U (z) 
E T (z) 
r=1 p-r Pk+r(z)]; k = O,l, ••• ,q-p-1 , 
q-p p q 
and 
£, 
= U n - E T ._ (z) P (z) 
"' r=o u-r r 
L = 0,1, ••• ,p-1 • 
Example 2.7 If 
T(s,z) = rs2 +l+z2 
L sz 
and U(s,z) = 
then 
P(s,z) = P (z) + P (z)s 
0 1 
and Q(s,z) = Q
0
(z) + ~ (z)s , 
where 
p (z) = e-1 -~] ' P (z) = [~ ~] 0 1 1-z 
Qo (z) [ 3 2 ~z2J and ~ (z) tl-zaa ~] . = -z +z -z+l = 2+z 2+z-z 
A corresponding result for division by T(s,z) on the right 
follows similarly. 
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2.3 Equivalence of a matrix over ntis,zJ with a standard form 
Following the previously stated result for matrices over 1!.[s], 
it is straightforward to show that any rxr matrix K(s,z) over ~[s,z] for 
which li ()K(s,z))) = n,;; r is equivalent over IR..(z)[s] to a matrix of the 
s 
form 
(2.10) 
Here A(z) is an nxn matrix over ~(z), which will in fact be over ~[z] if 
the coefficient of sn in )K(s,z)) is in~. 
It is the intention here to establish conditions under which 
this may be done using a transformation of equivalence over ~[s,z) rather 
than ~(z)[s]. The results obtained will be used later in the consideration 
of system matrices over ~[s,z]. Clearly for K(s,z) to be equivalent over 
~[s,z] to a matrix of the form (2.10) it is necessary that the coefficient 
of sn in )K(s,z)) is in~. 
The result as required can be established in two situations. 
Firstly, if K(s,z) has no zeros, then it is equivalent over 
~[s,z] to a matrix of the form (2.10) in which 
A(z) = diag [ci(z)]. (2.11) 
Here the matrices Ci(z) are the companion matrices corresponding to the non-
unit invariant polynomials of K(s,z). This result follows, assuming the 
validity of the main result of section 2.2, since K(s,z) and the matrix 
(2.10) have the same Smith forms and no zeros. 
Example 2.7 If 
K(s,z) = 1 1 sz -1 
0 1 -s-z-1 0 
0 1 -z 0 
:a a a 
z z sz s +s +sz 
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a transformation of the form (2.1) in which 
M (s,z) = 1 z -z 0 and N (s,z) = 1 -1 l l 
0 0 1 0 0 1 
0 -1 1 0 0 0 
-z 0 0 ,1 0 0 
brings K(s,z) to its Smith form 
S(s,z) = 1 0 0 0 
0 1 0 0 
0 0 s+l 0 
0 0 0 (s+l) (s3 +z) 
A further transformation on S(s,z) in which 
M (s,z) = 0 
a 
1 
0 
-s"-s-z 
brings it to the matrix 
0 
0 
1 
-s-1 
s+l 
0 
0 
0 
which is of the form (2.10). 
0 
s 
0 
z 
1 
0 
0 
0 
0 
0 
0 
1 
0 
-1 
s 
z 
and 
0 
0 
-1 
s+l 
N (s,z) 
3 
' 
= 0 
0 
1 
0 
0 1 
z 0 
1 0 
0 1 
s -1 0 
0 s -1 
0 0 0 
1 0 0 
Before stating the second condition under which the desired 
result can be established, it is necessary to extend a definition given by 
Wolovich (Section 2.5) for matrices over ~[s]. 
Consider the matrix rr(z) whose rows are made up of the 
coefficients of the highest power of s which occurs in the corresponding 
rows of K(s,z). K(s,z) is then said to be row proper if Jrr(z)J is a non-zero 
element of ~[z]. In fact, for a row proper matrix K(s,z) satisfying the 
condition that the coefficient of sn in jK(s,z)j is in IR., it follows that 
r (z) is a non-zero element of ~since 
r 
JK(s,z)j = jr (z)j sn +terms of degree less than n ins. 
r 
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A similar definition of a column proper matrix over ~[s,z] 
is also possible. 
It will now be shown that if the matrix K(s,z) is row or 
column proper, this matrix is equivalent over ll[s,z] to a matrix of the 
fom (2.10). 
For, in the case of a row proper matrix, it follows by the 
corresponding result given by Wolovich that postmultiplying by r-1 (z) brings 
r 
K(s,z) to the form 
L d" ~ K(s,z) = diag[s 1 ] + K(s,z) , (2.12) 
~ 
where the elements in the ith row of K(s,z) have degree less than d. in s. 
1 
Also, 
If d. = 0,1 for all i, the matrix Kts,z) can be brought by row or 
1 
column interchanges to the form (2.10). otherwise, if (k1 ,k2, ••• ,kt) is a 
rearrangement (in ascending order) of those di which are greater than 1, such 
interchanges and a simple transfomation of row equivalence over ~[s,z] 
" bring K(s,z) to the fom 
I 0 
r-n 
0 si -A (z) -A (z) p 11 12 
0 R (s,z) s~Ek+K ·. (s,z) 21 1 22 
0 R (s, z) R (s, z) 31 32 
0 
t 
Here i~1 ki = n - p • 
0 
-A (z) 13 
R (s,z) 23 
sk2Ek +K (s,z) 2 33 
Rt+ (s,z) l ,a 
0 
• -A H (z) 1' l 
R t+ (s,z) 2' l 
Ra,t+l (s,z) 
. . 
Ek (i = 1,2, ••• ,t) is a k.xk. matrix, all of whose elements are zero i 1 1 
except that in the (l,l)th position, which is 1. 
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2.13) 
The first row of R. . ((O,O)<(i,J)S:(t,t)) has degree less than~'. l.+l ,J+l l. 
ins. The remaining rows are zero, except in the case of Ri+l,i+l (s,z) 
(i = 1,2, ••• ,t), in which case the last (k. - 1) rows have the matrix form 
l 
is equivalent over ~[s,z] to sik - C (z), 
l l 
where C
1 
(z) is the companion matrix for the polynomial in the (l,l)th position 
in s~Ek + R (s,z). 
l 22 
By incorporating the transformation which brings sk1 Ek + R (s,z) into 
1 22 
this form into a transformation of equivalence on the matrix (2.13), this 
matrix can be brought to the form 
I 0 0 
r-n 
si -A (z) K (s,z) p ll 12 0 
0 K21 (s,z) s~~ -C1 (z) 
0 K
31 
(s,z} K
32 
(s,z} 
0 
0 
-A (z) 
13 
K (s ,z) 
23 
sk2 Ek +K (s,z) 
2 33 
Here, the jth column of the matrix 
K
12
(s,z} 
K (s ,z) 
32 
Kt+l ,a (s,z) 
is given by 
( 
31. 
• 0 
-A t+ (z) 
l' 1 
K2 ,t+1 (s,z) 
R t+ (s,z) 
3' 1 
. 
(2.14) 
(2.15) 
K (s, z) 
12 
j} 
-A (z) 
12 
{j+l) 
-A {z) 
12 
K (s, z) 
32 = R (s,z) 32 -s R (s,z) 32 j = 1,2, ••• ,k -1' 1 
Kt~· (s ,z) 
•1 ,a 
and the last column is unchanged. 
Also, all the elements of the matrix 
[K (s,z) 
21 
K
23 
(s,z) . . . K t+ (s,z)] a, 1 
are zero except those in the last row, which contains elements of degree 
less than k in s. 
1 
(2.16) 
The first (\ - 1) rows of si~ - C
1 
(z) can then be used to bring the 
matrix (2.15) to the form 
1'\ 0 
Tl, (s,z) 0 
!Jt-+1. (s,z) 0 
Here 1'\ is a p-vector over lE:. and 
'lli+1 (s,z) = ai+1 ,1 i= 2, ••• ,t 
0 
0 
where a.+ (s,z) is a polynomial of degree less thank; ins. 
1 l ,1 • 
Also, the last (k
1 
- 1) columns of si~ - C
1 
(z) can be used to remove 
all terms containing s from the matrix (2.16). 
Then the matrix (2.13) can be brought by a transformation of equivalence 
over llt[s,z] to the form 
32. 
I 0 0 0 • 0 :r-n 
0 si -A (z) -A (z) 
-\3 (z) • • -A1 't-+1. (z) p u 12 
0 -A (z) sik -A (z) -A (z) • -A t+ (z) 21 l 22 23 2' l 
R (s,z) K (s,z) k ::: R t+ (s,z) 0 s 2Ek +'K (s,z) • 31 32 2 33 3' l 
• 
• 
0 Rt+ (s,z) Kt-+1. ,a (s,z) Rt (s,z) kt - ( ) • • • s Ekt +Kt+1 't+1 s ,z l ,1 +1 o3 
This procedure can be repeated, using transformations over ~[s,z], 
until the original matrix K(s,z) has been brought to a matrix of the form 
(2.10). 
Example 2.8 
K(s,z) = ~- 1-sz :] ' z2 1 z 0 
which has zero (o,o), gives 
r (z) = 
r ' 
so that it is row proper. 
Postmultiplying by r-1 (z) brings K{s,z) to the matrix 
r 
I K (s,z) = 
which is of the form (2.12). 
Then, a transformation 
M( s, z) = ~ 0 -1 s+sz+z3 -l 
of 
1-sz 
1 
0 
equivalence in which 
:] and N ( s, z) = 1 
33. 
~ 1 :] -s 0 
brings I K (s,z) to the matrix 
11 [:. K· (s,z) = z '] s -1 2 s+z3 -z 
which is of the form (2.14). 
Again, postmultiplying this matrix by 
0 
1 
0 
brings it to a matrix of the required form 
z 
s 
2 
-z 
OJ -1 
s+z3 
Although the matrix K(s,z) in this example is not equivalent 
over 112. [s,z] to one of the form (2.11) in which the matrices Ci (z) are 
companion matrices, it can be brought to a very similar form if the matrix 
11· ~' (s,z) is premultiplied by the matrix N
2
(s,z) rather than postmultiplied, 
In this case, K(s,z) is equivalent over ~[s,z] to the matrix 
~ 
Compare this matrix with 
z 
s 
2 3 
-z -z 
the matrix 
-1 
s 
2 3 
-z -z 
'] -1 
s+z3 
OJ -1 
s+z3 
which utilises the companion matrix of K(s,z) = s3 + s2 z3 - (z2 + z3 )s , 
Now, it follows by extending a result given by Wolovich that 
any matrix over 12.[s,z] is equivalent over R.(zl[s] to a row or column proper 
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matrix. If this equivalence could be shown to be over Hl[s,z], then the 
above procedure would establish the equivalence over ~[s,z] of any such 
matrix with one of the form (2.10). It will however be shown in the next 
chapter that this result cannot be true for all matrices over ~[s,z] • 
• 
35. 
3. System matrices over R[s,zJ 
3.1 Two forms of system matrix over ~[s,zJ 
The main interest in this chapter will be in matrices of the 
form 
PJs,z) = 
[
sin-A(z) 
-C(z) 
B(z) ] 
D(s,z) 
' 
(3.1) 
where A(z), B(z) and C(z) are respectively nxn, nxt and mxn matrices over 
~[z] and D(s,z) is an mxt matrix over~[s,z]. Matrices of this form are 
particular forms of matrices of the form (1.16) which were suggested as 
possible extensions of state-space system matrices of the form (1.1). 
Taking D(s,z) ; 0 for convenience of presentation, and 
writing 
p i A(z) = .E A.z 1=0 1 
q 
B.zj B(z) = .E J=O J 
r k 
and C(z) E Ckz = Jc=o ' 
where A. (i = 0,1, ... ,p) , B. (j = 0,1, ... ,q) and Ck (k = 0,1, ... ,r) 
1 J 
are respectively nxn, nxt and mxn matrices over ~ , it can be seen that a 
matrix of the form (3.1) may arise in connection with a delay-differential 
system of the form 
x(t) 
p q 
= .E \X(t- ih) + .E B.u(t - jh) 1=0 J=O J 
r 
y(t) = E Jc=o Ckx(t - kh) . 
Here x(t) is an n-vector of state variables, u(t) is an L-vector of 
controlled variables, y(t) is an m-vector of observed variables, and h is 
a positive real constant. The variabless and z clearly correspond to the 
36. 
differential and delay operators respectively. 
Alternatively, a matrix of the form (3.1) may arise in 
connection with a partial differential system of the form 
ox p oix q ojx 
ot = .E A. + .E B. 1=0 1 oTi J=O J OTj 
r okx 
y = J ckk 0 OT 
In this case x(t,T), u(t,T) and y(t,T) will be vector functions oft which 
will usually be time, and T which will usually be a spatial variable. 
In either case a matrix of the form (3.1), henceforth referred 
to as a state-space system matrix over ~[s,z], will give rise to an mx£ 
transfer function matrix over ~(s,z) 
C(z}[si - A(z)PB(z) + D(s,z) 
n 
(3.2) 
This matrix relates the input or controlled variables of the corresponding 
system to the output or observed variables. 
Now, following Zakian and Williams [1972] the input-
decoupling factors of a state-space system matrix of the form (3.1) are 
defined as the monic irreducible factors of the invariant polynomials of the 
matrix. 
[sin - A(z) B(z)] (3.3) 
In this case it is not necessary to specify whether these factors are over 
~[s,z] or ~(z)[s] as it was in the last chapter. For a matrix of the form 
(3.3) these will be the same or differ only by a factor which is in ~. 
By extension of the corresponding result for state-space 
system matrices over ~[s], it can be seen that a state-space system matrix 
has no input-decoupling factors if and only if the greatest common divisor 
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of the nth order minors of the nxnt matrix 
t (A(z), B(z)) = [B(z) A(z)B(z) . . . (3.4) 
is a non-zero element of ~[z]. Alternatively, it can be seen that such a 
matrix has input-decoupling factors if and only if 
rank~ (A(z), B(z)) < n for all z. 
That is, if there exists an n-vector ~(z) over ~(z) such that 
T ~ (z) '(A(z), B(z)) = 0 • 
This condition is also equivalent to the condition that 
~T(z) [si - A(zlT1 B(z) = o 
n 
where [sin- A(z)]-1 B(z) is the matrix which relates the input of the 
corresponding system to the state. 
(3.5) 
(3. 6) 
(3.7) 
Similar definitions follow for the output-decoupling factors 
of the system matrix (3.1). These definitions will involve the matrices 
[
sin - A(z)J 
-C(z) 
T T [ T 
'(A (z),c (z)) = C (z) 
and C(z)[sin- A(z) r . 
Example 3.1 The system matrix 
s-1 z+l 0 1 
0 s+z 0 I 1 
I 
_E_-- _E_ --~~I--~ 
1 -1 z 0 
gives 
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z 
z 
1 
0 
(3.8) 
(3.9) 
C(A(z), B(z)) ~ 2 z2 ;:] = z -z -z 2 za z -z -z 1 -1 -1 1 
T T 
and C (A (z), C (z)) = r: -1 -~ 1 
-z z -z 
both of which have rank 2. 
This system matrix therefore has an input-decoupling factor, which is 
in fact (s-1), and an output-decoupling factor, which is (s+z). 
The concept of decoupling factors for state-space system 
matrices over ~[s,z] is a straightforward extension of the concept of 
decoupling zeros for state-space system matrices over~[s]. In the case of 
matrices over ~[s,z], it is also possible to define input-decoupling ~ 
as being the zeros of the matrix (3.3) as defined in the previous chapter. 
It can then be seen that a state-space system matrix over flt[s,z] has no 
input-decoupling zeros and no input-decoupling factors if and only if the 
greatest common divisor of all the nth order minors of the matrix 
( (A(z), B(z)) given by (3.4) is 1. This condition is clearly equivalent to 
the condition that 
rank ): (A( z), B (z)) = n for all z. 
It is also equivalent to the condition that the Smith form of the matrix 
e(A(z), B(z)) is [I 0]. 
D 
Again similar definitions follow for the output-decoupling 
zeros of a state-space system matrix over ~[s,z]. 
Example 3.2 The system matrix 
[
s+l 0 1 ~ 
_E __ -~~~- 1 
-z -1 1 0 
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gives j! (A(z), B(z)) = G -lJ -z 
which has full rank unless z = 1, 
' T T 
G 
and (A (z), C (z)) = 
-J 
-z 
which has full rank unless z = 0 or z = 1. 
This system matrix has no decoupling factors, but it has input-
decoupling zero (-1,1) and output-decoupling zeros (-1,0) and (-1,1). 
Example 3.3 The system matrix in example 3.1 has input-decoupling zero 
(-1,1) and output-decoupling zero (-1,0) besides the decoupling factors 
previously observed. These decoupling zeros are third order zeros of the 
matrices corresponding to the matrices (3.3) and (3.8) respectively. 
Now, throughout the discussion of state-space system matrices 
over ~[s,z] particular interest will centre on conditions under which 
transformations of system similarity exist between them. In this case such 
a transformation is defined as one of the form 
B(z) ] [H(z) 
D(s,z) 0 
0 J _ [sin -A(z) 
I.t - -ctz) 
B1(s ,zJl 
rf(s ,z)J ' (3.10) 
where H(z) is an invertible nxn matrix. If H(z) in this transformation is 
restricted to be unimodular over ~(z) then the transformation is said to be 
over Sl(z). Alternatively, if H(z) is restricted to be unimodular over ~[z], 
the transformation is said to be over ~[z]. 
Transformations of the form (3.10) between state-space system 
matrices will preserve the transfer function matrix G5(s,z) given by (3.2). 
Also, transformations of this form over ~(z) will preserve the Smith forms 
of the matrices (3.3) and (3.8), and will therefore preserve the decoupling 
factors of the system matrix. Such transformations will not however preserve 
the decoupling zeros unless they are over at[z]. 
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Example 3.4 The system matrices 
P(s,z) = 
[
+1 o
1
1l 
_1 - - ~+_: ~ - ~ 
0 -1 I 0 
and P1(s,z) = ~s+l 1 l 0~ _ o __ s~z J _1 -1 -1 I 0 I 
are connected by a transformation of the form (3.10) in which 
H(z) = 
They both correspond to the transfer function 
s 
(s+l)(s+z) 
neither has decoupling factors, but P(s,z) has input-decoupling zero (0,0) 
while P(s,z) has output-decoupling zero (0,0). 
Although the main interest in this chapter will be in state-
space system matrices over ~[s,z], the concept of a polynomial system matrix 
will also be extended for matrices over ~[s,z]. Such matrices will have the 
form 
[ 
T(~,z) 
-V(s,z) 
U(s,z)l 
W(s,z)j ' 
(3.11) 
where T(s,z), U(s,z), V(s,z) and W(s,z) are respectively rxr, rxt, mxr and 
mxt matrices over 'IR.[s,z] and jT(s,z)j ;l 0. These matrices are then 
particular forms of matrices of the form (1.15). They give rise to mxt 
transfer function matrices over ~(s,z) of the form 
<>p(s,z) = V(s,z)T-1 (s,z) U(s,z) + W(s,z) (3.12) 
In connection with polynomial system matrices over ~[s,z] it 
is appropriate to define transformations of strict system equivalence, which 
have the form 
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rM(s,z) 
Lx(s,z) 
0 J r T(s,z) 
Im L-V(s,z) 
U(s,z)l rN(s,z) 
W(s ,z)j L 0 Y(s ,z)l_ [ r)s,z) I.e j- -V(s,z) u'(s ,z)] . w'(s ,z) (3.13) 
Here M(s,z) and N(s,z) are unimodular rxr matrices, X(s,z) is an mxr matrix, 
and Y(s,z) is an rx.e matrix. Such transformations are said to be over 
Wl(z)[s] or ~s,z] according to whether the matrices M(s,z), N(s,z), X(s,z) 
and Y(s,z) are over ~(z)[s] or ~[s,z]. In the former case jM(s,z)j and 
JN(s,z)j must be elements of ~(z), whereas in the latter these determinants 
must be in~. 
Transformations of strict system equivalence preserve the 
transfer function matrix Gp(s,z) given by (3.12). A transformation of this 
form over ut[s,z] will also preserve the Smith form over ~[s,z] and zeros 
of the matrix (2.3) and also the Smith form over Gt[s,z] and zeros of the 
matrix 
[ 
T(s,z)] 
-V(s,z) • (3.14) 
However, if such a transformation is over Nl(z)[s] rather than ~[s,z] it will 
only preserve the Smith forms of these matrices over ~(z)[s] and need not 
preserve the zeros of these matrices. Finally it should also be noted that 
a transformation of strict system equivalence over ~[s,z] will preserve 
6(jT(s,z)j), whereas a transformation over ~(z)[s] need only preserve 
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3.2 Decomposition of a state-space system matrix 
In this section it is intended to illustrate how decoupling 
factors and decoupling zeros can be removed from a state-space system 
matrix of the form (3.1) by utilising a transformation of system similarity. 
The procedure used in the case of decoupling factors could follow as a 
straightforward extension of the one used to remove decoupling zeros from 
a state-space system matrix over Jl[s]. However, the procedure utilised 
here will be obtained independently of this approach in order to illustrate 
steps in the given procedure which arise in later discussions. 
Before proceeding, it is pertinent to observe that when two 
state-space system matrices are connected by a transformation of the form 
(3.10), then 
, 
H-1 (z)A(z)H(z) A(z) = 
B(z) = H-1 (z)B(z) • 
' C(z)H(z) C(z) = 
and D(s,z) = D ( s, z) 
Using these results it follows that 
~ (A(z) ,B1(z)) = H-1 (z) ~ (A(z) ,B(z)) 
and 
Consider now a state-space system matrix of the form 
(3.1) for which the matrix ~ (A(z),B(z)) has rank defect b • Then there 
exists a unimodular nxn matrix H (z) over ~(z) such that 
1 
H-1 (z) ~ (A(z) ,B(z)) = E(z) '(z) , 
1 
where E(z) is a diagnonal matrix which is a rearrangement of the matrix 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
E(z) of invariant polynomials of f! (A(z) ,B(z)) such that the first b rows 
of E(z) are zero. 
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-----------------------------------------. 
Suppose now that H (z) is used in a transformation of the 
1 
form (3.10), Then writing 
E(z) C,1(z) = ~: (z) 0 c' (z) 2 ... ' 
-I 
where ~ i (z) (i = 1,2, ••• ,n) is an (n-b)xt matrix, it follows from (3.16) 
that 
; i = 1,2, ... ,n. 
Hence 
H-
1 (z)A(z)H(z) r~, J = ro 
1 
] 
lti (z) l~i-~ot 
i = 1,2, ... ,n-1 . 
Therefore, writing the matrices given by (3.15) in partitioned form; 
' ['' (,) A 1 (z'] A(z) = 11 12 
A1 (z) A1 (z) ' 
21 22 
, ~:(•)] B(z) = 
B 1 (z) 
2 
, 
C(z) = [ C 1 (z) 
1 
c'(z)] ' 
2 
and 
where the dimensions of the submatrices will become obvious, it can be 
seen that 
I I A (z) = 0 and B
1 
(z) = 0 , 
12 
This result follows since the matrix 
Le: (z) ";SI -I 1;., (z) , , , C: (z) J 2 n 
has full rank. 
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The system matrix (3,1) has then been brought to the form 
I I P ( s, z) = sib-A (z) 0 0 11 (3.19) 
-A 1 (z) 
12 
si b -A1 (z) 
n- 22 
B 1(z) 
a 
-c' (z) 
1 
-c'(z) 
2 
D(s,z) 
Also, if the matrix C (A1T(z), c'T(z)) has rank defect c and the matrix 
C. (t:T (z) C1T (z)) has rank defect c-d, a unimodular nxn matrix H (z) over 
22 ' 2 2 
Gl[z] can be obtained such that 
" d" where ~ (z) and ~ (z) are respectively (b-d)xnm and (n-b-c+d)xnm matrices 
over ~[z] which have full rank. The first zero matrix in the right hand 
side of the expression has d rows and the second has c-d rows. Moreover 
H (z) = 
2 ~H (z) 11 H (z) 21 ' : (z)] 22 
where H (z), H (z) and H (z) are respectively bxb, (n-b)xb and 
11 21 2a 
(n-b)x(n-b) matrices. 
Using H (z) in a transformation of system similarity on the system 
a 
matrix yields a system matrix of the form 
n /1 ,, P (s,z) = sid-A11 (z) -A (z) 0 0 0 12 
11 0 sib d-A (z) 
- 22 
0 0 0 
u 
-An (z) 11 , B11 (z) -\1 (z) si d-A (z) -A (z) 3a c- 33 34 3 
" si -A' (z) B"(z) 0 -A (z) 0 42 a 44 4 
11 
-c"(z) D(s,z) 0 -C (z) 0 
a 4 
where a = n-b-c+d • 
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From this system matrix, the system matrix 
[
si -A u (z) 
a 44 
-c"(z) 
4 
B
11(z) l 
D~s,z)J ' 
which has no decoupling factors, can be extracted. The corresponding transfer 
function matrix 
" ) [ " ( ) J-1 "( ) C (z si -A z B z + D(s,z) 
4 a 44 4 
will be the same as the transfer function matrix given by (3.2). 
Example 3.5 For the system matrix 
P(s ,z) = s-2z-l -3 2z+3 3z-l 1 
-z4 +2z3 -z s-z3 +2z2 -z z4 -2z3 +4z z4 -2z3 +z2 -2z 2z 
-1-z -2 s+z+3 2z-l 1 
32 2 32 32 I -~ ~~ :_! _ _:~ :2:::~ _ ~ -2~ ~ _ _;;~ _:~ _i:-~ L _3 
z2 -2z z-2 -z2 +2z+l -z2 +2z-l I 0 
~ (A(z) ,B(z)) = 1 0 1 0 
' 
2z z 2z z 
1 0 1 0 
2 1 2 1 
so that b = 2. 
Therefore taking 
H-1 (z) 
1 = 
1 0 -1 0 
' 
0 1 0 -z 
0 0 1 0 
0 0 0 1 
P(s,z) can be brought to 
I P(s,z) = s-z -1 0 0 0 
0 s I 0 0 0 
- - +-
-z-1 -2 1 s+2 -1 1 
3 a 2 1 I 
-z +2z -1 -z +2z-l 3 s-2 1 2 -2--------~------~-z -2z z-2 1 -1 0 
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which is of the form (3,19). 
so 
Then (: (ft!T (z), C1T (z)) = 2z-z2 
2-z 
-1 
1 
that c = 2 and d = 1. 
Hence, taking 
HT(z) 
2 = 
1 -z 
0 1 
0 0 
0 0 
I 
P(s,z) can be brought to 
P11 (s,z) = s I -1 
-0 I s-z 
z-1 I -2 
0 I _-;2 +2z+ll 
-
0 I z-2 
which is of the required form. 
-z z
3
-3z2 -z 4 3 2 z -2z -3z -z 
-1 z2 -3z-l 3 2 z -2z -3z-l 
-1 -1 -1 
1 1 1 
0 0 
' 
0 0 
1 1 
0 1 
0 0 0 
0 0 0 
s+l T - -1 
-1 1 
- -
0 s-1 1 
0 -1 0 
This example shows that the sets of input-decoupling factors 
and output-decoupling factors as defined may include some input-output-
decoupling factors, which can be disconnected from both the input and the 
output. In the above example the input-output-decoupling factor is s, 
Having demonstrated how a state-space system matrix can be 
decomposed to leave a system matrix with no decoupling factors which gives 
rise to the same transfer function matrix, attention will now be moved to 
the problem of further removing decoupling zeros from such a system matrix. 
It will be seen that it is not possible to use a transformation of system 
similarity to remove all decoupling zeros from such a matrix. Input-
decoupling zeros can be removed from such a matrix only at the expense of 
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introducing possible new output-decoupling zeros. 
Now, if the system matrix has no input-decoupling factors, 
the matrices E(z) and C1(z) in (3.18) have full rank. Moreover the greatest 
common divisor of the nth order minors of ~'(z) is 1. 
A transformation of the form (3.10) in which H(z) 
the system matrix to one for which 
= H (z)E(z) brings 
1 
The greatest common divisor of the nth order minors of this matrix is 
1, so that the corresponding system matrix has no input-decoupling zeros. 
However, it is also necessary to ensure that the system matrix produced is 
over ll:..[s,z] rather than IR(z)[s]. 
Writing ~(z) in (3.18) in the form 
r I I I ] Le (z) C (z) ••• {:: (z) , 
1 :a n 
I 
where ~i(z) (i = 1,2, ••• ,n) is an nx.t matrix over R[z], it follows that 
r/(z) = J:'(z) is over 'lr..[z]. 
Also, 
I I I 
A(z) ei (z) = ~i+1 (z) ; i = 1,2, ••• ,n-1. 
This system has a solution for t(z) which is over ~[z] since the 
greatest common divisor of the nth order minors of (:'(z) is 1. 
Finally, 
c'(z) = C(z)H
1 
(z)E(z) 
is clearly over ~[z], so that the system matrix is indeed over ~[s,z]. 
Although this procedure has removed the input-decoupling 
zeros from the system matrix it will multiply the greatest common divisor 
of the nth order minors of the matrix (;(AT(z),CT(z)) by jE(z}j and hence 
will introduce the possibility of other output-decoupling zeros. 
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Example 3.6 The system matrix 
P(s,z) = ~ s -1 1 1 ~ l:.---~~-~--1 1 0 1 0 0 
has input-decoupling zero (-1,1) and no output-decoupling zero. 
Now 
C: (A(z) ,B(z)) = [~ 
Therefore, taking 
1 
1 
z 
1 
and E(z) = 
0 
1 
1 
1 ~] 
in a transformation of the form (3.9) with H(z) = H (z)E(z) brings P(s,z) 
1 
to the form 
' 
This system matrix has no input-decoupling zero and output-decoupling 
zero (-1,1). 
A similar procedure can clearly be obtained which removes 
output-decoupling zeros at the possible expense of further input-decoupling 
zeros. 
Other features of the removal of decoupling zeros will be 
discussed in the next section. This section will be concluded with the 
observation that while the removal of decoupling factors enables the dimension 
of the system matrix to be reduced this is not possible through the removal 
of decoupling zeros. 
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3.3 Further remarks concerning decoup1ing zeros 
In this section some further observations concerning 
decoupling zeros and transformations of system similarity which are used 
to remove them will be illustrated by examples. 
The first observation is that the removal of input-decoup1ing 
zeros by the procedure given in the previous section does not necessarily 
introduce further output-decoup1ing zeros. 
Example 3.7 The system matrix 
P ( s, z) = s-1 z-1 0 0 
0 s-1 0 1 
I 
0 0 s-2 L_!.. _____ , 
----
-1 -1 -1 I 0 
has input-decoupling zero (1,1) and output-decoupling zero (1,1). 
A transformation of the form (3.10) in which 
H(z) = [':' 0 :] 1 0 
brings P(s,z) to the matrix 
P1 (s,z) 
1 = 
s-1 -1 0 0 
0 s-1 0 1 
0 0 s 1 
~ 
-
z-1 -1 -1 I 0 
which has no input-decoupling zero and still has only one output-decoupling 
zero (1,1). 
For later use the matrix 
rr; 'r C (A \z),c (z))= 
1 1 
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1-z 
2-z 
0 
and its Smith form 
will be noted. 
0 
1 
0 
-------------------------
-A second observation that can be made is that the procedure 
of the previous section may be used to remove only certain of the input-
decoupling zeros,of a system matrix. This remark will be seen to be 
significant when the controllability of delay-differential systems is 
discussed in the next chapter. 
Example 3.8 The system matrix 
P(s,z) = s-1 0 z-1 0 
0 s-1 0 z 
0 0 s-2 1 
---------r' -
-1 z-1 -1 0 
has input-decoupling zeros (1,1) and (1,0) and output-decoupling zero (1,1). 
A transformation of the form (3.10) in which H(z) is the same as in 
example 3.7 brings P(s,z) to the matrix 
P1 (s,z) = 
2 
s-1 
0 
0 
s-1 
-1 
0 
0 
z 
0 0 s-2 I 1 
---------r--
z-1 z-1 -1 1 0 
which has input-decoupling zero (1,0) and output-decoupling zero (1,1). 
Again, the matrix 
C (AIT (z) ,c•r (z)) = 
2 2 
and its Smith form 
[~ 
[
1-z 
1-z 
1 
0 
z-1 
0 
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1-z 
1-z 
3-z 
1-z J 1-z 
7-3z 
will be noted. 
The difference between the Smith forms of 
'- {t:r {z), c•T (z)) and (:.(KT (z), c'T {z)) in examples 3. 7 and 3.8 is 
l l 2 2 
significant. It prompts a possible definition of the multiplicity of 
decoupling zeros. In this case since the above examples emphasise the output-
decoupling zeros, the definition of multiplicity will be given for such zeros. 
For a system matrix with no output-decoupling factors the 
multiplicity of an output-decoupling zero (s ,z ) will be said to be the 
0 0 
rank defect of the matrix 
[
s I - A(z )] o n o 
- C(z
0
) 
With this definition the multiplicity of the output-decoupling 
I 
zero (1,1) of the system matrix P (s,z) in example 3.7 is seen to be 1, 
l 
whereas the multiplicity of the same output-decoupling zero of the system 
matrix P1(s,z) in example 3.8 is 2. It could therefore be said that the 
2 
transformation which removes the input-decoupling zero (1,1) in example 3.7 
does not change the output-decoupling zero, whereas it doubles the 
multiplicity of this zero in example 3.8. 
It should be noted that the presence of a factor in more than 
one invariant polynomial in the Smith form of C {A(z),B{z)) or~ (AT(z),CT(z)) 
does not mean that a decoupling zero will have multiplicity·greater than 1. 
Example 3.9 The system matrix 
P(s,z) = s+l 0 0 z 
0 s-1 0 z 
0 0 s I 1 
----------r--
-1 -1 -1 1 0 
gives 
t: (A(z) ,B(z)) = -z 
' 
z 
0 
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which has Smith form 
0 
z • 
0 
This system matrix has two input-decoupling zeros (-1,0) and (1,0), 
each of multiplicity 1, corresponding to z = 0. 
It has been seen in the above discussion that it is not 
possible to decompose a state-space system matrix in order to remove its 
decoupling zeros, but simply to move those zeros from the input to the output 
or vice versa. This suggests that the decoupling zeros of a system matrix 
are determined by the transfer function matrix to which it corresponds. 
In fact, from a given transfer function matrix over Ut(s,z) 
it is possible to determine the decoupling zeros which must be present in 
any state-space system matrix over Qt[s,z] which corresponds to this transfer 
function matrix. This can be done by utilising an algorithm given by 
Rosenbrock [1970,p 117] for the determination of the least order of any 
state-space-system matrix over ~[s] which corresponds to a given transfer 
function matrix. 
Example 3.10 The transfer function matrix 
G(s ,z) = 
has non-zero minors 2s+z+l (s+l)(s+z) 
1 
(s+l) (s+z) [
2s+z+l 
2s+z+l 
s+zl 
s+zj 
and s~l , which have lowest common 
denominator (s+l)(s+z), unless z = 1 in which case it is(s +»·'This shows 
that the least order of any system matrix which corresponds to this transfer 
function matrix is 2 unless z = 1, in which case it is 1. Hence any system 
matrix which has no decoupling factors which corresponds to this transfer 
function matrix will have decoupling zero (-1,1). 
For example, 
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P ( s, z) = s+l 0 1 
0 s+z 1 
-1 -1 r 0 
-1 -1 0 
has output-decoupling zero (-1,1). 
Example 3.11 The transfer function matrix 
G(s ,z) = 1 [2s+z+l 
( s+l)( s+z) s+l 
has non-zero first order minors 2s+z+l (s+l) (s+z) ' 
1 
0 
0 
0 
s:J 
-
1
- -
1
- and 
s+l ' s+z 
1 
(s+l)(s+z) ' 
thus showing that any state-space system matrix which corresponds to this 
transfer function matrix has no decoupling zeros. 
To conclude this section it is pertinent to remark that the 
significance of decoupling zeros for a state-space system matrix over ~[s,z] 
may be different in the case when such a matrix corresponds to a delay-
differential system than when it corresponds to a partial differential system. 
When Laplace transforms of the system equations are taken in the former case 
-sh 
s and z are connected by the relation z = e , so that only decoupling zeros 
of this form will be capable of physical interpretation. In the case of 
partial differential systems s and z are independent Laplace transform 
variables. 
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3.4 Transformations between state-s ace 
system matrices 
It has already been observed that a necessary condition for 
two system matrices of the form (3.1) to be system similar is that they 
correspond to the same transfer function matrix (3.2). By extension of the 
corresponding result for state-space system matrices over il[s], it is clear 
that the above condition is sufficient for system similarity over ~(z) if 
the system matrices have no decoupling factors. However, this statement 
cannot be extended to system similarity over ~[z]. 
Example 3.12 The system matrices in example 3.4 both correspond to the 
same transfer function matrix and have no decoupling factors. However, since 
I P(s,z) has input-decoupling zero (0,0) and P(s,z) has no input-decoupling 
zeros, these matrices cannot be system similar over m. [z]. 
It is the intention now to investigate under what conditions 
a transformation of system similarity is over ~[z] rather than it(z). There 
are physical reasons for these transformations to be restricted in this way. 
In the case of delay-differential systems there is no problem concerning 
causality when the former transformations are used. Also, as will be seen 
later, such transformations preserve the function-space null controllability 
of the corresponding system. 
Now suppose that, besides having no decoupling factors, two 
system matrices which correspond to the same transfer function matrix are 
such that the greatest common divisors of the nth order minors of the 
I I 
matrices j:(A(z),B(z)) and ~(A(z),B(z)) are the same polynomial h (z), and 
1 
also that the greatest common divisors of the nth order minors of the matrices 
'(AT(z) ,CT(z)) and (: (A'T (z) ,c'T (z)) are the same polynomial h
2 
(z). 
Since these system matrices have no decoupling factors, there is a 
unimodular matrix H(z) over ~(z) such that (3.15) holds. 
Also, using (3.15) it follows that IH(z)l = 1. 
Suppose now that the least common denominator of the elements of H(z) 
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is ~(z), a polynomial in ~[z]. 
( ) IW. Then H z = ~( z) • 
where J(z) is a matrix over il[z], and at least one row of J(z) contains an 
element which is not divisible by ~(z). Let this row be denoted by ~T(z), 
~(z) being an n-vector over~ [z] • 
• , T I I () Then, us1ng (3.16), ~ (z) C (A(z),B(z)) must be divisible by~ z, 
otherwise ~ (A(z) ,B(z)) is not over 12. [z]. Hence ~(z) must be a factor of 
all nth order minors of f. (i(z) ,B(z)). Therefore ~(z) lh (z). 
1 
A similar argument using (3.17) shows that ~(z)lh (z). 
2 
It follows that ~(z) must divide the greatest common divisor of h1 (z) 
and h (z), so that if these polynomials are relatively prime, then ~(z) = 1. 
2 
The matrix H(z) is therefore unimodular over ~[z] and the transformation of 
system similarity between the system matrices is over llt.[z]. 
Example 3.13 Let 
P(s,z) = ~-1 0 I 1 ~ and p'(s,z) = ~-1 0 I 1 ~ z2 -z s-z I z ~1 _ s-:_: : _: i. -z-1 -1 ' 0 0 -1 0 
Both these system matrices have no decoupling factors and correspond 
to the transfer function matrix 
G(s,z) = (s-l)ts+z) [s-z z(s-1)] • 
Now, 
e (A(z) ,B(z)) = G 
which give h (z) = z. 1 
Also, 
(:(AT(z) ,cT(z)) = [l~z 
0 1 ~2] z z 
1~z2J 
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and 
and 
I I 
'(A(z) ,B(z)) = [~ 0 1 
z 1 
IT •T p :1 C. (A (z) ,c (z)) = L~ l~J 
• 
which give h (z) = z-1. 
2 
Since h (z) and h (z) are relatively prime, the matrices P(s,z) and 
1 2 
P1(s,z) are system similar over 11!-[z]. In fact they are related by a 
transformation of the form (3.10) in which 
H(z) 
The above result clearly applies in particular if h
1 
(z) or 
h (z) is 1. It can then be seen that, if two system matrices over &l[s,z] 
a 
have no decoupling factors and either no input-decoupling zeros or no output-
decoupling zeros, then these matrices are system similar over it. [z] if and 
only if they correspond to the same transfer function matrix. 
This result was stated by Morse for system matrices which 
correspond to systems which are controllable and observable. His definition 
of a controllable system can be seen to be equivalent to the assertion that 
there is an nLxn matrix X(z) over ~[z] such that 
C (A(z) ,B(z))X(z) In , 
and this is a necessary and sufficient condition for the system matrix to 
have no input-decoupling factors or zeros. Also, his definition of an 
observable system can be seen to be equivalent to the assertion that there 
is no n-vector ~(z) over ~[z] such that 
This is clearly a necessary and sufficient condition for the absence of 
output-decoupling factors. 
Finally in the discussion of conditions under which 
transformations of system similarity over ~[z] exist, it should be noted 
that all state-space system matrices which have no decoupling factors and 
correspond to certain transfer function matrices must be system similar over 
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~[z]. This will be so in the case where the transfer function matrix shows 
that state-space system matrices corresponding to it cannot have any 
decoupling zeros. See for instance example 3.11. 
Having established under what conditions a transformation of 
system similarity is over ~[z], conditions will now be sought under which 
such a transformation can be further restricted to be over~ • Such 
transformations will be seen to be required in order to preserve the 1!:. n-
controllability of delay-differential systems corresponding to system matrices 
of the form (3.1). Also, transformations of this form will be relevant to the 
discussions in the fifth chapter. 
Transformations of the desired type can be established only 
under fairly restrictive conditions and for system matrices of particular 
forms. 
Firstly, matrices of the form 
lsi -A n o -C 0 (3. 20) 
where A , B and C are matrices over ~and B(z) is a matrix over ~[z] 
0 0 0 
such that B(O) = 0, will be considered. Also to be considered will be matrices 
of the form 
r
i -A -ii.(z) 
n o 
-C 
0 
(3. 21) 
where in this case A(z) is a matrix over Kt[z] such that A(O) = 0. Matrices 
of either of these forms are of particular interest in the discussions of the 
next chapter. 
Consider now two system matrices which are either both of the 
form (3.20) or both of the form (3.21) which have no decoupling factors and 
no decoupling zeros of the form (s
0
,0). If such system matrices correspond 
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to the same transfer function matrix, then there exists a non-singular 
matrix H over 1l such that 
0 
[
si -A1 
n o 
-c' 
0 
(3.22) 
This result also holds if system matrices of either of these two forms are 
system similar over ~[z], but in this case the system matrices over ~[s] 
which appear in (3.22) may have decoupling zeros. 
H(z) = 
If (3.22) holds, then a transformation of the form (3.10) with 
H on a matrix of the form (3.20) brings it to the form 
0 
[
si -A1 
n o 
-c' 0 
It is intended here to show that the above transformation yields the 
matrix 
L
I -A1 
n o 
-c' 0 
-'( ) - "( This will be the case if B z = B z). 
Since the two matrices above correspond to the same transfer function 
matrix, 
0 • 
Now, the matrix on the right hand side of (3.22) has no decoupling zeros, 
so that the above result shows that Blz) = B11(z), as required. 
Secondly, if (3.22) holds a transformation of the form (3.10) 
with H(z) = H
0 
on a matrix of the form (3.21) brings it to the form 
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r 
' -''< si -A -A z) n o 
-c' 
0 
which will the same as the required form 
-'( ) - ''( ) ifAz =A z. 
' 
Again, since the two matrices above correspond to the same transfer 
function matrix, it follows that 
c'[[si -A -:A'(z)r - [si -A' -:A"(z)T1 } B' = o 
o n o n o o • 
If rank B~ = n (=rank B0 ), 
from which it follows that 
c'[si -1P[:A(zl-:A"<zl] = o. 
o n o 
-'( - "< ) As before, this implies that A z) = A z • 
The result as required would also follow if rank C~ = n (= rank 
C0 ). Unfortunately, either requirement on the rank of B0 or C0 is a very 
restrictive condition and the result is not true without one of them. 
Example 3.14 The system matrices 
P(s,z) = and ' P ( s, z) 
= t-1 -1 1 ~ 
both correspond to the same transfer function 
decoup1ing factors or zeros. 
However there is no non-sing1ular matrix 
60. 
-z s-z I 1 
----,-
-1 0 1 0 
1 
s (s-1-z) and have no 
H = ~h h J such that u 12 
h h 
21 22 
= 
-- -----------------------
h12] [s-1 -1 J 
h -z s-z 
22 
This can be seen by comparing the (2,2)th elements, which show that 
sh = sh - (h + zh ) and hence that h = h = 0. 
22 22 21 22 21 22 
The matrices above are in fact connected by a transformation of the 
form (3.10) in which 
H(z) = [~ ~ . 
61. 
3.5 Transformations of strict system equivalence between 
polynomial system matrices over ~[s,z] 
To conclude this chapter it is now intended to consider 
polynomial system matrices over AL[s,z] of the form (3.11) and conditions 
under which they are connected by a transformation of strict system 
equivalence of the form (3.13). In order to establish these conditions it 
will be necessary to assume that for an (r+m)x(r+L) polynomial system matrix 
Consider polynomial system matrices of the form (3.11) which 
are such that the Smith forms over 11!.. [s,z] of the matrices [T(s,z) U(s,z}] 
and r T(s,z)] given by (2.3) and (3.14) are 
1.:-v(s,z) 
[I 
r 0] and [~rl respectively. 
For two such system matrices it follows, by extension of the corresponding 
result for polynomial system matrices over ~[s], that they are strictly 
system equivalent over nt(z)[s] if and only if they correspond to the same 
transfer function matrix Gp(s,z) given by (3.12). 
Following the precedent of the foregoing discussions, it is 
now the intention to investigate under what conditions such polynomial 
system matrices are strictly system equivalent overRl[s,z] rather than 
~(z)[s]. In particular it is intended to investigate whether the natural 
extension of the result in the previous section concerning system similarity 
of state-space system matrices over ~[s,z] is true. 
That is, if the further restriction is placed on polynomial 
system matrices that either the matrix (2.3) or the matrix (3.14) has no 
zeros, it is then true that two such system matrices are strictly system 
equivalent over ~[s,z] if and only if they correspond to the same transfer 
function matrix. 
It is only required to establish that the above condition on 
the transfer function matrix is sufficient for strict system equivalence 
over Rl[s,z] since it clearly is necessary. 
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The sufficiency of this condition will be established if it 
can be shown that the matrix T(s,z) in a system matrix of the form (3.11) 
is equivalent over Kt[s,z] to a matrix of the form (2.10). If this is so 
then this system matrix is strictly system equivalent over 12.[s,z] to a 
matrix of the form 
I 0 0 
r-n 
I (3.23) 0 si -A(z) U(s,z) 
n 
0 
I 
-V(s,z) ~?(s,z) 
Since there is a division algorithm for the division of matrices 
over £[s,z] by a matrix of the form sin-A(z), this matrix can be used to 
remove terms containing s from the matrices U(s,z) and V(s,z). Therefore the 
matrix (3.23) can be brought by a transformation of strict system equivalence 
over ~[s,z] to one of the form 
where P5(s,z) is a state-space system matrix. P5(s,z) clearly corresponds to 
the same transfer function matrix as the polynomial system matrix. 
Moreover, under the conditions imposed on the polynomial 
system matrix in the suggested result, P5(s,z) will have no decoupling 
factors and either no input-decoupling zeros or no output-decoupling zeros. 
The system similarity over ~[z] of such state-space system matrices which 
correspond to the same transfer function matrix will then ensure the strict 
system equivalence of the corresponding polynomial system matrices. 
Conditions under which the desired transformation can be 
established were considered in section 2.4. The matrix T(s,z) will clearly 
be subject to the extra condition that the coefficient of sn, the highest 
power of s, in lr(s,z)l is in ~. 
Then it was shown that if T(s,z) has no zeros a transformation 
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of the required form exists. This condition is unfortunately rather 
restrictive except in the case when m= L = 1, when it is necessary if the 
matrices (2.3) and (3.14) are to satisfy the conditions imposed upon them. 
However, it does have the advantage that the matrix T(s,z) can be brought 
to one of the form (2.10) in which the matrix A(z) is in a well known 
standard form. 
Secondly if the matrix T(s,z) is row or column proper, or is 
equivalent over lt[s,z] to one which is row or column proper, it was again 
shown that a transformation as required exists. In this case A(z) in the 
matrix (2.10) is not of a standard form, but the condition itself is less 
restrictive than the one above. 
Example 3.15 The system matrix 
P(s,z) = 1-sz 
1 
z 0 
z I 1 
I 
0 
0 
z ___ ~ ___ :__.L_:_ __ l 
0 -1 0 I 0 0 
in which the matrix T(s,z) appears in example 2.8, is brought by a 
transformation of the form (3.13) 
M (s ,z) = 
[: 
l 
X (s,z) = 0 
l 
to the system matrix 
I P(s,z) = s 
0 
0 
-1 
s+sz+z
3
-l 
and 
z 
s 
in which 
_:.] 
N ( s, z) 
l 
Y
1 
(s,z) = 0 
0 
-1 
z 
-1 
= 
1 
0 
[-; 
0 -z2 -z3 s+l s+sz-1 -z2 ' 
---;;-----r-------
z s+z -1 1 0 0 
which is of the form (3.23). 
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1 
-s-z 2 
0 ~ 
A further 
X (s,z) = [o 
a 
transformation in which M (s,z) = N (s,z) = I , 
a a 3 
-1 0] and YT(s,z) = [0 0 -1-z]T brings P1(s,z) 
a 
to the state-space system matrix 
s z 0 z 1 
0 s -1 z 0 
a3 3l 34 a 0--~~~--~~~-~~~~--: 
z za 0 I 1 0 
It can be seen from the above that if any matrix over Ht[s,z] 
satisfying the restriction on the coefficient of sn in its determinant is 
equivalent over ~t[s,z] to a matrix which is row or column proper, then the 
result as desired is established. However a counterexample to the desired 
result will now be given. 
Example 3.16 The polynomial system matrices 
~ a • ~ s sz 1 1 0 -~-!:~~..9- .1 -1 0 1 0 0 and ~ 1-za; 0 zl 0 s I 1 0 ---r---1 0 1 0 0 
both correspond to the transfer function matrix 
-sz] • 
Also, both system matrices satisfy the conditions of the desired result. 
where 
Now, suppose that 
M(s,z)T(s,z) = 
T(s,z) = 
[si -A(z) ]N-1 (s,z) , 
a 
and A(z) 
Writing M(s,z) as a matri'x polynomial in s 
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(3.24) 
M(s,z) :: rm0 (z) ll 
m0 (z) 
21 
+ [m~ 1 (z) m 1 (z) 
21 
m 1 (z)l s + 12 
m 1 (z) 
22 
where mk_(z) denotes an element of ~[z], it follows that 
1J 
M(o,,)T(o,,) = [: 
. . . ' 
s + ••• 
Hence, utilising a result given by Barnett (p 6), and observing that 
A2 (z) == 0, there exists a matrix N(s,z) satisfying (3,24) only if 
Hence 
and 
[: 
0 
m 
12 
== 
0 
== == 
I 
m 
22 
But, if M(s,z) is unimodular over ~[s,z], jM(s,z)j is a non-zero 
element of ~. so that 
0 0 0 0 
m m -m m 
11 22 12 21 
is also a non-zero element of Al. 
This clearly contradicts the above equation involving ~2 , m~1 and m~2 • 
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4. Controllability of delay-differential systems 
4.1 The systems to be considered and conditions for controllability 
This chapter will be concerned with delay-differential systems 
for which the input (or control) u(t) and the state x(t) are related by an 
expression of the form 
x(tl p = .I: A.x(t-ih) 
~=o ~ 
q 
+ .I: B.u(t-jh) 
J=O J 
subject to the initial conditions 
-ph ,;; t ,;; 0 
t > o, 
and 
x(t) = 'lt(t) 
u(t) = p(t) -qh ,;; t ,;; 0 • 
The solution of such a system at time t for given initial functions 1jr(t) 
and p(t) and control u(t) is denoted by x(t; $,p,u), 
In connection with such systems three main types of 
controllability will be defined. Two of these definitions concern the 
(4.1) 
(4.2) 
ability to control the state to a fixed point, and the other concerns the 
ability to control it to a zero vector and keep it there. 
A system defined by (4.1) and (4.2) is said to be ~n­
controllable if, for any initial functions $(t) and p(t) and an n-vector ~ 
over Ill , there is a time \ and a control u such that 
When ~ is simply required to be a zero vector, the system is said to be 
~n-null controllable. 
Another important definition of controllability for such 
systems will be referred to here as function-space null controllability. 
Given any initial functions, this type of controllability requires the 
existence of a time t
1 
and a control u which is zero for t ~ t~ such that 
x(t; w,l,u) = 0 
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; t ~ t 
l 
That is, the state can be brought, to a zero vector and kept there without 
further control effort. 
In the consideration of delay-differential systems it may 
also be necessary to know whether the system involved is pointwise complete. 
That is, whether for any time t and n-vector ~ over ~ , there exists an 
1 
initial function $(t) such that 
x(t ; $,0,0) = ~ • 
1 
In other words, the force-free attainable set at any time is Jln, A system 
which is not pointwise complete is said to be pointwise degenerate. 
The above definitions are extensions of definitions given by 
Thowsen for systems in which the input and state are related by an expression 
of the form (4.1) with delay only in the state, That is, such that 
(j:. 1). 
For such a system it can be seen that for function-space null 
controllability it is necessary and sufficient to require the existence of a 
time t and a control u such that 
1 
x(t; $,-,u) = 0 t -ph ~ t ~ t • 1 1 
Clearly then, by the nature of the expression (4.1) in this case, the state 
can be kept at zero without further control effort. 
Systems with delay only in the state have been considered by 
several authors. For convenience they have usually considered a single delay 
system, for which 
~(t) = A x(t) + A x(t-h) + B u(t) 
0 1 0 t > 0 ' (4.3) 
subJect to the initial condition 
x(t) = $(t) -h ~ t ~ 0 • 
Weiss considered the controllability of such systems 
extensively and realised the significance of the concept of pointwise 
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completeness to these discussions. However, most of the results he gave 
are not in a form which fits into the present considerations. These will 
be concerned with conditions for controllability which can be applied to 
the system matrix which the system gives rise to or to the corresponding 
controllability matrix. 
Kirrillova and Curakova showed that a necessary and 
sufficient condition for a system of this form to be IR.n-c..o"-h-o\lo.'ole. 
is that 
where 
and 
~=In 
Q.t.- 0 k-
QJ..h = 
k 
k = 0 or k > J. 
J. J. 
AQk+AQk • 0 1 -1 
Also, Choudhury defined fixed-time complete controllability 
n for such a system as a form of ~ -null controllability in which the time t 
1 
is fixed, The condition (4.4) is then a sufficient condition for this form 
of controllability. It is also necessary if the system is pointwise complete. 
Also, Tahim defined complete controllability for systems of 
this form, and this can be seen to correspond to function-space null 
controllability as defined above, He then stated that such a system was 
completely controllable if and only if there is a matrix V over ~such that 
and also 
A = B VT 
1 0 ' 
rank ~ (A ,B ) = n • 
0 0 
(4.5) 
(4.6) 
Unfortunately the proof of this result is incorrect, It does 
follow from the work of Buckalo that these conditions are sufficient for 
complete controllability, but they are certainly not necessary. 
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Other authors have considered systems in which the input 
and state are related by an expression of the form (4.1) with delay only 
in the control. That is, such that A. = 0 l. (i ;,; 1). 
For such systems it can be seen that a necessary and 
sufficient condition for function space null controllability as defined 
is the existence of a time t and a control u for which 
l. 
such that 
u(t) = 0 ; t - qh ~ t ~ t ' 
1 1 
x(t ; W ,p,u) = 0 • 
1 0 
It should be noted here that function space null controllability as defined 
excludes the case in which the state can be brought to a zero vector but 
can be kept there only by further control effort. 
Again for convenience, systems for which there is only a 
single delay will be considered. That is, systems for which 
x(t) = A x{t) + B u(t) + B u(t-h) ; 
0 0 1 
(4.7) 
subject to the initial conditions 
and u(t) = p(t) ; -h ~ t ~ 0 • 
Sebakhy and Bayoumi defined a type of controllability for 
systems of this form which is equivalent to ~n-controllability. They showed 
that a necessary and sufficient condition for ~n-controllability is that 
rank [ ~ (A ,B ) ~ {A ,B ) J = n • 
0 0 0 1 
(4.8) 
In the same paper they also defined a second type of 
controllability which can be identified as function-space null controllability. 
They then showed that a necessary and sufficient condition for this type of 
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controllability is that 
rank ~ (A ,B +e -AohB ) = n 
0 0 1 
Much more recently, Williams and Zakian have obtained a 
necessary and sufficient condition for ~n-controllability of the most 
general form of system corresponding to the expression (4.1). 
(4. 9) 
Suppose that the controllability matrix ~ (A(z) ,B(z)) given 
by (3.4) is written in the form 
(4.10) 
where ~ k (k = O,l, ••• ,N-1) is an nxnt matrix over J.. Then, a system as 
considered is Jln-controllable if and only if 
rank [ 1: (A(z) ,B(z)] = n (4.11) 
where the nxNnt matrix 
(4.12) 
It is the intention in the next section to consider some of 
the implications of the results given above, particularly that given by 
Williams and Zakian. As previously indicated, special interest will centre 
on the system matrix and the controllability matrix. 
One particular result of interest to arise in these discussions 
will be the fact that a system matrix can have an input-decoupling factor 
n but can still arise in connection with a system which is ~ -controllable. 
This comment is certainly not true in the case of function-
space null controllability, which will be discussed further in the third 
section. In this discussion, particular systems in which the input-state 
relationship is of the form (4.3) or (4.7) will be considered. It will be 
shown how the function-space null controllability of such systems depends 
not only on the input-decoupling factors of the corresponding system 
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matrices, but also on the input-decoupling zeros. 
To conclude the third section, it will be shown how the 
results obtained correspond to certain results given by Marchenko. These 
results are for complete controllability, whose definition corresponds to 
the initial definition of function space null controllability, except that 
the initial function p(t) in (4.2) is a zero function. 
The results given by Marchenko can be written in terms of 
the matrix (3.3). From these results it can be seen that a necessary and 
sufficient condition for complete controllability as defined by Marchenko 
is that 
[ ( -sh rank sin-A e ) B(e-sh)] = n for all s • (4.13) 
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4.2 The implications of the preceding results 
A delay-differential system defined by an expression of the 
form (4.1) and an appropriate expression connecting the state x(t) and the 
output y{t) will clearly give rise to a state-space system matrix of the 
form (3.1). To begin this section the implications of the Aln-controllability 
of such a system for the input-decoupling h.olur< of the corresponding system 
matrix will be examined. 
As remarked towards the end of the last section an ~n-
controllable system does not necessarily give rise to a system matrix which 
has no input-decoupling factors. 
Example 4.1 The system matrix 
P(s,z) = s 0 I 1 
I q_ __ ~..J_Z 
-1 0 I 0 
I 
0 -1 1 0 
has input-decoupling factor s, but 
[C. (A(z),B(z))] = [~ 0 
0 
0 
1 ~] ' 
so that the corresponding system is ~n-controllable. 
Now, the condition (4.11) holds if and only if there is no 
-
n-vector T'] over ~ such that 
Tlr [<:(A(z),B(zll] = 0. 
Using (4.10) and (4.12) it can be seen that this is true if and only if 
r T'] ~ (A(z) ,B(z)) = 0 • (4.14) 
The difference between this condition and the one given by 
(3.6) is immediately apparent. If the n-vector T'](z) in (3.6) can be chosen 
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to be over ~then the condition (4,11) is not satisfied, On the other 
hand, if ~(z) cannot be chosen to be over~. this condition holds and the 
n 
corresponding system is ll -controllable even though the system matrix has 
an input-decoupling factor. 
The same restriction can also be applied to the n-vector 
~(z) satisfying (3.7), a point which was observed by Choudhury for system 
matrices corresponding to systems which have a single delay in the state. 
Example 4,2 For P(s,z) in example 4.1 
~(A(z),B(z)) = [~ ~] 
and there are clearly no n ,n in 1£. such that n + n z = 0 • 
1 2 1 2 
Note however that a system matrix with no input-decoupling 
factors clearly corresponds to a system which is ~n-controllable. 
It follows from the above remarks that if the rank defect of 
'(A(z),B(z)) is band the rank defect of [!: (A(z) ,B(z)] is b , then of the 
1 
b linearly independent n-vectors which satisfy (3.6), b of these n-vectors 
1 
can be chosen to be independent of z. These b vectors can be used to 
construct the matrix H(z) which is used in the decomposition of the state 
space system matrix by the procedure outlined in section 3.2 to bring it to 
the form (3.19). 
This decomposition suggests a similar decomposition of the 
system matrix to one of the form (3.19) in which the matrix 
[si b -A' (z) n- aa 
1 
B1 (z)] 
a 
corresponds to a system which is Uln-controllable. The manic irreducible 
factors of Jsib -A 1 (z)l may then be identified as input-decoupling factors 
1 l1 
which correspond to the part of the system which is not atn-controllable, 
Example 4.3 Consider a matrix of the form (3.3) which is 
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[sin-A(z) B(z)] = rs-z z+z2 
-1 s+l+z 
0 0 
for which 
j: (A(z) ,B(z)) 
so that b = 2 and b = 1. 
l 
0 
0 
0 
' 
A transformation of system similarity of the form (3.10) in which 
H(z) = 1 
1 
z 
on the system matrix of which the above matrix is part brings it to the form 
~-r_:_r; ~-~-~~j z s 0 z I I z I 0 s I 1-z • 
Hence removal of the input-decoupling factor s+l leaves the matrix 
[~ 0 s I zl : 1-zj 
which corresponds to an ~n-controllable system. 
However, this decomposition is not unique. It is equally possible to 
use a transformation of system similarity in which 
H(z) = 
[: 
z ~ 1 -z 
to bring the original matrix to the form 
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~ ~~-.2----~_i_q_J -1 I s+l+z -1 I 1 I 2 I -z 1 z+z s-z 1 l+z 
In this case removal of the other input-decoupling factor s again 
leaves a matrix which corresponds to an ~n-controllable system. 
More serious complications may arise in attempting to perform 
this decomposition. For example, suppose that b = 2, b = 1 and the system 
l 
matrix has only one input-decoupling factor which is of degree 2 over 
~(z)[s]. In such a case the matrix H(z) or the factor to be removed may 
involve irrational forms in z. 
Note however that the procedure outlined above is clearly 
possible if b = b • In this case the matrix H is over ~. 
1 
The reason for the difficulties encountered above will now 
become apparent. When a transformation of the form (3.10) is carried out 
on a state-space system matrix, this transformation need not preserve the 
~n-controllability of the corresponding system unless it is over nl, rather 
than lil[z] or li!.(z). 
Example 4.4 A transformation of the form (3.10) on the system matrix P(s,z) 
in example 4.1 in which 
H(z) = [~ ~] 
brings it to the system matrix 
s 0 1 
0 s 1 0 
------
-1 0 0 
-z -1 0 
which corresponds to a system which is not ~n-controllable. 
Having discussed the necessary and sufficient condition for 
~n-controllability given by Williams and Zakian, some remarks will now be 
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made concerning the other conditions for the various types of controllability 
given in section 4.1. 
The first remark concerns systems which involve an expression 
of the form (4.3). For such a system it is clear that the condition (4.4) 
is equivalent to the condition 
This follows from the observation that 
(A +A z) .t-l 
0 l = 
Following the results given by Choudhury it is possible to 
conclude that, for a pointwise complete system of this form, the above 
condition is necessary and sufficient for fixed-time complete controllability. 
Hence, for such a system fixed time complete controllability and ltn-
controllability are equivalent properties, a fact which is evident from the 
definitions of these types of controllability. 
By utilising results given by Popov concerning pointwise 
completeness, these remarks will apply if for example A is non-singular or 
l 
has rank 1, or if A and A commute. These three conditions are all sufficient 
0 l 
for a system to be pointwise complete. 
Now, a transformation of the form (3.10) between state-space 
system matrices corresponding to systems of the above type will preserve any 
of the three properties ensuring pointwise completeness if it is over ~. As 
before, this suggests the possibility of decomposing such system matrices to 
yield a matrix which corresponds to a fixed-time completely controllable 
system, and this can certainly be done if b = b , 
l 
Turning now to the condition (4.6), it is clear that Tahim 
and Buckalo regarded this as sufficient for ~n-null controllability. From 
the condition (4.11) it is in fact clear that the condition (4,6) ensures 
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~n-controllability. However, it is clearly not necessary for ~n­
controllability. Neither is it necessary for ~n-null controllability, even 
when the system is pointwise complete. 
Example 4.5 From discussions in the next section it will be seen that the 
system which gives rise to a matrix of the form (3.3) which is 
s ~] 0 
is function-space null controllable and hence ~n-null controllable. This 
system is pointwise complete, as are all systems with n = 2, and 
~(A ,B ) = 0 0 
One condition which can be seen to be necessary for ~n-null 
controllability is that 
rank '- (A , [A B
0
]) = n • 0 l 
For, the solution of the equation (4.3) can be written in 
the form 
0 Jt 
x(t) = X(t)W{O) + s X(t-s-h)A W{s)ds + X(t-s)B u(s) ds , 
h l 0 
- 0 
(4.15) 
where the fundamental matrix X(t) has been shown by Tsoi to have the form 
X(t) 
Q~ ((k,t) ~ (1,1)) being the matrices which appear in the condition (4.4). 
Now, if the condition (4.15) does not hold, there is an n-vector ~over ~ 
such that 
~T ~ (A ,B ) -=: 0 . 
0 0 
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It follows that 
' 
and hence that 
If now, for any time t, the initial condition .!t $ = e"0 fJ is used, 
0 
the system can be seen not to be ~n-null controllable since eAot is 
non-singular. 
In particular, if there is a matrix satisfying the condition 
(4.5), then the condition (4.6) is necessary for ~n-null controllability 
and hence for function space null controllability. 
One particular situation in which the condition (4.15) does 
not hold is the case in which the rank defects b and b are equal, and the 
1 
input-decoupling factors of the system matrix are in ~[s] rather than 
Rl[s,z]. 
Then, there is a matrix H = 
H ] [sib-A -A z 12 01 11 
A 
H -A -A z 
22 03 13 
-A -A z 
02 l. :a 
si -A -A z 
n-b 04 14 
= 
[ 
I 
si -A b 01 
I I 
-A -A z 
03 13 
such that 
::] 
0 
si -A' -A' 
n-b 04 14 
A 
H 
12 
A 
H 
22 
0 
where the inverse of H is written in partioned form using the usual notation. 
Hence, 
and H ] Ar-1 A = 0 
12 0 1 
r= 1,2, ••• 
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Clearly therefore 
and as 
the condition (4.15) does not hold. 
Again returning to the conditions for complete controllability 
given by Tahim, it can be shown that if there is a matrix V satisfying (4.5), 
then there is a unimodular matrix N(z) over ~[z] such that 
~(A , B ) N(z) • 
0 0 
It is clear from this result (given by Zakian and Williams 
[1972]) and the preceding comments, that the following statements are 
equivalent in this situation:-
(i) the system is completely controllable as defined by Tahim, 
(ii) the system is ~n-controllable, 
(iii) the system is fixed-time completely controllable as defined by 
Choudhury, 
(iv) the corresponding system matrix has no input-decoupling factors. 
In this situation it also follows that if a system of the 
form considered is not completely controllable, then the corresponding state-
space system matrix can be decomposed by a transformation of system similarity 
over 1t to leave a matrix which corresponds to a completely controllable 
system. The matrix which is used to do this could be taken to be the one 
which would be used to decompose the system matrix over Ql[s] which gives rise 
to the matrix 
[si -A 
n o 
This follows from the remark that 
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so that the property of existence of a matrix satisfying (4,5) is preserved 
by such a transformation. 
Now, in the case of systems which involve an expression of 
, the form (4.7), it can readily be seen that 
[ G (A ,B ) 
0 0 
so that the necessary and sufficient condition for ~n-controllability given 
by Sebakhy and Bayoumi corresponds to the condition given by Williams and 
Zakian. 
Sebakhy and Bayoumi's result can be extended for any system 
which has delay only in the control, so that the corresponding necessary and 
sufficient condition is 
rank [ (:(A ,B ) ~(A ,B ) ... ~(A ,B ) ] = n • 
0 0 0 l 0 q 
It is then interesting to note that a system of this form is ~ n-controllable 
if and only if the corresponding ordinary differential system for which 
where 
x(t) = A x(t) + Bu(t) 
0 
B = [B B 
0 l 
... B J q 
and u(t) is a {q+l)~vector of controlled variables, is controllable. 
Returning to the single delay system, the necessary and 
sufficient condition (4.9) for function-space null controllability prompts 
the remark that a system of this form cannot be function-space null 
controllable if the corresponding system matrix has an input-decoupling 
factor. 
For, if there is an n-vector over ll![z] 
' 
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where '11k (k = o, 1, ••• , t) is an n-vector over ~ , such that 
then 
where 
'11T (z) j:. (A , B +B z) = 0 
0 0 1 
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4.3 Function-space null controllability 
It is the intention here to show how the function-space null 
controllability of a system involving an expression of the form (4.1) depends 
on the input-decoupling factors and input-decoupling zeros of the 
corresponding (state-space) system matrix. 
The initial inspiration for this study came from the 
definition of controllability given by Morse. This definition was a purely 
mathematical one, and has already been seen to be equivalent to the require-
mentthat the state-space system matrix has no input-decoupling factors or 
input-decoupling zeros. Also, it follows from a result given by Kamen [197Sb] 
that the above condition is sufficient for function-space null controllability 
as defined in section 3.1. 
The discussions of this section will mainly concern single 
delay systems involving expressions of the form (4.3) or (4.7),but they can 
be extended to the more general system by utilising the result due to 
Marchenko given previously. 
It will be shown that single delay systems of either of the 
above two forms are not function-space null controllable if the corresponding 
-s h 
system matrix has an input-decoupling zero of the form (s , e 0 ) for some 
0 
value s of s. 
0 
The condition involving the input-decoupling factor has of 
course already arisen in the discussion in section 3.2. The result need only 
be shown for the case of input-decoupling zeros, since the following 
discussion will extend easily in the case of input-decoupling factors. 
First of all, in the case of a system involving an expression 
of the form (4.7), if the system matrix has an input-decoupling zero of the 
above form, then there is an n-vector ~ over 4: such that 
'rlr [si -A 
on o 
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Now, since 
Then, 
T]T [s I -A 
o n o 
= T]T A 
0 
which contradicts the condition (4.9). 
The system is therefore not function-space null controllable. 
This argument is clearly reversible, so that a system of the 
above form which is not function-space null controllable corresponds to a 
( -s h) system matrix which has an input-decoupling zero of the form s
0
, e o 
(assuming it does not have an input-decoupling factor). 
In the case of a system involving an expression of the form 
(4.3), the existence of an input-decoupling zero of the above form means 
that there is an n-vector T] over~ such that 
and 
B ] = 0 • 
0 
Then, 
T[ -s h J T] si-e 0 A 
o n 1 
= 0 • 
T Multiplying (4.3) by T] , and utilising these two results 
-s t it follows that Then, multiplying by the integrating factor e o ' 
t 
e-sotT]T(x(t)-$(0)} = T]TA J (e-soTx(T-h)-e-so(T+h)x(T)} dT 
1 0 
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or 
(4.16) 
using the initial condition for a system of the above form. 
Now, if the system is function-space null controllable, for any initial 
condition there is a time t such that 
l 
x{t) = 0 t -h .:: t .:: t l l 
From (4.16), it then follows that 
which is clearly not true for all initial conditions. This provides a 
contradiction and the system is therefore not function-space null controllable. 
The results above are in agreement with the result given by 
Marchenko. For systems of either of the two forms discussed above his 
definition of complete controllability is equivalent to the definition of 
function-space null controllability given in section 4.1. So, for systems of 
either form, the condition (4.13) is necessary and sufficient for function-
space null controllability. In fact the result can be extended to systems for 
which there are more than one delay either in the control or in the state. 
Another result given by Marchenko justifies the requirement on 
the absence of input-decoupling factors for a system matrix corresponding to 
a function-space null controllable system, involving an expression of the 
form (4.1). For such a system the condition (3.5) implies that the condition 
(4.13) cannot be satisfied and hence that the system is not function-space 
null controllable. 
Now, a particular form of zero of the form discussed above is 
the zero (0,1). From the preceding discussion, it is clear that if a system 
matrix corresponding to a system of either of the two particular types 
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discussed has input-decoupling zero (0,1), then the corresponding system is 
not function-space null controllable for any value of the delay h. 
However, if the input-decoupling zero or zeros are not (0,1), 
the corresponding system will be function-space null controllable for all 
values of h except those which would enable these zeros to be written in the 
form {s ,e-soh). Indeed, this may not be possible for some zeros. For example, 
0 
the zero (0,0) can not be written in the required form. 
Example 4.6 A system which yields as a matrix of the form (3.3) the matrix 
[~ 1 s+l 
which has zero (0,1), is not function-space null controllable for any delay 
h. 
This can also be seen by applying the condition (4.9), since 
[1 -1] ' 1 -1 
which has rank 1 for any value of h. 
Example 4.7 A system which yields as a matrix of the form (3.3) the matrix 
-1 
s+l 
: -l+zl 
I 1 J 
which has zero (-2,2), is function-space null controllable except in the case 
where the delay h = ~ £n 2. 
Again, using the condition (4.9), 
(. (A , B +e -Aoh B ) 
0 0 l = 
which has full rank unless ah e = 2. 
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Example 4.8 A system which yields the matrix 
z-2 ~] s 
which has zero (-1,2), is not function-space null controllable for the delay 
h = .tn2. 
From the results of chapter 3 it is now clear that, in order 
for the function-space null controllability of a delay-differential system 
of the form discussed to be preserved under a transformation of system 
similarity on the corresponding system matrix,this transformation should be 
over ~[z], rather than ~z). By placing this restriction on the transformation 
the input-decoupling zeros of the system matrix can be preserved, thus 
preserving the function-space null controllability. 
However, it does not follow that system matrices which 
correspond to function-space null controllable systems (and have no output-
decoupling factors) are system similar over ot[z] if they correspond to the 
same transfer function matrix. Such system matrices may have input-decoupling 
zeros which do not affect the function-space null controllability of the 
corresponding system. 
Example 4.9 The system matrices 
P(s,z) = ~ s 0 j ~ C!.. - .="1 - ~ } -1 -1 1 0 I P(s,z) = and 
both correspond to function-space null controllable systems and to the transfer 
function 
sz + s + 1 
s(s + 1) 
However, P(s,z) has input-decoupling zero (0,0) while P'(s,z) has no 
input-decoupling zeros, showing that these system matrices cannot be system 
similar over lt[z] • 
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Before concluding this chapter, brief mention ought to be 
made of the concept of observability of delay-differential systems. The 
only definitions of observability encountered in this context have been 
algebraic definitions, such as the one due to Morse. However, it seems 
' justifiable to at least require that a system matrix should have no output-
decoupling factors if it is to correspond to an observable system, which-
ever way this concept is defined. 
The concepts of controllability and observability will be 
encountered again in the next chapter. 
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5. Another form of system matrix for 2-D systems 
5.1 Standard form of the system matrix to be considered 
This chapter will be concerned with matrices over ~[s,A] of 
the form 
PR(s,A) = si -o. -a. 131 n 1 2 
-a. AI -o. 132 (5.1) 3 p 4 
-y 1 -Y 2 & 
where 0.1 , o.2, 0.3 , 0.4 , 131 , 132 , y1 , Y2 and & are respectively nxn, nxp, 
pxn, nxL, pxL, mxn, mxp and mxL matrices over~. Matrices of the form 
(5.1) are particular forms of the possible form (1.17) of state-space 
system matrix proposed in the introduction. 
Such matrices have arisen recently in the study of two 
dimensional systems (see for example Kung et al). As indicated in the 
introduction, they arise naturally from the approach suggested for such 
systems by Givone and Roesser or Fornasini and Marchesini. 
Since this thesis is mainly concerned with delay-differential 
systems it will usually be assumed that o.r = 0 for some r. Then, following 
4 
Zakian and Williams [1973], a matrix of the form (5.1) corresponds to a 
delay-differential system which gives rise to a state-space system matrix 
of the form (3.1) for which D(s,z) is a function of z only. For this latter 
system matrix 
r i-1 i A(z) = 0. + .E 0. 0. 0. z 
' 1 1=1 2 4 3 
r i-1 i B(z) = 131 + .E 0. 0. 132 z 1=1 2 4 
r i-1 i C(z) = y1 + .E y2 0. 0. z 1=1 4 3 
r i-1 i and D{z) = & + .E y2 0. 132 z 1=1 4 
Here z = t • 
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Given a system matrix of the form (5,1), the corresponding 
system matrix of the form (3.1) is uniquely determined. However, more than 
one system matrix of the form (5.1) may arise from a given system matrix 
of the form (3.1) (for which D(s,z) = D(z)), 
A system matrix of the form (5,1) gives rise to an mxt 
transfer function matrix 
Here, 
[
I -et 
n 1 
-et 
3 
where M(s, >.) = si - et - et (M - et ) - 1 et , 
n 1 2 p 4 3 
By use of the result 
r 
.E 
l=l 
i-1 
et 
4 
+ li • 
i 
z 
(5.2) 
it can be seen that the transfer function matrix GR(s,>.) given by (5.2) is 
the same as the transfer function matrix GS(s,z) given by (3.2). 
The expression (5,3) could be replaced by an expression 
involving N-1 (s,>.) where 
N(s, >-) = M - et - et (si -et ) - 1 et , p 4 3 n 1 2 
but in the context of delay-differential systems this is not really 
relevant. 
Now, Kung et al have defined transformations of similarity 
between system matrices of the form (5,1) as being transformations of the 
form 
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H-l I I I 0 0 si -a. -a. ~l H 0 0 si -a. -a. ~1 l n 1 2 l n 1 a 
0 H-l 0 -a. :I.I -a. ~2 0 H 0 = -a.' AI -a.' ~· (5.4) 2 3 p 4 2 3 p 4 2 
0 0 I -y 
-Y 6 0 0 I.t -y' -y' 6' m l 2 l a 
where H and H are respectively nxn and pxp non-singular matrices over Al. l 2 
Such transformations can be seen to preserve the transfer 
function matrix (5.2). They can also be seen to preserve the matrices 
y (si -a. )-l ~l 
1 n 1 
and (5.5a,b) 
Also, since transformations of this form are particular forms of a 
transformation of strict system equivalence over ~[s,:l.], such transformations 
can be seen to preserve the Snith forms and zeros of the matrices 
ri -a. -a. ~l] n 1 2 (5.6) 
-a. AI -a. ~2 3 p 4 
and si -a. -a. (5.7) 
n 1 2 
-a. :I.I -a. 
3 p 4 
-y 
l 
-y 
2 
Following the definitions in section 3.1, the monic 
irreducible factors of the invariant polynomials over ~[s,:l.] of the matrix 
(5.6) will now be referred to as the input-decoupling factors of the system 
matrix (5.1). The ze~s of the matrix (5.6) will be referred to as the 
input-decoupling zeros of this system matrix. Similar definitions in terms 
of the matrix (5.7) apply for the output-decoupling factors and the output-
decoupling zeros. 
Before proceeding to the main points of this chapter, it will 
now be shown how a system matrix of the form (5.1) can be partially 
dec.cmpo£ed using a transformation of the form (5.3). 
Following the usual method of decomposition for a system 
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matrix over lt[s) it is possible, using a transformation of this form in 
which H = I , to decompose the matrix 
a p 
si -a. -a. 131 n 1 a 
-a. 0 0 
3 
-v. 0 0 1 
and hence bring the system matrix (5.1) to the form 
I I I 
si -a. -a. 131 n 1 a 
-a.' AI -a. 13a 3 p 4 (5.8) 
-v.' -y 0 1 a 
Here, the system matrix 
si -a. I -a.' 131 n 1 2 
-a.' 0 0 
3 
-Y.' 0 0 l 
is a system matrix of least order corresponding to the transfer function 
matrix 
[ I ]-1 [ I si -a. -a. 
n 1 3 
13'] 
1 
(in the sense defined by Rosenbrock [1970)). 
A second transformation of the form (5.3) in which H = I can be used 
1 n 
to decompose the matrix 
0 -a.' 0 
a 
-a.' XI -a. 13a 3 p 4 
0 -y 0 
a 
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and hence bring the matrix (5.8) to the form 
I 11 I (5.9) si -o. -o. 131 n 1 2 
11 >-I -o.' 13' -o. 
3 p 4 2 
-yl 
-Y' 6 
1 2 
Here the matrices 
I 
" 
I I 
-o.'' 
I 
si -o. -o. 131 and >.I -o. 132 n 1 2 p 4 3 
-a/' 0 0 -a.'' 0 0 
3 2 
-y' 0 0 -y' 0 0 
1 2 
are system matrices of least order corresponding to the transfer function 
matrices 
[ I ]-1 [ o si -o. -o. 
n 1 2 13'] 1 and [o.~ [AI -o.'] [-o." 2 p 4 3 yl 2 
respectively. 
Example 5.1 The system matrix 
PR ( s, A) = s 0 -1 -1 1 1 
0 s I -1 -1 I 1 
---..,.r----...--0 01 A 1 1 0 
0 -1 I 0 >.-1 I 0 
---'"t-----r---
-1 0 0 0 0 
is brought by a transformation of the form (5.3) in which 
H = 1 
to the system matrix 
and 
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H = 2 [_~ ~] 
s 0 0 0 0 
' 
0 s -1 -1 1 
- 1- - -t -0 0 X 1 0 
0 -1 I 0 X-1 0 
-1 -1 0 0 0 
which yields the system matrix 
~_s ~ -_: 1 _ 1~ -1 1 X I 0 -- - ---1 I 0 I 0 • 
This system matrix satisfies the conditions imposed on the matrix (5.9), 
and corresponds to the transfer function 
as does the original system matrix. 
It should be noted that the procedure outlined above will 
sometimes not remove all decoupling factors from the system matrix. 
Example 5.2 The system matrix 
PR(s,X) = s 0 I -1 I 0 
0 s I 0 I 1 
- I la 
-1 0 I 
- o-1 -
-1 -1 I 0 
is of the form (5.9), but it has an input-decoupling factor (s~l). 
Henceforth it will be assumed that, unless otherwise specified, 
the system matrices under consideration satisfy the same conditions as the 
matrix (5.9). That is, the system matrices 
si -a. -a. 131 and XI -a. -a. ~'a (5.10a,b) n 1 2 p 4 3 
-a. 0 0 -a. 0 0 
3 2 
-y 0 0 -y 0 0 
1 2 
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are system matrices of least order corresponding to the transfer function 
matrices 
[
a.] [si -a. T1 [-a. a n 1 2 
\ 
~1 ] and 
[
a.] [:I.I -a. p [-a. 2 p 4 3 
y2 
respectively. 
It can now be observed that when two system matrices 
corresponding to a given system are brought to the form (5.9) they are 
connected by a transformation of the form (5.4) in which H = I • Here H 
1 n 2 
is the matrix which connects the respective matrices of the form (5.10b). 
Some particular matrices of the form (1.1) will now be 
considered. The main concern here will be in the input-state relationship, 
while the state-output relationship will be assumed to be of the simple 
form 
y(t) = C0 x(t) 
Matrices of the form 
si -a. -a. ~1 (5.11) n 1 2 
0 ;\.I -a. ~2 p 4 
-Y. 0 0 1 
correspond to systems which have delays only in the control. Such systems 
also give rise to system matrices of the form (3.20), in which A(z) and 
C(z) are matrices over~. In particular if a. = 0, these matrices 
4 
correspond to a single delay system involving an expression of the form 
(4.7). 
In order to be of the same form as the system matrix (5.9), 
system matrices of the form (5.11) for which a. = 0 must be such that 
4 
rank a. = p s: .t 
2 
and 
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rank ~ = p s: m • 
2 
Secondly, matrices of the form 
(5.12) si -a -a 131 n 1 2 
-a AI -a 0 
3 p 4 
-y 0 0 
1 
correspond to systems which have delays only in the state. Such systems also 
give rise to system matrices of the form (3.21), in which B(z) and C(z) are 
matrices over ~. Again, in particular, system matrices of the form 
(5.13) si -a -a 131 n 1 2 
-a AI 0 
3 p 
-y 0 0 
1 
correspond to systems involving an expression of the form (4.3). To be in 
the same form as the system matrix (5.9) such system matrices require 
rank a = p .: I, 
2 
and rank a = p .: m. 
3 
Finally, system matrices of the form 
si -a -a 131 n 1 2 
-a AI 132 2 p 
-y 0 0 
l 
(5.14) 
correspond to systems with a single delay in both the control and the state. 
In this case, such system matrices require 
rank [-a 
3 
13 ] = p .: n+m and rank a = p .: m. 
2 2 
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5.2 Modal controllability and observability 
It is now the intention to discuss the concepts of 
controllability and observability for systems which give rise to system 
matrices of the form (5.1). This will be done in the light of the discussions 
of the preceding chapters. In particular the connection between these 
definitions of controllability and the types of controllability defined 
in Chapter 4 will be examined. 
First of all the terms modal controllability and modal 
observability as defined by Kung et al will be discussed. In their 
definition a system is modally controllable if it gives rise to a system 
matrix of the form (5.1) in which the matrices 
rsi~~ -a 3 [~] 
are relatively (left) prime over ~[s,A]. 17 
From the discussion of section 3.2 it can be seen that, using 
the terminology introduced in the previous section, this is equivalent to 
the requirement that the corresponding system matrix has no input-decoupling 
factors. 
Modal observability depends on the matrix (5.7) and the output-
decoupling factors in the same way. 
Now, a system matrix of the form (5.1) which corresponds to a 
system which is modally controllable and modally observable is minimal in 
the sense that it is of the minimum dimensions n and p which are necessary 
to represent a given transfer function matrix GR(s,A) as given by (5.2). 
Reduction of a system matrix to one of the form (5.9) does not always reduce 
it to minimal form, but it is certainly necessary if the system is to be 
minimal. 
The connections between the decoupling factors of a system 
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matrix of the form (5,1) and the decoupling factors of the corresponding 
system matrix of the form (3.1) will now be examined, These connections 
will be examined for input-decoupling factors, but they apply equally 
well for output-decoupling factors, 
A system matrix of the form (3.1) has no input-decoupling 
factors if and only if any input-decoupling factors of a corresponding 
system matrix of the form (5,1) are in Ill:.[>.]. 
For, if the latter statement is true, there is a matrix 
over IR(>.l[s] 
X(s, ).) = X (s,>.) 
11 
X (s, ).) 
12 
X (s,>.) X (s,>.) 
21 :aa 
X (s,>.) X (s,>.) 
31 32 
where the partitioning will become obvious, such that 
~si -a. n 1 -a. 3 -a. 2 AI -a. p 4 X (s, ).) 11 X (s, >..) al 
X ( s, ).) 
31 
X (s, >..) 
la 
X (s,>.) 2a 
X (s, >..) 
32 
Premultiplying this expression by the matrix [In 
shows that 
' 
[si -a. -a. (>.I -a. )-1 a. 
n 1 2 p 4 3 [3 +0. ().I -a. )-
1 [3] [X (s,i.)] = I, 1 a p 4 a 11 n 
X (s, ).) 
31 
Hence the system matrix (3.1) has no input-decoupling factors. 
If on the other hand (5,15) holds, then 
(5.15) 
[;n 
a. (>.I -a. ) -][si -a. -a. 
::] 
X (s, >..) 0 = 
[:n :J 2 p 4 n 1 a 11 I -a. AI -a. 0 (>.I -a. )-1 p 3 p 4 p 4 
x
31 
( s, >..) 0 
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which shows that the only input-decoupling factors of the system matrix 
(5.1) must be in 11!. p.]. 
Example 5.3 The system matrix which contains a matrix of the form (5.6) 
which is 
s 0 I 0 0 1 
0 s I 0 -1 1 
-0 0 I ). -1 1 
0 -1 I 0 ). 0 
has input-decoupling factor ).. 
This system matrix corresponds to one of the form (3.1) which contains a 
matrix of the form (3.3) which is 
[~ 0 s-z 'fl ~ lJ 
This system matrix can be seen to have no input-decoupling factors. 
The above result is in agreement with one given by Eising. 
His result can be seen to assert that a system which gives rise to a system 
matrix of the form (5.1) is modally controllable if and only if the Smith 
form over R:. ( ).)[ s] of the matrix 
and the Smith form over ~(s)[).] of the matrix 
are [I 
n 
o] and [I p o] respectively. 
Also, the above results are concerned with input-decoupling 
factors rather than input-decoupling zeros. This will be the case throughout 
the discussion of system matrices of the form (5.1). However, one observation 
can be made concerning input-decoupling zeros. 
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If a system matrix of the form (3.1) has an input-
decoupling zero (s ,z ) with z i 0 , then a corresponding system matrix 
0 0 0 
of the form (5.1) also has an input-decoupling zero or an input-decoupling 
factor. 
For, if (s ,z ) is an input-decoupling zero of a system 
0 0 
matrix of the form (3,1), there is an n-vector T] over et such that 
Then 
T[ 1 )-1 71 s I -a. -a. (- I -a. a. 
o n 1 a z p 4 3 
0 
a. (...l. I -a. )-1 ] [sI -a. 2 z
0 
p 4 o n 1 
-a. 
3 
-a. 
2 
1 
-I -a. 
z p 4 
0 
0 ' 
showing that the system matrix of the form (5.1) either has an input-
decoupling zero or an input-decoupling factor. 
An immediate consequence of the above results and the remarks 
of the previous chapter is that any system matrix of the form (5,11) or 
(5.12) which has no input-decoupling factors and also no input-decoupling 
zeros corresponds to a system which is function-space null controllable. 
This follows from the fact that the corresponding system matrix of the form 
(3.1) can have only input-decoupling zeros of the form (s
0
,0}. Such zeros 
do not affect the function-space null controllability of the corresponding 
system. 
Note however, that in general modal controllability does not 
imply function-space null controllability. 
Example 5.4 The system matrix which contains a matrix of the form (5.6) 
which is 
[i-- ~ -H-Hl 
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corresponds to a system which is modally controllable. However, the matrix 
of the form (3.3) which is 
0 
s ' 
which has zero (0,1), shows that this system is not function-space null 
controllable. 
Note also, that example 5.3 shows that modal controllability 
does not follow from function-space null controllability. 
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5.3 Local controllability and observability 
In this section conditions will be examined for two other 
types of controllability and observability defined for systems corresponding 
to system matrices of the form (5.1) by Kung et al, following definitions 
previously given by Roesser. Since local controllability and local 
observability are not defined in similar ways they will be introduced 
separately. 
The conditions for controllability will involve the 
controllability matrix 
C n,p = M Ol ... M •• lJ ' (5.16) 
where ) ( ) ( )) S-i,-j ((0,0 < i,j ~ n,p is the coefficient of A in 
the expansion of the matrix 
[
si -a 
n 1 
-a 
3 [::] 
as a series in powers of 1/s and 1/X • 
These coefficients are obtained by expanding the matrix 
[
I -a/ n 1 s 
-a3/X 
as a series in powers of 1/s and 1/X , and writing the coefficient of 
s-ix-j in this expansion as 
Then, 
M = lo ' 
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M = Ol 
(5.17) 
(5.18) 
------
-- -- --------------------------, 
and 
(i,j) :. (1,1) • 
Sometimes it is necessary to write 
~n,p = [':·~] ' 
'C.n,p 
(5.19) 
where t: 1 has n rows and f' 2 has p rows. 
n,p r n,p 
A system corresponding to a system matrix of the form (5.1) 
can then be shown to be locally controllable if and only if 
rank {:. = n + p • 
n,p 
Also, writing ~ as in (5.19), such a system is separately local 
n,p 
controllable if and only if 
rank ~ 1 = n and 
n,p 
2 
rank ~ = p • n,p 
One result which can be obtained immediately subsumes a similar 
result given by Kung et al. If the only input-decoupling factors of a system 
matrix of the form (5.1) are in ~[~] , then the corresponding system is 
separately local controllable. Kung et al gave this result for a minimal 
system matrix. 
Suppose that the system is not separately local controllable. 
Then there is an n-vector f\_ over JR. such that 
T 1 0 ~ ~ n,p = (5.20) 
or a p-vector 11a over ~such that 
T 'a 11z n,p = 0 • (5. 21) 
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If (5.20) holds it can be seen using (5,3) and (5.17) that 
(5. 22) 
When this expression is compared to (3.7) it can be seen that the 
system matrix of the form (3.1), and hence the one of the form (5.1), has 
an input-decoupling factor other than one of the form specified, This 
clearly provides a contradiction. 
Alternatively if (5.21) holds, it follows again from (5,3) and (5.17) 
that 
Equating coefficients of s 0 
' 
~ [AI -a. r 13 = 0 ' p 4 2 
and equating other powers of s 
' 
Now, 
nr [AI -a. Pa. =I o 
'a _p 4 3 
otherwise the matrix in (5,10b) does not have least order. 
Therefore (5.22) holds with nT replaced by ~T[AI -a. ]-~a. , and 
l 2 p 4 3 
this again provides a contradiction. 
The above result extends to local controllability for a system 
which corresponds to a system matrix of the form (5.12). If such a system 
matrix corresponds to a system which is not locally controllable, then 
there is an n-vector 'Tl,_ and a p-vector ~2 over ~ such that 
= 0 • 
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Therefore, 
which again shows that the system matrix has an input-decoupling factor 
which is not in ~[h]. 
Although the absence of input-decoupling factors from a 
system matrix of the form (5.1) is a sufficient condition for separate 
local controllability of the corresponding system, it is not in general a 
necessary condition. Indeed, it is not even necessary for local 
controllability. 
Example 5.5 The system matrix which contains a matrix of the form (5.6) 
which is 
s 0 1 I 0 0 
I 
0 s 0 I 1 1 
0 0 s I 0 I 1 
------ --.---.-
0 0 -1 1 h I 0 
has input-decoupling factor s. However 
' 
3 ,1 
has non-zero part 
0 -1 0 0 
1 0 0 -1 
1 0 0 0 
-----0 0 1 0 
showing that the corresponding system is locally controllable. 
Now, a separately local controllable system as defined above 
n 
can be seen to be ~ -controllable as defined in the previous chapter. The 
condition that ~ 1 in (5.19) has full rank is equivalent to the condition 
n,p 
that there is non-vector ~T over~ satisfying (4.14), which is a 
necessary and sufficient condition for ~n-controllability. 
Moreover, for system matrices of the form (5.13), or indeed 
for any system matrix for which u = 0, the corresponding system is 
4 
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separately local controllable if it is Aln-controllable. 
For, clearly if the system is 1f.n-controllable, ~ ~,p has 
full rank. Suppose therefore that (5.21) holds for some p-vector fk 
over 12. • 
Then, using (5.3) and (5.17), 
0 Equating coefficients of s , 
and equating other coefficients of s, 
TJT a. [si -a.-fa. a 1-1 [~ +t a. i3J = 0 • 
a 3 n 1 " a 31 1 ,., a a 
Since TJT a. f 0 , otherwise rank [-a. i3] < p , it follows that 
2 3 3 2 
(4.14) holds with 1'\. =a.; fk • 
Hence the system is not ~n-controllable. 
(5.23) 
This result does not necessarily apply for system matrices 
for which 0.
4 
f 0 , since ~ a.3 in the counterpart to (5.23) is then 
replaced by TJT [>..I -a. r 1 a. , which is not over ~. 
a p 4 3 
the matrices 
It should also be noticed that the conditions imposed on 
[si -a. 
n 1 -a. 2 and [-a. 3 >..I -a. p 4 
for the matrices in (5.10a,b) to have least order are not sufficient for 
separate local controllability, even though they are easily seen to be 
necessary. 
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Example 5.6 The matrix 
s 1 o -1 I 1 
I I 
_o__;+]J_o_ __ o_.l_l 
0 0 I A -1 I 0 
I I 
-1 1 1 0 A 1 0 
is one of the form (5.6) which arises from a system matrix which satisfies 
the conditions imposed on the matrix (5.9) • 
• 
However the non-zero part of the matrix ..,. is 
.. :a,:a 
1 -1 
1 -1 
0 
0 
---0 
0 
showing that the corresponding system is not separately local controllable. 
Moving now to the concept of observability, a system 
corresponding to a system matrix of the form (5.1) is locally observable 
if and only if 
Here 
where 
rank e1 = n + p • 
n,p 
N 
00 
N 
n,p-1 
• 
N 
n-1 ,p 
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(5.24) 
and 
(O,O)<(i,j)<(n,p) , (5.25) 
oij (k = 1,2,3,4) denoting the matrices which occur in (5.18). 
Writing 
0 
n,p = ' 
(5. 26) 
where a l 
n,p has n columns and 0 
2 has p columns, it can also be 
n,p 
seen that the corresponding system is separately local observable if and 
only if 
rank 0 1 p = n n, and rank 0 
2 
= p • 
n,p 
Now, for ordinary differential systems, observability 
conditions can be considered as controllability conditions on an adjoint 
system. Any results for controllability are then easily extended for 
observability. 
As has already been indicated, this is not the case here. 
The controllability matrix ~ can be linked with the matrix {5.17) and 
n,p 
hence with the matrix (5.6). However, the observability matrix eJ as 
n,p 
defined by (5.24) and (5.25) cannot be similarly identified with the 
matrix 
and hence with the matrix (5.7). 
The coefficient of 
(5. 27) is 
-i -j 
s ). 
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(5. 27) 
in the expansion of the matrix 
(5.28) 
which is not the same as the general matrix Nij given by (5,25) used 
in f1 
n,p • 
As a result of this remark, it can be seen for example that 
the absence of output-decoupling factors for a system matrix of the form 
(5,14) is not a sufficient condition for local observability. This 
compares with the remark that for such a system matrix the absence of 
input-decoupling factors is sufficient for local controllability. 
Example 5,7 The system matrix which contains a matrix of the form (5,7) 
which is 
s -1 I 1 
I 
o_ __ J!_t.._o 
-1 0 I A. 
-----L-
-1 0 1 0 
has no output-decoupling factors. The matrix which has general term of the 
form (5,28) has three independent rows 
but the observability matrix 
independent rows 
0 
0 
1 
0 
1 
' 
given by (5.24) and (5.25) has only two 
However, on separating the matrix given by (5.28) in the same 
way as er in (5.26), it can be seen that the separate parts of these 
n,p 
matrices are effectively the same. Therefore, separate local observability 
can be linked with the matrices (5.27) and (5,7) in the same way that 
separate local controllability can be linked with the matrices (5.17) and 
(5.6). 
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Hence, if a system matrix of the form (5.1) has no output-
decoupling factors, then the corresponding system is separately local 
observable. Also the conditions imposed on the matrices 
si -a. 
n 1 
-a. 
3 
-v. 1 
and -a. 
a 
AI -a. p 4 
-y 
2 
for the matrices in (5.10a,b) to have least order are seen to be necessary 
for separate local observability. 
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5,4 Transformations between system matrices of the form (5.1) 
In this section conditions under which a transformation of 
similarity of the form (5.4) exists between system matrices of the form 
(5.1) are considered, 
Clearly, a necessary condition for such system matrices to 
be similar is that they correspond to the same transfer function matrix 
(5.2). In certain cases this condition can also be seen to be sufficient. 
For example, consider system matrices of the form (5.1~) 
for which the matrices 
[
si -a S.] n 1 1 
-y 0 
l 
and 
[
A.I -a p 4 
-'6. 
2 
(5.29a,b) 
are system matrices of least order corresponding to the transfer function 
matrices 
and a{[;I.I -a r S 
2 p 4 2 
respectively. 
If two such system matrices correspond to the same transfer 
function matrix then the transfer function matrices of the form (5.5a) are 
also equal. Then, since the matrices of the form (5.29a) have least order, 
there is a non-singular nxn matrix H over ~ such that 
1 
S1 = H-1 S and y' = y H 
l ll l ll 
Also, the equality of the transfer function matrices implies that 
y [si -a Pa [>.I -a rl s = 
1 n1 2 P4 2 
Again, since the matrix (5.29a) has least order, 
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(5.30) 
Then, since the matrices of the form (5.29b) also have least order, 
there is a non-singular pxp matrix H over lit.. such that 
2 
and 
The required transformation follows. 
I 
a. = 
4 • 
In general, it is found that the conditions that need to be 
imposed on system matrices of the form (5.1) to ensure that a transformation 
of the form (5.4) exists between them if they correspond to the same 
transfer function matrix are very restrictive. 
It is certainly not true for example that minimal system 
matrices corresponding to the same transfer function matrix are similar 
in this way, a result which is true for the similarity of system matrices 
over ~[s]. 
Example 5.8 The system matrices 
s -f I 0 I 0 and s -1 I -1 I 0 
I I I I 
~-.3J.:!...!... 1 0--~L.2 .. L~ 
0 -1 I A I 0 -1 0 I A I 0 
----L--J-
-1· - J. -1 . 
-1 0 1 0 1 0 0 1 0 I 0 
are both minimal, and correspond to the transfer function 
s(s;\-1) 
However, they are not connected by a transformation of the form (5.4) 
because they can be seen not to be strictly system equivalent over 
~[s,;l.]. The former system matrix has input-decoupling zero (0,0), while 
the latter has no input-decoupling zeros. 
This example raises the question of whether restricting the 
system matrices to have either no input-decoupling zeros or no output-
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decoupling zeros, besides being minimal, will enable a transformation of 
the desired form to be established. Again however, this is seen not to be 
the case. 
Example 5.9 The system matrices 
s 
0 
0 
-1 
0 : -1 ; 0 
s I 0 ' 1 ·----~ :..I.:-~.!-0 
0 1 0 1 0 
and s 
0 
0 
-1 
' 
-1 I 0 0 
I 
_ .s_i_:! L 0 
0 I }.. I 1 
·r·-r-
o 0 1 0 
are both minimal, have no input-decoupling zeros, and correspond to the 
transfer function 
1 sax . 
However, there is no H = h f 0 such that the elements in the (3,4)th 
2 
position can be equal under a transformation of the form (5.4). 
Now, suppose that a transformation of the form (5.4) exists 
between two system matrices of the form (5.1). Then the corresponding system 
matrices of the form (3.1) can be seen to be connected by a transformation 
of system similarity of the form (3.10) in which H(z) = H • That is, the 
1 
matrices of the form (5.1) are connected by a transformation of the form 
(5,4) only if the corresponding matrices of the form (3.1) are connected by 
a transformation of the form (3.10) which is over nt, rather than ~[z] or 
llt(z), 
Example 5.10 The system matrices of the form (5.1) in the last example 
correspond to system matrices of the form (3.1) which are 
b
s -z ' ~ 
o_ __ :-.i. 1 
-1 0 1 0 
and ~ s -1 ' ~ ~--:.!_z -1 0 1 0 
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respectively. These system matrices can easily be seen not to be connected 
by a transformation of system similarity over~. 
Suppose now that two system matrices of the form (3.1) 
corresponding to system matrices of the form (5.1) are connected by a 
transformation of the form (3.10) in which H(z) = H is over R. 
l 
Then, equating coefficients of z0 in (3.10), it can be seen that 
(5.30) holds, together with 0 = o1 
Also, equating other coefficients of z, 
ra~ [AI -a'P [-a' 2 p 4 3 v' 2 [-a H 3 l 
Since the system matrices of the form (5.10b) have least order, there is 
a non-singular pxp matrix H over IR. such that 
2 
' 
and • 
A transformation of the form (5.4) follows. 
It has thus been established that two system matrices of the 
form (5.1) are connected by a transformation of the form (5.4) if and only 
if the corresponding system matrices of the form (3.1) are connected by a 
transformation of the form (3.10) which is over "'· That is, a transformation 
of system similarity which preserves the ~n-controllability of the 
corresponding delay-differential system. 
Example 5.11 The system matrices of the form (5.1) 
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s-1 0 -1 0 1 and s-2 1 I 0 -1 I 1 
-1 s-1 0 0 0 -1 s I 0 0 lo 
- -
- -
-1 T).. - ol o 
-1 -1 ).. -1 0 0 
0 -1 0 ).. I 0 -1 0 l-1 ).. lo 
- - - -- -
-1 0 0 -1 I 0 -1 1 1-1 0 I o 
correspond to system matrices of the form (3.1) which are 
[
s-1-z 
-1 
-1 
and 
[
s-2-z 
-1 
--
-1 
2 
-z-z 
s-1 
-z 
i 1] I o 
I o 
l-z
2 
1 ll [1 1 1 OJ [s-1-z -z-z
2 
I ~ [1 -1 I ~ 
s 1 o = o 1 I o -1 s-1 1 o o 1 I o • 
-------------1-z I o o o I 1 -1 -z 1 o o o I 1 
respectively. The original system matrices are connected by a transformation 
of the form (5.4) in which 
Now, in section 5.1 it was seen that a transformation of the 
form (5.4) can be used to partially decompose a system matrix of the form 
(5.1) to leave one of the form (5.9). It was also shown by example 5.2 that 
a matrix of the form (5.9) could still possess decoupling factors, and 
therefore not be minimal. In the case of that example it can now be seen 
that a transformation of the form (5.4) in which 
and H = 1 
2 
will bring the system matrix to a form from which the input-decoupling 
factor (s)..-1) can be removed to leave the system matrix 
~~ -: ~] ' 
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which corresponds to the same transfer function 
.!. 
s 
However, such a transformation can not always be used to 
remove decoupling factors from a system matrix which is not minimal. 
Example 5.12 The system matrix which contains a matrix of the form (5.6) 
which is 
s -1 0 l I l 
0 s -1 0 I 0 
T -0 -1 ). l l 
-1 0 0 ). I 0 
has two input-decoupling factors s and ). • 
In order to decompose this system matrix using a transformation of the 
form (5.4), there must be non-singular matrices H and H such that either 
l 2 
H-1 n H or H-1 n H contains a zero row. This is clearly impossible since 
l 22 2 31 
n
2 
and a
3 
both have full rank. 
It has thus been seen that a transformation of the form (5.4) 
only exists under conditions which are very restrictive, and also that such 
a transformation cannot be used to decompose a system matrix of the form 
(5.1) to allow its decoupling factors to be removed. Therefore it seems 
pertinent at this stage to seek an alternative form of transformation between 
such system matrices. 
Suppose that a transformation of the form (3.10) exists 
between two system matrices of the form (3.1) which correspond to two 
system matrices of the form (5.1). Also, suppose that there exists a non 
singular pxp matrix G
2 
over IR. such that 
n
4
1 
= G
2
-
1 
n
4
G
2 
, 13 1 = G-1 13 and y' = y G • 
2 2 2 2 2 2 
(5.31) 
116. 
Then 
G-1 (A) X(A) 0 si -o. -Cl ~1 G (A) 0 0 1 n 1 a 1 
0 G·' 0 -Cl AI -o. ~2 Y( )..) G 0 a 3 p 4 a 
0 0 I -y -y 6 0 0 I.t m 1 a 
I I I (5.32) == si -o. -Cl 131 n 1 a 
-o.' ).I -o.' 13' 
3 p 4 a 
-y' 
1 
-y' 
a 
o' 
G ( ).) 
== H(t) 1 where 
X().) 
== 
H-1 ( 1)o. [).I -Cl P- Cl [;\I -Cl T 1 G-1 
"X a p 4 a p 4 2 ' 
and Y{).) 
== [).r -o. Po. H<tl - G [;\I -0. r 1 o. • P4 3 2 P4 3 
Example 5.13 The system matrices in example 5.8 correspond to system matrices 
of the form (3,1) which are 
and 
respectively. 
Hence, taking 
[ 
s -1 i ~ 
.9 __ :_:z_;_ 1 
-1 0 I 0 
I 
H(z) == and G == 1 , 
2 
G (A) 
1 ' ,,,) = nJ and Y( A) == [ta-. t t] 
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Then, 
-1 1-1 I 0 1 0 ~ 1 0 s 
-I I I 
0 I o I 1 1 1 I 1 0 s 
s -1 I 0 0 1 0 0 0 
I 1 0 1 1 0 0 
-I I 
----L-1..:. -~-. ..,_ s ·-1 "X I I 
--" 'I - '"t- 1-i-1 1 _1_ 
-1 0 I >.I 0 0 0 I 0 0 0 1 I 
_____ L_I_ 
__ L_..J._ -1 I h) Ia-I I 1 1 1 0 
---..l-.f- ----1---L 
-1 0 I 0 I ,o 0 0 I 0 I 1 -1 0 1 0 I 0 0 0 I 01 1 
A transformation of the form (5.32) in which G (A.), X(A.) and 
1 
Y(A.) are respectively nxn, nxp and pxn matrices over ~(A), G~is a pxp 
matrix over~. and G (A) and G are non-singular, is a particular form of 
1 a 
a transformation of strict system equivalence over lit( A.) [ s ]. As such it 
preserves the transfer function matrix. It will also preserve any 
decoupling factors which are not in ~[>..]. 
It has thus been shown that two minimal system matrices of 
the form (5.1) which are such that there exists a matrix G satisfying 
a 
(5.31) are connected by a transformation of the form (5.32) if and only if 
they correspond to the same transfer function matrix. 
This follows from the remark that the minimality of a system 
matrix of the form (5.1) ensures the absence of decoupling factors of the 
corresponding system matrix of the form (3.1). The equality of the transfer 
function matrix then ensures the existence of a matrix H(z) satisfying 
(3.10). 
The outstanding question to be considered now concerns the 
conditions under which there is a matrix G satisfying (5.31). Certainly 
a 
if the matrices of the form (5.1) are such that the matrices of the form 
are least order system matrices corresponding to the transfer function 
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matrix (5.5b), then the equality of the transfer function matrices ensures 
the existence of G 
2 
This condition is however rather restrictive. Indeed, in 
the case of the matrices of the form (5.11), (5.12), (5.13) or (5.14) it 
can not be applied. However, for matrices of the form (5.13) it can be 
seen that (5.31) follows trivially with G = I • Minimal matrices of this 
2 p 
form are therefore connected by a transformation of the form (5.32) if 
and only if they correspond to the same transfer function matrix. 
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6. Suggestions for further work 
The most obvious area requiring further study is the discussion 
of general matrices over ~[s,z] which have no zeros which occurred in section 
2.2. Although the proposed results in that section have little direct bearing 
on the results in the remainder of the thesis, they clearly influenced the 
development of the later results. 
Also in the context of general matrices over ~[s,z], it 
would seem relevant to extend the definition of multiplicity of decoupling 
zeros given in section 3.3 to the more general context. This has been 
attempted, but so far no really satisfactory definition has emerged. 
Another possible avenue for further work is the extension of 
the discussions for chapters 2 and 3 to matrices over rings of polynomials 
in more than two variables, This should be straightforward, but nevertheless 
it would be a useful exercise. It might also be useful to set the results 
thus obtained in the context of the geometric approach introduced by Morf 
et al. 
The approach of chapter 3 obviously lends itself to delay-
differential systems, particularly those of the form (4.1). In the case of 
systems for which the delays are not all multiples of a common delay h the 
resulting system matrices will be of the general form (1.16), In this case 
the input-decoupling zeros still play an important part in the discussion 
of controllability. This is shown by the results given by Marchenko, which 
were stated in a particular form in section 4.1. 
Still in this context, the relationship between function-space 
null controllability and input-decoupling zeros has not yet been settled for 
general systems of the form (4.1), but only for the particular forms 
discussed in section 4.3, for which the definition of complete controlla-
bility given by Marchenko coincides with that of function-space null 
controllability. 
It would be interesting to investigate the usefulness of the 
120. 
approach of section 3.4 in the context of partial differential systems. In 
particular, the significance of decoupling zeros to the concepts of 
controllability and observability could be investigated. The main difficulty 
here lies in the fact that few algebraic results which could be applied to 
the system matrix exist in this context. This comment has also been made 
concerning the question of observability of delay-differential systems. 
The results in chapter 5 have been presented in the context 
of delay-differential systems. The transformation between system matrices of 
the form (5.1) suggested at the end of section 5.3 is clearly only useful in 
this context. However, in the main the results are applicable for general 
2-D systems. It is likely to be in this context, particularly for partial 
differential systems, that system matrices of the form (5.l)willprovemostuseful. 
In this event, the transformation of similarity of the form (5.4) deserves 
further investigation. 
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7. Publications 
The following papers by M G Frost and C Storey which arose 
from the material contained in this thesis have been accepted for 
publication in International Journal of Control:-
"E ' 1 [ J " qu1va ence of a matrix over "' s,z with its Smith form, 
I.J.c., 1978, 28, 5, 665-671. 
p ~ u 
A note on the controllability of linear constant delay-differential systems, 
I.J.C. 1978, 28, 5, 673-679. 
"Transformations of system similarity between state-space system matrices 
" over IR[s,z], 
I.J.C. 1979, 29, 1, 103-111. 
•Further remarks on the controllability of linear constant delay-
" differential systems, (to appear). 
"Transformations of strict system equivalence between polynomial system 
• 
matrices over ~[s,z], (to appear). 
"Another form of system matrix associated with delay-differential systems,~ 
(to appear). 
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