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TWO-STEP ESTIMATION OF ERGODIC LE´VY DRIVEN SDE
HIROKI MASUDA AND YUMA UEHARA
Abstract. We consider high frequency samples from ergodic Le´vy driven stochastic differential equation
(SDE) with drift coefficient a(x, α) and scale coefficient c(x, γ) involving unknown parameters α and γ.
We suppose that the Le´vy measure ν0, has all order moments but is not fully specified. We will prove the
joint asymptotic normality of some estimators of α, γ and a class of functional parameter
∫
ϕ(z)ν0(dz),
which are constructed in a two-step manner: first, we use the Gaussian quasi-likelihood for estimation
of (α, γ); and then, for estimating
∫
ϕ(z)ν0(dz) we make use of the method of moments based on the
Euler-type residual with the the previously obtained quasi-likelihood estimator.
1. Introduction
It is widely recognized that a diffusion model is a typical candidate model to describe the high activity
time-varying dynamics. However, especially in the biological, technological and financial application,
there do exist many phenomena where driving noise process exhibits highly non-Gaussian behavior. A
jump-type Le´vy process may serve as a suitable building block in modeling such phenomena. In this paper,
we consider a high frequency data (Xt0 , Xt1 , . . . , Xtn) from the one-dimensional Le´vy driven stochastic
differential equation (SDE):
dXt = a(Xt, α)dt+ c(Xt−, γ)dJt, X0 = x0, (1.1)
where:
• α = (αl) and γ = (γl) are unknown finite dimensional parameters and we suppose that each of
them are elements of bounded convex domains Θα ⊂ Rpα ,Θγ ⊂ Rpγ and we write Θ = Θα ×Θγ
and pα + pγ = p.
• The functional forms of the drift coefficient a : R×Θα → R and the scale coefficient c : R×Θγ → R
are known.
• Jt is a one-dimensional pure jump Le´vy process with Le´vy measure ν0.
We denote by P0 the true image measure of X associated with the true value θ0 ∈ Θ. Note that we
do not consider the case of misspecification of the functional form of the coefficients. We suppose that
the path of Xt is not observed continuously but observed discretely at high frequency: we consider the
samples (Xt0 , Xt1 , . . . , Xtn), where tj = t
n
j = jhn for some hn > 0 which satisfies that
nh2n → 0 and nh1+ǫ0n →∞,
for n→∞ and some ǫ0 ∈ (0, 1). The objective of this paper is to estimate θ0 and the functional parameter∫
ϕ(z)ν0(dz) for some function ϕ in a two-step manner. It is not essential in our results that X has no
Wiener part, but the absence is assumed from the very beginning just for simplicity of the statements;
see Remark 3.8 for a brief discussion.
Up to the present, many results about the estimation of the diffusion process (this process corresponds
to the case of replacing Jt with a standard Wiener process in (1.1)) have been established both continuous
sampling case and discrete sampling case. In the continuous sampling case, the explicit form of its
likelihood is given (see, for example, [13]). Hence we can construct the maximum likelihood estimator
of α and under some conditions, it has consistency and asymptotic normality (for details, see [12] and
[17]). In the discrete sampling case, we can not obtain the closed form of its likelihood in general, so
that we have to consider another method. Typically, we resort to the quasi-likelihood based on the
local Gaussian approximation. By the Itoˆ-Taylor expansion, [10] gives the estimation scheme in the
case of nhn → ∞ and nhqn → 0 (∀q ≥ 2). [8] shows its local asymptotic normality; he also shows the
local asymptotic normality in the non-ergodic case. Needless to say, there are many estimation methods
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besides (quasi) maximum likelihood method (see, for example, [12] and [17]). We emphasize that these
estimation methods essentially rely on the scaling and finite-moment properties of Wiener process.
Construction of an estimator of
∫
ϕ(z)ν0(dz) is important in the statistical inference associated with
Le´vy process. Recall that the class of bounded continuous functions vanishing in a neighborhood of
the origin completely characterizes ν0 [18, Theorem 8.7]. In particular, the parameter
∫
ϕ(z)ν0(dz)
corresponds to the qth cumulant of J1 for ϕ(z) = z
q with q > 2, and also to the cumulant transform of
J1 for ϕ(z) = e
iuz − 1− iuz, u ∈ R, which is important to assessing the ruin probability in a jump-type
Le´vy risk model. The example of moment-fitting estimation of
∫
ϕ(z)ν0(dz) from the discretely samples,
(Jhn , J2hn , . . . , Jnhn), are proposed in [6] and [19]. The main claim of [6] says that under some moment
conditions, for a function ϕ vanishing in a neighborhood of the origin it follows that√
nhn
 1
nhn
n∑
j=1
ϕ(∆jJ)−
∫
ϕ(z)ν0(dz)
 L−→ N (0, ∫ ϕ(z)2ν0(dz)) , (1.2)
where ∆jJ = Jjhn − J(j−1)hn . However, in the estimation of Le´vy driven SDE, we encounter the diffi-
culty, that is, (Jhn , J2hn , . . . , Jnhn) cannot be observed directly. One may think of utilizing a martingale
estimating function for joint estimation of θ0 and
∫
ϕ(z)ν0(dz). However, we then have to specify what
kind of conditional expectation is to be used in an explicit way, which inevitably requires more specific
structural assumptions about ν0(dz) beyond Assumption 2.2.
Here we will take another route. Previously, [15] used the Gaussian quasi-likelihood, which can apply
to a large class of Le´vy processes, making it possible to construct Gaussian quasi maximum likelihood
estimators (GQMLE) θˆn = (αˆn, γˆn) of the true value θ0 = (α0, γ0) without any specific information about
the noise distribution; also, [15, Theorem 2.7] shows that it has consistency and asymptotic normality
with rate
√
nhn. By making use of the GQMLE and the functional-parameter moment fitting, we will
propose a two-step procedure for joint estimation of θ and
∫
ϕ(z)ν0(dz): we first estimate α and γ by
GQMLE, and next construct the estimator of
∫
ϕ(z)ν0(dz) based on Euler-Maruyama approximation. We
still do not presume the closed form of the noise distribution, so that our way of estimation is beneficial in
terms of the robustness against noise misspecification. Further the proposed two-step procedure enables
us to bypass simultaneous optimization problem, which may result in high computational load.
The organization of this paper is as follows. In Section 2, we will introduce notations and assumptions
for our main results. Section 3 provides our main results: the stochastic expansion√
nhn
 1
nhn
n∑
j=1
ϕ
(
Xjhn −X(j−1)hn − a(X(j−1)hn , αˆn)
c(X(j−1)hn , γˆn)
)
−
∫
ϕ(z)ν0(dz)

=
√
nhn
 1
nhn
n∑
j=1
ϕ(∆jJ)−
∫
ϕ(z)ν0(dz)
+ bˆn√nhn(γˆn − γ0) + op(1),
and the asymptotic normality of our estimators; see (3.2) for the explicit form of bˆn. In particular, the
second term of the right-hand side reflects the effect of plugging-in the
√
nhn-consistent estimator γˆn into
the scale components of the Euler-residual sequence. All the proofs of our main results are presented in
Section 5.
2. Notations and Assumptions
2.1. Notations. We denote by (Ω,F , (Ft)t∈R+ ,P) a complete filtered probability space on which the
process X is defined, the initial variableX0 being F0-measurable and Jt being Ft-adapted and independent
of X0.
For abbreviation, we introduce some notations.
• E0[·] denotes the expectation operator with respect to P0 and we abbreviate
∫
ϕ(z)ν0(dz) to
ν0(ϕ).
• For differentiable function f , ∂xf stands for the derivative with respect to any variable x and ∂f
represents the vector of the derivatives of the components of f .
• tj := jhn.
• Ej−1[·] stands for the conditional expectation with respect to Ftj−1 .
• ∆jZ stands for Ztj − Ztj−1 for any process Z.
• ∑j :=∑nj=1 and ∫j := ∫ tjtj−1 .
• η(x, θ) := a(x, α)c−1(x, γ) and M(x, θ) := ∂αa(x, α)c−2(x, γ).
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• fs := f(Xs, θ0) for any function f on R×Θ; e.g. at(α) = a(Xt, α) and Mt(θ) =M(Xt, θ).
• We will write xn . yn when there exists a positive constant C such that xn ≤ Cyn for large
enough n; C does not depend on n and varies line to line.
We define the random functions Gαn(θ) ∈ Rpα and Gγn(θ) ∈ Rpγ by
Gαn(θ) =
1
nhn
∑
j
Mtj−1(θ)(∆jX − hnatj−1 (α)),
Gγn(θ) =
1
nhn
∑
j
{[
−∂γc−2tj−1(γ)
]
(∆jX − hnatj−1(α))2 − hn
∂γc
2
tj−1(γ)
c2tj−1 (γ)
}
,
and the corresponding GQMLE ([15]) by
θˆn := argmin
θ∈Θ¯
|(Gαn(θ), Gγn(θ))|,
where Θ¯ denotes the closure of Θ and | · | the Euclidean norm.
We introduce additional notations associated with GQMLE.
• fˆs := f(Xs, θˆn) for any function f on R × Θ; for notational brevity, we also use the notation
∂θ fˆj−1 instead of ∂̂θfj−1.
• δj := c−1tj−1(∆jX − hnatj−1) and δˆj := cˆ−1tj−1(∆jX − hnaˆtj−1).
• vˆn :=
√
nhn(θˆn − θ0) and wˆn :=
√
nhn(γˆn − γ0).
2.2. Assumptions. For our asymptotic results, we introduce some assumptions.
Assumption 2.1 (Sampling design). nh2n → 0 and nh1+ǫ0n →∞ for ǫ0 ∈ (0, 1).
Assumption 2.2 (Moments). We have E[J1] = 0, E[J
2
1 ] = 1 and E[|J1|q] <∞ for all q > 0.
Although we only assume the moment conditions on J1, the first and the third formulae are valid for all
t > 0, see [18, Theorem 25.18] and we have E[J2t ] = t from the expression of characteristic function of Jt.
Further, by the definition of Le´vy measure and the fact that E[|Jt|q] exists if and only if
∫
|z|≥1 |z|qν0(dz)
(see [18, Theorem 25.3]), we see that
∫ |z|qν0(dz) <∞, for all q ≥ 2 under Assumption 2.2.
Assumption 2.3 (Smoothness). (1) The drift coefficient a(·, α0) and the scale coefficient c(·, γ0) are
Lipschitz continuous.
(2) For each i ∈ {0, 1, 2} and k ∈ {0, 1, . . . , 5}, the following conditions hold:
• The coefficient a(x, α) and c(x, γ) have partial derivatives ∂ix∂kαa(x, α) and ∂ix∂kγc(x, γ), and
all the functions α 7→ ∂ix∂kαa(x, α) and γ 7→ ∂ix∂kγ c(x, γ) for each x ∈ R (including α 7→
a(x, α) and γ 7→ c(x, γ) themselves) can be continuously extended to the boundary of Θ.
• There exists nonnegative constant C(i,k) satisfying
sup
(x,α,γ)∈R×Θα×Θγ
1
1 + |x|C(i,k)
{|∂ix∂kαa(x, α)| + |∂ix∂kγ c(x, γ)|+ |c−1(x, γ)|} <∞. (2.1)
In this paper we will assume that X is exponentially ergodic together with the boundedness of moments
of any order. Let Pt denote the transition probability of X . Given a function ρ : R → R+ and a signed
measure m on one-dimensional Borel space, we define
||m||ρ = sup {|m(f)| : f is R-valued, m-measurable and satisfies |f | ≤ ρ} .
Assumption 2.4 (Stability). (1) There exists a probability measure π0 such that for every q > 0 we
can find positive constants a and c for which
sup
t∈R+
eat||Pt(x, ·)− π0(·)||g ≤ cg(x), x ∈ R, (2.2)
where g(x) := 1 + |x|q.
(2) For all q > 0, we have
sup
t∈R+
E0[|Xt|q] <∞.
The condition (2.2) corresponds to the exponential ergodicity when g is replaced by 1. When some
boundedness conditions about coefficients and their derivatives are assumed, moment conditions written
in above can be weakened (see [15, Section 5] for easy sufficient conditions for Assumption 2.4).
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Let G∞(θ) := (Gα∞(θ), G
γ
∞(γ)) ∈ Rp define by
Gα∞(θ) =
∫
∂αa(x, α)
c2(x, γ)
(a(x, α0)− a(x, α))π0(dx),
Gγ∞(θ) = 2
∫
∂γc(x, γ)
c3(x, γ)
(c2(x, γ0)− c2(x, γ))π0(dx).
We need to impose some conditions on G∞(θ) for the consistency of α and γ. The sufficient condition
for the consistency of general M(or Z)-estimator is given in [20].
Assumption 2.5 (Identifiability). There exist nonnegative constants χα and χγ such that
|Gα∞(θ)| ≥ χα|α− α0|, |Gγ∞(θ)| ≥ χγ |γ − γ0| for all θ.
Define I(θ0) :=diag{Iα(θ0), Iγ(θ0)} ∈ Rp ⊗ Rp by
Iα(θ0) =
∫
(∂αa(x, α0))
⊗2
c2(x, γ0)
π0(dx),
Iγ(θ0) = 4
∫
(∂γc(x, γ0))
⊗2
c2(x, γ0)
π0(dx),
where x⊗2 := xxT for any vector or matrix x and T means the transpose. The matrix I(θ0) plays a role
like a Fisher-information like quantity in GQML estimation.
Assumption 2.6 (Nondegeneracy). Iα(θ0) and Iγ(θ0) are invertible.
Our estimation of ν0(ϕ) will be based on (1.2). Here we only think of Euclidean space valued ϕ, while
treatment of complex ϕ being completely analogous. In our setting, we only observe high frequency
sample (Xh, X2hn , . . . , Xnhn), hence we need to approximate ∆jJ to estimate ν0(ϕ). Let A denote the
formal infinitesimal generator with respect to Le´vy process J , that is,
Aϕ(x) =
∫
(ϕ(x + z)− ϕ(x) − ∂ϕ(x)z)ν0(dz), (2.3)
for any ϕ such that the integral exists. In what follows we fix a positive integer q. We now define a
positive constant ρ fulfilling that
ρ > (1− ǫ0) ∨ β,
where ǫ0 is the same as in Assumption 2.1 and β denotes the Blumenthal-Getoor index of J defined by
β = inf
{
γ ≥ 0;
∫
|z|≤1
|z|γν0(dz)
}
.
Denote by K the set of all Rq-valued functions on R such that its element f = (fk)qk=1 : R→ Rq satisfies
the following conditions:
(1) f is five times differentiable.
(2) There exist nonnegative constants Ci (0 ≤ i ≤ 5) such that
lim sup
z→0
{
1
|z|ρ |f(z)|+
1
|z| |∂f(z)|
}
<∞,
lim sup
z→∞
{
1
1 + |z|C0 |f(z)|+
1
|z|1+C1 |∂f(z)|
}
<∞,
sup
z∈R
1
1 + |z|Ci |∂
if(z)| <∞, i ∈ {2, 3, 4, 5} .
We now impose
Assumption 2.7 (Moment-fitting function). ϕ ∈ K.
Then, according to the definition of Blumenthal-Getoor index and Assumption 2.2 we have ν0(ϕ) <∞.
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3. Main results
The Euler-Maruyama approximation says that
Xtj ≈ Xtj−1 + hnatj−1 + ctj−1∆jJ.
This suggests that we may formally regard δj as the estimator of ∆jJ , and indeed it will turn out to be
true under our assumptions. Also, we will see that the Euler residual δˆj , which is constructed only by
(Xhn , X2hn , . . . , Xnhn), may also serve as an estimator of ∆jJ (see the proof of Theorem 3.1).
Let
un :=
√
nhn
(
1
nhn
∑
j
ϕ(∆jJ)− ν0(ϕ)
)
,
uˆn :=
√
nhn
(
1
nhn
∑
j
ϕ(δˆj)− ν0(ϕ)
)
.
As was mentioned in the introduction, we know that un is asymptotically normally distributed: un
L−→
N (0, ν0(ϕ⊗2)). Let
ζ(z) := z∂ϕ(z).
The next theorem clarifies the effect of using the statistics δˆj instead of the unobservable variables
∆jJ .
Theorem 3.1. Under Assumptions 2.1-2.7, we have
uˆn = un + bˆn[wˆn] + op(1), (3.1)
where bˆn ∈ Rq ⊗ Rpγ is defined by
bˆn = −
(
1
nhn
∑
j
ζ(δˆj)
)
⊗
(
1
n
∑
j
∂γ cˆtj−1
cˆtj−1
)
. (3.2)
Building on the stochastic expansion (3.1), we will see that substituting δˆj into ∆jJ leads to the
different asymptotic covariance matrix of the estimator of ν0(ϕ). See the comments after Corollary 3.5
for more details.
Remark 3.2. Although GQMLE is adopted as the estimator of θ0, (3.1) is valid for any estimator θˆn
which satisfies E[|√nhn(θˆn − θ0)|q] <∞ for all q > 0 (cf. the proof of Theorem 3.1).
We define the estimating function Gn(θ) for (θ, ν0(ϕ)) by
Gn(θ) =
(
1√
nhn
un, G
α
n(θ), G
γ
n(θ)
)
,
where Gαn(θ) and G
γ
n(θ) are defined in the previous section. Introduce
Σ =
(
Σ11 Σ12
ΣT12 Σ22
)
with Σ11 ∈ Rq ⊗ Rq, Σ12 = (Σ12,kl)k,l ∈ Rq ⊗ Rp and Σ22 = (Σ22,kl)k,l ∈ Rp ⊗ Rp, where
Σ11 = ν0(ϕ
⊗2),
Σ12,kl =

∫
ϕk(z)zν0(dz)
∫
∂αla(x, α0)
c(x, γ0)
π0(dx) (1 ≤ l ≤ pα),
2
∫
ϕk(z)z
2ν0(dz)
∫
∂γlc(x, γ0)
c(x, γ0)
π0(dx) (pα + 1 ≤ l ≤ p),
Σ22,kl =

∫
∂αka(x, α0)∂αla(x, α0)
c2(x, γ0)
π0(dx) (k, l ∈ {1, . . . , pα}),
4
∫
∂γkc(x, γ0)∂γlc(x, γ0)
c2(x, γ0)
π0(dx)
∫
z4ν0(dz) (k, l ∈ {pα + 1, . . . , p}),
2
∫
∂αka(x, α0)∂γlc(x, γ0)
c2(x, γ0)
π0(dx)
∫
z3ν0(dz) (k ∈ {1, . . . , pα} , l ∈ {pα + 1, . . . , p}).
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Theorem 3.3. If Assumptions 2.1-2.5 and Assumption 2.7 hold, and if Σ is positive definite, then√
nhnGn(θ0)
L−→ Np+q(0,Σ).
Remark 3.4. The moment convergence of the estimator is crucial for detecting the asymptotic behavior
of statistics which can be used, for example, derivation of information criteria, mean bias correction and
investigation of mean squared prediction error; see the references cited in [15]. As for the GQMLE θˆn,
under Assumption 2.1-2.6 we can deduce
E[f(vˆn)] −→
∫
Rp
f(u)φ(u; 0, I(θ0)−1Σ22(I(θ0)−1)T )du,
for every continuous function f : Rp → R of at most polynomial growth: see [15, Theorem 2.7]. In this
paper, we do not go into details of the moment convergence of f(uˆn).
Define the statistics Γˆn ∈ Rp+q ⊗ Rp+q by
Γˆn =
(
Iq −Bˆn
O −∂θ(Gαn , Gγn)(θˆn)
)
,
where Bˆn =
(
O bˆn
) ∈ Rq ⊗ Rp. We also define
Σˆn =
(
Σˆ11,n Σˆ12,n
ΣˆT12,n Σˆ22,n
)
,
with Σˆ11,n ∈ Rq ⊗ Rq, (Σˆ12,n,kl)k,l ∈ Rq ⊗ Rp and (Σˆ22,n,kl)k,l ∈ Rp ⊗ Rp, where
Σˆ11,n =
1
nhn
∑
j
ϕ⊗2(δˆj),
Σˆ12,n,kl =

(
1
nhn
∑
j
ϕk(δˆj)δˆj
)(
1
n
∑
j
∂αl aˆtj−1
cˆtj−1
)
(1 ≤ l ≤ pα),(
2
nhn
∑
j
ϕk(δˆj)δˆ
2
j
)(
1
n
∑
j
∂γl cˆtj−1
cˆtj−1
)
(pα + 1 ≤ l ≤ p),
Σˆ22,n,kl =

1
n
∑
j
∂αk aˆtj−1∂αl aˆtj−1
cˆ2tj−1
(k, l ∈ {1, . . . , pα}),(
4
n
∑
j
∂γk cˆtj−1∂γl cˆtj−1
cˆ2tj−1
)(
1
nhn
∑
j
δˆ4j
)
(k, l ∈ {pα + 1, . . . , p}),(
2
n
∑
j
∂αk aˆtj−1∂γl cˆtj−1
cˆ2tj−1
)(
1
nhn
∑
j
δˆ3j
)
(k ∈ {1, . . . , pα} , l ∈ {pα + 1, . . . , p}).
It will turn out that Σˆn is a consistent estimator of the asymptotic variance Σ, which depends on the
true value (θ0, ν0(ϕ)) under our assumption.
By use of Theorem 3.1 and Theorem 3.3, we can derive the asymptotic normality of the statistics
(uˆn, vˆn) only constructed from the observed data (Xhn , X2hn , . . . , Xnhn).
Corollary 3.5. Suppose that Assumptions 2.1-2.7 hold and that Σ is positive definite. Then Σˆn
p−→ Σ
and
Σˆ−1/2n Γˆn
(
uˆn
vˆn
)
L−→ N (0, Ip+q), (3.3)
where Ip denotes the p× p identity matrix.
By means of Lemma 5.6 and Lemma 5.9, we can observe that
bˆn
P0−→ b0 := −
(∫
ζ(z)ν0(dz)
)
⊗
(∫
∂γc(x, γ0)
c(x, γ0)
π0(dx)
)
.
Put B0 :=
(
O b0
) ∈ Rq ⊗ Rp. Under our assumptions, we can deduce that
Σˆn
P0−→ Σ and Γˆn P0−→ Γ :=
(
Iq −B0
O −I(θ0)
)
.
Thus it follows from (3.3) that we have the joint asymptotic normality of our estimators:(
uˆn
vˆn
)
L−→ N (0,Γ−1Σ(Γ−1)T ).
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Remark 3.6. Recall that if Jt is the standard Wiener process, then the rate of γˆn − γ0 is √n (see
[10]). The case
∫
z4ν0(dz) = 0 corresponds to this. As was noted in [15] (and as trivial from Lemma
5.6 and Lemma 5.7), αˆn and γˆn are asymptotically orthogonal (hence asymptotically independent) if∫
z3ν0(dz) = 0. Likewise, the asymptotic independence between θˆn = (αˆn, γˆn) and (nhn)
−1∑
j ϕ(δˆj)
can be easily seen from the expression of Σ: in particular, (αˆn, γˆn) is asymptotically independent of
(nhn)
−1∑
j ϕ(δˆj) if both
∫
ϕk(z)zν0(dz) and
∫
ϕk(z)z
2ν0(dz) are zero.
Now we assume that the Le´vy measure ν0 is parametrized by a parameter ξ ∈ Θξ, say νξ, where Θξ
is a bounded convex domain in Rq, and that there exists a true value ξ0 ∈ Θξ. The delta method then
leads to the following corollary.
Corollary 3.7. If the conditions of Corollary 3.5 hold and the equation F (
∫
ϕ(z)νξ(dz), θ) = (ξ, θ) has
a C1-solution F : Rq ×Θ→ Θξ × Θ such that ∂F (νξ0(ϕ), θ0) is invertible, then
∂Fˆn := ∂F
(
1
nhn
∑
j
ϕ(δˆj), θˆn
)
P0−→ ∂F (νξ0(ϕ), θ0).
Moreover, we have
{∂FˆnΓˆ−1n Σˆ1/2n }−1
√
nhn(ξˆn − ξ0, θˆn − θ0) L−→ N (0, Ip+q),
where ξˆn denotes the random vector consisting of the first q elements of F (
1
nhn
∑
j ϕ(δˆj), θˆn).
Remark 3.8. As a matter of fact, the absence of the Wiener part in the underlying SDE model (1.1) is
not essential in our results. Consider
dXt = a(Xt, α)dt+ σ(Xt, γ)dWt + c(Xt−, γ)dJt, (3.4)
where W is an (Ft)-adapted standard Wiener process independent of (X0, J). We first note that the
results of [15] still ensures the asymptotic normality of the corresponding GQMLE of (α, γ) at rate
√
nhn,
in exchange for, in particular, some stringent identifiability condition on the scale parameter γ; e.g. if
b(x, γ) = γ1 and c(x, γ) = γ2 for γ = (γ1, γ2), then trivially we cannot estimate γ1 and γ2 separately by
the naive Gaussian quasi-likelihood. Introducing an additional condition, we could deduce Theorem 3.1
with the same the expression (3.2) of bˆn, except for the trivial change of the form of Σ, which stems from
the necessary modification of the “one-step” variance in construction of the Gaussian quasi-likelihood
corresponding to (3.4), that is, from “hc2tj−1(γ)” to “h{σ2tj−1(γ) + c2tj−1(γ)}”; see Eq.(2.10) and the
expression of Σ0 in [15, pages 1600 and 1601] for details. More specifically, in the derivation of (3.1),
which amounts to the stochastic expansions and estimates concerning the terms b
(1)
n and b
(2)
n in the proof
of Lemma 5.8, it turned out that the presence of the Wiener part entails an additional condition on the
behavior of the second derivative of ϕ around the origin, in order to make the remainder terms in the
Taylor expansion indeed negligible. Also to be mentioned is that the independence between W and J is
crucial in the computation of the leading-term of (3.1): formally, in applying [7, Lemma 9] we make use
of the calculations such as Ej−10 [g(∆jJ)∆jW ] = 0 and E
j−1
0 [g
2(∆jJ)(∆jW )
2] = hnE[g
2(∆jJ)] to obtain
1√
nhn
∑n
j=1 ftj−1g(∆jJ)∆jW = op(1) for suitable f and g with g(0) = 0. Building on these observations,
the proofs in case of (3.4) go through as in (1.1) without further difficulty, while the precise statement
concerning the model (3.4) requires a series of changes of notation. We would like to omit details of the
full picture.
4. Numerical experiments
Consider the following one-dimensional Le´vy driven SDE:
dXt = −αXtdt− γ
1 +X2t−
dJt, X0 = 0, (4.1)
where the true value is (α0, γ0) = (0.5, 0.2); the driving noise process is the normal inverse Gaussian
Le´vy process such that L(Jt) = NIG(δ, 0, δt, 0) with δ = 1, 5, or 10. It is well known that the cumulant
function of J1 is explicitly given by
κ(u) := logE[exp(iuJ1)] =
∫
(cos(uz)− 1)ν0,δ(dz) = δ(δ −
√
δ2 + u2). (4.2)
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Table 1. The performance of the two-step type estimators with δ = 1 and the true
value (α0, γ0, κ(1), κ(3), κ(5)) = (0.5, 0.2,−0.4142,−2.1623,−4.0990); the mean is given
with the standard deviation in parentheses.
Tn hn αˆn γˆn κ̂(1)n κ̂(3)n κ̂(5)n
10 0.05 0.6609 0.1923 -0.4455 -2.2888 -4.0765
(0.3912) (0.0489) (0.0340) (0.5594) (0.9300)
50 0.025 0.5394 0.1967 -0.4243 -2.1713 -4.0020
(0.1396) (0.0224) (0.0346) (0.2801) (0.4929)
100 0.01 0.5205 0.1986 -0.4198 -2.1730 -4.0755
(0.0994) (0.0163) (0.0292) (0.2087) (0.3746)
where ν0,δ denotes the Le´vy measure of NIG(δ, 0, δ, 0). Hence it follows that E[J1] = 0, E[J
2
1 ] = 1, and
that L(Jt) L−→ N(0, t) as δ →∞.
In addition to (α0, γ0), we estimate the value of κ(u) for some u, so by the symmetry of L(Jt) we set
the moment fitting function ϕ(x, u) = cos(ux) − 1. Note that the SDE model (4.1) satisfies all of our
assumptions; see [15, Proposition 5.4] for the stability condition.
Put Tn = nhn. Our simulations were done for (Tn, hn) = (10, 0.05), (50, 0.025) and (100, 0.01) with
respect to each δ. We simulated 1000 independent sample paths for true model with sufficiently small
step size by use of Euler scheme and the 1000 estimates (αˆn, γˆn, κ̂(1)n, κ̂(3)n, κ̂(5)n), where
κ̂(u)n :=
1
nhn
n∑
j=1
ϕ(δˆj , u),
were calculated for each sample path. For generating sample paths, we used yuima package [2] for R
statistical environment [16]. The mean and the standard deviation of (αˆn, γˆn, κ̂(1)n, κ̂(3)n, κ̂(5)n) were
computed; these are shown in Table 1-3.
From the results, we can observe the following:
• the performance of αˆn can be affected not by the value of δ but by the value of Tn;
• the performance of γˆn seems to improve in terms of standard deviation as the value of δ increases,
which can be thought to come from the fact that the asymptotic variance of γˆn tends to 0 as
δ →∞ (we have ∫ z4ν0(dz) = 3δ−2);
• the performance of κ̂(u)n becomes better for smaller u. This is quite natural because by Theorem
3.3 the asymptotic variance of κ̂(u)n is
∫
ϕ(x, u)2ν0,δ(dx). From the half-angle formula ϕ(x, u)
2 =
(cos(ux)− 1)2 = −2ϕ(x, u) + 12ϕ(x, 2u), we have∫
ϕ(x, u)2ν0,δ(dx) =
∫ (
−2ϕ(x, u) + 1
2
ϕ(x, 2u)
)
ν0,δ(dx)
= −3
2
δ2 + δ
(
2
√
δ2 + u2 − 1
2
√
δ2 + 4u2
)
=: f(δ, u).
Since ∂uf(δ, u) = 2δ(u/
√
δ2 + u2 − u/√δ2 + 4u2) > 0 for all δ > 0, the asymptotic variance of
κ̂(u)n is increasing in u, clarifying better performance of κ̂(q)n for smaller value of q.
In this example, it should be noted that a large value of u brings about large finite-sample bias and
variance of the scaled estimators:
√
nhn{κ̂(u)n − κ(u)}, because then both the term bˆn = bˆn(u) and the
op(1) term in the right-hand side of (3.1) will become large in an increasing way with the value |u|; as
seen from the proof, the latter term involves higher-order partial derivatives of ϕ(x, u) with respect to x.
5. Proofs
Throughout our proofs, we will often omit “n” of the notation hn and write E instead of E0.
5.1. Preliminary lemmas. We begin with some lemmas.
Lemma 5.1. Suppose that Assumption 2.1 and Assumption 2.2 hold. For all q ≥ 2, it follows that
1
h
E[|Jh|q]→
∫
|z|qν0(dz).
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Table 2. The performance of the two-step type estimators with δ = 5 and the true value
(α0, γ0, κ(1), κ(3), κ(5)) = (0.5, 0.2,−0.4951,−4.1548,−10.3553); the mean is given with
the standard deviation in parentheses.
Tn hn αˆn γˆn κ̂(1)n κ̂(3)n κ̂(5)n
10 0.05 0.6762 0.1969 -0.4898 -3.7868 -8.1786
(0.4052) (0.0144) (0.0029) (0.1469) (0.5172)
50 0.025 0.5302 0.1989 -0.4921 -3.9482 -9.1297
(0.1421) (0.0056) (0.0016) (0.0725) (0.2480)
100 0.01 0.5160 0.1995 -0.4939 -4.0726 -9.8473
(0.1000) (0.0040) (0.0010) (0.0479) (0.1758)
Table 3. The performance of the two-step type estimators with δ = 10 and the true
value (α0, γ0, κ(1), κ(3), κ(5)) = (0.5, 0.2,−0.4988,−4.4031,−11.8034); the mean is given
with the standard deviation in parentheses.
Tn hn αˆn γˆn κ̂(1)n κ̂(3)n κ̂(5)n
10 0.05 0.6785 0.1962 -0.4928 -3.9645 -8.9678
(0.4130) (0.0109) (0.0013) (0.0762) (0.3412)
50 0.025 0.5250 0.1985 -0.4957 -4.1710 -10.2291
(0.1391) (0.0039) (0.0004) (0.0234) (0.1184)
100 0.01 0.5160 0.1994 -0.4975 -4.3084 -11.1378
(0.0972) (0.0023) (0.0002) (0.0116) (0.0649)
Proof. Under Assumption 2.2, ϕ(z) = |z|q satisfies the condition of [5, Theorem 1]. 
Remark 5.2. Although the above convergence might not be valid for all 0 < q < 2, it holds when q ≥ β,
where β denotes the Blumenthal-Getoor index (for details, see [5, Theorem 1], [9, Section 5.2], and [14,
Theorem 1]).
From now on we simply write fj−1(θ) = f(Xtj−1 , θ), fj−1 = f(Xtj−1 , θ0) and fˆj−1 = f(Xtj−1 , θˆn).
Lemma 5.3. Let f : R×Θα ×Θγ 7→ R be a polynomial growth function with respect to x, uniformly in
α and γ. If Assumptions 2.1-2.4 are satisfied, then, for all p ∈ {1, 2} and q ≥ 0 it follows that
sup
n
sup
θ
E
∣∣∣∣∣∣ 1nh
∑
j
fj−1(θ)(∆jX − haj−1(α))p
∣∣∣∣∣∣
q <∞.
Moreover, we have
sup
n
E
∣∣∣∣∣∣ 1√nh
∑
j
fj−1(∆jX − haj−1)
∣∣∣∣∣∣
q <∞,
sup
n
E
∣∣∣∣∣∣ 1√nh
∑
j
{
fj−1(∆jX − haj−1)2 − hfj−1c2j−1
}∣∣∣∣∣∣
q <∞.
Proof. First, we show the case of p = 1 and q ≥ 2. By the definition of X , we have
E
∣∣∣∣∣∣ 1nh
∑
j
fj−1(θ)(∆jX − haj−1(α))
∣∣∣∣∣∣
q
. E
∣∣∣∣∣∣ 1nh
∑
j
fj−1(θ)
∫
j
(as − Ej−1[as])ds
∣∣∣∣∣∣
q+ E
∣∣∣∣∣∣ 1nh
∑
j
fj−1(θ)
∫
j
(Ej−1[as]− aj−1)ds
∣∣∣∣∣∣
q
+ E
∣∣∣∣∣∣ 1n
∑
j
fj−1(θ)(aj−1 − aj−1(α))
∣∣∣∣∣∣
q+ E
∣∣∣∣∣∣ 1nh
∑
j
fj−1(θ)
∫
j
cs−dJs
∣∣∣∣∣∣
q .
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We will check separately that all terms are finite. From the assumption on f and Jensen’s inequality, we
get
E
∣∣∣∣∣∣ 1n
∑
j
fj−1(θ)(aj−1 − aj−1(α))
∣∣∣∣∣∣
q ≤ 1
n
∑
j
E [|fj−1(θ)(aj−1 − aj−1(α))|q] <∞.
By Itoˆ’s formula, we have
Ej−1[as]− aj−1 =
∫ s
tj−1
Ej−1[A˜au]du,
where A˜ denotes the formal infinitesimal generator of X , namely, for f ∈ C1(R),
A˜f(x) = ∂f(x)a(x) +
∫
(f(x+ c(x)z)− f(x)− ∂f(x)c(x)z)ν0(dz).
By [15, Lemma 4.5], the definition of A˜ and the assumptions about coefficients and moments, for a
v ∈ (0, 1), we get∣∣∣Ej−1[A˜au]∣∣∣ ≤ Ej−1 [∣∣∣∣(∂xau)au + ∫ (a(Xu + cuz)− au − (∂xau)cuz)ν0(dz)∣∣∣∣]
. Ej−1
[
1 + |Xu|C +
∫
|∂2xa(Xu + vcuz)(cuz)2|ν0(dz)
]
. Ej−1
[
1 + |Xu|C
]
. Ej−1
[
1 + |Xu −Xj−1|C + |Xj−1|C
]
. 1 + |Xj−1|C .
Note that we used the fact that
∫
zqν0(dz) <∞ for any q ≥ 2. Hence it follows that
E
∣∣∣∣∣∣ 1nh
∑
j
fj−1(θ)
∫
j
(Ej−1[as]− aj−1)ds
∣∣∣∣∣∣
q ≤ E
∣∣∣∣∣∣ 1nh
∑
j
|fj−1(θ)|
∣∣∣∣∫
j
(Ej−1[as]− aj−1)ds
∣∣∣∣
∣∣∣∣∣∣
q
≤ E
∣∣∣∣∣∣ 1nh
∑
j
|fj−1(θ)|
∫
j
∫ s
tj−1
∣∣∣Ej−1[A˜au]∣∣∣ duds
∣∣∣∣∣∣
q
. E
∣∣∣∣∣∣hn
∑
j
|fj−1(θ)|(1 + |Xj−1|C)
∣∣∣∣∣∣
q . hq <∞.
Burkholder’s inequality for martingale difference array yields that
E
∣∣∣∣∣∣ 1nh
∑
j
fj−1(θ)
∫
j
(as − Ej−1[as])ds
∣∣∣∣∣∣
q . n− q2−1∑
j
E
[∣∣∣∣∣fj−1(θ)
∫
j(as − Ej−1[as])ds
h
∣∣∣∣∣
q]
. n−
q
2−1
∑
j
√√√√√E
∣∣∣∣∣
∫
j(as − Ej−1[as])ds
h
∣∣∣∣∣
2q

≤ n− q2−1
∑
j
√
1
h
E
[∫
j
|as − Ej−1[as]|2qds
]
. n−
q
2−1
∑
j
√
1
h
∫
j
E [|as − aj−1|2q + |aj−1 − Ej−1[as]|2q] ds
. n−
q
2
√
h <∞.
Define the indicator function χj by
χj(s) =
{
1 s ∈ (tj−1, tj ],
0 otherwise.
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Using this indicator function and Burkholder’s inequality, we can obtain
E
∣∣∣∣∣∣ 1nh
∑
j
fj−1(θ)
∫
j
cs−dJs
∣∣∣∣∣∣
q = E
∣∣∣∣∣∣ 1nh
∫ nh
0
∑
j
fj−1(θ)cs−χj(s)dJs
∣∣∣∣∣∣
q
. (nh)−
q
2−1
∫ nh
0
E
∣∣∣∣∣∣
∑
j
fj−1(θ)csχj(s)
∣∣∣∣∣∣
q ds
= (nh)−
q
2−1
∑
j
∫
j
E [|fj−1(θ)cs|q] ds
. (nh)−
q
2 <∞. (5.1)
Second, we look at the cases of p = 2 and q ≥ 2. Quite similarly to the above, we have
E
∣∣∣∣∣∣ 1nh
∑
j
fj−1(θ)(∆jX − haj−1(α))2
∣∣∣∣∣∣
q
. E
∣∣∣∣∣∣ 1nh
∑
j
fj−1(θ)
(∫
j
(as − Ej−1[as])ds
)2∣∣∣∣∣∣
q+ E
∣∣∣∣∣∣ 1nh
∑
j
fj−1(θ)
(∫
j
(Ej−1[as]− aj−1)ds
)2∣∣∣∣∣∣
q
+ E
∣∣∣∣∣∣ 1n
∑
j
fj−1(θ)(aj−1 − aj−1(α))2
∣∣∣∣∣∣
q+ E
∣∣∣∣∣∣ 1nh
∑
j
fj−1(θ)
(∫
j
cs−dJs
)2∣∣∣∣∣∣
q .
In the same way, we get
E
∣∣∣∣∣∣ 1nh
∑
j
fj−1(θ)
(∫
j
(Ej−1[as]− aj−1)ds
)2∣∣∣∣∣∣
q . h3q <∞,
E
∣∣∣∣∣∣ 1n
∑
j
fj−1(θ)(aj−1 − aj−1(α))2
∣∣∣∣∣∣
q <∞.
Jensen’s inequality implies that
E
∣∣∣∣∣∣ 1nh
∑
j
fj−1(θ)
(∫
j
(as − Ej−1[as])ds
)2∣∣∣∣∣∣
q ≤ E
∣∣∣∣∣∣hn
∑
j
|fj−1(θ)|
(∫
j
(as − Ej−1[as])ds
h
)2∣∣∣∣∣∣
q
≤ E
∣∣∣∣∣∣ 1n
∑
j
|fj−1(θ)|
∫
j
|as − Ej−1[as]|2ds
∣∣∣∣∣∣
q
= E
∣∣∣∣∣∣ 1n
∫ nh
0
∑
j
|fj−1(θ)||as − Ej−1[as]|2χj(s)ds
∣∣∣∣∣∣
q
≤ hq 1
nh
E
∫ nh
0
∣∣∣∣∣∣
∑
j
|fj−1(θ)||as − Ej−1[as]|2χj(s)
∣∣∣∣∣∣
q
ds

=
hq−1
n
∑
j
E
[∫
j
|fj−1(θ)|q |as − Ej−1[as]|2qds
]
. hq
√
h <∞.
From Itoˆ’s formula, we get(∫
j
cs−dJs
)2
= 2
∫
j
(∫ s
tj−1
cu−dJu
)
cs−dJs +
∫
j
∫
c2s−z
2N(ds, dz)
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= 2
∫
j
(∫ s
tj−1
cu−dJu
)
cs−dJs +
∫
j
∫
c2s−z
2N˜(ds, dz) +
∫
j
c2sds
= 2
∫
j
(∫ s
tj−1
cu−dJu
)
cs−dJs +
∫
j
∫
c2s−z
2N˜(ds, dz) +
∫
j
(c2s − Ej−1
[
c2s
]
)ds
+
∫
j
(Ej−1
[
c2s
]− c2j−1)ds+ hc2j−1,
where N(ds, dz) (resp. N˜(ds, dz)) is the Poisson random measure (resp. compensated Poisson random
measure) associated with J . It follows from this decomposition together with a similar estimate to (5.1)
that
E
∣∣∣∣∣∣ 1nh
∑
j
fj−1(θ)
(∫
j
cs−dJs
)2∣∣∣∣∣∣
q <∞.
If θ = θ0, we do not have to consider the term containing aj−1−aj−1(α). Hence Jensen’s inequality gives
the desired result for all q ≥ 0. 
For the sake of the asymptotic normality of un, we introduce the function space:
K1 =
{
f = (fk) : R→ Rq
∣∣∣∣∣ f is of class C2, ν0(f) <∞, sup0≤s≤hn E0 [|A2f(Js)|] = O(1),
and max
i=0,1
∫ hn
0
∫
E0
[|Aif(Js− + z)−Aif(Js−)|2] ν0(dz)ds = O(1)}.
Lemma 5.4. If Assumption 2.1 holds and if the function f : R→ Rq fulfills that f(0) = ∂f(0) = 0 and
f ∈ K1, then we have
1
h
E[f(Jh)]− ν0(f) = O(h).
Proof. By Itoˆ-Taylor expansion, we see that
f(Jh) = f(0) + hAf(0) +
∫ h
0
∫ s
0
A2f(Ju)duds
+
∫ h
0
∫
{f(Js− + z)− f(Js−)} N˜(ds, dz) +
∫ h
0
∫ s
0
∫
{Af(Ju− + z)−Af(Ju−)} N˜(du, dz)ds,
Under the assumptions we see that the last two terms are martingale (see [1, Theorem 4.2.3]) and
Af(0) = ν0(f), hence the result follows. 
Lemma 5.5. Suppose that Assumption 2.1, Assumption 2.2 and Assumption 2.7 hold. Then we have
un
L−→ Nq(0,Σ11),
Proof. By the stationarity and independence of increments of Le´vy process J , we have
un =
√
nh
 1nh∑
j
(
ϕ(∆jJ)− Ej−1[ϕ(∆jJ)]
)+√nh
 1nh∑
j
Ej−1[ϕ(∆jJ)]− ν0(ϕ)

=: en + fn,
where
en =
√
nh
 1nh∑
j
(ϕ(∆jJ)− E[ϕ(Jh)])
 =: 1√nh∑
j
ej,
fn =
√
nh
(
1
h
E[ϕ(Jh)]− ν0(ϕ)
)
.
By the previous lemma, it is clear that fn = o(1) under nh
2
n → 0. We will prove that en L−→ Nq(0,Σ11)
by applying the martingale central limit theorem [3]. First, we show that ϕk, ϕkϕl ∈ K1 where ϕk denotes
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kth component of ϕ (in the case of q = 1). We only prove ϕ ∈ K1; the other case is similar. By the
definition of A (see (2.3)) and Taylor’s theorem, for fixed s ∈ (0, 1), we have
E
[∣∣A2ϕ(Js)∣∣] . sup
u∈[0,1]
E
[∣∣∣∣∫ ∂2Aϕ(Js + uz)z2ν0(dz)∣∣∣∣] .
Recall that by Assumption 2.2 and the definition of Le´vy measure, we have
∫ |z|qν0(dz) < ∞ for all
q ≥ 2. By means of Assumption 2.7 and dominated convergence theorem it follows that
|∂2Aϕ(x)| =
∣∣∣∣∂2(∫ (ϕ(x+ z)− ϕ(x) − ∂ϕ(x)z)ν0(dz))∣∣∣∣ . 1 + |x|C ,
for all x ∈ R. Hence we have
sup
0≤s≤hn
E
[|A2ϕ(Js)|] <∞.
Similarly, we can show that∫ hn
0
∫
E
[|ϕ(Js− + z)− ϕ(Js−)|2] ν0(dz)ds <∞,∫ hn
0
∫
E
[|Aϕ(Js− + z)−Aϕ(Js−)|2] ν0(dz)ds <∞.
Obviously, we have E[ej] = 0. The properties of conditional expectation yield that
E[ejkejl ] = E[ϕk(Jh)ϕl(Jh)]− E[ϕk(Jh)]E[ϕl(Jh)],
Lemma 5.4 leads to 1nh
∑
j E[ejkejl ] −→
∫
ϕk(z)ϕl(z)ν0(dz). From Assumption 2.2, Assumption 2.7
and Lemma 5.1, we obtain E[|ejk |4] = O(h). Hence we have 1(nh)2
∑
j E[|ej |4] → 0, namely Lindeberg
condition holds. Combining these discussion, we deduce that en
L−→ Nq(0,Σ11) as was to be shown,
completing the proof. 
Define G˜n(θ) ∈ Rp by
G˜n(θ) = (G
α
n(θ), G
γ
n(θ)),
and it is easy to calculate its derivative ∂θG˜n(θ) =
(
∂αG
α
n(θ) ∂γG
α
n(θ)
∂αG
γ
n(θ) ∂γG
γ
n(θ)
)
∈ Rp ⊗ Rp as follows:
∂αG
α
n(θ) =
1
nh
∑
j
{
∂⊗2α aj−1(α)
c2j−1(γ)
(∆jX − haj−1(α)) − h (∂αaj−1(α))
⊗2
c2j−1(γ)
}
,
∂γG
α
n(θ) =
1
nh
∑
j
∂αaj−1[∂γT c
−2
j−1(γ)](∆jX − haj−1(α)),
∂αG
γ
n(θ) =
2
n
∑
j
(∆jX − haj−1(α))[∂γc−2j−1(γ)]∂αT aj−1(α),
∂γG
γ
n(θ) =
1
nh
∑
j
{
[−∂⊗2γ c−2j−1(γ)](∆jX − haj−1(α))2 + 2h
(∂γcj−1(γ))⊗2 − cj−1(γ)∂⊗2γ cj−1(γ)
c2j−1(γ)
}
.
.
Lemma 5.6. Under Assumptions 2.1-2.5, it follows that
sup
θ∈Θ
∣∣∣G˜n(θ) −G∞(θ)∣∣∣ P0−→ 0,
√
nhG˜n(θ0)
L−→ Np(0,Σ22).
Proof. For simplicity, we do suppose that pα = pγ = 1; the high dimensional case is similar. First, we
will show the θ-pointwise convergence ∣∣∣G˜n(θ)−G∞(θ)∣∣∣ P0−→ 0.
From [7, Lemma 9], it suffices to that show
1
nh
∑
j
Ej−1 [Mj−1(θ)(∆jX − haj−1(α))] P0−→ Gα∞(θ),
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1
nh
∑
j
Ej−1
[[−∂γc−2j−1(γ)] (∆jX − haj−1(α))2 − h∂γc2j−1(γ)c2j−1(γ)
]
P0−→ Gγ∞(γ),
1
(nh)2
∑
j
Ej−1
[
|Mj−1(θ)(∆jX − haj−1(α))|2
]
P0−→ 0,
1
(nh)2
∑
j
Ej−1
∣∣∣∣∣[−∂γc−2j−1(γ)] (∆jX − haj−1(α))2 − h∂γc2j−1(γ)c2j−1(γ)
∣∣∣∣∣
2
 P0−→ 0.
By the definition of X , we observe that
∆jX − haj−1(α) =
∫
j
(as − aj−1)ds+
∫
j
cs−dJs + h(aj−1 − aj−1(α)).
Hence the martingale property of
∫ s
tj−1
cu−dJu implies that
Ej−1 [Mj−1(θ)(∆jX − haj−1(α))] = Mj−1(θ)
{
h(aj−1 − aj−1(α)) + Ej−1
[∫
j
(as − aj−1)ds
]}
.
Now, from [15, Lemma 4.5] and supθ |M(x, θ)| . 1 + |x|C for some C ≥ 0, we have
E
∣∣∣∣∣∣ 1nh
∑
j
Mj−1(θ)Ej−1
[∫
j
(as − aj−1)ds
]∣∣∣∣∣∣
 ≤ 1
nh
∑
j
√
E[|Mj−1(θ)|2]
√√√√E [∣∣∣∣Ej−1 [∫
j
(as − aj−1)ds
]∣∣∣∣2
]
.
1
nh
∑
j
√
h
∫
j
E[|as − aj−1|2]ds
.
1
nh
∑
j
√
h
∫
j
E[|Xs −Xj−1|2]ds .
√
h = o(1),
so the ergodic theorem gives
1
nh
∑
j
Ej−1 [Mj−1(θ)(∆jX − haj−1(α))] P0−→ Gα∞(θ).
Similarly, we see that
Ej−1
[[−∂γc−2j−1(γ)] (∆jX − haj−1(α))2 − h∂γc2j−1(γ)c2j−1(γ)
]
= −∂γc−2j−1(γ)Ej−1
[(∫
j
(as − aj−1)ds+
∫
j
(cs− − cj−1)dJs + h(aj−1 − aj−1(α)) + cj−1∆jJ
)2]
− h∂γc
2
j−1(γ)
c2j−1(γ)
= −∂γc−2j−1(γ)Ej−1
[
ζ2s,j−1 + 2ζs,j−1cj−1∆jJ + c
2
j−1(∆jJ)
2
]− h∂γc2j−1(γ)
c2j−1(γ)
,
where ζs,j−1 :=
∫
j
(as − aj−1)ds+
∫
j
(cs− − cj−1)dJs + h(aj−1 − aj−1(α)). Applying [15, Lemma 4.5] and
Burkholder’s inequality, we see that
Ej−1[ζ2s,j−1]
. Ej−1
[∣∣∣∣∫
j
(as − aj−1)ds
∣∣∣∣2
]
+ Ej−1
[∣∣∣∣∫
j
(cs− − cj−1)dJs
∣∣∣∣2
]
+ Ej−1
[
|h(aj−1 − aj−1(α))|2
]
. h
∫
j
Ej−1[|Xs −Xj−1|2]ds+
∫
j
Ej−1[|Xs −Xj−1|2]ds+ h2(aj−1 − aj−1(α))2
. h2(1 + |Xj−1|C),
and Ej−1[c2j−1(∆jJ)
2] = hc2j−1. Hence we have
∣∣Ej−1[ζs,j−1cj−1∆jJ ]∣∣ . h 32 (1+ |Xj−1|C) by conditional
Cauchy-Schwarz’s inequality. It follows that
1
nh
∑
j
Ej−1
[[−∂γc−2j−1(γ)] (∆jX − haj−1(α))2 − h∂γc2j−1(γ)c2j−1(γ)
]
P0−→ Gγ∞(γ),
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from the ergodic theorem. Above calculation yields that
Ej−1[|∆jX − haj−1(α)|2] . h(1 + |Xj−1|C),
and obviously, this inequality is valid when we replace 2 with for any q ≥ 2. In the same way we can
easily see that
Ej−1
∣∣∣∣∣[−∂γc−2j−1(γ)] (∆jX − haj−1(α))2 − h∂γc2j−1(γ)c2j−1(γ)
∣∣∣∣∣
2

.
∣∣−∂γc−2j−1(γ)∣∣2Ej−1[(∆jX − haj−1(α))4] + h2
∣∣∣∣∣∂γc2j−1(γ)c2j−1(γ)
∣∣∣∣∣
2
. h(1 + |Xj−1|C),
so the ergodic theorem gives
1
(nh)2
∑
j
Ej−1
[
|Mj−1(θ)(∆jX − haj−1(α))|2
]
P0−→ 0,
1
(nh)2
∑
j
Ej−1
∣∣∣∣∣[−∂γc−2j−1(γ)] (∆jX − haj−1(α))2 − h∂γc2j−1(γ)c2j−1(γ)
∣∣∣∣∣
2
 P0−→ 0.
As a result of these computations, we obtain the θ-pointwise convergence∣∣∣G˜n(θ)−G∞(θ)∣∣∣ P0−→ 0. (5.2)
To prove the uniformity of (5.2), it suffices to show the tightness, which is in turn implied by
sup
n
E
[
sup
θ
∣∣∣∂θG˜n(θ)∣∣∣] <∞.
In the case of pα = pγ = q = 1, we have
∂αG
α
n(θ) =
1
nh
∑
j
{
∂2αaj−1(α)
c2j−1(γ)
(∆jX − haj−1(α)) − h (∂αaj−1(α))
2
c2j−1(γ)
}
,
∂γG
α
n(θ) = −
1
nh
∑
j
∂αaj−1(α)∂γcj−1(γ)
c3j−1(γ)
(∆jX − haj−1(α)),
∂αG
γ
n(θ) = −
2
n
∑
j
∂αaj−1(α)∂γcj−1(γ)
c3j−1(γ)
(∆jX − haj−1(α)),
∂γG
γ
n(θ) =
2
nh
∑
j
{
∂2γcj−1(γ)cj−1(γ)− 3(∂γcj−1(γ))2
c4j−1(γ)
(∆jX − haj−1(α))2
− h∂
2
γcj−1(γ)cj−1(γ)− (∂γcj−1(γ))2
c2j−1(γ)
}
,
and if we impose some regularity conditions on a and c, we can calculate the high-order derivative of
G˜n(θ) readily. Sobolev’s inequality and Lemma 5.3 imply that for q > p,
E
[
sup
θ
∣∣∣∂θG˜n(θ)∣∣∣q] . sup
θ
E
[∣∣∣∂θG˜n(θ)∣∣∣q + ∣∣∣∂2θ G˜n(θ)∣∣∣q] <∞.
Hence we are able to conclude that [{G˜n(θ) − G∞(θ)}θ∈Θ]n∈N is uniformly tight (see, e.g. [11]) so that
the continuous mapping theorem yields that supθ∈Θ |G˜n(θ) − G∞(θ)| P0−→ 0. Moreover, the consistency
of θˆ immediately follows from [20, Theorem 5.3]. We will observe that
√
nhGαn(θ0) =
1√
nh
∑
j
∂αaj−1
cj−1
∆jJ + op(1),
√
nhGγn(θ0) =
2√
nh
∑
j
{
∂γcj−1
cj−1
((∆jJ)
2 − h)
}
+ op(1).
16 HIROKI MASUDA AND YUMA UEHARA
Trivial decomposition leads to
√
nhGαn(θ0) =
1√
nh
∑
j
Mj−1(∆jX − hnaj−1)
=
1√
nh
∑
j
Mj−1
∫
j
(as − aj−1)ds
+
1√
nh
∑
j
Mj−1
∫
j
(cs− − cj−1)dJs + 1√
nh
∑
j
∂αaj−1
cj−1
∆jJ.
From this, it suffices to show that 1√
nh
∑
j Mj−1
∫
j(as− aj−1)ds and 1√nh
∑
j Mj−1
∫
j(cs−− cj−1)dJs are
op(1). Notice that |Mj−1| . (1 + |Xj−1|C). As in the proof of Lemma 5.3, we can observe that these
terms are op(1). Hence we get
√
nhGαn(θ0) =
1√
nh
∑
j
∂αaj−1
cj−1
∆jJ + op(1).
It is clear that
√
nhGγn(θ0) =
1√
nh
n∑
j=1
{[−∂γc−2j−1] (∆jX − haj−1)2 − h∂γc2j−1c2j−1
}
=
1√
nh
∑
j
[−∂γc−2j−1](∫
j
(as − aj−1)ds+
∫
j
(cs− − cj−1)dJs
)2
+
2√
nh
∑
j
[−∂γc−2j−1] cj−1∆jJ (∫
j
(as − aj−1)ds+
∫
j
(cs− − cj−1)dJs
)
+
2√
nh
∑
j
{
∂γcj−1
cj−1
((∆jJ)
2 − h)
}
.
By Assumption 2.3, ∂γc
−2
j−1 admits a polynomial majorant, so it follows that
E
∣∣∣∣∣∣ 1√nh
∑
j
[−∂γc−2j−1](∫
j
(as − aj−1)ds+
∫
j
(cs− − cj−1)dJs
)2∣∣∣∣∣∣
 = o(1),
from Lemma 5.3. Similar calculations yield that
E
∣∣∣∣∣∣ 1√nh
∑
j
[−∂γc−2j−1] cj−1∆jJ (∫
j
(as − aj−1)ds+
∫
j
(cs− − cj−1)dJs
)∣∣∣∣∣∣

.
1√
nh
∑
j
E
[
|∂γcj−1∆jJ |
(∣∣∣∣∫
j
(as − aj−1)ds
∣∣∣∣+ ∣∣∣∣∫
j
(cs− − cj−1)dJs
∣∣∣∣)]
.
1√
nh
∑
j
√
E[∆jJ ]2

√√√√E [∣∣∣∣∫
j
(as − aj−1)ds
∣∣∣∣2
]
+
√√√√E [∣∣∣∣∫
j
(cs− − cj−1)dJs
∣∣∣∣2
] .
In the last inequality, we used the independence of increments of J . By Lemma 5.1, we observe that
1
hE[J
2
h ]→ 1, so we see that
1√
nh
∑
j
√
E[(∆jJ)2]

√√√√E [∣∣∣∣∫
j
(as − aj−1)ds
∣∣∣∣2
]
+
√√√√E [∣∣∣∣∫
j
(cs− − cj−1)dJs
∣∣∣∣2
]
.
1√
nh
∑
j
√
h(h
3
2 + h) .
√
nh2 = o(1).
Hence we get
√
nhGγn(θ0) =
2√
nh
∑
j
{
∂γcj−1
cj−1
((∆jJ)
2 − h)
}
+ op(1).
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We define
√
nhG˜αn(θ0) =
1√
nh
∑
j
∂αaj−1
cj−1
∆jJ,
√
nhG˜γn(γ0) =
2√
nh
∑
j
{
∂γcj−1
cj−1
((∆jJ)
2 − h)
}
.
From Assumption 2.2, we have ∑
j
Ej−1
[
∂αaj−1
cj−1
∆jJ
]
= 0,
∑
j
Ej−1
[
∂γcj−1
cj−1
((∆jJ)
2 − h)
]
= 0.
The ergodic theorem and Lemma 5.1 give
1
(nh)2
∑
j
Ej−1
[∣∣∣∣∂αaj−1cj−1 ∆jJ
∣∣∣∣4
]
≤ 1
(nh)2
∑
j
∣∣∣∣∂αaj−1cj−1
∣∣∣∣4E[J4h] . 1nh = o(1),
1
(nh)2
∑
j
Ej−1
[∣∣∣∣∂γcj−1cj−1 ((∆jJ)2 − h)
∣∣∣∣4
]
≤ 1
(nh)2
∑
j
∣∣∣∣∂γcj−1cj−1
∣∣∣∣4E [(J2h − h)4] . 1nh = o(1),
so the Lindeberg condition holds. Furthermore we get
Ej−1
[
∂αkaj−1∂αlaj−1
c2j−1
(∆jJ)
2
]
=
∂αkaj−1∂αlaj−1
c2j−1
E[J2h ] =
∂αkaj−1∂αlaj−1
c2j−1
h,
Ej−1
[
∂γkcj−1∂γlcj−1
c2j−1
((∆jJ)
2 − h)2
]
=
∂γkcj−1∂γlcj−1
c2j−1
E[(J2h − h)2] =
∂γkcj−1∂γlcj−1
c2j−1
{
E[J4h ] + o(h)
}
,
Ej−1
[
∂αkaj−1∂γlcj−1
c2j−1
∆jJ((∆jJ)
2 − h)
]
=
∂αkaj−1∂γlcj−1
c2j−1
E[J3h].
Finally, we apply the ergodic theorem to derive
1
nh
∑
j
Ej−1
[
∂αkaj−1∂αlaj−1
c2j−1
(∆jJ)
2
]
P0−→
∫
∂αka(x, α0)∂αla(x, α0)
c2(x, γ0)
π0(dx),
1
nh
∑
j
Ej−1
[
∂γkcj−1∂γlcj−1
c2j−1
((∆jJ)
2 − h)2
]
P0−→
∫
∂γkc(x, γ0)∂γlc(x, γ0)
c2(x, γ0)
π0(dx)
∫
z4ν0(dz),
1
nh
∑
j
Ej−1
[
∂αkaj−1∂γlcj−1
c2j−1
∆jJ((∆jJ)
2 − h)
]
P0−→
∫
∂αka(x, α0)∂γlc(x, γ0)
c2(x, γ0)
π0(dx)
∫
z3ν0(dz),
with which the martingale central limit theorem completes the proof. 
Applying Taylor’s theorem to G˜n(θ0), we get
G˜n(θ0) = −
∫ 1
0
∂θG˜(θˆ + u(θ0 − θˆ))du
√
nh(θˆ − θ0).
Note that by the consistency of α and γ, we can consider G˜n(θˆ) = 0 a.s., for large enough n.
Lemma 5.7. If Assumptions 2.1-2.6 hold, we have
sup
|θ|≤ǫn
∣∣∣−∂θG˜n(θ0 + θ)− I(θ0)∣∣∣ −→ 0, where ǫn → 0
√
nh(θˆ − θ0) L−→ N (0, (I(θ0)−1)TΣ22I(θ0)−1).
Proof. We may set pα = pγ = 1. Define the 2× 2-valued matrix I(θ) such that
I(θ) =
(I(α,α)(θ) I(α,γ)(θ)
0 I(γ,γ)(θ)
)
,
18 HIROKI MASUDA AND YUMA UEHARA
where I(α,α)(θ), I(α,γ)(θ) and I(γ,γ)(θ) are defined by
I(α,α)(θ) =
∫ {
∂2αa(x, α)
c2(x, γ)
(a(x, α) − a(x, α0)) + (∂αa(x, α))
2
c(x, γ)2
}
π0(dx),
I(α,γ)(θ) =
∫
∂αa(x, α)∂γc(x, γ)
c3(x, γ)
(a(x, α0)− a(x, α))π0(dx),
I(γ,γ)(θ) = 4
∫
(∂γc(x, γ))
2
c2(x, γ)
π0(dx).
As in the previous lemma, we can prove
− ∂θG˜n(θ) P0−→ I(θ), for all θ.
By Assumption 2.3, it immediately follows that for all k ∈ {1, 2, 3, 4}, ∂kθ G˜n(θ) can be decomposed as
∂kθ G˜n(θ) =
1
nh
∑
j
{
M
(1,k)
j−1 (θ)(∆jX − haj−1(α))2 +M (2,k)j−1 (θ)(∆jX − haj−1(α)) + hM (3,k)j−1 (θ)
}
,
whereM
(1,k)
j−1 , M
(2,k)
j−1 andM
(3,k)
j−1 are functions of Xtj−1 at most polynomial growth uniformly in θ. Hence
the Sobolev’s inequality implies that
[{
−∂θG˜n(θ)− I(θ)
}
θ∈Θ
]
n∈N
is uniformly tight and the continuous
mapping theorem gives
sup
|θ|≤ǫn
∣∣∣−∂θG˜n(θ0 + θ)− I(θ0)∣∣∣ −→ 0, where ǫn → 0.
Further, the continuity of I(θ) and the consistency of θˆ give
−
∫ 1
0
∂θG˜(θˆ + u(θ0 − θˆ))du P0−→ I(θ0).
Assumption 2.6 ensures that limn→∞ P
(∣∣∣− ∫ 10 ∂θG˜(θˆ + u(θ0 − θˆ))du∣∣∣ > 0) = 1, hence we can suppose
that − ∫ 10 ∂θG˜(θˆ+ u(θ0 − θˆ))du is invertible for all n large enough. Hence, applying Slutsky’s lemma, we
have the desired result. 
Obviously, it follows from Lemma 5.7 that −∂θG˜n(θˆ) can serve as a consistent estimator of I(θ0). In
the same way, we could provide a consistent estimator of the asymptotic variance of θˆ, making it possible
to construct a confidence region.
We introduce the following function space:
K2 =
{
f = (fk) : R→ Rq
∣∣∣∣∣ f is of class C2, 1h max1≤j≤nE [|∂f(δj)|2] = O(1),
1
h
max
1≤j≤n
sup
u∈[0,1]
E
[
|∂f(∆jJ + u(δj −∆jJ))|2
]
= O(1),
and ∀K > 0, max
1≤j≤n
sup
u∈[0,1]
E
[∣∣∣∂2f(δˆj + u(δj − δˆj))∣∣∣K] = O(1)}.
By use of this class we can prove:
Lemma 5.8. Suppose that Assumptions 2.1-2.5 hold and that ϕ ∈ K2. Then we have the stochastic
expansion:
√
nh
(
1
nh
∑
j
ϕ(δˆj)− ν0(ϕ)
)
= un +
1
nh
∑
j
(∂ϕ(δj)⊗ ∂γ(c−1j−1))cj−1∆jJ [wˆn] + op(1),
where we also have 1nh
∑
j(∂ϕ(δj)⊗ ∂γ(c−1j−1))cj−1∆jJ = Op(1).
Proof. First we decompose the left-hand side as
√
nh
 1nh
n∑
j=1
ϕ(δˆj)− ν0(ϕ)

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=
√
nh
 1nh∑
j
[
ϕ(δˆj)− ϕ(δj)
]+√nh
 1nh∑
j
[ϕ(δj)− ϕ(∆jJ)]
+ un
=: b(1)n + b
(2)
n + un.
Let us first prove b
(2)
n = op(1). Applying Taylor’s theorem, we see that
b(2)n =
1√
nh
∑
j
[∫ 1
0
∂ϕ(∆jJ + u(δj −∆jJ))du
]
(δj −∆jJ).
By definition of δj , it follows that
∆jJ − δj = c−1j−1(cj−1∆jJ −∆jX − haj−1) = c−1j−1
(∫
j
(as − aj−1)ds+
∫
j
(cs− − cj−1)dJs
)
.
As in the proof of Lemma 5.6, we have
E [|∆jJ − δj |q] . h2, (5.3)
for all q ≥ 2. Applying Cauchy-Schwarz’s inequality we get
E[|b(2)n |] ≤
1√
n
E
∑
j
1√
h
∣∣∣∣∫ 1
0
∂ϕ(∆jJ + u(δj −∆jJ))du
∣∣∣∣ |∆jJ − δj |

≤ 1√
n
∑
j
√√√√ 1
h
E
[∣∣∣∣∫ 1
0
∂ϕ(∆jJ + u(δj −∆jJ))du
∣∣∣∣2
]√
E[|∆jJ − δj |2]
≤ 1√
n
max
1≤j≤n
√
1
h
sup
u∈[0,1]
E
[
|∂ϕ(∆jJ + u(δj −∆jJ))|2
]∑
j
√
E[|∆jJ − δj |2]
.
√
nh2 = o(1).
Next we turn to b
(1)
n . By Taylor’s theorem, we have
b(1)n =
1√
nh
∑
j
[
∂ϕ(δj)(δˆj − δj)
]
+
1
2
√
nh
∑
j
[∫ 1
0
∫ 1
0
v∂2ϕ(δj + uv(δˆj − δj))dvdu(δˆj − δj)2
]
.
=: b(1,1)n + b
(1,2)
n .
For notational convenience, we denote by R(x) a generic matrix-valued function defined on R × Θ for
which there exists a constant C ≥ 0 such that supθ |R(x, θ)| ≤ C(1 + |x|C) for every x; the argument θ
is omitted from the notation, and the specific form of Rj−1 appearing below may vary from line to line.
From the definition of δˆj and δj ,
δˆj − δj = cˆ−1j−1(∆jX − haˆj−1)− c−1j−1(∆jX − haj−1)
= (cˆ−1j−1 − c−1j−1)∆jX − h(ηˆj−1 − ηj−1). (5.4)
Again applying Taylor’s theorem, we obtain
|δˆj − δj|2 . 1
nh
[(
sup
γ
|∂γc−1j−1(γ)|
)2
|wˆ|2|∆jX |2 + h2
(
sup
θ
|∂θηj−1(θ)|
)2
|vˆ|2
]
.
1
nh
(|wˆ|2|∆jX |2 + h2|vˆ|2) |Rj−1|
.
1
nh
(|∆jX |2 + h2) |Rj−1||vˆ|2. (5.5)
A similar argument to the proof of Lemma 5.3 gives the estimate E[|Rj−1|Ej−1[|∆jX |q]] . h for all
q ≥ 2. By means of these estimates and Ho¨lder’s inequality we can deduce that, for sufficiently large
p ≥ 2 and sufficiently small q > 1,
|b(1,2)n | .
1√
nh
∑
j
∣∣∣∣∫ 1
0
∫ 1
0
v∂2ϕ(δj + uv(δˆj − δj))dvdu
∣∣∣∣ |δˆj − δj |2
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.
1√
nh
1
nh
|vˆ|2
∑
j
∣∣∣∣ ∫ 1
0
∫ 1
0
v∂2ϕ(δj + uv(δˆj − δj))dvdu
∣∣∣∣(|∆jX |2 + h2)|Rj−1|
≤ 1√
nh
1
h
|vˆ|2
 1
n
∑
j
∣∣∣∣∫ 1
0
∫ 1
0
v∂2ϕ(δj + uv(δˆj − δj))dvdu
∣∣∣∣p

1
p
×
 1
n
∑
j
{|Rj−1| (|∆jX |2 + h2)} pp−1

p−1
p
.
1√
nh
1
h
×Op(1)×

 1
n
∑
j
|∆jX |
2pq
p−1

p−1
pq
×Op(1) +Op(h2)

.
1√
nh1+ǫ0
hǫ0/2+
p−1
pq
−1 ×Op(1) . Op
(
1√
nh1+ǫ0
)
= op(1).
As for b
(1,1)
n , we first observe that
cˆ−1j−1 − c−1j−1 =
1√
nh
∂Tγ (c
−1
j−1)wˆ +
1
2nh
wˆT
[∫ 1
0
∫ 1
0
v∂⊗2γ (c
−1
j−1)(γ0 + uv(γˆ − γ0))dvdu
]
wˆ.
In a similar way to the estimate of |b(1,2)n |, it follows from the definition of K2, the tightness of (wˆ), and
Cauchy-Schwarz’s inequality that∣∣∣∣∣∣(nh)− 32
∑
j
∂ϕ(δj)∆jXwˆ
T
[∫ 1
0
∫ 1
0
v∂⊗2γ (c
−1
j−1)(γ0 + uv(γˆ − γ0))dvdu
]
wˆ
∣∣∣∣∣∣
. (nh)
− 32
∑
j
|∂ϕ(δj)| |∆jX ||Rj−1| ×Op(1)
.
1√
nh
(
1
nh
∑
j
|∂ϕ(δj)|2
)1/2(
1
nh
∑
j
|∆jX |2|Rj−1|
)1/2
×Op(1)
. Op
(
1√
nh
)
= op(1).
We also have∣∣∣∣∣∣
√
h
n
∑
j
∂ϕ(δj)(ηˆj−1 − ηj−1)
∣∣∣∣∣∣ ≤ 1n
∑
j
|∂ϕ(δj)|
∣∣∣∣∫ 1
0
∂θηj−1(θ0 + u(θˆ − θ0))du
∣∣∣∣ |vˆ| = op(1).
We thus get
b(1,1)n =
{
1
nh
∑
j
∆jX
(
∂ϕ(δj)⊗ ∂γ(c−1j−1)
)}
[wˆ] + op(1) =: µn[wˆ] + op(1). (5.6)
It remains to take a closer look at µn ∈ Rq ⊗ Rpγ . Substitute the expression
∆jX =
∫
j
asds+
∫
j
(cs− − cj−1)dJs + cj−1∆jJ
into (5.6) and observe that∣∣∣∣ 1nh∑
j
∫
j
asds
(
∂ϕ(δj)⊗ ∂γ(c−1j−1)
)∣∣∣∣ . 1n∑
j
|∂ϕ(δj)||Rj−1|
(
1
h
∫
j
|as|ds
)
.
(
1
n
∑
j
|∂ϕ(δj)|2
)1/2{
1
n
∑
j
|Rj−1|
(
1
h
∫
j
|as|2ds
)}1/2
. Op(
√
h),
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and similarly that, by using Burkholder’s inequality (conditional on Ftj−1),∣∣∣∣ 1nh∑
j
∫
j
(cs− − cj−1)dJs
(
∂ϕ(δj)⊗ ∂γ(c−1j−1)
)∣∣∣∣
.
1
n
∑
j
|∂ϕ(δj)||Rj−1|
(
1√
h
∫
j
1√
h
(cs− − cj−1)dJs
)
.
(
1
n
∑
j
|∂ϕ(δj)|2
)1/2{
1
n
∑
j
|Rj−1|
(
1√
h
∫
j
1√
h
(cs− − cj−1)dJs
)2}1/2
. Op(
√
h).
Therefore µn =
1
nh
∑
j(∂ϕ(δj)⊗ ∂γ(c−1j−1))cj−1∆jJ + op(1) and we also get
E
∣∣∣∣∣∣ 1nh
∑
j
(∂ϕ(δj)⊗ ∂γ(c−1j−1))cj−1∆jJ
∣∣∣∣∣∣

≤
 1
n
∑
j
1
h
E
[|∂ϕ(δj)|2]
1/2 1
n
∑
j
E
[
|Rj−1|2 1
h
E[|∆jJ |2]
]1/2 = O(1),
hence the proof is complete. 
5.2. Proof of Theorem 3.1. In order to obtain (3.1), we first show that actually ϕ ∈ K2 and ζ ∈ K1∩K2
(recall the notation ζ(z) = z∂ϕ(z)). As in the proof of Lemma 5.5, it follows that ζ ∈ K1. From the
proof of Lemma 5.1 and Lemma 5.8, for all C ≥ 2, we have
max
1≤j≤n
E
[|∆jJ − δj |C] = O(h2), max
1≤j≤n
E
[|∆jJ |C] = O(h).
Moreover, [15, Theorem 2.7] and (5.5) give
E
[∣∣∣δj − δˆj∣∣∣C] . (nh)−C2 E [(|∆jX |C + hC) |Rj−1||vˆ|C] = O ((nh)−C2 h1−a) ,
for any a ∈ (0, 1). Hence the Chebyshev’s inequality yields that
max
1≤j≤n
sup
u∈[0,1]
{
P (|∆jJ + u(δj −∆jJ)| > M) ∨ P
(
|δˆj + u(δj − δˆj)| > M
)}
= O(h).
We will use these estimates without notice below. By the condition on ∂ϕ, we have
sup
u∈[0,1]
E
[
|∂ϕ(∆jJ + u(δj −∆jJ))|2
]
. E
[
|∆jJ |2 + |δj −∆jJ |2 + |∆jJ |2(1+C1) + |δj −∆jJ |2(1+C1)
]
= O(h).
In the same way as above, we also obtain E
[∣∣∣∂ϕ(δˆj)∣∣∣2] = O(h). By Assumption 2.7, for all K > 0, there
exists a constant C ≥ 2 such that∣∣∣∂2ϕ(δˆj + u(δj − δˆj))∣∣∣K . 1 + ∣∣∣δˆj∣∣∣C + ∣∣∣δj − δˆj∣∣∣C
. 1 +
∣∣∣δj − δˆj∣∣∣C + |∆jJ − δj |C + |∆jJ |C ,
so it is straightforward that
max
1≤j≤n
sup
u∈[0,1]
E0
[∣∣∣∂2ϕ(δˆj + u(δj − δˆj))∣∣∣K]
. 1 + max
1≤j≤n
E0
[∣∣∣δj − δˆj∣∣∣C + |∆jJ − δj |C + |∆jJ |C] = O(1).
Hence ϕ ∈ K2; similarly ζ ∈ K2.
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Now we have δj−∆jJ = c−1j−1
∫
j(as−aj−1)ds+c−1j−1
∫
j(cs−cj−1)dJs; then, E[Ej−1[|δj−∆jJ |2]] . h2.
Plugging-in the expression ∂ϕ(δj) = ∂ϕ(∆jJ) + (δj − ∆jJ)
∫ 1
0 ∂
2ϕ(∆jJ + u(δj − ∆jJ))du and then
applying analogous estimates under Assumption 2.7 as before, we can deduce that∣∣∣∣∣∣ 1nh
∑
j
(
(δj −∆jJ)
∫ 1
0
∂2ϕ(∆jJ + u(δj −∆jJ))du ⊗ ∂γ(c−1j−1)
)
cj−1∆jJ
∣∣∣∣∣∣
≤
 1
nh2
∑
j
|δj −∆jJ |2
1/2 ×
 1
n
∑
j
∣∣∣∣∫ 1
0
∂2ϕ(∆jJ + u(δj −∆jJ))du
∣∣∣∣2 |Rj−1|2 |∆jJ |2
1/2
. Op(1)×
 1
n
∑
j
|Rj−1|2 |∆jJ |2(1 + |∆jJ − δj |C + |∆jJ |C)
1/2 = op(1).
It follows from [5, Theorem 1] and Lemma 5.8 that under the present assumptions about ζ we have
1
hE[ζ(∆jJ)] = ν0(ζ) + o(1) =
1
nh
∑
j ζ(δˆj) + op(1). Therefore,
µn =
1
nh
∑
j
{
ζ(∆jJ)⊗ ∂γ(c−1j−1)
}
cj−1 + op(1)
= − 1
h
E[ζ(∆jJ)]⊗
(
1
n
∑
j
∂γcj−1
cj−1
)
+
1
nh
∑
j
{
(ζ(∆jJ)− E[ζ(∆jJ)])⊗ ∂γ(c−1j−1)
}
cj−1 + op(1)
= − 1
h
E[ζ(∆jJ)]⊗
(
1
n
∑
j
∂γcj−1
cj−1
)
+ op(1)
= −
(
1
nh
∑
j
ζ(δˆj)
)
⊗
(
1
n
∑
j
∂γ cˆj−1
cˆj−1
)
+ op(1),
where we used the martingale central limit theorem together with Burkholder’s inequality for the third
equality. Thus the proof is complete.
5.3. Proof of Theorem 3.3. From Lemmas 5.5, 5.6 and 5.7, it suffices to show that
1
nh
∑
j
Ej−1
[
(ϕk(∆jJ)− E[ϕk(∆jJ)])
(
∂αlaj−1
cj−1
∆jJ
)]
P0−→
∫
ϕk(z)zν0(dz)
∫
∂αla(x, α0)
c(x, γ0)
π0(dx),
1
nh
∑
j
Ej−1
[
(ϕk(∆jJ)− E[ϕk(∆jJ)])
(
∂γlcj−1
cj−1
((∆jJ)
2 − h)
)]
P0−→
∫
ϕk(z)z
2ν0(dz)
∫
∂γlc(x, γ0)
c(x, γ0)
π0(dx).
Assumption 2.2 yields that
Ej−1
[
(ϕk(∆jJ)− E[ϕk(∆jJ)])
(
∂αlaj−1
cj−1
∆jJ
)]
=
∂αlaj−1
cj−1
E[ϕk(Jh)Jh]
Similarly, we have
Ej−1
[
(ϕk(∆jJ)− E[ϕk(∆jJ)])
(
∂γlcj−1
cj−1
((∆jJ)
2 − h)
)]
=
∂γlcj−1
cj−1
{
E[ϕk(Jh)J
2
h ]− hE[ϕk(Jh)]
}
.
From the proof of Lemma 5.5 we can readily observe that zϕ, z2ϕ ∈ K1. Hence the ergodic theorem and
Lemma 5.4 lead to the desired result.
5.4. Proof of Corollary 3.5. For the construction of asymptotic variance, we define the function space:
K3 =
{
f = (fk) : R→ Rq
∣∣∣∣∣ f is of class C1, max1≤j≤n supu∈[0,1]E
[
|∂f(∆jJ + u(δj −∆jJ))|2
]
= o(1),
and
1
nh2
max
1≤j≤n
sup
u∈[0,1]
E
[∣∣∣∂f(δˆj + u(δj − δˆj))∣∣∣2] = o(1)}.
The following lemma gives sufficient conditions for a given function to belong to K3.
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Lemma 5.9. Assume that an Rq-valued or Rq ⊗ Rq-valued function f is differentiable and there exist
nonnegative constant D such that lim supz→0
1
|z|1−ǫ0 |∂f(z)| < ∞ and lim supz→∞ 11+|z|D |∂f(z)| < ∞,
where ǫ0 is given in Assumption 2.1. Then f ∈ K3.
Proof. Dividing the events and applying Ho¨lder’s inequality, we have
1
nh2
max
1≤j≤n
sup
u∈(0,1)
E
[
|∂f(δˆj + u(δj − δˆj)|2
]
=
1
nh2
max
1≤j≤n
sup
u∈(0,1)
E
[
|∂f(δˆj + u(δj − δˆj))|2; |δˆj + u(δj − δˆj)| ≤ 1
]
+
1
nh2
max
1≤j≤n
sup
u∈(0,1)
E
[
|∂f(δˆj + u(δj − δˆj))|2; |δˆj + u(δj − δˆj)| > 1
]
.
1
nh2
max
1≤j≤n
E
[∣∣∣δˆj∣∣∣2(1−ǫ0) + ∣∣∣δj − δˆj∣∣∣2(1−ǫ0)]
+
1
nh2
max
1≤j≤n
(
E
[
1 +
∣∣∣δˆj∣∣∣ 2Dǫ0 + ∣∣∣δj − δˆj∣∣∣ 2Dǫ0 ])ǫ0 (P (∣∣∣δˆj∣∣∣+ ∣∣∣δj − δˆj∣∣∣ > 1))1−ǫ0
.
1
nh2
h1−ǫ0 =
1
nh1+ǫ0
= o(1).
The other condition can be verified as well. 
First we note that Assumption 2.7, the mappings z 7→ z3, z4, zϕ(z), z2ϕ(z) satisfies the conditions of
Lemma 5.4 and Lemma 5.9. Let us show that for any f ∈ K1 ∩ K3 we have
1
nh
∑
j
f(δˆj)
P0−→ ν0(f). (5.7)
From a similar decomposition to that in the proof of Theorem 3.1, we have
1
nh
∑
j
f(δˆj)− ν0(f)
=
 1nh∑
j
f(δˆj)− 1
nh
∑
j
f(δj)
+
 1nh∑
j
f(δj)− 1
nh
∑
j
f(∆jJ)
+
 1nh∑
j
f(∆jJ)− ν0(f)
 .
Then Lemma 5.4 implies the last term is op(1). Taylor’s expansion and Ho¨lder’s inequality yield that∣∣∣∣∣∣ 1nh
∑
j
f(δˆj)− 1
nh
∑
j
f(δj)
∣∣∣∣∣∣ =
∣∣∣∣∣∣ 1nh
∑
j
∫ 1
0
f ′(δˆj + u(δj − δˆj))du(δj − δˆj)
∣∣∣∣∣∣
≤ 1√
nh
1
nh
∑
j
∣∣∣∣∫ 1
0
f ′(δˆj + u(δj − δˆj))du
∣∣∣∣ (sup
γ
∣∣∂c−1j−1(γ)∣∣) |∆jX | |wˆ|
+
1√
nh
1
n
∑
j
∣∣∣∣∫ 1
0
f ′(δˆj + u(δj − δˆj))du
∣∣∣∣ (sup
θ
|ηj−1(θ)|
)
|vˆ|
≤
√√√√ 1
(nh)2
∑
j
∣∣∣∣∫ 1
0
f ′(δˆj + u(δj − δˆj))du
∣∣∣∣2 ×√ 1nh∑
j
sup
γ
∣∣∂c−1j−1(γ)∣∣2 |∆jX |2 ×Op(1) + op( 1√
nh
)
.
Hence, using the conditioning argument together with E[|∆jX |2] . h we obtain 1nh
∑
j f(δˆj)− 1nh
∑
j f(δj) =
op(1). Recall that E[|∆jJ − δj |2] . h2, from which∣∣∣∣∣∣ 1nh
∑
j
f(δj)− 1
nh
∑
j
f(∆jJ)
∣∣∣∣∣∣
≤
√√√√ 1
n
∑
j
∣∣∣∣∫ 1
0
f ′(∆jJ + u(δj −∆jJ))du
∣∣∣∣2 ×√ 1nh2 ∑
j
|∆jJ − δj |2 = op(1),
hence (5.7) follows.
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Now, (5.7) and Lemma 5.9 yields that Σˆ11,n
P0−→ Σ11. As in the proof of Lemma 5.6, it follows that
sup
θ∈Θ
∣∣∣∣∣∣ 1n
n∑
j=1
∂αkaj−1(α)∂αlaj−1(α)
c2j−1(γ)
−
∫
∂αka(x, α)∂αla(x, α)
c2(x, γ)
π0(dx)
∣∣∣∣∣∣ P0−→ 0.
Hence the consistency of θˆ and the continuity of the map θ 7→ ∫ ∂αka(x,α)∂αla(x,α)c2(x,γ) π0(dx) implies that
1
n
n∑
j=1
∂αk aˆj−1∂αl aˆj−1
cˆ2j−1
P0−→
∫
∂αka(x, α0)∂αla(x, α0)
c2(x, γ0)
π0(dx).
Similar estimates and Slutsky’s lemma lead to Σˆ12,n
P0−→ Σ12 and Σˆ22,n P0−→ Σ22. The desired result
follows from Theorem 3.1, Theorem 3.3 and Slutsky’s lemma.
5.5. Proof of Corollary 3.7. From the result of Theorem 3.1, 1nhn
∑n
j=1 ϕ(δˆj)− ν0(ϕ) = op(1). Hence
the continuity of ∂F and the invertibility of ∂F (ν0(ϕ), θ0) yield the first result. Finally, [20, Theorem
3.1] leads to the second result.
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