We present the Wright-Fisher Indian buffet process (WF-IBP), a probabilistic model for timedependent data assumed to have been generated by an unknown number of latent features. This model is suitable as a prior in Bayesian nonparametric feature allocation models in which the features underlying the observed data exhibit a dependency structure over time. More specifically, we establish a new framework for generating dependent Indian buffet processes, where the Poisson random field model from population genetics is used as a way of constructing dependent beta processes. Inference in the model is complex, and we describe a sophisticated Markov Chain Monte Carlo algorithm for exact posterior simulation. We apply our construction to develop a nonparametric focused topic model for collections of time-stamped text documents and test it on the full corpus of NIPS papers published from 1987 to 2015.
Introduction
The Indian buffet process (IBP) [1] is a distribution for sampling binary matrices with any finite number of rows and an unbounded number of columns, such that rows are exchangeable while columns are independent. It is used as a prior in Bayesian nonparametric models where rows represent objects and columns represent an unbounded array of features. In many settings the prevalence of features exhibits some sort of dependency structure over time and modeling data via a set of independent IBPs may not be appropriate. There has been previous work dedicated to extending the IBP to dependent settings [2, 3, 4, 5] . In this paper we present a novel approach that achieves this by means of a particular time-evolving beta process, which has a number of desirable properties.
For each discrete time t = t 0 = 0 < · · · < t T at which the data is observed, denote by Z t the feature allocation matrix whose entries are binary random variables such that Z ikt = 1 if object i possesses feature k at time t and 0 otherwise. Denote by X k (t) the probability that Z ikt = 1, namely the probability that feature k is active at time t, and by X(t) the collection of these probabilities at time t. The idea is to define a prior over the stochastic process {X(t)} t≥0 which governs its evolution in continuous time. In particular, for each feature k, X k (t) evolves independently, while features are born and die over time. This is a desirable property in several applications such as in topic modeling, in which a new topic may be discovered (birth) or may stop being relevant (death) at some point in time. Our model benefits from these properties while retaining a very simple prior where sample paths are continuous and Markovian. Finally, we show that our construction defines a time-dependent beta process from which the two-parameter generalization of the IBP is marginally recovered for every fixed time t [6] .
The stochastic process we use is a modification of the so-called Poisson Random Field (PRF), a model widely used in population genetics [7, 8, 9, 10, 11, 12, 13, 14, 15] . In this setting, new features can arise over time and each of them evolves via an independent Wright-Fisher (W-F) diffusion. The PRF model describes the evolution of feature probabilities within the interval [0, 1], allows for flexible boundary behaviours and gives access to several off-the-shelf results from population genetics about quantities of interest, such as the expected lifetime of features or the expected time feature probabilities spend in a given subset of [0, 1] [16] .
We apply the WF-IBP to a topic modeling setting, where a set of time-stamped documents is described using a collection of latent topics whose probabilities evolve over time. The WF-IBP prior allows us to incorporate time dependency into the focused topic model construction described in [17] , where the IBP is used as a prior on the topic allocation matrix determining which topics underlie each observed document. As opposed to several existing approaches to topic modeling, which require specifying the total number of topics in the corpus in advance [18] , adopting a nonparametric approach saves expensive model selection procedures such as the one described in [19] . This is also reasonable in view of the fact that the total number of topics in a corpus is expected to grow as new documents accrue. Most existing nonparametric approaches to topic modeling are not designed to capture the evolution of the popularity of topics over time and may thus not be suitable for corpora that span large time periods. On the other hand, existing nonparametric and time-dependent topic models are mostly based on the Hierarchical Dirichlet Process (HDP) [20] , which implicitly assumes a coupling between the probability of topics and the proportion of words that topics explain within each document. This assumption is undesirable since rare topics may account for a large proportion of words in the few documents in which they appear. Our construction inherits from the static model presented in [17] the advantage of eliminating this coupling. Moreover, it keeps inference straightforward while using an unbounded number of topics and flexibly capturing the evolution of their popularity continuously over time.
Section 2 introduces the PRF with its application to the modeling of feature probabilities over time and shows that the mean measure of its stationary distribution coincides with the distribution of the atom masses in the beta process. Section 3 presents the full feature allocation model and Section 4 describes a novel MCMC algorithm for posterior simulation with the model. Section 5 combines the model with a linear-Gaussian likelihood model and evaluates it on a synthetic dataset. Finally, Section 6 illustrates the application of the WF-IBP to topic modeling and presents results obtained on both synthetic data and on the real-world data set consisting of the full text of papers from the NIPS conferences between the years 1987 and 2015.
2 The Poisson random field model
The Wright-Fisher model
Our starting point is the Wright-Fisher (W-F) model from population genetics [16] , which we briefly summarize here. Consider a finite population of organisms of size G such that i ∈ {0, 1, . . . , G} individuals have the mutant version of a gene at generation k, while the rest has the non-mutant variant. Assume that each individual produces an infinite number of gametes such that the gametes yielded by a non-mutant become mutant with probability µ G and, conversely, those yielded by a mutant become non-mutant with probability β G . Finally, assume that the next generation of G individuals is formed by simple random sampling from this infinite pool of gametes. The evolution of the number Y G (k) of mutant genes at time k is described by a Markov chain on the discrete space {0, . . . , G}. The transition probability p ij of switching from i mutants (at time k) to j mutants (at time k + 1) is given by the following binomial sampling formula:
Assume the initial state is Y G (0) = y 0 and denote the resulting Markov chain by Y G = (Y G (k)) k=1,2,... ∼ W-F G (µ G , β G ). Notice that, if µ G = 0 and/or β G = 0, the states 0 and/or G are absorbing states that respectively correspond to the extinction and fixation of the mutation.
A continuous-time diffusion limit of the W-F model can be obtained, by rescaling time as t = k/G, and taking G → ∞. The Markov chain Y G ( Gt )/G converges to a diffusion process on [0, 1] [21, 7] which obeys the one-dimensional stochastic differential equation dX(t) =γ(X(t))dt + σ(X(t))dB(t), where
with some initial state X(0) = x 0 , over the time interval t ∈ [0, T ], with rescaled parameters µ = lim G→∞ 2Gµ G , β = lim G→∞ 2Gβ G , and with B(t) denoting a standard Brownian motion. The terms γ(x) and σ(x) are respectively referred to as the drift term and the diffusion term. Denote the diffusion process as X ∼ W-F(µ, β).
Notice that when x(t) → 0 (respectively x(t) → 1), then the diffusion term tends to 0 while the drift term tends to µ 2 (respectively − β 2 ), preventing absorption at 0 or 1 provided that µ > 0 (respectively β > 0). Otherwise, 0 is an absorbing extinction state (respectively, 1 is an absorbing fixation state). Moreover, if both µ, β > 0 then the diffusion is ergodic and has a stationary distribution that is a Beta(µ, β).
As there exists no closed form expression for its transition function, simulating from the W-F diffusion requires non-trivial computational techniques. The method we used is outlined in [22] , a stochastic Taylor scheme tailored to the W-F diffusion. A novel alternative approach that allows for exact simulation has very recently been proposed by [23] .
The Poisson random field
The W-F model describes the evolution of a gene at one particular site. The Poisson random field (PRF) generalizes it to modeling an infinite collection of sites, each of which evolves independently according to the W-F model. As before, we start with a model with a population of finite size G, before taking the diffusion limit as G → ∞. For a site i at which some individuals carry the mutant gene, denote by X i (k) the fraction of mutants in generation k. Each site evolves independently according to the W-F G (0, 0) model. Further suppose that at each generation k a number of mutations M ∼ Poisson(ν G ) arise in new sites with indices j 1 , j 2 , . . . j M . ν G will be referred to as the immigration parameter of the PRF. Assume that each of the new mutations occurs at a new site in a single individual, with initial frequency X jm (k) = 1/G. Subsequently, each new process X jm (k + 1), X jm (k + 2), . . . evolves independently according the W-F G (0, 0) model as well. As with pre-existing mutant sites, each process eventually hits one of the boundaries {0, 1} and stays there (we say that the mutation is extinct/has been fixed).
Consider the limit G → ∞, so that after the same rescaling t = k/G of time as in Section 2.1 each site evolves as an independent W-F diffusion X i ∼ W-F(0, 0). We also assume that ν G → α as G → ∞. This means that in the diffusion time scale the immigration rate is Gν G → ∞, which suggests that the number of sites with mutant genes should explode. However, the initial frequency of each diffusion is 1/G → 0 as G → ∞, and moreover 0 is an absorbing state. It can be shown [7, 14] that only O(G −1 ) of the newborn processes are not almost immediately absorbed. Therefore, there is a balance between the infinite number of newborn mutations and the infinite number of them that goes extinct in the first few generations, in such a way that the net immigration rate is O(Gν G × G −1 ) = O(α), and hence the limiting stationary measure is nontrivial. Provided that we remove from the model all sites whose frequency hits either the boundary 1 or 0, [7] prove that the limiting distribution of the fractions of mutants in the interval [0, 1] is a Poisson random field with mean density
This means that at equilibrium the number of sites whose frequencies X i (t) are in any given interval (a, b] is Poisson distributed with rate α b a x −1 dx, and these are independent for nonoverlapping intervals. Integrating (3) over [0, 1] shows that the number of mutations in the population that has not been fixed or gone extinct is infinite. However, most mutations are present in a very small proportion of the population.
Time-Varying Feature Allocation Model
The derivation of the PRF in the previous section shows that the equilibrium distribution of the PRF is related to the one-parameter beta process [1, 24] . In this section we generalise the PRF so that its equilibrium distribution is related to the two-parameter beta process, and so that it is better adapted to applications in feature allocation modeling. Specifically, we will identify mutant sites with features, and identify the proportion of the population having the mutant gene with the probability of the feature occurring in a data observation. The PRF can be then used in a time-varying feature allocation model whereby features arise at some unknown time point, change their probability smoothly according to the W-F(0, 0) diffusion process and eventually die when their probability reaches zero.
Connection to the Indian buffet and Beta processes
Recall from the previous section that mutant sites whose frequency hits 1 are removed from the PRF model. This means that features with high probability of occurrence can be removed from the model instantaneously, which does not make modeling sense. Instead, one expects a feature probability to change smoothly, and to be only removed from the model once its probability of occurrence is small. A simple solution to this conundrum is to prevent 1 from being an absorbing state by using a W-F(0, β) diffusion with β > 0 instead. This is a departure from [7] , due to the differing modeling requirements of genetics versus feature allocation modeling.
We shall denote the modified stochastic process as PRF(α, β). The following theorem derives the equilibrium mean density of PRF(α, β), with proof given in Appendix A:
The equilibrium mean density of the PRF(α, β) is
In other words, the mean density of the PRF(α, β) is the Lévy measure of the two-parameter beta process [6, 24] , with the immigration rate α identified with the mass parameter, and β identified with the concentration parameter of the beta process. We will assume that the initial distribution of PRF(α, β) is its equilibrium distribution, that is, a Poisson random field with mean density (4), so that the marginal distribution of the PRF at any point in time is the same. We will now make the connection more precise by specifying how a PRF can be used in a timevarying feature allocation model. Denote by X k (t) the probability of feature k being active at time t and define our PRF as the stochastic process X := {X k (t)}. Assume that at a finite number of time points t = t 0 , . . . , t T there are N t objects whose observable properties depend on a potentially infinite number of latent features. Let D it be the observation associated with object i = 1, . . . , N t at time t = t 0 , . . . , t T . Consider a set of random feature allocation matrices Z t such that entry Z ikt is equal to 1 if object i at time t possesses feature k, and 0 otherwise. Let Z := {Z ikt }. Finally, let ρ k be some latent parameters of feature k and ρ = {ρ k } be the set of all feature parameters. Our complete model is given as follows.
where i = 1, . . . , N t , t = t 0 , . . . , t T and k = 1, 2, . . . , H is the prior distribution for feature parameters, and where F (ρ) is the observation model for an object with a set of features with parameters ρ.
Since the feature probabilities X have marginal density (4), at each time t the feature allocation matrix Z t has marginal distribution given by the two-parameter Indian buffet process [24] . Further, since X varies over time, the complete model is a time-varying Indian buffet process feature allocation model. The corresponding De Finetti measure would then be a time-varying beta process. More precisely, this is the measure-valued stochastic process G = {G(t)} where
which has marginal distribution given by a beta process with parameters α, β and base distribution H. We denote the distribution of G as WFBP(α, β, H). We can also express the feature allocations using random measures as well. In particular, let
be a Bernoulli process BeP(G(t)) with mean measure given by the beta process G(t) at time t. An equivalent way to express our model (5) using the introduced random measures is then
where WFBP denotes our time-varying beta process, and we have used F (B) to denote the same observation model as before, but with B being a random measure with an atom for each feature, and whose location is the corresponding feature parameter. In the following, we will use the notation introduced for (5) instead of in terms of beta and Bernoulli processes for simplicity.
MCMC inference
Given a set of observations D, a natural inference problem would be to recover the latent feature allocation matrices Z := {Z t } t T t=t0 responsible for generating the observed data, the underlying feature probabilities X and their parameters ρ.
First observe that, in order to use the model for inference, it is necessary to augment the state space with the features that are not seen in the feature allocation matrices. Simulating the dynamics of the PRF, however, would require generating an infinite number of features, which is clearly unfeasible. One way to deal with this could be to resort to some sort of truncation, considering only features whose probability is greater than a given threshold and are likely to be seen in the data. We will rather choose this truncation level adaptively by introducing a collection of slice variables {S t } Tt t=1 and adopting conditional slice sampling [25, 26] . This scheme, which will be detailed in Subsection 4.3, has the advantage of making inference tractable without introducing approximations.
Partition the set of features into two subsets, one containing the features that have been seen at least once among times t = t 0 , . . . , t T , and the other containing the features that have never been seen for all t = t 0 , . . . , t T , so that X = X seen ∪ X unseen . Since the unseen features cannot be identified individually based on the matrices Z, and as all features are conditionally independent given Z, we will consider seen and unseen features separately. As for the seen features, we describe a Particle Gibbs (PG) [27] algorithm to perform Bayesian inference on the feature trajectories continuously over the interval [t 0 , t T ]. As for the unseen features, we simulate them via a thinning scheme.
The general MCMC inference scheme can be then summarized by the following updates, which need to be iterated until convergence.
• Z | X, S, D via Gibbs sampling.
• S | Z, X via slice sampling.
• ρ | X, Z according to the likelihood model.
• X seen | Z via Particle Gibbs.
• X unseen | S via thinning.
We will present each of these steps in Subsections 4.3 and 4.4, together with a simpler inference scheme in Subsection 4.5 in which the number of features is truncated. Before that, we describe how to simulate the feature probabilities and the corresponding feature allocation matrices at a set of time points, laying the basis for the ideas that will be used during inference.
Simulating X
Set a truncation level u > 0 and consider the task of simulating features whose probability is above the threshold u at two times t 0 and t 1 . As we know how to simulate marginally from the beta process, we can first generate the feature probabilities above u at time t 0 and let them evolve independently to time t 1 . This yields features whose probability is greater than u at time t 0 , meaning that we are still missing those features whose probability is below u at time t 0 . To simulated these, we proceed as follows: we generate these features by drawing them from the beta process at time t 1 and propagate them backwards to time t 0 . Note that this requires being able to simulate from the W-F diffusion backwards in time, which is not a problem as each W-F(0, β) diffusion is time-reversible with respect to the speed density of the PRF [28] . Finally, in order not to double-count features, all features that in the reverse simulation have probability greater than u at time t 0 have to be rejected. Overall, the only features that are not simulated are the ones whose probability falls below the truncation level u both at time t 0 and at time t 1 (Figure 1) . Now translate these ideas into the following sampling scheme. At time t 0 , sample from a truncated version of the PRF, namely from a Poisson process on [u, 1) with rate measure αx −1 (1 − x) β−1 dx. This can be done, for instance, via an adaptive thinning scheme as described in [29] . As the truncation level u eliminates the point zero which has an infinite mass, this sampling procedure yields an almost surely finite number of samples. Denote by K the resulting set of feature indices and proceed as follows.
2. At time t 1 , sample the candidate newborn features X(t 1 ) from the truncated PRF as above. Let L denote the resulting set of features.
and remove from L the indices in the set {l :
As mentioned previously, the idea behind steps 2 and 3 is to compensate for the features with probability smaller than u that were discarded when generating features at time t 0 . This construction generalizes to a set of time points t = t 0 , . . . , t T , observing that at a given time t t * ∈ {t 1 , . . . , t T } step 3 needs to be modified by simulating the W-F diffusions backwards to time t 0 and removing from L the indices such that ∃t ∈ {t 0 , . . . , t t * −1 } such that x l (t) ≥ u. As described above, for inference we will make use of the slice sampling technique, where for each time t = t 0 , . . . , t T we have a different slice variable that is set to be the truncation level at that time. In this way inference on the feature allocation matrices Z is kept exact, meaning that adopting a truncation level does not lead to any approximation error. 
Simulating Z and the underlying X
Consider now the more complex task of simulating both the feature allocation matrices Z and the features X appearing in them. First note that, although the PRF describes the evolution of an infinite number of features, we can sample the feature allocation matrices Z t0 and Z t1 at two times t 0 and t 1 exactly, as a property of the IBP is that the number of observed features is almost surely finite [1] . It is then possible to sample the features that are active in at least one object at times t 0 and t 1 and the corresponding allocation matrices Z t0 and Z t1 as follows. First, draw Z t0 from the IBP, and use its realisation to draw the posterior probabilities X(t 0 ) of the features seen in Z t0 . Indeed, observing a feature allocation matrix Z t updates the prior probability of features as in the posterior beta process [24] . Drawing each seen feature k from the posterior beta process translates into drawing from a Beta(n kt , β + N t − n kt ), where n kt := Nt i=1 z ikt is the number of objects in which the considered feature is active at time t. Then, simulate from the W-F diffusion to propagate these features to time t 1 and generate Z t1 using these feature probabilities. We are now only missing the columns of Z t1 corresponding to the features that were seen at time t 1 but not at time t 0 . To add those columns, first draw a candidate Z C t1 from the IBP and the corresponding feature probabilities; then, simulate these candidate features backwards to time t 0 and accept them with probability (1 − X(t 0 )) Nt 0 to account for the fact that they were not seen at time t 0 . The columns of Z C t1 corresponding to the rejected features are deleted. Translating these ideas into an algorithm, consider the following steps.
1. Draw Z t0 ∼ IBP(α, β) and index the resulting columns as 1, . . . , K 1 .
2. For k = 1, . . . , K 1 draw the corresponding feature probabilities
Then, to sample the features that are active only at time t 1 , add the following steps.
Draw a candidate Z
C t1 ∼ IBP(α, β) and index the resulting columns as
6. For k = K 1 + 1, . . . , K 2 draw the corresponding candidate feature probabilities
and set X k (t 0 ) = x k (t 0 ). Note that the rejection in the last step is a way to account for the fact that we are considering features that are active for the first time at time t 1 . When considering a general set of time points t 0 , . . . , t T , it is necessary to account for the features that are active for the first time at each time t 1 , . . . , t T . In this more general case, features seen for the first time at time t t * need to be accepted with probability
Accept the candidate columns of Z
Nt , as they were not seen in any of the feature allocation matrices at the time points before t * .
Gibbs and slice sampling
Turning to the core of the MCMC inference, first augment the parameter space with a set of slice variables. Given the feature allocation matrices Z t at times t = t 0 , . . . , t T , draw a slice variable S t ∼ Uniform[0, x * (t)] for each time t, where x * (t) is the minimum among the probabilities of the features seen at time t. In this way, when conditioning on the value s t of the slice variable, we have a truncation level s t and only need to sample the finite number of features whose probability is above this threshold [26] . In other words, for all t = t 0 , . . . , t T , we only need to update the columns of Z t whose corresponding feature probability x k (t) is greater than or equal to the slice variable s t (note that these include both seen and currently unseen features).
Denote by Z −(ik)t all the components of the matrix Z t excluding Z ikt , and by Z i−kt all the components in row i excluding k. Given data D it for every object i = 1, . . . , N t and for every time t = t 0 , . . . , t T , we can define a Gibbs sampler for posterior inference over the matrices Z. To do this, we first need to derive for all t the distribution of a given component Z ikt conditioning on the state of all other components Z −(ik)t , on data D it , on the slice variable S t and on the prior probability X k (t) of feature k. The probability of the entry Z ikt being active is
By the same token, the probability of the entry Z ikt being inactive is
Observe that the term
is not constant, as updating Z ikt for a currently unseen feature may modify the value of the minimum probability of the active features. As the matrices {Z t } t T t=t0 are conditionally independent given the feature probabilities X, equations (6) and (7) can be used to sample the matrices {Z t } t T t=t0 independently given the respective feature probabilities at each time. Note that the likelihood P (D it | Z t ) needs to be specified according to the problem at hand. A typical choice, detailed in Section 5, is the linear-Gaussian likelihood model, whose parameters can be easily integrated out [1] . The update ρ | Z, D over the feature parameters is also specific to the likelihood model and, as we will illustrate, can be easily derived in conjugate models such as the linear-Gaussian one.
Particle Gibbs and thinning
Assume that the feature allocation matrices Z t are given at the time points t = t 0 , . . . , t T and we are interested in inferring the probabilities X of the underlying features. This section gives the details of inference for each of the following subpartitions of seen and unseen features: features seen for the first time at a given time t j (for j = 0, . . . , T ), unseen features alive at time t 0 and unseen features born between any two consecutive times t j and t j+1 (for j = 0, . . . , T − 1).
Seen features
As already mentioned, we apply PG to sample from the posterior trajectories of the seen features. Assume one has an initial reference trajectory ξ r,k t0:t T := (ξ r,k t0 , . . . , ξ r,k t T ) for each seen feature k = 1, . . . , K. Draw a given number of particles from the posterior beta process at time t 0 and propagate them forward to time t 1 according to WF(0, β). At time t 1 , assign each of these features and the reference feature a weight given by the binomial likelihood of seeing that feature active in n(t) objects out of N (t) in Z(t). Sample the weighted features with replacement and propagate the off-springs forward. This corresponds to using a bootstrap filter with multinomial resampling, but other choices to improve on the performance of the sampler can be made [27] . Repeat this procedure up to time t T , then weight the particles with the binomial likelihood given by Z(t T ) and sample only one of them. Reject all the others and keep the trajectory that led to the sampled feature as the reference trajectory for the next iteration. Notice that the reference feature is kept intact throughout each iteration of the algorithm. This procedure is illustrated more precisely by Algorithm 1, which needs to be iterated independently for each seen feature to provide posterior samples from their trajectories. We drop the index k to simplify the notation.
More generally, consider features that are seen for the first time at a given time t j . As they cannot be identified individually based on any feature matrix Z t k for k < j, these features need to be drawn from the posterior beta process at time t j and propagated both forward and backwards. The additional backward propagation requires adjusting Algorithm 1 by replacing the steps before the while loop with Algorithm 2, where for simplicity we describe the particular case of features seen for the first time at time t 1 . This description can be easily generalized to features that are seen for the first time at a generic time point t ∈ {t 0 , . . . , t T }. 
Unseen features
We now describe a thinning scheme to simulate the unseen features alive at time t 0 . Denote the slice variable values at each time by s t0 , . . . , s t T and note that sampling the set of unseen features from the truncated posterior beta process at time t means drawing samples from a Poisson process on [s t , 1) with rate measure
, which yields only a finite number of features whose probability is larger than s t . First, draw the unseen features from the truncated posterior beta process at time t 0 . Then, propagate them forward to time t 1 according to the W-F diffusion and accept them with probability (1 − x(t 1 )) N (t1) , namely the binomial likelihood of not seeing them in any object at time t 1 . Finally, iterate this propagation and rejection steps up to time t T . The details of this thinning scheme are given in Algorithm 3.
Notice that simulating the trajectories of the unseen features born between time t 0 and t 1 is equivalent to Algorithm 3 from time t 1 onwards. The only difference is that these features, drawn at time t 1 , need to be simulated backwards to time t 0 as well, hence the additional backward simulation followed by the rejection step in the for loop of Algorithm 4. If a feature that is simulated backwards from time t 1 to t 0 has probability 0 by time t 0 , then it is a newborn feature and is accepted with probability 1. On the other hand, if its probability at time t 0 is between 0 and s t0 , the particle belongs to the category of features that were alive and unseen at time t 0 . Accepting them with probability (1 − x(t 0 )) Nt 0 compensates for the features that were below the truncation level s t0 in Algorithm 3 and were thus not simulated at time t 0 . In this way, only the features whose mass is below the slice variables s t at all times t ∈ {t 0 , . . . , t T } are not simulated. The exactness of the overall MCMC scheme is preserved by the fact that those features will be inactive in all the feature allocation matrices by the Algorithm 2: PG: features seen for the first time at time t 1 .
Input: Reference trajectory ξ r t0:
Draw from a Poisson process on [s t0 , 1) with rate measure αx −1 (1 − x) β+Nt 0 −1 dx and denote by {ξ i t0 } i∈A the resulting candidate particles; Set j ← 1;
Remove from A the indices of the rejected particles; Set j ← j + 1; end Output: Trajectories {ξ i t0:t T } i∈A of the unseen features alive at time t 0 from the truncated PRF(α, β). 
Nt j+1 for all i ∈ A;
Remove from A the indices of the rejected particles; Set j ← j + 1; end Output: Trajectories {ξ i t0:t T } i∈A of the unseen features born between time t 0 and t 1 from the truncated PRF(α, β).
definition of slice variable.
Finally note that, for simplicity's sake, Algorithm 4 describes only how to simulate the unseen features that were born between times t 0 and t 1 , but the procedure needs to be generalized to account for the features born between any two consecutive time points t j and t j+1 , where j = 0, . . . , T − 1. In order to do this, it is sufficient to draw the candidate particles at every time t j+1 , with j = 0, . . . , T −1, propagate them backwards until time t 0 and thin them as follows: if their mass exceeds s t at any t ∈ {t 0 , . . . , t T }, then they are rejected; otherwise, at each backward propagation to time t ∈ {t 0 , . . . , t T −1 } they are accepted with probability (1 − x(t)) Nt .
Fixed-K truncation
We now provide an alternative inference scheme in which the number of features is truncated to a finite number K and there is no need of introducing the slice sampler. We show that this simpler scheme marginally converges to the infinite one as K → ∞.
Assume that the random feature allocation matrix Z t has a fixed number of features, say K. First, let α, β > 0 and consider the beta-binomial model
This coincides with the pre-limiting model of the two parameter IBP presented in [6] . Then, for each feature, think of the Beta αβ K , β distribution as the stationary distribution of a W-F diffusion with parameters αβ K > 0 and β > 0. This suggests making the model time-dependent by letting each feature evolve, starting at stationarity, as an independent W-F diffusion with these parameters. Generate for all times t = t 0 , . . . , t T the binary variables z ikt as
. . , N t . In this way, the closer two time points, the stronger the dependency between the probabilities of a given feature (Figure 2) . Moreover, as we assume the W-F diffusion to start at stationarity, this construction coincides marginally with the beta-binomial model. Notice that the parameters of the W-F diffusion are positive, which implies that neither fixation nor absorption at the boundaries ever occurs and the number K of features remains constant. As there is now no need of introducing the slice variables, full inference on the feature allocation matrices Z and on the feature probabilities X can be performed by iterating the following updates.
• Z | X, D via Gibbs sampling.
• X | Z via Particle Gibbs.
The conditional probabilities for the Gibbs sampling step coincide with the ones in the Gibbs sampling step outlined in Section 4.3, with the difference that it is not necessary to introduce the slice variable as the number of features K is finite. As a consequence, the conditional probabilities of the entries of Z t being active or inactive are given by equations (6) and (7) without the term 1 x * (t) . As for the last step, in the fixed-K truncation the PG step can be applied to each of the K features. As the prior probability of each feature is a Beta αβ K , β and the column-wise sums of Z t0 are realizations from binomial distributions, by conjugacy we have
where k = 1, . . . , K. This posterior distribution can be therefore used to draw the whole set of features at time t 0 and the trajectories in the interval [t 0 , t T ] can be obtained via PG, weighting the features with x k (t) n kt (1 − x k (t)) Nt−n kt at each time t = t 0 , . . . , t T . Figure 3 illustrates the performance of Particle Gibbs in tracking the trajectories of feature probabilities over time. Three W-F diffusions representing the evolution of a corresponding number of features were used to generate synthetic observations in the form of feature allocation matrices. The algorithm was tested on a decreasing number of observations. The results show that given a sufficient number of observations, the posterior mean of the target distribution obtained by Particle Gibbs closely corresponds to the true values of the feature probabilities, which always fall within the interval given by two standard deviations about the posterior mean.
Approximation for large K
As already noted, the marginal distribution with the fixed-K truncation corresponds to the betabinomial model, which is the pre-limiting model of the two-parameter IBP. As a consequence, at any fixed time t and as K → ∞, the fixed-K truncation converges to the two-parameter generalization of the IBP, which in turns coincides with the marginal distribution of the WF-IBP. An aspect of interest is then whether the whole dynamics of the fixed-K truncation can be used as a finite approximation of the infinite model in such a way that, the larger K, the better the approximation. Two caveats need to be noted. First, only in the infinite model can features be born. For large K, however, the number of particles in the fixed-K truncation whose mass is close to zero becomes so large that, with a sufficient amount of time, some of them gain enough mass to become 'visible'. The behavior of these particles resembles the behavior of the newborn features of the infinite model. Second, as the fixed-K truncation has an upwards drift equal to αβ/K, only the infinite model allows for features to be absorbed at 0. This discrepancy is however overcome by the fact that, when K goes to infinity, 0 behaves like an absorbing boundary, in that features get trapped at probabilities close to 0. For these reasons, a comparison of the two models requires relabeling the particles in the finite model in such a way that, whenever a particle goes below a certain threshold ≈ 0, it is considered as a dead feature, while if its probability is below and later exceeds the particle is labeled as newborn. We choose this threshold to be = 1/K, as then lim K→∞ = 0.
Taking these caveats into account, we performed an empirical comparison of the fixed-K truncation with the infinite model. Consider the joint distribution at two given time points t 0 = 0 and t 1 = 1 of the feature probabilities, first in the fixed-K and then in the infinite model. Separately for each model, we took 1000 samples of the feature probabilities at time 0 and at time 1, excluding the ones below 1/K. Figure 4 shows the logarithm of these values for the two models, suggesting a remarkable similarity between the two underlying joint distributions. The validity of this comparison is supported by the maximum mean discrepancy (mmd) test [30] , which does not reject the null hypothesis of the two joint distributions being the same. Although this suggests a strong similarity between the dynamics of the fixed-K truncation and the infinite model, we leave a proof of the convergence of these joint distributions as K → ∞ for future work. 
Application: linear-Gaussian likelihood model
Turning to an application of the WF-IBP, the linear-Gaussian likelihood model is a typical choice to model the way latent feature allocation matrices are related to the observed data [31, 5, 1] . Assume that the collection of observations O t at time t = t 0 , . . . , t T is in the form of an N × D matrix generated by the matrix product O t = Z t × A + t . Z t is the N × K binary matrix of feature assignments at time t and A is a K × D factor matrix whose rows represent the feature parameters ρ. The matrix product is the way Z t determines which features are active in each observation, and t is a N × D Gaussian noise matrix, whose entries are assumed to be distributed as independent N (0, σ 2 X ). A typical inference problem is to infer both the feature allocation matrices {Z t } t T t=t0 and the factor matrix A. In order to achieve this, we place on each element of A an independent prior N (0, σ 2 A ) and on the hyper-parameter σ 2 A an inverse-gamma prior Γ −1 (1, 1) . This choice of priors is convenient as it is easy to obtain the posterior distributions of σ 
By conjugacy, the posterior distribution for σ 2 A is still inverse gamma with updated parameters, namely
Simulation and results
We tested the WF-IBP combined with a linear-Gaussian likelihood on a synthetic data set. Starting from the fixed-K truncation, we generated N = 50 observations at each of 40 equally-spaced time points as in the linear-Gaussian model. The true factor matrix A contained K = 3 latent features in the form of binary vectors of length D = 30. Their probability of being active was determined continuously over time by three independent W-F(1, 1) diffusions, simulated for 0.01 diffusion time-units between every two consecutive time points. The resulting observations were corrupted by a large amount of noise (σ X = 0.5). 2000 iterations of the overall algorithm were performed, choosing a burn-in period of 200 iterations and setting the time-units and drift parameters of the W-F diffusion equal to the true ones in the PG update. As ground truth was available, we were able to test the ability of the algorithm to recover the true feature allocation matrices, the values of the latent features and their probabilities over time. Figure 5 -left compares the true underlying feature matrices at some example time points t = 36, . . . , 40 with the most frequently active features in the posterior mean matrices, where a feature is set to be active if that is the case in more than half of the samples of the Markov chain. Up to a fixed-across-times permutation of the columns, the resulting mean matrices closely match the true underlying feature matrices. Notice that the choice of the likelihood is such that the order of the columns of the feature matrices is not relevant as long as it is consistent with the order of the rows of the factor matrix A. This property of the model is reasonable in all settings in which there is no labeling of the features. Figure 5 -right compares the trajectories over time of the true feature probabilities with the inferred ones. The latter are never more than two standard deviations away from the former and thus the true feature trajectories are closely tracked. Figure 6 -left compares the true factor matrix A and the posterior mean matrixÂ. The similarity between the true and inferred features can be assessed more easily in Figure 6 -right, where a matrix is built out of each row. The results illustrate that the algorithm was able to recover accurately the hidden features underlying the noisy observations. Then, we tested the ability of the slice sampler-based algorithm to recover the correct number of latent features when given a similar set of synthetic data, this time consisting of 4 latent features evolving over 6 time points. The algorithm was initialized with one feature and run for 3300 iterations with a burn-in period of 2000 iterations. As in the finite case, the true underlying feature allocation matrices and feature probabilities have been closely recovered as illustrated by Figure 
Topic modeling application
In this section we present an application of the WF-IBP to the modeling of corpora of time-stamped text documents. This is a natural application in that documents can be seen as arising from an unknown number of latent topics whose popularity is evolving over time.
A class of models called Dirichlet processes aim at modeling the evolution of topics in a timedependent and nonparametric way. Some of these models, however, assume the evolution of topic probabilities to be unimodal [32, 33] , while others do not benefit from the conjugacy properties of the HDP and complicate inference [34, 35] . The model presented in [36] addresses these issues but, as most of HDP-based models, implicitly assumes a positive correlation between the probability of a topic being active and the proportion of that topic within each document. Such an assumption is undesirable as rare topics may account for a large proportion of words in the few documents in which they appear.
Our nonparametric and time-dependent topic model decouples the probability of a topic and its proportion within documents and offers a flexible way to model the probabilities of topics over time. We achieve this by generalizing to a time-dependent setting the focused topic model presented in [17] , which makes use of the IBP to select the finite number of topics that each document treats.
WF-IBP topic model
First, consider the case in which the number of topics K underlying the corpus of seen documents is known. Define topics as probability distributions over a dictionary of D words and model them as
iid ∼ Dirichlet(η), given a vectorη of length D. Let ρ be the resulting vector and assume the components ofη to be all equal to a constant η > 0. Consider the usual setting in which the time-dependent popularity of topic (feature) k is denoted by X k and the binary variables Z ikt indicate whether document i contains topic k at time t. Then, for all t = t 0 , . . . , t T and k = 1, . . . , K, sample
where φ kt is the kth component of φ t , a K-long vector of topic proportions, and θ it the ith row of θ t , a N t × K matrix with the distributions over topics for each document at time t. Note that the vectors (θ it ) Nt i=1 are independent. The operation z it • φ t stands for the Hadamard product between z it and φ t and the Dirichlet is defined over the positive components of the resulting vector. While the topic allocation matrix Z t encodes which subset of the K topics appears in each document at time t, the variables φ kt are related to the proportion of words that topic k explains within each document. Unlike HDP-based models, these two quantities are here modeled independently.
For every document i = 1, . . . , N t , draw the total number of words from a negative-binomial W it ∼ NB( k z ikt φ kt , 1/2) and, for each word w ilt , l = 1, . . . , W it , sample first the topic assignment
and then the word
Assume now that the number of potential topics K needs to be learned from the data. The Bayesian nonparametric extension of this model is easily obtained by replacing the process generating the topic allocation matrices with the WF-IBP, so that topics arise as in the PRF and evolve as independent WF(0, β). The feature allocation matrices can be drawn as described in Section 4.2. In this way, we obtain a time-dependent extension of the IBP compound Dirichlet process presented in [17] .
Posterior inference
In order to infer the latent variables of the model, it is convenient to integrate out the parameters ρ and θ. This can be done easily thanks to the conjugacy between the Dirichlet and the Categorical distribution. In this way, we can run a Gibbs sampler for posterior inference only over the remaining latent variables and are able to follow the derivation of conditionals given by [2] . Note that, in our case, we have introduced the slice variable and do not integrate out the topic allocation matrix. Denote by W the complete set of words and by A the complete set of topic assignments a ilt for all times t = t 0 , . . . , t T , documents i = 1, . . . , N t and words l = 1, . . . , W it . Denote by S t the slice variable and by W t the complete set of words at time t. The conditional distributions that we need to sample from for all times t = t 0 , . . . , t T are
Conditioning on all the other topic assignments a −il , each topic assignment a ilt can be sampled from
where n w il k denotes the number of times that word w il has been assigned to topic k excluding assignment a il , n i kt the number of words assigned to topic k in document i excluding assignment a il and n k the total number of words assigned to topic k.
After placing a hyper-prior on p(γ), we can sample φ and γ via a Metropolis-Hastings step. Indeed, we know that
Conditioning on Z t , the slice variable is sampled according to its definition:
where x * (t) is the minimum among the probabilities of the active topics at time t. As for the feature allocation matrices Z, we sample only the finite number of its components whose topic probability x k (t) is greater than the slice variable S t . Assume we are sampling each entry Z ikt sequentially and denote respectively by x * 1 (t) and x * 0 (t) the minimum active topic probability in the cases Z ikt = 1 and Z ikt = 0. Let n ikt denote the total number of words assigned to topic k in document i at time t. Then we have that
, if n ikt = 0.
The full conditional distributions presented so far are derived in Appendix B. As in the linear-Gaussian case, when considering the probability of setting Z ikt = 1 for a feature that is currently inactive across all observations at time t, it is necessary to jointly propose a new value φ kt by drawing it from its prior distribution Gamma(γ, 1). Finally, inference on the trajectories of the topic probabilities is a direct application of the Particle Gibbs and thinning scheme outlined for the general case.
Simulation and results
At each of 4 time points, a small corpus of N = 30 documents was simulated by selecting up to K = 4 latent topics for each document and picking words from a dictionary of D = 100 words. The hyper-parameter of the Dirichlet prior over words was chosen to be a vector with components equal to η = 0.1, a Gamma(5,1) hyper-prior was placed on γ and we let topic probabilities evolve as independent W-F(1, 1) diffusions with 0.1 diffusion time-units between each observation. Assume K is known and focus on inference over the remaining parameters. Fix the time-units and drift parameters of the W-F diffusion to their true values in the PG update. We ran the Gibbs sampler for 5000 iterations with a burn-in period of 300 iterations. The algorithm was able to infer closely the latent topic allocation matrices (Figure 9 -left) and the percentage of words assigned to the correct topics were 81% at t 1 , 82% at t 2 , 83% at t 3 and 85% at t 4 . A Monte Carlo estimate for the probability of word w = 1, . . . , D under topic k iŝ
where n w k is the number of times word w has been assigned to topic k, n k is the total number of words assigned to topic k and D is the number of words in the dictionary. A Monte Carlo estimate for the probability of topic k in document i isθ
These two quantities are given by the posterior mean of the Dirichlet distribution under a categorical likelihood.ρ kw has been used to plot the posterior distribution over words in Figure 9 -right. These results confirm the ability of the algorithm to recover ground truth and provide useful information both at word and topic level. Finally, we tested the ability of the algorithm to reconstruct topics when presented with a decreasing number of observed documents. 100 documents were simulated at each of two time points as described above. Figure 10 shows how well the probability of the 10 most likely words of the first topic was reconstructed for N = 60, 40, 20 and 10 observed documents per time point. As expected, the more documents are observed the more accurate the reconstruction of topics is, with a drop in performance when only 10 documents per time point are observed. Figure 10 : Comparison, given different numbers N of observed documents, between the true probabilities of the 10 most likely words within a given topic and the inferred probabilities of those words for that topic. The more documents are observed, the better the reconstruction of the topic is.
Comparison with a static version
We compare the dynamic topic model presented so far with a static counterpart in which time is not modeled and thus information about the timestamp of documents is not exploited. In particular, we investigate whether incorporating time into the model improves upon test-set perplexity, a measure widely used in topic modeling settings that assesses the ability of topic models to generalize to unseen data. Given the model parameters Φ, perplexity on documents
where W i denotes the number of words in document d i . As we assume that words within each document are drawn independently given the model parameters Φ, the probability of document d i can be computed as
where
recalling that θ ik is the probability of a generic word belonging to topic k in document i and ρ kl is the probability of word l under topic k. These two quantities can be approximated at each iteration of the MCMC algorithm by their current valuesθ
kl , so that we can approximate the probability of each word by averaging over S samples of the Markov Chain.
Note that the perplexity is inversely proportional to the likelihood of the data and thus lower values indicate better performance. Chance performance, namely assuming each word to be picked uniformly at random from the dictionary, yields a perplexity equal to the size D of the dictionary. Different percentages of words were held-out and the model was trained on the remaining data. Testing the model on held-out words is a way to avoid comparing different hyper-parameters, as different treatments of the hyper-parameters could strongly affect the results [37] . A dictionary of D = 1000 words was used to generate 30 documents at each of 9 time points. The number of features was fixed to 4 in both the dynamic and the static algorithm and they were run for 3000 iterations with a burn-in period of 300 iterations. Even though both algorithms approximately recover the true topic allocations matrices, incorporating time leads to a closer match. This can be measured, for instance, by the Frobenius norm of the difference between each true and inferred Z t . Table 1 shows that at each time the dynamic model leads to a lower discrepancy with the true topic allocation matrix. Figure 11 shows the posterior trajectories of topic probabilities inferred by the dynamic model and compares them with the constant values inferred by the static model. Finally, Figure 12 compares the test-set perplexity of the two models (recall that in this case chance performance results in a perplexity of D = 1000). The results show that incorporating time leads to a more flexible model that improves upon the ability to recover ground truth as well as to generalize to unseen data.
Real-world data experiments
We used the WF-IBP topic model to explore the data set consisting of the full text of 5811 NIPS conference papers published between 1987 to 2015. We pre-processed the data and removed words Test set perplexity Test set perplexity appearing more than 5000 times or fewer than 250 times. Our goal was to discover what topics appear in the corpus and to track the evolution of their popularity over these 29 years.
Observe that the time points at which observations are seen influence the number of time units for which the W-F diffusions should be simulated. This adds a time parameter to the model, which can be tuned to account for how strong the time-dependency between the observed data is or the fact that the time gaps between successive observations may vary. We set the hyperparameters α, β of the W-F diffusion equal to 1 and the time step to 0.12 diffusion time-units per year so as to reflect realistic evolutions of topic popularity. The Markov chain was run for 2000 iterations with a burn-in period of 200 iterations, setting η = 0.001 and placing a Gamma(5,1) hyper-prior on γ.
Recall that topics are defined by their distribution over words, so it is possible to label them by looking at their most likely words. The 12 most likely words of 32 topics found in the corpus together with the evolution of their topic proportions are given in Figure 12 , where the shaded areas represent one standard deviation around the posterior means. Observe that, with very few exceptions, the topics detected in the corpus are meaningful and easily interpretable. One of the qualitative advantages of modeling time dependency explicitly is that interesting insights into the evolution of topics underlying large collections of documents can be obtained automatically, and uncertainty in the predictions naturally incorporated. For instance, Figure 13 compares how the popularity of three different approaches to machine learning evolved over time. The results indicate that standard neural networks ('NNs backpropagation') were extremely popular until the early 90s. After this, they went through a steady decline, only to increase in popularity later on. This confirms the well known fact that NNs were largely forsaken in the machine learning community in the late 90s [38] . On the other hand, it can be observed that the popularity of deep architectures and convolutional neural networks ('deep learning') steadily increased over these 29 years, to the point that deep learning became the most popular among all topics in NIPS 2015.
More quantitatively, we compared the predictive performance of our fixed-K truncation with its static counterpart in which time is not modeled. The results in Figure 14 were obtained by holding out different percentages of words (50%, 60%, 70% and 80%) from all the papers published in 1999 and by training the model over the papers published from 1987 to 1998. The goal was to investigate whether incorporating time dependency improves the predictions on future documents at time t + 1 when given the documents up to time t. The held-out words were then used to compute the test-set perplexity after 5 repeated runs with random initializations (the error bars represent one standard deviation). The dynamic model led to consistently better results, especially as the number of held-out words was increased. This follows by the fact that, the less training data is available in the year in which the models are tested, the more crucial capturing time-dependence. Comparison between the test-set perplexity of the dynamic model and its static counterpart after holding out different percentages of words (NIPS data set). The former consistently performs better than the latter, with a substantial difference when the percentage of held-out words is large.
Conclusion
We have presented a new framework for generating dependent IBPs by means of a novel time-evolving beta process. The key insight has been building on the PRF from population genetics to derive a suitable model for the prevalence and evolution of features over continuous time. We have developed an interesting MCMC framework for exact posterior inference with this model and presented an alternative truncated scheme where the number of features is fixed.
As an application of the WF-IBP, we have described a new time-dependent nonparametric topic modeling scheme that builds on the model of [17] . The WF-IBP topic model allows for a flexible evolution of the popularity of topics over time, keeps inference simple and, compared to HDP-based models, has the benefit of decoupling the probability of topics and their proportion within documents. We have used our model to explore the data set consisting of the full text of NIPS conference papers from 1987 to 2015 and obtained an interesting visualization of how the popularity of the underlying topics evolved over these 29 years. In addition, test-set perplexity results have shown that incorporating time also improves on the predictive performance of the model.
A number of directions for future work are open. Firstly, as K → ∞ the fixed-K truncation marginally converges to the infinite model and simulations showed that their dynamics are remarkably similar. Further work could formally investigate how the dynamics of the fixed-K truncation approximates the infinite model. Secondly, the current MCMC framework could be generalized to include inference of the hyperparameters α, β and the time step of the W-F diffusion.
Finally, an extension of this work could modify the PRF by letting features evolve according to a more general W-F diffusion with selection and recombination, which would allow for feature-specific drifts in popularity and the coupled evolution of different features, respectively.
Full conditional of φ k and γ We have that p(φ kt , γ | n kt , X(t), Z t ) ∝ p(φ kt , γ, n kt , X(t), Z t ) ∝ p(φ kt | γ)P (γ)P (n kt | Z t , φ kt ), Note that p(φ kt | γ) is distributed according to its prior Gamma(γ, 1) and γ according to a chosen hyper-prior. The result follows immediately by plugging these three distributions into (10) .
Full conditional of Z ikt Recall that n ikt denotes the total number of words assigned to topic k in document i at time t. If n ikt > 0, then the corresponding entry Z ikt is active with probability 1. If n ikt = 0, we have p(Z ikt = 1 | Z −(ik)t , n ikt = 0, X k (t), φ kt , S t ) = p(Z ikt = 1, Z −(ik)t , n ikt = 0, X k (t), φ kt , S t ) p(Z −(ik)t , n ikt = 0, X k (t), φ kt , S t ) .
The numerator is equal to p(n ikt = 0 | Z ikt = 1, φ kt )p(S t | Z ikt = 1, Z −(ik)t )p(Z ikt = 1 | X k (t))p(φ kt , X k (t), Z −(ik)t ) = NB(0; φ kt , 1/2) 1 x * 1 (t)
Denoting by C the product of all terms not depending on z ikt , we have p(Z ikt = 1 | Z −(ik)t , n ikt = 0, X k (t), φ kt , S t ) = C 1 2 φ kt 1 x * 1 (t)
x k (t).
By the same token, we have p(Z ikt = 0 | Z −(ik)t , n ikt = 0, X k (t), φ kt , S t ) = C 1 x * 0 (t)
(1 − x k (t)).
As the two probabilities must sum to 1, we have that
, which, plugged into equations 11 and 12, gives the result.
