In this work, data from isotope exchange -secondary ion mass spectroscopy (IE-SIMS) and electrical conductivity relaxation (ECR) experiments are analyzed using a purely Bayesian approach. The new technique allows quantification of the uncertainty associated with fitting two parameters (the surface exchange coefficient, k, and the bulk diffusion coefficient, D) to a single reaction-diffusion model. The behavior and reliability of the technique is analyzed by considering an idealized data set, where the parameters of interest are pre-defined. The associated MCMC routine finds the parameter location in less than 5,000 samples, despite the starting point being 8 orders of magnitude away. Real experimental data from two experiments conducted on the same material at the same temperature and very similar partial pressures are analyzed and compared and yield vastly differing results from those obtained in the original studies.
Introduction
Mixed ionic-electronic conductors (MIEC's) have been used for many years in solid oxide fuel cells (SOFCs), batteries, sensors, as well as other devices [1] . As such, the associated transport properties of MIECs is of particular interest. Knowledge of transport properties in MIECs naturally allows for a better prediction of the performance and degradation of fuel cells, among other things. Determination of these properties is not a trivial matter, as no current experiment or technique is capable of measuring the properties directly. Two commonly used methods are electrical conductivity relaxation (ECR) and isotope-exchange secondary ion mass spectroscopy (IE-SIMS). Both techniques require fitting curves to experimental data and "selecting" the set of transport properties that yields the curve or curves that best fit the data. The transport properties of interest are the rate of exchange of ions across the surface of the MIEC (k), and the rate of di↵usion of ions into the bulk of the MIEC (D) [2] .
The IE-SIMS experiment is regarded as the most precise currently available and produces the lowest uncertainty with respect to transport properties. The nature of the experiment involves exposing a portion of a sample, such as one face of a rectangular parallel-piped to a certain partial pressure of oxygen for a su ciently long time. The experiment then allows one to analyze the di↵usion pattern as a function of distance from the penetrated surface. Commonly, the isotope 18 O is used due to its naturally low abundance. The di↵usion of a rare isotope is much easier to keep track of than its more abundant counterpart. By knowing the rate of surface exchange and rate of bulk di↵usion of the rare isotope, the total rates can be determined by direct proportionality. The transport properties are directly related to the di↵usion profile via the reaction-di↵usion model discussed below. The problem with the IE-SIMS experiment is that it requires very particular, expensive equipment that is di cult to operate [3, 4, 5] .
The ECR experiment provides a less expensive and more practical way to estimate transport properties of MIECs. The results from these experiments tend to contain more uncertainty than a SIMS experiment performed on the same given material. ECR involves inducing a small, rapid change in oxygen partial pressure, disturbing the equilibrium in the sample. The disturbance creates an electrostatic potential di↵erence between the surface and bulk of the sample, which changes the electrical conductivity. By measuring the electrical conductivity as a function of the elapsed time from the step-change in the ambient partial pressure, the transport properties that best fit the data can then be chosen in the same way as in the SIMS experiment [6, 7] . By knowing the value of the potential as a function of time and the sample dimensions, one can calculate the potential gradient as well as electrical conductivity as a function of time in the following way [8] :
x There are two primary issues that could arise when fitting two or more parameters to a single model. The first issue is the so-called parameter identifiability. That is, a parameter is unidentifiable if changing it by a large amount produces a very small change in the model that the parameter belongs to. This issue arises when the model has neighborhoods of low sensitivity to changes in a particular fitted parameter [2, 9, 10] . The second issue has to do with the nature of the experiments. It is possible for a material to have a much slower surface reaction rate than bulk reaction rate, 1 or vice versa. In the former case, the calculated bulk di↵usion coe cient will be smaller than its actual value. It is also possible for surface incorporation and bulk di↵usion to be co-limiting. A simple solution to this problem is to conduct one experiment for each parameter, where the physical dimensions of one sample is thin enough to disregard bulk di↵usion, and the other sample large enough to ignore surface exchange. However, it is not clear in advance what an adequate sample size would be in either case to be able to ignore one parameter. For this reason, both parameters will be fit to a single model in this work.
The best way to fit multiple parameters to a single model is a widely discussed topic. Some gradient methods require the initial guess of parameters to be close to the actual value. Other methods rely on linearizing the non-linear least squares cost function, despite the fact that it has been shown that the non-linear behavior of this function can be important in some areas, and other methods require a great deal of the results ahead of time [11] . A Bayesian approach was described and applied to ideal, SIMS and ECR data. It will be shown that this technique does not require one to know anything about the value of the parameters or their uncertainty ahead of time, and it will be shown that the "initial guess" can be nearly any distance away from the actual parameter value and this technique will still find the optimal parameters.
Routines were written in MATLAB to use this technique. One was created for ECR, and one for SIMS. The only di↵erences are sample geometry, and that one accepts ECR data and the other accepts SIMS data. The nature of the routine and the calculations performed with the data throughout each routine is identical. In particular, a Markov Chain Monte Carlo routine was used to analyze the data, and the nature of the routine will be explained below [12, 13, 14] .
2 Theory and Implementation
Bayesian Calibration
The mathematics associated with the Bayesian calibration will now be described. Start from the well-known theorem from probability theory:
and
After solving for P (A T B) in eq. (2) we obtain,
Eq. (3) is known as Bayes Theorem and holds for any events A and B. In the context of this technique, we are interested in evaluating P (✓|z), where ✓ is the vector of fitted parameters of a particular experiment, and z is the vector of experimentally obtained data.
This mathematical structure assumes the existence of a joint probability distribution between ✓ and z, so that
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Due to the existence of the joint distribution between the parameters of ✓ and the data z, the denominator of eq. (4) must be obtained through summation of the continuous variable ✓, that is
The integral in eq. (5) is unknown, but it should be noted that P(z) is a constant since the data is fixed. Since P(z) does not depend on ✓, the statement below can be made.
Here, P (z|✓) is called the likelihood of z given ✓ and is a number proportional to the probability that ✓ is a realization of the data z. P(✓) is called the prior distribution. This technique starts by sampling from the prior. P (✓|z) is called the posterior distribution, and will serve as the set of results from the analysis. By using a uniform prior, and specifying parameter bounds, statistical bias can be eliminated at the level of the prior [15] . It is then only necessary to ensure that the choice of bounds contain all possible parameter values. It should also be noted that in the uniform prior case, P (✓ i ) = P (✓ j ) for any choice of i and j, so P (✓) can be "absorbed" into the proportionality constant. That is, we can say that P (✓|z) / L(z|✓).
The value L(z|✓) has no meaning by itself. In order to give significance to the likelihood, consider two vectors ✓ i and ✓ j . By eq. (7), P (✓ i |z) = ↵L(z|✓ i ), and P (✓ j |z) = ↵L(z|✓ j ). By direct substitution, it is seen that
From the above equation, it is clear that the likelihood function has meaning when two sets of parameters are being compared to one another. By comparing the value of the likelihood function between sets of parameters, we can then draw conclusions about the relative value of the probability distribution function between those parameters. This idea of likelihood ratios is the central idea used in this analysis [12] .
By examining the form of the likelihood in equation 10 below, it is seen that the form is a product of Gaussian distributions. It is assumed from the outset that there exists a Gaussian distribution at every data point, centered at the particular data point. Clearly, curves that are intended to fit the data will not fit the data perfectly. Generally, at every data point, the di↵erence z i y i , where z i and y i are the i th data point and corresponding i th prediction from a particular draw of parameters, is non-zero. Also, it is expected that the value of z i y i will vary as i varies, so that after a large number of samples have been recorded, each data point will have its own unique Gaussian distribution with its own unique variance. Consideration also must be given to the correlation between points. The correlation can be easily visualized by considering if the j th prediction value will be a↵ected by changing the value of the i th data point. It is clear that large changes in the i th data point will have some e↵ect on the j th prediction value. So, in general, a covariance matrix ⌃ is needed to fully describe the distribution of the error.
In this work, it is assumed and known that the model used to fit the data is a reliable one, and the precision of both ECR and SIMS experiments is high enough so that the large changes mentioned above are not an issue. It is safe then to ignore any correlations that may be present, as their e↵ect is considered negligible. The complicated covariance matrix reduces to a single number called . The error, therefore, is characterized by a single Gaussian distribution with variance . Here, ⌃ = cov(x i , x j ) is the covariance matrix representing the correlation of the error between points
where Y is the model pertaining to the experiment, and ✏ is Gaussian white noise with variance . Given a dataset z, the di↵erence between the model and dataset, ✏ = z Y (✓) is normally distributed, with mean zero and covariance equal to the identity times :
In principle, the error could take on a single value, but it is not known in advance what its value is, therefore will be sampled alongside k and D, and a distribution will be obtained for . Equations (4-5) are then rewritten as:
and the posterior is now a joint distribution over ✓ and . Integration over then recovers a distribution joint over just the physical parameters k ⇤ and D ⇤ .
For , it is computationally advantageous to use an inverse gamma prior, since the inverse gamma distribution is "conjugate" to the likelihood for fixed ✓, meaning that there is an analytical solution for the conditional posterior distribution given ✓. The inverse gamma prior contains all of the requirements for the variance . Namely, it is bounded from below at zero, and the IG is still considered a vague prior because, like the uniform prior, it can be made to be as broad as needed [12] .
Models
The models used in both the ECR and SIMS experiments are very similar to one another. First the SIMS model will be discussed. Consider a semi-infinite slab of material with initial uniform concentration of solute C 2 placed in an environment with ambient concentration C 0 , and the solute concentration as a function of x and time is governed by the one-dimensional di↵usion equation:
where D is the bulk di↵usion coe cient, and C is the concentration of a di↵using substance as a function of depth and time.
To obtain the desired two-step process, the surface must be considered. Let C s be the concentration at the interface of the material and surface. The assumption will be made that the rate of surface exchange is directly proportional to the concentration di↵erence between the surface and environment. This assumption produces the following boundary condition involving the concentration gradient at the surface:
The initial condition is:
The solution to equation (12) with conditions (13) and (14) is:
Some simple algebra leads to the normalized equation:
is the isotope fraction at a distance x away from the surface, c 2 is the isotope fraction in the enriched gas, and c 0 is the background isotope fraction.
In the context of SIMS, C refers to the concentration of solute, 18 O, in the sample. This oxygen concentration is measured directly using specialized equipment.
The ECR is set up very similarly, but the material is a plane sheet with a definite size as opposed to the semi-infinite slab from SIMS. Now consider a one-dimensional material with l x < x < l x subject to the same boundary conditions as in the SIMS case. The solution to this problem is:
where x p is the half-width of the sample in dimension p, l p = x p k ⇤ /D ⇤ , and pq is the q th solution to the equation pq tan pq = l p .. For ECR, C refers to the concentration of oxygen nonstoichiometry [16] . It is then assumed that the changes in partial pressure are su ciently small so that a linear relationship can be assumed between the pO 2 change and the conductivity change. That is to say:
where (t) is the measured conductivity at time t, 0 is the conductivity before the pO 2 change, and 1 is the conductivity at an infinite time after the pO 2 change. Equation (17) must be "expanded" into three dimensions to describe the solution for a rectangular parallel piped geometry in the following way [6] :
When the ambient partial pressure changes, it causes the system to come out of equilibrium. Reequilibration immediately ensues. First, the oxygen vacancy concentration at the surface changes to accommodate for the new partial pressure in the environment. The change in the surface concentration causes a gradient in the electrostatic scalar potential across the sample. A circuit with constant current (and therefore constant current density) is setup to measure this potential [6, 7] .
Implementation
Since there is no explicit way to write down the form of the posterior distribution, a numerical method to obtain the posterior is employed. The use of the likelihood ratios of equation (8) together with the so-called Metropolis criterion form the heart of the routine. This type of routine is known as a Markov Chain Monte Carlo sampling system [17] . A Markov chain is a process in which the next draw depends only upon the current draw. That is ✓ i = f (✓ i 1 ) only. A Monte Carlo sampling process is simply one that involves a large number of random samples and more weight is placed in regions of higher probability than those of low probability. One advantage to MCMC sampling is the guarantee of convergence in the limit of infinite samples to the correct distribution. It will be shown, however, that in the context of SIMS and ECR that heart of the distribution (neighborhood of the true k and D) is located in no more than about 3000 samples, even when the starting point is several orders of magnitude from the true neighborhood, and the important statistics of the posterior distribution are observed with about 10,000 samples.
The MCMC sampling proceeds stepwise from an initial user-selected draw {✓ 0 , 0 }, from the uniform prior distribution, with new draws proposed and accepted or rejected in sequence. The acceptance and rejection criteria are di↵erent for ✓ and . Given an accepted draw ✓ i 1 , a new proposal✓ i is accepted or rejected according to the Metropolis criterion:
Notice that equation (22) implies from equation (8) that P (✓ i ) > P (✓ i 1 ). For , the conjugate inverse gamma prior leads to a sampling regime wherein new proposals will always be accepted for a given ✓ (Gibbs sampling). Using the notation
if the prior distribution for is IG(⌫, ⌧ ), then the conditional posterior given ✓ is IG(⌫ 0 , ⌧ 0 ), where
Given ✓, can simply be drawn from this known posterior distirbution. Note that neither of these criteria require explicit evaluation of the integral found on the right-hand side of equation (11) .
Consider an accepted draw, ✓ i , the next proposed draw✓ i+1 is determined by placing it on a normal distribution centered at ✓ i with variance &, so that the probability of✓ i+1 being permitted 6 to metropolis increases as✓ i+1 approaches ✓ i , and the average step size from ✓ i to✓ i+1 is determined by &. It is desired to compare points that are as near to each other as possible. The step size must be large enough that over the course of a few thousand samples, the routine can cover several orders of magnitude. & D , & k , and determines the step size, on average, of each new proposal. These values are on a common-log scale. For example, choosing & D = 0.1 will result in successive proposals for D being approximately 1/10th of an order of magnitude apart.
Sampling is performed one parameter at a time. Consider an accepted ordered pair (k 0 , D 0 ). First, k 1 is sampled from the prior, then its value is placed on a Gaussian distribution with variance &. Let G(k 0 , & k , k 1 ) represent the value of the Gaussian distribution with mean k 0 , variance & k at k 1 . If G(k 0 , & k , k 1 ) > R(0, 1), where R(0, 1) is a random number in the open interval (0, 1), then k 1 is permitted to metropolis. Otherwise, a new k 1 is drawn from the prior. Then, the metropolis step compares L(k 1 , D 0 ) with L(k 0 , D 0 ), as described above. Once metropolis accepts k 1 , the entire process is then repeated by first drawing D 1 from the prior. When the process for D 1 occurs, metropolis will compare L(k 0 , D 1 ) with L(k 0 , D 0 ), so that each parameter is sampled seperately.
Equation (20) forces consecutive accepted draws to march in the direction of higher probability. Equation (21) gives the routine the opportunity to "escape" a local maximum neighborhood and march toward a maximum located elsewhere in the parameter space. It should be noted that while equations (20) (21) usually su ce to allow the routine to find the neighborhood of the global maximum likelihood, the equations by themselves do not guarantee to find the global max with a finite number of samples. However, with the use of graphics, it is easy to see what regions of the parameter space have been explored and what regions have not. To explore a previously unexplored region, one must simply start the routine in the region of interest, and ensure that & is su ciently small. When the global max neighborhood is found, the routine will continue to draw from that neighborhood and begin to reveal the details of the distribution. After a su cient number of samples is taken, contour plots can be inspected to reveal the relative density of certain neighborhoods of the posterior. Also, one can get an idea of parameter identifiability by looking at the contour plots; a poorly identifiable parameter will have its high-density region elongated heavily along the axis of the parameter. After the routine finishes, a batch-means test is performed on the posteriors to assess convergence as follows [18] :
where✓ j is the mean for batch j and✓ is the overall sample mean. The simulation has then converged to the above-defined standard when
where T is the Student's T-distribution quantile corresponding to 95% confidence and a 1 degrees of freedom, and is a standard deviation corresponding to 1% of the overall mean, M is the number of samples, a is the number of samples per batch, and b is the number of batches. 
Results and Discussion

Behavior of routine on idealized data
In order to obtain preliminary information on the way the routine behaves, a set of ideal data was produced and the simulation was performed using this data. A small amount of noise was added to ensure that the value of the likelihood remained a real number. The bounds on the prior for both parameters were arbitrarily set to 10 15 and 10 1 for the minimum and maximum, respectively. The values of k and D were pre-chosen to be k = 3.6 ⇥ 10 6 , and D = 4 ⇥ 10 8 , respectively. The purpose of this is three-fold. The first reason for the ideal data is to see if the routine can find the region containing the optimum (k, D) ordered pair in the first place. The second reason, provided the optimum is found, is to see if the routine can locate the optimum if the initial guess is far from the optimum. The third reason is to see how the routine behaves when changing the value of &. Figure 1 shows the burn in pattern from starting the simulation at the prior minimum. That is, (k 0 , D 0 ) = (1 ⇥ 10 15 , 1 ⇥ 10 15 ). Figures 2 through 4 are just zoomed in views of the burn in pattern. The heart of the distribution can be clearly seen in figure 1 . Figure 5 shows the burn in pattern for starting the simulation near the prior maximum. The starting point can be seen as the right-most point in figure 5 . The simulation then marches to the left, then up, and back down, where the density begins to increase. The heart of the distribution is finally located and is in the bottom left corner of figure 5 . Figure 6 is the result of removing the burn-in iterations from figures 1 through 5. The simulation converged to the same distribution within the first 5,000 iterations, despite the fact that one run started at the prior maximum and the other started at the prior minimum. that there is roughly an order of magnitude between successive proposals. As figure 8 shows, the distribution has not converged at all. Therefore, it is not recommended to use this value of & in this situation. Figure 9 shows a nice distribution that has clearly converged, and plainly displays the the details. It seems that & = 0.1 is the sweet spot. Using this value allows the routine to quickly navigate the parameter space without there being too much space between proposals. Also, once the heart is found, the routine will stay there, allowing the simulation to converge and begin to map out the details of the distribution.
Isotope Exchange / Secondary Ion Mass Spectroscopy
Experimental data was drawn from Pietrowski [19] . In their paper, the e↵ect of a wet exchange versus a dry exchange was analyzed. For the dry exchange, an 18 O gas was used, and for the wet exchange, H 18 2 O water vapor was used. The major findings were that D does not vary whether a wet or dry exchange occurs, but k increases by over an order of magnitude when a wet exchange is used. The data analyzed pertains to the wet exchange of oxygen in YSZ originally presented in Ref. [19] , for the rough case. Results for the di↵usion coe cients and surface exchange coe cients are presented in the table below in the context of 95 percent confidence intervals, along with the corresponding distribution modes. The intervals in all cases were calulated by removing the parameters mapped to the lowest likelihood values, such that the parameters corresponding to the 95 percent highest likelihood values remain. All of the figures below are produced automatically when the routine finishes. Figures from one particular data set are included here, but the same type of figures were produced and used for all data sets. Figure 10 shows all 500,000 sample iterations. The simulation starts at the right-most point and "marches" to the lower left corner, where the simulation reamins. In this case, it took only about fifty iterations for the simulation to find the heart of the distribution. After removing the burn-in iterations, figure 11 is obtained. Figure 11 is the heart of the distribution, and shows the span of the uncertainty. Due to the multitude of points, figure 11 does not provide a good sense of how dense the posterior is in a given region. Figures 12 and 13 are alternative representations of figure 11 . The z-axis of figure 12 shows the density of points in various regions of the posterior space. The density in figure 12 is directly mapped into the colors of figure 13 . That is, the highest regions of figure 12 clue as to how much more or less probable one parameter choice is over another within the span of the error bar. The results in table 1 and 2 agree nicely with the results given in the original paper. Figure 14 shows the value of the likelihood with respect to iteration number. Within one iteration, the log-likelihood made a jump of over 1000, and within 50 iterations, the likelihood function had converged to its maximum region. Figure 15 is simply a zoomed-out version of figure figure 19 is actually a family of 2,000 curves. Figure 20 is a zoomed in view of figure 19 , and more clearly shows the individual curves. It is seen from these figures that any draw from the posterior is a plausible fit. The posterior distributions of these studies do not include any values that produce unreasonable fits. This demonstrates the reliability of this technique and obtained results.
For the SIMS results, the routine finished in roughly five minutes for 500,000 samples on a Windows PC with an Intel Core I-7 3930k at 4.3 Ghz with 32 GB of RAM on a 32-bit version of MATLAB. Results should be even faster on a 64-bit version since MATLAB would be able to utilize more than 4GB of system RAM. 
Electrical Conductivity Relaxation
In this study, data was pulled from two di↵erent papers [20, 21] . ECR experiments were conducted on LSCF(6428) at 1073K at very similar partial pressures. The results for the surface exchange coe cient and bulk di↵usion coe cient were widely varying between the two. This fact is an immediate example of a bigger problem. Many have conducted ECR experiments on the same materials in the same conditions and obtained di↵erent results for k and D. The source of the discrepency is often put on the imprecision of ECR and is not investigated any further [11, 21] . However, these results show that the uncertainty associated with these particular ECR experiments, and probably other experiments as well, is not as high as other researchers have reported. If the uncertainty was as high as others have stated, then there would be a clear region where the distributions obtained from analyzing the datasets from each paper would overlap. That is, the uncertainty in k and D from paper 1 would be such that the result from paper 2 would be contained within the error bars in paper 1. However, upon analyzing the data from each paper, it is observed that the distributions from each dataset are mutually exclusive. In particular, by examining figures 23 and 29, the 3D histograms from each data set, it is obvious that the two distributions have no intersection.
The meaning of all of the input parameters of the routine will now be discussed. k min , k max , D min , and D max are the bounds for the uniform priors on k and D. No value outside the interval specified will be considered at all. "N" is the number of posterior samples obtained before writing the results to the hard drive. This allows one to analyze the progression of posteriors while the routine is running. This is particularly useful when the function being used to model the data is computationally cumbersome. "BT" is the number of files that will be written to the hard drive during the course of the routine, with each file having "N" samples. "P" is the type of confidence interval that is to be calculated. For example, setting P = 95 will calculate the 95 percent confidence intervals for k, D, and psi. k 95 , D 95 , and 95 is the vector corresponding to the numbers calculated from choosing "P". "N c " is the number of curves used in the "patchline" plot. This is, the number of curves produced by taking N c posterior samples and producing a fit curve with each sample. Refer to figures (25) and (31) for an illustration. D bins , k bins , and bins are refer to the resolution of the D, k, and psi histograms, respectively. X bins and Y bins refer to the resolution of the 3-D histogram and contour plot, as in figure (12) and (13) .
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By producing a set of idealized data, it has been shown without a doubt that this technique is capable of quickly locating the "true" neighborhood of parameters. In all studied cases thus far, parameter modes are located in less than 5,000 iterations. Although a completely fool-proof method for ensuring the routine is not stuck at a local max has not been developed, the graphics included in this routine make it very easy for one to inspect the unexplored regions of parameter space. Setting & to be small enough will ensure that a maximum is not skipped when searching in unexplored regions. The behavior of the routine on ideal data, along with the consistent results that were obtained when applying it to real SIMS data, prove this technique to be simple, accurate, precise, and computationally advantageous over other more traditional methods. When applying the simulation to two sets of ECR data on the same material under nearly identical experimental conditions, two di↵erent distributions with no intersection were obtained. Due to this fact, it can be safely concluded that the uncertainty pertaining to ECR is lower than others have previously reported, and these findings also support the notion that ECR is still a reliable and relatively inexpensive and easy way to obtain material transport properties, even though IE-SIMS is still the top contender of such experiments.
