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This paper presents some conditions for the minimal Q -function to be a Feller transition
function, for a given q-matrix Q . We derive a suﬃcient condition that is stated explicitly
in terms of the transition rates. Furthermore, some necessary and suﬃcient conditions are
derived of a more implicit nature, namely in terms of properties of a system of equations
(or inequalities) and in terms of the operator induced by the q-matrix. The criteria lead to
some perturbation results. These results are applied to birth–death processes with killing,
yielding some suﬃcient and some necessary conditions for the Feller property directly in
terms of the rates. An essential step in the analysis is the idea of associating the Feller
property with individual states.
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1. Introduction
In this paper we are concerned with the Feller property of a continuous-time Markov chain on the state space E = Z+ =
{0,1,2, . . .}. Recall that a transition function P (t) = (Pij(t); i, j ∈ E) is called to have the Feller property if
P (t)x ∈ c0 whenever x ∈ c0 and t  0, (1.1)
where c0 denotes the Banach space of all sequences vanishing at inﬁnity with the maximum norm. In this case, P (t) is
called to be a Feller transition function (or simply, a Feller function) and the corresponding process (or chain) is called to
be a Feller process (or a Feller chain). Feller transition functions were introduced and investigated by Reuter and Riley [15].
Recently Chen [2], Chen and Zhang [4], Zhang and Chen [18,19], Li [9,10,12] gave further related discussions and applications.
To study further Feller chains, we associate the Feller property with individual states. We say a state m ∈ E to be a Feller
state for a transition function P (t) if
Pim(t) → 0 as i → ∞ for all t  0. (1.2)
It is easy to show that P (t) is the Feller function if and only if all states are Feller states.
The Feller property describes in fact the asymptotic behavior at the remote states and so we relate the Feller property
to the concept of asymptotic remoteness, which is introduced in some literatures (e.g. [7,13,14]). The asymptotic remoteness
simply means that the absorbing state 0 is the Feller state (see [7,13]).
Recall that Q = (qij) is called to be a (stable) q-matrix if
0 qij < ∞, i = j,
∑
k =i
qik −qii =: qi < ∞, i ∈ E. (1.3)
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called to be a Q -function if P ′(0) = Q componentwise. It is well known that there is a minimal Q -function for a given
q-matrix Q and that the Feller function must be the minimal one. For more notations and preliminaries, we refer the
readers to Anderson [1].
Our main aim is to consider the following basic and important question, which is raised by Reuter and Riley in 1972.
Question. Given a q-matrix Q , what are the necessary and suﬃcient conditions for the minimal Q -function to be the Feller
transition function?
Many authors gave some partial answer to the above question. For example, Reuter and Riley [15] gave a suﬃcient
condition, but it is not a necessary one. Zhang and Chen [18] gave a necessary and suﬃcient condition for a special class of
q-matrices only: the so-called dual q-matrices. Li [10] gave a necessary and suﬃcient condition for monotone q-matrices.
Li [9] gave some conditions in terms of operator semigroups. For a general q-matrix Q , a complete criterion for the Feller
property remains open.
We try to give a complete answer to the above question. To this end, we ﬁrst study the basic properties of Feller states
in Section 2. It is shown that the Feller property is a class property and the Feller state is a stable state. We obtain an easy-
to-check suﬃcient condition for the Feller property (see Theorem 2.6). We then give the characterization of Feller states
in Section 3 (see Theorem 3.1). As an immediate consequence, we establish some criteria for Feller transition functions, in
terms of properties of a system of equations (or inequalities), which give an answer to the above question (see Theorem 3.2).
In Section 4, we give the criteria of Feller functions, in terms of the unbounded operator Q 0, induced by the q-matrix Q ,
on the Banach space c0 (see Theorem 4.1). The criteria lead to some perturbation results in Section 5. Those perturbation
results present a method to get some new Feller functions from the well-known Feller functions.
In Section 6, we apply the above results to birth–death processes with killing (see [5–7]). We obtain some suﬃcient and
some necessary conditions for the birth–death process with killing to be the Feller process, directly in terms of the rates. It
is worth pointing out that the criterion for the Feller property of birth–death processes has been established by Zhang and
Chen [18] and Li [10], while it has been proved by Pakes [13] that Markov branching processes are always Feller processes.
2. Basic properties of Feller states
In this section, we investigate the basic properties of Feller states, especially, the classiﬁcation of Feller states. Given
i, j ∈ E , we say that j can be reached from i, and write i ↪→ j, if Pij(t) > 0 for some t > 0. We say that i and j communicate,
and write i ↔ j, if i and j can be reached from each other (see [1]). The following result shows that the Feller property is
a class property, which means that if i ↔ j, then i is the Feller state if and only if j is.
Proposition 2.1. If m is the Feller state and k ↪→m, then k is also the Feller state.
Proof. Since k ↪→m, it follows that Pkm(t) > 0 for t > 0. Applying the semigroup property of P (t), we have
Pim(t + s) =
∑
r∈E
P ir(s)Prm(t) Pik(s)Pkm(t), for s > 0, t > 0.
Since m is the Feller state and Pkm(t) > 0, we see that
0 Pik(s)
Pim(t + s)
Pkm(t)
→ 0 as i → ∞.
Therefore Pik(s) → 0 as i → ∞, that is, k is the Feller state. 
Proposition 2.2. Let m be the Feller state for P (t). Then
(i) m is a stable state, that is,
qm := −P ′mm(0) < ∞. (2.1)
(ii) P (t) satisﬁes the backward equations for state m, that is
P ′im(t) =
∑
k∈E
qik Pkm(t), ∀i ∈ E, t  0. (2.2)
(iii) The mth column of P (t) equals to the mth column of F (t) = ( f i j(t)), that is
P im(t) = f im(t), ∀i ∈ E, t  0, (2.3)
where F (t) = ( f i j(t)) is the minimal Q -function and Q = P ′(0) componentwise.
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similar to the proof of [1, Proposition 1.5.4]. We have to prove the assertion (iii). Put ri(t) = Pim(t) − f im(t) for i ∈ E and
t  0. Then it follows from (ii) that ri(t) satisﬁes
r′i(t) =
∞∑
k=0
qikrk(t), i ∈ E, t  0.
Using Li(λ) to denote the Laplace transform of ri(t), i.e.
Li(λ) =
∞∫
0
e−λtri(t)dt, i ∈ E, λ > 0,
we see that
λLi(λ) =
∑
k∈E
qikLk(λ), i ∈ E, λ > 0.
Since m is the Feller state, we see that ri(t) → 0 as i → ∞ for all t  0. The bounded convergence theorem gives Li(λ) → 0
as i → ∞ for each λ > 0. It follows that M(λ) = supi∈E Li(λ) is achieved for some i0 ∈ E , and we can write
(λ + qi0)M(λ) = (λ + qi0)Li0 (λ) =
∑
k =i0
qi0kLk(λ)
∑
k =i0
qi0kM(λ) qi0M(λ),
which forces M(λ) = 0. Therefore Li(λ) = 0, which implies that ri(t) = 0 and Pim(t) ≡ f im(t) for i ∈ E and t  0. 
Proposition 2.3. If P (t) has the Feller state m ∈ E, then P (t) satisﬁes the forward equation for state m, that is,
P ′im(t) =
∑
k∈E
P ik(t)qkm, i ∈ E, t  0. (2.4)
Proof. Let F = {k ∈ E; qkm > 0}. We claim that Pik(t) = f ik(t) for k ∈ F , i ∈ E and t  0, where F (t) = ( f i j(t)) is the
minimal Q -function. Indeed, for every k ∈ F , we know that qkm > 0. By [1, Proposition 5.3.1], k ↪→ m for the minimal
Q -function F (t). This forces Pkm(t) fkm(t) > 0, which means that k ↪→m for P (t). Since m is the Feller state for P (t), it
follows from Proposition 2.1 that k is also the Feller state for P (t). Therefore, by Proposition 2.2(iii), Pik(t) = f ik(t) for all
i ∈ E,k ∈ F , t  0. Noting that qkm = 0 for k =m and k /∈ F , we can calculate as follows
∑
k∈E
P ik(t)qkm =
∑
k∈F
P ik(t)qkm + Pim(t)qmm
=
∑
k∈F
f ik(t)qkm + f im(t)qmm =
∑
k∈E
f ik(t)qkm
for i ∈ E and t  0. Since F (t) satisﬁes the forward equation, it follows from Proposition 2.2(iii) that∑
k∈E
P ik(t)qkm = f ′im(t) = P ′im(t), ∀i ∈ E, t  0. 
The following proposition shows that the Feller property can be completely characterized through its δ-skeleton.
Proposition 2.4. P (t) is the Feller transition function if and only if for some δ > 0, its δ-skeleton is the Feller chain, which means that
Pij(δ) → 0 as i → ∞ for every j ∈ E.
Proof. It follows easily from [1, Proposition 1.5.1]. 
In general, the Feller property of a chain cannot be characterized through its jump chain. We need to ﬁnd some additional
assumption. Recall that the jump chain of a transition function P (t), with q-matrix Q = (qij), is a discrete time Markov chain
{Xn, n 1}, with one-step transition probability Pij deﬁned by
Pij =
⎧⎨
⎩
qij/qi if qi > 0 and j = i;
0 if qi > 0 and j = i;
δi j if qi = 0.
(2.5)
We say the jump chain is the Feller chain if Pij → 0 as i → ∞ for every j ∈ E .
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c = inf
i
{qi; qi > 0} > 0. (2.6)
Then the corresponding jump chain Pij is the Feller chain.
Proof. Since P (t) is the Feller function, it follows from [1, Proposition 1.5.8] that qij/(λ + qi) → 0 as i → ∞ for every j ∈ E
and λ > 0. Let j ∈ E be ﬁxed, then it is easy to show from (2.5) and (2.6) that
Pij 
2qij
c + qi for i = j,
which implies that Pij → 0 as i → ∞ for j ∈ E . 
Remark. We give here an example to show that Proposition 2.5 is not true without the assumption (2.6). Let
Q =
⎛
⎜⎜⎜⎜⎝
−1 0 0 0 · · ·
1
2 − 12 0 0 · · ·
1
3 0 − 13 0 · · ·
1
4 0 0 − 14 · · ·· · · · · · · · · · · · · · ·
⎞
⎟⎟⎟⎟⎠
which is obviously the Feller q-matrix. Q is also uniformly bounded. By [15, Theorem 6] or by Theorem 2.6 below, the
minimal Q -function is the Feller function. However, Pi0 = qi0qi ≡ 1 (i = 0), which means that the jump chain does not have
the Feller property.
To end this section, we consider the converse problem of Proposition 2.5. In general, a transition function P (t) is not
necessarily the Feller function even if its jump chain is the Feller chain. Many counterexamples can be given in Section 6.
However, we can prove the converse problem under some assumption. The result gives an easy-to-check condition for the
minimal Q -function to be the Feller function.
Theorem 2.6. Let Q = (qij) be a q-matrix and satisfy
sup
i∈E
qi − di
λ + qi < 1 for some λ > 0, (2.7)
where di = −∑ j∈E qi j to be the non-conservative quantity. Then the minimal Q -function P (t) is the Feller transition function if and
only if
qi j
λ + qi → 0 as i → ∞ for every j ∈ E and for some λ > 0. (2.8)
Proof. Necessity has been proved by Reuter and Riley [15] (in fact, it holds true for all q-matrices). We have only to prove
the suﬃciency. Let π(λ) = (πi j(λ)) for λ > 0, where πi j(λ) is deﬁned by
πi j(λ) = qij
λ + qi (1− δi j), i, j ∈ E. (2.9)
Let Φ(λ) = (φi j(λ)) be the minimal Q -resolvent function, where
φi j(λ) =
∞∫
0
e−λt P i j(t)dt, i, j ∈ E, λ > 0.
Then we see from [1, Proposition 4.1.1] that φi j(λ) can be expressed by
φi j(λ) =
∞∑
m=0
π
(m)
i j (λ)
1
λ + q j , i, j ∈ E, (2.10)
where π(m)i j (λ) denotes the i, jth component of the product π(λ)
m . If (2.8) holds, then it is easy to prove that the mapping
π(λ) : c0 → c0, x → π(λ)x deﬁnes a bounded linear operator on Banach space c0, with the norm
∥∥π(λ)∥∥= sup
i∈E
∑∣∣πi j(λ)∣∣= sup
i∈E
∑ qij
λ + qi = supi∈E
qi − di
λ + qi  1.j j =i
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B = (I − π(λ))−1 in the operator topology of c0 (see Yosida [17]), where I is the identical operator. In particular, for every
column unit vector e j , we have Be j =∑∞m=0 π(λ)me j ∈ c0. Using ei to denote the row unit vector, we see that
∞∑
m=0
π
(m)
i j (λ) =
∞∑
m=0
〈
ei,π(λ)
me j
〉= 〈ei, Be j〉 → 0 as i → ∞ for j ∈ E.
This, together with (2.10), implies that φi j(λ) → 0 as i → ∞ for j ∈ E and λ > 0, that is, the resolvent function Φ(λ) is the
Feller function. Therefore the required conclusion follows from the fact that P (t) is the Feller function if and only if the
resolvent function Φ(λ) is (see [15] or [1, Proposition 1.5.6]). 
Remark. All uniformly bounded q-matrices (that is, supi qi < +∞) satisfy the assumption (2.7). In this case, (2.8) is equiv-
alent to that Q is the Feller matrix, i.e. qij → 0 as i → ∞ for j ∈ E . On the other hand, if di  εqi for some ε > 0, roughly
speaking, if Q is non-conservative enough, then Q satisﬁes the assumption (2.7).
3. Equation criteria for Feller transition functions
In this section, we ﬁrst give the characterization of Feller states, in terms of properties of a system of equations. We then
obtain the needed criterion for Feller transition functions. Let em = (0,0, . . . ,1,0, . . .) ∈ c0 be the mth column unit vector.
Theorem 3.1. Let Q := (qij) be a q-matrix and suppose that P (t) := (Pij(t)) is the minimal Q -function. Then a state m ∈ E is the
Feller state for P (t) if and only if the equation
(λI − Q )x = em, x = (xk) ∈ c0 (3.1)
has a solution for some (and then for all) λ > 0.
Proof. Necessity. Let m ∈ E be the Feller state for P (t), that is, Pim(t) → 0 as i → ∞ for every t  0. Let Φ(λ) = (φi j(λ)),
λ > 0, be the minimal Q -resolvent, where
φi j(λ) =
∞∫
0
e−λt P i j(t)dt, i, j ∈ E, λ > 0
is the Laplace transform of Pij(t). Then it follows from the bounded convergence theorem that
φim(λ) → 0 as i → ∞, for every λ > 0.
If we let x = (xi) with xi = φim(λ) for i ∈ E , then the vector x = (xi) ∈ c0. On the other hand, the minimal Q -resolvent Φ(λ)
satisﬁes the backward equations
λφim(λ) = δim +
∑
k∈E
qikφkm(λ), i ∈ E, λ > 0,
which means that (λI − Q )x = em . Therefore we have proved that x = (xi) is indeed a solution of (3.1).
Suﬃciency. Let m ∈ E and λ > 0 and suppose that x = (xk) ∈ c0 is a solution of (3.1). Then we claim that xm > 0 and
xk  0 for all k =m. Indeed, Eq. (3.1) can be written as
δim = (λ + qi)xi −
∑
k =i
qikxk, i ∈ E. (3.2)
Let F = {k ∈ E; xk < 0}. We have to show that F is an empty set. If not, then we can choose i0 ∈ F such that
|xi0 | =max
k∈F
|xk| ‖x‖
(
:= sup
k∈E
|xk|
)
.
It follows from Eq. (3.2) for i = i0 that
0 δi0m = (λ + qi0)xi0 −
∑
k =i0
qi0kxk
= (λ + qi0)xi0 −
∑
k/∈F
qi0kxk +
∑
k∈F ,k =i0
qi0k · |xk|
 (λ + qi0)xi0 −
∑
qi0kxk +
( ∑
qi0k
)
· |xi0 |k/∈F k∈F ,k =i0
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∑
k/∈F
qi0kxk + qi0 · |xi0 |
= λxi0 −
∑
k/∈F
qi0kxk.
Since xk  0 and qi0k  0 for all k /∈ F , we have
xi0 
1
λ
∑
k/∈F
qi0kxk  0.
This contradicts to the fact that i0 ∈ F . We have proved that F is an empty set, which implies that xk  0 for all k ∈ E .
On the other hand, Eq. (3.2) for i =m reads as
1= (λ + qm)xm −
∑
k =m
qmkxk.
It follows that (λ + qm)xm  1, which implies that xm > 0.
We now show that m is the Feller state for P (t). Indeed, by (3.1), we have
Q x = λx− em  λx.
Since x 0, it follows from the comparison theorem [1, Theorem 2.2.12] that
0 P (t)x eλt x, for t  0,
which, together with the fact that 0 x ∈ c0, implies that P (t)x ∈ c0, i.e.∑
k
P ik(t)xk → 0 as i → ∞, for t  0.
In particular,
Pim(t)xm → 0 as i → ∞, for t  0.
Since xm > 0, it follows that Pim(t) → 0 as i → ∞ for t  0. Therefore m is the Feller state. 
As an immediate consequence, we obtain the following criteria for Feller q-functions, in terms of the system of equations
or inequalities. The result gives an answer to the question announced in the introduction.
Theorem 3.2. Let Q be a q-matrix. Then the following statements are equivalent.
(i) The minimal Q -function P (t) is the Feller transition function.
(ii) For every m ∈ E and λ > 0, Eq. (3.1) has a solution.
(iii) For every m ∈ E and λ > 0, the system of inequalities
Q x λx, 0 x = (xk) (3.3)
has a solution x = (xk) such that xm > 0 and xk → 0 as k → ∞.
(iv) For every m ∈ E, the system of inequalities
(I − Q )y  d + 1, y = (yk) 1 (3.4)
has a solution y such that ym = 1 and yk → 1 as k → ∞.
Proof. (i) ⇔ (ii). It is an immediate consequence of Theorem 3.1.
(i) ⇒ (iii). If P (t) is the Feller function, then every m ∈ E is the Feller state. It follows from Theorem 3.1 that there exists
x ∈ c0 such that (λI − Q )x = em , which forces Q x = λx− em  λx. By the same proof as given in Theorem 3.1, we can show
that x 0 and xm > 0.
(iii) ⇒ (i). Fix a state m. If (3.3) has a solution x = (xk) ∈ c0 such that xm > 0, then it follows from the comparison
theorem that P (t)x eλt x. We have
Pim(t)
1
xm
∑
k
P ik(t)xk 
eλt
xm
xi → 0 as i → ∞,
which means that m is the Feller state. Therefore P (t) is the Feller transition function.
(iii) ⇔ (iv). Let yk = 1 − xk for k ∈ E . Then y = (yk) is a solution of (3.4) if and only if x = (xk) is a solution of (3.3),
while ym < 1 and yk → 1 as k → ∞ if and only if xm > 0 and xk → 0 as k → ∞, which completes the proof. 
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is not easy to ﬁnd in practice. From this view, the Feller criterion (iii) or (iv) in Theorem 3.2 may be more useful than (ii).
As a simple application of the criterion (iii), we will show that the minimal Q -function has the Feller property for every
sup-triangle q-matrix Q = (qij) (that is, qij = 0 for all i > j). Indeed, it is easy to verify that Q x 0 x for every column
vector x = (xk) with xk ↓ 0. The Feller property follows from Theorem 3.2(iii).
4. Operator criteria for Feller transition functions
Let Q be a (stable) q-matrix. Then Q induces an operator Q 0 on Banach space c0 deﬁned by
Q 0x = Q x, for all x ∈ D(Q 0) := {x ∈ c0; Q x ∈ c0}. (4.1)
If D(Q 0) is dense in c0, then the dual operator Q ∗0 : D(Q ∗0 ) ⊂ l1 → l1 is well deﬁned (for the details see Yosida [17]), where
l1 is the Banach space consisting of all summable vectors. We now give the criteria for the minimal Q -function to be the
Feller function, in terms of the operator Q 0 given in (4.1).
Theorem 4.1. Let Q = (qij) be a q-matrix. Then the following statements are equivalent.
(i) The minimal Q -function P (t) is the Feller transition function;
(ii) λI − Q 0 is surjective on c0 for some (and then for all) λ > 0;
(iii) λI − Q ∗0 is well deﬁned and injective on l1 for some (and then for all) λ > 0;
(iv) Q ∗0 = Ω , where Ω is the generator of the transition semigroup P (t) on l1 .
Before proving Theorem 4.1, we obtain a corollary to conﬁrm the classical Reuter–Riley’s result. Recall that Q is zero-
entrance if l+1 (λ) = {0} and strong zero-entrance if l1(λ) = {0} for some λ > 0 (see [12] or [15]), where
l1(λ) =
{
y ∈ l1; y(λI − Q ) = 0
}
and l+1 (λ) =
{
y  0; y ∈ l1(λ)
}
. (4.2)
In other words, the strong zero-entrance property means that the operator λI − Q 1 is injective on l1, where Q 1 is the
operator, induced by Q , on l1,
Q 1 y = yQ , for every row vector y ∈ D(Q 1) := {y ∈ l1; yQ ∈ l1}. (4.3)
Q is the Feller matrix if qij → 0 as i → ∞ for every j ∈ E .
Corollary 4.2. (See [15].) The minimal Q -function P (t) is the Feller transition function if
(i) the q-matrix Q is the Feller matrix; and
(ii) Q is strong zero-entrance.
Proof. Since Q is the Feller matrix, every column unit vector e j ∈ D(Q 0), it follows that D(Q 0) is dense in c0 and the
dual operator Q ∗0 is well deﬁned. We claim that Q ∗0 ⊂ Q 1. Indeed, let y = (y j) ∈ D(Q ∗0 ) ⊂ l1 and z = (z j) = Q ∗0 y ∈ l1. Then〈y, Q 0x〉 = 〈Q ∗0 y, x〉 = 〈z, x〉 for all x ∈ D(Q 0). In particular, since every column unit vector e j ∈ D(Q 0) ⊂ c0, it follows that〈y, Q 0e j〉 = 〈z, e j〉, which can be read as∑
i∈E
yiqi j = z j, ∀ j ∈ E.
Therefore yQ = z ∈ l1. It follows that y ∈ D(Q 1) and Q 1 y = z = Q ∗0 y. We have proved that Q ∗0 ⊂ Q 1 as required. By the
assumption (ii), λI − Q 1 is injective. In particular, the restriction λI − Q ∗0 is also injective. Then the Feller property of P (t)
follows from Theorem 4.1(iii). 
We now intend to prove Theorem 4.1. We need some lemmas, which are concerned with the properties of the operator,
derived from an inﬁnite matrix, on the Banach space c0.
Lemma 4.3. Let A = (aij) be an inﬁnite matrix (not necessarily a q-matrix). Note that x → Ax deﬁnes a linear operator (denoted yet
by A) from D(A) ⊂ c0 into c0 , where D(A) = {x ∈ c0; Ax ∈ c0}. Then A is a bounded operator if and only if
(i) A is the Feller matrix; and
(ii) A is row-sums bounded, which means that
‖A‖ := sup
i
∑
j
|aij| < +∞. (4.4)
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Lemma 4.4. The operator A, derived from an inﬁnite matrix A = (aij), is a closed operator on c0 if every row sum of A converges
absolutely, that is, there is a sequence {Mi} of positive numbers such that∑
j∈E
|aij| Mi, ∀i ∈ E. (4.5)
Proof. Let x(n) = (x(n)k , k ∈ E) (n ∈ N) be a sequence in c0, y = (yk) ∈ c0 and z = (zk) ∈ c0 such that
x(n) → y and Ax(n) → z, as n → ∞,
where the convergence is in the norm topology of c0. We need to prove that y ∈ D(A) and Ay = z. Indeed, for a ﬁxed i ∈ E
and for every 
 > 0, we can choose N := N(
, i) > 0 such that
∥∥x(N) − y∥∥= sup
k∈E
∣∣x(N)k − yk
∣∣< 

Mi + 1 (4.6)
and
∥∥Ax(N) − z∥∥= sup
j∈E
∣∣∣∣
∑
k∈E
a jkx
(N)
k − z j
∣∣∣∣< 
. (4.7)
Then it follows from (4.5)–(4.7) that∣∣∣∣
∑
k
aik yk − zi
∣∣∣∣
∑
k
|aik|
∣∣yk − x(N)k
∣∣+
∣∣∣∣
∑
k
aikx
(N)
k − zi
∣∣∣∣ 2
, (4.8)
which implies that
∑
k aik yk = zi . Therefore y ∈ D(A) and Ay = z ∈ c0 as required. 
Note that a q-matrix must satisfy (4.4). It follows from Lemma 4.4 that the operator Q 0, derived from a q-matrix Q ,
must be a closed operator on c0. For this operator Q 0, we can say more.
Lemma 4.5. The operator λI − Q 0 is always injective and has a closed range on c0 for every λ > 0.
Proof. Let x ∈ D(Q 0) ⊂ c0 such that (λI − Q 0)x = 0. We can choose i0 ∈ E such that ‖x‖ =maxi |xi | = |xi0 |. Then
0= ∥∥(λI − Q 0)x∥∥
∣∣∣∣(λ + qi0)xi0 −
∑
j =i0
qi0 j x j
∣∣∣∣
 (λ + qi0)|xi0 | −
∑
j =i0
qi0 j |x j |
 (λ + qi0)‖x‖ − qi0 |xi0 | = λ‖x‖.
This forces ‖x‖ = 0 and, thus, x = 0. Therefore λI − Q 0 is injective.
To prove the range (λI − Q 0)(D(Q 0)) of λI − Q 0 is a closed set in c0, we take x(n) ∈ D(Q 0) and y ∈ c0 such that
y(n) := (λI − Q 0)x(n) → y as n → ∞. We have only to prove that y is in the range of λI − Q 0. Indeed, by the above
inequality, we have∥∥y(n) − y(m)∥∥= ∥∥(λI − Q 0)(x(n) − x(m))∥∥ λ∥∥(x(n) − x(m)∥∥.
It follows that {x(n)} is a Cauchy sequence and thus converges to some element x ∈ c0. But by Lemma 4.4, Q 0 is a closed
operator. Therefore x ∈ D(Q 0) and y = (λI − Q 0)x as desired. 
Proof of Theorem 4.1. (iv) ⇒ (iii). Suppose that Q ∗0 = Ω . Then λI − Q ∗0 = λI −Ω to be injective on l1 for λ > 0, because Ω
generates the contraction semigroup P (t) on l1.
(iii) ⇒ (ii). By Lemma 4.5, λI− Q 0 has a closed range. We have only to show that λI− Q 0 has a dense range. If not, then,
by Hahn–Banach theorem (see [17]), there exists a y∗ = 0, y∗ ∈ l1 such that 〈y∗, (λI − Q 0)x〉 = 0 = 〈0, x〉 for all x ∈ D(Q 0).
It follows that y∗ ∈ D(λI − Q ∗0 ) and (λI − Q ∗0 )y∗ = 0, which contradicts to the assumption (iii).
(ii) ⇒ (i). It follows from Theorem 3.2(ii).
(i) ⇒ (iv). If P (t) is the Feller transition function, then P (t) induces a continuous positive contraction semigroup on c0
(see [15] or [1, Proposition 1.5.3]). Let Ω0 be the generator of the semigroup P (t) on c0. We claim that Ω0 = Q 0. Indeed, it
is obvious that R(λ,Ω0) = Φ(λ), where Φ(λ) is the minimal Q -resolvent function and R(λ,Ω0) := (λI −Ω0)−1, the inverse
operator of λI − Ω0. Since Φ(λ) satisﬁes the backward equations, it follows that (λI − Q )Φ(λ)x = x, ∀x ∈ c0. This implies
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∀x ∈ c0. It follows that R(λ,Ω0) = R(λ, Q 0), which implies Ω0 = Q 0. Therefore Q 0 generates the semigroup P (t) on c0 and
R(λ, Q 0)x =
∞∫
0
e−λt P (t)xdt, ∀x ∈ c0.
In particular, for the row unit vector ei and column unit vector e j , we have
〈
ei, R(λ, Q 0)e j
〉=
∞∫
0
e−λt
〈
ei, P (t)e j
〉
dt
=
∞∫
0
e−λt P i j(t)dt =
〈
ei R(λ,Ω), e j
〉
,
which implies that the dual operator R(λ, Q 0)∗ = R(λ,Ω). But, by Yosida [17], R(λ, Q 0)∗ = R(λ, Q ∗0 ). It follows that
R(λ, Q ∗0 ) = R(λ,Ω) and Q ∗0 = Ω as required. 
5. Perturbations
Proposition 5.1 (Bounded perturbation). Let a q-matrix Q˜ have a decomposition
Q˜ = Q + A (5.1)
such that Q is a q-matrix and A is an inﬁnite matrix (not necessarily a q-matrix). If A is the Feller and row-sums bounded matrix, then
the minimal Q˜ -function P˜ (t) is the Feller function if and only if the minimal Q -function P (t) is.
Proof. If P (t) is the Feller function, then the resolvent function R(λ) is the Feller function (see [15]). By Lemma 4.3, R(λ)
deﬁnes a bounded operator on c0 with ‖R(λ)‖ 1/λ for each λ > 0. Note that A is, by the assumption, a bounded operator
on c0. It follows that there exists λ0 > 0 such that ‖AR(λ0)‖ < 1. Then the inverse operator (I − AR(λ0))−1 exists and
(
I − AR(λ0)
)−1 =
∞∑
n=0
(
AR(λ0)
)n
,
where the series converges in the uniform operator topology on c0. We have
(
λ0 I − (Q + A)
)
R(λ0)
(
I − AR(λ0)
)−1 = (I − AR(λ0))−1 − AR(λ0)(I − AR(λ0))−1
=
∞∑
n=0
(
AR(λ0)
)n −
∞∑
n=0
(
AR(λ0)
)n+1 = I.
Therefore λ0 I − Q˜ is surjective on c0 and, by Theorem 4.1(ii), P˜ (t) is the Feller transition function. If we rewrite the
decomposition as follows: Q = Q˜ + (−A), then, by the same method, we can prove the converse. 
Proposition 5.2 (Negative perturbation). Let a q-matrix Q˜ have a decomposition Q˜ = Q + A such that Q is a q-matrix and A = (aij)
is a non-positive matrix (that is, ai j  0 for i, j ∈ E). Then the minimal Q˜ -function P˜ (t) is the Feller function if the minimal Q -function
P (t) is.
Proof. Suppose that the minimal Q -function P (t) is the Feller function. Then it follows from Theorem 3.2(iii) that, for every
m ∈ E , there exists x = (xk) ∈ c0 with x 0 and xm > 0 such that Q x x. Noting that A is a non-positive matrix, we have
Q˜ x = Q x+ Ax x. Therefore, by Theorem 3.2(iii), P˜ (t) is also the Feller function. 
Proposition 5.3 (Comparison). If two q-matrices Q˜ = (q˜i j) and Q = (qij) satisfy
q˜i j
λ˜ + q˜i
 qij
λ + qi , ∀i = j and i  i0 (5.2)
for some λ˜ > 0, λ > 0 and i0 ∈ E, then the minimal Q˜ -function is the Feller function if the minimal Q -function is.
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Thus, we may assume without loss of generality that (5.2) holds for i0 = 0. Let now x 0 such that Q x λx, which can be
rewritten as
(λ + qi)xi 
∑
k =i
qikxk, ∀i ∈ E.
Then, by (5.2), we have
xi 
∑
k =i
qik
λ + qi xk 
∑
k =i
q˜ik
λ˜ + q˜i
xk,
that is, Q˜ x λ˜x. Thus, the needed conclusion follows from Theorem 3.2(iii). 
6. Applications to the birth–death processes with killing
In this section, we discuss the Feller properties for the birth–death processes with killing (see [5–8]). The q-matrix Q =
(qij, i, j ∈ E) is given by⎧⎨
⎩
qi,i+1 = λi, qi+1,i = μi+1, qi0 = γi, for i > 0;
qi := −qii = λi + μi + γi, for i > 0;
qij = 0 for i = 0 or |i − j| > 1, j = 0,
(6.1)
where λi  0, μi  0 (μ1 = 0), γi  0, for i  1, are called birth, death and killing rates respectively. Let P (t) be the minimal
Q -function.
If γi ≡ 0, then the corresponding process is called to be a pure birth–death process. In this case, the Feller property
of P (t) is completely clear (see [10,18]). Indeed, it is proved in [10] or in [18] that a pure birth–death process is the Feller
process if and only if R < ∞ or S = ∞, where the numbers R and S are deﬁned by
R =
∞∑
n=1
(
1
λn
+ μn
λnλn−1
+ · · · + μn · · ·μ2
λnλn−1 · · ·λ1
)
, (6.2)
S =
∞∑
n=1
1
μn+1
(
1+ λn
μn
+ · · · + λnλn−1 · · ·λ2
μnμn−1 · · ·μ2
)
. (6.3)
If γi ≡ γ > 0, then the q-matrix Q is monotone (see [1] or [16]), which means that Q satisﬁes
∞∑
k= j
qik 
∞∑
k= j
qi+1,k, for j = i + 1.
Application of [10, Theorem 4.3] gives the following result.
Lemma 6.1. Let Q be a birth–death q-matrix with killing such that the killing rates γi ≡ γ > 0. Then the minimal Q -function P (t) is
the Feller function if and only if R < ∞.
Proof. Note that Q is a monotone q-matrix. By a criterion of the Feller property for a monotone q-matrix (see [10, Theo-
rem 4.3]), the minimal Q -function P (t) is the Feller function if and only if Q is a strong zero-entrance and Feller q-matrix
or Q is not regular. Since qi0 ≡ γ > 0, Q is not the Feller matrix, it follows that P (t) is the Feller transition function if and
only if Q is not regular. Applying [3, Theorem 7], we know that Q is regular if and only if R¯ = ∞, where
R¯ =
∞∑
n=1
(
1+ γ
λn
+ · · · + μn · · ·μ2(1+ γ )
λnλn−1 · · ·λ1
)
= (1+ γ )R.
Therefore P (t) is the Feller transition function if and only if R < ∞. 
More generally, if {γi} is bounded, we have the following result.
Theorem 6.2.
(i) Suppose limi→∞ γi = 0, then the minimal Q -function P (t) is the Feller function if and only if R < ∞ or S = ∞.
(ii) Suppose 0< lim infi→∞ γi  limsupi→∞ γi < ∞, then P (t) is the Feller function if and only if R < ∞.
(iii) Suppose 0= lim infi→∞ γi < limsupi→∞ γi < ∞, then P (t) is the Feller function if R < ∞, while P (t) is not the Feller function
if R = ∞ and S < ∞.
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λ
(1)
i = λi . Since γi → 0 as i → ∞, it follows that A = Q − Q (1) is the Feller matrix. Obviously, A is rows-sum bounded.
Applying Proposition 5.1 we see that the minimal Q -function P (t) is the Feller function if and only if the minimal Q (1)-
function P (1)(t) is. But the pure birth–death process P (1)(t) is the Feller process if and only if R < ∞ or S = ∞. This
completes the proof of the assertion (i).
(ii) If the killing rates {γi} satisfy the assumption in (ii), we can choose two positive constants c1, c2 with c2 > c1 > 0
and i0 = 0 such that c1  γi  c2 for all i  i0. Let Q˜ = (q˜i j) to be the q-matrix with the killing rates γ˜k ≡ c1 (k  1) and
λ˜i = λi , μ˜i = μi . Then, by Lemma 6.1, the minimal Q˜ -function P˜ (t) is the Feller function if and only if R < ∞. Comparing
two q-matrices Q and Q˜ , we have
q˜i0
1+ c2 + q˜i =
c1
1+ c2 + c1 + λi + μi 
γi
1+ γi + λi + μi =
qi0
1+ qi
for i  i0. Noting that q˜i j = qij for j = 0 and i = j, we also have
q˜i j
1+ c2 + q˜i =
qij
1+ c2 + c1 + λi + μi 
qij
1+ qi
for j = 0, i = j and i  i0. It follows that both q-matrices Q˜ and Q satisfy the assumption in Proposition 5.3. Therefore, if
P (t) is the Feller function, then, by Proposition 5.3, the minimal Q˜ -function P˜ (t) is also the Feller function, which implies
by Lemma 6.1 that R < ∞.
Conversely, assume R < ∞. Let Q¯ be the q-matrix with the rates γ¯i ≡ c2, μ¯i = μi and λ¯i = λi . Then, by Lemma 6.1 the
minimal Q¯ -function is the Feller function. Comparing two q-matrices Q and Q¯ , we have
qi0
c2 + qi =
γi
c2 + γi + λi + μi 
c2
c2 + c1 + λi + μi =
q¯i0
c1 + q¯i
for i  i0. If j = 0, i  i0 and i = j, we have
qij
c2 + qi =
q¯i j
c2 + γi + λi + μi 
q¯i j
c1 + (c2 + λi + μi) =
q¯i j
c1 + q¯i .
Applying Proposition 5.3 again, we see that the minimal Q -function P (t) is the Feller function.
(iii) Note that {γi} is bounded. We can choose c > 0 such that γi  c for all i ∈ E . By the same method as given in (ii),
it is easy to show that if R < ∞ then P (t) is the Feller function. To prove the second assertion, we take Q˜ the pure birth–
death q-matrix, with the rates γ˜i ≡ 0, μ˜i = μi , λ˜i = λi . If P (t) is the Feller function, then, by Proposition 5.2, P˜ (t) is also
the Feller function. We have R < ∞ or S = ∞, which completes the proof. 
Remark 6.3. We have not given a complete criterion for the Feller property in the case (iii). The Feller properties are not
clear in the remainder case: R = ∞ and S = ∞. In this case, we give here two examples to show that the Feller properties
cannot be characterized completely through the numbers R and S . The ﬁrst example is given by
γ2k−1 = 0, γ2k = 1 (k 1), sup
i
(λi + μi) < ∞. (6.4)
Then it is easy to verify that R = ∞, S = ∞ and 0 = lim infi→∞ γi < limsupi→∞ γi = 1. Since Q is uniformly bounded and
is not the Feller matrix, it follows from Theorem 2.6 that the minimal Q -function P (t) is not the Feller function.
The second example is given by
γ2k−1 = 1, γ2k = 0, μk = 0, λ2k−1  22k, λ2k = 1, k 1. (6.5)
Then we also have R = ∞, S = ∞ and 0 = lim infi→∞ γi < limsupi→∞ γi = 1. Put xk = 1/2k . Then the vector x = (xk)
satisﬁes 0 < x ∈ c0 and Q x  0  x. Therefore it follows from Theorem 3.2(iii) that the minimal Q -function P (t) is the
Feller function.
Remark 6.4. We remark here that birth–death processes with killing are always the Feller process if R < ∞ and {γi} is
bounded. In this case, we have
R¯ :=
∞∑
n=1
(
1+ γn
λn
+ · · · + μn · · ·μ2(1+ γ1)
λnλn−1 · · ·λ1
)

(
1+ sup
n
{γn}
)
R < ∞.
Then it follows from [3, Theorem 7] that the q-matrix Q is not regular and the process is not honest, which means that∑
j P i j(t) < 1 for some i ∈ E and some t > 0.
If {γi} is unbounded, the process P (t) is rarely the Feller function. We discuss here a linear growth case.
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γi  ε(λi + μi), i  1, (6.6)
for some ε > 0. Then all states but state 0 are the Feller states and the minimal Q -function P (t) is not the Feller function.
Proof. Let Q˜ = Q |F , the restriction of Q on F = E \ {0}. Then Q˜ = (q˜i j) is a (non-conservative) birth–death matrix and
satisﬁes (2.7). Since
sup
i∈F
q˜i − d˜i
1+ q˜i = supi1
λi + μi
1+ γi + (λi + μi) 
1
1+ ε < 1,
it follows from Theorem 2.6 that the minimal Q˜ -function P˜ (t) is the Feller function on state space F . Since 0 is an absorbing
state, it follows that Pij(t) = P˜ i j(t), i, j  1. Therefore all i  1 are the Feller states for P (t). On the other hand, by the
assumption that {γi} is unbounded, there exist a subsequence {γnk } and c > 0 such that γnk  c. Using the assumption (6.6),
we have
qnk0
c + qnk
= γnk
c + γnk + (λnk + μnk )
 γnk
(2+ 1/ε)γnk
= ε
2ε + 1 > 0.
It follows from [1, Proposition 1.5.8] that the minimal Q -function P (t) is not the Feller function. Since all i  1 are the
Feller states, we see that 0 is not the Feller state, which completes the proof. 
We also give a necessary condition for birth–death processes with killing to be Feller processes.
Proposition 6.6. Suppose a birth–death process with killing is the Feller process. Then the q-matrix Q must satisfy
γik
γik + μik + λik
→ 0 as k → ∞ (6.7)
for any subsequence {ik} such that γik + μik + λik → ∞.
Proof. Note that the Feller function P (t) is column continuous (see [11]), which means that
lim
t→0 supi∈E
∣∣Pij(t) − δi j∣∣= 0 for every j ∈ E.
It follows from [11, Theorem 4.2] that the q-matrix Q is column almost-bounded, which implies (6.7). 
Example. We give ﬁnally an example of honest Feller Q -function P (t) even when {γi} is unbounded. The rates are given by
γ2k = 2k, γ2k−1 = 0, λ2k  (2k)3, λ2k−1 = 1, μk = 0, k 1. (6.8)
Since
R¯ :=
∞∑
k=1
1+ γk
λk

∞∑
k=1
1
λ2k−1
= ∞,
we see from [3, Theorem 7] that Q is regular and the minimal Q -function P (t) is a unique and honest Q -function. We
take xk = 1k (k 1) and x0 = 1. Then the vector x = (xk) satisﬁes 0 < x ∈ c0 and Q x 0 x. By Theorem 3.2(iii), the honest
Q -function P (t) is the Feller function.
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