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Abstract
1A major question for condensed matter physics is whether a solid-state quantum computer
can ever be built. Here we discuss two different schemes for quantum information processing
using semiconductor nanostructures. First, we show how optically driven coupled quantum dots
can be used to prepare maximally entangled Bell and Greenberger-Horne-Zeilinger states by
varying the strength and duration of selective light pulses. The setup allows us to perform an
all-optical generation of the quantum teleportation of an excitonic state in an array of coupled
quantum dots. Second, we give a proposal for reliable implementation of quantum logic gates and
long decoherence times in a quantum dots system based on nuclear magnetic resonance (NMR),
where the nuclear resonance is controlled by the ground state transitions of few-electron QDs
in an external magnetic field. The dynamical evolution of these systems in the presence of
environmentally-induced decoherence effects is also discussed.
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1 Introduction
It has become increasingly clear that quantum mechanical principles are not just exotic theoretical
statements but fundamental for a new technology of practical information processing [1]. Quantum
computation, quantum cryptography and quantum teleportation represent exciting new arenas
which exploit intrinsic quantum mechanical correlations.
The discovery of algorithms for which a computer based on the principles of quantum mechanics
[2] should beat any traditional computer, has triggered intense research into realistic controllable
quantum systems. Among the main areas involved in this active research field are ion traps [3],
quantum electrodynamics cavities [4], nuclear magnetic resonance (NMR) [5], Josephson junctions
[6] and semiconductor quantum dots (QDs) [7]. The main challenge now is to identify a physical
system with an appropriate internal dynamics and corresponding external driving forces which
enables one to selectively manipulate quantum superpositions and entanglements. A fundamen-
tal requirement for the experimental realization of such proposals is the successful generation of
highly entangled quantum states. In particular, coherent evolution of two quantum bits (qubits)
in an entangled state of the Bell type is fundamental to both quantum cryptography and quantum
teleportation. Maximally entangled states of three qubits, such as the so-called Greenberger-Horne-
Zeilinger (GHZ) states [8], are not only of intrinsic interest but are also of great practical importance
in such proposals. Besides the capability to control and manipulate entanglement a great level of
isolation from the environment is required to reach a full unitary evolution. Quantum information
processing will be a reality when optimal control of quantum coherence in noisy environments can
be achieved. The various communities typically rely on different hardware methodologies. There-
fore, it is extremely important to clarify the underlying physics and limits for each type of physical
realization of quantum information processing systems.
In this chapter we discuss two possible strategies using semiconductor QDs [9]. First, we review
our main results on the optical generation and control of exciton2 entangled states in coupled QDs
by using a state-of-the-art semiconductor setup that enables us to generate reliable maximally
entangled states of N qubits, starting from suitably initialized states. As an application of these
exciton maximally entangled states, a true solid-state teleportation protocol is proposed. We show
that the role of phonons, at low temperatures, in the driven QD system does not necessarily
amount to the loss of control over the system due to destruction of coherence. Second, we address
the implementation of a solid state NMR-based quantum switch. We discuss how the so-called
“magic-number” transitions in few-electron QDs containing a nuclear spin impurity inside can be
used to implement single qubit rotations and controlled−NOT (C−NOT) quantum gates. The
basic setup consists of a nuclear spin-12 impurity placed at the center of a 2 electrons QD in the
presence of an external perpendicular magnetic field B. In such a system, the nuclear magnetic
2Excitons are electronic excitations which play a fundamental role in the optical properties of dielectric solids.
They correspond to a bound state of one electron and one hole which can be created by light or can appear as a
result of relaxation processes of free electrons and holes.
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resonance is controlled by the ground state transitions that arise as the B-field is changed: we
show that the hyperfine coupling between the electrons and the nucleus can be changed and hence
provide a mechanism for tuning the nuclear resonance frequency. Decoherence effects in systems of
spin 12 nuclei are expected to be minimal as nuclear spins are weakly coupled to their environment.
Therefore, such spin systems are natural qubits for quantum information processing since they offer
long decoherence times. Indeed they have been used in bulk liquid NMR experiments to perform
some basic quantum algorithms like those of Deutsch [10] and Grover [11]. They have already
been employed in some solid-state proposals, for example that of Ref. [12] where a set of donor
atoms (like P) is embedded in pure silicon. Here, the qubit is represented by the nuclear spin of
the donor atom and single qubit and C−NOT operations might then be achieved between neighbor
nuclei by attaching electric gates on top and between the donor atoms [12]. Another proposal [13]
suggests controlling the hyperfine electron-nuclear interaction via the excitation of the electron gas
in quantum Hall systems. Both of these proposals, however, require the attachment of electrodes or
gates to the sample in order to manipulate the nuclear spin qubit. Such electrodes are likely to have
an invasive effect on the coherent evolution of the qubit, thereby destroying quantum information.
In the second part of this chapter, we propose a NMR solid-state based mechanism for quantum
computation free from these shortcomings. The outline of this chapter is as follows: In Section 2
we give a detailed prescription for producing maximally entangled exciton states of two and three
semiconductor QDs. Section 3 considers the effects of decoherence on the optical generation of such
entangled states. In Section 4, a protocol for teleporting the excitonic state of a quantum dot is
proposed. In Section 5 we give a novel model for quantum logic with an NMR−based nanostructure
switch. Concluding remarks are given in Section 6.
2 Generation of maximally entangled exciton states in optically
driven quantum dots
When two quantum dots are sufficiently close, there is a resonant energy transfer process originating
from the Coulomb interaction whereby an exciton can hop between dots [14]. Experimental evidence
of such energy transfers between quantum dots was reported recently [15]; the resonant process
also plays a fundamental role in biological and organic systems, and is commonly called the Fo¨rster
process [16]. Unlike usual single-particle transport measurements, the Fo¨rster process does not
require the physical transfer of the electron and the hole, just their energy. Hence it is relatively
insensitive to the effects of impurities which lie between the dots.
Here we show how the resonant transfer (Fo¨rster) interaction between spatially separated ex-
citons can be exploited to produce maximally entangled states of two (Bell) and three (GHZ)
optically driven QDs, starting from suitably initialized states. Previous experiments have stud-
ied entangled states of trapped ions [3], photons [17], and particle spins in bulk liquid NMR [18],
but to our knowledge, there is not such an scheme for producing deterministic entanglement in
a semiconductor nanostructures setup. In the proposal given here we exploit recent experimental
results involving coherent wavefunction control of excitons in semiconductor quantum dots on the
nanometer and femtosecond scales [15, 19, 20, 21], i.e, the system requirements can be realized with
current experiments employing both ultrafast and near-field optical spectroscopy of quantum dots.
We denote by 0 (1) a zero-exciton (single exciton) QD. We consider a system of N identical
and equispaced QDs, containing no net charge, which are radiated by long-wavelength classical
light (see Figure 1) in order to produce reliable generation of the maximally entangled states
|ΨBell(ϕ)〉 = 1√2(|00〉+ eiϕ |11〉) and |ΨGHZ(ϕ)〉 =
1√
2
(|000〉+ eiϕ |111〉), for several different values
of the phase factor ϕ. The formation of single excitons within the individual QDs and their inter-
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Figure 1: Schematic of the optical setup for the N = 2 QDs system. The identical QDs, containing no net
charge, are radiated with long-wavelength classical light of central frequency ω, ξ(t) = Ae−iωt. Formation
of single excitons within the individual QDs and their inter-dot hopping in the presence of the Fo¨rster
interaction are illustrated schematically. The bandgap ǫ as well as the conduction band (CB) and the
valence band (VB) of the system are also shown.
dot hopping can be described in the frame of the rotating wave approximation (RWA) by the
Hamiltonian (h¯ = 1) [22]:
H
Λ
= ∆ωJz +A(J+ + J−) +W (J2 − J2z ) . (1)
Here ∆ω ≡ ǫ − ω is the detuning parameter, ǫ is the QD band gap, W represents the interdot
Coulomb interaction (Fo¨rster process), the subscript Λ refers to the rotating frame (see below),
and the operators J+ =
∑N
n=1 e
†
nh
†
n, J− =
∑N
n=1 hnen, Jz =
1
2
∑N
n=1 (e
†
nen − hnh†n), with e†n (h†n) de-
scribing the electron (hole) creation operator in the n’th QD. The Ji−operators obey the usual an-
gular momentum commutation relations [Jz, J±] = ±J±, [J+, J−] = 2Jz, and [J2, J+] = [J2, J−] =
[J2, Jz] = 0, where J
2 ≡ 12 [J+J− + J−J+] + J
2
z . We consider the situation of a laser pulse with
central frequency ω given by ξ(t) = Ae−iωt, where A gives the electron-photon coupling and the in-
cident electric field strength. From a practical point of view, parameters A and ∆ω are adjustable in
the experiment to give control over the system of QDs. Next, we discuss the main results obtained
from the computation of both analytical and numerical solutions for the time evolution of H
Λ
[22].
The solution to the quantum dynamical equation of motion of the system is equivalently given in
terms of both the wave function and the density matrix formalisms, enabling us the strength and
the length of the laser pulses required for reliably generation of maximally entangled exciton states
of two and three QDs.
2.1 Unitary evolution and the wave function
The total wave function of the excitonic system considered here, starting with the initial condition
|Ψ(t = 0)〉 = |Ψ0〉 (for any N), can be expressed as |Ψ(t)〉Λ =
∑
k Cke
−iEkt |ψk〉, where H |ψk〉 =
Ek |ψk〉 (H is the Hamiltonian in the laboratory frame), and |ψk〉 =
∑
j Akj |Mj〉 . As mentioned
before, the subscript Λ refers to the unitary transformation which leads us from the laboratory
frame to the rotating frame by using the rule |Ψ(t)〉Λ = Λ†(t) |Ψ(t)〉S, with Λ = e−iωJZ t (subscript
S denotes Schro¨dinger picture). The normalization coefficients Ck depend on the chosen initial
condition |Ψ0〉: by writing |Ψ(0)〉 =
∑
k βk |Mk〉 (βk = 〈Mk |Ψ(0)〉) we see, from the above expansion
given for |Ψ(t)〉Λ , that |Ψ(0)〉 =
∑
k Ck |ψk〉 . Hence, the general expression for the coefficients
Ck becomes Ck = 〈ψk |Ψ(0)〉 =
∑
j βj 〈ψk |Mj〉 =
∑
j βjA
∗
kj . The matrix elements Akj must be
determined for each particular value of N , and |Mj〉 ≡ |J,Mj ; q〉, where J can take the values
N
2 ,
N
2 − 1, ..., 12 or 0, and for each J−fixed value, we have the 2J + 1 different values M =
4
−N2 ,−N2 +1, ..., N2 −1, N2 . The label q is introduced to further distinguish the states: q = 1, 2, ...,DJ ,
where the multiplicity DJ , i.e. the number of states having angular momentum J and M = J , is
given by DJ =
2J+1
J+N
2
+1
( N
N
2
+J
)
. Hence, the total wave function in the rotating frame can be written
as
|Ψ(t)〉Λ =
∑
k
∑
j
CkAkje
−iEkt |Mj〉 . (2)
The eigenfunction given in Eq. (2) describes any number of QDs. We only need to diagonalize
a square matrix of side 2J + 1 for each J . Every eigenvalue so obtained occurs DJ times in the
entire spectrum. Next, we show how to generate highly excitonic entangled states by solving the
quantum equation of motion associated with Eq. (2) for the cases N = 2 and 3.
2.1.1 Two coupled QDs and Bell states
Here we give the light excitation procedure to obtain the maximally entangled Bell states |ΨBell(ϕ)〉 =
|00〉 + eiϕ|11〉. The phase ϕ determines the type of entangled state generated in the optical pro-
cess. We choose the basis of eigenstates of J2 and Jz, {|M1〉 ≡ |J = 1,M = −1〉 ≡ |0〉, |M2〉 ≡
|J = 1,M = 0〉 ≡ |1〉, |M3〉 ≡ |J = 1,M = 1〉 ≡ |2〉}, as an appropriate representation for this prob-
lem. Here |0〉 represents the vacuum for excitons, |1〉 denotes the single-exciton state while |2〉 repre-
sents the biexciton state. In the absence of light, we have that E(J,M) = ∆ωM+W [J(J+1)−M2],
so the energy levels of the system are E0 ≡ E(1,−1) = W − ∆ω, E1 ≡ E(1, 0) = 2W , and
E2 ≡ E(1, 1) = W + ∆ω. Next, consider the action of the radiation pulse of light ξ(t) over this
pair of qubits at resonance, i.e. ∆ω = 0. In this case, the new eigen-energies of the coupled system
are: E0 = W, and E1,2 =
1
2
(
3W ±
√
16 |A|2 +W 2
)
. Here we have assumed that the decoherence
processes are negligibly small over the time scale of the evolution (see next section). It is a straight-
forward exercise to compute the explicit coefficients of Eq. (2) for both of the J−subspaces that
span the Hilbert space SU(2)⊗ SU(2) (N = 2) [22]. Hence, the density of probability ℘(Bell) for
finding the entangled Bell state between vacuum and biexciton states as a function of time for the
initial condition |Ψ0〉 = |0〉 can be calculated as
℘(Bell) = 12
∣∣∣∣∣
∑
k
Ck
(
Ak1 + e
iϕAk3
)
e−iEkt
∣∣∣∣∣
2
. (3)
Results of the computation of Eq. (3) are shown in Fig. 2. Here we show several different selective
pulses of light τ
B
that produce the entangled state |ΨBell(ϕ = 0)〉. In these figures, energies are
given in terms of the band gap ǫ: W = 0.1, and (a) A = 125 , (b) A =
1
50 , (c) A = 10
−2, and
(d) A = 10−3. Here the energy W is kept fixed while the amplitude of the radiation pulse A is
varied. As a result of this, the time τ
B
increases with diminishing incident field strength A [22]. We
also consider another method for manipulating the length τ
B
: keeping A fixed while varying W .
In this case, the analysis shows that for a fixed value of A the length τ
B
decreases with decreasing
interaction strength W [22]. The latter procedure could be experimentally more expensive than
the former since the variation of W has to be tailored by changing the interdot distance and/or the
radius of the dots. However, this method offers an interesting experimental possibility for studying
the Fo¨rster mechanism.
Regarding the experimental generation of these Bell states, we suggest a consideration of wide-
gap semiconductor QDs, like ZnSe based QDs, for instance. For these materials, the band gap ǫ =
2.8 eV, which implies a resonant optical frequency ω = 4.3× 1015 s−1. Femtosecond spectroscopy
is currently available for these systems[20]. For a ϕ = 0 or 2π pulse, W = 0.1 ǫ and A = 0.04 ǫ,
it can be seen from Fig. 2(a) that the generation of the state 1√
2
(|00〉+ |11〉) requires a pulse of
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Figure 2: Generation of the Bell State 1√
2
(|00〉 + |11〉). These pulses correspond to the realization of the
Hadamard gate followed by a quantum CNOT gate. W = 0.1, ϕ = 0, and (a) A = 1
25
, (b) A = 1
50
,
(c) A = 10−2, and (d) A = 10−3. |Ψ(t)〉 denotes the total wavefunction of the system at time t in both
laboratory (solid curves) and rotating frames (dashed curves). The energy is in units of the band gap ǫ, and
|Ψ0〉 = |0〉.
length τ
B
= 7.7× 10−15 s. By changing the value of the amplitude A, we can modify the length τ
B
of this Bell pulse, i.e. a new A implies a new value for τ
B
: from Fig. 2 we can see that τ
B
can be
tailored in such a way that reliable entangled state preparation can be done in the interval 10−11 s
< τ
B
< 10−15 s [22], which is in agreement with currently available excitonic dephasing times [19].
2.1.2 Three coupled QDs and GHZ states
We give the procedure for generating the entangled GHZ states |ΨGHZ(ϕ)〉 = 1√2(|000〉+eiϕ |111〉),
for arbitrary values of ϕ, in the proposed system of 3 coupled QDs. Without loss of generality, we
consider the J = 32−subspace as the only one optically active (the other two J = 1/2 subspaces re-
main optically dark). We work in the basis set |J = 3/2,M〉, {|0〉 = |3/2,−3/2〉, |1〉 = |3/2,−1/2〉,
|2〉 = |3/2, 1/2〉, |3〉 = |3/2, 3/2〉}, where |0〉 is the vacuum state, |1〉 is the single-exciton state, |2〉
is the biexciton state and |3〉 is the triexciton state. In the absence of light, the energy levels of
the system are given by E0 ≡ E(3/2,−3/2) = 32(W − ∆ω), E1 ≡ E(3/2,−1/2) = 12(7W − ∆ω),
E2 ≡ E(3/2, 1/2) = 12(7W +∆ω), and E3 ≡ E(3/2, 3/2) = 32(W +∆ω). Next we consider, at reso-
nance, the effect of the pulse of light ξ(t) over this system of 3 QDs: we get the new eigenenergies
E0,1 =
5
2W + |A| ±
√
(W + |A|)2 + 3 |A|2, and E2,3 = 52W − |A| ±
√
(W − |A|)2 + 3 |A|2.
Starting with a zero-exciton state as the initial state, i.e. |Ψ0〉 = |0〉, we calculate the probability
density ℘(GHZ) of finding the entangled |ΨGHZ(ϕ)〉 state between vacuum and triexciton states
as
℘(GHZ) = 12
∣∣∣∣∣
∑
k
Ck
(
Ak1 + e
iϕAk4
)
e−iEkt
∣∣∣∣∣
2
. (4)
6
0     2    4       6   8 100    2      4      6    8 10
0
0.2
0.4
0.6
0.8
1
0 500 1000 1500 2000 25000  50 100 150 200
0
0.2
0.4
0.6
0.8
1
(c) (d)
(a)
  (b)
ωt
x10      6
ωt
x10      3
GH
Z|
<|
| >2
Ψ(
t)
GH
Z|
<|
| >2
Ψ(
t)
Figure 3: Generation of the GHZ state 1√
2
(|000〉+ |111〉). These pulses correspond to the realization of the
Hadamard gate followed by two quantum CNOT gates. W = 0.1, ϕ = 0, and (a) A = 1
25
, (b) A = 1
50
,
(c) A = 10−2, and (d) A = 10−3.
In Figure 3 the selective pulses used to generate the GHZ state 1√
2
(|000〉+ |111〉) (ϕ = 0, 2π) are
shown: it can be seen from Fig. 3(a) that for a band gap ǫ = 2.8 eV (resonant optical frequency
ω = 4.3 × 1015 s−1), W = 0.1 ǫ and A = ǫ25 , a pulse of length τGHZ = 1.3 × 10−14 s is required.
We explore several different ranges for the τ
GHZ
−pulses required in the generation of these GHZ
states. For fixed W, the time τ
GHZ
increases with decreasing incident field strength A. In contrast,
for fixed A, the length τ
GHZ
decreases with decreasing interdot interaction strength [22]. It is worth
noting that after the preparation step, which is determined by the length of the pulses τ
Bell
and
τ
GHZ
, the Fo¨rster interaction parameter W , and the field strength A, the system will evolve under
the action of the Hamiltonian (1) with ∆ω = A = 0: each one of the maximally entangled states
discussed here are eigenstates of this remaining Hamiltonian.
The above results are not restricted to ZnSe-based QDs: by employing semiconductors of dif-
ferent bandgap ǫ (e.g., GaAs, organic-inorganic systems), other regions of parameter space can be
explored. We have studied the time evolution of the system of QDs for several different values of
the phase ϕ. These give similar qualitative results to the ones discussed previously. Next, we show
how the density matrix formalism can be used in an equivalent manner in order to produce the
excitonic entangled states described before.
2.2 Pseudo-spin operators and the density matrix
In this section we consider a rectangular radiation pulse, starting at time t = 0 with central
frequency ω, given by ξ(t) = Acos(ωt). The time evolution of any initial state under the action of
the Hamiltonian (1) is easily performed by means of the pseudo 12−spin operator formalism[23, 24].
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Single transition operators are defined by
〈i|Jr−sx |j〉 =
1
2
(δirδjs+δisδjr), 〈i|Jr−sy |j〉 =
i
2
(−δirδjs+δisδjr), 〈i|Jr−sz |j〉 =
1
2
(δirδjr−δisδjs) (5)
where r-s denotes the transition between states |r〉 and |s〉 within a given J subspace. The three
operators belonging to one particular transition r-s obey standard angular momentum commuta-
tion relationships
[
Jr−sα , J
r−s
β
]
= iJr−sγ , where (α, β, γ) represents a cyclic permutation of (x, y, z)
(operators belonging to non-connected transitions commute:
[
Jr−sα , J
t−u
β
]
= 0 with α, β = x, y or
z). In this case, the Hamiltonian in the rotating frame (ǫ≫ W ) becomes3
HΛ = ∆ωJz − 12A(J+ + J−)−W (J2 − J2z ). (6)
We now give the expressions for the density matrix associated with the N = 2, 3 QD systems
and show that the Hamiltonian (6) leads to the generation of the entangled states |ΨBell(ϕ)〉 , and
|ΨGHZ(ϕ)〉 .
2.2.1 Bell states
Here we describe the light excitation procedure to obtain the Bell-type states |ΨBell(ϕ)〉. To find
the analytical solution of the dynamical equation governing the system’s matrix density, we start
with the initial condition representing the vacuum of excitons: only the J = 1 subspace is optically
active (the J = 0 subspace remains dark). Choosing the basis of eigenstates of J2 and Jz as in
Section 2.1.1, the rotating frame Hamiltonian and initial density matrix can be expressed in terms
of pseudo-spin operators as follows
H
Λ
= −2∆ωJ0−2z + 2W3 (J0−1z − J1−2z )−
√
2A(J0−1x + J
1−2
x ) ,
ρ(0) = 13I +
2
3(J
0−1
z + J
0−2
z ) . (7)
Here I denotes the identity matrix in the subspace J = 1. In the absence of light, the energy
levels of the system are given as in Section 2.1.1 (with accuracy of a sign). Consider the action
of a pulse of light at resonance and amplitude A ≪ W . Assuming that the decoherence processes
are negligibly small over the time scale of the evolution (see later), the density matrix at time t
becomes
ρ(t) = 13I +
[
cos(ω2t) +
1
3
]
J0−1z +
[
cos(ω2t)− 13
]
J1−2z − sin(ω2t)J0−2y , (8)
which exhibits the generation of coherence between vacuum and biexciton states through the op-
erator J0−2y , which oscillates at frequency ω2 = A
2/W .
The state |ΨBell(ϕ)〉 has a corresponding density matrix ρBell = I/3 + J0−1z /3 − J1−2z /3 +
cos(ϕ)J0−2x −sin(ϕ)J0−2y . Comparing this last equation with Eq. (8), we see that the system’s quan-
tum state at time τB = πW/2A
2 corresponds to the maximally entangled Bell state |ΨBell(π/2)〉.
The time evolutions of populations and coherences for an initial vacuum state are plotted in Fig.
4. The evolution of populations of the vacuum ρ00 and the biexciton ρ22 states are shown in Fig.
4(a). Clearly the approximate analytic calculation given here describes the system’s evolution very
well when compared with the exact numerical solution (Fig. 4(a)). Figure 4(b) shows the overlap,
O(t) = Tr [ρBellρ(t)], between the maximally entangled Bell state and the one obtained by applying
a rectangular pulse of light at resonance. The thick solid line (Fig. 4(b)) describes O(t) with a
3The Hamiltonian (6) differs from the one given in Eq. (1) by a sign because of the choice of the sign for the
interdot interaction W .
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Figure 4: (a) Population of the vacuum state ρ00 and biexciton state ρ22 in two coupled QDs, as a function
of time. (b) Time-evolution of overlap with maximally entangled Bell state. ǫ = 1, W = ǫ/10 and A =
W/5. Blue (thin solid) line shows exact numerical result in the laboratory frame. Red (thick solid) line in
(b) represents the exact numerical solution in the rotating frame. Pink (dashed) line shows approximate
analytical result. (c) Time-evolution of overlap with maximally entangled GHZ states |ΨGHZ(ϕ)〉, and (d)
|ΨGHZ(ϕ)〉2, under the action of a rectangular pulse of light at resonance. ǫ = 1, W = ǫ/10 and A = 2W/5.
Red (solid) line represents exact numerical solution. Blue (dashed) line shows approximate analytical result.
maximally entangled Bell state in the rotating frame, while the thin solid line (Fig. 4(b)) represents
the overlap with a Bell state transformed to the laboratory frame: obviously the rotating frame case
corresponds to the amplitude evolution of the laboratory frame signal. The dashed line illustrates
the approximate solution overlap in the rotating frame. The approximate solution works very well,
supporting the idea that a selective Bell pulse of length τB = πW/2A
2 can be used to create the
Bell state |ΨBell(π/2)〉 in the system of two coupled QDs. The same conclusion can also be drawn
from the time evolution of the overlap between the exact Bell-state density matrix and the one
obtained directly from the numerical calculation [22](b). Therefore, the existence of a selective Bell
pulse is numerically confirmed.
2.2.2 GHZ states
Next, consider three quantum dots of equal size placed at the corners of an equilateral triangle, as
in Section 2.1.2, with the J = 32 subspace being the only one optically active subspace, and with the
same basis set of Section 2.1.2. In terms of pseudo-spin operators, the rotating frame Hamiltonian,
including the radiation term, is now given by
H
Λ
= −∆ω(3J0−3z + J1−2z ) + 2W (J0−1z − 2J2−3z )−A
[√
3(J0−1x + J
2−3
x ) + 2J
1−2
x
]
. (9)
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In terms of its associated density matrix, the entangled state |ΨGHZ(ϕ)〉 between vacuum and
triexciton states is given by ρGHZ = I/4 + J
0−1
z /2 − J2−3z /2 + cos(ϕ)J0−3x + sin(ϕ)J0−3y , where I
denotes the identity matrix in the J = 32 subspace. This state can be generated after an appropriate
π
2−pulse: starting with a zero-exciton state |0〉, at resonance, and using the properties of pseudo-
spin operators, the evolved state under the action of Hamiltonian Eq. (9) can be obtained in a
straighforward way in the limit A/W ≪ 1 [22](b):
ρ(t) = 14I +
[
cos(ω3t) +
1
2
]
J0−1z + cos(ω3t)J
1−2
z +
[
cos(ω3t)− 12
]
J2−3z + sin(ω3t)J
0−3
y , (10)
with ω3 = d− − d+ + A and d± = W
[
1± AW + ( AW )2
]1/2
. Clearly |ΨGHZ(π/2)〉 can be generated
with a π2−pulse of length τGHZ = 4πW 2/3A3. In Fig. 4(c) we show the overlap between the exact
density matrix and that corresponding to state |ΨGHZ(ϕ)〉. The dashed line shows the overlap
using our approximate density matrix, Eq. (10).
We also give the scheme for generating the entangled state between a single exciton |1〉 and
the biexciton |2〉, |ΨGHZ(ϕ)〉2 = 1√2 (|1〉 + eiϕ|2〉). In order to generate |ΨGHZ(ϕ)〉2, we take the
single exciton state |1〉 as the initial condition. Evolution of this new initial state under HΛ (Eq.
(9)) with ∆ω = 0 generates a new density matrix ρ(t) which can be used to show that a pulse of
duration τ ′GHZ = π/4A, generates the state |ΨGHZ(π/2)〉2. Figure 4(d) shows the overlap between
ρ(t) and ρGHZ2 [22](b). We emphasize that the two maximally entangled GHZ states considered
above have very different frequencies. This feature should enable each of these maximally entangled
GHZ states to be manipulated separately in actual experiments, even if the initial state is mixed.
From the results above, it follows that in order to generate maximally entangled exciton states,
π
2−pulses with sub-picosecond duration should be used. A surprising conclusion of our results is
that entangled-state preparation is facilitated by weak light fields (i.e. A≪W ): strong fields cause
excessive oscillatory behavior in the density matrix. The relevant experimental conditions as well
as the required coherent control to realize the above combinations of parameters, are compatible
with those demonstrated in Refs. [15, 19, 20]: we expect that the experimental generation of the
Bell and GHZ states discussed here should be possible with these ultrafast semiconductor optical
techniques. Here it is important to highlight that the corresponding increase in the effective gap
will yield a larger exciton binding energy: typical decoherence mechanisms (e.g., acoustic phonon
scattering) will hence become less effective. The generation of maximally entangled states in this
proposal has considered the experimental situation of global excitation pulses, i.e. pulses acting
simultaneously on the entire QD system. However, by using near-field optical spectroscopy [21],
individual QDs from an ensemble can be addressed by using local pulses, a feature that can be
exploited to generate entangled states with different symmetries, such as the antisymmetric state
1√
2
(|01〉 − |10〉). Hence, we should be able to generate the so-called Bell basis of four mutually
orthogonal states for the 2 qubits, all of which are maximally entangled, i.e. the set of states
1√
2
{(|00〉+ |11〉), (|00〉− |11〉), (|01〉+ |10〉), (|01〉− |10〉)}. From a general point of view, this basis
is of fundamental relevance for quantum information processing.
In summary, we have shown how maximally entangled Bell and GHZ states can be generated
using the optically driven resonant transfer of excitons between quantum dots. Selective Bell and
GHZ pulses have been identified by an approximate, yet accurate, analytical approach which should
prove a useful tool when designing experiments. Exact numerical calculations confirm the existence
of such ϕ−pulses for the generation of maximally entangled states in coupled dot systems.
10
10 20 30 40 50 60
Wt
0.2
0.4
0.6
0.8
1
O
(t)
70
A = 0.2
Bell
GHZ
No Forster
A = 0.1
Figure 5: Maximally entangled exciton states generation in the zero decoherence limit. Thick (red) lines
represent the Bell-state overlap with A = 0.1: solid, Forster term included; dotted, Forster term not included.
Thin (blue) lines represent the GHZ-state overlap with A = 0.2 and same meaning for solid and dotted lines.
3 Decoherence mechanisms
Here we analize the reliability of the preparation of entangled states when decoherence mechanisms
are taken into account during the generation step. Exciton decoherence in semiconductor QDs is
dominated by acoustic phonon scattering at low temperatures [26]. Hence, we consider the acoustic
phonon dephasing mechanism
Henv =
∑
~k
ω~ka
†
~k
a~k +
∑
~k
g~kJz(a
†
~k
+ a~k), (11)
where a†~k (a~k) is the creation (annihilation) operator of the acoustic phonon with wavevector
~k, as
the main factor responsible for decoherence effects in the generation of the maximally entangled
exciton states analized before [27]. The new time evolution to be analyzed is modelled by the
Hamiltonian H ′ = H
Λ
+Henv. Here we consider pure decoherence effects that do not involve energy
relaxation of excitons (these effects will be addressed elsewhere [29]). The exact kinetic equations
for the system of QDs can be obtained by applying the method of operator-equation hierarchy
developed for Dicke systems in [28]. Following the standard procedure, by assuming a very short
correlation time for exciton operators, the exact hierarchy of equations transforms into a Markovian
master equation. The initial condition is represented by the density matrix ρ(0) = |0〉〈0|ρPh(T ),
exciton vacuum and the equilibrium phonon reservoir at temperature T . At resonance (∆ω = 0)
the dynamical equation for the expectation value of exciton operators is given by
∂〈Jr−sα 〉
∂t
= −iW 〈[Jr−sα , J2z ]〉 − iA〈[Jr−sα , J+ + J−]〉 − Γ(2〈[Jr−sα , Jz ]Jz〉 − 〈[Jr−sα , J2z ]〉), (12)
where Γ =
∫
dω′ω′ne−ω
′/ωc(1 + 2N(ω′, T )) is the decoherence rate with n depending on the dimen-
sionality of the phonon field, ωc is a cut-off frequency (typically the Debye frequency) and N(ω
′, T )
is the phonon Bose-Einstein occupation factor. It is a well known fact that very narrow linewidth
of the photoluminescence signal of a single QD does exist due to the elimination of inhomogeneous
broadening effects. Consequently, the decoherence rate Γ in this analysis should be associated with
just homogeneous broadening effects. At low temperature the main decoherence mechanism is in-
deed acoustic phonon scattering processes. The decoherence parameter Γ is temperature dependent
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Figure 6: Maximally entangled exciton states generation in the presence of decoherence: (a) 〈OB(t)〉 for
A = 0.1, red (dotted) line and A = 0.4, blue (solid) line. (b) 〈OG(t)〉 for A = 0.2, red (dotted) line and
A = 0.4, blue (solid) line. In plots (a) and (b) Γ is kept fixed: Γ = 0.001. In figures (c) and (d) A = 0.4 is
kept fixed whereas Γ is varied: Γ = 0.001, red (dotted) line, Γ = 0.01, blue (solid) line and Γ = 0.1, green
(dashed) line. These curves correspond to (c) 〈OB(t)〉 and (d) 〈OG(t)〉.
and it amounts to 20-50 µeV for typical III-V semiconductor QDs in a temperature range from 10
K to 30 K [26]. We consider typical values for Γ which can represent real situations for QDs at low
temperatures together with the experimental conditions ǫ = ω = 1 and the Fo¨rster termW = 0.1 ǫ.
Laser strengths and decoherence rates are expressed in units of W . The coupled differential linear
equations for the time dependent pseudo-spin expectation values are solved and the results are given
in terms of the time dependent overlaps OB(t) = Tr{ρBellρ(t)} and OGHZ(t) = Tr{ρGHZρ(t)} [27].
Figure 5 shows the evolution of the overlaps OB(t) and OGHZ(t) in the limit of very weak
light excitation and zero decoherence. It can be seen that no maximally entangled exciton states
generation is possible if the Fo¨rster interaction is turned off. This implies that efficient exciton
entangled states generation should be helped by compact QD systems where the Fo¨rster term can
take a significant value, as we discussed in the above section. Figures 6(a) and 6(c) show the case
of Bell-state generation (N = 2 QDs) in the presence of noise. In Fig. 6(a) the decoherence rate
Γ = 0.001, and the laser intensities are A = 0.1, and A = 0.4. It is shown that τB is significantly
shortened by applying stronger laser pulses. Therefore, decoherence effects can be minimized by
using higher excitation levels. However, a higher laser intensity also implies a sharper evolution
which therefore requires a very precise pulse length. Figure 6(c) shows temperature-dependent
results for Γ = 0.001, 0.01 and 0.1, when A = 0.4 is kept fixed. We can see that at high temperatures
(Γ = 0.1) no maximally entangled states generation is possible. However, it can be estimated that
Γ values between 0.001 − 0.01 are typical in the temperature range from 10 K to 50 K: in this
12
parameter window successful generation of Bell states can be produced [27], as shown in Fig. 6(c).
Figures 6(b) and 6(d) show the case of GHZ states generation (N = 3 QDs). As above, τGHZ
is shortened by using higher laser excitation levels, as can be seen from Fig. 6(b) for Γ = 0.001.
Figure 6(d) shows the temperature effects through the variation of Γ for A = 0.4. We see that
similar decoherence rates yield a more dramatic reduction of the coherence in the GHZ case than in
the Bell case. However, as for Bell generation, a parameter window does exist where the generation
of such entangled states are feasible [27]. It is worth noting the different scaling behaviour of the
generation frequency of these entangled states at very low temperature, i.e. vanishing Γ and very
low laser excitation. While selective π2 laser pulse length for the Bell case scales likeW/A
2, selective
π
2 pulse length for the GHZ case scales likeW
2/A3. This property of π2 pulses to generate maximally
entangled exciton states was demonstrated analytically in the above section and is verified in the
present section by looking at the numerical results presented in Figure 6.
In summary, decoherence effects can be minimized in the generation of maximally entangled
states by applying stronger laser pulses and working at low temperatures where acoustic phonon
scattering is the main decoherence mechanism. Since we have shown that the generation of maxi-
mally entangled exciton states is preserved over a reasonable parameter window even in the presence
of decoherence mechanisms, we stress that this optical generation could be exploited in solid state
devices to perform quantum protocols, such as the teleportation of an excitonic state in a coupled
QD system [30], as we show next.
4 Quantum teleportation of excitonic states
Here we propose a practical scheme capable of demonstrating quantum teleportation which exploits
currently available ultrafast spectroscopy techniques in order to prepare and manipulate entangled
states of excitons in coupled QDs [30]. Since the original idea of quantum teleportation considered
in 1993 by Bennett et al. [31], great efforts have been made to realize the physical implementation
of teleportation devices [32]. The general scheme of teleportation [31], which is based on Einstein-
Podolsky-Rosen (EPR) pairs [33] and Bell measurements [34] using classical and purely nonclassical
correlations, enables the transportation of an arbitrary quantum state from one location to another
without knowledge or movement of the state itself through space. This process has been explored
from various points of view [32]; however none of the experimental set-ups to date have considered
a solid-state approach, despite the recent advances in semiconductor nanostructure fabrication and
measurement [9, 15, 19, 21]. Reference [19], for example, demonstrates the remarkable degree of
control which is now possible over quantum states of individual quantum dots (QDs) using ultra-fast
spectroscopy. The possibility therefore exists to use optically-driven QDs as “quantum memory”
elements in quantum computation operations, via a precise and controlled excitation of the system.
In order to implement the quantum operations for the description of the teleportation scheme
proposed here, we employ two elements: the Hadamard transformation and the quantum controlled-
NOT gate (C-NOT gate). In the orthonormal computation basis of single qubits {|0〉 , |1〉}, the
C-NOT gate acts on two qubits |ϕi〉 and |ϕj〉 simultaneously as follows: C-NOTij(|ϕi〉 |ϕj〉) 7→
|ϕi〉 |ϕi ⊕ ϕj〉. Here ⊕ denotes addition modulo 2. The indices i and j refer to the control bit
and the target bit respectively (see Fig. 7). The Hadamard gate UH acts only on single qubits
by performing the rotations UH(|0〉) 7→ 1√2 (|0〉+ |1〉) and UH(|1〉) 7→
1√
2
(|0〉 − |1〉). The above
unitary transformations can be written as
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Figure 7: Schematic representation of (a) The Hadamard gate, and (b) The controlled-NOT gate.
UH =
1√
2
(
1 1
1 −1
)
, C −NOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 , (13)
and represented in the language of quantum circuits as in Figure 7. We also introduce a pure
state |Ψ〉 in this Hilbert space given by |Ψ〉 = α |0〉 + β |1〉 with |α|2 + |β|2 = 1, where α and
β are complex numbers. As discussed in the above section, |0〉 represents the vacuum state for
excitons while |1〉 represents a single exciton. Following Ref. [35], in Figure 8 we show the general
computational approach discussed in this section. As usual, we refer to two parties, Alice and
Bob. Alice wants to teleport an arbitrary, unknown qubit state |Ψ〉 to Bob. Figure 9 shows the
specific realization we are proposing using optically controlled quantum dots with QD a initially
containing |Ψ〉. Alice prepares two qubits (QDs b and c) in the state |0〉 and then gives the state
|Ψ00〉 as the input to the system. By performing the series of transformations shown in Fig. 8, Bob
receives as the output of the circuit the state 1√
2
(|0〉+ |1〉)a 1√2(|0〉+ |1〉)b |Ψ〉c (Fig. 9(d)). In Ref.
[30] we generalize the teleportation scheme given in Ref. [35] to the case of an N qubit quantum
circuit. In order to describe the physical implementation of the quantum circuit given in Fig. 8
using coupled quantum dots, we exploit the recent experimental results involving coherent control
of excitons in single quantum dots on the nanometer and femtosecond scales [19, 15]. Consider
a system of three identical and equispaced QDs containing no net charge (Fig. 9(a)), which are
initially prepared in the state |Ψ〉a |0〉b |0〉c. As shown in Fig. 9(a), one of these (QD a) contains
the quantum state |Ψ〉a that we wish to teleport, while the other two (QDs b and c) are initialized
in the state |00〉bc− this latter state is easy to achieve since it is the ground state. Following this
initialization, we illuminate QDs b and c with the radiation pulse ξ(t) = A exp(−iωt) (see Fig.
9(b)). For the case of ZnSe-based QDs, the band gap ǫ = 2.8 eV, hence the resonance optical
frequency ω = 4.3 × 1015 s−1. For a 0 or 2π−pulse, the density of probability for finding the QDs
b and c in the Bell state 1√
2
(|00〉 + |11〉) requires the length τ
Bell
= 7.7 × 10−15 s (see Fig. 2(a)).
Hence, this time τ
Bell
corresponds to the realization of the first two gates of the circuit in Fig. 8,
i.e. the Hadamard transformation over QD b followed by the C-NOT gate between QDs b and c.
After this, the information in qubit c is sent to Bob and Alice keeps in her memory the state of
QD b. Next, we need to perform a C-NOT operation between QDs a and b and, following that, a
Hadamard transform over the QD a: this procedure then leaves the system in the state
1
2 {|00〉 (α |0〉+ β |1〉) + |01〉 (β |0〉+ α |1〉) + |10〉 (α |0〉 − β |1〉) + |11〉 (−β |0〉+ α |1〉)} . (14)
As can be seen from Eq. (14), we are proposing the realization of the Bell basis measurement in
two steps [35]: first, we have rotated from the Bell basis into the computational basis (|00〉, |01〉,
|10〉, |11〉), by performing the unitary operations shown before the dashed line in Fig. 8. Hence, the
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Figure 8: Circuit scheme to teleport an unknown quantum state from Alice to Bob using an arrangement
of 3 qubits (coupled quantum dots).
second step is to perform a measurement in this computational basis. At this point, we leave QDs
a and b in one of the four states |00〉, |01〉, |10〉, |11〉 (see Fig. 9(c)), which are the four possible
measurement results. This last step can be experimentally realized by using near-field optical
spectroscopy [21]. In this way, it is possible to scan, dot-by-dot, the optical properties of the entire
dot ensemble, and particularly, to measure directly the excitonic photoluminiscence spectrum of
dots a and b, thus completing the Bell basis measurement. The result of this measurement provides
us with two classical bits of information, conditional the states measured by nanoprobing on QDs
a and b (see Fig. 9(c)). These classical bits are essential for completing the teleportation process:
rewriting Eq. (14) as
1
2 {|00〉 |Ψ〉+ |01〉 σx |Ψ〉+ |10〉 σz |Ψ〉+ |11〉 (−iσy) |Ψ〉} (15)
we see that if, instead of performing the set of operations shown after the dashed line in Fig. 8, Bob
performs one of the conditional unitary operations I, σx, σz, or −iσy over the QD c (depending on
the measurement results or classical signal communicated from Alice to Bob, as shown in Fig. 9(c))4
the teleportation process is finished since the excitonic state |Ψ〉 has been teleported from dot a to
dot c. For this reason only two unitary exclusive-or transformations are needed in order to teleport
the state |Ψ〉. This final step can be verified by measuring directly the excitonic luminescence
from dot c, which must correspond to the initial state of dot a. For instance, if the state to be
teleported is |Ψ〉 ≡ |1〉, the final measurement of the near-field luminiscence spectrum of dot c
must give an excitonic emission line of the same wavelength and intensity as the initial one for
dot a. This measurement process, used for verifying the fidelity of the process, can be used if
we either perform the unitary transformations after Alice’s measurement (Fig. 9(c)) or we realize
the complete teleportation circuit shown in Fig. 8, leaving the system in the state shown in Fig.
9(d). As we discussed in Section II, it is possible to excite and probe just one individual QD
with the corresponding dephasing time τd = 4 × 10−11 s [19]. Hence we have the possibility of
coherent optical control of the quantum state of a single dot. Furthermore, this mechanism can
be extended to include more than one excited state: since
τ
Bell
τd
≃ 1.8 × 10−4, several thousand
unitary operations can in principle be performed in this system before the excited state of the QD
decoheres. This fact together with the experimental feasibility of applying the required sequence
of laser pulses on the femtosecond time-scale leads us to conclude that we do not need to worry
4These unitary transformations, which depend on the result of Alice’s measurement (subindices of U), are the Pauli
matrices U00 ≡ I =
(
1 0
0 1
)
, U01 ≡ σx =
(
0 1
1 0
)
, U10 ≡ σz =
(
−1 0
0 1
)
, U11 ≡ −iσx =
(
0 −1
1 0
)
.
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Figure 9: Practical implementation of teleportation using optically-driven coupled quantum dots. (a)
Initial state of the system. (b) Intermediate step: radiating the system with the pulse ξ(t). (c) Bell basis
measurement and the quantum state of the system at the dashed line in Fig. 8. (d) Final state. Typical
values for the dots are diameter d1 = 30 nm, thickness d2 = 3 nm and separation d3 = 50 nm.
unduly about decoherence ocurring whilst performing the unitary operations that Bob needs in
order to obtain the final states schematically sketched in Figs. 9(c) and 9(d), thereby completing
the teleportation process. In the case of Fig. 3(a), a similar analysis shows that τ
GHZ
= 1.3×10−14 s,
and hence
τ
GHZ
τd
≃ 3.3×10−4: this also makes the 4 qubits circuit given in Ref. [30] experimentally
feasible. Although this discussion refers to ZnSe-based QDs, other regions of parameter space can
be explored by employing semiconductors of different bandgap ǫ. As we will discuss in Section 6, we
believe that compact hybrid organic-inorganic nanostructures [25] are very promising candidates for
the experimental realization of the setup proposed here. In this case, the typical distance between
QDs should be of the same order as their size: in ZnSe, the Bohr radius of the three dimensional
Wannier exciton aB ≈ 35A, hence QDs with radii of about 50A will considerably increase the
binding energy of these excitons. If these dots are placed in an organic matrix separated by a
distance of the same order, we should be able to perform the appropriate quantum operations
required in the teleportation process of the excitonic state |Ψ〉. Even though the structures that
we are considering have a dephasing time of order 10−11 s, QDs with stronger confinement are
expected to have even smaller coupling to phonons giving the possibility for much longer intrinsic
coherence times.
In summary, we have proposed a practical implementation of a semiconductor quantum telepor-
tation device, exploiting current levels of optical control in coupled QDs. Furthermore the analysis
suggests that several thousand quantum computation operations may in principle be performed
before decoherence takes place.
5 Quantum logic with an NMR−based nanostructure switch
Here we propose a novel solid-state based mechanism for quantum computation. The essential
system is a nuclear spin−12 impurity placed at the center of a 2 electrons QD in the presence of an
external perpendicular magnetic field B. These electrons undergo abrupt ground-state transitions
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as the B-field is changed. The different ground states have very different charge distributions and
hence different hyperfine interaction with the nucleus. Thus, by changing B we can change the
hyperfine coupling and hence tune the nuclear resonance frequency. This allows one to effectively
select out one such dot from an array, and the same mechanism may also allow an electron-mediated
interaction between nuclei in different dots. The proposal is motivated by recent experimental
results which demonstrated the optical detection of an NMR signal in both single QDs [37] and
doped bulk semiconductors [38]. Hence the underlying nuclear spins in the QDs can indeed be
controlled with optical techniques, via the electron-nucleus coupling. In addition, the experimental
results of Ashoori et al. [40] and others, have demonstrated that few electron (i.e. N ≥ 2) dots
can be prepared, and their magic number transitions measured as a function of magnetic field.
The requirements for the present proposal are therefore compatible with current experimental
capabilities and the complications associated with voltage gates or electron transport of other
known proposals (Refs. [12, 13]) are avoided by providing an all-optical system.
5.1 The Model
As we mentioned briefly before, our model considers an array of silicon-based N−electron QDs in
which impurity atoms (nuclear spin 12) are placed at the center of each QD (see discussion below).
Ordinary silicon (28Si) has zero nuclear spin, hence it is possible to construct the QDs such that
no nuclear spins are present other than that carried by the impurity nuclei, say 13C. Since carbon
is an isoelectronic impurity in silicon, no Coulomb field is generated by this impurity. Hence the
electronic structure of the bare QDs is essentially unperturbed by the presence of the carbon atom.
Suppose the quantum dots are quasi two-dimensional (2D), contain N = 2 electrons, and are
under the action of the B-field. The lateral confining potential in such quasi-2D QDs is typically
parabolic to a good approximation: the electrons, with effective mass m∗, are confined by the har-
monic potential 12m
∗ω20,ir
2, where ω0,i is in general different for each dot (see Fig. 10). We consider
two configurations in which all of the electrons in the QDs are confined to the (a) z = 0, d, 2d, ...
planes (Fig. 10(a)) and (b) z = 0 plane (Fig. 10(c)). The latter scheme is particularly important
because it both facilitates the individual addressability of the qubits and offers a configuration that
could be exploited for performing a large number of parallel quantum gates (see Fig. 11). For both
of the configurations the repulsion between electrons is modelled by an inverse-square interaction
αr−2 which leads to the same ground-state physics as a bare Coulomb interaction r−1 [41], more-
over, such a non-Coulomb form may actually be more realistic due to the presence of image charges
[42]. These configurations are considered in such a way that there is not inter-dot tunnelling. In
such systems we have two combined effects which are exploited to perform conditional quantum
logic gates. First, we have the intra-dot interaction between electrons in the same QD and their
coupling to the nuclear qubits. This interaction produces jumps in the relative angular momentum
m of the two-electron ground state with increasing B. We have shown that these jumps in m
cause jumps in the amount of hyperfine splitting in the nuclear spin of the impurity atom, hence
providing a switching mechanism for the nuclear-electron spin transitions [36]. Second, we have the
correlation between neighbouring dots, i.e. the inter-dot interaction between electrons in different
QDs (see Figs. 10(b) and 10(c)). As we will see below, this is the main mechanism responsible for
the qubit control given here.
5.2 Hamiltonians and results
Let us analize the theoretical framework for the switching mechanism and the ability to tune the
electron-nucleus coupling given here. The Hamiltonian that models the electron spin-nuclear spin
17
dr
   +1,1
r 1j,
rj, 
j

I j 
Ij
z
x
rj+1, 
d
r
   +1,1
r 1j,    
rj,2
j
z
y
x
rj+1,
rj+1,2 r 1j,  -| |
V inte
r
(a) (b)
B
QD j
QD j
+1
~
~
~
~
2
2
2
+1

r 1j,    
rj,2
r
   +1,1j
z
y
x
r j+1,
2
rj+1,2
r 1j, 
-I j
Ij+1
(c)
Figure 10: Schematic of the double QD system. Each QD contains 2 electrons. (a) Configuration 1, vertically
arranged QDs with the nuclear impurity qubits and the electrons in dots j and j + 1. (b) Illustration of
the inter-dot correlation for electrons (j + 1, 2), and (j, 1). Note that the separation between electrons in
different dots is given in terms of the distances |ri+1,ν − ri,δ| and d. The distance d does not correspond
with the real scale of the system (see text). (c) Configuration 2, in-plane QDs: schematic of the inter-dot
correlation for electrons (j + 1, 2), and (j, 1). In this case, all of the dots are confined to the z = 0 plane.
The dot centers, where the nuclear impurities are located, are separated by a constant distance d.
dynamics of the single QDs described before, when there is no interaction between them, is given
by H = H0 + V [36], with
H0 = H2e +HZeeman, V = C
2∑
ν=1
I · Sνδ(rν) , (16)
where H2e includes the orbital degrees of freedom of the two-electron QD in a perpendicular mag-
netic field and HZeeman corresponds to the individual electron spins and nuclear spin interaction
with the magnetic field. The Fermi contact hyperfine coupling of the nuclear spin with the electron
spins is expressed by V in Eq. (16), where the electron-nucleus hyperfine interaction strength is
given by C = 8π3 γeγnh¯
2|φ(z = 0)|2, with φ(z = 0) the single-electron wavefunction evaluated at the
QD plane, γe (γn) is the electronic (nuclear) gyromagnetic ratio and Sν (I) is the electron (nuclear)
spin. The electron location in the QD plane is denoted by the 2D vector rν . Following Ref. [41],
H2e splits up into commuting center-of-mass (CM) motion and relative motion (rel) contributions,
for which exact eigenvalues and eigenvectors can be obtained analytically. The electron-electron
interaction only affects the relative motion. The eigenstates of H can be expressed as linear com-
binations of states labeled as |IZ ;N,M ;n,m;S, SZ〉, where N and M (n and m) are the Landau
and angular momentum numbers for the CM (relative motion) coordinates; S and SZ represent
the total electron spin and its z-component, while IZ represents the z-component of the carbon
nuclear spin. Consider the two-electron system in its ground state, i.e. N = M = 0, n = 0;
m determines the orbital symmetry while S = 0, 1 represents the singlet and triplet spin states
respectively. Neglecting the off-diagonal orbital coupling terms of the hyperfine interaction V , the
energy associated with the total Hamiltonian H is E = ECM + Erel + Espin, where ECM (Erel)
denotes the CM (rel) electron orbital energy contribution and Espin refers to the eigenvalues of
the spin Hamiltonian of the electronic-nuclear system. In the presence of the B-field, the low-lying
energy levels all have n = 0 and m < 0. The relative angular momentum m of the two-electron
ground state jumps in value with increasing B (see Refs. [41]). The particular sequence of m values
depends on the electron spin because of the overall antisymmetry of the two-electron wavefunction
[41]. For example, only odd values of m arise if the B-field is sufficiently large for the spin wave-
function to be symmetric (the spatial wavefunction is then antisymmetric). The electron-nucleus
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coupling depends on the wavefunction value at the nucleus and hence on m. The jumps in m will
therefore cause jumps in the amount of hyperfine splitting in the nuclear spin of the carbon atom.
The nuclear spin-electron spin effective coupling affecting the resonance frequency ω
NMR
of the
carbon nucleus is given by
∆(m) =
1
πl221+µm
, (17)
where l =
√
h¯/m∗ω is the effective magnetic length, the effective frequency is given by ω =√
ω2c + 4ω
2
0 , ωc = eB/m
∗ is the cyclotron frequency. The term µm =
(
m2 +
α/l20
h¯ω0
) 1
2
absorbs the
effects of the electron-electron interaction and l0 =
√
h¯/m∗ω0 is the oscillator length. Hence, the
effective spin Hamiltonian HS has the form
HS = A(m) [(I+S− + I−S+) + 2IZSZ ]− γnBIZ + γeBSZ , (18)
where A(m) = 12C∆(m) represents a B-dependent hyperfine coupling. We note that the first term
of the hyperfine interaction in Eq. (18) corresponds to the dynamic part responsible for nuclear-
electron flip-flop spin transitions while the second term describes the static shift of the electronic
and nuclear spin energy levels.
Electrons in the singlet state (S = 0) are not coupled to the nucleus. In this case, the nuclear
resonance frequency is given by the undoped-QD NMR signal h¯ω
NMR,0
= γnB. For electron triplet
states, the nuclear resonance signal corresponds to a transition where the electron spin is unaffected
by a radio-frequency excitation pulse whereas the nuclear spin experiences a flip. This occurs for
the transition between states |−; 1,−1〉 and |Ψ〉 = c1 |+; 1,−1〉+c2 |−; 1, 0〉. The coefficients c1 and
c2 can be obtained analytically by diagonalizing the Hamiltonian given in Eq. (18). Hence
h¯ω
NMR
= 32A(m) +
1
2 (γn − γe)B + 12
[
[A(m) + (γn + γe)B]
2 + 8A2(m)
] 1
2 . (19)
Since γe >> γn, h¯ωNMR ≈ γnB + 2A(m) which illustrates the dependence of the NMR signal on
the effective B-dependent hyperfine interaction.
Figure 11(a) shows the effective coupling ∆(m) between the two-electron gas and nucleus as
a function of the ratio between the cyclotron frequency and the harmonic oscillator frequency.
(The CM is in its ground state). For silicon, C/l20 = 60 MHz. For B-field values where the electron
ground state is a spin singlet (m even) no coupling is present. The strength of the effective coupling
decreases as the B-field increases due to the larger spatial extension of the relative wavefunction
at higher m values, i.e. the electron density at the centre of the dot becomes smaller. The B-field
provides a very sensitive control parameter for controlling the electron-nucleus effective interaction.
In particular, we note the large abrupt variation of ∆(m) for ωcω0 ≈ 2.1 where the electron ground
state is performing a transition from a spin triplet state (m = 1) to a spin triplet state (m = 3).
This ability to tune the electron-nucleus coupling underlies the present proposal for an NMR-based
switch.
We also give an additional method for externally controlling the nucleus-electron effective cou-
pling using optics [36]: in the presence of infra-red (IR) radiation incident on the QD, the CM
wavefunction will be altered since the CM motion absorbs IR radiation. (The relative motion
remains unaffected in accordance with Kohn’s theorem). By considering the CM transition from
the ground state |N = 0,M = 0〉 to the excited state |N = 1,M = 1〉, which becomes the strongest
transition in high B-fields, we get the new spin-spin coupling term given by
∆
CM
(m) =
(
1 + µm
2
)
∆(m) . (20)
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Figure 11: (a) Variation of the electron spin−nucleus spin effective coupling ∆(m) as a function of ωcω0 . The
center-of-mass motion remains in its ground state. The electron repulsion strength is given by
α/l2
0
h¯ω0
= 3.0.
The sequence of transitions is given by (|m|, S) = {(0, 0), (1, 1), (3, 1), (5, 1), ...}. (b) Relative variation of
the effective nuclear magnetic resonance frequency of the carbon impurity nucleus.
α/l2
0
h¯ω0
= 3.0. Solid line
corresponds to center-of-mass in the ground state. Dashed line corresponds to center-of-mass in the first
excited state after absorption of IR light.
Hence the nuclear spin-electron spin coupling is renormalized by the factor 1+µm2 in the presence of
IR radiation. Figure 11(b) shows the relative variation of ω
NMR
with respect to the undoped QD
NMR signal, i.e. ∆ω
NMR
=
ωNMR−ωNMR,0
ωNMR,0
(solid line) as a function of the frequency ratio ωcω0 . The
jumps in the carbon nucleus resonance are abrupt, reaching 25% in the absence of IR radiation.
This allows a rapid tuning on and off resonance of an incident radio-frequency pulse. The NMR
signal in regions of spin-singlet states remains unaltered. Moreover, the nuclear spin is being
controlled by radio-frequency pulses which are externally imposed, thereby offering a significant
advantage over schemes which need to fabricate and control electrostatic gates near to the qubits,
such as Refs. [12, 13]. Illuminating the QD with IR light will shift the frequencies ω
NMR
(see
dashed line in Fig. 11(b)) hence providing further all-optical control of the nuclear qubit. A crucial
aspect of the present proposal is the capability to manipulate individual nuclear spins. All-optical
NMR measurements in semiconductor nanostructures [37, 38] together with local optical probe
experiments are quickly approaching such a level of finesse.
Next, let us consider the situation of a system of K dots which interact with each other: the
new Hamiltonian associated with this configuration (see Fig. 10) is H = H0 + V , with
H0 =
K∑
i=1
(
H
(i)
2e − γnBIzi +
2∑
ν=1
γeBS
z
i,ν
)
, V = C
K∑
i=1
2∑
ν=1
Ii · Si,νδ(ri,ν) + Vinter , (21)
where Si,ν (I i) is the spin polarization of electron ν (nucleus) in dot i. The location of electron ν
in the i−th QD is denoted by ri,ν. The first term in Eq. (21) represents the i−th two-electron QD
with a perpendicular B-field5, which includes the intra-dot interaction (Vintra), while the others give
the nuclear and the electron-spin Zeeman energies in dot i (z indicates the component of these spin
5H
(i)
2e ≡ H
(i)
CM + H
(i)
rel + Vintra is given, within a symmetric gauge, by H
(i)
2e = (P i,ν + 2eAi(Ri,ν))
2 /4m∗ +
m∗ω2i,0|Ri,ν |
2+
(
pi,ν +
e
2
Ai(ri,ν)
)2
/m∗+m
∗
4
ω2i,0|ri,ν |
2+α|ri,1 − ri,2|
−2 withRi,ν =
1
2
(ri,1 + ri,2), P i,ν = pi,1+pi,2,
ri,ν = ri,1 − ri,2, and pi,ν =
1
2
(
pi,1 − pi,2
)
.
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operators). The second term of Eq. (21) give the Fermi contact hyperfine coupling of the nuclear
spin of dot i with the electron spin ν in the same dot and Vinter represents the inter-dot interaction
between electrons in neighbouring QDs. The nuclear spin control is performed by the inter-dot
coupling Vinter due to the interaction between electrons in neighbouring dots. This mechanism
(rather than the direct dipole-dipole interaction between the nuclei) is the responsible for the qubit
control in the present proposal. In the case of configuration 1 (Fig. 10(a)), we have
V
(1)
inter =
K∑
i=1
2∑
ν,δ=1
α
|ri+1,ν − ri,δ|2 + d2 , (22)
where ri+1,ν − ri,δ ≡
(
[ri+1,ν − ri,δ]x , [ri+1,ν − ri,δ]y
)
. We will assume that the separation between
neighbouring QDs is such that |ri+1,ν − ri,δ|2 < d2. This means that the square of the xy−plane
separation between electrons in neighbouring dots (see Fig. 10(b) for the case of electrons (j+1, 2),
and (j, 1)) is less than the square of the vertical separation between such dots (d2), as illustrated in
Fig. 10(b). Hence, the minimum value for d is determined by the largest xy−projection of electrons
in neighbouring dots, which roughly corresponds to the sum of the radii of such dots. The case of
configuration 2 (Figs. 10(c) and 11) has
V
(2)
inter =
K∑
i=1
2∑
ν,δ=1
α
|ri+1,ν − ri,δ|2 , (23)
where the in-plane vectors ri,ǫ are defined as above.
5.2.1 Single-qubit rotations
Single qubit rotations, e.g. the Hadamard transformation UH , can be performed by rotating the
single nuclear qubit of resonant frequency ωi via the application of RF pulses at the appropriate
frequency for a given duration and amplitude of the B-field. The coherence time of the nuclear spins
is estimated by measuring their T1 and T2 relaxation times, i.e. their nuclear spin-flip relaxation
times and the rate of loss of phase coherence between the qubits respectively. In the silicon-based
nanostructures considered here, T1 can be estimated in the 1−10 hour range [44] (for T < 4 K
and B < 1 T). In isotopically purified 28Si, Si:P linewidths are < 1 MHz, which gives for T2 times
greater than 0.5 ms [12]. In our case, the electrostatically neutral character of the impurity atom
13C (and the fact that the silicon nuclei surrounding it have no nuclear spin) makes the carbon
nuclear spin state very effectively shielded from the environment and hence we would expect to
have far longer T2 times than the (charged) donor nuclei mentioned above.
5.2.2 The C−NOT gate
The inter-dot interaction potentials given by Eqns. (22) and (23) produce the necessary nuclear
qubit coupling for reliable implementation of the two-qubit gates required for quantum computation.
In doing so, the Hamiltonian H has K = 2 and conditional quantum dynamics can be performed
based on the selective driving of spin resonances of the two impurity nuclear qubits, say I1, and I2,
in this system of two coupled QDs (see Fig. 10). The interaction potentials are given by
V
(1)
inter =
2∑
ν,δ=1
α
|r2,ν − r1,δ|2 + d2 , V
(2)
inter =
2∑
ν,δ=1
α
|r2,ν − r1,δ|2 . (24)
In these schemes, the orthonormal computation basis of single qubits {|0〉 , |1〉} is represented by
the spin down and up of the impurity nuclei. The QDs do not need to be identical in size. The
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Figure 12: Scaling up Configuration 2 (See Fig. 10 (c)): The K dots of the system are confined to the
z = 0 plane. Within the entire ensemble of dots, the B-field is able to locally address: (a) single QDs, as in
the case of one qubit rotations and (b) double dots (e.g. the j and j + 1 dots in the figure) as required in
the case of two-qubit logic gates. The dot centers, where the nuclear impurities are located, are separated
by constant distances d1 and d2.
coupling between QDs gives an additional magic number transition as a function of B-field which
can be used for selective switching between dots, i.e. since the ground state switches back and forth
between product states and entangled states [43], the resonant frequency for transitions between the
states |0〉 , and |1〉 of one nuclear spin (target qubit) depends on the state of the other one (control
qubit). In this way, such coupled QDs can be used to generate the conditional C-NOT gate. The
quantum computing scheme proposed here could be easily scalable to large quantum information
processors: QDs would be individually addressed via the action of an appropriate B-field. This is
shown in Fig. 12, where the Bj,j+1 field is assumed to be locally addressing the qubits j and j + 1
from the entire ensemble of dots. Even if the QD array is irregular, one may still be able to perform
the solid-state equivalent of the bulk/ensemble NMR computing recently reported in Ref. [45]. The
coupling of the qubits to an external reservoir and the task of controlling the quantum coherence of
the proposed system are currently being addressed [43]. However, and as we discussed below, due
to the exceptionally low decoherence rates of these nuclear qubits, the required RF pulses would
allow us to perform a sufficient number of single qubit rotations and two-qubit gates for realizing
“useful” quantum computing tasks (e.g. the Grover algorithm) before the system decoheres.
6 Concluding remarks
We would like to highlight some aspects of the choice of materials and experimental parameters
for the implementation of the systems considered here. Regarding the experimental requirements
for building the excitonic setup proposed in Section 2 we point out that hybrid organic-inorganic
nanostructures would be very good candidates [25] since they provide us with large radius (Wannier-
Mott) exciton states in the inorganic material and small-radius (Frenkel) exciton states in the
organic one6. Hence the hybrid material will be characterized by a radius dominated by their
Wannier component and by an oscillator strength dominated by their Frenkel component. This
means that the desirable properties of both the organic and the inorganic material are brought
together to overcome basic limitations which arise if each one acts separately. Following recent
results [25], if we consider a system of two or three QDs (as required in the present proposal) of
an inorganic II-VI material (e.g. the extensively studied ZnSe or ZnCdSe), embedded in bulk-
6There are two models conventionally used to classify excitons: the small-radius Frenkel exciton model and the
large-radius Wannier-Mott exciton model. Frenkel excitons in organic crystals have radii comparable to the lattice
constant a ≈ 5A. Wannier excitons in semiconductor quantum wells have large Bohr radii: aB ≈ 100A in III-V
materials (e.g. GaAlAs) and aB ≈ 30A in II-VI ones (e.g. ZnSe).
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like organic crystalline material (e.g. tetracene, perylene, fullerene, PTCDA) where their Frenkel
and Wannier excitons are in resonance with each other, we would expect a strong hybridization
between these excitons, which means a greater Wannier exciton delocalization or Fo¨rster hopping.
To achieve this, the typical distance between QDs should be of the same order as their size: In
ZnSe, the Bohr radius of the three dimensional Wannier exciton aB ≈ 35A, hence QDs with radii of
about 50A will considerably increase the binding energy of these excitons. If these dots are placed
in an organic matrix (as discussed above) separated by a distance of the same order, we should
be able to observe the entangled states proposed here. There has recently being an experimental
observation of photon antibunching from an artificial atom (a single CdSe/ZnS quantum dot) [39],
i.e. the detection of quantum correlations among photons from a single quantum dot. We note that
the statistical properties of resonance fluorescence from the ensemble of QDs proposed in Section 2
should likewise give raise to a signature associated with excitonic state entanglement. Theoretical
details of this multi-dot excitonic signature will be reported elsewhere [29].
Regarding the NMR setup of the above section, there may be a natural way to make a quantum
dot in silicon with a single C atom inside it. C atoms are known to act as nucleation centers for SiGe
quantum dots (see e.g. Ref. [47]). Another possibility would be to consider an isolated 29Si (spin
1/2 and natural abundance 4.7%) at the center of a 28Si based QD. The isoelectronic character
of the impurity is reinforced but possible purification procedures could be harder to implement.
The more realistic situation of a non-centered impurity, i.e. when the impurity atom is away from
the QD center, will modify the discontinuity strengths of the electron-nucleus coupling since this
coupling is affected by the density of probability of the CM wavefunction at the impurity site
[36]; however the main effects discussed in the present proposal remain the same. For a typical
N = 2 electrons QD with 30 nm of diameter, lateral confining potential ω0 = 8.2 × 1012 s−1
(h¯ω0 = 5.4 meV), and low temperatures (T < 1 K) [40], we would expect a singlet-triplet transition
(m,S) = (0, 0) 7→ (1, 1) at B ≈ 1.3 T, or the triplet-triplet transition (1, 1) 7→ (3, 1) at B ≈ 6.4 T.
If the harmonic potential is such that h¯ω0 = 1.1 meV (see Ref. [40]) the above transitions would
be expected at B-fields of 0.3 T and 1.4 T, respectively. For this system, we can estimate the lower
limit of the “gating time” τg, i.e. the time for the execution of an individual quantum gate: since
the energy splitting of the two nuclear qubits, i.e. the value of the energy difference between the
next excited state and the ground singlet and triplet states of our two-electron system ∆E ∼ 0.3
meV, the lower limit of τg is
τg ≫ h¯∆E ∼ 1 ps . (25)
Therefore, as long as the gating time τg is longer than, say, 0.1 ns, the QD is well isolated, so
that the higher excited states can be safely neglected, and the gating action can be considered
adiabatic. The number of elementary operations that could in principle be performed on a single
nuclear qubit before it decoheres is τdecτg ≈ 109. This figure of merit should be more than enough
to satisfy the current criteria for quantum error correction schemes since fault-tolerant quantum
computation has been shown to be successful if the decoherence time is 104 − 105 times the gating
time. Finally, there is the important issue of the spin measurements that have to be implemented
for either the input or the readout of single spin qubits. This process must be rapid enough to
avoid decoherence of the qubits: optical NMR techniques for reading the input/output of these spin
states are currently approaching such a level of finesse [37, 38]. Other mechanisms for measuring
these spin states are also currently under intensive experimental study [46].
The solid state NMR proposal given here is not in principle limited to N = 2 electrons: gen-
eralizations [48] of the present angular momentum transitions arise for N > 2. It was pointed
out recently [49] that the spin configurations in many-electron QDs could be explained in terms of
just two-electron singlet and triplet states. Therefore, the present results may occur in QDs with
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N > 2.
It is worth noting that our proposal is not based upon the possibility of applying a localized
magnetic field to a single quantum dot. The procedure to switch the NMR frequency of a single
nuclear spin is based upon the magic number transitions which can be implemented by an extended
magnetic field. It is the local hyperfine electron-nucleus coupling within each quantum dot which
can be tuned by such magic number transitions. This is the main point of our proposal: the control
of the local hyperfine coupling by an extended magnetic field may be used to perform single nuclear
spin manipulation as well as the solid-state equivalent of the bulk/ensemble liquid NMR computing
(see Ref. [45]), for an array of either identical or non-indentical quantum dots. Similar to the NMR
liquid experiments, the quantum dot NMR resonance is determined by local effects: in our case
these are dominated by electron ground-state transitions. At the present, there is a tremendous
motivation to perform the setup proposed in our work: first, Rabi oscillations have not yet been
experimentally demonstrated in QDs, and we believe that our setup offers an excellent opportunity
for doing so. As discussed, the ground state energies of QDs with N electrons in the presence of
magnetic fields, the ones required for our proposal, have already been experimentally studied (see
e.g. Refs. [40, 49]). Second, there is the possibility of performing quantum logic gates with very
low decoherence rates. We also would like to note that the magic number transitions considered
here require a relaxation process of the electron system to achieve the new ground state, i.e. the
changes in the B-field (which change the hyperfine coupling and hence tune the nuclear resonance
frequency) must be done adiabatically to be able to perform the jumps in the angular momentum
quantum number. This electron relaxation is compatible with the requirement of maintaining the
quantum coherence due to the fact that information is stored in the nuclear spin qubit. It is well
known that the nuclear spin relaxation times are several orders of magnitude longer than electron
relaxation times. Therefore, electrons in the quantum dot can evolve to a new ground state before
any environmentally-induced contamination affects the nuclear spin state.
To summarize, we have shown that semiconductor nanostructures can be exploited in order to
realize all-optical quantum entanglement schemes, even in the presence of noisy environments. A
scheme for quantum teleportation of excitonic states has also been proposed. In addition, we have
presented a solid state NMR-based mechanism for performing reliable quantum computation.
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