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We consider the problem of optimising the achievable EPR-pair distribution rate between multiple
source-destination pairs in a quantum internet, where the repeaters may perform a probabilistic
bell-state measurement and we may impose a minimum end-to-end fidelity as a requirement. We
construct an efficient linear programming formulation that computes the maximum total achievable
entanglement distribution rate, satisfying the end-to-end fidelity constraint in polynomial time (in
the number of nodes in the network). We also propose an efficient algorithm that takes the output
of the linear programming solver as an input and runs in polynomial time (in the number of nodes)
to produce the set of paths to be used to achieve the entanglement distribution rate. Moreover, we
point out a practical entanglement generation protocol which can achieve those rates.
I. INTRODUCTION
The quantum internet will provide a facility for com-
municating qubits between quantum information pro-
cessing devices [1–4]. It will enable us to implement in-
teresting applications such as quantum key distribution
[5, 6], clock synchronisation [7], secure multi-party com-
putation [8], and others [4]. To enable a full quantum
internet the network needs to be able to produce entan-
glement between any two end nodes connected to the
network [9–12].
In this paper, we consider the problem of optimising
the achievable rates for distributing EPR-pairs among
multiple source-destination pairs in a network of quan-
tum repeaters while keeping a lower bound on the end-
to-end fidelity as a requirement. We propose a polyno-
mial time algorithm for solving this problem and we show
that, for a particular entanglement distribution protocol,
our solution is tight and achieves the optimal rate. Our
algorithm is inspired by multi-commodity flow optimisa-
tion which is a very well-studied subject and has been
used in many optimisation problems, including classical
internet routing [13]. In the context of a classical inter-
net, a flow is the total number of data packets, trans-
mitted between a source and a destination per unit time
(rate). In this context, a commodity is a demand, which
consists of a source, destination and potentially other re-
quirements like the desired end-to-end packet transmis-
sion rate, quality of service, etc. In a classical network,
a source and a destination can be connected via mul-
tiple communication channels as well as a sequence of
repeaters and each of the communication channels has
a certain capacity which upper bounds the amount of
flow it can transmit. In this context, a flow must satisfy
another restriction, called flow conservation, which says
∗ k.chakraborty@tudelft.nl
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that the amount of flow entering a node (inflow), except
the source and destination node, equals the amount of
flow leaving the node 1 (outflow). With these constraints,
one of the goals of a multi-commodity flow optimisation
problem is to maximise the total amount of flows (end-
to-end packet transmission rates) in a network given a
set of commodities (demands). There exist linear pro-
gramming formulations for solving this problem and if
we allow the flows to be a fraction then this linear pro-
gramming (LP) can be solved in polynomial time (in the
number of nodes) [14].
In a quantum internet, we abstract the entire network
as a graph G = (V,E,C), where V represents the set
of repeaters as well as the set of end nodes, and the
set of edges, E, abstracts the physical communication
links. Corresponding to each edge we define edge ca-
pacities C : E → R+, which denotes the maximum ele-
mentary EPR-pair generation rate. We assume that the
fidelity of all the EPR-pairs, generated between any two
nodes u, v ∈ V such that (u, v) ∈ E, is the same (say
F ). We refer to such EPR-pair as an elementary pair
and the physical communication link via which we cre-
ate such an elementary pair is called an elementary link.
Flow in such a network is the EPR-pair generation rate
between a source-destination pair. Depending on the ap-
plications, the end nodes may need to generate EPR-
pairs with a certain fidelity. Keeping the analogy with
the classical internet, here we refer to such requirement
as a demand (commodity) and it consists of four items, a
source s ∈ V , a destination e ∈ V , end-to-end desired en-
tanglement distribution rate r and an end-to-end fidelity
requirement Fend. We denote the set of all such demands
(commodities) as D. In this paper, we are interested in
computing the maximum entanglement distribution rate
(flow). Given a quantum network G and a set of demands
1 Assuming that the intermediary repeater nodes do not lose pack-
ets while processing them.
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2D, we investigate how to produce a set of paths Pi and an
end-to-end entanglement generation rate ri (flow), corre-
sponding to each demand (si, ei, Fi), such that the total
entanglement generation rate
∑|D|
i=1 ri is maximised. In
the rest of this paper, we refer to this maximisation prob-
lem as rate maximisation problem. What is more, here
we also investigate what type of practical entanglement
distribution protocol achieves such rate.
In the case of the quantum internet, we can use an
LP for maximising the total flow
∑|D|
i=1 ri. However, the
working principle of quantum repeaters is different, un-
like classical networks, the repeaters extend the length of
the shared EPR-pairs by performing entanglement swap-
ping operations 2 [15–18]. However, entanglement swap-
ping operations might be probabilistic depending on the
repeater technology used in the quantum internet. This
implies that the usual flow-conservation property which
we use in classical networks does not hold in the quan-
tum networks, i.e., the sum of the inflow is not always
equal to the sum of the outflow. Hence, the standard
multi-commodity flow-based approach cannot be applied
directly. For example, if the repeaters are built using
atomic ensemble and linear optics then they use a prob-
abilistic Bell-state measurement (BSM) for the entangle-
ment swap operation [19–21]. Due to the probabilistic
nature of the BSM, the entanglement generation rate de-
cays exponentially with the number of swap operations.
Another difficulty for using the standard multi-
commodity flow-based approach for solving our problem
occurs due to the end-to-end fidelity requirement in the
demand. In a quantum network, the fidelity of an EPR-
pair drops with each entanglement swap operation. This
implies that a longer path-length results in a lower end-
to-end fidelity. One can enhance the end-to-end fidelity
using entanglement distillation. However, some repeater
technologies are unable to perform such quantum opera-
tions (for instance, the atomic ensemble-based quantum
repeaters). Hence, for such cases, one can achieve the
end-to-end fidelity requirement only by increasing the fi-
delity F of the elementary pairs and reducing the length
of the discovered path. The first of these two options,
the elementary pair fidelity, depends on the hardware
parameters at fabrication. The second option is related
2 Entanglement swapping is an important tool for establishing en-
tanglement over long-distances. If two quantum repeaters, A
and B are both connected to an intermediary quantum repeater
r, but not directly connected themselves by a physical quantum
communication channel such as fiber, then A and B can never-
theless create entanglement between themselves with the help of
r. First, A and B each individually create entanglement with r.
This requires one qubit of quantum storage at A and B to hold
their end of the entanglement, and two qubits of quantum storage
at r. Repeater r then performs an entanglement swap, destroying
its own entanglement with A and B, but instead creating entan-
glement between A and B. This process can be understood as
repeater r teleporting its qubit entangled with A onto repeater
B using the entanglement that it shares with B.
to the path-length and it is under the control of the rout-
ing algorithm that determines the path from the source
to the destination. For the routing algorithms, one pos-
sible way to guarantee the end-to-end fidelity is to put
an upper bound on the discovered path-lengths. The
standard multi-commodity flow-based LP-formulations
does not take into account this path-length constraint.
However, there exists one class of multi-commodity flow-
based LP-formulation, called length-constrained multi-
commodity flow [22], which takes into account such con-
straints. In this paper, our proposed LP-formulation
is inspired from the length-constrained multi-commodity
flow problem and it takes into account the path-length
constraint.
Given these differences, one might use the LP-
formulation corresponding to the standard multi-
commodity flow-based approach which we described be-
fore, but this would lead to a very loose upper bound
on the achievable entanglement generation rate [23–30]
in this setting.
In our setting, it is not clear whether one can still
have an efficient LP-formulation for the flow maximisa-
tion problem in a quantum internet. In fact, recently
in [31] the authors mention that multi-commodity flow
optimisation-based routing in a quantum internet may, in
general, be an NP-hard problem. In this paper, we show
that for some classes of practical entanglement genera-
tion protocols, one can still have efficient LP-formulation
which maximises the total flow for all the commodities
in polynomial time (in the number of nodes).
The organisation of our paper is as follows: section
II A provides a summary of our results. In section II C,
we give the exact LP-formulation for solving rate max-
imisation problem. In section III we prove that our LP
formulation solve the desired rate maximisation problem.
Later, in the same section we show how one can achieve
the entanglement generation rates proposed by the LP-
formulation using an entanglement distribution protocol.
We also analyse the complexity of our proposed algo-
rithms in section III. We conclude our paper in section
IV.
II. RESULTS
A. Our contributions in a nutshell
In this paper, all of our results are directed towards
solving the rate maximisation problem in a quantum in-
ternet, where given a quantum network and a set of de-
mands, the goal is to produce a set of paths such that the
total end-to-end entanglement generation rate is max-
imised and in addition for each of the demands the end-
to-end fidelity of the EPR-pairs satisfy a minimal require-
ment. In this section, we summarise our contributions.
• In order to solve the maximisation problem, we
propose an LP-formulation called edge-based for-
3mulation where both the number of variables and
the number of constraints as well as the algorithm
for solving such LPs scale polynomially with the
number of nodes in the graph. However, it is non-
trivial to see whether this formulation provides a
valid solution to the problem or not. In this paper,
by showing the equivalence between the edge-based
formulation and another intuitive LP-formulation,
called path-based formulation, we show that the
edge-based formulation provides a valid solution.
• A disadvantage of the solution of the edge-based
formulation is that it only gives the total achievable
rate, not the set of paths which the underlying en-
tanglement distribution protocol would use to dis-
tribute the EPR-pairs to achieve such rate. In this
paper, we provide an algorithm, called the path ex-
traction algorithm, which takes the solutions of the
edge-based formulation and for each of the com-
modities it extracts the set of paths to be used and
the corresponding entanglement distribution rate
along that path. The worst case time complexity
of this algorithm is O(|V |4|E||D|), where |V |, |E|
denote the total number of nodes and edges in the
network graph G and |D| denotes the total num-
ber of demands. What is more, we point out that
there exists a practical entanglement distribution
protocol along a path, called the prepare and swap
protocol, which achieves the rates (asymptotically)
proposed by path extraction algorithm.
B. From the fidelity constraint to the path-length
constraint
In a quantum network, the fidelity of the EPR-pairs
drops with each entanglement swap operation. The fi-
delity of the output state after a successful swap opera-
tion depends on the fidelity of the two input states. If a
mixed state ρ has fidelity F , corresponding to an EPR-
pair (say |Ψ+〉 = 1√
2
(|00〉+ |11〉)) then the corresponding
Werner state [32] with parameter W can be written as
follows,
ρ = W |Ψ+〉〈+Ψ|+ 1−W
4
I4,
where I4 is the identity matrix of dimension 4. The
fidelity of this state is 1+3W4 .
In this paper we assume that all the mixed entangled
states in the network are Werner states. The main rea-
son is that Werner states can be written as mixing with
isotropic noise and hence form the worst case assumption.
For the Werner states, if a node performs a noise-free en-
tanglement swap operation between two EPR-pairs with
fidelities F , then the fidelity of the resulting state is
1+3W 2
4 which is equal to 1 +
3
4
(
4F−1
3
)2
[33].
Here, each demand (si, ei, Fi) (where 1 ≤ i ≤ |D| = k)
has Fi as the end-to-end fidelity requirement. We as-
sume that the fidelity of each of the elementary pairs
is lower bounded by a constant F . Note that, in our
model, we do not consider entanglement distillation, so
in order to have a feasible solution, here we always
assume that the fidelity requirement of the i-th de-
mand, Fi is at most the fidelity of the elementary pair
F > 0.5. Corresponding to a demand (si, ei, Fi), if
we start generating the EPR-pairs along a path p =
((si, u1), (u1, u2), . . . , (u|p|−1, ei)), then the total number
of required entanglement swap operations is |p|−1, where
the path-length is |p|. As with each swap operation the
fidelity drops exponentially, this implies the end-to-end
fidelity will be 1+3W
|p|
4 = 1+
3
4
(
4F−1
3
)|p|
. In order to sat-
isfy the demand, 1 + 34
(
4F−1
3
)|p|
should be greater than
Fi, i.e., 1 +
3
4
(
4F−1
3
)|p| ≥ Fi. From this relation, we get
the following constraint on the length of the path.
|p| ≤
⌊
log
(
4Fi−1
3
)
log
(
4F−1
3
) ⌋ . (1)
This implies, for the i-th demand all the paths should
have length at most
⌊
log( 4Fi−13 )
log( 4F−13 )
⌋
. In the rest of the pa-
per, for the i-th demand we assume,
li :=
⌊
log
(
4Fi−1
3
)
log
(
4F−1
3
) ⌋ . (2)
Using this constraint on the number of intermediate
repeaters, we can rewrite the demand set D in following
way,
D = {(s1, e1, l1), . . . , (sk, ek, lk)}. (3)
C. LP-formulation
In this section, we construct the LP-formulation for
computing the maximum flow in a quantum network. For
the simplicity, we consider the network G = (V,E,C) as
a directed graph and construct all the LP-formulations
accordingly. Note that, one can easily extend our result
to an undirected graph, just by converting each of the
edges which connects two nodes u, v in the undirected
graph into two directed edges (u, v) and (v, u).
For the entanglement distribution rate, here we
let the achievable rate between two end nodes
si, ei ∈ V along a repeater chain (or a path) p =
((si, u1), (u1, u2), . . . , (u|p|−1, ei)) be rp such that,
rp ≤ (q)|p|−1 min{C(si, u1), . . . , C(u|p|−1, ei)}, (4)
4where C(u, v) denotes the capacity of the edge (u, v) ∈
E and |p| is the length of the path and q is the success
probability of the BSM. Later, in section III we show that
there exists a practical protocol called prepare and swap
which achieves this rate requirement along a path. For
an idea of such protocol we refer to the example of figure
3. In the next section, we give the LP-construction of
the edge-based formulation.
1. Edge-based formulation
In this section, we give the edge-based formulation for
solving the rate maximisation problem. In this formula-
tion, we assign one variable to each of the edges of the
network. As the total number of edges, |E|, in a graph of
|V | nodes scales quadratically with the number of nodes
in the graph, the total number of variables is polyno-
mial in |V |. This makes the edge-based formulation effi-
cient. However, it is challenging to formulate the path-
length constraint in this formulation. The main reason is
that, an edge can be shared by multiple paths of different
lengths and the variables of the edge-based formulation
corresponding to that edge do not give any information
about the length of the paths. In this paper, we borrow
ideas from the length-constrained multi-commodity flow
[22] to handle this problem. In order to implement the
length constraint we need to modify the network graph
G as well as the demand set D. In the next section, we
show how to modify the network graph and the demand
set.
Network modification. To implement the length
constraint in the edge-based formulation, we define an
expanded graph G′ = (V ′, E′, C ′) from G = (V,E,C)
such that it contains lmax + 1 copies of each of the nodes,
where lmax = max{l1, . . . , lk} and for all 1 ≤ i ≤ k,
li denotes the length constraint of the i-th demand
(si, ei, li). For a node u ∈ V , we denote the copies of u as
u0, u1, . . . , ulmax . We denote V j as the collection of the
j-th copy of all the nodes. This implies, V ′ =
⋃lmax
j=0 V
j .
For each edge (u, v) ∈ E and for each 0 ≤ j < lmax,
we connect uj ∈ V ′ and vj+1 ∈ V ′ with an edge, i.e.,
(uj , vj+1) ∈ E′. For each edge (uj , vj+1) ∈ E′ we define
C ′(uj , vj+1) := C(u, v). In figure 2 we give an example
of this extension procedure corresponding to a network
graph of figure 1.
According to this construction, the length of all the
paths in G′ from s0i to e
j
i is exactly j and all the
paths from s0i to e
1
i , . . . , e
li
i have a path-length at most
li. This implies, for the edge formulation, the i-th
demand (si, ei, li) can be decomposed into li demands
{(s0i , e1i ), . . . , (s0i , elii )}. This implies the total modified
demand set would become,
Dmod := {D1, . . . , Dk}, (5)
C(s, u) = 18
C(u, v) =
8
C(v,w)=
16
C(w, e) = 20
C(u,e)=
10
C(v, e) = 12
s
u
v
w
e
Figure 1. Network Graph G = (V,E,C), with demand D =
{(s, e, 2)} and q = 1
2
, i.e., here the source, s wants to share
EPR-pairs with e. In this network, for each edge (u, v) ∈ E,
the quantity, C(u, v) denotes the EPR-pair generation rate
corresponding to that edge.
where for each 1 ≤ i ≤ k, Di = {(s0i , e1i ), . . . , (s0i , elii )}.
Note that, the new demand set Dmod doesn’t have any
length or fidelity constraint.
Edge-based formulation. Here, we give the exact
LP-construction of the edge-based formulation. Note
that, one can use a standard LP-solver (in this paper
we use Python 3.7 pulp class [34]) to solve this LP (see
figure 5 for an example).
In this LP-construction, for the i, j-th demand
(s0i , e
j
i ) ∈ Di (where Di ∈ Dmod), we define one function
gij : E
′ → R+. The value of this function gij(u, v), cor-
responding to an edge (u, v) ∈ E′ denotes the flow across
that edge for the i, j-th demand. We give the edge-based
formulation in table I.
In the objective function equation 6 of the edge-
based formulation, the sum
∑
v1:(s0i ,v
1)∈E′ gij(s
0
i , v
1)
denotes the entanglement distribution rate between
s0i , e
j
i , for a fixed i, j, when (q) = 1. Note that,
according to the construction of the graph G′, all
the paths between s0i , e
j
i have path-length exactly j.
This implies that (q)j−1
∑
v1:(s0i ,v
1)∈E′ gij(s
0
i , v
1) denotes
the entanglement distribution rate between s0i , e
j
i and∑k
i=1
∑li
j=1(q)
j−1∑
v1:(s0i ,v
1)∈E′ gij(s
0
i , v
1) denotes the
total entanglement distribution rate for all the demands.
The condition in equation 8 represents the capacity con-
straint and condition equation 9 denotes the flow conser-
vation property.
Although this construction is efficient, it does not give
any intuition whether it will solve the rate maximisation
problem. In section III we give another intuitive LP-
5s0
s1
s2
u0
u1
u2
v0
v1
v2
w0
w1
w2
e0
e1
e2
Figure 2. Extended Network Graph G′ = (V ′, E′, C′) of the
original graph in figure 1. Here we are interested in finding
the paths between s and e with path-length at most 2. For the
construction of G′, we create three copies u0, u1, u2 of each of
the nodes u ∈ G. There are five nodes s, u, v, w, e in the graph
of figure 1. This implies, in this modified graph we have
(s0, s1, s2), (u0, u1, u2), (v0, v1, v2), (w0, w1, w2), (e0, e1, e2),
fifteen nodes. In this original graph of figure 1, if u is
connected to v, then in this modified graph, we connect, u0
with v1 and u1 with v2. Note that, all the paths from s0 to
e1 or e2 has hop length at most 2. In this modified graph the
new demand set corresponding to the demand D = {(s, e)} in
the original graph G in figure 1 is Dmod = {(s0, e1), (s0, e2)}.
formulation, called path-based formulation and we ex-
plain the equivalence between the path-based and the
edge-based formulation. This proof guarantees that the
solution of the edge-based formulation gives a solution
for the rate maximisation problem.
2. Path-extraction algorithm
The edge-based formulation, proposed in the last sec-
tion is a compact LP construction and it can be solved
in polynomial time. However, this solution only gives
the total achievable rates for all the commodities, it does
not give us any information about the set of paths cor-
responding to each commodity along which one should
distribute the EPR-pairs to maximise the entanglement
distribution rate. In this section, we give an efficient
method for doing so in algorithm 1, which takes the so-
lution of the edge-based formulation and produces a set
of paths as well as the achievable rates across each path
for each of the demands. Later, in section III we show
that the set of extracted paths satisfies the path-length
Maximize
k∑
i=1
li∑
j=1
(q)j−1
∑
v1:(s0i ,v
1)∈E′
gij(s
0
i , v
1). (6)
Subject to:
For all 1 ≤ i ≤ k, 1 ≤ j ≤ li, 0 ≤ t ≤ lmax − 1, (u, v) ∈ E,
gij(u
t, vt+1) ≥ 0, and (7)
k∑
i=1
li∑
j=1
lmax−1∑
t=0
gij(u
t, vt+1) ≤ C(u, v). (8)
For all 1 ≤ i ≤ k, 1 ≤ j ≤ li, u′, v′, w′ ∈ V ′ : v 6= s0i , v 6= eji ,∑
u′:(u′,v′)∈E′
gij(u
′, v′) =
∑
w′:(v′,w′)∈E′
gij(v
′, w′). (9)
Table I. Edge-based formulation
C(s, u) = 2
C(u, v) =
8
C(v,w)=
16
C(w, e) = 20
s
u
v
w
e
Figure 3. Repeater chain network with three intermediate
nodes and one source-destination pair s, e. Here, there is
a demand to create EPR-pairs between source s and des-
tination e. The capacity of an edge (u, v) is given by the
function C(u, v). All the repeaters use BSM for the entan-
glement swap. Here we assume that the success probabil-
ity of the BSM is q = 1
2
. In the prepare and swap proto-
col, all the intermediate repeaters perform the swap opera-
tion at the same time. This implies, the expected entangle-
ment generation rate between s and e for this protocol would
be rs,e = (q)
4−1 min{C(s, u), C(u, v), C(v, w), C(w, e)} =
2( 1
2
)3 = 0.25.
constraint for each of the demands and if one uses the
prepare and swap method for distributing entanglement
across each of the paths then one can achieve the entan-
glement distribution rate suggested from this algorithm.
6Input: The solution of the edge-based formulation,
i.e., {{gij(u′, v′)}(u′,v′)∈E′}1≤i≤k,1≤j≤li .
Output: Set of paths as well as the rate across each
of the paths {Pi,j}1≤i≤k,1≤j≤li .
1: for (i = 1; i ≤ k; i + +) do
2: for (j = 1; j ≤ li; j + +) do
3: m = 0.
4: Fi,j = gij .
5: Pi,j = ∅.
6: while
∑
v:(s0i ,v
1)∈E′ Fi,j,m(s
0
i , v
1) > 0 do
7: Find a path pj,m from s
0
i to e
j
i such that,
8: ∀(u′, v′) ∈ pj,m, Fi,j,m(u′, v′) > 0
9: r˜pj,m = (q)
j−1{min(u′,v′)∈pj,m{Fi,j,m(u′, v′)}
10: ∀(u′, v′) ∈ pj,m,
11: Fi,j,m+1(u
′, v′) = Fi,j,m(u′, v′)− r˜pj,m(q)j−1 .
12: Pi,j = Pi,j ∪ (pj,m, r˜pj,m).
13: m = m + 1.
14: end while
15: end for
16: end for
ALGORITHM 1. Path Extraction and Rate Allocation Al-
gorithm.
3. Example
In this section, we give an example of our algorithms
on a real world network topology G = (V,E,C). In order
to do so, we choose a SURFnet topology from the inter-
net topology zoo [35]. This is a publicly available example
of a dutch classical telecommunication network, with 50
nodes (see figure 4). In this network, we assume that
each of the nodes in the network is an atomic ensemble
and linear optics-based quantum repeater. These types
of repeaters can generate elementary pairs almost deter-
ministically [20, 21], due to their multiplexing abilities.
Here we assume that the elementary pair generation is
a deterministic process. The elementary pair generation
rate depends only on the entanglement source and its ef-
ficiency. Here, we choose the elementary pair generation
rate uniformly randomly from 1 to 400 EPR-pairs per
second. The success probability for the BSM, q is con-
sidered to be 0.5 for all the nodes. We also assume that
the memory efficiency is one and all the memories are
on-demand memories, i.e., they can retrieve the stored
EPR-pairs whenever required [20].
We additionally assume that the minimum storage
time of all the memories is the maximum round trip com-
munication time between any two nodes in the network
that are directly connected by an optical fiber. In the
SURFnet network, the maximum length of the optical
fiber connecting any two nodes is 50 km. Hence, the
minimum storage time is 2×50000c = 500µs, where c is
the speed of light in a telecommunication fiber, which
is approximately c ≈ 2 × 108 meters per second. In
this example, we consider the fidelity of all elementary
Figure 4. Pictorial view of the dutch SURFnet network, taken
from internet topology zoo [35]. In this paper, we suppose
that this is a quantum network and all the nodes in this net-
work are quantum repeater nodes and some of them are the
end nodes. We also assume that the repeaters can generate
EPR-pairs using the communication links, shown in this fig-
ure. We run our proposed edge-based formulation and path-
extraction algorithm on this network topology for maximising
the total end-to-end EPR-pairs generation rate. We refer to
figure 5 for detailed description.
pairs to be F = 0.9925. We generate the demands uni-
formly at random, i.e., we choose the sources and the
destinations uniformly at random between 1 and 50. We
also choose the end-to-end fidelity randomly from 0.93
to 0.99 for each of the demands. Substituting these fi-
delity constraints in equation 2, we obtain a maximum
path-length lmax = 8. Here, we have generated only four
demands and we assume that all the entanglement dis-
tribution tasks are performed in parallel. We optimise
the total achievable rate using the LP solver available in
the Python 3.7 pulp class [34]. The rates and the paths
corresponding to the four demands are shown in figure
5. An overview of the entire procedure is given in algo-
rithm 2 and the code of this implementation is publicly
available in [36] and the data set can be found in [37].
III. METHODS
In this section, we provide more details of the results,
presented in the last section. First we propose an intu-
itive LP-construction, called path-based formulation for
7Input: Set of demands D, Network Graph G =
(V,E,C).
Output: Set of paths Pi for the i-th demand and
rate rp, across each of the path p ∈ Pi.
1: Convert the fidelity requirement Fi of the i-th de-
mand (si, ei, Fi) ∈ D into a path-length constraint
li (use equation 2).
2: Compute the modified demand set Dmod from D ac-
cording to the path-length constraint which we com-
pute at the previous step (see subsection II C 1 for
details).
3: Compute the extended network G′ from G using the
procedure, described in subsection II C 1.
4: Implement the edge-based LP-formulation, proposed
in table I and compute the total maximum achiev-
able rate
∑k
i=1 ri using the LP solver available in the
Python 3.7 pulp class [34].
5: For the i-th demand, extract the set of paths Pi and
compute the required rate rp across each of the paths
p ∈ Pi, such that ri =∑p∈Pi rp using the algorithm
1.
ALGORITHM 2. Method to solve the rate maximisation
problem.
solving the rate maximisation problem. Later, we give
an idea about how to prove the equivalence between both
of the proposed LP-constructions. Next, we explain the
prepare and swap protocol in detail and show that using
this protocol one can achieve the optimised entanglement
generation rates along the paths from algorithm 1. We
finish this section with the complexity analysis of the
edge-based formulation and algorithm 1.
A. Path-based formulation
In this formulation, for each path p corresponding to
each source-destination pair si, ei, we define one variable
rp. This rp denotes the achievable rate between si, ei
along the path p. From equation 4, we have, for all
(u, v) ∈ p,
rp ≤ (q)|p|−1C(u, v) (10)
Note that, for the i-th demand the total rate ri can
be achieved via multiple paths. Let Pi be the set of all
possible paths which connect si and ei, hence,
ri =
∑
p∈Pi
rp. (11)
From equation 3, we have that for all the paths p ∈ Pi,
|p| ≤ li. We give the exact LP-formulation which takes
into account all these constraints in table II.
Note that, in this LP-formulation, as we introduce one
variable corresponding to each path so the total number
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Figure 5. This figure is the graphical representation of the
SURFnet network of figure 4. We run our rate maximisation
algorithm on this graph. Here, we consider the demand
set as D = {(40, 45, 7), (21, 13, 6), (30, 50, 7), (38, 15, 8)}.
The end-nodes are represented using square boxes. The
capacity of each of the link is chosen uniformly at random
between [1, 400]-EPR-pairs per second. We assume that
the success probability of the bell-state measurement is
q = 0.5 and the fidelity of the each of the elementary pairs
is F = 0.9925 and the value of the corresponding Werner
parameter W = 0.99. Given such a network and demand
set, we run our edge-based formulation proposed in table I
and get a total achievable rate of 18.140625 EPR-pairs per
second. Next, we feed the solution to the path extraction
algorithm, proposed in algorithm 1 and extract the paths
for each of the demands. In this figure, all the thick edges,
participate in the paths. For the demand, (45, 40, 7) we get
two paths, ((45, 43), (43, 47), (47, 48), (48, 9), (9, 33), (33, 40))
and ((45, 44), (44, 47), (47, 48), (48, 9), (9, 39), (39, 40)). Note
that each of the paths has path-length 6. Hence the
end-to-end fidelity for this demand is 1+3(0.99)
6
4
= 0.955.
Similarly, for the demand (21, 13, 6) the extracted path
is ((21, 27), (27, 28), (28, 25), (25, 20), (20, 31), (31, 13)) and
end-to-end fidelity is 1+3(0.99)
6
4
= 0.955. For the de-
mand (30, 50, 7), there is no path of length smaller
than 8. Hence, this demand can not be satisfied in
this model. For the demand (38, 15, 8), we extract
four paths, ((38, 23), (23, 31), (31, 14), (14, 15)), and
((38, 39), (39, 31), (31, 14), (14, 15)), and ((38, 39), (39, 9),
(9, 48), (48, 46), (46, 15)), ((38, 39), (39, 9), (9, 6), (6, 48),
(48, 47), (47, 43), (43, 15)) and the end-to-end fidelity for the
paths are 0.97, 0.97, 0.9625 and 0.9475. If we use the prepare
and swap protocol for generating EPR-pairs, along each
of the paths, then we can achieve the total entanglement
distribution rate of 18.140625 EPR-pairs per second.
of variables is of the order O(|V |!). This scaling stops
us from using the path-based formulation for solving the
maximum flow problem. However, this formulation helps
us to prove that the edge-based formulation gives a so-
lution to the rate maximisation problem. In the next
section, we give an idea of the proof. The full details of
8Maximize
k∑
i=1
∑
p∈Pi
rp (12)
Subject to :
k∑
i=1
∑
p∈Pi:
(u,v)∈p
rp
(q)|p|−1
≤ C(u, v), ∀ (u, v) ∈ E,
(13)
rp ≥ 0, ∀i ∈ {1, . . . , k},∀ p ∈ Pi,
|p| ≤ li ∀i ∈ {1, . . . , k},∀ p ∈ Pi.
Table II. Path-Based Formulation
the proof are given in the supplementary material.
B. Equivalence between the two formulations
The idea of the proof of equivalence is that, first we
try to construct a solution of the edge-based formulation
from the solution of the path-based formulation and then
we try to construct a solution of the path-based formu-
lation from the edge-based formulation. If both of the
constructions are successful then we can conclude that
both of the formulations are equivalent.
In table II we provide the path-based formulation on
the basis of the network graph G = (V,E,C) and the de-
mand set D, whereas in table I we propose the edge-based
formulation using the network graph G′ = (V ′, E′, C ′)
and the demand set Dmod. In order to show the equiv-
alence between both of the formulations, we first need
to rewrite the path-based formulation using the network
graph G′ = (V ′, E′, C ′) and the demand set Dmod. The
next section focuses on this. After that, we focus on
proving the equivalence.
1. Path-based formulation on the modified network
In this section, we construct the path-based formula-
tion on the basis of the new demand set Dmod, defined in
equation 5 and the modified network G′ = (V ′, E′, C ′).
In this demand set, we use the term i, j-th demand to de-
note the j-th source destination pair (s0i , e
j
i ) of the i-th
demand (si, ei) ∈ D. We denote the set of all possi-
ble paths for the i, j-th demand as Pi,j and we assign a
variable rp, corresponding to each path p ∈ Pi,j . From
equation 4 we have, for all the edges (u′, v′) ∈ E′ in a
path p,
rp ≤ (q)|p|−1C ′(u′, v′). (14)
Note that, from the construction of G′ and the new
demand set Dmod, the length of all the paths in Pi,j is
j. This implies, if Pi denotes the set of all possible paths
for the i-th demand (si, ei, li) ∈ D, then Pi =
⋃li
j=1 Pi,j .
For a fixed source-destination pair (si, ei), if along a path
p, the achievable rate is rp then,
ri =
li∑
j=1
∑
p∈Pi,j
rp. (15)
We give the exact formulation in table III.
Maximize
k∑
i=1
li∑
j=1
∑
p∈Pi,j
rp (16)
Subject to :
k∑
i=1
li∑
j=1
lmax−1∑
t=0
∑
p∈Pi,j :
(ut,vt+1)∈p
rp
(q)|p|−1
≤ C(u, v), ∀ (u, v) ∈ E,
(17)
∀i ∈ {1, . . . , k}, ∀j ∈ {1, . . . , li}, ∀ p ∈ Pi,j ,
rp ≥ 0. (18)
Table III. Path-Based Formulation on the Modified Network
2. Path-based formulation to edge-based formulation
In this section we construct a solution of the edge-
based formulation from the solution of the path-based
formulation. In the edge-based formulation, we con-
struct a new demand set Dmod, where the i-th demand
(si, ei, li) in the original demand setD is decomposed into
li-demands (s
0
i , e
1
i ), . . . , (s
0
i , e
li
i ). Recall that, the quan-
tity li denotes the upper bound on the discovered path-
length which reflects the lower bound on the required
end-to-end fidelity of the EPR-pairs generated between
si and ei (See section II B for the details). Here, each of
the (s0i , e
j
i ) are the nodes in the modified graph G
′. From
the construction of G′, it is clear that all the paths from
s0i to e
j
i have length j. If we have the solutions of the
path formulation, proposed in table III, then from there,
for each edge (u′, v′) ∈ E′ and for the i, j-th demand
(s0i , e
j
i ) we define the value of g˜ij(u, v) as,
g˜ij(u
′, v′) :=
∑
p∈Pi,j ,
(u′,v′)∈p
rp
(q)j−1
. (19)
9One can easily check that the definition of g˜ij , defined
in equation 19 satisfies all the constraints of the edge-
based formulation, proposed in the equations 7, 8, 9.
Moreover, with this definition of the g˜ij , the objective
function (equation 6) of the edge-based formulation be-
comes same as the objective function of the path-based
formulation. This shows that, the optimal value of the
edge-based formulation is at least as good as the solution
of the path-based formulation.
3. Edge-based formulation to path-based formulation
Here, we construct a solution of the path-based for-
mulation from the solution of the edge-based formula-
tion. We use the algorithm, proposed in algorithm 1 for
extracting the paths and corresponding rate along that
path. In the algorithm we compute the rate r˜pj,m corre-
sponding to a path pj,m for a demand (s
0
i , e
j
i ) ∈ Dmod as
follows,
r˜pj,m := (q)
j−1 min
(u′,v′)∈pj,m
{Fi,j,m(u′, v′)}, (20)
where the function Fi,j,m(u
′, v′) is related to gi,j(u′, v′)
and r˜pj,m . Here, Fi,j,0 = gi,j and for all m ≥ 0 we com-
pute Fi,j,m+1 as follows,
∀(u, v) ∈ pj,m Fi,j,m+1(u′, v′) = Fi,j,m(u′, v′)−
r˜pj,m
(q)j−1
.
(21)
We give a detailed proof of the fact that the paths as
well as the allocated rate corresponding to each path,
extracted from algorithm 1 corresponds to the feasible
solution of the path-based formulation in the appendix
C 4. Moreover, if we consider the equation 20 as the
definition r˜pj,m then the objective function of the edge-
based formulation is same as the objective function of
the edge-based formulation. This shows that this is a
valid solution of the path-based formulation. In the last
section we showed that the solution of the path-based
formulation is at least as good as the solution of the edge-
based formulation. Hence, the solutions of both of the
formulations are equivalent.
C. Prepare and swap protocol and the
LP-formulations
In this section, we explain the prepare and swap proto-
col and show that with this protocol one can achieve the
entanglement distribution rate along a path, proposed by
algorithm 1. In the next section we explain the protocol
for a repeater chain with a single demand. After that we
extend the protocol for the case for multiple demands.
1. Prepare and swap protocol for a repeater chain
Suppose in a repeater chain u0 = s, u1, . . . , un, un+1 =
e, where for all 0 ≤ i ≤ n, the nodes ui, ui+1 are neigh-
bours of each other and s would like to share EPR-pairs
with e. In this protocol, first, all the repeaters generate
entanglement with its neighbours/neighbour in parallel
and store the entangled links in the memory. Here we
assume that entanglement generation across an elemen-
tary link is a deterministic event, i.e., the entanglement
generation probability per each attempt is one. An in-
termediate node ui which resides between ui−1 and ui,
performs the swap operation when both of the EPR-pairs
between ui−1, ui and ui, ui+1 are ready. As we assume
that each of the swap operations is probabilistic, so the
entanglement generation rate with this protocol is lower.
However, due to the independent swap operations, the
protocol doesn’t need a long storage time. This makes
the protocol more practical.
We give an example of such an entanglement genera-
tion protocol on a repeater chain with three intermediate
nodes and one source-destination pair in figure 3. In the
next lemma, we derive an analytical expression of the
end-to-end entanglement generation rate in a repeater
chain network for the prepare and swap protocol. Note
that, a variant of the proof of lemma 1 can be found in the
literature [21]. For completeness, in the supplementary
material we include the proof of this lemma.
Lemma 1. In a repeater chain network with n + 1 re-
peaters {u0, u1, . . . , un}, if the probability of generating
an elementary pair per attempt is one, the probability of
a successful BSM is (q), the capacity of an elementary
link (ui, ui+1) (for 0 ≤ i ≤ n − 1) is denoted by Ci and
if the repeaters follow the prepare and swap protocol for
generating EPR-pairs, then the expected end-to-end en-
tanglement generation rate ru0,un is,
ru0,un = (q)
n−1 min{C0, . . . , Cn−1}. (22)
Notice that the EPR-pair generation rate for this pro-
tocol is exactly same as the EPR-pair generation rate,
proposed in equation 4, which we use for the path-based
formulation. In the previous sections we show that both
of the path-based and the edge-based formulations are
equivalent. This implies, the rates extracted from al-
gorithm 1 can be achieved with this prepare and swap
protocol.
2. Prepare and swap protocol for an arbitrary network
In a quantum network if there are multiple demands
then one link might be shared between multiple paths.
From algorithm 1 we get the set of paths and the desired
EPR-pair generation rate rp, across each of the paths p,
passing through an edge (u, v). In this scenario we use
the prepare and swap protocol for each of the paths in a
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sequential manner or round-robin manner3. From lemma
1 we get that, to achieve the rate rp, we need to gener-
ate on average
rp
(q)|p|−1 elementary EPR-pairs per second
across each of the elementary links (u, v) along the path p.
Here we also assume that the elementary link generation
is a deterministic event, i.e., the two nodes u and v con-
necting the elementary link (u, v) can generate exactly
C(u, v) EPR-pairs per second. Hence, each of the paths
uses the elementary link (u, v) for
rp
(q)|p|−1C(u,v) seconds
(on average) for generating the required elementary EPR-
pairs4. For generating rp EPR-pairs per second, all the
nodes along the path p need to use the elementary links
for at most max(u,v)∈p
{
rp
(q)|p|−1C(u,v)
}
seconds, which is
equal to
rp
(q)|p|−1
1
min(u,v)∈p{C(u,v)} seconds. This gives an
upper bound on the average storage time of the quantum
memory for generating the EPR-pairs along the path p.
In figure 6 we give an example of allocating EPR-pair
generation resources for multiple demands.
D. Complexity analysis
In this section, we analyse the complexity of the LP
formulations as well as the path-extraction and rate al-
location algorithm (algorithm 1). The edge-based LP-
formulation, proposed in this paper is based on the mod-
ified network graph G′ and modified demand set Dmod
and the running time of the edge-based LP-formulation
solver depends on the size of this network and modified
demand set. In the next lemma we give an upper bound
on the size of G′ and Dmod.
Lemma 2. The edge-based formulation, proposed in
equations 6 to 9, has at most N = |D||E||V | variables
and M = |V |2|E||D|+|V ||E|+|V |2|D| constraints, where
|V |, |E|, |D| denote the total number of repeater nodes, to-
tal number of edges in the network graph G and size of
the demand set D respectively.
Proof. The edge-based formulation, is based on the mod-
ified network G′ = (V ′, E′, C ′) which we construct from
the actual internet network G = (V,E,C). In G′ we cre-
ate at most lmax copies of each of the nodes and edges.
This implies, |V ′| ≤ lmax|V | and |E′| ≤ lmax|E|. As,
lmax = max{l1, . . . , l|D|}, hence lmax ≤ |V |. This im-
plies, |V ′| ≤ |V |2 and |E′| ≤ |E||V |. In the construction
of the edge-based formulation, for each demand, we in-
troduce one variable corresponding to each edge of E′.
3 One can use a more sophisticated scheduling algorithm for allo-
cating the EPR-pair generation resources across an elementary
link. The details of this scheduling algorithm are beyond the
scope of this paper.
4 Note that, if
rp
(q)|p|−1 is a rational number then one can always
achieve this average rate. For an irrational value of
rp
(q)|p|−1 we
need to approximate it to a rational number.
C(s, u) = 2
C(u, v) = 8
C(
v,
w)
= 1
6
C(w, e) = 20
C(s2 ,w) = 10
s1
uv
w
s2 e
Figure 6. Repeater network G = (V,E,C) with the demand
set D = {(s1, e), (s2, e)}. All the repeaters use BSM for the
entanglement swap. Here we assume that the success proba-
bility of the BSM is q = 1
2
. From the algorithm 1 we get a
path p1 = ((s1, u), (u, v), (v, w), (w, e)) for the demand (s1, e)
and a path p2 = ((s2, w), (w, e)) for the demand (s2, e). The
desired rate across p1 is rp1 = 0.25 EPR-pairs per second and
the desired rate across p2 is rp2 = 5 EPR-pairs per second.
If we use the prepare and swap protocol along both of the
paths separately then we get the desired EPR-pairs genera-
tion rate. However, here the elementary link (w, e) is being
shared by both of the paths. In this case, a simple scheduling
technique would be to distribute the EPR-pairs sequentially.
For example, at the beginning the elementary link (w, e) gen-
erates the EPR-pairs for the demand (s1, e). For generating
on average 0.25 EPR-pairs across the path p1, the elementary
link (w, e) has to generate 0.25 × 2|p1|−1 = 2 EPR-pairs per
second. As the capacity of the elementary link is 20 EPR-
pairs per second. Hence, it can generate 2 EPR-pairs within
2
20
= 0.1 seconds (on average). Then it can start generating
the EPR-pairs for the demand (s2, e). For this demand, the
elementary link (w, e) has to generate 5× 2|p2|−1 = 10 EPR-
pairs per second. Hence, it will take on average 10
20
= 0.5
seconds to generate 10 EPR-pairs.
Hence, the total number of variables for this formulation
is N = |D||E′| = |D||E||V |.
In the edge-based formulation, the constraint equa-
tion 7 (gij(u, v) ≥ 0) holds for all 1 ≤ i ≤ |D|, for
all 1 ≤ j ≤ li and for all edge (u, v) ∈ E′. This im-
plies, the total number of constraints corresponding to
equation 7 is |V |2|E||D|. Similarly, the constraint equa-
tion 8 holds for all the edges |E′|. This implies, there
are at most |V ||E| constraints corresponding to equa-
tion 8. The constraint equation 9 should be satisfied
by all the nodes in V ′ and for all 1 ≤ i ≤ |D|, for all
1 ≤ j ≤ li. This implies, the total number of constraints
corresponding to that equation is |V |3|D|. Hence, the to-
tal number of constraints in the edge-based formulation
11
is M = |V |2|E||D|+ |V ||E|+ |V |3|D|.
The previous lemma implies that the total number of
variables and constraints in the LP-formulation corre-
sponding to the maximum flow problem scales polyno-
mially with the number of nodes in the network graph
G. This implies, the time complexity of the LP solvers
for this problem also scales polynomially with the num-
ber of nodes in the network graph G = (V,E,C). Hence,
one can compute the maximum achievable rate for the
quantum internet in polynomial time. Now we focus on
the complexity of algorithm 1. The algorithm 1 uses
the solution of the edge-based formulation for extracting
the set of paths for each of the demands. In the next
proposition, we show that the size of the set of extracted
paths corresponding to each demand is upper bounded
by |V ||E|. Then we use this result for computing the
running time of algorithm 1.
Proposition 1. In algorithm 1,
|Pi,j | ≤ |E||V |. (23)
Proof. Due to the flow conservation property of the
edge-based formulation, if for some neighbour of s0i ,
Fi,j,m(s
0
i , v
1) > 0 then there exist a path pj,m from s
0
i
to eji such that Fi,j,m(u
′, v′) > 0 for all (u′, v′) ∈ pj,m.
Note that, at each step m of the algorithm 1 there ex-
ist at least one edge (u′, v′) ∈ E′ in the discovered
path pj,m, such that Fi,j,m+1(u
′, v′) = 0. As there are
in total, |E′| number of edges and the algorithm runs
until
∑
v1:(s0i ,v
1)∈E′ Fi,j,m+1(s
0
i , v
1) = 0, so the maxi-
mum value of m could not be larger than |E′|. From
the construction of the modified network, G′ we have
|E′| ≤ |V ||E|. This implies, |Pi,j | ≤ |E′| ≤ |E||V |.
In the next theorem we show that, running time of
algorithm 1 is O(|D||V |4|E|).
Theorem 1. The algorithm 1 takes the solution of the
edge-based LP-formulation and extract the set of paths in
O(|D||V |4|E|) time, where |D| is the size of the demand
set, |V |, |E| denote the total number of nodes and edges
in the network G = (V,E,C).
Proof. In algorithm 1 we compute the paths based on the
modified network G′ = (V ′, E′, C ′), which we construct
from the original network G = (V,E,C). In this modified
network |V ′| ≤ |V |lmax ≤ |V |2. In algorithm 1 at step
11 we compute a path in the graph G′. Note that, in the
worst case, it takes O(|V ′|) = O(|V |2) time to find a path
between a source-destination pair in a network. Accord-
ing to proposition 1, we have that for a fixed 1 ≤ i ≤ |D|
and a fixed 1 ≤ j ≤ li the total number of paths dis-
covered by algorithm 1 is upper bounded by O(|V ||E|).
Hence, for that i, j, the running time of algorithm 1 is
O(|V |3|E|). As, i ≤ |D| and j ≤ li ≤ lmax ≤ |V |, so in the
worst case scenario, the total running time of algorithm 1
is upper bounded by O(|D||V |4|E|). This concludes the
proof.
IV. CONCLUSION
In this paper, we use techniques from the length con-
strained multi-commodity flow theory for developing a
polynomial-time algorithm for maximising achievable ex-
pected entanglement generation rate between multiple
source-destination pairs in a quantum internet. Here,
we have maximised the end-to-end entanglement distri-
bution rate, satisfying a constraint on the end-to-end fi-
delity for each of the demand. We have shown that our
LP-formulation provides a maximal solution if it exists.
Our path extraction algorithm produces a set of paths
and the achievable rates along each of the paths. The
path-extraction algorithm has high running time as a
function of the path-length. Here we consider the worst
case scenarios, where we assume that the length of the
discovered path scales with |V |. In practical scenarios,
without distillation, the end-to-end fidelity of the dis-
tributed EPR-pairs would drop drastically with the path-
length. Hence, it is fair to consider that the length of the
allowed path increases slowly with the size of the network
node set. This would make the path-extraction algorithm
faster.
One can use any entanglement generation protocol for
distributing EPR-pairs across the paths that are discov-
ered by the path-extraction algorithm. However, our LP-
formulation is inspired from the atomic ensemble and lin-
ear optics based quantum repeaters, where the storage
time is very short and the entanglement swap operation
is probabilistic in nature [19–21]. Here, we have also
pointed out that, there exists a practical protocol, called
prepare and swap protocol, which can be implemented
using atomic ensemble based repeaters and if one uses
this protocol for distributing entanglement across each
of the paths, then one can generate EPR-pairs with the
rate proposed by our path-extraction algorithm.
In this paper, we focus on maximising the end-to-end
entanglement generation rate. However, one can easily
extend our results for other objective functions, like min-
imising the weighted sum of congestion at edges.
In future work, it would be interesting to include the
more realistic parameters like the bounded storage ca-
pacity, time to perform the swap operation, etc., in our
model and modify our current formulations to come up
with more sophisticated routing algorithms.
The proposed LP-formulations give an optimal achiev-
able EPR-pairs distribution rate with respect to prepare
and swap protocol. This protocol is practical and re-
quire very less amount of quantum storage time. How-
ever, there exist more sophisticated protocol which can
achieve higher EPR-pairs distribution rate but require
higher quantum storage time. Another interesting fu-
ture research direction would be to find out a protocol
for distributing EPR-pairs along a chain which achieves
the optimal EPR-pair generation rate and find an LP-
formulation for such protocol.
12
ACKNOWLEDGMENTS
We would like to acknowledge W. Kozlowski for many
stimulating discussions. We would like to thank M.
Skrzypczyk for giving useful feedback on the draft. This
publication is supported by an ERC Starting grant and
the QIA-project that has received funding from the Euro-
pean Union’s Horizon 2020 research and innovation pro-
gram under grant Agreement No. 820445.
[1] R. Van Meter, Quantum networking (John Wiley & Sons,
2014).
[2] S. Lloyd, J. H. Shapiro, F. N. Wong, P. Kumar, S. M.
Shahriar, and H. P. Yuen, ACM SIGCOMM Computer
Communication Review 34, 9 (2004).
[3] H. J. Kimble, Nature 453, 1023 (2008).
[4] S. Wehner, D. Elkouss, and R. Hanson, Science 362,
eaam9288 (2018).
[5] C. H. Bennett and G. Brassard, Theor. Comput. Sci. 560,
7 (2014).
[6] A. K. Ekert, Physical review letters 67, 661 (1991).
[7] P. Komar, E. M. Kessler, M. Bishof, L. Jiang, A. S.
Sørensen, J. Ye, and M. D. Lukin, Nature Physics 10,
582 (2014).
[8] D. Coppersmith, D. Gamarnik, and M. Sviridenko, in
Proceedings of the thirteenth annual ACM-SIAM sympo-
sium on Discrete algorithms (Society for Industrial and
Applied Mathematics, 2002) pp. 329–337.
[9] R. Van Meter, T. Satoh, T. D. Ladd, W. J. Munro, and
K. Nemoto, Networking Science 3, 82 (2013).
[10] M. Caleffi, IEEE Access 5, 22299 (2017).
[11] M. Pant, H. Krovi, D. Towsley, L. Tassiulas, L. Jiang,
P. Basu, D. Englund, and S. Guha, npj Quantum Infor-
mation 5, 25 (2019).
[12] K. Chakraborty, F. Rozpedek, A. Dahlberg, and
S. Wehner, arXiv preprint arXiv:1907.11630 (2019).
[13] T. C. Hu, Operations research 11, 344 (1963).
[14] N. Karmarkar, in Proceedings of the sixteenth annual
ACM symposium on Theory of computing (1984) pp.
302–311.
[15] W. J. Munro, K. Azuma, K. Tamaki, and K. Nemoto,
IEEE Journal of Selected Topics in Quantum Electronics
21, 78 (2015).
[16] C. H. Bennett, G. Brassard, C. Cre´peau, R. Jozsa,
A. Peres, and W. K. Wootters, Physical review letters
70, 1895 (1993).
[17] M. Zukowski, A. Zeilinger, M. A. Horne, and A. K. Ek-
ert, Physical Review Letters 71, 4287 (1993).
[18] A. M. Goebel, C. Wagenknecht, Q. Zhang, Y.-A. Chen,
K. Chen, J. Schmiedmayer, and J.-W. Pan, Physical
Review Letters 101, 080403 (2008).
[19] N. Sangouard, C. Simon, H. De Riedmatten, and
N. Gisin, Reviews of Modern Physics 83, 33 (2011).
[20] M. Gu¨ndog˘an, M. Mazzera, P. M. Ledingham, M. Cris-
tiani, and H. de Riedmatten, New Journal of Physics
15, 045012 (2013).
[21] N. Sinclair, E. Saglamyurek, H. Mallahzadeh, J. A.
Slater, M. George, R. Ricken, M. P. Hedges, D. Oblak,
C. Simon, W. Sohler, et al., Physical review letters 113,
053603 (2014).
[22] A. R. Mahjoub and S. T. McCormick, Mathematical pro-
gramming 124, 271 (2010).
[23] S. Ba¨uml, K. Azuma, G. Kato, and D. Elkouss, arXiv
preprint arXiv:1809.03120 (2018).
[24] S. Pirandola, arXiv preprint arXiv:1601.00966 (2016).
[25] S. Pirandola, Communications Physics 2, 1 (2019).
[26] S. Pirandola, Quantum Science and Technology 4, 045006
(2019).
[27] K. Azuma, A. Mizutani, and H.-K. Lo, Nature commu-
nications 7, 1 (2016).
[28] K. Azuma and G. Kato, Physical Review A 96, 032332
(2017).
[29] L. Rigovacca, G. Kato, S. Ba¨uml, M. Kim, W. J. Munro,
and K. Azuma, New Journal of Physics 20, 013033
(2018).
[30] S. Ba¨uml and K. Azuma, Quantum Science and Technol-
ogy 2, 024004 (2017).
[31] C. Li, T. Li, Y.-X. Liu, and P. Cappellaro, arXiv preprint
arXiv:2001.02204 (2020).
[32] R. F. Werner, Physical Review A 40, 4277 (1989).
[33] H.-J. Briegel, W. Du¨r, J. I. Cirac, and P. Zoller, Physical
Review Letters 81, 5932 (1998).
[34] M. S. A. C.-M. D. P. Roy, J.S and F. P. YAPOSIB bind-
ings), “A python linear programming api,” http://
coin-or.github.io/pulp/.
[35] S. Knight, H. X. Nguyen, N. Falkner, R. Bowden, and
M. Roughan, IEEE Journal on Selected Areas in Com-
munications 29, 1765 (2011).
[36] K. Chakraborty, “Routing-via-multi-commodity-
flow,” https://github.com/kaushikchakraborty9/
Routing-via-Multi-Commodity-Flow/ ().
[37] K. Chakraborty, “Surfnet graph, data for ex-
ploring the problem routing in a quantum
internet,” https://doi.org/10.4121/uuid:
4a0afe1d-5d96-4a90-abc8-4b4e61967ba3 ().
Appendix A: Outline
In the first part of the appendix, we focus on giving a
detailed proof of the equivalence of the path-based and
the edge-based formulation. In the second part of the ap-
pendix, we show how the prepare and swap protocol can
achieve the entanglement distribution rate, which we get
as an output from the LP solver. Before going to the de-
tailed proof, in the next appendix first, we define again
some of the notations which we use in the proof. One
can find the equivalence of the edge-based formulation
and the path-based formulation in appendix C. More pre-
cisely, for the clarity, in appendices IV and V we rewrite
the path-based formulation and the edge-based formula-
tions. We prove the equivalence between both of the for-
mulations by showing that one can construct the solution
of the edge-based formulation from the path-based for-
mulation (see appendix C 3) and vice-versa (see appendix
C 4). In appendix D, we describe the entanglement dis-
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tribution rate for the prepare and swap protocol across a
path.
Appendix B: Notations
In this section, we define again some of the notations
we are going to use later in the proofs. We first start with
the network graph G = (V,E,C), which is a directed
graph, and it abstracts the quantum network. Here V
denotes the set of quantum repeaters, E denotes the set
of quantum communication links and C : E → R+ de-
notes the entanglement generation capacity of an edge
(u, v) ∈ E, i.e., how many EPR-pairs the nodes u, v can
generate per second. A path p between a source node
and a destination node in the graph is a finite sequence
of edges which joins a sequence of distinct vertices. The
path-length of a path p between a source-destination pair
(s, e) is denoted by |p|. Next, we define the set of de-
mands D = {(s1, e1, l1), . . . , (sk, ek, lk)}, where the i-th
element of this set (or i-th demand) is a triplet (si, ei, li)
and si would like to share EPR-pairs with ei using the
multiple paths, whose path-lengths are at most li. Here,
we assume the size of the demand set |D| = k.
Appendix C: Equivalence of the path-based and
edge-based formulation for the prepare and swap
protocol
In this section, we prove the equivalence between the
path-based formulation and the edge-based formulation.
Before the proof, for clarity, in the next two subsec-
tions, we rewrite the path-based formulation and the
edge-based formulation. Note that for the edge-based
formulation of the LP construction, we use the modified
network graph G′ = (V ′, E′, C ′), which is constructed
from G = (V,E,C). For the clarity here again we rewrite
the construction of G′. First, from the demand set, D
we compute lmax = max{l1, . . . , lk}, where each of the
li is related to the length constraint of the i-th demand
(si, ei, li). Then, for each node u ∈ V , we create lmax + 1
copies of u. We denote them as u0, u1, . . . , ulmax . We
denote V j as the set of the j-th copy of all the nodes in
V , i.e., V j := {uj : u ∈ V }. For G′, the set of nodes
V ′ =
⋃lmax
j=0 V
j . For each edge (u, v) ∈ E and for each
0 ≤ j < lmax, we define, (uj , vj+1) ∈ E′. For each edge
(uj , vj+1) ∈ E′ we define C ′(uj , vj+1) = C(u, v).
Note that, by construction, the path-length of all the
paths from s0i to e
j
i is exactly j. For the i-th demand
we are interested in finding the paths between si and ei
with path-length at most li. Hence, finding paths for the
i-th demand in G is same as finding paths from s0i to
e1i , . . . , e
li
i in the modified network G
′. For this reason,
in the edge-based formulation, we decompose the i-th
demand (si, ei, li) into li demands {(s0i , e1i ), . . . , (s0i , elii )}
and construct a new demand set called, Dmod. It is de-
fined as follows,
Dmod := {D1, . . . , Dk}, (C1)
where for each 1 ≤ i ≤ k, Di = {(s0i , e1i ), . . . , (s0i , elii )}.
1. Path-based formulation
In this section, we rewrite again the path-based formu-
lation based on the new demand set Dmod and the mod-
ified network G′. Here, for the i, j-th demand (s0i , e
j
i ) ∈
Dmod we denote Pi,j as the set of all possible paths from
s0i to e
j
i and for each path p ∈ Pi,j we define one variable
rp ∈ R+. The variable rp denotes the flow between s0i to
eji via the path p. The aim of the path-based formulation
is to maximise the sum
∑k
i=1
∑li
j=1
∑
p∈Pi,j rp.
We give the exact formulation in table IV.
Maximize
k∑
i=1
li∑
j=1
∑
p∈Pi,j
rp (C2)
Subject to :
k∑
i=1
li∑
j=1
lmax−1∑
t=0
∑
p∈Pi,j :
(ut,vt+1)∈p
rp
(q)|p|−1
≤ C(u, v), ∀ (u, v) ∈ E,
(C3)
∀i ∈ {1, . . . , k}, ∀j ∈ {1, . . . , li}, ∀ p ∈ Pi,j ,
rp ≥ 0. (C4)
Table IV. Path-Based Formulation on the Modified Network
2. Edge-based formulation
In this section, for clarity, we rewrite the edge formu-
lation. Here, for the i, j-th demand (s0i , e
j
i ) ∈ Di (where
Di ∈ Dmod), we define one function gij : E′ → R+. We
give the edge-formulation in table V.
3. From the path-based formulation to the
edge-based formulation
In this section, we show that the solution of the edge-
based formulation is at least as good as the solution of
the path-based formulation. In order to do so we assume
that we have the solution of the path-based formulation
proposed in table IV. From this solution we construct a
solution of the edge-based formulation, proposed in table
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Maximize
k∑
i=1
li∑
j=1
(q)j−1
∑
v1:(s0i ,v
1)∈E′
gij(s
0
i , v
1). (C5)
Subject to :
For all 1 ≤ i ≤ k, 1 ≤ j ≤ li, 0 ≤ t ≤ lmax − 1, (u, v) ∈ E,
gij(u
t, vt+1) ≥ 0. (C6)
k∑
i=1
li∑
j=1
lmax−1∑
t=0
gij(u
t, vt+1) ≤ C(u, v). (C7)
For all 1 ≤ i ≤ k, 1 ≤ j ≤ li,
For all u′, v′, w′ ∈ V ′ : v′ 6= s0i , v′ 6= eji ,∑
u′:(u′,v′)∈E′
gij(u
′, v′) =
∑
w′:(v′,w′)∈E′
gij(v
′, w′). (C8)
Table V. Edge-based formulation on the modified network
V. For the i, j-th demand (s0, eji ) ∈ Dmod, for each edge
(u′, v′) ∈ E′, we define a function g˜ij : E → R+, as
follows,
g˜ij(u
′, v′) :=
∑
p∈Pi,j ,
(u′,v′)∈p
rp
(q)j−1
. (C9)
Here, we show that this g˜ij is a valid solution for the
edge-based formulation. In order to do so, first we need
to show that g˜ij corresponds to the objective function of
the edge-formulation.
Proposition 2. For all (u′, v′) ∈ E′, if we consider
equation C9 as the definition of the function g˜ij : E
′ →
R+ then,
k∑
i=1
li∑
j=1
∑
p∈Pi,j
rp =
k∑
i=1
li∑
j=1
(q)j−1
∑
v1:(s0i ,v
1)∈E′
g˜ij(s
0
i , v
1).
(C10)
Proof. According to the definition of g˜ij in equation C9,
we get
g˜ij(u
′, v′) =
∑
p∈Pi,j ,
(u′,v′)∈p
rp
(q)j−1
. (C11)
This implies,
∑
p∈Pi,j ,
(u′,v′)∈p
rp = (q)
j−1g˜ij(u′, v′). (C12)
By taking the summation over all 1 ≤ i ≤ k and 1 ≤
j ≤ li at the both side of the above equation we can prove
this proposition.
In the rest of this section, we show that g˜ij satis-
fies all the constraints from equations C6 to equations
C8. Note that, g˜ij satisfies the first constraint of the
edge-formulation by construction. In the next propo-
sition, we show that g˜ij satisfies the constraint equa-
tions: ∀(u, v) ∈ E and for all 0 ≤ t ≤ lmax − 1,∑k
i=1
∑li
j=1
∑lmax−1
t=0 gij(u
t, vt+1) ≤ C(u, v).
Proposition 3. For all (u, v) ∈ E′, if we consider equa-
tion C9 as the definition of the function g˜ij : E
′ → R+
then, for all 1 ≤ i ≤ k, 1 ≤ j ≤ li, 0 ≤ t ≤ lmax −
1,∀ (u, v) ∈ E
k∑
i=1
li∑
j=1
lmax−1∑
t=0
g˜ij(u
t, vt+1) ≤ C(u, v). (C13)
Proof. For any 1 ≤ i ≤ k, 1 ≤ j ≤ li, and 0 ≤ t ≤ lmax−1
and for any edge (u, v) ∈ E, we define the function g˜ij in
equation C9 as follows.
g˜ij(u
t, vt+1) =
∑
p∈Pi,j ,
(ut,vt+1)∈p
rp
(q)j−1
. (C14)
By taking the sum over all the values of i, j and t, we
get,
k∑
i=1
li∑
j=1
lmax−1∑
t=0
g˜ij(u
t, vt+1) =
k∑
i=1
li∑
j=1
lmax−1∑
t=0
∑
p∈Pi,j ,
(ut,vt+1)∈p
rp
(q)j−1
.
(C15)
From the constraint equation C3 of the path-
formulation we get,
k∑
i=1
li∑
j=1
lmax−1∑
t=0
∑
p∈Pi,j ,
(ut,vt+1)∈p
rp
(q)|p|−1
≤ C(u, v). (C16)
Substituting this inequality in equation C17 we get,
k∑
i=1
li∑
j=1
lmax−1∑
t=0
g˜ij(u
t, vt+1) ≤ C(u, v). (C17)
This concludes the proof.
In our next proposition we prove that g˜ij satisfies the
constraint proposed in equation C8, which is, for all 1 ≤
i ≤ k, 1 ≤ j ≤ li, u′, v′, w′ ∈ V ′ : v′ 6= s0i , v′ 6= eji ,
∑
u′:(u′,v′)∈E′
g˜ij(u
′, v′) =
∑
w′:(v′,w′)∈E′
g˜ij(v
′, w′).
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Proposition 4. For all (u′, v′) ∈ E′, if we consider
equation C9 as the definition of the function g˜ij : E
′ →
R+ then, for all 1 ≤ i ≤ k, 1 ≤ j ≤ li, v′ ∈ V ′ : v′ 6= s0i ,
v′ 6= eji ,
∑
u′:(u′,v′)∈E′
g˜ij(u
′, v′) =
∑
w′:(v′,w′)∈E′
g˜ij(v
′, w′).
Proof. From the definition of g˜ij in equation C9 we have,
g˜ij(u
′, v′) =
∑
p∈Pi,j ,
(u′,v′)∈p
rp
(q)j−1
. (C18)
Using this relation, for any node v′ ∈ V ′, such that
v′ 6= s0i , v′ 6= eji , we can rewrite the expression∑
u′:(u′,v′)∈E′ g˜ij(u
′, v′) in a following manner.∑
u′:(u′,v′)∈E′
g˜ij(u
′, v′) =
∑
u′:(u′,v′)∈E′
∑
p∈Pi,
(u′,v′)∈p
rp
(q)j−1
.
(C19)
For each edge (u′, v′) ∈ E′ (where v′ ∈ V ′ \ {s0i , eji})
can be part of multiple paths p ∈ Pi,j . This implies,
∑
p∈Pi,j :
(u′,v′)∈p
rp
(q)j−1
=
∑
w′:(v′,w′)∈E′
∑
p∈Pi,j :
(u′,v′)∈p
(v′,w′)∈p
rp
(q)j−1
.
Substituting the value of
∑
p∈Pi,j :
(u′,v′)∈p
rp
(q)j−1 in equation
C19 we get,
∑
u′:
(u′,v′)∈E′
g˜ij(u
′, v′) =
∑
u′:
(u′,v′)∈E′
∑
w′:
(v′,w′)∈E′
∑
p∈Pi,j :
(u′,v′)∈p
(v′,w′)∈p
rp
(q)j−1
(C20)
At the right hand side of the above equation, by inter-
changing the summation over u′ and w′ we get,
∑
u′:(u′,v′)∈E′
g˜ij(u
′, v′) =
∑
w′:(v′,w′)∈E′
∑
u′:(u′,v′)∈E′
∑
p∈Pi,j :
(u′,v′)∈p
(v′,w′)∈p
rp
(q)j−1
As for an intermediate node v′, the total number of paths,
incoming to it same as the total number of paths leaving
it, so we can rewrite the above expression as,∑
u′:(u′,v′)∈E′
g˜ij(u
′, v′) =
∑
w′:(v′,w′)∈E′
∑
p∈Pi,j :
(v′,w′)∈p
rp
(q)j−1
.
According to the definition of g˜ij , we have, g˜ij(v
′, w′) =∑
p∈Pi,j :
(v′,w′)∈p
rp
(q)j−1 . By substituting this relation on the
right hand side of the above expression we get,∑
u′:(u′,v′)∈E′
g˜ij(u
′, v′) =
∑
w′:(v′,w′)∈E′
g˜ij(v
′, w′).
This concludes the proof.
Proposition 3 and proposition 4 certifies that g˜ij all the
constraints, proposed in the edge-based formulation and
proposition 2 proves that g˜ij corresponds to the objec-
tive function of the edge-formulation. This implies, g˜ij
corresponds to a valid solution of the edge-based formu-
lation. In the next section, we show how to construct the
path-based formulation from the edge-based formulation.
4. From the edge-based formulation to the
path-based formulation
In this section, we show that the path-based formula-
tion is at least as good as the edge-based formulation.
We assume that we have the solution of the edge-based
formulation, defined in section V. From this solution we
extract a solution for the path-based formulation. We
use algorithm 3 for extracting the paths and the achiev-
able rates for the path-based formulation. In algorithm
3, at step 8, for the i, j-th demand (s0i , e
j
i ) ∈ Dmod we
compute the entanglement distribution rate r˜pj,m across
a path pj,m ∈ Pi,j . In order to be a valid solution of the
path-based formulation, proposed in table IV we need
to show that the extracted rates should satisfy the con-
straints in equation C3 and equation C4. We also need
to show that, the objective function which is computed
from these extracted rates should corresponds to the ob-
jective function of the edge-based formulation. In order
to do that, first we need to prove some properties of the
function Fi,j,m, used in algorithm 3. In the next propo-
sition, we show that for all the edges (u′, v′) ∈ E′, the
value of the function Fi,j,m ≥ 0.
Proposition 5. In algorithm 3 for all 1 ≤ i ≤ k, 1 ≤
j ≤ li, m ≥ 0, (u′, v′) ∈ E′,
Fi,j,m(u
′, v′) ≥ 0. (C21)
Proof. In the algorithm 3, after each iteration over m, we
compute Fi,j,m(u
′, v′) = Fi,j,m−1(u′, v′)− r˜pj,m−1(q)j−1 , where
r˜pj,m−1 = (q)
j−1 min(u′,v′)∈pj,m{Fi,j,m(u′, v′)}. This im-
plies, at least for one edge (u′, v′) ∈ E′, Fi,j,m(u′, v′) = 0
and for the other edges (u′, v′) ∈ pj,m,
r˜pj ≤ Fi,j(u′, v′)(q)j−1.
This implies,
Fi,j(u
′, v′)− r˜pj
(q)j−1
≥ 0.
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Input: The solution we obtain from the edge-based
formulation, i.e., {{gij(u′, v′)}(u′,v′)∈E′}1≤i≤k,1≤j≤li .
Output: Set of paths as well as the rate across each
of the paths {Pi,j}1≤i≤k,1≤j≤li .
1: for (i = 1; i ≤ k; i + +) do
2: for (j = 1; j ≤ li; j + +) do
3: m = 0.
4: Fi,j = gij .
5: Pi,j = ∅.
6: while
∑
v:(s0i ,v
1)∈E′ Fi,j,m(s
0
i , v
1) > 0 do
7: Find a path pj,m from s
0
i to e
j
i such that,
8: ∀(u′, v′) ∈ pj,m, Fi,j,m(u′, v′) > 0
9: r˜pj,m = (q)
j−1 min(u,v)∈pj,m{Fi,j,m(u′, v′)}
10: ∀(u′, v′) ∈ pj,m, we define Fi,j,m+1(u′, v′) as,
11: Fi,j,m+1(u
′, v′) := Fi,j,m(u′, v′)− r˜pj,m(q)j−1 .
12: Pi,j = Pi,j ∪ (pj,m, r˜pj,m).
13: m = m + 1.
14: end while
15: end for
16: end for
ALGORITHM 3. Path Extraction and Rate Allocation Al-
gorithm.
This concludes the proof.
In this next proposition, we show that for each demand
i, j the total number of paths |Pi,j | is upper bounded by
|E′|.
Proposition 6. In algorithm 3,
|Pi,j | ≤ |E′|. (C22)
Proof. Due to the flow conservation property of the
edge-based formulation, if for some neighbour of s0i ,
Fi,j,m(s
0
i , v
1) > 0 then there exist a path pj,m from s
0
i
to eji such that Fi,j,m(u
′, v′) > 0 for all (u′, v′) ∈ pj,m.
Note that, at each step m of the algorithm 3 there ex-
ist at least one edge (u′, v′) ∈ E′ in the discovered the
path pj,m, such that Fi,j,m+1(u
′, v′) = 0. As there are in
total, |E′| number of edges and the algorithm runs un-
til
∑
v1:(s0i ,v
1)∈E′ Fi,j,m+1(s
0
i , v
1) = 0, so the maximum
value of m could not be larger than |E′|.
In the edge-based formulation we have the flow conser-
vation for each gij . In the next proposition we show that
the flow conservation also holds for all Fi,j,m.
Proposition 7. In algorithm 3 for all 1 ≤ i ≤ k, 1 ≤
j ≤ li, m ≥ 0 and ∀ v′ ∈ V ′ \ {s0i , eji} ,∑
u′:
(u′,v′)∈E′
Fi,j,m(u
′, v′) =
∑
w′:
(v′,w′)∈E′
Fi,j,m(v
′, w′). (C23)
In algorithm 3 for the i, j-th demand, we discover a
path with each iteration over m. We denote the set of
discovered paths up to the m-th iteration as Pi,j,m. After
each discovery of the path, we allocate the rate rpj,m
across that path using a function Fi,j,m and compute
the value of the new function Fi,j,m+1 by subtracting the
allocated rate from Fi,j,m. For m = 0, we have Fi,j,0 =
gij . This implies, for every iteration m, we can rewrite gij
as a function of Fi,j,m and the sum of the allocated rates
so far. In the edge formulation, the function gij satisfies
the flow conservation property. Here we use this relation
and substitute gij with the function of Fi,j,m, then by
doing some simple algebraic manipulation we could show
that Fi,j,m also satisfies the flow conservation property.
Proof. In algorithm 3 suppose for any m ≥ 0, the set of
discovered paths are Pi,j,m. This implies, for any edge
(u′, v′) ∈ E′,
Fi,j,m(u
′, v′) = gij(u′, v′)−
∑
pj,m∈Pi,j,m
r˜pj,m
(q)j−1
By exchanging the position of gij(u
′, v′) and Fi,j,m(u′, v′)
in the above equation we get,
gij(u
′, v′) = Fi,j,m(u′, v′) +
∑
pj,m∈Pi,j,m:
(u′,v′)∈pj,m
r˜pj,m
(q)j−1
. (C24)
From the flow conservation property (equation C8) of
the edge formulation we have,
∑
u′:
(u′,v′)∈E′
gij(u
′, v′) =
∑
w′:
(v′,w′)∈E′
gij(v
′, w′).
Substituting the value of gij(u
′, v′) from the equation
C24 we get,
∑
u:(u′,v′)∈E′
Fi,j,m(u′, v′) + ∑
pj,m∈Pi,j,m:
(u′,v′)∈pj,m
r˜pj,m
(q)j−1

=
∑
w′:(v′,w′)∈E′
Fi,j,m(v′, w′) + ∑
pj,m∈Pi,j,m:
(v′,w′)∈pj,m
r˜pj,m
(q)j−1
 .
(C25)
As for an intermediate node v′, the number of the in-
coming paths to it is same as the number of outgoing
paths from it. This implies,
∑
pj,m∈Pi,j,m:
(u′,v′)∈pj,m
r˜pj,m
(q)j−1
=
∑
pj,m∈Pi,j,m:
(v′,w′)∈pj,m
r˜pj,m
(q)j−1
.
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By substituting this relation in equation C25 we get,
∑
u′:(u′,v′)∈E′
Fi,j,m(u
′, v′) =
∑
w′:(v′,w′)∈E′
Fi,j,m(v
′, w′).
This concludes the proof.
In the next proposition, we show that, the rates we
compute in algorithm 3 satisfies the condition C3 of the
path-based formulation.
Proposition 8. For all (u, v) ∈ E,
k∑
i=1
li∑
j=1
lmax−1∑
t=0
∑
pj,m∈Pi,j :
(ut,vt+1)∈pj,m
r˜pj,m
(q)j−1
≤ C(u, v), (C26)
where r˜pj,m is defined in algorithm 3 (see step 8).
In algorithm 3 for the i, j-th demand, we discover a
path with each iteration over m. We denote the set
of discovered paths up to the m-th iteration as Pi,j,m.
After each discovery of the path, we allocate the rate
r˜pj,m across that path using a function Fi,j,m and com-
pute the value of the new function Fi,j,m+1 by subtract-
ing the allocated rate from Fi,j,m. For m = 0, we have
Fi,j,0 = gij . This implies, for every iteration m, we can
rewrite gij as a function of Fi,j,m and the sum of the al-
located rates so far. In the edge formulation, for every
edge (u, v) ∈ E and for every 0 ≤ t ≤ lmax − 1 we have
that
∑k
i=1
∑li
j=1
∑lmax−1
t=0 gij(u
t, vt+1) ≤ C(u, v). Here,
we use this relation and substitute gij with the function
of Fi,j,m, then by doing some simple algebraic manipula-
tion we could show that the sum of the extracted rate is
also upper bounded by the capacity of that edge.
Proof. In algorithm 3, suppose for any m ≥ 0 and for
any 1 ≤ i ≤ k, 1 ≤ j ≤ li, and 0 ≤ t ≤ lmax − 1, the set
of discovered paths is Pi,j,m. This implies, for any edge
(u, v) ∈ E, and for any 0 ≤ t ≤ lmax − 1
Fi,j,m(u
t, vt+1) = gij(u
t, vt+1)−
∑
pj,m∈Pi,j,m
(ut,vt+1)∈pj,m
r˜pj,m
(q)j−1
.
From proposition 5 we have that for all 0 ≤ m ≤ |E′|
and for all the edges (ut, vt+1) ∈ E′, Fi,j,m(ut, vt+1) ≥ 0.
This implies,
gij(u
t, vt+1)−
∑
pj∈Pi,j :
(ut,vt+1)∈pj
r˜pj
(q)j−1
≥ 0
gij(u
t, vt+1) ≥
∑
pj∈Pi,j :
(ut,vt+1)∈pj
r˜pj
(q)j−1
. (C27)
From the edge-based formulation we have,
k∑
i=1
li∑
j=1
lmax−1∑
t=0
gij(u
t, vt+1) ≤ C(u, v),
for all the edges (u, v) ∈ E and for all 0 ≤ t ≤ lmax−1.
Substituting this relation in equation C27 we get,
k∑
i=1
li∑
j=1
lmax−1∑
t=0
∑
pj∈Pi,j :
(ut,vt+1)∈pj
r˜pj
(q)j−1
≤ C(u, v). (C28)
This concludes the proof.
We finish this section by showing the equivalence of
the objective functions for both of the formulations.
Proposition 9 (Equivalence of the objective functions).
In algorithm 3,
k∑
i=1
li∑
j=1
(q)j−1
∑
v1:(s0i ,v
1)∈E′
gij(s
0
i , v
1) =
k∑
i=1
li∑
j=1
∑
p∈Pi,j
r˜p.
(C29)
Due to the flow conservation property of the func-
tion Fi,j,m, the algorithm 3 runs until, Fi,j,m+1(s
0
i , v
1) =
0, for all the neighbours of the source node s0i . In
the previous propositions, we establish a relation be-
tween gij and Fi,j,m and the set of discovered paths,
i.e., Fi,j,m(s
0
i , v
1) = gij(s
0
i , v
1) − ∑ pj,m∈Pi,j,m
(s0i ,v
1)∈pj,m
r˜pj,m
(q)j−1 .
If all the paths are discovered, then the value of
Fi,j,m+1(s
0
i , v
1) becomes zero and gij will only be a func-
tion of all the discovered paths. Here, we use this relation
to prove the equivalence of the objective functions.
Proof. From proposition 7 we have that the functions
Fi,j,m follow the flow conservation. From the proposition
5 we have that Fi,j,m(u
′, v′) ≥ 0 for all 0 ≤ m ≤ |E′|.
This implies, for a fixed i, j, for any value of m, we
can always find one path pj,m with non-zero r˜pj,m until,∑
v1:(s0i ,v
1)∈E′ Fi,j,m(s
0
i , v
1) = 0. According to the algo-
rithm 3 after each iteration if an edge (s0i , v
1) ∈ pj,m,
Fi,j,m+1(s
0
i , v
1) = Fi,j,m(s
0
i , v
1)− r˜pj,m
(q)j−1
. (C30)
If for some i, j,m, Fi,j,m+1(s
0
i , v
1) = 0 then from the
equation C30 we have,
Fi,j,m(s
0
i , v
1) =
r˜pj,m
(q)j−1
.
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Using the recurrence relation of equation C30 we can
rewrite the above expression as,
Fi,j,m−1(s0i , v
1)− r˜pj,m−1
(q)j−1
=
r˜pj,m
(q)j−1
.
If we continue like this until m = 0, then we get
Fi,j,0(s
0
i , v
1) =
m∑
m′=0
r˜pj,m′
(q)j−1
.
Note that, Fi,j,0 = gij . This implies,
gij(s
0
i , v
1) =
m∑
m′=0
r˜pj,m′
(q)j−1
m∑
m′=0
r˜pj,m′ = (q)
j−1gij(s0i , v
1), (C31)
This is true for all m. This implies,
(q)j−1gij(s0i , v
1) =
∑
p∈Pi,j
(s0i ,v
1)∈p
r˜p. (C32)
By taking sum on both sides on i and j we get,
k∑
i=1
li∑
j=1
(q)j−1
∑
v:(s0i ,v
1)∈E′
gij(s
0
i , v
1) =
k∑
i=1
li∑
j=1
∑
p∈Pi,j
r˜p.
(C33)
This concludes the proof.
Appendix D: Prepare and swap protocol
In this appendix we prove the EPR-pair generation
rate across a repeater chain using prepare and swap pro-
tocol.
Lemma 3. In a repeater chain network with n + 1 re-
peaters {u0, u1, . . . , un}, if the probability of generating
an elementary pair per attempt is one and the probability
of a successful BSM is (q) and the capacity of an elemen-
tary link (ui, ui+1) (for 0 ≤ i ≤ n − 1) is denoted by Ci
and if the repeaters follow the prepare and swap protocol
for generating EPR-pairs, then the expected end-to-end
entanglement generation rate ru0,un is,
ru0,un = (q)
n−1 min{C0, . . . , Cn−1}. (D1)
Proof. In the entanglement generation protocol, first, the
repeaters start generating the elementary pairs in par-
allel. As, the elementary pair generation is a deter-
ministic event, so each of the node ui can generate Ci
EPR-pairs with its neighbour ui+1 (0 ≤ i ≤ n − 1)
per second. After generating the elementary pairs, the
intermediate nodes perform the swap operations inde-
pendently of each other. This implies, if all the swap
operations are deterministic then the end-to-end en-
tanglement generation is min{C1, . . . , Cn}. However,
each of the swap operations succeed with probability
(q). The end-to-end entanglement generation probabil-
ity is equal to the probability that all elementary links
are successfully swapped which is (q)n and there are
min{C1, . . . , Cn} such elementary links. This implies,
the expected end-to-end entanglement generation rate is
ru0,un = (q)
n−1 min{C0, . . . , Cn−1}. This concludes the
proof.
