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Abstract: L'arrivée de l'immunothérapie a profondément modifié la prise 
en charge de multiples cancers, permettant des réponses tumorales 
jusqu'alors inespérées, même si une majorité des patients ne répondent 
pas à ces nouveaux traitements. L'identification de biomarqueurs 
permettant de cibler les patients répondeurs est un enjeu majeur. 
L'imagerie médicale computationnelle (ou radiomique) est une discipline 
récente et extrêmement prometteuse. Elle consiste en l'analyse 
informatique d'images médicales et les traduit en données quantitatives 
complexes. Ces données de haute-dimension permettent une caractérisation 
et une analyse plus en profondeur du phénotype tumoral. L'imagerie 
médicale computationnelle présente l'avantage d'être non-invasive, de 
pouvoir évaluer la maladie tumorale dans sa globalité, et de pouvoir être 
répétée dans le temps pour suivre l'évolution tumorale au cours du temps. 
L'imagerie médicale computationnelle a pour objectif final de déterminer 
des biomarqueurs d'imagerie apportant une aide à la décision médicale et 
permettant aussi de mieux comprendre la biologie du cancer. Cette revue 
développera le processus de l'analyse en imagerie computationnelle, et 








































































Mise au point 
 
Imagerie médicale computationnelle (radiomique) et 
potentiel en immuno-oncologie 
 
Computational medical imaging (radiomics) and 
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Résumé :  
L’arrivée de l’immunothérapie a profondément modifié la prise en charge de multiples 
cancers, permettant des réponses tumorales jusqu’alors inespérées, même si une majorité des 
patients ne répondent pas à ces nouveaux traitements. L’identification de biomarqueurs 
permettant de cibler les patients répondeurs est un enjeu majeur. 
L’imagerie médicale computationnelle (ou radiomique) est une discipline récente et 
extrêmement prometteuse. Elle consiste en l’analyse informatique d’images médicales et les 
traduit en données quantitatives complexes. Ces données de haute-dimension permettent une 
caractérisation et une analyse plus en profondeur du phénotype tumoral. L’imagerie médicale 
computationnelle présente l’avantage d’être non-invasive, de pouvoir évaluer la maladie 
tumorale dans sa globalité, et de pouvoir être répétée dans le temps pour suivre l’évolution 
tumorale au cours du temps. L’imagerie médicale computationnelle a pour objectif final de 
déterminer des biomarqueurs d’imagerie apportant une aide à la décision médicale et 
permettant aussi de mieux comprendre la biologie du cancer. Cette revue développera le 
processus de l’analyse en imagerie computationnelle, et présentera le potentiel de son 
utilisation en immuno-oncologie. 
 
Mots clefs :  







































































The arrival of immunotherapy has profoundly changed the management of multiple cancers, 
obtaining unexpected tumor responses. However, until now, majority of patients do not 
respond to these new treatments. The identification of biomarkers to determine precociously 
responding patients is a major challenge. 
Computational medical imaging (also known as radiomics) is a promising and rapidly 
growing discipline. This new approach consists in the analysis of high dimensional data 
extracted from medical imaging, to further describe tumor phenotypes. This approach has the 
advantages of being non-invasive, being capable of evaluating the tumor and its 
microenvironment in their entirety, thus characterizing spatial heterogeneity, and being easily 
repeatable over time. The end goal of radiomics is to determine imaging biomarkers as 
decision support tools for clinical practice and to facilitate better understanding of cancer 
biology, allowing the assessment of the changes throughout the evolution of the disease and 
the therapeutic sequence. This review will develop the process of computational imaging 
analysis and present its potential in immuno-oncology. 
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L’imagerie médicale computationnelle (ou radiomique) est une discipline récente et 
extrêmement prometteuse [1]. Alors que l’analyse classique des examens d’imagerie standard 
tels que les scanners, IRM (Imagerie par Résonance Magnétique) ou TEP (Tomographie par 
Emission de Positons) repose sur l’interprétation visuelle de caractéristiques simples – comme 
la taille de la tumeur, sa forme générale, la prise de contraste ou l’intensité du signal – cette 
nouvelle approche traite informatiquement ces examens d’imagerie et les traduit en données 
quantitatives complexes. Ces données de haute-dimension permettent une caractérisation et 
une analyse plus en profondeur du phénotype tumoral [1–3]. L’hypothèse sous-jacente est que 
les données issues de ces examens reflètent l’architecture des tissus, mais aussi leur 
composition cellulaire et moléculaire. L’imagerie médicale computationnelle a pour objectif 
final de développer des biomarqueurs d’imagerie apportant une aide à la décision médicale et 
permettant aussi de mieux comprendre la biologie du cancer [4–6]. Cette approche présente 
plusieurs avantages : (i) elle est non-invasive, (ii) elle évalue la tumeur et son micro-
environnement dans sa globalité, caractérisant ainsi son hétérogénéité spatiale, et (iii) peut 
être répétée dans le temps, permettant d’appréhender les modifications tout au long de 
l’histoire de la maladie et de la séquence thérapeutique. 
 
L’arrivée de l’immunothérapie a profondément modifié la prise en charge de multiples 
cancers tels que les mélanomes [7,8], les lymphomes [9], les cancers pulmonaires [10], et 
rénaux [11], avec des résultats jusqu’alors inespérés : de 10 à 40% de réponses tumorales 
objectives tous types confondus, et jusqu’à 60% dans les mélanomes chez des patients aux 
stades extrêmement avancés [12–14]. L’identification de biomarqueurs permettant de cibler 




































































recherche actuel est l’utilisation de l’imagerie médicale computationnelle comme prédicteur 
de l’infiltration tumorale lymphocytaire et ainsi de l’efficacité des immunothérapies.  
L’objectif de cette revue est de présenter dans un premier temps les différentes étapes du 
processus de l’imagerie médicale computationnelle, puis, dans un second temps, les potentiels 
de son utilisation en immuno-oncologie. 
 
Processus de l’analyse en imagerie médicale computationnelle 
 
Le processus de l’analyse en imagerie médicale computationnelle consiste en plusieurs étapes 
distinctes : acquisition et segmentation d'images, extraction des caractéristiques, apprentissage 
statistique (Figure 1). 
 
Acquisition et segmentation d'images 
L’imagerie médicale computationnelle analyse de façon quantitative la répartition des 
intensités du signal dans une région ou un volume d'intérêt (ROI / VOI), et peut s’appliquer à 
des modalités d’imageries différentes et/ou multiples, avec pour chacune des intérêts et des 
limites qu’il est nécessaire de prendre en compte. Tout d’abord, la résolution spatiale des 
images varie selon les modalités. Elle est égale à environ 1 mm pour le scanner et l'IRM, et 5 
mm pour le TEP. De ce fait, les ROI trop petites (nodules infra-centimétriques par exemple) 
peuvent ne pas fournir d'informations suffisantes pour une analyse computationnelle, alors 
que les ROI trop volumineuses peuvent être affectées par l’hétérogénéité des tumeurs (comme 
dans le cadre de tumeurs avec un centre nécrotique). Les mouvements du patient et de sa 
respiration pendant l'acquisition affectent également la qualité des images reconstruites, 
particulièrement sur un examen TEP qui dure plusieurs minutes, alors qu’un examen scanner 




































































représente un signal moyenné sur l'ensemble des positions de la tumeur, contre un seul temps 
pour le scanner. Finalement, pour une même modalité d’examen, les différents paramètres 
d’acquisition et de reconstruction peuvent varier considérablement, ce qui peut être à l’origine 
de variations de signal non dues aux effets biologiques étudiés [15–17]. Ce dernier point est 
important à prendre en compte, en particulier lors d’études de cohortes rétrospectives. Sans 
protocole de standardisation des données, les études actuelles sont en effet souvent restreintes 
à de faibles nombres de patients pour lesquels des données homogènes ont été acquises. Une 
autre option consiste à considérer de très larges cohortes, moins sensibles aux variations liées 
aux paramètres d'acquisition et de reconstruction. 
 
Plusieurs méthodes peuvent être utilisées pour définir les ROI à analyser. Les méthodes de 
segmentation automatique sont préférables pour la précision et la reproductibilité. Il a été 
prouvé que les variabilités inter et intra-observateurs sont plus faibles grâce aux outils de 
segmentation automatique par rapport aux méthodes de délinéation semi-automatique ou 
manuelle [17–20]. Cependant, le recours à la délinéation semi-automatique est le plus souvent 
nécessaire, car les méthodes automatisées ne sont utilisables que s'il existe de fortes 
différences de signal entre la lésion et le fond (tumeurs pulmonaires en CT et PET par 
exemple, et éventuellement dans certaines séquences d'IRM). Ainsi, en particulier pour les 
tumeurs situées au sein de structures saines relativement homogènes, la relecture par un 
médecin expérimenté est nécessaire pour la correction manuelle des contours prédéfinis par 
ordinateur. La reproductibilité de la segmentation est importante afin de diminuer une source 
de variabilité des caractéristiques radiomiques extraites, bien qu’il soit surtout important que 






































































Il existe plusieurs plateformes libres permettant de réaliser des contours automatiques et semi-
automatiques, comme 3DSlicer (algorithme Growcut) [22]. Les contours générés peuvent être 
sauvés sous différents formats pour leur analyse. Le DICOM-RTSTRUCT est un format 
simple et courant pour le transfert des données en radiothérapie, et contient des informations 
sur les images et les ROI [23]. D'autres formats tels que Analyze [24] et NIfTI sont également 
utilisés [25]. 
 
Extraction des caractéristiques d’imagerie (ou index) 
Pré-traitement des images 
Les données brutes d’imagerie nécessitent un traitement préalable pour diminuer l’effet du 
bruit. Une étape facultative consiste à filtrer le signal contenu dans la ROI pour obtenir des 
images caractérisées par des résolutions spatiales différentes (lissage des images par filtres 
gaussiens par exemple), potentiellement utiles pour des analyses ultérieures [26]. Une autre 
étape consiste en la discrétisation ou le ré-échantillonnage des intensités du signal pour le 
calcul des index de second ordre. Il s’agit de diviser les valeurs continues potentiellement 
affectées aux voxels en plusieurs intervalles appelés « bins » [27,28]. Cette discrétisation peut 
être soit absolue (taille de bins fixe – par exemple 10 unités-Hounsfield (UH) pour un 
scanner), soit relative (nombre de bins fixe pour une même étude mais dont la taille varie en 
fonction des valeurs minimale et maximale prises par la tumeur). Le choix de la méthode est 
crucial car les index extraits varient en conséquence [21,29]. Plusieurs études ont montré 
qu’une discrétisation absolue permet d’extraire des index plus reproductibles et avait un 
potentiel discriminant plus important pour la caractérisation des tissus, avec l'avantage de ne 
pas dépendre du volume [27,28,30]. 
 




































































Les caractéristiques sont classiquement divisées en plusieurs catégories : 1) les index 
quantitatifs de forme, relatifs à la taille, la forme, le volume et la surface de la tumeur, 2) les 
index de premier ordre (ou index d’histogramme), étudiant la distribution des valeurs des 
voxels sans considérer les relations spatiales (ex : moyenne, médiane, minimum, maximum, 
kurtosis, asymétrie, entropie…) [31], 3) les index de second ordre (ou index de texture), 
caractérisant les relations spatiales entre les voxels, principalement calculés à partir des 
matrices décrites par Haralick [32] (ex : matrice de co-occurrence [gray-level co-occurrence 
matrix, GLCM], matrice des longueurs des séries homogènes (gray-level run length matrix, 
GLRLM) [33], matrice des longueurs des zones homogènes (gray-level size zone matrix, 
GLZLM) [34], matrice de différence de niveaux de gris (neighborhood gray-level different 
matrix, NGLDM) [35]. Des transformées de Fourier et des filtres linéaires comme le filtre de 
Gabor peuvent être utilisés à la fois dans l'étape de prétraitement et pour l'extraction de 
caractéristiques spatiales ou fréquentielles [36,37]. Les caractéristiques extraites peuvent être 




Implications de la haute dimension des variables radiomiques 
L’imagerie médicale computationnelle intègre actuellement classiquement environ 50 à 500 
caractéristiques quantitatives par patient [2,38], et certaines études vont jusqu’à 5000 
caractéristiques [39]. Leur nombre devrait encore augmenter, alors que le nombre de patients 
analysés est souvent largement inférieur. Cette situation de "malédiction de la dimension", 
classique dans le domaine des omics (génomique, protéomique…),  conduit à une probabilité 
forte d’obtenir des résultats faussement positifs [40–42]. Les ajustements pour les 




































































découvertes (Benjamini-Hochberg [44]) sont des méthodes couramment utilisées pour en tenir 
compte. Le nombre important de variables entraîne aussi un risque de sur-apprentissage, se 
traduisant par un modèle parfait sur les données d’apprentissage mais sans aucune capacité de 
généralisation sur d’autres jeux de données. Ce risque peut être estimé par des méthodes de 
validation croisée pour l’apprentissage, et contrôlé par les méthodes de réduction de 
dimension [45]. A noter que l’utilisation de bases de données test-retest, où deux acquisitions 
par patient sont réalisées à quelques minutes d’intervalle, peut permettre d’éliminer dans un 
premier temps les index qui se révèlent peu robustes dans le temps [18,46]. 
 
Méthodes de réduction de dimension 
L’éventail des différentes méthodes est large mais peut être classé en deux grandes 
catégories : la sélection de variables et l’extraction de caractéristiques construites à partir des 
variables initiales.  
La première catégorie ne conserve qu’un sous-ensemble de variables, classées selon un critère 
de performance, éliminant ainsi les variables non-pertinentes et redondantes. La sélection des 
variables peut être effectuée selon 3 approches :  
a) Approches « filtres » : la sélection des variables est réalisée dans une première étape 
de pré-traitement des données, indépendamment de la méthode d’apprentissage 
envisagée (par exemple, minimum Redundance Maximum Relevance [mRMR] [47], 
ReliefF [48]).  
b) Approche « wrapper » :  la sélection des variables est aussi réalisée dans une première 
étape de pré-traitement des données, mais le score de performance des variables est 
optimisé pour l’algorithme d’apprentissage spécifiquement envisagé qui va par 
exemple chercher un compromis entre le nombre de variables éliminées et le taux de 




































































spécifiquement sélectionnées pour une méthode d’apprentissage, et pourraient être 
différentes si une autre méthode d’apprentissage était choisie [49]).  
c) Approches « intégrées » : la sélection des variables et l’algorithme d’apprentissage 
sont  combinés en un seul problème mathématique (par exemple, régression linéaires 
régularisées Ridge, Lasso, ElasticNet [50]).  
La deuxième catégorie de réduction de dimension utilise toute l’information de la base de 
données initiale pour la compresser et produire de nouvelles caractéristiques projetées 
dans un espace de dimensions plus petites, mais qui ne sont pas interprétables en tant que 
tel (par exemple, méthodes linéaires : analyse en composantes principales, analyse 
discriminante linéaire de Fisher [51],  méthodes non linéaires : Isomap [52], plongement 
localement linéaire - Local Linear Embedded (LLE) [53], réseaux de neurones auto-
encodeurs [54]…). 
 
Apprentissage statistique supervisé et non supervisé 
Les approches d'apprentissage statistiques les plus fréquentes sont les méthodes 
d’apprentissage supervisées. L’algorithme cherche à prédire une variable explicite dite 
variable de sortie (variable catégorielle pour les tâches de classification : bénin vs. malin, ou 
continue pour les tâches de régression : survie par exemple) à partir de variables d’entrées. Il 
est entrainé sur un premier jeu de données (training set), et évalué sur un second (validation 
set) qui doit être indépendant du premier [55]. Des méthodes de partition du jeu de données 
initial ou de validation croisées sont souvent utilisées lorsqu’une cohorte indépendante n’est 
pas disponible, mais l’interprétation des résultats doit être très prudente [56].  Les modèles de 
régression [45], les forêts aléatoires [57–62], les machines à vecteurs de support – support 
vector machine (SVM) [45,63,64] et plus récemment les réseaux de neurones profonds [65] 




































































Les méthodes non supervisées n’utilisent pas de variable de sortie prédéfinie. Brièvement, 
leur objectif est de modéliser la structure sous-jacente des données pour en apprendre plus 
d’information. Il n’y a pas de « bonne réponse » sur laquelle entrainer le modèle.  Ce sont les 
méthodes de partition de données – clustering, et les méthodes d’apprentissage des règles 
d’associations [66]. 
 
Focus sur l’apprentissage profond – deep learning 
L’apprentissage profond fait référence à des méthodes avancées d’apprentissage statistique 
organisées en plusieurs couches, pour extraire des représentations des données sur de 
multiples niveaux, et dont les couches ne sont pas prédéfinies par l’utilisateur mais apprises 
directement depuis les données par l’algorithme, mimant ainsi le fonctionnement neuronal 
humain [67]. Ces méthodes récentes se sont montrées prometteuses dans chacune des étapes 
de l’apprentissage précédemment décrites.  
Dans le domaine de l’imagerie médicale computationnelle, des méthodes de réseaux de 
neurones convolutifs profonds (CNN) [68] ou d’auto-encodeurs [69] se sont révélées 
performantes pour l'apprentissage hiérarchique non supervisé de caractéristiques d’imagerie 
de plus en plus complexes directement à partir de données brutes de l’image, permettant ainsi 
de « découvrir » les caractéristiques pertinentes, au lieu d’extraire des caractéristiques définies 
a priori par l’utilisateur. Une sélection de variables peut être réalisée de façon intégrée avec 
l’apprentissage des caractéristiques, et ce, à la fois sur les données brutes et sur les 
caractéristiques apprises [68–70]. De même, la classification supervisée peut aussi s’intégrer 
dans une même architecture avec les deux précédentes étapes pour optimiser et automatiser le 
processus [69,71]. Des études ont comparé les méthodes d’imagerie computationnelle 
« classiques » multi-étapes avec les méthodes d’apprentissage profond, et ont montré un 




































































d’apprentissage profond dans le cas de nodules pulmonaires [71] ou de mammographies de 
dépistage du cancer du sein [69]. 
 
Potentiel en immuno-oncologie 
La place de l’immuno-édition parmi les processus clés de l’oncogénèse est maintenant bien 
établie [72]. L’identification de signaux d’inactivation des lymphocytes T effecteurs comme 
PD-L1 (programmed death-ligand 1) a permis le développement de nouveaux traitements 
d’immunothérapie, et en particulier les anti PD-1/ PD-L1, révolutionnant le monde de 
l’oncologie [73–75]. Malgré l’existence de réponses spectaculaires et de longs répondeurs 
chez des patients en stade très avancés, celles-ci ne représentent que 10 à 40% des patients, 
soulignant la nécessité d’obtenir de nouveaux biomarqueurs [12,76]. Par ailleurs, plusieurs 
études cliniques ont montré que le profil de l'infiltration immunitaire tumorale et péri-
tumorale préexistante est corrélé avec la réponse du patient à ces traitements [12,77–80]. En 
particulier, le phénotype immun-inflammatoire, caractérisé par la présence de cellules T-CD4 
et CD8 dans le parenchyme tumoral est associée à une meilleure réponse clinique [77,81,82], 
que ce soit dans les mélanomes [83], les cancers ovariens [84],  les cancers colorectaux [85], 
ou ceux de la tête et du cou [86–88]. A l’inverse, le phénotype immun-désert, caractérisé par 
une pénurie de cellules T dans le stroma et le parenchyme de la tumeur suggère l'absence 
d'immunité anti-tumorale préexistante et répond rarement aux traitements anti-PD-L1 / PD-1 
[77,89,90]. Ainsi, l’évaluation de l’infiltrat immunitaire tumoral par imagerie médicale 
computationnelle semble être une piste prometteuse pour la recherche de nouveaux marqueurs 
d’efficacité de ces immunothérapies. Les données publiées à ce jour sont rares, mais plusieurs 
abstracts présentés lors de congrès internationaux témoignent de l’engouement de la recherche 




































































Orooji et al ont analysé les scanners de 17 patients atteints de cancers broncho-pulmonaires 
non à petites cellules (CBPNPC), lobectomisés, pour qui une infiltration lymphocytaire 
tumorale (évaluée par coloration à l'hématoxyline et à l'éosine) était considérée comme 
absente ou élevée [91]. Le training set était constitué de 12 patients, et 669 caractéristiques de 
texture et de formes étaient évaluées par analyse discriminante linéaire en vue de prédire 
l’infiltration lymphocytaire. Leur méthode a permis de classer correctement l’infiltration 
lymphocytaire de 4 des 5 patients du set de validation. Cependant, l’absence des détails de 
leur méthode d’apprentissage et le faible nombre de patients nécessitent de rester prudent dans 
l’interprétation des résultats [91]. Tang et al ont développé une signature radiomique dans les 
CBPNPC, prenant en compte la classification immunologique des tumeurs selon Teng et al 
[92,93]. Les patients étaient regroupés selon l’infiltration lymphocytaire tumorale (ILT) et 

















 (Gp4). A partir de scanners injectés, 490 index 
étaient extraits. Après sélection des variables l’apprentissage était réalisé sur 114 patients et 
validé sur une cohorte indépendante de 179 patients. La signature finale comportait 4 index 
robustes : moyenne globale, écart-type et uniformité des intensités, et homogénéité de la 
matrice de co-occurrence. Ce modèle était significativement associé à la survie en multivarié 
dans les deux cohortes, après ajustement sur le stade et le traitement adjuvant. Les auteurs 
poursuivent actuellement leur recherche en évaluant l’application du modèle pour sélectionner 
les patients à un traitement par radiothérapie combiné à de l’immunothérapie [92]. Dans une 
autre étude, Prawira et al ont analysé les scanners de 15 patients atteints de cancers de la tête 
et du cou, inclus prospectivement dans des essais de phase 1 d’immunothérapie (anti-PD-L1 : 
n=8, et anti-CTLA-4 : n=7). Quarante-deux lésions ont été délinéées manuellement, mais 
trente-trois ont été retenues pour analyse (lésions exclues pour données cliniques 




































































scanner d’évaluation, un modèle d’apprentissage par machine à vecteurs de support a été 
entrainé par validation croisée, et a montré une prédiction de 79% (sensibilité 65,1%, 
spécificité 88%, p = 0,029) avec une aire sous la courbe ROC (Receiver Operating 
Characteristic) de 0,75 lorsque le modèle était entrainé sur le premier scanner d’évaluation, 
mais une prédiction de 70,8% (sensibilité 37,9%, spécificité 91.5%, p = 0.16) avec une aire 
sous la courbe ROC de 0,60 lorsqu’il était entrainé sur le scanner de référence pré-traitement 
[94]. Les index radiomiques utilisés ne sont pas décrits, et il n’y a pas de véritable cohorte de 




L’imagerie médicale computationnelle est une discipline particulièrement émergente en 
oncologie, bénéficiant de la masse importante de données d’imagerie réalisées pour le 
diagnostic et le suivi des patients. En France, en 2014, étaient ainsi réalisés 5 millions de 
scanners (+24,8% par rapport à 2008), 3,6 millions d’IRM (+79% par rapport à 2008) et 0,8 
millions d’examens de scintigraphie en général (+37,5% par rapport à 2008) [95]. De plus, le 
partage d’examens d’imagerie annotés dans des portails publics, comme le The Cancer 
Imaging Archive (TCIA) [96] devrait permettre d’accélérer la recherche et d’améliorer les 
modèles d’apprentissage.  
Cependant, même si les premiers résultats sont très encourageants, les challenges restent la 
standardisation des acquisitions d’imagerie [97], et la validation des signatures radiomiques à 
grande échelle avant de pouvoir mettre en place cette technique en pratique. Des 
recommandations pour la standardisation des pratiques, la validation et la communication des 




































































scientifique de qualité et permettre une transposition efficace en clinique des biomarqueurs 
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Figure 1 : Processus de l’analyse d’imagerie computationnelle (radiomics) : acquisition de 
l’image et segmentation, extraction des caractéristiques d’imagerie ou index, et apprentissage 
statistique. L’analyse des données intègre les données de la clinique, de l’anatomo-pathologie, 
de la génomique en vue d’une médecine de précision. 
 
Figure 1: The computational imaging (radiomics) pipeline, showing the major steps: image 
acquisition and segmentation, feature extraction, and statistical learning. Radiomics data are meant to 
be integrated and analyzed with clinical, pathologic and –omics data to improve precision medicine. 
 
Figure reproduite avec l’autorisation de Limkin E et al  [1]  
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