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Abstract
In this paper, we are interested in the numerical simulation of a turbulent viscous flow in the
vicinity of a periodic rough wall. To this aim, we consider a Large Eddy Simulation (LES) model,
and perform its asymptotic analysis, letting the period ε of the roughness tend to zero. Relying on
an homogenization method closely related to the two-scale convergence method [2, 38], we exhibit a
critical scaling associated with parameter λ := limε→0 aε/ε5/3, where aε stands for the amplitude
of the roughness. In the critical regime 0 < λ < ∞, the roughness effect is described by an addi-
tional, nonlinear friction term, that depends locally on the solution to a nonlinear auxiliary problem
of boundary layer type. In the particular case of riblets, which is of major practical interest, we show
that the directional invariance of the geometry results in a simplified expression of this extra term, and
we propose a numerical method to simulate the homogenized LES model, based on that observation.
Finally, we study the influence of parameter λ on the flow approximated by the homogenized model,
using different commonly used riblet shapes. Our simulations demonstrate that the extra friction term
can be handled numerically, and may have an important influence on the results of LES in presence
of roughness.
AMS Classification: 35B27, 76F65.
Keywords: turbulence model; large-eddy simulation; roughness effect; homogenization.
1 Introduction
The study of roughness effects in fluid-structure interaction has seen considerable development in the
last decades. Its main objective is to explain how the fine structure of solid walls may influence viscous
flows in their vicinity, and how the effects of surface irregularities should be taken into account in order to
enhance the precision of the existing models. One of the first mathematical results in this direction con-
cerns the justification of the no-slip boundary condition, which is commonly used in continuum mechanics
models and prescribes a null velocity for the fluid particles along the solid boundaries. In their pioneering
paper [16], Casado-Dı´az et al. have explained that boundary condition using an asymptotic analysis based
on the presence of small-scale irregularities on the wall, and on a minimal boundary condition – the non
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penetration condition – expressing the impossibility for the fluid to get through the solid. In a simplified
manner, that phenomenon could be interpreted as follows: the rough geometrical structure of the wall
causes the normal n to the boundary to oscillate with high spatial frequency, turning non penetration
condition u · n = 0 into no-slip condition u = 0, where u stands for the fluid velocity.
The study of such rugosity effects is of particular importance in the field of microfluidics. Indeed,
when fluid-structure interaction occurs at micro or nanoscale, surface effects become prominent due to
miniaturization, and may have a strong impact on the behaviour of the fluid. At those scales, positive slip
lengths have been measured experimentally, which justify the introduction of Navier boundary conditions
in the Stokes models used to describe that type of configuration. We refer to [32] for a review of such
experimental results. In the framework of fluid-solid contact with slip, numerous mathematical results
have been obtained, that draw a rather complete picture of the effects that rough walls may produce
on viscous flows at low Reynolds number. The stronger effect consists in forcing the fluid velocity to
vanish, in the limit where the characteristic dimensions of the roughness go to zero, as was previously
described. The rugosity effect can also be directional, when the surface texture forces the fluid to flow in a
specific direction, tangential to the wall. Last, rough walls may produce an extra friction coefficient (or in
other words, reduce the slip length), potentially anisotropic. We refer to [14] for a general mathematical
description of those effects, that can also be combined.
By specifying particular types of rough patches, it is possible to quantify precisely such effects, es-
pecially by computing friction coefficients. One typical example is the case of periodic distributions of
roughness, that can be treated by computating a friction matrix, whose coefficients are determined by
solving boundary layer problems [17, 28]. Among such periodical roughness profiles, the riblets, which
are assemblies of the same elongated structure, are of considerable interest. They are widely used in en-
gineering, extensively studied in experiments and mechanical models (see [7,8, 25,30,33]) and have been
the subject to many mathematical studies (see, for instance, [3, 13, 29]). However, in many applications
such as aeronautics [45] or shark-skin drag reduction [20], rugosity effects (and especially, riblet effects)
occur in turbulent regime. At present, a rigourous mathematical analysis of fluid-structure interaction at
high Reynolds number remains out of reach, due to the well-known, tremendous difficulties posed by the
three-dimensional Navier-Stokes equations in that context. From a numerical point of view, the direct
numerical simulation of those equations, at high Reynolds number, can be very expensive, since it requires
solving a very wide range of time and length scales – whose presence is characteristic of turbulence. As
a result, lots of tools and models have been developed to describe and simulate turbulent flows, that are
commonly used in mechanics [39].
In this paper, we focus on the class of Large Eddy Simulation (LES) models, that were introduced
by Smagorinsky in 1963 [42] and are widely used in computational fluid dynamics. The principle of
LES is to apply a spatial convolution operator to the Navier-Stokes equations, in order to decompose
the velocity, pressure and body forces into two parts: an averaged part describing the global, large scale
behaviour of the fluid, and a remainder corresponding to the small scales. The goal of LES models is
to compute only the large scale structure of the flow. However, due to the presence of the nonlinear
convective term in the moment equation, there is an interaction between small and large scales that one
needs to model in order to close the average Navier Stokes system of equations. This well-known closure
problem has led to a large variety of LES models, whose derivation can be motivated by physical or by
mathematical considerations. The mathematical approach is based on the use of the Fourier transform,
as will be detailed in Section 2. We refer to [46] and the references therein for a description of the main
LES models based on this approach.
In this work, we address the problem of simulating numerically the turbulent flow of a viscous fluid,
in the vicinity of a rough wall, using one of the simplest and most popular LES model: the Smagorinsky
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model. As was proved by Coletti in [19], this model enjoys nice mathematical properties, in particular,
global existence and uniqueness of a weak solution. In order to develop an asymptotic analysis of the
model, with respect to the characteristic length of the rough pattern, we rely on a remark by Galdi
and Layton [24], which is also developed in [46] (Chap. 5). Starting from the observation that the no-
slip boundary condition, which is the commonly accepted boundary condition for viscous flows at high
Reynolds number, cannot be preserved by spatially filtering the velocity using convolution, the previous
authors have proposed to equip LES models with Navier boundary conditions. As stated in the beginning
of this Introduction, such boundary conditions are well adapted to the study of rugosity effects. As a
matter of fact, we are able to generalize the multi-scale analysis developed in [17], to a time-dependant
system of equations, involving a nonlinear stress tensor, in the case of a periodic rough wall. We identify
a new critical scaling between the amplitude and the period of the oscillations, and obtain an effective
system set in the homogenized domain, that expresses the effect of the rough patches on the LES model,
by adding a nonlinear interaction term to the initial boundary condition of Navier type. In this effective
system, the homogenized boundary condition is determined locally by solving a boundary layer problem
that involves only the nonlinear part of the stress tensor – that is, the part modelling the large scales/small
scales interactions.
Since our work is motivated by the numerical simulation of turbulent flow near a rough wall, we
conclude by addressing a particular geometric configuration, which is widely studied in the experimental
fluid mechanics literature, and turns out to be well-adapted for simulating the limit system: the case of
riblets. Indeed, using their directional invariance, we are able to obtain a simplified expression of the
extra friction term, that requires the solving of only two different auxiliary problems. Then, we propose
a numerical method to solve the limit LES model, based on a fixed point algorithm for treating the
nonlinear part of the stress tensor, and the nonlinear friction term accounting for the rugosity effect.
We implement that method to simulate the steady-state of the LES model, using three different riblet
shapes that are commonly used in the literature, and discuss the influence of parameter λ for these
geometries. Our simulations demonstrate the extra friction term emerging from the asymptotic analysis
of the model, can be taken into account in the applications, and have a non neglictable impact on the
physical properties of the flow approximated by Large Eddy Simulation.
The paper is organized as follows. The Smagorinsky model is presented in Sec. 2. The main results
are stated in Sec. 3, and proved in Sec. 4. Finally, Sec. 5 is dedicated to numerics.
2 The Smagorinsky model for turbulent flow
We consider the flow of a viscous and homogeneous fluid, driven by an external force, in a three-
dimensional domain delimited by two fixed horizontal plates. We assume that the upper plate is perfectly
smooth, but that the lower one presents a periodic rough surface. We work in nondimensionalized
coordinates and denote by Re the Reynolds number associated with the flow.
Let us start with the geometric notation that will be used throughout the paper.
2.1 Geometric notation
We denote by (e1, e2, e3) the canonical basis of R3 and by x = (x1, x2, x3) the spatial coordinates.
The top smooth boundary occupies the plane x3 = 1, with normal e3. For the sake of simplicity, we
assume that the flow is periodic with respect to the horizontal coordinates (x1, x2), which motivates the
introduction of the tori T 2 := R2/Z2 and T 1 := R/Z.
To describe the geometry of the lower (rough) plate, we fix a positive function Ψ ∈ W 2,∞(T 2) and
define
Ψε(x1, x2) = aεΨ
(x1
ε
,
x2
ε
)
, a.e. (x1, x2) ∈ T 2,
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where ε > 0 is a small parameter and aε satisfies
lim
ε→0
aε = 0, lim
ε→0
aε
ε
= 0. (2.1)
The rough boundary Γε is then defined by
Γε := {(x1, x2, x3) ∈ T 2 × R : x3 = −Ψε(x1, x2)}. (2.2)
By the periodicity of Ψ, Ψε is periodic of period ε in the x1 and x2 directions, and by construction,
the maximum value of Ψε is proportional to aε. Thus, hypotheses (2.1) mean that the amplitude of the
roughness is negligible with respect to the period, as the period tends to zero.
Let ν the be the outside unitary normal vector to Ωε on Γε. The orthogonal projection on the tangent
space of ∂Ωε will be denoted by T , i.e.
Tξ = ξ − (ξ · ν)ν, ∀ξ ∈ R3, a.e. on Γε.
We denote by Γ0 the upper (smooth) boundary, defined by
Γ0 := T 2 × {1},
and introduce the fluid domain Ωε defined by
Ωε := {(x1, x2, x3) ∈ T 2 × R : −Ψε(x1, x2) < x3 < 1}.
Since the sequence (Ψε)ε>0 converges uniformly to zero, the sequence (Γε)ε>0 converges in the sense
of Hausdorff to the flat wall Γ defined by
Γ = T 2 × {0}. (2.3)
Accordingly, we introduce the limit domain
Ω = T 2 × (0, 1), (2.4)
and define Λ by
Λ = T 2 × (−1, 1),
so that Λ contains all the rough domains Ωε.
2.2 Derivation of the LES model
Let uε be the nondimensionalized velocity of the fluid and pε the nondimensionalized pressure. We
assume that the external force is given by the restriction to Ωε of a vector field f ∈ L2(Λ,R3). The fluid
motion is described by the Navier-Stokes equations
∂tuε + div (uε ⊗ uε)− 1
Re
∆uε +∇pε = f in ]0, T [×Ωε, (2.5)
div uε = 0 in ]0, T [×Ωε, (2.6)
completed with the initial condition
uε(x, 0) = u
0
ε(x), x ∈ Ωε (2.7)
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and no-slip boundary conditions on the plates:
uε = 0 on Γ
0, (2.8)
uε = 0 on Γε. (2.9)
As it is well known, in the three-dimensional case, existence and uniqueness of the solution of (2.5)–
(2.7) has only been proved for small Reynolds number [31]. For large values of Re, analytical solutions of
Navier-Stokes equations become unstable; this is called turbulence. Our aim is to investigate numerically
the influence of the rough boundary on turbulent states of the system. Although several numerical
procedures have been developed to solve equations (2.5)-(2.6), they suffer the same instability issues
as the analytical solutions, when the Reynolds number becomes large. To enhance the stability of the
numerical solutions, one needs to consider a very fine mesh of the space domain, which increases the
storage and computational costs dramatically, especially when the boundary of the domain presents fast
oscillations.
As an alternative to direct numerical simulation (DNS), several models of turbulent flows have been
developed. We refer to [37] for an introduction to the main models of turbulence. In order to simulate
flows at high Reynolds number, we will apply the space filtered approach to large eddy simulation (LES),
introduced in 1970 by Deardorff [21]. Let us recall the main steps of the derivation of this model; for
more details on the derivation of classical LES models, we refer to [9, 19,40].
The spatial averaging operator is defined as a convolution with the Gaussian filter
gδ(x) :=
(γ
pi
)3/2 1
δ3
exp[−γ|x|2/δ2],
where δ > 0 represents an averaging radius and γ > 0 is a constant. All dependent variables being
extended by zero to T 2 × R, the average of any variable r(t, x) is defined by
r(t, x) = (gδ ∗ r)(t, x) =
∫
R3
gδ(x− y) r(t, y) dy.
Applying this averaging operator to system (2.5)-(2.7) and commuting spatial partial derivatives with
convolutions, we formally obtain the system
∂tuε + div (uε ⊗ uε)− 1
Re
∆uε +∇pε = f in ]0, T [×Ωε, (2.10)
div uε = 0 in ]0, T [×Ωε, (2.11)
uε(x, 0) = u0ε(x), x ∈ Ωε. (2.12)
However, the nonlinear term div (uε ⊗ uε) cannot be expressed as a function of the new unknown uε.
This notorious closure problem prevents us from solving the averaged problem (2.10)-(2.12) directly. To
overcome this difficulty, it is required to derive an approximate expression of uε ⊗ uε, involving only the
average velocity field uε. Introducing the small-scale velocity u
′
ε defined by
uε = uε + u
′
ε,
one starts with the following development:
uε ⊗ uε = uε ⊗ uε + uε ⊗ u′ε + u′ε ⊗ uε + u′ε ⊗ u′ε. (2.13)
The principle of the approximation is to apply the Fourier transform to every term on the right hand
side of (2.13), to exploit its commutation properties with respect to convolution, and to use a formal
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asymptotic development of the the result with respect to the small-scale δ, as δ tends to zero, before
returning to space variables by applying the inverse Fourier transform. Denoting by F the Fourier
transform on T 2 × R and by ξ the dual variable, the Fourier transform of the Gaussian filter is defined
by
ĝδ(ξ) := [F(gδ)] (ξ) = exp
[
− δ
2
4γ
|ξ|2
]
,
and using the properties of the convolution, there holds
F(uε ⊗ uε) = ĝδ(ξ)F(uε ⊗ uε) = e−
δ2
4γ
|ξ|2
(ûε ∗ ûε).
Using a Taylor series approximation of the exponential, we can write the asymptotic development
F(uε ⊗ uε) =
(
1− δ
2
4γ
|ξ|2
)
(ûε ∗ ûε) +O(δ4), as δ → 0.
Applying the same treatment to the three other terms in the right-hand side of (2.13), taking the inverse
Fourier transform and neglecting every term of order O(δ4) or higher, one obtains the approximation
uε ⊗ uε ≈ uε ⊗ uε + δ
2
2γ
Duε(Duε)
T ,
where Duε stands for the Jacobian matrix of uε. This leads to a classical space-filtered LES model that
is used in many studies, see for instance [1,5,6]. However, following the previous approach, the turbulent
fluctuations u′ε ⊗ u′ε in (2.13) turn out to be formally of order O(δ4), and thus neglictable. In the present
work, we choose to model u′ε ⊗ u′ε by a Smagorinsky term of the form −Cs|D(uε)|D(uε), where Cs > 0 is
of order O(δ2). This term was introduced in [42]. As a result, the model that we consider relies on the
following approximation:
uε ⊗ uε ≈ uε ⊗ uε + δ
2
2γ
Duε(Duε)
T − Cs|Duε|Duε.
Defining (wε, qε) as an approximation of (uε, pε), we obtain the system
∂twε + (wε · ∇)wε − divS(Dwε) +∇qε = 0 in ]0, T [×Ωε, (2.14)
divwε = 0 in ]0, T [×Ωε, (2.15)
wε(x, 0) = w
0
ε(x), x ∈ Ωε, (2.16)
where the stress tensor S(Dwε) is defined by
S(Dwε) =
(
1
Re
+ Cs|Dwε|
)
Dwε − δ
2
2γ
Dwε(Dwε)
T . (2.17)
In (2.16), the initial datum w0ε is obtained by setting w
0
ε(x) := u
0
ε(x) a.e. in Ωε.
Treatment of the boundary conditions. To complete system (2.14)–(2.16), we need to impose boundary
conditions. Formally, the approximation wε should satisfy wε = uε on the boundary of the domain, so
we need to replace such boundary conditions by suitable approximations in order to close the system.
Since we want to focus on the interaction between the fluid and the rough boundary Γε, for simplicity,
we impose no-slip boundary condition on the top boundary
wε = 0 on Γ
0. (2.18)
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To derive a boundary condition for wε on the rough plate Γε, we follow a strategy proposed by Galdi and
Layton [24]. In their paper, these authors suggest that the averaged velocity field, which is a model for the
motion of the so-called large eddies, should satisfy a Navier slip boundary condition on solid boundaries,
which can be seen as the most general boundary condition for a fluid. Some numerical evidence of this
fact are cited by Serrin in [41], for high Reynolds flows of gases. In the context of the nonlinear stress
tensor (2.17), such boundary conditions read
wε · ν = 0 on Γε,
[S(Dwε)ν] · τi + β wε · τi = 0 on Γε i = 1, 2.
(2.19)
In these expressions, ν denotes the outward unit vector on Γε, {τ1, τ2} is an orthonormal system of
tangent vectors on Γε and β = β(Re, δ) is a nonnegative friction coefficient, that depends typically on
the Reynolds number Re and on the averaging radius δ. In particular, for consistency, the model should
impose that β goes to infinity as δ goes to 0, so that formally, boundary conditions (2.19) turn into no slip
conditions as the averaging radius vanishes, conformly to the physical boundary conditions (2.9) satisfied
by the fluid.
In the present study, we make the assumption that, δ and Re being fixed, β remains of order 1 with
respect to the roughness parameter ε, as ε tends to zero. Thus, we assume for simplicity that β(Re, δ) is
independant on ε. As it will be clear in the proofs, as long as the friction coefficient remains bounded when
ε goes to zero, it does not play any significant role in the asymptotic analysis of system (2.14)–(2.19).
Remark 2.1. In the computations, we will often divide the tensor S(Dwε) in two parts: the Newtonian
and non-Newtonian parts. Namely, we set
S(Dwε) =
1
Re
Dwε︸ ︷︷ ︸
Newtonian part
+ Ŝ(Dwε)︸ ︷︷ ︸
non-Newtonian part
,
with
Ŝ(Dwε) = Cs|Dwε|Dwε − δ
2
2γ
Dwε(Dwε)
T .
Remark 2.2. Tensor S(ξ) satisfies the homogeneity condition
S(t ξ) =
t
Re
ξ + t2 Ŝ(ξ), ∀ ξ ∈ R3×3, ∀ t ∈ R+. (2.20)
Weak formulation of system (2.14)–(2.19). We introduce the functional spaces
Hε = L
2(Ωε,R3),
Wε =
{
w ∈W 1,3(Ωε,R3), w · ν = 0 on Γε, w = 0 on Γ0
}
, (2.21)
Vε = {w ∈Wε, divw = 0 in Ωε} .
Wε and Vε are closed subspaces ofW
1,3(Ωε,R3), and thus Banach spaces for the same norm ‖Dw‖L3(Ωε,R9),
which is equivalent to the usual W 1,3 norm by Poincare´ inequality. We define
Jε = H
1(]0, T [, Hε) ∩ L3(]0, T [, Vε). (2.22)
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Assume that w0ε ∈ Vε is given. We say that wε is a weak solution to problem (2.14)–(2.19) if wε ∈ Jε and
satisfies initial condition (2.16), and if the integral identity∫ T
0
∫
Ωε
∂twε · ϕdx dt+
∫ T
0
∫
Ωε
[(wε · ∇)wε] · ϕdx dt+
∫ T
0
∫
Ωε
S(Dwε) : Dϕdxdt
+β
∫ T
0
∫
Γε
wε · ϕdH2 dt =
∫ T
0
∫
Ωε
f · ϕdx dt
(2.23)
holds for every test function ϕ such that
ϕ ∈ C1c (]0, T [×Ωε,R3), divϕ = 0 in Ωε, ϕ · ν = 0 on Γε, ϕ = 0 on Γ0.
In the surfacic integral on Γε, H2 stands for the bidimensional Hausdorff measure in R3. Notice that,
by Sobolev embedding theorem, the space Jε is continuously embedded in C
0([0, T ], Hε), so that initial
condition (2.16) is well defined in Hε.
Our main objective is to study the asymptotic behaviour of weak solutions to system (2.14)–(2.19)
when ε tends to zero, and to identify the homogenized model that accounts for the roughness induced
effects.
3 Main results
The first result ensures the existence and uniqueness of a weak solution wε ∈ Jε to problem (2.23),
and states the expected energy estimates. It is adapted from Coletti [19].
Theorem 3.1. Let T > 0 and f ∈ H1(]0, T [, L2(Λ,R3)). Assume that Cs > δ2γ . Then for every
ε > 0 and every initial datum w0ε ∈ Vε, there exists a unique weak solution wε ∈ Jε to problem (2.14)–
(2.19). Moreover, there exists a constant C = C(Re,Cs, δ, γ) such that this solution satisfies the energy
inequalities:
sup
0≤t≤T
(∫
Ωε
|wε|2 dx
)
≤
∫
Ωε
|w0ε |2 dx+ C
∫ T
0
∫
Ωε
|f |2 dx dt, (3.1)
1
Re
∫ T
0
∫
Ωε
|Dwε|2 dx dt+ 2
∫ T
0
∫
Γε
β|wε|2 dH2 dt+ 2
(
Cs − δ
2
2γ
)∫ T
0
∫
Ωε
|Dwε|3 dx dt (3.2)
≤
∫
Ωε
|w0ε |2 dx+ C
∫ T
0
∫
Ωε
|f |2 dx dt,
∫ T
0
∫
Γε
|∂twε|2 dσ dt
≤ C
(∫
Ωε
|w0ε |2 dx+
∫
Ωε
|Dw0ε |2 dx+
∫
Ωε
|Dw0ε |3 dx+
∫ T
0
∫
Ωε
|f |2 dx dt+
∫ T
0
∫
Ωε
|∂tf |2 dx dt
)
. (3.3)
In the next Proposition, we construct a pressure field qε ∈ W−1,∞(]0, T [, L3/20 (Ωε)), associated with
the divergence free constraint on wε.
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Proposition 3.2. Let T > 0, f ∈ H1(]0, T [, L2(Λ,R3)) and assume that Cs > δ2γ . Let ε > 0, w0ε ∈ Vε
and let wε ∈ Jε be the weak solution to problem (2.14)–(2.19). Then, there exists a distribution qε ∈
W−1,∞(]0, T [, L3/20 (Ωε)) such that for every ϕ ∈ C1c (]0, T [,Wε),∫ T
0
∫
Ωε
∂twε · ϕdx dt+
∫ T
0
∫
Ωε
[(wε · ∇)wε] · ϕdx dt+
∫ T
0
∫
Ωε
S(Dwε) : Dϕdxdt
+β
∫ T
0
∫
Γε
wε · ϕdH2 dt−
∫ T
0
∫
Ωε
qε divϕdx dt =
∫ T
0
∫
Ωε
f · ϕdx dt .
(3.4)
Our main contribution is the obtention of the asymptotic behaviour of the velocity/pressure couple
(wε, qε) satisfying (3.4), as ε tends to zero. The statement of the effective system requires some extra
notation to define the auxiliary (cell) problem, that we introduce in the next paragraph.
Notation related to the cell problem. By Y ′, we denote the unitary cube of R2, Y ′ = (−12 , 12)2, and
by Q̂ the set Q̂ = Y ′ × (0,+∞). For every M > 0 we write Q̂M = Y ′ × (0,M). We use the index # to
mean periodicity with respect Y ′, for example Lp#(Y
′) denotes the space of functions u ∈ Lploc(R2) which
are Y ′-periodic, while Lp#(Q̂) denotes the space of functions û ∈ Lploc(R2 × (0,+∞)) such that∫
Q̂
|û|pdy < +∞, û(y′ + k′, y3) = û(y), ∀k′ ∈ Z2, a.e. y ∈ R2 × (0,+∞).
We denote by V the space of functions v̂ : R2 × (0,+∞)→ R such that
∀M > 0 v̂ ∈W 1,3# (Q̂M ,R), and Dv̂ ∈ L3#(Q̂,R3).
It is a Banach space endowed with the norm ‖ · ‖V defined by
‖v̂‖3V = ‖v̂‖3L3#(Y ′×{0},R) + ‖Dv̂‖
3
L3#(Q̂,R3)
.
Asymptotic behaviour of (wε, qε). Depending on the scaling of the amplitude aε with respect to ε, the
asymptotic behaviour of system (2.14)–(2.19) is described by three different regimes, that we call critical,
sub-critical and super-critical. The relevant scaling is controlled by parameter λ, which is a nonnegative
number, possibly infinite, defined by
λ := lim
ε→0
aε
ε
5
3
. (3.5)
Here, we state the result in the critical case; the other cases will be discussed in a Remark 3.7.
Theorem 3.3. Let T > 0, f ∈ H1(]0, T [, L2(Λ,R3)) and assume that Cs > δ2γ . We consider a family of
initial data w0ε ∈ Vε, satisfying the uniform bound
∀ε > 0 ‖w0ε‖Wε ≤ C,
where C > 0 is a constant. Without loss of generality, we may assume the existence of w0 ∈W 1,3(Ω,R3)
such that w0ε|Ω converges weakly in W
1,3(Ω,R3), to w0.
For every ε > 0, let wε ∈ Jε be the weak solution to problem (2.14)–(2.19) and qε ∈W−1,∞(]0, T [, L3/20 (Ωε))
be the associated pressure. Assume aε ≈ ε 53 with aε/ε 53 → λ, 0 < λ < +∞. Then, there exists
(w, q) ∈ L3(]0, T [,W 1,3(Ω,R3))×W−1,∞(]0, T [, L
3
2
0 (Ω)) such that
wε|Ω ⇀ w in L3(]0, T [,W 1,3(Ω,R3)), qε|Ω ⇀ q in W−1,∞(]0, T [, L
3
2 (Ω)), (3.6)
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where (w, q) satisfies the effective problem
∂tw + (w · ∇)w − div (S(Dw)) +∇q = f in ]0, T [×Ω,
divw = 0 in ]0, T [×Ω,
w(0, x) = w0(x), x ∈ Ω,
w = 0 on ]0, T [×Γ0,
(3.7)
plus the effective boundary condition at the bottom
w3 = 0 on ]0, T [×Γ,
−S(Dw)1,3 + β w1 + λ3R1(w′) = 0 on ]0, T [×Γ,
−S(Dw)2,3 + β w2 + λ3R2(w′) = 0 on ]0, T [×Γ.
(3.8)
Here, Ri : R2 → R, ξ′ 7→ Ri, i ∈ {1, 2}, are defined by
Ri(ξ
′) =
∫
Q̂
Ŝ(Dyφ̂
ξ′) : Dyφ̂
eidy ∀ ξ′ ∈ R2, (3.9)
where for every ξ′ ∈ R2, (φ̂ξ′ , piξ′) ∈ (V/R)2 × V × L
3
2
#(Q̂,R) is the solution of
−divy (Ŝ(Dyφ̂ξ′)) +∇ypiξ′ = 0 in T 2 × R+,
divy φ̂
ξ′ = 0 in T 2 × R+,
φ̂ξ
′
3 (y
′, 0) = −∇Ψ(y′) · ξ′ on T 2 × {0},
Ŝ(Dyφ̂
ξ′)i,3 = 0, i = 1, 2, on T 2 × {0}.
(3.10)
Remark 3.4. The roughness effect depends only on the non-Newtonian part Ŝ of the stress tensor, that
describes the large-scale/small-scale interactions in Smagorinsky’s LES model, and of the geometry of the
riblets, specified by the function Ψ whose gradient determines the normal boundary condition in boundary
layer system (3.10).
Remark 3.5. Theorem 3.3 can be easily adapted to cover the two other asymptotic regimes.
• In the sub-critical case aε/ε 53 → 0, the result holds replacing λ by 0 in conditions (3.8). In this
regime, the roughness has no effect on the boundary condition satisfied by the homogenized velocity
field w.
• In the super-critical case aε/ε 53 → +∞, boundary conditions (3.8) are replaced by no-slip conditions
w = 0 on ]0, T [×Γ. In that case, the roughness effect is maximal.
The particular case of riblets. In a wide variety of applications to fluid mechanics, rough boundaries
are composed of ribbed walls. In that case, the geometry of the rough surface presents a direction of
invariance, which be modeled by considering a function Ψε of the form Ψε(x
′) = aεΨ(x1/ε), where Ψ is
a positive one-variable function, periodic with period 1. In this particular setting, the description of the
rugosity effect can be simplified, which leads to the following result.
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Corollary 3.6. Under the same hypotheses as in Theorem 3.3, if we assume in addition that the sequence
of rough walls Γε is described by functions Ψε of the form
Ψε(x
′) = aεΨ(x1/ε), x′ ∈ T 2,
where Ψ is a given positive 1-periodic function of variable x1, then boundary conditions (3.8) are replaced
by the following ones:
w3 = 0 on ]0, T [×Γ ,
−S(Dw)1,3 + β w1 + λ3w21R1(sgn(w1)e1) = 0 on ]0, T [×Γ ,
−S(Dw)2,3 + β w2 = 0 on ]0, T [×Γ ,
(3.11)
where sgn is the sign function sgn(0) = 0, sgn(s) = s|s| if s ∈ R \ {0}, and R1(·) is given by (3.9).
Remark 3.7. Observe that in the case of straight riblets, the roughness effect occurs only in the transverse
direction e1, whereas the boundary condition along e2 (the direction of the riblets) is preserved. Besides,
contrary to the general case, the expression of the new interaction term λ3w21R1(sgn(w1)e1) involves only
the first component w1 of the fluid velocity.
Finally, Corollary 3.6 can be easily adapted to describe the two other asymptotic regimes.
• In the sub-critical case aε/ε 53 → 0, the result holds replacing λ by 0 in conditions (3.11). In that
case, there is no roughness effect in both e1 and e2 directions.
• In the super-critical case aε/ε 53 → +∞, the second boundary condition in (3.11) is replaced by
condition w1 = 0 on ]0, T [×Γ. In that case, a no-slip condition appears in the transversal direction
e1, while there is no roughness effect in direction e2.
The following proposition ensures the existence and uniqueness of the solution to system (3.10) and
states some exponential decay properties in the y3-direction that will be useful to perform numerical
simulations.
Proposition 3.8. Assume that Cs− δ2γ > 0. For every ξ′ ∈ R2, there exists a unique solution (φ̂ξ
′
, piξ
′
) ∈
(V/R)2 × V × L
3
2
#(Q̂,R) to system (3.10). Moreover, there exist constants C, τ > 0 such that, for every
z3 > 0, ∫
Q̂
|Dyφ̂ξ′ |3 dy ≤ C |ξ′|3
∫
T 2
|∇Ψ|3 dy′, (3.12)∫
T 2×(z3,+∞)
|Dyφ̂ξ′ |3 dy ≤ C |ξ′|3 e−τz3
∫
T 2
|∇Ψ|3 dy′. (3.13)
4 Proof of the main results
Proof of Theorem 3.1. The proof of Theorem 3.1 is a straightforward adaptation of the proof by Coletti,
who established in [19] the existence of a weak solution for the model (2.14)–(2.16), in the case of
homogeneous Dirichlet boundary conditions on the boundary of a Lipschitz domain. As the addition of
a friction term depending on β does not affect the analysis of the system, we omit the proof. However,
let us recall some crucial properties of the operator Ŝ : R3×3 → R3×3 (introduced in Remark 2.1) defined
by
∀ζ ∈ R3×3 Ŝ(ζ) = Cs|ζ|ζ − δ
2
2γ
ζζT
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which are the essential ingredients of the proof by Coletti:
∀ζ ∈ R3×3 |Ŝ(ζ)| ≤ (Cs + δ
2
2γ
)|ζ|2, (4.1)
∀ζ ∈ R3×3 Ŝ(ζ) : ζ ≥ (Cs − δ
2
2γ
)|ζ|3, (4.2)
∀(w1, w2) ∈Wε ×Wε
∫
Ωε
(Ŝ(Dw1)− Ŝ(Dw2)) : (Dw1 −Dw2) dx ≥ 0. (4.3)
In the energy inequalities (3.1)-(3.2), the uniformity of the constant C with respect to ε results from the
existence of a uniform Poincare´ inequality in the sequence of domains Ωε.
Let Wε
′ be the dual space of Wε (defined by (2.21)). To construct the pressure qε associated with a
weak solution wε to problem (2.14)–(2.19), we rely on the following lemma, which is an adaptation of the
result by Tartar [44] to the present setting where the duality H−1, H10 is replaced by Wε
′,Wε.
Lemma 4.1. The following properties are equivalent.
(P1) Let G ∈ Wε′ such that for every w ∈ Vε, 〈G,w〉Wε′,Wε = 0. Then there exists piε ∈ L3/2(Ωε) such
that for every ϕ ∈Wε, 〈G,ϕ〉Wε′,Wε = −
∫
Ωε
piε divϕdx.
(P2) For every h ∈ L3(Ωε,R) such that
∫
Ωε
h dx = 0, there exists u ∈Wε such that div u = h.
Proof of Lemma 4.1. We denote by A : L3/2(Ωε,R)→Wε′ the linear operator defined by
∀(ϕ, ξ) ∈ L3/2(Ωε,R)×Wε 〈Aϕ, ξ〉Wε′,Wε = −
∫
Ωε
ϕdiv ξ dx.
Denoting by C a positive constant such that ‖ξ‖Wε = ‖Dξ‖L3(Ωε,R3) ≥ C−1‖div ξ‖L3(Ωε), using Ho¨lder
inequality we obtain that A belongs to L(L3/2(Ωε),Wε′), with norm bounded by C.
Let AT : Wε → L3(Ωε) be the transpose of A. By definition, we have for every pair (ϕ, ξ) ∈
L3/2(Ωε) ×Wε,
〈
ϕ,AT ξ
〉
L3/2(Ωε),L3(Ωε)
= − ∫Ωε ϕdiv ξ dx, so that we can identify AT ξ with −div ξ, and
observe that R(AT ) ⊂ L30(Ωε,R). Consequently, the space Vε is the kernel of AT , and if we denote by
R(A) the range of A, we have R(A) = V ⊥ε . Thus, property (P1) states that if a distribution G belongs
to R(A), then G belong in fact to R(A), since G = Apiε for a certain piε ∈ L3/2(Ωε). As a result, property
(P1) is equivalent to the fact that R(A) is closed.
On the other hand, every function ϕ ∈ KerA satisfies ∫Ωε ϕdiv ξ dx = 0 for any ξ ∈ C∞c (Ωε,R3), so
that ∇ϕ = 0 in the sense of distributions in Ωε. Since Ωε is connected, ϕ is a constant, so that the kernel
of A is generated by the constant function equal to 1 in Ωε. This implies that L
3
0(Ωε) is the orthogonal
of KerA (in the L3/2, L3 duality). Moreover, by classical results on bounded linear operators between
Banach spaces, we know that Ker(A)⊥ is the closure of R(AT ) in L3(Ωε).
Property (P2) can be rephrased as L30(Ωε) = R(A
T ), which is equivalent to R(AT ) = R(AT ), that
is, R(AT ) is closed in L3(Ωε). Since R(A) is closed if and only if R(A
T ) is closed (see for instance [11],
Theorem II.18), we conclude that (P1) and (P2) are equivalent.
Now, we are in a position to prove Proposition 3.2.
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Proof of Proposition 3.2. Let Cs >
δ2
γ , w
0
ε ∈ Vε and wε ∈ Jε be a weak solution. Testing against
ϕ(t, x) = η(t)φ(x) with η ∈ C∞c (]0, T [) and φ ∈ Vε in the weak formulation (2.23), we obtain for a.e.
t ∈]0, T [, ∫
Ωε
∂twε(t) · φdx+
∫
Ωε
[(wε(t) · ∇)wε(t)] · φdx+
∫
Ωε
S(Dwε(t)) : Dφdx
+β
∫
Γε
wε(t) · φdH2 −
∫
Ωε
f · φdx = 0.
(4.4)
Now, for every t ∈]0, T [, we can integrate relation (4.4) in (0, t), to obtain
〈Gε(t), φ〉Wε′,Wε = 0 ∀φ ∈ Vε, (4.5)
where Gε(t) ∈Wε′ is defined by:
Gε(t) = wε(t)− w0ε +
∫ t
0
(wε(τ) · ∇)wε(τ) dτ +
∫ t
0
Bε(wε(τ)) dτ −
∫ t
0
f(τ) dτ. (4.6)
In the above expression, the operator Bε : Wε →Wε′ is given by
∀(v, ψ) ∈Wε ×Wε 〈Bε(v), ψ〉Wε′,Wε =
∫
Ωε
S(Dv) : Dψ dx+ β
∫
Γε
v · ψ dH2.
Since Γε is regular, property (P2) from Lemma 4.1 holds in Ωε (see for instance [23], Theorem 3.1 in
Chap. III), so that we can apply (P1). Consequently, relation (4.5) yields the existence, for a.e. t ∈]0, T [,
of piε(t) ∈ L3/2(Ωε) such that
∀φ ∈Wε 〈G(t), φ〉Wε′,Wε = −
∫
Ωε
piε(t) div φdx. (4.7)
Without loss of generality, we can assume that for a.e. t, piε(t) ∈ L3/20 (Ωε).
Let us prove that the mapping t ∈]0, T [ 7→ Gε(t) ∈Wε′ is continuous. Since wε is inH1(]0, T [, L2(Ωε,R3)),
by Sobolev imbedding, wε is continuous in time with values in L
2(Ωε,R3), and hence, continuous in time
with values in Wε
′. Moreover, (wε · ∇)wε ∈ L3/2(]0, T [,Wε′), due to the estimate∫ T
0
〈(wε · ∇)wε, ϕ〉Wε′,Wε dt =
∫ T
0
∫
Ωε
[(wε · ∇)wε] · ϕdx dt
= −
∫ T
0
∫
Ωε
[(wε · ∇)ϕ] · wε dx dt
≤
∫ T
0
‖wε‖2L3(Ωε,R3) ‖∇ϕ‖L3(Ωε,R3) dt
≤
(∫ T
0
‖wε‖3L3(Ωε,R3) dt
)2/3(∫ T
0
‖∇ϕ‖3L3(Ωε,R3) dt
)1/3
= ‖wε‖2L3(]0,T [×Ωε,R3) ‖ϕ‖L3(]0,T [,Wε), (4.8)
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which holds for every ϕ ∈ L3(]0, T [,Wε). Similarly,
1
Re
∫ T
0
∫
Ωε
Dwε : Dϕdxdt ≤ 1
Re
‖Dwε‖L2(]0,T [×Ωε,R9) ‖Dϕ‖L2(]0,T [×Ωε,R9)
≤ C‖Dwε‖L3(]0,T [×Ωε,R9) ‖Dϕ‖L3(]0,T [×Ωε,R9)
≤ C‖wε‖L3(]0,T [,Wε) ‖ϕ‖L3(]0,T [,Wε), (4.9)
β
∫ T
0
∫
Γε
wε · ϕdx dt ≤ β
∫ T
0
‖wε‖L2(Γε,R3) ‖ϕ‖L2(Γε,R3)
≤ C
(∫ T
0
‖Dwε‖2L2(Ωε,R9) dt
)1/2 (∫ T
0
‖Dϕ‖2L2(Ωε,R9) dt
)1/2
≤ C‖Dwε‖L2(]0,T [×Ωε,R9) ‖Dϕ‖L2(]0,T [×Ωε,R9)
≤ C‖Dwε‖L3(]0,T [×Ωε,R9) ‖Dϕ‖L3(]0,T [×Ωε,R9)
≤ C‖wε‖L3(]0,T [,Wε) ‖ϕ‖L3(]0,T [,Wε), (4.10)∫ T
0
∫
Ωε
Ŝ(Dwε) : Dϕdxdt ≤
∫ T
0
‖Dwε‖2L3(Ωε,R9) ‖Dϕ‖L3(Ωε,R9) dt
≤
(∫ T
0
‖Dwε‖3L3(Ωε,R9) dt
)2/3 (∫ T
0
‖Dϕ‖3L3(Ωε,R9) dt
)1/3
≤ ‖Dwε‖2L3(]0,T [×Ωε,R9) ‖Dϕ‖L3(]0,T [×Ωε,R9)
≤ ‖wε‖2L3(]0,T [,Wε) ‖ϕ‖L3(]0,T [,Wε). (4.11)
Thus, T (wε) ∈ L3/2(]0, T [,Wε′). Finally, using Ho¨lder inequality and the estimate ‖ϕ‖L2(]0,T [×Ωε,R3) ≤
C‖ϕ‖L3(]0,T [,Wε), it is easy to see that f ∈ L3/2(]0, T [,Wε′).
Gathering the previous results, we obtain that G−wε−w0ε is the antiderivative of the sum of integrable
functions with values in Wε
′. Since wε is continuous in time, this implies that G is continuous with values
in Wε
′. Using 4.7, we deduce that for every φ ∈ L3(]0, T [,Wε), the mapping t ∈]0, T [ 7→
∫
Ωε
piε(t) div φdx
is continuous. Hence, the mapping t ∈]0, T [ 7→ piε(t) ∈ L3/20 (Ωε) is weakly continuous. Indeed, let
m ∈ L3(Ωε). By property (P2), there exists h ∈Wε such that div h = m− 1|Ωε|
∫
Ωε
mdx. Since for a.e. t,
piε(t) has zero average, there holds for a.e. t ∈]0, T [
〈pi(t),m〉L3/2(Ωε),L3(Ωε) =
∫
Ωε
piε(t)
[
m− 1|Ωε|
∫
Ωε
mdx
]
dx
=
∫
Ωε
piε(t) div h dx
= −〈G(t), h〉Wε′,Wε . (4.12)
Moreover, there exists a constant C such that
‖h‖Wε ≤ C ‖m−
1
|Ωε|
∫
Ωε
mdx‖L3(Ωε)
≤ C ‖m‖L3(Ωε)
From (4.12), we deduce
‖piε(t)‖L3/2(Ωε) ≤ C ‖Gε(t)‖Wε′ for a.e. t ∈]0, T [.
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By definition of Gε, using similar estimates as (4.8)–(4.11), we conclude that there exists a constant
C > 0, such that
‖piε‖L∞(]0,T [,L3/20 (Ωε)) ≤ C. (4.13)
Now, we can define qε ∈W−1,∞(]0, T [, L3/20 (Ωε)) by qε = −
∂pi
∂t
, and qε satisfies the corresponding estimate
‖qε‖W−1,∞(]0,T [,L3/20 (Ωε)) ≤ C.
Finally, to obtain relation (3.4), we consider ϕ ∈ C∞c (]0, T [,Wε) and for any t ∈]0, T [, we test against
∂tϕ in (4.7). This yields
∀t ∈]0, T [
∫
Ωε
(wε(t)− w0ε) · ∂tϕdx+
∫ t
0
∫
Ωε
[(wε(τ) · ∇)wε(τ)] · ∂tϕdx dτ
+
∫ t
0
(∫
Ωε
S(Dwε(τ)) : D(∂tϕ) dx+ β
∫
Γε
wε(τ) · ∂tϕdH2
)
dτ
−
∫ t
0
〈
f(τ), ∂tϕ
〉
Wε′,Wε
dτ = −
∫
Ωε
piε(t) div (∂tϕ) dx.
Commuting the integrations on Ωε with the derivative in time, this can be rewritten as: for a.e. t ∈]0, T [,∫
Ωε
(wε(t)− w0ε) · ∂tϕdx+
∫
Ωε
[wε(t) · ∇wε(t)] · ϕdx
+
∫
Ωε
S(Dwε(t)) : Dϕdx+ β
∫
Γε
wε(t) · ϕdH2
− 〈f(t), ϕ〉
Wε′,Wε
= −
∫
Ωε
piε(t) div (∂tϕ) dx.
Integrating on ]0, T [ and using that, by definition of qε,∫ T
0
∫
Ωε
piε(t) div (∂tϕ) dx dt =
∫ T
0
∫
Ωε
qε divϕdx dt,
we get the desired result and conclude the proof ot Proposition 3.2.
Unfolding method. In order to prove Theorem 3.3, we rely on an adaptation of the unfolding method
(see e.g. [4,17,18]), which is strongly related to the two-scale convergence method [2,38]. This approach
requires some extra notation.
For k′ ∈ Z2 and ρ > 0, we introduce the sets
Ck
′
ρ = ρk
′ + ρY ′, Qk
′
ρ = Ωε ∩ (Ck
′
ρ × R).
Remark 4.2. In the former definition, we have used the identification T 2 ∼ [0, 1[2 and considered Ωε as
a subset of R3. This identification will be used tacitly in the rest of the paper.
Then, we define κ : R2 → Z2 by
κ(x′) = k′ ⇔ x′ ∈ Ck′1 .
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Remark that κ is well defined up to a set of measure zero in R2 (the set ∪k′∈Z2∂Ck′1 ). Moreover, for every
ρ > 0 and k′ ∈ Z2, we have
κ
(
x′
ρ
)
= k′ ⇔ x′ ∈ Ck′ρ .
Finally, for a.e. x′ ∈ R2 we define Cε(x′) as the square Ck′ε such that x′ belongs to Ck
′
ε .
The first step in this approach is to introduce a microscopic variable y, as follows. Given (wε, qε) ∈
L3(]0, T [,W 1,3(Ωε,R3))× L 32 (]0, T [, L
3
2
0 (Ωε,R)), with wε = 0 on Γ0, a.e. in ]0, T [, we define (ŵε, q̂ε) by
ŵε(t, x
′, y) = wε
(
t, εκ
(
x′
ε
)
+ εy′, εy3
)
(4.14)
q̂ε(t, x
′, y) = qε
(
t, εκ
(
x′
ε
)
+ εy′, εy3
)
, (4.15)
for a.e. (t, x′, y) ∈]0, T [×T 2 × Ŷε, with
Ŷε =
{
y ∈ Y ′ × R : −aε
ε
Ψ(y′) < y3 <
1
ε
}
.
Remark 4.3. For k′ ∈ Z2 the restriction of (ŵε, q̂ε) to ]0, T [×Ck′ε × Ŷε does not depend on x′, while as
a function of y it is obtained from (wε, qε) by using the change of variables
y′ =
x′ − εk′
ε
, y3 =
x3
ε
, (4.16)
which transforms Qk
′
ε into Ŷε.
In order to capture the asymptotic behaviour of (wε, qε) near ]0, T [×Γε, let us first study, in Lemmas
4.4 and 4.5, the asymptotic behaviour of (ŵε, q̂ε) in ]0, T [×T 2 × Q̂M , for every M > 0. These results
represent a generalization to the evolutive case of Lemmas 4.5 and 5.6 in [43], originally stated for the
stationary case in the particular case p = 3.
Lemma 4.4. Let piε be a bounded sequence in L
∞(]0, T [, L3/2(Ωε,R)). For a.e. (t, x′, y) ∈]0, T [×T 2 × Ŷε
we define
piε(t, x
′, y) = piε
(
t, εκ
(
x′
ε
)
+ εy′, εy3
)
.
Then there exists pi ∈ L∞(]0, T [, L3/2(T 2 × Q̂,R)) such that
∀M > 0 ε2/3piε ⇀ pi weakly- ∗ in L∞(]0, T [, L3/2(T 2 × Q̂M ,R)). (4.17)
Moreover, defining qε = −∂tpiε and q̂ = −∂tpi, there holds for every ϕ̂ ∈ C1c (]0, T [×T 2, C1#(Q̂,R3)):
lim
ε→0
[
ε−1/3
∫
(0,T )×Ω
qε(t, x) (divy ϕ̂)(t, x
′,
x
ε
) dx dt
]
=
∫
(0,T )×T 2×Q̂M
q̂ divy ϕ̂ dx
′ dy dt. (4.18)
16
Proof. Let M > 0 and ε > 0. We write for a.e. t ∈]0, T [,
ε
∫
T 2×Q̂M
|piε(t)|3/2 dx′ dy = ε
∫
T 2×Q̂M
∣∣∣∣piε(t, εκ(x′ε
)
+ εy′, εy3
)∣∣∣∣3/2 dx′ dy
= ε3
∑
k′∈Kε
∫
Q̂M
∣∣piε (t, εk′ + εy′, εy3)∣∣3/2 dy
=
∑
k′∈Kε
∫
Ck′ε ×(0,εM)
∣∣piε (t, x′, x3)∣∣3/2 dx
≤
∫
Ωε
|piε(t, x)|3/2 dx.
Taking the essential supremum in the former inequality, we deduce that
‖ε2/3piε‖L∞(]0,T [,L3/2(T 2×Q̂M ,R)) ≤ C.
Since L3(T 2 × Q̂M ,R) is separable, the space L1(]0, T [, L3(T 2 × Q̂M ,R)) is separable. Hence, we obtain
the convergence (4.17) by applying Banach Alaoglu theorem and a diagonal argument.
Finally, for any ϕ̂ ∈ C1c (]0, T [×T 2, C1#(Q̂,R3)), the limit (4.18) comes from the following computation:
lim
ε→0
[
ε−1/3
∫
(0,T )×Ωε
qε(t, x) (divy ϕ̂)(t, x
′,
x
ε
) dx dt
]
= lim
ε→0
[
ε−1/3
∫
(0,T )×Ω
piε(t, x) (divy (∂tϕ̂))(t, x
′,
x
ε
) dx dt
]
= lim
ε→0
[∫
(0,T )×T 2×Q̂M
ε2/3piε (divy (∂tϕ̂)) dx
′ dy dt
]
=
∫
(0,T )×T 2×Q̂M
pi divy (∂tϕ̂) dx
′ dy dt
=
∫
(0,T )×T 2×Q̂M
q̂ divy ϕ̂ dx
′ dy dt.
Lemma 4.5. We consider a sequence of functions wε ∈ Jε, where Jε is defined by (2.22). Assume that
there exists a constant C > 0, such that
‖wε‖H1(]0,T [,L2(Ωε,R3)) ≤ C, ‖wε‖L3(]0,T [,W 1,3(Ωε,R3)) ≤ C.
Assume that wε|Ω converges weakly to a function w in L3(]0, T [,W 1,3(Ω,R3)) (this always holds for a
subsequence). Then, the third component w3 of w vanishes on ]0, T [×Γ.
Moreover, the following result holds.
(i) If aε ≈ ε 53 , with aε/ε 53 → λ, 0 < λ < +∞, then there exists ŵ ∈ L3(]0, T [, L3(T 2,V3)) with
ŵ3(t, x
′, y′, 0) = −λ∇Ψ(y′) · w′(t, x′, 0), a.e. (t, x′, y′) ∈]0, T [×T 2 × Y ′, (4.19)
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such that for every M > 0, the sequence ŵε defined by (4.14) satisfies
ε−
2
3Dyŵε ⇀ Dyŵ in L
3(]0, T [×T 2 × Q̂M ,R9). (4.20)
Besides, if div wε = 0 in ]0, T [×Ωε, then
divy ŵ = 0 in ]0, T [×T 2 × Q̂. (4.21)
(ii) If aε  ε 53 , then
w′(t, x′, 0) · ∇Ψ(y′) = 0 a.e. (t, x′, y′) ∈]0, T [×T 2 × Y ′. (4.22)
Proof. We divide the proof in five steps.
Step 1. Let us first prove that w3 vanishes on Γ.
Since wε · ν = 0 on ]0, T [×Γε, for every ϕ ∈ C1c (Λ,R) we have∫
Ωε
wε∇ϕdx = −
∫
Ωε
(divwε)ϕdx (4.23)
in D′(0, T ). Using ∣∣∣∣∣
∫
Ωε\Ω
wε∇ϕdx
∣∣∣∣∣ ≤
(∫
Ωε
|wε|3 dx
) 1
3
(∫
Ωε\Ω
|∇ϕ| 32 dx
) 2
3
→ 0,
∣∣∣∣∣
∫
Ωε\Ω
(divwε)ϕdx
∣∣∣∣∣ ≤
(∫
Ωε
|divwε|3 dx
) 1
3
(∫
Ωε\Ω
|ϕ| 32 dx
) 2
3
→ 0,
and the weak convergence of wε to w in L
3(]0, T [,W 1,3(Ω,R3)), we can pass to the limit in (4.23) to
deduce ∫
Ω
w · ∇ϕdx = −
∫
Ω
(divw)ϕdx,
in D′(0, T ), and then ∫
Γ
w3 ϕdx
′ = 0, ∀ϕ ∈ C1c (Λ,R),
which proves w3 = 0 on ]0, T [×Γ.
Step 2. Let us obtain some estimates for the sequence ŵε given by (4.14).
For M > 0, the definition (4.14) of ŵε proves for every ε > 0 small enough∫
T 2×Q̂M
|Dyŵε(t, x′, y)|3dx′dy = ε5
∑
k′∈Kε
∫
Q̂M
|Dwε(t, ε(k′ + y′), εy3)|3dy
=
∑
k′∈Kε
ε2
∫
Ck′ε ×(0,εM)
|Dwε|3dx
≤ ε2
∫
Ωε
|Dwε|3dx.
(4.24)
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Integrating between 0 and T , and taking into account (3.1)-(3.2), we have∫ T
0
∫
T 2×Q̂M
|Dyŵε(x′, y)|3dx′dydt ≤ Cε2. (4.25)
On the other hand, defining
w¯ε(t, x
′) =
1
ε2
∫
Cε(x′)
wε(t, τ
′, 0) dτ ′ =
∫
Y ′
ŵε(t, x
′, y′, 0) dy′, (4.26)
and using the inequality∫
Q̂M
|ŵε(t, x′, y)− w¯ε(t, x′)|3 dy ≤ CM
∫
Q̂M
|Dyŵε|3 dy, a.e. (t, x′) ∈ ]0, T [×T 2,
where CM does not depend on ε and integrating between 0 and T we have∫ T
0
∫
Q̂M
|ŵε(x′, y)− w¯ε(x′)|3 dy ≤ CM
∫ T
0
∫
Q̂M
|Dyŵε|3 dy, a.e. x′ ∈ T 2, (4.27)
Taking into account (4.25), we deduce that
Ŵε =
ŵε(t, x
′, y)− w¯ε(t, x′)
ε
2
3
is bounded in L3(]0, T [×T 2,W 1,3(Q̂M ,R3))), ∀M > 0. (4.28)
Thus, there exists ŵ : ]0, T [×T 2 × Q̂→ R3, such that, up to a subsequence,
Ŵε ⇀ ŵ in L
3(]0, T [×T 2,W 1,3(Q̂M ,R3)), ∀M > 0, (4.29)
and then
ε−
2
3Dyŵε ⇀ Dyŵ in L
3(]0, T [×T 2 ×QM ,R9), ∀M > 0. (4.30)
Passing to the limit by semicontinuity in inequalities (4.25) and (4.27) (this latest one after integration
in T 2), we get ∫ T
0
∫
T 2×Q̂M
|Dyŵ|3dx′dydt ≤ C,
∫ T
0
∫
T 2×Q̂M
|ŵ|3dx′dydy ≤ CM ,
and by the arbitrariness of M , once we prove the Y ′-periodicity of ŵ in y′ (Step 3), then
ŵ ∈ L3(]0, T [×T 2,V3). (4.31)
Moreover, if we also assume that divwε = 0 in ]0, T [×Ωε, then by definition (4.14) of ŵε, we have
divyŵε = 0 in ]0, T [×T 2 × Q̂M , which together with (4.30) proves
divyŵ = 0 in ]0, T [×T 2 × Q̂. (4.32)
Step 3. Let us prove that ŵ is Y ′-periodic in y′.
We observe that by definition (4.14) of ŵε, for every M > 0, we have
ŵε(t, x1 + ε, x2,−1
2
, y2, y3) = ŵε(t, x
′,
1
2
, y2, y3), a.e. (t, x
′, y2, y3) ∈]0, T [×T 2 × (−1
2
,
1
2
)× (0,M).
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Therefore the sequence Ŵε satisfies
Ŵε(t, x1 + ε, x2,−1
2
, y2, y3)− Ŵε(t, x′, 1
2
, y2, y3) =
−w¯ε(t, x1 + ε, x2) + w¯ε(t, x′)
ε
2
3
, (4.33)
a.e. (t, x′, y2, y3) ∈]0, T [×T 2 × (−1
2
,
1
2
)× (0,M).
where w¯ε is defined by (4.26). Using the fact that wε(t, ·) is bounded in L3(Γ)3, we can proceed as the
proof of Lemma 4.6 in [43] to deduce that the right-hand side of this equality tends to zero in the sense
of distributions in T 2. Therefore, passing to the limit in (4.33) by (4.29), and taking into account the
arbitrariness of M we get
ŵ(t, x′,−1
2
, y2, y3)− ŵ(t, x′, 1
2
, y2, y3) = 0 a.e. (t, x
′, y2, y3) ∈]0, T [×T 2 × (−1
2
,
1
2
)× R.
Analogously, we can prove
ŵ(t, x′, y1,−1
2
, y3)− ŵ(t, x′, y1, 1
2
, y3) = 0 a.e. (t, x
′, y1, y3) ∈]0, T [×T 2 × (−1
2
,
1
2
)× R.
These equalities prove that ŵ is periodic with respect to Y ′.
Step 4. Since wε and ∂twε are uniformly bounded in L
3(]0, T [,W 1,3(Ω,R3)) and L2(]0, T [×Γ,R3)
respectively, by compactness of the embedding of W 1,3(Ω) into L2(Γ), one can apply Aubin-Lions theorem
to deduce that wε is precompact in L
3(]0, T [, L2(Γ,R3)). Up to a subsequence, this implies the strong
convergence of w¯ε to w(t, x
′, 0) in L3(]0, T [, L2(Γ,R3)). Thus, by (4.28), we deduce
ŵε(t, x
′, y)→ w(t, x′, 0) in L3(]0, T [×T 2,W 1,3(Q̂M ,R3)), ∀M > 0. (4.34)
Step 5. Using the change of variables (4.16), which defines ŵε, in the equality wεν = 0 on Γε, we get
aε
ε
∇Ψ(y′) · ŵ′ε(t, x′, y′,−
aε
ε
Ψ(y′)) + ŵε,3(t, x′, y′,−aε
ε
Ψ(y′)) = 0, (4.35)
a.e. in ]0, T [×T 2 × Y ′. Thanks to (4.35) and (4.25), we have then
∣∣∣aε
ε
∇Ψ(y′) · ŵ′ε(t, x′, y′, 0) + ŵε,3(t, x′, y′, 0)
∣∣∣
≤
∫ 0
−aε
ε
Ψ(y′)
∣∣∣aε
ε
∇Ψ(y′) · ∂y3ŵ′ε(t, x′, y′, s) + ∂y3ŵε,3(t, x′, y′, s)
∣∣∣ ds
≤ C
(aε
ε
) 2
3
(∫ 0
−aε
ε
Ψ(y′)
|∂y3ŵε(t, x′, y′, s)|3 ds
) 1
3
a.e. (t, x′, y′) ∈ ]0, T [×T 2 × Y ′.
Taking the power 3, integrating in T 2 × Y ′ and using (4.25) we then deduce∫
T 2×Y ′
∣∣∣aε
ε
∇Ψ(y′) · ŵ′ε(t, x′, y′, 0) + ŵε,3(t, x′, y′, 0)
∣∣∣3 dx′dy′ ≤ Ca2ε,
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a.e. in ]0, T [, which implies∫
T 2×Y ′
∣∣∣∣∣aεε ∇Ψ(y′) · ŵ′ε(t, x′, y′, 0) + ŵε,3(t, x′, y′, 0)
−
∫
Y ′
(aε
ε
∇Ψ(z′) · ŵ′ε(t, x′, z′, 0) + ŵε,3(t, x′, z′, 0)
)
dz′
∣∣∣∣∣
3
dx′dy′ ≤ Ca2ε,
a.e. in ]0, T [. Integrating between 0 and T and dividing by ε2, and taking into account that ∇Ψ has
mean value zero in Y ′, we get
∫ T
0
∫
T 2×Y ′
∣∣∣∣∣ aεε 53 ∇Ψ(y′) · ŵ′ε(t, x′, y′, 0)− aεε
∫
Y ′
∇Ψ(z′) ·
(
ŵ′ε(t, x′, z′, 0)− w¯′ε(t, x′)
ε
2
3
)
dz′
+
ŵε,3(t, x
′, y′, 0)− w¯ε,3(t, x′)
ε
2
3
∣∣∣∣∣
3
dx′dy′dt ≤ C
(aε
ε
)2 → 0.
(4.36)
Thanks to (2.1) and taking into account the definition (3.5) of λ, we deduce:
• If λ = +∞, statement (4.36) shows that
aε
ε
5
3
∇Ψ(y′) · ŵ′ε(t, x′, y′, 0) is bounded in L3(]0, T [×T 2 × Y ′,R),
and then that ∇Ψ(y′) · ŵ′ε(t, x′, y′, 0) tends to zero in L3(]0, T [×T 2×Y ′,R). By (4.34), this proves (4.22).
• If λ ∈ (0,+∞), proceeding as in Step 4 we can pass to the limit in (4.36) to deduce (4.19).
Proof of Theorem 3.3. First of all, thanks to (3.2), convergences (3.6) hold.
The proof will be carried out by using suitable test functions ϕε in the variational formulation (3.4).
We will divide the proof in several steps.
Step 1. Obtaining the limit system. We consider φ ∈ C1c ([0, T ],R), ϕ ∈ C1c (Λ,R)3, ϕ3(x′, 0) = 0,
ϕ̂ ∈ C1c (T 2, C1#(Q̂,R3)), with Dyϕ̂(x′, y) = 0 a.e. in {y3 > M}, for some M > 0, such that ϕ(x) = ϕ(x
′, 0) if x3 ≤ 0,
ϕ3(x
′, 0) = 0,
 ϕ̂(x
′, y) = ϕ̂(x′, y′, 0) if y3 ≤ 0,
ϕ̂3(x
′, y′, 0) = −λ∇Ψ(y′) · ϕ′(x′, 0).
(4.37)
Besides, we take ζ ∈ C∞(R) such that
ζ(x3) =

1 if x3 <
1
3
0 if x3 >
2
3
,
(4.38)
and Rε > 0 such that
Rε →∞, Rε
(∣∣∣∣ aε
ε
5
3
− λ
∣∣∣∣3 + (aεε )3
)
→ 0. (4.39)
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Then, we define ϕε ∈W 1,3(Ωε)3 by
ϕ′ε(x) = ϕ
′(x) + ε
2
3 ϕ̂′(x′,
x
ε
)ζ(x3)
ϕε,3(x) = ϕ3(x) + ε
2
3
[
ϕ̂3(x
′,
x
ε
)ζ(x3)+
+ζ(
x3
εRε
)∇Ψ(x
′
ε
) ·
((
λ− aε
ε
5
3
)
ϕ′(x′, 0)− aε
ε
ϕ̂′(x′,
x′
ε
, 0)
)]
.
Thanks to ϕ(x) and ϕ̂(x′, y) equal zero for x′ outside a compact subset of T 2 and (4.37), the sequence
vε(t, x) = φ(t)ϕε(x) satisfies
vε = 0 on ]0, T [×T0, vε · ν = 0 on ]0, T [×Γε.
Thus, we can take such vε as test function in (3.4). The problem is to pass to the limit in the different
terms which appears in (3.4). Before, we remark that since Dyϕ̂ = 0 a.e. in {y3 > M} and that ζ = 1
a.e. on {x3 < 1/3}, we have
Dϕε(x) = Dϕ(x) + ε
− 1
3Dyϕ̂(x
′,
x
ε
) + hε(x), (4.40)
where, using that ϕ, ϕ̂ and ζ are bounded and have bounded derivatives, the function hε ∈ C0([0, T ] ×
Ω¯ε,R9) satisfies
|hε| ≤ Cε 23 + C
[(
1
ε
1
3Rε
+
1
ε
1
3
)(∣∣∣∣ aε
ε
5
3
− λ
∣∣∣∣+ aεε
)
+ ε
2
3
∣∣∣∣ aε
ε
5
3
− λ
∣∣∣∣
]
χ{x3< 23 εRε},
a.e. in Ωε. Using that Rε tends to infinity, we get
|hε| ≤ Cε 23 + C
[
1
ε
1
3
∣∣∣∣ aε
ε
5
3
− λ
∣∣∣∣+ aε
ε1+
1
3
]
χ{x3< 23 εRε}, a.e. in Ωε.
Therefore, by (4.39), we have∫
Ωε
|hε|3dx ≤ Oε + CRε
(∣∣∣∣ aε
ε
5
3
− λ
∣∣∣∣3 + (aεε )3
)
= Oε. (4.41)
Taking vε as test function in (3.4) and using that ‖wε‖L3(]0,T [,W 1,3(Ωε,R3)) and ‖qε‖L∞(]0,T [,L 32 (Ωε,R))
are bounded, ‖ϕε − ϕ‖C0(Ω¯ε,R)3 tends to zero, (4.40) and (4.41), we get∫ T
0
φ(t)
∫
Ωε
∂twε(t) · ϕdxdt+
∫ T
0
∫
Ωε
(wε(t) · ∇)wε(t)ϕdxdt
+
∫ T
0
φ(t)
∫
Ωε
S(Dwε(t)) :
(
Dϕ+ ε−
1
3Dyϕ̂(x
′,
x
ε
)
)
dxdt
−
∫ T
0
φ(t)
∫
Ωε
qε
(
divϕ+ ε−
1
3 divy ϕ̂(x
′,
x
ε
)
)
dxdt+ β
∫ T
0
φ(t)
∫
Γε
wε · ϕ dH2 dt
=
∫ T
0
φ(t)
∫
Ωε
f · ϕdxdt+Oε.
(4.42)
22
Let us now pass to the limit in every term of the above equality.
• First term of (4.42). Since |Ωε \ Ω| → 0 and ∂twε ∈ L∞(]0, T [, L2(Ωε,R3)), then we have∫
Ωε
∂twε · ϕdx =
∫
Ω
∂twε · ϕdx+Oε.
Moreover, we have ∫
Ωε
∂twε(t) · ϕdx = d
dt
(∫
Ωε
wε(t) · v dx
)
,
and so
d
dt
(∫
Ωε
wε(t) · ϕdx
)
φ(t) =
d
dt
(
φ(t)
∫
Ωε
wε(t) · v dx
)
− ∂tφ(t)
∫
Ωε
wε(t) · v dx.
Thus, we get ∫ T
0
φ(t)
∫
Ωε
∂twε(t) · v dx dt = −
∫ T
0
∂tφ(t)
∫
Ωε
wε(t) · ϕdx dt.
Since wε converges weakly-∗ to w in L∞(]0, T [, L2(Ω,R3)) and taking ϕ∂tφ(t) ∈ L1(]0, T [, L2(Λ,R3)), we
have ∫ T
0
φ(t)
∫
Ωε
∂twε(t) · v dx dt
= −φ(0)
∫
Ωε
w0 · ϕdx−
∫ T
0
∂tφ(t)
∫
Ωε
w(t) · ϕdx dt+Oε
=
∫ T
0
φ(t)
∫
Ωε
∂tw(t) · v dx dt+Oε.
(4.43)
• Second term of (4.42). From divwε = 0 and wε ν = 0 on Γε, we have∫ T
0
∫
Ωε
(wε(t) · ∇)wε(t)φ(t)ϕdx = −
∫ T
0
φ(t)
∫
Ωε
(wε(t) · ∇ϕ)wε dxdt.
Taking into account that |Ωε \ Ω| → 0, and wε ∈ Jε, we have∫ T
0
∫
Ωε
(wε(t) · ∇)wε(t)φ(t)ϕdx = −
∫ T
0
φ(t)
∫
Ω
(wε(t) · ∇ϕ)wε(t) dxdt+Oε.
Since wε ∈ L3(]0, T [,W 1,3(Ω,R3)) and ∂twε ∈ L2(]0, T [×Ω,R3), by applying Aubin-Lions theorem we
deduce that wε is compact in L
3(]0, T [, L3(Ω,R3)) wich implies the strong convergence of wε to w in
L3(]0, T [, L3(Ω,R3)). This together with weak convergence of wε to w in L3(]0, T [,W 1,3(Ω,R3)) implies∫ T
0
∫
Ωε
(wε(t) · ∇)wε(t)φ(t)ϕdx = −
∫ T
0
φ(t)
∫
Ω
(w(t) · ∇ϕ)w(t) dxdt+Oε. (4.44)
• Third term of (4.42). Taking into account that∫
Ωε\Ω
∣∣∣Dϕ+ ε− 13Dyϕ̂(x′, x
ε
)
∣∣∣3 dx ≤ C
ε
|Ωε \ Ω| ≤ Caε
ε
= Oε, (4.45)
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we divide the term in two integrals∫ T
0
φ(t)
∫
Ωε
S(Dwε(t)) :
(
Dϕ+ ε−
1
3Dyϕ̂(x
′,
x
ε
)
)
dxdt
=
∫ T
0
φ(t)
∫
Ω
S(Dwε(t)) : Dϕdxdt+ ε
− 1
3
∫ T
0
φ(t)
∫
Ω
S(Dwε(t)) : Dyϕ̂(x
′,
x
ε
) dxdt+Oε.
(4.46)
Since wε ∈ L3(]0, T [,W 1,3(Ωε)3), then S(Dwε) is bounded in L 32 (]0, T [, L 32 (Ωε,R9)), and so there
exists ξ ∈ L 32 (]0, T [, L 32 (Ω,R9)) such that
S(Dwε) ⇀ ξ in L
3
2 (]0, T [, L
3
2 (Ω,R9)). (4.47)
Then the first term in the right-hand side of (4.46) reads∫ T
0
φ(t)
∫
Ω
S(Dwε) : Dϕdxdt =
∫ T
0
φ(t)
∫
Ω
ξ : Dϕdxdt+Oε. (4.48)
In the second term of the right-hand side of (4.46), we introduce the sequence ŵε defined by (4.14). By
wε ∈ L3(]0, T [,W 1,3(Ωε,R3)) and Lemma 4.5, we have that Ŝ(ε− 23Dyŵε) is bounded in L 32 (]0, T [, L 32 (T 2×
Q̂M ,R9)) ∀M > 0, and so there exists ξ̂ ∈ L 32 (]0, T [, L 32 (T 2 × Q̂,R9)) such that
Ŝ(ε−
2
3Dyŵε) ⇀ ξ̂ in L
3
2 (]0, T [, L
3
2 (T 2 × Q̂,R9)).
Moreover, we have
ε−
1
3
∫ T
0
φ(t)
∫
Ω
S(Dwε) : Dyϕ̂(x
′,
x
ε
) dxdt
=
ε−
1
3
Re
∫ T
0
φ(t)
∫
Ω
Dwε : Dyϕ̂(x
′,
x
ε
) dxdt+ ε−
1
3
∫ T
0
φ(t)
∫
Ω
Ŝ(Dwε) : Dyϕ̂(x
′,
x
ε
) dxdt
=
ε−
1
3
Re
∫
T 2
∫ T
0
φ(t)
∫
Q̂M
Dyŵε : Dyϕ̂ dydx
′dt+ ε
2
3
∫ T
0
φ(t)
∫
T 2
∫
Q̂M
Ŝ(ε−1Dyŵε) : Dyϕ̂ dydx′dt+Oε
=
ε
1
3
Re
∫ T
0
φ(t)
∫
T 2
∫
Q̂M
ε−
2
3Dyŵε : Dyϕ̂ dydx
′dt+
∫ T
0
φ(t)
∫
T 2
∫
Q̂M
Ŝ(ε−
2
3Dyŵε) : Dyϕ̂ dydx
′dt+Oε
=
∫ T
0
φ(t)
∫
T 2
∫
Q̂M
Ŝ(ε−
2
3Dyŵε) : Dyϕ̂ dydx
′dt+Oε
=
∫ T
0
φ(t)
∫
T 2×Q̂
ξ̂ : Dyϕ̂ dx
′dydt+Oε.
Thus, (4.48) and the above equality imply∫ T
0
φ(t)
∫
Ωε
S(Dwε) :
(
Dϕ+ ε−
1
3Dyϕ̂(x
′,
x
ε
)
)
dxdt
=
∫ T
0
φ(t)
∫
Ω
ξ : Dϕdxdt+
∫ T
0
φ(t)
∫
T 2×Q̂
ξ̂ : Dyϕ̂ dx
′dydt+Oε.
(4.49)
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• Fourth term of (4.42). Similarly to the previous term, taking into account (4.45), we split this term as
follows ∫ T
0
∫
Ωε
qε(t)
(
divϕ+ ε−
1
3 divy ϕ̂(x
′,
x
ε
)
)
dxdt
=
∫ T
0
∫
Ω
qε(t) divϕdxdt+ ε
− 1
3
∫ T
0
∫
Ω
qε(t) divy ϕ̂(x
′,
x
ε
) dxdt+Oε.
(4.50)
From (3.6) in the first term in the right-hand side of (4.50), and (4.18) for the second term, then we
have ∫ T
0
∫
Ω
qε(t)
(
divϕ+ ε−
1
3 divy ϕ̂(x
′,
x
ε
)
)
dx
=
∫ T
0
∫
Ω
q(t) divϕdx+
∫ T
0
∫
T 2×Q̂
q̂(t) divy ϕ̂ dx
′dy +Oε.
(4.51)
• Fifth term of (4.42). In order to identify the limit of the boundary term, we write
β
∫ T
0
φ(t)
∫
Γε
wε(t) · ϕdH2
= β
∫ T
0
φ(t)
∫
T 2
wε(t)
(
t, x′,−aεΨ(x
′
ε
)
) · ϕ(x′,−aεΨ(x′
ε
)
)√
1 +
(aε
ε
)2 ∣∣∣∣∇Ψ(x′ε )
∣∣∣∣2 dx′.
(4.52)
The inequality∫
T 2
∣∣∣∣wε(t, x′,−aεΨ(x′ε ))− wε(t, x′, 0)
∣∣∣∣3 dx′ = ∫T 2
∣∣∣∣∣
∫ 0
−aεΨ(x′ε )
∂3wε(t, x
′, s) ds
∣∣∣∣∣
3
dx′
≤ Ca2ε
∫
Ωε
|∂3wε(t)|3dx = Oε,
(4.53)
the strong convergence of wε(t, x
′, 0) to w(t, x′, 0) in L3(]0, T [, L3(T 2,R3)) and the fact that aε/ε tends
to zero, imply
β
∫ T
0
φ(t)
∫
Γε
wε(t) · ϕdH2dt = β
∫ T
0
φ(t)
∫
Γ
w(t) · ϕdH2dt+Oε. (4.54)
• Last term of (4.42). Since |Ωε \ Ω| → 0, we have∫ T
0
φ(t)
∫
Ωε
f · ϕdxdt =
∫ T
0
φ(t)
∫
Ω
f · ϕdxdt+Oε. (4.55)
Therefore, substituting (4.43), (4.44), (4.49), (4.51), (4.54) and (4.55) in (4.42), we get that the limit
problem is equivalent to the following one∫ T
0
∫
Ω
∂tw(t) · ϕdxdt+
∫ T
0
∫
Ω
(w(t) · ∇)w(t)ϕ(t) dxdt
+
∫ T
0
∫
Ω
ξ(t) : Dϕ(t) dxdt+
∫ T
0
∫
Ω
q(t) divϕ(t) dxdt
+
∫ T
0
∫
T 2×Q̂
ξ̂(t) : Dyϕ̂(t) dx
′dydt+
∫ T
0
∫
T 2×Q̂
q̂(t) divy ϕ̂(t) dx
′dydt
+β
∫ T
0
∫
Γ
w(t) · ϕ(t) dH2dt =
∫ T
0
∫
Ω
f · ϕ(t) dxdt ,
(4.56)
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for every ϕ ∈ C1c ([0, T ]×Λ,R3), ϕ̂ ∈ C1c ([0, T ]×T 2, C1] (Q̂,R3)), with Dyϕ̂(t, x′, y) = 0 a.e. in {y3 > M},
for some M > 0, and such that (4.37) is satisfied.
By density, this equality holds true for every ϕ ∈ L3(]0, T [,W 1,3(Ω,R3)), and every ϕ̂ ∈ L3(]0, T [, L3(T 2,V3))
such that
ϕ = 0 on ]0, T [× (∂Ω \ Γ) ,
ϕ3(t, x
′, 0) = 0, ϕ̂3(t, x′, y′, 0) = −λ∇Ψ(y′) · ϕ′(t, x′, 0), a.e. (t, x′, y′) ∈]0, T [×T 2 × Y ′.
Step 2. Previous property. Let us prove that we have
lim
ε→0
(∫ T
0
∫
Ωε
S(Dwε(t)) : Dwε(t) dxdt+
∫ T
0
∫
Γε
|wε(t)|2dσdt
)
=
∫ T
0
∫
Ω
ξ(t) : Dw(t) dxdt+
∫ T
0
∫
T 2×Q̂
ξ̂(t) : Dyŵ(t) dx
′dydt+
∫ T
0
∫
Γ
|w(t)|2dσdt.
(4.57)
For this purpose, we take wε as test function in (3.4). This gives∫ T
0
∫
Ωε
S(Dwε(t)) : Dwε(t) dxdt+ β
∫ T
0
∫
Γε
|wε(t)|2 dσdt
=
∫ T
0
∫
Ωε
f · wε(t) dxdt−
∫ T
0
∫
Ωε
∂twε(t) · wε(t) dxdt
(4.58)
Let us pass to the limit in each term of this equality:
For the first term on the right-hand side of (4.58), using that wε converges to w weakly in L
3(]0, T [,W 1,3(Ω,R3))
and |Ωε \ Ω| → 0, we have ∫ T
0
∫
Ωε
f · wε(t) dxdt =
∫ T
0
∫
Ω
f · w(t) dxdt+Oε.
For the second term, from the weak convergence of ∂twε to ∂tw and the strong on of wε to w,
respectively in L2(]0, T [, L2(Ω,R3)), we have∫ T
0
∫
Ωε
∂twε(t) · wε(t) dxdt =
∫ T
0
∫
Ω
∂tw(t) · w(t) dxdt+Oε.
Therefore, we have then proved that∫ T
0
∫
Ωε
S(Dwε) : Dwε dxdt+
∫ T
0
∫
Γε
|wε|2dσdt =
∫ T
0
∫
Ω
f · ϕdxdt+
∫ T
0
∫
Ω
∂tw · w dxdt+Oε.
Using now w (the weak limit of wε) and Dyŵ (the weak limit of ε
− 2
3Dyŵε) as test functions in (4.56),
we then deduce property (4.57).
Step 3. Identification of ξ and ξ̂. For this, we consider η ∈ C1c ([0, T ] × Λ,R3) and η̂ ∈ C1c ([0, T ] ×
T 2, C1#(Q̂,R3)), with Dyη̂(t, x′, y) = 0 a.e. in {y3 > M}, for some M > 0. Also, we consider a sequence
sε > 0, such that
lim
ε→0
sε = 0, lim
ε→0
sε
ε
= +∞. (4.59)
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Using the Ho¨lder inequality and applying the change of variables y = x/ε, we prove∫
{x3>sε}
|ε− 13Dyη̂(x′, x
ε
)|3dx
=
∑
k′∈Z2
∫
Ck′ε
∫
Y ′
∫ 1
ε
sε
ε
∣∣Dyη̂(t, x′, y)∣∣3 dy3 dy′dx′ +Oε
=
∫
ω
∫
Y ′
∫ +∞
sε
ε
|Dη̂(t, s′, y)|3dy3 dy′ds′ = Oε, a.e. on ]0, T [ ,
(4.60)
and on the contrary, we get ∫
{0<x3<sε}
|Dη(t)|3dxdt = Oε, a.e. on ]0, T [ . (4.61)
• Behaviour of the operator far away from Γ: using the monotonicity property of the operator S(·)
(see Lemma 9 in [19]), we have∫ T
0
∫
{x3>sε}
(S(Dwε(t))− S (Dη(t))) : (Dwε(t)−Dη(t)) dxdt ≥ 0.
Developping the left-hand side, we get∫ T
0
∫
{x3>sε}
S(Dwε(t)) : Dwε(t) dxdt−
∫ T
0
∫
{x3>sε}
S(Dwε(t)) : Dη(t) dxdt
−
∫ T
0
∫
{x3>sε}
S(Dη(t)) : (Dwε(t)−Dη(t)) dxdt ≥ 0.
Passing to the limit as ε → 0, thanks to the weak convergence of Dwε to Dw in L3(]0, T [, L3(Ω,R9)),
and S(Dwε) to ξ in L
3
2 (]0, T [, L
3
2 (Ω,R9)), we easily get
lim
ε→0
∫ T
0
∫
{x3>sε}
S(Dwε(t)) : Dwε(t) dxdt
−
∫ T
0
∫
Ω
ξ(t) : Dη(t) dxdt−
∫ T
0
∫
Ω
S(Dw(t)) : (Dw(t)−Dη(t)) dxdt ≥ 0.
(4.62)
• Behaviour of the operator near Γ: using the monotonicity property of the operator S(·), it holds∫ T
0
∫
{0<x3<sε}
(
S(Dwε(t))− S
(
ε−
1
3Dyη̂
(
t, x′,
x
ε
)))
:
(
Dwε(t)− ε− 13Dyη̂
(
t, x′,
x
ε
))
dxdt ≥ 0.
Developping the left-hand side, we get∫ T
0
∫
{0<x3<sε}
S(Dwε(t)) : Dwε(t) dxdt−
∫ T
0
∫
{0<x3<sε}
S(Dwε(t)) :
(
ε−
1
3Dyη̂
(
t, x′,
x
ε
))
dxdt
−
∫ T
0
∫
{0<x3<sε}
S
(
ε−
1
3Dyη̂
(
t, x′,
x
ε
))
:
(
Dwε(t)− ε− 13Dyη̂
(
t, x′,
x
ε
))
dxdt ≥ 0.
(4.63)
27
Applying the change of variables (4.16), thanks to the weak convergence of ε−
2
3Dyŵε toDyŵ in L
3(]0, T [, L3(T 2×
Q̂,R9)), and S(ε−
2
3Dyŵε) to ξ̂ in L
3
2 (]0, T [, L
3
2 (T 2 × Q̂,R9)), we obtain∫ T
0
∫
{0<x3<sε}
S(Dwε(t)) :
(
ε−
1
3Dyη̂
(
t, x′,
x
ε
))
dxdt
= ε
2
3
∫ T
0
∫
T 2×Q̂sε
S(ε−1Dyŵε(t)) : Dyη̂(t) dx′dydt+Oε
= ε
∫ T
0
∫
T 2×Q̂sε
Dyŵε(t) : Dyη̂(t) dx
′dydt+
∫ T
0
∫
T 2×Q̂sε
Ŝ(ε−
2
3Dyŵε(t)) : Dyη̂(t) dx
′dydt+Oε
=
∫ T
0
∫
T 2×Q̂
ξ̂(t) : Dyη̂(t) dx
′dydt+Oε,
and ∫ T
0
∫
{0<x3<sε}
S
(
ε−
1
3Dyη̂
(
t, x′,
x
ε
))
:
(
Dwε(t)− ε− 13Dyη̂
(
t, x′,
x
ε
))
dxdt
= ε−
1
3
∫ T
0
∫
{0<x3<sε}
Dyη̂
(
t, x′,
x
ε
)
:
(
Dwε(t)− ε− 13Dyη̂
(
t, x′,
x
ε
))
dxdt
+ε−
2
3
∫ T
0
∫
{0<x3<sε}
Ŝ
(
Dyη̂
(
t, x′,
x
ε
))
:
(
Dwε(t)− ε− 13Dyη̂
(
t, x′,
x
ε
))
dxdt
= ε
2
3
∫ T
0
∫
T 2×Q̂sε
Dyη̂(t) :
(
ε−1Dyŵε(t)− ε− 13Dyη̂(t)
)
dx′dydt
+ε
1
3
∫ T
0
∫
T 2×Q̂sε
Ŝ (Dyη̂(t)) :
(
ε−1Dyŵε(t)− ε− 13Dyη̂(t)
)
dx′dydt+Oε
= ε
1
3
∫ T
0
∫
T 2×Q̂sε
Dyη̂(t) :
(
ε−
2
3Dyŵε(t)−Dyη̂(t)
)
dx′dydt
+
∫ T
0
∫
T 2×Q̂sε
Ŝ (Dyη̂(t)) :
(
ε−
2
3Dyŵε(t)−Dyη̂(t)
)
dx′dydt+Oε
=
∫ T
0
∫
T 2×Q̂
Ŝ (Dyη̂(t)) : (Dyŵ(t)−Dyη̂(t)) dx′dydt+Oε.
Passing to the limit in every terms of (4.63), taking into account the computations above, we get
lim
ε→0
∫ T
0
∫
{0<sε<ε}
S(Dwε(t)) : Dwε(t) dxdt
−
∫ T
0
∫
T 2×Q̂
ξ̂(t) : Dyη̂(t) dx
′dydt−
∫ T
0
∫
T 2×Q̂
Ŝ(Dyŵ(t))) : (Dyŵ(t)−Dyη̂(t)) dx′dydt ≥ 0.
(4.64)
• Adding (4.62), (4.64), the boundary integral
∫ T
0
∫
Γε
|wε(t)−w(t)|2dσdt ≥ 0, and taking into account
that
lim
ε→0
∫ T
0
∫
Ωε\Ω
S(Dwε(t)) : Dwε(t) dxdt = 0,
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we get
lim
ε→0
(∫ T
0
∫
Ωε
S(Dwε(t)) : Dwε(t) dxdt+
∫ T
0
∫
Γε
|wε(t)− w(t)|2dσdt
)
−
∫ T
0
∫
Ω
ξ(t) : Dη(t) dxdt−
∫ T
0
∫
Ω
S(Dw(t)) : (Dw(t)−Dη(t)) dxdt
−
∫ T
0
∫
T 2×Q̂
ξ̂(t) : Dyη̂(t) dx
′dydt−
∫ T
0
∫
T 2×Q̂
Ŝ(Dyŵ(t))) : (Dyŵ(t)−Dyη̂(t)) dx′dydt ≥ 0.
Using property (4.57), and taking into account that∫ T
0
∫
Γε
|wε(t)− w(t)|2dσdt =
∫ T
0
∫
Γε
|wε(t)|2dσdt+
∫ T
0
∫
Γε
|w(t)|2dσdt
−2
∫ T
0
∫
Γε
wε(t) · w(t) dσdt
=
∫ T
0
∫
Γε
|wε(t)|2dσdt−
∫ T
0
∫
Γ
|w(t)|2dσdt+Oε,
we have ∫ T
0
∫
Ω
(ξ(t)− S(Dw(t))) : (Dw(t)−Dη(t)) dxdt
+
∫ T
0
∫
T 2×Q̂
(
ξ̂(t)− Ŝ(Dyŵ(t))
)
: (Dyŵ(t)−Dyη̂(t)) dx′dydt ≥ 0.
(4.65)
• Identification of ξ: for this, we consider η = w − τζ, ∀τ > 0 with ζ ∈ C1c ([0, T ]× Λ,R3) and η̂ = ŵ
in (4.65), which gives ∫ T
0
∫
Ω
(
ξ(t)− S(Dw(t)− τDζ(t))) : Dζ(t) dxdt ≥ 0.
Therefore this inequality, due to the fact that
S(Dw − τDζ) : Dζ = S(Dw) : Dζ +
(
S(Dw − τDζ)− S(Dw)
)
: Dζ ≤ S(Dw) : Dζ
is valid for an arbitrary function ζ and, after τ → 0, the equality sign hold. Therefore,
ξ = S(Dw).
• Identification of ξ̂: for this we consider now η̂ = ŵ− τ ζ̂, ∀τ > 0 with ζ̂ ∈ C1c ([0, T ]×T 2, C1#(Q̂,R3))
and Dy ζ̂(t, x
′, y) = 0 a.e. in {y3 > M}, for some M > 0, and η = u in (4.65), which gives∫ T
0
∫
T 2×Q̂
(
ξ̂(t)− Ŝ(Dyŵ(t)− τDy ζ̂(t))
)
: Dζ(t) dxdt ≥ 0.
Therefore this inequality, due to the fact that
S(Dyŵ − τDy ζ̂) : Dy ζ̂ = S(Dyŵ) : Dy ζ̂ +
(
S(Dyŵ − τDy ζ̂)− S(Dyŵ)
)
: Dy ζ̂ ≤ S(Dyŵ) : Dy ζ̂
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is valid for an arbitrary function ζ̂ and, after τ → 0, the equality sign hold. Therefore
ξ̂ = Ŝ(Dyŵ).
Step 4. Boundary layer system satisfied by ŵ. From the previous steps, the limit problem (4.56)
reads ∫ T
0
∂tw(t) · ϕ(t) dxdt+
∫ T
0
∫
Ω
(w(t) · ∇)w(t)ϕ(t) dxdt
+
∫ T
0
∫
Ω
S(Dw(t)) : Dϕ(t) dxdt−
∫ T
0
∫
Ω
q(t) divϕ(t) dxdt
+
∫ T
0
∫
ω×Q̂
Ŝ(Dyŵ(t)) : Dyϕ̂(t) dx
′dydt−
∫ T
0
∫
ω×Q̂
q̂(t) divy ϕ̂(t) dx
′dydt
+β
∫ T
0
∫
Γ
w(t)ϕ(t) dσdt =
∫ T
0
∫
Ω
f · ϕ(t) dxdt
(4.66)
for every ϕ ∈ L3(]0, T [,W 1,3(Ω,R3)), and every ϕ̂ ∈ L3(]0, T [, L3(T 2,V3)) such that
ϕ = 0 on ]0, T [×Γ0,
ϕ3(t, x
′, 0) = 0, ϕ̂3(t, x′, y′, 0) = −λ∇Ψ(y′) · ϕ′(t, x′, 0), a.e. (t, x′, y′) ∈]0, T [×T 2 × Y ′.
In this step, we will obtain an equation for w eliminating ŵ and q̂ in (4.66). For this purpose, we take
ϕ = 0 in (4.66). This proves that (ŵ, q̂) ∈ L3(]0, T [×T 2,V3) × W−1,∞(]0, T [, L3/2# (T 2 × Q̂M ,R)) is a
solution of 
−divy Ŝ(Dyŵ) +∇y q̂ = 0 in R2 × R+,
divy ŵ = 0 in R2 × R+,
ŵ3(t, x
′, y′, 0) = −λ∇Ψ(y′) · u′(t, x′, 0) on R2 × {0},
S(Dyŵ)i,3 = 0, i = 1, 2, on R2 × {0},
(4.67)
a.e. in ]0, T [×T 2. Defining (φ̂ξ′ , piξ′), for every ξ′ ∈ R2, by (3.10), we deduce that
ŵ(t, x′, y) = λφ̂w
′(t,x′,0)(y), q̂(t, x′, y) = λ2pi w
′(t,x′,0)(y), a.e. (t, x′, y) ∈]0, T [×T 2 × Q̂. (4.68)
Now, for ϕ ∈ L3(]0, T [,W 1,3(Ω,R3)), with ϕ = 0 on ∂Ω \ Γ, ϕ3 = 0 on ]0, T [×Γ, we take ϕ and
ϕ̂(t, x′, y) = λ(ϕ1(t, x′, 0)φ̂e1(y)+ϕ2(t, x′, 0)φ̂e2(y)) as test functions in (4.66). Taking into account (4.68)
and definition (3.9) we get∫ T
0
∫
Ω
∂tw(t) · ϕ(t) dxdt+
∫ T
0
∫
Ω
(w(t) · ∇)w(t) · ϕ(t) dxdt
+
∫ T
0
∫
Ω
S(Dw(t)) : Dϕ(t) dxdt−
∫ T
0
∫
Ω
q(t) divϕdxdt
+β
∫ T
0
∫
T 2
w′(t, x′, 0)ϕ′(t, x′, 0) dx′dt+ λ3
∫
ω
R(w′(t, x′, 0))ϕ′(t, x′, 0)dx′dt
=
∫ T
0
∫
Ω
f · ϕ(t) dxdt .
(4.69)
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By the arbitrariness of ϕ, this proves that (w, q) is a solution of (3.7)-(3.8). Notice that the initial
condition w(0, ·) = w0(·) in L2(Ω,R3) is a consequence of the continuity of the linear operator u ∈
H1(]0, T [, L2(Ω,R3))→ u(0, ·) ∈ L2(Ω,R3), and of the weak convergence of w0ε|Ω to w0 in L2(Ω,R3).
Proof of Corollary (riblets). The idea is to proceed as the proof of Theorem 3.3 by considering that
∂y2Ψ = 0. In fact, in Step 1, we take a test function ϕˆ in (4.37) satisfying ϕ̂3(x
′, y′, 0) = −λ∂y1Ψ(y1)ϕ1(x′, 0),
which leads to a problem (4.67) satisfying the condition ŵ3(t, x
′, y′, 0) = −λ∂y1Ψ(y1)u1(t, x′, 0) on R2 ×
{0}.
Defining ŵ(t, x′, y) = λφ̂w′(t,x′,0)e1(y), q̂(t, x′, y) = λ2pi w′(t,x′,0)e1(y), a.e. (t, x′, y) ∈]0, T [×T 2× Q̂, and
taking ϕ̂(t, x′, y) = λϕ1(t, x′, 0)φ̂e1(y) in Step 4, we can deduce that the effective boundary condition on
Γ is
−S(Dw)1,3 + β w1 + λ3R1((w1, 0)) = 0 on ]0, T [×Γ, −S(Dw)2,3 + β w2 = 0 on ]0, T [×Γ .
We observe that R1((w1, 0)) can be simplified by taking into account the homogeneity condition (2.20).
Thus, if w1(t, x
′, 0) ≥ 0, then R1((w1, 0)) = w21R1(e1), whereas if w1(t, x′, 0) < 0, R1((w1, 0)) =
w21R1(−e1). This leads to the formulation (3.11) of the boundary conditions on Γ.
Proof of Proposition 3.8. The existence and uniqueness of a solution to problem (3.10) results from the
theory of monotone operators of J. Leray and J.L. Lions [34, 35]. To obtain estimate (3.12), for each
ξ′ ∈ R2, we introduce a function G ∈ (V/R)2 × V × L
3
2
#(Q̂,R) satisfying
divy G = 0 in Q̂, G
′(y′, 0) = 0, G3(y′, 0) = −∇Ψ(y′) · ξ′ for a.e. y′ ∈ T 2,
and
‖DyG‖L3(Q̂) ≤ C|ξ′|‖∇Ψ‖L3(T 2),
where C > 0 is a constant. The function φ̂ξ
′ −G is an admissible test function for problem (3.10), which
yields ∫
Q̂
Ŝ(Dyφ̂
ξ′) : (Dyφ̂
ξ′ −DyG) dy = 0.
Consequently, using properties (4.1) and (4.2), we obtain(
Cs − δ
2
2γ
)
‖Dyφ̂ξ′‖3L3(Q̂,R3) ≤
∫
Q̂
Ŝ(Dyφ̂
ξ′) : Dyφ̂
ξ′ dy =
∫
Q̂
Ŝ(Dyφ̂
ξ′) : DyGdy
≤ C‖Dyφ̂ξ′‖2L3(Q̂,R3)‖DyG‖L3(Q̂,R3).
This yields (3.12). Finally, the exponential decay property (3.13) is proved in [15].
Remark 4.6 (Monotonicity of the friction term introduced by the roughness effect.). Consider the
operator R : R2 → R2, ξ′ 7→ (R1(ξ′, R2(ξ′)), where for i = 1, 2, Ri is defined by (3.9). Then, R satisfies
the following monotonicity property: for every ξ′1, ξ′2 ∈ R2,
(R(ξ′1)−R(ξ′2)) · (ξ′1 − ξ′2) ≥ 0.
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Proof. Let ξ′1, ξ′2 ∈ R2. Developing the scalar product and using definition (3.9), we obtain
(R(ξ′1)−R(ξ′2)) · (ξ′1 − ξ′2) = (R1(ξ′1)−R1(ξ′2))(ξ′1 − ξ′2)1 + (R2(ξ′1)−R2(ξ′2))(ξ′1 − ξ′2)2
=
∫
Q̂
(
Ŝ(Dyφ̂
ξ′1)− Ŝ(Dyφ̂ξ′2)
)
:
(
(ξ′1 − ξ′2)1Dyφ̂e1 + (ξ′1 − ξ′2)2Dyφ̂e2
)
dy
=
∫
Q̂
(
Ŝ(Dyφ̂
ξ′1)− Ŝ(Dyφ̂ξ′2)
)
: Dy
(
(ξ′1 − ξ′2)1φ̂e1 + (ξ′1 − ξ′2)2φ̂e2
)
dy.
Now, defining G ∈ (V/R)2×V×L
3
2
#(Q̂,R) as the combination G = (ξ
′
1−ξ′2)1φ̂e1 +(ξ′1−ξ′2)2φ̂e2 , we notice
that G satisfies the same boundary condition as the difference φ̂ξ
′
1 − φ̂ξ′1 , namely,
G3(y
′, 0) = −∇Ψ(y′) · (ξ′1 − ξ′2) = φ̂ξ
′
1
3 (y
′, 0)− φ̂ξ′23 (y′, 0) for a.e. y′ ∈ T 2.
Consequently, G−(φ̂ξ′1−φ̂ξ′1) is an admissible test function for problem (3.10), with ξ′ ∈ {ξ′1, ξ′2}. Arguing
as in the proof of Proposition 3.8, we further deduce that
(R(ξ′1)−R(ξ′2)) · (ξ′1 − ξ′2) =
∫
Q̂
(
Ŝ(Dyφ̂
ξ′1)− Ŝ(Dyφ̂ξ′2)
)
: Dy(φ̂
ξ′1 − φ̂ξ′2) dy
=
∫
Q̂
(
Ŝ(Dyφ̂
ξ′1)− Ŝ(Dyφ̂ξ′2)
)
:
(
Dyφ̂
ξ′1 −Dyφ̂ξ′2
)
dy,
which is nonnegative by monotonicity of Ŝ.
5 Numerical results
In this section, we investigate numerically the behaviour of the solution of the LES model (2.14)–(2.16),
in the case where the lower plate is composed of riblets, which are very commonly used in experimental
and theoretical studies of the roughness effects on viscous flows, in particular for turbulent regimes (see,
for instance, [8, 22, 25]). In that case, in our framework, the sequence of functions Ψε describing the
geometry of the rough wall, is defined by
Ψε(x
′) = aεΨ(x1/ε), x′ ∈ T 2, (5.1)
where Ψ is a given, positive 1-periodic and regular function of variable x1, and where the sequence
(aε)ε>0 satisfies assumptions (2.1). By Corollary 3.6, the effective velocity and pressure w, q satisfy the
limit system (3.7), completed with the boundary conditions (3.11) on the (idealized) flat lower plate Γ,
that express the effect of the asperities on the LES model, at main order in ε.
In order to stress the influence of the parameter λ, defined by (3.5), we simulate stationary solutions
of the limit system (3.7), which allows us to aggregate numerous numerical results associated with a wide
spectrum of values of λ. In the case of the riblet geometry described by (5.1), we seek the velocity w and
the pressure q satisfying the following effective system:
(w · ∇)w − div (S(Dw)) +∇q = f in Ω,
divw = 0 in Ω,
w = 0 on Γ0,
w3 = 0 on Γ,
−S(Dw)1,3 + β w1 + λ3w21R1(sgn(w1)e1) = 0 on Γ,
−S(Dw)2,3 + β w2 = 0 on Γ.
(5.2)
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To investigate the influence of the shape of the riblets on the effective flow, we will focus on three
different profiles for the function Ψ, that correspond to the V -shaped, the U -shaped and the blade-shaped
riblets. These shapes are widely used in the engineering literature, and are drawn in Table 1. Notice
that, for each profile, we have applied a parabolic regularization in the vicinity of each singular point,
obtaining functions Ψ of class C2. Table 2 gives an example of transversal sections of ribbed walls Γε,
associated with those different profiles Ψ by the definition
Γε =
{
(x1, x2,−aεΨ(x1/ε)) , (x1, x2) ∈ T 2
}
.
We stress that, in the case of riblets, according to boundary conditions (3.11), one needs only to
compute the coefficient R1(ξ
′) for ξ′ = e1 and ξ′ = −e1, and to have access to the sign of w1(x′, 0), to
define the boundary condition at point x′ ∈ T 2. Let us first address the numerical approximation of
coefficients R1(e1), R1(−e1).
Figure 1: Functions Ψ associated with V -shaped, U -shaped and blade riblets (from left to right).
Figure 2: Sections of ribbed walls Γε, associated with a function Ψ modelling the V -shaped, U -shaped
and blade-shaped riblet profile (from left to right).
5.1 Numerical methods and algorithms
Resolution of the auxiliary system (3.10). In order to compute coefficients R1(e1), R1(−e1), one needs
to solve system (3.10), with ξ′ ∈ {e1,−e1}. We fix a truncature parameter H > 0 and we consider the
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following approximated problem: find (φ̂ξ
′
H , pi
ξ′
H) ∈W 1,3(T 2 × (0, H),R3)× L3/2(T 2 × (0, H)) satisfying
−divy (Ŝ(Dyφ̂ξ
′
H)) +∇ypiξ
′
H = 0 in T 2 × (0, H),
divy φ̂
ξ′
H = 0 in T 2 × (0, H),
φ̂ξ
′
H,3(y
′, 0) = −∇Ψ(y′) · ξ′ on T 2 × {0},
Ŝ(Dyφ̂
ξ′
H)i,3 = 0, i = 1, 2, on T 2 × {0},
Ŝ(Dyφ̂
ξ′
H)i,3 = 0, i = 1, 2, 3, on T 2 × {H}.
(5.3)
Then, the approximate values Rapp1 (ξ
′) of R1(ξ′), for ξ′ ∈ {e1,−e1}, will be given by
Rapp1 (ξ
′) =
∫
T 2×(0,H)
Ŝ(Dyφ̂
ξ′
H) : Dyφ̂
e1
H dy.
Such an approximation can be justified by standard arguments, relying on Proposition 3.8 that states
the exponential decay of the gradient of φ̂ξ
′
, along the y3-direction.
Since problem (5.3) is nonlinear (due to the tensor Ŝ), we introduce a fixed point algorithm, that is
defined as follows. Here, we drop the ξ′ exponents and the H subscripts to lighten the notation. Assume
that φ̂k ∈W 1,3(T 2 × (0, H),R3), and satisfies
divy φ̂k = 0 in T 2 × (0, H), φ̂3,k(y′, 0) = −∇Ψ(y′) · ξ′ on T 2 × {0}. (5.4)
Then, φ̂k+1 is determined as the only solution in W
1,3(T 2 × (0, H),R3), satisfying the same incompress-
ibility and boundary condition (5.4), to the following variational formulation:∫
T 2×(0,H)
(
Cs|Dφ̂k|D̂φk+1 − δ
2
2γ
Dφ̂k(Dφ̂k+1)
T
)
: Dζ dy = 0, (5.5)
for any test function ζ ∈W 1,3(T 2 × (0, H),R3) satisfying
divy ζ = 0 in T 2 × (0, H), ζ3(y′, 0) = 0 on T 2 × {0}.
We stop the iterations once the stopping criterion
‖Dϕ̂k+1 −Dϕ̂k‖L3(T 2×(0,H),R3)
‖Dϕ̂k‖L3(T 2×(0,H),R3)
< 
is fulfilled, where  is a small number (set at  = 10−2 in the numerical simulations); then, we use the
approximation φ̂ξ
′ ≈ φ̂k+1.
Resolution of the effective problem (5.2). Denoting by V the functional space
V = {w ∈W 1,3(Ω,R3), divw = 0 in Ω, w3 = 0 on Γ, w = 0 on Γ0},
endowed with the norm
‖w‖V := ‖Dw‖1/3L3(Ω,R3×3)
the variational formulation of problem (5.2) reads: for every ψ ∈ V ,∫
Ω
(
(w · ∇)w · ψ + S(Dw) : Dψ)dx+ ∫
Γ
(
β w · ψ + λ3w21 R1(sgn(w1)e1)ψ1
)
dH2 =
∫
Ω
f · ψ dx. (5.6)
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To deal with the nonlinear terms appearing in the previous formulation, we proceed in an analogous way
as in the treatment of system (5.3), by introducing a fixed point algorithm. Starting from an initial guess
w0 ∈ V , we construct a sequence of functions wk ∈ V defined recursively, as follows. For k ∈ N, wk being
known, we define wk+1 ∈ V as the solution to the following variational formulation:∫
Ω
(
(wk · ∇)wk+1 · ψ + S(Dwk+1) : Dψ
)
dx+
∫
Γ
(
β wk+1 · ψ + λ3wk,1wk+1,1R1(sgn(wk,1)e1)ψ1
)
dH2
=
∫
Ω
f · ψ dx, ∀ψ ∈ V. (5.7)
Numerically, we stop the iterations if the relative error ‖wk+1−wk‖V /‖wk‖V is smaller than the threshold
 defined in the previous paragraph.
Spatial discretization by finite element methods. In order to compute the solutions to the variational
formulations (5.5) and (5.7), we rely on mixed formulations of the problems, that are discretized by finite
element methods using FreeFem++ software [27]. For both systems of equations, we consider the Taylor-
Hood approximation for the velocity-pressure pair, i.e., P2 elements for the velocity field and P1 elements
for the pressure. It is well known that this choice is compatible with the Babusˇka-Brezzi condition [12,26].
The three-dimensional meshes of the cell T 2× (0, H) and the fluid domain Ω are obtained by constrained
Delaunay tetrahedralizations.
5.2 Numerical results
Definition of the parameters associated with the turbulence model. In order to illustrate the effect
of coefficient λ, which acts directly on the component of the fluid velocity that is transverse to the
riblet direction, we consider a flow driven by an external force f = e1. We set the Reynolds number
to Re = 10000, a value for which the use of Large Eddy Simulation may be justified in practice. For
instance, in Reynolds’ pipe experiment, the flow is turbulent if the Reynolds number exceeds about 4000
(see [39], p. 6).
We choose δ as the grid size of the tetrahedralization of domain Ω, and define Cs = δ
2 and γ = 6,
which appears to be standard for the numerical simulation of Smagorinsky’s turbulent model (see for
instance [46]). In particular, such definition of δ is coherent with the modelling of the turbulence developed
in Sec. 2, since δ is a small averaging radius and the grid size is the smallest length scale accessible in the
mesh. To set the value of parameter β, we follow an argument developed by Berselli et al. in [10], and
define
β =
L
Re δ
, (5.8)
where L is a characteristic length of the domain (in our case, we take L = 1). To obtain formula (5.8),
the previous authors have adapted Maxwell’s theory of gases [36], considering the micro length scale δ as
the analog of the mean free path of gas particles.
Computation of the coefficients R1(e1), R1(−e1) associated with the different shapes of riblets. We
have collected in Table 1 the numerical values obtained for the coefficient R1(e1), R1(−e1), for the different
riblet geometries. In our simulations, we have defined H = 3 – a relatively small value that is justified
by the exponential decay of the derivatives of φ̂ in the vertical direction. In order to be consistent with
estimate (3.12) stated in Proposition 3.8, we have normalized every function Ψ so that∫
T 1
|Ψ′(y1)|3 dy1 = 1.
We stress that the absolute values of those coefficients depend strongly on the geometry of the riblets,
through the choice of the function Ψ, even though the L3-norm of Ψ′ is normalized. For instance, the
35
V -shape coefficient is about 40 times smaller as the U -shape coefficient, and 80 times smaller as the blade
geometry one. Another interesting feature is that, even if the value R1(−e1) is not numerically equal
to the opposite of R1(e1), the difference appears only at the fourth digit (or at the sixth digit in the
V -shape case). Such result may be explained by our choice of parameters, for which parameter CS is 12
times bigger than the factor δ2/(2γ). If one neglects that term, one can easily verify that the solution
to system (5.3) satisfies φ̂−e1 = −φ̂e1 , hence R1(−e1) = −R1(e1). So, we hypothesize that, with our
choice of parameters, the nonlinear tensor Ŝ(φ̂ξ) is dominated by the term Cs|φξ|φξ, which explains such
apparent symmetry.
V -shape U -shape Blade
R1(e1) 0.20911 4.8220 8.6947
R1(−e1) -0.20911 -4.8294 -8.6903
Table 1: Approximate values of the coefficients R1(e1), R1(−e1), for the U -shape, V -shape and blade
riblets.
Numerical results and comments. In order to establish some qualitative comparisons between the
solutions to the effective system (5.2), let us introduce certain quantities that are classically associated
with the stationary flow of a viscous fluid, in the vicinity of a solid wall where friction occurs:
• the kinetic energy 12
∫
Ω |w|2 dx ;
• the dissipated energy
1
2
[∫
Ω
( 1
Re
|Dw|2 + Cs|Dw|3 − δ
2
2γ
Dw(Dw)T : Dw
)
dx+
∫
Γ
(
β |w|2 + λ3w31 R1(sgn(w1)e1)
)
dH2
]
,
that we decompose into two contributions:
a) the viscous dissipation
1
2
∫
Ω
( 1
Re
|Dw|2 + Cs|Dw|3 − δ
2
2γ
Dw(Dw)T : Dw
)
dx,
b) the dissipation by friction
1
2
∫
Γ
(
β |w|2 + λ3w31 R1(sgn(w1)e1)
)
dH2;
• the work of the body force f , which in our case is simply defined by∫
Ω
w1 dx,
and will be refered to as the average streamwise velocity.
We have plotted the kinetic and dissipated energies, the viscous and frictional dissipation, and the
average streamwise velocity, with respect to the value of λ, and considering V -shape, U -shape and blade
riblets, in Figures 3 to 7.
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Figure 3: Kinetic energy with respect to λ, for the different riblet geometries.
We observe that for every riblet geometry, increasing λ leads to decreasing the kinetic energy of the
fluid, as well as the dissipated energy and the streamwise velocity. For λ = 0, the geometry of the asperity
has no effect in the model, and everything happens as if the lower wall was flat, and produced a friction
measured by the coefficient β. In that case, the kinetic energy is above 50. Then, as λ increases, the
kinetic energy diminishes drastically, before stabilizing around the value 10, which is fifth time smaller
as its initial value. The profiles of the dissipated energy, its viscous part, and the streamwise velocity,
are similar, but their values are only divided by a factor 2 between λ = 0 and λ = 2.3.
We notice that for every mechanical quantity that we have computed, the numerical values obtained
for the U -shape and the blade riblets are very close, whereas the V -shape riblet behaves differently. In
particular, the decreasing of the former quantities that appears for small values of λ, is much slower for
the V -shape riblets than for the other ones. That can be explained by the proximity of the R1 coefficients
associated with the U -shape and the blade riblets: they only differ by a factor 2 (see Table 1), whereas
the V -shape riblet produces R1 coefficients 40 or 80 smaller in magnitude. Consequently, the effect of an
increasing of λ is less pronounced for the V -shape riblet, especially since the corresponding term in the
variational formulation is weighted by λ3, which is increasing very slowly with λ.
Among all the mechanical quantities introduced above, the frictional dissipation is the only one that
presents a different behaviour. Considering the case of the V -shape riblet, we observe on Fig. 6 that
the frictional dissipation start from about 0.3, and then increases to reach its maximal value (around 1)
for λ ≈ 0.5; from that point, the value decreases, mimicing the behaviour that the kinetic or dissipated
energies presents from λ = 0. The origin of that initial increase of the frictional dissipation is difficult
to analyze; however, Fig. 6 is an indicator of the complexity of the interaction between the fluid and the
ribbed wall, which is described by a monotone term (see Remark 4.6), depending locally on the sign of
the first component of the velocity. Still, it is worth noticing that in the present simulations, the viscous
dissipation dominates the frictional one, so that the dissipated energy behaves similarly to the viscous
one with respect to λ.
Concluding remarks. In the case of straight riblets, where the boundary conditions associated with
the effective system (3.7) are given by (3.11), we have proposed a methodology that allows to compute
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Figure 4: Dissipated Energy with respect to λ, for the different riblet geometries.
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Figure 5: Viscous dissipation with respect to λ, for the different riblet geometries.
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Figure 6: Frictional dissipation with respect to λ, for the different riblet geometries.
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Figure 7: Average streamwise velocity w1, with respect to λ, for the different riblet geometries.
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the required coefficients R1(e1), R1(−e1), and to solve the variational formulation (5.6) by a fixed point
method. Such procedure could be easily extended to treat the case of a time-dependant body force f ,
adapting standard time discretization schemes for Navier-Stokes equations. Hence, the new boundary
conditions that the asymptotic analysis detailed in Sec. 4 has pointed, are usable in practice, at least in
the case of a ribbed geometry.
Besides, the analysis of the characteristics of the flow with respect to the value of coefficient λ, for
different types of riblets, reveals that the effective system can be strongly affected by the extra friction
term associated with R1 and λ in boundary conditions (3.11). By construction, that term is a non physical
one, that is, a term of interaction between the fluid and the ribbed wall resulting from the averaging
procedure leading to the Large Eddy Simulation model, and not from the mechanical interaction ifself.
As a matter of fact, that new friction term has the same mathematical properties as the tensor Ŝ that
results from the spatial averaging of the Navier-Stokes equations; that is clear from the computations
following Remark 4.6, and could explain the large influence of that extra friction term on the macroscopic
features of the simulations. Hence, such effective boundary conditions as (3.11) need certainly to be taken
into account in the simulation of homogenized LES models, in the vicinity of a ribbed wall.
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