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This paper explains the relevance of partitioning the set of standard
monomials into cones for constructing a Noether normalization for
an ideal in a polynomial ring. Such a decomposition of the comple-
ment of the corresponding initial ideal in the set of all monomials
– also known as a Stanley decomposition – is constructed in the
context of Janet bases, in order to come up with sparse coordinate
changeswhich achieveNoether normal position for the given ideal.
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1. Introduction
Noether normalization is a very important part of commutative algebra (cf. e.g. Eisenbud (1995)).
The ‘‘normalization lemma’’ is usually proved in a constructive manner, but a computationally
satisfactory solution does not seem to exist. For most of the computational approaches today it is
common that the application of a random change of coordinates produces very large results, which
are difficult to handle afterwards.
A general algorithm for the computation of a Noether normalization was outlined by Vasconcelos
(1998, Algorithm 2.3.1, p. 36). In order to turn this algorithm effective, important details need to
be filled in. The method for Noether normalization given in Section 4 of the present paper can be
understood as a specialization of this algorithm. In particular, the problem of deciding whether an
ideal contains amonic polynomial in a given variable is addressedwithout computing the intersection
of the ideal with a subring, and a way to choose a sparse coordinate change is explained.
Along these lines, a (probabilistic) algorithm was presented by Logar in (1989), which comes
up with a relatively sparse coordinate transformation that puts a prime ideal into Noether normal
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position (and, after small modifications, a non-prime ideal as well). However, this algorithm is based
on intersecting with a subring and makes use of very expensive Gröbner basis computations w.r.t.
the lexicographical term ordering. In comparison to Logar’s suggestion, the approach described in
Section 4 computes Janet bases only with respect to the degree-reverse lexicographical ordering and
further narrows down the set of variables which should be altered by a coordinate change.
Similarly, in Greuel and Pfister (2008) an algorithm is describedwhich applies a random triangular
linear coordinate change and again uses the lexicographical term ordering (Greuel and Pfister (2008),
Algorithm 3.4.5). Examples show that the method of the present paper seems to be more efficient
and gives sparser results than implementations in Singular (Greuel et al., 2005) (cf. Example 15
and Section 6). The present paper gives guidance on how to replace the above mentioned random
coordinate change by a more deterministic one. The proposed algorithm is still probabilistic, in
the sense that the coefficients of the coordinate change need to be chosen outside an algebraic
hypersurface, but the number of non-zero coefficients is drastically reduced, and the obstructions
for the algorithm to achieve progress are clearly identified in Section 5.
Furthermore, an algorithm was presented in the same spirit in the appendix to (Bermejo and
Gimenez, 2006), where again a random triangular linear coordinate transformation without further
qualification is applied.
A different approach to sparse Noether normalization was discussed in Eisenbud and Sturmfels
(1994) resulting in the problem of finding a non-root of the Chow form of the projective variety under
consideration. As the authors remark, a complete expansion of the Chow form would be too big in
practice.
A referee directed the author’s attention to the article (Hashemi, 2008), where coefficient growth
is suggested to be counteracted by modular computations and an incremental strategy for random
linear coordinate changes is proposed. However, no explicit method for determining non-zero entries
in the transformation matrix is given.
The approach in the present paper uses Janet bases, and the Stanley decompositions (Sturmfels,
1990) they define, to detect sparse coordinate transformations. In principle, themethod can be carried
outwith involutive bases definedwith respect to other Noetherian involutive divisions aswell, butwe
were able to build on an existing implementation for the Janet division, and that led to good results.
In this context of involutive bases, a connection of Noether normalization to Pommaret bases was
derived in Seiler (2007, part II, Section 4). However, for a given ideal no (finite) Pommaret basis may
exist in the chosen coordinates (cf. also Hausdorf and Seiler (2002)). It is a problem similar to the one
addressed below to find suitable coordinate transformations such that the ideal has a Pommaret basis
in the new coordinates. The fact that for every ideal a Janet basis exists in any system of coordinates
allows us to treat a substantially larger class of examples with sparse transformations, cf. Example 15
below, where the proposed coordinate changes do not lead to Pommaret bases. As a referee pointed
out, a Rees decomposition (Sturmfels and White, 1991) is a particular kind of Stanley decomposition
to which the method of Section 4 applies. However, Example 15 again shows that a weaker notion of
Stanley decomposition suffices.
After recalling a certain type of Stanley decomposition from old work by Janet (1929) in Section 2,
the definition of Janet basis is given in Section 3 using this concept. A lemma is proven that decides
the existence of a monic polynomial in a given variable in an ideal in the context of Janet bases. In
Section 4 the main algorithm for Noether normalization which uses monomial cone decompositions
is described. Section 5 completes the proof of the algorithm in Section 4with an argument thatwas too
technical to be presented in the previous section. The last section records data of comparisons of some
already available implementations of Noether normalization algorithms with the one implemented
by the author.
2. Monomial cone decompositions
The beginning of this section fixes the notation for the rest of the paper. Afterwards, we recall the
notion of monomial cone decomposition for a multiple closed set of monomials and its complement
(Plesken and Robertz, 2005), and we outline one way of constructing such decompositions.
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Let R := K [x1, . . . , xn] be a commutative polynomial algebra with standard grading, where K is a
field of arbitrary characteristic. If L ⊆ R, then 〈L〉 is the ideal of R generated by L. For a finite subset
y = {y1, . . . , yr} ⊆ Rwe denote by
Mon(y) :=
{
r∏
i=1
yαii | α ∈ (Z≥0)r
}
the commutative monoid of monomials in y1, . . . , yr , and in particular we set Mon(R) := Mon
({x1, . . . , xn}).
A term ordering> on Mon(R) (or on R, for short, if the set of variables {x1, . . . , xn} is understood)
is a total ordering on Mon(R) which is a well-ordering and compatible with the semigroup structure
on Mon(R).
If a term ordering > on Mon(R) is fixed, then for each non-zero p ∈ R, lm(p) denotes the
>-greatest monomial occurring in p (i.e. with non-zero coefficient). For a subset S ⊆ R we set
lm(S) := {lm(p) | 0 6= p ∈ S}.
The idea of partitioning certain sets of monomials into cones can at least be traced back to Méray
(1880), who dealt with the formal theory of partial differential equations (cf. also the works of his
successors Riquier (1910) and Janet (1929)). We use it in the context of what is now called Janet
basis.
Definition 1. A set S ⊆ Mon(R) is said to be Mon(R)-multiple closed, if
ms ∈ S for allm ∈ Mon(R), s ∈ S.
Every set G ⊆ Mon(R) satisfying
Mon(R)G = {mg | m ∈ Mon(R), g ∈ G} = S
is called a generating set for S.
The following lemma can be seen as a special case of Hilbert’s basis theorem (cf. also Janet (1929)).
Lemma 2. Every Mon(R)-multiple closed set has a finite generating set; every ascending sequence of
Mon(R)-multiple closed sets becomes stationary.
Moreover, every Mon(R)-multiple closed set has a unique minimal generating set, which is
obtained from any generating set G by removing all elements which have a proper divisor in G.
We are going to partition multiple closed sets (and, more importantly, their complements in
Mon(R)) into cones of monomials, one instrumental fact being that the latter are again Mon(R′)-
multiple closed sets with R′ = K [µ] for some µ ⊆ {x1, . . . , xn}.
Definition 3. A set C ⊆ Mon(R) is called a (monomial) cone if there existm ∈ C andµ ⊆ {x1, . . . , xn}
such that Mon(µ)m = C . The uniquely determined monomial m is called the vertex of the cone C ,
and the elements ofµ (ofµ := {x1, . . . , xn} \µ) are called themultiplicative (resp. non-multiplicative)
variables for C . We often also refer to such a cone C by giving the pair (m, µ).
Definition 4. Let S ⊆ Mon(R). A (monomial) cone decomposition of S is a finite set { (m1, µ1), . . . ,
(mr , µr) }, wheremi ∈ Mon(R), µi ⊆ {x1, . . . , xn}, and such that the cones Ci := Mon(µi)mi satisfy
r⋃
i=1
Ci = S and Ci ∩ Cj = ∅ for all i 6= j.
The next algorithm constructs a particular cone decomposition of a Mon(R)-multiple closed set S,
which goes back to Janet (1929).
Algorithm 1 (Decompose).
Input: A Mon(η)-multiple closed set S ⊆ Mon(R), where ∅ 6= η ⊆ {x1, . . . , xn}
Output: A cone decomposition of S
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Algorithm:
1: determine the minimal generating set G for S
2: if |G| ≤ 1 or |η| = 1 then
3: return { (m, η) | m ∈ G }
4: else
5: let y be the first variable in η in the chosen enumeration
6: d := max {degy(g) | g ∈ G}
7: for i = 0, . . . , d, recursively decompose the Mon(η \ {y})-multiple closed set generated by⋃i
j=0 { yi−j g | g ∈ G, degy(g) = j } and get C (i) = { (m(i)1 , µ(i)1 ), . . . , (m(i)ri , µ(i)ri ) }
8: for j = 1, . . . , rd, replace µ(d)j by µ(d)j ∪ {y}
9: return
⋃d
i=0 C (i)
10: fi
For a proof of correctness of the previous algorithm we refer to Robertz (2006).
Example 5. Let S ⊂ Mon(K [x1, x2, x3]) be generated by {x1x2, x31x3} and define η = {x1, x2, x3}.
Then the previous algorithm sets d = 3 and is applied recursively to (∅, {x2, x3}), ({x1x2}, {x2, x3}),
({x21x2}, {x2, x3}), and ({x31x2, x31x3}, {x2, x3}), where the first component in each pair is a generating
set for a Mon({x2, x3})-multiple closed set. Only the last recursive run starts new recursions; the
arguments are ({x31x3}, {x3}), ({x31x2}, {x3}). The final result is { (x31x2, {x1, x2, x3}), (x31x3, {x1, x3}),
(x21x2, {x2, x3}), (x1x2, {x2, x3}) }.
Next we give a similar algorithm which produces a cone decomposition for the complement of a
Mon(R)-multiple closed set S in Mon(R). Decompositions produced by this algorithm will be used in
the following sections in case S = lm(I) for an ideal I of R, i.e. to get a partition of the set of ‘‘standard
monomials’’. In this case we also call such a partition a cone decomposition of R/I .
Algorithm 2 (DecomposeComplement).
Input: A Mon(η)-multiple closed set S ⊆ Mon(R), where η ⊆ {x1, . . . , xn}, and a monomial
v ∈ Mon(R) such that S ⊆ Mon(η)v
Output: A cone decomposition of Mon(η)v \ S
Algorithm:
1: determine the minimal generating set G for S
2: if G = ∅ then // the complement equalsMon(η)v, which is a cone
3: return { (v, η) }
4: elif |η| = 1 then // the complement is a finite set of monomials
5: return { (mv,∅) | m ∈ Mon(η), mv 6∈ S }
6: else
7: let y be the first variable in η in the chosen enumeration
8: d := max {degy(g) | g ∈ G}
9: for i = 0, . . . , d, recursively decompose the complement of the Mon(η \ {y})-multiple closed
set generated by
⋃i
j=0 { yi−j g | g ∈ G, degy(g) = j } by using yi v instead of v and get
C (i) = { (m(i)1 , µ(i)1 ), . . . , (m(i)ri , µ(i)ri ) }
10: for j = 1, . . . , rd, replace µ(d)j by µ(d)j ∪ {y}
11: return
⋃d
i=0 C (i)
12: fi
As before, for a proof of correctness of the previous algorithm we refer to Robertz (2006).
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Example 6. Applying Algorithm2 to the samedata as in Example 5 and v = 1 leads again to d = 3 and
the same recursive calls with additional arguments v = 1, x1, x21, resp. x31. After additional recursive
runs, these terminate with { (1, {x2, x3}) }, { (x1, {x3}) }, { (x21, {x3}) }, resp. { (x31,∅) }. As final result we
obtain: { (1, {x2, x3}), (x1, {x3}), (x21, {x3}), (x31, {x1}) }.
Definition 7. Wecall the cone decomposition of S (ofMon(R)\S) which is constructed by Algorithm1
(resp. 2) the Janet decomposition of S (resp. of Mon(R) \ S, or of R/I if S = lm(I) for an ideal I of R).
3. Janet bases
In this section we give the basic definitions for Janet bases and their most important properties,
and we derive a lemma which is used for Noether normalization in the next section.
Janet bases are named afterMaurice Janet who developed this technique for the structural analysis
of systems of (linear) partial differential equations (cf. also Pommaret (1994), Gerdt (2005) and
Plesken and Robertz (2005)). For the role played by Janet bases in the solution of ordinary differential
equations, cf. e.g. Schwarz (2008).
Definition 8. A finite set J = { (m1, µ1), . . . , (mr , µr) }, wheremi ∈ Mon(R) andµi ⊆ {x1, . . . , xn}, is
a Janet basis (for themonomial ideal 〈m1, . . . ,mr〉 in R) if it is the Janet decomposition of 〈m1, . . . ,mr〉
in the sense of Definition 7, for some ordering of the variables.
In what follows we fix a term ordering> on Mon(R).
Definition 9. A finite set J = { (p1, µ1), . . . , (pr , µr) }, where 0 6= pi ∈ R and µi ⊆ {x1, . . . , xn}, is a
Janet basisw.r.t.> (for the ideal 〈p1, . . . , pr〉 in R) if { (lm(p1), µ1), . . . , (lm(pr), µr) } is a Janet basis
for lm(〈p1, . . . , pr〉). In this case, the set {p1, . . . , pr} is often referred to as a Janet basis for 〈p1, . . . , pr〉
as well, and we also write 〈 J〉 for 〈p1, . . . , pr〉 and lm(J) for {lm(p1), . . . , lm(pr)}.
More generally, an involutive basis is defined if the reference to Janet decomposition in the previous
definitions is replaced by a possibly different way of partitioning multiple closed sets of monomials
into cones, as constituted by an involutive division, studied e.g. by Gerdt and Blinkov (1998), Apel
(1998) and Seiler (2007) and others; cf. Gerdt (2005) for a survey. As another particular case of
involutive bases, Pommaret bases are investigated e.g. in Seiler (2007).
For the existence of Janet bases, their algorithmic construction, and further applications which
are not mentioned in what follows, we refer to Gerdt and Blinkov (1998), Gerdt (2005), Plesken and
Robertz (2005), Seiler (2007) and Robertz (2007), and the references therein.
Remark 10. If J = { (p1, µ1), . . . , (ps, µs) } is a Janet basis for the ideal 〈 J〉 in R, then every f ∈ R can
be written uniquely in the form
f = r +
s∑
i=1
ci · pi (1)
with ci ∈ K [µi] for each i, and r ∈ R such that no monomial occurring with non-zero coefficient
in r lies in any cone with vertex lm(p) for some polynomial p in the Janet basis J , i.e., exactly the
polynomials in 〈 J〉 are reduced to zero by subtracting suitable multiples of the polynomials pi with
coefficients that are polynomials in the multiplicative variables for lm(pi), and the representation (1)
of f is unique.
In particular, we have the equality 〈lm(J)〉 = lm(〈 J〉), which is used as a criterion for the
termination of algorithms constructing Janet bases, or, more generally, involutive bases, and which is
also well known from Buchberger’s algorithm computing Gröbner bases (Buchberger, 2006). In fact,
every involutive basis is also a Gröbner basis, but the former comes with a lot more combinatorial
information about the ideal.
Before presenting a small example we summarize the most important features of monomial cone
decompositions in this context.
Remark 11. (1) By definition, every Janet basis for an ideal I comes with a cone decomposition
of lm(I) as well as with one of I . Moreover, since the procedures that construct the Janet
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decompositions of lm(I) and of Mon(R) \ lm(I) deal with the same minimal generating set
G for lm(I), cf. Section 2, we can think of a Janet basis as providing a cone decomposition of
Mon(R) \ lm(I) (and R/I) at the same time.
(2) (Plesken and Robertz, 2005) A cone decomposition { (m1, µ1), . . . , (mr , µr) } of R/I allows us to
enumerate a K -vector space basis of R/I , which is conveniently encoded in the generalized Hilbert
series
r∑
i=1
mi
∏
x∈µi
1
1− x (2)
and yields the Hilbert series
∑
k≥0 dimK (R/I)k · tk for a standard graded ideal I via the substitution
xi = t , i = 1, . . . , n, into (2).
(3) The maximum of the dimensions |µi| of cones in a decomposition of R/I equals the Krull
dimension of R/I (cf. e.g. Stanley (1996, I.5) in combination with the previous remark (2), or
Sturmfels and White (1991)).
Example 12. Let R = K [x, y] with the degree-reverse lexicographical ordering satisfying x > y (cf.
also the beginning of Section 4). Let the ideal I ofR be generated by g1 = x2−y and g2 = xy−y. Thenwe
have lm(g1) = x2, lm(g2) = xy and the method of Section 2 gives the following cone decomposition
of the Mon(R)-multiple closed set generated by x2 and xy:
{ (x2, {x, y}), (xy, {y}) }.
This result indicates that we need to check whether f := x · g2 ∈ I has a representation of the
form (1) with pi = gi. The monomials appearing in f = x2y − xy lie in the cones (x2, {x, y}) resp.
(xy, {y}). Reduction gives g3 := y2 − y ∈ I , which does not have such a representation yet. So, we
include g3 in our list of generators, and for this example, we already arrive at the (minimal) Janet basis
{ (g1, {x, y}), (g2, {y}), (g3, {y}) } for I .
The following lemmawill be used in the next section to detect effective coordinate changes which
transform a given ideal into Noether normal position.
Lemma 13. Let I be an ideal of R = K [x1, . . . , xn]. Let J be a Janet basis for I and { (mi, µi) | i = 1, . . . , r }
a cone decomposition of R/I , where mi ∈ Mon(R), i = 1, . . . , r. Set ν := ⋃ri=1 µi. Then for every
x ∈ {x1, . . . , xn} we have:
x 6∈ ν ⇐⇒ ∃ p ∈ J : lm(p) = xe for some e ∈ Z≥0.
(In case I = R, the statement holds for ν = ∅.)
Proof. ‘‘⇐’’: If p ∈ J exists with lm(p) = xe for some e ≥ 0, then xe · m ∈ lm(I) for all m ∈ Mon(R).
In particular, xe ·mi ∈ lm(I) for all i = 1, . . . , r . Therefore, x 6∈ µi for all i = 1, . . . , r .
‘‘⇒’’: If x 6∈ ν, then x 6∈ µi for all i = 1, . . . , r . By definition, a cone decomposition consists of
finitely many cones. Hence, there exists j ∈ Z≥0 such that xj 6∈ Mon(R) \ lm(I), i.e. xj ∈ lm(I). Since
lm(J) is a Janet basis for lm(I), there exists p ∈ J such that lm(p) divides xj, i.e. lm(p) = xe for some
0 ≤ e ≤ j. 
4. Noether normalization with Janet bases
Let R = K [x1, . . . , xn], where K is an infinite2 field. In what follows, every automorphism of R
maps 1 to 1. We fix once and for all the degree-reverse lexicographical ordering3 on Mon(R) with
x1 > · · · > xn:
xa > xb : ⇐⇒

∑n
i=1 ai >
∑n
i=1 bi or∑n
i=1 ai =
∑n
i=1 bi and bj > aj
for j = max{1 ≤ i ≤ n | ai 6= bi}.
2 See the proof of Algorithm 3 for a comment about necessary changes for finite fields.
3 We have chosen this term ordering because it is usedmost often for the computation of Gröbner and Janet bases. However,
Algorithm 3 alsoworks for the degree lexicographical ordering, and the corresponding arguments are even simpler in that case.
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In the following recursive algorithm the given polynomial ring R is not changed, but the given ideal
I of R is possibly transformed under automorphisms of R in order to arrive at a Noether normalization
of R/I .
Algorithm 3 (NoetherNormalization).
Input: A finite set L ⊂ R = K [x1, . . . , xn] generating a non-trivial ideal I = 〈L〉 of R
Output: A ring automorphism φ : R→ R and a subset P ⊆ {1, . . . , n} such that y := {φ(xi)+ φ(I) |
i ∈ P} ⊂ R/φ(I) is algebraically independent over K and R/φ(I) is integral over K [y]
Algorithm:
1: compute Janet basis J for I = 〈L〉, and monomial cone decomposition
C = { (mi, µi) | i = 1, . . . , r } of R/I; set ν :=
r⋃
i=1
µi ; d := max
i=1,...,r
|µi|
2: if |ν| = d then // total number of mult. variables equals Krull dimension
3: return (idR, {i | xi ∈ ν})
4: else
5: denote by z the>-greatest variable in ν
6: choose p ∈ J with lm(p) ∈ Mon(ν)
7: define automorphism
ψ : R→ R : xi 7→
{
xi, if xi = z or xi 6 | lm(p),
xi − αi · z, otherwise,
i = 1, . . . , n, (3)
where αi ∈ K are chosen s.t. ψ(p) contains the monomial ze, e = deg(ψ(p))
8: (φ, P) := NoetherNormalization(ψ(J))
9: return (φ ◦ ψ, P)
10: fi
Proof. We need to show that, if |ν| = d, then a Noether normalization of R/I is determined by the
cone decomposition C , and otherwise the algorithm arrives at this situation in finitely many steps
using the coordinate transformations defined in (3).
(1) Let us assume that |ν| = d. Without loss of generality, let (m1, µ1) be a cone in C with |µ1| = d,
i.e. µ1 = ν. We have m · m1 6∈ lm(I) for all m ∈ Mon(ν). Let t ∈ Mon(R) be a divisor of
m1. Then we have m · t 6∈ lm(I) for all m ∈ Mon(ν), because otherwise m · t ∈ lm(I) implies
m ·m1 = m1t ·m · t ∈ lm(I), a contradiction. In particular,m ·1 6∈ lm(I) for allm ∈ Mon(ν). Hence,
y := {x + I | x ∈ ν} ⊂ R/I is algebraically independent over K , since a non-trivial polynomial
relation among the elements of y would yield a non-zero polynomial p ∈ I ∩ K [ν], which would
necessarily give lm(p) ∈ lm(I) ∩ K [ν].
Now it is clear that K [y] ⊆ R/I . Let ν := {x1, . . . , xn} \ ν, which has cardinality n− d. For each
x ∈ ν there exists p ∈ J with lm(p) = xe for some e ≥ 0 by Lemma 13. Since the term ordering>
respects multiplication of monomials and is a well ordering, no monomial in pwhich is different
from xe is divisible by xe. Hence, p is amonic polynomial in xwhose coefficients are polynomials in
the variables {x1, . . . , xn}\{x}. As y is algebraically independent over K , we can consider the ideal I˜
generated by I in K(ν)[ν]. By the previous arguments, this ideal is zero-dimensional. A Janet basis
for this ideal with respect to a lexicographic term ordering therefore yields integral relations for
xij + I over K [y][xi1 + I] . . . [xij−1 + I], j = 1, . . . , n − d, in some order {xi1 , . . . , xin−d} = ν. This
shows that K [y] ⊆ R/I is an integral extension.
Note that it is not necessary to perform the last construction if the tower of extensions K [y] ⊆
· · · ⊆ K [y][xi1 + I] · · · [xin−d + I] is not needed.
(2) Let us now assume that |ν| > d. Since C consists of finitely many cones with at most d
multiplicative variables, we have Mon(ν) 6⊆ Mon(R) \ lm(I). Hence, there exists q ∈ I with
lm(q) ∈ lm(I) ∩ Mon(ν). Now lm(q) has a (unique) Janet divisor p ∈ J with lm(p) ∈ Mon(ν),
which shows that p in step 6 exists. By Lemma 13, lm(p) is not a power of z.
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The parameters αi ∈ K in the definition of the coordinate transformation (3) can be chosen
as point in a Zariski open set in affine space (defined as the complement of the set of values for
which the coefficient of ze in ψ(p) cancels), which can be seen to be non-empty and therefore
dense by inspection of (3) and because K is assumed to be infinite. For a suggestion on how to
attain a sparse coordinate transformation, cf. Remark 14 (3).
If K is not large enough, then we might need to replace xi 7→ xi + αi · z by xi 7→ xi + αi · zβ for
some β > 1 for at least one i. It is well known that it is always possible to find such parameters so
that the resulting transformation meets the requirement, see Nagata (1962, p. 44) or Vasconcelos
(1998, A.5). However, we do not analyze this case in detail, but assume again in what follows that
ψ respects the standard grading of R.
In order to ensure progress of the algorithm (i.e. termination in finitely many steps), another
‘‘open condition’’ needs to be imposed on the αi. Let J ′ be the Janet basis computed in step 1
by the recursive call of the algorithm in step 8. The intention of defining ψ as in (3) is that the
number of polynomials in J ′ whose leading monomial is a power of a variable, is greater than the
corresponding number in J . Lemma 13 then implies that |ν ′| < |ν|, where ν ′ is defined in step 1
of the recursive run, and since |ν| is bounded below by the Krull dimension d (cf. Remark 11 (3)),
termination of the algorithm then follows.
Not every admissible coordinate transformation chosen in (3) defined by parameters αi which
are allowed up to this point of the proof, leads to the intended increase in the number of leading
monomials of J which are univariate powers. This can only fail4 if lm(ψ(p)) 6= ze or if the
leading monomial of another polynomial in J that is a power of another variable changes to a
propermultivariatemonomial.5 Only these two cases can possibly prevent the intended progress,
because, in general, every power of a variable which already occurs as leading monomial in a
generating set G for an ideal will be multiple of a leading monomial of a Janet basis element, as
lm(G) ⊆ lm(〈G〉), so a (possibly smaller) power of the same variable occurs as leading monomial
in the Janet basis.
The case lm(ψ(p)) 6= ze is harmless: There nevertheless exists a non-zero element q in 〈ψ(J)〉
whose leadingmonomial is a power of z for all choices of theαi that satisfy the condition above and
lie outside a hypersurface defined in Proposition 17 in the more detailed discussion in Section 5.
In fact, the dense set of admissible parameters αi can be taken to be the complement of that
hypersurface. As q is reduced to zero w.r.t. the Janet basis for 〈ψ(J)〉, there exists a polynomial
in that Janet basis whose leading monomial is a power of z.
As for the second possible obstruction to progress, a change of a leading monomial ym to a
proper multivariate monomial, where y ∈ {x1, . . . , xn}, cannot happen if y > z, because ψ
fixes y and respects the grading. Since z is chosen to be the >-greatest variable in ν, after the
application of j coordinate transformations like ψ , there exist at least polynomials p1, . . . , pj in
the most recent Janet basis with lm(pi) ∈ K [xi], i = 1, . . . , j. 
Remark 14. (1) If L generates a homogeneous ideal of R, defined over an infinite field, then the ideal
in Noether position φ(〈L〉) is homogeneous as well.
(2) Using ψ(J) as argument for the recursive call of Algorithm 3 rather than ψ(L) results in a more
efficient procedure because the Janet basis in the recursive run need not be constructed from
scratch.
(3) There are still degrees of freedom in the choice of p in step 6. An implementation of the above
algorithm by the author chooses p ∈ J such that lm(p) involves the minimal number of variables
and is maximal w.r.t. > among these candidates. Preferably one should choose p ∈ J such that
lm(p) is already divisible by a high power of z.
4 Let> be the degree-reverse lexicographical ordering on R = K [w, x, y, z] with w > x > y > z. A homogeneous example
is p = y2z + xz2 , which is transformed under ψ1 : R→ R, mapping z to z + y and fixing the other variables, to a polynomial
containing y3 , but with leading monomial xy2 . An example with nonlinear change of coordinates is p = x2yz + wy2 , which is
transformed under ψ2 : R→ R, mapping y to y + x2 , z to z + x, and fixing the other variables, to a polynomial containing x5 ,
but with leading monomialwx4 .
5 For an example for this phenomenon, cf. Example 16.
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(4) Step 7 could be modified to define the automorphism ψ as well as a new term ordering >˜ on R
ensuring that lm>˜(ψ(p)) is a power of z. Another improvement could be a permutation of the
variables such that the variables in ν are smaller w.r.t.> than those in {x1, . . . , xn} \ ν, i.e. those
for which a power already occurs as leading monomial of a Janet basis element (cf. also the end of
the previous proof).
(5) Experiments show that often αi = ±1 already lead to good results, which allows us to keep
coefficients small in the resulting Janet basis (cf. also Section 6).
(6) The knowledge of the Hilbert function of R/I from step 1 of the algorithm should be of help in
recursive runs.
Next we discuss an example of moderate size.
Example 15. Let R = Q[w, x, y, z] and choose the degree-reverse lexicographical ordering on Rwith
w > x > y > z. Let the ideal I of R be generated by L := { y2z − wxy2, xyz − wz2, y2z − wx2yz }. It
is not radical and has five minimal associated primes of dimensions 1, 2, 2, 2, 2 respectively, and one
embedded associated prime of dimension 1. All the following computations were done inMaple in a
couple of seconds using the package Involutive (Blinkov et al., 2003).
The cone decomposition for R/I , determined as in Section 2, consists of cones whose sets of
multiplicative variables µi are among the following ones6:
∅, {w}, {x}, {y}, {z}, {w, x}, {w, y}, {x, y}, {x, z}.
The Krull dimension d of R/I equals 2. We have ν1 := ⋃µi = {w, x, y, z}, and so |ν1| = 4 > d. In
order to keep the coordinate transformation sparse, it is advisable to choose p1 = w2z4 −wy2z2 ∈ J ,
whose leading monomial lm(p1) = w2z4 involves only two variables. We choose the automorphism
ψ1 : R→ Rwhich maps z to z − w and fixes all other variables.
The cone decomposition for R/ψ1(I) has sets of multiplicative variables among the following ones:
∅, {y}, {z}, {x, y}, {x, z}, {y, z}.
We have ν2 := {x, y, z}, so still |ν2| = 3 > d. Now we choose p2 = xy2z2 − w2y2 + wy3 + 3wy2z −
y3z − 2y2z2 ∈ J2 with lm(p2) = xy2z2, and the automorphism ψ2 : R → Rmapping y to y − x, z to
z − x, and fixingw and x.
Now the cone decomposition for R/(ψ2 ◦ ψ1)(I) consists of cones having sets of multiplicative
variables either ∅, or {y}, or {z}, or {y, z}. So we have ν3 := {y, z} and |ν3| = d, and we are done.
Finally, ψ2 ◦ ψ1 is defined by
w 7→ w, x 7→ x, y 7→ y− x, z 7→ z − x− w.
Note that neither of the Janet bases J1, J2, J3 is a Pommaret basis, i.e. the associated primes of the initial
ideals lm(〈Ji〉) = 〈lm(Ji)〉 are not nested in the sense of Bermejo and Gimenez (2006) (cf. also Seiler
(2007, part II, Section 4), and Caviglia and Sbarra (2005)). The corresponding Stanley decompositions
of the sets of standard monomials do not form Rees decompositions either.
The maximum number of summands of a polynomial in J3 is 102. The coefficient in J3 of largest
absolute value equals 40.
A typical coordinate transformation given by Singular’s (Greuel et al., 2005) (randomized)
command noetherNormal is defined by
w 7→ w, x 7→ 10w + x, y 7→ 6w + 10x+ y, z 7→ 8w + 4x+ 3y+ z,
which in this case results in aGröbner basis of the transformed idealwith coefficient of largest absolute
value of more than 30 decimal digits and maximum number of summands 123.
For a more systematic comparison of some existing implementations of Noether normalization
algorithms, see Section 6.
6 Using the package Involutive, the generalized Hilbert series, cf. Remark 11 (2), can be obtained with the command
FactorModuleBasis, after applying InvolutiveBasis to L.
1368 D. Robertz / Journal of Symbolic Computation 44 (2009) 1359–1373
The following example of a homogeneous ideal shows that a clever choice of the parameters αi in
Algorithm 3 can increase its efficiency.
Example 16. Let R = Q[x, y, z] and choose the degree-reverse lexicographical ordering on R with
x > y > z. Let the ideal I of R be generated by L := { x2yz − y4, xy2z − z4 }. It is not radical and has
three associated primes of dimension 1.
The cone decomposition for R/I , determined as in Section 2, consists of cones having sets of
multiplicative variables either ∅, or {x}, or {z}. The Krull dimension d of R/I equals 1, and we have
ν = {x, z}.
The Janet basis J contains an element y4 − x2yz whose leading monomial is a power of y. The only
element p ∈ J whose leading monomial does not involve y is p = x3z5 − yz7 with lm(p) = x3z5.
After applying the automorphism ψ1 : R→ Rwhich maps z to z + x and fixes x and y, we get a Janet
basis containing an element with leading monomial x4, but no element whose leading monomial is
a power of y. Accordingly, in the recursive run of the algorithm we have ν ′ = {y, z}, and a further
coordinate changewhichmaps z to z+y achievesNoether normal position. However, if we had chosen
ψ ′1 : R→ Rmapping z to z − x instead of z + x, the new Janet basis would have contained elements
with leading monomials x4 and y7. In both cases, p is transformed to a polynomial in which x8 occurs
with non-zero coefficient, but the algorithm finishes earlier with the second choice. A deterministic
way of finding the better choice needs to examine more than one element p ∈ J .
5. A condition on the coordinate transformation
In this sectionwe complete the proof of Algorithm 3. This proof depends on the following technical
argument which ensures progress of the algorithm whenever the coordinate transformation ψ is
defined using values αi ∈ K chosen in a Zariski open set defined in the following proposition.
Inwhat follows,wedenote by res(p, q, x) the resultant of twopolynomials p and qw.r.t. a variable x.
In the context of Algorithm 3, set S := K(c1, . . . , cn)[x1, . . . , xn] with n new indeterminates ci,
extend the degree-reverse lexicographical ordering > to S by neglecting the ci, and define the ring
automorphism
ψc : S → S : xi 7→
{
xi, if xi = z or xi 6 | lm(p),
xi − ci · z, otherwise,
cj 7→ cj, 1 ≤ i, j ≤ n.
(4)
Of course,ψ in (3) is obtained fromψc as restriction toR after substitutingαi ∈ K for ci for i = 1, . . . , n.
We write ψ = (ψc)|c=α for this relationship, and we also write K [c] for K [c1, . . . , cn].
Proposition 17. For the fixed choice of p ∈ J in Algorithm 3, there exists a non-zero polynomial χ ∈ K [c]
such that the ideal 〈(ψc)|c=α(J)〉 contains a non-zero polynomial whose leading monomial is a power of z
whenever χ(α) 6= 0.
For the proof we need the following two lemmas.
Lemma 18. Using the previous notation, assume furthermore that
(i) ν ⊆ {xb, . . . , xn}, b ≥ 1, such that lm(p) ∈ K [ν] and z = xb ∈ ν;
(ii) the top-degree part of ψc(p) is in K [c][xa, . . . , xn], 1 ≤ a < b;
(iii) there exists q ∈ 〈 J〉 such that lm(q) is a power of xa.
Let e and s be the total degrees of p and q respectively. Then we have:
(1) res(ψc(p), ψc(q), xa) has total degree e · s.
(2) res(ψc(p), ψc(q), xa) contains the monomial zes with non-zero coefficient. More precisely, if lm(p) =
xγbb . . . x
γn
n , then the monomial Γ s occurs in this coefficient, where Γ := cγb+1b+1 . . . cγnn . Among the
monomials of degree e · s in K [xa+1, . . . , xb] occurring in this resultant, zes is the only one whose
coefficient contains the monomial Γ s.
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(3) If cb+1b+1 · · · cnn 6= Γ s occurs in the coefficient of a monomial in K [xa+1, . . . , xb] of degree e · s that
appears in this resultant, then there exists b+ 1 ≤ k ≤ n such that k > s · γk and j = s · γj for all
k < j ≤ n.
In particular, if a+ 1 = b, then the leading monomial of res(ψc(p), ψc(q), xa) is zes, i.e. the coefficient of
zes is a non-zero polynomial in K [cb+1, . . . , cn].
Proof. Wemay assume that p is not a constant. Let P be the degree e part of p and Q the degree s part
of q. Write
ψc(P) =
r∑
i=0
ui xr−ia , ψc(Q ) =
s∑
j=0
vj xs−ja ,
with ui, vj ∈ K [cb+1, . . . , cn][xa+1, . . . , xn] and u0 6= 0, v0 6= 0.
By construction ofψc , the coefficient of ze inψc(P) is a polynomialw in K [cb+1, . . . , cn] of positive
degree; in fact, the monomials which occur in the expansion ofw as a sum of terms are in one-to-one
correspondence with the monomials occurring in the expansion of P that involve only variables that
divide lm(p) and possibly z. In particular, Γ occurs in w and corresponds to lm(p). Thus, of course,
we have ur 6= 0. Moreover, by assumption (iii), and since the variable xa is fixed by ψc , we have
v0 ∈ K \ {0}.
Recall that the Sylvester matrix, whose determinant is res(ψc(P), ψc(Q ), xa), is given by
u0 0 0 v0 0 0
...
. . .
...
...
. . .
...
...
. . . u0
...
. . . v0
ur
. . .
... vs
. . .
...
...
. . .
...
...
. . .
...
0 0 ur 0 0 vs

∈ K [c][xa+1, . . . , xn](r+s)×(r+s).
︸ ︷︷ ︸
s
︸ ︷︷ ︸
r
We expand the resultant as a sum of terms each of which is obtained (up to sign) as product of entries
of the previous matrix taken from r + s distinct rows and r + s distinct columns. Statement (1)
obviously follows from (2). In the previous paragraphwe have already shown that the summand usr v
r
0
contributes a term Γ s zes with non-zero coefficient to the resultant. In order to prove (2), we are going
to show that this term is not canceled.
In order to ultimately arrive at statement (3) about coefficients in K [c] of the summands of the
resultant, we first look at the coefficients in one ul.
Consider a term with monomial xξa+1a+1 . . . x
ξb
b in the expansion of some ul, and assume that ∆ :=
cδb+1b+1 . . . cδnn occurs as a monomial in the coefficient of this term. Then∆ occurs as a monomial in the
coefficient ofm := xr−la xξa+1a+1 . . . xξbb in ψc(m′), where
m′ := xr−la xξa+1a+1 . . . xξb−1b−1 xξb−δb+1−···−δnb xδb+1b+1 . . . xδnn
is a monomial in P and is uniquely determined by the property that∆ ·m occurs with a coefficient in
K \ {0} in ψc(m′).
Let l < r . Then we have xa | m′, but xa 6 | lm(p) because a < b. Thus, lm(p) 6= m′, and necessarily
lm(p) > m′ w.r.t. the degree-reverse lexicographical ordering (degrevlex). Assume for a moment that
∆ = Γ . Recall that lm(p) = xγbb . . . xγnn . By homogeneity we get
n∑
i=b
γi = e = (r − l)+ ξa+1 + · · · + ξb−1 + ξb ; (5)
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however, the definition of degrevlex and the assumption∆ = Γ imply
γb < ξb − δb+1 − · · · − δn = ξb − γb+1 − · · · − γn,
which together with (5) contradicts the non-negativity of r − l+ ξa+1 + · · · + ξb−1 as sum of entries
of the exponent vector of m. Therefore, ∆ 6= Γ , whenever l < r; i.e., Γ only occurs as monomial in
some coefficient of ur .
On the other hand, if l = r and xξa+1a+1 · · · xξbb occurs in ur and is different from ze, then the total degree
of xξa+1a+1 · · · xξbb is e by homogeneity. So ξb < e, and for some a < i < b, xi divides the corresponding
m′, but xi 6 | lm(p). Hence, again lm(p) > m′, and if we assume that ∆ = Γ , then by the definition of
degrevlex
degxb(m
′) = ξb − γb+1 − · · · − γn > degxb(lm(p)) = γb,
which contradicts ξb < e = γb + · · · + γn. Therefore, Γ only occurs as monomial in the coefficient of
ze in ur .
In any case, if∆ 6= Γ then lm(p) > m′.
Now we investigate how monomials cb+1b+1 · · · cnn arise in a coefficient of some monomial in
K [xa+1, . . . , xb] appearing in the resultant. Every summand in the expansion of the resultant is
produced by multiplying
∏s
i=1 uρ(i), where 1 ≤ ρ(i) ≤ r , by a product of certain vσ(j) (up to
sign). In each uρ(i) we consider a monomial ∆ appearing in the coefficient of some monomial
xξa+1a+1 · · · xξbb as above. We assume that at least one∆ of these is different from Γ ; fix such a∆ and the
correspondingm′.
Now lm(p) > m′, ∆ 6= Γ , and the definition of degrevlex imply that there exists b + 1 ≤ k ≤ n
such that j = s · γj for all k < j ≤ n and k > s · γk. This proves the homogeneous version of (3).
In particular, (3) implies that no monomial in K [c] that occurs in the coefficient of zes and is a
multiple of a product of smonomial coefficients chosen from uρ(1), . . . , uρ(s)with at least one different
from Γ , divides Γ s. Hence, only the summand usr v
r
0 contributes a term of the form Γ
s zes (with some
coefficient in K \ {0}) to res(ψc(P), ψc(Q ), xa). Since considering the polynomials p and q instead of
their top-degree parts P , Q only adds terms of lower degree to res(ψc(P), ψc(Q ), xa), this finishes the
proof. 
Lemma 19. Under the assumptions of Lemma 18, assume furthermore that
a = a1 < a2 < · · · < at < b
is a strictly increasing sequence such that there exist qa1 = q, qa2 , . . . , qat ∈ 〈 J〉whose leadingmonomials
lm(qai) are respectively powers of xai , i = 1, . . . , t, and such that for j = 1, . . . , t − 1, the top-degree
part of resaj is in K [c][xaj+1 , . . . , xn], where
resa1 := res(ψc(p), ψc(q), xa1),
resai := res(resai−1 , ψc(qai), xai) for i = 2, . . . , t.
Let sa1 = s, sa2 , . . . , sat denote the total degrees of qa1 , qa2 , . . . , qat respectively. Then we have:
(1) resat has total degree e · d, where d := sa1 · · · · · sat .
(2) resat contains the monomial z
ed with non-zero coefficient. More precisely, the monomial Γ d occurs
in this coefficient, where Γ is defined in Lemma 18. Among the monomials of degree e · d in
K [xat+1, . . . , xb] occurring in resat , zed is the only one whose coefficient contains the monomial Γ d.
(3) If cb+1b+1 . . . cnn 6= Γ d occurs in the coefficient of a monomial in K [xat+1, . . . , xb] of degree e · d that
appears in this resultant, then there exists b+ 1 ≤ k ≤ n such that k > d · γk and j = d · γj for all
k < j ≤ n.
In particular, if at + 1 = b, then the leading monomial of resat is zed, i.e. the coefficient of zed is a non-zero
polynomial in K [cb+1, . . . , cn].
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Proof by induction on t . If t = 1 then the assertions follow from Lemma 18.
Let t > 1. Similarly as in the proof of Lemma 18, we consider the top-degree parts P and Q of
resat−1 resp. qat , which have degrees e · sa1 · · · · · sat−1 resp. sat . Write
P =
r∑
i=0
ui xr−iat , ψc(Q ) =
sat∑
j=0
vj x
sat−j
at ,
with ui, vj ∈ K [cb+1, . . . , cn][xat+1, . . . , xn] and u0 6= 0, v0 6= 0.
The summand u
sat
r v
r
0 of res(P, ψc(Q ), xat ) contains (z
e·sa1 ·····sat−1 )sat with a coefficient in which
(Γ
sa1 ·····sat−1 )sat occurs with a coefficient in K \ {0}. This term Γ d zed is not canceled in the
expansion of the resultant: A monomial cb+1b+1 · · · cnn occurring in the coefficient of some monomial
in K [xat+1, . . . , xb] in the resultant is a multiple of some product of s monomials ∆ ∈ K [c] in uρ(i),
i = 1, . . . , s. By the induction hypothesis, if at least one∆ of these is different from Γ sa1 ·····sat−1 , then
there exists b+ 1 ≤ k ≤ n such that k > d · γk and j = d · γj for all k < j ≤ n. In particular, the term
Γ d zed arises in exactly one way as product of terms chosen from entries ui and vj when expanding
the determinant of the Sylvester matrix.
The rest is analogous to the proof of the previous lemma. 
Proof of Proposition 17. Let 1 ≤ b ≤ n be such that z = xb.
If lm((ψc)|c=α(p)) is a power of z for all (α1, . . . , αn) ∈ K n, then we can choose χ = 1. So it is
enough to find a polynomial χ ∈ K [c]with the desired property for each p for which lm((ψc)|c=α(p))
is not a power of z for some values αi. This means that for such a polynomial p, we have lm(ψc(p)) 6∈
K [xb, . . . , xn], as zdeg(p) is the greatest monomial of that degree in K [xb, . . . , xn]w.r.t.>.
Choose 1 ≤ a < bmaximal such that the top-degree part of ψc(p) is in K [xa, . . . , xn].
Since z was chosen to be the >-greatest variable in ν in Algorithm 3, Lemma 13 implies that for
every 1 ≤ i ≤ b − 1, there exists qi ∈ J such that lm(qi) is a power of xi. Now the coefficient of
ze·sa1 ·····sat in resat referred to in Lemma 19 for a suitable sequence a1 = a < a2 < · · · < at < b,
qualifies for the polynomial χ because it is the leading coefficient of resat . 
6. Comparison of implementations
Motivated by the experiments recorded in Hashemi (2008) we decided to include here a
comparison of the implementations of Noether normalization algorithms accessible to the author
at the time of writing. We tried three implementations in Singular (Greuel et al., 2005)
(m: NoetherPosition in mregular.lib; n: NPos in noether.lib; a: noetherNormal in
algebra.lib), the implementation of Logar’s algorithm (Logar, 1989) in Macaulay 2, version 1.2,
(Grayson and Stillman, 2009) (noetherNormalization in NoetherNormalization.m2), an
algorithm following (Greuel and Pfister, 2008) in Magma V2.15–4 (Bosma et al., 1997) (command
NoetherNormalization), and the author’s implementation of Algorithm 3 included in theMaple
package Involutive (Blinkov et al., 2003). The author’s implementation realizes the coordinate change
given in (3) as follows: start with the coefficient vector α whose entries are all 1; check whether the
monomial ze appears in the transformed top-degree part of p; if this check fails, add 1 to one entry of
α (in a rotary way) and try again.
These programswere applied to someof the examples listed inDecker et al. (1999) and to the ‘‘Haas
example’’ treated in Hashemi (2008). The chosen examples define ideals over the rational numbers of
Krull dimension at least 1.
For each example we record the logarithm with base 10 of the absolutely largest coefficient in
the minimal Janet basis of the ideal φ(I) in Noether position (using the notation of Algorithm 3),
where every polynomial was made primitive with integer coefficients. As the previously existing
implementations have probabilistic behavior, we have run each example ten times and computed
the arithmetic mean. The table below shows the data which measure how difficult we expect further
computations with φ(I) to be. In case no number is given, the Noether normalization procedure did
not finish within one hour on an AMD Opteron processor, 2.6 GHz, or allocated more than 10 GB
memory on the same machine.
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Sing.m Sing.n Sing.a M2 Magma Algorithm 3
Gerdt 105.6 57.5 − 26.6 11.7 16.8
Gonnet 342.5 353.6 − 106.8 − 15.8
Haas 317.3 321.9 − − − 22.8
Horrocks 207.8 194.3 125.5 − − 8.8
Lanconelli 83.8 91.5 40.8 − − 0.7
Macaulay 78.8 0 51.0 76.7 0 0
mat32 152.7 36.9 98.8 − − 1.0
Mikro 699.6 696.1 − 454.5 − 316.7
Möller 334.9 95.6 − − − 8.7
Riemenschneider 105.1 66.5 − 6.8 3.3 0.3
Schwarz 196.0 183.8 334.2 122.6 3.1 64.3
Shimoyama–
Yokoyama (2-dim) 18.6 8.5 6.5 4.5 1.9 1.1
Siebert 240.3 252.7 198.6 89.6 25.5 18.0
Sturmfels–
Eisenbud 72.9 71.5 119.5 − − 1.0
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