Let G be a finite group and A a G-graded algebra over a field of characteristic zero. When A is a PI-algebra, the graded codimensions of A are exponentially bounded and one can study the corresponding graded cocharacters via the representation theory of products of symmetric groups. Here we characterize in two different ways when the corresponding multiplicities are bounded by a constant.
Introduction
Let F be a field of characteristic zero and A an F -algebra graded by a finite group G. The graded polynomial identities of A have been extensively studied in the past years (see for instance [3, 4, 7, 12] ). In particular in [1, 2, 9] , inspired by Giambruno and Zaicev [11] , the authors proved the existence of the G-exponent for any graded algebra satisfying an ordinary polynomial identity (PI-algebra). Motivated by these results here we study a specific property of the graded polynomial identities satisfied by A.
When A is a PI-algebra the sequence of graded codimensions of A is exponentially bounded (see [10] ) and one can successfully apply the representation theory of the symmetric group in order to study the graded identities of A. More precisely, one considers, for every n 1 , . . . , n s ≥ 0, the spaces P n 1 ,...,n s of multilinear graded polynomials in variables of fixed homogeneous degree and acts on it with the direct product of symmetric groups S n 1 × · · · × S n s . The space P n 1 ,...,n s modulo Id G (A), the ideal of graded identities of A, becomes an S n 1 × · · · × S n s -module and χ G n 1 ,...,n s (A) is its character. By complete reducibility we write such character as a sum of irreducible characters with corresponding multiplicities.
The purpose of this paper is to characterize the ideal of graded identities of A in case the multiplicities are bounded by a constant. We shall do this in three different ways. In fact we shall prove that the multiplicities are bounded by a constant if and only if Id Another characterization will be given in terms of S n -characters: in fact we shall prove that the characters appearing with non-zero multiplicity in χ G n 1 ,...,n s (A) have corresponding Young diagrams contained in a special hook shaped part of the plane. We point out that when G is an abelian group, by using the well-known duality between G-gradings and G-actions, one can translate these results in the language of G ≀ S n -characters. In this setting one considers the space P the same (see [12] ), the above result can be read in this setting.
Finally, we remark that these results are inspired by and generalize a theorem of Mishchenko et al. [14] concerning the ordinary (non graded) case.
Preliminaries
Throughout the paper F will denote a field of characteristic zero and A an associative F -algebra satisfying a nontrivial polynomial identity (PI-algebra). Let F ⟨X⟩ be the free associative algebra on a countable set X = {x 1 , x 2 , . . .} and Id(A) = {f ∈ F ⟨X⟩ | f ≡ 0 on A} the T -ideal of (ordinary) polynomial identities of A. For every n ≥ 1 we denote by P n = span F {x σ (1) · · · x σ (n) | σ ∈ S n } the space of multilinear polynomials in x 1 , . . . , x n and P n (A) = P n /(P n ∩ Id(A)).
Suppose that the algebra A is graded by a finite group G. We denote by F ⟨X, G⟩ the free associative G-graded algebra of countable rank over F . Here the set X decomposes as X = ∪ s i=1 X g i , where the sets X g i = {x 1,g i , x 2,g i , . . .} are disjoint, and the elements of X g i have homogeneous degree g i . The algebra F ⟨X, G⟩ has a natural G-grading F ⟨X, G⟩ = ⊕ g∈G F g , where F g is the subspace of F ⟨X, G⟩ spanned by the monomials
Recall that an element of F ⟨X, G⟩ is called a graded polynomial. Also, f is a graded (polynomial) identity of the algebra A, and we write f ≡ 0, in case f vanishes under all graded substitutions
A} be the ideal of graded identities of A. Clearly, Id G (A) is invariant under all graded endomorphism of F ⟨X, G⟩. Notice that if for i ≥ 1 we set x i = x i,g i + · · · + x i,g s , then the free algebra F ⟨X⟩ is naturally embedded in F ⟨X, G⟩ and we can regard the ordinary identities of A as a special kind of graded identities.
Since charF = 0, the multilinear polynomials of Id G (A) determine all of Id G (A). Hence for n ≥ 1 we define
the space of multilinear G-graded polynomials in the variables
. ., but we can consider even smaller spaces. Let n ≥ 1 and write n = n 1 +· · ·+n s as a sum of non-negative integers. Define P n 1 ,...,n s ⊆ P G n to be the space of multilinear graded polynomials in which the first n 1 variables have homogeneous degree g 1 , the next n 2 variables have homogeneous degree g 2 , and so on. Notice that for every choice of such n 1 , . . . , n s , there are  n n 1 ,...,n s  subspaces isomorphic to P n 1 ,...,n s where
n is the direct sum of such subspaces with n 1 + · · · + n s = n.
Moreover, such decomposition is inherited by P G n ∩ Id G (A) and we consider the spaces P n 1 ,...,n s ∩ Id G (A).
At the light of these observations, one defines
The space P n 1 ,...,n s (A) is naturally endowed with a structure of S n 1 × · · · × S n s -module in the following way: the group S n 1 × · · · × S n s acts on the left on P n 1 ,...,n s by permuting the variables of the same homogeneous degree; hence S n 1 permutes the variables of homogeneous degree g 1 , S n 2 those of homogeneous degree g 2 , etc. Since Id G (A) is invariant under this action, P n 1 ,...,n s (A) has a structure of S n 1 × · · · × S n s -module and we denote by χ G n 1 ,...,n s (A) its character. If λ(1) ⊢ n 1 , . . . , λ(s) ⊢ n s , are partitions, then we write ⟨λ⟩ = (λ(1), . . . , λ(s)) ⊢ (n 1 , . . . , n s ) and we say that ⟨λ⟩ is a multipartition of n = n 1 + · · · + n s .
Since charF = 0, by complete reducibility χ G n 1 ,...,n s (A) can be written as a sum of irreducible characters and we have
where m ⟨λ⟩ is the multiplicity of
. . , n s )th cocharacter of A and this will be the object of our study. We remark that if G is an abelian group, there is a well-known duality between G-gradings and G-actions on the algebra A (one needs to assume that the base field has enough roots of 1). Through this duality one can define an action of the wreath product G ≀ S n on P G n (see [10] ). Since this action preserves Id
) becomes a G ≀ S nmodule and let χ G n (A) be its character. The irreducible characters of G ≀ S n are indexed by multipartition of n and let χ ⟨λ⟩ be the irreducible G ≀ S n -character associated to ⟨λ⟩. Then one writes χ
and by an obvious generalization of [8] , we have that if ⟨λ⟩ = (λ(1), . . . , λ(s)) with λ(1) ⊢ n 1 , . . . , λ(s) ⊢ n s , then in (1) and (2), m ⟨λ⟩ = m ′ ⟨λ⟩ , for all multipartitions ⟨λ⟩.
Next we state some results and reductions that we shall need throughout the paper.
Let E be the infinite dimensional Grassmann algebra generated by the elements e 1 , e 2 , . . . subject to the condition e i e j = −e j e i , for all i, j. Let E = E 0 ⊕ E 1 be the natural Z 2 -grading of E, where
is a G × Z 2 -graded algebra, we can consider the induced Z 2 -grading on A and write A = A 0 ⊕ A 1 where A 0 = ⊕ g∈G A (g,0) and A 1 = ⊕ g∈G A (g,1) . Hence in this case the Grassmann envelope of A can be regarded as a G-graded algebra via E(A) = ⊕ g∈G E(A) g where A (g,1) ).
Next we recall a very useful theorem of Aljadeff and Kanel-Belov [3] , proved independently by Sviridova in [15] 
Another basic ingredient we shall need is the following theorem of Bahturin et al. [5] that gives a characterization of the 
is a representative of h ∈ H and the e ij 's are the matrix units of M k (F ).
Let UT 2 denote the algebra of 2 × 2 upper triangular matrices over F . By Valenti [17 
is the (n 1 , . . . , n s )th cocharacter of UT G 2 , we have
2 ). We then apply [17, Theorem 3] and we obtain conditions (1), (2) and (3) also for the (n 1 , . . . , n s )th cocharacter of UT G 2 .
Let A be a G-graded PI-algebra over a field F . As in the ordinary case (see [12, Theorem 4.1.9] ), in order to study the (n 1 , . . . , n s )th cocharacter of A, we may assume that F is algebraically closed. In fact, letF be the algebraic closure of F and letĀ = A ⊗ FF . ThenĀ has an induced G-grading given bȳ
and Id
. Now, since in characteristic zero any S n -representation is absolutely irreducible (see [13] ), it follows that χ
Hence throughout the paper we shall assume that the field F is algebraically closed. In what follows if V = var G (A) is a variety of G-graded algebras generated by A, we write χ n 1 ,...,n s (V) = χ n 1 ,...,n s (A).
Structure of the Grassmann envelope
In this section, we shall study the structure of a generating G-graded algebra of a variety 
Lemma 3.1. Let V be a variety of G-graded PI-algebras and suppose that UT
We need to prove that for every i,
Suppose that for some i, B
, and let ((h 1 , a 1 
k be the k-tuple inducing the elementary grading on M k (F ). Then for any (g, a) ∈ G × Z 2 , we have
with trivial grading. It follows that if UT 2 denotes UT G 2 with trivial grading, then
We will show that in this case Id
In fact it is easy to verify that E(L) satisfies the identities, [x 1,e , x 2,e ] ≡ 0,
G (E(L)) be a multilinear polynomial and let Q = ⟨[x 1,e , x 2,e ], x 1,g x 2,g , x 1,h | h ̸ = e, g⟩ T be the T -ideal generated by the polynomials [x 1,e , x 2,e ], x 1,g x 2,g and x 1,h . If we reduce f mod. Q , we may clearly assume that only one variable of homogeneous degree g appears in f . Hence we may assume that the polynomial f can be written in the form:
We shall prove that for any {i 1 , . 
α H and the proof is complete. B (j) and note that h is homogeneous and f (g, a) , with a = 0 or 1. Thus if N is the algebra generated by f , g and h we have that N ∼ = UT 2 with G × Z 2 grading
Lemma 3.2. Under the hypotheses of the previous lemma,
As we have seen in the proof of Lemma 3.1,
with induced G-grading and it follows that var(UT
Thus
Clearly, these relations imply that the same relations hold for the Grassmann envelopes
where
We claim that Id
) is multilinear, we shall prove that f ≡ 0 on E(A 1 )+· · ·+E(A m ). To this end it suffices to check evaluations such that ϕ(
. . ,x n,g n ∈ E(A j ) for some j, then f (x 1,g 1 , . . . ,x n,g n ) = 0. If, say,x 1,g 1 ∈ E(A i ) andx 2,g 2 ∈ E(A j ) with i ̸ = j thenx σ (1),g σ (1) · · ·x σ (n),g σ (n) = 0, for all σ ∈ S n , by the previous relations. Thus f ∈ Id G (E(A 1 ) ⊕ · · · ⊕ E(A m )). Since the other inclusion is obvious we get the equality. It follows that var
4. On the (n 1 , . . . , n s )th cocharacter
In this section, we study the (n 1 , . . . , n s )th cocharacter of V and as a consequence we prove the main theorem. We start by recalling some notation. If d ≥ 1, l, t are integers, we define a partition whose diagram is hook shaped of arm d and leg l, as
and then we set
Moreover, for any integer a ≥ 1 we define
We recall that if A is a G × Z 2 -graded algebra and we consider the G-graded structure of A, then we write A = ⊕ s j=1 A g j where
Next we recall the following result that was proved in [9, Lemma 6]. 
(E(A)) of E(A).
The following result can be essentially found in [9, Lemma 7] . Here we give the proof for completeness. 
2 ) and we reach a contradiction by the previous lemma.
2 ), again a contradiction by the previous lemma.
2 ) contrary to the previous lemma. This says that λ(j)
and we are done.
As an immediate consequence of the previous lemma we get the following corollary. 
Proof. As we have seen in Corollary 4.3, the G-graded cocharacter of E(A) lies in a s-tuple of hooks H(r j
Let q be the least positive integer such that J q = 0 and set
We shall prove that every m ⟨λ⟩ in χ
To this end let ⟨λ⟩ = (λ(1), . . . , λ(s)) be such that λ(j) ∈ H(r j , r j ), 1 ≤ j ≤ s, and consider T ⟨λ⟩ = (T λ(1) , . . . , T λ(s) ), a corresponding multitableau. For every tableau T λ(j) let R λ(j) and C λ(j) be the row stabilizer and the column stabilizer of T λ(j) , respectively. Let R
for every i out of the first r j columns}, and
and notice that, since each e T λ(j) is an essential idempotent, then K − e T ⟨λ⟩ ̸ = 0 and e T ⟨λ⟩ generate the same minimal left ideal of F (S n 1 × · · · × S n s ).
For every j, let Y j i be the set of variables of homogeneous degree g j , whose indices lie in the i-th column of λ(j). Let also X j i be the set of variables of homogeneous degree g j whose indices lie in the ith row of λ(j) but do not belong to the first r j columns. Then, for every polynomial f ∈ P n 1 ,...,n s , K 
is the conjugate partition of λ(j).
Notice Let now f 1 , . . . , f M ∈ P n 1 ,...,n s be multilinear polynomials such that . . . , M, i.e., f 1 , . . . , f M generate irreducible S n 1 × · · · × S n s -modules corresponding to the same multipartition ⟨λ⟩. By what we remarked above, we can choose permutations ρ 1 , . . . , ρ M ∈ S n 1 × · · · × S n s and a decomposition Assume by contradiction that m ⟨λ⟩ = M ≥  s j=1 (m j + m j )N 0 . We shall prove that E(A) satisfies an identity of the type
where γ 1 , . . . , γ M ∈ F are not all zero. Clearly, it is sufficient to verify that f has only zero values on elements of the form be integers satisfying the following equalities:
We say that a substitution ϕ has type 0 ≤ α ( Notice that if ϕ, ϕ ′ are two substitutions of the same type and ϕ(z)
′ with the same grading of the elements p, p
In this case, we say that ϕ and ϕ ′ are similar. Let N be the number of similarity classes. Now let ϕ 1 , . . . , ϕ N be substitutions, chosen one from each similarity class of distinct types. If ϕ is one of these substitutions, and h 1 , h 2 are two multilinear polynomials of degree n, then by multilinearity and supercommutativity ϕ(h 1 ) = r 1 ⊗ p 1 · · · p n and ϕ(h 2 ) = r 2 ⊗ p 1 · · · p n , where p 1 , . . . , p n ∈ E and r 1 , r 2 ∈ A. Therefore, for each j = 1, . . . , N and i = 1, . . . , M we get
where a ij ∈ A and p j1 , . . . , p jn depend on ϕ j only.
We consider the matrix (a ij ),
, the rows of (a ij ) are linearly dependent. Hence there exist γ 1 , . . . , γ M ∈ F not all zero, such that
From the above we get ϕ j ( 
We have shown that modulo the identities of E(A), any M polynomials corresponding to the same multitableau are linearly dependent and this is equivalent to say that m ⟨λ⟩ ≤ M for all ⟨λ⟩ ⊢ n. This completes the proof of the lemma. (1), . . . , λ(s)) ⊢ n be a multipartition of n and let q be such that J q = 0. We claim that if m ⟨λ⟩ ̸ = 0, then λ(j) 2 ≤ q + 1, for all j, 1 ≤ j ≤ s, that is the diagram of each λ(j) contains at most q + 1 boxes in the second row.
In fact, suppose by contradiction that there exists j, 1 ≤ j ≤ s, such that λ(j) 2 ≥ q + 2 and m ⟨λ⟩ ̸ = 0. Then there exists a multitableau T ⟨λ⟩ = (T λ(1) , . . . , T λ(s) ), a corresponding essential idempotent e T ⟨λ⟩ = e T λ(1) · · · e T λ(s) and a polynomial f ∈ P n 1 ,...,n s such that e T ⟨λ⟩ f / ∈ Id G (E(A)). Recall that e T λ(j) acts on n j variables of homogeneous degree g j ∈ G. Since e T λ(j) is an essential idempotent, there exists τ ∈ R λ(j) such that τ C − λ(j) e T ⟨λ⟩ f / ∈ Id G (E(A)). Let i 1 , . . . , i q+2 denote the integers in the first q + 2 positions of the first row of the diagram of λ(j) written from left to right. Similarly, let k 1 , . . . , k q+2 be the integers in the first q + 2 positions of the second row of λ(j). Then the polynomial g = τ C − λ(j) e T ⟨λ⟩ f is alternating on each of the following sets: {x τ (i 1 ),g j , x τ (k 1 ),g j }, . . . , {x τ (i q+2 ),g j , x τ (k q+2 ),g j }.
Notice that these variables are evaluated in
and, since B ∼ = F α H, the spaces B (g j ,0) and B (g j ,1) are at most 1-dimensional. Now, if at least q of the above variables are evaluated in E 0 ⊗ J (g j ,0) ∪ E 1 ⊗ J (g j ,1) , then we get that g vanishes in E(A) since J q = 0. Therefore, there exist three sets among {x τ (i 1 ),g j , x τ (k 1 ),g j }, . . . , {x τ (i q+2 ),g j , x τ (k q+2 ),g j } that are evaluated in (E 0 ⊗ B (g j ,0) ) ∪ (E 1 ⊗ B (g j ,1) ). If one of these sets, say {x τ (i 1 ),g j , x τ (k 1 ),g j }, is evaluated in the commutative algebra (E 0 ⊗ B (g j ,0) ), then we will get g ≡ 0 on E(A), since g is alternating in x τ (i 1 ),g j and x τ (k 1 ),g j . Then we deduce that there are at least two variables corresponding to indices in the same first row or second row of T λ(j) , say x τ (i 1 ),g j and x τ (i 2 ),g j that are evaluated in E 1 ⊗ B (g j ,1 ) . Now the polynomial e T ⟨λ⟩ f is symmetric on the set {x i 1 ,g j , . . . , x i q+2 ,g j }; hence, since τ ∈ R λ(j) , it is also symmetric on {x τ (i 1 ),g j , . . . , x τ (i q+2 ),g j }. Since the variables x τ (i 1 ),g j and x τ (i 2 ),g j are evaluated in E 1 ⊗ B (g j ,1) , which is anticommutative, we get that e T ⟨λ⟩ f ≡ 0 on E(A) and the claim is proved. 
