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Abstract
In this thesis we use lattice QCD to compute scattering phase shifts for elastic two-
pion scattering in the isospin I = 1 channel. Using Lu¨scher’s formalism, we derive the
scattering phase shifts for different total momenta of the two-pion system in a non-
rest frame. Furthermore we analyse the symmetries of the non-rest frame lattices and
construct 2-pion and rho operators transforming in accordance with these symmetries.
The data was collected for a 323×64 and a 403×64 lattice with Nf = 2 clover improved
Wilson fermions at a pion mass around 290 MeV and a lattice spacing of about 0.072
fm.

Contents
1. Introduction 1
1.1. The Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. The quark model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3. Unit convention . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2. Quantum Chromodynamics on the lattice 5
2.1. QCD in the continuum - A review . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1. The Euclidean time . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2. The fermionic Lagrangian . . . . . . . . . . . . . . . . . . . . . . 6
2.1.3. The gauge part of the Lagrangian . . . . . . . . . . . . . . . . . . 9
2.2. The lattice discretisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1. Discretising the free fermion action . . . . . . . . . . . . . . . . . 11
2.2.2. Introducing gauge fields . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.3. The lattice gauge action . . . . . . . . . . . . . . . . . . . . . . . 14
2.3. Wilson fermions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.1. The Dirac operator . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.2. Fermion doubling . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.3. Wilson fermion action . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.4. Clover improvement . . . . . . . . . . . . . . . . . . . . . . . . . 20
3. The path integral on the lattice 21
3.1. The Euclidean correlator . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2. Calculating the path integral . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3. Numerical evaluation of the path integral . . . . . . . . . . . . . . . . . . 25
3.3.1. Monte Carlo integration . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.2. Markov chains and Metropolis algorithm . . . . . . . . . . . . . . 26
4. Mesons on the lattice 29
4.1. Meson interpolators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2. Sources and smearing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3. Extracting energies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3.1. General considerations . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3.2. The variational method . . . . . . . . . . . . . . . . . . . . . . . . 35
4.4. Setting the scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
iii
Contents
5. Resonance scattering on the lattice 39
5.1. Derivation of the phase shift formula . . . . . . . . . . . . . . . . . . . . 40
6. Determination of the scattering phase shift for non-zero total momenta 47
6.1. Group theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.2. Scattering phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
7. Operators for pion resonance scattering and their transformation behaviour
under point groups 53
7.1. Operators for pion scattering . . . . . . . . . . . . . . . . . . . . . . . . . 53
7.2. Transformation of 2-particle operators . . . . . . . . . . . . . . . . . . . 54
7.2.1. Transformation under D4h . . . . . . . . . . . . . . . . . . . . . . 56
7.2.2. Transformation under D2h . . . . . . . . . . . . . . . . . . . . . . 59
7.2.3. Transformation under D3d . . . . . . . . . . . . . . . . . . . . . . 60
7.3. The rho meson operator . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
7.3.1. Transformation under D4h . . . . . . . . . . . . . . . . . . . . . . 63
7.3.2. Transformation under D2h . . . . . . . . . . . . . . . . . . . . . . 64
7.3.3. Transformation under D3d . . . . . . . . . . . . . . . . . . . . . . 64
8. Energy levels from resonance scattering 67
8.1. The effective range model . . . . . . . . . . . . . . . . . . . . . . . . . . 67
8.2. The 2-pion operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
8.2.1. Group D4h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
8.2.2. Group D2h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
8.2.3. Group D3d . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
8.3. Energy level plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
9. The correlation functions 77
9.1. The 2-pion correlation function . . . . . . . . . . . . . . . . . . . . . . . 77
9.2. The remaining correlation functions . . . . . . . . . . . . . . . . . . . . . 83
10.Results 87
10.1. Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
10.2. Summary and outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
A. Calculation of the generalised zeta function 99
A.1. General formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
A.2. Derivation for D4h, D2h and D3d . . . . . . . . . . . . . . . . . . . . . . . 101
B. The jackknife method 107
C. Energy and phase shift tables 109
iv
1. Introduction
1.1. The Standard Model
The Standard Model of particle physics describes the physics at the level of elementary
particles. All observations in nature are the result of the interaction of the elementary
particles (leptons and quarks) mediated by four fundamental forces (electromagnetic,
weak, strong and gravitational). From the four forces the SM includes just the elec-
tromagnetic, weak and strong ones. Figure 1.1.1 gives an overview over the included
particles and their quantum numbers.
Figure 1.1.1.: The Standard Model of particle physics [1].
From the figure we see that the Standard Model includes three types of particles. The
particles marked in green are the so-called leptons. The electron-like particles (e, µ, τ)
carry electric and weak charge and the neutrinos carry weak charge. The purple coloured
quarks carry all three types of charges (electric, weak and strong). The quarks are the
constituents of the strongly interacting particles called hadrons and in contrast to the
leptons they cannot exist as free particles. Leptons and quarks are both fermions with
1
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spin 1
2
. The four red coloured gauge bosons are responsible for the interaction between
the quarks and leptons. The gauge bosons are all spin 1 particles. The photon γ is
related to the electromagnetic interaction, the W±, Z are the gauge bosons of the weak
interaction and the gluons are responsible for the strong force. Quarks and gluons are
the particles involved in the theory of the strong interaction, Quantumchromodynamics
(QCD).
In addition there is the Higgs boson, a massive spin 0 particle which is related to
the spontaneous symmetry breaking of the electroweak theory. The Higgs mechanism
describes how the gauge bosons of the weak interaction and the fermions acquire their
mass. Due to spontaneous symmetry breaking four massless pseudo-Goldstone bosons
appear in the theory. Three of them are “absorbed” by the by the gauge bosons of
the weak interaction and make them massive. The fourth pseudo-Goldstone boson also
acquires a mass. This is the observable Higgs boson.
As their names suggest the interactions are of different strengths. The approximate
values of the coupling constants are [25]:
electromagnetic αem ≈ 1137
strong αs ≈ 1 for energies . 1 GeV
weak GF ≈ 10−5 GeV.
The electromagnetic and weak coupling constants are small enough such that perturba-
tion theory can be used to calculate observables. In the case of the strong interaction
whose underlying theory is QCD the situation is different. The size of αs depends on
the energy at which the particles interact. For large momentum transfer αs is small
and perturbation theory can be used. In the limit of infinitely large momentum transfer
the strong coupling becomes zero and the quarks and gluons behave like free particles
(asymptotic freedom). This fact can be used in perturbative QCD to calculate hard
scattering processes. To describe low energy experiments from first principles we need
another approach than perturbative QCD.
The figure also shows a classification of the fermions in three generations. The differ-
ence between them are the particle masses. Only the first generation can form stable
states and builds up ordinary matter. The others are only produced at high energies
like in particle accelerators or in cosmic rays.
For every quark and lepton there also exists a corresponding antiparticle with same
mass but opposite charge. The antiparticles are marked by a bar, for example u¯.
1.2. The quark model
The quark model was developed independently by Gell-Mann and Zweig in 1964 to
bring some order into the abundance of known particles at this time. They proposed
that these particles were not elementary but consist of quarks and anti-quarks. Three
2
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Quark I Iz
u 1/2 1/2
d 1/2 −1/2
u¯ 1/2 −1/2
d¯ 1/2 1/2
Table 1.2.1.: Isospin for up and down quarks.
quarks can form a state called baryon (qqq) and a quark together with an anti-quark can
build a meson (q¯q). As already mentioned quarks cannot be observed as free particles
(confinement). The reason for this are the self-interactions of the gluons. The potential
between heavy quarks is approximately of the form V (r) = A+ B
r
+Cr [21]. If one wants
to separate two quarks the potential grows linearly with r. When the potential energy
reaches a critical value a new quark anti-quark pair is produced and one ends up with
new hadrons. In 1968 deep inelastic scattering experiments at SLAC finally confirmed
that quarks are point-like subparticles of protons.
Figure 1.1.1 shows that the quarks come in different flavours: up, down, charm,
strange, top and bottom. A special case are the two lightest quarks, u and d, whose
masses are much smaller than the masses of hadrons and QCD is approximately invariant
under the exchange of them. This can be described by the isospin, a quantum number
which is related to the u and d flavour symmetry. Table 1.2.1 shows the isospin I for up
and down quarks and the third component Iz. All other flavours have I = 0. Instead
of isospin the s quark has a quantum number called strangeness S, the c quark has
charm C and so on. But for our work just the two lightest quarks will be of importance.
Mathematically isospin is described by the symmetry group SU(2) which has three
generators, the Pauli matrices. All existing hadrons fit in so-called isospin multiplets.
For the mesons made of u, d and their antiquarks we have
2⊗ 2¯ = 3⊕ 1.
This is a triplet and a singlet. The triplet is formed e.g. by the three pions pi+, pi− and pi0
with total isospin 1 and Iz = 1,−1 and 0 respectively. The pions are pseudoscalar mesons
with zero total spin and negative parity. The spins of the two quarks are antiparallel.
As expected from particles in the same multiplet the pions have nearly the same mass
(pi0 ≈ 135 MeV, pi± ≈ 140 MeV.) A singlet is the η-meson with a mass around 547 MeV.
But these four mesons are not the only ones made from u and d quarks/anti-quarks
that we see in experiments. There are also particles with the same quark content but
bigger mass, so-called resonances. The resonances have a very short lifetime compared
with the lighter states. The resonances which are observed in pion scattering are the
rho mesons ρ± and ρ0 with a mass around 770 MeV. The three rhos are vector mesons,
i.e. they have spin 1. Isospin and parity are the same as for the pions.
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The rho resonances can be observed in elastic pipi → pipi scattering with angular
momentum l = 1 and isospin I = 1. But to describe this within QCD is problematic
because here perturbative QCD cannot be used. A non-perturbative approach to QCD
is lattice Quantum Chromodynamics. There one replaces space-time by a box of length
L with appropriate boundary conditions. The space-time box itself is also discretised: It
consists of lattice points separated by the lattice spacing a. The quarks sit on the lattice
sites and the gauge field lives on by the links between the sites. Another important
feature is the regularisation effect of the lattice. The finite lattice spacing limits the
spatial resolution and produces an ultraviolet cutoff. The lattice size L on the other hand
constrains phenomena at long distances and avoids infrared divergences. Furthermore
one uses an imaginary Euclidean time τ , which makes the QCD path integral finite.
But this is a problem when one wants to analyse resonance scattering. For two-pion
scattering we have the following situation: First we have two incoming pions, they
interact and build a resonance which decays then again into two pions. Between the two
incoming and outgoing pion wave packets one observes a phase shift. This procedure
happens in real time and cannot be observed in Euclidean time. The idea to solve this
problem was developed in 1990 by Lu¨scher and Wolff [32]. Their basic idea was to relate
the centre-of-mass energy in a finite periodic box with the scattering phase shift by a
simple formula. Later this concept was elaborated by Rummukainen and Gottlieb for
non-rest-frame systems. First lattice calculations for two pion scattering were performed
by Aoki et al. in 2007. In this thesis we apply their approach on a finer lattice with a
smaller quark mass using several moving frames.
The thesis is organised as follows: In the second chapter we summarise some basic
concepts about lattice QCD, then we talk about the path integral and its numerical
evaluation. The fourth chapter will deal with the description of mesons on the lattice
and the extraction of energies from correlation functions. Then follows a summary of the
derivation of the general form of the phase shift formula based on the papers of Lu¨scher,
Rummukainen and Gottlieb [30, 40]. After this we derive the formula for explicit cases
followed by a chapter about the transformation of two pion and rho operators under the
relevant symmetry groups. Then we discuss the effective range model and derive the
correlation functions which we need for the lattice calculations. In the last chapter we
will present and discuss the results.
1.3. Unit convention
Throughout the whole work we will use natural units, i.e. we set
} = 1, c = 1.
4
2. Quantum Chromodynamics on the
lattice
The first topic of this chapter is a review of the QCD in the continuum. After this we
will introduce the lattice and its discretization of space-time. We will see that there are
some important differences between the continuum and the lattice.
2.1. QCD in the continuum - A review
2.1.1. The Euclidean time
In continuum quantum field theory, we use the Minkowski space in our calculations. For
a lattice gauge theory it is necessary to switch from Minkowski space to the Euclidean
space. The reason is the usage of the path integral formalism, which we will present in
more detail in a later chapter. This formalism is used to numerically calculate n-point
functions on the lattice. The explanations in this chapter will generally follow the books
of Peskin, Schroeder [38] and Gattringer, Lang [21].
To denote some space-time point in Minkowski space, one uses an object called 4-
vector x with components xµ where µ = 0, 1, 2, 3 and µ = 0 denotes the time direction.
Now we want to calculate the amplitude of a quantum mechanical particle that prop-
agates from x to y in a given time interval T with the path integral or functional integral
formalism
〈y|e−iHˆT |x〉 =
∫
DxeiS (2.1.1)
where Hˆ is the Hamilton operator and S the classical action S = ∫ dtL1. The expression
∫ Dx in the functional integral denotes the “sum over all paths from x to y” and the left
hand side is a matrix element of the time evolution operator. The functional integral is an
infinite dimensional, complex valued and strongly oscillating integral, all bad conditions
for a numerical evaluation. This is the point where the Euclidean time (and later the
lattice) comes into play. For all 4-vectors we set the time component x0 equal to the
Euclidean time x4 up to a factor of i
x0 = −ix4, x4 > 0. (2.1.2)
1Equation (2.1.1) can be generalized straightforwardly for field theories, that will be done in Chapter
3.
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This means that we replace all time variables t with −iτ , τ > 0, where τ is the euclidean
time. With this replacement the path integral becomes well defined. Evaluating the path
integral with the substitution (2.1.2), we get the following relation between the action
S in Minkowski space and the euclidean action SE:
S = iSE. (2.1.3)
This equation remains also valid in field theories like QCD. Equation (2.1.1) becomes
then
〈y|e−Hτ |x〉 =
∫
Dxe−SE . (2.1.4)
Note that in Euclidean space we do not have to worry about co- and contravariant
objects, because the euclidean metric gEµν is equal to the identity matrix and therefore
the 4-vector-components xµ and x
µ are identical. For this reason we will use only lower
indices. The summation convention then says that over identical indices will be summed.
From this point on all calculations and formulas refer to Euclidean space, so we will
drop the subscript E.
2.1.2. The fermionic Lagrangian
A fermion, i.e. a quark, at a given position x in space is described by a Dirac spinor
ψ(x). The spinor has a Dirac index α and a color index a. Furthermore the quarks and
antiquarks come in six different flavours f namely up, down, charm, strange, top and
bottom and we denote the total number of flavours with Nf . Then the spinors have the
following form
ψ(x)fαa, ψ¯(x)
f
αa with α = 1, 2, 3, 4 a = 1, 2, 3 and f = 1, . . . , Nf . (2.1.5)
For every Dirac index α there are three additional colour indices, so that in the end a
fermionic field is described by a “vector” with 12 components. In most of the calculations
we will not state the indices explicitly because the notation becomes quickly confusing.
Instead a vector notation will be used. In addition we do not write out the sum over
the flavours because we are only interested in the strong interaction where the coupling
between quarks and gluon fields is the same for all flavours and the only difference
belongs to the mass term.
Let us first have a look at the fundamental properties of the QCD Lagrangian. Assume
that we have only one flavour of quarks with mass m and let us write down the Dirac-
Lagrangian2:
LDirac = ψ¯(x)(∂µγµ +m)ψ(x), (2.1.6)
2Pay attention to the slight difference of the Dirac-Lagrangian in Minkowski space: LDirac =
ψ¯(x)(i∂µγ
µ −m)ψ.
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where γµ with µ = 1, 2, 3, 4 are the Euclidean Dirac-matrices. They obey the anti-
commutation relations
{γµ, γν} = 2δµν · 1 (2.1.7)
and the relationship between Minkowski Dirac-Matrices γM and the Euclidean Dirac-
matrices γ is given by
γ4 = γ
0
M and γi = −iγiM . (2.1.8)
The Lagrangian LDirac described in equation (2.1.6) is invariant under the global gauge
transformation
ψ(x) → V ψ(x), (2.1.9)
which describes a rotation in colour space. The matrix V ∈ SU(3) is a unitary 3 × 3
matrix with det(V ) = 1 which is applied to the spinor at every space-time point x.
This formalism can easily be generalised to SU(N). Unfortunately the global symmetry
transformation is not very helpful, because one has to know ψ(x) for all space-time
points. In addition the above equation describes a theory without any interaction, which
is not the case we observe in reality. What we wish to have is that LDirac is invariant
under a symmetry transformation at some space-time point x, a so-called local gauge
transformation. Then the transformation law should look like
ψ(x) → V (x)ψ(x). (2.1.10)
In order that equation (2.1.6) remains invariant under the above transformation one has
to introduce gauge fields Aµ(x). They describe the interaction between the quarks ans
lead us to a realistic theory. In equation (2.1.6) we therefore replace the derivative ∂µ
with the covariant derivative Dµ:
Dµ = ∂µ + igAµ(x), (2.1.11)
where g denotes the coupling constant. Now we can write down the complete fermionic
part of the Euclidean QCD Lagrangian:
LF [ψ, ψ¯, A] =
Nf∑
f=1
ψ¯fαa(x)
(
(γµ)αβ(δab∂µ + igAµ(x)ab) +m
fδαβδab
)
ψfβb(x)
=
Nf∑
f=1
ψ¯f (x)
(
γµ(∂µ + igAµ(x)) +m
f
)
ψf (x).
(2.1.12)
Here we used both the explicit and the matrix/vector notation. Note that the four γµ’s
are 4×4 matrices in Dirac space and the gauge fields Aµ(x), which are called gluon fields
in QCD, are 3× 3 matrices in colour space. Because the coupling g does not depend on
the flavour we drop the sum in most calculations and use only Nf = 1.
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Gauge invariance for fermionic Lagrangian
The fermionic Lagrangian for Nf = 1 reads
LF [ψ, ψ¯, A] = ψ¯(x)
(
γµ(∂µ + igAµ(x)) +m
)
ψ(x). (2.1.13)
We already remarked that we want this Lagrangian to be invariant under
ψ′(x) = V (x)ψ(x)
ψ¯′(x) = ψ¯(x)V −1(x)
(2.1.14)
where V (x) is an element of the group SU(3). We can write it as the exponential of the
sum of some basis matrices Ti
V = exp
(
i
8∑
i=1
ωiTi
)
. (2.1.15)
The Ti are called the generators of SU(3) and the ωi are real numbers to parametrise the
element V . If we change the parameters ωi continuously, the group element V will also do
so. This property makes SU(3), and in general SU(N), a Lie group. In the SU(N) case
we have N2 − 1 genrators, which are traceless complex hermitian (i.e. T = (T ∗)T = T †)
N ×N matrices and they span a vector space, the so-called Lie algebra su(N), with the
following commutation relation
[Ti, Tj] = ifijkTk, (2.1.16)
where the fijk are called structure constants. The generators can always be chosen such
that the structure constants are completely antisymmetric. In the case of SU(2) and
SU(3) the generators are the Pauli matrices and the Gell-Mann matrices, respectively.
More detailed information about Lie groups and Lie algebras can be found in field
theory textbooks like [38] or in [22]. Equation (2.1.14) gives us the transformation law
for the quark fields but we don’t know yet how the gauge fields transform. Nevertheless
the local gauge invariance of the Lagrangian requires
LF [ψ′(x), ψ¯′(x), A′(x)] = LF [ψ(x), ψ¯(x), A(x)] (2.1.17)
where A′µ(x) is the new gauge field. Inserting (2.1.14) in the left hand side of (2.1.17)
gives
LF [ψ′(x), ¯ψ′(x), A′(x)] = ψ¯(x)V −1(x)
(
γµ(∂µ + igA
′
µ(x)) +m
)
V (x)ψ(x)
!
= ψ¯(x)
(
γµ(∂µ + igAµ(x)) +m
)
ψ(x).
(2.1.18)
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For the mass term we see immediately that in the upper part of (2.1.18) we get ψ¯mψ
and the term cancels. For the rest we look at
(∂µ + igAµ(x))ψ(x)
!
= V −1(x)(∂µ + igA′µ(x))V (x)ψ(x)
= ∂µψ(x) + V
−1(x)(∂µV (x))ψ(x)
+ igV −1(x)A′µ(x)V (x)ψ(x).
(2.1.19)
Here we used the product rule for the derivative ∂µ which gives us an additional term
V −1(x)(∂µV (x)). Note that the V (x) ∈ SU(3) commute with the matrices γµ because
the V (x) act in colour space and the γµ in Dirac space. Using V
−1(x) = V †(x), (2.1.19)
gives the equation
∂µ + igAµ(x) = ∂µ + V
†(x)(∂µV (x)) + igV †(x)A′µ(x))V (x), (2.1.20)
which we can solve for A′µ and finally get the transformation law for the gauge fields
A′µ = V (x)AµV
†(x) +
i
g
(∂µV (x))V
†(x). (2.1.21)
2.1.3. The gauge part of the Lagrangian
The gluons are massless particles, therefore their Lagrangian will only contain a kinetic
term. The field strength tensor Fµν(x) is defined as the commutator of the covariant
derivatives:
Fµν(x) = − i
g
[Dµ(x), Dν(x)] = ∂µAν − ∂νAµ + ig[Aµ, Aν ]. (2.1.22)
The transformation property for the gauge part of the Lagrangian must be the same as
for the fermionic Lagrangian
SG[A
′(x)] = SG[A(x)]. (2.1.23)
From the first line of (2.1.19) we can read off the transformation property for the co-
variant derivative
D′µ(x) = V (x)Dµ(x)V
†(x). (2.1.24)
Inserting D′µ(x) in equation (2.1.22) gives the same transformation property for Fµν(x)
as for Dµ(x).
Before we come to the lattice discretisation, let us have another look at the gauge
fields Aµ(x). They are traceless hermitian matrices, i.e. they are elements of the Lie
algebra su(3) and can therefore be written as a sum over the basis generators
Aµ(x) =
8∑
i=1
Aiµ(x)Ti. (2.1.25)
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The Aiµ(x) are real-valued fields and represent the eight gluons. Putting expression
(2.1.25) in (2.1.22) we get
Fµν(x) =
8∑
i=1
{
∂µA
i
ν − ∂νAiµ − igfijkAjµAkν
}
Ti
=
8∑
i=1
F iµν(x)Ti
(2.1.26)
where we used the Lie algebra commutation relation (2.1.16) in the gauge field commu-
tator. The gauge action then reads
LG = 1
4
8∑
i=1
F iµν(x)F
i
µν(x). (2.1.27)
There is an important difference between the gauge field part of the Lagrangian in
QED and QCD. In QED, the local gauge group is U(1) and the V (x) are simple phase
transformations, which means that the generator is a 1 × 1 matrix that equals 1. For
this reason the gauge fields Aµ(x) have also to be a 1× 1 matrix, i.e., a simple number
and therefore commute with each other. In such a case the field commutator in equation
(2.1.22) is zero and one gets the field strength tensor familiar from electrodynamics.
In the case of SU(3) or in general in SU(N) with N ≥ 2, the V (x) are non-commuting
matrices and also the matrices representing the Lie algebra do not commute and we
speak about a non-abelian gauge theory. The idea of non-abelian gauge theories was
first proposed by Yang and Mills, who generalised the invariance under phase rotations
to invariance under the continouus symmetry groups SU(N). For non commuting gauge
fields the commutator of the right hand side in (2.1.22) does not vanish. This additional
term leads to self-interaction terms of the gluons in the Lagrangian and has the effect that
we cannot observe free coloured particles in nature, which is called quark confinement.
The presence of the self-interaction has also consequences for the gauge coupling g:
For rising energies the coupling gets smaller and the quarks behave more and more
like free particles (asymptotic freedom) and one can apply perturbation theory. From
experimental measurements one finds that for momentum transfers Q & 1 GeV the
strong coupling constant αs is about αs ≈ 0.4 where αs(Q) = g2/4pi evaluated at Q2 = s
[38]. For smaller energies the coupling g gets strong and we have to find an alternative
to the perturbation series expansion. The solution is introducing a lattice discretisation
in space-time, which is the topic of the next section.
2.2. The lattice discretisation
We now want to replace the continuum space-time with a lattice. This means that our
space-time will be a four-dimensional grid. The fermion fields live only on the nodes
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which represent our space-time points x. In contrary we will see that the gauge field
lives on the links between two nodes. The next step is clear: One has to replace the
expressions for fermion fields, gluon fields, derivatives, integrals and so on with terms
from the lattice concept. This approach is called naive discretisation. The expression
has its right because we will recognise in a later section when we take a closer look at
the lattice action, that there are some unphysical poles in the quark propagator caused
by the naive discretisation. Because their occurrence is caused by the discretisation they
are called lattice artifacts. To remove them one has to introduce an additional correction
term.
2.2.1. Discretising the free fermion action
We get the free fermion action SfreeF [ψ¯(x), ψ(x)] by integrating the Dirac Lagrangian
(2.1.6) over space-time
SfreeF [ψ¯(x), ψ(x)] =
∫
d4xψ¯(x)(∂µγµ +m)ψ(x). (2.2.1)
Now we introduce a lattice Λ where every four vector is given by
x = (x1, x2, x3, x4) with x1, x2, x3 = 0, 1, . . . N − 1,
x4 = 0, 1, . . . NT − 1
(2.2.2)
with boundary conditions
f(x+Nµµˆ) = e
2piiθµf(x) where µ = 1, 2, 3, 4. (2.2.3)
Here Nµ = N for µ = 1, 2, 3 and Nµ = NT for µ = 4. If θµ = 0 we have periodic boundary
conditions and antiperiodic for θµ = −12 . The distance between two neighbouring lattice
points x and y is the lattice spacing a. Therefore the relationship between a point in
the continuum and on the lattice is given by
xcont = a · xlat. (2.2.4)
We also define the unit vector µˆ which points from a lattice site to a neighbouring site
in direction µ = 1, 2, 3, 4.
The lattice Λ is the entity of all points x. The fermion fields are then replaced by
their lattice version and the integral ∫ d4x becomes the sum a4∑Λ. What is missing is
an appropriate lattice expression for the derivative ∂µ. For this reason we look at the
Taylor expansion of some function f(x) at the lattice points x+ a and x− a
f(x+ a) = f(x) + af ′(x) +
a2
2
f ′′(x) +
a3
6
f ′′′(x) + . . . (2.2.5a)
f(x− a) = f(x)− af ′(x) + a
2
2
f ′′(x)− a
3
6
f ′′′(x) + . . . . (2.2.5b)
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To obtain an expression for the derivative, we can put f ′(x) in (2.2.5a) to the left side,
divide by a and get
f ′(x) =
f(x+ a)− f(x)
a
+O(a). (2.2.6)
Another way to get f ′(x) is to subtract the second Taylor expansion from the first. Then
we have
f ′(x) =
f(x+ a)− f(x− a)
2a
+O(a2). (2.2.7)
Although both equations give a formula for f ′(x) there is an important difference. Equa-
tion (2.2.7) has a smaller correction term which is of order a2. Naturally one wants the
errors to be as small as possible, so we will use (2.2.7) as expression for the derivative.
Using µˆ we can replace
∂µψ(x)→ 1
2a
((ψ(x+ µˆ)− ψ(x− µˆ)). (2.2.8)
With all the above replacements we get for the free fermion action (2.2.1)
SfreeF [ψ¯(x), ψ(x)] = a
4
∑
Λ
ψ¯(x)
(
4∑
µ=1
γµ
ψ(x+ µˆ)− ψ(x− µˆ)
2a
+mψ(x)
)
. (2.2.9)
2.2.2. Introducing gauge fields
In section 2.1.2 we saw that enforcing invariance of the free fermion Lagrangian under
local transformations leads to the introduction of gauge fields Aµ(x), but we cannot
directly transfer the continuum expression to the lattice. The condition of invariance
under local rotations in SU(3) on the lattice will give us the right term for the gauge
field. The transformation behaviour for the fermion field ψ(x) is the same as in the
continuum,
ψ′(x) = V (x)ψ(x),
ψ¯′(x) = ψ¯(x)V −1(x),
(2.2.10)
but note that now the point x refers to a lattice site.
From equation (2.2.9) we see that the mass term causes no problem and remains
invariant under the above transformation. But what happens with an expression of
the form ψ¯(x)ψ(x + µˆ) which corresponds to the first term in (2.2.9)? If we use our
transformation law we simply get
ψ¯′(x)ψ′(x+ µˆ) = ψ¯(x)V †(x)V (x+ µˆ)ψ(x+ µˆ). (2.2.11)
This is clearly not gauge invariant. For gauge invariance we have to get rid of the colour
matrix part V †(x)V (x+ µˆ). We can do this by introducing a field Uµ(x) that transforms
under (2.2.10) like
U ′µ(x) = V (x)Uµ(x)V
†(x+ µˆ). (2.2.12)
12
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If we now look at
ψ¯′(x)U ′µ(x)ψ
′(x+ µˆ) (2.2.13)
the matrices V cancel and the expression remains invariant under the required gauge
transformation.
The Uµ(x) are the gauge fields we missed in the free equation (2.2.9). The parameter
µ gives them a specific orientation. Because the gauge fields live on the links, they are
often called also link variables. Figure 2.2.1 should give a better understanding what
link variables are. The fact that Uµ(x) points from x to x + µˆ leads to the idea of link
variables pointing in negative direction. In this sense U−µ(x) then points from x to x−µˆ.
The negative link variables are very convenient but they are not independent variables
and are related to positive links by the definition
U−µ(x) = U †µ(x− µˆ). (2.2.14)
x x+ µˆ x− µˆ x
Uµ(x) U−µ(x)
Figure 2.2.1.: Link variables. The black dots represent the lattice sites and the arrows
indicate the direction of the gauge field.
Considering (2.2.12) one can construct a gauge invariant fermion action:
SF [ψ¯(x), ψ(x)] =
a4
∑
Λ
ψ¯(x)
(
4∑
µ=1
γµ
Uµ(x)ψ(x+ µˆ)− U−µ(x)ψ(x− µˆ)
2a
+mψ(x)
)
. (2.2.15)
If the expression (2.2.15) is physically correct it must be possible to connect it with the
continuum action (2.1.12). To do so we need a continuum object which transforms in
the same way as the link variable Uµ(x). The so-called gauge transporter fulfils this
condition. It is a path-ordered exponential of a gauge field Aµ(x) along a path from y
to z:
G(y, z) = P
{
exp(ig
∫
Cyz
Aµ(x) · dxµ)
}
(2.2.16)
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where P means path ordering3 and Cyz is the path (more about gauge transporters for
example in [38]). The transformation property of the gauge transporter is then given by
G′(x, y) = V (x)G(x, y)V †(y). (2.2.17)
In this case x and y are points in the continuum. Assuming that our lattice is embedded
in the continuum, we can choose Cxy as the path starting at xcont = axlat and ending at
a(xlat + µˆ). In this case the gauge transporter transforms in exactly the same way as
the link variable G′(axlat, a(xlat + µˆ)) = V (axlat)G(axlat, a(xlat + µˆ))V †(a(xlat + µˆ)). For
this reason we interpret the link variable as a lattice version of the gauge transporter
and write for the first order approximation
Uµ(axlat) = G(axlat, a(xlat + µˆ)) +O(a) = exp(iagAµ(axlat)). (2.2.18)
The integral in formula (2.2.16) has been replaced by aAµ(axlat). This is true for the
first order approximation where we defined the path as the straight line from the point
axlat to a(xlat + µˆ) and the length of the path is a.
We can recover the continuum from the lattice if we require a→ 0, i.e. we make the
lattice finer and finer what is called the naive or classical continuum limit. When a is
small enough we can expand expression (2.2.18) as
Uµ(axlat) = 1 + iagAµ(axlat) +O(a2) (2.2.19)
U−µ(axlat) = 1− iagAµ(a(xlat − µˆ)) +O(a2). (2.2.20)
Inserting this in (2.2.15) and setting ψ(a(xlat ± µˆ)) = ψ(axlat) +O(a) and Aµ(a(xlat −
µˆ)) = Aµ(axlat) + O(a) for small a we get the continuum fermion action (2.1.12) by
setting xcont ≡ axlat.
The action (2.2.15) is called naive fermion action and as the name suggests, it is not
the final result. But before we go on working on the fermion action we will first derive
the gauge action.
2.2.3. The lattice gauge action
Before it is possible to write down an adequate formula for the gluonic action on the
lattice, we first have to find some gauge invariant objects which are constructed from
link variables. Let us first have a look at the simplest construction made from links:
a path. We assume that this path starts at the point x0 and the first link points in
direction µ0. The second link then begins at x0 + µˆ0 ≡ x1 pointing in direction µ1 and
so on. Figure 2.2.2 shows a possible path on a two dimensional lattice.
3Let s ∈ [0, 1] be the parameter describing the path Cyz. We run from s = 0 at x = y to s = 1 at
x = z. Define the exponential in (2.2.16) as power series and order the matrices Aµ(x(s)) in each
term so that those with higher values of s stand to the right.
14
2.2. The lattice discretisation
Figure 2.2.2.: Path on a lattice.
Now assume we have a set of k links forming a path P . Then we can write the path
as
P [U ] = Uµ0(x0)Uµ1(x1)...Uµk−1(xk−1) ≡
∏
(x,µ)∈P
Uµ(x). (2.2.21)
The question is how this would behave under a gauge transformation. Let us look at
a path which contains only two links and is given by P [U ] = Uµ0(x0)Uµ1(x1). Using
transformation law (2.2.12) and x1 = x0 + µˆ0 the expression becomes
P [U ′] = V (x0)Uµ0(x0)V
†(x0 + µˆ0)V (x1)Uµ1(x1)V
†(x1 + µˆ1)
= V (x0)Uµ0(x0)Ux0+µˆ0(x0 + µˆ0)V
†(x0 + µˆ0 + µˆ1).
(2.2.22)
We see that the V ’s between the links cancel and only the two matrices at the end
remain. This is true for longer paths as well and therefore a path with k links will
transform like
P [U ′] = V (x0)Uµ0(x0)Uµ1(x1)...Uµk−1(xk−1)V
†(xk−1 + µˆk−1), (2.2.23)
where
xk−1 + µˆk−1 = x0 + µˆ0 + µˆ1 + ...+ µˆk−2 + µˆk−1. (2.2.24)
We can now turn the path into a closed loop by setting
x0 = x0 + µˆ0 + µˆ1 + ...+ µˆk−2 + µˆk−1. (2.2.25)
Taking the trace of the loop the two remaining V ’s cancel and the trace of the loop
becomes a gauge-invariant object.
To build the gauge action we look at the simplest loop on the lattice, shown in figure
2.2.3.
This construction is called plaquette. The plaquette Uµν(x) is the product of four
links and we write it as
Uµν(x) = Uµ(x)Uν(x+ µˆ)U−µ(x+ µˆ+ νˆ)U−ν(x+ νˆ)
= Uµ(x)Uν(x+ µˆ)U
†
µ(x+ νˆ)U
†
ν(x),
(2.2.26)
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x x+ µˆ
x+ µˆ+ νˆx+ νˆ
Figure 2.2.3.: The plaquette
where we used (2.2.14) in the second equation. The first lattice gauge action has been
formulated by K. G. Wilson [45]. The Wilson gauge action involves a sum over all
plaquettes where each plaquette is only counted with one orientation. The Wilson gauge
action reads
SG[U ] =
β
3
∑
x∈Λ
∑
µ<ν
Re
[
tr[1− Uµν(x)]
]
(2.2.27)
where the indices µ and ν are given by 1 ≤ µ < ν ≤ 4 and the parameter β (inverse
coupling) is related to the bare strong coupling g through
β =
6
g2
. (2.2.28)
In the naive limit a→ 0 we should also in this case recover the continuum gauge action.
We do the same as in the fermion action calculation and expand the link variables from
formula (2.2.18) for small a. With the help of the Baker-Campbell-Hausdorff formula
exp(A) exp(B) = exp
(
A+B +
1
2
[A,B] + . . .
)
(2.2.29)
one can calculate the plaquette up to second order. The resulting expression will contain
gauge fields of the form Aν(a(xlat + µˆ)). They are replaced by their Taylor expansion
Aν(a(xlat + µˆ)) = Aν(axlat) + a∂µAν(axlat) +O(a2). (2.2.30)
With all these replacements the continuum gauge action is recovered. A more detailed
calculation is given in [21].
2.3. Fermion doubling problem and Wilson’s
fermion action
2.3.1. The Dirac operator
At the beginning of the last section we already mentioned that there will be some
problems discretising the fermion action in the naive way. The problem is caused by
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the so-called fermion doubling. To understand from where the trouble with the doublers
comes, we first want to write the fermion action (2.2.15) as a quadratic form (which will
be useful when we calculate the path integrals) and then look at its Fourier transform.
For simplicity we include only one flavour and write the most general action as
SF [ψ, ψ¯, U ] = a
4
∑
x,y∈Λ
∑
a,b,α,β
ψ¯(x)aαD(x|y)aα,bβψ(y)bβ (2.3.1)
where a, b are color and α, β are spin indices. D(x|y) is called the fermion matrix or
lattice Dirac operator. In the case of the naive action the fermion matrix reads
D(x|y)aα,bβ =
4∑
µ=1
(γµ)αβ
Uµ(x)abδx+µˆ,y − U−µ(x)abδx−µˆ,y
2a
+mδαβδabδx,y. (2.3.2)
In the next section we will see what happens when we calculate the inverse of the Dirac
operator.
2.3.2. Fermion doubling
When one wants to calculate the expectation value of an observable with the path
integral formalism, then it turns out that we need the inverse of the Dirac operator. This
is in general done numerically but in this section we want to show what happens when
we calculate the inverse of the naive Dirac operator. Therefore we set all links Uµ(x) = 1
which is called a trivial gauge configuration and the fermions are then non-interacting.
The first step will be to calculate the Fourier transform of the Dirac operator, then doing
the inversion and finally transform this result back.
First we define the momentum space lattice Λ˜ as the set
p = (p1, p2, p3, p4) where pµ =
2pi
aNµ
(kµ + θµ),
kµ = −Nµ
2
+ 1, . . . ,
Nµ
2
(2.3.3)
and θµ is the known phase factor from equation (2.2.3). Using the abbreviation δx,y ≡
δx1,y1δx2,y2δx3,y3δx4,y4 for the Kronecker delta we get the relations
1
|Λ|
∑
p∈Λ˜
eip·a(x−x
′) = δx,x′
1
|Λ|
∑
x∈Λ
ei(p−p
′)·ax = δk,k′ ≡ δp,p′
(2.3.4)
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where |Λ| = N1N2N3N4 is the volume of the lattice and p · x =
∑4
µ=1 pµxµ is the scalar
product. The Fourier transform on the lattice is then defined as follows:
f˜(p) =
1√|Λ|∑
x∈Λ
f(x)e−ip·ax,
f(x) =
1√|Λ|∑
p∈Λ˜
f˜(p)eip·ax.
(2.3.5)
With this we write for the Fourier transform of the naive Dirac operator
D˜(p|q) = 1|Λ|
∑
x,y∈Λ
e−ip·axD(x|y)eiq·ay
= δp,qD˜(p)
(2.3.6)
with
D˜(p) = m1 +
i
a
4∑
µ=1
γµ sin(a · pµ). (2.3.7)
Here we considered the Fourier transform as a matrix similarity transformation B =
S−1AS in the first line and used the complex conjugate phase factor for y. Then we
applied the right phase factor to the Kronecker-delta terms in the action and used
expression (2.3.4) for the delta function.
From the above equation we see that the fermion matrix in the Fourier space D˜(p|q)
is diagonal in momentum because of the delta function. For this reason it is enough to
calculate the inverse of (2.3.7) and then transform it back to real space. With a formula4
for the inverse of a linear combination of gamma matrices we get
D˜(p)−1 =
m1− ia−1∑µ γµ sin(a · pµ)
m2 + a−2
∑
µ sin(a · pµ)2
. (2.3.8)
Transforming this back to real space one gets
D−1(x|y) = 1|Λ|
∑
p,q∈Λ˜
eip·axD˜−1(p|q)e−iq·ay
=
1
|Λ|
∑
p,q∈Λ˜
eip·axδp,qD˜(p)−1e−iq·ay
=
1
|Λ|
∑
p∈Λ˜
D˜(p)−1eip·a(x−y).
(2.3.9)
4The inverse of a combination of gamma matrices with real numbers a and bµ is
(a1 + i
4∑
µ=1
γµbµ)
−1 =
a1− i∑4µ=1 γµbµ
a2 +
∑4
µ=1 b
2
µ
.
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The quantity D(x|y)−1 is called the quark propagator, which we will meet again in the
next section about the path integral.
Now we want to analyse the Fourier quark propagator in more detail. To simplify the
process we restrict ourselves to massless fermions with m = 0 in equation (2.3.8) and
get
D˜0(p)
−1 =
−ia−1∑µ γµ sin(a · pµ)
a−2
∑
µ sin(a · pµ)2
. (2.3.10)
In the continuum limit a → 0 and fixed p the propagator becomes −i∑ γµpµ/p2 and
has a pole at
p = (0, 0, 0, 0). (2.3.11)
The lattice situation is different. Because of the sine function in (2.3.10) we have also
poles when one or more components of p are equal to ±pi/a. The definition of the lattice
in momentum space, Λ˜, defines the components pµ in the range pµ = −pia + 2piNµa , . . . , pia
for periodic boundary conditions. Therefore we can exclude the components equal to
−pi/a but nevertheless we have some unphysical poles in the propagator at
p = (pi
a
, 0, 0, 0), (0, pi
a
, 0, 0), . . . , (pi
a
, pi
a
, pi
a
, pi
a
). (2.3.12)
These 15 unphysical poles are called fermion doublers and the next step will be to remove
them from the theory.
2.3.3. Wilson fermion action
The idea is to keep the pole at (0, 0, 0, 0) and to remove the other 15 unwanted poles.
This was done the first time by Wilson, who added an additional term to (2.3.7):
D˜(p) = m1 +
i
a
4∑
µ=1
γµ sin(a · pµ) + 11
a
4∑
µ=1
(1− cos(a · pµ)). (2.3.13)
The third summand is the Wilson term in momentum space. It vanishes for the physical
pole at (0, 0, 0, 0) and for the other poles it gives an extra contribution 2
a
for each
component pµ =
pi
a
. Therefore we can understand the Wilson term as an extra mass
term which gives the doublers the mass mtot = m+
2l
a
where l is the number of pµ’s with
pµ =
pi
a
. We see that in the continuum limit a → 0 the doublers get infinitely heavy
and decouple from the theory. For massless fermions the inverse Wilson momentum
propagator reads
D˜0(p)
−1 =
1a−1
∑4
µ=1(1− cos(a · pµ))− ia−1
∑
µ γµ sin(a · pµ)
a−2(
∑4
µ=1(1− cos(a · pµ)))2 + a−2
∑4
µ=1 sin(a · pµ)2
. (2.3.14)
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This expression has now the desired properties. We get the Wilson term in real space
by transforming 1 1
a
∑4
µ=1(1− cos(a · pµ)) back and making it gauge invariant:
−a
4∑
µ=1
Uµ(x)abδx+µˆ,y − 2δabδx,y + U−µ(x)abδx−µˆ,y
2a2
. (2.3.15)
Because of the prefactor a the Wilson term vanishes in the classical continuum limit of
the lattice action. Combining it with the naive fermion action we get the final result for
Wilson’s Dirac operator
D(f)(x|y)(a,α)(b,β) =
(
m(f) +
4
a
)
δαβδabδx,y − 1
2a
±4∑
µ=±1
(1− γµ)αβUµ(x)abδx+µˆ,y, (2.3.16)
where we used the definition
γ−µ = −γµ for µ = 1, 2, 3, 4. (2.3.17)
Finally the most general expression for the fermion action is
SF [ψ, ψ¯, U ] =
Nf∑
f=1
a4
∑
x,y∈Λ
∑
a,b,α,β
ψ¯(f)(x)aαD
(f)(x|y)aα,bβψ(f)(y)bβ. (2.3.18)
2.3.4. Clover improvement
The correction terms for the fermionic action are of order a but for the gauge action
they are of order a2. It would be desirable to have corrections of order a2 also for the
fermionic action. This can be achieved by the Symanzik improvement programme. The
idea is to add certain terms to the fermion action such that the correction terms cancel
to the requested order. In the case of the Wilson action the so-called clover term, which
was written down the first time by Sheikholeslami and Wohlert [42], is added:
Sclover = cswa
5
∑
x∈Λ
∑
µ<ν
ψ¯(x)
1
2
σµνFˆµν(x)ψ(x). (2.3.19)
Here csw is the Sheikholeslami-Wohlert or clover coefficient and Fˆµν(x) is defined as
Fˆµν(x) = − i
8a2
(Qµν(x)−Qνµ(x)) (2.3.20)
with
Qµν(x) = Uµν(x) + Uν−µ(x) + U−µ−ν(x) + U−νµ(x). (2.3.21)
The clover coefficient can be determined non-perturbatively [28], e.g., using the Schro¨-
dinger functional.
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In this chapter we will first define the Euclidean correlator. Then we will have a closer
look at the path integral formalism and the numerical concepts for calculating these
path integrals.
From now on the lattice spacing will be set to a = 1 for simplicity, unless stated
otherwise.
3.1. The Euclidean correlator
We define the Euclidean correlator of O1(t1) and O2(t2) for times t1 = 0 and t2 = t by
〈O2(t)O1(0)〉T = 1
ZT
tr
[
e−(T−t)HˆOˆ2e−tHˆOˆ1
]
(3.1.1)
with the partition function
ZT = tr
[
e−THˆ
]
. (3.1.2)
The quantities O1 and O2 in (3.1.1) are usually interpolating fields for one or more
particles and Oˆ1 and Oˆ2 are the corresponding operators in Hilbert space. Then one can
create a state at t1 = 0 and to annihilate it at t2 = t. The Hamilton operator Hˆ is a
self-adjoint operator and governs the time evolution. The Euclidean time parameters t
and T are real and positive. The parameter t is the time difference between two events,
for example the creation and annihilation of a particle, and T will correspond to the
time extent of our lattice, which should be sufficiently large.
To compute expressions (3.1.1) and (3.1.2) we use the representation of the unit op-
erator as a sum over a complete orthonormal basis
1 =
∑
n
|en〉〈en| (3.1.3)
and the definition of the trace of an operator
tr
[
Oˆ
]
=
∑
n
〈en|Oˆ|en〉. (3.1.4)
The most natural choice of the basis vectors are the eigenstates |n〉 of the Hamilton
operator
Hˆ|n〉 = En|n〉, (3.1.5)
21
3. The path integral on the lattice
where the eigenvalue En refers to the energy of the system. The state |0〉 corresponds
to the vacuum and we assume that the energies are obey E0 < E1 ≤ E2 ≤ . . . . For
calculating the partition function ZT we use the trace formula, write the exponential as
a power series and get
ZT =
∑
n
〈n|e−THˆ |n〉 =
∑
n
e−TEn . (3.1.6)
For the complete correlation function (3.1.1) we use again (3.1.4) and write it as
〈O2(t)O1(0)〉T = 1
ZT
∑
m,n
〈m|e−(T−t)HˆOˆ2|n〉〈n|e−tHˆOˆ1|m〉. (3.1.7)
We let now Hˆ act on 〈n| and 〈m| and get factors of e−tEn and e−(T−t)Em , respectively.
Thus we can write
〈O2(t)O1(0)〉T =
∑
m,n〈m|Oˆ2|n〉〈n|Oˆ1|m〉e−t∆Ene−(T−t)∆Em
1 + e−T∆E1 + e−T∆E2 + . . .
(3.1.8)
with the definition
∆En = En − E0. (3.1.9)
This means that the energies we measure for the ground and excited states are strictly
speaking the energy differences between the states and the vacuum. To obtain the final
result we define E0 = 0, so that ∆En ≡ En and let T go to infinity. In this case all
exponential terms in the denominator vanish. The term e−(T−t)∆Em in the numerator is
equal to one when ∆Em = 0 and zero for all other energies if T →∞. What remains is
lim
T→∞
〈O2(t)O1(0)〉T =
∑
n
〈0|Oˆ2|n〉〈n|Oˆ1|0〉e−tEn . (3.1.10)
This is one key equation in lattice QCD when we want to calculate particle energies.
It describes the correlator as a sum of matrix elements multiplied by the exponentials
of the corresponding energy. For a specific particle p we may choose Oˆ1 = Oˆ
†
p as its
creation operator and Oˆ2 = Oˆp as the annihilator. Then equation (3.1.10) becomes
lim
T→∞
〈O2(t)O1(0)〉T = |〈p|Oˆ†p|0〉|2e−tEp + |〈p′|Oˆ†p|0〉|2e−tE
′
p + . . . (3.1.11)
where |p〉, |p′〉, . . . describe the ground and excited states. Because the excited states
have a higher energy eigenvalue than the ground state, they are exponentially suppressed
and we can truncate the sum (3.1.11) after the first one or two terms and use it as a fit
function for the correlator, which we can calculate numerically using the path integral
technique.
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3.2. Calculating the path integral
The Euclidean correlator, defined in equation (3.1.1), can also be written as a path
integral:
〈O2(t)O1(0)〉T = 1
ZT
∫
D[ψ, ψ¯, U ]e−SF [ψ,ψ¯,U ]−SG[U ]O2[ψ, ψ¯, U, t]O1[ψ, ψ¯, U, t = 0].
(3.2.1)
To evaluate this kind of integral let us look at the expectation value of an observable
O, where O can be an arbitrary function of the field variables, which is given as the path
integral over the quark fields ψ(x) and ψ¯(x) and the link variables Uµ(x)
〈O〉 = 1
Z
∫
D[ψ, ψ¯, U ]e−SF [ψ,ψ¯,U ]−SG[U ]O[ψ, ψ¯, U ]. (3.2.2)
The partition function Z is defined as
Z =
∫
D[ψ, ψ¯, U ]e−SF [ψ,ψ¯,U ]−SG[U ]. (3.2.3)
The expression D[ψ, ψ¯, U ] is a shorthand notation for the measure
D[ψ, ψ¯, U ] =
∏
x∈Λ
4∏
µ=1
N∏
i=1
dUµ(x)dψ¯i(x)dψi(x), (3.2.4)
which is a product over all lattice sites, link directions and the number N of fermion
fields. Now we separate (3.2.2) in a fermion and a gauge part. The reason is that we can
integrate the fermion part by hand and evaluate the remaining gauge part numerically.
We define the fermion expectation value of O as
〈O〉F [U ] = 1
ZF [U ]
∫
D[ψ, ψ¯]e−SF [ψ,ψ¯,U ]O[ψ, ψ¯, U ] (3.2.5)
where O[ψ, ψ¯, U ] is an arbitrary function of the fermion fields and the link variables and
ZF is the fermionic partition function or fermion determinant
ZF [U ] =
∫
D[ψ, ψ¯]e−SF [ψ,ψ¯,U ]. (3.2.6)
The remaining integral over the gauge fields is then
〈O〉 = 1
ZG
∫
D[U ]e−SG[U ]ZF [U ]〈O〉F [U ] (3.2.7)
with
ZG =
∫
D[U ]e−SG[U ]ZF [U ]. (3.2.8)
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Fermions have to obey Fermi statistics. This means that ψ and ψ¯ in (3.1.1) are
so-called Grassmann numbers or anticommuting variables. For the calculation of the
fermionic path integral we first consider a Grassmann algebra with 2N generators
ψ1, . . . , ψN and ψ¯1, . . . , ψ¯N and M = Mij should be a complex N × N matrix. The
Matthews-Salam formula yields a result for an integral similar to the fermionic partition
function: ∫
dψNdψ¯N . . . dψ1dψ¯1 e
∑N
i,j=1 ψ¯iMijψj = det[M ]. (3.2.9)
Comparing the fermionic action (2.3.18) with the exponent of the above formula one gets
an additional minus sign, but we can put this into the definition of M using M = −D
and D is the Dirac operator. With this replacement the fermionic partition function
becomes
ZF = det[−D] (3.2.10)
which justifies the name fermion determinant for ZF .
The second important formula we want to present is Wick’s theorem where the ik’s
and jk’s are multi-indices for colour, spin and space-time:
〈ψi1ψ¯j1 . . . ψinψ¯jn〉 =
=
1
ZF
∫
dψ1dψ¯1 . . . dψNdψ¯N ψi1ψ¯j1 . . . ψinψ¯jn e
∑N
k,l=1 ψ¯kMklψl
= (−1)n
∑
P (1,2,...,n)
sign(P )(M−1)i1jP1 (M
−1)i2jP2 . . . (M
−1)iN jPN . (3.2.11)
Here the expression P (1, 2, . . . , n) denotes a permutation of the numbers 1, 2, . . . , n and
sign(P ) is the sign of the permutation. Due to this formula we can consider the n-point
function as the expectation value of a product of Grassmann numbers. From (3.2.11)
we get the expression for the quark propagator:
〈ψi1ψ¯j1〉 =
1
ZF
∫
dψ1dψ¯1 . . . dψNdψ¯N ψi1ψ¯j1 e
∑N
k,l=1 ψ¯kMklψl
= (−1) · (M−1)i1j1 = D−1.
(3.2.12)
Looking at equation (2.3.18) and replacing the multi-index by colour, spin and space-
time indices the quark propagator reads
〈ψ(x)aαψ¯(y)bβ〉 = D−1(x|y)aα,bβ. (3.2.13)
With all these results we can write down the final formula for the expectation value of
an observable 〈O〉 in equation (3.2.2) after integrating out the fermionic part. Assuming
that we have Nf flavours we get
〈O〉 = 1
Z
∫
D[U ]e−SG[U ]
( Nf∏
f=1
det[Df ]
)
F [D−1f ] (3.2.14)
24
3.3. Numerical evaluation of the path integral
with
Z =
∫
D[U ]e−SG[U ]
( Nf∏
f=1
det[Df ]
)
(3.2.15)
and F is some function containing the quark propagators.
3.3. Numerical evaluation of the path integral
Expression (3.2.14) can now be evaluated numerically using Monte Carlo integration
techniques. The most expensive part of this task is the inclusion of the fermion deter-
minants det[Df ] containing the sea quarks. In former times supercomputers were much
less powerful and the consideration of the determinant was either infeasible or took too
much computing time. Therefore the fermion determinant was set to det[Df ] = 1, the
so-called quenched approximation. In this case the sea quark mass is infinite and there
is no production of quark-antiquark pairs from the vacuum. The valence quark mass
contained in F [D−1f ] remains finite. In the quenched theory the hadrons cannot decay
and the observation of resonances is not directly possible.
With today’s supercomputers it is possible to include the effect of the fermion de-
terminant in the path integral which is called dynamical simulation. We will shortly
explain the technique of Monte Carlo integration following [21, 13].
3.3.1. Monte Carlo integration
Assume that the expectation value 〈f〉 of some function f(~x) is given by the integral
〈f〉 =
∫
G
dDx f(~x). (3.3.1)
To calculate 〈f〉 numerically we can randomly generate a set of Np independent vectors
~x0, ~x1, . . . , ~xNp−1. Assuming that ∫G dDx = 1 we get the estimate E(f) of the integral
(assuming that the data is uncorrelated)
E(f) =
1
Np
Np−1∑
i=0
f(~xi) (3.3.2)
with the variance
σ2f =
1
Np − 1
Np−1∑
i=0
(
f(~xi)− E(f)
)2
. (3.3.3)
The final result is E(f)± σf/
√
Np. This is Monte Carlo in its simplest form.
The points ~xi that we get in simple Monte Carlo are distributed uniformly over the
whole integration region. But if the function f(~x) has some significant weight in a
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subregion we waste a lot of time for evaluating “uninteresting” points. A solution is
using so-called importance sampling where we introduce a weight function w(~x) > 0
which should approximate f(~x) in the interesting region. We define the probability
distribution
p(~x) =
w(~x)
∫G dDxw(~x)
(3.3.4)
satisfying ∫G dDx p(~x) = 1. Setting h(~x) = f(~x)/p(~x) the integral becomes∫
G
dDxf(~x) =
∫
G
dDx h(~x)p(~x) ≈ 1
Np
Np−1∑
i=0
h(~xi). (3.3.5)
The vectors ~xi are then generated with the probability distribution p(~x). From the form
of equation (3.2.14) we see that the path integral is suited for importance sampling. In
the quenched approximation the probability density p is then
p(U) =
e−SG[U ]∫ D[U ]e−SG[U ] (3.3.6)
where e−SG[U ] is the weight factor and the expectation value of an observable is
〈O〉 ≈ 1
N
N∑
n=1
O[Un] (3.3.7)
for a set of N gauge configurations {Un}. For generating gauge fields and calculating
observables one can use a software package like for example Chroma [18]. One first
generates and saves the gauge configurations and later they can be read in again by the
program for calculating the observables.
3.3.2. Markov chains and Metropolis algorithm
The idea of Markov chains is to produce configurations by a stochastic sequence U0 →
U1 → . . . starting with some arbitrary configuration U0. Stepping from one configuration
Ui to the subsequent one Ui+1 is called Markov step and the transition probability is
denoted by
T (Ui+1 = U
′|Ui = U) = T (U ′|U) (3.3.8)
which is the probability to get U ′ when starting with U . Furthermore the probability
for reaching U ′ at a given step has to be the same as the probability for leaving U ′. As
a consequence the system reaches an equilibrium state after a large enough number of
Markov steps.
The Metropolis algorithm can be used to construct such a Markov chain. The goal is
to reach the equilibrium distribution p(U) given in (3.3.6). Therefore we choose a new
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configuration U ′ with some given a priori selection probability T0(U ′|U) and we accept
U ′ as next element in the Markov chain with the probability
Taccept(U
′|U) = min
(
1,
T0(U |U ′)p(U ′)
T0(U ′|U)p(U)
)
. (3.3.9)
Often one chooses T0(U |U ′) = T0(U ′|U) and the two factors cancel in the above equation.
After reaching equilibrium the configurations are generated with the desired probability.
It is clear that subsequent configurations in the Markov chain are highly correlated.
For the calculation of observables one does the following: In a first step the starting
configuration is updated until it reaches equilibrium. Then after doing a “measurement“
with the first configuration (or storing it) one does again a number of updates before
the next measurement to reduce autocorrelations.
For dynamical fermions one has also to include the determinant det[Df ] in (3.2.14).
Because a direct calculation of the determinant is not possible one treats it as an addi-
tional contribution to the gauge action, the so-called effective fermion action. We write
the determinant as an exponential and get
SeffF = −tr(ln(D)) (3.3.10)
where det[D] is assumed as real and positive. With two degenerate flavours u, d for
example we can achieve this by writing det[Du] det[Dd] = det[DuD
†
u]. With D = DuD
†
u
we have the desired property. Then SG(U) in (3.3.6) is replaced by SG(U)+S
eff
F (U). For
updating the configurations one uses the hybrid Monte Carlo algorithm which includes
a non-local updating process. More about hybrid Monte Carlo can be found in [21, 36,
41, 15].
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In this chapter we will show how to describe a meson with given quantum numbers by
an appropriate interpolator. The next section then explains how to calculate the quark
propagator efficiently using a specific source and how to get a better overlap with the
physical state by smearing the source. The last section will deal with the question how to
extract the energies from the meson correlator and how the technique can be improved
for getting higher energy levels.
4.1. Meson interpolators
Mesons are particles containing a quark and an anti-quark. Our goal is to calculate meson
correlation functions and extract the energies. Therefore we bring equation (3.1.10) into
the form
〈O(t)O¯(0)〉 =
∑
n
〈0|Oˆ|n〉〈n|Oˆ†|0〉e−tEn
= Ae−tE0(1 + O(e−t∆E))
(4.1.1)
where ∆E = E1 − E0 is the energy difference between the first excited and the ground
state. The quantities O and O¯ are so-called meson interpolators. They represent fields
with the desired quantum numbers. The operators Oˆ† and Oˆ are the corresponding
Hilbert space operators and create/annihilate the meson.
The quantum numbers characterising a certain meson are the total angular momentum
J = L + S, which is the sum of the orbital angular momentum L and the total spin S,
the parity P and the C parity. They are often displayed as JPC . In addition, the flavour
content is represented by the isospin (for u and d quarks), strangeness (for s quarks)
etc. The charge conjugation transforms particles into antiparticles. The behaviour of
fermion and gauge fields under this transformation is given by:
ψ(x) → C−1ψ¯T (x)
ψ¯(x) → −ψT (x)C
Uµ(x) → U∗µ(x)
(4.1.2)
where T denotes the transpose and ∗ the complex conjugate. The charge conjugation
matrix C is defined by the equation
C−1γTµC = −γµ. (4.1.3)
29
4. Mesons on the lattice
Applying a parity transformation sends (~x, t) to (−~x, t). The fermions and gauge fields
then change like
ψ(~x, t) → γ4ψ(−~x, t)
ψ¯(~x, t) → ψ¯(−~x, t)γ4
Ui(~x, t) → U−i(−~x, t)
U4(~x, t) → U4(−~x, t).
(4.1.4)
Note that the behaviour of links in space and time direction is different under a parity
transformation. The following formula [2] relates the parity to the angular momentum
of a meson:
P = (−1)L+1. (4.1.5)
A general expression for a meson interpolator O(~x, ~y, t) reads:
Oi(~x, ~y, t) = ψ¯f1aα(~x, t)Γ
αβ
ab (~x, ~y)F
i
f1f2
ψf2bβ(~y, t), (4.1.6)
where we used α, β for Dirac indices, a, b for colour, f1, f2 for flavour and i denotes
a definite isospin state. The matrix Γ can be an arbitrary gauge invariant product of
gamma matrices and link fields. This construction allows us to place the quark and
anti-quark contained in the meson on different lattice sites, which is a more realistic
description of a meson. Another possibility is to start from a pointlike interpolator at
one lattice site and then extend it by using a smearing function. We will use the second
version in this work and explain later, how point sources and smearing functions are
defined.
When using pointlike interpolators, Γ contains only gamma matrices γµ and is diagonal
in space and colour:
Γαβab (~x, ~y) = δ~x,~yδabMαβ, (4.1.7)
where M is a product of γµ’s. Table 4.1.1 (from [21]) gives an overview of the relation
between the gamma content of the meson and the JPC quantum number.
state JPC Γ particles
scalar 0++ 1, γ4 f0, a0, K
∗
0 , . . .
pseudoscalar 0−+ γ5, γ4γ5 pi±, pi0, η, . . .
vector 1−− γi, γ4γi ρ±, ρ0, ω,K∗, . . .
axial-vector 1+− γiγ5 a1, f1, . . .
tensor 1++ γiγj h1, b1, . . .
Table 4.1.1.: Overview of the gamma matrix content for some meson interpolators.
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The flavour or isospin matrix F if1f2 contained in (4.1.6) determines the quark content
of the meson and thus which particle we have. In the case of the pions which we are
interested in, the flavour matrices are given by the three Pauli matrices
σ1 =
(
0 1
1 0
)
σ2 =
(
0 −i
i 0
)
σ3 =
(
1 0
0 −1
)
. (4.1.8)
Defining the quark field as
ψaα =
(
u
d
)
aα
(4.1.9)
we get three pions pii, i = 1, 2, 3,
pii = ψ¯γ5F
iψ, (4.1.10)
where we set F i = σi and omitted the Dirac and colour indices for simplicity. Combining
them correctly gives us the well-known pions pi+, pi− and pi0:
1
2
(pi1 + i · pi2) ≡ pi− (4.1.11a)
1
2
(pi1 − i · pi2) ≡ pi+ (4.1.11b)
1√
2
· pi3 ≡ pi0. (4.1.11c)
The rho mesons can be constructed in the same way, the only difference is a γi instead
of γ5 in the interpolator (4.1.10).
Meson Isospin JPC quark content
pi+ I = 1, Iz = 1 0
− d¯γ5u
pi− I = 1, Iz = −1 0− u¯γ5d
pi0 I = 1, Iz = 0 0
−+ 1√
2
(u¯γ5u− d¯γ5d)
ρ+ I = 1, Iz = 1 1
− d¯γiu
ρ− I = 1, Iz = −1 1− u¯γid
ρ0 I = 1, Iz = 0 1
−− 1√
2
(u¯γiu− d¯γid)
Table 4.1.2.: The pi and rho mesons.
At this point we want to give the meson 2-point function as a simple example. We
define the correlation function of two meson interpolators m′,m′′
〈m′(~x1, t)m′′(~x2, 0)〉
= 〈ψ¯α1f ′1(~x1, t)Γ′α1β1F ′f ′1g′1ψβ1g′1(~x1, t)ψ¯α2f ′′2 (~x2, 0)Γ
′′
α2β2
F ′′f ′′2 g′′2ψβ2g′′2 (~x2, 0)〉 (4.1.12)
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with Dirac indices α, β and flavour indices f, g. We did not explicitly write out the sums
over all indices. We have assumed that Γ′,Γ′′ only contain gamma matrices and therefore
omitted the colour indices. To simplify the calculation of (4.1.12) we introduce multi-
indices A,B for spin, flavour and position. We define ψ, ψ¯ and the quark propagator G
as
ψ(A) = ψαf (~x, ta), ψ¯(B) = ψ¯βg(~y, tb),
ΓAB = Γαβ, FAB = Ffg, (4.1.13)
ψ(B)ψ¯(A) = G(B,A) = δfgGβα(~y, tb|~x, ta).
The Kronecker delta comes from the fact that only contractions of quarks with the same
flavour are non-zero. For the 2-point function we get
Γ′A1B1Γ
′′
A2B2
F ′A1B1F
′′
A2B2
〈ψ¯(A1)ψ(B1)ψ¯(A2)ψ(B2)〉 (4.1.14)
= Γ′A1B1Γ
′′
A2B2
F ′A1B1F
′′
A2B2
〈ψ(B1)ψ¯(A1)ψ(B2)ψ¯(A2)
−ψ(B1)ψ¯(A2)ψ(B2)ψ¯(A1)〉g
(4.1.15)
= 〈−tr(F ′F ′′)trDC(G(~x1, t|~x2, 0)Γ′′G(~x2, 0|~x1, t)Γ′)
+tr(F ′)tr(F ′′) · trDC(G(~x1, t|~x1, t)Γ′) · trDC(G(~x2, 0|~x2, 0)Γ′′)〉g.
(4.1.16)
Here 〈· · · 〉g denotes the integration over the gauge fields and trDC is the trace over Dirac
and colour indices. The second term in the last expression is the so-called quark-line
disconnected part.
4.2. Sources and smearing
In the previous chapter we saw that calculating the quark propagator is equivalent to
inverting the Dirac operator D. The lattice Dirac operator is a huge matrix of size
(Nc×Ns× V )2 where V = N ×N ×N ×NT is the volume of the lattice. The resulting
quark propagator describes a quark travelling from one lattice site x to another site y
on one configuration. Thereby x and y run over the whole lattice which means that
the quark propagates from every site to every site. This propagator is called an all-
to-all propagator. Inverting the full D takes too much time and computer memory. A
practicable solution is the calculation of a point-to-all propagator. This means that now
the quark travels from one fixed point x0 to any other point x on the lattice. We get the
point-to-all propagator by multiplying the full propagator with a so-called point source
S,
D−1(x|x0)aα,a0α0 =
∑
y,b,β
D−1(x|y)aα,bβS(y|x0)bβ,a0α0 , (4.2.1)
and the point source sitting at the lattice site x0, a0, α0 is defined as
S(y|x0)bβ,a0α0 = δba0δβα0δy,x0 . (4.2.2)
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The point source picks out just one column of the all-to-all propagator which is the
resulting point-to-all propagator. Because of the three colour and four spin components
there are 12 possible combinations to create a point source for fixed x0. The point-to-all
propagator is usually calculated for all 12 sources. Note that D−1(x|x0) in (4.2.1) is to
be identified with G(x|x0). Using matrix/vector notation and omitting Dirac and colour
indices we get
G(x|x0) =
∑
y
D−1(x|y)S(y|x0). (4.2.3)
Multiplying this with the Dirac operator D(z|x) from the left gives∑
x
D(y|x)G(x|x0) = S(y|x0). (4.2.4)
This is a system of linear equations of the well-known form Ax = b which can be solved
iteratively using methods like CG (conjugate gradient) or an improved version of it.
More details can be found in [21] or in the papers [9, 44].
For the calculation of a correlation function we will also need the propagator in the
inverse direction G(x0|x). Evaluating this numerically would be as expensive as the full
propagator but fortunately one can use the γ5-hermiticity relation
γ5G(x0|x)γ5 = G†(x|x0). (4.2.5)
Using a point source means that the two quarks in the meson would sit on the same
lattice site. This situation is not really satisfying and for improving the overlap of the
meson interpolator with the physical state one needs a more realistic spatial wavefunc-
tion. This can be achieved by employing extended or smeared sources where the quarks
will sit on different spatial points but on the same timeslice. A common way to realise
it is using some gauge-covariant smearing function M(x|x′) on a point source S(x′|x0):
Ssmear(x|x0) =
∑
x′
M(x|x′)S(x′|x0). (4.2.6)
An example of a gauge-covariant smearing is Jacobi smearing which is defined as
M =
N∑
n=0
κnHn (4.2.7)
and
H(y, x) =
3∑
j=1
(
Uj(~y, t)δ~y+ˆ,~x + U
†
j (~y − ˆ, t)δ~y−ˆ,~x
)
(4.2.8)
where the timeslice t in H is fixed. The two free parameters κ and n, the hopping
parameter and the number of smearing steps, are used to tune the shape of the source
and to get the best possible overlap with the physical state.
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The extended source now depends also on gauge links Uj(x) which separate the
quarks in spatial direction. The source-smeared propagator Gs is then Gs(y|x0) =∑
x′ D
−1(y|x′)Ssmear(x′|x0) and we solve∑
y
D(x′|y)Gs(y|x0) = Ssmear(x′|x0). (4.2.9)
In addition we can apply the smearing at the sink and define the source-sink-smeared
propagator Gss as
Gss(x|x0) =
∑
y,x′
Ssmear(x|y)D−1(y|x′)Ssmear(x′|x0)
=
∑
y
Ssmear(x|y)Gs(y|x0).
(4.2.10)
After solving equation (4.2.9) we can insert the result Gs in the second line of (4.2.10)
to get the source-sink-smeared propagator Gss.
There are also other methods to get extended sources like constructing a source with
a specific shape, for example a so-called wall source which is constant in a timeslice.
The advantage is that one has more freedom in constructing a suitable meson operator
but these sources often do not preserve gauge invariance. The consequence is that the
gauge has to be fixed and one has to take care that the gauge fixing does not affect the
final result.
There is also a technique called link smearing which is used to improve the signal to
noise ratio for correlation functions. The original links (thin links) are replaced by a local
average of neighbouring links (fat links) which are contained in a short path connecting
the ends of the thin links. This helps to compensate short ranged fluctuations of the
gauge field which distort the correlators. The literature [6, 27, 37] treats different types
of link smearings like APE, HYP or stout smearing.
4.3. Extracting energies
4.3.1. General considerations
Our goal in this section is to extract the energies (or mass which is nothing more than
the ground state energy) from the 2-point correlation function. The general form of the
meson correlation function or meson correlator is
C(t) = 〈O(t)O¯(0)〉 − 〈O(t)〉〈O¯(t)〉. (4.3.1)
The first term on the right hand side, called connected part, is the 2-point function
which we showed already in (3.1.10). In the second one, the disconnected part, 〈O〉
corresponds to the vacuum expectation value. For non-vanishing vacuum expectation
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values the disconnected part is just a constant but one has to subtract it from the
connected part or include it in the fit function. In most cases 〈O〉 is zero anyway so
that just the 2-point function has to be calculated. For the meson correlators that
we calculate in this work the disconnected part vanishes as well and therefore we will
consider just the first term of (4.3.1) in the energy calculation.
From equation (3.1.10) we get the connection between the meson correlation function
and the particle energies:
C(t) = 〈O(t)O¯(0)〉 = A0e−E0t + A1e−E1t + . . . . (4.3.2)
The A0, A1, . . . are the amplitudes and E0, E1, . . . are the energies. Because the lattice
is of finite extent one gets not only the meson that propagates forward in time, but also
the anti-meson going backward. The meson and anti-meson have the same mass and
equation (4.3.2) is changed to the form
C(t) = A0(e
−E0t ± e−E0(LT−t)) + A1(e−E1t ± e−E1(LT−t)) + . . . (4.3.3)
where the plus or minus sign depends on the choice of the source and sink operators in
the 2-point function and LT is the extent of the time direction. We see that higher states
are exponentially suppressed for large t where we suppose to have just the ground state
contribution. However for small values of t we expect a mixing of the ground state with
the first excited state or even higher ones. To extract the mass one can perform a two-
or four-parameter fit for large values of t. With a four-parameter fit we can take into
account the first excited state for smaller t. The direct fitting is useful for determining
the mass, but for higher energies one has to look for more sophisticated methods.
To get an idea of a good fitting range for the mass extraction a common way is to
check the effective mass. It is defined as
meff (t+
1
2
) = ln
[ C(t)
C(t+ 1)
]
. (4.3.4)
The effective mass curve shows a plateau for large enough t when the correlator is
dominated by the ground state energy E0 ≡ m. The range with constant effective mass
and sufficiently small errors can then be used to perform the mass fits. One can find
more details about fitting techniques in lattice QCD, e.g., in [16] and for correlated data
sets in [34].
4.3.2. The variational method
The variational method was first proposed by K.G. Wilson [46] to extract particle en-
ergies in lattice QCD and later elaborated by C. Michael and M. Lu¨scher and U. Wolff
[33, 32]. The basic idea is to calculate not only a single correlation function but a whole
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matrix of correlators (see e.g. [32, 10, 11, 12])
Cij(t) = 〈Oi(t)O¯j(0)〉 − 〈Oi(t)〉〈O¯j(0)〉
=
∞∑
n=1
〈0|Oi|n〉〈n|O†j |0〉e−tEn ,
(4.3.5)
where the Oi, i = 1, . . . , N are linearly independent interpolators for the desired states.
In the second line we used again (3.1.10). In the paper by Lu¨scher and Wolff [32] it was
shown that diagonalising the correlation matrix (4.3.5), that means solving C(t)~v(k) =
λ(k)(t)~v(k), gives eigenvalues which are proportional to the exponential of the energy:
λ(k)(t) = cke
−tEk [1 + O(e−t∆Ek)] for all k = 1, . . . , N (4.3.6)
where ∆Ek is the difference between the energy Ek and the energy lying closest to it
and ck is some constant. We see that the smallest energy will give the largest eigenvalue.
Diagonalising the correlation matrix suppresses the additional contributions from excited
states. Therefore the energies can be determined by using a two-parameter fit of λ(k)(t)
[12].
Equation (4.3.6) holds as well when one solves the generalised eigenvalue problem
(GEVP):
C(t)~v(k) = λ(k)(t, t0)C(t0)~v
(k) (4.3.7)
λ(k)(t, t0) = e
−(t−t0)Ek [1 + O(e−t∆Ek)] for all k = 1, . . . , N (4.3.8)
with t0 fixed at some not too large time. Identifying e
t0Ek with ck gives back equation
(4.3.6). The GEVP has the advantage that the correction term in (4.3.6) is negligible
already for moderately large times t [32, 21]. Note that in this case ∆Ek is the difference
between the energy Ek and the energy of the N + 1-th level, EN+1 if t ≤ 2t0 [10].
The success of the variational method depends crucially on the choice of the operator
basis {Oi}. They have to be independent from each other and should have a good
overlap with the desired states.
4.4. Setting the scale
To estimate the lattice spacing a in physical units for a given coupling β, one can make
use of the static quark potential V (r). From V (r) one defines the Sommer parameter r0
[43] by
r2
dV
dr
∣∣∣
r=r0
= 1.65. (4.4.1)
It has a physical value of r0 ≈ 0.5 fm. In the simulations one determines its value in
lattice units r0/a so that a in physical units is then given by a =
r0
r0/a
.
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After determining the lattice spacing we can also calculate the energies in physical
units. The energies that we get from fitting the correlators with an exponential function
are of the form
Elat = a · Ephys (4.4.2)
where Elat is dimensionless. Therefore Ephys must have dimension of fm
−1. To convert
this to a more common unit, e.g. MeV, we use the fact that we set } = c = 1 and get
according to [21]
1 fm−1 = 197.327 MeV. (4.4.3)
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5. Resonance scattering on the lattice
How can one describe phenomena from low-energy hadron-hadron scattering, like for
example the rho resonance, in QCD? The rho can be observed as a resonance in the
elastic pipi → pipi scattering with angular momentum l = 1 and Isospin I = 1. Assume
that we have a 2-pion state at the beginning which transforms into a rho state and then
decays again into two pions. Between the incoming and outgoing 2-pion wavepacket
there will be a difference in the phase, the scattering phase shift, which is related to
the mass and the width of the resonance. Scattering is a time dependent procedure but
on the lattice we are working in imaginary time and it is not possible to observe the
resonance directly.
A first paper concerning this problem was written by Lu¨scher and Wolff [32] in 1990.
They related the 2-particle energy in a finite, 1-dimensional box with periodic boundary
conditions to the scattering phase shift in infinite volume for a simple quantum me-
chanical model and also discussed considerations leading to the relativistic case. In the
same year Lu¨scher generalised the 1-dimensional theory to 3 space dimensions [30]. To
determine the resonance parameters Lu¨scher proposed in a later paper [31] to determine
the phase shift curve by calculating energies at fixed coupling and quark mass via lattice
simulations and extract the resonance parameters from these phase shifts.
The scattering phase method was worked out in [30] for the simplest case with two
identical spin-0 particles in the centre-of-mass frame and later generalised by Rum-
mukainen and Gottlieb [40] for a system with total momentum ~P 6= ~0. This has the
advantage that more points on the resonance curve can be determined without the need
of higher energy levels. They tested it with a simple φ4 model containing a light massive
field φ and a heavier field ρ interacting via a 3-point coupling. Scattering in the centre-
of-mass frame was also tested by Go¨ckeler et al. [23]. They used the 4-dimensional
φ4 theory with spontaneous symmetry breaking. It contains four different scalar fields
φi, i = 1, 2, 3, 4 and three Goldstone bosons from symmetry breaking representing the
three pions.
A first dynamical calculation in QCD with Nf = 2 was done in 2007 by Aoki et al. [7]
on a 122×24 lattice with mpi/mρ = 0.41. Further dynamical calculations were performed
later in 2010 by Feng, Jansen, Renner [19] and Frison et al. [20] and in 2011 by Aoki et
al. [8] and Lang et al. [29].
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5.1. Derivation of the phase shift formula
In this section we want to give at first the relations between energy and momentum of
two identical spin-0 particles in a periodic box of length L and later derive the formula
for the phase shift following the papers [30, 40].
The lattice is a 3-dimensional box of length L with periodic boundary conditions (i.e.
a torus). The time direction is assumed to be infinite. Assume now that there are two
free spin-0 particles with mass mpi (pions) and momenta ~k1 and ~k2 in the box. Define
the total momentum as
~P = ~k1 + ~k2. (5.1.1)
The total energy in the laboratory frame (= rest frame of the box) is then
WL = W1 +W2 =
√
~k21 +m
2
pi +
√
~k22 +m
2
pi. (5.1.2)
We define the centre-of-mass frame momentum as
~kCM = ~k
CM
1 = −~kCM2 . (5.1.3)
The energy in the centre-of-mass frame is
WCM = 2
√
~k2CM +m
2
pi (5.1.4)
and the two energies are then related by
WL =
√
~P 2 +W 2CM . (5.1.5)
In the case of non-interacting particles the total momentum and also the momenta in
the laboratory frame are quantised by the box:
~P =
2pi
L
~d (5.1.6)
~k1 = (~d+ ~n)
2pi
L
(5.1.7)
~k2 = −~n2pi
L
(5.1.8)
with ~n and ~d in Z3.
When we turn on the interaction between the two pions then the quantisation con-
ditions (5.1.7), (5.1.8) for the pions are no longer valid. Instead one will get a relation
between the scattering phase shift and the centre-of-mass momentum ~kCM which we will
derive now.
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We consider the two particles as a relativistic quantum mechanical system and assume
that there is no interaction at the moment. They can be described in Minkowski space
by a 2-particle wavefunction ψ(x1, x2) satisfying Bose symmetry. To shift the whole
system to another inertial frame we use a Lorentz transformation Λµν :
ψ(x1, x2)→ ψ(x′1, x′2) = ψ(Λx1,Λx2) (5.1.9)
with
(x′)µ = Λµνx
ν (5.1.10a)
x′ 0 = γ(x0 + ~v · ~x) (5.1.10b)
~x′ = γ(~x+ ~v · x0). (5.1.10c)
The metric is gµν = diag(1,−1,−1,−1), ~v is the relative velocity between the two inertial
systems and the Lorentz factor γ is given by
γ =
1√
1− ~v2 . (5.1.11)
When there is no interaction the wavefunction ψ(x1, x2) has to satisfy the Klein-Gordon
equations in the laboratory frame
(pˆµi pˆi µ −m2pi)ψ(x1, x2) = 0, i = 1, 2, (5.1.12)
where pˆi µ = −i ∂∂xµi is the momentum operator. Making a change of variables
X = 1
2
(x1 + x2)
x = x1 − x2
(5.1.13)
and defining the new momentum operators
Pˆ = pˆ1 + pˆ2
pˆ = 1
2
(pˆ1 − pˆ2)
(5.1.14)
transforms the equations in (5.1.12) into
[4(pˆµpˆ
µ −m2pi) + PˆµPˆ µ]ψ(x,X) = 0 (5.1.15)
pˆµPˆ
µψ(x,X) = 0. (5.1.16)
Because the total momentum has to be conserved we can make a separation ansatz for
ψ(x,X)
ψ(x,X) = e−iPµX
µ
φ(x). (5.1.17)
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In the centre-of-mass frame the total momentum is P = (WCM ,~0). Using this with
equation (5.1.16) we see that the function φCM(xCM) does not depend on x
0
CM . Therefore
we can write (5.1.17) in the centre-of-mass frame as
ψCM(tCM , ~xCM) ≡ ψCM(X0CM , ~xCM) = e−iWCM tCMφCM(~xCM). (5.1.18)
With the Lorentz transformation defined in (5.1.10) and ~v = ~P/WCM we can relate
the laboratory frame with the centre-of-mass frame by xCM = ΛxL and XCM = ΛXL.
Comparing the laboratory frame version of equation (5.1.17) with the centre-of-mass
equation (5.1.18) and using momentum conservation PµX
µ = WCMx
0
CM we get the
relation:
φL(x
0, ~x) = φCM(γ(~x+ ~v · x0)). (5.1.19)
In the laboratory frame we assume that the two particles have identical time coordinates
such that the variable x0 vanishes. The above equation is then further simplified into
φL(~x) = φCM(γ~x) . (5.1.20)
From equation (5.1.18) and the Klein-Gordon equation (5.1.15) we can conclude that
φCM satisfies the Helmholtz equation
(∇2 + k2CM)φCM(xCM) = 0 (5.1.21)
in the centre-of-mass frame where
k2CM ≡ |~kCM |2 =
W 2CM
4
−m2pi. (5.1.22)
In the next step we take a look at the interacting theory. We assume that the in-
teraction between the pions is of finite range R. This means that for |~xCM | > R the
Klein-Gordon equations must be satisfied. Because the potential is spherically symmet-
ric in the centre-of-mass frame we can switch to spherical coordinates and expand φCM
in spherical harmonics:
φCM(~x) =
∞∑
l=0
m=l∑
m=−l
Ylm(θ, φ)φlm(r). (5.1.23)
In the region r > R the function φCM satisfies the Helmholtz equation (5.1.21). One
can transform the Helmholtz equation into spherical coordinates and use a separation
ansatz. The radial equation reads[
d2
dr2
+
2
r
d
dr
− l(l + 1)
r2
− k2CM
]
φlm(r) = 0 (5.1.24)
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and its solution is given by a linear combination of spherical Bessel functions
φlm(r) = clm
[
al(kCM)jl(kCMr) + bl(kCM)nl(kCMr)
]
(5.1.25)
with coefficients clm, al(kCM) and bl(kCM). For r < R the functions φlm are unknown
but following [30] one can assume that we have a unique regular solution for every l,m
in this region and we can determine the coefficients in (5.1.25) by joining both solutions
at r = R.
The pion is a spinless, pseudoscalar meson which corresponds to the characteristics
of the hypothetical particle we introduced before, i.e. the spin-0 boson. A single pion
state in the centre-of-mass frame is characterised by its momentum ~kCMi , i = 1, 2, and
an isospin index a = 1, 2, 3 (or the z-component of the isospin Iz = −1, 0, 1). A 2-pion
state can have total isospin I = 0, 1, 2. The 2-pion scattering amplitude can be written
as [23]
T =
2∑
I=0
QITI (5.1.26)
where QI are the isospin projectors
Q0a′b′,ab =
1
3
δa′b′δab (5.1.27)
Q1a′b′,ab =
1
2
(δa′aδb′b − δa′bδb′a) (5.1.28)
Q2a′b′,ab =
1
2
(δa′aδb′b + δa′bδb′a)− 13δa′b′δab (5.1.29)
with isospin indices a, a′, b, b′. The scattering amplitude TI in the isopin I channel is a
function of the absolute value of the pion momentum kCM and the scattering angle θ
and we can write it in the partial wave decomposition
TI(kCM , θ) =
16piWCM
kCM
∞∑
l=0
(2l + 1)Pl(cos θ)tIl(kCM). (5.1.30)
The pions have to obey Bose symmetry and therefore tIl must vanish when I + l is odd.
In the elastic range 2mpi < WCM < 4mpi the amplitude can be expressed in terms of the
scattering phase δIl as
tIl(kCM) =
1
2ikCM
(
e2iδIl(kCM ) − 1
)
. (5.1.31)
The scattering phase can be related to the coefficients al and bl in (5.1.25) via
e2iδIl(kCM ) =
al(kCM) + ibl(kCM)
al(kCM)− ibl(kCM) . (5.1.32)
Now we want to analyse the behaviour of the 2-pion wave function in a periodic box
of length L. Due to the periodic boundary conditions the 2-particle wave function in
the laboratory frame has to fulfil
ψL(~x1, ~x2) = ψL(~x1 + ~nL, ~x2 + ~mL) (5.1.33)
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with ~n, ~m ∈ Z3. To determine the shape of ψL we use the separation ansatz (5.1.17) and
x01 = x
0
2 = 0 for the time coordinates which gives us
ψL(~x1, ~x2) = e
1
2
i ~P (~x1+~x2)φL(~x1 − ~x2). (5.1.34)
Plugging this into the boundary conditions gives the following constraint on the total
momentum:
~P =
2pi
L
· ~d, ~d ∈ Z3. (5.1.35)
Assuming that ~n 6= ~m and using the relation (5.1.20) together with (5.1.35) and the
periodicity of the box we obtain
φCM(~xCM) = (−1)~d·~nφCM(~xCM + γˆ~nL) ∀ ~n ∈ Z3 (5.1.36)
for fixed ~d. The definition of the operator γˆ is given in Appendix A. In [40] these
functions are called ~d-periodic functions. For ~d 6= ~0 the cubic box in the laboratory
frame is deformed into a parallelepiped in the centre-of-mass frame due to Lorentz
contraction in the direction of the total momentum. This also means that the cubic
symmetry is reduced to smaller symmetry groups, for example to the tetragonal group
when ~d = (0, 0, 1).
The goal is now to find the general form of ~d-periodic solutions of the Helmholtz
equation and expand these in spherical harmonics and Bessel functions to determine the
coefficients al(kCM) and bl(kCM) in (5.1.25). Because all these calculations are done in
the centre-of-mass frame we will omit the subscript CM in the ~x-variable. We assume
that L > 2R where R is the range of the interaction. For R < r < L/2 we can then
expand the solutions in spherical harmonics and Bessel functions. According to [40, 30]
the Green function
G
~d(~x, kCM) =
1
γL3
∑
~k∈Γ
ei
~k~x
~k2 − k2CM
(5.1.37)
is a singular ~d-periodic solution of the Helmholtz equation (5.1.21) with the momentum
lattice given by
Γ = {~k ∈ R3|~k = 2piγˆ
−1
L
(~n+ 1
2
~d), ~n ∈ Z3}. (5.1.38)
This means that G
~d is a smooth function which is defined for all ~x 6= γˆ~nL with ~n ∈ Z3,
provided that kCM does not take a singular value, kCM 6= 2piL |γˆ−1(~n + 12 ~d)|. Then the
following equation is satisfied:
(∇2 + k2CM)G~d(~x, kCM) = −
∑
~n∈Z3
(−1)~d·~nδ(~x+ γˆ~nL). (5.1.39)
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We can generate further solutions if we differentiate G
~d(~x, kCM) with respect to ~x. We
define the functions
G
~d
lm(~x, kCM) = Ylm(∇)G~d(~x, kCM) (5.1.40)
where Ylm(~x) = xlYlm(θ, φ) are harmonic polynomials. Normally the expansion in spher-
ical harmonics includes infinitely many angular momenta l. Introducing an angular mo-
mentum cutoff Λ one can show [30] that for l ≤ Λ the G~dlm form a complete set of singular
~d-periodic solutions of the Helmholtz equation, i.e. every singular ~d-periodic solution of
degree Λ is a linear combination of the G
~d
lm. In the region 0 < x < L/2 we can expand
the G
~d
lm in spherical harmonics:
G
~d
lm(~x, kCM) =
(−1)lkl+1CM
4pi
{
nl(kCMx)Ylm(θ, φ)
+
∞∑
l′=0
l′∑
m′=−l′
M
~d
lm,l′m′(kCM)jl′(kCMx)Yl′m′(θ, φ)
}
. (5.1.41)
The coefficients M
~d
lm,l′m′ are defined as
M
~d
lm,l′m′(kCM) =
(−1)l
γpi3/2
l+l′∑
j=|l−l′|
j∑
s=−j
ij
qj+1
(
Z
~d
js(1; q
2)
)∗
Clm,js,l′m′ (5.1.42)
with
q =
L
2pi
kCM . (5.1.43)
(Note that in [40] the complex conjugation (. . . )∗ is missing.) The tensors Clm,js,l′m′
contain Wigner 3j-symbols
Clm,js,l′m′ = (−1)m′il−j+l′
√
(2l + 1)(2j + 1)(2l′ + 1)
×
(
l j l′
m s −m′
)(
l j l′
0 0 0
)
. (5.1.44)
The function Z
~d
js in (5.1.42) is a generalised zeta function defined as
Z
~d
lm(s; q
2) =
∑
~r∈P~d
rlYlm(θ, φ)
(~r2 − q2)s , (5.1.45)
where the summation is done over the set
P~d = {~r ∈ R3| ~r = γˆ−1(~n+ 12 ~d)} ~n, ~d ∈ Z3. (5.1.46)
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The sum in (5.1.45) converges if Re(2s) > l+3 and the zeta function can be analytically
continued to the complex plane. The evaluation of the zeta function for s = 1 will be
discussed in Appendix A.
Now we can bring together the solutions from (5.1.41), (5.1.23) and (5.1.25). The
most general ~d-periodic solution of degree Λ is a superposition of (5.1.40) for l ≤ Λ and
we get the equation
Λ∑
l=0
l∑
m=−l
vlmG
~d
lm(~x, kCM)
=
Λ∑
l=0
l∑
m=−l
clm
[
al(kCM)jl(kCMx) + bl(kCM)nl(kCMx)
]
Ylm(θ, φ). (5.1.47)
Using equation (5.1.41) the coefficient vlm can be eliminated and we remain with
clmal(kCM) =
Λ∑
l′=0
l′∑
m′=−l′
cl′m′bl′(kCM)M
~d
l′m′,lm(kCM). (5.1.48)
We can introduce the new coefficients
Alm,l′m′ = al(kCM)δll′δmm′ and Blm,l′m′ = bl(kCM)δll′δmm′ . (5.1.49)
Then A and B are diagonal matrices and we change equation (5.1.48) into a matrix
equation
C(A−BM) = 0. (5.1.50)
This system of linear equations has a non-trivial solution if det[A−BM ] = 0. Also the
equation (5.1.32) for the phase shift can be converted into
e2iδ =
A+ iB
A− iB . (5.1.51)
Applying the decomposition A − BM = i
2
[(A + iB)(M − i) − (A − iB)(M + i)] and
factoring out A− iB we use the above equation and the fact that det(A−BM) = 0 to
get the final result for the phase shift
det
[
e2iδ − M + i
M − i
]
= 0. (5.1.52)
The shape of M depends on the momentum direction ~d, which also determines the shape
of the box (the lattice) and the underlying point symmetry group in the centre-of-mass
frame. The group theoretical aspects will be discussed in the next chapter.
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phase shift for non-zero total
momenta
The task of this section is the calculation of the scattering phases for three different
momentum directions. The first section is a short recapitulation of some important
terms and propositions of finite group theory which we will need for further calculations.
In the second section the derivation of the scattering phase formulas follows.
6.1. Group theory
The symmetry groups which we will consider in this section are finite subgroups of O(3)
(rotations and rotation-inversions) and are called point groups. We want to calculate
the phase shift formulas for the directions (0, 0, 1), (1, 1, 0) and (1, 1, 1) of the total
momentum. In the last chapter we already mentioned that a non-zero total momentum
leads to a deformation of the cube in the centre-of-mass frame. This new shape has
less symmetries than the original one underlying the cubic group. Table 6.1.1 gives
an overview of the total momentum directions used in this work and the related point
groups.
In this subsection we want to recapitulate briefly some important tools from group
theory that we will need for our analysis. Assume that the considered group G is
finite and the number of elements is N . Furthermore there is a representation D :
G → GL(V ) of G, where V is some vector space and D is reducible. If D is a finite
dimensional (unitary) representation of G, we can decompose D into a direct sum of
(unitary) irreducible representations
D =
k∑
j=1
⊕ajDj (6.1.1)
where the irreducible representationsDj are pairwise non-equivalent. The aj’s are unique
and called multiplicity of Dj. If g ∈ G is an element of G and D is a matrix represen-
tation, D(g) is a block diagonal matrix.
The character χ of a representation D is the trace of the representation matrix
χ(g) = tr(D(g)), g ∈ G. (6.1.2)
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Direction point group # of elements Name
(0, 0, 0) Oh 48 cubic
(0, 0, 1) D4h 16 tetragonal
(1, 1, 0) D2h 8 orthorhombic
(1, 1, 1) D3d 12 trigonal
Table 6.1.1.: Overview of the used point groups.
Equivalent representations have the same character and representations with the same
character are equivalent. Special cases are one-dimensional representations where χ(g) =
D(g) and the character of the identity element e, which is the dimension of the repre-
sentation. Furthermore if the irreducible representations Dj are of dimension nj with
j = 1, . . . , k the following holds:
k∑
j=1
n2j = N. (6.1.3)
Finally we give the formula for computing the multiplicities:
aj =
1
N
∑
g∈G
(χ(j)(g))∗ · χ(g) j = 1, . . . , k (6.1.4)
where χ(j) is the character of the j-th irreducible representation.
6.2. Scattering phases
Now we want to present the derivation of the explicit scattering phase formulas for the
different total momenta. The direction ~d = (0, 0, 1) will serve as a detailed example
for the calculation. The remaining directions can be analysed in the same way and we
restrict ourselves to the main results.
Let us assume that R is an element of one of the considered point groups. According
to [30], the transformation of the harmonic polynomials under R is given by
Ylm(R · ~r) =
l∑
m′=−l
D
(l)
mm′(R)Ylm′(~r) (6.2.1)
where D
(l)
mm′(R) is a unitary matrix representation of R. From this formula and the
definition of the zeta function (5.1.45) we can immediately derive the transformation
properties of the zeta function under an element of the cubic group:
Z
~d
lm(s; q
2) =
l∑
m′=−l
D
(l)
mm′(R)Z
~d
lm′(s; q
2). (6.2.2)
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The spin of the rho is equal to 1 so we set the maximal angular momentum to Λ =
1. At this point we restrict our calculations to the tetragonal group D4h. It is the
symmetry group of the cubic box warped by the Lorentz factor γ in (0, 0, 1) direction.
Setting l = 1 gives us a 3-dimensional matrix representation D(1) which decomposes into
irreducible representations. A good overview of the point groups with character tables
gives for example [3]. We see that D4h possesses 10 irreducible representations called
A±1 , A
±
2 , B
±
1 , B
±
2 and E
± with dimensions 1, 1, 1, 1 and 2, respectively. Using character
tables and equation (6.1.4) we can decompose D(0) and D(1) into
D(0) = A+1
D(1) = A−2 ⊕ E−.
(6.2.3)
This means that the case l = 0 is characterised by the trivial representation A+1 . When
l = 1 the representation space is 3-dimensional but we can decompose it into a 1- and
2-dimensional irreducible subspace, which correspond to the longitudinal and transverse
polarisations, respectively. Here polarisation refers to the polarisation of the intermedi-
ate rho state: The spin of the rho can be either parallel to its momentum (longitudinal
polarisation) or orthogonal to it (transverse polarisation). With the angular momentum
cut Λ = 1 the matrix M in (5.1.52) reads
Mlm,l′m′ =

M00,00 M00,1−1 M00,10 M00,11
M1−1,00 M1−1,1−1 M1−1,10 M1−1,11
M10,00 M10,1−1 M10,10 M10,11
M11,00 M11,1−1 M11,10 M11,11
 . (6.2.4)
The matrix elements contain the tensors (5.1.44) but just a small number of the j, s
combinations gives nonzero values (see table 6.2.1). This is the starting point for all
scattering phase shift calculations. The next step is to consider the symmetry trans-
formations of the warped box (elements of D4h). Using the group elements in equation
(6.2.2) leads to the transformation properties of the zeta function under the tetragonal
group. The consequences are further restrictions on the matrix elements. For D4h we
get
Z
~d
js(1; q
2) = 0 if j is odd
Z
~d
js(1; q
2) = Z
~d
j−s(1; q
2)
Z
~d
js(1; q
2) = 0 if s 6= 0,±4,±8, . . . .
(6.2.5)
Including this makes Mlm,l′m′ diagonal. Writing our key equation (5.1.52) as det(A) = 0
gives
det(A00) det(A11) det(A22) det(A33) = 0 (6.2.6)
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l m l′ m′ (j, s) combinations
0 0 0 0 (0, 0)
0 0 1 −1 (1,−1)
0 0 1 0 (1, 0)
0 0 1 1 (1, 1)
1 −1 0 0 (1, 1)
1 −1 1 −1 (0, 0), (2, 0)
1 −1 1 0 (2, 1)
1 −1 1 1 (2, 2)
1 0 0 0 (1, 0)
1 0 1 −1 (2,−1)
1 0 1 0 (0, 0), (2, 0)
1 0 1 1 (2, 1)
1 1 0 0 (1,−1)
1 1 1 −1 (2,−2)
1 1 1 0 (2,−1)
1 1 1 1 (0, 0), (2, 0)
Table 6.2.1.: Index combinations giving nonzero values of Clm,js,l′m′ (see (5.1.44)).
with
A00 = e
2iδ0(M00,00 − i)− (M00,00 + i)
A11 = e
2iδ1(M1−1,1−1 − i)− (M1−1,1−1 + i)
A22 = e
2iδ1(M10,10 − i)− (M10,10 + i)
A33 = e
2iδ1(M11,11 − i)− (M11,11 + i)
(6.2.7)
To solve (6.2.6) we set every determinant equal to zero and then det(A00) = 0 for
example gives
e2iδ0 =
M00,00 + i
M00,00 − i . (6.2.8)
Multiplying numerator and denominator with M00,00 + i we finally get
tan δ0 =
1
M00,00
, (6.2.9)
where the matrix element is
M00,00 = γ
−1 1
qpi3/2
(Z
~d
00(1; q
2))∗ (6.2.10)
and we have defined q as in (5.1.43)
q =
|~kCM |L
2pi
. (6.2.11)
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This is the result for angular momentum l = 0 analogous to the result in [30]. The
solutions for l = 1 are obtained in the same way. Using the symmetries (6.2.5) and
the Wigner 3j-symbols we find that M1−1,1−1 = M11,11 and conclude that the phase
determined from A11 = A33 = 0 corresponds to the transverse polarisation. The results
for l = 1 are
1
tan δ1
=
γ−1
qpi3/2
(
(Z
~d
00(1; q
2))∗ +
2√
5q2
(Z
~d
20(1; q
2))∗
)
longitudinal (6.2.12)
1
tan δ1
=
γ−1
qpi3/2
(
(Z
~d
00(1; q
2))∗ − 1√
5q2
(Z
~d
20(1; q
2))∗
)
transverse (6.2.13)
which agree with the results obtained in [40].
The calculations of the scattering phases for D2h and D3d follow the above example
with the difference that the calculation of the determinant in (5.1.52) gets more involved.
We note that the l = 0 case is always included in the matrix Mlm.l′m′ which gives us
the previous result (6.2.9). Therefore we just concentrate on the case l = 1 and give
the main results. The orthorhombic group D2h possesses 8 irreducible representations
A±, B±1 , B
±
2 and B
±
3 which all have dimension one. Then D
(1) decomposes into
D(1) = B−1 ⊕B−2 ⊕B−3 (6.2.14)
with one longitudinal (B−1 ) and two transverse representations which we called transverse
1 (B−2 ) and transverse 2 (B
−
3 ). The conditions on the zeta function are
Z
~d
js(1; q
2) = 0 if j or s is odd
Z
~d
j−s(1; q
2) =
1
is
Z
~d
js(1; q
2).
(6.2.15)
The l = 1 submatrix of (6.2.4) has the form
M1m,l′m′ =
 M11,11 0 M1−1,110 M10,10 0
−M1−1,11 0 M11,11
 . (6.2.16)
where we already made use of the symmetries and the final scattering phase shifts are
1
tan δ1
=
γ−1
qpi3/2
(
(Z
~d
00(1; q
2))∗ − 1√
5q2
(Z
~d
20(1; q
2))∗
+
i
q2
√
6
5
(Z
~d
22(1; q
2))∗
)
longitudinal (6.2.17)
1
tan δ1
=
γ−1
qpi3/2
(
(Z
~d
00(1; q
2))∗ +
2√
5q2
(Z
~d
20(1; q
2))∗
)
transverse 2 (6.2.18)
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1
tan δ1
=
γ−1
qpi3/2
(
(Z
~d
00(1; q
2))∗ − 1√
5q2
(Z
~d
20(1; q
2))∗
− i
q2
√
6
5
(Z
~d
22(1; q
2))∗
)
transverse 1 (6.2.19)
The last group we take into account is the trigonal one, D3d. The 6 irreducible
representations A±1 , A
±
2 and E
± have dimension 1, 1 and 2. The 3-dimensional space
decomposes into a 1- and a 2-dimensional subspace
D(1) = A−2 ⊕ E−. (6.2.20)
Note that A−2 corresponds to the longitudinal and E
− to the transverse state. Inserting
group elements in (6.2.2) we find
Z
~d
js(1; q
2) = 0 if j is odd
Z
~d
j−s(1; q
2) =
1
(−i)sZ
~d
js(1; q
2)
(6.2.21)
and for the submatrix
M1m,l′m′ =
 M11,11 −M10,11 M1−1,11−iM10,11 M10,10 M10,11
−M1−1,11 iM10,11 M11,11
 . (6.2.22)
The final phase shifts δ1 for the longitudinal and transverse case are
1
tan δ1
=
γ−1
qpi3/2
(
(Z
~d
00(1; q
2))∗ +
2i
q2
√
6
5
(Z
~d
22(1; q
2))∗
)
longitudinal (6.2.23)
1
tan δ1
=
γ−1
qpi3/2
(
(Z
~d
00(1; q
2))∗ − i
q2
√
6
5
(Z
~d
22(1; q
2))∗
)
transverse. (6.2.24)
In the next chapter we want to construct the appropriate operators for pion resonance
scattering and analyse their transformation behaviour under the three point groups
D4h, D2h and D3d.
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scattering and their transformation
behaviour under point groups
In this chapter we first define the operators for the 2-pion state and the rho with definite
momentum. Then we describe a general formalism how we can find 2-pion operator
combinations which transform according to an irreducible representation of a given point
group followed by concrete calculations for the groups D4h, D2h and D3d. Subsequently
the same will be done for the rho operator. For a more general treatment see, e.g., [24].
7.1. Operators for pion scattering
In the section about meson interpolators we mentioned that we will use the variational
method for extracting the energy levels. Therefore we have to find suitable operators.
We construct the rho interpolator as
ρa(~x, t) = ψ¯(~x, t)γiF
aψ(~x, t) (7.1.1)
with isospin index a = 1, 2, 3 and F a = σa are the Pauli matrices. The pion operator pi
is constructed analogously to the rho
pia(~x, t) = ψ¯(~x, t)γ5F
aψ(~x, t), (7.1.2)
and 2-pion operators can be constructed from
pia(~x, t)pib(~y, t). (7.1.3)
Operators with definite momentum are given by
ρa(~p, t) =
∑
~x
ei~p~xρa(~x, t), (7.1.4)
pipiab(~p1, ~p2, t) = pi
a(~p1, t)pi
b(~p2, t)
=
∑
~x,~y
ei~p1~xei~p2~ypia(~x, t)pib(~y, t), (7.1.5)
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where the pion at position ~x has momentum ~p1 and the other pion has momentum ~p2
and all momentum components are integer multiples of 2pi
L
. In addition we define
ρa(~p, t) = −
∑
~x
e−i~p~xρa(~x, t) (7.1.6)
pipiab(~p1, ~p2, t) =
∑
~x,~y
e−i~p1~xe−i~p2~ypia(~x, t)pib(~y, t). (7.1.7)
The minus sign in (7.1.6) takes care of the behaviour of the corresponding Hilbert space
operator under hermitian conjugation.
7.2. Transformation properties of 2-particle operators
under point groups
Now we want to analyse the transformation behaviour of pipiab(~p1, ~p2, t) and ρ
a(~p, t)
under certain subgroups of D4h, D2h and D3d. For the action of a group element R on
an operator O we write
O
R−→ O′ (7.2.1)
such that Oˆ′ = Uˆ †(R)OˆUˆ(R) for the corresponding operators Oˆ, Oˆ′ and a unitary rep-
resentation Uˆ in the Hilbert space. Using
ψ¯(~x, t)γ5ψ(~x, t)
R−→ det(R)ψ¯(R−1~x, t)γ5ψ(R−1~x, t) (7.2.2)
and det2(R) = 1 we get
O(~p1, ~p2, t)
R−→
∑
~x,~y
ei~p1~xei~p2~yψ¯(R−1~x, t)γ5F aψ(R−1~x, t)ψ¯(R−1~y, t)γ5F bψ(R−1~y, t)
=
∑
~x,~y
ei(R
−1~p1)~xei(R
−1~p2)~yψ¯(~x, t)γ5F
aψ(~x, t)ψ¯(~y, t)γ5F
bψ(~y, t)
= O(R−1~p1, R−1~p2, t)
(7.2.3)
where O(~p1, ~p2, t) is an abbreviation for the 2-pion operator pipi
ab(~p1, ~p2, t). For the later
treatment it is convenient to define the total momentum ~q = ~p1 + ~p2 and to set
~p1 = ~p+ ~q, ~p2 = −~p (7.2.4)
where ~p is arbitrary. Moreover we write O[~q, ~p] ≡ O(~p1, ~p2, t).
Now let G be some finite subgroup of O(3) with N elements R1, R2, . . . , RN where
Ri ·~q = ~q holds for all i = 1, . . . , N . If we apply all Ri to ~p we get a set P of N vectors ~pi
some of which can be identical. From these we choose the subset P = {~p1, ~p2, . . . , ~pN ′} ⊂
54
7.2. Transformation of 2-particle operators
P of the N ′ pairwise different momenta. Because R−1i ∈ G also R−1i · ~p ∈ P if ~p ∈ P .
From (7.2.3) we immediately see that
O[~q, ~p]
R−→ O[~q, R−1~p] (7.2.5)
holds where R ∈ {R1, . . . RN}. With the momenta ~pi ∈ P we can build a whole set of
operators O[~q, ~pi] and we can write down an equation in matrix/vector notation for their
transformation behaviour under R:
O[~q, ~p1]
O[~q, ~p2]
...
O[~q, ~pN ′ ]
 R−→
M11(R) . . . M1N ′(R)... ...
MN ′1(R) . . . MN ′N ′(R)


O[~q, ~p1]
O[~q, ~p2]
...
O[~q, ~pN ′ ]
 (7.2.6)
or in shorthand notation
O[~q, ~pi]
R−→
N ′∑
j=1
Mij(R)O[~q, ~pj] for all i ∈ {1, . . . , N ′}. (7.2.7)
The matrix Mij(R) is an N
′-dimensional representation of the group element R. For a
linear combination of operators
N ′∑
i=1
aiO[~q, ~pi] (7.2.8)
we get
N ′∑
i=1
aiO[~q, ~pi]
R−→
N ′∑
i,j=1
aiMij(R)O[~q, ~pj]. (7.2.9)
The goal is now to find linear combinations of the operators O[~q, ~pi] such that they
transform according to one of the irreducible representations of the point group G.
Instead of applying the projection operators constructed in abstract group theory (see
for example [35]) we use a somewhat “pedestrian“ approach. So let L be some M -
dimensional (M ≤ N ′ ≤ N) irreducible representation of G with matrices L(R). If
an appropriate combination of O[~q, ~pi] should transform according to the irreducible
representation L the following equation must be fulfilled:
N ′∑
i,j=1
ami Mij(R)O[~q, ~pj] =
M∑
k=1
Lmk(R)
N ′∑
i=1
akiO[~q, ~pi] for all m ∈ {1, . . . ,M}. (7.2.10)
For a given irreducible representation (7.2.10) yields a set of linear equations for every
group element R. From these we can then determine the coefficients ami . Let us now
consider the different point groups that are of interest to us.
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7.2.1. Transformation under D4h
We already analysed D4h in section 6. Here we restrict ourselves to the subgroup C4v
(isomorphic to the dihedral group D4), which leaves the total momentum ~q ∝ (0, 0, 1)
invariant, i.e., R · ~q = ~q ∀ R ∈ C4v. This group has 8 elements in 5 conjugacy classes.
The 3-dimensional matrix representations of these elements are
R1 =
1 0 00 1 0
0 0 1
 R2 =
1 0 00 −1 0
0 0 1
 R3 =
−1 0 00 1 0
0 0 1

R4 =
−1 0 00 −1 0
0 0 1
 R5 =
 0 1 0−1 0 0
0 0 1
 R6 =
0 −1 01 0 0
0 0 1
 (7.2.11)
R7 =
0 1 01 0 0
0 0 1
 R8 =
 0 −1 0−1 0 0
0 0 1
 .
The conjugacy classes are {R1}, {R4}, {R5, R6}, {R2, R3} and {R7, R8}. If we choose
~p = (0, 0, p) then P = {~p} and R~p = ~p holds for all R ∈ G. Therefore the representation
is 1-dimensional and we have
O[~q, ~p]
R−→ O[~q, ~p]. (7.2.12)
In this case we have the trivial representation.
Now we set ~p = (p, 0, 0). Applying all R in (7.2.11) to ~p we get the set
P =
{
~p1 =
p0
0
 , ~p2 =
0p
0
 , ~p3 =
−p0
0
 , ~p4 =
 0−p
0
} (7.2.13)
which gives us a 4-dimensional representation. For every R we construct the correspond-
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{R1} {R4} {R5, R6} {R2, R3} {R8, R7}
A1 1 1 1 1 1
A2 1 1 1 -1 -1
B1 1 1 -1 1 -1
B2 1 1 -1 -1 1
E 2 -2 0 0 0
Table 7.2.1.: Character table of C4v.
ing transformation matrix M(R):
M(R1) =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 M(R2) =

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

M(R3) =

0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1
 M(R4) =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

M(R5) =

0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
 M(R6) =

0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0

M(R7) =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 M(R8) =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 . (7.2.14)
With the help of character tables [3, 35] we can decompose this representation into the
irreducible representations
A1 ⊕B1 ⊕ E (7.2.15)
where A1 and B1 are 1-dimensional and E is 2-dimensional (see table 7.2.1). To find
a combination
∑
aiO[~q, ~pi] that transforms according to the trivial representation A1
is not hard. Using (7.2.10) we get a1 = a2 = a3 = a4 for the coefficients and defining
a1 = 1 gives
O[~q, ~p1] +O[~q, ~p2] +O[~q, ~p3] +O[~q, ~p4] (7.2.16)
for A1.
Doing the same for B1, equation (7.2.10) gives us a set of relations for the coefficients
ai, for example a1 = a3 = −a2 = −a4 under R5. Choosing a1 = 1 it follows that
O[~q, ~p1]−O[~q, ~p2] +O[~q, ~p3]−O[~q, ~p4] (7.2.17)
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transforms according to the irreducible representation B1.
For the 2-dimensional representation E we give here an explicit form of its elements:
L(R1) =
(
1 0
0 1
)
L(R2) =
(
1 0
0 −1
)
L(R3) =
(−1 0
0 1
)
L(R4) =
(−1 0
0 −1
)
L(R5) =
(
0 1
−1 0
)
L(R6) =
(
0 −1
1 0
)
(7.2.18)
L(R7) =
(
0 1
1 0
)
L(R8) =
(
0 −1
−1 0
)
.
The equation that has to be solved reads
4∑
i,j=1
(
aiMij(R)O[~q, ~pj]
biMij(R)O[~q, ~pj]
)
=
4∑
i=1
L(R)
(
aiO[~q, ~pi]
biO[~q, ~pi]
)
. (7.2.19)
Setting R = R2 and R = R5 we obtain the two coefficient vectors ~a = (1, 0,−1, 0) and
~b = (0, 1, 0,−1) (choosing a1 = 1) and the operator doublet transforming according to
E is (
O[~q, ~p1]−O[~q, ~p3]
O[~q, ~p2]−O[~q, ~p4]
)
. (7.2.20)
The next momentum ~p that we analyse is ~p = (p, p, 0) which generates the momentum
set
P =
{
~p1 =
pp
0
 , ~p2 =
−p−p
0
 , ~p3 =
 p−p
0
 , ~p4 =
−pp
0
} (7.2.21)
under (7.2.11). The 4-dimensional representation matrices are then
M(R1) =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 M(R2) =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

M(R3) =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 M(R4) =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

M(R5) =

0 0 0 1
0 0 1 0
1 0 0 0
0 1 0 0
 M(R6) =

0 0 1 0
0 0 0 1
0 1 0 0
1 0 0 0
 (7.2.22)
M(R7) =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 M(R8) =

0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1
 .
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{R1} {R2} {R3} {R4}
A1 1 1 1 1
A2 1 -1 -1 1
B2 1 1 -1 -1
B1 1 -1 1 -1
Table 7.2.2.: Character table of C2v.
This representation decomposes into the three irreducible representations
A1 ⊕B2 ⊕ E. (7.2.23)
The trivial representation A1 is again easy to find and analogous to the previous case
O[~q, ~p1] +O[~q, ~p2] +O[~q, ~p3] +O[~q, ~p4]. (7.2.24)
For B2 we get the operator combination
O[~q, ~p1] +O[~q, ~p2]−O[~q, ~p3]−O[~q, ~p4] (7.2.25)
and for the 2-dimensional representation E the result is(
O[~q, ~p1]−O[~q, ~p2] +O[~q, ~p3]−O[~q, ~p4]
O[~q, ~p1]−O[~q, ~p2]−O[~q, ~p3] +O[~q, ~p4]
)
. (7.2.26)
7.2.2. Transformation under D2h
We consider the subgroup C2v of D2h which leaves invariant the total momentum ~q ∝
(1, 1, 0), like in the previous section. This group consists of the four elements
R1 =
1 0 00 1 0
0 0 1
 R2 =
1 0 00 1 0
0 0 −1

R3 =
0 1 01 0 0
0 0 1
 R4 =
0 1 01 0 0
0 0 −1
 . (7.2.27)
Because the group is Abelian all irreducible representations are 1-dimensional. In total
there are four irreducible representations whose characters are given in table 7.2.2.
Our first choice of ~p is ~p = (p, p, 0). Then Ri ·~p = ~p holds for all i = 1, . . . , 4. Therefore
P = {~p} and the operatorO[~q, ~p] transforms according to the trivial representation. Next
we choose ~p = (0, 0, p) and get the momentum set
P =
{
~p1 =
00
p
 , ~p2 =
 00
−p
} (7.2.28)
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The matrices for this 2-dimensional representation are
M(R1) =
(
1 0
0 1
)
M(R2) =
(
0 1
1 0
)
(7.2.29)
M(R3) =M(R1) M(R4) =M(R2)
and the representation space decomposes into
A1 ⊕B1. (7.2.30)
The operator combination transforming according to A1, the trivial representation, is
easy to construct and reads
O[~q, ~p1] +O[~q, ~p2]. (7.2.31)
The operator transforming according to B1 is
O[~q, ~p1]−O[~q, ~p2]. (7.2.32)
Choosing ~p = (p, 0, 0) gives us the set
P =
{
~p1 =
p0
0
 , ~p2 =
0p
0
} (7.2.33)
and the matrices of this representation are
M(R1) =
(
1 0
0 1
)
M(R3) =
(
0 1
1 0
)
(7.2.34)
M(R2) =M(R1) M(R4) =M(R3).
Again, the 2-dimensional representation decomposes into two 1-dimensional irreducible
spaces
A1 ⊕B2. (7.2.35)
The operator for the trivial representation is clear. It looks like (7.2.31) and the operator
transforming according to B2 has the same form as (7.2.32). The difference here is that
we just use different momenta ~p1, ~p2.
7.2.3. Transformation under D3d
The last case we pay attention to is the total momentum ~q ∝ (1, 1, 1). The subgroup
of D3d which leaves ~q invariant is C3v possessing three conjugacy classes. This group
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{R1} {R2, R3, R4} {R5, R6}
A1 1 1 1
A2 1 -1 1
E 2 0 -1
Table 7.2.3.: Character table of C3v.
interchanges the three components of the vector ~p and is therefore isomorphic to the
permutation group S3. The six group elements are
R1 =
1 0 00 1 0
0 0 1
 R2 =
0 1 01 0 0
0 0 1
 R3 =
0 0 10 1 0
1 0 0

R4 =
1 0 00 0 1
0 1 0
 R5 =
0 0 11 0 0
0 1 0
 R6 =
0 1 00 0 1
1 0 0
 . (7.2.36)
Table 7.2.3 summarises the irreducible characters and the conjugacy classes. Here again,
we have the trivial case when we use ~p = (p, p, p) and O[~q, ~p]
R−→ O[~q, ~p] for all R in C3v.
A more interesting case is ~p = (0, 0, p) which leads to a 3-dimensional representation
with momenta
P =
{
~p1 =
00
p
 , ~p2 =
0p
0
 , ~p3 =
p0
0
}. (7.2.37)
The matrices generated by this momentum set are
M(R1) =R1 M(R2) =R4 M(R3) =R3
M(R4) =R2 M(R5) =R6 M(R6) =R5 (7.2.38)
and the space decomposes into the trivial representation A1 and the 2-dimensional rep-
resentation E:
A1 ⊕ E. (7.2.39)
An operator transforming according to A1 is
O[~q, ~p1] +O[~q, ~p2] +O[~q, ~p3]. (7.2.40)
The unitary representation matrices for E are
L(R1) =
(
1 0
0 1
)
L(R2) =
(
−1
2
√
3
2√
3
2
1
2
)
L(R3) =
(
−1
2
−
√
3
2
−
√
3
2
1
2
)
L(R4) =
(
1 0
0 −1
)
L(R5) =
(
−1
2
−
√
3
2√
3
2
−1
2
)
L(R6) =
(
−1
2
√
3
2
−
√
3
2
−1
2
)
. (7.2.41)
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With the help of R3 and R5 we get the coefficient vectors ~a = (1, 1,−2) and ~b =
(
√
3,−√3, 0) and the operator is(
O[~q, ~p1] +O[~q, ~p2]− 2O[~q, ~p3]√
3O[~q, ~p1]−
√
3O[~q, ~p2]
)
. (7.2.42)
Another possibility to choose ~p is ~p = (p, p, 0). This leads to the set
P =
{
~p1 =
pp
0
 , ~p2 =
0p
p
 , ~p3 =
p0
p
} (7.2.43)
with representation matrices
M(R1) =R1 M(R2) =R4 M(R3) =R2
M(R4) =R3 M(R5) =R5 M(R6) =R6. (7.2.44)
The decomposition of this 3-dimensional space is the same as (7.2.39) and the A1 oper-
ator looks like (7.2.40). But the operator combination transforming according to E is
different and reads (
O[~q, ~p1]− 2O[~q, ~p2] +O[~q, ~p3]√
3O[~q, ~p1]−
√
3O[~q, ~p3]
)
. (7.2.45)
7.3. Transformation of the rho meson operator under
point groups
The situation for the rho is the same as the 2-pion case: We want to find a combination
of rho operators which transforms according to the irreducible representation of some
point group. For total momentum ~q we define the rho meson operator as
Oi(~q) =
∑
~x
ei~q~xψ¯(~x)γiF
aψ(~x) (7.3.1)
where we omitted the time t in ψ, ψ¯ for simplicity. For R ∈ O(3) the following holds:
ψ¯(~x)γiψ(~x)
R−→
3∑
j=1
Rijψ¯(R
−1~x)γjψ(R−1~x). (7.3.2)
The same is true for the rho with Dirac structure γiγ4, therefore we will restrict the
calculations to γi. In the previous section we constructed different operators by choosing
different values for the momentum ~p. In the actual case the particle momentum is
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fixed but we can combine rho mesons with different Dirac structure γi. An arbitrary
combination would then be
O~a·~γ(~q) ≡
3∑
i=1
aiOi(~q) =
3∑
i=1
ai
∑
~x
ei~q~xψ¯(~x)γiF
aψ(~x). (7.3.3)
From equation (7.3.2) together with (7.3.3) we deduce
3∑
i=1
ai
∑
~x
ei~q~xψ¯(~x)γiF
aψ(~x)
R−→
3∑
i,j=1
aiRij
∑
~x
ei(R
−1~q)~xψ¯(~x)γjF
aψ(~x) (7.3.4)
and in a shorthand notation using (7.3.1) this equation reads
3∑
i=1
aiOi(~q)
R−→
3∑
i,j=1
aiRijOj(R
−1~q). (7.3.5)
Now assume that an M -dimensional irreducible representation L of one point group G
is given. According to (7.3.3) we construct a set of M operators O~a1·~γ(~q), O~a2·~γ(~q), . . . ,
O~aM ·~γ(~q). Using (7.3.5) we get the relation
3∑
i,j=1
 a
1
iRijOj(R
−1~q)
...
aMi RijOj(R
−1~q)
 = 3∑
i=1
L11(R) . . . L1M(R)... ...
LM1(R) . . . LMM(R)

 a
1
iOi(R
−1~q)
...
aMi Oi(R
−1~q)
 . (7.3.6)
A shorthand notation is
3∑
i,j=1
ami RijOj(R
−1~q) =
M∑
k=1
Lmk(R)
3∑
i=1
akiOi(R
−1~q) (7.3.7)
This means that the set O~a1·~γ(~q), . . . , O~aM ·~γ(~q) transforms according to the irreducible
representation L. As in the case of 2-particle operators we use the R and L(R) with
(7.3.6) to calculate the coefficients ami ,m = 1, . . . ,M .
7.3.1. Transformation under D4h
To analyse this case we consider again the point group C4v with elements given in (7.2.11)
and R~q = ~q for ~q ∝ (0, 0, 1). This 3-dimensional representation decomposes into
A1 ⊕ E. (7.3.8)
For the trivial representation, we find that a1 = a2 = 0. Choosing a3 = 1 we find that
O3(~q) longitudinal (7.3.9)
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transforms according to A1.
For the 2-dimensional representation, using for example R = R5, we get the equation:(
a1O2(~q)− a2O1(~q) + a3O3(~q)
b1O2(~q)− b2O1(~q) + b3O3(~q)
)
=
(
0 1
−1 0
)(
a1O1(~q) + a2O2(~q) + a3O3(~q)
b1O1(~q) + b2O2(~q) + b3O3(~q)
)
. (7.3.10)
From this equations we extract a3 = 0, a1 = b2 and b1 = −a2. Doing the same with R2
leads to a2 = b1 = 0 and the operator is then(
O1(~q)
O2(~q)
)
transverse. (7.3.11)
Note that when we use a different direction of the total momentum, e.g. ~q = (1, 0, 0),
the operator transforming according to A1 is then O1(~q) and the operator corresponding
to E is (O2(~q), O3(~q))
T , etc.
7.3.2. Transformation under D2h
The procedure is the same as before: We decompose the 3-dimensional representation
of C2v given in (7.2.27) into
A1 ⊕B1 ⊕B2. (7.3.12)
For total momentum (1, 1, 0) or (−1,−1, 0) the operators are:
A1 : O1(~q) +O2(~q) longitudinal (7.3.13)
B2 : O1(~q)−O2(~q) transverse 1 (7.3.14)
B1 : O3(~q) transverse 2 (7.3.15)
and for total momentum (−1, 1, 0) or (1,−1, 0) we get
A1 : O1(~q)−O2(~q) longitudinal (7.3.16)
B2 : O1(~q) +O2(~q) transverse 1 (7.3.17)
B1 : O3(~q) transverse 2 (7.3.18)
and similarly for other ~q’s.
7.3.3. Transformation under D3d
The representation (7.2.36) of C3v decomposes into a 1- and a 2-dimensional irreducible
representation
A1 ⊕ E. (7.3.19)
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Choosing ~q ∝ (1, 1, 1) or (−1,−1,−1) we find that
O1(~q) +O2(~q) +O3(~q) (7.3.20)
transforms according to the trivial representation A1 (longitudinal). A doublet of oper-
ators transforming according to E (transverse) can be written as(
O~a·~γ(~q)
O~b·~γ(~q)
)
(7.3.21)
where we obtain
~a =
1√
6
−21
1
 ,~b = 1√
2
 0−1
1
 . (7.3.22)
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8. Energy levels from resonance
scattering
Now we want to introduce the effective range model which successfully describes pion
scattering phases in experimental particle physics. With this model we also want to
derive the expected energies for pion scattering on the lattice.
8.1. The effective range model
According to the Particle Data Group [4] the rho meson has a mass of mρ = (775.49±
0.34) MeV and a full width of Γρ = (149.1 ± 0.8) MeV. Almost all rho mesons decay
into two pions. The scattering phase shift is a function between 0 and pi and takes the
value pi/2 at the resonance energy. The effective range formula [31] is a parametrisation
near the rho energy and used in experimental physics to describe the phase shift curve:
tan(δer11(k)) =
k3
W (a+ bk2)
. (8.1.1)
The two parameters a and b are related to the mass and the width of the resonance by
a = −bk2ρ =
4k5ρ
m2ρΓρ
(8.1.2)
with the momentum
kρ =
1
2
√
m2ρ − 4m2pi. (8.1.3)
The width can be extracted from the ρ − pipi interaction Lagrangian at first order. We
get
Γρ =
g2ρpipi
6pim2ρ
· k3ρ (8.1.4)
with the coupling
gρpipi ≈ 6.0. (8.1.5)
In section 6 we saw that for given total momentum 2pi
L
~d and polarisation the tangent
of the scattering phase shift is given by some function f(q) with q = L
2pi
kCM . Using the
effective range model we can compute solutions kCM of
tan(δer11(kCM)) = f(q) (8.1.6)
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varying mpiL. From kCM we then obtain the energy levels in the laboratory frame via
WL =
√(
2pi
L
~d
)2
+ 4(k2CM +m
2
pi). (8.1.7)
The energy for two non-interacting pions is
WL =
√
~p21 +m
2
pi +
√
~p22 +m
2
pi (8.1.8)
with momenta
~p1 =
2pi~n
L
+
2pi~d
L
, ~p2 = −2pi~n
L
(8.1.9)
where ~d ∈ Z3 is fixed and ~n ∈ Z3 is arbitrary. For the rho meson we have
W ρL =
√
~p2 +m2ρ with ~p =
2pi~d
L
. (8.1.10)
8.2. The 2-pion operators
When we calculate the free energy levels according to (8.1.8) we get all of them mixed
together. To disentangle the different polarisations we calculate the energies for a small
interaction and compare them with the energies from the non-interacting theory. This
procedure allows us to identify the various group representations. We work with a 2-pion
operator of isospin I = 1 and Iz = 0 given by [7]
pipi(~p1, ~p2) =
1√
2
(
pi−(~p1)pi+(~p2)− pi+(~p1)pi−(~p2)
)
. (8.2.1)
Interchanging ~p1 and ~p2 gives
pipi(~p2, ~p1) = −pipi(~p1, ~p2). (8.2.2)
With (8.2.2) and the results from the last chapter we can now write down 2-pion oper-
ators for the different polarisations and point groups. The corresponding rho operators
can be read off directly from chapter 7. It is important that the rho and 2-pion oper-
ators have the identical transformation behaviour. In the following discussion we omit
the factor 2pi
L
in the momenta for simplicity.
8.2.1. Group D4h
We assume that the two pions have the momenta ~p1 = ~d + ~n and ~p2 = −~n where
~d = (0, 0, 1). The vectors ~n which determine the energy levels for the longitudinal
polarisation, are
~n = (0, 0, 0), (0, 1, 0), (0, 0, 1), . . . (8.2.3)
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and for the transverse polarisation
~n = (0, 1, 0), (1, 1, 0), . . . . (8.2.4)
The lowest energy level corresponds to the longitudinal polarisation with ~n = (0, 0, 0).
In this case we have R · ~n = ~n for all group elements R, therefore the representation is
1-dimensional and trivial and the 2-pion operator is
pipi(~d,~0) (8.2.5)
which is the same as in [7].
The next higher level corresponds to ~n = (0, 1, 0), which appears for the longitudinal
and for the transverse polarisation. According to (7.2.13) the group elements R ∈ C4v
generate from ~n the set
P =
{
~n1 =
10
0
 , ~n2 =
01
0
 , ~n3 =
−10
0
 , ~n4 =
 0−1
0
}. (8.2.6)
For the trivial representation A1 we get the operator
pipi(
( 1
0
1
)
,
( −1
0
0
)
) + pipi(
( 0
1
1
)
,
( 0−1
0
)
) + pipi(
( −1
0
1
)
,
( 1
0
0
)
) + pipi(
( 0−1
1
)
,
( 0
1
0
)
) (8.2.7)
which corresponds to the first excited longitudinal level. Representation B1 gives
pipi(
( 1
0
1
)
,
( −1
0
0
)
)− pipi(( 01
1
)
,
( 0−1
0
)
) + pipi(
( −1
0
1
)
,
( 1
0
0
)
)− pipi(( 0−1
1
)
,
( 0
1
0
)
) (8.2.8)
but this representation does not appear in the rho case as we have seen in section 7.3.1.
For the 2-dimensional representation E we havepipi(( 101 ), ( −100 ))− pipi(( −101 ), ( 100 ))
pipi(
( 0
1
1
)
,
( 0−1
0
)
)− pipi(( 0−1
1
)
,
( 0
1
0
)
)
 (8.2.9)
corresponding to the lowest level for transverse polarisation.
8.2.2. Group D2h
Here we have ~d = (1, 1, 0). In the case of the longitudinal polarisation (representation
A1 of C2v) we have the vectors
~n = (0, 0, 0), (0, 0, 1), (1, 0, 0), . . . , (8.2.10)
in the case of transverse 2 (representation B1)
~n = (0, 0, 1), (−1, 0,−1), . . . (8.2.11)
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and for transverse 1 (representation B2)
~n = (−1, 0, 0), (−1, 0,−1), (1, 0, 0), . . . . (8.2.12)
The lowest level is again longitudinal with ~n = (0, 0, 0) and result is the same as for D4h:
pipi(~d,~0). (8.2.13)
The next higher energy level is ~n = (−1, 0, 0) contained in the transverse 1 polarisation.
Here we get the set (see (7.2.33))
P =
{
~n1 =
−10
0
 , ~n2 =
 0−1
0
}. (8.2.14)
The 2-dimensional space is a direct sum of A1 and B2. For the trivial representation A1
the operator is (7.2.31)
pipi(
( 0
1
0
)
,
( 1
0
0
)
) + pipi(
( 1
0
0
)
,
( 0
1
0
)
) = 0. (8.2.15)
The operator vanishes because of the symmetry (8.2.2). For the representation B2 we
can also make use of this symmetry property and (7.2.32) simplifies to
2pipi(
( 0
1
0
)
,
( 1
0
0
)
). (8.2.16)
This operator belongs to the lowest energy of transverse 1.
The lowest energy state for transverse 2 is ~n = (0, 0, 1), which is also the first excited
level of the longitudinal polarisation. For the set of vectors ~ni we get (see (7.2.28))
P =
{
~n1 =
00
1
 , ~n2 =
 00
−1
}. (8.2.17)
The space decomposes into A1 and B1. Now both operators are non-zero and the one
transforming like A1 is
pipi(
( 1
1
1
)
,
( 0
0−1
)
) + pipi(
( 1
1−1
)
,
( 0
0
1
)
) (8.2.18)
which belongs to the longitudinal polarisation. The operator for the transverse 2 state
is then
pipi(
( 1
1
1
)
,
( 0
0−1
)
)− pipi(( 11−1 ), ( 001 )). (8.2.19)
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8.2.3. Group D3d
For this point group we choose ~d = (1, 1, 1). The ~n’s which give the energy levels for the
longitudinal case (representation A1 of C3v) are
~n = (0, 0, 0), (−1, 0, 0), (1, 0, 0), . . . (8.2.20)
and for the transverse case (representation E)
~n = (−1, 0, 0), (1, 0, 0), . . . . (8.2.21)
The longitudinal polarisation with ~n = (0, 0, 0) gives the operator
pipi(~d,~0) (8.2.22)
as for the previous groups. The vector ~n = (−1, 0, 0) provides the lowest level for
transverse polarisation and also the first excited level for longitudinal polarisation. The
set corresponding to (7.2.37) and defining a 3-dimensional representation is
P =
{
~p1 =
 00
−1
 , ~p2 =
 0−1
0
 , ~p3 =
−10
0
}. (8.2.23)
The trivial representation gives the operator for the longitudinal level
pipi(
( 1
1
0
)
,
( 0
0
1
)
) + pipi(
( 1
0
1
)
,
( 0
1
0
)
) + pipi(
( 0
1
1
)
,
( 1
0
0
)
) (8.2.24)
and the result for the 2-dimensional representation E belonging to transverse polarisation
is (see (7.2.42)) pipi(( 110 ), ( 001 )) + pipi(( 101 ), ( 010 ))− 2pipi(( 011 ), ( 100 ))√
3pipi(
( 1
1
0
)
,
( 0
0
1
)
)−√3pipi(( 10
1
)
,
( 0
1
0
)
)
 . (8.2.25)
8.3. Energy level plots
The following pictures show the energy levels for the two interacting pions (solid black
lines), the non-interacting pions (blue dashed lines) and the rho (dashed red line). In
the upper part we show also the corresponding scattering phases from the effective range
model. The assumed rho to pion mass ratio is mρ/mpi = 0.29 and gρpipi = 6.0. The two
dotted vertical lines refer to the mpiL values of the 32
3 × 64 and 403 × 64 lattices used
in our numerical work (see chapter 10).
Where the non-interacting 2-pion energy levels cross the rho energy, we can nicely see
the so-called avoided level crossing for the interacting particles.
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Figure 8.3.1.: Scattering phase shift and energy levels from the effective range model for
total momentum (0, 0, 1) and longitudinal polarisation.
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Figure 8.3.2.: Scattering phase shift and energy levels from the effective range model for
total momentum (0, 0, 1) and transverse polarisation.
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Figure 8.3.3.: Scattering phase shift and energy levels from the effective range model for
total momentum (1, 1, 0) and longitudinal polarisation.
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Figure 8.3.4.: Scattering phase shift and energy levels from the effective range model for
total momentum (0, 0, 2) and longitudinal polarisation.
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9. The correlation functions
To extract energies from the meson correlation functions we make use of the variational
method which we introduced in chapter 4. The correlation matrix will be constructed
from the basis operators pipiab(t) and ρa(t) defined in chapter 7 as
ρa(~p, t) =
∑
~x
ei~p~xρa(~x, t) (9.0.1)
pipiab(~p1, ~p2, t) = pi
a(~p1, t)pi
b(~p2, t)
=
∑
~x,~y
ei~p1~xei~p2~ypia(~x, t)pib(~y, t) (9.0.2)
and
ρa(~p, t) = −
∑
~x
e−i~p~xρa(~x, t) (9.0.3)
pipiab(~p1, ~p2, t) =
∑
~x,~y
e−i~p1~xe−i~p2~ypia(~x, t)pib(~y, t). (9.0.4)
9.1. The 2-pion correlation function
For the 2-pion correlation function we have to calculate the expectation values
QIa′b′,ab
(
〈pipia′b′(t)pipiab(0)〉 − 〈pipia′b′(t)〉〈pipiab(0)〉
)
(9.1.1)
with the isospin projectors
Q0a′b′,ab =
1
3
δa′b′δab (9.1.2)
Q1a′b′,ab =
1
2
(δa′aδb′b − δa′bδb′a) (9.1.3)
Q2a′b′,ab =
1
2
(δa′aδb′b + δa′bδb′a)− 13δa′b′δab. (9.1.4)
The brackets 〈· · · 〉 denote the integration over the fields. Let us assume that the total
momentum of the initial 2-pion operator pipiab(~p1, ~p2, 0) is ~q = ~p1+~p2 and we set ~p1 = ~q+~p
and ~p2 = −~p where ~p is arbitrary. Then the 2-pion operator is
pipiab(~q + ~p,−~p, 0) =
∑
~x3,~x4
ei(~q+~p)~x3e−i~p~x4pia(~x3, 0)pib(~x4, 0) (9.1.5)
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Similarly
pipia
′b′(~q ′ + ~p ′,−~p ′, t) =
∑
~x1,~x2
e−i(~q
′+~p ′)~x1ei~p
′~x2pia
′
(~x1, t)pi
b′(~x2, t). (9.1.6)
With these definitions the connected part of the correlator is
QIa′b′,ab〈pipia
′b′(t)pipiab(0)〉 = QIa′b′,ab
∑
~x1,~x2,~x3,~x4
e−i(~q
′+~p ′)~x1ei~p
′~x2ei(~q+~p)~x3e−i~p~x4
× 〈pia′(~x1, t)pib′(~x2, t)pia(~x3, 0)pib(~x4, 0)〉 (9.1.7)
The definition of a pion interpolator is pia(~x, t) = ψ¯(~x, t)γ5F
aψ(~x, t) and F a can be one of
the three Pauli matrices a = 1, 2, 3. Doing all possible contractions in (9.1.7) and using
tr(F a) = 0 we can express 〈pipia′b′(t)pipiab(0)〉 in terms of all-to-all quark propagators
G(~x, t2|~y, t1):
〈pia′(~x1, t)pib′(~x2, t)pia(~x3, 0)pib(~x4, 0)〉
= 〈trDC(G(~x4, 0|~x1, t)γ5G(~x1, t|~x4, 0)γ5)trDC(G(~x3, 0|~x2, t)γ5G(~x2, t|~x3, 0)γ5)
× tr(F a′F b)tr(F b′F a)
−trDC(G(~x4, 0|~x1, t)γ5G(~x1, t|~x3, 0)γ5G(~x3, 0|~x2, t)γ5G(~x2, t|~x4, 0)γ5)
× tr(F a′F aF b′F b)
−trDC(G(~x4, 0|~x1, t)γ5G(~x1, t|~x2, t)γ5G(~x2, t|~x3, 0)γ5G(~x3, 0|~x4, 0)γ5)
× tr(F a′F b′F aF b)
−trDC(G(~x4, 0|~x2, t)γ5G(~x2, t|~x3, 0)γ5G(~x3, 0|~x1, t)γ5G(~x1, t|~x4, 0)γ5)
× tr(F b′F aF a′F b)
+trDC(G(~x4, 0|~x2, t)γ5G(~x2, t|~x4, 0)γ5)trDC(G(~x3, 0|~x1, t)γ5G(~x1, t|~x3, 0)γ5)
× tr(F b′F b)tr(F a′F a)
−trDC(G(~x4, 0|~x2, t)γ5G(~x2, t|~x1, t)γ5G(~x1, t|~x3, 0)γ5G(~x3, 0|~x4, 0)γ5)
× tr(F b′F a′F aF b)
−trDC(G(~x4, 0|~x3, 0)γ5G(~x3, 0|~x1, t)γ5G(~x1, t|~x2, t)γ5G(~x2, t|~x4, 0)γ5)
× tr(F aF a′F b′F b)
−trDC(G(~x4, 0|~x3, 0)γ5G(~x3, 0|~x2, t)γ5G(~x2, t|~x1, t)γ5G(~x1, t|~x4, 0)γ5)
× tr(F aF b′F a′F b)
+trDC(G(~x4, 0|~x3, 0)γ5G(~x3, 0|~x4, 0)γ5)trDC(G(~x2, t|~x1, t)γ5G(~x1, t|~x2, t)γ5)
× tr(F aF b)tr(F a′F b′)〉g.
(9.1.8)
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Here trDC(· · · ) is the trace over spin and colour. For isospin I = 1 the disconnected
part is zero and the connected one is then
Q1a′b′,ab〈pia
′
(~x1, t)pi
b′(~x2, t)pi
a(~x3, 0)pi
b(~x4, 0)〉
= −12〈trDC(G(~x4, 0|~x1, t)γ5G(~x1, t|~x4, 0)γ5)trDC(G(~x3, 0|~x2, t)γ5G(~x2, t|~x3, 0)γ5)
− trDC(G(~x4, 0|~x2, t)γ5G(~x2, t|~x4, 0)γ5)trDC(G(~x3, 0|~x1, t)γ5G(~x1, t|~x3, 0)γ5)
− trDC(G(~x4, 0|~x3, 0)γ5G(~x3, 0|~x2, t)γ5G(~x2, t|~x1, t)γ5G(~x1, t|~x4, 0)γ5)
− trDC(G(~x4, 0|~x1, t)γ5G(~x1, t|~x2, t)γ5G(~x2, t|~x3, 0)γ5G(~x3, 0|~x4, 0)γ5)
+ trDC(G(~x4, 0|~x3, 0)γ5G(~x3, 0|~x1, t)γ5G(~x1, t|~x2, t)γ5G(~x2, t|~x4, 0)γ5)
+ trDC(G(~x4, 0|~x2, t)γ5G(~x2, t|~x1, t)γ5G(~x1, t|~x3, 0)γ5G(~x3, 0|~x4, 0)γ5)〉g. (9.1.9)
Figure 9.1.1 shows the diagrams corresponding to (9.1.9).
x2
x3
x1
x4
− − − + +
Figure 9.1.1.: Diagrams for the correlator (9.1.9). The time runs upward.
For isospin I = 2 the disconnected part also vanishes and what remains from (9.1.8)
is
Q2a′b′,ab〈pia
′
(~x1, t)pi
b′(~x2, t)pi
a(~x3, 0)pi
b(~x4, 0)〉
= 20〈trDC(G(~x4, 0|~x1, t)γ5G(~x1, t|~x4, 0)γ5)trDC(G(~x3, 0|~x2, t)γ5G(~x2, t|~x3, 0)γ5)
+ trDC(G(~x4, 0|~x2, t)γ5G(~x2, t|~x4, 0)γ5)trDC(G(~x3, 0|~x1, t)γ5G(~x1, t|~x3, 0)γ5)
− trDC(G(~x4, 0|~x1, t)γ5G(~x1, t|~x3, 0)γ5G(~x3, 0|~x2, t)γ5G(~x2, t|~x4, 0)γ5)
− trDC(G(~x4, 0|~x2, t)γ5G(~x2, t|~x3, 0)γ5G(~x3, 0|~x1, t)γ5G(~x1, t|~x4, 0)γ5)〉g. (9.1.10)
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Finally for I = 0 we have
Q0a′b′,ab〈pia
′
(~x1, t)pi
b′(~x2, t)pi
a(~x3, 0)pi
b(~x4, 0)〉
= 〈4trDC(G(~x4, 0|~x1, t)γ5G(~x1, t|~x4, 0)γ5)trDC(G(~x3, 0|~x2, t)γ5G(~x2, t|~x3, 0)γ5)
+ 2trDC(G(~x4, 0|~x1, t)γ5G(~x1, t|~x3, 0)γ5G(~x3, 0|~x2, t)γ5G(~x2, t|~x4, 0)γ5)
− 6trDC(G(~x4, 0|~x1, t)γ5G(~x1, t|~x2, t)γ5G(~x2, t|~x3, 0)γ5G(~x3, 0|~x4, 0)γ5)
+ 2trDC(G(~x4, 0|~x2, t)γ5G(~x2, t|~x3, 0)γ5G(~x3, 0|~x1, t)γ5G(~x1, t|~x4, 0)γ5)
+ 4trDC(G(~x4, 0|~x2, t)γ5G(~x2, t|~x4, 0)γ5)trDC(G(~x3, 0|~x1, t)γ5G(~x1, t|~x3, 0)γ5)
− 6trDC(G(~x4, 0|~x2, t)γ5G(~x2, t|~x1, t)γ5G(~x1, t|~x3, 0)γ5G(~x3, 0|~x4, 0)γ5)
− 6trDC(G(~x4, 0|~x3, 0)γ5G(~x3, 0|~x1, t)γ5G(~x1, t|~x2, t)γ5G(~x2, t|~x4, 0)γ5)
− 6trDC(G(~x4, 0|~x3, 0)γ5G(~x3, 0|~x2, t)γ5G(~x2, t|~x1, t)γ5G(~x1, t|~x4, 0)γ5)
+ 12trDC(G(~x4, 0|~x3, 0)γ5G(~x3, 0|~x4, 0)γ5)
trDC(G(~x2, t|~x1, t)γ5G(~x1, t|~x2, t)γ5)〉g (9.1.11)
and the disconnected part is
Q0a′b′,ab〈pia
′
(~x1, t)pi
b′(~x2, t)〉〈pia(~x3, 0)pib(~x4, 0)〉
= 12〈trDC(G(~x1, t|~x2, t)γ5G(~x2, t|~x1, t)γ5)〉
〈trDC(G(~x3, 0|~x4, 0)γ5G(~x4, 0|~x3, 0)γ5)〉g (9.1.12)
Now we come back to the case I = 1 and rewrite the result in the form used by Aoki
et al. [7]. For calculating contributions to (9.1.9) like the first and second diagram in
figure 9.1.1 we have to introduce stochastic noise vectors ξj(~x) satisfying
1
N
N∑
j=1
ξ∗j (~x)ξj(~y) = δ~x,~y for N →∞. (9.1.13)
For the numerical evaluation we choose complex Z(2) noise [17].
We define the quark propagator Q with momentum ~p as
QAB(~x, t|~p, tsrc, ξj) =
∑
~y
GAB(~x, t|~y, tsrc)[ei~p~yξj(~y)] (9.1.14)
where A,B are multiindices for spin and colour and the expression in square brackets
is our source term placed at t = tsrc. For the box diagrams we introduce sequential
propagators W
WAB(~x, t|~q, t1|~p, tsrc, ξj)
=
∑
~y,~z,C
GAC(~x, t|~z, t1)[ei~q~zγ5G(~z, t1|~y, tsrc)ξj(~y)ei~p~y]CB
=
∑
~z,C
GAC(~x, t|~z, t1)[ei~q~zγ5Q(~z, t1|~p, tsrc, ξj)]CB.
(9.1.15)
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The name sequential propagator comes from the fact that we use the quark propagator
Q together with some phase factor and γ5 as a new source for the propagator W .
Furthermore we can simplify the phase factor in (9.1.7) using momentum conservation
and therefore set ~q ′ = ~q. To recover Aoki’s results we replace the momentum ~p ′ by ~p ′−~q
and get the new phase factor
phase = e−i~p
′~x1ei(~p
′−~q)~x2ei(~p+~q)~x3e−i~p~x4 . (9.1.16)
With the help of the γ5-hermiticity relation (4.2.5) we can write the contribution of the
first term in (9.1.9) as∑
~x1,~x2,~x3,~x4,
~y1,~y2
phase · δ~x4,~y1δ~x3,~y2trDC(G†(~x1, t|~x4, 0)G(~x1, t|~y1, 0))
×trDC(G†(~x2, t|~x3, 0)G(~x2, t|~y2, 0))
=
1
N2
∑
~x1,~x2,~x3,~x4,
~y1,~y2,j,k
phase · trDC(ξ∗j (~x4)G†(~x1, t|~x4, 0)G(~x1, t|~y1, 0)ξj(~y1))
×trDC(η∗k(~x3)G†(~x2, t|~x3, 0)G(~x2, t|~y2, 0)ηk(~y2))
=
1
N2
∑
~x1,~x2
∑
j,k
e−i~p
′~x1ei(~p
′−~q)~x2trDC(Q†(~x1, t|~p, 0, ξj)Q(~x1, t|~0, 0, ξj))
×trDC(Q†(~x2, t|~0, 0, ηk)Q(~x2, t|~p+ ~q, 0, ηk)) (9.1.17)
For the second term we get
− 1
N2
∑
~x1,~x2,
∑
j,k
e−i~p
′~x1ei(~p
′−~q)~x2trDC(Q†(~x2, t|~p, 0, ξj)Q(~x2, t|~0, 0, ξj))
× trDC(Q†(~x1, t|~0, 0, ηk)Q(~x1, t|~p+ ~q, 0, ηk)) (9.1.18)
Also for the third term we insert sources and rearrange the trace
− 1
N
∑
~x1,~x2,~x3,~x4,
~y,j
phase · trDC([ξ∗j (~y)γ5G(~y, 0|~x3, 0)]γ5G(~x3, 0|~x2, t)γ5
×G(~x2, t|~x1, t)[γ5G(~x1, t|~x4, 0)ξj(~x4)])
= − 1
N
∑
~x
∑
j
ei(~p
′−~q)~xtrDC(W †(~x, t| − (~p+ ~q), 0|~p, 0, ξj)W (~x, t| − ~p ′, t|~0, 0, ξj))
(9.1.19)
The 4th term is
− 1
N
∑
~x
∑
j
ei(~p
′−~q)~xtrDC(W †(~x, t|~p ′, t|~0, 0, ξj)W (~x, t|~p+ ~q, 0| − ~p, 0, ξj)), (9.1.20)
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the 5th term
1
N
∑
~x
∑
j
ei(~p
′−~q)~xtrDC(W †(~x, t|~p ′, t|~0, 0, ξj)W (~x, t| − ~p, 0|~p+ ~q, 0, ξj)) (9.1.21)
and the 6th term reads
1
N
∑
~x
∑
j
ei(~p
′−~q)~xtrDC(W †(~x, t|~p, 0| − (~p+ ~q), 0, ξj)W (~x, t| − ~p ′, t|~0, 0, ξj)). (9.1.22)
When we use longitudinal polarisations in our applications the momenta ~p and ~p ′ are
equal to zero. Therefore the final form of the correlator (9.1.7) is
−12
〈 1
N2
∑
~x1,~x2
∑
j,k
e−i~q~x2trDC(Q†(~x1, t|~0, 0, ξj)Q(~x1, t|~0, 0, ξj))
×trDC(Q†(~x2, t|~0, 0, ηk)Q(~x2, t|~q, 0, ηk))
− 1
N2
∑
~x1,~x2
∑
j,k
e−i~q~x2trDC(Q†(~x2, t|~0, 0, ξj)Q(~x2, t|~0, 0, ξj))
×trDC(Q†(~x1, t|~0, 0, ηk)Q(~x1, t|~q, 0, ηk))
− 1
N
∑
~x
∑
j
e−i~q~xtrDC(W †(~x, t| − ~q, 0|~0, 0, ξj)W (~x, t|~0, t|~0, 0, ξj))
− 1
N
∑
~x
∑
j
e−i~q~xtrDC(W †(~x, t|~0, t|~0, 0, ξj)W (~x, t|~q, 0|~0, 0, ξj))
+
1
N
∑
~x
∑
j
e−i~q~xtrDC(W †(~x, t|~0, t|~0, 0, ξj)W (~x, t|~0, 0|~q, 0, ξj))
+
1
N
∑
~x
∑
j
e−i~q~xtrDC(W †(~x, t|~0, 0| − ~q, 0, ξj)W (~x, t|~0, t|~0, 0, ξj))
〉
g
. (9.1.23)
This coincides with the result from [7]. The calculation of the remaining correlators
contains the same steps as in this section. Therefore we will not consider all the details
in the following.
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x1
−
x2
x3
Figure 9.2.1.: Diagrams for the correlator (9.2.4). The time runs upward.
9.2. The pipi → ρ, ρ→ pipi and ρ→ ρ correlation
functions
For the ρ→ pipi correlation function we have to calculate
Qabc〈pipiab(t)ρc(0)〉 (9.2.1)
where the projection operator
Qabc = −abc (9.2.2)
is the Levi-Civita tensor. Using momentum conservation expression (9.2.1) becomes
Qabc〈pipiab(t)ρc(0)〉
= Qabc
∑
~x1,~x2,~x3
e−i~p
′~x1ei(~p
′−~q)~x2ei~q~x3 · 〈pia(~x1, t)pib(~x2, t)ρc(~x3, 0)〉. (9.2.3)
The correlator is
Qabc〈pia(~x1, t)pib(~x2, t)ρc(~x3, 0)〉
= 〈12i(trDC(G(~x3, 0|~x1, t)γ5G(~x1, t|~x2, t)γ5G(~x2, t|~x3, 0)γi)
− trDC(G(~x3, 0|~x2, t)γ5G(~x2, t|~x1, t)γ5G(~x1, t|~x3, 0)γi)
)〉g (9.2.4)
and the corresponding diagrams are given in figure 9.2.1. Finally we express (9.2.3) in
terms of Q and W propagators using ~p ′ = ~0:
Qabc〈pipiab(t)ρc(0)〉
= 12i
〈 1
N
∑
~x
∑
j
e−i~q~xtrDC(Q†(~x, t| − ~q, 0, ξj)W (~x, t|~0, t|~0, 0, ξj)γiγ5)
−
∑
~x
∑
j
e−i~q~xtrDC(W †(~x, t|~0, t|~0, 0, ξj)Q(~x, t|~q, 0, ξj)γiγ5)
〉
g
(9.2.5)
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x2 x3
−
x1
Figure 9.2.2.: Diagrams for the correlator (9.2.7). The time runs upward.
For pipi → ρ we have
Qabc〈ρc(t)pipiab(0)〉
= −Qabc
∑
~x1,~x2,~x3
e−i~q~x1ei(~q+~p)~x2e−i~p~x3 · 〈ρc(~x1, t)pia(~x2, 0)pib(~x3, 0)〉 (9.2.6)
and the correlator is
Qabc〈ρc(~x1, t)pia(~x2, 0)pib(~x3, 0)〉
= 〈12i(trDC(G(~x1, t|~x2, 0)γ5G(~x2, 0|~x3, 0)γ5G(~x3, 0|~x1, t)γi′)
− trDC(G(~x1, t|~x3, 0)γ5G(~x3, 0|~x2, 0)γ5G(~x2, 0|~x1, t)γi′)
)〉g. (9.2.7)
The two diagrams are shown in figure 9.2.2 For ~p = 0 the final result with Q and W
propagators is
Qabc〈ρc(t)pipiab(0)〉 =
= −12i
〈 1
N
∑
~x
∑
j
e−i~q~xtrDC(W (~x, t|~q, 0|~0, 0, ξj)Q†(~x, t|~0, 0, ξj)γ5γi′)
−
∑
~x
∑
j
e−i~q~xtrDC(Q(~x, t|~0, 0, ξj)W †(~x, t| − ~q, 0|~0, 0, ξj)γ5γi′)
〉
g
. (9.2.8)
For the rho 2-point function we have∑
a
〈ρa(t)ρa(0)〉 = −
∑
a
∑
~x1,~x2
e−i~q~x1ei~q~x2 · 〈ρa(~x1, t)ρa(~x2, 0)〉 (9.2.9)
and the correlator∑
a
〈ρa(~x1, t)ρa(~x2, 0)〉 =
= −
∑
a
〈trDC(G(~x2, 0|~x1, t)γi′G(~x1, t|~x2, 0)γi)tr(F aF a)〉
= 〈−6(trDC(G(~x2, 0|~x1, t)γi′G(~x1, t|~x2, 0)γi))〉g. (9.2.10)
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In terms of Q-propagators the rho 2-point function is∑
a
〈ρa(t)ρa(0)〉
= 6
1
N
∑
~x
∑
j
e−i~q~x
〈
trDC(Q
†(~x, t|~0, 0, ξj)γ5γi′Q(~x, t|~q, 0, ξj)γiγ5)
〉
g
. (9.2.11)
Finally, it turns out to be preferable to work with operators of definite isospin I and
Iz instead of using the isospin projectors. For I = 1 we choose a 2-pion operator of the
form (8.2.1) and fix a = 3 in the rho operators (9.0.1) and (9.0.3). From the correlation
functions
Gpipi→pipi(t) = −112Q
1
a′b′,ab〈pipia
′b′(t)pipiab(0)〉
Gpipi→ρ(t) = −i12Qabc〈ρc(t)pipiab(0)〉
Gρ→pipi(t) = i12Qabc〈pipiab(t)ρc(0)〉
Gρ→ρ(t) = 16〈ρa(t)ρa(0)〉
(9.2.12)
we construct the matrix of correlators
C(t) =
(
Gpipi→pipi(t) Gρ→pipi(t)
Gpipi→ρ(t) Gρ→ρ(t)
)
. (9.2.13)
This matrix will be used for the determination of the two lowest energies by means of
the generalised eigenvalue problem (4.3.7).
At the end we see that we have to calculate propagators of the form
Q(~x1, t|~0, 0, ξj)
Q(~x1, t| ± ~q, 0, ξj)
W (~x1, t| ± ~q, 0|~0, 0, ξj) (9.2.14)
W (~x1, t|~0, 0| ± ~q, 0, ξj)
W (~x1, t|~0, t|~0, 0, ξj).
Thus we need 12 · N · (7 + NT ) inversions where N is the number of noise vectors and
NT the number of timeslices. The factor 12 results from the fact that an inversion is
required for every value of the spin and colour indices. The last propagator is most
expensive to calculate because we need one for every timeslice. To save computing time
we restricted t to a smaller set.
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10.1. Results and discussion for the 323 × 64 and 403 × 64
lattices
For collecting the data we chose two ensembles of gauge field configurations on a 323×64
and a 403×64 lattice generated with Nf = 2 flavours of clover improved Wilson fermions
and the plaquette gauge action for β = 5.29 and κ = 0.13632. The clover coefficient was
taken to be 1.9192 according to the non-perturbatively determined interpolation formula
given in [28]. This choice of parameters corresponds to a lattice spacing a = 0.072 fm,
a pion mass of about 290 MeV and spatial lattice sizes L ≈ 2.3 fm for the smaller and
L ≈ 2.9 fm for the larger lattice (see e.g., [14]). The correlation functions were computed
at the “Norddeutscher Verbund fu¨r Hoch- und Ho¨chstleistungsrechnen (HLRN)“ using
the CHROMA software package [18, 5] for ensembles of 95 (323 × 64)/92 (403 × 64)
configurations and N = 2 complex Z(2) noise vectors. For sources and sinks we used
100 steps of Wuppertal smearing [26] with a smearing parameter of 0.25, where the links
were smeared by 25 steps of APE smearing [6] with smearing parameter 2.5. The total
momentum was chosen as (1, 1, 0)2pi
L
for 323 × 64 and (0, 0, 1)2pi
L
, (1, 1, 0)2pi
L
, (0, 0, 2)2pi
L
for 403 × 64. For all momenta we restricted ourselves to the longitudinal polarisation
whose computational cost is much smaller than for transverse polarisation. We can see
this from chapter 8 where the transverse polarisations require two-pion operators with
different momentum combinations. Table 10.1.1 gives an overview of the most important
parameters. We used the jackknife method (see Appendix B) to compute the statistical
errors. The correlation between different timeslices was taken into account in the fits
by calculating the full correlation matrix. Figure 10.1.1 shows the pipi → pipi, pipi → ρ
and ρ → ρ correlation functions on the 323 × 64 lattice with statistical errors. For the
larger lattice the pictures are very similar and therefore not shown here. In section 9
we mentioned that sequential propagators of the form W (~x, t|~0, t|~0, 0, ξj) are the most
expensive to calculate because we need one of them for every time t. Therefore we
restricted the number of considered timeslices to the interval [4, 23]. The first timeslices
can be ignored because for small t the correlation functions contain also higher energy
eigenstates and are therefore omitted in 2-parameter fits anyway. For large t the errors
of the correlators become large and the results are useless. On the 403 × 64 lattice we
exploited the fact that the propagator W (~x, t|~0, t|~0, 0, ξj), which must be computed for
all t ∈ [4, 23], appears in the correlators for all values of the total momentum. This
allowed us to calculate the correlation functions for all total momenta considered in one
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Figure 10.1.1.: Correlation functions on the 323 × 64 lattice.
run without the need to evaluate the above mentioned propagator anew for each total
momentum. This procedure saves quite some computing time.
Due to the discrete symmetries of the lattice action the correlation functions for pipi →
ρ and ρ → pipi are purely imaginary and must coincide up to a minus sign. In figure
10.1.2 we can see that the two correlators agree very well within errors. Because the
errors of Gρ→pipi are much larger especially for large times we replace Gρ→pipi by G∗pipi→ρ
in the analysis of the data.
We solve the generalised eigenvalue problem (GEVP) for the two choices t0 = 4 and
t0 = 5 and extract the effective energies. Figure 10.1.3 shows them for the ground
and first excited state on the 323 × 64 lattice. The GEVP method seems to work well
and both energy levels show the expected plateau. Furthermore both levels are well
separated for t not too large. The same holds also for the energy levels on the 403 × 64
lattice.
Next we analyse the normalised spectral amplitudes. We get them from the eigen-
vectors ~v (k) of the GEVP (4.3.7) where k labels the k-th eigenvector. Following [23] we
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Lattice momenta tbeg − tend Nconf
323 × 64 (1,1,0) 4− 23 95
403 × 64 (0,0,1), (1,1,0),(0,0,2) 4− 23 92
β κ mpi L
5.29 0.13632 290 MeV 2.3 fm
5.29 0.13632 290 MeV 2.9 fm
Table 10.1.1.: Parameters for the analysis.
solve ∑
i
w
(k)
i v
(l)
i = δ
kleEkt0/2 (10.1.1)
for the spectral amplitudes ~w(k). The index i denotes the vector component and Ek is
the energy belonging to the k-th eigenvalue. The normalised spectral amplitudes ~c (k)
are then
c
(k)
i =
w
(k)
i√∑
k′ |w(k
′)
i |2
. (10.1.2)
The components of ~c (k) should be independent of the time t. This is satisfied within the
statistical errors as is shown in figures 10.2.1-10.2.4, where we plotted |c(k)i |2 against the
time. In most of the cases it is the ground state which predominantly couples to the
two-pion operator while the excited state couples more strongly to the rho operator than
to the two-pion operator. This observation is consistent with the ordering of the energy
levels in figures 8.3.1 and 8.3.3. An exception is the total momentum (0, 0, 2) on the
403 × 64 lattice, where mpiL is close to the crossing point of the free rho and two-pion
energies. Therefore we expect that the two free states will strongly mix in this case,
which is indeed seen in figure 10.2.4. The extracted energies are listed in tables C.0.1-
C.0.8 for different fit intervals and values of t0. We see that the ground state energy does
not depend on the fit interval or t0 within errors. The figures C.0.1 and C.0.2 illustrate
this fact showing the values for t0 = 4. Moreover we can see some dependence of the
energy of the excited state on the fit interval especially for the 403 × 64 lattice in figure
C.0.3.
For the scattering phase shift we compared the values for the continuum dispersion
relation from chapter 5
WCM =
√
W 2L − ~P 2,
WCM = 2
√
~k2CM +m
2
pi
(10.1.3)
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Figure 10.1.2.: Correlation functions for Gpipi→ρ and Gρ→pipi on the 323 × 64 lattice.
with those determined by means of the lattice dispersion relation [7]
cosh(WCM) = cosh(WL)− 2 sin2(|~P |/2)
2 sin2(|~kCM |/2) = cosh(WCM/2)− cosh(mpi).
(10.1.4)
Tables C.0.9-C.0.16 show the scattering phase shifts for t0 = 4 and different fit intervals.
The values for the continuum and the lattice dispersion relation coincide within the
statistical errors, which suggests that our data are not too strongly affected by the finite
lattice spacing.
The final plot for the scattering phase shifts for the 323 × 64 and 403 × 64 lattices
using the continuum dispersion relation is shown in figure 10.1.4. The points correspond
to the energies marked with a * in tables C.0.1-C.0.8 and the error bars display the
statistical error. The solid and dotted black curves correspond to the phase shifts from
the effective range model for the coupling gρpipi = 6.0 and different mρ/mpi. The pion and
rho meson masses on both lattices determined from standard meson 2-point functions
are given in table 10.1.2. Unfortunately, the relatively large errors of the data make
definite conclusions difficult. Figure 10.1.4 suggests nevertheless that mρ/mpi for the
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Figure 10.1.3.: Effective energies on the 323 × 64 lattice for t0 = 4.
323 × 64 and 403 × 64 lattice is around 3.3 and 2.9, respectively. While the ratio on the
403 × 64 lattice is compatible with the expectations based on table 10.1.2, the value on
the smaller lattice is somewhat too large. A possible explanation is the small value of
mpiL which is around 3.43. For the 40
3×64 lattice we have mpiL ≈ 4.18, which seems to
be large enough to suppress effects of the finite volume. Note that mpi also shows some
volume dependence when the lattice size is increased from 323 × 64 to 403 × 64.
One source of systematic uncertainties is the dependence of the fitted energies on the
fit interval. As figures C.0.1-C.0.3 and tables C.0.1-C.0.8 show, the size of this effect
does not exceed the statistical errors. However, a careful analysis must be left for the
future.
Lattice size mpi mρ
323 × 64 0.10704(49) 0.3072(52)
403 × 64 0.10444(43) 0.3062(31)
Table 10.1.2.: Pion and rho masses from standard meson 2-point functions [39].
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Figure 10.1.4.: Scattering phase shifts (points) for the 403 × 64 lattice compared with
the effective range model (lines) using the continuum dispersion relation.
10.2. Summary and outlook
Using lattice QCD we have calculated the pipi → pipi scattering phase shift in the isospin
I = 1 channel for two different lattice volumes with a pion mass around 290 MeV and
a lattice spacing of about 0.072 fm. The rho interacts with the 2-pion state via a 3-
point interaction, whose strength is characterised by the coupling constant gρpipi. The
rho mass should satisfy the constraint 2mpi < mρ < 4mpi. The first inequality has to
be fulfilled so that the rho can decay. The second one takes into account the fact that
we want to stay in the elastic scattering region. On the 323 × 64 lattice we chose the
total momentum as (1, 1, 0) × 2pi/32 and on the 403 × 64 lattice we considered three
different total momenta, (0, 0, 1), (1, 1, 0) and (0, 0, 2) in units of 2pi/40. In all cases
the polarisation was longitudinal. For these momenta we expected the lowest energy
levels to be well separated. In the computation of the scattering phases from these
energies we used the continuum as well as a lattice motivated dispersion relation. Both
yield consistent results which indicates that the lattice spacing is small enough to avoid
significant effects.
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On the other hand, on the 323 × 64 lattice the value mpiL = 3.43 is quite small
compared with other simulations [7, 19, 20, 8]. This may be the reason why the data
can be described by the effective range model only for a mass ratio mρ/mpi ≈ 3.3 which is
considerably larger than the value mρ/mpi ≈ 2.9 expected from the analysis of standard
rho two-point functions. On the 403× 64 lattice we have mpiL = 4.18 and the extracted
phase shifts are compatible with the expectations (see figure 10.1.4). Therefore it seems
to be important to work on a sufficiently large lattice because otherwise the results
could be affected by finite size effects. The requirements of small mpi (so that the rho
can decay) and large L increase the required computing time and memory noticeably.
We have restricted ourselves to longitudinal polarisation because in this case only
two momenta, the total momentum ~q and momentum ~0, are needed in the two-pion
operator. Furthermore, propagators for momentum ~0 have to be calculated just once
for different total momenta. From the predictions of the effective range model in figures
8.3.1, 8.3.3 and 8.3.4 and also from our results in figure 10.1.4 we see that the ground
state scattering phase shift is nearly zero while the phase shift for the first excited state
is around 2.5. It would be preferable if we had also data points close to the resonance
energy, where the phase shift is pi/2. This could be achieved by considering transverse
polarisation, e.g. for total momentum (0, 0, 1)×2pi/L, where the ground state scattering
phase shift is expected to be around 1.5 for mpiL ≈ 4.0 (see figure 8.3.2). Our results
show (not unexpectedly) that very accurate energies are required in order to determine
the width and the mass of rho resonance with reasonable precision. Unfortunately, our
present data is not quite sufficient for that purpose. Higher statistics and optimised
sources should however allow for some improvement.
To collect more data points one could think about using even higher momenta, but
we think that this idea is not really recommended because already momentum (0, 0, 2)
has quite large errors. Another possibility is to include more energy eigenstates and
enlarging the correlation matrix, either by using propagators with a different number
of smearing steps or including meson interpolators with different Dirac structure, for
example γ0γ5 and γ0γi for the pion and rho interpolator, respectively. This method has
been tested successfully in [11, 12]. But also this approach would lead to an increase of
computing time and one has to analyse carefully if including transverse polarisations or
enlarging the correlation matrix is more promising.
Moreover, energy levels higher than the first excited one will not necessarily lead to
phase shifts in the interesting resonance region, as exemplified by the figures in chapter
8. But working with a larger basis of operators is expected to increase the reliability
of the lower energies, in particular. In this connection the recently proposed distillation
method should be very useful [29].
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Figure 10.2.1.: Absolute square of normalised spectral amplitudes for the 323 × 64 lat-
tice, momentum (1, 1, 0). Lower panel: ground state, upper panel: first
excited state.
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Figure 10.2.2.: Absolute square of normalised spectral amplitudes for the 403 × 64 lat-
tice, momentum (0, 0, 1). Lower panel: ground state, upper panel: first
excited state.
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Figure 10.2.3.: Absolute square of normalised spectral amplitudes for the 403 × 64 lat-
tice, momentum (1, 1, 0). Lower panel: ground state, upper panel: first
excited state.
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Figure 10.2.4.: Absolute square of normalised spectral amplitudes for the 403 × 64 lat-
tice, momentum (0, 0, 2). Lower panel: ground state, Upper panel: first
excited state.
97

A. Calculation of the generalised zeta
function
In Chapter 5 we defined the generalised zeta function Z
~d
lm as
Z
~d
lm(s; q
2) =
∑
~r∈P~d
rlYlm(θ, φ)
(~r 2 − q2)s (A.0.1)
with the set
P~d = {~r ∈ R3| ~r = γˆ−1(~n+ 12 ~d)}, ~n, ~d ∈ Z3. (A.0.2)
Here ~d is fixed in the direction of the total momentum ~P = 2pi
L
~d and we can decompose
~n in a component parallel to ~d, ~n‖ =
(~n·~d)~d
d2
, and a component perpendicular to ~d, ~n⊥ =
~n− ~n‖. The operator γˆ−1 then applies an inverse Lorentz transfrom. This means that
γˆ−1~n = 1
γ
~n‖ + ~n⊥. (A.0.3)
The sum in (A.0.1) converges if Re(2s) > l + 3 and can be analytically continued to
the complex s-plane. In the following we describe a method for evaluating Z
~d
lm(s; q
2) at
s = 1 excluding the singular case where q2 = ~r 2 for some ~r ∈ P~d.
A.1. General formalism
Following Yamazaki et al. [47] we divide the sum in (A.0.1) into two parts∑
~r 6=q2
Q(~r)
(~r 2 − q2)s =
∑
~r 2<q2
Q(~r)
(~r 2 − q2)s +
∑
~r 2>q2
Q(~r)
(~r 2 − q2)s , (A.1.1)
where we replaced the harmonic polynomial by Q(~r). The different gamma functions
are defined as
Γ(s) =
∫ ∞
0
dt ts−1e−t, (A.1.2)
Γ(s, c) =
∫ ∞
c
dt ts−1e−t, (A.1.3)
γ(s, c) =
∫ c
0
dt ts−1e−t. (A.1.4)
99
A. The generalised zeta function
The functions Γ(s, c) and γ(s, c) are called incomplete gamma functions. With the help
of (A.1.2) we can write
1
cs
=
1
Γ(s)
∫ ∞
0
dt ts−1e−ct (A.1.5)
for c > 0 and Re(s) > 0 and replace (~r 2 − q2)−s in the second term of (A.1.1) to get
∑
~r 2>q2
Q(~r)
(~r 2 − q2)s
=
1
Γ(s)
∑
~r 2>q2
Q(~r)
{∫ 1
0
dt ts−1e−t(~r
2−q2) +
∫ ∞
1
dt ts−1e−t(~r
2−q2)
}
. (A.1.6)
In the first integral we can use
∑
~r 2>q2 · · · =
∑
~r · · · −
∑
~r 2<q2 . . . and write∑
~r 2>q2
Q(~r)
(~r 2 − q2)s =
1
Γ(s)
∫ 1
0
dt ts−1etq
2
∑
~r
Q(~r)e−t~r
2
− 1
Γ(s)
∑
~r 2<q2
Q(~r)
∫ 1
0
dt ts−1e−t(~r
2−q2)
+
1
Γ(s)
∑
~r 2>q2
Q(~r)
∫ ∞
1
dt ts−1e−t(~r
2−q2).
(A.1.7)
From the incomplete gamma functions we get ∫∞1 dtts−1e−ct = c−sΓ(s, c) and ∫ 10 dtts−1e−ct
= c−sγ(s, c) and we can write down the general expression∑
~r 2>q2
Q(~r)
(~r 2 − q2)s = −
1
Γ(s)
∑
~r 2<q2
Q(~r)
(~r 2 − q2)s
+
1
Γ(s)
∫ 1
0
dt ts−1etq
2
∑
~r
Q(~r)e−t~r
2
+
1
Γ(s)
∑
~r 2<q2
Q(~r)
(~r 2 − q2)s (1− γ(s, ~r
2 − q2))
+
1
Γ(s)
∑
~r 2>q2
Q(~r)
(~r 2 − q2)sΓ(s, ~r
2 − q2).
(A.1.8)
Let us now look at the sum
∑
~rQ(~r)e
−t~r 2 in the second term. With the definition of ~r
in (A.0.2) we can write∑
~r
Q(~r)e−t~r
2
=
∑
~n∈Z3
Q(γˆ−1(~n+ 1
2
~d))e−t(γˆ
−1(~n+ 1
2
~d))2 . (A.1.9)
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We utilise the Poisson summation formula∑
~n∈Z3
f(~n) =
∑
~n∈Z3
∫
d3x f(~x)e2pii~n~x (A.1.10)
where we set
f(~x) = Q(γˆ−1(~x+ 1
2
~d))e−t(γˆ
−1(~x+ 1
2
~d))2 (A.1.11)
and use also a variable transformation γˆ−1~x = ~y to get
∑
~r
Q(~r)e−t~r
2
= γ
∫
d3y Q(~y)e−t~y
2
+ γ
∑
~n∈Z3\{0}
(−1)~n~de−pi2(γˆ~n)2/t
∫
d3y Q(~y + pii
t
γˆ~n)e−t~y
2
. (A.1.12)
Now we can set s = 1. The gamma functions are then Γ(1) = 1, γ(1, c) = 1 − e−c and
Γ(1, c) = e−c. We can bring the first term in (A.1.8) to the left hand side and get
∑
~r
Q(~r)
(~r 2 − q2)s
∣∣∣
s=1
=
∑
~r
Q(~r)
(~r 2 − q2)e
−(~r 2−q2)
+ γ
∫ 1
0
dt etq
2
∑
~n∈Z3\{0}
(−1)~n~de−pi2(γˆ~n)2/t
×
∫
d3y Q(~y + pii
t
γˆ~n)e−t~y
2
+ lim
s→1
γ
∫ 1
0
dt ts−1etq
2
∫
d3y Q(~y)e−t~y
2
.
(A.1.13)
We will use this formula to calculate the zeta functions for the different momenta.
A.2. Derivation for D4h, D2h and D3d
For the total momentum (0, 0, 1) and longitudinal polarisation we need (see (6.2.12))
1
γqpi3/2
(Z
~d
00(1; q
2) + 2√
5q2
Z
~d
20(1; q
2)) =
1
2γqpi2
∑
~r
(1 +
3r23−~r 2
q2
)(~r 2 − q2)−s
∣∣∣
s=1
. (A.2.1)
First we want to calculate∫
d3y Q(~y)e−t~y
2
=
∫
d3y
(
e−t~y
2
+
3y23
q2
e−t~y
2 − ~y2
q2
e−t~y
2)
(A.2.2)
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where Q(~r) = 1 +
3r23−~r 2
q2
. The second and third term cancel, and we find∫
d3y Q(~y)e−t~y
2
=
(pi
t
)3/2
. (A.2.3)
What remains of the last term in (A.1.13) is an integral of the form
γpi3/2
∫ 1
0
dt t(s−
3
2
)−1e−t(−q
2). (A.2.4)
Expanding the exponential in a power series, integrating the terms and taking the limit
s→ 1 we get
lim
s→1
γ
∫ 1
0
dt ts−1etq
2
(pi
t
)3/2 = γpi3/2
∞∑
l=0
(q2)l
l!(l − 1
2
)
. (A.2.5)
Finally we have to calculate∫
d3y Q(~y + pii
t
γˆ~n)e−t~y
2
=
∫
d3y
[
1 +
3(y3 +
pii
t
(γˆ~n)3)
2
q2
− (~y +
pii
t
γˆ~n)2
q2
]
e−t~y
2
. (A.2.6)
One finds∫
d3y Q(~y + pii
t
γˆ~n)e−t~y
2
=
(pi
t
)3/2(
1 +
pi2
q2t2
[
(γˆ~n)2 − 3(γˆ~n)23
])
. (A.2.7)
Gathering all terms we can write the final result as
∑
~r
(1 +
3r23−~r 2
q2
)
(~r 2 − q2)s
∣∣∣
s=1
=
∑
~r
(1 +
3r23−~r 2
q2
)
(~r 2 − q2) e
−(~r 2−q2)
+γ
∫ 1
0
dt etq
2
∑
~n∈Z3\{0}
(−1)~n~de−pi2(γˆ~n)2/t
×
(pi
t
)3/2(
1 +
pi2
q2t2
[
(γˆ~n)2 − 3(γˆ~n)23
])
+γpi3/2
∞∑
l=0
(q2)l
l!(l − 1
2
)
.
(A.2.8)
The integral in (A.2.8) is calculated by Chebycheff integration.
For the transverse polarisation we have to calculate (see (6.2.13))
1
γqpi3/2
(Z
~d
00(1; q
2)− 1√
5q2
Z
~d
20(1; q
2)) =
1
2γqpi2
∑
~r
(1− 3r23−~r 2
2q2
)(~r 2 − q2)−s
∣∣∣
s=1
(A.2.9)
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with Q(~r) = 1− 3r23−~r 2
2q2
and get
∑
~r
Q(~r)
(~r 2 − q2)s
∣∣∣
s=1
=
∑
~r
(1− 3r23−~r 2
2q2
)
(~r 2 − q2) e
−(~r 2−q2)
+γ
∫ 1
0
dt etq
2
∑
~n∈Z3\{0}
(−1)~n~de−pi2(γˆ~n)2/t
×
(pi
t
)3/2(
1− pi
2
2q2t2
[
(γˆ~n)2 − 3(γˆ~n)23
])
+γpi3/2
∞∑
l=0
(q2)l
l!(l − 1
2
)
.
(A.2.10)
For total momentum (1, 1, 0) and longitudinal polarisation we have (see (6.2.17))
1
γqpi3/2
((Z
~d
00(1; q
2))∗ − 1√
5q2
(Z
~d
20(1; q
2))∗ + i
√
6√
5q2
(Z
~d
22(1; q
2))∗)
=
1
2γqpi2
∑
~r
(1− 3r23−~r 2
2q2
+ 3i(r1−ir2)
2
2q2
)(~r 2 − q2)−s
∣∣∣
s=1
(A.2.11)
with Q(~r) = 1− 3r23−~r 2
2q2
+ 3i(r1−ir2)
2
2q2
and the final result is
∑
~r
Q(~r)
(~r 2 − q2)s
∣∣∣
s=1
=
∑
~r
(1− 3r23−~r 2
q2
) + 3r1r2
q2
(~r 2 − q2) e
−(~r 2−q2)
+γ
∫ 1
0
dt etq
2
∑
~n∈Z3\{0}
(−1)~n~de−pi2(γˆ~n)2/t
×
(pi
t
)3/2(
1− pi
2
2q2t2
[
(γˆ~n)2 − 3(γˆ~n)23 + 6(γˆ~n)1(γˆ~n)2
])
+γpi3/2
∞∑
l=0
(q2)l
l!(l − 1
2
)
.
(A.2.12)
For transverse 1 polarisation we have (see (6.2.19))
1
γqpi3/2
((Z
~d
00(1; q
2))∗ − 1√
5q2
(Z
~d
20(1; q
2))∗ − i
√
6√
5q2
(Z
~d
22(1; q
2))∗)
=
1
2γqpi2
∑
~r
(1− 3r23−~r 2
2q2
− 3i(r1−ir2)2
2q2
)(~r 2 − q2)−s
∣∣∣
s=1
(A.2.13)
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with Q(~r) = 1− 3r23−~r 2
2q2
− 3i(r1−ir2)2
2q2
and we get
∑
~r
Q(~r)
(~r 2 − q2)s
∣∣∣
s=1
=
∑
~r
(1− 3r23−~r 2
q2
)− 3r1r2
q2
(~r 2 − q2) e
−(~r 2−q2)
+γ
∫ 1
0
dt etq
2
∑
~n∈Z3\{0}
(−1)~n~de−pi2(γˆ~n)2/t
×
(pi
t
)3/2(
1− pi
2
2q2t2
[
(γˆ~n)2 − 3(γˆ~n)23 − 6(γˆ~n)1(γˆ~n)2
])
+γpi3/2
∞∑
l=0
(q2)l
l!(l − 1
2
)
.
(A.2.14)
In the case of transverse 2 polarisation we get the same result as in (A.2.8).
Finally, for total momentum (1, 1, 1) and longitudinal polarisation we need (see
(6.2.23))
1
γqpi3/2
((Z
~d
00(1; q
2))∗ + 2i
√
6√
5q2
(Z
~d
22(1; q
2))∗)
=
1
2γqpi2
∑
~r
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(A.2.16)
For the transverse polarisation we have (see (6.2.24))
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A.2. Derivation for D4h, D2h and D3d
with Q(~r) = 1− 3r1r2
q2
− 3i(r21−r22)
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and the final result is
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B. The jackknife method
When we want to extract for example meson masses from correlation functions we collect
the data for a set of N different gauge configurations. In the example we would get
correlators
Ci(0), Ci(1), . . . , Ci(NT − 1) i = 1, . . . , N (B.0.1)
on every timeslice t = 0, . . . , NT − 1 and determine the mass from a fit of the time de-
pendence of the averaged correlator. Because direct calculation of the error propagation
is mostly too complicated or the data set is too small to get a reliable estimate of the
variance, one uses the so-called jackknife method. For uncorrelated data sets the method
works as follows: Assume that we want to extract an observable f from N data sets.
From the data set we remove the first value and do the analysis for the N − 1 remaining
sets which gives us a value f1. Then we remove the second value from the complete data
set and get a value f2 from the analysis and so on up to the Nth value. This gives us a
set of N values fi, i = 1, . . . N from which we get the statistical error
σ2
fˆ
=
N − 1
N
N∑
n=1
(fn − fˆ)2 (B.0.2)
where fˆ is the observable evaluated on the whole set. The final result for f is then given
by
fˆ ± σfˆ . (B.0.3)
Instead of fˆ one can also consider
f˜ =
1
N
N∑
n=1
fn (B.0.4)
which should be of the same size as fˆ .
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C. Energy and phase shift tables
In the tables C.0.1 - C.0.8 we show the energies extracted from the eigenvalues of the
GEVP with a two-parameter fit. The fits were performed for different fit intervals and
values of t0; χ
2/dof is χ2 per degree of freedom. The figures C.0.1 - C.0.3 visualise the
energy tables. Here tbeg denotes the time where the fit interval begins.
Tables C.0.9 - C.0.16 show kr0 with the corresponding scattering phase shift. For the
Sommer parameter in lattice units we have used the value r0/a = 6.983(49) obtained in
the chiral limit. We give the results computed with the help of the continuum dispersion
relation (10.1.3) as well as those computed by means of the lattice dispersion relation
(10.1.4)
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C. Energy and phase shift tables
time t0 = 4 χ2/dof t0 = 5 χ2/dof
5-20 0.398(7) 1.07 -
6-20 0.396(8) 1.12 0.398(7) 1.19
7-20 0.396(8) 1.21 0.397(8) 1.29
8-20 0.391(11) 1.27 0.392(11) 1.37
5-23 0.397(7)* 0.989 -
6-23 0.396(8) 1.04 0.396(7) 1.14
7-23 0.396(8) 1.11 0.396(8) 1.21
8-23 0.390(10) 1.11 0.389(10) 1.20
9-23 0.402(15) 1.07 0.401(15) 1.16
10-23 0.394(16) 1.03 0.393(16) 1.11
Table C.0.1.: Ground state energy in lattice units on the 323 × 64 lattice. The total
momentum is (1, 1, 0)2pi
L
.
time t0 = 4 χ2/dof t0 = 5 χ2/dof
5-15 0.474(11) 0.89 -
6-15 0.462(15) 0.85 0.462(15) 0.84
7-15 0.471(19) 0.85 0.471(18) 0.84
8-15 0.474(32)* 0.99 0.475(31) 0.98
9-15 - 0.507(49) 0.92
5-20 0.473(11) 0.75 -
6-20 0.465(15) 0.75 0.466(14) 0.75
7-20 0.473(19) 0.76 0.474(18) 0.76
8-20 0.473(30) 0.83 0.474(29) 0.83
9-20 0.513(47) 0.70 0.515(46) 0.68
10-20 - 0.515(74) 0.76
Table C.0.2.: Excited state energy in lattice units on the 323 × 64 lattice. The total
momentum is (1, 1, 0)2pi
L
.
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time t0 = 4 χ2/dof t0 = 5 χ2/dof
5-15 0.302(3) 3.06 -
6-15 0.296(4) 2.81 0.296(4) 2.79
7-15 0.288(4) 1.21 0.288(4) 1.21
8-15 0.286(4) 0.68 0.286(4) 0.67
9-15 0.284(5) 0.78 0.284(5) 0.77
10-15 0.285(6) 0.96 0.285(6) 0.94
11-15 0.286(6) 1.12 0.286(6) 1.10
5-20 0.300(3) 2.35 -
6-20 0.295(4) 2.10 0.295(4) 2.08
7-20 0.289(4) 1.22 0.289(4) 1.22
8-20 0.286(4)* 0.74 0.286(4) 0.73
9-20 0.287(4) 0.80 0.287(4) 0.79
10-20 0.288(5) 0.87 0.288(5) 0.87
11-20 0.289(5) 0.92 0.289(5) 0.91
Table C.0.3.: Ground state energy in lattice units on the 403 × 64 lattice. The total
momentum is (0, 0, 1)2pi
L
.
time t0 = 4 χ2/dof t0 = 5 χ2/dof
5-15 0.366(6) 3.24 -
6-15 0.361(7) 3.49 0.361(7) 3.52
7-15 0.343(9) 2.31 0.343(9) 2.32
8-15 0.330(10) 1.90 0.329(10) 1.91
9-15 0.318(13) 1.84 0.318(13) 1.85
10-15 0.308(15) 1.97 0.308(15) 1.98
11-15 0.317(20) 2.44 0.317(20) 2.45
5-20 0.365(6) 2.30 -
6-20 0.361(7) 2.37 0.361(7) 2.39
7-20 0.345(8) 1.69 0.345(8) 1.70
8-20 0.331(10)* 1.38 0.331(10) 1.39
9-20 0.322(12) 1.34 0.322(12) 1.35
10-20 0.314(13) 1.36 0.314(13) 1.37
11-20 0.326(17) 1.32 0.326(17) 1.33
Table C.0.4.: Excited state energy in lattice units on the 403 × 64 lattice. The total
momentum is (0, 0, 1)2pi
L
.
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C. Energy and phase shift tables
time t0 = 4 χ2/dof t0 = 5 χ2/dof
5-15 0.361(4) 1.80 -
6-15 0.357(5) 1.80 0.357(5) 3.52
7-15 0.348(6) 1.08 0.348(6) 2.32
8-15 0.339(7) 0.43 0.339(7) 1.91
9-15 0.339(8) 0.52 0.339(8) 1.85
10-15 0.336(9) 0.57 0.336(9) 1.98
11-15 0.342(11) 0.43 0.342(11) 2.45
5-20 0.361(4) 1.56 -
6-20 0.357(5) 1.52 0.356(5) 2.39
7-20 0.350(5) 0.98 0.350(5) 1.70
8-20 0.341(6)* 0.48 0.341(6) 1.39
9-20 0.340(7) 0.51 0.340(7) 1.35
10-20 0.337(8) 0.53 0.337(8) 1.37
11-20 0.342(9) 0.47 0.342(9) 1.33
Table C.0.5.: Ground state energy in lattice units on the 403 × 64 lattice. The total
momentum is (1, 1, 0)2pi
L
.
time t0 = 4 χ2/dof t0 = 5 χ2/dof
5-15 0.425(6) 1.33 -
6-15 0.425(8) 1.50 0.425(8) 1.48
7-15 0.414(11) 1.36 0.414(11) 1.35
8-15 0.392(14) 0.77 0.392(14) 0.77
9-15 0.388(18) 0.88 0.387(18) 0.89
10-15 0.387(23) 1.11 0.387(23) 1.11
11-15 0.412(35) 1.09 0.412(35) 1.10
5-20 0.425(7) 1.11 -
6-20 0.424(8) 1.19 0.424(8) 1.18
7-20 0.414(11) 1.09 0.414(11) 1.08
8-20 0.389(14)* 0.55 0.389(14) 0.55
9-20 0.384(18) 0.58 0.384(18) 0.58
10-20 0.384(23) 0.64 0.384(23) 0.64
11-20 0.405(34) 0.59 0.405(34) 0.59
Table C.0.6.: Excited state energy in lattice units on the 403 × 64 lattice. The total
momentum is (1, 1, 0)2pi
L
.
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time t0 = 4 χ2/dof t0 = 5 χ2/dof
5-15 0.432(5) 0.75 -
6-15 0.430(7) 0.81 0.430(7) 1.48
7-15 0.424(9) 0.78 0.423(10) 1.35
8-15 0.412(11) 0.31 0.413(11) 0.77
9-15 0.409(14) 0.35 0.410(15) 0.89
10-15 0.414(19) 0.39 0.415(20) 1.11
11-15 0.404(27) 0.41 0.403(27) 1.10
5-20 0.432(5) 0.71 -
6-20 0.429(7) 0.74 0.429(7) 1.18
7-20 0.424(9) 0.73 0.424(10) 1.08
8-20 0.412(11)* 0.46 0.413(11) 0.55
9-20 0.411(14) 0.51 0.413(14) 0.58
10-20 0.417(19) 0.54 0.419(19) 0.64
11-20 0.407(24) 0.54 0.408(24) 0.59
Table C.0.7.: Ground state energy in lattice units on the 403 × 64 lattice. The total
momentum is (0, 0, 2)2pi
L
.
time t0 = 4 χ2/dof t0 = 5 χ2/dof
5-15 0.479(9) 1.62 -
6-15 0.475(12) 1.78 0.476(11) 1.81
7-15 0.483(17) 1.96 0.484(16) 1.98
8-15 0.463(21) 1.95 0.464(21) 1.99
9-15 0.463(30) 2.34 0.464(30) 2.39
10-15 0.481(44) 2.83 0.484(45) 2.89
11-15 0.497(77) 3.75 0.502(78) 3.82
5-20 0.478(9) 1.22 -
6-20 0.476(12) 1.31 0.476(11) 1.31
7-20 0.485(17) 1.36 0.485(16) 1.36
8-20 0.466(21)* 1.30 0.467(20) 1.31
9-20 0.465(29) 1.43 0.467(29) 1.44
10-20 0.492(42) 1.47 0.495(42) 1.48
11-20 0.506(70) 1.64 0.511(71) 1.66
Table C.0.8.: Excited state energy in lattice units on the 403 × 64 lattice. The total
momentum is (0, 0, 2)2pi
L
.
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C. Energy and phase shift tables
4 5 6 7 8 9
tbeg
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ground state, end = 23
first excited, end = 20
first excited, end = 15
Figure C.0.1.: Dependence of the energy on the fit interval for the 323 × 64 lattice and
total momentum (1, 1, 0)2pi
L
.
4 5 6 7 8 9 10 11 12 13
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mom = 001, end = 15
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mom = 002, end = 15
mom = 002, end = 20
Figure C.0.2.: Dependence of the ground state energy on the fit interval for the 403× 64
lattice and total momenta (0, 0, 1)2pi
L
, (1, 1, 0)2pi
L
and (0, 0, 2)2pi
L
.
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0.3
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0.4
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0.5
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mom = 001, end = 15
mom = 001, end = 20
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mom = 002, end = 15
mom = 002, end = 20
Figure C.0.3.: Dependence of the excited state energy on the fit interval for the 403× 64
lattice and total momenta (0, 0, 1)2pi
L
, (1, 1, 0)2pi
L
and (0, 0, 2)2pi
L
.
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C. Energy and phase shift tables
time kcontr0 phasecont klatr0 phaselat
5-20 0.661(58) 0.056
(
70
−61
)
0.680(57) 0.033
(
74
−65
)
6-20 0.646(64) 0.073
(
74
−61
)
0.666(63) 0.051
(
78
−66
)
7-20 0.646(67) 0.073
(
77
−63
)
0.666(66) 0.050
(
81
−69
)
8-20 0.607(99) 0.112
(
99
−62
)
0.628(97) 0.092
(
106
−73
)
5-23 0.649(57) 0.069
(
67
−57
)
0.669(56) 0.046
(
71
−62
)
6-23 0.639(64) 0.081
(
72
−59
)
0.659(63) 0.059
(
76
−64
)
7-23 0.640(66) 0.080
(
75
−61
)
0.659(65) 0.058
(
79
−67
)
8-23 0.596(87) 0.122
(
82
−52
)
0.617(85) 0.103
(
88
−62
)
9-23 0.685(119) 0.026
(
156
−120
)
0.705(118) 0.001
(
162
−130
)
10-23 0.625(139) 0.095
(
149
−84
)
0.645(136) 0.074
(
157
−99
)
Table C.0.9.: Scattering phase shift and kr0 computed from the ground state energy on
the 323 × 64 lattice for t0 = 4 and total momentum (1, 1, 0)2piL .
time kcontr0 phasecont klatr0 phaselat
5-20 1.107(61) 2.357
(
149
−145
)
1.126(61) 2.310
(
153
−149
)
6-20 1.066(82) 2.454
(
193
−186
)
1.085(83) 2.409
(
198
−191
)
7-20 1.109(102) 2.352
(
250
−238
)
1.128(102) 2.305
(
257
−243
)
8-20 1.109(165) 2.351
(
407
−374
)
1.128(165) 2.304
(
420
−382
)
9-20 1.309(237) 1.799
(
642
−471
)
1.329(239) 1.733
(
736
−650
)
5-15 1.111(61) 2.346
(
149
−145
)
1.130(61) 2.298
(
153
−149
)
6-15 1.048(85) 2.496
(
149
−145
)
1.067(85) 2.452
(
200
−192
)
7-15 1.096(102) 2.383
(
248
−236
)
1.115(103) 2.337
(
255
−242
)
8-15 1.113(174) 2.342
(
432
−394
)
1.132(175) 2.295
(
446
−403
)
Table C.0.10.: Scattering phase shift and kr0 computed from the excited state energy on
the 323 × 64 lattice for t0 = 4 and total momentum (1, 1, 0)2piL .
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time kcontr0 phasecont klatr0 phaselat
5-15 0.675(29) 2.978
(
67
−65
)
0.686(29) 2.953
(
68
−67
)
6-15 0.646(39) 3.044
(
87
−83
)
0.657(39) 3.020
(
88
−85
)
7-15 0.584(49) 0.028
(
93
−84
)
0.596(49) 0.007
(
95
−87
)
8-15 0.520(61) 0.133
(
90
−69
)
0.531(61) 0.117
(
94
−75
)
9-15 0.516(69) 0.139
(
100
−72
)
0.527(68) 0.123
(
104
−79
)
10-15 0.495(83) 0.165
(
107
−63
)
0.507(81) 0.150
(
113
−73
)
11-15 0.539(93) 0.106
(
149
−106
)
0.550(92) 0.087
(
153
−115
)
5-20 0.674(28) 2.981
(
64
−63
)
0.685(28) 2.955
(
65
−64
)
6-20 0.645(38) 3.047
(
83
−80
)
0.656(38) 3.023
(
84
−82
)
7-20 0.599(42) 0.001
(
83
−77
)
0.610(42) 3.121
(
85
−80
)
8-20 0.529(54) 0.120
(
84
−68
)
0.541(54) 0.102
(
87
−73
)
9-20 0.521(61) 0.131
(
91
−70
)
0.533(60) 0.115
(
94
−75
)
10-20 0.503(72) 0.155
(
98
−65
)
0.515(71) 0.140
(
102
−73
)
11-20 0.537(81) 0.108
(
128
−96
)
0.549(79) 0.090
(
132
−103
)
Table C.0.11.: Scattering phase shift and kr0 computed from the ground state energy on
the 403 × 64 lattice for t0 = 4 and total momentum (1, 1, 0)2piL .
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C. Energy and phase shift tables
time kcontr0 phasecont klatr0 phaselat
5-15 1.033(36) 1.887
(
139
−132
)
1.045(36) 1.842
(
143
−136
)
6-15 1.031(43) 1.896
(
170
−161
)
1.043(44) 1.851
(
176
−165
)
7-15 0.975(59) 2.102
(
209
−198
)
0.987(59) 2.063
(
214
−202
)
8-15 0.860(82) 2.480
(
248
−239
)
0.871(82) 2.447
(
252
−242
)
9-15 0.831(112) 2.567
(
322
−306
)
0.841(112) 2.536
(
327
−310
)
10-15 0.833(143) 2.562
(
410
−384
)
0.843(143) 2.530
(
417
−389
)
11-15 0.965(197) 2.139
(
607
−422
)
0.976(198) 2.100
(
617
−318
)
5-20 1.034(36) 1.886
(
142
−135
)
1.045(36) 1.841
(
146
−139
)
6-20 1.030(44) 1.900
(
173
−163
)
1.042(44) 1.855
(
179
−168
)
7-20 0.977(59) 2.095
(
210
−199
)
0.988(59) 2.055
(
216
−203
)
8-20 0.842(83) 2.533
(
243
−234
)
0.853(83) 2.501
(
247
−238
)
9-20 0.813(109) 2.618
(
305
−291
)
0.824(109) 2.588
(
310
−295
)
10-20 0.817(144) 2.608
(
404
−377
)
0.827(144) 2.577
(
410
−383
)
11-20 0.930(199) 2.257
(
681
−585
)
0.941(199) 2.220
(
618
−594
)
Table C.0.12.: Scattering phase shift and kr0 computed from the excited state energy on
the 403 × 64 lattice for t0 = 4 and total momentum (1, 1, 0)2piL .
118
time kcontr0 phasecont klatr0 phaselat
5-15 0.526(26) 3.053
(
44
−41
)
0.531(26) 3.044
(
45
−42
)
6-15 0.489(34) 3.109
(
48
−42
)
0.494(34) 3.102
(
49
−44
)
7-15 0.425(42) 0.038
(
39
−28
)
0.431(42) 0.033
(
41
−30
)
8-15 0.403(45) 0.054
(
33
−20
)
0.408(44) 0.051
(
35
−22
)
9-15 0.392(55) 0.061
(
37
−17
)
0.397(54) 0.058
(
39
−19
)
10-15 0.397(60) 0.058
(
44
−20
)
0.403(60) 0.054
(
47
−23
)
11-15 0.407(61) 0.051
(
50
−25
)
0.413(61) 0.048
(
52
−28
)
5-20 0.515(26) 3.070
(
41
−38
)
0.521(26) 3.061
(
42
−39
)
6-20 0.477(34) 3.124
(
45
−39
)
0.482(34) 3.117
(
46
−40
)
7-20 0.428(39) 0.035
(
38
−27
)
0.434(39) 0.031
(
39
−29
)
8-20 0.407(40) 0.051
(
32
−20
)
0.413(40) 0.048
(
33
−22
)
9-20 0.412(43) 0.048
(
35
−23
)
0.417(43) 0.044
(
37
−25
)
10-20 0.419(50) 0.043
(
44
−28
)
0.424(49) 0.039
(
46
−30
)
11-20 0.428(51) 0.035
(
50
−33
)
0.434(51) 0.030
(
52
−35
)
Table C.0.13.: Scattering phase shift and kr0 computed from the ground state energy on
the 403 × 64 lattice for t0 = 4 and total momentum (0, 0, 1)2piL .
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C. Energy and phase shift tables
time kcontr0 phasecont klatr0 phaselat
5-15 0.895(31) 2.045
(
119
−114
)
0.900(32) 2.023
(
121
−116
)
6-15 0.872(40) 2.131
(
146
−139
)
0.877(40) 2.110
(
148
−141
)
7-15 0.774(51) 2.456
(
156
−150
)
0.779(51) 2.440
(
158
−151
)
8-15 0.701(65) 2.668
(
174
−163
)
0.706(65) 2.654
(
176
−165
)
9-15 0.633(85) 2.837
(
198
−178
)
0.638(85) 2.825
(
201
−181
)
10-15 0.571(110) 2.971
(
217
−174
)
0.576(110) 2.961
(
220
−178
)
11-15 0.628(140) 2.850
(
316
−260
)
0.633(139) 2.839
(
320
−265
)
5-20 0.890(31) 2.062
(
116
−112
)
0.896(31) 2.041
(
118
−113
)
6-20 0.868(39) 2.145
(
140
−134
)
0.873(39) 2.124
(
143
−136
)
7-20 0.785(48) 2.424
(
149
−143
)
0.790(48) 2.407
(
151
−145
)
8-20 0.711(61) 2.638
(
167
−158
)
0.717(61) 2.624
(
169
−160
)
9-20 0.656(78) 2.783
(
190
−175
)
0.661(78) 2.771
(
193
−177
)
10-20 0.610(92) 2.891
(
202
−176
)
0.615(92) 2.880
(
204
−179
)
11-20 0.678(110) 2.728
(
281
−250
)
0.683(110) 2.715
(
284
−253
)
Table C.0.14.: Scattering phase shift and kr0 computed from the excited state energy on
the 403 × 64 lattice for t0 = 4 and total momentum (0, 0, 1)2piL .
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time kcontr0 phasecont klatr0 phaselat
5-15 0.735(41) 0.073
(
122
−122
)
0.762(41) 0.006
(
123
−123
)
6-15 0.719(58) 0.120
(
166
−166
)
0.746(57) 0.042
(
169
−168
)
7-15 0.675(79) 0.243
(
209
−205
)
0.703(77) 0.167
(
212
−210
)
8-15 0.581(106) 0.479
(
232
−202
)
0.610(102) 0.410
(
238
−220
)
9-15 0.553(151) 0.539
(
299
−201
)
0.584(144) 0.473
(
308
−247
)
10-15 0.599(192) 0.438
(
409
−301
)
0.628(184) 0.368
(
417
−350
)
5-20 0.734(41) 0.076
(
121
−121
)
0.760(40) 0.002
(
122
−122
)
6-20 0.711(59) 0.142
(
166
−165
)
0.738(58) 0.065
(
169
−168
)
7-20 0.675(79) 0.243
(
209
−206
)
0.703(77) 0.167
(
213
−210
)
8-20 0.579(106) 0.483
(
233
−201
)
0.609(102) 0.415
(
239
−219
)
9-20 0.574(143) 0.496
(
299
−232
)
0.603(137) 0.427
(
307
−265
)
10-20 0.621(177) 0.384
(
398
−333
)
0.649(170) 0.312
(
405
−364
)
11-20 0.534(303) 0.579
(
488
−153
)
0.565(277) 0.515
(
502
−90
)
Table C.0.15.: Scattering phase shift and kr0 computed from the ground state energy on
the 403 × 64 lattice for t0 = 4 and total momentum (0, 0, 2)2piL .
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C. Energy and phase shift tables
time kcontr0 phasecont klatr0 phaselat
5-15 1.029(55) 2.187
(
230
−221
)
1.054(55) 2.083
(
238
−229
)
6-15 1.009(70) 2.270
(
285
−272
)
1.034(70) 2.169
(
295
−281
)
7-15 1.053(98) 2.086
(
426
−395
)
1.078(98) 1.978
(
408
−391
)
8-15 0.939(134) 2.542
(
488
−461
)
0.963(133) 2.450
(
504
−471
)
9-15 0.937(200) 2.548
(
723
−664
)
0.962(198) 2.456
(
749
−678
)
10-15 1.042(274) 2.133
(
985
−44
)
1.067(273) 2.026
(
1011
−310
)
11-15 1.128(489) 1.747
(
1078
−795
)
1.153(486) 1.625
(
1274
−725
)
5-20 1.023(55) 2.213
(
227
−219
)
1.048(55) 2.109
(
235
−226
)
6-20 1.014(71) 2.252
(
287
−275
)
1.038(70) 2.150
(
298
−283
)
7-20 1.065(97) 2.037
(
431
−398
)
1.089(97) 1.927
(
412
−286
)
8-20 0.956(131) 2.477
(
491
−461
)
0.981(130) 2.383
(
508
−472
)
9-20 0.951(186) 2.497
(
690
−633
)
0.976(185) 2.403
(
715
−647
)
10-20 1.103(248) 1.865
(
974
−587
)
1.128(248) 1.748
(
1005
−874
)
11-20 1.179(418) 1.495
(
1494
−810
)
1.204(417) 1.361
(
1280
−483
)
Table C.0.16.: Scattering phase shift and kr0 computed from the excited state energy on
the 403 × 64 lattice for t0 = 4 and total momentum (0, 0, 2)2piL .
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