Cloud detection and screening constitute critically important first steps required to derive many satellite data products. Traditional threshold-based cloud mask algorithms require a complicated design process and fine tuning for each sensor, and they have di culties over areas partially covered with snow/ice. Exploiting advances in machine learning techniques and radiative transfer modeling of coupled environmental systems, we have developed a new, threshold-free cloud mask algorithm based on a neural network classifier driven by extensive radiative transfer simulations. Statistical validation results obtained by using collocated CALIOP and MODIS data show that its performance is consistent over di↵er-ent ecosystems and significantly better than the MODIS Cloud Mask (MOD35 C6) during the winter seasons over snow-covered areas in the mid-latitudes.
Because of the similarity of cloud and snow/ice optical properties in VIS and 25 near NIR channels, snow detection has always been essential in cloud mask algo-26 rithm designs. Indices for mapping snow cover using VIS and SWIR data were 27 developed in the mid-1970s. The Normalized Di↵erence Snow Index (NDSI) 28 was introduced by Hall et al. (1995) to map snow using MODIS data. Prior 29 to that, Dozier (1987 Dozier ( , 1989 areas. In these studies, manually classified datasets were used for validation.
53
An automatic Bayesian classifier, derived using collocated AVHRR and CALIOP 54 data by Andrew K. Heidinger et al. (2012) , showed improvements over threshold-55 based methods and the ability to derive uncertainties in the cloud masking 56 process. The dependence on CALIOP data to derive posterior cloud probability 57 was also introduced in this paper. cloud mask as will be shown in Section 3.
82
Machine learning methods, on the other hand, generally have no depen-83 dence on thresholds and do not rely on detecting snow before cloud screening.
84
However, the dependence on manually-generated datasets has limited the de- 
New approach

94
In this paper, we present a new machine-learning based approach to cloud 95 and snow detection and discrimination to overcome the limits of previous meth-96 ods. Instead of using manually-generated datasets, we simulate the train- 
100
• There is no need for humans to identify hundreds of images with millions 101 of pixels, which greatly saves human e↵ort.
102
• The number of training samples can be as large as desired/needed, which 103 can help avoid overfitting problems and be used to fully explore the po-104 tential of machine learning techniques.
105
• The training dataset can cover the full range of possible solar/viewing 106 geometries.
107
• The algorithm can easily be modified for application to di↵erent sensors; 108 only new training datasets are needed.
109
In order to create such a training dataset, it is necessary to take into account the at wavelength is found by solving the following RTE:
Here F 0 is the incident top-of-the-atmosphere (TOA) solar irradiance (normal 
Surface IOPs
156
In order to simulate the TOA reflectance from di↵erent land surface types, 
Reflectance for mixed snow/vegetation/soil cases and high elevation areas
171
In order to better handle the case of fractional snow cover, we adopted the 172 following linear mixing rule for the reflectance of pixels with snow fraction, f :
175
By randomly changing the snow fraction f and snow/land parameters, we can 176 simulate the TOA reflectance for a variety of snow-mixed-vegetation/soil cases.
177
In order to handle the change of TOA reflectance with surface elevation, we sim- , and snow grain size were considered to be free pa-219 rameters allowed to vary within realistic ranges (see Table 1 and surface elevation serve as the input parameters to the algorithm. In this way, over 20 million samples were generated and used to train a (which typically contains 2030⇥1354 = 2.7M pixels) in less than two seconds.
239
The main parameters of the simulations and their range of variation are listed
240
in Table 1 and a flowchart of the new Snow-ice Cloud mask (SCM) algorithm 241 is shown in Fig. 3 . 
Results and validation
243
In this section we will apply the trained neural network classifier to MODIS 244 images and validate its performance over di↵erent land regions. We first tested 245 the SCM using the aforementioned 6-channel configuration to simulate its per- 2) to improve the sensitivity to thin cirrus clouds. 
where N cld,hit , N clr,hit , N clr,miss , and N cld,miss are defined in Table 2 .
310
Figure 6 as well as TSS by 5% to 7%, but the performance is slightly lower compared to MOD35.
316
These results indicate that there is some room for improvement of the SCM 317 over non-snow covered areas, and the additional tests using bands in thermal
318
IR wavelength range can significantly improve the identification of thin clouds,
319
which are di cult to identify solely by reflectance-based methods.
320
Over the snow-covered Greenland Plateau area the two algorithms perform in winter months, as seen in Table 3 . 
Discussion
354
The SCM cloud screening tool described above is our first attempt to use 
373
• Constructing a more realistic training dataset of cloudy-sky simulations.
374
In the current simulation dataset we have for simplicity employed a fixed to work during night time.
386
• Using additional machine learning techniques to improve the performance.
387
In this paper, we used a simple perceptron neural network model to per- 
