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In	Sect. 1 we	deﬁne	what	we	mean	by	‘big	science’, describe	the	overall
data	culture	there, laying	stress	on	how	it	necessarily	or	contingently	differs	from
other	disciplines.





in	most	other	areas, so	 that	 the	only	change	we	suggest	 is	 to	make	 this	plan-
ning	more	formal, which	makes	it	more	easily	auditable, and	more	amenable	to
constructive	criticism.
In	Sect. 3 we	brieﬂy	discuss	the	LIGO data	management	plan, and	pull	to-
gether	whatever	information	is	available	on	the	estimation	of	digital	preservation
costs.
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reliable	predictions	of	 the	positions	and	motions	of	 the	Sun	and	Moon, in	or-














of	data; and	particle	physics	has	been	generating, and	addressing, intimidating



































focused	 on	 large-scale	 data	 storage	 and	 transport. However	 there	 is	 an
awareness	that	(partly	because	there	have	been	no	immediate	imperatives
to	do	so)	 there	was	until	 recently	no	published	plan	for	a	 long-term	data
archive.





lengths. All	the	stakeholder	groups	have	interests	in	the	success	of	the VO move-
ment.
The	project	aims	 to	bring	 together	 two	sets	of	practice, namely	 the	 long-
term	digital	preservation	perspectives	represented	by	the	OAIS reference	model





Sect. 1 is	about	data	management	in big	science. It	is	addressed	to	the JISC
and	to	the	data	preservation	community	in	general, and	is	intended	to	illuminate
the	ways	 in	which	 scientists	 in	 these	areas	have	distinctive	data	management
requirements, and	a	distinctive	data	culture, which	contrasts	informatively	with
other	disciplines.





Finally, Sect. 3 is	primarily	addressed	to	the LSC,	as	a	proxy	for	similar	big-
science	projects. The	explicit	recommendations	here	are	intended	to	be	of	as
much	 interest	 to	projects, as	actions	 they	may	wish	 to	 take, as	 to	 funders, as
behaviour	it	may	be	prudent	or	productive	to	require.
0.3 Working	with	communities –	pragmatics
This	report	is	the	result	of	a	fruitful	collaboration	with	the GW community. It	may
be	useful	to	note	some	of	the	features	of	the	project, and	the	community, which
contributed	to	this.
• The	project	team, as	part	of	Glasgow	University, has	current	involvement	in
the	community, and	the	project	director	(Woan)	is	a	senior	ﬁgure	there.







• The	existing LVC workshop	series	meant	that	we	could	contact	relevant	peo-
ple	easily	in	a	context	where	newcomers	were	expected, and	we	didn't	have
to	add	our	own	data	management	workshop.


























1.1 LIGO in	perspective: LIGO,	big	science, and	astronomy
What	is	‘big	science’?










Euros, not	 including	 the	detectors, nor	 the	personnel	and	hardware	costs
directly	 supported	by	country	 funders, which	cost	between	one	and	 two
times	that	sum).
big	author	lists The	projects	involve	collaborations	of	hundreds	of	people	(the
LSC author	list	runs	at	around	600	people	(cf Sect. 1.6.1), and	the	LHC's
ATLAS detector	author	list	is	around	3000).
big	data Enhanced-	 and	Advanced-LIGO (for	 example)	will	 produce	of	 order
1 PB yr 1, comparable	to	the ATLAS detector's 10 PB yr 1; the	eventual	SKA
data	volumes	will	dwarf	these.
big	admin MOUs, councils, workshop	series.
big	careers Individuals	may	make	 the	 journey	 from	PhD to	chair	on	a	 single
project.
There	is	a	discussion	of	the	features	of	‘big	science’, and LIGO's	progress	towards















current 100 TB yr 1 to	around 1 PB yr 1 (see	Table 1 on	the	facing	page, which
shows	the	variation	in	data	size	for	science	runs	three	to	six).
LIGO is	just	one	of	several	other	existing	or	planned	big	physics	projects, in-
cluding	the LHC,	the Square	Kilometre	Array	(SKA),	and	various European	Space
Agency	(ESA)/NASA space	missions. In	comparison	with	these	projects, LIGO's
data	handling	requirements	are	relatively	modest. The	LHC will	have	data	vol-
umes	of	tens	of PB yr 1 Further	in	the	future, the	SKA (which	is	due	to	be	com-
6
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S3 S4 S5 S6
L0 57 32 816 261
L1 8:24 4:04 119 76
L2 1:55
L3 0:97 0:86 9:70 3
(duration/day) 70 29 695 482
Table 1: LIGO data	set	size	estimates	in	TB,	and	run	lengths	in	days, for	science
runs	three	to	six	(‘Sn’), and	various	data	types	(size	data	taken	from [8]; there
were	a	total	of	six	science	runs	in	LIGO;	L0	is	the	run's	raw	dataset, and	L1	to
L3	are	progressively	reduced).
missioned	around	2020)	has	predicted	requirements	up	to 1 Tbit s 1 locally	and
100Gbit s 1 intercontinentally; this	involves	transporting, though	not	necessar-
ily	storing, around 1 TBmin 1 or 0:5 EB yr 1 [9]. This	is	0.05%	of	the	predicted
1ZB yr 1 total worldwide	IP trafﬁc	for	2015 [10].
Large-scale	 physical	 science	 experiments	 have	 long	 produced	 signiﬁcant














volumes, big-science	projects	 are	 often	 extremely	 innovative	 in	 their	 so-








Beyond	 the	 substantial	 software	engineering	challenges	described	above,









1 PB is 1000 TB; 1 EB is 1000 PB;
















and	experimental, but	never	 for	 its	 own	 sake; it	must	be	 stable, but	 is	 never
frozen; it	is	accurately	made, but	rarely	polished. The	analogy	with	lab	hardware








the	 long	 term, after	 the	experiment	has	completed. It	 is	precisely	 these Long
Term	preservation	questions, in	 the	OAIS sense	of	more	 than	one	 technology
generation, that	are	the	concern	of	this	report.








This	 is	a	good	place	to	stress	 that	 ‘big	science’	generally	handles	 its	data















conﬁdentiality	 concerns	 are	well	 circumscribed, concerning	professional
priority	rather	than	IPR or	other	ﬁnancial	worries.
Although	these	features	are	to	a	greater	or	lesser	extent	speciﬁc	to	this	type	of
science, they	have	given	rise	to	the	notions	of data	products and	explicit propri-
etary	periods, which	we	believe	would	be	useful	in	other	areas, and	which	we
discuss	in	Sect. 1.11.
Although	it	is GW data	which	is	our	nominal	focus	in	this	report, it	is	con-
venient	to	ﬁrst	describe	general	astronomy	data, then	distinguish	that	from High






















(see	Sects. 1.5 and 1.6 below).



































































background, at [14]; and	a	more	discursive	account	of	plate	scanning, includ-
ing	discussion	of	some	of	the	archival	challenges, in [15, 16]). Even	babylonian
and	ancient	chinese	astronomical	data has	been	used	for	contemporary	science,
helping	measure	the	rate	at	which	the	earth's	spin	rate, and	thus	the	length	of
day, is	changing [17]; similarly, 3 000-year-old	egyptian	data	has	been	used	to
measure	the	change	in	the	orbital	behaviour	of	the	three	stars	in	the	Algol	sys-


















are	datasets	which	contain, not raw	data, but	data	which	has	been	processed	to
a	 greater	or	 lesser	 extent. We	can	distinguish	 at	 least	 three	 levels	of	 data	 in














turn	 it	 into	scientiﬁcally	meaningful	numbers	 (interpreting	engineering	or
telemetry	data	streams, and	calibration)	and	to	remove	various	instrumental
and	observational	artefacts. Data	products	are	usually	made	available	 in







cal	Data	Service	(ADS),	and	article	preprints	at	the arXiv	(cf	Sect. 1.9). Mod-
est	volumes	of	data	can	be	published	as	digital	appendices	to	journal	arti-









cessing pipeline. To	a	much	greater	extent	than	is	true	for	HEP data, for	example,
the	highest	level	astronomy	data	products	are	both	useful	and	generally	intelli-



















(CDS) (see	Sect. 1.4.1 below).
The ESA Hipparcos	astrometry	mission ﬂew	between	1989	and	1993, and
produced	 a	high-precision	 catalogue	of	 100 000	 stars [22]. The	 catalogue	 is
available	online	as	queriable	databases	at	ESA and CDS,	as	CDs, and	as	PDFs
which	match	the	catalogue's	17-volume	printed	version. The	printed	version	is
an	interesting	case: as	discussed	in	the	catalogue	(vol. 1, §2.11.3), the	printed
pages	are	designed	with	a	per-page	checksum, to	help	with	re-scanning	the	cat-






CDS is	a	large	disciplinary	repository	for	astronomy [23]. It	stores	a	broad	range
of	catalogues, of	various	sizes, in	its VizieR service	(see	[24]	and http://vizier.
u-strasbg.fr/)	 and	 provides	 a	 large	 librarian-curated	 collection	 of	 data	 from,
measurements	of, and	references	to, individual	astronomical	objects. It	coop-
erates	closely	with ADS.
CDSwas	created, and	is	supported, by	the	french	agency	in	charge	of	ground-
















Strasbourg	University. The	main	support	 is	 through	permanent	positions	 from






















generally	not	the	many-person	collaborations	usual	in GW or HEP physics, but
are	instead	facilities	created	by	space	agencies	or	consortia	of	national	funders.
Although	they	are	highly	innovative	leading-edge	facilities, they	are	not	seen	as








ies	of	multiple	archives, and	 include	 for	example	UKIDSS-UDS, the	Herschel
Atlas	collaboration, HerMES and	GAMA.	These	have	between	20	and	60	collab-
orating	members	scattered	over	perhaps	a	dozen	institutions	but, crucially, no




















Astronomy	is	essentially	an	observational	science: telescopes, their	optics, and
the	detectors	which	hang	off	 them, are	constructed	 to	create	a	path	 from	na-




















knowledge	which	it	may	be	infeasible	to	preserve. In	OAIS terms, the	designated
community	is	tiny	because	the Representation	Information	is	hugely	complex.
In	addition	to	this, HEP data	has	a	considerably	shorter	shelf-life	than	as-
















we	may	have	suggested	above. Similarly	to	this, (ii) data	reduction	errors	may	be
dominated	by	theoretical	uncertainties	rather	than	experimental	ones, and	these




























Unlike	astronomy, HEP has	 for	 the	 last	 few	decades	been	organised	 into
larger	and	larger	collaborations, and	these	collaborations	have	developed	intri-
cate, and	socially	fascinating, cultures	for	managing	this. The	two	larger	instru-
ments	at	the	LHC, ATLAS and Compact	Muon	Solenoid	(CMS),	each	have	author








LIGO project, and	in	the	amount	of	novel	technology	involved, as	well	as	in	the
fact	that	many	of	the	personnel	involved	came	originally	from	a	HEP background,
the	project's	culture	more	closely	resembles	that	of	a	HEP experiment	than	of	an
astronomical	telescope. We	discuss	some	speciﬁc	features	of	LIGO data	in [29];






300), or	which	are	still	at	the	planning	stage. See [30]	for	an	overview	of	current
detectors, and	of	detector	physics.
LIGO Lab	is	a	collaboration	between	Caltech	and	MIT,	which	designs	and
runs	three	interferometers	in	Hanford, WA,	and	Livingston, LA,	in	the	US. GEO
is	a	German/British	collaboration, which	runs	the GEO600	interferometer. The
three	LIGO interferometers	were	shut	down	in	October	2010	to	reﬁt	for Advanced
LIGO (aLIGO);	the	GEO600	interferometer	is	still	currently	running. The LSC is
the	result	of	a	network	of Memoranda	of	Understanding	between	LIGO Lab	(or
more	loosely	the	LSC) and	multiple	other	institutions	of	various	size. These	re-
lationships	involve	hardware, resources, and	data	access	of	various	types. Most
typically, the	resources	in	question	are	personnel, and	an	institution	such	as	a
university	physics	department, which	wishes	access	to	LIGO data, will	contribute





observatories, which	describe	what	data	is	to	be	shared, in	what	volumes, and
the	outline	authorship	arrangements	for	any	subsequent	papers. GEO's	MOU
describes	a	particularly	close	relationship	with	LIGO Lab, but	most	of	the	MOUs
are	broadly	 similar	 to	each	other, and	 the	process	of	 creating	one	 is	by	now
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the	data	channel	 in	which	a	GW signal	will	 eventually	be	 found	 (this	 is
possibly, but	not	necessarily, also	held	in	frame	format). This	is	the	class	of































At	present, LIGO data	is	available	only	to	members	of	the LSC.	This	 is	an
open	collaboration, and	research	groups	which	join	the	LSC have	access	to	all
of	 the LIGO data. In	return, they	contribute	personnel	 to	 the	project	 (includ-
ing	for	example	people	to	do	shift-work	manning	the	detectors), and	accept	the
collaboration's	publication	policies, which	 require	 that	all	publications	based
on	LIGO data	are	reviewed	by	the	entire	collaboration, and	carry	the	complete
800-person	author	list. At	present, and	in	the	future, data	which	is	referred	to	by





























1.7 A contrast: social	science	data
It	 is	 possibly	 instructive	 to	 contrast	 the	data	management	 practices	 discussed
here, with	the	very	different	problems	faced	by	data	managers	in	the	social	sci-






























addition	of	 subjective	metadata	as	ﬁnding	aids, but	 it	 is	completely	 speciﬁed








































Figure 2: Calculated	ephemeris	 for	 the	period	104 BCE March	23	to	101 BCE
April	18, written	on	Seleucid	year	209, month	IX,	day	18	(103 BCE December
20?). Comparison	with	a	JPL ephemeris	shows	that	the	text	conjunction	times
remain	within	a	couple	of	hours	of	the	correct	values, with	an	offset	attributable

















fourth	centuries BCE. Although	earlier	datasets	exist –	 the Venus	 tablet	 of	Am-




4thC BCE to	75 CE with	a	smattering	going	back	as	far	as	mid-8thC BCE,	and	span-
ning	the	development	of	Babylonian	theoretical	astronomy	during	the	4thC BCE.
These	are	a	mixture	of	observations, calculated	ephemerides	 (such	as	Fig. 2),
and	telegraphically	obscure	technical	documentation. The	observation	texts –
‘astronomical	diaries’, forming	the	majority	of	the	texts –	describe	in	sequence






3 10 7, in	the	case	of	the	synodic	month). These	were	used	to	predict	the	ﬁrst
and	last	appearances	of	planets, and	the	times	of	lunar	(but	not	solar)	eclipses.













The Content	 Information	 in	 the	 texts	 is	 sufﬁciently	well	 preserved	 that	 if
the	texts	can	be	dated	at	all	(in	some	cases	through	contemporary	ingest	meta-
data), they	can	generally	be	dated	to	the	very	day; the	technical Representation
Information, in	contrast, is	so	terse	as	 to	make	sense	only	after	 the	procedure
being	documented	is	reconstructed	from	the	Content. The	cuneiform	presents
a	challenge, but	once	this	has	been	transliterated, the	datasets	are	fundamen-


















providing	an imprimatur, many	papers	are	now	principally	read	as	preprints, and
many	journals	permit	citations	by	arXiv	reference. ArXiv	is	supported	by	request-
ing	contributions	from	its	heaviest	institutional	users, on	a	sliding	scale	rising	to






the	arXiv, and	between	publications	and	data. See [41]	for	context, and	some
discussion	of	the	arXiv	numbers	mentioned	above.
The	publication	paradigm	represented	by	arXiv	 (and	similar	smaller-scale
efforts)	 is	underpinned	by	 the	peer	 review	processes	of	 journals. However	as
journal	subscription	costs	rise, journals	are	progressively	cancelled, in	a	process
which	may	ultimately	 damage	 the	 reviewing	process	 on	which	 the	paradigm






























The	earliest VOs	were	Astrogrid	 in	 the	UK,	 the	US-VO in	 the	US (which
became	NVO and	then	VAO),	and	the	Astrophysical	Virtual	Observatory	in	Eu-
rope	(which	became	Euro-VO).	They, along	with	a	growing	collection	of	smaller
national	or	regional	VOs, formed	the IVOA in	2002. The	IVOA exists	to	broker
portable	network	protocols	for	sharing	data, on	the	part	of	cooperating	archives,
and	accessing	it, on	the	part	of	client	applications. The	IVOA focuses	primarily
on	‘traditional’	astronomy, and	so	has	poor	coverage	of	solar	physics	and	more
broadly	geophysics	(and	certainly	provides	no	access	to	GW data).
From	this	has	grown	the	more	general	notion	of	 the	 ‘VxO’, which	is	“[a]







































• Because	 they	are	so	explicit, they	 form	well-deﬁned	start	and	end	points











as	we	are	aware	is	rare	outside, is	that	of	explicit proprietary	periods for	data.
Proprietary	period: A ‘proprietary	period’	is	a	period	after	data	is
acquired, and	therefore	archived, by	a	shared	instrument, during
which	it	is	private	to	the	observer	or	observers	who	requested	it, and
after	which	the	data	(usually	automatically)	becomes	public.






products?’, ‘whom	are	they	documented	for, and	how	expensively?’, ‘how	long
is	the	proprietary	period?’	or	 ‘what	is	 the	quid	pro	quo	for	 this	period?’	These
questions	don't	magically	become	easy	to	answer, but	they	become	a	lot	easier
to	ask, and	invite	concrete	answers	and	negotiation	rather	than ad	hoc argument.









We	commend	 the	notions	of	data	products	 and	proprietary	periods, and






Why	do	funders	wish	to	preserve	data? Because	they	perceive beneﬁts to	that
preservation.
Building	on	this	truism, it	seems	useful	to	explicitly	articulate	these	bene-
ﬁts. The	 JISC-funded	project Keeping	Research	Data	Safe	 (KRDS) (see http://
www.beagrie.com/krds.php and [44])	 described	 a	 collection	of	 studies	 and	 tools
supporting	data	preservation. Amongst	the	KRDS innovations	was	a	typology	of





























































Internationally, there	 is	a	push	towards	such data	sharing	in	 the	more	general
context	of	scholarly	research	(see	for	example [45]	or [46]). The	most	explicit
statement	here	is	in	the NSF's	GC-1	document [47], which	in	section 41	states
that	“[NSF] expects	investigators	to	share	with	other	researchers, at	no	more	than
incremental	cost	and	within	a	reasonable	time, the	data, samples, physical	col-
lections	and	other	supporting	materials	created	or	gathered	in	the	course	of	the

















involved	in	the	generation, ownership, use	and	publication	of	data. The	cases
during	that	year	illustrate	a	number	of	complications	involved	in	data	releases.
















it’. Of	course, the	practice	is	not	quite	as	simple	as	the	principle, and	a	host	of
issues, ranging	across	the	technical, political, social	and	personal, complicate
the	social, evidential	and	moral	arguments	for	general	data	release.
The	arguments against general	data	releases	are	practical	ones: data	releases
are	not	 free, and	may	have	signiﬁcant	ﬁnancial	and	effort	costs	 (cf	Sect. 3.4).
Many	of	 these	costs	come	 from	 (preparation	 for)	data	preservation, since	 it	 is
formally	archived	data	products	that	are	the	most	naturally	releasable	objects:







































portunistically	 reanalysed	 to	 extract	 information	distinct	 from	 the	 information
the	observation	was	designed	for. Astronomical	data	 is	potentially	useful and
usable	almost	indeﬁnitely. Thus	there	is	a	reasonable	expectation	that	the	data
can	be	and	will	be	exploited	by	unknown	astronomers, far	into	the	future.
HEP data	is	somewhat	different	(as	noted	in	Sect. 1.5). As	an	experimental
science, it	is	generally	very	much	in	control	of	what	it	observes, and	is	able	to
design	experiments	of	considerable	ingenuity, in	order	to	make	measurements






astronomy), so	 that	data	gathered	early	 in	an	experiment	will	be	periodically
reanalysed	with	 increased	accuracy. However	 this	understanding	 is	generally
not	preserved	formally, but	is	pragmatically	communicated	through	wikis, work-






can	think	of	 this	as	a	 ‘bootstrap	problem’. In	OAIS terms, the Representation
Network	for	HEP data	is	particularly	intricate, and	while	the Representation	In-
formation	nearest	to	the Data	Object	may	be	complete, it	may	be	infeasible	to
gather	the	Representation	Information	necessary	to	let	a	naive	researcher	make


















by	orders	of	magnitude. An	additional	feature, however, is	that	no-one	has	ever
convincingly	detected	a	gravitational	wave, though	 there	have	been	 repeated
claims	of	detection	in	the	past, so	that	the	ﬁrst	claims	by	LIGO or aLIGO will	be
scrutinized	particularly	closely.









analysed, or	an	analysis	repeated, later. Is	this	actually	true? Or	if	it	is	at	least
desirable, how	much	effort	should	be	expended	to	make	it	true? This	question	is
implicit	in, for	example, the	discussion	of	software	preservation in	Sect. 3.2.
When	a	physical	experiment	is	set	up	and	working, it	is	usual	to	avoid	tin-
kering	with	it	as	much	as	possible, to	avoid	any	unexpectedly	signiﬁcant	change.
That	 is, even	with	a	small-scale	 lab-bench	experiment, it	 is	accepted	 that	not
everything	can	be	effectively	documented, and	 that	 an	experiment	might	not
be	immediately	replicable	purely	from	published	information	(cf	[6, ch.35]	and
Sect. 1.7). This	expectation	(or	rather, lack	of	expectation)	is	also	true	of	larger-
























and	its	associated	pipelines –	it might be	useful, and	it might be	usable –	but
simply	noting	that	one	should	not	overstate	its	value.
2.5 OAIS:	suitability	and	motivation
In	Sect. 3.1.1, we	provide	an	overview	of	the	OAIS model, and	describe	how	it
relates	to	astronomical	data.
The	OAIS standard	is	formally	a	product	of	the Consultative	Committee	for




the	various Information	Packages	 (or	data	products)	well	understood, and	 the
Designated	Community	easily	identiﬁed.
The	motivation	for	a	digital	preservation	standard, as	discussed	in	the	OAIS





























































to	previous	solutions. This, coupled	with	 the	general	availability	of	extensive
technical	expertise	within	such	communities, means	that	any	generic	solution
is	very	unlikely	to	be	appropriate, and	that	it	is	both	reasonable	and	feasible	to
require	custom	archiving	solutions	for	such	projects. There	is	no recipe for	data
preservation	on	this	scale, and	all	that	can	be	hoped	for	is	a	structured	approach























• Actively	engage	with	projects	to	help	them	develop	an	OAIS proﬁle. This
will	include	overview	literature, including	the	OAIS speciﬁcation, tutorial





















the public scientistsʻthe archiveʼ
observers








For	example, the	CASPAR consortium	(see	for	example [50])	has	developed
strategies	 for	detailed	validation	of	projects'	 claims	about	 long-term	data
migration. Similar	work –	for	example	validating	a	project's	assumptions











We	introduce	here	the	main	concepts	of	the	OAIS model. Full	details	are	in [4]
with	a	useful	introductory	guide	in [48]	and	some	discussion	in	the	LSC context
in	[5]; the	OAIS motivation	is	further	discussed	in	Sect. 2.5.






of	 its	concern, and	is	not	a	trivial	problem), but	with	storing	enough informa-
















The	OAIS speciﬁcation's	principal	output	is	theOAIS reference	model, which
is	 an	 explicit	 (but	 still	 rather	 abstract)	 set	 of	 concepts	 and	 interdependencies
which	is	believed	to	exhibit	the	properties	that	the	standard	asserts	are	impor-











example, the	 FITS speciﬁcation	 is	Representation	 Information	 for	 a	 FITS ﬁle).
That	 Information	may	need	 further	context –	 for	example, to	say	 that	a	ﬁle	 is





preservation	is transferred from	the	provider	to	the	archive, which	must	therefore
have	an	explicit	plan	for	how	it	intends	to	discharge	this.
The	archive	distributes	its	wares	to	Consumers	in	one	or	more Designated
Communities, by	 transforming	 them, if	 necessary, into	 the DIP which	 corre-
sponds	 to	 a	 ‘data	product’. The	members	 of	 the	Designated	Community	 are
those	users, in	 the	 future, whom	the	archive	 is	designed	 to	support. This	de-
sign	requires	including, in	the AIP,	Representation	Information	at	a	level	which
allows	the	Designated	Community	 to	interpret	 the	data	products without	ever















In	contrast, the DCC has	produced	a	lifecycle	model [51]	(Fig. 5 on	the	next
page)	which	stresses	that	data	creation, management, and	reuse	are	part	of	a	cycle
in	which	preservation	planning, for	example, can	naturally	happen	before	data

























































Figure 5: The	DCC lifecycle	model, from	[51]
Cycles	of	use	and	re-use	are	not	the	only	links	between	datasets. As	dis-
cussed	in [52], one	digital	object	can	also	provide	context	for	another, in	a	va-
riety	of	ways. To	some	extent	 this	 remark	 rediscovers	 the	notion	of	 the	OAIS
Representation	Network, and	this	in	turn	prompts	us	to	stress	that	although	we





























































This	 last	point, about	 the	changing	 tradeoff, emphasizes	 that	 the	 two	op-
























The	current LIGO DMP plan [5], discusses	DM planning	with	an	emphasis	on
the	preparations	for	the	eventual	public	data	release.
The	LIGO DMP plan	proposes	a	two-phase	data	release	scheme, to	come




who	are	members	of	 the	LSC.	This	document	describes	 the	plans	 for	 the	data
release	and	its	proprietary	periods, and	outlines	the	design, function, scope	and
estimated	costs of	the	eventual	LIGO archive, as	an	instance	of	an	OAIS model.












to	the	broader	research	community. In	addition, LIGO will	begin	to	release	near-
real-time	alerts	to	interested	observatories	as	soon	as	LIGO may have	detected	a
signal.”	This	second	phase	will	begin	after	LIGO has	probed	a	given	volume	of
space-time	(see	[5, ref	7]), or after	3.5	years	have	elapsed	since	the	formal	LIGO
commissioning, whichever	is	earlier. Alternatively, LIGOmay	elect	to	start	phase
two	sooner, if	the	detection	rate	is	higher	than	expected.
In	phase	two, the	data	will	have	a	24-month	proprietary	period.
The	DMP plan	describes	three	(OAIS) Designated	Communities. Quoting
from [5, §1.5], the	communities	are	as	follows.
• LSC scientists: who	are	assumed	to	understand, or	be	responsible	for, all	the
complex	details	of	the	LIGO data	stream.
• External	scientists: who	are	expected	to	understand	general	concepts, such
as	space-time	coordinates, Fourier	transforms	and	time-frequency	plots, and
have	knowledge	of	programming	and	scientiﬁc	data	analysis. Many	of	these
will	be	astronomers, but	also	include, for	example, those	interested	in	LIGO's
environmental	monitoring	data.


















costings	tools [53], and	the	PLANETS project	(http://www.planets-project.eu/)	has
generated	a	broad	range	of	materials	on	preservation	planning, including	costing
studies.
Although	 there	 is	 a	 broad	 range	of	 preservation	projects	 surveyed	 in	 the
KRDS report, there	are	numerous	common	features. Staff	costs	dominate	hard-
ware	costs, and	scale	only	very	weakly	with	archive	size. The	study	also	notes
that	acquisition	and	ingest	costs	are	a	substantial	 fraction	(70–80%)	of	overall
staff	 costs, but	 also	 scale	very	weakly	with	archive	 size. These	are	 relatively















The	number	of	 items	 (such	as	 interview	 transcripts, images	or	database	 rows)






size, seems	 to	suggest	 that	 it	 is	an	archive's initial size	 (in	 the	sense	of	 small,
medium	or	large, for	the	time)	that	largely	governs	the	costs.
We	were	given	access	to	conﬁdential	ﬁgures	for	the	development	and	op-
erations	of	a	mid-to-large	size	astronomy	archive	 (of	order 10 TB of	relational










multiple	ESO facilities; it	shares	space	with	the	still-developing	ALMA archive,
but	the	ﬁgures	below	do	not	include	ALMA.	The	archive	is	based	on	spinning
disks	backed	by	a	tape	library	(for	further	details, see [54]). It	currently	holds
190 TB, increasing	at	around 7 TBmonth 1. The	hardware	costs	average	around
330 k€ yr 1, which	includes	hardware	replacement	and	data	migration, and	which
has	remained	ﬂat	 for	some	years, despite	 the	slowly	increasing	data	volumes.
Running	costs	amount	to 55 k€ yr 1 (some	smaller	systems	account	for	part	of
this), and	licences, networks	and	other	consumables	account	for	about 30 k€ yr 1.
Manpower	costs	come	to	4 FTEs	of	ESO staff	plus	around 270 k€ yr 1 of	out-
sourced	 staff. Neither	hardware	nor	 software	costs	appear	 to	 scale	with	data
volume, with	some	cost	elements	even	dropping	as	the	archive	moves	to	com-
pletely	on-line	data	distribution.
There	is	some	discussion	of	the CDS funding	model	in	Sect. 1.4.1.
The NASA PDS has	developed	a	parameterized	model	for	helping	proposers
estimate	 the	 costs	 involved	 in	 preparing	 data	 for	 archiving	 in	 the	 PDS;	most
relevantly	 for	 the	 above	discussion	 it	 includes	 a	 scaling	with	data	 volume	of
1 + 1:5 log10(volume/MB) (that	is, a	multiplier	which	increases	by	1.5	for	eachorder	of	magnitude	increase	in	data	volume).
As	noted	in	Sect. 1.5, the	HEP community	is	now	constructing	more	detailed






















highly	processed	data. The long-term planning	represented	in	the	LIGO DMP
plan [5], for	example, is	 therefore	 less	concerned	with	 setting	up	an	archive,
than	with	the	adjustments	and	formalizations	required	to	make	an	existing	data-
management	system	robust	for	the	archival	long	term, and	more	accessible	to	a
































3.5 The	GW community	and	the	AIDA toolkit
The	AIDA Self-Assessment	Toolkit [57] is	a	(JISC funded)	set	of	qualitative	bench-
marks	 for	discussing	at	how	developed	an	 institution's	archive	 is. It	 leads	an
archive	manager	through	a	set	of	a	few	dozen	elements, inviting	them	to	grade
their	archive	from	1	(poor)	to	5	(international	exemplar). The	goal	is	not	to	pro-















































The	 ‘organisational	 leg’	 is	 concerned	with	 the	 high-level	 support	 for	 the
archive. To	the	extent	that	it	is	meaningful, the	average	for	these	scores	is	above
three	 (which	 is	good). The	 lower	scores	are	generally	associated	with	 the	 in-
formality	of	the	current	archive	(compared	to	a	service-oriented	commercial	or-




for	data	management. As	with	the	organisational	leg, the	GW community	scores
highly	here	without	really	trying, simply	because	the	community	has	long	experi-

















simply	copy	this	culture, since	there	are	various	reasons	(cf, Sect. 1.3)	why	this
culture	is	particularly	natural	in	some	areas.
There	are	however	some	practices	which	we	do	believe	are	straightforwardly
portable	to	other	disciplines. As	we	discuss	in	Sect. 1.11, the	notions	of data













ings (Sect. 1.11, p21).
2. Funders	should	simply	require	that	a	project	develop	a	high-level	DMP plan
as	a	suitable	proﬁle	of	the	OAIS speciﬁcation [4] (Sect. 2.6, p26).
3. Funders	should	support	projects	in	creating	per-project	OAIS proﬁles	which
are	appropriate	to	the	project	and	meet	funders'	strategic	priorities	and	re-
sponsibilities (Sect. 2.6, p26).
4. STFC should	develop	a	costings	model	for	the	publication	and	preservation
of	data, which	is	matched	to	the	data	challenges	of	the	big-science	commu-











data	management	system, as	a	separate	document [29]. This	document	is	cur-
rently	available	only	within	LIGO:	those	observations	which	have	not	been	in-
corporated	 into	 this	present	 report	are	probably	 too	detailed	 to	be	of	general
interest. We	hope, however, that	the	case-study	will	be	of	some	use	internally	to
to	the	LSC.
B AIDA assessment
The	AIDA self-assessment	toolkit [57] is	a JISC-funded	set	of	qualitative	bench-




The	answers	below	generally	refer	to	the early	2011 state	of	the	LSC archive








1: institution-wide	mission	statements	(5) The	LIGO project	has	prepared	a	for-
mal	DMP,	at	funder	request
2: institutional	policies	for	asset	management	(3) LIGO has	prepared	a	formal
DMP,	and	is	addressing	political	and	cultural	reservations, awaiting	funding
and	implementation
3: review	mechanisms	at	Institutional	level	(4) As	well	 as	 the	DMP,	 there	 al-
ready	exist	well-understood	collaboration-wide	review	procedures, and	these
will	be	used	to	review	the	plan	on	an	annual	basis








6: institutional	capability	for	audit	(3) Extensive	logs	exist, but	are	not	centralised











9: extent	of	institutional	contracts	(3) Not	applicable	 to	current	working	stor-
age
10: institutional	understanding	of	IPR (5) Formal	MoUs	between	partners	regard-
ing	access	to	data, and	clear	guidance	from	funders	regarding	the	eventual
release	of	the	data















4: institutional	processes	(2) Uncertain: what	 there	 is	will	be	done	as	part	of
normal	operations

















11: effectiveness	of	an	Institution-wide	repository	(2) LIGO has	prepared	a	for-
mal	DMP
Resources	leg
1: institutional	business	planning	(2) LIGO is	preparing	a	formal	DMP
2: institutional	capacity	for	review	(4) DMP to	be	reviewed	annually; project
as	a	whole	has	close	relationships	with	funders	and	stakeholders
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