Frequency modulations ͑or glides͒, reported in impulse responses of both the auditory nerve and the basilar membrane, represent a change over time in the instantaneous frequency of oscillation of the response waveform. Although the near invariance of glides with stimulus intensity indicates that they are not the consequence of nonlinear or active processes in the inner ear, their origin has remained otherwise obscure. This paper combines theory with experimental data to explore the basic phenomenology of glides. When expressed in natural dimensionless form, glides are shown to have a universal form nearly independent of cochlear location for characteristic frequencies ͑CFs͒ above approximately 1.5 kHz ͑the ''scaling region''͒. In the apex of the cochlea, by contrast, glides appear to depend strongly on CF. In the scaling region, instantaneous-frequency trajectories are shown to be approximately equal to the ''inverse group delays'' of basilar-membrane transfer functions measured at the same locations. The inverse group delay, obtained by functionally inverting the transfer-function group-delay-versus-frequency curve, specifies the frequency component of a broadband stimulus expected to be driving the cochlear partition at the measurement point as a function of time. The approximate empirical equality of the two functions indicates that glides are closely related to cochlear traveling-wave dispersion and suggests that they originate primarily through the time dependence of the effective driving pressure force at the measurement location. Calculations in a one-dimensional cochlear model based on solution to the inverse problem in squirrel monkey ͓Zweig, J. Acoust. Soc. Am. 89, 1229-1254 ͑1991͔͒ support this conclusion. In contrast to previous models for glides, which locate their origin in the differential build-up and decay of multiple micromechanical resonances local to each radial cross section of the organ of Corti, the model presented here identifies glides as the global consequence of the dispersive character of wave propagation in the cochlea.
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I. INTRODUCTION
Since their first description in derived impulse responses of auditory nerve fibers ͑Mo "ller and Nilsson, 1979͒, frequency modulations ͑or ''glides''͒ have been reported in responses of both the basilar-membrane ͑e.g., de Boer and Nuttall, 1997; Recio et al., 1998; Recio and Rhode, 2000͒ and the auditory nerve ͑e.g., Lin and Guinan, 2000͒ . Glides represent a change over time in the instantaneous frequency of oscillation of the response waveform. Frequency modulations in the response are remarkably robust to changes in the measurement paradigm. Glides are seen, for example, both in mechanical and neural impulse responses to acoustic clicks ͑e.g., Recio et al., 1998; Lin and Guinan, 2000; Recio and Rhode, 2000͒ as well as in estimates of impulse responses obtained by cross-or reverse correlation using broadband noise stimuli ͑e.g., de Boer and Nuttall, 1997; . Furthermore, glides are nearly independent of stimulus intensity over the full dynamic range of hearing ͑e.g., de Boer and Nuttall, 1997; Recio et al., 1998; and even maintain their general form postmortem ͑e.g., Recio et al., 1998͒ . Although glides appear largely invariant to changes in the stimuli, auditory-nerve responses indicate that glides do depend on measurement location within the cochlea ͑Carney et al., 1999͒: Whereas instantaneous-frequency trajectories recorded from the base (CFտ1500 Hz) increase with time, approaching the local characteristic frequency ͑CF͒ from below, trajectories appear mirrored in the apex (CF Շ750 Hz), where instantaneous frequencies generally decrease with time, approaching CF from above. 1 Although the near invariance of glides with stimulus intensity and physiological condition indicates that glides are not the consequence of physiologically active processes in the inner ear, their origin has remained otherwise obscure. Glides have been derived as components of ''optimal auditory filters, Patterson, 1997, 2000͒ , simulated using bandpass filters constructed from an array of artfully placed poles in the complex plane ͑de Boer and Nuttall, 1996; Shekhter and Carney, 1997͒ , and suggested to originate via the differential build-up or decay of multiple micromechanical resonances and/or vibrational modes within the a͒ Electronic mail: shera@epl.meei.harvard.edu organ of Corti ͑de Boer and Nuttall, 1995; Lin and Guinan, 2000; Mountain, 2000͒ . Even before the additional complexity of strong variation in glides with CF was appreciated, de Boer and Nuttall ͑1997͒ proposed that consistency with glides become a standard for evaluating cochlear models, arguing that there ''is currently little or no theoretical basis for understanding the glide phenomenon.'' Motivated by the wide range of mechanisms previously proposed, we take in this paper a step toward providing a theoretical account of glides. Here, we attempt to understand how much of the phenomenology can be explained within the framework of a simple cochlear model. We focus primarily on glides as manifest in the basal turns of the cochlea, where mechanical responses are better characterized and where, as we show below, glides appear to obey a simple scaling relation.
II. SCALING BEHAVIOR OF GLIDES

A. Scaling and nonscaling regions
Carney et al. ͑1999͒ computed instantaneous-frequency trajectories f in (x,t) from auditory-nerve-fiber ͑ANF͒ impulse responses ͑Carney and Yin, 1988͒ derived by reversecorrelation ͑revcor functions͒.
2 Carney et al. quantified glides by estimating the average time rate of change of the instantaneous frequency ͑IF͒ from a linear fit to the trajectory in the region about the peak of the envelope of the revcor function. The resulting ''glide slopes'' ͑in kHz/ms͒, assembled from a population of fibers with characteristic frequencies ͑CFs͒ spanning the range 0.25-4.5 kHz, are reproduced in Fig. 1͑a͒ together with a loess trend line to guide the eye ͑Cleveland, 1993͒. As reported by Carney et al., the scatterplot reveals considerable systematic variation in glide slope. The trend line indicates that glide slopes generally increase with increasing CF. Slopes are typically negative at the lowest CFs, pass through zero near 750 Hz, and increase strongly above zero at higher CFs.
To understand how much of this variation in glide slope reflects actual changes in the form of the glides, as opposed to changes in the characteristic frequency, and thus the effective local time scale, it is helpful to remove the dependence on this time scale by expressing glide slopes in natural dimensionless units. We do this by expressing all frequencies relative to the fiber CF and all time intervals in periods of that CF. We thus transform a glide slope in kHz/ms according to ͑kHz/CF͒/͑ms•CF͒; the net effect is to divide the glide slopes in Fig. 1͑a͒ by the square of the characteristic frequency.
3 The resulting dimensionless glide slopes are shown in Fig. 1͑b͒ . The behavior of the trend line suggests a natural division into two regions based on fiber CF: ͑1͒ an apical region below roughly 1.5 kHz where the dimensionless glide slope varies strongly with CF; and ͑2͒ a basal ''scaling region'' above roughly 1.5 kHz where the average slope appears approximately independent of CF. Although scatter in the data makes the precise boundary between regions difficult to determine-and no sharp border is likely to exist in any case-the existence of this scaling region suggests that the form of the glide remains approximately invariant in the basal turns of the cochlea. Figure 2 demonstrates the approximate invariance of glides in the basal scaling region. The top panel shows IF trajectories f in (x,t) computed from basilar-membrane ͑BM͒ measurements at six different locations in the chinchilla cochlea ͑six different cochleae͒ by Recio and Rhode ͑2000, Fig. 4͒ . To remove delays associated with the acoustic system and middle-ear transmission, a delay of 0.2 ms, representing the approximate latency to the onset of umbo vibration 5 ͑Recio and Rhode, 2000͒, was subtracted from the data.
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B. Invariance of glides in the basal scaling region
6 Together, the trajectories represent CFs spanning about 1 1 2 octaves. Although differences among animals increase the scatter and preclude a definitive comparison, to a good first approximation plotting the trajectories in the dimensionless form suggested by Fig. 1 unifies the data across CF ͑bottom panel͒. 7 Although additional data may reveal systematic deviations from scaling-such as those evident in measurements of stimulus-frequency otoacoustic emission group delay ͑Shera and Guinan, 2000a, b͒- Fig. 2͑b͒ indicates that glides in the basal region of the chinchilla cochlea have a nearly universal form independent of CF.
Invariance of the normalized IF trajectory across CF ͑and the resulting constancy of the dimensionless glide slope͒ constitutes a time-domain manifestation of the approximate local scaling symmetry ͑Zweig, 1976; Siebert, 1968; Sondhi, 1978͒ manifest by basilar-membrane transfer functions ͑Rhode, 1971; Gummer et al., 1987͒ and neural tuning curves ͑e.g., Kiang and Moxon, 1974; Liberman, 1978͒ . Local scaling symmetry implies that rather than depending on position and frequency independently, mechanical transfer functions and tuning curves in fact depend on the two variables f and x primarily in the dimensionless combination f / f CF (x), where f CF (x) is the CF at location x ͑i.e., the cochlear position-frequency map͒. In the time domain, scaling implies that corresponding basilar-membrane and neural impulse responses, and thus their instantaneousfrequency trajectories, depend on t and x through the dimensionless combination t f CF (x) representing time measured in periods of the characteristic frequency. Figure 2͑b͒ demonstrates this time-domain scaling in glides: To a good approximation, normalized IF trajectories are functions of the single dimensionless variable , where (x,t)ϵt f CF (x). We therefore define the normalized IF trajectory, ␤ in (), by the equation
Figure 2͑b͒ emphasizes another important feature of glides in the scaling region: They are relatively slow, generally occurring over many cycles of the characteristic frequency. The period of the glide-arbitrarily defined, say, as the time needed for the instantaneous frequency to come to within 5% of the CF-is typically at least five cycles in duration. The time course of the glide thus represents a significant fraction of the energy-weighted average group delay of the response, even at low stimulus levels where impulse responses ring longer. The relative slowness of glides is also evident in the small values of the dimensionless glide slope obtained in Fig. 1͑b͒ . Fig. 6A , averaged across level͒; and ͑3͒ two derived BM impulse responses ͑input-output cross-correlation functions͒ measured with pseudorandom noise in the guinea pig ͑e.g., de Boer and Nuttall, 1997͒ . A delay of 1 ms was subtracted from the cat ANF data to compensate for acoustic, synaptic, and neural propagation delays present in the revcor function ͑Carney, personal communication͒. A delay of 0.35 ms, representing the approximate latency to the onset of incus vibration ͑Recio et al., 1998͒, was subtracted from the chinchilla data. Since the guinea-pig data were normalized by stapes vibration, no delay correction was necessary. The guinea-pig data are from experiments 9916 and 9924 at equivalent noise levels of 70 and 40 dB SPL, respectively. The bottom graph ͓panel ͑b͔͒ illustrates the approximate unification achieved across species by reexpressing the trajectories in panel ͑a͒ in dimensionless form as a function of time measured in periods of CF.
functions ͑Carney and Yin, 1988; 8 the top panel shows glides obtained from basilar-membrane ͑BM͒ velocity responses to acoustic clicks in the chinchilla ͑Recio et al., 1998͒ and from derived BM impulse responses ͑input-output cross-correlation functions͒ measured with pseudorandom noise in the guinea pig ͑de Boer and Nuttall, 1997͒. As in Fig. 2 , delays of extra-cochlear origin have been subtracted when necessary. Together, the trajectories span more than a three-octave range of CFs. Although the trajectories are somewhat noisy and uncertain, plotting them in dimensionless form ͑bottom panel͒ appears to unify the data across CF and, to a considerable extent, across species as well. 9 More data, however, are needed to make a definitive comparison.
III. FREQUENCY-DOMAIN MANIFESTATION OF GLIDES
Glides are a feature of the time-domain response of the basilar-membrane to acoustic clicks. We seek now to find their frequency-domain manifestation with the goal of illuminating the origin and interpretation of glides. Here, and in the remainder of the paper, we focus on glides as measured in the basal scaling region ͑i.e., at CFs greater than roughly 1.5 kHz͒.
Let T(x, f ) denote the basilar-membrane transfer function ͑i.e., basilar-membrane velocity divided by stapes velocity͒ measured at position x and frequency f. As discussed above, local scaling symmetry implies that Figure 4͑a͒ shows the phase, , of T as measured in the guinea pig ͑de Nuttall, 1997, 2000a , b͒. The curvature of the phase reflects the well-known dispersive properties of cochlear wave propagation. Traveling-wave dispersion results from the spatial variation in the the geometry and mechanics of the cochlea that underlies the frequency-position map; as a consequence of these spatial gradients, the wavelengths and velocities of cochlear traveling waves vary with frequency and position ͓again, predominantly through the dimensionless ratio f / f CF (x)͔. The phase curvature indicates that wave components of different frequencies travel with different velocities and reach a fixed observation point ͑e.g., the measurement location͒ at different times after launching from the stapes. These delays can be quantified by computing the ''group delay'' from the slope of the phase versus frequency function ͑e.g., Papoulis, 1962͒:
Since scales ͑i.e., since is a function of f / f CF ͒, the group delay t grp is also naturally expressed in periods of CF, and we therefore define Figure 4͑b͒ shows grp (␤) computed from the guinea-pig phase data in Fig. 4͑a͒ . At location x in the cochlea, the delay grp ͓ f / f CF (x)͔ gives the approximate latency of waves of frequency f, measured in periods of the local CF. For example, the figure indicates that a tone burst at the characteristic frequency ͑f ϭ f CF , vertical dotted line͒ applied at the stapes takes roughly 8 stimulus periods to reach its characteristic place.
A. Glides and the inverse group delay
The dispersive character of cochlear traveling waves suggests a simple interpretation of glides. To illustrate, imagine that we measure BM motion at location x after a wideband stimulus has been applied to the stapes at time ϭ0. The motion we measure reflects the mechanical response of the cochlear partition to the local driving force. Because of the dispersion, different frequency components in the stimulus travel at different velocities and reach the fixed observation point at different times after application of the stimulus. According to the interpretation of the group delay discussed above, the function grp ( f / f CF ) specifies the approximate latency of frequency component f. In other words, at time grp ( f / f CF ) we expect our observation point to be driven predominantly by components in the stimulus with average frequency f. How does this instantaneous driving frequency vary over time? To answer this question, note that the function grp ( f / f CF ) yields a time ͑namely, the normalized group delay, grp ͒ as a function of normalized frequency, f / f CF ϭ␤; by functionally inverting grp (␤) we therefore obtain the normalized frequency as a function of time. We call this functional inverse the ''inverse group delay'' and denote it ␤ grp (). The functional inverse is defined so that ␤ grp ͓ grp (␤)͔ϭ␤; it can be obtained from the graph by reflecting the plot of grp (␤) about the diagonal line yϭx, where y and x are the variables shown along the ordinate and abscissa, respectively. The function ␤ grp () specifies the frequency component of the stimulus that we expect to be driving the measurement point at the time . At time , frequency components in the stimulus less than ␤ grp () have already ''passed by'' en route to the apex, and frequencies greater than ␤ grp () have yet to arrive. So, if glides reflect the time variation of the frequency of the effective driving force at the measurement location, we would expect ␤ in ()Ϸ␤ grp ().
We test this prediction in Fig. 4͑c͒ , which shows the inverse group delay obtained by inverting the function grp ( f / f CF ) from Fig. 4͑b͒ . In its general form, the function ␤ grp () certainly resembles the normalized IF trajectories, ␤ in (), plotted in Fig. 3͑b͒ . Figure 5 shows an explicit comparison between ␤ in () and ␤ grp () in guinea pig and chinchilla. No shifts or adjustments of the data along either axis have been performed. Although both functions are somewhat uncertain at the smallest values of , 10 the similarity between the two functions is striking. The agreement indicates that
as suggested by the conceptual argument outlined in the previous paragraph. The restriction to ␤ grp Շ1 amounts to limiting consideration to frequencies less than or equal to CF. We note that the empirical agreement between ␤ in () and ␤ grp () shown here is not the consequence of a mathematical identity that holds in all systems. Based on the logic of our conceptual argument, however, we conjecture that relation ͑4͒ holds in cochlear models whose phase response and group delay vary smoothly and monotonically with frequency. If this conjecture is correct, the cochlear model of Neely and Kim ͑1986͒, for which approximate equality ͑4͒ is not well satisfied, provides an exception that proves the rule. In the Neely-Kim model, the phase of the BM transfer function has an anomalous ''bump'' roughly a half-octave below CF-a feature introduced as a consequence of matching a similar phase bump ͑the so-called '' phase shift''͒ evident in the neural population study of Kim et al. ͑1979͒ . As illustrated in Fig. 6 , this bump in the model BM phase produces considerable structure in ␤ grp () with no counterpart ␤ in (). Also evident in Fig. 6 is the unusual form of ␤ in () noted by de Boer and Nuttall ͑1997͒: Unlike empirical glides at CFs above 1 kHz, the IF trajectory in this model rises quickly and FIG. 5 . Comparison between the glide and the inverse group delay. The solid lines represent normalized IF trajectories ␤ in () computed from measured basilar-membrane impulse responses in the guinea pig ͑top panel͒ and chinchilla ͑bottom panel͒. The dotted lines represent inverse group delays ␤ grp () computed from the phase of the corresponding transfer functions ͑i.e., from the Fourier transforms of the impulse response͒. We limit consideration to frequencies near CF and below; values of ␤ grp () greater than 1.05, corresponding to frequencies f Ͼ1.05f CF , are not shown. As in Fig. 3 , the guinea-pig data are from de Boer and Nuttall ͑experiments 9916 and 9924, indicated by the gray and black lines, respectively͒. The chinchilla data are from Figs. 3 and 6 of Recio et al. ͑1998, animal L113 with sound levels of 64 and 84 dB SPL indicated by the gray and black lines, respectively͒. Note that the intensity dependent ''bump'' at Ϸ14 in the chinchilla IF trajectory results from nonmonotonic decay of the envelope of the impulse response ͑''waxing and waning''͒ due to interference between components with different phase ͑perhaps arising from internal reflection within the cochlea͒. 
IV. A SIMPLE MODEL FOR GLIDES
Equation ͑4͒ indicates that glides are closely related to cochlear traveling-wave dispersion and may therefore originate in the time dependence of the effective driving force at the measurement location. We now explore this possibility in the context of a simple model.
In classical point-impedance models of the cochlea ͑nicely reviewed in, e.g., de Boer, 1980 de Boer, , 1984 de Boer, , 1991 Hubbard and Mountain, 1996͒ , the velocity V BM (x, f ) of the basilar-membrane at position x due to sinusoidal stimulation at frequency f can be written as the product of two factors:
The first term, Y BM (x, f ), represents the admittance of the cochlear partition, and the second term, P(x, f ), represents the driving pressure difference acting across its surfaces. In the time domain, Eq. ͑5͒ becomes a convolution:
where lower-and upper-case quantities ͑e.g., v BM and V BM ͒ are related by Fourier transformation. Note that the admittance y BM (x,t) and driving pressure p(x,t) differ profoundly in character. The time-domain admittance y BM (x,t) characterizes the response of an isolated section of the cochlear partition to an impulsive force and depends only on the local properties of the partition at position x. The pressure term, p(x,t), by contrast, represents the driving force applied in situ and is therefore global; since stimuli are usually applied in the ear canal ͑or, effectively, at the stapes when responses are normalized by stapes motion͒ and must propagate to the measurement location, p(x,t) depends not only on the form of the stimulus, but also on the mechanics of the entire cochlea, including boundary conditions at the stapes and helicotrema. Although v BM (x,t) is often referred to as the ''impulse response of the basilar-membrane at location x''-suggesting that it depends solely on local mechanics-the function v BM (x,t) really represents the ''impulse response of the entire cochlea as measured at location x.''
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A. Origin of glides in traveling-wave dispersion
In the two limiting cases, features of the velocity impulse response v BM (x,t) can arise either because they appear in the local admittance, y BM (x,t), or as a global effect manifest through the driving pressure, p(x,t). What do simple models predict about the origin of glides? We explore this question with the model obtained by solution to the inverse problem using data from the squirrel monkey cochlea ͑Zweig, 1991͒. We adopt this model both for its simplicity and for its ability to reproduce many of the qualitative features of cochlear measurements. In the model, the BM admittance scales and has the form of an harmonic oscillator, with a net negative damping, stabilized by a feedback force proportional to the BM displacement at an earlier time.
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Model parameter values have been modified somewhat from those obtained by Zweig ͑1991͒ in order to produce a BM velocity impulse response that peaks after about ten periods of the characteristic frequency ͑in rough agreement with data at low sound-pressure levels from guinea pig and chinchilla͒.
13 Figure 7 shows the model IF trajectory 14 for the BM velocity response together with the three-species comparison shown earlier in Fig. 3 . Although differences between the model trajectory and the mechanical glides from chinchilla and guinea pig are evident at small values of -perhaps suggesting additional structure at frequencies below CF not included in the model admittance-the model clearly captures the qualitative form of the glide. Figure 8 probes the origin of glides by plotting v BM (), y BM (), and p(), corresponding to the three variables in Eq. ͑6͒. Note the admittance y BM () represents the velocity response to a pressure impulse applied locally; it therefore jumps to a nonzero value at ϭ0. 15 The panels on the right show the corresponding IF trajectory for each variable ͑solid lines͒. For comparison, the dotted lines give the inverse group delays computed from the corresponding frequencydomain transfer functions; the agreement indicates that Eq. ͑4͒ deduced from the data holds also in the model. Note that aside from an onset glitch due to the method of calculation, the IF trajectory of the admittance is essentially constant in this model. Thus, the figure demonstrates how the glide apparent in BM velocity responses, v BM (), originates in this model not through the local admittance, y BM (), but through the time dependence of the driving pressure force, p().
V. SUMMARY AND DISCUSSION
Frequency modulations ͑or glides͒, reported in impulse responses of both the auditory nerve ͑e.g., Mo "ller and Nilsson, 1979; Lin and Guinan, 2000͒ and the basilar-membrane ͑e.g., de Boer and Nuttall, 1997; Recio et al., 1998; Recio and Rhode, 2000͒ , represent a change over time in the instantaneous frequency of oscillation of the response waveform. In this paper, we have combined theory with experimental data to explore the basic phenomenology of glides. 
A. Scaling behavior
In Sec. II we demonstrated the scaling behavior of glides: When expressed in natural dimensionless form, glides have a nearly universal form independent of cochlear location for CFs above approximately 1.5 kHz ͑see Figs. 1 and 2͒. Outside the scaling region ͑i.e., for CFՇ1.5 kHz͒, glides appear to depend strongly on CF. The normalized IF trajectory, ␤ in (), is obtained by measuring time in units of the CF period at the measurement location. Invariance of glides across CF is a time-domain manifestation of the approximate local scaling symmetry manifest by basilar-membrane transfer functions and neural tuning curves.
Basal glides also appear to have a similar form in cats, guinea pigs, and chinchillas ͓see Fig. 3͑b͔͒ , suggesting an approximate invariance across species as well. Evidence from otoacoustic emissions suggests that human glides may prove an exception to the rule. Estimates of human basilarmembrane group delay obtained from measurements of human stimulus-frequency otoacoustic emissions ͑Shera and Guinan, 2000a,b͒ indicate that human group delays are roughly a factor of 2-3 larger than group delays obtained at comparable frequencies and levels in cat and guinea pig. These differences suggest that human IF trajectories may differ from those shown in Fig. 3͑b͒ , if only by translation along the axis. We note, however, that species differences that affect primarily the peak of the transfer function may not be obvious in the form of the IF trajectory, ␤ in (). According to approximate equality ͑4͒, changes in the transferfunction phase near CF, where the group delay grp is large, correspond to values of where the slope of the trajectory ␤ in () is small, making differences more difficult to discern.
Although the trend line characterizing the glide-slope data in Fig. 1͑b͒ suggests the existence of an approximate scaling region, the scatterplot also reveals considerable variation in glide slope among fibers with comparable CFs ͑e.g., at CFs near 2 kHz͒. Carney et al. ͑1999͒ attribute some of this variability to pooling data from different cats. Note, however, that the approximate invariance of the basal glide-both across CF and across species-suggests that much of the apparent variability in glide slope may more reflect uncertainty in the estimate of the slope than actual glide variations among fibers. For example, Figs. 2 and 3 indicate that the curvature of the IF trajectory varies with time; the slopes of tangents to the trajectory therefore depend on the precise time interval analyzed, which may differ somewhat from fiber to fiber. In addition, uncertainty in the computed IF trajectory ͑e.g., due to noise in the revcor function or artifacts of the analytic-signal method͒ can confound precise determination of the slope. Finally, since uncertainties in the data points are ignored in the standard linearregression analysis used to estimate the glide slope, the values of best-fit parameters can be skewed considerably by outliers with large errors ͑e.g., Press et al., 1992͒ .
B. Relation to traveling-wave dispersion
Glides are a feature of the time-domain impulse response. In Sec. III we identified the frequency-domain analog of glides, demonstrating that the normalized IF trajectory, ␤ in (), is approximately equal to the inverse group delay of the basilar-membrane transfer function ͑see Figs. 4 and 5͒. The inverse group delay, ␤ grp (), specifies the frequency component of the stimulus that we expect to be driving the measurement point at the time . The empirical relation ␤ in ()Ϸ␤ grp () thus indicates that glides are closely related to cochlear traveling-wave dispersion and suggests that they reflect the time dependence of the effective driving force at the measurement location. Measurements of intracochlear pressure support this conclusion by providing direct experimental evidence for the dispersive character of the traveling pressure wave ͑Olson, 1998, 1999͒.
Traveling-wave dispersion, a consequence of the spatial variations in cochlear geometry and mechanics that underlie the frequency-position map, means that the wavelengths and velocities of cochlear traveling waves vary with frequency FIG. 8 . Model impulse responses and glides. From top to bottom, the three panels on the left show responses p(), y BM (), and v BM (), respectively, corresponding to the three variables ͑pressure, admittance, velocity͒ in Eq. ͑6͒. For the pressure and velocity responses, the impulses were applied at the stapes; for the admittance, the impulse was applied locally at the measurement location. The panels on the right show normalized IF trajectories computed from the corresponding responses on the left ͑solid lines͒. For comparison, the dotted lines ͑pressure and velocity panels only͒ give the inverse group delays ␤ grp () computed from the phase of the corresponding frequency-domain transfer functions. The glitch evident at Շ 1 2 in the IF trajectory for y BM () results from an artifact of the analytic-signal method used to compute the instantaneous frequency.
and position. As a consequence of local scaling, spatial and frequency dispersion are intimately related. Scaling relates properties of the mechanical transfer function to those of the traveling wave. In particular, mechanical transfer functions T͓ f / f CF (x)͔ measured as a function of f at fixed x also describe the traveling wave as a function of x at fixed f. At fixed position, T is the transfer function; at fixed frequency, the traveling wave. Thus, as a consequence of scaling, phenomena in one domain ͑e.g., f ͒ have counterparts in the other ͑e.g., x͒. In the frequency domain, glides reflect frequency dispersion, specifically the increase in transfer-function group delay as the stimulus frequency approaches CF. Reinterpreted in the spatial domain, glides correspond to the spatial dispersion evident in the decrease in wavelength of the traveling wave as it approaches its characteristic place. In their early work on glides, Mo "ller and Nilsson ͑1979͒ sought, but failed to locate, the frequency-domain analog of glides in the amplitude of the transfer function. Our findings here demonstrate that the frequency modulation of the impulse response has its most salient analog not in the amplitude, but in the phase of T.
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C. A simple model
To further explore the origin of glides we presented in Sec. IV a simple modeling framework suggested by classical point-impedance models of the cochlea. The framework is based on the decomposition of the velocity response into the convolution of two factors: the impulse response, y BM (x,t), of the local section of the cochlear partition and the driving pressure force, p(x,t), across its surface ͓see Eqs. ͑5͒ and ͑6͔͒. One should not infer from this decomposition that p(x,t) and y BM (x,t) are independent. 17 In particular, the pressure p(x,t) depends intimately on the admittance y BM (x,t) and its variation along the length of the cochlea. ͑In model calculations, for example, one specifies the spatial variation of the admittance and other aspects of cochlear geometry and then solves for the pressure and velocity.͒ In the two limiting cases, however, glides can arise either because they appear in the local admittance ͑e.g., as a consequence of local micromechanical modes of vibration with different resonant frequencies͒ or as a global effect, manifest through the driving pressure, of the spatial variation of mechanics throughout the cochlea.
We explored the origin of glides in a simple onedimensional transmission-line model based on the solution to the inverse problem in squirrel monkey ͑Zweig, 1991͒. Although the one-dimensional model provides an oversimplified representation of the full three-dimensional motion of the cochlear fluids, our qualitative conclusions are expected to apply in more realistic geometries. For example, onedimensional models capture, qualitatively and at least semiquantitatively, the essential physics that gives rise to traveling-wave dispersion. In addition, the impedances of the cochlear partition obtained as solutions to the inverse problem in long-wave, short-wave, and fully three-dimensional models are all in remarkable qualitative agreement ͑e.g., Zweig, 1991; de Boer, 1995a, b; de Boer and Nuttall, 1999͒. We used the model results to argue that, in the scaling region above roughly 1.5 kHz, glides arise primarily through the time dependence of the driving pressure ͑see Fig. 8͒ rather than via the local admittance of the cochlear partition. Indeed, in this model the instantaneous frequency of the admittance y BM () is essentially constant. Remarkably, inverse analysis of experimental data that manifest glides ͓i.e., the empirical squirrel-monkey transfer function analyzed by Zweig ͑1991͔͒ evidently yields a model admittance without a glide. Within its domain of validity ͑e.g., at low sound levels͒, the inverse analysis thus indicates that glides arise entirely through the dispersive character of wave propagation in the cochlea, which in turn reflects the spatial variation in cochlear geometry and mechanics. 18 The inverse analysis that produced the model depends, of course, on many simplifying assumptions ͑Zweig, 1991͒. Our results do not, therefore, rule out possible contributions to glides from local micromechanical resonances, especially at higher intensities. Our results do indicate, however, that such resonances are not necessary to explain the basic phenomenology.
Furthermore, the framework implies that to deduce properties of the local admittance of the organ of Corti ͑e.g., the resonant frequencies of its modes of vibration͒ from measurements of BM or ANF impulse responses, one needs to deconvolve ͑''divide out''͒ the frequency dependence of the driving pressure. Since our results show that the driving pressure can manifest considerable complexity, the necessary deconvolution is nontrivial. Indeed, it is precisely this deconvolution problem that inverse analysis ͑Zweig, 1991; de Boer, 1995a, b; de Boer and Nuttall, 1999͒ solves in certain circumstances ͑e.g., when backwards-traveling waves can be neglected͒. Along these lines, we note that internal reflection of cochlear traveling waves ͓arising, for example from wave scattering off distributed micromechanical impedance perturbations ͑Shera and Zweig, 1993; Zweig and Shera, 1995͒ and/or reflection from the helicotrema͔ can make significant contributions to the driving pressure. Although we defer detailed discussion of the topic to a future paper, we note that the mechanisms responsible for otoacoustic emissions can therefore produce important effects on basilar-membrane velocity responses.
Our suggestion that glides arise predominantly from the time dependence of the driving pressure contrasts with existing models for glides, which ignore cochlear hydrodynamics and treat the cochlea essentially as a bank of bandpass filters. As a consequence, such models locate the origin of glides entirely in local resonances ͑e.g., their differential build-up and decay͒ or other micromechanical contributions to the impedance of the partition ͑e.g., de Boer and Nuttall, 1995; Irino and Patterson, 2000; Lin and Guinan, 2000; Mountain, 2000͒. 19 By contrast, our modeling framework highlights the fact that the velocity impulse response reflects not only the local mechanics at the point of measurement but depends, in fact, on the mechanics of the entire cochlea. The model thus underscores the fundamental difference between the biophysical basis of tuning in the mammalian cochlea-where tuning arises globally and involves the collective action of the outer hair cells in providing coherent amplification of traveling waves ͑e.g., Neely, 1983; Zweig, 1991; de Boer, 1995a; Olson, 1999͒-and its origin in lower vertebrates, where tuning mechanisms local to the sensory hair cell-such as electrical and mechanical resonances ͑e.g., Crawford and Fettiplace, 1981; Lewis, 1985; Art et al., 1986; Hudspeth and Lewis, 1988; Weiss and Leong, 1985; Freeman and Weiss, 1990͒ together with tuned amplification of hairbundle motion ͑e.g., Crawford and Fettiplace, 1985; Martin and Hudspeth, 1999͒ -are believed paramount.
D. Intensity independence
Glides appear nearly independent of stimulus intensity over most of the dynamic range of hearing ͑e.g., de Boer and Nuttall, 1997; Recio et al., 1998; and even maintain their general form postmortem ͑e.g., Recio et al., 1998͒ . The intensity independence of glides follows from a striking symmetry of mechanical and neural impulse responses: near invariance with intensity of the phase of the oscillations in the response waveform. This invariance is manifest, for example, in the approximate level independence of the latency of the peaks of PST histograms obtained from the auditory nerve in response to clicks ͑e.g., Kiang et al., 1965; Goblick and Pfeiffer, 1969; Lin and Guinan, 2000͒ or in the near invariance of the zero crossings of the mechanical waveform ͑e.g., Robles et al., 1976; Ruggero et al., 1992; Nuttall, 1997, 2000b; Recio and Rhode, 2000͒. 20 Although the two are often discussed together, glides acquire their intensity independence through mechanisms distinct from those responsible for the underlying frequency modulation. In a separate paper ͑Shera, 2001͒, we apply the concepts and modeling framework developed here to explore both the origins of near invariance of fine time structure and the implications of this symmetry for cochlear mechanics.
E. Apical glides
The division suggested by the data in Fig. 1͑b͒ into basal scaling and apical nonscaling regions adds to the now considerable body of evidence for fundamental differences in the mechanics of the base and apex of the cochlea ͑e.g., Liberman, 1982; Kiang, 1984; Rhode and Cooper, 1996; . Despite clear differences in the mechanics, relations such as Eq. ͑4͒ between the normalized IF trajectory and the inverse group delay may also apply in the apex. For example, the generally downwards path of the IF trajectory obtained from cat revcor functions ͑Carney et al., 1999͒ is consistent with neural phase responses measured in the same species ͑e.g., Kiang, 1984, Fig. 12͒ , which show large group delays at frequencies at and below CF and smaller group delays at frequencies above CF. A similar reversal of the basal pattern is seen in mechanical responses in the apex of the chinchilla cochlea ͑Rhode and Cooper, 1996͒. Functional inversion of these apical group delay curves would yield downward glides that approached CF from above.
Since the general modeling framework presented in Sec. IV presumably also applies in the apex, the framework may prove helpful in understanding the origin of inverted glides as well. At a minimum, Eqs. ͑5͒ and ͑6͒-combined with the likelihood of anomalous ͑by basal standards͒ behavior in the pressure due to end effects caused by proximity of the helicotrema and the narrowing of the cochlear scalae ͑e.g., Puria and Allen, 1991͒-suggest caution in interpreting the unusual features of apical responses as necessarily involving complexity in the local mechanics of the cochlear partition ͓e.g., in Y BM (x, f )͔. Since the discovery of OHC motility and the recognition of the importance of cochlear micromechanics, it has become natural to regard complex or interesting phenomena as invariably indicative of complexity in local micromechanics. Although such complexities surely exist, our results illustrate that far simpler models can often account for much of the data. Indeed, that a capacity for rich and nontrivial signal analysis can emerge as the global consequence of the local interactions of a large number of relatively simple components is one of the great benefits of the traveling-wave architecture ͑e.g., Zweig, 1991; Sarpeshkar, 2000͒ .
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1 In this paper, the term ''best frequency'' ͑BF͒ is used to locate the maximum of the BM frequency response, which may vary with intensity. The ''characteristic frequency'' ͑CF͒ is defined as the best frequency measured in the low-level linear limit at sound levels near threshold. By definition, the CF is therefore independent of intensity. 2 Carney et al. ͑1999͒ computed instantaneous-frequency trajectories, f in (x,t), using the standard analytic-signal technique described in footnote 14. 3 In their report, Carney et al. ͑1999͒ plot the glide slope versus a mean best frequency computed by averaging over the stimulus intensities studied. Although it may introduce a small bias in the computation-by slightly underestimating the CF in the base and overestimating the CF in the apex ͑Carney et al., 1999͒-we use this mean value as the best available estimate of the fiber CF. 4 We note that different measures may be more or less sensitive to violations of scaling. For example, the rough estimate of 1.5 kHz for the boundary of the glide-scaling region in the cat differs from the approximate scaling boundary (CFsտ3 kHz) based on the shapes of neural tuning curves ͑e.g., Kiang and Moxon, 1974; Liberman, 1978͒ . Measurements of stimulusfrequency otoacoustic emission group delay, also in cat, provide evidence for deviations from scaling at frequencies as high as 20 kHz ͑Shera and Guinan, 2000a, b͒. 5 Puria and Allen ͑1998͒ argue that the great bulk of the delay associated with middle-ear transmission occurs in the eardrum. Subtracting out umbo delays should therefore remove most of the delay due to the middle ear. 6 Ideally, BM responses should be normalized by middle-ear motion measured in the same animal ͑e.g., via deconvolution͒. Since the necessary middle-ear measurements are not available, we subtract out an average delay. Fortunately, Recio and Rhode's ͑2000͒ measurements of umbo vibration suggest that the delay may vary by only a few percent between animals. 7 Recio and Rhode ͓2000; Fig. 4͑c͔͒ plot their data without correction for middle-ear delay and infer that the relative amount of frequency modulation varies systematically with location in the cochlea. Figure 2͑b͒ indicates, however, that most of the systematic variation evident in their figure arises not from the cochlea but from acoustic and middle-ear delay. Trajectories were computed from the original revcor data obtained as described in Appendix A of . The trajectories shown are from fibers c86100u26-30, c86100u18-1, c86204u28-1, c86204u26-1, and c87154u43-5 at levels of roughly 60 dB. Fiber CFs range from 2.3 to 4.2 kHz.
9
Some of the scatter may reflect uncertainty or bias in the estimates of CF. For example, Carney et al. ͑1999͒ generally estimate CF by computing the best frequency ͑BF͒ of the revcor at the lowest intensity measured. Since the BF decreases with increasing intensity in the basal half of the cochlea, this value will underestimate the actual CF in some fibers. Underestimating the CF will tend to bias graphs of the normalized trajectory ␤ in () slightly upwards ͑along the ordinate͒ and to the left ͑along the abscissa͒.
10
At the earliest values of the IF trajectory, ␤ in (), can be uncertain because ͑1͒ the signal energy is small and may be partially obscured by noise; ͑2͒ algorithms for computing the IF are subject to end effects; and ͑3͒ the IF itself is poorly defined over small time intervals ͑the uncertainty principle͒. Because it is obtained by differentiating the BM phase, an operation which amplifies high-frequency measurement noise, the inverse group delay, ␤ grp (), may also be poorly determined in this region. This problem may be most serious at small , where the data are obtained from the ''tails'' of the BM velocity transfer functions below CF and signal-tonoise ratios can be poor, especially in responses to clicks.
11
The global nature of the pressure P(x, f ) and its dependence on the admittance Y (x, f ) are evident, for example, in the Wentzel-KramersBrillouin ͑WKB͒ solution for the one-dimensional transmission-line model. If only forward-traveling waves are present,
where Z c (x, f ) is the characteristic impedance of the transmission line and k(x, f ) is the local wavenumber. The characteristic impedance and wave number are defined in terms of the series impedance Z(x, f ) and shunt admittance Y (x, f ) by the equations Z c ϵͱZ/Y and kϵͱϪZY . Note that as a consequence of the integral in the exponential, P(x, f ) depends on values of Z and Y at all points xЈрx. Furthermore, the existence of only forward-traveling waves depends, in part, on boundary conditions applied at xЈϾx.
12
The model admittance has the form ͑Zweig, 1991͒
The variable ␤ r ϭ f / f r (x), where f r (x) is the undamped resonant frequency of the oscillator ͑i.e., the resonant frequency in the limit when the damping ␦ and feedback strength are both negligible͒. The parameter represents the time delay of the stabilizing feedback force, expressed in periods of the resonant frequency f r (x). Note that ␤ r differs from ␤, which here represents the model-independent ratio f / f CF (x), where f CF (x) is the characteristic frequency defined by the peak of the transfer function ͑see footnote 1͒. The parameter values given in footnote 13 imply that f CF (x) and f r (x) are everywhere proportional, with f CF / f r Ϸ0.97.
13
Model parameter values were determined as detailed in Zweig and Shera ͑1995, footnote 9͒ by requiring that the two closely spaced poles that produce the peak in the BM admittance coincide at a distance Im͕ r ͖ ϭ0.04 from the real axis. ͑The variable r represents the extension of the real variable ␤ r to the complex plane.͒ The resulting parameter values are ͕␦,,͖ϭ͕Ϫ0.1024,0.1175,1.7450͖. The parameter N, which determines the approximate number of wavelengths of the traveling wave on the basilar-membrane in response to sinusoidal stimulation, was given the value Nϭ2.5.
14
We computed instantaneous-frequency ͑IF͒ trajectories using the standard analytic-signal technique ͑e.g., Cohen, 1995; de Boer and Nuttall, 1997; Recio et al., 1998; Recio and Rhode, 2000͒ . For a real signal s(t), the analytic signal a(t) is defined as the complex function a͑t͒ϭs͑t͒ϩiH͕s͑t ͖͒,
where H͕•͖ is the Hilbert transform. The instantaneous frequency f in (t) is then given by
where Єa(t) is the unwrapped phase of a(t). As a check on our results, we also computed the instantaneous frequency directly from s(t) using the intervals between adjacent minima, maxima, and zero crossings ͑both positive-and negative going͒ of the time waveform. For the model pressure response shown in Fig. 8 , the analytic-signal technique gave spurious oscillations in both the envelope and instantaneous frequency of the waveform; we subsequently eliminated these oscillations by smoothing.
15
The time-domain admittance y BM (x,t) represents the velocity v BM (x,t) produced by an applied pressure impulse of unit amplitude p(x,t) ϭ␦(t). Its nonzero value at small positive times does not reflect any violation of causality. To see this, consider a simpler example: the motion of a mass, m, attached to a spring, k, and subject at time tϭ0 to an impulsive force, F 0 ␦(t) The velocity response thus jumps discontinuously to a nonzero value at tϭ0.
16
A striking consequence of the glide becomes apparent in the amplitude when measurements at different stimulus intensities are compared. As pointed out by Carney ͑1999͒, intensity-dependent shifts in the temporal envelope of BM and ANF click responses, when combined with the intensity-independent frequency glide, can produce changes in the best frequency of the response. We discuss this issue further in a separate paper ͑Shera, 2001͒.
17
This point has been emphasized by , whose analysis underscores the tight connection between cochlear wave propagation and tuning ͑and thus the artificiality of any division between ''wave travel'' and ''filter build-up''͒.
18
Mo "ller and Nilsson ͑1979͒ write that ''the reason for ͓the͔ frequency modulation is that the impulse response of the inhomogeneous transmission line contains Bessel functions.'' Our results thus provide a physical explanation for Mo "ller and Nilsson's mathematical observation.
19
Other computational models of glides, although also based on bandpass filters, are more phenomenological in spirit and make no inferences about cochlear biophysics ͑e.g., Irino and Patterson, 1997; Shekhter and Carney, 1997͒. 20 Although an excellent first approximation at low and moderate soundpressure levels, near intensity invariance of fine time structure breaks down in auditory-nerve responses at high sound levels. The data of Lin and Guinan ͑2000͒, for example, show clear evidence for phase reversals and other ''anomalies'' at click levels of 90 dB pSPL ͑peak equivalent SPL͒ and above. Although species and methodological issues complicate the comparison, click responses measured on the basilar-membrane show little evidence of comparable features, maintaining near invariance of their zero crossings even at levels exceeding 115 pSPL ͑e.g., Recio and Rhode, 2000͒. 
