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Electronic medical records (EMRs) are digital documents stored by medical institutions that detail the
observed symptoms, the conducted diagnostic tests, the identified diagnoses and the prescribed treat-
ments. These EMRs are being increasingly used worldwide to improve healthcare services. For exam-
ple, when a doctor compiles the possible treatments for a patient showing some particular symptoms, it
is advantageous to consult the information about patients who were previously treated for those same
symptoms. However, finding patients with particular medical conditions is challenging, due to the im-
plicit knowledge inherent within the patients’ medical records and queries - such knowledge may be
known by medical practitioners, but may be hidden from an information retrieval (IR) system. For in-
stance, the mention of a treatment such as a drug may indicate to a practitioner that a particular diagnosis
has been made for the patient, but this diagnosis may not be explicitly mentioned in the patient’s medical
records. Moreover, the use of negated language (e.g. ‘without’, ‘no’) to describe a medical condition of
a patient (e.g. the patient has no fever) may cause a search system to erroneously retrieve that patient for
a query when searching for patients with that medical condition (e.g. find patients with fever).
This thesis focuses on enhancing the search of EMRs, with the aim of identifying patients with
medical histories relevant to the medical conditions stated in a text query. During retrieval, a healthcare
practitioner indicates a number of inclusion criteria describing the medical conditions of the patients of
interest. To attain effective retrieval performance, we hypothesise that, in a patient search system, both
the information needs and patients’ histories should be represented based upon the medical decision
process. In particular, this thesis argues that since the medical decision process typically encompasses
four aspects (symptom, diagnostic test, diagnosis and treatment), a patient search system should take
into account these aspects and apply inferences to recover the possible implicit knowledge. We pos-
tulate that considering these aspects and their derived implicit knowledge at three different levels of
the retrieval process (namely, sentence, medical record and inter-record levels) enhances the retrieval
performance. Indeed, we propose a novel framework that can gain insights from EMRs and queries, by
i
modelling and reasoning upon information during retrieval in terms of the four aforementioned aspects
at the three levels of the retrieval process, and can use these insights to enhance patient search.
Firstly, at the sentence level, we extract the medical conditions in the medical records and queries.
In particular, we propose to represent only the medical conditions related to the four medical aspects
in order to improve the accuracy of our search system. In addition, we identify the context (nega-
tive/positive) of terms, which leads to an accurate representation of the medical conditions both in the
EMRs and queries. In particular, we aim to prevent patients whose EMRs state the medical conditions
in the contexts different from the query from being ranked highly. For example, preventing patients
whose EMRs state “no history of dementia” from being retrieved for a query searching for patients with
dementia.
Secondly, at the medical record level, using external knowledge-based resources (e.g. ontologies and
health-related websites), we leverage the relationships between medical terms to infer the wider medical
history of the patient in terms of the four medical aspects. In particular, we estimate the relevance of
a patient to the query by exploiting association rules that we extract from the semantic relationships
between medical terms using the four aspects of the medical process. For example, patients with a
medical history involving a CABG surgery (treatment) can be inferred as relevant to a query searching
for a patient suffering from heart disease (diagnosis), since a CABG surgery is a treatment of heart
disease.
Thirdly, at the inter-record level, we enhance the retrieval of patients in two different manners. First,
we exploit knowledge about how the four medical aspects are handled by different hospital departments
to gain a better understanding about the appropriateness of EMRs created by different departments for
a given query. We propose to aggregate EMRs at the department level (i.e. inter-record level) to extract
implicit knowledge (i.e. the expertise of each department) and model this department’s expertise, while
ranking patients. For instance, patients having EMRs from the cardiology department are likely to
be relevant to a query searching for patients who suffered from a heart attack. Second, as a medical
query typically contains several medical conditions that the relevant patients should satisfy, we propose
to explicitly model the relevance towards multiple query medical conditions in the EMRs related to
a particular patient during retrieval. In particular, we rank highly those patients that match all the
stated medical conditions in the query by adapting coverage-based diversification approaches originally
proposed for the web search domain.
Finally, we examine the combination of our aforementioned approaches that exploit the implicit
knowledge at the three levels of the retrieval process to further improve the retrieval performance by
adapting techniques from the fields of data fusion and machine learning. In particular, data fusion
ii
techniques, such as CombSUM and CombMNZ, are used to combine the relevance scores computed
by the different approaches of the proposed framework. On the other hand, we deploy state-of-the-art
learning to rank approaches (e.g. LambdaMART and AdaRank) to learn from a set of training data
an effective combination of the relevance scores computed by the approaches of the framework. In
addition, we introduce a novel selective ranking approach that uses a classifier to effectively apply one
of the approaches of the framework on a per-query basis.
This thesis draws insights from a thorough evaluation and analysis of the proposed framework using
a standard test collection provided by the TREC Medical Records track. The experimental results show
the effectiveness of the framework. In particular, the results demonstrate the importance of dealing with
the implicit knowledge in patient search by focusing on the medical decision criteria aspects at the three
levels of the retrieval process.
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Government-led initiatives worldwide have digitised the storage of the medical records of patients within
healthcare service providers (e.g. hospitals), resulting in the emergence of electronic medical records
(EMRs) (Kotsiopoulos et al., 2003; Tambouris & Makropoulos, 1999). These EMRs have been de-
veloped and extensively used worldwide to enhance healthcare services. Indeed, the EMR initiatives
have generated vast quantities of records that could aid medical practitioners in identifying effective
treatments for patients showing particular symptoms (Edinger et al., 2012; Hersh, 2008a; Voorhees &
Hersh, 2012; Voorhees & Tong, 2011). For example, when a doctor compiles the possible effective
treatments for patients with skin cancer, it could be advantageous to be able to search for patients that
have previously been admitted to the hospital with that disease. Importantly, when conducting compar-
ative effectiveness research within the medical domain (Edinger et al., 2012; Voorhees & Hersh, 2012;
Voorhees & Tong, 2011), which aims to compare the effectiveness of different medical procedures, it
is crucial to identify patients (known as cohorts) with particular medical conditions. To search for such
cohorts, healthcare practitioners develop a set of inclusion criteria that describe the medical conditions
of the patients of interest. These criteria typically include medical conditions (e.g. symptoms, diseases),
which are formulated into a textual query used to search for patients that have medical records matching
the specified criteria.
Existing information retrieval (IR) techniques have been deployed to retrieve patients based on the
relevance of their medical records towards a given query (we refer to this task as patient search). For
example, Leveling et al. (2012) deployed BM25 (Robertson et al., 1994) to rank the concatenations
of medical records associated to each patient. However, Edinger et al. (2012) showed that existing IR
approaches may fail in this task in several scenarios. For example, the common use of negated language
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and medical jargon in the medical records makes patient search a challenging task. In particular, negated
language is extensively used in medical records to indicate an absence of a medical condition (Koopman
et al., 2010). Moreover, medical terms have several associated terms, such as acronyms, synonyms
and hyponyms, which are used inconsistently by practitioners (Aronson & Rindflesch, 1997; Hersh,
Hickam, Haynes &McKibbon, 1994; Srinivasan, 1996; Trieschnigg et al., 2010). When reading medical
records, healthcare practitioners commonly use what we refer to as their implicit knowledge to deal with
these challenges (e.g. the negated language and the medical jargon). This implicit knowledge is the
information that is commonly known by healthcare practitioners but may be hidden from the IR system.
For instance, when searching for a patient with a particular disease, healthcare practitioners will also
look for patients with medical records that contain any of the medical jargon related to that disease.
Existing works (e.g. Demner-Fushman et al. (2011); King et al. (2011); Zhu & Carterette (2013))
have studied approaches for dealing with the implicit knowledge that resulted in an effective retrieval
performance. For example, Demner-Fushman et al. (2011) used real medical experts to interactively
improve the queries issued to their system, while King et al. (2011) applied query expansion techniques
by using the UMLS metathesaurus1 to improve the representation of a query. In this thesis, we investi-
gate a novel framework that exploits implicit knowledge to enhance a patient search system at the three
different levels of the retrieval process (i.e. sentence, record and inter-record levels).
In the remainder of this chapter, we firstly discuss the motivation for the work in this thesis in
Section 1.2. Next, we present the statement and contributions of this thesis in Sections 1.3 and 1.4,
respectively. The origins of the material are then described in Section 1.5. Finally, we provide an
overview of the structure for the remainder of the thesis in Section 1.6.
1.2 Motivation
Existing studies attempted to deal with the patient search task (i.e. retrieving patients based on the
relevance of their medical records towards a given query) by using traditional IR techniques. However,
according to Edinger et al. (2012), in several cases, using existing IR techniques to retrieve patients
with a given medical condition is not effective, since patient search task has unique characteristics, such
as the use of complex terminology and negated language in medical records and queries. Examples of
medical queries are:
Q137: Patients with inflammatory disorders receiving TNF-inhibitor treatments




Recently, several approaches have been proposed to uncover implicit knowledge in patient search.
Demner-Fushman et al. (2011) and King et al. (2011) proposed to handle the negated language in medi-
cal records by simply disregarding terms with a negated context during indexing. However, disregarding
terms with a negated context could not prevent patients whose medical records state that they do not have
the medical condition in the query from being retrieved. For example, the patient with a record such
as “he is admitted with acute diabetes ... he has no evidence of hypertension ...” may still be retrieved
for a query aiming to find patients with diabetes and hypertension, since the term diabetes is contained
both in the query and the patient’s record. In addition, this approach is not effective when searching for
patients who do not have a particular medical condition (e.g. “find patients with diabetes who have no
evidence of hypertension”)
Moreover, the medical terminology is known to be rich and difficult to deal with (Hersh, 2008a;
Hersh, Hickam, Haynes & McKibbon, 1994; Srinivasan, 1996). The emergence of medical ontologies
provides an opportunity for a retrieval system to leverage their semantic relationships to gain more un-
derstanding of the medical records and queries. Indeed, an ontology provides a vocabulary describing
a domain of interest, with the definitions of classes, relations, functions, and their associated named
entities (Gruber, 1993). For instance, Demner-Fushman et al. (2011) proposed to expand each query
with related terms derived from RxNorm1 (a drug dictionary) and the UMLS metathesaurus to improve
the representation of a query to aid relevance estimation. Meanwhile, Zuccon et al. (2012) derived
the medical conditions related to the query based on the hierarchy of the SNOMED CT ontology2 and
estimated the emphasis to be placed on each condition using term and inverse document frequencies.
However, while these works leverage individual resources, it is unclear how to simultaneously use mul-
tiple resources to derive related terms, and how much emphasis to place on them within a single system.
Furthermore, medical records describe the medical conditions of a patient throughout the medical
process (Hersh, 2008a; Silfen, 2006). These medical conditions include four main aspects (namely,
symptoms, diagnostic tests, diagnoses, and treatments), which are related to the medical decision pro-
cess (Limsopatham, Macdonald & Ounis, 2013a; Silfen, 2006). Medical practitioners typically take
into account the information related to the medical decision process (Silfen, 2006) when consulting
with patients. For example, knowing that a patient is visiting a hospital with a ‘chest pain’ (symptom),
a healthcare practitioner may suspect that the patient has ‘heart disease’ (diagnosis). Given the symp-
tom, the practitioner compiles a set of diagnostic procedures, such as ‘chest X-ray’ (diagnostic test), for





the practitioner may prescribe a treatment, such as ‘coronary artery bypass surgery’, for the patient.
Therefore, an effective patient search system should model and infer in terms of these four aspects of
the medical decision process.
Existing works have shown that the structure of documents could be leveraged within a retrieval
process to enhance the retrieval performance (e.g. Broder et al. (2010); Robertson et al. (2004); Salton
& Buckley (1991); Salton et al. (1993); Wilkinson (1994)). For instance, Salton et al. (1993) separated
individual documents into sentences, and combined the relevance scores of both the documents and their
sentences when ranking those documents. Meanwhile, Broder et al. (2010) aggregated web documents
to the site level (i.e. the website containing those web documents) to extract new evidence for ranking the
web documents. They argued that the information extracted from the site level was useful for improving
retrieval performance, as the site-level information of a website encompassed the overall information
of the web documents within that website. Inspired by these existing works, we propose to leverage
information at three levels of the retrieval process, including sentence, record and inter-record levels to
enhance a patient search system.
1.3 Thesis Statement
This thesis argues that since the medical decision process typically encompasses four aspects (symptom,
diagnostic test, diagnosis and treatment), a patient search system should take into account these aspects
and apply inferences to uncover possible implicit knowledge that is missing from the medical records
and queries. We postulate that considering these aspects and their derived implicit knowledge at dif-
ferent levels of the retrieval process (namely, sentence, record and inter-record levels) will enhance the
effectiveness of a patient search system. Indeed, we propose to build a framework that can gain insights
from the medical records and queries, by modelling and reasoning during retrieval in terms of the four
aforementioned aspects at the three levels of the retrieval process:
• At the sentence level, using a medical concept extraction tool, we will detect the medical con-
ditions related to the aforementioned four aspects in the medical records and queries, and we
will use them to better match relevant EMRs. In addition, by using negation detection tools, we
identify the context (negative/positive) of terms, which we can use to generate a more accurate
representation of the targeted medical conditions.
• At the record level, we will extract the relationships between medical terms using knowledge-
based resources (e.g. ontologies, websites) such that we can infer the wider medical history of the
patients in terms of the four medical aspects.
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• at the inter-record level, we will use knowledge about how the four aspects are handled by differ-
ent hospital departments to gain understanding about the appropriateness of medical records from
different departments for a given query. Meanwhile, we will use the relevance towards different
medical conditions related to the four aspects stated in a query to ensure the retrieval of patients
whose medical records satisfy most of the query medical conditions.
Therefore, by considering the four aspects of the medical decision process at the three aforemen-
tioned levels of the framework, we argue that the effectiveness of the patient search system will be
improved.
1.4 Contributions
We contribute a framework for enhancing the representations of queries and medical records in patient
search. This proposed framework allows the effective retrieval of patients based on the relevance of
their medical records towards the queries. The framework contains four components, each of which
leverages the implicit knowledge at one of the three different levels of the retrieval process (namely,
sentence, record and inter-record levels).
In the course of the thesis, several research questions regarding the proposed framework for enhanc-
ing the representations of queries and medical records are addressed. We investigate several approaches
that instantiate the various components of the proposed framework and uncover implicit knowledge
from the medical records and queries, in order to enhance the retrieval performance of a patient search
system. We thoroughly evaluate these approaches and investigate how to effectively combine them. The
four components of our framework are as follows:
1. Negation Handling: The first component of the framework aims to handle negated language
in patient search by uncovering the context (i.e. positive or negative) of the medical conditions
stated in each sentence in the medical records and queries. To instantiate this component, we
propose novel approaches that consider the contexts of terms when matching the medical records
with a query. In addition, our approaches demote patients whose records have medical conditions
occurring in the opposite context of the query.
Traditional patient search approaches in the literature simply ignore the negated language in the
queries and medical records, or disregard any medical conditions with a negated context during
indexing and/or retrieval. In this thesis, we show that the accurate representations of the contexts
of the medical conditions in the queries and medical records enable a search system to more
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effectively retrieve patients whose medical records contain the query medical conditions with the
right context. Furthermore, we propose a supervised approach that learns how to handle negated
language in medical records and queries.
2. Conceptual Reasoning: The second component uncovers relationships between medical condi-
tions. At the record level of the retrieval process, these uncovered relationships are leveraged to
infer the relevance of patients towards a given query. To instantiate this component, we introduce
novel approaches for leveraging association rules of relationships between medical conditions.
These rules, extracted from several existing medical resources, permit the discovery of related
medical conditions and thereby enhance the patient retrieval process.
Existing works show inconsistent results when using medical resources to infer the medical con-
ditions related to the query in patient search (Zuccon et al., 2012). In addition, there are limited
studies on deploying medical resources to infer associated medical conditions and their appro-
priate weighting. We propose approaches that weight the association rules representing the rela-
tionships between medical conditions using either Bayesian probabilities or random walks on the
relationship graph, to allow effective medical condition inference from medical resources.
3. Department Expertise: The third component extracts knowledge gained from sets of medical
records issued from individual hospital departments and promotes patients whose medical records
are issued from departments that have expertise in the medical conditions stated in the query. For
instance, patients having records from a hospital’s cardiology department are likely to be relevant
to a query such as “find patients suffering from heart attack”. To instantiate this component, we
investigate an adaptation of aggregate ranking approaches to measure the relevance of hospital
departments towards a given query. Then, when scoring records issued by a given department, we
take into account the relevance of that department.
4. Inclusion Criteria Coverage: The fourth component infers the relevance of a patient by taking
into account the relevance of his/her associated medical records with respect to each of the in-
clusion criteria (i.e. medical conditions) stated in the query. We introduce a novel approach to
rank highly patients whose medical records are relevant to all of the medical conditions stated in
the query. For example, when searching for patients with several medical conditions (e.g. “find
patients with diabetes and hypertension”), intuitively the patients who have all of the medical con-
ditions should be ranked higher. In this thesis, we investigate the adaptation of a coverage-based
search result diversification technique to promote patients who are relevant to all of the medical
conditions stated in the query.
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1.5 Origins of Material
The material in this thesis is based on a number of conference publications:
• Chapter 4: The overall structure of the proposed framework was published in the doctoral con-
sortium of SIGIR 2013 (Limsopatham, 2013), while our proposed approach that retrieves patients
based upon the medical conditions related to the four medical aspects was introduced in ECIR
2013 (Limsopatham, Macdonald & Ounis, 2013a) and OAIR 2013 (Limsopatham, Macdonald
& Ounis, 2013b). In addition, we initially proposed to adapt voting techniques to rank patients
based on the relevance of their medical records in TREC 2011 (Limsopatham et al., 2011).
• Chapter 5: The proposed approaches to handle negated language when ranking patients are based
on work published in TREC 2011 (Limsopatham et al., 2011), SIGIR 2012 (Limsopatham et al.,
2012) and CIKM 2013 (Limsopatham, Macdonald & Ounis, 2013c).
• Chapter 6: The approach to leverage association rules extracted from existing medical resources
to infer the relevance of a patient was initially published in OAIR 2013 (Limsopatham, Macdonald
& Ounis, 2013b).
• Chapter 7: The approach to take into account the relevance of hospital departments when ranking
patients was published in ECIR 2013 (Limsopatham, Macdonald & Ounis, 2013e).
• Chapter 8: Our approach to model the relevance towards multiple medical conditions in a given
query was published in CIKM 2014 (Limsopatham et al., 2014).
• Chapter 9: The learned approaches based on a classification and a regression technique to com-
bine relevance scores generated using different techniques were initially published in CIKM
2013 (Limsopatham, Macdonald & Ounis, 2013d) and SIGIR 2013 (Limsopatham, Macdonald,
McCreadie & Ounis, 2013), respectively.
1.6 Thesis Outline
The remainder of this thesis is organised as follows:
• Chapter 2 provides a background on the important IR concepts used in this thesis. Specifically, we
first introduce the architecture of a basic IR system, which includes indexing, retrieval, and text
operations where documents and queries are parsed and processed before indexing and retrieval.
Then, we discuss query expansion approaches that aim to improve the representation of the query
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to represent the searchers’ information needs more effectively. In addition, we discuss more
advanced research in IR that is used or extended in the later chapters of this thesis, including
machine learning for IR and aggregate ranking. We then discuss the evaluation of an IR system
in the context of the Text REtrieval Conference (TREC).
• Chapter 3 discusses existing works on IR in the medical domain. In particular, we describe the
characteristics of medical documents and the existing approaches to rank medical documents. In
addition, we identify the knowledge gap that this thesis addresses, which is how to uncover im-
plicit knowledge and improve the representations of queries and medical records within a patient
search system. We then introduce the TREC Medical Records track, which provides the testbed
used for evaluating the patient search approaches that are proposed in this thesis.
• Chapter 4 describes the proposed framework, which defines four components for dealing with the
implicit knowledge problem in patient search. Using the test collection provided by the TREC
Medical Records track (discussed in Chapter 3), we investigate and identify a baseline patient
search system that our framework builds upon. We empirically investigate each of the four com-
ponents of the framework in Chapters 5, 6, 7 and 8.
• Chapter 5 instantiates the Negation Handling component by introducing supervised and non-
supervised approaches that demote patients whose records have medical conditions occurring in
the opposite context of the query. We evaluate the effectiveness of the proposed approaches and
analyse the queries for which this component is particularly effective.
• Chapter 6 investigates the second component of the framework, namely Conceptual Reasoning.
In particular, we propose and thoroughly evaluate two approaches that leverage the association
rules of relationships between the medical conditions obtained from existing medical resources,
to infer the relevance of patients.
• In Chapter 7, we tackle Department Expertise component of the proposed framework. We in-
troduce approaches that promote patients whose medical records are issued from the hospital
departments that have expertise in the medical conditions stated in the query, by aggregating the
medical records associated to each hospital department. This inter-record evidence is evaluated
using approaches based on a federated search and expert search.
• In Chapter 8, we examine the last component of our framework (i.e. the Inclusion Criteria Cov-
erage component). In particular, we introduce an approach for promoting patients whose medical
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records are relevant to multiple medical conditions stated in a query. We propose a probabilistic
approach that adapts a technique from coverage-based search result diversification (Agrawal et
al., 2009; Carbonell & Goldstein, 1998; Santos et al., 2010a) to measure the relevance towards
each of the query’s medical conditions, and rank highly the patients whose medical records are
likely to be relevant to all of those medical conditions. We empirically evaluate the proposed
approach and analyse the queries for which our approach is likely to be effective.
• In Chapter 9, we investigate methodologies for combining the approaches examined within the
framework, which uncover the implicit knowledge at the three levels of the retrieval process. In
particular, we employ data fusion (Shaw & Fox, 1994) (e.g. CombSUM) and machine learning
techniques (Liu, 2009) (e.g. classification, regression and learning to rank) to combine the rank-
ings produced by those approaches.
• Chapter 10 closes this thesis by highlighting the contributions and the conclusions drawn from





This chapter provides an overview of information retrieval techniques that this thesis relies on. Indeed,
we describe existing works related to our framework that improves the retrieval effectiveness of a patient
search system, and position our work in the literature. The remainder of this chapter is organised as
follows:
• Section 2.2 provides the background of the text operation processes for documents and queries
before building an index and retrieving documents.
• Section 2.3 describes the indexing process, which enables quick access to the information items
in a collection. Specifically, we discuss the indexing strategies and the index structure that are
used in our IR system.
• In Section 2.4, we explain in detail the retrieval process used to match documents to a query. In
particular, we discuss approaches for matching and ranking documents to a given query.
• Section 2.5 describes techniques to reformulate the queries to better describe the information
needs of searchers. We describe query expansion techniques, which leverage either the statistics
obtained from the index or external resources.
• Section 2.6 discusses the adaptation of techniques from the field of machine learning (e.g. classi-
fication and regression) to improve effectiveness of an IR system.
• In Section 2.7, we discuss related work on aggregate search, which aims to rank groups of docu-
ments representing particular entities. For instance, in enterprise search, an expert search system
is used to rank experts in a particular area, based on the documents related to them. Specifically,
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in Chapter 4, we examine the adaptation of several voting techniques (Macdonald, 2009) to rank
patients based on the relevance of their medical records towards a query.
• Section 2.8 discusses the evaluation methodologies of an IR system. Importantly, we discuss
the Text REtrievel Conference (TREC) (Voorhees & Harman, 2005) that provides testbed for
facilitating IR research. We use a test collection provided by TREC to evaluate the framework
proposed in this thesis.
2.2 Text Operations
Text operations transform documents and queries before indexing and retrieval, so that they can be pro-
cessed efficiently and effectively within an IR system (Baeza-Yates & Ribeiro-Neto, 1999). In particular,
performing text operations on both documents and queries can be viewed as controlling the vocabulary
used during indexing and retrieval, as documents and queries are pre-processed and represented using
the extracted terms, which may be stemmed, while some non-informative terms may also be removed.
The remainder of this section discusses text operation techniques that are commonly used in an IR sys-
tem. We use the following sentences from a medical record from the medical transcription samples
website1 as an example document:
"He presents to the ER today with hematuria that began while he was
sleeping last night. He denies any pain, nausea, vomiting or diarrhea."
2.2.1 Tokenisation
Tokenisation is a process of extracting words from texts in documents and queries, based on bound-
ary conditions, such as a white-space character and punctuations. In addition, these formed words are
normally converted to lower-case. After the tokenisation operation, the example document can be rep-




Words that are used in many documents in the collection are less effective for identifying relevant docu-




as, a and the, appear in nearly all documents; hence, they cannot be used to distinguish between relevant
and non-relevant documents. Such words, which are frequently referred to as stopwords, are not useful
for an IR system and are therefore filtered out when indexing or retrieving documents (Fox, 1992; Lo
et al., 2005). A stopword list can be constructed by using top k most frequent words in the collection.
However, more often the stopword list is pre-defined manually. Stopwords may contain articles, prepo-
sitions and conjunctions. In addition, stopwords removal can result in a marked reduction of the index
size (Baeza-Yates & Ribeiro-Neto, 1999), which leads to efficient retrieval. After a stopword removal




Words in human language have syntactical variations, which may prevent an effective match between
the words in a query and a document (Baeza-Yates & Ribeiro-Neto, 1999). For example, alleviated,
alleviation, alleviates and alleviating are variants of alleviate. A document containing the word “al-
leviating” is not exactly matched with the query “alleviation”. This problem can be lessened by the
stemming process, which represents a word in both documents and queries using its normalised form
(i.e. stem). Indeed, a stemming process reduces the different forms of words, which occur because of
syntactical variations (e.g. plurals, gerunds, tenses), by using a set of transformation rules. Among the
existing stemming algorithms, Porter’s stemmer (Porter, 1997) is the most popular (Croft et al., 2009).
Porter’s stemmer uses a set of rules for removing suffixes of words to transform words to their stems.
After stemming using the Porter’s stemmer, the example document is then represented as follows:
"present|er|today|hematuria|began|sleep|last|night|deni|pain|nausea|
vomit|diarrhea"
Once the documents and the queries are stemmed, words in the documents are used to build an
index, which will be discussed in Section 2.3, while words in queries are used to retrieve documents
using a process discussed in Section 2.4.
2.2.4 Thesauri and Controlled Vocabulary
Alternatively, apart from the terms in the documents and queries, the semantic meanings of terms can
be used as words when indexing and retrieving documents (Baeza-Yates & Ribeiro-Neto, 1999). Such
techniques are commonly used in search systems for specific domains, e.g. the medical domain. In
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particular, when representing words using the semantic meanings of terms, a thesaurus, which pro-
vides lists of words grouped together according to the similarity of the meanings, is used to provide a
controlled-vocabulary for indexing and retrieving documents. Using a controlled vocabulary, phrases
and synonyms of terms are represented as a single word (i.e. concept). For example, ‘heart disease’,
‘cardiovascular disease’ and ‘CVD’, which have the same semantic meanings, can be represented us-
ing the same concept within a search system. This leads to the normalisation of indexing concepts,
where a clear semantic meaning of concepts is used when indexing. Meanwhile, the retrieval is based
on concepts instead of terms, which could improve the performance of a search system (Baeza-Yates &
Ribeiro-Neto, 1999). In the medical domain, the MetaMap tool (Aronson & Lang, 2010) is widely used
to identify medical concepts based on the UMLS Metathesaurus1 in documents and queries (Aronson,
1994; Aronson & Lang, 2010; Demner-Fushman et al., 2011; King et al., 2011; Qi & Laquerre, 2012).
In Figure 2.1, we show the result of using the MetaMap tool to identify medical concepts from the
phrase “He presents to the ER today with hematuria”. Note that for readability, we show only parts of
the example document processed using the MetaMap tool.
In this thesis, we investigate how a thesauri can be leveraged for the accurate representations of
medical conditions in queries and medical records in Chapters 4, 6 and 8.
2.3 Indexing
Once the documents are pre-processed with text operations, they are used to create a suitable data
structure (e.g. an inverted index) that enables fast access to the representations of those documents,
where each document has a unique identifier (i.e. document-ID or docid). Typically, an integer is used as
docid in an inverted index, since it requires less storage than a string. An inverted index is normally used
to enable an efficient term-based access to the representations of documents in an IR system through the
docids (Rijsbergen, 1979). Specifically, the inverted index contains term-posting lists, each of which
can link to the representations of documents in which a term occurs. Table 2.1 shows an example of an
inverted index, which contains three representations of documents. In this example, the term ‘diarrhea’
occurs once in document 1 and twice in document 3. Importantly, the following data structures may
also be created during the indexing of documents to provide a quick access to additional information
required during the retrieval process.
• Lexicon : a lexicon stores information about each term in the collection, which may include the




Input: "He presents to the ER today with hematuria."
Phrase: "He"
Phrase: "presents"
Meta Candidates (Total=2; Excluded=0; Pruned=0; Remaining=2)
966 Present [Quantitative Concept]
966 Present (Presentation) [Idea or Concept]
Meta Mapping (966):
966 Present [Quantitative Concept]
Meta Mapping (966):
966 Present (Presentation) [Idea or Concept]
Phrase: "to the ER today"
Meta Candidates (Total=2; Excluded=0; Pruned=0; Remaining=2)
861 Today (ToDay brand) [Antibiotic,Organic Chemical]
861 Today (Today (temporal qualifier)) [Temporal Concept]
Meta Mapping (861):
861 Today (ToDay brand) [Antibiotic,Organic Chemical]
Meta Mapping (861):
861 Today (Today (temporal qualifier)) [Temporal Concept]
Phrase: "with hematuria"
Meta Candidates (Total=1; Excluded=0; Pruned=0; Remaining=1)
1000 Haematuria (Hematuria) [Finding]
Meta Mapping (1000):
1000 Haematuria (Hematuria) [Finding]
Figure 2.1: Medical concepts identified by the MetaMap tool from a phrase ‘He presents to the ER today
with hematuria.’
the term occurs in, and the identifier of the term (i.e. term-id). In addition, the lexicon provides a
direct access to the posting list in the inverted index of each term.
• Document Index : a document index allows access to information regarding each document, in-
cluding the document length and the frequencies of terms occurring in each document.
• Direct/Forward Index: a direct index stores term-related information, such as the occurrence
statistics of terms within each document in the collection (Ounis et al., 2006). The direct in-
dex enables a quick access to term frequencies within a document, which are required in some IR
approaches, e.g. when performing query expansion.
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Table 2.1: An example of an inverted index
2.4 Document Retrieval
An IR system produces a ranked list of documents according to their relevance towards a query. Ideally,
an IR system ranks a document that is more likely to be relevant to a given query higher than other
documents, so that searchers would find relevant documents at the top of the list. The ranked list of
documents is produced using a term weighting model, which computes the relevance score of each
document based on the occurrence of query terms. However, the relevance of a document is subjective
and vary among searchers; hence, there is no perfect term weighting model (Voorhees & Harman, 2005).
Term weighting models based on the probability ranking principle (PRP) (Robertson et al., 1981) have
been shown to be the most effective while having sound theoretical foundation. Indeed, term weighting
models within the probability ranking principle aim to rank documents in the collection in the order of
decreasing probability of relevance towards the searcher’s query. The remainder of this section discusses
two families of probabilistic models for estimating the relevance of a document.
2.4.1 The Best Match Weighting Model
From the probability ranking principle, Robertson et al. (1981) introduced the best match (BM) model,
which calculates the weight of a term t, based on the number of documents in the collection (N ), the
number of documents containing t (Nt), the number of relevant documents that t occurs in (r), and the
number of relevant documents in the collection (R), as follows:
w = log
(r + 0.5)/R− r + 0.5
(Nt − r + 0.5)/(N −Nt −R+ r + 0.5) (2.1)
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However, the relevance information may not always be available. Croft & Harper (1988) simplified
Equation (2.1) when the relevance information from the collection cannot be obtained, as follows:
ws = log
N −Nt + 0.5
Nt + 0.5
(2.2)
Note that Equation (2.2) is similar to the inverse document frequency (IDF) component in the clas-
sical TF-IDF weighting model (Salton, 1971). To overcome the lack of relevance information prob-
lem, Robertson et al. (1981) combined the probability ranking principle with the 2-Poisson model (Har-
ter, 1975). Indeed, according to Harter (1975)’s 2-Poisson distribution, terms occur randomly across the
documents in the collection; however, they occur more densely in an elite set of documents, which are
relevant to queries containing those terms. The well-known BM25 model, which deployed the approxi-




ws · (k1 + 1) · tfn
k1 + tfn
· (k3 + 1) · qtf
k3 + qtf
(2.3)
where k1 and k3 are parameters that control the saturation of the normalised term frequency tfn of term
t in the document d, and the saturation of qtf , the term frequency of t in the query (i.e. the number of
occurrence of t in the query), respectively. Importantly, tfn is computed as follows:
tfn =
tf
1 + b+ b · lavgl
(2.4)
where tf is the number of occurrences of t in the document d, and avgl is the average length of all
documents in the collection. b is a parameter for the normalisation of document length l. Robertson et
al. (1994) suggested to set b, k1 and k3 to 0.75, 1.2 and 1000, respectively. In Chapters 4, 5, 6, 7 and 8,
we use BM25 as a baseline approach for ranking medical records based on their relevance towards a
given query, before using an aggregate ranking approach (see Section 2.7) to combine the relevance
scores to rank patients.
2.4.2 Divergence From Randomness
Amati (2003) introduced the Divergence from Randomness (DFR) framework for termweighting, which
is also based on the previously discussed 2-Poisson model. The term weighting models in the DFR
family are based on the idea that a term t is informative for a document d, if the term’s distribution in
d is different from the random distribution (i.e. the distribution of t in the entire collection). Within the






Inf1 · Inf2 (2.5)
where Inf1 and Inf2 are the functions that measures the informative content of the term t related to the
document collection and to the elite set of the term (i.e. the set of documents in which a term t occurs),
respectively. Inf1 and Inf2 can be calculated as:
Inf1 = − log2 Prob1(tf |Collection) (2.6)
Inf2 = 1− Prob2(tf |Et) (2.7)
where Inf1 uses Prob1 to measure the probability that the term frequency of term t is tf by chance. On
the other hand, Inf2 measures the information gain based on the elite set of documentEt by considering
the occurrence of the term t in the document d. The term t is informative if it occurs rarely in the
collection but, in contrast, appears frequently in a particular set of document Et.
In this thesis, we use the DPH weighting model from DFR to rank the patients’ medical records
towards a given query. DPH is a parameter-free model, where all the parameters are derived directly












))+0.5 · log2(2 ·pi · tf · (1−f))
)
(2.8)
where F = tfl , tf is the term frequency in the document d, l is the length of d, avgl is the average
length of documents in the collection, N is the number of documents in the collection, and TF is the
term frequency across all documents in the collection.
2.5 Query Expansion
As discussed in Section 2.4, an IR system produces the ranked list of documents based on their relevance
towards a given searcher query. However, an IR system may not retrieve documents that satisfy the in-
formation need of the searcher. In this case, the searcher may reformulate the query and resubmit it to
the IR system. This process can be continued until the searcher finds a relevant document or the searcher
abandons the IR system. To alleviate the searchers’ dissatisfaction, query expansion approaches (e.g.
Amati (2003); Bendersky & Croft (2008); Voorhees (1994)) aim to automatically modify or rewrite
the original query to better match the vocabulary of relevant documents. Importantly, query expansion
approaches aim to alleviate vocabulary mismatch between the relevant documents and a query (Am-
ati, 2003; Bendersky & Croft, 2008; Diaz & Metzler, 2006; Voorhees, 1994). Next, in Sections 2.5.1
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and 2.5.2, we discuss query expansion approaches using pseudo-relevance feedback and information
from external resources, respectively.
2.5.1 Pseudo-Relevance Feedback
Pseudo-relevance feedback (PRF) leverages the local statistics of the top ranked documents initially re-
trieved using the original query to expand the query. Indeed, PRF assumes that the top ranked documents
(i.e. pseudo-relevant documents) are relevant; hence, they are useful for expanding the query to retrieve
more relevant documents. Importantly, informative terms are extracted from the pseudo-relevant docu-
ments based on the statistics of their occurrence in the pseudo-relevant documents and/or the statistics
of their occurrence in the entire collection.
In this thesis, we deploy the DFR Bo1 weighting model (Amati, 2003) to rank the informativeness
of terms in the pseudo-relevant documents. DFR Bo1, which is based on the Bose-Einstein statistics,
measures the informativeness of a term based on the divergence of the term’s distribution in the pseudo-
relevant feedback documents from its distribution in the entire collection. The more the divergence is
measured, the more likely that the term is informative and related to the query. Specifically, Bo1 from the
Divergence from Randomness framework calculates the weight w(t) of a term t in the pseudo-relevant
documents, as follows:
w(t) = tfx · log2 1 + Pn
Pn
+ log2(1 + Pn) (2.9)
where tfx is the frequency of term t in the set of pseudo-relevant documents x. Pn = TFN , where TF
is the term frequency of t in all documents in the collection, and N is the number of documents in the
collection. In practice, the number of pseudo-relevant documents ranges from 3 to 10, while the number
of expanded terms should be more than the number of the pseudo-relevant documents (Amati, 2003).
In this thesis, we follow Amati (2003) and set the number of pseudo-relevant documents and expanded
terms to 3 and 10, respectively.
Once we identify the expanded terms, a parameter-free function is used to calculate the query term











+ log2(1 + Pn,max)
where qtf is the frequency of a term t in the query, and qtfmax is the maximum of qtf . limTF→tfw w(t)
is the upper bound of w(t), TFmax is the frequency TF of the term with the maximum w(t) in the
pseudo-relevant documents. Pn,max = TFmaxN . Note that if an original query term t does not appear
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in the most informative term list extracted from the pseudo-relevant documents, its query term weight
qtw(t) remains equal to the original one.
2.5.2 Query Expansion using External Resources
External resources (e.g. WordNet (Miller et al., 1990), UMLS Metathesaurus, MeSH1) have been used
to improve the representation of the query in searching medical documents. However, existing works
report inconsistent results of deploying external resources in query expansion. For example, Hersh
et al. (2000) proposed to expand a query with terms derived from UMLS Metathesaurus and weight
those terms equal to the original query terms. Indeed, they investigated different approaches to derive
terms using the hierarchical structure of the UMLS Metathesaurus (e.g. synonyms and parent-children
relationships). However, their experiments with the OHSUMED test collection (Hersh, Buckley, Leone
& Hickam, 1994) showed the degradation in the retrieval performance in most cases. Nevertheless, they
showed that query expansion using external resources is useful in some specific cases. Therefore, when
to effectively apply the query expansion is an important question to be tackled. Meanwhile, Zhou et
al. (2008) effectively expanded a medical query by using PubMed’s Automatic Term Mapping tool2
to identify medical terms in the query. They expanded the medical terms with synonyms, hypernyms
(more generic terms), hyponyms (more specific terms), and variants of the terms (e.g. abbreviations),
which are derived from a number of medical resources (e.g. Entrez Gene3, UMLS Metathesaurus and
FDA4. Indeed, the suitability of external resources used for query expansion for the document collection
highly impacts the retrieval performance (Stokes et al., 2009).
In patient search, several participating groups at the TREC Medical Records track applied query
expansion using external resources. King et al. (2011) improved the retrieval performance by deriving
related terms from the UMLS Metathesaurus by focusing on particular types of related terms, such as
synonyms and more specific terms. In contrast, Qi & Laquerre (2012) reported that query expansion
with synonyms and hyponyms from the UMLS Metathesaurus decreased the retrieval performance. In
Chapter 6, we investigate effective approaches that derive expanded terms and their term weight from
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Machine learning research aims to automatically detect patterns in data, and use these patterns to de-
scribe the data or predict unseen data (Murphy, 2012). Machine learning is usually divided into two
types: supervised and non-supervised learning. Supervised (or predictive) learning approaches learn a
mapping from an input x to an output y, given a training set of data that contains examples of mapping
between inputs and outputs. For example, using examples of spam and non-spam emails to predict
whether a new email is a spam. On the other hand, non-supervised (i.e. descriptive) learning approaches
aim to discover patterns in a set of data. For example, to discover a set of terms that searchers normally
use for retrieving particular web-pages from a query log. These patterns are learned using features (i.e.
attributes or covariates), which are some properties about the input data. Machine learning approaches
have been used in many tasks related to information retrieval, such as document categorisation (Salles
et al., 2010), spam filtering (Cormack et al., 2011) and learning to rank (Liu, 2009).
In the remainder of this section, we provide background of supervised machine learning approaches
that our work is developed upon.
2.6.1 Classification
The goal of classification is to learn a mapping from an input x to an output y, where y is in a set
Y . |Y | is the number of classes. For example, a spam classifier predicts whether a web-page (i.e. an
instance) is a spam or not (i.e. |Y | = 2). Indeed, classification is a supervised machine learning that
uses a set of labelled training data to learn a model to predict the class of an instance of an unseen (i.e.
test) data. Different classification approach such as, decision trees, instance-based learning and support
vector machines (SVM) have been proposed. Decision trees use a tree-like structure, where each node
in the decision trees represents a feature in an instance to be classified. Instances are classified starting
at the root node through the leaf nodes, which are the resultant classes. An example of algorithms to
build decision trees is C4.5 (Quinlan, 1993). Instance-based learning approaches, such as the nearest
neighbour algorithm (Aha, 1997) avoid training the classification model beforehand, but instead perform
the induction process to classify an instance by comparing a new instance to the training instances to
find the closest match.
In this thesis, we use a decision trees-based technique called Gradient Boosted Regression Trees
(GBRT) (Tyree et al., 2011) (as implemented in the jforests package Ganjisaffar et al. (2011)1), as it
has been shown to be effective for several IR tasks (e.g. Ganjisaffar et al. (2011); Tyree et al. (2011)).
1http://code.google.com/p/jforests
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GBRT is a machine learning technique that is based on tree averaging (i.e. averaging the regression
scores computed from each tree). To train the model, for each iteration, a new tree that could lessen
the remaining errors of the current model is added to the model. We deploy GBRT to selectively chose
when to apply a particular ranking function on a per-query basis in Chapter 9.
2.6.2 Regression
Regression is a special type of classification, where the outputs in Y that a learned model aims to map
to is a continuous number. An example of a regression task is to predict an appropriate term weight for
a query term using a set of training query (Lease et al., 2009). Indeed, any classification approaches can
be adapted for a regression task.
We also deploy the GBRT for regression tasks in our approaches proposed in this thesis. Specifically,
in Chapter 5, GBRT is used to predict a penalising weight to demote non-relevant patients. We use the
GBRT to learn the importance of the expanded terms when applying a query expansion technique in
Chapter 6. We learn the level of emphasis on the relevance of departments when ranking patients
whose medical records are issued from those departments in Chapter 7. In Chapter 8, we learn how to
effectively promote the relevance towards medical conditions stated in a query. Finally, in Chapter 9,
we use GBRT to learn an effective combination of rankings produced by different ranking approaches.
2.6.3 Learning to Rank
Learning to rank (LTR or LETOR) is a machine learning technique tailored for information retrieval.
Many factors (e.g. the reliability and the completeness of information items) impact the perception of
searchers about the relevance of a document. As a result, these factors may be taken into account when
designing an algorithm to effectively rank information items. LTR enables an IR system to take into
account these factors as features when learning a ranking model. Typically, LTR re-ranks an initial
ranking (the so-called sample) retrieved using an IR approach to promote documents with the desired
factors to the top ranks.
LTR can be categorised into three types based on its evaluation objective (Liu, 2009). First, point-
wise approaches learn to judge the relevance of each document individually. For example, Fuhr (1989)
built a ranking function using least squares polynomial (LSP) to estimate the relevance of each docu-
ment. Second, pair-wise approaches learn a model that decides which one of a pair documents should be
ranked higher. For instance, the RankNet (Burges et al., 2005) algorithm uses the cross entropy (Boer
et al., 2002) as a loss function when ranking a ranking of a pair of documents. Third, list-wise ap-
proaches optimise a retrieval measure by considering the whole ranking (see Section 2.8.2). For ex-
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ample, AdaRank (Wu et al., 2010) applies a boosting method and an exponential loss function when
optimising a targeted retrieval measure of a ranking. Liu (2009) and Macdonald et al. (2013) suggested
that LTR based on the list-wise paradigm is more effective than the others. In addition, the size of
the sampled documents and the used measure of training the learned model greatly impact the retrieval
performance (Macdonald et al., 2013). In this work, we deploy a list-wise approach to learn a rank-
ing model that considers relevance based on different components of our framework. Specifically, in
Chapter 9, we investigate the adaptation of LTR approaches, including AFS (Automatic Feature Se-
lection) (Metzler, 2007), AdaRank (Xu & Li, 2007) and LambdaMART (Wu et al., 2008) to combine
rankings produced by different approaches of our framework.
2.7 Aggregate Ranking
Beyond document retrieval, the IR community has investigated the retrieval of entities based on the rel-
evance of their associated documents (i.e. aggregate ranking). Existing approaches for ranking entities
use a set of documents related to each entity to represent that entity. For example, in expert search, an
IR system aims to find persons who are experts in the topic expressed as a query, given a collection of
documents related to a set of persons. A person is not represented as a single document, but instead a set
of documents related to a particular person are used to infer the person’s expertise. In the remainder of
this section, we discuss aggregate ranking approaches for expert search, which we adapt for the patient
search task that aims to rank patients based on the relevance of their medical records towards a given
query.
Following Balog et al. (2006), we categorise aggregate ranking approaches into two groups: Model 1
and Model 2. First, Model 1-based ranking approaches rank persons (i.e. candidates) based on the rel-
evance of their corresponding virtual document. A virtual document is a concatenation of documents
associated to a particular candidate. A virtual document can be represented as a language model of
terms within documents associated to each candidate, before using a language model for IR (Hiem-
stra, 2001) to rank the virtual documents. On the other hand, ranking approaches within the Model 2
paradigm calculate the relevance score of a candidate by combining the relevance scores of documents
associated to that candidate, by using an aggregate function. For example, Balog et al. (2006) summed
up the relevance scores, computed using a language model (Hiemstra, 2001), of documents associated
to a candidate, as the relevance score of the candidate. Macdonald & Ounis (2006) proposed the Voting
Model, where documents vote for the relevance of their associated candidates. Different voting tech-
niques, which are inspired by data-fusion techniques, can be used to aggregate the relevance scores of
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candidates. For example, the CombSUM voting technique calculates the relevance score of a candidate
c for query q, as follows:




where score(d, q) is the relevance score of document d, R(q) ∩ profile(c) is the set of documents as-
sociated to the candidate c that are also in the ranking R(q), which is initially retrieved using a retrieval
model, such as, BM25 and DFR DPH. Note that the Model 2 proposed by Balog et al. (2006) is equiv-
alent to using the CombSUM voting technique to aggregate the relevance scores of documents ranked
using a language model (Macdonald & Ounis, 2011).
In this work, we investigate how to effectively adapt aggregate ranking techniques from expert search
in the patient search task. Beside the virtual document technique in Model 1, and the CombSUM
voting technique in the Model 2 paradigm, in Chapter 4 we also examine other voting techniques that
have been shown to be effective (Macdonald, 2009; Macdonald & Ounis, 2006), including CombMAX,
expCombSUM and expCombMNZ. The later three voting techniques calculate the relevance score of a
candidate c, as follows (Macdonald, 2009):
score candidateCombMAX(c, q) = max
d∈R(q)∩profile(c)
score(d, q) (2.12)








While the approaches based on Model 1 and the CombSUM voting technique equally weight the
importance of the relevance of each document, CombMAX, expCombSUM and expCombMNZ put
more emphasis on highly ranked documents, when estimating the relevance of candidates. Specifically,
CombMAX uses the highest relevance score of documents associated to a particular candidate, as the
relevance score of that candidate, while expCombSUM and expCombMNZ give more emphasis on the
documents with high relevance scores. Importantly, the expCombMNZ voting model also takes into
account the number of voting documents for each candidate in R(q).
Later, in Chapter 4, we investigate which aggregate ranking approaches are effective for the patient
search task, while in Chapter 7, we propose to extend existing voting techniques to take into account the




We have discussed the fundamental components of an IR system. Next, we describe the evaluation of
the performance of an IR system based on the relevance of the retrieved documents for a given query.
In general, IR research is evaluated using a test collection, which consists of (1) a set of documents, (2)
a set of queries expressing the information needs of the searchers, and (3) a set of relevance judgements
indicating which documents in the collection are relevant to each of the queries.
2.8.1 Test Collections
Classical IR evaluation is based on the Cranfield experiment paradigm (Cleverdon, 1962), where the
relevance judgements are based on manually assessing a document to mark whether it is relevant or
not to a given query. Note that the Cranfield experiments used full relevance judgement on a small
collection, where every document was judged for each query. Recently, the number of documents used
in a test collection has markedly increased (e.g. the medical records test collection used in this thesis
consists of 101,711 medical records (Voorhees & Hersh, 2012; Voorhees & Tong, 2011)) to reflect
information access in reality; as a result, having complete relevance judgement is not practical. To
avoid judging all documents in the collection, a pooling technique is used to create a small subset of
documents representing samples of relevant documents to be assessed (Sparck Jones & van Rijsbergen,
1975). Specifically, a sample pool is created from a union of documents retrieved using different IR
systems and (maybe) some randomly sampled documents. However, the number of documents in the
sample pool may still exceed the availability of resources for making relevance judgements, in which
case, some techniques (e.g. selecting only documents within particular rank cut-off) are deployed when
selecting documents from the pool for assessing.
The Text REtrievel Conference (TREC) (Voorhees & Harman, 2005) is a series of IR workshops
for advancing information retrieval technologies organised by the National Institute of Standards and
Technology (NIST) and the Disruptive Technology Office of the U.S. Department of Defence. TREC
has provided test collections for supporting IR research on different topics of interests (e.g. web search,
genomics search and patient search). The test collections provided by TREC consist of a set of doc-
uments, a set of queries, and a set of relevance judgements. The relevance judgements from TREC
are created using the aforementioned pooling method, where all of the participating groups contribute
to the pool a ranking of the documents retrieved from the provided set of documents. The ranking of
documents is generated by a system (so-called a run) of a participating group. Note that a particular
group can submit several runs. In general, only the topN (e.g. 100) documents retrieved in each run are
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judged by the human assessors, which are later used as the gold-standard relevance judgements. Ideally,
the runs should be generated from multiple IR systems, so that the documents in the pool are diverse
enough for producing complete relevance judgements.
2.8.2 Evaluation Measures
Next, we discuss the evaluation measures usually used to evaluate an IR system, given a test collection.
For a particular task, suitable evaluation measures are closely correlated with the searchers’ satisfaction.
Indeed, most measures are derived from precision and recall. Precision is the proportion of the rele-
vant documents retrieved and the numbers of the retrieved documents, while recall is the proportion of
relevant documents retrieved compared with the number of relevant documents in the collection.
In this thesis, we use precision at 10 (P10), bpref (Buckley & Voorhees, 2004), infNDCG (Yilmaz
et al., 2008) and infAP (Yilmaz et al., 2008) to evaluate our proposed approaches, as they focus on
precision. Indeed, precision is important for a patient search system, as incorrectly recruiting patients
whose medical conditions are not relevant to the query can be harmful for them. In particular, these
measures are officially used for the TREC Medical Records track (Voorhees & Hersh, 2012; Voorhees
& Tong, 2011). P10 is the precision of the top 10 retrieved documents, while the others are the measures
that are designed to cope with incomplete judgements. Specifically, even though the pooling technique
is used to create a reasonable sample for relevance judgements, the size of the pool may still be too
big for the available resource for making the relevance judgements. Importantly, the relevance judge-
ment for the used patient search collection is incomplete (Voorhees & Hersh, 2012; Voorhees & Tong,
2011), as the medical experts assessing the relevance are limited. Indeed, the bpref measure deals with
the incompleteness of relevance judgement by penalising an IR system that ranks non-relevant docu-
ments higher than relevant documents. For a query with R relevant documents, bpref is calculated as






1− |n ranked higher than r|
R
(2.15)
where r is a relevant document in the ranked list, |n ranked higher than r| is a number of judged non-
relevant documents that are ranked higher than r.
On the other hand, infNDCG and infAP use a sample technique to infer the MAP (Mean Average
Precision) and nDCG (normalised Discounted Cumulative Gain) measures (Yilmaz et al., 2008). Indeed,
MAP is measured by averaging all of the precision values calculated after each relevant document is
retrieved. nDCG uses graded judgement, where a document can be judged using different levels of
25
2.9 Conclusions
relevance e.g. highly relevant, relevant and non-relevant, which rewards an IR system that ranks highly
relevant documents at the top of the ranked list.
2.9 Conclusions
We have discussed a comprehensive background of fundamental information retrieval research that this
work builds upon in order to investigate how existing IR techniques can be extended and applied for the
patient search task. Indeed, we started by discussing the key components of an IR system, including
text operations, indexing and document retrieval in Sections 2.2, 2.3 and 2.4. Specifically, we discussed
text operation techniques, such as tokenisation, stopword removal, and stemming, which are typically
performed on both documents and queries as a preparation process before indexing and retrieval. Then,
in Section 2.3, we discussed the indexing data structures, such as inverted index, that allow efficient
access to representatives of documents within an IR system. Section 2.4 provided an overview of prob-
abilistic retrieval models, where the retrieval approaches from the best match (BM) and the divergence
from randomness (DFR) families were introduced. Next, Sections 2.5 and 2.6 described advanced ap-
proaches to rank documents. Specifically, query reformulation approaches, including pseudo relevance
feedback and semantic-based query expansion, that enhance the representation of a given query were
explained in Section 2.5, while machine learning based approaches, including classification, regression
and learning to rank, which are typically used in IR research, were discussed in Section 2.6. Going
beyond document ranking, we introduced aggregate ranking approaches, which aim to rank aggregates
of documents in Section 2.7. For example, to rank patients based on the relevance of their medical
records towards a given query, the relevance of a patient is inferred by the relevance of the aggregate of
the patient’s medical records towards the query.
In the next chapter, we discuss how existing IR approaches have been deployed to search documents
in the medical domain and identify the knowledge gaps that are addressed in this thesis.
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Searching in the Medical Domain
3.1 Introduction
In the previous chapter, we introduced the fundamental concepts of an information retrieval (IR) sys-
tem, which includes components such as indexing and retrieval. In addition, we discussed advanced
topics in IR, including query expansion, machine learning for IR and aggregate ranking. These provide
background knowledge for the further development of an IR system specialised for the medical domain,
which will be discussed in this chapter.
In this chapter, we present background knowledge for medical IR. According to Hersh (2008a),
medical information can be categorised into two groups (namely, knowledge-based information and
patient-specific information). The knowledge-based information is the medical knowledge that can be
directly applied to several patients (e.g. treatment procedures). On the other hand, the patient-specific
information details the health and medical conditions of an individual patient.
This thesis is primarily scoped within the boundaries of the searching of patient-specific information.
We aim to search for patients having a medical history relevant to a given query. In this chapter, we
discuss the existing problems in the literature and how existing algorithms and techniques deal with
them. In addition, we identify knowledge gaps and position our work with respect to the literature. Note
that we also discuss existing works in the searching of knowledge-based information, as they face many
of the same problems. Importantly, research on the searching of knowledge-based information is more
mature and, as will be shown later, several existing works in the searching of patient-specific information
were adopted from approaches developed for the searching of knowledge-based information.
The remainder of this chapter is organised as follows:
• In Section 3.2, we define the medical information in the context of this thesis. Indeed, we further
describe the knowledge-based information and the patient-specific information.
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• Section 3.3 discusses current IR approaches for searching knowledge-based information.
• In Section 3.4, we introduce existing IR techniques for searching patient-specific information.
• Finally, in Section 3.5, we provide conclusions for this chapter.
3.2 Medical Information
Advances in information technology (IT) and medicine, and their intersection, has resulted in the rapid
growth of medical information in the form of electronic documents (Hersh, 2008a). The development
of electronic medical documents is driven by several factors, including increased emphasis on ensur-
ing patient safety and preventing medical errors, as well as, advances in biotechnologies such as gene
chips (Hersh, 2004, 2008a). Consequently, a massive amount of data has been generated that has also
led to an explosion of new scientific knowledge (Hersh, 2008a). Moreover, the scientific literature is
also another cause driving the growth of medical research data. Experiments identify new genes, dis-
eases, and other biological processes that require further investigation. Furthermore, the literature itself
becomes a source of experiments as they are knowledge that drives new hypotheses by researchers. On
the other hand, hospitals started to migrate traditional medical records to Electronic Medical Records
(EMRs) in order to reduce cost and improve the quality of medical care service. In addition, knowledge
from EMRs can also be consulted when researching for diseases and treatments. As a consequence,
there is an urgent need in IT to facilitate access to medical information.
As previously discussed in Section 3.1, medical information can be categorised into two groups,
which are knowledge-based information and patient-specific information (Hersh, 2008a). Knowledge-
based information is derived from observational or experimental research. It provides knowledge, which
is ready to be applied to patients. For example, knowledge-based information from clinical research
provides clinicians, administrators, and researchers with knowledge from experiments and observations,
which can be directly applied to individual patients. The information is commonly provided in the form
of books and journal papers.
On the other hand, patient-specific information, often in the form of medical records, provides in-
formation about the health and medical conditions of a particular patient, which could be helpful in
clinical decision support to improve the healthcare safety and quality for patients. Medical records can
be either in a format of structured, as in a laboratory value, or narrative text. For example, the history
and physical reports contain both laboratory values and narrative text explaining the patient’s condition.
In particular, the medical records detail the clinical decision process related to a patient, covering symp-
toms, diagnostic tests, diagnoses and treatments. To enhance the quality of healthcare services, EMRs
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have been increasingly used worldwide, which has resulted in the creation of a tremendous numbers of
EMRs (Hersh et al., 2013). The emergence of EMRs is enabling healthcare practitioners to consult with
existing medical practices to tailor a medical procedure to a specific patient (Hersh, 2008a).
3.3 Searching Knowledge-based Information
In order to deal with the large increase in the amount of medical information discussed in the previous
section, advanced IT facilities have to be developed. One of the major needs is a technology to search for
relevant pieces of information from a large set of documents. In this section, we describe the particular
information needs underlying the searching of knowledge-based information, and how they have been
handled in the context of a prominent information retrieval evaluation forum. Specifically, we discuss
how existing works deal with the search of knowledge-based information, and how they are related to
the work proposed in this thesis.
Along with the growth of the Internet and the Web, a phenomenal expansion of web-based medical
document collections have been witnessed in the recent years. Knowledge-based information collec-
tions, such as PubMed1, provide medical literature from journals and books. Searchers of these collec-
tions aim to retrieve documents pertaining to a specific medical scenario (Liu & Chu, 2007). For exam-
ple, in diagnosing a potential lung cancer patient, a physician may use a query “lung cancer diagnosis”
to search for the latest diagnosis techniques. In addition, the advances in information technology have
increased the number of publicly available websites that provide information about healthcare and treat-
ment (e.g. http://www.patientslikeme.com/, http://www.mymediconnect.net/).
In particular, the number of users using search engines to search for information related to personal
health has been growing. Hersh (2008b) reported that 80% of search engine users have searched for
websites or documents related to their health condition. Moreover, about 98% of US physicians use the
Internet to find documents related to healthcare (Hersh, 2008b).
To facilitate research in the searching of medical knowledge-based documents. TREC (see Sec-
tion 2.8.1) introduced the TREC Genomics track (Hersh & Voorhees, 2009). The track pertains to the
evaluation of techniques for the searching of knowledge-based information. In particular, four different
tasks were introduced during the five years of the Genomics track, including ad hoc retrieval, summari-
sation, text categorisation and question-answering. However, we will discuss only the ad hoc retrieval
and question-answering tasks, as they are related to the ranking of documents.
1http://www.ncbi.nlm.nih.gov/pubmed
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Figure 3.1: A sample snapshot of a document from TREC 2004 and 2005 Genomics track ad hoc
retrieval task.
1. Ad Hoc Retrieval: The ad hoc retrieval task (Hersh et al., 2004, 2005) represents the situation
of a researcher tackling a new area and using an IR system to find relevant medical literature.
The aim of the task is to find medical documents that are relevant to the search user’s information
needs described in the form of text. The medical documents of the ad hoc retrieval task consist
of the collection of MEDLINE abstracts in ASCII text format from 1994 to 2003 (4,591,008
records) (Hersh et al., 2004, 2005). An example of a document from the corpus is shown in
Figure 3.1. Examples of queries are “Provide information about the role of the gene Interferon-
beta in the disease Multiple Sclerosis” and “Generating transgenic mice”.
2. Question-Answering: For the question-answering task, the information need is to find short, spe-
cific answers to questions provided in the query topics, instead of finding relevant documents as
in the ad hoc task. In particular, the task focuses on the retrieval of short passages that specifically
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address an information need from a corpus of full-text medical documents from journals (Hersh
et al., 2007). The topics were expressed as questions and the systems were evaluated on how
well they retrieved relevant information. The queries contain one or more biological objects, pro-
cesses, and some explicit relationships between them. An example of the queries is “What is the
role of PrnP in mad cow disease?”.
From the examples of medical queries and a medical document (see Figure 3.1) previously shown,
we can see the presence of medical terms e.g. ‘Interferon-beta’, ‘Multiple Sclerosis’, ‘transgenic mice’
and ‘glass-ionomer’. Indeed, medical terminology used in medical documents and queries is rich. Med-
ical practitioners and researchers selectively use different medical terms to refer to a particular medical
concept. For example, ‘multiple sclerosis’ can be referred to as ‘MS’ or ‘insular sclerosis’.
On the other hand, the ShARe/CLEF eHealth evaluation lab (Suominen et al., 2013) was initiated in
2013. The evaluation lab consists of three tasks: (1) identification of disorders from clinical reports (2)
mapping abbreviations in clinical reports to UMLS codes, and (3) information retrieval from a collection
of certified health web pages. We discuss only the third task because it is related to the searching of
knowledge-based information. In particular, the information retrieval task simulates the situation where
a non-expert wants to find information about a particular medical condition on the Internet (Suominen
et al., 2013). For instance, after getting a discharge summary report, a patient wants to know more about
his/her health conditions. The medical documents and queries provided by the ShARe/CLEF eHealth
evaluation lab also contain many medical terms (Suominen et al., 2013).
Traditional approaches in IR suffer from the query-document mismatch problem (Bu¨ttcher et al.,
2004), which is one scenario of the implicit knowledge issue discussed in Chapter 1. For example, if we
are searching for treatments of lung cancer using the query “lung cancer treatment”, those systems may
not be able to retrieve some relevant documents because in the medical documents the treatments of lung
cancer are commonly referred to using specialised terms, such as “lung excision” or “chemotherapy”.
In contrast, healthcare practitioners have knowledge about this kind of information and can effectively
find the relevant documents. Importantly, approaches for both the ad hoc retrieval and the question-
answering tasks are confronted with this problem. Meanwhile, for the information retrieval task of the
ShARe/CLEF eHealth evaluation lab, the search users may not have the background knowledge of the
medical domain, while the medical documents in a certified medical website are typically written by
medical experts. Hence, it is crucial for a search system to deal with the different levels of the medical
terms used in the medical documents and the queries. In the remainder of this section, we describe two
groups of approaches that have been used to deal with the complexity of medical terminology.
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3.3.1 Dealing with Medical Terminology using a Conceptual Representation
Medical terminology, which can be complex, inconsistent, and ambiguous, poses an important challenge
when searching in the medical domain (Srinivasan, 1996; Trieschnigg et al., 2010). For example, ‘heart
disease’ can be referred to as ‘coronary artery disease’, ‘coronary heart disease’, or ‘CHD’. This means
that traditional search systems may not be able to retrieve medical documents relevant to a query, if
those documents contain only synonyms of the query terms.
Zhou et al. (2008) proposed a conceptual retrieval approach and used domain-specific knowledge
for the question-answering task. In particular, they used the query translation functionality of PubMed
to extract gene names, biological objects, and biological processes (i.e. MeSH terms) in a query and de-
fined them as concepts. Then, during document ranking, the similarity between a query and a document
is determined by two components (namely, similarity of concepts and similarity of words). Document
D1 will be ranked higher than document D2 only if the similarity of the concepts between the query
and D1 is more than that of the query and D2, or if the similarity of the concepts are the same for
both D1 and D2, the similarity of the words between D1 and the query is more than that of D2 and the
query. In addition, they expanded the concept query (i.e. the identified medical terms) using external
domain-specific resources, including Entrez Gene1, MeSH, and the ADAM database of abbreviations.
They reported that, either applying their proposed conceptual IR model alone, or with expansions using
domain-specific knowledge, the performance of the system was improved significantly.
Aronson (1994) and Hersh, Hickam, Haynes & McKibbon (1994) proposed bag-of-concepts (BoC)
approaches to represent the medical documents and queries using concepts from medical resources,
such as MeSH and UMLS Metathesaurus2. Under these approaches, ‘heart disease’, ‘coronary artery
disease’, ‘coronary heart disease’, and ‘CHD’, which share the same meaning are represented with the
same concept. For instance, Aronson (1994) deployed MetaMap (Aronson & Lang, 2010) to identify
medical concepts in medical documents and queries and represented them in the forms of the UMLS
Concept Unique Identifiers (CUIs). Intuitively, these approaches should alleviate the terminology mis-
match problem. However, empirical studies (Srinivasan, 1996; Trieschnigg et al., 2010) have shown
that the performance of BoC representations can be inconsistent, and sometimes outperformed by a tra-
ditional bag-of-words representation (BoW), since not all documents and queries could be effectively
represented using medical concepts. For example, medical concepts may not be found in some queries.




3.3 Searching Knowledge-based Information
relevance scores of both BoW and BoC, when inferring the relevance of a document. In particular, Srini-
vasan (1996) proposed the so-called score combination approach that linearly combines the relevance
scores from both BoW and BoC, when inferring the relevance of a document d towards a query Q, as
follows (Srinivasan, 1996):
score(d,Q) = δ · scoreBoW (d,Q) + scoreBoC(d,Q) (3.1)
where δ is a parameter to emphasise the relevance score computed using BoW.
3.3.2 Query Expansion for Dealing Medical Terminology
Another area of works that deal with the complexity of medical terminology in the searching of knowledge-
based information is how to effectively represent queries and documents using medical concepts, instead
of terms.
Existing works introduced approaches to address the complexity of medical terminology by using
domain-specific knowledge (Bu¨ttcher et al., 2004; Fujita, 2004; Hersh et al., 2004; Huang et al., 2005).
Indeed, most of the existing works made attempts to use domain-specific knowledge to cope with three
major issues in medical IR, namely the frequent use of (possibly non-standardised) acronyms, the pres-
ence of homonyms (the same words referring to many meanings), and the possibility of synonyms (two
or more words referring to one meaning) (Bu¨ttcher et al., 2004). Within the context of this thesis, we
argue that these three issues can be linked to the issue of implicit knowledge, since the information
about acronyms, hyponyms and synonyms are commonly known by medical researchers, but they are
not necessarily available to traditional IR systems. Most effective approaches aimed to expand medi-
cal queries with related terms from controlled vocabularies and ontologies (Bu¨ttcher et al., 2004; Fujita,
2004; Hersh et al., 2004; Huang et al., 2005; Stokes et al., 2007; Zhou et al., 2008). For example, Fujita
(2004), whose system achieved the best performance for the ad hoc task at TREC 2004 Genomics track,
expanded query using domain-specific databases (i.e. LocusLink1 and MeSH2), and applied pseudo-
relevance feedback before using BM25 to rank documents. Also on the ad hoc retrieval task, Bu¨ttcher
et al. (2004) tackled the issues of synonyms and acronyms. Since an acronym can be seen as a synonym
(i.e. the abbreviated form of an acronym is used to refer to its corresponding long-form), the acronym
and synonym issues were dealt with at the same time. In particular, Bu¨ttcher et al. (2004) expanded the
acronyms, gene names/symbols, and protein names/symbols in a query using external referenced data


















Table 3.1: Examples of interchangeable pairs of replacements.
on the number of occurrences in the corpus, from those resources. The weight of the terms that were
expanded were changed to 1.4 and the weight of the expansions were 0.95. The original terms with no
expansion remained with weight 1.0. The expanded queries were used to rank medical documents based
on the scores produced from BM25.
Lu et al. (2009) also reported that query expansion using external resources was helpful in their
experiments with the TREC 2006 and 2007 Genomics track. They suggested to use the Automatic Term
Mapping (ATM) provided by PubMed, which assigns different search tags to terms in a query. The
PubMed’s ATM functionality translates the query into the PubMed syntax. Then, they expanded the
terms tagged with [Text Words], [MeSH Terms], and [All Field] using MeSH.
Zhong & Huang (2006) advised that the traditional keyword-based retrieval approaches failed in
the medical domain because using one or a few keywords to represent a particular medical condition
(i.e. medical concept) is not enough for retrieving relevant documents in the domain, due to synonym
ambiguity and name variant problems. They proposed to firstly extract medical concepts from a query
topic using the BioNLP abbreviation extraction function (Chang et al., 2002). Secondly, for each topic,
they expanded the identified medical concepts by adding lexicon variants for each concept using the
same technique as Huang et al. (2005) (the variant is determined by a break-point—a position where a
string can be broken down into parts separated by a space—, and replacement—replacing a substring
with a different string that does not change the original meaning, for example, ii with 2), and retrieving
documents by treating all variants as the same concept. Table 3.1 shows examples of pairs of replace-
ments and Table 3.2 depicts name variants for the term TGF-beta1. This approach archived 8.91%
better performance than the baseline where the approach was not applied, and 7.96% higher than the
best automatic run in TREC 2005 Genomics Track (Hersh et al., 2005) in terms ofMAP (Mean Average
Precision).
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TGFbeta1 TGFbeta 1 TGF beta1
TGF beta 1 TGFbetaI TGFbeta I
TGF betaI TGF beta I TGFb1
TGFb 1 TGF b1 TGF b 1
TGFbI TGFb I TGF b I
Table 3.2: Name variants for TGF-beta1.
Huang et al. (2005) introduced a novel query expansion algorithm for dealing with variants of
medical terms. In particular, each of the original query terms is split by hyphens, the adjacent of two
letters with different cases (except for the first and the second letter), and the adjacent of a letter and a
digit. For example, the term 185delAG is expanded with 185del AG and 185 del AG. In addition, Huang
et al. (2005)’s algorithm also created variants of terms based on a substring that can be replaced by a
different string without changing of the original meaning. For example, the number 2 in COP2 can be
replaced by ii, and alpha can be replaced by a. The experiments with the ad hoc task of TREC 2005
Genomics track showed that this approach was effective.
To summarise, query expansion techniques have been proposed to deal with the searching of medical
knowledge-based documents. Most of these approaches derived variants for query terms using domain-
specific resources e.g. MeSH and AcroMed. These variants were added into a query to better describe
the information underlying the query. Importantly, several useful resources were identified as sources for
query expansions. Later, in Section 3.4.2.3, we discuss how query expansion approaches were adapted
to the task of the searching of medical records, which are patient-specific information.
We have discussed existing approaches that deal with problems in the searching of knowledge-
based information. These problems also prevail in the searching of the patient-specific information. In
the next section, we describe existing works on the searching of patient-specific information, discuss
how approaches used in the searching of knowledge-based information were adapted in the searching
of patient-specific information, and position the work in this thesis in the context of the literature.
3.4 Searching Patient-Specific Information
This section discusses search of patient-specific information, which this thesis focuses on. As mentioned
in Section 3.2, patient-specific information is generally in the form of medical records, which detail
the clinical decision process relating to a patient, covering symptoms, diagnostic tests, diagnoses and
treatments. Medical records have been converted into an electronic format to improve the quality of
healthcare services and the patients safety (Hersh, 2008a). These electronic medical records can be used
to find patients who have a medical history relevant to a so-called inclusion criteria, in order to possibly
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recruit those patients for a clinical trial (Voorhees & Hersh, 2012; Voorhees & Tong, 2011). The main
searchers are healthcare providers, administrators, and researchers who may want to analyse the results
of a particular medical procedure (e.g. an effective approach to combating a particular disease). Indeed,
their information needs focus on finding patients whose medical records show that the corresponding
patient has the same medical conditions (Averbuch et al., 2004) (e.g. disease, treatment) as the ones
stated in a query. For example, in a comparative effectiveness trial (see Chapter 1, Section 1.1), a
healthcare practitioner may develop inclusion criteria to describe the patients of interest. The criteria
include medical and health conditions (e.g. symptoms, diseases), which are used as a query to search for
patients that have medical records matching the criteria (Voorhees & Hersh, 2012; Voorhees & Tong,
2011). In order to facilitate this process, an effective information retrieval system is used for identifying
the patients whose medical records are relevant to these inclusion criteria.
In this thesis, we focus on the task of ranking patients based on the relevance of their medical records
towards a query. However, the relevance of medical records is still considered during ranking patients
since existing approaches for ranking aggregates (previously discussed in Section 2.7) that we adapt to
rank patients can also take into account the relevance of individual documents.
In particular, our work is evaluated using the TREC Medical Records track’s test collection, which
is a standard test collection widely used for evaluating patient search systems. In the next section, we
discuss the TREC Medical Records track.
3.4.1 Medical Records Track at TREC
To foster research on the searching of patients from their medical records, the Text REtrieval Con-
ference (TREC) initiated the Medical Records track (Voorhees & Tong, 2011) in 2011. The Medical
Records track ran between 2011 and 2012. In particular, the TRECMedical Records track uses the NLP
Repository corpus of medical records provided by the University of Pittsburgh1. This corpus provides
anonymised medical histories of patients throughout their visits to a hospital, including their detailed
EMRs from various hospital departments. As illustrated in Figure 3.2, the EMRs are semi-structured
documents containing hospital and medical information about a patient issued during the patient’s visits
to the hospital, such as the issuing department information (type and subtype tags), codes identifying ad-
mission diagnosis – in the form of International Classification of Diseases codes (admit diagnosis tag),
and a textual description of the patient made by the clinician (report text tag). An example of narrative
text in a mock medical record is shown in Figure 3.3.
1http://www.dbmi.pitt.edu/nlpfront
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... (report text here) ...
</report_text>
</report>
Figure 3.2: An example of a transesophageal echocardiography medical record, from the cardiology
department.
The patient search task in the context of the TRECMedical Records track (Voorhees & Hersh, 2012;
Voorhees & Tong, 2011) aims to find patients having a medical history relevant to the query, based upon
these patients’ medical records. In particular, a patient search system ranks patients with respect to the
relevance of their medical records towards a given query. The TREC medical records collection consists
of 100,711 medical records, which can be mapped to 17,265 patient visits. A patient visit is a set of
medical records associated to a visit to the hospital of a patient. A patient visit is used to represent
a patient as a unit of retrieval, since relating multiple visits to a particular patient is made impossible
by a de-identification process when building the medical records repository, to address privacy con-
cerns (Voorhees & Hersh, 2012; Voorhees & Tong, 2011). The TREC 2011 and 2012 Medical Records
track provides 34 and 47 queries, respectively, where each query describes medical conditions of the
targeted patients (i.e. inclusion criteria). Examples of queries include:
Q101: Patients with hearing loss
Q102: Patients with complicated GERD who receive endoscopy
Q137: Patients with inflammatory disorders receiving TNF-inhibitor treatments
Q179: Patients taking atypical antipsychotics without a diagnosis schizophrenia or bipolar depression
From the example of medical record in Figure 3.3 and the examples of queries, we can see that,
similar to documents and queries for the searching of knowledge-based information (see Section 3.3),
medical records and queries contain several medical jargons e.g. ‘colon cancer’, ‘colonoscopy’, ‘hearing
loss’ and ‘bipolar depression’. In contrast, we also observe the frequent use of negated language to
describe medical conditions of a patient. For example, “He denies any hypertension” and “No nausea,
vomiting, or difficulty in swallowing” in the example medical record, and the query “Patients taking
atypical antipsychotics without a diagnosis schizophrenia or bipolar depression”.
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HISTORY AND REASON FOR CONSULTATION: For evaluation of this patient
for colon cancer screening.
HISTORY OF PRESENT ILLNESS:
Mr. Z is a 55-year-old gentleman
who was referred for colon cancer screening.
The patient said that he has a history of diabetes.
There are no other medical problems.
PAST MEDICAL HISTORY:
He has a history of diabetes
He denies any hypertension, or any other problems.
PAST SURGICAL HISTORY: No
ALLERGIES: No known drug allergies.
SOCIAL HISTORY: Does not smoke nor drink
FAMILY HISTORY:
There is no history of any colon cancer in the family.
REVIEW OF SYSTEMS:
Denies any significant diarrhea.
Sometimes he gets some loose stools.
There is no blood in stool or mucus in stool.
No weight loss. Appetite is good.
No nausea, vomiting, or difficulty in swallowing.
PHYSICAL EXAMINATION:
The patient is alert and oriented x3.
Vital signs: Weight is 209 pounds. Blood pressure is 110/68.
Pulse is 72 per minute. Respiratory rate is 17.
HEENT: Negative. Neck: Supple. There is no thyromegaly.
Cardiovascular: Both heart sounds are heard.
Rhythm is regular. No murmur.
Lungs: Clear to percussion and auscultation.
Abdomen: Soft and nontender. No masses felt.
Bowel sounds are heard. Extremities: Free of any edema.
IMPRESSION: Routine colorectal cancer screening.
RECOMMENDATIONS:
Colonoscopy. I have explained the procedure
of colonoscopy with benefits and risks,
in particular the risk of perforation, hemorrhage, and infection.
Figure 3.3: A mock example of narrative medical records.
The track’s official primary measures are bpref for TREC 2011 and infNDCG for TREC 2012,
respectively.
In this next section, we discuss how existing approaches address the patient search task.
3.4.2 Existing Medical Records Search Approaches
As previously discussed in Section 1.2, traditional IR approaches are not effective for the patient search
task. Edinger et al. (2012) showed that existing IR approaches (e.g. Demner-Fushman et al. (2011); King
et al. (2011); Leveling et al. (2012)) failed in retrieving the patients whose medical records are relevant
to a given query. In particular, patient search has unique characteristics, such as the uses of medical
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terminology and of negated language (Voorhees & Hersh, 2012; Voorhees & Tong, 2011); hence, there
is a need for specific techniques to deal with such characteristics. In particular, we categorise the main
problems of patient search and discuss how they are dealt within the literature.
3.4.2.1 Patient Ranking Models
Patient search in the context of the search task provided by the TREC Medical Records track aims to
find patients having a medical history relevant to a query based on their medical records. In particular, a
patient search system predicts and ranks patients with respect to the relevance of their medical records
towards a query. As previously discussed in Section 2.7, this task can be handled using well-established
approaches from expert search task.
Recall from Section 2.7 that aggregate ranking techniques can be categorised into two approaches.
First, Model 1 ranks patients based on the relevance of the concatenation of their medical records (Balog
et al., 2006). Second, Model 2 uses ranked documents to rank expert persons (e.g. Voting Model (Mac-
donald & Ounis, 2006) and Model 2 (Balog et al., 2006)).
In the context of patient search, both Model 1 and Model 2 can be adapted to rank patients based on
the relevance of their medical records. Approaches sharing the same paradigm as Model 1, are referred
to as patient model approaches (e.g. Demner-Fushman et al. (2011); King et al. (2011)). They represent
a patient by combining the associated medical records into the form of a single patient document, and
use the latter as a unit of retrieval. For example, Demner-Fushman et al. (2011) and King et al. (2011)
effectively deployed the patient model by using a term weighting model (e.g. BM25 or a language
model) to rank the patient documents. On the other hand, approaches based on Model 2 are referred
to as two-stage model approaches (e.g. Limsopatham et al. (2011); Zhu & Carterette (2012)). They
initially ranked the medical records based on their relevance towards the query, and then they estimated
the relevance of patients by aggregating the relevance scores of their associated medical records that have
been retrieved for the query. For example, Limsopatham et al. (2011) used the expCombSUM voting
technique from the Voting Model (Macdonald & Ounis, 2006) to effectively aggregate the relevance
scores for a patient.
However, it is not clear in the literature under which conditions a particular ranking approach should
be deployed to rank patients. Demner-Fushman et al. (2011) and King et al. (2011) showed that the
patient model was effective for the patient search task, while Zhu & Carterette (2012) reported that the
two-stage model was also effective. In addition, Zhu & Carterette (2012) proposed to use a data fusion
technique (Shaw & Fox, 1994), such as CombSUM and CombMAX, to merge the relevance scores
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from both the patient model and the two-stage model in order to exploit the effectiveness of both patient
ranking approaches.
However, there is no extensive study comparing the effectiveness of the patient and the two-stage
models. Therefore, in this thesis, we identify effective ranking approaches for the patient search task.
In particular, in Chapter 4, we thoroughly compare the performances of approaches based on the two
models within the same settings to identify which models are more effective for the patients search task.
This will provide a common baseline that the work in this thesis further builds upon.
Moreover, Edinger et al. (2012) found that if a query contained several inclusion criteria (i.e. med-
ical conditions), existing patient ranking approaches (i.e. both the patient and the two-stage models)
could not effectively retrieve patients who were relevant to all or most of the medical conditions. For
example, for a query to find patients with ‘lung cancer’ and ‘hypertension’, an effective patient search
system should rank patients who are relevant to both conditions higher that those who are relevant to
only one or none of the conditions. In Chapter 8, we investigate how to deal with this problem by adapt-
ing techniques from coverage-based search result diversification in web search (Agrawal et al., 2009;
Carbonell & Goldstein, 1998; Santos et al., 2010a).
3.4.2.2 Modelling Medical Information
Most of the existing approaches rank patients’ medical records using traditional ranking models (e.g.
a language model (Hiemstra, 2001)). For example, King et al. (2011) used BM25 which is based on
probabilistic ranking principle (see Section 2.4.1) to rank patients, which were represented using the
terms in medical records of individual patients.
Lin & Demner-Fushman (2006) and Abhyankar et al. (2014) suggested to model medical docu-
ments (e.g. journal papers and medical records) during retrieval, by extracting four components from a
given query. The four components are called PICO, which consist of Problem/Population, Intervention,
Comparison, and Outcome. Then, when ranking medical documents, each of the PICO components are
focused on. Indeed, the approach relies on inputs from knowledge experts to decide levels of importance
of each PICO component, when ranking medical documents.
On the other hand, as discussed in Section 1.2, the medical records describe the medical conditions
of a patient (Hersh, 2008a; Silfen, 2006), which include four main aspects (namely, symptoms, diag-
nostic tests, diagnoses, and treatments) related to the medical decision process (Silfen, 2006). These
kinds of information are important for medical practitioners to take into account when consulting pa-
tients (Silfen, 2006). The medical conditions related to these four aspects are commonly used to de-
scribe the conditions of a patient. For example, knowing that a patient is visiting a hospital with ‘chest
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pain’ (symptom), a healthcare practitioner may suspect that the patient has ‘heart disease’ (diagnosis).
Hence, given the symptom, the practitioner can compile a set of diagnostic procedures such as ‘chest
X-ray’ (diagnostic test) for the patient. Once the practitioner is confident that the patient suffers from
‘heart disease’ (diagnosis), the practitioner may prescribe a treatment to the patient such as ‘coronary
artery bypass surgery’. In this work, we propose to model the relevance and representations of infor-
mation need and medical records in terms of the medical conditions related to the four medical aspects.
Later, in Chapters 4 and 8, we introduce our approaches that model medical information in terms of the
medical decision process within a search system.
3.4.2.3 Medical Terminology
Patient search systems also encounter the problem of medical terminology in medical records and
queries. To tackle this, most existing approaches deployed the same kinds of techniques used in the
prior works in the searching of medical knowledge-based documents.
Conceptual Representations
Several approaches (e.g. Koopman et al. (2011, 2012); Qi & Laquerre (2012)) for patient search used
BoC approaches, which were developed for the searching of knowledge-based documents (see Sec-
tion 3.3.1), to represent medical records and queries. For instance, Koopman et al. (2011) extracted
medical concepts from medical records and queries using the MetaMap tool, and represented medical
records and queries using the CUIs of all of the identified medical concepts. Koopman et al. (2011)
showed that the BoC approach was more effective than the BoW approach. Qi & Laquerre (2012),
whose system ranked among the top groups of participants at the TREC 2012 Medical Records track
also used the same BoC approach and showed that it was effective. In addition, Koopman et al. (2012)
proposed a graph-based approach for weighting patients based on the occurrences of medical concepts
in their medical records. They built a graph model based on the co-occurrences of medical concepts
within a particular window of concepts, and calculated the PageRank (Brin & Page, 1998) scores for
each medical concepts. Then, during retrieval, they scored patients based on the PageRank scores of the
query concepts that matched their medical records. Meanwhile, King et al. (2011) showed that using
both BoC and BoW further improved retrieval performance. In contrast to the searching of the medical
knowledge-based document (see Section 3.3.1) that in general the BoC approach is less effective than
traditional BoW approach, BoC was effective for the patient search task.
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In this thesis, we also deploy the BoC approach. However, using all of the medical concepts iden-
tified to represent medical records and queries may be too general. Instead, we focus only on specific
types of medical concepts when representing medical records and queries (see Chapter 4).
Query Expansion
Beside using medical concepts to represent medical records and queries, existing works also leveraged
medical resources for query expansion to deal with the medical terminology. King et al. (2011) effec-
tively deployed UMLS Metathesaurus and their collection of medical reference encyclopedias in their
query expansion technique to improve retrieval performance. Importantly, they added expansions into
the query and set a particular weight equally for all of the expansions. Similarly, Demner-Fushman
et al. (2011) exploited medical resources, such as UMLS, RxNorm, and knowledge from medical ex-
perts, within their retrieval framework to achieve the highest retrieval performance among the partici-
pating systems reported in the TREC 2011 Medical Records track. However, the approach proposed by
Demner-Fushman et al. (2011) needs inputs from medical experts. In contrast, Qi & Laquerre (2012)
showed that query expansion by using synonyms and more specific concepts derived from the UMLS
Metathesaurus harmed the retrieval performance.
Several participants at the TRECMedical Records track showed that pseudo-relevance feedback was
effective for the patient search task (e.g. King et al. (2011); Qi & Laquerre (2012); Voorhees & Hersh
(2012); Zhu & Carterette (2012); Zhu et al. (2014)). For example, Qi & Laquerre (2012) showed that
using pseudo-relevance feedback and a vector space model within a patient search system that used the
BoC representation approach was effective. Meanwhile, within a BoW representation, Zhu et al. (2014)
followed Diaz & Metzler (2006) and expanded the queries by deriving related terms and their weights
from different collections of documents, such as the TRECMedical Records track’s collection itself, the
TREC 2007 Genomics track’s collection (Hersh et al., 2007) and the TREC 2009 ClueWeb09 Category
B dataset1 (excluding Wikipedia pages). Zhu et al. (2014) showed that this approach significantly
improved retrieval performance.
While pseudo-relevance feedback is likely to be effective for the patient search task, the retrieval per-
formance achieved when using query expansion with knowledge-based resources (e.g. UMLS Metathe-
saurus, SNOMED CT2) depended mostly on the used resources. Importantly, it is not clear in the
literature how we can effectively use several resources to derive related terms and their weight within
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Patient admitted with cancer
Diagnosed and found no evidence of cancer
Negative result on cancer screening test
Table 3.3: Examples of sentences in EMRs where the presence of the query term ‘cancer’ does not
always indicate that the patient has ‘cancer’.
added expansions into the queries. However, we hypothesise that expansions are not equally important.
Moreover, existing works derived expansions from different resources individually. In this thesis, we
investigate novel approaches that combine several resources to enable the inferences of relationships
between medical concepts over different resources (Chapter 6). In addition, in Chapter 7, we investi-
gate approaches to deal with the medical terminology by using knowledge extracted from aggregates of
medical records, instead of using external resources or individual medical records.
3.4.2.4 Negated Language
One of the major challenges of searching patients from their medical records is the use of negated
language (Koopman et al., 2010). Negation is commonly used in medical records to indicate that the
patient does not suffer from a particular medical condition (Koopman et al., 2010). As a result, the
presence of a query term does not always imply that the record is relevant to the query (Averbuch et
al., 2004). In particular, the relevance also depends on the context of the query terms occurring in the
medical records. For example, while all the three sentences, shown in Table 3.3, contain the query term
‘cancer’, only the first sentence indicates that the disease is pertaining to the patient, while the other two
sentences are non-relevant towards a query searching for patients suffering from ‘cancer’.
However, prior work dealing with negation in documents is limited. Table 3.4 summarises and
compares the main existing work on negated language in the medical domain. Specifically, classi-
cal/traditional IR approaches (e.g. BM25) do not explicitly deal with negation. They simply ignore the
presence of negated language in the medical records and query (Koopman et al., 2010). On the other
hand, most of the previous works that deal with negated language (e.g. boolean retrieval model, post-
retrieval filtering (Salton & McGill, 1986), vector negation (Widdows, 2003)) only tackled it within
queries. For example, the boolean retrieval model focuses on retrieving documents by firstly forming a
list of documents containing the query terms and then removing the documents with the occurrence of
the negated query terms from the retrieved list. Nevertheless, these approaches do not take into account
negated language in documents. Indeed, most phrases indicating negation (e.g. no, not) are commonly
seen as stopwords and are usually discarded during indexing (Chapman et al., 2001).
There have been recent attempts to deal with negation in patient search (e.g. Demner-Fushman et
al. (2011); King et al. (2011); Zhu & Carterette (2012)). In particular, these approaches commonly
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Koopman et al. (2010))
6 6 6 6
Post-retrieval filter-
ing Salton & McGill
(1986)
4 6 6 6
Vector negation (Widdows,
2003)
4 6 6 6
Boolean retrieval model 4 6 6 6
Discarding negated
sentences (e.g. Demner-
Fushman et al. (2011);
King et al. (2011); Koop-
man & Zuccon (2014);
Zhu & Carterette (2012))
6 4 4 6
Table 3.4: Comparing approaches to handle negated language in medical records search.
deploy a negation detection tool (e.g. NegEx (Chapman et al., 2001) or NegFinder (Mutalik et al.,
2001)) to deal with negated language in medical records. For example, several top performing search
systems (e.g. Demner-Fushman et al. (2011); King et al. (2011); Zhu & Carterette (2012)) at the TREC
2011 and 2012 Medical Records track showed that dealing with negation in medical records improved
retrieval performance. King et al. (2011), Zhu & Carterette (2012) and Demner-Fushman et al. (2011)
proposed to disregard terms with the negated language during indexing and retrieval. Indeed, they
removed from a search system parts of the sentences that contain the negated context identified using
the NegEx algorithm. King et al. (2011) reported that by removing the negated sentences from a search
system, the retrieval performance could be improved by 5%. Koopman & Zuccon (2014) proposed a
language model-based approach that enabled a search system to disregard terms with a negated context
on a per-query basis. In particular, when dealing with negation, they considered the mixture of the
language models of terms with a positive context and terms with a negated context, where the mixture
parameter enabled the system to choose whether to disregard or negatively score the terms with a negated
context. In this thesis, we propose a novel approach that aims to prevent non-relevant patients from being
retrieved by demoting the relevance scores of patients whose medical records do not have the medical




We have described two types of medical information in the context of this thesis. Firstly, the knowledge-
based information is knowledge (e.g. in the forms of books or journals) that is ready to be applied
when conducting research or when consulting patients. Secondly, the patient-specific information is
about the description of the medical and health conditions of a particular patient (e.g. in the form of
medical records). We have highlighted different types of information needs underlying the use of search
systems for both the knowledge-based information and the patient-specific information. In addition, we
discussed the main problems when searching medical information, most of which are related to implicit
knowledge, and reviewed existing techniques in the literature that dealt with such problems.
In particular, we found the following knowledge gaps in the literature.
• How to effectively rank patients?
As discussed in Section 3.4.2.1, existing works adapted either the patient model or the two-stage
model for the patient search task. However, very little work investigated which models are more
effective for the task. Hence, in Section 4.3.3 of Chapter 4, we will thoroughly evaluate the two
models for ranking patients in order to identify an effective baseline system that our proposed
framework will build upon.
• How to model medical information?
We have shown in Section 3.4.2.2 that most of the existing works used traditional approaches to
model the medical information. However, we argue that the information needs in patient search
are specific. In particular, when practitioners search for patients, they are likely to specify the
medical conditions of the patients of interest, as a query. Therefore, we will propose an approach
that focuses a search system on particular types of medical conditions in Section 4.2.1. In addition,
in Chapter 8, we will propose a novel ranking approach that models the relevance towards each
of the medical conditions stated in the query.
• How to effectively deal with the medical terminology?
In Section 3.4.2.3, we have shown that existing works dealt with the complexity of the medical
terminology using either conceptual representation approaches or query expansion approaches.
Later in Chapter 4, we will introduce a conceptual representation that is different from those
in the literature, in that the proposed approach uses only the medical concepts related to some
specific types of medical conditions. This enables the search system to focus on the medical con-
ditions crucial to healthcare practitioners. Meanwhile, in Chapter 6 we will propose novel query
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expansion approaches that take into account the relationships between medical concepts from
several resources at the same time. In addition, our query expansion approaches also calculate the
importance of each derived medical concept. Furthermore, in Chapter 7, we will introduce novel
approaches that deal with the complexity of the medical terminology in a different manner. In
particular, our approaches aggregate the medical records at the department level to deal with the
medical terminology complexity.
• How to deal with negated language in the medical records and queries?
In Chapter 5, we will introduce approaches for dealing with negated language in patient search,
which are different from the existing works discussed in Section 3.4.2.4 in that the proposed
approaches could prevent non-relevant patients from being retrieved by demoting the relevance
scores of patients whose medical records contain the query terms in an opposite context.
In the next chapter, we will introduce a novel framework for patient search to uncover the implicit
knowledge when searching for patient-specific information, which is the main focus of this thesis.
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A Framework for Patient Search
4.1 Introduction
In the previous chapter, we discussed existing works related to the searching of medical documents.
We showed that the problems caused by the presence of implicit knowledge within patient search have
not been thoroughly examined in the literature. Indeed, as highlighted by Section 3.4.2, for the patient
search task, the relevance of a patient depends on both the presence of the query terms within the
patient’s medical records, and the implicit knowledge encoded within those records. For example,
knowledge about the relationships between medical terms can be used to infer the relevance of a patient
at each individual record. In particular, we could infer that a patient has a particular disease, if his/her
record shows evidence of having a particular treatment for that disease.
To deal with the problems of this implicit knowledge, in this chapter, we propose a framework for
enhancing the query and medical record representations, by modelling and reasoning during retrieval
in terms of the four aspects of the medical decision process (namely, symptoms, diagnostic tests, diag-
noses and treatments), which were described in Section 3.4.2.2. In particular, as previously discussed in
Section 3.4.2.2, medical conditions related to these aspects are crucial information that healthcare prac-
titioners consider when consulting a patient. Our framework acts at three different levels of the patient
retrieval process (namely, at sentence level, record level and inter-record level) to uncover the implicit
knowledge in patient search. The remainder of this chapter is structured as follows:
• In Section 4.2, we present our patient search system, which consists of (1) the query and med-
ical record representation unit, (2) the patient ranking unit and (3) our framework for patient
search. The proposed framework for patient search uncovers implicit knowledge within the med-
ical records and queries by focusing on and reasoning about the medical conditions related to the
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aforementioned four aspects of the medical decision process at the three different levels of the
patient retrieval process.
• In Section 4.3, we identify an effective patient search baseline that our framework will be built
upon in the next chapters. Then, we provide further analysis and discussion of the effectiveness
of the identified baseline.
• In Section 4.4, we provide a summary of this chapter.
4.2 Our Patient Search System
Our work focuses on searching for patients based on the relevance of their medical records with respect
to a query. Recall that the aim of our patient search system is to find, from their medical records, the
patients who have similar medical conditions (e.g. disease, treatment) as stated in a query (as described
in Section 3.4.1). Figure 4.1 shows the architecture of our patient search system. The queries and medi-
cal records are first processed by the query and medical record representation unit using a term-based or
a conceptual representation approach. In particular, as previously discussed in Section 3.4.2.3, a term-
based representation approach uses terms to represent the queries and medical records. Meanwhile,
a conceptual representation approach represents the queries and medical records using concepts from
medical resources (e.g. UMLS Metathesaurus1). Then, our proposed framework enhances the applied
representation by leveraging the implicit knowledge uncovered from the three levels of the retrieval pro-
cess. Finally, the patient ranking unit deploys either the patient model or the two-stage model described
in Section 3.4.2.1 to rank patients based on the relevance of their medical records towards the queries.
Note that existing patient search approaches in the literature deploy the same kind of system in Fig-
ure 4.1, but without the proposed framework. For example, Koopman et al. (2012) used a conceptual
representation approach in the query and medical record representation unit, and applied a patient model
approach (i.e. using a graph-based model to rank the patient documents) in the patient ranking unit (see
Section 3.4.2.3). Even though some existing works have tackled a particular implicit knowledge prob-
lem (reviewed in Section 3.4.2), we deal with several different implicit knowledge problems within a
single framework.
In this section, we discuss each unit of the patient search system and introduce our framework for
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Figure 4.1: Our patient search system.
4.2.1 The Query and Medical Record Representation Unit
As previously mentioned in Section 3.4.2.3, existing patient search systems showed that both the term-
based and the conceptual representation approaches were effective. Hence, within the query and med-
ical record representation unit, we can choose to apply either approaches. However, as argued in Sec-
tion 3.4.2.3, in the existing literature, the comparison between the two representation approaches for the
patient search task has not been extensively studied.
In addition, as previously discussed in Section 3.4.2.2, the users of a patient search system firstly
choose a set of inclusion criteria that describe the medical conditions of the targeted patients and then use
these as a query. In particular, these inclusion criteria are mainly related to medical concepts concerning
the four aspects of the medical decision process (namely, symptom, diagnostic test, diagnosis and treat-
ment), previously described in Section 3.4.2.2. We argue that when modelling each query and medical
record, we need to consider which concepts are related to the user’s information need. To achieve this,
we introduce our task-specific representation approach, which is a conceptual representation approach
and aims to represent the patients’ medical records and queries using medical concepts extracted from
each sentence within the medical records and the queries.
Our task-specific representation approach focuses on the concepts related to each of the four aspects
of the medical decision process. In particular, this approach represents the medical records and queries
using informative medical concepts extracted from them. For example, the medical conditions ‘cancer’,
‘carcinoma’, and ‘malignant tumour’ share a similar meaning; hence, they are represented with the same
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MetaMap’s Semantic Type Aspects of the Medical Decision ProcessSymptom Diagnostic test Diagnosis Treatment
Body Location or Region 4 4 4 4
Body Part, Organ, or Organ Component 4 4 4 4
Clinical Drug – – – 4
Diagnostic Procedure – 4 – –
Disease or Syndrome – – 4 –
Finding 4 – – –
Health Care Activity – 4 – 4
Injury or Poisoning 4 – – –
Intellectual Product – 4 – 4
Medical Device – 4 – 4
Mental or Behavioral Dysfunction 4 – 4 –
Neoplastic Process 4 4 4 4
Pathologic Function 4 – – –
Pharmacologic Substance – – – 4
Sign or Symptom 4 – – –
Therapeutic or Preventive Procedure – – – 4
Table 4.1: List of 16 of the MetaMap’s 133 semantic types that we consider for our proposed approach,
based on the four aspects of the medical decision process.
medical concept. Differing from existing works in conceptual representation, which were reviewed in
Section 3.4.2.3, the task-specific representation approach uses only medical concepts related to the four
medical aspects. We argue that by using concepts in this manner, we can generate a more accurate
representation of each medical record and query.
Our proposed approach is defined as follows. To represent medical conditions within a search sys-
tem, we deploy MetaMap1 – a medical concept recognition tool based on the UMLS Metathesaurus that
is widely used in the literature (see Section 3.4.2.3) – to identify medical concepts from sentences in
the medical records and queries, and represent them in the form of a UMLS Concept Unique Identifier
(CUI). Importantly, we use only the medical concepts related to the four aforementioned aspects, which
we identify based on their MetaMap’s semantic types.2 In Table 4.1, we list the defined 16 MetaMap
semantic types that are associated to the four medical aspects of interest. For each of MetaMap’s se-
mantic type, we list the aspects of the medical decision process that are associated with the concepts
related to that type. For example, medical concepts that have the semantic type of Disease or Syndrome
are associated with the diagnosis aspect.
Figure 4.2 shows an example of using the MetaMap tool to extract medical concepts from the query
“Patients with diabetes mellitus who also have thrombocytosis”, where ‘C0011849’ and ‘C0836924’ are
1In this thesis, we use the MetaMap version 2011v2.
2http://metamap.nlm.nih.gov/SemanticTypeMappings 2011AA.txt
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Input: "Patients with diabetes mellitus who also
have thrombocytosis"
Phrase: "Patients"
Phrase: "with diabetes mellitus"
Meta Candidates (4):
1000 C0011849:Diabetes Mellitus [Disease or Syndrome]
Diabetes
861 C0011847:Diabetes [Disease or Syndrome]
789 C0241863:DIABETIC [Finding]
Meta Mapping (1000):





1000 C0836924:Thrombocytosis [Disease or Syndrome]
Meta Mapping (1000):
1000 C0836924:Thrombocytosis [Disease or Syndrome]
Figure 4.2: Medical concepts extracted by the MetaMap tool from the query ‘Patients with diabetes
mellitus who also have thrombocytosis’
the CUIs extracted from the query with the highest confidence (identified as Meta Mapping concepts
by MetaMap in Figure 4.2), and shown in Table 4.2. Note that, we could use the medical concepts
identified with any level of confidence. For example, instead of using only medical concepts with the
highest confidence (as shown in Table 4.2), we can use all of the extracted medical concepts regardless
of their confidence levels. With this variant, we can extract four different CUIs from the example query,
including ‘C0011849’, ‘C0011847’, ‘C0241863’ and ‘C0836924’.
Later, in Section 4.3.4, we will investigate different methods for choosing the medical concepts
with different levels of confidence in both the task-specific representation and an existing conceptual
representation approach. We will also examine which representation approach should be used within a
patient search system.
4.2.2 The Patient Ranking Unit
Next, we discuss the patient ranking unit of our patient search system shown in Figure 4.1. As dis-
cussed in Section 3.4.2.1, existing patient search approaches have typically adapted aggregate ranking
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Concept (CUI) MetaMap’s Definition Related Aspects
C0011849 Diabetes Mellitus [Disease or Syndrome] Diagnosis
C0836924 Thrombocytosis [Disease or Syndrome] Diagnosis
Table 4.2: An example of medical concepts obtained from the query “patients with diabetes mellitus
who also have thrombocytosis” using our task-specific representation approach.
approaches to rank patients based on the relevance of their medical records towards a given query. Re-
call that approaches for ranking aggregates can be categorised into two groups, namely the patient and
the two-stage models (see Section 3.4.2.1). We illustrate the retrieval behaviour of these two groups in
Figures 4.3(a) and 4.3(b), respectively. For instance, in Figure 4.3(a), the patient model ranks patients
based upon the relevance of the concatenations of all medical records associated to those patients, with
respect to the query. For a query q, the patient model calculates the relevance score of a patient p as
follows:
score(p, q) = score(Dp, q) (4.1)
where the patient documentDp is created by concatenating the medical records associated to the patient
p. score(Dp|q), the relevance score of Dp towards the query q, can be calculated using any retrieval
model, such as BM25 (as defined Section 2.4).
On the other hand, the second group of approaches combines the relevance scores of the medical
records associated to a particular patient to estimate the relevance of that patient by using an aggre-
gate function, such as a voting technique from the Voting Model (see Section 2.7). For example, the





where R(q) ∩ profile(p) is the set of medical records associated with the patient p that are also in
the ranking R(q), which is initially obtained using a retrieval model, such as, BM25 or DFR DPH.
score(di, q) is the relevance score of medical record di for the query q.
Later, in Section 4.3.4, we will investigate the retrieval effectiveness of different variants of the
patient and the two-stage models when ranking patients based on the relevance of their medical records
towards the queries.
4.2.3 Our Framework for Enhancing the Representations of Queries and Medi-
cal Records
In this section, we introduce a framework that uncovers the implicit knowledge from the medical records
and queries. We argue that the existing approaches for ranking documents may not be effective for
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(a) A patient model
(b) A two-stage model (CombSUM)
Figure 4.3: Illustrative examples when ranking patients using the patient and the two-stage models.
ranking patients based on the relevance of their medical records, because of the specificities of the
medical records and queries (as previously discussed in Section 3.4.2). For example, the common use
of a negative qualifier in the medical records to indicate that the patient does not possess a particular
medical condition (e.g. “the patient denies having a fever”). Without considering the context of medical
terms, a patient whose medical records state that the patient does not have a medical condition is likely
to be retrieved for a query searching for patients with that medical condition, since the mention of that
condition is matched. Hence, as such context terms are typically not considered by a patient search
system, they can be viewed as implicit knowledge, which an effective search system should aim to
uncover. In particular, we argue that implicit knowledge, which is known by healthcare practitioners,
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but may be hidden from traditional search systems, should be discovered and leveraged to improve the
retrieval effectiveness. This implicit knowledge includes:
• The context (either positive or negative) of medical terms in the medical records and queries.
• The relationships between medical terms that could be inferred using medical knowledge sources.
• The latent knowledge that could be discovered from the aggregates of medical records (e.g. the
expertise of a particular hospital department can be discovered from the aggregates of the medical
records issued by that department).
• The knowledge that healthcare practitioners apply when identifying the important medical condi-
tions in the query and ensuring that the retrieved patients have medical histories that cover all (or
most) of those medical conditions.
To achieve this, our proposed framework works at three different levels of the retrieval process to un-
cover and leverage implicit knowledge in order to improve retrieval performance, namely sentence,
record and inter-record levels. This will allow our framework to deal with different types of implicit
knowledge. For example, we can deal with negated language at the sentence level. In this thesis, we
propose four components, each of which works at different levels of the retrieval process. In Figure 4.4,
we show the four components of our framework, two of which work at the inter-record level, while the
other two work at the sentence and the record levels, respectively. Note that there may be other types of
implicit knowledge that the current framework does not deal with (e.g. the knowledge about the devel-
opment of disease over time). However, a new dedicated component can be developed and added to the
framework.
For the remainder of this section, we introduce each component of the proposed framework.
4.2.3.1 Negation Handling
The first component of the proposed framework, namely the Negation Handling component, uncovers
implicit knowledge at the sentence level. This component aims to recognise and represent the context
of medical terms within sentences in each medical record, as well as in the user query. As previously
discussed (see Section 3.4.2.4), negative qualifiers, e.g. ‘no’ or ‘without’, are commonly used in medical
records, to indicate the absence of a medical condition of a patient, typically a symptom. Moreover, by
demonstrating that a medical practitioner has tested and found that a symptom is not occurring, the
practitioner is also implicitly ruling out other possible diagnoses. As a result, it is critical that the
context of each term or concept (whether it occurs in a negative or a positive context) is considered.
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Figure 4.4: Components of the proposed framework.
The presence of a query term alone in a patient’s medical records is insufficient for an IR system to
determine that the patient is relevant to the query. For example, a patient whose medical record states
that “the patient denies experiencing fever” may be ranked highly for the query “find a patient with
fever”, even though the patient does not have fever. Hence, it is of paramount importance that negation
be handled effectively in patient search. The key question that we aim to address is how can we handle
negated language in both the medical records and queries.
The Negation Handling component focuses on enabling a search system to differentiate between
terms with different contexts (i.e. positive or negative). Indeed, we argue that negated language should
be explicitly represented to disambiguate the context of terms, such that during retrieval only terms
with the same context as the query are matched. In particular, we first use a negation detection tool to
disambiguate the context of terms, and then represent those in the negated context differently during
indexing and retrieval. This is based on the intuition that the context of terms in the medical records and
queries should be understood and disambiguated, so that a query searching for the presence of medical
conditions would rank highly patients whose medical records contain those conditions within positive
contexts. On the other hand, a query searching for an absence of medical conditions would return only
patients associated to medical records with the query medical conditions appearing in a negative context
in the top ranks. Within the Negation Handling component, we use a natural language processing (NLP)
tool to detect negated language. In particular, we deploy the NegEx algorithm (Chapman et al., 2001) to
recognise the (negative or positive) context of terms in records and queries. The NegEx algorithm uses
a set of predefined regular expression to detect negated phrases in a sentence. Examples of phrases that
indicate the use of negated language are “no signs of”, “ruled out”, “no” and “negative for”. Then, we
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Original record Patient does not have fever
Negation recognition Patient does not have fever
Removing stopwords Patient fever
Negation representation Patient n$fever
Table 4.3: The negation representation process for a medical record - italicised terms occur in a negative
context.
represent terms with different contexts differently, so that terms in the records and queries are matched
only when they are in the same context. For example, fever is represented as fever or n$fever, if it is
in a positive or negative context, respectively, as shown in Table 4.3. We also penalise patients whose
medical records contain the query terms with the opposite context in order to prevent the patients whose
medical records have an occurrence of any query terms with the opposite of the intended context from
being ranked highly. For example, for a query ‘hypertension’, patients whose medical records contain
the term ‘n$hypertension’ should not be highly ranked. Chapter 5 discusses approaches that instantiate
our first component and presents our experimental results.
4.2.3.2 Reasoning using Medical Concept Relationships
The second component of the proposed framework (i.e. the Conceptual Reasoning component) uncov-
ers the implicit knowledge at the record level. In particular, we aim to exploit medical resources (e.g.
ontologies, and health-related websites), which have been extensively developed as discussed in Sec-
tion 3.4.2.3, to improve the representation of the user queries to aid relevance estimation when ranking.
In particular, the idea is to leverage the semantic relationships (e.g. simple relationships such as syn-
onyms, hyponyms, or the more complex relationships between the treatment and diagnostic test, and
between the diagnostic test and diagnosis) extracted from medical resources to permit reasoning about
the matches between the requested information need and the medical histories of the patients.
Recall that in Section 3.4.2.3, we showed that, traditionally, search systems have resorted to semantic
resources (e.g. MeSH1, MedDRA2, DOID3) for semantic query expansion to improve the representa-
tion of queries. However, existing query expansion approaches are not tailored to the relationships
between the medical decision process. We argue that the medical queries and patient histories can be
characterised in terms of the four medical aspects of the medical decision process (as described in Sec-
tion 3.4.2.2) and that this can be used to enhance retrieval. For example, in the query “find patients with
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Figure 4.5: An example of using association rules to infer the medical conditions of patient with ‘heart
disease’.
test. By using the semantic relationships from the medical resources and ontologies, we can improve
the representation of queries, thereby permitting improved relevance estimation for a patient history with
respect to the four medical aspects. For instance, we could infer that patients treated with amiodarone
(treatment) are suffering from heart disease (diagnosis), since amiodarone is a medicine for patients
with heart disease (the semantic relationship between the treatment and the diagnosis). Thus, enriching
queries that include heart disease with the concept amiodarone should result in an enhanced retrieval
performance, as it provides new evidence from which relevance can be inferred.
In particular, the second framework component is different from existing works in that while most
of the existing techniques exploit the hierarchical information of knowledge-based resources such as
ontologies to aid retrieval in the form of semantic query expansion, we leverage these resources through
inference rules tailored to the relationships within the four aforementioned aspects (e.g. treatment-
diagnosis) to infer associations between records and queries. In Figure 4.5, we show an example of
medical concepts that are inferred from the query “patient with heart disease” using the extracted as-
sociation rules. Indeed, ‘cardiovascular disease’, ‘electrocardiogram’, and ‘irregular heartbeat’ are the
medical conditions that can be inferred from ‘heart disease’, since they are synonym, diagnostic test,
and symptom of ‘heart disease’, respectively. Chapter 6 further discusses and evaluates our component
to reasoning on conceptual relationships.
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... (report text here) ...
</report_text>
</report>
Figure 4.6: An example of a chest X-ray medical record, radiology department.
4.2.3.3 Leveraging Knowledge about Hospital Departments’ Expertise
Our third component (namely, the Department Expertise component) uncovers the implicit knowledge
from the aggregates of medical records issued from individual hospital departments. We aim to extract
additional information about the medical records based upon where they were created. Each medical
record is created by a particular hospital department, e.g. radiology. This information is recorded within
each medical record.
In contrast to existing patient search approaches that have improved the representations of the med-
ical records and queries by using information from external resources or individual medical records (as
reviewed in Section 3.4.2.3), we argue that the medical records of a patient with a given disease are
likely to be predominantly from the particular hospital department that specialises in that disease. For
example, patients with heart disease are likely to have records from the hospital’s cardiology depart-
ment. Therefore, given a query about a particular medical condition, it is likely that medical records
from a department specialising in that medical condition will be relevant to the query. Hence, inspired
by recent works (Broder et al., 2010; Metzler et al., 2009) on aggregating theWeb documents to domain-
or site-level to extract new evidence for ranking, we aim to aggregate the medical records at the depart-
ment level (i.e. inter-record level) and thereby extract implicit medical knowledge about the hospital
departments to enhance retrieval performance. To illustrate, Figure 4.6 shows an example of a chest
X-ray medical record from the radiology department (as defined by CHEST-RAD in the dep info field).
We leverage background knowledge about hospital departments to better rank patients having medical
records from those departments.
In Chapter 7, we propose approaches to instantiate this component and evaluate their retrieval effec-
tiveness.
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4.2.3.4 Modelling Relevance towards Multiple Inclusion Criteria
The final component of the proposed framework (namely, the Inclusion Criteria Coverage component)
also uncovers the implicit knowledge at the inter-record level. We aim to model the relevance with
respect to different query medical conditions (i.e. inclusion criteria) when ranking patients based on
the relevance of their medical records. As discussed in Section 3.4, queries for the patient search task
often contain several medical conditions. For example, a query “Find patients with diabetes and heart
disease” requires patients who are suffering from both ‘diabetes’ and ‘heart disease’. We argue that
it is important to identify the medical conditions that the query focuses on (i.e. ‘diabetes’ and ‘heart
disease’) and rank patients who have all of these medical conditions higher than those who have only
one condition.
However, as discussed in Section 3.4.2.1, existing approaches for ranking patients do not model
the relevance towards multiple medical conditions stated in the query. This component aims to address
this knowledge gap and attain effective retrieval performance, by considering the relevance of a patient
towards each of the inclusion criteria stated in the query separately, such that it is known if all criteria
are matched by the patient. Our component models relevance towards each of the inclusion criteria by
adapting techniques from search result diversification to promote patients whose medical records are
relevant to several different inclusion criteria.
In Chapter 8, we introduce an approach to instantiate this component and evaluate our proposed
approach, which aims to highly rank patients that are relevant to multiple inclusion criteria in the query.
4.3 Baseline Patient Search System
In this section, we describe how we evaluate the effectiveness of patient search. This forms the basis un-
der which we examine the performance of the task-specific representation approach later in this section
and the other components of the framework in subsequent chapters. In Section 4.3.1, we describe the
experimental setup, while Section 4.3.2 discusses the research questions investigated in this chapter. In
Section 4.3.3, we investigate the effectiveness of applying aggregate ranking approaches (as discussed
in Section 4.2.2) for the patient search task. In Section 4.3.4, we examine the effectiveness of the rep-
resentation approaches discussed in Section 4.2.1. Finally, we further analyse the performances of our
representation and patient ranking approaches in Section 4.3.5.
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4.3.1 Experimental Setup
To evaluate the representation approaches (Section 4.2.1) and the patient ranking approaches (Sec-
tion 4.2.2) discussed in this chapter, as well as approaches proposed in this thesis, we use the test
collection provided by the TREC 2011 and 2012 Medical Records track, previously introduced in Sec-
tion 3.4.1. The aim is to retrieve patient visits based on the relevance of their associated medical records
towards a query. To avoid privacy issues, a visit, which contains a set of medical records associated
with a patient during a visit to the hospital, is used to represent a patient. Recall that the test collection
consists of 101,711 medical records, which are associated to 17,265 patient visits, and includes 34 and
47 queries from TREC 2011 and 2012, respectively. A query describes the medical conditions of the
targeted patients.
We use the Terrier retrieval platform1 (Ounis et al., 2006) to index the medical records corpus, apply-
ing Porter’s English stemmer and removing stopwords. For a patient model-based approach (i.e. using a
patient model in the patient ranking unit in Figure 4.1), we estimate the relevance towards a given query
of the patient documents (Equation (4.1)) using two effective weighting models, namely, DPH from the
Divergence from Randomness (DFR) framework and BM25, discussed in Section 2.4. DFR DPH is a
parameter-free model, where all parameter values are automatically derived from the collection statis-
tics. On the other hand, we use the default parameters for BM25, where k1 = 1.2, k3 = 1000, b = 0.75.
For the two-stage model, we use either BM25 or DFR DPH to initially rank the medical records for a
given query, before deploying different voting techniques from the Voting Model, including CombSUM,
CombMAX, expCombSUM and expCombMNZ, to aggregate the relevance scores of medical records
to estimate the relevance of their associated patients, as they have shown to be effective for other aggre-
gate ranking tasks (Macdonald, 2009; Macdonald & Ounis, 2006). Table 4.4 describes how each of the
four voting techniques used calculates the relevance of a patient. In addition, we measure statistically
significant differences between the retrieval performance achieved by our approaches and the baselines
using the paired t-test2 at p < 0.05.
4.3.2 Research Questions
Our aim is to determine an effective ranking patient baseline. We investigate the effectiveness of ex-
isting term-based and conceptual representation approaches, in comparison with the novel task-specific
representation approach (see Section 4.2.1). In addition, we examine how to effectively adapt existing
1http://terrier.org
2Note that the paired t-test assumes that the difference in performance between the two approaches being compared is nor-
mally distributed. Visual inspection leaves us confident that this assumption is reasonable.
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Voting technique Description
CombSUM sum of the relevance scores of retrieved records associated to a given patient.
CombMAX the maximum of the relevance scores of retrieved records associated to a given
patient.
expCombSUM sum of the exponential of the relevance scores of the retrieved records associ-
ated to a given patient.
expCombMNZ the product of expCombSUM and the number of retrieved records associated
to a given patient.
Table 4.4: Voting techniques used in our experiments.
aggregate ranking approaches for the patient ranking task. We investigate the following four research
questions within Sections 4.3.3, 4.3.4 and 4.3.5:
RQ 1. Which aggregate ranking approach is the most effective for ranking patients based on the rele-
vance of their medical records?
RQ 2. What is the effective way to select medical concepts extracted using the MetaMap tool with dif-
ferent levels of confidence to represent the medical records and queries?
RQ 3. Is the task-specific representation approach that uses only medical concepts related to the four
medical aspects effective for the patient search task?
RQ 4. What is the effective number of voting medical records for ranking patients when using a voting
technique (i.e. a two-stage model)?
4.3.3 Experiments with the Adaptation of Aggregate Ranking Approaches for
Ranking Patients
In this section, we evaluate the approaches based on the patient and the two-stage models for the patient
search task. We initially limit the number of voting medical records for the two-stage model (|R(Q)| in
Equation (4.2)) to 5,000, as we will show later in Section 4.3.5.2 that it is an effective setting.
Table 4.5 compares the retrieval performances in terms of bpref for TREC 2011 and infNDCG for
TREC 2012 between the patient model and the two-stage model, when applied with a term-based rep-
resentation. From Table 4.5, we observe that CombMAX, expCombMNZ and expCombSUM are more
effective than the patient model (DPH and BM25). In particular, we observe that using expCombSUM
to aggregate the relevance scores of the medical records initially ranked using BM25 is the most ef-
fective approach under both bpref and infNDCG for TREC 2011 and 2012, respectively. The attained
retrieval performances significantly outperform the DPH instance of the patient model (paired t-test,
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CombSUM (+DPH) 0.3656 0.3367
CombSUM (+BM25) 0.3663 0.3338
CombMAX (+DPH) 0.4827 0.4119
CombMAX (+BM25) 0.4976N,4 0.4193N
expCombMNZ (+DPH) 0.4774 0.4254
expCombMNZ (+BM25) 0.4725 0.4274N
expCombSUM (+DPH) 0.4871 0.4167
expCombSUM (+BM25) 0.5018N,4 0.4343N
Table 4.5: Comparing retrieval performances of different patient ranking approaches on TREC 2011
and 2012 Medical Records track’s queries. Statistical significance (paired t-test) at p < 0.05 over the
patient model baselines (DPH and BM25) are denoted N and 4, respectively.
p < 0.05) for both TREC 2011 and 2012. Indeed, the performance improvements over the DPH base-
line are 10.48% and 14.92% for TREC 2011 and 2012, respectively. These results are in line with the
previous works in expert search, which indicate that the two-stage model is often more effective than the
patient model (Balog et al., 2006). In particular, we suggest that the expCombSUM and expCombMNZ
voting techniques should be used to rank patients based on the relevance of their medical records. Im-
portantly, answering the first research question, the two-stage model is more effective than the patient
model. In particular, using the expCombSUM voting technique to aggregate the relevance scores of
medical records ranked using the BM25 weighting model is significantly (paired t-test, p < 0.05) better
than using either DPH or BM25 to rank patient documents directly. As we have shown that the two-
stage model is more effective than the patient model, the remainder of the thesis will focus only on the
approaches based on the two-stage model.
4.3.4 Experiments with the Task-Specific Representation Approach
Next, we evaluate the retrieval performance of the task-specific representation approach (introduced in
Section 4.2.1), when applied with the CombSUM, CombMAX, expCombMNZ and expCombSUM vot-
ing techniques. As before, we limit the number of voting documents to 5,000. We compare the achieved
retrieval performances with an existing conceptual representation approach that uses the medical con-
cepts identified with any semantic types to represent the medical records and queries (i.e. the approach
used by Qi & Laquerre (2012), see Section 3.4.2.3), as well as the term-based representation approach
used in the previous experiment. As discussed in Section 4.2.1, the MetaMap tool used identifies the
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Concepts Identified in Medical Records
Concepts Identified in Queries
Any Level of Confidence Highest Level of Confidence
Any Level of Confidence V1 V2
Highest Level of Confidence V3 V4
Table 4.6: Our examined four variants of selecting medical concepts identified by the MetaMap tool to
represent the medical records and queries
medical concepts in the medical records and queries with different levels of confidence. We evalu-
ate both the task-specific representation approach and the existing conceptual representation approach,
when using different variants of choosing medical concepts identified with the different confidence lev-
els. In particular, we examine four variants, as shown in Table 4.6.
The first variant (V1) uses all medical concepts identified in the medical records and queries with
any level of confidence. Second, V2 uses all medical concepts identified in the medical records with
any level of confidence, while using only medical concepts identified in the queries with the highest
confidence1. Third, V3 uses only medical concepts identified in the medical records with the highest
confidence, but using medical concepts identified in the queries with any level of confidence. Fourth,
V4 uses only the medical concepts with the highest confidence identified in the medical records and
queries.
Table 4.7 compares the retrieval effectiveness of the task-specific representation approach with the
existing conceptual representation approach, when applied with the four variants previously described.
In addition, the TREC Median baseline and the most effective term-based representation approach in
Table 4.5 are also reported (i.e. the term-based representation, when using expCombSUM to aggregate
the relevance scores of medical records initially ranked using BM25). From Table 4.7, we firstly observe
that using the medical concepts identified in the medical records and queries at any confidence levels to
represent the medical records and queries (i.e. the variant V1) results in the most effective retrieval per-
formances for both the task-specific representation approach and the conceptual representation baseline.
To answer our second research question, medical concepts identified using the MetaMap tool with any
level of confidence should be used to represent the medical records and queries. This is due to the fact
that sometimes the MetaMap tool may erroneously identify medical concepts from a medical record or
a query. Hence, using all possible identified concepts can avoid missing important medical concepts.
Next, we find that the task-specific representation approach markedly outperforms the corresponding
conceptual representation baseline for both TREC 2011 and 2012 for up to 13.2% and 12.3%, respec-
tively. Importantly, the task-specific representation approach significantly (paired t-test, p < 0.05)
outperforms the corresponding conceptual representation approach, for most of the voting techniques
1Identified as “Meta Mapping”, as shown in Figure 4.2
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Approach bpref (TREC 2011) infNDCG (TREC 2012)
TREC Median 0.4120 0.4244
Term-based Representation
expCombSUM (+BM25) 0.5018 0.4343
V1 (Using concepts with any confidence level)
Task-specific Conceptual Task-specific Conceptual
CombSUM (+DPH) 0.39184 0.3619 0.3703 0.3421
CombSUM (+BM25) 0.39144 0.3662 0.3899 0.3633
CombMAX (+DPH) 0.50874 0.4429 0.46864 0.4224
CombMAX (+BM25) 0.51804 0.4625 0.47854 0.4444
expCombMNZ (+DPH) 0.50484 0.4464 0.47374 0.4294
expCombMNZ (+BM25) 0.50484 0.4648 0.4908N 0.4640
expCombSUM (+DPH) 0.51834 0.4452 0.47044 0.4221
expCombSUM (+BM25) 0.52434 0.4630 0.4880N,4 0.4535
V2 (Using concepts with any confidence level for records, and with only the highest confidence for queries)
CombSUM (+DPH) 0.39324 0.3588 0.37794 0.3366
CombSUM (+BM25) 0.39794 0.3600 0.38644 0.3520
CombMAX (+DPH) 0.48884 0.4306 0.43094 0.3881
CombMAX (+BM25) 0.50024 0.4529 0.4333 0.4012
expCombMNZ (+DPH) 0.48434 0.4305 0.44164 0.4016
expCombMNZ (+BM25) 0.4832 0.4484 0.45384 0.4185
expCombSUM (+DPH) 0.49294 0.4333 0.42184 0.3922
expCombSUM (+BM25) 0.50744 0.4544 0.45104 0.4165
V3 (Using concepts with the highest confidence for records, and with any confidence level for queries)
CombSUM (+DPH) 0.3846 0.3527 0.32144 0.2525
CombSUM (+BM25) 0.3868 0.3535 0.32864 0.2629
CombMAX (+DPH) 0.44254 0.3837 0.36024 0.2528
CombMAX (+BM25) 0.46014 0.3910 0.36594 0.2552
expCombMNZ (+DPH) 0.44624 0.3881 0.37374 0.2696
expCombMNZ (+BM25) 0.45454 0.3955 0.38104 0.2730
expCombSUM (+DPH) 0.45134 0.3842 0.36574 0.2557
expCombSUM (+BM25) 0.46334 0.3920 0.37214 0.2553
V4 (Using concepts only with the highest confidence)
CombSUM (+DPH) 0.38054 0.3438 0.36694 0.3182
CombSUM (+BM25) 0.38894 0.3444 0.37084 0.3265
CombMAX (+DPH) 0.44514 0.3729 0.40554 0.3499
CombMAX (+BM25) 0.46244 0.3938 0.41054 0.3467
expCombMNZ (+DPH) 0.43744 0.3763 0.41634 0.3665
expCombMNZ (+BM25) 0.44914 0.3896 0.41954 0.3622
expCombSUM (+DPH) 0.44794 0.3750 0.41474 0.3574
expCombSUM (+BM25) 0.46284 0.3919 0.42074 0.3538
Table 4.7: The comparison of the retrieval performances of different query and medical record rep-
resentation approaches on the TREC 2011 and 2012 Medical Records track’s test topics. Statistical
significance (paired t-test) at p < 0.05 over the term-based representation baseline and the correspond-
ing conceptual representation baseline are denoted N and 4, respectively.
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tested. On the other hand, comparing with the most effective term-based representation approach, the
task-specific representation approach when applied with expCombSUM and BM25 also markedly out-
performs the term-based representation baseline for both TREC 2011 (bpref 0.5243 vs 0.5018) and
2012 (infNDCG 0.4880 vs 0.4343). Indeed, for TREC 2012, the task-specific representation approach
performs significantly better than the term-based representation baseline (paired t-test, p < 0.05). Fur-
thermore, we find that for the queries from TREC 2011, the task-specific representation approach attains
the most effective retrieval performance when applied with expCombSUM and BM25, while for TREC
2012 queries, the approach is most effective when applied with expCombMNZ and BM25. Importantly,
based on the effective retrieval performance achieved by the task-specific representation approach, we
find that the medical records and queries should be represented within a patient search system by using
only the medical concepts related to the four medical aspects. This answers our third research question.
Moreover, when comparing with the TREC Median baseline, we observe that when using with Comb-
MAX, expCombMNZ or expCombSUM, the task-specific representation approach (with V1 variant)
markedly outperforms the TREC Median baseline. For instance, using BM25 and expCombSUM, the
task-specific representation performs +27.3% better than the TREC Median baseline. Due to its effec-
tiveness, for the remaining of the thesis, we will use the V1 variant of the task-specific representation
approach (i.e. using medical concepts identified in the medical records and queries with any level of
confidence).
4.3.5 Analysis and Discussion
This section provides further analysis and discussion with respect to the performances of the task-
specific representation approach that represents the medical records and queries by using medical con-
cepts related to the four aspects of the medical decision process. In particular, Section 4.3.5.1 discusses
the types of queries that are likely to benefit from the proposed approach. In Section 4.3.5.2, we discuss
the impact of the number of medical records used to vote for the relevance of patients.
4.3.5.1 Failure Analysis
In this section, we conduct a failure analysis for the task-specific representation approach. In particular,
in Figure 4.7, we compare the retrieval performances achieved by the task-specific representation ap-
proach and the term-based representation approach, on a per-query basis. BM25 and the expCombSUM
voting technique are used to rank medical records and patients, respectively, since it is effective for both
the term-based representation and the task-specific representation approaches, as shown in Tables 4.5
and 4.7. The limit on the number of voting documents is 5,000 as used in Sections 4.3.3 and 4.3.4. From
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(a) TREC 2011
(b) TREC 2012
Figure 4.7: The difference between the performances of our task-specific representation approach and
the term-based representation approach on the TREC 2011 and 2012 Medical Records track, on a per-
query basis.
Figure 4.7, we first observe that the proposed approach performs better than the term-based representa-
tion approach for 17 out of 34 queries and 31 out of 47 queries for TREC 2011 and 2012, respectively.
Meanwhile, the proposed approach decreases the retrieval performances for 17 out of 34 queries from
TREC 2011 and 14 out of 47 queries for TREC 2012. These results show that the task-specific repre-
sentation approach is effective for many queries, especially for TREC 2012 queries.
Next, in Table 4.8, we compare the numbers of queries benefited or harmed by the task-specific
representation approach, by grouping the types of medical concepts that can be extracted from the
queries. We find that the proposed approach is likely to be effective when a query contains medical
concepts related to all of the four aspects of medical decision process (67.7%), and when a medical
concept related to a treatment or a symptom is identified in a query (63.5% and 62.9% respectively).
However, the approach is less likely to be beneficial if a medical concept related to a diagnostic test is
identified in the query (51.9%).
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Aspects of medical concepts in the query Benefited Harmed
Symptom 62.9% (44/70) 37.1%(26/70)
Diagnostic test 51.9% (27/52) 46.2%(24/52)
Diagnosis 60.3% (41/68) 36.8% (25/68)
Treatment 63.5% (33/52) 34.6% (18/52)
All 4 67.7% (21/32) 34.4%(11/32)
Table 4.8: Analysis of the task-specific representation approach w.r.t. the aspects of medical concepts
found in the queries. The numbers between the parentheses indicate the number of queries impacted
(benefited/harmed) compared to the total number of queries.
4.3.5.2 The Impact of the Numbers of Voting Documents
Next, we analyse the impact of the number of voting documents used to rank patients using the exp-
CombSUM and expCombMNZ voting techniques, since they are effective for this patient ranking task,
as shown in Section 4.3.4. In Figure 4.8, we show the achieved retrieval performance, as we vary the
number of voting documents from 500 to 100,711 (i.e. all medical records in the collection). From
Figure 4.8(a), we observe that for TREC 2011 queries, the retrieval performances are improved when
increasing the number of voting documents from 500 to around 4,000, and then become stable. Mean-
while, for TREC 2012 queries (shown in Figure 4.8(b)), the retrieval performances are not changed
markedly as we vary the number of voting documents. However, we find that the retrieval performance
of the expCombMNZ voting technique decreases when the number of voting documents is very high
(e.g. using all of the medical records in the collection). This is because those patients who have many
medical records are promoted in the ranking by expCombMNZ, even though their associated medical
records may not be relevance to the query. Overall, we observe that 5,000 is in general an effective
number of voting documents, answering the fourth research question. As before, we observe that the
task-specific representation approach outperforms the term-based representation approach for all vari-
ants of the examined numbers of voting documents.
4.4 Conclusions
In this chapter, we described our patient search system that consists of the query and medical record
representation unit, the patient ranking unit and the novel framework for enhancing the representations
of queries and medical records (Section 4.2). The query and medical record representation unit de-
fines how queries and medical records are represented within the system (e.g. using terms or concepts)
(see Section 4.2.1). We introduced the task-specific representation approach, which is a conceptual





Figure 4.8: The retrieval performances achieved by the different voting techniques tested, while varying
the number of voting documents.
toms, diagnostic tests, diagnoses, and treatments). Next, the patient ranking unit used either the patient
model or the two-stage model to rank patients based on the relevance of their medical records (see Sec-
tion 4.2.2). In Section 4.2.3, we introduced the novel framework that uncovered the implicit knowledge
from the medical records and queries at the three levels of the retrieval process (including, sentence,
record and inter-record levels). In particular, the framework consists of four components, two of which
uncover the implicit knowledge at the inter-record level, while the other two components performs at
the sentence and the record levels of the retrieval process, respectively (see Figure 4.4).
We evaluated the effectiveness of baseline patient search systems in addition to the task-specific
representation approach in Section 4.3. For the Query and Medical Record Representation Unit (Sec-
tion 4.2.1), we observed that the task-specific representation approach significantly outperformed both
the existing term-based and conceptual representation approaches by up to 45% (see Table 4.7). In
particular, we found that using the medical concepts identified using the MetaMap tool with any level
of confidence (i.e. V1 in Table 4.6) resulted in an effective retrieval performance. In addition, from
Table 4.5, we found that using the expCombSUM voting technique to aggregate the relevance scores of
medical records computed using BM25 (i.e. using a two-stage model) was more effective than using any
patient model (bpref 0.5018 and infNDCG 0.4343). Hence, for the Patient Ranking Unit (Section 4.2.2),
the two-stage model that uses BM25 to rank medical records before using the expCombSUM voting
68
4.4 Conclusions
technique to aggregate relevance scores of patients is the most effective instantiation. Indeed, the effec-
tive number of voting documents for this instantiation is 5,000. Therefore, we will use this approach as
a baseline, when evaluating our works in the next chapters.
Next, in Chapters 5, 6, 7 and 8, we describe in more detail and evaluate the components of the
proposed framework that leverage the implicit knowledge at different levels of the retrieval process.
Meanwhile, in Chapter 9, we examine the combination of these components to enhance overall perfor-
mance. In the next chapter, we discuss and evaluate the first component of the framework, which deals





This chapter introduces our approaches to instantiate the first component of our framework (i.e. the
Negation Handling component), which handles negated language in patient search by uncovering the
implicit knowledge at the sentence level. As discussed in Sections 1.1 and 4.2.3.1, medical practitioners
commonly use negated language to indicate that a patient does not have a given medical condition. For
example, the sentence “patient has no fever” in a medical record indicates that the patient has been
tested and was confirmed not to have fever. However, traditional information retrieval systems may not
distinguish between the positive and negative contexts of terms when indexing and retrieving medical
documents (see Section 3.4.2.4). Without considering whether the term occurs in a negative or positive
context, the sole presence of a query term in a medical record is insufficient to imply that the patient
who is associated to the record is relevant to the query. For example, when searching for patients
with angina, a retrieval system might wrongly consider a patient who has a medical record stating “no
evidence of angina” to be relevant. An effective patient search system should therefore highly rank only
the patients whose medical records contain terms with the same contexts as the corresponding query
terms. In this chapter, we propose novel approaches, which at the sentence level recognise the context
of the medical conditions in medical records and queries and rank highly patients whose medical records
have occurrences of the query medical conditions with the appropriate contexts. The remainder of this
chapter is organised as follows:
• Section 5.2 first describes two novel non-supervised negation handling approaches. The first ap-
proach aims to represent terms with positive and negative contexts differently to enable a retrieval
system to distinguish between terms with either of the two contexts. The second approach exploits
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Patient admitted with cancer
Diagnosed and found no evidence of cancer
Negative result on cancer screening test
Table 5.1: Examples of sentences in EMRs where the presence of the query term ‘cancer’ does not
always indicate the relevance.
the dependence between terms within medical records to demote the medical records containing
query terms with a non-relevant context.
• In Section 5.3, we propose our learned approach that learns how to appropriately weight the
occurrences of the opposite context of any query term, thus preventing patients whose medical
records may not be relevant from being retrieved.
• In Section 5.4, we thoroughly evaluate both our non-supervised and learned approaches to deal
with the negated language in patient search using the TREC Medical Records track’s test collec-
tion, in comparison with the effective, common baseline identified in Chapter 4, Section 4.3.
• Section 5.5 provides concluding remarks for this chapter.
5.2 Non-Supervised Approaches to Handle Negation
As discussed in Section 3.4.2.4, the presence of a query term does not always imply that the medical
record is relevant to the query. In particular, the relevance also depends on the context of query terms
occurring in the medical records. For example, while all the three sentences shown in Table 5.1 contain
the query term ‘cancer’, only the first sentence indicates that the patient has ‘cancer’. The other two sen-
tences are non-relevant towards the query searching for patients suffering from ‘cancer’. In particular,
several top performing search systems (e.g. Demner-Fushman et al. (2011); King et al. (2011); Zhu &
Carterette (2012)) at the TREC 2011 and 2012 Medical Records track showed that dealing with the neg-
ative contexts of terms in medical records led to an effective retrieval performance (see Section 3.4.2.4).
To cope with negated language in patient search, in this section we propose two non-supervised
approaches. First, term representation approach, called NegFlag, facilitates the handling of negative
context in medical records and queries. Second, a novel term dependence approach demotes the medical
records containing query terms in the opposite required context.
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Original record Patient reports palpitations but does not have fever
Negation detection Patient reports palpitations but does not have fever
Removing stopwords Patient reports palpitations fever
NegFlag representation Patient reports palpitations n$fever
Table 5.2: The NegFlag process for a medical record - italicised terms occur in a negative context.
5.2.1 The NegFlag Approach
Our negated term representation approach, NegFlag, modifies the indexing and retrieval processes to
distinguish between positive and negative context terms in the sentences of the medical records and
queries, which are identified using the NegEx algorithm. The identified negated terms are replaced with
special negated versions of those terms. Table 5.2 shows how an example sentence is processed using
NegFlag, such that the term ‘fever’ is replaced with its negated version, ‘n$fever’.
Given the query “find patients with fever”, without NegFlag, a ranking model might erroneously
rank the original record in Table 5.2 highly, because it contains all of the query terms. However, after
NegFlag processing, as ‘fever’ becomes ‘n$fever’, the record would not score as highly.
5.2.2 Term Dependence for Negation
Even though the NegFlag helps to retrieve records containing query terms with required contexts, it
does not prevent records with the occurrences of query terms with the opposite contexts, which we refer
to as the opposite context terms, from being retrieved. For example, the NegFlag processed example
in Table 5.2 might still be retrieved for the query “find patient with fever and palpitations”, when the
patient is known not to have fever. To alleviate this, we propose the use of term dependence models to
demote medical records containing the opposite context terms.
Term dependence models (e.g. Markov Random Fields (Metzler & Croft, 2005)) have been used
to improve effectiveness by scoring higher documents containing many occurrences of pairs of query
terms in close proximity. In contrast, we propose to use term dependence to demote records containing
the opposite context form of neighbouring terms occurring in the queries. For example, given a query
“chest pain”, medical records containing the pair of terms ‘n$chest’ and ‘n$pain’ should be demoted.
To this effect, we score medical record d for a query q, taking negation into account, as follows:






score(d, 〈t1, t2〉) (5.1)
There are two components in Equation (5.1), namely the positive scoring of query terms, and the
negative dependence score for the opposite context terms. score(d, t) is the score assigned to a query
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term t in medical record d using any term weighting model, q′ is the set of the opposite context terms
in q, and 〈t1, t2〉 is a pair of the opposite context terms in q′. Two types of term dependence are
possible (Metzler & Croft, 2005; Peng et al., 2007): for full dependence (FD), 〈t1, t2〉 is the set that
contains unordered pairs of neighbouring terms; for sequential dependence (SD), 〈t1, t2〉 is the set that
contains ordered pairs of neighbouring terms. For score(d, 〈t1, t2〉), we use the binomial randomness
model pBiL (Peng et al., 2007) from the Divergence from Randomness (DFR) framework to score the
occurrences of a pair of terms within window size tokens in a medical record d.
5.3 A Learned Approach to Handle Negation
In this section, we propose a novel learned approach for preventing medical records clearly stating that
their associated patients do not have the medical conditions stated in the query, or stating that the patients
have medical conditions that the query aims to exclude, from being ranked highly. In particular, our
approach consists of three components. Firstly, as we intend to promote medical records having query
terms with their intended context and to demote those containing the query terms with the opposite
context, we deploy the NegFlag approach (previously discussed in Section 5.2.1) to represent terms in
both medical records and queries by taking their context into account. Secondly, we penalise the medical
records containing the query terms with the opposite context (i.e. the opposite context terms), in order
to prevent the medical records having the occurrences of the query terms with the opposite intended
context from being ranked highly. For example, for a query ‘hypertension’, the opposite context term
is ‘n$hypertension’. Finally, we set an effective penalising weight for each of the opposite context
terms, to reduce the relevance scores of the medical records containing these terms. Specifically, we
deploy a regression technique to identify the penalising weight of an opposite context term using features
(e.g. term frequency, and co-occurrence information), obtained from the query and the medical records.
Specifically, our learned approach for handling negation consists of three components:
1. Context identification, to identify and represent the context of the terms in both medical records
and queries;
2. Context-based penalisation, to model the penalisation of medical records containing the opposite
context terms when ranking medical records;
3. Penalising weight estimation, to accurately weight the opposite context terms to prevent medical
records that are likely to be non-relevant to the query from being ranked highly.
Next, we discuss these three components in detail.
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5.3.1 Context Identification
The context identification phase is an important component of our learned approach, as it helps a search
system to distinguish between a termwith different contexts (e.g. diabetes and no diabetes). In particular,
this component pre-processes medical records and queries by using a negation detection tool to identify
negated terms. We deploy the NegFlag approach (previously introduced in Section 5.2.1), which uses the
NegEx algorithm to differentiate between terms having positive and negative contexts in each sentence
in both the medical records and queries. Then, terms with the negative context are replaced with their
negative version before processing in an IR system.
However, as mentioned in Section 5.2.2, even though the context identification component can
improve the representation of medical records and queries, it could not prevent non-relevant medical
records that contain some of the query terms with the correct context from being retrieved. We intro-
duce the second component to deal with this problem in the next section.
5.3.2 Context-based Penalisation
To decrease the likelihood that non-relevant medical records (indicated by the occurrence of the opposite
context terms) are retrieved, the second component of our learned approach penalises these medical
records based on the occurrences of the opposite context terms. In particular, if a query searches for
a particular context (e.g. positive) of a term but a medical record contains the query term with the
opposite context (e.g. negative), the medical record is likely to be non-relevant. For example, for a
query “find patient with diabetes and lung cancer”, a medical record stating “patient with lung cancer
who does not have diabetes” is non-relevant, since the medical record clearly states that the associated
patient does not have a medical condition that the query is searching for (i.e. diabetes). However, as
shown in Table 5.3, with only the context identification component, the record is represented as “lung
cancer n$diabetes”. As a result, this medical record may still be retrieved since it contains two of the
three query terms (i.e. ‘lung’ and ‘cancer’). The context-based penalisation component copes with this
issue by reducing the relevance score of medical records, if they contain a term t′ with the opposite
context to its corresponding query term t (e.g. ‘n$diabetes’ is the opposite context term corresponding
to query term ‘diabetes’). This component models the relevance score of a medical record based on
both the occurrence of the query terms and the opposite context terms, so that the relevance score of
the medical records containing the opposite context terms will be penalised, while the relevance score
will be increased if the query terms with the correct context occur in the medical records. To do so,
the terms having the opposite context to their corresponding query terms are added to the query with a
particular weight to penalise the relevance score of medical records containing these opposite context
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Context identified EMR lung cancer n$diabetes
Context identified query diabetes lung cancer
Context-based penalisation diabetes lung cancer n$diabetic·w1 n$lung·w2 n$cancer·w3
Table 5.3: An example of how our learned approach deals with negation, where wn is the weight of a
term.
terms. For example, as shown in Table 5.3, ‘n$diabetes’, ‘n$lung’ and ‘n$cancer’, which are the opposite
context terms of the query terms ‘diabetes’ ‘lung’ ‘cancer’, respectively, are added to the query with the
penalising weight wn. Equation (5.2) shows how the second component of the framework calculates the
relevance score of a medical record d towards a query q.







w(t′) · score(d, t′)
where opposites(q) returns a set of the opposite context terms (e.g. ‘n$diabetes’, ‘n$lung’ and ‘n$cancer’
are the opposite context terms of the query illustrated in Table 5.3), w(t′) is the weight of an opposite
context term t′ (e.g. w1, w2 and w3 in Table 5.3) – typically w(t′) < 0, to penalise occurrences of t′.
score(·) can be calculated using any term weighting model, such as BM25. Indeed, the first part of
the equation is the classical document scoring approach that estimates the relevance of a medical record
based on the appearance of a query term t. On the other hand, the second part of Equation (5.2) aims to
penalise the medical records that contain an opposite context term t′ (e.g. ‘n$diabetes’).
From Equation (5.2), we draw attention to w(t′), which is a crucial parameter for effectively penal-
ising a medical record. Indeed, there are different alternatives to estimate w(t′), such as giving a fixed
weight to all the opposite context terms. However, to effectively estimate the weight of the opposite
context terms, in the next section, we introduce the last component of our learned approach, which de-
ploys a regression technique to learn the effective weight of the opposite context terms using several
statistical features.
5.3.3 Penalising Weight Estimation
The penalising weight estimation component focuses on finding an appropriate weight to penalise the
medical records containing an opposite context term (i.e. w(t′) in Equation (5.2)), to prevent these med-
ical records from being ranked highly, hence leading to an effective retrieval performance. We argue
that not all opposite context terms are equally important for penalising the relevance of medical records.
For example, consider the query “find a patient with diabetes and lung cancer” in Table 5.3, which is
75
5.3 A Learned Approach to Handle Negation
represented as “diabetes lung cancer”. For this query, medical records with the term ‘n$diabetes’ should
be penalised more than those containing ‘n$cancer’, as in the former, it is likely that the patient does not
suffer from diabetes, while a medical record containing ‘n$cancer’ may discuss a patient who does not
have another type of cancer (e.g. the patient does not have kidney cancer). In this way, the discriminative
power of the opposite context terms should be considered when assigning penalising weights.
We view this problem of estimating the penalising weight of different opposite context terms as a
supervised learning problem, where the objective is to predict an estimated effective penalising weight
for each opposite context term, based on the retrieval performance on a training set. By doing so, we
benefit from the fact that several features (e.g. term frequency and co-occurrence statistics) of the op-
posite context terms are taken into account to estimate the penalising weights. Indeed, a regression
function f(·) calculates the penalising weight of an opposite context term t′ using a set of features Φt′ ,






is a set of features ϕ for term t′. Indeed, the regression function f(Φt
′
) aims to approximate
the weight w(t′) in Equation (5.2) using a particular loss function. We use the root-mean-square error
(RMSE) as the loss function, calculated as:




where O(t′) is the oracle weight for the term t′ using a training dataset. The procedure to obtain O(t′)
is discussed in Section 5.3.4.
5.3.4 Learning Procedure
This section describes the procedure to derive the weight of each opposite context term to penalise the
relevance score of medical records containing the opposite context terms as discussed in Section 5.3.3.
Indeed, Section 5.3.4.1 details the set of features Φt
′
that are used to estimate the weight w(t′) for the
unseen queries. Then, we explain how the estimated effective penalising weight O(t′) for an opposite
context term t′ is obtained in Section 5.3.4.2. Finally, Section 5.3.4.3 describes the regression technique
(learner) and the objective function (i.e. loss function) that we use to learn the penalising weights.
5.3.4.1 Learning Features
We firstly identify a set of features Φt
′
of an opposite context term t′ to be used to train a learner to
identify the penalising weight of the opposite term. These features should correlate with the weight
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O(t′) that could bring about the optimal performance, and are generalised across terms. Table 5.4 lists
the 13 features used. We focus on features that can be obtained directly from the corpus, which makes
our experiments reproducible; however, there may be other features that can be explored in future work
(e.g. occurrences of the term in external corpora).
We focus on four types of features, namely term frequency, document frequency, frequency of co-
occurrence, and query length. Indeed, the first two types include the classical term and document
frequency statistics and their variants (Features 1-8), which model the ubiquity and specificity of a par-
ticular term (Lease et al., 2009). Specifically, these features consist of the term occurrence statistics of
both an opposite context term t′ and its corresponding query term t. The higher value of these features,
the more discriminative the term is. Indeed, we use the term and the document frequencies of both t and
t′, since the importance of the opposite context term t′ may depend on the discriminative power of both
the opposite context term t′ and its corresponding query term t. The next set of features (Features 9-12)
are related to the co-occurrence frequency. It has been shown that a term that frequently co-occurs with
the query terms often relates to the query (Bai et al., 2007). Therefore, it is intuitive that the medical
records containing the opposite context terms that frequently co-occur with the query terms should not
be highly penalised. In particular, Features 9-12 measure the co-occurrence of the opposite context term
t′ with the query terms using different co-occurrence variants, such as the raw number of documents
where the term t′ and its corresponding query term t co-occur and the EMIM (Expected Mutual Infor-
mation Measure) (van Rijsbergen, 1977) of terms t′ and t. Finally, since a long query tends to be more
complex and hence more difficult, Feature 13 counts the number of query terms (|Q|). Indeed, a long
query provides more evidence to infer the relevance of medical records, and hence it is possible to derive
more opposite context terms to penalise the non-relevant medical records.
5.3.4.2 Estimating an Effective Penalising Weight
To identify the effective penalising weight of the opposite context terms, we follow Cao et al. (2008) and
assume the independence between the opposite context terms, when estimating the penalising weight of
each opposite context term one at a time. In particular, on the training set, when estimating the effective
penalising weight of each opposite context term (w(t′) in Equation (5.2)), we add the opposite context
term to the query, and identify the oracle weight O(t′) of the opposite context term t′, which is the
weight that provides the highest retrieval effectiveness, in terms of a particular retrieval measure (e.g.
MAP or precision at 10), when ranking medical records using a particular ranking model (e.g. BM25).
In particular, we sweep the penalising weight between -1 and 1 to find the best penalising weight for
each opposite context term t′. We allow the penalising weight to be between -1 and 1, since it is also
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Parameter Description
Q = t1, t2...tn query Q of length n contains query terms t1, t2...tn
T # terms in the collection
N # documents in the collection
t a term t occurring in the query Q
t′ the term t′ having a context opposite to the corresponding query term t
(i.e. an opposite context term)
P(t1, t2) the maximum likelihood estimation function of the joint probability of
any terms t1 and t2, estimated as the fraction of documents where they
co-occur
P(t1) the maximum likelihood estimation function of the term t1, estimated
as the fraction of documents where the term t1 occurs
Feature types ID Definition
term frequency
1 tf(t): raw frequency of term t in the collection
2 tf(t′): raw frequency of term t′ in the collection
3 log tf(t)N : a variant of the term frequency of t
4 log tf(t
′)
N : a variant of the term frequency of t
′
document frequency
5 df(t): # of documents in the collection that contain term t
6 df(t′): # of documents in the collection that contain term t′
7 log Tdf(t)+1 : a variant of the invert document frequency of t
8 log Tdf(t′)+1 : a variant of the invert document frequency of t
′
co-occurrence frequency
9 #co-occur(t′, t): # of documents containing both terms t and t′
10 co-occur(t′, t) = log P(t′, t): a variant of the co-occurrence be-
tween terms t and t′
11 co-occur(t′, Q) =
∑
ti∈Q log P(t
′, ti): a variant of the co-
occurrence between the term t′ and other terms in the query Q
12 EMIM(t′, t) = log P(t
′,t)
P(t′)·P(t) : a variant of the co-occurrence
between terms t and t′
query length 13 # of the terms in the query (n)
Table 5.4: List of 13 features used to predict the penalising weight of the opposite context terms.
possible that the occurrences of an opposite context term in a medical record may infer the relevance of a
medical record. For example, for a query to find patients with “hearing loss”, the medical record stating
“patient has difficulty in hearing” (i.e. represented as “n$hearing”) is likely to be relevant. Therefore,
we allow the penalising weight in Equation (5.2) to be either negative or positive, so that the learner will
decide based on the term’s features what is the effective penalising weight.
5.3.4.3 Learning the Penalising Weight
From a training dataset, we have examples of penalising weights for opposite context terms and their
corresponding features. We then learn to predict the penalising weight of each unseen opposite context
term based on its features. In particular, we deploy the Gradient Boosted Regression Trees (GBRT) as a
learner, since it has been shown to be effective in several search and regression tasks (see Section 2.6).
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We use the root-mean-square error (RMSE) as the loss function (Equation (5.4)) when learning the pe-
nalising weight of an opposite context term. Our proposed framework leverages term frequency, docu-
ment frequency, and the co-occurrence statistics of the terms in the corpus, introduced in Section 5.3.4.1,
as learning features for the GBRT learner.
5.4 Experiments
This section evaluates the effectiveness of both our non-supervised and supervised approaches for han-
dling negated language in patient search. In particular, Section 5.4.1 describes the experimental setup
to evaluate the proposed approaches. Section 5.4.2 discusses the research questions investigated in this
chapter. Sections 5.4.3 and 5.4.4 discuss the experimental results with our non-supervised and learned
approaches to handle negated language in patient search, respectively. Finally, Section 5.4.5 further
analyses the retrieval performance of the proposed approaches.
5.4.1 Experimental Setup
We evaluate the proposed approaches for handling negated language in patient search using the same
settings as in the previous chapter (see Section 4.3.1). We use the TREC Medical Records track’s
test collection. We compare the retrieval performance of our approaches to handle negation with the
common, effective baselines identified previously in Section 4.3. In particular, we firstly use BM25
or DFR DPH to rank medical records based on their relevance towards the queries. Then, we use
expCombSUM and expCombMNZ to aggregate the relevance scores of medical records to estimate the
relevance of their associated patients, as they were shown to be effective in Chapter 4. In addition, we
evaluate the proposed approaches when applied with both a traditional term-based and the task-specific
representation baselines, respectively.
As our proposed learned approach (Section 5.3) requires training data, we apply two different train-
ing regimes. Firstly, we apply a five-fold cross-validation (5-fold) within each set of queries, since the
target measure of TREC 2011 and 2012 queries are different. Secondly, we use the TREC 2012 queries
as training data, when testing with the TREC 2011 queries, and vice versa. We refer to this setting
as cross-collection validation (x-collection).1 To estimate the oracle weight O(t′) as described in Sec-
tion 5.3.4.2, we target the TREC primary measure (i.e. bpref and infNDCG measures for TREC 2011
and 2012, respectively).
1Note that as the number of queries provided by TREC is small (81 queries in total), there is a possibility of overfitting when




Our aim is to investigate the effectiveness of the proposed approaches (introduced in Sections 5.2
and 5.3) to deal with negated language in medical records and queries within a search system for re-
trieving patients based on the relevance of their medical records. In particular, in the remainder of this
section, we investigate the following research questions:
RQ 1. Can we enhance the retrieval performance of a patient search system by representing terms along
with their context?
RQ 2. Can we effectively demote patients whose medical records contain the opposite context terms to
prevent non-relevant patients (as indicated by the occurrence of the opposite context terms) from
being ranked highly, by using a term dependence model?
RQ 3. Can we effectively learn to demote patients whose medical records contain the opposite context
terms?
RQ 4. What are the effective features for learning the penalising weights for preventing patients whose
medical records contain the opposite context terms from being retrieved?
5.4.3 Experiments with the Non-Supervised Approaches
In this section, we evaluate the effectiveness of the proposed approaches for handling negated language
using the TREC 2011 and 2012 Medical Records track’s test collection. Specifically, we compare the
effectiveness of the proposed approaches with that of the common, effective patient ranking baselines
(identified in Section 4.3), where negation is not explicitly handled. In addition, we also discuss the
retrieval performance achieved by the post-retrieval filtering approach (Widdows, 2003) (i.e. filtering
out medical records with opposite context query terms from the initial set of medical records retrieved
using a ranking model). We report the retrieval performance in terms of bpref and precision at 10 (P10)
for TREC 2011, and infNDCG, infAP and P10 for TREC 2012, respectively.
In Table 5.5, we compare the retrieval performances of our non-supervised approaches with the base-
lines, when applied with a term-based representation. Specifically, we set window size = 3 for our
term dependence approach for negation. As will be shown later in Section 5.4.5.2, window size = 3
is an effective setting. We observe that the NegFlag approach (see Section 5.2.1), applied with any used
term weighting models and voting techniques, outperforms or at least performs comparably to both the
common and the post-retrieval filtering baselines for all the reported measures. Specifically, the best per-




TREC 2011 TREC 2012
bpref P10 infNDCG infAP P10
Term-based representation
BM25+expCombSUM
>> The common baseline 0.5018 0.5735 0.4343 0.1828 0.4681
>> Post-retrieval filtering 0.2600HHH 0.2265HHH 0.1672HHH 0.0403HHH 0.1383HHH
>> NegFlag 0.5158N 0.5735 0.4567NN 0.1984N 0.5000N
>> NegFlag with SD (window size = 3) 0.5136 0.5706 0.4537N 0.1974N 0.4979
>> NegFlag with FD (window size = 3) 0.5129 0.5735 0.4538N 0.1976N 0.4979
BM25+expCombMNZ
>> The common baseline 0.4725 0.5559 0.4274 0.1730 0.4681
>> Post-retrieval filtering 0.2554HHH 0.2382HHH 0.1514HHH 0.0338HHH 0.1000HHH
>> NegFlag 0.4889 0.5676 0.4435N 0.1821 0.4872
>> NegFlag with SD (window size = 3) 0.4886 0.5647 0.4429N 0.1816 0.4830
>> NegFlag with FD (window size = 3) 0.4881 0.5647 0.4444N 0.1823 0.4830
DPH+expCombSUM
>> The common baseline 0.4871 0.5765 0.4167 0.1703 0.4638
>> Post-retrieval filtering 0.4477 0.5235 0.3841 0.1577 0.4340
>> NegFlag 0.5055N 0.5794 0.4355NN 0.1833NN 0.4894
>> NegFlag with SD (window size = 3) 0.5067N 0.5765 0.4346NN 0.1835N 0.4872
>> NegFlag with FD (window size = 3) 0.5061N 0.5735 0.4352NN 0.1837NN 0.4894
DPH+expCombMNZ
>> The common baseline 0.4774 0.5676 0.4254 0.1698 0.4596
>> Post-retrieval filtering 0.4373H 0.5176 0.3872 0.1548 0.4170
>> NegFlag 0.4890 0.5765 0.4463NNN 0.1818NN 0.4936N
>> NegFlag with SD (window size = 3) 0.4892 0.5735 0.4474NNN 0.1823NN 0.4894
>> NegFlag with FD (window size = 3) 0.4886 0.5647 0.4488NNN 0.1830NN 0.4872
Table 5.5: Retrieval performances of our non-supervised approaches to handle negation in comparison to
existing approaches, when applied with a term-based representation approach. Statistically significant
improvement (resp. decrease) (paired t-test) at p < 0.05, p < 0.01 and p < 0.001 compared to the




TREC 2011 TREC 2012
bpref P10 infNDCG infAP P10
Task-specific representation
BM25+expCombSUM
>> The common baseline 0.5243 0.5882 0.4880 0.2244 0.5128
>> Post-retrieval filtering 0.3933HH 0.3853HHH 0.3518HHH 0.1301HHH 0.3404HHH
>> NegFlag 0.5310 0.5853 0.4974 0.2288 0.5468N
>> NegFlag with SD (window size = 3) 0.5307 0.5853 0.4972 0.2281 0.5468N
>> NegFlag with FD (window size = 3) 0.5311 0.5853 0.4964 0.2271 0.5468N
BM25+expCombMNZ
>> The common baseline 0.5048 0.5824 0.4908 0.2226 0.5149
>> Post-retrieval filtering 0.3711HHH 0.3853HHH 0.3531HHH 0.1279HHH 0.3191HHH
>> NegFlag 0.5098 0.5824 0.4981 0.2262 0.5255
>> NegFlag with SD (window size = 3) 0.5099 0.5824 0.4975 0.2255 0.5234
>> NegFlag with FD (window size = 3) 0.5100 0.5853 0.4961 0.2245 0.5234
DPH+expCombSUM
>> The common baseline 0.5183 0.5559 0.4704 0.2078 0.4957
>> Post-retrieval filtering 0.5162 0.5588 0.4727 0.2011 0.5234
>> NegFlag 0.5213 0.5647 0.4833NN 0.2105 0.5277N
>> NegFlag with SD (window size = 3) 0.5216 0.5647 0.4834NN 0.2099 0.5255N
>> NegFlag with FD (window size = 3) 0.5216 0.5647 0.4819N 0.2087 0.5277N
DPH+expCombMNZ
>> The common baseline 0.5048 0.5647 0.4737 0.2091 0.5106
>> Post-retrieval filtering 0.5026 0.5618 0.4732 0.2036 0.5255
>> NegFlag 0.5101 0.5618 0.4840N 0.2107 0.5340N
>> NegFlag with SD (window size = 3) 0.5102 0.5618 0.4837N 0.2103 0.5340N
>> NegFlag with FD (window size = 3) 0.5101 0.5618 0.4836N 0.2098 0.5340N
Table 5.6: Retrieval performances of our non-supervised approaches to handle negation in comparison
to existing approaches, when applied with the task-specific representation approach. Statistically sig-
nificant improvement (resp. decrease) (paired t-test) at p < 0.05, p < 0.01 and p < 0.001 compared to
the traditional approach baselines are denoted N, NN and NNN (resp. H, HH and HHH), respectively.
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is used to aggregate the relevance scores of medical records to rank patients. The obtained retrieval
performances are significantly better than the common baseline, in terms of bpref (p < 0.05) for TREC
2011, infNDCG (p < 0.01), infAP (p < 0.05), and P10 (p < 0.05) for TREC 2012. In addition, we find
that our term dependence approach can marginally improve the retrieval performance over the NegFlag
approach. However, the post-retrieval filtering approach is not effective. This is likely to be because this
approach simply discards all medical records containing query terms with the opposite context, while it
may be possible that some of these medical records are relevant. For example, the patients with ‘ane-
mia’ are likely to have ‘nausea’ from time to time. Correspondingly, their medical records are likely
to contain ‘nausea’ with both positive and negative contexts. Completely ignoring these patients when
searching with a query ‘nausea’ is likely to harm the recall of a search system.
Next, Table 5.6 reports the retrieval performances when our non-supervised approaches are applied
with the task-specific representation (discussed in Chapter 4). We observe the same patterns of retrieval
performances as when applied with the term-based representation, but with a smaller magnitude. The
NegFlag approach outperforms the common approach baseline for many variants of the term weighting
models used and voting techniques, and the term dependence approach can further improve the retrieval
performances marginally. For example, when applied with BM25 and expCombSUM, the NegFlag
approach and our term dependence approach (with full dependence) achieve bpref 0.5310 and 0.5311,
respectively, while the retrieval performance of the common baseline is bpref 0.5243. To answer the
first research question, representing terms along with their context (i.e. using the NegFlag approach)
significantly improves the retrieval performance. Meanwhile, our term dependence approach further
improves the retrieval performance, answering the second research question.
Next, comparing between Tables 5.5 and 5.6, we observe our non-supervised approaches are more
effective when applied with the term-based representation approach than when applied with the task-
specific representation approach. For example, when using BM25 and expCombSUM, the NegFlag
approach could improve the retrieval performance in terms of bpref from 0.5018 to 0.5158 (+2.78%)
when applied with a term-based representation approach, while the bpref performance is improved from
0.5243 to 0.5310 (+1.28%).
5.4.4 Experiments with the Learned Approach
Tables 5.7 and 5.8 compare the retrieval effectiveness of our learned approach with the common base-
line, when applied with a term-based and the task-specific representation approach, respectively. In
addition, the retrieval performance of the NegFlag approach and the post-retrieval filtering approach




TREC 2011 TREC 2012
bpref P10 infNDCG infAP P10
Term-based representation
BM25+expCombSUM
>> The common baseline 0.5018 0.5735 0.4343 0.1828 0.4681
>> Post-retrieval filtering 0.2600HHH 0.2265HHH 0.1672HHH 0.0403HHH 0.1383HHH
>> NegFlag 0.5158N 0.5735 0.4567NN 0.1984N 0.5000N
>> Our learned approach (5-fold) 0.5018 0.5706 0.4516N 0.1960N 0.4979
>> Our learned approach (x-collection) 0.5092 0.5706 0.4581NN 0.1977N 0.4851
>> Our learned approach (oracle) 0.5473NNN 0.6000 0.4821NNN 0.2120NNN 0.5170NN
BM25+expCombMNZ
>> The common baseline 0.4725 0.5559 0.4274 0.1730 0.4681
>> Post-retrieval filtering 0.2554HHH 0.2382HHH 0.1514HHH 0.0338HHH 0.1000HHH
>> NegFlag 0.4889 0.5676 0.4435N 0.1821 0.4872
>> Our learned approach (5-fold) 0.4838 0.5618 0.4422 0.1799 0.4809
>> Our learned approach (x-collection) 0.4860 0.5588 0.4420 0.1793 0.4702
>> Our learned approach (oracle) 0.5209NNN 0.5912 0.4661NNN 0.1920NNN 0.5021
DPH+expCombSUM
>> The common baseline 0.4871 0.5765 0.4167 0.1703 0.4638
>> Post-retrieval filtering 0.4477 0.5235 0.3841 0.1577 0.4340
>> NegFlag 0.5055N 0.5794 0.4355NN 0.1833NN 0.4894
>> Our learned approach (5-fold) 0.4975 0.5676 0.4331N 0.1826N 0.4872
>> Our learned approach (x-collection) 0.5005 0.5647 0.4357N 0.1830N 0.4830
>> Our learned approach (oracle) 0.5335NNN 0.5853 0.4688NNN 0.1935NNN 0.5149NN
DPH+expCombMNZ
>> The common baseline 0.4774 0.5676 0.4254 0.1698 0.4596
>> Post-retrieval filtering 0.4373H 0.5176 0.3872 0.1548 0.4170
>> NegFlag 0.4890 0.5765 0.4463NNN 0.1818NN 0.4936N
>> Our learned approach (5-fold) 0.4806 0.5500 0.4504NNN 0.1829NN 0.5021N
>> Our learned approach (x-collection) 0.4855 0.5765 0.4460NN 0.1821NN 0.4894
>> Our learned approach (oracle) 0.5176NNN 0.6000 0.4680NNN 0.1921NNN 0.5149NN
Table 5.7: Retrieval performances of our learned approach to handle negation in comparison to existing
approaches, when applied with a term-based representation approach. Statistically significant improve-
ment (resp. decrease) (paired t-test) at p < 0.05, p < 0.01 and p < 0.001 compared to the common




TREC 2011 TREC 2012
bpref P10 infNDCG infAP P10
Task-specific representation
BM25+expCombSUM
>> The common baseline 0.5243 0.5882 0.4880 0.2244 0.5128
>> Post-retrieval filtering 0.3933HH 0.3853HHH 0.3518HHH 0.1301HHH 0.3404HHH
>> NegFlag 0.5310 0.5853 0.4974 0.2288 0.5468N
>> Our learned approach (5-fold) 0.5296 0.5822 0.4934 0.2254 0.5468N
>> Our learned approach (x-collection) 0.5337N 0.5853 0.4957 0.2282 0.5340
>> Our learned approach (oracle) 0.5494NNN 0.5588 0.5067NN 0.2351N 0.5447N
BM25+expCombMNZ
>> The common baseline 0.5048 0.5824 0.4908 0.2226 0.5149
>> Post-retrieval filtering 0.3711HHH 0.3853HHH 0.3531HHH 0.1279HHH 0.3191HHH
>> NegFlag 0.5098 0.5824 0.4981 0.2262 0.5255
>> Our learned approach (5-fold) 0.5086 0.5765 0.4977 0.2251 0.5255
>> Our learned approach (x-collection) 0.5125 0.5853 0.4927 0.2234 0.5170
>> Our learned approach (oracle) 0.5244NN 0.5647 0.4977 0.2280 0.5511NN
DPH+expCombSUM
>> The common baseline 0.5183 0.5559 0.4704 0.2078 0.4957
>> Post-retrieval filtering 0.5162 0.5588 0.4727 0.2011 0.5234
>> NegFlag 0.5213 0.5647 0.4833NN 0.2105 0.5277N
>> Our learned approach (5-fold) 0.5207 0.5647 0.4809N 0.2094 0.5234N
>> Our learned approach (x-collection) 0.5253 0.5647 0.4814N 0.2089 0.5234N
>> Our learned approach (oracle) 0.5363NN 0.5382 0.4910NNN 0.2148 0.5426NNN
DPH+expCombMNZ
>> The common baseline 0.5048 0.5647 0.4737 0.2091 0.5106
>> Post-retrieval filtering 0.5026 0.5618 0.4732 0.2036 0.5255
>> NegFlag 0.5101 0.5618 0.4840N 0.2107 0.5340N
>> Our learned approach (5-fold) 0.5088 0.5647 0.4826 0.2110 0.5298
>> Our learned approach (x-collection) 0.5105 0.5618 0.4789 0.2070 0.5234
>> Our learned approach (oracle) 0.5218NN 0.5559 0.4919NNN 0.2158 0.5489NN
Table 5.8: Retrieval performances of learned approach to handle negation in comparison to existing
approaches, when applied with the task-specific representation approach. Statistically significant im-
provement (resp. decrease) (paired t-test) at p < 0.05, p < 0.01 and p < 0.001 compared to the
common baseline is denoted N, NN and NNN (resp. H, HH and HHH), respectively.
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approach, could not markedly improve the retrieval performance (as shown in Section 5.4.3), we do not
include it in this experiment.
From Tables 5.7 and 5.8, we observe the learned approach for handling negation, with both five-
fold cross-validation (5-fold) and cross-collection validation (x-collection) settings, outperforms the
common baseline in terms of the TREC primary measures (i.e. bpref and infNDCG for TREC 2011 and
2012, respectively). However, we find that the learned approach could not markedly improve over the
NegFlag approach (akin to the context identification component of the learned approach). This means
that on this setting the penalising weight estimation component of the learned approach (introduced in
Section 5.3.3), could not effectively penalise non-relevant medical records. This is because the learned
approach aims to demote medical records containing query terms with the opposite context from the
retrieved ranking list; however, the relevance of the retrieved medical records depends only on the
occurrence of a small number of query terms. As the evidence (i.e. query terms) used to retrieve medical
records is limited, the proposed learned approach could not effectively demote potentially non-relevant
medical records while retaining the relevant ones at the top ranks.
When comparing the retrieval performance achieved by the learned approach when applied with the
term-based and the task-specific representation approaches (Table 5.7 vs Table 5.8), we observe that in
general the learned approach has a potential to markedly enhance the retrieval performance when applied
with the term-based representation approach. For example, when using BM25 and expCombSUM,
the learned approach with a term-based representation approach and the task-specific representation
approach improves the infNDCG retrieval performance by +5.48% (infNDCG 0.4343 vs 0.4581) and
+1.58% (infNDCG 0.4880 vs 0.4957), respectively.
Next, in Section 5.4.4.1, we examine whether having more evidence (i.e. query terms) to infer the
relevance of medical records, the learned approach could further improve the retrieval performance. In
particular, we only investigate the learned approach when applied with the term-based representation
approach, as it has more potential to further enhance retrieval performance (see Tables 5.7 and 5.8).
5.4.4.1 Applying Query Expansion
As discussed in Section 3.4.2.3, local-statistic and external corpus query expansion (QE) approaches
have been shown to be effective for the patient search task. In this section, we apply such approaches
to improve the query representation by adding more evidence (i.e. query terms) to the queries. In par-
ticular, we expect that if QE expands the query with more evidence (i.e. informative terms) to infer the
relevance of medical records, the learned approach would effectively demote the non-relevant medical
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records in the ranking list, and hence improve retrieval performance. Therefore, we improve the repre-
sentation of the queries by using information from both internal and external corpora. Indeed, we apply
the DFR Bo1 model to expand the queries with the top 10 informative terms from the top 3 ranked doc-
uments (as suggested by Amati (2003) in Section 2.5.1) retrieved from the medical records collection of
the TREC Medical Records and the MEDLINE abstract collection of the TREC 2005 Genomics (Hersh
et al., 2005) tracks.
Table 5.9 compares the retrieval performance, after applying the aforementioned QE technique on
both the learned approach and all of the baselines (i.e. applying Bo1 in conjunction with all of the
approaches in this experiment). In particular, we report the same retrieval effectiveness measures (i.e.
bpref and P10 for TREC 2011, and infNDCG, infAP, and P10 for TREC 2012) as in Section 5.4.4. In
addition, the highest retrieval performance that the learned approach could achieve is also discussed (i.e.
when using the oracle w(t′) = O(t′)).
From Table 5.9, we firstly observe that after applying QE, the retrieval performance of the learned
approach (namely, Our learned approach) and all of the baselines (namely, the common baseline and
NegFlag) increase markedly. This shows that, overall, the QE technique could expand the queries with
informative terms. Next, as expected, we find that after applying QE, the proposed learned approach fur-
ther improves the retrieval performance. Indeed, with a cross-collection validation setting, the learned
approach when applied with DPH and expCombSUM, outperforms the baselines for all of the reported
measures. For TREC 2011, the learned approach, Our learned approach (x-collection), performs sig-
nificantly (p < 0.05) better than the common baseline where the negation is not explicitly handled, in
terms of bpref (0.5786 versus 0.5569), while the performance, in terms of precision at 10, improves
from 0.6527 to 0.6647. For the TREC 2012 topic set, Our learned approach (x-collection) significantly
(p < 0.05) outperforms the common baseline, for all the reported retrieval measures. In particular, the
learned approach outperforms the common baseline by 6.3%, 8.8%, and 14%, in terms of infNDCG,
infAP, and P10, respectively. Moreover, when analysing the penalising weights, we find that our learned
model could learn proper weights for penalising the relevance scores of the medical records. For exam-
ple, for the query #101 “patient with hearing loss”, the learned model set the weight of the negative term
of ‘hearing’ (i.e. ‘n$hearing’) to 0.2437. This could help our system to retrieve patients whose medical
records stating “patient could not hear” or “patient exhibited no signs of hearing”. This confirms that
the third component of the learned approach, namely the penalising weight estimation component, can
effectively penalise non-relevant medical records, when several informative terms are used in a query,
answering the third research question. In addition, we find that with the cross-collection validation set-




TREC 2011 TREC 2012
bpref P10 infNDCG infAP P10
Term-based representation
BM25+expCombSUM+QE
>> The common baseline 0.5491 0.6118 0.4661 0.2135 0.4660
>> NegFlag 0.5606 0.6235 0.5054NNN 0.2362N 0.4915
>> Our learned approach (5-fold) 0.5638 0.6265 0.5108NNN 0.2378NN 0.4979
>> Our learned approach (x-collection) 0.5673 0.6235 0.5126NNN 0.2397NN 0.5106N
>> Our learned approach (oracle) 0.5891NN 0.6265 0.5114NNN 0.2416NN 0.5085
BM25+expCombMNZ+QE
>> The common baseline 0.5217 0.5912 0.4608 0.2013 0.4596
>> NegFlag 0.5325 0.5941 0.4881NN 0.2172 0.4787
>> Our learned approach (5-fold) 0.5349 0.5912 0.4940NN 0.2198 0.4872
>> Our learned approach (x-collection) 0.5440NNN 0.5912 0.4953NNN 0.2187N 0.4894
>> Our learned approach (oracle) 0.5594NN 0.5912 0.5017NN 0.2276NN 0.5170N
DPH+expCombSUM+QE
>> The common baseline 0.5569 0.6529 0.4619 0.1982 0.4702
>> NegFlag 0.5733 0.6559 0.4838N 0.2127N 0.5149N
>> Our learned approach (5-fold) 0.5707 0.6500 0.4815 0.2152NN 0.5213N
>> Our learned approach (x-collection) 0.5786N 0.6647 0.4911N 0.2157N 0.5362N
>> Our learned approach (oracle) 0.5891NN 0.6647 0.5004NN 0.2229NN 0.5447NN
DPH+expCombMNZ+QE
>> The common baseline 0.5533 0.6500 0.4615 0.1917 0.4745
>> NegFlag 0.5634 0.6500 0.4819N 0.2078NN 0.5298
>> Our learned approach (5-fold) 0.5570 0.6500 0.4929NN 0.2108NN 0.5277N
>> Our learned approach (x-collection) 0.5633 0.6588 0.4926NNN 0.2133NN 0.5255N
>> Our learned approach (oracle) 0.5659 0.6412 0.5055NNN 0.2186NN 0.5404NN
Table 5.9: Retrieval performances of our learned approach to handle negation in comparison to existing
approaches, when applied with a term-based representation and a query expansion approach. Statisti-
cally significant improvement (resp. decrease) (paired t-test) at p < 0.05, p < 0.01 and p < 0.001




(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 5.1: The differences between the retrieval performances of our NegFlag approach and the com-
mon baseline, when applied with a term-based representation, evaluated using the TREC 2011 Medical
Records Track.
when w(t′) = O(t′)), Our learned approach (oracle). This shows that the learned approach is robust
and could be generalised between the training and test topic sets. However, we find that the performance
improvement over the NegFlag by the learned approach is not statistically significant.
5.4.5 Analysis and Discussion
This section analyses the retrieval performances of our proposed approaches to deal with negated lan-
guage in patient search. Specifically, Section 5.4.5.1 discusses the performances of the NegFlag ap-
proach on a per-query basis. Section 5.4.5.2 analyses the retrieval effectiveness of the term dependence
approach for handling negation, as we vary the window size that considers the dependence between
terms in medical records. Section 5.4.5.3 discusses which types of queries are likely to be benefited
from the learned approach. In Section 5.4.5.4, we analyse the impact of different features used by the
learned approach. Finally, Section 5.4.5.5 discusses how to apply our approaches to deal with other
types of contexts (e.g. assertive or predictive).
5.4.5.1 NegFlag
Figures 5.1, 5.2, 5.3, and 5.4 report the differences between the retrieval performances achieved by the
NegFlag approach and the common baseline, on a per-query basis. Specifically, Figures 5.1 and 5.2
show the retrieval performances when applied with a term-based representation, while Figures 5.3
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(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 5.2: The differences between the retrieval performances of our NegFlag approach and the com-
mon baseline, when applied with a term-based representation, evaluated using the TREC 2012 Medical
Records Track.
(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 5.3: The differences between the retrieval performances of our NegFlag approach and the com-




(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 5.4: The differences between the retrieval performances of our NegFlag approach and the com-
mon baseline, when applied with our task-specific representation, evaluated using the TREC 2012 Med-
ical Records Track.
and 5.4 are for the task-specific representation. These figures show that the NegFlag approach is ef-
fective, as it improves the retrieval performances for a majority of the queries regardless of the represen-
tation approach, ranking model and voting technique used. In particular, comparing between Figures 5.1
and 5.2, we observe that the NegFlag approach benefits more queries of TREC 2012 than TREC 2011.
However, the magnitude of improvements could not be compared because they are evaluated on differ-
ent measures (i.e. bpref for TREC 2011 and infNDCG for TREC 2012). Meanwhile, we also observe
the same pattern when applied with the task-specific representation (Figure 5.3 vs Figure 5.4). Next,
when comparing the effectiveness of the NegFlag approach when using the term-based and the task-
specific representation (i.e. Figure 5.1 vs Figure 5.3 and Figure 5.2 vs Figure 5.4), we observe that the
magnitude of the improvement when applied with the term-based representation approach is higher.
5.4.5.2 Term Dependence for Negation
This section evaluates the effectiveness of the term dependence approach, as we vary the size of the win-
dows when considering the dependence between terms. From Figures 5.5, 5.6, 5.7 and 5.8, we observe
that different variants of the term dependence approach benefit differently from the sizes of the win-
dows. For example, as shown in Figure 5.7, with the task-specific representation, our full dependence
(FD) term dependence approach is the most effective, when the window size is 22 (resp. 3), when us-
ing the BM25 (resp. DPH) ranking models, respectively, to rank medical records before aggregating the
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(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 5.5: bpref performances of our term dependence for negation approach when applied with a
term-based representation, while varying window size.
(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 5.6: infNDCG performances of our term dependence for negation approach when applied with a
term-based representation, while varying window size.
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(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 5.7: bpref performances of our term dependence for negation approach when applied with our
task-specific representation, while varying window size.
(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 5.8: infNDCG performances of our term dependence for negation approach when applied with
our task-specific representation, while varying window size.
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relevance scores using expCombSUM to rank patients. However, we observe that the term dependence
approach is likely to be effective when the window size = 3.
5.4.5.3 Failure Analysis
In this section, we conduct a failure analysis to investigate when the learned approach to handle negation
is effective. In particular, we choose to investigate the retrieval performances of the learned approach
with the cross-collection validation regime, where DPH is used to rank medical records, expCombSUM
is used to estimate the relevance of a patient, and DFR Bo1 is used to expand the queries, since it is
one of the most effective approaches as previously shown in Table 5.9 (i.e. it achieved bpref 0.5786
and infNDCG 0.4911). From Figure 5.9, we firstly observe that comparing with the common baseline
where negation is not explicitly handled, the learned approach improves the retrieval performances for
the majority of the queries. Specifically, for TREC 2011 and 2012, the learned approach improves the
retrieval performances for 19 out of 34 queries and 32 out of 47 queries, respectively. On the other
hand, the learned approach decreases the retrieval performances for 12 out of 34 queries from TREC
2011 and 12 out of 47 queries for TREC 2012. These results show that the learned approach is effective
for many queries, especially for the queries from TREC 2012. Importantly, for the query 179: “Patients
taking atypical antipsychotics without a diagnosis schizophrenia or bipolar depression”, where negated
language is used in the query, the approach markedly improves the retrieval performance from infNDCG
0.0255 to 0.1635.
Table 5.10 shows the numbers of queries benefited or harmed by the learned approach, which are
grouped based on the types of medical concepts that can be extracted from the queries. Specifically, we
define the types of medical concepts based on the four aspects of the medical decision process (namely,
symptom, diagnostic test, diagnosis and treatment), discussed in Chapter 4. We observe that the learned
approach is most likely to be effective when medical concepts related to all of the four aspects can be
extracted from the query, followed by the queries that contains medical concepts related to treatment. In
particular, the learned approach improves the retrieval performance for 75% of the queries that contain
medical concepts related to all of the four aspects.
5.4.5.4 Our Learned Approach: Feature Importance
Next, in order to examine the importance of each proposed feature in Table 5.4, we conduct an ablation
study using the same setting as in Section 5.4.5.3. Indeed, we examine removing each of the features
from the feature space to examine the impact of each feature on the retrieval performance. For example,





Figure 5.9: The difference between the performances of our learned approach and the common baseline,
when applied with the Bo1 QE, evaluated using the TREC 2011 and 2012 Medical Records Track.
keeping the other twelve features. The increase or reduction in the achieved retrieval effectiveness is
an indicator of the importance of the feature. Specifically, the retrieval performance decreases when
removing an effective feature, while the performance remains the same or increases when removing a
non-effective feature. We compare the importance of each feature based on its impact on the retrieval
performance, in terms of bpref and infNDCG for TREC 2011 and 2012, respectively, as they are the
TREC primary measures (see Section 3.4.1). The percentage improvement or reduction, in terms of each
retrieval measure, between when a particular feature is removed and when all the features are considered,
are summed up to measure the overall impact of that feature. Then, we normalise this measure for each
Aspects of medical concepts in the query Benefited Harmed
Symptom 62.9% (44/70) 31.4%(22/70)
Diagnostic test 67.3% (35/52) 30.8%(16/52)
Diagnosis 63.2% (43/68) 27.9% (19/68)
Treatment 69.2% (36/52) 25% (13/52)
All 4 75% (24/32) 25%(8/32)
Table 5.10: Analysis of our approach w.r.t. the aspects of medical concepts found in the queries. The




Figure 5.10: Ablation study of feature importance.
feature by dividing it with that of the most important feature (i.e. the feature with the most negative
impact on retrieval effectiveness), in order to easily rank the importance of different features. We refer to
the normalised measure as feature importance. Hence, the feature whose removal degrades effectiveness
most has the highest feature importance. If the feature importance of a particular feature is zero, the
feature has no impact on the retrieval performance, while a negative feature importance indicates that
the feature is not useful and can be removed from the feature set.
Figure 5.10 compares the feature importance of each feature in our feature space. We observe that
Features 11, 8 and 7, which are the co-occurrence between the opposite context term t′ and the queryQ,
an IDF variant of the opposite context term t′, and an IDF variant of the query term t corresponding to
the opposite context term t′, respectively, are the most important features, answering the fourth research
question. This is intuitive as the co-occurrence of the opposite context term t′ and the terms in the query
Q could be used to measure the relatedness between the opposite context term and the query, while
the IDF variant of the opposite context term t′ and its corresponding query term t could measure the
informativeness of both associated terms. In contrast, Features 10, 12 and 13, namely the two variants
of the co-occurrence frequency between the opposite context term t′ and its corresponding query term t,
and the query length, respectively, are the least importance features. Indeed, adding these features to the
feature set has a negative impact on retrieval effectiveness. Overall, we find that 9 out of the proposed




5.4.5.5 Handling Other Types of Contexts
Besides negation, other types of contexts (e.g. the description of medical conditions of patient’s family
members) are also commonly used in the medical domain. For example, the medical condition ‘diabetes’
in the sentence “the patient is likely to have diabetes, if the blood glucose level does not decrease in the
next two months” has a predictive context, since the healthcare practitioner does not confirm that the
patient currently has diabetes. Without handling these kinds of contexts, a patient search system may
consider patients having medical records containing the query terms with these contexts to be relevant.
However, unlike the negative context, other contexts may not be used as a strong evidence to demote
the medical records. For instance, for the aforementioned sentence, the patient is not confirmed to have
diabetes. Hence, our approaches proposed so far consider only the negative context of terms in medical
records and queries (see Sections 5.2 and 5.3).
In this section, we examine the impact of other types of contexts on the retrieval of patients. In
particular, to deal with different types of contexts, we propose a context representation approach (i.e.
ConTextFlag) that extends NegFlag (see Section 5.2.1) by deploying the ConText algorithm (Chapman
et al., 2007) to identify contexts of terms in medical records and queries. The ConText algorithm uses
the same techniques as the NegEx algorithm used in the NegFlag approach, but it can also detect other
contexts, apart from negation. Once the contexts of terms are identified, we prefix a term with ‘n$’,
‘p$’, and ‘o$’ before being processed by a search system, if the term is in a negative context, predictive
context, or is describing a medical condition of the patient’s family member, respectively. This allows a
search system to distinguish between terms with different contexts.
Table 5.11 compares the retrieval performances of ConTextFlag with the NegFlag and the common
baseline, when applied with a term-based representation. We examine the performance of our Con-
TextFlag approach using only the term-based representation, because besides the negative context, other
types of contexts cannot be obtained from the MetaMap tool that is used to extract medical concepts for
the task-specific representation. From Table 5.11, we observe that the ConTextFlag significantly outper-
forms the common baseline, which does not take into account contexts of terms, in terms of the TREC
primary measures (i.e. bpref and infNDCG) for different variants of the ranking models and voting
techniques used. However, the ConTextFlag approach performs comparably to the NegFlag approach
in terms of both bpref and infNDCG. This shows that other types of contexts do not as markedly impact
the retrieval performance of a patient search system as the negative context. Recall that the ConTextFlag




TREC 2011 TREC 2012
bpref P10 infNDCG infAP P10
Term-based representation
BM25+expCombSUM
>> The common baseline 0.5018 0.5735 0.4343 0.1828 0.4681
>> NegFlag 0.5158N 0.5735 0.4567NN 0.1984N 0.5000N
>> Context representation 0.5151 0.5853 0.4538N 0.1980N 0.5021N
BM25+expCombMNZ
>> The common baseline 0.4725 0.5559 0.4274 0.1730 0.4681
>> NegFlag 0.4889 0.5676 0.4435N 0.1821 0.4872
>> Context representation 0.4897 0.5853N 0.4425 0.1827 0.4787
DPH+expCombSUM
>> The common baseline 0.4871 0.5765 0.4167 0.1703 0.4638
>> NegFlag 0.5055N 0.5794 0.4355NN 0.1833NN 0.4894
>> Context representation 0.5045 0.5824 0.4357N 0.1851N 0.4872
DPH+expCombMNZ
>> The common baseline 0.4774 0.5676 0.4254 0.1698 0.4596
>> NegFlag 0.4890 0.5765 0.4463NNN 0.1818NN 0.4936N
>> Context representation 0.4886 0.5794 0.4420N 0.1817N 0.4809
Table 5.11: Retrieval performances of applying our negation handling approach to deal with other types
of contexts in comparison to existing approaches, when applied with a term-based representation ap-
proach. Statistically significant improvement (resp. decrease) (paired t-test) at p < 0.05, p < 0.01
and p < 0.001 compared to the common baseline is denoted N, NN and NNN (resp. H, HH and HHH),
respectively.
5.5 Conclusions
We have motivated the need for a patient search system to handle negated language, which is com-
monly used in the medical domain. We have discussed the first component of our thesis framework
(see Section 4.2.3), that uncovers the implicit knowledge at the sentence level of the retrieval process
(Figures 4.1 and 4.4), and handles negated language in patient search.
To tackle the first component of the framework, we proposed novel approaches that enable a search
system to retrieve patients whose medical records contain query terms with a right context. In particular,
we introduced two non-supervised (Section 5.2) and one supervised approach (Section 5.3). Specifically,
in Section 5.2.1, we introduced the NegFlag approach to distinguish between the contexts of terms
before being processed within a search system. Section 5.2.2 introduced a use of term dependence to
demote medical records containing the query terms in the opposite context. Then, also building up on the
NegFlag, in Section 5.3, we proposed our learned approach that demoted medical records containing the
query terms with the opposite context of the query’s intent. Specifically, our learned approach prevented
non-relevant medical records from being ranked highly, by demoting those containing occurrences of
opposite context terms (i.e. a term having the opposite context to its corresponding query term). We
deployed a regression technique to effectively estimate the penalising weight for the opposite context
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query terms. In particular, we used the Gradient Boosted Regression Trees (GBRT) to learn the weight
of an opposite context term, using features including co-occurrence frequencies.
In Section 5.4, we evaluated the retrieval performances of our proposed approaches using the same
test collection used in Sections 4.3.3 and 4.3.4 of Chapter 4. We compare the effectiveness of the pro-
posed approaches with the common baseline, previously identified in Section 4.3.4. Our experimental
results showed that the proposed approaches significantly outperformed several strong baselines, in-
cluding the common baseline. In particular, in Section 5.4.3, we have shown that the NegFlag approach
significantly improved the retrieval performance of the common baseline (see in Tables 5.5 and 5.6).
Indeed, the NegFlag approach outperformed this common baseline for the majority of the queries (see
Figures 5.1, 5.2, 5.3 and 5.4). Meanwhile, the term dependence approach to prevent non-relevant pa-
tients from being retrieved further improved the retrieval performance, as shown in Tables 5.5 and 5.6).
The term dependence approach was effective when the window size was set to 3 (see Section 5.4.5.2).
On the other hand, we observed that our learned approach was also effective. As shown in Table 5.9,
when applied with a query expansion technique, our learned approach further improved the retrieval per-
formance over the NegFlag approach. In Section 5.4.5.4, we found that the co-occurrence between the
opposite context term (see Section 5.3) and the query terms and an IDF variant of the opposite context
term were the most effective features for learning the penalising weight.
Next, in Chapter 6, we discuss the second component of the framework (i.e. the Conceptual Rea-
soning component), which aims to infer the relationships between medical conditions, by uncovering
the implicit knowledge at the record level of the retrieval process. We introduce approaches to instan-
tiate this component and evaluate the proposed approaches using the test collection and the baseline
identified in Chapter 4.
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Chapter 6
Reasoning using Medical Concept
Relationships
6.1 Introduction
This chapter discusses our approaches that instantiate the Conceptual Reasoning component of the pro-
posed framework (previously defined in Section 4.2.3.2). Recall that the Conceptual Reasoning com-
ponent aims to uncover the implicit knowledge at the record level by inferring relationships between
medical conditions, with respect to the four aspects of the medical decision process (i.e. symptom, di-
agnostic test, diagnosis and treatment) (see Section 3.4.2.2). As previously discussed in Section 3.4.2.3,
medical practitioners use different terms to describe a particular medical condition of a patient (e.g.
using ‘carcinoma’ or ‘malignant tumour’ to refer to ‘cancer’ as they share the same meaning). However,
such information may be hidden from existing search systems (we referred to this as implicit knowledge
in Section 1.2).
To deal with this implicit knowledge, in this chapter, we propose to improve the representations of
medical queries by inferring the relationships of medical conditions that are extracted from the queries.
In particular, we focus on medical conditions that are related to the four aspects of the medical deci-
sion process, which are the information that healthcare practitioners take into account when dealing
with patients (see Section 3.4.2.2). To do so, we firstly deploy the task-specific representation approach
(introduced in Section 4.2.1) to represent both the medical records and queries using only concepts re-
lated to the four aforementioned aspects. Then, using these conceptual representations, we propose two
novel query expansion (QE) approaches to further improve the query representation by exploiting two
types of resource. The first type consists of external resources about the possible relationships between
the medical conditions (i.e. medical concepts). For example, if a patient is prescribed a medicine that
100
6.2 Extracting and Representing Medical Concept Relationships from External Resources as
Association Rules
treats a particular disease, then we can infer that the patient suffers from that disease. To infer relation-
ships between medical concepts, we propose two approaches, which are based on Bayes’ theorem and
a stochastic analysis. As a second type of resources, we use the collection of medical records itself. In
particular, we extract the most informative concepts from the top-ranked documents retrieved using the
original query. The concepts inferred using these two types of resources are used to expand the original
queries to improve their representations.
The remainder of this chapter is organised as follows.
• Section 6.2 discusses how we extract possible relationships between medical concepts from ex-
ternal resources and represent them in the forms of association rules.
• In Section 6.3, we propose a novel approach that uses Bayes’ theorem to infer relationships be-
tween medical concepts using the association rules presented in Section 6.2.
• Section 6.4 introduces a second novel approach that uses a stochastic analysis to infer the rela-
tionships between medical concepts using the association rules.
• Section 6.5 discusses how we can combine the medical concepts derived from the external re-
sources (i.e. using either the Bayesian-based approach (Section 6.3) or the stochastic analysis-
based approach (Section 6.4)) with the medical concepts derived from the medical record collec-
tion, by using a pseudo-relevance feedback approach, to improve the representation of the query.
• In Section 6.6, we evaluate the proposed approaches to exploit the relationships between the
medical concepts to improve the retrieval performance of a patient search system.
• Section 6.7 provides concluding remarks for this chapter.
6.2 Extracting and Representing Medical Concept Relationships
from External Resources as Association Rules
Driven by the medical decision process (as described in Section 4.2.1), we extract directed association
rules representing the relationships between concepts from two different types of medical resources1,
which are ontology-based and free-text-based resources, respectively. We use different strategies for
extracting conceptual relationships from each type of resource. For the ontology-based resources (e.g.
MedDRA2 and DOID3), we use the semantic relationships of concepts within each ontology to represent
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Table 6.1: Examples of medical concepts associated to ‘osteoporosis’ defined in our associated rules
database.
the relationships between concepts. For instance, ‘Coronary heart disease’ is a particular type of ‘heart
disease’.
For the free-text-based resources (e.g. http://www.rxlist.com), we use MetaMap to iden-
tify concepts related to the four aforementioned medical aspects from the free-text (we described how
medical concepts could be identified from sentences in Section 4.2.1), and then assume the existence
of relationships between the identified concepts. For example, from a drug indication in the http:
//www.rxlist.com website, which states that “Boniva (ibandronate sodium) is indicated for the
treatment and prevention of osteoporosis in postmenopausal women”, MetaMap can identify the con-
cepts ‘Boniva’ (treatment) and ‘osteoporosis’ (diagnosis). Assuming the relationships between medical
concepts found in the drug description, we surmise that there is an association between the two concepts.
Next, the extracted association rules are stored in a database. For instance, as shown in Table 6.1, the
rules associated with the concept ‘osteoporosis’ are ‘Dowager’s hump’→‘osteoporosis’, ‘DEXA’→‘os-
teoporosis’, ‘Prolia’→‘osteoporosis’, and ‘Boniva’→‘osteoporosis’. These association rules provide
new evidence to infer the possible relevance of medical records, which are then aggregated to estimate
the relevance of their associated patients (see Section 4.2.2). For instance, we can infer that patients tak-
ing the ‘Boniva’ medicine suffer from ‘osteoporosis’, since ‘Boniva’ is a treatment for ‘osteoporosis’.
6.3 A Bayesian-based Approach for Inferring Conceptual Rela-
tionships
We argue that the relationships between medical concepts related to the medical decision process could
be leveraged to deal with the complexity of medical terminology. For example, if we have evidence
that a patient is taking the ‘olmesartan’ medicine (treatment), we can infer that the patient suffers from
‘hypertension’ (diagnosis), since ‘olmesartan’ is a treatment for ‘hypertension’. Therefore, using ex-
ternal domain-specific resources, we propose to reformulate the queries by using the association rules
extracted from the medical resources (see Section 6.2).
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Figure 6.1: An example of identifying candidate concept expansions using our approach on query “pa-
tients with osteoporosis”.
Specifically, we first retrieve a set of candidate concept expansions (denoted inferred(q)) cor-
responding to the query concepts from the extracted association rules. Then, to prevent excessively
general candidate concepts being added to the query, we estimate the association of a query concept
and each candidate concept expansion using a Bayesian probabilistic score computed based on the oc-
currences of concepts in the association rules (both derived from ontologies and free-text resources).
The higher the probability, the stronger the relationship between the two concepts. Indeed, the Bayesian
probabilistic score of the association between query concept t and its corresponding concept t′ is esti-
mated as follows:




where p(t′ ∩ t) is the maximum likelihood that the concept t′ co-occurs with the query concept t within
all the extracted association rules, and p(t) is the maximum likelihood that the concept t is contained in
an association rule. This maximum likelihood is calculated based on the frequency of the occurrences
of each concept in the whole association rules database.
Figure 6.1 shows an example of how our approach identifies candidate concept expansions for the
query “patients with osteoporosis”. In particular, we first obtain the concept ‘osteoporosis’ from the
query using the task-specific representation approach (see Section 4.2.1). Then, the concept ‘osteoporo-
sis’ is used to retrieve related concepts from the database of association rules previously extracted from
the medical resources (see Section 6.2). The retrieved candidate concept expansions include ‘Dowager’s
hump’, ‘DEXA’, ‘Prolia’ and ‘Boniva’, which are the symptom, diagnostic test, and treatments associ-
ated with the original query concept (i.e. ‘osteoporosis’). As discussed in Section 2.5.1, it has been
shown that QE is effective when the highly informative terms are added to the original query. Hence,
103
6.4 A Stochastic Analysis for Inferring Conceptual Relationships
(a) A collection D of documents 1, 2, 3, 4, 5 (b) A bipartite graph G
Figure 6.2: Transforming (a) the collection D into (b) a bipartite graph G.
we follow the work of Amati (2003) described in Section 2.5.1 and use only the top 10 candidate con-
cept expansions, which are ranked based on the score computed using Equation (6.1), to expand the
original query.
6.4 A Stochastic Analysis for Inferring Conceptual Relationships
Next, we discuss our stochastic approach for identifying relationships between medical concepts in
the association rule database built in Section 6.2. Indeed, we propose to measure the strength of the
relationships between the medical concepts in the association rule database using a stochastic analysis
of some random walk behaviour through the association rules.
A stochastic analysis of random-walk behaviour has been studied before in IR (e.g. Blanco & Lioma
(2012); Brin & Page (1998); Lempel & Moran (2001)). For example, Brin & Page (1998)’s PageRank
used a stochastic analysis of random walks on the hyperlink of the entire Web to determine the impor-
tance of each web page. Lempel & Moran (2001) introduced a stochastic approach for link-structure
analysis (SALSA), which performed random walks on a sub-graph derived from the link-structure of
an initial set of retrieved results. In particular, consider a collection D of documents (e.g. 1, 2, 3, 4
and 5) and directed relationships between the documents (see Figure 6.2(a)). For example, there is a
relationship from document 1 to document 2. The approach first converts the collection D to a bipartite
graph G, of which the two parts are considered hubs and authorities. Hubs are documents (i.e. nodes)
that link to other documents, while authorities are documents that are linked to by other documents. The
SALSA algorithm performs random walks to uncover the relationships between these documents.
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Algorithm 6.1 The Adapted SALSA Algorithm
1: Initialise a(s) ← 1, h(s) ← 1 for all concepts s ∈ C ∪ Ca, where Ca is a set of medical concepts
in the association rule database that link to or are linked to by a concept in C.
2: Repeat the following steps until convergence:
3: Update the authority score of each concept s:
4: a(s)←∑{x|x points to s} h(x)
5: Update the hub score of each concept s:
6: h(s)←∑{x|s points to x} a(x)
7: Normalise the authority scores and the hub scores.
Different from existing work, we propose to apply the SALSA algorithm to uncover medical con-
cepts that are related to a given query and identify the strength of their relationships, using the link
structure within our association rule database. Later, we discuss in Section 6.5 how these medical con-
cepts are used to enrich the query.
Specifically, we adapt the SALSA algorithm to perform the analysis of the links between the con-
cepts in the association rules. In this work, the nodes (e.g. 1, 2, 3, 4 and 5 in Figure 6.2(a)) are the
medical concepts in the association rule database, while an edge is a directed relationship between two
concepts (i.e. nodes). Consider a bipartite graph G where the two parts are hubs and authorities, a di-
rected edge between hub h and authority a is indicated by a conceptual relationship between them (e.g.
the edge between concept 1 and concept 2 – h1 → a2 in Figure 6.2(b)). A good hub points to many
authorities, and a good authority is pointed by many hubs. The authoritative medical concepts related to
the query q should be linked to by many medical concepts in the sub-graph induced by a set of medical
concepts C in the query q. A random walk on the sub-graph induced by C will visit those authorita-
tive concepts with high probability. Hence, our adaptation of the SALSA algorithm (Lempel & Moran,
2001) identifies medical concepts that are related to those medical concepts occurring in the query q, by
using the iterative algorithm presented in Algorithm 6.1.
The medical concepts with high authority scores are the concepts highly related to the query q.
To incorporate these medical concepts while ranking patients based on the relevance of their medical
records, using the same strategy as in Section 6.3, we use only the top 10 candidate concept expansions
ranked based on their authoritative scores computed using Algorithm 6.1.
6.5 Modelling Conceptual Relationships when Ranking Medical
Records
We leverage both the local statistics from the top-ranked medical records and the association rules
extracted from the external resources (Section 6.2) to improve the representation of a given query. In
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particular, we apply a pseudo-relevance feedback approach to identify informative concepts from the
top-ranked medical records retrieved using the original query. As discussed in Section 2.5.1, when
applying a pseudo-relevance feedback approach, concepts occurring in the top-ranked medical records
are firstly weighted and ranked using a term weighting model. Then, the top-ranked concepts (i.e. the
most informative concepts) are used to expand the original query. For example, for the query “patients
with vascular disease”, which is represented as “C0042373” (‘vascular disease’), a pseudo-relevance
feedback QE approach could identify related concepts, such as ‘C0190932’ (‘femoral-popliteal artery
bypass graft’) and ‘C0014098’ (‘endarterectomy’), which correspond to treatments for that disease.
However, the related diagnostic procedures and symptoms, such as ‘C0202896’ (‘carotid angiogram’),
might not be added to the query, if they do not appear in the top-ranked medical records. Hence, we
also expand the query with medical concepts inferred using the association rules (Section 6.2). We
identify candidate expansion concepts and their weights using either the Bayesian-based approach or
the stochastic approach introduced in Section 6.3 or 6.4.










wa(t, t′) · score(d, t′)
where t′′ and qtw(t′′) are a medical concept and its term weight in the expanded query qe, which
is reformulated using the occurrence statistics of medical concepts in the top-ranked medical records
using any pseudo-relevance feedback model (e.g. Bo1 from the Divergence from Randomness (DFR)
framework (described in Section 2.5.1, Equation (2.5.1)). score() can be calculated using any term
weighting model such as BM25, inferred(q) returns a set of expanded concepts, which are related to
the concepts in the original query q. We use either of the approaches previously proposed in Section 6.3
or 6.4 to extract the expanded concepts (i.e. t′ ∈ inferred(q)) and their weights (i.e. wa()) from the
association rule database. In particular, the Bayesian-based approach and the stochastic approach uses
Equation (6.1) and the authority score (a()) computed using Algorithm 6.1, respectively, to calculate
wa(). λr is a parameter to weight the importance of the relevance scores computed for the medical
concepts derived using either of the two proposed approaches.
To learn the λr value for each query, we use the Gradient Boosted Regression Trees (GBRT) regres-
sion technique (see Section 2.6), previously used in Section 5.4.4.1 of Chapter 5. To learn an effective
value of parameter λr for an unseen query, we use 12 features, which measure the predicted difficulty of
the query. An effective feature should indicate the level of emphasis on the relevance scores computed
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ID Feature
1 Clarity Score (Cronen-Townsend et al., 2002)
2 SCQ (Zhao et al., 2008)
3 MAXCQ (Zhao et al., 2008)
4 NSCQ (Zhao et al., 2008)
5 AvICTF (Carmel & Yom-Tov, 2010)
6 AvIDF (Carmel & Yom-Tov, 2010)
7 EnIDF (Carmel & Yom-Tov, 2010)
8 Query Scope (ω) (He & Ounis, 2006)
9 γ1 (He & Ounis, 2006)
10 γ2 (He & Ounis, 2006)
11 AvPMI (Carmel & Yom-Tov, 2010)
12 Query length (He & Ounis, 2006)
Table 6.2: List of the used features.
for the concepts inferred using the association rules. Our intuition for using these features is that if
the query is difficult, then it might be beneficial to take into account the relevance estimated from the
inferred concepts. In particular, if using only the information from the original query is difficult for a
search system, the two proposed approaches might bring novel evidence that can improve the representa-
tion of the query and hence enhance the retrieval performance. Table 6.2 lists the 12 query performance
predictors computed on the original query, which are well-known for measuring the difficulty of a query.
Specifically, the first set of features (Features 1-4), including the clarity score (Cronen-Townsend et al.,
2002), SCQ (Zhao et al., 2008), MaxSCQ (Zhao et al., 2008) and NSCQ (Zhao et al., 2008), consider
the ambiguity of a query by measuring the coherence of the language used in each medical record. The
more similar the query model is to the collection model, the better the retrieval performance would be
expected. The next set of features (Features 5-8) measure the specificity of each query. Indeed, queries
with explicit intents could result in a better performance than queries with general terms. The features
include Average Inverse Collection Term Frequency (AvICTF) (Carmel & Yom-Tov, 2010), Average In-
verse Document Frequency (AvIDF) (Carmel & Yom-Tov, 2010), EnIDF (Carmel & Yom-Tov, 2010),
and the query scope (ω) (He & Ounis, 2006). Features 9-10 measure the distribution of informative-
ness among the query terms (i.e. γ1 and γ2 (He & Ounis, 2006)), as a query with informative terms
could attain an effective retrieval performance. Next, Feature 11, the Average of the Pointwise Mutual
Information over all query term pairs (AvPMI) (Carmel & Yom-Tov, 2010), focuses on the relationship
between query terms. The more co-occurrences among the query terms, the better the chance that the




This section evaluates the retrieval effectiveness of the proposed approaches for inferring the relation-
ships between medical concepts to enhance the representation of a given query. Specifically, Sec-
tion 6.6.1 discusses the experimental setup to evaluate the proposed approaches. Section 6.6.2 depicts
the research questions that are investigated in this chapter. Next, in Sections 6.6.3 and 6.6.4, we discuss
the experimental results of the proposed approaches for inferring the relationships of medical concepts
using either Bayes’ theorem or a stochastic analysis, respectively. Finally, we further analyse the re-
trieval performance of these two approaches in Section 6.6.5.
6.6.1 Experimental Setup
To evaluate the two approaches for inferring the conceptual relationships between medical concepts to
deal with the medical terminology (discussed in Section 6.1) we use the similar settings to those in
Chapter 5. Specifically, we use the TREC Medical Records track’s test collection. As it has been shown
to be effective in Section 4.3.3, we initially rank medical records using the BM25 weighting model,
and then use the expCombSUM voting technique to aggregate the relevance scores of patients. We
represent the medical records and queries using the task-specific representation approach introduced in
Section 4.2.1 of Chapter 4.
To create the association rule database (discussed in Section 6.2), we use the external resources listed
in Table 6.3, which are representatives of both ontology-based and free-text-based medical resources.
Table 6.4 shows the number of association rules between concepts extracted from the 7 domain-specific
resources. The types of relationships that are extracted from each resource are described in Column 2
of Table 6.3. Note that there are some association rules that overlap between resources. In total, there
are 11,373,014 extracted association rules in our database. Meanwhile, Table 6.5 shows the number
of the extracted association rules with respect to the four aspects of the medical decision process. For
example, the rules with the type ‘diagnosis → symptom’ are the association rules that can be used
to infer the related symptoms that the medical records of the relevant patients are likely to contain if
the query contains a particular diagnosis. Note that there are some association rules that are duplicated
among different types of rules since, using the approach described in Section 4.2.1 (see Table 4.1), some
medical concepts can be categorised into several medical aspects.
For the local-statistic query expansion technique used in Equation (6.2) of Section 6.5, we deploy a
parameter-free Bose-Einstein statistics-based (Bo1) model from the DFR framework (see Section 2.5.1)
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Resource Description of the Extracted Association Rules
DOID hierarchy Hierarchical relationships between concepts within the same
aspects e.g. a general disease and a specific type of the gen-
eral disease
MeSH Hierarchical relationships between concepts within the same
aspects e.g. a general disease and a specific type of the gen-
eral disease
MedDRA Hierarchical relationships between concepts within the same
aspects e.g. a general disease and a specific type of the gen-
eral disease
DOID Relationships between concepts across the aspects e.g. a dis-
ease and its symptoms
http://www.rxlist.com Relationships between concepts across the aspects e.g. a
medicine and the diseases that it can remedy
http://www.webmd.com Relationships between concepts across the aspects e.g. a di-
agnostic test and the diseases that it can diagnosed
UMLS Both hierarchical and across-aspects relationships e.g. a gen-
eral disease and a specific type of the general disease
Table 6.3: List of resources used for extracting the conceptual relationships related to the four aspects
of the medical decision process.
Resources Association Types # of Rules
DOID hierarchy Specific-general 2,046
MeSH Specific-general 53,915
MedDRA Specific-general 86,109
DOID Across aspects 9,664
http://www.rxlist.com Across aspects 5,433
http://www.webmd.com Across aspects 3,694
UMLS Specific-general & Across aspects 11,212,153
Table 6.4: Number of association rules extracted from each domain-specific resource.
to extract informative concepts from the top-ranked medical records, as it has been shown to be effective
in Section 5.4.4.1 of Chapter 5.
As both the Bayesian-based and the stochastic approaches require the λr parameter in Equation (6.2)
to be properly set, we apply two different training regimes (namely, 5-fold and x-collection validations),
which were described in Section 5.4.1.
6.6.2 Research Questions
We empirically evaluate the Bayesian-based approach (Section 6.3) and the stochastic approach (Sec-
tion 6.4) to infer the relationships between medical concepts by using association rules. For the remain-
der of this chapter, we aim to examine the following research questions:
RQ 1. Can the Bayesian-based approach improve the performance of a patient search system?
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Rule type # of rules
diagnosis→ diagnosis 2,900,788
diagnosis→ diagnostic test 1,907,492
diagnosis→ symptom 2,306,712
diagnosis→ treatment 2,018,061
diagnostic test→ diagnosis 1,905,521
diagnostic test→ diagnostic test 2,726,341
diagnostic test→ symptom 2,023,443
diagnostic test→ treatment 2,695,757
symptom→ diagnosis 2,303,486




treatment→ diagnostic test 2,698,453
treatment→ symptom 2,097,231
treatment→ treatment 6,597,028
Table 6.5: The types of the extracted association rules in terms of the four medical aspects.
RQ 2. Can the stochastic approach improve the performance of a patient search system?
RQ 3. What types of queries are likely to benefit from the Bayesian-based approach?
RQ 4. What types of queries are likely to benefit from the stochastic approach?
6.6.3 Experiment with our Bayesian-based Approach for Inferring Conceptual
Relationships
We first evaluate the effectiveness of the Bayesian-based approach for inferring the relationships be-
tween medical concepts. We compare the retrieval effectiveness of the Bayesian-based approach with
the following baselines:
• The task-specific representation baseline: using the task-specific representation approach previ-
ously defined in Section 4.2.1 of Chapter 4.
• The Bo1 baseline: applying the Bo1 query expansion technique with the task-specific representa-
tion approach.
• The Bo1 & Semantic QE baseline: using both the Bo1 query expansion technique and a semantic
query expansion technique that adds all of the related medical concepts into the queries (as used




To have a fair train/test setting, we use the cross-collection validation and 5-fold cross validation
as described in Section 6.6.1 when setting λr within the Bayesian-based approach. Furthermore, to
see how the parameter setting impacts on the retrieval performance and the potential effectiveness of
our approach, the performance achieved when using the best λr for each retrieval measure on each test
collection (i.e. best possible setting) is also reported, denoted oracle.
Table 6.6 compares the retrieval performances of the Bayesian-based approach with the three base-
lines on the TREC 2011 and 2012 Medical Records track test collections. From Table 6.6, we observe
that the Bo1 baseline outperforms the task-specific representation baseline (i.e. no QE) for both TREC
2011 and 2012. Specifically, the retrieval performances improve from bpref 0.5243 to 0.5403 and from
infNDCG 0.4880 to 0.5129 for TREC 2011 and 2012, respectively. Meanwhile, the Bo1 & Semantic
QE baseline decreases the retrieval performance.
In contrast, the Bayesian-based approach, using either a 5-fold or an x-collection training regime,
outperforms the task-specific representation baseline (both TREC 2011 and 2012). Specifically, the
Bayesian-based approach with the 5-fold regime (5-fold) outperforms all of the three baselines used.
The Bayesian-based approach (5-fold) achieves a bpref of 0.5474 and an infNDCG of 0.5133. Im-
portantly, our approach (5-fold) significantly (paired t-test, p < 0.05) outperforms the task-specific
representation baseline in terms of infNDCG for TREC 2012 (0.5133 vs 0.4880).
When comparing the Bayesian-based approach with the Bo1 & Semantic QE baseline, which also
uses the same set of resources as the Bayesian-based approach, we observe that the Bayesian-based
approach, either using the 5-fold or x-collection training regime, significantly (p < 0.05) outperforms
this baseline for both the TREC 2011 and 2012 queries.
Additionally, as expected, we find that with a proper setting of the parameter λr (i.e. the λr that
results in the best retrieval performance for each query), the Bayesian-based approach (oracle) can
achieve a better retrieval performance. In particular, the bpref retrieval performance is increased to
0.5646, while the infNDCG retrieval performance is improved to 0.5393 (+7.69% and +10.51% over
the task-specific representation baseline, respectively). This shows the potential of the Bayesian-based
approach if the λr value could be effectively set.
In answer to our first research question, the Bayesian-based approach is effective for the patient
search task as it outperforms the three baselines, namely the task-specific representation baseline, the
Bo1 baseline and the Bo1 & Semantic QE baseline. Indeed, the Bayesian-based approach performs
significantly better than the Bo1 & Semantic QE baseline for both TREC 2011 and TREC 2012. Mean-




Approach bpref (TREC 2011) infNDCG (TREC 2012)
Task-specific representation 0.5243 0.4880
+ Bo1 0.5403 0.5129
+ Bo1 & Semantic QE 0.3013 0.2228
+ Our Bayesian-based approach (5-fold) 0.5474s 0.5133t,s
+ Our Bayesian-based approach (x-collection) 0.5464s 0.5125t,s
+ Our Bayesian-based approach (oracle) 0.5646t,s 0.5393t,s
Table 6.6: Retrieval performances of our two approaches for inferring relationships between medical
concepts in comparison with the three baselines on TREC 2011 and 2012 Medical Records track’s
queries. Statistical significance (paired t-test) at p < 0.05 over the task-specific representation and the
Bo1 & Semantic QE baselines are denoted t and s, respectively.
Approach bpref (TREC 2011) infNDCG (TREC 2012)
Task-specific representation 0.5243 0.4880
+ Bo1 0.5403 0.5129
+ Bo1 & Semantic QE 0.3013 0.2228
+ Our stochastic approach (5-fold) 0.5355s 0.4846s
+ Our stochastic approach (x-collection) 0.5376s 0.4761s
+ Our stochastic approach (oracle) 0.5586t,s 0.5311t,s
Table 6.7: Retrieval performances of our two approaches for inferring relationships between medical
concepts in comparison with the three baselines on TREC 2011 and 2012 Medical Records track’s
queries. Statistical significance (paired t-test) at p < 0.05 over the task-specific representation and the
Bo1 & Semantic QE baselines are denoted t and s, respectively.
Later, in Section 6.6.5, we further analyse the Bayesian-based approach, in comparison with the
task-specific representation and the Bo1 baselines.
6.6.4 Experiments with a Stochastic Analysis for Inferring Conceptual Relation-
ships
Next, we discuss the evaluation of the stochastic approach for inferring the conceptual relationships
using a stochastic analysis to improve the representation of a given query. We compare the retrieval
effectiveness of our approach with the same baselines as in Section 6.6.3. Table 6.7 shows the retrieval
performances in terms of bpref and infNDCG for TREC 2011 and 2012, respectively.
From Table 6.7, we observe that the stochastic approach significantly (paired t-test, p < 0.05) out-
performs the Bo1 & Semantic QE baselines for both TREC 2011 and 2012 queries. In addition, the
stochastic approach outperforms the task-specific representation baseline for the TREC 2011 queries.
Specifically, our approach with the 5-fold and the x-collection training regimes achieves bpref 0.5355
and 0.5376, respectively, in comparison with bpref 0.5243 for the task-specific representation baseline.
However, for the TREC 2012 queries, our approach (either with the 5-fold or the x-collection train-
ing regime) could not improve the retrieval performance over the task-specific representation baseline.
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Meanwhile, we observe that the Bo1 baseline performs better than the stochastic approach. This is
partly due to the limited number of available queries for training the λr parameter (in Equation (6.2)).
In answer to our second research question, the stochastic approach is effective for the patient search
task, as it outperforms both the task-specific representation and the Bo1 & Semantic QE baselines. It
significantly (paired t-test, p < 0.05) outperforms the latter baseline for both TREC 2011 and 2012
queries. However, we note that it could not outperform the Bo1 baseline. We further discuss the com-
parison of the stochastic approach and both the task-specific and the Bo1 baselines in Sections 6.6.5.2
and 6.6.5.3, respectively.
When considering the oracle setting with λr set to the most effective value for each query, we
observe that the stochastic approach could further improve the retrieval performance significantly. This
shows the potential of the stochastic approach. However, we leave for future work the study of a more
effective training of λr.
Next, when comparing the two proposed approaches (see Tables 6.6 and 6.7), we observe that the
Bayesian-based approach is more effective than the stochastic approach for both TREC 2011 and TREC
2012. For example, with the 5-fold training regime, the Bayesian-based approach achieves infNDCG
0.5133, while the infNDCG performance of the stochastic approach is 0.4846.
6.6.5 Analysis and Discussion
This section further discusses the performance of the Bayesian-based and the stochastic approaches
for inferring the relationships between medical concepts. Specifically, Section 6.6.5.1 discusses which
types of queries are likely to benefit from these proposed approaches, while Sections 6.6.5.2 and 6.6.5.3
compare the performance of the two proposed approaches with the task-specific representation baseline
and the Bo1 baseline, respectively, on a per-query basis.
6.6.5.1 Failure Analysis
In this section, we analyse the performances of the two proposed approaches in comparison with the
task-specific representation baseline to identify which types of queries that are likely to benefit from
each of the two approaches. Tables 6.8 and 6.9 show the numbers of queries benefited or harmed by the
Bayesian-based and the stochastic approaches, respectively, which are grouped based on the types of
the medical concepts in the queries. The types of medical concepts are based on the four aspects of the
medical decision process discussed in Chapter 4.
From Tables 6.8 and 6.9, we observe that both the Bayesian-based approach and the stochastic
approach are more likely to be effective when the query contains medical concepts related to diagnostic
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Aspects of medical concepts in the query Benefited Harmed
Symptom 52.9% (37/70) 42.9%(30/70)
Diagnostic test 57.7% (30/52) 38.5%(20/52)
Diagnosis 55.9% (38/68) 38.2% (26/68)
Treatment 55.8% (29/52) 40.4% (21/52)
All 4 50% (16/32) 46.9%(15/32)
Table 6.8: Analysis of our Bayesian-based approach w.r.t. the aspects of medical concepts found
the queries. The numbers between the parentheses indicate the number of queries impacted (bene-
fited/harmed) compared to the total number of queries.
Aspects of medical concepts in the query Benefited Harmed
Symptom 52.9% (37/70) 41.4%(29/70)
Diagnostic test 55.8% (29/52) 40.4%(21/52)
Diagnosis 51.5% (35/68) 41.2% (28/68)
Treatment 53.8% (28/52) 38.5% (20/52)
All 4 50% (16/32) 43.8%(14/32)
Table 6.9: Analysis of our stochastic approach w.r.t. the aspects of medical concepts found the queries.
The numbers between the parentheses indicate the number of queries impacted (benefited/harmed) com-
pared to the total number of queries.
tests. In particular, the Bayesian-based approach and the stochastic approach improve the retrieval
performance for 55.9% and 55.8% of the queries containing medical concepts related to diagnostic
tests, respectively. Meanwhile, we observe that the queries that contain medical concepts related to all
of the four aspects are less likely to benefit from our two approaches. In answer to the third and the
fourth research questions, both the Bayesian-based approach and the stochastic approach are likely to
benefit the queries containing medical concepts related to diagnostic tests.
6.6.5.2 Comparison with the Task-Specific Representation Baseline
Next, we compare the retrieval performance of the two proposed approaches with the task-specific
representation baseline on a per-query basis. We choose to discuss only the 5-fold setting as it is the
most effective.
We first discuss the performance of the Bayesian-based approach. From Figure 6.3, we observe
that in general the Bayesian-based approach performs better than the task-specific representation base-
line. In particular, for the TREC 2011 queries, the Bayesian-based approach outperforms the task-
specific representation baseline for 22 out of 34 queries, while it performs worse than the baseline for
10 queries. We observe that the Bayesian-based approach is likely to be more effective for difficult
queries. For instance, the Bayesian-based approach could improve the retrieval performance of the





Figure 6.3: The retrieval performances of our Bayesian-based approach for inferring the conceptual
relationships and the task-specific representation baseline on a per-query basis, evaluated using the
TREC 2011 and 2012 Medical Records Track.
121, and 125). Meanwhile, for the TREC 2012 queries, the Bayesian-based approach outperforms the
task-specific representation baseline for 23 out of 47 queries, while performing worse than the base-
line for 22 queries. Moreover, we observe that the Bayesian-based approach could effectively expand
queries with related concepts. For example, in query #125 “Patients co-infected with Hepatitis C and
HIV”, the Bayesian-based approach could expand the query with concepts, such as C0001175 (AIDS)
and C0024419 (Waldenstrom Macroglobulinemia), which are diseases related to HIV and Hepatitis C,
respectively.
In Figure 6.4, we show the per-query retrieval effectiveness of the stochastic approach in comparison
with the task-specific representation baseline. Firstly, we observe that the stochastic approach outper-
forms this baseline for the majority of the queries. Indeed, our approach is more effective for 18 out
of 34 queries and for 24 out of 47 queries from TREC 2011 and 2012, respectively. Similar to the
Bayesian-based approach, we also observe that the stochastic approach tends to be effective for difficult
queries. Specifically, for the queries where the task-specific representation baseline obtains a retrieval
performance less than 0.25 (bpref for TREC 2011 and infNDCG for TREC 2012), the stochastic ap-
proach outperforms the task-specific representation baseline for 7 out of 11 queries for TREC 2011 and





Figure 6.4: The retrieval performances of our stochastic approach for inferring the conceptual relation-
ships and the task-specific representation baseline on a per-query basis, evaluated using the TREC 2011
and 2012 Medical Records Track.
6.6.5.3 Comparison with the Bo1 Baseline
This section discusses the retrieval performances of the two proposed approaches in comparison with
the Bo1 baseline, which is a stronger baseline. We compare the retrieval performances on a per-query
basis.
We first discuss the retrieval effectiveness of the Bayesian-based approach. From Figure 6.5, we ob-
serve that the Bayesian-based approach performs comparably to the Bo1 baseline. Indeed, our approach
outperforms the Bo1 baseline for 16 out of 34 queries and for 21 out of 47 queries for TREC 2011 and
TREC 2012, respectively. Meanwhile, the Bo1 baseline performs better than our approach for 12 and
20 queries for TREC 2011 and 2012.
Next, we discuss the retrieval performance of the proposed stochastic approach. From Figure 6.6,
we observe that the Bo1 baseline benefits more queries than the stochastic approach. Specifically, the
Bo1 baseline outperforms the stochastic approach for 16 (resp. 23) out of 34 (resp. 47) queries for
TREC 2011 (resp. TREC 2012), while the stochastic approach performs better for 11 and 20 queries
for TREC 2011 and 2012, respectively. However, this is expected, as the Bo1 baseline achieves a





Figure 6.5: The retrieval performances of our Bayesian-based approach for inferring the conceptual
relationships and the Bo1 query baseline on a per-query basis, evaluated using the TREC 2011 and 2012
Medical Records Track.
considering the performance on the difficult queries (i.e. queries that obtain retrieval performance <
0.25 when query expansion is not applied), we observe that the stochastic approach outperforms the
Bo1 baseline performs better than the Bo1 baseline for 8 out of 16 queries across the TREC 2011 and
2012, while it performs worse than the Bo1 baseline for only 3 queries.
Importantly, from this analysis, we observe that the Bayesian-based approach is in general effective,
and in particular more effective than the Bo1 baseline. On the other hand, the stochastic approach is
more effective for the difficult queries.
From the per-query performance comparison in Sections 6.6.5.2 and 6.6.5.3, we observe that both
the Bayesian and the stochastic approaches are more likely to benefit the difficult queries (i.e. the queries
that obtain retrieval performance < 0.25 when not applying query expansion).
6.7 Conclusions
We have investigated approaches to instantiate the Conceptual Reasoning component of our framework
(described in Section 4.2), which uncovers implicit knowledge at the record level. In particular, we





Figure 6.6: The retrieval performances of our stochastic approach for inferring the conceptual relation-
ships and the Bo1 baseline on a per-query basis, evaluated using the TREC 2011 and 2012 Medical
Records Track.
task-specific representation approach introduced in Section 4.2.1 of Chapter 4. We firstly showed how
to extract association rules between medical concepts from external resources, including free-text doc-
uments and ontologies, in Section 6.2. Then, we investigated two approaches to take into account both
medical concepts inferred using a pseudo-relevance feedback approach and the association rules of re-
lationships between medical concepts. These two approaches infer the relationships between medical
concepts in the association rule database by using a Bayes’ theorem (Sections 6.3) and a stochastic
analysis (Section 6.4), respectively. From the experimental results, we observed that with a fair set-
ting the Bayesian-based approach improved the retrieval performance by up to 10.51% (see Table 6.6,
Section 6.6.3). On the other hand, we observed that the stochastic approach were likely to perform
effectively for difficult queries (see Table 6.7, Section 6.6.4). These results support the thesis statement
detailed in Section 1.3, in that the relationships between the medical conditions (i.e. medical concepts)
related to the medical decision process could be used to uncover implicit knowledge in patient search at
the record level of the retrieval process.
In the next chapter, we introduce approaches to instantiate the Department Expertise component of
the framework, which uncovers implicit knowledge at the inter-record level. In particular, we focus
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on leveraging knowledge gained from aggregates of the medical records issued by particular hospital
departments to improve patient search. For instance, we aim to automatically detect from the aggregates
of medical records that the cardiology department has expertise in heart diseases; hence, for a query
that searches for patients with heart diseases, those patients who have medical records issued from the
cardiology department should be promoted.
119
Chapter 7
Leveraging Knowledge about Hospital
Departments’ Expertise
7.1 Introduction
In this chapter, we discuss the Department Expertise component of our framework. Recall that this
component aims to extract implicit knowledge at the inter-record level of the retrieval process (see Sec-
tion 4.2). In particular, we propose to explicitly make available to an information retrieval (IR) system
some of the implicit knowledge, by exploiting insights gained from aggregates of medical records. For
a medical query, we propose to weight the importance of each hospital department for that query by
considering the medical records created by that department. In particular, we leverage this evidence
(i.e. the department-level evidence) to emphasise on the medical records that were created by the de-
partments whose expertise is relevant to the query. As shown in Figure 7.1, a medical record contains
information about its type and subtype, which are related to the hospital department that the medical
record is issued from. We form the department-level evidence from medical records that share the same
type and subtype tags shown in Figure 7.1. We propose to use this department-level evidence to give
higher importance to the medical records from the hospital departments that specialise in the medical
condition(s) stated in each medical query. For example, for a query about heart disease, a higher impor-
tance is given to medical records from the cardiology department. We argue that the modelling and use
of the department-level evidence by a patient search system will lead to enhanced retrieval performance.
The remainder of this chapter is organised as follows:
• In Section 7.2, we introduce our two approaches to model department-level evidence, when esti-
mating the relevance of patients based on their medical records.
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... (report text here) ...
</report_text>
</report>
Figure 7.1: An example of a transesophageal echocardiography (TEE) medical record, from the cardi-
ology department.2
• Section 7.3 discusses our two techniques for obtaining department-level evidence from aggre-
gates of medical records, which are adapted from a voting (Section 7.3.1) and federated search
(Section 7.3.2) paradigms, respectively.
• In Section 7.4, we discuss the evaluation of the proposed approaches to leverage department-level
evidence to enhance the retrieval performance of a patient search system.
• Section 7.5 summarises the key findings from this chapter.
7.2 Leveraging Department-Level Evidence
In this section, we describe our two approaches for leveraging department-level evidence, when rank-
ing patients based on the relevance of their medical records towards a medical query. Specifically, in
Section 7.2.1, we introduce the first approach that enables the voting techniques (see Section 4.2.2) to
take into account the department-level evidence when aggregating the relevance scores of the medical
records to rank patients. On the other hand, in Section 7.2.2, we propose the second approach that lever-
ages the department-level evidence when estimating the relevance scores of the medical records before
aggregating the relevance scores of patients using the voting techniques.
7.2.1 The Extended Voting Techniques for Department-Level Evidence
We first introduce our approach (namely, the aggregate scoring approach) that extends the voting tech-
niques to take into account the department-level evidence. In particular, the aggregate scoring approach
enables a voting technique to highly weight medical records from hospital departments that are expert
in the medical conditions stated in a query, when aggregating the relevance scores of the patients. We
2TEE and ECHO are the abbreviations of ‘transesophageal echocardiography’ and ‘cardiology reports’, respectively.
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extend the expCombSUM and expCombMNZ voting techniques from the Voting Model (see Equa-
tions (2.13) and (2.14) in Section 2.7, respectively) by allowing the setting of different weights on
particular medical records, as they have been shown to be effective for the patient search task (see Ta-
bles 4.5 and 4.7 of Chapter 4). Hence, our extended expCombSUMw and expCombMNZw techniques
can take into account the expertise of the department of each medical record (i.e. department-level ev-
idence) to focus on medical records from hospital departments that have medical expertise relevant to
the query when ranking patients.
In particular, we define profile(p) to be the set of medical records associated with a patient p, while
R(q) is a ranking of all medical records with respect to query q. As each patient is represented by
an aggregate of the associated medical records, each medical record retrieved in R(q) is said to vote
for the relevance of its associated patient. The proposed expCombSUMw and expCombMNZw voting
techniques score a patient p with respect to a query q as follows:
score patientexpCombSUMw(p, q) =
∑
d∈R(q)∩profile(p)
w(d, q) · escorer(d,q) (7.1)




w(d, q) · escorer(d,q)
]
where R(q) ∩ profile(p) is the set of medical records associated with the patient p that are also in the
ranking R(q); |R(q) ∩ profile(p)| is the number of medical records in this set; and scorer(d, q) is the
relevance score of medical record d for query q, as obtained from a standard weighting model such as
BM25 (Equation (2.3)).
Within Equations (7.1) and (7.2), we draw attention to the addition of w(d, q) to the expComb-
SUM and expCombMNZ voting techniques (Equations (2.13) and (2.14) in Section 2.7), which permits
different weights for different medical records. As previously discussed in Section 4.2.3.3, the exist-
ing voting techniques (e.g. Equation (2.13)) do not take into account the information that the medical
records of patients with a particular medical condition are likely to be predominantly from a particu-
lar hospital department that specialises in that condition. We use w(d, q) to put emphasis on medical
records associated with particular hospital departments that are relevant to query q, as follows:
dep = department(d) (7.3)
w(d, q) = 1 + (λ · score department(dep, q)) (7.4)
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where department(d) returns the department dep that issued medical record d, and λ is a parameter
that controls emphasis to place on the department-level evidence (λ ≥ 0, where λ = 0 disables the use of
department-level evidence). The relevance of a department dep to a query q, score department(dep, q),
allows the expCombSUMw and expCombMNZw to focus on medical records from particular hospital
departments whose department-level evidence is relevant to the query q.
Later, in Section 7.3, we will introduce two techniques from a voting (Section 7.3.1) and a federated
search paradigm (Section 7.3.2) to obtain department-level evidence and estimate the relevance score of
a department (score department(dep, q)) in Equation (7.4).
7.2.2 Leveraging Department-Level Evidence when Ranking Medical Records
The department-level evidence can also be exploited when ranking medical records towards the queries,
before aggregating the relevance scores to rank their associated patients. In this section, we discuss our
approach (namely, the record scoring approach) to model the department-level evidence when ranking
medical records based on their relevance towards a query. To take into account the hospital department
that issues a medical record d, the record scoring approach calculates the relevance score of the medical
record d, as a linear combination of the relevance score of the medical record d and the relevance score
of the hospital department which d was issued from (i.e. department(d)), as follows:
score(d, q) = scorer(d, q) + (λ · score department(department(d), q)) (7.5)
where department(d) is the department that issued the medical record d, scorer(d, q) is the relevance
score of the medical record d, which can be calculated using any standard weighting model, and λ is
a parameter to specify the emphasis to place upon department-level evidence (λ ≥ 0) in comparison
to the relevance score of the medical record d. We discuss our techniques to estimate the score of the
department-level evidence (score department(department(d), q)) in Section 7.3.
Then, when ranking patients the relevance scores (score(d, q)) of the medical records computed
using Equation (7.5) are aggregated using a voting technique such as CombSUM (Equation (4.2)).
7.3 Obtaining Department-Level Evidence
In Sections 7.3.1 and 7.3.2, we discuss our techniques adapted from a voting and federated search
paradigm, respectively, to capture the department-level evidence and estimate the relevance score of a
department as used in Equations (7.4) and (7.5).
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Figure 7.2: Examples of medical records from hospital departments.
7.3.1 A Voting Paradigm for Modelling Department-Level Evidence
Within the voting paradigm, we introduce the first technique to represent the inherent implicit knowledge
in the form of department-level evidence. In particular, we propose to aggregate the medical records
from each hospital department to capture some of the implicit knowledge about the expertise of that
department. This implicit knowledge may not be available in a traditional IR system, since such knowl-
edge is not explicitly stated in a single medical record, but could be captured from the aggregates of
medical records issued by particular hospital departments. Indeed, we argue that this implicit evidence
about the hospital departments’ expertise is useful for improving the retrieval performance.
Specifically, we estimate department-level evidence by using the medical records associated with
individual departments. Figure 7.2 shows examples of the structure of medical records from each hospi-
tal department. For instance, we represent the department-level evidence of the cardiology department
with all of the medical records issued by that department. This permits the IR system a high-level view
of each hospital department’s expertise that could not be captured in any individual medical record. For
example, the expertise of the cardiology department captured in the department-level evidence may en-
compass evidence of its expertise in heart disease, heart failure, valvular disease, or off-pump surgery.
Hence, for instance, the IR system can infer that a medical record from the cardiology department has
at least a small probability to be about a heart condition.
We use this department-level evidence to estimate the relevance of a hospital department’s expertise
towards a query q, based on the relevance score of aggregates of medical records from the individual
hospital departments. As the department-level evidence is represented by aggregates of their associated
medical records, a voting technique from the Voting Model can be used to effectively rank departments
with respect to a query. Recall that in Chapter 4 (e.g. Equation (4.2)), we use the voting techniques
to aggregate the relevance scores of medical records in order to rank patients. On the other hand, in
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this section, we use the voting techniques to calculate the relevance scores of hospital departments. For
instance, in Equation (4.2), we use profile(dep), which is the set of medical records associated with
the department dep, instead of profile(p).
This relevance score of a hospital department is further used by the two approaches for leveraging
department-level evidence introduced in Section 7.2 to put more emphasis on the medical records from
particular hospital departments when ranking patients based on the relevance of their associated medical
records towards a query.
7.3.2 A Federated Search Technique for Modelling Department-Level Evidence
The second technique to extract department-level evidence is inspired by the work of federated search
of Callan (2000). We propose that federated search techniques could be deployed to rank hospital de-
partments by representing those departments as databases containing their associated medical records.
Specifically, to model the department-level evidence inherent within the medical records, we represent
each database (i.e. resource) by the terms (and their frequencies) found in the medical records of the
same hospital department. In particular, we build an index (i.e. a database) for the set of medical records
from each hospital department. For instance, the database representing the cardiology department con-
tains statistics of terms occurring in medical records issued from this department. This may allow each
database to represent the expertise of the corresponding hospital department. For example, the medical
records of patients having symptoms or treatments related to heart diseases are issued by the cardiology
department, as shown in Figure 7.2.
Classical federated search approaches were typically designed for uncooperative environments of
databases (Callan, 2000), and hence require the use of a query-based sampling technique to create a
representation of each resource. Notably, we are working in a cooperative environment, hence resource
sampling is not required. We use the CORI database selection algorithm (Callan, 2000) to calculate the
relevance scores of databases (i.e. hospital departments), since this technique has been shown to be ef-
fective on different federated search tasks (Callan, 2000; Ogilvie & Callan, 2001; Si & Callan, 2002). In
particular, the relevance score (i.e. belief) p(ti|dep) of the database representing a hospital department
dep, according to a query term ti is calculated as follows (Callan, 2000):
T =
df






p(ti|dep) = b+ (1− b) · T · I (7.8)
125
7.4 Experiments
where df is the number of medical records in the database representing the hospital department dep that
contains term ti, cf is the number of databases that contain ti, |DB| is the number of the databases in
the collection, cw is the number of terms in database representing department dep, avgcw is the aver-
age number of terms among the databases in the collection, and b is parameter, which is set to 0.4 as
recommended by Callan (2000).
Next, the beliefs (i.e. relevance scores) based on each term in a query are combined into the final
belief that a database representing department dep is relevant to the query (i.e. the relevance score of
the department for the query) using belief operators (Turtle & Croft, 1991b). In particular, during our
experiments, we combine beliefs using SUM, OR, and AND operators, as follows:












where p(ti|dep) is the relevance score (i.e. belief) calculated using Equation (7.8) and |q| is the number
of query terms.
Generally in federated search systems, the 5 or 10 databases with the highest belief scores are se-
lected and documents will be retrieved only from these databases. However, we use all of the databases’
relevance scores, since we need the estimates of the relevance towards a given query for individual
hospital departments. In particular, these database relevance scores are used by the two approaches
for leveraging department-level evidence to take into account the expertise of hospital’s departments,
when ranking patients based on the relevance of their medical records (Equations (7.4) and (7.5) in
Section 7.2).
7.4 Experiments
This section evaluates the retrieval effectiveness of the two proposed approaches for extracting and lever-
aging knowledge about hospital departments’ expertise to enhance a patient search system. In particular,
Section 7.4.1 describes the experimental setup we use to evaluate the two proposed approaches. Sec-
tion 7.4.2 lists the research questions that are investigated in this chapter. In Sections 7.4.3 and 7.4.4, we
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Table 7.1: Statistics of hospital departments in the collection.
Number of databases (i.e. hospital departments) 328
Minimum number of medical records per database 1
Maximum number of medical records per database 19,769
Average number of medical records in the databases 307.52
Standard deviation of the number of medical records in the databases 1397.44
Minimum number of terms per database 79
Maximum number of terms per database 2,723,596
Average number of terms in the databases 91,609.29
Standard deviation of the number of terms in the databases 332,880.76
evaluate the proposed approaches for leveraging the department-level evidence, using the techniques de-
scribed in Sections 7.2.1 and 7.2.2, respectively. In particular, in Sections 7.4.3 and 7.4.4, we investigate
the retrieval performance of the two approaches when uniformly setting the λ parameter (Equations (7.4)
and (7.5)). Then, in Section 7.4.5, we discuss how we can automatically learn the λ value in the two
approaches. Finally, we further analyse the retrieval performances achieved by the proposed approaches
in Section 7.4.6.
7.4.1 Experimental Setup
As discussed in Section 7.2, we argue that modelling department-level evidence in patient search could
leverage the inherent implicit knowledge within medical records, and hence could improve retrieval ef-
fectiveness. In particular, we argue that department-level evidence gained from the aggregates of med-
ical records issued by particular departments could be used as novel evidence to infer the importance of
a patient’s medical record to a particular query when searching for relevant patients. We evaluate the
two proposed approaches in the context of the TREC Medical Records track’s test collection previously
described and used in Section 4.3.1. Using the information of the structure of the collection, we define
328 hospital departments3. In particular, Table 7.1 shows statistical information about the collection of
328 hospital departments.
We deploy the same settings as in Section 4.3.1, where DFR DPH (Equation (2.8)) and BM25
(Equation (2.3)) are used to rank medical records, before aggregating the relevance scores of patients
using the expCombSUM or expCombMNZ voting techniques. In addition, to estimate the relevance
of hospital departments, we use either the voting techniques (Section 7.3.1) or the federated search
techniques (Section 7.3.2). When computing the relevance scores of hospital departments using the
voting techniques (Section 7.3.1), we deploy the same voting technique as the one used to rank patients.
3We define the department of a medical record automatically using the combination of its type and subtype tags (see Fig-
ure 7.1); however, this may allow sub-units of a department to be considered as departments.
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For example, for the expCombMNZw approach, we use the expCombMNZ voting technique to estimate
the relevance of hospital departments.
We compare the effectiveness of the two approaches to exploit the department-level evidence with
the common baseline identified in Section 4.3 of Chapter 4, which does not consider the department-
level evidence (i.e. setting λ in Equations (7.4) and (7.5) to 0).
7.4.2 Research Questions
We investigate the effectiveness of the two approaches to model department-level evidence when ranking
patients based on the relevance of their medical records (Section 7.2) and our techniques to extract the
department-level evidence (Section 7.3). In particular, in the remainder of this chapter, we examine the
following research questions:
RQ 1. Can the aggregate scoring approach that leverages the department-level evidence extracted using
the voting techniques improve the retrieval performance?
RQ 2. Can the aggregate scoring approach that leverages the department-level evidence extracted using
the federated search techniques improve the retrieval performance?
RQ 3. Can the record scoring approach that leverages the department-level evidence extracted using the
voting techniques improve the retrieval performance?
RQ 4. Can the record scoring approach that leverages the department-level evidence extracted using the
federated search techniques improve the retrieval performance?
7.4.3 Experiments with Our Aggregate Scoring Approach
We firstly discuss the retrieval performance of the aggregate scoring approach that leverages the department-
level evidence by extending a voting technique (see Section 7.2.1), when applied with a term-based
representation. Recall that, in this section, we experiment with the uniform setting of the λ value.
Figure 7.3 shows the retrieval effectiveness in terms of bpref of our approach compared with the com-
mon baseline (i.e. λ = 0) where the department-level evidence is not taken into account for the TREC
2011 queries. We observe that the aggregate scoring approach for leveraging the department-level ev-
idence (i.e. expCombSUMw and expCombMNZw) outperforms the common baseline that does not
consider the department-level evidence (i.e. expCombSUM and expCombMNZ, respectively). In partic-
ular, when leveraging the department-level evidence obtained using a voting technique (Section 7.3.1),
both expCombSUMw and expCombMNZw are more effective than both the corresponding common
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(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 7.3: The bpref performances of the aggregate scoring approach for leveraging the department-
level evidence while varying the parameter λ, when applied with a term-based representation.
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(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 7.4: The infNDCG performances of the aggregate scoring approach for leveraging the




(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 7.5: The bpref performances of the aggregate scoring approach for leveraging the department-
level evidence while varying the parameter λ, when applied with the task-specific representation.
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(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 7.6: The infNDCG performances of the aggregate scoring approach for leveraging the




baseline (i.e. expCombSUM and expCombMNZ, respectively) as well as the expCombSUMw and ex-
pCombMNZw approaches that use the department-level evidence obtained using the federated search
techniques (i.e. CORI SUM, CORI OR, and CORI AND) (Section 7.3.2). For instance, when applied
with the BM25 weighting model, the expCombMNZw technique (λ ≈ 6) achieves a bpref of 0.4848,
while the bpref performance of the expCombMNZ baseline is 0.4725 (see Figure 7.3). However, note
that these performance improvements are not statistically significant (paired t-test, p > 0.05). However,
we find that the aggregate scoring approach is robust as it outperforms the common baseline (λ = 0) for
a wide range of λ (0 < λ ≤ 25). Meanwhile, when leveraging the department-level evidence obtained
using the federated search techniques, both expCombSUMw and expCombMNZw marginally outper-
form the common baseline (λ = 0). However, as shown in Figure 7.4, the aggregate scoring approach
could only perform comparably to the common baseline for TREC 2012 queries.
Next, in Figure 7.5, we show the retrieval effectiveness of the aggregate scoring approach when
applied with the task-specific representation approach, which represents medical records and queries
using medical concepts related to symptom, diagnostic test, diagnosis, and treatment (see Section 4.2.1
of Chapter 4). From Figure 7.5, we observe that except when applied with the DPH weighting model
and the expCombSUM voting technique, the aggregate scoring approach (i.e. expCombSUMw and exp-
CombMNZw) that leverages the department-level evidence obtained using the voting techniques outper-
forms the common baseline (i.e. expCombSUM and expCombMNZ, respectively), for the TREC 2011
queries. For example, when applied with the BM25 weighting model, the expCombSUMw technique
(λ ≈ 2.3) improves the retrieval performance from bpref 0.5243 to 0.5280. On the other hand, when us-
ing the department-level evidence obtained using the federated search techniques, the aggregate scoring
approach performs comparably to the common baseline. In addition, we find that with the task-specific
representation approach, the retrieval performance of the proposed aggregate scoring approach is more
sensitive to the value of λ. For instance, expCombMNZw performs better than the baseline, when λ is
set in the range of (0,6]. Meanwhile, we find that the aggregate scoring approach is less effective for the
TREC 2012 queries, as shown in Figure 7.6.
Overall, we find that the aggregate scoring approach is more effective for the TREC 2011 queries
than for the TREC 2012 queries. Meanwhile, the aggregate scoring approach is effective for both the
term-based and the task-specific representation approaches. In addition, the aggregate scoring approach
when leveraging the department-level evidence obtained using the voting techniques is more effective
than when using the federated search techniques. In answer to the first and the second research questions,
the aggregate scoring approach can effectively leverage the department-level evidence gained using
133
7.4 Experiments
(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 7.7: The bpref performances of the record scoring approach for leveraging the department-level
evidence while varying the parameter λ, when applied with a term-based representation.
either the voting techniques or the federated search techniques. However, using the department-level
evidence obtained using the voting techniques leads to more effective retrieval performances.
7.4.4 Experiments with Our Record Scoring Approach
In this section, we evaluate the performance of the record scoring approach that models the department-
level evidence when calculating the relevance scores of medical records, before aggregating the rele-
vance scores for their associated patients (see Section 7.2.2). We compare the proposed record scoring
approach (denoted DR) with the common baseline (λ = 0) used in Section 7.4.3. As shown in Fig-
ure 7.7, when applied with a term-based representation approach, the record scoring approach (i.e. DR)
is able to leverage the department-level evidence obtained using the voting techniques and outperforms
the common baseline (λ = 0) for all the variants of the used retrieval models and voting techniques,
for the TREC 2011 queries. For instance, when applied with BM25 and expCombMNZ, the record
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(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 7.8: The infNDCG performances of the record scoring approach for leveraging the department-
level evidence while varying the parameter λ, when applied with a term-based representation.
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(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 7.9: The bpref performances of the record scoring approach for leveraging the department-level
evidence while varying the parameter λ, when applied with the task-specific representation.
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(a) BM25+expCombSUM (b) BM25+expCombMNZ
(c) DPH+expCombSUM (d) DPH+expCombMNZ
Figure 7.10: The infNDCG performances of the record scoring approach for leveraging the department-
level evidence while varying the parameter λ, when applied with the task-specific representation.
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scoring approach (λ ≈ 1.4) improves the bpref retrieval performance to 0.4859, in comparison to the
expCombMNZ baseline whose bpref is 0.4722. Meanwhile, the department-level evidence obtained us-
ing CORI is less effective. On the other hand, for the TREC 2012 queries, the record scoring approach
performs comparably to the common baseline (see Figure 7.7).
In Figures 7.9 and 7.10, we compare the retrieval performance of the record scoring approach with
the common baseline, when applied with the task-specific representation approach. From Figure 7.9,
we observe the same pattern, i.e. that the record scoring approach when leveraging the department-
level evidence obtained using the voting techniques outperforms the common baseline for the TREC
2011 queries. For example, when applied with BM25 and expCombMNZ, the record scoring approach
(λ ≈ 1) improves the retrieval performance from bpref 0.5044 to 0.5100. Meanwhile, the department-
level evidence obtained using the federated search techniques is less effective. On the other hand, for
the TREC 2012 queries, the retrieval performance of the record scoring approach is comparable to the
common baseline. In answer to the third and the fourth research questions, the record scoring approach
can effectively leverage the department-level evidence obtained using either the voting techniques or
the federated search techniques. However, leveraging the department-level evidence obtained using the
voting techniques is more effective than the one using the federated search techniques.
To summarise, we find that the record scoring approach is more effective for the TREC 2011 queries
than for the TREC 2012 queries, which is in line with the performance of the aggregate scoring approach
(see Section 7.4.3). However, the record scoring approach is effective for a narrower λ range. In addi-
tion, the obtained performance improvements are not statistically significant (paired t-test, p > 0.05).
Meanwhile, we observe that both the aggregate scoring and the record scoring approaches are more
effective when applied with the expCombMNZ voting technique than when applied with the expComb-
SUM voting technique. In addition, when comparing the two proposed approaches, we observe that the
aggregate scoring approach is marginally more effective than the record scoring approach.
7.4.5 Learning to Leverage Department-Level Evidence
In this section, we investigate how to automatically set λ in Equations (7.4) and (7.5). Recall that λ is
a parameter in the two proposed approaches (Equations (7.4) and (7.5)) that sets the level of emphasis
on the department-level evidence when ranking patients. We argue that queries benefit from different
levels of emphasis with respect to the department-level evidence. To effectively set the λ value, we use
a regression technique to learn the effective λ values from the training queries using query features.
We first introduce our features used for choosing the effective parameter λ for an unseen query.
We argue that if a query is difficult, it might be beneficial to take into account the department-level
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evidence. In particular, the department-level evidence is needed for the queries where the occurrences
of query terms in the individual medical records are not enough for inferring relevance. In particular,
we use the predicted difficulty of the query computed using 12 query performance predictors (Carmel &
Yom-Tov, 2010; Cronen-Townsend et al., 2002; Zhao et al., 2008), which are also used and described
in Section 6.5 of Chapter 6, as features (see Table 6.2).
In order to estimate an effective λ within our approaches for modelling the department-level ev-
idence (i.e. Equations (7.4) and (7.5)), we identify the best λ that achieves the optimal retrieval per-
formance in terms of a particular retrieval measure (i.e. bpref for TREC 2011 and infNDCG for TREC
2012) for each training query. Specifically, we sweep the λ parameter between 0 and 100 to find the best
combination model in terms of the retrieval performance for each training query. Then, our learner uses
the identified effective λ parameter to train a learned regression model from the retrieval performance
prediction features.
7.4.5.1 Experimental Setup
To automatically learn the λ value for a given query using the technique described in Section 7.4.5, we
use the Gradient Boosted Regression Trees (GBRT) learner, which is also used in Chapters 5 and 6.
We use the root-mean-square error (RMSE) as the loss function when learning the λ value. We deploy
2 different learning regimes, namely 5-fold cross-validation (5-fold) and cross-collection validation (x-
collection) (see Section 5.4.1), which are also used in the previous chapters.
We deploy the same experimental setup as discussed in Section 7.4.1. Due to its increased effective-
ness as shown in Sections 7.4.3 and 7.4.4, we choose to conduct the experiments using the aggregate
scoring approach (Section 7.2.2). In particular, we use the term-based representation approach (see
Section 4.2.1), applying BM25 to rank medical records before using the expCombSUMw and exp-
CombMNZw techniques to aggregate the relevance scores for patients. We extract the department-level
evidence using a voting technique (see Section 7.3.1).
7.4.5.2 Experimental Results
Table 7.2 compares the aggregate scoring approach (denoted expCombSUMw or expCombMNZw), when
using the learned approach presented in Section 7.4.5 to set the λ value, with the expCombSUM and
the expCombMNZ baselines. Additionally, we also report the retrieval performance of the aggre-
gate scoring approach when the λ parameter can be optimally set for every query (denoted oracle).
From Table 7.2, we observe that the expCombSUMw technique using either the 5-fold or x-collection
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Approach bpref (TREC 2011) infNDCG (TREC 2012)
expCombSUM 0.5018 0.4343
expCombMNZ 0.4725 0.4274
expCombSUMw (5-fold) 0.5097 0.4232
expCombSUMw (x-collection) 0.5032 0.4015
expCombMNZw (5-fold) 0.5037 0.4110
expCombMNZw (x-collection) 0.4984 0.3950
expCombSUMw (oracle) 0.5385⊕ 0.4583⊕
expCombMNZw (oracle) 0.5205	 0.4534	
Table 7.2: Comparison of the retrieval performances of the aggregate scoring approach with the exp-
CombSUM and expCombMNZ baselines on TREC 2011 and 2012 Medical Records track’s queries.
Statistical significance (paired t-test) at p < 0.05 over expCombSUM and expCombMNZ are denoted
⊕ and 	, respectively.
training regimes (bpref 0.5097 and 0.5032, respectively) outperforms both the expCombSUM and ex-
pCombMNZ baselines (bpref 0.5018 and 0.4725, respectively) for the TREC 2011 queries. Mean-
while, the expCombMNZw technique improves the retrieval performance over the corresponding ex-
pCombMNZ baseline. For example, using the 5-fold training regime, the expCombMNZw technique
improves the retrieval performance over the expCombMNZ baseline by 6.6%. However, these perfor-
mance improvements are not statistically significant. On the other hand, we observe that for the TREC
2012 queries, our approach could not outperform both baselines.
Comparing the retrieval performances of the expCombSUMw and expCombMNZw techniques, we
observe that expCombSUMw achieves a better retrieval performance. However, for TREC 2011, com-
pared to its corresponding baseline, expCombMNZw attains a better relative performance improvement
than expCombSUMw. In particular, with the 5-fold training regime, expCombMNZw outperforms ex-
pCombMNZ by 6.6%, while expCombSUMw outperforms the expCombSUM baseline by 1.6%. In
addition, we find that the 5-fold training regime is more effective than the x-collection training regime
for both TREC 2011 and TREC 2012.
Next, we discuss the retrieval performance that our approach can achieve if the λ parameter can
be set properly for every query (denoted oracle) from Table 7.2. For TREC 2011, we observe that
the expCombSUMw technique (bpref 0.5385) significantly (paired t-test, p < 0.05) outperforms the
expCombSUM baseline (bpref 0.5018). Meanwhile, the expCombMNZw technique also performs sig-
nificantly (paired t-test, p < 0.05) better than the expCombMNZ baseline (bpref 0.5205 vs 0.4725).
On the other hand, for TREC 2012, both the expCombSUMw (infNDCG 0.4583) and expCombMNZw
(infNDCG 0.4534) techniques also significantly (paired t-test, p < 0.05) outperform the expCombSUM
(infNDCG 0.4343) and expCombMNZ (infNDCG 0.4274) baselines, respectively. From these results,
we conclude that there is scope to improve the learning of the λ parameter, as illustrated by the enhanced
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performance of the oracle. We leave the investigation of a more effective technique for automatically
setting the λ parameter for future work.
7.4.6 Per-Query Performance Analysis
In this section, we conduct a failure analysis to investigate the retrieval performance of the aggregate
scoring approach that leverages department-level evidence to improve the performance of a patient
search system. We analyse the retrieval performance of the aggregate scoring approach when the λ value
within the aggregate scoring approach is learned using the x-collection training regime, as previously
used in Section 7.4.5 (i.e. expCombSUMw (5-fold) in Table 7.2).
In Figure 7.11, we compare the retrieval performance on a per-query basis of expCombSUMw (x-
collection) to the expCombSUM baseline. In addition, the best retrieval performance that our approach
can obtain when the optimal λ value set for every query (expCombSUMw (oracle)) is also reported. In
particular, Figures 7.11(a) and 7.11(b) show the retrieval performances in terms of bpref and infNDCG
for the TREC 2011 and 2012 queries, respectively. For TREC 2011, we observe that expCombSUMw
(x-collection) outperforms the expCombSUM baseline for 16 out of 34 queries, while it decreases the re-
trieval performance of 13 queries. Meanwhile, for TREC 2012, expCombSUMw (x-collection) improves
the retrieval performance over the expCombSUM baseline for only 8 out of 47 queries. However, exp-
CombSUMw (x-collection) performs worse than the expCombSUM baseline for 22 queries. In addition,
we observe that the aggregate scoring approach is more sensitive to the used λ values for the TREC
2012 queries than for the TREC 2011 queries. In particular, we find that the mean of the best λ values
for the TREC 2011 and TREC 2012 queries are 21.12 and 5.13, respectively. Meanwhile, the standard
deviations are 29.94 and 15.09. On the other hand, we observe that the mean of the learned λ values
are 20.56 and 5.12 for TREC 2011 and 2012, respectively (the standard deviations are 15.36 and 9.88,
respectively). We can see that the effective range of λ values for TREC 2012 is narrower than TREC
2011 and the learned technique could set the λ values within that range. However, the performance
achieved for TREC 2012 is overall less effective than TREC 2011.
7.5 Conclusions
We have introduced the third component of our framework (i.e. the Department Expertise component)
that leverages the knowledge gained from aggregates of medical records associated with hospital de-
partments (i.e. department-level evidence) to alleviate the issue of implicit knowledge in patient search.





Figure 7.11: Comparison of the retrieval performances of the aggregate scoring approach and the base-
line, when applied with BM25 and the expCombSUM voting technique
based on the relevance of their medical records. The first approach (namely, the aggregate scoring ap-
proach) extends existing voting techniques to consider department-level evidence to better weight the
importance of the individual medical records, based on the hospital departments that they are issued
from, when ranking patients (Section 7.2.1). On the other hand, the second approach (namely, the
record scoring approach) takes into account the department-level evidence when ranking the medical
records before aggregating the relevance scores of the associated patients (Section 7.2.2). In addition,
we proposed two techniques to build the department-level evidence from the medical records associated
with particular hospital departments, based on a voting and a federated search paradigm, respectively
(Sections 7.3.1 and 7.3.2). Our results show the potential of the aggregate scoring and the record scoring
approaches. In particular, both approaches effectively leveraged the department-level evidence obtained
using the voting techniques (Sections 7.4.3 and 7.4.4). In addition, these two approaches were effec-
tive when applied with both the term-based and the task-specific representation approaches. However,
we found that both proposed approaches were more effective for the TREC 2011 queries than for the
TREC 2012 queries. In addition, we found that the aggregate scoring approach is more effective than
the record scoring approach. In Section 7.4.5, we introduced the technique for automatically setting the
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λ parameter within both the aggregate scoring and the record scoring approaches. Our experimental
results showed that the aggregate scoring approach improved the retrieval performance over a baseline
that does not take into account the department-level evidence by up to 6.6% (see Table 7.2). We conduct
a per-query performance analysis of the aggregate scoring approach in Section 7.4.6. We found that the
aggregate scoring approach is more sensitive to the setting of the λ value for the TREC 2012 queries
than for the TREC 2011 queries.
In the thesis statement (described in Section 1.3), we postulated that the problem introduced by the
implicit knowledge could be handled at the inter-record level by focusing and reasoning on the medical
conditions related to the medical decision process. From our experiments in this chapter, we conclude
that the two proposed approaches are able to leverage the implicit knowledge at the inter-record level to
improve the retrieval performance.
In the next chapter, we will introduce the final component of our framework, which models the
relevance towards the multiple medical conditions stated in a given query, when ranking patients based
on the relevance of their medical records.
143
Chapter 8
Modelling Relevance towards Multiple
Inclusion Criteria
8.1 Introduction
In this chapter, we discuss the fourth component of our framework (namely, the Inclusion Criteria
Coverage component), which uncovers implicit knowledge at the inter-record level. As discussed in
Sections 3.4.2.1 and 4.2.3.4, existing search systems for retrieving patients may fail in identifying the
cohorts whose medical histories cover all of the inclusion criteria specified in a query, which are of-
ten complex and include multiple medical conditions. For example, for the query “find patients who
are suffering from lupus nephritis and thrombotic thrombocytopenic purpura”, healthcare practitioners
implicitly recognise that the query aims to find patients with both ‘lupus nephritis’ and ‘thrombotic
thrombocytopenic purpura’ (i.e. two inclusion criteria). Hence, healthcare practitioners search for pa-
tients who have both of the medical conditions, instead of those whose medical records have informative
query terms matched as in a typical information retrieval (IR) system. Indeed, any patient exhibiting all
of the inclusion criteria should naturally be ranked higher than a patient that only exhibits a subset, or
none, of the criteria. However, none of the existing patient ranking approaches explicitly aims to rank
patients based on the probability that they are relevant to all or most of the criteria (Edinger et al., 2012)
(see Section 3.4.2.1).
In this chapter, we propose a novel approach that extends the patient and the two-stage models
for ranking patients (described in Section 4.2.2 of Chapter 4) to take into account the coverage of the
inclusion criteria within the medical records of a patient by adapting a technique from recent research
into coverage-based search result diversification. We propose to model the coverage of the inclusion
criteria within the records of a particular patient, and thereby rank highly those patients whose medical
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records are likely to cover all of the criteria. In particular, our proposed approach estimates the relevance
of a patient, based on the mixture probability of the relevance towards the query, and the likelihood that
the patient’s records cover the query criteria. The latter is measured using the relevance towards each of
the criteria stated in the query, represented in the form of sub-queries.
The remainder of this chapter is structured as follows:
• Section 8.2 illustrates the problem that existing approaches could not effectively rank higher those
patients who are relevant to more inclusion criteria stated in the query.
• Section 8.3 introduces our approach to model relevance towards multiple inclusion criteria for
a particular patient by measuring the relevance towards each of the inclusion criteria using sub-
queries. In addition, we discuss a technique for extracting the inclusion criteria from a given
query using a well-established domain-specific resource.
• Section 8.4 discusses our experiments for evaluating the proposed approach for modelling rele-
vance towards multiple inclusion criteria when ranking patients based on the relevance of their
medical records, using the test collection previously used in Section 4.3.1.
• Section 8.5 provides concluding remarks on this chapter.
8.2 Motivation & Problem Definition
Recall from Section 4.2.2 that the patient model estimates the relevance of a patient p towards a query
q, as follows:
P (p|q) ∝ P (Dp|q) (8.1)
where the patient documentDp is created by concatenating the medical records associated to the patient
p. P (Dp|q), which is the probability that Dp is relevant to the query q, can be calculated using any
probabilistic retrieval model, such as a language model. Note that Equation (8.1) is the probability
estimate of Equation (4.1) of Chapter 4.
Alternatively, the two-stage model (see Section 4.2.2) estimates the relevance of a patient p, by
suitably aggregating the relevance probabilities of the medical records associated to the patient p, as
follows:





where di is a medical record in Rp, which is the set of retrieved medical records that are also associated
to the patient p. P (di|q) is the probability that the medical record di is relevant to the query q (e.g.
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(a) A patient model (b) A two-stage model (CombSUM)
Figure 8.1: Illustrative examples of ranking patients using the two main existing approaches. Note that
the relevance scores computed using CombSUM are normalised to maintain probability estimates.
estimated using a language model), while aggregatedi∈Rp [·] can be calculated using a voting technique
(e.g. CombSUM – Equation (4.2) of Chapter 4).
As discussed in Section 8.1, both of the patient and two-stage models may fail in ranking the patients
for a query searching for patients with multiple health conditions because they do not take into account
the relevance towards each of the medical conditions stated in the query. We use Figure 8.1 to illustrate
this problem. Assume that a query q is to find patients with ‘heart disease’ (i.e. criterion q1), ‘diabetes’
(i.e. criterion q2) and ‘alzheimer’s’ (i.e. criterion q3). Assume also that the medical records d1 and d2
are associated with the patient p1, while the medical records d3 and d4 are related to the patient p2. In
Figure 8.1(a), the patient model (as in Equation (8.1)), which estimates the relevance of each patient
using the concatenation of the medical records of that patient (e.g. Dp1 and Dp2), ranks the patient
p1 higher than the patient p2, according to their relevance probabilities, towards the query q (0.9 vs.
0.8). Meanwhile, in Figure 8.1(b), the two-stage model, which estimates the relevance of patients by
suitably aggregating the relevance of their associated medical records (as in Equation (8.2)), also ranks
the patient p1 higher than the patient p2. For instance, as described in Chapter 4, CombSUM estimates
the relevance probability of a patient by summing up and normalising1 the relevance probabilities of
their associated medical records (e.g. after normalising, the relevance probabilities of patient p1 and p2
are 0.57 and 0.43, respectively). However, as previously discussed, an effective patient ranking approach
should rank the patient p2 higher than the patient p1, as the patient p2 is relevant to more criteria in the
query q than the patient p1 (q1, q2, q3 vs. q1, q2).
1Note that there is a need to normalise the aggregated relevance probabilities to maintain probability estimates.
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Denoting the probability that a patient p is relevant to a query q as P (p|q), and the probability that
p is relevant to the multiple inclusion criteria stated in the query q as Pc(p|q), we argue that an effective
patient ranking model, denoted by F (p|q), must have the following two properties:
Property 1: If P (p1|q) = P (p2|q), then patient p1 should be ranked higher than patient p2, F (p1|q) >
F (p2|q), when Pc(p1|q) > Pc(p2|q).






is an appropriate mixture of the two probabilities.
In the next section, we discuss how to build an effective patient ranking model that satisfies the two
above properties, which promotes patients who are relevant to more inclusion criteria, in a probabilistic
manner.
8.3 An Approach for Modelling Relevance towards Multiple In-
clusion Criteria
In this section, we propose to build a probabilistic model that satisfies the two properties previously dis-
cussed in Section 8.2. Specifically, the proposed approach models the mixture of the relevance towards
the query and the likelihood of covering the inclusion criteria extracted from the query, to promote the
patients whose medical records are relevant to a higher number of the inclusion criteria. Our proposed
approach can be calculated, as follows:
F (p|q) ∝ (1− λ) · P (p|q) + λPc(p|q) (8.3)
where P (p|q) is the probability that the patient p is relevant to the query q (i.e. the relevance probabil-
ity), which can be measured using any existing patient ranking approach (e.g. Equations (8.1) or (8.2));
Pc(p|q) is the probability that the medical records of the patient p cover the multiple inclusion criteria
stated in the query q (we refer to this as the coverage probability), and λ (0 ≤ λ ≥ 1) is a mixture
parameter to weight the importance of P (p|q) and Pc(p|q).
Given a set Q = {q1, q2, ..., qn} containing the inclusion criteria stated in the query q, we propose
to estimate the coverage probability Pc(p|q) as the combination of the beliefs that each criterion qi inQ
is covered by the medical records of the patient p, as follows:
Pc(p|q) = belqi∈Q (P (p|qi)) (8.4)
where P (p|qi) is the probability that the patient p is relevant to the criterion qi in Q. bel is a belief
combination function, such as AND and OR, to combine the probabilities that the medical records of
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the patient p cover each inclusion criterion. In Section 7.3.2 of Chapter 7, we already used belief com-
bination functions to calculate the relevance scores of hospital departments within a federated search
technique. In this chapter, we use the belief combination functions in a different manner. Indeed, the
belief combination functions have also been extensively deployed within search approaches (e.g. Met-
zler & Croft (2004); Ribeiro & Muntz (1996); Turtle & Croft (1991a)) to combine the probabilities that
a particular document is relevant to each query term. For instance, belAND can be calculated as (Metzler
& Croft, 2004):




In the remainder of this section, we discuss how the proposed approach can be applied within the
existing patient and two-stage ranking models, respectively. Then, in Section 8.3.3, we describe our
technique to extract the inclusion criteria from a query.
8.3.1 The Extended Patient Model
Within the patient model, the proposed approach can be adapted by inserting Equations (8.1) and (8.4)
into Equation (8.3), as follows:
F (p|q) ∝ (1− λ) · P (Dp|q) + λ · belqi∈Q (P (Dp|qi)) (8.6)
where λ is a mixture parameter that weights the importance of the relevance and the coverage probabili-
ties. Specifically, the first part of the equation, (1−λ) ·P (Dp|q), focuses on the relevance probability of
the patient document Dp towards the query q. The second part of the equation calculates the coverage
probability of Dp. We use P (Dp|qi) to measure the probability that Dp covers a particular inclusion
criterion qi.
8.3.2 The Extended Two-Stage Model
As shown in Figure 8.1(b), the two-stage model (previously discussed in Section 4.2.2) firstly ranks
the medical records, and then suitably aggregates their relevance probabilities to rank the associated
patients. Hence, we can model the mixture of the relevance and the coverage probabilities either at the
stage of ranking patients (Section 8.3.2.1), or at the stage of ranking medical records (Section 8.3.2.2).
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8.3.2.1 Ranking Patients
First, we can model the mixture of the relevance and coverage probabilities at the patient ranking stage
of a two-stage model by inserting Equations (8.2) and (8.4) into Equation (8.3), as follows:











where the relevance towards query q and each of its criterion qi is measured at the aggregated level of
the medical records of particular patients.
8.3.2.2 Ranking Medical Records
In contrast, at the medical record ranking stage, the two-stage model considers each medical record
individually, before suitably aggregating the relevance probabilities of the medical records to estimate
the relevance of their associated patients. The existing aggregation techniques, such as the voting tech-
niques used early in this thesis (e.g. Section 4.2.2), cannot take into account the coverage of the multiple
inclusion criteria among the medical records of a particular patient. Indeed, without alteration, the medi-
cal record ranking stage of the two-stage model cannot examine the fact that a particular medical record
may cover an inclusion criterion that the other medical records associated to the same patient do not
cover. Thus, to highly rank the patients whose medical records cover the multiple inclusion criteria of
the query, we need a mechanism to measure how well each of the inclusion criteria stated in the query is
covered by different medical records of a particular patient. To achieve this, we introduce the criterion
novelty, denoted by P (Rp \ di|qi), which is the probability that a criterion qi is not well covered by
the other medical records that are also associated to the same patient. For instance, in the example of
Figure 8.1(b), after considering the criterion novelty, the coverage probabilities of the medical records
d3 and d4 are boosted, since both of them cover at least one new criterion that is not covered by the
other medical records associated to the same patient. Consequently, the patient p2, which is associated
to the medical records d3 and d4, is likely to be ranked higher than the patient p1. To integrate the
criterion novelty at the medical record ranking stage of the two-stage model, we use Equations (8.3)
and (8.4) to estimate the relevance and the coverage probabilities of the medical record di, before using
Equation (8.2), as follows:
F (p|q) ∝ aggregatedi∈Rp
[
(1− λ) · P (di|q) (8.8)
+ λ · belqi∈Q
(
P (di|qi) · P (Rp \ di|qi)
)]
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where P (Rp \ di|qi) is the criterion novelty of qi. To estimate the criterion novelty, we resort to tech-
niques (e.g. Agrawal et al. (2009); Carbonell & Goldstein (1998)) from web search result diversification,
which measure the novelty of a document within a set of web search results, based on the probability
that the document covers an interpretation of the information need that is not well covered by the other
documents in the result set. In this work, we adapt an existing state-of-the-art technique for search result
diversification (namely, xQuAD (Santos et al., 2010a)) to estimate the criterion novelty within the pro-
posed approach, since it has been shown to be effective for diversifying web search results over several
successive TREC tracks (e.g. Santos et al. (2010a,b)). However, other techniques that explicitly model
the novelty of a document within a set of search results (e.g. IA-Select (Agrawal et al., 2009)) can also
be adapted.
Specifically, for a given query q and a patient p, we adapt xQuAD (Santos et al., 2010a) to itera-
tively re-rank the medical records in Rp by maximising the mixture of the relevance and the coverage
probabilities within Equation (8.8). By assuming the independence of the inclusion criteria within the
query, P (Rp \ di|qi) can be estimated as
∏
dj∈Rp∗(1− P (dj |qi)):
F (p|q) ∝ aggregatedi∈Rp
[
(1− λ) · P (di|q) (8.9)









dj∈Rp∗(1 − P (dj |qi)) estimates the probability that the criterion qi is not well covered by
any medical records in Rp∗, the set of medical records that are ranked higher than dj and that are also
associated to the patient p.
8.3.3 Inclusion Criteria Extraction
As discussed in Section 8.3, to measure the coverage probability, we need to extract the set of the inclu-
sion criteria Q (e.g. in Equations (8.6), (8.7) and (8.9)) from a query q and use the extracted inclusion
criteria as sub-queries. Importantly, the quality of the extracted sub-queries can affect the effectiveness
of the proposed approach. For example, if the sub-queries are not a good representative of all of the
inclusion criteria stated in the query, our approach may not be able to highly rank the patients whose
medical records cover all or at least most of the inclusion criteria expected by the searchers. Several
techniques (e.g. using domain knowledge, query log, or query suggestions (Agrawal et al., 2009; Car-
bonell & Goldstein, 1998; Santos et al., 2010a)) can be adapted to extract the inclusion criteria from a
given query and to represent the extracted inclusion criteria as sub-queries. For example, when diversi-
fying web search results, Santos et al. (2010a) used as sub-queries the recommended queries suggested
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by a commercial web search engine for the original query. However, we have shown in Section 4.3.4 of
Chapter 4 that the medical conditions that healthcare practitioners focus on when searching the medical
records often relate to four types of the medical conditions of patients, including symptom, diagnostic
test, diagnosis and treatment. Consequently, we deploy MetaMap to extract the medical concepts related
to these four types of medical conditions from the query (as described in Section 4.2.1 and Table 4.1).
However, different from the approach in Section 4.2.1, we use the textual definitions of the extracted
concepts, instead of the unique identifiers of the concepts, as sub-queries (e.g. using ‘Thrombocytosis’
instead of ‘C0836924’). As shown in Figure 4.2 of Chapter 4, MetaMap can generate a number of can-
didate concepts when mapping a given phrase. We select only those that are defined as ‘Meta Mapping’
(i.e. the highest confidence) in order to avoid the redundancy of the extracted inclusion criteria. For
example, in Figure 8.2, for the query “Patients with diabetes mellitus who also have thrombocytosis”,
MetaMap identifies four different concepts, three of which related to ‘diabetes mellitus’ and the other
is related to ‘thrombocytosis’. If we use all of the identified candidates, our approach may rank pa-
tients who are relevant to only ‘diabetes mellitus’ higher than those who are relevant to both ‘diabetes
mellitus’ and ‘thrombocytosis’, as the proposed approach is modelled based on the relevance towards
multiple identified concepts.
8.4 Experiments
This section examines the retrieval effectiveness of the proposed Inclusion Criteria Coverage (IC-Cover)
approach to model the relevance towards multiple inclusion criteria when ranking patients based on the
relevance of their medical records. In Section 8.4.1, we describe our experimental setup for evaluating
the IC-Cover approach by comparing to the common baseline previously defined in Chapter 4. Sec-
tion 8.4.2 lists the research questions to be investigated in this chapter. Sections 8.4.3 and 8.4.4 discuss
the experimental results of the IC-Cover approach when uniformly setting the parameter λ and when
deploying a learned approach to set λ on a per-query basis, respectively. Finally, we further analyse the
retrieval performance of the IC-Cover approach in Section 8.4.5.
8.4.1 Experimental Setup
In this section, we discuss the experimental setup we use to evaluate the effectiveness of the proposed
approach for modelling the coverage of the inclusion criteria.
As used in previous chapters and outlined in Section 4.3.1, we evaluate the IC-Cover approach using
the TREC Medical Records track’s test collection. Table 8.1 shows the statistics of the inclusion criteria
extracted from the queries using the MetaMap-based technique discussed in Section 8.3.3. For example,
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Input: "Patients with diabetes mellitus who also
have thrombocytosis"
Phrase: "Patients"
Phrase: "with diabetes mellitus"
Meta Candidates (4):
1000 C0011849:Diabetes Mellitus [Disease or Syndrome]
Diabetes
861 C0011847:Diabetes [Disease or Syndrome]
789 C0241863:DIABETIC [Finding]
Meta Mapping (1000):





1000 C0836924:Thrombocytosis [Disease or Syndrome]
Meta Mapping (1000):
1000 C0836924:Thrombocytosis [Disease or Syndrome]
Figure 8.2: Medical concepts extracted by the MetaMap tool from query 102: ‘Patients with diabetes
mellitus who also have thrombocytosis’, as the query inclusion criteria.
we find that on average we extract more inclusion criteria from the queries from TREC 2011 than those
from TREC 2012 (i.e. on average, 4.32 vs. 3.36 inclusion criteria per query). The highest numbers of
inclusion criteria extracted from a query are 13 (2 queries) and 17 (1 query), for TREC 2011 and TREC
2012, respectively.
We compare the performance of the IC-Cover approach to the common baseline identified in Chap-
ter 4. In particular, we use the same setting identified in Section 4.3.1, and used in the subsequent
chapters. Another possible baseline is to use a Boolean model to retrieve patients whose medical records
contain all of the extracted inclusion criteria (i.e. the textual definitions of the medical concepts extracted
# of Criteria TREC 2011 TREC 2012
Average 4.32 3.36
Standard deviation 2.90 3.06
Minimum 1 1
Maximum 13 17
Table 8.1: Statistics of the inclusion criteria extracted from the TREC queries
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from the query, as described in Section 8.3.3); however, we find that the Boolean model is not effective,
as it retrieves patients for only 6 out of the 34 queries of TREC 2011 and 16 out of the 47 queries of
TREC 2012. Hence, we exclude it from our experiments. In addition, to investigate the impact of the
use of negated language in the medical records and queries on the IC-Cover approach, we also compare
the performances of the IC-Cover approach when the NegFlag approach (introduced Section 5.2.1) is
either deployed or not deployed. Recall that the NegFlag approach tokenises term occurrences with a
positive (e.g. patient has nausea) or negative context (e.g. patient has no nausea) differently, so that our
search system can distinguish between terms with positive and negative contexts in both the medical
records and the queries. This may help to more accurately measure whether a patient has the medical
conditions stated in the query. Note that we have not investigated the impact of the negated language on
the Conceptual Reasoning (Chapter 6) and the Department Expertise (Chapter 7) components. In par-
ticular, for the Conceptual Reasoning component, taking into account negated language can add more
uncertainty when inferring the relationships of the medical conditions. Meanwhile, considering the use
of negated language in the Department Expertise component may prevent the effective identification of
the medical conditions that each hospital department has expertise in. Later in Chapter 9, we investigate
approaches to combination all of the four components of the proposed framework.
We evaluate the IC-Cover approach within both the patient and the two-stage models (see Section 4.2.2)
by deploying the same ranking techniques as those of the corresponding baseline. Indeed, we apply
the IC-Cover approach within the patient model (denoted IC-Cover-P) as in Equation (8.6) using either
BM25 or DFR DPH to estimate the relevance of a patient (as in Section 4.3.1 of Chapter 4). Next, for
the two-stage model, we apply the proposed approach either within the patient ranking stage (denoted
IC-Cover-2P), as in Equation (8.7), or within the medical record ranking stage (denoted IC-Cover-2R),
as in Equation (8.9). Using the same settings as in Section 4.3.1, we deploy either BM25 or DFR
DPH to estimate the relevance of the medical records, while using the CombSUM, expCombSUM, or
expCombMNZ voting techniques to estimate the relevance of a particular patient.
Mixture Parameter Setting: Initially, we uniformly set the mixture parameter λ in Equations (8.6), (8.7)
and (8.9) to 0.5 for every query. This gives an equal emphasis on both the relevance and the coverage
probabilities of a particular patient. Later, in Section 8.4.4, we discuss and evaluate a technique to learn
a suitable λ value for a given query using training data.
Belief Combination Function: We evaluate the IC-Cover approach using three different belief com-
bination functions (namely, AND, OR and SUM), which have been shown to be effective for different
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search tasks (Metzler & Croft, 2004; Ribeiro & Muntz, 1996; Turtle & Croft, 1991a). Specifically,
the belief combination functions AND, OR and SUM combine the probabilities as follows (Metzler &
Croft, 2004; Turtle & Croft, 1991a):




belORqi∈Q (P (p|qi)) = 1−
∏
qi∈Q
(1− P (p|qi)) (8.11)





where |Q| is the number of inclusion criteria in the set Q = {q1, q2, ..., qn}.
8.4.2 Research Questions
Our aim is to investigate the effectiveness of the proposed approach to model the relevance towards
multiple inclusion criteria when ranking patients based on their medical records. Specifically, in the
remainder of this chapter, the following research questions are thoroughly investigated:
RQ 1. Does the IC-Cover approach to model the relevance of the patients’ medical records to each of
the inclusion criteria in the query improve retrieval performance?
RQ 2. What are the belief functions that could be effectively deployed in the IC-Cover approach in order
to combine the relevance towards each of the inclusion criteria?
RQ 3. Is it more effective to also deal with negated language when using the IC-Cover approach?
RQ 4. How to effectively weight the importance of the relevance probability and the coverage likelihood
of our approach?
RQ 5. What is the robustness with respect to the impact of the mixture parameter of the proposed IC-
Cover approach?
RQ 6. What types of queries benefit from the proposed approach for modelling relevance towards the
query inclusion criteria?
8.4.3 Experiments when Setting λ Uniformly
We first compare the retrieval performance of the IC-Cover approach, when the mixture parameter λ
is uniformly set to 0.5 to balance the importance of the relevance and the coverage probabilities, with
the common baseline (λ = 0). Tables 8.2 and 8.3 compare the retrieval effectiveness of the IC-Cover
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approach with the baseline, in terms of bpref for TREC 2011 and infNDCG & infAP for TREC 2012.
In particular, in Tables 8.3 and 8.2, we apply and do not apply the NegFlag approach to accurately
represent the contexts of the medical conditions, respectively. Moreover, the number of queries that the
IC-Cover approach improves or harms compared to the corresponding baseline is also reported. The
remainder of the queries are unaffected. For ease of notation, in both Tables 8.2 and 8.3, the used belief
combination function along the IC-Cover approach is indicated between parentheses. For instance, for
IC-Cover-P(AND), we apply IC-Cover within a patient model and use the belief combination function
AND to combine the probabilities that the medical records of a patient cover the multiple inclusion
criteria extracted from the query.
From Table 8.2, we observe that applying the IC-Cover approach within the medical record ranking
stage of the two-stage model (i.e. IC-Cover-2R) is effective. For example, using the CombSUM voting
technique with either DFR DPH or BM25, IC-Cover-2R(OR) and IC-Cover-2R(SUM), which use the
belief combination functions OR and SUM, respectively, significantly (paired t-test, p < 0.05) outper-
form the CombSUM-based baseline, for every reported measure across both TREC 2011 and 2012. In
addition, using the expCombSUM voting technique with either DFR DPH or BM25, IC-Cover-2R(OR)
and IC-Cover-2R(SUM) improve the retrieval performances over the expCombSUM-based baseline by
up to 4.09% in terms of bpref for TREC 2011. Indeed, using the expCombSUM voting technique
and BM25, the performance improvement is statistically significant (paired t-test, p < 0.05). On the
other hand, we find that the belief combination function AND is in general less effective than the belief
combination functions SUM and OR (see Table 8.2). We also observe that the expCombMNZ voting
technique is not effective when used in conjunction with our approach. This is partly due to the fact
that the expCombMNZ voting technique also considers the number of retrieved medical records asso-
ciated with a particular patient when estimating the relevance of that patient, which could outweigh the
coverage probability within our approach.
When applied within the patient model (i.e. IC-Cover-P), IC-Cover improves the retrieval perfor-
mance by up to 4.95% compared to the corresponding baseline, as shown in Table 8.2. For exam-
ple, when using DPH, the retrieval performances of IC-Cover-P(SUM) are bpref 0.4767 and infNDCG
0.3761, while the retrieval performances of the DPH baseline are bpref 0.4542 and infNDCG 0.3734. In
particular, IC-Cover-P(SUM) outperforms the DPH baseline for 20 out of 34 queries for TREC 2011.
When applied within the patient ranking stage of the two-stage model, we observe that our approach
(i.e. IC-Cover-2P) is not effective. For example, when using the CombSUM voting technique to aggre-
gate the relevance scores of medical records calculated using DFR DPH, our IC-Cover-2P(OR) performs




2011 (34 queries) 2012 (47 queries)
bpref 4 5 infNDCG 4 5 infAP 4 5
Patient Models
DPH 0.4542 0.3734 0.1713
+IC-Cover-P(AND) 0.4549 2 1 0.3727 4 4 0.1718 4 3
+IC-Cover-P(OR) 0.4767 20 9 0.3761 19 19 0.1704 19 19
+IC-Cover-P(SUM) 0.4767 20 9 0.3761 19 19 0.1704 19 19
BM25 0.4539 0.3916 0.1855
+IC-Cover-P(AND) 0.4531 2 1 0.3890 4 6 0.1818 4 5
+IC-Cover-P(OR) 0.4733 19 10 0.3891 18 19 0.1737 17 18
+IC-Cover-P(SUM) 0.4733 19 10 0.3891 18 19 0.1737 17 18
Two-Stage Models (DFR DPH)
CombSUM 0.3656 0.3367 0.1026
+IC-Cover-2P(AND) 0.3667 2 0 0.3367 0 0 0.1026 0 0
+IC-Cover-2P(OR) 0.3633 14 15 0.3367 0 0 0.1026 0 0
+IC-Cover-2P(SUM) 0.3633 14 15 0.3367 0 0 0.1026 0 0
+IC-Cover-2R(AND) 0.3616 5 24 0.3421 17 27 0.1076 13 31
+IC-Cover-2R(OR) 0.3743N 21 13 0.3515N 31 12 0.1146N 31 12
+IC-Cover-2R(SUM) 0.3743N 21 13 0.3515N 31 12 0.1146N 31 12
expCombMNZ 0.4774 0.4254 0.1698
+IC-Cover-2P(AND) 0.4764 4 1 0.4252 4 5 0.1692 5 4
+IC-Cover-2P(OR) 0.3410 9 22 0.3916 12 30 0.1458 14 27
+IC-Cover-2P(SUM) 0.3410 9 22 0.3915 12 30 0.1458 14 14
+IC-Cover-2R(AND) 0.4472 12 19 0.4116 20 25 0.1545 20 25
+IC-Cover-2R(OR) 0.4792 20 12 0.4267 22 23 0.1712 23 22
+IC-Cover-2R(SUM) 0.4792 20 12 0.4267 22 23 0.1712 23 22
expCombSUM 0.4871 0.4167 0.1703
+IC-Cover-2P(AND) 0.4853 2 1 0.4179 5 4 0.1695 6 3
+IC-Cover-2P(OR) 0.3440 11 21 0.3962 16 22 0.1530 14 23
+IC-Cover-2P(SUM) 0.3441 11 21 0.3962 16 22 0.1530 14 23
+IC-Cover-2R(AND) 0.4821 18 14 0.4210 22 21 0.1667 23 21
+IC-Cover-2R(OR) 0.5070 21 12 0.4257 19 24 0.1772 22 22
+IC-Cover-2R(SUM) 0.5070 21 12 0.4257 19 24 0.1772 22 22
Two-Stage Models (BM25)
CombSUM 0.3663 0.3338 0.1027
+IC-Cover-2P(AND) 0.3672 2 1 0.3338 0 0 0.1027 0 0
+IC-Cover-2P(OR) 0.3640 15 16 0.3338 0 0 0.1027 0 0
+IC-Cover-2P(SUM) 0.3640 15 16 0.3338 0 0 0.1027 0 0
+IC-Cover-2R(AND) 0.3595 6 19 0.3323 16 28 0.1044 13 31
+IC-Cover-2R(OR) 0.3737 23 7 0.3459N 30 15 0.1137N 30 14
+IC-Cover-2R(SUM) 0.3737 23 7 0.3459N 30 15 0.1137N 30 14
expCombMNZ 0.4725 0.4274 0.1730
+IC-Cover-2P(AND) 0.4728 2 2 0.4261 1 7 0.1730 3 5
+IC-Cover-2P(OR) 0.3387 7 25 0.4114 9 28 0.1607 11 26
+IC-Cover-2P(SUM) 0.3387 7 25 0.4114 9 28 0.1607 11 26
+IC-Cover-2R(AND) 0.4234 10 25 0.3941 14 28 0.1475 15 31
+IC-Cover-2R(OR) 0.4602 14 22 0.4186 20 22 0.1651 18 24
+IC-Cover-2R(SUM) 0.4602 14 22 0.4186 20 22 0.1651 18 24
expCombSUM 0.5018 0.4343 0.1828
+IC-Cover-2P(AND) 0.5006 2 1 0.4341 1 2 0.1833 2 1
+IC-Cover-2P(OR) 0.3188 8 25 0.4276 11 17 0.1776 11 16
+IC-Cover-2P(SUM) 0.3188 8 25 0.4276 11 17 0.1776 11 16
+IC-Cover-2R(AND) 0.4806 17 14 0.4254 19 25 0.1746 25 22
+IC-Cover-2R(OR) 0.5215N 23 9 0.4337 25 22 0.1849 23 22
+IC-Cover-2R(SUM) 0.5215N 23 9 0.4337 25 22 0.1849 23 22
Table 8.2: Comparison of the retrieval performances of the IC-Cover approach (λ = 0.5) against the
common baseline (λ = 0) on the TREC Medical Records Track 2011 and 2012. Statistical significance
(paired t-test, p < 0.05) over the corresponding baseline is denoted N. The column denoted 4 (resp.
5) shows the number of queries improved (resp. harmed) in relation to the corresponding baseline.
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because when applied within the patient ranking stage of the two-stage model, the voting techniques
used tend to give very high relevance estimates to the patients who are relevant to a single particular
criterion. Hence, when using a belief function to combine the estimates that the medical records of the
patients cover the multiple inclusion criteria, the highly ranked patients could be relevant to only one or
a few criteria.
Next, in Table 8.3, we show the retrieval performance when applying the NegFlag approach (intro-
duced in Section 5.2.1) with both the IC-Cover approach and the baseline. From Table 8.3, we observe
that when using with the NegFlag approach, the retrieval performance of both the IC-Cover approach
and the baseline further improve, except for the infAP performance of the IC-Cover approach and the
baseline that use the CombSUM voting technique. In addition, we observe the same patterns of the
performance improvement of the IC-Cover approach over the baseline as shown in Table 8.2 but with a
higher magnitude.
In particular, we observe that applying the IC-Cover approach within the medical record ranking
stage of the two-stage model (i.e. IC-Cover-2R) is effective. For example, using CombSUM with either
DFR DPH or BM25, IC-Cover-2R(OR) and IC-Cover-2R(SUM), significantly (paired t-test, p < 0.05)
outperform the CombSUM-based baseline, for both TREC 2011 and 2012. Meanwhile, using the
expCombSUM voting technique with either DFR DPH or BM25, IC-Cover-2R(OR) and IC-Cover-
2R(SUM) improve the retrieval performances over the expCombSUM-based baseline by up to 4.77% in
terms of both bpref for TREC 2011 and infNDCG for TREC 2012. The performance improvement is
statistically significant (paired t-test, p < 0.05) for TREC 2011.
Moreover, the IC-Cover approach, when applied within the patient model (i.e. IC-Cover-P), markedly
improves the retrieval performance by up to 9.13% compared to the corresponding baseline (see Ta-
ble 8.3). For example, when using BM25, the retrieval performances of IC-Cover-P(SUM) are bpref
0.5315, infNDCG 0.4286 and infAP 0.1959, while the retrieval performances of the BM25 baseline are
bpref 0.4870, infNDCG 0.4080 and infAP 0.1922. Even though the performance improvements are not
statistically significant, our approach improves the retrieval performances for about half of the queries.
For example, when using BM25, IC-Cover-P(SUM) improves the retrieval performance over the BM25
baseline, in terms of bpref, for 19 out of 34 queries from TREC 2011, while for TREC 2012 it benefits
24 and 23 out of 47 queries, in terms of infNDCG and infAP, respectively.
These performance improvements are in line with the retrieval performance obtained when we do
not apply the NegFlag approach; however, the magnitude of the performance improvement is higher.




2011 (34 queries) 2012 (47 queries)
bpref 4 5 infNDCG 4 5 infAP 4 5
Patient Models
DPH+NegFlag 0.4968 0.4392 0.1845
+IC-Cover-P(AND) 0.4985 1 1 0.4381 4 5 0.1831 4 5
+IC-Cover-P(OR) 0.5165 19 13 0.4507 23 18 0.1909 22 19
+IC-Cover-P(SUM) 0.5165 19 13 0.4507 23 18 0.1909 22 19
BM25+NegFlag 0.4870 0.4080 0.1922
+IC-Cover-P(AND) 0.4879 2 1 0.4092 5 4 0.1916 5 3
+IC-Cover-P(OR) 0.5227 19 13 0.4269 24 13 0.1958 23 14
+IC-Cover-P(SUM) 0.5315 19 13 0.4286 24 13 0.1959 23 14
Two-Stage Models (DFR DPH)
CombSUM+NegFlag 0.3771 0.3304 0.0969
+IC-Cover-2P(AND) 0.3769 2 1 0.3389 8 1 0.1008 8 1
+IC-Cover-2P(OR) 0.3734 13 17 0.3361 18 22 0.0983 16 23
+IC-Cover-2P(SUM) 0.3735 13 17 0.3361 18 22 0.0983 16 23
+IC-Cover-2R(AND) 0.3731 5 21 0.3342 16 28 0.1005 13 28
+IC-Cover-2R(OR) 0.3859N 20 11 0.3496N 28 16 0.1098N 30 13
+IC-Cover-2R(SUM) 0.3859N 20 11 0.3496N 28 16 0.1098N 30 13
expCombMNZ+NegFlag 0.5007 0.4506 0.1822
+IC-Cover-2P(AND) 0.4989 3 2 0.4484 4 6 0.1775 5 5
+IC-Cover-2P(OR) 0.3582 9 23 0.3445 6 36 0.1218 10 32
+IC-Cover-2P(SUM) 0.3582 9 23 0.3445 6 36 0.1218 10 32
+IC-Cover-2R(AND) 0.4602 13 21 0.4264 17 28 0.1620 17 28
+IC-Cover-2R(OR) 0.5015 17 12 0.4469 21 23 0.1819 20 24
+IC-Cover-2R(SUM) 0.5015 17 12 0.4469 21 23 0.1819 20 24
expCombSUM+NegFlag 0.5055 0.4355 0.1833
+IC-Cover-2P(AND) 0.5100 3 4 0.4382 12 6 0.1738 10 6
+IC-Cover-2P(OR) 0.3738 12 21 0.3215 11 33 0.1129 11 32
+IC-Cover-2P(SUM) 0.3738 12 21 0.3215 11 33 0.1129 11 33
+IC-Cover-2R(AND) 0.5080 18 13 0.4453 23 21 0.1785 22 22
+IC-Cover-2R(OR) 0.5296N 21 9 0.4515 22 22 0.1913 23 21
+IC-Cover-2R(SUM) 0.5296N 21 9 0.4515 22 22 0.1913 23 21
Two-Stage Models (BM25)
CombSUM+NegFlag 0.3689 0.3278 0.0967
+IC-Cover-2P(AND) 0.3689 1 1 0.3313N 6 2 0.0986 7 2
+IC-Cover-2P(OR) 0.3670 14 16 0.3238 17 24 0.0957 16 25
+IC-Cover-2P(SUM) 0.3670 14 16 0.3238 17 24 0.0957 16 25
+IC-Cover-2R(AND) 0.3641 6 21 0.3279 15 29 0.0979 13 30
+IC-Cover-2R(OR) 0.3793N 23 5 0.3407N 23 21 0.1065N 25 19
+IC-Cover-2R(SUM) 0.3793N 23 5 0.3407N 23 21 0.1065N 25 19
expCombMNZ+NegFlag 0.4910 0.4410 0.1810
+IC-Cover-2P(AND) 0.4900 2 2 0.4389 4 6 0.1774 5 5
+IC-Cover-2P(OR) 0.3503 9 22 0.3391 8 32 0.1185 7 33
+IC-Cover-2P(SUM) 0.3503 9 22 0.3391 8 32 0.1185 7 33
+IC-Cover-2R(AND) 0.4290 8 25 0.3970 14 31 0.1482 15 30
+IC-Cover-2R(OR) 0.4698 12 22 0.4240 20 25 0.1690 18 27
+IC-Cover-2R(SUM) 0.4698 12 22 0.4240 20 25 0.1689 18 27
expCombSUM+NegFlag 0.5180 0.4532 0.1970
+IC-Cover-2P(AND) 0.5165 3 2 0.4429 4 7 0.1855 4 7
+IC-Cover-2P(OR) 0.3345 8 25 0.3100 9 33 0.1082 9 33
+IC-Cover-2P(SUM) 0.3345 8 25 0.3099 9 33 0.1082 9 33
+IC-Cover-2R(AND) 0.4973 14 16 0.4401 19 26 0.1823 21 24
+IC-Cover-2R(OR) 0.5371N 20 11 0.4543 25 21 0.1959 21 24
+IC-Cover-2R(SUM) 0.5371N 20 11 0.4543 25 21 0.1959 21 24
Table 8.3: Comparison of the retrieval performances of the IC-Cover approach (λ = 0.5) against the
common baseline (λ = 0) on the TREC Medical Records Track 2011 and 2012, when applied with the
NegFlag approach. Statistical significance (paired t-test, p < 0.05) over the corresponding baseline is
denoted N. The column denoted4 (resp. 5) shows the number of queries improved (resp. harmed) in
relation to the corresponding baseline.
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not be effectively deployed with the IC-Cover approach. Meanwhile, the IC-Cover approach (i.e. IC-
Cover-2P) is not effective when applied within the patient ranking stage of the two-stage model.
Overall, we conclude that the IC-Cover approach to model the relevance towards multiple inclusion
criteria applied either within the patient model or within the medical record ranking stage of the two-
stage model is effective for the patient ranking task, answering the first research question (Section 8.4.2).
In addition, in answer to the second research question, we find that the belief combination functions
SUM and OR are effective for combining the probabilities that the medical records of a patient cover
each of the inclusion criteria stated in the query. Moreover, applying the NegFlag approach with the IC-
Cover approach further improves the retrieval performance markedly, answering third research question.
8.4.4 Experiments with the Learned λ Values
This section discusses an automatic technique to set the mixture parameter λ in Equations (8.6), (8.7)
or (8.8). We argue that different queries might benefit from a particular level of emphasis on the im-
portance of the relevance and the coverage probabilities. For example, a query that contains several
inclusion criteria may benefit from more emphasis on the coverage probability. Within the xQuAD
framework, Santos et al. (2010b) also suggested to selectively set the level of diversification based on
the ambiguity of the query.
In this work, we deploy the Gradient Boosted Regression Trees (GBRT) technique (Tyree et al.,
2011), which was previously used in previous chapters (e.g. Section 5.3 of Chapter 5), to learn the pa-
rameter λ from a set of training queries. However, any regression technique can be deployed. To train a
regression model, the root-mean-square error (RMSE) is used as a loss function when learning λ.
8.4.4.1 Estimating an Effective Mixture Parameter
To estimate an effective mixture parameter λ, we identify the λ that attains the best retrieval performance
in terms of a particular retrieval measure (e.g. bpref or infNDCG) for each training query. In particular,
for a given query, we sweep the λ values between 0 and 1 (with an interval of 0.1) to find the best setting
of λ. Then, the set of the identified λ values from the training queries are used as the labelled data to
train the regression model for choosing a λ value for an unseen query. We learn the λ values using the
5-fold cross-validation training regime as previously defined and used in Section 5.4.1 of Chapter 5.
8.4.4.2 Learning Features
Next, we define the features used for choosing the effective parameter λ for an unseen query. An




Clarity Score (Cronen-Townsend et al., 2002) AvIDF (Carmel & Yom-Tov, 2010)
Query Scope (He & Ounis, 2006) EnIDF (Carmel & Yom-Tov, 2010)
AvICTF (Carmel & Yom-Tov, 2010) γ1 (He & Ounis, 2006)
AvPMI (Carmel & Yom-Tov, 2010) γ2 (He & Ounis, 2006)
MAXCQ (Zhao et al., 2008) SCQ (Zhao et al., 2008)
NSCQ (Zhao et al., 2008) # of medical concepts
Inclusion Criteria Similarity
WUPALMER (Garla & Brandt, 2012) PATH (Garla & Brandt, 2012)
INTRINSIC PATH (Garla & Brandt, 2012) RADA (Garla & Brandt, 2012)
INTRINSIC LIN (Garla & Brandt, 2012) LCH (Garla & Brandt, 2012)
INTRINSIC LCH (Garla & Brandt, 2012) SOKAL (Garla & Brandt, 2012)
INTRINSIC RADA (Garla & Brandt, 2012) LIN (Garla & Brandt, 2012)
JACCARD (Garla & Brandt, 2012)
Table 8.4: List of the used features.
for each query. In this work, we use 23 features, which measure the predicted difficulty of the query.
A query with multiple inclusion criteria tends to be complex and long; hence, it can be assumed to
be difficult. If the query is difficult, then it might be beneficial to focus on the coverage probability.
Table 8.4.4.2 lists the two groups of features used in this experiments. The first group of features are the
12 query performance predictors computed on the original query. 11 of these features were previously
used in Section 6.5 of Chapter 6, while the feature ‘# of medical concepts’ is the number of inclusion
criteria that we extract from the query using the MetaMap-based technique discussed in Section 8.3.3.
The query is likely to be difficult if it contains several inclusion criteria. The second group of features
are the 11 semantic similarities (Garla & Brandt, 2012), which can estimate the similarity between the
inclusion criteria extracted from the original query. The more dissimilar the inclusion criteria in the
query, the more difficult the query is likely to be, since it may be difficult to find a patient with such
unrelated conditions (i.e. inclusion criteria). We use YTEX1 to calculate 11 recent semantic similarity
measures (Garla & Brandt, 2012) and average the similarity scores among every pair of the medical
concepts (i.e. the extracted inclusion criteria, using the approach described in Section 8.3.3).
8.4.4.3 Experimental Results
In this section, we compare the retrieval performance of the IC-Cover approach when using the cross-
validation setting to learn the mixture parameter λ (i.e. 5-fold) with when the λ is set uniformly, includ-
ing λ = 0 (i.e. the focus is only on the relevance probability towards the query), λ = 1 (i.e. the focus is
only on the coverage probability) and λ = 0.5 (i.e. equally weight the importance of both the relevance




Approach TREC 2011 (34 queries) TREC 2012 (47 queries)bpref 4 5 infNDCG 4 5 infAP 4 5
IC-Cover-P(SUM)
+λ = 0 0.4539 0.3961 0.1855
+λ = 1 0.4607 18 12 0.3329 12 27 0.1393 14 25
+λ = 0.5 0.4733 19 10 0.3891 18 19 0.1737 17 18
+5-fold 0.4674 18 10 0.3952 17 12 0.1830 16 12
+oracle 0.5128⊕,	,,⊗ 23 0 0.4251⊕,	,,⊗ 25 0 0.2005⊕,	,,⊗ 25 0
Table 8.5: Comparison of the retrieval performances using various λ values within the proposed IC-
Cover approach. Statistical significances (paired t-test, p < 0.05) over the settings when λ = 0, λ = 1,
λ = 0.5, and when using a learned technique (5-fold) are denoted ⊕, 	,  and ⊗, respectively. The
column denoted 4 (resp. 5) shows the number of queries improved (resp. harmed) in relation to the
baseline where λ = 0.
Approach TREC 2011 (34 queries) TREC 2012 (47 queries)bpref 4 5 infNDCG 4 5 infAP 4 5
IC-Cover-P(SUM)+NegFlag
+λ = 0 0.4870 0.4080 0.1922
+λ = 1 0.5098 17 15 0.3764 20 21 0.1585 15 24
+λ = 0.5 0.5315 19 13 0.4286	 24 13 0.1959	 23 14
+5-fold 0.5346 18 11 0.4384⊕,	 24 11 0.2066	 23 14
+oracle 0.5872⊕,	,,⊗ 24 0 0.4637⊕,	,,⊗ 30 0 0.2208⊕,	,,⊗ 29 0
Table 8.6: Comparison of the retrieval performances using various λ values within the proposed IC-
Cover approach, when applied with the NegFlag approach. Statistical significances (paired t-test, p <
0.05) over the settings when λ = 0, λ = 1, λ = 0.5, and when using a learned technique (5-fold) are
denoted ⊕, 	,  and ⊗, respectively. The column denoted 4 (resp. 5) shows the number of queries
improved (resp. harmed) in relation to the baseline where λ = 0.
parameter λ is optimally set for each query (i.e. an oracle), is also reported. We experiment only with the
IC-Cover approach when applied within the patient model (i.e. BM25) and using the belief combination
function SUM, since it is effective when applied with or without the NegFlag approach, as shown in
Tables 8.3 and 8.3.
We first compare the retrieval performance of the IC-Cover approach when not using the NegFlag
approach in Table 8.5. We observe that, for TREC 2011, with the 5-fold cross-validation training regime
(5-fold), the IC-Cover approach improves the retrieval performance over the baseline where λ = 0 by
2.98%. In particular, using the 5-fold training regime, the IC-Cover approach outperforms the baseline
where λ = 0 for 18 out of 34 queries, while decreasing the retrieval performance for 10 out of 34
queries. However, we find that it is less effective than the baseline where λ = 0.5. On the other hand,
for TREC 2012, even though the IC-Cover approach with the 5-fold setting outperforms the baseline
where λ = 0 for many queries (i.e. 17 and 16 out of 47, in terms of infNDCG and infAP, respectively),
on average it could not outperform this baseline.
Next, we discuss the retrieval performance of the IC-Cover approach when applied with the NegFlag
approach. From Table 8.6, we observe that the cross-validation setting (5-fold) is effective, as it out-
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performs all of the uniform setting baselines (i.e. when λ is set to 0, 1, or 0.5). In particular, for TREC
2011, our 5-fold cross-validation setting improves the retrieval performance over the baseline where λ =
0 by up to 9.8% (bpref 0.5346 vs. 0.4870). Indeed, it improves the retrieval performance for the majority
of the queries (i.e. 18 of 34 queries). For TREC 2012, in terms of infNDCG, the 5-fold cross-validation
setting significantly outperforms the settings where λ = 0 and λ = 1 (paired t-test, p < 0.05). The perfor-
mance improvements are up to 7.5% and 16.5%, respectively. Specifically, the 5-fold cross-validation
setting outperforms the baseline that does not take into account the coverage probability (i.e. λ = 0) for
24 out of 47 queries. Meanwhile, in terms of infAP, the 5-fold cross-validation setting (infAP 0.2066)
significantly outperforms the baseline where λ = 1 (infAP 0.1585). However, even though the 5-fold
cross-validation setting outperforms the λ = 0.5 setting for all of the reported measures, the improve-
ments are not statistically significant. We find that λ = 0.5 is an effective baseline, since it can improve
the retrieval performance for most of the queries improved by the oracle. For instance, for TREC 2012,
λ = 0.5 improves the retrieval performance, in terms of infNDCG, over the baseline where λ = 0 for 24
out of 47 queries, while the oracle setting improves the retrieval performance for 30 out of 47 queries.
In answer to the fourth research question, either fixing the λ value to 0.5 or learning the λ value on a
per-query basis by using query performance predictors as learning features is effective.
Next, we discuss the retrieval performances assuming we can effectively set the λ parameter for
each query (i.e. oracle). We observe that with the oracle setting, our approach further improves the
retrieval performances markedly. It significantly (paired t-test, p < 0.05) outperforms all other settings
in Table 8.6. In addition, we find that it improves the retrieval performances over the corresponding
baseline where the coverage probability is not taken into account (i.e. λ = 0) for the majority of the
queries (i.e. 24 out of 34 queries for TREC 2011, 30 out of 47 queries for infNDCG TREC 2012, and
29 out of 47 queries for infAP TREC 2012). We find that with the oracle setting could not improve
the retrieval performance of all of the queries because the MetaMap tool could not effectively extract
inclusion criteria from some queries, as will be discussed later in Section 8.4.5.2. We leave for future
works the investigation of more effective inclusion criteria extraction techniques.
8.4.5 Analysis and Discussion
In the previous section, we show that the IC-Cover approach could effectively measure the relevance to-
wards multiple inclusion criteria stated in the query. In addition, we show that applied with the NegFlag
approach, the retrieval performance of the IC-Cover approach further improves, as the NegFlag ap-
proach helps to differentiate contexts of medical conditions when measuring the relevance towards the
medical conditions. This section further discusses the retrieval performance of the IC-Cover approach to
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model the relevance towards multiple inclusion criteria in patient search when applied with the NegFlag
approach. Specifically, Section 8.4.5.1 discusses the impact of the choice of the mixture parameter
λ on the robustness of the IC-Cover approach. Section 8.4.5.2 analyses when the IC-Cover approach
performs particularly effectively.
8.4.5.1 Model Robustness
This section investigates the robustness of the IC-Cover approach by varying the mixture parameter λ
that weights the importance of the relevance and the coverage probabilities. To analyse the impact of the
parameter λ within our approach, we experiment with setting λ within a range of values between 0 and
1, with an interval of 0.1. When λ = 0, the IC-Cover approach considers only the relevance probability
towards the query, while when λ = 1 our approach takes into account only the coverage probability.
In Figure 8.3, we report only the experiment on TREC 2011. We find that the experimental results on
TREC 2012 follow the same pattern. In addition, for readability purposes, while we only show the re-
trieval performances of our approach using the most effective belief combination function (namely SUM
as shown in Table 8.3), the results with the belief combination function OR are consistently similar, al-
though slightly less effective in magnitude. For IC-Cover-P, we use BM25 and DPH. Meanwhile, for
both IC-Cover-2P and IC-Cover-2R, we use BM25 to rank medical records before aggregating the rele-
vance scores of the patients using the CombSUM, expCombMNZ or expCombSUM voting techniques.
From Figure 8.3(a), we observe that with BM25 or DPH, IC-Cover-P, which is applied within the
patient model, performs better than the baseline (i.e. λ = 0), when 0.1 ≤ λ ≤ 0.8. Hence, IC-Cover-P
is robust, as it is more effective than the baseline for a very wide range of λ values (in fact for λ > 0
when using BM25). In addition, the most effective performance is achieved when λ is set to 0.2 and 0.6
when using BM25 and DPH, respectively. Next, Figure 8.3(b) shows the retrieval performances of our
approach when applied within the patient ranking stage of the two-stage model (i.e. IC-Cover-2P). We
observe that IC-Cover-2P is not effective, which is in line with the observations in Section 8.4.3. Mean-
while, in Figure 8.3(c), when applied within the medical record ranking stage (i.e. IC-Cover-2R), the
proposed approach outperforms the baseline (λ = 0) for a wide range of λ values. For CombSUM, when
0 < λ ≤ 1, our approach outperforms the baseline, especially for λ values closer to 1. For expComb-
SUM, our approach performs better than the baseline when 0.1 ≤ λ ≤ 0.9, while the most effective
performance is obtained when λ = 0.7. Nevertheless, Figure 8.3(c) shows that applying expCombMNZ
in conjunction with our approach is not effective, which supports the finding discussed in Section 8.4.3.
To summarise, we find that the IC-Cover approach is effective and robust when applied within the






Figure 8.3: The retrieval performances of our proposed approach when applied within the patient model
(IC-Cover-P), within the patient ranking stage (IC-Cover-2P) and within the medical record ranking
stage (IC-Cover-2R) of the two-stage model, in terms of bpref for TREC 2011, as we vary the mixture
parameter λ between 0 and 1.
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ically, as shown in Figure 8.3, our approach is effective when setting λ uniformly for a wide range of
values (particularly 0.2 ≤ λ ≤ 0.7). Therefore, in answer to the fifth research question, these experi-
mental results show that the proposed IC-Cover approach is robust as it is effective when the λ parameter
is uniformly set within a wide range of values.
8.4.5.2 Failure Analysis
In this section, we analyse the retrieval performance of our approach for each query, when using the
cross-validation setting discussed in Section 8.4.4. In particular, we discuss the performance of IC-
Cover-P(SUM) when applied with BM25 and the NegFlag approach. Table 8.7 shows, for various
numbers of extracted inclusion criteria, the numbers and percentages of the queries impacted (either
positively or negatively) by the proposed approach. The impacted performances are measured based
on bpref and infNDCG for TREC 2011 and TREC 2012, respectively. We divide the 81 queries from
TREC 2011 (34 queries) and 2012 (47 queries) into 4 groups, according to the number of the extracted
inclusion criteria in the queries, and report the percentages of queries for each group. The sizes of the
groups vary from 14 to 30 queries (average of 20.25). From the cross-validation setting, we observe that
our approach is most likely to benefit (63%) the queries with 3 inclusion criteria, followed by the queries
having a number of inclusion criteria between 4 and 17 (57%). This is in line with the oracle setting
where the queries for which the number of extracted criteria is at least 3 are most likely (more than
70%) to benefit. On the other hand, for the queries with 1 or 2 inclusion criteria, our approach is less
likely to be beneficial (e.g. 43% and 39% for the queries with 1 and 2 inclusion criteria, respectively),
which is intuitive. Indeed, as our approach aims to promote the relevance towards multiple inclusion
criteria, queries that contain only very few criteria may not benefit much from our approach (e.g. queries
109, 143, 147 and 154). However, we also observe improvements even for queries with one inclusion
criterion, since our approach enables the retrieval system to focus on the inclusion criterion instead of
the non-important terms in the queries. In contrast, the proposed approach tends to be effective for long
and complex queries (i.e. the queries with at least 3 inclusion criteria), such as queries 111, 113, 121 and
176. For example, for query# 121:‘patients with CADwho presented to the Emergency Department with
Acute Coronary Syndrome and were given Plavix’, IC-Cover-P can improve the retrieval performance
to bpref 0.4088, while the performance of the patient model baseline is bpref 0.1869. This is because the
patient model, which uses a retrieval model to estimate the relevance probability of the patients, tends
to focus on the occurrences of informative terms (e.g. Plavix) within the medical records. However, the
relevant patients are also required to be relevant to the other conditions, indicated by theoccurrences of
other query terms, such as CAD, acute, coronary and syndrome. Meanwhile, the proposed approach
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# of Criteria Cross-validation Oracle
1
#Benefiting #Harmed #Stable #Benefiting #Stable
1 (14 queries) 6 (43%) 3 (21%) 5 (36%) 8 (57%) 6 (43%)
2 (18 queries) 7 (39%) 5 (28%) 6 (33%) 10 (56%) 8 (44%)
3 (19 queries) 12 (63%) 6 (32%) 1 (5%) 15 (79%) 4 (21%)
4-17 (30 queries) 17 (57%) 12 (40%) 1 (3%) 21 (70%) 9 (30%)
Table 8.7: Analysis of IC-Cover-P(SUM) when applied with BM25 and the NegFlag approach w.r.t. the
number of inclusion criteria extracted from the queries. The numbers between the parentheses indicate
the percentage compared to the total number of queries.
is effective since it promotes the patients who are relevant to multiple inclusion criteria (e.g. ‘CAD’,
‘Acute Coronary Syndrome’ and ‘Plavix’). In answer to our sixth research question, our approach is
likely to benefit complex queries that contain several (i.e. at least 3) inclusion criteria.
On the other hand, when looking at the harmed queries, we observe that the queries with 3 and 4-17
inclusion criteria are also more likely to be harmed by the proposed approach than the queries with 1 or
2 inclusion criteria. Due to the limited number of queries (i.e. we use a 5-fold cross-validation on two
separate sets of only 34 and 47 queries when learning the regression model), we find that the learned
model could not always generalise, as it tends to favour the coverage probability for the queries with
several inclusion criteria, while focusing on the relevance probability for the queries with a very few
inclusion criteria.
Moreover, when investigating the effectiveness of each query, we find that some queries do not bene-
fit from our approach, because the used MetaMap tool could not effectively extract the inclusion criteria
(e.g. in the cases of queries 104, 107, 146 and 149). For example, instead of only 2, 13 inclusion crite-
ria are incorrectly extracted from the query 104:‘patients diagnosed with localized prostate cancer and
treated with robotic surgery’. Consequently, our approach could not effectively measure the coverage
of the expected inclusion criteria from the query. We leave for future work the investigation of a more
effective inclusion criteria extraction technique.
8.5 Conclusions
We have discussed the final component (i.e. the Inclusion Criteria Coverage component) of our frame-
work that uncovers implicit knowledge and promotes patients whose medical records are relevant to
several medical conditions associated to symptom, diagnostic test, diagnosis and treatment (see Sec-
tion 4.2.3). We proposed to rank highly patients whose medical records cover the multiple inclusion
1Note that there is no harmed query for the oracle setting because the λ is set to 0, which is the baseline, if the coverage
probability could not improve the retrieval performance.
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criteria stated in the query. In Section 8.3, we introduced our approach for modelling the mixture of the
relevance probability towards the query and the probability that the medical records of a patient are rel-
evant to the multiple inclusion criteria occurring in the query (i.e. the coverage probability) as measured
in Equation (8.3)). The coverage probability is defined in terms of the relevance probabilities towards
each of the inclusion criteria (Sections 8.3.1 and 8.3.2). The inclusion criteria are the medical concepts
extracted from the query using an existing medical resource (Section 8.3.3). Then, in Section 8.4, we
evaluated the proposed IC-Cover approach by comparing to the common baseline defined in Chapter 4.
We show that the IC-Cover approach is particular effective when applied with the NegFlag approach
(introduced in Section 5.2.1 of Chapter 5), as the NegFlag approach enables the IC-Cover approach
to measure the relevance towards each of the inclusion criteria more accurately. In particular, when
applied within the patient model (IC-Cover-P) or at the medical record ranking stage of the two-stage
model (IC-Cover-2R), the approach significantly (paired t-test, p < 0.05) improved the retrieval per-
formance over both the patient and the two-stage model baselines (Tables 8.3 and 8.6). Moreover, we
showed that the proposed approach was effective, either when weighting equally the importance of the
relevance and the coverage probabilities or when deploying a regression technique to learn an effective
setting of the mixture parameter (Tables 8.3 and 8.6 in Sections 8.4.3 and 8.4.4, respectively).
When analysing the retrieval performance in Section 8.4.5.1, we observed that the proposed ap-
proach was robust, as it improved the retrieval performances for a wide range of the mixture parameter’s
values, especially when the λ parameter is set between 0.2 and 0.7 (see Figure 8.3). In addition, when
analysing the retrieval performances for each query, we found that the approach tended to particularly
improve the retrieval performances for queries from which at least 3 inclusion criteria could be extracted
(see Table 8.7 of Section 8.4.5.2).
These experimental results support the thesis statement described in Section 1.3, in that we can ef-
fectively uncover the implicit knowledge that healthcare practitioners use to find patients having several
query medical conditions by recognising the medical conditions stated in the query (i.e. inclusion crite-
ria) and modelling the relevance with respect to each of the conditions among different medical records
of the patients.
In the next chapter, we investigate how the four components of the proposed framework that tackle
the implicit knowledge at the different levels of the retrieval process (described in Chapters 5, 6, 7
and 8), can be combined to further improve the retrieval performance of a patient search system.
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Chapter 9
Combination of Approaches in Patient
Search
9.1 Introduction
Recall that in Chapter 4 we introduced our patient search system (see Figure 4.1) that consists of the
query and medical record representation unit (Section 4.2.1), the patient ranking unit (Section 4.2.2),
and our proposed framework for enhancing the representations of the queries and medical records (Sec-
tion 4.2.3). In the previous four chapters, we have discussed each of the four components of this frame-
work, which uncovers implicit knowledge at different levels of the retrieval process. In this chapter,
we first investigate approaches to combine the relevance scores of patients computed using the four
different components of our framework to generate a more effective ranking of patients. Indeed, we
investigate how to effectively combine rankings of patients using techniques from three main research
areas for combining search results in information retrieval (IR), including, data fusion (Shaw & Fox,
1994), learning to rank (Section 2.6.3) and selective query dependent ranking (Geng et al., 2008).
In addition, as discussed in Sections 4.2.1 and 4.2.2, several approaches can instantiate the query
and medical record representation unit or the patient ranking unit. In the previous chapters, we have
instantiated these units by using only one of the available approaches at a time. For example, to instan-
tiate the patient ranking unit, we used either the patient or the two-stage models in Chapter 4. However,
in this chapter, we show that instantiating these units by combining several approaches leads to a more
effective retrieval performance1.
The remainder of this chapter is organised as follows:
1Note that we separate the combination approaches for instantiating the two units from the approaches that instantiate the
four components of our framework in order to control the confounding variables in our system.
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• Section 9.2 investigates the use of data fusion techniques to combine the relevance scores of
patients, which are previously computed using the components of our framework to generate a
final ranking.
• In Section 9.3, we investigate the deployment of learning to rank techniques to effectively combine
the relevance scores of patients using training data.
• In Section 9.4, we introduce a learned approach that selects which components to apply for a
given query, by using query performance predictors as features for a regression-trees learner.
• In Section 9.5, we conduct the experimental evaluation of the combination approaches introduced
in Sections 9.2, 9.3 and 9.4.
• In Section 9.6, we investigate novel combination approaches for instantiating the query and medi-
cal record representation unit (Section 9.6.1), and the patient ranking unit (Section 9.6.2), respec-
tively.
• In Section 9.7, we provide a summary of our findings and the conclusions for this chapter.
9.2 Data Fusion Approaches for Combining Relevance Scores
Data fusion techniques (Shaw & Fox, 1994) (i.e. metasearch) have been used to combine several rank-
ings of documents retrieved from the same collection into a single ranking. The relevance scores of
each document, which are computed by different IR systems, are combined using an aggregate function
as the final relevance score of that document. Data fusion was firstly used by Shaw & Fox (1994) to
combine the rankings produced by several participating IR systems at TREC. In particular, Shaw & Fox
(1994) defined various data fusion techniques to combine the relevance scores computed by different IR
systems when calculating the final relevance score of each document. For example, CombSUM adds up
the relevance scores from different IR systems, when calculating the final relevance score of a document
d, as follows:




where r is a ranking in R, which is a set of rankings generated by different IR systems. scorer(d, q)
is the relevance score of the document d towards the query q in the ranking r. If d is not in a ranking
r, scorer(d, q) is set to 0. Note that the voting techniques discussed in Section 2.7, which were used
to aggregate the relevance scores of patients (e.g. in Section 4.3.3) were inspired by the data fusion
techniques. However, they are different in that instead of aggregating the relevance scores computed by
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different retrieval systems to estimate the relevance of a particular document (e.g. Equation (9.1)), the
voting techniques aggregate the relevance scores of documents ranked by a single system to estimate
the relevance of the entities (e.g. patients) associated to such documents (e.g. Equation (2.11)).
In this chapter, we use data fusion techniques, such as CombSUM and CombMNZ to combine the
relevance scores computed by the four components of our framework for a particular patient when calcu-
lating the final relevance score of that patient. Specifically, we investigate existing data fusion techniques
including CombMAX, CombSUM, CombMNZ, CombMED, expCombSUM and expCombMNZ, which
respectively calculate the relevance score of a patient d towards a query q as follows:
scoreCombMAX(d, q) = max
r∈R
(scorer(d, q)) (9.2)




















where scorer(d, q) is the relevance score of the patient d in the ranking r in the set of rankings R1.
N(d,R) returns the number of rankings in R that contains the patient d. |R| is the number of rankings.
In this chapter, R consists four approaches, each of which is an instantiation of each component of our
framework.
In addition, it is intuitive that the more the number of systems retrieving a particular patient, the
more likely that the patient is relevant. Hence, we introduce a variant of CombMAX and CombMED
that considers the number of rankings returning a given patient when calculating the relevance score of
that patient, as follows:
scoreCombMAXMNZ (d, q) = N(d,R) ·max
r∈R
(scorer(d, q)) (9.8)




1Note that we follow Montague & Aslam (2001) and normalise the relevance scores in each ranking into the range [0,1].
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9.3 Learning to Rank for Combining the Components of Our Frame-
work
In this section, we investigate the use of learning to rank techniques to learn an effective combination
of rankings. As discussed in Section 2.6.3, learning to rank is an IR research area that aims to improve
retrieval performance by learning the effective combination of a set of features using training data. Fea-
tures are typically the relevance scores of documents computed using retrieval models, such as BM25
(i.e. Equation (2.3) in Section 2.4.1). In this work, we use three existing learning to rank techniques
that aim to optimise a targeted retrieval measure during training (namely, AdaRank, AFS and Lamb-
daMART), as they have been shown to be effective (Macdonald et al., 2013; Wu et al., 2008; Xu & Li,
2007). Indeed, these three techniques deploy different types of algorithms to learn the optimal combi-
nation of multiple features. Firstly, AdaRank (Xu & Li, 2007) applies a boosting technique to optimise
the targeted retrieval measure (e.g. MAP or nDCG) by considering each feature as a weak ranker. For
each iteration of the training process, the algorithm re-weights the training data and linearly combines
the weak rankers to create a learned model. Therefore, AdaRank is focused more on difficult queries.
Secondly, AFS (Metzler, 2007) applies a greedy algorithm to learn an effective linear combination of
features. In particular, for each iteration, AFS selects a feature and estimates its weight that optimises
the targeted evaluation measure on the training data. The algorithm terminates when none of the remain-
ing features could improve the performance or when it reaches a certain number of iterations. Lastly,
LambdaMART (Wu et al., 2008) deploys boosted regression trees to find an effective combination of
features that optimises a targeted evaluation measure. For each iteration, the algorithm builds a regres-
sion tree to model the gradient of the targeted measure (e.g. MAP) using an approximation (called the
λ-gradient).
In this chapter, we use as features the relevance scores of patients computed by the four mentioned
components since we aim to deploy learning to rank techniques to combine the rankings produced by
these components. However, note that features for a learning to rank technique are not limited to the
relevance scores. For example, the predicted difficulty of each query can also be used as a feature.
9.4 Selective Query Dependent Retrieval
Besides combining rankings into one final ranking, we can leverage a set of rankings by selecting to
use the ranking that is predicted to be the most effective for a particular query. In this section, we
propose a novel selective approach for ranking patients that applies one of the four components on a
per-query basis. In particular, we argue that some queries are better served by different components of
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our framework. For example, some queries may require the negated language to be handled, while others
may need inference to improve the representations of medical conditions in the queries. We propose an
automatic mechanism that selectively apply one of the four components for each query. Indeed, we
adapt a multiclass classification technique to select when to apply a given component of our framework,
using query performance predictors as learning features. Next, we discuss the learning features and the
learning procedure for our selective approach.
9.4.1 Learning Features
We define the features used for choosing a component to apply for an unseen query. We argue that
different components should be selectively used for a given query, based on the perceived difficulty of
the query. In this work, we use the same set of 23 features previously used and defined in Table 8.4.4.2
of Section 8.4.4.2. These features include 12 query performance predictors and 11 semantic similarity
measures.
9.4.2 The Learning Procedure
Next, we describe our learning procedure, which is based on multiple classifiers. Specifically, our
selective approach deploys a multiclass classification technique. For each component of our framework,
we train a classifier to indicate whether we should deploy that component when retrieving patients for a
particular query.
In particular, to train each classifier, we label each query in the training set with 1, if the correspond-
ing component can achieve the highest retrieval performance among the other components; otherwise,
it will be labelled -1. This is to indicate which component is the most effective for each query in the
training set. Then, we train each classifier using the obtained accuracy as the loss function. In this work,
we use the Gradient Boosted Regression Trees (GBRT) learner that is also used in previous chapters
(e.g. Section 5.3.4.3 of Chapter 5), as a classifier. However, any classifier can be used. We use the
predicted difficulty of each query (discussed in Section 8.4.4.2) as learning features.
The learned mechanism decides which component to be applied for an unseen query by selecting




where yˆ is a classifier associated to fk(x), which returns the prediction score of the classifier k, given




The Four Components of Our Framework Obtained Performancesbpref (TREC 2011) infNDCG (TREC 2012)
Negation Handling 0.5337 0.4957
Conceptual Reasoning 0.5474 0.5133
Department Expertise 0.5097 0.4232
Inclusion Criteria Coverage 0.4674 0.3952
Table 9.1: The components of our framework and their retrieval performances.
9.5 Experiments
In this section, we evaluate the retrieval effectiveness of the three discussed combination approaches for
combining the four components of our framework, which were introduced in Chapters 5, 6, 7 and 8,
to further enhance the retrieval performance. In Section 9.5.1, we describe our experimental setup for
evaluating the three proposed combination approaches. Section 9.5.2 lists all the research questions
to be investigated in this chapter. Then, in Section 9.5.3, we discuss the obtained experimental results.
Finally, we provide further analysis of the performances of the combination approaches in Section 9.5.4.
9.5.1 Experimental Setup
To evaluate the three proposed approaches that combine the four components of our framework, we also
use the TREC Medical Records track’s test collection previously discussed and used in Section 4.3.1
of Chapter 4. We use the best rankings obtained from each component of our framework as inputs for
the combination approaches. We list in Table 9.1 the components of our framework and their individual
retrieval performances, including the Negation Handling component, the Conceptual Reasoning com-
ponent, the Department Expertise component and the Inclusion Criteria Coverage component, which
were introduced in Chapters 5, 6, 7 and 8, respectively. In particular, for the Negation Handling com-
ponent, we use our learned approach for handling negation (Table 5.8)). We instantiate the Conceptual
Reasoning component using the Bayesian-based approach (Table 6.6). For the Department Expertise
component and the Inclusion Criteria Coverage component, we apply the aggregate scoring approach
(Table 7.2) and the inclusion criteria coverage approach (Table 8.5), respectively. Our combination
approaches aim to generate a ranking that is better than these individual components.
As previously discussed in Section 9.3, we aim to examine data fusion techniques, including Comb-
MAX, CombSUM, CombMNZ, CombMED, expCombSUM, expCombMNZ, CombMAXMNZ and
CombMEDMNZ . Note that the relevance scores within individual rankings produced by each com-
ponent are normalised to be in the range [0, 1], as suggested by Montague & Aslam (2001).
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Meanwhile, for the approach based on the learning to rank techniques, we investigate the effective-
ness of deploying the AdaRank, Automatic Feature Selection (AFS) and LambdaMART techniques,
respectively (see Section 9.3). For AdaRank and LambdaMART, we use the implementation of the
RankLib library1 with the default settings. For AFS, our implementation uses simulated annealing (Kirk-
patrick et al., 1983) to find the combination of features that maximises a target evaluation measure. To
train these learning to rank techniques, we follow Zhu & Carterette (2013) and optimise the MAP mea-
sure.
Next, to evaluate the selective query dependent approach (see Section 9.4), we use GBRT as a
learner. To label the training queries, we use the bpref and infNDCG measures for TREC 2011 and
2012, respectively. To learn the combination models, we use two different training regimes (namely,
5-fold and x-collection validations) previously defined and used in Section 5.4.1 of Chapter 5.
9.5.2 Research Questions
In order to combine the components of the framework, we investigate approaches, based on data fusion
(Section 9.2), learning to rank (Section 9.3) and selective retrieval (Section 9.4), to combine the rele-
vance scores computed by each of the four components of the framework. For the remainder of this
chapter, we examine the following research questions:
RQ 1. Can data fusion techniques be deployed to effectively combine the components of the framework?
RQ 2. Can learning to rank approaches be effectively exploited to combine the components of the frame-
work?
RQ 3. Will the retrieval performance further improve, if we selectively apply one of the framework
components for some queries?
9.5.3 Experiments with Our Approaches for Combining Relevance Scores
In this section, we evaluate the three proposed approaches for combining rankings produced by different
components of the framework into a final ranking. We compare the combination approaches previously
discussed in this chapter with the four baselines where each of the component of the framework is indi-
vidually used to retrieve patients, denoted ‘Negation Handling’, ‘Conceptual Reasoning’, ‘Department
Expertise’ and ‘Inclusion Criteria Coverage’, respectively.
Firstly, we consider the approach based on the data fusion techniques, previously described in




Approach bpref (TREC 2011) infNDCG (TREC 2012)
Negation Handling 0.5337i 0.4957d,i
Conceptual Reasoning 0.5474i 0.5133d,i
Department Expertise 0.5097i 0.4232











AdaRank (5-fold) 0.5194d,i 0.4275d
AdaRank (x-collection) 0.5138i 0.4257
AFS (5-fold) 0.5510n,i 0.5073d,i
AFS (x-collection) 0.5525n,i 0.4569d,i
LambdaMART (5-fold) 0.4775 0.0619
LambdaMART (x-collection) 0.2191 0.3813
Selective retrieval
Our selective approach (5-fold) 0.5470i 0.4425
Our selective approach (x-collection) 0.5271i 0.4971d,i
Our selective approach (oracle) 0.6273n,c,d,i 0.5678n,c,d,i
Table 9.2: The comparison of the retrieval performances of the proposed approaches for combining the
components of our framework on TREC 2011 and 2012 Medical Records track’s queries.
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infNDCG for TREC 2011 and 2012, respectively, when combining relevance scores using different
data fusion techniques, including CombSUM, CombMNZ, CombMAX, CombMAXMNZ , CombMED,
CombMEDMNZ , expCombSUM, and expCombMNZ, against the relevance scores that are computed
using each of the components discussed in Chapters 5, 6, 7, and 8, individually.
For TREC 2011, we observe that the CombMNZ, CombMEDMED and expCombMNZ are the
most effective among the 8 examined data fusion techniques for both TREC 2011 and TREC 2012. In
addition, we find that all of the 8 examined data fusion techniques significantly (paired t-test, p < 0.05)
outperform ‘Inclusion Criteria Coverage’. However, all of the 8 techniques could not outperform the
‘Conceptual Reasoning’ baseline, which achieved the best retrieval performance (bpref 0.5474) among
the four components of the framework. Moreover, we observe that the CombMNZ technique is the most
effective data fusion techniques for TREC 2011 (bpref 0.5404). On the other hand, for the TREC 2012
queries, we also observe that all of the used data fusion techniques outperform the ‘Inclusion Criteria
Coverage’ baseline. However, all of the data fusion techniques could not outperform the most effective
baseline (i.e. ‘Conceptual Reasoning’, infNDCG 0.5133). In answer to the first research question, the
data fusion techniques (e.g. CombMNZ) could not effectively combine the four components of the
framework. Later in Section 9.5.4, we further analyse and discuss the performances of the data fusion
techniques.
Secondly, we discuss the retrieval performance of the approach based on the learning to rank tech-
niques (i.e. AdaRank, AFS and LambdaMART) described in Section 9.3. As previously discussed in
Section 9.5.1, we use 2 different training regimes (namely, 5-fold and x-collection) when evaluating the
three learning to rank techniques. As shown in Table 9.2, overall AFS is more effective than AdaRank
and LambdaMART. In particular, using either the 5-fold or the x-collection training regimes, AFS (bpref
0.5510 and 0.5525, respectively) outperforms the use of the individual components of the framework for
TREC 2011. In particular, AFS significantly (paired t-test, p < 0.05) outperforms the ‘Negation Han-
dling’ and the ‘Inclusion Criteria Coverage’ baselines. Meanwhile, for TREC 2012, AFS significantly
(paired t-test, p < 0.05) outperform the ‘Department Expertise’ and the ‘Inclusion Criteria Coverage’
baselines. However, the AFS technique could not outperform the ‘Conceptual Reasoning’ baseline. In
addition, we find that LambdaMART is not effective. This is partially due to the nature of the learner,
as LambdaMART is based on boosted regression trees, which prefers several features and many train-
ing queries when training a learned model. However, we use only 4 features for 34 queries (resp. 47
queries) for TREC 2011 (resp. TREC 2012). Hence, LambdaMART could not achieve its optimal per-
formance. In answer to the second research question, the AFS technique can effectively combine the
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four components of the framework and hence further improve the retrieval performance, especially on
TREC 2011.
Thirdly, we evaluate the performance of our selective ranking approach (described in Section 9.4).
We observe that for both TREC 2011 and TREC 2012, the selective ranking approach could not outper-
form the best baseline (i.e. ‘Conceptual Reasoning’). In particular, the selective ranking approach with
the 5-fold training regime performs better than 3 out of the 4 baselines for TREC 2011. Meanwhile,
for TREC 2012 the selective ranking approach with the x-collection training regime outperforms 3 out
of the 4 baselines. Indeed, a challenge faced by the selective ranking approach is the imbalanced class
distributions, where some classes (i.e. components) are underrepresented compared to other classes. For
example, when identifying the most effective components for the TREC 2011 queries, the Conceptual
Reasoning component is the most effective component for 15 queries, while the Inclusion Criteria Cov-
erage component is the most effective for 9 queries. In addition, we observe that, with the oracle setting1,
the selective approach could further improve the retrieval performances to bpref 0.6273 and infNDCG
0.5678, respectively. This shows the potential of the selective approach if we could more effectively
train the learned model. We leave for future work the investigation of a more effective technique to deal
with the multiclass imbalanced problem. In answer to the third research question, these experimental
results show the potential of the selective ranking approach to effectively combine the relevance scores
computed by the four components of our framework.
Overall, from our experiment, we observe that the learning to rank approach (especially, AFS) is
more effective than the other two combination approaches. Meanwhile, the selective ranking approach
could outperform all of the used data fusion techniques for both TREC 2011 and TREC 2012. Next, in
Section 9.5.4, we provide a further analysis and discussion of the reported retrieval performances.
9.5.4 Analysis and Discussion
This section further discusses the performances of the three approaches to combine relevance scores
computed using the four components of our framework.
We first compare the retrieval performances achieved by each of the components of our framework
on a per-query basis. As shown in Figure 9.1, we observe that each component benefits different queries.
For example, ‘Negation Handling’ and ‘Conceptual Reasoning’ perform effectively on query 117, while
‘Department Expertise’ and ‘Inclusion Criteria Coverage’ are more effective for query# 104. Overall,
‘Conceptual Reasoning’ is the most effective component for both TREC 2011 and TREC 2012. In par-
ticular, we find that ‘Conceptual Reasoning’ performs better than the other components for 15 out of 34





Figure 9.1: The comparison of the performances of our four components on the TREC 2011 and 2012
Medical Records track, on a per-query basis.
and 47 queries for TREC 2011 and 2012, respectively. ‘Negation Handling’ outperforms the other three
components for 6 and 18 queries for TREC 2011 and 2012, respectively. Next, ‘Department Expertise’
outperforms the other components for 12 and 9 queries for TREC 2011 and 2012, respectively. Finally,
‘Inclusion Criteria Coverage’ achieves the best retrieval performance among the other components for
5 and 9 queries for TREC 2011 and TREC 2012, respectively. This result shows that different queries
benefit more from some particular components of our framework.
Next, we investigate the performances of the three combination approaches. As previously discussed
in Section 9.5.3, the combination approaches are effective for TREC 2011 than for TREC 2012 (see
Table 9.2). We find that this is partly because the retrieval performances achieved by each of the four
components of our framework are more different between one another for the TREC 2012 queries than
for the TREC 2011 queries. In particular, in Figure 9.2, we show the standard deviation (SD) of the





Figure 9.2: The standard deviations of the retrieval performances achieved by each component of our
framework on a per-query basis, on the TREC 2011 and 2012 Medical Records track.
the SD of the TREC 2012 queries are higher than that of the TREC 2011 queries. Consequently, it appear
to be more difficult for the combination approaches to combine the four components.
Next, we analyse the effect of taking into account the number of the components that retrieved a
particular patient when estimating the final relevance score of that patient (referred to as the agreement
between the components) by the data fusion techniques. In Figure 9.3, we show the difference of the
achieved retrieval performances on a per-query basis between two corresponding data fusion techniques
(e.g. CombSUM vs CombMNZ): one that takes into account the agreement between the components
and one that does not, sorted by the margin of the difference. From Figure 9.3, we observe that the data
fusion techniques that take into account the number of components that retrieve a patient when estimat-
ing the relevance of that patient outperform their corresponding data fusion techniques (e.g. CombSUM
vs CombMNZ and CombMAX vs CombMAXMNZ) for most of the queries (e.g. queries# 101, 102,
103, 116). In particular, the improved retrieval performances are statistically significant (paired t-test,
p < 0.05) for both TREC 2011 and TREC 2012. These results shows the importance of taking into
account the agreement between the components when combining the relevance scores.
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(a) CombMNZ-CombSUM (b) CombMAXMNZ -CombMAX
(c) CombMEDMNZ -CombMED (d) expCombMNZ-expCombSUM
Figure 9.3: The per-query performance difference between of the data fusion approaches that consider
and do not consider the agreement between the components.
9.6 Combination Approaches for the TwoUnits of Our Search Sys-
tem
In this section, we introduce our combination approaches for instantiating the two units of our patient
search system (see Sections 4.2.1 and 4.2.2). Specifically, we discuss our learned approach for com-
bining the term-based and the conceptual representations in Section 9.6.1. Then in Section 9.6.2, we
propose an approach for selectively applying either the patient or the two-stage models when ranking
patients.
9.6.1 Learning to Combine Representations
As discussed in Section 4.2.1, a patient search system typically deploys one of the two main approaches
for representing queries and medical records: the term-based representation and the conceptual repre-
sentation approaches. Recall that the term-based representation (i.e. the bag-of-words representation
(BoW)) approaches use terms to represent the queries and the medical records. On the other hand, the
conceptual representation (i.e. the bag-of-concepts representation (BoC)) approaches represent medical
records and queries using concepts from medical resources, such as MeSH1 and UMLS Metathesaurus2
(see Section 3.3.1).
As discussed in Section 3.3.1, prior works (e.g. Srinivasan (1996); Trieschnigg et al. (2010)) showed
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was effective. For example, Srinivasan (1996) linearly combined the relevance scores from both BoW
and BoC representations, when inferring the relevance of a document.
However, we argue that the retrieval performance will further improve if we learn a weight for
combining the BoW and BoC representations on a per-query basis. We propose a novel learned approach
to model the importance of the BoW and BoC representations, when inferring the relevance of medical
records before aggregating the relevance scores for their related patients using a voting technique (e.g.
using CombSUM as in Equation (4.2)). Our proposed regression-based learning approach leverages the
retrieval performance predictors, such as the clarity score (Cronen-Townsend et al., 2002) and the query
scope (He & Ounis, 2006), computed on both the BoW and BoC representations as features, to learn an
effective combination model on a per-query basis.
To take advantage of both the BoW and BoC representations, we follow Srinivasan (1996) (see
Section 3.3.1) and combine the relevance scores of a medical record d towards a query q as follows:
score(d, q) = λq · scoreBoW (d, q) + (1− λq) · scoreBoC(d, q) (9.11)
where λq (0 ≤ λq ≤ 1) is a per-query parameter to estimate the importance of the relevance scores
computed using the bag-of-words (BoW) and bag-of-concepts (BoC) representations. The higher the
λq, the more the relevance score depends on the BoW representation. Indeed, to generalise the model,
we introduce a modification to Equation (3.1) (Section 3.3.1 of Chapter 3) with respect to the weighting
between the relevance scores of the BoW and BoC representations, so that our combination model can
take into account the situation where only BoW (λq = 1) or BoC (λq = 0) is individually effective. In
addition, when λq = 0.667, our model could produce the same list of medical records as Equation (3.1)
with the recommended setting (i.e. δ = 2.00), since the proportion of the relevance scores from BoW
and BoC computed by Equations (3.1) and (9.11) are equal.
In order to estimate an effective λq of the combination model in Equation (9.11), on the training set,
we identify the best λq that achieves the optimal retrieval effectiveness in terms of a particular retrieval
measure (e.g. infNDCG) for each training query. Indeed, for each query, we sweep the λq parame-
ter between 0 and 1 to find the best combination model in terms of the retrieval performance for that
query. The identified effective λq parameter is used as the weight for our learner to learn an effective
combination model from our features.
We use the Gradient Boosted Regression Trees (GBRT) technique, which were used in the previous
chapters (e.g. Section 5.3.4.3 of Chapter 5) to learn the λq value in Equation (9.11). We view the task
of estimating the importance of different representation approaches as a supervised regression problem,
where the objective is to predict a proper weight (λq) for each query, based on the effective weights for
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ID Feature – Ratio (BoW/BoC)
1 Clarity Score (Cronen-Townsend et al., 2002)
2 SCQ (Zhao et al., 2008)
3 MAXCQ (Zhao et al., 2008)
4 NSCQ (Zhao et al., 2008)
5 AvICTF (Carmel & Yom-Tov, 2010)
6 AvIDF (Carmel & Yom-Tov, 2010)
7 EnIDF (Carmel & Yom-Tov, 2010)
8 Query Scope (ω) (He & Ounis, 2006)
9 AvPMI (Carmel & Yom-Tov, 2010)
10 γ1 (He & Ounis, 2006)
11 γ2 (He & Ounis, 2006)
12 Query length (He & Ounis, 2006)
Table 9.3: List of the learning features used to predict the importance of the relevance scores from the
bag-of-words (BoW) and bag-of-concepts (BoC) representations.
similar training queries. By doing so, we would benefit from the fact that several retrieval performance
predictors of the two representation approaches can be used as learning features, when combining the
relevance scores. We use the root-mean-square error (RMSE) as the loss function when learning a
combination model.
We next identify the features that we will use to choose the weight for an unseen query. We propose
to use existing retrieval performance predictors to estimate the retrieval performance of the BoW and
BoC representations. We use the set of 12 query performance predictors that were previously defined and
used in Section 6.5 of Chapter 6 (Table 6.2). However, we use these retrieval performance predictors in a
different manner. In particular, we use the ratio between the retrieval performance predictors computed
on the BoW and BoC representations, as the learning features (see Table 9.3). This will allow the learner
to know based on a retrieval performance predictor, whether the BoW or the BoC representation is likely
more likely to better serve a given query.
9.6.1.1 Experimental Setup: the Combined Representation
We evaluate our proposed learned approach using the same settings as in Section 4.3.1. In particular, we
use the TRECMedical Records track test collection (see Section 3.4.1). We use the parameter-free DPH
term weighting model (Equation (2.8) in Section 2.4.2) to rank medical records before aggregating the
relevance scores of their associated patients using the expCombSUM voting technique (Equation (2.13)
in Section 2.7). To learn the combination model, we use the 5-fold cross validation regime, previously
used and described in Section 5.4.1.
We compare the retrieval performance of our approach with three baselines:
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Approaches 2011 2012bpref infNDCG infAP
Bag-of-words representation (BoW) 0.4871 0.4167 0.1703
Task-specific representation (BoC) 0.4929 0.4218 0.1920
Score Combination (Srinivasan, 1996) (δ = 2) 0.5118 0.455711 0.19751
Our learned approach (5-fold) 0.5078 0.472311,22,3 0.21331,2
Our learned approach (oracle) 0.5796111,222,333,444 0.5130111,222,333,444 0.2381111,222,33,444
Table 9.4: The retrieval performances of different representation approaches on the TREC 2011 and
2012 Medical Records track test collection. Statistical significance (paired t-test) at p < 0.05, at p <
0.01, and at p < 0.001 over a baseline are denoted a, aa and aaa, respectively. a is 1, 2, 3 or 4 to represent
the bag-of-words representation (BoW), the task-specific representation (BoC), the score combination
(δ = 2) baselines, or our learned approach (5-fold) approach, respectively.
• A traditional bag-of-words representation (BoW) approach
• The task-specific representation (BoC) approach
• An existing score combination approach (Srinivasan, 1996) (i.e. Equation (3.1)) with the sug-
gested setting of δ = 2.
9.6.1.2 Experimental Results: the Combined Representation
Table 9.4 compares the retrieval effectiveness of the proposed approach with the mentioned three base-
lines on the TREC 2011 and 2012 Medical Records track test collection. In addition, to evaluate the
optimal potential effectiveness, the best retrieval performance that our learned approach could achieve
is also reported (denoted oracle1).
From Table 9.4, we observe the following. First, we see that for both TREC 2011 and TREC 2012,
both the proposed learned approach and the existing score combination approach markedly outperform
the baselines where either of the BoW/BoC representations are taken into account. This shows that
combining the relevance scores from BoW and BoC is effective for patient search. Next, for the TREC
2012 queries, the retrieval performances of our learned approach (5-fold) markedly outperform those of
the score combination baseline (δ = 2). In particular, in terms of the infNDCG retrieval performance,
our learned approach (infNDCG 0.4723) significantly outperforms (paired t-test, p < 0.05) the existing
score combination baseline (infNDCG 0.4557). For the infAP measure, the proposed learned approach
performs markedly better than the score combination baseline (+6.5% improvement, from 0.1975 to
0.2133). However, for the TREC 2011 queries, our learned approach (5-fold) could not outperform the
score combination (δ = 2) baseline (bpref 0.5078 vs. 0.5118). This is partially due to the fact that the
TREC 2011 queries contains only 34 queries; hence, with a small number of queries, when we conduct
a 5-fold cross validation, the training and test sets could not generalise.
1We sweep the λq value between 0 and 1 to identify the oracle setting for each query.
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Finally, we discuss the optimal retrieval performance that our proposed learned approach could
achieve to evaluate the potential effectiveness of our learned approach, if we could better train the
learner. As expected, we observe that, with the best setting, the oracle approach significantly (p < 0.01)
outperforms all of the approaches discussed in this experiment. This shows some particular queries
differently benefit from the BoW and BoC representations. In particular, the retrieval performance of
our approach with the best setting (oracle) is up to +17.06% better than the 5-fold cross validation. Im-
portantly, we find that the mean of the effective weights (λq with the best possible setting) across the
two collections is 0.48459 (0 ≤ λq ≤ 1), while the standard deviation is 0.38085, which suggests that
the effective weight should indeed vary across queries. From this experimental result, we conclude that
there is no one combination of BoW and BoC that is effective for all queries. Hence, per-query predic-
tion approaches, like the ones deployed here, have great potential to improve patient search. However,
there is still an open research area to explore effective features and learners to close the performance
gap between the cross-validation and oracle regimes, even though by deploying the existing learner and
features, our learned approach could in general markedly and significantly outperform the existing score
combination approach of Srinivasan (1996).
9.6.2 Learning to Selectively Rank the Patients’ Medical History
Next, we describe our approach for selectively applying a patient ranking model. As discussed in
Sections 4.2.2, two main types of approaches (namely, the patient and the two-stage models) are used
to rank patients based on the relevance of their medical history. As discussed in Section 3.4.2.1, Zhu
& Carterette (2012) recently proposed to use a data fusion technique (Shaw & Fox, 1994), such as
CombSUM and CombMAX, to merge the relevance scores from both the patient model and the two-
stage model in order to exploit the effectiveness of both patient ranking approaches (see Section 3.4.2.1).
Instead, we argue that a selective approach that can appropriately identify which of the two ranking
approaches is more effective for a given query can further improve retrieval performance.
Specifically, we propose a novel selective approach for ranking patients based on the relevance of
their medical history. In particular, we postulate that some queries are better served with different patient
ranking approaches. Therefore, our proposed approach aims to effectively apply a ranking approach
that can accomplish a better retrieval performance for a particular query. Specifically, we deploy a
regression-trees classifier to learn how to select a ranking approach using query difficulty measures such
as AvIDF (Carmel & Yom-Tov, 2010). We choose to use the query difficulty measures as our learning
features, since we argue that to attain an effective retrieval performance, a search system should deploy
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ID Feature
1 Clarity Score1 (Cronen-Townsend et al., 2002)
2 SCQ1 (Zhao et al., 2008)
3 MAXCQ1 (Zhao et al., 2008)
4 NSCQ (Zhao et al., 2008)
5 AvICTF1 (Carmel & Yom-Tov, 2010)
6 AvIDF1 (Carmel & Yom-Tov, 2010)
7 EnIDF1 (Carmel & Yom-Tov, 2010)
8 Query Scope (ω)1 (He & Ounis, 2006)
9 γ11 (He & Ounis, 2006)
10 γ21 (He & Ounis, 2006)
11 Query length (He & Ounis, 2006)
12 Number of detected medical concepts in the query
13 Occurrence probability of symptom concepts in the query
14 Occurrence probability of diagnostic-test concepts in the query
15 Occurrence probability of diagnosis concepts in the query
16 Occurrence probability of treatment concepts in the query
Table 9.5: List of the query features used by our classifier to decide on when to apply either the patient
model or the two-stage model.
the ranking approach that finds the query the least difficult. The intuition is that an easy query leads to
a better retrieval performance.
We first describe the learning features used in our selective approach. To effectively select be-
tween the patient model and the two-stage model, we learn a classifier using the query features listed
in Table 9.5. Indeed, these features, which measure the difficulty of a query, can be categorised into
two groups. The first group (Features 1-10) measures the relative difference of the query performance
predictor scores between the patient model and the two-stage model. In particular, these 10 query per-
formance predictors were previously defined and used in Section 6.5 (Table 6.2).
On the other hand, the second group of features (Features 11-16) measures the difficulty of a query
by using the information from the query itself. Feature 11 is the number of non-stopword query terms.
Moreover, since medical queries normally focus on the four aspects of the medical decision process,
namely, symptoms, diagnostic tests, diagnoses and treatments (see Section 4.2.1), Features 12-16 are
based on the occurrences of the medical concepts associated with these four aforementioned aspects.
In particular, Feature 12 is the number of the concepts related to the medical decision process, which
can be extracted from the query. Specifically, we deploy MetaMap to identify those medical concepts
in the query, as discussed in Section 4.2.12. Features 13, 14, 15 and 16 estimate the probability that the
medical concepts detected in a query are related to symptom, diagnostic test, diagnosis and treatment,
1The difference between the values of the feature computed on the patient model and the two-stage model.
2We only use the concepts with the highest scores from MetaMap (i.e. indicated as ‘Meta Mapping’).
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Approaches 2011 2012bpref infNDCG infAP
Patient model 0.5006 0.4459 0.1865
Two-stage model 0.5141 0.4481 0.1857
CombMAX 0.4968 0.4459 0.1865
CombSUM 0.4978 0.4453 0.1866
Our selective ranking approach (5-fold) 0.5261⊕,⊗, 0.4500 0.1906
Our selective ranking approach (oracle) 0.5368⊕⊕⊕,		,⊗⊗⊗,, 0.4830⊕⊕,			,⊗⊗,, 0.2037⊕⊕,			,⊗⊗,,
Table 9.6: The retrieval performances of different patient ranking approaches on the TREC Medical
Records track’s collection. Statistical significance (paired t-test) at p < 0.05, at p < 0.01, and at
p < 0.001 over an alternative approach are denoted x, xx and xxx, respectively. Where x is ⊕, 	, ⊗, 
or  and refers to the patient model, the two-stage model, CombMAX, CombSUM, and our selective
approach (5-fold), respectively.
respectively. The probability is estimated using the maximum likelihood by counting the number of
medical concepts detected in the query. The more medical concepts are detected in the query, the more
likely that the query is difficult.
Next, we describe our decision mechanism, which is based on a learned classifier. In particular,
the classifier decides to apply the patient model or the two-stage model for a particular query using the
introduced query features. By doing so, we benefit from the fact that several query difficulty measures,
which are used as learning features, can be taken into account when choosing an effective patient ranking
approach. We use the GBRT as a classifier (see Section 5.3.4.3).
To effectively train the classifier, on a training set of queries, we label each query with 1 if the patient
model can achieve a better retrieval performance on a particular target measure; otherwise, it is labelled
-1. This allows the classifier to learn which ranking approach is more effective for a particular query.
Next, when training the GBRT classifier, we use the obtained accuracy as the loss function. We train the
classifier using the features listed in Table 9.5.
9.6.2.1 Experimental Setup: Our Selective Query Dependent Approach
We evaluate our selective ranking approach using the same settings as in Section 4.3.1 of Chapter 4.
Recall that we use the TREC Medical Records track’s test collection. For the patient model, we use
the parameter-free DPH weighting model to rank the patient documents (i.e. the concatenation of the
medical records associated to the same patient) described in Section 4.3.1. For the two-stage model, we
deploy the expCombSUM voting technique to aggregate the relevance scores of medical records when
calculating the relevance scores of their associated patients. To evaluate the proposed selective ranking
approach, we use the 5-fold cross-validation regime defined and used in Section 5.4.1 of Chapter 5.
When labelling the training set, we target the retrieval performance in terms of bpref and infNDCG for
TREC 2011 and 2012, respectively.
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We compare the retrieval performance of our selective ranking approach with the baselines, namely:
• The patient model (i.e. using DPH to rank the patient documents)
• The two-stage model (i.e. using DPH to rank the medical records before aggregating the relevance
scores of patients using expCombSUM)
• CombSUM (i.e. using CombSUM to combine the relevance score of the patient and the two-stage
models) as suggested by Zhu & Carterette (2012)
• CombMAX (i.e. using CombMAX to combine the relevance score of the patient and the two-stage
models) as suggested by Zhu & Carterette (2012)
9.6.2.2 Experimental Results: Our Selective Query Dependent Approach
Table 9.6 compares the retrieval performance of our selective ranking approach with the aforementioned
baselines, in terms of bpref, infNDCG, and infAP. In addition, to gauge the potential effectiveness of
our deployed classifier, we also report the best possible retrieval performances that could be attained
by our approach (i.e. an oracle1), when the classifier correctly identifies an effective patient ranking
approach for all of the queries. Firstly, we observe that the patient model and the two-stage model at-
tain a comparable retrieval effectiveness. Indeed, the two-stage model outperforms the patient model
in terms of the bpref and infNDCG measures, for TREC 2011 and 2012, respectively (bpref 0.5141 vs.
0.5006 and infNDCG 0.4481 vs. 0.4459), while the patient model performs better in terms of infAP for
TREC 2012 (0.1865 vs. 0.1857). Moreover, we find that applying the data fusion techniques, including
CombMAX and CombSUM, as suggested in Zhu & Carterette (2012), does not in general improve the
retrieval performance over both the patient and the two-stage models. On the other hand, we find that,
with the 5-fold cross-validation setting, our selective approach outperforms all of the four baselines.
Specifically, in terms of bpref, our approach (bpref 0.5261) significantly (paired-t test, p < 0.05) out-
performs the patient model, the CombSUM, and the CombMAX baselines for up to 5.9%. However, in
terms of infNDCG and infAP, the increased performances are not statistically different. The observed
results demonstrate the effectiveness of our deployed approach in selecting the right ranking approach
for a particular query. Note that the CombSUM and CombMAX baselines do not perform as effectively
as in Zhu & Carterette (2012), partially because we use DPH to rank documents in the patient model
and to rank medical records at the first phase of the two-stage model, instead of a language model.
In addition, when aggregating the relevance scores of the medical records in the two-stage model, we
1The oracle setting is obtained by manually choosing between the patient and the two-stage models, the one that achieves the
better retrieval performance for the individual queries.
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(a) bpref (b) infNDCG
(c) infAP
Figure 9.4: The difference between the retrieval performance obtained using the patient model and the
two-stage model on each query, in terms of bpref, infNDCG and infAP, respectively.
use the expCombSUM voting technique, instead of just summing up the relevance scores as in Zhu &
Carterette (2012). This suggests that the performances of CombSUM and CombMAX depend on the
underlying used retrieval models. In contrast, the proposed approach overcomes this problem by appro-
priately learning from the features when selecting a patient ranking model. Furthermore, we find that
if our classifier could make the correct decisions for each of the queries, the retrieval performances can
further improve (see the oracle row in Table 9.6).
Next, in Figure 9.4, we compare the difference between the retrieval performances obtained using
the patient model and the two-stage model on every query. Note that the difference in the retrieval
performance is positive when the patient model is more effective. From this figure, we find that neither
the patient model nor the two-stage model is consistently more effective for all of the queries. We
also find that the most effective patient ranking approach depends on the used measure (e.g. for query#
183, the patient model is more effective on infNDCG, while for the same query, the two-stage model
is more effective for infAP). This confirms the importance of deploying selective ranking approaches
when ranking patients.
9.7 Conclusions
In this chapter, we have investigated three approaches for combining the four components of our frame-
work, including the Negation Handling component (see Chapter 5), the Conceptual Reasoning compo-
nent (see Chapter 6), the Department Expertise component (see Chapter 7) and the Inclusion Criteria
Coverage component (see Chapter 8).
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We have used techniques from data fusion and machine learning to combine the relevance scores of
patients computed by each of the four components of the framework into a final ranking. In particular,
in Section 9.2, we described the used data fusion-based techniques including CombSUM, CombMNZ,
CombMAX, CombMAXMNZ , CombMED, CombMEDMNZ , expCombSUM, and expCombMNZ. Sec-
tion 9.3 discussed the use of AdaRank, AFS and LambdaMART for combining the components of our
framework. Section 9.4 introduced our selective query dependent approach to selectively apply one of
the four components when ranking patients for a particular query by taking into account the predicted
difficulty of the query.
Our experimental results in Section 9.5, showed the potential of our combination approaches as they
outperformed several baselines computed using each of the four components of the framework individu-
ally. In particular, from Table 9.2, we found that the AFS learning to rank technique was more effective
than the other examined combination approaches for both TREC 2011 and TREC 2012. Indeed, the
AFS-based combination technique outperformed all of the individual components of our framework
for TREC 2011. However, for TREC 2012, it could not outperform the most effective component (i.e.
the Conceptual Reasoning component). Meanwhile, as shown in Table 9.2, we found that the selec-
tive query dependent approach was effective for TREC 2011, while it was less effective for TREC 2012.
Next, we found that CombMNZ, CombMEDMNZ and expCombMNZ are the most effective data-fusion
techniques (see Table 9.2), when combining the components of our framework. In addition, we found
that the data fusion techniques that take into account the agreement between the components of our
framework (i.e. CombMNZ, CombMAXMNZ , CombMEDMNZ and expCombMNZ, respectively) per-
formed significantly better than their corresponding techniques, which do not consider this evidence
(i.e. CombSUM, CombMAX, CombMED and expCombMNZ, respectively).
In the thesis statement (Section 1.3), we hypothesised that uncovering and leveraging implicit knowl-
edge at the three different levels could improve the retrieval performance of a patient search system. Our
experimental results in Section 9.5 supports the thesis statement, as the combination of the four com-
ponents of the framework can significantly improve the retrieval performance over using the individual
components.
In addition, in Section 9.6, we have introduced two combination approaches to instantiate the query
and patient representation unit or the patient ranking unit of the patient search system, respectively. In
particular, Section 9.6.1 discussed our approach for combining the BoW and BoC representations of
the medical records and queries. Section 9.6.2 described our approach for selectively applying either
the patient or the two-stage models for ranking patients for a particular query, as an instance of the
patient ranking unit. Our experimental results showed that combining the BoW and BoC representations
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lead to a significant improvement of the retrieval performance (Table 9.4). Meanwhile, our approach
for selectively applying the patient or the two-stage models significantly outperformed the use of the
individual models (Table 9.6). We leave for future work, the investigation of an approach that combines
the four components of the framework with different instantiations of both the representation unit and
the patient ranking unit at the same time.
Next, in Chapter 10, we will close this thesis by summarising the conclusions and contributions
from each of the chapters in this thesis. Moreover, we will discuss possible directions for future research
uncovered by this thesis.
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Chapter 10
Conclusions and Future Work
10.1 Contributions and Conclusions
This thesis proposed a framework that uncovers the implicit knowledge in patient search. In particular,
we proposed to model and reason upon medical information related to four aspects of the medical deci-
sion process (i.e. symptom, diagnostic test, diagnosis and treatment) at the three levels of the retrieval
process (i.e. sentence level, record level and inter-record level), in order to extract possible implicit
knowledge from medical records and queries. Through thorough experiments, we have drawn insights
and concluded that effective patient search could be achieved by dealing with the implicit knowledge at
the three levels of the retrieval process. The remainder of this section discusses the contributions and
conclusions of this thesis.
10.1.1 Contributions
The main contributions of this thesis are as follows:
• In Chapter 4, we proposed a novel framework that uncovers the implicit knowledge by mod-
elling the medical conditions related to the four medical aspects. We introduced four components
for this framework, each of which extracts implicit knowledge at different levels of the retrieval
process. Specifically, at the sentence level, the first framework component (i.e. the Negation Han-
dling component) deals with the negated language in medical records and queries to prevent the
retrieval of patients that do not have the medical conditions that the query searches for. (see Sec-
tion 4.2.3.1). At the record level, the second component (i.e. the Conceptual Reasoning compo-
nent) uncovers the implicit knowledge by inferring the relationships between medical conditions,
e.g. patients with ‘heart disease’ are likely to have ‘high blood pressure’, in order to deal with the
complexity of the medical terminology (see Section 4.2.3.2). At the inter-record level, the third
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component (i.e. the Department Expertise component) leverages the inferred expertise of hospital
departments to highly rank patients who have medical records from the hospital departments that
have expertise in the medical conditions stated in the query (see Section 4.2.3.3). Finally, also at
the inter-record level, the final component of the proposed framework (i.e. the Inclusion Criteria
Coverage component) models the relevance with respect to all of the medical conditions in the
query so that patients who have medical records relevant to many query medical conditions are
ranked highly (see Section 4.2.3.4). Our proposed framework is the key contribution of this thesis,
in that it defines several approaches that uncover implicit knowledge in patient search.
• In Chapter 5, the Negation Handling component, which deals with the negated language in med-
ical records and queries, was presented and investigated. We contributed the NegFlag approach
that leverages the NegEx algorithm to detect negated phrases in medical records and queries (see
Section 5.2.1), representing terms with positive and negative contexts differently. Building upon
the NegFlag approach, we introduced two novel approaches to prevent patients whose medical
records contain the query terms in an opposite context from being retrieved (e.g. preventing pa-
tients with diabetes from being retrieved for a query to find patients who have no history of dia-
betes). The first approach leveraged the term dependence (i.e. co-occurrence statistics) of query
terms when demoting patients whose medical records contain query terms with an opposite con-
text (see Section 5.2.2). Meanwhile, for the second approach (see Section 5.3), we proposed a
learning mechanism that learns to give a negative score to a patient based on the occurrence of a
query term with an opposite context to the query. We thoroughly evaluated our approaches using
the test collections provided by the TREC Medical Records track to determine how effectively
our three proposed approaches can deal with the negated language in the medical records and
queries (see Section 3.4.1). In addition, we also investigated which types of queries benefit from
the negated language handling (see Section 5.4.5).
• In Chapter 6, we proposed the Conceptual Reasoning component, which infers relationships be-
tween medical conditions. We introduced two novel approaches to deal with the complexity of
medical terminology when searching patients based on the relevance of their medical records to-
wards a given query. As discussed in Section 3.4.2.3, the existing approaches suffer from the
complexity of the medical terminology. Our two proposed approaches tackled this problem by
exploiting associations between medical conditions (i.e. medical concepts). In particular, we built
a database of association rules between medical conditions extracted from existing medical re-
sources (e.g. ontologies and health-related websites) (see Section 6.2). Then, our two proposed
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approaches leveraged this association rule database using Bayes’ theorem (see Section 6.3) and
a stochastic analysis (see Section 6.4), respectively, to infer relationships between medical con-
ditions and to allow the retrieval of patients whose medical records do not explicitly contain the
query terms. We also analysed which types of queries our two proposed approaches improve in
terms of retrieval performance (see Section 6.6.5).
• Next, in Chapter 7, we introduced the Department Expertise component, which measures and
leverages the expertise in particular medical conditions of different hospital departments. Specif-
ically, we proposed two novel approaches (see Section 7.2) that instantiate this component by
promoting the patients who have medical records issued from the hospital departments that are
expert in the medical conditions stated in the query. We proposed two novel techniques to mea-
sure the expertise of hospital departments using the aggregates of medical records issued from
individual hospital departments. The two techniques were based on the federated search and vot-
ing paradigms (see Sections 7.3.1 and 7.3.2, respectively). Our contributions are the two novel
approaches that highly weight medical records issued from those hospital departments when ag-
gregating the scores of the retrieved medical records (Section 7.2.1) and when calculating the
relevance scores of the retrieved medical records before ranking the patients (Section 7.2.2), re-
spectively.
• In Chapter 8, we introduced the final component of our framework (i.e. the Inclusion Criteria Cov-
erage component), which estimates the relevance with respect to each of the medical conditions
stated in a given query. We contributed a novel approach that promotes the patients whose medi-
cal records are relevant to multiple query inclusion criteria (see Section 8.3). Given a query, we
used the MetaMap tool to extract the medical conditions (i.e. inclusion criteria) from the query,
representing each of them as a sub-query (Section 8.3.3). Our novel approach used these sub-
queries to measure the relevance towards the query medical conditions promoting those patients
that are relevant to most of the medical conditions. Our approach can be applied with the two
existing families of patient ranking models (namely, the patient model (see Section 8.3.1) and the
two-stage model (see Section 8.3.2)). We analysed the types of queries that benefited from our
approach in Section 8.4.5.2.
• In Chapter 9, we investigated several approaches to combine the four components of the proposed
framework. We combined the relevance scores computed by the components of our framework by
deploying approaches from three well-established research areas (namely, data fusion, learning
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to rank, and selective query dependent retrieval). Firstly, we examined several data fusion tech-
niques (e.g. CombSUM and CombMNZ) to aggregate those relevance scores (see Section 9.2).
Secondly, we applied learning to rank techniques, including AdaRank, AFS and LambdaMART,
to learn an effective combination of the relevance scores computed using the four components
of the framework (see Section 9.3). Thirdly, we introduced a selective query dependent retrieval
approach that learns when to apply one of the components of the framework for a particular query,
based on the predicted difficulty of that query (see Section 9.4). Our selective query dependent
retrieval approach deployed multiple classifiers to identify which of the components should be
used for a given query. In addition, in Section 9.6, we investigated a learned approach that com-
bines the relevance scores computed using a term-based and a task-specific representation on a
per-query basis. Moreover, we also proposed an automatic approach to selectively apply either
the patient model or the two-stage model for a given query.
10.1.2 Conclusions
In this section, we summarise the main conclusions and achievements of this work. In particular, these
conclusions validate the statement of this thesis proposed in Section 1.3 using the test collection pro-
vided by the TREC Medical Records track.
Effectiveness of Focusing the Search System on the Medical Decision Process From the experi-
ments conducted in Chapter 4, we examined the effectiveness of focusing only on the medical conditions
related to the four aspects of the medical decision process (namely, symptom, diagnostic test, diagno-
sis, and treatment) when retrieving patients based on the relevance of their medical records towards a
query. Compared to the two baselines where all terms or all medical conditions (i.e. medical concepts)
are used to represent the medical records and queries, our results showed that focusing on the medical
conditions related to the medical decision process is more effective (see Section 4.3.4). Specifically,
from Table 4.7, we observed that a retrieval system that focuses only on the medical conditions related
to the medical decision process significantly outperforms the retrieval system that uses either all of the
terms or all the medical conditions extracted from the medical records and queries.
This thesis postulated that a patient search system should focus on the medical conditions related to
the four medical aspects, which are the key information that healthcare practitioners take into account
when consulting patients, and allowing inferences to uncover the implicit knowledge (see Section 1.3).
From our experimental results in Chapter 4, we conclude that focusing a search system on the medical
conditions related to the medical decision process is an effective approach in patient search.
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Effective NegationHandling In Chapter 5, we examined whether explicitly dealing with the negated
language in medical records and queries could improve retrieval performance. We proposed three ap-
proaches for dealing with the negated language in medical records and queries, including the NegFlag
approach, the term dependence approach and a learned approach. Our experimental results showed that
the NegFlag approach significantly improved the retrieval performance by up to 7.07% over an effective
baseline that does not explicitly deal with the negated language (see Table 5.5). Meanwhile, our term
dependence and our learned approaches improved the retrieval performance by 7.71% (see Table 5.7).
In relation to the thesis statement (Section 1.3), our experiments in Chapter 5 confirmed that uncov-
ering implicit knowledge at the sentence level of the retrieval process by recognising the contexts of the
medical conditions in the medical records and queries improves the retrieval effectiveness of a patient
search system.
Effectiveness of Inferring Relationships between Medical Conditions In Chapter 6, we exam-
ined two approaches (namely, the Bayesian-based and the stochastic approaches) to infer relationships
between the medical conditions in the medical records and queries. Our experimental results in Sec-
tions 6.6.3 and 6.6.4, showed that exploiting the relationships between medical conditions significantly
improved the retrieval performance. In particular, as shown in Table 6.6 and 6.7, the Bayesian-based
and the stochastic approaches outperformed an effective baseline that does not infer these relationships
by up to 5.2% and 2.5%, respectively.
According to our thesis statement (see Section 1.3), we hypothesised that relationships between
medical conditions could be inferred to uncover implicit knowledge. Based upon our experimental
results in Sections 6.6.3 and 6.6.4, we conclude that relationships between medical conditions can be
effectively inferred to improve the retrieval performance of a patient search system.
Effectiveness when Leveraging the Extracted Hospital Departments’ Expertise In Chapter 7,
We proposed two approaches (namely, the aggregate scoring and the record scoring approaches) that
make use of the expertise of hospital departments when ranking patients based on the relevance of their
medical records. Our experimental results in Sections 7.4.3 and 7.4.4 showed the potential of our two
proposed approaches as they outperformed an effective baseline that does not take into account the
expertise of hospital departments. In addition, in Section 7.4.5.2, we showed that we can automatically
set the parameter within our aggregate scoring approach and improved the retrieval performance by 6.6%
over the baseline that does not take into account the expertise of hospital departments when ranking
patients (see Table 7.2).
In Section 1.3, our thesis statement postulated that the implicit knowledge could be uncovered at the
inter-record level of the retrieval process. From the experiments of Section 7.4, we conclude that using
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the expertise of hospital departments estimated from aggregates of the medical records issued by the
individual departments help improve the effectiveness of a patient search system.
Importance ofModelling Relevance towardsMultiple Inclusion Criteria in theMedical Queries
In Chapter 8, we introduced our inclusion criteria coverage approach to highly rank patients whose med-
ical records are relevant to multiple medical conditions stated in a given query. Our experimental results
in Sections 8.4.3 and 8.4.4 showed that the inclusion criteria coverage approach significantly outper-
formed an effective baseline by up to 9.13% (see Table 8.6).
In Section 1.3, our thesis statement hypothesised that uncovering the implicit knowledge at the inter-
record level enhances retrieval performance. Our inclusion criteria coverage approach uncovers the
implicit knowledge about the medical conditions that the query focuses on and promotes the patients
who are relevant to several of those medical conditions. Our experimental results showed the significant
improvement achieved by the inclusion criteria coverage approach over an effective baseline, validating
the thesis statement.
Effectiveness of Combining Approaches within Our Framework In Chapter 9, we examined
whether the combination of the components of our framework that deal with the implicit knowledge at
different levels of the retrieval process could lead to a better retrieval effectiveness. Through the exper-
iments in Section 9.5.3, we compare three combination approaches based on data fusion and machine
learning with the retrieval performance achieved by each of the components of our framework. The
AFS learning to rank technique performed better than all of the examined combination approaches. In
particular, for TREC 2011, AFS achieved bpref 0.5525, which is better than all of the four component
of our framework (see Table 9.2). This performance is significantly better the Negation Handling and
the Inclusion Criteria Coverage components. However, for TREC 2012, AFS could not outperform the
most effective component (i.e. the Conceptual Reasoning component), as shown in Table 9.2.
Our results showed that the combination of the four components of our framework performed better
than the use of individual components of framework alone, especially the AFS learning to rank tech-
nique.
10.2 Directions for Future Work
This section discusses possible directions for future research, related to or inspired by this thesis.
Learning to Focus on Particular Types of Medical Conditions Our task-specific representation ap-
proach proposed in Chapter 4 improved the representations of medical records and queries by focusing
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on the medical conditions related the medical decision process (namely, symptom, diagnostic test, diag-
nosis, and treatment). Experiments in Section 4.3.4 showed that the approach significantly outperformed
both a term-based and a conceptual representation approaches. However, it is also interesting to explore
a learned approach that weights the medical conditions related to each of the aspects (e.g. symptom)
of the medical decision process differently, so that a patient search system could more appropriately
promote the patients who are relevant to the medical conditions that are related to a particular aspect
during retrieval. Learning techniques, such as Gradient Boosted Regression Trees (GBRT) (Tyree et al.,
2011), could be used to learn the weights of the medical conditions related to different aspects of the
medical decision criteria.
Dealing with the Other Contexts of Medical Conditions We have shown in Chapter 5 that dealing
with negation could significantly improve the retrieval performance of a patient search system, as med-
ical records and queries are often written using a negated language. However, there are other types of
contexts that may be used in the medical records and queries. For example, a healthcare practitioner
may state in a medical record that the patient had a mother who has diabetes. This does not explicitly
confirm that the patient is also suffering from this disease. Hence, we could not demote this patient
for the query searching for diabetic patients. In Section 5.4.5.5, we have shown that applying a simple
technique similar to the NegFlag approach (Section 5.2.1) effectively represented these contexts. How-
ever, it may be worth investigating other approaches, such as the one similar to our learned approach to
handle negation introduced in Section 5.3 to deal with those contexts.
Considering the Context of Medical Conditions during Inference Our two proposed approaches (in-
troduced in Sections 6.3 and 6.4) make inference on the relationships between medical conditions with-
out considering the context (i.e. positive or negative) of the medical conditions. It is interesting to further
investigate whether the retrieval performance could improve if we consider the context of the inferred
medical conditions. For example, assuming that symptom A is one of the symptoms of heart disease,
when searching for patients with heart disease, the patients whose medical records state that the patient
does not have symptom A may be demoted in the ranking.
The Application of the Proposed Framework on Other Medical Search Tasks This thesis aims to
tackle the patient search task by uncovering the implicit knowledge. However, other search scenarios in
the medical domain are also hindered with the implicit knowledge problem. For example, the searching
of web pages that provide a simple source for patients with particular health conditions confront with
the situations where the medical web pages are typically written by healthcare experts, while the search
users are normally novices. Hence, an effective medical web page search system requires a mechanism
to deal with the knowledge that is not explicitly available of the search users. The information retrieval
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task of the ShARe/CLEF eHealth Evaluation Lab (Suominen et al., 2013) simulates such situations.
In future work, we could investigate the application of the framework proposed in this thesis on these
search scenarios.
10.3 Closing Remarks
In this thesis, we argued that the representations of medical records and queries can be improved by
uncovering the implicit knowledge at different levels of the retrieval process. We proposed a novel
framework for uncovering the implicit knowledge by taking into account and applying inferences on
the medical conditions related to the four aspects of medical decision process (namely, symptom, diag-
nostic test, diagnosis and treatment). From a thorough empirical investigation using the test collection
provided by the TRECMedical Records track, we showed that our framework is effective for the patient
search task. In particular, recognising the medical conditions related to the four aforementioned aspects
and representing the medical records and queries using only those medical conditions leads to a more
effective patient search system. Detecting the contexts of the medical conditions and preventing patients
whose medical records do not have the medical conditions stated in the query leads to an effective re-
trieval performance. The relationships between medical conditions should be inferred to improve the
retrieval performance. The medical records issued from particular hospital departments that are expert
in the medical conditions stated in the query should be highly weighted when ranking patients. Fur-
thermore, it is important to promote the patients whose medical records are relevant to multiple query
medical conditions. Finally, we showed that under some conditions, the improvements obtained by the
various deployed approaches were additive, leading to an effective patient search system.
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