The purpose of this paper is to examine the relationship between financial development-bank and stock market-and economic growth in Zimbabwe. Using data during the period from 2005 to 2013, the study employed a VECM for the short run Controls variables. This offers a possibility of applying VAR in order to use integrated multivariate time series and avoid spurious regression as the interest rates appear to have long run positive impact on economic growth. This means that banking sector performs better than the stock markets if the interest rate is positively related to economic growth. The findings suggest a positive relationship between efficient stock market and economic growth both in short run and long run. Interest rates have a negative effect, while market capitalisation has a positive effect on growth. It is concluded that financial sector is important in the process of sustainable economic development in Zimbabwe.
The development in the financial system is identified as factor which played a critical role in industrializing most European countries [1] and [2] . This role, according to theory is played via the platform of enabling the accumulation of financial resources in the banking system which is later "loaned" to the private sector for investment purposes. [3] also acknowledges the funding role played by the banking sector as it finances ideas developed by the private sector. In recent years, theorists look more critically into the role played by the financial sector in economic development [4] . Financial sector deposit has taken centre stage as a base on which economic growth can be premised. This development is based on the sustainability of contractual savings as compared to Domar's savings which incorporates spontaneous, volatile savings. While earlier theories suggest that once financial resources are in place economic investment naturally follows, recent theorists argue that there should be an efficient allocation of these deposits through a well-developed financial market into the various sectors of the economy.
While a developed financial system is regarded as a pre-requisite for economic growth, there has been a general argument as to the level and comparative contribution to economic growth by the various segments of the financial system, namely banking sector and stock markets. [5] finds that contribution by each of the named segments depends, to a greater extent, on the efficiency of each segment. This efficiency, according to [6] , depends on the level and nature of regulation of each segment especially where the regulators are different. In most African countries, Zimbabwe included, the Ministry of Finance is the prime regulator of these.
Some studies find no relationship between financial system development and economic growth. They argue that the role of financial systems, whether banking or stock markets, is over emphasised in both theory and empirical findings.
Policies that are pro-growth are enough in stimulating economic growth. [7] argues that it is economic growth which leads to financial system development therefore banking sector and stock markets do not contribute to the existence of economic growth. Banks are there to serve companies not to create them while stock markets are also to finance already existing companies. From general observation, it is clear that banks and stock markets definitely cause growth even in those existing companies implying that they do contribute to economic growth.
Through general inspection, the Stock markets appear more efficient than the banking sector since there is no directed channelling of resources compared to directed lending that is common in the banking sector [8] . Stock while the credit analysis of the banking sector is flawed with lack transparency [9] .
The comparison between stock markets and banking sector contribution to economic growth has attracted a lot of attention largely as a result of policy implications embedded in the comparisons' outcome. Stock markets are linked to contractual savings hence associated with long term savings and hence long term capital injection into the various markets of an economy leading to economic growth [10] [11] [12] . It is a general observation therefore to associate any economic development "drive", its sustainability and magnitude to the stock markets. Findings in [13] & [14] also establish that capital markets development is correlated to activity and efficiency of contractual savings). In related studies, economic growth has been found to be positively correlated to development of the stock markets in OECD member countries [11] . In all the findings, stock market development is regarded a crucial factor to sustainable mobilisation and/ or directing of financial resources to the productive sectors.
While there have been a number of studies analysing economic growth and financial sector development, most of these focused on the causality between economic growth and financial development in general, for example [15] [16]
[17] [18] [19] . These all find a relationship between economic growth, banking sector and stock market development.
In light of the various economic reforms done in Zimbabwe since the early 1990s which have yielded no significant results, it is imperative to investigate the role played by banking sector and stock markets so as to come with appropriate policy prescriptions.
Overview of the Zimbabwean Financial System
The problems surrounding the financial system in Zimbabwe have been signalled since 1993 when UMB (United Merchant Bank) collapsed and the government failing to save it despite the fact that most of its exposures were linked to the government. From thereon, the public did not lose confidence in only the financial system but the government as well whose policies were being "doc- Despite its existence for over 140 years, both under the colonial government and the 35 years of independence, the financial sector has remained fragile.
Regulation of the sector has remained fairly comparable with other countries in the region in terms of regulatory institutions albeit under inconsistent policies. Historically, the colonial era maintained a very "lean" banking sector structure with only four banks in operation until 1990. The first Economic Structural Adjustment Programme of 1993, which left the economy in a worse off situation, forced the government to liberalise the financial system in 1997 as it sought a quick recovery through the banking sector [20] . The hurried financial sector reforms resulted in non-deserving banks being opened, namely FNB, Intermarket
Building Society, Bard Discount House and Genesis Bank, with these collapsing within four years of operation.
While Zimbabwe generally led financial sector development within the SADC region both before and after independence, the post-Independence development was not in line with economic growth. Economic decline in GDP terms between 1997 and 2003 saw annual worsening from, from −2.6% to −6.1%. This was surprisingly accompanied by increased banking lending, from 63% total banking assets to 78% in 2003, a realisation of consumptive lending increases within that period [20] . To that effect, the failure to generate deposits from the lending practice saw banks competing for a shrinking deposit base [21] . This has been the trend since then and has been witnessed by the closing down of fourteen stockbroking firms in 2014 citing no business as investors dwindled on the Zimbabwe stock Exchange. The formerly collapsed banks, which were re-licenced after dollarization had to close again within less than one year of operation citing a small depositor base although their lending portfolios had already grown. Retrenchments in the manufacturing and agricultural sector sector since 2001 resulted in a 45% reduction in pension contributing workforce [21] . This cating a rather improved confidence in the policies of the government in place at that time [20] .
Zimbabwe Stock Exchange
The Zimbabwe Stock Exchange was closed during the hyper inflationary period Open Access Library Journal The stock market provides a low cost way of companies to raise capital to finance their business. The capital is raised by equities, depository receipts and debentures. This leads to growth of the industry and commerce of the country, thus economic growth. The stock market also provides an opportunity for investors to invest their surplus funds and have capital gain. Thus, the overall development of the economy is a function of how well the stock market performs and empirical evidence has proved that development of the capital market is essential for economic growth [23] .
The stock market is expected to lead to economic growth by directing funds from the public investors to efficient companies, increasing the liquidity of financial assets, disseminating information to promote better investment deci- 
Augmented Dickey-Fuller (ADF) Test
Augmented Dickey-Fuller (ADF) test is an extension of Dickey-Fuller test. The ADF test entails regressing the first difference of a variable y on its lagged level, exogenous variable(s) and k lagged first differences. The following equation of ADF test, which include both a drift and linear time trend, checks the stationarity of time series data:
where t Y is the variable in period t, T denotes a time trend, α , β , ρ are constants, ∆ is the first difference operator, t ε is an error term disturbance 
which is evaluated using the conventional t ratio for ρ :
where ρ is the estimate of ρ and The number of lags is being determined by minimum number of residuals free from auto correlation. In this study, the number of lags will be determined by the Schwarz information criterion (SIC). The test for a unit root is conducted on the coefficient of
If the coefficient is significantly different from zero (less than zero) then the hypothesis that y contains a unit root is rejected. Rejection of the null hypothesis denotes stationarity in the series. [29] proposed an alternative nonparametric unit root test to control for serial correlation in the error terms. The Phillips-Perron test (PP test) estimates a non-augmented Dickey Fuller test equation and modifies the t-ratio so that serial correlation does not affect the asymptotic distribution of the test statistic.
The Phillips-Perron (PP) Test
Below is the equation of the PP Test:
where the variables and parameters are the same as defined in the ADF test. The hypothesis is the same as that in ADF test, but it's evaluated using the t statistic below:
where ρ is the estimate of ρ and t ρ the t-ratio of ρ ,
se ρ is the coefficient standard error, s is the standard error of the test regression, 0 ψ is a consistent estimator of the error variance and 0 f is an estimator of the residual spectrum at frequency zero.
Cointegration
Various econometrics time series data like exports and GDP, consumption and income share theoretical long run relationships. It's also known that these time series data evolve over time such that their mean and variance are not constant [30] . Non-stationary time series data may lead macroeconomists to wrongly conclude that two variables are related when in reality they are not. This phenomenon is well known as spurious regression [31] . The typical method to analyze a non-stationary process is to either detrend or difference the data depending on the type of trend. While these methods may provide stationary variables for the regression, they can cause a loss of significant long run information and omitted variables bias [32] . Cointegration is an effective way to analyse non-stationery time series without losing significant long run information. In general, a set of variables are cointegrated if a linear combination of the integrated series is stationary. More specifically, if the variable under consideration are found to be I(1) (i.e. they are non-stationary at level but stationary at first difference), but the linear combination of the integrated variables is I(0) (i.e. stationery), then the variables are said to be cointegrated.If the variables are found to be cointegrated, they would not drift apart over time and the long run combination amongst the non-stationary variables can be established [33] . This linear combination is called the cointegrating equation and reflects a long run equilibrium relationship among the variables.
The two main cointegration techniques used in literature are the [33] cointegration test and the other is the [34] cointegration test. The former is suitable for bivariate analysis, while the latter is more convenient to use when there are more than two variables. This study is going to use the Johansen cointegration test to test for cointegration between Zimbabwe stock prices and the macroeconomic variables. The optimality of the [34] cointegration technique was shown by [29] in terms of symmetry, unbiasedness, and efficiency properties. A Monte Carlo study by [35] supports the superiority of Johansen test relative to other cointegration tests. It is appropriate for small samples and multivariate tests (ie anything more than two variables) the Johansen method is better. But for bivariate testing of typical runs of financial price data the Engle-Granger method has certain advantages. For example, by using a criterion of minimum variance (as opposed to the Johansen criterion of maximum stationarity) the method lends itself far more to risk/portfolio management applications.
Johansen (1991) Cointegration Test
The Johansen method of cointegration can be written as the following vector autoregressive (VAR) framework of order p. A is an 1 n × vector of constants, p is the maximum lag length, j B is an n n × matrix of coefficients, and t ε is an 1 n × vector of white noise terms. To use Johansen method, the equation above has to be turned into a vector error correction model (VECM) which can be written as The aim is to test the number of r cointegrating vector such as 1 2 , , , r β β β  . The Johansen approach has two likelihood ratio statistics to examine the rank of matrix Π . These are the trace and maximum eigenvalues tests which are given by the following formulas:
where T is the sample size, ˆi λ the eigenvalues from the π matrix or the characteristic roots from the π matrix. For the trace test, the null hypothesis is that the number of cointegrating vectors is less than or equal to r while the alternative hypothesis is that they are more than r. For the maximum eigenvalue test the null hypothesis is that the number of cointegrating vectors is less than or equal to r against the alternative of r + 1. For both tests if the test statistic is more than the critical value, the null hypothesis is rejected. Testing is conducted as a sequence under the null, 0,1, r =  until the null is no longer rejected. When r = 0 failing to reject 0 H will complete the test, otherwise the test continues until the null is no longer rejected.
There are so many advantages for employing Vector Error Correction Model (VECM) for the short run Controls variables such as market capitalisation and interest rate which are included in our study. Among them is that the VECM offers a possibility of applying Vector Autoregressive Model (VAR) in order to use integrated multivariate time series and therefore avoid spurious regression.
VECM Causality Test
The causality test is a statistical hypothesis test used to determine whether one time series is significant in forecasting another. This test aims at determining
whether past values of a variable help to predict changes in another variable. The most widely used test is the Granger causality test. But according to [33] To estimate the impulse response functions, the VAR model needs to be transformed into a Vector Moving Average (VMA) representation. [36] advocates that this transformation is essential since it allows for tracing out the effects of various shocks on variables contained in the VAR system. The form of the IRFs can be written as a VMA representation as shown in: 
Impulse Response Function (IRF)
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Forecast Error Variance Decomposition (FEVD)
Forecast Error Variance
Tests for Checking the Appropriateness of the Models
There are certain assumptions for the VAR and VECM models which include absence of heteroskedasticity and autocorrelation in the residuals and normality of the residuals. These are tested for by the methods outlined below. [38] test is a test of the null hypothesis of no heteroskedasticity against heteroskedasticity of unknown, general form. The test statistic is computed by an auxiliary regression, where we regress the squared residuals on all possible (nonredundant) cross products of the regressors. White test statistic is asymptotically distributed as a chi-square with degrees of freedom equal to the number of slope coefficients (excluding the constant) in the test regression. If the following regression is estimated: 
White Heteroskedasticity Test
where t u is the demeaned residuals. Define the third and fourth moment vec- 
under the null hypothesis of normal distribution. Since each component is independent of each other, we can form a 2 χ statistic by summing squares of any of these third and fourth moments.
Results and Discussion

Time Plots
The graphs above show the behaviour of the interest rate, market capitalization and GDP for the period January 2005 to December 2013. From the plots the trends of the variables over the period can be observed. 
Descriptive Statistics
Unit Root Results
The star (*) sign in the Table 2 and Table 3 denotes significance at 5% probability level. The null hypothesis ( 0 H ) is that the variable is not stationery while the alternative hypothesis ( 1 H ) is that the variable is stationery. The tests were performed using a model with intercept and trend. If the p-value is less than 0.05, then the null hypothesis is rejected and the variable will be stationery.
Considering the p-values in Table 2 and Table 3 , both tests fail to reject the null hypothesis, implying that all the variables are not stationery in their levels.
This is quite common with many economic time series data. Both tests reject the null hypothesis for all the variables in their first difference, implying that all the 
VAR Model
In this study, the optimum number of lags in our VAR was determined by the The residuals of the VAR are tested for normality using the Cholesky (Lutkepohl) orthogonalization. The Jarque-Bera test statistic is used for determining whether the residuals are normally distributed. The test statistic measures the difference of the skewness and kurtosis of the series with those from the normal distribution. The null hypothesis is that the residuals are multivariate normal. If the p-value is less than 0.05, then the null hypothesis is rejected and the conclusion is that the residuals are not normal. The results are shown in Table 5 . As the p-value is not significant, we conclude that the residuals are normally distributed. Thus the VAR model is appropriate.
The VAR residuals should not have heteroskedasticity, i.e. their variance Open Access Library Journal Table 5 . VAR residual normality tests.
Jarque-Bera df Prob.
14.08 12 0.2956
should be constant. The study uses the White Heteroskedasticity Test. The null hypothesis is that there is no heteroskedasticity, while there alternative is that there is heteroskedasticity. If the p-value is less than 0.05, then the null hypothesis is rejected and the conclusion will be that heteroskedasticity is present from Table 6 shows the p-value is not significant, thus the null hypothesis is not rejected, and the conclusion is that there is no heteroskedasticity present, thus the VAR is appropriate.
Johansen Cointegration Results
Since our variables are all I(1), Johansen cointegration test can be applied to the VAR(1) to find the long run relationship between the variables. The test is for identifying the number of cointegrating vectors and the corresponding cointegrating equations. The test has been carried out assuming a linear trend with an intercept in the cointegration equation. This is because the economic data which is being used in this study is assumed to have trends. The lag length used is 1 as determined by the Schwarz information criterion. The Johansen approach has two likelihood ratio statistics which are the trace and maximum eigenvalues tests. These tests are alternate tests. The null hypothesis is that the number of cointegrating vectors is equal to r while the alternative hypothesis is that they are greater than r. The tests are conducted at the 5% significance level. If the p-value is less than 0.05, then the null hypothesis is rejected and the iteration proceeds to test the next hypothesis that number of cointegrating vectors is equal to r + 1.
The star (*) sign in the tables above denotes significance at 5% probability level. The p-values are from [39] . Both the trace test (Table 7) and maximum eigenvalue test (Table 8) ables. This is consistent with many studies including those of [8] in India, [40] in Jordan, [41] in Malaysia, [42] in Sweden and [43] in Lithuania.
As the results show one cointegrating vector, the study normalises the Open Access Library Journal 
All the t-statistics in Table 9 are significant at the 5% significance level. Thus from equation 25 and Table 9 , the following results are derived: a) There is a significant negative long run relationship between GDP and interest rate. This result is in line with economic theory. This is understandable since the study include data which was captured during the hyperinflationary period when the excessive inflation was driving the prices of everything upwards including that of stock prices. On the other hand, during the period of this study, 2009-2013, inflation was under control and it was single digit inflation. This negative relationship is consistent with the results of [44] in India, [45] in Japan and [6] in Ghana among others. This negative relationship supports the proxy effect of [46] , which explains that higher interest rates raise the borrowing cost which adversely affects the profitability and the level of real economic activity; since the real activity is positively associated with interest rate, an increase in interest rate tends to reduce GDP. b) There is a positive significant long run relationship between GDP and market Open Access Library Journal capitalisation. This was expected. This is because GDP is being used as a proxy for real output. In times of high economic growth, companies will be able to increase production and sales hence higher turnover. Economies of scale may lead to higher profitability and also increased profits due to higher turnover. Hence higher expected cash flows and dividends, thus higher stock prices and ultimately a higher market capitalisation. This result is consistent with studies of [44] in India, [47] in the US and [40] in Jordan among others. There is a positive significant long run relationship between the. [33] suggest that if cointegration exist between the variables in the long run, then, there must be either unidirectional or bidirectional relationship between variables. Since the GDP, interest rate and market capitalisation are cointegrated, the short run casual relationships are examined in a VECM framework as developed by [33] . The optimal lag for the VECM is determined by the Akaike information criterion. It suggests an optimal lag of 4. The results are shown in Table 10 .
VECM Short Run Causality Results
In Table 10 , X → Y means X causes Y, denoting causality from X to Y. Thus the null hypothesis is that there is no causality from X to Y. The star (*) sign in 
VECM Diagnostic Tests
To Table 11 . Since the p-values are insignificant, we fail to reject the null hypothesis, thus conclude that there is no serial correlation in the VECM residuals. Thus the VECM model is appropriate.
The residuals of the VECM should be multivariate normal. The residuals of the VECM are tested for normality using the Cholesky (Lutkepohl) orthogonalization. The Jarque-Bera test statistic is used for determining whether the residuals are normally distributed. The test statistic measures the difference of the skewness and kurtosis of the series with those from the normal distribution. The null hypothesis is that the residuals are multivariate normal.If the p-value is less than 0.05, then the null hypothesis is rejected and the conclusion will be the residuals are not normal. The results are shown in The null hypothesis is that "there is no heteroskedasticity". If the p-value is less than 0.05, then the null hypothesis is rejected and the conclusion will be that heteroskedasticity is present. Table 13 shows the results. The p-value is not significant, thus the null hypothesis is not rejected and the conclusion is that there is no heteroskedasticity present, thus the VECM is appropriate.
Impulse Response Function Analysis
Impulse response functions are used to determine how the GDP respond to shocks in other economic variables. They track the response of the GDP over a period of time after the shock. They are carried out in the VAR (1) system, which was shown to be an appropriate equation (25) . The response they show include the magnitude of the effect on GDP, the direction of the effect i.e. The blue line in Figure 2 represents the shocks while red lines mark the 95% confidence interval. A shock in the GDP does not cause significant change in GDP. The only significant reaction to a shock is that of interest rate to interest rate. A shock in interest rate will have a significant impact on interest rate in the long run. The results are also in line with the VECM causality tests which showed that market capitalization causes GDP and GDP also causes market capitalisation Interest rates shocks cause the GDP to decrease for 5 months, then the effect settles to a permanent level. This contradicts the VECM causality results which showed that interest rates do not cause GDP in the short run. This however is in line with the results of the Johansen cointegration which showed a negative long run relationship between GDP and interest rates.
Forecast Error Variance Decomposition Results
Forecast Error Variance decompositions trace out the proportion of movements in the dependent variables that are due to their own shocks versus shocks to the other variables [48] . They separate the variation in an endogenous variable into the component shocks to the VAR. They show the relative importance of each independent variable in explaining for the variations observed in the dependent variable. Thus, variance decompositions can be considered to be similar to From the results in Table 14 , we observe that about 75% of the variations in GDP after the first quarter are due to its own shocks, while interest rate explains for about 10% of the variations, market capitalisation about 3%. At the end of the fourth quarter, about 60% of the variations in GDP are due to its own shocks, while the remaining 40% are explained for by the shocks in the other variables.
Among the explanatory variables, after 12 months, GDP accounts for the greatest variation, followed by market capitalization. As explained before, the effect of market capitalisation on GDP is likely to be through its effect of causing investment. Real activity as proxied by interest rate, accounts for a very low variation in the GDP. Overally, the interest rate and market capitalisation explain for 40% of the variations in the GDP, which is quite a significant percent age, supporting the Johansen cointegration results which showed a long run relationship between the Industrial index and macroeconomic variables.
Conclusions and Policy Implications
The purpose of this study was to investigate the short run and long run relationship relationships between GDP, stock market development and banking sector development using quarterly data from January 2005 to December 2013.
The study also sought to determine which one of the two has significant impact on GDP. Statistical and econometrics techniques were used to examine the short run and long run relationships. These techniques include the Johansen cointegration test, VECM causality tests, impulse response functions and variance decompositions.
Results of the long run analysis obtained from the Johansen cointegration test showed that the GDP and banking sector development (interest rate) and stock market development (market capitalisation) are cointegrated, implying that they share a long run relationship. The resulting cointegration equation showed the nature of the long run relationship. There is a significant negative long run relationship between GDP and stock market development and stock market development.
Further, the study shows that there is a significant negative long run relationship between the Zimbabwe stock prices and money supply. This is a surprising result, as it is expected that higher money supply will reduce the liquidity constraints companies are facing thus increase their profitability thus higher stock prices. This may be explained by noting that most companies, which are listed on the ZSE, are large companies, which makes it easier for them to raise capital, and also they have access to foreign borrowing, thus the liquidity crisis may not adversely affect them. The negative relationship is explained by noting that increase in money supply leads to inflation, which has been shown to be negatively associated with stock prices.
Furthermore, the study depicted that there is a negative significant long run relationship between interest rates and market capitalisation. This result was expected since the interest rates used were lending rates. Thus high interest rates lead to high cost of borrowing and hence a reduction in economic activity. This also affects corporate profit as higher cost of capital reduces the profits, reduces future cash flow of business and dividends. This causes a reduction of the stock prices. Higher interest rates also directly lead to the increase in the discount rate, thus a reduction in the present value of future dividends hence lower stock prices. Open Access Library Journal
The results of the VECM short run analysis showed that past values of interest rate, and market capitalization can be used to predict the short run GDP. The impulse response functions showed that shocks to the interest rate and market capitalisation have a significant permanent effect on GDP. The variance decompositions showed that a significant percentage of variation in the GDP is explained by the stock market and banking sector variables.
Government Policy Implications
Though dollarization brought inflation down to single digits, policy makers should continue putting more importance to the keeping of interest rate under control. This is because it is currently the most important factor which adversely affects GDP. Policy makers should also encourage stock market expansion as it is a cheap source of money supply for development and investment.
Monetary policy should be designed in a way that keeps lending rates low. This is because high lending rates have a significant negative impact on the profitability of companies as they increase the cost of capital. This has an adverse effect on the stock prices. Policy makers should also design policies that increase the industrial production thus real output in the economy, as this leads to higher stock prices in the long run. When designing policies to stabilize the stock market, policy makers should take into consideration the performance of the banking sector as it has been shown to have a significant impact on the stock prices in both the short and long run.
