Abstract: We introduce a family of branch merging operations on continuum trees and show that Ford CRTs are distributionally invariant. This operation is new even in the special case of the Brownian CRT, which we explore in more detail. The operations are based on spinal decompositions and a regenerativity preserving merging procedure of (α, θ)-strings of beads, that is, random intervals [0, L α,θ ] equipped with a random discrete measure dL −1 arising in the limit of ordered (α, θ)-Chinese restaurant processes as introduced recently by Pitman and Winkel. Indeed, we iterate the branch merging operation recursively and give an alternative approach to the leaf embedding problem on Ford CRTs related to (α, 2 − α)-regenerative tree growth processes. 
Introduction
Tree-valued Markov processes and operations on continuum random trees (CRTs) such as pruning have recently attracted particular interest in Probability. Evans and Winter, for instance, consider regrafting in combination with subtree pruning and show in [15] that Aldous' Brownian CRT arises as the stationary distribution of a certain reversible R-tree valued Markov process. Evans et al. [14] present a similar study involving root growth with regrafting. Aldous and Pal [9, 10, 24, 25] consider a Markov chain operating on the space of binary rooted R-trees randomly removing and reinserting leaves, related to a diffusion limit on the space of continuum trees. See also [1-3, 5, 21] for related work.
We study branch merging as a new operation on (continuum) trees, which leaves Ford CRTs, and in particular the Brownian CRT, distributionally invariant. Our branch merging operation is based on a leaf sampling procedure, and on the study of the resulting reduced subtrees equipped with projected subtree masses. The notion of a string of beads naturally captures this projected mass on a branch.
Following [29] , we consider (α, θ)-strings of beads for α ∈ (0, 1) and θ > 0. An (α, θ)-string of beads is a random interval [0, L α,θ ] equipped with a random discrete measure dL −1 , arising in the framework of the two-parameter family of (α, θ)-Chinese restaurant processes (CRP) when equipped with a regenerative table order. An (α, θ)-Chinese restaurant process as introduced by Dubins and Pitman [27] is a sequence of exchangeable random partitions (Π n , n ≥ 1) of [n] := {1, . . . , n} defined by customers labelled by [n] sitting along a random number of tables: Customer 1 sits at the first table, and, at step n+1, conditionally given k tables in the restaurant with n 1 , . . . , n k customers at each table, customer n + 1
• sits at the i-th occupied table with probability (n i − α)/(n + θ), i ∈ [k];
• opens a new table with probability (kα + θ)/(n + θ).
It is well-known that the joint law of the asymptotic relative table sizes arranged in decreasing order is Poisson-Dirichlet with parameters (α, θ), for short PD(α, θ). PD(α, θ) vectors have been widely studied in the literature: See e.g. [16] and [30] for constructions and properties, Section 10.3 in [27] for coagulationfragmentation-dualities for specific values of (α, θ) and Dong et al [13] for a fragmentation-coagulation-
• (How) can we merge these ordered (α, θ i )-CRPs, i ∈ [k], by completing the partial table orders to obtain the seating rule of an ordered (α, θ)-Chinese restaurant process for some θ > 0? • How does the parameter θ depend on α and θ i , i ∈ [k]?
Our merging algorithm allows to merge (α, θ i )-strings of beads preserving the regenerative property. It becomes particularly simple when α = θ i = 1/2 for all i ∈ [k], which is the case relevant for branch merging on the Brownian CRT.
Algorithm/Theorem 1.1 (Merging (1/2, 1/2)-strings of beads). Let E i = (ρ i , ρ i ), i ∈ [k], be k disjoint intervals and µ a mass measure on E := k i=1 E i such that (µ(E 1 ), . . . , µ(E k )) ∼ Dirichlet(1/2, . . . , 1/2). Suppose that the rescaled pairs (µ(E i ) −1/2 E i , µ(E i ) −1 µ Ei ) are (1/2, 1/2)-strings of beads, i ∈ [k], independent of each other and of the Dirichlet mass split (µ(E 1 ), . . . , µ(E k )). Define the metric space (E , d ) in the following way:
• Let E (1) := E, E
(1) i := E i , and ρ (i) Sample an atom X n at random from the mass measure µ E (n) .
(ii) Let a n := ρ (n)
In and b n := X n where
• Align the interval components (a n , b n ] in respective order to obtain the set E equipped with a metric d induced by this operation.
Then the pair (E , µ) equipped with the metric d defines an (1/2, k · 1/2)-string of beads. This algorithm is made mathematically precise and presented for general (α, θ i )-strings of beads, α ∈ (0, 1) and θ i > 0, i ∈ [k], in Section 3, see Algorithm 3.3 and Theorem 3.4. In general, our merging procedure yields an (α, θ := k i=1 θ i )-string of beads. As a corollary of our result, we recover the following property of PD(α, θ) vectors, disregarding the regenerative order incorporated by (α, θ)-strings of beads. The proof of our main result, Theorem 3.4, goes back to decomposition results for (α, θ)-strings of beads [29] and a stick-breaking construction for (α, θ)-regenerative interval partitions [19] .
The (α, θ)-tree growth model studied in [29] related to ordered (α, θ)-CRPs generalizes Ford's model (i.e. θ = 1 − α) [17] whose asymptotics were studied earlier by Haas et al. [20] . See also Chen et al. [12] for a multifurcating tree growth process related to Ford's model, and Pitman et al. [28] for more structural results on regenerative tree growth.
It was proved in [29] that, for 0 < α < 1 and θ ≥ 0, the delabelled trees in the (α, θ)-model have a binary fragmentation continuum random tree (CRT) T α,θ as their distributional scaling limit. The problem of appropriately embedding leaf labels of (T α,θ n , n ≥ 1) and the reduced trees with edge lengths R α,θ k , arising as scaling limit of the growth process (T α,θ n , n ≥ 1) reduced to the first k leaves, into T α,θ was solved in [29] by introducing a rather complicated infinite coin tossing construction. Based on our merging operation for strings of beads we develop a branch merging operation on Ford CRTs, the class of CRTs T α,1−α arising for θ = 1 − α, α ∈ (0, 1). We can couple T α,1−α and T α,2−α in the sense that we can embed R α,2−α k into T α,2−α given an embedding of R α,1−α k into T α,1−α , k ≥ 1. In particular, we construct T α,2−α with leaves embedded out of the limiting tree of the general Ford's model T α,1−α . In the case when α = 1/2, and θ = 1/2 or θ = 3/2, Aldous' Brownian Continuum Random Tree [6] [7] [8] arises as distributional scaling limit of the delabelled (α, θ)-tree growth process. Leaf labelling is exchangeable in the case when α = θ = 1/2, and uniform sampling from the natural mass measure on the Brownian CRT allows to embed leaf labels in this case, using a simplified version of the branch merging algorithm. For the case when α = 1/2 and θ = 3/2 we obtain embedded leaves applying our branch merging operation yielding a much simpler approach than the infinite coin tossing construction from [29] .
As a by-product of these developments, we obtain the distributional invariance under branch merging of Ford trees T α,1−α , α ∈ (0, 1), and in particular of the Brownian CRT. Detached from the aim of leaf identification in CRTs, we define the Branch Merging Markov Chain (BMMC) using a simplified branch merging operation as transition rule. The BMMC operates on the space of continuum trees. We prove that, for any n ∈ N, a discrete analogue of the BMMC on the space of rooted unlabelled trees with n leaves and no degree-two vertices (except the root) has a unique stationary distribution supported on the space of binary rooted unlabelled trees with n leaves (and no degree-two vertices), to which it converges as time goes to infinity. The Brownian CRT is a stationary distribution of the BMMC, and we conjecture that, for any continuum tree as initial state, the BMMC converges in distribution to the Brownian CRT.
This article is organized as follows: In Section 2 we recall some background on regenerative composition structures, and give a proper definition of (ordered) Chinese restaurant processes and (α, θ)-strings of beads. In Section 3, we introduce the merging algorithm and state our main result, which is proved in Section 3.3. Branch merging is explained in Section 4, where we also recap some background on R-trees and explain the (α, θ)-tree growth process including its convergence properties. As an application of branch merging, we describe leaf embedding for (α, 2−α)-tree growth processes in general, and the (1/2, 3/2)-tree growth process related to the Brownian CRT in particular. We also define the Branch Merging Markov Chain including a discrete analogue, which is shown to have a unique stationary distribution. We present some properties of the two-parameter Chinese restaurant process, and refer to [27] for further details. Recall the definition of an (α, θ)-Chinese restaurant process (CRP) (Π n , n ≥ 1) from the introduction. The state of the system after n customers have been seated is a random partition Π n of [n]. It is easy to see that, for each particular partition π of [n] into k classes of sizes n 1 , . . . , n k , we have
Preliminaries
where, for x ∈ R and m ∈ N, we define [x] m := x(x + 1)(x + 2) . . . (x + m). It follows immediately from the fact that the distribution of Π n , given by (2.1), only depends on block sizes, that the partitions Π n are exchangeable. Furthermore, they are consistent as n varies, and hence induce a random partition Π ∞ of N whose restriction to [n] is Π n . We equip the CRP (Π n , n ≥ 1) with a random total order < on the tables, which we call table order, see [29] . Independently of the process of seating of customers at tables, we order the tables from left to right according to the following scheme: The second table is put to the right of the first table with probability θ/(α+θ), and to the left with probability α/(α+θ). Conditionally given any of the k! possible orderings of the first k tables, k ≥ 1, the (k + 1)-st table is put
• to the left of the first table, or between any two tables with probability α/(kα + θ) each;
• to the right of the last table with probability θ/(kα + θ).
We refer to the CRP with tables ordered according to < as ordered CRP, and write (Π n , n ≥ 1) for the process of random partitions of [n] with blocks ordered according to <, where we recall that (Π n , n ≥ 1) orders the blocks according to least labels (birth order). For n ∈ N, we write
for the blocks of the two partitions Π n ,Π n of [n], where K n denotes the number of tables at step n. The sizes of these blocks at step n form two compositions of n, n ≥ 1, that is, a sequence of positive integers (n 1 , . . . , n k ) with sum n = k j=1 n j . The theory of CRPs immediately gives us almost-surely a limit for the number of tables K n ,
as well as limiting proportions (P 1 , P 2 , . . .) of costumers at each table in birth order, represented as
where the W i are independent, W i has a Beta(1 − α, θ + iα) distribution on the unit interval, and
The distribution of ranked limiting proportions is PD(α, θ). While the birth order is well known to be size-biased, it is shown in [29] that the ordered version of the (α, θ)-CRP (Π n , n ≥ 1) induces a regenerative composition structure in the sense of Gnedin and Pitman [19] , see Section 2.2.
Definition 2.1 ((Regenerative) composition structure). A composition structure (C n , n ≥ 1) is a Markovian sequence of random compositions of n, n = 1, 2, . . ., whose cotransition probabilities are determined by the property of sampling consistency, that is: if n identical balls are distributed into an ordered series of boxes according to C n , n ≥ 1, then C n−1 is obtained by discarding one of the balls picked uniformly at random (and then deleting an empty box if one is created). A composition structure (C n , n ≥ 1) is regenerative if for all n > m > 1, given that the first part of C n is m , the remaining composition of n − m is distributed like C n−m .
Lemma 2.2 ([29]
, Proposition 6). Let 0 < α < 1 and θ > 0, and let S n,j be the number of the first n customers seated in the j left-most tables in the ordered CRP (Π n , n ≥ 1), i.e. forΠ n = (Π n,1 , . . . ,Π n,Kn ),
Then there is the following convergence of random sets with respect to the Hausdorff metric on closed subsets of [0, 1]:
where the left-hand side is the random discrete set of values S n,j rescaled onto [0, 1], and the right-hand side Z α,θ is by definition the closure of the range of 1 minus the exponential of the negative of the subordinator (ξ t , t ≥ 0) with Laplace exponent
is a continuous local time process for Z α,θ meaning that the random set of points of increase of L is Z α,θ almost-surely.
We refer to the collection of open intervals in [0, 1] \ Z α,θ as (α, θ)-regenerative interval partition associated with (C n , n ≥ 1) and the local time process L, where L(1) = L α,θ a.s.. Note that the joint law of ranked lengths of components of this interval partition is PD(α, θ).
We consider the inverse local time L −1 given by
Note that L −1 is increasing and right-continuous, and hence we can equip the random interval [0, L α,θ ] with the Stieltjes measure dL −1 . We refer to the pair ([0, L α,θ ], dL −1 ) as an (α, θ)-string of beads in the following sense. We also use the term (α, θ)-string of beads for isometric copies of the weighted interval ([0, L α,θ ], dL −1 ). Since the lengths of the interval components of an (α, θ)-regenerative interval partition are the masses of the atoms of the associated (α, θ)-string of beads, we know that the joint law of ranked masses of atoms of an (α, θ)-string of beads is PD(α, θ).
Regenerative composition structures
We recap some well-known results for regenerative composition structures from [19] , some of which are based on [22] . For a (random) closed subset 
We call a subordinator (S t , t ≥ 0) multiplicative if for t > t, the ratio (1 −S t )/(1 −S t ) has the same distribution as (1 −S t −t ) and is independent of (S u , 0 ≤ u ≤ t). Furthermore, let M denote the closed range of a multiplicative subordinator (S t , t ≥ 0), i.e. M := {S t , t ≥ 0}
cl . For a general subordinator (S t , t ≥ 0), a multiplicative subordinator (S t , t ≥ 0) can be obtained via the the mapping from We associate each composition (n 1 , . . . , n k ) of n with the finite closed set whose points are partial sums of the parts n 1 , . . . , n k divided by n, i.e.
Every regenerative composition structure (C n , n ≥ 1) is hence associated with a sequence of random sets
Lemma 2.6 ( [19] , Lemma 6.3). Let (C n , n ≥ 1) be a composition structure and let ( M n , n ≥ 1) be the associated sequence of random sets as in (2.3). Then M n converges almost-surely as n → ∞ to some random closed subset M in the Hausdorff metric.
Lemma 2.7 ( [19] , Corollary 6.4). In the setting of Lemma 2.6, a composition structure (C n , n ≥ 1) is regenerative if and only if M is multiplicatively regenerative.
For α ∈ (0, 1) we can construct an (α, 0)-regenerative interval partition, as arising in the limit of the regenerative composition structure induced by an ordered (α, 0)-CRP, as the restriction to [0, 1] of the range of a stable subordinator of index α ∈ (0, 1). Definition 2.8 (Stable subordinator). A subordinator (S t , t ≥ 0) is called stable with index α ∈ (0, 1) if it has the self-similarity property, i.e., for all t > 0, it holds that S t /t 1/α = S 1 in distribution. 
Merging strings of beads

The merging algorithm
We first explain the basic structure of our merging operation for strings of beads, given a sequence of cut points (x n ) n≥1 , that is, a sequence of atoms on the strings of beads. We use R equipped with the usual distance function as underlying metric space, and will refer to isometric copies of the related intervals when we present applications to continuum random trees in Section 4. Let k ∈ N be fixed, and consider k disjoint strings of beads (E i , µ i ), i ∈ [k], given by the intervals
where
. We refer to the sequences (ρ i,j ) j≥1 , i ∈ [k], as cut points for the string of beads
. Define the set of flags Υ by 2) and assume that σ Υ : Υ → N gives a total order on Υ which is consistent with the natural order given by N when restricted to
) for all j ≥ 1. For n ∈ N, we write x n := σ −1 Υ (n), i.e. Υ = {x n , n ≥ 1}. We define the merged string of beads (E , µ) equipped with the metric d :
where the operator on the intervals E i , i ∈ [k], the distance d and the mass measure µ on E are defined in the following way:
• For any n ≥ 1, let (a n , b n ] be defined by
where ρ i,j denotes the unique element of Υ with σ Υ (ρ i,j ) = n, i.e. x n = ρ i,j .
• Define the set E by 5) and equip it with the metric d : E × E → R + 0 carried forward via these operations defined by
We use the subscript to underline that the set E = k i=1 E i is equipped with the metric d .
• Considering the natural mass measure µ on the Borel sets of E given by
yields a metric space (E , d ) endowed with a mass measure µ.
Note that (E , d ) is isometric to an open interval. Considering its completion, we can write E = (ρ, ρ ) where ρ := a 0 and ρ is the unique element in the completion of E such that d (b n , ρ ) → 0 as n → ∞. Hence, (E , µ) is a string of beads equipped with the metric d . Furthermore, note that In the case when E l = [ρ l , ρ l ) for some l ∈ [k], we interpret our algorithm in the following sense. Consider the first cut point ρ l,1 in E l , i.e. ρ l,1 = x n such that x n ∈ E l and x m / ∈ E l for all 1 ≤ m ≤ n − 1.
• If ρ l,1 = x 1 , then there is n ∈ N, such that b n = ρ l,1 and b n−1 = ρ i,j for some j ≥ 1 and i ∈ [k] \ {l}.
In this case, we consider the interval component (a n , b n ] = (ρ l , x 1,l ] in our algorithm, and set
and we obtain an interval [ρ = ρ l , ρ ) as a result of the merging procedure with µ(a 1 ) := µ l (ρ l ).
If E l = (ρ l , ρ l ], we might have that x n = ρ l for some n ∈ N. Then the interval E l is split into only finitely many components. If E l = [ρ l , ρ l ] is a closed interval, we naturally combine the described conventions.
Cut point sampling and main result
We now assume that our strings of beads are rescaled (α, θ i )-string of beads for α ∈ (0, 1) and
, and let µ be a mass measure on
are (α, θ i )-strings of beads, respectively, independent of each other and of the Dirichlet mass split (3.8). We construct an (α, θ)-string of beads for θ =
, using the merging algorithm presented in Section 3.1. The procedure is based on sampling an atom of an (α, θ)-string of beads such that the induced mass split is Dirichlet(α, 1−α, θ). Pitman and Winkel [29] describe a sampling procedure for such an atom.
cl , cf. Lemma 2.2. Define a switching probability function by
Consider a walker starting in 0, walking up the string of beads ([0, L α,θ ], dL −1 ) and tossing a coin for each of the (infinite number of atom) masses with heads probability given by p(exp(−∆ξ t )), i.e. the heads probability depends on the realative remaining mass after an atom. Let the walker stop at the first time he sees heads and identify the related atom by X. Then the components [0, X), X, (X, L α,θ ] induce a Dirichlet mass split with parameters (α, 1 − α, θ).
We refer to the sampling procedure described in Proposition 3.2 as coin tossing sampling. • Input: A mass measure µ on E :=
where the pairs (µ(
, are (α, θ i )-strings of beads, respectively, independent of each other and of the Dirichlet mass split (3.9).
• Output: A sequence of cut points (X n ) n≥1 and a sequence of interval components {(a n , b n ]} n≥1 .
For n ≥ 1, conditionally given (E, µ) and the previous steps of the algorithm, do the following:
proportionally to mass, i.e. let I n be a random variable taking values in {1, . . . , k} such that, for i ∈ [k], I n = i with probability µ(E
. Conditonally given I n , pick an atom X n of the interval E In according to coin tossing sampling.
(ii) Define the interval (a n , b n ] by (a n , b n ] := (ρ
In := X n and ρ
We can define E by aligning the intervals (a n , b n ] in respective order. More precisely, we consider the set of flags Υ := {X n , n ≥ 1}, the order σ : Υ → N, σ(X n ) := n, and define
equipped with the metric d , where the operator was defined in (3.3)-(3.6). We can write E = (ρ, ρ ). Our main result is the following. 
Furthermore, suppose that the rescaled pairs
, respectively, independent of each other and of the Dirichlet mass split 
Proof of the main result
We first establish some preliminary results, including decomposition and construction rules for (α, θ)-regenerative interval partitions and (α, θ)-strings of beads.
Some preliminary results
(α, θ)-regenerative interval partitions can be constructed using an (α, α)-and an (α, θ)-regenerative interval partition which are independent of each other. We can formulate an analogous version of Proposition 3.5 suitable for constructing an (α, θ)-string of beads, 0 < α < 1 and θ ≥ 0, based upon [29] , Proposition 14(b).
and the mass measure µ on I by
.
The following theorem shows how an (α, θ)-regenerative interval partition, α ∈ (0, 1) and θ > 0, can be constructed via a stick-breaking scheme, and a sequence of i.i.d. stable subordinators of index α. 
Furthermore, for 0 < α < 1, let M α (n), n = 1, 2, . . ., be a sequence of independent copies of the range M α of a stable subordinator of index α, and define a random closed subset
is the range of a subordinator with Laplace exponent
Remark 3.9 (Sliced splitting). Note that [0, 1]\ M(α, θ) is an (α, θ)-regenerative interval partition. Gnedin [18] refers to the method presented in Theorem 3.8 as sliced splitting: First split the interval [0, 1] according to the stick-breaking scheme with Beta(1, θ) variables, θ > 0, to obtain the stick-breaking points (V n ) n≥1 . Then, for each n ≥ 1, use an independent copy of a regenerative set derived from a stable subordinator with index α ∈ (0, 1) to split the interval (V n−1 , V n ), n ≥ 1, V 0 := 0. In other words, we first split the interval [0, 1] according to a (0, θ)-regenerative interval partition with θ > 0, and then shatter each part according to an (α, 0)-regenerative interval partition, α ∈ (0, 1). As a corollary of Theorem 3.8 we obtain a method to construct an (α, θ)-regenerative interval partition, using independent (α, 0)-regenerative interval partitions. Corollary 3.10. Let (Y i ) i≥1 be an i.i.d. sequence of Beta(1, θ) random variables for some θ > 0, and let the sequence (V n ) n≥1 be defined as in (3.12) . Furthermore, for 0 < α < 1, let M * α (n), n = 1, 2, . . ., be a sequence of independent copies of the random closed subset M *
Then M * (α, θ) is a multiplicatively regenerative random subset of [0, 1], and hence defines an (α, θ)-
Proof. We apply Theorem 3.8. Therefore, we show that the sets (3.13) . Consider the closure M α of the range of a stable subordinator S α of index α ∈ (0, 1) as defined in Theorem 3.8, i.e. M α := {S α (t), t ≥ 0}
cl . Since S α is stable, we obtain, for any c > 0, in distribution,
Therefore, for any r > 0, rM α d = M α , and hence, for any r > 0, we have that
Furthermore, by stationary and independent increments of subordinators, and the independence of (V n ) n≥1 and M α (n), n ≥ 1, in Theorem 3.8, we obtain
Hence, by Proposition 2.9, the sets [0, 
Strings of beads: Splitting and merging
The proof of Theorem 3.4 uses an induction on the splitting steps n ≥ 1. In Lemma 3.12 we describe the initial step. Its proof requires some basic properties of the Dirichlet distribution.
and
(iii) Size-bias: Let I be an index chosen such that
(iv) Two-dimensional marginals: For any i, j ∈ [k] with i = j, it holds that
(v) Deletion: For any i ∈ [k], the vector
Proof. (i) and (ii) can be found in [31] as Proposition 13 and Proposition 14/Remark 15, for instance.
(iii) is Lemma 17 in [4] . (iv) and (v) follow directly from the representation of the Dirichlet distribution in terms of independent Gamma variables.
Lemma 3.12. In Algorithm 3.3, conditionally given I 1 , the following random variables are independent:
• the mass µ((ρ I1 , X 1 ]) ∼ Beta(1, θ);
• the mass split µ(E
Proof. Conditionally given I 1 , i.e. given that the interval E I1 is selected in the first step of Algorithm 3.3, by Proposition 3.11(iii), we have that
Note that, conditionally given
The coin tossing sampling procedure from Proposition 3.2 gives an atom
. . , θ k ) distribution. By Theorem 3.7 and (3.15), the pairs
are (α, α)-and (α, θ I1 )-strings of beads, respectively, independent of each other and the Dirichlet mass split in (3.15) . By Proposition 3.11(iv) and (3.16) we have that µ((
Note that the Dirichlet mass split (3.15) (and in particular µ((ρ I1 , X 1 ))/µ((ρ I1 , X 1 ])) and the string of beads (3.17) are independent. By Proposition 3.5, Remark 3.6 and Theorem 3.7, we conclude that
is an (α, 0)-string of beads. The distribution of (µ(E
)) follows directly from Proposition 3.11(v).
We are now ready to prove our main result, Theorem 3.4.
Proof of Theorem 3.4. We use Corollary 3.10 to show the claim: Let (X n ) n≥1 be a sequence of random atoms of E, as sampled in Step (i) of Algorithm 3.3. By Lemma 3.12, the first cut point X 1 yields a mass split µ((
Again by Lemma 3.12, we obtain
where Y 1 is independent of the (α, θ i )-strings of beads 19) which are also independent of each other. Furthermore, Y 1 and the k strings of beads in (3.19) are also independent of the (α, 0)-string of beads
X 2 is now a random atom picked from
has a Dirichlet (θ 1 , . . . , θ I1−1 , θ I1 , θ I1+1 , . . . , θ k ) distribution, and hence X 2 splits the set E (2) according to Dirichlet(α, 1 − α, θ 1 , . . . , θ k ). Therefore, inductively, for n ≥ 1, we obtain the representation
where (Y m ) m≥1 is a sequence of i.i.d. random variables with Y m ∼ Beta(1, θ), using notation from (3.10). Consider now the sets of interval components defined via {(a n , b n ], n ≥ 1}. Applying Lemma 3.12 inductively yields that the sequence (Y m ) m≥1 is i.i.d. and independent of the (α, 0)-strings of beads
We are now in the situation of Corollary 3.10, and conclude that (E = (ρ, ρ ), µ) is indeed associated with an (α, θ)-regenerative interval partition of [0, 1]. By Corollory 3.7 we conclude that (E = (ρ, ρ ), µ) equipped with d defines an (α, θ)-string of beads.
Application: Branch merging and leaf embedding
We introduce a branch merging operation on Ford CRTs, i.e. on binary fragmentation continuum random trees of the form T α,1−α arising in the scaling limit of the (α, θ)-tree growth process for θ = 1 − α. We construct a sequence of reduced trees (R α,2−α k , k ≥ 1) associated with T α,2−α , the scaling limit of the (α, 2 − α)-tree growth process, based on branch merging and an infinite coin tossing construction of embedded leaves according to the (α, 1 − α)-tree growth model. In particular, we consider the case when α = 1/2, and θ = 1/2 or θ = 3/2, in which the Brownian CRT arises as a scaling limit.
R-trees, self-similar continuum random trees and the Brownian CRT
We recap some background on R-trees. As we will only work with compact R-trees, we include compactness in the definition. An R-tree is a complete separable compact metric space (T , d) such that the following two properties hold for every σ 1 , σ 2 ∈ T :
(ii) For every injective path q : [0, 1] → T with q(0) = σ 1 and q(1) = σ 2 we have
In what follows, we only work with rooted R-trees. Sometimes we refer to T as an R-tree, the distance d and the root ρ being implicit. For any α > 0 and any metric space (T , d) (and in particular any R-tree) we write αT for (T , αd).
We only consider equivalence classes of (rooted) R-trees. Two rooted R-trees (T , d, ρ) and (T , d , ρ ) are equivalent if there exists an isometry from T onto T such that ρ is mapped onto ρ . We denote by T the set of all equivalence classes of rooted R-trees, which we equip with its Borel σ-algebra. As shown in [14] , the space T is a Polish space when endowed with the pointed Gromov-Hausdorff distance d GH . The pointed Gromov-Hausdorff distance between two rooted R-trees
where the infimum is taken over all metric spaces (M, δ) and all isometric embeddings φ : T → M, φ : T → M into (M, δ), and δ H is the Hausdorff distance between compact subsets of (M, δ). In fact, the Gromov-Hausdorff distance only depends on equivalence classes of rooted R-trees.
A weighted R-tree (T , d, ρ, µ) is a (rooted) R-tree (T , d, ρ) equipped with a probability measure µ on the Borel sets B(T ). Two weighted R-trees (T , d, ρ, µ) and (T , d , ρ , µ ) are called equivalent if there exists an isometry from (T , d, ρ) onto (T , d , ρ ) such that µ is the push-forward of µ. The set of equivalence classes of weighted R-trees is denoted by T w . The Gromov-Hausdorff distance can be extended to a metric on weighted R-trees, the Gromov-Hausdorff-Prokhorov metric, which only depends on equivalence classes of weighted R-trees; see [23] , Section 6, for more details.
For any rooted R-tree (T , d, ρ) and x ∈ T , we call d(ρ, x) the height of x, and sup x∈T d(ρ, x) the height of T . A leaf is an element x ∈ T with x = ρ whose removal does not disconnect T . We denote the set of all leaves of T by L(T ). An element x ∈ T , x = ρ, is a branch point if its removal disconnects the R-tree into three or more components. ρ is a branch point if its removal disconnects the R-tree into two or more components. The degree of a vertex x ∈ T is the number of connected components of T \ {x}.
A pair (T , µ) is a continuum tree if T is an R-tree, and µ is a probability measure on T satisfying the following three properties: (i) µ is supported by L(T ), the set of leaves of T .
(ii) µ has no atom, i.e. for any singleton x ∈ L(T ) we have µ({x}) = 0. (iii) For every x ∈ T \ L(T ), µ(T x ) > 0, where
By definition of a continuum tree, the set L(T ) must be uncountable and cannot have isolated points.
It will be useful to consider reduced trees: For any rooted R-tree T and any
be the reduced subtree associated with T , x 1 , . . . , x n . R(T , x 1 , . . . , x n ) is an R-tree, whose root is ρ and whose set of leaves is {x 1 , . . . , x n }. We study a certain type of random R-trees, namely binary fragmentation continuum random trees arising in the scaling limit of (α, θ)-tree growth processes. 
are independent identically distributed isometric copies of (T , d, ρ, µ).
Binary fragmentation CRTs can be decomposed into isometric i.i.d. copies of the (in a probabilistic sense) "same" tree, when split into subtrees along the spine from the root to a leaf sampled from the mass measure on the CRT. 
Examples for binary fragmentation continuum random trees include Ford CRTs, i.e. the trees of the form T α,1−α , α ∈ (0, 1) (self-similarity index γ = α), which we present in Section 4.2, Corollary 4.9. When γ = α = 1/2, the tree T 1/2,1/2 is the Brownian CRT which can be defined in terms of Brownian excursion, see e.g. [11] for details: Let W = (W (t), 0 ≤ t ≤ 1) be a standard Brownian excursion. The tree (T W , d W , ρ) defined via 2W as height function, with mass measure µ W induced by the Lebesgue measure on [0, 1], is called the Brownian Continuum Random Tree (Brownian CRT), introduced by Aldous [6] .
We often need random R-trees whose equivalence class has the same distribution as a Ford CRT on T (or even T w ). We also refer to such random R-trees as Ford CRTs.
Regenerative tree growth: The (α, θ)-model
Ordered (α, θ)-CRPs and related (α, θ)-strings of beads naturally appear in the study of the (α, θ)-tree growth process (T α,θ n , n ≥ 1), see [29] . Consider the set T b n of random rooted binary trees with n leaves labelled by [n] = {1, . . . , n}. We study the growth model given by the following growth procedure. Let T 1 be the tree consisting of one single edge, joining the root and the leaf with label 1. At step 2 we select this edge and split it into a Y-shaped tree T 2 , which has one edge that connects the root vertex and a binary branch point; there are two leaves labelled by 1 and 2 which are linked to the single branch point by one edge each. Now, inductively, to construct T n+1 conditionally given T n , select an edge of T n according to some weights (being specified later). We select a n → c n , say, directed away from the root. We replace this edge by three edges a n → b n , b n → n + 1 and b n → c n , meaning that there is one edge connecting a n to a new branch point b n which is linked to the existing vertex c n and a new leaf n + 1. Clearly, T n ∈ T b n for all n ≥ 2.
The stochastic process (T n , n ≥ 1) of random trees created in the described way, where each edge is selected randomly according to some selection rule, is called a binary tree growth process. A range of selection rules, which are partly related to each other, was studied in the literature. We focus on the (α, θ)-rule defined in the following, see [29] . (i) For any n ≥ 2, consider the branch point of the tree T n adjacent of the root. Given that T n branches in two subtrees T n,0 and T n,1 of sizes (number of leaves) m and n − m respectively, where T n,1 contains the smallest label in T n , assign weight α to the edge connecting the root and the adjacent branch point, and weights m − α, n − m − 1 + θ to the subtrees T n,0 , T n,1 , respectively. (ii) Select one of the subtrees or the edge adjacent to the root proportionally to these weights (note that the total weight is n − 1 + θ). If a subtree with two or more leaves was selected, recursively apply the weighting procedure and the random selection until an edge or a subtree with a single leaf was chosen. If a subtree with a single leaf was selected, select the unique edge of this subtree.
A binary tree growth process (T α,θ n , n ≥ 1) grown via the (α, θ)-rule for some 0 ≤ α < 1 and θ ≥ 0 is called an (α, θ)-tree growth process. We write (T α,θ,o n , n ≥ 1) for the delabelled tree growth process where the trees T α,θ,o n , n ≥ 1, are considered as R-trees with unit edge lengths.
Remark 4.4 (Ford's rule). The selection rule for θ = 1 − α, 0 ≤ α < 1, is called Ford's rule, see [17] .
Consider the unique path in T α,θ n connecting the root and leaf 1, which we call spine. Referring to the subtrees along the spine as tables and the leaves within these subtrees as customers we obtain an ordered (α, θ)-CRP with label set {2, 3, . . .}. Whenever an edge on the spine is selected, the height of leaf 1, i.e. the number of tables K n in the CRP, increases by 1. Note that the j-th customer in the restaurant is labelled (j + 1) as leaf in the tree, since leaf 1 is not in a subtree off the spine. Furthermore, due to the leaf labelling and the sequential growth of T α,θ n , n ≥ 1, subtrees are identifiable and keep their order throughout, which makes the table order (or spinal order) consistent as n varies.
(α, θ)-tree growth processes are examples of regenerative tree growth processes in the following sense.
Definition 4.5 (Regenerative tree growth process). We call a binary tree growth process (T n , n ≥ 1) regenerative if for each n ≥ 2, conditionally given that the first split of T n is into two subtrees T n,0 , T n,1 with label sets B 0 , B 1 , respectively, the relabelled treesT n,0 andT n,1 are like independent copies of T |Bi| , i = 0, 1, respectively, where |B i | denotes the cardinality of the set B i , i = 0, 1, andT n,i is the tree T n,i with leaves relabelled by the increasing bijection
The trees grown via the (α, θ)-selection rule have leaves which can be identified by successively assigned labels from {1, 2, . . .}. Pitman and Winkel [29] studied exchangeability of leaf labelling. within this subtree leaf 6 is inserted at the root edge with probability α/(1 + θ). Proof. This convergence was derived in [29] and [20] :
Pitman and Winkel
• The marginal distributions of delabelled trees coincide for the regenerative (α, 1−α)-and (α, 2−α)-tree growth processes (see Lemma 12 in [29] ).
• The (α, 1 − α)-and the (α, 2 − α)-tree growth processes have the trees T α,1−α and T α,2−α as their distributional scaling limits, respectively (see Proposition 4.7). Corollary 4.10. In the case when (α, θ) = (1/2, 1/2) or (α, θ) = (1/2, 3/2) the tree T α,θ is the Brownian Continuum Random Tree.
Proof. It was shown in [20] that the delabelled (1/2, 1/2)-tree growth process has the Brownian CRT as its distributional scaling limit. By Corollary 4.9, the Brownian CRT is also the limit of the delabelled (1/2, 3/2)-tree growth process.
Pitman and Winkel [29] used an embedding of the reduced trees R α,θ k , k ≥ 1, into the CRT T α,θ to prove convergence results for (T α,θ n , n ≥ 1). Theorem 4.11. Let (T α,θ , d, ρ, µ) be a binary fragmentation CRT as in Theorem 4.8. Then there exists a sequence of random leaves Σ k , k ≥ 1, such that the sequence of reduced trees (R(T α,θ , Σ 1 , . . . , Σ k ), k ≥ 1) has the same distribution as (R α,θ k , k ≥ 1). The problem of finding the leaves Σ k , k ≥ 1, as in Theorem 4.11 was solved in [29] (Lemma 19, Proposition 20 and Corollary 21) by introducing a complicated procedure involving a walker climbing up the spine from the root to an exchangeable leaf, tossing a coin for each of the (infinite number of) subtree masses and switching direction whenever he sees heads. The heads probability thereby depends on the relative remaining mass after a split. We refer to this procedure as infinite coin tossing construction. It was shown that the spinal decomposition theorem (Theorem 4.2) can be adapted in the following sense. 
are independent identically distributed isometric copies of (T α,θ , d, ρ, µ).
As a tree analogue of merging of (α, θ i )-strings of beads, i ∈ [k], in the special case when k = 3 and θ 1 = θ 2 = 1 − α, θ 3 = α, we introduce branch merging on Ford CRTs, and give two applications of the branch merging operation. First, for general α ∈ (0, 1), we construct an (α, 2 − α)-string of beads out of three branches of the tree T α,1−α . Recursive application of this procedure yields a sequence of trees (T k , k ≥ 1) and a sequence of leaves (Σ k , k ≥ 1) such that the sequence of reduced trees (R(T k , Σ 1 , . . . , Σ k ), k ≥ 1) has the same distribution as the sequence of reduced trees (R α,2−α k , k ≥ 1) associated with the (α, 2 − α)-tree growth process as in Proposition 4.7. Second, we focus on the case when α = 1/2 and θ = 3/2, in which the Brownian CRT arises as scaling limit. We can construct a Brownian CRT with embedded leaf labels according to the (1/2, 3/2)-growth rule out of a Brownian CRT equipped with the natural mass measure. In this sense, uniform sampling from the mass measure on the Brownian CRT in combination with branch merging allows to embed leaf labels in the (1/2, 3/2) case by using a much simpler approach than the infinite coin tossing construction from [29] . As a by-product of these developments, we prove that Ford CRTs, and in particular the Brownian CRT, are distributionally invariant under branch merging.
Branch merging on continuum random trees
For any weighted R-tree (T , d, ρ, µ) and any R ⊂ T , we define the projection
where Φ ρ,σ : [0, d(ρ, σ)] → T is the unique isometry with Φ ρ,σ (0) = ρ and Φ ρ,σ (d(ρ, σ)) = σ, and write
for the push-forward of the mass measure µ via π R .
The branch merging algorithm
We are now ready to present our branch merging algorithm on Ford CRTs T α,1−α , α ∈ (0, 1). , into T α,1−α by using the infinite coin tossing construction, and denote by Ω the first branch point of the spines from the root ρ to Ω 0 , Ω 1 , Ω 2 . We obtain the three branches
Define the start configuration (Σ 1 ,Σ 1 , Θ) by
We obtain a split of R 2 into 4 branches defined by
(ii) Partition sampling: Consider a sequence of i.i.d. random variables (Z n ) n≥3 ∼ µ R2 . Let Y 2 := ρ Θ , and, given Y k , 2 ≤ k ≤ n, define Y n+1 in the following way:
• Otherwise, perform the infinite coin tossing construction on the connected component of (iii) Tree pruning and spine merging:
, and the collection of blocks
where, for A, B ⊂ N, A∩B = ∅, A ≺ B :⇔ min A < min B. Let Υ := {x : Π x ∈ C} be the associated set of flags on the branches E 1 , E 2 , E 3 and write Υ = {X k , k ≥ 1} where
Define the merged branchR 1 viã
where the operator was defined in (3.1), Section 3.1. We obtain the metric dR
(iv) Update rule: Define the metric space (T 1 ,d 1 ) by the setT 1 :=R 1 ∪ x∈R1 S x , equipped with the metricd 1 :
if x, y ∈ S x for some x ∈R 1 . (4.7) Furthermore, define the mass measureμ 1 on (T 1 ,d 1 ) bỹ
if x ∈ S x for some x ∈R 1 , (4.8)
Note thatμ 1 is uniquely identified by (4.8).
The reduced tree split into four branches with subtree masses as atoms. First five flags labelled by X1, . . . , X5 are displayed.
Theorem 4.14 (The merged tree). The quadruple (T 1 ,d 1 , ρ,μ 1 ) constructed in Algorithm 4.13 is a random R-tree with the following properties:
(i) Let S x , x ∈R 1 , denote the connected components ofT 1 \R 1 , where the branch point base point of S x inT 1 is x, and denote the discrete mass measure onR 1 obtained by assigning mass µ(S x ) to x ∈R 1 by µR
are independent and identically distributed isometric copies of (
is a Ford CRT with parameter α ∈ (0, 1), i.e. it holds that
Proof. Note thatμ 1 (S x ) = µR 1 (x) for any x ∈R 1 . We prove Theorem 4.14 in a series of propositions.
Proposition 4.15. The leaf embedding procedure in Step (i) of Algorithm 3.3 induces the mass split
Furthermore,
Proof. We refer to [29] , Section 3.5. It was shown that the leaf embedding procedure on T α,1−α yields a reduced tree R(T α,1−α , Σ 1 ,Σ 1 , Θ) subject to a Dirichlet mass split with parameter α for each inner branch, and (1 − α) for each outer branch. To see (4.9) note that the mass of
corresponds to the mass of the atom ρ Θ on R 2 . (4.10) is a direct consequence of the aggregation property of the Dirichlet distribution, see Proposition 3.11(i).
Proposition 4.16. Let Π x , x ∈ R 2 , be the label sets from Step (ii) of Algorithm 3.3. Furthermore, let (Σ k , k ≥ 1) be a sequence of leaves as in Theorem 4.11. Then, for any x ∈ R 2 and S x = (π R2 )
Proof. This follows from [29] , Corollary 21, where recursive application of the infinite coin tossing construction in reduced trees is studied. Given R(T α,1−α , Σ 1 , . . . , Σ k ) the selection rule for the atom x ∈ R(T α,1−α , Σ 1 , . . . , Σ k ) which Σ k+1 is attached to, is such that an edge of the reduced tree is selected proportionally to mass. If an external edge is selected, the infinite coin tossing construction is applied. If an inner edge is selected, an atom is chosen proportionally to weight. Projecting the labels of the Σ k , k ≥ 2, onto R 2 yields the claimed equality in distribution of the label sets, where we set Σ 2 = Θ. Proposition 4.17. Let A(µ R2 ) := {x ∈ R 2 : µ R2 (x) > 0} be the set of atoms of µ R2 . The quadruples
are independent identically distributed copies of (T α,1−α , d, ρ, µ).
Proof. This follows directly from Theorem 4.11 in combination with Theorem 4.12.
Furthermore, the pair
is an (α, 2 − α)-string of beads. The pair
is an (α, α)-string of beads. The strings of beads in (4.12) and (4.13) are independent.
Proof. First of all, recall the definition of E i , i ∈ [3], i.e.
and note that, as a direct consequence of the embedding procedure, µR
, are independent (α, θ i )-string of beads, where θ 1 = θ 3 = 1 − α, θ 2 = α, see [29] , Proposition 14(b). Hence, by construction of ]]ρ Θ , Σ 1 [[⊂R 1 using the operator from (3.1) and Theorem 3.4, the pair (µR , α) -string of beads, cf. Theorem 4.11. By Theorem 3.7, the strings of beads (4.12) and (4.13) are independent. (4.11) is a direct consequence of the branch merging operation and (4.10). Proof. By Proposition 4.18 we have a Dirichlet(α, 1 − α, 2 − α) mass split, an independent (α, α)-and an independent (α, 2 − α)-string of beads as in Theorem 3.7, and we conclude that (R 1 , µR .
Branch merging 
Recursive branch merging and leaf embedding
Let T α,1−α be a Ford CRT for some α ∈ (0, 1) as in Section 4.3.1. Consider (T k ,d k , ρ,μ k ), k ∈ N, with leaves Σ 1 , . . . , Σ k and root ρ, denoting the random R-tree obtained by performing the branch merging operation given by Algorithm 3.3 in (T α,1−α , d, ρ, µ), and in k−1 subsequently selected subtrees according to the following scheme, which explains how to obtain (
Consider the subtree spanned by the leaves Σ 1 , . . . , Σ k , denoted byR k := R(T k , Σ 1 , .., Σ k ), which is equipped with a random point measure PR k given by
where the mass measure µR k is the push-forward ofμ k via the projection
mapping the connected components ofT k \R k onto the closest point of the reduced treeR k , the set A(µR (i) A labelled bead is a pair (S, Π S ) where (S, d S ) is a pointed metric space with a distinguished vertex ρ S (the "root" of S) and equipped with a mass measure µ S , Π S is an infinite label set, i.e. |Π S | = ∞, and, for ∆ S := µ S (S), it holds that
(ii) A labelled bead space is a pair (R, P R ) where (R, d R ) is a metric space with a distinguished vertex ρ R (the "root" of R) and equipped with a discrete mass measure µ R , and P R is a point process of the form
where A(µ R ) is the set of atoms of the measure µ R on R, i.e. A(µ R ) := {x ∈ R : µ R (x) > 0}, such that (S x , Π x ) is a labelled bead for every x ∈ A(µ R ) with root ρ Sx := x, distance d Sx and mass measure µ Sx .
In order to obtain the branch linkingR k and Σ k+1 choose the unique labelled bead (S x , Π x ) whose label set contains k + 1, say (S k , Π k ). Note that d S k =d k S k , µ S k =μ k S k , since each subtree related to a labelled bead onR k was present as subtree (T k ,d k , ρ) as well as in the initial CRT (T α,1−α , d, ρ). We now consider the rescaled tree
completed by a root vertex ρ k := πR k (S k ) and equipped with the label set Π k . Since
we can apply the procedure described in Algorithm 3.3 when interpreted appropriately:
(i) Label the start configuration by (Σ k+1 ,Σ k+1 , Θ k ), the branch point by Ω k , and consider the label set Π k := {n i , i ≥ 1} where subcripts are assigned according to the increasing bijection, i.e. n 1 = k + 1 and n 2 = k , where
Consider a sequence of i.i.d. random variables (Z ni ) i≥3 , and let
in the following way:
• Otherwise, perform the infinite coin tossing construction on the connected component of
] to identify the atom Y n l+1 , i.e. perform the infinite coin tossing construction on the branch
yields a CRT incorporating a spine transformation on the spine from ρ k to the leaf Σ k+1 . We obtain a labelled bead
denotes the mass measure on the merged spine ]]ρ k , Σ k+1 ]] whose atoms are the connected components of
, and
is the associated set of atoms. Note that the union of the label sets Π x , 
The reduced tree spanned by the root ρ and leaves Σ 1 , . . . , Σ k+1 is obtained via the updating rulẽ
We replace the point (ρ k , S k , Π k ) by a new series of labelled beads aligned along ]]ρ k , Σ k+1 ]] to update the point process PR is uniquely determined via
δ (x,Sx,Πx) .
Informally speaking, we replace (
by incorporating the distance changes related to the spine transformation and removing the two points Ω k andΣ k+1 lost within the branch merging operation.
where the distanced k+1 is the push-forward ofd k via the analogue of (4.7), and the mass measurẽ µ k+1 is induced byμ k as in (4.8), see Algorithm 3.3 for the precise definition ofd k+1 andμ k+1 in the case k = 0, which can be easily adopted to the general case k ≥ 0. . Now, let k ∈ N, and assume that R(
. By the induction hypothesis, it is clear that the rescaled, transformed subtree
has the same distribution as (T 1 ,d 1 , ρ,μ 1 ), and that Σ k+1 is such that R(S k , Σ k+1 )
by the induction hypothesis, the claim follows. (i) B Start configuration: Pick three leaves Ω 0 , Ω 1 , Ω 2 independently by uniform sampling from the mass measure µ on T , and denote by Ω the first branch point of the spines from the root ρ to Ω 0 , Ω 1 , Ω 2 . We obtain the three branches
Write R 2 for the reduced tree spanned by ρ, Σ 1 ,Σ 1 , ρ Θ := π R2 (Θ) and S x := (π R2 ) −1 (x) for any x ∈ R 2 . We obtain a split of R 2 into 4 branches defined by
(ii) B Partition sampling: Consider a sequence of i.i.d. random variables (Y k ) k≥3 ∼ µ R2 , and define
Based on the properties of the Brownian CRT as described above, we conclude that (i) and (ii) in 
i.e. the Brownian CRT is distributionally invariant under the simplified branch merging algorithm.
The Branch Merging Markov Chain
It was crucial for the recursive leaf embedding procedure to obtain successively finer allocations of the non-embedded leaf labels (i.e. labels {k + 1, k + 2, . . .} after step k) onto the atoms of the mass measure µR k on the reduced treeR k . In particular, in the intial run of Step (i)/(i) B of Algorithm 3.3, it is necessary to find the bead of the second leaf to obtain a Dirichlet(α, 1 − α, 2 − α) mass split at the atom of label 2 inR 1 as required for the embedding of R α,2−α 1 . Therefore, we have to sample three leaves Σ 1 ,Σ 1 , Θ in
Step (i)/(i) B . In the following, we introduce the Branch Merging Markov Chain operating on the space of continuum trees, which is based on the branch merging algorithm incorporating uniform leaf sampling as in the Brownian case, but which is detached from the aim of leaf identification in a CRT. We obtain the following simplification of Algorithm 3.3 (and in particular of steps (i) B and (ii) B ). (i) M C Start configuration: Pick two leaves Σ 1 andΣ 1 independently by uniform sampling from the mass measure µ on T , and denote by Ω the branch point of the spines from the root ρ to Σ 1 andΣ 1 . We write R 2 = R(T , Σ 1 ,Σ 1 ), and obtain the three branches
(ii) M C Partition sampling: Consider a sequence of i.i.d. random variables (X k ) k≥2 ∼ µ R2 , and define
(iii) M C Tree pruning and spine merging:
where, for A, B ⊂ N, A∩B = ∅, A ≺ B :⇔ min A < min B. Let Υ := {x : Π x ∈ C} be the associated set of flags on the branches E 1 , E 2 , E 3 , and write Υ = {X k , k ≥ 1} where
Define the merged branchR 1 viaR
where the operator is defined in (3.1), Section 3.1. We obtain the metric dR
M C Update rule: Define the metric space (T 1 ,d 1 ) by the setT 1 :=R 1 ∪ x∈R1 S x , equipped with the We now study a discrete analogue of the BMMC: Let n ∈ N and T o n be the set of rooted unlabelled trees with n leaves and no degree-two vertices (except the root), considered as R-trees with unit edge lengths. For any tree T ∈ T o n , we consider the uniform probability measure on L(T ) by assigning mass 1/n to any of the leaves. Let (τ k , k ≥ 0) be a time-homogeneous Markov chain operating on the set T 
, where
Define the merged spineR 1 and the treeT 1 as in (iii) M C and (iv)
d Forget the leaf labelling to obtainT ∈ T o n . Note that both in the BMMC and in the discrete analogue, we allow for µ R2 (Ω) > 0. In this case, when the first part of E 2 is not the first part of the merged string of beads, in step (iv)
d , we will join the two atoms Ω and x for some x ∈ R 2 , and form a larger atom with mass µ R2 (Ω) + µ R2 (x), see the convention from Remark 3.1. Furthermore, when subtrees are carried forward, we join the trees S Ω = (π R2 ) −1 (Ω) and S x = (π R2 ) −1 (x) at their root vertices. We also allow for µ R2 (ρ) > 0, and treat this case analogously. Also note thatT ∈ T o n since branch merging leads to the deletion of the leafΣ 1 . We use an induction on the number of leaves n. For n = 2, we have two possible trees, a Y-shaped tree (say T 1 ), and a tree with two leaves which are directly connected to the root (say T 2 ). Obviously, given τ 0 = T 1 , τ 1 = T 1 with probabiltity 1. On the other hand, to obtain T 1 from T 2 , after the leaf insertion, assign labelΣ 1 to the leaf directly connected to the root. This leaf gets lost in the branch merging operation, and we obtain T 1 . Now, assume that (4.17) -(4.19) hold for any 1 ≤ m ≤ n − 1 where n ≥ 2.
• Proof of (4.17): (4.17) is clear due to the nature of the leaf insertion procedure: only edges can be selected (but no branch points), and, in the binary case, there are no atoms in branch points. Hence, degrees of branch points cannnot increase, and (4.17) follows.
• Proof of (4.18): Conditionally given T ∈ T b,o n , we consider the two subtrees T 1 and T 2 into which T splits at the first branch point. Let n 1 be the number of leaves in T 1 (i.e. T 2 has n − n 1 leaves). By the induction assumption, for any T 1 ∈ T b,o n1 and any T 2 ∈ T b,o n−n1 it holds that P (τ k = T 1 for some k ≥ 1|τ 0 = T 1 ) > 0, P τ k = T 2 for some k ≥ 1|τ 0 = T 2 > 0.
Assigning label 2 to a leaf in T 2 , and restricting the remaining leaf insertion and sampling procedure for the leaves Σ 1 ,Σ 1 and the labels 3, . . . , n 1 + 1 to the tree T 1 (and swapping the roles of T 1 and T 2 afterwards), we obtain positive probability to attain any tree T ∈ T b,o n which splits at the first branch point into two subtrees T 1 and T 2 of sizes n 1 and n − n 1 , respectively. It remains to show that, for any 1 ≤ n 1 ≤ n − 1, we have positive probability of attaining a tree T ∈ T b,o n which splits into two subtress of sizes n 1 + 1 and n − n 1 − 1 at the first branch point. This is easy to see, e.g. consider the case when the leaf insertion takes place in the subtree T 1 , label 2 is assigned to a leaf in T 1 , and Σ 1 ,Σ 1 as well as labels 3, . . . , n − n 1 are all in T 2 . This shows (4.18).
• Proof of (4.19): For a tree T ∈ T o n \T b,o n , conditionally given that the degree of the root is k, consider the subtrees S 1 , . . . , S k of sizes n 1 , . . . , n k in which T splits at the root (taking one edge each as a root edge for S i , 1 ≤ i ≤ k). First, we want to show that we have positive probability to decrease the degree of the root vertex by one. Therefore, apply the following procedure: In (i) d insert the leaf in S k to increase its size by one, assign label 2 to one of the subtrees S 2 , . . . , S k , and consider the subtree S 1 in the following:
-At the first branch point Ω 1 of S 1 , the tree splits into subtrees S 1,1 , . . . , S 1,k1 , say. Assign label Σ 1 to a leaf in S 1,1 , andΣ 1 to a leaf in S 1,k1 .
-Assign label 3 to a leaf in one of the subtrees S 1,2 , . . . , S 1,k1−1 .
-Perform branch merging to obtain a tree S 1 from S 1 whose size has decreased by one, since leafΣ 1 is deleted in the branch merging operation.
After branch merging, the tree T becomes a tree T ∈ T o n , which splits at the root into subtrees S 1 , . . . , S k of sizes n 1 − 1, n 2 , . . . , n k−1 , n k + 1, respectively. We perform this procedure n 1 − 1 times, and obtain a tree T , which splits into subtrees S 1 , . . . , S k of sizes 1, n 2 , . . . , n k−1 , n k + n 1 − 1. Note that S 1 consists of one single edge and one leaf. Now, perform the leaf insertion in S k , assign label Σ 1 to a leaf in S k , labelΣ 1 to the single leaf in S 1 , and label 2 to a leaf in one of the subtrees S 2 , . . . , S k−1 . After branch merging, we only have a split into k−1 subtrees at the root edge. Clearly, we can perform this procedure another k − 2 times, and, eventually, with positive probability, we obtain a tree with a root of degree 1, which we denote byT . The treeT has one edge connecting the root and a branch point at which the tree splits into m, say, subtreesS 1 , . . . ,S m . Next, we want to show that there is positive probability to obtain a tree out ofT whose root is of degree one and whose first branch point is binary. Therefore, repeat the procedure as above m − 2 times with the treesS 1 , . . . ,S m . Eventually, with positive probability, we obtain a tree with a binary branch point. We denote the two subtrees of sizes n 1 and n − n 1 byT 1 andT 2 , respectively. We now use the induction assumption related to (4.19) . Assigning label 2 to a leaf inT 2 , and restricting the remaining leaf insertion and sampling procedure for the leaves Σ 1 ,Σ 1 and the labels 3, . . . , n 1 + 1 to the treeT 1 (and swapping the roles ofT 1 andT 2 afterwards), by the induction assumption, we obtain positive probability to transformT 1 andT 2 into binary trees, and hence, positive probability to transformT into a binary tree. Hence, (4.19) follows.
We conclude that, for any n ∈ N, the Markov chain (τ k , k ≥ 0) operating on T Remark 4.27. Note that the R-trees we consider are compact, and hence, continuum trees are of finite height. The convergence to the Brownian CRT in Conjecture 4.26 is with respect to the Gromov-Hausdorff topology. Fix > 0. For any continuum tree B 0 := T and any branch point, we consider the subtrees attached of height ≥ . The probability that in the leaf sampling procedure the two leaves Σ 1 andΣ 1 are in two distinct subtrees of this branch point is positive, and the number of subtrees with height ≥ is reduced by one after the branch merging transition, and, eventually, the BMMC will turn this branch point into a binary branch point (only considering subtrees of size ≥ ). On the other hand, subtrees of size < do not matter for convergence in the Gromov-Hausdorff sense, and hence we conjecture the convergence in distribution of the BMMC (B k , k ≥ 0) to the Brownian CRT.
