Abstract. We present a new family of graphical models that may have undirected, directed and bidirected edges. We name these new models marginal AMP (MAMP) chain graphs because each of them can be seen as the result of marginalizing out some nodes in an AMP chain graph. However, MAMP chain graphs do not only subsume AMP chain graphs but also regression chain graphs. We describe global and local Markov properties for MAMP chain graphs and prove their equivalence for compositional graphoids. We also characterize when two MAMP chain graphs are Markov equivalent.
Introduction
Chain graphs (CGs) are graphs with possibly directed and undirected edges, and no semidirected cycle. They have been extensively studied as a formalism to represent independence models. CGs extend Bayesian networks, i.e. directed graphs with no directed cycle, and Markov networks, i.e. undirected graphs. Therefore, they can model symmetric and asymmetric relationships between the random variables of interest, which is one of the reasons of their popularity. However, unlike Bayesian networks and Markov networks whose interpretation is unique, there are four different interpretations of CGs as independence models Wermuth, 1993, 1996; Drton, 2009; Sonntag and Peña, 2013) . In this paper, we are interested in the AMP interpretation (Andersson et al., 2001; Levitz et al., 2001 ) and in the multivariate regression (MVR) interpretation Wermuth, 1993, 1996) . Although MVR CGs were originally represented using dashed directed and undirected edges, we prefer to represent them using solid directed and bidirected edges.
In this paper, we combine the AMP and MVR interpretations of CGs. Specifically, we introduce a new family of graphical models that may have undirected, directed and bidirected edges. We call this new family marginal AMP (MAMP) CGs. We formally define MAMP CGs in Section 3. In that section, we also describe global and local Markov properties for MAMP CGs and prove their equivalence for compositional graphoids. In Section 4, we characterize when two MAMP CGs are Markov equivalent. Finally, we discuss in Section 5 how MAMP CGs relate to other existing graphical models such as regression CGs, maximal ancestral graphs, summary graphs and MC graphs.
Preliminaries
In this section, we review some concepts from graphical models that are used later in this paper. All the graphs and probability distributions in this paper are defined over a finite set V . All the graphs in this paper are simple, i.e. they contain at most one edge between any pair of nodes. The elements of V are not distinguished from singletons. The operators set union and set difference are given equal precedence in the expressions.
If a graph G contains an undirected, directed or bidirected edge between two nodes V 1 and V 2 , then we write that V 1 − V 2 , V 1 → V 2 or V 1 ↔ V 2 is in G. We represent with a circle, such as in ← ⊸ or ⊸ ⊸, that the end of an edge is unspecified, i.e. it may be an arrow tip or nothing. The parents of a set of nodes X of G is the set pa G (X) = {V 1 V 1 → V 2 is in G, V 1 ∉ X and V 2 ∈ X}. The children of X is the set ch G (X) = {V 1 V 1 ← V 2 is in G, V 1 ∉ X and V 2 ∈ X}. The neighbors of X is the set ne G (X) = {V 1 V 1 − V 2 is in G, V 1 ∉ X and V 2 ∈ X}. The spouses of X is the set sp G (X) = {V 1 V 1 ↔ V 2 is in G, V 1 ∉ X and V 2 ∈ X}. The adjacents of X is the set ad G (X) = ne G (X)∪pa G (X)∪ch G (X)∪sp G (X). A route between a node V 1 and a node V n in G is a sequence of (not necessarily distinct) nodes V 1 , . . . , V n st V i ∈ ad G (V i+1 ) for all 1 ≤ i < n. If the nodes in the route are all distinct, then the route is called a path. The length of a route is the number of (not necessarily distinct) edges in the route, e.g. the length of the route V 1 , . . . , V n is n − 1. A route is called descending if V i → V i+1 or V i − V i+1 is in G for all 1 ≤ i < n. A route is called strictly descending if V i → V i+1 is in G for all 1 ≤ i < n. The descendants of a set of nodes X of G is the set de G (X) = {V n there is a descending route from V 1 to V n in G, V 1 ∈ X and V n ∉ X}. The non-descendants of X is the set nde G (X) = V ∖ de G (X). The strict ascendants of X is the set san G (X) = {V 1 there is a strictly descending route from V 1 to V n in G, V 1 ∉ X and V n ∈ X}. A route V 1 , . . . , V n in G is called a cycle if V n = V 1 . Moreover, it is called a semidirected cycle if V 1 → V 2 is in G and V i → V i+1 , V i ↔ V i+1 or V i − V i+1 is in G for all 1 < i < n. An AMP chain graph (AMP CG) is a graph whose every edge is directed or undirected st it has no semidirected cycles. A MVR chain graph (MVR CG) is a graph whose every edge is directed or bidirected st it has no semidirected cycles. A set of nodes of a graph is connected if there exists a path in the graph between every pair of nodes in the set st all the edges in the path are undirected or bidirected. A connectivity component of a graph is a connected set that is maximal (wrt set inclusion). The subgraph of G induced by a set of its nodes X, denoted as G X , is the graph over X that has all and only the edges in G whose both ends are in X.
Let X, Y , Z and W denote four disjoint subsets of V . An independence model M is a set of statements X ⊥ M Y Z. Moreover, M is called graphoid if it satisfies the following properties:
We now recall the semantics of AMP CGs and MVR CGs. A node B in a path ρ in an AMP CG G is called a triplex node in ρ if A → B ← C, A → B − C, or A − B ← C is a subpath of ρ. Moreover, ρ is said to be Z-open with Z ⊆ V when
• every triplex node in ρ is in Z ∪ san G (Z), and • every non-triplex node B in ρ is outside Z, unless A − B − C is a subpath of ρ and
Let X, Y and Z denote three disjoint subsets of V . When there is no Z-open path in G between a node in X and a node in Y , we say that X is separated from Y given Z in G and denote it as X ⊥ G Y Z. The independence model induced by G is the set of separation statements X ⊥ G Y Z.
A node B in a path ρ in a MVR CG G is called a triplex node in ρ if A ← ⊸ B ← ⊸ C is a subpath of ρ. Moreover, ρ is said to be Z-open with Z ⊆ V when
• every triplex node in ρ is in Z ∪ san G (Z), and • every non-triplex node B in ρ is outside Z.
Definition
A graph G containing possibly directed, bidirected and undirected edges is a marginal AMP (MAMP) CG if C1. G has no semidirected cycle,
A set of nodes of a MAMP CG G is undirectly connected if there exists a path in G between every pair of nodes in the set st all the edges in the path are undirected. An undirected connectivity component of G is an undirectly connected set that is maximal (wrt set inclusion). We denote by uc G (A) the undirected connectivity component a node A of G belongs to.
The semantics of MAMP CGs is as follows. A node B in a path ρ in a MAMP CG G is called a triplex node in
Let X, Y and Z denote three disjoint subsets of V . When there is no Z-open path in G between a node in X and a node in Y , we say that X is separated from Y given Z in G and
Note that if a MAMP CG G has a path
Therefore, the independence model induced by a MAMP CG is the same whether we use the definition of Z-open path above or the following simpler one. A path ρ in a MAMP CG G is said to be Z-open when
• every triplex node in ρ is in Z ∪ san G (Z), and • every non-triplex node B in ρ is outside Z, unless A − B − C is a subpath of ρ and pa G (B) ∖ Z ≠ ∅. The motivation behind the three constraints in the definition of MAMP CGs is as follows. The constraint C1 follows from the semidirected acyclicity constraint of AMP CGs and MVR CGs. For the constraints C2 and C3, note that typically every missing edge in a graphical model corresponds to a separation. However, this may not be true for graphs that do not satisfy the constraints C2 and C3. For instance, the graph G below does not contain any edge between B and
Since the situation above is counterintuitive, we enforce the constraints C2 and C3. Theorem 2 below shows that every missing edge in a MAMP CG corresponds to a separation.
Given a MAMP CG G, letĜ denote the AMP CG obtained by replacing every bidirected edge A ↔ B in G with A ← L AB → B. Note that G andĜ represent the same separations over V . Therefore, every MAMP CG can be seen as the result of marginalizing out some nodes in an AMP CG, hence the name.
Note that AMP CGs and MVR CGs are special cases of MAMP CGs. However, MAMP CGs are a proper generalization of AMP CGs and MVR CGs, as there are independence models that can be induced by the former but not by the latter. An example follows (we postpone the proof that it cannot be induced by AMP CGs and MVR CGs until after Theorem 4).
A B C D E
The theorem below shows that the independence models induced by MAMP CGs are not arbitrary in the probabilistic framework.
Theorem 1. For any MAMP CG G, there exists a regular Gaussian probability distribution p that is faithful to G.
Proof. It suffices to replace every bidirected edge A ↔ B in G with A ← L AB → B to create an AMP CGĜ, apply Theorem 6.1 by Levitz et al. (2001) to conclude that there exists a regular Gaussian probability distribution q that is faithful toĜ, and then let p be the marginal probability distribution of q over V . Proof. It follows from Theorem 1 by just noting that the set of independencies in any regular Gaussian probability distribution satisfies the compositional graphoid properties (Studený, 2005 , Sections 2.2.2, 2.3.5 and 2.3.6).
Finally, we show below that the independence model induced by a MAMP CG coincides with certain closure of certain separations. We define the local separation base of a MAMP CG G as the separations
• A⊥B pa G (A) for all non-adjacent nodes A and B of G st B ∉ de G (A), and
and B ∈ de G (A), i.e. uc G (A) = uc G (B). We define the compositional graphoid closure of the local separation base of G, denoted as cl(G), as the set of separations that are in the base plus those that can be derived from it by applying the compositional graphoid properties. We denote the separations in cl(G) as
Proof. Since the independence model induced by G is a compositional graphoid by Corollary 1, it suffices to prove that the local separation base of G is a subset of the independence model induced by G. We prove this next. Let A and B be two non-adjacent nodes of G. Consider the following two cases.
Case 1: B ∉ de G (A). Then, every path between A and B in G falls within one of the following cases. Case 1.1:
Note that V 2 ≠ V n because, by assumption, A and B are non-adjacent in G. Note also that V 2 ∉ pa G (A) due to the constraint C1. Then, V 2 → V 3 must be in G for the path to be pa G (A)-open. By repeating this reasoning, we can conclude that
Proof. We start by recalling some definitions from Andersson et al. (2001, Section 2) . Let F be an AMP CG and F ′ the result of removing all the directed edges from F . Given a set 
Augmenting a triplex ({A, C}, B) means replacing it with the complete undirected graph over {A, B, C}. In an AMP CG G, a 2-biflag ({A, D}, {B, C}) is a subgraph of the form A → B − C ← D st A is not adjacent to C in G and B is not adjacent to D in G. Augmenting a 2-biflag ({A, D}, {B, C}) means replacing it with the complete undirected graph over {A, B, C, D}. Augmenting an AMP CG F , denoted as F a , means augmenting all its triplexes and 2-biflags and converting the remaining directed edges into undirected edges. (Levitz et al., 2001, Theorem 4.1) .
Given an undirected graph F and a set U ⊆ V , let F U denote the undirected graph over U resulting from adding an edge A − B to F U if F has a path between A and B whose only nodes in U are A and B. F U is sometimes called the marginal graph of F for U. Now, we start the proof per se. LetĜ denote the AMP CG obtained by replacing every
As mentioned before, G andĜ represent the same separations over
Note that the separations in G coincide with the graphoid closure of the separations Bouckaert, 1995, Theorem 3.4) . Therefore, to prove that
Consider the following cases. 
where L is a latent node and every non-latent node between A and A ′ is in
) by repeated symmetry and composition, which implies
) by symmetry and weak union. Note that
) by symmetry and composition on (6) and (7).
Consider any B ∈ B ∖ ne G (A). By repeating the reasoning above, we can conclude
) by weak union and decomposition on (8) and (9). Therefore,
by repeated symmetry and composition, which implies
) by symmetry and weak union.
Note that B or C may be empty. Note also that pa
where L is a latent node and A ′ is a non-latent node. Then, clearly pa
follows from the local separation base of G by repeated composition, which implies
by symmetry and contraction on (4) and (6), which implies
by symmetry and weak union.
Finally, consider any C ∈ C. Then,
by symmetry and contraction on (8) and (12), which implies
with K i , and letting
Markov Equivalence
We say that two MAMP CGs are Markov equivalent if they induce the same independence model. In a MAMP CG, a triplex ({A, C}, B) is an induced subgraph of the form A ← ⊸ B ← ⊸C, A ← ⊸ B − C, or A − B ← ⊸ C. We say that two MAMP CGs are triplex equivalent if they have the same adjacencies and the same triplexes.
Theorem 4. Two MAMP CGs are Markov equivalent iff they are triplex equivalent.
Proof. We first prove the "only if" part. Let G 1 and G 2 be two Markov equivalent MAMP CGs. First, assume that two nodes A and C are adjacent in G 2 but not in G 1 . If A and C are in the same undirected connectivity component of G 1 , then A⊥C ne G 1 (A)∪pa G 1 (A∪ne G 1 (A)) holds for G 1 by Theorem 2 but it does not hold for G 2 , which is a contradiction. On the other hand, if A and C are in different undirected connectivity components of
holds for G 1 by Theorem 2 but it does not hold for G 2 , which is a contradiction. Consequently, G 1 and G 2 must have the same adjacencies.
Finally, assume that G 1 and G 2 have the same adjacencies but G 1 has a triplex ({A, C}, B) that G 2 does not have. If A and C are in the same undirected connectivity component of
because, otherwise, G 1 would not satisfy the constraint C1 or C2. Then, A⊥C ne G 1 (A)∪pa G 1 (A∪ne G 1 (A)) does not hold for G 2 , which is a contradiction. On the other hand, if A and C are in different undirected connectivity components of
Assume without loss of generality that A ∉ de G 1 (C). Then, A ⊥ C pa G 1 (C) holds for G 1 by Theorem 2. Note also that B ∉ pa G 1 (C) because, otherwise, G 1 would not have the triplex ({A, C}, B). Then, A⊥C pa G 1 (C) does not hold for G 2 , which is a contradiction. Consequently, G 1 and G 2 must be triplex equivalent.
We now prove the "if" part. Let G 1 and G 2 be two triplex equivalent MAMP CGs. We just prove that all the non-separations in G 1 are also in G 2 . The opposite result can be proven in the same manner by just exchanging the roles of G 1 and G 2 in the proof. Specifically, assume that α ⊥ β Z does not hold for G 1 . We prove that α ⊥ β Z does not hold for G 2 either. We divide the proof in three parts.
Part 1 We say that a path has a triplex ({A, C}, B) if it has a subpath of the form
Let ρ 1 be any path between α and β in G 1 that is Z-open st (i) no subpath of ρ 1 between α and β in G 1 is Z-open, (ii) every triplex node in ρ 1 is in Z, and (iii) ρ 1 has no non-triplex node in Z. Let ρ 2 be the path in G 2 that consists of the same nodes as ρ 1 . Then, ρ 2 is Z-open. To see it, assume the contrary. Then, one of the following cases must occur.
Case 1: ρ 2 does not have a triplex ({A, C}, B) and B ∈ Z. Then, ρ 1 must have a triplex ({A, C}, B) because it is Z-open. Then, A and C must be adjacent in G 1 and G 2 because these are triplex equivalent. Let ̺ 1 be the path obtained from ρ 1 by replacing the triplex ({A, C}, B) with the edge between A and C in G 1 . Note that ̺ 1 cannot be Z-open because, otherwise, it would contradict the condition (i). Then, ̺ 1 is not Zopen because A or C do not meet the requirements. Assume without loss of generality that C does not meet the requirements. Then, one of the following cases must occur.
Case 1.1: ̺ 1 does not have a triplex ({A, D}, C) and C ∈ Z. Then, one of the following subgraphs must occur in G 1 .
However, the first three subgraphs imply that ρ 1 is not Z-open, which is a contradiction. The fourth subgraph implies that ̺ 1 is Z-open, which is a contradiction. Case 1.2: ̺ 1 has a triplex ({A, D}, C) and C ∉ Z ∪ san G 1 (Z). Note that C cannot be a triplex node in ρ 1 because, otherwise, ρ 1 would not be Z-open. Then, one of the following subgraphs must occur in G 1 .
However, the first and second subgraphs imply that C ∈ Z ∪ san G 1 (Z) because B ∈ Z, which is a contradiction. The third subgraph implies that B − D is in G 1 by the constraint C3 and, thus, that the path obtained from ρ 1 by replacing
, which contradicts the condition (i). For the fourth subgraph, assume that A and D are adjacent in G 1 . Then, one of the following subgraphs must occur in G 1 .
However, the first subgraph implies that the path obtained from ρ 1 by replacing
This contradicts the condition (i). The second subgraph implies that the path obtained from ρ 1 by replacing
This contradicts the condition (i). Therefore, only the third subgraph is possible. Thus, by repeatedly applying the previous reasoning, we can conclude without loss of generality that the following subgraph must occur in G 1 , with n ≥ 4, V 1 = A, V 2 = B, V 3 = C, V 4 = D and where V 1 and V n are not adjacent in G 1 . Note that the subgraph below covers the case where A and D are not adjacent in the original subgraph by simply taking n = 4.
Since V 1 and V n are not adjacent in G 1 , G 1 has a triplex ({V 1 , V n }, V n−1 ) and, thus, so does G 2 because G 1 and G 2 are triplex equivalent. Then, one of the following subgraphs must occur in G 2 . Note that V 1 , . . . , V n must be a path in G 2 , because G 1 and G 2 are triplex equivalent. Note also that this path cannot have any triplex in G 2 . To see it, recall that we assumed that ρ 2 does not have a triplex ({A, C}, B). Recall that V 1 = A, V 2 = B, V 3 = C. Moreover, if the path V 1 , . . . , V n has a triplex ({V i , V i+2 }, V i+1 ) in G 2 with 2 ≤ i ≤ n − 2, then V i and V i+2 must be adjacent in G 1 and G 2 , because such a triplex does not exist in G 1 , which is triplex equivalent to G 2 . Specifically, V i − V i+2 must be in G 1 because, as seen above, V i − V i+1 − V i+2 is in G 1 . Then, the path obtained from ρ 1 by replacing V i − V i+1 − V i+2 with V i − V i+2 is Z-open, which contradicts the condition (i). However, if the path V 1 , . . . , V n has no triplex in G 2 , then every edge in the path must be directed as ← in the case of the first and second subgraphs above, whereas every edge in the path must be undirected or directed as ← in the third subgraph above. Either case contradicts the constraint C1 or C2. Case 2: Case 1 does not apply. Then, ρ 2 has a triplex ({A, C}, B) and B ∉ Z∪san G 2 (Z).
Then, ρ 1 cannot have a triplex ({A, C}, B). Then, A and C must be adjacent in G 1 and G 2 because these are triplex equivalent. Let ̺ 1 be the path obtained from ρ 1 by replacing the triplex ({A, C}, B) with the edge between A and C in G 1 . Note that ̺ 1 cannot be Z-open because, otherwise, it would contradict the condition (i). Then, ̺ 1 is not Z-open because A or C do not meet the requirements. Assume without loss of generality that C does not meet the requirements. Then, one of the following cases must occur. Case 2.1: ̺ 1 has a triplex ({A, D}, C) and C ∉ Z ∪ san G 1 (Z). Then, one of the following subgraphs must occur in G 1 .
However, this implies that C is a triplex node in ρ 1 , which is a contradiction because However, the first and second subgraphs imply that ρ 1 is not Z-open, which is a contradiction. The third subgraph implies that ̺ 1 is Z-open, which is a contradiction. Case 2.2.2: If A ← C then ({A, D}, C) is not a triplex in ̺ 1 . However, note that ρ 1 must have a triplex ({B, D}, C), because ρ 1 is Z-open and C ∈ Z. Then, one of the following subgraphs must occur in G 1 . Assume that A and D are adjacent in G 1 . Then, A ← D must be in G 1 . Moreover, D ∈ Z because, otherwise, we can remove B and C from ρ 1 and get a Z-open path between A and B in G 1 that is shorter than ρ 1 , which contradicts the condition (i). Then, D must be a triplex node in ρ 1 . Then, one of the following subgraphs must occur in G 1 .
Thus, by repeatedly applying the previous reasoning, we can conclude without loss of generality that the following subgraph must occur in G 1 , with n ≥ 4, V 1 = A, V 2 = B, V 3 = C, V 4 = D and where V 1 and V n are not adjacent in G 1 . Note that the subgraph below covers the case where A and D are not adjacent in the original subgraph by simply taking n = 4.
Note that V i is a triplex node in ρ 1 for all 3 ≤ i ≤ n − 1. Then, V i ∈ Z for all 3 ≤ i ≤ n − 1 by the condition (ii) because ρ 1 is Z-open. Then, V i must be a triplex node in ρ 2 for all 3 ≤ i ≤ n − 1 because, otherwise, Case 1 would apply instead of Case 2. Recall that V 2 = B is also a triplex node in ρ 2 . Note that G 1 does not have a triplex ({V 1 , V n }, V n−1 ) and, thus, G 2 does not have it either because these are triplex equivalent. Then, one of the following subgraphs must occur in G 2 .
However, the first subgraph implies that V n−1 is not a triplex node in ρ 2 , which is a contradiction. The second subgraph implies that G 2 has a cycle that violates the constraint C1. To see it, recall that V i is a triplex node in ρ 2 for all 2 ≤ i ≤ n−1 and, thus, V i ← V i+1 is not in G 2 for all 1 ≤ i ≤ n−2. The third subgraph implies that V n−2 ↔ V n−1 is not in G 2 because, otherwise, V 1 and V n would be adjacent by the constraint C3. Therefore, V n−2 → V n−1 must be in G 2 because V n−1 is a triplex node in ρ 2 . However, this implies that V n−2 is not a triplex node in ρ 2 , which is a contradiction. Part 2 Let ρ 1 be any of the shortest Z-open paths between α and β in G 1 st all its triplex nodes are in Z. Let ρ 2 be the path in G 2 that consists of the same nodes as ρ 1 . We prove below that ρ 2 is Z-open. We prove this result by induction on the number of non-triplex nodes of ρ 1 that are in Z. If this number is zero, then Part 1 proves the result. Assume as induction hypothesis that the result holds when the number is smaller than m. We now prove it for m.
Let ρ A∶B 1 denote the subpath of ρ 1 between the nodes A and B. Let C be any of the nontriplex nodes of ρ 1 that are in Z. Note that there must exist some node D ∈ pa G 1 (C) ∖ Z for 
is Z-open a path in either case.
is Z-open a path in either case. Consider any of the routes B 1 → . . . → B n ← . . . ← B 1 that were added to ρ 1 to construct ̺ 1 . This implies that ρ 1 has a triplex ({A, C}, B 1 ). Assume that
Therefore, A and B 2 must be adjacent in G 1 and G 2 because these are triplex equivalent. This implies that A → B 2 is in G 1 . Moreover, A ∈ Z because, otherwise, we can construct a route that is shorter than ̺ 1 by simply removing B 1 from ̺ 1 , which is a contradiction. This implies that A ↔ B 1 is in G 2 because, otherwise, ρ 2 would not be (Z ∪ W )-open. This implies that A ↔ B 1 − B 2 or A ↔ B 1 ← ⊸ B 2 is in G 2 , which implies that A − B 2 or A ← ⊸ B 2 is in G 2 . The situation is depicted in the following subgraphs.
Now, let A ′ be the node that precedes A in ρ 1 . Note that A ′ ← A cannot be in ρ 1 or ρ 2 because, otherwise, these would not be
These four subgraphs of G 2 imply that A ′ and B 2 must be adjacent in G 1 and G 2 : The second subgraph due to the constraint C3 because A ↔ B 1 is in G 2 , and the other three subgraphs because G 1 and G 2 are triplex equivalent. By repeating the reasoning in the paragraph above, we can conclude that A ′ → B 2 is in G 1 , which implies that A ′ ∈ Z, which implies that
By repeating the reasoning in the paragraph above, 3 we can conclude that α → B 2 is in G 1 and, thus, we can construct a route that is shorter than ̺ 1 by simply removing some nodes from ̺ 1 , which is a contradiction. Consequently, B 1 → B 2 must be in G 2 .
Finally, assume that B 1 → B 2 → B 3 is in G 1 but B 1 → B 2 − B 3 or B 1 → B 2 ← ⊸ B 3 is in G 2 . Then, B 1 and B 3 must be adjacent in G 1 and G 2 because these are triplex equivalent. This implies that B 1 → B 3 is in G 1 , which implies that we can construct a route that is shorter than ̺ 1 by simply removing B 2 from ̺ 1 , which is a contradiction. By repeating this reasoning, we can conclude that B 1 → . . . → B n is in G 2 and, thus, that ρ 2 is Z-open.
We mentioned in the previous section that MAMP CGs are a proper generalization of AMP CGs and MVR CGs, as there are independence models that can be induced by the former but not by the latter. Moreover, we gave the following example and postponed the proof that it cannot be induced by AMP CGs and MVR CGs.
A B C D E
With the help of Theorem 4, we can now give the proof. Assume to the contrary that the independence model induced by the MAMP CG G above can be induced by an AMP CG H. Note that H is a MAMP CG too. Then, G and H must have the same triplexes by Theorem 4. Then, H must have triplexes ({A, D}, B) and ({A, C}, B) but no triplex ({C, D}, B) . So, C −B −D must be in H. Moreover, H must have a triplex ({B, E}, C). So, C ← E must be in H. However, this implies that H does not have a triplex ({C, D}, E), which is a contradiction because G has such a triplex. To see that no MVR CG can induce the independence model 3 Let A ′′ be the node that precedes A ′ in ρ 1 . For this repeated reasoning to be correct, it is important to realize that if
induced by G, simply note that no MVR CG can have triplexes ({A, D}, B) and ({A, C}, B) but no triplex ({C, D}, B). We prove below that every triplex equivalence class of MAMP CGs has a distinguished member. We say that two nodes form a directed node pair if there is a directed edge between them.
Lemma 1. For every triplex equivalence class of MAMP CGs, there is a unique maximal (wrt to set inclusion) set of directed node pairs st some CG in the class has exactly those directed node pairs.
Proof. Assume to the contrary that there are two such sets of directed node pairs. Let the MAMP CG G contain exactly the directed node pairs in one of the sets, and let the MAMP CG H contain exactly the directed node pairs in the other set. For every A → B in G st A − B or A ↔ B is in H, replace the edge between A and B in H with A → B and call the resulting graph F . We prove below that F is a MAMP CG that is triplex equivalent to G and thus to H, which is a contradiction since F has a proper superset of the directed node pairs in H.
First, note that F cannot violate the constraints C2 and C3. Assume to the contrary that F violates the constraint C1 due to a cycle ρ. Note that none of the directed edges in ρ can be in H because, otherwise, H would violate the constraint C1, since H has the same adjacencies as F but a subset of the directed edges in F . Then, all the directed edges in ρ must be in G. However, this implies the contradictory conclusion that G violates the constraint C1, since G has the same adjacencies as F but a subset of the directed edges in F .
Second, assume to the contrary that G (and, thus, H) has a triplex ({A, C}, B) that F has not. Then, {A, B} or {B, C} must an directed node pair in G because, otherwise, F would have a triplex ({A, C}, B) since F would have the same induced graph over {A, B, C} as H. Specifically, A → B or B ← C must be in G because, otherwise, G would not have a triplex ({A, C}, B). Moreover, neither A ← B nor B → C can be H because, otherwise, H would not have a triplex ({A, C}, B). Therefore, if A → B or B ← C is in G and neither A ← B nor B → C is in H, then A → B or B ← C must be in F . However, this implies that B → C or A ← B must be in F because, otherwise, F would have a triplex ({A, C}, B) which would be a contradiction. However, this is a contradiction since neither B → C nor A ← B can be in G or H because, otherwise, neither G nor H would have a triplex ({A, C}, B) .
Finally, assume to the contrary that F has a triplex ({A, C}, B) that G has not (and, thus, nor does H). Then, A − B − C must be in H because, otherwise, A ← B or B → C would be in H and, thus, F would not have a triplex ({A, C}, B). However, this implies that A → B or B ← C is in G because, otherwise, F would not have a triplex ({A, C}, B). However, this implies that B → C or A ← B is in G because, otherwise, G would have a triplex ({A, C}, B) .
However, this contradicts the assumption that F has a triplex ({A, C}, B).
A MAMP CG is a directed CG (DCG) if it has exactly the maximal set of directed node pairs corresponding to its triplex equivalence class. Note that there may be several DCGs in the class. For instance, the triplex equivalence class that contains the MAMP CG A → B has two DCGs (i.e. A → B and A ← B).
Lemma 2. For every triplex equivalence class of DCGs, there is a unique maximal (wrt to set inclusion) set of bidirected edges st some DCG in the class has exactly those bidirected edges.
Proof. Assume to the contrary that there are two such sets of bidirected edges. Let the DCG G contain exactly the bidirected edges in one of the sets, and let the DCG H contain exactly the bidirected edges in the other set. For every A ↔ B in G st A − B is in H, replace A − B with A ↔ B in H and call the resulting graph F . We prove below that F is a DCG that is triplex equivalent to G, which is a contradiction since F has a proper superset of the bidirected edges in G.
First, note that F cannot violate the constraint C1. Assume to the contrary that F violates the constraint C2 due to a cycle ρ. Note that all the undirected edges in ρ are in H. In fact, they must also be in G, because G and H have the same directed node pairs and bidirected edges. Moreover, the bidirected edge in ρ must be in G or H. However, this is a contradiction. Now, assume to the contrary that F violates the constraint C3 because A − B − C and B ↔ D are in F but A and C are not adjacent in F (note that if A and C were adjacent in F , then they would not violate the constraint C3 or they would violate the constraint C1 or C2, which is impossible as we have just shown). Note that A − B − C must be in H. In fact, A − B − C must also be in G, because G and H have the same directed node pairs and bidirected edges. Moreover, B ↔ D must be in G or H. However, this implies that A and C are adjacent in G or H by the constraint C3, which implies that A and C are adjacent in G and H because they are triplex equivalent and thus also in F , which is a contradiction. Consequently, F is a MAMP CG, which implies that F is a DCG because it has the same directed edges as G and H.
Second, note that all the triplexes in G are in F too. Finally, assume to the contrary that F has a triplex ({A, C}, B) that G has not (and, thus, nor does H). Then, A − B − C must be in H because, otherwise, A ← B or B → C would be in H and thus F would not have a triplex ({A, C}, B). However, this implies that F has the same induced graph over {A, B, C} as G, which contradicts the assumption that F has a triplex ({A, C}, B).
A DCG is a bidirected DCG (BDCG) if it has exactly the maximal set of bidirected edges corresponding to its triplex equivalence class. Note that there may be several BDCGs in the class. For instance, the triplex equivalence class that contains the MAMP CG A → B has two BDCGs (i.e. A → B and A ← B). Note however that all the BDCGs in a triplex equivalence class have the same triplex edges, i.e. the edges in a triplex.
Discussion
In this paper we have introduced MAMP CGs, a new family of graphical models that generalize AMP CGs and MVR CGs. We have described global and local Markov properties for them and proved their equivalence for compositional graphoids. We have also characterized when two MAMP CGs are Markov equivalent. We conjecture that every Markov equivalence class of MAMP CGs has a distinguished member. We are currently working on this question. It is worth mentioning that such a result has been proven for AMP CGs (Roverato and Studený, 2006) . We are also working on a constraint based algorithm for learning a MAMP CG a given probability distribution is faithful to. The idea is to combine the learning algorithms that we have recently proposed for AMP CGs (Peña, 2012) and MVR CGs (Sonntag and Peña, 2012) .
We believe that the most natural way to generalize AMP CGs and MVR CGs is by allowing undirected, directed and bidirected edges. However, we are not the first to introduce a family of graphical models whose members may contain these three types of edges. In the rest of this section, we review some works that have done it before us, and explain how our work differs from them. Wermuth (1993, 1996) introduced regression CGs (RCGs) to generalize MVR CGs by allowing them to have also undirected edges. The separation criterion for RCGs is identical to that of MVR CGs. Then, there are independence models that can be induced by MAMP CGs but that cannot be induced by RCGs, because RCGs generalize MVR CGs but not AMP CGs. For instance, the independence model induced by the AMP CG G A B C D cannot be induced by any RCG. To see it, assume to the contrary that it can be induced by a RCG H. Note that H is a MAMP CG too. Then, G and H must have the same triplexes by Theorem 4. Then, H must have triplexes ({A, B}, C) and ({A, D}, C) but no triplex
However, this implies that H does not have the triplex ({A, B}, C) or ({A, D}, C), which is a contradiction. It is worth mentioning that, although RCGs can have undirected edges, they cannot have a subgraph of the form A ← ⊸ B − C. Therefore, RCGs are a subfamily of MAMP CGs. Table 1 depicts this and other subfamilies of MAMP CGs.
Another family of graphical models whose members may contain undirected, directed and bidirected edges is maximal ancestral graphs (MAGs) (Richardson and Spirtes, 2002) . The separation criterion for MAGs is identical to that of MVR CGs. Therefore, the example above also serves to illustrate that MAGs generalize MVR CGs but not AMP CGs, as MAMP CGs do. See also (Richardson and Spirtes, 2002, p. 1025) . It is worth mentioning that, although MAGs can have undirected edges, they must comply with certain topological constraints. As of today, we do not know if MAGs are a subfamily of MAMP CGs. We are currently working on this question. However, even when an independence model can be induced by a MAG, a MAMP CG may be preferred, as the following example illustrates. Consider the MAMP CG A ← B → C − D − E and call it G. Consider the independence model resulting from G by marginalizing out B. This model can be induced by the MAMP CG
However, the MAGs suggest the existence of the causal relationship C ← D or D → E, although neither exists in G. On the other hand, the MAMP CG does not suggest any causal relationship and, thus, it is preferred.
Note that the result of marginalizing out B in the MAMP CG in the previous example results in another MAMP CG. Unfortunately, this property does not hold in general, i.e. MAMP CGs are not closed wrt marginalization. On the other hand, MAGs are closed wrt marginalization and conditioning. This is a desirable property, because one can compare the result of different manipulations on the system being modeled. We plan to study how to extend or modify MAMP CGs so that they become closed wrt marginalization and conditioning.
Finally, three other families of graphical models whose members may contain undirected, directed and bidirected edges are summary graphs after replacing the dashed undirected edges with bidirected edges (Cox and Wermuth, 1996) , MC graphs (Koster, 2002) , and loopless mixed graphs (Sadeghi and Lauritzen, 2012) . As shown in (Sadeghi and Lauritzen, 2012, Sections 4.2 and 4. 3), every independence model that can be induced by summary graphs and MC graphs can also be induced by loopless mixed graphs. The separation criterion for loopless mixed graphs is identical to that of MVR CGs. Therefore, the example above also serves to illustrate that loopless mixed graphs generalize MVR CGs but not AMP CGs, as MAMP CGs do. See also (Sadeghi and Lauritzen, 2012, Section 4.1) . Moreover, summary graphs and MC graphs have a rather counterintuitive and undesirable feature: Not every missing edge corresponds to a separation (Richardson and Spirtes, 2002, p. 1023) . MAMP CGs, on the other hand, do not have this disadvantage (recall Theorem 2).
In summary, MAMP CGs are the only graphical models we are aware of that generalize both AMP CGs and MVR CGs. A by-product of this generalization is the following. Andersson et al. (2001, Section 5) and Kang and Tian (2009, Section 2) show that any regular Gaussian probability distribution that is Markovian wrt an AMP CG or MVR CG G can be expressed as a system of linear equations with correlated errors whose structure depends on G. We extend below this result to MAMP CGs.
Let p denote any regular Gaussian distributions that is Markovian wrt a MAMP CG G. Assume without loss of generality that p has mean 0. Let
A,B = 0 (Lauritzen, 1996, Proposition 5.2) . Note also that for all A, B ∈ K i st uc G (A) ≠ uc G (B) and A ↔ B is not in G, A⊥ G B pa G (K i ) and thus Λ i A,B = 0. Finally, note also that for all A ∈ K i and B ∈ pa G (K i ) st A ← B is not in G, A ⊥ G B pa G (A) and thus (β i ) A,B = 0. Let β A contain the nonzero elements of the vector (β i ) A,• . Then, p can be expressed as a system of linear equations with correlated errors whose structure depends on G as follows. For any A ∈ K i ,
It is worth mentioning that the mapping above between probability distributions and systems of linear equations is bijective. We omit the proof of this fact here, but it can be proven much in the same way as Lemma 1 in Peña (2010) . Note that each equation in the system of linear equations above is a univariate recursive regression, i.e. a random variable can be a regressor in an equation only if it has been the regressand in a previous equation. This has two main advantages, as Cox and Wermuth (1993, p. 207) explain: "First, and most importantly, it describes a stepwise process by which the observations could have been generated and in this sense may prove the basis for developing potential causal explanations. Second, each parameter in the system [of linear equations] has a well-understood meaning since it is a regression coefficient: That is, it gives for unstandardized variables the amount by which the response is expected to change if the explanatory variable is increased by one unit and all other variables in the equation are kept constant." Therefore, a MAMP CG can be seen as a data generating process and, thus, it gives us insight into the system under study.
We close this section by introducing marginal-conditional AMP (MCAMP) CGs, which extend MAMP CGs with what we call convergent edges. We defer a thorough study of MCAMP CGs. Note that the edges in a MAMP CG can be split into those that have no head and no tail (undirected edges), one head and one tail (directed edges), and two heads and no tail (bidirected edges). Therefore, one may say that there is a combination missing, namely edges with no head and two tails. We call these edges convergent and represent them as A →← B.
In a graph, a triplex ({A, C}, B) is an induced subgraph of the form A ← ⊸ B ← ⊸C, A ← ⊸ B − C, or A − B ← ⊸ C. A graph G containing possibly directed, undirected, bidirected and convergent edges is a MCAMP CG if C1. G has no cycle V 1 , . . . , V n = V 1 st V 1 → V 2 is in G and V i ← ⊸ V i+1 , V i − V i+1 or V i →← V i+1 is in G for all 1 < i < n, C2. G has no cycle V 1 , . . . , V n = V 1 st V 1 ↔ V 2 is in G and V i − V i+1 or V i →← V i+1 is in G for all 1 < i < n, C3. if G has a subgraph V 1 − V 2 − V 3 st V 2 ↔ V 4 is in G, then V 1 and V 3 are adjacent in G, and C4. if G has a triplex ({V 1 , V 3 }, V 2 ) st V 2 →← V 4 or V 2 → . . . → V 4 →← V 5 are in G, then V 1 and V 3 are adjacent in G. Let X, Y and Z denote three disjoint subsets of V . When there is no Z-open path in G between a node in X and a node in Y , we say that X is separated from Y given Z in G and denote it as X ⊥ G Y Z. We denote by X ⊥ G Y Z that X ⊥ G Y Z does not hold. The independence model induced by G is the set of separation statements X ⊥ G Y Z.
The motivation behind the four constraints in the definition of MCAMP CGs is as follows. The constraint C1 generalizes the constraint C1 of MAMP CGs. For the constraints C2-C4, note that typically every missing edge in a graphical model corresponds to a separation. However, this may not be true for graphs that do not satisfy these constraints. For instance, the graph G to the left below does not contain any edge between B and D but B ⊥ G D Z for all Z ⊆ V ∖ {B, D}. Since this situation is counterintuitive, we enforce the constraint C3. Let now G be the graph to the right above. Note that G does not contain any edge between B and D but B ⊥ G D Z for all Z ⊆ V ∖ {B, D}. Since this situation is again counterintuitive, we enforce the constraint C4 on G. We have in principle five ways to do so, i.e. there are five ways to make B and D adjacent in G. However, in this case they reduce to the following three due to the constraint C1. However, in each of the three graphs above, there is no edge between A and E but A ⊥ G E Z for all Z ⊆ V ∖ {A, E}. Since this is again counterintuitive, we enforce the constraint C2.
Given a MCAMP CG G, letĜ denote the AMP CG obtained by replacing every bidirected edge A ↔ B in G with A ← L AB → B and every convergent edge A →← B in G with A → S AB ← B. Let S denote all the nodes of the form S AB inĜ. Then, note that X ⊥ G Y Z iff X ⊥ĜY Z ∪ S for all X, Y and Z disjoint subsets of V . Therefore, every MCAMP CG can be seen as the result of marginalizing out some nodes and conditioning on some others in an AMP CG, hence the name. We conjecture that all the results proven in this paper for MAMP CGs can be extended to MCAMP CGs.
