Introduction and Results.
Poincare emphasized the importance of periodic orbits in his famous work (
[?], esp. §36 and §39-48 and p. I 42 of Goroff's introduction). The orbits he investigates there are not periodic in the standard sense. Rather, the mutual distances between bodies are periodic functions of time, but the placement and orientation of the triangle formed by the bodies is allowed to change in one period. In center of mass coordinates this means that the entire system may suffer a rigid rotation after one period.
We will call such orbits 'reduced periodic'. To be precise, a curve or motion γ(t) will be called "reduced periodic" with period T if there is a rigid motion R such that γ(t + T ) = Rγ(t). The geometric arena for studying reduced periodic solutions to the planar N -body problem is the space C of proper congruence classes of planar N-gons. This is the quotient space Q/G of the usual configuration space Q for the problem, by the group G of rigid motions A curve in Q is reduced periodic if and only if its projection to C is periodic in the usual sense. We call C the "shape space" since its points represent shapes (congruence classes) of N -gons.
The standard kinetic energy induces a very simple Riemannian metric on C. In general, the cone C(X) over a Riemannian manifold X with metric ds 2 is a metric space of one higher dimension constructed as follows. Topologically, 
Namely, C = C(CIP
N
C(X) = (X ×
[
examples:
The cone over a sphere of radius 1 is a Euclidean space. The cone over a circle of radius less than 1 is one of the standard cones constructed by rolling up a piece of paper.
The case of N = 3 of the three-body problem is especially simple. Then
) is the two-sphere of radius The set of free homotopy classes of any path-connected space X is in one-toone correspondence with the set of conjugacy classes of its fundamental group, Hence, our goal is to find a reduced periodic solution realizing any given conjugacy class in the projective colored braid group.
The situation is again particularly simple when N = 3. The collision set Σ corresponds to three rays through the origin in IR 3 . So C * is homotopic to the two-sphere minus three points. The resulting fundamental group is the free group on two letters.
Our method of attack is the direct method of the calculus of variations, applied to curves on C. We will assume throughout that the potential energy V : Q → IR of the N-body problem is invariant under rigid motions. In this case it defines a function on C, which we will denote by the same symbol V . 
Any curve γ(t) ∈ Q defines a curve c(t)
of paths on C. We will call this the "reduced action functional". (If J = 0 then one must add an effective potential term, and a magnetic force to these equations. The strength of the magnetic force is proportional to J and the corresponding magnetic two-form is not exact. It follows that when J = 0 there is no well-defined global action functional on C.) Theorem 1 below asserts that we can achieve this goal, provided we restrict the homotopy classes to a large (essentially dense) subset of the set of all classes, and provided we restrict the potential to be a "strong-force" potential. Theorem 1, combined with Theorem 2 which provides a precise description of the allowable classes, forms our main results.
These two restrictions are imposed in Theorem 1 order to contend with the two difficulties which arise in applying the direct method of the calculus of variations. These difficulties correspond to the two types of non-compactness of C * . The first non-compactness, or "infinity" (or end) is the usual spatial infinity.
This infinity is approached by a curve c(t) in C whenever there is some pair ij of masses whose Euclidean distance r ij (t) tends to infinity. The other type of 6 "infinity" in C * is the collision locus. It is approached whenever r ij (t) → 0 for some pair ij. We overcome the first difficulty by making an assumption on the free homotopy class of c. This assumption corresponds precisely to Gordon's ([?]) notion of being "tied" to a singularity. We overcome the second difficulty by a kind of a cheat, also found in Gordon, and very popular ever since, which is the "strong-force" assumption on the potential V . We will describe these two assumptions in more detail momentarily.
Comparisons with the Literature: Two of the central ideas of our paper, that of being "tied", and the strong-force assumption, are due to Gordon.
So in a sense our work is an appendix to Gordon. In this regard, our main contribution is Theorem 2 which gives explicit braid-theoretic criteria which insure that a free homotopy class in C * is "tied" in Gordon's sense. Our criteria is purely homological, meaning that it is a condition of the image of the free homotopy class in the first homology group H 1 (C * ). We make a second addition to Gordon's work which is specific to the three-body problem. It occupies §4. There we re-interpret our Theorem 1 in terms of syzygies (eclipses), thus setting the stage for a possilbe symbolic dynamics for the three-body problem.
A final contribution, is that we deal with reduced periodic orbits, whereas al- For its length is always greater than 2Rsin(φ) where R is its maximum distance from the cone point, and φ is the angular distance on S between the two points which represent the two rays. Note that 0 < φ ≤ π/4 because of the 1/2 in S = S 2 (1/2).) Also note that 2φ is the infimum of the lengths of the loops representing the given class in S * = S \ the three points . Compare with the estimate in the last paragraph of the proof of lemma 3 of §3.
Remark: It is amusing to note that exactly this example is the penultimate example of Gordon's article. However, Gordon mistakenly asserted that it is not related to any physical problem.
This concept of being tied is useful in studying natural mechanical systems on Y . We suppose that the kinetic energy is the one defined by the metric on Y , and that the potential energy is a nonpositive function V which has singularities on Σ:
We fix a tied class, and try to minimize
, which represent this class. We claim that any minimizing sequence c n ∈ α cannot tend to ∞. For if it did, then its length n = (c n ) would go to infinity by the definition of "tied". And
contradicting the assumption that c n was a minimizing sequence.
strong forces: We now describe the "strong force" assumption on V , introduced by Gordon to exclude collisions. Although these assumptions are more general, we find them to be more opaque, with no natural examples to justify this greater generality.
We can now state our first theorem Given what we have said regarding our two assumptions, the proof is a standard exercise in the calculus of variations. It is really embedded within Gordon's paper, but for completeness we sketch it here.
sketch of proof: Let c n ∈ α be any sequence of loops c n : 
Tied and Tangled Classes
Theorem 1 would have little content if we did not have some description of the tied classes. In particular we will want to know that this set of classes is nonempty! Our second theorem gives a computable sufficient condition for a class in C * to be tied. As a corollary we can show that "almost all" classes are tied.
W recall that there is a canonical map F :
, F maps each conjugacy class, or free homotopy class,
We will need an explicit description of H 1 (C * ). This is achieved by using the
The fundamental group of Q * is the colored braid group, CB N , on N braids.
Its center Z is the infinite cyclic subgroup generated by the single element σ which corresponds to rigidly rotating all N masses once around. (Again, see Birman, [?] .) It follows from this and the homotopy exact sequence that 
thus obtaining a collection of integers, c ij . We associate to this expansion a graph Γ i0j0 on N vertices. 
Lemma 2 If a certain graph is obtained by removing k edges from the complete graph on N vertices, and if that graph is disconnected, the we must have removed
k ≥ N − 1 edges.
Minimizing over untied classes
What happens when we try to minimize over an untied class α? Let us suppose that the potential is of the standard type, meaning that V = ΣV ij (r ij is a sum over two-body potentials V ij , with each V ij < 0, and satisfying V ij → 0 as directly above this bead on a 'top' plane. Try to grab a subset of k < N of these strings and pull them away from all the rest. If this is possible, then we will say that the braid is "not fully tangled", or that it can be "partially untangled".
Otherwise we will say that it is "fully tangled". These properties are invariant under conjugation, so make sense on conjugacy classes of braids. An element or conjugacy class in π 1 (C * ) is said to "fully tangled" if every one of its inverse images in π 1 (Q * ) is fully tangled.
We want an N-body description of these notions. Recall the relation between the 'tangle-of-strings' and N-body motion model of the braid group. Let q(t) = (q 1 (t), . . . , q N (t)), 0 ≤ t ≤ T be a collision-free periodic motion of the N bodies, with q j (t) = (x j (t), y j (t)) ∈ IR 2 . Replace the motion of the jth body by its graph (x j (t), y j (t), t) in space-time, and think of t as the height variable. In this way we have described the jth string in the braid represented by the loop q(t). (Since the q j do not collide, the corresponding strings never touch.) The process of untangling the braid into two sub-braids corresponds to finding a moving curve, asymptotic to a fixed line, which splits the plane into two halves, such that some of the bodies always lie in one half, and the others lie in another half. After a homotopy, we may suppose that this moving curve is the fixed line . 
Definition 4 A loop q(t)
=
Lemma 3
The following properties are equivalent for a conjugacy class α in either π 1 (C * ) or π 1 (Q * )
• (1) α is represented by a fully tangled braid
• (2) α cannot be geometrically seperated
• (3) α is tied to the collisions
proof of the lemma: The equivalence between (1) and (2) follows from the preceding discussion. Details are left to the reader.
We prove the equivalence between (2) and (3) for classes in Q * . Let α be a geometrically seperable class. Let q(t) = (q 1 (t), . . . , q N (t)) be a loop in Q * which represents α and which is seperated by the line into two clusters {q i : i ∈ I} and {q j : j ∈ J}, as in definition 4. Let n be the normal to the line, with n pointing into the half plane containing the I masses. Translate all of the I masses s units in the n direction and all of the J masses s units in the −n direction. This defines a homotopy corresponding to pulling the two groups of strings apart from each other. It does not change the length of the path q(t)) but it has the property that r ij → ∞ as s → ∞, whenever i ∈ I and j ∈ J. Thus the class we started with is untied in Gordon's sense. The reverse implication can be proved by reversing our arguments.
Finally, the argument on C * follows directly from the fact that π 1 (C * ) is the colored braid group modulo its center, that the center is generated by rotations, and that rotations are unseen, and hence do not affect length, on C * . Details are left to the reader.
QED
proof of proposition 1: Given an untied class α, we follow the above 'untangling' procedure. That is, we seperate the bodies into two subsets I and J and translate them out to infinity. Let A I denote the action
and similarly for A J . Since −V ij > 0 we have A(q) > A I (q) + A J (q) for any path q(t) in Q. We will show that if the infimum were realized it would have to satisfy A(q) = A I (q) + A J (q) thus obtaining a contradiction.
Since α is untangled, we can write a group element a which represents it as a = a I a J . These two elements commute. Here a I is the sub-braid representing the tangling of the braids of the subset I. It can be realized as a loop q I 
The Case of Three Bodies
When N = 3 we can give a more detailed description of the qualitative nature of our minimizers. This is possible because of the greater simpicity of the fundamental group and of the geometry of the shape space C * in this case.
The N = 3 shape space is the cone over the sphere S of radius 1/2. This points of this sphere represent similarity classes of oriented triangles. The equator E ⊂ S represents the set of similarity classes of collinear triangles. E has three marked points, the three binary collisions. These divide E into three arcs.
A point of E, or a point of the plane C(E) ⊂ C = C(S) will be called a syzygy, eclipse, or collinear configuration.
We can introduce standard spherical coordinates (r, θ, φ) on C such that the metric is dr 2 + Any curve in C without triple collisions can be projected radially onto the sphere S of similarity classes. We call this projected curve its "spherical image". But this is impossible since it represents a nontrivial homotopy class.
Theorem 3 Suppose that a closed curve in C
If the curve had an subarc whose endpoints lay on the same arc of E, then
we could obtain a new curve by applying the isometric involution τ to this arc, Note that theorem 3 is a variational counterpart of these rules.
Since the words are meant to represent the free homotopy class of a loop, they must have an even number of elements. And they should be viewed as cyclic words, meaning that the same class is represented by any cyclic permutation of this word. For example:
Both rules of grammar must hold for each cyclic permutation of the word. This is equivalent to insisting on Rule 3: The beginning and ending letters of the word are different.
In this manner we can encode each free homotopy class as a cyclic word in our six letter alphabet, subject to the above rules of grammar. We leave it as an exercise to the reader to show that this representation is unique.
Recall from above that the "untied" classes are simply those classes which are represented by a powers of a single generator. If we want to insure that a word does not represent a power of a generator, we merely need to add the condition that all three letters A, B and C appear in our word. We can now restate theorem 1 and 3 as follows: 
Proof of theorem 2: tied and tangled classes
The purpose of this section is to prove theorem 2, and to better understand the tied and the tangled classes.
We begin with some general facts regarding tied classes on cones. Suppose 
(Note the varieties Σ ij which we delete from C to form
Lemma 5 Let E denote the edge set of the graph Γ = Γ i0j0 (α). The graph is disconnected if and only if
proof of lemma:. Suppose the graph is connected. Then there is a circuit of edges passing through all N vertices, and this circuit is a subset of the edges set E. We will show that the intersection of the ∆ ij over only the edges in this circuit is {0}. 
Suppose that α is a vanishing class, so that the infimum of the lengths of the curves representing it is zero. Then there is a sequence of loops γ n in S * which represent the class α and whose diameters tend to zero. By compactness of S we can find a subsequence of paths which tend to a fixed point P ∈ S. P cannot lie in all of the Σ ij since the intersection of all of them is empty. Hence there is at least one, say Σ i0j0 which it does not lie in. Consider the corresponding basis {a ij : ij = i 0 j 0 } for H 1 (C * ) and the associated graph Γ = Γ i0j0 (α), with its edge set E We will show that P ∈ ∩ ij∈E Σ ij . This will prove that the intersection is non-empty and the class [α] is homologically separated, according to the inequality (4).
Let ω ij , ij = i 0 j 0 , be the basis for the 1st cohomology group which is dual to the basis we have just chosen for the 1st homology. The classes ω ij can be represented as differential one-forms, in which case the integers c ij are given by w1 . We will show that if c ij = 0 (for some {ij} = {i 0 j 0 }) then P ∈ Σ ij . Our proof is by contraposition.
Suppose P / ∈ Σ ij . Let B be a small ball centered at P disjoint from Σ ij . With respect to the coordinates w i above we have, for n sufficiently large, γ n (t) = (w 1 (t), w 2 (t), . . . , w N −2 (t)) with w 1 (t) lying in a small disc disjoint from the origin. It follows from the above representations for c ij and ω ij and the Cauchy integral formula that c ij = 0. 
