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Аннотация
Пусть заданы n + 1 строк ξ0, . . . , ξn с символами из некоторого конечного алфавита. В работе
предлагается алгоритм нахождения величин среднего значения k-го минимального расстояния между
строками ξ0, . . . , ξs для всех значений s 6 n. Трудоемкость алгоритма равна O(nm), где m – длина
строк.
В работе [1] для нахождения оценок размерностей предлагается строить следующую величину:
r(k)n =
1
n+ 1
n∑
j=0
φ
(
min
i:i6=j
(k)ρ(ξi, ξj)
)
, (1)
где ξ0, . . . , ξn – заданные точки метрического пространства Ω, ρ – заданная метрика, φ - заданная моно-
тонная функция, а min(k){x1, . . . , xN} = xk, если x1 ≤ x2 ≤ · · · ≤ xk ≤ · · · ≤ xN .
В настоящей работе предлагается алгоритм нахождения величин r(k)s , для всех значений s 6 n в
пространстве последовательностей Ω. Трудоемкость алгоритма равна O(nm), где m – длина строк. Здесь
параметр k предполагается небольшим (константа, не зависящая от n).
Задача нахождения величин r(k)s для всех значений s 6 n представляет интерес в связи с тем, что
дисперсия случайной величины r(k)n быстро убывает с ростом n [1], если ξ0, . . . , ξn – независимые оди-
наково распределенные случайные величины, а смещение оценки r(k)n не известно. Поэтому вычисление
величин r(k)s для s 6 n позволяет заметить существенное смещение. Применение предлагаемого алгоритма
для оценивания энтропии (φ(x) = − log x) [2] показало отсутствие значимого смещения в рассмотренных
примерах.
1. Постановка задачи
Пусть заданы n + 1 последовательностей ξ0 = (x01, . . . , x0m), . . . , ξn = (xn1, . . . , xnm), где xij ∈ A =
{1, 2, . . . , a}.
Будем обозначать лексикографический порядок на пространстве Ω = Am через x 4 y.
Пусть на Ω задана метрика ρ, про которую будем предполагать, что она согласована с порядком, т.е.
ρ(x,y) 6 ρ(x,z) ∀x 4 y 4 z. (2)
Требуется найти величины r(l)s , заданные по формуле (1), для всех k < s 6 n, 1 6 l 6 k, где k –
заданное число.
2. Описание алгоритма
1) Выполним сортировку строк ξ0, . . . , ξn в возрастающем порядке. Пусть
η0 4 . . . 4 ηn
– отсортированные строки, а σ – перестановка такая, что
ησi = ξi, i = 0, 1, . . . , n.
Организуем строки η0, ..., ηn в двусвязанный список.
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2) Для j = 0, 1, . . . , n и l = 1, 2, . . . , k находим величины
glj = min
i 6=j:j−l6i6j+l
(k)ρ(ηi,ηj). (3)
Для l = 1, 2, . . . , k полагаем
r(l)n =
1
n+ 1
n∑
j=0
φ(glj). (4)
3) Для s = n, n− 1, . . . , k делаем следующее:
(a) удаляем строку ησs из двусвязанного списка;
(b) для l = 1, 2, . . . , k и j = σs − l, . . . , σs + l находим величины glj по формуле (3);
(c) для l = 1, 2, . . . , k пересчитываем величины r(l)s−1, заменяя в формуле (4) величины g
l
j для j =
σs − l, . . . , σs + l.
Отметим, что нумерация по j на шаге 3b идет по двусвязанному списку.
Отметим также, что поскольку величины glj находятся последовательно для l = 1, 2, . . . , k, то для на-
хождения каждой величины glj по формуле (3) достаточно находить минимум только из двух расстояний.
3. Обоснование алгоритма
Корректность алгоритма следует из того, что по свойству (2)
min
i:i 6=j
(k)ρ(ηi,ηj) = min
i 6=j:j−k6i6j+k
(k)ρ(ηi,ηj).
Поэтому величины r(k)n , найденные по формулам (4) и (1), совпадают.
4. Трудоемкость алгоритма
Трудоемкость шага 1 равна O(nm).
На остальных шагах наиболее трудоемкой операцией является нахождение расстояния между двумя
строками. Будем считать, что ее трудоемкость равна O(m).
Трудоемкость шага 2 равна O(k2nm).
Трудоемкость шага 3 равна O(k2nm).
Итак, трудоемкость алгоритма равна O(k2nm).
Подчеркнем, что при небольших k (не зависящих от n) трудоемкость алгоритма равна O(nm).
5. Свойство согласованности
Нетрудно видеть, что свойство согласованности (2) выполняется для метрики
ρ0(x,y) =
1
min {k : xk 6= yk} , (5)
где x = (x1, x2, . . . ), и y = (y1, y2, . . . ).
Для второй метрики
ρ1(x,y) =
m∑
k=1
θ−k|xk − yk|, (6)
где θ > 1, свойство (2) выполняется только при θ > a = |A|.
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Fast algorithm for finding mean minimum distances
Timofeeva N.E.
Let ξ0, . . . , ξn be strings drawn from some finite alphabet. In this paper we describe an algorithm for finding
mean minimum distances between strings ξ0, . . . , ξs for all s 6 n. The complexity of the algorithm is O(nm),
where m is the length of strings.
