Abstract-Fan-beam collimators are used in single photon emission computed tomography to improve the sensitivity for imaging of small organs. The disadvantage of fan-beam collimation is the truncation of projection data surrounding the organ of interest or, in those cases of imaging large patients, of the organ itself producing reconstruction artifacts. A spatially varying focal length fan-beam collimator has been proposed to eliminate the truncation problem and to maintain good sensitivity for the organ of interest. The collimator is constructed so that the shortest focal lengths are located at the center of the collimator and the longest focal length is located at the periphery. The variation of the focal length can have various functional forms but in our work it is assumed to increase monotonically toward the edge of the collimator. We have derived a reconstruction algorithm for this type of fan-beam collimation. The algorithm is expressed as an inAnite series of convolutions followed by one backprojection. However, simulations show that only a small number of N terms in the series are needed to obtain high quality reconstructions. The weighting and convolution are executed N times, then N convolved projections are summed up and one backprojection is performed to obtain the final reconstructed image. The algorithm was tested for two spatially varying focal length formulations. Through computer simulations it is found that if the focal length function is not smooth, a singular artifact is seen in the reconstruction, whereas for smooth functions, the reconstructions are free of artifacts.
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I. ~O D U C T I O N
In single photon emission computed tomography (SPECT), a fan-beam collimator is used with a large field-of-view rotating gamma camera to improve sensitivity for imaging small organs like the brain and heart [ 11-[3] . The magnification of the fan-beam geometry can place the radiopharmaceutical distribution in some of the tissue odtside of the field-of-view. In most cases this tissue does not contain the region of interest but does present a low background which when projected is truncated. The application of the reconstruction filter to these truncated projections produces spikes at the truncation edge in the filtered projections, resulting in ring artifacts in the reconstruction [3] .
To resolve the truncation problem, it has been proposed to use a spatially varying focal length fan- focal lengths. The focal lengths increase from a minimum at the center to a maximum at the periphery (edge) of the collimator. Thus, the projection rays converge to focal points of focal lengths that increase as the position of the projection ray increases in distance away from the center of the collimator so that tissues at the edge of the body are imaged with nearly parallel rays. The central region of interest is imaged with good sensitivity while at the same time the truncation problem is reduced at the edge of the patient. The spatial variation of the focal length can have various functional forms but as we will show the functional form is important when considering the type of algorithm that is used.
As in all tomographic reconstruction problems, it is desirable for computational efficiency to use a convolution backprojection reconstruction algorithm similar to those that have been developed for parallel [6] and various fan-beam geometries [7] - [lo] . Unfortunately, as we will show, a convolution backprojection algorithm cannot be derived for the spatially varying focal length fan-beam geometry. One approach would be to use iterative reconstruction algorithms [ 113 which reconstruct images for this projection geometry; however, this is computationally more time consuming than convolution backprojection algorithms. Another approach would be to use a rebinning method [12] to convert the spatially varying focal length fan-beam projection data into parallel-beam projection data, and then use the parallel-beam convolution backprojection algorithm [6] to reconstruct the image. However, the rebinning method introduces interpolation errors. Still another method would be to backproject the projections and then filter them as has been done for conventional fan-beam geometries [13] . It can be shown that a space invariant point response of the backprojection operation exists for spatially varying focal length geometries [14] , although backprojection filtering does require a little more memory than convolution backprojection meth-
ods.
In this paper, we derive a convolution backprojection algorithm for a spatially varying focal length fan-beam collimator without rebinning. Our approach is similar to the one developed in [15] . In the general case, the algorithm involves an infinite series. However, only a small number of N terms are needed when implemented. The weighting and convolution are executed N times, then N convolved projections are summed up and one backprojection is performed to obtain the final reconstructed image. The algorithm has been tested for two spatially varying formulations. n. THEORY
A. Spatially Varying Focal Length Fan-Beam Geometry
The geometry for a spatially varying focal length fan-beam collimator is shown in Fig. 1 . The minimum focal length (the distance from the focal point to the imaging plane) is denoted as a. From a minimum a at the center of the collimator, the focal length varies as a function D ( s ) where s is the distance from the projection point to the origin which is the perpendicular projection of all focal points on the detector. The variable s increases toward the edge of the collimator, and has negative and positive values. For tomographic application, the center of rotation is assumed to be a distance R away from the image plane, and lies along the perpendicular line of projection of all focal points.
The minimum focal length a is determined so that the distance from any part of the object (patient) to the image plane is always less than a as the detector rotates. If a is too short and lies inside the object, a double image is produced on the detector for those distributions located with distances longer than a, and a single image is produced on the detector for those distributions located with distances shorter than a. To handle this type of projection data, the reconstruction algorithm is more complicated. Therefore, we assume that the minimum focal length a is longer than the distance from any part of the object to the detector.
In this paper, we consider two types of spatially varying 
B. A General Convolution Backpmjection Algorithm
A fan-beam geometry is shown in Fig. 2 . The fan-beam geometry variables s and / 3 are related to the parallel geometry variables t and 6 by
where R is the distance from the center of rotation to the detector. For the parallel geometry, the object can be reconstructed via the filtered backprojection algorithm [61
where p e ( t ) is the parallel projection data, f(r, 4) is the reconstructed image in polar coordinates, and the convolver h is the inverse Fourier transform of the truncated ramp filter with the property that
Let Rp(s) be the fan-beam projection data measured by a spatially varying focal length collimator. We use (1) and (2) to change the variables in (3) to obtain the fan-beam reconstruction formula:
where IJI is the Jacobian defined as
and D'(s) is the derivative of the variable focal length D ( s ) .
We have removed the absolute value operator in (6) because we are only concerned with focal length formulations D ( s ) for which the numerator is greater than zero. This ensures that the transformation in (1) and (2) is one-to-one. In order to derive a convolution backprojection algorithm, we first simplify the expression for the argument of h in (5):
Using eqs. (4), (6), and (8), eq. (5) can be rewritten as
Equation (9) is still not a convolution backprojection algorithm, even though it has been used for reconstruction [16].
Continuing, we factor the argument of h as the product of a function g and (5 -s) in the following fashion:
where the variable 5 is the projection of the point (r, 4) onto the detector at the projection angle /3 (see Fig. 3 ), and depends only on r , 4, and P. Here, 5 is the solution to the following equation:
For most functions of D ( s ) , i is not easy to solve. From (4) and (lo), (9) can be written as In order to obtain a convolution backprojection algorithm, we need to separate l/g2 into terms, each term being a product of a function of s and a function of (r, q5 -P). If we can find an expansion of 1/g2 in the following form:
then (12) can be rewritten as a backprojection of an infinite sum of convolutions:
I, Implementation of this algorithm requires only a finite number of terms. Also note that in (14), S -s is required in the numerator of the function to be expanded, in order to cancel the simple pole of the expression in the denominator at s = Ei. This ensures that the expansion in (15) exists.
C. The Chebyshev Expansion
In this section we give the expansion (15) using the Chebyshev polynomials [17] , Tn(z), of the first type, where T O ( . ) = l , T l ( x ) = x, and Tn+l(z) = 2zTn(x) -Tn-l(x) for n > 0.
The representation of a function f(z) by a series of Chebyshev polynomials has the following advantages over the regular power series: 1) The convergence is much more rapid which is the basic theorem proved by Chebyshev [17] .
2) The range of convergence is easier to determine. 3) A more compact representation is possible using telescoping series. 4) A minimax approximation is approached. Here, a telescoping series is an expansion in the form of 00
~n~~T~~~( z )
for some integer m.
Also, by a minimax approximation, we mean to find c; which is the solution to The coefficient CO is equal to one-half of the expression on the right. Unfortunately, there are no closed-form expression of c, for a general function f(x) defined on [-1, 13 . In this case, one can use the Gaussian-Chebyshev quadrature formula:
to evaluate the integral [18] . Here, cos * T are the zeros of T M ( x ) .
When (21) is used to approximate the integral, the first M terms in (21) are used and the last term gives the approximation error. The error depends significantly upon the 2Mth order derivative of the function f(x). The number of terms M is chosen such that the approximation error is small. In our computer simulations, M is chosen as an integer a little greater than N, the number of terms in the Chebyshev expansion. From (20) , (21), and the fact that T'(cos8) = cosn8, we have n = 1 , 2 , 3 , . . . .
The coefficient q, is equal to one-half of the expression on the right.
Notice that the Chebyshev series converges on [ -1 , 1 ] , while our projection data 
w i t h q = -$ + e z -a~ t = -. ' + e w = 
R + r s i n ( + -p ) , and z = r c o s ( 4 -p ) .
The Chebyshev expansion (14) for 1/(ks2 + As + B)2 is found according to the steps described in Section II-C, giving the following convolution backprojection algorithm: 
and CO is equal to one-half of the expression on the right when n = 0. 
E. Convolution Backprojection Algorithm For D(s)
In (31), E is the projection of the point ( r , 4 ) onto the detector as shown in Fig. 3 , and can be evaluated by solving and CO is equal to one-half of the expression on the right when n = 0.
EVALUATION USING COMPUTER SIMULATIONS

A. Methods
A two-dimensional Shepp-Logan head phantom [6] was used in our computer simulations. The computer-generated phantom is shown in Fig. 4 . Images were reconstructed in 128 by 128 pixel (25 cm by 25 cm) arrays. The number of projection angles was 128 over 360O. The distance R from the puter. In forming the projections, no discretization of the phantom was made, but the projections were formed from the summation of line integrals of ellipses that composed the phantom. The effects of attenuation, scatter, and geometric point response were not included.
In order to compare this method with the rebinning method, the rebinning method was also implemented. The projection data from the varying focal length collimator were first rebinned into parallel-beam data, and the standard parallelbeam convolution backprojection algorithm was applied to reconstruct the image. Figure 5 shows the reconstructed images for D ( s ) = a+lcs2 with four expansions of different orders N . In Fig. 5 , we have N = 0 (Fig. 5(a) ), N = 5 (Fig. 5(b) ), N = 10 (Fig. 5(c) ), and N = 15 (Fig. 5(d) ). Since we did not have a closed-form solution for the Chebyshev coefficients c, (30), we computed them numerically. Therefore the computation time was rather long. It took 3 minutes for the N = 0 case, 18 minutes for N = 5, 31 minutes for N = 10, and 43 minutes for N = 15. The reconstruction appears to have good image quality for N = 10. In order to illustrate the convergence of the Chebyshev expansion, a horizontal profile across the center of each reconstructed image was plotted, and compared with the ideal profile (Fig. 6) .
B. Results
In order to compare with the rebinning method, this phantom was also reconstructed via the rebinning method for D ( s ) = a + ICs2. The reconstructed image is shown in Fig. 7(a) .
Comparing it with Fig. 5(d) , we observed that resolution of the image is degraded by the rebinning step, if we look closely at the three little points at the lower part of the phantom. We also observe some faint ring artifacts in Fig. 7(a) . A central profile is shown in Fig. 7(b) for the image reconstructed by the rebinning method. (Fig. 8(a) ), N = 10 (Fig. 8(b) ), N = 20 (Fig. 8(c) ), and N = 30 (Fig. 8(d) ). For this geometry, the Chebyshev series converged very slowly, and little differences are seen between the image with N = 10 and the image with reduce the truncation problem suffered by higher sensitivity fan-beam collimators, especially when applied to image the heart. For this particular geometry, we were not able to derive a conventional convolution backprojection algorithm. Instead, in this paper we arrived at a reconstruction algorithm in the form of a backprojection of an infinite series of convolutions. It was demonstrated that for the spatially varying focal length function D ( s ) [ Fig. 13 which has a singularity at s = 0, an artifact, seen as a dark hole, appears at the center of rotation.
To arrive at an algorithm that would use convolutions before backprojection, we had to expand the function l/g2 [eq. (14) ] in an infinite series of orthogonal Chebyshev polynomials. The implementation of the algorithm requires only a finite number of terms to obtain good image quality. In selecting the orthogonal expansion, it is desirable to choose a set of orthogonal functions that would require the smallest number of terms and still obtain an accurate reconstruction. The Chebyshev polynomials were chosen because they form the fastest converging orthogonal expansion for the minimax optimization problem [ 171.
The reconstruction times were long because the coefficients of the Chebyshev expansion had to be evaluated using a series of M terms. If l/g2 is evaluated with a series of N Chebyshev polynomials, the first N convolutions are performed on the projection data. Then a series of N terms have to be summed before performing the backprojection operation. In order to reduce the reconstruction time, it is better to have expansions with coefficients that can be evaluated efficiently. Another way to reduce the reconstruction time is to pre-calculate the Chebyshev coefficients c, and store them in a file, so that the on-line reconstruction time can be reduced to at most N times that of the reconstruction time required by the classical convolution backprojection algorithm. For some cases, other orthogonal functions may have an advantage over using a Chebyshev expansion. Orthogonal functions like the Legendre polynomials, require a larger number of terms in the expansion to obtain the same accuracy as the Chebyshev expansion of fewer terms. However, for the Chebyshev expansion the coefficients have to be evaluated numerically, using a fairly complicated series which lengthens the computation time. If a polynomial expansion can be devised with coefficients that have a closed form expression, it could be computationally more efficient than using Chebyshev polynomials. In fact, for the quadratic focal length function [ D ( s ) = a + ks2] the Legendre coefficients have closed-form expressions but are fairly complicated [20] . A comparison of reconstruction times between an expansion using Chebyshev and one using Legendre polynomials for the quadratic case has not yet been evaluated. Another possibility is to use the Taylor series expansion which has an efficient closed-form expression to evaluate the coefficients. The disadvantage of the Taylor series expansion is that its range of convergence changes from point to point and usually does not cover the whole range of the projection data.
In this paper, we use a truncated polynomial expansion of 1/g2 to approximate l/g2. The expansion decouples the variable s from other parameters so that the algorithm can be written as a summed convolution backprojection. The rate of convergence does not depend upon the projection data and the projection data array size, but depends upon the smoothness of the function l/g2, and, in tum, depends upon the smoothness of the focal length function D (s) . If the function D ( s ) is smooth for every s, only a small number of terms are required to approximate l/g2. On the other hand, if D ( s ) is not smooth at a particular value s, the expansion will not converge and artifacts will appear in the reconstructed image.
A drawback of our algorithm is the presence of a reconstruction artifact at the center of rotation for geometries with nonsmooth focal length functions D(s). Comparing the two examples in the text, the quadratic varying focal length function is smooth for all s giving a smooth 1/g2. the other hand, the linear varying focal length function is not smooth at s = 0 and neither is 1/g2. In this case, the derivative of l/g2 does not exist at s = 0. Therefore, the expansion of 1/g2 which requires derivatives does not converge at s = 0, while for the quadratic case it does.
For geometries with smooth focal length function D(s), the algorithm gives good results if Chebyshev polynomials are used to expand 1/g2, but the convergence rate depends upon the rate of change of the focal length function. Computer simulations were performed for the quadratic function [D(s) = a + ks2] with larger values for IC than those used in simulations presented in this paper. Keeping the variable a the same, larger values of IC cause the focal length function to vary more rapidly over the imaging area. When the parameter k is increased by ten times, the number of convolution terms N had to be doubled to obtain the same image quality in the reconstruction.
The question conceming the variable focal length fan-beam geometry is whether a traditional convolution backprojection algorithm can be derived. Other geometries, like that found with image intensifier CT [21], have come across this same problem. It may be that other forms of the filter function will allow the reconstruction algorithm to reduce to the conventional algorithm of one convolution per projection followed by a backprojection operation. It is interesting to observe that other geometries such as a cone-beam geometry that is sampled on a sphere also does not reduce to a convolution backprojection type algorithm [22].
Even if convolution backprojection algorithms do not exists, we are finding more often than not that backprojection filtering algorithms do apply for several of these geometries. For the cone-beam sampling on a sphere, a backprojection filtering algorithm has been derived [23]. We have shown that for variable focal length fan-beam geometries a backprojection filtering algorithm also applies [14]. This is an area of future research that may develop more accurate and more efficient tomographic reconstruction algorithms for some very interesting tomographic geometries.
