Abstract|This paper studies minimax aspects of nonparametric classi cation. We r s t study minimax estimation of the conditional probability of a class label, given the feature variable. This function, say f is assumed to be in a general nonparametric class. We show the minimax rate of convergence under square L 2 loss is determined by the massiveness of the class as measured by metric entropy.
I. Introduction
In this paper, we study two related problems of minimaxity in nonparametric classi cation.
For simplicity, consider the two-class case with class labels Y 2 f 0 1g: Direct extensions to cases with multiple classes are straightforward.
We observe Z i = ( X i Y i ) i = 1 ::: n, which are independent copies of the random pair Z = ( X Y): Let f(x) = PfY = 1 jX = xg be the conditional probability of the event Y = 1 given the feature variable X = x 2 X : Here X is the feature space, which could be of high dimension. Let h(x) denote the marginal density o f X with respect to a -nite measure :
We are interested in both how w ell one can estimate f and how w ell one can classify based on a feature value.
Many results have been obtained for nonparametric classi cation in the literature (see Devroye, Gy or , and Lugosi 16 ] for a review). A surprising result is that universally consistent estimators of f and classi ers exist (see, e.g., 15 ], 17], 27], and 32]). However, the convergence could be arbitrarily slow ( 1 6 ] , Chapter 7). If one knows a priori that the target function f belongs to a nonparametric class of functions, uniform convergence rates are possible. A few methods have been shown to converge at certain rates when f is in some nonparametric class (e.g., 2], 5], 6], 18], 19] and 24]). A general upper bound on mean error probability for classi cation is given in ( 16] , Ch. 28) in terms of metric entropy. On the other hand, lower bound results seem to be rare. Optimal rates of convergence in probability for classi cation were identi ed in a related setting for some Lipschitz classes 29]. This paper aims to provide a general understanding of the minimax rate of convergence of the risks for general nonparametric function classes.
A. Minimax Risk for Estimating f We measure loss of an estimator of f in terms of a square norm. Let k k L 2 (h) denote the L 2 norm weighted by the density of the feature random variable X i.e., for any g k g k L 2 (h) = R (g(x)) 2 h(x) (dx) 1=2 : Similarly de ne the L q (h) n o r m ( q 1). Call the corresponding distance L q (h) distance. Letf be an estimator of f based on Z n = ( X i Y i ) n i=1 : The risk then is R(f f n) = E Z f(x) ;f(x) 2 h(x) (dx) where the expectation is taken with respect to the true f. Since f is always between 0 and 1 the risk R(f f n) i s a l w ays well de ned. Let F be a class of candidate conditional probability functions, i.e., every g 2 F satis es 0 g(x) 1 for all x 2 X : Then the minimax risk under the square L 2 (h) loss for estimating a conditional probability i n F is R(F n) = m i n f max f2F R(f f n)
wheref is over all valid estimators based on Z n (here \min" and \max" are understood to be \inf" and \sup" respectively if the minimizer or maximizer does not exist). In this work, F is assumed to be a nonparametric class. The minimax risk describes how w ell one can estimate f uniformly over the function class F:
For density estimation and nonparametric regression under global losses, it is known that rates of convergence of minimax risks of function classes are determined by Kolmogorov's metric entropy of the classes ( 7] , 21], 36], 38] and others). As will be shown, it is also the case for the estimation of the function of conditional probability. Our characterization of the minimax rate of convergence in terms of metric entropy enables one to derive minimax rates of convergence for many function classes. Examples are given in Section V.
B. Minimax Risk for Classi cation For classi cation (or pattern recognition), the goal is to have a classi er which predicts membership of Y according to the feature variable x. Formally, a classi er based on the training data Z n is a mapping from X f X f 0 1gg n to f0 1g. A s w ell known, given the true conditional probabilit function f(x) an ideal optimal Bayes decision is to predict Y as class 1 if f(x) 1=2 and class 0 otherwise. This decision minimizes the probability of error PfY 6 = (X)g over all choices of classi er . L e t e denote the corresponding error probability. For a given classi er = (x Z n ) based on Z n the mean error probability i s EP(Y 6 = (X Z n )jZ n ) :
We will examine r(f n) = EPfY 6 = (X Z n )jZ n )g ; e (1) which is the di erence between the mean error probability o f and the ideal one e . W e call it mean error probability regret (MEPR). For a given class F of conditional probability functions, let the minimax MEPR be de ned as r(F n) = m i n max f2F r(f n) where the minimization is over all classi ers based on Z n . This risk describes how w ell one can classify Y relative to the Bayes decision, uniformly over F:
C. Is classi cation much easier than the estimation of conditional probability?
Based on an estimatorf of f one can de ne a plug-in classi er f pretendingf is the true conditional probability, i . e . ,
Then it is well-known that (see, e.g., ( 16] 
As a consequence, This makes one wonder if this phenomenon is typical for classical function classes such a s Sobolev, Lipschitz, Besov, and bounded variation. It turns out the answer is no. We g i v e a su cient condition for the minimax rates of convergence for the two problems to match. This condition is satis ed by m a n y function classes. Then classi cation is no easier than estimating the conditional probability f in a uniform sense. This result is rather surprising when compared with Theorem 6.5 in 16], which s a ys that for any x e d f and a sequence of consistent estimatorŝ f n one always has r(f f n n)
The explanation of this phenomenon is that the above ratio does not converge uniformly to 0 over the function classes.
D. Model Selection for Minimax Adaptive Estimation of f
In the derivation of minimax upper bounds, -nets are used in the construction of estimators achieving the optimal rates. These estimators are convenient for theoretic studies, but are not practical for applications. The sequel of this paper, Minimax Nonparametric Classi cation| Part II: Model Selection for Adaptation, presents results on minimax adaptive estimation of the conditional probability f by model selection over a countable collection of nite-dimensional approximating models. There it is shown that using a suitable model selection criterion, minimax rates of convergence are automatically achieved (or nearly achieved) simultaneously over di erent t ypes of function classes and/or with di erent smoothness parameters. This paper is organized as follows. In Section II, minimax rates for estimating f are given in Section III, minimax MEPR is given under a su cient condition in Section IV, we present some results on the relationship between approximation and classi cation in Section V, examples are given as direct applications of the main results in Sections II and III in Section VI, we give a simple result on minimax rates for some classes modi ed to allow some irregularity such a s discontinuity. The proofs of the results are given in Section VII. Assume M 2 ( ) < 1 for every > 0 (otherwise, the minimax risk typically does not converges to zero) and M 2 ( ) ! 1 as ! 0 (which excludes the trivial case when F is nite). For most function classes, the metric entropies are known only up to orders. For that reason, we assume that M( ) i s a n a vailable nonincreasing right-continuous function known to be of order M 2 ( ): We call a class F rich i n L 2 (h) distance if for some constant 0 < < 1
This condition is characteristic of usual nonparametric classes (see 36]), for which the metric entropy is often of order ; log (1= ) for some > 0 and 2 R see Section V.
B. Minimax Risk Bounds
We need some conditions for our minimax risk bounds based on metric entropy.
Assumption 1: The class F is convex and contains at least one member f that is bounded away from 0 and 1, i.e., there exist constants 0 < c c < 1 such that c f c:
A couple of quantities will appear in our minimax risk bounds. Choose n such that M 2 (2 n F) = n 2 n : (3) Let n be chosen to satisfy M 2 (2 n F) = 2 1 + 4 c(1 ; c) n 2 n + 2 l o g 2 :
(Since the packing entropy i s r i g h t continuous, under the assumption M 2 ( ) ! 1 both n and n are well-de ned.) Similarly de ne n q with M 2 ( F) replaced by M q ( F):
The notation a n b n will be used to mean lim sup (a n =b n ) < 1: When a n b n and b n a n , i.e., a n and b n are of the same order, we use expression a n b n . I f a n and b n are asymptotically equivalent, i.e., lim (a n =b n ) = 1 then we write a n b n : Lemma 1: Assume Assumption 1 is satis ed. For any l > 0 we h a ve the following minimax lower bound on L q (h) ( q 1) risk for estimating f: 2) When M 2 ( F) in (3) and (4) is replaced by an upper bound and a lower bound respectively, the resulting bounds in Lemma 1 are valid.
In Lemma 1, for the upper bound, h is assumed to be known. This rather restrictive condition is used for the purpose that an -net can be constructed (theoretically) for F under L 2 (h) distance as needed in the proof. In practical problems, of course, h is not known. To g e t the right r a t e o f c o n vergence, it su ces to be able to construct an -net with log-cardinality o f the same order. The following assumption will be used instead. 
Remarks:
1) Instead of Assumption 1, it su ces to assume that F contains a subset F 0 that is uniformly bounded away from zero and 1, and F 0 has the same order metric entropy a s F:
2) The exact risk bounds may sometimes be of interest. Let f M( ) be the log-cardinality o f the -net that one can construct under Assumption 2. Let e n be determined by f M(2e n ) = ne 2 n .
Then we h a ve Corollary 1: Suppose that Assumption 1 is satis ed. Assume there exists a density h and a constant C > 0 such that for every h 2 H h = h C and that F is rich i n L 2 (h ) distance with metric entropy o f o r d e r M ( ). In addition, there exists at least one h 2 H such t h a t t h e L 2 (h) metric entropy o f F is of order M ( ). Then R(F H n) 2 n where n is determined by M ( n ) = n 2 n :
In particular, if there exists a h such that sup h2H k log (h=h ) k 1 < 1 (i.e., h=h is uniformly bounded above and away from zero), and F is rich i n L 2 (h ) distance, then R(F H n) 2 n where n is determined as above.
III. Minimax Rates of Convergence of Error Probability
From the upper bound rate 2 n on R(F n) in Theorem 1, we know the minimax MEPR r(F n) is upper bounded by order n : A similar upper bound in terms of metric entropy w as obtained in ( 16] , Ch. 28) using an argument directly for MEPR. Howeve r , a s m e n tioned in Section I, r(F n) m a y c o n verge much faster than p R(F n). The interest is then on lower bounding r(F n): One di culty is that the loss l(f ) = P(Y 6 = (X Z n )jZ n ) ; e (which yields risk r(f n) when averaged with respect to Z n ) is not a metric in (it is not symmetric and there is no triangle-like inequality). It makes the notions of covering and packing (as used for estimating f) v ery tricky and hard to compute even if they make sense. The next result takes advantage of the observation that for many function classes, on a subclass (hypercubes) constructed from a suitable perturbation, the loss does behave like a metric and therefore the previous lower bounding technique for L 2 (h) risk for estimating f also works. The following setup of a hypercube class is in 8], 11] and others used for density estimation.
We assume h is upper bounded by a k n o wn constant c 1 < 1 on X . The subclass of hypercubes is intended to capture the di culty of classi cation for the whole class F. The subset is very simple and easy to handle. Note that the perturbations are around f (x) 1=2. When M( ) is of the same order as the L 2 (h) m e t r i c e n tropy o f F, classi cation on F cube alone has di culty already matching that of estimating f 2 F resulting in the determination of rate of r(F n) as in the following theorem.
Theorem 2: Assume Assumptions 2 is satis ed and that F is rich i n L 2 (h) distance with metric entropy of order M( ): Suppose Assumption 3 is satis ed with M( ) of the same order as M( ) and that there exists a constant c 1 > 0 such that h c 1 on the r translates I + x i for each (small) : Then the minimax mean error probability regret of F has rate r(F n) n where n is determined by M( n ) = n 2 n : If instead of Assumption 2, Assumption 2 0 is satis ed for a class of densities H with M( ) M( ) and containing at least one member h with h c 1 < 1 on X and h c 1 > 0 o n 1 i r fI + x i g for each (small) , then r(F H n) =: min max h2H max f2F r(f n) n :
IV. Approximation and Classification
Many di erent approximating systems can be used to estimate the function of conditional probability f for classi cation. For instance, polynomial, trigonometric, spline, wavelet, or neural net approximations have di erent a d v antages and are useful in model building for the estimation of f. I t i s i n tuitively clear that given an approximation system, how w ell one can estimate f based on a training data is related to how w ell the function can be approximated by the system. In this section, we establish formal conclusions on relationships between linear approximation, sparse approximation and minimax rates of convergence for classi cation. Similar, but more general and detailed treatments in the context of density estimation and regression (6) as is true for k k ; (log k) , > 0, 2 R. Lorentz gives order of the L 2 (h ) m e t r i c e n tropy and shows that F(; ) is rich ( 2 5 ], Theorem 4). Then n determined by M( n F(; )) = n 2 n balances the approximation error bound 2 k and the dimension over sample size k=n ( 36] k k=n gives order n ;2 =(2 +1) : Thus R(F(; ) H(A) n) n ;2 =(1+2 ) r(F(; ) H(A) n) n ; =(1+2 ) :
Note that for the classi cation risk r(F(; ) H(A) n) the rate p k n =n is not shown to be optimal in general. However, for some choices of smooth approximating systems such a s polynomials or trigonometric functions, Assumption 3 is still satis ed, and the rate n ; =(1+2 )
is optimal for classi cation for such cases. From Corollary 2, the optimal convergence rate in the full approximation setting for estimating f is of the same order as k n =n min k ; 2 k + k=n , which represents the familiar bias-squared plus variance trade-o for mean squared error. Of course, in applications, one does not know how w ell the underlying function can be approximated by the chosen system, which makes it impossible to know the optimal size k n . This suggests the need of a good model selection criterion to choose a suitable size model to balance the two kinds of errors automatically based on data. Results on model selection for classi cation are in the sequel of this paper. B. Sparse Approximations and Minimax Rates Full approximation utilizes all the basis terms up to certain orders. For slowly converging sequences k as arise especially in high-dimensional function approximation, very large k (e.g., exponential in dimension) is needed to get a good accuracy. It becomes of interest to examine approximation using a manageable-size subset of terms. This subset is sparse in comparison to the total that would be needed with full approximation.
Let and ; be as in the previous section. Let I k > k k 1 b e a g i v en sequence of integers satisfying lim inf I k =k = 1 and let I k = f1 2 ::: I k g (I 0 = 0 ) . Denote by e k (g) = min l 1 2I 1 ::: l k 2I k min fa i g k g ; P k i=1 a i l i k L 2 (h ) the k-th degree of sparse approximation of g 2 L 2 (X h ) b y the system (for a xed choice of fI 1 I 2 :::g). Note here that roughly the k terms used to approximate g are allowed to be from I k basis functions. Let S(; ) = S(; fI k g) be the set of all functions in L 2 (X h ) with sparse approximation errors bounded by ;, i.e., S(; ) = fg 2 L 2 (X h ) : e k (g) k k = 0 1 : : : g:
We call it a sparse approximation set of functions. Large I k 's provide considerable more freedom of approximation. under the assumption I k k for some possibly large constant > 1. Note that the upper and lower bounds di er in a logarithmic factor. (We tend to believe that M ( S(; )) is of higher order than M ( F(; )) and the ratio might b e r i g h t at order log ; ;1 or a similar logarithmic factor (e.g., log 1=2 ; ;1 )). Suppose the functions in F(; ) are uniformly bounded. Let e S(; ) be the set of all valid conditional probability functions in S(; ). Let k n satisfy k n =n 2 kn :
Then based on Lemma 1 and Theorem 2, we h a ve the following corollary. F or simplicity, w e assume that k n determined above satis es k n n 1; for some arbitrarily small positive , a s is true for k k ; (log k) , > 0, 2 R. Corollary 3: For the sparse approximation set e S(; ) if I k k for some > 1 then k n =n R( e S(; ) H(A) n) k bn= log nc log n=n:
For minimax MEPR, we h a ve r( e S(; ) H(A) n) q k bn=log nc log n=n:
As a special case, if k k ; , > 0, then n ;2 =(1+2 ) R( e S(; ) n) (n= log n) ;2 =(1+2 ) :
The upper and lower bound rates di er only in a logarithmic factor (we tend to believe that an extra logarithmic factor is necessary here for R( e S(; ) n)).
Sparse
approximation has to use many more terms. This has an implication for statistical estimation using the nested models corresponding to full approximation compared to subset models corresponding to sparse approximation. Since many more coe cients need to be estimated for the nested models, the variance of the nal estimator is much bigger in general, resulting in a worse rate of convergence. For example, if I k = k 2 and k k ;1 then under some conditions, it can be shown (see 37]) that the rate for estimating f in the sparse approximation set based on the subset models is O (n= log n) ;2=3 whereas the rate based on nested models is no faster than n ;1=2 . Results on subset selection for classi cation are in the sequel of this paper 37].
We nally mention that from Theorem 9 in 25], a full approximation set F(; ) can not be better approximated beyond a constant factor with any o t h e r c hoices of basis 0 . The same conclusion carries over to a sparse approximation set S(; ): For classi cation, the conditional probability f is between 0 and 1: So the classes of interest are the corresponding subsets of the above function classes. For convenience, we will not use another symbol for each of them. Similarly to Lemma 4 in Section VII, it can be shown that the restriction does not change metric entropy orders for the examples. is clearly satis ed for each of the function classes in the previous subsection. Note that except for the neural network classes (for which the metric entropy order is not exactly identi ed), each of those classes is rich i n L 2 distance, and Assumption 2 0 is satis ed for H(A): Thus Theorem 1 (or Corollary 1) is applicable.
2) Rates for estimating f: The following table summarizes the rates of convergence for estimation of f: The rates are for R(F H(A) n):
Classes
Rate Condition E(fk g C ) n ;2 =(2 +1) > 1=2 BV(C) n ;2=3 MI(C) n ;2=3 Lip q (C) n ;2 =(2 +1) > (1=q ; 1=2) + B q (C)) n ;2 =(2 +d) =d > 1=q ; 1=2 E k f ;f k Lp(h) n ; =(2 +1) :
3) Satisfaction of Assumption 3: Based on previous work of others on density estimation, we know Assumption 3 is satis ed with M( ) of the same order as the metric entropy of the class (as required for Theorem 2) for the following classes: E(fk g C ) ( > 1=2) with trigonometric basis 1 = 1 2i = sin (2 ix) 2i+1 = c o s ( 2 ix) f o r i 1 7 ] Lip 1 (C) 7 ], also Lip q (C) (q 1) and BV(C) (because they include Lip 1 (C) a n d Lip 1 1 (C) with the same order metric entropy respectively) B q (C) 2 2 ] 4) Rates for classi cation: Applying Theorem 2, we h a ve the following rates for r(F H(A) n):
Classes Rate Condition E(fk g C ) n ; =(2 +1) > 1=2 with trigonometric basis BV(C) n ;1=3 MI(C) O (n= log n) ;1=2 Lip q (C) n ; =(2 +1) > (1=q ; 1=2) + B q (C)) n ; = (2 +d) =d > 1=q ; 1=2 d 2 r ! n ( ( n )) ;d = n 2 n and ! concave V (k C ) n ; =(2 +1)
The rate O (n= log n) ;1=2 for MI(C) is obtained in 16] a s m e n tioned before. It is interesting to observe the di erence between estimating the conditional probability f and classi cation for bounded variation classes and monotone nondecreasing classes. In terms of metric entropy order, BV(C) and MI(C) are equally massive, resulting in the same rate of convergence for estimating f:However, metric entropy order is not su cient to determine the rate of convergence for classi cation, for which case what matters most is the freedom of f around the value 1=2 (corresponding to hard classi cation problems). The di erence between BV(C) and MI(C) then shows up drastically.
The class N(C) with e.g., step sigmoidal, contains a Sobolev class with smoothness parameter = d=2 + 1 + for every > 0 3 ]. Using the lower rate for Sobolev (special case of Besov), together with the upper bound for estimating f we obtain n ; 1+2=d 4+4=d ; 0 r(N(C) H(A) n) (n= log n) ; 1+1=d 4+2=d where 0 in the lower bound rate can be arbitrarily close to zero. We conjecture that the upper rate (probably without the logarithmic factor) is in fact the optimal rate of convergence, at least for d = 1 and d = 2 . When d is large, the upper and lower rates of convergence are roughly n ;1=4 .
VI. Rates of Convergence for Function Classes Modified to Allow Some Irregularity
Included in the previous section are some smoothness classes. In some applications, the target function f is not smooth, but not so only at a few change points of unknown locations.
Here we show that such a small modi cation of a nonparametric class of f does not change rates of convergence. The result is applicable to the following example.
Example: Functions on 0 1] with a piecewise property. L e t S be an original nonparametric class of nonnegative functions upper bounded by 1 . L e t F = ff(x) = s(x) P k;1 i=0 b i+1 1 fa i x<a i+1 g : s 2 S , 0 = a 0 < a 1 < a 2 < < a k = 1 , 0 b i 1 1 
As a consequence, if G has the same or a smaller order metric entropy compared to a rich nonparametric class S, then M 2 ( F) M 2 ( S) which is the case for the above example. The idea for the proof of Lemma 1 is similar to that used in Yang and Barron 36] on density estimation and nonparametric regression.
Proof of Lemma 1: For the lower bound result, we consider a subset F 0 of F: A minimax lower bound for F 0 is clearly a lower bound for F: Let F 0 = ff=2 + f =2 : f 2 F g : Under the convexity assumption on F, F 0 is indeed a subset of F. Note that by Assumption 1, the functions in F 0 are uniformly bounded above a way from 1 and below a way from zero: 0 < c =2 f (c + 1 ) =2 < 1 (8) for every f 2 F 0 : The boundedness property will be used in our analysis to relate KullbackLeibler (K-L) divergence to L 2 distance. It is easy to verify that the L q (h) p a c king metric entropy o f F 0 is M q (2 F) 36] . Let N n q be an n q -packing set with maximum cardinality i n F 0 under distance d q = L q (h) and let G n be an n -net for F 0 under distance d 2 (i.e., for any f 1 2 F 0 there exists f 2 2 G n such that d 2 (f 1 f 2 ) n ). Since an -packing set in F 0 with maximum cardinality s e r v es also as an -net in F 0 , w e c a n c hoose G n to have log-cardinality M 2 ( n F 0 ) = M 2 (2 n F): For any estimatorf based on Z n , de ne e f = arg min f2N n q d q (f f ) (if there is more than one minimizer, choose one based on any tie-breaking rule) so that e f takes values in the packing set N n q . L e t f be any p o i n t i n N n q . By the triangle inequality, d q (f f ) + d q ( e f f ) d q (f e f), which i s a t least n q if f 6 = e f since N n q is a packing set. Thus if f 6 = e f, w e m ust have d q (f f ) n q =2, and minf max f2F P f fd q (f f ) n q =2g minf max f2N n q P f fd q (f f ) n q =2g minf max f2N n q P f f 6 = e f minf P f2N n q P f f 6 = e f =jN n q j = minf P w 6 = e f where P f denotes probability under f, and in the last line, is randomly drawn according to a discrete uniform prior w on N n q , and P w denotes the Bayes average probability with respect to the prior w. S i n c e ( d q (f f ))`is not less than ( n q =2)`1 ff6 = e fg taking the expected value it follows that for all> 0,
( n q =2)` 1 ; I ( Z n ) + l o g 2 log jN n q j ! by F ano's inequality (see e.g., 13] (pages 39 and 205)), where I ( Z n ) is Shannon's mutual information between the random parameter and the sample Z n .
This mutual information is equal to the average (with respect to the prior) of the K-L divergence between p f (z n ) a n d p w (z n ) = P f2N n q p f (z n )=jN n q j. Here the density o f Z n is
with respect to the product measure ( ) n where is the counting measure (for Y ). Since the Bayes mixture density p w (z n ) minimizes the average K-L divergence of all choices of density q(z n ) the mutual information is upper bounded by the maximum K-L divergence between p f (z n ) and any joint density q(z n ), i.e.,
where the integral is with respect to the product measure ( ) n : Now c hoose w 1 to be the uniform prior on G n and let q(z n ) = p w 1 (z n ) = P f2G n p f (z n )=jG n j. F or any f 2 F 0 there is f
We n o w bound the K-L divergence: 
Thus we h a ve shown that I ( Z n ) 1 + 4 c(1;c) n 2 n : By our choice of n q in (4), (I ( Z n ) + log 2) = log jN n q j 1 2 :
The lower bound follows. Now let us derive the upper bound. We will manipulate the data in some way for the purpose of relating K-L risk of density estimation to the risk of interest.
In addition to the observed i.i.d. sample (X 1 Y 1 ) ::: (X n Y n ), we generate some random variables. At the observed X i = x i value, let W i be an independently generated Bernoulli random variable with success probability f (x) 1=2. Let e Y i be Y i or W i with probability (1=2 1=2) according to the outcome of Bernoulli(1=2) random variables V i generated independently. Then the conditional probability o f e Y i taking value 1 is g(x) = ( f(x) + f (x))=2. The new conditional probability g is bounded between 1=4 and 3=4 as in (8) , whereas the family of the original densities need not be. Let F 0 = fg : g = ( f + f )=2 f2 F g be the new class of conditional probability for e Z n = ( X i e Y i ) n i=1 . The next lemma relates the risk of estimating f 2 F to that of estimating g 2 F 0 . S e e 3 6 ] for an analogous result in density estimation. 
To a void randomization, we m a y replacef rand (x) with its expected value over W 1 : : : W n and V 1 ::: V n to getf(x) w i t h
where the rst inequality i s b y convexity and the second and third identities are becausef rand depends on X n , Y n , W n V n only through e Z n which has the same distribution as Z n . T h us
Taking the minimum over all estimators e g completes the proof of Lemma 2.
Thus the minimax risk of the original problem is upper bounded by a m ultiple of the minimax risk on F 0 . M o r e o ver, the -entropies are related. Indeed, since k (f 1 +f )=2;(f 2 +f )=2 k L 2 (h) = ( 1 =2) k f 1 ; f 2 k L 2 (h) , for the new class F 0 , the -packing entropy under L 2 (h) distance is M 2 ( F 0 ) = M 2 (2 F).
Now w e d e r i v e an upper bound on the minimax risk for the new class F 0 . Consider an n -net e G n with log-cardinality M 2 (2 n F) for F 0 (just as G n for F 0 used in the proof of the minimax lower bound in Lemma 1) and the uniform prior w 2 on e G n . Since we assume that h is known, the -net can be constructed theoretically speaking. Let the Bayes predictive density estimators of p f (z) = h(x)f(x) y (1;f(x) 1;y bep i (z) = p ; Z i+1 jZ i evaluated at Z i+1 = z, which equal p w 2 (Z i z )=p
It is an estimator of the conditional probability o f Y taking 1 given X = x based on Z i : Note thatf i (x) i s b e t ween 1=4 and 3=4 and does not depend on h except through the -net e G n . As in Barron 1] and 36], by the chain rule of relative e n tropy, for any f 2 F 0 P n;1 i=0 E log p f (Z i+1 )
M 2 (2 n F) + 1 6 n 2 n = 1 7 n 2 n where the inequality is as in (11 
As a consequence, we h a ve
and max f2F 0 n;1 X i=0 E k f ;f i k 2 L 2 (h) (51=2) n 2 n :
be the nal estimator of f: Then by convexity, w e h a ve
The conclusion on upper bound in Lemma 1 then follows based on Lemma 2. This completes the proof of Lemma 1. Proof of Theorem 1: In the derivation of the upper bound in Lemma 1, we needed to know the density h(x) o f X only in the construction of the -net e G n . When h is not known, we cannot construct -nets for F under the L 2 (h) distance. Assume that Assumption 2 is satis ed with log-cardinality o f t h e -net bounded by M 2 ( ): Following the same argument for the upper bound in the proof of Lemma 1, we h a ve R(F n) 102e 2 n where e n is determined by M 2 (2e n ) = ne 2 n :
Under the richness assumption of F, it can be easily shown (see 36] ) that e n and n given in 
The third claim follows similarly as above together with that the upper bound 102e 2 n on R(F n) is uniform over h 2 H and that the estimator does not depend on h: This completes the proof of Theorem 1.
Proof of Corollary 1: Since h=h C we h a ve
Thus an -net for F under the L 2 (h ) distance is a p C -net for F under the L 2 (h) distance.
Together with the other conditions, Assumption 2 0 is satis ed. The conclusion then follows from Theorem 1. Before we prove Theorem 2, we g i v e a lemma for lower bounding MEPR.
Lemma 3: Assume Assumption 3 is satis ed and that h is upper bounded by c on X and lower bounded by c > 0 o n 1 i r fI + x i g. L e t n be determined by ; ;1 n gives an upper bound rate for the sparse approximation set. Under the assumption k n n 1; for some > 0, it can be shown that log ; ;1 n is of order log n, a n d n is of the same order as k bn=lognc log n=n with k n de ned in (7) . This completes the proof of Corollary 3.
Lemma 4: Let F(; ) and e F(; ) be as in Section IV. If sup g2F(; ) k g k 1 C < 1 then F(; ) and e F(; ) have the same order metric entropies. Proof of Lemma 4: Note that for 0 < 1 F (; ) = f g: g 2 F (; )g is a subset of F(; ) but with the same order metric entropy. Since g 0 min(1 0 ) 2 F (; ) and F(; ) is convex, we h a ve G = fg 0 =2 + g=2 : g 2 F (; )g F (; ): Again G and F (; ) have the same order metric entropies. When is small enough, under the uniform boundedness assumption, the functions in G are betwe e n 0 a n d 1 , i . e . , G e F(; ): As a consequence, we know F(; ) and e F(; ) have the same order metric entropies. This completes the proof of Lemma 4.
