Computer simulation is a highly advantageous method for understanding and improving health care operations with a wide variety of possible applications. Most computer simulation studies in emergency medicine have sought to improve allocation of resources to meet demand or to assess the impact of hospital and other system policies on emergency department (ED) throughput. These models have enabled essential discoveries that can be used to improve the general structure and functioning of EDs. Theoretically, computer simulation could also be used to examine the impact of adding or modifying specific provider tasks. Doing so involves a number of unique considerations, particularly in the complex environment of acute care settings. In this paper, we describe conceptual advances and lessons learned during the design, parameterization, and validation of a computer simulation model constructed to evaluate changes in ED provider activity. We illustrate these concepts using examples from a study focused on the operational effects of HIV screening implementation in the ED. Presentation of our experience should emphasize the potential for application of computer simulation to study changes in health care provider activity and facilitate the progress of future investigators in this field. C omputer simulation is a useful and efficient method for studying complex systems. This approach is increasingly employed to address research questions in the area of emergency department (ED) operations. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] Simulation is particularly attractive for the study of EDs given their complexity, variability, volume of activity, need for efficiency, and propensity for affecting, and being affected by, other aspects of the health care system. Simulation models generally specify resource demands (e.g., provider time and treatment space) that vary according to specific schedules and placement of resources within a system to meet that demand (Figure 1 ). To date, simulations of ED operations have sought to improve resource allocation and processes (e.g., number of beds, staffing schedules) 1, 2, [6] [7] [8] [10] [11] [12] [13] [19] [20] [21] or to assess the impact of hospital or other system policies on the ED (e.g., boarding admitted patients). 9, [14] [15] [16] [17] [18] 22, 23 In such studies, Author contributions: WDK, MJW, and MSL conceived the study and acquired funding; all authors contributed to the conception and design of the work; PK and WDK constructed the simulation model, fit input probability distributions to observed real-world data, and conducted analyses to assess simulation model validity; RMA and MSL acquired data used to parameterize the simulation model; all authors contributed to critical revision of the manuscript; and MSL takes responsibility for the paper as a whole.
C omputer simulation is a useful and efficient method for studying complex systems. This approach is increasingly employed to address research questions in the area of emergency department (ED) operations. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] Simulation is particularly attractive for the study of EDs given their complexity, variability, volume of activity, need for efficiency, and propensity for affecting, and being affected by, other aspects of the health care system. Simulation models generally specify resource demands (e.g., provider time and treatment space) that vary according to specific schedules and placement of resources within a system to meet that demand ( Figure 1 ). To date, simulations of ED operations have sought to improve resource allocation and processes (e.g., number of beds, staffing schedules) 1, 2, [6] [7] [8] [10] [11] [12] [13] [19] [20] [21] or to assess the impact of hospital or other system policies on the ED (e.g., boarding admitted patients). 9, [14] [15] [16] [17] [18] 22, 23 In such studies, experimental conditions involve changes in the structure of the ED or surrounding system, but the amount of provider time or treatment space required for a given number of patients is neither considered in detail nor altered ( Figure 1A) . A different and more difficult problem occurs when considering the addition, subtraction, or modification of a provider task within a system. This involves changing the nature of the demand for services within a fixed system structure ( Figure 1B ). The life cycle of a simulation project involves several steps ( Figure 2 ) starting with 1) conceptualizing the model's logic and programming the model using suitable simulation software, 2) obtaining required data to parameterize the model, 3) selecting and programming outcome performance measures for model validation, 4) experimenting with the model, and 5) performing sensitivity analyses to assess how the results vary with changes in modeling assumptions and parameters.
24, 25 Each step is composed of welldefined tasks that are essential to any simulation project, yet additional practical issues arise in specialized applications. We encountered the need to accommodate changes in provider tasks for an ongoing study involving simulation of ED HIV-screening implementation. Modifying the tasks assigned to resources in a system is common in simulation applications. However, we are unaware of attempts to do so in the context of ED operations, and we encountered significant methodologic and practical challenges. These challenges required innovations in the design, parameterization, and validation of our ED simulation model and eventually led us to develop a far more detailed model than has been required for other studies of ED operation. This paper discusses conceptual advances and lessons learned during the initial three stages of constructing an ED simulation model to experiment with changes in ED provider activity. The objective of this discussion is to emphasize the potential for using computer simulation to study changes in health care provider activity and to facilitate the progress of future investigations in this field.
ED HIV Screening ED implementation of HIV screening presents an appealing topic for simulation. The task is essential, 26 -28 yet despite decades of related research, it is not well implemented. 26, 29, 30 As such, HIV screening activities can still be considered "new" or "additional" and not part of usual ED workflows. [31] [32] [33] Consequently, a primary concern regarding implementation of ED HIV screening is whether resources are sufficient to accommodate the additional work and, if not, how other emergency care missions could suffer as a result. 31, 32, [34] [35] [36] [37] Some centers have succeeded in introducing additional resources to accomplish ED HIV Figure 1 . Schematic comparison of system-level and task-level simulation. *Cross-hatched blocks represent addition, subtraction, or other modification to demand for resources (e.g., provider tasks) or system capacity (e.g., allocation of space and resources). Changes in service demand could involve what is done, by whom, where in the ED, and at what point in the patient's ED course. Changes are evaluated by comparing the "baseline scenario" (i.e., natural state) with the "modified scenario" (i.e., experimental state).
screening ("parallel" programs), [38] [39] [40] [41] but this has not proved broadly feasible. When attempting to integrate HIV screening into workflows of usual ED staff ("integrated" programs), various options can be envisioned (i.e., who does what, when, where, and how). 34, [42] [43] [44] [45] [46] [47] It is quite possible that some options are more (or less) disruptive to ED operations. However, comparative studies are relatively rare, [48] [49] [50] [51] [52] [53] [54] and only two of these have considered the effects on ED operations. 49, 50 Moreover, cost-effectiveness studies supporting HIV screening have not assessed the opportunity cost for health care systems when providing these services. 44, 45, 47, [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] Gathering additional evidence through comparative clinical trials is lengthy and resource-intensive, particularly without better guidance as to which strategies are most promising. To address these knowledge gaps, the Agency for Healthcare Research and Quality (AHRQ) funded a study to compare different approaches for ED HIV screening using computer simulation.
METHODOLOGIC CHALLENGES AND CONCEPTUAL ADVANCES
Step 1: Simulation Design Modeling Provider Activity. In a system-level simulation, provider activity is modeled as an amount of time seized from a provider (e.g., physician) in response to a stimulus (e.g., patient's need for care). The amount of time can be fixed or random, with a probability distribution fitted to real-world observations. If the provider is unavailable at the required time, a queueing delay will occur and the patient waits.
Simulation of modified provider tasks begins with this foundation, but then requires additional conceptual developments and programming complexity. It is intuitive and well established in nonmedical simulation applications that task differences can be modeled using a different amount of time for the modified or experimental scenario compared with the baseline scenario ( Figure 1 ). For ED HIV screening, this would involve adding time required for screening activities. Less obvious to us was the realization that, for the purposes of our model, different provider activities (e.g., charting, talking with patients) could be aggregated, so long as total time was recorded accurately and activities did not include HIV screening tasks.
We did believe that it was important to account for the possibility of alternative provider types (e.g., doctor vs. nurse) acting at different times and places within the ED. This required mapping patient flow and provider location for each combination of provider type, stage in patient throughput, and ED location (Figure 3) . Accordingly, we considered how various provider types (i.e., attending physician, resident/advanced practice provider, nurse, and patient care assistant/ technician) allocated their activities to distinct locations within the ED and distinct stages in patient progression and characterized each provider activity via a combination of two probability distributions: a discrete distribution modeling the number of care episodes per patient and a continuous distribution modeling the duration of each care episode.
Accounting for Rate-limiting Steps. For this application, the simulation model needed to consider whether each service required by a patient would be a rate-limiting step in patient progression. For example, once a computer tomography (CT) scan is ordered, a patient cannot progress to disposition before results are available. The patient might require an episode of provider care during the time spent waiting for CT results, which would need to be counted due to its influence on other operations and outcomes (Figure 4) , but waiting for the provider would not be a rate-limiting step preventing disposition. Conversely, if the patient was waiting only for the provider and no CT scan was ordered, then the time spent waiting for the provider would result in a more prolonged ED stay. To incorporate patient care activities and determine whether and when each activity contributes to delays, we expanded the traditional ED patient flow schematic as shown in Figure 3 and developed probability distributions for 1) the likelihood that a patient would require diagnostic studies, consultations, provider service, or extension of the ED course for other diagnostic or treatment purposes (e.g., resolution of asthma symptoms, return to sobriety) and 2) the amount of time required to complete each service. For a patient to advance to the next stage in patient flow, all activities within the prior stage must be completed. This design does not allow for ordering of tests in triage (i.e., prior to stage 2), but it does allow for situations in which there is no physician contact prior to labs being ordered and ensures that limited provider availability would not result in delay while patients are engaged with other necessary services. Example outcomes from the perspective of the individual provider and the aggregate system. ED function may be viewed differently by providers working within the system versus administrators charged with monitoring aggregate system function. Provider-level outcomes are necessarily specific to a given provider type and more directly involve their ability to accomplish required work within their shift. System-level outcomes cross provider categories and are not specific to any particular task or time period. These different but related perspectives are linked by the realities of patient flow through the system and the time required of each provider.
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Multitasking. Multitasking is an exceedingly common aspect of emergency practice. For example, a provider might be walking to a patient's room while talking on the phone about a different patient. Failure to account for multitasking could lead to unknown errors in estimating the time required for patient care. However, measuring multitasking is a complex and resource-intensive task involving: 1) how often and when a provider does two or more tasks simultaneously, 2) which activities are being combined, and 3) how those activities are prioritized. Moreover, the discrete-event simulation approach used for this project is relatively inflexible for modeling detailed variation in provider behaviors, and related software does not readily accommodate multitasking. Given these limitations, we were not able to capture an explicit representation of multitasking within our simulation model. This limitation is partially mitigated by using a general definition of provider activity (i.e., duration, timing, location, and to which patient it is attributed) that does not require detailed knowledge of which specific tasks are performed within each care episode, since it is the amount of time a provider spends rather than any specific action that matters to output metrics in the baseline scenario. Future studies can consider application of other simulation methodologies, such as agent-based simulation, for greater flexibility in provider task definition and sequence, although extensive data requirements for parameterization would remain.
Order of Activities. A significant challenge in modeling the complex web of ED operations is determining the order of activities and whether specific processes occur in parallel or in sequence. For example, a patient might receive a CT scan and then have a consult, or each could be initiated simultaneously. Both parallel and sequenced activities are extremely common in EDs, and the order of activities varies on a patient-by-patient basis. Modeling such variation would be extremely complex and require a highly detailed conceptual model and corresponding parameterization data to estimate 1) how often and for which patients activities are performed in sequence or in parallel and 2) how activities are ordered if performed in sequence. Ultimately, we assumed a modeling logic whereby patient flow through stages of operation would be sequential and the medical services (e.g., laboratories, imaging, consults, provider service, or ED treatment) would occur in parallel within each stage (Figure 3 ). This design may lead to overestimation of sequential services that might otherwise overlap or underestimation of parallel services that are sometimes sequential. Such bias may be partially mitigated by dividing the ED course into separate components (Figure 3) , each with its own defined start and stop criteria and validating simulated patient flow against real data.
Limits in Model Scope. An important task in designing any simulation is definition of a model's scope, given the project goal. Although an oversimplified model may not capture essential aspects of a system under study, an overdetailed model can be resource-intensive and unnecessary. As such, it is important to limit the scope of ED simulations to essential components relevant to the study objective. Table 1 provides a description of our approach for accommodating various aspects of hospital operations that affect the ED but were not necessary for simulating ED HIV screening.
Generalizability. A consequence of developing a highly detailed (and therefore representative) ED simulation is limited generalizability of our findings to other ED settings. This limitation can be partly addressed by performing extensive sensitivity analyses involving model parameters and assumptions that are of real-world interest. In addition, general findings of a simulation (e.g., flexibility in allocating beds between low-and high-acuity patients can improve efficiency 13 ) may transcend individual settings in ways that specific measures of absolute effect do not.
Step 2: Data Collection and Model Parameterization Data Sources. Simulation models require parameterization of inputs, both for constant measures (e.g., number of beds) and for random distributions (e.g., range, shape, scale, and location of service-time distributions). Understanding the role and definition of each input within the simulation model is essential for collecting corresponding real-world data in the correct format. Potential data sources include: expert opinion, existing data sets, or direct observation. In our study, many input values were estimated from data available through the electronic health record (EHR), including: 1) timing, acuity, and mode of patient arrival; 2) the proportion of patients requiring consults, laboratory tests, or radiology studies and the time required for those evaluations to be completed; and 3) the amount of time spent waiting for a hospital bed after disposition.
Some input values were theoretically available from the EHR but were prohibitively inaccurate; EHR systems are designed to facilitate clinical services more than to collect research data. Patients who returned to the waiting room after triage were seldom recorded as such by clinical staff, which prevented determination of how long patients occupied triage rooms. To compensate, we collected measurements through direct observation of patient flow through the triage area. Length of stay for patients who left without being seen could neither be accurately extracted from the EHR nor estimated by expert opinion. For this input we used published estimates 65, 66 and modeled walkouts as a function of waiting time in ED before placement in a treatment room.
Other data important to the model were not collected in any transparent way by the EHR and required alternative data collection methods. We observed the amount of time required to clean the ED room after patient exit. We also observed patients sequentially to estimate the proportion with significant (i.e., recognizable) need for extended care in the ED due to diagnostic or treatment concerns and the amount of time required. Examples include an asthma patient who must improve before disposition, an abdominal pain patient undergoing serial examinations, or an intoxicated patient requiring sobriety before discharge. Finally, we conducted observations of staff activity to estimate the frequency and duration of care episodes. Methods for these observations required considerable innovation to enable the observer to track timing of all events in a format useable for estimation of input probability distributions.
Direct Observation of Staff Activity. In our provider-level model, there was a need to understand staff activity in a highly multidimensional way: which staff type is acting on behalf of which patient and at what time relative to the four patient stages outlined in Figure 3 . There was also a need to understand the number of care episodes by the observed provider for each patient and the amount of time for each care episode. This includes time spent directly in the presence of the patient ("direct times") as well as time spent charting, discussing, or considering the patient while elsewhere in the ED ("indirect times").
Observers were research staff trained in: 1) how to observe (i.e., where to position oneself for maximal ability to record events without being intrusive), 2) how to define and measure each activity, and 3) how to code observations using a structured data format. Observers tracked time using a stopwatch while monitoring the activity via visual and auditory observation. They simultaneously recorded each patient's stage in their ED course ( Figure 3 ) using a laptop with access to the EHR.
For accurate capture of necessary data, the observer could follow only a single provider at a time. In addition, for a patient to be retained for analysis, observations needed to commence with the patient's entry to the treatment room and end with exit from the ED to capture all provider times for a given patient. However, it was not possible to exclude "incomplete" patients from data collection and analysis altogether, because, in some instances, a provider was clearly providing patient care, but it was not clear which patient was being served (e.g., while talking on the phone).
To address this challenge, we summed all provider times during an observation shift that were provided for unspecified patients and reallocated this time proportionally, according to the amount of time known to have been spent on each patient, to all patients being cared for by the provider during that data collection period. Attempts to observe as many "complete" patients as possible often led to sequential observer shifts over a time period exceeding 12 hours. Even so, observers were rarely able to capture complete experience traces for more than 10 patients in a day, and this needed to be repeated for each provider type. Moreover, despite 1,406 patients observed (508 "complete"), sample sizes for distribution fitting were often fewer than 30 patients within individual stages (Figure 3 ) when stratified by ED location and provider type, particularly when involvement of a certain provider type during a specific stage was rare. We did complete separate observations for the minor care and main ED treatment areas, but any assessment of variation between individual providers, times of day, or different areas of the main ED was simply resource-prohibitive. It follows that the number of observations in our study was determined by the availability of data collection resources rather than calculations of what would be required for reliable estimates.
Step 3: Output Analysis and Validation Simulation Outcomes. The desired outcome measures for a model depend on the issue under investigation, but broad themes emerge. In the assessment of ED systems, issues such as crowding measures, patient length of stay, rate of bed occupancy, waiting time for care, and walk-out rates are all logical metrics, certain to be of interest when seeking to understand ED operations (Figure 4) .
There are other outcomes that are of interest when considering provider task modification, particularly when the task is not broadly accepted as appropriate or will be implemented with variable degrees of fidelity. In the case of HIV screening, administrators might be concerned with the costs of HIV testing or the impact of slowing bed turnover in the ED (systemlevel outcomes, Figure 4 ). Yet, the system-level perspective may be of only indirect interest for individual providers, who may be more concerned with how quickly they themselves will be able to see patients, how much more effort will be required, or what other tasks they may not complete if they are busy with HIV screening (provider-level outcomes, Figure 4) . Simulation could determine the impact of HIV screening from various perspectives simultaneously, for example: 1) how much screening a provider can accomplish during nonpeak hours; 2) how busy the ED can be before/after disruption occurs; 3) the impact of changes in one provider's activity (e.g., nurses taking blood samples) on performance of other providers (e.g., number of patients seen by a physician); 4) the amount and proportion of provider time that would be allocated to new tasks after accounting for patients that are not eligible for or do not agree to the new service; 5) the rationale for selecting a given service approach given overall ED functioning (e.g., making the case to nurses that the screening has to occur in triage); or 6) improving existing screening approaches to generate the least disruption.
When the adoption level of the new practice is likely to be variable, it is important to determine how operational disruption differs not only by the intensity of implementation and the specific approach to the task, but also by whether the task is conducted during peak or nonpeak times of ED utilization. It follows that presenting main outcome measures over the 24-hour cycle of patient ebb and flow is useful. Figure 5 shows a theoretical schematic whereby time or level of ED capacity (e.g., ED census or crowding) is on the xaxis, the outcome of interest is on the y-axis, and the curves illustrate a generic outcome of the baseline and modified scenario. Outcomes can also be presented in terms of the current system's capacity to accommodate a change instead of the more traditional assessment of how the system changes in response to a stimulus. In the case of HIV screening, we would be primarily interested in how ED providers and overall ED function are disrupted by the introduction of screening activities. Using this information, we would select an approach to mitigate that disruption. In other words, the model can be functionally "inverted," although that promises to be computationally intensive. By using the model to identify excess capacity (conceptually similar to sensitivity analysis), investigators could devise a new service approach, perhaps one that has not yet been imagined, rather than testing the impact of various preconceived strategies. Inverting the simulation functionality is not innovative in other simulation applications, but it could be extremely important in the context of provider activity assessments. It is easy to imagine a scenario where an ED clinical director would be faced with the question of "How might we provide a given service more efficiently?" instead of "What will be the impact of this specific process?" Despite the flexibility of simulation models to measure multilevel outcomes, practical limitations still exist. For example, despite our original intention to determine the "opportunity cost" of ED HIV screening (i.e., what else may be delayed or left incomplete because of screening implementation), we were not able to capture this outcome within our ED simulation model. This was partially driven by our lack of understanding of how providers respond to a change in demand (e.g., a provider might spend less time with patients, order fewer tests, or spend less time on personal activities such as eating when the system is crowded) and otherwise driven by the stochastic nature of simulation processes that made it difficult to trace the order of potential activities under the baseline and experimental scenarios. Future simulation studies could attempt to more directly and specifically quantify opportunity cost, but this would require detailed data on how providers react to a given stimulus, such as increasing time pressure. Although theoretically possible, our experience with provider observations suggests such an attempt would entail significant logistic difficulty and a range of necessary assumptions, particularly given the high degree to which providers may vary in how and in what priority they conduct various tasks.
Model Validation. As with any other type of model, simulation models need not, and cannot, provide perfect representations of reality. Fortunately, even when a model is only a gross approximation of reality, relative differences between compared scenarios can be valid (unbiased) and instructive, even if absolute measures are not. Nonetheless, validation of simulated outcomes against real-world observations is desirable, when possible, to ensure that the theoretical and technical aspects of the model are sound. This enhances the credibility of findings among decision makers. Our approach to validation involved a stepwise procedure beginning with verification of system-level behaviors, followed by more detailed assessment of each simulation component, and finally comparison of simulated outcomes with real data.
Our initial validation step was to verify that the simulation was functioning as intended and without programming bugs interfering with model execution. Helpful in this regard was confirming stable (i.e., not ever-expanding dysfunction) patterns in the simulated ED census over time ( Figure 6A ) and conversely demonstrating progressive dysfunction when testing the model under extreme scenarios (e.g., increased patient arrival rate).
In the next step, we studied each simulated ED component (e.g., patient arrival, triage, minor care) in isolation and in combination with other components to ensure valid behavior. This process enabled us to discover several problems with our initial design and parameterization that were ultimately addressed in the final model. For example, when assessing the dynamics of patient flow, we found that there were exceptionally long delays waiting for a provider to become available. This was because our conceptual design did not account for potential negative correlation between the number of provider care episodes and the duration of each episode. As a result, total provider time requirements for some patients would occasionally exceed the maximum levels expected based on observation data.
To address this issue, we set a limit on the maximum number of provider visits allowed in each stage, guided by the total amounts of provider time per patient observed in our time-and-motion studies. Simulated length of stay then matched observed data with reasonably high fidelity ( Figure 6B) . Similarly, when attempting to determine why length of stay in the minor care area was unexpectedly low, we found that a significant number of patients were completing their ED course without seeing a physician. This was because our conceptual design treated each stage of patient progression as independent (Figure 3 ) and the minimum number of provider visits in each stage was zero. In response, we changed the lower limit for physician visits in stage 1 (i.e., before studies ordered) from zero to one. Although this assumption is artificial, it is preferable to patients' exiting the simulation without seeing a physician and has not led to significant changes in the degree to which observed times match reality.
For validation of the overall model, we faced several questions regarding the choice of main validation metrics, statistical methods to compare simulated outputs with real data, and appropriate time scale of comparison. We ultimately selected ED length of stay (by mode of disposition, discharged or hospitalized) as the primary validation measure. Given the lack of normality for the distribution of this outcome, we did not use a statistical test for assessing the goodness of fit to real data and instead relied on descriptive measures of mean and standard variation. We augmented this with graphs depicting the distribution of simulated and observed length of stay ( Figure 6B ). We also selected a single day (after a safe "warmup" period) as the simulation run length most appropriate to illustrate variability in length of stay for two reasons. First, longer run lengths lead to a progressive reduction in the ability to measure variability in the point estimate for an outcome measure ( Figure 6C ). Second, although the simulation can generate an infinitely large number of independent measurements simply by running the simulation repeatedly, there is only one set of realworld validation data. Although individual days within that data set are correlated in unknown ways, dividing the data set allowed 178-day-long length-of-stay measurements and thus an assessment of variability approximating what is possible using the simulation.
CONCLUSIONS AND FUTURE DIRECTIONS
Computer simulation techniques can be used to evaluate the impact of modified task requirements on provider productivity and system function. Doing so requires a greater degree of model complexity than is required in applications where provider time can be seized according to a single probability distribution. However, with the approaches we have outlined, it should be possible to evaluate any provider activity that can be quantified in terms of a difference in time between current and proposed practice and any practice environment for which patient flow can be divided into rate-limiting steps. Potential issues for investigation are as numerous as the number of tasks assigned to providers and the number of ways in which these tasks might be accomplished. Simulation of provider tasks will be useful in a variety of ways, including improving provider activity and efficiency, estimating the impact of policy and practice changes before implementation, and more accurately quantifying system costs in cost-effectiveness calculations.
As collective experience increases, methodologic innovations will likely improve the capacity of simulations to understand and improve provider function as well as the ease with which complex simulation models can be created. Difficulties in obtaining provider activity data on a per-patient basis will likely remain a significant challenge in simulating provider activity, although a study that robustly characterizes emergency provider time in a highly detailed yet reasonably generalizable manner could provide a highly useful resource for future simulation projects. Studies that clarify how providers prioritize their options for activity in response to increasing task burden could enable simulations that more accurately quantify the opportunity costs of new practice demands. Ultimately, models of provider activity will need to be combined with estimates of the effectiveness of various actions for improving health. In this way, the trade-offs between minimizing operational disruption and enhancing health outcomes could be more directly evaluated.
