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The reduced density matrix of many-body systems possessing an additive conserved quantity can
be decomposed in orthogonal sectors which can be independently analyzed. Recently, these have
been proven to equally contribute to entanglement entropy for one dimensional conformal and integ-
rable systems. In this paper, we extend this equipartition theorem to the disordered critical systems
by studying the random singlet phase. We analytically compute the disorder averaged symmetry
resolved Rényi entropies and show the leading orders are independent of the symmetry sector. Our
findings are cross-checked with simulations within the numerical strong disorder renormalization
group. We also identify the first subleading term breaking equipartition which is of the form s2/ ln `
where s is the magnetization of a subsystem of length `.
I. INTRODUCTION
Entanglement plays a fundamental role in character-
izing quantum phases of matter 1–4. For isolated many-
body systems at zero temperature, key results have been
derived for the entanglement entropy5–8 and the entan-
glement spectrum9–11. For example, the entanglement
entropy of gapped one dimensional systems with local
interactions follows an area law, whereas gapless systems
present a logarithmic scaling in subsystem size with a uni-
versal prefactor related to the central charge of the under-
lying conformal field theory (CFT). Entanglement prop-
erties have been intensively investigated also in quantum
systems with quenched disorder. When the low-energy
physics of these models is captured by an infinite dis-
order fixed point, these systems display a logarithmic
entanglement entropy scaling which resembles that of a
CFT12–20, although this analogy breaks down in many re-
spects, such as a different scaling of entanglement in other
circumstances21–25 and the absence of a c-theorem26,27.
By partitioning a system into two parts A ∪B, the
bipartite entanglement of a pure state |Ψ〉 is fully en-
coded in its reduced density matrix ρA = trB (|Ψ〉〈Ψ|).
The spectrum of ρA, known as entanglement spectrum,
can be accessed by studying the scaling of the Rényi en-
tropies10,28:
Sm(ρA) =
1
1−m ln trA (ρ
m
A ) , (1)
that for n→ 1 provide the renowned von Neumann (en-
tanglement) entropy
S(ρA) ≡ lim
m→1
Sm(ρA) = −trA (ρA log ρA) . (2)
For one-dimensional quantum systems in the scaling
limit, the above can be computed using the replica
trick2,7. In 1+1d CFT (with central charge c), expli-
cit results can be obtained in many different situations.
When A is a finite interval of length ` embedded in an
infinite line, one has the well known formula5–8
SCFTm (ρA) =
c
6
m+ 1
m
ln `+O(`0), (3)
The subleading terms are in general non-universal. Using
conformal transformations, Eq. (3) can be generalized to
finite systems7, finite temperature7, and quench dynam-
ics as well29.
Remarkably, the recent technological breakthrough in
cold atoms and ion traps lead to high accuracy experi-
ments that directly measure entanglement in these many-
body systems30–34. Importantly, for a system with ad-
ditive conservation laws, it is possible to probe differ-
ent contributions to the entanglement (namely number
and configurational entanglement, see Sec. II for precise
definitions) directly related to the entanglement within
different symmetry sectors34. Such symmetry resolution
is natural in computational methods like exact diagon-
alization and tensor network, and has been discussed in
earlier papers35,36. In particular, the authors of Ref. 36
suggested, using a quantum-thermal correspondence ar-
gument, that the entanglement entropy in Luttinger li-
quids is the same for all symmetry sectors. Lately, this
conjecture has been dubbed entanglement equipartition
and it has has been proven for conformal37 and integ-
rable systems38.
Although there has already been a large interest in the
entanglement of quantum systems with internal symmet-
ries for clean systems35–52, disordered models lack com-
pletely an analytical understanding of the symmetry re-
solved entanglement spectroscopy (with the notable ex-
ception of the non-equilibrium experiment in Ref. 34).
The main question is whether the equipartition of entan-
glement, shown in a variety of clean models, is robust
against the addition of disorder. In this paper we ad-
dress this issue, by presenting the analytical results for
the Rényi entanglement entropy in the random singlet
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2phase (RSP). This class of states characterizes, for in-
stance, the infrared physics of the disordered Heisenberg
spin-1/2 chain, and is amenable to exact computations in
the thermodynamic limit within the framework of strong
disorder renormalization group (SDRG)53–58. We find
that in analogy to clean critical systems, entanglement
equipartition holds also for the random singlet phase.
Our findings are supported by numerical renormalization
group simulations.
In order to maintain this paper self-contained, we first
review the symmetry resolved entanglement entropies in
Sec. II. In Sec. III we introduce the model under study,
the SDRG method, and the main properties of the RSP.
In Sec. IV we summarize known results for the scaling
of the entanglement in the RSP. The novel results are
presented in Sec. V where we define and study different
quantities providing information about the entanglement
content of the different symmetry sectors for the RSP. In
Sec. VI we carefully test our analytic predictions against
a numerical implementation of SDRG. The final section is
left for discussion and conclusions, while technical details
are contained in one Appendix.
II. SYMMETRY-RESOLVED ENTANGLEMENT
Consider a system possessing a global additive con-
served charge Q. For instance, this symmetry could be
abelian such as the total magnetization in spin systems.
The reduced density matrix of a subsystem can be decom-
posed into a direct sum of orthogonal sectors. To be spe-
cific, let us consider a bipartition of the system as A ∪B
and a state ρ in a given representation of Q. The ad-
ditivity of Q implies that Q = QA ⊗ 1B + 1A ⊗QB and
can be used to show that
[ρA, QA] = 0. (4)
Thus the reduced density matrix is block diagonal in the
quantum numbers ofQA. Denoting with Πq the projector
into the subspace relative to the eigenvalue q, we have
ρA = ⊕q (ΠqρAΠq) = ⊕qpA(q)ρA(q). (5)
In the last equality we factorized the term
pA(q) = trA(ΠqρA), and defined
ρA(q) ≡ ΠqρAΠq
pA(q)
, tr(ρA(q)) = 1. (6)
Here pA(q) is the probability for the subsystem to be in
a specific symmetry sector. In fact, only the global state
possesses a definite charge, while the subsystem fluctu-
ates between the QA-sectors due to quantum effects.
The total von Neumann entanglement entropy of the
system naturally splits in two parts34,59
S(ρA) = S
Q + Sconf , (7)
with
SQ = −
∑
q
pA(q) log pA(q), (8)
Sconf =
∑
q
pA(q)S(q), (9)
Here S(q) ≡ −TrρA(q) ln ρA(q) defines the symmetry-
resolved entanglement entropy, meaning the contribution
to the entanglement entropy of the q-sector. SQ is known
as the number (or fluctuation) entropy, since it is related
to the number of excitations carrying a quantum of sym-
metry charge, which fluctuates in a subsystem. Despite
its classical Shannon form, it originates from tunneling
effects34. We mention here that the link between en-
tanglement and subsystem’s fluctuations (for instance,
of spin or particle number in lattice models with a U(1)
current) has been widely studied60–73. Sconf is named
configurational entropy, as it depends on the many-body
coherence pattern of the subsystem configurations in a
given symmetry sector.
Similarly, one can define the symmetry-resolved Rényi
entropies, Sm(q). First, we introduce the symmetry-
resolved moments:
Zm(q) ≡ pm(q)Tr(ρmA (q)). (10)
Note that Z1(q) = pA(q). Then, we have
Sm(q) =
1
1−m log
(
Zm(q)
Zm1 (q)
)
. (11)
They are related to S(q) by the usual limit m→ 1. The
symmetry resolved entanglement entropies Sm(q) are the
main object of study in this paper.
Computing Zm(q) is in general a non-trivial task. A
fundamental observation for its derivation is that Zm(q)
is the Fourier transform of the charged moment Zm(α) =
trA
(
ρmA e
iQAα
)
39, i.e.,
Zm(α) =
∑
q
eiqαZm(q), Zm(q) =
∫ pi
−pi
dα
2pi
Zm(α).
(12)
In some setting, the calculation of Zm(α) can be easily
performed and then, by Fourier transform, symmetry-
resolved Rényi entropies are obtained. This is the case
for example for 1+1d CFTs, where the charged moments
are easily expressed in path integral language39. For Lut-
tinger liquids, a particular class of CFTs with central
charge c = 1 and characterized by a parameter K (Lut-
tinger parameter), one finds
Zm(q) ' `− 16 (m− 1m )
√
npi
2K ln `
e−
npi2q2
2K ln ` , (13)
leading to
Sm(q) = S
CFT
m −
1
2
ln (K ln `) +O(`0). (14)
3Here SCFTm is given by (3). Importantly, Eq. (14) shows
that the entanglement entropies of the different sym-
metry sectors are the same at leading orders in the sub-
system size `, i.e., Luttinger liquids exhibit entanglement
equipartition. Corrections to this scaling are in general
non-universal and model dependent38,43,44.
III. DISORDERED HEISENBERG CHAIN AND
RANDOM SINGLET PHASE
Here we are interested in the entanglement proper-
ties of disordered systems with ground states in the ran-
dom singlet phase (RSP). In the following we introduce
the prototypical disordered Heisenberg chain (see IIIA).
Its ground-state properties can be addressed by us-
ing the Strong-Disorder Renormalisation Group (SDRG)
method, which we briefly introduce in section III B.
A. Antiferromagnetic Heisenberg spin chain
The spin-1/2 antiferromagnetic Heisenberg chain is
defined by the Hamiltonian
HL =
L∑
i=1
Ji(S
x
i S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1), (15)
where ∆ is the anisotropy parameter, and Sx,y,zi are spin-
1/2 operators. We restrict ourselves to ∆ = 1 (isotropic
Heisenberg chain). Here Ji are positive random couplings
distributed according to a given distribution P (J). In the
absence of disorder, i.e., P (J) ∼ δ(J − J0) for some fixed
value J0, the ground state of the model is in a Luttinger
liquid phase at any −1 < ∆ ≤ 1. Thus, the scaling of
the ground-state entanglement entropy is described by
the CFT formula (3) with c = 1. In the presence of ran-
dom antiferromagnetic couplings Ji, the ground state of
the system is described by an Infinite-Randomness Fixed
Point (IRFP), irrespective of the initial distribution P (J)
and, therefore, of the initial disorder strength55. More
generally, all the long-wavelength properties of the dis-
ordered Heisenberg chain are expected to be universal.
The ground state of (15) is in the random singlet phase
(RSP), which is the simplest example of IRFP. The struc-
ture of the RSP can be understood by using the SDRG
method.
B. Strong-Disorder RG and random singlet phase
The SDRG is a real-space renormalization group, par-
ticularly suited for inhomogeneous (and therefore for dis-
ordered) systems. We now illustrate the decimation pro-
cedure which allows us to obtain the low-energy descrip-
tion of our model. We start by considering a 4-sites iso-
tropic Heisenberg Hamiltonian (cf. (15), with ∆ = 1).
We split H as
H ≡ H(0)2 +H(1)2 , (16)
H
(0)
2 = Ω
~S2~S3, (17)
H
(1)
2 = JL
~S1~S2 + JR~S3~S4. (18)
Here we assume that Ω > JL, JR is the strongest coup-
ling. Then we can treat the Hamiltonian H(1)2 as a per-
turbation to H(0)2 . The spins in sites (2, 3) bond forming
a singlet (the local ground state)
|s〉 = |↑↓〉 − |↓↑〉√
2
. (19)
This also provides an effective coupling for spins (1, 4).
Indeed, using second order perturbation theory we obtain
an effective Hamiltonian Heff2 for spins (1, 4)
Heff2 = 〈s|H(0)2 +H(1)2 |s〉+
∑
t
|〈t|H(1)2 |s〉|2
Es − Et (20)
= E0 + J˜ ~S1~S4, J˜ = η
JLJR
Ω
, (21)
where the sum is over the triplet states of two spins,
|t〉 = | ↑↑〉, | ↓↓〉, (| ↑↓〉 + | ↓↑〉)/√2, and Et = 1/4Ω,
Es = −3/4Ω. E0 is an unimportant energy constant,
and η = 1/2 for the isotropic Heisenberg chain. Note
that Heff2 in (21) is still Heisenberg-like, so that the pre-
vious steps translate in an effective renormalization of
the couplings.
The procedure can then be easily generalized to a
many-body hamiltonian with L spins such as Eq. (15). At
each renormalization step, the pair interacting through
the strongest coupling Ω = max{Ji} forms a singlet
which is decimated, and the set of couplings changes ac-
cording to
(. . . , JL,Ω, JR, . . . )L →
(
. . . , η
JLJR
Ω
, . . .
)
L−2
. (22)
This is known as Dasgupta–Ma rule53,54. The RG ter-
minates when all sites are decimated. The resulting state,
known as RSP, is a product of singlets ranging arbitrary
far in the system and approximates the ground state of
the system. Its structure is the same irrespective of the
chain anisotropy ∆, i.e., chains with different ∆ belong to
the same universality class. This is illustrated in Fig. 1.
IV. ENTANGLEMENT SCALING IN RANDOM
SINGLET PHASES
Here we discuss the entanglement structure of the ran-
dom singlet phase. Given a bipartition A ∪B for the
chain of even length L, with A the subsystem of interest
(see Fig. 1), the ground state density matrix ρRSP is ob-
tained as the tensor product of the density matrices ρ2s
4Figure 1. Pictorial illustration of the Random Single Phase
(RSP). The links connect the spins forming a singlet. The
bipartition of the chain as A ∪ B is also shown. The entan-
glement entropy S is proportional to the number of singlets
shared between A and B.
associated with each singlet, resulting in
ρRSP =
L/2⊗
m=1
ρ2s =
nA:A⊗
m=1
ρ2s
nA:B⊗
n=1
ρ2s
nB:B⊗
l=1
ρ2s. (23)
Here nX:Y is the number of singlets with one end in X
and the other in Y . In (23) the three different terms cor-
respond to singlets formed by spins in A in B, or shared
between them. The singlet density matrix ρ2s reads
ρ2s =
1
2
(|↑↓〉 − |↓↑〉) (〈↑↓| − 〈↓↑|) . (24)
The trace over B does not affect the nA:A singlets within
A. Instead, after tracing over B, each of the spins of
the nA:B shared singlets is described by the mixed-state
reduced density matrix ρs
ρs =
1
2
(|↑〉 〈↑|+ |↓〉 〈↓|), (25)
which is diagonal with two equal eigenvalues 1/2. Thus,
the reduced density matrix is
ρA =
nA:A⊗
m=1
ρ2s
nA:B⊗
n=1
ρs. (26)
The singlets created within A do not contribute to the
entanglement between A and B, which is obtained by the
second term in (26). For later convenience, let us define
ρin/out as
ρin/out =
nA:B⊗
n=1
ρs. (27)
The entanglement spectrum, i.e., the eigenvalues of ρA
is fully characterized by the in-out singlets nA:B , which
constitute the Bell pairs between the parties A and B.
The contribution of each shared singlet to any Rényi en-
tanglement entropy is ln 2, and thus
Sm = S = nA:B ln 2, (28)
valid for each disorder realization.
Clearly, in a disordered model, as nA:B fluctuates in
different disorder realizations, what is meaningful is its
average over many realizations. This can be character-
ized through the SDRG approach. For the mean value
〈nA:B〉 of a subsystem consisting of an interval A of
length ` one obtains (we refer to Refs. 12 and 19 for
a detailed derivation)
〈nA:B〉 = 1
3
ln `+O(`0). (29)
More generally speaking, one can consider the generating
function g(σ) of all moments of nA:B , defined as
g(σ) =
∑
nA:B
P (nA:B)e
−nA:Bσ, (30)
where s is real parameter and P (nA:B) is the full distri-
bution of the shared singlets. Specifically, from (30),
〈nkA:B〉 =
dkg(σ)
dσk
∣∣∣∣
σ=0
. (31)
Note that after replacing the summation with an integral,
Eq. (30) is the Laplace transform of P (nA:B).
Importantly, in the scaling limit of large `, g(σ) can
be calculated within the SDRG framework (by using a
renewal-equation approach, see Ref. 22 for details). The
result reads
g(σ) = e−3/2µ
[
cosh
(√
5 + 4e−σ
2
µ
)
+
3√
5 + 4e−σ
sinh
(√
5 + 4e−σ
2
µ
)]
, (32)
where
µ = 3〈nA:B〉+ 1
3
. (33)
Eq. (32) holds in the scaling limit `→∞. Away from the
scaling limit, corrections due to finite ` are expected22.
We now discuss the consequences for the entanglement
entropies. In particular, we introduce two different defin-
itions of disorder-averaged entropies. In the first, the av-
erage over the disorder is taken after the logarithm of the
moments of the reduced density matrix, i.e., we average
Eq. (1). This defines the entropies S and Sm as
S ≡ −〈trAρA ln ρA〉, (34)
Sm ≡ 1
1−m 〈ln trAρ
m
A 〉. (35)
with 〈•〉 = ∑∞n=0 P (n) • being the disorder average.
From (26), it is straightforward to see that there is a
trivial dependence on the Rényi index m, i.e,
Sm = S ∀m. (36)
Moreover, Eq. (28) depends only on the average number
of shared singlets nA:B . Therefore, by using Eq. (29), we
get
Sm = 〈nA:B〉 ln 2 = ln 2
3
ln `+O(`0). (37)
5The disorder averaged version of eq. (1), is not suffi-
cient to study the full entanglement spectrum22. To fur-
ther investigate the entanglement structure of random
singlet phase, it is custom to define
S˜m ≡ 1
1−m ln〈trAρ
m
A 〉, (38)
where the average is taken before the logarithm, i.e.,
it is the logarithm of the averaged partition function.
Now, S˜m depend on the full distribution of in-out singlets
P (nA:B), which encodes the full entanglement content of
the random singlet phase. Note that, by making use of
the following identity
lim
m→1
1
1−m ln f(m) = −∂mf(m)|m=1, (39)
valid for any function f(m) such that f(1) = 1, one can
show that, in the limit m→ 1, S˜m and Sm coincide, i.e.
lim
m→1
S˜m = lim
m→1
Sm = S. (40)
More generally, from the definition of g(s) in Eq. (30),
it is straightforward to obtain the Rényi entropies in
Eq. (38) as
S˜m =
1
1−m ln g((m− 1) ln 2). (41)
By using g(s) in Eq. (32), we obtain
S˜m =
√
5 + 23−m − 3
2(1−m) ln `+ O(`
0). (42)
The subleading term is non-universal and disorder de-
pendent. Importantly, from (42), we recover
lim
m→1
S˜m =
ln 2
3
ln `+ O(`0), (43)
which is consistent with (40).
We mention that SDRG methods can be used also to
derive predictions for the entanglement scaling in other
phases of matter more complicated than RSP74–83.
V. SYMMETRY RESOLVED ENTANGLEMENT
IN THE RANDOM SINGLET PHASE
In this section we study the symmetry-resolved en-
tanglement in the random singlet phase. In particu-
lar, we focus again on the disordered Heisenberg chain
(cf. Eq. (15)), even if the following discussion can be
adapted to all other models in the RSP possessing an
additive symmetry.
Also in the presence of disorder, the Heisen-
berg chain for arbitrary ∆ is U(1) symmetric be-
cause of the conservation of the total magnetiza-
tion Sztot =
∑
i S
z
i = S
z
A ⊗ 1B + 1A ⊗ SzB . Indeed each
hamiltonian term in (15) commutes with Sztot, i.e.,
[Ji(S
x
i S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1), S
z
i + S
z
i+1] = 0. (44)
At the isotropic point, the symmetry is enlarged to
SU(2), but here we focus on the more ubiquitous U(1)
symmetry.
In the following, we introduce the shorthand n ≡ nA:B ,
with, as usual, nA:B the number of singlets shared
between A and B. In order to find the internal structure
of ρA, the first trivial observation is that the singlets
within A do not contribute to the subsystem magnet-
ization. Hence, the possible values of such magnetiza-
tion only depend on shared singlets. Each shared sing-
let can provide either +1/2 or −1/2 and consequently
the (n + 1) possible values which we denote by s are
s ∈ {−n/2,−n/2 + 1, . . . , n/2}. Consequently, through-
out this and next section, s stands for the possible eigen-
value of the conserved charge within A, i.e., the quantity
denoted by q in Sec. II.
As it should be clear at this point, entanglement prop-
erties of the random singlet phase can be extracted
by only looking at the reduced density matrix ρin/out
(cf. (27)). This is true in particular for the contribu-
tions from different symmetry sectors. Now, ρin/out is
of size 2n × 2n and has a block structure, with (n+ 1)
blocks with charge s ∈ {−n/2, . . . , n/2}. The dimension
of the block corresponding to s is
ds =
(
n
n/2 + s
)
. (45)
The sum rule
∑
s ds = 2
n holds true from Newton bino-
mial theorem.
The main ingredient to study the symmetry-resolved
entanglement is the resolved partition function Zm(s)
defined as
Zm(s) ≡ Tr (ΠsρmA ) = Tr
(
Πsρ
m
in/out
)
, (46)
where Πs here denotes the projection in the sector with
magnetization s. In the singlet basis, all the blocks of
ρin/out are diagonal with equal diagonal elements 2−n.
Consequently, a simple computation gives the symmetry-
resolved moments (46) as
Zm(s) = ds2
−mn =
(
n
n/2 + s
)
2−mn. (47)
We recall that, in terms of Zm(s), the symmetry-resolved
Rényi entropies are
Sm(s) =
1
1−m ln
[
Zm(s)
Zm1 (s)
]
, (48)
which holds for a given disorder realization.
Next we want to consider the corresponding disorder
average. From Eq. (48), it is clear that we can take a
few different averages. Specifically, we introduce three
different quantities in the following. We recall that, in
the singlet language, the explicit meaning of the average
is 〈•〉 = ∑∞n=0 P (n) • .
6The first one is
Sm(s) =
1
1−m
〈
ln
[
Zm(s)
Zm1 (s)
]〉
, (49)
which is a genuine average of the symmetry resolved en-
tropies. It is analogous to Eq. (35) for each symmetry
sector. Although this is the most natural quantity, it is
the less interesting one from a theoretical perspective,
i.e., from the point of view of the information that is
encoded into it.
The second one is
S˜m(s) =
1
1−m ln
〈
Zm(s)
Zm1 (s)
〉
, (50)
which represents the logarithm of the average of the m-
th moment. It is the symmetry resolved version of Eq.
(38) and it is the most suitable quantity to access the
symmetry resolved spectrum.
Finally we also have
Ŝm(s) =
1
1−m ln
[ 〈Zm(s)〉
〈Z1(s)〉m
]
, (51)
which is the ratio of the averages of the symmetry re-
solved partitions. Ŝm(s) has no equivalent in the defin-
itions of total entropies, but it is the quantity naturally
related to the Fourier transforms of charged entropies, as
we shall also see in more details in the following. Hence
it is the average that is closely related to clean systems.
Our main result, which we are going to show soon, is
that all the entropies defined in Eqs. (49), (50) and (51)
satisfy the same equipartition law for the leading and
first subleading orders for large subsystem size `. The
violations of entanglement equipartition at higher-order
are non-universal.
Before proceeding, some observations are in order to
set up the calculations. First, plugging Eq. (47) into
Eq. (49), we obtain that Sm(s) reads as
Sm(s) =
〈
ln
(
n
n/2 + s
)〉
. (52)
Note that similarly to Eq. (37), Sm(s) does not depend
on m. For S˜m(s), plugging Eq. (47) into Eq. (50), one
has the similar expression
S˜m(s) =
1
1−m ln
〈(
n
n/2 + s
)(1−m)〉
. (53)
Using Eq. (39), it is straightforward to see that Eq. (53)
and (52) coincide in the limit m→ 1, leading to
S(s) = S˜(s) =
〈
ln
(
n
n/2 + s
)〉
. (54)
This result is also in full analogy with the total entropy
where the two limits of Eq. (35) and (38) coincide at
m = 1.
Conversely, Ŝm(s) provides a different limit for m→ 1,
Indeed, plugging Eq. (47) into Eq. (51) we have
Ŝm(s) =
1
1−m ln
〈
2−mn
(
n
n/2+s
)〉〈
2−n
(
n
n/2+s
)〉m , (55)
that in the limit m→ 1 becomes
Ŝ(s) =
〈
n 2−n
(
n
n/2+s
)〉〈
2−n
(
n
n/2+s
)〉 ln 2 + ln〈2−n( nn/2 + s
)〉
,
(56)
where we used again the identity (39). Finally, it is im-
portant to notice that only the calculation of Ŝm(s) in-
volves explicitly 〈Zm(s)〉.
A. Preliminaries
Before embarking into the specific calculations of the
various entropies, we discuss the asymptotic limit in
which we are interested and the simplifications taking
place in such a limit. First of all, we observe that
the main ingredient for the computation of symmetry
resolved entropies are the averaged integer (negative)
powers of the size ds of block at fixed symmetry res-
olution s. We introduce the quantity Im(s) as
Im(s) ≡ 〈d1−ms 〉 =
∞∑
n=0
P (n)
(
n
n/2 + s
)(1−m)
, (57)
which is directly related to the entropy S˜m(s) as
S˜m(s) =
ln(Im(s))
1−m . (58)
The calculation of the average Im(s) at finite size is a
hard task (likely impossible), since it requires a precise
knowledge of the probability distribution P (n). However,
we are only interested in the scaling limit with large `.
In this case, the mean number of singlets 〈n〉 is large (cf.
Eq (29)). Thus, for the average in Eq. (57), we can focus
on the large n limit, using the Stirling approximation to
expand the Newton binomial in Eq. (57) to obtain:(
n
n/2 + s
)1−m
= 2n(1−m)
(pin
2
)m−1
2
∞∑
k=0
Qk(n)
( s
n
)2
,
(59)
where Qk(n) are algebraic functions in n. For instance,
one has:
Q0(n) = 1 +O
(
1
n
)
, (60)
Q1(n) = 2(m− 1)n+O (1) . (61)
7We are interested in small values of s since they are those
with a significant contribution to the total entropy (the
probability p(s) is expected to decay very quickly with
s, as we self-consistently show). Then, in the limit of
n s, the only relevant term is the one with k = 0 in
Eq. (59), i.e.,(
n
n/2 + sq
)1−m
'
(pin
2
)m−1
2
2n(1−m). (62)
Recalling that g(σ) ≡ 〈e−nσ〉 (cf. Eq. (30)), the aver-
age over the disorder of Eq. (62) for m odd is straight-
forwardly related to the derivative of g(σ). Consequently
we have
Im(s) ' 〈2n(1−m)(pin/2)
m−1
2 〉 =
=
(pi
2
)m−1
2 ∂ag(σ)
∂(−σ)a
∣∣∣∣
σ=(m−1) ln 2,a=m−12
. (63)
One can easily perform explicitly the a-th derivative (at
leading order), obtaining after simple algebra
Im(s) ' I(0)m ≡
1
2
e−
1
2 (3−
√
5+23−m)µ
×
(
1 +
3√
5 + 23−m
)( pi2−mµ√
5 + 23−m
)m−1
2
, (64)
where µ = ln ` + . . . is the same as in Eq. (33). At this
point, we have an analytic expression for odd m. It is
very reasonable to assume that the same expression in-
deed provides the correct result for even m. An explicit
calculation valid for arbitrary real m can be performed
by exploiting the Laplace transform of Eq. (57) for large
n. The calculation is very cumbersome, although it em-
ploys only standard techniques of complex integration.
To maintain a clear exposition of our results, we report
the details in Appendix A and just state here that such
a complex calculation reproduces Eq. (64) at the leading
order (but suggests that some deviations are present at
subleading ones).
Let us quickly discuss what Eq. (59) suggests for the
correction to the leading behavior in Eq. (64). The first
corrections comes from the term with k = 1 that for
large n multiplies the leading factor by a term ∝ s2/n.
This implies that such a correction term is proportional
to 〈2n(1−m)nm−12 −1〉. Once again, using the derivative
trick in Eq. (63), we quickly obtain that this correction
is ∝ I0m/µ. Recalling that µ = ln `+O(`0), we conclude
that
Im(s) = I
(0)
m
(
1+(m−1)2m
√
5 + 23−m
s2
ln `
+ . . .
)
, (65)
where we explicitly work out the constant multiplying
s2/ ln `. This analysis suggests that the first term that
breaks equipartition in Im(s) is proportional to s2/ ln `.
This is reminiscent of what observed for clean systems
in few different situations43,45. However, we must stress
that Eq. (65) should be taken with a grain of salt. In-
deed, it assumes the validity of the form (32) for g(σ)
also for the subleading term. It is however known that
subleading non-universal terms, not encoded in g(σ), are
present; they are model-dependent and more difficult to
calculate (see Ref. 22 for an in-depth discussion).
B. Entanglement equipartition for Sm
The first case we consider is the symmetry resolved
entropy Sm(s) defined in Eq. (49) and given by the mean
value of ln ds, cf. Eq. (52). This logarithm is simply
deduced by exploiting〈
ln
(
n
n/2 + s
)〉
= − ∂
∂m
Im(s)
∣∣∣∣
m=1
, (66)
and using the zeroth order approximation for Im(s) in
Eq. (64). Keeping the subleading terms up to O(`0), we
obtain
Sm(s) =
ln 2
3
µ− 1
2
ln
(pi
6
µ
)
− ln 2
9
+O(µ−1) =
= S − 1
2
ln
(pi
6
µ
)
+O(µ−1) = S − 1
2
ln ln `+ . . . . (67)
Equation (67) is the first main result of this paper: it
shows the entanglement equipartition of the random sing-
let phase for the entropy Sm(s). The leading contribu-
tions to these Rényi entropies are the same for all the
symmetry sectors. The first term is just the total entan-
glement. We will discuss the origin of −1/2 ln ln ` at the
end of the section, because the same term will appear
in all other entropies we consider. The O(1) term is not
universal, but we reported it here for some comparisons
we will do later on.
Let us briefly discuss the corrections to this leading be-
havior. Exploiting Eq. (65), i.e., considering only those
coming from Eq. (59), we simply have that the first term
breaking equipartition should behave as s2/ ln `. More
quantitatively, from Eq. (65) we have
Sm(s)− Sm(0) = −6s
2
µ
. (68)
Accordingly, at least at this order and within these ap-
proximations, Sm(s) is a monotonous decreasing function
of |s|.
C. Entanglement equipartition of S˜m
Here we show the entanglement equipartition for the
Rényi entropies S˜m for arbitrarym. The integral Im(s) is
directly related to S˜m(s) as S˜m(s) = (ln Im(s))/(1−m).
8Hence, we have
S˜m(s) =
√
23−m + 5− 3
2(1−m) µ−
1
2
ln
2−mpiµ√
23−m + 5
+
+
1
1−m ln
( 3
2
√
23−m + 5
+
1
2
)
+O(µ−1) =
= S˜m − 1
2
ln
2−mpiµ√
23−m + 5
+O(µ−1) =
= S˜m − 1
2
ln ln `+ . . . . (69)
The leading logarithmic term is the same as in the total
Rényi entropy S˜m. Again, there is an additional univer-
sal double-logarithmic term in ` which is not present in
the total entropy. Both these terms are independent of
the symmetry sector s, i.e., the symmetry-resolved Rényi
entropies S˜m(s) exhibit equipartition. In both Eqs. (69)
and (67), we have been very careful to write the entire
subleading term at order O(`0). This has been done to
show their relationship with the O(`0) terms in the total
entropies from Ref. 22. We stress however that they
have all been obtained with the assumptions used to de-
rive g(σ) in Ref. 22.
Even for this entanglement measure, from Eq. (65),
we expect subleading logarithmic corrections to Eq. (69)
to violate equipartition as s2/ ln `. Specifically, from Eq.
(65) we have
S˜m(s)− S˜m(0) = −2m
√
23−m + 5
s2
µ
. (70)
Once again, at least at this order and within these ap-
proximations, S˜m(s) is a monotonous decreasing function
of |s| for all values of m.
D. Entanglement equipartition for Ŝm
In this section we explicitly compute Ŝm(s) and
show that entanglement equipartition holds also for it.
Moreover, we will show that also the double logarithn-
mic term is the same as for S˜m(s) and Sm(s).
The main ingredient to compute Ŝm(s) is the aver-
age 〈Zm(s)〉. Here the strategy is to first evaluate the
disorder average of the charged moments 〈Zm(α)〉 and
then to perform a Fourier transform (cfr. Eq. (12)). En
passant this will give access to the probability p(s) char-
acterizing each sector’s population.
In a given disorder realization with n shared singlets,
the charged moment Zm(α) reads
Zm(α) =
n∑
s=0
2−mn
(
n
q
)
eiα(s−n)/2
=
[
2(1−m) cos
(α
2
)]n
, (71)
and consequently its disorder average is
〈Zm(α)〉 = g
(
2(1−m) cos
(α
2
))
, (72)
where g(σ) is the generating function in (30). Incident-
ally for m = 1, 〈Z1(α)〉 is the full counting statistic gen-
erating function of this disordered model.
Exploiting the explicit knowledge of g(σ) in Eq. (32),
the Fourier transform of Eq. (72) can be computed by
using the saddle point approximation in the scaling limit
` 1 (equivalently µ 1, cfr. Eq. (33)), obtaining
〈Zm(s)〉 =
(
1
2
+
3
2
√
5 + 23−m
)
e−
3
2µ+
√
5+23−m
2 µ
×
√
2m
√
5 + 23−m
piµ
exp
[
−2
m
√
5 + 23−m
µ
s2
]
. (73)
Interestingly, in this approximation 〈Zm(s)〉 has the very
same structure of conformal result, cf. Eq. (13), i.e., it
is gaussian with variance ∝ µ. From Eq. (73) we can
directly read out the probability for the subsystem mag-
netization to be equal to s as
p(s) = 〈Z1(s)〉 =
√
6
piµ
exp
[
−6s
2
µ
]
. (74)
Finally, we plug the partition function (73) into the
definition (51), to get the entropy Ŝm(s) as
Ŝm(s) = S˜m(s) +
m
2(m− 1) ln
(2m
6
√
23−m + 5
)
+O(µ−1)
=
√
23−m + 5− 3
2− 2m ln `−
1
2
ln ln `+ . . .
= S˜m − 1
2
ln ln `+ . . . . (75)
We see that at leading universal orders Ŝm(s) = S˜m(s)
(and the same holds in the limit m → 1), with a non-
universal O(`0) difference in the thermodynamic limit.
We close this subsection with the highlight of a pecu-
liar phenomenon which characterizes the s-dependence
of the entropies Ŝm(s). From Eq. (73), the equipartition
is again broken at order s2/µ. Anyhow, this subleading
term breaking equipartition has not a definite sign with
m, as an important difference with all considered cases,
not only in the paper, but in the entire literature. This
phenomenon can be easily seen by analyzing the differ-
ence Ŝm(s)− Ŝm(0), i.e.,
Ŝm(s)− Ŝm(0) = (6m− 2
m
√
23−m + 5)
1−m
s2
µ
, (76)
where to get the rhs we explicitly used Eq. (73). The
coefficient of the term multiplying s2 is negative for
m < m∗ = 2.695 . . . and positive for m > m∗. This
change of sign causes the Rényi entropy to be a monoton-
ous decreasing function of |s| for m < m∗, as all the cases
9considered so far in the literature, while it is a monoton-
ous increasing function of |s| for m > m∗. It is natural
to wonder whether and how this intriguing phenomenon
survives to the effect of the further subleading corrections
that are not taken into account by g(σ) in Eq. (32). We
will answer this question with the analysis of the numer-
ical data in the next section.
E. The number entropy and the log-log term
In this subsection we heuristically discuss about the
number entropy and its relation with the first subleading
term in the symmetry resolved entanglement. Eq. (7)
guarantees that for each realization of the disorder (let
us say r) it holds
Sr = −
∑
s
pr(s) ln pr(s) +
∑
s
pr(s)Sr(s) . (77)
Taking the average over the disorder means to mediate
only after the sum over s has been performed.
If we assume self-averaging, we can invert the two
sums/averages, obtaining
S = −
∑
s
p(s) log p(s) +
∑
s
p(s)S(s), (78)
where p(s) is the average probability of configurations
with subsystem magnetization s given in Eq. (74).
Within this assumption, the number entropy is
SQ = −
∫
dsp(s) ln p(s) =
1
2
(
1 + ln
piµ
6
)
, (79)
i.e., it diverges like lnµ for large µ, i.e., like ln ln `. This
lnµ divergence is identical to the one that appears in the
symmetry resolved entropy S(s). Indeed, since at this
order in µ the symmetry resolved entropy S(s) does not
show any s-dependence, we have
∑
s p(s)S(s) = S(s) and
the term lnµ (absent in the total entropy S) should be
compensated by an identical term in S(s).
The above equivalence between number entropy and
subleading term in the symmetry resolved one takes place
in a very similar form also for clean system described by a
Luttinger liquid. There the subleading term 12 ln(K ln `)
reflects that the charge fluctuations of the subsystem are
proportional to61,84,85 K ln ` (cfr. (13)). The prefactor
is again 1/2 and also cancels in the total entropy when
summing number and symmetry resolved ones.
This is not the end of the story. For clean systems,
also the O(1) term in the symmetry resolved entropies is
independent of s. Hence it is also equal to the one for the
total entropy (modulo the shift in the number entropy
as in (79)). By comparing carefully Eqs. (67), (78),
and (79) this does not seems to be the case for random
systems. Most likely this mismatch is due to the lack of
self averaging for the subleading term. Another possible
explanation could be also the presence of s-dependent
O(1) terms in the symmetry resolved entropy which are
not captured by g(σ) in Eq. (32) (that, as we stressed,
ignores several subleading effects).
Finally, we have found the same term − 12 lnµ to be
present in all symmetry resolved entropies independently
also of the Rényi index. This fact can be understood reas-
oning similarly to what done above. First, for m = 1 it
is sufficient to assume self-averaging for the entropy of
interest. Instead for m 6= 1, Eq. (7) for the splitting
in number and configurational entropy does not hold. It
is also not possible to rewrite a similar form using only
the probability p(s). However, we can exploit the re-
cent result45 for a different splitting involving the gen-
eralized probabilities pm ≡ Zm(s)/Zm (Zm is the ex-
ponential of the total Rényi entropies). The complete
check is straightforward and not very illuminating, one
just needs to assume self averaging for all the quantities
of interest. In conclusion, this argument explains why
the term − 12 lnµ is present in all the quantities we con-
sidered with the same prefactor, in spite the coefficient
of the leading term (in µ = ln `+ . . . ) is not the same.
VI. NUMERICAL SDRG RESULTS
In this section we present numerical simulations sup-
porting our analytic results. We implement numerically
the SDRGmethod for a finite-size Heisenberg chain. Spe-
cifically, the method works according to the following
steps. We initialize a list of length L with the chain
couplings Ji. We take the {Ji} to be independent ran-
dom variables with Ji ∈ [0, 1] and extracted from the
probability distribution
p(J) =
1
δ
J−1+1/δ. (80)
Here δ > 0 is a parameter characterizing the strength of
the randomness: δ = 1 is the uniform distribution, while
δ → ∞ correspond to strong disorder (i.e., to the RG
fixed point). We implement the Ma-Dasgupta decima-
tion rule, Eq. (22), which is iterated on the list of coup-
lings until all the spins are decimated. During the itera-
tion the algorithm keeps track of all the singlets that are
formed. The method is repeated for many random real-
izations of the couplings. From the spatial information
about the singlets, it is straightforward to calculate the
von Neumann and Rényi entropies. Given a bipartition of
the system as A∪B, these are obtained by counting the
number of shared singlets between the subsystems and
by applying (28). The symmetry-resolved entanglement
entropies can be calculated in a similar way. In fact, in a
given disorder realization the SDRG method produces n
shared singlets. This means that there are (n+1) blocks.
Each block, labelled by the quantum number s, is diag-
onal, and has dimension ds (cf. (45)). Thus, from the
spatial configuration of singlets it is straightforward to
calculate the symmetry-resolved entropies for each dis-
order realization and their averages Sm(s), S˜m(s), and
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Figure 2. Total Rényi entropies S˜m in the disordered Heis-
enberg chain, plotted against the subsystem size `. Sym-
bols represent numerical SDRG simulation with system size
L = 16384, disorder strength δ = 5, and average over N ≈ 106
disorder configurations. Different symbols and colors corres-
pond to different Rényi index m = 1, 2, 3. Dashed lines are
the analytical predictions, Eq. (81). In the inset we report
∆S˜m in Eq. (82) clearly showing that the leading corrections
are O(`0).
Ŝm(s) according to the specific rules in Eqs. (52), (53)
(55), respectively.
A. Preliminary benchmarks
Before presenting the numerical results for the
symmetry-resolved entanglement, it is important to
reanalyze the behavior of the total, i.e., non symmetry-
resolved, von Neumann and Rényi entropies. In fact,
a striking feature of the symmetry-resolved entropies is
that they possess subleading double-logarithmic correc-
tions that are not present in the total ones. Thus it is
worth reanalyzing the total entanglement to exclude log-
log terms also here and to emphasize the differences with
the symmetry resolved ones.
Our results for the von Neumann entropy and for the
Rényi entropies S˜m (m = 1, 2, 3) are shown in Fig. 2. The
symbols are numerical data for a chain with L = 16384
sites (finite size scaling is discussed later) and for a dis-
order strength δ = 5 (other values of δ provide equival-
ent result, as discussed for the symmetry resolved ones).
The data are obtained by averaging over N ≈ 106 dis-
order realizations. The continuous lines are the theory
predictions obtained as a fit of the form
S˜m =
√
5 + 23−m − 3
2(1−m) ln `+ a, (81)
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Figure 3. Finite size behavior of the disorder averaged sym-
metry resolved entropies S(s). We report the numerical
data for L from 1024 to 16384. The four panels are for
s = 0, 1/2, 1, 3/2. All data correspond to disorder strength
δ = 1 (uniform distribution) and are averaged over 106 dis-
order realizations. For the considered values of ` there are no
visible finite size corrections.
in which a is the only fitting parameter. The agreement
between the SDRG results and (81) is good for all the
entropies. However, in order to have a better feeling of
the subleading term, in the inset we plot the subtracted
entropy
∆S˜m ≡ S˜m −
√
5 + 23−m − 3
2(1−m) ln ` . (82)
This inset provides a strong evidence that the leading
correction to the entropy is O(`0), ruling out the presence
of a log-log term.
We do not report the numerics for Sm because they
coincide with S˜ = S˜1 by definition (see the discussion in
Section IV).
B. Symmetry-resolved von Neumann entropy
We now discuss the symmetry-resolved von Neumann
entropy in the random singlet phase. We will consider
both S(s) in Eq. (54) and Ŝ(s) in Eq. (56). We recall
that S(s) is the limit m→ 1 of both Sm(s) and S˜m(s).
We start with the analysis of the finite size behavior.
In Fig. 3 we report the numerical data for S(s) at fixed
disorder δ = 1 for L = 1024, 2048, 4096, 8192, 16384. The
averages are over ≈ 106 disorder realizations. The sub-
system magnetization s can assume both integer of semi-
integer values, depending on the parity of `. Hence, here-
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Figure 4. Symmetry resolved entanglement entropy S(s)
(top) and Ŝ(s) (bottom) in the disordered Heisenberg chain,
against the subsystem size `. Symbols are numerical results
using the SDRGmethod with system size L = 16384 and aver-
age over N ≈ 106 disorder realizations with disorder strength
δ = 5. Different symbols and colors correspond to different
symmetry sectors s = 0, 1/2, 1, 3/2, 2. The dashed lines rep-
resent the theory prediction (83) in which a has been adjusted
to fit the data.
after the data for s = 0, 1, 2 correspond to even `, while
the data for s = 1/2, 3/2 are for odd ` (everywhere for
each even ` considered, we also plot `+ 1). In Fig. 3, the
data for all reported values of ` are on top of each other
and there is no visible finite size correction for any s.
Then in the following, we will work mainly at L = 16384
and consider values of ` up to ∼ 3000 for which there
are no appreciable corrections. We checked that this fea-
ture is universal, i.e., does not depend either on disorder
strength δ or on the considered entropy. In all this paper,
we only report positive values of s, but we tested that for
s→ −s we get exactly the same results.
We are now ready to start our analysis of the symmetry
resolved entropies. In Fig. 4 we compare our analytical
formulas with numerical SDRG results. The data are for
a chain with L = 16384 sites and are obtained by aver-
aging over N ≈ 106 disorder realizations. Data are plot-
ted as function of `. The different symbols correspond
to the different symmetry sectors s. We report the data
for both S(s) (top panel) and Ŝ(s) (bottom panel). For
large ` all curves become parallel, showing asymptotic
equipartition, as we theoretically derived in the previ-
ous section. The curves however are not superimposed,
manifesting that the subleading corrections do depend
on s. Furthermore we find that the various curves are
monotonously decreasing function of |s|, as theoretically
predicted in the previous section. In this respect, it is
important that non-universal terms not included in the
approximations that led to Eqs. (68) and (76) do not
spoil such a result.
0.3
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Figure 5. Subtracted symmetry resolved entanglement en-
tropy ∆S(s) in Eq. (84) for s = 0, 1/2, 1 (from top to bottom)
in the disordered Heisenberg chain, against the subsystem size
`. Symbols are numerical results using the SDRG method
with system size L = 16384 and average over N ≈ 106 dis-
order realizations. Different symbols and colors correspond
to different disorder strength δ = 1, 5, 8. The data are slowly
approaching 0 according to the law (85). The fits are reported
as lines and perfectly match the data.
The dashed lines in figure 4 are fit to the form
ln(2)
3
ln `− 1
2
ln ln `+ a, (83)
with a single free parameter a. We use the same form for
both S(s) and Ŝ(s) since in SDRG they show the same
asymptotic scaling (cf. Eq. (75)) with a different O(`0)
term, i.e., with a different a in the above equation. The
fit is performed only with the data for large `. The agree-
ment is really good taking into account that we only have
one parameter in the fit. It is clear that the corrections
to the scaling become more important for larger values
of |s|, as it was expected on the bases of the result of the
previous section. Needless to say that the presence of the
term −1/2 ln ln ` in Eq. (83) is fundamental to have such
agreement.
However, proceeding in this way, we would have the
additive constant a which does depend on s. Conversely,
the SDRG results in Eqs. (68) and (76) suggest that this
is not the case. It is also true that our SDRG treatment
ignores some non-universal processes that do not alter
the two leading terms, but at least in principle can affect
the constant. On the other hand, within SDRG we have
also shown the presence of s-dependent terms behaving
like s2/ ln ` (indeed these log-corrections are typical fea-
tures of symmetry resolved entanglement entropies also
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in clean systems43,45). Can these corrections be respons-
ible for a seemingly s-dependent additive constant? To
answer this question we study the difference
∆S(s) ≡ S(s)− S + 1
2
ln
(pi
6
ln `
)
. (84)
This subtraction is motivated by the fact that the ad-
ditive constant not only is s independent, but also equal
the one for the total entropy (modulo the additive factor
within the number entropy). Hence, according to our
SDRG results, ∆S(s) should decay to zero for large ` as
∆S(s) ' b
ln `+ c
, (85)
where b and c are free non-universal parameter that may
(and actually do) depend on s. We analyze the SDRG
data for ∆S(s) in Fig. 5 where we consider three dif-
ferent disorder distributions with strength δ = 1, 5, 8 to
rule out the possibility of some weak disorder effect. It
is evident that δ only mildly influences the data and for
δ = 5 and δ = 8 there are no differences at all. The
three panels in the figure correspond to s = 0, 1/2, 1.
The numerical data are fit to the form (85). The agree-
ment is truly impressive when one thinks that we are
fitting curves that asymptotically tend to zero, but we
are working in a regime where they are still far from it.
Increasing the values of s, subleading terms, e.g. going
like s2/(ln `)2 or s4/(ln `)α, becomes important and it is
more difficult to fit the data with (85) at the available
values of `. Finally we mention that we repeated the
same analysis also for the entropy Ŝ(s) finding equival-
ent results for the equipartition.
Concluding, Fig. 5 is a very strong and convincing
evidence that the prediction from SDRG in Eq. (68)
survives the inclusion of non-universal effects and that
there is equipartition of entanglement at the order O(`0)
also in the random singlet phase. The first term breaking
equipartition s2/ ln ` is also correctly captured by SDRG
in Eq. (68).
C. Symmetry-resolved Rényi entropies
We now discuss the symmetry-resolved Rényi entrop-
ies. For many aspects the analysis is identical to the one
of the previous section for the von Neumann one and we
will not repeat all details.
We first consider S˜m(s) (since Sm(s) do not depend
on m, there is no reason to discuss them). In Fig. 6 we
plot SDRG data for m = 2, 3. In the scaling limit all the
Rényi entropies exhibit equipartition and are described
by
S˜m(s) =
√
23−m + 5− 3
2(1−m) ln `−
1
2
ln ln `+ a+ . . . . (86)
Again, the first term in (86) is the result for the total
Rényi entropies, S˜m. Note that the subleading term
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Figure 6. Symmetry-resolved Rényi entropies S˜m(s) for m =
2 (top) and m = 3 (bottom). The symbols are SDRG results
for the Heisenberg chain with L = 16384 sites. The average
is over 106 disorder realizations with strength δ = 5. Dif-
ferent symbols and colors correspond to different subsystem
magnetization s = 0, 1/2, 1, 3/2, 1. The dashed lines are fits
to the form (86).
1/2 ln ln ` is the same as for the von Neumann entropy.
For large ` all curves at fixed m become parallel, showing
asymptotic equipartition. Anyhow, they are not on top
of each other, manifesting that the subleading corrections
do depend on s.
The first check to test the asymptotic behavior is to
perform a simple fit of the data to the form (86) allow-
ing a to depend on s. These fits are shown in Fig. 6
as continuous lines. The agreement is excellent and, as
expected, it slowly deteriorates increasing |s|. We have
performed an analysis like the one in Fig. 5 for the von
Neumann entropy to convince ourselves that the differ-
ences between the various curves at fixed s are, as SDRG
predicts in Eq. (70), only due to subleading term as
s2/ ln `. The analysis shows that this is likely, but the
corrections are much larger than for m = 1 and so more
difficult to treat. This is not unexpected: Eq. (70) pre-
dicts that the coefficient of s2/ ln ` grows exponentially
with m (being ∼ 6 at m = 1, ∼ 10.6 at m = 2, and
∼ 20 at m = 3) and so the data soon become difficult to
handle as m increases.
Finally, we discuss the Rényi entropies Ŝm(s), focus-
ing on m = 2, 3. Before discussing the scaling behavior
of the entanglement entropies, it is useful to consider the
partition functions 〈Zm(s)〉, being the main ingredient to
construct Ŝm(s) and being per se interesting (for m = 1,
〈Z1(s)〉 is the average probability p(s) of having subsys-
tem magnetisation s, cf. Eq. (74), while for other m are
related to generalized probability distributions45).
In Fig. 7, we present a quantitative comparison for
〈Zm(α)〉 and 〈Zm(s)〉 between the numerics and the ana-
lytic predictions, respectively in Eqs. (72) and (73). The
additive constant in µ (cfr. Eq. (33)) appearing in both
formulas is preliminary fitted only once for all data. The
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Figure 7. Charged (left) and symmetry-resolved (right) mo-
ments, 〈Zm(α)〉 and 〈Zm(s)〉. Symbols represent numerical
SDRG simulation with system and subsystem sizes L = 8192
and ` = 3722, respectively. The average is over N ≈ 106
disorder configurations and the strength of the disorder is
δ = 1. Different symbols and colors correspond to different
index m = 1, 2, 3. Dashed and full lines are the analytic pre-
dictions, Eq. (72) and Eq. (73), respectively.
numerical data are obtained by averaging Eq. (71) for
〈Zm(α)〉 and Eq. (47) for 〈Zm(s)〉. For 〈Zm(α)〉, we ob-
serve a fair agreement between our data and the analytic
expressions, although finite size corrections are present as
α → ±pi (the plot is in log scale). The discrepancies at
the boundaries of the Brillouin zone are well known for
clean systems43,44,46 and are physically due to the fact
that such charged entropies must be periodic of period
2pi. Then they should be present in lattice disorder sys-
tems as well. Also the data for 〈Zm(s)〉 are remarkably
reproduced by SDRG predictions, with corrections to the
scaling that become larger as |s| increases, as it is the case
for all the quantities considered so far. Incidentally, we
did not yet mention that, very generically, deviations at
higher s are expected, because populating higher sectors
requires exponentially larger system sizes.
We are then ready to analyze the symmetry-resolved
entropies Ŝm(s) which are plotted in Fig. 8. Again, for
asymptotic large ` the various curves for different s at
fixed m become parallel, manifesting equipartition. As
done for all other entropies, we first check the correctness
of the leading scaling term that in SDRG is given by Eq.
(75). In Fig. 8, the continuous lines are fit of the data
with
Ŝm =
√
23−m + 5− 3
2(1−m) ln `−
1
2
ln ln `+ a+ . . . (87)
where we allow a to depend on s. We observe a good
asymptotic agreement in Fig. 8 confirming the correct-
ness of the leading term.
We now move to the corrections. In this case the
analysis is very difficult because of the peculiar non-
monotonic features we highlighted at the end of Sec. VD
in Eq. (76). Indeed while they are always of the form
s2/ ln `, the prefactor is negative for m < m∗ (as in all
other cases observed so far here and in the literature) and
0.0
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Figure 8. Symmetry-resolved Rényi entropies Ŝm(s) for m =
2, m = m∗ = 2.69 . . . , and m = 3 (from top to bottom).
The symbols are SDRG results for the Heisenberg chain with
L = 16384 sites and disorder strength δ = 5. The average is
over 106 disorder realizations. Different symbols and colors
correspond to different subsystem magnetization s = 0, 1/2, 1.
The lines are fits to the theoretical result (87). Notice that the
entropies are ordered as monotonically decreasing function of
s for m = 2, are mixed up at m = m∗, and start inverting
their order for m = 3.
it is positive for m > m∗. Consequently the entropies are
expected to be monotonous decreasing functions of |s| for
m . m∗ and monotonous increasing function of |s| for
m & m∗. Close to m∗, the subsubleading terms become
important and larger than the ones under scrutiny that
instead vanish at m = m∗. Exactly for this reason in
the Fig. 8 we report m = 2, m = m∗, and m = 3. We
observe that the entropies are ordered as monotonically
decreasing function of s for m = 2, they are mixed up at
m = m∗ (which is the point where the leading corrections
to the scaling vanish in SDRG) and they tend to reverse
their order for m = 3, although they are not in increas-
ing order in s, likely because of subleading corrections
(m∗ is very close to 3). We found extremely remarkable
that this unusual effect predicted by SDRG is not spoiled
by non-universal effects as well as by other universal RG
processes that have not been included in the derivation
of g(σ) in Eq. (32) presented in Ref. 22.
VII. DISCUSSION
In this paper we investigated the symmetry resolved
entanglement in the random singlet phase. Because of
the average over random disorder, we have three possible
alternative definitions of symmetry resolved Rényi en-
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tropies that we give in Eqs. (49), (50), and (51). Two of
them ((49) and (50)) become equal in the von Neumann
limit. We compute the asymptotic behavior of these en-
tropies in the large ` limit using well established tech-
niques within SDRG. Our main result is that the three
definitions all provide entanglement entropies that sat-
isfy equipartition at the leading universal orders. We
confirmed these results numerically and showed the pres-
ence of subleading non-universal terms breaking equipar-
tition. The order of such corrections, s2/ ln `, is also cor-
rectly characterized by analytic SDRG techniques. We
finally point out that the double logarithmic term in the
symmetry resolved entanglement is related to the num-
ber entropy, in full analogy with clean systems43. There
are also few quantitative remarkable SDRG predictions
about the subleading terms that are confirmed by nu-
merics. The first is that the O(`0) term in the symmetry
resolved entanglement, not only is s-independent (a re-
markable fact by itself), but it is also the same as in the
total entropy (modulo a contribution from the number
entropy). Another one is that for almost all entropies
the corrections are monotonically decreasing function of
|s|, but for the one defined in Eq. (51) there is a switch
as the Rényi index grows.
An important test of our results that is still to be per-
formed consists in checking some of our predictions in mi-
croscopic models with ab-initio methods. However, it is
a numerically demanding problem to reach the large sys-
tem sizes required to minimize the effect of the subleading
corrections, even for disordered free-fermion models and
exploiting well established techniques13,22.
A fundamental generalization of our work concerns
symmetry resolved entanglement and equipartition for
disordered systems out of equilibrium. Indeed, there is
already a large literature about the time evolution of the
total entanglement entropy14,34,86–95, that provided in-
sights also about the celebrated many body localization.
Only in recent experiments34, the importance of sym-
metry resolution has been highlighted also to shed light
on the slow growth of the total entanglement entropy.
However, many aspects of the problem still require to be
studied deeply.
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Appendix A: Moments of the size of the symmetry
block Im
In this appendix we show how to use the Laplace trans-
form techniques to rigorously calculate the leading beha-
vior of Im(s). First of all we notice that for large n, the
sum in Eq. (57) can be replaced by an integral, and we
can exploit the closed-form expression for the generating
function g(σ) of the moments of n (cf. Eq. (30)), which
is the Laplace transform of the probability distribution,
i.e., g(σ) = Ln[P (n)](σ).
Thus, to evaluate Eq. (57), we first introduce the fol-
lowing Laplace transform
f(σ; s) ≡ Ln
[(
n
n/2 + s
)(1−m)]
. (A1)
Then, by using the rule for the Laplace transform of a
product, Eq. (57) can be written, in the scaling regime
of large n, as
Im(s) = lim
T→∞
1
2pii
∫ a+iT
a−iT
g(σ)f(−σ; s)dσ, (A2)
where a is a real number that guarantees convergence of
the integral and g(σ) is the generating function of the mo-
ments of the distribution of the number of shared singlets
defined in Eq. (30).
The Laplace transform of (62) with respect to n can
be calculated order by order by using that
Lσ(2n(1−m)nm2 n−2k− 12nβ) =
Γ
(1 +m
2
− 2k + β
)
(σ + (m− 1) ln 2)2k−β−m+12 . (A3)
We now observe that the generating function g(s) is ana-
lytic in the complex plane. On the other hand, Eq. (A3)
shows that if m is even f(−σ; s) has an algebraic branch
point at σ∗ = (m − 1) ln 2. Instead, for m odd there is
a pole at σ∗ when 2k − β − (m+ 1)/2 < 0, which is the
reason why it becomes just a derivative, as in the main
text.
The integral (A2) can be performed by considering the
contour integration along the path in Fig. 9 (we report
m even, for m odd it is slightly simpler). The red dashed
line is the branch cut starting at the algebraic branch
point singularity at σ∗ = (m− 1) ln 2. Since there are no
singularities in the region enclosed by the contour, the
integral is zero, i.e.,
1
2pii
∫
C
g(σ)f(−σ; s)dσ =
Im + I
+ + I− + I+,T + I−,T + I = 0. (A4)
Here Im is the integral (A2), where we set a = 0, I± are
the integrals on the paths C±, C±,T are contributions of
the large semicircle, and I is the contribution of C.
We are interested in the limit T →∞ (T is the radius
of the semicircle). It is straightforward to show that in
this limit the contribution of I+,T + I−,T vanishes. We
should also observe that for odd m the two terms I±
cancel out because the singularity at σ∗ is a pole. Here,
not to loose generality, we consider the case of m even,
while odd can be deduced as a special case.
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Figure 9. Contour C to evaluate the integral in Eq. (A2). The
integral on Cm is (A2). For even values of the Rényi index m
there is a branch cut starting at σ∗ = (m− 1) ln(2). For odd
m the contributions of C± cancel out and one has a pole at
σ∗. The contributions of the semicircle C±,T vanishes.
From Eqs. (A2) and (A3), the integrals in (A4) are of
the form
IC′ = 1
2pii
∫
C′
g(u− σ∗)
(−u)ω du, (A5)
where C′ denotes the different paths forming the contour
in Fig. 9, and we defined
u ≡ σ − σ∗, (A6)
ω ≡ (m+ 1)/2− 2k + β. (A7)
Here we are interested in the limit ` → ∞, which im-
plies µ→∞ (cf. (33)). In this limit we can simplify the
expression for the generating function g(σ) as
g(σ) ' 1
2
e−
1
2 (3−
√
5+4e−σ)µ
[
1 +
3√
5 + 4e−σ
]
. (A8)
The integral (A5) is difficult to compute in general. How-
ever, in the limit µ → ∞ on can use the saddle point
method. Let us start discussing the contribution of the
path C+:
IC+ = − 12pii
∫ T ′

e−
1
2 (3−
√
5+23−me−u)µ
2(−u)ω
×
[
1 +
3√
5 + 23−me−u
]
du, (A9)
where T ′ = T − σ∗. A standard saddle point analysis
of this integrals in the large µ limit gives the leading
contribution as
I(0)C+ =
e−
1
2 (3−γm)µ
4pii(−1)ω
(
1 +
3
γm
)
×
(21−mµ
γm
)ω−1
Γ
(
1− ω, 2
1−mu
γm
)∣∣∣∣µT
′
µ
, (A10)
where Γ is the incomplete Gamma function and we in-
troduced
γm =
√
5 + 23−m. (A11)
Saddle point corrections to Eq. (A10) are O(1/√µ).
First, we should observe that the contribution at T ′ →∞
in Eq. (A10) vanishes. However, the contribution of µ
diverges in the limit  → 0. We anticipate that this
divergence is regularised by the contribution of C (see
Fig. 9). Precisely, one has
Γ(ω, x) ≈ Γ(ω)− x
ω
ω
+
xω+1
1 + ω
, forx→ 0. (A12)
Note that the number of singular terms depends on ω.
The first correction to the saddle point result can be eas-
ily derived, yielding
I(1)C+ =
e−
1
2 (3−γm)µ2m
2pii(−1)ωµ2
{ 2m−13γm
(8 + 2m5)
Γ
(
2− ω, 2
1−mu
γm
)
+
(2m5 + 4) (3 2mγm + 2
m5 + 8)
24(8 + 2m5)
Γ
(
3− ω, 2
1−mu
γm
)) }∣∣∣µT ′
µ
×
(
21−mµ
γm
)ω
+O(µω−3). (A13)
We now observe that in both (A10) and (A13) in the
limit T ′ → ∞, we have Γ(ω, T ′) → 0. For  → 0 similar
divergences as for (A10) arise, which are removed by the
integral on C.
Before discussing the integral on C, we focus on IC−
(see (A5)). The calculation is similar, the only difference
is the phase factor due to the presence of the branch cut.
Precisely, one has
IC− = −IC+e−2piωi. (A14)
From that (A6), for even m one obtains that IC+ = IC−
(whereas for odd m the two integrals cancel out).
Finally, we briefly discuss the integral on the inner
circle C around the branch cut. One has u = eiθ.
Therefore the integral to evaluate is
IC = 
1−ω
4pi(−1)ω
∫ 2pi
0
dθ
e−
1
2 (3−
√
5+23−me−eiθ )µ
ei(ω−1)θ
×
[
1 +
3√
5 + 23−me−eiθ
]
. (A15)
Since we are interested in the limit → 0, we can expand
the integrand. After performing the integral over θ, we
obtain that at the leading order in  one has
IC = 
1−ωe−2ipiω
2pi(ω − 1)
(
1 +
3
γm
)
e−
1
2 (3−γm)µ sin(piω). (A16)
At the leading order the contribution of (A16) cancels
the most divergent term in I(0)C+ + I
(0)
C− (see (A10)). We
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checked that higher order terms cancel higher order di-
vergences in (A10) and (A13).
It is now straightforward to derive the result for the
integral Im in (A2). We focus on the leading order in µ.
At the leading order ω = (m+ 1)/2, from (A10), (A14),
and the expression for Q0 (cf. (60)) one obtains that
Im =
1
2
e−
1
2 (3−γm)µ
(
1+
3
γm
)( 2
pi
) 1−m
2
(21−mµ
γm
)m−1
2
.
(A17)
Here we also used that the factor Γ((m + 1)/2) in (A3)
cancels out with the Γ((1 −m)/2) obtained from (A10)
in the limit  → 0 (see (A12)) using Euler’s reflection
formula
Γ(x)Γ(1− x) = pi
sin(pix)
, x /∈ Z. (A18)
Finally, we stress that the result (A17) coincides, at
least to leading order, with the result in the main text
(64) obtained by taking the derivative of g(σ) for odd m.
1 L. Amico, R. Fazio, A. Osterloh and V. Vedral, Entan-
glement in many-body systems, Rev. Mod. Phys. 80, 517
(2008).
2 P. Calabrese, J. Cardy and B. Doyon, Entanglement en-
tropy in extended quantum systems, J. Phys. A 42, 500301
(2009).
3 J. Eisert, M. Cramer and M. B. Plenio, Area laws for the
entanglement entropy Rev. Mod. Phys. 82, 277 (2010).
4 N. Laflorencie, Quantum entanglement in condensed mat-
ter systems, Phys. Rep. 646, 1 (2016).
5 G. Vidal, J.I. Latorre, E. Rico and A. Kitaev, Entangle-
ment in quantum critical phenomena, Phys. Rev. Lett. 90,
227902 (2003).
6 J. I. Latorre, E. Rico and G. Vidal, Ground state entan-
glement in quantum spin chains, Quant. Inf. Comp. 4, 048
(2004).
7 P. Calabrese and J. Cardy, Entanglement entropy and
quantum field theory, J. Stat. Mech. 2004, P06002 (2004).
8 P. Calabrese and J. Cardy, Entanglement entropy and con-
formal field theory, J. Phys. A 42, 504005 (2009).
9 H. Li and F. D. M. Haldane, Entanglement spectrum as
a generalization of entanglement entropy: Identification
of Topological Order in Non-Abelian Fractional Quantum
Hall Effect States, Phys. Rev. Lett. 101, 010504 (2008).
10 P. Calabrese and A. Lefevre, Entanglement spectrum in
one-dimensional systems, Phys. Rev. A 78, 032329 (2008).
11 F. Pollmann and J. E. Moore, Entanglement spectra of
critical and near-critical systems in one dimension, New
J. Phys. 12, 025006 (2010).
12 G. Refael and J. E. Moore, Entanglement Entropy of Ran-
dom Quantum Critical Points in One Dimension, Phys.
Rev. Lett. 93, 260602 (2004).
13 N. Laflorencie, Scaling of entanglement entropy in the ran-
dom singlet phase, Phys. Rev. B 72, 140408(R) (2005).
14 G. De Chiara, S. Montangero, P. Calabrese, and R. Fazio,
Entanglement entropy dynamics of Heisenberg chains, J.
Stat. Mech. P03001 (2006).
15 G. Refael and J. E. Moore, Entanglement entropy of the
random s=1 Heisenberg chain, Phys. Rev. B 76, 024419
(2007).
16 D. Binosi, G. De Chiara, S. Montangero, and A. Recati,
Increasing entanglement through engineered disorder in the
random Ising chain, Phys. Rev. B 76, 140405 (2007).
17 J. A. Hoyos, A. P. Vieira, N. Laflorencie and E. Miranda,
Correlation amplitude and entanglement entropy in ran-
dom spin chains, Phys. Rev. B 76, 174425 (2007).
18 N. E. Bonesteel and K. Yang, Infinite-Randomness Fixed
Points for Chains of Non-Abelian Quasiparticles, Phys.
Rev. Lett. 99, 140405 (2007).
19 G. Refael and J. E. Moore, Criticality and entanglement in
random quantum systems, J. Phys. A 42, 504010 (2009).
20 J. C. Getelina, F. C. Alcaraz, and J. A. Hoyos, Entangle-
ment properties of correlated random spin chains and sim-
ilarities with conformally invariant systems, Phys. Rev. B
93, 045136 (2016).
21 F. Igloi and Y.-C. Lin, Finite-size scaling of the entan-
glement entropy of the quantum Ising chain with homogen-
eous, periodically modulated and random couplings, J. Stat.
Mech. P06004 (2008).
22 M. Fagotti, P. Calabrese and J. E. Moore, Entanglement
spectrum of random-singlet quantum critical points, Phys.
Rev. B 83, 045110 (2011).
23 G. Ramirez, J. Rodriguez-Laguna, and G. Sierra, Entan-
glement in low-energy states of the random-hopping model,
J. Stat. Mech. P07003 (2014).
24 X. Turkeshi, P. Ruggiero, and P. Calabrese, Negativity
Spectrum in the Random Singlet Phase, Phys. Rev. B 101,
064207 (2020).
25 P. Ruggiero, V. Alba, and P. Calabrese, Entanglement neg-
ativity in random spin chains, Phys. Rev. B 94, 035152
(2016).
26 R. Santachiara, Increasing of entanglement entropy from
pure to random quantum critical chains, J. Stat. Mech.
2006, L06002 (2006).
27 L. Fidkowski, G. Refael, N. E. Bonesteel and J. E. Moore,
c-theorem violation for effective central charge of infinite-
randomness fixed points Phys. Rev. B 78, 224204 (2008).
28 V. Alba, P. Calabrese, and E. Tonni, Entanglement spec-
trum degeneracy and Cardy formula in 1+1 dimensional
conformal field theories, J. Phys. A 51, 024001 (2018).
29 P. Calabrese and J. Cardy, Evolution of Entanglement En-
tropy in One-Dimensional Systems, J. Stat. Mech. (2005)
P04010.
30 R. Islam, R. Ma, P. M. Preiss, M. E. Tai, A. Lukin,
M. Rispoli and M. Greiner, Measuring entanglement en-
tropy in a quantum many-body system, Nature 528, 77
(2015).
31 A. M. Kaufman, M.E. Tai, A. Lukin, M. Rispoli, R. Schit-
tko, P. M. Preiss and M. Greiner, Quantum thermaliza-
tion through entanglement in an isolated many-body sys-
tem, Science 353, 764 (2016).
32 A. Elben, B. Vermersch, M. Dalmonte, J.I. Cirac and
P. Zoller, Rényi Entropies from Random Quenches in
Atomic Hubbard and Spin Models, Phys. Rev. Lett. 120,
050406 (2018).
33 T. Brydges, A. Elben, P. Jurcevic, B. Vermersch, C. Maier,
17
B.P. Lanyon, P. Zoller, R. Blatt and C.F. Roos, Probing
Rényi entanglement entropy via randomized measurements,
Science 364, 6437 (2019).
34 A. Lukin, M. Rispoli, R. Schittko, M.E. Tai, A.M. Kauf-
man, S. Choi, V. Khemani, J. Leonard and M.Z. Greiner,
Probing entanglement in a many-body localized system, Sci-
ence 364, 6437 (2019).
35 A. M. Läuchli, Operator content of real-space entangle-
ment spectra at conformal critical points, arXiv:1303.0741
(2013).
36 N. Laflorencie and S. Rachel, Spin-resolved entanglement
spectroscopy of critical spin chains and Luttinger liquids,
J. Stat. Mech. P11013 (2014).
37 J.C. Xavier, F.C. Alcaraz and G. Sierra, Equipartition of
the entanglement entropy, Phys. Rev. B 98, 041106 (2018).
38 S. Murciano, G. Di Giulio and P. Calabrese, Symmetry re-
solved entanglement in gapped integrable systems: a corner
transfer matrix approach, SciPost Phys. 8, 046 (2020).
39 M. Goldstein and E. Sela, Symmetry-Resolved Entangle-
ment in Many-Body Systems, Phys. Rev. Lett. 120, 200602
(2018).
40 M. Goldstein and E. Sela, Imbalance Entanglement: Sym-
metry Decomposition of Negativity, Phys. Rev. A 98,
032302 (2018).
41 N Feldman and M. Goldstein, Dynamics of Charge-
Resolved Entanglement after a Local Quench, Phys. Rev.
B 100, 235146 (2019).
42 P. Calabrese, M. Collura, G. Di Giulio and S. Murciano,
Full counting statistics in the gapped XXZ spin chain, EPL
129, 60007 (2020).
43 R. Bonsignori, P. Ruggiero and P. Calabrese, Symmetry
resolved entanglement in free fermionic systems, J. Phys.
A 52, 475302 (2019).
44 S. Fraenkel and M. Goldstein, Symmetry resolved entan-
glement: Exact results in 1D and beyond, J. Stat. Mech.
(2020) 033106.
45 L. Capizzi, P. Ruggiero, and P. Calabrese, Symmetry re-
solved entanglement entropy of excited states in a CFT,
arXiv:2003.04670 (2020).
46 S. Murciano, P. Ruggiero, and P. Calabrese, Symmetry
resolved entanglement in two-dimensional systems via di-
mensional reduction, arXiv:2003.11453 (2020).
47 H. Shapourian, P. Ruggiero, S. Ryu, and P. Calabrese,
Twisted and untwisted negativity spectrum of free fermions,
SciPost Phys. 7, 037 (2019).
48 E. Cornfeld, L. A. Landau, K. Shtengel, and E. Sela, En-
tanglement spectroscopy of non-Abelian anyons: Reading
off quantum dimensions of individual anyons, Phys. Rev.
B 99, 115429 (2019).
49 P. Caputa, G. Mandal, and R. Sinha, Dynamical entangle-
ment entropy with angular momentum and U(1) charge,
JHEP 11 (2013) 052.
50 J. S. Dowker, Conformal weights of charged Rényi entropy
twist operators for free scalar fields in arbitrary dimen-
sions, J. Phys. A 49, 145401 (2016);
J. S. Dowker, Charged Rényi entropies for free scalar fields,
J. Phys. A 50, 165401 (2017).
51 A. Belin, L.-Y. Hung, A. Maloney, S. Matsuura, R. C. My-
ers, and T. Sierens, Holographic charged Rényi entropies,
JHEP 12 (2013) 059.
52 P. Caputa, M. Nozaki, and T. Numasawa, Charged En-
tanglement Entropy of Local Operators, Phys. Rev. D 93,
105032 (2016).
53 S.-K. Ma, C. Dasgupta and C.-k. Hu, Random Antiferro-
magnetic Chain, Phys. Rev. Lett. 43, 1434 (1979).
54 C. Dasgupta and S.-K. Ma, Low-temperature properties
of the random Heisenberg antiferromagnetic chain, Phys.
Rev. B 22, 1305 (1980).
55 D. Fisher, Random antiferromagnetic quantum spin
chains, Phys. Rev. B 50, 3799 (1994).
56 F. Iglói and C. Monthus, Strong disorder RG approach of
random systems, Phys. Rep. 412, 277 (2005).
57 F. Iglói and C. Monthus Strong Disorder RG approach - a
short review of recent developments, Eur. Phys. J. B 91,
290 (2018).
58 C. A. Doty and D. S. Fisher Effects of quenched disorder
on spin-1/2 quantum XXZ chains, Phys. Rev. B 45, 2167
(1992).
59 M. A. Nielsen and I. L. Chuang, Quantum computation and
quantum information. Cambridge University Press, Cam-
bridge, UK, 10th anniversary ed. (2010).
60 I. Klich and L. Levitov, Quantum Noise as an Entangle-
ment Meter, Phys. Rev. Lett. 102, 100502 (2009).
61 H. F. Song, S. Rachel, and K. Le Hur, General relation
between entanglement and fluctuations in one dimension,
Phys. Rev. B 82, 012405 (2010).
62 H. F. Song, C. Flindt, S. Rachel, I. Klich, and K. Le Hur,
Entanglement entropy from charge statistics: Exact rela-
tions for noninteracting many-body systems, Phys. Rev. B
83, 161408(R) (2011).
63 H. F. Song, S. Rachel, C. Flindt, I. Klich, N. Laflorencie,
and K. Le Hur, Bipartite fluctuations as a probe of many-
body entanglement, Phys. Rev. B 85, 035409 (2012).
64 S. Rachel, N. Laflorencie, H. F. Song, and K. Le Hur, |it
Detecting Quantum Critical Points Using Bipartite Fluc-
tuations, Phys. Rev. Lett. 108, 116401 (2012).
65 P. Calabrese, M. Mintchev and E. Vicari, Exact relations
between particle fluctuations and entanglement in Fermi
gases, EPL 98, 20003 (2012).
66 R. Susstrunk and D. A. Ivanov, Free fermions on a line:
Asymptotics of the entanglement entropy and entanglement
spectrum from full counting statistics, EPL 100, 60009
(2012).
67 P. Calabrese, P. Le Doussal, and S. N. Majumdar, Random
matrices and entanglement entropy of trapped Fermi gases,
Phys. Rev. A 91, 012303 (2015).
68 A. Petrescu, H. F. Song, S. Rachel, Z. Ristivojevic, C.
Flindt, N. Laflorencie, I. Klich, N. Regnault and K. Le
Hur, Fluctuations and entanglement spectrum in quantum
Hall states, J. Stat. Mech. (2014) P10005.
69 H. M. Wiseman and J. A. Vaccaro, Entanglement of Indis-
tinguishable Particles Shared between Two Parties, Phys.
Rev. Lett. 91, 097902 (2003).
70 H. Barghathi, C. M. Herdman, and A. Del Maestro, Rényi
generalization of the operational entanglement entropy,
Phys. Rev. Lett. 121, 150501 (2018).
71 H. Barghathi, E. Casiano-Diaz, and A. Del Maestro, Oper-
ationally accessible entanglement of one-dimensional spin-
less fermions, Phys. Rev. A 100, 022324 (2019).
72 M. Kiefer-Emmanouilidis, R. Unanyan, J. Sirker, and
M. Fleischhauer, Bounds on the entanglement entropy by
the number entropy in non-interacting fermionic systems,
arXiv:2003.03112.
73 M. Kiefer-Emmanouilidis, R. Unanyan, J. Sirker, and M.
Fleischhauer, Evidence for unbounded growth of the number
entropy in many-body localized phases, arXiv:2003.04849.
74 Y.-C. Lin, F. Igloi and H. Rieger, Entanglement Entropy at
Infinite-Randomness Fixed Points in Higher Dimensions,
18
Phys. Rev. Lett. 99, 147202 (2007).
75 R. Yu, H. Saleur, and S. Haas, Entanglement entropy in
the two-dimensional random transverse field Ising model,
Phys. Rev. B 77, 140402 (2008).
76 I. A. Kovacs and F. Igloi, Critical behavior and entangle-
ment of the random transverse-field Ising model between
one and two dimensions, Phys. Rev. B 80, 214416 (2009).
77 I. A. Kovacs and F. Igloi, Universal logarithmic terms
in the entanglement entropy of 2d, 3d and 4d random
transverse-field Ising models, EPL 97, 67009 (2012).
78 R. Vasseur, J. L. Jacobsen, and H. Saleur, Universal en-
tanglement crossover of coupled quantum wires, Phys. Rev.
Lett. 112, 106601 (2014).
79 J. Rodriguez-Laguna, S. N. Santalla, G. Ramirez, and G.
Sierra, Entanglement in correlated random spin chains,
RNA folding and kinetic roughening, New J. Phys. 18,
073025 (2016).
80 R. Vasseur, A. Roshani, S. Haas, and H. Saleur, Healing of
Defects in Random Antiferromagnetic Spin Chains, EPL
119, 50004 (2017).
81 V. Alba, S. N. Santalla, P. Ruggiero, J. Rodriguez-Laguna,
P. Calabrese, and G. Sierra, Unusual area-law violation
in random inhomogeneous systems, J. Stat. Mech. (2019)
023105.
82 S. Pappalardi, P. Calabrese, and G. Parisi, Entanglement
entropy of the long-range Dyson hierarchical model, J. Stat.
Mech. (2019) 073102.
83 C. Monthus, Properties of the simplest inhomogen-
eous and homogeneous Tree-Tensor-States for Long-
Ranged Quantum Spin Chains with or without disorder,
arXiv:2001.10731.
84 M. Bortz, J. Sato, and M. Shiroishi M, String correlation
functions of the spin-1/2 Heisenberg XXZ chain, J. Phys.
A 40, 4253 (2007).
85 D. B. Abraham, F. H. L. Essler, and A. Maciolek, Effective
Forces Induced by a Fluctuating Interface: Exact Results,
Phys. Rev. Lett. 98, 170602 (2007).
86 M. Znidaric, T. Prosen, and P. Prelovsek, Many body local-
ization in Heisenberg XXZ magnet in a random field, Phys.
Rev. B 77, 064426 (2008).
87 J. H. Bardarson, F. Pollmann, and J. E. Moore, Unbounded
Growth of Entanglement in Models of Many-Body Localiz-
ation, Phys. Rev. Lett. 109, 017202 (2012).
88 M. Serbyn, Z. Papic, and D. A. Abanin, Universal Slow
Growth of Entanglement in Interacting Strongly Disordered
Systems, Phys. Rev. Lett. 110, 260601 (2013).
89 R. Vosk and E. Altman, Dynamical Quantum Phase Trans-
itions in Random Spin Chains, Phys. Rev. Lett. 112,
217204 (2014).
90 E. Altman and R. Vosk, Universal dynamics and renor-
malization in many body localized systems, Ann. Review of
Cond. Mat. Phys. 6, 383 (2015).
91 S. A. Parameswaran, A. C. Potter and R. Vasseur, Ei-
genstate phase transitions and the emergence of universal
dynamics in highly excited states, Annalen der Physik 529,
1600302 (2017).
92 D. A. Abanin, E. Altman, I. Bloch and M. Serbyn, Er-
godicity, Entanglement and Many-Body Localization, Rev.
Mod. Phys. 91, 021001 (2019)
93 D. Pekker, G. Refael, E. Altman, E. Demler, and V.
Oganesyan, Hilbert-Glass Transition: New Universality of
Temperature-Tuned Many-Body Dynamical Quantum Crit-
icality, Phys. Rev. X 4, 011052 (2014).
94 Y. Zhao, F. Andraschko, and J. Sirker, Entanglement
entropy of disordered quantum chains following a global
quench, Phys. Rev. B 93, 205146 (2016).
95 B. Chiaro et. al., Growth and preservation of entanglement
in a many-body localized system, arXiv:1910.06024.
