if and only if there exists a (C(1); A(1); B(1))-pair (V1(1); V2(1)) such that ImE V1(k) V2(k) KerD(k) for all k 2 Z Z Z:
) and the minimal element V E 3 (1) of V V V (ImE; C(1); A(1)) using algorithms in [1] .
Step 2) If V E 3 (k) V 3 (k) for all k 2 Z Z Z, the DRPDC is solvable.
Step 3) Find a (C(1); A(1); B(1))-pair (V 1 (1); V 2 (1)) such that ImE V 1 (k) V 2 (k) KerD(k) for all k 2 Z Z Z and (dim( k2z z z V2(k))0dim( k2z z z V1(k))) is minimal order (=: E min ).
Step 4) Construct an !-periodic dynamic compensator (K(1), L(1), M (1) , N(1)) on W := R R R in terms of the proof of Lemma 3.5.
In fact, it is not easy to find a (C(1); A(1); B(1))-pair in Step 3 in general even though the plant is time-invariant linear system (see [4] ).
However, an !-periodic E 3 -order dynamic compensator which solves the DRPDC can be always constructed if V E 3 (k) V 3 (k) for all k 2 Z Z Z. Further, it remarks that E min E 3 dim( k2z z z KerD(k)) 0 dim(ImE) < n := the order of system plant 6:
In this note, necessary and sufficient conditions for the solvability of the DRPDC which has a time-varying state dimension were given for linear !-periodic discrete-time systems without assuming that the order of dynamic compensator is equal to that of system plant. Further, the minimal extension order of dynamic compensator which solves the DRPDC was given under the assumption that the disturbance map does not depend on time k. The results in this note contain extensions of the results of Schumacher [4] to !-periodic version.
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Global Asymptotic and Exponential Stability of a Dynamic Neural System with Asymmetric Connection Weights
Youshen Xia and Jun Wang
Abstract-Recently, a dynamic neural system was presented and analyzed due to its good performance in optimization computation and low complexity for implementation. The global asymptotic stability of such a dynamic neural system with symmetric connection weights was well studied. In this note, based on a new Lyapunov function, we investigate the global asymptotic stability of the dynamic neural system with asymmetric connection weights. Since the dynamic neural system with asymmetric weights is more general than that with symmetric ones, the new results are significant in both theory and applications. Specially, the new result can cover the asymptotic stability results of linear systems as special cases.
I. INTRODUCTION
In this note, we are concerned with the following dynamic neural system: du dt = 0u + P (Wu + q) 
Thus, from the viewpoint of continuous methods [2] , it can solve linear and convex quadratic programming problems, linear complementary problems, fixed point problems and bimatrix equilibrium points [3] , and the analysis of piecewise linear resistive circuits [4] . Another property is that this dynamic system is easily implemented by using a circuit with a single layer of neurons, where W is called a weight matrix, and, thus, is very amenable to parallel implementation. Hence, (1) can be viewed as a useful neural model. So, the stability of related neural networks has been investigated [5] - [11] , and the global asymptotic stability of the neural system (1) with a symmetric connection weight matrix W has been studied in [12] . In this note, by using the property of the gap function and projection technique [1] , [13] , [14] we explore the global asymptotic stability of the neural dynamic system with asymmetric connection weights. In particular, our new results cover the asymptotic stability results of linear systems when = R l .
II. MAIN RESULTS
First, we introduce two Lemmas.
Lemma 1 [1] : Assume that is a closed convex set. Then
Lemma 2 [12] : There exists a unique continuous solution u(t) for (1). Moreover, when u 0 6 2 , the solution trajectory of (1) will globally exponentially approach to . That is ku(t) 0 P(u(t))k ku(t0) 0 P(u(t0))ke 0(t0t )
where k 1 k denotes the l2 norm, and u(t) provided that u0 2 .
In [12] , using the following Lyapunov function
we get the global stability result of the neural system (1) with symmetric connection weights. This result improves the existing one given by Friesz et al. in [15] . Now, based on a new Lyapunov function, we further obtain the following global stability results of the neural system (1) with asymmetric connection weights.
Theorem 1:
Assume that matrix M is positive-definite, but not necessarily symmetric. Then, for any > 0, the neural dynamic system (1) with u 0 2 is globally asymptotically stable.
Proof: Since M is positive-definite, (2) has only one solution, and, thus, dynamic system (1) has a unique equilibrium point u 3 . We Since V (u) ku 0 u 3 k 2 =2, V (u k ) ! +1 as ku k k ! +1 and fu k g . Therefore, we know that dynamic system (1) with u 0 2 is globally asymptotically stable. Therefore, as an immediate corollary of both Theorems 1 and 2, we obtain the following result.
Corollary 1:
Assume that M is positive-definite. Then, for any > 0, the linear dynamic system is globally asymptotically stable and is also globally exponentially stable.
III. ILLUSTRATIVE EXAMPLES
Example 1: Consider the following neural system: dz dt = 0z + T P (z) + q (5) where T is an l 2 l matrix. It is well known that this system belongs to the class of Hopfield-type neural systems. Let z 3 be an equilibrium point. As a corollary of both Theorems 1 and 2, we have the following stability result for (5).
Corollary 2:
Assume that the matrix T is nonsingular and matrix 0T + I is positive definite. Then, the neural system (5) with u0 2 is globally asymptotically stable. Moreover, when (I 0T)z 3 0q = 0, then the neural system (5) 
where L = 1; . . . ; n; I L; c 2 R n , and N 2 R n2n is a positive semidefinite matrix. According to [1] , x 3 is a solution to (6) if and only if x 3 satisfies the following equation:
where = fx 2 R n jx i 0; 8i 2 Ig and P (1) denotes the projection onto the set . So, the dynamic neural system for LCP is dx dt = P ((I 0 N)x 0 c) 0 x:
As an immediate corollary of both Theorems 1 and 2, we have the following stability result for (8) .
Corollary 3:
Assume that matrix N is positive-definite, but not necessarily symmetric. Then, for any > 0, the neural dynamic system (8) with u0 2 is globally asymptotically stable. Moreover, when Nx 3 + c = 0, the dynamic neural system (8) with u0 2 is globally exponentially stable. show that this system is always globally asymptotically stable to the solution u 3 . For example, let n = 320 and the initial point be (00:5; . . . ; 00:5) T 2 R 320 . Fig. 1 shows the transient behavior of this system.
IV. CONCLUSION
In this note, we have studied the global asymptotic stability of a dynamic neural system with asymmetric weights using a new Lyapunov function. The obtained stability result of (1) naturally generalizes the stability result of linear systems, in contrast to the existing results by Forti and Tesi, which cannot cover linear dynamic systems. As asymmetric weight cases are more common than symmetric ones, the obtained results are very useful from both theoretical and applicational points of view.
