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Kurzfassung
Die zuverlässige Signalakquisition, die auch als Grobsynchronisation bezeichnet wird, stellt
eine wichtige Aufgabe in DS-SS-Systemen dar. Das Ziel hierbei ist es, Schätzwerte für die
Übertragungsparameter derart zu bestimmen, dass die der Grobsynchronisation nachfol-
gende Feinsynchronisation initialisiert werden kann, d. h. dass die bestimmten Schätzwer-
te innerhalb des Fangbereiches der Feinsynchronisationsalgorithmen liegen. Insbesondere
ist es für die Bestimmung von Synchronisationszeitpunkt und Frequenzversatz sinnvoll,
eine Grobsynchronisation durchzuführen. Im Interesse einer begrenzten Komplexität so-
wie einer möglichst schnellen Akquisition finden vor allem datengestützte und vorwärts-
verarbeitende Algorithmen Anwendung. Ausgehend vom Maximum-Likelihood-Kriterium
(ML-Kriterium) können geeignete Schätzer für die gemeinsame Bestimmung von Syn-
chronisationszeitpunkt und Frequenzversatz abgeleitet werden. Dabei ist das Maximum
der Likelihood-Funktion innerhalb der Parameterunsicherheitsregion zu bestimmen. Auf-
grund seiner hohen Komplexität ist der ML-Schätzer für die Akquisition wenig geeignet;
vielmehr müssen aufwandsgünstige Algorithmen mit ausreichender Leistungsfähigkeit ge-
funden werden.
In dieser Arbeit werden verschiedene Algorithmen zur Parameterakquisition systemati-
sierend gegenübergestellt. Weiterführend sind Verfahren zur Verbesserung des Akquisi-
tionsverhaltens bezüglich Fehlalarm-Wahrscheinlichkeit und Akquisitionszeit unter Aus-
nutzung mehrfacher Beobachtung Gegenstand der Betrachtungen. Insbesondere optimale
und suboptimale Verfahren mit fester Beobachtungsdauer sowie die sequentielle Auswer-
tung aufeinander folgender Beobachtungen, bei der sich die Beobachtungsdauer nach der
erreichten Entscheidungssicherheit bestimmt, werden analysiert.
Eine weitere Möglichkeit, die Signalakquisition in Bezug auf die Akquisitionszeit effizi-
enter zu gestalten, werden mehrstufige Akquisitionsverfahren diskutiert. Es werden zum
einen die häufig genutzten Mehrfach-Dwell-Algorithmen sowie mehrstufige Algorithmen
mit verteilter Information betrachtet. Bei Letzteren Algorithmen wird jeder Akquisitions-
stufe ein Teil der zur Synchronisation benötigten Information zugeordnet, wodurch sich
die Parameter-Unsicherheit für jede einzelne Stufe verringert. Ziel hierbei ist es, durch Er-
höhung der Entscheidungssicherheit der einzelnen Stufen die mittlere Akquisitionszeit zu
reduzieren. Die Diskussion und die Analyse von mehrstufigen Akquisitionsverfahren bil-
den den Abschluss der Arbeit, wobei besonders auf die 3GPP-FDD Downlink-Akquisition
als ein Beispiel für mehrstufige Verfahren mit verteilter Information eingegangen wird.
Abstract
Robust signal acquisition is an important task in DS-SS receivers. The objective of the ac-
quisition is to coarsely estimate the signal parameters such that the succeeding parameter
tracking algorithms can be initialized. In particular, acquisition is needed to coarsely syn-
chronize the receiver to the timing and frequency of the received signal. For this purpose
mainly data aided and feedforward algorithms are applied. Using the maximum likelihood
(ML) criterion, an estimator for the joint estimation of receive timing and frequency offset
can be derived which determines the maximum of the Likelihood function over the whole
parameter uncertainty region. Due to its high complexity the ML synchronizer is difficult
to implement for practical applications. Hence, complexity reduced algorithms need to
be derived.
This thesis gives a systematic survey of acquisition algorithms and of performance analysis
methods for analyzing such algorithms under mobile radio propagation conditions. The
exploitation of multiple observations is investigated in order to improve the acquisition
performance in terms of false alarm rate and acquisition time. In particular, optimal and
suboptimal combining schemes for a fixed observation interval as well as sequential uti-
lization of successive observations resulting in a variable observation length are analyzed.
Another possibility to make the signal acquisition more efficient in terms of the acquisition
time is to use multi stage acquisition algorithms. One class of those algorithms are the well
known multiple dwell algorithms. A different approach is to design acquisition procedures
in which the information about the unknown parameters is distributed among several
stages such that each stage has to cope with a smaller uncertainty region in comparison
to the overall parameter uncertainty. Analysis of multi stage algorithms followed by an
extensive discussion of the 3GPP FDD downlink acquisition procedure as an example of
a multi stage procedure with distributed information conclude the work.
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UTRA (engl.
”
UMTS terrestrial radio access“ )
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Verzeichnis mathematischer Symbole und
Formelzeichen
dn – n-tes Element einer Datenfolge
f – Frequenz
fA – Abtastrate
fX(x) – Dichtefunktion einer Zufallsvariablen X
fX|·(x|·) – Bedingte Dichtefunktion einer Zufallsvariablen X
fX(x) – Dichtefunktion einer Zufallsvektors X
fX |·(x|·) – Bedingte Dichtefunktion einer Zufallsvariablen X
g(t) – zeitkontinuierliche Impulsantwort des Impulsformers
h(t; τ) – Zeitvariante Kanalimpulsantwort im Basisband
hl(t) – Zeitvarianter Kanalkoeffizient der l-ten Mehrwegekomponente ei-
nes Mehrwegekanals
hl – Kanalkoeffizient der l-ten Mehrwegekomponente eines Mehrwege-
kanals
k – diskrete Zeit
r(t) – zeitkontinuierliches Empfangssignal in Basisbanddarstellung
n(t) – zeitkontinuierliche Realisierung eines komplexen, mittelwertfrei-
en, gaußschen Rauschprozesses
r̃(t) – zeitkontinuierliches gefiltertes Empfangssignal r̃(t) = r(t)∗g∗(−t)
r(k) – mit fA abgetastetes Empfangssignal r(k) = r(t = kTA)
r̃(k) – mit fA abgetastetes Signal r̃(k) = r̃(t = kTA)
s(t) – zeitkontinuierliches Sendesignal in Basisbanddarstellung
sinc(·) – sinc(x) = sin(πx)
πx
x(t) ∗ y(t) – Faltung von x(t) und y(t) definiert durch
x(t) ∗ y(t) =
∫∞
−∞ x(τ)y(t− τ) dτ
B – Systembandbreite
Bcoh – Kohärenzbandbreite des Mobilfunkkanals
Bd – Doppler Spreizung (doppler spread)
DFT – Diskrete Fourier Transformation
X(f) = DFT {x(k)} = ∑∞k=−∞ x(k)e−j2πkf
E {·} – Erwartungswert
EC – Chip-Energie
H1 – Hypothese, dass ein Parameterschätzvektor q̂ der Teilmenge QT
angehört; H1 : q̂ ∈ QT
H0 – Alternativhypothese zu H1; H0 : q̂ 6∈ QT
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I0 – Spektrale Leistungsdichte eines weißen gaußschen Störprozesses
(Rauschen+Interferenz) auf Chip-Ebene
I0,eff – Für alle H0-Entscheidungsvariablen effektiv wirksame spektrale
Leistungsdichte auf Chip-Ebene
Ī0,eff – Für alle H0-Entscheidungsvariablen effektiv wirksame spektra-
le Leistungsdichte nach Entspreizung bzw. Korrelation; es gilt
Ī0,eff = M · I0,eff , wobei M den Spreizgewinn bezeichnet)
Ieff(τ) – Zu Īeff(τ) äquivalente Größe auf Chip-Ebene (fiktiv, definiert
durch Īeff(τ) = M ·Ieff(τ), wobei M den Spreizgewinn bezeichnet)
Īeff(τ) – Effektiv wirksame (zu einem Betrachtungszeitpunkt τ) spektrale
Leistungsdichte eines weißen gaußschen Störprozesses auf Symbol-
Ebene (nach Entspreizung/Korrelation)
In(·) – Modifizierte Besselfunktion erster Art n-ter Ordnung
Jn(·) – Besselfunktion erster Art n-ter Ordnung
IDFT – Inverse Diskrete Fouriertransformation
x(k) = IDFT {X(f)} =
∫ π
k=−π X(f)e
j2πkfdf
L(r) – Log-Likelihood-Verhältnis
N0 – Spektrale Rauschleistungsdichte
NS – Überabtastfaktor
P , P ′ – Anzahl diskreter Elemente der zeitlichen Unsicherheit (Hypothe-
sen für den Synchronisationszeitpunkt) ohne bzw. mit Überabtas-
tung (P ′ = P ·NS)
PD – Detektionswahrscheinlichkeit (engl. ”
detection probability“ )
PMD – Wahrscheinlichkeit Verfehlter Detektion (engl. ”
missed detection
probability“ )
PFA – Fehlalarmwahrscheinlichkeit (engl. ”
false alarm probability“ )
PNFA – Wahrscheinlichkeit der Rückweisung eines Fehlalarms
P+D – Geforderte (Ziel-)Detektionswahrscheinlichkeit
P+FA – Geforderte (Ziel-)Fehlalarmwahrscheinlichkeit
Q – Anzahl der in die Berechnung der Entscheidungsvariablen einbe-
zogenen Beobachtungen bei Ausnutzung mehrfacher Beobachtung
der Unsicherheitsregion
Rxx(τ) – Autokorrelationsfunktion Rxx(τ) = E {x(t) x∗(t+ τ)}
Rxy(τ) – Kreuzkorrelationsfunktion Rxy(τ) = E {x(t) y∗(t+ τ)}
SF – Spreizfaktor
Tcoh – Mittlere Kohärenzzeit des Mobilfunkkanals
Td – Mittlere Impulsverbreiterung des Mobilfunkkanals ((engl. ”
delay
spread“ ))
Td,n – Verweilzeit der n-ten Stufe bei mehrstufigen Akquisitionsverfah-
ren
TC – Chipdauer
TS – Symboldauer
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V – Anzahl diskreter Elemente der Frequenzunsicherheit (Hypothesen
für den Frequenzversatz)
1 – Einsvektor
h – Kanalimpulsantwort-Vektor (zu einem bestimmten Zeitpunkt t in
Verzögerungsrichtung abgetastete Kanalimpulsantwort)
hl – Abtastvektor der l-ten Mehrwegekomponente (Abtastung in Zei-
trichtung)
‖x‖ – (Energie-) Norm eines Vektors x ∈ CN ‖x‖ =
√
∑N−1
n=0 |xn|2
q – Parametervektor
q̂ – Parameter-Schätzvektor
diag [. . .] – Diagonalmatrix mit den Elementen . . . auf der Hauptdiagonalen
AH – Transponiert und konjugiert komplexe Matrix zu A
A−1 – Inverse einer Matrix A
det A – Determinante einer Matrix A
tr {A} – Spur einer Matrix A
F (ν ′), F P (ν
′) – Datenabhängige bzw. -unabhängige Frequenzversatz-Matrix
I – Einheitsmatrix
I(q) – Fishersche Informationsmatrix des Parametervektors q
Q – Parametervektorraum
QT – Unterraum von Q, der die Teilmenge der Parametervektoren q,
die innerhalb des Fangbereiches der Tracking-Algorithmen liegen,
beinhaltet
S(τ ′,d), SP (τ
′) – Datenabhängige bzw. -unabhängige Sendesignalmatrix
Ψ(τ ′,d), ΨP (τ
′) – Orthogonale Projektionsmatritzen bezüglich des von den Spalten-
vektoren von S(τ ′,d) bzw. SP (τ
′) aufgespannten Signalraumes
={·} – Imaginärteil einer komplexen Zahl bzw. eines komplexen Signals
<{·} – Realteil einer komplexen Zahl bzw. eines komplexen Signals
χ2β(σ
2) – Zentrale Chi-Quadrat-Wahrscheinlichkeitsdichte mit β Freiheits-
graden und Varianz σ2
χ2β(λ, σ
2) – Nichtzentrale Chi-Quadrat-Wahrscheinlichkeitsdichte mit β Frei-
heitsgraden, Nichtzentralitätsparameter λ und Varianz σ2
N (µ, σ2) – gaußsche Wahrscheinlichkeitsdichte mit Mittelwert µ und Varianz
σ2
F(·) – Fouriertransformation
X(f) = F (x(t)) =
∫∞
−∞ x(t)e
−j2πftdt
F−1(·) – inverse Fouriertransformation
x(t) = F−1 (X(f)) = 1
2π
∫∞
−∞X(f)e
j2πftdf
δ(t) – Dirac-Delta-Funktion
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η, η′, η′′ – Entscheidungsschwellwerte
γ – Chip-bezogenes SINR nach Glg. (2.32)
γ̄ – zu γ äquivalentes SINR nach Entspreizung/Korrelation
(Glg. (2.33))
γeff – Chip-bezogenes, effektiv wirksames SINR nach Glg. (2.34)
γ̄eff – effektiv wirksames SINR nach Entspreizung/Korrelation
(Glg. (2.35))
λl – l-ter Eigenwert einer Matrix
ν ′ – normierter Frequenzversatz ν ′ = ∆f TC
ν̂ ′ – Schätzwert für ν ′
ν ′dmax – Normierte Dopplerspreizung ν
′
dmax
= fdmax TC
τ ′ – normierte Verzögerung τ ′ = τ/TC
τ̂ ′ – Schätzwert für τ ′
τl – Verzögerung der l-ten Mehrwegekomponente eines Mehrwegeka-
nals
τ ′l – Normierte Verzögerung der l-ten Mehrwegekomponente eines
Mehrwegekanals
∆f – Frequenzversatz in [Hz]
Γ(·) – Gamma-Funktion
Λ(r) – Likelihood-Verhältnis (engl.
”
likelihood ratio“ - LR)
x(t) t∗τ y(τ) – Faltung bezüglich der Variablen t und τ
b·c – Rundung des Arguments auf die nächstkleinere ganze Zahl
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1 Einleitung
Nachdem zellulare Mobilfunksysteme der ersten und zweiten Generation vorrangig der
mobilen Sprachkommunikation vorbehalten waren, ist die Entwicklung moderner Mobil-
funksysteme vor allem durch Anforderungen an eine hochratige Datenübertragung mit va-
riabler Übertragungsrate zur Realisierung einer Vielzahl von Kommunikationsdiensten ge-
prägt. Die von verschiedensten internationalen Standardisierungsorganisationen bei der in-
ternationalen Telekommunikationsbehörde ITU (International Telecommunication Union)
im Rahmen der IMT–2000 (engl.
”
International Mobile Telecommunications 2000“ ) In-
itiative zur Entwicklung eines globalen Standards für Mobilfunksysteme der dritten Gene-
ration eingereichten Vorschläge basierten in der Mehrzahl auf der DS-Bandspreiztechnik
(engl.
”
direct sequence spread spectrum“ - DS-SS) mit codegeteiltem Vielfachzugriff (engl.
”
code division multiple access“ - CDMA), so u. a. auch der von der europäischen Standar-
disierungsbehörde ETSI (European Telecommunications Standards Institute) erarbeite-
te Vorschlag für ein
”
Universal Mobile Telecommunication System“ (UMTS). Schließlich
begann 1999 die Harmonisierung der asiatisch-europäischen Standardisierungsaktivitä-
ten innerhalb des
”
Third Generation Partnership Project“ (3GPP). Derzeitig umfasst
der 3GPP-Standard eine FDD-Komponente (engl.
”
frequency division duplex“ ), die auch
als WCDMA (engl.
”
wideband CDMA“ ) bezeichnet wird, eine TDD-Komponente, auch
als TD-CDMA (engl.
”
time division CDMA“ ) bezeichnet, sowie einen schmalbandigeren
Übertragungsmodus TD-SCDMA (engl.
”
time division synchronous CDMA“ ).
Die Idee der Spreizspektrum-Kommunikation ist bereits einige Jahrzehnte alt. Standen
zu Beginn der Entwicklung Forderungen nach störungs- und abhörsicherer Kommunikati-
on insbesondere für den militärischen Anwendungsbereich im Vordergrund, so gewannen
zunehmend auch die Vorteile einer robusten Übertragung in frequenzselektiven Kanälen,
einfach zu realisierender variabler Datenübertragungsrate und nicht zuletzt des CDMA-
Vielfachzugriffs an Bedeutung, so dass sich die Bandspreiztechnik im Zusammenhang mit
der wachsenden Verfügbarkeit entsprechend leistungsfähiger Hardware zu einer führen-
den Technologie für die Satelliten- und Mobilkommunikation entwickelte. Grundlegender
Bestandteil eines Spreizspektrum-Systems sind Pseudo-Zufallssequenzen (engl.
”
pseudo
noise“ - PN). Die Synchronisation des lokalen Code-Generators zum Empfangssignal stellt
eine wichtige Aufgabe eines Spreizspektrum-Empfängers dar, wobei zwischen einer (gro-
ben) Anfangssynchronisation, der Akquisition, und der Nachführung der Synchronisation
(engl.
”
tracking“ ) unterschieden werden kann. Die vorliegende Arbeit beschäftigt sich
ausschließlich mit der Parameter-Akquisition für DS-SS-Systeme, deren Aufgabe darin
besteht, Schätzwerte für die Synchronisationsparameter derart zu bestimmen, dass die
Trackingalgorithmen initialisiert werden können und die Demodulation beginnen kann.
Obwohl der Timing-Schätzer nach der Maximum-Likelihood-Methode (ML-Schätzer) re-
lativ leicht formuliert werden kann, ist er aufgrund seiner hohen Komplexität, die aus der
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Berücksichtigung aller möglichen Synchronisationszeitpunkte resultiert, praktisch nicht
realisierbar. Ein erster Schritt zur, wenngleich auch suboptimalen, Realisierung des ML-
Schätzers mit endlichem Aufwand ist die Diskretisierung der zeitlichen Unsicherheit,
wodurch die Menge der hypothetischen Synchronisationszeitpunkte endlich beschränkt
wird 1. Für nicht zu große Periodendauern der PN-Sequenz wird damit eine parallele
Berechnung der Likelihood-Funktion (oder einer davon abgeleiteten Näherung) für die
diskreten Synchronisationszeitpunkte und damit die näherungsweise Bestimmung des ML-
Schätzwertes möglich [55, 78, 77, 5, 72, 73]. Häufiger angewandt wird der serielle Test, bei
dem unmittelbar, nachdem die Likelihood-Funktion (bzw. einer Näherung) für einen hy-
pothetischen Synchronisationszeitpunkt berechnet wurde, entschieden wird, ob korrekte
Synchronisation vorliegt, oder der Test fortgesetzt wird [25, 24, 67, 66, 9, 32, 38].
Das Anliegen dieser Arbeit ist es, verschiedene Algorithmen und Verfahren der DS-SS-
Parameterakquisition zu systematisieren, wobei ausgehend von der gemeinsamen Schät-
zung für Synchronisationszeitpunkt und Frequenzversatz geeignete Realisierungen und
Verfahren hergeleitet bzw. motiviert werden sollen. Ein besonderer Schwerpunkt soll dabei
auf der Analyse der Leistungsfähigkeit der verschiedenen Algorithmen liegen. Um einen
praktischen Bezug herzustellen, basieren die zur Verdeutlichung von Zusammenhängen
gewählten Beispiele auf den Parametern der 3GPP-FDD Akquisition im Downlink (DL).
Diese Arbeit gliedert sich wie folgt: Gegenstand von Kapitel 2 sind zunächst die Grundla-
gen der DS-SS-CDMA Übertragung sowie ihre mathematische Modellierung. Davon aus-
gehend wird die Problemstellung der Synchronisation und speziell der Akquisition abge-
leitet.
Kapitel 3 widmet sich der Herleitung des optimalen Schätzers, wobei die Schätzung von
Synchronisationszeitpunkt und Frequenzversatz gemeinsam erfolgen soll. Vom resultieren-
den gemeinsamen ML-Schätzer für Synchronisationszeitpunkt und Frequenzversatz kön-
nen nun suboptimale Realisierungen abgeleitet werden, die letztendlich erst eine effizien-
te Implementierung ermöglichen. Betrachtungen zur analytischen Charakterisierung des
Verhaltens bezüglich Detektions- und Fehlalarmwahrscheinlichkeit wichtiger Vertreter der
hergeleiteten Schätzer sowie die Diskussion von Ergebnissen für ausgewählte Szenarien in
Anlehnung an die 3GPP-FDD-DL-Akquisition bilden den Abschluss des Kapitels.
Geht man von einer diskretisierten Unsicherheitsregion aus, d. h. es existiert eine endliche
Menge von Parameter-Hypothesen, so kann die Akquisition auch als Detektionsproblem
angesehen werden. Die Anwendung der Methoden der Detektionstheorie in Kapitel 4 führt
auf prinzipiell ähnliche Strukturen im Vergleich zu einigen bereits in Kapitel 3 gefundenen;
es ergeben sich jedoch wichtige Erweiterungen, die in Abhängigkeit von der Zuverlässigkeit
eines detektierten Schätzwertes eine zusätzliche Entscheidung über dessen Akzeptanz oder
Rückweisung ermöglichen und damit zu einer Verringerung der Fehlalarmwahrscheinlich-
keit führen. Es wird gezeigt, dass sich dies auch positiv auf die mittlere Akquisitionszeit,
die neben der Fehlalarmwahrscheinlichkeit ein weiteres wichtiges Kriterium zur Bewer-
tung der Leistungsfähigkeit der Akquisition in DS-SS-Systemen darstellt, auswirken kann.
1Der auf Grundlage der diskretisierten Unsicherheit gewonnene Anfangsschätzwert ist zwar suboptimal;
im Zusammenhang mit dem nachfolgenden Tracking kann jedoch ein im Sinne des ML-Kriteriums
optimaler Schätzwert bestimmt werden.
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Stehen mehrfache Beobachtungen der Unsicherheitsregion für eine Detektion zur Verfü-
gung, können diese insbesondere bei geringem Signalstörabstand ausgenutzt werden, um
eine Verbesserung des Detektionsverhaltens zu erreichen. Die optimale Ausnutzung kann
durch eine Korrelator–Wiener-Filter-Struktur realisiert werden. Aufgrund der Unkenntnis
der statistischen Eigenschaften des Kanals zum Zeitpunkt der Akquisition ist die optima-
le Struktur nicht berechenbar bzw. es ist eine Schätzung der Parameter erforderlich. Das
nichtkohärente Mittelungsverfahren stellt eine für die Akquisition geeignetere, suboptima-
le Realisierungsvariante dar, die ohne Kenntnis statistischer Kanalparameter auskommt.
Grundlegende Akquisitionsverfahren, wie die bereits erwähnte serielle Suche, das
MAX/TC-Kriterium [7] als ein hybrides Verfahren, welches sich zwischen serieller Suche
und ML-Detektion bewegt und beide als Grenzfall beinhaltet, sowie die Grundprinzipien
der sequentiellen Detektion sind Gegenstand von Kapitel 5.
Kapitel 6 beschäftigt sich mit mehrstufigen Akquisitionsverfahren, die dazu beitragen
können die Leistungsfähigkeit bezüglich der Akquisitionszeit weiter zu verbessern. Dabei
werden die Multiple-Dwell-Verfahren [9] und Verfahren mit verteilter Information un-
terschieden, wobei der Schwerpunkt der Analysen auf letztgenannteren Verfahren liegt.
Zur Beurteilung der Wirksamkeit der Analysemethoden werden diese beispielhaft auf die
Akquisitionsprozedur des 3GPP-FDD-DL angewendet und mit den Ergebnissen entspre-
chender Simulationen verglichen.
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Wesentliche Voraussetzung für die Herleitung und Analyse von Akquisitionsalgorithmen
ist eine exakte Beschreibung des Übertragungssystems. Dem Übertragungskanal kommt
hierbei eine besondere Bedeutung zu. Seine Eigenschaften bestimmen maßgeblich Sender-
und Empfängerstruktur. In diesem Kapitel soll ausgehend von den typischen Eigenschaf-
ten des Mobilfunkkanals das Prinzip der DS-Bandspreiztechnik sowie deren Anwendung in
zellularen CDMA-Systemen vorgestellt und in mathematischer Form beschrieben werden.
Ferner soll auch die Natur der Interferenzen, die durch den Kanal sowie den gleichzeitigen
Zugriff mehrerer Nutzer bzw. Datenkanäle auf die gleichen Kanalresourcen entsteht, be-
trachtet werden, um die daraus resultierenden Störungen für die Akquisitionsalgorithmen
für verschiedene Szenarien zu charakterisieren. Abschließend wird das im 3GPP-Forum für
UMTS/WCDMA spezifizierte Verfahren zur Zell-Akquisition vorgestellt, da den in dieser
Arbeit vorgestellten Betrachtungen und Analysen die Grundparameter des vom 3GPP
Forum vorgeschlagenen FDD-Standards zugrunde gelegt werden sollen.
2.1 Der Mobilfunkkanal
Übertragungskanäle der Nachrichtentechnik bewirken im Allgemeinen Verzerrungen, die
linear oder nichtlinear sein können, ferner wird zeitvariantes und zeitinvariantes Übertra-
gungsverhalten unterschieden.
Der Mobilfunkkanal lässt sich als lineares, zeitvariantes System modellieren [70, 36]. Die
Übertragungscharakteristik des Mobilfunkkanals wird, bedingt durch Reflexions- und Beu-
gungseffekte, maßgeblich von dem Phänomen der Mehrwegeausbreitung bestimmt. Die
einzelnen Echos gelangen in der Regel erst nach vielfacher Streuung und Reflexion in
unmittelbarer Umgebung des Empfängers zur Empfangsantenne. Unter Berücksichtigung
einer endlichen Systembandbreite des Empfängers, kann die Kanalimpulsantwort im Ba-
sisband als eine Überlagerung einer zeitvarianten Anzahl von signifikanten Mehrwegeantei-
len L(t) dargestellt werden, die jeweils durch einen komplexen Ausbreitungskoeffizienten
hl(t) und eine Signallaufzeit τl(t) charakterisiert sind, wobei jede Mehrwegekomponente
die Überlagerung vieler gestreuter Komponenten repräsentiert, deren Laufzeitunterschiede
nicht auflösbar sind
h(t; τ) =
L(t)−1
∑
l=0
hl(t) δ(τ − τl(t)) . (2.1)
Die zeitliche Variation des Mobilfunkkanals verursacht Schwunderscheinungen (engl.
”
Fa-
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ding“ ) der Signalamplitude. Man unterscheidet hierbei zwischen langsamem Schwund
(engl.
”
slow fading“ ) und schnellem Schwund (engl.
”
fast fading“ ), die die Langzeit- bzw.
Kurzzeiteigenschaften des Kanals charakterisieren.
• Als slow Fading bezeichnet man langsame Veränderungen des Kanals, wie z. B.
verursacht durch Abschattung von Pfaden, das Entstehen neuer Pfade oder die
Veränderung der Verzögerungszeiten der Mehrwegekomponenten.
• fast Fading entsteht durch Veränderung der Phasenbeziehungen der gestreuten
Teilkomponenten jeder Mehrwegekomponente infolge von Bewegung, wodurch eine
mehr oder weniger konstruktive bzw. destruktive Überlagerung verursacht wird.
Die Auswirkungen des langsamen Fadings sind vor allem für den Entwurf von Protokollen
als auch für die Funknetzplanung von großer Bedeutung. Beim Entwurf grundlegender
Algorithmen auf der physikalischen Ebene spielen sie jedoch eine untergeordnete Rolle.
Vielmehr kann angenommen werden, dass die Kanalkonstellation, in einem gewissen Zeit-
raum 1 konstant ist, d. h. die Anzahl der relevanten Mehrwegekomponenten L als auch de-
ren Verzögerungen τl und mittlere Leistungen können als zeitinvariant angesehen werden;
der Kanal ist stationär im Beobachtungszeitraum. Das bedeutet, dass die stochastischen
Momente erster und zweiter Ordnung unabhängig von der Zeit sind; man spricht von Sta-
tionarität im weiteren Sinne [90, 54] (engl.
”
wide sense stationary“ ). Sind die einzelnen
Mehrwegekomponenten zusätzlich unkorreliert, so gelangt man zur Klasse der WSSUS
Kanäle 2 (engl.
”
wide sense stationary uncorrelated scattering“ ). Die Impulsantwort eines
solchen Kanals mit L diskreten Mehrwegekomponenten lässt sich als Summe gewichteter
und zeitverzögerter Dirac-Impulse darstellen
h(t; τ) =
L−1∑
l=0
hl(t) δ(t− τl) . (2.2)
Eine deterministische Modellierung der zeitveränderlichen Kanalkoeffizienten ist nur in
speziellen Fällen möglich; vielmehr ist es sinnvoll, auf statistische Beschreibungsmethoden
zurückzugreifen, um den Kanal zu charakterisieren.
Der Beschreibung der Fading-Prozesse der einzelnen Mehrwegekomponenten kommt
hierbei eine fundamentale Bedeutung zu. Geht man davon aus, dass jede Mehrwegekom-
ponente hl(t) durch Superposition einer genügend großen Anzahl von Streukomponenten
entsteht, die gleichmäßig aus allen Richtungen einfallen, so stellt hl(t) die Realisierung
eines komplexwertigen gaußschen Zufallsprozesses dar. Der Betrag dieses Zufallsprozesses
1Im Mobilfunk werden die zur Demodulation benötigten Schätzwerte der Übertragungsparameter aus
den empfangenen Symbolen abgeleitet. Demzufolge ist es eine notwendige Voraussetzung, dass die
Symbolrate ein Vielfaches der Fadingrate des Kanals betragen muss, um die Variationen des fast
Fadings nachzuführen. Da das slow Fading um Größenordnungen langsamer ist, kann dessen Berück-
sichtigung auf der Ebene der physikalischen Übertragung oftmals vernachlässigt werden.
2Unkorreliertheit der Mehrwegekomponenten entspricht Stationarität in der Frequenz, weswegen diese
Forderung eine Erweiterung des Stationaritätsbegriffs darstellt.
6
2.1 Der Mobilfunkkanal
ist eine Zufallsvariable mit Rayleigh-Verteilung; dieser Schwundprozess wird als Rayleigh-
Fading bezeichnet. Für das Leistungsdichtespektrum ergibt sich mit der mittleren Leistung
des Prozesses
ρl = E
{
|hl(t)|2
}
(2.3)
das bekannte Jakes-Spektrum [30, 36]
Sl(fd) =



ρl
πfdmax
1
s
1−
„
fd
fdmax
«2
, |fd| ≤ fdmax
0, sonst .
(2.4)
Inphase- und Quadraturkomponente des Rayleigh-Prozesses sind unkorreliert. Der
Rayleigh-Fading-Prozess von Inphase- und Quadraturkomponente für jede Mehrwegekom-
ponente besitzt die Autokorrelationsfunktion [45, 65]
Rl(∆t) = ρl · J0(2πfdmax∆t) , (2.5)
wobei J0(·) die Besselfunktion erster Art 0-ter Ordnung und fdmax die maximale Dopp-
lerverschiebung bezeichnen. Die maximale Dopplerverschiebung ist durch das Verhältnis
von Relativgeschwindigkeit und Wellenlänge gegeben
fdmax =
v
λ
. (2.6)
Andere gebräuchliche Modelle zur Charakterisierung der Amplitudenverteilung bei schnel-
lem Schwund stellen die Rice-Verteilung und die Nakagami-Verteilung dar. Beide beinhal-
ten als Grenzfall die Rayleigh-Verteilung. Für weitere Ausführungen sei auf die Literatur
verwiesen, z. B. [70].
Die allgemeine Charakterisierung der stochastischen Momente zweiter Ordnung des
WSSUS-Kanals erfolgt mit Hilfe von Korrelationsfunktionen, die sowohl im Zeit- als auch
Frequenzbereich definiert werden können [70]:
• Zeit-Verzögerungs-Korrelationsfunktion
R(∆t; τ) = E {h(t + ∆t; τ)h∗(t; τ)} =∑L−1l=0 Rl(∆t)δ(τ − τl)
Diese Funktion gibt die zeitliche Korrelation des Kanalprofiles an. Für ∆t =
0 stellt die resultierende Autokorrelationsfunktion R(τ) das Verzögerungs–
Leistungsdichtespektrum (engl.
”
power delay profile“ ) dar, aus dem sich die mittlere
Impulsverbreiterung (engl.
”
delay spread“ ) Td als Maß für die, durch die Mehrwe-
geausbreitung verursachte, Kanaldispersion ableiten lässt.
• Zeit-Frequenz-Korrelationsfunktion
R(∆t; ∆f) = E {H(t+ ∆t; f + ∆f)H∗(f ; t)}
beschreibt die Korrelationseigenschaften des Kanals bezüglich Zeit- und Frequenz-
verschiebung. Für ∆t = 0 erhält man die Autokorrelationsfunktion bezüglich einer
Frequenzverschiebung, aus der die Kohärenzbandbreite Bcoh des Kanals bestimmt
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werden kann. Näherungsweise lässt sich eine Beziehung zur mittleren Impulsverbrei-
terung angeben:
Bcoh ≈
1
Td
.
Abhängig von der Bandbreite des zu übertragenden Signals kann der Kanal fre-
quenzselektiv (dispersiv) oder nichtfrequenzselektiv sein. Von einem frequenzselek-
tiven Kanal spricht man, wenn die Kohärenzbandbreite des Kanals klein in Bezug
auf die Signalbandbreite ist Bcoh  BS.
Setzt man ∆f = 0 kann in ähnlicher Art und Weise die Kohärenzzeit Tcoh des Kanals
definiert werden. Die Kohärenzzeit ist ein Maß für die mittlere zeitliche Konstanz
des Kanals.
• Doppler-Frequenz-Leistungsdichtespektrum
S(fd; ∆f) = F∆t {R(∆t; ∆f)}
Die Bandbreite des Doppler–Leistungsdichtespektrums S(fd; ∆f = 0) wird als
Dopplerspreizung (engl.
”
doppler spread“ ) Bd definiert. Es gilt näherungsweise fol-
gender Zusammenhang zur Kohärenzzeit:
Tcoh ≈
1
Bd
.
• Doppler-Verzögerungs-Leistungsdichtespektrum (scattering function)
S(fd, τ) = F∆t {R(∆t; τ)} =
∑L−1
l=0 Sl(fd)δ(τ − τl)
Diese Funktion gibt die mittlere Leistung als Funktion der Verzögerung τ und Dopp-
lerfrequenz fd an.
Zur Kanalmodellierung werden in Simulationen häufig standardisierte Kanalprofile für
verschiedene Szenarien verwendet, um eine gewisse Vergleichbarkeit und Reproduzierbar-
keit der Algorithmen zu gewährleisten. Die Parameter der in den ITU-Richtlinien zur
Entwicklung von Mobilfunksystemen der dritten Generation [71] spezifizierten Kanäle,
basierend auf einer Kanalmodellierung nach Glg. (2.2), sind in Tab. 2.1 zusammengefasst.
Indoor (Flat-Spektrum) Pedestrian (Jakes-Spektrum) Vehicular (Jakes-Spektrum)
A B A B A B
τl ρl τl rhol τl ρl τl ρl τl ρl τl ρl
[ns] [dB] [ns] [dB] [ns] [dB] [ns] [dB] [ns] [dB] [ns] [dB]
0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 -2.5
50 -3.0 100 -3.6 110 -9.7 200 -0.9 310 -1.0 300 0.0
110 -10.0 200 -7.2 190 -19.2 800 -4.9 710 -9.0 8900 -12.8
170 -18.0 300 -10.8 410 -22.8 1200 -8.0 1090 -10.0 12900 -10.0
290 -26.0 500 -18.0 2300 -7.8 1730 -15.0 17100 -25.2
310 -32.0 700 -25.2 3700 -23.9 2510 -20.0 20000 -16.0
Tab. 2.1: Parameter der von der ITU zur Entwicklung von Mobilfunksystemen der
dritten Generation vorgeschlagenen Tapped-Delay-Line-Kanalmodelle [71].
8
2.2 DS-Bandspreiztechnik
2.2 DS-Bandspreiztechnik
Spreizspektrum-Systeme sind durch eine Übertragungsbandbreite gekennzeichnet, die we-
sentlich größer als die Bandbreite der zu übertragenden Information ist. Die Demodula-
tion eines solchen Spreizspektrum-Signals erfolgt, zumindest teilweise, durch Korrelati-
on des Empfangssignals mit einer Kopie des im Sender zur Spreizung verwendeten so-
genannten Spreizsignals. Eine typische Eigenschaft von Spreizspektrum-Verfahren, die
besonders bei der Mobilfunkübertragung über frequenzselektive Kanäle von Interesse
ist, ist Frequenzdiversität. Frequenzdiversität entsteht, wenn mehrere Kopien ein und
desselben Signals über statistisch unabhängige Kanäle zum Empfänger gelangen, wobei
der Frequenzabstand größer als die Kohärenzbandbreite des Kanals sein muss. Systeme,
bei denen die Frequenzdiversität explizit angewandt wird sind zum Beispiel das schnel-
le Frequenzsprungverfahren (engl.
”
fast frequency hopping spread spectrum“ - FH-SS)
oder das Multiträger-Spreizspektrum-Verfahren (engl.
”
multi carrier spread spectrum“ -
MC-SS). Beim Frequenzsprungverfahren wird die Trägerfrequenz des Signals sprunghaft,
aber deterministisch in diskreten Schritten variiert [70]. Das Multiträger-Spreizspektrum-
Verfahren hingegen realisiert die Spreizung durch parallele Übertragung der Information
auf mehreren Unterträgern [15, 4]. Das Direct-Sequence-Spreizspektrum-Verfahren besitzt
inhärent Frequenzdiversität. Neben dem robusten Übertragungsverhalten bei frequenzse-
lektiven Kanälen sind Spreizspektrum-Signale resistent gegenüber schmalbandigen Stö-
rern. Durch geeignete Wahl der Spreizsequenz kann ferner eine für bestimmte Anwendun-
gen gewünschte Abhörsicherheit erzielt werden. Obwohl viele Parallelitäten zwischen den
verschiedenen Spreizspektrum-Systemen bestehen, soll in dieser Arbeit ausschließlich das
Direct-Sequence-Verfahren Gegenstand der Betrachtungen sein.
Zur Herleitung eines Signalmodells soll im Folgenden die äquivalente Tiefpasssdarstel-
lung von Bandpasssignalen genutzt werden. Es gilt
sBP (t) =
√
2 · <
{
s(t)e j2πf0t
}
, (2.7)
wobei sBP (t) das zu sendende Spreizspektrum-Signal und s(t) die komplexe Einhüllende
des Bandpasssignals bezüglich der Trägerfrequenz f0 bezeichnen.
Die Frequenzspreizung beim Direct-Sequence-Verfahren erfolgt durch Multiplikation des
Informationssignals mit einem breitbandigen Spreizsignal
s(t) = d(t) · c(t) , (2.8)
wobei d(t) das modulierte komplexe Datensignal und c(t) das komplexe Spreizsignal be-
zeichnen. Bei Direct-Sequence-Spreizung wird das Spreizsignal c(t) aus einer zeitdiskreten
Folge komplexwertiger Symbole cn abgeleitet. Führt man weiterhin eine Bandbegrenzung
durch einen Sende-Impulsformungsfilter g(t) ein, so kann für Glg. (2.8) geschrieben werden
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s(t) =
√
EC
n=+∞∑
n=−∞
d⌊
n
SF
⌋cn δ(t− nTC) ∗ g(t)
=
√
EC
n=+∞∑
n=−∞
d⌊
n
SF
⌋cn g(t− nTC) ,
(2.9)
d. h. die Datensymbole werden zunächst vervielfacht und anschließend mit der Spreizse-
quenz cn multipliziert, so dass nun jedes Datensymbol durch eine sogenannte Chipfol-
ge mit Chip-Energie EC repräsentiert wird. Die Anzahl der Chips pro Datensymbol ist
ein Maß für die Spreizung des Signals und wird als Spreizfaktor SF 3 bezeichnet (engl.
”
spreading factor“ ). Das Produkt wird anschließend impulsmoduliert und durch das Sen-
defilter g(t) geführt, welches die Bandbreite des Spreizsignales begrenzt. Häufig benutzte
Sendefilter sind Wurzel-Kosinus-roll-off-Filter (engl.
”
root raised cosine filter“ ), die zu-
sammen mit einem angepassten Empfangsfilter ein sogenanntes Nyquist-Filter 4 bilden,
welches im speziellen Fall von Wurzel-Kosinus-roll-off Sendefilter die Charakteristik eines
Kosinus-roll-off-Filters besitzt. Der Frequenzgang eines Wurzel-Kosinus-roll-off-Filters mit
Roll-Off-Faktor r ist definiert durch:
G(f) =
√
TC



1, |fTC | ≤ 12(1 − r)
cos
(
π
2r
(
fTC − 12(1 − r)
))
, 1
2
(1 − r) < fTC ≤ 12(1 + r)
0, |fTC | > 12(1 + r) .
(2.10)
Die spektrale Leistungsdichte des DS-Spreizspektrum-Signals s(t) lässt sich durch
Fourier-Transformation der Autokorrelationsfunktion Rss(τ) bestimmen
Sss(f) = F {Rss(τ)} , (2.11)
wobei Rss(τ) bestimmt wird durch:
Rss(τ) = EC · E
{ ∞∑
n=−∞
∞∑
n′=−∞
d⌊
n
SF
⌋cn g(t− nTC) d∗⌊ n′
SF
⌋c∗n′ g
∗(t− n′TC + τ)
}
. (2.12)
Durch Substitution von ∆ = n− n′ erhält man
3Häufig werden in der Literatur die Begriffe Spreizfaktor und Prozeßgewinn synonym verwendet. Der
Prozeßgewinn PG ist dabei als Maß für die Verbesserung des Signalrauschverhältnisses bei der emp-
fängerseitigen Entspreizung definiert.
4Als Nyquist-Filter werden Filter bezeichnet, deren Impulsantwort äquidistante Nullstellen mit einem
der Symbol- bzw. Chipdauer entsprechenden Abstand besitzen; g(t = kTC) = 0, ∀ k, k 6= 0. Die
Motivation von äquivalentem Sende- und Empfangsfilter leitet sich aus der Matched-Filter-Bedingung
für nicht dispersive Kanäle und AWGN-Störung ab, die besagt, dass optimalerweise gR(t) = g
∗
T (−t)
erfüllt sein muss, d. h. das Empfangsfilter gR(t) muss die konjugiert komplexe und zeitlich invertierte
Entsprechung des Sendefilters sein. Im Falle von reellem, zeitlich symmetrischem g(t) vereinfacht sich
die Forderung zu gR(t) = gT (t) = g(t).
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Rss(τ) = EC
∞∑
∆=−∞
∞∑
n′=−∞
E
{
d⌊∆+n′
SF
⌋c∆+n′ d
∗⌊
n′
SF
⌋c∗n′g (t− (∆ + n′)TC) g∗(t− n′TC + τ)
}
= EC
∞∑
∆=−∞
Rdd
(⌊ ∆
SF
⌋)
Rcc(∆)
∞∑
n′=−∞
g (t− (∆ + n′)TC) g∗(t− n′TC + τ) ,
(2.13)
woraus sich eine mittlere Autokorrelationsfunktion durch Integration über eine Chip-
Periode bestimmen lässt [36]
Rss(τ) = EC
∞∑
∆=−∞
Rdd
(⌊ ∆
SF
⌋)
Rcc(∆)
·
∞∑
n′=−∞
1
TC
∫ TC
2
−TC
2
g (t− (∆ + n′)TC) g∗(t− n′TC + τ)dt
=
EC
TC
∞∑
∆=−∞
Rdd
(⌊ ∆
SF
⌋)
Rcc(∆)Rgg(∆ · TC + τ) ,
(2.14)
Für die mittlere spektrale Leistungsdichte folgt durch Anwendung der Fourier-
Transformation
Sss(f) =
EC
TC
∞∑
∆=−∞
Rdd
(⌊ ∆
SF
⌋)
Rcc(∆) e
j2πf ∆·TCSgg(f)
=
EC
TC
(SF · Sdd(f · SF ) ∗ Scc(f))Sgg(f) .
(2.15)
Aus Glg. (2.15) ist ersichtlich, dass das Spektrum eines DS-SS-Signals sowohl von der Fre-
quenzcharakteristik des Sendeimpulsformers als auch von den spektralen Eigenschaften
der zu sendenden Chip-Sequenz abhängt. Es ist anzumerken, dass der Einfluss des Daten-
spektrums aufgrund des typischerweise hohen Spreizfaktors wesentlich geringer ist als der
des Spektrums der Spreizsequenz. Um ein möglichst konstantes Leistungsdichtespektrums
innerhalb des durch den Impulsformer festgelegten Frequenzbereichs zu erhalten, muss
deshalb die Spreizsequenz ein konstantes Leistungsdichtespektrum besitzen. Diese Forde-
rung ist identisch mit der Forderung nach idealem Autokorrelationsverhalten der Sequenz
5. Deterministische Code-Sequenzen mit guten Autokorrelationseigenschaften sind soge-
nannte PN-Sequenzen (engl.
”
pseudo noise“ ). Typische Vertreter für PN-Sequenzen sind
5Im Allgemeinen bezieht man sich bei der Charakterisierung des Autokorrelationsverhaltens eine Se-
quenz auf die periodischen Korrelationseigenschaften, d. h. man betrachtet die Korrelation über eine
Periode der periodisch wiederholten Sequenz. Oftmals sind jedoch auch die partiellen Korrelationsei-
genschaften und damit das Kurzzeit-Spektrum der Sequenz von Bedeutung. Zum Beispiel sollte die
Forderung nach einem konstanten Leistungsdichtespektrum für eine Zeitdauer, die kleiner ist als die
Kohärenzzeit des Kanals bzw. die in der Größenordnung einer Symboldauer liegt, erfüllt sein.
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h(t; τ)
δ(t − TC)
g(t)
s(t)
di r(t)
√
EC cn e
j2π∆ft n(t)
Abb. 2.1: Komplexes Basisbandmodell der DS-SS-Signalübertragung.
m-Sequenzen (engl.
”
maximal length sequences“ ), sowie daraus abgeleitete Folgen bzw.
Familien von Folgen, wie z. B. die Familien der Gold- und Kasami-Sequenzen [10, 11].
Das zeitkontinuierliche Empfangssignal lässt sich als Faltung des Sendesignals mit dem
zeitvarianten Kanal h(t; τ) und einer additiv überlagerten Rauschstörung n(t) darstel-
len. Ein möglicherweise auftretender Frequenzversatz zwischen der Mittenfrequenz des
Empfangssignals und lokaler Oszillatorfrequenz im Empfänger, verursacht durch eine Fre-
quenzablage des Empfänger-Oszillators bzw. durch Doppler-Verschiebung, wird im Basis-
bandmodell durch Multiplikation mit dem Phasor e j2π∆ft berücksichtigt
r(t) = e j2π∆ft s(t) t∗τ h(t; τ) + n(t)
r(t) =
√
EC e
j2π∆ft
[
n=+∞∑
n=−∞
d⌊
n
SF
⌋cn g(t− nTC)
]
t∗τ h(t; τ) + n(t) . (2.16)
In Glg. (2.16) verdeutlicht die Notation des Faltungsoperators t∗τ , dass die Faltung bezüg-
lich Zeit und Verzögerung durchzuführen ist, wobei streng genommen Zeitinvarianz von
h(t; τ), zumindest für einen zeitlich begrenzten Betrachtungszeitraum, vorauszusetzen ist.
Das Störsignal n(t) sei ein komplexer, mittelwertfreier, weißer gaußscher Rauschprozess
mit spektraler Leistungsdichte N0. Das Prinzip einer DS-SS Übertragungsstrecke ist in
Abb. 2.1 dargestellt. Mit der Modell-Annahme eines WSSUS-Kanals aus Glg. (2.2) folgt
r(t) =
√
EC e
j2π∆ft
L−1∑
l=0
hl(t)
n=+∞∑
n=−∞
d⌊
n
SF
⌋cn g(t− nTC − τl) + n(t) . (2.17)
2.3 Zellulare DS-SS basierte CDMA Systeme
Zellulare Funknetze bestehen aus räumlich getrennten Funkzellen und ermöglichen ei-
ne weiträumige Funkversorgung einer großen Anzahl mobiler Nutzer. In Anbetracht der
nur begrenzt zur Verfügung stehenden Ressource
”
Frequenz“ spielt die spektrale Effizi-
enz bei der Auswahl der Übertragungs- und Vielfachzugriffsverfahren eine große Rolle.
Als Vielfachzugriffsverfahren bezeichnet man die Kanal-Mehrfachausnutzung durch meh-
rere Nutzer. Die Trennung der einzelnen Teilnehmer kann durch klassische Verfahren wie
z. B. Frequenz- (engl.
”
frequency division multiple access“ - FDMA) und Zeitmultiplex
(engl.
”
time division multiple access“ - TDMA) realisiert werden. Bei Codemultiplex-
Übertragung (engl.
”
code division multiple access“ - CDMA) erfolgt die Nutzerseparation
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δ(t − TC)
g(t) h(2)(t; τ)
s(2)(t)
√
E
(2)
C c
(2)
n
d
(2)
i
δ(t − TC)
g(t) h(1)(t; τ)
s(1)(t)
√
E
(1)
C c
(1)
n
d
(1)
i
δ(t − TC)
g(t) h(K)(t; τ)
s(K)(t)
√
E
(K)
C c
(K)
n
d
(K)
i
ej2π∆f
(1)t
ej2π∆f
(2)t
ej2π∆f
(K)t
n(t)
r(t)
Abb. 2.2: Komplexes Basisbandmodell eines DS-SS-CDMA Systems mit K Nutzern.
durch individuell zugewiesene Codes, wobei diese in DS-SS-Systemen den Spreizcodes ent-
sprechen. Häufig nutzt man auch Kombinationen der verschiedenen Zugriffsverfahren, wie
z. B. FDMA-TDMA bei GSM (engl.
”
global system for mobile communications“ ), CDMA-
TDMA beim 3GPP-TDD-Mode (auch als TD-CDMA bezeichnet). Der besondere Vorteil
von DS-SS-CDMA liegt dabei neben der Robustheit in frequenzselektiven Kanälen vor
allem in der einfachen Möglichkeit, Nutzer oder Datenkanäle mit unterschiedlichen Infor-
mationsbandbreiten durch Verwendung variabler Spreizung und mit angepasster Leistung
in ein und demselben Frequenzband zu übertragen.
Das Empfangssignal ergibt sich nun als additive Überlagerung von K aktiven Nutzern,
die eine mit einem spezifischen Code c(K) gespreizte Datensequenz d(k) über einen Kanal
h(k)(t; τ) übertragen (vgl. Abb. 2.2). Mit der WSSUS-Annahme folgt analog zu Glg. (2.17)
r(t) =
K∑
k=1
s(k)(t) t∗τ h(k)(t; τ) + n(t)
=
K∑
k=1
√
E
(k)
C e
j2π∆f(k)t
L(k)−1∑
l=0
h
(k)
l (t)
n=+∞∑
n=−∞
d
(k)
⌊
n
SF
⌋c(k)n g(t− nTC − τ (k)l ) + n(t) .
(2.18)
Im Allgemeinen unterscheiden sich die Kanäle der einzelnen Nutzer. Es ergeben sich jedoch
grundlegend verschiedene Verhältnisse bei der Betrachtung von Abwärts- (engl.
”
down-
link“ - DL) und Aufwärtsstrecke (engl.
”
uplink“ - UL), wobei vorläufig vorausgesetzt
werden soll, dass alle K Nutzer derselben Zelle angehören.
Im Downlink wird das Multiplexsignal aller K Nutzer von einer Antenne abgestrahlt;
alle Signale durchlaufen aus Sicht des Empfängers denselben Kanal und man spricht von
synchronem Übertragungsverhalten.
Aufgrund unterschiedlicher räumlicher Position und Bewegung besitzt jeder Nutzer im
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Uplink einen eigenen Kanal; es liegt asynchrones Übertragungsverhalten vor. Durch zu-
sätzlichen Signalisierungsaufwand kann auch im Uplink eine gewisse Synchronität erzielt
werden, indem die Verzögerungen der leistungsstärksten Mehrwegekomponenten durch
Verschiebung der Sendezeitpunkte angeglichen werden. Die Signale sind dann quasi-
synchron.
2.3.1 Matched-Filter Empfänger
Das Matched-Filter-Prinzip besitzt eine zentrale Bedeutung sowohl bei der optimalen
Datendetektion als auch, wie später noch gezeigt werden soll, bei der Parameterschätzung.
In diesem Abschnitt soll deshalb auf den Matched-Filter-Empfänger näher eingegangen
sowie wichtige Eigenschaften herausgearbeitet werden.
Die Motivation zur Betrachtung des Matched-Filter Prinzips entstammt den Arbeiten zu
im Sinne der Datenentscheidung optimalen Empfängern. Ungerböck [83] zeigte, dass sich
der optimale Detektor, der sich aus dem Maximum-Likelihood Kriterium angewandt auf
Datensequenzen (engl.
”
maximum likelihood sequence estimation“ - MLSE) ergibt, als ein
Signal- und Kanal-Matched-Filter mit nachfolgender Abtastung im Symboltakt und einer
Datensequenz-Schätzmetrik darstellen lässt. Als suboptimale Realisierung ergibt sich der
Matched-Filter-Empfänger unter Weglassung der Datensequenz-Schätzmetrik.
Der Matched-Filter-Empfänger für DS-SS-Signale führt eine bezüglich Pulsform, Spreiz-
sequenz und Kanal angepasste Filterung mit nachfolgender Abtastung im Symboltakt
durch [79, S. 428] (vgl. auch Abb. 2.3 (a)). Unter Verwendung des Faltungsoperators kann
geschrieben werden
d̂
(kd)
j =
(
r(t) ∗ g∗(−t) ∗ h(kd)∗(−τ) ∗ c(kd)∗(−t)
)
· δ(t− t0 − jTS) , (2.19)
wobei kd den Nutzerindex des aus dem Empfangssignal zu schätzenden Datenstroms be-
zeichnet und g∗(−t), h(kd)∗(−τ) und c(kd)∗(−t) die angepassten Filter bezüglich Impuls-
form (Chip-Matched-Filter) 6 , Kanal 7 bzw. Spreizsignal repräsentieren. Die der Abtas-
tung im Symboltakt j TS = j SF · TC vorausgehende Kompensation der Signallaufzeit
t0 ist gleichzusetzen mit der Symboltakt- bzw. Spreiz-Sequenz-Synchronisation. Abbil-
dung 2.3 (b) zeigt eine leicht modifizierte Implementierung des Matched-Filter-Prinzips.
Nach Impuls- und Kanal-Matched-Filterung wird das resultierende Signal im Chiptakt ab-
getastet und danach einem Spreizsequenz-Korrelator zugeführt. Der Vorteil einer solchen
Realisierung besteht darin, dass nunmehr auch lange Spreizsequenzen, deren Perioden-
dauer ein Vielfaches der Symboldauer beträgt, einfach unterstützt werden können.
Kann der Kanal in ausreichender Näherung durch eine endliche Anzahl von Mehrwege-
komponenten nach Glg. (2.2) approximiert werden, so lässt sich das Kanal-Matched-Filter
6Streng genommen muss das Chip-Matched-Filter auch die Frequenzverwerfung des Empfangssignals
berücksichtigen. Hier soll jedoch davon ausgegangen werden, dass der Frequenzversatz klein gegenüber
der Signalbandbreite ist, so dass der Verlust als vernachlässigbar angesehen werden kann (vgl. auch
Abschnitt 3.3.1).
7In der Regel ist dem Empfänger lediglich eine Schätzung des Kanals ĥ(t) zugängig, so dass das Kanal-
MF nur approximiert werden kann.
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ĥ(kd)
∗
(−τ)
∑
SF
(·)
g∗(−t)
c
(kd)
∗
n
r(t) d̂
(kd)
j
nTC + t0(b)
g∗(−t) c(kd)∗(−t)
jTS + t0
ĥ(kd)
∗
(−τ)r(t) d̂(kd)j
(a)
Abb. 2.3: Matched-Filter-Empfänger für DS-CDMA. (a) Allgemeiner Matched-Filter-
Empfänger zur Detektion eines gewünschten Nutzers kd. (b) Alternative
Realisierung zur vorteilhafteren Unterstützung von langen Spreizsequenzen.
g∗(−t)
δ
(
t − τ̂ (kd)0
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δ
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ĥ
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ĥ
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Abb. 2.4: Prinzip des Rake-Empfängers.
durch L parallele Verzögerungszweige darstellen, in denen die Kanalverzögerung und Pha-
sendrehung der l-ten Mehrwegekomponente kompensiert und mit der momentanen Am-
plitude der Mehrwegekomponente gewichtet wird (vgl. Abb. 2.4). Ein solcher Empfänger,
der auch als Rake-Empfänger bezeichnet wird, wurde erstmals 1958 von Price und Green
[69] vorgeschlagen.
Am Ausgang des Matched-Filter-Detektors ergeben sich die Symbolschätzungen d̂
(kd)
j für
das j-te Datensymbol von Nutzer kd als Überlagerung der Signalbeiträge der einzelnen
Mehrwegekomponenten, den Termen für Eigen- und Mehrnutzerinterferenz sowie einem
additiven Rauschterm.
d̂
(kd)
j =
L(kd)−1∑
l=0
d̃
(kd)
l,j
︸ ︷︷ ︸
Signal
+
L(kd)−1∑
l′=0
L(kd)−1∑
l=0
l 6=l′
I
(kd)
l′,l,j
︸ ︷︷ ︸
Eigeninterferenz
+
K∑
k=1
k 6=kd
L(kd)−1∑
l′=0
L(k)−1∑
l=0
I
(k)
l′,l,j
︸ ︷︷ ︸
Mehrnutzer-Interferenz
+ ˜̃n(jTS)
︸ ︷︷ ︸
Rauschen
(2.20)
Im Einzelnen bezeichnen d̃
(kd)
l,j den Signalbeitrag des l-ten Pfades zum j-ten Symbol des
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gewünschten Nutzers kd, I
(kd)
l′,l,j die Eigeninterferenz des l-ten Pfades auf Pfad l
′ für das
j-te Symbol, I
(k)
l′,l,j die Interferenz des l-ten Pfades von Nutzer k auf den l
′-ten Pfad von
Nutzer kd und ˜̃n(jTS) das gefilterte Rauschen nach der Entspreizung. Ausführlich lässt
sich schreiben (vgl. Anhang A):
d̂
(kd)
j =
d
(kd)
j ·
√
E
(kd)
C
TC
L(kd)−1∑
l=0
ĥ
(kd)
∗
l h
(kd)
l e
j2π∆f(kd)(τ̂
(kd)
l
−τ (kd)
l
)
·A∗
c(kd)c(kd),SF
(jSF, 0,∆f (kd))A∗gg(−τ (kd)l + τ̂
(kd)
l ,∆f
(kd))




Signal
+
√
E
(kd)
C
TC
L(kd)−1∑
l′=0
L(kd)−1∑
l=0
l 6=l′
ĥ
(kd)
∗
l′ h
(kd)
l e
j2π∆f(kd)(τ̂
(kd)
l′
−τ (kd)
l
)
·
+∞∑
∆n=−∞
∆n 6=0
A∗
c(kd)c̃(kd),SF
(jSF,∆n,∆f
(kd))A∗gg(−∆nTC − τ (kd)l + τ̂
(kd)
l′ ,∆f
(kd))




Eigeninter-
ferenz
+
K∑
k=1
k 6=kd
√
E
(k)
C
TC
L(kd)−1∑
l′=0
L(k)−1∑
l=0
ĥ
(kd)
∗
l′ h
(k)
l e
j2π∆f(k)(τ̂
(kd)
l′
−τ (k)
l
)
·
+∞∑
∆n=−∞
A∗
c(kd)c̃(k),SF
(jSF,∆n,∆f
(k))A∗gg(−∆nTC − τ (k)l + τ̂
(kd)
l′ ,∆f
(k))



Mehrnut-
zer-Interfe-
renz
+
(j+1)SF−1
∑
n′=jSF
L(kd)−1∑
l′=0
ĥ
(kd)
∗
l′ ñ(n
′TC + τ̂
(kd)
l′ )c
(kd)
∗
n′



Rauschen
(2.21)
hierin bedeuten ĥ
(k)
l den Schätzwert für den komplexen Gewichtungskoeffizienten der l-
ten Mehrwegekomponente des k-ten Nutzers, c(k) und c̃(k) bezeichnen die Spreizsequenz
bzw. datenmodulierte Spreizsequenz des Nutzers k. Ax1x2(τ,∆f) bezeichnet den Wert
einer verallgemeinerten Korrelationsfunktion zweier Funktionen bzw. Sequenzen bezüg-
lich einem zeitlichen Versatz τ und einer Frequenzverschiebung ∆f , die üblicherweise als
Ambiguity-Funktion bezeichnet wird 8.
8In der Literatur wird die zweidimensionale Autokorrelationsfunktion Axx(τ, ∆f) als Ambiguity-
Funktion bezeichnet (vgl. z. B. [48]). Der Begriff selbst stammt aus der Radartechnik und wird zur
Charakterisierung der Selbstähnlichkeit eines Signals bei Verschiebung in Zeit- und Frequenz genutzt.
Hier soll eine solche verallgemeinerte Korrelationsfunktion auch für zwei verschiedene Signale x1 und
x2 definiert sein, so dass im Folgenden die Begriffe Ambiguity-Funktion für die verallgemeinerte AKF
und Kreuz-Ambiguity-Funktion für die verallgemeinerte KKF verwendet werden.
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Seien x1(t) und x2(t) zeitkontinuierliche Funktionen, so definiert sich die Kreuz-
Ambiguity-Funktion Ax1x2(τ,∆f) zu
Ax1x2(τ,∆f) =
∫ ∞
−∞
x1(t)x
∗
2(t+ τ)e
−j2π∆ftdt . (2.22)
Eine analoge Definition kann für zwei
”
zeitdiskrete“ Folgen c1 und c2 angegeben werden
Ac1c2(m,∆f) =
∞∑
n=−∞
c1,nc
∗
2,n+me
−j2π∆fnT . (2.23)
Oftmals ist bei DS-SS-Systemen auch die partielle Kreuz-Ambiguity-Funktion von Inter-
esse, insbesondere dann, wenn die Periode der Spreizsequenz größer als eine Symboldauer
ist oder im Falle eines datenmodulierten Signals. Die Korrelation zweier Sequenzen mit
einem Offset von m Elementen, dem Frequenzversatz ∆f , einer Korrelationslänge von L
Elementen, beginnend mit dem l-ten Element kann durch die partielle Kreuz-Ambiguity-
Funktion beschreiben werden
Ac1c2,L(l, m,∆f) =
l+L∑
n=l
c1,nc
∗
2,n+me
−j2π∆fnT . (2.24)
Beispiel 2.3.1. Ambiguity-Funktion RRC-Impuls und idealer Tiefpass: Um die
Ambiguity-Funktion bandbegrenzter Signale zu bestimmen, ist es vorteilhaft nachfolgen-
de adäquate Definition für Glg. (2.22) zu verwenden:
Af1f2(τ,∆f) =
∫ ∞
−∞
f1(t)f
∗
2 (t + τ)e
−j2π∆ftdt =
∫ ∞
−∞
F1(f)F
∗
2 (f − ∆f)e j2πτ(f+∆f)df .
(2.25)
Die Berechnung der Ambiguity-Funktion des Wurzel-Cosinus-roll-off-Impulsformers (vgl.
Glg. (2.10)) ist nur sehr aufwendig in geschlossener Form angebbar. Deswegen ist in
Abb. 2.5 das Ergebnis der numerischen Berechnung von
Agg(τ,∆f) =
∫ ∞
−∞
G(f)G(f − ∆f)e j2πτ(f+∆f)df
für einen Roll-Off-Faktor von 22 % dargestellt. Für Impulsformung mit einem idealen
Tiefpass mit Bandbreite B = 1/TC ergibt sich (vgl. Anhang B)
Agg(τ,∆f) = TC e
j2πτ∆f
sin
(
πτ
TC
(∆fTC − 1)
)
πτ
. (2.26)
2.3.2 Interferenzbetrachtungen
Aus Glg. (2.21) geht hervor, dass in einem DS-CDMA-System Interferenzen bei der
Matched-Filter basierten Detektion auftreten, wenn die nutzerspezifischen Spreizsequen-
zen keine idealen Auto- und Kreuzkorrelationseigenschaften besitzen 9. Ideale Sequenzen
9Unter idealen Korrelationseigenschaften sollen hier auch die Eigenschaften der partiellen Korrelation
verstanden werden.
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2 DS-Spreizspektrum Übertragung und zellulare CDMA-Systeme
0
0.2
0.4
0.6
1
0.8
ν′ = ∆f TC
-5
0
0.5
1
05τ ′ = τ/TC
|Agg(τ ′,ν′)|
|Agg(0,0)|
Abb. 2.5: Betrag der Ambiguity-Funktion eines Wurzel-Cosinus-roll-off-Impulses mit
einem Roll-Off-Faktor r = 22 %.
bzw. Familien von Sequenzen können nicht oder nur für spezielle Szenarien gefunden wer-
den. Interferenzbedingte Störterme sind deshalb bei der MF-Detektion nicht vermeidbar.
Da die Code angepasste Filterung bei den Akquisitionsalgorithmen ebenfalls eine zentra-
le Rolle einnimmt, sollen die vorangegangenen Betrachtungen zur MF-Detektion genutzt
werden, um die bei der Akquisition zu berücksichtigenden Interferenzen zu charakterisie-
ren.
Eine exakte (deterministische) Berücksichtigung der Interferenz wie sie zum Beispiel bei
den Verfahren der Mehrnutzer-Detektion (siehe z. B. [57, 42]) Anwendung findet ist bei
der Akquisition nicht möglich, da solchen Verfahren die Kenntnis der Spreizsequenzen als
auch der Kanalparameter aller zeitgleich aktiven Nutzer zugrunde liegt. Vielmehr ist es
sinnvoll, die Interferenz-Störterme statistisch zu beschreiben, um Abschätzungen für deren
Einfluss auf das Verhalten der Akquisitionsalgorithmen ableiten zu können. In Hinblick auf
die Akquisition sei nachfolgend die Interferenz am Ausgang eines bezüglich der Spreizse-
quenz eines bestimmten Nutzers (oder Kanals) kd angepassten Code-Matched-Filters zu
einem bestimmte Zeitpunkt τ Gegenstand der Betrachtungen, wobei die Spreizsequenz
vereinfachend nicht datenmoduliert sein soll und die betrachtete Verzögerung τ nicht
notwendigerweise der Verzögerung einer Mehrwegekomponente entsprechen muss. Eigen-
(engl.
”
signal self interfernce“ - SSI) und Mehrnutzer-Interferenz (engl.
”
multiple access
interfernce“ - MAI) am Ausgang des Code-Matched-Filters zu einem beliebigen Betrach-
tungszeitpunkt τ lassen sich in ähnlicher Form angeben, wie die Interferenzterme bei der
Matched-Filter-Detektion (vgl. Glg. (2.21)), wobei nun das gezielte Zusammenfassen der
laufzeitkompensierten und mit den konjugiert komplexen Kanalkoeffizienten gewichteten
Mehrwegekomponenten entfällt:
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ySSI(τ) =
√
E
(kd)
C
TC
L(kd)−1∑
l=0
h
(kd)
l e
j2π∆f(kd)(τ−τ (kd)
l
)
·
+∞∑
∆n=−∞
A∗
c(kd)c(kd),SF
(jSF,∆n,∆f
(kd))A∗gg(−∆nTC − τ (kd)l + τ,∆f (kd)) (2.27a)
yMAI(τ) =
K∑
k=1
k 6=kd
√
E
(k)
C
TC
L(k)−1∑
l=0
h
(k)
l e
j2π∆f(k)(τ−τ (k)
l
)
·
+∞∑
∆n=−∞
A∗
c(kd)c(k),SF
(jSF,∆n,∆f
(k))A∗gg(−∆nTC − τ (k)l + τ,∆f (k)) , (2.27b)
wobei bei der Signal-Eigeninterferenz außerdem zu berücksichtigen ist, dass, wenn das τ
des Betrachtungszeitraumes einer tatsächlichen Signalverzögerung τi entspricht
10 dieser
Anteil nicht als Interferenz zu werten ist. Die Summation über die Mehrwegeanteile des
gewünschten Kanals kd in Glg. (2.27a) ist dann unter Ausschluss dieser i-ten Mehrwege-
komponente über alle l 6= i auszuführen. Eigen- und Mehrnutzerinterferenz entstehen also
durch die mit den Kanalkoeffizienten gewichtete Überlagerung partieller Korrelationen.
Zur Charakterisierung der Interferenzen sind die partiellen Auto- und Kreuzkorrelations-
eigenschaften der Code-Sequenzen offensichtlich von zentraler Bedeutung. Während sich
für die in Spreizspektrum-Systemen häufig verwendeten Maximalfolgen (m-Sequenzen)
und die daraus abgeleiteten Familien von Folgen (z. B. Gold-Sequenzen) die Korrelations-
eigenschaften durch diskrete Werte beschreiben lassen, und damit auch obere Schranken
der Korrelationswerte angegeben werden können [11], ist dies für partielle Korrelationen
nur näherungsweise möglich. In [21] werden beispielsweise
”
worst case“ Betrachtungen
für obere Schranken der partiellen Autokorrelationsfunktion für PN-Sequenzen durch-
geführt, die jedoch aufgrund des
”
worst case“-Charakters nur bedingt zur Beschreibung
der Interferenz geeignet sind. Schranken für die partielle Korrelation von Gold-Sequenzen
sind Gegenstand von [46]. Ein anderer Ansatz besteht in der Analyse der statistischen
Ensemble-Eigenschaften der Kreuzkorrelation. In [45, S. 635 ff] wird eine Abschätzung
für die partielle Korrelation von m-Sequenzen vorgenommen.
Intuitiv wird in vielen Publikationen davon ausgegangen, dass die Interferenz in guter
Näherung als mittelwertfreier Gaußprozess modelliert werden kann (vgl. z. B. [84]). Be-
gründet wird dies mit der Anwendung des zentralen Grenzwertsatzes, indem man davon
ausgeht, dass eine große Anzahl von (asynchronen) Nutzern im System gleichzeitig aktiv
ist. Für eine hinreichend große Anzahl von Nutzern kann die Interferenz dann als mit-
telwertfreier Gaußprozess modelliert werden, so dass die Interferenz nach der Korrelation
mit der Spreizsequenz wiederum als ein mittelwertfreier Gaußprozess angesehen werden
kann.
Es bezeichne Ieff(τ) die wirksame spektrale Leistungsdichte der durch Interferenz und
10|τ − τi| ≤ TC/2
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thermisches Rauschen verursachten Störungen vor der Korrelation für eine bestimmte
Verzögerung τ
Ieff(τ) = ISSI(τ) + IMAI(τ) +N0 , (2.28)
wobei die einzelnen Komponenten mit den obigen Annahmen und unter Beachtung von
L(k)−1∑
l=0
E
{∣
∣
∣h
(k)
l
∣
∣
∣
2
}
= 1 wie folgt angegeben werden können
ISSI(τ) ≈




E
(kd)
C
L(kd)−1∑
l=0
l 6=i
E
{∣
∣
∣h
(kd)
l
∣
∣
∣
2
}
, τ = τi ∈ [τ (kd)1 , . . . , τ (kd)L(kd)−1]
E
(kd)
C , sonst
(2.29a)
IMAI(τ) ≈
K∑
k=0
k 6=kd
E
(k)
C . (2.29b)
Die Interferenz am Ausgang der Spreizsequenz-Korrelators kann in guter Näherung wie-
derum als mittelwertfreier Gaußprozesses mit einer um den Spreizfaktor SF erhöhten
spektralen Leistungsdichte
Īeff(τ) = SF · Ieff(τ) (2.30)
angegeben werden.
Es sei angemerkt, dass sich die Mehrnutzerinterferenz aus
”
quasi“-orthogonalen und nicht
orthogonalen Anteilen zusammensetzen kann, nämlich dann, wenn diesen Nutzern ortho-
gonale Spreizsequenzen 11 zugewiesen sind und die Signale mit der gleichen Verzögerung
(synchron) zum Empfänger gelangen. Wird dann die Interferenz zu einem Zeitpunkt τ be-
trachtet, der der Verzögerung einer tatsächlichen Mehrwegekomponente entspricht, bleibt
die Orthogonalität erhalten, d. h. nach Entspreizung ist die Interferenz Glg. (2.29b) um
den Leistungsanteil der orthogonalen Komponenten verringert.
Bei den Akquisitionsalgorithmen ist vor allem der Randbereich der Verteilungsdichte der
Störungen von Interesse, da typischerweise niedrige Fehldetektionswahrscheinlichkeiten
angestrebt werden, so dass die gaußsche Näherung auf ihre Gültigkeit in diesen Bereichen
zu überprüfen ist. In [34] zeigen Jovanović und Sousa, ausgehend von einer zufälligen bi-
nären Spreizsequenz, dass die gaußsche Näherung für den AWGN-Kanal in guter Näherung
auch auf die Akquisition angewendet werden kann. Es wird gezeigt, dass die Exaktheit
der Näherung, wie zu erwarten, mit größer werdender Korrelationslänge (Spreizfaktor) zu-
nimmt. In dieser Arbeit soll dies auch für Mehrwegekanäle als gültig vorausgesetzt werden,
da die Mehrwegekomponenten als zusätzliche Störkomponenten in Erscheinung treten, wo-
durch mit der Gültigkeit der Gaußnäherung im AWGN-Fall und durch Anwendung des
zentralen Grenzwertsatzes wiederum die Annahme einer gaußschen Verteilungsdichte der
Interferenz motiviert werden kann.
11Gilt für die Kreuzkorrelations- bzw. Kreuzambiguity-Funktion zweier Sequenzen Rc1c2(0) = 0 bzw.
Ac1c2(0, ∆f) = 0, dann sind sie zueinander orthogonal.
20
2.3 Zellulare DS-SS basierte CDMA Systeme
2.3.3 SINR–Definitionen
In diesem Abschnitt sollen wichtige Definitionen für das Signal- zu Interferenz- und
Rauschleistungsverhältnis (engl.
”
signal to noise + interference ratio“ - SINR) eingeführt
werden, die als Bezugsmaß zur Charakterisierung von System und Algorithmen in nach-
folgenden Kapiteln verwendet werden sollen. Grundsätzlich soll dabei beachtet werden,
dass den in dieser Arbeit betrachteten Signalverarbeitungsalgorithmen keine Informatio-
nen über die Mehrnutzerparameter zur Verfügung stehen.
SINR des Empfangssignales
Wie in Abscnitt 2.3.2 bereits verdeutlicht, ist die zu einem bestimmten Betrachtungszeit-
punkt τ auftretende Interferenz von den konkreten Ausbreitungsbedingungen sowie von
der Anzahl der zeitgleich aktiven Nutzer und deren Leistungen abhängig. Unter Berück-
sichtigung eventuell vorhandener synchroner Nutzer und damit auftretender orthogonaler
Signalanteile kann für die effektiv auftretende Interferenz nach Glg. (2.28) bei Betrachtung
einer bestimmten Ausbreitungsverzögerung adäquat geschrieben 12 werden
Ieff(τ) = ISSI(τ) + IMAI,S(τ)
︸ ︷︷ ︸
I(τ)
+ IMAI,AS +N0
︸ ︷︷ ︸
I0
, (2.31)
d. h. die Störungen der asynchronen Signalanteile (z. B. von benachbarten Basisstationen
oder Zellen stammend) und des thermischen Rauschens werden durch einen mittelwert-
freien Gaußprozess mit spektraler Leistungsdichte I0 modelliert. I0 ist unabhängig vom
Beobachtungszeitpunkt τ , so dass das ein Chip-bezogener Signal-Störabstand γ wie folgt
definiert werden kann:
γ = E
{
E
(kd)
C
I0
}
, (2.32)
wobei E
(kd)
C die Chip-Energie des gewünschten Empfangssignales bezeichne
13. Nach dem
Entspreizen ergibt sich γ̄
γ̄ = SF · γ . (2.33)
Die Definitionen für γ und γ̄ sollen in dieser Arbeit allgemein als Signal-Störabstandsmaß
des Empfangssignals genutzt werden.
12Anmerkung: Die teilweise vorhandene Orthogonalität synchroner Kanäle entsteht natürlich erst in Zu-
sammenhang mit der Entspreizung/Korrelation, so dass die Chip-bezogene Größe Ieff als äquivalente
Interferenz zu einer nach Entspreizung/Korrelation auftretenden Interferenz Īeff anzusehen ist. Es soll
gelten Īeff = SF Ieff .
13Im Folgenden soll zur Vereinfachung der Schreibweise auf den Index kd verzichtet werden, wenn nur
ein einzelnes Nutzsignal betrachtet wird.
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δ(t − τ)
∑
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(·)
g∗(−t)
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∗
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Abb. 2.6: gaußsche Modellierung der Interferenz.
Effektives SINR für die Signalverarbeitung
Die Leistungsfähigkeit der Signalverarbeitungsalgorithmen kann oftmals als eine Funktion
des zur Verfügung stehenden SINR angegeben werden. Aus diesem Grund soll das effekti-
ve, also für die Signalverarbeitung wirksame SINR definiert werden, welches einerseits von
der effektiv auftretenden Interferenz und andererseits von der verfügbaren Signalenergie
unter Berücksichtigung auftretender Verluste durch fehlerbehaftete Abtastung bzw. durch
einen Frequenzversatz beeinflusst wird.
Der vom Beobachtungszeitpunkt τ abhängige Anteil der Interferenz in Glg. (2.31) ist
bei der Definition für das effektive SINR der Signalverarbeitungsalgorithmen zu berück-
sichtigen. Andererseits wird das effektive SINR durch einen Signalverlust beeinflusst, der
durch einen Abtastfehler bzw. Frequenzversatz verursacht wird. Mit Hilfe der Ambiguity-
Funktion des Impulsformers definiert sich das Chip-bezogene effektive SINR für jede der
L Mehrwegekomponenten zu
γeff ,l(τ) =
EC E {|hl|2}
Ieff(τ)
· |Agg(τl − τ,∆f)|2 , l = 0, . . . , L− 1 . (2.34)
Bei der Entspreizung/Korrelation entsteht ein zusätzlicher, vom Frequenzversatz be-
stimmter Signalverlust. Unter idealisierten Annahmen, d. h. ideale Korrelationseigenschaf-
ten bzw. schnell abklingender Impulsantwort g(t) definiert sich das effektive SINR nach
der Entspreizung zu (vgl. auch Betrachtungen zur Ambiguity-Funktion in Anhang B)
γ̄eff,l(τ) =
EC E {|hl|2}
SF · Ieff(τ)
· |Agg(τl − τ,∆f)|2 · |Acc(τ,∆f)|2
≈ SF · EC E {|hl|
2}
Ieff(τ)
· |Agg(τl − τ,∆f)|2 · sinc2 (∆f SF TC) ,
l = 0, . . . , L− 1 .
(2.35)
Für Betrachtungen, die sich auf einen Kanal mit nur einer Mehrwegekomponente bezie-
hen, sollen zur Vereinfachung der Schreibweise die Bezeichnungen γeff bzw. γ̄effverwendet
werden.
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2.3.4 Systemkonzeptionen
Beim Entwurf eines zellularen DS-SS-CDMA-Systems ist insbesondere dem Einfluss der
Code-Korrelationseigenschaften auf die System-Interferenz Rechnung zu tragen. Es gilt,
die Interferenz zwischen den einzelnen Nutzern durch geeignete Wahl der spezifischen Co-
des zu minimieren. Ein typisches Konzept stellt die hierarchische Code-Zuweisung dar.
Dabei werden alle Kanäle, die simultan von einem Sender abgestrahlt werden, mit or-
thogonalen Codes gespreizt. Die Trennung verschiedener Sender erfolgt dann durch zu-
sätzliche Codes mit guten Auto- und Kreuzkorrelationseigenschaften. In Anlehnung an
die allgemein übliche Terminologie sollen die orthogonalen Codes zur Nutzertrennung als
Spreizcodes und die Codes zur Separation verschiedener Sender als Scrambling-Codes be-
zeichnet werden. Die Periodendauer der Spreizcodes entspricht i. Allg. einer Symboldauer,
während die Scramblingcodes in der Regel eine um ein Vielfaches größere Periodendau-
er besitzen. Die Spreadingcodes können von jedem Sender wiederverwendet werden, da
eine Trennung durch die Scramblingcodes gewährleistet ist. Zur Begrenzung der Inter-
ferenzen werden Scramblingcodes mit guten Auto- und Kreuzkorrelationseigenschaften
eingesetzt, wie z. B. Codes aus den bereits in Abschnitt 2.2 erwähnten Familien der Gold-
und Kasami-Sequenzen. Neben der Nutzung von Code-Familien besteht auch die Mög-
lichkeit Segmente ein und derselben Code-Sequenz verschiedenen Sendern zuzuordnen,
wodurch allerdings eine grobe zeitliche Synchronisation erforderlich ist, um eine eindeuti-
ge Zuordnung von Code-Segment und Sender zu gewährleisten. Beide Varianten werden
in existierenden Systemen angewandt.
Abbildung 2.7 veranschaulicht die Prinzipien hierarchischer Code-Zuweisung am Beispiel
des Downlink von Interzell asynchronem (z. B. 3GPP-FDD) und Interzell synchronem
System (z. B. IS-95). Primär unterscheiden sich die beiden Realisierungen bezüglich der
Notwendigkeit einer zeitlichen Synchronisation der Zellen untereinander, wodurch vor al-
lem Anforderungen und Komplexität der Akquisition maßgeblich bestimmt werden. Wäh-
rend bei untereinander synchronisierten Zellen lediglich die Code-Phase des gemeinsamen
Scramblingcodes gefunden werden muss, ist es bei den asynchronen Systemen zusätzlich
erforderlich, den verwendeten Scramblingcode zu bestimmen. Der Mehraufwand der Ak-
quisition in asynchronen Systemen kann jedoch erheblich reduziert werden, indem mehr-
stufige Verfahren unter Ausnutzung spezieller Synchronisations-Kanäle angewandt wer-
den.
2.4 Aufgaben der Akquisition
Der in Abschnitt 2.3.1 zugrunde gelegte Matched-Filter-Empfänger stellt eine Empfänger-
realisierung nach dem Prinzip der synchronisierten Detektion [52] dar. Daten-Detektion
und Parameterschätzung sind entkoppelt und der Detektionszweig nutzt Parameterschätz-
werte anstelle der tatsächlichen (unbekannten) Parameter zur Synchronisation. Es ist of-
fensichtlich, dass die Güte der Parameterschätzung die Leistungsfähigkeit des Detektors
beeinflusst, die Abweichung des Schätzwertes von den tatsächlichen Parametern sollte also
so gering wie möglich sein. Andererseits ist es, bedingt durch das zeitvariante Verhalten
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Abb. 2.7: Hierarchische Spreizcode-Zuweisung im Downlink bei Inter-Cell asynchro-
nem bzw. synchronem CDMA-System [10]
des Mobilfunkkanals, notwendig, die Synchronisation nachzuführen; die Konvergenzzeit
der Schätzalgorithmen muss dem dynamischen Kanalverhalten angepasst werden. Die
einzelnen Signalparameter können sich hinsichtlich ihres dynamischen Verhaltens stark
unterscheiden, so dass eine Trennung von langsam und schnell veränderlichen Parametern
sinnvoll ist.
Eine weitere charakteristische Größe bei der Parameterschätzung stellt der zu erwartende
Unsicherheitsbereich eines jeden Parameters dar. Da der Schätzalgorithmus jeden mögli-
chen Wert eines Parameters innerhalb des Unsicherheitsbereiches mit vorgegebener Ge-
nauigkeit schätzen können muss, bestimmt die Unsicherheitsregion unter Beachtung der
erforderlichen Genauigkeit (Auflösung) maßgeblich die Komplexität des Schätzers. In der
Regel variiert der Unsicherheitsbereich und ist aufgrund begrenzt verfügbarer a-priori
Information zu Beginn der Synchronisation am größten. Kann im Gegensatz dazu aus
dem Empfangssignal (nach einer groben Synchronisation) kontinuierlich bzw. periodisch
ein neuer Schätzwert abgeleitet werden, so reduziert sich die Unsicherheitsregion durch
die Kenntnis der vorhergehenden Schätzwerte, insofern sich der zu schätzende Parame-
ter selbst nicht verändert hat. Diesbezüglich ist es oftmals sinnvoll die Schätzung in zwei
Stufen durchzuführen; auf eine erste grobe Schätzung, auch als Parameter-Akquisition be-
zeichnet, folgt eine Feinkorrektur oder Nachführung (engl.
”
tracking“ ) des Schätzwertes.
Abbildung 2.8 illustriert das Prinzip der synchronisierten Detektion, wobei der Parameter-
Schätzzweig aufgeteilt ist in die Akquisition und das Tracking. Akquisitions- und Trackin-
galgorithmen können in ihrer Struktur sehr verschieden sein. So sind Akquisitionsalgorith-
men in der Regel vorwärtsverarbeitend und datengestützt (engl.
”
data aided“ - DA), d. h.
sie arbeiten unter Ausnutzung einer bekannten Trainingssequenz bzw. eines Pilotsignals,
wohingegen Trackingalgorithmen oft auch rückgekoppelt und entscheidungsgestützt (engl.
”
decision directed“ - DD) realisiert werden.
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Abb. 2.8: Synchronisierte Detektion mit datengestützter (DA) Parameter-
Akquisition und datengestütztem bzw. entscheidungsgestütztem (DD)
Parameter-Tracking.
Die im Signalmodell nach Glg. (2.17) bzw. Glg. (2.18) berücksichtigten Übertragungspa-
rameter können bezüglich der aufgezählten Kriterien beurteilt werden. Da den in dieser
Arbeit aufgeführten Beispielen die Parameter der 3GPP-FDD-DL Akquisition zugrunde
gelegt sind, soll die Charakterisierung zum Teil unter Berücksichtigung wichtiger 3GPP-
Parameter erfolgen.
• Der Frequenzversatz wird verursacht durch Doppler-Verschiebung und/oder durch
eine Frequenzablage des lokalen Oszillators.
– Die Doppler Verschiebung entsteht bei Relativbewegung von Sender und Emp-
fänger wenn eine direkte Mehrwegekomponente existiert. Die maximale Dopp-
lerverschiebung berechnet sich nach Glg. (2.6) Für das 3GPP-FDD-System er-
gibt sich die maximale Dopplerverschiebung bei einer zugrunde gelegten maxi-
malen Geschwindigkeit von 250 kmh−1 und einer Trägerfrequenz von 2 GHz zu
360 Hz. Die größte Änderung der Doppler-Verschiebung ist zu erwarten, wenn
sich der Mobilempfänger am Sender vorbei bewegt, die Doppler-Verschiebung
ändert sich in kurzer Zeit von ∓fd → ±fd.
– Der durch Abweichungen des lokalen Oszillators verursachte Frequenzversatz
ist ein langsam veränderlicher Prozess, da die Kurzzeitstabilität gebräuchlicher
Oszillatoren sehr hoch ist. Von größerer Bedeutung für das Algorithmendesign
ist die Langzeitstabilität 14 , da sie maßgeblich die Größe des Fangbereiches der
Schätzalgorithmen bestimmt. Beispielhaft sein ein Oszillator mit einer Stabili-
tät von 1 ppm angenommen, so ergibt sich die maximale Frequenzabweichung
bei f0 = 2 GHz zu ∆fmax = 2 kHz. In der Regel tritt das Phänomen einer oszil-
latorbedingten Frequenzabweichung im Uplink nicht in dem Maße auf, da sich
14Die Langzeitstabilität beinhaltet Fertigungstoleranzen, Alterungsprozess, thermisches Verhalten
u. s. w..
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in zellularen Mobilfunksystemen die Mobilstationen zumeist synchronisieren
müssen, bevor sie senden dürfen.
• Die Signalverzögerung und die relativen Verzögerungen der Mehrwegekom-
ponenten hängen von den konkreten Ausbreitungsbedingungen und damit von der
Topografie ab. Deren zeitliche Veränderungen entsprechen dem bei der Charakteri-
sierung des Kanals bereits erläuterten langsamen Schwund (vgl. Abschnitt 2.1) und
können als langsam veränderliche Prozesse 15 in Bezug auf ein Übertragungsintervall
angesehen werden. Es ist prinzipiell zwischen der Synchronisation der Signallauf-
zeit und den relativen Verzögerungen der Mehrwegekomponenten zu unterscheiden.
Unter Synchronisation der Signallaufzeit soll im Folgenden die zeitliche Synchroni-
sation auf den Beginn eines Datenübertragungs-Intervalls verstanden werden. Da
die Daten zumeist in sogenannten Übertragungsrahmen übertragen werden, spricht
man auch von Rahmensynchronisation (engl.
”
frame synchronization“ ). Der Unsi-
cherheitsbereich bei der anfänglichen Rahmensynchronisation ist oft recht groß. Ziel
der Rahmensynchronisation ist es, den Empfangszeitpunkt des Rahmens zumindest
einer starken Mehrwegekomponente zu finden. Die anfängliche Rahmensynchroni-
sation in der Mobilstation, wie sie beim Einschalten oder der Suche nach neuen
Basisstationen erforderlich ist, wird in DS-SS-Systemen auch als Zell-Suche (engl.
”
cell search“ ) bezeichnet. Mit dem a-priori Wissen des Rahmensynchronisationszeit-
punktes und dem nunmehr verringertem Unsicherheitsbereich lassen sich nun auch
die schwächeren Mehrwegekomponenten bestimmen. Die Bestimmung des Mehrwe-
geprofils wird auch als Pfadsuche (engl.
”
path search“ ) bezeichnet. Die Pfadsuche
ist in bestimmten zeitlichen Abständen periodisch durchzuführen, um Veränderun-
gen des Mehrwegeprofils möglichst schnell zu detektieren, damit der Empfänger die
Energie der Mehrwegekomponenten optimal nutzen kann.
• Die komplexen Koeffizienten der Mehrwegekomponenten unterliegen dem
schnellen Schwund. Die zeitlichen Fluktuationen werden durch die Kohärenzzeit
des Mobilfunkkanals charakterisiert (vgl. Abschnitt 2.1). Die Schätzung ist kontinu-
ierlich erforderlich und basiert auf der Kenntnis der relativen Signalverzögerungen.
Generell gilt es, beim Entwurf der Schätzalgorithmen verschiedene Kriterien zu beachten:
• die Schätzgüte
• Robustheit gegenüber Störungen
• Anforderungen an das Konvergenzverhalten
• Unsicherheitsregion/Fangbereich,
woraus sich die Aufgaben der Parameterakquisition im Downlink ableiten lassen:
• Akquisition des DL-Signals (auch als Zellsuche bezeichnet (engl.
”
cell search“ ))
15Die Lebensdauer einer Mehrwegekomponente liegt in der Größenordnung mehrerer hundert Millisekun-
den.
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– Timing Detektion mindestens einer starken Mehrwegekomponente
– Scrambling-Code-Identifikation und Synchronisation
– Rahmensynchronisation
Der Unsicherheitsbereich bei der Zellsuche umfasst die gesamte Code-Periode des
Scrambling-Codes und zusätzlich alle möglichen Scrambling-Codes. Die Schätzgüte
wird vom Fangbereich des Trackings bestimmt und liegt typischerweise im Bereich
≤ TC
2
. Weiterhin muss die Zellsuche robust bezüglich des maximal zu erwartenden
Frequenzversatzes und Abtastfehlers arbeiten.
• Bestimmung des Pfadprofils (auch Pfadsuche (engl.
”
path search“ ))
– Detektion der zeitlichen Lage aller signifikanten Mehrwegekomponenten
Da der Synchronisationszeitpunkt einer starken Mehrwegekomponente bereits von
der Akquisition des DL-Signals bekannt ist, wird die Größe des Unsicherheitsbe-
reichs von der maximalen Impulsverbreiterung des Kanals bestimmt und beträgt
typischerweise ≤ 20 ms. Die geforderte Schätzgüte ist analog zu der bei der Akqui-
sition des DL-Signals geforderten ≤ TC
2
.
• Anfangsschätzung für Frequenzversatz
– Schätzung und Kompensation von Dopplerverschiebung und Frequenzablage
des lokalen Oszillators
Der Unsicherheitsbereich wird von der maximal zu erwartenden Dopplerverschie-
bung sowie von der Güte des lokalen Oszillators bestimmt, dessen Frequenzstabilität
typischerweise im Bereich 1 ∼ 10 ppm liegt. Der Anforderungen an die Schätzgüte
liegen in der Größenordnung der maximalen Dopplerspreizung fdmax .
2.4.1 DL-Akquisition im 3GPP-FDD- System
Das 3GPP-FDD-System stellt ein interzell-asynchrones System dar (vgl. Abschnitt 2.3.4).
Verschiedene Zellen werden im Downlink durch die zellspezifischen Scramblingcodes ge-
trennt. Die Nutzertrennung innerhalb einer Zelle erfolgt durch orthogonale Spreizcodes,
die OVSF-Codes (engl.
”
orthogonal variable spreading codes“ - OVSF). Innerhalb des
3GPP-FDD-Systems sind 512 (primäre) Scramblingcodes spezifiziert, die einem Set von
Gold Sequenzen entstammen. Die Periodendauer der Scrambling-Codes entspricht einer
Rahmendauer von 38 400 chips (10 ms bei 3.84 Mcps/s). Ein Rahmen wiederum setzt sich
aus 15 Zeitschlitzen zusammen.
Die Aufgabe der Akquisition ist die Identifikation und Synchronisation auf den zellspezi-
fischen DL-Scramblingcode (cell search), wobei zwischen einer Anfangsakquisition (engl.
”
initial cell search“ ) z. B. nach dem Einschalten des Empfängers und der periodisch auszu-
führenden Akquisition zur Identifikation potentieller Handover-Kandidaten während des
”
normalen“ Betriebes (engl.
”
target cell search“ ) zu unterscheiden ist. Die von der Ak-
quisition beanspruchte Zeit beeinflusst damit zum einen die Einschaltverzögerung und
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Abb. 2.9: Rahmenstruktur für P-SCH, S-SCH und CPICH.
zum anderen die Verbindungsqualität. Zusätzlich zur Bestimmung des Scrambling-Codes
und seiner zeitlichen Synchronisation muss die Anfangsakquisition einen vor allem durch
Oszillatorabweichungen hervorgerufenen Frequenzversatz berücksichtigen und gegebenen-
falls kompensieren. Um die Akquisition effizient durchzuführen wurden im Vorfeld und
während der 3G-Standardisierung mehrstufige Verfahren untersucht [22, 58]. Im Ergebnis
basiert die 3GPP-FDD-DL-Akquisition auf einem dreistufigen Ansatz [2], bei dem die 512
Scrambling-Codes in 64 Code-Gruppen eingeteilt werden und Zeitschlitz-Synchronisation,
Scrambling-Code-Gruppen Identifikation zusammen mit der Rahmensynchronisation und
Scrambling-Code-Identifikation nacheinander ausgeführt werden. Dabei werden drei ver-
schiedene physikalische Kanäle genutzt: P–SCH (engl.
”
primary synchronization chan-
nel“ ), S–SCH (engl.
”
secondary synchronization channel“ ) und CPICH (engl.
”
common
pilot channel“ ). Abbildung 2.9 illustriert die Rahmenstruktur dieser Kanäle. P–SCH und
S–SCH, die ausschließlich der Akquisition dienen, übertragen spezielle Synchronisations-
symbole (256 chips) zu Beginn eines jeden Zeitschlitzes, wodurch sich ein Tastverhältnis
von 10% ergibt. Der kontinuierlich gesendete CPICH-Pilotkanal enthält 10 Symbole ei-
ner Pilotsequenz die mit einem für den CPICH reservierten OVSF-Code gespreizt und
zusätzlich mit dem zellspezifischen Scrambling-Code multipliziert sind.
Die Akquisitionsprozedur wird folgendermaßen durchgeführt (vgl. Abb. 2.10):
1. Die Synchronisationssequenz des P-SCH ist systemweit einheitlich und wird pe-
riodisch am Anfang jedes Zeitschlitzes gesendet, so dass die Bestimmung des
Zeitschlitz-Synchronisationszeitpunktes mit Hilfe eines bezüglich der PSC-Sequenz
angepassten (festen) FIR-Filters erfolgen kann. Um das Risiko von Fehldetektionen
gering zu halten, wurde die P-SCH-Synchronisationssequenz derart gewählt, dass sie
gutes Autokorrelationsverhalten als auch gutes Kreuzkorrelationsverhalten gegen-
über allen anderen Kanälen aufweist. 16 Bedingt durch Mehrwegeausbreitung bzw.
durch den Empfang von Signalen mehrerer Basisstationen können durchaus mehrere
als korrekt anzusehende Kandidaten für den Zeitschlitz-Synchronisationszeitpunkt
16Um eine bezüglich Implementierungsaufwand und Leistungsaufnahme effiziente Realisierung der PSC-
angepassten Filters zu ermöglichen, wurde für den 3GPP-FDD-Standard eine hierarchische Golay-
Sequenz vorgeschlagen [2, 75].
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Abb. 2.10: Flussdiagramm und Prinzip der 3GPP-FDD-Downlink Akquisition.
detektiert werden. Idealerweise sollten möglichst viele der Kandidaten in den nach-
folgenden Akquisitionsstufen berücksichtigt werden, um einerseits die Wahrschein-
lichkeit einer verfehlten Akquisition zu minimieren und andererseits möglichst
schnell potentielle Handover-Basisstationen zu identifizieren.
2. Mit Kenntnis des Zeitschlitz-Timings kann durch Auswertung des S-SCH der Rah-
menbeginn und die Scramblingcode-Gruppe detektiert werden. Zu diesem Zweck
werden im S-SCH Symbole (aus 256 Chips bestehend) eines 16-wertigen Symbolal-
phabetes übertragen. Die 15 S-SCH-Symbole eines Rahmens bilden ein Codewort
eines 64-wertigen Code-Alphabetes 17 , wobei jedes Code-Wort durch eine eindeuti-
ge Zuordnung mit einer Scramblingcode-Gruppe verbunden ist. Des Weiteren sind
die durch beliebige zyklische Verschiebung entstehenden Code-Wörter nicht Ele-
mente des Code-Alphabetes und jede zyklische Verschiebung eines Code-Wortes
unterscheidet sich von allen zyklischen Verschiebungen der anderen Code-Wörter,
wodurch der Rahmenbeginn durch die Detektion der zyklischen Verschiebung des
S-SCH Code-Wortes eindeutig bestimmt werden kann. Da der S-SCH parallel zum
P-SCH gesendet wird, wurde bei der Wahl der S-SCH Synchronisationssequenzen
17(15,3) Reed-Solomon-Code mit minimaler Hamming-Distanz 13.
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2 DS-Spreizspektrum Übertragung und zellulare CDMA-Systeme
besonders darauf geachtet, dass die auftretenden Kreuzkorrelationen gering sind.
3. Es sind nun Rahmensynchronisationszeitpunkt und Scramblingcode-Gruppe be-
kannt, so dass der Scramblingcode des CPICH durch Korrelation des Empfangs-
signales mit allen möglichen Scramblingcodes innerhalb der Code-Gruppe gefunden
werden kann.
4. Mit Kenntnis der Parameter des CPICH (Synchronisationszeitpunkt und Code)
kann die Frequenzakquisition jetzt unter Ausnutzung des CPICH datengestützt aus-
geführt werden.
Für eine ausführliche Beschreibung der 3GPP-DL Akquisitionsprozedur sowie Untersu-
chungen geeigneter Implementierungsvarianten sei auf [86] verwiesen. Analysen zur Leis-
tungsfähigkeit sowie Betrachtungen zur Parameteroptimierung sind unter anderem in
[60, 23, 91] zu finden.
2.5 Zusammenfassung: DS-Spreizspektrum
Übertragung und zellulare CDMA-Systeme
Spreizspektrum-Systeme nutzen für die Datenübertragung eine in Bezug auf die Informa-
tionsbandbreite um ein Vielfaches höhere Bandbreite. Bei Direct-Sequence-SS-Systemen
erfolgt die spektrale Spreizung durch Multiplikation der Informationssymbole mit einem
höherratigen Spreizcode. Durch die erhöhte Bandbreite kann der frequenzselektive Kanal
in mehrere nicht frequenzselektive Kanäle aufgebrochen werden (Auflösung der Mehrwege-
komponenten). Eine sehr effiziente und elegante Empfängerstruktur, der Rake-Empfänger,
ergibt sich aus dem Ansatz signalangepasster Filterung. Die Leistungsfähigkeit des Rake-
Empfängers ist durch Interferenz begrenzt. Interferenzen werden durch nichtideale Code-
Korrelationseigenschaften in Zusammenhang mit der Mehrwegeausbreitung des Mobil-
funkkanals verursacht.
Zur Detektion werden Schätzwerte der Übertragungsparameter des Kanals benötigt. Auf-
grund der spezifischen Eigenschaften der Parameter ist es sinnvoll, die Synchronisation
in Grobsynchronisation (Akquisition) und Feinsynchronisation (Tracking) zu unterteilen.
Die Aufgaben der Parameterakquisition umfassen dabei insbesondere die Identifikation
und zeitliche Grobsynchronisation des Spreizcodes, eine grobe Frequenzschätzung, sowie
die Identifikation aller signifikanten Mehrwegekomponenten.
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Wie im vorangegangenen Kapitel bereits herausgearbeitet, ist es sinnvoll, die Synchro-
nisationsaufgaben für bestimmte Übertragungsparameter in eine grobe Synchronisation,
die Akquisition, und in eine Feinsynchronisation, die Parameternachführung oder das
Tracking, aufzuteilen. Die Akquisition muss dabei Anfangsschätzwerte derart bestimmen,
dass sich das Empfangssignal nachführen lässt und eine Demodulation erfolgen kann. Auf-
grund der Eigenschaften des Systems und des Übertragungskanals ist es insbesondere für
den Zeit- und Frequenzversatz günstig bzw. notwendig eine Akquisition durchzuführen.
In diesem Kapitel sollen Schätzer für die Akquisition von Synchronisationszeitpunkt und
Frequenzversatz hergeleitet und analysiert werden. Ausgangspunkt der Betrachtungen
ist der auf dem Maximum-Likelihood-Prinzip basierende gemeinsame Schätzer für Zeit-
und Frequenzversatz. Wenngleich der auf dem ML-Ansatz basierenden Schätzer aufgrund
seiner hohen Komplexität nur geringe praktische Bedeutung besitzt, ermöglicht er eine ge-
nerelle Betrachtungsweise des Problems, wovon sich geeignete suboptimale Realisierungen
und Verfahren (siehe auch Kapitel 5) ableiten lassen.
Im Allgemeinen soll den Betrachtungen dieses Kapitels ein frequenzselektiver Mehrwege-
kanal zugrunde liegen. Des Weiteren werde von einem Empfänger nach dem Prinzip der
synchronisierten Detektion ausgegangen, d. h. Synchronisation und Detektion sind entkop-
pelt, die Detektion verwendet die geschätzten Parameter anstelle der wahren Parameter
und die anfängliche Parameterschätzung basiert auf bekannten Synchronisationssequen-
zen (vgl. [52]). Einschränkend werden ausschließlich vorwärtsverarbeitende Algorithmen
betrachtet.
Die Herleitungen basieren zum Teil auf in der Literatur bereits veröffentlichten Ansätzen.
So diskutieren Rick und Milstein [73] ML-Schätzer für den Zeitversatz in DS-SS-Systemen
unter Annahme frequenzselektiver Mehrwegekanäle. Die Erweiterung des ML-Prinzips auf
die gemeinsame Schätzung von Zeit- und Frequenzversatz für DS-SS Signale wird in den
Arbeiten von Wetzker [88, 89] angegeben. Vergleichbare Ansätze existieren auch für
”
kon-
ventionelle“ Mobilfunksysteme, wobei hier stellvertretend die Arbeiten von Massey zur
Rahmensynchronisation [50] und Fechtel zur gemeinsamen Schätzung von Synchronisati-
onszeitpunkt und Frequenzversatz [12, 13, 14] genannt werden sollen.
Zur Reduzierung der Komplexität lassen sich ausgehend vom ML-Schätzer suboptimale
Realisierungen ableiten. Insbesondere das signalangepasste Filter stellt eine gebräuch-
liche Implementierungsvariante dar, die neben aktiven Korrelatoren häufig zur DS-SS-
Akquisition genutzt wird.
Weiterhin wird der Ansatz der getrennten Schätzung von Zeit- und Frequenzversatz dis-
kutiert, der ebenfalls auf Kosten der Optimalität den Aufwand der Schätzung reduziert.
Analytische, auf vereinfachten Modellannahmen basierende, Methoden zur Abschätzung
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der Leistungsfähigkeit von Timing-Detektion als auch Frequenzschätzung bilden zusam-
men mit einem Vergleich von analytisch und simulativ gewonnenen Ergebnissen für aus-
gewählte Szenarien der 3GPP-FDD-DL Akquisition den Abschluss des Kapitels.
3.1 Zeitdiskretes Signalmodell für die
Signalakquisition
In Kapitel 2 wurde bereits ein zeitkontinuierliches Modell zur Beschreibung des DS-SS-
Übertragungssystems eingeführt. Aufgrund der Vorteile, die die zeitdiskrete Darstellung 1
zur Beschreibung stochastischer Prozesse bietet, und aufgrund der Tatsache, dass die Ba-
sisbandsignalverarbeitung moderner digitaler Kommunikationssysteme fast ausschließlich
digital erfolgt, soll an dieser Stelle zunächst ein zeitdiskretes Signalmodell als Ausgangs-
punkt für alle weiteren Betrachtungen abgeleitet werden.
Im Folgenden soll das Empfangssignal mit der Abtastrate fA = 1/TA abgetastet werden,
wobei ein bezüglich der Chiprate ganzzahliger Überabtastfaktor NS = TC/TA mit NS > 1
zugrunde gelegt werden soll. Es sei angenommen, dass das Empfangssignal im Sinne des
Abtasttheorems vor der Abtastung hinreichend bandbegrenzt wurde, um Aliasing zu ver-
meiden. Die Folge der gewonnenen Abtastwerte bildet dann eine hinreichende Statistik
[52]. Das bedeutet, die im zeitkontinuierlichen Empfangssignal r(t) enthaltene Informa-
tion ist vollständig in der (unendlichen) Abtastfolge r(kTA) enthalten. Abbildung 3.1
veranschaulicht das Prinzip der Abtastung des bandbegrenzten Empfangssignals für den
Fall NS = 2.
Mit den auf die Chipdauer TC normierten Größen Signalverzögerung τ
′ bzw. Frequenz-
versatz ν ′
τ ′ =
τ
TC
ν ′ = ∆f TC .
(3.1)
kann für das periodisch zu den Zeitpunkten kTA =
k
NS
TC abgetastete Empfangssignal
nach Glg. (2.16) geschrieben werden:
1Das gestörte Empfangssignal r(t) stellt einen zeitkontinuierlichen Zufallsprozess dar. Eine elegante Be-
schreibung dieses Zufallsprozesses erhält man, indem man sich einer äquivalenten Darstellung durch
gewichtete orthonormale Basisfunktionen bedient. Die Gewichtungskoeffizienten stellen dann Zufalls-
variablen dar, die den Prozess mit Hilfe der Basisfunktionen beschreiben; man spricht von einer Vektor-
darstellung des Zufallsprozesses [54, 70, 52]. Im Spezialfall bandbegrenzter weißer Zufallsprozesse und
unendlicher Beobachtungslänge können die Basisfunktionen als zeitversetzte sinc-Funktionen gewählt
werden. Mit anderen Worten, der zeitkontinuierliche Zufallsprozess kann durch seine Abtastwerte dar-
gestellt werden. Es sei zusätzlich darauf hingewiesen, dass die so gewonnenen Abtastwerte im Falle
von gefärbtem Rauschen im statistischen Sinne nicht mehr als unkorreliert betrachtet werden können.
Ist dies gewünscht, kann mit Hilfe der Karhunen-Loève-Transformation eine Orthonormaldarstellung
mit unkorrelierten Koeffizienten gefunden werden.
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f
1
2TC
(1 + r) fA =
2
TC
Srr(f) Srr(f − 2TC )
HTP (f) HTP (f − 2TC )
Abb. 3.1: Spektrum von Empfangssignal und Frequenzgang des Empfangsfilters bei
Überabtastung mit NS = TC/TA = 2.
r(k) = e
j2π k
NS
ν′
s(k) ∗ h(k) + n(k)
=
√
EC e
j2π k
NS
ν′
L−1∑
l=0
hl
n=+∞∑
n=−∞
d⌊
n
SF
⌋cn g (k −NS n−NS τ ′l ) + n(k) .
(3.2)
wobei die Abtastzeitpunkte t = kTA zur Vereinfachung der Schreibweise mit k bezeichnet
werden. Gleichung (3.2) soll als allgemeines Modell für das Übertragungsverhalten die
Grundlage zur Herleitung der Akquisitionsalgorithmen bilden. Aufgrund der dem Emp-
fänger im Allgemeinen, zumindest zum Zeitpunkt der Anfangsparameterschätzung nicht
zugänglichen Informationen über die Parameter aller anderen gleichzeitig aktiven Nutzer
sei angenommen, dass die Mehrnutzerinterferenz als Rauschen aufgefasst werden kann,
so dass Glg. (3.2) auch für den Mehrnutzer-Fall gelten soll. Der additive gaußsche, nicht
notwendigerweise weiße Rauschterm n(k) charakterisiert also alle durch thermisches Rau-
schen und Interferenz verursachten Störungen und besitzt die spektrale Leistungsdichte
I0 (vgl. hierzu auch Abschnitt 2.3.2).
Um das Systemmodell kompakt in Matrix-Vektor-Schreibweise darstellen zu können, sei
zunächst ein Vektor r eingeführt, der die Beobachtung des abgetasteten Empfangssignals
r(k) mit endlicher Beobachtungslänge repräsentiere. Dabei soll die Größe des Beobach-
tungsfensters so gewählt sein, dass durch geeignete Transformation aus r eine hinreichende
Statistik bezüglich der zu schätzenden Parameter gewonnen werden kann. Mit den Vor-
aussetzungen, dass das Sendesignal eine dem Empfänger bekannte Sequenz der Länge
M TC = M
′ TA enthalte und dass die Unsicherheitsregion P TC = P
′ TA a-priori bekannt
ist, kann der Startzeitpunkt der Sequenz aus einer Beobachtung r geschätzt werden, wenn
die Sequenz oder vielmehr alle von der Sequenz beeinflussten Abtastwerte innerhalb des
Beobachtungsfensters liegen. Abbildung 3.2 veranschaulicht den Zusammenhang zwischen
zeitlicher Unsicherheitsregion, Sequenzlänge und Beobachtungsfenster. Dabei werden zwei
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Kanaldispersion Bekannte Sequenz
L TC
Beobachtungslänge WP TC
Unsicherheitsbereich [0, P TC)
der Länge M TC
erweiterte Beobachtungslänge W TC
r(τ ′ = 0)
r(τ ′ = P ′)
Abb. 3.2: Beobachtungsfenster für den Empfangssignal-Vektor r ohne bzw. mit Be-
rücksichtigung der Kanaldispersion.
Fälle unterschieden, zum einen kann die Beobachtung so gewählt werden, dass wenigstens
alle
”
direkt“ von der Synchronisationssequenz beeinflussten Abtastwerte innerhalb der Be-
obachtung liegen. Das Beobachtungsfenster umfasst dann W ′P = P
′+M ′−1 Abtastwerte.
Andererseits verursacht die Mehrwegeausbreitung Interferenz zwischen Synchronisations-
sequenz und vorhergehendem bzw. nachfolgendem Sendesignal. Das die Kanaldispersion
berücksichtigende, erweiterte Beobachtungsfenster enthält W ′ = P ′+M ′+2(L′−1)−1 Ab-
tastwerte, wobei L′ die normierte zeitliche Ausdehnung der Kanalimpulsantwort bedeutet
L′ TA = LTC . Um die in der erweiterten Beobachtung zusätzlich enthaltene Information
in die Schätzung einfließen zu lassen, müssen auch die die Synchronisationssequenz um-
gebenden, unbekannten Sendesymbole in die Schätzung einbezogen werden, d. h. es ist
ein unbekannter Sendesignal-Vektor d der Länge P ′ + 2(L′ − 1) − 1 zu berücksichtigen.
Im Folgenden soll parallel zu einem solchen, die unbekannten Sendedaten berücksichti-
genden Schätzer ein Schätzer betrachtet werden, der lediglich die Kenntnis der bekannten
Synchronisationssequenz ausnutzt; bei diesem Schätzer bleiben alle unbekannten Symbole
innerhalb der Beobachtung unberücksichtigt. 2
Zunächst sei die in Verzögerungs-Richtung abgetastete und im Beobachtungszeitraum
zeitinvariant angenommene Kanalimpulsantwort in Vektorschreibweise definiert
h = [hL′−1, hL′−2, . . . , h0]
T , (3.3)
wobei die Länge L′ des Kanalimpulsantwort-Vektors h durch die tatsächliche bzw. ma-
ximal zu erwartende Kanaldispersion bestimmt wird. Weiterhin seien die Sende-Vektoren
s(τ ′,d) für den Sendedaten berücksichtigenden bzw. sP (τ
′) für den ausschließlich Syn-
chronisationssequenz basierten Schätzer definiert, die einen Ausschnitt des Sendesignals
mit der Länge W TC = W
′NS TA bzw. WP TC = W
′
P NS TA zum Zeitpunkt τ
′ ∈ [0, P ′)
2An dieser Stelle sei angemerkt, dass diese Betrachtungsweise auch für kontinuierlich gesendete Syn-
chronisationssequenzen, wie z. B. bei der klassischen PN-Code-Akquisition, sinnvoll ist, da auch dann
aus Komplexitätsgründen die Beobachtung zeitlich beschränkt werden muss.
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beschreiben
s(τ ′,d) = [s(τ ′), s(τ ′ + 1), . . . , s(τ ′ + k), . . . , s(τ ′ +W ′ − 1)]T , bzw.
sP (τ
′) = [s(τ ′), s(τ ′ + 1), . . . , s(τ ′ + k), . . . , s(τ ′ +W ′P − 1)]T .
(3.4)
Es lassen sich nun entsprechende Sendesignal-Matrizen bilden
S(τ ′,d) = [s(τ ′ − L′ + 1), . . . , s(τ ′ − 1), s(τ ′)]
=





s(τ ′ − L′ + 1) · · · s(τ ′ − 1) s(τ ′)
s(τ ′ − L′ + 2) · · · s(τ ′) s(τ ′ + 1)
...
. . .
...
...
s(τ ′ +W ′ − L′) · · · s(τ ′ +W ′ − 2) s(τ ′ +W ′ − 1)





und
SP (τ
′) = [sP (τ
′ − L′ + 1), . . . , sP (τ ′ − 1), sP (τ ′)] ,
(3.5)
so dass die Faltung des Sendesignals mit der Kanalimpulsantwort durch die Produkte
S(τ ′,d) h und S(τ ′) h beschrieben werden kann. Zur Modellierung des Frequenzversatzes
werde die diagonalen Frequenzversatz-Matrix
F (ν ′) = diag
[
1, e
j2π ν
′
NS , e
j2π ν
′
NS
2
, . . . , e
j2π ν
′
NS
(W ′−1)
]
F P (ν
′) = diag
[
1, e
j2π ν
′
NS , e
j2π ν
′
NS
2
, . . . , e
j2π ν
′
NS
(W ′
P
−1)
] (3.6)
eingeführt. Die Beobachtung des Empfangsvektors in Matrix-Vektor-Notation lautet
schließlich
r(τ ′) = e j2πν
′τ ′F (ν ′)S(τ ′,d)h + n(τ ′)
rP (τ
′) = e j2πν
′τ ′F P (ν
′)SP (τ
′)h + n(τ ′) .
(3.7)
Die Laufzeit des Signals τ ′ wird also durch eine Verzögerung des Sendesignals modelliert.
3.2 Optimaler Schätzer von Zeit- und
Frequenzversatz
3.2.1 Bayes-Ansatz
Schätzer basierend auf dem Bayes-Kriterium minimieren das Risiko bzw. die Kosten der
Parameterschätzung [39, 44]. Bei der Parameterschätzung entstammen die zu schätzenden
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Parameter einem Ereignisraum, d. h. der Parameter als auch sein Schätzwert sind werte-
kontinuierliche Größen. Die zu schätzenden Parameter für Zeitversatz und Frequenzoffset
können im Parametervektor q zusammengefasst werden:
q = (τ ′, ν ′)
T
. (3.8)
Der Schätzfehler wird im Folgenden definiert als die Differenz von Schätzwert und tat-
sächlichem Wert des Parameters:
e = (eτ , eν)
T = q̂(r) − q = (τ̂(r) − τ, ν̂(r) − ν)T . (3.9)
Wird eine vom Schätzfehler abhängige Kostenfunktion C(e) eingeführt, so erhält man das
Risiko R durch Bildung des Erwartungswertes der Kostenfunktion über alle Realisierungen
des Empfangsvektors und der Parameter
R = E {C(E)} =
∫
R
∫
Q
C(q̂(r) − q) · fQ,R (q, r) dq dr . (3.10)
Für die Verbunddichte fQ,R (q, r) gilt
fQ,R (q, r) = fQ(q) · fR|Q(r|q) = fR(r) · fQ|R(q|r). (3.11)
Das zu minimierende Risiko nach Glg. (3.10) berechnet sich damit zu
R =
∫
R
∫
Q
C(q̂(r) − q) · fR(r) · fQ|R(q|r) dq dr. (3.12)
Um aus Glg. (3.12) einen Schätzer ableiten zu können, muss die Kostenfunktion C(e)
bekannt sein, bzw. geeignet definiert werden. Da es das Ziel der Parameterakquisition
ist, Zeit- bzw. Frequenzversatz innerhalb des Fangbereichs der Feinsynchronisationsalgo-
rithmen des Detektors zu bestimmen, ist die Kostenfunktion mit konstanter Gewichtung
großer Fehler eine sinnvolle Annahme, es folgt
C(q̂ − q) =
{
C1 für q̂ ∈ QT
C2 für q̂ 6∈ QT
, (3.13)
wobei QT den (für die Feinsynchronisation) zulässigen Parameterraum repräsentiert und
C1 und C2 jeweils die Kosten für korrekte bzw. fehlerhafte Akquisition bezeichnen. Gene-
rell gilt C1  C2. Mit der gegebenen Kostenfunktion berechnet sich Glg. (3.12) zu
R =
∫
R
fR(r)






C1
∫
q∈QT
fQ|R(q|r) dq + C2
∫
q 6∈QT
fQ|R(q|r) dq
︸ ︷︷ ︸
1−
R
q∈QT
fQ|R(q|r) dq






dr
=
∫
R
fR(r)

(C1 − C2)
︸ ︷︷ ︸
<0
∫
q∈QT
fQ|R(q|r) dq + C2

 dr ,
(3.14)
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so dass das Risiko minimal wird, wenn das innere Integral in Glg. (3.14) maximal wird.
Wenn nun das Integrationsintervall QT hinreichend klein angenommen wird, ist die Be-
stimmung des Schätzvektors identisch mit der Suche nach dem Maximum der A-posteriori-
Dichtefunktion fQ|R(q|r). Der Schätzer wird deshalb auch als MAP-Schätzer bezeichnet.
q̂MAP(r) = arg max
q∈Q
fQ|R(q|r)
= arg max
q∈Q
fR|Q(r|q) · fQ(q)
fR(r)
≡ arg max
q∈Q
fR|Q(r|q) · fQ(q)
(3.15)
3.2.2 Maximum Likelihood Schätzer
Liegt keine a-priori Information über die Dichte der zu schätzenden Parameter vor, kön-
nen sämtliche Parameterrealisierungen als gleichwahrscheinlich angenommen werden. In
diesem Fall ist die MAP-Schätzung nach Glg. (3.15) äquivalent zur Maximum-Likelihood-
Schätzung
q̂ML(r) = arg max
q∈Q
fR|Q(r|q) , (3.16)
d. h. die ML-Schätzeinrichtung wählt den Schätzwert, für den die Dichtefunktion
fR|Q (r|q) maximal wird.
Im Folgenden soll der ML-Schätzer für additive weiße gaußsche Rauschstörung für die
beiden Fälle Sendedaten berücksichtigender und ausschließlich Synchronisationssequenz
basierter Schätzung näher analysiert werden. Sollen die die Trainingssequenz umgebenden
(unbekannten) Daten in die Parameterschätzung einbezogen werden, so sind prinzipiell
zwei Verfahren anwendbar. Zum einen kann man eine gemeinsame Schätzung der Signal-
parameter und der die Präambel beeinflussenden Daten vornehmen und zum anderen kann
über alle möglichen Datensequenzen gemittelt werden um damit die Datenabhängigkeit zu
eliminieren. In beiden Fällen wird die Komplexität durch die maximale Kanaldispersion
und die Größe des Symbolalphabets bestimmt, wobei im Falle der Mittelung bei Sym-
bolalphabeten mit konstanter Symbolenergie (z. B. PSK-Modulation) zum Teil Vereinfa-
chungen möglich sind. Es bezeichne d den (P ′+2(L′−1)−1)-dimensionalen unbekannten
Datenvektor, wobei unter Daten die mit Daten modulierte oder auch nicht mit Daten mo-
dulierte Chip-Sequenz zu verstehen ist. Dann lässt sich formal für die bedingten Dichten,
die auch als Likelihood-Funktionen bezeichnet werden, der Sendedaten berücksichtigen-
den bzw. ausschließlich Synchronisationssequenz basierten Betrachtung unter Annahme
gleichwahrscheinlicher Datenvektoren d schreiben
fR|Q(r|q) =
∑
alle d
fR|Q(r,d|q)
∝
∑
alle d
fR|Q(r|q,d)
=
∑
alle d
1
(πI0)W
′ e
− 1
I0
‖r−F (ν′) S(τ ′,d) h‖2
(3.17)
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sowie
fPR|Q(r|q) =
1
(πI0)W
′
P
e
− 1
I0
‖r−F P (ν′)SP (τ ′)h‖2 . (3.18)
Die Schätzer, die die Dichten nach Glg. (3.17) bzw. Glg. (3.18) maximieren sind nicht ohne
weiteres realisierbar, da der Kanalimpulsantwort-Vektor h unbekannt ist. Als Ausweg wird
in [12, 88] vorgeschlagen, eine implizite Kanalschätzung für jeden möglichen Synchronisa-
tionszeitpunkt τ ′ vorzunehmen. Der bezüglich des kleinsten quadratischen Fehlers (engl.
”
least squares“ - LS) optimale Schätzwert unter Voraussetzung weißer, gaußscher Störung
ist gegeben durch (vgl. z. B. [39, 36]):
ĥ =
(
SH(τ ′,d)S(τ ′,d)
)−1
SH(τ ′,d) F H(ν ′) r
ĥP =
(
SHP (τ
′)SP (τ
′)
)−1
SHP (τ
′) F HP (ν
′) r .
(3.19)
Einsetzen von Glg. (3.19) in Glg. (3.17) und Glg. (3.18) führt zu
fR|Q(r|q) =
∑
alle d
1
(πI0)W
′ e
− 1
I0
‖r−F (ν′)ΨD(τ ′,d) F H(ν′) r‖2
fPR|Q(r|q) =
1
(πI0)W
′
P
e
− 1
I0
‖r−F P (ν′)ΨP (τ ′) F HP (ν′) r‖2 ,
(3.20)
wobei die Matrizen Ψ(τ ′,d) bzw. ΨP (τ
′) wie folgt definiert sind 3
Ψ(τ ′,d) = S(τ ′,d)
(
SH(τ ′,d)S(τ ′,d)
)−1
SH(τ ′,d)
ΨP (τ
′) = SP (τ
′)
(
SHP (τ
′)SP (τ
′)
)−1
SHP (τ
′) .
(3.21)
Auf eine weitere Betrachtung des Sendedaten berücksichtigenden ML-Schätzers soll im
weiteren verzichtet werden, da aufgrund seiner Komplexität eine praktische Implementie-
rung kaum durchführbar scheint. Zusätzlich ist es eine sinnvolle Annahme, dass die die
Länge der Trainingssequenz in einem DS-CDMA-System um ein Vielfaches länger als die
maximal zu erwartende Kanaldispersion ist und sich damit der Einfluss der die Trainings-
sequenz umgebenden unbekannten Daten (Chips) reduziert und weitestgehend vernach-
lässigt werden kann. Dies liegt darin begründet, dass das Chip-bezogene SINR aufgrund
der Mehrnutzerinterferenz sehr niedrig ist und demzufolge ein gewisser Spreizgewinn zur
Detektion der Synchronisationssequenz erforderlich ist.
Aufgrund der im Allgemeinen nicht gegebenen Unimodalität der Likelihood-Funktion nach
Glg. (3.20) können keine rekursiven Verfahren zur Bestimmung des globalen Maximums
3Die Matritzen Ψ(τ ′, d) bzw. ΨP (τ
′) stellen orthogonale Projektionsoperatoren bezüglich der von den
Spaltenvektoren von S(τ ′, d) bzw. SP (τ
′) aufgespannten Vektorräume dar [39, 43]. Da die Matrix Ψ
Projektionsoperator ist, ist Ψ indempotent, es gilt Ψ2 = Ψ. Ψ ist auch orthogonaler Projektionsope-
rator, so dass weiterhin ΨH = Ψ erfüllt ist.
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innerhalb der Unsicherheitsregion angewandt werden. Vielmehr ist es erforderlich die be-
dingte Dichte des Empfangsvektors zumindest näherungsweise für die Unsicherheitsre-
gion zu berechnen, um dann auf das globale Maximum zu schließen. Die Bestimmung
des parameterabhängigen Maximums von Glg. (3.20) für die datenunabhängige Betrach-
tung ist äquivalent mit der Bestimmung des Minimums des Exponenten. Für den ML-
Parameterschätzwert folgt:
q̂ML(r) ∝ arg min
q∈Q
∥
∥r − F P (ν ′)ΨP (τ ′) F HP (ν ′)r
∥
∥
2
= arg min
q∈Q
∥
∥F HP (ν
′) r − ΨP (τ ′) F HP (ν ′)r
∥
∥
2
.
(3.22)
Der ML-Schätzer minimiert also die mittlere quadratische Norm des Fehlers zwischen
dem beobachteten Empfangsvektor und dem Modellempfangsvektor 4 . Alternativ kann
Glg. (3.22) ausgedrückt werden durch (vgl. [39, S. 225]):
q̂ML(r) = arg min
q∈Q
(
rHν′ (I − ΨP (τ ′)) rν′
)
= arg min
q∈Q
(
rHν′rν′ − rHν′ΨP (τ ′)rν′
)
∝ arg max
q∈Q
(
rHν′ΨP (τ
′)rν′
)
≡ arg max
q∈Q
‖ΨP (τ ′) rν′‖2 ,
(3.23)
wobei rν′ = F
H
P (ν
′) r die um den hypothetischen Frequenzversatz ν ′ korrigierte Beobach-
tung bezeichnet. Der Schätzer nach Glg. (3.23) wurde bereits in [14, 88] hergeleitet. Wei-
terhin impliziert Glg. (3.23), dass die Leistungsfähigkeit des Schätzers von der Matrix
ΨP (τ
′) und damit durch SP (τ
′) bestimmt wird. Die Analyse des Erwartungswertes der
Metrik aus Glg. (3.23) bezüglich des Rauschens führt unter Berücksichtigung der ange-
nommenen Unkorreliertheit der Abtastwerte des Rauschens zu:
E
{
rHν′ΨP (τ
′)rν′
}
= hH SHP (τ
′
0) F
H
P (ν
′
0 − ν ′)ΨP (τ ′) F P (ν ′0 − ν ′) SP (τ ′0) h
+ I0 tr {Ψ(τ ′)} .
(3.24)
Der Rauschterm in Glg. (3.24) ist in guter Näherung konstant für alle Verzögerungen τ ′
5. Geeigneterweise sollte die Synchronisationssequenz so gewählt werden, dass der Signal-
anteil von Glg. (3.24) für τ ′ = τ ′0, ν
′ = ν ′0 maximal und minimal für alle τ
′ 6= τ ′0, ν ′ 6= ν ′0
wird:
4Im Falle gaußscher Störung, wie sie hier vorausgesetzt wird, sind ML-Schätzer und der Schätzer nach
dem Kriterium des kleinsten mittleren quadratischen Fehlers (engl.
”
Minimum Mean Sqaure Error“ -
MMSE) äquivalent [39, 43].
5Wegen endlicher Länge der Beobachtung und im Allgemeinen bandbegrenzter, d. h. zeitlich unbegrenz-
ter Impulsgenerierung kann sich die Spur der Matrix ΨP (τ
′) für verschiedene τ ′ geringfügig unter-
scheiden
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E
{
rHν′ΨP (τ
′)rν′
}
= I0 tr {ΨP (τ ′)}
+




‖SP (τ ′) h‖2 für τ ′ = τ ′0, ν ′ = ν ′0
hH SHP (τ
′
0) F
H
P (ν
′
0 − ν ′) SP (τ ′)
(
SHP (τ
′)SP (τ
′)
︸ ︷︷ ︸
Autokorrelations-
Matrix
)−1
SHP (τ
′) F P (ν
′
0 − ν ′) SP (τ ′0)
︸ ︷︷ ︸
Ambiguity-Matrix
h
für τ ′ 6= τ ′0, ν ′ 6= ν ′0 .
(3.25)
Die gewählte Synchronisationssequenz sollte folglich geeigneterweise perfektes Autokorre-
lationsverhalten bezüglich einer Verschiebung in Zeit- und Frequenz aufweisen, die ent-
sprechende ideale Ambiguity-Funktion verschwindet für alle τ ′ 6= 0 und ν ′ 6= 0.
Synchronisationssequenz mit perfektem Autokorrelationsverhalten
Ausgehend von einer im Sinne der zeitlichen Autokorrelation idealen Synchronisationsse-
quenz mit der Eigenschaft
SHP SP = I , (3.26)
vereinfacht sich die nach Glg. (3.23) gegebene Metrik mit Glg. (3.21) und Glg. (3.26) zu:
q̂ML(r) = arg max
q∈Q
(
rH F P (ν
′) SP (τ
′) SHP (τ
′) F HP (ν
′)r
)
= arg max
q∈Q
∥
∥SHP (τ
′) F HP (ν
′) r
∥
∥
2
.
(3.27)
Die Struktur, mit der ein Schätzer nach Glg. (3.27) realisiert werden kann, ist nach Aus-
multiplizieren ersichtlich
∥
∥SHP (τ
′) F HP (ν
′) r
∥
∥
2
=
L′−1∑
l=0
∣
∣sHP (τ
′ − l) F HP (ν ′) r
∣
∣
2
=
L′−1∑
l=0
∣
∣
∣
∣
∣
M ′+P ′∑
i=0
ri s
∗(i+ τ ′ − l) e−j2π
ν′
NS
i
∣
∣
∣
∣
∣
2
,
(3.28)
d. h. für sämtliche Hypothesen ν ′ ∈ [−ν ′max,+ν ′max] und τ ′ ∈ [0, P ′) ist die Summe der
Energie-Normen der Projektionen des Modellempfangsvektors auf den (feststehenden)
Empfangsvektor r innerhalb eines zeitlichen Fensters der Länge L′ zu bestimmen. Um
eine - vom Aufwand her gesehen - praktische Implementierung zu ermöglichen, muss die
Unsicherheitsregion diskretisiert werden. Geeigneterweise kann die diskrete Schrittweite
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DFT
DFT
s∗(u + 1)
s∗(u + 1)
s∗(u + 2)
s∗(u + W ′P )
s∗(u + W ′P − L′)
l = 0
l = L′ − 1
s∗(u)
r−L′+1
s∗(u − L′ + 1)
r0 r1 r2 rM ′+P ′
sHP (u) F
H
P (0) r
sHP (u) F
H
P (+∆v) r
sHP (u) F
H
P (0) r
sHP (u) F
H
P (+∆v) r
s∗(u)
sHP (u) F
H
P (−∆v) r
sHP (u) F
H
P (−∆v) r
Abb. 3.3: DFT-basierte Implementierung zur Berechnung der Skalarprodukte des
ML-Schätzers nach Glg. (3.28) für eine Timing-Hypothese u.
für die zeitliche Unsicherheit gleich der Abtastperiodendauer gewählt werden, so dass die
diskrete zeitliche Unsicherheitsregion P ′ Werte umfasst. Die Quantisierung der Unsicher-
heitsregion für den Frequenzversatz kann abhängig von der geforderten Genauigkeit unter
Beachtung des Realisierungsaufwandes gewählt werden. Allgemein werde angenommen,
dass eine gleichmäßige Aufteilung in V Bereiche vorgenommen, wird, wodurch V + 1
Frequenzhypothesen zu untersuchen sind.
u = ∆u · i, für i = 0, 1, . . . , P ′ − 1, ∆u = 1
NS
v = ∆v · i, für i = −V
2
,−V
2
+ 1, . . . ,+
V
2
− 1,+V
2
, ∆v =
2ν ′max
V
(3.29)
Eine effiziente Möglichkeit zur Realisierung eine Schätzers nach Glg. (3.28) mit Hilfe der
diskreten Fourier-Transformation wird in [88, 89, 29] vorgeschlagen und in ähnlicher Form
auch in [40, S. 279 ff] betrachtet. In Abb. 3.3 ist das Prinzip zur DFT-basierten Berechnung
der Skalarprodukte aus Glg. (3.28) für eine Timing-Hypothese dargestellt.
3.3 Suboptimale Realisierungen des ML-Schätzers
3.3.1 Matched-Filter basierte Akquisition
Durch Substitution der Variablen i′ = i + τ ′ − l lässt sich der ML-Schätzer für ideale
Synchronisationssequenzen aus Glg. (3.28) in einen Schätzer mit feststehendem Modell-
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Empfangsvektor überführen
∥
∥SHP (τ
′) F HP (ν
′) r
∥
∥
2
=
L′−1∑
l=0
∣
∣
∣
∣
∣
τ ′−l+M ′+P ′∑
i′=τ ′−l
ri′−τ ′+l e
−j2π ν′
NS
(i′−τ ′+l)
s∗(i′)
∣
∣
∣
∣
∣
2
. (3.30)
Da der Modellempfangsvektor eine zeitlich begrenzte, mit dem Sende-Impulsformer gefil-
terte Synchronisationssequenz repräsentiert, kann die endliche Summe zur Bestimmung
der Energie-Norm in Glg. (3.30) näherungsweise durch eine unendliche Summe ersetzt
werden (vgl. [89])
∥
∥SHP (τ
′) F HP (ν
′) r
∥
∥
2 ≈
L′−1∑
l=0
∣
∣
∣
∣
∣
∞∑
i′=−∞
ri′−τ ′+l e
−j2π ν′
NS
(i′−τ ′+l)
s∗(i′)
∣
∣
∣
∣
∣
2
=
L′−1∑
l=0
∣
∣
∣
∣
∣
∞∑
i′=−∞
ri′−τ ′+l e
−j2π ν′
NS
i′
s∗(i′)
∣
∣
∣
∣
∣
2
.
(3.31)
Mit der Faltungsidentität x(−k) ∗ y(k) =∑∞k=−∞ x(k) y(i+ k) dt folgt unmittelbar:
∥
∥SHP (τ
′) F HP (ν
′) r
∥
∥
2 ≈
L′−1∑
l=0
∣
∣
∣
∣
[
r(k) ∗ e j2π
ν′
NS
k
s∗(−k)
] ∣
∣
∣
∣
−τ ′+l
∣
∣
∣
∣
2
, (3.32)
wobei der Index den Wert der Faltung zu dem Zeitpunkt −τ ′ + l bezeichnet 6. Durch Ein-
setzen der zeitdiskreten Darstellung des Sendesignals aus Glg. (2.9), kann für Glg. (3.32)
mit der Vereinfachung, dass keine Datenmodulation vorliegt und unter Beachtung, dass die
dem Empfänger bekannte Synchronisationssequenz eine Länge von M TC besitzt, weiter
geschrieben werden
∥
∥SHP (τ
′) F HP (ν
′) r
∥
∥
2 ≈
L′−1∑
l=0
∣
∣
∣
∣
∣
[
r(k) ∗
M−1∑
n=0
e j2πν
′n c∗n δ(−k + nNS) ∗ e
j2π ν
′
NS
k
g∗(−k)
] ∣
∣
∣
∣
−τ ′+l
∣
∣
∣
∣
∣
2
.
(3.33)
Mittels des Äquivalenz-Theorems für zeitkontinuierliche und zeitdiskrete Signalverarbei-
tung [52, S. 239]
y(t)
∣
∣
t=kTC
=
∫ ∞
−∞
g(kTC − u)x(u)du = TC
∞∑
n=−∞
g(kTC − nTC)x(nTC) (3.34)
kann die in Abb. 3.4 dargestellte und häufig angewandte Realisierung von Glg. (3.33)
abgeleitet werden:
6Es sei c(k) = a(k) ∗ b(k) dann sei (a(k) ∗ b(k))|−τ+l = c(k = −τ ′ + l) .
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M−1∑
n=0
c∗nδ(−k + nNS)e j2πν
′
maxnG∗(f + ∆fmax)
kTA
r̃(k)
M−1∑
n=0
c∗nδ(−k + nNS)e−j2πν
′
maxnG∗(f − ∆fmax)
kTA
r̃(k)
M−1∑
n=0
c∗nδ(−k + nNS)G∗(f)
kTA
r̃(k)
∣
∣ ·
∣
∣
2
∣
∣ ·
∣
∣
2
∣
∣ ·
∣
∣
2
L′−1∑
l=0
L′−1∑
l=0
L′−1∑
l=0
≈
L′−1∑
l=0
∥
∥
∥sHP (u) F
H
P (v = +ν
′
max) r
∥
∥
∥
2
≈
L′−1∑
l=0
∥
∥
∥sHP (u) F
H
P (v = 0) r
∥
∥
∥
2
≈
L′−1∑
l=0
∥
∥
∥sHP (u) F
H
P (v = −ν′max) r
∥
∥
∥
2
r(t)
MF bzgl. Synchronisationssequenz
Abb. 3.4: MF-Realisierung des ML-Schätzers mit diskreten Zweigen für die
Frequenzversatz-Hypothesen v ∈ [−V/2,+V/2].
∥
∥SHP (τ
′) F HP (ν
′) r
∥
∥
2 ≈
L′−1∑
l=0
∣
∣
∣
∣
∣
{
[
r(t) ∗
(
e j2π∆ft g∗(−t)
)] ∣
∣
t=kTA
∗
(
M−1∑
n=0
e j2πν
′n c∗n δ(−k + nNS)
)} ∣
∣
∣
∣
−τ ′+l
∣
∣
∣
∣
∣
2
,
(3.35)
d. h. es wird eine eine zeitkontinuierliche signalangepasste Filterung bezüglich des Im-
pulsformers gefolgt von einer zeitdiskreten, auf die Synchronisationssequenz angepassten
Filterung für alle Elemente v der diskretisierten Frequenzunsicherheitsregion ausgeführt.
Ist der zu erwartende maximale Frequenzversatz klein bezüglich der Bandbreite des Sen-
designales, ist eine weitere Vereinfachung möglich, indem nur ein gemeinsames Empfangs-
filter G(f) implementiert wird. Der durch das hinsichtlich der Mittenfrequenz nicht an-
gepasste Empfangsfilter entstehende Signalverlust lässt sich mit Hilfe des Parsevalschen
Theorems berechnen. Die Signalenergie am Ausgang des Empfangsfilters berechnet sich
zu
E
{
|r̃(t)|2
}
=
∫ ∞
−∞
|SSS(f)|2 |G∗(f − ∆f)|2 df ≈
∫ ∞
−∞
|G(f)|2 |G∗(f − ∆f)|2 df . (3.36)
Abbildung 3.5 a) zeigt die Signalenergie als Funktion des Frequenzversatzes für ein Signal
mit Wurzel-Kosinus-Roll-Off Spektrum mit r = 22 % welches durch ein frequenzverscho-
benes Empfangsfilter geführt wird.
Es ist nahe liegend, die Komplexität weiter zu reduzieren, indem die Signalangepasste
Filterung für die Synchronisationssequenz zur Bestimmung der Verzögerung τ ′ ebenfalls
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nur für die Frequenzversatz-Hypothese ν ′ = 0 durchgeführt wird, wobei anzumerken ist,
dass eine solche Realisierung keinen Schätzwert für den Frequenzversatz liefert. Eine sol-
che Vorgehensweise, bei der Verzögerung und Frequenzversatz unabhängig voneinander
geschätzt werden, soll Gegenstand des nachfolgenden Abschnitts sein. Es sei allerdings
vorweggenommen, dass die frequenzverschobene Code-Matched-Filterung einen zusätzli-
chen Signalverlust und damit eine SINR-Degradation verursacht, die von der Länge des
Code-Matched-Filters M ′ (auch Korrelationslänge) und von dem normierten Frequenzver-
satz ν ′ bestimmt wird. Die Signalenergie am Ausgang des Code-Matched-Filters für den
korrekten Synchronisationszeitpunkt τ ′ = τ0 und unter den Annahme NS = 1 (M = M
′),
L′ = 1 beträgt ([84], vgl. auch Anhang B)
lim
SINR→∞
∥
∥SHP (τ
′ = τ ′0) F
H
P (ν
′) r
∥
∥
2 ≈ M2 sinc2 (ν ′M) . (3.37)
Beispielhaft illustriert Abb. 3.5 b) diesen Zusammenhang für verschiedene M . Der Ver-
gleich von Abb. 3.5 a) und b) verdeutlicht anschaulich, dass die frequenzmäßig nicht
angepasste Code-Matched-Filterung für relevante M wesentlich sensitiver gegenüber Fre-
quenzverschiebungen ist. Dieser Tatsache muss beim Entwurf der Akquisitionsalgorithmen
Rechnung getragen werden, wohingegen der Verlust durch nicht angepasste Chip-Matched-
Filterung als vernachlässigbar angesehen werden kann.
1
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a) Normierte Signalleistung Ausgang des
RRC-Empfangsfilters (r = 22 %).
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b) Normierte Signalenergie nach Korrelation über
M Chips.
Abb. 3.5: Signalverlust in Abhängigkeit vom normierten Frequenzversatz ν ′.
3.3.2 Getrennte Schätzung von Zeit- und Frequenzversatz
Wie bereits im vorangegangenen Abschnitt für die von der Frequenzversatzschätzung
unabhängige Code-Matched-Filterung angedeutet, kann die ML-Parameterschätzung se-
quentiell durchgeführt werden, wodurch die Komplexität des Schätzers i. Allg. erheblich
reduziert werden kann. Dabei werden die zu schätzenden Parameter nacheinander und
unabhängig von den zum Schätzzeitpunkt noch unbekannten Parametern bestimmt. Die-
se Abhängigkeit wird durch Integration der Likelihood-Funktion über die unbekannten
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Parameter eliminiert. Prinzipiell ist die Reihenfolge, in der die einzelnen Schätzungen
vorgenommen werden, frei wählbar. Aufgrund unterschiedlicher Parameter- und Syste-
meigenschaften erweisen sich jedoch gewisse Konstellationen als mehr oder weniger geeig-
net. Sind bereits Parameterschätzwerte bekannt, fließen diese als a-priori Wissen in die
momentane Schätzung ein. Für den in unserem Fall zweidimensionalen Parameterraum
ergeben sich folgende Realisierungsvarianten:
1. Durchführung einer frequenzunabhängigen Schätzung für die Verzögerung τ
τ̂ ′ = arg max
τ ′
∫
fR|τ ′,ν′(r|τ ′, ν ′) dν ′ .
Nachfolgend ist dann die Bestimmung des Frequenzversatzes vorzunehmen, wobei
der Schätzwert τ̂ als zusätzliche a-priori-Information einfließt
ν̂ ′ = arg max
ν′
fR|τ ′,ν′(r|τ ′ = τ̂ ′, ν ′) .
2. Schätzung der Frequenzversatzes unabhängig von der Signalverzögerung
ν̂ ′ = arg max
ν′
∫
fR|τ ′,ν′(r|τ ′, ν ′) dτ ′ .
Anschließend Bestimmung der Signalverzögerung unter Zuhilfenahme des Schätz-
wertes für den Frequenzversatz
τ̂ ′ = arg max
τ ′
fR|τ ′,ν′(r|τ ′, ν ′ = ν̂ ′) .
Im Folgenden sollen die frequenzabhängige und frequenzunabhängige Schätzung des Syn-
chronisationszeitpunktes sowie die von der Kenntnis des Synchronisationszeitpunktes
abhängige bzw. unabhängige Frequenzschätzung eingehender betrachtet und geeignete
Strukturen aufgezeigt werden.
Frequenzabhängige Verzögerungsschätzung
Bei der frequenzabhängigen Verzögerungsschätzung wird davon ausgegangen, dass ein
Schätzwert für den Frequenzversatz existiert bzw. dieser bereits (zumindest grob) kom-
pensiert ist, so dass der durch den Restfrequenzversatz verursachte Verlust klein genug
ist, um die Verzögerungsschätzung durchzuführen. Die Struktur eines solchen Schätzers ist
äquivalent zu der in Glg. (3.23) unter Weglassung der Frequenzkorrekturmatrix. Besitzt
die Synchronisationssequenz ideales Autokorrelationsverhalten, so folgt aus Glg. (3.27)
τ̂ML(r|ν ′ = 0) = arg max
τ ′∈[0,P ′)
∥
∥SHP (τ
′) r
∥
∥
2
, (3.38)
wofür sich Matched-Filter basierte Implementierungen analog zu den Ausführungen in
Abschnitt 3.3.1 angeben lassen. In Bezug auf Abb. 3.4 bedeutet dies, dass lediglich ein
Zweig, bestehend aus einem Chip-MF gefolgt von einem auf die Synchronisationssequenz
angepassten Filter, für die Frequenzhypothese ν ′ = 0 realisiert werden muss.
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Frequenzunabhängige Verzögerungsschätzung
Erfolgt die Schätzung der Signalverzögerung (Rahmensynchronisationszeitpunkt) ohne
Kenntnis der Frequenzversatzes, ist der Schätzalgorithmus frequenzunabhängig. Einen
solcher Schätzer kann aus der Likelihood-Funktion nach Glg. (3.18) hergeleitet werden,
indem der Erwartungswert bezüglich der unbekannten Parameter bestimmt wird. Die
Abhängigkeit vom Frequenzversatz wird sozusagen herausgemittelt
fR|τ ′(r|τ ′) =
1
(πI0)W
′
P
∫ ∞
ν′=−∞
e
− 1
I0
‖r−F P (ν′)SP (τ ′)h‖2 fν′(ν
′) dν ′. (3.39)
Analog zu Glg. (3.20) und mit der Annahme von gleichverteiltem Frequenzversatz ν ′ ∈
[−ν ′max, ν ′max] folgt für weiße unkorrellierte gaußsche Störung
fP
R|τ ′
(r|τ ′) = 1
(πI0)W
′
P
1
2 ν ′max
∫ ν′max
ν′=−ν′max
e
− 1
I0
‖r−F P (ν′)ΨP (τ ′) F HP (ν′) r‖2dν ′. (3.40)
Es sei wiederum eine Synchronisationssequenz mit perfektem Autokorrelationsverhalten
SHP (0)SP (0) = I gegeben, so dass mit Glg. (3.27) und Glg. (3.28) weiterhin geschrieben
werden kann
fP
R|τ ′
(r|τ ′) = 1
(πI0)W
′
P
1
2 ν ′max
∫ ν′max
ν′=−ν′max
e
− 1
I0
‖SHP (τ ′) F HP (ν′) r‖2dν ′
=
1
(πI0)W
′
P
1
2 ν ′max
∫ ν′max
ν′=−ν′max
e
− 1
I0
L−1
P
l=0
˛
˛
˛
˛
˛
M′+P ′
P
i=0
ri s
∗(i+τ ′−l) e
−j2π ν
′
NS
i
˛
˛
˛
˛
˛
2
dν ′.
(3.41)
Eine Näherung für die geschlossene Lösung von Glg. (3.41) kann durch Reihenentwicklung
der Exponentialfunktion und Vernachlässigung der Terme höherer Ordnung angegeben
werden ex =
∑∞
n=0
xn
n!
≈ 1 + x (vgl. dazu Anhang C), für Mν ′max  1 ergibt sich
τ̂ML(r) ≈ arg max
τ ′∈[0,P ′)
L−1∑
l=0
∣
∣
∣
∣
∣
M ′+P ′∑
i=0
ri s
∗(i+ τ ′ − l)
∣
∣
∣
∣
∣
2
= arg max
τ ′∈[0,P ′)
∥
∥SHP (τ
′)r
∥
∥
2
,
(3.42)
das bedeutet, frequenzabhängiger und die Näherung für den frequenzunabhängigen Ver-
zögerungsschätzer nach Glg. (3.42) sind für kleine Werte ν ′ identisch.
Verzögerungsabhängige Frequenzschätzung
Die ML-basierte Frequenzschätzung mit bekanntem Synchronisationszeitpunkt einer Trai-
ningssequenz ist Gegenstand einer Vielzahl von Veröffentlichungen, u. a. [47, 56, 17, 51,
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52]. Der bereits in Abschnitt 3.2.2 diskutierte Ansatz der signalangepassten Filterung im
Frequenzbereich mit Hilfe der DFT ist auch bei bekanntem Timing anwendbar. Algorith-
men und Optimierungen für eine effiziente Realisierung werden in [85] abgehandelt und
sollen nicht Gegenstand dieses Abschnitts sein. Vielmehr sollen komplexitätsreduzierte,
korrelationsbasierte, vorwärtsverarbeitende Schätzverfahren diskutiert werden.
Der verzögerungsabhängige ML-Frequenzschätzer ergibt sich aus Glg. (3.17) unter Berück-
sichtigung des bekannten Schätzwertes für den Synchronisationszeitpunkt τ̂ ′, der idealer-
weise dem tatsächlichen Synchronisationszeitpunkt τ ′0 entspricht
7
ν̂ ′ML(r|τ ′ = τ̂ ′) = arg max
ν′∈[−νmax,+νmax]
fR|ν′(r|ν ′, τ ′ = τ̂ ′) (3.43)
für die Likelihood-Funktion fR|ν′(r|ν ′, τ ′ = τ̂ ′) gilt nach Glg. (3.23)
fR|ν′(r|ν ′, τ ′ = τ̂ ′) ∝
∥
∥ΨP (τ
′ = τ̂ ′) F HP (ν
′) r
∥
∥
2
=
M ′−1∑
i=0
M ′−1∑
n=0
ΨP (τ
′ = τ̂ ′)[i, n] r∗i rn e
j2π ν
′
NS
(i−n)
.
(3.44)
Ein Schätzer der Glg. (3.44) maximiert, gehört zur Klasse der datengestützten Schätzer, da
die Kenntnis des Synchronisationszeitpunktes einer bekannten Synchronisationssequenz
die Berücksichtigung von deren Symbolen ermöglicht. Alternativ kann für Glg. (3.44)
unter Ausnutzung von Ψ = ΨH geschrieben werden
fR|ν′(r|ν ′, τ ′ = τ̂ ′) ∝
(
M ′−1∑
i=0
ΨP (τ̂
′)[i, i] |ri|2
+ 2<
{
M ′−1∑
n=1
M ′−1∑
i=n
ΨP (τ̂
′)[i− n, i] r∗i−nri e
−j2π ν′
NS
n
})
.
(3.45)
Damit folgt für den ML-Frequenzschätzer
ν̂ ′ML(r|τ ′ = τ̂ ′) = arg max
ν′∈[−νmax,+νmax]
(
p0 + 2
M ′−1∑
n=1
|pn| cos
(
φn − 2π
ν ′
NS
n
))
(3.46)
mit
pn =
M ′−1∑
i=n
ΨP (τ̂
′)[i− n, i] r∗i−nri = |pn| e jφn . (3.47)
7Bezüglich Glg. (3.23) sind Sendesignal-Matrix und damit auch die Matrizen ΨP und F P in ihrer Dimen-
sion nicht identisch, da aufgrund des als bekannt vorausgesetzten Timings der zeitliche Unsicherheits-
bereich unberücksichtigt bleiben kann und lediglich die Länge der bekannten Synchronisationssequenz
und die Kanaldispersion die Dimension der Matrizen bestimmen. Aus Gründen der Übersichtlichkeit
soll die Notation jedoch beibehalten werden.
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Eine notwendige Bedingung für die Existenz eines globalen Maximums von Glg. (3.45) er-
gibt sich durch Nullsetzen der ersten Ableitung von Glg. (3.45). Eine geschlossene Schätz-
vorschrift für den Frequenzversatz lässt sich jedoch für den allgemeinen Fall nicht angeben.
Auf Kosten der Schätzgüte kann dennoch ein einfacher Schätzer realisiert werden, indem
in Glg. (3.45) nur ein ausgewähltes n berücksichtigt wird. Die Funktion auf der rechten
Seite von Glg. (3.46) wird maximal, wenn cos(·) = 1 wird, so dass
ν̂ ′ =
NS
2πn
φn =
NS
2πn
arg (pn) (3.48)
folgt. Der Schätzer nach Glg. (3.48) kann nur dann ein eindeutiges Ergebnis liefern, wenn
|φn| ≤ π. Daraus folgt für den Fangbereich des auf die Chiprate normierten Frequenzver-
satzes ν ′
|ν ′| ≤ NS
2n
. (3.49)
Ist die Güte des so gewonnenen Schätzwertes nicht ausreichend, so kann ein verbesser-
ter Schätzwert durch iterative Suche der Nullstelle der Ableitung von Glg. (3.46), z. B.
mit Hilfe des Newtonschen Iterationsverfahrens, bestimmt werden, wobei der Schätzwert
nach Glg. (3.48) geeigneterweise als Startwert gewählt wird. Es sei jedoch angemerkt, dass
der iterativ bestimmte Schätzwert divergieren kann. Zeigt sich die iterative Schätzung im
AWGN Kanal einigermaßen zuverlässig, so haben Simulationen (vgl. auch Abschnitt 3.4.3)
gezeigt, dass vor allem bei Fading-Kanälen Konvergenzprobleme auftreten, weswegen ite-
rative Algorithmen als nur begrenzt anwendbar anzusehen sind.
Weitere Schätzvorschriften, die den ML-Schätzwert nach Glg. (3.45) zumindest nähe-
rungsweise bestimmen, können für bestimmte Randbedingungen hergeleitet werden. In
[47] wird eine solche Approximation für |M ′ ν ′|  1 und hohes SINR abgeleitet. Der
resultierende Schätzer lautet
ν̂ ′ML ≈
NS
π (M ′ + 1)
arg
(
M ′−1∑
n=1
1
M ′ − n pn
)
. (3.50)
Andere Ansätze beruhen auf der Mittelung der für verschiedene pn bestimmten Phasen-
differenzen [17, 56, 39]
ν̂ ′ =
M ′−1∑
n=1
bn arg (pn) , (3.51)
wobei bn eine geeignete Filterfunktion bezeichnet.
Einige Spezialfälle führen zu Vereinfachungen der Matrix ΨP , so dass sich auch die Schätz-
algorithmen nach Glg. (3.46) und Glg. (3.48) vereinfachen.
Sonderfall L = 1: Für den Sonderfall, dass der Kanal keine Dispersion aufweist (L′ = 1)
reduziert sich die in ΨP enthaltene Matrix SP auf den Synchronisationssequenz-Vektor
sP (τ
′), so dass sich Glg. (3.44) folgendermaßen vereinfacht:
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fR|ν′(r|ν ′, τ ′ = τ̂ ′) ∝
1
M ′−1∑
i=0
|s(τ̂ ′ + i)|2
∥
∥sHP (τ̂
′) F P (ν
′) r
∥
∥
2
. (3.52)
Der Schätzwert für den Frequenzversatz bestimmt sich wie im allgemeinen Fall nach
Glg. (3.46) bzw. Glg. (3.48), wobei sich die komplexwertigen Quantitäten pn folgender-
maßen berechnen
pn =
M ′−1∑
i=n
s(τ̂ ′ + i− n)r∗i−n s∗(τ̂ ′ + i)ri . (3.53)
Das Empfangssignal wird also durch Multiplikation mit der konjugiert komplexen Syn-
chronisationssequenz demoduliert. Anschließend werden alle Elemente der resultierenden
Sequenz mit den konjugiert komplexen und um n Abtastwerte verzögerten Elementen mul-
tipliziert, wodurch die Phasenrotationen zwischen diesen Abtastwerten bestimmt wird.
Die gemittelten Produkte bilden die Quantitäten pn, die mit der Schätzvorschrift nach
Glg. (3.46) den ML-Schätzwert bzw. mit der vereinfachten Vorschrift Glg. (3.48) einen
suboptimalen Schätzwert liefern. Die Quantitäten pn stellen offenbar die Autokorrelati-
onsfunktion des demodulierten Empfangssignales dar, weswegen ein solcher Schätzer auch
als autokorrelationsbasierter Schätzer bezeichnet wird.
Sonderfall SHP S ∼ I: Einen weiteren Sonderfall, der hier betrachtet werden soll, stellt
eine Synchronisationssequenz mit idealem Autokorrelationsverhalten dar. Unter dieser
Voraussetzung ergibt sich aus Glg. (3.44)
fR|ν′,τ ′=τ̂ ′(r|ν ′) ∝
∥
∥SHP (τ̂
′) F HP (ν
′) r
∥
∥
2
=
L′−1∑
i=0
∥
∥sHP (τ̂
′ − l) F HP (ν ′) r
∥
∥
2
.
(3.54)
Gleichung (3.54) kann gleichfalls in die Form Glg. (3.46) überführt werden, wobei sich die
Quantitäten pn nunmehr wie folgt berechnen
pn =
L′−1∑
l=0
M ′−1∑
i=1
s(τ̂ ′ + i− n− l)r∗i−n−l s∗(τ̂ ′ + i− l)ri−l . (3.55)
Die Gleichungen (3.46) und (3.48) zur exakten bzw. vereinfachten Berechnung des
ML-Schätzwertes behalten auch hier ihre Gültigkeit. Vergleicht man Glg. (3.55) mit
Glg. (3.53), so ist festzustellen, dass sich bei Betrachtung von Mehrwegeausbreitung für
ideale Synchronisationssequenzen die Quantitäten pn als Summe der einzelnen Quantitä-
ten (Autokorrelationen) für jede Mehrwegekomponente berechnen.
In DS-SS-CDMA-Systemen ist es oftmals sinnvoll die Frequenzschätzung basierend auf
dem entspreizten Empfangssignal durchzuführen. Der Vorteil liegt vor allem darin, dass
auf diese Art und Weise besonders in zellularen DS-SS-CDMA-Systemen aufgrund der
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Code-Eigenschaften zur Kanaltrennung die durch parallele Kanäle verursachte Interferenz
in hohem Maße unterdrückt wird. Die Quantitäten zur Bestimmung des Frequenzschätz-
wertes berechnen sich nun aus partiellen Korrelationen des Empfangssignales mit der
Spreiz- bzw. Synchronisationssequenz. Um eindeutig zwischen
”
chipbasierten“ und
”
kor-
relationsbasierten“ Quantitäten zu unterscheiden, seien letztere mit Pn bezeichnet. Die
Anzahl der in die Frequenzschätzung einbezogenen Korrelationen sei MC . Die Quantitä-
ten Pn berechnen sich dann zu
Pn =
MC−1∑
i=n
C∗i−nCi = |Pn| e jφn , (3.56)
wobei die partiellen Korrelationen wie folgt definiert sind
Ci =
m−1∑
l=0
s∗(τ̂ ′ + i ·m+ l)ri·m+l . (3.57)
Die Korrelationslänge m sollte hierbei geeigneterweise einem ganzzahligen Vielfachen des
Spreizfaktors SF (Symbollänge) entsprechen. Dabei ist zu beachten, dass m bezüglich des
größten zu erwartenden Frequenzversatzes nicht zu groß gewählt wird, damit der durch die
Phasendrehung während der Korrelation verursachte Signalverlust das effektive SINR nur
in tolerierbarem Maße verringert (vgl. Abb. 3.5 b)). Der auf die Chip-Frequenz normierte
Frequenzschätzwert ergibt sich nun analog zu Glg. (3.48) 8
ν̂ ′ =
NS
2πnm
φn =
NS
2πnm
arg (Pn) . (3.58)
Abbildung 3.6 veranschaulicht unterschiedliche Realisierungen des vereinfachten Fre-
quenzschätzers.
Verzögerungsunabhängige Frequenzschätzung
Geht der Frequenzschätzung keine zeitliche Synchronisation voraus 9 , muss der Frequenz-
schätzer in der Lage sein, unabhängig von der Datenmodulation einen Schätzwert zu be-
stimmen. Ein gebräuchlicher Ansatz bei digitalen Modulationsverfahren beruht auf der
Ausnutzung der Kenntnis des Symbolalphabetes. Speziell im Falle von m-wertiger Pha-
senumtastung (M-PSK) kann zweckmäßigerweise ausgenutzt werden, dass das mit Daten
modulierte und bei DS-SS-Systemen zusätzlich gespreizte Signal nur eine endliche Anzahl
von Phasenzuständen aufweist [70, 52]. In Bezug auf die Akquisition ist es das Ziel, einen
8Der in Glg. (3.58) im Vergleich zu Glg. (3.48) zusätzliche Faktor 1
m
ist erforderlich um den Schätzwert
auf die Chipfrequenz zu normieren. Alle weiteren Ausführungen, die sich auf den Schätzer Glg. (3.48)
beziehen, sind unter Beachtung dieser zusätzlichen Normierung analog auf Glg. (3.58) übertragbar.
9Exakterweise muss an dieser Stelle jedoch wenigstens eine grobe Chip-Timing-Synchronisation voraus-
gesetzt werden oder aber ein gemeinsamer Schätzer für Chip-Timing und Frequenzversatz betrachtet
werden. Zur Vereinfachung sei jedoch die Forderung nach einer groben Chip-Timing-Synchronisation
als erfüllt angenommen.
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∑
m z
−n arg NS2π nm
ν̂′∑
MC−n
z−n
∑
M ′−n arg
NS
2π n
Mittelung von
M ′ − n
Werten
s∗(τ̂ ′ + i)
ri
ν̂′
∗
Mittelung von
M ′C − n
Werten
s∗(τ̂ ′ + i)
ri
∗
(b) Korrelationsbasiert
(a) Chip-basiert
Ci
pn
Pn
Abb. 3.6: Chipbasierte und korrelationsbasierte Realisierung des vereinfachten Fre-
quenzschätzers.
Schätzwert mit möglichst geringer Verzögerung zu bestimmen, wobei die Güte der Schät-
zung lediglich ausreichend sein muss, die nachfolgenden Tracking-Algorithmen zu initiali-
sieren, weswegen an dieser Stelle rückgekoppelte Ansätze unberücksichtigt bleiben sollen
und das Augenmerk nach wie vor auf vorwärtsverarbeitende Algorithmen gerichtet sein
soll. Solche vorwärtsverarbeitenden datenunabhängigen Schätzer lassen sich ebenfalls aus
der Likelihood-Funktion ableiten, indem das dem Empfänger bekannte Symbolalphabet
berücksichtigt und die Abhängigkeit der Likelihood-Funktion von der Datenmodulation
durch Mittelung über alle möglichen Datensequenzen entfernt wird. Auf diese Art und
Weise kann ein Frequenzversatz-Schätzer für QPSK angegeben werden [6]
ν̂ ′ =
1
2πm
arg
(
bn
M−1∑
i=1
(
r∗i−1 ri
)m
)
, m = 4 (QPSK), (3.59)
wobeiM die Beobachtungslänge des Empfangsvektors und bn eine geeignete Filterfunktion
(z. B. Mittelungsfilter bn = 1, ∀n) und ri die Abtastwerte des Empfangsvektors im Chip-
takt bezeichnen. Der Fangbereich für den auf die Chiprate normierten Frequenzversatz
ist gegeben durch
|ν ′| ≤ 1
2m
. (3.60)
Da der Frequenzversatzschätzer nach Glg. (3.59) auf dem nicht entspreizten Empfangs-
signal arbeitet, ist das SINR sehr niedrig (für DS-SS Signale typischerweise  0 dB), so
dass der gewonnene Schätzwert in der Regel unbrauchbar ist. Bedingt durch Mehrwege-
ausbreitung und codegeteilten Mehrfachzugriff treten in einem zellularen DS-SS-System
zusätzlich Interferenzen auf, die die Schätzgüte zusätzlich negativ beeinflussen. Auch für
den Downlink eines DS-SS-CDMA-Systems ist ein solcher Schätzer wenig geeignet. Zwar
werden die Kanäle aller Nutzer Chip-synchron gesendet, der Phasenzustandsraum des
Sendesignals wird nun jedoch durch die (dem Empfänger unbekannte) Anzahl der parallel
abgestrahlten Nutzkanäle bestimmt.
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3.4 Analyse der MF basierten Akquisition
Aufgrund der zufälligen Natur des Mobilfunkkanals stellt auch die Akquisition einen
Zufallsprozess dar, weswegen die Bewertung der Leistungsfähigkeit anhand statistischer
Kenngrößen vorzunehmen ist. Als wichtige Bewertungskriterien können die Wahrschein-
lichkeiten korrekter bzw. fehlerhafter Akquisition, auch als Detektions- bzw. Fehlalarm-
wahrscheinlichkeit bezeichnet, herangezogen werden. Wird weiterhin beachtet, dass ei-
ne Fehlakquisition hohe Kosten im Sinne einer fehlerhaften Initialisierung der Tracking-
Algorithmen und des Detektors nach sich zieht, und dadurch ein Neustart der Akquisition
notwendig wird, stellt die Akquisitionszeit und ihre statistischen Parameter ein aussage-
kräftiges Bewertungskriterium dar. Welches Kriterium bevorzugt zu wählen ist, hängt
unter anderem auch vom Systemkonzept ab. Erfolgt die Datenübertragung paketorien-
tiert und ist für jedes Paket eine Synchronisation erforderlich, so ist die Information bei
fehlerhafter Akquisition verloren und die Fehlalarm- bzw. Detektionswahrscheinlichkeit
stellen die bevorzugten Kriterien dar. Ist die Akquisition entkoppelt von der Datenüber-
tragung (die Datenübertragung beginnt erst nach erfolgreicher Akquisition) und steht
ein kontinuierliches bzw. periodisches Synchronisationssignal zur Verfügung besitzt die
Akquisitionszeit eine größere Bedeutung.
Gegenstand dieses Abschnittes sollen analytische Betrachtungen zur Güte der MF-
basierten Akquisition sein. Akquisition von Verzögerung und Frequenzversatz werden da-
bei vereinfachend getrennt voneinander betrachtet.
3.4.1 Signalstatistik, Detektions- und
Fehlalarmwahrscheinlichkeit der Timing-Akquisition
Der Analyse soll der frequenzabhängige Schätzer zugrunde gelegt werden, d. h. der Fre-
quenzversatz liegt innerhalb gewisser Grenzen, so dass die Timing-Synchronisation (mit
tolerierbaren Verlusten) separat durchgeführt werden kann. Bei der MF-basierten Schät-
zung des Startzeitpunktes der Synchronisationssequenz wird das Empfangssignal zunächst
durch ein auf die Chip-Signalform angepasstes Filter g∗(−t) geführt. Anschließend wird
das gefilterte Signal mit der Abtastrate fA abgetastet und schließlich einem auf die Syn-
chronisationssequenz angepassten Filter zugeführt. Abbildung 3.7 zeigt Modell zur Ana-
lyse der Timing-Detektion. Die Synchronisationssequenz sei nicht mit Daten moduliert,
g∗(−t)
r(t)
kTA
z(k)y(k)
∣
∣ ·
∣
∣
2
r̃(t) r̃(k)
Sync-MF
Abb. 3.7: Modell zur Analyse des MF-basierten Timing-Schätzers.
so dass sie mit dem Signalmodell Glg. (2.9) als bekannte Chip-Sequenz c der Länge M TC
aufgefasst werden kann. Für die Sequenz c wird ideales Korrelationsverhalten vorausge-
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setzt. Mit der Beschreibung der MF-Struktur nach Glg. (3.35) berechnet sich die Energie
des Signals am Ausgang des Matched Filters für jeden hypothetischen Synchronisations-
zeitpunkt k unter der Annahme von L′ = 1 wie folgt:
zk = |yk|2 =
∣
∣
∣
∣
∣
M−1∑
i=0
r̃k+iNS c
∗
i
∣
∣
∣
∣
∣
2
, k = 0, . . . , P ′ − 1 . (3.61)
AWGN-Kanal
Es soll zunächst ein AWGN-Kanal angenommen werden, d. h. L′ = 1 und h = h0
(|h0|2 = 1) mit der zugehörigen, auf die Chipdauer normierten Verzögerung τ ′0. Das
Signal am Ausgang des Code-MF y(k) kann mit Hilfe der Ambiguity-Funktionen von
Impulsformer Agg(τ
′, ν ′) und Synchronisationssequenz Acc(τ
′, ν ′) angegeben werden. Die
Ambiguity-Funktion der Synchronisationssequenz Acc(τ
′, ν ′) ist aufgrund des als ideal vor-
ausgesetzten Korrelationsverhaltens nur für τ ′ = 0 von Null verschieden, so dass für die
Abtastfolge y(k)
y(k) ≈
√
EC
TC
h0Agg(k/NS − τ ′0, ν ′)Acc(0, ν ′) + ˜̃n(k) (3.62)
folgt. Ferner sei im Folgenden ideale Abtastung gegeben; τ ′0 entspricht dann exakt einem
beliebigen Vielfachen einer Abtastperiode, so dass für den korrekten Synchronisationszeit-
punkt k0/NS − τ ′0 = 0 gilt. Für den rauschfreien Fall ergibt sich dann unter Einbeziehung
der in Anhang B angegebenen Ambiguity-Funktion Acc(0, ν
′) für z(k)
zk =



EC
TC
|h0|2 M2 sinc2(ν ′M), für k = k0
EC
TC
|h0|2 |Agg(k/NS − τ ′0, ν ′)|2 M2 sinc2(ν ′M), für k = 0, 1, . . . , P ′; k 6= k0 .
(3.63)
Zur Analyse der Detektionswahrscheinlichkeit PD und der Fehlalarmwahrscheinlichkeit
PFA des Synchronisationszeitpunktes, müssen die Wahrscheinlichkeitsdichten fZk(zk) der
Zufallsvariablen Zk bestimmt werden. Unter Voraussetzung einer additiven weißen gauß-
schen Kanalstörung stellen die Abtastwerte von Inphase- und Quadraturkomponente des
Code-MF-Ausgangs für jeden Zeitpunkt k statistisch unabhängige gaußsche Zufallsvaria-
blen dar. Die Abtastwerte z(k) = |y(k)|2 = [<{y(k)}]2 + [={y(k)}]2 sind damit Chi-
Quadrat verteilte Zufallsvariablen.
Die allgemeine Chi-Quadrat-Verteilung, die auch als nichtzentrale Chi-Quadrat-Verteilung
mit Freiheitsgrad β bezeichnet wird, ist definiert als die Verteilungsdichte der Summe der
Quadrate von β statistisch unabhängigen, mittelwertbehafteten Gaußverteilten Zufallsva-
riablen mit identischer Varianz; X =
∑β−1
i=0 X
2
i mit Xi ∼ N (µi, σ2). Die Dichtefunktion
ist gegeben durch [70]:
53
3 Parameterakquisition als Schätzproblem
fX(x) = fχ2
β
(λ2,σ2)(x) =



1
2σ2
(
x
λ2
)β−2
4 e−
λ2+x
2σ2 Iβ
2
−1
(√
x λ
σ2
)
, fürx > 0
0, fürx < 0
, (3.64)
worin Ir(·) die modifizierte Besselfunktion erster Art der Ordnung r und λ den Nichtzen-
tralitätsparameter gegeben durch λ2 =
∑β−1
i=0 µ
2
1 bezeichnen. Sind die Zufallsvariablen Xi
mittelwertfrei, so ergibt sich die zentrale Chi-Quadrat Wahrscheinlichkeitsdichtefunktion
fX(x) = fχ2
β
(σ2)(x) =



1
σβ2
β
2 Γ(β2 )
x
β
2
−1e−
x
2σ2 , fürx > 0
0, fürx < 0
, (3.65)
wobei die Gamma-Funktion für ganzzahlige Argumente definiert ist durch Γ(n) = (n−1)!.
Zentrale und nichtzentrale Chi-Quadrat Verteilung nähern sich für hinreichend großes β
einer Normalverteilung an [31].
Die Wahrscheinlichkeitsdichten der Zufallsvariablen Zk sind durch Nichtzentralitätspara-
meter und Varianz eindeutig bestimmbar. Im Allgemeinen unterscheiden sich diese Pa-
rameter für verschiedene k. Der Nichtzentralitätsparameter λ2k entspricht den Ausgangs-
werten zk im ungestörten Fall und ist durch Glg. (3.63) gegeben. Die Varianz berechnet
sich aus der effektiv wirksamen spektralen Rauschleistungsdichte (vgl. Abschnitt 2.3.2)
σ2k = Īeff(k) ·B = M · Ieff(k) ·B, wobei B die Systembandbreite bezeichne. Zusammenfas-
send lässt sich schreiben
Zk ∼ χ22
(
λ2k,
1
2
σ2k
)
λ2k =
EC
TC
|h0|2 |Agg(k/NS − τ ′0, ν ′)|2 M2 sinc2(ν ′M)
σ2k = M · Ieff(k) ·B
(3.66)
An dieser Stelle sollen weitere Annahmen getroffen werden:
• die Zufallsvariablen Zk seien statistisch unabhängig 10
• lediglich zum Zeitpunkt k = k0 soll eine nichtzentrale Chi-Quadrat Verteilung vor-
liegen, für alle k 6= k0 besitzen die Zufallsvariablen Zk eine identische zentrale Chi-
Quadrat-Verteilung 11 mit Varianzparameter 1
2
σ2k =
1
2
M I0,eff · B, ∀ k 6= k0, wobei
I0,eff die konstante, effektiv wirksame spektrale Leistungsdichte für alle Betrach-
tungszeitpunkte, die nicht einer signifikanten Mehrwegekomponente entsprechen,
repräsentieren soll
10Statistische Unabhängigkeit verschiedener Zk ist streng genommen nur dann gegeben, wenn der Über-
abtastfaktor NS = 1 gewählt wird.
11Diese Annahme wird exakt erfüllt für NS = 1 und Nyquistimpulsformung mit idealer Abtastung. Sie
trifft in guter Näherung auch generell für alle k : |k − k0| ≥ NS zu, da die Ambiguity-Funktion
Agg(τ
′, ν′) in Verzögerungsrichtung schnell abfällt. Für eine exaktere Analyse müsste für alle k :
|k − k0| < NS eine nichtzentrale Chi-Quadrat-Verteilung berücksichtigt werden.
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Die Wahrscheinlichkeit einer korrekten Entscheidung des Synchronisationszeitpunktes be-
rechnet sich als die Verbundwahrscheinlichkeit, dass Zk0 > Zk, ∀ k 6= k0. Es ergibt sich
die Detektionswahrscheinlichkeit
PD = P (Z1 < Zk0, Z2 < Zk0 , . . . , ZP ′−1 < Zk0)
=
∫ ∞
0
P (Z1 < zk0 , . . . , ZP ′−1 < zk0 |Zk0 = zk0) · fZk0(zk0) dzk0 .
(3.67)
Die Wahrscheinlichkeit einer Fehlentscheidung, die auch als Fehlalarmwahrscheinlichkeit
(engl.
”
false alarm probability“ ) bezeichnet wird, ist für den ML-Schätzer gegeben durch:
PFA = 1 − PD . (3.68)
Da die Zufallsvariablen Zk, ∀ k laut Annahme statistisch unabhängig sind, kann die Ver-
bunddichte in Glg. (3.67) als Produkt von P ′ − 1 identischen Termen dargestellt werden
PD =
∫ ∞
0
[P (Zk 6=k0 < zk0)]
P ′−1 · fZk0(zk0) dzk0
=
∫ ∞
0
[∫ zk0
0
fZk 6=k0(zk) dzk
]P ′−1
· fZk0 (zk0) dzk0 .
(3.69)
Die Wahrscheinlichkeitsdichten für den korrekten bzw. die nicht korrekten Synchronisati-
onszeitpunkte ergibt sich aus Glg. (3.66) unter Berücksichtigung der zusätzlich getroffenen
Annahmen
Zk ∼



χ22
(
λ2, 1
2
σ2k0
)
, λ2 =
EC
TC
|h0|2M2 sinc2 (ν ′M) ,
σ2k0 = MIeff(k0) ·B, für k = k0
χ22
(
1
2
σ2
)
, σ2 = MI0,eff ·B = konst., für k = 0, 1, . . . , P ′ − 1; k 6= k0
(3.70)
berechnet sich die Detektionswahrscheinlichkeit durch Einsetzen von Glg. (3.64) und
Glg. (3.65) in Glg. (3.69) zu
PD =
∫ ∞
0
[
1 − e− ξσ2
]P ′−1 1
σ2k0
e
−λ
2+ξ
σ2
k0 I0
(
2
√
ξ
λ
σ2k0
)
dξ
mit λ2 =
EC
TC
|h0|2M2 sinc2 (ν ′M)
und σ2 = MI0,eff ·B, σ2k0 = MIeff(k0) ·B.
(3.71)
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Beispiel 3.4.1. MF-basierte Schätzung des Slot-Timings im 3GPP-FDD-Downlink: Zur
Akquisition des Slot-Timings als Ausgangspunkt für alle weiteren Synchronisationsstufen
wird im 3GPP-FDD System der P-SCH-Kanal gesendet (vgl. Abschnitt 2.4.1). In diesem
Beispiel soll die Leistungsfähigkeit der MF-basierten Verzögerungsschätzung für die P-
SCH basierte Slotsynchronisation analysiert werden. Die Schätzung des Frequenzversatzes
soll unberücksichtigt bleiben und es sei ν ′ = 0 angenommen. Es werde ausschließlich der
P-SCH übertragen, d. h. es gibt keine Intrazell-Interferenz. Interzell-Interferenz wird als
AWGN modelliert, so dass die Ieff(k) = I0 ∀k gilt. Die Wirksamkeit der analytischen
Ergebnisse nach Glg. (3.71) soll anhand eines Vergleiches mit Simulationsergebnissen
diskutiert werden.
Die P-SCH-Synchronisationssequenz, die zu Beginn eines jeden Zeitschlitzes gesendet wird
besitzt eine feste Länge von M = 256 Chips. Die zeitliche Unsicherheit entspricht der Län-
ge eines Slots P = 2560 Chips bzw. P ′ = 2560NS Abtastwerte. Bei der Simulation wurde
die Verzögerung τ0 idealisierend als ganzzahliges Vielfaches einer Chip-Periode τ0 = kTC
gewählt, so dass kein zusätzlicher Verlust durch fehlerhafte Abtastung entsteht. Des Wei-
teren sollen, um den Einfluss der in den analytischen Betrachtungen vernachlässigten
Korrelation bei einem Überabtastfaktor NS > 1, die Fälle NS = 1 und NS = 2 untersucht
werden 12, wobei für den letzteren Fall zusätzlich unterschiedliche Gültigkeitsbereiche für
den Schätzwert |∆| =
∣
∣
∣k̂ TC − τ0
∣
∣
∣ < TC/2 und |∆| =
∣
∣
∣k̂ TC − τ0
∣
∣
∣ ≤ TC/2 berücksichtigt
werden. Abbildung 3.8 zeigt die Ergebnisse der simulativen und analytischen Untersu-
chungen der Fehlalarmwahrscheinlichkeit in Abhängigkeit vom Chip-SINR. Für NS = 1
zeigt sich eine gute Übereinstimmung von theoretischer Analyse und Simulation. Wird
der Überabtastfaktor NS = 2 gewählt, so liefert der MF-basierte Zeitversatz-Schätzer zum
Teil auch Synchronisationszeitpunkte von k̂ = k± 1, was auf die durch den Impulsformer
verursachte Korrelation aufeinander folgender Abtastwerte zurückzuführen ist. Wird je-
doch davon ausgegangen, dass diese Werte innerhalb des Fangbereiches des nachfolgenden
Feinsynchronisation liegen, so sind diese auch als korrekte Synchronisationszeitpunkte zu
werten. In diesem Fall zeigt sich ebenfalls eine sehr gute Übereinstimmung mit den durch
Glg. (3.71) berechneten Werten, wodurch bestätigt wird, dass die getroffenen Modellannah-
men statistisch unabhängiger Entscheidungsvariablen sowie näherungsweise vernachlässig-
barer Nebenkorrelationswerte geeignet sind, das Akquisitionsverhalten mit ausreichender
Exaktheit zu charakterisieren. Es sei betont, dass der aus Abb. 3.8 ersichtliche Verlust für
einen Überabtastfaktor NS = 2 durch die erhöhte Anzahl von P
′ = NS P Entscheidungs-
variablen verursacht wird.
1-Pfad Rayleigh-Kanal
Es sei hier der Fall betrachtet, dass die Kanalimpulsantwort aus lediglich einer Mehrwe-
gekomponente h = h0 besteht, die durch einen Rayleigh-Prozess charakterisiert werden
kann. Der Kanalkoeffizient h0 stellt dann die Realisierung eines mittelwertfreien und kom-
12Größere Überabtastfaktoren NS > 2 sollen nicht betrachtet werden, da NS = 2 als guter Kompro-
miss zwischen Implementierungsaufwand, Genauigkeit und maximalem Signalverlust bei inkorrekter
Abtastung angesehen werden kann.
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Abb. 3.8: Fehlalarmwahrscheinlichkeit des MF-Timing Detektors als Funktion des
SINR am Beispiel der Zeitschlitz-Akquisition des 3GPP-FDD-Systems für
den AWGN Kanal (Übertragung ausschließlich des P-SCH); M = 256,
P ′ = 2560NS , τ0 = k TC , ν ′ = 0, Anzahl der Tests: 50 000.
plexwertigen Gaußprozesses dar, wobei E
{
|h0|2
}
= 1 gilt. Die Wahrscheinlichkeitsdichte
des quadrierten MF-Ausgangs zum korrekten Synchronisationszeitpunkt k = k0 entspricht
dann einer zentralen Chi-Quadrat-Verteilung mit erhöhter Varianz, die Dichte zu falschen
Synchronisationszeitpunkten ist identisch zu der im AWGN-Fall:
Zk ∼



χ22
(
1
2
σ2k0
)
, σ2k0 =
EC
TC
E {|h0|2} M2 sinc2 (ν ′M) +MIeff(k0) ·B, für k = k0
χ22
(
1
2
σ2
)
, σ2 = MI0,eff ·B, für k 6= k0 ,
(3.72)
woraus sich die Detektionswahrscheinlichkeit bestimmen lässt
PD =
∫ ∞
0
[
1 − e− ξσ2
]P ′−1 1
σ2S + σ
2
k0
e
− ξ
σ2
S
+σ2
k0 dξ
mit σ2S =
EC
TC
E
{
|h0|2
}
M2 sinc2 (ν ′M) , σ2k0 = MIeff(k0) ·B
und σ2 = MI0,eff ·B .
(3.73)
Während man im AWGN-Fall den Schätzer näherungsweise als einen Detektor des un-
terschiedlichen Mittelwertes der Teststatistiken zu den Zeitpunkten k = k0 bzw. k 6= k0
interpretieren kann, unterscheiden sich die Teststatistiken im Falle der Rayleigh-Störung
durch ihre Varianz.
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Abb. 3.9: Fehlalarmwahrscheinlichkeit des MF-Timing Detektors als Funktion des
mittleren SINR am Beispiel der Zeitschlitz-Akquisition des 3GPP-FDD-
Systems für den 1-Pfad-Rayleigh-Kanal (Übertragung ausschließlich des P-
SCH); M = 256, P ′ = 2560NS , τ0 = k TC , ν ′ = 0, Anzahl der Tests: 50 000.
Beispiel 3.4.2. MF-basierte Schätzung des Slot-Timings im 3GPP-FDD-Downlink – 1-
Pfad Rayleigh-Kanal: In Anlehnung an das bereits angeführte Beispiel der Slot-Timing-
Akquisition im 3GPP-FDD-Downlink für den AWGN-Kanal zeigt Abb. 3.9 die Ergebnisse
der entsprechenden Betrachtungen für den 1-Pfad Rayleigh-Kanal. Im Vergleich zu den
Ergebnissen für den AWGN Kanal ist festzustellen, dass das Rayleigh-Fading erhebliche
Performanz-Einbußen verursacht.
Kanal mit Mehrwegeausbreitung
Liegt ein Kanal mit auflösbaren Mehrwegekomponenten vor, so berücksichtigt der in Ab-
schnitt 3.2.2 abgeleitete ML-Schätzer bzw. die in Abschnitt 3.3 angegebenen suboptimalen
Realisierungsvarianten die Kanaldispersion. Bei der Matched-Filter basierten Realisierung
geschieht dies, indem zunächst die Energie am Ausgang des auf die Synchronisationsse-
quenz angepassten Filters für jeden hypothetischen Synchronisationszeitpunkt bestimmt
und anschließend eine gleitende Mittelwertbildung über die Länge der Kanaldispersion
von L′ Abtastwerten vorgenommen wird. Das bedeutet, dass der ML-Schätzer für disper-
sive Kanäle nicht einen Schätzwert für den Startzeitpunkt der Synchronisationssequenz
liefert, sondern vielmehr einen Schätzwert für die Lage eines Zeitfensters der Länge L′, in
dem die meiste Energie der Korrelation von Empfangssignal und Synchronisationssequenz
konzentriert ist. Da nicht jeder Abtastwert notwendigerweise einen Energie-Beitrag inner-
halb dieses Fensters liefert, ist eine nachfolgende exaktere Bestimmung der Verzögerungen
mit signifikanten Energie-Anteilen notwendig, bevor eine Demodulation erfolgen kann. Im
Sinne des Ansatzes für den ML-Schätzer ist jedoch die Kenntnis der Lage des Fensters als
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korrekt zu bewerten, obgleich aus der Sicht der nachfolgenden Algorithmen eine genaue-
re Bestimmung der Verzögerungen erforderlich ist. Des Weiteren ist die Kanaldispersion
L′ zum Zeitpunkt der Akquisition im Allgemeinen unbekannt, so dass für die gleitende
Mittelwertbildung ein geeigneter Wert zu wählen, oder aber durch Schätzung der Auto-
korrelationsfunktion des Empfangssignales zu bestimmen ist. Die MF-basierte Akquisition
mit gleitender Energiemittelung aufeinander folgender MF-Ausgangswerte wurde u. a. in-
tuitiv in [27] vorgeschlagen. Ein abgeleitetes Verfahren mit blockweiser Energiemittelung
wird in [74] analysiert.
Beispiel 3.4.3. Fehlalarmwahrscheinlichkeit im frequenzselektiven Mehrwegekanal als
Funktion der Energiemittelungslänge: Es soll der Einfluss der Länge der gleitenden Mit-
telwertbildung des Energiedetektors auf die Leistungsfähigkeit der Akquisition wieder-
um anhand der Slot-Synchronisation im 3GPP-FDD-Downlink betrachtet werden. Abbil-
dung 3.10 zeigt die Fehlalarmwahrscheinlichkeit als Funktion der Fenstergröße der Mit-
telwertbildung für zwei unterschiedliche Kanäle. Zum einen wird der von der ITU spezifi-
zierte Vehicular-A-Kanal mit dem in Tab. 2.1 gegebenen Kanalprofil und zum anderen ein
Ein-Pfad-Rayleigh-Kanal untersucht. Der ITU Vehicular-A-Kanal besitzt eine maximale
Impulsverbreiterung von 2510 ns (≈9.6 TC) und eine mittlere quadratische Impulsverbrei-
terung von 370 ns (≈1.4 TC). Wie zu erwarten, ergibt sich in Bezug auf das Akquisitions-
verhalten eine optimale, vom Kanal abhängige Fenstergröße, wohingegen eine nicht dem
Kanal angepasste Fenstergröße zu einer Degradation führt. Für den ITU-Kanal liegt dieses
Optimum zwischen der mittleren Impulsverbreiterung und der maximalen Impulsverbreite-
rung, während jegliche Energiemittelung beim Ein-Pfad-Kanal zu einer Verschlechterung
der Leistungsfähigkeit führt. Aus Abb. 3.10 ist ferner ersichtlich, dass geeignete Ener-
giemittelung zu einer erheblichen Reduzierung der Fehlalarmwahrscheinlichkeit beitragen
kann.
Eine Analyse des Verhaltens des ML-Schätzers für beliebige Kanäle und Fensterlängen
ist aufgrund der durch die gleitende Mittelung eingebrachten Korrelation aufeinander fol-
gender Abtastwerte nur schwer zugänglich. Ein Näherungsverfahren zur Berechnung der
mittleren Akquisitionszeit für die gleitende Energiemittelung wird in [27] für die kohä-
rente Akquisition angegeben. Eine exakte Berechnung kann jedoch für eine Fensterlänge
von eins durchgeführt werden, indem die für den 1-Pfad Rayleigh-Kanal beschriebene
Vorgehensweise auf Mehrwegekanäle erweitert wird. Die Analyse für diesen Fall soll im
Folgenden betrachtet werden.
Werden L′ statistisch unabhängige Mehrwegekomponenten vorausgesetzt, so berechnet
sich die Gesamt-Detektionswahrscheinlichkeit PD als Summe der einzelnen Detektions-
wahrscheinlichkeiten für jede Mehrwegekomponente PD,l
PD =
L′−1∑
l=0
PD,l . (3.74)
Zur Vereinfachung der Schreibweise bezeichne im Folgenden H1 die Gesamtheit aller Test-
statistiken, die einer korrekten Akquisition zuzuordnen sind und H0 die dazu komple-
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Abb. 3.10: Fehlalarmwahrscheinlichkeit des MF-Timing Detektors als Funktion der
Mittelungslänge am Beispiel der Zeitschlitz-Akquisition des 3GPP-FDD-
Systems für den ITU-Vehicular A Kanal und den 1-Pfad-Rayleigh-Kanal
(Übertragung ausschließlich des P-SCH-Kanals); E {EC/I0} = 0 dB, M =
256, P = 2560, τ0 = k TC , ν
′ = 0, Anzahl der Tests: 50 000.
mentäre Menge, so dass sich Detektionswahrscheinlichkeiten der Mehrwegekomponenten
analog zu Glg. (3.69) durch
PD,l =
∫ ∞
0
[∫ zl
0
fZk(zk|H0) dzk
]P ′−L′ L′−1∏
j=0
j 6=l
[∫ zl
0
fZj(zj|H1) dzj
]
fZl(zl|H1) dzl (3.75)
ausdrücken lassen. Für die Fehlalarmwahrscheinlichkeit gilt, da der ML-Schätzer in jedem
Falle eine Entscheidung trifft PFA = 1−PD. Auf ein Beispiel soll an dieser Stelle verzichtet
werden es sei jedoch auf Abschnitt 6.2.2 (vgl. auch Anhang E) verwiesen, wo Glg. (3.75)
in modifizierter Form zur Analyse der dreistufigen 3GPP-FDD-DL Akquisitionsprozedur
angewendet wird.
3.4.2 Mittelwert und Varianz der Akquisitionszeit
Die mittlere Akquisitionszeit gilt als weiteres wichtiges Kriterium in der Bewertung von
Akquisitionsalgorithmen. Sie definiert sich als die mittlere Zeit, die zum Erreichen der
korrekten Akquisition benötigt wird. Eine allgemeine und ausführliche Beschreibung prin-
zipieller Analysemethoden ist Gegenstand von Kapitel 5.1. Für den ML-Detektor ist die
Berechnung der mittleren Akquisitionszeit einfach und soll aus diesem Grunde an dieser
Stelle exemplarisch erläutert werden.
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Einer ML-basierten Parameter-Schätzung geht die Auswertung der gesamten Unsicher-
heitsregion voraus, d. h. jede Schätzung erfolgt nach einer Zeit TD (engl. ”
dwell time“ ),
wobei die minimale Zeit bei einer Echtzeitberechnung vom zeitlichen Unsicherheitsbereich
bestimmt wird: min {TD} = P TC . Nach TD wird eine Parameterschätzung vorgenommen,
die mit einer Wahrscheinlichkeit PD zu einer korrekten Initialisierung der Empfänger-
Tracking-Algorithmen führt, die Akquisition ist beendet. Andernfalls wird der Empfänger
mit Parametern außerhalb des Fangbereichs der Tracking-Algorithmen initialisiert, wo-
durch eine Demodulation nicht möglich ist. Nach einer gewissen Zeit TP (engl. ”
penalty
time“ ) wird dieser Zustand erkannt und eine erneute Akquisition initiiert. Die mittlere
Akquisitionszeit bestimmt sich für dieses Szenario
E {Tacq} = PDTD + PDPFA(2TD + TP ) + PDP 2FA(3TD + 2TP ) . . .
= PD
∞∑
j=0
P jFA ((j + 1)TD + jTP ) = TD +
PFA(TD + TP )
PD
= TD +
PFA
PD
(TD + TP ) .
(3.76)
Die Varianz der Akquisitionszeit kann ebenfalls direkt angegeben werden
σ2Tacq = E
{
T 2acq
}
− [E {Tacq}]2 =
(TD + TP )
2 PFA
P 2D
(3.77)
3.4.3 Leistungsfähigkeit der Frequenzschätzung
Die Betrachtungen dieses Abschnitts beziehen sich ausschließlich auf die verzögerungsab-
hängige Frequenzschätzung, da diese im Vergleich zur verzögerungsunabhängigen Schät-
zung eine größere Relevanz für DS-SS-Systeme besitzt. Speziell soll sich dabei auf den
vereinfachten Schätzer nach Glg. (3.48) beschränkt werden. Um die Leistungsfähigkeit
der Frequenzschätzung zu beurteilen, ist es zunächst hilfreich, eine untere Schranke der
Varianz des Schätzwertes anzugeben. Für den ML-Schätzer ist eine solche Schranke durch
die Cramér-Rao-Ungleichung (engl.
”
Cramér Rao Bound“ - CRB) gegeben. Ein Schätzer
wird als wirksam (engl.
”
efficient“ ) bezeichnet, wenn seine Schätzvarianz minimal wird,
also die durch die CRB gegebene Schranke erreicht. Im Folgenden soll zunächst die mini-
male Varianz der verzögerungsabhängigen Frequenzschätzung für den AWGN Kanal sowie
für den zeitvarianten 1-Pfad-Rayleigh-Fading-Kanal bestimmt werden, bevor der verein-
fachte Schätzer analysiert wird. Für die Analyse werde ideale zeitliche Synchronisation
und die Abtastung des Empfangssignals im Chiptakt NS = 1 vorausgesetzt, wodurch die
Beobachtungslänge des Empfangsvektors M ′ TA = M TC beträgt.
Cramér-Rao-Schranke
Gegeben sei der Empfangsvektor nach Glg. (3.7). Aufgrund der Beschränkung der Betrach-
tung auf den AWGN bzw. 1-Pfad-Rayleigh-Kanal reduziert sich der Kanalimpulsantwort-
Vektor auf einen einzelnen komplexen Kanalkoeffizienten h = h0, der im Folgenden als
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zeitvarianter, zirkular symmetrischer Gaußprozess modelliert werde. Das Signalmodell soll
zunächst dahingehend modifiziert werden, dass der Zeitvarianz von h0 Rechnung getragen
wird. Hierfür werden die Abtastwerte h0(k) zu den Zeitpunkten k TC in in dem Vektor h0
zusammengefasst
h0 = diag [h0(0), h0(1), . . . , h0(M − 1)] . (3.78)
Mit h0 lässt sich dann für den Beobachtungsvektor schreiben
r = F P (ν
′) h0 s + n . (3.79)
Da dem Empfänger i. Allg. nicht nur der Frequenzversatz sondern auch die Parameter
der Zufallsprozesse h0 und n unbekannt sind, müssen diese bei der Berechnung der CRB
berücksichtigt werden. Es sei h0 durch den Mittelwert E {h0}, Varianz σ2h0 , Phase φh0 und
Kovarianzfunktion Ch0h0(k) charakterisiert. Ferner sei Ch0h0(k) durch einen reellwertigen
Parametervektor α charakterisierbar. Der Frequenzversatz sei mit ν ′, die Rauschvarianz
mit σ2n bezeichnet, so dass die unbekannten Übertragungsparameter in dem Vektor
q =
[
ν ′, φ,E {h0} ,αT , σ2n
]T
(3.80)
zusammengefasst werden können. Allgemein gilt für die Kovarianzmatrix des Schätzpa-
rametervektors
E
{
(q̂ − q) (q̂ − q)T
}
≥ CRB(q) = I−1(q) , (3.81)
I(q) bezeichnet die Fishersche Informationsmatrix (engl.
”
fisher information matrix“ -
FIM) [39]. Für die Analyse des Frequenzschätzers soll der demodulierte, d. h. der mit dem
synchronisierten und konjugiert komplexen Spreizcode bzw. der Synchronisationssequenz
multiplizierte Empfangsvektor rd als Ausgangspunkt dienen. Der Vektor rd ist ebenfalls
komplex Gaußverteilt mit dem Mittelwert
µrd = E {rd} =
√
EC
TC
E {h0} e jφ F P 1 , (3.82)
wobei die Einsmatrix durch 1 = [1, 1, . . . , 1]T definiert sei. Die Kovarianzmatrix ist durch
Crdrd = E
{(
rd − µrd
) (
rd − µrd
)T
}
=
EC
TC
F P (ν
′)Ch0h0F
H
P (ν
′) + σ2nI (3.83)
gegeben. Dann berechnen sich die Elemente der Fisherschen Informationsmatrix wie folgt
[39, S. 525]
[I(q)]i,j =tr
{
C−1rdrd(q)
∂Crdrd(q)
∂qi
C−1rdrd(q)
∂Crdrd(q)
∂qj
}
+ 2<
{
∂µrd(q)
∂qi
C−1rdrd(q)
∂µrd(q)
∂qj
}
.
(3.84)
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Für eine ausführliche Herleitung der Berechnung der Elemente der Fisherschen Informa-
tionsmatrix für das hier angewandte Signalmodell sei auf [17] verwiesen. Als ein wichtiges
Ergebnis der Analyse der Fisherschen Informationsmatrix wird gleichfalls in [17] die Un-
abhängigkeit der Schätzer für die Parameter (ν ′, φ), (E {h0}) und (α, σ2n) nachgewiesen.
Insbesondere bemerkenswert ist, dass die CRB für den Frequenzschätzer nicht von der
Kenntnis der Kovarianzparameter α abhängt. Aufgrund dieser Eigenschaften können die
folgenden Betrachtungen zur Analyse der Frequenzschätzung auf den zweidimensionalen
Parametervektor q = (ν ′, φ)T reduziert werden. Die relevanten Elemente von I(q) lauten
[I(q)]ν′,ν′ = 2(2π)
2 [E {h0}]2 1T DC−1D1 + 2(2π)2 tr
{
C−1DCD − D2
}
(3.85a)
[I(q)]ν′,φ = 2(2π) [E {h0}]2 <
{
1T C−1D1
}
(3.85b)
[I(q)]φ,φ = 2 [E {h0}]
2 1T C−11 , (3.85c)
mit den Matrizen C = Ch0h0 +
σ2n
EC/TC
I und D = diag [0, 1, . . . ,M − 1].
AWGN-Kanal
Ist lediglich eine additive Rauschstörung vorhanden, so gilt [E {h0}]2 = 1 und C =
σ2n
EC/TC
I. Mit den Gleichungen (3.85a–3.85c) ergibt sich die Fishersche Informationsma-
trix
I(q) =
EC/TC
σ2n
·
[
(2π)2
3
M(M − 1)(2M − 1) 2πM(M − 1)
2πM(M − 1) 2M
]
. (3.86)
Die untere Schranke für die Varianz des Frequenzschätzwertes für den AWGN-Kanal ist
damit gegeben durch
σ2ν̂′ ≥
[
I−1(q)
]
ν′ν′
=
1
(2π)2
σ2n
EC/TC
6
M(M2 − 1) . (3.87)
Mit dem effektiven, für den Frequenzschätzer zur Verfügung stehenden SINR 13 γeff =
EC/TC
σ2n
= EC
Ieff
lässt sich schreiben
σ2ν̂′ ≥
1
(2π)2
1
γeff
6
M(M2 − 1) . (3.88)
Das Ergebnis ist identisch mit dem in [39] für die Frequenzschätzung eines unmodulierten
Trägers mit unbekannter Phase, Amplitude und Mittenfrequenz hergeleiteten. Für den
korrelationsbasierten Schätzer nach Glg. (3.58) gilt Glg. (3.88) analog durch Einsetzen der
entsprechenden Parameter und unter Berücksichtigung des durch den Korrelationsgewinn
erhöhten Signalstörabstandes γ̄eff = mγeff .
13Da die Frequenzschätzung mit dem vorher geschätzten Synchronisationszeitpunkt τ̂ ′ durchgeführt wird,
sei zur Vereinfachung der Schreibweise hier die Notation Ieff anstelle von Ieff (τ = τ̂ ′) verwendet.
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1-Pfad Rayleigh-Kanal
Repräsentiert h0 einen Rayleigh-Prozess, so ist [E {h0}]2 = 0. Damit sind auch [I(q)]ν′,φ =
0 und [I(q)]φ,φ = 0 und es gilt mit Glg. (3.85a)
σ2ν̂′ ≥
[
I−1(q)
]
ν′,ν′
= [I(q)]−1ν′,ν′ =
1
(2π)2
1
2 tr
{
C−1DCD − D2
} , (3.89)
wobei sich die Elemente der Kovarianzmatrix Ch0h0 in C = Ch0h0 +
σ2n
EC/TC
I aufgrund
der Mittelwertfreiheit aus der Autokorrelationsfunktion des Rayleigh-Prozesses, gegeben
durch Glg. (2.5), berechnen. Mit entsprechend angepassten Parametern ist Glg. (3.89)
auch für den korrelationsbasierten Schätzer nach Glg. (3.58) gültig.
Vereinfachter Frequenzschätzer
Die folgenden Betrachtungen zur Varianzanalyse der Frequenzschätzung beziehen sich auf
den vereinfachten Schätzer nach Glg. (3.48):
ν̂ ′ =
NS
2πn
φn , φn = arg (pn) ,
wobei einschränkend der Fall des Vorhandenseins lediglich einer Mehrwegekomponente
L′ = 1 analysiert werden soll. Aus Glg. (3.53) und mit der Annahme perfekter zeitlicher
Synchronisation berechnen sich die Quantitäten pn wie folgt:
pn =
M−1∑
i=n
s(i− n)r∗i−n s∗(i)ri .
Zur Vereinfachung der Schreibweise sei die demodulierte Empfangsfolge rd,i = s
∗(i) ri
definiert, so dass
pn =
M−1∑
i=n
r∗d,i−n rd,i . (3.90)
Unter Berücksichtigung des Signalmodells aus Glg. (3.79) sowie unter Annahme einer
Synchronisationssequenz mit konstanter Amplitude s∗(i)s(i) = |s|2 kann für rd,i weiter
geschrieben werden
rd,i = s
∗(i)
(
s(i)h0(i)e
j2πν′i + ni
)
= s∗(i)s(i)h0(i)e
j2πν′i + s∗(i)ni
= |s|2 h0(i)e j2πν
′i + nd,i .
(3.91)
AWGN-Kanal
Allgemein lässt sich die Berechnung der Varianz des Frequenzschätzwertes aufgrund des
durch die Schätzvorschrift gegebenen linearen Zusammenhangs zwischen Frequenzversatz
ν ′ und Phase φn auf die Berechnung der Varianz von φn zurückführen
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σ2ν̂′ =
1
(2πn)2
VAR {φn} =
1
(2πn)2
VAR {arg (pn)} . (3.92)
Wegen der Nichtlinearität der arg-Funktion kann nicht unmittelbar eine Beziehung zwi-
schen den statistischen Parametern des Frequenzschätzwertes und denen der Quantität pn
angegeben werden, weswegen auf die in [59] angegebene Näherung zurückgegriffen werden
soll
σ2ν̂′ ≈
E
{
(={pn})2
}
(E {< {pn}})2
=
E



[
=
{
M−1∑
i=n
r∗d,i−nrd,i
M−1∑
j=n
r∗d,j−nrd,j
}]2



[
E
{
M−1∑
i=n
r∗d,i−nrd,i
}]2 . (3.93)
Die Näherung Glg. (3.93) ist anwendbar, wenn der Imaginärteil von pn mittelwertfrei
und wenn die Varianzen von Real- und Imaginärteil klein im Verhältnis zum quadrierten
Mittelwert des Realteils sind. Als Ergebnis erhält man (vgl. Anhang D)
σ2ν̂′ ≈
1
(2πn)2
[
n
(M − n)2
1
γeff
+
1
2(M − n)
1
γ2eff
]
. (3.94)
Die Varianz nach Glg. (3.94) konvergiert für wachsendes M bzw. mit größer werdendem
SINR gegen Null. Der Schätzwert ist damit asymptotisch wirksam und zugleich konsistent.
Kann der zweite Term ∼ 1/γ2eff in Glg. (3.94) vernachlässigt werden, besitzt die Varianz
des Schätzwertes für n = M/3 ein vom SINR unabhängiges Minimum.
Für den korrelationsbasierten Schätzer gilt Glg. (3.94) analog durch Einsetzen der ent-
sprechenden Parameter und unter Berücksichtigung des durch den Korrelationsgewinn
erhöhten Signalstörabstandes γ̄eff = mγeff
Beispiel 3.4.4. Varianz der CPICH-basierten Frequenzschätzung im 3GPP-FDD-DL: Es
werde angenommen, dass die zeitliche Synchronisation in der Mobilstation abgeschlossen
ist, so dass Chip-, Slot- und Rahmensynchronisationszeitpunkt bekannt sind. Die Frequenz-
schätzung kann dann auf dem kontinuierlich gesendeten Pilotkanal CPICH durchgeführt
werden. Weiterhin werde im Folgenden die modifizierte Struktur des vereinfachten Fre-
quenzschätzers nach Glg. (3.58) (siehe auch Abb. 3.6 b)) zugrunde gelegt. Für das hier
aufgeführte Beispiel seien die Parameter des Schätzers wie folgt gewählt: die Korrelati-
onslänge beträgt m = 512, die Anzahl der in die Schätzung einfließenden partiellen Kor-
relationsergebnisse (Beobachtungslänge) beträgt MC = 16 und n sei eins. Frequenzoffset
und Timing-Versatz seien Null. In Abb. 3.11 sind die normierten Standardabweichun-
gen von Simulation, Näherung nach Glg. (3.94) und CRB als Funktion des Chip-SINR
des CPICH gegenübergestellt. Zusätzlich ist das Ergebnis der Simulation eines Schätzers
enthalten, der basierend auf dem von dem vereinfachten Schätzer ermittelten Schätzwert
einen verbesserten Schätzwert durch iterative Suche mittels des Newtonschen Iterations-
verfahren bestimmt (Nullstellensuche für die Ableitung von Glg. (3.46)). Die Ergebnisse
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Abb. 3.11: Standardabweichung der Frequenzschätzung vs. Chip-SINR (CPICH) für
Simulation von vereinfachter Frequenzschätzung, iterativ verbesserter
Schätzung, analytischer Näherung und CRB bei AWGN-Störung (kor-
relationsbasierter Schätzer nach Glg. (3.58) mit m=512, MC=16, n=1,
ν ′=0).
von Simulation und Näherung für den vereinfachten Schätzer zeigen sehr gute Überein-
stimmung. Auch wird eine akzeptable Performanz im Vergleich zur CRB erreicht. Die
Schätzgüte des iterativ verbesserten Schätzwertes erreicht für einigermaßen hohes SINR
die CRB; allerdings treten bei Unterschreiten eines bestimmten SINR Konvergenzprobleme
auf.
1-Pfad Rayleigh-Kanal
Für zeitvariantes Fading verliert die Näherung Glg. (3.93) ihre Gültigkeit, da aufgrund der
Phasenstörung der Erwartungswert des Imaginärteils der Quantitäten pn abhängig von
den statistischen Eigenschaften des Fading-Prozesses und damit in der Regel von Null
verschieden ist. Hier soll eine Varianzabschätzung für die Frequenzschätzung in einem
zeitvarianten Rayleigh-Kanal basierend auf einer Reihenentwicklung für die arg-Funktion
in Glg. (3.48) und Beschränkung auf die linearen Terme angegeben werden. Offensichtlich
ist die Gültigkeit einer solchen Näherung nur dann gegeben, wenn sich Real- und Imagi-
närteil der Quantitäten pn um deren Erwartungswerte konzentrieren, ihre Varianzen also
klein sind. Diese Bedingung wird insbesondere erfüllt, wenn eine große Anzahl von Ab-
tastwerten in die Schätzung einbezogen wird. Das Ergebnis der linearisierten Betrachtung
lautet (vgl. Anhang D)
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VAR
{
ν̂ ′
}
=
1
(2πn)2
1
2
1
(M − n)2R2(n)
·
[(
M−1−n∑
∆=n−M+1
(M − n− |∆|)
(
R2(∆) − R(∆ − n)R(∆ + n)
)
)
+ 2
1
γeff
((M − n)R(0) − (M − 2n)R(2n)) + 1
γeff
(M − n)
]
,
(3.95)
worin R(k) = R(∆t = k TC) die Werte der normierten Autokorrelationsfunktion des
Rayleigh-Prozesses gegeben durch R(k) = J0(2πν
′
dmax
k) angibt. Im Vergleich zum AWGN-
Kanal (Glg. (3.94)) beinhaltet Glg. (3.95) zusätzlich zu den zu 1/γeff bzw. 1/γ
2
eff propor-
tionalen Termen einen vom SINR unabhängigen Anteil. D.h. für die Varianz des verein-
fachten Frequenzschätzers existiert bei zeitvariantem Rayleigh-Fading eine vom SINR un-
abhängige untere Schranke, die von den Korrelationseigenschaften des Rayleigh-Prozesses
bestimmt wird. Mit zunehmender Korrelation, gleichzusetzen mit einer verringerten Dopp-
lerspreizung, reduziert sich der Einfluss dieser Schranke. Die Anwendung von Glg. (3.95)
auf den korrelationsbasierten Schätzer Glg. (3.58) muss wiederum unter Berücksichtigung
der modifizierten Parameter erfolgen.
Beispiel 3.4.5. Varianz der CPICH-basierten Frequenzschätzung unter Rayleigh-Fading:
Zur Untersuchung des Verhaltens des vereinfachten Frequenzschätzers im Rayleigh-
Fading-Kanal als auch zur Beurteilung der Güte der Varianzabschätzung nach Glg. (3.95)
wurden Simulationen mit dem 1-Pfad Rayleigh-Kanal durchgeführt. Die grundlegenden
Parameter sind identisch zu den in Bsp. 3.4.4 gewählten. Als zusätzliche Parameter sol-
len die Beobachtungslänge MC und die Dopplerspreizung ν
′
dmax
berücksichtigt werden. Ab-
bildung 3.12 zeigt die Standardabweichung der Frequenzschätzung für Simulation, ana-
lytische Näherung und die CRB für zwei verschiedene Werte der Doppler-Spreizung
ν ′dmax = [1.45 × 10−6, 5.90 × 10−5] (entsprechend einer Bewegungsgeschwindigkeit von 3
bzw. 120 kmh−1 im 3GPP-FDD-System) sowie zwei unterschiedliche Beobachtungslängen
MC = [16, 100], wobei MC = 16 einen geeigneten Wert für die anfängliche Frequenz-
schätzung darstellt (möglichst kleine Schätzverzögerung bei ausreichender Genauigkeit).
MC = 100 soll hier genutzt werden um das Verhalten für größere Beobachtungslängen
zu illustrieren. Vergleicht man in den Abbildungen 3.12 a)–c) die Simulationsergebnisse
mit denen der analytischen Näherung ist keine nennenswerte Übereinstimmung zu ver-
zeichnen, was jedoch aufgrund der nicht erfüllten Randbedingungen für die Gültigkeit der
Näherung zu erwarten ist (bezüglich der Fading-Rate zu kurze Beobachtungsdauer, wo-
durch Real- und Imaginärteil eine große Varianz um ihre Mittelwerte besitzen). Bezüglich
des Einflusses der Doppler-Spreizung auf die Schätzgüte ist sogar inverses Verhalten zu
beobachten; langsames Fading wirkt sich im statistischen Mittel negativer aus als schnelles
Fading (Simulationsergebnisse in Abb. 3.12 a) und b)). Ist jedoch die Beobachtungsdauer
größer als die Kohärenzzeit des Rayleigh-Kanals mMC ' 1/ν ′dmax , so ermöglicht die ana-
lytische Näherung eine zuverlässige Abschätzung der Güte der Frequenzschätzung. Dies
67
3 Parameterakquisition als Schätzproblem
-24 -22 -20 -18 -16 -14
10−3
10−4
10−5
10−6
Simulation
Analytisch Glg. (3.95)
CRB Glg. (3.89)
ν′dmax = 1.45× 10−6
MC = 16
σν̂′
E {EC/I0} [dB]
a) MC=16, νdmax = 1.45× 10−6 (≡3 kmh−1).
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b) MC=16, νdmax = 5.90× 10−5 (≡120kmh−1).
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c) MC=100, νdmax = 1.45× 10−6 (≡3 kmh−1).
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d) MC=100, νdmax = 5.90× 10−5 (≡120kmh−1).
Abb. 3.12: Standardabweichung der Frequenzschätzung vs. Chip-SINR (CPICH)
für Simulation von vereinfachter Frequenzschätzung, analytischer Nähe-
rung und CRB bei Rayleigh-Fading (korrelationsbasierter Schätzer nach
Glg. (3.58) ; m=512, MC=16, n=1, ν
′=0).
ist in Abb. 3.12 d) zu erkennen und wurde auch durch weitere Simulationen validiert.
Außerdem verdeutlicht Abb. 3.12 d) das Auftreten der unteren Schranke für die Varianz.
3.5 Zusammenfassung: Parameterakquisition als
Schätzproblem
Der gemeinsame Maximum-Likelihood-Schätzer von Signalverzögerung und Frequenzver-
satz für frequenzselektive Mehrwegekanäle kann näherungsweise als signalangepasste Fil-
terung realisiert werden. Aufgrund der als unkorreliert angenommenen einzelnen Mehrwe-
gekomponenten bestimmt der ML-Schätzer den Synchronisationszeitpunkt als den Start-
zeitpunkt eines Fensters, in dem sich ein Maximum an Signalenergie konzentriert. Die
zeitliche Ausdehnung des Fensters sollte idealerweise der tatsächlichen unbekannten Ka-
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naldispersion entsprechen und dem ML-Schätzer als a-priori Information zur Verfügung
stehen. Da diese i. Allg. unbekannt ist, kann ein Wert entsprechend typischen Szenarien
gewählt oder aber aus dem Empfangsvektor geschätzt werden.
Im Sinne der Akquisition optimale Synchronisationssequenzen besitzen perfektes Korre-
lationsverhalten.
Der Aufwand der Parameterakquisition kann reduziert werden, indem Verzögerung und
Frequenzversatz nacheinander bestimmt werden. Es kann gezeigt werden, dass frequenzab-
hängiger und frequenzunabhängiger Verzögerungsschätzer zumindest für kleine Frequenz-
verschiebungen in ihrer Struktur identisch sind. Bei der Bestimmung des Frequenzversat-
zes kann die verzögerungsabhängige Variante im Gegensatz zur verzögerungsunabhängigen
Realisierung die Kenntnis der bekannten Synchronisationssequenz ausnutzen.
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Da die Parameterakquisition aufgrund der in der Regel nicht gegebenen Unimodalität
der Likelihood-Funktion diese zumindest näherungsweise für den gesamten Parameter-
raum berechnen muss, und dies aus Aufwandsgründen nur in diskreten Schritten möglich
ist, kann die Parameterakquisition auch als Detektionsproblem betrachtet werden. Ei-
ne Quantisierung des Parameterraumes ist möglich, da die Trackingalgorithmen einen
Anfangsschätzwert benötigen, der innerhalb des Fangbereiches liegen muss. Die Diskreti-
sierung des Parameterraumes wurde bereits in Kapitel 3 als eine suboptimale Realisierung
des ML-Schätzers aufgeführt; die Grenze zwischen Schätzung und Detektion ist also flie-
ßend. In diesem Kapitel sollen die Methoden der Detektionstheorie angewendet werden,
um geeignete Strukturen für die Parameterakquisition abzuleiten, wobei insbesondere die
Schätzung des Synchronisationszeitpunktes betrachtet werden soll.
4.1 Multiple Detektion
4.1.1 Bayes-Kriterium und Likelihood-Verhältnis Test
Mit Kenntnis des Fangbereiches der der Akquisition nachfolgenden Tracking-Algorithmen
lässt sich die Unsicherheitsregion der unbekannten Parameter geeignet quantisieren, so
dass die Parameterschätzung auf ein Detektionsproblem zurückgeführt werden kann, bei
dem, basierend auf der Beobachtung r des Empfangsvektors, eine optimale Entschei-
dung zugunsten einer Hypothese für ein Ereignis Mi, i = 1, . . . , N zu treffen ist. Die
einzelnen diskreten Bereiche des Parameterraumes stellen die Hypothesen dar, auf die
die Beobachtung des Empfangsvektors zu testen ist. Unter Berücksichtigung der diskreti-
sierten Unsicherheitsregion nach Glg. (3.29) beträgt die Anzahl der zu unterscheidenden
Ereignisse bzw. Hypothesen bei der Akquisition von Signalverzögerung und des Frequenz-
versatz N = P ′ (V +1). Die Ereignisse Mi entsprechen den unter Annahme aller möglichen
diskreten Parameterrealisierungen auftretenden Sendesignalen:
Mi : F P (v)SP (u)h = F P (v)ΨP (u)F P (v)r, i = 1, . . . , N . (4.1)
Da die Anzahl der Ereignisse N > 2 ist, spricht man auch von multipler Detektion.
Die Bestimmung des optimalen Schätzwertes für ein Ereignis Mi bedeutet, den N -
dimensionalen Empfangsvektorraum R mit Hilfe eines geeigneten Optimalitätskriteriums
so in Unterräume Ri aufzuteilen, dass jedem Unterraum genau genau eine Hypothese Hi
eindeutig zugeordnet ist. D.h., jeder Empfangsvektor der im Entscheidungsraum Ri liegt,
führt zur Entscheidung für die entsprechende Hypothese Hi
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Beobachtungsraum R
N
S(3) + N
S(N) + N
S(1) + N
S(2) + N
R0
RNR3
R1R2
Abb. 4.1: Aufteilung des Empfangsvektorraumes R in Entscheidungsräume Ri. Alle
Empfangsvektoren innerhalb eines Ri werden einer Hypothese Hi zugeord-
net.
entscheide Hi ⇔ r ∈ Ri . (4.2)
Jeder Detektor ist folglich durch die Festlegung der Grenzen der Entscheidungsräume Ri
bestimmt. Abbildung 4.1 veranschaulicht das Prinzip der Aufteilung des Empfangsvek-
torraumes.
Die Anwendung des Bayes-Kriterium zur Bestimmung ebendieser Grenzen führt zu einem
Detektor, der das Risiko
R =
N∑
i=0
N∑
j=0
PjCij
∫
Ri
fR|Mj(r|Mj) dr (4.3)
minimiert. In Glg. (4.3) bezeichne Pj die Auftrittswahrscheinlichkeit des Ereignisses Mj,
Cij die Kosten bei Entscheidung für Hypothese Hi wenn Ereignis Mj gesendet wurde. Der
Index i, j = 0 beziehe sich dabei auf das Null-Ereignis bzw. die Null-Hypothese, d. h. kein
Signal gesendet.
Die Herleitung der allgemeinen Entscheidungsregel zur Minimierung von Glg. (4.3) ist
ausführlich in [54, S. 1024 ff] dargelegt. Eine vereinfachte Form der multiplen Detektion
ergibt sich, wenn der Fall dass ausschließlich Rauschen gesendet wurde ausgeschlossen ist
und die Auftrittswahrscheinlichkeiten der Ereignisse Mi identisch sind. Hierfür lauten die
zu erfüllenden Bedingungen für die Grenzen der Entscheidungsräume Ri
N∑
j=1
Λj(r)Cij ≤
N∑
j=1
Λj(r)Ckj, k 6= i, k = 1, . . . , N , (4.4)
wobei das Likelihood-Verhältnis Λj(r) definiert sei
Λj(r) =
fR|Mj(r|Mj)
fR|M0(r|M0)
. (4.5)
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Sind ferner die Kosten für korrekte bzw. falsche Entscheidungen jeweils konstant
Cij =
{
C1, für i = j
C2, für i 6= j ,
(4.6)
so reduziert sich Glg. (4.4) zum N -dimensionalen Likelihood-Verhältnis Test (engl.
”
like-
lihood ratio test“ - LRT)
Λi(r) ≥ Λk(r), k 6= i, k = 1, . . . , N , (4.7)
die Entscheidung wird folglich zugunsten der Hypothese Hi getroffen, für die das
Likelihood-Verhältnis maximal wird. Dieser Schätzer minimiert die Wahrscheinlichkeit
einer falschen Entscheidung und ist für diskretisierte Parameterrealisierungen bis auf den
normalisierenden Term im Nenner von Glg. (4.5) fR|M0(r|M0) identisch zum ML-Schätzer
nach Glg. (3.16). Ein Detektor nach Glg. (4.7) wird auch als N-dimensionaler ML-Detektor
bezeichnet [40].
4.1.2 Entscheidungsrückweisung
Bei der bisherigen Betrachtung der Detektion wurde vorausgesetzt, dass aus einer Be-
obachtung stets eine Entscheidung zugunsten einer der möglichen Hypothesen Hi ge-
troffen wird. Aussagen über die Zuverlässigkeit der Entscheidung können jedoch nicht
getroffen werden, so führt z. B. starkes Rauschen in der Regel dazu, dass der Empfangs-
vektor sehr nahe an einer der Entscheidungsgrenzen liegt, so dass sich das Risiko einer
Fehlentscheidung erhöht. Abhängig von der Anwendung, insbesondere jedoch dann, wenn
einer Fehlentscheidung hohe Kosten zugeordnet werden müssen, kann es sinnvoll sein eine
solche Entscheidung zu verwerfen. Es ist offensichtlich, dass das Ziel eine Verringerung
der Auftrittswahrscheinlichkeit von Fehlentscheidungen ist, die allerdings mit einer Ver-
schlechterung der Detektionswahrscheinlichkeit erkauft werden muss. Im Sinne der im
vorherigen Abschnitt eingeführten Terminologie bedeutet dies die Einführung zusätzli-
cher Entscheidungsräume R
(R)
i die die ”
unsicheren“ Empfangsvektoren beinhalten und
zur Verwerfung der Entscheidung führen (vgl. Abb. 4.2).
Das Gesamtrisiko R(R) eines solchen Detektors ergibt sich analog zu Glg. (4.3) unter Ein-
beziehung der zusätzlichen Entscheidungsräume R
(R)
i und den zugehörigen Rückweisungs-
Kosten C
(R)
ij , wobei es hier unerheblich ist, ob die verworfene Entscheidung korrekt oder
falsch ist
R(R) =
N∑
i=0
N∑
j=0
PjCij
∫
Ri
fR|Mj(r|Mj) dr +
N∑
i=0
N∑
j=0
PjC
(R)
ij
∫
R
(R)
i
fR|Mj(r|Mj) dr . (4.8)
Eine sinnvolle Anwendung der Entscheidungsrückweisung erfordert, dass bezüglich der
Kosten folgende Bedingungen erfüllt sind:
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Abb. 4.2: Zusätzliche Entscheidungsräume R
(R)
i zur Klassifikation unsicherer Emp-
fangsvektoren für die eine Entscheidungsrückweisung erfolgt.
Cii < C
(R)
ij < C ij
j 6=i
, i, j = 0, . . . , N . (4.9)
Das in [54, S. 1037 ff] hergeleitete allgemeine Entscheidungskriterium für die multiple
Detektion mit Entscheidungsrückweisung soll hier auf den Spezialfall, dass keine Null-
Hypothesen-Klasse vorhanden ist und dass die Kosten für korrekte, falsche und zurück-
gewiesene Entscheidungen jeweils identisch für alle Hypothesen sind, angewendet werden.
Es gelte
Cii = C1, i = 1, ..., N
Cij = C2, i 6= j, i, j = 1, .., N
C
(R)
ij = C3, i, j = 1, .., N ,
(4.10)
woraus die Bedingungen für den optimalen Schätzwert abgeleitet werden können
Λi(r) ≥ Λk(r), k 6= i, k = 1, . . . , N (4.11a)
Λi(r)
∑N
j=1
j 6=i
Λj(r)
≥ C2 − C3
C3 − C1
, für nach Glg. (4.11a) gewähltes i , (4.11b)
d. h. die Auswahl der wahrscheinlichsten Hypothese für ein Ereignis Mi, i = 1, . . . , N
erfolgt wie im Fall des Detektors ohne Entscheidungsrückweisung durch Auswertung der
Likelihood-Verhältnisse (vgl. Glg. (4.7) und Glg. (4.11a)). Zusätzlich wird ein modifiziertes
Likelihood-Verhältnis für die gewählte Hypothese mit einem Schwellwert verglichen, der
durch die Kosten für korrekte, falsche und zurückgewiesene Entscheidung bestimmt wird.
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4.1.3 Neyman-Pearson-Kriterium
Wie im vorangegangenen Abschnitt anhand des Bayes-Kriteriums gezeigt, ist es für be-
stimmte Anwendungen sinnvoll, unsichere Entscheidungen zu verweigern mit dem Ziel, die
Fehldetektionsrate zu reduzieren. Ein anderes häufig angewandtes Kriterium zur Begren-
zung der Fehldetektionsrate, das sowohl ohne Kostenzuweisung als auch ohne Kenntnis
der A-priori-Wahrscheinlichkeit der Ereignisse Mi auskommt, ist das Neyman-Pearson-
Kriterium (NP-Kriterium). Das Neyman-Pearson-Kriterium maximiert die Detektions-
wahrscheinlichkeit unter der Nebenbedingung, dass die Fehlalarmwahrscheinlichkeit PFA
einem vorgegebenen Wert P+FA entspricht. Mit den Definitionen für die Detektions- bzw.
Fehlalarmwahrscheinlichkeit eines Ereignisses Mi
PD =
∫
Ri
fR|Mi(r|Mi) dr und (4.12)
PFA =
N∑
j=1
j 6=i
∫
Ri
fR|Mj(r|Mj) dr (4.13)
lässt sich das Maximum für PD mit gegebener Nebenbedingung PFA
!
= P+FA durch An-
wendung der Lagrangeschen Multiplikatorregel bestimmen. Demnach ist die Funktion
F = PD + η
(
P+FA − PFA
)
(4.14)
zu maximieren, wobei η den Lagrangeschen Multiplikator bezeichnet. Einsetzen von
Glg. (4.12) und Glg. (4.13) ergibt
F = η P+FA +
∫
Ri




fR|Mi(r|Mi) − η
N∑
j=1
j 6=i
fR|Mj(r|Mj)




dr . (4.15)
F wird maximal, wenn der Integrand zu einem Maximum wird, so dass für die Bedingung
eine Hypothese Mi zu akzeptieren geschrieben werden kann
fR|Mi(r|Mi)
∑N
j=1
i6=i
fR|Mj(r|Mj)
=
Λi(r)
∑N
j=1
i6=i
Λj(r)
> η, i = 1 . . . N , (4.16)
d. h. es ergibt sich ein Likelihood-Verhältnis-Test mit der Schwelle η, wobei der Schwellwert
η so zu wählen ist, dass
N∑
j=1
j 6=i
∫
Ri
fR|Mj(r|Mj) dr
!
= P+FA (4.17)
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erfüllt ist. Der Neyman-Pearson-Test ermittelt also all diejenigen Ereignisse Mi, für die
die Wahrscheinlichkeit einer Fehldetektion den Wert von P+FA nicht überschreitet. Die
Anwendung dieses Kriteriums kann jedoch auch auf das wahrscheinlichste Ereignis Mi,
gegeben durch
Λi(r) ≥ Λk(r), k 6= i, k = 1, . . . , N (4.18)
beschränkt werden, wodurch die Struktur des Schätzers identisch zu dem in Ab-
schnitt 4.1.2 angegebenen ist. D.h. die nach dem ML-Kriterium bestimmte wahrschein-
lichste Hypothese wird einem Likelihood-Verhältnis-Test unterzogen, der über Akzeptanz
bez. Rückweisung der Hypothese entscheidet. Lediglich der Schwellwert des LRT wird
durch ein anderes Kriterium festgelegt.
4.1.4 Anwendung auf die Akquisition – Schwellwerttest
Die Betrachtungen der beiden vorangegangenen Abschnitte haben gezeigt, dass bei einem
multiplen Hypothesentest zunächst die wahrscheinlichste Hypothese nach dem ML-Prinzip
zu bestimmen ist und nachfolgend ein Likelihood-Verhältnis Test durchgeführt wird, wo-
bei der Schwellwert durch ein zu wählendes Optimalitätskriterium festzulegen ist. Für
die Anwendung auf die Akquisition soll hier eine leicht modifizierte Herangehensweise ge-
wählt werden. Der zur Parameterakquisition herangezogene Beobachtungsvektor r besitzt
die bedingte Wahrscheinlichkeitsdichte fR|Q(r|q), wobei Q den im Allgemeinen mehrdi-
mensionalen Parameterraum bezeichne. Bezüglich der nachfolgenden Trackingalgorithmen
kann jede Parameterrealisierung q entweder innerhalb oder außerhalb des Fangbereiches
QT liegen. Damit können zwei Hypothesen für fehlerhafte bzw. korrekte Akquisition de-
finiert werden
H0 : q 6∈ QT
und H1 : q ∈ QT .
(4.19)
Da die Wahrscheinlichkeitsdichten unbekannte Parameter beinhalten, soll der Generali-
sierte Likelihood-Verhältnis-Test (engl.
”
generalized likelihood ratio test“ - GLRT) ange-
wendet werden [40, S. 200 ff], [63, S. 275 ff]
ΛG(r) =
fR|Q(r|q̂ML,H1, H1)
fR|Q(r|q̂ML,H0, H0)
=
max
q∈Q
fR|Q(r|q, H1)
max
q∈Q
fR|Q(r|q, H0)
> η , (4.20)
wobei q̂ML,Hi die Dichte fR|Q(r|q, Hi) maximiert, d. h. es wird das Verhältnis der beding-
ten Empfangsdichten gegeben H1 bzw. H0 unter Berücksichtigung des ML-Schätzwertes
für H1 bzw. H0 gebildet. Bei gaußschen Empfangsdichten findet häufig auch die loga-
rithmierte Form von Glg. (4.20) Anwendung. Das Log-Likelihood-Verhältnis ist definiert
durch
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LG(r) = ln ΛG(r) > η
′ (4.21)
Zunächst sei der Fall betrachtet, dass nur jeweils eine Parameterrealisierung für H0 und
H1 (binärer Hypothesentest) existiere. Das Likelihood-Verhältnis folgt aus der bedingten
Dichte nach Glg. (3.20). Logarithmieren und Vereinfachen (vgl. auch Glg. (3.23)) führt
auf
LG(r) =
∥
∥ΨP (u|H1) F HP (v|H1) r
∥
∥
2 −
∥
∥ΨP (u|H0) F HP (v|H0) r
∥
∥
2
> η′
≈
∥
∥ΨP (u|H1) F HP (v|H1) r
∥
∥
2 − ‖r‖2 > η′ ,
(4.22)
mit den nach Glg. (3.29) gegebenen diskretisierten Parametern für Zeit- und Frequenzver-
satz u bzw. v. Zur Implementierung mit Hilfe eines signalangepassten Matched Filters sind
die Energie-Normen durch die in Abschnitt 3.3.1 angegebenen Ausdrücke zu berechnen.
Die allgemeine Anwendung des Likelihood-Verhältnis Tests nach Glg. (4.20) erfordert
die Bestimmung eines Parameterschätzwertes, der die bedingte Empfangsdichte für die
H0-Hypothesen maximiert. Die Wahrscheinlichkeitsdichte hierfür ist von den Korrelati-
onseigenschaften der verwendeten Synchronisationssequenz abhängig. Wird die vereinfa-
chende Annahme idealen Korrelationsverhaltens aufgegriffen, so besitzen sämtliche Ent-
scheidungsvariablen des H0-Parameterraumes die gleiche Verteilungsdichte, so dass sich
die gesuchte Wahrscheinlichkeitsdichte als Dichte des Maximalwertes von N unabhängigen
Zufallsvariablen mit identischer Wahrscheinlichkeitsdichtefunktion (Extremwertdichte) er-
gibt
fR|Q(r|q̂ML,H0, H0) = N
[∫ r
−∞
fR|Q(r̃|H0)dr̃
]N−1
fR|Q(r|H0) . (4.23)
Die Angabe einer exakten analytischen Form des Likelihood-Verhältnisses für ein be-
stimmtes Optimalitätskriterium ist generell nicht ohne weiteres angebbar, so dass im Fol-
genden ein allgemeiner Schwellwert-Test in Anlehnung an Glg. (4.22) definiert werden
soll
L′G(r) =
∥
∥ΨP (u|H1) F HP (v|H1) r
∥
∥
2
> η′′ , (4.24)
das bedeutet, mit Hilfe des Schwellwertes η′′ wird entschieden, ob der gewonnene ML-
Schätzwert akzeptiert oder verworfen wird.
4.2 Analyse der schwellwertbasierten ML-Detektion
4.2.1 Ereigniswahrscheinlichkeiten
Für die schwellwertbasierte Akquisition können folgende Wahrscheinlichkeiten für korrekte
bzw. inkorrekte Entscheidung definiert werden:
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• Detektionswahrscheinlichkeit als Wahrscheinlichkeit, dass die ML-Entscheidung kor-
rekt ist und akzeptiert wird (engl.
”
detection probability“ - PD)
• Fehlalarmwahrscheinlichkeit als Wahrscheinlichkeit, dass die ML-Entscheidung
falsch ist und akzeptiert wird (engl.
”
false alarm probability“ - PFA)
• Wahrscheinlichkeit, dass die ML-Entscheidung korrekt ist und zurückgewiesen wird
(engl.
”
miss detection probability“ - PMD)
• Wahrscheinlichkeit, dass die ML-Entscheidung falsch ist und zurückgewiesen wird
(engl.
”
probability of false alarm avoidance“ - PNFA)
Gegeben sei die Matched-Filter-Realisierung des ML-Schätzers, wobei die Integrations-
länge zur Mittelung der Energienormen aufeinander folgender Zeitversatz-Hypothesen zu
eins gewählt sei, d. h. es wird keine Energie-Mittelung durchgeführt. Ferner werde ei-
ne frequenzabhängige Zeitversatz-Schätzung angenommen, d. h. der Frequenzversatz wird
als grob kompensiert vorausgesetzt, so dass die Unsicherheitsregion lediglich die zeitli-
che Unsicherheit P ′ beinhaltet. Analog zu Glg. (3.75) sei ein Kanal mit L′ signifikanten
Mehrwegekomponenten betrachtet.
Die Detektionswahrscheinlichkeit berechnet sich als die Summe der Detektionswahrschein-
lichkeiten für die einzelnen Mehrwegekomponenten unter Berücksichtigung des Schwell-
wertes η′′:
PD =
L′−1∑
l=0
PD,l
PD,l =
∫ ∞
η′′
[∫ zl
0
fZk(zk|H0) dzk
]P ′−L′ L′−1∏
j=0
j 6=l
[∫ zl
0
fZj (zj|H1) dzj
]
fZl(zl|H1) dzl .
(4.25)
Die Fehlalarmwahrscheinlichkeit kann aus der Differenz der Wahrscheinlichkeit, dass we-
nigstens eine Entscheidungsvariable unter Voraussetzung von H0 den Schwellwert η
′′ über-
schreitet und der Detektionswahrscheinlichkeit bestimmt werden
PFA = 1 −
[
∫ η′′
0
fZk(zk|H0) dzk
]P ′−L′ L′−1∏
j=0
∫ η′′
0
fZj(zj|H1) dzj − PD . (4.26)
Die Miss-Detektionswahrscheinlichkeit gibt an, mit welcher Wahrscheinlichkeit korrekte
ML-Entscheidungen aufgrund des Schwellwert-Tests zurückgewiesen werden; sie berechnet
sich als das Produkt der Miss-Detektionswahrscheinlichkeiten für die einzelnen Mehrwe-
gekomponenten:
PMD =
L′−1∏
l=0
PMD,l
PMD,l =
∫ η′′
0
[∫ zl
0
fZk(zk|H0) dzk
]P ′−L′ L′−1∏
j=0
j 6=l
[∫ zl
0
fZj (zj|H1) dzj
]
fZl(zl|H1) dzl .
(4.27)
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Schließlich folgt für die Wahrscheinlichkeit der korrekten Zurückweisung einer falschen
ML-Entscheidung
PNFA = 1 − PD − PFA − PMD . (4.28)
4.2.2 Mittelwert und Varianz der Akquisitionszeit
Der ML-Detektor mit Schwellwertentscheidung profitiert von einer Entscheidungsrück-
weisung insofern, dass unmittelbar eine erneute Akquisition initiiert und somit die Wahr-
scheinlichkeit für die zeitaufwendige Fehlinitialisierung des Detektors reduziert wird. Mit-
telwert und Varianz der Akquisitionszeit berechnen sich unter der Annahme, dass bei
Entscheidungsrückweisung keine zusätzliche Zeit zur Reakquisition benötigt wird, wie
folgt
E {Tacq} = TD +
PFA (TD + TP ) + (PMD + PNFA)TD
PD
. (4.29)
σ2Tacq =
PFA (TD + TP )
2 + (PMD + PNFA)T
2
D
PD
+
[PFA (TD + TP ) + (PMD + PNFA)TD]
2
P 2D
,
(4.30)
wobei TD die für eine Beobachtung bzw. Entscheidung erforderliche Verweilzeit und TP
die Kosten für einen Fehlalarm in Form einer zusätzlichen
”
Strafzeit“ bezeichnen. Auf eine
Herleitung soll an dieser Stelle verzichtet und auf Abschnitt 5.1 verwiesen werden. Ist der
Schwellwert Null, so ist auch PMD + PNFA = 0 und die angegebenen Gleichungen ent-
sprechen denen des ML-Schätzers (Glg. (3.76) und Glg. (3.77)). Ein Schwellwert ungleich
Null ermöglicht die Beeinflussung von PD und PFA und damit der Akquisitionszeit. Um
einem Optimalitätskriterium zu genügen, muss der Schwellwert geeignet gewählt und ab-
hängig von den momentanen Signalstatistiken angepasst werden. Wie in nachfolgendem
Beispiel gezeigt wird, ist es bezüglich der minimalen mittleren Akquisitionszeit sinnvoll
den Schwellwert proportional zur momentanen Störleistung anzupassen, wobei vorausge-
setzt werden soll, dass ein Schätzwert für die Störleistung zur Verfügung steht. Dieser kann
entweder aus dem breitbandigen Empfangssignal oder aus einem schmalbandigeren Signal
(nach der Entspreizung) z. B. durch Referenz-Filter [26] abgeleitet werden. Ansätze, die
auf der Auswertung von Schwellwertüberschreitungen basieren, sind u. a. Gegenstand von
[19].
Beispiel 4.2.1. Einfluss des Schwellwertes auf die Slot-Timing-Akquisition im 3GPP-
FDD-DL: Zur Verdeutlichung des Verhaltens der schwellwertbasierten Akquisition sol-
len vorangegangene Betrachtungen auf die Akquisition des Slot-Timings im 3GPP-FDD-
Downlink angewendet werden. Um in einen praktisch relevanten SINR-Bereich zu ge-
langen, werden, Abschnitt 4.3 vorwegnehmend, die Entscheidungsvariablen durch nicht-
kohärentes Zusammenfassen von Q aufeinander folgenden Beobachtungen der zeitlichen
Unsicherheitsregion nach Glg. (4.41) gewonnen. Abbildung 4.3 veranschaulicht die Cha-
rakteristik der Schwellwertentscheidung für den 1-Pfad Rayleigh-Kanal mit einer Doppler-
Spreizung ν ′dmax = 5.9 × 10−5 (≡ 120 kmh−1), Q = 15 und P ′ = 2560. Mit grö-
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Abb. 4.3: Charakteristik der schwellwertbasierten Verzögerungs- Akquisition am Bei-
spiel der 3GPP-FDD Slot-Timing Akquise (ν ′dmax = 5.90 × 10−5, Q = 15).
ßer werdendem Schwellwert η′′ reduziert sich die Fehlalarm- als auch die Detektions-
wahrscheinlichkeit. Sind diese Ereignisse mit unterschiedlichen Kosten verbunden, so ist
zu erwarten, dass ein optimales Verhältnis und damit ein optimaler Schwellwert exis-
tiert, für den die mittlere Akquisitionszeit nach Glg. (4.29) minimal wird. In Abb. 4.4
ist die mittlere Akquisitionszeit über dem auf die Störleistung normierten Schwellwert
η′′/(QĪ0B) = η
′′/(QMI0B) für unterschiedliche SINR aufgetragen. Die Zeitdauer zur
Bestimmung der Teststatistiken beträgt TD = QP TC und die Kosten für eine Fehlak-
quisition sind willkürlich zu TP = 50TD gewählt. Aus Abb. 4.4 wird deutlich, dass die
mittlere Akquisitionszeit für kleine Schwellwerte η′′ zunächst konstant ist; in diesem Be-
reich wird das Verhalten durch das ML-Kriterium bestimmt. Wird der Schwellwert erhöht,
werden Entscheidungen häufiger zurückgewiesen und es reduziert sich die Fehlalarmwahr-
scheinlichkeit. Das optimale Verhältnis von Rückweisungs- und Fehlalarmwahrscheinlich-
keit führt schließlich zu einem Minimum der mittleren Akquisitionszeit. Es zeigt sich, dass
das Minimum umso ausgeprägter ist, je geringer der Signal-Störabstand ist. Das bedeu-
tet, der Schwellwerttest dominiert vor allem bei geringem SINR das Verhalten. Weiterhin
ist ersichtlich, dass sich der normierte optimale Schwellwert mit wachsendem SINR nur
geringfügig zu höheren Werten hin verschiebt. Als Konsequenz für eine praktische Reali-
sierung sollte der relative Schwellwert konstant gehalten und in Bezug auf das minimale
Entwurfs-SINR (
”
worst case“ SINR) optimal gewählt werden. Ist das tatsächliche SINR
besser als das Entwurfs-SINR, sind die durch den nicht optimal gewählten Schwellwert
verursachten Verluste relativ gering, da, wie bereits erwähnt, zum einen der optimale
Schwellwert nur geringfügig abweicht und zum anderen der Einfluss des Schwellwertes
auf die mittlere Akquisitionszeit abnimmt.
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η′′/(QĪ0B) [dB]
E {EC/I0}
Abb. 4.4: Mittlere Akquisitionszeit der 3GPP-FDD Slot-Timing-Akquisition als
Funktion des normierten Schwellwertes η ′′/(QĪ0B) (ν ′dmax = 5.90 × 10−5,
Q = 15, TD = QP TC , TP = 50TD).
4.3 Verbesserung der Leistungsfähigkeit durch
mehrfache Beobachtung
Oftmals, insbesondere zur Verbesserung des Akquisitions- und Synchronisationsverhal-
tens, werden in zellularen mobilen Kommunikationssystemen (zeitlich) periodisch wieder-
kehrende oder kontinuierliche Synchronisationssequenzen in den Datenstrom eingebettet.
Insofern davon ausgegangen werden kann, dass jede Beobachtung der Unsicherheitsregion
die gleiche Information bezüglich der unbekannten Parameter enthält bedeutet dies für
die Akquisition bzw. Synchronisation, dass mehrere Beobachtungen zur Bestimmung der
unbekannten Parameter herangezogen werden können um dadurch die Güte der Schätz-
werte zu verbessern. Dies ist insbesondere vorteilhaft, wenn das SINR der Synchronisati-
onssequenz sehr gering ist, oder aber wenn die Synchronisationssequenz starkem Fading
unterliegt. Jede einzelne Beobachtung umfasst dabei im Allgemeinen die gesamte Unsi-
cherheitsregion. Abbildung 4.5 veranschaulicht das Prinzip. Eine Synchronisationssequenz
der LängeM TC wird periodisch zu den Zeitpunkten (q−1)P TC mit q ∈ [1,∞] gesendet 1 .
Die Unsicherheit des Synchronisationszeitpunktes beträgt folglich P NS Abtastzeitpunkte.
Die Anzahl aller in die Bildung der Entscheidungsvariablen einfließenden Beobachtungen
sei willkürlich festgelegt und betrage Q. Als grundlegende Annahme für die folgenden Be-
trachtungen werde der Übertragungskanal für die Dauer einer Synchronisationssequenz als
1Ist M = P , so wird die Synchronisationssequenz kontinuierlich (periodisch) gesendet. Dies ist z.B.
bei den klassischen DS-SS Systemen der Fall, bei denen der PN-Code kontinuierlich (eventuell da-
tenmoduliert) gesendet wird. Der PN-Code stellt also selbst die Synchronisationssequenz dar. Die
Auswertung mehrerer Beobachtungen in einem solchen System ist allerdings nur dann sinnvoll, wenn
die Periodendauer des PN-Codes kleiner als die Kohärenzzeit der Parameter ist.
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der Länge M TC
Sync-Sequenz
Beobachtung q = 1 Beobachtung q = 2
Unsicherheit [0, P TC) Unsicherheit [0, P TC) Unsicherheit [0, P TC)
Beobachtung q = Q
Abb. 4.5: Wiederholte Beobachtung der Verzögerungs-Unsicherheitsregion bei peri-
odisch wiederholter Synchronisationssequenz.
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Abb. 4.6: MF basierter Verzögerungsschätzer unter Berücksichtigung mehrfacher Be-
obachtungen.
konstant betrachtet, d. h. die Kohärenzzeit des Kanals genüge der Forderung Tcoh > M TC .
Wie im Vorangegangenen dargestellt, kann der ML-Verzögerungsschätzer durch ein signal-
angepasstes Filter realisiert werden, welches das Empfangssignal mit der Synchronisati-
onssequenz faltet und idealerweise zum korrekten Synchronisationszeitpunkt einen mehr
oder weniger stark ausgeprägten Energie-Peak liefert. Wird die Synchronisationssequenz
periodisch gesendet, ist am Ausgang des signalangepassten Filters gleichfalls periodisch ein
Peak zu verzeichnen. Grundsätzlich stellt sich hierbei die Frage, auf welche Art und Wei-
se entsprechende Signalwerte aus den einzelnen Beobachtungs-Intervallen zu kombinieren
sind, um eine möglichst optimale Detektion des Empfangszeitpunktes der Synchronisati-
onssequenz zu erhalten (vgl. Abb. 4.6).
Es soll zunächst das zeitdiskrete Signalmodell für das Empfangssignal unter Voraussetzung
periodisch gesendeter Synchronisationssequenzen aufgestellt werden. Nach Filterung des
Empfangssignals mit G(f) und Abtastung mit fA wird das resultierende Signal r dem auf
die Synchronisationssequenz angepassten Filter zugeführt. Das Ausgangssignal des Code-
Matched Filters für den k-ten Abtastwert des q-ten Beobachtungsintervalls ist gegeben
durch
yk,q =
M ′−1∑
i=0
r̃k+iNS+(q−1)P ′ c
∗
i . (4.31)
Die entsprechenden Ausgangswerte zugehöriger Zeitpunkte k von Q aufeinander folgenden
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Beobachtungen können in den Vektoren yk zusammengefasst werden
yk = [yk,1, yk,2, · · · , yk,Q]T , k = 0, . . . , P ′ − 1. (4.32)
Die Elemente von yk repräsentieren Abtastwerte von komplexen gaußschen Zufallsprozes-
sen. Prinzipiell kann dabei zwischen Vektoren yk, deren Zeitindex k einer tatsächlichen
kanalbedingten Verzögerung der Synchronisationssequenz entspricht, und solchen, für die
diese Bedingung nicht zutrifft, unterschieden werden. Zur Vereinfachung der Schreibwei-
se seien wiederum die Hypothesen für die als korrekt bzw. nicht korrekt zu wertenden
Synchronisationszeitpunkte mit H1 und H0 bezeichnet. Weiterhin sollen den folgenden
Betrachtungen einige, zum Teil schon in Abschnitt 3.4.1 getroffene Annahmen zugrun-
de gelegt werden: Das Autokorrelationsverhalten von c sei ideal, der Mehrwegekanal h
besitze L′ Mehrwegekomponenten die Realisierungen von Rayleigh-Prozessen mit den Ver-
zögerungen τl, l = 0, . . . , L
′ − 1 darstellen, wobei die Verzögerungen τl vereinfachend auf
ganzzahlige Vielfache der Chipdauer beschränkt sein sollen, so dass τl = kl TC gilt. Die
Zufallsprozesse yk können dann als mittelwertfreie, komplexwertige Gaußprozesse mit
Kovarianzmatrix Ck angesehen werden.
yk ∼ N (0,Ck) . (4.33)
Unter Berücksichtigung eines durch einen Restfrequenzversatz auftretenden Signalverlus-
tes 2 und unter Annahme einer AWGN-Störung mit spektraler Leistungsdichte Ieff(k),
wobei zusätzlich Ieff(k) = I0,eff , ∀ k 6= kl gelten soll, lässt sich die Kovarianzmatrix Ck für
H1 und H0-Hypothese folgendermaßen angeben
Ck =



CH1,l =
EC
TC
E
{
|hl|2
}
M2 sinc (ν ′M) CS +MIeff(kl)B I, für yk ∈ H1
CH0 = MI0,effB I, für yk ∈ H0 ,
(4.34)
wobei CS und I die Q×Q-dimensionale normierte Signal-Kovarianzmatrix bzw. die Ein-
heitsmatrix bezeichnen. Die Signal-Kovarianzmatrix entspricht aufgrund der Mittelwert-
freiheit der yk der Korrelationsmatrix und berechnet sich mit Hilfe der zu den Zeitpunkten
(q−1)P ′/NS, q = 1, · · · , Q abgetasteten Autokorrelationsfunktion des Rayleigh-Prozesses
(vgl. Glg. (2.5))
CS =








1 J0
(
2πν ′dmax
P ′
NS
)
. . . J0
(
2πν ′dmax
(Q−1)P ′
NS
)
J0
(
2πν ′dmax
P ′
NS
)
1 . . . J0
(
2πν ′dmax
(Q−2)P ′
NS
)
...
...
. . .
...
J0
(
2πν ′dmax
(Q−1)P ′
NS
)
J0
(
2πν ′dmax
(Q−2)P ′
NS
)
. . . 1








. (4.35)
2Ein eventuell auftretender Signalverlust durch nichtideale Abtastung soll hier nicht betrachtet werden.
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Die Wahrscheinlichkeitsdichte der Beobachtungen yk ist damit gegeben durch
fyk(yk|k) =
1
πQ det (Ck)
e−y
H
k
C−1
k
yk . (4.36)
Nach dem Maximum-Likelihood-Prinzip ist nun derjenige Synchronisationszeitpunkt zu
bestimmen, für den die Dichte nach Glg. (4.36) mit Ck = CH1,l maximal wird. Äquivalent
dazu soll hier das Log-Likelihood-Verhältnis der beiden Hypothesen zur Ableitung der
optimalen Test-Statistik herangezogen werden. Das Log-Likelihood-Verhältnis ist gegeben
durch:
L(r) = −yHk
[
C−1H1,l − C
−1
H0
]
yk − ln det CH1,l + ln det CH0 , (4.37)
so dass sich mit Ieff(kl) ≈ I0,eff durch Anwendung des Matrix-Inversionslemmas und Weg-
lassung von Beobachtungsunabhängigen Termen der optimale Schätzwert für den Syn-
chronisationszeitpunkt ergibt
k̂opt = arg max
k
yHk
(
γeff,lI + C
−1
S
)−1
yk, k = 0, . . . , P
′ − 1 , (4.38)
worin γeff,l das effektiv wirksame SINR am Ausgang des Code-Matched-Filters bezüglich
der l-ten Mehrwegekomponente bezeichnet
γeff,l =
M EC
Ieff(kl)
E
{
|hl|2
}
sinc2 (ν ′M) =
EC
Īeff(kl)
E
{
|hl|2
}
sinc2 (ν ′M) . (4.39)
Die optimale Gewichtung der einzelnen Beobachtungen kann auch als Korrelation des
Beobachtungsvektors mit dem LMMSE-Schätzwert (engl.
”
linear minimum mean square
error“ ) für die momentane Realisierung des Rayleigh-Prozesses interpretiert werden [40,
S. 479 ff]. Die Matrix zur Bestimmung des LMMSE-Schätzwertes wird auch als Wiener-
Filter bezeichnet. Für die Schätzung des Synchronisationszeitpunktes ergibt sich
k̂opt = arg max
k
yHk CS
(
CS +
1
γeff,l
I
)−1
︸ ︷︷ ︸
Wiener-Filter
yk
︸ ︷︷ ︸
LMMSE-Schätzwert
, k = 0, . . . , P ′ − 1 . (4.40)
Die Struktur nach Glg. (4.40) kann auch als Korrelator–Wiener-Filter Struktur bezeichnet
werden. Die optimale Gewichtung erfordert jedoch die Kenntnis der Kanalparameter und
ist deswegen nicht ohne weiteres anwendbar, weswegen im Folgenden eine suboptimale
Variante, die ohne jegliche Zusatzinformation auskommt, angegeben werden soll.
Für den Sonderfall vernachlässigbarer Korrelation aufeinander folgender Beobachtungen,
was bei einem schnell veränderlichen Kanal mit Tcoh  P TC als zutreffend angenommen
werden kann, lässt sich aus Glg. (4.38) eine vereinfachte Gewichtungsvorschrift für die
Beobachtungsvektoren yk ableiten. Die Korrelationsmatrix CS reduziert sich dann auf
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eine Einheitsmatrix woraus sich, wenn die Leistung der unbekannten Mehrwegekompo-
nenten näherungsweise als konstant angesehen wird E {|hl|2} ≈ const., l = 0, . . . , L′ − 1,
die vereinfachte Gewichtungsvorschrift folgt:
k̂ = arg max
k
yHk yk = arg max
k
Q
∑
q=1
|yk,q|2 , k = 0, . . . , P ′ − 1
= arg max
k
zk, zk =
Q
∑
q=1
|yk,q|2 , k = 0, . . . , P ′ − 1 ,
(4.41)
die einzelnen Beobachtungen werden also nichtkohärent zu den Entscheidungsvariablen zk
zusammengefasst; eine Vorgehensweise, die häufig intuitiv bei unbekannten Korrelations-
eigenschaften vorgeschlagen wird (z. B. [76]), die aber oftmals als suboptimal zu werten ist,
da die Kohärenzzeit des Mobilfunkkanals typischerweise eine gewisse Korrelation zeitlich
aufeinander folgender Beobachtungen zur Folge hat. Eine weiterer Ansatz zur Verbesse-
rung könnte darin bestehen, das ML-Prinzip auf die Korrelationseigenschaften des Kanals
zu erweitern. Die Beeinflussung der Fehlalarmwahrscheinlichkeit durch einen zusätzlichen
Schwellwerttest nach Glg. (4.24) ist natürlich auch auf den hier diskutierten Fall mehrfa-
cher Beobachtungen anwendbar.
4.3.1 Wahrscheinlichkeitsdichtefunktion bei nichtkohärenter
Gewichtung korrelierter Beobachtungen
Die analytischen Betrachtungen zur Auswertung mehrfacher Beobachtungen seien auf-
grund der praktischen Bedeutung auf den Fall der nichtkohärenten Kombination nach
Glg. (4.41) beschränkt. Die Entscheidungsvariablen ergeben sich aus der Summe von Be-
tragsquadraten komplexer gaußscher Zufallsvariablen. Für die H0-Hypothesen besitzen
die Entscheidungsvariablen aufgrund der vorausgesetzten Unkorreliertheit der Rauschab-
tastwerte aufeinander folgender Beobachtungen eine zentrale Chi-Quadrat-Verteilung mit
2Q Freiheitsgraden nach Glg. (3.65):
fzk(zk|H0) =
1
(
Īeff(k)
)Q
2Q (Q− 1)!
zQ−1k e
−zk/Īeff(k) , (4.42)
mit der effektiv wirksamen spektralen Leistungsdichte Īeff(k) ≈ konst, ∀ k, k 6= kl der als
gaußsch angenommenen Störungen, verursacht durch Interferenz und thermisches Rau-
schen (siehe Interferenzbetrachtungen in Abschnitt 2.3.2).
Bei der Berechnung der Wahrscheinlichkeitsdichtefunktion der Entscheidungsvariablen
für H1-Hypothesen ist die Korrelation der einzelnen Beobachtungen zu berücksichti-
gen. Zu diesem Zweck ist es vorteilhaft, den Vektor yk mit Hilfe der Karhunen-Loéve-
Transformation (KLT) in eine alternative Darstellung mit orthonormalen Basisvektoren
und unkorrelierten Koeffizienten zu überführen. Die KLT stellt eine signalangepasste, or-
thogonale Transformation dar. Die Transformationsgleichung lautet
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x = ΦH yk , (4.43)
wobei Φ die Transformationsmatrix und x den zu bestimmenden Vektor mit unkorre-
lierten Koeffizienten repräsentiert. Die Spalten der orthogonalen Transformationsmatrix
stellen orthonormale Basisvektoren dar, die den Eigenvektoren der Kovarianzmatrix Ck,
gegeben durch Glg. (4.34), entsprechen. Die Kovarianzmatrix des KL-transformierten Vek-
tors x ist durch
CX = diag
[
σ2x1 , σ
2
x2
, . . . , σ2xQ
]
(4.44)
gegeben, wobei die Varianzen der Komponenten von x gleich den Eigenwerten λk,q von
Ck sind,
σ2xq = λk,q, q = 1, . . . , Q. (4.45)
Mit der für orthogonale Matrizen geltenden Eigenschaft Φ−1 = ΦH folgt für die Entschei-
dungsvariablen
zk = y
H
k yk = x
H x , (4.46)
d. h. zk kann als Summe der Betragsquadrate von mittelwertfreien unkorrelierten gauß-
schen Zufallsvariablen mit unterschiedlichen Varianzen interpretiert werden, so dass sich
die Wahrscheinlichkeitsdichte aus der Faltung von zentralen Chi-Quadrat Verteilungen
berechnet. Mit dem Zusammenhang der durch die Fourier-Transformation zwischen Wahr-
scheinlichkeitsdichte und der charakteristischen Funktion einer Zufallsvariablen gegeben
ist, lässt sich die Berechnung auch günstig im Frequenzbereich durchführen. Die charak-
teristische Funktion ψzk(jω|H1) berechnet sich wie folgt:
ψzk(jω|H1) = E
{
e jωzk |H1
}
=
Q
∏
q=1
1
1 − jωλk,q
, (4.47)
woraus sich die Wahrscheinlichkeitsdichte durch inverse Fouriertransformation ergibt
fzk(zk|H1) =
1
2π
∫ ∞
−∞
ψzk(jω|H1) e−jωzk dω . (4.48)
Sind sämtliche Eigenwerte voneinander verschieden λk,q 6= λk,i, ∀ q 6= i, so kann fzk(zk|H1)
in geschlossener Form angegeben werden [54, 64]
fzk(zk|H1) =
Q
∑
q=1
ak,q
λk,q
e−zk/λk,q ,
mit ak,q = λ
Q−1
k,q
Q
∏
i=1
i6=q
1
λk,q − λk,i
.
(4.49)
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Abb. 4.7: Fehlalarmwahrscheinlichkeit der 3GPP-Slot-Timing-Akquisition bei opti-
maler und nichtkohärenter Gewichtung aufeinander folgender Beobachtun-
gen als Funktion des Chip-SINR für verschiedene Q (Übertragung aus-
schließlich des P-SCH-Kanals); Rayleigh-Fading, L′ = 1, ν ′dmax = 2.41 ×
10−5, M = 256, P = 2560, ν ′ = 0, Anzahl der Tests: 5 000.
Beispiel 4.3.1. Vergleich von optimaler und nichtkohärenter Gewichtung mehrfacher Be-
obachtungen zur Schätzung des Slot-Timings im 3GPP-FDD-Downlink – 1-Pfad Rayleigh-
Kanal: Es soll die Leistungsfähigkeit der Slot-Timing-Akquisition des 3GPP-FDD-Systems
unter Ausnutzung mehrfacher Beobachtungen der zeitlichen Unsicherheitsregion unter-
sucht werden. Insbesondere soll das Verhalten in Abhängigkeit von der Anzahl Q der in die
Schätzung einbezogenen Beobachtungsintervalle (Zeitschlitze) als auch von der normier-
ten Dopplerspreizung ν ′dmax analysiert werden. Des Weiteren soll der durch die suboptima-
le, nichtkohärente Gewichtung nach Glg. (4.41) im Vergleich zur optimalen Gewichtung
nach Glg. (4.40) entstehende Verlust betrachtet werden. Die Ergebnisse des nichtkohären-
ten Algorithmus wurden analytisch als auch simulativ bestimmt, wohingegen der optimale
Ansatz lediglich simulativ untersucht wurde. Abbildung 4.7 zeigt die Fehlalarmwahrschein-
lichkeit der Timing-Akquisition für einen nichtfrequenzselektiven Rayleigh-Kanal mit ei-
ner Mehrwege-Komponente als Funktion des mittleren Chip-SINR für variables Q und
festes ν ′dmax = 2.41 × 10−5 (unter Annahme der 3GPP-System-Parameter entspricht dies
einer Bewegungsgeschwindigkeit von 50 kmh−1). Durch die Auswertung mehrfacher Beob-
achtungsintervalle ist für beide Algorithmen eine signifikante Reduzierung der Fehlalarm-
wahrscheinlichkeit zu verzeichnen. Der Gewinn des optimalen Algorithmus bezüglich des
für eine bestimmte Fehlerwahrscheinlichkeit erforderlichen Signal-Rauschabstandes ist na-
hezu unabhängig von Q und lässt sich im Mittel mit 2.5 dB quantifizieren.
Abbildung 4.8 stellt die Fehlalarmwahrscheinlichkeit basierend auf dem gleichem Simula-
tionsszenario, allerdings mit nunmehr festem Q = 30 und variierender Dopplerspreizung
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Abb. 4.8: Fehlalarmwahrscheinlichkeit der 3GPP-Slot-Timing-Akquisition bei opti-
maler und nichtkohärenter Gewichtung aufeinander folgender Beobachtun-
gen als Funktion des Chip-SINR für verschiedene ν ′dmax (Übertragung aus-
schließlich des P-SCH-Kanals); Rayleigh-Fading, L′ = 1, Q = 30, M = 256,
P = 2560, ν ′ = 0, Anzahl der Tests: 5 000.
ν ′dmax = (1.45×10−6, 2.41×10−5, 5.80×10−5) – entsprechend (3, 50, 120) kmh−1 – dar. Das
Verhalten der Slot-Timing-Akquisition verbessert sich mit zunehmender Dopplerspreizung.
Dies liegt in der zunehmenden statistischen Unkorreliertheit der Einzelbeobachtungen be-
gründet, wodurch sich der Informationsgewinn bei mehrfacher Beobachtung vergrößert.
Diese Form des Informationsgewinn kann auch als zeitliche Diversität angesehen werden.
Allgemein gilt, dass die Leistungsfähigkeit zunimmt, je mehr möglichst unkorrelierte Di-
versitätszweige in die Schätzung einbezogen werden. Gleichfalls verringert sich der Gewinn
des optimalen Algorithmus mit zunehmender Doppler-Frequenz, was zu erwarten ist, da
der nichtkohärente Algorithmus den Grenzfall der optimalen Gewichtung für unkorrelierte
Beobachtungen darstellt.
Beispiel 4.3.2. Erwartungswert und Standardabweichung der Akquisitionszeit bei mehr-
facher Beobachtung: Abschließend werde der Einfluss von wiederholter Beobachtung auf
die Akquisitionszeit untersucht. Dabei soll der auf Grundlage der nichtkohärent zu-
sammengefassten Beobachtungen detektierte Synchronisationszeitpunkt zusätzlich einem
Schwellwerttest unterzogen werden. Abbildung 4.9 stellt jeweils die analytischen Ergebnisse
und die durch Monte-Carlo Simulationen gewonnenen Ergebnisse für Q = 15 und Q = 30
gegenüber. Zur besseren Vergleichbarkeit wurden Akquisitionszeit und Standardabweichung
auf eine Bezugsgröße T0 = P TC normiert. Die Penalty-Zeit wurde zu TP = 750T0 ge-
wählt. Der auf die Rauschleistung normierte Schwellwert wurde so angepasst, dass für ein
Entwurfs-SINR von −26dB die mittlere Akquisitionszeit minimal ist. Es ist zu erkennen,
dass das Einbeziehen mehrerer Beobachtungen die mittlere Akquisitionszeit für geringes
88
4.4 Zusammenfassung
-26 -24 -20 -18 -16-22
101
102
103
Q = 30, simulativ
Q = 15, simulativ
Q = 15, analytisch
Q = 30, analytisch
E{Tacq}
T0
E {EC/I0} [dB]
-26 -24 -20 -18 -16-22
Q = 30, simulativ
Q = 15, simulativ
Q = 15, analytisch
Q = 30, analytisch
E {EC/I0} [dB]
100
103
101
102
σTacq
T0
Abb. 4.9: Erwartungswert und Standardabweichung der Akquisitionszeit unter Aus-
nutzung mehrfacher Beobachtung für Q = 15 (η′′/(QĪ0B) = 4.2 dB) und
Q = 30 (η′′/(QĪ0B) = 3.0 dB), ν ′dmax = 5.90 × 10−5, M = 256, P = 2560,
ν ′ = 0, T0 = P TC , TP = 750T0, Anzahl der Tests: 5 000.
SINR reduziert. Wird ein bestimmtes SINR erreicht, so reduziert sich die Fehlalarmwahr-
scheinlichkeit und die mittlere Akquisitionszeit wird maßgeblich durch die festgelegte Be-
obachtungsdauer bestimmt. Für die Parameterfestlegung in einem konkreten System be-
deutet dies, dass die Beobachtungslänge Q so zu wählen ist, dass für das geringste zu
erwartende SINR eine akzeptable Performanz erreicht wird. Dem Gewinn bei niedrigem
SINR steht allerdings eine untere Schranke für die Akquisitionszeit bei wachsendem SINR
gegenüber. In Bezug auf die Standardabweichung ergibt sich mit wachsender Beobachtungs-
länge eine Verbesserung der Leistungsfähigkeit.
4.4 Zusammenfassung: Parameterakquisition als
Detektionsproblem
Die diskreten Elemente der Parameter-Unsicherheitsregion können als Ereignishypothe-
sen betrachtet werden, wodurch sich die Parameterschätzung auf ein Detektionsproblem
reduziert. Sind Auftrittswahrscheinlichkeit und jeweils die Kosten für korrekte bzw. nicht
korrekte Entscheidung für alle Hypothesen gleich, so gelangt man zum N -dimensionalen
Likelihood-Verhältnis-Test (LRT), der einen Schätzwert identisch zum ML-Schätzer mit
diskretisierter Unsicherheitsregion aus Kapitel 3 bestimmt. Verursachen Fehlentscheidun-
gen sehr hohe Kosten, so ist es sinnvoll unsichere Entscheidungen zurückzuweisen, wobei
vorauszusetzen ist, dass die Kosten einer Rückweisung geringer sind als die Kosten ei-
ner Fehlentscheidung. Im Sinne der Detektion bedeutet dies, zusätzliche Entscheidungs-
räume festzulegen. Die grundlegende Struktur der resultierenden Detektionseinrichtung
besteht aus einem N -dimensionalen LRT und einem zusätzlichen LRT für die ausgewähl-
te Hypothese, mit dem die Entscheidungssicherheit gegenüber allen anderen möglichen
Hypothesen bewertet wird.
Bei der Akquisition kann das Detektionsproblem auf eine binäre Betrachtung zurückge-
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führt werden, da nur zwischen den Hypothesen
”
korrekte“ bzw.
”
nicht korrekte“ Detektion
unterschieden werden muss. Der Likelihood-Verhältnis-Test für die Akquisition ist nicht
generell angebbar, so dass hier eine suboptimale Vereinfachung, der sogenannte Schwell-
werttest, angegeben wird. Analytische Betrachtung und Simulationen zum Schwellwerttest
zeigen, dass der Schwellwert vor allem bei geringem SINR die Leistungsfähigkeit in Bezug
auf die mittlere Akquisitionszeit verbessern kann. Dabei ist es sinnvoll, den Schwellwert
für ein bestimmtes Entwurfs-SINR zu optimieren und diesen dann proportional zur mo-
mentanen Rausch- und Interferenzleistung anzupassen.
Das Schätz- bzw. Detektionsergebnis kann durch Einbeziehen mehrfacher Beobachtungen
der Unsicherheitsregion, wie es bei periodisch bzw. kontinuierlichem Pilotsignal möglich
ist, verbessert werden. Die optimale Gewichtung und Zusammenfassung aufeinander fol-
gender Beobachtungen kann durch eine Korrelator–Wiener-Filter-Struktur realisiert wer-
den, wobei allerdings die Kenntnis statistischer Kanalparameter vorausgesetzt werden
muss. Eine suboptimale Möglichkeit stellt das nichtkohärente Verfahren dar, das sich als
Grenzfall der optimalen Gewichtung unter der Randbedingung statistisch unkorrelierter
Beobachtungen ergibt.
Andere suboptimale Verfahren, wie z. B. die Mehrheitsentscheidung, sind in diesem Ka-
pitel nicht berücksichtigt.
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Der bereits diskutierte ML-Ansatz zur Zeit- und Frequenzversatzschätzung wählt unter
Auswertung der Likelihood-Funktion die wahrscheinlichste Realisierung des Parameter-
vektors aus einem kontinuierlichen Parameterraum, der auch als Unsicherheitsregion be-
zeichnet wird. Wegen der im Allgemeinen nicht gegebenen Unimodalität der Likelihood-
Funktion muss diese möglichst für jede Parameterrealisierung berechnet werden. Mit ver-
tretbarem Aufwand ist dies nur näherungsweise möglich, indem die Unsicherheitsregion
geeignet diskretisiert und die Likelihood-Funktion nur für diese diskreten Bereiche, die
typischerweise als Zellen oder Elemente der Unsicherheitsregion bezeichnet werden, be-
rechnet wird. Der ML-Schätzer bzw. ML-Detektor führt dabei die Berechnung für alle
Zellen gleichzeitig aus. Näherungsweise kann dies auch seriell geschehen, bevor die wahr-
scheinlichste Hypothese bestimmt wird. Der Unterschied beider Realisierungen besteht
darin, dass Erstere eine N -fache Parallelität und Letztere keine Parallelität aber einen
Speicher der Größe N erfordert, wenn N die Größe der diskreten Unsicherheitsregion
bezeichnet. Oftmals sind beide Varianten für eine direkte Umsetzung zu aufwendig, so
dass in der Literatur eine Vielzahl alternativer Akquisitionsverfahren diskutiert wird, mit
dem Ziel einen geeigneten Kompromiss zwischen Performanz und Komplexität zu fin-
den. Nach einigen grundlegenden Betrachtungen zur Analyse von Akquisitionsverfahren,
wobei vor allem auf die Signalflussgraphenmethode eingegangen werden soll, werden in
diesem Kapitel einige wichtige Akquisitionsverfahren gegenübergestellt. Dies sind insbe-
sondere die serielle Suche, als bekanntestes Verfahren zu Akquisition von DS-SS-Signalen,
und die Suche mittels des MAX/TC-Kriteriums. Abschließend werden einige Aspekte der
sequentiellen Detektion erörtert.
5.1 Betrachtungen zur Analyse der Akquisitionszeit
5.1.1 Direkte Analyse
Mittelwert, Varianz und Wahrscheinlichkeitsdichtefunktion der Akquisitionszeit lassen
sich durch Betrachtung aller möglichen Ereignisfolgen, die zu einer korrekten Akquisi-
tion führen, und unter Berücksichtigung ihrer Auftrittswahrscheinlichkeiten analysieren.
Es bezeichne Ti und Pi Zeit und Wahrscheinlichkeit der i-ten Ereignisfolge, dann folgt
E {Tacq} =
∞∑
i=1
Ti Pi und (5.1)
σ2Tacq = E
{
T 2acq
}
− [E {Tacq}]2 mit E
{
T 2acq
}
=
∞∑
i=1
T 2i Pi . (5.2)
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Die Anwendung der direkten Methode führt bei komplizierteren Akquisitionsstrategien
oftmals auf keine geschlossenen Lösung. Vorteilhaft ist allerdings, dass die Wahrscheinlich-
keitsdichtefunktion der Akquisitionszeit relativ einfach (zumindest prinzipiell) bestimmt
werden kann.
5.1.2 Signalflussgraphenmethode
Erstmals wurde die von Mason begründete Theorie der Signalflussgraphen [49] zur Ana-
lyse des DS-SS-Akquisitionsprozesses in [24] angewandt. Mit einigen Weiterentwicklungen
hat sich die Signalflussgraphenmethode als Standardmethode zur Analyse von Akquisi-
tionsverfahren etabliert. Besonders erwähnenswert sind die häufig zitierten Arbeiten von
Polydoros und Weber [67, 68]. Die Zustände der Akquisitionsprozedur bilden die Kno-
ten des Signalflussgraphen. Die Übergänge (Pfade) zwischen den Knoten entsprechen den
Übertragungsfunktionen zwischen den Zuständen. Dabei sei vorausgesetzt, dass die Über-
gänge ausschließlich vom gegenwärtigen Knoten abhängen, was gleichbedeutend mit der
Aussage ist, dass die hier betrachteten Akquisitionsverfahren als Markovsche Prozesse
aufgefasst werden können.
Zur Motivation der Anwendung der Signalflussgraphentheorie sei zunächst das Modell
eines Prozesses nach Abb. 5.1 betrachtet. Gesucht ist die Wahrscheinlichkeitsdichte bzw.
A B C
t
t1 t2
Abb. 5.1: Beispiel eines Prozesses.
die statistischen Momente der Zeit, die für den Übergang von Zustand A nach Zustand C
benötigt wird. Die Zeit des Übergangs von Zustand A nach Zustand B sei eine Zufallsvaria-
ble T1 mit der Wahrscheinlichkeitsdichtefunktion fT1(t1). Und es sei T2 die den Übergang
von Zustand B nach Zustand C charakterisierende Zufallsvariable mit der Dichte fT2(t2).
Ferner werde statistische Unabhängigkeit von T1 und T2 vorausgesetzt, dann gilt für die
Verbunddichte
fT1,T2(t1, t2) = fT1(t1) · fT2(t2) , (5.3)
woraus sich die Wahrscheinlichkeitsdichte für die Zeit T des Übergangs von Zustand A
nach Zustand C durch Faltung der Dichten fT1(t1) und fT2(t2) ergibt
fT (t = t1 + t2) =
∫ ∞
−∞
fT1(t1) fT2(t− t1) dt1 = fT1(t1) ∗ fT2(t2) . (5.4)
Ist ein Prozess durch viele Zustände bzw. Zustandsübergänge gekennzeichnet, so lassen
sich Berechnungen unter Ausnutzung des Zusammenhangs aus Glg. (5.4) vorteilhaft im
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Bildbereich der Laplace- oder, wenn die Wahrscheinlichkeitsdichten der Zustandsübergän-
ge zeitdiskret sind, der z-Transformation ausführen.
Da bei den hier betrachteten Akquisitionsverfahren jeder Zustand eine konstante Zeit für
eine Entscheidung benötigt, werde im Folgenden die z-Transformation genutzt. Es gilt
dann für die Übertragungsfunktion eines zu Abb. 5.1 äquivalenten Signalflussgraphen
HAC(z) = HAB(z)HBC(z) , (5.5)
wobei Hij(z) allgemein definiert ist durch:
Hij(z) =
∞∑
n=0
zn Pij(n) , (5.6)
und Pij(n) die Wahrscheinlichkeiten eines Übergangs von Zustand i in Zu-
stand j in n Schritten bezeichnet. Die Variable z bezeichnet hierin den Einheits-
Verzögerungsoperator. Besitzt die Einheitsverzögerung einen Wert τ , so wird im Folgenden
z durch zτ substituiert. Hij stellt die Übertragungsfunktion von Knoten i nach Knoten
j des Signalflussgraphen dar [67]. Methoden zur Entwicklung der Übertragungsfunktion
komplexer Systeme sind die Graphenreduktionsmethode und die Anwendung der Mason-
schen Formel [49]. Bezeichne nun Hacq(z) die Gesamtübertragungsfunktion der Akquisiti-
on, so bestimmen sich daraus Mittelwert und Varianz der Akquisitionszeit durch folgende
Gleichungen [67]
E {Tacq} =
dHacq(z)
d z
∣
∣
∣
∣
z=1
(5.7)
σ2Tacq =
[
d2Hacq(z)
d z2
+
dHacq(z)
d z
−
(
dHacq(z)
d z
)2
]
z=1
. (5.8)
5.1.3 Wahrscheinlichkeitsdichtefunktion der Akquisitionszeit
Obwohl die Verteilungsdichte der Akquisitionszeit prinzipiell durch Analyse aller mög-
lichen Ereigniskombinationen eines Akquisitionsverfahrens, die zu korrekter Akquisition
führen, oder durch Rücktransformation der Übertragungsfunktion bestimmbar ist, kann
der Berechnungsaufwand beträchtlich sein [8, 33, 61]. Da die statistischen Momente durch
die Signalflussgraphenmethode im Allgemeinen leichter zugänglich sind, ist es sinnvoll,
nach Verfahren zur Abschätzung bzw. näherungsweisen Berechnung der Wahrscheinlich-
keitsdichtefunktion in Abhängigkeit der statistischen Momente zu suchen.
Obere Schranke nach Ungleichung von Tschebyscheff
Eine obere Schranke für die Verteilungsdichte beliebiger Zufallsvariablen mit endlichem
Mittelwert und endlicher Varianz kann mit Hilfe der Tschebyscheffschen Ungleichung be-
stimmt werden. Es gilt dann für die Zufallsvariable Tacq [70]
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P (|Tacq − E {Tacq}| ≥ tacq) ≤
σ2Tacq
t2acq
, tacq ≥ 0 . (5.9)
Kann die Zufallsvariable ausschließlich positive Werte annehmen, kann eine strengere
Form von Glg. (5.9) angegeben werden, die auch als einseitige Form der Tschebyscheff-
schen Ungleichung bezeichnet wird
P (Tacq ≥ E {Tacq} + tacq) ≤
σ2Tacq
σ2Tacq + t
2
acq
. (5.10)
Näherung durch Gamma-Verteilung
Es kann argumentiert werden, dass die Akquisitionszeit eine Zufallsvariable darstellt, die
sich aus der Summe einer großen Anzahl von statistisch unabhängigen Ereignissen er-
gibt und unter Anwendung des zentralen Grenzwertsatzes als normalverteilt approximiert
werden kann. Mittelwert und Varianz sind also hinreichend, die gaußsche Näherung für
die Wahrscheinlichkeitsdichte der Akquisitionszeit zu bestimmen. Es ergibt sich jedoch
das Problem, dass die gaußsche Näherung für die Wahrscheinlichkeitsdichte für negative
Akquisitionszeiten stets einen von Null verschiedenen Wert annimmt. Als Ausweg wird in
[7] die Näherung durch die Gamma-Verteilung vorgeschlagen, die ebenfalls durch Erwar-
tungswert und Varianz eindeutig charakterisiert ist
fTacq(tacq) ≈
tα−1acq e
−tacq/β
βα Γ(α)
, tacq ≥ 0
mit α =
[E {Tacq}]2
σ2Tacq
, β =
σ2Tacq
E {Tacq}
.
(5.11)
Grundlage hierfür bildet die in [62, S. 234 f] vorgeschlagene sogenannte kausale Form des
zentralen Grenzwertsatzes, der besagt, dass die Dichte der Summe einer gegen unend-
lich strebenden Zahl von Zufallsvariablen mit kausaler Wahrscheinlichkeitsdichtefunktion
durch eine Gamma-Verteilung angenähert werden kann. Mit anderen Worten, es wird
hier die Eigenschaft der Gamma-Verteilung ausgenutzt, sich für eine sehr große Anzahl
von Zufallsvariablen der Gaußverteilung anzunähern und gleichzeitig eine ausschließlich
positive Dichte zu repräsentieren [31, S. 344].
Die Anwendbarkeit der Gammaverteilung lässt sich auch dadurch motivieren, dass die
Akquisitionszeit als typischer Ankunftsprozess angesehen werden kann, und die Gamma-
verteilung geeignet ist, die Verteilung von Ankunftszeiten zu beschreiben [31].
5.2 Serielle Akquisition
Die Anwendung serieller Verfahren war, aufgrund der großen Unsicherheitsregion bei sehr
langen Spreizsequenzen, ursprünglich die bezüglich des Implementierungsaufwandes nahe-
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Generator
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Hypothese H1
Entscheidung für
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Abb. 5.2: Prinzip des seriellen DS-SS-Akquisitionsverfahrens.
zu einzig sinnvolle Methode zur Akquisition von DS-SS-Signalen. Serielle Akquisitionsver-
fahren sind dadurch gekennzeichnet, dass die diskretisierte Unsicherheitsregion sukzessiv
ausgewertet wird, d. h. ein diskretes Element der Unsicherheitsregion wird hinsichtlich der
Übereinstimmung der zugehörigen Parameter mit den tatsächlichen Übertragungsparame-
tern getestet. In Abhängigkeit davon wird anschließend die Demodulation gestartet oder
aber das nächste Element getestet. Jede Entscheidung über Akzeptanz eines jeden Ele-
ments wird unabhängig getroffen. Sofern keine A-priori Information verfügbar ist, beginnt
die serielle Akquisition mit einem beliebigen Element der Unsicherheitsregion.
Zur Vereinfachung sei den folgenden Ausführungen eine eindimensionale Unsicherheitsre-
gion bezüglich der zeitlichen Unsicherheit zugrunde gelegt. Der Frequenzversatz werde als
zumindest grob kompensiert vorausgesetzt, so dass die Unsicherheitsregion lediglich alle
möglichen diskreten Hypothesen der Signalverzögerung beinhalte. Die Struktur einer seri-
ellen Akquisitionseinheit zeigt Abb. 5.2. Das Empfangssignal wird zunächst mit der Syn-
chronisationssequenz mit einer hypothetischen Verzögerung korreliert und das Ergebnis
einem (schwellwertbasierten) Entscheider zugeführt. Fällt die aufgrund des Korrelations-
ergebnisses gefällte Entscheidung positiv aus, wird korrekte Akquisition deklariert und das
Tracking bzw. die Demodulation gestartet. Bei negativer Entscheidung wird die Prozedur
mit der nächsten Verzögerungshypothese fortgesetzt. Der entsprechende Signalflussgraph
ist (ausschnittsweise) in Abb. 5.3 dargestellt [67]. Der Signalflussgraph besteht aus P ′ +2
Zuständen. Unter Voraussetzung der Existenz nur einer korrekten Parameter-Hypothese
(H1-Hypothese) existiert dementsprechend ein zugehöriger H1-Knoten. P
′−1 Knoten sind
den P − 1 H0-Hypothesen zuzuordnen. Fehlalarm und korrekte Akquisition werden durch
zwei weitere Knoten repräsentiert. Die serielle Suche nach Abb. 5.3 beginnt mit gleicher
Wahrscheinlichkeit 1/P ′ in einem beliebigen H0 bzw. H1-Knoten. Die Übertragungsfunk-
tionen zwischen den Knoten sind wie folgt definiert: HD(z) Übergang von H1-Knoten
(Zustand) zum Knoten korrekter Akquisition ACQ, HMD(z) beschreibt den Übergang
vom H1-Knoten zum nächstfolgenden H0-Knoten und H0(z) ist die Übertragungsfunktion
zwischen aufeinander folgenden H0-Knoten, die aus den Übertragungsfunktionen HFA(z)
(Übergang von H0 zu False Alarm) und HP (z) (Rückkehr aus dem False-Alarm-Knoten)
gebildet wird. Es gilt
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Abb. 5.3: Signalflussgraph für die serielle Verzögerungs-Akquisition mit gleicher Auf-
trittswahrscheinlichkeit der Elemente der Unsicherheitsregion.
HD(z) = PD z
TD
HMD(z) = PMD z
TD
HFA(z) = PFA z
TD
HNFA(z) = PNFA z
TD
HP (z) = z
TP
und damit H0(z) = PNFA z
TD + PFA z
TD+TP ,
(5.12)
worin TD die Zeit zur Bestimmung einer Entscheidungsvariablen für ein Element der Unsi-
cherheitsregion (engl.
”
dwell time“ ), TP eine zusätzliche mit einem Fehlalarm verbundene
Zeit (engl.
”
penalty time“ ), PFA, PD die Fehldetektions- bzw. Detektionswahrscheinlich-
keit und PNFA ,PMD die Wahrscheinlichkeiten der Zurückweisung eines Fehlalarms bzw.
einer verfehlten Detektion bezeichnen. Die Übergangswahrscheinlichkeiten berechnen sich
aus den bedingten Dichten der Entscheidungsvariablen fzj(zj|H0) und fzj (zj|H1) wie folgt:
PD =
∫ ∞
η′′
fzj (zj|H1) dzj
PFA =
∫ ∞
η′′
fzj (zj|H0) dzj
PMD = 1 − PD
PNFA = 1 − PFA .
(5.13)
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Die Übertragungsfunktion Hacq(z) lautet für gleichwahrscheinlichen Beginn der Suche mit
einem beliebigen Element der Unsicherheitsregion und unter Voraussetzung, dass die H1-
Hypothese nur ein Element der Unsicherheitsregion beinhalte [67]
Hacq(z) =
1
P ′
HD(z)
1 −HMD(z)HP ′−10 (z)
1 −HP ′0 (z)
1 −H0(z)
, (5.14)
so dass daraus Erwartungswert und Varianz des seriellen Verfahrens bestimmt werden
können [65]:
E {Tacq} =
2TD + (2 − PD)(P ′ − 1)(TD + TPPFA)
2PD
(5.15)
σ2Tacq =
[
N2W − 1
12
− (NW − 1)
2
PD
+
(NW − 1)2
P 2D
]
(TD + PFATP )
2
+ (2NW − 1)
1 − PD
P 2D
T 2D + 2(NW − 1)
1 − PD
P 2D
TDTPPFA
− (NW − 1)
2 − PD
2PD
T 2PP
2
FA + (NW − 1)
2 − PD
2PD
T 2PPFA .
(5.16)
Es ist zu beachten, dass TD in starkem Maße von der Implementierung des Korrelators
abhängig ist. Üblicherweise werden aktive Korrelatoren oder signalangepasste Filter ein-
gesetzt. Im Vergleich zur ML-Akquisition ist TD jedoch wesentlich kürzer, da bei der se-
riellen Akquise unmittelbar eine Auswertung der Entscheidungsvariablen für ein Element
der Unsicherheitsregion erfolgt, wohingegen das ML-Verfahren die Auswertung anhand
der Gesamtheit der Entscheidungsvariablen aller Elemente vornimmt.
Steht die Dichtefunktion der Signalverzögerung zur Verfügung, können modifizierte serielle
Verfahren effizienter sein als die hier beschriebene gleichförmig serielle Suche. Beispielhaft
seien die Verfahren des erweiternden Suchfensters (engl.
”
expanding window“ ) und die
Z-Suche genannt, die ausführlich in [66, 87, 18, 32] abgehandelt werden.
5.3 Das MAX/TC-Kriterium
Das MAX/TC-Kriterium stellt ein hybrides Verfahren dar, das die ML-Suche (Suche des
Maximums von Zufallsvariablen – MAX) und das serielle Verfahren (Schwellwert entschei-
det über Fortsetzung des Test mit der nächsten Hypothese (engl.
”
threshold crossing“ -
TC)) miteinander verknüpft. Wiederum einschränkend auf die eindimensionale zeitliche
Unsicherheitsregion, lässt sich das Grundprinzip wie folgt beschreiben: Die P ′ Elemente
der Unsicherheitsregion werden in Sektoren aufgeteilt. Jeder Sektor enthalte P ′W Elemente
und die Anzahl der Sektoren sein NW . Sofern keine a-priori-Dichte der zeitlichen Unsicher-
heit bekannt ist, wird, beginnend mit einem beliebigen Sektor, das wahrscheinlichste Ele-
ment eines Sektors bestimmt (ML-Schätzung). Wird dabei ein vorgegebener Schwellwert
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Abb. 5.4: Beispielhafte Sektorisierung der zeitlichen Unsicherheitsregion beim
MAX/TC-Kriterium für NW = 3.
η′′ überschritten, so wird korrekte Akquisition deklariert. Andernfalls wird die Prozedur
mit dem nächstfolgenden Sektor fortgesetzt (vgl. Abb. 5.4). Es sei angemerkt, dass dieses
Prinzip eine vereinheitlichte Betrachtungsweise der ML- und der seriellen Suche darstellt,
da sich für P ′W = P
′, NW = 1 der ML-Detektor mit Schwellwertentscheidung und für
P ′W = 1, NW = P
′ das serielle Verfahren des vorangegangenen Abschnitts ergeben. Wird
die Anzahl der Sektoren NW > 1 gewählt, so ergibt sich aus Sicht der Implementierung
der Vorteil, dass nur P ′W = P
′/NW Entscheidungsvariablen zj für jeden Schwellwerttest
berechnet werden müssen, d. h. je nachdem, ob die Entscheidungsvariablen eines Sektors
seriell oder parallel berechnet werden ist entweder ein Speicher der Größe P ′W oder ei-
ne P ′W -fache Parallelität erforderlich. Die Aufteilung der Unsicherheitsregion in mehrere
Sektoren führt zugleich zu einer erhöhten Entscheidungsrate, d. h. es müssen nicht alle
Entscheidungsvariablen zur Verfügung stehen, um eine Entscheidung zu treffen. Auf der
anderen Seite wird im Fall NW = 1 (ML-Detektor) die Fehlalarmwahrscheinlichkeit mini-
miert, was jedoch auf Kosten der Entscheidungsrate geschieht, weswegen zu erwarten ist,
dass der ML-Detektor nicht notwendigerweise auch optimal bezüglich der Akquisitionszeit
sein muss. Das MAX/TC-Kriterium wurde unter anderem in [55, 37, 80] diskutiert, eine
sehr systematische Betrachtungsweise ist in [7] zu finden.
Wird der Signalflussgraph aufgestellt, so entspricht jeder Knoten des Graphen einem Sek-
tortest. Alle Sektoren sollen mit gleicher Wahrscheinlichkeit 1/NW auftreten. Ferner exis-
tiere nur ein H1-Element in der Unsicherheitsregion und es sei statistische Unabhängigkeit
aller Testvariablen vorausgesetzt. Wird der das H1-Element enthaltende Sektor getestet,
so lassen sich vollkommen analog zu den Ausführungen in Abschnitt 4.2 folgende Ereig-
nisse bzw. Ereigniswahrscheinlichkeiten definieren:
• PD: die Wahrscheinlichkeit, dass der ML-Schätzwert im H1-Sektor korrekt ist und
den Schwellwert überschreitet
• PFA,H1 1 : die Wahrscheinlichkeit, dass der ML-Schätzwert im H1-Sektor falsch ist
und den Schwellwert überschreitet
1Die zusätzliche Indizierung zur Kennzeichnung des Sektors ist notwendig um zwischen den Fehlalarm-
wahrscheinlichkeiten des H1-Sektors und der H0-Sektoren eindeutig zu unterscheiden.
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• PMD: die Wahrscheinlichkeit, dass der ML-Schätzwert im H1-Sektor korrekt ist und
zurückgewiesen wird
• PNFA,H1: die Wahrscheinlichkeit, dass der ML-Schätzwert im H1-Sektor falsch ist
und zurückgewiesen wird.
Zusätzlich sei zur Vereinfachung der Schreibweise die Wahrscheinlichkeit PM = PMD +
PNFA,H1 eingeführt. Für alle anderen Sektoren sind zwei Ereignisse mit folgenden Wahr-
scheinlichkeiten möglich
• PFA,H0: die Wahrscheinlichkeit eines Fehlalarms im H0-Sektor
• PNFA,H0: die Wahrscheinlichkeit einer Entscheidungsrückweisung in einem H0-
Sektor.
Die Übergangswahrscheinlichkeiten berechnen sich aus den Wahrscheinlichkeitsdichte-
funktionen der Entscheidungsvariablen fzj (zj|H0) und fzj(zj|H1)
PD =
∫ ∞
η′′
[∫ zj
0
fzk(zk|H0) dzk
]P ′
W
−1
fzj (zj|H1) dzj
PFA,H1 = 1 −
[
∫ η′′
0
fzk(zk|H0) dzk
]P ′
W
−1 ∫ η′′
0
fzj(zj|H1) dzj − PD
PM = 1 − PD − PFA,H1
PFA,H0 = 1 −
[
∫ η′′
0
fzk(zk|H0) dzk
]P ′W
PNFA,H0 = 1 − PFA,H0 .
(5.17)
Der entsprechende Signalflussgraph ist in Abb. 5.5 angegeben. Die Übertragungsfunktio-
nen zwischen den Knoten lauten
HD(z) = PD z
TD HFA,H0(z) = PFA,H0 z
TD
HMD(z) = PMD z
TD HNFA(z) = PNFA,H0 z
TD
HFA,H1(z) = PFA,H1 z
TD H0 = PNFA,H0 z
TD + PFA,H0 z
TD+TP
HP (z) = z
TP HM(z) = PMD z
TD + PFA,H1 z
TD+TP , (5.18)
so dass Hacq(z) wie folgt angegeben werden kann [7]
Hacq(z) =
1
NW
HD(z) (1 −HNW −10 (z))
(1 −HM(z)HNW −10 (z)) (1 −H0(z))
. (5.19)
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Abb. 5.5: Signalflussgraph für die Verzögerungs-Akquisition nach dem MAX/TC-
Verfahren (gleichverteilte Elemente).
Die sich aus Glg. (5.19) ergebende Gleichung zur Berechnung der mittleren Akquisitions-
zeit unterscheidet sich von der des seriellen Verfahrens (vgl. Glg. (5.15)) lediglich durch
einen zusätzlichen Term im Zähler:
E {Tacq} =
2TD + 2PFA,H1TP + (2 − PD)(NW − 1)(TD + PFA,H0TP )
2PD
. (5.20)
Für die Varianz ergibt sich nach einiger Rechnung
σ2Tacq = AT
2
D +B TDTP + C T
2
P
A =
(
1
P 2D
− 1
PD
+
1
12
)
N2W −
1
12
B =
[
2NW (NW − 1)
(
1
P 2D
− 1
PD
)
+
1
6
(N2W − 1)
]
PFA,H0 + 2
PFA,H1NW
P 2D
C =
[(
1
P 2D
− 1
PD
+
1
12
)
N2W − 2
(
1
P 2D
− 1
2PD
− 1
4
)
NW +
1
P 2D
− 7
12
]
P 2FA,H0
+
[
2
(
PFA,H1
P 2D
+
1
2PD
− 1
4
)
NW − 2
PFA,H1
P 2D
− 1
PD
+
1
2
]
PFA,H0 +
P 2FA,H1
P 2D
+
PFA,H1
PD
.
(5.21)
Es ist anzumerken, dass die Gleichungen (5.20) und (5.21) für PFA,H0=0, NW = 1
und PFA,H1 = PFA in die Gleichungen für den schwellwertbasierten ML-Schätzer (vgl.
100
5.3 Das MAX/TC-Kriterium
Glg. (4.29) und Glg. (4.30)) bzw. für PFA,H1=0, NW = P
′ und PFA,H0 = PFA in die der
seriellen Suche (vgl. Glg. (5.15) und Glg. (5.16)) übergehen.
Beispiel 5.3.1. MAX/TC-Kriterium bei der Slot-Akquisition im 3GPP-Downlink: Zur
Diskussion der Eigenschaften des MAX/TC-Kriteriums seien nachfolgende Fallbeispiele
wiederum an die grundlegenden Parameter der Slot-Timing-Akquisition im 3GPP-FDD-
DL angelehnt. Das frequenzkompensierte Empfangssignal werde ideal (kein Rest-Timing-
Versatz) im Chip-Takt abgetastet. Die Entscheidungsvariablen repräsentieren die Energie
am Ausgang eines auf die Synchronisationssequenz angepassten FIR-Filters mit der Län-
ge M = 256. Mehrfache Beobachtungen der Unsicherheitsregion werden durch nichtko-
härentes Zusammenfassen der entsprechenden Entscheidungsvariablen von Q aufeinander
folgenden Beobachtungen berücksichtigt. Es werde ausschließlich der P-SCH gesendet und
als Kanalmodell werde ein 1-Pfad-Rayleigh Kanal angenommen.
Zunächst gilt es, den Schwellwert η′′ geeignet festzulegen. Generell ist der in Bezug auf
die minimale mittlere Akquisitionszeit optimale Schwellwert abhängig vom SINR als auch
von der Sektorgröße P ′W . Da zum Zeitpunkt der Akquisition das SINR unbekannt ist,
soll der auf die Varianz des Rauschens normierte Schwellwert, der Argumentation in Ab-
schnitt 4.2 (Beispiel 4.2.1) folgend, konstant und optimal für das minimale zu erwartende
bzw. sinnvolle SINR (
”
Entwurfs“-SINR) unter gegebener Sektorgröße P ′W gewählt wer-
den. Die Zeit TD, die benötigt wird um eine Entscheidung in einem Knoten (Zustand) zu
treffen hängt von der Sektorgröße als auch von der Art und Weise der Berechnung der
Entscheidungsvariablen eines Sektors ab (z. B. parallele bzw. serielle Berechnung, Kor-
relator oder signalangepasstes Filter). Um einen fairen Vergleich zu erhalten soll hierbei
stets die serielle Berechnung der Entscheidungsvariablen 2 eines Sektors vorausgesetzt
werden, so dass die Knoten-Verweilzeit umgekehrt proportional zur Anzahl der Sektoren
ist TD ∼ 1NW . Ferner soll eine geeignete Normierung durch Einführung einer Zeit T0 vor-
genommen werden, wobei T0, als die benötigte Verweilzeit zur Berechnung der gesamten
Unsicherheitsregion (P ′ Entscheidungsvariablen) definiert werde. Unter Berücksichtigung
Q-facher Beobachtung folgt TD = QT0/NW
3. Die zur Feststellung eines Fehlalarms und
zum Neustart der Akquisition benötigte Zeit TP sei unabhängig von der Sektorisierung
und betrage TP = 750T0.
Abbildung 5.6 illustriert den Verlauf des Erwartungswertes der Akquisitionszeit für den
1-Pfad-Rayleigh-Fading-Kanal mit einer Dopplerspreizung von ν ′dmax = 5.9 × 10−5 für
eine Aufteilung der Unsicherheitsregion in NW = (1, 2, 8, 1280, 2560) Sektoren. Der si-
mulativ bestimmte optimale Schwellwert ist nahezu identisch für alle NW und beträgt
η′′/(QĪ0B) = 4.2dB. Es ist ersichtlich, dass sich bei geringem SINR die Sektorisierung
der Unsicherheitsregion nicht auf die mittlere Akquisitionszeit auswirkt, wohingegen für
größer werdendes SINR eine zunehmende Sektorisierung einen positiven Effekt auf die
2Die serielle Berechnung der Entscheidungsvariablen ist nicht zu verwechseln mit dem seriellen Akqui-
sitionsverfahren.
3Aufgrund der nicht kontinuierlich gesendeten Synchronisationssequenz ist es bei der 3GPP Zeitschlitz-
Akquise nur für Q = 1 möglich, die Sektor-Verweilzeit umgekehrt proportional zur Anzahl der Sektoren
zu betrachten. Da hier jedoch das Augenmerk auf prinzipiellen Aussagen liegt, sei ohne Berücksichti-
gung der Realisierbarkeit angenommen, dass TD = Q T0/NW .
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Abb. 5.6: Mittlere Akquisitionszeit der 3GPP-FDD Zeitschlitz Akquise als Funkti-
on des SINR für den 1-Pfad-Rayleigh-Kanal und unter Anwendung des
MAX/TC-Kriteriums für NW = (1, 2, 8, 1280, 2560) (Übertragung aus-
schließlich des P-SCH-Kanals; M = 256TC , P
′ = 2560, Q = 15, TP =
750T0).
mittlere Akquisitionszeit besitzt. Dieses Verhalten ist leicht einsichtig, da die minimale
erreichbare Akquisitionszeit für NW = 1 und SINR→ ∞
lim
SINR→∞
NW =1
E {Tacq} = QT0
beträgt. Ist die Anzahl der Sektoren identisch zur Größe der Unsicherheitsregion NW =
P ′ = 2560, so folgt aus der asymptotischen Betrachtung für SINR→ ∞
lim
SINR→∞
NW =P
′
E {Tacq} =
P ′ − 1
2
QT0
P ′
≈ QT0
2
.
Der scheinbaren Überlegenheit des seriellen Suchverfahrens in Bezug auf die mittlere
Akquisitionszeit steht eine erhöhte Varianz gegenüber. In Abbildung Abb. 5.7 ist die Stan-
dardabweichung der Akquisitionszeit für das beschriebene Szenario aufgetragen. Es zeigt
sich, dass für die ML-Suche die Varianz mit zunehmendem SINR gegen Null strebt, wo-
hingegen für jegliche Sektorisierung eine untere Schranke existiert. Dieses Verhalten ist
durch Analyse von Glg. (5.21) einsichtig. Für SINR→ ∞ verschwinden die Fehlalarm-
wahrscheinlichkeiten; die Detektionswahrscheinlichkeiten nähern sich Eins, so dass unter
Beachtung von TD = q T0/NW gilt:
lim
SINR→∞
σ2Tacq =
1
12
(
1 − 1
N2W
)
Q2 T 20 .
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Abb. 5.7: Standardabweichung der Akquisitionszeit der 3GPP-FDD Zeitschlitz Ak-
quise als Funktion des SINR für den 1-Pfad-Rayleigh-Kanal und unter An-
wendung des MAX/TC-Kriteriums für NW = (1, 2, 8, 1280, 2560) (Übertra-
gung ausschließlich des P-SCH-Kanals; M = 256TC , P
′ = 2560, Q = 15,
TP = 750T0).
Die asymptotische Varianz ist demzufolge nach oben hin durch 1/12 · Q2 T 20 begrenzt. In
Abb. 5.7 strebt die Standardabweichung für NW > 1 gegen eine Schranke, die höher liegt
als die aus der asymptotischen Betrachtung gewonnene. Die Ursache hierfür liegt in der
gewählten Vorgehensweise der Schwellwertanpassung, die optimal für das Entwurfs-SINR
erfolgt, jedoch nur näherungsweise optimal für größer werdendes SINR ist, wodurch die
Detektionswahrscheinlichkeit den Wert Eins nicht ganz erreicht. Da die zur Anpassung
des Schwellwertes erforderliche Störleistungsdichte Ī0 geschätzt werden muss, soll als wei-
terer Aspekt die Sensitivität der mittleren Akquisitionszeit gegenüber Abweichungen vom
optimalen Schwellwert für die beiden Grenzfälle NW = 1 und NW = P
′ = 2560 analysiert
werden. Diesbezüglich ist in die mittlere Akquisitionszeit als Funktion des normierten
Schwellwertes und mit dem SINR als Parameter in Abb. 5.8 aufgetragen. Der schwell-
wertbasierte ML-Schätzer (Abb. 5.8 a)) zeigt sich relativ unempfindlich für Schwellwerte
η′′  η′′opt, da die Performanz in diesem Bereich maßgeblich durch die Maximumsuche
bestimmt wird. Wird der Schwellwert erhöht, können unsichere Maxima zurückgewiesen
werden, so dass sich die mittlere Akquisitionszeit reduziert. Zu große η ′′ erhöhen die
Rückweisungsrate und die mittlere Akquisitionszeit nimmt zu. Das serielle Suchverfah-
ren (Abb. 5.8 b)) unterscheidet sich vom schwellwertbasierten ML-Schätzer vor allem im
Bereich η′′  η′′opt, da ein zu niedriger Schwellwert die Wahrscheinlichkeit erhöht, dass
ein Fehlalarm auftritt, bevor das H1-Element der Unsicherheitsregion getestet wird. Das
beobachtete Verhalten erlaubt auch eine für beide Fälle unterschiedliche Interpretation der
Funktion des Schwellwertes. Dient der Schwellwert beim ML-Schätzer der Erhöhung der
Entscheidungssicherheit der bereits gefundenen ML-Hypothese, so besitzt der Schwellwert
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bei der seriellen Suche die Aufgabe die H0-Elemente zuverlässig zurückzuweisen.
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a) NW = 1 (schwellwertbasierter ML-Schätzer).
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b) NW = P
′ (serielle Suche).
Abb. 5.8: Erwartungswert der Akquisitionszeit unter Anwendung verschiedener Ent-
scheidungsschwellwerte zur Verdeutlichung der Sensitivität der Akquisiti-
onszeit gegenüber Abweichungen vom optimalen Schwellwert.
5.4 Sequentieller Wahrscheinlichkeits-Verhältnis-Test
Bei den im Vorangegangenen beschriebenen Akquisitionsverfahren werden die Entschei-
dungsvariablen durch Korrelation des Empfangssignales mit der Synchronisationssequenz
und einer anschließenden Nachverarbeitung (nichtkohärente Mittelung, optimale Wich-
tung) gebildet. Die Parameter, wie z. B. die Korrelationslänge oder die Anzahl der in die
Nachverarbeitung einbezogenen Beobachtungsintervalle wurden als zu optimierende, je-
doch konstante Größen angesehen. Aufgrund der zum Zeitpunkt der Akquise fehlenden
Kanalinformation wurde die Optimierung für den schlechtesten anzunehmenden Fall in
Bezug auf das SINR vorgeschlagen. Es ist offensichtlich, dass die Optimalität weitab des
Entwurfs-SINR nicht mehr gegeben ist. Insbesondere folgt aus der
”
worst case“ Festlegung
der Beobachtungsdauern, dass auch bei einem hohen SINR eine untere Schranke für die
mittlere Akquisitionszeit nicht unterschritten werden kann, da die Beobachtungszeit eine
feste Größe ist. Sequentielle Detektionsverfahren versuchen dieses nachteilige Verhalten zu
kompensieren, indem die für eine Entscheidung erforderliche Beobachtungsdauer nicht im
voraus festgelegt, sondern abhängig von der momentanen und von vergangenen Beobach-
tungen angepasst wird. Es wird also die Information von bereits verfügbaren Beobachtun-
gen genutzt, um darüber zu entscheiden, ob eine Entscheidung zugunsten einer Hypothese
mit einer gewissen Sicherheit getroffen werden kann, oder aber ob weitere Beobachtun-
gen erforderlich sind. Unter bestimmten Umständen und für gewisse Optimalitätskriterien
kann die sequentielle Detektion der Detektion mit festen Beobachtungslängen überlegen
sein.
Den wohl bekanntesten Vertreter sequentieller Testverfahren stellt der von Wald 1943
vorgeschlagenen sequentielle Wahrscheinlichkeits-Verhältnis-Test (engl.
”
sequential pro-
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bability ratio test“ - SPRT), dar (u. a. [20, 35]). Es seien x1, x2, . . . , xq Beobachtungen
der Zufallsvariablen X1, X2, . . . , Xq dann ist der SPRT nach Wald definiert durch die
Entscheidungsregel
Υ(η′A, η
′
B) =



E1 : Sq ≥ η′A ⇒ H1
E2 : Sq ≤ η′B ⇒ H0
EF : Sq ∈ [η′B, η′A] ⇒ Beobachtung erweitern,
(5.22)
wobei Sq =
∑q
i=1 ln
fxi(xi|H1)
fxi(xi|H0)
=
∑q
i=1 ln Λ(xi) und η
′
A, η
′
B beliebige Schwellwerte mit
η′B < η
′
A bezeichnen. Die Schwellwerte sind entsprechend einem geforderten Optimalitäts-
kriterium zu wählen. Durch den zusätzlichen Freiheitsgrad variabler Beobachtungslänge
ist es im Gegensatz zum Neyman-Pearson-Test möglich, gleichzeitig eine geforderte Fehl-
alarmwahrscheinlichkeit als auch Detektionswahrscheinlichkeit zu erreichen. Die für eine
Entscheidung erforderliche Beobachtungsdauer Q kann allgemein durch
Q = min {q ≥ 1, Sq ≥ η′A ∪ Sq ≤ η′B} (5.23)
beschrieben werden. Für den SPRT nach Wald lassen sich einige wichtige Eigenschaften
und Performanz-Abschätzungen angeben. Im Falle unabhängiger Beobachtungen mit iden-
tischer Wahrscheinlichkeitsdichte ist die Beobachtungszeit des SPRT endlich. Weiterhin
minimiert der SPRT unter Voraussetzung endlicher Beobachtungszeit die mittlere Be-
obachtungszeit unter allen möglichen Tests mit gleicher Detektions- und Fehlalarmwahr-
scheinlichkeit und ist diesbezüglich optimal [20], erstmals gezeigt von Wald und Wolfowitz
1945. Interessanterweise lassen sich für die mittlere Beobachtungszeit Näherungen ange-
ben, die nicht von der Wahrscheinlichkeitsdichten der Beobachtungen abhängen. Unter der
Annahme, dass das Likelihood-Verhältnis bei einer Entscheidung dem jeweiligen Schwell-
wert entspricht, lauten die gleichfalls von Wald abgeleiteten unteren Schranken [20]
E {Q|Sq ≥ η′A} ≥
1
E {ln Λ(xi|H1)}
[
(1 − P+FA) ln
(
1 − P+D
1 − P+FA
)
+ P+FA ln
(
P+D
P+FA
)]
(5.24)
E {Q|Sq ≤ η′B} ≥
1
E {ln Λ(xi|H0)}
[
(1 − P+D ) ln
(
1 − P+D
1 − P+FA
)
+ P+D ln
(
P+D
P+FA
)]
, (5.25)
wobei P+FA und P
+
D die geforderten oder nominal-Werte der Fehlalarm- bzw. Detektions-
wahrscheinlichkeit darstellen. Den Gleichungen (5.24) und (5.25) liegen die Schwellwerte
η′A = ln
(
P+
D
P+
FA
)
und η′B = ln
(
1−P+
D
1−P+
FA
)
zugrunde. Da insbesondere für hohes SINR das
Likelihood-Verhältnis von den Schwellwerten abweicht, verringert sich auch die Genau-
igkeit der Näherung. Alternative Berechnungsmethoden, die jedoch fast ausschließlich
auf numerischen Verfahren beruhen, können exaktere Ergebnisse liefern (z. B. [53]). Ab-
schließend sei angemerkt, dass in Glg. (5.22) Sq nicht notwendigerweise die Summe von
log-Likelihood-Verhältnissen sein muss 4.
4Daraus folgt in der Regel eine Transformation der Schwellwerte, die dann zusätzlich mit der Anzahl
der Beobachtungen variieren.
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Besitzen die Zufallsvariablen Xi unterschiedliche Dichten oder unterscheiden sich Modell-
annahme und tatsächliche Wahrscheinlichkeitsdichten, so ist es möglich, dass der SPRT
niemals eine der beiden Endbedingungen erreicht [20]. Unabhängig davon können einige
Trajektorien des SPRT eine lange Zeit beanspruchen, so dass es sinnvoll sein kann den
SPRT zu modifizieren und die maximale Anzahl der Beobachtungen zu begrenzen (engl.
”
truncated SPRT“ - TSPRT). Eine weitere Verallgemeinerung des SPRT ergibt sich, wenn
die Schwellwerte mit der Beobachtungslänge variieren, d. h. η′A und η
′
B in Glg. (5.22) wer-
den durch η′A,q und η
′
B,q ersetzt. Ein solcher Test wird als generalisierter sequentieller
Likelihood-Verhältnis-Test (engl.
”
generalized SPRT“ - GSPRT) bezeichnet. Von einem
einseitigen SPRT spricht man, wenn nur ein Schwellwert zur Beendigung des Tests defi-
niert wird.
Sequentielle Verfahren sind bereits im Zusammenhang mit der Akquisition von DS-SS-
Signalen in der Literatur eingehend diskutiert worden. In [65] wird der SPRT auf das
serielle Suchverfahren angewandt. Dabei wird der Test für jedes Elementes der Unsicher-
heitsregion nach dem SPRT durchgeführt. Tantaratana et al. [82] vergleichen die Leis-
tungsfähigkeit des SPRT und TSPRT mit der von DS-SS-Akquisitionsalgorithmen basie-
rend auf konstanter Beobachtungslänge. Su und Weber [81] betrachten einen modifizierten
TSPRT sowie generelle Analyseverfahren. Allen Verfahren ist dabei gemeinsam, dass die
Korrelationslänge des Empfangssignales mit der bekannten Synchronisationssequenz ab-
hängig von den Entscheidungen des sequentiellen Tests variiert wird. Die Analysen werden
hauptsächlich unter idealisierten Bedingungen für den AWGN-Kanal vorgenommen.
Obwohl von sequentiellen Verfahren generell eine Verringerung der mittleren Entschei-
dungszeit erwartet werden kann, die im Falle des SPRT unter Erfüllung bestimmter Vor-
aussetzungen das Optimum unter allen Tests mit identischen Fehlalarm- und Detektions-
wahrscheinlichkeiten erreicht, so lassen sich nur begrenzt Aussagen über den Gewinn in
Bezug auf die mittlere Akquisitionszeit treffen. Deswegen soll nachfolgend der Vergleich
von sequentieller mit der auf festen Beobachtungsdauern beruhenden Akquisition, ange-
wendet auf das nichtkohärente Zusammenfassen mehrfacher Beobachtungen der zeitlichen
Unsicherheitsregion, angestellt werden.
Gegeben eine periodisch gesendete Synchronisationssequenz, können die Abtastwerte ei-
nes bezüglich der Synchronisationssequenz angepassten Filters, als periodisch wiederkeh-
rende Entscheidungsvariablen für die zeitliche Unsicherheitsregion interpretiert werden
(vgl. Abb. 4.6 und Glg. (4.31) in Abschnitt 4.3). Die Bestimmung des Synchronisations-
zeitpunktes soll auf den nichtkohärent zusammengefassten Entscheidungsvariablen von q
aufeinander folgenden Beobachtungsintervallen beruhen, wobei die Anzahl q der in die
Entscheidung einfließenden Beobachtungsintervalle im Gegensatz zu Abschnitt 4.3 nicht
konstant, sondern mit Hilfe eines sequentiellen Tests in Abhängigkeit von der momen-
tanen Entscheidungssicherheit gewählt werden soll. Ein Beobachtungsintervall beinhalte
entsprechend der zeitlichen Unsicherheit P ′ − 1 Entscheidungsvariablen. Die Anzahl der
Beobachtungsintervalle sei nach oben hin begrenzt q = 1 . . . qmax. Die Entscheidungs-
variablen für die k-te Hypothese des q-ten Beobachtungsintervalls sind in Analogie zu
Abschnitt 4.3, Glg. (4.31) durch
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zk,q =
q
∑
i=1
|yk,i|2 , k = 0 . . . P ′ − 1, q = 1 . . . qmax (5.26)
gegeben. Die Testvariable für den sequentiellen Test entspreche der Entscheidungsvaria-
blen maximaler Energie
ž = max
k
zk,q , k = 0 . . . P
′ − 1 . (5.27)
Es soll ein sequentieller Test durch folgende Entscheidungsregel definiert werden
Υ1(qmax,η
′′) =



E1 : žq > η
′′
q , 1 ≤ q ≤ qmax ⇒ H1 : k̂ = arg max
k
zk,q
EF : žq ≤ η′′q , 1 ≤ q < qmax ⇒ Beobachtung erweitern
ER : žq ≤ η′′q , q = qmax ⇒ Neustart der Akquisition.
(5.28)
Υ1(qmax,η
′′) stellt einen einseitigen Test dar und wird durch qmax und den Schwellwert-
vektor η′′ = [η′′1 , η
′′
2 , . . . , η
′′
qmax] charakterisiert. Die Motivation für die Festlegung nur eines
Schwellwertes η′′q resultiert daraus, dass das Vorhandensein der Synchronisationssequenz
vorausgesetzt wird und insofern nur zwei Ereignisse unterschieden werden, nämlich dass
eine Entscheidung mit ausreichender Sicherheit getroffen werden kann oder nicht. Nach
Glg. (5.28) wird eine Testvariable žq akzeptiert, wenn sie innerhalb von qmax Beobachtun-
gen den Schwellwert η′′q überschreitet. Ist žq ≤ η′′q und ist qmax noch nicht erreicht, so wird
ein weiteres Beobachtungsintervall zur Bestimmung der zk,q herangezogen, andernfalls
wird ein Neustart der Akquisition initiiert 5. Vergleicht man Glg. (5.28) mit der auf einer
festen Anzahl Q von Beobachtungen basierenden Akquisition nach Glg. (4.41), so ergibt
sich ein interessanter Fall, wenn für den sequentiellen Test qmax = Q gewählt wird. Dann
ist der sequentielle Test identisch mit einem Test fixer Beobachtungslänge, bei dem jedoch
ein vorzeitiger Abbruch für q < Q möglich ist, wenn eine gewisse Entscheidungssicherheit
vorliegt, also der Schwellwert vorzeitig überschritten wird.
Beispiel 5.4.1. Vergleich von sequentieller und auf fester Beobachtungsdauer basie-
render Zeitschlitz-Akquisition im 3GPP-FDD-DL: Um das Verhalten der Sequentiellen
Zeitschlitz-Akquisition zu illustrieren werden zwei sich in ihren Parametern unterschei-
dende sequentielle Tests ausgewählt und mit den Ergebnissen der Akquisition mit fester
Beobachtungslänge Q = 30 und konstantem relativen Schwellwert η ′′/(QĪ0B)=4.2 dB für
den 1-Pfad Rayleigh-Kanal mit ν ′dmax = 5.90 × 10−5 verglichen (Schwellwert optimal für
SINR = - 26 dB; vgl. Abb. 4.4), wobei die Ergebnisse ausschließlich auf Simulativen Un-
tersuchungen beruhen. Zum einen sei ein sequentieller Test mit qmax = 30 und einem in
Bezug auf die Rausch- und Interferenzleistung konstanten relativen Schwellwert gewählt:
5Soll berücksichtigt werden, dass evtl. keine Synchronisationssequenz gesendet, bzw. das Empfangs-SINR
für eine Akquisition nicht ausreichend ist, kann anstelle des Neustarts die Akquisition abgebrochen
werden
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Υ1(30,η
′′), η′′q/(qĪ0B) = 4.2 dB .
Aufgrund seiner, dem Test mit fester Beobachtungslänge sehr ähnlichen Parameter soll
dieser Test auch als Test mit vorzeitigem Abbruch bezeichnet werden. Der zweite sequenti-
elle Test sei durch qmax = 100 sowie einen mit q variierenden Schwellwert charakterisiert
Υ1(100,η
′′), η′′q /(qĪ0B) = f(q) . (5.29)
Die Festlegung eines optimalen Schwellwertverlaufes ist nicht ohne weiteres möglich, wes-
wegen in diesem Beispiel η′′q als optimaler Schwellwert eines Tests mit fester Beobach-
tungslänge von Q = q für ein Design-SINR von -20 dB gewählt wurde. Der resultierende
Schwellwertverlauf ist in Abb. 5.9 a) dargestellt. Abbildung 5.9 b) und c) zeigen die Per-
formanz der verschiedenen Verfahren für die mittlere Akquisitionszeit und die Standard-
abweichung 6 der Akquisitionszeit als Funktion des mittleren SINR. Die Simulationser-
gebnisse zeigen, dass sequentielle Verfahren sehr gut geeignet sind die Beobachtungszeit
bei gutem SINR zu verringern, ein Effekt der sich gleichzeitig in der mittleren Akquisi-
tionszeit niederschlägt. Allerdings wird dieser Gewinn durch eine leicht erhöhte Varianz
der Akquisitionszeit erkauft.
5.5 Zusammenfassung: Grundlegende
Akquisitionsverfahren
Beinhaltet die diskretisierte Unsicherheitsregion eine sehr große Anzahl von Elementen,
so sind ML-Schätzer bzw. ML-Detektor nur sehr aufwendig realisierbar. Die serielle Suche
reduziert die Komplexität, indem die Elemente der Unsicherheitsregion nacheinander und
unabhängig voneinander getestet werden. Ein hybrides Verfahren, das die Vorteile der Se-
riellen Suche mit denen des ML-Detektors vereint, stellt die Suche nach dem sogenannten
MAX/TC-Kriterium dar. Hierbei wird die Unsicherheitsregion in Sektoren eingeteilt, die
seriell getestet werden. Innerhalb jedes Sektors wird eine ML-Detektion zur Bestimmung
der wahrscheinlichsten Testvariable innerhalb des Sektors angewandt. Der nachfolgende
Schwellwerttest entscheidet dann darüber, ob die Suche beendet oder mit dem nächsten
Sektor fortgesetzt werden soll.
Unter der Voraussetzung, dass eine Realisierung derart möglich ist, dass sich die benötigte
Zeit zur Berechnung der Entscheidungsvariablen eines Sektors umgekehrt proportional zur
Anzahl der Sektoren reduziert, ist die Sektorisierung bei optimal gewähltem Schwellwert
dem ML-Detektor bei Vergleich der mittleren Akquisitionszeit überlegen. Allerdings be-
wirkt eine zunehmende Sektorisierung eine verstärkte Sensitivität gegenüber nicht optimal
gewähltem Entscheidungsschwellwert. Insbesondere bewirkt ein Schwellwert unterhalb des
6Aufgrund der niedrigen Fehlerraten bei steigendem SINR ist es mit vertretbarem Simulationsaufwand
insbesondere für die Varianz der Akquisitionszeit kaum möglich statistisch zuverlässige Aussagen zu
gewinnen. Die hier wiedergegebenen Ergebnisse veranschaulichen zumindest qualitativ das Verhalten
der Varianz für die verschiedenen Verfahren.
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η′′/(qĪ0B) = konst.
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c) Standardabweichung der Akquisitionszeit.
Abb. 5.9: Vergleich von Akquisition mit nichtkohärenter Zusammenfassung aufeinan-
der folgender Beobachtungen und konstanter Beobachtungslänge Q = 30,
variabler Beobachtungslänge durch sequentiellen Test Υ1(30,η
′′) mit festem
relativem Schwellwert und Υ1(100,η
′′) mit variablem relativem Schwell-
wert.
Optimums, dass der sektorisierte Test häufig vor Erreichen des H1-Sektors abgebrochen
wird, so dass die mittlere Akquisitionszeit schnell ansteigt.
Die adaptive Anpassung der Beobachtungsdauer in Abhängigkeit von der momentanen
Entscheidungssicherheit kann mit sequentiellen Verfahren vorgenommen werden. Bei je-
der Beobachtung werden die Teststatistiken für die gesamte Unsicherheitsregion bestimmt.
Mit Hilfe eines Schwellwertes wird dann entschieden, ob mit den verfügbaren Beobachtun-
gen eine ausreichende Entscheidungssicherheit bereits erreicht wurde, oder ob eine zusätz-
liche Beobachtung erforderlich ist. Auf diese Art und Weise lässt sich die Beobachtungs-
dauer dem momentanen SINR anpassen. Insbesondere wird eine untere Schranke für die
Akquisitionszeit für hohes SINR, wie sie bei fixer Beobachtungsdauer auftritt, vermie-
den. Eine analytische Beschreibung der hier betrachteten sequentiellen Vorgehensweise ist
nicht ohne Weiteres angebbar, weshalb das Potenzial an Hand von Beispielen simulativ
untersucht wurde. Insbesondere der optimale Schwellwertentwurf bietet einen interessan-
ten Ansatzpunkt für weiterführende Arbeiten.
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Die bisher vorgestellten DS-SS-Akquisitionsverfahren führen für jedes Element der diskre-
tisierten Parameter-Unsicherheitsregion eine Korrelation mit dem Empfangssignal durch,
wobei die Korrelationslänge i. Allg. fest gewählt wird 1 und ein Schwellwert über die
Akzeptanz oder Ablehnung der Parameterhypothesen entscheidet. Korrelationslänge und
Schwellwert bestimmen maßgeblich die Leistungsfähigkeit der verschiedenen Verfahren;
mit der Korrelationslänge wird das Entscheidungs-SINR festgelegt und der Schwellwert er-
möglicht eine Festsetzung der Detektions– bzw. Fehldetektionswahrscheinlichkeit. Bei den
seriellen Suchverfahren, wie der reinen seriellen Suche oder der Suche nach dem MAX/TC-
Kriterium mit einer Sektoranzahl NW > 1, ist, bedingt durch die i. Allg. sehr große Anzahl
nicht korrekter Elemente der Parameter-Unsicherheitsregion, die möglichst schnelle und
zuverlässige Verwerfung dieser Elemente anzustreben, um die Akquisitionszeit klein zu
halten. Die mit damit verbundene Forderung nach kleinen Korrelationslängen bzw. Beob-
achtungszeiten pro Element der Unsicherheitsregion (engl.
”
dwell time“ ) widerspricht dem
Ziel, eine sichere Detektion der korrekten Elemente der Unsicherheitsregion zur Vermei-
dung eines mit hohen Kosten verbundenen Fehlalarms zu erreichen. Den zwei konträren
Forderungen kann durch variable Gestaltung der Korrelations- bzw. Beobachtungsdau-
ern Rechnung getragen werden. In Zusammenhang mit der DS-SS-Akquisition sind dabei
die sogenannten Mehrfach-dwell Systeme gebräuchlich. Die Grundidee beruht auf einer
zunächst groben Suche, wobei durch kurze Korrelationsdauern vergleichsweise hohe Feh-
lerraten resultieren. Ein auf diese Art und Weise gefundener
”
unsicherer“ Kandidat wird
dann durch nachfolgende Stufen mit erhöhter Beobachtungszeit verifiziert, wodurch sich
die Entscheidungssicherheit erheblich vergrößern lässt. Zweistufige Verfahren (engl.
”
dou-
ble dwell“ ) für die serielle Suche werden in einer Vielzahl von Veröffentlichungen betrachtet
[24, 67, 78, 38]. Die Analyse mehrstufiger Verfahren für die serielle Suche findet sich u. a.
in [9], worin gezeigt wird, dass der größte Gewinn in Bezug auf Mittelwert und Vari-
anz der Akquisitionszeit beim Übergang vom einstufigen zum zweistufigen Verfahren zu
verzeichnen ist.
Eine weitere Möglichkeit zur Verringerung der Akquisitionszeit und vor allem der Kom-
plexität besteht darin, die Unsicherheitsregion mit Hilfe zusätzlicher Synchronisationsse-
quenzen zu unterteilen und eine schrittweise Akquisition vorzunehmen. Werden beispiels-
weise kurze Synchronisationssequenzen periodisch mit P ′A Abtastwerten parallel zu einem
Spreizcode mit der Periode (zeitliche Unsicherheitsregion) von P ′ Abtastwerten übertra-
gen, kann die Akquisition zunächst den periodischen Startzeitpunkt der zusätzlichen Syn-
chronisationssequenzen mit der reduzierten zeitlichen Unsicherheit P ′A < P
′ bestimmen
bevor in einem zweiten Schritt dann der Synchronisationszeitpunkt der Spreizsequenz be-
stimmt wird, wobei die Unsicherheit nunmehr P ′/P ′A Möglichkeiten umfasst. Verfahren,
1Eine Ausnahme bilden diesbezüglich die sequentiellen Verfahren.
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die schrittweise die Information über die Lage des H1-Elements der Unsicherheitsregi-
on mit Hilfe eines mehrstufigen Ansatzes gewinnen, sollen als mehrstufige Verfahren mit
verteilter Information oder verteilte Akquisitionsverfahren bezeichnet werden.
Gegenstand dieses Kapitels sind die allgemeine Beschreibung und Analyse der Multiple-
Dwell-Verfahren und der mehrstufigen Verfahren mit verteilter Information. Als ein
Vertreter für die letztgenannten Verfahren wird die Downlink-Akquisitionsprozedur des
3GPP-FDD Systems eingehender betrachtet.
6.1 Multiple-Dwell Akquisitionsverfahren
Das in Abschnitt 5.3 beschriebene Akquisitionsverfahren nach dem MAX/TC-Kriterium
soll nachfolgend auf den Fall mehrstufiger Entscheidung erweitert werden, wobei die
Parameter-Unsicherheitsregion vereinfachend auf die zeitliche Unsicherheit beschränkt sei.
Die prinzipielle Suchstrategie entspricht der bereits in Abschnitt 5.3 beschriebenen; die
Unsicherheitsregion wird in NW Sektoren aufgeteilt, von denen jeder P
′
W Elemente der
Parameterunsicherheitsregion beinhaltet (vgl. Abb. 5.4). Die einzelnen Sektoren werden
nacheinander auf das Vorhandensein des H1-Elements getestet. Endet der Test für einen
Sektor positiv, so wird dieser Sektor einem erneuten Test, der eine erhöhte Entscheidungs-
sicherheit gewährleistet, unterzogen. Andernfalls wird der Test mit dem nächstfolgenden
Sektor fortgesetzt. Wird ein mehrstufiger Test, bestehend aus N aufeinander folgenden
unabhängigen Einzeltests durchgeführt, so wird nur dann korrekte Akquisition deklariert,
wenn alle N Tests für einen Sektor positiv ausfallen. Abbildung 6.1 zeigt das zugehörige
Flussdiagramm.
Die zur Durchführung des n-ten Tests eines Sektors benötigte Zeit sei mit Td,n bezeichnet,
die zugehörige Entscheidungsschwelle sei η′′n. Wird der das H1-Element enthaltende Sektor
getestet, so ist die Wahrscheinlichkeit korrekter Detektion des n-ten Tests Pd,n, fehlerhafte
Entscheidungen treten mit der Wahrscheinlichkeit Pfa,H1,n auf und mit Wahrscheinlichkeit
Pm liegen sämtliche P
′
W Elemente unterhalb der Entscheidungsschwelle η
′′
n, so dass der Test
unmittelbar mit dem nächsten Sektor fortgesetzt wird. Der Test der H0-Sektoren ist durch
die Fehlalarmwahrscheinlichkeit Pfa,H0,n und die Wahrscheinlichkeit der Zurückweisung
eines Fehlalarms Pnfa,n charakterisiert.
Der Signalflussgraph der mehrstufigen MAX/TC-Suche ist identisch zu dem für den ein-
stufigen Fall nach Abb. 5.5, allerdings mit modifizierten Übertragungsfunktionen HD(z),
HM(z) und H0(z), zu deren Charakterisierung zunächst die folgenden Definitionen einge-
führt werden sollen 2 :
Pd,ov = Pd,N
N−1∏
i=1
(Pd,i + Pfa,H1,i) (6.1)
beschreibt die Wahrscheinlichkeit, dass nach N -stufigem Test des H1-Sektors das korrekte
Element der Unsicherheitsregion detektiert wird. Sie bestimmt sich aus dem Produkt
2Allen Betrachtungen sei statistische Unabhängigkeit des N aufeinander folgenden Tests zugrunde gelegt.
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Test Sektor i
Td,1
> η′′1
Test Sektor i
Td,2
> η′′2
Nächster Sektor
i = i + 1
Test Sektor i
Td,N
> η′′N
H1: Pd,1, Pfa,H1,1, Pm,1
H0: Pfa,H0,1, Pnfa,1
H1: Pd,2, Pfa,H1,2, Pm,2
H0: Pfa,H0,2, Pnfa,2
H1: Pd,N , Pfa,H1,N , Pm,N
H0: Pfa,H0,N , Pnfa,N
ja
nein
ja
nein
Start
Initialisierung des Tracking
nein
ja
Abb. 6.1: Flussdiagramm der MAX/TC-Suche mit N -stufigem Sektortest.
der Wahrscheinlichkeiten, dass in den ersten N − 1 Stufen der Entscheidungsschwellwert
überschritten wird und der Wahrscheinlichkeit korrekter Detektion in der N -ten Stufe.
Pfa,ov =
N∏
i=1
Pfa,H0,i (6.2)
gibt die Fehlalarmwahrscheinlichkeit nach N -stufigem Test des H0-Sektors an. Weiterhin
bezeichne
PX,H1,n =
n∏
i=1
(Pd,n + Pfa,H1,n) , n = 1, . . . , N (6.3)
die Wahrscheinlichkeit, dass bei n aufeinander folgenden Tests des H1-Sektors der Ent-
scheidungsschwellwert η′′n überschritten wird. Analog definiere
PX,H0,n =
n∏
i=1
Pfa,H0,i, n = 1, . . . , N (6.4)
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die Wahrscheinlichkeit des Überschreitens des Entscheidungsschwellwertes η′′n von n auf-
einander folgenden Tests eines H0-Sektors. Ferner sei
TΣ,n =
n∑
i=1
Td,i , (6.5)
so dass sich die Übertragungsfunktionen wie folgt angeben lassen 3 :
HD(z) = Pd,ov z
TΣ,N
HM(z) =
N∑
j=1
Pm,j PX,H1,j−1 z
TΣ,j + Pfa,H1,N PX,H1,N−1 z
TΣ,N +TP
H0(z) =
N∑
j=1
Pnfa,j PX,H0,j−1 z
TΣ,j + Pfa,ov z
TΣ,N +TP .
(6.6)
Damit ergibt sich die mittlere Akquisitionszeit für die Übertragungsfunktion nach
Glg. (5.19) und mit Hilfe von Glg. (5.7)
E {Tacq} =
1
Pd,ov
[
Pd,ov TΣ,N +
N∑
j=1
Pm,j PX,H1,j−1 TΣ,j + Pfa,H1,N PX,H1,N−1 (TΣ,N + TP )
+ (NW − 1)
(
1 − Pd,ov
2
)( N∑
j=1
Pnfa,j PX,H0,j−1 TΣ,j + Pfa,ov (TΣ,N + TP )
)]
.
(6.7)
Zum besseren Verständnis des Verhaltens der N-Dwell-Akquisition in Bezug auf die mitt-
lere Akquisitionszeit soll nachfolgend Glg. (6.7) auf spezielle Szenarien angewandt werden.
Sonderfall N = 2; vereinfachte Verifikation: Es sei ein Double-Dwell-System gegeben. In
der ersten Stufe, der Grobsuche, werden die Sektoren seriell getestet. Wird dabei die Ent-
scheidungsschwelle überschritten, wird das entsprechende Element des Sektors der zweiten
Stufe, der Verifikation, übergeben. Bei dieser Vorgehensweise soll von vereinfachter Ve-
rifikation gesprochen werden, da nunmehr nicht der gesamte Sektor einem zusätzlichen
Test unterzogen wird, sondern nur das von der Grobsuche bestimmte Element des Sektors
verifiziert wird. Die mittlere Akquisitionszeit für dieses Szenario folgt aus Glg. (6.7) unter
Berücksichtigung des leicht modifizierten Verhaltens der vereinfachten Verifikation. Der
Test des H1-Elementes in der Verifikationsstufe ist durch die Wahrscheinlichkeit korrekter
Detektion und die Wahrscheinlichkeit verfehlter Detektion gekennzeichnet. Zur besseren
Lesbarkeit seien diese Wahrscheinlichkeiten mit Pd,v und Pmd,v bezeichnet. Dementspre-
chend charakterisieren Pfa,v und Pnfa,v die Wahrscheinlichkeiten für einen Fehlalarm bzw.
3Im Folgenden sei PX,H1 ,0 = 1 und PX,H0,0 = 1 definiert.
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einen zurückgewiesenen Fehlalarm für den Test eines H0-Elements in der Verifikationsstu-
fe. Es gilt Pd,v +Pmd,v = 1 und Pfa,v +Pnfa,v = 1. Die mittlere Akquisitionszeit berechnet
sich zu
E {Tacq} =
1
2Pd,1Pd,v
[
2Td,1 + 2 (Pd,1 + Pfa,H1,1)Td,2 + 2Pfa,H1,1Pfa,vTP
+ (NW − 1) (2 − Pd,1Pd,v) (Td,1 + Pfa,H0,1Td,2 + Pfa,H0,1Pfa,vTP )
]
.
(6.8)
Dieses Ergebnis wurde bereits in [7] hergeleitet. Vergleicht man Glg. (6.8) mit Glg. (5.20),
so ist ersichtlich, dass die mehrstufige Suche nicht notwendigerweise zu einer Verringerung
der mittleren Akquisitionszeit führt. Vielmehr existiert ein komplexer Zusammenhang
zwischen mittlerer Akquisitionszeit, den Ereigniswahrscheinlichkeiten der einzelnen Stufen
und den damit verbundenen Testzeiten. Die in [7] vorgestellten numerischen Ergebnisse
für den AWGN-Kanal belegen, dass durch geeignete Parameterwahl eine Verbesserung
der Leistungsfähigkeit in Bezug auf die mittlere Akquisitionszeit erreicht werden kann.
Sonderfall serielle Suche: Wird auf eine Sektorisierung verzichtet und werden die einzel-
nen P ′ Elemente der Unsicherheitsregion seriell getestet, so sind für jeden Test eines H1
und H0 Elements jeweils nur zwei Ereignisse möglich. Für das H1-Element sind dies die
korrekte Detektion bzw. die verfehlte Detektion, deren Wahrscheinlichkeiten mit Pd,n und
Pm,n = 1 − Pd,n bezeichnet werden. Der Test eines H0-Elements führt entweder auf einen
Fehlalarm mit Wkt. Pfa,n oder ein solcher wird mit Wahrscheinlichkeit Pnfa,n = 1−Pfa,n
vermieden. Damit reduzieren sich auch die bei der Berechnung der mittleren Akqui-
sitionszeit zu betrachtenden Ereigniskombinationen, entsprechende Berücksichtigung in
Glg. (6.8) führt auf
E {Tacq} =
1
2
N∏
i=1
Pd,i
[
2
N∑
j=1
Td,j
j−1
∏
i=1
Pd,i
+ (P ′ − 1)
(
2 −
N∏
i=1
Pd,i
)(
N∑
j=1
Td,j
j−1
∏
i=1
Pfa,i + TP
N∏
i=1
Pfa,i
)]
.
(6.9)
Die Analyse von mehrstufigen seriellen Suchverfahren mit Anwendung auf die DS-SS-
Code-Akquisition wurde erstmals in allgemeiner Form in [9] vorgenommen, worin neben
Glg. (6.9) auch eine Näherung zur Berechnung der Varianz der Akquisitionszeit angege-
ben wird. Die in [9] angestellten Berechnungen zeigen, dass sich Mittelwert und Varianz
der Akquisitionszeit durch zusätzliche Entscheidungsstufen reduzieren lassen, wobei der
größte Gewinn beim Übergang von der einstufigen zur zweistufigen Suche erreicht wird.
Des weiteren kann mit zunehmender Mehrstufigkeit eine von der Penalty-Zeit TP nahezu
unabhängige Leistungsfähigkeit erzielt werden, da die Gesamtfehlalarmwahrscheinlichkeit
und damit die Häufigkeit kostenintensiver Fehlinitialisierungen des Empfängers drastisch
reduziert werden können.
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6.2 Verteilte Akquisitionsverfahren
Unter verteilten Akquisitionsverfahren sollen hier solche verstanden werden, bei denen
die Unsicherheitsregion schrittweise aufgelöst wird, d.h. die Akquisition wird in mehreren,
aufeinander folgenden Stufen ausgeführt, wobei in jeder Stufe nur ein Teil der benötigten
Information über die Lage des H1-Elements innerhalb der Unsicherheitsregion gewonnen
wird. Aufeinander Folgende Stufen sind voneinander in dem Sinne abhängig, dass eine
Stufe die ihr entsprechend zugeordnete Information nur dann detektieren kann, insofern
in allen vorausgehenden Stufen kein Fehler aufgetreten ist. Folglich ist die Akquisition nur
dann erfolgreich, wenn in jeder einzelnen Stufe eine korrekte Detektion erfolgt. Die Auftei-
lung der Information kann z. B. durch periodisch gesendete und/oder zusätzlich codierte
(Hilfs-)Synchronisationssequenzen bzw. Folgen von Synchronisationssequenzen erfolgen.
Beispielsweise basiert die Scramblingcode-Synchronisation im 3GPP-FDD-DL auf einem
dreistufigen Ansatz, wobei nacheinander Zeitschlitz-Synchronisation, Rahmensynchroni-
sation und Scramblingcode-Identifikation durchgeführt werden (vgl. Abschnitt 2.4.1).
Zur Modellierung eines allgemeinen N -stufigen Akquisitionsalgorithmus mit verteilter In-
formation soll zunächst der entsprechende Zustandsgraph entwickelt werden. Es sei da-
bei statistische Unabhängigkeit der einzelnen Stufen vorausgesetzt, die Akquisition kann
folglich als ein Markov-Prozess interpretiert werden. Die N Stufen des Akquisitionspro-
zesses finden ihre Entsprechung in den Zuständen Si, i = 1, . . . , N des Markov-Graphen;
zusätzlich existieren die Zustände S ′i, i = 2, . . . , N , die fehlerhaft initialisierte Stufen
der Akquisition verkörpern. Der Zustandsgraph ist in Abb. 6.2 dargestellt. Die Über-
gangswahrscheinlichkeit von Zustand Sn zu Zustand Sn+1 entspricht der Detektionswahr-
scheinlichkeit Pd,n der n-ten Akquisitionsstufe. Der Übergang von Zustand Sn zu S
′
n+1 ist
durch die Fehlalarmwahrscheinlichkeit Pfa,n der n-ten Stufe charakterisiert. Verweigert
die Akquisitionsstufe Sn eine Entscheidung, so wird ein Neustart der Akquisition initiiert,
entsprechend erfolgt im Zustandsgraphen ein Übergang zum Zustand S1. Die Wahrschein-
lichkeit Pm,n eines solchen Übergangs setzt sich aus den Wahrscheinlichkeiten verfehlter
Detektion und zurückgewiesenem Fehlalarm zusammen Pm,n = Pmd,n + Pnfa,n. Befindet
sich die Akquisition in einem fehlerhaft initialisierten Zustand S ′n, so erfolgt ein Übergang
zum Zustand S ′n+1 mit Wahrscheinlichkeit P
′
fa,n; die Entscheidungsrückweisung besitzt
die Wahrscheinlichkeit P ′nfa,n und führt zu einem Übergang in den Ausgangszustand S1.
Nach Durchlaufen aller Stufen kann ein Fehlalarm mit Wahrscheinlichkeit Pfa,N aus dem
Zustand SN bzw. mit Wahrscheinlichkeit P
′
fa,N aus dem Zustand S
′
N heraus auftreten.
Jeder Fehlalarm führt zu einem Neustart der Akquisition.
Der Zustandsgraph lässt sich in einen entsprechenden Signalflussgraphen überführen; die
Knoten des Signalflussgraphen entsprechen dann den Zuständen und die Übertragungs-
funktionen zwischen Knoten ergeben sich aus den Zustandsübergangswahrscheinlichkeiten
gewichtet mit den entsprechenden Verzögerungsoperatoren zTd,n , die die für eine Entschei-
dung benötigten Zeitdauern Td,n der Stufen charakterisieren. Durch Graphenreduktion
ergibt sich ein äquivalenter Signalflussgraph nach Abb. 6.3, wobei Pn, n = 1, . . . , N die
Wahrscheinlichkeiten für das Durchlaufen einer Schleife der Zeitdauer
∑n
i=1 Td,n bedeuten.
PD und PFA bezeichnen die Gesamtdetektions- bzw. Gesamtfehlalarmwahrscheinlichkeit.
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S′3S
′
2
S3S2
S′N
SNS1 ACQ
Pm,2
Pm,3
Pm,N
Pd,2
Pfa,2Pfa,1 Pfa,N
Pd,N
P ′m,3
P ′m,N
Pd,1
P ′fa,2 P
′
fa,N Fehl-
alarm
1
Pm,1
P ′m,2
Abb. 6.2: Markov-Graph zur Modellierung eines N -stufigen Akquisitionsverfahrens
mit verteilter Information.
P1 z
Td,1
P2 z(
Td,1+Td,2)
PFA z
(TP +
PN
i=1 Td,i)
Start PD z
(
PN
i=1 Td,i)
ACQ
Abb. 6.3: Reduzierter Signalflussgraph der N -stufigen Akquisition mit verteilter In-
formation.
Existiert für jede Stufe nur eine H1-Element in der Unsicherheitsregion, so lässt sich
schreiben
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PD =
N∏
i=1
Pd,i
PFA =
N∑
j=1
[(
j−1
∏
k=1
Pd,k
)
Pfa,j
(
N∏
l=j+1
P ′fa,l
)]
Pn =




Pm,1, n = 1
Pm,n
n−1∏
i=1
Pd,i + P
′
m,n
n−1∑
j=1
[(
j−1∏
k=1
Pd,k
)
Pfa,j
(
n−1∏
l=j+1
P ′fa,l
)]
, n = 2, . . . , N .
(6.10)
Eine Erweiterung auf mehrere H1-Elemente ist leicht möglich und wird in Anhang E am
Beispiel der 3GPP-FDD-DL Akquisition für Mehrwegekanäle betrachtet. Im Interesse der
Übersichtlichkeit soll an dieser Stelle jedoch darauf verzichtet werden.
Anwendung der Masonschen Formel führt zur Übertragungsfunktion für das Erreichen
korrekter Akquisition
Hacq(z) =
PD z
PN
i=1 Td,i
1 −
N∑
i=j
(
Pj z
Pj
i=1 Td,i
)
− PFA zTP +
PN
i=1 Td,i
, (6.11)
woraus sich mit Glg. (5.7) und Glg. (5.8) die Gleichungen zur Bestimmung von Erwar-
tungswert und Varianz der Akquisitionszeit ergeben
E {Tacq} =
1
PD
[
N∑
i=1
Td,i −
N−1∑
j=1
(
Pj
N∑
k=j+1
Td,k
)
+ PFA TP
]
(6.12)
σ2Tacq =
1
P 2D
[
N∑
i=1
(
Pi
i∑
j=1
Td,j
)
+ PFA
(
N∑
j=1
Td,j + TP
)]2
+
1
PD


N∑
i=1

Pi
(
i∑
j=1
Td,j
)2

+ PFA
(
N∑
j=1
Td,j + TP
)2

 . (6.13)
Die mittlere Akquisitionszeit wird also von der Summe der Verweilzeiten der einzelnen
Stufen vermindert um die Zeitersparnis bei vorzeitigem Abbruch der Akquisitionsprozedur
sowie der Gesamtfehlalarmwahrscheinlichkeit PFA bzw. der Gesamtdetektionswahrschein-
lichkeit PD bestimmt. Das Verhalten der mehrstufigen verteilten Akquisition ist sehr stark
von den Übergangswahrscheinlichkeiten der einzelnen Stufen abhängig, dennoch können
aus Glg. (6.12) einige grundlegende Aussagen abgeleitet werden
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• Für SINR → ∞ entspricht die Akquisitionszeit der Summe der Verweilzeiten der
Stufen, da bei sinnvoller Parameterwahl die Wahrscheinlichkeiten PFA und Pn, n =
1, . . . , N gegen Null streben. Eine Verringerung der Akquisitionszeit kann für großen
Signalstörabstand mit zusätzlichen Entscheidungsstufen nur dann erzielt werden,
wenn sich die Summe der Verweilzeiten reduziert. Dies kann in der Regel als gegeben
vorausgesetzt werden, da die Aufteilung der Information (über die Lage des H1-
Elements) auf mehrere Stufen mit einer Verringerung der Unsicherheitsregion für
die einzelnen Stufen einhergeht.
• Ein weiterer trivialer Spezialfall ergibt sich für Pn = 0, n = 1, . . . , N , d. h. keine
der N Akquisitionsstufen weist eine Entscheidung zurück (z. B. ML-Entscheidung
ohne Schwellwerttest), so dass die mittlere Akquisitionszeit ausschließlich von
Gesamtdetektions- bzw. Gesamtfehlalarmwahrscheinlichkeit festgelegt wird. Es gilt
dann PFA = 1 − PD und Glg. (6.12) vereinfacht sich zu
E {Tacq} =
TP +
∑N
i=1 Td,i
PD
− TP . (6.14)
Sofern
∑N
i=1 Td,i als konstant für beliebige N bzw. vernachlässigbar klein bezüglich
TP angesehen wird, kann eine Verbesserung der Leistungsfähigkeit in Bezug auf die
mittlere Akquisitionszeit nur erreicht werden, indem die Detektionswahrscheinlich-
keiten der einzelnen Stufen erhöht werden, so dass auch die Gesamtdetektionswahr-
scheinlichkeit PD wächst.
Zur allgemeineren Beurteilung des Verhaltens sollen nun die Fälle N = 1, 2, 3 näher be-
trachtet werden. Der Zusammenhang zwischen dem Erwartungswert der Akquisitions-
zeit und der Zustandsübergangswahrscheinlichkeiten kann mit Hilfe von Glg. (6.12) und
Glg. (6.10) folgendermaßen dargestellt werden:
E {Tacq}
=
1
Pd,1
Td,1 +
Pfa,1
Pd,1
TP (N=1) (6.15a)
=
1
Pd,1Pd,2
Td,1 +
1
Pd,2
(
1 +
Pfa,1
Pd,1
)
Td,2 +
(
Pfa,2
Pd,2
+
Pfa,1
Pd,1
P ′fa,2
Pd,2
)
TP (N=2) (6.15b)
=
1
Pd,1Pd,2Pd,3
Td,1 +
1
Pd,2Pd,3
(
1 +
Pfa,1
Pd,1
)
Td,2 +
1
Pd,3
(
1 +
Pfa,2
Pd,2
+
Pfa,1
Pd,1
P ′fa,2
Pd,2
)
Td,3
+
(
Pfa,3
Pd,3
+
Pfa,2
Pd,2
P ′fa,3
Pd,3
+
Pfa,1
Pd,1
P ′fa,2
Pd,2
P ′fa,3
Pd,3
)
TP (N=3) . (6.15c)
Aus den Glgn. (6.15a–6.15c) ist zu sehen, dass sich der Anteil mit dem die einzelnen
Akquisitionsstufen zum Erwartungswert der Akquisitionszeit beitragen durch die Ver-
hältnisse Pfa,n/Pd,n bzw. P
′
fa,n/Pd,n sowie eine zusätzliche Gewichtung mit dem Produkt
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der reziproken Detektionswahrscheinlichkeiten
(
∏N
i=n Pd,i
)−1
bestimmt. Beim Entwurf ei-
nes mehrstufigen Systems sollte demzufolge die Detektionswahrscheinlichkeit der Stufen
im Vergleich zum einstufigen System möglichst erhöht werden. Ferner sollten sich die
Wahrscheinlichkeitsverhältnisse Pfa,n/Pd,n und P
′
fa,n/Pd,n geeigneterweise mit jeder wei-
teren Stufe verringern; Pfa,n+1/Pd,n+1 < Pfa,n/Pd,n. Die N -te Stufe ist maßgeblich für
die Gesamtfehlalarmwahrscheinlichkeit verantwortlich. Ist TP 
∑N
n=1 Td,i, so dominiert
die N -te Stufe damit gleichzeitig die Akquisitionszeit. Diese Stufe sollte demnach so di-
mensioniert werden, dass sie die geringste Fehlalarmwahrscheinlichkeit aller Stufen bei
gleichzeitig möglichst hoher Detektionswahrscheinlichkeit erreicht.
6.2.1 Optimale Parameterwahl
Ziel der Optimierung der mehrstufigen, verteilten Akquisition im Sinne einer minimalen
mittleren Akquisitionszeit ist es, für alle Stufen diejenigen Werte für Verweildauer Td,n
sowie die verschiedenen Übergangswahrscheinlichkeiten zu finden, für die Glg. (6.12) mi-
nimal wird. Die Übergangswahrscheinlichkeiten einer Stufe sind dabei vollständig durch
die Verweildauer Td,n und einen, den Arbeitspunkt charakterisierenden Parameter αn
4
gegeben, so dass die Optimierung ein 2N -dimensionales Extremwertproblem darstellt. Die
hinreichenden Bedingungen für das Minimum der mittleren Akquisitionszeit ergeben sich
formal durch Bestimmung der Nullstellen der ersten Ableitungen von Glg. (6.12) nach αn
und Td,n, n = 1, . . . , N
∂PD
∂αn
N∑
i=1
Td,i +
N−1∑
i=1
(
∂Pi
∂αn
PD −
∂PD
∂αn
Pi
) N∑
j=i+1
Td,j +
∂PD
∂αn
PFATP −
∂PFA
∂αn
PDTP
!
= 0
(6.16a)
PD



N∑
i=1
i6=n
−
(
∂Pn
∂Td,n
N∑
i=n+1
Td,i +
n−1∑
i=1
Pj +
∂PFA
∂Td,n
TP
)



− ∂PD
∂Td,n
[
N∑
i=1
Td,i −
N−1∑
i=1
Pi
N∑
j=i+1
Td,j + PFATP
]
!
= 0 .
(6.16b)
Da die Übergangswahrscheinlichkeiten der Akquisitionsstufen nicht immer bzw. nur sehr
4Unter dem Arbeitspunkt einer Akquisitionsstufe sollen Wertepaare der Übergangswahrscheinlichkeiten
(Pd,n, Pfa,n, Pm,n, P
′
fa,n, P
′
m,n) = (Pd,n, Pfa,n, Pm,n, P
′
fa,n, P
′
m,n)|AP verstanden werden. Für gegebe-
nes Td,n und konstante Übertragungsbedingungen kann der Arbeitspunkt mit Hilfe eines Parameters
eindeutig festgelegt werden
[
(Pd,n, Pfa,n, Pm,n, P
′
fa,n, P
′
m,n) = f(αn)
] ∣
∣
∣
αn=αn,AP
. Der Parameter αn
kann z. B. den Schwellwert verkörpern. Aufgrund der eindeutigen Zuordnung der Übergangswahr-
scheinlichkeiten zu einem Schwellwert kann αn äquivalenterweise auch eine beliebige Übergangswahr-
scheinlichkeit repräsentieren.
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komplex in geschlossener Form angegeben werden können, ist eine allgemeine Lösung
des durch die Glgn. (6.16a) und (6.16b) gegebenen Gleichungssystems nicht einfach zu-
gänglich, weswegen nachfolgend die Fälle N = 1 und N = 2 eingehender und ohne Be-
rücksichtigung konkreter Ausdrücke zur Berechnung der Übergangswahrscheinlichkeiten
betrachtet werden sollen, um Zusammenhänge zu verdeutlichen.
Es sei zunächst ein einstufiges System gegeben. Ferner werde die Verweilzeit Td,1 als kon-
stant betrachtet, so dass lediglich eine Optimierung hinsichtlich des charakteristischen
Parameters α1 nach Glg. (6.16a) vorzunehmen ist und Glg. (6.16b) unberücksichtigt blei-
ben kann. Eine geeignete Beschreibung aller Übergangswahrscheinlichkeiten und damit der
Arbeitscharakteristik der Akquisitionsstufe kann in Abhängigkeit von der Fehldetektions-
wahrscheinlichkeit Pfa,1 erfolgen; es sei α1 ≡ Pfa,1 gewählt. Die notwendige Bedingung
für ein Minimum der mittleren Akquisitionszeit folgt aus Glg. (6.16a) unter Berücksichti-
gung von Glg. (6.10), wobei nun die partielle Ableitung bezüglich Pfa,1 vorzunehmen ist.
Die resultierende Bedingung für ein Minimum der mittleren Akquisitionszeit stellt einen
Zusammenhang zwischen dem Arbeitspunkt und dem Verhältnis von Verweilzeit Td,1 und
Penalty-Zeit TP her
P optd,1
∂Pd,1
∂Pfa,1
∣
∣
∣
Pfa,1=P
opt
fa,1
− P optfa,1 =
Td,1
TP
. (6.17)
Einsetzen von Glg. (6.17) in Glg. (6.15a) führt auf das Minimum des Erwartungswertes
der Akquisitionszeit für den einstufigen Fall
min {E {Tacq}} = TP
1
∂Pd,1
∂Pfa,1
∣
∣
∣
Pfa,1=P
opt
fa,1
. (6.18)
Beispiel 6.2.1. Optimalitätskriterium für die 3GPP-FDD-DL Slot-Akquisition: Die Zu-
sammenhänge zwischen Arbeitscharakteristik und optimaler Leistungsfähigkeit der Ak-
quisition bezüglich der mittleren Akquisitionszeit werden am Beispiel der 3GPP-FDD-
DL Zeitschlitz-Akquisition dargestellt. Es sei ein 1-Pfad Rayleigh-Kanal mit konstanter
Doppler-Spreizung ν ′dmax = 5.9 × 10−5 (entsprechend 120 kmh−1) gegeben. Das mittle-
re SINR sei ebenfalls festgelegt und betrage E {EC/I0}=-26 dB. Die Bestimmung des
Synchronisationszeitpunktes basiere auf der ML-Detektion mit nachfolgendem Schwell-
werttest, wobei Q Beobachtungen der Unsicherheitsregion vor einer Entscheidung nicht-
kohärent zusammengefasst werden. Die Berechnung der Entscheidungsvariablen für eine
Beobachtung der Unsicherheitsregion wird mit Hilfe eines bezüglich der P-SCH-Sequenz
angepassten Filters vorgenommen und benötige die Zeit T0 = P TC . Die Verweilzeit Td,1 ist
folglich proportional zur Anzahl Q der Beobachtungen: Td,1 = QT0. Die Berechnung der
Charakteristik der Akquisitionsstufe Pd,1 = f (Pfa,1) wird basierend auf den Ausführun-
gen in Abschnitt 4.2 bzw. 4.3 durchgeführt. Abbildung 6.4 a) zeigt die Charakteristik für
Q = [15, 30, 45, 60]. Davon ausgehend lässt sich (numerisch) mit Glg. (6.17) der für das
Minimum der mittleren Akquisitionszeit erforderliche Arbeitspunkt der Akquisitionsstufe
als Funktion der Verhältnisses TP/Td,1 bzw. TP/T0 bestimmen. Abbildung 6.4 c) illustriert
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hierfür die Fehlalarmwahrscheinlichkeit. Der zugehörige Erwartungswert der Akquisiti-
onszeit nach Glg. (6.18) (normiert auf T0) ist in Abb. 6.4 e) dargestellt. Die Abbildungen
Abb. 6.4 b) und d) veranschaulichen den Bezug zum Entscheidungsschwellwert bzw. der
schwellwertabhängigen Akquisitionszeit.
Die Bedingungen für die Existenz von Extremwerten der mittleren Akquisitionszeit im
zweistufigen Fall erhält man durch analoge Vorgehensweise. Werden die Verweilzeiten Td,1
und Td,2 der Akquisitionsstufen vereinfachend als gegeben und konstant angenommen und
die zu optimierenden Parameter α1 = Pfa,1 und α2 = Pfa,2 gewählt, gelangt man durch
Nullsetzen von Glg. (6.16a) zu den Bedingungen
P optd,1
∂Pd,1
∂Pfa,1
∣
∣
∣
Pfa,1=P
opt
fa,1
− P optfa,1 =
Td,1
Td,2 + TP P ′fa,2
und (6.19a)
P optd,2
∂Pd,2
∂Pfa,2
∣
∣
∣
Pfa,2=P
opt
fa,2
=
Td,1 + Pd,1
(
Td,2 + TP P
opt
fa,2
)
+ Pfa,1
(
Td,2 + TP P
opt
fa,2
′)
Pd,1 TP + Pfa,1 TP
∂P ′
fa,2
∂Pfa,2
∣
∣
∣
Pfa,2=P
opt
fa,2
.
(6.19b)
Vergleicht man die Optimalitätsbedingung der ersten Stufe für N=2 nach Glg. (6.19a)
mit der für den einstufigen Fall N=1 nach Glg. (6.17), so sind beide in ihrer Struktur
identisch. Der Unterschied besteht darin, dass nunmehr der optimale Arbeitspunkt der
ersten Stufe durch das Verhältnis Td,1/
(
Td,2 + TP P
′
fa,2
)
bestimmt wird. Der Vergleich zu
Glg. (6.17) lässt die Interpretation zu, dass die erste Stufe eine durch die zweite Stufe be-
einflusste Penalty-Zeit
”
sieht“, wodurch sich auch der Arbeitspunkt verschiebt. Aufgrund
der durch Glg. (6.19b) gegebenen, relativ komplexen Optimalitätsforderung für die zwei-
te Stufe können daraus nur begrenzt Anforderungen an das Verhalten der beiden Stufen
abgeleitet werden. Um die Frage zu beantworten, ob die mittlere Akquisitionszeit durch
einen zweistufigen Ansatz reduziert werden kann, wird der Einfluss der zweiten Stufe auf
die minimal erreichbare mittlere Akquisitionszeit durch Einsetzen von Glg. (6.19b) in
Glg. (6.15b) betrachtet. Es folgt
E {Tacq}
∣
∣
Pfa,2=P
opt
fa,2
= TP
1
∂Pd,2
∂Pfa,2
∣
∣
∣
Pfa,2=P
opt
fa,2
+ TP
Pfa,1
Pd,1
1
∂Pd,2
∂Pfa,2
∣
∣
∣
Pfa,2=P
opt
fa,2
∂Pfa,2
′
∂Pfa,2
∣
∣
∣
Pfa,2=P
opt
fa,2
.
(6.20)
Der erste Term in Glg. (6.20) ist analog dem Ausdruck zur Berechnung der minimalen
mittleren Akquisitionszeit im einstufigen Fall (vgl. Glg. (6.18)). Um für N=2 die minimal
erreichbare mittlere Akquisitionszeit gegenüber der einstufigen Realisierung zu reduzieren,
muss gefordert werden, dass der Anstieg der Charakteristik Pd,2 = f (Pfa,2) - zumindest
im optimalen Arbeitspunkt - größer als bei der einstufigen Variante ist. Weiterhin ist er-
sichtlich, dass der Einfluss des Arbeitspunktes der ersten Stufe relativ gering ist, solange
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c) Optimale Fehlalarmwkt. nach Glg. (6.17).
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Abb. 6.4: Optimierung der einstufigen Akquisition am Beispiel der Slot-Timing Ak-
quisition im 3GPP-FDD-DL (Q = [15, 30, 45, 60], E {EC/I0}=-26 dB,
ν ′dmax = 5.9 × 10−5, T0 = P TC , M=256, P=2560).
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diese in einem sinnvollen Bereich Pfa,1/Pd,1  1 betrieben wird. Arbeitet also die zweite
Stufe nahe bzw. in ihrem Optimum, so dominiert sie die minimal erreichbare mittlere Ak-
quisitionszeit und die Optimierung des Arbeitspunktes der ersten Stufe ist nicht zwingend
oder zumindest nur grob erforderlich.
6.2.2 Leistungsfähigkeit der 3GPP-FDD-DL Akquisition
Wurden in den vorangegangenen Kapiteln Akquisitionsverfahren und Analysemethoden
für die einstufige Akquisition beispielhaft anhand der Zeitschlitz-Akquisition des 3GPP-
FDD-DL diskutiert, soll in diesem Abschnitt die vollständige dreistufige Akquisitionspro-
zedur als ein Vertreter für mehrstufige Akquisitionsverfahren mit verteilter Information
betrachtet werden. Wie bereits in Abschnitt 2.4.1 dargelegt, basiert die 3GPP-FDD-DL
Akquisition zur Erlangung von Zeitschlitzsynchronisation, Rahmensynchronisation und
Scramblingcode-Detektion auf drei speziellen Kanälen, die parallel zu den Datenkanälen
von einer Basisstation abgestrahlt werden. Dies sind der primäre und sekundäre Syn-
chronisationskanal P-SCH und S-SCH sowie der Pilotkanal CPICH. Die Chipenergie, mit
der diese Kanäle gesendet werden sei mit EC,P-SCH, EC,S-SCH und EC,CPICH bezeichnet.
Die spektrale Leistungsdichte des Sendesignals der BS sei IOR, wobei das Sendesignal
neben den bereits erwähnten Kanälen zusätzlich den primären Kontrollkanal P-CCPCH
(engl.
”
primary common control physical channel“ ), den Pagingkanal PICH (engl.
”
pa-
ging indicator channel“ ) sowie 17 Datenkanäle mit zum Teil verschiedenen Spreizfakto-
ren und Leistungen beinhalte 5 . Es sei angemerkt, dass alle Kanäle bis auf die beiden
Synchronisationskanäle durch das Konzept der orthogonalen Spreizcodes mit variablem
Spreizfaktor (OVSF-Codes, vgl. [3]) orthogonal zueinander sind. Im Folgenden soll die
Interzell-Interferenz wie bereits in den vorangegangenen Kapiteln dieser Arbeit als kom-
plexwertiger, weißer Gaußprozess mit spektraler Leistungsdichte IOC modelliert werden,
so dass ein Gesamtübertragungssystem nach Abb. 6.5 folgt.
SCH
P-CCPCH
CPICH
PICH
DPCH1
DPCH 17
P-SCH +
S-SCH
g(t) h(t, τ)
WGN
kanäle
Daten-
BS
s(t)
r(t)
Interzell-Interferenz
n(t)
IOR
IOC
Abb. 6.5: 3GPP Basisstationskonfiguration und Übertragungsmodell.
5Das hier beschriebene Szenario sowie die Bezeichnungen wurden der 3GPP Spezifikation [1] entnommen.
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Es werde hier der Fall betrachtet, dass die Akquisitionsstufen nacheinander ausgeführt
werden 6 und die Frequenzakquisition nur nach erfolgreicher Rahmensynchronisation und
Scramblingcode-Detektion initiiert wird. In jeder Stufe soll nichtkohärentes Zusammen-
fassen der Entscheidungsvariablen mehrfacher Beobachtungsintervalle (vgl. Abschnitt 4.3)
angewendet werden, um die Entscheidungssicherheit zu erhöhen. Jede Stufe übergibt je-
weils nur den wahrscheinlichsten Kandidaten an die nächstfolgende Stufe 7 und die Rück-
weisung unsicherer Kandidaten soll in der ersten Stufe, der Zeitschlitz-Akquisition, und
in der dritten Stufe, der Scramblingcode-Detektion, vorgesehen sein. Zur Vereinfachung
der Lesbarkeit beziehen sich im Folgenden alle Größen mit Index MF auf die erste Stufe
der Akquisition; Indizierung mit SCG bzw. SC verweisen auf die zweite und dritte Ak-
quisitionsstufe. Das Flussdiagramm der Akquisitionsprozedur ist in Abb. 6.6 dargestellt.
Der zugehörige Markov-Graph in Abb. 6.7 resultiert als Spezialfall aus in Abb. 6.2 ange-
gebenen, wobei anzumerken ist, dass hier die Frequenzschätzung nicht mit berücksichtigt
werden soll. Damit ist eine erfolgreiche Akquisition durch korrekte Zeitschlitz- und Rah-
mensynchronisation sowie Scramblingcode-Detektion definiert 8 . Erwartungswert und
Varianz der Akquisitionszeit ergeben sich dann aus den allgemeinen Gleichungen (6.12)
und (6.13) unter Beachtung, dass in der hier betrachteten Realisierungsvariante keine Ent-
scheidungsrückweisung in der zweiten Stufe erfolgt, so dass die Schleifenwahrscheinlichkeit
P2 = 0 ist. Es folgt
E {Tacq} =
1
PD
[Td,MF + Td,SCG + Td,SC − P1 (Td,SCG + Td,SC) + PFA TP ] (6.21)
σ2Tacq =
1
P 2D
[
P1 Td,MF + P3 (Td,MF + Td,SCG + Td,SC)
+ PFA (Td,MF + Td,SCG + Td,SC + TP )
]2
+
1
PD
[
P1 T
2
d,MF + P3 (Td,MF + Td,SCG + Td,SC)
2
+ PFA (Td,MF + Td,SCG + Td,SC + TP )
2
]
,
(6.22)
wobei sich die Schleifenwahrscheinlichkeiten nach Glg. (6.10) wie folgt berechnen
6Eine verschachtelte Abarbeitung ist ebenfalls denkbar. Jede Stufe wird dann periodisch ausgeführt,
so dass bei einem Neustart der Akquisition nach einer Entscheidungsrückweisung oder nach Erken-
nen einer Fehlakquisition sofort neue Entscheidungsvariablen bereit stehen, ohne die entsprechenden
Verweildauern der Stufen abwarten zu müssen. Simulative Untersuchungen zu dieser auch als
”
Pipeli-
ning“ bezeichneten Vorgehensweise sowie vergleichende Betrachtungen zur seriellen Abarbeitung der
Akquisitionsstufen finden sich in [86].
7Werden mehrere Kandidaten weitergegeben, kann eine Verbesserung der Leistungsfähigkeit auf Kosten
erhöhter Komplexität erzielt werden [86, 41].
8Diese vereinfachende Betrachtungsweise ist dadurch motiviert, dass Zeitschlitz-, Rahmensynchronisa-
tion und Scramblingcode-Detektion weitaus kritischer sind als die nachfolgende Frequenzschätzung.
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Schätzwert für
Zeitschlitz-Synchronisationszeitpunkt
> η′′MF
Zeitschlitz-Akquisition
(MF)
Rahmensynchronisation
SCG-Detektion und
Schätzwert für Rahmensynchronisationszeitpunkt
und Scramblingcodegruppe
SC-Detektion
> η′′SC
Frequenzschätzung
ja
nein
Schätzwert für Scramblingcode
nein
ja
Initialisierung des Tracking
Start
Abb. 6.6: Flussdiagramm der 3GPP-FDD-DL Akquisitionsprozedur mit schwellwert-
basierter Entscheidungsrückweisung in Stufe 1 und 3.
P1 = Pm,MF = Pmd,MF + Pnfa,MF = 1 − Pd,MF − Pfa,MF
P3 = Pd,MFPd,SCG (Pmd,SC + Pnfa,SC) + Pd,MFPfa,SCGP
′
nfa,SC + Pfa,MFP
′
nfa,SC
PFA = Pfa,MFP
′
fa,SC + Pd,MFPfa,SCGP
′
fa,SC + Pd,MFPd,SCGPfa,SC
PD = Pd,MFPd,SCGPd,SC .
(6.23)
Zur Berechnung der Übergangswahrscheinlichkeiten der Akquisitionsstufen soll ferner die
Anfangsakquisition nach dem Einschalten der Mobilstation, hier auch als initiale Akquisi-
tion oder Zellsuche bezeichnet (engl.
”
initial cell search“ ), und die Akquisition von Signa-
len anderer Basisstationen zur Detektion potentieller Handover-Kandidaten während einer
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Abb. 6.7: Markov-Graph für die 3GPP-FDD-DL Akquisitionsprozedur mit schwell-
wertbasierter Entscheidungsrückweisung in Stufe 1 und 3.
bereits bestehenden Verbindung zu einer Basisstation, die als Handover-Akquisition oder
Zellsuche (engl.
”
target cell search“ ) bezeichnet werden soll, unterschieden werden. Bei der
initialen Zellsuche ist keine a-priori Information über Scramblingcodegruppe und Scram-
blingcode verfügbar und der maximal auftretende Frequenzversatz zwischen Empfangssi-
gnal und lokalem Oszillator wird durch die maximale Dopplerverschiebung und durch die
begrenzte Genauigkeit des lokalen Oszillators bestimmt. Bei der Handover-Akquisition
zusätzlicher Basisstations-Signale kann davon ausgegangen werden, dass die Unsicher-
heit bezüglich Scramblingcodegruppe und Scramblingcode durch Kenntnis der Parameter
der Basisstationen in der Nachbarschaft der momentan zugeordneten Basisstation einge-
schränkt ist. Zusätzlich kann die Frequenzabweichung des lokalen Oszillators als kompen-
siert angesehen, so dass der maximale Frequenzversatz nunmehr ausschließlich durch die
Dopplerverschiebung bestimmt wird. Da alle Akquisitionsstufen auf der Korrelation des
Empfangssignals mit bekannten Sequenzen beruhen, müssen die Korrelationslängen so ge-
wählt werden, dass der durch einen Frequenzversatz verursachte Verlust möglichst gering
bleibt. In Abb. 6.8 ist der Zusammenhang zwischen Korrelationsgewinn und Frequenz-
versatz für verschiedene Frequenzversätze ν ′ = (5.20 × 10−4, 1.56 × 10−3, 2.60 × 10−3)
entsprechend einer Frequenzabweichung des lokalen Oszillators von 1 ppm, 3 ppm und
5 ppm dargestellt. Generell existiert für jeden Frequenzversatz ν ′ 6= 0 eine Korrelations-
länge, die zu einem Maximum des Korrelationsgewinns führt, welches sich in etwa bei
2.33/(2πν ′) befindet [52].
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Abb. 6.8: Zusammenhang zwischen Korrelationsgewinn (Prozessgewinn) und Fre-
quenzversatz als Funktion der Korrelationslänge.
Den folgenden Betrachtungen soll eine Frequenzstabilität des lokalen Oszillators von
1 ppm zu Grunde liegen, wofür sich die maximale Korrelationslänge von etwa 700 TC
bestimmt. Unter Berücksichtigung der 3GPP-FDD-DL-Akquisitionsprozedur können die
Parameter der einzelnen Akquisitionsstufen wie in Tab. 6.1 zusammengefasst werden:
Während der Zeitschlitzsynchronisation kann die volle Korrelationslänge über ein P-SCH-
Symbol von 256 TC ausgenutzt werden. Die Anzahl der Hypothesen entspricht der Anzahl
der Abtastwerte eines Zeitschlitzes. Für die Rahmensynchronisation und Scramblingcode-
Gruppen-Identifikation kann die Korrelation ebenfalls über die gesamte Länge eines S-
SCH-Symbols (256 TC) ausgeführt werden. Eine vollständige Beobachtung umfasst 15
Zeitschlitze und die Anzahl der Hypothesen ergibt sich aus der Anzahl NSCG der un-
bekannten Codegruppen und deren zyklischen Verschiebungen. Für die initiale Akqui-
sition ist NSCG=64, entsprechend den 64 möglichen Codegruppen, wohingegen für die
Akquisition von Handover-Basisstationen die Anzahl unbekannter Codegruppen reduziert
und hier zu NSCG=16 gewählt sei. Die letzte Stufe der Akquisition zur Bestimmung des
Scramblingcodes muss einen von insgesamt NSC =8 innerhalb einer Codegruppe zusam-
mengefassten Codes detektieren. Für die Suche nach Handover-BS kann von einer re-
duzierten Code-Unsicherheit ausgegangen werden; für diesen Fall sei NSC =2 gewählt.
Die Korrelationslänge für die Scramblingcode-Detektion sei mit 256TC · 2 bzw. 256TC · 5
dem maximal zu berücksichtigenden Frequenzversatz der initialen Akquisition bzw. der
Handover-Akquisition angepasst.
Anmerkungen zur Berechnung der Entscheidungsvariablen und Übergangs-
wahrscheinlichkeiten der Zeitschlitz-Synchronisation (Stufe 1): Zur Detektion
des Zeitschlitz-Timings wird eine Korrelation des Empfangssignales mit der Synchroni-
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Stufe Korrelationslänge Länge einer Anzahl der Anzahl der
[TC ] Beobachtung [TC ] Beobachtungen Hypothesen
Initial Target Initial Target Initial Target
MF 256 2560 QMF 2560 ·NS
SCG 256 2560 · 15 QSCG NSCG · 15
NSCG=64 NSCG=16
SC 256 · 2 256 · 5 256 · 2 256 · 5 QSC NSC=8 NSC=2
Tab. 6.1: Parameter der 3GPP-DL-Akquisitionsstufen.
sationssequenz des P-SCH c(0) = (c
(0)
0 , . . . , c
(0)
255) für alle möglichen Timing-Hypothesen
k = 0, . . . , 2560NS − 1 durchgeführt
yk,q =
256−1∑
i=0
r̃k+iNS+(q−1)2560 · c(0)i
∗
, q = 1, . . . , QMF,
k = 0, . . . , 2560NS − 1 .
(6.24)
Durch nichtkohärentes Aufsummieren der Entscheidungsvariablen von QMF aufeinander
folgenden Beobachtungsintervallen erhält man die Entscheidungsvariablen zk
zk =
QMF∑
q=1
|yk,q|2 , k = 0, . . . , 2560NS − 1 , (6.25)
aus denen der Schätzwert für den Zeitschlitzsynchronisationszeitpunkt k̂ bestimmt wird
k̂ = arg max
k
zk, k = 0, . . . , 2560NS − 1 . (6.26)
Akzeptanz bzw. Zurückweisung des Schätzwertes erfolgt, wenn die zugehörige Entschei-
dungsvariable zk=k̂ einen festgelegten Schwellwert η
′′
MF über bzw. unterschreitet.
Die analytische Berechnung der Übergangswahrscheinlichkeiten Pd,MF, Pfa,MF, Pm,MF
sowie P ′fa,MF und P
′
nfa,MF für einen 1-Pfad Rayleigh-Kanal erfolgt in Analogie zu
Glg. (5.17) (wobei statistisch unabhängige Entscheidungsvariablen vorausgesetzt und
den H0-Entscheidungsvariablen ferner eine identische Wahrscheinlichkeitsdichte unter-
stellt wird).
Die hierfür benötigten Wahrscheinlichkeitsdichtefunktionen für die H0 und H1-
Hypothesen müssen die bei mehrfacher Beobachtung auftretende Korrelation zwischen
den einzelnen Beobachtungen berücksichtigen. Für eine detaillierte Beschreibung der Vor-
gehensweise zur analytischen Berechnung soll auf Abschnitt 4.3.1 verwiesen werden. Prin-
zipiell besitzen alle Entscheidungsvariablen der H0-Hypothesen (alle Timing-Hypothesen
k, die keiner Ausbreitungsverzögerung einer Mehrwegekomponente entsprechen) auf-
grund der Annahmen nahezu idealer Korrelationseigenschaften der P-SCH-Sequenz c(0)
und des gaußschen Charakters der Interferenz eine zentrale Chi-Quadrat-Verteilung mit
2QMF Freiheitsgraden nach Glg. (4.42). Die Wahrscheinlichkeitsdichtefunktionen der H1-
Entscheidungsvariablen können als Faltung von QMF zentralen Chi-Quadrat-Verteilung
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aufgefasst werden, wobei die Varianzparameter den QMF Eigenwerten der Kovarianzma-
trix der Beobachtungen entsprechen. Eine Berechnung kann mit Hilfe der inversen Fou-
riertransformation aus der charakteristischen Funktion (vgl. Glg. (4.48)) oder aber, sofern
sämtliche Eigenwerte voneinander verschieden sind, nach Glg. (4.49) erfolgen.
Generell ist zu berücksichtigen, dass die effektiv wirksame spektrale Leistungsdichte der
als gaußsch angenommenen Störungen auf Chip-Ebene Ieff(k) bzw. nach der Korrelation
Īeff(k) durch die Interzell-Interferenz als auch durch Intrazell-Interferenz entsteht. In guter
Näherung kann die effektiv wirksame Interferenz konstant für den richtigen Synchronisa-
tionszeitpunkt als auch für alle nicht korrekten Synchronisationszeitpunkte angenommen
werden 9
I
(MF)
eff (k0) ≈ I
(MF)
0,eff ≈ IOC︸︷︷︸
Interzell
+ (IOR − EC,P-SCH)
︸ ︷︷ ︸
Intrazell
.
Nach der Korrelation über 256 Chips ergibt sich die effektiv wirksame Interferenz zu
Ī
(MF)
eff (k0) = 256 · I
(MF)
eff (k0) bzw. Ī
(MF)
0,eff = 256 · I
(MF)
0,eff .
Anmerkungen zur Berechnung der Entscheidungsvariablen und Über-
gangswahrscheinlichkeiten der Rahmensynchronisation und Scramblingcode-
gruppen-Detektion (Stufe 2): Der S-SCH überträgt zu Beginn eines jeden Zeitschlit-
zes eine von 16 Sequenzen c(m) = (c
(m)
0 , . . . , c
(m)
255 ), m = 1, . . . , 16. Die 15 innerhalb ei-
nes Rahmens gesendeten Sequenzen bilden ein Codewort wi = (wi(0), . . . , wi(14)), i =
1, . . . , 64, wobei jedes Codewort eines Scramblingcode-Gruppe zugeordnet ist. Die De-
tektion des Codewortes wi und seiner zyklischen Verschiebung ermöglicht die eindeutige
Bestimmung der Scramblingcode-Gruppe sowie des Rahmenbeginns.
Mit dem Schätzwert für den Zeitschlitzsynchronisationszeitpunkt k̂ werden nun für 15 ·
QSCG
10 aufeinander folgende Zeitschlitze jeweils die Korrelationen mit den 16 möglichen
Sequenzen des Symbolalphabetes des S-SCH c(m), m = 1, . . . , 16 durchgeführt.
S(m)n =
256−1∑
i=0
r̃k̂+n2560NS+iNS · c
(m)
i
∗
, m = 1, . . . , 16,
n = 0, . . . , 15 ·QSCG − 1 .
(6.27)
Einander entsprechende Korrelationen aufeinander folgender Beobachtungen werden wie-
derum nichtkohärent zusammengefasst
S̃(m)n =
QSCG∑
q=1
∣
∣
∣S
(m)
(q−1)·15+n
∣
∣
∣
2
, m = 1, . . . , 16,
n = 0, . . . , 15 − 1 .
(6.28)
9Da idealisierend perfektes Korrelationsverhalten vorausgesetzt ist, soll die vom P-SCH verursachte
Interferenz auch für alle nicht korrekten Synchronisationszeitpunkte k 6= k0 vernachlässigt werden.
10Für eine Detektion des SCH ist die Auswertung des S-SCH in allen 15 Zeitschlitzen eines Rahmens
notwendig, so dass ein Beobachtungsintervall 15 Zeitschlitze umfasst. Sollen QSCG Beobachtungen in
die Entscheidung einfließen, so sind folglich insgesamt 15 · QSCG Zeitschlitze auszuwerten.
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Aus der 16×15-dimensionalen Korrelationsmatrix mit den Elementen S̃(m)n (vgl. Abb. 6.9)
lassen sich die Entscheidungsvariablen z
(k)
i durch Aufsummieren der Korrelationen S̃
(m)
n
entsprechend aller möglichen Codewörter wi, i = 1, . . . , NSCG unter Berücksichtigung
aller möglichen zyklischen Verschiebungen k = 0, . . . , 15 − 1 bestimmen
m
n
16
1
1 15
S̃
(m)
n
Abb. 6.9: Prinzip der Berechnung der Entscheidungsvariablen z
(k)
i aus den Korre-
lationen S̃
(m)
n des n-ten Zeitschlitzes mit dem m-ten Symbol des S-SCH-
Symbolalphabetes.
z
(k)
i =
15−1∑
n=0
S̃(wi(n+k mod 15))n , k = 0, . . . , 15 − 1,
i = 1, . . . , NSCG ,
(6.29)
woraus sich Schätzwerte für Codegruppennummer î und zyklische Verschiebung k̂ ergeben
(̂i, k̂) = arg max
(i,k)
z
(k)
i . (6.30)
Aufgrund der in dieser Stufe fehlenden Schwellwertentscheidung bei der hier zu Grun-
de gelegten Realisierung treten keine Entscheidungsrückweisungen auf, so dass lediglich
die Wahrscheinlichkeiten Pd,SCG und Pfa,SCG = 1 − Pd,SCG zu bestimmen sind. Obwohl
alle Entscheidungsvariablen aus den Korrelationen ein und derselben Segmente des Emp-
fangsvektors mit den Symbolen aus dem S-SCH Symbolalphabet gebildet werden, sind die
Entscheidungsvariablen näherungsweise unabhängig im statistischen Sinne. Die Entschei-
dungsvariablen der H0-Hypothesen unterliegen i. Allg. nicht der gleichen Wahrschein-
lichkeitsdichte, da die Codewörter wi nicht orthogonal zueinander sind. Allerdings be-
sitzen alle Codewörter wi und auch jede ihrer zyklischen Verschiebungen eine minimale
Hamming-Distanz von 13, so dass hier die Annahme identisch verteilter Zufallsvariablen
als geeignete Näherung verwendet werden soll 11 . Die Detektionswahrscheinlichkeit be-
11Der Vergleich von simulativ und analytisch gewonnenen Ergebnissen zeigt, dass diese Näherung für
Rayleigh-Kanäle in hohem Maße zutreffend ist. Bei der analytischen Beschreibung des Verhaltens im
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rechnet sich dann analog der Detektionswahrscheinlichkeit der ersten Stufe
Pd,SCG =
∫ ∞
0
[∫ zj
0
fZk(zk|H0) dzk
]NSCG−1
fZj (zj|H1) dzj . (6.31)
Die Bestimmung der Wahrscheinlichkeitsdichtefunktionen kann wie bereits bei der
Zeitschlitz-Akquisition beschrieben vorgenommen werden, wobei sich die effektiv wirk-
same spektrale Leistungsdichte analog berechnet 12
I
(SCG)
eff (k0) ≈ I
(SCG)
0,eff ≈ IOC︸︷︷︸
Interzell
+ (IOR − EC,S-SCH)
︸ ︷︷ ︸
Intrazell
.
Nach der Korrelation über 256 Chips ergibt sich die effektiv wirksame Interferenz zu
Ī
(SCG)
eff (k0) = 256 · I
(SCG)
eff (k0) bzw. Ī
(SCG)
0,eff = 256 · I
(SCG)
0,eff .
Anmerkungen zur Berechnung der Entscheidungsvariablen und Übergangs-
wahrscheinlichkeiten der Scramblingcode-Detektion (Stufe 3): Nachdem die
Rahmensynchronisation hergestellt und die Scramblingcode-Gruppe bestimmt ist, kann
der DL-Scramblingcode durch Korrelation des CPICH mit allen möglichen Scrambling-
codes innerhalb der Scramblingcode-Gruppe ermittelt werden. Die Anzahl NSC der un-
bekannten Scramblingcodes innerhalb einer Gruppe beträgt 8 für die initiale Akquisition
und ist in der Regel < 8 bei der Akquisition von Handover-Kandidaten. Die Korrelati-
onslänge ist frei wählbar, da der CPICH kontinuierlich gesendet wird. Es muss allerdings
ein eventuell auftretender Frequenzversatz berücksichtigt werden. Der Schätzwert für den
Scramblingcode wird durch Ermitteln des Korrelationsmaximums bestimmt. Wie bei der
Zeitschlitz-Akquisition entscheidet auch hier ein Schwellwert η ′′SC über Akzeptanz oder
Verwerfung der Entscheidung.
Die Berechnung der Übergangswahrscheinlichkeiten der Scramblingcode-Detektion ist for-
mal identisch zu der der Zeitschlitz-Akquisition. Die Wahrscheinlichkeitsdichtefunktio-
nen der Entscheidungsvariablen für H0 bzw. H1-Hypothesen entsprechen ebenfalls einer
zentralen Chi-Quadrat-Verteilung mit 2QSC Freiheitsgraden bzw. einer Faltung von QSC
zentralen Chi-Quadrat-Wahrscheinlichkeitsdichten mit Freiheitsgrad 2. Bei der Bestim-
mung der zur Berechnung benötigten effektiv wirksamen spektralen Leistungsdichte muss
nun zwischen der korrekten Hypothese, d. h. Synchronisationszeitpunkt und Codegrup-
pe müssen bereits richtig detektiert worden sein, und allen nicht korrekten Hypothesen
unterschieden werden. Wenn man von den Synchronisationskanälen P-SCH und S-SCH
AWGN-Kanal kann hingegen eine signifikante Verbesserung der Übereinstimmung von Theorie und
Simulation erreicht werden, wenn die H0-Entscheidungsvariablen mit Hamming-Distanz < 15 explizit
berücksichtigt werden.
12Wurde der Synchronisationszeitpunkt in der vorausgegangenen Akquisitionsstufe korrekt bestimmt, und
beachtet man, dass die S-SCH-Sequenzen orthogonal zueinander sind, so entsteht keine zusätzliche
Interferenz durch den S-SCH. Aufgrund der geringen Sendeenergie des S-SCH soll jedoch vereinfa-
chend angenommen werde, dass auch allen Entscheidungsvariablen zu Zeitpunkten k 6= k0 die gleiche
spektrale Interferenzleistungsdichte zugrunde liegt.
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absieht, ist der CPICH zu allen anderen Kanälen orthogonal, sofern keine Mehrwege-
ausbreitung vorliegt. Unter Vernachlässigung des Einflusses der beiden Synchronisations-
kanäle wird die Interferenz beim Test der korrekten Hypothese ausschließlich durch die
Interzell-Interferenz bestimmt.
I
(SC)
eff (k0) ≈ IOC.
Für alle Tests nicht korrekter Hypothesen ist zusätzlich der Einfluss der Intrazell-
Interferenz zu berücksichtigen. Es gilt näherungsweise
I
(SC)
0,eff ≈ IOC︸︷︷︸
Interzell
+ IOR
︸︷︷︸
Intrazell
.
Mit Hilfe der vorangegangenen Betrachtungen zur Modellierung and analytischen Be-
schreibung der 3GPP-Akquisitionsprozedur soll deren Leistungsfähigkeit anhand von Bei-
spielen analysiert werden. Durch Vergleich mit simulativ bestimmten Ergebnissen soll die
Wirksamkeit der vorgestellten Analyse demonstriert und ihre Grenzen aufgezeigt wer-
den. Für die simulativen Untersuchungen wurde ein Übertragungssystem entsprechend
Abb. 6.5 sowie die 3GPP-Akquisition mit serieller Abarbeitung der Akquisitionsstu-
fen nach Abb. 6.6 implementiert. Für die Simulation wurde die Simulationsplattform
COSSAP r© verwendet.
Alle Simulationsergebnisse basieren auf einer festen Leistungsaufteilung für die Kanäle
der Ziel-Basisstation (Konfiguration nach Abb. 6.5), die sich an die 3GPP Spezifikation
TS25.101 zur Definition von Testumgebungen und Leistungsanforderungen an eine Mobil-
station [1] angelehnt. Die Leistungsverhältnisse für alle in die Synchronisation involvierten
Kanäle sind in Tab. 6.2 aufgelistet.
EC,P-SCH/IOR -15 dB
EC,S-SCH/IOR -15 dB
EC,CPICH/IOR -10 dB
Tab. 6.2: Leistungsverhältnisse der Synchronisationskanäle und des CPICH-
Pilotkanals für die Analyse der Leistungsfähigkeit der 3GPP-Akquisition.
Es sei angemerkt, dass die Leistungen der Synchronisationskanäle und des Pilotkanals
sorgfältig gewählt werden müssen, um zum einen eine ausreichende Akquisitionssicherheit
zu erreichen und zum anderen die durch diese Kanäle verursachte Interferenz auf die
Datenkanäle zu minimieren. In [86] wird der Einfluss des Leistungsanteils von P-SCH,
S-SCH und CPICH auf das Akquisitionsverhalten für geeignet gewählte Parameter der
Akquisitionsprozedur untersucht. Die Leistung des CPICH nach Tab. 6.2 entspricht dem
in [86] gefundenen Optimum, wohingegen der durch die 3GPP-Testkonfiguration definierte
Leistungsanteil der Synchronisationskanäle unterhalb des Optimums von [86] liegt.
Die Simulationsergebnisse beruhen auf der statistischen Auswertung von 500 erfolgreichen
Akquisitionen. Weiterhin werden die Mehrwegeverzögerungen als ganzzahlige Vielfache
der Chipdauer gewählt und es liegt kein Abtastfehler vor.
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Die Parametrisierung der Akquisitionsstufen erfolgt entsprechend Tab. 6.1. Es werden
zwei Konfigurationen für die initiale Akquisition und eine Konfiguration für die Handover-
Akquisition verwendet, die sich jeweils in der Anzahl der in eine Entscheidung einfließen-
den Beobachtungen und in den Schwellwerten unterscheiden. Die Festlegung der Schwell-
werte wird für diese Konfigurationen nicht für jedes Szenario separat angepasst, vielmehr
sollen die auf die Varianz der gaußschen Störung normierten Schwellwerte so festgelegt
werden, dass sie für verschiedene Kanalparameter, wie z. B. Frequenzversatz, Doppler-
spreizung, u. s. w., gute Ergebnisse ermöglichen. Die Konfigurationen sind in Tab. 6.3
zusammengestellt.
Konfiguration QMF QSCG QSC η
′′
MF/
(
QMF Ī
(MF)
0,eff B
)
η′′SC/
(
QSCG Ī
(SC)
0,eff B
)
Initial A 30 2 10 3.0 dB 4.0 dB
Initial B 45 3 15 3.0 dB 4.0 dB
Target A 30 2 10 3.0 dB 6.0 dB
Tab. 6.3: Verwendete Konfigurationen für die 3GPP Akquisitionsprozedur.
Als Normierungsgröße werde die Zeit T0 = 2560TC (≡ Tslot) eingeführt.
1-Pfad Rayleigh-Fading
Es sei zunächst ein Kanal mit nur einer Rayleigh-Mehrwegekomponente L′ = 1 gegeben
und es sollen die Abhängigkeiten der mittleren Akquisitionszeit von den Entscheidungs-
schwellwerten, von den Verweil- bzw. Beobachtungsdauern der einzelnen Stufen als auch
von der Dopplerspreizung untersucht werden. Zunächst illustriert Abb. 6.10 den Einfluss
der Entscheidungsschwellwerte η′′MF und η
′′
SC auf die mittlere Akquisitionszeit bei der initia-
len Akquisition. Es ist ersichtlich, dass die korrekte Wahl beider Schwellwerte die mittlere
Akquisitionszeit drastisch reduzieren kann. Ferner besitzt der Entscheidungsschwellwert
der Zeitschlitz-Akquisition nur einen geringen Einfluss, wenn η ′′SC in der Nähe seines Op-
timums liegt. Dieses Verhalten wurde bereits in Abschnitt 6.2.1 vermutet. Zudem ist der
Anstieg der Akquisitionszeit um den optimalen Schwellwert η ′′SC geringer als dies für η
′′
MF
in der Nähe seines Optimums der Fall ist, was besonders für praktische Realisierungen von
Bedeutung ist, da dann die Anforderungen an eine exakte Festlegung und Nachführung
des Schwellwertes η′′SC geringer sind und auf den Schwellwert η
′′
MF u.U. verzichtet werden
kann.
Werden die Beobachtungsdauern der einzelnen Stufen vergrößert, so verbessert sich auch
das Detektionsverhalten, wodurch gleichzeitig die mittlere Akquisitionszeit bei geringem
Signalstörabstand IOR/IOC
13 verringert wird (vgl. Abb. 6.11). Ab einem gewissen Signal-
störabstand tendiert die Fehlalarmrate gegen null und die mittlere Akquisitionszeit wird
ausschließlich durch die Summe der Verweildauern der Akquisitionsstufen bestimmt. Inso-
fern wird eine Verbesserung der Leistungsfähigkeit bei geringem Signalstörabstand durch
eine erhöhte Akquisitionszeit bei höherem Signalstörabstand erkauft. Dieser Effekt kann
13In diesem Abschnitt soll für das Verhältnis der spektralen Leistungsdichten von Zielbasisstation und
Interzell-Interferenz IOR/IOC auch der Begriff Signalstörabstand verwendet werden.
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E {Tacq}
T0
102
105
104
103
0
10
5
0
2
4
6
η′′MF
QMF Ī
(MF )
0,eff B
[dB]
η′′SC
QSC Ī
(SC)
0,eff B
[dB]
Abb. 6.10: Beeinflussung der mittleren Akquisitionszeit durch die Entscheidungs-
schwellwerte η′′MF und η
′′
SC (ν
′
dmax
=5.90×10−5, QMF=30, QSCG=2,
QSC=10, IOR/IOC=-10 dB, ν
′ = 0, TP /T0=750).
vermieden werden, wenn die Beobachtungsdauer jeder Akquisitionsstufe adaptiv an das
SINR angepasst wird, z. B. mit Hilfe sequentieller Verfahren (vgl. Abschnitt 5.4).
Zunehmende Dopplerspreizung geht mit einer Verringerung der Kohärenzzeit des Ka-
101
102
103
E {Tacq}
T0
-12 -10 -8 -6 -4 -2 0
IOR/IOC [dB]
analytisch
simulativ
Initial A
analytisch
simulativ
Initial B
Abb. 6.11: Erwartungswert der Akquisitionszeit für die Konfigurationen Initial A und
Initial B. (ν ′dmax=5.90×10−5, ν ′ = 0, TP /T0=750).
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simulativ
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Initial A, ν′dmax =1.45 ×10−6
Initial A, ν′dmax =2.41 ×10−5
Initial A, ν′dmax =5.90 ×10−5
E {Tacq}
T0
Abb. 6.12: Einfluss der Dopplerspreizung auf das Verhalten der 3GPP-FDD-DL-
Akquisition für νdmax=(1.45×10−6, 2.41×10−5, 5.90 ×10−5) (Konfigura-
tion Initial A, ν ′ = 0, TP /T0=750).
nals einher. Die Einbeziehung mehrerer, zeitlich getrennter Beobachtungen in die Berech-
nung der Entscheidungsvariablen für die Akquisitionsstufen kann als Ausnutzung zeit-
licher Diversität interpretiert werden. Der Diversitätsgewinn ist umso größer, je weni-
ger die einzelnen Beobachtungen miteinander korreliert sind, wodurch auch die mittlere
Akquisitionszeit mit zunehmender Dopplerspreizung abnimmt. Abbildung 6.12 zeigt den
Verlauf der auf T0 normierten mittleren Akquisitionszeit in Abhängigkeit von IOR/IOC
für verschiedene Werte νdmax=(1.45×10−6, 2.41×10−5, 5.90 ×10−5) (entsprechend Bewe-
gungsgeschwindigkeiten von (3,50,120) kmh−1 im 3GPP-System). Dabei sind jeweils die
analytisch bestimmten Ergebnisse den simulativ gewonnenen Ergebnissen gegenüberge-
stellt. Während für νdmax=2.41×10−5 und νdmax=5.90 ×10−5 eine sehr gute Übereinstim-
mung zu verzeichnen ist, treten bei νdmax=1.45×10−6 signifikante Differenzen auf. Die
Ursache dieser Abweichung ist in der Markov-Modellannahme als Kernpunkt der analy-
tischen Beschreibung der dreistufigen Akquisitionsprozedur begründet. Für kleine Werte
der Dopplerspreizung νdmax ist die zwischen den einzelnen Stufen auftretende Korrelati-
on nicht mehr vernachlässigbar und die Markov-Modellannahme verliert ihre Gültigkeit.
Vergleicht man in Abb. 6.12 zunächst die analytisch bestimmten Kurvenverläufe für die
unterschiedlichen Werte der Dopplerspreizung νdmax, so bestätigt sich die erwartete Ver-
ringerung der mittleren Akquisitionszeit mit zunehmendem νdmax als Folge des zuneh-
menden Diversitätsgewinns innerhalb der einzelnen Stufen. Berücksichtigt man nun die
bei νdmax=1.45×10−6 auftretenden Korrelation zwischen den einzelnen Stufen, indem man
in Abb. 6.12 den für νdmax=1.45×10−6 simulativ gewonnenen Kurvenverlauf betrachtet,
so ist festzustellen, dass für geringes SINR (IOR/IOC ≤ −8 dB) eine geringere mittlere
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Akquisitionszeit im Vergleich zu νdmax=2.41×10−5 und νdmax=5.90 ×10−5 erzielt wird.
Die Ursache hierfür liegt darin, dass durch die erhöhte Kohärenzzeit des Kanals der Si-
gnalstörabstand einigermaßen konstant während eines Akquisitionszyklus ist, so dass mit
hoher Wahrscheinlichkeit, je nach momentanem Kanalzustand, entweder alle Stufen ei-
nes Akquisitionszyklus korrekte Entscheidungen treffen oder aber alle Stufen fehlerhafte
Entscheidungen liefern. D.h. die Gesamtdetektionswahrscheinlichkeit als Verbundwahr-
scheinlichkeit für die korrekte Detektion in den drei Stufen entspricht nahezu der Detek-
tionswahrscheinlichkeit der ersten Stufe. Hingegen führt statistische Unkorreliertheit bei
geringem SINR zu einem schlechteren Akquisitionsverhalten, da sich dann die Gesamtde-
tektionswahrscheinlichkeit als Produkt der (geringen) Detektionswahrscheinlichkeiten der
einzelnen Stufen ergibt (vgl. Glg. (6.10)).
In Abb. 6.13 sind die mittleren Akquisitionszeiten für die initiale Akquisition mit ei-
nem Frequenzversatz ν ′ = 0 bzw. ν ′=5.20×10−4 und die Handover-Akquisition gegen-
übergestellt. Aufgrund der an den maximal zu erwartenden Frequenzversatz angepass-
ten Parameter der Akquisitionsprozedur fällt der durch den Frequenzversatz verursach-
te Performanz-Verlust relativ gering aus. Die Handover-Akquisition profitiert von einem
höheren Korrelationsgewinn während der Scramblingcode-Detektion sowie von den redu-
zierten Unsicherheit für Scramblingcode-Gruppe und Scramblingcode (vgl. Parameter in
Tab. 6.1). Unter den gegebenen Bedingungen ist der Gewinn im Vergleich zur initialen
Akquisition mit <0.5 dB relativ gering.
-12 -10 -8 -6 -4 -2 0
IOR/IOC [dB]
101
102
103
analytisch
simulativ
analytisch
simulativ
analytisch
simulativ
Initial A, ν′=0
Initial A, ν′=5.20×10−4
Target A, ν′=0
E {Tacq}
T0
Abb. 6.13: Erwartungswert der Akquisitionszeit für initiale Akquisition ohne bzw.
mit Frequenzversatz (Konfiguration Initial A) sowie der Handover-
Akquisition (Konf. Target A) für Dopplerspreizung ν ′dmax=5.90×10−5,
TP /T0=750.
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Mehrwegeausbreitung mit Rayleigh-Fading
Liegt Mehrwegeausbreitung vor, so existieren mehrere korrekte Zeitschlitz-
Synchronisationszeitpunkte, d. h. es liegen mehrere H1-Hypothesen vor. In Kapitel 3
wurde gezeigt, dass der im Sinne des ML-Ansatzes optimale datengestützte Schätzer für
den Synchronisationszeitpunkt als signalangepasstes Filter mit anschließender Mittelung
der Energien der MF-Ausgangswerte realisiert werden kann. Die Länge der Mittelung
muss dabei idealerweise der Kanaldispersion entsprechen. Da die Kanaldispersion während
der Akquisition unbekannt ist, und die Energiemittelung zusätzlich den Nachteil besitzt,
dass die Lage der Synchronisationszeitpunkte nicht exakt, sondern nur der Zeitpunkt
eines Bereiches, in dem sich das Maximum der Kanalenergie konzentriert, bestimmt
wird, soll hier die Energiemittelung nicht betrachtet werden. Die Akquisitionsprozedur
sei folgendermaßen realisiert: In der ersten Stufe wird ein Schätzwert für den Zeitschlitz-
Synchronisationszeitpunkt bestimmt. Mit diesem Schätzwert werden anschließend die
zweite und dritte Stufe, also Rahmensynchronisation zusammen mit der Scramblingcode-
Gruppen-Detektion und Scramblingcode-Detektion durchgeführt. Allgemein soll für alle
Akquisitionsstufen gelten, dass jeweils nur ein Schätzwert von Stufe zu Stufe weiter-
gegeben wird. Eine Erweiterung der Analyse der 3GPP-FDD-DL-Akquisitionsprozedur
zur Berücksichtigung mehrerer korrekter Zeitschlitz-Synchronisationszeitpunkte für die
beschriebenen Randbedingungen ist in Anhang E angegeben. Die Analyse soll auf einen
L′-Pfad Kanal (WSSUS-Kanal) angewendet werden. Alle Mehrwegekomponenten seinen
statistisch unabhängig voneinander und besitzen Rayleigh-Charakteristik sowie die
gleiche mittlere Leistung. Die Wahl von gleichstarken Mehrwegekomponenten kann als
”
worst case“ Fall angesehen werden, da dann die Gesamtleistung des Kanals gleichmäßig
auf die Mehrwegekomponenten aufgeteilt wird und somit die Leistung der stärksten
Mehrwegekomponente zu einem Minimum wird. Die Verzögerungen seien als ganzzahlige
Vielfache der Chipdauer TC gewählt, und es existiere kein Abtastfehler. Zur Validierung
der Analyse sollen Simulationen für entsprechende Szenarien herangezogen werden,
wobei nun zusätzlich zum Erwartungswert auch die Varianz der Akquisitionszeit nach
Glg. (6.22) bestimmt werden soll.
Die Abbildungen 6.14 und 6.15 zeigen Erwartungswert bzw. Varianz der Akquisitionszeit
als Funktion des auf die Gesamtleistung der Zielbasisitation bezogenen Signalstörabstan-
des IOR/IOC für L
′=(1,2,3) statistisch unabhängige Rayleigh-Pfade gleicher Leistung. Es
zeigt sich, dass beim Übergang vom 1-Pfad Rayleigh-Kanal zum Zweipfad-Kanal ein Ver-
lust von etwa 3 dB auftritt, die (pro Pfad) um 3 dB reduzierte Pfadleistung schlägt sich
nieder und ein Diversitätsgewinn, wie er aufgrund der Unkorreliertheit der Pfade erwar-
tet werden kann, ist nahezu nicht beobachtbar. Grundsätzlich identisch ist das Verhalten
für L′=3, die Pfadleistung ist nun allerdings um 4.8 dB im Vergleich zum 1-Pfad-Kanal
vermindert.
Verteilungsfunktion der mittleren Akquisitionszeit
Die statistischen Kenngrößen Erwartungswert und Varianz der Akquisitionszeit erlauben
nur in begrenztem Maße eine aussagekräftige Charakterisierung der Akquisitionsproze-
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Abb. 6.14: Einfluss von Mehrwegeausbreitung auf die mittlere Akquisitionszeit der
3GPP-FDD-DL-Akquisition für L′=(1,2,3) gleichstarke Mehrwegekompo-
nenten mit Rayleigh-Charakteristik (Konfiguration Initial A, ν ′dmax=5.90
×10−5, ν ′ = 0, TP/T0=750).
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Abb. 6.15: Zu Abb. 6.14 zugehörige Varianz der Akquisitionszeit.
dur, da die Wahrscheinlichkeitsdichte- bzw. Verteilungsfunktion unbekannt sind. Zudem
ist oftmals die Angabe von Konfidenzzahlen, definiert als Wahrscheinlichkeit, dass die
Akquisitionszeit innerhalb eines bestimmten Konfidenzintervalls liegt, von Interesse. Mit
der Kenntnis der Übergangswahrscheinlichkeiten der Stufen kann die Verteilungsfunktion
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prinzipiell durch Berücksichtigung aller möglichen Ereigniskombinationen, die zu korrekter
Akquisition führen bestimmt werden, wobei i. Allg. ausschließlich eine numerische Vorge-
hensweise mit zum Teil erheblichem Aufwand zum Ziel führt. In Abschnitt 5.1.3 wurden
bereits zwei weitere Möglichkeiten zur Charakterisierung der Verteilungsfunktion der Ak-
quisitionszeit basierend auf der Kenntnis von Erwartungswert und Varianz angegeben.
Dies ist zum einen die obere Schranke nach Tschebyscheff und zum anderen die Appro-
ximation durch eine Gamma-Verteilung. Anhand der Ergebnisse für die Konfiguration
Initial A sollen die verschiedenen Möglichkeiten zur Bestimmung der Verteilungsfunktion
exemplarisch angewendet werden. Die Ergebnisse zeigt Abb. 6.16 für den 1-Pfad Rayleigh-
Kanal sowie Abb. 6.17 für den Zweipfad-Rayleigh-Kanal, wobei zusätzlich die in Simulatio-
nen gemessenen Verteilungsfunktion 14 eingetragen sind. Aus dem Vergleich ist ersichtlich,
dass die Schranke nach Tschebyscheff eine pessimistische Begrenzung der Akquisitionszeit
nach oben hin darstellt. Die exakte numerische Berechnung zeigt eine relativ gute Über-
einstimmung mit den Simulationsergebnissen. Nachteilig hierbei ist der bereits erwähnte
hohe Berechnungsaufwand für große Akquisitionszeiten, der zum Teil dazu führt, dass eine
Berechnung in diesen Bereichen (mit endlichem Aufwand) nicht möglich ist (In Abb. 6.16
und Abb. 6.17 daran zu erkennen, dass der Wert 1 der Verteilungsfunktion nicht immer
erreicht wird.). Die Gamma-Verteilung stellt eine stetige Näherung der diskreten Vertei-
lungsfunktion dar. Aus diesem Grunde ist diese Näherung für kleine Akquisitionszeiten
nicht zutreffend, zeigt jedoch mit wachsender Akquisitionszeit zunehmende Übereinstim-
mung mit den simulativen, als auch mit den Ergebnissen der exakten Berechnung. Da
zur Charakterisierung der Leistungsfähigkeit der Akquisition die Verteilungsfunktion für
große Werte Tacq von besonderem Interesse ist, stellt die Gamma-Verteilung eine sinnvolle
und wirksame Approximation dar. Die von Gamma-Approximation und von Tschebys-
cheffscher Schranke abgeleiteten Kenngrößen ermöglichen zusammen eine aussagekräftige
Beurteilung der Leistungsfähigkeit der Akquisition.
Ergänzende Anmerkungen
In Vorangegangenen wurde die Analyse der Leistungsfähigkeit der 3GPP-FDD-DL-
Akquisitionsprozedur für eine konkrete Realisierung und mit ausgewählten Parametern
vorgenommen. Dabei wurde nicht allen Aspekten Rechnung getragen, die für eine prak-
tische Realisierung Bedeutung besitzen. Abschließend sollen einige, zum Teil auch schon
erwähnte Punkte zusammengetragen werden, die für die Implementierung von Interesse,
bzw. Ausgangspunkt für weiterführende Untersuchungen und Optimierung sein können.
• Ist davon auszugehen, dass der lokale Oszillator einen größeren Frequenzversatz
verursacht, so kann der durch Phasendrehung während der Korrelation verursachte
Signalverlust dadurch begrenzt werden, indem die Korrelationslänge verkürzt und
14Aufgrund des hohen Zeitaufwands der zur simulativen Bestimmung der Auftrittshäufigkeit großer Ak-
quisitionszeiten erforderlich ist, ist es insbesondere für geringen Signalstörabstand nur eine grobe
Bestimmung der Verteilungsfunktion möglich, die Simulationsergebnisse können aber dennoch ver-
wendet werden, um die Güte der exakten Berechnung, der Tschebyscheffschen Schranke sowie der
Näherung durch die Gamma-Verteilung zu beurteilen.
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Abb. 6.16: Verteilungsfunktion der Akquisitionszeit für 1-Pfad Rayleigh-Kanal
(Konfiguration Initial A, ν ′dmax=5.90 ×10−5, ν ′ = 0, IOR/IOC =
(−11,−10,−8) dB, TP/T0=750).
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Abb. 6.17: Verteilungsfunktion der Akquisitionszeit für Mehrwegekanal mit zwei
Mehrwegekomponenten mit Rayleigh-Charakteristik und gleicher mitt-
lerer Leistung (Konfiguration Initial A, ν ′dmax=5.90 ×10−5, ν ′ = 0,
IOR/IOC = (−9,−8,−6) dB, TP /T0=750).
partielle Korrelationsergebnisse nichtkohärent zusammengefasst werden. Es ist auch
möglich den Frequenzbereich schrittweise zu durchsuchen (seriell oder parallel), wo-
bei die Schrittweite dem Toleranzbereich der Akquisition anzupassen ist.
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• Eine Mobilstation besitzt in der Regel einen Oszillator, der als Referenz für alle
Taktsignale dient. Insofern tritt mit einem Frequenzversatz auch gleichzeitig eine
Drift des Abtastzeitpunktes auf. Da die Akquisitionsstufe je nach Festlegung der
Verweilzeiten der Stufen einige Zeit in Anspruch nimmt, ist es denkbar, dass der in
der ersten Akquisitionsstufe bestimmte Zeitschlitz-Synchronisationszeitpunkt
”
weg-
gelaufen“ ist und damit die verbleibenden Akquisitionsstufen und/oder die Initiali-
sierung des Empfängers nicht mehr durchgeführt werden können. Beim Entwurf der
Akquisitionsstufe muss also entweder eine Nachführung des Synchronisationszeit-
punktes vorgesehen werden, oder aber die Parameter so gewählt werden, dass der
verursachte Abtastfehler am Ende der Akquisition klein genug ist, um den Empfän-
ger zu initialisieren. Der Zusammenhang zwischen Oszillatorgenauigkeit und maxi-
maler, der Akquisitionsprozedur zur Verfügung stehenden, Zeit für einen gegebenen
maximalen Abtastfehler von TC/2 bzw. TC/4 ist in Tab. 6.4 angegeben. Die den
Beispielen der vorangegangenen Abschnitte zugrunde gelegte Oszillatorgenauigkeit
von 1 ppm und die gewählten Verweildauern der Akquisitionsstufen stellen sicher,
dass der Abtastfehler ≤ TC/4 ist.
t(∆TC ≤ TC/2) t(∆TC ≤ TC/4)
10 ppm 13.0 ms 6.5 ms
3 ppm 43.4 ms 21.7 ms
1 ppm 130.2 ms 65.1 ms
Tab. 6.4: Maximale, der Akquisitionsprozedur zur Verfügung stehende Zeit, um einen
Abtastfehler von TC/2 bzw. TC/4 nicht zu überschreiten (3GPP-System).
• Neben der hier diskutierten seriellen Abarbeitung der einzelnen Akquisitionsstufen
ist es auch möglich, diese
”
verschachtelt“ auszuführen. Alle Stufen werden dabei
periodisch parallel abgearbeitet, so dass bei einem Neustart der Akquisition nach
einer Entscheidungsrückweisung oder nach Erkennen einer Fehlakquisition sofort
neue Entscheidungsvariablen bereit stehen, ohne die entsprechenden Verweildauern
der Stufen abwarten zu müssen [86].
• Insbesondere bei der Akquisition für Mehrwegekanäle kann es sinnvoll sein, mehrere
Testkandidaten zwischen den Akquisitionsstufen auszutauschen. Auf Kosten einer
erhöhten Komplexität kann zum Teil eine Verringerung der Akquisitionszeit erzielt
werden [41].
• Ein im Vergleich zur Schwellwertentscheidung einfacher handhabbares Kriterium zur
Entscheidung über Akzeptanz oder Verwerfung der akquirierten Parameter stellt der
Mehrheitsentscheid dar. Dabei wird üblicherweise eine bestimmte Anzahl von Detek-
tionen für eine Akquisitionsstufe durchgeführt. Eine Entscheidung zugunsten einer
Hypothese wird nur dann akzeptiert, wenn diese mit einer bestimmten Häufigkeit
auftritt. Im Vergleich zur schwellwertbasierten Entscheidung ist hierfür in der Re-
gel eine größere Beobachtungszeit notwendig. Es besteht auch hier die Möglichkeit
die Beobachtungszeit adaptiv zu gestalten, wobei dann die relative Auftrittshäu-
figkeit der Entscheidung zugunsten ein und derselben Hypothese als (vorzeitiges)
Abbruchkriterium verwendet werden kann.
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• Durch gezielt eingebrachte Diversität lässt sich die Leistungsfähigkeit der Akquisi-
tion für Fading-Kanäle erhöhen, auch wenn die Möglichkeiten hierfür aufgrund der
fehlenden Kanalkenntnis beschränkt sind. Als Beispiel für Sendediversität sei das
im 3GPP-Standard vorgeschlagene TSTD-Verfahren (engl.
”
time switched transmit
diversity“ ), bei dem die Basisstation zwei Sendeantennen besitzt und die beiden
Synchronisationskanäle P-SCH und S-SCH abwechselnd von einer der beiden Sen-
deantennen abgestrahlt werden. Diversität durch mehrere Empfangsantennen lässt
sich gewinnen, indem für jede Empfangsantenne eine bezüglich einer Synchronisa-
tionssequenz (Code-Ausschnitt oder spezielle Synchronisationssequenz) angepasste
Filterung durchgeführt und die Signale der Filterausgänge nichtkohärent zusam-
mengefasst werden. Für Sendediversität durch paralleles Abstrahlen der Synchro-
nisationskanäle mit entsprechend verminderter Leistung wird erwartet, dass nur
ein Gewinn für sehr langsames Fading zu verzeichnen ist (Der Fall Sendediversität
bei schnellem Fading ist äquivalent mit dem analysierten Verhalten für Mehrwe-
geausbreitung mit gleichstarken Mehrwegekomponenten, bei dem kein signifikanter
Diversitätsgewinn festgestellt werden konnte). Untersuchungen zu Sende und Emp-
fangsdiversität für langsames Fading wurden z. B. in [28] durchgeführt.
6.3 Zusammenfassung: Mehrstufige
Akquisitionsverfahren
Mehrstufige Akquisitionsverfahren können zur Verringerung der Komplexität und zur Stei-
gerung der Leistungsfähigkeit der Akquisitionsalgorithmen beitragen.
Für Verfahren, die auf einem seriellen Test der Elemente der Parameter-
Unsicherheitsregion beruhen, müssen im Interesse einer geringen Akquisitionszeit die H0-
Elemente in möglichst kurzer Zeit getestet und als solche erkannt werden, damit die Zeit
bis zum Erreichen des H1-Elements (oder der H1-Elemente) gering gehalten wird. Im Ge-
gensatz dazu steht die Forderung nach geringer Fehlalarmwahrscheinlichkeit, die eine län-
gere Beobachtung erfordert. Mehrstufige Akquisitionsverfahren vereinen beide Forderun-
gen, indem auf eine schnelle Suche mit hoher Fehlerwahrscheinlichkeit eine oder mehrere
Verifikationsstufen folgen. In diesem Kapitel ist das Prinzip der Multiple-Dwell Verfahren
auf die Akquisition nach dem MAX/TC-Kriterium angewendet worden. Die mittlere Ak-
quisitionszeit wird als Funktion der Übergangswahrscheinlichkeiten der einzelnen Stufen
abgeleitet.
Ein anderer Ansatz, die mehrstufige Akquisition mit verteilter Information, ordnet jeder
Akquisitionsstufe eine gewisse Information über die Lage des H1-Elements der Parameter-
Unsicherheitsregion zu. Eine Akquisition gilt dann als erfolgreich, wenn in jeder Stufe die
entsprechende Information korrekt gewonnen wurde. Mit Hilfe der Signalflussgraphenme-
thode lassen sich für ein solches System die statistischen Parameter der Akquisitionszeit
als Funktion der Ereigniswahrscheinlichkeiten der Stufen herleiten. Davon ausgehend ist
eine Optimierung der mehrstufigen, verteilten Akquisition prinzipiell möglich, gestaltet
sich jedoch insofern schwierig, als dass eine geschlossene analytische Beschreibung der
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Ereigniswahrscheinlichkeiten komplex bzw. gar nicht angebbar ist. Einige grundlegende
Anforderungen an den Entwurf der einzelnen Stufen können dennoch abgeleitet werden:
Da sich bei mehrstufigen Akquisitionsverfahren mit verteilter Information die minimale
Akquisitionszeit für SINR→ ∞ aus der Summe der Verweildauern der einzelnen Stufen er-
gibt, sollte zunächst die Parameterunsicherheit derart auf die Stufen verteilt werden, dass
sich die die Gesamtverweildauer im Vergleich zum einstufigen Ansatz nicht vergrößert.
Weiterhin sollte sich im Interesse einer Verbesserung der Leistungsfähigkeit in Bezug auf
den Erwartungswert der Akquisitionszeit die Zuverlässigkeit von Stufe zu Stufe erhöhen.
Insbesondere für den Fall
∑N
i=1 Td,i  TP besitzt die letzte Stufe maßgeblichen Einfluss
auf die mittlere Akquisitionszeit, so dass diese die geringste Fehlalarmwahrscheinlichkeit
bei gleichzeitig möglichst hoher Detektionswahrscheinlichkeit aufweisen sollte.
Zum Abschluss des Kapitels wird die Analyse der statistischen Parameter der Akquisiti-
onszeit beispielhaft auf die 3GPP-FDD-DL-Akquisition, die eine mehrstufige Akquisitions-
prozedur mit verteilter Information darstellt, angewendet und ihre Güte durch Vergleich
mit Simulationsergebnissen für ausgewählte Szenarien diskutiert.
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Gegenstand dieser Arbeit ist die systematisierende Betrachtung der Parameter-
Akquisition von DS-SS-Signalen. Hierfür werden bekannte Methoden der Parameterschät-
zung als auch der Detektionstheorie genutzt, um geeignete Akquisitionsalgorithmen und
Akquisitionsverfahren abzuleiten. Ein weiterer wichtiger Aspekt, dem diese Arbeit Rech-
nung tragen möchte, sind Analysemethoden zur Bestimmung der Leistungsfähigkeit wich-
tiger Vertreter der aufgezeigten Algorithmen. Insbesondere kommt der Analyse eine große
Bedeutung zu, als dadurch grundlegende Zusammenhänge und Ansätze zur Optimierung
gewonnen werden können, wodurch die Anzahl zeitaufwendiger simulativer Untersuchun-
gen auf ein Minimum beschränkt werden kann.
Ausgangspunkt der Betrachtungen bildet ein Systemmodell für Mehrnutzer-DS-SS-
CDMA-Systeme, was dahingehend vereinfacht wird, dass auftretende Interferenzen als
gaußsche, weiße Zufallsprozesse modelliert werden. Für die Übertragung wird allgemein
ein WSSUS-Kanal vorausgesetzt, bei dem die einzelnen Mehrwegekomponenten statistisch
unabhängige Rayleigh-Prozesse repräsentieren. Bezüglich aller für die Demodulation erfor-
derlichen Parameterschätzungen erweist es sich insbesondere für den Frequenzversatz und
die zeitliche Synchronisation als sinnvoll, eine Aufteilung in eine Grobsynchronisation, die
Akquisition, und eine Feinsynchronisation, das Tracking, vorzunehmen, wobei die Akquisi-
tion wiederum in eine anfängliche Synchronisation des DS-SS-Signals und die Bestimmung
des Leistungs-Verzögerungs-Kanalprofils unterteilt werden kann. Die Untersuchungen die-
ser Arbeit beschränken sich auf die anfängliche Akquisition von DS-SS-Signalen, d. h. auf
die Akquisition von Synchronisationszeitpunktes und Frequenzversatz. Dabei werden aus-
schließlich vorwärtsverarbeitende, datengestützte Algorithmen betrachtet.
Fasst man die Parameter-Akquisition als Parameterschätzproblem auf, und liegt ferner
keine A-priori-Information über die zu schätzenden Parameter vor, können (asympto-
tisch) wirksame Schätzer mit Hilfe des ML-Kriteriums abgeleitet werden. Die Aufgabe
eines ML-Schätzers besteht darin, die bedingte Dichte des beobachteten Empfangssignals
fR|Q(r|q) für die Realisierungen des Parameter-Vektors q im Parameterraum Q zu ma-
ximieren. Die Dichtefunktion ist i. Allg. nicht unimodal, so dass das globale Maximum
nicht durch iterative Algorithmen bestimmbar ist. Im Sinne vertretbarer Komplexität ist
es deshalb erforderlich, den Parameterraum zu diskretisieren und die Dichtefunktion nähe-
rungsweise für die diskreten Bereiche zu berechnen. Eine allgemein bekannte Struktur zur
Realisierung eines solchen Schätzers stellt die bezüglich aller Parameter signalangepass-
te Filterung des Empfangssignales mit anschließender Detektion des Energiemaximums
dar. Unter Berücksichtigung eines dispersiven Kanals führt der ML-Ansatz auf eine leicht
modifizierte Struktur, indem der Synchronisationszeitpunkt als Startzeitpunkt eines zeit-
lichen Fensters, in dem sich ein Maximum an Signalenergie konzentriert, bestimmt wird;
ein Ergebnis, welches sich als nichtkohärente Ausnutzung der zeitlichen Diversität eines
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dispersiven Kanals interpretieren lässt.
Ist es möglich, die signalangepasste Filterung für einen Parameter unempfindlich (d. h.
mit tolerierbarem Verlust) gegenüber der anderen Parameter durchzuführen, so kann das
mehrdimensionale Schätzproblem auf mehrere eindimensionale – in unserem Fall für Syn-
chronisationszeitpunkt und Frequenz – zurückgeführt werden. In diesem Zusammenhang
gilt es, die Frage nach der bevorzugten Reihenfolge einer solchen seriellen Parameter-
schätzung zu beantworten. Für die Akquisition von DS-SS in einem Mehrnutzer-Szenario
erweist es sich als sinnvoll, die Frequenzversatzschätzung erst nach einer zeitlichen Syn-
chronisation durchzuführen, da die Parameter für die Schätzung des Synchronisationszeit-
punktes relativ leicht so gewählt werden können, dass eine Schätzung trotz Frequenzver-
satz (in gewissen Grenzen) durchführbar ist. Die anschließende Frequenzschätzung kann
dann durch Kenntnis des Synchronisationszeitpunktes auf den entspreizten Symbolen der
Synchronisationssequenz durchgeführt werden, wodurch die durch Mehrnutzerinterferenz
hervorgerufenen Störungen weitestgehend unterdrückt werden. Im Gegensatz dazu müss-
te eine Frequenzschätzung ohne vorausgehende zeitliche Synchronisation auf Chip-Ebene
durchgeführt werden und unabhängig von der pseudo-zufälligen Modulation der Spreizse-
quenz arbeiten. Da das chipbezogene SINR mit typischen Werten 0 dB sehr gering ist,
liefert ein solcher Schätzer in einem Mehrnutzer-Szenario keine brauchbaren Ergebnisse,
weswegen dieser Fall nicht näher betrachtet wird.
Mit der Diskretisierung der Unsicherheitsregion kann die Akquisition als Detekti-
onsproblem aufgefasst werden, wobei die diskretisierten Elemente der Parameter-
Unsicherheitsregion die zu testenden Hypothesen darstellen. Für den mehrdimensionalen
Hypothesentest ergibt sich der optimale Detektor als ML-Detektor mit einem nachfolgen-
den Likelihood-Verhältnis-Test (Schwellwert-Test). Durch geeignete Wahl des Schwellwer-
tes kann das Risiko einer Entscheidung minimiert werden, d. h. es kann ein gewähltes Op-
timalitätskriterium erfüllt werden. Als wichtiges Kriterium für eine Optimierung wird in
dieser Arbeit die mittlere Akquisitionszeit herangezogen. Diesbezüglich existiert für jedes
SINR ein Schwellwert, der zu einem Minimum der mittleren Akquisitionszeit führt. Auf-
grund der Mehrdimensionalität des Detektionsproblems konnte kein geeignetes Kriterium
zur optimalen Schwellwert-Festlegung abgeleitet werden. Eine wohl motivierte, wenngleich
heuristische Vorgehensweise besteht darin, einen Schwellwert für ein Entwurfs-SINR si-
mulativ bzw. numerisch zu bestimmen und diesen adaptiv an die momentane Störleistung
anzupassen. Stehen mehrfache Beobachtungen des Empfangsvektors mit Informationen
über die unbekannten Parameter, z. B. bei periodisch eingebetteten Synchronisationsse-
quenzen oder einem kontinuierlich gesendeten Pilotsignal, zur Verfügung, kann ein Ver-
fahren zur optimalen Gewichtung der Beobachtungen mit dem Ziel der Verbesserung des
Schätzverhaltens für den Synchronisationszeitpunkt abgeleitet werden, wobei jedoch die
Kenntnis der Kanalstatistik vorausgesetzt werden muss. Eine suboptimale Methode zur
Ausnutzung mehrfacher Beobachtung, die keine zusätzliche Information benötigt, stellt
die nichtkohärente Mittelung dar.
Aufgrund des insbesondere für den Synchronisationszeitpunkt oftmals sehr großen Unsi-
cherheitsbereiches werden zur Akquisition von DS-SS-Signalen aufwandsreduzierte Such-
verfahren genutzt. Neben dem klassischen seriellen Verfahren stellt die Suche nach dem
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MAX/TC-Kriterium geeignete Kombination von ML-Detektion und serieller Suche dar.
Untersuchungen für den Rayleigh-Kanal zeigen, dass für geringes SINR eine von der Sekto-
risierung nahezu unabhängige Leistungsfähigkeit bezüglich der mittleren Akquisitionszeit
erreicht werden kann. Für wachsendes SINR wird der Vorteil erhöhter Entscheidungsrate
der seriellen Suche wirksam, wodurch sich auch die mittlere Akquisitionszeit mit zuneh-
mender Sektorisierung verringert. Allerdings bewirkt eine zunehmende Sektorisierung eine
erhöhte Sensitivität gegenüber Fehlanpassungen des Schwellwertes. Insbesondere führt ein
zu geringer Schwellwert zu einer erhöhten Abbruchwahrscheinlichkeit des Tests, bevor der
korrekte Sektor erreicht wird.
Wurde bisher der Fall betrachtet, dass für jede Entscheidung eine feste Beobachtungsdau-
er erforderlich ist, ist es das Ziel sequentieller Tests, die für eine Entscheidung benötigte
Beobachtungszeit adaptiv, unter Vorgabe einer Entscheidungssicherheit, an die Übertra-
gungsbedingungen anzupassen. Simulative Untersuchungen des sequentiellen Tests zeigen,
dass die erreichbare mittlere Akquisitionszeit für niedriges SINR identisch zu einem Test
mit fester Beobachtungsdauer ist. Überschreitet das SINR einen gewissen Wert, reduziert
sich die Beobachtungsdauer beim sequentiellen Test und die Überlegenheit in Bezug auf
die mittlere Akquisitionszeit gegenüber den Tests mit fester Beobachtungsdauer wird of-
fensichtlich. Wegen ihres adaptiven Verhaltens sind sequentielle Tests prädestiniert für
Anwendungen, bei denen die mittlere Beobachtungsdauer minimiert werden soll. In dieser
Arbeit wird anhand von Beispielen das Potenzial sequentieller Verfahren aufgezeigt, die
Optimierung und Analyse muss jedoch weiterführenden Arbeiten vorbehalten bleiben.
Den Abschluss der Arbeit bilden mehrstufige Akquisitionsverfahren. Dabei werden zum
einen die aus der Literatur bekannten Mehrfach-Dwell-Verfahren und zum anderen Akqui-
sitionsverfahren mit verteilter Information behandelt. Durch geeignete Dimensionierung
der einzelnen Stufen ist es in beiden Fällen prinzipiell möglich, die mittlere Akquisiti-
onszeit bei gleichzeitiger Verringerung der Komplexität zu reduzieren. Für die Analyse
zur Bestimmung der statistischen Parameter der Akquisitionszeit kann die Signalflussgra-
phenmethode genutzt werden. Beispielhaft wird die Leistungsfähigkeit der 3GPP-FDD-
DL-Akquisition als ein Vertreter der mehrstufigen, verteilten Verfahren für ausgewählte
Szenarien untersucht und die Anwendbarkeit der analytischen Beschreibung durch Simu-
lationen validiert.
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MF-Detektion für Ein-Nutzer-Fall
Ausgangspunkt der Betrachtungen sei die allgemeine Darstellung eines DS-SS-CDMA-
Signales für einen Nutzer nach Glg. (2.17):
r(t) =
√
EC e
j2π∆ft
L−1∑
l=0
hl
+∞∑
n=−∞
d⌊
n
SF
⌋cn g(t− nTC − τl) . + n(t)
Unter Ausnutzung der Faltungseigenschaft
(a(t) ∗ b(t)) e j2π∆ft =
(
a(t)e j2π∆ft
)
∗
(
b(t)e j2π∆ft
)
(A.1)
kann alternativ für die Gleichung des DS-SS Signals geschrieben werden
r(t) =
√
EC
L−1∑
l=0
hl
+∞∑
n=−∞
d⌊
n
SF
⌋cne
j2π∆fnTC g(t− nTC − τl)e j2π∆f(t−nTC−τl) + n(t) . (A.2)
Das Modell des Matched Filter-Empfängers ist in Abb. A.1 dargestellt. Das Empfangs-
signal wird nacheinander durch ein Chip-Matched-Filter und ein Kanal-Matched-Filter
geführt. Anschließend erfolgt die Abtastung im Chiptakt und Korrelation mit dem kon-
jugiert komplexen Spreizcode des gewünschten Nutzers.
ĥ∗(−τ)
1
SF
∑
SF
(·)
g∗(−t)
c∗n
r(t) d̂j
n′TC
r̃(t) ˜̃r(t)
Abb. A.1: Modell des Matched-Filter-Empfängers.
Nach der Faltung mit dem Empfangsfilter g∗(−t) erhält man
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r̃(t) = g∗(−t) ∗ r(t) =
∫ ∞
−∞
g∗(−t+ τ)r(τ)dτ
=
√
EC
L−1∑
l=0
hl
+∞∑
n=−∞
d⌊
n
SF
⌋cne
j2π∆fnTC
·
∫ ∞
−∞
g∗(−t + τ)g(τ − nTC − τl)e j2π∆f(τ−nTC−τl)dτ +
∫ ∞
−∞
g∗(t− τ)n(t)dτ
︸ ︷︷ ︸
ñ(t)
=
√
EC
L−1∑
l=0
hl
+∞∑
n=−∞
d⌊
n
SF
⌋cne
j2π∆fnTC
·
∫ ∞
−∞
g∗(τ̃)g(τ̃ + t− nTC − τl)e j2π∆f(τ̃+t−nTC−τl)dτ̃ + ñ(t) .
(A.3)
Die Faltung mit dem Schätzwert der zeitlich invertierten und konjugiert komplexen Ka-
nalimpulsantwort liefert:
˜̃r(t) = ĥ∗(−t) ∗ r̃(t)
=
∫ ∞
−∞
L−1∑
l′=0
ĥ∗l′ δ(−t + τ − τ̂l′) r̃(τ) dτ =
L−1∑
l′=0
ĥ∗l′ r̃(t+ τ̂l′)
=
√
EC
L−1∑
l′=0
L−1∑
l=0
ĥ∗l′hl ·
+∞∑
n=−∞
d⌊
n
SF
⌋cne
j2π∆fnTC
·
∫ ∞
−∞
g∗(τ̃ )g(τ̃ + t− nTC − τl + τ̂l′) e j2π∆f(τ̃+t−nTC−τl+τ̂l′ )dτ̃
+
L−1∑
l′=0
ĥ∗l′ ñ(t+ τ̂l′) .
(A.4)
Abtastung zu den Zeitpunkten t = n′TC und Korrelation mit der konjugiert komplexen
Spreizsequenz führt zum Datenschätzwert d̂j
d̂j =
√
EC
L−1∑
l′=0
L−1∑
l=0
ĥ∗l′hl ·
(j+1)SF−1
∑
n′=jSF
+∞∑
n=−∞
d⌊
n
SF
⌋c∗n′cne
j2π∆fnTC
∫ ∞
−∞
g∗(τ̃)g(τ̃ + (n′ − n)TC − τl + τ̂l′) e j2π∆f(τ̃+(n
′−n)TC−τl+τ̂l′ )dτ̃
+
(j+1)SF−1
∑
n′=jSF
L−1∑
l′=0
ĥ∗l′ ñ(n
′TC + τ̂l′) .
(A.5)
Mit ∆n = n− n′ folgt
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d̂j =
√
EC
L−1∑
l′=0
L−1∑
l=0
ĥ∗l′hl
+∞∑
∆n=−∞
(j+1)SF−1
∑
n′=jSF
d⌊n′+∆n
SF
⌋c∗n′cn′+∆ne
j2π∆f(n′+∆n)TC
·
∫ ∞
−∞
g∗(τ̃)g(τ̃ − ∆nTC − τl + τ̂l′) e j2π∆f(τ̃−∆nTC−τl+τ̂l′ )dτ̃
+
(j+1)SF−1
∑
n′=jSF
L−1∑
l′=0
ĥ∗l′ ñ(n
′TC + τ̂l′)
=
√
EC
L−1∑
l′=0
L−1∑
l=0
ĥ∗l′hl e
j2π∆f(τ̂l′−τl)
+∞∑
∆n=−∞
(j+1)SF−1
∑
n′=jSF
d⌊n′+∆n
SF
⌋cn′+∆n
︸ ︷︷ ︸
c̃n′+∆n
c∗n′e
j2π∆fn′TC
︸ ︷︷ ︸
A∗
cc̃,SF
(jSF,∆n,∆f)
·
∫ ∞
−∞
g∗(τ̃)g(τ̃ − ∆nTC − τl + τ̂l′) e j2π∆fτ̃dτ̃
︸ ︷︷ ︸
1/
√
TC ·A∗gg(−∆nTC−τl+τ̂l′ ,∆f)
+
(j+1)SF−1
∑
n′=jSF
L−1∑
l′=0
ĥ∗l′ ñ(n
′TC + τ̂l′)c
∗
n′
(A.6)
d̂j =
√
EC
TC
L−1∑
l′=0
L−1∑
l=0
ĥ∗l′hl e
j2π∆f(τ̂l′−τl)
+∞∑
∆n=−∞
A∗cc̃,SF (jSF,∆n,∆f)A
∗
gg(−∆nTC − τl + τ̂l′,∆f)
+
(j+1)SF−1
∑
n′=jSF
L−1∑
l′=0
ĥ∗l′ ñ(n
′TC + τ̂l′)c
∗
n′
= d
(kd)
j ·
√
EC
TC
L−1∑
l=0
ĥ∗l hl e
j2π∆f(τ̂l′−τl)A∗cc,SF (jSF, 0,∆f)A
∗
gg(−τl + τ̂l,∆f)
+
√
EC
TC
L−1∑
l′=0
L−1∑
l=0
l 6=l′
ĥ∗l′hl e
j2π∆f(τ̂l′−τl)
+∞∑
∆n=−∞
∆n 6=0
A∗cc̃,SF (jSF,∆n,∆f)A
∗
gg(−∆nTC − τl + τ̂l′ ,∆f)
+
(j+1)SF−1
∑
n′=jSF
L−1∑
l′=0
ĥ∗l′ ñ(n
′TC + τ̂l′)c
∗
n′ .
(A.7)
Für den Fall perfekter Kanalkenntnis (ĥl = hl, τ̂l = τl) und unter der Annahme von ideal
kompensiertem Frequenzversatz vereinfacht sich obige Gleichung zu
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d̂j = dj
√
EC
TC
L−1∑
l=0
|hl|2
+
√
EC
TC
L−1∑
l′=0
L−1∑
l=0
l 6=l′
h∗l′hl
+∞∑
∆n=−∞
∆n 6=0
R∗cc̃,SF (jSF,∆n)R
∗
gg(−∆nTC − τl + τl′)
+
(j+1)SF−1
∑
n′=jSF
L−1∑
l′=0
h∗l′ ñ(n
′TC + τl′)c
∗
n′ .
(A.8)
MF-Detektion im Mehrnutzer-Fall
Das Empfangssignal r(t) beinhalte die Signalanteile von K Nutzern. Für die Datenschätz-
werte d̂
(kd)
j des gewünschten Nutzers kd ergibt sich in Analogie zu Glg. (A.7)
d̂
(kd)
j = d
(kd)
j ·
√
E
(kd)
C
TC
L(kd)−1∑
l=0
ĥ
(kd)
∗
l h
(kd)
l e
j2π∆f(kd)(τ̂
(kd)
l
−τ (kd)
l
)
· A∗
c(kd)c(kd),SF
(jSF, 0,∆f (kd))A∗gg(−τl + τ̂l,∆f (kd))
+
√
E
(kd)
C
TC
L(kd)−1∑
l′=0
L(kd)−1∑
l=0
l 6=l′
ĥ
(kd)
∗
l′ h
(kd)
l e
j2π∆f(kd)(τ̂
(kd)
l′
−τ (kd)
l
)
·
+∞∑
∆n=−∞
∆n 6=0
A∗
c(kd)c̃(kd),SF
(jSF,∆n,∆f
(kd))A∗gg(−∆nTC − τ (kd)l + τ̂
(kd)
l′ ,∆f
(kd))
+
K∑
k=1
k 6=kd
√
E
(k)
C
TC
L(kd)−1∑
l′=0
L(k)−1∑
l=0
ĥ
(kd)
∗
l′ h
(k)
l e
j2π∆f(k)(τ̂
(kd)
l′
−τ (k)
l
)
·
+∞∑
∆n=−∞
A∗
c(kd)c̃(k),SF
(jSF,∆n,∆f
(k))A∗gg(−∆nTC − τ (k)l + τ̂
(kd)
l′ ,∆f
(k))
+
(j+1)SF−1
∑
n′=jSF
L(kd)−1∑
l′=0
ĥ
(kd)
∗
l′ ñ(n
′TC + τ̂
(kd)
l′ )c
(kd)
∗
n′ .
(A.9)
Perfekte Empfängersynchronisation vereinfacht den Ausdruck für den Datenschätzwert
152
Anhang A Interferenz bei MF-Detektion von DS-CDMA-Signalen
d̂
(kd)
j = d
(kd)
j ·
√
E
(kd)
C
TC
L(kd)−1∑
l=0
∣
∣
∣h
(kd)
l
∣
∣
∣
2
+
√
E
(kd)
C
TC
L(kd)−1∑
l′=0
L(kd)−1∑
l=0
l 6=l′
h
(kd)
∗
l′ h
(kd)
l
·
+∞∑
∆n=−∞
∆n 6=0
R∗
c(kd)c̃(kd),SF
(jSF,∆n)R
∗
gg(−∆nTC − τ (kd)l + τ
(kd)
l′ )
+
K∑
k=1
k 6=kd
√
E
(k)
C
TC
L(kd)−1∑
l′=0
L(k)−1∑
l=0
h
(kd)
∗
l′ h
(k)
l
·
+∞∑
∆n=−∞
R∗
c(kd)c̃(k),SF
(jSF,∆n)R
∗
gg(−∆nTC − τ (k)l + τ
(kd)
l′ )
+
(j+1)SF−1
∑
n′=jSF
L(kd)−1∑
l′=0
h
(kd)
∗
l′ ñ(n
′TC + τ
(kd)
l′ )c
(kd)
∗
n′ .
(A.10)
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Ambiguity Funktion eines bandbegrenzten Signales
Gegeben sei ein ideal bandbegrenztes Signal g(t) mit dem Spektrum
G(f) =
1
B
, −B
2
≤ f ≤ B
2
. (B.1)
Die Ambiguity-Funktion berechnet sich mit Hilfe von Glg. (2.25) zu
Agg(τ,∆f) =
1
B
∫ +B
2
−∆f
2
−B
2
+∆f
2
ej2πτ(f+∆f)df =
1
B
ej2πτ(∆f)
∫ +B
2
−∆f
2
−B
2
+∆f
2
ej2πτfdf
= ej2πτ∆f
sin (πτ (B − ∆f))
πBτ
.
(B.2)
IstB = 1/TC und werden die normierten Größen τ
′ = τ/TC bzw. ν
′ = ∆f TC für Frequenz-
versatz und Verzögerung eingeführt, so lässt sich für die normierte Ambiguity-Funktion
schreiben:
Agg(τ
′, ν ′) = ej2πτ
′ν′ sin (πτ
′ (1 − ν ′))
πτ ′
. (B.3)
Ambiguity-Funktion einer Sequenz mit idealer AKF
Gegeben sei eine Sequenz c = [c0, c1, . . . , cM−1] deren Elemente cn eine konstante Am-
plitude besitzen. Es gelte |cn|2 = 1, ∀ i. Ferner werde ideales Autokorrelationsverhalten
vorausgesetzt:
Rcc(m) =
M−1∑
n=0
cn c
∗
n+m =
{
1, für m = 0
0, sonst
. (B.4)
Mit dieser Eigenschaft nimmt die Ambiguity-Funktion Acc(m,∆f) ebenfalls nur fürm = 0
einen von Null verschiedenen Wert an
Acc(m,∆f) =
{
Acc(0,∆f), für m = 0
0, sonst
.
Nach Glg. (2.23) gilt
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Acc(0,∆f) =
M−1∑
n=0
cnc
∗
ne
−j2π∆fnTC
=
1 − e−j2π∆fMTC
1 − e−j2π∆fTC
=
e−jπ∆fMTC
e−jπ∆fTC
e jπ∆fMTC − e−jπ∆fMTC
e jπ∆fTC − e−jπ∆fTC .
(B.5)
Mit der Identität
sin(x) =
ejx − e−jx
2j
folgt
Acc(0,∆f) = e
−jπ∆f(M−1)TC sin (π∆fMTC)
sin (π∆fTC)
, (B.6)
so dass für ∆f TC  1 weiter geschrieben werden kann
Acc(0,∆f) ≈ e−jπ∆f(M−1)TC
sin (π∆fMTC)
π∆fTC
≈M · e−jπ∆f(M−1)TC sinc (∆fMTC) ,
(B.7)
bzw. in normierter Darstellung mit ν ′ = ∆f TC
Acc(0, ν
′) ≈M · e−jπν′(M−1) sinc (ν ′M) . (B.8)
Ambiguity-Funktion einer impulsmodulierten Folge
mit idealem Korrelationsverhalten
Eine Sequenz c = [c0, c1, . . . , cM−1] werde mit mit einem nach Glg. (B.1) bandbegrenzten
Impuls g(t) moduliert, wobei c aus Elementen konstanter Amplitude bestehe und ideales
Autokorrelationsverhalten besitze.
Mit
s(t) =
M−1∑
n=0
cn · g(t− nTC) (B.9)
lautet die Ambiguity Funktion
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Ass(τ,∆f) =
∫ ∞
−∞
s(t) s∗(t+ τ)e−j2π∆ft
=
∫ ∞
−∞
(
M−1∑
n=0
cn · g(t− nTC)
)
·
(
M−1∑
m=0
c∗m · g∗(t−mTC + τ)
)
e−j2π∆ft dt .
(B.10)
Substitution von t̃ = t− nTC , m = n + j und Umordnen der Terme führt auf
Ass(τ,∆f) =
M−1∑
j=0
M−1∑
n=0
cnc
∗
n+je
−j2π∆fnTC
∫ ∞
−∞
g(t̃)g∗(t̃− jTC + τ)e−j2π∆f t̃ dt̃ . (B.11)
Gleichung (B.11) stellt das allgemeine Ergebnis für die Ambiguity-Funktion einer mit
einem Impuls g(t) modulierten Sequenz c dar, die auch als Faltung der Code-Ambiguity-
Funktion mit der Impuls-Ambiguity-Funktion interpretiert werden kann. Unter Berück-
sichtigung der als ideal angenommenen AKF der Sequenz c lässt sich Glg. (B.11) weiter
vereinfachen
Ass(τ,∆f) =
M−1∑
n=0
cnc
∗
ne
−j2π∆fnTC
︸ ︷︷ ︸
≡Glg. (B.6)
·
∫ ∞
−∞
g(t′)g∗(t′ + τ ′)e−j2π∆ft
′
dt′
︸ ︷︷ ︸
≡Glg. (B.2)
= Acc(0,∆f) · Agg(τ,∆f) ,
(B.12)
so dass das Ergebnis für den ideal bandbegrenzten Impulsformer lautet:
Ass(τ,∆f) = e
jπ∆f(2τ−(M−1)TC ) · sin (π∆fMTC)
sin (π∆fTC)
· sin (πτ (B − ∆f))
πBτ
, (B.13)
bzw. in normierter Darstellung τ ′ = τ/TC , ν
′ = ∆fTC und mit B = 1/TC
Ass(τ,∆f) = e
jπν′(2τ ′−(M−1)) · sin (πν
′M)
sin (πν ′)
· sin (πτ
′ (1 − ν ′))
πτ ′
. (B.14)
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frequenzunabhängige
Timing-Schätzung
Der frequenzunabhängige Timing-Schätzer ergibt sich durch Integration der parameter-
abhängigen bedingten Dichte des Empfangsvektors nach Glg. (3.18) über die Dichte des
Frequenzversatzes
fR|τ ′(r | τ ′) =
1
(πI0)W
′
P
∫ ∞
ν′=−∞
e
− 1
I0
‖r−F P (ν′)SP (τ ′)h‖2 fν′(ν
′) dν ′. (C.1)
Analog zu Glg. (3.20) und mit der Annahme von gleichverteiltem Frequenzversatz ν ′ ∈
[−ν ′max, ν ′max] folgt für weiße unkorrellierte Gaußsche Störung
fP
R|τ ′
(r | τ ′) = 1
(πI0)W
′
P
1
2 ν ′max
∫ ν′max
ν′=−ν′max
e
− 1
I0
‖r−F P (ν′)ΨP (τ ′) F HP (ν′) r‖2dν ′. (C.2)
Es sei wiederum eine Synchronisationssequenz mit perfektem Autokorrelationsverhalten
SHP SP = I gegeben, so dass mit Glg. (3.27) und Glg. (3.28) weiterhin geschrieben werden
kann
fP
R|τ ′
(r | τ ′) = 1
(πI0)W
′
P
1
2 ν ′max
∫ ν′max
ν′=−ν′max
e
− 1
I0
‖SHP (τ ′) F HP (ν′) r‖2dν ′
=
1
(πI0)W
′
P
1
2 ν ′max
∫ ν′max
ν′=−ν′max
e
− 1
I0
L−1
P
l=0
˛
˛
˛
˛
˛
M′+P ′
P
i=0
ri s∗(i+τ ′−l) e
−j2π ν
′
NS
i
˛
˛
˛
˛
˛
2
dν ′.
(C.3)
Eine Näherung für die geschlossene Lösung von Glg. (3.41) kann durch Reihenentwicklung
der Exponentialfunktion und Vernachlässigung der Terme höherer Ordnung angegeben
werden ex =
∑∞
n=0
xn
n!
≈ 1 + x [16].
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∫ ν′max
ν′=−ν′max
e···dν ′
≈
∫ ν′max
ν′=−ν′max
1 dν ′ +
∫ ν′max
ν′=−ν′max
− 1
I0
L−1∑
l=0
∣
∣
∣
∣
∣
M ′+P ′∑
i=0
ri s
∗(i + τ ′ − l) e−j2π
ν′
NS
i
∣
∣
∣
∣
∣
2
dν ′
= 2ν ′max −
1
I0
L−1∑
l=0
M ′+P ′∑
i=0
M ′+P ′∑
i′=0
ri s
∗(i + τ ′ − l)r∗i′ s(i′ + τ ′ − l)
∫ ν′max
ν′=−ν′max
e
−j2π ν′
NS
(i′−i)
dν ′
= 2ν ′max +
1
I0
L−1∑
l=0
M ′+P ′∑
i=0
M ′+P ′∑
i′=0
ri s
∗(i+ τ ′ − l)r∗i′ s(i′ + τ ′ − l) 2ν ′max sinc
(
ν ′max
NS
(i′ − i)
)
.
(C.4)
Kann nun der maximal zu erwartende Frequenzversatz als klein in Bezug auf die
Chip-Frequenz angenommen werden (Mν ′max / 0.1, vgl. auch Abb. 3.5 b)), so ist
sinc
(
ν′max
NS
(i− i′)
)
≈ 1 und damit gilt
∫ ν′max
ν′=−ν′max
e···dν ′ ≈ 2ν ′max +
2ν ′max
I0
L−1∑
l=0
∣
∣
∣
∣
∣
M ′+P ′∑
i=0
ri s
∗(i+ τ ′ − l)
∣
∣
∣
∣
∣
2
. (C.5)
Für die zu maximierende Dichte folgt
fP
R|τ ′
(r | τ ′) ≈ 1
(πI0)W
′
P

1 +
L−1∑
l=0
∣
∣
∣
∣
∣
M ′+P ′∑
i=0
ri s
∗(i + τ ′ − l)
∣
∣
∣
∣
∣
2

 , (C.6)
woraus sich schließlich der frequenzunabhängige Schätzer ergibt
q̂ML(r) = arg max
τ ′∈[0,P ′)
L−1∑
l=0
∣
∣
∣
∣
∣
M ′+P ′∑
i=0
ri s
∗(i + τ ′ − l)
∣
∣
∣
∣
∣
2
= arg max
τ ′∈[0,P ′)
∥
∥SHP (τ
′)r
∥
∥
2
.
(C.7)
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Die folgenden Betrachtungen zur Varianzanalyse der Frequenzschätzung beziehen sich auf
den vereinfachten Schätzer nach Glg. (3.48), wobei aufgrund der vorausgegangenen Ver-
zögerungssynchronisation der Synchronisationszeitpunkt als ideal bekannt angenommen
werden kann, so dass die Frequenzschätzung auf dem im Chiptakt abgetasteten Empfangs-
vektor durchgeführt werden soll (Überabtastfaktor NS = 1, TA = TC , Beobachtungslänge
des Empfangsvektors M ′ TA = M TC)
ν̂ ′ =
1
2πn
φn ,
wobei einschränkend der Fall des Vorhandenseins lediglich einer Mehrwegekomponente
L′ = 1 analysiert werde. Aus Glg. (3.53) und mit der Annahme perfekter zeitlicher Syn-
chronisation berechnen sich die Quantitäten pn wie folgt:
pn =
M−1∑
i=n
s(i− n)r∗i−n s∗(i)ri .
Zur Vereinfachung der Schreibweise sei rd,i = s
∗(i) ri definiert, so dass
pn =
M−1∑
i=n
r∗d,i−n rd,i . (D.1)
Unter Berücksichtigung des Signalmodells aus Glg. (3.79) und unter Annahme einer Syn-
chronisationssequenz mit konstanter Amplitude s∗(i)s(i) = |s|2 , ∀ i gilt
rd,i = s
∗(i)
(
s(i)h0(i)e
j2πν′i + ni
)
= s∗(i)s(i)h0(i)e
j2πν′i + s∗(i)ni
= |s|2 h0(i)e j2πν
′i + nd,i ,
(D.2)
wobei ni die Werte der Abtastfolge eines komplexen, weißen Gaußschen Störprozesses
(Rauschen+Interferenz) mit Varianz σ2n repräsentieren.
AWGN-Kanal
Die Berechnung der Varianz erfolgt mit Hilfe der Näherung (Glg. (3.93))
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VAR
{
ν̂ ′
}
≈ 1
(2πn)2
E
{
[={pn}]2
}
[E {< {pn}}]2
,
deren Gültigkeit darauf basiert, dass der Imaginärteil von pn mittelwertfrei und die Vari-
anzen von Real- und Imaginärteil von pn klein im Verhältnis zum quadrierten Mittelwert
des Realteils sind [59].
Weiterhin soll gelten
• die komplexwertigen Abtastwerte der Rauschens ni sind statistisch unabhängig mit
statistisch unabhängigen Real– und Imaginärteilen; Real– und Imaginärteil besitzen
die Varianz σn
2/2
• die Varianzberechnung erfolgt für ν ′ = 0.
Der quadratische Erwartungswert des Imaginärteils
E
{
[={pn}]2
}
= E
{
=
{
M−1∑
i=n
r∗d,i−n rd,i
M−1∑
j=n
r∗d,j−n rd,j
}}
(D.3)
liefert aufgrund der Unkorreliertheit der Rausch-Abtastwerte nur Beiträge für j = i und
j = i± n
E
{
[={pn}]2
}
= R
{
=
{
M−1∑
i=n
r∗d,i−nrd,i r
∗
d,i−nrd,i +
M−1−n∑
i=n
r∗d,i−nrd,i r
∗
d,ird,i+n
+
M−1−n∑
i=n
r∗d,i−nrd,i r
∗
d,i−2nrd,i−n
}}
.
(D.4)
Mit E
{
=
{
s∗d,isd,j
}}
= EC/TC ergibt sich nach einiger Rechnung
E
{
[={pn}]2
}
= (M − n)
(
EC
TC
σ2n +
1
2
σ4n
)
− (M − 2n)EC
TC
(D.5)
Für den Erwartungswert E {< {pn}} ergibt sich
E {< {pn}} = (M − n)
EC
TC
, (D.6)
so dass schließlich folgt
VAR
{
ν̂ ′
}
=
1
(2πn)2
[
n
(M − n)2
σ2n
EC/TC
+
1
2(M − n)
(
σ2n
EC/TC
)2
]
, (D.7)
oder als Funktion des am Schätzer effektiv wirksamen SINR γeff
=
1
(2πn)2
[
n
(M − n)2
1
γeff
+
1
2(M − n)
1
γ2eff
]
. (D.8)
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Zeitvariantes Rayleigh-Fading
Die näherungsweise Berechnung der Varianz unter Berücksichtigung des zeitvarianten Ver-
haltens im Rayleigh-Kanal soll in Anlehnung an [17] für den vereinfachten verzögerungs-
abhängigen Frequenzschätzer hergeleitet werden. Da ideale zeitliche Synchronisation vor-
ausgesetzt wird soll die Frequenzschätzung auf den im Chiptakt abgetasteten Empfangs-
vektor durchgeführt werden (Überabtastfaktor sei NS = 1, TA = TC , Beobachtungslänge
des Empfangsvektors M ′ TA = M TC). Wegen des linearen Zusammenhangs
ν̂ ′ =
1
2πn
φn ,
ist es ausreichend, zunächst die Varianz des Schätzwertes für die Phase φn der Quantitäten
pn zu bestimmen. Es gilt
pn = |pn| e jφn ,
so dass für den Schätzwert φn geschrieben werden kann
φn = −j ln pn + j ln |pn| . (D.9)
Die näherungsweise Analyse der Varianz soll für kleine φ durch eine Reihenentwicklung in
der Umgebung des Erwartungswertes von φ durchgeführt werden, wobei sich auf die linea-
ren Anteile beschränkt werden soll (vgl. dazu [39, 294 ff]). Die Entwicklung der linearen
Taylorreihe lautet
φn ≈ −j ln (E {pn}) + j ln (E {|pn|})
︸ ︷︷ ︸
E{φn}
−jpn − E {pn}
E {pn}
+ j
|pn| − E {|pn|}
E {|pn|}
. (D.10)
Da φn − E {φn} eine rein reelle Größe ist, gilt äquivalent
φn − E {φn} ≈ =
{
pn − E {pn}
E {pn}
}
= =
{
pn
E {pn}
}
. (D.11)
Somit folgt 1.
VAR {φn} = E
{
(φn − E {φn})2
}
= E
{
=
{
pn
E {pn}
}
· =
{
pn
E {pn}
}}
=
1
2
<
{
E {pn p∗n}
E {pn}E {p∗n}
− E {pn pn}
E {pn}E {pn}
}
.
(D.12)
1Die für die Varianzbetrachtung im AWGN-Kanal genutzte Näherung folgt unmittelbar aus Glg. (D.12),
da im AWGN-Fall der Imaginärteil der Quantitäten pn mittelwertfrei ist. Dann gilt: VAR {φn} =
E
{
={pn}
E{<{pn}}
={pn}
E{<{pn}}
}
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Mit der Definition der zu den Zeitpunkten ∆t = k TA abgetasteten Autokorrelations-
funktion des (mittelwertfreien) Rayleigh-Prozesses R(k) = R(τ = k TA) = E
{
|h0|2
}
·
J0(2πν
′
dmax
k), wobei hier E
{
|h0|2
}
= 1 vorausgesetzt werden soll, berechnen sich die sta-
tistischen Momente E {pn p∗n} und E {pnpn} wie folgt:
E {pn p∗n} =
(
M−1−n∑
∆=n−M+1
(M − n− |∆|)R2(∆)
)
+(M−n)
(
2R(0)
EC
TC
σ2n + σ
4
n
)
, (D.13)
E {pn pn} =
(
M−1−n∑
∆=n−M+1
(M − n− |∆|)R(∆ − n)R(∆ + n)
)
+ (M − 2n)R(2n) EC
TC
σ2n .
(D.14)
Für den Erwartungswert der Quantitäten pn erhält man
E {pn} = E {p∗n} = (M − n)R(n)
EC
TC
, (D.15)
so dass die Varianz der Phase φn durch
VAR {φn} =
1
2
1
(M − n)2R2(n)
[(
M−1−n∑
∆=n−M+1
(M − n− |∆|)
(
R2(∆) − R(∆ − n)R(∆ + n)
)
)
+ 2
σ2n
EC/TC
((M − n)R(0) − (M − 2n)R(2n)) +
(
σ2n
EC/TC
)2
(M − n)
]
(D.16)
angegeben werden kann. Die Varianz kann auch in Abhängigkeit des am Schätzer effektiv
wirksamen SINRs γeff angegeben werden
VAR {φn} =
1
2
1
(M − n)2R2(n)
[(
M−1−n∑
∆=n−M+1
(M − n− |∆|)
(
R2(∆) − R(∆ − n)R(∆ + n)
)
)
+ 2
1
γeff
((M − n)R(0) − (M − 2n)R(2n)) + 1
γeff
(M − n)
]
,
(D.17)
so dass für die Varianz des Frequenzschätzwertes gilt
VAR {ν̂ ′} = 1
(2πn)2
VAR {φn} . (D.18)
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Bei der Betrachtung von Mehrwegeausbreitung bleibt die Gültigkeit des Markov-Modells
nach Abb. 6.7 zur Beschreibung der 3GPP-Akquisitionsprozedur erhalten. Es sei wie-
derum vereinfachend angenommen, dass jeweils nur der wahrscheinlichste Kandidat von
einer Stufe an die nachfolgende weitergegeben wird. Liegt ein Kanal mit L′ statistisch
unabhängigen Mehrwegekomponenten vor, ändern sich die Übergangswahrscheinlichkei-
ten der Zustände des Markov-Graphen insofern, dass insgesamt L′ korrekte Zeitschlitz-
Synchronisationszeitpunkte detektiert werden können. Da die zugehörigen Kanalkoeffizi-
enten in der Regel unterschiedliche Leistungen besitzen, sind die Übergangswahrschein-
lichkeiten der zweiten und dritten Akquisitionsstufe auch von der Entscheidung der ersten
Stufe abhängig.
Die Zeitschlitz-Akquisition bestimmt den Synchronisationszeitpunkt als ML-
Schätzwert, welcher im Anschluss einem Schwellwerttest unterzogen wird. Die Ereignis-
wahrscheinlichkeiten für eine ML-Detektion mit anschließender Schwellwertentscheidung
sind bereits in Abschnitt 4.2 angegeben worden, sollen jedoch der Vollständigkeit halber
hier wiederholt werden. Es bezeichnen Pd,MF,l, l = 0, . . . , L
′ − 1 die Detektionswahr-
scheinlichkeiten der Zeitschlitz-Akquisition für die L′ Mehrwegekomponenten des Kanals,
d. h. die Wahrscheinlichkeiten, dass die der Ausbreitungsverzögerung des l-ten Ausbrei-
tungspfades zugehörige Entscheidungsvariable das Maximum aller Entscheidungsvariablen
darstellt und den Entscheidungsschwellwert überschreitet
Pd,MF,l =
∫ ∞
η′′MF
[∫ zl
0
fZk(zk|H0) dzk
]P ′−L′ L′−1∏
j=0
j 6=l
[∫ zl
0
fZj(zj|H1) dzj
]
fZl(zl|H1) dzl . (E.1)
Die Wahrscheinlichkeit eines Fehlalarms berechnet sich als Wahrscheinlichkeit, dass eine
H0-Entscheidungsvariable das Maximum aller Entscheidungsvariablen ist und den Ent-
scheidungsschwellwert überschreitet. Sie kann aus der Differenz der Wahrscheinlichkeit,
dass mindestens eine Entscheidungsvariable unter Voraussetzung von H0 den Schwellwert
η′′MF überschreitet und der Detektionswahrscheinlichkeit bestimmt werden
P
(L′)
fa,MF = 1 −
[
∫ η′′MF
0
fZk(zk|H0) dzk
]P ′−L′ L′−1∏
j=0
∫ η′′MF
0
fZj (zj|H1) dzj −
L′−1∑
l=0
Pd,MF,l . (E.2)
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Die Wahrscheinlichkeit einer Entscheidungsrückweisung ist die Wahrscheinlichkeit, dass
sämtliche Entscheidungsvariablen unterhalb des Entscheidungsschwellwertes liegen
P
(L′)
m,MF = 1 − Pfa,MF −
L′−1∑
l=0
Pd,MF,l
=
[
∫ η′′MF
0
fZk(zk|H0) dzk
]P ′−L′ L′−1∏
j=0
∫ η′′
0
fZj (zj|H1) dzj .
(E.3)
Aufgrund der Modellannahmen besitzen alle H0-Entscheidungsvariablen eine zentra-
le Chi-Quadrat-Verteilung mit 2QMF Freiheitsgraden, die durch die effektive In-
terferenz eindeutig charakterisiert wird. Die Wahrscheinlichkeitsdichtefunktionen der
H1-Entscheidungsvariablen können als Faltung von QMF zentralen Chi-Quadrat-
Verteilungsdichten aufgefasst werden, wobei die Varianzparameter durch die QMF Eigen-
werte der Kovarianzmatrix der QMF Beobachtungen gegeben sind. Die Kovarianzmatrix
unter Voraussetzung von Rayleigh-Fading (vgl. Abschnitt 4.3.1) ist eindeutig bestimmt,
wenn die mittleren Pfadleistungen des Mehrwegekanals sowie die mittlere effektive Inter-
ferenz bekannt sind. Die Bestimmung der Wahrscheinlichkeitsdichtefunktionen erfordert
folglich die Kenntnis der effektiven SINR für die einzelnen Mehrwegekomponenten. Für
das Verhältnis von effektiv verfügbarer Chip-Energie und Interferenz (vor der Korrelati-
on) für einen, der Ausbreitungsverzögerung einer Mehrwegekomponente hl zugehörigen,
Abtastzeitpunkt kl gilt näherungsweise (vgl. auch Abb. 6.5)
1)
E
{
EC,P-SCH,l
Ieff(kl)
}
=
EC,P-SCH E {|hl|2}
IOR − EC,P-SCH
︸ ︷︷ ︸
Intrazell
+ IOC
︸︷︷︸
Interzell
. (E.4)
Unter Berücksichtigung eines Frequenzversatzes - ein Verlust durch fehlerhafte Abtastung
bleibe hier unberücksichtigt - folgt das effektive SINR nach der Korrelation über MMF
Chips zu
γ̄MF,eff ,l = MMF sinc
2 (ν ′MMF) E
{
EC,P-SCH,l
Ieff(kl)
}
. (E.5)
Für alle nicht korrekten Synchronisationszeitpunkte k 6= kl, l = 0, . . . , L′ − 1 sei die
effektiv wirksame spektrale Leistungsdichte der Interferenz näherungsweise konstant
I
(MF)
0,eff ≈ IOR − EC,P-SCH + IOC . (E.6)
Da die zweite Stufe zur Detektion von Rahmensynchronisation und Scramblingco-
degruppe in der hier betrachteten Realisierung ohne Entscheidungsschwellwert arbeitet,
1Es wird für den P-SCH perfektes Autokorrelationsverhalten angenommen, wodurch keine Selbstinter-
ferenz des P-SCH bei Mehrwegeausbreitung entsteht.
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sind hierfür nur die Wahrscheinlichkeiten Pd,SCG,l und Pfa,SCG,l = 1 − Pd,SCG,l zu bestim-
men. Da nur ein Schätzwert für den Zeitschlitz-Synchronisationszeitpunkt von der ersten
Stufe weitergegeben wurde, unterscheidet sich die Berechnung der Detektionswahrschein-
lichkeit formal nicht von der Berechnung für den Einpfad-Kanal, lediglich die Parameter
der Wahrscheinlichkeitsdichtefunktionen der Entscheidungsvariablen sind vom bestimm-
ten Zeitschlitz-Synchronisationszeitpunkt abhängig
Pd,SCG,l =
∫ ∞
0
[∫ zl
0
fZk(zk|H0) dzk
]NSCG−1
fZl(zl|H1) dzl , (E.7)
Die Wahrscheinlichkeitsdichtefunktionen der Entscheidungsvariablen der H0- bzw. H1-
Hypothesen sind äquivalent zu denen der Zeitschlitz-Akquisition. Für das Verhältnis von
effektiv verfügbarer Chip-Energie und Interferenz für die l-ten Mehrwegekomponente gilt
2
E
{
EC,S-SCH,l
Ieff(kl)
}
=
EC,S-SCH E {|hl|2}
IOR − EC,S-SCH E
{
|hl|2
}
︸ ︷︷ ︸
Intrazell
+ IOC
︸︷︷︸
Interzell
. (E.8)
Das effektive SINR nach der Korrelation über MSCG Chips beträgt dann
γ̄SCG,eff ,l = MSCG sinc
2 (ν ′MSCG) E
{
EC,S-SCH,l
Ieff(kl)
}
. (E.9)
Für den Test aller nicht korrekten Hypothesen, inklusive der Tests mit einem fehlerhaf-
ten Schätzwert des Synchronisationszeitpunktes aus der vorherigen Stufe, sei die effektiv
wirksame spektrale Leistungsdichte der Interferenz wiederum näherungsweise als konstant
angenommen
I
(SCG)
0,eff ≈ IOR + IOC . (E.10)
Die Übergangswahrscheinlichkeiten der dritten Stufe zur Scramblingcode-Detektion
berechnen sich ähnlich denen der Zeitschlitz-Akquisition mit dem Unterschied, dass auf-
grund der Beschränkung auf den Austausch nur eines Schätzwertes zwischen den Stufen
nur eine H1-Entscheidungsvariable auftreten kann. Dies ist zudem nur dann zutreffend,
wenn die vorangegangenen Stufen korrekte Schätzwerte bestimmt haben, d. h. die Detek-
tion wird, wie bereits die vorangegangene Stufe, basierend auf der Mehrwegekomponen-
te durchgeführt, deren Verzögerung in der ersten Stufe geschätzt bzw. detektiert wurde.
Detektions-, Fehlalarmwahrscheinlichkeit und die Wahrscheinlichkeit einer Entscheidungs-
rückweisung unterscheiden sich i. Allg. für verschiedene Mehrwegekomponenten, so dass
diese auch getrennt berechnet werden müssen. Abwandlung der Gleichungen (E.1)–(E.3)
führt auf
2Die S-SCH-Symbole besitzen kein ideales Autokorrelationsverhalten, weswegen die durch Mehrwege-
ausbreitung hervorgerufene Selbstinterferenz im Gegensatz zur Zeitschlitz-Akquisition berücksichtigt
werden soll.
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Pd,SC,l =
∫ ∞
η′′SC
[∫ zl
0
fZk(zk|H0) dzk
]NSC−1
fZl(zl|H1) dzl , (E.11)
Pfa,SC,l = 1 −
[
∫ η′′SC
0
fZk(zk|H0) dzk
]NSC−1 ∫ η′′SC
0
fZl(zl|H1) dzl − Pd,SC,l (E.12)
und
Pm,SC,l = 1 − Pfa,SC,l − Pd,SC,l
=
[
∫ η′′SC
0
fZk(zk|H0) dzk
]NSC−1 ∫ η′′SC
0
fZl(zl|H1) dzl .
(E.13)
Wird die Scramblingcode-Detektionsstufe fehlerhaft initialisiert, so existieren ausschließ-
lich H0-Entscheidungsvariablen. Die Wahrscheinlichkeiten des Auftretens eines Fehlalarms
bzw. der Entscheidungsrückweisung berechnen sich dann
P ′fa,SC = 1 −
∫ η′′SC
0
[∫ zl
0
fZk(zk|H0) dzk
]NSC
(E.14)
sowie
P ′nfa,SC = 1 − P ′fa,SC
=
∫ η′′SC
0
[∫ zl
0
fZk(zk|H0) dzk
]NSC
.
(E.15)
Die Wahrscheinlichkeitsdichtefunktionen der Entscheidungsvariablen der H0- bzw. H1-
Hypothesen bestimmen sich unter Berücksichtigung der veränderten Parameter äquiva-
lent zu denen der ersten bzw. zweiten Akquisitionsstufe. Für das Verhältnis von effektiv
verfügbarer Chip-Energie und Interferenz für die l-ten Mehrwegekomponente gilt hier
E
{
EC,CPICH,l
Ieff(kl)
}
=
EC,CPICH E {|hl|2}
IOR
L′−1∑
i=0
i6=l
|hi|2
︸ ︷︷ ︸
Intrazell
+ IOC
︸︷︷︸
Interzell
, (E.16)
wobei der Einfluss der beiden Synchronisationskanäle vernachlässigt wird und ferner die
Orthogonalität des CPICH zu allen anderen Datenkanälen berücksichtigt ist. Für das
SINR der Entscheidungsvariablen folgt
γ̄SC,eff,l = MSC sinc
2 (ν ′MSC) E
{
EC,CPICH,l
Ieff(kl)
}
. (E.17)
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Für den Test aller nicht korrekten Hypothesen, wobei Tests, basierend auf Fehlschätzungen
der vorangegangenen Stufen eingeschlossen sein sollen, sei die effektiv wirksame spektrale
Leistungsdichte der Interferenz wiederum näherungsweise konstant
I
(SC)
0,eff ≈ IOR + IOC . (E.18)
Mit den vorangestellten Wahrscheinlichkeiten lassen sich nun die Übergangswahr-
scheinlichkeiten für den Markov-Graphen nach Abb. 6.7 aufstellen, wobei statis-
tische Unabhängigkeit der Zustände vorausgesetzt wird:
P
(L′)
1 = 1 − P (L
′)
fa,MF −
L′−1∑
l=0
Pd,MF,l
P
(L′)
3 =
L′−1∑
l=0
Pd,MF,lPd,SCG,lPm,SC,l + P
′
nfa,SC
L′−1∑
l=0
Pd,MF,lPfa,SCG,l + P
′
nfa,SCP
(L′)
fa,MF
P
(L′)
FA = P
(L′)
fa,MFP
′
fa,SC + P
′
fa,SC
L′−1∑
l=0
Pd,MF,lPfa,SCG,l +
L′−1∑
l=0
Pd,MF,lPd,SCG,lPfa,SC,l
P
(L′)
D =
L′−1∑
l=0
Pd,MF,lPd,SCG,lPd,SC,l .
(E.19)
Erwartungswert und Varianz der Akquisitionszeit berechnen sich schließlich mit den Glei-
chungen (6.21) bzw. (6.22).
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