Abstract-Mobile location-dependent information services are gaining increasing interest in both academic and industrial communities. In these services, data values depend on their locations. Caching frequently accessed data on mobile clients can help save wireless bandwidth and improve system performance. However, since client location changes constantly, location-dependent data may become obsolete not only due to updates performed on data items but also because of client movements across the network. To the best of the authors' knowledge, previous work on cache invalidation issues focused on data updates only. This paper considers data inconsistency caused by client movements and proposes three location-dependent cache invalidation schemes. The performance for the proposed schemes is investigated by both analytical study and simulation experiments in a scenario where temporal-and location-dependent updates coexist. Both analytical and experimental results show that, in most cases, the proposed methods substantially outperform the NSI scheme, which drops the entire cache contents when hand-off is performed.
INTRODUCTION

R
ECENT years have witnessed a tremendous proliferation of mobile computing paradigms in both academic and industrial communities. In a mobile computing environment, mobile clients can access a variety of information from anywhere and at any time. Mobility has opened up new classes of applications for mobile computing environments. Location-dependent information service, where information provided to users reflects their current locations, 1 is one of these applications which are gaining increasing attention [1] , [10] , [12] , [36] . Through location-dependent information services, mobile clients can access location sensitive data such as traffic reports, travel information, and emergency information. The Advanced Traveler Information Systems ðAT ISÞ project has explored this in depth [29] . With continuous development of location identification techniques and growing wireless data rates, location-dependent information service is becoming a reality.
Caching is an important technique to improve system performance in mobile computing environments [4] , [18] . However, client locations are not fixed in a mobile environment. The combination of frequent client disconnections and movements makes the design of cache consistency methods a challenge [4] , [37] . In recent years, cache consistency in mobile environments has been extensively studied [4] , [6] , [17] , [19] . Most of the previous work however, only studied the cache consistency problem incurred by data updates (hereafter called temporal-dependent updates). For location-dependent information in a mobile environment, cache inconsistency can also be caused by location change of a client (hereafter called location-dependent updates). Therefore, to maintain cache consistency, cache invalidation should be performed for both temporaldependent and location-dependent updates. Temporal-dependent invalidation and location-dependent invalidation affect each other. For example, if the temporal-dependent update rate is much higher than the location-dependent update rate, temporal-dependent updates will dominate cache invalidation, and vice versa.
In a previous paper [37] , we proposed three cache invalidation schemes for location-dependent updates, namely Bit Vector with Compression (BVC), Grouped Bit Vector with Compression (GBVC), and Implicit Scope Information (ISI). A preliminary simulation-based study showed that they are able to improve the performance of locationdependent data caching. This paper extends our previous work to analyze the performance of the proposed cache schemes in a scenario where temporal-and locationdependent updates coexist. In the analytical study, we compare the query costs of the proposed schemes with an optimal strategy OPT, which assumes perfect location information is available on mobile clients, and a baseline strategy NSI, which drops the entire cache contents when hand-off is performed. A series of simulation experiments is also conducted to validate the analysis. Both analytical and experimental results show that the proposed locationdependent invalidation schemes substantially outperform 1 . Throughout this paper, it is assumed that a location-dependent query is bound to a mobile client's current location unless explicitly specified. We discuss in Section 7, location-dependent queries bound to other locations. the NSI method in most cases. In particular, ISI performs very close to the optimal strategy for most system settings, while GBV C provides the best scalability.
To the best of our knowledge, studies on locationdependent cache invalidation and its interaction with temporal-dependent cache invalidation do not exist before. The main contributions of our work are summarized as follows:
. introduce the problem of location-dependent cache invalidation, which opens up a new direction of research, . three schemes are proposed to handle the locationdependent cache invalidation issue, . the performance of the proposed location-dependent invalidation schemes is investigated by analytical study, and the analysis is validated by a series of simulation experiments. The rest of this paper is organized as follows: Section 2 describes background on potential applications, the location model, the mobile computing model, and temporaldependent cache invalidation. Section 3 describes the proposed location-dependent invalidation schemes, i.e., BVC, GBVC, and ISI. Section 4 analyzes the performance of the proposed invalidation schemes in a scenario where temporal-and location-dependent updates coexist. The analytical and experimental results are presented in Section 5. Section 6 describes the related work. Finally, Section 7 concludes the paper.
BACKGROUND
In this section, several potential applications for locationdependent information are first described to motivate our study. Afterwards, we provide some background on the location model, the mobile computing model and the temporal-dependent invalidation scheme adopted in this study.
Potential Applications
Two examples are described below to help us understand potential applications for location-dependent information. Other application scenarios could include community services, health, and entertainment etc., and more can be found on AltaVista Local. 2 Example 1 (Travel Information). Suppose a traveler is visiting a new city and he wants to find a restaurant around lunch time, but he does not know his current location. The traveler submits a query to the wireless system via his handset, "show me the nearby restaurants." The system responds with one western restaurant. Since he prefers Chinese food, the same query is issued later on while he is visiting the city. After several attempts, the traveler eventually finds the restaurant he likes.
Example 2 (Traffic Information). While traveling in a city, a driver wants to find out the traffic information in his surrounding area from time to time. Thus, he queries the built-in navigation system with "show me the traffic report of nearby area." The system replies immediately. Having this information, he easily optimizes his driving routes.
In both examples, since the user issues the same query repeatedly, the answer might be the same for some consecutive attempts. Caching the query results on mobile clients can save wireless bandwidth and improve system performance.
Location Model
Location is an important piece of information for representing, storing, and querying location-dependent information. In a location-dependent query, a location is needed to be specified explicitly or implicitly. A location model depends heavily on the underlying location identification technique employed in the system. The available mechanisms for identifying locations can be categorized into two basic approaches:
. Geometric Model: A location is specified as a 3-dimensional coordinate, e.g., GPS [15] and Bat [16] .
The main advantage of geometric models is their compatibility across heterogeneous systems. However, because of considerable cost and complexity involved in providing accurate fine-grained location information, the cost/performance ratio of geometric models might not be promising for a large number of applications such as the nearby restaurant example. . Symbolic Model: The location space is divided into disjoint zones and each zone is identified with a unique name. Examples are Cricket [23] and the cellular infrastructure. Being discrete and wellstructured, location information based on symbolic models is easier to manage compared to that based on geometric models. For example, location data is much more amenable for database storage and retrieval; they can help analyze location information such as individual mobility patterns. In this paper, location granularity is assumed to be a cell, which falls into the second category. The cell-based location model is well justified with the following two reasons. First, cell-based location identification requires neither additional devices deployed on mobile clients nor modifications over the current cellular network infrastructure. Thus, this is the cheapest solution. Second, with recent development in micro-cell/pico-cell systems, 3 it is believed that this model can provide precise location information for most locationdependent information services. The GUIDE system [10] is one successful example that benefits from the cell-based location model. On the other hand, although our study assumes a cell-based location model, it is not difficult to see that the proposed techniques can be applied to any other symbolic location models.
Mobile Computing Model
The mobile computing system model adopted in this paper is similar to that in [4] . It consists of two distinct sets of entities: mobile clients (MC) and fixed hosts. Some of the fixed hosts, called mobile support stations (MSS), are augmented with wireless interfaces. An MSS can communicate with the MCs within its radio coverage area called a wireless cell. An MC can communicate with a fixed host/ server via an MSS over a wireless channel. The wireless channel is logically separated into two subchannels: an uplink channel and a downlink channel. The uplink channel is used by MCs to submit queries to the server via an MSS, while the downlink channel is used by MSSs to forward the answers from the server to a target client. We assume an MC contacts only one MSS at the same time. Each cell is associated with an ID ðCIDÞ for identification purposes. A CID is periodically broadcast to all the MCs residing in a corresponding cell. Location-dependent information is provided by the system, i.e., a data item can show different values for different locations and the answer to a query depends on the location where the query originates. The geographical area covered by the information service consists of a number of cells. As mentioned before, this study assumes that the basic location granularity is a cell. The valid scope of an item value is defined as the set of cells within which the item value is valid. Since an item may have different values in different cells, an item is associated with a set of valid scopes, which is called the scope distribution of the item. To illustrate, let's consider a four-cell system. Suppose that the nearby restaurant for cell 1 and cell 2 is value A and the nearby restaurant for cell 3 and cell 4 is value B. Then, the valid scope of A is f1; 2g, the valid scope of B is f3; 4g, and the scope distribution of the nearby restaurant item is ff1; 2g; f3; 4gg. We assume the MSS of each cell is logically connected to a data server, which provides locationdependent service for the clients in the cell. It is assumed that every data server keeps a complete copy of the database (i.e., the data items are replicated on all the data servers and may have different values for different data servers). Each data server has a global picture about valid scope distributions of all data items. Data updates are assumed to occur at the server-side only. When a data item value is updated, there is a certain delay involved to maintain consistency among the replicas. For simplicity, the delay is assumed to be negligible.
An MC can move from one cell to another (called hand-off) while retaining its wireless connection. It may disconnect itself from the server voluntarily (to save power or connection cost) or involuntarily (by failure). An MC can cache a portion of the database on its local disk or any storage system that survives power-off. It is assumed that a client cache is logically organized and each cache entry contains a data item ID, attached validity information if any (see Section 3 for details), and a pointer pointing to the real data. When a data item is updated at the server-side, the cached copy becomes obsolete. When an MC hand-offs to another cell, a cached data item may also become obsolete due to the change of client location, depending on its valid scope.
Temporal-Dependent Invalidation
Periodical broadcast of invalidation reports (IRs) to mobile clients is an efficient strategy to maintain temporaldependent cache consistency [4] . We assume in this study that a simple strategy TS [4] is used for temporal-dependent invalidation. Let L be the IR broadcast interval and w the invalidation broadcast window. In the TS strategy, an IR consists of the current timestamp T and a list ðd i ; t i Þ, where d i is a data item ID, t i is the most recent update timestamp of d i such that t i > ðT À w Â LÞ. In other words, an IR contains the update history of the past w broadcast intervals. The timestamp of the latest IR received by a client (denoted as T l ) is maintained in its cache. Every mobile client, if active, listens to the report and updates the status of its cache accordingly. If the difference between T and T l is larger than w Â L, the entire cache is dropped. Otherwise, if an item is reported to have changed at a time larger than the timestamp stored in the cache, the MC purges it from the cache.
LOCATION-DEPENDENT CACHE INVALIDATION METHODS
In this section, we describe three proposed cache schemes for location-dependent updates. Since the server generally does not know which items are cached in each client and where each client resides, it is more suitable for clients to initiate the validity checking procedure [4] . In order to validate the cached data, a mobile client can send the IDs of the cached items uplink to the data server. The data server then decides whether these items are still valid according to the mobile client's current location and sends the result back to the client. This method is simple, but it increases network traffic substantially due to the amount of checking involved. To achieve better performance, the idea is to make use of validity information of data items. Specifically, the server delivers the valid scope along with a data item value to a mobile client and the client caches the data as well as its valid scope for later validity checking. This strategy involves two issues, namely validity checking time and validity information organization, that need to be addressed. Since a query result only depends on the location specified with the query, we propose to do validity checking for a cached data value until it is queried. Furthermore, with this strategy a data item value that is invalid with respect to the current location is not necessarily removed from the cache immediately as it may become valid again later. For validity information organization, we propose three methods, i.e., BVC, GBVC, and ISI, in the following sections.
Bit Vector with Compression (BV C)
In the BVC method, the complete validity information is attached to a data item value. That is, the complete set of cells in which the data value is valid is kept in the cache. Recall that every cell is associated with a CID to distinguish it from the others. BV C uses a bit vector (BV ), corresponding to all the cells to record the valid scope. Obviously, the length of a BV is equal to the number of cells in the system. A "1" in the nth bit indicates that the data item value is valid in the nth cell while "0" means it is invalid in the nth cell.
For example, if there are 12 cells in the system, then a BV with 12 bits is constructed for each cached data item value. If the BV for a data item value is 000000111000, it means this value is valid in the seventh, eighth, and ninth cells only.
The validity checking algorithm then works as follows: Whenever a data item value is required for locationdependent validation, the client listens to the broadcast for the current cell's ID, CID c , and uses it to examine the cached BV of that item value. If the CID c th bit is "1" in the BV , it is valid; and otherwise invalid.
It is obvious that with BVC the overhead would be significant when the system is large. With the locality of a valid scope, it is possible to perform compression on a BV in a real life application.
Grouped Bit Vector with Compression ðGBV CÞ
To remedy the large overhead in BVC, the GBV C method keeps track of the validity information of each data item value only for some of the adjacent cells to reduce overhead. The motivation is two-fold. First, a mobile client may seldom move to a cell that is far away from its home area. Consequently, it is enough for a client to know the validity of a data value in the current and neighboring cells. Second, even if a mobile client moves to a distant cell, it takes quite some time for it to do so. During this period of time, the data may have already been updated on the data server and, therefore, the complete validity information of a data item value in distant cells is useless.
Under the GBV C scheme, the whole geographical area is divided into disjoint districts and all the cells within a district form a group. A CID, denoted by (group-ID, intragroup-ID), consists of a group ID and a cell ID within the group. Validity information attached to a cached data value is represented as a vector of the form (group-ID, BV ) and includes the current group-ID and a BV which corresponds to all the cells within the current group. Note that, while delivering a data value to a client, only the BV is attached since the group-ID can be inferred from the current CID.
With the same example used in the previous section, suppose that the whole geographical area is further divided into two groups, such that cells 1-6 form group 0 and the rest form group 1. With the GBV C method, one bit is used to construct group-ID and a six-bit BV is used to record the cells in each group. For the data item value mentioned earlier, in group 0, the attached bit vector is ð0; 000000Þ; in group 1, the attached bit vector is ð1; 111000Þ. As can be seen, compared with the BV C method, the overhead for scope information is reduced in the GBV C method.
When a mobile client checks the validity of a data item value, it listens for the current cell's ID, i.e., (group-ID c , intra-group-ID c ), and compares group-ID c with the one associated with the cached data. If they are not the same, the data is invalid. Otherwise, the client checks the intragroup-ID c th bit in the BV to determine whether the cached data is valid.
Note that the group size is crucial to the performance of this strategy. If the group is too large, the overhead for maintaining validity information is still very significant. On the other hand, if the group is too small, the chance of mistaking a valid data as invalid might be high since a data item value is regarded as invalid if it is outside its original group. A method to analyze the optimal group size for this scheme is discussed in Section 5.1.
Implicit Scope Information ðISIÞ
In BV C, a client stores in the cache the complete validity information of each cached data in the form of a bit vector. The disadvantage of this method is that the size of the validity information could be very large, especially when the system consists of a large number of cells. Consequently, a large bandwidth and cache memory are needed. The advantage is that the validation process is very simple; only the current cell ID is needed. GBV C attempts to reduce the size of the validity information by only keeping partial information in the cache.
The ISI method attempts the other direction by trying to minimize the size of validity information at the expense of the validation procedure. Under this scheme, the server enumerates the scope distributions of all items and numbers them sequentially. The valid scopes within a scope distribution are also numbered sequentially. For any value of data item i, its valid scope is specified by a 2-tuple ðSDN i ; SN i Þ, where SDN i is the scope distribution number and SN i denotes the scope number within this distribution. The 2-tuple is attached to a data item value as its valid scope. For example, suppose there are three different scope distributions (see Fig. 1 ) and data item 4 has distribution 3. If item 4 is cached from cell 6 (i.e., CID ¼ 6), then SDN 4 ¼ 3 and SN 4 ¼ 3. That implies that the cached item 4's value is valid in cells 6 and 7 only.
It can be observed that the size of the validity information for an item value is small and independent of the actual number of cells in which the value is valid. Another observation is that a set of data items may share the same scope distribution. As such, the number of scope distributions could be much smaller than the number of items in the database.
At the server-side, a location-dependent IR is periodically broadcast. It consists of the ordered valid scope numbers (SN) in a cell for each scope distribution. For example, in cell 8, the server broadcasts f8; 3; 4g to mobile clients, where the three numbers are the SN values in cell 8 for scope distributions 1, 2, and 3, respectively (Fig. 1) .
The validity checking algorithm works as follows: After retrieving a location-dependent IR for item i, the client compares the cached SN i with the SDN i th SN in the location-dependent IR received. If they are the same, the cached item value is valid. Otherwise, the data item value is invalid. For example, in cell 8, the client checks for the cached data item 4 whose SDN 4 ¼ 3 and SN 4 ¼ 3. In the broadcast report, the SDN 4 th (i.e., third) SN equals to 4. Therefore, the client knows that data item 4's value is invalid.
PERFORMANCE ANALYSIS
In this section, we analyze the performance for the proposed location-dependent invalidation schemes in a scenario where temporal-and location-dependent updates coexist. The performance metric used in this study is query cost, which is defined as the average communication costs (including uplink and downlink costs) for one query. The notations used in the analysis below are summarized in Table 1 .
To facilitate our analysis, it is assumed that the system under consideration consists of C hexagonal cells (see Fig. 2a) . A random walk pattern is used to model client mobility. It has been argued that pedestrian movements over micro-cells are well captured by the random walk model in a metropolitan area [20] . For simplicity, we assume after a mobile client resides in a cell for a period of I time (called residence period), it has a probability of p of remaining in the current cell and uniform probability of moving to any one of its six neighboring cells, i.e., with the same probability Fig. 2a shows seven valid scopes, each with a valid radius of one cell. We assume there are totally S different scope distributions in the system, denoted by s 1 ; s 2 ; Á Á Á ; s S , where S D. To maintain temporal-dependent cache consistency, the server broadcasts an IR every L seconds and the T S method [4] is used in our analysis. 4 To simplify the analysis, we assume L ¼ I m , where m is an integer. In T S, the broadcast window size is set to w. We assume a location-dependent IR, in ISI, is broadcast to mobile clients along with a TS IR.
For each item, data queries and updates follow exponential distributions with rates of ! and ", respectively. Data updates are assumed to happen simultaneously for all values of the same item. We assume only the recently used version of a data item is kept in the cache. If a query has a hit in client cache, 5 it is answered locally. Otherwise, the client goes uplink to get the data. Mobile clients get disconnected and reconnected while they are moving across cells. As in [4] , it is assumed that in each IR broadcast interval, mobile clients have a probability s of being disconnected and 1 À s of being connected, independent of the status in the previous interval.
In what follows, we first introduce several basic parameters used in the analysis. Then, we investigate the performance of the proposed location-dependent schemes (i.e., BVC, GBVC, and ISI) and two additional yardstick schemes (i.e., OPT and NSI). In the following analysis, a data item has a size of d and a valid radius of k cells.
Basic Parameters
The query cost, qcost, for a data item is:
where h is the average hit ratio for the item in client cache, b a is the size of the query's answer (including the data content and the validity information) on the downlink channel, b q is the size of an uplink query message, b t and b l are the amortized overheads on the downlink channel for maintaining temporal-dependent and location-dependent cache consistency, respectively. Among these terms, the values of h; b a ; and b l depend on the location-dependent cache schemes and we will analyze them in the following sections; b q is a system parameter; and b t can be obtained as follows: Let b T denote the size of each timestamp in the T S reports. The average T S report size is Dð1 À e À"wL ÞðlogD þ b T Þ [4] . Since an IR is broadcast every L seconds and the overhead is amortized to each query, b t can be calculated using the following equation:
In the following, we introduce several basic parameters for calculating h; b a ; and b l . It is easy to obtain [4] :
q o ¼ P rob½awake and no queries in an IR broadcast interval
Given a random point in a broadcast interval, denote r o as the probability of having no queries in the interval after the point. Then, we have
Consider a period of i À 1 successive intervals, let p s ði; wÞ be the probability of having no queries, but a "sleeping" streak of w or more intervals in this period. We get the following equation:
The detailed analysis is given in Appendix A. Further, let p v ði; kÞ denote the probability for a client to remain in the same cluster, which has a radius of k cells, after i residence periods. The derivation of p v ði; kÞ is shown in Appendix B. 5. In order to concentrate on the cache consistency issue, we assume client cache is of infinite capacity in most of this study. Under this assumption, a cache miss is only due to data updates or client movements. The case of finite cache capacity is investigated in Section 5.5.
Optimal Query Cost
6. No solution for p s ði; wÞ is given in [4] , only an upper bound and a lower bound were provided. 
The detailed derivation of h max is given in Appendix C. We can then obtain the optimal query cost
NSI
No Scope Information (NSI) denotes a strategy in which mobile clients do not have validity information about cached data and drop the cache contents entirely at handoff. This strategy is a practical scheme and is used as a yardstick in our performance evaluation. Since NSI does not need validity information as in OP T , b l ¼ 0, and b a ¼ d.
We now derive its average cache hit ratio. A cached data item is hit only when the client remains in the same cell between two consecutive queries. Therefore, similar to the derivation of h max , the hit ratio of NSI is given by:
Thus, the query cost can be obtained:
BVC
Since BV C caches complete validity information in the form of a bit vector, the overhead of validity information for each item value is C bits, where C is the number of cells in the system. Thus,
Since there is no need to broadcast any extra information for maintaining location-dependent cache consistency, b l ¼ 0. Furthermore, h ¼ h max because a client has complete information about a data value's valid scope in the BV C scheme. Hence, the query cost of BV C is given by:
GBVC
In GBVC, we assume a group is defined by a circle. Consider a group with a radius of g cells. The overhead of validity information for each item value is 3g 2 þ 3g þ 1.
To simplify the computation of the average hit ratio, we ignore the mismatch between boundaries of groups and valid scopes in the analysis. We will investigate such inaccuracy in Section 5. Notice that, under the GBVC scheme, a cached data item is regarded as invalid if the client moves out of its valid scope or the local group. Therefore, the cache hit ratio is given by:
Thus, we obtain the query cost of GBV C as:
ISI
In ISI, the overhead of validity information consists of a scope distribution number and a scope number for any item value. For a scope distribution with a valid radius of k cells, the scope number is approximated as C 3k 2 þ3kþ1 . Thus,
where the second term is the size of a scope distribution number and the third term is the size of a scope number. Under the ISI scheme, the broadcast location-dependent IR consists of S scope numbers. Let k s j denote the valid radius of the data items in scope distribution s j , j ¼ 1; 2; Á Á Á ; S. Since the overhead of a report is amortized to each query, we get b l as:
As in BVC, h ¼ h max , and the query cost is given by:
NUMERICAL RESULTS
This section presents the numerical results obtained through analysis and simulation. They serve two purposes: 1) to validate the analysis in Section 4 and 2) to evaluate the proposed location-dependent invalidation schemes under various system configurations. The equations developed in Section 4 are used to calculate the analytical results and the simulation is implemented with CSIM [28] . Table 2 shows the default system settings (as in Section 4, ! and " are for a single data item).
TABLE 2 Default System Parameter Settings
In the following sections, the optimal group size for the GBVC scheme is first examined. Next, the performance of the proposed location-dependent invalidation schemes is evaluated under various valid scope sizes. Then, the effect of different update rates and movement patterns on the proposed schemes is studied. After that, the scalability of the proposed schemes is assessed. Finally, the proposed schemes are evaluated under finite cache capacity.
Analysis of the Optimal Group Radius for GBVC
As mentioned in Section 3.2, the performance of GBVC depends heavily on the group size. In this section, we analyze the optimal group size for GBVC using the following method: We assume an item shows only one value and its valid scope covers all the cells (i.e., k is infinity). We then vary the group radius from one cell to a sufficiently large number of cells (30 used in our simulation) exhaustively, and find out the optimal group size. Fig. 3 shows the performance of GBVC under three different data update rates, where ANAL and SIMU represent the results obtained through analysis and simulation, respectively. 7 It can be seen that the analytical results are very close to the corresponding simulation results.
In Fig. 3a , the query cost performance of GBVC improves first, and degrades then. This could be explained as follows: Query cost is determined by both cache miss ratio and system overhead for maintaining validity information. The choice of group size reflects the tradeoff between these two factors. As group size increases, a client has more validity information about the cached data. Therefore, the chance of regarding a valid data as invalid decreases and the cache miss ratio is improved (see Fig. 3b ). On the other hand, the larger the group size, the more the overhead of validity information. As a result, there exists an optimal group radius where the query cost is minimized. From Fig. 3a , the performance of GBVC under data update rates of 0.002, 0.001, and 0.0005 is optimal when the group radii are 13, 15, and 19 cells, respectively. The result is consistent in both analysis and simulation. We observe that the optimal group size is increased as the data update rate decreases. The reason is as follows: As can be observed in Fig. 3b , as the group radius increases, a lower update rate has a higher relative improvement in cache miss ratio in terms of percentage. For example, when the group radius is increased from 5 to 15, the improvement in cache miss ratio is 48 percent for " ¼ 0:0005, 39 percent for " ¼ 0:001, and 28 percent for " ¼ 0:002. Since the query cost is the product of cache miss ratio and size of a query result, a higher relative improvement in cache miss ratio allows more validity information (i.e., a larger group) to be attached before reaching the optimal point. Consequently, the optimal group size obtained for a lower update rate becomes larger. Fig. 4 shows the performance of GBVC under three different cell residence periods when the group radius is varied. Again, the analytical results are consistent with the simulation results. The optimal group radii for residence periods of 30, 60, and 120 are 19, 15, and 13 cells, respectively. With increasing cell residence period, the optimal group size is decreased. The reason is as follows: For a longer residence period, a smaller group size would achieve a performance close to the minimal cache miss ratio (see Fig. 4b ). As a result, when the group size increases, a longer residence period has a less relative improvement in cache miss ratio in terms of percentage. Thus, the optimal point becomes smaller for a longer residence time.
In subsequent sections, the GBVC scheme takes the optimal group size obtained using the analysis technique presented in this section.
Performance for Varying Valid Scope Size
This section evaluates the performance of the cache invalidation schemes under various valid scope sizes. Fig. 5 shows the results when the valid radius is varied from 0 to 25. Since the analytical results of cache hit ratio for OPT, BVC, and ISI are the same (refer to Section 4), a single curve is used to represent all of them.
From Fig. 5 , it can be observed that the analytical results for all the schemes are very close to the corresponding experimental results. This validates the analysis performed in Section 4. For GBVC, the analytical query costs are slightly smaller than the experimental ones in most cases. Such inaccuracy is due to the fact that the mismatch between boundaries of groups and valid scopes is ignored in the analysis. For valid radii of 0 and 15 cells, the analytical and experimental results of GBVC are almost the same. This is because the boundaries of groups and valid scopes match perfectly in these cases. 8 We have conducted experiments with other system settings, it is also observed 7. This also applies to all the figures shown afterwards.
8. In our simulation, the group and valid scope distribution patterns are assumed to be the same if they have the same radius. The optimal group size for GBVC in this set of parameter settings is 15. that the analytical results approach the simulation results pretty well for all the schemes except GBVC. Thus, to improve the clarity of the figures, the analytical and experimental results for the schemes other than GBVC are merged into one curve in the figures shown afterwards.
In Fig. 5a , we can see that the proposed locationdependent invalidation schemes reduce query cost substantially over NSI in most cases. For example, when the valid radius is greater than 0, query costs of ISI and GBVC are 60 percent to 85 percent lower than that of NSI. The performance improvement of the proposed schemes becomes more pronounced with increasing valid scope size. When the valid radius becomes larger than 10, all the curves begin to become flat as the optimal cache hit ratio cannot be further improved a lot after that.
Among the proposed schemes, ISI shows the best performance (overlapped with OPT in Figs. 5a and 5b) ; GBVC is the second, followed by BVC. The query costs of ISI and GBVC approach that of the optimal strategy OPT. Since all the schemes have similar cache hit ratio performance as shown in Fig. 5b , the performance difference between the proposed schemes is mainly due to the different amount of overhead introduced for maintaining validity information. Examine the case where the valid radius is 0. ISI has query cost similar to OPT, GBVC is 17 percent worse than ISI, and BVC has a very bad performance (2462.84 bits, not plotted in Fig. 5a , 240 percent worse than ISI). In this case, all proposed schemes have the same cache hit ratio as OPT (Fig. 5b) and, hence, the difference in query cost can be directly attributed to the different amount of overhead. Thus, the results imply that the overhead for maintaining scope information is trivial in ISI but significant in BVC.
Effect of the Update and Movement Patterns
As mentioned earlier, temporal-dependent and locationdependent invalidations affect each other. In this set of experiments, we study the performance trends for different data update rates and client movement rates by fixing one parameter and varying the other. Fig. 6 shows the results as the data update rate decreases from 0.1 to 0.0001. As expected, all the schemes perform better when the update rate becomes lower. When the update rate is 0.1, temporal-dependent invalidation occurs very frequently. Thus, even if a client preserves valid items in the new cell after hand-off, these items would be purged very quickly due to frequent temporal-dependent invalidation. Location-dependent invalidation, in this case, is not a dominant factor in cache invalidation. Therefore, ISI and GBVC perform about the same as NSI, BVC is even worse than NSI due to a large overhead. As the update rate decreases, ISI and GBVC outperform NSI more significantly; BVC becomes superior over NSI after " ¼ 0:001. The reason is that, for a lower update rate data items retained after hand-off using the proposed schemes become more useful and, hence, improve the cache hit ratio over NSI more greatly (see Fig. 6b ). Fig. 7 shows the results as the residence period varies from 6s to 6,000s. The longer the residence period, the less frequent the client movement. As the residence period increases, all the schemes achieve a better performance due to less location-dependent invalidation. When the movement occurs frequently (left part of the figures), the improvement of the proposed schemes in cache hit ratio and, hence, query cost over NSI is tremendous since these schemes to various degrees can prevent cached items from being purged during hand-off. As the residence period increases, the performance improvement of the proposed schemes becomes less significant. When the residence period reaches 6,000s, ISI and GBVC have a similar performance to NSI, while BVC performs worse than NSI. This reason is as follows: With an increasing residence period, the chance for a client's residing in the same cell between two consecutive queries becomes higher, thus the performance difference between the proposed schemes and NSI becomes less in terms of cache hit ratio as well as query cost. Because of a large overhead for maintaining validity information, BVC has a worse performance than NSI when I is larger than 600s.
Scalability
We now study the scalability of the proposed schemes. It is observed in the previous sections that BVC does not perform as good as GBVC and ISI due to high overhead. In fact, the overhead of BVC is directly proportional to the number of cells in the system. As shown in Fig. 8 , the performance of the BVC scheme degrades significantly when the system contains a large number of cells, while the performance of the other schemes remains quite stable. Therefore, BVC is not scalable to the number of cells in the system. We also notice that the query cost of the ISI scheme depends on the number of scope distributions (S) in the database. For a larger S, a larger location-dependent IR needs to be broadcast. Figs. 9a and 9b show the query costs for a different number of scope distributions when the query rate is set to 0.1 and 0.001, respectively.
As expected, the query cost of ISI increases with the number of scope distributions, while all the other schemes are insensitive to the number of scope distributions. Since the cost of broadcasting a location-dependent IR is amortized over all queries issued in a broadcast interval, the amount of performance degradation for ISI depends on the query rate (!). When ! is high, the degradation is moderate (see Fig. 9a ), and when ! is low, the degradation is considerable (see Fig. 9b ). 
Performance Under Finite Cache Capacity
So far, we have evaluated location-dependent cache invalidation schemes under the assumption of infinite cache capacity. This assumption is reasonable when the query popularity distribution of data items is highly skewed, since under this case, a small cache would be enough to cache most frequently accessed data. In this set of experiments, we examine the schemes under finite cache capacity. Client queries and data updates are uniformly distributed among all data items, representing the worst scenario for the cache performance, and their aggregate rates are set to 10 and 0.1, respectively. LRU is employed as the cache replacement policy.
As shown in Fig. 10 , caching performance of the proposed schemes improves with increasing cache size. However, the performance of NSI is quite steady. This indicates that NSI cannot fully utilize cache space due to unnecessary location-dependent invalidation. Comparing the performance when cache capacity is finite and infinite, the relative performance of GBVC, ISI, and OPT is similar. This is because GBVC and ISI incur negligible overhead for storing attached validity information. On the other hand, due to high storage overhead, the hit ratio of BVC decreases significantly when cache capacity is finite. We can see that BVC performs even worse than NSI in terms of query cost in this case.
RELATED WORK
Caching is a commonly used technique to improve performance in traditional distributed systems [3] , [27] and Web environment [33] . In the context of wireless mobile environments, client data caching is much more desirable due to constraints such as scarce wireless bandwidth and limited power source, etc. However, frequent client disconnections and movements across cells make the design of cache consistency methods a challenge. In recent years, much research effort has been devoted to developing efficient cache consistency protocols [4] , [5] , [6] , [9] , [13] , [17] , [19] , [31] , [35] . Most of the previous work however, considered temporal-dependent cache consistency only. To our knowledge, no previous work has explored the issue of location-dependent consistency and the combination of temporal-and location-dependent cache invalidations.
Barbara and Imielinski were first to address the cache consistency issue for mobile environments. In [4] , repetitive broadcast of invalidation reports (IR) is used to notify mobile clients of the recent updates at the server. Three IR schemes, namely Broadcasting Timestamp ðT SÞ, Amnesic Terminals ðAT Þ, and Signatures ðSIGÞ, were presented. There is a lot of work subsequently, for example [5] , [6] , [8] , [9] , [13] , [17] , [19] , [31] , [35] . Basically, these papers were devoted to designing efficient algorithms to reduce IR overhead and improve uplink cost. In particular, Jing et al. proposed a scheme called Bit-Sequence ðBSÞ, with a compressed invalidation report which consists of a set of binary bit sequences each with a corresponding timestamp [19] . This algorithm is particularly attractive for mobile clients of frequent disconnections. In [17] , Hu et al. introduced several adaptive cache invalidation schemes. By dynamically adjusting the current broadcast window and choosing the algorithm (among T S, AT , and BS) for constructing the next IR, it can adapt to different system workloads while maintaining the optimal overall performance in terms of throughput and power consumption. Different from the above item-based cache consistency algorithms, Cai et al. introduced a view-based cache consistency algorithm with incremental techniques [7] . Recent work by Pitoura and Chrysanthis examined the cache consistency issue for mobile read-only transactions in broadcast disks [22] .
A prefetching technique for context-aware information services was recently discussed by Persone et al. [21] . Based on a proposed cost model, they evaluated some prefetching schemes under different mobility models. However, the valid scope for all data item values was assumed to be the same, i.e., one cell. Thus, the organization of validity information was simplified. Semantic data caching has also been suggested to manage location-dependent query results [11] , [24] , [25] , where a cached result is described with the location(s) associated with the query. Based on the location information, distance-based cache replacement policies were proposed [11] , [25] . Unfortunately, they did not explore possible validity of a cached query result with locations different from that associated with the query which, as demonstrated in this paper, could enhance the performance of location-dependent data caching.
Other related work includes the studies on using database technologies to manage moving objects [30] . A moving object continuously changes its location in an unpredictable way. Thus, the major issues arising in this research area are how to model, update, index, and query moving objects [14] , [26] , [34] . While these studies concern data management for moving object data servers, in this paper, we are interested in how to improve data access performance by employing advanced client caching techniques. The objects queried could be moving or static.
CONCLUSION
In this paper, we have studied the cache consistency issue for location-dependent information in the context of mobile environments. A cache inconsistency issue caused by both temporal-and location-dependent updates has been addressed. For location-dependent updates, three cache invalidation schemes have been proposed. They differ from one another in validity information organization.
The proposed schemes have been investigated by an analytical study in a scenario where temporal-and locationdependent updates coexist. A series of experiments has been conducted to validate the analysis. Both analytical and experimental results show that, in most cases, the proposed schemes are able to achieve a much better performance than the baseline scheme which drops the cache contents entirely at hand-off. Particularly, the ISI scheme is very close to the optimal strategy for a small and medium number of scope distributions. While BV C cannot scale up to system size and ISI does not perform well in a system with a large number of scope distributions and a low query rate, the GBV C method shows the best scalability. Moreover, we observed that when the data update rate is much higher than the client movement rate, sophisticated locationdependent cache invalidation may be unnecessary.
In this paper, we have assumed location-dependent queries are based on the current location of a client. For some applications, the queries may be required to be bound to other locations. Our proposed location-dependent caching schemes are still applicable in these cases with slight modifications. For BVC and GBVC, a mobile client can simply check data validity with respect to the location specified with the query. For ISI, the entire scope distribution table needs to be stored at the clients to translate the attached ðSDN i ; SN i Þ into CIDs and enable validity checking. The impact of such queries on the performance of the proposed schemes will be investigated in future work.
Location-dependent data caching opens up a new dimension of research in mobile computing. Possible improvement can be made on the proposed cache invalidation schemes. Since mobile clients may have different movement patterns, per-user-based adaptive techniques can be developed. In this paper, we have considered applications based on a symbolic location model, future work is required to consider applications based on a geometric location model. Besides cache invalidation schemes, cache prefetching and replacement policy deserve future work. The following two aspects make them different from the traditional cache schemes: 1) multiple up-to-date versions of a data item can coexist in the cache to improve performance and 2) valid scope and distance are two additional factors needed to take into consideration for the design of a cache scheme. Furthermore, how to incorporate location-dependent data invalidation schemes and semantic caching techniques [25] would be an interesting topic.
APPENDIX A DERIVATION OF p s ði; wÞ
Given a period of i À 1 successive intervals (denoted by I 1 ; I 2 ; Á Á Á ; I iÀ1 ), the probability of having no queries but a "sleeping" streak of w or more intervals in this period, i.e., p s ði; wÞ can be calculated in an iterative way. Obviously, Consider the case where i À 1 > w. Let p s ði; w; jÞ be the probability that the first "sleeping" streak of w or more intervals starts from I jþ2 . If j ! 0, we have where ðp j o À p s ðw; jÞÞ is the probability of having no queries and no "sleeping" streak of w or more intervals from I 1 to I j , q o is the probability that I jþ1 is awake and has no queries, s w is the probability that I jþ2 ; I jþ3 ; Á Á Á ; I jþwþ1 are all sleeping, and p iÀjÀwÀ2 o is the probability of having no queries from I jþwþ2 to I iÀ1 .
If j ¼ À1 (i.e., the first "sleeping" streak starts from I 1 ), it is easy to obtain 
APPENDIX B DERIVATION OF p v ði; kÞ
We now derive the probability of a client remaining in the same cluster, which has a radius of k cells, after i residence periods, i.e., p v ði; kÞ. The cells in the cluster can be classified into several types. Two cells, A and B, are of the same type if the multiset of types for A's neighbors is the same as that for B's neighbors [2] . The type construction algorithm can be found in [2] . Fig. 11 illustrates the cell types for a cluster with a radius of four cells, where all types in this cluster are covered by the shaded cells. Let a type represent a state, and we have the state diagram as shown in Fig. 12 .
Let p ðx;yÞðx 0 ;y 0 Þ be the probability from state ðx; yÞ to state ðx 0 ; y 0 Þ in a residence period. The transition matrix is obtained as P ¼ ðp ðx;yÞðx 0 ;y 0 Þ Þ (see Fig. 13 ). For i ! 1, let
An element p ðiÞ ðx;yÞðx 0 ;y 0 Þ in P ðiÞ is the probability that a client moves from state ðx; yÞ to stateðx 0 ; y 0 Þ with exact i steps.
Suppose that a client initially resides at cell < x; y > within the cluster, the probability of its staying in the cluster after i steps could be computed as 
Except for state (0,0), which corresponds to type (0,0), one state/type corresponds to six cells in the real cluster (Fig. 11) . Thus, the probability p v ði; kÞ is calculated as follows:
p v ði; kÞ ¼ p <0;0> ði; kÞ þ 6 Á P 1 x k P y xÀ1 p <x;y> ði; kÞ 3k 2 þ 3k þ 1 : ð20Þ
APPENDIX C DERIVATION OF h max
In order to compute the hit ratio h max , we assume a query has occurred at a particular instant of time and we compute the conditional probability of the cached value being valid in the next query. First, consider the case where the next query and the current query occur in the same IR broadcast interval. According to the T S invalidation scheme, these two queries cannot be answered until the arrival of the next IR [4] . Thus, actually these two queries are answered at the same time. Therefore, the hit ratio for the next query is 1. Now consider the case where the next query occurs in the interval of i intervals away from the current interval, i ! 1. The condition for the next query to be a cache hit is that there is no temporal-dependent and location-dependent invalidations during i periods.
For no temporal-dependent invalidations and no queries during i periods, the following two conditions must hold: 1) the data item cannot be updated during i periods and 2) the client cannot sleep for more than w successive intervals during i À 1 periods. Therefore, the probability of no temporal-dependent invalidations is u i o ðp iÀ1 o À p s ði; wÞÞ, where the first term is the probability of no updates during i intervals, and the second term is the probability of having no queries and no "sleeping" streak of w or more intervals during i À 1 intervals.
In order to calculate the probability of no locationdependent invalidations during i periods, we need to know the number of residence periods before the next query. The number of residence periods could be one of the following values, each with the same probability:
i=m; ði þ 1Þ=m; Á Á Á ; ði þ m À 1Þ=m. Therefore, we can get the probability of no location-dependent invalidations as . For more information on this or any computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
