The intrinsic heterogeneity of individuals is a potential source of bias in estimation procedures for capture-recapture models. To account for this heterogeneity in the model a hierarchical structure has been proposed whereby the probabilities that each animal is caught on a single occasion are modelled as independent draws from a common unknown distribution F. However, there is general agreement that modelling F by a simple parametric curve may lead to unsatisfactory results. Here we propose an alternative Bayesian approach that relies on a different parameterisation which imposes no assumption on the shape of F but drives the problem back to a finite-dimensional setting. Our approach avoids some identifiability issues related to such a recapture model while allowing for a formal Bayesian default analysis. Results of analyses of computer simulations and of real data show that the method performs well.
B 1·Introduction
The unknown size of a finite population can be estimated through statistical models based on capture-recapture experiments. Although capture-recapture models first received attention (Seber, 1987) from zoological investigations they have been applied in contexts such as epidemiological studies (International Working Group for Disease Monitoring, 1995) , in demography for census undercount (Fienberg, 1992; Darroch et al., 1993) , in the estimation of particularly elusive subpopulations (Sudman et al., 1988) and in software reliability (Eick et al., 1993) . For overviews see Schwarz & Seber (1999) and Pollock (2000) .
In this paper we focus on the basic model M h introduced in Burnham & Overton (1978) where the importance of dealing with the intrinsic heterogeneity of populations is stressed, in that different units of the population have different propensities of being captured on the same occasion. We build a Bayesian framework which allows us to incorporate explicit information that might be available in real applications. If, on the other hand, prior information is unavailable, we show how to carry out an automatic Bayesian analysis. Among many Bayesian articles about recapture models, key papers include George & Robert (1992) , who first devised flexible computational strategies based on Markov chains L T for analysing some of the most common parametric recapture models, Fienberg et al. (1999) and Basu & Ebrahimi (2001) , who deal particularly with heterogeneity. In addition an unpublished Northern Illinois University technical report of S. Basu represents the first attempt to deal with nonparametric Bayesian recapture models, based on a Dirichlet process prior.
We recall in this section the basic model M h for closed populations. In § 2 we illustrate how the proposed methodology uses three equivalent parameterisations and describe an easily implemented Markov chain Monte Carlo scheme for posterior analysis. In § 3 we show how to specify priors either with or without subjective information. Applications to real and simulated data are illustrated in § 4. In § 5 we provide a final discussion and sketch some possible extensions.
1·2. Model M
h We consider a finite population of unknown size N whose units, labelled as i=1, . . . , N, are subject to S capture or trapping occasions. The event that unit i is captured on occasion sµ{1, . . . , S} can be represented as a Bernoulli trial X is with p is =pr(X is =1)=pr(unit i is captured on occasion s).
Two basic assumptions, shared by several recapture models, are that the population is closed, in that its size remains N during all S capturing periods, and that the random variables X is are mutually independent given the vector of probabilities p is . In the simplest model, M 0 , one assumes that all animals have the same probability of being captured and that probability stays unchanged on every trapping occasion, so that p is ¬p. However, the homogeneity assumption is unrealistic for many zoological and other applications, and ignoring heterogeneity can cause severe bias in estimating procedures. This led to a different model, denoted by M h (Burnham & Overton, 1978) , in which p is =p i , for all s=1, . . . , S, and with a hierarchical structure such that, for any i=1, . . . , N, p i~F and X is | p i~B er( p i ) for any s=1, . . . , S. The unknown parameters of this model are N and F. In particular, F is allowed to be any distribution on the unit interval and in this sense model M h is regarded as a nonparametric model. We now construct the likelihood associated with the data from the S recapture occasions. If we consider the binary matrix X=(X is ), by the independence structure we know that, conditionally on ( p 1 , . . . , p N ), the data in the ith row of X corresponds to that from the binomial variable k i =W S s=1 X is~B i(S, p i ). Also, observing that D distinct animals have been captured at least once tells us, up to identifying the correct labels, how many rows of X have at least one entry equal to 1, but we cannot identify the number N−D of animals that were never captured since N is unknown. If N were known, the data would correspond to the results of N independent binomial trials of which f k resulted in k successes, i.e. captures, where, for any k=0, . . . , S, f k is the number of units i such that k i =k. In fact, for N fixed, the vector f =( f 0 , . . . , f S ) contains all the relevant experimental evidence. We also have the relationships
The likelihood associated with the data X=x is
where the summations are over s=1, . . . , S, and, considering all the possible equivalent unit label arrangements of x that give rise to the same vector f, the likelihood is
where P=P F =(P 1,F , . . . , P k,F , . . . , P S,F ) and P k,F denotes the binomial F-mixture probability Burnham & Overton (1978) derived a jackknife estimator, Smith & van Belle (1984) explored a bootstrap technique, and Chao (1989) and Lee & Chao (1994) proposed three similar estimators using a method based on sample coverage and its relationship with the coefficient of variation of F. Norris & Pollock (1996) adopted a maximum likelihood approach using an  algorithm.
M- 
It is clear from (3) that the probabilities P k,F depend on F only through the vector of the first S moments of F, m=m(F )=(mF 1 , . . . , mF S ), where mF k =∆ [0,1] pk dF( p) for any k=1, . . . , S. In fact, if we expand (1−p)S−k, P k,F is seen to be linear in m:
where the generic coefficient vector c k
Hence we can write
This means that the problem can be regarded as one involving an S-dimensional parameter space where S is finite. This has a number of advantages: in most cases the role of F is not of primary importance, so that F is the 'nuisance part' of the model and expressing the likelihood in (5) directly as a function of m keeps the dimension of the nuisance part of the model as low as possible; most importantly, identifiability problems are avoided; a Bayesian approach based on the parameterisation in terms of the whole F produces a prior joint distribution of m(F ), or equivalently of P F , which is difficult to control. However, dealing with moments has its difficulties. The parameter space becomes the so-called S-truncated moment space given by
where F is the class of all probability distributions on the unit interval. The space M S is a cumbersome convex body that is unappealing to deal with directly, even though it has many intriguing properties (Karlin & Studden, 1966; Krein & Nudelman, 1977) . Skibinsky (1986) has derived a very useful reparametrisation of M S , or more precisely of its interior, int(M S ), in terms of a more comfortable product space such as (0, 1)S through a mapping that defines the so-called canonical moments. The basic features of canonical moments needed for our purposes are mentioned below, while further details can be found in Dette & Studden (1997) .
Consider fixed values of mµint(M S ) and jµ{0, 1, . . . , S−1}. Denote by m (j) the vector of the first j components of m, define the corresponding j-truncated moment class of distributions,
FµF :
and for this class consider
For this class consider the mapping y : int(M S ) . (0, 1)S, determined implicitly by the following relationship: c=(c 1 , . . . , c S )=y(m) is such that, for any j=1, . . . , S−1,
The quantities c j are usually referred to as canonical moments. Simple modifications are needed to deal with moments on the boundary of the truncated moment space. Dette & Studden (1997, Theorem 1.5.1, p. 27; Theorem 2.4.4, p. 68) give algorithms for transforming ordinary moments into canonical moments and vice versa. Although the required computations grow with S as O(S2), the algorithm only involves iterative finite summations and multiplications. In particular, the inverse mapping algorithm, described here in the Appendix, is used in the posterior simulation in order to evaluate the likelihood at each point.
The recapture model therefore admits three different equivalent parameterisations leading to three likelihood formulae. The L (N, m) in (5) has m ranging over the S-truncated moment space, and the second one, L (N, P), is given in (2). As far as the range of P is concerned, note that P k =P k,F =P k,m and the S moments m=(m 1 , . . . , m S ) are mapped to P as P=Cm, where C is the upper triangular matrix whose generic entry is given in (4). This maps the S-truncated moment space to the space of the binomial mixture probabili-
Nowadays, Bayesian posterior distributions and functionals thereof are routinely investigated through numerical approximations based on Markov chain Monte Carlo methods. However, implementation in terms of mµM S or PµB mix is hard because at each step cumbersome constraints must be investigated. On the other hand, the canonical moments c=(c 1 , . . . . , c S )µ(0, 1)S belong to the unrestricted product space (0, 1)S. Gibbs Bayesian treatment of capture-recapture sampling for c, is straightforward provided one can sample from the full conditionals
In fact, we use a Metropolis-within-Gibbs strategy, see Gilks et al. (1996, p. 10) or Robert & Casella (1999, p. 322) for further details; this replaces the draw for c j from (6) with a Metropolis draw, p arms
, N, f ), by means of the Metropolised version of the adaptive rejection sampling method of Gilks et al. (1995) . This method works with any kind of density, not necessarily one that is log-concave, and it requires only the pointwise evaluation of the posterior density up to a proportionality constant; this we can easily do in our model by switching to the appropriate parameterisation. A C-coded version of the procedure is freely distributed at http://www.mrc-bsu.cam.ac.uk/pub/ methodology/adaptive rejection/. In summary, therefore, one can draw iteratively
and then extract from the simulated values of the corresponding Markov chain the posterior quantities of interest.
3. P : S     Though we advocate the use of informative priors when relevant prior information is truly available, particularly for N, we believe that a default analysis should also be available. Indeed, subjective elicitation about F is probably feasible only for a few of its features, such as the first few moments, and default priors are needed for higher moments.
The parameters N and F are assumed a priori independent. For p(N), Smith (1991) suggests using a hierarchical informative prior such that p(N | l)~Po(l) and p(l)~Ga(a, b). The resulting prior corresponds to a negative binomial distribution whose mean and variance can be controlled through the two parameters a and b. A truncated version is more appropriate when the prior information specifies an upper bound U for N. There are various options for a default or noninformative prior, of which Jeffreys' prior, p(N)3N−1, for N=1, . . . , is improper. On the other hand Rissanen's prior, p(N)32−log* N, where log* N is the sum of the positive terms in the sequence {log 2 (N), log 2 {log 2 N}, . . .}, is proper. It was originally derived from formal informationtheoretic considerations by Rissanen (1983) as a universal prior on the positive integers. If an upper bound U is available for N then one can use p(N)3C for Nµ{1, . . . , U}.
Concerning F, we believe that the most interpretable and hence elicitable parameters are the first two moments, perhaps with the third moment providing some hints on asymmetry. Hence elicitation should be aimed at the corresponding distribution of (m 1 , m 2 ) or equivalently (c 1 , c 2 ). Fortunately our experience suggests that the posterior analysis is less sensitive to the choice of the distribution of the remaining canonical moments.
Alternatively, we can derive a formal default prior distribution on m or, correspondingly, by imposing a necessary invariance property, on c. Here, we adopt Jeffreys' rule (Jeffreys, 1998, p. 181) . In fact, it is difficult to derive directly closed-form formulae for the Jeffreys' prior p J in terms of m or c. However, the difficulty is avoided if one exploits the relationship between the parameterisation of our model in terms of m and the parameterisation in terms of the multinomial probabilities P=(P 1,m , . . . , P S,m ). By definition of P k,m there is a linear, and hence continuous and differentiable, one-to-one correspondence between the truncated moment space M S and its image in the binomial mixture distributions B mix .
L T
This allows us to obtain a Jeffreys' prior on M S . The likelihood in (1) is a multinomial likelihood in terms of the P parameters, with the limitation that in our model the parameter P is not free to vary over the whole simplex D S but only on the restricted subspace B mix 5D S . Since Jeffreys' prior is not altered when one imposes restrictions on the original parametric space, we have
Note that, since p J (P) is a proper distribution on D S , it will still be proper when restricted to B mix , and that the prior p J (P) coincides with one version of the reference prior for a multinomial experiment where N is fixed (Berger & Bernardo, 1992) and also with the conditional reference prior proposed in Sun & Berger (1998) whenever some marginal prior information is provided on N through subjective elicitation of p(N).
If we use the invariance property of Jeffreys' prior, an explicit representation of Jeffreys' prior on the truncated moment space can be obtained as a transformation of (7):
where the Jacobian |J(.)|=|C| is constant. Finally, to obtain the Jeffreys' prior p J (c) on (0, 1)S as required for the Monte Carlo Markov chain strategy of § 2, one can use again the invariance property and the Jacobian of the mapping y−1, namely In his unpublished report, S. Basu reanalysed this dataset through a Bayesian nonparametric approach based on a Dirichlet process prior for the whole of F. He also compared his results with those obtained using the Burnham & Overton (1978) jackknife estimator and nonparametric maximum likelihood (Norris & Pollock, 1996) , among others. Classical estimates are displayed in Table 1 , while the results from our Bayesian approach are compared to Basu's findings in Table 2 . From the methodological perspective we believe that the formal reference approach taken here for defining a prior on F is less open to the criticism of arbitrariness. Table 1 shows that the marginal posterior distribution for N is only mildly dependent on the choice of noninformative prior for N. Note that in this example model M h is often considered only as a first-stage model since the data seem to show that the individual probability may depend on the trapping occasion. This can justify our slight underestimate at least as long as it is compared to Lee & Chao estimators whose formulae are in fact Bayesian treatment of capture-recapture N C MRSE , the minimiser a @ of the posterior expected loss, based on loss function l(a, N)=(N/a−1)2;  a , the highest posterior density region whose posterior probability is a.
the same for both models M h and M ht , where the latter accounts additionally for occasion's effect. Extensions of our moment-based strategy to account for occasion's heterogeneity are discussed in § 5.
4·2. Evaluating performance with simulated data
We conducted two simulation experiments. In Simulation A we set the true population size at N=100 and for each unit of the population we fixed the individual probabilities of being captured as independent draws from F, using a Be(0·3, 1) distribution. We then simulated R=500 replications of recapture data with S=10 trapping occasions thereby generating 500 replications of sufficient statistics f, from which we computed estimates based on several classical techniques and on our Bayesian method. Five hundred Monte Carlo replicates evaluated the estimators in terms of the resulting empirical root mean relative square error. We replicated the same procedure in Simulation B with S=20 trapping occasions.
The results, displayed in Table 3 , show, as expected, an overall improved performance of the estimators when passing from S=10 to S=20 trapping occasions. In both simulations our approach displays one of the best performances justifying its adoption even just for frequentist reasons. As suggested by one referee we also compared our nonparametric approach with a simpler parametric one, in which we modelled F as a Beta distri-L T Table 3 . Simulated data A and B. Frequentist performance in terms of empirical root mean relative square error () of the following set of estimators: six classical estimators; four parametric Bayes estimators (mode, median, mean, N C MRSE ) based on a Rissanen's prior on N, F~Be(a, b) and three diVerent hyperpriors
and four nonparametric Bayes estimators (mode, median, mean, N C MRSE ) based on the reference prior p J on the first S moments of F and a Rissanen's prior on N
Burn, jackknife estimator (Burnham & Overton, 1979) ; Chao, moment-based estimator (Chao, 1989) ; Lee & Chao (1), first corrected moment-based estimator (Lee & Chao, 1994) ; Lee & Chao (2), second corrected moment-based estimator (Lee & Chao, 1994) ; Boot, bootstrap estimator (Smith & van Belle, 1984) ; Poll, moment-based bias corrected estimator (Pollock & Otto, 1983) .
bution with unknown parameters a and b, and used different hyperprior distributions for (a, b) similarly to the noninformative choices in George & Robert (1992) . We report here those corresponding to Bayesian treatment of capture-recapture
The marginal posterior distribution of N showed a remarkable sensitivity to the hyperprior chosen evident in the different performance of the corresponding posterior mean while the other summaries were more robust. The relevant aspect affecting that sensitivity is the behaviour of the hyperprior near zero. As a final comment we observe that, when the Bayesian parametric procedure gives better results, for instance with p 1 when the median is used as estimate, this should not be interpreted as a bad result for our nonparametric procedure since the parametric one is taking advantage of the knowledge of the true distribution F generating p i
. In fact, while in the parametric case only two parameters are needed to guess the right F, in our nonparametric procedure S parameters are used to learn about the estimable features of F. Despite the fact that S is in these cases 10 or 20, the nonparametric method shows good adaptability. We verified with other simulations, not reported here, that the figures immediately change in strong favour of our nonparametric method whenever the probabilities are sampled from a distribution F not belonging to the Beta family.
At the suggestion of another referee we investigated the actual coverage of the highest posterior density region corresponding to the nominal posterior probability of 95%. The results are displayed in Table 4 . Our simulations revealed once again how difficult the interval estimate problem in capture-recapture experiments can be. The Bayesian highest posterior density region had poor coverage, especially in Simulation B. However, the confidence limit obtained through a normal approximation based on Chao's (1989) estimator did even worse. Then we evaluated two other classical confidence intervals that are implemented in the program  for model M h , for which the user's guide is available as a Colorado State University technical report by E. Rexstad and K. Burnham, obtainable from http://mercury.bio.uaf.edu/eric_rexstad/capturemanual.pdf. The two intervals are derived with the adjustment suggested in Chao (1989) , based on assuming that f @ 0 =N C −D is lognormally distributed. They too displayed poor coverage even though improving on our Bayesian interval in one case. We also computed an Table 4 . Actual coverage of internal estimators for Simulations A and B corresponding to a nominal value of 0·95
Chao N , the confidence interval based on Chao's (1989) estimator and normal approximation with the  estimate derived in Chao (1989); Chao log , the confidence interval based on Chao estimator with lognormal modification; Burn log , the confidence interval based on Burnham & Overton (1979) confidence limit with lognormal modification;  0·95 , the highest posterior density region whose posterior probability is 0·95;  0·95 , the minimum posterior loss credible interval corresponding to a posterior probability of 0·95.
L T
alternative credible region based on the posterior loss that was used to evaluate the estimate N C MRSE , namely that corresponding to the loss function l(a, N)=(N/a−1)2. The region, denoted by  0·95
, includes those values of N whose posterior expected loss is smaller than a threshold such that their corresponding posterior probability totals 0·95. This alternative interval displayed a coverage that was always at least competitive with respect to the other intervals.
C 
Though the Bayesian method presented here has the advantage of being able to exploit relevant prior information, the availability of the default approach suggests that such a Bayesian analysis is worth considering simply on the basis of competitive frequentist properties. Although the approach requires quite complex machinery compared to the classical estimators, the performance of the modified point estimate N C MRSE and the interval estimate based on decision criteria testify that the computational effort can pay off.
Of course model M h is just the simplest first attempt to model heterogeneity in capturerecapture data. However, there are other more complicated versions of model M h with the same basic ingredients. Adjustments will be needed in the model to account for a behavioural response to the trapping such as that considered in the so-called model M bh (Otis et al., 1978) . The more elaborate model M bh will result in a likelihood structure where multinomial probabilities of mixtures of censored geometric distributions will appear, but again the relevant information about the corresponding mixing distribution can be expressed in terms of its first moments. Similar adjustments can be handled for other more complex models such as M ht and M bht (Otis et al., 1978) . A I wish to thank Ludovico Piccinato, Isa Verdinelli, Larry Wasserman, two anonymous referees and the associate editor for their comments and suggestions, and Steve Fienberg and Antonio Forcina for stimulating and encouraging conversations about capturerecapture models.
A
Algorithms for transforming canonical moments to ordinary moments The following algorithm (Skibinsky, 1968) 
