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Klimaa¨nderungen sind seit einigen Jahren ein Thema von großem o¨ffentlichen Interesse,
wobei insbesondere die anthropogene Beeinflussung des Klimas einen großen Stellen-
wert einnimmt. Im o¨ffentlichen Bewusstsein werden Klimaa¨nderungen meist als Kata-
strophen angesehen und auf den anthropogen verursachten zusa¨tzlichen Treibhauseffekt
zuru¨ckgefu¨hrt [Cubasch und Kasang, 2000]. Die mo¨glichen Folgen eines versta¨rk-
ten Treibhauseffekts wa¨ren z.B. eine globale Erwa¨rmung, eine Ausdehnung der Wu¨sten
durch Abnahme der Niederschla¨ge, eine gro¨ßere Ha¨ufigkeit von Stu¨rmen oder ein An-
stieg des Meeresspiegels mit U¨berflutung ku¨stennaher Regionen durch Abschmelzen der
polaren Eisschilde.
Obwohl es unbestritten ist, dass die Zunahme von atmospha¨rischen Treibhausgasen
durch die Verbrennung fossiler Energietra¨ger eine Reaktion im globalen Klimasystem
verursachen muss, ist die Art der Reaktion noch vo¨llig unbekannt. In den letzten Jah-
ren hat es sich herausgestellt, dass die Kenntnis natu¨rlicher Klimavariabilita¨t ein ent-
scheidender Faktor ist, um auch anthropogen induzierte Klimaa¨nderungen realistisch
abscha¨tzen zu ko¨nnen. Allerdings ist es nicht einfach, in einer Atmospha¨re mit zuneh-
menden Treibhausgasen ein anthropogenes Signal von natu¨rlichen Klimavariationen zu
trennen. Dies ist insofern von Bedeutung, da die Periode instrumenteller Beobachtun-
gen mit der Zeit zusammenfa¨llt, in der die Atmospha¨re zunehmend mit Treibhausgasen
belastet wurde.
Die Ursachen von Klimaa¨nderungen sind allgemein schwer zu entdecken, da das Klima-
system, infolge des Zusammenwirkens verschiedenster Einflussfaktoren und der nichtli-
nearen Wechselwirkungen und Ru¨ckkoppelungen zwischen seinen Komponenten, a¨ußerst
komplex ist [Hansen et al., 1997]. Als mo¨gliche natu¨rliche Gru¨nde von Klimaa¨nderun-
gen auf langen Zeitskalen (Jahrzehnte bis Jahrtausende) wurden Variationen externer
Antriebsfaktoren, wie der Erdbahnparameter, der Solarstrahlung, des Aerosolgehalts
der Atmospha¨re oder der atmospha¨rischen Spurengase, diskutiert [z.B. Cubasch et al.,
1997]. Seit einiger Zeit werden aber auch intern verursachte Fluktuationen in Zusammen-
hang mit nichtlinearen Instabilita¨ten und Ru¨ckkoppelungsprozessen in der Atmospha¨re
selbst und im Atmospha¨ren–Ozean–System als mo¨gliche Mechanismen fu¨r Klimavaria-
tionen angesehen [z.B. Hansen et al., 1997; Dethloff et al., 1998; Palmer, 1999;
Handorf et al., 1999].
Die Arktis spielt eine wichtige Rolle im globalen Klimasystem, da einerseits A¨nderungen
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im arktischen Klimasystem, wie der Ru¨ckzug gro¨nla¨ndischer Gletscher, das Abschmel-
zen des Packeises oder die Tiefenwasserbildung im Nordatlantik, globale Auswirkungen
haben und andererseits die weltweit gro¨ßten Klimaa¨nderungen in der Arktis beobach-
tet werden [z.B. Balling et al., 1998; Michaels et al., 2000; Serreze et al., 2000].
Auch Szenarienrechnungen globaler Klimamodelle zeigen das global gro¨ßte Klimaa¨nde-
rungssignal in den polaren Breiten der Nordhemispha¨re [z.B. Manabe und Stouffer,
1980; Cubasch et al., 1992; Roeckner et al., 1999], sodass der Arktis gerade bei der
zuku¨nftigen Klimaentwicklung eine entscheidende Rolle zukommt. Beobachtungen zei-
gen zudem eine starke Variabilita¨t des arktischen Klimas auf verschiedenen Zeitskalen,
deren Ursachen noch nicht vollsta¨ndig verstanden werden.
Untersuchungen arktischer Klimaa¨nderungen basieren im Allgemeinen auf Beobachtun-
gen der letzten Jahrzehnte. Insbesondere im Winter und Fru¨hjahr zeigte sich in den
letzten 20 Jahren u¨ber den arktischen Landmassen eine deutliche Erwa¨rmung [Ser-
reze et al., 2000], doch auch u¨ber dem Arktischen Ozean wurde eine Verringerung
der Meereisbedeckung [Maslanik et al., 1996] sowie eine Abnahme der Meereisdicke
[Rothrock et al., 1999] festgestellt. Eine regionale Ausdehnung des tropospha¨rischen
Polarwirbels mit einer Versta¨rkung des Troges u¨ber dem zentralen Nordpazifik und
u¨ber dem o¨stlichen Nordamerika wird seit Mitte der 1960er Jahre beobachtet [Davis
und Benkovic, 1992, 1994; Burnett, 1993]. Daneben wurde in der zentralen Arktis
eine Abnahme des Luftdrucks festgestellt, die sta¨rker als in allen anderen Regionen der
Nordhalbkugel ist [Walsh et al., 1996]. In Zusammenhang mit den milden sibirischen
Wintern der 1980er Jahre haben Rogers und Mosley-Thompson [1995] eine zuneh-
mende Ha¨ufigkeit von atlantischen Zyklonen gefunden, die die Barents- und Karasee
durchqueren. In den Wintern von 1952–1989 zeigt diese Region auch eine allgemeine
Zunahme der synoptischen Aktivita¨t [Serreze et al., 1993].
Wie oben bereits angedeutet, werden die Ursachen fu¨r diese regionalen Klimaa¨nderun-
gen in der Arktis aber bislang noch nicht vollsta¨ndig verstanden. Der Zusammenhang
zwischen den Wintertemperaturen der Arktis und der tropospha¨rischen Zirkulation wur-
de z.B. von Overland et al. [1997] und Dorn et al. [2000] untersucht. Die Existenz
von verschiedenen natu¨rlichen Zirkulationszusta¨nden des Arktischen Ozeans [Proshu-
tinsky und Johnson, 1997; Johnson et al., 1999; Polyakov et al., 1999] und deren
Verbindung mit atmospha¨rischen Zirkulationsmustern ko¨nnte eine interne Schwingung
des arktischen Klimasystems darstellen. Daneben bestehen Zusammenha¨nge zwischen
arktischen Klimaa¨nderungen und den einzelnen Phasen natu¨rlicher Schwingungsmus-
tern, wie der Nordatlantischen Oszillation [Hurrell, 1995] oder Arktischen Oszillation
[Thompson und Wallace, 1998], sowie Anhaltspunkte eines Zusammenhangs mit dem
tropischen Pha¨nomen El Nin˜o–Southern Oscillation [z.B. Trenberth, 1990; Wallace
et al., 1996]. Mit zunehmender Wahrscheinlichkeit ko¨nnen die beobachteten arktischen
Klimaa¨nderungen auch auf die anthropogene Erho¨hung atmospha¨rischer Treibhausgase
zuru¨ckgefu¨hrt werden [z.B. Shindell et al., 1999; Vinnikov et al., 1999]. Ansteigende
Treibhausgase ko¨nnen sich allerdings in einer A¨nderung der Ha¨ufigkeit des Auftretens
natu¨rlicher atmospha¨rischer Zirkulationsregime ausdru¨cken [Corti et al., 1999], was
die Trennung natu¨rlicher und anthropogener Ursachen erschwert.
Da instrumentelle Beobachtungsdaten nur fu¨r einen relativ kurzen Zeitraum von etwa
100 Jahren vorhanden sind, ko¨nnen natu¨rliche Klimaschwankungen in der Gro¨ßenord-
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nung von Jahrzehnten bis zu Jahrtausenden nur schwer untersucht werden. Um Kli-
mainformationen aus la¨nger zuru¨ckliegenden Zeiten zu erhalten, mu¨ssen stellvertretend
Daten aus pala¨oklimatologischen Archiven, wie z.B. Eisbohrkernen, Baumringen, Seese-
dimenten oder Korallen, verwendet werden. Solche Proxy-Daten sind aber lokal begrenzt
und besitzen ha¨ufig große Lu¨cken. Zudem ist die zeitliche Einordnung sehr schwierig.
Die Rekonstruktion des historischen Klimas ist außerdem auf einzelne Gro¨ßen, meist
Temperatur und Niederschlag, beschra¨nkt und im Vergleich zu Messungen recht grob.
Eine andere Mo¨glichkeit fu¨r die Untersuchung natu¨rlicher Klimavariationen bieten Com-
puter gestu¨tzte Klimamodelle, mit denen Experimente durchgefu¨hrt werden ko¨nnen, die
dazu beitragen, die mo¨glichen Ursachen von Klimaa¨nderungen zu entdecken. Fu¨r eine
realita¨tsnahe Simulation des Klimas ist ein hochauflo¨sendes, komplexes Klimamodell
no¨tig, in dem mo¨glichst alle relevanten physikalischen Prozesse anna¨hernd richtig wie-
dergegeben werden. Wegen des enorm hohen Rechenaufwands globaler hochauflo¨sender
Klimamodelle muss aber entweder auf den globalen Ansatz oder auf die hohe Auflo¨sung
verzichtet werden.
1.2 Zielsetzung
Da die Unsicherheiten von globalen Modellen mit grober Auflo¨sung, bezu¨glich der Si-
mulation von regionalen Mustern des Niederschlags, der Temperatur oder der Wolken-
bildung, insbesondere in polaren Breiten groß sind [Chen et al., 1995; Tao et al., 1996],
ist die regionale Klimamodellierung mit hoher Auflo¨sung, aufgrund einer realita¨tsna¨her-
en Darstellung der Topografie, nichtlinearer Energieu¨bertragungen zwischen großen und
kleinen Skalen, hydrodynamischer Instabilita¨ten oder des Wasserkreislaufs, ein Erfolg
versprechender Weg, um eine Verbesserung in der Simulation des arktischen Klimas zu
erzielen [Rinke und Dethloff, 2000]. Studien mit regionalen Klimamodellen [z.B.
Noguer et al., 1998] haben u¨bereinstimmend gezeigt, dass regionale Modelle die Si-
mulation der regionalen ra¨umlichen Verteilung des Niederschlags und der Temperatur
im Vergleich zum antreibenden globalen Modell verbessern. Insbesondere die meteo-
rologischen Gro¨ßen, die stark von der Auflo¨sung abha¨ngen, wie z.B. der Niederschlag,
werden von globalen Modellen meist unbefriedigend wiedergegeben [von Storch et al.,
1993] und ko¨nnen mit hochauflo¨senden regionalen Klimamodellen sehr viel realistischer
simuliert werden [Giorgi und Marinucci, 1996]. Dies geschieht vor allem durch die
realita¨tsna¨here Darstellung der Topografie und besonderer mesoskaliger Gegebenheiten,
wie z.B. Ku¨sten, Bergketten oder Hochebenen, die vom regionalen Modell aufgelo¨st
werden ko¨nnen.
Das Klima, das ein regionales Modell simuliert, wird durch die Abfolge einzelner Wet-
terzusta¨nde bestimmt, die sich im Modell aus den Beitra¨gen der Randbedingungen und
der internen Modellphysik ergeben. Klimatologische Prozesse sind im hohen Maße nicht-
linear in ihrer Reaktion auf das Wettergeschehen und ko¨nnen mit grob aufgelo¨sten glo-
balen Klimamodellen nur unzureichend wiedergegeben werden. Zum Beispiel wird das
Islandtief, das in monatsgemittelten Bodenwetterkarten erscheint, durch eine Kombina-
tion von quasistationa¨ren Tiefs und schnell durchziehenden, kurzzeitigen Wettersyste-
men verursacht. Kristja´nsson und McInnes [1999] haben gezeigt, dass die Orografie
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Gro¨nlands eine wichtige Rolle fu¨r die Zyklonenentwicklung in der Na¨he Islands spielt,
d.h. die realita¨tsnahe Darstellung der Orografie hat großen Einfluss auf die realita¨tsna-
he Wiedergabe der dynamischen Prozesse, die das Wetter und letztlich auch das Klima
mitbestimmen.
Das Konzept der regionalen Klimamodellierung ist bereits erfolgreich auf die Simulation
des arktischen Klimas angewendet worden, erstmals mit dem “Arctic Regional Climate
System Model” (ARCSyM) von Walsh et al. [1993] und Lynch et al. [1995] als auch
mit dem HIRHAM von Dethloff et al. [1996], Rinke et al. [1997, 1999] und Rinke
und Dethloff [2000]. Ein Vergleich der Simulationsergebnisse beider Modelle ist von
Rinke et al. [2000] durchgefu¨hrt worden. Der Antrieb der regionalen Klimamodelle
erfolgte dabei jeweils mit Daten von Modellanalysen, die als interpolierte Beobachtungen
angesehen werden ko¨nnen.
In dieser Arbeit wurden die Simulationsergebnisse von globalen gekoppelten allgemeinen
Zirkulationsmodellen fu¨r die Regionalisierung des arktischen Klimas mit dem hochauf-
lo¨senden regionalen atmospha¨rischen Klimamodell HIRHAM4 verwendet. Eine Regio-
nalisierung globaler Modellexperimente mit einen regionalen Klimamodell der Arktis
wird hier erstmalig durchgefu¨hrt und stellt somit einen neuen Ansatz fu¨r die Unter-
suchung natu¨rlicher und anthropogener arktischer Klimaa¨nderungen dar. Nach einer
kurzen U¨bersicht u¨ber die beobachtete Klimavariabilita¨t in der Arktis in Kapitel 2 wird
in Kapitel 3 das HIRHAM4 ausfu¨hrlich beschrieben und in Kapitel 4 ein U¨berblick u¨ber
die verwendeten statistischen Methoden zur Auswertung der Simulationsergebnisse ge-
geben.
Die globalen Modellexperimente, die den Randantrieb des HIRHAM4 lieferten, werden
in Kapitel 5 beschrieben. Dabei handelt es sich um zwei verschiedene globale Modellex-
perimente, die mit verschiedenen gekoppelten Modellen und unterschiedlicher horizon-
taler Auflo¨sung durchgefu¨hrt worden. Das eine Experiment ist ein sogenannter Kon-
trolllauf, der Klimavariabilita¨t nur aufgrund der internen nichtlinearen Dynamik des
Klimasystems erzeugt. Die Regionalisierung des arktischen Klimas wurde hier mit dem
Ziel durchgefu¨hrt, Kenntnisse u¨ber die Gro¨ßenordnung natu¨rlicher Klimavariationen
in der Arktis und deren Zusammenhang mit natu¨rlich auftretenden atmospha¨rischen
Zirkulationszusta¨nden zu erhalten. Diese Kenntnis kann dazu beitragen, lokale pala¨okli-
matologische Proxy-Daten aus Eisbohrkernen oder Permafrost-Profilen in Verbindung
mit der atmospha¨rischen Zirkulation zu interpretieren bzw. arktische Regionen zu iden-
tifizieren, deren Klimabedingungen signifikant auf natu¨rliche Zirkulationsumstellungen
reagieren. Die Ergebnisse werden in den Kapiteln 6 und 7 erla¨utert.
Das zweite Experiment ist eine Szenario-Simulation, die die beobachteten historischen
und fu¨r die Zukunft erwarteten A¨nderungen von Treibhausgasen und Aerosolen bein-
haltet und somit einen variablen externen Antrieb besitzt. Neben Klimaa¨nderungen auf-
grund interner Variabilita¨t ko¨nnen in diesem Experiment demzufolge auch A¨nderungen
durch zunehmende Treibhausgase/Aerosole auftreten. Die Regionalisierung des arkti-
schen Klimas wurden hier mit dem Ziel durchgefu¨hrt, einerseits die mo¨glichen zuku¨nf-
tigen Temperatur- und Niederschlagsa¨nderungen in der Arktis aufgrund zunehmender
Treibhausgase/Aerosole und andererseits deren Gro¨ßenordnung im Vergleich zu natu¨rli-
chen Variationen abzuscha¨tzen. Die Ergebnisse werden in Kapitel 8 diskutiert.
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2 Natu¨rliche Klimavariabilita¨t der
Arktis
In diesem Kapitel wird ein kurzer U¨berblick u¨ber die natu¨rliche Variabilita¨t des arkti-
schen Klimas anhand von Beobachtungen des Luftdrucks und der Temperatur gegeben.
Zudem werden mit der Nordatlantischen Oszillation und der Arktischen Oszillation zwei
natu¨rliche atmospha¨rische Schwingungspha¨nomene in der Nordhemispha¨re vorgestellt,
deren Einfluss auf arktische Klimavariationen in dieser Arbeit untersucht wird.
2.1 Beobachtete Luftdruck- und Temperaturverteilung
in der Arktis
Meteorologische und vor allem klimatologische Beobachtungsdaten sind fu¨r die Region
der Arktis nur spa¨rlich vorhanden. Insbesondere u¨ber dem gro¨nla¨ndischen Eisschild und
dem Arktischen Ozean gibt es fast keine permanenten Messstationen, da diese Gebie-
te der Erde weit entfernt von menschlichen Siedlungen liegen. Klimatologische Daten
der Arktis basieren demzufolge meist auf Fernerkundungsmethoden, die zwar Fla¨chen
deckende Daten liefern, ha¨ufig aber mit relativ großen Messungenauigkeiten verbunden
sind. Einen brauchbaren Ersatz bieten die Reanalysen des ECMWF (“European Cen-
tre for Medium-Range Weather Forecasts”) oder des NCEP/NCAR (“National Centers
for Environmental Prediction”/“National Center for Atmospheric Research”), die durch
die Assimilation vorhandener Beobachtungsdaten in ein Wettervorhersagemodell einen
modellgenerierten, globalen Beobachtungsdatensatz darstellen.
An dieser Stelle werden Daten der NCEP–Reanalysen gezeigt. Diese wurden vom
NOAA–CIRES Climate Diagnostics Center aus Boulder, Colorado, u¨ber deren Internet-
Seite http://www.cdc.noaa.gov/ zur Verfu¨gung gestellt. Die NCEP–Reanalysen um-
fassen (z.Zt.) die Jahre von 1948 bis 2000 und besitzen eine horizontale Auflo¨sung von
T62 (vergleiche Abschnitt 5.1.1).
Abbildung 2.1 zeigt den mittleren Luftdruck in Meeresniveau der 53 Winter (Dezember
bis Ma¨rz) und der 53 Sommer (Juni bis September) der NCEP–Reanalysen sowie die
entsprechenden Standardabweichungen jeweils fu¨r die Nordpolarregion. Charakteristisch
fu¨r den Winter ist tiefer Luftdruck im Bereich des Nordatlantiks und des Nordpazifiks,
wobei su¨dwestlich von Island im Mittel der tiefste Luftdruck (unter 1000 hPa) vorzu-
finden ist. Hoher Luftdruck mit u¨ber 1020 hPa tritt im Winter u¨ber Sibirien, dem ark-
































































































































(d) JJAS – Standardabweichung
Abbildung 2.1: Mittlerer Luftdruck in Meeresniveau (hPa) no¨rdlich von 60◦N fu¨r die
Winter (DJFM) (a) und Sommer (JJAS) (b) von 1948 bis 2000 aus dem Datensatz der
NCEP–Reanalysen sowie die zugeho¨rigen Standardabweichungen der DJFM–Mittel (c)
und der JJAS–Mittel (d).
tischen Ozean und u¨ber Zentralgro¨nland auf. Die ja¨hrliche Variabilita¨t des Luftdrucks
wird durch die Standardabweichungen repra¨sentiert. Die Gebiete mit hohem mittleren
Luftdruck im Winter zeigen, mit Ausnahme Zentralgro¨nlands, u¨berwiegend eine gerin-
ge ja¨hrliche Variabilita¨t des Luftdrucks. Die gro¨ßte Variabilita¨t im Winter zeigt sich
in einem Bereich von der Su¨dspitze Gro¨nlands u¨ber den Norden Skandinaviens bis zur
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Karasee. Die Standardabweichungen des Luftdrucks sind dort jeweils gro¨ßer als 4,5 hPa
und zeigen ihr Maximum im Bereich Islands. Diese große ja¨hrliche Variabilita¨t des Luft-
drucks steht folglich mit Schwankungen in der mittleren Intensita¨t des Islandtiefs in
Verbindung.
Eine ganz andere Luftdruckverteilung zeigt der Sommer. Die Luftdruckgegensa¨tze sind
in der gesamten Arktis niedriger als 5 hPa (gegenu¨ber mehr als 20 hPa im Winter). Den
ho¨chsten mittleren Luftdruck findet man im Sommer mit etwa 1013 hPa im Norden
Gro¨nlands und u¨ber der Beaufort-See. Der niedrigste Luftdruck tritt zwar wiederum
u¨ber dem Nordatlantik im Bereich Islands auf, doch auch u¨ber dem Su¨den Sibiriens
herrscht im Sommer mit zum Teil unter 1008 hPa verha¨ltnisma¨ßig niedriger Luftdruck
vor. Da die mittleren Luftdruckgradienten im arktischen Sommer deutlich schwa¨cher als
im arktischen Winter sind, ist auch die großra¨umige Zirkulation der arktischen Atmo-
spha¨re im Sommer schwa¨cher als im Winter. Das gleiche gilt auch fu¨r die Variabilita¨t
des Luftdrucks, welche ebenfalls im Sommer deutlich geringer als im Winter ist. Die
gro¨ßten Standardabweichungen, die im Sommer aber nur knapp 3 hPa betragen, zeigen
sich in der zentralen Arktis in der Na¨he des geografischen Nordpols. Da die mittleren
Luftdruckgegensa¨tze u¨ber dem Arktischen Ozean im Sommer aber kleiner als 2 hPa sind,
muss teilweise eine zyklonale und teilweise eine antizyklonale atmospha¨rische Zirkulation
u¨ber dem Arktischen Ozean vorherrschen. Aufgrund des Antriebs der Ozeanzirkulation
durch den Wind sind solche Wechsel zwischen zyklonalen und antizyklonalen Bedin-
gungen auch im Arktischen Ozean zu finden [Proshutinsky und Johnson, 1997;
Johnson et al., 1999].
In Abbildung 2.2 ist die mittlere 2m-Temperatur der jeweils 53 Winter und Sommer
der NCEP–Reanalysen und die entsprechenden Standardabweichungen fu¨r die Nordpo-
larregion dargestellt. Die niedrigsten mittleren Wintertemperaturen von unter −30◦C
zeigen sich u¨ber Teilen Sibiriens, des Arktischen Ozeans, des kandischen Archipels so-
wie in Nord- und Zentralgro¨nland. U¨ber Zentralgro¨nland treten o¨rtlich sogar mittlere
Temperaturen von unter −40◦C auf. Demgegenu¨ber zeigen sich die ho¨chsten mittleren
Temperaturen u¨ber dem o¨stlichen Nordatlantik. Dort liegen die Wintermitteltempera-
turen oberhalb von 0◦C. U¨ber dem eurasischen Kontinent zeigen die 2m-Temperaturen
im Winter eine markante Temperaturabnahme von West nach Ost. Hierin spiegelt sich
die zunehmende Kontinentalita¨t wider, die infolge eines relativ warmen Nordatlantiks
und einer mittleren West–Ost–Stro¨mung entsteht.
Die ja¨hrliche Temperaturvariabilita¨t u¨ber dem Nordatlantik ist kleiner als 1 K. Da die
Wa¨rmekapazita¨t des Ozeans sehr hoch ist, werden die bodennahen Lufttemperaturen
u¨ber dem Nordatlantik vor allem durch die Meeresoberfla¨chentemperaturen bestimmt,
sodass man aufgrund der niedrigen Standardabweichungen davon ausgehen kann, dass
die atlantische Ozeanstro¨mung (der Golfstrom) u¨ber die Jahre relativ stabil ist. Die
gro¨ßten Standardabweichungen der winterlichen 2m-Temperaturen findet man mit et-
wa 5 K u¨ber der Labrador- und der Gro¨nlandsee. Diese starke Variabilita¨t kann durch
ja¨hrliche Schwankungen der Meereisbedeckung, die insbesondere in diesen Gebieten sehr
hoch ist [Agnew, 1993], verursacht werden, da mit offenem Meer und Meereis unter-
schiedliche Wa¨rmeflu¨sse verbunden sind, die entscheidenden Einfluss auf die bodennahen
Temperaturen haben. Der Wa¨rmeaustausch zwischen Ozean und Atmospha¨re ist bei ei-
nem gefrorenen Ozean deutlich reduziert, sodass das relativ warme Meerwasser einen





































































































































































(d) JJAS – Standardabweichung
Abbildung 2.2: Mittlere Temperatur in 2 m Ho¨he (◦C) no¨rdlich von 60◦N fu¨r die Winter
(DJFM) (a) und Sommer (JJAS) (b) von 1948 bis 2000 aus dem Datensatz der NCEP–
Reanalysen sowie die zugeho¨rigen Standardabweichungen der DJFM–Mittel (c) und der
JJAS–Mittel (d).
weniger starken Einfluss auf die Lufttemperatur hat als im Falle eines eisfreien Ozeans.
Die Temperaturverteilung im Sommer ist durch niedrige Temperaturen u¨ber dem eisbe-
deckten Arktischen Ozean (zwischen −4◦C und 0◦C) und dem gro¨nla¨ndischen Eisschild
(bis −15◦C) gekennzeichnet. Hohe Temperaturen (u¨ber 8◦C) treten im Sommer vor
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allem u¨ber den Kontinenten, aber auch u¨ber dem o¨stlichen Nordatlantik auf. Die ja¨hrli-
che Temperaturvariabilita¨t ist im Sommer geringer als im Winter und u¨ber Landfla¨chen
gro¨ßer als u¨ber dem Ozean. (U¨ber dem Ozean werden gro¨ßere Temperaturschwankun-
gen auch durch Schmelz- und Verdunstungsprozesse verhindert.) Die gro¨ßte Variabilita¨t
zeigt sich mit etwa 2 K u¨ber Alaska und dem Norden Kanadas, ist aber ra¨umlich sehr
viel sta¨rker differenziert als im Winter.
Die Zeitreihen der mittleren arktischen Temperaturen werden in Kapitel 5 na¨her un-
tersucht (siehe Abbildung 5.7 und Tabelle 5.5). An dieser Stelle sei lediglich darauf
hingewiesen, dass sich in den Jahren 1948–2000 im Winter eine signifikante Erwa¨rmung
zeigt, wogegen im Sommer ein leichter Abwa¨rtstrend zu erkennen ist. Die beobach-
tete Erwa¨rmung ist allerdings nicht gro¨ßer als der Bereich natu¨rlicher Schwankungen
wa¨hrend des gesamten letzten Jahrhunderts und kann zudem etwa zur Ha¨lfte durch
A¨nderungen in der nordhemispha¨rischen Zirkulation erkla¨rt werden [Serreze et al.,
2000]. Ein anthropogener Einfluss durch zunehmende Treibhausgase kann aber nicht
ausgeschlossen werden. Vielmehr kann die beobachtete Erwa¨rmung am besten durch
den kombinierten Einfluss natu¨rlicher und anthropogener Faktoren verstanden werden
[Stott et al., 2000].
2.2 Die Nordatlantische Oszillation
Eines der dominierenden Schwingungsmuster natu¨rlicher Klimavariabilita¨t auf der Nord-
halbkugel ist die Nordatlantische Oszillation (NAO) [Hurrell, 1995]. Diese ist charak-
terisiert durch großra¨umige, entgegengesetzte Schwankungen des Luftsdrucks im Bereich
des Islandtiefs und des Azorenhochs. Eine negative Luftdruckanomalie im isla¨ndischen
Raum und eine positive Luftdruckanomalie im Bereich der Azoren kennzeichnen die po-
sitive Phase der NAO, wogegen eine positive Luftdruckanomalie im isla¨ndischen Raum
und eine negative Luftdruckanomalie im Bereich der Azoren fu¨r die negative Phase der
NAO typisch sind. Die Auswirkungen dieser Luftdruckanomalien sind eine versta¨rkte
zonale Stro¨mung u¨ber dem Nordatlantik in der positiven Phase und eine schwa¨chere
zonale und damit sta¨rkere meridionale Stro¨mung in der negativen Phase.
Diese Schwankungen in der großra¨umigen Stro¨mung u¨ber dem Nordatlantik treten
versta¨rkt im Winter auf und haben vor allem Einfluss auf das Klima in Europa und
an der Ostku¨ste Nordamerikas. In der positiven Phase der NAO gelangt versta¨rkt war-
me, feuchte Meeresluft nach Nord- und Mitteleuropa, wogegen Su¨deuropa aufgrund
des sta¨rkeren Azorenhochs ein trockeneres Winterklima aufweist. Entgegengesetzt dazu
zeigt sich an der Ostku¨ste der Vereinigten Staaten in der positiven Phase der NAO ein
feuchteres Klima, wa¨hrend u¨ber dem nordwestlichen Teil des Nordatlantiks trockene
und kalte Klimabedingungen vorherrschen [Hurrell und van Loon, 1997].
Die Ursachen dieser natu¨rlichen Schwingung sind bislang noch nicht vollsta¨ndig verstan-
den. Mysak und Venegas [1998] haben eine mo¨gliche dekadische Ru¨ckkoppelung zwi-
schen den mit der NAO verbundenen Luftdruckanomalien und der Meereisbedeckung in
der Arktis aufgezeigt, wodurch das arktische Klima zunehmend an Bedeutung gewinnt.
Eine dekadische Ru¨ckkoppelung zwischen der Ozeanzirkulation im Nordatlantik und
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der atmospha¨rischen Zirkulation wurde in gekoppelten Atmospha¨ren–Ozean–Modellen
gefunden [z.B. Gro¨tzner et al., 1998]. Die Schwingungsperiode des gekoppelten Sys-
tems ha¨ngt dabei hauptsa¨chlich von der Anpassungszeit des Ozeans auf A¨nderungen
im Windantrieb ab. Rodwell et al. [1999] als auch Mehta et al. [2000] haben ge-
zeigt, dass ungekoppelter Atmospha¨renmodelle, angetrieben mit beobachteten Meeres-
oberfla¨chentemperaturen und Meereisbedeckungen, die beobachteten mehrja¨hrigen und
dekadischen A¨nderungen der NAO reproduzieren ko¨nnen. Insbesondere die Meeresober-
fla¨chentemperaturen im Nordatlantik scheinen demnach einen bedeutenden Einfluss auf
die NAO zu haben. Andererseits haben Christoph et al. [2000] in Simulationen mit
einem gekoppelten Atmospha¨ren–Ozean–Modell festgestellt, dass die NAO eher chaoti-
scher Natur ist und der Einfluss des Ozeans auf die NAO nur eine untergeordnete Rolle
spielt. Dekadische Variationen der NAO wa¨ren demzufolge zufa¨llig und nicht vorhersag-
bar.
Die Nordatlantische Oszillation la¨sst sich durch einen sogenannten NAO–Index quanti-
tativ erfassen, der durch die Differenz der normierten Luftdruckanomalien zwischen Azo-
renhoch und Islandtief gebildet werden kann. Mit der Definition von Hurrell [1995],







wobei p(t) das Wintermittel des Luftdrucks im Jahr t, p¯ das langja¨hriges Wintermittel
des Luftdrucks und σ die Standardabweichung bezu¨glich p¯ ist. Der Index L steht fu¨r
Lissabon (repra¨sentativ fu¨r das Azorenhoch) und der Index S fu¨r Stykkisholmur auf Is-
land. Als Wintermittel wird in dieser Arbeit, analog zu Hurrell [1995], der Mittelwert
der Monate Dezember, Januar, Februar und Ma¨rz verwendet.
Da in Gitterpunktdatensa¨tzen Lissabon und Stykkisholmur in der Regel nicht exakt
auf einzelnen Gitterpunkten liegen, wurde jeweils der Gitterpunkt, der den geringsten
Abstand zu den beiden Orten aufweist, fu¨r die Berechnung des NAO–Index verwendet.
Die dadurch entstehenden Abweichungen beim Vergleich verschiedener Gitterpunktda-
tensa¨tze untereinander oder mit Beobachtungen sind in der Regel vernachla¨ssigbar.
2.3 Die Arktische Oszillation
Neben der Nordatlantischen Oszillation ist seit einigen Jahren auch die Arktische Oszil-
lation (AO) Gegenstand der Klimaforschung [z.B. Baldwin und Dunkerton, 1999;
Thompson et al., 2000; Deser, 2000]. Der Begriff AO wurde von Thompson und
Wallace [1998] eingefu¨hrt und bezeichnet das dominierende Variabilita¨tsmuster der
monatsgemittelten Luftdruckanomalien no¨rdlich von 20◦N im Winter (November bis
April bei Thompson und Wallace [1998]). Dieses stellt eine großra¨umige atmospha¨ri-
sche Schwingung dar, die durch entgegengesetzte Luftdruckanomalien in der zentralen
Arktis und Teilen der mittleren Breiten gekennzeichnet ist. Die AO findet man nicht nur
im Bodenluftdruckfeld, sondern auch im Geopotenzialfeld bis hinauf in die mittlere Stra-
tospha¨re, d.h. die AO weist eine barotrope Struktur auf. Baldwin und Dunkerton
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[1999] haben gezeigt, dass die Anomalien der AO zuerst in der Stratospha¨re auftreten
und sich dann nach unten ausbreiten (in etwa 3 Wochen bis zur Erdoberfla¨che). Der
zugrunde liegende Mechanismus ist aber bislang unklar.
In der Stratospha¨re zeigt sich die AO als anna¨hernd zonalsymmetrisches Muster, wel-
ches einen schwachen oder starken Polarwirbel repra¨sentiert. Die Sta¨rke des Polarwirbels
kann demzufolge als Kennzeichen fu¨r die Phasen der AO angesehen werden. In der un-
teren Tropospha¨re a¨hnelt die AO der NAO in vielen Punkten, weist aber eine ho¨here
zonale Symmetrie auf. Außerdem zeigt die AO im Vergleich zur NAO eine sta¨rkere Kop-
pelung mit den bodennahen Temperaturfluktuationen u¨ber dem eurasischen Kontinent
[Thompson und Wallace, 1998]. Dennoch beschreiben beide Schwingungsmuster, AO
und NAO, das gleiche physikalische Pha¨nomen [Kerr, 1999; Wallace, 2000; Ambaum
et al., 2001], sodass die AO als hemispha¨rische Version der NAO angesehen werden kann.
In den letzten Jahrzehnten wurde ein Trend zur positiven Phase der AO/NAO beob-
achtet. Ein großer Teil der gleichzeitig beobachteten Erwa¨rmung der Nordhemispha¨re
kann auf diesen Trend zuru¨ckgefu¨hrt werden [z.B. Hurrell et al., 2001]. Neuere Un-
tersuchungen haben gezeigt, dass die AO durch Treibhausgase beeinflusst werden kann
[Fyfe et al., 1999; Shindell et al., 1999; Zorita und Gonza´lez-Rouco, 2000], doch
sind die Ergebnisse uneinheitlich. Ein Trend zur positiven Phase der AO unter zuneh-
menden Treibhausgasen scheint aber wahrscheinlich zu sein und wu¨rde sich auch mit
dem beobachteten Trend decken.
Berechnen la¨sst sich die AO, indem fu¨r die Luftdruckanomalien no¨rdlich von 20◦N ei-
ne Entwicklung nach Empirischen Orthogonalen Funktionen (EOF) durchgefu¨hrt wird
(siehe Abschnitt 4.4). Das Muster mit dem gro¨ßten Varianzanteil an der Gesamtvarianz,
die 1. EOF, repra¨sentiert die AO. Die Koeffizienten-Zeitreihe der 1. EOF la¨sst sich als








ψ′k(t) · e1,k (2.2)
definiert ist, wobei ψ′k(t) die Luftdruckanomalien no¨rdlich von 20
◦N repra¨sentiert1.
1Zur weiteren Erkla¨rung der Variablen siehe Abschnitt 4.4
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3 Modellbeschreibung des HIRHAM4
In diesem Kapitel wird das im Rahmen dieser Arbeit verwendete regionale atmospha¨ri-
sche Klimamodell HIRHAM4 vorgestellt. Da es sich bei dem Modell nicht um eine Neu-
oder gar Eigenentwicklung handelt, ist die folgende Modellbeschreibung des HIRHAM4
keine umfassende Modelldokumentation. Vielmehr handelt es sich hier um eine U¨ber-
sicht u¨ber einige wesentliche Prinzipien und Eigenschaften des HIRHAM4, die durchaus
auch in anderen komplexen Klimamodellen Anwendung finden. Dennoch werden einige
Punkte ausfu¨hrlicher als andere erla¨utert, da sie fu¨r die Interpretation von Modellergeb-
nissen hilfreich sein ko¨nnen oder auch zum allgemeinen Modellversta¨ndnis beitragen.
3.1 Allgemeine U¨bersicht
Das HIRHAM4 wurde in einer Kooperation des Da¨nischen Meteorologischen Instituts
(DMI), des Ko¨niglichen Niederla¨ndischen Meteorologischen Instituts (KNMI) und des
Max–Planck–Instituts fu¨r Meteorologie (MPI) [Christensen und van Meijgaard,
1992; Christensen et al., 1996] entwickelt und besteht im Wesentlichen aus zwei Kom-
ponenten: Dem dynamischen Teil, welcher auf dem Regionalmodell HIRLAM (High-
Resolution Limited Area Model) [Machenhauer, 1988; Gustafsson, 1993] basiert,
und dem physikalischen Teil, welcher die physikalischen Parametrisierungen des allge-
meinen atmospha¨rischen Zirkulationsmodells ECHAM4 [Roeckner et al., 1996] um-
fasst (siehe auch Abschnitt 5.1). Der Modellname HIRHAM4 bezieht sich auf diese
beiden Hauptkomponenten des Modells: HIRLAM und ECHAM4.
Das HIRLAM stammt von der HIRLAM–Projektgruppe, einem kooperativen Projekt
der nationalen Wetterdienste in Da¨nemark, Finnland, Island, Irland, den Niederlanden,
Norwegen, Spanien und Schweden, und wird beispielsweise vom niederla¨ndischen Wet-
terdienst routinema¨ßig fu¨r die numerische Wettervorhersage eingesetzt. Die wesentlichen
dynamischen und numerischen Eigenschaften des HIRHAM4 haben ihren Ursprung im
HIRLAM und werden in Abschnitt 3.2 erla¨utert.
Das ECHAM4 wird in Kapitel 5, Abschnitt 5.1 kurz vorgestellt. Die physikalischen
Parametrisierungen des HIRHAM4 wurden vom ECHAM4 u¨bernommen und werden
im Abschnitt 3.3 beschrieben.
Klimasimulationen mit dem HIRHAM wurden bereits fu¨r einige europa¨ische Regionen
[z.B. Christensen et al., 1997] als auch fu¨r die gesamte Nordpolarregion [z.B. Deth-
loff et al., 1996; Rinke et al., 1997, 1999, 2000; Rinke und Dethloff, 2000] durch-
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gefu¨hrt. Letztere Arbeiten beinhalten ausfu¨hrliche Validierungen des Modells, wobei die
Simulationen jeweils mit ECMWF–Analysen angetrieben worden sind. In dieser Arbeit
wurde das Modell erstmalig u¨ber der Arktis mit Ausgabedaten globaler Klimamodell-
simulationen am Rand angetrieben. Aus diesem Grund ist dem Randantrieb, obwohl er
eigentlich der Dynamik zugeordnet werden mu¨sste, in der folgenden Beschreibung des
Modells ein eigener Abschnitt gewidmet worden (Abschnitt 3.4).
3.2 Modelldynamik und Numerik
Das HIRHAM4 ist ein hydrostatisches Modell, in dem prognostische Gleichungen fu¨r die
horizontalen Windkomponenten (u und v), die Temperatur (T ), die spezifische Feuchte
(q), den Wolkenwassergehalt (qw) und den Luftdruck am Boden (ps) numerisch gelo¨st
werden. Zudem gibt es diagnostische Gleichungen fu¨r das Geopotenzial (Φ) und die
vertikale Windgeschwindigkeit (ω). Die Gleichungen lassen sich aus den allgemeinen
Grundgleichungen fu¨r atmospha¨rische Bewegungsvorga¨nge durch die Annahme einiger
Na¨herungen herleiten. Die resultieren Basisgleichungen des HIRHAM4, die sogenannten
primitiven Gleichungen, enthalten allerdings auch Terme, die physikalisch parametrisiert
werden mu¨ssen, worauf im Abschnitt 3.3 eingegangen wird. In diesem Abschnitt werden
zuna¨chst die Basisgleichungen abgeleitet, um anschließend wichtige Punkte der numeri-
schen Diskretisierung zu diskutieren.
3.2.1 Grundgleichungen fu¨r die atmospha¨rische Dynamik
Die Grundgleichungen fu¨r atmospha¨rische Bewegungsvorga¨nge sind die Erhaltungsglei-
chungen fu¨r den Impuls, die Masse und die Energie. Fu¨r einzelne Bestandteile der Atmo-
spha¨re werden zudem gesonderte Erhaltungsgleichungen aufgestellt, wobei insbesondere
Bilanzgleichungen fu¨r den atmospha¨rischen Wassergehalt (aufgeteilt in die einzelnen
Phasen) eine wichtige Rolle spielen.
Eine weitere Grundgleichung ist die Zustandsgleichung fu¨r ideale Gase
p = ρRT , (3.1)
die den Zusammenhang zwischen den thermodynamischen Zustandsgro¨ßen Luftdruck p,
Luftdichte ρ und Temperatur T beschreibt. R ist die Gaskonstante fu¨r Luft.













wobei ui bzw. uk der Geschwindigkeitsvektor (u, v, w) und xi bzw. xk der Ortsvek-
tor (x, y, z) ist (u¨ber gleiche Indizes wird jeweils summiert). fj steht fu¨r die Coriolis–
Parameter f1 = 0, f2 = 2Ω cosφ und f3 = 2Ω sinφ, mit der Winkelgeschwindigkeit der
Erdrotation Ω und der geografischen Breite φ, und Ri steht fu¨r die Reibungskra¨fte.
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wobei cp die spezifische Wa¨rmekapazita¨t bei konstantem Druck ist. Mit QT sind die
diabatischen Wa¨rmequellen und -senken bezeichnet, die z.B. infolge von Phasenum-
wandlungen des Wassers oder Absorbtion bzw. Emission von Strahlung auftreten.
Fu¨r die Beru¨cksichtigung des Wassergehalts der Atmospha¨re lassen sich zwei Erhal-
tungsgleichungen fu¨r die gasfo¨rmige Phase des Wassers (den Wasserdampf) und die
flu¨ssige und feste Phase (das Wolkenwasser) formulieren. Die Bilanzgleichung fu¨r den






= Qq , (3.5)
wobei Qq fu¨r die Quellen und Senken von Wasserdampf durch Kondensation und Ver-






= Qw , (3.6)
wobei der Quellterm Qw nun fu¨r die Quellen und Senken von Wolkenwasser steht.
Zusa¨tzlich zur Kondensation und Verdunstung beinhaltet Qw auch noch den Nieder-
schlag als Quelle oder Senke von Wolkenwasser.
Abgesehen davon, dass die Quellterme QT , Qq und Qw und die Reibungskra¨fte Ri noch
na¨her spezifiziert werden mu¨ssen, bilden die Gleichungen (3.1) bis (3.6) ein gekoppeltes,
partielles, nichtlineares Gleichungssystem fu¨r (fast) alle dynamischen Prozesse, die die
atmospha¨rischen Bewegungsvorga¨nge bestimmen. Zur Lo¨sung dieses Gleichungssystems
sind allerdings einige Einschra¨nkungen und Vereinfachungen no¨tig1.
3.2.2 Die primitiven Gleichungen
Um die Kugelgestalt der Erde in angemessener Weise zu beru¨cksichtigen, ist es sinnvoll,
fu¨r die Gleichungen eine Transformation in Kugelkoordinaten durchzufu¨hren. Fu¨r die
1Genau genommen, und daher das “fast”, enthalten die Gleichungen bereits einige Na¨herungen an
die Realita¨t, wie z.B. die Annahme, dass Luft ein ideales Gas ist, die Vernachla¨ssigung von Phasen-
umwandlungen in der Kontinuita¨tsgleichung oder auch die Vernachla¨ssigung von Zentrifugalkra¨ften
aufgrund der Erdrotation in den Bewegungsgleichungen. Dass diese Na¨herungen fu¨r “normale” at-
mospha¨rische Bewegungen durchaus ihre Gu¨ltigkeit haben, soll hier allerdings nicht weiter diskutiert
werden.
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urspru¨nglichen x-, y- und z-Koordinaten ergeben sich die Transformationsbeziehungen
dx = r cosφ dλ, dy = r dφ und dz = dr, wobei λ die geografische La¨nge, φ die geogra-
fische Breite und r der Abstand vom Erdmittelpunkt ist. Fu¨r die Geschwindigkeiten in
Kugelkoordinaten ergibt sich damit:
u = r cosφ
dλ
dt







Eine ausfu¨hrliche U¨berfu¨hrung der Gleichungen in Kugelkoordinaten findet man z.B.
bei Holton [1992]. Durch diese Transformation erhalten die drei Bewegungsgleichun-
gen jeweils zwei zusa¨tzliche metrische Terme, die sich aus der Geometrie des Kugelko-
ordinatensystems ergeben, sodass das Gleichungssystem im Allgemeinen schwieriger zu
lo¨sen ist. Um die Gleichungen etwas zu vereinfachen, werden nun Einschra¨nkungen vor-
genommen, die die allgemeine Gu¨ltigkeit der Gleichungen begrenzen, gleichzeitig aber
auch die Lo¨sbarkeit erho¨hen, bzw. den beno¨tigten Rechenaufwand reduzieren.
Da die vertikale Ausdehnung der Atmospha¨re im Verha¨ltnis zum Erdradius a sehr gering
ist, gilt z ¿ a, sodass die Variable r = a+ z in guter Na¨herung durch die Konstante a
ersetzt werden kann. Außerdem kann fu¨r atmospha¨rische Prozesse mit Auflo¨sungen u¨ber
10 km in der Regel ein hydrostatisches Gleichgewicht als gu¨ltig vorausgesetzt werden,
sodass die statische Grundgleichung
∂p = −ρg ∂z = −ρ ∂Φ (3.7)
zur Vereinfachung der Gleichungen verwendet werden kann. Dies geschieht dadurch,
dass die statische Grundgleichung als Transformationsbeziehung benutzt wird, um die
Gleichungen vom (λ, φ, r)–Koordinatensystem in ein (λ, φ, p)–Koordinatensystem zu
transformieren, im welchem atmospha¨rische Stro¨mungen divergenzfrei sind. Durch diese
Transformation entfa¨llt zudem die dritte Bewegungsgleichung als prognostische Glei-
chung fu¨r die Vertikalgeschwindigkeit, da sie durch die statische Grundgleichung er-
setzt wird. Die Vertikalgeschwindigkeit im (λ, φ, p)–Koordinatensystem ω = dp/dt la¨sst
sich nur diagnostisch aus der Kontinuita¨tsgleichung bestimmen, wogegen die statische
Grundgleichung eine diagnostische Gleichung fu¨r das Geopotenzial Φ bildet.
Beru¨cksichtigt man ferner noch die fu¨r großra¨umige atmospha¨rische Bewegungen gu¨ltige
Annahme, dass die vertikale Windgeschwindigkeit sehr viel kleiner ist als die horizon-
tale (w ¿ u, v), wodurch einige Terme vernachla¨ssigt werden ko¨nnen, erha¨lt man aus


















































































annimmt. Diese Gleichungen werden als die “primitiven Gleichungen” (in Kugelkoordi-
naten) bezeichnet [z.B. Salby, 1992], da sie die Basisgleichungen fu¨r eine große Zahl
von dynamischen Modellen sind. Die Bilanzgleichungen fu¨r den Wasserdampf und das










= Qw . (3.14)
Mit der hydrostatischen Approximation erha¨lt man ferner aus der Kontinuita¨tsgleichung


































Die Gleichungen (3.8) bis (3.15) bilden die Basisgleichungen des HIRHAM4 und umfas-
sen prognostische Gleichungen fu¨r u, v, T , q, qw und ps sowie diagnostische Gleichungen
fu¨r Φ und ω.
Im HIRHAM4 wird anstelle einer vertikalen p-Koordinate eine gemischte vertika-
le η-Koordinate verwendet. (Na¨heres zur vertikalen Diskretisierung und zur Defi-
nition von η folgt im na¨chsten Abschnitt.) Die Formulierung der Gleichungen im
η-Koordinatensystem folgt dem Ansatz von Kasahara [1974] und soll an dieser
Stelle nicht explizit ausgefu¨hrt werden, da es sich lediglich um eine mathemati-
sche Koordinatentransformation handelt. Die Bewegungsgleichungen enthalten im η-
Koordinatensystem zwangsla¨ufig wieder horizontale Druckgradienten, unterscheiden
sich ansonsten aber kaum von den Gleichungen (3.8) und (3.9), sodass auf eine Darstel-
lung verzichtet wird.
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) = 0 (3.16)
an. Fu¨r die Bodendrucktendenz ergibt sich durch die Randbedingungen η˙ = 0 fu¨r η = 0










































































Da eine analytische Integration der prognostischen Gleichungen im Allgemeinen nicht
mo¨glich ist, mu¨ssen diese numerisch integriert werden.
Horizontale Diskretisierung
Hierzu werden die Gleichungen versetzt auf einem Arakawa–C–Gitter durch zentrierte
finite Differenzen approximiert. Die partielle ra¨umliche Ableitung einer beliebigen Gro¨ße






ersetzt, wobei ∆x der Gitterabstand ist. Fu¨r die zweite Ableitung ergibt sich
∂2ψ
∂x2
→ ψ(x+∆x)− 2ψ(x) + ψ(x−∆x)
(∆x)2
. (3.21)
Die einzelnen Variablen werden an verschiedenen Orten definiert, wodurch sich ein ver-
setztes Gitter (“staggered grid”) ergibt. Die Gro¨ßen T , q, qw und ps werden dabei an den
Gitterschnittpunkten (x, y), die Gro¨ße u an den Punkten (x +∆x/2, y) und die Gro¨ße
v an den Punkten (x, y + ∆y/2) diskretisiert. Ein Gitter mit dieser Anordnung der
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Abbildung 3.1: Arktisches Integrationsgebiet des HIRHAM4 mit der Ho¨he der Orografie
(gpm) und der zugeho¨rigen Land–Meer–Verteilung (Land: grau, Meer: weiß).
Variablen wird als Arakawa–C–Gitter bezeichnet. Durch den Versatz der horizontalen
Windkomponenten erho¨ht man die Genauigkeit der Differenzenapproximation effektiv
um den Faktor zwei, da eine Mittelung von u und v auf die Gitterzwischenra¨ume entfa¨llt.
Das Integrationsgebiet des Modells umfasst die gesamte Arktis no¨rdlich von 65◦N, mit
110 mal 100 Gitterpunkten in einer horizontalen Auflo¨sung von 0,5◦ mal 0,5◦ in rotierten
Koordinaten (Nordpol bei 0◦N, 0◦O), wodurch sich Gitterelemente von etwa 50 km mal
50 km ergeben. In Abbildung 3.1 ist das gesamte Integrationsgebiet mit der zugeho¨rigen
Land–Meer–Verteilung und der verwendeten Orografie dargestellt. Die Orografie stammt
aus einem hochauflo¨senden Datensatz der U.S. Navy (Auflo¨sung von 1/6◦ mal 1/6◦).
Vertikale Diskretisierung
In der Vertikalen umfasst das HIRHAM4 19 Schichten in gemischten σ-p-Koordinaten
mit einer dem Gela¨nde folgenden Koordinate σ = p/ps, welche die unteren Modellschich-
ten pra¨gt, und einer Druckkoordinate p, die entsprechend fu¨r die oberen Modellschichten
entscheidend ist. Die kombinierte Vertikalkoordinate wird mit η bezeichnet und ist so-
mit eine Funktion des Luftdrucks in der Modellschicht p und des Luftdrucks am Boden
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k Ak+1/2 Bk+1/2 pk+1/2 pk
0 0,000000 0,0000000000 0,00 —
1 2000,000000 0,0000000000 20,00 10,00
2 4000,000000 0,0000000000 40,00 30,00
3 6046,110595 0,0003389933 60,80 50,40
4 8267,927560 0,0033571866 86,08 73,44
5 10609,513232 0,0130700434 119,34 102,71
6 12851,100169 0,0340771467 163,03 141,18
7 14698,498086 0,0706498323 218,55 190,79
8 15861,125180 0,1259166826 286,16 252,36
9 16116,236610 0,2011954093 364,97 325,57
10 15356,924115 0,2955196487 452,93 408,95
11 13621,460403 0,4054091989 546,89 499,91
12 11101,561987 0,5249322235 642,77 594,83
13 8127,144155 0,6461079479 735,78 689,28
14 5125,141747 0,7596983769 820,83 778,30
15 2549,969411 0,8564375573 893,07 856,95
16 783,195031 0,9287469142 948,65 920,86
17 0,000000 0,9729851852 985,63 967,14
18 0,000000 0,9922814815 1005,18 995,41
19 0,000000 1,0000000000 1013,00 1009,09
Tabelle 3.1: Verwendete Parameter Ak+1/2 (Pa) und Bk+1/2 (dimensionslos) fu¨r die Fest-
legung der 19 vertikalen Schichten (k = 1, . . . , 19) des HIRHAM4. Fu¨r einen Bodendruck
ps = 1013 hPa wurde der Luftdruck an den Schichtgrenzen pk+1/2 (hPa) mit Gleichung
(3.23) bestimmt. Der Luftdruck in der Mitte der Schicht pk (hPa) ergibt sich dann aus
Gleichung (3.22).
ps, also η = η(p, ps), mit den Randbedingungen η(0, ps) = 0 und η(ps, ps) = 1.




(pk+1/2 − pk−1/2) (3.22)
bestimmt, wobei
pk+1/2 = Ak+1/2 +Bk+1/2 · ps (3.23)
durch die Konstanten Ak+1/2 und Bk+1/2 festgelegt ist. Fu¨r einen Referenzdruck von ps =
1013 hPa sind die entsprechenden Werte in Tabelle 3.1 aufgelistet. Die Modellschichten
3.2 Modelldynamik und Numerik 23
reichen vom Boden bis in eine Ho¨he von 10 hPa und besitzen unterschiedliche Absta¨nde,
wobei die ho¨chste vertikale Auflo¨sung mit etwa 5 Schichten in der atmospha¨rischen
Grenzschicht anzutreffen ist und die niedrigste, ebenfalls mit 5 Schichten, in der unteren
Stratospha¨re.
Als Beispiel fu¨r die vertikale Diskretisierung der Gleichungen sei an dieser Stelle die
statische Grundgleichung (3.10) angefu¨hrt, die in Differenzenschreibweise die Form
Φk+1/2 − Φk−1/2 = −RTk∆(ln pk) (3.24)
annimmt. Da die Gaskonstante R im Allgemeinen unbekannt ist, wird im Modell das
Produkt RT durch RLTv ersetzt, wobei RL die bekannte Gaskonstante fu¨r trockene Luft
und Tv = (1 + 0,608 q)T die virtuelle Temperatur ist.
Zeitliche Diskretisierung
Im HIRHAM4 wird ein semi-implizites “Leap-Frog”-Zeitschrittverfahren fu¨r die nume-
rische Lo¨sung der prognostischen Gleichungen verwendet. Mit diesem Verfahren erha¨lt
man die Gro¨ße ψ zum Zeitschritt n+ 1 durch
ψn+1 = ψn−1 + 2∆t · (fn − Sψ) , (3.25)
wobei die Funktion fn die lokale zeitliche A¨nderung von ψ zum Zeitschritt n angibt
und explizit aus den Modellgleichungen in Differenzenform berechnet werden kann. Die
Gro¨ße Sψ steht fu¨r einen semi-impliziten Korrekturterm, in dem implizite und explizite
Werte der Divergenz bzw. eines linearen Zusatzpotenzials enthalten sind. Die genaue
Formulierung von Sψ ha¨ngt von der betrachteten Gro¨ße ψ ab und soll hier nicht na¨her
spezifiziert werden.
Beru¨cksichtigt man den prognostizierten Werte ψn+1e , der sich mit dem expliziten “Leap-
Frog”-Zeitschrittverfahren
ψn+1e = ψ
n−1 + 2∆t · fn (3.26)
(auch als Bockspring-Methode bekannt) ergibt, la¨sst sich Gleichung (3.25) auch als
ψn+1 = ψn+1e + 2∆t · Sψ (3.27)
schreiben. Im Modell wird auch zuna¨chst ψn+1e mit dem expliziten Verfahren (3.26) be-
stimmt, und anschließend wird die semi-implizite Korrektur Sψ berechnet, um schließlich
ψ zum na¨chsten Zeitschritt (n+ 1) zu erhalten.
Nach dem semi-impliziten Zeitschrittverfahren wird noch eine Zeitfilterung nach As-
selin [1972] durchgefu¨hrt, um das Auftreten unphysikalischer numerischer Lo¨sungen
(sogenannter “computational modes”) zu unterdru¨cken. Durch die Filterung erha¨lt man
fu¨r eine beliebige Gro¨ße ψ zum Zeitschritt n den gefilterten Wert
ψnf = ψ
n + ²f (ψ
n−1
f + ψ
n+1 − 2ψn) , (3.28)
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wobei ²f = 0,05 der Zeitfilter-Koeffizient ist. Der Index f bezieht sich jeweils auf gefil-
terte Werte von ψ.
Der fu¨r die einzelnen Simulationen gewa¨hlte Modellzeitschritt ∆t betrug 240 s oder 300 s.
In Einzelfa¨llen wurden die Simulationen auch mit einem Modellzeitschritt von 180 s
durchgefu¨hrt, um aufgetretene numerische Stabilita¨tsprobleme bei der Berechnung der
physikalischen Tendenz der prognostischen Gro¨ßen T , q und qw infolge von Phasena¨nde-
rungen zu umgehen. In allen Fa¨llen ist das Courant–Friedrichs–Lewy–Stabilita¨tskrite-
rium oder kurz CFL–Kriterium [Courant et al., 1928] erfu¨llt2, nach welchem sich,







= 167 ms−1 (3.29)
ergibt, welche im Modell auftreten kann. Da die diskretisierten Modellgleichungen keine
Schallwellen mehr beinhalten, ist umax als obere Geschwindigkeitsgrenze fu¨r die beru¨ck-
sichtigten atmospha¨rischen Pha¨nomene, die in der Regel Geschwindigkeiten u < 50 ms−1
haben, durchaus großzu¨gig.
Initialisierung
Die Anfangsbedingungen, mit denen das Modell startet, werden durch eine nichtlineare,
sogenannte Normalmoden–Initialisierung (“normal mode initialization”, siehe z.B. Hol-
ton [1992]) bereitgestellt. Als die Normalmoden eines dynamischen Systems werden die
freien Schwingungen des Systems bezeichnet. Diese lassen sich berechnen, indem man
die diskretisierten Modellgleichungen um einen Grundzustand linearisiert und die or-
thogonalen Eigenlo¨sungen der linearisierten Modellgleichungen bestimmt. Die zugrunde
liegenden Felder lassen sich dann als Reihen der Eigenfunktionen entwickeln. Fu¨r jeden
Gitterpunkt jeder Schicht gibt es drei Normalmoden: eine sich ostwa¨rts und eine sich
westwa¨rts ausbreitende Schwerewelle und eine sich westwa¨rts ausbreitende Rossby-Welle
[Holton, 1992].
Das Ziel des Initialisierungsverfahrens ist es, die hochfrequenten Schwerewellen zu ele-
minieren, durch die ein gesto¨rtes Gleichgewicht im Anfangszustand entstehen kann, wo-
durch unphysikalische oder aus numerischen Gru¨nden unerwu¨nschte Lo¨sungen der Glei-
chungen auftreten ko¨nnen. Andererseits soll das Verha¨ltnis zwischen den dynamischen
und thermodynamischen Feldern, entsprechend den niederfrequenten Rossby-Wellen, die
die “langsame” Entwicklung der großra¨umigen Stro¨mung bestimmen, erhalten bleiben.
Fu¨r ein lineares System lassen sich die Schwerewellen herausfiltern, indem die entspre-
chenden Normalmoden gleich null gesetzt und lediglich die Moden der Rossby-Wellen
beru¨cksichtigt werden. Im Fall eines nichtlinearen Systems muss die Lo¨sung iterativ ge-
funden werden, wobei die lineare Lo¨sung als erste Scha¨tzung dient. Die Amplituden der
Schwerewellen werden dabei so angepasst, dass ihre Anfangstendenzen verschwinden.
2Das CFL–Kriterium soll hier nur als grobe Scha¨tzung dienen. Es beinhaltet eine notwendige, aber
keinesfalls hinreichende Bedingung fu¨r die Stabilita¨t der numerischen Lo¨sung.
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3.2.4 Horizontale Diffusion
Da die Diskretisierung der Modellgleichungen eine zeitliche Mittelung darstellt, mu¨ssen
prinzipiell Gleichungen fu¨r zeitlich gemittelte Gro¨ßen verwendet werden. Dazu wird fu¨r
alle Variablen eine Aufspaltung ψ = ψ¯ + ψ′ vorgenommen, wobei ψ¯ fu¨r den zeitlichen
Mittelwert und ψ′ fu¨r die Abweichung vom Mittelwert steht. Beru¨cksichtigt man die
Reynoldsschen Mittelungsregeln [z.B. Holton, 1992; Etling, 1996] und gewichtete
Mittel der Form ψ¯ = ρψ/ρ¯ (der U¨berstrich wird hier gleichzeitig fu¨r gewichtete und
ungewichtete Mittel verwendet), so erha¨lt man prognostische Gleichungen fu¨r die ge-
mittelten Gro¨ßen u¯, v¯, T¯ , q¯ und q¯w, die sich von den Gleichungen fu¨r die ungemittelten












unterscheiden. Das zweite Gleichheitszeichen ist nur bei der Verwendung gewichteter
Mittel exakt, weswegen diese Art der Mittelung auch angewandt wird. Der U¨berstrich
fu¨r gemittelte Gro¨ßen wird im Folgenden nur bei mittleren Produkten von Schwan-
kungsgro¨ßen mit angegeben und ansonsten jeweils weggelassen. Das mittlere Produkt
der Schwankungsgro¨ßen in Dψ gibt den turbulenter Fluss der Gro¨ße ψ an, und kann, mit
einem entsprechenden Schließungsansatz, als turbulente Diffusion interpretiert werden
[z.B. Etling, 1996].
Die turbulente Diffusion la¨sst sich in einen horizontalen und einen vertikalen Anteil auf-
teilen. Die vertikale Diffusion wird bei der Grenzschicht-Parametrisierung in Abschnitt
3.3.4 behandelt, sodass an dieser Stelle nur der Modellansatz fu¨r die Beru¨cksichtigung
der horizontale Diffusion dargestellt wird, da es sich hierbei um eine adiabatische For-
mulierung handelt [Christensen et al., 1996], wodurch die Gleichungen einen weiteren
adiabatischen Transportterm enthalten.
Im HIRHAM4 wird die horizontale Diffusion entlang der Modellfla¨chen durch ein li-
neares Diffusionschema vierter Ordnung fu¨r die prognostischen Gro¨ßen u, v, T und q









gegeben ist. Der Index hd bezieht sich hier lediglich auf die lokale zeitliche A¨nderung
von ψ als Folge der horizontalen Diffusion. Kψ ist der horizontale Diffusionskoeffizient,
der hier die Einheit m4s−1 hat, ∂/∂xk ist der horizontale Nabla-Operator und ψn−1 ist
der Wert von ψ zum vorangegangenen Zeitschritt.
Da die Modellfla¨chen des HIRHAM4 in gemischten σ-p-Koordinaten formuliert sind,
wodurch sie in Bodenna¨he der Orografie folgen, kann die horizontale Diffusion in Gebie-
ten mit steiler Orografie zu einer Vermischung von Luftmassen aus verschiedenen Ho¨hen
fu¨hren, die sehr unterschiedliche Eigenschaften besitzen. Dadurch ko¨nnen zusa¨tzliche un-
physikalische Effekte entstehen, wie z.B. eine ku¨nstliche Konvektion mit Niederschlag,
die ihre Ursache nicht in den thermodynamischen Gegebenheiten der Atmospha¨re ha-
ben. Um solche unphysikalischen Effekte zu reduzieren, wird die horizontale Diffusion
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an jenen Gitterpunkten ausgeschaltet, die zu benachbarten Gitterpunkten der selben
Schicht große Unterschiede in der Ho¨he aufweisen.
3.3 Physikalische Parametrisierungen
Um die Modellgleichungen lo¨sen zu ko¨nnen, mu¨ssen zusa¨tzlich zur bislang noch nicht
na¨her spezifizierten vertikalen Diffusion auch die Reibungs- und Quellterme (Ru, Rv,
QT , Qq und Qw) bekannt sein. Diese Terme enthalten alle diabatischen physikalischen
Prozesse, die einen Einfluss auf die Dynamik des gekoppelten Systems haben und in der
Regel auf Skalen unterhalb der Gitterauflo¨sung stattfinden. Aus diesem Grund mu¨ssen
diese Prozesse parametrisiert werden, d.h. ein physikalischer Zusammenhang mit den
auflo¨sbaren, großskaligen Modellgro¨ßen ist erforderlich, um diese Prozesse wiedergeben
zu ko¨nnen.
Das HIRHAM4 umfasst Parametrisierungen fu¨r Strahlung, Landoberfla¨chenprozesse,
Meeresoberfla¨chen–Meereis–Prozesse, planetare Grenzschicht (vertikale Diffusion), Im-
pulstransport durch Schwerewellen, Cumuluskonvektion und großra¨umige Kondensation
(Schichtwolken). Der U¨bersichtlichkeit halber werden einzelne Prozesse in diesem Ab-
schnitt durch Indizes markiert. Der Index rad bezieht sich dabei auf die Strahlung, vd
auf die vertikale Diffusion, gw auf die Schwerewellen, cc auf die Cumuluskonvektion und
con auf die großra¨umige Kondensation.
Die lokale zeitliche A¨nderung der Gro¨ße ψ, die durch die im Modell parametrisier-
ten physikalischen Prozesse verursacht wird, sei hier mit Pψ bezeichnet. Pψ beinhaltet
demzufolge die Reibungs- oder Quellterme und die turbulente vertikale Diffusion. Der
unterschiedliche Einfluss der einzelnen physikalischen Prozesse auf die verschiedenen


























































mit ui = u, v und qi = q, qw.
Die unteren Randbedingungen werden durch die Parametrisierungen der Oberfla¨chen-
prozesse und der planetaren Grenzschicht bestimmt. Das HIRHAM4 umfasst dies-
bezu¨glich, zusa¨tzlich zu den prognostischen und diagnostischen Gleichungen von Ab-
schnitt 3.2, noch eine Energiebilanzgleichung fu¨r die Oberfla¨chentemperatur u¨ber Meer-
eis, eine Wa¨rmeleitungsgleichung fu¨r die Temperaturen in fu¨nf Bodenschichten, ei-
ne hydrologische Bilanzgleichung, welche Regen, Schneefall, Verdunstung, Abfluss und
Schneeschmelze umfasst, und diagnostische Gleichungen fu¨r die Wolkenbedeckung und
die Phasenanteile in Mischwolken. Detaillierte Informationen findet man in der Modell-
dokumentation von Christensen et al. [1996] und bei Roeckner et al. [1996].
3.3 Physikalische Parametrisierungen 27
3.3.1 Strahlung
Die Temperatura¨nderung durch kurz- und langwellige Strahlung wird durch die Diver-
genz der Netto-Strahlungsflu¨sse F = Fk + Fl bestimmt, wobei Fk fu¨r den kurzwelligen
und Fl fu¨r den langwelligen Strahlungsfluss steht. Im p-Koordinatensystem la¨sst sich fu¨r











darstellen, wobei g die Erdbeschleunigung und cp die spezifische Wa¨rmekapazita¨t bei
konstantem Druck ist.
Die Berechnung des vollsta¨ndigen Strahlungstransfers beno¨tigt sehr viel Rechenzeit und
wird deshalb bei der Zeitintegration mit einem Zeitschritt von 4 bzw. 5 Minuten nur alle
zwei Stunden durchgefu¨hrt. Um aber A¨nderungen des Zenitwinkels der Sonne und der
Temperatur auch zwischen diesen Zeiten zu beru¨cksichtigen, werden die Strahlungsflu¨sse
zu jedem Zeitpunkt durch
Fk = τe · S0 (3.36)
Fl = ²e · σ · T 4 (3.37)
angena¨hert, wobei τe das effektive Transmissionsvermo¨gen und ²e das effektive Emissi-
onsvermo¨gen der jeweiligen Modellschicht zum Zeitpunkt der vollsta¨ndigen Strahlungs-
berechnung ist. Mit S0 ist der aktuelle Strahlungsfluss von der Sonne am oberen Rand
der Atmospha¨re bezeichnet und σ steht fu¨r die Stefan–Boltzmann–Konstante.
Die Parametrisierung des Stahlungstransfers wurde vom ECMWF-Modell u¨bernommen
und basiert auf den Ansa¨tzen von Fouquart und Bonnel [1980] fu¨r die kurzwellige
Strahlung und Morcrette et al. [1986] fu¨r die langwellige Strahlung. Zudem wurden
noch einige Modifizierungen vorgenommen, die die Beru¨cksichtigung von zusa¨tzlichen
Treibhausgasen (CH4, N2O, FCKWs), die Absorption von Ozon bei einer Wellenla¨nge
von 14,6 µm und eine Verbesserung bei der Parametrisierung des Wasserdampfeinflusses
[Giorgetta und Wild, 1995] betreffen.
Der Strahlungstransfer in der Atmospha¨re wird bekanntermaßen durch die verschiedenen
Bestandteile und Beimengungen der Atmospha¨re bestimmt. Im HIRHAM4 werden die
folgenden strahlungsaktiven Komponenten beru¨cksichtigt: H2O, CO2, CH4, N2O, O3,
FCKWs, Aerosole und Wolken.
Neben der Aufteilung in kurz- und langwellig Strahlung, wird insbesondere zwischen
wolkenlosem und bewo¨lktem Himmel unterschieden. Die Eigenschaften von Wolken-
tro¨pfchen und Eiskristallen in Bezug auf die Einfachsteuung der Strahlung sind von
der Mie–Theorie abgeleitet und an ein verwendetes Breitbandmodell angepasst worden.
Ausfu¨hrliche Informationen u¨ber die Bedeutung von Wolken und Flu¨ssigwasser fu¨r den
Strahlungstransfer findet man bei Rockel et al. [1991].
Im Allgemeinen sind die Aerosol- und Treibhausgaskonzentrationen sowie die Konzen-
tration von Wolkentro¨pfchen fest vorgegebene Parameter. Der effektive Radius von Wol-
kentro¨pfchen und Eiskristallen ist in Abha¨ngigkeit des Gehalts an Wasser in flu¨ssiger
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bzw. fester Form parametrisiert. Desweiteren wird eine fest eingestellte Solarkonstante
von 1365 W/m2 verwendet.
Fu¨r die Regionalisierung des GSDIO–Szenarios (siehe Abschnitt 5.3) wurden die Treib-
hausgase CO2, CH4 und N2O den entsprechenden Werten des Szenarios angepasst, wo-
gegen sie fu¨r die Regionalisierung des CTRL (siehe Abschnitt 5.2) jeweils die folgenden
konstanten Werte aufwiesen: CO2 = 353 ppm, CH4 = 1720 ppb und N2O = 310 ppb.
3.3.2 Landoberfla¨chenprozesse
Allgemein wird im HIRHAM4 zwischen verschiedenen Oberfla¨chentypen unterschieden:
16 Landbedeckungstypen (mit oder ohne Schnee), offener Ozean, Meereis und Gro¨nland-
gletscher. U¨ber Landfla¨chen wird der Impuls-, Wa¨rme- und Feuchteaustausch zwischen
Boden, Vegetation und Atmospha¨re beru¨cksichtigt. Die meisten Landoberfla¨cheneigen-
schaften, wie z.B. Orografie (siehe Abbildung 3.1), Bodenalbedo, Vegetationstyp, Blatt-
fla¨chenindex oder die Wa¨rmekapazita¨t und maximale Wasseraufnahmefa¨higkeit des Bo-
dens, sind fest vorgegeben (oder unterliegen lediglich einem klimatologischen Jahres-
gang) und ko¨nnen sich demzufolge, durch die vom Modell simulierten atmospha¨rischen
Zusta¨nde, nicht interaktiv a¨ndern.
Fu¨r die Berechnung der Bodenwa¨rmeflu¨sse wird ein Bodenmodell verwendet, dessen fu¨nf
Schichten zwischen 0 und etwa 10 m Tiefe liegen, wobei die Schichtdicke mit der Tiefe zu-
nimmt. Zudem wird eine mo¨gliche Schneeschicht beru¨cksichtigt. Die oberen Randbedin-
gungen werden durch den atmospha¨rischen Netto-Energiefluss Fatm bestimmt, der sich
aus den turbulenten fu¨hlbaren und latenten Wa¨rmeflu¨ssen am Boden (siehe Abschnitt
3.3.4) und den Strahlungsflu¨ssen am Boden (vergleiche Abschnitt 3.3.1) zusammensetzt.
Am unteren Rand ist ein Wa¨rmefluss von null vorgeschrieben. Die Temperatur in den
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(3.38)













fu¨r die 4 unteren Schichten bestimmt, wobei ∆zi die Dicke der Schicht i und Ti die
Temperatur in dieser Schicht ist. Das Produkt ρgcg gibt die Wa¨rmekapazita¨t pro Vo-
lumeneinheit an und ist vom Bodentyp abha¨ngig, was durch den Index g angedeutet
werden soll, und λg ist die Wa¨rmeleitfa¨higkeit des Bodens. Fu¨r den Fall, dass kein Schnee
liegt, ist Fo = Fatm und die Temperatur an der Grenzfla¨che zur Atmospha¨re Ts ist gleich
T1.
Fu¨r den Fall, dass der Boden mit Schnee bedeckt ist, wird eine zusa¨tzliche Wa¨rmelei-
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wobei Sn die Schneedicke in Metern einer a¨quivalenten Wassersa¨ule und ρSncSn die
Wa¨rmekapazita¨t von Schnee pro Volumeneinheit angibt. Die Flussdifferenz ∆Fo ist der
an der Schneeobergrenze ankommende Netto-Energiefluss aus der Atmospha¨re Fatm mi-
nus dem Energiefluss Fo, der die Grenzfla¨che zwischen Schneeschicht und Boden durch-
quert. Die Temperatur an der Grenzfla¨che zwischen Atmospha¨re und Schneeobergrenze
Ts wird linear extrapoliert aus TSn und T1.
Das Wasser an der Bodenoberfla¨che wird im HIRHAM4 in drei Teile untergliedert: Die
Schneemenge Sn (in Metern einer a¨quivalenten Wassersa¨ule), die Wassermenge Wl, die
durch die Vegetation abgefangen wird, und den Bodenwassergehalt Ws. Die zeitliche
Entwicklung dieser Gro¨ßen wird durch Regen, Schneefall, Verdunstung und Abfluss
bestimmt. Die Berechnung des Abflusses basiert dabei auf dem Schema von Du¨menil
und Todini [1992].
3.3.3 Meeresoberfla¨chen–Meereis–Prozesse
Es bestehen zwei Mo¨glichkeiten der Meereisbehandlung im HIRHAM4. Die eine, welche
auch im allgemeinen Zirkulationsmodell ECHAM3 [DKRZ, 1993] verwendet wird, setzt
den Meereisanteil B in einer Gitterbox auf 100%, wenn die Meeresoberfla¨chentemperatur
Ts unterhalb eines kritischen Wertes Tfreez ist (andernfalls ist B = 0), und berechnet
die Eisoberfla¨chentemperatur Tskin aus einer linearisierten Wa¨rmebilanzgleichung. Dazu
wird fu¨r den Wa¨rmestrom Q(Tskin) eine Taylor–Entwicklung um Ts durchgefu¨hrt, die
nach dem Term erster Ordnung abgebrochen wird:
Q(Tskin) = Q(Ts) +
∂Q
∂T
(Tskin − Ts) . (3.41)





bestimmen, wobei Cpi die Wa¨rmekapazita¨t fu¨r eine feste Eisdicke ist. Fasst man beide
Gleichungen zusammen und lo¨st nach Tskin auf, erha¨lt man eine lineare Gleichung fu¨r
die neue Eisoberfla¨chentemperatur:
Tskin(t) =






Die Regionalisierungen des CTRL wurden mit diesem Eisschema und der kritischen
Temperatur Tfreez = −1.79◦C sowie einer festen Meereisdicke von 2 m durchgefu¨hrt.
Die Meeresoberfla¨chentemperatur Ts stammt aus dem CTRL und wurde alle 12 Stunden
aktualisiert und zwischen diesen Zeitpunkten linear interpoliert.
Die zweite Mo¨glichkeit der Meereisbehandlung basiert auf dem Ozeanmodell OPYC
[Oberhuber, 1993a] und beru¨cksichtigt in den einzelnen Gitterboxen eine partiel-
le Meereisbedeckung sowie variable Werte fu¨r die Meereisdicke und die Schneedicke
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u¨ber Meereis. Bei diesem Eisschema wird sowohl die Temperatur an der Schnee–Eis–
Grenzfla¨che Tsi als auch die Temperatur an der Schneeoberfla¨che Tskin prognostisch










und eine linearisierte Wa¨rmebilanzgleichung verwendet. Letztere erha¨lt man, indem man
eine Linearisierung fu¨r Q(Tskin) bezu¨glich der Temperatur (wie in Gleichung (3.41)) und
der zeitlichen Variation Tskin(t)− Tskin(t−∆t) durchfu¨hrt. Als Resultat ergibt sich fu¨r
Tskin die Gleichung
Q(Tskin(t)) = Q(Ta) +
∂Q
∂T
(Tskin(t)− Ts −B · (Tskin(t−∆t)− Ts)) , (3.45)
wobei Q(Ta) = B ·Q(Tskin)+ (1−B) ·Q(Ts) der Wa¨rmestrom einer partiell mit Meereis
bedeckten Gitterzelle mit der mittleren Temperatur Ta = B · Tskin + (1 − B) · Ts und
B der entsprechende Anteil von Meereis ist. Durch analoges Vorgehen erha¨lt man eine
Gleichung fu¨r Tsi.
Fu¨r die Lo¨sung der Gleichungen werden noch Randbedingungen beno¨tigt. Neben der
Annahme, dass die Wa¨rmestro¨me und Temperaturen an den Grenzfla¨chen stetig sind,
wird ∂T/∂t = 0 am unteren Rand und Q = A · Fatm am oberen Rand angesetzt, wobei
A die Fla¨che der Gitterbox und Fatm der Netto-Energiefluss aus der Atmospha¨re ist.
Dieses zweite Eisschema wurde bei den Regionalisierungen des GSDIO–Szenarios ver-
wendet, wobeiB und Ts sowie die Meereisdicke, die fu¨r die Berechnung des Wa¨rmestroms
vom Ozean beno¨tigt wird, aus dem GSDIO–Szenario stammen. Auch hier wurden die
Werte alle 12 Stunden aktualisiert und zwischen diesen Zeitpunkten linear interpoliert.
3.3.4 Planetare Grenzschicht
Die turbulenten Flu¨sse in der atmospha¨rischen Grenzschicht werden mittels der Monin–
Obukhov–A¨hnlichkeitstheorie nach Louis [1979] bestimmt. Allerdings wird fu¨r den Dif-
fusionskoeffizienten eine Schließung ho¨herer Ordnung nach Brinkop und Roeckner
[1995] verwendet, um den turbulenten Austausch von Impuls, Wa¨rme, Feuchte und
Wolkenwasser in der Atmospha¨re oberhalb der bodennahen Grenzschicht zu berechnen.





l (ψl − ψs) (3.46)
bestimmt. Der Index l steht fu¨r die unterste Modellschicht, die die Obergrenze der
Bodenschicht repra¨sentiert, und der Index s fu¨r die Erdoberfla¨che, die die Bodenschicht
nach unten abgrenzt. ul und vl sind die horizontalen Windkomponenten in der untersten
Modellschicht und Cψ ist der Widerstandsbeiwert fu¨r die Gro¨ße ψ, der von der Ho¨he
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der Schicht l und der Stabilita¨t der Schichtung abha¨ngt und aus der Monin–Obukhov–
A¨hnlichkeitstheorie abgeleitet wird [Roeckner et al., 1996].
Um die turbulente vertikale Diffusion einer mittleren Gro¨ße ψ oberhalb der Boden-
schicht zu bestimmen, wird fu¨r den vertikalen turbulenten Fluss w′ψ′ dieser Gro¨ße der
Gradientansatz fu¨r turbulente Flu¨sse
w′ψ′ = −Kψ ∂ψ
∂z
(3.47)
verwendet, wobei Kψ der entsprechende Diffusionskoeffizient ist. Mit diesem Ansatz
ergibt sich fu¨r die, durch vertikale Diffusion bedingte, lokale zeitliche A¨nderung der
















Fu¨r den unbekannten Diffusionskoeffizienten wird eine Schließung 1,5ter Ordnung mit
einer Prandtl–Kolmogorov–Parametrisierung verwendet,
Kψ = co · lψ ·
√
e · Sψ(Rim) , (3.49)
bei der der Diffusionskoeffizient als Funktion der turbulenten kinetischen Energie e an-
gegeben wird (die sogenannte TKE–Schließung). co ist eine Konstante (co = 0,516),
lψ ist der Mischungsweg fu¨r die Gro¨ße ψ, und Sψ ist eine empirische Stabilita¨tsfunk-
tion, die von der sogenannten feuchten Richardson–Zahl Rim (Index m fu¨r “moist”;
wird gelegentlich auch als Bulk–Richardson–Zahl bezeichnet) abha¨ngt. Bei dieser Art
der Schließung muss eine weitere prognostische Gleichung fu¨r die turbulente kinetische






























besteht. Die einzelnen Terme haben dabei folgende Bedeutung: (1) Turbulenter Fluss
von Turbulenzenergie, (2) Produktion oder Vernichtung von Turbulenzenergie durch
turbulente Wa¨rmeflu¨sse (Auftriebskra¨fte), (3) Produktion von Turbulenzenergie aus der
Scherung der mittleren Stro¨mung (Grundstrom), (4) Energiedissipation (Vernichtung
von Turbulenzenergie durch molekulare Reibung). Advektion von turbulenter kinetischer
Energie wird im HIRHAM4 vernachla¨ssigt.
Fu¨r die Bestimmung des Mischungsweges in Gleichung (3.49) wird der Ansatz von Bla-







darstellen la¨sst, wobei κ die von Ka´rma´nsche Konstante und λ eine asymptotische Mi-
schungsla¨nge ist. Im HIRHAM4 ist κ = 0,4 und λ nimmt in der gesamten Grenzschicht
den konstanten Wert 300 m an und na¨hert sich in der freien Atmospha¨re dann expo-
nentiell dem Wert von 30 m.
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3.3.5 Impulstransport durch Schwerewellen
Der Impulstransport durch orografisch angeregte Schwerewellen, die bei stabiler Schich-
tung u¨ber hu¨geligem Gela¨nde entstehen und vom Modell nicht mehr explizit aufgelo¨st
werden ko¨nnen, wird nach Miller et al. [1989] simuliert. Dafu¨r werden orografische
Varianzen, die unterhalb der Gitterauflo¨sung liegen, aus dem in Abschnitt 3.2 erwa¨hn-
ten hochauflo¨senden Datensatz der U.S. Navy verwendet und richtungsabha¨ngig in vier
Sektoren (O/W, N/S, NW/SO und NO/SW) eingeteilt.
Orografisch angeregte Schwerewellen haben typischerweise Wellenla¨nge in der Gro¨ßen-
ordnung von 1–10 km und ko¨nnen mit der verwendeten Gitterweite von etwa 50 km
nicht mehr aufgelo¨st werden. Da durch Schwerewellen aber Impuls transportiert wird,
muss der von diesen Schwerewellen verursachte Impulsfluss parametrisiert werden.
Die Schwerewellen lassen sich als kleinskalige Sto¨rungen u′i der mittleren Stro¨mung ui des
Modells interpretieren und ko¨nnen demzufolge wie turbulente Gro¨ßen behandelt werden,
wodurch wiederum ein zusa¨tzlicher vertikaler Impulsfluss w′u′i zu beru¨cksichtigen ist. Fu¨r
die durch Schwerewellen verursachte lokale zeitliche A¨nderung des mittleren Impulses













Der Impulsfluss pro Volumeneinheit la¨sst sich durch die Reynoldsschen Schubspannun-
gen τi = −ρw′u′i ausdru¨cken. Beru¨cksichtigt man noch die statische Grundgleichung








wobei g die Erdbeschleunigung ist.
Das Parametrisierungs–Schema besteht nun aus zwei Teilen: Erstens aus einer Para-
metrisierung der Schubspannungen τi in den unteren Schichten und zweitens aus der
Modellierung der dynamischen Prozesse, die die vertikale Struktur von τi bestimmen.
Die Schubspannung in den unteren Schichten ha¨ngt von der horizontalen Windgeschwin-








ab, welche die Stabilita¨t der atmospha¨rischen Schichtung durch den Vertikalgradienten
der potenziellen Temperatur θ beinhaltet. Eine zusa¨tzliche Schubspannung wird beru¨ck-
sichtigt, wenn die Stro¨mung in den unteren Schichten einen kritischen Wert u¨bersteigt,
z.B. im Fall brechender Leewellen.
Die Schubspannung in den oberen Schichten ist ein Ergebnis der aufwa¨rts gerichteten
Wellenausbreitung. Um das Einsetzen von Turbulenz, z.B. infolge konvektiver Insta-
bilita¨t, zu beschreiben, wird eine lokale Wellen–Richardson–Zahl konstruiert, mit der
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die vertikale Struktur der Schubspannung berechnet wird. Durch die Bedingung, dass
diese Wellen–Richardson–Zahl nicht unter den kritischen Wert von 0,25 fallen kann,
kann die Schubspannung stufenweise vom Boden aufwa¨rts festgelegt werden. Weitere
Einzelheiten findet man in der Modelldokumentation des ECHAM3 vom DKRZ [1993].
3.3.6 Cumuluskonvektion
Die Parametrisierung der Cumuluskonvektion basiert auf dem Massenflusskonzept von
Tiedtke [1989] mit Modifizierungen fu¨r hochreichende Konvektion von Nordeng
[1994]. Im HIRHAM4 wird zwischen flacher, mittlerer und hochreichender Konvekti-
on unterschieden:
(a) Unter flacher Konvektion wird hier Cumuluskonvektion verstanden, die vorwie-
gend in ungesto¨rten Stro¨mungen unter Abwesenheit großra¨umiger Konvergenz
auftritt. Als Beispiel seien lediglich die Scho¨nwettercumuli unterhalb einer Ab-
sinkinversion angefu¨hrt.
(b) Der Begriff mittlere Konvektion bezieht sich auf konvektive Zellen, die ihren Ur-
sprung nicht in der atmospha¨rischen Grenzschicht haben, sondern durch dynami-
sche Hebung von Luftmassen u¨ber das Hebungskondensationsniveau entstehen, wo
dann erst freie Konvektion einsetzen kann. Diese Konvektion findet man ha¨ufig in
Verbindung mit Warmfronten oder auch im Warmsektor tropischer Wirbelstu¨rme.
(c) Mit hochreichender Konvektion wird letztlich die Cumuluskonvektion bezeichnet,
die eine große vertikale Erstreckung hat und zum Teil sogar bis in die untere
Stratospha¨re reicht. Voraussetzung ist eine hochreichend feucht-labile Schichtung
oberhalb des Kondensationsniveaus. Diese Art der Konvektion tritt ha¨ufig bei
synoptisch-skaliger Konvergenz in den unteren Schichten auf, wie z.B. in der Na¨he
von Tiefdruckgebieten und an Kaltfronten oder Tro¨gen.
Alle Konvektionsschemen beno¨tigen Schließungsannahmen, um die Wolkenparameter
mit den großskaligen Gro¨ßen in Verbindung zu bringen: Fu¨r die flache Konvektion wird
vorausgesetzt, dass der Feuchtegehalt in der atmospha¨rischen Grenzschicht stationa¨r ist,
fu¨r die mittlere Konvektion wird der Massenfluss an der Wolkenbasis mit der großska-
ligen Vertikalgeschwindigkeit verknu¨pft und fu¨r die hochreichende Konvektion wird der
Massenfluss mit der konvektiv verfu¨gbaren potenziellen Energie in Beziehung gebracht.
Die Wolkenbasis wird durch die unterste Modellschicht festgelegt, in der in einem auf-
steigenden Luftpaket Kondensation auftritt. Fu¨r flache und hochreichende Konvektion
wird der Massenfluss an der Wolkenbasis aus der Feuchtekonvergenz in der atmospha¨ri-
schen Grenzschicht berechnet. (Fu¨r die hochreichende Konvektion dient dies nur als
erste Scha¨tzung. In einem nachfolgenden Schritt wird die Schließung von Nordeng
[1994] verwendet.) Anschließend wird die Obergrenze der Wolken durch die erste Mo-
dellschicht bestimmt, an der ein aufsteigendes Luftpaket negativen Auftrieb erfa¨hrt.
Die Eigenschaften eines aufsteigenden Luftpakets werden durch die Annahme festge-
legt, dass das Aufsteigen trockenadiabatisch von der atmospha¨rischen Grenzschicht bis
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zur Wolkenbasis und feuchtadiabatisch in der Wolke abla¨uft. Abwinde werden in diesem
Stadium nicht beru¨cksichtigt. Fu¨r die Aufwinde wird sowohl ein turbulentes als auch
ein organisiertes Mitreißen benachbarter Luftmassen (Entrainment) sowie ein entspre-
chendes Abstoßen von mitgefu¨hrten Luftpaketen (Detrainment) beru¨cksichtigt.
3.3.7 Großra¨umige Kondensation
Im HIRHAM4 ist das Wolkenwasser qw als prognostische Gro¨ße enthalten, wobei dia-
gnostisch in einen flu¨ssigen Anteil qwl und einen festen Anteil qwi unterteilt wird. Die
diagnostische Gleichung stellt eine auf der Temperaturabha¨ngigkeit basierende Parame-
trisierung dar und lautet




a+ (1− a)e−bT 2 , fu¨r T < 0◦C
1 , fu¨r T ≥ 0◦C
, (3.56)
bei der die Temperatur T in ◦C angegeben wird. a und b sind Konstanten mit den Werten
a = 0,0059 und b = 0,003102. Der feste Anteil an Wolkenwasser la¨sst sich anschließend
aus der einfachen Beziehung qwi = qw − qwl ableiten.
Um auch Wolkenbildung, die unterhalb der Gitterauflo¨sung stattfindet, zu beru¨cksichti-
gen, wird der von Sundqvist [1978] entwickelte Ansatz verwendet, bei dem die Gitter-
zellen des Modells in einen mit Wolken bedeckten und einen wolkenlosen Teil aufgeteilt
werden. Der Anteil an der Fla¨che einer Gitterzelle, der mit Wolken bedeckt ist, sei im
Folgenden mit b bezeichnet, wodurch sich fu¨r den wolkenlosen Teil der Fla¨chenanteil
1− b ergibt.
Im Modell werden zuerst die spezifische Feuchte und das Wolkenwasser in jeder Git-
terzelle fu¨r den mit Wolken bedeckten und den wolkenfreien Teil getrennt berech-
net. Danach werden in jeder Gitterzelle und jeder Modellschicht die entsprechenden
Kondensations- und Verdunstungsraten bestimmt. Die Auswirkungen der wolkenphysi-
kalischen Prozesse, wie das Wachstum von Wolkentro¨pfchen oder Eiskristallen, werden
durch einen umfassenden Satz von Parametrisierungen beru¨cksichtigt.
Zum Schluss werden die A¨nderungen der spezifischen Feuchte und des Wolkenwassers
zusammen mit der zugeho¨rigen Temperatura¨nderung berechnet, um die Auswirkungen
von Kondensation und Verdunstung auf die Temperatur angemessen zu beru¨cksichtigen.
























= bCc + (1− b)Co − b Pc , (3.59)
wobei lv fu¨r die spezifische latente Wa¨rme und cp fu¨r die spezifische Wa¨rmekapazita¨t bei
konstantem Druck steht. Cc und Co sind die Kondensationsraten. Der Index c bezieht
sich auf den mit Wolken bedeckten Teil und der Index o auf den wolkenlosen Teil der
Gitterzelle. Pc bezeichnet die Niederschlagsrate im mit Wolken bedeckten Teil und Eo die
Verdunstungsrate von Niederschlag, der in den wolkenlosen Teil fa¨llt. Verdunstung im
mit Wolken bedeckten Teil der Gitterzelle ist nicht erlaubt (Ec = 0), und Niederschlag
kann nur aus Wolken fallen (Po = 0).
Der Fla¨chenanteil der Wolkenbedeckung b ist parametrisiert als eine nichtlineare Funk-
tion der u¨ber eine Gitterzelle gemittelten relativen Feuchte U . Fu¨r Ub < U < Usat, wobei




1− U − Ub
Usat − Ub (3.60)
bestimmen. Ansonsten ist b = 0, d.h. existierende Wolken lo¨sen sich im Falle U < Ub
auf. Der Schwellwert fu¨r die Kondensation ist eine Funktion der Ho¨he und die Sa¨tti-
gungsfeuchte nimmt im Modell den Wert Eins an.
3.4 Randantrieb
Fu¨r den Randantrieb des HIRHAM4 mussten in einem ersten Schritt die in 12–stu¨ndli-
chen Absta¨nden vorliegenden Modellausgaben des ECHAM4 auf das Integrationsgebiet
des HIRHAM4 interpoliert werden. Da das ECHAM4 ein spektrales Modell ist, liegen
die Variablen u¨blicherweise in Form von Spektralkoeffizienten vor. Fu¨r die Gro¨ßen, die
auf einem gaußschen Gitter abgelegt sind, wie z.B. die spezifische Feuchte oder die
Orografie, wurden die entsprechenden Werte in Spektralkoeffizienten transformiert. An-
schließend erfolgte eine Rotation der Spektralkoeffizienten um −90◦, sodass der Nordpol
bei 0◦N und 0◦O liegt.
Das ECHAM4 beinhaltet als prognostische Gro¨ßen Divergenz und Vorticity, als Rand-
werte des HIRHAM4 werden aber die horizontalen Windkomponenten beno¨tigt, so-
dass der na¨chste Schritt darin bestand, aus Divergenz und Vorticity die horizontalen
Windkomponenten zu berechnen3. Schließlich wurde aus den rotierten Spektralkoeffi-
zienten der Ausschnitt zwischen 24,5◦N und 25,0◦S und zwischen 27,5◦W und 27,0◦O,
jeweils in 0,5◦Absta¨nden, auf ein Gitter transformiert, welches mit dem Modellgitter des
HIRHAM4 identisch ist (vergleiche Abbildung 3.1).
Fu¨r alle Randgro¨ßen (sowohl seitliche als auch untere) aller verwendeten Antriebsda-
tensa¨tze (CTRL, GSDIO–Szenario) gilt, dass sie wa¨hrend der Simulationen alle 12 Stun-
den aktualisiert wurden.
3Diese Umrechnung ist z.B. bei Krishnamurti et al. [1998] ausfu¨hrlich beschrieben.
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3.4.1 Seitlicher Rand
Damit zu jedem Zeitschritt der Simulation Randwerte vorliegen, werden die Randfelder
innerhalb der Modellsimulation einer linearen zeitlichen Interpolation unterworfen. An-
schließend werden die Informationen an den seitlichen Ra¨ndern mittels einer Relaxation
u¨ber eine 10 Gitterpunkte umfassende Randzone in das Modellinnere transferiert. Diese




k + (1− αk)ψik , (3.61)
wobei ψmk fu¨r die modifizierte Feldgro¨ße, ψ
r
k fu¨r die entsprechende Randfeldgro¨ße und ψ
i
k
fu¨r die interne Feldgro¨ße des Modells steht, und zwar jeweils am k-ten Gitterpunkt rela-
tiv zum na¨chstgelegenen Rand (k=0). Die Koeffizienten αk sind die Abschwa¨chungsge-
wichte, welche dermaßen wirken, dass das Randantriebsfeld und das interne Modellfeld
innerhalb der Randzone konsistent verbunden sind. Im konkreten Fall der 10 Gitter-
punkte umfassenden Randzone werden diese Koeffizienten mit der Gleichung





berechnet, woraus sich die 10 Gewichte (k = 0, . . . , 9) ergeben, die in Tabelle 3.2 aufge-
listet sind.
k 0 1 2 3 4 5 6 7 8 9
αk 1,000 0,678 0,417 0,238 0,130 0,069 0,036 0,019 0,010 0,005
Tabelle 3.2: Abschwa¨chungsgewichte αk fu¨r die Relaxation der Randwerte in der 10
Gitterpunkte umfassenden Randzone, wie sie mittels Gleichung (3.62) vom HIRHAM4
berechnet werden. k gibt den Gitterpunktsabstand zum Rand an.
Diese Prozedur des Randantriebs wird fu¨r alle prognostischen Gro¨ßen mit Ausnahme
der spezifischen Feuchte und des Wolkenwassers durchgefu¨hrt.
Die spezifische Feuchte ist nur an den a¨ußersten Randpunkten mit dem Antriebsfeld
verbunden (k=0). Gleichzeitig wird gepru¨ft, ob die Windkomponenten einen horizon-
talen Feuchtefluss in das Modell hinein oder aus dem Modell heraus anzeigen. Ist der
Feuchtefluss in das Modell gerichtet, wird dem Feuchtefeld am a¨ußersten Gitterpunkt
der Wert des Antriebsfeldes zugeordnet. Im Falle eines Feuchteflusses aus dem Modell
heraus, wird dem Feuchtefeld am a¨ußersten Gitterpunkt ein Wert zugeordnet, welcher
durch Extrapolation aus den Werten der vier benachbarten, stromaufwa¨rts liegenden
Gitterpunkten innerhalb des Modellgebietes berechnet wird.
Der Wolkenwassergehalt an den Ra¨ndern wird, wie die spezifische Feuchte, in Abha¨ngig-
keit der Stro¨mungsrichtung bestimmt. Der Unterschied besteht darin, dass fu¨r den Wol-
kenwassergehalt kein Antriebsfeld des globalen Modells beru¨cksichtigt wird, sodass fu¨r
den Fall, dass die Stro¨mung in das Modellinnere gerichtet ist, am a¨ußersten Gitterpunkt
der Wolkenwassergehalt null gesetzt wird4.
4Auch bei der Initialisierung wird Wolkenwasser nicht beru¨cksichtigt (qw = 0, fu¨r t = 0), wodurch
eine Einschwingzeit zwischen 6 bis 12 Stunden entsteht [Christensen et al., 1996].
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3.4.2 Unterer Rand
Am unteren Rand beno¨tigt das HIRHAM4 Informationen u¨ber die Meeresoberfla¨chen-
temperatur und die Meereisbedeckung. Zusa¨tzlich ko¨nnen auch Meereisdicken und
Schneedicken u¨ber Meereis beru¨cksichtigt werden. Fu¨r die Regionalisierung des GSDIO–
Szenarios wurden die letztgenannten Gro¨ßen ebenfalls fu¨r den unteren Randantrieb des
HIRHAM4 verwendet, da in diesem Experiment deutliche A¨nderungen in den Meereis-
dicken auftreten [Roeckner, 2000]. Da Schneedicken u¨ber Meereis aus dem Szenario
nicht zur Verfu¨gung standen, wurde u¨ber Meereis eine Schneedicke angenommen, die
einer 1 mm hohen Wassersa¨ule entspricht.
Eine weitere A¨nderung bei den Regionalisierungen des GSDIO–Szenarios war eine Ver-
besserung in der Interpolation der unteren Randdaten des Szenarios auf das HIRHAM4–
(a) SST, Standard-Interpolation (b) SST, modifizierte Interpolation
(c) EVAP, mit Standard–SST (d) EVAP, mit modifizierter SST
Abbildung 3.2: Mittlere Meeresoberfla¨chentemperaturen (◦C) fu¨r den Juli des Modell-
jahres 415 des CTRL, interpoliert auf das HIRHAM4–Gebiet mit Beru¨cksichtigung von
Landpunkten (a) und ohne Beru¨cksichtigung von Landpunkten (b), sowie die Verduns-
tungssummen (mm) der entsprechenden HIRHAM4–Juli–Simulationen mit Beru¨cksich-
tigung von Landpunkten bei der SST-Interpolation (c) und ohne Beru¨cksichtigung von
Landpunkten bei der SST-Interpolation (d).
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Gebiet. Es zeigten sich na¨mlich viel zu hohe Verdunstungsraten im Sommer in Verbin-
dung mit unrealistisch hohen Meeresoberfla¨chentemperaturen in einigen stark geglieder-
ten, ku¨stennahen Gebieten (z.B. in schmalen Meerengen, kleineren Buchten oder Seen,
die vom HIRHAM4 aufgelo¨st werden ko¨nnen, von der antreibenden Simulation aber
nicht). Dies ist darauf zuru¨ckzufu¨hren, dass bei der Interpolation der globalen Daten auf
das HIRHAM4–Gebiet, aufgrund der gro¨beren horizontalen Auflo¨sung der antreibenden
Simulation, auch Landpunkte in das Interpolationsverfahren mit einbezogen wurden, um
fu¨r diese ku¨stennahen Gebieten ebenfalls Werte zu erhalten. Diese Landpunkte zeigen
aber in der Regel, und vor allem in den Sommermonaten, andere meteorologischen Gege-
benheiten, so z.B. deutlich ho¨here Temperaturen im Sommer und naturgema¨ß nur eine
begrenzte Menge an Wasser. Dadurch entstehen, trotz Gla¨ttung durch die Interpolati-
on, unrealistische Werte in einigen Ku¨stenbereichen des HIRHAM4. Um dieses Problem
zu vermeiden, wurden vor der eigentlichen Interpolation sa¨mtliche Oberfla¨chentempe-
raturen von Landpunkten der antreibenden Simulation durch den Mittelwert aus den
Temperaturen der na¨chstgelegenen Wasserpunkte ersetzt.
Die Unterschiede zwischen der Standardinterpolation und der modifizierten Interpolati-
on der Meeresoberfla¨chentemperaturen (SST) auf das HIRHAM4–Gebiet sind fu¨r einen
beliebig ausgewa¨hlten Juli des CTRL in Abbildung 3.2 zu sehen. Zusa¨tzlich zeigt die
Abbildung auch die beiden entsprechenden, mit dem HIRHAM4 simulierten Verduns-
tungssummen (EVAP) dieses Juli-Monats, wobei lediglich der untere Randantrieb des
HIRHAM4 in beiden Simulationen, durch die unterschiedlich interpolierten Meeresober-
fla¨chentemperaturen, verschieden war.
Die unrealistisch hohen Verdunstungssummen in den Meeresgebieten zwischen dem ka-
nadischen Archipel und dem nordamerikanischen Kontinent als auch im Bereich des
Ob-Busens, die sich in der Simulation mit Beru¨cksichtigung von Landpunkten bei der
Interpolation der Meeresoberfla¨chentemperaturen zeigen, haben ihre Ursache gerade in
den extrem hohen Meeresoberfla¨chentemperaturen in diesen Gebieten. Diese entstehen
dadurch, dass diese schmalen Meeresarme als Landpunkte in der T30 Auflo¨sung erschei-
nen und das Land im Juli deutlich wa¨rmer ist als das Meer. Beru¨cksichtigt man hingegen
nur Wasserpunkte bei der Interpolation der Meeresoberfla¨chentemperatur, erha¨lt man
deutlich geringere Temperaturen in den erwa¨hnten Gebieten, wodurch auch die Ver-
dunstungssummen in der Gro¨ßenordnung der benachbarten Regionen liegen. Fu¨r die
Sommermonate bietet dieses modifizierte Interpolationsverfahren somit deutliche Vor-
teile, wogegen im Winter der Unterschied zum urspru¨nglichen Interpolationsverfahren
relativ gering ist.
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4 Statistische Methoden zur Analyse
der Modelldaten
In diesem Kapitel werden die statistischen Methoden kurz vorgestellt, die im Rahmen
dieser Arbeit verwendet wurden, sofern es sich nicht um einfache Verfahren, wie die
Berechnung arithmetischer Mittel oder Standardabweichungen, handelt. Die ersten vier
Abschnitte dieses Kapitels beschreiben die Berechnung von ra¨umlichen Mittelwerten
aus Gitterpunktsdaten, die lineare Trendanalyse und die gaußsche Tiefpassfilterung von
Zeitreihen sowie die Analyse Empirischer Orthogonaler Funktionen. Diese Methoden
wurden u¨berwiegend fu¨r die Analyse der globalen Modellexperimente verwendet. Aller-
dings sind einzelne Teile dieser Methoden, wie die Berechnung von Korrelationskoeffizi-
enten oder die Filterung von Zeitreihen, auch bei der Analyse der Simulationsergebnisse
des HIRHAM4 angewendet worden. Außerdem wird im fu¨nften und letzten Abschnitt
diese Kapitels die verwendete Methode zur Signifikanzabscha¨tzung von Differenzen vor-
gestellt, welche lediglich bei der Auswertung der HIRHAM4–Simulationen Anwendung
fand.
4.1 Berechnung ra¨umlicher Mittelwerte
Bei der Berechnung der mittleren Temperaturen fu¨r ein geografisches Gebiet aus nicht
a¨quidistanten Gitterpunktsdaten wurden die unterschiedlich großen Fla¨chen, die ein
Gitterpunkt repra¨sentiert, durch entsprechende Gewichte beru¨cksichtigt. Fu¨r ein gauß-
sches Gitter (siehe Abschnitt 5.1.1) mit M zonalen und N meridionalen Gitterpunkten
wurde das Fla¨chenmittel der Temperatur T̂ zwischen den meridionalen Gitterpunkten







M ·∑n2n=n1 cosφn (4.1)
berechnet, wobei Tm,n fu¨r die Temperatur am Gitterpunkt (m,n) steht. φn ist die geo-









bestimmt wurde. Der Faktor γ = 1−0,51/N ≈ 1 stellt lediglich eine empirisch ermittelte
Anpassung an das gaußsche Gitter dar.
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4.2 Lineare Trendanalyse
Bei der Untersuchung von Zeitreihen auf einen Trend besteht eine geeignete Metho-
de darin, eine lineare Einfachregression gema¨ß dem linearen Regressionsmodell durch-
zufu¨hren [z.B. Wilks, 1995]. Fu¨r die n Wertepaare (xi, yi) einer Stichprobe wird dabei
als optimale Na¨herung der linearer Zusammenhang
yˆ = a0 + a1x (4.3)
mit der Voraussetzung angenommen, dass fu¨r den zu untersuchenden Zusammenhang
keine anderen Gro¨ßen eine Rolle spielen. yˆ ist dabei die Zielgro¨ße (Pra¨diktand, abha¨ngige
Variable) und x die Einflussgro¨ße (Pra¨diktor, unabha¨ngige Variable). Bei der in dieser
Arbeit erfolgten Untersuchung von Trends in Zeitreihen steht die Gro¨ße x stellvertretend
fu¨r die Zeit in Jahren und y fu¨r den Jahres(mittel)wert der untersuchten Gro¨ße, z.B.
der Temperatur oder des NAO–Index.
Die Regressionsgleichung (4.3) ist die Gleichung einer Geraden. Die Regressionskoeffi-
zienten a0 und a1 entsprechen bei grafischer Interpretation dem Achsenabschnitt (a0)
und der Geradensteigung (a1) und werden nach der Methode der kleinsten Fehlerqua-
drate bestimmt, d.h. die Summe der Quadrate der Absta¨nde der Wertepaare (xi, yi) von
der Geraden ist minimal. Die optimale Gerade erha¨lt man, indem man die Ableitungen
nach den Unbekannten a0 und a1 bildet und gleich null setzt. Eine genaue Herleitung
findet man z.B. bei Wilks [1995]. Zur quantitativen Bestimmung eines Trends in den
Zeitreihen ist lediglich der Regressionskoeffizient a1 maßgebend.









abgescha¨tzt werden, wobei mit x¯ und y¯ die entsprechenden Mittelwerte der Gro¨ßen x
und y bezeichnet sind. Die Nullhypothese, es besteht keine Korrelation, wird abgelehnt,
sobald |r| einen von der Irrtumswahrscheinlichkeit und der Anzahl der Freiheitgrade ν
abha¨ngigen Wert erreicht oder u¨berschreitet. Fu¨r eine Anzahl der Freiheitsgrade kleiner
gleich 30 wurde der Grenzwert fu¨r die 5%-Schranke r0.05 der Tabelle 193 von Sachs





abgescha¨tzt. Zur sprachlichen Vereinfachung bezieht sich in dieser Arbeit, wenn nicht
anders erwa¨hnt, der Begriff statistische Signifikanz immer auf das 95%-Niveau.
Da bei meteorologischen Gro¨ßen die einzelnen Daten in der Regel eine gewisse Abha¨ngig-
keit voneinander aufweisen, ist die Anzahl der Freiheitsgrade geringer als bei einem un-
abha¨ngigen, rein stochastischen Datensatz. Aus diesem Grund ist die Anzahl der Stich-
probenwerte fu¨r die Bestimmung der Freiheitsgrade nicht ausreichend. Nach Scho¨nwie-
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se [1992] reduziert sich die Anzahl der Freiheitsgrade fu¨r Korrelations- bzw. Kreuzkor-
relationsanalysen von Zeitreihen in der allgemeinen Form
ν ′ = ν · 1− |r1(x)r1(y)|
1 + |r1(x)r1(y)| , (4.6)
wobei r1(x) und r1(y) die Autokorrelationskoeffizienten der Zeitreihen x und y bei einer
Zeitverschiebung um jeweils ein Zeitintervall sind. ν bezeichnet die Anzahl der Freiheits-
grade ohne und ν ′ mit Beru¨cksichtigung der Autokorrelation. In dem hier betrachteten
Fall einer Zeitreihe y und gleich großer Zeitintervalle ist r1(x) = 1, und Gleichung (4.6)
reduziert sich mit ν = n− 2 zu
ν ′ = (n− 2) · 1− |r1(y)|
1 + |r1(y)| . (4.7)
Fu¨r sa¨mtliche Signifikanzabscha¨tzungen von Korrelationskoeffizienten wurde in dieser
Arbeit die reduzierte Anzahl der Freiheitsgrade nach Gleichung (4.7) bzw. Gleichung
(4.6) beru¨cksichtigt.
4.3 Tiefpassfilterung von Zeitreihen
Neben der linearen Trendanalyse wurden fu¨r die Zeitreihen im Allgemeinen auch eine
Tiefpassfilterung durchgefu¨hrt, um die Variabilita¨t auf la¨ngeren Zeitskalen darzustellen.
Die angewendete Filtermethode ist unter der Bezeichnung gaußsche Tiefpassfilterung
oder Tiefpassfilterung gaußscher Art bekannt, da die Filtergewichte als Funktion der
gaußschen Normalverteilung bestimmt werden.




wk · ψi+k (4.8)
mit i = 1 +m, . . . , n −m, wobei n die Anzahl der Zeitreihenelemente und 2m + 1 die




wk = 1 (4.9)
angewendet, damit die Mittelwerte des erfassten Zeitintervalls erhalten bleiben. Bei der
in dieser Arbeit angewendeten gaußschen Tiefpassfilterung erha¨lt man die unnormierten,





wobei f(z) der Funktionswert der gaußschen Normalverteilung und T ∗ die Filterperiode
ist. Die wk lassen sich dann durch Anwendung der Normierung (4.9) bestimmen.
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Da die gefilterte Zeitreihe gegenu¨ber der ungefilterten am Reihenanfang und am Rei-
henende um jeweils m Werte verku¨rzt ist, sollte m mo¨glichst klein gehalten werden.
Bei der gaußschen Tiefpassfilterung, mit im Prinzip unendlich vielen Gewichten, ist es
u¨blich, die Reihe fu¨r Werte wk < w0/10 abzubrechen [Scho¨nwiese, 1992].
4.4 Analyse Empirischer Orthogonaler Funktionen
Die Analyse Empirischer Orthogonaler Funktionen, kurz EOF–Analyse, ist eine statis-
tische Methode, die auch unter der Bezeichnung Hauptkomponenten- oder Eigenvektor-
analyse bekannt ist, und bei der ein Datensatz mit normalerweise hoher ra¨umlicher und
zeitlicher Dimension nach Empirischen Orthogonalen Funktionen entwickelt wird, um
dadurch einen niedriger dimensionierten Datensatz zu erhalten. Durch diese Reduktion
der Datenmenge la¨sst sich die ra¨umliche und zeitliche Variabilita¨t langer, umfangreicher
Datenreihen besser untersuchen. Die Vorgehensweise soll hier nur kurz skizziert werden,
da sie in vielen Statistikbu¨chern [z.B. Wilks, 1995; von Storch und Zwiers, 1999]
ausfu¨hrlich beschrieben ist.
Die Anomalie ψ′k(t) eines großra¨umigen Feldes ψk(t) = ψ¯k + ψ
′
k(t) la¨sst sich fu¨r alle




αi(t) · ei,k (4.11)
entwickeln, wobei die ei,k feste ra¨umliche Muster, die sogenannten EOFs oder Eigenvek-
toren, und die αi(t) die entsprechenden Zeitkoeffizienten sind. Letztere werden ha¨ufig
auch als EOF–Koeffizienten oder Hauptkomponenten (“principal components”, kurz:
PC) bezeichnet. Die m Muster werden dabei so geordnet, dass die Varianz der Zeitkoef-
fizienten αi(t) mit zunehmendem Index i abnimmt, d.h. die 1. EOF e1,k ist das ra¨umliche
Muster, das den gro¨ßten Anteil an der Gesamtvarianz des Feldes erkla¨rt. Exakt ist die
Zerlegung (4.11) allerdings nur, wenn m = n ist. Eine gute Approximation erha¨lt man
aber meist auch bei der Beru¨cksichtigung einer wesentlich geringeren Anzahl von Mus-
tern (m ¿ n). Wa¨hlt man zudem die Muster ei,k so aus, dass sie orthogonal sind,
lassen sich die αi(t) durch die Projektion von ψ
′
k(t) auf ei,k erhalten und die Korrelation
zwischen allen αi(t) ist gleich null.
Es la¨sst sich zeigen, dass die Eigenvektoren der Varianz-Kovarianz-Matrix von ψk einen
Satz von Mustern ei,k darstellen. Die zugeho¨rigen Eigenwerte λi beschreiben die Varianz
der entsprechenden Zeitkoeffizienten αi(t) und tragen demzufolge die Einheit des Feldes
ψk zum Quadrat.
Bei der Berechnung der EOFs wird in dieser Arbeit die Normierung






verwendet, wodurch die α′i(t) die Varianz eins besitzen und die EOF–Muster e
′
i,k in der
Einheit des Feldes ψk angegeben werden.
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4.5 Signifikanzabscha¨tzung von Differenzen
Ob ein gefundener Unterschied in verschiedenen Modellsimulationen auch ein bestimm-
tes Signal darstellt oder nur rein zufa¨llig auftritt, ist insbesondere bei einem geringen
Stichprobenumfang ha¨ufig schwer zu entscheiden. In dieser Arbeit wurde fu¨r sa¨mtli-
che Differenzen von Mittelwerten auch eine Signifikanzabscha¨tzung durchgefu¨hrt, um
eine gro¨ßere, wenn auch keine absolute Sicherheit bei der Interpretation der einzelnen
Simulationsunterschiede zu gewa¨hrleisten.
In der Literatur existieren mehre Testverfahren, die immer Einschra¨nkungen fu¨r ihre
Gu¨ltigkeit beinhalten, z.B. die Voraussetzung von zumindest angena¨hert normalverteil-
ten Daten oder eines großen Stichprobenumfangs. Fu¨r diese Arbeit wurde ein Testverfah-
ren gesucht, das die Einschra¨nkungen an den Datensatz mo¨glichst gering halten sollte,
und somit auch fu¨r kleine Stichproben, ungleiche Varianzen und nicht normalverteilte
Daten noch angewendet werden kann. Im Wesentlichen beruht das ausgewa¨hlte Testver-
fahren auf dem Fisher-Behrens-Problem, das z.B. von Sachs [1992] oder Scho¨nwiese
[1992] beschrieben wird. Gepru¨ft wird die Nullhypothese, dass zwei Mittelwerte gleich
sind, wobei die Varianzen der Grundgesamtheiten unbekannt und mo¨glicherweise auch
ungleich sein du¨rfen. Da außerdem innerhalb einer Stichprobe die Werte voneinander
abha¨ngen ko¨nnen, was eine Reduktion der Freiheitsgrade zur Folge ha¨tte, wird dies-
bezu¨glich nur eine effektive Anzahl von Stichprobenwerten beru¨cksichtigt.
Die Signifikanz einer Differenz wird in dieser Arbeit mit einem t-Test abgescha¨tzt, bei
dem die Pru¨fgro¨ße tˆmit dem zugeho¨rigen Wert der Student-t-Verteilung verglichen wird.









i bestimmt, wobei ψ¯i der Mittelwert, si die entsprechen-
de Standardabweichung und n′i die effektive Anzahl von Stichprobenwerten des i-ten
Datensatzes ist. n′ la¨sst sich nach Wilks [1995] mit der Na¨herung
n′ ∼= n 1− r1
1 + r1
(4.14)
bestimmen, wobei n die Anzahl der Stichprobenwerte und r1 der Autokorrelationskoef-
fizient der entprechenden Stichprobe bei einer Verschiebung um jeweils eine Position ist
(vergleiche auch Abschnitt 4.2).









abgescha¨tzt werden [z.B. Sachs, 1992]. Der entsprechende Wert der Student-t-Vertei-
lung tα,ν , der von der Irrtumswahrscheinlichkeit α und der Anzahl der Freiheitsgrade
ν abha¨ngt, wurde fu¨r α = 0,05 der Tabelle A.3 von Scho¨nwiese [1992] entnommen.
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Die Nullhypothese wird abgelehnt, wenn |tˆ| > tα,ν ist, d.h. die Differenz zwischen den
beiden Datensa¨tzen ist dann statistisch signifikant (auf dem Signifikanzniveau, das dem
Werte α entspricht).
Auch bei den Differenzen bezieht sich in dieser Arbeit der Begriff statistische Signi-
fikanz immer auf das 95%-Niveau. Falls eine Differenz in dieser Arbeit als statistisch
nicht signifikant bezeichnet wird, bedeutet dies nur, dass die Nullhypothese mit diesem
Test nicht abgelehnt werden kann. Der Unterschied zwischen beiden Mittelwerten kann
dennoch mehr als zufa¨llig sein.
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Da die prognostischen Gleichungen des HIRHAM4 auch ra¨umliche Ableitungen der pro-
gnostischen Gro¨ßen enthalten, werden an den Modellra¨ndern fu¨r die Lo¨sung der Glei-
chungen neben Anfangsbedingungen auch Randbedingungen beno¨tigt. Da es sich bei
dem HIRHAM4 um ein regionales Ausschnittsmodell handelt, ko¨nnen diese Randbedin-
gungen (und ebenso die Anfangsbedingungen) von einem gro¨ber aufgelo¨sten globalen
Modell oder einem gro¨ßerem Ausschnittsmodell stammen, in das das regionale Modell
eingebettet oder genestet wird. Dadurch erha¨lt das regionale Modell einen Antrieb an
den Ra¨ndern, durch den die großra¨umigen Strukturen des globalen/gro¨ßeren Modells in
das Modellinnere des regionalen Modells transportiert werden. Die Randdaten haben
somit einen wesentlichen Einfluss auf die Simulationsergebnisse des genesteten Modells1,
wodurch der Auswahl geeigneter Antriebsdaten eine wichtige Bedeutung zukommt.
Fu¨r den Randantrieb des HIRHAM4 wurden zwei globale Klimamodellexperimente aus-
gewa¨hlt. Beide Experimente stammen von globalen gekoppelten allgemeinen Zirkulati-
onsmodellen, die als Komponenten jeweils ein Modell fu¨r die atmospha¨rische Zirkulation
und ein Modell fu¨r die Ozeanzirkulation umfassen. Das atmospha¨rische Zirkulationsmo-
dell war fu¨r beide Experimente das ECHAM4 [Roeckner et al., 1996], dessen Ausga-
bedaten auch fu¨r den Randantrieb des HIRHAM4 verwendet wurden.
Im ersten Abschnitt dieses Kapitels wird das ECHAM4 kurz vorgestellt. Die beiden
folgenden Abschnitte befassen sich dann mit den beiden Experimenten, wobei jeweils
zuerst eine Beschreibung des Experiments, dann eine kurze Analyse und schließlich
die Erla¨uterung der Auswahl bestimmter Perioden fu¨r den Randantrieb des HIRHAM4
erfolgt.
5.1 Modellbeschreibung des ECHAM4
Das ECHAM4 wurde vom Max–Planck–Institut fu¨r Meteorologie gemeinsam mit dem
Deutschen Klimarechenzentrum (DKRZ) in Hamburg entwickelt und basiert auf dem
spektralen Wettervorhersagemodell des “European Centre for Medium-Range Wea-
ther Forecasts” (ECMWF) mit fu¨r Klimasimulationen modifizierten Parametrisierun-
gen. Diese Parametrisierungen werden, mit geringfu¨gigen Vera¨nderungen, auch im
1Neben den Randbedingungen haben natu¨rlich auch die Anfangsbedingungen sowie die “Wahl” der
physikalischen Parametrisierungen und numerischen Verfahren einen nicht unerheblichen Einfluss
auf die Simulationsergebnisse [z.B. Rinke und Dethloff, 2000; Dethloff et al., 2001a].
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HIRHAM4 verwendet. Der Modellname ECHAM4 bezieht sich auf die Herkunft,
ECMWF und Hamburg, sowie auf die vierte Generation des Modells.
5.1.1 Modellstruktur
Das Modell basiert auf den primitiven Gleichungen. Die prognostischen Gro¨ßen des
ECHAM4 sind die Vorticity, die Divergenz, die Temperatur, die spezifische Feuchte,
das Mischungsverha¨ltnis des Wolkenwassers (flu¨ssige und feste Phase zusammen) und
der Logarithmus des Bodendrucks. Abgesehen von den positiv definiten Komponenten
(z.B. der spezifischen Feuchte) werden die prognostischen Gro¨ßen horizontal durch end-
liche Reihen von Kugelfla¨chenfunktionen spektral dargestellt. Die horizontale Auflo¨sung
des Modells ist dann durch die gro¨ßte beru¨cksichtigte Wellenzahl gegeben, bei der der
Abbruch der Reihenentwicklung erfolgt. Im ECHAM4 wird ein sogenannter Dreiecksab-
bruch (“triangular truncation”) verwendet, bei dem die maximale zonale Wellenzahl
und die maximale Gesamtwellenzahl gleich groß sind, sodass alle im Modell beru¨cksich-
tigten Wellenkombinationen in einem dreieckigen Bereich des Wellenzahlraums liegen
[z.B. Krishnamurti et al., 1998]. Die beiden verwendeten Experimente wurden mit ho-
rizontalen Auflo¨sungen von T30 (“triangular truncation” bei Wellenzahl 30) bzw. T42
durchgefu¨hrt. Die nichtlinearen Terme und die parametrisierte Physik, mit Ausnahme
der horizontalen Diffusion, werden auf einem entsprechenden gaußschen Gitter berech-
net, welches fu¨r den Fall T30 einen Gitterpunktsabstand von ∼3,75◦ und fu¨r den Fall
T42 einen Gitterpunktsabstand von ∼2,8◦ in Breite und La¨nge besitzt.
In der Vertikalen umfasst das ECHAM4, genauso wie das HIRHAM4 (vergleiche Ab-
schnitt 3.2), 19 Schichten in gemischten σ-p-Koordinaten, wobei σ = p/ps eine dem
Gela¨nde folgende Koordinate und p eine Druckkoordinate ist. Die Modellschichten rei-
chen vom Boden bis in eine Ho¨he von 10 hPa mit unterschiedlichen Absta¨nden, wobei
die ho¨chste vertikale Auflo¨sung mit etwa 5 Schichten in der planetaren Grenzschicht
auftritt und die niedrigste, ebenfalls mit 5 Schichten, in der unteren Stratospha¨re.
Der Modellzeitschritt fu¨r Dynamik und Physik ha¨ngt im ECHAM4 von der horizontalen
Auflo¨sung ab. Im konkreten Fall wurde fu¨r die Experimente ein Zeitschritt von 30 min
(T30) bzw. 24 min (T42) verwendet [Stendel und Roeckner, 1998]. Fu¨r die Berech-
nung des Strahlungstransfers wird allerdings, wie beim HIRHAM4 und unabha¨ngig von
der Auflo¨sung, ein Zeitschritt von 2 Stunden verwendet (vergleiche Abschnitt 3.3).
Die Dynamik und Numerik des ECHAM4 ist in den meisten Teilen identisch mit der
des ECHAM3, welche ausfu¨hrlich in der Modelldokumentation vom DKRZ [1993] be-
schrieben ist.
5.1.2 Modellphysik
Das ECHAM4 beinhaltet einen umfassenden Satz von physikalischen Parametrisie-
rungen fu¨r horizontale Diffusion, Oberfla¨chenflu¨sse und vertikale Diffusion, Landober-
fla¨chenprozesse, Impulstransport durch Schwerewellen, Cumuluskonvektion, Schichtwol-
ken und Strahlung. Eine detailierte Beschreibung findet man bei Roeckner et al. [1996]
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und, da die Parametrisierungen des ECHAM4 gro¨ßtenteils vom HIRHAM4 u¨bernom-
men wurden, in verku¨rzter Form auch in Abschnitt 3.3 bei der Modellbeschreibung des
HIRHAM4.
5.2 Das Kontrollexperiment des ECHO–G
5.2.1 Allgemeine Beschreibung des Experiments
Das erste globale Modellexperiment, das bezu¨glich arktischer Klimavariationen unter-
sucht wurde, ist ein 600-ja¨hriger Kontrolllauf des globalen gekoppelten Klimamodells
ECHO–G (ECHAM4/HOPE–G). Dieser Kontrolllauf wird in dieser Arbeit mit CTRL
abgeku¨rzt. Als Kontrollla¨ufe werden Modellexperimente bezeichnet, bei denen alle ex-
ternen Antriebsfaktoren (hier in Bezug auf das gekoppelte System Atmospha¨re–Ozean)
konstant bleiben, sodass folglich die erzeugte Klimavariabilita¨t nur durch die interne
nichtlineare Dynamik des Systems bestimmt wird. Im konkreten Fall bedeutet dies, dass
der CTRL mit festgeschriebenem, konstantem a¨ußeren Antrieb in Bezug auf Treibhaus-
gase, Aerosole und die Solarkonstante durchgefu¨hrt wurde. Die entsprechenden Wer-
te sind repra¨sentativ fu¨r die Klimarandbedingungen des Jahres 1990. So wurde z.B.
u¨ber den gesamten Simulationszeitraum von 600 Jahren eine feste Solarkonstante von
1365 W/m2 und eine konstante CO2–Konzentration von 353 ppm angesetzt.
Das verwendete Modell ECHO–G ist ausfu¨hrlich in der Dokumentation von Legutke
und Voss [1999] beschrieben, sodass hier nur einige wichtige Eigenschaften angespro-
chen werden:
1. Das Atmospha¨renmodell ECHAM4 wurde mit der in Abschnitt 5.1.1 erla¨uterten
horizontalen T30–Auflo¨sung betrieben, wodurch das entsprechende gaußsche Git-
ter aus 96 mal 48 Gitterpunkten besteht. Von diesen liegen insgesamt 672 no¨rdlich
von 65◦N. Im Vergleich zur verwendeten Auflo¨sung des HIRHAM4 mit 11000 Git-
terpunkten in diesem Gebiet (siehe Abschnitt 3.2) ist dies eine 16 mal gro¨bere
Auflo¨sung, wogegen die vertikale Auflo¨sung (19 Schichten) beider Modelle gleich
ist.
2. Das Ozeanmodell HOPE–G ist die globale Version des “Hamburg Ocean Primitive
Equation” Zirkulationsmodells [Wolff et al., 1997] und wurde horizontal auf
einem gaußschen T42 Arakawa–E–Gitter mit einem verfeinerten Gitter in A¨qua-
torna¨he betrieben. Die vertikale Auflo¨sung ist durch 20 Schichten gegeben. Das
HOPE–G beinhaltet außerdem ein dynamisch-thermodynamisches Meereismodell
mit Schneebedeckung.
3. Fu¨r die Koppelung der beiden Modelle wurde das Softwarepaket OASIS (Ocean
Atmosphere Sea Ice Soil) verwendet, um den Austausch von Wa¨rme, Wasser und
Impuls zwischen Atmospha¨re und Ozean zu bewerkstelligen. Die Flu¨sse an der
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Grenzfla¨che zwischen der Atmospha¨re und dem Ozean werden im ECHO–G zu-
dem durch eine Flusskorrektur2 modifiziert, damit sich auf langen Zeitskalen keine
Klimadrift ergibt.
Trotz konstanter Randbedingungen und Flusskorrektur zeigt der CTRL eine globa-
le Klimadrift, weswegen er auch nach 600 Jahren beendet bzw. abgebrochen wurde.
Im Anschluss wurde ein zweiter, 1000-ja¨hriger Kontrolllauf mit dem ECHO–G (hier
mit CTRL2 bezeichnet) durchgefu¨hrt, der einige Modifikationen bezu¨glich der Flu¨sse
zwischen Atmospha¨re und Ozean beinhaltet. Diese Modifikationen betreffen die Fluss-
korrektur, den Abfluss von kontinentalen Eisschilden und die Einfu¨hrung eines Umver-
teilungsschemas fu¨r die Wa¨rmeflu¨sse in A¨quatorna¨he, wo das Atmospha¨ren- und das
Ozeanmodell große Abweichungen in der Gitterauflo¨sung besitzen [Legutke, 2000].
5.2.2 Analyse der Simulationsergebnisse
Da der Grundgedanke dieser Arbeit auf der Untersuchung natu¨rlicher Klimavariationen
in der Arktis liegt, wurden auch im CTRL hauptsa¨chlich arktische Klimabedingun-
gen betrachtet. Da aber das arktische Klima nicht unabha¨ngig von globalen oder he-
mispha¨rischen Einflu¨ssen ist, wird hier zuna¨chst auch ein Blick auf die hemispha¨rischen
Jahresmittel der 2m-Temperatur geworfen. Gleichzeitig werden die Temperaturen des
CTRL mit denen des CTRL2 verglichen, um die oben erwa¨hnte Klimadrift im CTRL
im Vergleich zum CTRL2 und zu Beobachtungen abzuscha¨tzen.
Abbildung 5.1 zeigt die Jahresmittel der 2m-Temperatur fu¨r die Nord- und Su¨dhalbkugel
sowie fu¨r das gesamte Gebiet no¨rdlich von 60◦N des 600-ja¨hrigen (CTRL) und des 1000-
ja¨hrigen Kontrolllaufs (CTRL2). Die entsprechenden Gesamtmittelwerte der dargestell-
ten Zeitreihen sowie die Standardabweichungen und Trends samt Signifikanzscha¨tzung
sind Tabelle 5.1 zu entnehmen.
Beide Modellla¨ufe zeigen auf der Nordhalbkugel einen Abwa¨rtstrend und auf der
Su¨dhalbkugel einen Aufwa¨rtstrend. Der CTRL zeigt auf der Nordhalbkugel, und a¨hnlich
in der Nordpolarregion, allerdings nur einen leichten, nicht signifikanten Abwa¨rtstrend
von −0,007 K pro 100 Jahre, wogegen der Abwa¨rtstrend im CTRL2 mit −0,025 K pro
100 Jahre nicht nur gro¨ßer, sondern auch statistisch signifikant ist. Fu¨r die Su¨dhalbku-
gel zeigen beide La¨ufe einen statistisch signifikanten Aufwa¨rtstrend, wobei der Trend im
CTRL mit 0,064 K pro 100 Jahre mehr als dreimal so groß ist wie im CTRL2 (0,018 K
pro 100 Jahre). Diese entgegengesetzten Trends auf den beiden Erdhalbkugeln beider
Modellla¨ufe kompensieren sich nur beim CTRL2 zu einem nicht signifikanten globalen
Temperaturtrend.
Zusa¨tzlich zu den Werten der beiden Kontrollla¨ufe entha¨lt Tabelle 5.1 auch die ent-
sprechenden Werte aus dem 53-ja¨hrigen Datensatz der Reanalysen des NCEP/NCAR
2Die Flusskorrektur als solche ist ein unphysikalischer Eingriff in das gekoppelte System Atmospha¨re–
Ozean und du¨rfte eigentlich nur angebracht werden, wenn man sicher sein ko¨nnte, dass sich Atmo-
spha¨re und Ozean in einem Gleichgewichtszustand befinden. Nichtsdestotrotz werden Flusskorrek-
turen heutzutage in vielen gekoppelten Klimamodellen verwendet, da die Kenntnis u¨ber den realen
Austausch zwischen Atmospha¨re und Ozean weitestgehend unbekannt ist.
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(a) CTRL, Nordpolarregion (ARC)



















(b) CTRL2, Nordpolarregion (ARC)

















(c) CTRL, Nordhalbkugel (NH)

















(d) CTRL2, Nordhalbkugel (NH)

















(e) CTRL, Su¨dhalbkugel (SH)

















(f) CTRL2, Su¨dhalbkugel (SH)
Abbildung 5.1: Jahresmittel der Lufttemperatur in 2 m Ho¨he gemittelt u¨ber die angege-
ben Gebiete (du¨nne Linien). Die durchgezogenen dicken Linien repra¨sentieren die Tempe-
raturzeitreihen nach einer gaußschen Tiefpassfilterung u¨ber 30 Jahre, und die gestrichelten
Linien zeigen die linearen Trends der Zeitreihen.
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Daten- n Zone ϑ¯ σ a1 ν r0.05 r(t, ϑ)quelle [◦C] [K] [K/100a]
ARC −10,6 0,50 −0,041 217 0,14 −0,14
CTRL 600 NH 14,7 0,16 −0,007 124 0,18 −0,07
SH 14,8 0,16 0,064 62 0,25 0,68
ARC −11,6 0,55 −0,074 290 0,12 −0,39
CTRL2 1000 NH 14,3 0,18 −0,025 154 0,16 −0,40
SH 14,7 0,14 0,018 113 0,19 0,37
ARC −10,5 0,47 0,967 23 0,40 0,32
NCEP 53 NH 14,4 0,19 0,258 14 0,50 0,21
SH 13,1 0,19 0,892 10 0,58 0,71
Tabelle 5.1: Fu¨r die Zeitreihen der Jahresmitteltemperaturen verschiedener Gebiete (Zo-
ne) der beiden Kontrollla¨ufe (CTRL und CTRL2) und der NCEP–Reanalysen sind jeweils
die folgenden Gro¨ßen angegeben: der n-ja¨hrige Mittelwert der 2m-Temperatur ϑ¯ mit der
zugeho¨rigen Standardabweichung σ, der Regressionskoeffizient fu¨r den linearen Trend a1,
die reduzierte Anzahl der Freiheitsgrade der Zeitreihe ν mit dem zugeho¨rigen Grenzwert
des Korrelationskoeffizienten r0.05 fu¨r eine Irrtumswahrscheinlichkeit von 0,05 sowie der
Korrelationskoeffizient r(t, ϑ) zur Abscha¨tzung der Signifikanz des linearen Trends (siehe
Abschnitt 4.2). ARC steht als Gebietsku¨rzel fu¨r die gesamte arktische Region no¨rdlich von
60◦N, NH fu¨r die Nordhalbkugel und SH entsprechend fu¨r die Su¨dhalbkugel.
(“National Centers for Environmental Prediction”/“National Center for Atmospheric
Research”), der einen modellgenerierten globalen Beobachtungsdatensatz darstellt. Die
Reanalysen umfassen hier die Jahre von 1948 bis 2000 und besitzen eine horizontale
Auflo¨sung von T62 (vergleiche Abschnitt 5.1.1). Der Temperaturtrend in den Reanaly-
sedaten ist jeweils ein Aufwa¨rtstrend und mindestens eine Gro¨ßenordnung gro¨ßer als in
beiden Kontrollla¨ufen; aufgrund des relativ kurzen Beobachtungszeitraums ist er aller-
dings nur auf der Su¨dhalbkugel statistisch signifikant.
Ein Vergleich der mittleren 2m-Temperaturen ergibt auffallende Unterschiede, insbeson-
dere fu¨r die Temperaturen auf der Su¨dhalbkugel, die in beiden Modellla¨ufen um mehr
als 1,5 K u¨ber den “beobachteten” liegen. Die Unterschiede auf der Nordhalbkugel sind
deutlich geringer, und vor allem in den Nordpolarregion entsprechen die mittleren Tem-
peraturen des CTRL denen der Reanalysen, wogegen die des CTRL2 um mehr als 1 K
abweichen.
Die ja¨hrliche Variabilita¨t der 2m-Temperaturen, abgescha¨tzt durch die Standardabwei-
chungen, ist auf beiden Halbkugeln beider La¨ufe von der gleichen Gro¨ßenordnung und
nur etwas geringer als bei den Reanalysen. Auch die zeitliche Variabilita¨t in der Nord-
polarregion ist jeweils von der gleichen Gro¨ßenordnung.
Obwohl der globale Temperaturtrend im CTRL2, im Vergleich zu dem des CTRL, auf-
grund der unterschiedlichen Vorzeichen der Trends beider Halbkugeln deutlich reduziert





























Abbildung 5.2: 1. EOF der monatsgemittelten Luftdruckfelder der Wintermonate De-
zember bis Ma¨rz vom CTRL fu¨r das Gebiet no¨rdlich von 20◦N (Einheit: Pa). Die durchge-
zogenen Isolinien repra¨sentieren positive und die gepunkteten Isolinien negative Anoma-
lien. Die Nulllinie ist grau dargestellt. Der Isolinienabstand betra¨gt 150 Pa.





















Abbildung 5.3: Koeffizienten-Zeitreihe der 1. EOF aus Abbildung 5.2 gemittelt u¨ber die
vier Monate (DJFM) eines jeden Winters (du¨nne Linie). Die durchgezogene dicke Linie
repra¨sentiert die Zeitreihen nach einer gaußschen Tiefpassfilterung u¨ber 15 Jahre, und die
gestrichelte Linie zeigt den linearen Trend der Zeitreihe.
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werden konnte, zeigt der CTRL auf der Nordhalbkugel und insbesondere in der Nordpo-
larregion geringere Trends und insgesamt geringere Abweichungen zu den beobachteten
Werten der Reanalysen. Aus diesem Grund ist der CTRL fu¨r diese Arbeit als Kontroll-
experiment ausgewa¨hlt worden.
Natu¨rlich ist das eben erwa¨hnte kein ausreichendes Kriterium, um etwas u¨ber die Rea-
lita¨tsna¨he der Simulation auszusagen. Auch lassen die großen Abweichungen der mittle-
ren Temperaturen nicht den Schluss zu, dass die Simulation diesbezu¨glich als unrealis-
tisch einzustufen ist, da auch die Reanalysen aufgrund mangelnder Beobachtungsdaten
in einigen Gebieten “nur” eine modellgestu¨tzte Dateninterpolation darstellen. Ebenso
la¨sst sich nicht schlussfolgern, dass der deutlich gro¨ßere Trend in den Reanalysen nicht
natu¨rlichen Ursprungs sei. Dies alles soll an dieser Stelle aber nicht weiter diskutiert
werden. Der CTRL soll hier nur als eine mo¨gliche realita¨tsnahe Realisierung des Klimas
unter imagina¨ren konstanten a¨ußeren Bedingungen angesehen werden.
Erga¨nzend zur zeitlichen Variabilita¨t soll noch kurz auf das dominierende ra¨umliche
Schwingungsmuster der nordhemispha¨rischen Zirkulation eingegangen werden. Abbil-
dung 5.2 zeigt die 1. EOF (zur Erla¨uterung siehe Abschnitt 4.4) der monatsgemittelten
Luftdruckfelder no¨rdlich von 20◦N der Monate Dezember bis Ma¨rz vom CTRL. Die-
ses fu¨hrende Muster hat einen Anteil von 34% an der Gesamtvarianz des Feldes und
repra¨sentiert die Arktische Oszillation mit den typischen Aktionszentren in der zentra-
len Arktis und in mittleren Breiten u¨ber dem no¨rdlichen Pazifik und dem no¨rdlichen
Atlantik und Su¨deuropa (vergleiche Abschnitt 2.3). Abgesehen von dem Vorzeichen,
welches fu¨r die Interpretation des Musters jedoch ohne Belang ist, zeigt der CTRL das
Muster der AO in der gleichen Gro¨ßenordnung wie Beobachtungsdaten (vergleiche z.B.
Abbildung 1 von Thompson und Wallace [1998]).
Die zugeho¨rige Zeitreihe der EOF–Koeffizienten ist in Abbildung 5.3 dargestellt und
zeigt die starke ja¨hrliche und dekadische Variabilita¨t der AO. Ein Trend der AO inner-
halb der 600-ja¨hrigen Kontrollsimulation ist zudem nicht zu erkennen. Um allerdings
die Analogie zur NAO in Bezug auf positive und negative Phasen zu gewa¨hren, ist
es im speziellen Fall sinnvoll, das “falsche” Vorzeichen des AO–Musters auf die EOF–
Koeffizienten zu u¨bertragen, sodass der AO–Index im Folgenden durch I ′AO(t) = −α′1(t)
definiert ist (siehe auch Abschnitt 2.3).
5.2.3 Auswahl von Perioden fu¨r die Regionalisierung des
arktischen Klimas
Aufgrund der hohen Rechenzeiten von regionalen Klimamodellen ist es kaum mo¨glich,
eine große Anzahl von kompletten Jahren zu simulieren. Aus diesem Grund wurde ei-
nerseits der Januar als repra¨sentativer Monat fu¨r den arktischen Winter und der Juli als
repra¨sentativer Monat fu¨r den arktischen Sommer ausgewa¨hlt oder andererseits kom-
plette Wintersimulationen (Dezember bis Ma¨rz) durchgefu¨hrt. Dadurch war es mo¨glich,
das Klima mehrerer la¨ngerer Perioden zu simulieren. Die Regionalisierungen des Kli-
mas dieser Perioden ko¨nnen als einzelne Zeitscheibenexperimente mit unterschiedlichen
Randbedingungen angesehen werden.
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Auswahl von Perioden warmer und kalter Januare
In Abbildung 5.4 ist ein 250-ja¨hriger Ausschnitt der 600-ja¨hrigen CTRL–Zeitreihe
der monatsgemittelten 2m-Temperaturen im Januar fu¨r das Nordpolargebiet (no¨rd-
lich 60◦N) dargestellt. Zum Vergleich ist auch die entsprechende 53-ja¨hrige Zeitreihe
der NCEP–Reanalysen zu sehen. Beide Zeitreihen weisen deutliche ja¨hrliche Variatio-
nen der 2m-Temperatur von bis zu 8 K auf, wodurch sich schlussfolgern la¨sst, dass der
CTRL in der Lage ist, die beobachtete Klimavariabilita¨t auf der ja¨hrlichen Zeitskala
zu reproduzieren. Die tiefpassgefilterten Temperaturen zeigen zudem, dass es in beiden
Zeitreihen Perioden von etwa 5 bis 20 Jahren La¨nge gibt, in denen die Winter u¨berwie-
gend warm oder kalt sind. Allerdings liegen die Temperaturen der Reanalysen im Mittel
um mehr als 1 K u¨ber denen des CTRL. Dies muss aber nicht zwangsla¨ufig bedeuten,
dass der CTRL die Wintertemperaturen der Arktis prinzipiell unterscha¨tzt; die Ursache
kann auch darin liegen, dass die Auflo¨sungen des ECHO–G von T30 und die der NCEP–
Reanalysen von T62 nicht identisch sind, wodurch die Gebietsmittel (hier no¨rdlich von
60◦N) durch die unterschiedliche Anzahl und Lage der Gitterpunkte beeinflusst werden.
Proshutinsky und Johnson [1997] haben herausgefunden, dass zyklonale und antizy-
klonale Zirkulationsregime in der zentralen Arktis etwa fu¨nf bis sieben Jahre andauern,
bevor ein Regimewechsel erfolgt. Ein etwa 10-ja¨hriger Klimazyklus in der Arktis wurde
auch von Mysak und Venegas [1998] gefunden. Demzufolge erschien es sinnvoll, fu¨r
die Regionalisierung des CTRL 6-ja¨hrige Perioden auszuwa¨hlen, in denen anna¨hernd
gleiche großra¨umige Klimabedingungen vorherrschen. Als Auswahlkriterium fu¨r solche
Perioden fungierte die in Abbildung 5.4 dargestellte 2m-Temperatur des Monats Janu-
ar, mit der letztlich warme und kalte Perioden festgelegt wurden. Eine 6-Jahres-Periode
wurde als warm oder kalt eingestuft, wenn die mittlere Januartemperatur dieser Periode
mindestens 1 K u¨ber oder unter dem Mittelwert aller 600 Januare lag. Insgesamt gibt es
mit dieser Definition 51 warme und 51 kalte 6-Jahres-Perioden im CTRL, wenn U¨ber-
schneidungen mitgeza¨hlt werden. Von diesen wurden relativ willku¨rlich zwei warme und
zwei kalte Perioden ausgewa¨hlt, die in Abbildung 5.4 durch hellgraue Balken markiert
sind.
Modell- Mittlere 2m-Temperatur (
◦C) in der Arktis
jahre Jan-1 Jan-2 Jan-3 Jan-4 Jan-5 Jan-6 Mittel
208–213 −26,9 −26,3 −25,4 −23,8 −24,2 −23,9 −25,1
227–232 −26,1 −30,9 −26,2 −29,4 −28,7 −26,3 −27,9
415–420 −24,1 −23,9 −25,5 −25,1 −22,8 −25,4 −24,5
421–426 −26,2 −29,5 −27,8 −27,2 −26,9 −27,8 −27,6
174–773 — −26,3
Tabelle 5.2: Ausgewa¨hlte 6-Jahres-Perioden des CTRL bezu¨glich warmer oder kalter
Januare in der Arktis. Die Spalten Jan-1 bis Jan-6 enthalten die mittleren 2m-Tempe-
raturen der einzelnen Januare innerhalb der Perioden. Der Mittelwert der vier Perioden
und der gesamten Zeitreihe steht jeweils in der letzten Spalte (Mittel).
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Abbildung 5.4: Januarmittel der Lufttemperatur in 2 m Ho¨he gemittelt u¨ber das ge-
samte Gebiet no¨rdlich von 60◦N (du¨nne Linien) fu¨r einen 250-ja¨hrigen Ausschnitt vom
CTRL (oben) und von den NCEP–Reanalysen (unten). Die durchgezogenen dicken Linien
repra¨sentieren die Zeitreihen nach einer gaußschen Tiefpassfilterung u¨ber 10 Jahre, und
die gestrichelten Linien zeigen die linearen Trends der Zeitreihen. Die hellgrauen Balken
in der oberen Abbildung markieren die vier ausgewa¨hlten 6-Jahres-Perioden des CTRL.
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In Tabelle 5.2 sind die mittleren 2m-Temperaturen der vier ausgewa¨hlten 6-Jahres-
Perioden fu¨r jeweils alle 6 Januare und die Mittelwerte der Perioden aufgelistet. Die
Temperaturdifferenz zwischen beiden warmen und beiden kalten Perioden betra¨gt etwa
3 K, obwohl sowohl in den warmen als auch in den kalten Perioden einige Januare mit
gema¨ßigten Temperaturen enthalten sind.
Auswahl von Perioden warmer und kalter Juli-Monate
Analog zur Abbildung 5.4 sind in Abbildung 5.5 die entsprechenden 2m-Temperaturen
fu¨r den Monat Juli dargestellt. Die obere Abbildung zeigt allerdings einen anderen Aus-
schnitt aus der CTRL–Zeitreihe, da fu¨r den Juli eine andere zweite Periode ausgewa¨hlt
wurde. Die 2m-Temperaturen der NCEP–Reanalysen liegen auch im Juli im Mittel u¨ber
denen des CTRL, allerdings betra¨gt der Unterschied in diesem Monat nur etwa 0,2 K.
Die ja¨hrliche Variabilita¨t im Juli, von bis zu 1,9 K im CTRL und von bis zu 1,5 K bei
den Reanalysen, ist deutlich geringer als im Januar, wo Jahr-zu-Jahr-Variationen von
bis zu 8 K auftraten. Die tiefpassgefilterten Temperaturen zeigen aber auch hier, dass
es in beiden Zeitreihen Perioden von etwa 5 bis 20 Jahren La¨nge gibt, in denen der
Sommer u¨berwiegend warm oder kalt ist. Allerdings hat es den Anschein, dass extrem
kalte arktische Sommer im Beobachtungsintervall 1948–2000 selten vorkamen, wodurch
mo¨glicherweise der Unterschied zwischen CTRL und Beobachtungen zustande kommt.
Bei der Auswahl von Juli-Monaten, die nach a¨hnlichen Kriterien wie beim Monat Januar
erfolgte, zeigte sich, dass die Perioden mit warmen bzw. kalten Januaren u¨berwiegend
auch warme bzw. kalte Juli-Monate umfassen. Ein Vergleich mit Abbildung 5.1(a) zeigt
außerdem, dass die ausgewa¨hlten Perioden auch im Jahresmittel ein warmes bzw. kaltes
Klima in der Arktis aufweisen.
In Bezug auf den Sommer wurde als Kriterium fu¨r die Einstufung einer 6-Jahres-Periode
als warm oder kalt eine Abweichung von 0,3 K der mittleren Julitemperatur dieser Pe-
riode zum Mittelwert aller 600 Juli-Monate gewa¨hlt. Mit diesem Kriterium wurden
Modell- Mittlere 2m-Temperatur (
◦C) in der Arktis
jahre Juli-1 Juli-2 Juli-3 Juli-4 Juli-5 Juli-6 Mittel
415–420 6,3 6,1 6,4 6,7 6,6 6,7 6,5
421–426 6,0 5,9 5,5 5,5 5,4 4,9 5,5
626–631 6,2 6,3 6,1 6,3 6,5 6,4 6,3
657–662 5,0 5,6 5,7 5,1 5,4 5,2 5,4
174–773 — 5,9
Tabelle 5.3:Ausgewa¨hlte 6-Jahres-Perioden des CTRL bezu¨glich warmer oder kalter Juli-
Monate in der Arktis. Die Spalten Juli-1 bis Juli-6 enthalten die mittleren 2m-Tempera-
turen der einzelnen Juli-Monate innerhalb der Perioden. Der Mittelwert der vier Perioden
und der gesamten Zeitreihe steht jeweils in der letzten Spalte (Mittel).
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Abbildung 5.5: Julimittel der Lufttemperatur in 2 m Ho¨he gemittelt u¨ber das gesamte
Gebiet no¨rdlich von 60◦N (du¨nne Linien) fu¨r einen 275-ja¨hrigen Ausschnitt vom CTRL
(oben) und von den NCEP–Reanalysen (unten). Die durchgezogenen dicken Linien re-
pra¨sentieren die Zeitreihen nach einer gaußschen Tiefpassfilterung u¨ber 10 Jahre, und die
gestrichelten Linien zeigen die linearen Trends der Zeitreihen. Die hellgrauen Balken in
der oberen Abbildung markieren die vier ausgewa¨hlten 6-Jahres-Perioden des CTRL.
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34 warme und 44 kalte 6-Jahres-Perioden im CTRL ermittelt, wobei wiederum U¨ber-
schneidungen mitgeza¨hlt wurden. Auch fu¨r den Juli wurden zwei warme und zwei kalte
Perioden ausgewa¨hlt, markiert durch hellgraue Balken in Abbildung 5.5, wobei jeweils
eine auch fu¨r den Januar ausgewa¨hlt wurde. Die mittleren 2m-Temperaturen der vier
ausgewa¨hlten Perioden sind in Tabelle 5.3 aufgelistet. Die mittlere Temperaturdifferenz
zwischen beiden warmen und beiden kalten Perioden betra¨gt im Juli etwa 1 K (ge-
genu¨ber 3 K im Januar), wobei einige Juli-Monate innerhalb der Perioden wiederum
eher gema¨ßigte Mitteltemperaturen aufweisen.
Die Ursache fu¨r die sta¨rkere Variabilita¨t im Winter kann im Wesentlichen auf die gro¨ße-
ren meridionalen Temperaturgradienten zuru¨ckgefu¨hrt werden, die durch die gro¨ße-
ren Unterschiede in der kurzwelligen Einstrahlung zwischen polaren und a¨quatorialen
Breiten im Winter zustande kommen. Da dies gleichbedeutend ist mit einer gro¨ßeren
großra¨umigen Baroklinita¨t in mittleren Breiten, ist nicht nur die allgemeine atmospha¨ri-
sche Zirkulation im Winter sta¨rker ausgepra¨gt als im Sommer, sondern es treten im
Winter auch versta¨rkt hydrodynamische Instabilita¨ten auf. Die atmospha¨rische Dyna-
mik spielt folglich imWinter einen wichtigere Rolle als im Sommer und hat, aufgrund der
Nichtlinearita¨t dynamischer Prozesse, entscheidenden Einfluss auf die Klimavariabilita¨t.
Auswahl von Perioden bezu¨glich positiver und negativer Phasen der NAO/AO
In Abbildung 5.6 sind der AO–Index (I ′AO; gemittelt u¨ber die vier Monate Dezember bis
Ma¨rz eines jeden Winters) und der NAO–Index (INAO) fu¨r einen 140-ja¨hrigen Ausschnitt
des CTRL dargestellt. (Fu¨r die Berechnung des NAO–Index wurde aus den 96 × 48
Gitterpunkten des CTRL der Gitterpunkt (95,14) stellvertretend fu¨r Lissabon und der
Gitterpunkt (91,7) stellvertretend fu¨r Stykkisholmur ausgewa¨hlt.) Zusa¨tzlich entha¨lt
die Abbildung den NAO–Index des fast gleich langen Beobachtungszeitraums von 1864
bis 2001. Diese aus Beobachtungsdaten abgeleiteten Werte des NAO–Index stammen
von der Internet-Seite http://www.cgd.ucar.edu/~jhurrell/nao.html von J. Hurrell
vom NCAR und wurden relativ zum 120-ja¨hrigen Zeitraum 1864–1983 normalisiert,
wogegen beim CTRL diesbezu¨glich die gesamten 600 Jahre verwendet wurden.
Die Beobachtungszeitreihe des NAO–Index zeigt deutliche ja¨hrliche Variationen, aber
auch mehrja¨hrige Phasen, in denen der u¨ber mehrere Jahre gemittelte Index hoch oder
niedrig ist, z.B. mit positiven Werten von 1903–1914, 1920–1927 und 1981–1995, und
negativen Werten von 1955–1971. Die letzten Jahrzehnte des 19. Jahrhunderts sind
hingegen durch eine starke Oszillation zwischen positiven und negativen Werten des
NAO–Index gekennzeichnet.
Auch die Zeitreihen des CTRL zeigen ein vergleichbares Verhalten. Es gibt Phasen,
in denen NAO– und AO–Index u¨berwiegend hoch (z.B. in den Modelljahren 378–383
oder 487–492) oder u¨berwiegend niedrig sind (z.B. in den Modelljahren 395–407 oder
493–500). Hinzu kommen Phasen großer Variabilita¨t zwischen positiven und negativen
Werten (z.B. in den Modelljahren 423–450). Ein auffa¨lliger Unterschied zu den Beob-
achtungen ist der, dass extrem positive Werte (> 3 im NAO–Index) im CTRL kaum
auftreten, wogegen die Beobachtungen gerade in den 1980er und 1990er Jahren extrem
hohe Werte des NAO–Index aufweisen. Eine mo¨gliche Begru¨ndung kann der Umstand
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Abbildung 5.6: AO– und NAO–Index im Winter (DJFM) fu¨r einen 140-ja¨hrigen Aus-
schnitt des CTRL (Oben: AO, Mitte: NAO) und aus Beobachtungen von 1864 bis 2001
(Unten: NAO). Die durchgezogenen dicken Linien repra¨sentieren die Zeitreihen nach einer
gaußschen Tiefpassfilterung u¨ber 10 Jahre, und die gestrichelten Linien zeigen die linearen
Trends. Die hellgrauen Balken in der oberen und mittleren Abbildung markieren die vier
ausgewa¨hlten 6-Jahres-Perioden des CTRL.
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Modell-
jahre Index Jahr-1 Jahr-2 Jahr-3 Jahr-4 Jahr-5 Jahr-6 Mittel
378–383
INAO 1,9 1,4 1,0 1,4 1,0 2,2 1,5
I ′AO 0,5 0,3 0,1 0,1 0,7 0,7 0,4
399–404
INAO −0,2 −3,2 −2,5 1,8 −1,6 −5,5 −1,9
I ′AO −0,1 −0,1 −1,0 0,6 −0,4 −1,5 −0,4
487–492
INAO 0,2 3,2 2,5 1,6 3,1 −0,4 1,7
I ′AO −0,1 1,4 0,1 1,3 1,6 0,2 0,8
493–498
INAO −2,7 −2,4 −0,8 −2,7 1,0 −2,4 −1,7
I ′AO −0,7 −0,8 −0,2 −0,8 −0,1 −0,2 −0,5
Tabelle 5.4: Ausgewa¨hlte 6-Jahres-Perioden des CTRL bezu¨glich positiver oder negativer
Phasen der NAO und AO. Die Spalten Jahr-1 bis Jahr-6 enthalten den NAO– und den
AO–Index der einzelnen Winter innerhalb der Perioden. Die Mittelwerte der vier Perioden
stehen jeweils in der letzten Spalte (Mittel).
sein, dass die Beobachtungsdaten relativ zu den Jahren 1864–1983 normalisiert wur-
den, wodurch die extrem hohen Werte der letzten Jahre nicht in die Berechnung der
Luftdruckanomalien einbezogen wurden (vergleiche Abschnitt 2.2). Ferner basiert der
NAO–Index des CTRL auf einem 600-ja¨hrigen Lauf mit konstanten Klimarandbedin-
gungen des Jahres 1990, einem Jahr, in dem der beobachtete NAO–Index sehr hoch
war. Aufgrund der unzureichenden Kenntnis der Ursachen der NAO ko¨nnte somit der
mittlere Zustand des CTRL bereits gro¨ßere A¨hnlichkeit mit der positiven Phase der
NAO aufweisen, sodass ein Zusammenhang mit dem Fehlen extrem hoher Indexwerte
im CTRL nicht ausgeschlossen werden kann.
Desweiteren zeigen die Zeitreihen von AO– und NAO–Index einen deutlichen Zusam-
menhang bezu¨glich positiver und negativer Werte. Der berechnete Korrelationskoeffizi-
ent zwischen beiden Zeitreihen betra¨gt 0,75. Aufgrund dieser signifikanten Korrelation
sind positive/negative Phasen der NAO in der Regel auch positive/negative Phasen
der AO. Allerdings zeigt sich kein signifikanter Zusammenhang zwischen der AO/NAO
und den mittleren Temperaturen in der Nordpolarregion. Der Korrelationskoeffizient
zwischen den DJFM–Mitteln der Temperatur und dem AO–Index betra¨gt −0,03 und
zwischen den DJFM–Mitteln der Temperatur und dem NAO–Index −0,05, sodass sich
eine allgemeine Erwa¨rmung oder Abku¨hlung der Arktis nicht durch die Phasen der
AO/NAO erkla¨ren la¨sst.
Um herauszufinden, welchen Einfluss die einzelnen Phasen der AO/NAO auf das ark-
tische Winterklima haben, wurden wiederum relativ willku¨rlich vier 6-ja¨hrige Perioden
des CTRL fu¨r den Antrieb des HIRHAM4 ausgewa¨hlt, von denen zwei die positive
und zwei die negative Phase der AO/NAO repra¨sentieren. Diese ausgewa¨hlten Perioden
sind in Abbildung 5.6 durch hellgraue Balken markiert. Tabelle 5.4 entha¨lt zudem ei-
ne Zusammenstellung der einzelnen Index-Werte innerhalb der ausgewa¨hlten Perioden.
Entsprechend zu den aufgrund der Temperatur ausgewa¨hlten Perioden treten auch hier
innerhalb der Perioden vereinzelte Jahre mit entgegengesetztem Vorzeichen zum Peri-
odenmittelwert auf.
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5.3 Das GSDIO–Szenario des ECHAM4/OPYC3
5.3.1 Allgemeine Beschreibung des Experiments
Erga¨nzend zum CTRL wurde ein zweites Modellexperiment ausgewa¨hlt, welches ei-
ne Szenario-Simulation fu¨r die Jahre 1860 bis 2050 ist, die mit dem globalen gekop-
pelten Klimamodell ECHAM4/OPYC3 durchgefu¨hrt wurde. Diese Szenario-Simulation
wird in dieser Arbeit als GSDIO–Szenario bezeichnet. Die einzelnen Buchstaben die-
ser Abku¨rzung stehen stellvertretend fu¨r Treibhausgase (Greenhouse gases, G), Sulfat-
Aerosole (S), die Beru¨cksichtigung des direkten (D) und des indirekten (I) Effekts
(bezu¨glich der Sulfat-Aerosole) und fu¨r tropospha¨risches Ozon (O). Die Treibhausga-
se und Sulfate wurden fu¨r die Jahre von 1860 bis 1990 aus Beobachtungen abgeleitet
und stammen fu¨r die Jahre von 1990 bis 2050 aus dem IPCC Emissions-Szenario IS92a
[Houghton et al., 1992].
Im GSDIO–Szenario wurde die zeitliche Entwicklung der atmospha¨rischen Konzentra-
tionen von CO2, CH4, N2O sowie mehrerer industrieller Gase, wie z.B. Fluorchlorkoh-
lenwasserstoffen oder Methylchloroform, beru¨cksichtigt. Bezu¨glich der Sulfat-Aerosole
wurden biogene und vulkanische Schwefel-Emissionen vernachla¨ssigt, sodass nur die
anthropogenen Emissionen Beru¨cksichtigung fanden. Der direkte Strahlungseffekt der
Sulfat-Aerosole, der sich aus den optischen Eigenschaften der Aerosole ergibt, als auch
der indirekte Effekt, der sich durch den Einfluss von Sulfat-Aerosolen auf die Wol-
kenalbedo ergibt, sind im GSDIO–Szenario beru¨cksichtigt worden. Zudem wurde der
Strahlungseffekt von anthropogen verursachten A¨nderungen im tropospha¨rischen Ozon
beru¨cksichtigt. Die Ozonchemie wurde mit einem tropospha¨rischen Chemiemodell be-
rechnet, welches an das ECHAM4 gekoppelt wurde. Durch die Vorgabe von anthropo-
genen Emissionen bestimmter Vorla¨ufersubstanzen (z.B. NO und CO) konnte damit die
tropospha¨rische Ozonverteilung simuliert werden.
Das Atmospha¨renmodell ECHAM4 wurde bei diesem Experiment in der horizontalen
T42–Auflo¨sung betrieben, wodurch das entsprechende gaußsche Gitter aus 128 mal 64
Gitterpunkten besteht. Von diesen liegen insgesamt 1152 no¨rdlich von 65◦N, was im Ver-
gleich zum HIRHAM4 eine etwa 10 mal gro¨bere horizontale Auflo¨sung der Arktis zur
Folge hat. Das Ozeanmodell OPYC3 (Ocean, isoPYCnal coordinates, level 3) [Oberhu-
ber, 1993a; Oberhuber, 1993b] besteht aus drei Teilmodellen fu¨r den inneren Ozean,
die Mischungsschicht unterhalb der Meeresoberfla¨che und das Meereis und hat insge-
samt 11 Schichten. Die horizontale Auflo¨sung ist polwa¨rts von 36◦ identisch mit der
des Atmospha¨renmodells (T42) und nimmt in Richtung A¨quator von ∼2,8◦ bis auf 0,5◦
zu. Weitere Einzelheiten zum GSDIO–Szenario als auch zum ECHAM4/OPYC3 findet
man bei Roeckner et al. [1999].
5.3.2 Analyse der Simulationsergebnisse
Das GSDIO–Szenario la¨sst sich, unter Beru¨cksichtigung der gemachten Annahmen und
Einschra¨nkungen, als eine imagina¨re Realisierung des historischen, gegenwa¨rtigen und
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zuku¨nftigen Klimas ansehen. Letzteres unter der Voraussetzung, dass die weitere Zu-
nahme anthropogener Emissionen von Treibhausgasen und Aerosolen quantitativ richtig
angesetzt wurde, und die physikalischen Prozesse, die mit diesen atmospha¨rischen Be-
standteilen in Verbindung stehen, hinreichend realistisch im Modell beschrieben sind.
Der Schwerpunkt bei der Untersuchung des GSDIO–Szenarios war natu¨rlich wieder-
um das arktische Klima, insbesondere da sich das global sta¨rkste Klimaa¨nderungssignal
gerade in der Nordpolarregion zeigt [Roeckner et al., 1999].
In Abbildung 5.7 ist die Entwicklung der Jahres-, Sommer- und Wintermittel der
2m-Temperatur in der Nordpolarregion vom GSDIO–Szenario und, zum Vergleich, von
den NCEP–Reanalysen dargestellt. Die entsprechenden Kenngro¨ßen der Zeitreihen, z.B.
Gesamtmittel, Standardabweichungen oder Trends, sind fu¨r die gesamte Simulation und
die Teilzeitra¨ume 1948 bis 2000 und 1960 bis 2050 Tabelle 5.5 zu entnehmen.
Das GSDIO–Szenario zeigt in der ersten Ha¨lfte der Simulation (etwa bis 1980)
anna¨hernd gleichbleibende Temperaturen, wobei die ja¨hrliche Variabilita¨t etwa mit der
aus Beobachtungen u¨bereinstimmt. Die ja¨hrlichen Schwankungen der arktischen Win-
tertemperaturen betragen bis zu 4 K, die der Sommertemperaturen bis zu 2 K und
Saison Daten- Zeitraum ϑ¯ σ a1 ν r0.05 r(t, ϑ)quelle [◦C] [K] [K/100a]
1860–2050 −9,7 1,19 1,64 7 0,67 0,76
GSDIO 1960–2050 −8,9 1,30 4,66 3 0,88 0,95
Jahr
1948–2000 −10,2 0,56 1,94 12 0,53 0,53
NCEP 1948–2000 −10,5 0,47 0,97 23 0,40 0,32
1860–2050 4,0 0,65 0,82 19 0,43 0,70
GSDIO 1960–2050 4,4 0,70 2,46 8 0,63 0,92
JJAS
1948–2000 3,7 0,42 1,67 20 0,42 0,61
NCEP 1948–2000 3,1 0,35 −0,62 26 0,37 −0,27
1861–2050 −23,2 1,80 2,41 18 0,44 0,74
GSDIO 1960–2050 −22,1 1,93 6,54 8 0,63 0,90
DJFM
1948–2000 −24,0 0,98 1,91 31 0,35 0,30
NCEP 1949–2000 −22,8 0,83 2,83 34 0,33 0,51
Tabelle 5.5: Fu¨r die Zeitreihen von Jahres-, Sommer- (JJAS) und Wintermitteln (DJFM)
der 2m-Temperatur in der Nordpolarregion (no¨rdlich 60◦N) sind fu¨r mehrere Zeitra¨ume
aus dem GSDIO–Szenario und den NCEP–Reanalysen jeweils die folgenden Gro¨ßen an-
gegeben: der Mittelwerte der 2m-Temperatur ϑ¯ mit der zugeho¨rigen Standardabweichung
σ, der Regressionskoeffizient fu¨r den linearen Trend a1, die reduzierte Anzahl der Frei-
heitsgrade der Zeitreihe ν mit dem zugeho¨rigen Grenzwert des Korrelationskoeffizienten
r0.05 fu¨r eine Irrtumswahrscheinlichkeit von 0,05 sowie der Korrelationskoeffizient r(t, ϑ)
zur Abscha¨tzung der Signifikanz des linearen Trends (siehe Abschnitt 4.2).
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Abbildung 5.7: Jahres-, Sommer- (JJAS) und Wintermittel (DJFM) der Lufttempera-
tur in 2 m Ho¨he gemittelt u¨ber das gesamte Gebiet no¨rdlich von 60◦N (du¨nne Linien)
vom GSDIO–Szenario und von den NCEP–Reanalysen. Die durchgezogenen dicken Linien
repra¨sentieren die Zeitreihen nach einer gaußschen Tiefpassfilterung u¨ber 10 Jahre, und
die gestrichelten Linien zeigen die linearen Trends von 1860 bis 2000 und von 1960 bis
2050 im Szenario bzw. von 1948 bis 2000 in den Reanalysen. Die hellgrauen Balken bei den
DJFM–Mitteln vom GSDIO–Szenario markieren fu¨nf ausgewa¨hlten 6-Jahres-Perioden.
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auch im Jahresmittel liegen die Temperaturen der Arktis jeweils zwischen −9,5◦C und
−11,5◦C. Fu¨r den Vergleichszeitraum 1948–2000 liegen die Jahresmitteltemperaturen
des GSDIO–Szenarios allerdings um etwa 0,3 K u¨ber denen der NCEP–Reanalysen, zei-
gen aber gro¨ßere Abweichungen im Sommer (etwa 0,6 K) und sind im Winter sogar etwa
1,2 K niedriger als in den Reanalysen.
Ein deutlicher Aufwa¨rtstrend zeigt sich im GSDIO–Szenario etwa ab den 1970er Jahren.
In den Jahresmitteltemperaturen zeigt sich von 1960 bis zum Simulationsende 2050 eine
Erwa¨rmung von etwa 4 K in der Nordpolarregion, wobei die Erwa¨rmung im Sommer nur
etwa 2 K und im Winter fast 6 K betra¨gt. Diese Aufwa¨rtstrends sind jeweils statistisch
signifikant. Da diese deutlichen Aufwa¨rtstrends bereits in der Mitte des Vergleichszeit-
raums 1948–2000 einsetzen, zeigen sich auch in dieser Periode jeweils Aufwa¨rtstrends,
die sogar teilweise signifikant sind. In den NCEP–Reanalysen ist bei den Jahresmittel-
temperaturen ebenfalls ein Aufwa¨rtstrend festzustellen, der aber schwa¨cher ist als der
des Szenarios im gleichen Zeitraum. Allerdings zeigt sich in den Reanalysen ein Abwa¨rts-






























Abbildung 5.8: 1. EOF der monatsgemittelten Luftdruckfelder der Wintermonate De-
zember bis Ma¨rz vom GSDIO–Szenario fu¨r das Gebiet no¨rdlich von 20◦N (Einheit: Pa). Die
durchgezogenen Isolinien repra¨sentieren positive und die gepunkteten Isolinien negative
Anomalien. Die Nulllinie ist grau dargestellt. Der Isolinienabstand betra¨gt 150 Pa.
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Abbildung 5.9: AO–Index (oben) und NAO–Index (unten) im Winter (DJFM) vom
GSDIO–Szenario. Die durchgezogenen dicken Linien repra¨sentieren die Zeitreihen nach ei-
ner gaußschen Tiefpassfilterung u¨ber 10 Jahre, und die gestrichelten Linien zeigen die linea-
ren Trends. Die hellgrauen Balken markieren die beiden ausgewa¨hlten 8-Jahres-Perioden
des GSDIO–Szenarios.
Aufwa¨rtstrend im Winter.
Von besonderem Interesse ist auch, ob sich die natu¨rlichen Schwingungsmuster der NAO
oder AO im GSDIO–Szenario durch den Einfluss der erho¨hten Treibhausgase und Aero-
sole vera¨ndern bzw. eine Phase bevorzugt auftritt, zumal Beobachtungen einen deutli-
chen Trend zur positiven Phase in den letzten Jahrzehnten zeigen (siehe Abbildung 5.6).
Hurrell et al. [2001] vertreten zudem die Meinung, dass es zunehmend weniger wahr-
scheinlich ist, dass natu¨rliche Variabilita¨t die Ursache fu¨r diesen Trend darstellt, und
zwar unabha¨ngig davon, welche Antriebsmechanismen letztlich fu¨r diese atmospha¨rische
Schwingung verantwortlich sind.
Abbildung 5.8 zeigt die 1. EOF (zur Erla¨uterung siehe Abschnitt 4.4) der monats-
gemittelten Luftdruckfelder no¨rdlich von 20◦N der Monate Dezember bis Ma¨rz vom
GSDIO–Szenario. Dieses dominierende Muster im GSDIO–Szenario hat einen Anteil
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von 37% an der Gesamtvarianz des Feldes und repra¨sentiert wiederum die Arktische
Oszillation mit ihren typischen Aktionszentren (vergleiche Abschnitt 2.3). Ein Vergleich
des AO–Musters im GSDIO–Szenario mit dem des CTRL (Abbildung 5.2) zeigt außer-
dem eine erstaunliche U¨bereinstimmung sowohl in der Lage der Aktionszentren als auch
bei den Absolutwerten. Trotz vera¨nderter Randbedingungen (Treibhausgase, Aeroso-
le), unterschiedlicher Ozeanmodelle und verschiedener horizontaler Auflo¨sungen beider
Experimente zeigt sich die Arktische Oszillation mit einem nahezu identischen Muster
in den beiden Simulationen, sodass es sich hier um ein sehr robustes internes Schwin-
gungspha¨nomen der Atmospha¨re zu handeln scheint.
Der entsprechende AO–Index (I ′AO; gemittelt u¨ber die vier Monate Dezember bis Ma¨rz
eines jeden Winters) des GSDIO–Szenarios ist in Abbildung 5.9 zusammen mit den
NAO–Index (INAO) dargestellt. Beide Zeitreihen zeigen auch im GSDIO–Szenario eine
starke Variabilita¨t, aber zusa¨tzlich auch einen leichten Aufwa¨rtstrend, der beim AO–
Index etwas deutlicher als beim NAO–Index ist. Insbesondere zwischen 2015 und 2020
zeigt sich eine stark positive Phase der NAO/AO. Gegen Ende der Simulation, etwa
zwischen 2040 und 2045, ist dann allerdings wieder ein Wechsel in die negative Phase
zu sehen, sodass man nicht von einem allgemeinen Trend zur positiven Phase durch den
Einfluss der Zunahme von Treibhausgasen und Aerosolen ausgehen kann.
Neuere Untersuchungen haben gezeigt, dass die AO durch Treibhausgase beeinflusst wer-
den kann [Fyfe et al., 1999; Shindell et al., 1999; Zorita und Gonza´lez-Rouco,
2000]. Wa¨hrend die Modellexperimente von Fyfe et al. [1999] allgemein einen deut-
lichen Aufwa¨rtstrend des AO–Index unter zunehmenden Treibhausgaskonzentrationen
zeigen, tritt in den Treibhausgas-Experimenten von Shindell et al. [1999] ein Aufwa¨rts-
trend des AO–Index nur bei einer realistischen Repra¨sentation der Stratospha¨re auf
(Modellobergrenze bei 0,002 hPa). Die Experimente, deren Modellobergrenze bereits in
der mittleren Stratospha¨re bei 10 hPa liegt, zeigen keinen Trend der AO. Als Ursache
wird die eingeschra¨nkte Mo¨glichkeit des Modells fu¨r eine realistische Simulation der ver-
tikalen Ausbreitung planetarer Wellen angesehen, wodurch sowohl die stratospha¨rische
als auch die tropospha¨rische Zirkulation beeinflusst wird [Boville und Cheng, 1988].
Zorita und Gonza´lez-Rouco [2000] haben in Ensemble-Simulationen des HadCM2
(Klimamodell des “Hadley Centre for Climate Prediction and Research”) und zwei
ECHAM–La¨ufen sowohl Aufwa¨rts- als auch Abwa¨rtstrends des AO–Index unter dem
gleichen Treibhausgas-Szenario gefunden. Diese verschiedenen Trends haben ihrerseits
einen starken Einfluss auf regionale Temperatura¨nderungen und ko¨nnten Ausdruck ei-
ner unterschiedlichen Ha¨ufigkeit des Auftretens natu¨rlicher Zirkulationsregime der At-
mospha¨re sein [Corti et al., 1999]. Sowohl das HadCM2 als auch das ECHAM beinhal-
ten nur eine grobe Repra¨sentation der Stratospha¨re (Modellobergrenze bei 5 hPa bzw.
10 hPa), sodass der Einfluss der Stratospha¨re auf die AO mo¨glicherweise unrealistisch
wiedergegeben wird. Das Gleiche gilt natu¨rlich auch fu¨r die AO des GSDIO–Szenarios,
in welchem neben zunehmenden Treibhausgasen allerdings auch die Effekte der an-
steigenden Menge an Aerosolen beru¨cksichtigt werden. Diese zusa¨tzlichen Effekte des
Aerosols fu¨hren im Vergleich zu einem reinen Treibhausgas-Szenario zu einer Reduktion
der Erwa¨rmung [Roeckner et al., 1999] und wirken sich mo¨glicherweise auch auf die
AO aus.
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5.3.3 Auswahl von Perioden fu¨r die Regionalisierung des
arktischen Klimas
In Anlehnung an die Auswahl von Perioden aus dem CTRL (vergleiche Abschnitt 5.2.3)
erfolgte auch hier wiederum eine Auswahl von mehrja¨hrigen Perioden fu¨r die Regio-
nalisierung des arktischen Klimas. Da im Winter des GSDIO–Szenarios nicht nur eine
sta¨rkere Variabilita¨t, sondern insbesondere eine gro¨ßere Erwa¨rmung festzustellen ist,
wurden allerdings nur Wintersimulationen durchgefu¨hrt, die aber den gesamten Winter
(Dezember bis Ma¨rz) umfassten.
Auswahl von Perioden bezu¨glich warmer und kalter Winter
Im Hinblick auf die durch anthropogene Emissionen verursachte starke winterliche
Erwa¨rmung erfolgte auch hier eine Auswahl von mehreren 6-Jahres-Perioden fu¨r die
Regionalisierung des arktischen Klimas. Dabei wurden allerdings nicht warme oder kal-
te Perioden aufgrund statistischer U¨berlegungen, sondern einfach vier Perioden im Ab-
stand von jeweils 50 Jahren aus dem GSDIO–Szenario ausgewa¨hlt. Das einzige Kriteri-
um war, dass jede folgende ausgewa¨hlte Periode im Mittel ein wa¨rmeres Klima als die
vorhergehende aufweist.
Um dem sta¨rkeren Temperaturanstieg ab dem Ende des 20. Jahrhunderts gerecht zu
werden, wurde erga¨nzend noch ein fu¨nfte Periode ausgewa¨hlt, die zwischen den beiden
letzten liegt. Diese fu¨nf ausgewa¨hlten 6-Jahres-Perioden sind in Abbildung 5.7(e) durch
hellgraue Balken markiert. Eine U¨bersicht u¨ber die mittleren Wintertemperaturen in-
nerhalb der einzelnen 6-Jahres-Perioden bietet Tabelle 5.6.
Mittlere 2m-Temperatur (◦C) in der Arktis
Jahre
Jahr-1 Jahr-2 Jahr-3 Jahr-4 Jahr-5 Jahr-6 Mittel
1890–1895 −25,9 −24,8 −25,2 −25,8 −25,6 −24,7 −25,3
1940–1945 −24,2 −24,3 −24,3 −24,0 −23,6 −23,5 −24,0
1990–1995 −22,8 −22,2 −25,0 −22,7 −23,2 −24,2 −23,4
2010–2015 −21,8 −21,3 −20,6 −21,0 −21,8 −21,1 −21,3
2040–2045 −21,2 −19,8 −20,7 −18,8 −20,1 −19,5 −20,0
1860–2050 — −23,2
Tabelle 5.6: Ausgewa¨hlte 6-Jahres-Perioden des GSDIO–Szenarios bezu¨glich warmer
oder kalter Winter in der Arktis. Die Spalten Jahr-1 bis Jahr-6 enthalten die mittleren
2m-Temperaturen der einzelnen Winter (DJFM) innerhalb der Perioden. Der Mittelwert
der fu¨nf Perioden und der gesamten Zeitreihe steht jeweils in der letzten Spalte (Mittel).
Die Wintertemperaturen der ersten beiden Perioden, und mit Abstrichen auch noch die
der dritten, liegen im Schwankungsbereich natu¨rlicher Klimavariabilita¨t, die bezu¨glich
einzelner Wintermittel im GSDIO–Szenario etwa den Temperaturbereich von −26,5◦C
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bis −22,5◦C umfasst (siehe Abbildung 5.7(e)), sodass maximale Schwankungen der mitt-
leren Wintertemperaturen von etwa 4 K als natu¨rlich einzustufen sind. Zum Vergleich
sei hier auch der Schwankungsbereich der entsprechenden Temperaturen im CTRL an-
gegeben: Diese bewegen sich im Temperaturbereich von etwa −27◦C bis −22◦C und
beinhalten somit maximale Schwankungen von etwa 5 K, wobei zu beru¨cksichtigen ist,
dass auch der Simulationszeitraum deutlich la¨nger war.
Das Wintermittel der 2m-Temperaturen in der Arktis betra¨gt im ersten Teil (bis etwa
1980) des GSDIO–Szenarios etwa−24,5◦C (dieser Wert entspricht dem des CTRL), doch
schon die Periode 2010–2015 weist im Mittel um mehr als 3 K ho¨here Temperaturen auf.
Die letzte Periode 2040–2045 ist nochmal 1,3 K wa¨rmer und liegt letztlich etwa 4,5 K
u¨ber dem Temperaturmittel der Jahre 1860–1980. Im Vergleich zur ersten, ka¨ltesten
6-Jahres-Periode 1890–1895 ist die letzte, wa¨rmste Periode 2040–2045 sogar um 5,3 K
wa¨rmer und u¨bertrifft zudem deutlich den Bereich natu¨rlicher Schwankungen.
Die Temperaturen der einzelnen Winter zeigen u¨berwiegend nur geringe Abweichungen
zum Periodenmittelwert, sodass jeder einzelne Winter bezu¨glich der Temperaturen als
repra¨sentativ fu¨r die Periode eingestuft werden kann.
Auswahl von Perioden bezu¨glich positiver und negativer Phasen der NAO/AO
Um den Einfluss der NAO/AO auf das arktische Klima unter gea¨nderten Klimarandbe-
dingungen na¨her zu untersuchen, wurden aus dem GSDIO–Szenario wiederum Perioden
ausgewa¨hlt, die diesmal die positive und die negative Phase der NAO/AO repra¨sentie-
ren. Dazu boten sich die beiden bereits erwa¨hnten Perioden gegen Ende der Simulation
an: Fu¨r die negative Phase die Jahre 2013–2020 und fu¨r die positive Phase die Jahre
2039–2046. Beide Perioden umfassen diesmal allerdings 8 statt 6 Jahre, um die Aussa-
gekraft der Ergebnisse zu erho¨hen.
Die beiden ausgewa¨hlten 8-Jahres-Perioden sind in Abbildung 5.9 durch hellgraue Bal-
ken markiert. Die einzelnen Werte des NAO– und AO–Index innerhalb der beiden
8-Jahres-Perioden sind wiederum zur U¨bersicht in Tabelle 5.7 aufgelistet.
Jahre Index J-1 J-2 J-3 J-4 J-5 J-6 J-7 J-8 Mittel
2013–2020
INAO 0,3 −2,3 3,5 3,3 −0,1 3,1 1,7 2,5 1,5
I ′AO 0,5 0,1 1,1 0,6 0,3 1,0 1,5 0,9 0,8
2039–2046
INAO −4,9 2,1 −1,7 −1,1 −4,4 0,7 1,8 −3,4 −1,4
I ′AO −0,5 0,4 −0,5 −0,3 −0,7 0,6 0,9 −1,7 −0,2
Tabelle 5.7: Ausgewa¨hlte 8-Jahres-Perioden des GSDIO–Szenarios bezu¨glich positiver
oder negativer Phasen der NAO und AO. Die Spalten J-1 bis J-8 enthalten den NAO–
und den AO–Index der einzelnen Winter innerhalb der Perioden. Die Mittelwerte der
beiden Perioden stehen jeweils in der letzten Spalte (Mittel).
In beiden ausgewa¨hlten Perioden des GSDIO–Szenarios treten einzelne Winter mit ent-
gegengesetztem Vorzeichen zum Periodenmittelwert des entsprechenden Index auf. Diese
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ja¨hrliche Variabilita¨t innerhalb einzelner, la¨ngerer Phasen mit ansonsten einheitlichem
Vorzeichen scheint typisch fu¨r diese atmospha¨rische Schwingung zu sein, zumal analoge
Schwankungen auch beim CTRL festzustellen sind (siehe Tabelle 5.4). Auch in den Be-
obachtungsdaten (siehe Abbildung 5.6) finden sich nur vereinzelt 8-ja¨hrige Phasen, in
denen kein Vorzeichenwechsel im NAO–Index auftritt.
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6 Warme und kalte Zusta¨nde des
arktischen Klimas
In Bezug auf ein im Mittel warmes oder kaltes arktisches Klima ist es einerseits von In-
teresse, welche regionale Verteilung die verschiedenen Klimaparameter aufweisen, z.B.
ob es ausgezeichnete Gebiete gibt, in denen deutlich sta¨rkere Klimavariationen als in an-
deren Gebieten auftreten, und andererseits ist es bislang ungekla¨rt, ob unterschiedliche
atmospha¨rische Zirkulationszusta¨nde mit einem warmen oder kalten arktischen Klima
in Verbindung stehen.
In diesem Kapitel werden die großra¨umigen Zirkulationsunterschiede und die damit
verbundenen regionalen Klimabedingungen der Arktis, welche fu¨r ein u¨berwiegend war-
mes oder kaltes Klima charakteristisch sind, anhand der Simulationsergebnisse des
HIRHAM4 analysiert. Die Grundlage fu¨r diese Untersuchung bilden die in Abschnitt
5.2.3 beschriebenen Perioden des CTRL. Demzufolge repra¨sentieren auftretende klima-
tische Unterschiede lediglich eine natu¨rliche, interne Variabilita¨t des arktischen Klima-
systems.
Der erste Abschnitt befasst sich mit dem arktischen Winterklima, welches hier durch
den Monat Januar repra¨sentiert wird, und der zweite Abschnitt geht auf das arktische
Sommerklima ein, fu¨r das stellvertretend der Monat Juli ausgewa¨hlt wurde. Da die
interne Klimavariabilita¨t im Winter deutlich sta¨rker ist als im Sommer (vergleiche auch
Abschnitt 5.2.3), wurde in diesem Kapitel der Schwerpunkt auf die Untersuchung des
arktischen Winterklimas gelegt.
6.1 Kennzeichen eines warmen oder kalten Januars
6.1.1 Korrelationsmuster
Bevor auf die unterschiedlichen Klimabedingungen in warmen und kalten Januaren ein-
gegangen wird, soll zuerst der Zusammenhang zwischen der zur Periodenauswahl ver-
wendeten, gebietsgemittelten 2m-Temperatur T̂ des CTRL und einzelnen simulierten
Feldern ψ(λ, φ) des HIRHAM4 dargestellt werden. Dazu wurde der Korrelationskoeffi-
zient zwischen den Monatsmitteln von T̂ und ψ(λ, φ) an jedem Gitterpunkt (λ, φ) des
HIRHAM4 entsprechend Gleichung (4.4) berechnet. Fu¨r die Signifikanzabscha¨tzung (sie-
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(a) Temperatur in 500 hPa (b) Geopotenzial in 500 hPa
(c) Temperatur in 850 hPa (d) Geopotenzial in 850 hPa
(e) Temperatur in 2 m Ho¨he (f) Luftdruck in Meeresniveau
Abbildung 6.1: Korrelationskoeffizienten zwischen der u¨ber die Nordpolarregion gemit-
telten 2m-Temperatur des CTRL im Januar und monatsgemittelten Feldern der 24 Januar-
Simulationen des HIRHAM4. Die gestrichelten Linien geben die 95%–Signifikanzgrenze an.
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he auch Abschnitt 4.2) wurde die reduzierte Anzahl der Freiheitsgrade nach Gleichung
(4.7) beru¨cksichtigt.
Abbildung 6.1 zeigt die Korrelationskoeffizienten zwischen T̂ und 6 repra¨sentativen
Feldern der 24 Januar–Simulationen des HIRHAM4, wobei auf der linken Seite die
Korrelation mit Temperaturfeldern und auf der rechten Seite die Korrelation mit den,
die Stro¨mung widerspiegelnden, Geopotenzial- bzw. Luftdruckfeldern dargestellt ist. Es
zeigt sich, dass die u¨ber die Nordpolarregion gemittelten 2m-Temperaturen einen deut-
lichen Zusammenhang mit den 2m-Temperaturen sowohl u¨ber den meisten arktischen
Meeresgebieten als auch in Sibirien und Alaska aufweisen (Abbildung 6.1(e)). Die Kor-
relationskoeffizienten sind in diesen Gebieten meist gro¨ßer als 0,4 und u¨berwiegend sta-
tistisch signifikant auf dem 95%–Niveau. Zusa¨tzlich zeigt sich aber auch ein Gebiet mit
antikorrelierten 2m-Temperaturen im Bereich der Baffin-Insel, d.h. dass dort z.B. ha¨ufig
niedrigere Temperaturen anzutreffen sind, falls die Arktis allgemein ein warmes Klima
aufweist.
Interessant ist, dass sich dieser Zusammenhang nicht nur bei den Temperaturen in Bo-
denna¨he sondern auch in ho¨heren Schichten zeigt, z.B. in 850 hPa (Abbildung 6.1(c))
oder auch in 500 hPa (Abbildung 6.1(a)), sodass es sich hier um einen anna¨hernd ba-
rotropen Temperaturzusammenhang1 handelt, der sich u¨ber die gesamte Tropospha¨re
erstreckt. Entscheidend ist aber, dass sich die gesamte Tropospha¨re in Zusammenhang
mit einer ho¨heren mittleren Temperatur nicht in allen Regionen wa¨rmer, sondern in
einigen auch ka¨lter zeigt, sodass Unterschiede in der großra¨umigen atmospha¨rischen
Zirkulation bestehen mu¨ssen.
Diese Aussage besta¨tigt sich, wenn man die Korrelation zwischen T̂ und dem Luftdruck-
feld (Abbildung 6.1(f)) sowie den Geopotenzialfeldern in 850 hPa (Abbildung 6.1(d))
und 500 hPa (Abbildung 6.1(b)) betrachtet. Zeigt sich im Luftdruckfeld lediglich eine
o¨rtlich signifikante negative Korrelation zwischen T̂ und dem Luftdruck im Bereich des
Islandtiefs, so versta¨rkt sich die positive Korrelation im Bereich der Laptevsee und der
Nordwestku¨ste Nordamerikas mit zunehmender Ho¨he aufgrund der thermischen Ausdeh-
nung der wa¨rmeren Atmospha¨re u¨ber diesen Gebieten, wogegen die negative Korrelation
im Bereich zwischen Island und der Baffin-Insel anna¨hernd gleich bleibt. Folglich ist der
entsprechende regionale Unterschied in der atmospha¨rischen Zirkulation nicht barotrop,
sondern in der oberen Tropospha¨re sta¨rker ausgepra¨gt als in der unteren.
Diese einfache Korrelationsanalyse zeigt bereits einige wesentliche Unterschiede zwi-
schen einer warmen und kalten Arktis im Wintermonat Januar. Die in Abha¨ngigkeit
der gebietsgemittelten 2m-Temperatur mit zunehmender Ho¨he zunehmende regionale
Differenz im Geopotenzialfeld, die letztlich die unterschiedliche Temperaturverteilung
widerspiegelt, zeigt, dass ein warmes oder kaltes arktisches Winterklima mit einer un-
terschiedlichen atmospha¨rischen Zirkulation in Verbindung steht. Die Zirkulationsge-
gensa¨tze sind insbesondere in den mittleren und ho¨heren Bereichen der Tropospha¨re zu
erkennen.
Die jeweils 6 Januare der beiden warmen bzw. kalten Perioden (vergleiche Tabelle 5.2)
1Man beachte, dass sich die Barotropie lediglich auf den Zusammenhang bezieht. Der Zustand der
Atmospha¨re kann dabei durchaus baroklin sein.
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werden im Folgenden zusammengefasst und als warme bzw. kalte Januare bezeichnet.
Die simulierten Klimabedingungen dieser warmen und kalten Januare werden im Wei-
teren na¨her untersucht, um die Unterschiede und Zusammenha¨nge auch quantitativ
deutlicher hervorzuheben.
6.1.2 Charakteristika der großra¨umigen Zirkulation
Als Maß fu¨r die großra¨umige Zirkulation der Atmospha¨re ist die geopotenzielle Ho¨he
der 500-hPa-Druckfla¨che eine geeignete Gro¨ße, da sie einerseits anna¨hernd die mittlere
Stro¨mung in der Tropospha¨re oberhalb der Grenzschicht widerspiegelt und andererseits
die Steuerung synoptischer Druckgebilde beeinflusst.
In Abbildung 6.2(a) und 6.2(b) ist die mittlere geopotenzielle Ho¨he der 500-hPa-
Druckfla¨che fu¨r die warmen und kalten Januare dargestellt. Diese sind durch eine unter-
schiedliche Lage und Ausdehnung des tropospha¨rischen Wirbels gekennzeichnet. Warme
Januare weisen einen tropospha¨rischen Wirbel mit Zentrum u¨ber der westlichen Arktis
im Bereich des kanadischen Archipels auf, wogegen kalte Januare durch einen sta¨rker
ausgedehnten Wirbel (man vergleiche z.B. die 5050-gpm-Isohypse beider Abbildungen)
mit Zentrum u¨ber der o¨stlichen Arktis im Bereich von Kara- und Laptevsee charakte-
risiert sind. Im Wirbelzentrum liegt die Druckfla¨che jeweils unterhalb einer Ho¨he von
5000 gpm. Die kalten Januare weisen aber auch einen Trog u¨ber dem kanadischen Ar-
chipel auf, der allerdings schwa¨cher (im Mittel um etwa 50 gpm) ausgepra¨gt ist als
in warmen Januaren. Solche tropospha¨rischen Ausdehnungen des Polarwirbels ko¨nnen
wa¨hrend des Winters anna¨hernd stationa¨r sein [Davis und Benkovic, 1994; Over-
land et al., 1997], sodass es sich bei diesen Strukturen fu¨r den Monat Januar um ein
repra¨sentatives Winterpha¨nomen handeln kann.
Um die Variabilita¨t des Wirbels (zumindest innerhalb des Januars) abzuscha¨tzen, wur-
den die Standardabweichungen der 500-hPa-Druckfla¨chenho¨he fu¨r jeweils alle 12 einzel-
nen Januare berechnet und anschließend gemittelt. Fu¨r die 12 warmen Januare ist das
Ergebnis in Abbildung 6.2(c) und fu¨r die 12 kalten in Abbildung 6.2(d) dargestellt. Auch
bei den Standardabweichungen zeigen sich deutliche Unterschiede zwischen warmen und
kalten Januaren. Wa¨hrend in warmen Januaren im Bereich des Wirbelzentrums gerin-
ge Standardabweichungen auftreten und die sta¨rksten Schwankungen in der zentralen
Arktis zu finden sind, zeigt sich in kalten Januaren eine wesentlich sta¨rkere Variabilita¨t
des gesamten Wirbels, aber vor allem auch des Wirbelzentrums. Dies bedeutet, dass
der tropospha¨rische Wirbel in der westlichen Arktis in warmen Januaren eine relativ
hohe Persistenz aufweist und sich mehr oder weniger ha¨ufig bis in die zentrale Arktis
ausdehnt. Demgegenu¨ber sind kalte Januare durch wechselnde Lagen des tropospha¨ri-
schen Wirbels gekennzeichnet, wobei extrem tiefe Wirbelzentren in der o¨stlichen Arktis
bevorzugt auftreten.
Die Differenz der mittleren geopotenziellen Ho¨he in 500 hPa zwischen warmen und
kalten Januaren ist in Abbildung 6.2(e) dargestellt. Die gro¨ßte positive Differenz zeigt
sich mit etwa 130 gpm im Bereich der Karasee, nicht weit vom mittleren Wirbelzentrum
kalter Januare entfernt. Statistisch signifikante Differenzen auf dem 95%–Niveau treten
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(a) Warme Januare (b) Kalte Januare
(c) Standardabweichung (warm) (d) Standardabweichung (kalt)
(e) Differenz (warm − kalt) (f) Januare 1986–1995
Abbildung 6.2: Mittlere geopotenzielle Ho¨he in 500 hPa (gpm) von 12 warmen Janua-
ren (a) und 12 kalten Januaren (b) sowie die entsprechenden mittleren Standardabwei-
chungen innerhalb der 12 warmen Januare (c) und innerhalb der 12 kalten Januare (d).
Erga¨nzend ist die Differenz des Mittelwerts zwischen warmen und kalten Januaren (e) und
der Mittelwert der Januare von 1986 bis 1995 aus ECMWF–Analysen (f) dargestellt. Die
gestrichelte Linie im Differenzenbild gibt die 95%–Signifikanzgrenze an.
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aber auch in der sibirischen Arktis und entlang der Pazifikku¨ste Kanadas und Alaskas
auf. Die negativen Differenzen von bis zu −50 gpm, die sich im Bereich Gro¨nlands und
des kanadischen Archipels zeigen, sind hingegen statistisch nicht signifikant.
Vergleicht man Abbildung 6.2(e) mit der entsprechenden Abbildung der Korrelations-
koeffizienten 6.1(b), zeigt sich eine deutliche U¨bereinstimmung in der geografischen La-
ge positiver und negativer Zentren. Daraus la¨sst sich schließen, dass die doch recht
willku¨rliche Einteilung in Perioden warmer und kalter Januare insofern gerechtfertigt
erscheint, da sich die unterschiedlichen Zirkulationsstrukturen, die mit der gebietsgemit-
telten 2m-Temperatur in Verbindung stehen, innerhalb dieser Perioden widerspiegeln.
Die ausgewa¨hlten warmen und kalten Perioden repra¨sentieren folglich zwei unterschied-
liche Zirkulationszusta¨nde im arktischen Winter. Dabei kann es sich um quasistationa¨re
Mehrfachzusta¨nde der arktischen Atmospha¨re handeln, die entweder mit warmen oder
mit kalten arktischen Klimabedingungen verbunden sind. Die Existenz mehrerer stabi-
ler Gleichgewichtszusta¨nde der Atmospha¨re kann durch nichtlineare Wechselwirkungen
einer orografisch angeregten Welle mit der großra¨umigen Zonalstro¨mung hervorgerufen
werden [Charney und DeVore, 1979] und ist somit ein Ausdruck interner Klimava-
riabilita¨t infolge nichtlinearer dynamischer Prozesse.
Schließlich zeigt Abbildung 6.2(f) die mittlere geopotenzielle Ho¨he der 500-hPa-
Druckfla¨che fu¨r die Januare von 1986 bis 1995 aus dem Datensatz der Analysen des
“European Centre for Medium-Range Weather Forecasts” (ECMWF). Die ECMWF–
Analysen zeigen, a¨hnlich wie die warmen Januare, das Zentrum des tropospha¨rischen
Wirbels u¨ber der westlichen, kanadischen Arktis, aber auch eine gro¨ßere Ausdehnung
des Wirbels u¨ber die o¨stliche, sibirische Arktis, wo somit eine gro¨ßere A¨hnlichkeit zu
den kalten Januaren besteht. Der Beobachtungszeitraum 1986–1995 kann folglich nicht
eindeutig dem warmen oder kalten Zirkulationszustand zugeordnet werden, zumal ein-
zelne Januare innerhalb dieses Zeitraums eindeutig kalte und andere eindeutig warme
Klimabedingungen in der Arktis aufwiesen, z.B. der kalte Januar 1989 oder der warme
Januar 1990 (vergleiche Abbildung 11 von Overland et al. [1997]). Berechnet man
allerdings die Differenzen zwischen den beobachteten Januaren der Analysen und den
warmen bzw. kalten Januaren und testet diese auf statisitische Signifikanz, so zeigen
sich gro¨ßere statistisch signifikante Unterschiede zwischen den beobachteten Januaren
der Analysen und den kalten Januaren als zwischen beobachteten und warmen Januaren.
6.1.3 Charakteristika der Luftdruckverteilung
In Verbindung mit der unterschiedlichen Zirkulation in der mittleren Tropospha¨re ist
auch die entsprechende Luftdruckverteilung in warmen und kalten Januaren recht in-
teressant. In Abbildung 6.3 ist die mittlere Luftdruckverteilung in Meeresniveau fu¨r die
warmen, kalten und beobachteten Januare sowie die Differenz zwischen warmen und
kalten Januaren dargestellt.
Die warmen Januare unterscheiden sich von den kalten durch einen sta¨rkeren Luftdruck-
gradienten in der o¨stlichen Arktis in Verbindung mit einem sta¨rkeren Islandtief und einer
gro¨ßeren Ausdehnung des Sibirienhochs nach Norden. Die gro¨ßte positive Differenz mit
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(a) Warme Januare (b) Kalte Januare
(c) Differenz (warm − kalt) (d) Januare 1986–1995
Abbildung 6.3:Mittlerer Luftdruck in Meeresniveau (hPa) von 12 warmen Januaren (a),
12 kalten Januaren (b), der Differenz zwischen warmen und kalten Januaren (c) und
den Januaren von 1986 bis 1995 aus ECMWF–Analysen (d). Die gestrichelte Linie im
Differenzenbild gibt die 95%–Signifikanzgrenze an.
bis zu 7 hPa zeigt sich demzufolge u¨ber Sibirien, aber auch an der Nordwestku¨ste Nord-
amerikas treten vergleichbar große Unterschiede auf. Die gro¨ßten negativen Differenzen,
ebenfalls mit bis zu 7 hPa, zeigen sich im Bereich des Islandtiefs. Dort findet man auch
das einzige Gebiet innerhalb der Arktis, in dem die Differenzen als statistisch signi-
fikant einzustufen sind. Insgesamt a¨hnelt das Bild der Luftdruckdifferenzen dem Bild
der Ho¨hendifferenzen der 500-hPa-Druckfla¨che (Abbildung 6.2(e)), wobei allerdings der
Bereich der gro¨ßten negativen Differenzen beim Luftdruck Richtung Island verschoben
ist.
Das sta¨rkere Islandtief in warmen Januaren ko¨nnte vermuten lassen, dass diese mit
der positiven Phase der NAO in Verbindung stehen. Allerdings zeigt die Abbildung
6.3(c) nicht die typischen Luftdruckgegensa¨tze zwischen positiver und negativer NAO–
Phase (vergleiche Abbildung 7.2). Ferner wurde in Kapitel 5 schon erla¨utert, dass keine
signifikante Korrelation zwischen den mittleren 2m-Temperaturen in der Arktis und
der NAO besteht. Die Luftdruckverteilung der beobachteten Januare 1986–1995, einer
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Phase mit u¨berwiegend hohem NAO–Index (vergleiche Abbildung 5.6), zeigt zudem
ein im Mittel weniger ausgepra¨gtes Islandtief, und a¨hnelt im westlichen Teil der Arktis
wiederum mehr den warmen und im o¨stlichen Teil mehr den kalten Januaren.
6.1.4 Charakteristika der Temperaturverteilung
Bei der Betrachtung bodennaher Temperaturen dominieren ha¨ufig regionale und lokale
Effekte, die z.B. aufgrund der Orografie, der Gegensa¨tze zwischen Land, Meer und Eis
als auch der Bodenbeschaffenheit oder Landbedeckung entstehen. Fu¨r die großra¨umige
Temperaturverteilung in der unteren Tropospha¨re ist es deshalb gu¨nstiger, die Tem-
peratur oberhalb der atmospha¨rischen Grenzschicht zu betrachten, um Luftmassenge-
gensa¨tze besser identifizieren zu ko¨nnen2. Analog zu den vorhergehenden Abbildungen
zeigt Abbildung 6.4 die mittlere Temperatur auf der 850-hPa-Druckfla¨che fu¨r die war-
men, kalten und beobachteten Januare sowie die Differenz zwischen warmen und kalten
Januaren.
Ganz allgemein zeigt sich sowohl in warmen als auch in kalten Januaren eine asym-
metrische Temperaturverteilung in Bezug auf den Nordpol, die ho¨chstwahrscheinlich
mit der Asymmetrie des tropospha¨rischen Wirbels in Verbindung steht. Die niedrigsten
Temperaturen treten, aufgrund der dortigen Ho¨henlage, jeweils u¨ber den ostsibirischen
Gebirgszu¨gen und dem gro¨nla¨ndischen Inlandeis auf. Im Gegensatz zu den warmen und
beobachteten Januaren zeigen die kalten Januare allerdings in der o¨stlichen Arktis bis
zu 5 K niedrigere Temperaturen. Die Temperaturdifferenzen zwischen warmen und kal-
ten Januaren sind dort gro¨ßtenteils statistisch signifikant. Die ho¨chsten Temperaturen
finden sich in der vom Ozean gepra¨gten Randzone der Arktis, u¨ber dem Nordatlantik
und dem Nordpazifik samt angrenzender, stromabwa¨rts liegender Landgebiete. Auch in
diesen Bereichen zeigen die kalten Januare um etwa 1 K bis maximal 5 K (u¨ber Alaska)
niedrigere Temperaturen als die warmen und beobachteten Januare.
Das Bild der Temperaturdifferenzen in 850 hPa a¨hnelt wiederum den entsprechenden
Bildern der Ho¨hendifferenzen der 500-hPa-Druckfla¨che (Abbildung 6.2(e)) und der Luft-
druckdifferenzen (Abbildung 6.3(c)). Diese Tatsache weist darauf hin, dass die Unter-
schiede zwischen warmen und kalten Januaren vor allem aus einer unterschiedlichen
Lage und Ausdehnung des kalten polaren Wirbels in der Tropospha¨re bestehen, und
zwar unabha¨ngig davon, ob die tiefen Temperaturen in der o¨stlichen Arktis letztlich fu¨r
die Zirkulationsunterschiede verantwortlich sind oder aus diesen resultieren.
Gro¨ßere Temperaturdifferenzen zwischen den Januaren der ECMWF–Analysen und den
warmen Januaren der HIRHAM4–Simulationen zeigen sich insbesondere in den Ge-
bieten mit einer hohen Orografie. Da das HIRHAM4 und das ECMWF–Modell aber
unterschiedliche Auflo¨sungen der Orografie besitzen und sich die 850-hPa-Druckfla¨che
lediglich etwa 1,5 km u¨ber dem Meeresniveau befindet, werden diese Unterschiede ver-
mutlich durch Effekte innerhalb der bodennahen Grenzschicht verursacht. Wenn auch
2Fu¨r die Auswahl von CTRL–Perioden ist die Verwendung von 2m-Temperaturen durchaus angemes-
sen, da diesbezu¨glich regionale Effekte, wegen der gro¨berer Auflo¨sung und der ra¨umlichen Mittelung,
einen geringeren Einfluss haben.
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(a) Warme Januare (b) Kalte Januare
(c) Differenz (warm − kalt) (d) Januare 1986–1995
Abbildung 6.4: Mittlere Temperatur in 850 hPa (◦C) von 12 warmen Januaren (a),
12 kalten Januaren (b), der Differenz zwischen warmen und kalten Januaren (c) und
den Januaren von 1986 bis 1995 aus ECMWF–Analysen (d). Die gestrichelte Linie im
Differenzenbild gibt die 95%–Signifikanzgrenze an.
die Ho¨he der 500-hPa-Druckfla¨che und der Luftdruck in Meeresniveau in den beob-
achteten Januaren deutliche Merkmale der kalten Januare zeigen, so ist der Unterschied
zwischen beobachteten und warmen Januaren bei der 850-hPa-Temperatur u¨berwiegend
so gering, dass man den Beobachtungszeitraum 1986–1995 eher dem warmen als dem
kalten Zirkulationszustand zuordnen muss.
6.1.5 Advektion warmer oder kalter Luftmassen
Im Folgenden soll die mit den beiden Zirkulationszusta¨nden warmer und kalter Januare
in Verbindung stehende Warm- und Kaltluftadvektion na¨her betrachtet werden, um die
Unterschiede zwischen warmen und kalten Januaren zu verdeutlichen. Zudem liefert die
Kenntnis der Advektion von Luftmassen wichtige Aufschlu¨sse u¨ber den meridionalen
Wa¨rmetransport. Als charakteristische Luftmassentemperatur der unteren Tropospha¨re
wird hier die Schichtmitteltemperatur zwischen den Druckfla¨chen 500 hPa und 1000 hPa
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betrachtet. Die Schichtdicke zwischen zwei Druckfla¨chen ∆Φ, die in der Meteorologie
auch als relative Topografie bezeichnet wird, ist ein Maß fu¨r die mittlere virtuelle Tem-
peratur T¯v zwischen diesen Druckfla¨chen. Fu¨r die Dicke der Schicht zwischen 500 hPa






ableiten, wobei RL die Gaskonstante fu¨r trockene Luft ist. (Als Faustformel erha¨lt man
T¯v in K, wenn man den Wert von ∆Φ in gpm durch 20 teilt.)
Abbildung 6.5 zeigt die mittlere Schichtdicke zwischen den Druckfla¨chen 500 hPa und
1000 hPa zusammen mit der mittleren geopotenzielle Ho¨he der 700-hPa-Druckfla¨che fu¨r
die warmen und die kalten Januare. Die geopotenzielle Ho¨he der 700-hPa-Druckfla¨che
repra¨sentiert hier na¨herungsweise die mittlere Stro¨mung innerhalb der Schicht. Die
Schichtdicken (bzw. die virtuellen Schichtmitteltemperaturen) zeigen im Wesentlichen
die bereits in Zusammenhang mit Abbildung 6.4 erla¨uterten Unterschiede zwischen war-
men und kalten Januaren und verdeutlichen nochmal die asymmetrische Temperatur-
verteilung in Bezug auf den Nordpol. Zusa¨tzlich sieht man hier, wegen der gleichzeitigen
Darstellung von Isohypsen, dass in warmen Januaren im Mittel eine starke Warmluftad-
vektion vom Nordatlantik in die o¨stliche und zentrale Arktis stattfindet. Im Gegensatz
dazu zeigen die kalten Januare eine sta¨rkere Warmluftadvektion u¨ber dem eurasischen
Kontinent, wodurch es zur Abschwa¨chung des winterlichen Ka¨ltehochs u¨ber Sibirien
kommen kann. Vermutlich zeigt sich hierin auch ein Grund fu¨r die gro¨ßere Nordausdeh-
nung des Hochs in warmen Januaren.
U¨ber der westlichen Arktis zeigen warme und kalte Januare jeweils eine Warmluftadvek-
tion an der Nordwestku¨ste des nordamerikanischen Kontinents, die in warmen Januaren
(a) Warme Januare (b) Kalte Januare
Abbildung 6.5: Mittlere Schichtdicke 500–1000 hPa (gpm; Graustufen) und mittlere
geopotenzielle Ho¨he in 700 hPa (gpm; gestrichelte Linien im Abstand von 40 gpm) von
12 warmen Januaren (a) und 12 kalten Januaren (b).
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allerdings sta¨rker ausgepra¨gt und vermutlich fu¨r die großen Temperaturunterschiede zwi-
schen warmen und kalten Januaren in dieser Region verantwortlich ist. Der Grund fu¨r
diese sta¨rkere Warmluftadvektion warmer Januare ko¨nnte in einer gro¨ßeren Ausdehnung
des pazifischen Troges nach Osten liegen, womit eine Verschiebung des entsprechenden
Hochdruckru¨ckens u¨ber den Westen Nordamerikas einhergeht. Dadurch wu¨rde die me-
ridionale Stro¨mung u¨ber Alaska und Westkanada zunehmen [Davis und Benkovic,
1992; Burnett, 1993].
Ferner zeigen die warmen Januare ein versta¨rktes Ausstro¨men von Kaltluft aus der
inneren Arktis u¨ber das kanadische Archipel in Richtung Nordatlantik. Aufgrund der
dort vorhandenen wa¨rmeren Luft ko¨nnten ha¨ufiger gro¨ßere Temperaturgradienten auf-
treten, woraufhin die Stro¨mung baroklin instabil werden ko¨nnte, sodass es u¨ber dem
nordwestlichen Nordatlantik, entsprechend der Vorderseite des Ho¨hentroges, zu einer
ha¨ufigeren Zyklonenentwicklung kommen ko¨nnte [Serreze et al., 1997]. Mo¨glicherwei-
se la¨sst sich das sta¨rkere Islandtief in warmen Januaren auf diese Ursache zuru¨ckfu¨hren.
Eine Versta¨rkung des Islandtiefs wu¨rde auch die meridionale atmospha¨rische Zirkulati-
on und den polwa¨rts gerichteten atmospha¨rischen Wa¨rmetransport u¨ber dem o¨stlichen
Nordatlantik intensivieren [Agnew, 1993].
6.1.6 Synoptische Aktivita¨t
Ein meridionaler Transport von Wa¨rme und Feuchte erfolgt in Verbindung mit syn-
optischen Zyklonen, die die Energieumsetzung von einer baroklin instabilen zu einer
stabilen Stro¨mung bewerkstelligen (siehe z.B. Etling [1996]). Dabei werden im Wesent-
lichen horizontale Temperaturgradienten (und damit die Baroklinita¨t) abgebaut, indem
es zu einer Umstrukturierung der urspru¨nglichen Grundstro¨mung kommt. Dies geschieht
hauptsa¨chlich durch synoptisch-skalige Hebungs- und Absinkprozesse, bei denen poten-
zielle und innere Energie voru¨bergehend in kinetische Energie umgewandelt wird. Damit
kommt es in Verbindung mit Zyklonen auch zu deutlichen Wettererscheinungen. Neben
hohen Windgeschwindigkeiten kommt es durch die Hebungsprozesse zur Bildung von
Wolken und Niederschlag, wodurch zudem der lokale Wa¨rmehaushalt am Erdboden
beeinflusst wird. Aufgrund der Umstrukturierung der urspru¨nglichen Stro¨mung ko¨nnen
außerdem massive Warm- oder Kaltlufteinbru¨che auftreten. Die Ha¨ufigkeit und die Zug-
bahnen von Zyklonen haben somit auch wesentlichen Einfluss auf die Klimabedingungen
in einzelnen Regionen.
Durch die ho¨here Auflo¨sung eines regionalen Klimamodells im Vergleich zu einem globa-
len Klimamodell ko¨nnen nichtlinerare Wechselwirkungen und Energietransfers zwischen
großen und kleineren Skalen realistischer wiedergegeben werden. Infolgedessen werden
auch hydrodynamische Instabilita¨ten, wie z.B. Zyklonen, in einem Regionalmodell rea-
lita¨tsna¨her simuliert, sodass die Anwendung eines regionalen Klimamodells bezu¨glich
der Untersuchung synoptischer Aktivita¨t Vorteile verspricht (vergleiche auch Abschnitt
1.2). Ein Vergleich mit der synoptischen Aktivita¨t im CTRL erfolgt in Abschnitt 7.4 bei
der Untersuchung des Einflusses der NAO auf das arktische Winterklima. Hier werden
lediglich die Unterschiede zwischen warmen und kalten Januaren diskutiert.
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Die Standardabweichungen des Luftdrucks in Meeresniveau an den einzelnen Modell-
gitterpunkten ko¨nnen als Indikator fu¨r die synoptische Aktivita¨t herangezogen werden.
Um aber die Langzeit-Variabilita¨t infolge großra¨umiger Zirkulationsumstellungen zu
eliminieren, ist es eine u¨bliche Methode, fu¨r die einzelnen Zeitreihen des Luftdrucks
eine Bandpassfilterung durchzufu¨hren. Der Filter wird dabei so gewa¨hlt, dass lediglich
die kurzlebigen, synoptischen Druckschwankungen erhalten bleiben, die u¨berwiegend
mit dem Durchzug von Zyklonen in Verbindung stehen. In dieser Arbeit wurden dies-
bezu¨glich aus den Luftdruckzeitreihen nur die Fluktuationen im Zeitbereich zwischen
2 und 6 Tagen beru¨cksichtigt. Dazu wurde ein Bandpassfilter verwendet, der durch
Subtraktion zweier gaußscher Tiefpassfilter u¨ber 2 bzw. 6 Tage erhalten wurde (siehe
Abschnitt 4.3). Bei dieser Art der Filterung bleibt allerdings kein spektraler Bereich der
Zeitreihenamplituden unvera¨ndert [Scho¨nwiese, 1992], weswegen die Amplituden hier
auch nicht interpretiert werden.
In Abbildung 6.6 sind die Standardabweichungen der bandpassgefilterten Luftdruck-
zeitreihen an jedem Gitterpunkt eines jeden Monats gemittelt u¨ber die 12 warmen bzw.
12 kalten Januare dargestellt. Die Standardabweichungen zeigen eine allgemein hohe
synoptische Aktivita¨t u¨ber dem Nordwesten des nordamerikanischen Kontinents, an der
Westku¨ste Gro¨nlands und vor allem u¨ber dem Nordatlantik, wobei die Aktivita¨t zwi-
schen Gro¨nland und Skandinavien in warmen Januaren deutlich ho¨her ist als in kalten.
Dagegen zeigen kalte Januare eine ho¨here synoptische Aktivita¨t u¨ber dem Nordwesten
Russlands. Die niedrigste synoptische Aktivita¨t tritt jeweils im Bereich des Sibirien-
hochs auf, allerdings ist dieser Bereich in warmen Januaren ausgedehnter als in kalten.
Ebenfalls niedrige Standardabweichungen und somit eine niedrige synoptische Aktivita¨t
zeigt sich jeweils in der zentralen Arktis und u¨ber dem kanadischen Archipel, wobei
hier die gro¨ßten Unterschiede im Bereich des Nordpols auftreten, wo die synoptische
Aktivita¨t in warmen Januaren ho¨her ist.
(a) Warme Januare (b) Kalte Januare
Abbildung 6.6: Mittlere Standardabweichung der bandpassgefilterten (2–6 Tage) Luft-
druckzeitreihen eines jeden Monats (hPa) von 12 warmen Januaren (a) und 12 kalten
Januaren (b).
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6.1.7 Zyklonenzugbahnen
Da diese Unterschiede in den Standardabweichungen sowohl durch Zyklonen als auch
durch Antizyklonen verursacht werden ko¨nnen, und auch nichts u¨ber die mo¨gliche Zug-
bahnen aussagen, ist fu¨r eine genauere Aussage noch eine weitere Analyse no¨tig. Dazu
wurde der Algorithmus zur Zyklonendetektion von Serreze et al. [1993] angewendet,
der im Wesentlichen identisch ist mit dem von Serreze [1995] und Serreze et al.
[1997] und dort auch ausfu¨hrlich beschrieben wird. Die einzigen A¨nderungen betreffen
eine Anpassung an das feinere Gitter des HIRHAM4.
Mit diesem Algorithmus ko¨nnen einzelne Zyklonen und deren Zugbahnen in den Luft-
druckdaten des HIRHAM4 entdeckt werden. Eine Zyklone wird als solche identifiziert,
wenn der Luftdruck an den 48 benachbarten Gitterpunkten mindestens 0,5 hPa ho¨her
ist. Um die Zugbahn einer Zyklone zu finden, wird zum nachfolgenden Zeitschritt (hier
12 Stunden) eine Distanz von maximal 800 km zum urspru¨nglichen Ort auf Zyklonen
abgesucht, wobei die Drucktendenz maximal 40 hPa betragen darf. Erfu¨llt eine Zyklone
zum nachfolgenden Zeitschritt beide Kriterien, wird sie dem alten System zugeordnet,
ansonsten stellt diese Zyklone den Beginn eines neuen Systems dar.
Dieser Algorithmus liefert eine große Anzahl von Zyklonen und Zyklonensytemen, von
denen einige sicherlich nicht nur rein physikalische Ursachen haben. So entstehen z.B.
durch die Reduktion des Luftdruck auf Meeresniveau sogenannte Reduktionshochs und
-tiefs, die aufgrund einer falschen Annahme fu¨r die imagina¨re Temperaturschichtung
zwischen der Oberfla¨che und dem Meeresniveau zustande kommen. Reale wetterwirk-
(a) Warme Januare (b) Kalte Januare
Abbildung 6.7: Detektierte Zyklonen, deren auf Meeresniveau reduzierter Kerndruck
mindestens einmal unterhalb von 980 hPa liegt, von 12 warmen Januaren (a) und 12 kalten
Januaren (b).
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same Zyklonen weisen ha¨ufig einen sehr niedrigen Kerndruck auf. Aus diesem Grund
wurden fu¨r die Darstellung von Zyklonenzugbahnen lediglich die Zyklonensysteme aus-
gewa¨hlt, die zu einem beliebigen Zeitpunkt einen Kerndruck aufwiesen, der niedriger als
980 hPa war. Die so gefundenen Systeme von Zyklonen sind fu¨r die warmen und kalten
Januare in Abbildung 6.7 dargestellt.
Die warmen Januare zeigen einen Schwerpunkt der Zyklonenaktivita¨t an der Su¨dspitze
Gro¨nlands, wobei einige Zyklonen an der Westku¨ste und etwas mehr an der Ostku¨ste
entlang ziehen. Ferner findet man in warmen Januaren eine große Anzahl von Zyklonen
u¨ber der Gro¨nlandsee und im Bereich su¨dlich und o¨stlich Spitzbergens. Die kalten Janua-
re zeigen in allen eben erwa¨hnten Bereichen eine deutlich geringere Zyklonenaktivita¨t
als die warmen Januare, wobei in der no¨rdlichen Baffin-Bay und o¨stlich von Spitzbergen
keine Zyklonen auftreten, deren Kerndruck mindestens einmal unterhalb von 980 hPa
liegt.
Eine gro¨ßere Ha¨ufigkeit von Zyklonen zeigt sich in kalten Januaren u¨ber dem Nord-
westen des nordamerikanischen Kontinents, wo allerdings aufgrund der hohen Orografie
Reduktionsfehler nicht auszuschließen sind, und vor allem im Bereich der Karasee, wo in
warmen Januaren kaum eine tiefe Zyklone anzutreffen ist. Allgemein hat der Algorith-
mus zur Zyklonendetektion deutliche Schwa¨chen in Gebieten mit einer hohen Orografie.
Insbesondere u¨ber Gro¨nland werden immer sehr viele Zyklonen entdeckt, was aber ge-
rade aufgrund der hohen Orografie sehr unwahrscheinlich ist. Dass aber auch in einigen
Bereichen der Randzone des Modells, wie z.B. im Gebiet um Islands, fast keine Zyklo-
nen (und dies betrifft nicht nur die Zyklonen mit einem Kerndruck unterhalb 980 hPa)
erkannt werden, ist sicherlich eine weitere Schwa¨che des verwendeten Detektionsalgo-
rithmus.
Trotzdem besta¨tigen die Bilder mit den Zyklonenzugbahnen, dass die Unterschiede in
der synoptischen Aktivita¨t zwischen warmen und kalten Januaren, die aufgrund der
Standardabweichungen aus Abbildung 6.6 abgeleitet wurden, durch eine unterschiedli-
che Ha¨ufigkeit von Zyklonen zustande kommen. Außerdem zeigt sich hier ein wichtiger
Zusammenhang mit der versta¨rkten Warmluftadvektion vom Nordatlantik in die in-
nere Arktis in warmen Januaren und mit der sta¨rkeren Warmluftadvektion u¨ber dem
eurasischen Kontinent in kalten Januaren.
6.1.8 Einfluss synoptischer Aktivita¨t auf das regionale Klima
In Zusammenhang mit der unterschiedlichen synoptischen Aktivita¨t, bzw. der unter-
schiedlichen Ha¨ufigkeit von Zyklonen, lassen sich auch wesentliche Unterschiede in den
Feuchte-, Niederschlags- oder Temperaturfeldern erkla¨ren. Die Differenzen zwischen war-
men und kalten Januaren sind fu¨r die mittleren Gro¨ßen der spezifischen Feuchte in
700 hPa, des Niederschlags, der 2m-Temperatur und der Meereisbedeckung in Abbil-
dung 6.8 dargestellt.
Der Unterschied im Feuchtefeld in 700 hPa zeigt in warmen Januaren eine deutlich ho¨he-
re Feuchte u¨ber der Pazifikku¨ste Nordamerikas und dem o¨stlichen Nordatlantik. Gerin-
gere Feuchten treten nur u¨ber dem kanadischen Archipel und der Su¨dspitze Gro¨nlands
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(a) Spezifische Feuchte in 700 hPa (b) Niederschlag
(c) Temperatur in 2 m Ho¨he (d) Meereisbedeckung
Abbildung 6.8: Differenz zwischen den 12 warmen und den 12 kalten Januaren von
(a) der mittleren spezifischen Feuchte in 700 hPa (g/kg), (b) dem mittleren monatlichen
Niederschlagssummen (mm), (c) der mittleren Temperatur in 2 m Ho¨he (K) und (d) der
mittleren Meereisbedeckung (%, Landgebiete sind hellgrau dargestellt). Die gestrichelten
Linien geben die 95%–Signifikanzgrenze an.
samt angrenzender Meeresgebiete auf. Allerdings sind diese Unterschiede allesamt sta-
tistisch nicht signifikant. Demgegenu¨ber zeigt sich ein relativ großer Bereich in der zen-
tralen und o¨stlichen Arktis, wo die positiven Differenzen, wegen der allgemein sehr
trockenen Luft in diesen Gebieten, statistisch signifikant sind. Insbesondere u¨ber der
zentralen Arktis la¨sst sich dieser signifikante Unterschied zwischen warmen und kalten
Januaren auf die unterschiedliche Advektion zuru¨ckfu¨hren (vergleiche Abbildung 6.5).
Die gro¨ßten Unterschiede im Niederschlag treten u¨berwiegend u¨ber dem Nordatlantik
und an der Pazifikku¨ste Nordamerikas auf. Der ho¨here Niederschlag an der Su¨d- und
Ostku¨ste Gro¨nlands in warmen Januaren zeigt dabei eine gute U¨bereinstimmung mit der
gro¨ßeren Ha¨ufigkeit von Zyklonen in diesen Gebieten. Su¨do¨stlich von diesen Gebieten
zeigen allerdings die kalten Januare einen schmalen Streifen mit mehr Niederschlag,
was sich durch die Zyklonenstatistik nicht ohne weiteres erkla¨ren la¨sst. Ein deutlicher
Zusammenhang zwischen der Zyklonenha¨ufigkeit und dem Niederschlag zeigt sich aber
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u¨ber dem Norden Russlands, wo die kalten Januare infolge der gro¨ßeren Ha¨ufigkeit von
Zyklonen auch mehr Niederschlag aufweisen.
Wegen der allgemein sehr geringen Niederschla¨ge in der zentralen Arktis (vergleiche
Abschnitt 7.3.1) treten statistisch signifikante Differenzen im Niederschlagsfeld fast aus-
schließlich u¨ber dem Arktischen Ozean auf. Der ho¨here Niederschlag u¨ber den meisten
Teilen des Arktischen Ozeans in warmen Januaren la¨sst sich auch hier auf eine gro¨ßere
Ha¨ufigkeit von Zyklonen zuru¨ckfu¨hren. Die meisten dieser Zyklonensysteme haben al-
lerdings einen minimalen Kerndruck u¨ber 980 hPa und sind demzufolge in Abbildung
6.7 nicht dargestellt.
Die gro¨ßten Unterschiede zwischen warmen und kalten Januaren zeigen sich gema¨ß ih-
rer Definition auch bei den 2m-Temperaturen. Temperaturdifferenzen von mehr als 8 K
treten u¨ber der Barentssee und der Labradorsee auf. Aber auch u¨ber der Gro¨nlandsee,
Teilen des o¨stlichen Arktischen Ozeans und der Pazifikku¨ste Nordamerikas und Ost-
asiens treten statistisch signifikante Temperaturdifferenzen auf. Die warmen Januare
weisen dort jeweils ho¨here Temperaturen auf, zeigen im Bereich des kanadischen Archi-
pels aber auch um bis zu 2 K niedrigere Temperaturen als die kalten Januare. Dieser
Umstand la¨sst sich dadurch erkla¨ren, dass in warmen Januaren das Zentrum des tro-
pospha¨rischen Wirbels (siehe Abbildung 6.2(a)) gerade u¨ber diesem Gebiet anzutreffen
ist, und der Wirbel an sich durch extrem kalte und trockene Luft gekennzeichnet ist
[Overland et al., 1997].
Die Ursachen fu¨r die in warmen Januaren deutlich ho¨heren 2m-Temperaturen u¨ber der
Barents-, Gro¨nland- und Labradorsee lassen sich auch relativ leicht benennen, wenn
man die unterschiedliche Meereisbedeckung in warmen und kalten Januaren beru¨cksich-
tigt (siehe Abbildung 6.8(d)). Alle drei Meeresgebiete weisen in warmen Januaren eine
deutlich geringere Meereisbedeckung auf als in kalten. Die Unterschiede betragen in der
Labradorsee sogar mehr als 40%. Welche Rolle hierbei die Zyklonen spielen, la¨sst sich
nicht ohne weiteres feststellen. Einerseits beeinflussen Anomalien der Meereisbedeckung
den lokalen und regionalen Wa¨rmeaustausch zwischen Ozean und Atmospha¨re, wodurch
wiederum die atmospha¨rische Zirkulation beeinflusst wird, und andererseits scheint eine
große Variabilita¨t in der Meereisbedeckung durch die Effekte der synoptischen Aktivita¨t
beeinflusst zu werden [Agnew, 1993].
Einen Zusammenhang zwischen der Intensita¨t des Sibirienhochs und der Meereisbede-
ckung in der Barents- und Karasee haben Gao und Wu [1998] festgestellt, wobei in
diesen Meeren weniger Eis auftritt, wenn die Intensita¨t des Sibirienhochs hoch ist und
umgekehrt. Da auch die warmen Januare, in denen die Ausdehnung des Sibirienhochs
nach Norden gro¨ßer ist als in kalten (siehe Abbildung 6.3), eine geringere Meereisbe-
deckung in der Barentssee aufweisen, scheint sich der von Gao und Wu [1998] aus
Beobachtungsdaten abgeleitete Zusammenhang auch in den Simulationen widerzuspie-
geln.
6.1.9 Diskussion
U¨ber die Ursachen des Auftretens der beiden atmospha¨rischen Zirkulationssta¨nde im
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arktischen Winter la¨sst sich, anhand der gezeigten Simulationsergebnisse, leider kei-
ne eindeutige Aussage machen. Trotzdem soll hier ein mo¨glicher Zusammenhang kurz
diskutiert werden.
Die geografische Lage des tropospha¨rischen Wirbels scheint durch die Lage und Nord-
Su¨d-Orientierung der no¨rdlichen Rocky Mountains beeinflusst zu werden, durch die, in
Abha¨ngigkeit der Lage und Sta¨rke der Westwinde, planetare Wellen ausgelo¨st werden
[DaSilva und Lindzen, 1993]. Die interannuelle Variabilita¨t der Westwinde in Ver-
bindung mit der Orografie ist ein mo¨glicher Grund fu¨r die unterschiedliche Sta¨rke des
Troges stromabwa¨rts der no¨rdlichen Rocky Mountains u¨ber dem kanadischen Archipel,
wo auch in kalten Januaren ein, dann aber deutlich schwa¨cher ausgepra¨gter Trog anzu-
treffen ist. Die Sta¨rke dieses Troges beeinflusst wiederum die Entstehung und Steuerung
atlantischer Zyklonen durch die Stro¨mung in den oberen Schichten der Tropospha¨re
[Serreze et al., 1993].
Ein deutlich ausgebildeter Trog, oft in der Gestalt eines tiefen isolierten Wirbels, ten-
diert dazu, die synoptische Aktivita¨t in der zentralen und o¨stlichen Arktis zu versta¨rken,
begleitet von einem erho¨hten meridionalen Wa¨rme- und Feuchtetransport in die innere
Arktis. Im Falle eines nur schwach ausgebildeten Troges ist dieser polwa¨rts gerichtete
Transport von Wa¨rme sehr viel schwa¨cher, sodass die relativ kalte und trockene Luft
in der zentralen und o¨stlichen Arktis von den deutlich milderen maritimen Luftmas-
sen mittlerer Breiten getrennt bleibt. Dadurch wird ein ausgedehnter kalter Wirbel mit
Zentrum u¨ber der o¨stlichen Arktis begu¨nstigt. Dieser wirkt wiederum als eine Barriere
fu¨r Zyklonen, was die Persistenz des Wirbels unterstu¨tzen ko¨nnte [Overland et al.,
1997]. Aufgrund der komplexen Ru¨ckkoppelung zwischen den Temperaturen und der
Zirkulation la¨sst sich aber nicht eindeutig sagen, ob die unterschiedlichen Tempera-
turen letztlich fu¨r die unterschiedliche Zirkulation verantwortlich sind oder aus dieser
resultieren (vergleiche auch Dorn et al. [2000]).
6.2 Kennzeichen eines warmen oder kalten Julis
In Analogie zu den Simulationen des Monats Januar wurden auch die Simulationen des
Monats Juli analysiert. Der Juli zeigt zwar allgemein eine schwa¨chere Variabilita¨t der
mittleren Temperaturen (vergleiche Abschnitt 5.2.3), dennoch ko¨nnen sta¨rkere Variatio-
nen in einigen Teilbereichen der Arktis nicht ausgeschlossen werden. Die Verbindungen
zwischen einem warmen oder kalten arktischen Klima und der atmospha¨rischen Zirku-
lation im Juli sind bislang ebenfalls nicht gekla¨rt. Die jeweils 6 Juli-Monate der beiden
simulierten warmen bzw. kalten Perioden (vergleiche Tabelle 5.3) werden im Folgenden
zusammengefasst und als warme bzw. kalte Juli-Monate bezeichnet.
6.2.1 Charakteristika der großra¨umigen Zirkulation
Die Unterschiede in der großra¨umigen atmospha¨rischen Zirkulation zwischen einem war-
men und einem kalten arktischen Klima im Juli werden deutlich bei Betrachtung der
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(a) Warme Juli-Monate (b) Kalte Juli-Monate
(c) Differenz (warm − kalt) (d) Korrelationskoeffizienten
Abbildung 6.9: Mittlere geopotenzielle Ho¨he in 500 hPa (gpm) von 12 warmen Juli-
Monaten (a) und 12 kalten Juli-Monaten (b), die Differenz zwischen warmen und kalten
Juli-Monaten (c) sowie die Korrelationskoeffizienten zwischen der u¨ber die Nordpolarre-
gion gemittelten 2m-Temperatur des CTRL im Juli und den monatsgemittelten Feldern
der geopotenziellen Ho¨he in 500 hPa aller 24 Juli-Simulationen des HIRHAM4 (d). Die
gestrichelten Linien geben die 95%–Signifikanzgrenze der Differenzen bzw. der Korrelati-
onskoeffizienten an.
mittleren geopotenziellen Ho¨he der 500-hPa-Druckfla¨che, welche in Abbildung 6.9 dar-
gestellt ist. Neben den mittleren Feldern warmer und kalter Juli-Monate entha¨lt die
Abbildung die Differenz zwischen warmen und kalten Juli-Monaten sowie die Korrelati-
onskoeffizienten zwischen der u¨ber die Nordpolarregion gemittelten 2m-Temperatur des
CTRL und den monatsgemittelten Feldern der geopotenziellen Ho¨he in 500 hPa aller
24 Juli-Simulationen des HIRHAM4.
Warmen und kalten Juli-Monaten gemeinsam ist ein tropospha¨rischer Wirbel, der durch
niedrige geopotenzielle Ho¨hen im Bereich des Nordpols gekennzeichnet ist und jeweils
einen Trog Richtung Baffin-Insel aufweist. In kalten Juli-Monaten zeigt sich allerdings
ein deutlich gro¨ßerer und tieferer tropospha¨rischer Wirbel als in warmen Juli-Monaten,
wobei die gro¨ßten Differenzen in der westlichen Arktis und u¨ber dem Nordatlantik auf-
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treten. Die maximale Differenz von etwa 75 gpm zeigt sich gerade im Bereich des Troges
u¨ber der Baffin-Insel, sodass kalte Juli-Monate, neben dem insgesamt gro¨ßeren und
tieferen Wirbel, vor allem durch einen sta¨rkeren Ho¨hentrog im Bereich der Baffin-Insel
charakterisiert sind, wodurch der Wirbel im Mittel eine leicht asymmetrische Form auf-
weist.
Die Abbildung 6.9(d) mit den Korrelationskoeffizienten zeigt, dass aber auch ein signifi-
kanter Zusammenhang zwischen warmen oder kalten Klimabedingungen im Juli und der
Druckfla¨chenho¨he in Nordkanada und Alaska, u¨ber dem Nordatlantik und Nordskandi-
navien sowie Teilen Mittel- und Ostsibiriens besteht. U¨ber dem zentralen und o¨stlichen
Teil des Arktischen Ozeans sowie u¨ber der westrussischen Arktis sind die Differenzen
zwischen warmen und kalten Juli-Monaten als auch die Korrelationskoeffizienten all-
gemein klein, aber dennoch meist positiv. Auffa¨llig ist, dass sich o¨stlich des Urals der
einzige Bereich mit leicht negativer Korrelation befindet. Insgesamt la¨sst sich schluss-
folgern, dass die fu¨r ein warmes oder kaltes Klima relevanten Gro¨ßenschwankungen des
Wirbels bevorzugt den westlichen und atlantischen Teil der Arktis erfassen, wogegen
die innere Arktis und der zentrale Bereich des eurasischen Kontinents davon weniger
betroffen sind.
Auch im Juli scheint ein warmes oder kaltes arktisches Klima mit Unterschieden in der
atmospha¨rischen Zirkulation zusammenzuha¨ngen. Im Vergleich zum Januar zeigt sich
im Juli allerdings ein vo¨llig anderer Zusammenhang, der u¨berwiegend mit der Ausdeh-
nung und nicht mit der Lage des tropospha¨rischen Wirbels in Verbindung steht und
mo¨glicherweise die Phasen der Arktischen Oszillation (AO) repra¨sentiert (vergleiche
Abschnitt 2.3). Die AO ist zwar hauptsa¨chlich ein Winterpha¨nomen, wird aber auch im
Sommer beobachtet, wenngleich sie dann deutlich schwa¨cher als im Winter ist [Thomp-
son und Wallace, 2000].
6.2.2 Charakteristika der Luftdruckverteilung
Die entsprechende mittlere Luftdruckverteilung warmer und kalter Juli-Monate ist in
Abbildung 6.10 dargestellt. Der Luftdruck in Meeresniveau zeigt in warmen und kalten
Juli-Monaten jeweils hohen Luftdruck u¨ber dem Arktischen Ozean und u¨ber Gro¨nland,
der wahrscheinlich aufgrund der verha¨ltnisma¨ßig sehr kalten Luft in diesen Gebieten
entsteht, d.h. hier handelt es sich um thermische Hochdruckgebiete, vergleichbar dem
bekannteren sibirischen Ka¨ltehoch im Winter. Hochdruckgebiete u¨ber dem Arktischen
Ozean werden im Sommer zwar auch beobachtet, weisen im Mittel aber einen niedrigeren
Luftdruck auf (vergleiche Abbildung 2.1).
Der ho¨chste Luftdruck zeigt sich sowohl in warmen als auch in kalten Juli-Monaten u¨ber
der Beaufort-See und u¨ber Gro¨nland, wo jeweils auch Beobachtungen im Mittel den
ho¨chsten Luftdruck aufweisen. Gerade im Bereich Gro¨nlands zeigen sich aber auch die
gro¨ßten Differenzen zwischen einem warmen und kalten Juli. Die warmen Juli-Monate
zeigen dort, in Verbindung mit dem schwa¨cheren Ho¨hentrog, verbreitet einen um 4 hPa
ho¨heren Luftdruck als die kalten. Niedrigerer Luftdruck tritt im Juli, sowohl in warmen
als auch in kalten Juli-Monaten, vor allem u¨ber dem eurasischen Kontinent auf, wobei
die Differenzen dort meist kleiner als 1 hPa sind.
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(a) Warme Juli-Monate (b) Kalte Juli-Monate
(c) Differenz (warm − kalt) (d) Korrelationskoeffizienten
Abbildung 6.10: Mittlerer Luftdruck in Meeresniveau (hPa) von 12 warmen Juli-
Monaten (a) und 12 kalten Juli-Monaten (b), die Differenz zwischen warmen und kalten
Juli-Monaten (c) sowie die Korrelationskoeffizienten zwischen der u¨ber die Nordpolarre-
gion gemittelten 2m-Temperatur des CTRL im Juli und den monatsgemittelten Feldern
des Luftdrucks in Meeresniveau aller 24 Juli-Simulationen des HIRHAM4 (d). Die gestri-
chelten Linien geben die 95%–Signifikanzgrenze der Differenzen bzw. der Korrelationsko-
effizienten an.
Die Korrelationskoeffizienten zwischen den gebietsgemittelten 2m-Temperaturen und
den Luftdruckfeldern zeigen, dass hohe mittlere Temperaturen in der Nordpolarregion
mit hohem Luftdruck in und um Gro¨nland verbunden sind, wobei dort auch ein statis-
tisch signifikanter Zusammenhang besteht. Im Gegensatz zum Geopotenzial in 500 hPa
zeigt sich u¨ber Alaska und Ostsibirien allerdings kein signifikanter Zusammenhang zwi-
schen den gebietsgemittelten 2m-Temperaturen und dem Luftdruck.
6.2.3 Charakteristika der Temperaturverteilung
Die Temperaturverteilung in 850 hPa von warmen und kalten Juli-Monaten zeigt Ab-
bildung 6.11. Warme und kalte Juli-Monate zeigen jeweils die tiefsten Temperaturen
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(a) Warme Juli-Monate (b) Kalte Juli-Monate
(c) Differenz (warm − kalt) (d) Korrelationskoeffizienten
Abbildung 6.11: Mittlere Temperatur in 850 hPa (◦C) von 12 warmen Juli-Monaten (a)
und 12 kalten Juli-Monaten (b), die Differenz zwischen warmen und kalten Juli-
Monaten (c) sowie die Korrelationskoeffizienten zwischen der u¨ber die Nordpolarregion
gemittelten 2m-Temperatur des CTRL im Juli und den monatsgemittelten Feldern der
Temperatur in 850 hPa aller 24 Juli-Simulationen des HIRHAM4 (d). Die gestrichelten
Linien geben die 95%–Signifikanzgrenze der Differenzen bzw. der Korrelationskoeffizien-
ten an.
u¨ber dem Arktischen Ozean und dem gro¨nla¨ndischen Eisschild, wogegen die ho¨chsten
Temperaturen in der Randzone u¨ber den Kontinenten auftreten.
Die gro¨ßten Differenzen zwischen warmen und kalten Juli-Monaten zeigen sich auch bei
den Temperaturen u¨ber Nordkanada und Alaska, Ost- und Mittelsibirien, Nordskandi-
navien und vor allem im Bereich des kanadischen Archipels, wobei die Korrelationsko-
effizienten in diesem Bereich zwar statistisch signifikant, aber niedriger sind als in den
anderen erwa¨hnten Gebieten. Die gro¨ßten Temperaturunterschiede sowie die sta¨rkste
Korrelation tritt jeweils u¨ber Landgebieten auf, was aufgrund der gro¨ßeren Wa¨rmeka-
pazita¨t des Meeres auch versta¨ndlich ist.
Der eben erla¨uterte Zusammenhang der regionalen Temperaturverteilung zeigt sich auch
in ho¨heren Schichten und bei den bodennahen Temperaturen, wobei die Differenzen
90 6 Warme und kalte Zusta¨nde des arktischen Klimas
mit der Ho¨he abnehmen. Auf eine Darstellung z.B. der 2m-Temperaturen wurde hier
verzichtet, da die Juli-Simulationen des HIRHAM4 u¨ber dem Arktischen Ozean unrea-
listisch niedrige Temperaturen (im Mittel unter −30◦C) aufweisen. Die beobachteten
Sommertemperaturen dieser Region liegen im Mittel zwischen −4◦C und 0◦C (verglei-
che Abbildung 2.2), also mehr als 25 K ho¨her. Der Grund fu¨r diese extrem niedrigen
2m-Temperaturen in den Juli-Simulationen des HIRHAM4 liegt in den niedrigen Ober-
fla¨chentemperaturen des CTRL, die als unterer Randantrieb im HIRHAM4 Verwen-
dung finden und demzufolge die Simulationsergebnisse des HIRHAM4 mitbestimmen.
Ein Wechsel der Meereis-Parametrisierung (vergleiche Abschnitt 3.3.3) als auch die An-
wendung der verbesserten Interpolation der unteren Randdaten (vergleiche Abschnitt
3.4) bringen diesbezu¨glich keine wesentliche Verbesserung.
Da sich die bodennahen Temperaturen beispielsweise auch auf die Verdunstung, den
Niederschlag und die atmospha¨rische Zirkulation auswirken, z.B. u¨ber die Bildung
und Intensita¨t des Ka¨ltehochs u¨ber dem Arktischen Ozean, ko¨nnen die Ergebnisse der
Juli-Simulationen des HIRHAM4 wohl nur einen Anhaltspunkt fu¨r die großra¨umigen
Zirkulations- und Temperaturdifferenzen zwischen warmen und kalten Juli-Monaten
liefern. Hier zeigt sich eine wesentliche Schwa¨che des Konzepts der regionalen Klima-
modellierung: Die Qualita¨t der Simulationsergebnisse wird ganz entscheidend durch die
Qualita¨t der Randantriebsdaten bestimmt [Christensen et al., 1997].
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7 Einfluss der NAO auf das arktische
Winterklima
In diesem Kapitel wird der Einfluss der Nordatlantischen Oszillation (NAO) auf die Kli-
mabedingungen im arktischen Winter analysiert. Da die NAO hauptsa¨chlich ein Win-
terpha¨nomen darstellt, wurde auf eine entsprechende Untersuchung fu¨r den arktischen
Sommer verzichtet, wodurch mehr Rechenzeit fu¨r die Wintersimulationen zur Verfu¨gung
stand. Deswegen ist auch nicht nur ein repra¨sentativer Monat fu¨r den Winter ausgewa¨hlt
worden, sondern es wurden 24 komplette Wintersimulationen von Dezember bis Ma¨rz
durchgefu¨hrt, von denen, entsprechend der Einteilung von Abschnitt 5.2.3, 12 Winter
die positive Phase und 12 Winter die negative Phase der NAO repra¨sentieren. Erstere
werden hier als positive Winter und letztere als negative Winter bezeichnet.
Aufgrund der Gemeinsamkeiten zwischen NAO und Arktischer Oszillation (AO) ha¨tte
hier statt NAO auch der Begriff AO verwendet werden ko¨nnen. Der Begriff NAO steht
hier repra¨sentativ fu¨r das dominierende natu¨rliche Schwingungspha¨nomen der Nord-
hemispha¨re, das aufgrund einer unterschiedlichen Betrachtungsweise in der Literatur
teilweise als NAO und teilweise als AO bezeichnet wird.
7.1 Charakteristika der großra¨umigen Zirkulation
Abweichend zum bisherigen Vorgehen, der Vorstellung der Simulationsergebnisse des
HIRHAM4, soll hier auch die Luftdruckverteilung aus dem CTRL gezeigt werden, um
einerseits die typischen Unterschiede in der nordhemispha¨rischen Zirkulation zwischen
den verschiedenen Phasen der NAO zu verdeutlichen und andererseits mo¨gliche Unter-
schiede zwischen den HIRHAM4–Simulationen und dem CTRL zu diskutieren.
In Abbildung 7.1 ist der mittlere Luftdruck in Meeresniveau no¨rdlich von 20◦N fu¨r die
positiven und die negativen Winter und die Differenz zwischen beiden dargestellt. Die
Luftdruckverteilung im Winter des CTRL ist jeweils durch zwei Tiefdruckzentren in
der Umgebung der Ale¨uten und Islands gekennzeichnet, wobei der mittlere Luftdruck
im Kern dieser Tiefdruckgebiete jeweils etwas weniger als 1000 hPa betra¨gt. Hoher
Luftdruck herrscht im Winter vor allem u¨ber den Kontinenten, wobei das sibirische
Ka¨ltehoch mit einem mittleren Luftdruck u¨ber 1030 hPa hervorsticht. Diese typische
Druckverteilung zeigt sich sowohl in der positiven als auch in der negativen Phase der
NAO. Wie aus dem Differenzenbild ersichtlich, gibt es aber einige deutliche Unterschiede








































































































(c) Differenz (NAO+ minus NAO−)
Abbildung 7.1: Mittlerer Luftdruck in Meeresniveau (hPa) no¨rdlich von 20◦N von
12 Wintern in der positiven (a) und 12 Wintern in der negativen Phase der NAO (b)
sowie die Differenz zwischen positiver und negativer Phase (c) vom CTRL.
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(a) Positive NAO–Phase (b) Negative NAO–Phase
(c) Luftdruckdifferenz (NAO+ minus NAO−) (d) Ho¨hendifferenz (NAO+ minus NAO−)
Abbildung 7.2: Mittlerer Luftdruck in Meeresniveau (hPa; Graustufen) und mittlere
geopotenzielle Ho¨he in 500 hPa (gpm; gestrichelte Linien im Abstand von 50 gpm) von
12 Wintern in der positiven (a) und 12 Wintern in der negativen Phase der NAO (b)
sowie die Luftdruckdifferenz (c) und die 500-hPa-Ho¨hendifferenz (d) zwischen positiver
und negativer Phase. Die gestrichelten Linien in den Differenzenbildern geben die 95%–
Signifikanzgrenze an.
in der Intensita¨t der Druckgebilde. Vor allem das Islandtief ist in der positiven NAO–
Phase im Mittel um etwa 6 hPa tiefer als in der negativen Phase, wogegen im Bereich
der Azoren und der iberischen Halbinsel der Luftdruck im Mittel um 4 hPa ho¨her liegt.
Dieser Unterschied zwischen positiver und negativer Phase ist auch aus Beobachtungs-
daten bekannt (vergleiche Abbildung 1 bei Hurrell und van Loon [1997]). Im Un-
terschied zu Beobachtungen zeigt der CTRL allerdings die gro¨ßte negative Differenz
im Bereich der Norwegischen See und Nordskandinaviens, wogegen Beobachtungen die
gro¨ßten Differenzen im westlichen Teil des Islandtiefs zwischen Gro¨nland und Island
aufweisen. Ferner zeigt sich im CTRL auch ein Bereich mit positiven Differenzen u¨ber
dem Nordpazifik, der in den Beobachtungsdaten von Hurrell und van Loon [1997]
nicht vorhanden ist. Dafu¨r zeigen hier die Luftdruckdifferenzen eine gro¨ßere A¨hnlichkeit
mit dem simulierten als auch mit dem beobachteten Muster der Arktischen Oszillation
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(siehe Abbildung 5.2 und die zugeho¨rigen Erla¨uterungen im Text).
Diese typischen Unterschiede im Luftdruckfeld zwischen positiven und negativen Win-
tern des CTRL zeigen sich auch in den Simulationsergebnissen des HIRHAM4, welche
in Abbildung 7.2 dargestellt sind. U¨ber der gesamten Arktis tritt in der positiven Phase
der NAO niedrigerer Luftdruck auf. Der gro¨ßte Unterschied mit bis zu 9 hPa ist im Be-
reich Nordskandinaviens und der Norwegischen See zu sehen. Die Differenzen sind u¨ber
Su¨dgro¨nland, dem Nordatlantik und Nordeuropa zudem statistisch signifikant. Ebenfalls
statistisch signifikante Differenzen treten in einem schmalen Streifen von Nordkanada
bis zur Beringstraße auf, wo die Unterschiede aber nur etwa 3–4 hPa betragen.
Neben dem Luftdruck zeigt Abbildung 7.2 auch die mittlere geopotenzielle Ho¨he der
500-hPa-Druckfla¨che. Sowohl die Winter der positiven als auch die der negativen Phase
zeigen einen tropospha¨rischen Wirbel mit Zentrum zwischen dem kanadischen Archipel
und dem Nordpol, welcher in der positiven Phase aber eine gro¨ßere Ausdehnung auf-
weist. Auf der 500-hPa-Druckfla¨che zeigen sich in der positiven Phase der NAO fast u¨ber
der gesamten Arktis niedrigere Ho¨hen als in der negativen. Lediglich im mittelasiatischen
Randbereich der Arktis ist ein entgegengesetztes Vorzeichen vorhanden. Die gro¨ßten und
u¨berwiegend statistisch signifikanten Differenzen treten u¨ber dem atlantischen und pa-
zifischen Randbereich des Wirbels auf, mit maximal 70 gpm Unterschied im Bereich des
Islandtiefs, wogegen sich in der zentralen Arktis nur geringe Differenzen zeigen.
Die Unterschiede zwischen den Luftdruckfeldern der HIRHAM4–Simulationen und de-
nen des CTRL sind u¨berwiegend gering. Dies trifft auch auf die entsprechenden Felder
der 500-hPa-Druckfla¨chenho¨he zu, die hier nur von den HIRHAM4–Simulationen ge-
zeigt wurden. Allgemein kann sich, wegen der Koppelung u¨ber die Initialisierung und
den stetigen Randantrieb, auch keine wesentlich andere großra¨umige Zirkulation im
regionalen Modell einstellen. Das regionale Modell ist jedoch in der Lage, durch die
ho¨here Auflo¨sung auch kleinra¨umige Strukturen zu entwickeln, die leichte Modifikatio-
nen der großra¨umigen Felder bewirken. Im Wesentlichen werden die Simulationen eines
regionalen Modells aber durch die Randantriebsdaten gepra¨gt. Die wirklichen Vorteile
des Konzepts der regionalen Klimamodellierung werden spa¨ter in diesem Kapitel noch
erla¨utert.
7.2 Charakteristika der Temperaturverteilung
Wie in Abschnitt 6.2.3 schon dargestellt, werden auch die Temperaturen im HIRHAM4
stark durch die Randantriebsdaten bestimmt. Auf eine gesonderte Darstellung der Tem-
peraturverteilung im CTRL soll deshalb hier verzichtet werden; die Abweichungen zwi-
schen den HIRHAM4–Simulationen und dem CTRL sind u¨berwiegend gering.
Abbildung 7.3 zeigt die mittleren 2m-Temperaturen in der positiven und negativen
Phase der NAO sowie die Differenz zwischen beiden. Die niedrigsten Temperaturen
zeigen sich in beiden Phasen u¨ber dem Arktischen Ozean, dem kanadischen Archipel,
in Gro¨nland und Ostsibirien, wo jeweils verbreitet mittlere 2m-Temperaturen unter
−30◦C auftreten. U¨ber dem gro¨nla¨ndischen Eisschild treten, zumindest in der positiven
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(a) Positive NAO–Phase (b) Negative NAO–Phase
(c) Differenz (NAO+ minus NAO−)
Abbildung 7.3: Mittlere Temperatur in 2 m Ho¨he (◦C) von 12 Wintern in der positi-
ven (a) und 12 Wintern in der negativen Phase der NAO (b) sowie die Differenz zwischen
positiver und negativer Phase (c). Die gestrichelte Linie im Differenzenbild gibt die 95%–
Signifikanzgrenze an.
NAO–Phase, sogar mittlere Temperaturen von unter −40◦C auf. Die ho¨chsten mittleren
Temperaturen (u¨ber 0◦C) zeigen sich u¨ber dem Nordatlantik und an der Pazifikku¨ste
Nordamerikas. Man erkennt zudem deutlich den Einfluss des warmen Golfstroms auf die
Temperaturen in Nordeuropa, wo vergleichsweise relativ milde Temperaturen auftreten.
Unabha¨ngig davon, ob diese bodennahen Temperaturen, die u¨ber den unteren Rand-
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antrieb den Einfluss des CTRL widerspiegeln, realistisch sind oder nicht, zeigt sich
zwischen positiver und negativer Phase der NAO doch ein deutlicher Temperaturunter-
schied. Fast der gesamte Nordwesten des eurasischen Kontinents weist in der positiven
Phase der NAO um etwa 3–6 K ho¨here mittlere Temperaturen auf als in der negativen
Phase. Diese Temperaturdifferenzen sind statistisch signifikant. Um etwa 2 K ho¨here
Temperaturen zeigen sich zudem im Bereich Spitzbergens, der Barents- und der Kara-
see. Ferner ist die positive Phase der NAO mit niedrigeren Temperaturen im Bereich
Gro¨nlands verbunden. An der Su¨dspitze und in der Mitte Gro¨nlands betra¨gt die Tem-
peraturdifferenz mehr als −3 K, u¨ber der Labradorsee sogar bis zu −5 K. Ebenfalls
niedrigere 2m-Temperatur treten in der positiven Phase u¨ber Ostsibirien und Alaska
auf, wogegen die Unterschiede u¨ber dem Arktischen Ozean vom Betrag kleiner als 1,5 K
sind.
Allgemein zeigen die Temperaturdifferenzen etwa eine Zweiteilung der Arktis, die durch
ho¨here Temperaturen in der o¨stlichen, europa¨ischen Arktis in der positiven Phase und
ho¨here Temperaturen im pazifischen Bereich und der westlichen Arktis in der negativen
Phase gekennzeichnet ist. Die Simulationsergebnisse des HIRHAM4 zeigen zudem eine
große A¨hnlichkeit zu den beobachteten Unterschieden zwischen positiver und negativer
NAO–Phase (vergleiche Hurrell und van Loon [1997]). Allerdings zeigen die Simu-
lationen insbesondere u¨ber dem eurasischen Kontinent eine gro¨ßere Differenz zwischen
positiver und negativer Phase als die Beobachtungen. Dies ko¨nnte daran liegen, dass die
Indexwerte fu¨r die negative NAO–Phase bei Hurrell und van Loon [1997] nicht so
niedrig sind wie bei den aus dem CTRL ausgewa¨hlten Perioden.
7.3 Charakteristika der Niederschlagsverteilung und
Verdunstung
Ein wesentlicher Vorteil der regionalen Klimamodellierung ist die Simulation des Nie-
derschlags [Giorgi und Marinucci, 1996]. Die Niederschlagsbildung findet zwar auch
in einem Regionalmodell weit unterhalb der Gitterauflo¨sung statt, doch wird sie stark
durch mesoskalige Prozesse beeinflusst, die zumindest teilweise von einem regionalen
Klimamodell aufgelo¨st werden ko¨nnen. Aufgrund der allgemein ho¨heren Auflo¨sung ei-
nes Regionalmodells, der damit verbundenen feineren Repra¨sentation der Orografie
und Land–Meer–Kontraste, der realita¨tsna¨heren Wiedergabe hydrodynamischer Insta-
bilita¨ten, nichtlinearer Wechselwirkungen und Energietransfers zwischen großen und
kleineren Skalen, kann eine Verbesserung in der Simulation des Niederschlags gegenu¨ber
einem globalen, gro¨ber aufgelo¨sten Klimamodell erwartet werden (vergleiche auch Ab-
schnitt 1.2).
Im Gegensatz zum Luftdruck oder zur Temperatur ist der Niederschlag im HIRHAM4
nur indirekt von den Randantriebsdaten abha¨ngig, da der Niederschlag einerseits keine
prognostische Gro¨ße ist und andererseits die prognostische Gro¨ße Wolkenwasser nicht
vom antreibenden Modell u¨bernommen wird (siehe Abschnitt 3.4). Allerdings entstehen
dadurch an den Modellra¨ndern teilweise unrealistische Niederschlagswerte, wie in einigen
der folgenden Abbildungen deutlich zu erkennen ist.
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7.3.1 Niederschlagssummen
Der oben angesprochene Vorteil eines regionalen Klimamodells gegenu¨ber einem gro¨-
ber aufgelo¨sten globalen Modell soll hier anhand der Niederschlagssimulationen des
HIRHAM4 und des ECHO–G–Kontrolllaufs demonstriert werden. Gleichzeitig wird der
Unterschied im Niederschlag zwischen den beiden NAO–Phasen erla¨utert. Dazu sind in
Abbildung 7.4 fu¨r die HIRHAM4–Simulationen und in Abbildung 7.5 fu¨r den CTRL
jeweils die mittleren Niederschlagssummen im Winter fu¨r die positive und die negative
NAO–Phase sowie die Differenz zwischen beiden dargestellt.
Am wenigsten Niederschlag fa¨llt in beiden NAO–Phasen der HIRHAM4–Simulationen
jeweils u¨ber der Mitte des gro¨nla¨ndischen Eisschildes und den ostsibirischen Gebirgen.
Insbesondere u¨ber Zentralgro¨nland betra¨gt die mittlere Niederschlagssumme im Winter
weniger als 25 mm, doch auch u¨ber dem zentralen Arktischen Ozean fa¨llt im Mittel we-
niger als 50 mm Niederschlag. Diesbezu¨glich zeigen die Niederschlagssummen des CTRL
ein analoges Bild, wobei allerdings auch an der Nordwestku¨ste Gro¨nlands entsprechend
niedrige Werte auftreten. Zudem sind auch die mittleren Niederschlagssummen in der
zentralen Arktis niedriger. Allgemein liegt die Ursache fu¨r diese geringen Niederschla¨ge
in den extrem kalten Wintertemperaturen dieser Gebiete (siehe Abbildung 7.3), wodurch
die Atmospha¨re nur geringe Mengen an Feuchtigkeit entha¨lt, die fu¨r Niederschlagspro-
zesse zur Verfu¨gung stehen kann.
Ein Zusammenhang des Niederschlags mit der Temperatur zeigt sich auch in den Gebie-
ten, die im Mittel wa¨rmere Klimabedingungen aufweisen. So fa¨llt u¨ber den im Winter
noch recht warmen Meeresgebieten im Nordatlantik und an der Pazifikku¨ste Nordameri-
kas relativ viel Niederschlag. Auch in Nordeuropa zeigen sich verha¨ltnisma¨ßig hohe Nie-
derschla¨ge. Die ho¨chsten Niederschlagssummen in den HIRHAM4–Simulationen treten
in Verbindung mit Gebirgen auf, vor allem im Bereich der no¨rdlichen Rocky Mountains
und an der orografisch stark gegliederten Su¨dku¨ste Gro¨nlands, wo allein im Winter mitt-
lere Niederschlagssummen von teilweise u¨ber 1000 mm vorkommen. Neben dem Nieder-
schlag durch großra¨umige Hebung im Bereich synoptischer Wettersyteme entsteht dort
zusa¨tzlich Niederschlag aufgrund orografisch erzwungener Hebung von Luftmassen.
Wegen der gro¨beren Repra¨sentation der Orografie weichen die Niederschlagssummen
des CTRL vor allem in den Regionen mit einer starken orografischen Gliederung deut-
lich von denen der HIRHAM4–Simulationen ab. Beispielsweise zeigen die HIRHAM4–
Simulationen an der Su¨dostku¨ste Gro¨nlands teilweise doppelt so hohe Niederschlagssum-
men wie der CTRL. Mittelhohe Gebirge, wie z.B. der Ural oder die Gebirge Ostsibiriens,
sind in der T30–Auflo¨sung des ECHAM4 zudem so stark gegla¨ttet, dass sie kaum einen
Einfluss auf die Niederschlagsverteilung im CTRL haben. Zudem tritt im CTRL auch
u¨ber den relativ niederschlagsreichen Gebieten des Nordatlantiks und der europa¨ischen
Arktis weniger, stellenweise nur halb so viel Niederschlag auf als in den HIRHAM4–
Simulationen. Ganz allgemein wird der Niederschlag u¨ber weiten Teilen der Arktis vom
ECHAM4 wahrscheinlich unterscha¨tzt.
Die gro¨ßten absoluten Niederschlagsdifferenzen zwischen positiver und negativer Phase
der NAO zeigen sich naturgema¨ß in den Gebieten, in denen im Mittel viel Niederschlag
fa¨llt. In der positiven NAO–Phase fa¨llt mehr Niederschlag vor allem u¨ber dem o¨stli-
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(a) Positive NAO–Phase (b) Negative NAO–Phase
(c) Differenz (NAO+ minus NAO−)
Abbildung 7.4: Mittlere Niederschlagssumme (mm) von 12 Wintern in der positiven (a)
und 12 Wintern in der negativen Phase der NAO (b) sowie die Differenz zwischen po-
sitiver und negativer Phase (c). Die gestrichelte Linie im Differenzenbild gibt die 95%–
Signifikanzgrenze an.
chen Nordatlantik und Nordeuropa, wo die Niederschlagsdifferenzen der HIRHAM4–
Simulationen auch teilweise statistisch signifikant sind. Demgegenu¨ber fa¨llt in der ne-
gativen Phase der NAO mehr Niederschlag an der Su¨d- und Westku¨ste Gro¨nlands, in
Alaska und Ostsibirien. Die negativen Differenzen der HIRHAM4–Simulationen weisen
allerdings nur u¨ber einigen Bereichen des gro¨nla¨ndischen Eisschildes statistische Signi-
fikanz auf, wogegen z.B. an der Su¨dku¨ste Gro¨nlands, trotz einer Niederschlagsdifferenz
































































































(c) Differenz (NAO+ minus NAO−)
Abbildung 7.5: Mittlere Niederschlagssumme (mm) no¨rdlich von 60◦N von 12 Wintern
in der positiven (a) und 12 Wintern in der negativen Phase der NAO (b) sowie die Diffe-
renz zwischen positiver und negativer Phase (c) vom CTRL. Der Isolinienabstand wurde
entsprechend der Einteilung in Abbildung 7.4 gewa¨hlt.
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von teilweise weit u¨ber 100 mm, keine statistische Signifikanz festzustellen ist. (Die
Ursache liegt in den extrem unterschiedlichen Niederschlagssummen.) Dennoch zeigen
sich gerade im Bereich um Gro¨nland und Island sowohl die gro¨ßten positiven als auch
die gro¨ßten negativen Differenzen zwischen den beiden NAO–Phasen. A¨hnlich wie die
Unterschiede in der Temperaturverteilung weisen auch die Unterschiede in der Nieder-
schlagsverteilung zwischen den beiden NAO–Phasen in etwa die gleiche Zweiteilung der
Arktis auf. Die Kennzeichen dieser Zweiteilung sind mehr Niederschlag u¨ber dem o¨stli-
chen Nordatlantik und dem Nordwesten des eurasischen Kontinents in der positiven
Phase und mehr Niederschlag im pazifischen Bereich und der westlichen Arktis in der
negativen Phase.
Die Niederschlagsdifferenzen zwischen positiver und negativer Phase der NAO sind im
CTRL qualitativ a¨hnlich zu denen der HIRHAM4–Simulationen, doch sind sie vor allem
u¨ber Gro¨nland, dem Nordatlantik und Europa vom Betrag deutlich geringer. Diese
Regionen sind aber gerade die, die das sta¨rkste Signal bezu¨glich der NAO aufweisen.
Folglich gibt der CTRL zwar die ra¨umlichen Abha¨ngigkeiten des Niederschlags von der
NAO qualitativ wieder, die Gro¨ßenordnung der natu¨rlichen Niederschlagsvariabilita¨t in
der Arktis wird aber unterscha¨tzt. Der zu Beginn dieses Abschnitts erwa¨hnte Vorteil
der regionalen Klimamodellierung bezu¨glich der Simulation des Niederschlags wird hier
deutlich.
7.3.2 Verdunstungssummen
Neben dem Niederschlag ist auch die Verdunstung eine wichtige Gro¨ße im Wasserkreis-
lauf. Zudem hat die Verdunstung großen Einfluss auf den Wa¨rmehaushalt der Erd-
oberfla¨che, da durch sie Wa¨rme- und Strahlungsenergie in latente Energie umgewandelt
wird. Die Verdunstung ha¨ngt von verschiedenen meteorologischen Parametern ab, wie
z.B. von der Luftfeuchtigkeit oder der Windgeschwindigkeit, ist insbesondere aber auch
von der Lufttemperatur abha¨ngig, sodass bei gleichem Wasservorrat an der Erdober-
fla¨che in warmen Gebieten im Allgemeinen mehr Wasser verdunstet als in kalten.
Abbildung 7.6 zeigt die mittleren Verdunstungssummen im Winter fu¨r die positive und
die negative Phase der NAO sowie die Differenz zwischen beiden. Ein negatives Vor-
zeichen bedeutet, dass es durch Verdunstung zu einem Wasserverlust an der Ober-
fla¨che kommt. Ein positives Vorzeichen steht entsprechend fu¨r einen Wassergewinn an
der Oberfla¨che durch ein U¨berwiegen der Kondensation. Die ra¨umliche Verteilung der
Verdunstung ist durch extrem geringe Verdunstungsraten von weniger als 10 mm im
gesamten Winter in der zentralen Arktis charakterisiert. U¨ber Gro¨nland und weiten
Teilen des Arktischen Ozeans u¨berwiegt im Mittel sogar die Kondensation von Was-
ser an den sehr kalten Eisoberfla¨chen gegenu¨ber der Verdunstung. Lediglich u¨ber den
warmen Meeresregionen und den Kontinentalgebieten mit einem relativ milden Winter-
klima zeigen sich Verdunstungsraten, die gro¨ßer als 50 mm sind, wobei u¨ber den auch im
Winter verha¨ltnisma¨ßig warmen Teilen des Nordatlantiks auch Werte von u¨ber 250 mm
erreicht werden.
Der Unterschied in der Verdunstung zwischen den Wintern der positiven und der negati-
ven Phase der NAO zeigt sich vor allem im Bereich des Nordatlantiks, wo die Differenzen
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(a) Positive NAO–Phase (b) Negative NAO–Phase
(c) Differenz (NAO+ minus NAO−)
Abbildung 7.6: Mittlere Verdunstungssumme (mm) von 12 Wintern in der positiven (a)
und 12 Wintern in der negativen Phase der NAO (b) sowie die Differenz zwischen po-
sitiver und negativer Phase (c). Die gestrichelte Linie im Differenzenbild gibt die 95%–
Signifikanzgrenze an.
teilweise bis zu 100 mm betragen. Insbesondere an der Su¨dspitze Gro¨nlands und auf Is-
land, aber auch u¨ber einigen Meeresgebieten zwischen Skandinavien und Spitzbergen ist
die Verdunstung in der negativen Phase der NAO ho¨her als in der positiven, wogegen
u¨ber Nordeuropa und su¨dlich von Gro¨nland in der positiven Phase eine ho¨here Ver-
dunstung festzustellen ist. U¨ber Nordeuropa und teilweise auch su¨dlich von Gro¨nland
ist diese Differenz zudem statistisch signifikant. Trotz der geringen Unterschiede zeigt
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sich aber auch u¨ber dem gro¨nla¨ndischen Eisschild und der Gro¨nlandsee westlich von
Spitzbergen eine statistisch signifikant ho¨here Verdunstung in der positiven Phase.
7.3.3 Niederschlag minus Verdunstung
Erga¨nzend zum Niederschlag und der Verdunstung wurde auch die Verteilung der Dif-
ferenzgro¨ße Niederschlag minus Verdunstung analysiert. Diese ha¨ufig als P −E (Pre-
cipitation minus Evaporation) bezeichnete Gro¨ße gibt Auskunft u¨ber die Humidita¨t
eines Klimas, da sie letztlich den Nettoeintrag von Frischwasser an der Erdoberfla¨che
repra¨sentiert.
In Abbildung 7.7 ist die mittlere Wintersumme von P−E in der positiven und in der
negativen NAO–Phase dargestellt. Mit Ausnahme einiger Meeresgebiete des Nordatlan-
tiks u¨berwiegt in der gesamten Arktis der Niederschlag gegenu¨ber der Verdunstung. Im
Wesentlichen entspricht die Verteilung von P−E auch der Niederschlagsverteilung. Eine
Ausnahme bilden die eisfreien Gebiete des Nordatlantiks, wo die hohen Verdunstungsra-
ten u¨ber dem offenen, relativ warmen Wasser teilweise gro¨ßer sind als die dort fallenden
Niederschla¨ge. Dies betrifft insbesondere das Meeresgebiet su¨dlich von Spitzbergen, wo
im Mittel mehr als 50 mm Wasser verdunstet als durch Niederschla¨ge fa¨llt. Da dadurch
die Salzkonzentration im Meer ansteigt (wodurch die Wasserdichte zunimmt), ist dies ein
Anzeichen fu¨r eine versta¨rkte ozeanische Tiefenwasserbildung in diesen Meeresgebieten.
Ein Vergleich der Niederschlags- und Verdunstungsunterschiede zwischen positiver und
negativer NAO–Phasen zeigt, dass die Verdunstungsunterschiede u¨ber den Landgebie-
ten jeweils geringer sind als die Unterschiede im Niederschlag. Trotz der signifikant
ho¨heren Verdunstung u¨ber Nordeuropa in der positiven Phase gleicht der gleichzeitig
(a) Positive NAO–Phase (b) Negative NAO–Phase
Abbildung 7.7: Mittlere Summe Niederschlag minus Verdunstung (mm) von 12 Wintern
in der positiven (a) und 12 Wintern in der negativen Phase der NAO (b). Die gestrichelten
Linien geben die Nulllinie an.
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deutlich ho¨here Niederschlag diesen Wasserentzug u¨ber diesem Gebiet mehr als aus.
Demzufolge entsprechen die Differenzen der Gro¨ße P −E im Wesentlichen denen der
Niederschlagsdifferenzen, weswegen hier auch auf eine Differenzenabbildung verzichtet
wurde. Die Differenzen in der inneren Arktis sind sogar vom Betrag fast gleich groß
wie beim Niederschlag. Nur u¨ber dem Nordatlantik gibt es eine teilweise abweichende
Verteilung beider Gro¨ßen, die mit den hohen Verdunstungsraten u¨ber diesen Gebieten
in Verbindung steht.
Der Nordatlantik spielt eine wichtige Rolle beim Antrieb der globalen thermohalinen
Zirkulation, da dort das u¨ber den Golfstrom einfließende Oberfla¨chenwasser durch Kon-
vektion in Tiefenwasser umgewandelt wird [z.B. Rahmstorf, 1996; Cubasch und
Kasang, 2000]. Neben dem Frischwassereintrag durch Flu¨sse und dem Abschmelzen
oder Ausfrieren von Eis hat die Gro¨ße P−E großen Einfluss auf die thermohaline Zir-
kulation. Geringere Niederschla¨ge und eine ho¨here Verdunstung, also eine Verringerung
von P−E, haben eine ho¨here Meersalzkonzentration zur Folge, wodurch die Dichte des
Meerwassers zunimmt, was wiederum eine sta¨rkere Tiefenwasserbildung hervorruft, so-
dass die thermohaline Zirkulation versta¨rkt wird. Entsprechend wird bei einer Erho¨hung
von P−E die thermohaline Zirkulation abgeschwa¨cht. Im Extremfall ko¨nnte sogar der
Golfstrom zum Erliegen kommen.
Abbildung 7.7 zeigt, dass u¨ber dem Nordatlantik in der positiven NAO–Phase u¨berwie-
gend ho¨here Werte der Gro¨ße P−E auftreten als in der negativen. Dies bedeutet, dass
die thermohaline Zirkulation in der positiven Phase schwa¨cher sein muss. Aufgrund der
unterschiedlichen atmospha¨rischen Feuchteflu¨sse im Bereich des Nordatlantiks in den
beiden NAO–Phasen hat die NAO/AO große Bedeutung fu¨r den Frischwasserhaushalt
der Arktis [Walsh, 2000] und damit auch fu¨r die globale Ozeanzirkulation.
7.3.4 Niederschlagsakkumulation in Gro¨nland
Zum Abschluss dieses Abschnitts sollen die Niederschlagsunterschiede zwischen den bei-
den NAO–Phasen speziell fu¨r das Gebiet Gro¨nlands dargestellt werden. Da die Mo¨glich-
keit besteht, aus gro¨nla¨ndischen Eisbohrkernen den Nettobetrag des Niederschlags fu¨r
historische Zeiten zu rekonstruieren, soll hier untersucht werden, ob aufgrund des simu-
lierten gro¨nla¨ndischen Niederschlags auf den NAO–Index ru¨ckgeschlossen werden kann.
Dethloff et al. [2001b] konnten zeigen, dass die Rekonstruktion des Niederschlags aus
gro¨nla¨ndischen Eisbohrkernen und die Niederschlagssimulationen des HIRHAM4 quali-
tativ und auch quantitativ gut u¨bereinstimmen, sodass das regionale Klimamodell ein
geeignetes Instrument fu¨r die Untersuchung des Niederschlags u¨ber Gro¨nland darstellt.
Appenzeller et al. [1998] haben die beobachteten Niederschlagsfluktuationen im Wes-
ten Gro¨nlands mit den Variationen im NAO–Index in Verbindung gebracht und sehen
die Schneeakkumulationsraten in Eiskernen aus Westgro¨nland als geeigneten Parameter
fu¨r die Rekonstruktion des NAO–Index.
In Abbildung 7.8(a) ist die simulierte Niederschlagsdifferenz und in Abbildung 7.8(b)
die entsprechende Differenz von P−E zwischen den Wintern der positiven und negati-
ven NAO–Phase dargestellt. Wie bereits oben erwa¨hnt, zeigt sich aufgrund der extrem
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(a) Niederschlagsdifferenz (b) Differenz von P−E
(c) Normierte Niederschlagsdifferenz (d) Korrelationskoeffizienten
Abbildung 7.8: Differenzen zwischen den jeweils 12 Wintern der positiven und der ne-
gativen NAO–Phase fu¨r das Gebiet Gro¨nlands von (a) der mittleren Niederschlagssumme
(mm), (b) der mittleren Summe Niederschlag minus Verdunstung (P−E; mm) und (c) der
normierten mittleren Niederschlagssumme nach Gleichung 7.1. Ferner sind in (d) die Kor-
relationskoeffizienten zwischen dem NAO–Index des CTRL und den Niederschlagsummen
der 24 Winter-Simulationen des HIRHAM4 dargestellt. Die gestrichelten Linien geben
jeweils die 95%–Signifikanzgrenze an.
geringen Verdunstungsraten im Norden und im zentralen Bereich Gro¨nlands kaum ein
Unterschied zwischen den P−E– und Niederschlagsdifferenzen. Lediglich u¨ber den su¨dli-
chen Ku¨stenstreifen unterscheiden sich die beiden Abbildungen geringfu¨gig. Daraus la¨sst
sich schließen, dass die Verdunstung im Winter u¨ber Gro¨nland, trotz der teilweise signi-
fikanten Unterschiede zwischen beiden NAO–Phasen, keinen entscheidenden Einfluss auf
den Wasserhaushalt hat. Diesbezu¨glich ist folglich der Niederschlag die entscheidende
Gro¨ße, auch wenn er u¨ber dem gro¨nla¨ndischen Inlandeis ebenfalls verha¨ltnisma¨ßig ge-
ringe Wintersummen aufweist. Da die mittleren Wintertemperaturen Gro¨nlands zudem
deutlich unterhalb des Gefrierpunkts liegen (siehe Abbildung 7.3), fa¨llt der Niederschlag
entsprechend in fester Form und wird demzufolge zum gro¨ßten Teil akkumuliert.
Die Niederschlagsdifferenzen sind zum u¨berwiegenden Teil negativ, d.h. ein hoher NAO–
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Index steht mit allgemein geringen Niederschla¨gen in Gro¨nland in Verbindung und um-
gekehrt. Dieses Resultat deckt sich mit den Ergebnissen von Bromwich et al. [1999],
die eine negative Korrelation des gro¨nla¨ndischen Niederschlags mit dem NAO–Index
gefunden haben, wobei insbesondere der Niederschlag u¨ber Su¨dgro¨nland eine sehr große
negative Korrelation mit dem NAO–Index aufweist. Auch die Simulationsergebnisse des
HIRHAM4 zeigen die gro¨ßte Niederschlagsdifferenz zwischen den Wintern der positiven
und negativen NAO–Phase im su¨dlichen Ku¨stenbereich Gro¨nlands, doch besteht, trotz
dieser hohen Niederschlagsdifferenz, nur imWesten Nordgro¨nlands und einigen Gebieten
des zentralen su¨dlichen Teils statistische Signifikanz. Die hohen absoluten Niederschlags-
differenzen ta¨uschen somit einen großen Unterschied vor, der eigentlich nicht existiert.
Insofern ist es besser, relative Niederschlagsdifferenzen zu betrachten. Dazu wurden die
Niederschlagsdifferenzen mit der mittleren Standardabweichung normiert. Die normierte







wobei P¯ den mittleren Niederschlag und σ die entsprechende Standardabweichung der
jeweils 12 Winter der positiven (Index p) bzw. negativen (Index n) Phase der NAO
angibt.
Die so normierte Niederschlagsdifferenz ist in Abbildung 7.8(c) dargestellt. Falls ∆P˜ > 1
oder ∆P˜ < −1 ist, ist der Betrag der absoluten Differenz gro¨ßer als die mittlere Stan-
dardabweichung, was einen nicht zufa¨lligen Unterschied vermuten la¨sst. Die Gebiete
Gro¨nlands, in denen die normierte Differenz des Niederschlags vom Betrag den Wert
Eins u¨bersteigt, sind anna¨hernd deckungsgleich mit den Gebieten statistisch signifikan-
ter P−E– und Niederschlagsdifferenzen. Allgemein zeigt der westliche und su¨dliche Teil
Gro¨nlands teilweise deutlich mehr Niederschlag in der negativen NAO–Phase, wogegen
nur im a¨ußersten Nordosten Gro¨nlands in der positiven NAO–Phase mehr Niederschlag
fa¨llt. Die normierten Differenzen liegen aber nur in einigen wenigen Gebieten knapp
unterhalb von minus eins. Eine normierte Niederschlagsdifferenz ∆P˜ > 1 tritt zudem in
ganz Gro¨nland nicht auf.
Noch deutlicher wird dieser Zusammenhang bei Betrachtung der Korrelationskoeffizien-
ten zwischen dem Niederschlag und dem NAO–Index (Abbildung 7.8(d)). Eine positive
Korrelation besteht wiederum im a¨ußersten Nordosten Gro¨nlands, und eine Zone mit
negativer Korrelation zieht sich von der Su¨dostku¨ste u¨ber den zentralen Bereich bis an
die Nordwestku¨ste Gro¨nlands. Allerdings liegen die Korrelationskoeffizienten vom Be-
trag jeweils unterhalb von 0,35 und sind in ganz Gro¨nland statistisch nicht signifikant.
Das bedeutet, dass zwar ein Zusammenhang besteht, der aber relativ schwach ist und
stark von natu¨rlicher Variabilita¨t u¨berlagert wird.
Appenzeller et al. [1998] haben in ECMWF–Reanalysedaten einen a¨hnlichen ra¨um-
lichen Zusammenhang zwischen dem monatsgemittelten NAO–Index und den monatli-
chen Niederschlagssummen gefunden, wobei die Korrelation teilweise etwas gro¨ßer ge-
wesen ist als die der gezeigten Simulationen. Zwar zeigen auch die Modellergebnisse,
dass der Zusammenhang zwischen Niederschlag und NAO–Index im westlichen Teil
Gro¨nlands deutlich gro¨ßer ist als zum Beispiel im mittleren oder o¨stlichen Teil, doch
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wurden hier nur Winterniederschla¨ge beru¨cksichtigt, da die NAO ein typisches Win-
terpha¨nomen ist und im Sommer sehr viel schwa¨cher in Erscheinung tritt [Hurrell
und van Loon, 1997]. Da andererseits aber der meiste Niederschlag u¨ber Nord- und
Zentralgro¨nland in den Sommermonaten fa¨llt [z.B. Chen et al., 1997; Dethloff et al.,
2001b], wenn die NAO die atmospha¨rische Zirkulation weniger stark pra¨gt als im Win-
ter, la¨sst sich vermuten, dass die Jahresniederschla¨ge einen entsprechend geringeren
Zusammenhang mit der NAO aufweisen. Dies kann anhand der Simulationsergebnisse
aber nicht nachgepru¨ft werden. Dennoch muss die von Appenzeller et al. [1998] vor-
geschlagene Mo¨glichkeit der Rekonstruktion des historischen NAO–Index aus den aus
Eisbohrkernen Westgro¨nlands abgeleiteten Niederschlagsmengen, bereits aufgrund der
nicht signifikanten Korrelation im Winter, als unwahrscheinlich angesehen werden. Ein
Zusammenhang zwischen dem NAO–Index und dem Winterniederschlag im Nordwesten
Gro¨nlands ist zwar vorhanden, doch ist dieser so stark von natu¨rlicher Niederschlags-
variabilita¨t u¨berlagert, dass eine rekonstruierte Zeitreihe des NAO–Index große Fehler
beinhalten muss.
7.4 Synoptische Aktivita¨t
Die in Abschnitt 6.1.6 bereits angesprochene realistischere Simulation kurzzeitiger, syn-
optischer Variabilita¨t in einem regionalen Klimamodell soll hier zusammen mit dem Un-
terschied zwischen positiven und negativen Phasen der NAO analysiert werden. Als Maß
fu¨r die synoptische Aktivita¨t werden wiederum die Standardabweichungen der band-
passgefilterten Luftdruckzeitreihen betrachtet, die nur die Variabilita¨t zwischen zwei
und sechs Tagen beinhalten (vergleiche Abschnitt 6.1.6).
In Abbildung 7.9 sind die mittleren Standardabweichungen der bandpassgefilterten Luft-
druckzeitreihen fu¨r die positive und die negative Phasen der NAO dargestellt, wobei der
obere Teil der Abbildung die Ergebnisse der HIRHAM4–Simulationen und der untere
die entsprechenden Standardabweichungen aus dem Kontrolllauf des ECHO–G (CTRL)
zeigt. Eine hohe synoptische Aktivita¨t, gekennzeichnet durch hohe Standardabweichun-
gen, zeigt sich in allen Bildern u¨ber dem Nordwesten des nordamerikanischen Kontin-
ents, an der Westku¨ste Gro¨nlands und u¨ber dem Nordatlantik. Eine niedrige synopti-
sche Aktivita¨t tritt jeweils u¨ber dem Ostteil des eurasischen Kontinents, dem Arktischen
Ozean, dem kanadischen Archipel und der Mitte Gro¨nlands auf.
Neben diesen allgemeinen Gemeinsamkeiten gibt es aber auch deutliche Unterschiede so-
wohl zwischen den beiden NAO–Phasen als auch zwischen den HIRHAM4–Simulationen
und dem CTRL. Bevor die Unterschiede zwischen den HIRHAM4–Simulationen und
dem CTRL na¨her dargestellt werden, werden zuna¨chst die Unterschiede zwischen posi-
tiver und negativer NAO–Phase als Resultat der HIRHAM4–Simulationen erla¨utert.
7.4.1 Unterschiede zwischen den beiden NAO–Phasen
Die positive Phase ist vor allem durch eine ho¨here synoptische Aktivita¨t an der Pazi-
fikku¨ste Nordamerikas sowie u¨ber dem o¨stlichen Nordatlantik und Nordwesteuropa ge-
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(a) HIRHAM4: Positive NAO–Phase (b) HIRHAM4: Negative NAO–Phase
(c) ECHO–G: Positive NAO–Phase (d) ECHO–G: Negative NAO–Phase
Abbildung 7.9: Mittlere Standardabweichung der bandpassgefilterten (2–6 Tage) Luft-
druckzeitreihen eines jeden Winters (hPa) von 12 Wintern in der positiven (a) und (c) und
12 Wintern in der negativen Phase der NAO (b) und (d). Die oberen beiden Abbildungen
zeigen die Simulationsergebnisse des HIRHAM4 und die unteren beiden die des ECHO–G.
kennzeichnet. Demgegenu¨ber ist die synoptische Aktivita¨t an der Westku¨ste Gro¨nlands,
u¨ber Nordgro¨nland und u¨ber dem Arktischen Ozean in der negativen Phase ho¨her.
Serreze et al. [1997] haben gezeigt, dass in Verbindung mit einem sta¨rkeren Islandtief
(wie in der positiven NAO–Phase) mehr Zyklonen u¨ber dem o¨stlichen Nordatlantik
und vor allem im Bereich des Islandtiefs auftreten. Gleichzeitig werden im Bereich von
Labrador und u¨ber der Barents- und Karasee weniger Zyklonen beobachtet. Ersteres
stimmt gut mit den Simulationsergebnissen u¨berein, da man davon ausgehen kann,
dass die synoptische Aktivita¨t im Bereich des Islandtiefs hauptsa¨chlich durch Zyklonen
verursacht wird. Im Bereich von Barents- und Karasee zeigen die Simulationen allerdings
keinen großen Unterschied zwischen den beiden NAO–Phasen. Die beobachtete gro¨ßere
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Ha¨ufigkeit von Zyklonen im Bereich von Labrador in der negativen Phase deutet sich
zumindest durch die gro¨ßere synoptische Aktivita¨t im Bereich der Labradorsee und der
Baffin-Bay an.
Nach Chen et al. [1997] fu¨hrt die ha¨ufige Lage eines Tiefdruckgebiets u¨ber der Labra-
dorsee zu erho¨htem Niederschlag u¨ber Gro¨nland, wogegen fu¨r den Fall, dass ein Tief im
Bereich Islands angesiedelt ist, allgemein weniger Niederschlag u¨ber Gro¨nland fa¨llt. Die
Verbindung besteht in den unterschiedlichen Zugbahnen von Zyklonen, die im ersten
Fall ha¨ufiger von der Labradorsee entlang der Westku¨ste Gro¨nlands nach Norden ziehen
und im zweiten Fall ha¨ufiger den Bereich um Island passieren. Entsprechend des wei-
ter westlich liegenden mittleren Tiefdruckzentrums in der negativen NAO–Phase (siehe
Abbildung 7.2) zeigt sich auch eine ho¨here synoptische Aktivita¨t entlang der Westku¨ste
Gro¨nlands, was eine gro¨ßere Ha¨ufigkeit des Durchzugs von Zyklonen andeutet. Diese
ko¨nnen fu¨r die ho¨heren Niederschlagssummen im Westen Gro¨nlands verantwortlich sein
(siehe Abbildung 7.8). In Verbindung mit dieser typischen Zyklonenzugbahn entlang der
Westku¨ste Gro¨nlands erfolgt nach Chen et al. [1997] ha¨ufig auch eine Abspaltung eines
zweiten Kerns, der u¨ber die Su¨dspitze Gro¨nlands hinweg zieht und auf der Leeseite des
gro¨nla¨ndischen Eisschildes durch erneute Zyklogenese zu erho¨hten Niederschla¨gen im
Su¨den Gro¨nlands fu¨hrt. Obwohl diese Zyklonenzugbahn in den Standardabweichungen
nur schwach zu erkennen ist, kann dies ein Grund fu¨r die ho¨heren Niederschla¨ge im
Su¨den Gro¨nlands in der negativen NAO–Phase sein.
Insgesamt lassen sich die Niederschlagsunterschiede Su¨d- und Westgro¨nlands durch die
unterschiedliche synoptische Aktivita¨t erkla¨ren, die mit der unterschiedlichen Lage und
Intensita¨t des Islandtiefs in den beiden NAO–Phasen in Verbindung steht. Das gleiche
gilt auch fu¨r die ho¨heren Niederschla¨ge u¨ber dem o¨stlichen Nordatlantik in der positiven
NAO–Phase, die entsprechend der gro¨ßeren Intensita¨t des Islandtiefs und der damit
verbunden gro¨ßeren Ha¨ufigkeit von Zyklonen u¨ber diesen Gebieten entstehen.
Ferner zeigen sich auch u¨ber Nordwesteuropa deutliche Unterschiede in der synoptischen
Aktivita¨t. In der positiven NAO–Phase zeigt sich eine allma¨hliche Abnahme der synop-
tischen Luftdruckvariabilita¨t in etwa von Su¨dwest nach Nordost, die einen anna¨hernd
zonalen Zug von Zyklonen unter fortschreitender Abschwa¨chung andeutet. Im Gegensatz
dazu ist die synoptische Aktivita¨t in der negativen Phase nicht nur geringer, sondern
auch durch einen Bereich mit deutlich reduzierter synoptischer Aktivita¨t gekennzeich-
net, der sich, ausgehend vom sibirischen Hoch, u¨ber den gesamten Norden des eura-
sischen Kontinents erstreckt. Diese Zone geringer Luftdruckvariabilita¨t ist ein Hinweis
auf eine große Ha¨ufigkeit persistenter Druckgebilde, wie z.B. ausgedehnte Ka¨ltehochs.
Solche Hochdruckgebiete bilden sich im Winter u¨ber den extrem kalten Regionen der
Kontinente und haben wegen der sehr tiefen Temperaturen nur eine geringe vertikale
Ausdehnung, d.h. sie sind selten ho¨her als 2 km [Kurz, 1990]. Durch das Absinken
kalter Luft entsteht in den oberen Schichten ein zyklonaler Wirbel, der einerseits durch
ageostrophisches Einstro¨men zur Bildung des Bodenhochs fu¨hrt und andererseits die
durchgehende zonale Ho¨henstro¨mung blockiert. Diese Situation wird solange aufrecht
erhalten, bis die ursa¨chliche diabatische Abku¨hlung der Luft aufho¨rt.
Winterliche Ka¨ltehochs sind folglich recht langlebig und bei einem Auftreten u¨ber Fen-
noskandien oder dem Nordwesten Russlands mit extrem kalter Witterung in Mittel- und
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Osteuropa verbunden. Demgegenu¨ber verhindern ostwa¨rts ziehende atlantische Zyklo-
nen durch den mit ihnen verbundenen Wa¨rme- und Feuchtetransport die Bildung eines
umfangreichen Ka¨ltehochs u¨ber Nordeuropa, sodass die Witterung in Mittel- und Ost-
europa mild und feucht ist. Hiermit lassen sich die deutlich niedrigeren Temperaturen
und geringeren Niederschla¨gen in Nordeuropa in der negativen NAO–Phase erkla¨ren.
7.4.2 Unterschiede zwischen regionalem und globalem Modell
Die wesentlichen Unterschiede in der synoptischen Aktivita¨t zwischer positiver und ne-
gativer NAO–Phase zeigen sich nicht nur in den HIRHAM4–Simulationen, sondern auch
im Kontrollexperiment des ECHO–G (ECHAM4/HOPE–G). Allerdings existiert auch
ein deutlicher Unterschied, der beim Vergleich der einzelnen Bilder erkennbar ist: Die
Standardabweichungen sind im ECHAM4 in den Randbereichen der Arktis und an den
Ku¨sten Gro¨nlands durchweg ho¨her (direkt am Rand besteht natu¨rlich kein Unterschied)
und u¨ber dem Arktischen Ozean und u¨ber Nordgro¨nland fast fla¨chendeckend niedriger
als im HIRHAM4. Dies deutet darauf hin, dass meridionale Zugbahnen von Zyklonen
und Zyklogenese in der inneren Arktis im HIRHAM4 ha¨ufiger vorkommen, wogegen im
ECHAM4 in der inneren Arktis weniger Zyklonen entstehen und ansonsten eine zonale
Zugrichtung der Zyklonen ha¨ufiger ist. Die gro¨ßten Unterschiede zwischen HIRHAM4
und ECHAM4 zeigen sich in beiden NAO–Phasen (mit etwa 0,5 hPa) u¨ber dem o¨stli-
chen Arktischen Ozean, wo die synoptische Aktivita¨t des HIRHAM4 deutlich ho¨her ist.
Da auch Beobachtungen im Winter eine große Ha¨ufigkeit von Zyklonen im Bereich der
Barents- und Karasee aufweisen (vergleiche Abbildung 2 von Serreze et al. [1993]),
mu¨ssen die Simulationsergebnisse des HIRHAM4 als realistischer angesehen werden.
Besonders auffa¨llig ist der Unterschied zwischen HIRHAM4 und ECHAM4 auch im Be-
reich Nordeuropas. Die oben abgeleitete gro¨ßere Ha¨ufigkeit von persistenten Ka¨ltehochs
in der negativen Phase der NAO la¨sst sich in den Standardabweichungen des ECHAM4
nicht erkennen. Aus Beobachtungen ist bekannt, dass die negative NAO–Phase durch
eine große Ha¨ufigkeit quasistationa¨rer Tiefdruck- und Hochdruckgebiete gekennzeichnet
ist, die am Boden wie auch in der Ho¨he die durchgehende zonale Stro¨mung blockie-
ren. Demzufolge ist in der negativen Phase eine meridionale Stro¨mung ha¨ufiger. Fu¨r
den Bereich des Nordatlantiks und Europas haben Busch et al. [1999] gezeigt, dass im
Vergleich zu Beobachtungen vor allem im Winter und Fru¨hjahr die zonale Stro¨mung
vom ECHAM u¨berscha¨tzt wird. Dadurch wu¨rden auch atlantische Zyklonen ha¨ufiger
u¨ber Nordeuropa ziehen, wodurch sich ho¨here Standardabweichungen des Luftdrucks
im Vergleich zu Beobachtungen ergeben.
Aufgrund der Koppelung u¨ber den Randantrieb ist das HIRHAM4 natu¨rlich nicht in
der Lage, vo¨llig andere großra¨umige Strukturen zu erzeugen. Die Abha¨ngigkeit der
synoptisch-skaligen Flu¨sse vom Randantrieb ist in einem regionalen Klimamodell der
Arktis jedoch geringer als in einem entsprechenden regionalen Klimamodell fu¨r mittlere
Breiten [Rinke und Dethloff, 2000]. Dementsprechend kann das HIRHAM4 auf der
synoptischen Skala gro¨ßere Abweichungen zum antreibenden Modell produzieren, die
durch die internen physikalischen Prozesse im Modell bestimmt werden (vergleiche auch
von Storch et al. [2000]). Da, wie bereits in Abschnitt 6.1.6 erwa¨hnt, viele dieser
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Prozesse von der horizontalen Auflo¨sung abha¨ngen, kann im Vergleich zum ECHAM4
eine realistischere Simulation der synoptischen Aktivita¨t im HIRHAM4 vorausgesetzt
werden. Dies a¨ußert sich in der gro¨ßeren Kurzzeit-Variabilita¨t in der inneren Arktis und
der Tendenz zu einer sta¨rkeren meridionalen Stro¨mung auf der synoptischen Skala.
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8 Zuku¨nftige A¨nderungen des
arktischen Winterklimas
Dieses Kapitel bescha¨ftigt sich zum Abschluss mit mo¨glichen zuku¨nftigen A¨nderungen
des arktischen Winterklimas in einer Atmospha¨re mit erho¨hten Treibhausgasen und
Aerosolen. Das Hauptaugenmerk liegt dabei auf den mo¨glichen Temperatur- und Nie-
derschlagsa¨nderungen in der Arktis, wobei speziell auch die unterschiedlichen Phasen
der NAO beru¨cksichtigt werden. Im Wesentlichen soll dabei eine Abscha¨tzung u¨ber die
Gro¨ßenordnung der zu erwartenden Klimaa¨nderungssignale in der Arktis erfolgen.
8.1 Das Treibhausgassignal im arktischen Winter
Analog zu den Simulationen des vorangegangenen Kapitels wurden auch hier durch-
weg komplette Winter (Dezember bis Ma¨rz) simuliert, die zu fu¨nf einzelnen 6-Jahres-
Perioden, entsprechend der in Abschnitt 5.3.3 diskutierten Auswahl, geho¨ren. Zur
Abku¨rzung werden diese Perioden des GSDIO–Szenarios hier mit Buchstaben gekenn-
zeichnet. Dabei steht der Buchstabe A fu¨r die Periode 1890–1895, der Buchstabe B fu¨r
die Periode 1940–1945, der Buchstabe C fu¨r die Periode 1990–1995, der Buchstabe D fu¨r
die Periode 2010–2015 und der Buchstabe E fu¨r die Periode 2040–2045. Die Abku¨rzung
SzenD bezieht sich beispielsweise auf die Szenario-Periode 2010–2015.
Um ferner einen repra¨sentativen Referenzzustand des natu¨rlichen arktischen Klimas zu
erhalten, wurde jeweils der Mittelwert der Perioden A, B und C bestimmt, der ent-
sprechend als SzenABC bezeichnet wird. Dabei wird angenommen, dass diese drei Peri-
oden na¨herungsweise das mittlere Klima unter nur leicht ansteigenden, fast konstanten
Treibhausgas- und Aerosol-Konzentrationen repra¨sentieren. Die mittleren Temperatur-
unterschiede zwischen diesen drei Perioden sind geringer als die zu den folgenden Pe-
rioden (vergleiche Abbildung 5.7), sodass die Unterschiede vermutlich noch natu¨rliche
Variationen (bzw. die Gro¨ßenordnung dieser) repra¨sentieren.
8.1.1 Temperatura¨nderungen
In Abbildung 8.1(a) ist die mittlere 2m-Temperatur in den Wintern der Szenario-
Perioden A, B und C dargestellt. Die Graustufen wurden zum besseren Vergleich
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(a) Mittelwert SzenABC (b) Standardabweichung SzenABC
(c) Differenz SzenD−SzenABC (d) Differenz SzenE−SzenABC
Abbildung 8.1: Mittlere Temperatur in 2 m Ho¨he (a) und die entsprechenden Standard-
abweichungen (b) der jeweils 6 Winter der Szenario-Perioden A, B und C (SzenABC) sowie
die Differenzen zwischen der Szenario-Periode D (SzenD) und SzenABC (c) und zwischen
der Szenario-Periode E (SzenE) und SzenABC (d). Temperaturangaben bei Mittelwerten
in ◦C, ansonsten in K.
wie in Abbildung 7.3 gewa¨hlt. Natu¨rlich kann nicht erwartet werden, dass die Tem-
peraturen von SzenABC vielleicht die positive oder die negative NAO–Phase der
CTRL–Regionalisierungen repra¨sentieren, da neben der unterschiedlichen Meereis-
Parametrisierung (siehe Abschnitt 3.3.3) schließlich auch verschiedene Modelle mit un-
terschiedlicher Auflo¨sung und unterschiedlichen Randbedingungen den Regionalisierun-
gen zugrunde liegen; dennoch soll auf einige Unterschiede hingewiesen werden. Die mitt-
leren 2m-Temperaturen von SzenABC sind beispielsweise u¨ber dem Nordatlantik ho¨her
als in beiden NAO–Phasen. So zeigen sich positive Temperaturen bis in die Barents- und
Labradorsee. Außerdem treten mittlere 2m-Temperaturen unter −40◦C in der gesam-
ten Arktis nicht auf. Im Gegensatz dazu zeigen sich in SzenABC u¨ber der Baffin-Bay
niedrigere 2m-Temperaturen als in beiden NAO–Phasen.
Abbildung 8.1(b) zeigt die Standardabweichungen der mittleren Temperaturen der 18
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einzelnen Winter in Bezug auf den Mittelwert von SzenABC. Die Standardabweichun-
gen repra¨sentieren hier na¨herungsweise die mittlere natu¨rliche Temperaturvariabilita¨t
der arktischen Winter. Die Abweichungen zum Mittelwert von SzenABC sind gro¨ßten-
teils kleiner als 3 K und u¨ber dem eisfreien Nordatlantik sogar kleiner als 1 K. Nur
in Alaska und an den Eisra¨ndern zeigen sich ho¨here Standardabweichungen, die in der
no¨rdlichen Barentssee 5 K u¨berschreiten. Letztere stehen mit ja¨hrlichen Schwankungen
der Meereisbedeckung in Verbindung, die in diesen Regionen besonders groß sind.
Die mo¨glichen zuku¨nftigen Temperatura¨nderungen in Bezug auf die Referenzperioden
SzenABC sind fu¨r die Periode D (2010–2015) in Abbildung 8.1(c) und fu¨r die Periode
E (2040–2045) in Abbildung 8.1(d) dargestellt. Bereits fu¨r die Winter 2010–2015 zeigt
sich in der gesamten Arktis eine im Mittel ho¨here Temperatur, die insbesondere in der
o¨stlichen Arktis um mehr als 3 K u¨ber dem Referenzwert liegt. In Nordeuropa und dem
no¨rdlichen Teil Nordamerikas betra¨gt die Erwa¨rmung immerhin noch mehr als 1,5 K.
Die sta¨rkste Erwa¨rmungsrate zeigt sich u¨ber der no¨rdlichen Barantssee mit etwa 10 K
und im Bereich der Davisstraße mit etwa 6 K. Diese starke Erwa¨rmung ist an eine
geringere Meereisbedeckung gekoppelt, die, wie oben erwa¨hnt, auch große natu¨rliche
Schwankungen aufweist. Dennoch liegt die Erwa¨rmung u¨ber der no¨rdlichen Barantssee
um etwa 5 K u¨ber den Standardabweichungen der Referenzperioden, was somit deutlich
u¨ber die natu¨rlichen Schwankungen hinausgeht.
Fu¨r die Winter 2040–2045 zeigt sich in den meisten Gebieten der Arktis eine noch
sta¨rkere Erwa¨rmung. Lediglich u¨ber dem Europa¨ischen Nordmeer und der Pazifikku¨ste
Nordamerikas liegt die Temperaturerho¨hung noch unterhalb 1,5 K. Auch hier zeigt sich
das sta¨rkste Temperatursignal wiederum an den Eisra¨ndern (mit bis zu 9 K u¨ber der
Davisstraße), wobei nun aber auch u¨ber der Beringstraße eine deutliche Erwa¨rmung
von knapp 8 K auftritt. Die Erwa¨rmung liegt nun gro¨ßtenteils deutlich oberhalb der
Standardabweichungen der Referenzperioden. Auffa¨llig ist, dass die Erwa¨rmung u¨ber
der no¨rdlichen Barentssee geringer ist als in den Wintern 2010–2015, wobei die Meer-
eisbedeckung wieder die entscheidende Rolle zu spielen scheint. Unabha¨ngig von dem
allgemeinen Trend einer Erwa¨rmung zeigt sich hier ein Gebiet, das vermutlich aufgrund
natu¨rlicher Schwankungen eine Abku¨hlung in Bezug auf die Jahre 2010–2015 aufweist.
8.1.2 Niederschlagsa¨nderungen
Neben der Temperatur ist der Niederschlag der wichtigste Klimaparameter. Analog zur
Temperaturabbildung 8.1 entha¨lt Abbildung 8.2 die entsprechenden Niederschlagssum-
men. Die Graustufen bei den mittleren Niederschlagssummen der SzenABC–Winter in
Abbildung 8.2(a) wurden wiederum zum besseren Vergleich a¨hnlich wie in Abbildung 7.4
gewa¨hlt. Abweichungen in den Skalierungen betreffen nur Niederschlagssummen unter
50 mm. Hierin a¨ußert sich ein allgemein deutlicher Unterschied zwischen den mittleren
Niederschlagssummen der CTRL–Regionalisierungen und der Regionalisierungen des
GSDIO–Szenarios. Letztere zeigen in der inneren Arktis, aber auch u¨ber Landfla¨chen
mit Ausnahme der Ku¨sten, im Mittel immer sehr viel geringere Niederschla¨ge als Ers-
tere, wogegen u¨ber dem eisfreien Ozean ha¨ufig (aber nicht ausschließlich) ho¨here Nie-
derschlagssummen vorkommen. Die Ursache fu¨r diese Differenzen konnte bislang noch
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(a) Mittelwert SzenABC (b) Standardabweichung SzenABC
(c) Differenz SzenD−SzenABC (d) Differenz SzenE−SzenABC
(e) Normierte Differenz SzenD−SzenABC (f) Normierte Differenz SzenE−SzenABC
Abbildung 8.2: Mittlere Niederschlagssummen (a) und die entsprechenden Standardab-
weichungen (b) der jeweils 6 Winter der Szenario-Perioden A, B und C (SzenABC), die
Differenzen zwischen der Szenario-Periode D (SzenD) und SzenABC (c) und zwischen der
Szenario-Periode E (SzenE) und SzenABC (d) sowie die normierte Differenz (siehe Text)
zwischen SzenD und SzenABC (e) und zwischen SzenE und SzenABC (f). Die gestrichel-
ten Linien bei den absoluten Differenzen geben die Nulllinie an. Niederschlagswerte in den
Bildern (a) bis (d) jeweils in mm.
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nicht gekla¨rt werden. Vermutet wird ein Zusammenhang mit dem Wechsel der Meereis-
Parametrisierung. Bei den CTRL–Regionalisierungen wurde ein Eisschema verwendet,
dass den Wa¨rmefluss aus dem Ozean mit einer konstanten Meereisdicke von 2 m be-
rechnet. Fu¨r die Regionalisierungen des GSDIO–Szenarios wurde der Wa¨rmefluss aus
dem Ozean sowohl mit partieller Meereisbedeckung als auch mit variabler Meereisdicke
bestimmt (vergleiche Abschnitt 3.3.3). Der Einfluss der Meereisdicke auf die Simula-
tionsergebnisse des HIRHAM4 wurde von Rinke und Dethloff [2000] untersucht,
mit dem Ergebnis, dass in Abha¨ngigkeit der Meereisdicke und der damit verbundenen
unterschiedlichen Wa¨rmeflu¨sse aus dem Ozean große Temperatur- und Zirkulationsun-
terschiede u¨ber dem Arktischen Ozean auftreten. Demzufolge ko¨nnen bei einer unter-
schiedlichen Parametrisierung von Meereis auch gro¨ßere Niederschlagsunterschiede nicht
ausgeschlossen werden.
Als Anhaltspunkt fu¨r die ja¨hrliche Niederschlagsvariabilita¨t sind in Abbildung 8.2(b)
die Standardabweichungen der 18 einzelnen Wintersummen in Bezug auf den Mittelwert
von SzenABC dargestellt. A¨hnlich wie die mittleren Niederschlagssummen weisen auch
die Standardabweichungen starke ra¨umliche Unterschiede auf, wobei die Regionen mit
niedrigen mittleren Niederschlagssummen auch entsprechend niedrige Standardabwei-
chungen aufweisen und umgekehrt. Die mengenma¨ßig sta¨rksten Niederschlagsschwan-
kungen zeigen sich naturgema¨ß an den niederschlagsreichen, orografisch stark geglieder-
ten Ku¨stenzonen der Arktis, an der Su¨dspitze Gro¨nlands, u¨ber Island, der norwegischen
Ku¨stenregion und vor allem an der Pazifikku¨ste Nordamerikas. Außerdem zeigt sich ein
Gebiet mit starker Niederschlagsvariabilita¨t u¨ber der Barentssee, in welchem auch schon
starke Temperaturschwankungen festgestellt wurden (siehe Abbildung 8.1(b)), die mit
Schwankungen der Meereisbedeckung in Verbindung stehen.
Die mo¨glichen zuku¨nftigen Niederschlagsa¨nderungen in Bezug auf die Referenzperioden
SzenABC sind fu¨r die Periode D (2010–2015) in Abbildung 8.2(c) und fu¨r die Periode
E (2040–2045) in Abbildung 8.2(d) dargestellt. Die Winter 2010–2015 zeigen insgesamt
eine leichte Zunahme der Niederschla¨ge in der Arktis, wobei die Gebiete sta¨rkster Nie-
derschlagsvariabilita¨t auch mengenma¨ßig den ho¨chsten Zuwachs zeigen, der dadurch
allerdings relativiert wird. Gebiete mit einer Abnahme des Niederschlags sind vor al-
lem u¨ber Teilen des Nordatlantiks, an der Nordostku¨ste Gro¨nlands und no¨rdlich von
Skandinavien angesiedelt. Allerdings betra¨gt die Abnahme selten mehr als 30 mm, was
angesichts des meist hohen mittleren Gesamtniederschlags dieser Gebiete nicht sehr viel
ist.
Um die relativen Niederschlagsa¨nderungen deutlicher hervorzuheben wurden die Nie-
derschlagsdifferenzen durch die mittleren Niederschlagssummen der Referenzperioden
(SzenABC) dividiert. Die so normierten Differenzen sind in den Abbildungen 8.2(e)
und 8.2(f) dargestellt. Eine normierte Differenz von eins besagt z.B., dass die Nieder-
schlagsa¨nderung genauso groß ist wie die mittlere Niederschlagssumme der Referenz-
perioden, d.h. die Niederschlagsmenge hat sich verdoppelt. Entsprechend hat sich die
mittlere Niederschlagsmenge halbiert, wenn die normierte Differenz den Wert −0,5 an-
nimmt. Ein Halbierung des Niederschlags tritt allerdings in der gesamten Arktis nicht
auf. Bereits fu¨r die Winter 2010–2015 zeigen sich aber mehrere Regionen, in denen sich
die Niederschlagssummen verdoppelt haben, so z.B. im Bereich der Karasee und Tei-
len Mittelsibiriens und der Baffin-Bay. Diese Gebiete zeigen bekanntlich auch mit die
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ho¨chsten Erwa¨rmungsraten, sodass vermutlich eine gro¨ßere Zyklonenha¨ufigkeit diese ge-
meinsamen Temperatur- und Niederschlagsa¨nderungen hervorruft.
Die Szenario-Periode 2040–2045 zeigt zwar im Verha¨ltnis zu den Referenzperioden u¨ber-
wiegend etwas mehr Niederschlag, doch sind die Unterschiede zur Periode 2010–2015
teilweise geringer als die Unterschiede zwischen dieser und den Referenzperioden. Den-
noch gibt es einige deutliche Unterschiede: So zeigt sich nun eine Niederschlagsabnahme
u¨ber dem Nordwesten des nordamerikanischen Kontinents, der norwegischen Ku¨ste so-
wie fast an der gesamten Ostku¨ste Gro¨nlands und u¨ber der Gro¨nlandsee bis in die Na¨he
des Nordpols. Mengenma¨ßig deutlich mehr Niederschlag fa¨llt u¨ber der Labradorsee und
der Westku¨ste Gro¨nlands sowie u¨ber dem Nordwesten Russlands. Im Verha¨ltnis zur
mittleren Niederschlagssumme zeigt sich aber vor allem u¨ber Sibirien und dem nord-
westlichen Teil Gro¨nlands deutlich mehr Niederschlag, der teilweise dreimal ho¨her ist als
der Referenzwert (normierte Differenz gro¨ßer zwei). Diese Gebiete mit allgemein gerin-
gen Winterniederschla¨gen erfahren somit eine starke Niederschlagszunahme unter den
angenommenen zuku¨nftigen Klimarandbedingungen.
Insbesondere fu¨r den nordwestlichen Teil Gro¨nlands ist dieses Ergebnis von Bedeutung,
wenn man die im vorangegangenen Kapitel erwa¨hnte Mo¨glichkeit der Rekonstruktion
des historischen NAO–Index aus Eisbohrkernen Nordwestgro¨nlands bedenkt. Das Nie-
derschlagssignal durch “Treibhausgase” ist gerade in diesem Gebiet besonders hoch und
vor allem deutlich gro¨ßer als das der NAO (vergleiche Abbildung 7.8), sodass vielleicht
eher die Mo¨glichkeit besteht, aus Eisbohrkernen Nordwestgro¨nlands eine historische
Erwa¨rmung zu rekonstruieren als die NAO. Allerdings soll nicht unerwa¨hnt bleiben,
dass die Winter 2040–2045 im GSDIO–Szenario einen niedrigen NAO–Index aufweisen,
weswegen die extreme Niederschlagszunahme u¨ber Nordwestgro¨nland mo¨glicherweise ein
NAO–Signal darstellt, das vielleicht aufgrund einer positiven Ru¨ckkoppelung zwischen
NAO- und Treibhausgas-Effekt noch versta¨rkt wird.
8.2 Zusammenwirken von Treibhausgasen und NAO
Im vorangegangenen Abschnitt wurde untersucht, inwieweit erho¨hte atmospha¨rische
Treibhausgas- und Aerosolkonzentrationen das arktische Klima beeinflussen. Dabei blieb
die natu¨rliche dekadische Klimavariabilita¨t, die z.B. mit den verschiedenen Phasen der
NAO in Verbindung steht, zuna¨chst unberu¨cksichtigt. In Kapitel 7 wurde der Einfluss
der NAO auf das arktische Klima abgescha¨tzt, mit dem Resultat, dass bestimmte arkti-
sche Regionen stark durch diese natu¨rliche Schwingung beeinflusst werden. Demzufolge
macht es Sinn, die verschiedenen NAO–Phasen auch bei der Untersuchung des Einflus-
ses von Treibhausgasen auf das arktische Winterklima zu beru¨cksichtigen, da sich beide
Einflu¨sse in ihrer Wirkung u¨berlagern ko¨nnen.
Fu¨r die Untersuchung des Einflusses der NAO unter ansteigenden atmospha¨rischen
Treibhausgaskonzentrationen wurden zwei zuku¨nftige 8-ja¨hrige Perioden des GSDIO–
Szenarios ausgewa¨hlt, in denen sowohl die Treibhausgaskonzentrationen als auch der
mittlere NAO–Index deutlich voneinander abweichen (siehe Abschnitt 5.3.3). Die ers-
te Periode ist durch einen hohen NAO–Index gekennzeichnet und umfasst die Winter
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2013–2020, die im Szenario noch verha¨ltnisma¨ßig niedrige Treibhausgaskonzentrationen
aufweisen. Die zweite Periode, demzufolge mit einem niedrigen NAO–Index, umfasst
die Winter 2039–2046, in denen die Treibhausgaskonzentrationen des Szenarios bereits
sehr viel ho¨her sind. Die Untersuchung des Zusammenwirkens von Treibhausgasen und
NAO beschra¨nkt sich also zwangsla¨ufig auf den Vergleich der positiven NAO–Phase mit
(a) 2013–2020 minus SzenABC (b) 2039–2046 minus SzenABC
(c) 2013–2020 minus 2039–2046
Abbildung 8.3: Differenz der mittleren Temperatur in 2 m Ho¨he (K) zwischen (a) den
8 Winter von 2013 bis 2020 und den jeweils 6 Wintern der Szenario-Perioden A, B und C
(SzenABC), (b) den 8 Winter von 2039 bis 2046 und SzenABC und (c) den 8 Winter von
2013 bis 2020 und den 8 Winter von 2039 bis 2046. Die gestrichelten Linien geben jeweils
die 95%–Signifikanzgrenze an.
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geringen Treibhausgaskonzentrationen mit der negativen Phase mit hohen Treibhaus-
gaskonzentrationen. Da sich das reale Klima gegenwa¨rtig in der positiven NAO–Phase
befindet, ist die Kenntnis der Auswirkungen eines Wechsels in die negative Phase unter
weiter zunehmenden Treibhausgasen fu¨r zuku¨nftige Klimaprognosen vermutlich auch
wichtiger.
8.2.1 Temperatura¨nderungen
Abbildung 8.3 zeigt die Differenz der 2m-Temperaturen zwischen den Wintern 2013–
2020 und den Wintern 2039–2046 sowie die jeweiligen Differenzen zu den Referenz-
perioden (SzenABC). Die Winter 2013–2020 zeigen a¨hnlich wie die Winter 2010-2015
(SzenD) im Vergleich zu den Referenzperioden eine starke Erwa¨rmung von mehr als
12 K u¨ber der no¨rdlichen Barentssee. Insgesamt tritt die gro¨ßte Erwa¨rmung in der o¨stli-
chen Arktis auf, wogegen in der westlichen Arktis und im Bereich des Nordatlantiks nur
geringe Unterschiede festzustellen sind. Die Differenzen in der o¨stlichen Arktis und u¨ber
dem Arktischen Ozean sind u¨berwiegend statistisch signifikant auf dem 95%–Niveau.
Die Winter 2039–2046 zeigen die in Verbindung mit Abbildung 8.1(d) erla¨uterten Tem-
peratura¨nderungen, da die hier gezeigte Periode schließlich nur um zwei Jahre gegenu¨ber
der Periode SzenE erweitert wurde. Die Temperatura¨nderungen in Bezug auf die Refe-
renzperioden sind nun in den meisten Gebieten der Arktis statistisch signifikant.
Von besonderem Interesse ist der Unterschied zwischen den Wintern 2013–2020 mit
positivem NAO–Index und den Wintern 2039–2046 mit negativem NAO–Index. Trotz
der allgemein ho¨heren mittleren Temperaturen der Arktis in den Wintern 2039–2046
(vergleiche Abbildung 5.7(e)), die in Zusammenhang mit den zunehmenden Treibhaus-
gaskonzentrationen auftreten, zeigen sich nur in der westlichen Arktis ho¨here Tempera-
turen als in den Wintern 2013–2020. Die gro¨ßten Differenzen von mehr als 6 K treten
in Alaska und im Bereich der Labradorsee und der Baffin-Insel auf. Die erwa¨hnten ho-
hen Temperaturen u¨ber der no¨rdlichen Barentssee in den Wintern 2013–2020 zeigen
sich mit einer statistisch signifikanten Temperaturdifferenz von etwa 5 K auch im Ver-
gleich mit den Wintern 2039–2046. Daneben treten auch von der Norwegischen See bis
nach Mittelsibirien in den Wintern 2013–2020 ho¨here Temperaturen auf als in den Win-
tern 2039–2046, d.h. die gro¨ßte Erwa¨rmung u¨ber dem westlichen Teil des eurasischen
Kontinents zeigt sich bereits mit Einsetzen der positiven NAO–Phase. Trotz weiterhin
zunehmender Treibhausgase dominiert die NAO die Temperaturen dieser Region, sodass
in Verbindung mit der negativen Phase sogar eine leichte Abku¨hlung eintritt.
Die Zweiteilung der Arktis in Bezug auf die Unterschiede der mittleren 2m-Temperatu-
ren in den beiden NAO–Phasen, die in Kapitel 7 festgestellt wurde, zeigt sich selbst unter
den vera¨nderten Klimarandbedingungen. Im Vergleich mit den ausschließlich natu¨rli-
chen Unterschieden (siehe Abbildung 7.3) wird der Effekt der NAO zwar durch die
allgemeine Temperaturzunahme u¨berlagert, wirkt sich aber dennoch entscheidend auf
die Temperaturverteilung in der Arktis aus. Dies ist angesichts der in der O¨ffentlichkeit
oft diskutierten globalen Erwa¨rmung durch zunehmende Treibhausgase ein wichtiges
Ergebnis fu¨r die Interpretation lokaler Temperatura¨nderungen.
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(a) 2013–2020 minus SzenABC (b) 2039–2046 minus SzenABC
(c) 2013–2020 minus 2039–2046
Abbildung 8.4: Differenz der mittleren Niederschlagssummen (mm) zwischen (a) den
8 Winter von 2013 bis 2020 und den jeweils 6 Wintern der Szenario-Perioden A, B und C
(SzenABC), (b) den 8 Winter von 2039 bis 2046 und SzenABC und (c) den 8 Winter von
2013 bis 2020 und den 8 Winter von 2039 bis 2046. Die gestrichelten Linien geben jeweils
die 95%–Signifikanzgrenze an.
8.2.2 Niederschlagsa¨nderungen
Auch fu¨r die Unterschiede in der Niederschlagsverteilung zwischen den beiden NAO–
Phasen zeigten die Ergebnisse von Kapitel 7 eine Zweiteilung der Arktis (siehe Abbil-
dung 7.4). Abbildung 8.4 zeigt die entsprechenden Differenzen der mittleren Nieder-
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schlagssummen zwischen den Wintern 2013–2020 und den Wintern 2039–2046 sowie
die jeweiligen Differenzen zu den Referenzperioden (SzenABC). Im Vergleich zu den
Referenzperioden zeigt sich in der Arktis bei zunehmenden Treibhausgaskonzentratio-
nen mehrheitlich eine Niederschlagszunahme, wobei nur im Bereich des Nordatlantiks,
insbesondere fu¨r die negative Phase der NAO, auch sta¨rke Niederschlagsabnahmen auf-
treten. Insgesamt zeigt sich u¨ber dem o¨stlichen Nordatlantik nach einer Zunahme der
Niederschla¨ge in den Wintern 2013–2020 eine Abnahme der Niederschla¨ge unter den
Referenzwert in den Wintern 2039–2046. Eine allgemeine Niederschlagszunahme u¨ber
dem Nordatlantik bei zunehmenden atmospha¨rischen Treibhausgasen, die durch eine
erho¨hte Verdunstung in tropischen und subtropischen Breiten und einen damit verbun-
denen gro¨ßeren Wasserdampftransport in ho¨here Breiten verursacht wird [z.B. Cubasch
und Kasang, 2000], muss folglich nicht auftreten.
Die im Verha¨ltnis zum Gesamtniederschlag sta¨rksten Niederschlagszunahmen, die zu-
dem auch statistisch signifikant sind, treten in den Wintern 2013–2020 u¨ber der Barents-
und Karasee sowie u¨ber der Taymyr-Halbinsel auf, wogegen vor der Nordku¨ste Norwe-
gens die sta¨rkste relative Niederschlagsabnahme zu erkennen ist. Die Winter 2039–2046
zeigen ebenfalls im Umkreis der Karasee, aber auch u¨ber Teilen Sibiriens und des Ark-
tischen Ozeans sowie u¨ber dem Westteil Gro¨nlands und der Hudson-Bay eine deutliche
relative und teilweise statistisch signifikante Niederschlagszunahme im Vergleich zu den
Referenzperioden. Deutlich weniger Niederschlag tritt gleichzeitig u¨ber Nordwestkana-
da, Ostgro¨nland, Island und der norwegischen Ku¨ste auf. Die Niederschlagsabnahmen
sind gro¨ßtenteils statistisch nicht signifikant, liegen aber in der Gro¨ßenordnung der Stan-
dardabweichungen der Referenzperioden (vergleiche Abbildung 8.2(b)). Demgegenu¨ber
u¨berschreiten die Niederschlagszunahmen ha¨ufig sogar das zweifache der Standardab-
weichungen. Da die Signifikanzabscha¨tzung wegen der geringen Anzahl von Stichproben-
werten (bzw. Freiheitsgraden) einerseits und der fest vorgegebenen Irrtumswahrschein-
lichkeit (von 0,05) andererseits nur relativ grobe Aussagen zula¨sst, ist der Vergleich
mit den Standardabweichungen eine zusa¨tzliche Mo¨glichkeit, um weitere oder genauere
Hinweise auf bestehende “signifikante” Niederschlagsa¨nderungen zu erhalten.
Entsprechend beinhalten auch die Niederschlagsdifferenzen zwischen den Wintern 2013–
2020 und 2039–2046 markante Unterschiede, die zwar keine statistische Signifikanz auf-
weisen, vom Betrag aber deutlich gro¨ßer als die Standardabweichungen sind. Die Winter
2013–2020 zeigen vor allem vom o¨stlichen Nordatlantik bis nach Mittelsibirien zum Teil
sehr viel ho¨here Niederschlagssummen als die Winter 2039–2046; die Differenzbetra¨ge
sind dort aber nur o¨rtlich statistisch signifikant, dennoch u¨berwiegend gro¨ßer als die
Standardabweichungen der Referenzperioden. Demgegenu¨ber fa¨llt in den Wintern 2039–
2046 in Ostsibirien, u¨ber der Su¨dspitze und dem nordwestlichen Teil Gro¨nlands sowie
u¨ber der Labradorsee und der Hudson-Bay deutlich mehr Niederschlag. Auch dort liegen
die Differenzbetra¨ge teilweise deutlich oberhalb der Standardabweichungen. Im Gegen-
satz zu den Temperaturunterschieden sind die Niederschlagsunterschiede allerdings nur
in kleinen, meist nicht zusammenha¨ngenden Gebieten statistisch signifikant.
Entgegen der in Kapitel 7 festgestellten gro¨ßeren Niederschlagssummen in Nordeuropa
in der positiven NAO–Phase, was auch durch Beobachtungen gestu¨tzt wird [Hurrell,
1995; Hurrell und van Loon, 1997], zeigen hier die Winter 2039–2046, die die negati-
ve Phase repra¨sentieren, u¨ber Nordeuropa mehr Niederschlag als die Winter 2013–2020,
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(a) Absolute Differenz (b) Normierte Differenz
Abbildung 8.5: Differenz der mittleren Summen Niederschlag minus Verdunstung (mm)
zwischen den 8 Winter von 2013 bis 2020 und den 8 Winter von 2039 bis 2046 (a) sowie
die mit den Standardabweichungen der Referenzperioden normierte Differenz (b). Die
gestrichelten Linien geben in (a) die 95%–Signifikanzgrenze und in (b) die Nulllinie an.
die die positive Phase repra¨sentieren. Demzufolge sind die Auswirkungen der ho¨heren
Treibhausgaskonzentrationen auf den Niederschlag in dieser Region sta¨rker als die der
NAO. Die oben erwa¨hnte Zweiteilung der Arktis in Bezug auf die Niederschlagsunter-
schiede zwischen beiden NAO–Phasen zeigen sich unter ansteigenden Treibhausgaskon-
zentrationen somit nur in Ansa¨tzen.
Da in den Wintern 2039–2046 in Nordeuropa mehr Niederschlag fa¨llt als in den Win-
tern 2013–2020, die Temperaturen im Mittel aber niedriger sind, ko¨nnten deutlichere
Unterschiede zwischen beiden Perioden bei der Gro¨ße Niederschlag minus Verdunstung
(P−E) vorhanden sein. Zudem haben A¨nderungen von P−E u¨ber dem Nordatlantik
großen Einfluss auf die dortige Tiefenwasserbildung und damit auf die Ozeanzirkulation
(vergleiche Abschnitt 7.3.3). Modellrechnungen von Wood et al. [1999] ergaben z.B.
einen Zusammenbruch der Tiefenkonvektion in der Labradorsee bei zunehmenden atmo-
spha¨rischen Treibhausgasen. Eine deutliche Schwa¨chung der thermohalinen Zirkulation
bei CO2–Verdoppelung haben auch Manabe und Stouffer [1999] gefunden.
Abbildung 8.5 zeigt die P−E–Differenzen zwischen den Wintern 2013–2020 und 2039–
2046 in Absolutwerten und normiert mit den Standardabweichungen der Referenzperi-
oden. Auch bei der Gro¨ße P−E zeigen die Winter 2013–2020 vom o¨stlichen Nordatlantik
u¨ber die Barentssee bis nach Mittelsibirien ho¨here Werte als die Winter 2039–2046, die
wiederum ho¨here Werte u¨ber Ostsibirien, Westgro¨nland, der Labradorsee und Teilen des
kanadischen Archipels aufweisen. Statistisch signifikant sind diese Differenzen wiederum
nur in einzelnen, kleineren Gebieten. Die normierten Differenzen zeigen aber, dass die
Unterschiede lokal weit u¨ber die natu¨rlichen Schwankungen innerhalb der Referenzpe-
rioden hinausgehen.
Die Differenzen von P−E a¨hneln in ihrer Verteilung u¨berwiegend den Niederschlagsdif-
ferenzen (siehe Abbildung 8.4(c)), allerdings gibt es auch einige markante Unterschiede:
No¨rdlich von Norwegen zeigen die Winter 2013–2020 weniger Niederschlag als die Win-
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ter 2039–2046; gleichzeitig ist aber auch die Verdunstung vom Betrag so viel niedriger,
dass die Differenzgro¨ße P−E letztlich gro¨ßer ist als in den Wintern 2039–2046. Diese
niedrigere Verdunstung ist insofern bemerkenswert, da die Winter 2013–2020 in dieser
Region etwas ho¨here 2m-Temperaturen aufweisen (siehe Abbildung 8.3(c)) und das Meer
dort in beiden Perioden eisfrei ist. Allerdings sind die Meeresoberfla¨chentemperaturen
an gleicher Stelle in den Wintern 2013–2020 niedriger als in den Wintern 2039–2046,
was als Erkla¨rung dienen kann. Der gleiche Effekt, nur mit vertauschten Perioden, tritt
u¨ber der Labradorsee su¨dwestlich von Gro¨nland auf. Dort zeigen die Winter 2039–2046
sogar eine statistisch signifikante Zunahme von P−E, was in Zusammenhang mit den
ebenfalls signifikant ho¨heren Temperaturen (siehe Abbildung 8.3) ein deutliches Anzei-
chen fu¨r eine Abschwa¨chung der Konvektion in der Labradorsee ist. Diese unter zuneh-
menden atmospha¨rischen Treibhausgasen eintretende Schwa¨chung der Ozeanzirkulation
durch reduzierte Tiefenwasserbildung in der Labradorsee stimmt mit den Ergebnissen
von Wood et al. [1999] u¨berein.
Der oben vermutete deutlichere Unterschied zwischen den beiden Perioden bei der Gro¨ße
P−E u¨ber Nordeuropa ist nicht zu erkennen. Die Verdunstungsunterschiede sind u¨ber
Nordeuropa vom Betrag jeweils kleiner als 4 mm, was angesichts der Niederschlagsun-
terschiede von etwa 10–60 mm vernachla¨ssigbar ist. Im Nordwesten Russlands, su¨dlich
vom Weißen Meer, sind die Unterschiede zwischen beiden Perioden allerdings gro¨ßer als
die natu¨rlichen Schwankungen innerhalb der Referenzperioden, sodass dort die Wasser-
verfu¨gbarkeit am Erdboden, trotz negativer NAO–Phase, weiterhin deutlich zunimmt.
Zum Abschluss sei noch mal die im vorangegangenen Abschnitt und Kapitel 7 disku-
tierte Abha¨ngigkeit des Niederschlags u¨ber dem Nordwesten Gro¨nlands von der NAO
erwa¨hnt. Die fu¨r die Schneeakkumulation verantwortliche Gro¨ße P−E zeigt im Nordwes-
ten Gro¨nlands zwar einen Unterschied zwischen den Wintern 2013–2020 und 2039–2046
von bis zu 30 mm, was in Bezug auf die dortigen Gesamtniederschla¨ge, die teilweise in
der gleichen Gro¨ßenordnung liegen, ein extrem hoher Wert ist, doch erlaubt der durch-
gefu¨hrte Signifikanztest keine Ru¨ckschlu¨sse auf statistisch signifikante Unterschiede.
Im Vergleich zur natu¨rlichen Variabilita¨t der Referenzperioden sind die Differenzen von
P−E im Nordwesten Gro¨nlands allerdings sehr groß (bis zum dreifachen der Standard-
abweichungen). Die Korrelationskoeffizienten zwischen P−E und dem NAO–Index des
GSDIO–Szenarios liegen im Nordwesten Gro¨nlands ebenfalls zwischen −0,7 und −0,5
und sind zudem statistisch signifikant. Im Vergleich zu den Regionalisierungen des CTRL
ist dieser Zusammenhang zwischen P−E und NAO etwa doppelt so hoch. Ferner zeigt
sich im Nordwesten Gro¨nlands aber auch ein statistisch signifikanter Zusammenhang
zwischen P −E und den mittleren Temperaturen der Nordpolarregion (entsprechend
Abbildung 5.7(e)). Die Korrelationskoeffizienten liegen diesbezu¨glich zwischen 0,4 und
0,5. Wenn man davon ausgeht, dass das GSDIO–Szenario und der CTRL die NAO hin-
reichend realistisch reproduzieren, ko¨nnte eine positive Ru¨ckkoppelung zwischen NAO-




In dieser Arbeit wurden regionale Klimavariationen der Arktis in Zusammenhang mit
natu¨rlichen Zirkulationsa¨nderungen untersucht. Die Kenntnis der Ursachen natu¨rlicher
arktischer Klimaa¨nderungen ist wichtig, da A¨nderungen im arktischen Klimasystem,
z.B. u¨ber die Eis–Albedo–Ru¨ckkoppelung oder die Tiefenwasserbildung im Nordatlantik,
globale Auswirkungen haben ko¨nnen. Zudem wurde sowohl in Beobachtungen als auch in
Szenarienrechnungen globaler Klimamodelle das global sta¨rkste Klimaa¨nderungssignal
in der Arktis festgestellt. Die Arktis spielt demzufolge eine entscheidende Rolle bei der
gegenwa¨rtigen und zuku¨nftigen Klimaentwicklung.
Fu¨r die Untersuchung arktischer Klimavariationen wurde das regionale atmospha¨rische
Klimamodell HIRHAM4 verwendet, das am seitlichen und unteren Rand mit Daten
globaler Klimamodelle angetrieben wurde. Im Verha¨ltnis zu den globalen Modellen
besitzt das regionale Modell eine deutlich ho¨here horizontale Auflo¨sung. Neben einer
realita¨tsna¨heren Darstellung regionaler Muster der Temperatur oder des Niederschlags
werden in einem hochauflo¨senden regionalen Modell auch orografische Effekte, hydro-
dynamische Instabilita¨ten und Energietransfers zwischen großen und kleinen Skalen
realistischer simuliert. Es konnte gezeigt werden, dass teilweise deutliche Unterschie-
de zwischen dem regionalen und dem antreibenden globalen Modell bei der Simulation
des Niederschlags und der synoptisch-skaligen Variabilita¨t bestehen, wobei das regionale
Modell na¨her an den Beobachtungen liegt. Hierin zeigte sich ein wesentlicher Vorteil des
angewandten Konzepts der regionalen Klimamodellierung.
Um die internen Fluktuation des arktischen Klimas zu quantifizieren, wurde das
HIRHAM4 am Rand mit Daten aus einem Kontrolllauf des globalen gekoppelten all-
gemeinen Zirkulationsmodells ECHO–G angetrieben. Simulationen wurden fu¨r warme
und kalte Winter (Januar) und Sommer (Juli) sowie fu¨r positive und negative Phasen
der Nordatlantischen Oszillation (NAO) bzw. Arktischen Oszillation (AO) durchgefu¨hrt.
Die interne Klimavariabilita¨t im Kontrolllauf erzeugt realistische Variationen der mitt-
leren 2m-Temperatur der Nordpolarregion von bis zu 8 K im Januar und 2 K im Juli.
Ferner zeigt der Kontrolllauf eine gute U¨bereinstimmung mit Beobachtungen in Bezug
auf die Muster und die Variabilita¨t der NAO und AO. Fu¨r die Regionalisierung des ark-
tischen Klimas wurden jeweils zweimal zwei 6-Jahres-Perioden ausgewa¨hlt, die entweder
12 warme und 12 kalte Januar- bzw. Juli-Monate oder 12 Winter der positiven und 12
Winter der negativen Phase der NAO/AO repra¨sentieren.
In Verbindung mit warmen oder kalten arktischen Klimabedingungen zeigten sich im
Januar zwei verschiedene Zirkulationszusta¨nde, die sich durch die Lage und Ausdeh-
nung des tropospha¨rischen Wirbels unterscheiden. Warme Januare sind durch einen
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tropospha¨rischen Wirbel u¨ber der westlichen Arktis charakterisiert, wogegen kalte Ja-
nuare einen ausgedehnteren Wirbel mit Zentrum u¨ber der o¨stlichen Arktis aufweisen.
Es wird angenommen, dass die interannuelle Variabilita¨t der Zonalstro¨mung in Zusam-
menhang mit der Orografie der no¨rdlichen Rocky Mountains ein mo¨glicher Grund fu¨r
die unterschiedliche Sta¨rke des Troges u¨ber dem kanadischen Archipel ist. Die Sta¨rke
des Troges beeinflusst die Entstehung und Steuerung atlantischer Zyklonen durch die
Stro¨mung in den oberen Schichten der Tropospha¨re. Durch den Einfluss eines starken
Wirbels u¨ber dem kanadischen Archipel (warme Januare) ziehen atlantische Zyklonen
ha¨ufiger u¨ber die Gro¨nland- und Barentssee in die innere Arktis. In Verbindung damit
erho¨ht sich der meridionale Wa¨rme- und Feuchtetransport in diese Region, sodass die
extrem kalte und trockene arktische Luft durch milde maritime Luftmassen aus mittle-
ren Breiten ersetzt wird. Demzufolge zeigen sich in warmen Januaren vor allem in der
zentralen und o¨stlichen Arktis deutlich ho¨here Temperaturen und Niederschla¨ge als in
kalten Januaren. Der Temperaturunterschied betra¨gt z.B. u¨ber der Barentssee mehr als
8 K. Ho¨here Temperaturen in diesen Regionen verhindern gleichzeitig die Bildung eines
ausgedehnten kalten Wirbels, der den Zyklonenzug in die zentrale o¨stliche Arktis blo-
ckiert und die Zonalstro¨mung u¨ber dem eurasischen Kontinent versta¨rkt. Hierin zeigt
sich ein komplexer Ru¨ckkoppelungsmechanismus zwischen der arktischen Temperatur-
verteilung und der großra¨umigen Zirkulation, der offensichtlich nicht mit den bekannten
nordhemispha¨rischen Schwingungspha¨nomenen NAO und AO in Verbindung steht.
Im Gegensatz zum Januar zeigten sich in warmen und kalten Juli-Monaten lediglich
Unterschiede in der Sta¨rke des tropospha¨rischen Wirbels, jedoch nicht in dessen Lage.
Im Juli treten die gro¨ßten Differenzen u¨ber Gro¨nland und dem kanadischen Archipel auf,
zeigen aber wiederum einen Zusammenhang mit der Sta¨rke des Ho¨hentroges in dieser
Region, der im Juli jedoch in direktem Zusammenhang mit den kalten Temperaturen
im Inneren des Wirbels steht. Die unterschiedliche Sta¨rke des Wirbels im Juli ko¨nnte
ein Ausdruck der AO sein, aufgrund der Temperaturkorrelation zwischen Januar- und
Juli-Monaten ist ein Zusammenhang mit den beiden Zirkulationszusta¨nden im Januar
jedoch wahrscheinlicher.
Der Schwerpunkt bei der Untersuchung des Einflusses der NAO auf das arktische Win-
terklima lag auf den regionalen Unterschieden in der Temperatur- und Niederschlags-
verteilung, die mit den verschiedenen Phasen der NAO verbunden sind. U¨ber dem Nord-
westen des eurasischen Kontinents treten in Wintern der positiven NAO–Phase um etwa
3–6 K ho¨here Temperaturen sowie ho¨here Niederschla¨ge als in der negativen Phase auf.
Der Temperatureinfluss der NAO ist damit deutlich gro¨ßer als die in den letzten beiden
Jahrzehnten an gleicher Stelle beobachtete Erwa¨rmung von etwa 1–2 K, obwohl die letz-
ten 20 Jahren u¨berwiegend einen hohen NAO–Index aufwiesen und durch zunehmende
Treibhausgase gekennzeichnet sind. Es ist deshalb anzunehmen, dass der Einfluss der
NAO auf das Klima Nordeuropas unterscha¨tzt wird. Fu¨r historische Zeiten rekonstruier-
te Temperatura¨nderungen im nordeuropa¨ischen Winter von bis zu 6 K ko¨nnen durchaus
die NAO, d.h. eine interne Schwingung der Atmospha¨re, repra¨sentieren.
Als Ursache fu¨r die großen Temperatur- und Niederschlagsdifferenzen im Nordwesten des
eurasischen Kontinents konnte eine gro¨ßere Ha¨ufigkeit persistenter, die Zonalstro¨mung
blockierender Druckgebilde in der negativen Phase ausgemacht werden. Da solche Druck-
gebilde im Winter ha¨ufig thermisch bedingt sind, zeigt sich eine wichtige regionale Ru¨ck-
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koppelung zwischen der Temperatur und der Zirkulation.
Die NAO hat ebenfalls großen Einfluss auf die Temperatur- und Niederschlagsvertei-
lung im Bereich Gro¨nlands. In Bezug auf den Niederschlag ist dieser Einfluss in Ost-
und Westgro¨nland unterschiedlich. Im Nordosten Gro¨nlands fa¨llt in der positiven NAO–
Phase mehr Niederschlag, wogegen West- und Su¨dgro¨nland in der negativen Phase ho¨he-
re Niederschla¨ge aufweisen. Allerdings ist die ja¨hrliche Niederschlagsvariabilita¨t so groß,
dass die Korrelation zwischen dem NAO–Index und dem Niederschlag in ganz Gro¨nland
nicht signifikant ist. Die von Appenzeller et al. [1998] vorgeschlagene Rekonstruktion
des historischen NAO–Index aus den aus Eisbohrkernen Nordwestgro¨nlands abgeleite-
ten Niederschlagsmengen muss aufgrund der Simulationsergebnisse als nicht realisierbar
angesehen werden.
Neben natu¨rlicher interner Klimavariabilita¨t wurde auch ein zusa¨tzlicher anthropogener
Einfluss auf das arktische Klima untersucht. Dazu wurde das HIRHAM4 am Rand mit
Daten aus einem Szenario fu¨r die beobachtete historische und fu¨r die Zukunft erwar-
tete A¨nderung von Treibhausgasen und Aerosolen angetrieben. Insgesamt zeigt sich in
der Nordpolarregion bis zum Jahr 2050 eine mittlere Erwa¨rmung im Winter von etwa
4,5 K. Die sta¨rkste Erwa¨rmung tritt dabei in den Regionen auf, die eine starke Abnahme
von Meereis aufweisen. In Verbindung damit fa¨llt in diesen Gebieten auch mehr Nieder-
schlag. Die sta¨rkste relative Niederschlagsa¨nderung zeigt sich aber u¨ber dem Nordwesten
Gro¨nlands, wo fu¨r die Jahre 2040–2045 eine Verdreifachung des Niederschlags simuliert
wurde. Allerdings sind diese Jahre im Szenario durch niedrige Werte des NAO–Index
gekennzeichnet, sodass eine positive Ru¨ckkoppelung zwischen Treibhausgasen und NAO
dieses starke Signal verursachen ko¨nnte.
Im Szenario folgt auf einen Anstieg des NAO–Index bis etwa zum Jahr 2020 wieder eine
Abnahme mit extrem niedrigen Werten in den 2040er Jahren. Diese dekadische Varia-
bilita¨t der NAO hat einen starken Einfluss auf die Temperaturentwicklung der Arktis.
Einem deutlichen Temperaturanstieg im Norden des eurasischen Kontinents und u¨ber
dem o¨stlichen Arktischen Ozean bis zu den Jahren 2013–2020 folgt in diesen Regio-
nen, trotz weiter ansteigender Treibhausgase, wieder eine Temperaturabnahme bis zu
den Jahren 2039–2046. Das Temperatursignal der NAO ist somit sta¨rker als eine durch
Treibhausgase induzierte Erwa¨rmung. Demzufolge ist die Kenntnis der Ursachen natu¨rli-
cher dekadischer Klimaschwankungen fu¨r die Abscha¨tzung der zuku¨nftigen arktischen
Klimaentwicklung eine wichtige Voraussetzung und hat insbesondere fu¨r regionale Pro-
gnosen eine große Bedeutung.
Zudem konnte gezeigt werden, dass regionale Ru¨ckkoppelungen eine wichtige Rolle bei
arktischen Klimaschwankungen spielen. Fu¨r die Untersuchung der zugrunde liegenden
Mechanismen ist ein regionales Atmospha¨renmodell aber nicht ausreichend, da es nur ei-
ne einseitige Verbindung mit dem Ozean, demMeereis und der globalen atmospha¨rischen
Zirkulation beinhaltet. Um regionale Ru¨ckkoppelungen im arktischen Klimasystem de-
tailiert zu untersuchen, mu¨ssten zuku¨nftig Simulationen mit einem hochauflo¨senden
gekoppelten Atmospha¨ren–Ozean–Eis–Modell durchgefu¨hrt werden.
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