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Abstract
Starting from an abelian rigid braided monoidal category C we define an abelian
rigid monoidal category CF which captures some aspects of perturbed conformal defects
in two-dimensional conformal field theory. Namely, for V a rational vertex operator
algebra we consider the charge-conjugation CFT constructed from V (the Cardy case).
Then C = Rep(V ) and an object in CF corresponds to a conformal defect condition
together with a direction of perturbation. We assign to each object in CF an operator
on the space of states of the CFT, the perturbed defect operator, and show that
the assignment factors through the Grothendieck ring of CF . This allows one to find
functional relations between perturbed defect operators. Such relations are interesting
because they contain information about the integrable structure of the CFT.
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1 Introduction
Conformal symmetry is a potent tool in the construction of two-dimensional conformal quan-
tum field theories [BPZ]. Their infinite-dimensional symmetry algebra, the Virasoro algebra,
is generated by the modes of two conserved currents: the holomorphic and anti-holomorphic
part of the stress tensor. Besides such ‘chiral symmetries’ obtained from conserved currents,
in many examples the CFT also has an integrable symmetry, that is, infinite families of
commuting conserved charges [BLZ1]. Present approaches to CFT tend to favour either the
conformal or the integrable symmetry, and it seems worthwhile to eventually combine these
two symmetries into a single formalism.
In this paper we hope to take a step in this direction by continuing to develop the
approach of [Ru] which allows one to identify integrable structures of a CFT by studying
the representation category of the chiral algebra. It is worth remarking that the idea to find
questions about CFT that can be formulated on a purely categorical level, and that can then
be investigated independent of whether there is an underlying CFT or not, has proved useful
already in [FuS, FRS1] (the interested reader could consult [KR] for a brief overview).
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In [Ru] families of conserved charges are constructed as perturbations of certain conformal
defects. A conformal defect is a line of inhomogeneity on the world sheet of the CFT, that is,
a line where the fields can have discontinuities or singularities. By putting a circular defect
line on a cylinder we obtain the defect operator, a linear operator on the space of states. If one
considers a particular class of conformal defects (so-called topological defects) and perturbs
such a defect by a particular type of relevant defect field, one obtains a family of defect
operators which still commute with L0 + L0, the sum of the zero modes of the holomorphic
and anti-holomorphic component of the stress tensor. Sometimes these perturbed defect
operators obey functional relations. An example is provided by the non-unitary Lee-Yang
CFT, the Virasoro minimal model of central charge c = −22/5. There, one obtains a family
of operators D(λ), λ ∈ C, on the space of states of the model, which obey, for all λ, µ ∈ C,
[L0 + L0, D(λ)] = 0 , [D(λ), D(µ)] = 0 , D(e
2pii/5λ)D(e−2pii/5λ) = id+D(λ) . (1.1)
The last relation above is closely linked to the description of the Lee-Yang model via the
massless limit of factorising scattering and the thermodynamic Bethe Ansatz, see e.g. the
review [DDT]. This example illustrates that the functional relations obeyed by perturbed
defect operators encode at least part of the integrable structure of the model. In fact, the
defect operator in (1.1) (and more generally those for the M2,2m+1 minimal models) can be
understood as certain linear combinations of the chiral operators which were constructed in
[BLZ1] to capture the integrable structure of these models.
In this paper we present a categorical structure that captures some aspects of perturbed
defect operators, and in particular allows one to find functional relations such as the one in
(1.1). We work in rational conformal field theory, so that the holomorphic fields of the model
form a rational1 vertex operator algebra V . We consider the ‘Cardy case’ CFT constructed
from V , namely the CFT with charge-conjugation modular invariant – the conclusions in
Section 5 contain a brief comment on how to extend the formalism to general rational CFTs.
In the Cardy case the defects are labelled by representations of V . Denote C = Rep(V ). The
category describing the properties of perturbed defects is called CF . It is an enlargement of C
which depends on a choice of object F ∈ C. Roughly speaking, F is the representation of V
from which the perturbing field is taken, and the objects of CF are pairs of an unperturbed
defect together with a direction of perturbation.
Concretely, the objects in CF are pairs (R, f) where R ∈ C and f : F ⊗ R → R is a
morphism in C. The morphisms in CF are those morphisms in C which make the obvious
diagram commute (see Definition 2.1 below). If in addition to being monoidal, the category
C is also abelian rigid and braided (as it would be for C = Rep(V ) with V a rational
vertex operator algebra), then CF is an abelian rigid monoidal category (Theorem 2.11).
In particular, the Grothendieck ring K0(CF ) is well-defined. However, CF is typically not
braided. We will see in the example of the Lee-Yang model that there can be simple objects
(U, f) and (V, g) in CF such that (U, f) ⊗ˆ(V, g) ≇ (V, g) ⊗ˆ(U, f), where ⊗ˆ denotes the tensor
product in CF .
If C = Rep(V ), we can assign a perturbed defect operator D[(R, f)] to an object
(R, f) ∈ CF , provided certain integrals and sums converge (see Section 3.3 below). Sup-
1 By ‘rational’ we mean that the vertex operator algebra satisfies the conditions in [Hu2, Sect. 1].
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pose that for two objects (R, f), (S, g) ∈ CF the perturbed defect operators exist. Then the
tensor product in CF is compatible with composition of defect operators, D[(R, f) ⊗ˆ(S, g)] =
D[(R, f)]D[(S, g)] (Theorem 3.2), and D[(R, f)] = D[(S, g)] if (R, f) and (S, g) represent
the same class in the Grothendieck ring K0(CF ) (Corollary 3.3). Thus, identities of the form
[(A, a)] · [(B, b)] = [(C1, c1)] + · · ·+ [(Cn, cn)] in K0(CF ) will give rise to functional relations
among the defect operators, such as the one quoted in (1.1) (see Section 4 for the Lee-Yang
example).
The category CF has similarities to categorical structures that appear in the treatment
of defects in other contexts.
In B-twisted N = 2 supersymmetric Landau-Ginzburg models, boundary conditions [KL,
BHLS, La] and defects [BRo] can be described by so-called matrix factorisations. There, one
considers a category whose objects are pairs: a Z2-graded free module M over a polynomial
ring and an odd morphism f : M → M , so that f ◦ f takes a prescribed value. The
morphisms of this category have to make the same diagram commute as those of CF . And
as in CF , the module M can be interpreted as a defect in an unperturbed theory, and f as
a perturbation. However, in the context of matrix factorisations one passes to a homotopy
category, which is something we do not do for CF .
A more direct link comes from integrable lattice models. In one approach to these
models, one uses the representation theory of a quantum affine algebra to construct families
of commuting transfer matrices. The decomposition of tensor products of representations
of the quantum affine algebra gives rise to functional relations among the transfer matrices
[KNS, RW, Ko]. The category of finite-dimensional representations of a quantum affine
algebra [CP] shares a number of features with the category CF . For example, the tensor
product of simple objects tends to be simple itself, except at specific points in the parameter
space, where the tensor product is the middle term in a non-split exact sequence. To make
the similarity a little more concrete, in Appendix A.1 we point out that the evaluation
representations of Uq(ŝl(2)) can be thought of as a full subcategory of CF for appropriate C
and F .
This paper is organised as follows. In Section 2 we introduce the category CF and study its
properties. In this section we make no reference to conformal field theory or vertex operator
algebras. The relation of CF to defect operators in conformal field theory is described in
Section 3. There, we also show that the assignment of defect operators to objects in CF
factors through the Grothendieck ring of CF . In Section 4 we study the Lee-Yang Virasoro
minimal model conformal field theory in some detail. Section 5 contains our conclusions.
Acknowledgements: We would like to thank Nils Carqueville, Ju¨rgen Fuchs, Andrew
Pressley, Christoph Schweigert, Carl Stigner, Ge´rard Watts, and Robert Weston for helpful
discussions and useful comments on a draft of this paper. DM is supported by the STFC
Studentship PPA/S/S/2007/04644 and IR is partially supported by the EPSRC First Grant
EP/E005047/1 and the STFC Rolling Grant ST/G000395/1.
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2 Category theory for perturbed defects
In this section we start from a monoidal category C and enlarge it to a new category CF ,
depending on an object F ∈ C. We then investigate how properties of C carry over to CF .
In particular we will see that if C is braided and additive then we can define a monoidal
structure on CF . The relation to perturbed defects is discussed in more detail in Section 3.
The basic idea is that an object in CF gives an unperturbed defect together with a direction
for the perturbation by a defect field in the representation F .
2.1 The category CF
Definition 2.1. Let C be a monoidal category and let F ∈ C. The category CF has as
objects pairs Uf ≡ (U, f), where U ∈ C and f : F ⊗ U → U . The morphisms a : Uf → Vg
are all morphisms a : U → V in C such that the following diagram commutes:
F ⊗ U F ⊗ V
U V//
a
//idF ⊗a

f

g
The identity morphism idUf is idU in C, and the composition of morphisms is that of C.
Remark 2.2. (i) The condition which singles out the subset of morphisms in C that belong
to CF is linear. Therefore, if C is an Ab-category (i.e. each Hom-set is an additive abelian
group and composition is bilinear), then so is CF . Similarly, if C is k-linear for some field k,
then so is CF .
(ii) There is an action of the monoid End(F )op on CF . Namely, for each ϕ ∈ End(F ) we
define the endofunctor Rϕ of CF on objects as Rϕ(Uf ) = (U, f ◦(ϕ⊗ idU)) and on morphisms
Uf
a→ Vg asRϕ(a) = a. We haveRϕ◦Rψ = Rψ◦ϕ without the need for natural isomorphisms.
This also shows that we have an action of End(F )op instead of End(F ). If C is k-linear, in
this way we in particular obtain an action of k via λ 7→ Rλ idF .
(iii) If C is an Ab-category, we obtain an embedding I of C into CF . The functor I : C → CF is
defined via I(U) = (U, 0) and I(f) = f ; it is full and faithful. The forgetful functor CF → C
is a left inverse for I.
(iv) One way to think of CF is as a category of ‘F -modules in C’, where the morphism
f : F ⊗U → U in Uf is the ‘action’, and the morphisms of CF intertwine this action. But F
is not required to carry any additional structure, and so there is no restriction on the ‘action’
morphisms f .
(v) The category CF can also be obtained as a (non-full) subcategory of the comma category
(F ⊗ (−) ↓ Id) (see [McL, Sect. II.6] for more on comma categories). The objects of (F ⊗
(−) ↓ Id) are triples (U, V, f) where U, V ∈ C and f : F ⊗ U → V . The morphisms
(U, V, f)→ (U ′, V ′, f ′) are pairs (x : U → U ′, y : V → V ′) so that y ◦ f = f ′ ◦ (idF ⊗x). The
subcategory in question consists of all objects of the form (U, U, f) and all morphisms of the
form (x, x).
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(vi) The category of evaluation representations of the quantum affine algebra Uq(ŝl(2)) is a
full subcategory of Rep(Uq(sl(2)))F , where F is Uq(ŝl(2)) understood as a Uq(sl(2))-module.
The details can be found in Appendix A.1. As briefly mentioned in the introduction, short
exact sequences of representations of Uq(ŝl(2)) provide identities between transfer matrices
for certain integrable lattice models. On the other hand, in Section 3 below we will see that
short exact sequences in CF give identities between certain defect operators in CFT. We hope
that this similarity can be made more concrete in the future.
Recall that the Grothendieck group K0(C) of an abelian category C is the free abelian
group generated by isomorphism classes (U) of objects U in C, quotiented by the subgroup
generated by the relations (U) = (K) + (C) for all short exact sequences 0 → K → U →
C → 0. We denote the equivalence class of (U) in K0(C) by [U ]. The following theorem
provides a sufficient condition for CF to be abelian, so that it makes sense to talk about the
Grothendieck group of CF . The proof is given in Appendix A.2.
Theorem 2.3. If C is an abelian monoidal category with right-exact tensor product, then CF
is abelian.
Recall that a functor G : C → D is said to be right-exact if for U, V,W ∈ C, exactness
of U → V → W → 0 implies exactness of G(U) → G(V ) → G(W ) → 0. A tensor product
bifunctor is called right-exact if X⊗ (−) and (−)⊗X are right-exact functors for all X ∈ C.
The following lemma will be useful; it is also proved in Appendix A.2.
Lemma 2.4. Let C be as in Theorem 2.3 and Uf a−→ Vg b−→ Wh be a complex in CF . Then
Uf
a−→ Vg b−→ Wh is exact at Vg in CF iff U a−→ V b−→ W is exact at V in C.
2.2 Monoidal structure on CF
Let C be a braided monoidal Ab-category. Following the conventions of [McL, Sect.VII.1] we
denote the associator by αU,V,W : U⊗(V ⊗W ) ∼→ (U⊗V )⊗W and the unit isomorphisms by
λU : 1⊗U ∼→ U and ρU : U ⊗1 ∼→ U . The braiding isomorphisms are cU,V : U ⊗V ∼→ V ⊗U .
The braiding and the abelian group structure on Hom-spaces allows us to define a tensor
product ⊗ˆ on CF as follows. On objects Uf , Vg ∈ CF we set
Uf ⊗ˆVg = (U ⊗ V, T (f, g)) , (2.1)
where T (f, g) : F ⊗ (U ⊗ V )→ U ⊗ V is defined as
T (f, g) = (f ⊗ idV ) ◦ αF,U,V + (idU ⊗g) ◦ α−1U,F,V ◦ (cF,U ⊗ idV ) ◦ αF,U,V . (2.2)
This definition, and some of the definitions and arguments below, are easier to understand
upon replacing C by an equivalent strict category (which has trivial associators and unit
isomorphisms) and using the graphical representation of morphisms in braided monoidal
categories, cf. [BK, Sect. 2.3]. We use the conventions in [FRS1, Sect. 2]. For example, the
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graphical representation of (2.2) is
T (f, g) =
F
f
U V
U V
+
F
g
U V
U V
. (2.3)
We will write 1 for the object 10 ≡ (1, 0) in CF . This will be the tensor unit for ⊗ˆ.
Lemma 2.5. The associator and unit isomorphisms of C are isomorphisms in CF as follows:
αU,V,W : Uf ⊗ˆ(Vg ⊗ˆWh)→ (Uf ⊗ˆVg) ⊗ˆWh, λUf : 1 ⊗ˆUf → Uf and ρUf : Uf ⊗ˆ1→ Uf .
Proof. We have to show that
αU,V,W :
(
U ⊗ (V ⊗W ), T (f, T (g, h)))→ ((U ⊗ V )⊗W,T (T (f, g), h)) ,
λU :
(
1⊗ U, T (0, f))→ (U, f) , ρU : (U ⊗ 1, T (f, 0))→ (U, f) (2.4)
make the diagram in Definition 2.1 commute. These are all straightforward calculations. For
example, ρU ◦ T (f, 0) = ρU ◦ (f ⊗ id1) ◦ αF,U,1 = f ◦ ρF⊗U ◦ αF,U,1 = f ◦ (idF ⊗ρU).
Lemma 2.6. Let a : Uf → U ′f ′ and b : Vg → V ′g′ be morphisms in CF . Then a⊗ b : U ⊗V →
U ′ ⊗ V ′ is also a morphism Uf ⊗ˆVg → U ′f ′ ⊗ˆV ′g′ in CF .
Proof. We have to show that (a⊗ b) ◦ T (f, g) = T (f ′, g′) ◦ (idF ⊗(a⊗ b)). By (2.2), T (f, g)
splits into two summands as T (f, g) = T (f, 0) + T (0, g) (same also holds for T (f ′, g′)). We
start by showing that (a⊗ b) ◦ T (f, 0) = T (f ′, 0) ◦ (idF ⊗(a⊗ b)):
(a⊗ b) ◦ T (f, 0) = ((a ◦ f)⊗ b) ◦ αF,U,V (1)= (f ′ ⊗ idV ′) ◦ ((idF ⊗a)⊗ b) ◦ αF,U,V
(2)
= (f ′ ⊗ idV ′) ◦ αF,U ′,V ′ ◦ (idF ⊗(a⊗ b)) = T (f ′, 0) ◦ (idF ⊗(a⊗ b)) .
(2.5)
In step (1) we used the fact that a ◦ f = f ′ ◦ (idF ⊗a), since a is a morphism in CF , and
step (2) amounts to naturality of αF,U,V in U and V . The proof of (a ⊗ b) ◦ T (0, g) =
T (0, g′) ◦ (idF ⊗(a⊗ b)) goes along the same lines, using also that cF,U is natural in U .
According to the previous lemma, on morphisms a, b we can define the tensor product to
be the same as in C,
a ⊗ˆ b = a⊗ b . (2.6)
One checks that ⊗ˆ is a bifunctor. Together with Lemma 2.5 this shows that CF is a monoidal
category.
Remark 2.7. (i) Even though C is braided, CF is in general not. The reason is that cU,V
is typically not a morphism in CF . Also, we actually demand too much when we require C
to be braided, since all we use are the braiding isomorphisms where one of the arguments is
given by F .
(ii) The functorsRϕ defined in Remark 2.2 are strict monoidal functors. That is,Rϕ(Uf ⊗ˆVg)
= Rϕ(Uf ) ⊗ˆRϕ(Vg) for objects and Rϕ(a ⊗ˆ b) = Rϕ(a) ⊗ˆRϕ(b) for morphisms. This follows
from T (f ◦ (ϕ⊗ idU), g ◦ (ϕ⊗ idV )) = T (f, g) ◦ (ϕ⊗ idU⊗V ).
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Theorem 2.8. If C is an abelian braided monoidal category with right-exact tensor product,
then CF is an abelian monoidal category with right-exact tensor product. If the tensor product
of C is exact, then so is that of CF .
Proof. We have seen above that CF is monoidal and in Theorem 2.3 that CF is abelian. We
will show that if ⊗ is right-exact, then the functor Xx ⊗ˆ(−) is right-exact. The arguments
for (−) ⊗ˆXx and for ‘exact’ in place of ‘right-exact’ are analogous. Let Uf a−→ Vg b−→Wh → 0
be exact. Then X ⊗ U idX ⊗a−−−−→ X ⊗ V idX ⊗b−−−−→ X ⊗W → 0 is exact in C. By Lemma 2.4,
Xx ⊗ˆUf idX ⊗a−−−−→ Xx ⊗ˆVg idX ⊗b−−−−→ Xx ⊗ˆWh → 0 is exact in CF .
If C is monoidal with exact tensor product, then the Grothendieck group K0(C) carries a
ring structure defined via [U ] · [V ] = [U ⊗ V ]. In this case, K0(C) is called the Grothendieck
ring.
Corollary 2.9. If C is an abelian braided monoidal category with exact tensor product, then
CF has a well-defined Grothendieck ring K0(CF ).
2.3 Duality on CF
Let C be a monoidal category. We say that C has right-duals if for each object U there is an
object U∨ together with morphisms bU : 1→ U ⊗ U∨, dU : U∨ ⊗ U → 1 such that
ρU ◦ (idU ⊗dU) ◦ α−1U,U∨,U ◦ (bU ⊗ idU) ◦ λ−1U = idU ,
λU∨ ◦ (dU ⊗ idU∨) ◦ αU∨,U,U∨ ◦ (idU∨ ⊗bU ) ◦ ρ−1U∨ = idU∨ ,
(2.7)
see e.g. [BK, Sect. 2.1]. A graphical representation of these identities can be found in [BK,
Sect. 2.3] or [FRS1, Eqn. (2.10)]. We say that C has left duals if for each object U there is
an object ∨U together with morphisms b˜U : 1→ ∨U ⊗ U , d˜U : U ⊗ ∨U → 1 such that
λU ◦ (d˜U ⊗ idU) ◦ αU,∨U,U ◦ (idU ⊗b˜U ) ◦ ρ−1U = idU ,
ρ∨U ◦ (id∨U ⊗d˜U) ◦ α−1∨U,U,∨U ◦ (b˜U ⊗ id∨U) ◦ λ−1∨U = id∨U .
(2.8)
Suppose now that C is a braided monoidal Ab-category which has right duals. To a given
object Uf ∈ CF we assign the object
(Uf)
∨ = (U∨, c(f)) ; c(f) = −λU∨ ◦ (dU ⊗ idU∨) ◦ ((idU∨ ⊗f)⊗ idU∨) ◦ (α−1U∨,F,U ⊗ idU∨)
◦αU∨⊗F,U,U∨ ◦ (cF,U∨ ⊗ bU) ◦ (ρF⊗U∨)−1 .
(2.9)
If C has left duals, we define analogously
∨(Uf ) = (
∨U, c˜(f)) ; c˜(f) = −ρ∨U ◦ (id∨U ⊗d˜U) ◦ α−1∨U,U,∨U ◦ ((id∨U ⊗(f ◦ c−1F,U))⊗ id∨U)
◦(α−1∨U,U,F ⊗ id∨U) ◦ ((b˜U ⊗ idF )⊗ id∨U) ◦ (λ−1F ⊗ id∨U) .
(2.10)
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As for (2.2) it is helpful to pass to a strict category and write out the graphical representation
of (2.9) and (2.10). This leads to the simple expressions
c(f) = −
F
f
U∨
U∨
, c˜(f) = −
F
f
∨U
∨U
. (2.11)
Lemma 2.10. (i) If C has right duals, then bU : 1→ Uf ⊗ˆ(Uf )∨ and dU : (Uf )∨ ⊗ˆUf → 1 are
morphisms in CF . (ii) If C has left duals, then b˜U : 1→ ∨(Uf) ⊗ˆUf and d˜U : Uf ⊗ˆ ∨(Uf )→ 1
are morphisms in CF .
Proof. The proof works similar in all four cases. Consider bU as an example. The commut-
ing diagram in Definition 2.1 boils down to the condition that the morphism T (f, c(f)) ◦
(idF ⊗bU ) : F ⊗ 1→ U ⊗ U∨ has to be zero, i.e. that
T (f, 0) ◦ (idF ⊗bU ) = −T (0, c(f)) ◦ (idF ⊗bU ) . (2.12)
Let us suppose that C is strict. The non-strict case then follows by invoking coherence and
verifying that the α, ρ and λ sit in the required places. The calculation is really best done
using the graphical notation, but let us write out the individual steps in equations. The
right hand side of the above equation then reads
−T (0, c(f)) ◦ (idF ⊗bU )
= (idU ⊗dU ⊗ idU∨) ◦ (idU⊗U∨ ⊗f ⊗ idU∨) ◦ (idU ⊗cF,U∨ ⊗ bU ) ◦ (cF,U ⊗ idU∨) ◦ (idF ⊗bU )
(1)
= (idU ⊗dU ⊗ idU∨) ◦ (idU⊗U∨ ⊗f ⊗ idU∨) ◦ (cF,U⊗U∨ ⊗ bU) ◦ (idF ⊗bU )
(2)
= (idU ⊗dU ⊗ idU∨) ◦ (bU ⊗ idU∨ ⊗ idU∨) ◦ (f ⊗ idU∨) ◦ (idF ⊗bU )
(3)
= (f ⊗ idU∨) ◦ (idF ⊗bU ) = T (f, 0) ◦ (idF ⊗bU ) .
(2.13)
Step (1) amounts to one of the hexagon identities for the braiding, (2) uses naturality of the
braiding to pull bU through cF,U⊗U∨ and the fact that cF,1 = idF . Step (3) is property (2.7)
of the right duality.
A monoidal category is called rigid if every object has left and right duals [BK, Def. 2.1.2].
The above lemma immediately implies the following theorem.
Theorem 2.11. Let C be a braided monoidal Ab-category. If C has right and/or left duals,
then so has CF . In particular, if C is rigid, so is CF .
Remark 2.12. (i) Suppose C has left and right duals. Even if in C we would have U∨ = ∨U ,
the same need not be true in CF due to the distinct definitions of c(f) and c˜(f). Also, even
if in C we would have (U∨)∨ ∼= U , the same need not hold in CF . We will see this explicitly
in the Lee-Yang example in Section 4.3.
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(ii) Let C be as in Corollary 2.9. If C has right duals, then the existence of a right duality for
CF tells us that in K0(CF ) we have [(Uf )∨] · [Uf ] = [1] + [Wh] and [Uf ] · [(Uf )∨] = [1] + [W ′h′]
for some Wh,W
′
h′ ∈ CF . This will imply functional identities for perturbed defect operators
via the relation described in Section 3. The same holds for left duals.
(iii) The functors Rϕ defined in Remark 2.2 are compatible with these dualities in the sense
that Rϕ((Uf )∨) = (Rϕ(Uf ))∨ and Rϕ(∨(Uf)) = ∨(Rϕ(Uf)). This follows from c(f ◦ (ϕ ⊗
idU)) = c(f) ◦ (ϕ⊗ idU∨) and c˜(f ◦ (ϕ⊗ idU)) = c˜(f) ◦ (ϕ⊗ id∨U).
3 Relation to defect operators
3.1 Topological defect lines
Defects are lines on the world sheet where the fields can be discontinuous or even singular.
Suppose we are given a CFT that is well-defined on surfaces with defect lines, that is, it
satisfies the axioms in [RS, Sect. 3] (or at least a genus 0 version thereof). To a defect we
can assign a linear operator D on the space of states H of the CFT. This operator can be
extracted by wrapping the defect line around a short cylinder [−ε, ε]× S1, where we place
two states u and v on the two boundary circles. The resulting amplitude, in the limit ε→ 0,
is the pairing 〈u,Dv〉.
Working with fields rather than with states, the defect operator D is obtained as the
correlator assigned to the Riemann sphere C∪{∞} with one in-going puncture at 0 and one
out-going puncture at ∞, both with standard local coordinates, and a defect line placed on
the unit circle S1. By the state-field correspondence, the space of states H is at the same
time the space of local bulk fields, so that again D : H → H.
We call the defect conformal if it is transparent to the field T − T¯ , the difference of
the holomorphic and anti-holomorphic parts of the stress tensor. In terms of modes, this
condition reads
D conformal ⇔ [Lm − L¯−m , D ] = 0 . (3.1)
This includes totally transmitting defects, such as the invisible defect described by the iden-
tity operator D = id, and totally reflecting defects, such as the product of two boundary
states D = |a〉〉〈〈b|. Here we are interested in the totally transmitting case, more precisely
in defects which are transparent to both T and T¯ separately. Such defects were first in-
vestigated in the context of rational CFT in [PZ1] and were termed topological defects in
[BG],
D topological ⇔ [Lm, D] = 0 = [L¯m, D] . (3.2)
We will be working in rational CFT, so that the chiral algebra of the CFT will be a
rational vertex operator algebra V (recall footnote 1). Denote by C = Rep(V ) the category
of (appropriate) representations of V . It is a semi-simple finite rigid braided monoidal
category which is modular [HL, Hu2] (see [BK, Sect. 3.1] for more on modular categories).
We will not need many details about modular categories, but we note that C satisfies the
conditions of Theorems 2.8 and 2.11.
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Let us pick a set of representatives2 {Ri | i ∈ I } of the isomorphism classes of simple
objects3, so that 1 ≡ R0 ≡ V is the monoidal unit. We restrict ourselves in this paper to
the Cardy case constructed from V . The space of states of this model is
H =
⊕
i∈I
Ri ⊗C R∨i , (3.3)
where R∨i denotes the contragredient representation to Ri. Also, we will only consider
topological defects which are maximally symmetric in that they are compatible with the
entire chiral symmetry V ⊗C V , i.e. (3.2) holds for the modes of all fields in V ⊗C V not just
for those of the stress tensor. According to [PZ1, FRS1] the different maximally symmetric
topological defects are labelled by representations of V , that is, objects R ∈ C. We denote
the defect operator of the defect labelled by R ∈ C by D[R]. The defect operator assigned
to a simple object Ri is [PZ2, Fr2]
D[Ri] =
∑
j∈I
Sij
S0j
idRj⊗CR∨j , (3.4)
where by idRj⊗CR∨j we mean the projector to the direct summand Rj ⊗C R∨j of H, and S is
the modular matrix, i.e. the |I|×|I|-matrix which describes the modular transformation of
characters. If R ∼=⊕i∈I(Ri)⊕ni then D[R] =∑i∈I niD[Ri].
3.2 Correlators of chiral defect fields
By a chiral defect field we mean a field that ‘lives on the defect’ and that has left/right
conformal weight (h, 0). The notion of defect fields is described for example in [FRS3,
Sect. 3.4] and [RS, Sect. 3.2]. The defect fields have well-defined weights with respect to
L0 and L¯0 because we are considering topological defects, and those are transparent to the
holomorphic and anti-holomorphic part of the stress tensor.
The space of chiral defect fields on a defect labelled by R ∈ C consists of all vectors
v ⊗C Ω ∈ (R ⊗ R∨) ⊗C V , where Ω ∈ V is the vacuum vector of V and the tensor product
R ⊗ R∨ is the fusion tensor product in C, see [FRS3, Eqn. (3.37)] and [PZ1, PZ2, FRS1].
Pick a representation F ∈ C. A chiral defect field in representation F is specified by a vector
φ ∈ F and a morphism f˜ : F → R ⊗ R∨ in C. Instead of f˜ we find it more convenient to
give a morphism f : F ⊗R→ R.
We are going to define a defect operator for a defect labelled by a representation R with
chiral defect fields φ inserted at mutually distinct points eiθ1, . . . , eiθn on the unit circle, where
for each insertion we allow a different morphism f1, . . . , fn. We will denote this operator by
D[R; f1, . . . , fn; θ1, . . . , θn] : H → H . (3.5)
2 The notation Ri, where i is an index of a simple object, should not be confused with the notation Rf
for objects of CF (for some F ), where f : F ⊗ R → R is a morphism. The meaning of the index should be
clear from the context, and in any case we will mostly use i, j, k for indices of simple objects and f, g, h, as
well as c and x, for morphisms.
3An object U is simple iff it does not have proper subobjects, that is, iff every monomorphism s : S → U
is either zero or an isomorphism.
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The operator D may have contributions in an infinite number of graded components of the
target vector spaces. Hence we have to pass to a completion of H, namely to the direct
product H of the graded components of H. We will later integrate over the variables θk, and
the resulting operator commutes with the grading, so that we obtain an operator H → H.
Let us restrict D to the sector Ri⊗CR∨i of H and call the resulting operator Di. Because
the defect fields are all chiral, they do not affect the anti-holomorphic sector, and hence the
image of Di will lie entirely in the summand Ri ⊗C R∨i of H. The operator Di is an element
of a suitable space of conformal blocks, namely of a tensor product (over C) of two spaces
of conformal blocks on the sphere, related to the two chiral halfs of the CFT. On the first
sphere C ∪ {∞} we have insertions of Ri at 0 and ∞, and of F at eiθ1 , . . . , eiθn . Insertions
at ∞ will always be treated as out-going, the others as in-going. Because the defect fields
are chiral, on the second sphere we just have insertions of R∨i at 0 and ∞. Altogether, the
conformal block is an operator
C [R; f1, . . . , fn; θ1, . . . , θn]i : Ri ⊗C R∨i ⊗C F ⊗C · · · ⊗C F −→ Ri ⊗C R∨i . (3.6)
It determines the defect operator Di on a vector u⊗ v ∈ Ri ⊗C R∨i ⊂ H via
Di(u⊗ v) = C [R; f1, . . . , fn; θ1, . . . , θn]i(u⊗ v ⊗ φ⊗ · · · ⊗ φ) . (3.7)
The vector space of conformal blocks from which (3.6) is taken is finite-dimensional, as is
always the case in rational CFT, but its dimension can be quite high and will grow with the
number n of insertions. We thus need an efficient method to specify elements in the space
of conformal blocks. Such a method is provided by using three-dimensional topological field
theory to describe correlators of rational CFT, see [FFFS, FRS1] and also [FRS3, Fr1, Fr2],
which treat defect lines and defect fields in detail.
The 3d TFT assigns to a three-manifold M with embedded framed Wilson graph (to be
called a ribbon graph) an element in the space of conformal blocks on the boundary surface
∂M of M . If the 3d TFT is Chern-Simons theory for a gauge group G, the conformal blocks
are those of the corresponding WZW model [Wi, FK]. There is also a general construction,
whereby the 3d TFT is defined by a modular category C [Tu, BK], which in turn is obtained
from the representations of a rational vertex operator algebra [MS, Hu2]. Let us denote this
TFT as tftC.
In the TFT approach to correlators of rational CFT, one starts from a world sheet X ,
possibly with boundary and defect lines, and with various field insertions, and constructs
from this a three-manifold MX with embedded ribbon graph. The boundary of MX is the
double Xˆ of the surface X and the TFT assigns to MX a conformal block in Xˆ , which we
write as tftC(MX). This is the correlator for the world sheet X .
Let us see how this works in the case at hand, where X is C ∪ {∞} with bulk fields in
representation Ri⊗CR∨i inserted at 0 and∞, and with a defect line labelled R placed on the
unit circle on which defect fields in representation F are inserted at the points eiθ1 , . . . , eiθn .
As X is oriented and has empty boundary, the three-manifold is simply MX = X × [−1, 1].
Note that ∂MX does indeed consist of two Riemann spheres, so that the TFT will determine
an element in the tensor product of two spaces of conformal blocks on the sphere, as discussed
above. It remains to construct the ribbon graph embedded in MX . To do this, we place a
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circular ribbon labelled by the representation R on the unit circle in the plane X×{0}. This
ribbon is connected to the marked points eiθk on the boundary X ×{1} of MX with ribbons
labelled by F . The junction of F and R is formed by the intertwiner fk : F ⊗ R → R. For
the bulk insertions at 0 and∞ one places a vertical ribbon inside MX connecting the marked
points on the boundary components X × {1} and X × {−1}. The resulting ribbon graph is
M [R; f1, . . . , fn; θ1, . . . , θn]i =
C ∪ {∞}
−1
0
1
1
2
3
1
2
z=0 z=∞
Ri R
∨
i
fσ1
fσ2
fσn
θσ1
θσ2
θσn
F
F
F
R
R
R
R
(3.8)
For the TFT conventions used here, see [FRS1, Sect. 2], and for more details on the construc-
tion of the ribbon graph consult [FRS3, Sect. 3& 4]. The orientation of the ‘top’ plane of M
is obtained from that of M by taking the inward pointing normal. The arrows at the ends of
the ribbons refer to a particular choice of local coordinates around the F -insertions, namely
the local coordinate at exp(iθσk) is given by ζ 7→ −i(exp(−iθσk)ζ − 1), so that exp(iθσk)
gets mapped to zero and the real axis of the local coordinate system is tangent to the defect
circle. We do not demand that the θ1, . . . , θn are ordered. Instead we define σ ∈ Sn to be
the unique permutation of n elements for which 0 ≤ θσ1 < θσ2 · · · < θσn < 2π. Finally, the
conformal block (3.6) is given by
C [R; f1, . . . , fn; θ1, . . . , θn]i = tftC
(
M [R; f1, . . . , fn; θ1, . . . , θn]i
)
. (3.9)
One can work out this conformal block in terms of intertwiners as in [FRS3, Sect. 5], but we
will not need such an explicit expression here. This conformal block in turn determines the
defect operator (3.5) via D =
⊕
iDi with Di given in (3.7).
The strength of the representation (3.9) lies in the fact that we can now use identities
that hold within the 3d TFT, i.e. manipulations which change the ribbon graph inside M
without modifying the value of tftC(M), to prove identities among conformal blocks. This
will be used extensively in the proof of the next lemma. In fact, the manipulations below will
only involve a neighbourhood of the circular ribbon in (3.8). For this reason, it is convenient
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to have a shorthand for (3.8) which only shows this region of M . We will write
M [R; f1, . . . , fn; θ1, . . . , θn]i = M

fσ1 fσ2 fσn
θσ1 θσ2 θσn
F F F
R R R R R
 . (3.10)
Lemma 3.1. (i) Let 0 → Kh → Rf → Cc → 0 be an exact sequence in CF , and let
θ1, . . . , θm ∈ [0, 2π[ be mutually distinct. Then
D[R; f, . . . , f ; θ1, . . . , θm] = D[K; h, . . . , h; θ1, . . . , θm] +D[C; c, . . . , c; θ1, . . . , θm] (3.11)
(ii) Let Rf , Sg ∈ CF , and let θ1, . . . , θm, η1, . . . , ηn ∈ [0, 2π[ be mutually distinct. Then
lim
ε→0+
D[R; f, . . . , f ; θ1, . . . , θm] e
ε(L0+L¯0) D[S; g, . . . , g; η1, . . . , ηn]
= D[R⊗ S;T (f, 0), . . . , T (f, 0), T (0, g), . . . , T (0, g); θ1, . . . , θm, η1, . . . , ηn]
(3.12)
Proof. (i) Denote the morphisms in the exact sequence by eK : Kh → Rf and rC : Rf →
Cc. In the present situation, the category C = Rep(V ) is modular, and thus in particular
semi-simple. Therefore, in C the exact sequence 0 → K eK−→ R rC−→ C → 0 splits, i.e. we
can find rK : R → K and eC : C → R such that rK ◦ eK = idK , rC ◦ eC = idC , and
eK ◦ rK + eC ◦ rC = idR. Using the decomposition of idR we can write
C [R; f, . . . , f ; θ1, . . . , θn]i = tftC(MK) + tftC(MC) (3.13)
where
MK = M

rK eK f f
θσ1 θσn
F F
R K R R R R
 ,
MC = M

rC eC f f
θσ1 θσn
F F
R C R R R R
 .
(3.14)
Since eK : Kh → Rf is a morphism in CF , it satisfies the identity eK ◦ h = f ◦ (idF ⊗eK).
This can be used to move eK past f , for example,
tftC(MK) = tftC
M

rK h eK f
θσ1 θσn
F F
R K K R R R

 . (3.15)
If one repeats this procedure and in this way takes eK around the loop, one arrives at
tftC(MK) = tftC
M

eK rK h h
θσ1 θσn
F F
K R K K K K


= C [K; h, . . . , h; θ1, . . . , θn]i .
(3.16)
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In the last step we used rK ◦ eK = idK and Equation (3.9). For tftC(MC) one proceeds
similarly, only that here rC : Rf → Cc is the morphism in CF , and so one has to move rC
around the loop in the opposite sense. This results in
tftC(MC) = C [C; c, . . . , c; θ1, . . . , θn]i . (3.17)
Combining (3.13), (3.16) and (3.17) establishes part (i) of the lemma.
(ii) Because the conformal block in (3.9) is a map from Ri ⊗C R∨i to the direct product
Ri ⊗C R∨i of the L0,L0-eigenspaces in Ri ⊗C R∨i , we have to take care that the composition
is well-defined. This is ensured by the exponential in (3.12). Since the insertion points eiθ
of the intertwining operators (of the vertex operator algebra representations) are distinct,
the limit ε → 0 is well-defined. Let Clhs and Crhs be the conformal blocks obtained from
the left and right hand side of (3.12), respectively. To see that Clhs = Crhs we again use
the 3dTFT. Let us look at a particular example of the ordering of the θk and ηk, say
θ1 < η1 < η2 < θ2 < · · · < ηn < θm. The general case works along the same lines.
Substituting the definitions, one finds that the three-manifold and ribbon graph for Crhs is
Clhs = Crhs = tftC
M

g1 g2 gn
f1 f2 fn
η1 η2 ηnθ1 θ2 θm
F F F
F F F
S S S S S
R R R R R

 .
(3.18)
To see that Clhs leads to the same result, one has to translate the composition of conformal
blocks into a gluing of three-manifolds as in [FFFS, Thm. 3.2]. Namely, one needs to cut out
a cylinder around the Ri-ribbon at z = 0 of D[R; . . . ] and around the R
∨
i -ribbon at z = ∞
of D[S; . . . ], and identify the resulting cylindrical boundaries. The resulting ribbon graph
can be deformed to give (3.18). This establishes part (ii) of the lemma.
3.3 Perturbed topological defects
The operator of the perturbed defect is defined via an exponentiated integral. That is, for
an object Rf ∈ CF we set4
D[Rf ] =
∞∑
n=0
1
n!
D[Rf ]
(n) , D[Rf ]
(n) =
∫ 2pi
0
D[R; f, . . . , f ; θ1, . . . , θn] dθ1 · · · dθn . (3.19)
Because of the permutation that orders the arguments in the definition (3.8), (3.9) and
(3.7) of the defect operator, a path-ordering prescription is automatically imposed and does
not need to be included explicitly in the integration regions for D[Rf ]
(n). The integrals in
D[Rf ]
(n) and the infinite sum in D[Rf ] may or may not converge. In lack of a direct way
4 Recall from below (3.9) that the local coordinate around the insertion of a defect field φ at eiθ was
chosen to be ζ 7→ −i(e−iθζ − 1). This choice makes (for example) D[R; f ; θ] periodic under θ  θ + 2pi.
Had we instead chosen the standard local coordinates ζ 7→ ζ − p on the complex plane around a point p,
D[R; f ; θ] would have picked up the phase e−2piihφ .
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to ensure convergence, we say that an object Rf ∈ CF has finite integrals if ϕ(D[Rf ](n)v)
exists for each ϕ ∈ H∗, v ∈ H, and n ≥ 0. Note that this is not a property of the category
CF alone, but instead also depends on the vertex operator algebra V and the vector φ ∈ F .
Generically one expects that if the element φ ∈ F has conformal weight hφ < 12 , then all
Rf ∈ CF have finite integrals (but we have no proof). Let Rf ∈ CF have finite integrals. It
is demonstrated in [Ru, Sect. 2.2] that
[L0, D[Rf ]
(n)] = 0 and [Lm, D[Rf ]
(n)] = 0 for all m ∈ Z. (3.20)
We will not discuss the convergence of the infinite sum in (3.19). Instead we will treat it as
a formal power series in the following way. For ζ ∈ C we have D[Rζf ](n) = ζnD[Rf ](n). Now
take ζ to be a formal parameter and let us define, by slight abuse of notation,
D[Rζf ] =
∞∑
n=0
ζn
n!
D[Rf ]
(n) ∈ End(H)[[ζ ]] . (3.21)
Theorem 3.2. Let ζ be a formal parameter.
(i) Let 0→ Kh → Rf → Cc → 0 be an exact sequence in CF , and let Kh, Rf , Cc have finite
integrals. Then D[Rζf ] = D[Kζh] +D[Cζc].
(ii) Let Rf , Sg ∈ CF have finite integrals. Then D[Rζf ]D[Sζg] = D[(R⊗ S, ζT (f, g))].
Proof. Part (i) holds because by Lemma 3.1 (i) it already holds before integration. For
part (ii) first note that the exponential in (3.12) is not necessary to make the composi-
tion D[Rζf ]D[Sζg] well-defined, because D[Rζf ] commutes with L0 + L0 and we can write
D[Rζf ]D[Sζg] = limε→0 e
−ε(L0+L¯0)D[Rζf ]e
ε(L0+L¯0)D[Sζg]. We will therefore not write the limit
in the equations below. Define operators An and Bn via
D[Rζf ]D[Sζg] =
∞∑
n>0
1
n!
ζnAn and D[(R⊗ S, ζT (f, g))] =
∞∑
n>0
1
n!
ζnBn . (3.22)
We have to show that An = Bn. Starting from An we find
An =
n∑
m=0
(
n
m
)
D[Rζf ]
(m)D[Sζg]
(n−m)
=
n∑
m=0
(
n
m
)∫
D[R; f, . . . , f ; θ1, . . . , θm]D[S; g, . . . , g; η1, . . . , ηn−m]
=
n∑
m=0
(
n
m
)∫
D[R⊗ S;T (f, 0), . . . , T (f, 0), T (0, g), . . . , T (0, g); θ1, . . . , θm, η1, . . . , ηn−m]
(3.23)
where
∫ ≡ ∫ 2pi
0
dθ1 · · ·dθmdη1 · · · dηn−m and in the last step we used Lemma 3.1 (ii). For Bn
we get
Bn =
∫ 2pi
0
dα1 · · · dαn D[R⊗ S;T (f, g), . . . , T (f, g);α1, . . . , αn] . (3.24)
To see that this is equal to the right hand side of (3.23) one first writes T (f, g) = T (f, 0) +
T (0, g), then expands out the integrand into 2n summands and groups together those with
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the same number of T (f, 0) and T (0, g). The distinct ordering in each term can be absorbed
into a change of integration variables as the angles αk are all integrated from 0 to 2π.
Theorem 3.2 implies the following corollary.
Corollary 3.3. Let ζ be a formal parameter and let Rf , Sg ∈ CF have finite integrals.
(i) If [Rf ] = [Sg] in K0(CF ), then D[Rζf ] = D[Sζg].
(ii) If [Rf ] · [Sg] = [Mm] in K0(CF ) then D[Rζf ]D[Sζg] = D[Mζm].
Remark 3.4. (i) If all Rf ∈ CF have finite integrals, then Corollary 3.3 says that the
map [Rf ] 7→ D[Rζf ] defines a ring homomorphism K0(CF ) → End(H)[[ζ ]]. Since D[Rζf ]
commutes with L0 and L0 (and in fact with all modes of the anti-holomorphic copy of
the chiral algebra) the ‘representation’ of K0(CF ) on H splits into an infinite direct sum of
subrepresentations. One may then wonder why one should consider all of them together,
rather than restricting one’s attention to a given eigenspace. One reason to do this is that
one expects D[Rf ] to have the following appealing behaviour under modular transformations.
Let Z[Rf ](τ) = trH q
L0−c/24(q∗)L0−c/24D[Rf ], where q = exp(2πiτ), and let us assume that
the infinite sum in D[Rf ] converges, and that the trace over H converges for τ in the upper
half plane. The resulting power series in q and q∗ will typically not have integral coefficients.
But when expressed in terms of q˜ = exp(−2πi/τ) and q˜∗ we are counting the states that live
on a circle intersected by the perturbed defect, and so we expect that
Z[Rf ](τ) =
∑
(x,y)∈C×C
n[Rf ]x,y · q˜ x(q˜∗)y , n[Rf ]x,y ∈ Z≥0 , (3.25)
and n[Rf ]x,y 6= 0 only for countably many pairs. The infinite direct sum of subrepresen-
tations on H has to conspire in a precise way in order to give rise to non-negative integer
coefficients in the crossed channel.
(ii) The construction of perturbed topological defects and their relation to CF applies also to
perturbations of conformal boundary conditions. Of course, in this case the composition in
Theorem 3.2 (ii) does not make sense, but Theorem 3.2 (i) remains valid. In the Cardy case,
the discussion of perturbed boundary conditions is however subsumed in that of perturbed
topological defects because (in the Cardy case) the boundary state of a perturbed bound-
ary condition can always be written as D[Rf ]|1〉〉 for |1〉〉 the Cardy boundary state [Ca]
associated to the vacuum representation of V . This follows from the 3dTFT formulation of
boundary and defect correlators [FFFS, FRS3]. So in the Cardy case, treating perturbed
conformal boundaries instead of perturbed topological defects amounts to forgetting the
monoidal structure on CF .
4 Example: Lee-Yang model
4.1 Bulk theory and perturbed defects
The Lee-Yang model is the Virasoro minimal model M(2, 5) of central charge c = −22/5.
The two irreducible highest weight representations of the Virasoro algebra that lie in the Kac
17
table have highest weights h(1,1) = h(1,4) = 0 and h(1,2) = h(1,3) = −1/5. We will abbreviate
1 = (1, 1) and φ = (1, 2), and we will denote the corresponding representations by R1 (for
h = 0) and Rφ (for h = −1/5). As already remarked in footnote 2, the notation R1 and Rφ
should not be confused with objects Rf of CF (for some C and F ); in any case we will never
use 1 or φ to denote morphisms.
Let Rep(V2,5) be the category of all Virasoro representations at c = −22/5 which are
isomorphic to finite direct sums of R1 and Rφ. On Rep(V2,5) we have the fusion tensor
product5 with non-trivial fusion Rφ ⊗ Rφ ∼= R1 ⊕ Rφ. The Grothendieck group of Rep(V2,5)
is therefore isomorphic to Z×Z with generators [R1] and [Rφ]. The product on K0(Rep(V2,5))
has [R1] as multiplicative unit, and [Rφ] · [Rφ] = [R1] + [Rφ].
The characters of R1 and Rφ are (see e.g. [Na])
χ1(τ) = trR1 q
L0−c/24 = q11/60
∏
n≡2,3mod 5
(1− qn)−1 = q11/60(1 + q2 + q3 + q4 + . . . ) ,
χφ(τ) = trRφ q
L0−c/24 = q−1/60
∏
n≡1,4mod 5
(1− qn)−1= q−1/60(1 + q + q2 + q3 + 2q4 + . . . ) ,
(4.1)
where q = e2piiτ and the products are from n = 1 to infinity with the restriction mod 5
as shown. Under the modular transformation τ 7→ −1/τ they transform as χa(−1/τ) =∑
b∈{1,φ} Sab χb(τ) with
S =
(
S11 S1φ
Sφ1 Sφφ
)
=
−1
|√d+2 |
(
1 d
d −1
)
, where d =
1−√5
2
= −0.618... . (4.2)
The space of states of the Lee-Yang model is
H = R1 ⊗C R1 ⊕ Rφ ⊗C Rφ . (4.3)
The partition function Z(τ) = trH(q
L0−c/24(q∗)L0−c/24) = |χ1(τ)|2 + |χφ(τ)|2 is modular
invariant, as it should be.
As described in Section 3.1, to each object in R ∈ Rep(V2,5) we can associate a topological
defect operator D[R] : H → H that commutes with the two copies of the Virasoro algebra.
Since D[R] depends only on [R] ∈ K0(Rep(V2,5)), it is enough to give D[R1] and D[Rφ] as in
(3.4),
D[R1] = idH , D[Rφ] = d · idR1⊗CR1 − d−1 · idRφ⊗CRφ , (4.4)
where d is as in (4.2). It is easy to check that indeed D[Rφ]D[Rφ] = id+D[Rφ], as required
by the corresponding relation in K0(Rep(V2,5)).
We can now perturb the defect labelled Rφ by a chiral defect field with left/right con-
formal weights (−1
5
, 0) as described in Section 3.3. This amounts to considering the objects
Rφ(µ) ≡ (Rφ, µ · λ(φφ)φ) in CRφ , where µ ∈ C and λ(φφ)φ is a fixed non-zero morphism
5 More precisely, V2,5 is the Virasoro vertex operator algebra built on R1. Rep(V2,5) is the category of
admissible modules of V2,5; this category is finite and semi-simple [Wa, Def. 2.3&Thm. 4.2] and forms a
braided monoidal category [Hu1, Cor. 3.9].
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Rφ⊗Rφ → Rφ. We then obtain a family of defect operators D[Rφ(λ)]. In [Ru] it was shown
– assuming convergence – that these operators mutually commute,[
D[Rφ(λ)] , D[Rφ(µ)]
]
= 0 for all λ, µ ∈ C , (4.5)
and that they satisfy the functional relation
D[Rφ(e
2pii/5λ)]D[Rφ(e
−2pii/5λ)] = id+D[Rφ(λ)] for all λ ∈ C . (4.6)
In the next section we recover this functional relation from studying the tensor product and
exact sequences in the corresponding category CF .
4.2 The category CF for the Lee-Yang model
The category Rep(V2,5) is equivalent (as a C-linear braided monoidal category) to a category
V defined as follows. The objects A of V are pairs A = (A1, Aφ) of finite-dimensional complex
vector spaces indexed by the labels {1, φ} used for simple objects in Rep(V2,5). A morphism
f : A → B is a pair f = (f1, fφ) of linear maps, where f1 : A1 → B1 and fφ : Aφ → Bφ.
This construction is described in more detail in Appendix A.3. The tensor product ⊛ of V
is given on objects as
A⊛B =
(
A1 ⊗C B1 ⊕ Aφ ⊗C Bφ , A1 ⊗C Bφ ⊕ Aφ ⊗C B1 ⊕ Aφ ⊗C Bφ
)
. (4.7)
The tensor product on morphisms and the non-trivial associator are described in Appendix
A.3. The dual of an object A ∈ V is A∨ = (A∗1, A∗φ), where A∗1 and A∗φ are the dual vector
spaces. The duality morphisms are given in Appendix A.3.
As representatives of the two isomorphism classes of simple objects we take 1 = (C, 0) and
Φ = (0,C). We are interested in the category VF for F = Φ. Note that Φ⊛A = (Aφ, A1⊕Aφ).
Therefore, in an object Af ∈ VΦ, the morphism f : Φ⊛A→ A has components f1 : Aφ → A1
and fφ : A1 ⊕ Aφ → Aφ. We will denote the two summands of fφ as fφ1 : A1 → Aφ and
fφφ : Aφ → Aφ; for consistency of notation we will also denote f1 ≡ f1φ. It is convenient to
collect these three linear maps into a matrix
f =
A1 Aφ
A1
Aφ
(
0 f1φ
fφ1 fφφ
)
, (4.8)
where we have also indicated the source and target vector spaces. We can now compute the
dual of an object Af ∈ VΦ according to (2.9). This is done in Appendix A.4 with the simple
result
(Af)
∨ = (A∨, c(f)) with c(f) =
A∗1 A
∗
φ
A∗1
A∗φ
(
0 −dζ2 f ∗φ1
−d−1f ∗1φ −ζ f ∗φφ
)
and ζ = e−pii/5 . (4.9)
The tensor product in VΦ is more lengthy. We have Af ⊛ˆBg = (A ⊛ B, T (f, g)) where
T (f, g) : Φ⊛ (A⊛B)→ A⊛B. The source vector spaces of T (f, g) are (we omit the ‘⊗C’)
Φ⊛ (A⊛ B) = (A1Bφ ⊕ AφB1 ⊕AφBφ, A1B1 ⊕AφBφ ⊕ A1Bφ ⊕AφB1 ⊕ AφBφ) . (4.10)
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In Appendix A.4 we evaluate equation (2.2) for T (f, g) in the category VΦ. The result is
best represented in a 5× 5-matrix, again omitting ‘⊗C’,
A1B1 AφBφ A1Bφ AφB1 AφBφ
A1B1
AφBφ
A1Bφ
AφB1
AφBφ

0 0 idA1 g1φ f1φ idB1 0
0 0 fφ1 idBφ ζ
2 idAφ gφ1 fφφ + ζgφφ
idA1 gφ1
1
d
f1φ idBφ idA1 gφφ 0 wfφ1 idBφ
fφ1 idB1
1
ζ2d
idAφ g1φ 0 fφφ idB1
w
ζ
idAφ g1φ
0 1
wd
(fφφ+
1
ζ
gφφ) fφ1 idBφ ζ idAφ gφ1 −1d(fφφ+gφφ)

. (4.11)
Here ζ was given in (4.9), w ∈ C× is a normalisation constant (see Appendix A.4), and in
the entries with sums we have omitted the identity maps. For example, fφφ + ζgφφ stands
for fφφ ⊗C idBφ +ζ idAφ ⊗Cgφφ.
4.3 Some exact sequences in CF
Two objects Af and Bg in VΦ are isomorphic if and only if there exist isomorphisms γ1 :
A1
∼→ B1 and γφ : Aφ ∼→ Bφ such that(
0 g1φ
gφ1 gφφ
)
=
(
0 γ1 ◦ f1φ ◦ γ−1φ
γφ ◦ fφ1 ◦ γ−11 γφ ◦ fφφ ◦ γ−1φ
)
. (4.12)
For λ ∈ C write Φ(λ) ≡ (Φ, f(λ)) with f(λ)1 = 0 and f(λ)φ = λ · idC. In other words,
Φ(λ) =
(
(0,C), (λ)
)
. Then Φ(λ) ∼= Φ(µ) if and only if λ = µ. As another example,(
(C,C),
(
0 a
b c
))
∼=
(
(C,C),
(
0 a′
b′ c′
))
⇔
{
ab = a′b′ , c = c′ and
rk(a) = rk(a′) , rk(b) = rk(b′)
, (4.13)
where rk(a) ∈ {0, 1} denotes the rank of the linear map a · idC.
For 1 and Φ(λ) there are no non-trivial exact sequences as the underlying objects in V
are already simple. For
(
(C,C),
(
0 a
b c
))
there are two exact sequences,
0→ Φ(λ)→ ((C,C), ( 0 0b λ ))→ 1→ 0 , 0→ 1→ ((C,C), ( 0 a0 λ ))→ Φ(λ)→ 0 . (4.14)
Let us explain how one arrives at the first one. One checks that there is a surjective morphism(
(C,C),
(
0 a
b c
)) → 1 in VΦ iff (1, 0)( 0 ab c ) = 0, i.e. iff a = 0. To complete this to an exact
sequence, we need an injective morphism Φ(λ)→ ((C,C), ( 0 ab c )). This exists iff ( 0 ab c )( 01 ) =(
0
λ
)
, i.e. iff a = 0 and λ = c. From (4.14) it follows that in K0(VΦ) we have[ (
(C,C),
(
0 0
b λ
)) ]
= [1] + [Φ(λ)] =
[ (
(C,C),
(
0 a
0 λ
)) ]
, (4.15)
even though
(
(C,C),
(
0 0
b λ
))
and
(
(C,C),
(
0 a
0 λ
))
are not isomorphic unless a = b = 0.
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Next let us look at the simplest non-trivial tensor product, Φ(λ)⊛ˆΦ(µ). Formula (4.11)
simplifies to
Φ(λ)⊛ˆΦ(µ) =
(
(C,C),
(
0 λ+ ζµ
1
wd
(λ+ ζ−1µ) −d−1(λ+ µ)
))
. (4.16)
By comparing to (4.13) we see that Φ(λ)⊛ˆΦ(µ) ∼= Φ(µ)⊛ˆΦ(λ) iff either λ = µ = 0 or
(λ + ζµ)(λ+ ζ−1µ) 6= 0. In particular, Φ(−ζµ)⊛ˆΦ(µ) ≇ Φ(µ)⊛ˆΦ(−ζµ) unless µ = 0. This
shows that VΦ cannot be braided. The reducibility of Φ(λ)⊛ˆΦ(µ) is summarised in three
cases:
(i) if λ /∈ {−ζµ,−ζ−1µ} then Φ(λ)⊛ˆΦ(µ) is irreducible,
(ii) if λ = −ζµ we have 0→ Φ(ζ−2µ)→ Φ(−ζµ)⊛ˆΦ(µ)→ 1→ 0,
(iii) if λ = −ζ−1µ we have 0→ 1→ Φ(−ζ−1µ)⊛ˆΦ(µ)→ Φ(ζ2µ)→ 0.
In K0(VΦ) we therefore get the relations
[Φ(ζ−2λ)] · [Φ(ζ2λ)] (ii)= [1] + [Φ(λ)] (iii)= [Φ(ζ2λ)] · [Φ(ζ−2λ)] . (4.17)
Combining with the case when Φ(λ)⊛ˆΦ(µ) is irreducible we find that in K0(VΦ) we have
[Φ(λ)] · [Φ(µ)] = [Φ(µ)] · [Φ(λ)] for all λ, µ ∈ C . (4.18)
In fact we could have obtained the reducibility in (ii) and (iii) above already from the
existence of duals. Namely, by (4.9), (Φ(λ))∨ = Φ(−ζλ) and by Lemma 2.10 we have non-
zero morphisms bΦ : 1→ Φ(λ)Φ(−ζλ) and dΦ : Φ(−ζλ)Φ(λ)→ 1. Also note that taking the
dual n-times gives Φ(λ)∨···∨ = Φ((−ζ)nλ), and since −ζ is a 10th root of unity, the 10-fold
dual is the first one that is again isomorphic to Φ(λ) (for λ 6= 0). This is different from e.g.
fusion categories (which are by definition semi-simple [CE, Def. 1.9]) where V ∨∨ ∼= V for all
simple objects V , see [CE, Prop. 1.17].
To conclude our sample calculations in VΦ we point out that for a given
(
(C,C),
(
0 a
b c
))
at least one of the isomorphisms(
(C,C),
(
0 a
b c
)) ∼= 1⊕ Φ(λ), ((C,C), ( 0 ab c )) ∼= Φ(λ)⊛ˆΦ(µ) , (4.19)
holds for some λ, µ ∈ C. This is easy to check by comparing cases in (4.13) and (4.16).
4.4 Some implications for defect flows
The relation (4.17) in K0(VΦ) gives the functional relation (4.6) for the perturbed Rφ-defect
in the Lee-Yang model. Let us point out one application of such functional relations, namely
how they can give information about endpoints of renormalisation group flows. We use the
notation for objects as in VΦ, e.g. we write D[Φ(λ)] instead of D[Rφ(λ)].
We shall assume thatD[Φ(λ)] is an operator valued meromorphic function on C, and that
its asymptotics for λ → +∞ along the real axis is given by (compare to [BLZ1, Eqn. (62)]
or [BLZ2, Eqn. (2.21)])
D[Φ(λ)] ∼ exp(fλ1/(1−hφ))D∞ + less singular terms , (4.20)
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where λ1/(1−hφ) = λ5/6 has dimension of length, f > 0 is a free energy per unit length, and
D∞ is the operator describing the defect at the endpoint of the flow. We assume that this
asymptotic behaviour remains valid in the direction λ = reiθ, r → +∞, of the complex plane
at least as long as the real part of (eiθ)5/6 remains positive, i.e. for |θ| < 3π/5. This is a
subtle point as in analogy with integrable models the asymptotics will be subject to Stokes’
phenomenon, see e.g. [DDT, App. D.1].
With these assumptions, we can substitute the asymptotic behaviour (4.20) into the
functional relation (4.6), which gives
exp
(
f(ζ2λ)5/6 + f(ζ−2λ)5/6
)
D∞D∞ = id+ exp(fλ
5/6)D∞ . (4.21)
As f > 0, the identity operator will be subleading, and since (ζ2)5/6 + (ζ−2)5/6 = 1 the
leading asymptotics demands that
D∞D∞ = D∞ . (4.22)
Since D∞ is the endpoint of a renormalisation group flow, we expect it to be a confor-
mal defect, i.e. [Lm + L¯−m, D∞] = 0. On the other hand for every value of λ we have[
L¯m, D[Φ(λ)]
]
= 0, so that D∞ is again a topological defect. Thus D∞ = m · id+n · Dφ
for some m,n ∈ Z≥0. This is consistent with (4.22) only for D∞ = id. We thus obtain the
asymptotic behaviour
D[Φ(λ)]
λ→+∞−−−−−→ exp(fλ5/6) id . (4.23)
This is the expected result, because via the relation of perturbed defects and perturbed
boundaries mentioned in Remark 3.4 (ii), the above flow agrees with the corresponding
boundary flow obtained in [DPTW, Sect. 3]. It also agrees with the corresponding free
field expression [BLZ2, Eqn. (2.21)].
This result allows us to make some statements about perturbations of the superposition
of the 1- and φ-defect, i.e. the topological defect labelled by R1⊕Rφ. We can either perturb
it by a defect field on the topological defect labelled Rφ alone, in which case we would get the
operator id+D[Φ(λ)] which flows to D∞ = id as λ → +∞. Or we can in addition perturb
by defect changing fields. In this case we can use the result (4.19), which tells us that we
can write the perturbed defect as the composition D[Φ(λ)]D[Φ(µ)] for some λ, µ. Then, if
the necessary λ, µ lie in the wedge of the complex plane where (4.23) is valid, we again have
D
[(
(C,C),
(
0 ra
rb rc
))] r→+∞−−−−−→ exp(f ′r5/6) id . (4.24)
5 Conclusions
In this paper we have proposed an abelian rigid monoidal category CF , constructed from an
abelian rigid braided monoidal category C and a choice of object F ∈ C, that captures some
of the properties of perturbed topological defects. To make the connection to defects, we
set C = Rep(V ), for V a rational vertex operator algebra, and choose a V -module F ∈ C
together with a vector φ ∈ F . Then we consider the charge-conjugation CFT constructed
from V (the Cardy case). An object Uf ∈ CF corresponds to an unperturbed topological
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defect labelled U and a perturbing field given by the chiral defect field defined via φ ∈ F
and the morphism f : F ⊗ U → U . Assuming convergence of the multiple integrals and
the infinite sum in (3.19), to Uf we can assign an operator D[Uf ] on the space of states
H = ⊕i∈I Ri ⊗C R∨i of the CFT. This operator describes the topological defect perturbed
by the specified defect field. Again assuming convergence of all D[. . . ] involved, the main
properties of the assignment Uf 7→ D[Uf ] are
(i) D[1] = idH,
(ii) D[Uf=0] =
∑
i,j∈I dimHom(Ri, U)Sij/S0j idRj⊗CR∨j ,
(iii)
[
L0 , D[Uf ]
]
= 0 and
[
Lm , D[Uf ]
]
= 0 for m ∈ Z,
(iv) if 0→ Kh → Uf → Cg → 0 is an exact sequence, then D[Uf ] = D[Kh] +D[Cg],
(iv′) if [Uf ] = [Vg] in K0(CF ), then D[Uf ] = D[Vg],
(v) D[Uf ⊗ˆVg] = D[Uf ]D[Vg].
There is an anti-holomorphic counterpart of the construction in this paper, where one per-
turbs the topological defect by a defect field of dimension (0, h). This generates another set
of defect operators which commute with those introduced here.
The results of this paper also leave a large number of question unanswered, and we hope
to come back to some of these in the future:
1. In the Lee-Yang example it should be possible to describe the category CF and its Grothen-
dieck ring more explicitly. For example it would be interesting to know if CF is generated
by the Φ(λ) in the sense that every object of CF is obtained by taking direct sums, tensor
products, subobjects and quotients starting from Φ(λ). Note that we do at this stage not
even know whether or not CF is commutative in the Lee-Yang example.
2. Consider the case C = Rep(V ) for a rational vertex operator algebra V and let Uf ∈ CF
have finite integrals. Suppose the infinite sum O(ζ) = D[Uζf ] has a finite radius of conver-
gence in ζ . One can then extend the domain of definition of O(ζ) by analytic continuation.
To solve the functional relations it is most important to understand the global properties
of O(ζ), in particular whether all functions ϕ(O(ζ)v) (for ϕ ∈ H∗ and v ∈ H) are entire
functions on C, and what their asymptotic behaviours are. It should be possible to address
these questions with the methods reviewed and developed in [DDT] and [In].
3. The category CF is designed specifically for the Cardy case. The formalism developed in
[FRS1, Fr2] allows one to extend this treatment to all rational CFTs with chiral symmetry
V ⊗C V . The different CFTs with this symmetry are in one-to-one correspondence with
Morita-classes of special symmetric Frobenius algebras A in C = Rep(V ). Given such an
algebra A, the category CF has to be replaced by a category C(A)F whose objects are pairs
(B, f) where B is an A-A-bimodule and f : F ⊗+B → B is an intertwiner of bimodules (see
[FRS3, Sect. 2.2] for the definition of ⊗+). The details remain to be worked out. For A = 1
one recovers the Cardy case discussed in this paper.
4. It would be interesting to understand if the map K0(CF )→ End(H) from the Grothendieck
ring to defect operators is injective. The map K0(C) → End(H) taking the class [R] of a
representation of the rational vertex operator algebra V to the topological defect D[R] is
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known to be injective, and in fact a corresponding statement holds for symmetry preserving
topological defects in all rational CFTs with chiral symmetry V ⊗C V [FRS4].
5. It would be good to investigate the properties of CF in more examples. The evident ones
are the Virasoro minimal models, the SU(2)-WZW model, the rational free boson, etc. Or,
coming from the opposite side, one could use the fact that modular categories with three or
less simple objects (and unitary modular categories with four or less simple objects) have
been classified [RSW], and study CF for all C in that list and different choices of F . The
proper treatment of supersymmetry in the present formalism also remains to be worked out.
6. One application of the perturbed defect operators is the investigation of boundary flows.
As pointed out in Remark 3.4 (ii), in the Cardy case the boundary state of a perturbed
conformal boundary condition can be written as D[Uf ]|1〉〉. However, for other modular in-
variants this need not be true. But, as in the unperturbed case [SFR, Sect. 2], the category
of perturbed boundary conditions will form a module category over the category of chirally
perturbed defect lines. It would be interesting to investigate this situation in cases where
the two categories are distinct (as abelian categories).
7. In general an object Uf ∈ CF describes a topological defect perturbed by defect changing
fields. Placed in front of the conformal boundary labelled by the vacuum representation
1 ∈ C one obtains the boundary condition U perturbed by boundary changing fields. Such
perturbations have been studied for unitary minimal models in [Gr]. While our method is
not directly applicable to unitary minimal models (the multiple integrals diverge in this case
as h1,3 ≥ 12), one could still study if the functional relations predict a similar flow pattern
for the non-unitary models.
8. The relation to finite-dimensional representations of quantum affine algebras should be
worked out beyond the remarks in Appendix A.1.
9. Baxter’s Q-operator is a crucial tool in the solution of integrable lattice models. Such
Q-operators have been obtained in chiral conformal field theory [FeS, BLZ2, BLZ3], and
in lattice models via the representation theory of quantum affine algebras [KNS, RW, Ko].
Recently they have also been studied in certain (discretised) non-rational conformal and
massive field theories [BT]. It would be good to translate these constructions and obtain
Q-operators also in the present language.
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A Appendix
A.1 Relation to evaluation representations of quantum affine sl(2)
In this appendix we collect some preliminary remarks on the relation of a category of the
form CF and evaluation representations of the quantum affine algebra Uq(ŝl(2)). We follow
the conventions of [CP]. Let q ∈ C× be not a root of unity. The quantum group Uq(sl(2)) is
generated by elements e±, K±1 with relations
KK−1 = K−1K = 1 , Ke±K−1 = q±2e± , [e+, e−] =
K −K−1
q − q−1 . (A.1)
The quantum group Uq(ŝl(2)) is generated by elements e
±
i , K
±1
i , i = 0, 1, with relations
KiK
−1
i = K
−1
i Ki = 1 , Kie
±
i K
−1
i = q
±2e±i , [e
+
i , e
−
i ] =
Ki −K−1i
q − q−1 , (A.2)
as well as, for i 6= j,
[K0, K1] = 0 , [e
±
0 , e
∓
1 ] = 0 , Kie
±
j K
−1
i = q
∓2e±j
(e±i )
3e±j − e±j (e±i )3 =
q3 − q−3
q − q−1
(
(e±i )
2e±j e
±
i − e±i e±j (e±i )2
)
.
(A.3)
Let us abbreviate U ≡ Uq(sl(2)) and Uˆ ≡ Uq(ŝl(2)). There are infinitely many ways in which
U is a subalgebra of Uˆ . We will make use of the injective algebra homomorphism ι1 : U →֒ Uˆ
given by (this is the case i = 0 in [CP, Sect. 2.4])
ι1(K
±1) = K±11 , ι1(e
±) = e±1 . (A.4)
This turns Uˆ into an infinite-dimensional representation of U . Let C be the category of
(not necessarily finite-dimensional) representations of U . The coproduct of U gives rise to a
tensor product on C and the R-matrix of U to a braiding.
For each a ∈ C×, there is a surjective algebra homomorphism eva : Uˆ → U , described
in [CP, Sect. 4]. It has the property that eva ◦ ι1 = idU . An evaluation representation of
Uˆ is a pull-back of a representation V of U via eva for some a ∈ C×. We denote this
representation of Uˆ by V (a). Let D be the category of (not-necessarily finite-dimensional)
evaluation representations of Uˆ .
Theorem A.1. D is a full subcategory of CUˆ .
Proof. Define a map G from D to CUˆ on objects by G(V (a)) = (V, eva ⊗U idV ), where we
identified U ⊗U V ≡ V . We will show that f : V (a) → W (b) is a morphism in D iff f is
a morphism G(V (a)) → G(W (b)) in CUˆ . Indeed, the condition for f to be an intertwiner
f : V (a)→ W (b) is that for all u ∈ Uˆ and v ∈ V we have
evb(u).f(v) = f(eva(u).v) , (A.5)
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and the condition for f to be a morphism (V, eva ⊗U idV )→ (W, evb ⊗U idW ) is
(evb ⊗U idW ) ◦ (idUˆ ⊗Uf) = f ◦ (eva ⊗U idV ) . (A.6)
If we evaluate this equality on u ⊗U v for u ∈ Uˆ , v ∈ V , we obtain exactly (A.5). Thus we
can define G on morphisms as G(f) = f . It is clear that G is compatible with composition,
and that it is full.
Since C is abelian braided monoidal with exact tensor product, CUˆ is abelian and monoidal
by Theorem 2.8. Let (CUˆ)f be the full subcategory of CUˆ formed by all (V, g) where V is a
finite-dimensional representation of U . Note that (CUˆ)f is again an abelian monoidal cate-
gory. Let Repf (Uˆ) be the abelian monoidal category of all finite-dimensional representations
of Uˆ of type (1,1) (as defined in [CP, Sect. 3.2]). It would be interesting to understand the
precise relation between (CUˆ)f and Repf(Uˆ). For example, one might expect that Repf(Uˆ)
is a full subcategory of (CUˆ)f .
As a first step towards this goal, one could use that all finite-dimensional irreducible
representations of Uˆ of type (1,1) are isomorphic to tensor products of evaluation represen-
tations [CP, Sect. 4.11]. However, to make use of this property one first has to establish that
the tensor product of Uˆ -representations is compatible with ⊗ˆ defined on (CUˆ)f via the tensor
product and braiding on C. We do not attempt this in the present paper but hope to return
to this point in future work.
A.2 Proof of Theorem 2.3 and Lemma 2.4
In this appendix, C satisfies the assumptions of Theorem 2.3. Namely, C is an abelian
monoidal category with right-exact tensor product.
Lemma A.2. Let x : Uf → Vg and y : Vg →Wh be morphisms in CF .
(i) If x : U → V is a kernel of y in C, then x : Uf → Vg is a kernel of y in CF .
(ii) If y : V → W is a cokernel of x in C, then y : Vg →Wh is a cokernel of x in CF .
Proof. (i) We need to show that x has the universal property of ker y in CF , namely that for
every U ′f ′ ∈ CF and every c : U ′f ′ → Vg such that y ◦ c = 0 there exists a unique c˜ : U ′f ′ → Uf
such that c = x ◦ c˜. Since x = ker y in C we know that there exists a unique c˜ : U ′ → U such
that c = x ◦ c˜. It remains to prove that c˜ is a morphism in CF , i.e. that c˜ ◦ f ′ = f ◦ (idF ⊗c˜).
To this end consider the following diagram in C:
F ⊗ U F ⊗ V F ⊗W
U V W
U ′
F ⊗ U ′

f

g

h
//idF ⊗x //idF ⊗y
//x //y
OO
c
OO
f ′
ggO O O O O O O Oc˜
idF ⊗c
ZZ
idF ⊗c˜
JJ
WT
P
L
E
<
4
.
(
$
 



(A.7)
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By assumption the two triangles commute, and all squares but the one with the two dashed
arrows. To establish that also the latter commutes, since x is monic it is enough to show
that x ◦ c˜ ◦ f ′ = x ◦ f ◦ (idF ⊗c˜). Indeed,
x ◦ f ◦ (idF ⊗c˜) = g ◦ (idF ⊗x) ◦ (idF ⊗c˜) = g ◦ (idF ⊗c) = c ◦ f ′ = x ◦ c˜ ◦ f ′ . (A.8)
(ii) The proof works along the same lines as that of part (i), but, as opposed to part (i) here
we need to use that the tensor product of C is right-exact. For this reason we spell out the
details once more. We need to show that y has the universal property of cokx in CF . Given
a W ′h′ and a morphism c : Vg →W ′h′ such that c ◦ x = 0, since y = cok x in C we know there
exists a unique morphism c˜ : W → W ′ in C such that c = c˜ ◦ y. It remains to show that
c˜ :Wh →W ′h′ is a morphism in CF , i.e. that c˜ ◦ h = h′ ◦ (idF ⊗c˜). Consider the diagram:
F ⊗ U F ⊗ V F ⊗W
U V W
W ′
F ⊗W ′

f

g

h
//idF ⊗x //idF ⊗y
//x //y

c
OO
h′
wwo o
o o
o o
o o
c˜
idF ⊗c

idF ⊗c˜
qq
)
&
#
 



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Since y is an epimorphism and the tensor product is right-exact, also idF ⊗y is an epi-
morphism. It is therefore enough to show that c˜ ◦ h ◦ (idF ⊗y) = h′ ◦ (idF ⊗c˜) ◦ (idF ⊗y).
Indeed,
h′ ◦ (idF ⊗c˜) ◦ (idF ⊗y) = h′ ◦ (idF ⊗c) = c ◦ g = c˜ ◦ y ◦ g = c˜ ◦ h ◦ (idF ⊗y) . (A.10)
Lemma A.3. CF has kernels.
Proof. We are given Uf , Vg ∈ CF and a morphism x : Uf → Vg. Since C has kernels, there
exists an object K ∈ C and a morphism ker : K → U such that ker is a kernel of x in C. We
now wish to construct a morphism k : F ⊗K → K such that ker : Kh → Uf is a morphism
in CF . Consider the following diagram:
F ⊗K F ⊗ U F ⊗ V
K U V




∃!h

f

g
//idF ⊗ ker //idF ⊗x
//ker //x
(A.11)
Note that x◦f ◦(idF ⊗ ker) = g◦(idF ⊗(x◦ker)) = 0. By the universal property of kernels in
C, there exists a unique morphism h : F⊗K → K which makes the above diagram commute.
Thus, ker : Kh → Uf is a morphism in CF . Since ker is a kernel of x in C, by Lemma A.2 (i)
ker is also a kernel of x in CF .
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Lemma A.4. CF has cokernels.
Proof. The proof is similar to that for the existence of kernels, with the difference that for
the existence of cokernels we need the tensor product of C to be right-exact. We are given
a morphism x : Uf → Vg. The morphism x has a cokernel cok : V → C in C. Consider the
following diagram:
F ⊗ U F ⊗ V F ⊗ C
U V C

f

g




∃!c
//idF ⊗x //idF ⊗ cok
//x //cok
(A.12)
Since ⊗ is right-exact, idF ⊗ cok is a cokernel of idF ⊗x. Note that cok ◦g ◦ (idF ⊗x) =
cok ◦x ◦ f = 0. By the universal property of cokernels in C, there exists a unique morphism
c : F⊗C → C which makes the above diagram commute. Thus, cok : Vg → Cc is a morphism
in CF . Since cok is a cokernel of x in C, by Lemma A.2 (ii) it is also a cokernel of x in CF .
The proof of Lemma A.3 shows that there exists a kernel for x : Uf → Vg of the form
ker : Kh → Uf , with ker a kernel of x in C. The proof of Lemma A.4 implies a similar
statement for cokernels. Since kernels and cokernels are unique up to unique isomorphism,
we get as a corollary the converse statement to Lemma A.2.
Corollary A.5. Let x : Uf → Vg and y : Vg →Wh be morphisms in CF .
(i) If x : Uf → Vg is a kernel of y in CF , then x : U → V is a kernel of y in C.
(ii) If y : Vg →Wh is a cokernel of x in CF , then y : V →W is a cokernel of x in C.
We have now gathered the ingredients to prove Lemma 2.4.
Proof of Lemma 2.4. By Lemmas A.3 and A.4, CF has kernels and cokernels. Let χ : Kh → Vg
be a kernel of b : Vg → Wh and let γ : Vg → Cc be a cokernel of a : Uf → Vg. By Corollary
A.5, also in C we have that χ is a kernel of b : V → W and γ is a cokernel of a : U → V .
Suppose Uf
a−→ Vg b−→ Wh is exact at Vg in CF , i.e. χ is also a kernel for γ in CF . By
Corollary A.5, χ is a kernel for γ in C and so U a−→ V b−→ W is exact at V in C. Conversely, if
χ is a kernel for γ in C, then by Lemma A.2 χ is also a kernel for γ in CF . Thus Uf a−→ Vg b−→Wh
is exact at Vg in CF . 
Corollary A.6. (to Lemma 2.4) Let x : Uf → Vg be a morphism in CF . Then x is monic
in CF iff it is monic in C, and x is epi in CF iff it is epi in C.
Lemma A.7. CF has binary biproducts.
Proof. Let Uf , Vg ∈ CF be given. Since C has binary biproducts, for U, V ∈ C, there exists a
W ∈ C and morphisms
U W V
//eU oo eV
oo
rU
//
rV (A.13)
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where eA is the embedding map and rA is the restriction map, such that
rU ◦ eU = idU , rV ◦ eV = idV , eU ◦ rU + eV ◦ rV = idW . (A.14)
This implies rU ◦ eV = 0 and rV ◦ eU = 0. Define a morphism h : F ⊗W → W as
h = eU ◦ f ◦ (idF ⊗rU) + eV ◦ g ◦ (idF ⊗rV ) . (A.15)
We claim that (A.13) with U , W and V replaced by Uf , Wh and Vg, respectively, defines a
binary biproduct in CF . To show these we need to check that the relevant four squares in
F ⊗ U F ⊗W F ⊗ V//
idF ⊗eU oo idF ⊗eV
oo
idF ⊗rU
//
idF ⊗rV
U W V
//eU oo eV
oo
rU
//
rV

f

h

g
(A.16)
commute. For the first square one has
h ◦ (idF ⊗eU ) = eU ◦ f ◦ (idF ⊗(rU ◦ eU︸ ︷︷ ︸
=idU
)) + eV ◦ g ◦ (idF ⊗(rV ◦ eU︸ ︷︷ ︸
=0
)) = eU ◦ f , (A.17)
and for the second one
rU ◦ h = rU ◦ eU ◦ f ◦ (idF ⊗rU) + rU ◦ eV ◦ g ◦ (idF ⊗rV ) = f ◦ (idF ⊗rU ) . (A.18)
In a similar fashion one checks that also h◦(idF ⊗eV ) = eV ◦g and rV ◦h = g◦(idF ⊗rV ).
Lemma A.8. In CF every monomorphism is a kernel and every epimorphism is a cokernel.
Proof. First we show that every monomorphism is a kernel. We need to show that if x :
Uf → Vg is mono in CF , there exists a Wh and y : Vg → Wh such that x = ker y. Since CF
has cokernels we can choose Wh = Cc and y = cokx. Since by Corollary A.6 x is monic also
in C, we have x = ker(cokx) in C. Finally, by Lemma A.2 we get that x = ker(cokx) also in
CF . The proof that every epimorphism is a cokernel goes along the same lines.
Proof of Theorem 2.3. Since C is an Ab-category, so is CF . As zero object in CF we take
(0, 0), where 0 is the zero object of C and 0 : F ⊗ 0→ 0 is the zero morphism. Furthermore,
CF has binary biproducts (Lemma A.7), has kernels and cokernels (Lemmas A.3 and A.4)
and in CF every monomorphism is a kernel and every epimorphism is a cokernel (Lemma
A.8). Thus CF is abelian. 
A.3 Finite semi-simple monoidal categories
Let k be a field. In this section we take C to be a k-linear abelian semi-simple finite braided
monoidal category, such that 1 is simple, and End(U) = k idU for all simple objects U . We
also assume that C has right duals and that
C is strict.
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Note that if we would add to this the data/conditions that C has compatible left-duals and a
twist (so that C is ribbon), we would arrive at the definition of a premodular category [Br].
Here we will content ourselves with right duals alone.
For explicit calculations in CF it is useful to have a realisation of C in terms of vector
spaces. One way to obtain such a realisation is as follows. Pick a set of representatives
{Ui|i ∈ I} of the isomorphism classes of simple objects in C such that U0 = 1. For each
label a ∈ I define a label a¯ via Ua¯ ∼= U∨a . Define the fusion rule coefficients N kij as
N kij = dimkHom(Ui ⊗ Uj , Uk) . (A.19)
We restrict ourselves to the situation that
N kij ∈ {0, 1} . (A.20)
This is satisfied in the Lee-Yang model studied below, but also for other models such as the
rational free boson or the ŝu(2)k-WZW model. Whenever N
k
ij = 1 we pick basis vectors
λ(ij)k ∈ Hom(Ui ⊗ Uj , Uk) such that λ(0i)i = λ(i0)i = idUi . (A.21)
The fusing matrices F
(ijk)l
pq ∈ k are defined to implement the change of basis between two
bases of Hom(Ui ⊗ Uj ⊗ Uk, Ul) as follows,
λ(ip)l ◦ (idUi ⊗λ(jk)p) =
∑
q∈I
F
(ijk)l
pq · λ(qk)l ◦ (λ(ij)q ⊗ idUk) . (A.22)
The fusing matrices obey the pentagon relation. See e.g. [FRS1, Sect. 2.2] for a graphical
representation and more details. The inverse matrices are denoted by G
(ijk)l
pq ,∑
r∈I
F
(ijk)l
pr G
(ijk)l
rq = δp,q . (A.23)
The braiding cU,V gives rise to the braid matrices R
(ij)k ∈ k,
λ(ji)k ◦ cUi,Uj = R(ij)k λ(ij)k . (A.24)
With these ingredients, we define a k-linear braided monoidal category V ≡ V[k, I, 0 ∈
I, N, F,R]. This definition will occupy the rest of this section. The objects of V are lists
of finite-dimensional k-vector spaces indexed by I, A = (Ai, i ∈ I), and the morphisms
f : A→ B are lists of linear maps f = (fi, i ∈ I) with fi : Ai → Bi.
There is an obvious functor H : C → V which acts on objects as H(V ) = (Hom(Ui, V ), i ∈
I). For a morphism f : V →W we set H(f) = (H(f)i, i ∈ I), where H(f)i : Hom(Ui, V )→
Hom(Ui,W ) is given by α 7→ f ◦ α. Since H is fully faithful and surjective we have:
Lemma A.9. The functor H : C → V is an equivalence of k-linear categories.
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We can now use H to transport the tensor product, braiding and duality from C to V.
Let us start with the tensor product in V, which we denote by ⊛. For an object A ∈ V we
denote by (A)i (or just Ai) the i’th component of the list A. We set
(A⊛B)i =
⊕
j∈I
⊕
k∈I,N i
jk
=1
Aj ⊗k Bk . (A.25)
The direct summand Aj ⊗k Bk can appear in several components (A ⊛ B)i. To index one
specific direct summand, we introduce the notation (A⊛ B)i(jk) to mean
(A⊛B)i(jk) = Aj ⊗k Bk ⊂ (A⊛ B)i . (A.26)
This notation can be iterated. For example (A ⊛ (B ⊛ C))i(jk(lm)) stands for the direct
summand (we do not write out the associator and unit isomorphisms in the category of
k-vector spaces)
Aj ⊗k Bl ⊗k Cm ⊂ Aj ⊗k (B ⊛ C)k ⊂ (A⊛ (B ⊛ C))i . (A.27)
while ((A⊛B)⊛ C)i(j(kl)m) stands for the direct summand
Ak ⊗k Bl ⊗k Cm ⊂ (A⊛ B)j ⊗k Cm ⊂ ((A⊛B)⊛ C)i . (A.28)
If v ∈ Aj ⊗k Bk, we denote by (v)i(jk) the element v in the direct summand (A⊛ B)i(jk) ⊂
(A⊛ B)i, etc.
On morphisms f : A → X and g : B → Y the tensor product is defined to have
components (f ⊛ g)i : (A⊛B)i → (X ⊛ Y )i, where, for a ∈ Aj and b ∈ Bk,(
f ⊛ g
)
i
(
(a⊗k b)i(jk)
)
=
(
fj(a)⊗k gk(b)
)
i(jk)
∈ Xj ⊗k Yk ⊂ (X ⊛ Y )i . (A.29)
The tensor unit 1 ∈ V has components 10 = k and 1i = 0 for i 6= 0. The unit isomorphisms
of V are identities, but we find it useful to write them out to keep track of the indices of the
direct summands,
(λA)i : (1⊛A)i −→ Ai
(1⊗k a)i(0i) 7−→ (a)i and
(ρA)i : (A⊛ 1)i −→ Ai
(a⊗k 1)i(i0) 7−→ (a)i . (A.30)
Finally, the associator has components (αA,B,C)i : (A⊛ (B ⊛C))i → ((A⊛B)⊛C)i, where,
for v ∈ Aj ⊗k Bk ⊗k Cl,
(αA,B,C)i
(
(v)i(jq(kl))
)
=
∑
p∈I
(
G
(jkl)i
pq v
)
i(p(jk)l)
. (A.31)
Its inverse is (αA,B,C)
−1
i : ((A⊛B)⊛ C)i → (A⊛ (B ⊛ C))i,
(α−1A,B,C)i
(
(v)i(q(jk)l)
)
=
∑
p∈I
(
F
(jkl)i
pq v
)
i(jp(kl))
. (A.32)
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We can now turn H into a monoidal functor. To this end we need to specify natural
isomorphisms H2U,V : H(U) ⊛ H(V ) → H(U ⊗ V ) and an isomorphism H0 : 1V → H(1C).
To describe H2U,V we need the basis dual to λ(ij)k, that is, elements y(ij)k ∈ Hom(Uk, Ui⊗Uj)
such that λ(ij)k ◦ y(ij)k = idUk . Note that (H(U)⊛H(V ))i(jk) = Hom(Uj , U)⊗k Hom(Uk, V )
and H(U ⊗ V )i = Hom(Ui, U ⊗ V ). We set, for u ∈ Hom(Uj , U) and v ∈ Hom(Uk, V ),
(H2U,V )i((u⊗k v)i(jk)) = ((u⊗ v) ◦ y(jk)i)i . (A.33)
Finally, (H0)i = 0 for i 6= 0 and (H0)0(1) = idU0 ∈ Hom(U0, U0).
Theorem A.10. (H,H2, H0) : C → V is a monoidal functor.
Proof. We have to check that for all U, V,W ∈ C the following equalities of morphisms
H(U)⊛ (H(V )⊛H(W ))→ H(U ⊗ V ⊗W ), 1V ⊛H(U)→ H(U) and H(U)⊛ 1V → H(U),
respectively, hold,
H2U⊗V,W ◦ (H2U,V ⊛ idH(W )) ◦ αH(U),H(V ),H(W ) = H2U,V⊗W ◦ (idH(U)⊛H2V,W ) ,
λH(U) = H
2
H(1),H(U) ◦ (H0 ⊛ idH(U)) , ρH(U) = H2H(U),H(1) ◦ (idH(U)⊛H0) .
(A.34)
(Recall that C is strict.) The identities involving λ and ρ are most easy to check. For
example, the ith component of two sides of the identity for λ are, for u ∈ Hom(Ui, U),
(λH(U))i((1⊗k u)i(0i)) = (u)i and
(H2H(1),H(U))i ◦ (H0 ⊛ idH(U))i((1⊗k u)i(0i)) = (H2H(1),H(U))i((idU0 ⊗ku)i(0i))
= ((idU0 ⊗u) ◦ y(0i)i)i = (u)i .
(A.35)
To check the first condition in (A.34) we pick elements u ∈ Hom(Uj , U), v ∈ Hom(Uk, V ),
w ∈ Hom(Ul,W ) and evaluate both sides on the element (u ⊗k v ⊗k w)i(jq(kl)). For the left
hand side this gives(
H2U⊗V,W ◦ (H2U,V ⊛ idH(W )) ◦ αH(U),H(V ),H(W )
)
i
(
(u⊗k v ⊗k w)i(jq(kl))
)
=
∑
p∈I
(
H2U⊗V,W ◦ (H2U,V ⊛ idH(W ))
)
i
(
(G(jkl)ipq · u⊗k v ⊗k w)i(p(jk)l)
)
=
∑
p∈I
(H2U⊗V,W )i
(
(G(jkl)ipq · ((u⊗ v) ◦ y(jk)p)⊗k w)i(pl)
)
=
(∑
p∈I
G
(jkl)i
pq · (((u⊗ v) ◦ y(jk)p)⊗ w) ◦ y(pl)i
)
i
=
(
(u⊗ v ⊗ w) ◦ (idUj ⊗y(kl)q) ◦ y(jq)i
)
i
.
(A.36)
For the right hand side we find(
H2U,V⊗W ◦ (idH(U)⊛H2V,W )
)
i
(
(u⊗k v ⊗k w)i(jq(kl))
)
=
(
H2U,V⊗W
)
i
(
(u⊗k [(v ⊗ w) ◦ y(kl)q])i(jq)
)
=
(
(u⊗ [(v ⊗ w) ◦ y(kl)q]) ◦ y(jq)i
)
i
=
(
(u⊗ v ⊗ w) ◦ (idUj ⊗y(kl)q) ◦ y(jq)i
)
i
.
(A.37)
Thus H is indeed a monoidal functor.
32
We define a braiding cA,B : A⊛ B → B ⊛ A on V by setting, for a ∈ Aj and b ∈ Bk,
(cA,B)i((a⊗ b)i(jk)) = (R(jk)ib⊗ a)i(kj) . (A.38)
One verifies that H(cU,V ) ◦H2U,V = H2V,U ◦ cH(U),H(V ) so that H provides a braided monoidal
equivalence between C and V.
It remains to define the right duality on V. The components of the dual of an object are
given by dual vector spaces, (A∨)k = A
∗
k¯
. We identify k∗ = k so that 1∨ = 1. The duality
morphisms bA : 1 → A ⊛ A∨ and dA : A∨ ⊛ A → 1 have components (bA)i = 0 = (dA)i for
i 6= 0. To describe the 0-component, we fix a basis {ai,α} of each Ai, and denote by {a∗i,α}
the dual basis of A∗i . Then
(bA)0 : (1)0 −→ (A⊛ A∨)0
(1)0 7−→
∑
k∈I
(∑
α
ak,α ⊗k a∗k,α
)
0(kk¯)
,
(dA)0 : (A
∨
⊛ A)0 −→ (1)0
(ϕ⊗k a)0(k¯k) 7−→
ϕ(a)
F
(kk¯k)k
00
. (A.39)
As an exercise in the use of the nested index notation we demonstrate the second identity
in (2.7). Let ai,α, a
∗
i,α be as above. Then, for ϕ ∈ A∗k¯,(
ρ−1A∨
)
k
(
(ϕ)k
)
= (ϕ⊗k 1)k(k0) = ⋆1(
idA∨ ⊛bA
)
k
(⋆1) =
∑
l∈I
∑
α
(
(ϕ)k ⊗k (ak,α ⊗k a∗k,α)0(ll¯)
)
k(k0)
=
∑
l,α
(
ϕ⊗k ak,α ⊗k a∗k,α
)
k(k0(ll¯))
= ⋆2(
αA∨,A,A∨
)
k
(⋆2) =
∑
p∈I
∑
l,α
(
G
(kll¯)k
p0 · ϕ⊗k ak,α ⊗k a∗k,α
)
k(p(kl)l¯)
= ⋆3(
dA ⊛ idA∨
)
k
(⋆3) =
∑
p,l,α
(
G
(kll¯)k
p0 · (dA)p((ϕ⊗k ak,α)p(kl))⊗k (a∗k,α)l¯
)
k(pl¯)
(a)
=
∑
α
(
G
(kk¯k)k
00 (F
(k¯kk¯)k¯
00 )
−1 · ϕ(ak,α)⊗k a∗k,α
)
k(0k)
(b)
=
(
1⊗k ϕ
)
k(0k)
= ⋆4(
λA∨
)
k
(⋆4) = (ϕ)k .
(A.40)
In step (a) we used that (dA)p is non-zero only for p = 0, and that in this case we are also
forced to choose l = k¯ (otherwise the direct summand (· · · )0(kl) is empty). In step (b) the
equality
F
(k¯kk¯)k¯
00 = G
(kk¯k)k
00 (A.41)
is used. This equality can be derived by using either F or G to simplify (λ(k¯k)0 ⊗ λ(k¯k)0) ◦
(idUk¯ ⊗y(kk¯)0 ⊗ idUk) to λ(k¯k)0 (which also shows that both are non-zero).
Remark A.11. (i) The above construction is a straightforward generalisation of the way
one defines a (braided) monoidal category starting from a (abelian) group and a (abelian)
three-cocycle, see [FRS2, Sect. 2] and references therein.
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(ii) The construction is different from what one would do in Tannaka-Krein reconstruction
for monoidal categories [Ha]. There one constructs a fibre-functor from C to a category of
R-R-bimodules for a certain ring R (isomorphic to k⊕|I|). However, this fibre-functor is
typically neither an equivalence nor full.
Let f : F ⊛ A→ A and g : F ⊛ B → B be morphisms in V. We can now substitute the
explicit structure morphisms (A.31), (A.32), (A.38) into the definition of T (f, g) in Section
2.2. After a short calculation one finds, for u ∈ Fj , a ∈ Al and b ∈ Bm,
T (f, g)i
(
(u⊗k a⊗k b)i(jk(lm))
)
=
∑
x,y∈I
(
δy,mG
(jlm)i
xk (f)x
(
(u⊗k a)x(jl)
)⊗k (b)y
+ δx,l
R
(jk)i
R(jm)y
F
(lmj)i
yk (a)x ⊗k (g)y
(
(u⊗k b)y(jm)
))
i(xy)
.
(A.42)
When verifying this one needs to use the following two equivalent expressions for the B-
matrix (see e.g. [FRS3, Eqn. (5.46)]), one of which is [FRS3, Eqn. (5.47)] and the other one
appears in the calculation of T (0, g)i
(
(u⊗k a⊗k b)i(jk(lm))
)
,
∑
p
F
(ljm)i
yp R
(jl)p
G
(jlm)i
pk = B
(jlm)i
yk =
R
(jk)i
R(jm)y
F
(lmj)i
yk . (A.43)
For c(f) the calculation is slightly longer, and one finds, for u ∈ Fj and ϕ ∈ A∗k¯, and using
(A.41) at an intermediate step,
c(f)i
(
(u⊗k ϕ)i(jk)
)
= − F
(¯ıi¯ı)¯ı
00
F
(k¯kk¯)k¯
00
R
(jk)i
F
(kjı¯)0
k¯i
∑
α
ϕ
(
(f)k¯((u⊗ aı¯,α)k¯(jı¯))
) · a∗ı¯,α ∈ (A∨)i = A∗ı¯ . (A.44)
A.4 T (f, g) and c(f) for the Lee-Yang model
The Lee-Yang model is the minimal model M(2, 5). The fusing matrices of minimal models
are known from [DF, FGP]. We use the conventions of [Ru, App.A.3]. The index set is
I = {1, φ} and the unit element is 1 ∈ I. The non-zero entries in the braiding matrix are,
for x ∈ {1, φ}
R
(1x)x = R(x1)x = 1 , R(φφ)1 = ζ2 , R(φφ)φ = ζ , where ζ = e−pii/5 . (A.45)
The nonzero entries in the fusing matrices are, for x, y, z ∈ {1, φ}
F
(1xy)z
zx = F
(x1y)z
yx = F
(xy1)z
yz = F
(xyz)1
xz = 1 ,
F
(φφφ)φ
11 =
1
d
, F
(φφφ)φ
1φ = w , F
(φφφ)φ
φ1 =
1
wd
, F
(φφφ)φ
φφ =
−1
d
where d =
1−√5
2
.
(A.46)
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Here d is the quantum dimension of φ. The constant w ∈ C× depends on the choice of
normalisation of the basis vectors λ(φφ)1 and λ(φφ)φ. Different choices of w yield equivalent
braided monoidal categories. There is a preferred choice related to the normalisation of the
vertex operators, for which
w =
Γ
(
1
5
)
Γ
(
6
5
)
Γ
(
3
5
)
Γ
(
4
5
) = 2.431... , (A.47)
but one may as well set w to 1. The inverse matrix of F is simply
G
(ijk)l
pq = F
(kji)l
pq . (A.48)
Let us indicate how to obtain the explicit formulas quoted in Section 4.2. First of all, in
terms of the notation (A.26) for the direct summands of A⊛ B, the individual components
in (4.7) are, in the same order,
A⊛B =
(
(A⊛B)1, (A⊛B)φ
)
=
(
(A⊛ B)1(11) ⊕ (A⊛ B)1(φφ) , (A⊛B)φ(1φ) ⊕ (A⊛B)φ(φ1) ⊕ (A⊛B)φ(φφ)
)
.
(A.49)
Consider a morphism f : Φ⊛A→ A. In terms of three linear maps in (4.8) the action of f
on the individual summands of Φ⊛A is as follows. For 1 ∈ Φφ = C, a ∈ A1 and b ∈ Aφ,
(f)1
(
(1⊗C b)1(φφ)
)
= f1φ(b) ,
(f)φ
(
(1⊗C a)φ(φ1)
)
= fφ1(a) , (f)φ
(
(1⊗C b)φ(φφ)
)
= fφφ(b) .
(A.50)
To obtain the expression (4.9) for the dual of an object in VΦ we have to specialise (A.44)
to the Lee-Yang model. For example, for f : Φ⊛ A→ A and ϕ ∈ A∗φ one gets
c(f)1
(
(1⊗C ϕ)1(φφ)
)
= − F
(111)1
11
F
(φφφ)φ
11
R
(φφ)1
F
(φφ1)1
φ1
∑
α
ϕ
(
(f)φ((u⊗ a1,α)φ(φ1))
) · a∗1,α
= −dζ2
∑
α
ϕ
(
fφ1(a1,α)
) · a∗1,α = −dζ2f ∗φ1(ϕ) , (A.51)
which is the top right corner in (4.9). Expression (4.11) for the tensor product of two
morphisms in VΦ is obtained from (A.42). Denote by T i(xy)i(φk(lm)) the linear map T (f, g)i
restricted to (Φ⊛ (A⊛B))i(φk(lm)) and projected to the summand (A⊛ B)i(xy),
T
i(xy)
i(φk(lm)) = δy,mF
(mlφ)i
xk fxl ⊗C idBy +δx,l
R
(φk)i
R(φm)y
F
(lmφ)i
yk idAx ⊗Cgym (A.52)
In terms of these, the elements of the matrix (4.11) are
A1B1 AφBφ A1Bφ AφB1 AφBφ
A1B1
AφBφ
A1Bφ
AφB1
AφBφ

0 0 T
1(11)
1(φφ(1φ)) T
1(11)
1(φφ(φ1)) T
1(11)
1(φφ(φφ))
0 0 T
1(φφ)
1(φφ(1φ)) T
1(φφ)
1(φφ(φ1)) T
1(φφ)
1(φφ(φφ))
T
φ(1φ)
φ(φ1(11)) T
φ(1φ)
φ(φ1(φφ)) T
φ(1φ)
φ(φφ(1φ)) T
φ(1φ)
φ(φφ(φ1)) T
φ(1φ)
φ(φφ(φφ))
T
φ(φ1)
φ(φ1(11)) T
φ(φ1)
φ(φ1(φφ)) T
φ(φ1)
φ(φφ(1φ)) T
φ(φ1)
φ(φφ(φ1)) T
φ(φ1)
φ(φφ(φφ))
T
φ(φφ)
φ(φ1(11)) T
φ(φφ)
φ(φ1(φφ)) T
φ(φφ)
φ(φφ(1φ)) T
φ(φφ)
φ(φφ(φ1)) T
φ(φφ)
φ(φφ(φφ))

(A.53)
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For example, the underlined entries are
T
1(φφ)
1(φφ(φ1)) = ζ
2 · idAφ ⊗C gφ1 ,
T
1(φφ)
1(φφ(φφ)) = fφφ ⊗C idBφ +ζ · idAφ ⊗C gφφ ,
T
φ(φφ)
φ(φ1(φφ)) =
1
wd
· fφφ ⊗C idBφ + 1ζwd · idAφ ⊗C gφφ ,
(A.54)
in agreement with (4.11).
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