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Abstract
In this thesis we study the thermoelectric properties of a multilevel interacting
quantum dot weakly coupled to two electronic reservoirs kept at different temper-
atures and chemical potentials. The motivation behind this work was to assess
the properties of this system acting as a heat engine, i.e. as a device that converts
heat into work. In fact, applying a temperature difference to the quantum dot
produces an electric current that can perform work against a potential difference.
This problem has a long history and the first studies date back to the 1960s when
Ioffe discovered that doped semiconductors have good thermoelectric properties;
nonetheless even today the efficiency for heat-to-work conversion of experimental
solid state devices remains too low to be competitive with conventional heat
engines. In the 1990s two pioneering works from Dresselhaus et al. and Sofo et
al. independently proposed to study low dimensional system. The first article
showed that decreasing one of the dimensions of a bulk material could lead to
a drastic increase of the efficiency; the second article argued that by restricting
the energy windows of electrons participating in the transport to a “delta-like”
distribution would allow the system to operate at Carnot’s efficiency. This “energy
filtering” mechanism can be implemented using low dimensional systems, now
experimentally realizable: this motivated our study of a “zero dimensional” system
i.e. a quantum dot.
While there is a vast literature on non-interacting systems, much less is known
about the impact of electron interactions on the efficiency of nano-heat engines.
This will be the main objective of the thesis.
We start by discussing the general properties of heat engines, and by defining the
physical quantities used to describe the thermoelectric properties of these system,
such as the transport coefficients (electric conductance, thermopower and thermal
conductance), the maximum efficiency ηmax, the efficiency at maximum power
η(Pmax) and the maximum power Pmax. Then we present the sequential-tunneling
formalism which allows us to compute the charge, energy and heat currents as a
ii
iii
function of an arbitrary temperature and chemical potential difference.
In the first part of the thesis, we study the system in the linear response regime.
We revise and extend the sequential tunneling formalism by deriving the condition
under which the expressions of the currents are valid in linear response. Then we
study the system in the quantum limit, i.e. when the average thermal energy kBT
is much smaller than ∆E, the typical energy distance between quantum dot energy
levels, and much smaller than EC , the interacting energy. This allows us to obtain
simple analytic expressions for the transport coefficients and for the figure of merit
ZT which completely characterizes ηmax and η(Pmax) in the linear regime. We
identify analytically optimal system parameters in order to maximize Pmax, ηmax
and η(Pmax) and we compare these results with numerical calculations. If the
system parameters are such that ∆E/kBT →∞ or EC/∆E →∞, the maximum
efficiency approaches Carnot’s efficiency.
Then we study the system numerically beyond the linear response regime.
After analyzing the currents, we focus on the maximum power, the maximum
efficiency, and on the efficiency at maximum power, showing that applying large
temperature gradients allows the system to overcome limits imposed by the linear
response regime. In particular, it turns out that the efficiency at maximum power,
bounded by half Carnot’s efficiency in the linear response regime, exhibits peaks
that approach Carnot’s efficiency.
At last we analyze a real quantum dot system created in a InAs/InP nanowire,
whose electronic transport properties were studied. After reproducing the ex-
perimental electric conductance, we predict it’s thermoelectric properties: the
efficiency and power are maximum in the quantum limit, where large temperature
differences allow to overcome the limits imposed by the linear response regime.
The spin degeneracy of this system, previously disregarded, creates an asymmetry
in the peaks of the maximum power, providing an enhancement of a factor 1.77
with respect to the non degenerate case. We study this enhancement analytically
within the quantum limit in the linear response regime, finding that the expression
we obtain appears to describe quite accurately also the non linear maximum power.
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Chapter 1
Introduction
The world’s demand for energy is constantly increasing and our dependence
on fossil fuels is causing a global climate change that has serious consequences
on the environment. It is becoming more and more important to be able to
provide sustainable energy to the world. It is likely that in the next decades
the efforts of the scientific community will be increasingly addressed towards
this direction; one possible way to tackle this problem is to improve clean heat-
to-work transformations. Increasing the efficiency of thermoelectric materials
used as heat engines and refrigerators is one of the main challenges of present
day technology; progress in understanding thermoelectricity at the nanoscale
will also have important applications for example in ultra sensitive all-electric
heat and energy transport detectors, or in energy transduction, just to mention
a few. Despite relevant progress made in the last years [1–3], the efficiency of
thermoelectric technology remains too low [4].
The thermoelectric effect consists in the conversion of a temperature difference,
applied to a material, into an electric potential difference. This effect was first
observed by Thomas Johann Seebeck in 1821, who noticed that a compass needle
was deflected by a closed ring formed by two different metals that had different
temperatures at the junctions. The temperature difference created an electric
current that in turn generated a magnetic field that deflected the compass needle.
So if a temperature difference is applied to a material, the induced current will
accumulate charges at the extremities of the material, until the induced potential
difference balances out the current. The creation of this potential difference, that
can be used to perform work, is known as the “Seebeck effect”. Conversely, by
driving a current through a metal, it is possible to create a temperature difference:
this effect, know as the “Thomson effect”, can be used to create a refrigerating
1
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system. In this thesis, we will focus on using the thermoelectric effect to convert
heat into work.
The efficiency of both heat engines and refrigerator systems is quantified, within
the linear response regime, by the dimensionless figure of merit ZT = GS2T/κ [5],
where G is the electric conductance, S is the thermopower or Seebeck coefficient,
κ is the thermal conductance and T is the average temperature of the system. The
electronic structure of the material determines G and S, whereas κ is determined
both by the electronic structure and by the lattice, through phonon propagation.
High values of ZT imply high values of maximum efficiency and of efficiency at
maximum power for heat-to-work conversion. In fact, if ZT →∞, the maximum
efficiency approaches Carnot’s efficiency ηC , and the efficiency at maximum power
approaches ηC/2. It is evident that in order to increase ZT , we need to increase
G and S, and decrease κ. Despite 50 years have passed from Ioffe’s discovery that
doped semiconductors display good thermoelectric properties [6], actual devices
still operate around ZT ≈ 1. For example, one of the bulk materials that has
been found to have highest values of ZT are alloys of Bi2Te3, which achieve
ZT ≈ 1 [7]. It is generally accepted that thermoelectric engines and refrigerators
will be competitive with conventional heat-to-work conversion mechanical systems
if a target value of ZT ≈ 3 is met.
The main difficulty in increasing ZT is given by the interdependence of G, S
and κ in most systems, like in conventional 3D crystalline systems. Since electrons
are responsible for both charge and energy transport, it is difficult to vary these
quantities independently. For example, in a wide range of macroscopic electronic
systems, the ratio Λ = κ/GT is universal, as stated by Wiedemann-Franz’s law [8].
For example, the semiclassical theory of conduction in metals predicts a values
of Λ = pi2/3(kB/e)2 at low temperatures, where kB is Boltzamann’s constant,
and e is the electron charge [9]. This implies that κ and G cannot be varied
independently. Furthermore, it has been shown that whenever Wiedemann-Franz’s
law is valid, ZT  1 [4]. As an example of the interdependence between G and
S, let’s consider a metal. Being good conductors, metals have a large G, but
they have a small S, around 100 times smaller than semiconductors [9]. Thus
one can try to increases S decreasing the carrier concentration, but it results in a
decrease of G, because less electrons participate to the conduction. Also increasing
the effective mass m∗ increases S, but heavy carriers travel slower, so again G
decreases [3]. There is always a tradeoff that doesn’t allow for much optimization.
In the early 1990s the research community was stimulated to improve the
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efficiency of thermoelectric materials to the point that they could be used com-
petitively with traditional heat engines and cooling systems. As a result, two
different research approaches were taken for developing the next generation of new
thermoelectric materials.
The first approach consist of using new families of advanced bulk thermoelectric
materials aimed to increasing ZT by reducing the thermal conductivity. This is
mainly achieved scattering phonons by creating point defects, rattling structures
or by adding particular interfaces; in recent years, many advances have been made
in this direction [1, 3]. Despite these achievements, values of ZT are still too low,
and it seems like the phonon thermal conductivity cannot be brought under certain
limits which are currently almost reached [3, 10].
The second approach consists of using low dimensional systems. The idea
came independently, and for different reasons, from two pioneering articles of
Dresselhaus et al. [7] and Sofo et al. [11]. The first article proposes to prepare
two band materials in the form of two-dimensional quantum-well superlattices:
they compute ZT for a 3D crystalline structure and compared it to the ZT of
the same material when one dimension is made increasingly small. They showed
that ZT can be theoretically increased up to a factor 13 in a Bi2Te3 crystal if one
dimension is brought down to 10 Å. They observed that this increase is due to
the separation of the electron and hole bands, and thanks to the 2D nature of the
density of states. The second article discusses from a mathematical point of view
which electronic structures provide the largest ZT . They showed that a narrow
distribution of the energy of the electrons participating in the transport process
maximizes ZT .
Both articles lead to the important concept of “energy filtering”: an increase
of the electron contribution to ZT is possible if we can “filter” the electrons
participating in the transport to a specific narrow energy range. This concept can
be implemented using low dimensional systems, like 1D nanowires and 0D quantum
dots (QD). A QD in fact displays a discrete energy spectrum, which can be used
to filter electron energies. Despite the experimental difficulty in maintaining
temperature gradients and in measuring heat fluxes, there are various recent
experiments conducted on nanowires and QDs that demonstrate the possibility to
apply large temperature gradients to these systems [12–16].
Given the importance of these low dimensional systems in increasing ZT , in
this thesis we will study the thermoelectric properties of an interacting, multi-level
QD in the linear response regime and beyond. While there is a vast literature on
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non-interacting systems, for example Refs. [17, 18], much less is known about the
impact of electron interactions on the efficiency of nano-heat engines. This will
be the main objective of the thesis. In chapter 2 and 3 we will first present the
formalism necessary to compute the charge, energy and heat currents; knowing
the currents, we can compute the following quantities: the transport coefficients
(G, S and κ), the maximum power, the maximum efficiency, and the efficiency at
maximum power. In chapter 4 we will study the system within the linear response
regime, computing the quantities above mentioned; this allows us to find closed
analytic expressions. In this regime, we will approximate these expressions within
the so-called “quantum limit”, i.e. when the thermal energy kBT is much smaller
than the typical energy distance between the QD energy levels, and much smaller
than the interacting energy. This allows us to find simple analytic expressions
of the quantities above mentioned; in particular, we will be able to compute the
figure of merit, since ZT = GS2T/κ, and the maximum power. We will thus
determine analytically the optimal system parameters in order to maximize the
maximum power, the maximum efficiency, the efficiency at maximum power. In
chapter 5 and 6 we will study the system numerically beyond the linear response
regime. The need to go beyond the linear response regime is given by various
reasons, some of which are theoretical, some are practical. From a theoretical
point of view, the linear response regime puts strong limits on the efficiency
at maximum power. Beyond the linear response regime, various systems have
displayed the possibility to overcome these limits [17,19,20], so we wish to study
this possibility. From a practical point of view, most experimental setups operate
beyond the linear response regime, and a practical application of this system as
a heat engine requires large temperature biases in order to obtain high values of
Carnot’s efficiency and a significant extraction of work. We thus must be able to
study these systems beyond the linear response regime. In chapter 5 we will first
study what happens to the charge current and thermopower as we depart from the
linear response regime. Then we will focus our study on the maximum efficiency,
on the efficiency at maximum power and on the maximum power, showing that
also this system displays the possibility to achieve efficiencies beyond the limits
imposed by the linear response regime thanks to large temperature differences.
In particular, it is possible to achieve an efficiency at maximum power beyond
Curzon-Ahlborn’s [21–23] upper limit. We will discuss how the system parameters
should be chosen in order to achieve these high efficiencies. At last, in chapter
6 we will apply our formalism to a system experimentally realized at NEST [12].
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We will show that low temperatures and large temperature differences allow this
system to achieve a large maximum power and efficiency at maximum power. Since
this system presents spin degeneracy, previously disregarded, we will discuss the
role of degenerate energy levels in enhancing the maximum power of a factor 1.77
respect to the non degenerate case.
Chapter 2
Theoretical Model
In this chapter we will illustrate the physical setup that we studied, and we
will develop the necessary formalism to describe it. The formalism is based on
articles [24,25]. In particular, in section 2.1 we will discuss some general properties
of heat engines and we will define the fundamental quantities used to describe
these systems. Then in section 2.2 we will describe in detail the formalism used to
describe a multilevel interacting QD, and we will show how to find a solution to
the problem.
2.1 General Considerations
In this section, we will first describe a generic system that behaves as a heat engine
exchanging electrons with two reservoirs. Then we will define the various quantities
used to describe the thermoelectric properties of these systems. In particular, in
subsection 2.1.1 we will define the “transport coefficients”, in subsection 2.1.2 we
will define the power and efficiency for heat-to-work conversion, and in subsection
2.1.3 we will discuss some general properties of these systems in the linear response
regime.
Let’s consider a generic system coupled to two electronic reservoirs kept at
temperature TL, TR and at chemical potential µL, µR, as in Figure 2.1. Let JhL
and JhR be the heat currents flowing respectively from the left reservoir to the
heat engine, and from the heat engine the right reservoir, and let Jc and Ju
be respectively the charge and energy currents. Jc is the same on each sides
due to particle number conservation in stationary conditions. We will consider
systems where also Ju is conserved. We will later discuss this hypothesis for the
QD system. Let’s define ∆T = TL − TR and ∆µ = µL − µR. The difference in
6
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Figure 2.1: Schematic representation of a generic system coupled to two electronic
reservoirs. The reservoirs are at thermal equilibrium, but there is a temperature
and chemical potential imbalance between them that generates heat, charge and
energy currents.
chemical potential is given by an applied voltage to the reservoirs, as shown in
Figure 2.1, such that V = −∆µ/e (−e is the electron charge). We will always
consider ∆T > 0. Instead, the applied voltage V will be chosen of either sign.
The temperature difference ∆T and the potential difference V are responsible
for driving a charge, energy and heat current through the heat engine. We will
now define the various quantities used to describe these systems.
2.1.1 Transport Coefficients
The transport coefficients describe how the system responds to an applied voltage
or temperature difference. By definition, they are given by:
• Electric conductance G:
G =
∂Jc
∂V
∣∣∣∣
∆T=0
. (2.1)
The electric conductance describes how the charge current responds to an
applied voltage, when the temperature difference is null.
• Thermopower S:
S = − V
∆T
∣∣∣∣
Jc=0
. (2.2)
When a temperature difference is applied to the reservoirs, a charge current
is induced through the QD. In open circuit conditions, this current will build
up electric charge, creating an electric potential difference that tends to
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stop the current. The thermopower is defined in this stationary condition
as minus the ratio between the potential difference and the temperature
difference. Thus high values of S mean that, in order to create a null charge
current, a large voltage is necessary to balance the current that is induced
by a given temperature difference.
• Thermal conductance κ:
κ =
∂JhL
∂T
∣∣∣∣
Jc=0
. (2.3)
The thermal conductance describes how the heat current responds to a
temperature difference in open circuit condition, i.e. when Jc = 0. The
definition of the thermal conductance using the left heat current may seem
arbitrary, but as we will see, if Jc = 0 the power is zero, so JhL = J
h
R and the
definition is not ambiguous.
2.1.2 Power and Efficiency
In this subsection we will define the power and efficiency of a heat engine and we
will define some other quantities that will be used to evaluate the thermoelectric
properties of our system. We will always assume a fixed temperature difference
∆T , such that TL > TR, and a variable voltage V .
The system depicted in Figure 2.1 will behave as a heat engine if it can perform
work. Since TL > TR, our system will perform work if part of the heat flowing
into the heat engine from the left reservoir is converted into work. The amount of
work performed per unit time can be obtained as the difference between the heat
currents flowing in and out of the system:
P = JhL − JhR. (2.4)
Our system will thus behave as a heat engine if P > 0.
The power can be rewritten in a simpler way by relating the charge, energy
and heat currents using the first principle of thermodynamics. Since the reservoirs
are by definition at thermal equilibrium, we can write the first principle for each
reservoir (α = L,R) as follows [26]:
dUα = δQα + µαdNα,
where dUα is the internal energy variation, δQα is the heat absorbed by the
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reservoir and dNα is the particle number variation. In this equation we are
allowing the energy of the reservoirs to change due to a particle number variation
and heat exchange, neglecting any other possible way for the reservoirs to do work.
If we take the time derivatives, we obtain:
Ju = Jhα −
µα
e
Jc, (2.5)
where we have used that Jc = −e(dNR/dt) = +e(dNL/dt). Due to the charge
and energy current conservation, we have dropped the α subscript from Jc and
Ju. This equation provides a useful relation between the energy, heat and charge
currents for each reservoir. Furthermore, if we subtract the two equations for
α = L,R, and recall the expression of V in terms of the chemical potentials, eq.
(2.4) can be rewritten as:
P = −V Jc. (2.6)
This very straightforward equation states that the system performs work by storing
electric potential energy.
We now want to study how V must be chosen for the system to behave as
a heat engine. As we observed earlier, our system will behave as such if P > 0.
This condition, at given ∆T , defines the interval of V where the system behaves
as a heat engine. Recalling eq. (2.6), this condition implies that V and Jc must
have opposite sign. So the interval for V can be defined the following way: we
first set V = 0, and measure Jc. We then start applying an opposite voltage: as a
consequence, the intensity of Jc will decrease. As long as the sign of Jc doesn’t
change, the system behaves as a heat engine. When V is such that Jc = 0, any
increase of V would change the sign of Jc, producing a negative power. This
particular voltage is defined as the “thermovoltage”, Vstop, and it can be related to
the thermopower as follows:
Vstop = −S∆T. (2.7)
Thus the system will behave as a heat engine if and only if:
V ∈ [0, Vstop]. (2.8)
Assuming that condition in eq. (2.8) is fulfilled, we can define the efficiency
of a heat engine as the ratio between the work performed by the system and the
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heat absorbed from the hot reservoir:
η =
P
JhL
= 1− J
h
R
JhL
. (2.9)
There are principally three important quantities related to the power and
efficiency that we will study in this thesis:
• the maximum power Pmax,
• the maximum efficiency ηmax and
• the efficiency at maximum power η(Pmax).
All three quantities are compute varying V ∈ [0, Vstop], at given ∆T . In general,
as a consequence of the second principle of thermodynamics, the efficiency any
system can achieve cannot go beyond Carnot’s efficiency: ηC = 1− TRTL . Thus ηmax
and η(Pmax) are certainty bounded to be smaller or equal to ηC . Since Carnot’s
efficiency can only be achieved if the heat exchange occurs reversibly, the time for
the process to occur is infinite, and the power is vanishingly small. Thus we can
expect also ηmax to be achieved at low powers. This is why it is also important to
study the efficiency at maximum power, η(Pmax), and the net maximum power
Pmax. While it is not known if there are any general thermodynamic upper bound
to η(Pmax) (other than ηC), the efficiency at maximum power is often compared
to Curzon-Ahlborn’s upper limit [21–23], given by:
ηCA = 1−
√
TR
TL
= 1−
√
1− ηC . (2.10)
This efficiency isn’t actually a universal upper bound, and some systems have been
reported [17,19,20] to have a higher η(Pmax) than ηCA. Nonetheless ηCA describes
the efficiency of actual thermal plants reasonably well [21,27] and therefore the
range of validity of ηCA as upper bound for the efficiency at maximum power has
been widely discussed in literature; as a result, it is often used to make comparisons.
We will later show that even the system we study in this thesis can achieve values
of η(Pmax) that exceed ηCA.
2.1.3 Linear Response Regime
In this section we will study what can be stated for a generic system in the
linear response regime, i.e. when the temperature difference and applied voltage
are small enough that the currents are linear in ∆T and V . In this regime the
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relation between the currents and the gradients can be written in matrix form as
follows [28,29]: (
Jc
JhL
)
=
(
L11 L12
L21 L22
)(
V
∆T/T
)
, (2.11)
or equivalently:
~J = L · ~X, (2.12)
where T is the average reservoir temperature, L is the Onsager matrix, ~J = (Jc, JhL)
and ~X = (V,∆T/T ). We have not considered the energy current since it is function
of the heat and charge currents through eq. (2.5). Matrix L will depend on
the characteristics of the system and on the average temperature and chemical
potential. In fact, as we will soon show, it is possible to relate the coefficients of L
to the transport coefficients. Furthermore, L satisfies various general properties:
L12 = L21 as a consequence of time-reversal symmetry [30], which we will always
assume, and L must be positive-definite in order to guarantee a positive production
of entropy. This can be shown by considering the total variation of entropy of the
system. As defined previously, δQL and δQR represent the heat absorbed by the
reservoir, so they increase entropy. We thus have that:
dStot = +
δQL
TL
+
δQR
TR
. (2.13)
We want to take the time derivative of this equation. We can use eqs. (2.4) and
(2.6) to show that JhR = J
h
L + V J
c. Using this relation, eq. (2.13) can be rewritten
as:
∂Stot
∂t
= −J
h
L
TL
+
JhR
TR
≈ 1
T
[
JhL
∆T
T
+ JcV
]
.
This equation can be written in matrix notation using eq. (2.12):
∂Stot
∂t
=
1
T
~J t · ~X = 1
T
~Xt · L · ~X.
If we impose a positive overall production of entropy, we have that:
~Xt · L · ~X ≥ 0
must be satisfied for all choices of ~X. This implies that matrix L must be positive-
definite. Since L is a symmetric matrix, this requirement is satisfied if and only
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if: 
L11 ≥ 0
L22 ≥ 0
det(L) = L11L22 − L212 ≥ 0
.
The second condition is redundant, but we decided to write it for clarity.
We will now relate the Onsager coefficients Lij to the transport coefficients G,
S and κ. Using the definition of G given in eq. (2.1) and the Onsager relation eq.
(2.11), we have:
G =
∂Jc
∂V
∣∣∣∣
∆T=0
= L11. (2.14)
The calculation of both S and κ require by definition Jc = 0. By imposing this
condition, we find that ∆T and V must satisfy:
V
∆T
= − L12
L11T
.
Thus, using the definitions of S and κ given respectively in eqs. (2.2) and (2.3),
and the Onsager relations eq. (2.11), we find that:
S = − ∆V
∆T
∣∣∣∣
Jc=0
=
1
T
L12
L11
, (2.15)
κ =
∂JhL
∂T
∣∣∣∣
Jc=0
=
L12V + L22∆T/T
∆T
=
1
T
det(L)
L11
. (2.16)
We can now study the relation between the transport coefficients and the
three quantities we want to study: Pmax, ηmax and η(Pmax). These quantities are
computed at fixed ∆T and by varying V ∈ [0, Vstop]. Let’s start by computing
Pmax: recalling eqs. (2.6) and (2.11), we want to maximize:
P = −V Jc = −V
(
L11V + L12
∆T
T
)
(2.17)
respect to V , at fixed ∆T . Setting the derivative in V to zero, we obtain that the
maximum power is achieved for:
V = −1
2
∆T
T
L12
L11
. (2.18)
Inserting this equation into eq. (2.17), and recalling eqs. (2.14) and (2.15), we
obtain:
Pmax =
1
4
(
∆T
T
)2 L212
L11
=
1
4
∆T 2GS2. (2.19)
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The term GS2 is often called “power factor”, since it determines the maximum
power, as we can see in eq. (2.19).
Let’s now find an expression also for ηmax and η(Pmax). As explained in the
introduction, within the linear response regime the dimensionless parameter:
ZT = GS2T/κ, (2.20)
where T is the average temperature of the reservoirs, quantifies the maximum
efficiency and efficiency at maximum power of the system. High values of ZT
yield high values of the maximum efficiency and of the efficiency at maximum
power. In fact, within the linear response regime, for systems with time reversal
symmetry, we will soon show that [31]:
ηmax = ηC
√
1 + ZT − 1√
1 + ZT + 1
, (2.21)
and that [32]:
η (Pmax) =
ηC
2
ZT
ZT + 2
. (2.22)
Both functions are monotonous growing functions of ZT and are null if ZT = 0. As
ZT → +∞, ηmax → ηC and η (Pmax)→ ηC/2. Thus, within the linear response
regime, for systems with time-reversal symmetry, ηC/2 is an exact upper limit for
η(Pmax). We will later compare our results with these limits, and we will show
that abandoning the linear response regime allows us to achieve higher values of
η(Pmax).
Let’s demonstrate eq. (2.21). The maximum efficiency is obtained varying
V ∈ [0, Vstop] at fixed temperature difference in order to maximize the efficiency.
In formula, recalling the definition of η given in eq. (2.9) and the Onsager relations
given in eq. (2.11), we want to maximize:
η =
P
JhL
= −V J
c
JhL
= −L11V
2 + L12V∆T/T
L12V + L22∆T/T
(2.23)
respect to V , at fixed ∆T . Setting the derivative in V to zero, we obtain that the
maximum is achieved for:
V =
∆T
T
L22
L12
−1 +√ det(L)
L11L22
 .
Inserting this equation into eq. (2.23) and using that ηC ≈ ∆T/T , we obtain eq.
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(2.21), where:
ZT =
L212
det(L)
. (2.24)
Using the relations previously obtained between the Onsager coefficients and the
transport coefficients given in eqs. (2.14), (2.15) and (2.16), we can explicitly show
that eq. (2.24) is equivalent to ZT = GS2T/κ.
Let’s now demonstrate eq. (2.22). η(Pmax) is again obtained varying the
voltage at fixed temperature difference in order to maximize the power. The value
of V that maximizes the power has already been computed in eq. (2.18). Thus
inserting eq. (2.18) into eq. (2.23) and using the relations between the Onsager
coefficients and the transport coefficients given in eqs. (2.14), (2.15) and (2.16),
we obtain eq. (2.22).
At last, it is interesting to compute a plot that shows the efficiency as a function
of the power. A system with high efficiencies at high power has points as close as
possible to the upper right corner, where both efficiency and power are maximum.
This plot can be made by computing both P and η as a function of V ∈ [0, Vstop],
at fixed ∆T , and then plotting the the efficiency as a function of the corresponding
power. This can be done analytically in the linear response regime. Inverting eq.
(2.17), and using eq. (2.19) we can relate the voltage to the power as follows:
V =
L12
2L11
∆T
T
(
−1±
√
1− P
Pmax
)
.
Inserting this result into eq. (2.23), and using eq. (2.24) and ηC ≈ ∆T/T , we find
the following relation [4]:
η =
ηC
2
P
Pmax
1 + 2ZT ±
√
1− PPmax
. (2.25)
It is interesting to notice that the nature of this function is just determined by
the figure of merit ZT . In Figure 2.2 we plot the analytic expression given in eq.
(2.25), for ZT = 1, 5, 100,+∞. The efficiency is normalized to ηC and the power
to Pmax. This plot allows us to quickly see the maximum efficiency (the highest
point) and the efficiency at maximum power (the point furthest to the right). As
we could expect, as ZT increases the curve moves further up. For ZT → +∞
(yellow line), we can see that the maximum efficiency reaches ηC , and the efficiency
at maximum power reaches ηC/2, as we previously discussed.
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Figure 2.2: Efficiency as a function of the power. Plot of eq. (2.25) for ZT =
1, 5, 100,∞. The efficiency is normalized to ηC and the power to Pmax.
2.2 QD System
In this section we will develop the formalism used to describe the thermoelectric
properties of a multilevel interacting QD. In the first subsection 2.2.1 we will
describe the physical setup, and introduce the various quantities used to describe
our system. In subsection 2.2.2 we will derive the equations necessary to describe
our system and in subsection 2.2.3 we will discuss how to numerically find a
solution to the problem.
2.2.1 Setup Description
Let’s consider a system setup like in Figure 2.1, where the heat engine is a confined
region (the QD) weakly coupled to two electronic reservoirs through tunnel barriers.
We will only consider electron transport, neglecting any contribution given by
phonon propagation. Each reservoir is kept at thermal equilibrium: this is realistic
if the flux of electrons that enters and abandons the reservoirs is small enough so
that the equilibrium distribution of the reservoirs is not altered. As in Figure 2.1,
we will consider a temperature difference ∆T , and a chemical potential difference
∆µ between the reservoirs. The chemical potential difference is guaranteed by the
voltage V applied to the reservoirs. Let EF be the Fermi energy of the reservoirs,
measured respect to the respective bottom of the conduction band, as schematically
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Figure 2.3: Schematic representation of the energies characterizing the reservoirs
and the QD. The gray area in the reservoirs represents the energies between the
bottom of the conduction band and the chemical potential, and the dashed lines in
the QD represent the single-electron energy levels. The shift of the energy levels of
the QD and of the right reservoir respect to the left reservoir, due to the potential
difference V , is pointed out.
shown in Figure 2.3. Since each reservoir has a well defined temperature and
chemical potential, the occupation of the electrons within the left (L) and right
(R) reservoir will follow the Fermi distribution:
fL(E − EF ) =
[
1 + exp
(
E − EF
kBTL
)]−1
,
fR(E − EF ) =
[
1 + exp
(
E − EF
kBTR
)]−1
,
(2.26)
where the energies E are measured respect to the bottom of the conduction band
of the relative reservoir, like EF .
The QD has single-electron energy levels Ep (for p = 1, 2, . . . ), labeled in
ascending order. These energies are measured respect to the bottom of the
conduction band of the left reservoir in absence of V , as shown in Figure 2.3. Each
energy level can have either zero or one electrons; any degeneracy, like electron
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spin, can be taken into account counting each level multiple times. In principle,
the single-electron energy levels could depend on the number of electrons within
the QD: we will disregard this possibility. If a voltage is applied, there will be a
finite potential drop between the reservoirs and the QD. Thus, the energy levels
of the QD will shift respect to the reservoirs, as shown in Figure 2.3. Let θ be the
fraction of potential that drops over the left tunnel barrier: this parameter can be
controlled using an external gate to fix the potential of the QD to a given value.
We will see that within the linear response regime, there will be no dependance on
this parameter.
Our main assumption is that the QD is weakly coupled to the reservoirs.
This assumption has many implications: first of all, if there are large tunneling
barriers between the QD and the reservoirs, we expect the electron wave function
to be exponentially suppressed in the tunneling region, so the electrons will be
localized inside or outside the QD. Thus the number of electrons within the QD
is well defined and we have charge quantization: the charge within the QD is
quantized in multiples of −e. Furthermore, charge quantization allows us to
characterize the state of the QD in terms of a set of occupation numbers {ni}
(for i = 1, 2, . . . ) [24,25,33], one for each energy level; each ni can be 0 or 1. The
Coulomb repulsion of the electrons confined within the QD will be treated with the
classic concept of “charging energy” [34]. With this assumption, the electrostatic
energy associated with the electrons within the QD is given by:
U(N) = ECN
2, (2.27)
where
EC = e
2/2C,
N =
∑
ni is the total number of electrons within the QD, and C is the capacitance
of the QD to it’s surroundings. This implies that the energy needed to add an
electron to the QD is not simply given by the energy level it occupies, but also
by the difference in charging energy, that in turn depends on the state of the QD
through the number of electrons N . This feature is the main characteristic of our
interacting QD.
Let’s now consider how the reservoirs and QD interact: electrons can tunnel
through the tunneling barriers between the reservoirs and the QD. These tunneling
events are responsible for creating a charge, energy and heat current, and they
change the state of the QD from one set of occupation numbers {ni} to another.
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Another consequence of our weak coupling assumption is that we can consider
only single-electron tunnel processes in our model. This approximation, called
“sequential tunneling limit”, neglects virtual tunnel processes, but it provides good
results if the coupling between the reservoir and the QD is week [26]. Within this
limit, we can assume that inelastic scattering only takes place in the reservoirs,
allowing us to impose energy conservation upon tunneling. We will thus describe
the coupling between the reservoirs and the QD introducing the following “tunnel
rates”: ΓL(p) and ΓR(p). These represent respectively the number of electrons
that flow per unit time from the left (L) and right (R) reservoir to level p in the
QD, provided that level p of the QD is empty and that the states in the reservoir
that can tunnel to level p are occupied. The tunneling rates ΓL(p) and ΓR(p) are
defined in a way that makes them independent from the occupation numbers of
the reservoirs and of the QD: they only depend on the geometry and nature of the
system. Obviously, given time reversal symmetry, these rates are the same for the
inverse process.
We will now give an order of magnitude estimate of the range of validity of
our hypothesis. Charge quantization is guaranteed whenever the tunnel barrier
is “large enough” to keep the electron wave function inside or outside the QD. In
order to roughly discuss the range of validity of this approximation, let’s use the
following argumentation [33]: in order to add an electron to the QD, we need to
provide it an energy of the order of EC + EQD, where EQD is a typical energy
distance between the QD energy levels Ep. We can estimate the time the electron
remains within the QD through the classic so-called RC-time τRC = RC = C/G,
where R and G are respectively the resistance and conductance of the tunnel
barrier. Invoking Heisenberg’s uncertainty relation, this time correspond to an
energy uncertainty ~/τRC . A state with an extra electron will be well defined if
this uncertainty is much smaller than the energy we provided the electron with,
i.e. if EC + EQD  ~/τRC . Putting these relations together, and disregarding
EQD, we obtain that the following condition must be met:
G e
2
~
' GQ, (2.28)
where GQ = e2/h is the so-called quantum conductance. Taking EQD into
account would simply increase the range of validity of our assumption. We will
later verify that this relation is automatically satisfied whenever the tunneling
rates ~ΓL(p) and ~ΓR(p) are the smallest energy scale of the system, i.e. if
~ΓL(p) + ~ΓR(p) EC , kBT,EQD.
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Let’s now discuss the range of validity of disregarding virtual tunnel pro-
cesses. One possible process beyond single-electron tunneling that may occur is
co-tunneling: we want to estimate the rate of this process, ΓCOT , and compare
it with the single-electron tunneling rate, ΓSE . Co-tunneling can be intuitively
described the following way [33]: an electron tunnels from the left reservoir to the
QD, with rate ΓSE . Energy conservation is not imposed immediately: the electron
may stay in the QD during the Heisenberg uncertainty time τH ' ~/EC , even if
energy conservation forbids a permanent stay. During this time, another electron
may jump to the right reservoir, re-establishing energy conservation. The chance
to realize co-tunneling during this short stay is therefore given by ΓSEτH . Putting
these observation together, we obtain the following estimate:
ΓCOT = Γ
2
SEτH = Γ
2
SE
~
EC
.
If we only consider the charging energy, a typical estimate of the single-electron
rate is ΓSE ' G/C ' GEC/e2. Using this relation, we can rewrite the previous
estimate as follows:
ΓCOT = ΓSE
G
GQ
.
Co-tunneling is thus suppressed respect to single-electron tunneling if G GQ.
This is the same condition that guarantees charge quantization.
2.2.2 Derivation of the Formalism
Now that the system has been described, we need to compute the charge, energy
and heat currents, induced by the temperature and chemical potential imbalance,
in stationary conditions. The main characteristic of our system is given by the
single-electron tunneling processes between the reservoirs and the QD. As we
previously discussed, the QD can be described by states characterized by a set
of occupation numbers {ni}: the QD changes state whenever a tunneling process
takes place. Furthermore, due to the single-electron tunneling processes, there are
electrons tunneling between the QD and the reservoirs, in both directions, carrying
charge and energy. These tunneling processes are thus responsible for the creation
of the charge, energy and heat currents. Since the tunneling processes are random,
we must adopt a probabilistic approach [33]. In order to compute the total rate
of these processes, we must know the occupation numbers of the electrons in
the reservoirs, and the probability P ({ni}) that the QD is in a state described
by the occupation numbers {ni}. The reservoirs are by definition at thermal
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equilibrium, thus their occupation is simply given by the Fermi distribution, see eq.
(2.26). Instead the probabilities P ({ni}) cannot be described by an equilibrium
distribution, since the QD cannot thermalize when the reservoirs are kept at
different temperature and/or chemical potential. Nonetheless, the probabilities
P ({ni}) can be computed [24,25] by writing a straightforward balance equation
for P ({ni}). We will first derive a set of equations to compute P ({ni}), then we
will derive an equation for the currents.
In order to compute P ({ni}), we will now write down a set of equations for
the time derivative of the probability P ({ni}); then we will look for a stationary
solution, imposing ∂P/∂t = 0. So let’s discuss which processes can contribute to
changing over time the probability P ({ni}), under the single-electron tunneling
hypothesis. There are 4 single-electron processes that can occur: an electron can
tunnel from the QD to the left or right reservoir, or an electron can undergo
the opposite process. Energy is conserved in these processes, so let’s impose this
condition on these 4 processes referring to Figure 2.3. The energy of the electrons
in a given reservoir is measured respect to the bottom of the conduction band
of the given reservoir. We can start for example by considering an electron that
tunnels from level p in the QD with N electrons, to a final state in the left contact
at energy EfL. Equating the total energy before and after the process yields:
Ep + θeV + U(N) = E
f
L + U(N − 1).
The same tunneling process to a final state in the right reservoir with energy EfR
will yield the following equation:
Ep + θeV + U(N) = E
f
R + U(N − 1) + eV.
Now let’s consider the opposite process: an electron can tunnel from an initial
state in the left reservoir at energy EiL, to level p within the QD that initially had
N electrons. Equating the total energy before and after the process yields:
EiL + U(N) = Ep + θeV + U(N + 1).
The same tunneling process from an initial state in the right reservoir with energy
EiR will yield the following equation:
EiR + U(N) + eV = Ep + θeV + U(N + 1).
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Putting these results together gives:
EfL = Ep + U(N)− U(N − 1) + θeV,
EfR = Ep + U(N)− U(N − 1)− (1− θ)eV,
EiL = Ep + U(N + 1)− U(N) + θeV,
EiR = Ep + U(N + 1)− U(N)− (1− θ)eV.
(2.29)
This set of equations relates the energy of the electrons in the reservoirs with the
corresponding energy level in the QD it can tunnel to or from, taking into account
the number of electrons in the QD. For simplicity, let us introduce the following
notation:
P ({ni}, np = 1) = P ({n1, . . . , np−1, 1, np+1, . . . })
P ({ni}, np = 0) = P ({n1, . . . , np−1, 0, np+1, . . . })
Since we want to find an expression for the time derivative of P ({ni}), let’s see how
the four processes we previously discussed contribute to changing the probability
P ({ni}):
• The probability P ({ni}) can decrease if the QD is in state {ni}, and an
electron enters any given empty level p, tunneling from the left or right
reservoir. The rate of electrons coming from the left reservoir will be given by
a sum over all levels p, such that np = 0, of the tunnel rate ΓL(p), times the
probability of finding the QD in this state, P ({ni}), times the probability
of finding an electron in the left contact with the correct energy to tunnel
to level p, fL
(
EiL(N)− EF
)
. Repeating the same argument for the right
contact, this process will give the following contribution:
−
∑
p
δnp,0P ({ni})
[
ΓL(p)fL
(
EiL(N)− EF
)
+ ΓR(p)fR
(
EiR(N)− EF
) ]
.
• The probability P ({ni}) can decrease if the QD is in state {ni}, and an
electron leaves the QD from any given occupied level p, tunneling to the
left or right reservoir. The rate of electrons tunneling to the left reservoir
will be given by a sum over all levels p, such that np = 1, of the tunnel rate
ΓL(p), times the probability of finding the QD in this state, P ({ni}), times
the probability of finding an empty level in the left reservoir with the correct
energy to accept an electron from level p, 1− fL
(
EfL(N)− EF
)
. Repeating
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the same argument for the right reservoir, this process will give the following
contribution:
−
∑
p
δnp,1P ({ni})
{
ΓL(p)
[
1− fL
(
EfL(N)− EF
)]
+
+ ΓR(p)
[
1− fR
(
EfR(N)− EF
)]}
.
• The probability P ({ni}) can increase if the QD is in a state with an extra
electron in level p respect to {ni}, and if this electron leaves the QD, tunneling
to the left or right reservoir. The rate of electrons tunneling to the left
reservoir will be given by a sum over all levels p, such that np = 0, of the
tunnel rate ΓL(p), times the probability of finding the QD in the state with
an extra electron, P ({ni}, np = 1), times the probability of finding an empty
level in the left reservoir with the correct energy to accept an electron from
level p, 1− fL
(
EfL(N)− EF
)
. Repeating the same argument for the right
reservoir, this process will give the following contribution:
+
∑
p
δnp,0P ({ni, np = 1})
{
ΓL(p)
[
1− fL
(
EfL(N + 1)− EF
)]
+
+ ΓR(p)
[
1− fR
(
EfR(N + 1)− EF
)]}
.
• The probability P ({ni}) can increase if the QD is in a state with a missing
electron in level p respect to {ni}, and if this electron enters the QD in level
p, tunneling from the left or right reservoir. The rate of electrons tunneling
from the left reservoir will be given by a sum over all levels p, such that
np = 1, of the tunnel rate ΓL(p), times the probability of finding the QD
in the state with a missing electron in level p, P ({ni}, np = 0), times the
probability of finding an electron in the left reservoir with the correct energy
to tunnel to level p, fL
(
EiL(N − 1)− EF
)
. Repeating the same argument
for the right reservoir, this process will give the following contribution:
+
∑
p
δnp,1P ({ni, np = 0})
[
ΓL(p)fL
(
EiL(N − 1)− EF
)
+
+ ΓR(p)fR
(
EiR(N − 1)− EF
) ]
.
Putting together the contribution of all these single-electron tunneling processes,
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we obtain the so-called “kinetic equation”:
∂
∂t
P ({ni}) = 0 = −
∑
p
δnp,0P ({ni})
[
ΓL(p)fL
(
EiL(N)− EF
)
+
+ ΓR(p)fR
(
EiR(N)− EF
) ]
−
∑
p
δnp,1P ({ni})
{
ΓL(p)
[
1− fL
(
EfL(N)− EF
)]
+
+ ΓR(p)
[
1− fR
(
EfR(N)− EF
)]}
+
∑
p
δnp,0P ({ni, np = 1})
{
ΓL(p)
[
1− fL
(
EfL(N + 1)− EF
)]
+
+ ΓR(p)
[
1− fR
(
EfR(N + 1)− EF
)]}
+
∑
p
δnp,1P ({ni, np = 0})
[
ΓL(p)fL
(
EiL(N − 1)− EF
)
+
+ ΓR(p)fR
(
EiR(N − 1)− EF
) ]
. (2.30)
The kinetic equation, together with the normalization request
∑
{ni}
P ({ni}) = 1, (2.31)
provides a complete set of equations that uniquely defines P ({ni}). The sum over
{ni} means over ni = 0, 1 (for i = 1, 2, . . . ).
Now, at least in theory, we can determine the probabilities P ({ni}), so we
need to find an expression for the currents. We will first find an expression for the
charge and energy currents, in terms of the probabilities P ({ni}). Then we will
use the first principle of thermodynamics as in eq. (2.5) to find the heat current
in terms of the charge and energy currents. In particular, we want to compute
the left and right currents in Figure 2.1, which are respectively given by electrons
tunneling between the left reservoir and the QD, and between the QD and the
right reservoir. As we previously discussed, the current is generated by electron
tunneling between the QD and the reservoirs, in both directions, carrying charge
and energy. Every electron carries the same charge, −e; the amount of energy
carried by the electrons instead depends on the particular tunneling process. The
currents can thus be written as the sum of the rates of all possible tunneling
processes, multiplied by the carried quantity: −e for the charge current and the
energy of the electrons for the energy current.
We need to characterize each tunneling process. The QD can be in any state
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identified by {ni} with probability P ({ni}), so we need to sum over all possible
configurations of {ni}. Furthermore, given a state of the QD, an electron can
tunnel through any energy level Ep (for p = 1, 2, . . . ), so we also have to sum over
p. Each term in this sum, characterized by {ni} and p, represents a tunneling
process involving energy level Ep in the QD in a given state described by {ni}.
Energy conservation expressed by eq. (2.29) links this state in the QD to the
corresponding state in the reservoirs.
Let’s now compute the rate of a single tunneling process characterized by {ni}
and p: the net rate is given by the difference of the rates entering and leaving the
QD. Using shorthand notation α = L,R to represent each reservoir:
• the rate of electrons entering the QD from reservoir α will be given by the
probability that the QD is in the state characterized by {ni}: P ({ni}), times
the tunneling rate Γα(p), times the probability that an electron is available
in the reservoir with the correct initial energy: fα
(
Eiα − EF
)
, times δp,0,
since we are considering a process that requires level p to be empty;
• the rate of electrons leaving the QD to reservoir α will be given by the
probability that the QD is in the state characterized by {ni}: P ({ni}), times
tunneling rate Γα(p), times the probability that the electron state in the
reservoir with the correct final energy is empty: 1− fα
(
Efα − EF
)
, times
δp,1, since we are considering a process that requires level p to be occupied.
At last, we need to discuss the energy carried by electrons in each tunneling process.
In computing Ju, the energy current will be measured respect to the chemical
potential of the left reservoir, µL. This choice seems arbitrary, but it will be useful
in computing the heat current, especially in the linear response regime. Obviously
also µL and µR have to be measured respect to the same energy: this guarantees
that the heat current, computed using eq. (2.5), does not depend on the choice of
the “zero-energy”. As we can see in Figure 2.3, using this convention, and recalling
that EiL, E
i
R, E
f
L and E
f
R are measured respect to the bottom of the corresponding
conduction band, the energy transported by electrons tunneling from the left
reservoir to the QD is given by EiL(N) − EF , whereas the energy transported
by tunneling in the opposite direction is given by EfL(N) − EF . The energy
transported by electrons tunneling from the right reservoir to the QD is given by
EiR(N)− EF + eV = EiL(N)− EF , whereas the energy transported by tunneling
in the opposite direction is given by EfR(N)− EF + eV = EfL(N)− EF . We have
obtained the same energy for electrons tunneling into the QD (EiL(N)− EF ) or
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away from the QD (EfL(N)−EF ) regardless of the reservoir. This is to be expected
since we are considering electrons tunneling from/to a given level p of the QD in a
state {ni}: energy conservation guarantees that the electron will have the same
energy regardless of the reservoir it tunnels to.
Putting these observations together we obtain the following expressions for the
charge current:
JcL = −e
∞∑
p=1
∑
{ni}
P ({ni})ΓL(p)
{
δnp,0fL(E
i
L(N)− EF )+
− δnp,1[1− fL(EfL(N)− EF )]
}
,
JcR = −e
∞∑
p=1
∑
{ni}
P ({ni})ΓR(p)
{
− δnp,0fR(EiR(N)− EF )+
+ δnp,1[1− fR(EfR(N)− EF )]
}
, (2.32)
and for the energy current:
JuL =
∞∑
p=1
∑
{ni}
P ({ni})ΓL(p)
{
δnp,0fL(E
i
L(N)− EF )
[
EiL(N)− EF
]
+
− δnp,1[1− fL(EfL(N)− EF )]
[
EfL(N)− EF
]}
,
JuR =
∞∑
p=1
∑
{ni}
P ({ni})ΓR(p)
{
− δnp,0fR(EiR(N)− EF )
[
EiL(N)− EF
]
+
+ δnp,1[1− fR(EfR(N)− EF )]
[
EfL(N)− EF
]}
. (2.33)
We have inserted the subscript L or R in Jc and Ju to indicate respectively the
currents flowing from the left reservoir to the QD, and from the QD to the right
reservoir. In these formulas they appear to be different, but as we earlier discussed,
the charge and energy current are the same. In section 3.3 we will show that,
using the kinetic equation, the two expressions in eq. (2.32) are equivalent.
We now need to compute the heat current. We have already found a relation
between the charge, energy and heat currents in eq. (2.5), using the first principle
of thermodynamics. We can find JhL and J
h
R specifying eq. (2.5) to each reservoir.
Given our choice to measure energies respect to µL, we have that µL = 0 and
µR = eV , so we obtain:
JhL = J
u,
JhR = J
u + V Jc.
(2.34)
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In principle, we are now able to compute all the currents by first finding
P ({ni}) from the kinetic equation (2.30) and the normalization request eq. (2.31),
and then plugging the result into the expressions for the currents in eqs. (2.32),
(2.33) and (2.34).
2.2.3 Exact Numerical Solution
In this section we will describe how we implemented numerically a solution to the
interdependent eqs. (2.30), (2.31), (2.32), (2.33) and (2.34). The approach is the
following:
• we find P ({ni}) by noticing that the kinetic equation (2.30) is a set of homo-
geneous linear equations that totally define P ({ni}) up to a multiplicative
constant. This constant is uniquely defined by imposing the normalization
condition on the probabilities expressed by eq. (2.31).
• We insert the resulting P ({ni}) into eqs. (2.32), (2.33) and (2.34) to find
the currents.
• Knowing the currents, we can compute the transport coefficients, the maxi-
mum power, the maximum efficiency and the efficiency at maximum power.
Let’s discuss how to find the probabilities. In order to solve eq. (2.30) numerically,
we will consider the kinetic equation (2.30) for a finite number of energy levels.
Then we can interpret the result as the exact solution of a system with a finite
number of energy levels, or as an approximation of a system with infinite levels.
In the latter case, we need to numerically check that our results converge and are
stable if we increase the number of energy levels.
Let L be the number of levels of the QD that we want to consider. If we put
the various values of P ({ni}) into a vector ~P , it will be made up of 2L components:
each ni can be 0 or 1, two choices for each level. The kinetic eq. (2.30) contains
2L equations, one for each configuration. It can be then represented by a 2L × 2L
matrix, M . Since the kinetic equation is a homogeneous linear system for ~P , M
must have a null space of at least dimension 1, otherwise the only possible solution
would be (~P ≡ 0), which is not acceptable. We will demonstrate this fact in the
next section, showing that summing together all the kinetic equations gives zero.
This means that any given equation is a linear combination of the other ones. Let’s
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then replace the last row of M with all 1’s. Let this matrix be M˜ . By solving:
M˜ × ~P =

0
...
0
1

we will obtain ~P . In doing so, the last row of this linear system is exactly the
normalization condition for the probabilities, eq (2.31).
Chapter 3
Properties of the Kinetic
Equation
In this chapter, we will discuss the properties of the kinetic equation. In section
3.1 we will first discuss the relation between the kinetic equation and another set
of equations, the so-called “detailed balance equations”. These latter equations
are often used in literature [24, 25, 35–37] instead of the kinetic equation, since
they are easier to manage, but we will show that they are not always equivalent.
We will discuss their range of validity. In section 3.2 we will propose another set
of equations that are similar to the detailed balance equations, but in general
compatible with the kinetic equation. We will call these “level balance equations”.
At last in section 3.3 we will show that, as a consequence of the level balance
equation, JcL and J
c
R in eq. (2.32) are the same.
3.1 The Detailed Balance Equations
In order to discuss the properties of these equations, let’s start by rewriting the
kinetic equation eq. (2.30) in a more compact and manageable way. Let’s define:
N˜ =
∑
i 6=p
ni. (3.1)
We can rewrite the kinetic equation with N˜ instead of N noticing that when δnp,1
is present, then N = N˜ + 1, instead when δnp,0 is present, one has N = N˜ . The
28
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kinetic equation becomes:
0 = −
∑
p
δnp,0P ({ni})
[
ΓL(p)fL
(
EiL(N˜)− EF
)
+
+ ΓR(p)fR
(
EiR(N˜)− EF
) ]
+
−
∑
p
δnp,1P ({ni})
{
ΓL(p)
[
1− fL
(
EfL(N˜ + 1)− EF
)]
+
+ ΓR(p)
[
1− fR
(
EfR(N˜ + 1)− EF
)]}
+
+
∑
p
δnp,0P ({ni, np = 1})
{
ΓL(p)
[
1− fL
(
EfL(N˜ + 1)− EF
)]
+
+ ΓR(p)
[
1− fR
(
EfR(N˜ + 1)− EF
)]}
+
+
∑
p
δnp,1P ({ni, np = 0})
[
ΓL(p)fL
(
EiL(N˜)− EF
)
+
+ ΓR(p)fR
(
EiR(N˜)− EF
) ]
.
Recalling eq. (2.29), we will notice that EfL(N˜+1) = E
i
L(N˜) and that E
f
R(N˜+1) =
EiR(N˜), so the coefficients of δnp,1 and δnp,0 are the same up to a sign. Thus, using
the following notation:
∗p(N˜) = Ep + U(N˜ + 1)− U(N˜)− EF = Ep + (2N˜ + 1)EC − EF ,
A
N˜,p
=
[
ΓL(p)fL
(
∗p(N˜) + θeV
)
+ ΓR(p)fR
(
∗p(N˜) + (θ − 1)eV
)]
,
B
N˜,p
= ΓL(p) + ΓR(p)−AN˜,p,
(3.2)
the kinetic equation becomes:
∑
p
(δnp,1 − δnp,0)
[
P ({ni}, np = 0)AN˜,p − P ({ni}, np = 1)BN˜,p
]
= 0. (3.3)
An apparently convenient way of finding a solution to the kinetic equation as in
eq. (3.3) would be to impose that each single term in the sum is zero. Such set of
equations is typically called “detailed balance equations” and, for a given value of
p and a given set of occupation numbers {ni}, reads:
P ({ni}, np = 0)AN˜,p − P ({ni}, np = 1)BN˜,p = 0. (3.4)
Eq. (3.4) represents a set of L× 2L−1 equations, where L is the number of energy
levels of the QD we are considering. In fact, eq. (3.4) relates the probability of a
given configuration {ni} with the probability of the same configuration where a
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certain np has been changed. We can choose p in L different ways, and given a
certain p, we can choose all other occupation numbers (n1, . . . , np−1, np+1, . . . , nL)
in 2L−1 different ways (each occupation number ni can be 0 or 1), yielding a total
of L× 2L−1 different equations.
Let’s prove the following statements:
• The kinetic equation always allows a non null solution.
To prove this statements, let’s consider the kinetic equation as written in eq.
(3.3). This equation is made up of a sum over p of the following expression:
(δnp,1 − δnp,0)
[
P ({ni}, np = 0)AN˜,p − P ({ni}, np = 1)BN˜,p
]
.
This expression is a function of a generic configuration {ni}, so let’s sum
this expression for the 2 particular configurations: ({ni}, np = 1) and
({ni}, np = 0). When np = 1, the first term in round parenthesis gives a plus
sign; when np = 0, it gives a minus sign. The rest of the expression does not
depend on np, since N˜ =
∑
i 6=p ni, so the sum exactly vanishes. Now let’s
go back to eq. (3.3), and let’s consider a fixed index k. If, as before, we sum
this equation over the two configurations: ({ni}, nk = 1) and ({ni}, nk = 0),
the term in the sum where p = k vanishes, and we obtain:
∑
nk=0,1
∑
p 6=k
(δnp,1 − δnp,0)
[
P ({ni}, np = 0)AN˜,p+
− P ({ni}, np = 1)BN˜,p
]
= 0.
By summing over nk = 0, 1, we removed the case p = k in the sum over p.
So if we sum over all occupation numbers, we will remove all terms from the
sum, yielding zero. The sum over all occupation numbers {ni} is the sum of
all 2L equations of the kinetic equation: this demonstrates that any equation
in the kinetic equation is linearly dependent from the other ones. Thus
matrix M , defined by the kinetic equation, has a null space of dimension
at least one, since we demonstrated that the rows of M are not linearly
independent; the solution to the kinetic equation is given by this null space.
Furthermore, if we apply the same linear combination to the time dependent
kinetic equation eq. (2.30), this yields:
∂
∂t
∑
{ni}
P
 = 0.
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This is an obvious but important property that says that if we choose
normalized probabilities, they will always remain normalized as time goes
on.
• If a solution to the detailed balance equations exist, then it is a solution of
the kinetic equation.
This statement is obvious if we notice that the kinetic equation is made
up of linear combinations of the detailed balance equations. These linear
combinations are given by the sum over {ni} and the delta functions in eq.
(3.3).
• In general, the detailed balance equations are not consistent. This means
that no set of P ({ni}) exists that can simultaneously satisfy all the detailed
balance equations. But if we don’t consider the interacting Coulomb force
by setting the charging energy EC = 0, they become consistent, at least for
L = 2.
To prove this statement, let’s consider eq. (3.4) for L = 2, when the
temperature and voltage difference between the reservoirs is not zero. We
will show that these equations form an over-complete set of equations for
P that doesn’t allow any non null solution. The detailed balance equations
are a homogeneous linear system for the probabilities, so in order to find a
non null ~P , the matrix defined by these equations, MD, must have a null
space of dimension at least 1. Since L = 2, the components of vector ~P is
2L = 4, and the detailed balance equations are 2× 2L−1 = 4, so MD will be
a square 4× 4 matrix. Let’s write these equations in matrix form:
MD × ~P =

A0,1 −B0,1 0 0
A0,2 0 −B0,2 0
0 A1,2 0 −B1,2
0 0 A1,1 −B1,1
×

P00
P10
P01
P11
 =

0
0
0
0
 ,
where:
Pn1n2 = P (n1, n2).
To show that this linear algebra problem does not allow a non null solution,
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we will show that the determinant of the matrix is not zero:
det (MD) = −A0,1A1,2B0,2B1,1 +A0,2A1,1B0,1B1,2 =
= Γ1Γ2 (A0,2A1,1 −A0,1A1,2) + Γ1A0,2A1,2 (A0,1 −A1,1) +
+ Γ2A0,1A1,1 (A1,2 −A0,2) ,
where Γp = ΓL(p) + ΓR(p). It is pretty clear that since ΓL(p), ΓR(p), Ep
and EC are arbitrary, this determinant cannot be in general zero. To prove
this statement, we can for example numerically compute this determinant
for (all energies are expressed in kBT units):
ΓL(p) = ΓR(p) = eV = EC = 1,
θ = 1/2,
E1 = 0, E2 = 1,
EF = ∆T = 0,
obtaining:
det (MD) = 0.00218307 . . .
As the gradients increase it turns out that the determinant increases. It
is interesting to notice that at equilibrium (∆T = eV = 0), the detailed
balance equations are all exactly satisfied by the gran canonical distribution,
as we will prove later. Furthermore, if we “turn off” the coulomb interactions
setting EC = 0, the coefficients AN˜,p, BN˜,p only depend on p, so we can
drop the N˜ argument. Thus the determinant becomes:
det (MD) = −A1A2B2B1 +A2A1B1B2 ≡ 0.
So the detailed balance equations, at least for L = 2, are not in general
consistent, but they are exactly valid if we set EC = 0 or eV = ∆T = 0.
• The detailed balance equations, expanded at first order in ∆T/T and
eV/kBT , are not consistent in general, but in many cases they are. For
example, if ΓL(p) = αΓR(p) in a two level system, where α is a constant,
than they are consistent, and this implies that they are correct. We will
demonstrate this fact in the next section when we will compute the currents
in the linear response regime.
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3.2 The Level Balance Equation
We have just demonstrated that the detailed balance equations are not in general
valid. As we will see, they are useful in computing the currents in the linear
response regime, so let’s try to find a similar set of equations that is always valid.
The kinetic equation is derived as a balance of all contributions that may change
the probability of a certain configuration over time. The idea of the detailed
balance equations instead is that, in stationary conditions, the rate of electrons
entering any given QD energy level must equal the rate of electrons leaving that
energy level: let’s try to impose this balance.
Let’s consider a given QD energy level Ep: electrons can enter level p from the
left or right reservoir. These two tunneling processes require level p to be empty,
so me must consider all states with ({ni}, np = 0). The rate of electrons entering
level p from the left reservoir will be given by a sum over all these states of: the
tunneling rate ΓL(p), times the probability that the QD is in that state, times
the probability that a state in the left reservoir is occupied by an electron with
the correct energy to tunnel to level p. Summing the same contribution for the
right reservoir, we obtain that the total rate of electron entering energy level Ep is
given by:
∑
{ni}i 6=p
P ({ni}, np = 0)
[
ΓL(p)fL
(
EiL(N˜)− EF
)
+ ΓR(p)fR
(
EiR(N˜)− EF
) ]
.
Now let’s compute the rate of electrons leaving energy level Ep. These two
tunneling processes require level p to be occupied, so me must consider all states
with ({ni}, np = 1). The rate of electrons leaving level p towards the left reservoir
will be given by a sum over all these states of: the tunneling rate ΓL(p), times the
probability that the QD is in that state, times the probability that a state in the
left reservoir is available with the correct energy. Summing the same contribution
for the right reservoir, we obtain that the total rate of electron leaving energy
level Ep is given by:
∑
{ni}i 6=p
P ({ni}, np = 1)
{
ΓL(p)
[
1− fL
(
EfL(N˜)− EF
)]
+
+ ΓR(p)
[
1− fR
(
EfR(N˜)− EF
)]}
.
If we equate the rates of electron entering and leaving level p and use notation
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introduced in eq. (3.2), we obtain:
∑
{ni}i6=p
[
P ({ni}, np = 0)AN˜,p − P ({ni}, np = 1)BN˜,p
]
= 0. (3.5)
We will call this set of equations the “level balance equations”. These equations
represent a set of L equations, one for each QD energy level p. If we repeat the
previous derivation considering that the probability that level p is occupied is
P ({ni}, np = 1), for any set of ni, then we would obtain eq. (3.5) without the sum
in front: we would thus obtain the detailed balance equations. The key difference
between the interpretation of the level balance equations and the detailed balance
equations is thus given by the fact that the probability that level p is occupied is
not given by P ({ni}, np = 1) for any set of ni; it is instead given by the marginal
probability
∑
{ni}i 6=p P ({ni}, np = 1). It is interesting to notice that the kinetic
equation is a sum over the QD energy levels p of detailed balance equation, instead
the level balance equation is a sum over {ni}i 6=p.
We will now prove that eq. (3.5) derives from the kinetic equation. Let’s
consider the kinetic equation as written in eq. (3.3), and let’s consider a given index
k. As we noticed previously, If we sum this equation over the two configurations:
({ni}, nk = 1) and ({ni}, nk = 0), the term in the sum where p = k vanishes, and
we obtain:
∑
nk=0,1
∑
p 6=k
(δnp,1 − δnp,0)
[
P ({ni}, np = 0)AN˜,p − P ({ni}, np = 1)BN˜,p
]
= 0.
By summing over nk = 0, 1, we removed the case p = k in the sum over p. If
now we decide to sum over all occupation number except for a given np′ , we will
remove all terms from the sum over p except for p = p′. This will yield:
∑
{ni}i 6=p′
[
P
({ni}, np′ = 0)AN˜,p′ − P ({ni}, np′ = 1)BN˜,p′] = 0,
which is exactly the “level balance equation” for the QD energy level p′ as written
in eq. (3.5).
So the level balance equations derive from the kinetic equation, but since
they represent less equations, they are not enough to determine the probabilities
P ({ni}). Nonetheless they will be useful in computing the currents in the linear
response regime.
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3.3 Charge Current Conservation
In this section we will show that, as a consequence of the level balance equations,
the charge current entering the QD from the left reservoir, and leaving the QD
to the right reservoir, are the same. Let’s recall the expressions for the charge
currents eq. (2.32). If we use N˜ , defined in eq. (3.1), we can cast the currents in
the form:
JcL = −e
∞∑
p=1
∑
{ni}
P ({ni})ΓL(p)
{
δnp,0fL(E
i
L(N˜)− EF )+
− δnp,1[1− fL(EfL(N˜ + 1)− EF )]
}
,
JcR = −e
∞∑
p=1
∑
{ni}
P ({ni})ΓR(p)
{
− δnp,0fR(EiR(N˜)− EF )+
+ δnp,1[1− fR(EfR(N˜ + 1)− EF )]
}
.
As we noted in the previous section, EfL(N˜+1) = E
i
L(N˜) and E
f
R(N˜+1) = E
i
R(N˜),
so if we subtract the right current to the left current, and use notation defined in
eq. (3.2), we obtain:
JcL − JcR = −e
∞∑
p=1
∑{ni}P ({ni})
[
δnp,0AN˜,p − δnp,1BN˜,p
] .
If we consider the term within curly brackets, and explicitly perform the sum over
np = 0, 1, we obtain:∑
{ni}i6=p
[
P ({ni}, np = 0)AN˜,p − P ({ni}, np = 1)BN˜,p
]
,
which is exactly the term that is zero as a consequence of the level balance equations
as in eq. (3.5). The difference JcL − JcR thus vanishes, and we have demonstrated
that JcL = J
c
R.
Chapter 4
Linear Response Regime
The procedure described in subsection 2.2.3 allows us to numerically compute the
charge, energy and heat currents, and consequently also the transport coefficients,
the maximum power, the maximum efficiency and the efficiency at maximum
power. The scope of this chapter is to find a closed expression for all of these
quantities in the linear response regime. In section 4.1 and 4.2 we will derive a
closed expression for the charge, energy and heat currents, while in section 4.3
we will introduce a formalism that allows us to compute G, S, κ, Pmax and ZT .
At last, in section 4.4 we will find simple analytic expressions for these quantities
within the so-called “quantum limit”, i.e. when the thermal energy kBT is much
smaller than the typical energy distance between the QD energy levels, and much
smaller than the interacting energy. This will allow us to analytically find the
optimal system parameters to achieve maximum efficiency and power.
The system is in the linear response regime when the currents depend linearly
on their driving forces, which are the temperature difference ∆T and the voltage
bias V . In particular, whenever the ratios eV/kBT and ∆T/T are small enough,
we expect the currents to exhibit a linear dependance on these ratios. Let us first
consider the system at equilibrium, i.e. when V = ∆T = 0. Both reservoirs have
the same temperature and same chemical potential, so we expect the electrons
within the QD to be distributed according to the grand canonical distribution
with the temperature and chemical potential given by the reservoirs: this will later
36
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be proven using the kinetic equation. In this case, P ({ni}) = Peq({ni}), where:
Peq({ni}) = 1
Z
exp
− 1
kBT
 ∞∑
p=1
Epnp + U(N)−NEF
 ,
Z =
∑
{ni}
exp
− 1
kBT
 ∞∑
p=1
Epnp + U(N)−NEF
 and
N =
∑
i
ni.
(4.1)
Instead, when small temperature and potential biases are applied, we expect these
probabilities to change from their equilibrium distribution Peq({ni}). So we will
expand the probabilities the following way:
P ({ni}) = Peq({ni}) [1 + ψ({ni})] , (4.2)
where ψ is a “small” function that will be kept in our expressions at first order.
Throughout the whole chapter, we will adopt the following notation:
TL = T + ∆T,
TR = T.
Within the linear response regime, the ratio ∆T/T is small, so even if T is the
temperature of the right reservoir, it represents the average temperature of the
system. Furthermore, unless stated otherwise, all energies will be expressed in
units of kBT and ∆T represents the dimensionless ratio ∆T/T .
The general approach will consist of finding an expression for ψ valid at first
order in eV/kBT and ∆T/T ; then we will insert it in the linearized expression for
the currents. We will find an expression for the charge and energy currents, then
we will use eq. (2.34) to compute the heat currents.
4.1 Currents using the Level Balance Equation
In this section we will focus on computing an expression for the currents using
the level balance equation (3.5). In particular, since JcL = J
c
R and J
u
L = J
u
R, we
will compute the charge and energy currents flowing from the left reservoir; the
same derivation here presented can be repeated for the current flowing to the right
reservoir, and obviously yields the same result. Let’s start by writing down the
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currents as in eqs. (2.32) and (2.33):
Jc = −e
∞∑
p=1
∑
{ni}
P ({ni})ΓL(p)
{
δnp,0fL(E
i
L(N)− EF )+
− δnp,1[1− fL(EfL(N)− EF )]
}
,
Ju =
∞∑
p=1
∑
{ni}
P ({ni})ΓL(p)
{
δnp,0fL(E
i
L(N)− EF )
[
EiL(N)− EF
]
+
− δnp,1[1− fL(EfL(N)− EF )]
[
EfL(N)− EF
]}
,
As we did in the previous section, let’s first use N˜ as define in eq. (3.1) instead of
N . Noticing that EfL(N˜ + 1) = E
i
L(N˜), the currents can be rewritten as:
Jc = −e
∞∑
p=1
∑
{ni}
P ({ni})ΓL(p)
{
δnp,0fL(
∗
p(N˜) + θeV )+
− δnp,1[1− fL(∗p(N˜) + θeV )]
}
,
Ju =
∞∑
p=1
∑
{ni}
P ({ni})ΓL(p)
[
∗p(N˜) + θeV
]{
δnp,0fL(
∗
p(N˜) + θeV )+
− δnp,1[1− fL(∗p(N˜) + θeV )]
}
,
where:
∗p(N˜) = Ep + (2N˜ + 1)EC − EF ,
as defined in eq. (3.2). This form allows us to write an expression valid for both
currents:
Jg =
∞∑
p=1
∑
{ni}
P ({ni})ΓL(p)G
(
N˜ , p
){
δnp,0fL(
∗
p(N˜) + θeV )+
− δnp,1[1− fL(∗p(N˜) + θeV )]
}
, (4.3)
where G(N˜ , p) is the quantity (charge or energy) transported by the electrons. It
depends on the current we are considering as follows:
• charge current: G
(
N˜ , p
)
= −e;
• energy current: G
(
N˜ , p
)
= ∗p(N˜) + θeV .
Now we can proceed with the linear expansion of the currents. For each given
p in the sum in eq. (4.3), let’s perform explicitly the sum over np = 0, 1. Both
CHAPTER 4. LINEAR RESPONSE REGIME 39
terms in curly brackets do not explicitly depend on the value of np since the whole
dependency on the occupation numbers is given by N˜ . We can then write:
Jg =
∞∑
p=1
∑
{ni}i6=p
ΓL(p)G(N˜ , p) {P (0)fL − P (1)[1− fL]} ,
where:
P (0) ≡ P ({ni}, np = 0),
P (1) ≡ P ({ni}, np = 1),
fL ≡ fL(∗p(N˜) + θeV ),
fR ≡ fR(∗p + (θ − 1)eV ).
(4.4)
In order to perform the linear expansion around ∆T = eV = 0, let’s replace P with
the displacement from equilibrium, as defined in eq. (4.2). Using the following 2
identities of the Fermi distribution and of the grand canonical distribution:
1− fL(x) = fL(x)ex/(1+∆T ), (4.5)
Peq ({ni}, np = 1) = Peq ({ni}, np = 0) e−∗p(N˜), (4.6)
the current becomes:
Jg =
∞∑
p=1
∑
{ni}i 6=p
ΓL(p)G(N˜ , p)Peq(0)fL
{
[1 + ψ(0)]− [1 + ψ(1)]e
θeV−∗p∆T
1+∆T
}
.
Now we can start approximating: at equilibrium the exponential is 1, and also
ψ ≡ 0, so the term within curly brackets vanishes and leaves a null current (as it
should when ∆T = eV = 0). The expression within the curly brackets is thus a
first order quantity, so we can compute fL(∗p + θeV ) at order zero, leaving f(∗p),
where f is the Fermi distribution at equilibrium temperature T . Expanding the
exponential at first order, we thus obtain:
Jg =
∞∑
p=1
∑
{ni}i 6=p
ΓL(p)G(N˜ , p)Peq(0)f(
∗
p)
{
ψ(0)− ψ(1) + ∗p∆T − θeV
}
. (4.7)
Now we need to do a first order expansion of the level balance equations in
order to find an expression to remove the unknown term ψ(0)− ψ(1). Let’s write
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down eq. (3.5) explicitly using notation of eq. (4.4):
∑
{ni}i 6=p
{
P (1) [ΓL(p) (1− fL) + ΓR(p) (1− fR)] +
− P (0) [ΓL(p)fL + ΓR(p)fR]
}
= 0.
If we insert the definition of ψ and use identities in eqs. (4.5) and (4.6), we can
cast this equation in the form:
∑
{ni}i 6=p
Peq(0)
{
[1 + ψ(0)] (ΓL(p)fL + ΓR(p)fR) +
− [1 + ψ(1)]
(
ΓL(p)fLe
θeV−∗p∆T
1+∆T + ΓR(p)fRe
(θ−1)eV
)}
= 0.
Once again, the quantity in curly brackets vanishes at order zero, since the
exponentials at equilibrium are all 1 and ψ ≡ 0. We need to perform a first order
expansion of the expression in curly brackets. Let’s expand the various terms one
by one:
fL = fL(
∗
p + θeV ) ≈ f(∗p) + f ′(∗p)
[
θeV − ∗p∆T
]
,
fR = fR(
∗
p + (θ − 1)eV ) ≈ f(∗p) + f ′(∗p)(θ − 1)eV,
fLe
θeV−∗p∆T
1+∆T ≈ f(∗p) +
[
f(∗p) + f
′(∗p)
] [
θeV − ∗p∆T
]
,
fRe
(θ−1)eV ≈ f(∗p) +
[
f(∗p) + f
′(∗p)
]
(θ − 1)eV.
Substituting these relations and keeping only first order quantities yields:
∑
{ni}i 6=p
Peq(0)f(
∗
p)
{
[ψ(0)− ψ(1)] (ΓL(p) + ΓR(p)) +
− ΓL(p)(θeV − ∗p∆T )− ΓR(p)(θ − 1)eV
}
= 0.
If we recall the expression for the linearized current as in eq. (4.7), we will notice
that we have exactly the same structure with ψ(0)− ψ(1). Since ΓL(p) and ΓR(p)
only depend on the energy level p, and not on the particular occupation numbers,
we can take them out of the sum. This is the crucial point where the level balance
equations are useful. The kinetic equation, besides being more complicated, has
a sum over p, so we can’t take ΓL(p) + ΓR(p) out of the sum. Instead the level
balance equations are relations at given p. So we can rewrite the expansion of the
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level balance equations as follows:
∑
{ni}i 6=p
Peq(0)f(
∗
p) {[ψ(0)− ψ(1)]} =
=
∑
{ni}i 6=p
Peq(0)f(
∗
p)
{
ΓL(p)
ΓL(p) + ΓR(p)
(θeV − ∗p∆T )+
+
ΓR(p)
ΓL(p) + ΓR(p)
(θ − 1)eV
}
. (4.8)
Now let’s return to the expression for the current given by eq. (4.7). In order to
substitute this last relation, we need to take G(N˜ , p) out of the sum over {ni}.
Unfortunately this cannot be done in general if G depends on N˜ . So if we assume
that G = G(p), we can write the current in the form:
Jg =
∞∑
p=1
ΓL(p)G(p)
∑
{ni}i6=p
Peq(0)f(
∗
p)
{
ψ(0)− ψ(1) + ∗p∆T − θeV
}
.
Now we can substitute eq. (4.8) into the current, and we obtain:
Jg =
∞∑
p=1
ΓL(p)G(p)
∑
{ni}i 6=p
Peq(0)f(
∗
p)
{
ΓL(p)
ΓL(p) + ΓR(p)
(θeV − ∗p∆T )+
− ΓR(p)
ΓL(p) + ΓR(p)
(θ − 1)eV + ∗p∆T − θeV
}
=
∞∑
p=1
∑
{ni}i6=p
G(p)
ΓL(p)ΓR(p)
ΓL(p) + ΓR(p)
Peq(0)f(
∗
p)
[
∗p∆T − eV
]
. (4.9)
We finally have an expression for currents of quantities carried by electrons that
can depend at most on the energy level index p. This gives us an expression valid
for the charge current if we substitue G(p) = −e:
Jc = −e
∞∑
p=1
∑
{ni}i6=p
ΓL(p)ΓR(p)
ΓL(p) + ΓR(p)
Peq({ni}, np = 0)f(∗p)
[
∗p∆T − eV
]
. (4.10)
This expression has already been derived using the detailed balance equations [24].
Here it as been derived using the level balance equations that are consistent with
the kinetic equation, so it is in general valid. Unfortunately this derivation does
not provide an expression for the energy current, since G(N˜ , p) = ∗p
(
N˜
)
+ θeV
depends explicitly on N˜ . Let’s notice that if we “switch off” the Coulomb interaction
setting EC = 0, G only depends on the energy level index p, and we could obtain
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a valid expression for the energy current. In the next section we will derive an
expression for the energy current using the detailed balance equations, and we will
show that in many cases the detailed balance equation, expanded at first order,
are valid.
4.2 Currents using the Detailed Balance Equations
As we have just seen, we could in general only compute the charge current using
the level balance equations. In this section we will first assume that the detailed
balance equations are valid, and derive an expression for the energy current and
for the heat current. Then we will show that the detailed balance equations are in
some cases valid when expanded at first order.
So let’s assume for the moment that the detailed balance equation are valid
and let’s try to find an expression for the energy current. If we recall that the level
balance equations are simply a sum of detailed balance equations, if we remove the
sum from eq. (4.8), we obtain the linearized expression for the detailed balance
equations:
Peq(0)f(
∗
p) {[ψ(0)− ψ(1)]} =
Peq(0)f(
∗
p)
{
ΓL(p)
ΓL(p) + ΓR(p)
(θeV − ∗p∆T ) +
ΓR(p)
ΓL(p) + ΓR(p)
(θ − 1)eV
}
.
This equation, being valid for any set of occupation numbers ({ni}), is much easier
to handle: we can simply divide out on both sides Peq(0)f(∗p), and we obtain:
ψ(0)− ψ(1) = δ
N˜,p
≡ ΓL(p)
ΓL(p) + ΓR(p)
(θeV − ∗p∆T ) +
ΓR(p)
ΓL(p) + ΓR(p)
(θ − 1)eV.
(4.11)
In the last equality we have defined the quantity δ
N˜,p
that will be later used to
derive the range of validity of the linearized detailed balance equations. This
equation can be directly inserted into the expression for the currents given by
eq. (4.7), and we formally obtain the same expression we derived using the level
balance equation, eq. (4.9). This time we don’t have to make the hypothesis that
G(N˜ , p) only depends on p, so substituting G
(
N˜ , p
)
= ∗p(N˜) + θeV into eq. (4.9)
gives the following expression for the energy current:
Ju =
∞∑
p=1
∑
{ni}i6=p
ΓL(p)ΓR(p)
ΓL(p) + ΓR(p)
Peq({ni}, np = 0)∗pf(∗p)
[
∗p∆T − eV
]
. (4.12)
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Notice that we removed the term in eV in G
(
N˜ , p
)
since it gives a contribution
which is overall quadratic in eV and ∆T .
Let’s now calculate the heat current in the linear response regime. Let’s recall
eq. (2.34):
JhL = J
u,
JhR = V J
c + Ju.
Since both V and Jc are first order quantities, V Jc is a second order contribution
to the heat current, so in the linear response regime the heat currents are the same
and we have:
JhL = J
h
R = J
u. (4.13)
We are now able to compute the heat and energy currents whenever the
linearized detailed balance equations are valid. We will thus study their range
of validity. As we explained in section 3.1, if these equations are consistent,
then they are equivalent to the kinetic equation. Let’s find out when these
equations are consistent for 2 energy levels (L = 2). The linearized detailed
balance equations, eq. (4.11), are a linear algebra problem for ψ({ni}). Let ~ψ be
the vector (ψ(0, 0), ψ(1, 0), ψ(0, 1), ψ(1, 1)) and let B be the corresponding matrix
such that eq. (4.11) can be written as:
B × ~ψ =

1 −1 0 0
1 0 −1 0
0 1 0 −1
0 0 1 −1
×

ψ00
ψ10
ψ01
ψ11
 =

δ0,1
δ0,2
δ1,2
δ1,1,
 (4.14)
where
ψn1,n2 = ψ(n1, n2),
and δ
N˜,p
is defined in eq. (4.11). Matrix B has a null space of dimension
1, generated by ~ψ = (1, 1, 1, 1), thus it is not invertible. This vector actually
represents the equilibrium distribution: when eV = ∆T = 0, so that δ
N˜,p
= 0,
~ψ = (1, 1, 1, 1) satisfies eq. (4.14). Since P = Peq(1 + ψ), this means P = 2Peq.
Normalizing the probabilities clearly yields P ≡ Peq, so we have demonstrated that
the equilibrium distribution is in fact given by the grand canonical distribution.
In general δ
N˜,p
6= 0, so in order for eq. (4.14) to allow a solution, we need to make
sure that vector ~δ belongs to the image of matrix B. If this happens, then we are
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sure that there will be a vector ~ψ such that B~ψ = ~δ (this vector will actually be
defined up to a constant that can be determined by imposing the normalization
of P ). The dimension of the image of matrix B is 3, so let’s find a vector that is
orthogonal to the image of the matrix. The one dimensional space generated by
this vector will not be obtainable from linear combinations of B’s columns. If we
search for a vector orthogonal to the columns of B, we find that:
~v0 =

1
−1
1
−1

is a generator of the one dimensional space orthogonal to the image of B, thus
it cannot be generated by linear combinations of B’s columns. A necessary and
sufficient condition for a solution ~ψ to exist, is that vector ~δ only belongs to the
image of B, thus it cannot have a projection on ~v0. The projection is zero when:
0 = ~v0 · ~δ = δ01 − δ0,2 + δ1,2 − δ1,1 =
= ∆T
[
ΓL(1)
ΓL(1) + ΓR(1)
(∗1(1)− ∗1(0))−
ΓL(2)
ΓL(2) + ΓR(2)
(∗2(1)− ∗2(0))
]
. (4.15)
Note how the dependency on eV disappeared, since it’s coefficient only depends
on p, and we are left with a quantity proportional to ∆T . By substituting ∗p(N˜)
into eq. (4.15), we obtain:
~v0 · ~δ = ∆T
[
ΓL(1)
ΓL(1) + ΓR(1)
(2EC)− ΓL(2)
ΓL(2) + ΓR(2)
(2EC)
]
=
= 2EC∆T
ΓL(1)ΓR(2)− ΓL(2)ΓR(1)
(ΓL(1) + ΓR(1))(ΓL(2) + ΓR(2))
.
The combination of ΓL(p) and ΓR(p) in the numerator is interesting: if we imagine
to put in 2 rows of a matrix the following two vectors: ~ΓL ≡ (ΓL(1),ΓL(2)) and
~ΓR ≡ (ΓR(1),ΓR(2)), then ΓL(1)ΓR(2)− ΓL(2)ΓR(1) is the determinant of this
matrix. This means that this projection is zero if and only if ~ΓL and ~ΓR are
linearly dependent. So if ΓL(p) = αΓR(p), with α a constant, then the projection
of ~δ over ~v0 is null and the detailed balance equations are valid.
In summary, the linearized detailed balance equations are consistent, thus
correct, if and only if:
• ∆T = 0, or
CHAPTER 4. LINEAR RESPONSE REGIME 45
0 2 4 6 8 10 12 14
EF [kBT ]
0.0
0.5
1.0
1.5
2.0
2.5
J
h L
[(
k
B
T
)2
/
h¯
]
×10−5
Kinetic Eq.
Detailed Balance Eq.
Figure 4.1: Heat current, as a function of the Fermi energy, computed solving
numerically the kinetic equation (solid line) and an independent subset of detailed
balance equations (dashed line). The parameters are: ∆T/T = 0.0001, eV/kBT =
0, EC = 1kBT , 5 equidistant energy levels such that Ep−Ep−1 = 0.2kBT , θ = 1/2,
~ΓL(p) = (0.01)p−1kBT and ~ΓR(p) = (5)p−1kBT . For a 2 level system, this choice
of ΓL(p) and ΓR(p) would give ~v0 · ~δ ≈ EC∆T .
• ΓL(p) = αΓR(p), where α is a constant, or
• EC = 0. This is consistent with what we noted in section 3.1: if EC = 0,
the detailed balance equations are in general consistent, not only linearized.
As we have shown in the previous section, the expression of the linearized charge
current we derived is in general correct, instead the linearized expression of the
energy and heat current is correct only if the linearized detailed balance equations
are valid. We verified numerically all these statements computing exactly for small
gradients the charge and heat current, once using a subset of independent detailed
balance equations, once using the kinetic equation; we had to use a subset of
detailed balance equations since, all together, they form an over complete linear
algebra system that in general does not allow a solution. As we see in Figure 4.1,
when we choose a particular combination of ~ΓL and ~ΓR such that ~ΓL 6= α ~ΓR, and
apply a ∆T , the heat currents computed using the detailed balance equations and
using the kinetic equation are different. Instead in Figure 4.2 we compare the
charge currents using the same parameters as in Figure 4.1, and as we expected
the two currents are the same. We also tried computing the heat current with the
same parameters, but with ΓL(p) = ΓR(p), and the two heat currents are equal.
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Figure 4.2: Charge current, as a function of the Fermi energy, computed solving
numerically the kinetic equation (solid line) and an independent subset of detailed
balance equations (dashed line). The parameters are the same as in Figure 4.1.
Also setting ∆T = 0 and applying a small V makes the two heat and charge
currents the same, confirming our results.
4.3 Computing G, S, κ, Pmax and ZT
Now that we have a closed expression for the currents in the linear response
regime, we can compute the transport coefficients, Pmax and ZT . Energies will
be expressed as dimensioned quantities in this section. Let’s define dt = ∆T/T
and dv = eV/kBT , where T as usual is the temperature of the right reservoir; dt
and dv are the quantities that must be “small” for the system to be in the linear
response regime.
In appendix A we have rewritten the linearized currents given in eqs. (4.10),
(4.12) and (4.13) in a more compact and meaningful way. Let’s write down these
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expressions, given in eqs. (A.7) and (A.8):
Jc = −e
∞∑
p=1
∞∑
N=1
ΓL(p)ΓR(p)
ΓL(p) + ΓR(p)
Peq(N)Feq(Ep|N) [1− f(p(N))]×[
p(N)
kBT
dt− dv
]
,
Ju = JhL = J
h
R =
=
∞∑
p=1
∞∑
N=1
ΓL(p)ΓR(p)
ΓL(p) + ΓR(p)
Peq(N)Feq(Ep|N) [1− f(p(N))]×
p(N)
[
p
kBT
dt− dv
]
,
where Peq(N) and Feq(Ep|N) are defined respectively in eqs. (A.3) and (A.5), and
p(N) is:
p(N) ≡ ∗p(N − 1) = Ep + U(N)− U(N − 1)− EF ,
as defined in eq. (A.6). For simplicity, we will write p instead of p(N). Since
both expressions have a similar structure, let’s introduce the following “functional”:
Ô [x(N, p)] =
∞∑
p=1
∞∑
N=1
ΓL(p)ΓR(p)
ΓL(p) + ΓR(p)
Peq(N)Feq(Ep|N) [1− f(p)]x(N, p).
(4.16)
This functional is linear in x(N, p). Thanks to this definitions, we can rewrite the
currents the following way:
Jc = −eÔ
[
p
kBT
dt− dv
]
,
Ju = JhL = J
h
R = Ô
[
(
p
kBT
dt− dv)p
]
.
(4.17)
Now we can rewrite G, S, κ, Pmax and ZT . We will use definitions given in
eqs. (2.1), (2.2), (2.3), (2.19) and (2.20) to write these quantities in terms of the
functional Ô. The differential quantities will be computed at dt = dv = 0 by
performing the limit of the finite incremental ratio. We thus have:
• Expression for G.
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By definition, writing Jc as a function of dv, we have:
G =
∂Jc
∂V
∣∣∣∣
dt=0
=
e
kBT
lim
dv→0
Jc(dv)− Jc(0)
dv
∣∣∣∣
dt=0
=
= − e
2
kBT
lim
dv→0
Ô
[
p
kBT
dt− dv
]
dv
∣∣∣∣∣∣
dt=0
=
e2
kBT
Ô [1] , (4.18)
where we have used that Jc(0) = 0 and eq. (4.17).
• Expression for S.
By definition, we have:
S = − lim
∆T→0
V
∆T
∣∣∣∣
Jc=0
= −kB
e
lim
dt→0
dv
dt
∣∣∣∣
Jc=0
.
In order to perform this limit, let’s find the ratio dv/dt by imposing Jc = 0.
Using the linearity of Ô and eq. (4.17) we have:
Jc = 0 ↔ dtÔ [p]− dvkBTÔ [1] = 0 ↔ dv
dt
=
1
kBT
Ô [p]
Ô [1]
. (4.19)
Using this relation we obtain:
S = − 1
eT
Ô [p]
Ô [1]
. (4.20)
• Expression for κ.
By definition, writing JhL as a function of dt, we have:
κ =
∂JhL
∂T
∣∣∣∣
Jc=0
=
1
T
lim
dt→0
JhL(dt)− JhL(0)
dt
∣∣∣∣
Jc=0
.
Now we can express JhL in terms of Ô; using the linearity of the functional
and the fact that JhL(0) = 0:
κ =
1
T
lim
dt→0
JhL(dt)
dt
∣∣∣∣
Jc=0
=
1
T
Ô
[(
p
kBT
− lim
dt→0
dv
dt
∣∣∣∣
Jc=0
)
p
]
.
We can use the last step of eq. (4.19) for dv/dt|Jc=0. We thus obtain:
κ =
1
kBT 2
(
Ô
[
2p
]− Ô2 [p]
Ô [1]
)
. (4.21)
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• Expression for Pmax.
In the linear response regime, as we have seen in eq. (2.19), we have:
Pmax =
1
4
∆T 2GS2. (4.22)
thus, if we compute G and S, we automatically have Pmax.
• Expression for ZT .
In the linear response regime, as we have seen in eq. (2.20), we have:
ZT =
GS2T
κ
, (4.23)
thus, if we compute G, S and κ, we automatically have ZT .
4.4 Quantum Limit
The scope of this section is to obtain simple analytical expressions for the transport
coefficients, Pmax and ZT in the “quantum limit”, i.e. when the thermal energy
kBT is the smallest energy scale of the system except for ~ΓL(p) and ~ΓR(p). This
regime is important to study because at low temperatures the discrete energy
spectrum of the QD is more visible, and this can create the “energy filtering”
mechanism that we expect to increase ZT . We will thus assume that kBT  ∆E
and kBT  EC , where ∆E is the typical energy spacing of the levels of the QD.
We will still assume that ~ΓL(p), ~ΓR(p) kBT so that our model is valid. We
will also assume that:
• the tunneling rates are independent of the QD energy levels. This means
that ΓL(p) and ΓR(p) don’t depend on p. So let’s define the p independent
quantity:
γ =
ΓLΓR
ΓL + ΓR
;
• the energy level spacing of the QD is a constant, ∆E. We can thus take:
Ep = (p− 1)∆E.
This section is structured as follows: in subsection 4.4.1 we first approximate
the equilibrium probabilities within Ô given in eq. (4.16); then in subsections
from 4.4.2 to 4.4.6 we compute the transport coefficients, Pmax and ZT using
their formulation in terms of Ô. At last in subsection 4.4.7 we briefly present an
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alternative way to compute these quantities. In this section we will express all
energies as dimensioned quantities, unless otherwise stated.
4.4.1 Approximation of Ô
In this subsection we will find an approximate expression for Ô, valid in the
quantum limit. The three probabilities Peq(N), Feq(Ep|N) and 1 − f(p) in eq.
(4.16) become very sharp as T → 0, so we expect to be able to reduce the sum over
N and p to few dominant terms. Let’s briefly discuss the physical meaning of these
sums: they will become more clear when we actually compute the approximation
for Ô. In eq. (4.16), there is a sum over p and N because we are considering that
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Figure 4.3: Schematic representation of the transition energies ETp (N) as N and
p vary. In this Figure we are assuming EC  ∆E. Values of N = 1, 2, . . .
provide an energy equal to (2N − 1)EC ; values of p provide an extra ∆E, since
Ep = (p− 1)∆E (for p = 1, 2, . . . ). The bold lines represent the zero temperature
transition energies: ETN (N).
the current is given by electrons that can enter or leave the QD passing through
energy level Ep, changing the number of electrons within the QD between N − 1
and N . The energy that the electrons have in this process is:
ETp (N) ≡ Ep + U(N)− U(N − 1) = Ep + (2N − 1)EC , (4.24)
where we have used eq. (2.27) for U(N). We will thus refer to ETp (N) as the
“transition energies”. Notice that p(N) = Ep + U(N) − U(N − 1) − EF is the
distance between ETp (N) and EF . In Figure 4.3 we schematically show these
transition energies. These energies do not represent an energy spectrum: given a
certain N , ETp (N) is the energy needed to add the N th electron to the QD into
level p; as the number of electrons in the QD varies, we have to consider different
values of N . At low temperatures, we expect the lowest energy levels of the QD
to be occupied, so if there are N − 1 electrons in the QD, we expect electrons
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to flow through level N , with energy ETN (N): these energies give the dominant
contribution to the currents, so we will often refer to them as “zero temperature
transition energies”. They are represented in bold in Figure 4.3.
We can imagine the currents as a function of EF in the following picturesque
way: at low temperatures the electrons in the reservoirs will all have energies below
EF . Thus, there will be no electrons tunneling at energies above EF . If both
reservoirs have the same probability of having an electron at a certain energy, the
electrons will tunnel in both directions, giving a null contribution to the currents.
Thus the current will be non null when, at a certain energy, there are different
probabilities of finding an electrons in one reservoir or in the other. For example,
if ∆T = 0, we expect only electrons between EF and EF + eV , plus a thermal
broadening of ≈ kBT , to contribute to the current. When this “energy window”
is near a certain ETp (N), electrons will flow through this “channel”. Of course,
not all channels will give the same contribution to the currents: as we previously
discussed, we can expect energies ETN (N) to give a dominant contribution. As
we will see, this is the case for the electric conductance. The role of the three
probabilities Peq(N), Feq(Ep|N) and 1− f(p) in eq. (4.16) is to select only these
electrons that contribute to net electron charge, energy or heat transfer. Now we
will study quantitatively these three probabilities.
Let’s start by analyzing Peq(N). Peq(N) is the probability of havingN electrons
in the QD at thermal equilibrium. It is by definition given by eq. (A.3):
Peq(N) =
∑
{ni}
δ∑ni,NPeq({ni}) = 1Z
∑
{ni}
δ∑ni,Ne− 1kBT
∑
niEi+U(N)−NEF ,
where we have used eq. (4.1) for Peq({ni}). Since the sum over {ni} is limited to
those configurations such that
∑
ni = N , we can take the terms with U(N) and
NEF out of the sum as follows:
Peq(N) =
1
Z
e
− 1
kBT
[U(N)−NEF ] ∑
{ni}
δ∑ni,Ne− 1kBT
∑
niEi ,
Since the term with the sum over {ni} is by definition the canonical partition
function of a non interacting QD with N electrons, we can equivalently rewrite it
in a more compact form [24]:
Peq(N) =
e
− 1
kBT
Ω(N)
∞∑
N=0
e
− 1
kBT
Ω(N)
, (4.25)
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where:
Ω(N) = F (N) + U(N)−NEF ,
F (N) = −kBT lg
∑
{ni}
δ∑ni,Ne− 1kBT
∑
niEi
.
Ω(N) is the thermodynamical potential of the QD, and F (N) is the free energy
of the internal degrees of freedom. This means that F (N) is the free energy of
a non interacting QD with a fixed number N of electrons: the interacting term,
U(N), is considered separately. One property of the free energy is that in the low
temperature limit F (N) will tend to the energy of the ground state of the QD
with N electrons. The energy of the ground state will be given by the sum of
the first N single electron energy levels, E1 + E2 + · · ·+ EN . Thus, within the
quantum limit, we can perform the following approximation:
F (N) ≈
N∑
i=1
Ei. (4.26)
We can thus approximate Ω(N) as follows:
Ω(N) ≈
N∑
i=1
Ei + U(N)−NEF . (4.27)
We expect Peq(N) to be very sharp around a given value of N , so we want to
consider only two dominant values. Let’s define Nmin as the value such that all
probabilities except for Peq(Nmin) and Peq(Nmin−1) are negligible. We can obtain
a condition for Nmin by imposing that Peq(Nmin) and Peq(Nmin − 1) are larger
than the adjacent probabilities Peq(Nmin + 1) and Peq(Nmin − 2). It can be seen
by direct inspection that these four conditions are equivalent to imposing:Peq(Nmin − 1) > Peq(Nmin + 1)Peq(Nmin) > Peq(Nmin − 2) .
Using eq. (4.25), this is equivalent to:Ω(Nmin − 1) < Ω(Nmin + 1)Ω(Nmin) < Ω(Nmin − 2) ,
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which can be written in terms of EF using eq. (4.27) as follows:
ETNmin(Nmin) + E
T
Nmin−1(Nmin − 1)
2
< EF <
<
ETNmin+1(Nmin + 1) + E
T
Nmin
(Nmin)
2
.
If we define ET (N) as:
ET (N) = ETN (N), (4.28)
we can rewrite the previous condition for Nmin as:
ET (Nmin) + E
T (Nmin − 1)
2
< EF <
ET (Nmin) + E
T (Nmin + 1)
2
. (4.29)
ET (N) is the energy to add theN th electron to the QD. In fact, at low temperatures,
we expect all electrons to be located in the lowest states. So if we have N − 1
electrons, and we want to add the N th electron, we have to provide the electrostatic
energy U(N)−U(N − 1), and we have to place the electron at the lowest available
level, providing EN . These energies are schematically represented in Figure 4.3
with bold lines. The distance between two zero temperature transition energies is a
constant: ET (N)−ET (N − 1) = 2Ec + ∆E. Eq. (4.29) can be used to determine
Nmin by finding the value of N that minimizes the distance between ET (N) and
EF . So Nmin can be equivalently defined as the integer value that minimizes:
|ET (N)− EF |.
Since we can now disregard all probabilities except for Peq(Nmin) and Peq(Nmin−1),
we can find and approximate expression for these two probabilities using eqs. (4.25)
and (4.27):
Peq(Nmin) ≈ e
− 1
kBT
Ω(Nmin)
e
− 1
kBT
Ω(Nmin) + e
− 1
kBT
Ω(Nmin−1)
= f
(
ET (Nmin)− EF
)
, (4.30)
Peq(Nmin − 1) ≈ e
− 1
kBT
Ω(Nmin−1)
e
− 1
kBT
Ω(Nmin) + e
− 1
kBT
Ω(Nmin−1)
= f
(
EF − ET (Nmin)
)
.
These equations give a physical meaning to Nmin: if EF  ET (Nmin), the QD has
Nmin− 1 electrons, if EF  ET (Nmin), the QD has Nmin electrons. Instead when
EF ≈ ET (Nmin), the QD keeps oscillating between having Nmin − 1 and Nmin
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electrons. So the knowledge of Nmin allows us to know the number of electrons
within the QD.
In eq. (4.16) not only Peq(N) depends on N : an important contribution is
also given by 1− f(p(N)). We want to study the product Peq(N) [1− f(p(N))]
in order to limit the sum over N only to Nmin or Nmin − 1. The contribution of
F (Ep|N) is not relevant in selecting values of N , since it is the probability that
level p is occupied, assuming that there are N electrons in the QD. It will instead
select certain values of p, as we will later see. Let’s explicitly perform the product
Peq(N) [1− f(p(N))]:
Peq(Nmin) [1− f (p(Nmin))]Peq(Nmin − 1) [1− f (p(Nmin − 1))] =
=
f
(
ET (Nmin)− EF
) [
1− f (ET (Nmin)− EF + ∆p)]
f
(
EF − ET (Nmin)
) [
1− f (ET (Nmin − 1)− EF + ∆p)] , (4.31)
where we have defined:
∆p ≡ Ep − ENmin .
In order to visually study this product, we plotted both cases as a function of EF
in Figure 4.4. As it is clear, the dominant contribution is given by Nmin, so we can
safely disregard contributions given by Nmin− 1. In Figure 4.4 (b), the product of
the probabilities is vanishingly small respect to panel (a) since 1− f(p(Nmin− 1))
is approximately an exponential that decays at ET (Nmin − 1) within a few kBT .
Since the distance between ET (Nmin − 1) and the region where we have Nmin is
larger than (EC + ∆E)/2, 1− f(p(Nmin − 1)) suppresses the total probability
of a factor ≈ exp (−(EC + ∆E)/kBT ), which by definition of quantum limit, is
vanishingly small respect to the values around unity obtained in Figure 4.4 (a). In
Figure 4.4 we have chosen ∆p = 0. Changing this value produces shifts of 1−f(p)
that will be soon taken into account by limiting the sum over p.
Now, given EF , we can compute Nmin, and we can limit the sum over N in
eq. (4.16) just to N = Nmin. So operator Ô becomes:
Ô [. . . ] ≈
∞∑
p=1
γPeq(Nmin)Feq(Ep|Nmin) [1− f(p)] [. . . ] =
∞∑
p=1
γPtot [. . . ] , (4.32)
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Figure 4.4: Plot of the probabilities in eq. (4.31) as a function of EF in the region
where Nmin doesn’t change, given by eq. (4.29). Panel (a) shows the probabilities
for N = Nmin, panel (b) shows the probabilities for N = Nmin− 1. It is clear that
the dominant contribution is given by N = Nmin. The plot has been computed
using EC = 50kBT , ∆E = 10kBT and ∆p = 0.
where p = p(Nmin) and we have defined:
Ptot = Peq(Nmin)Feq(Ep|Nmin) [1− f(p)] . (4.33)
Now we want to analyze what the 3 probabilities do, in order to eventually limit
also the sum over p. Since it will often appear in our formulas, let’s define:
∆T = E
T (Nmin)− EF .
∆T is the distance between the zero temperature transition energy and the Fermi
energy.
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• Peq(Nmin). As we have demonstrated earlier in eq. (4.30):
Peq(Nmin) ≈ f(ET (Nmin)− EF ) = f(∆T ). (4.34)
This is intuitive, in fact if EF is larger than the energy to add the N thmin
electron, we obtain a probability of having Nmin electrons in the QD close
to 1. Instead, if EF is smaller than the energy to add the N thmin electron,
f(∆T ) decays as e−(E
T (Nmin)−EF )/kBT ; in this case in fact, EF is not large
enough to add the N thmin electron. So if |∆T |  kBT , we can write:
Peq ≈
 1 if EF > ET (Nmin)e− ∆TkBT if EF < ET (Nmin) = min
(
1, e
− ∆T
kBT
)
. (4.35)
• Feq(Ep|Nmin).
This is the conditional probability that given Nmin electrons in the QD, level
p is occupied. By definition, it is given by:
F (Ep|N) = Peq(Ep ∩N)
Peq(N)
= Z
Peq(Ep ∩N)
exp
[
− 1kBT
(
N∑
i
Ei + U(N)−NEF
)] .
(4.36)
In the last equality we have used eqs. (4.25) and (4.27) for Peq(N). We
thus need to find an approximate expression for Peq(Ep ∩N) valid in the
quantum limit. From eq. (A.4) we have that:
Peq(Ep ∩N) =
∑
{ni}
δ∑ni,Nδnp,1Peq({ni}) =
=
1
Z
e
− 1
kBT
[U(N)−NEF ] ∑
{ni}
δ∑ni,Nδnp,1e−
1
kBT
∞∑
i=1
niEi
, (4.37)
where we have used eq. (4.1) for Peq({ni}). In the last expression, thanks
to δnp,1, we can remove the sum over np = 0, 1 and impose directly np = 1.
This means that the term e−Ep/kBT will always be present, so we can take it
out of the sum. This yields:
Peq(Ep ∩N) = 1
Z
e
− 1
kBT
[Ep+U(N)−NEF ] ∑
{ni}i 6=p
δ∑
i 6=p
ni,N−1e
− 1
kBT
∑
niEi .
(4.38)
If we look at this last expression we will notice that the term with the sum
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over {ni}i 6=p is the canonical partition function of a non interacting QD with
N − 1 electron, provided that we exclude energy level Ep, since we are not
summing over that energy level anymore. So if we define:
e
− 1
kBT
Fp(N−1) ≡
∑
{ni}i 6=p
δ∑
i 6=p
ni,N−1e
− 1
kBT
∑
niEi , (4.39)
Fp(N − 1) is the free energy of a non interacting QD without energy level
Ep, with N − 1 electron. If we insert eq. (4.38) into eq. (4.36) using this
definition, we obtain:
F (Ep|N) = e
− 1
kBT
[
Ep+Fp(N−1)−
N∑
i
Ei
]
. (4.40)
We thus need to compute Fp(N − 1). In the quantum limit, Fp(N − 1) will
tend to the energy of the ground state of a non interacting QD with N − 1
electrons, where level p has been removed. This energy is given by the sum
of the first N − 1 energy levels. So let’s distinguish two cases:
if p < N , the electron that would have occupied level p has to be promoted
to the first empty energy level: EN . So we will have that:
Fp(N − 1) ≈
N∑
i
Ei − Ep
if p ≥ N , the ground state of the system without level p is the same as the
one with level p, so we obtain:
Fp(N − 1) ≈
N∑
i
Ei − EN
Inserting these equations into eq. (4.40) finally yields:
Feq(Ep|Nmin) ≈
 1 if 1 ≤ p ≤ Nmine−∆p/kBT if p > Nmin = min(1, e−∆p/kBT ).
(4.41)
This result is very intuitive: since we are at low temperature, if we have Nmin
electrons within the QD, the firstNmin levels will be occupied with probability
≈ 1, and the other ones will have an exponentially small probability of being
occupied.
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• 1− f(p(Nmin)).
When EF is far from ET (Nmin), i.e. when |∆T |  kBT , we have:
1− f(p(Nmin)) ≈
 1 if EF < ET (Nmin) + ∆pe(∆p+∆T )/kBT if EF > ET (Nmin) + ∆p =
= min(1, e(∆T+∆p)/kBT ); (4.42)
note that p(Nmin) = ∆T + ∆p.
Now we can study what happens when we multiply these 3 probabilities in order
to limit the sum in eq. (4.16) also over p. Let’s distinguish 3 cases (for sake
of simplicity, in these 3 cases all energies are to be considered as dimensionless
quantities expressed in units of kBT ):
• EF  ET (Nmin). In this case, ∆T  0, so we can write the product of the
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Figure 4.5: Plot of the F (Ep|Nmin), 1− f(p(Nmin)) and Ptote|∆T | at given Nmin,
as a function of p, when EF  ET (Nmin). The points corresponding to the various
values of p are placed on the x-axis at ETp (Nmin). The colored lines just connect
these points: they do not have any physical meaning between integer values of p.
In this case we have set Nmin = 4, EC = 50kBT , ∆E = 10kBT , EF = 355kBT .
The first transition energy is at ET1 (4) = 7EC . ∆T , ∆p and ∆E are shown.
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3 probabilities using expressions eqs. (4.34), (4.41) and (4.42), obtaining:
Ptot = min(1, e
−∆T )min(1, e−∆p)min(1, e∆p+∆T ) =
=

e−|∆T |−|∆p| if ∆p > 0
e−|∆T | if −∆T ≤ ∆p ≤ 0
e−|∆p| if ∆p < −∆T < 0
.
Let’s notice that |∆p| = |p − Nmin|∆E is a very big quantity for ∆p 6= 0.
So the first case is clearly smaller than the second. Also the third case is
smaller than the second, since |∆p| > |∆T |. We can thus approximate Ptot
the following way:
Ptot ≈
e−|∆T | if −∆T ≤ ∆p ≤ 00 otherwise . (4.43)
This approximation is clear in Figure 4.5, where we have plotted the values
of the probabilities at a given Nmin, for different values of p. We have
not plotted Peq(Nmin) since it’s not a function of p, but it’s a constant:
Peq = e
−|∆T |. In Figure 4.5, Ptot has been multiplied by e|∆T | in order to
normalize it to 1. The values of p that give the maximum value of Ptot are
the ones corresponding to energies ETp (Nmin) between the Fermi energy EF
and ET (Nmin).
• EF  ET (Nmin). In this case instead ∆T  0. Using the same expressions
as before for the probabilities, we obtain:
Ptot = min(1, e
−∆T )min(1, e−∆p)min(1, e∆p+∆T ) =
=

e−|∆T |−|∆p| if ∆p < 0
e−|∆T | if 0 ≤ ∆p < −∆T
e−|∆p| if 0 < −∆T < ∆p
.
For the same reasons as before, the dominant contribution is given by the
second term. We can thus approximate Ptot the following way:
Ptot ≈
e−|∆T | if 0 ≤ ∆p < −∆T0 otherwise . (4.44)
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Figure 4.6: Plot of the F (Ep|Nmin), 1− f(p(Nmin)) and Ptote|∆T | at given Nmin,
as a function of p, when EF  ET (Nmin). The points corresponding to the various
values of p are placed on the x-axis at ETp (Nmin). The colored lines just connect
these points: they do not have any physical meaning between integer values of p.
All parameters except EF = 405kBT are set as in Figure 4.5. The first point is at
7EC since Nmin = 4. ∆T , ∆p and ∆E are shown.
This approximation is clear in Figure 4.6, where we have plotted as before
the values of the probabilities at a given Nmin, for different values of p.
Again, we have not plotted Peq(Nmin) since it’s a constant: Peq = 1. In
Figure 4.6, Ptot has been normalized to 1 adding the same multiplicative
factor e|∆T |. The values of p that give the maximum value of Ptot are again
the ones corresponding to energies ETp (Nmin) between the Fermi energy EF
and ET (Nmin).
• ∆T ≈ 0. In this case, eqs. (4.35) and (4.42) that we have used in the
previous 2 cases are not valid. We must use the Fermi distribution instead
of it’s approximation. It is now clear from the 2 previous cases that we have
to sum over levels p such that ETp (Nmin) is between the Fermi energy EF
and ET (Nmin). Since in this case EF is near ET (Nmin), we just have to
sum over the case p = Nmin, which corresponds to ∆p = 0. We thus have:
Ptot ≈ f(∆T )1 [1− f(∆T )] = 1
4 cosh2(∆T2 )
, (4.45)
where we have used the following identities:
f(x) =
e−
x
2
2 cosh(x2 )
, (4.46)
f(−x) = 1− f(x). (4.47)
CHAPTER 4. LINEAR RESPONSE REGIME 61
We can now finally put together these results, expressing again all energies as
dimensioned quantities. Noticing that eq. (4.45), for large ∆T , gives e−|∆T |/kBT ,
we can put all 3 cases given in eqs. (4.43), (4.44) and (4.45) together into the
formula:
Ptot =

1
4 cosh2(
∆T
2kBT
)
if −∆T ≤ ∆p ≤ 0 or 0 ≤ ∆p < −∆T
0 otherwise
. (4.48)
In order to write Ô in a compact form, let’s define NC as the furthest integer
p from Nmin where Ptot is non null in eq. (4.48). Thus NC is the value of p that
maximizes |∆p| with the constrain |∆p| < |∆T | and:p ≥ Nmin if ∆T < 00 ≤ p ≤ Nmin if ∆T > 0 .
In the next section, we will often have to count the number of transition energies,
at given Nmin, between ET (Nmin) and EF . So let’s define the integer NJ as
follows:
NJ ≡ NC −Nmin.
Everything we have derived until now is valid for arbitrary energy levels of the QD.
Using the hypothesis of equidistant energy levels, we can write NJ the following
way:
NJ =
int
(
∆T
∆E
)
if ∆T < (Nmin − 1)∆E
Nmin − 1 if ∆T ≥ (Nmin − 1)∆E
, (4.49)
where int(x) is the integer part of the real number |x|, with the same sign as x.
Note that NJ may be positive or negative. From eq. (4.49) it is clear that NJ
changes whenever EF = ETp (Nmin), for p 6= Nmin. The second case in eq. (4.49)
takes into account the fact that the number of energy levels of the QD before
p = Nmin are finite: this asymmetry will have some relevant consequences in the
transport coefficients and in the efficiencies of the QD.
Now we can finally insert eq. (4.48) into eq. (4.32) and write Ô in the form:
Ô [. . . ] ≈ γ
4 cosh2( ∆T2kBT )
NC∑
p=Nmin
[. . . ] . (4.50)
This is the central result of this subsection. We now have a very simple expression
CHAPTER 4. LINEAR RESPONSE REGIME 62
for Ô valid in the quantum limit. We will use this expression to compute the
transport coefficients, Pmax and ZT .
4.4.2 The Electric Conductance
We can now compute the electric conductance G in the quantum limit using the
formalism developed in section 4.3 and eq. (4.50) for Ô. Recalling eq. (4.18):
G =
e2
kBT
Ô [1] .
We thus need to calculate Ô [1]. Let’s use the approximate expression of Ô given
in eq. (4.50):
Ô [1] ≈ γ
4 cosh2( ∆T2kBT )
NC∑
p=Nmin
1 =
γ (1 + |NJ |)
4 cosh2( ∆T2kBT )
. (4.51)
In the last equality, we have used eq. (4.49). Thus G becomes:
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Figure 4.7: Electric conductance as a function of the Fermi energy. Comparison
between the analytical quantum limit expression given in eq. (4.52) and the
exact numerical calculation of the electric conductance G performed at EC =
50kBT, ~γ = 1/200kBT , θ = 1/2. Panel (a) has been computed with ∆E = 10kBT
and panel (b) with ∆E = 20kBT . As explained, we have a resonance every
EF = E
T (N) (for N = 1, 2, . . . ) with an exponential decay of amplitude ≈ kBT .
The height of the peak if given by: Gpeak = γe
2
4kBT
. There is no notable difference
between the numerical and analytical expressions.
G =
γe2
4kBT cosh
2( ∆T2kBT )
(1 + |NJ |) . (4.52)
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This result agrees with Ref. [24,25]. In Figure 4.7 we have plotted a comparison
between eq. (4.52) and an exact numerical calculation of G for two different values
of ∆E. From eq. (4.52) we see that G is principally characterized by resonances
that occur when ∆T = 0, i.e. every time EF = ET (N) (for N = 1, 2, . . . ), defined
in eq. (4.28). In these point, G reaches it’s maximum value:
Gpeak =
γe2
4kBT
(4.53)
in a bell shaped way with amplitude ≈ kBT . It is important to notice that Gpeak
can be written as:
Gpeak = GQ
pi
2
~γ
kBT
.
This expression clearly shows that if ~ΓL(p) kBT and ~ΓR(p) kBT , condition
G  GQ = e2/h, discussed in eq. (2.28), is satisfied and we are in the weak
coupling limit. The numerical values of G in Figure 4.7 also confirm that G GQ.
The condition in eq. (2.28) guarantees that our hypothesis of charge quantization
and single electron tunneling are valid. Another interesting aspect of Gpeak is that
it only depends on the temperature and on γ: there is no dependance on ∆E nor
on EC .
From eq. (4.52) we also see that there is a “fine structure” given by the term
(1+|NJ |). This “fine structure” creates small discontinuities every time NJ changes.
This occurs every ∆E, where EF = ETp (Nmin) and p 6= Nmin. These “jumps”
are not visible in Figure 4.7 since they are exponentially suppressed with respect
to Gpeak: the first discontinuity occurs at ∆T = ±∆E where G(∆T = ±∆E) ≈
2Gpeake
−∆E/kBT . Since in this limit ∆E  kBT , this is a strong suppression.
Due to this fact, the fine structure had not been noticed in an early article [25].
Physically, the resonances in the electric conductance occur when the energy
window EF ± kBT reaches the zero temperature transition energies ET (N). The
other transition energies ETp (N), for p 6= Nmin, give a small increase in G, but
they are exponentially suppressed. This occurs because in the quantum limit
electrons can only tunnel through the lowest available energy level, ENmin .
4.4.3 The Thermopower
To compute the thermopower S, we will use eq. (4.20):
S = − 1
eT
Ô [p]
Ô [1]
.
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We thus need to calculate Ô [p], and use eq. (4.51) for Ô [1].
Ô [p] ≈ γ
4 cosh2( ∆T2kBT )
NC∑
p=Nmin
(∆T + ∆p) =
=
γ
4 cosh2( ∆T2kBT )
NC−Nmin∑
p=0
(∆T + p∆E) .
In the last step we used that ∆p = ∆E(p−Nmin), and we changed the summing
index. Recalling that
∑N
i=0 i = N(N + 1)/2, we can perform the sum:
Ô [p] ≈ γ∆E
4 cosh2( ∆T2kBT )
(1 + |NJ |)
(
∆T
∆E
− NJ
2
)
. (4.54)
Now we can obtain S:
S =
1
eT
∆E
(
NJ
2
− ∆T
∆E
)
=
1
eT
(
∆E
2
NJ −∆T
)
. (4.55)
This result agrees with Ref. [24]. We have plotted a comparison between eq. (4.55)
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Figure 4.8: Thermopower as a function of the Fermi energy. Comparison between
the analytical quantum limit expression given in eq. (4.55) and the exact numerical
calculation of the thermopower S performed with the same parameters as in
Figure 4.7. S grows linearly when Nmin is fixed: for example in panel (a) when
EF ∈ [0, 105], Nmin = 1; when EF ∈ [105, 215], Nmin = 2, and so on. The “fine
structure” of the energy levels of the QD creates small discontinuities every ∆E.
These are visible, but washed out by the finite temperature. S is exactly null
whenever EF = ET (Nmin).
and the exact numerical calculation in Figure 4.8. From eq. (4.55), we see that
the dominant feature is given by −∆T /eT = (EF − ET (Nmin))/eT . This term
gives a linear increase of S as a function of EF with a slope given by 1/eT at given
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Nmin; whenever Nmin changes, there is a large discontinuity, and this term repeats
itself. As we have previously discussed, Nmin changes every 2EC + ∆E, whenever
EF = (E
T (N) + ET (N + 1))/2, so this term is periodic. The thermopower is
negative when EF < ET (Nmin), positive when EF > ET (Nmin), and null exactly
at EF = ET (Nmin). This is clearly visible in Figure 4.8.
As for G, also S has a term with a “fine structure”, given by the term
NJ∆E/2eT . This term gives a discontinuity every time NJ changes, which
occurs whenever EF = ETp (Nmin) and p 6= Nmin. The fine structure in S, as
opposed to G, is not suppressed exponentially, in fact it is clearly visible in Figure
4.8. Since this term gives a discontinuity at most every ∆E, and the region
where Nmin and the sign of S doesn’t change is EC + ∆E/2 wide, we can have
a maximum of floor(EC/∆E + 1/2) discontinuities in this region. The number
of minor discontinuities where S is negative and Nmin doesn’t change is further
limited by the finite number of energy levels under ENmin : zero for Nmin = 1, one
for Nmin = 2, and so on. This characteristic could be used to “count” the number
of electrons within the QD: since Nmin is the integer such that only Peq(Nmin)
and Peq(Nmin − 1) are non vanishing, this indicates that the number of electrons
within the QD is in fact Nmin − 1 or Nmin. But since EF < ET (Nmin) when S
is negative, recalling eq. (4.30) we can see that in this region there are Nmin − 1
electrons. Thus the number of these minor discontinuities corresponds exactly
to the number of electrons within the QD. This could be a convenient way of
“counting” the electrons within the QD when there is a large charging energy: we
only need to examine EF within a few ∆E, regardless of the charging energy.
Instead the number of minor discontinuities where S is positive and Nmin fixed
is limited only by the fact that Nmin eventually changes, since there are always
infinite energy levels above Nmin. Thus the number of discontinuities in this region
is given by floor(EC/∆E + 1/2). All these “minor discontinuities” are clearly
visible in Figure 4.8.
The effect of the finite temperature is more evident in S than it was in G: the
discontinuities are smoothed out, especially in the fine structure.
4.4.4 Thermal Conductance
In order to compute κ, we will use eq. (4.21):
κ =
1
kBT 2
(
Ô
[
2p
]− Ô2 [p]
Ô [1]
)
.
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We thus need to compute Ô
[
2p
]
:
Ô
[
2p
] ≈ γ
4 cosh2( ∆T2kBT )
NC∑
p=Nmin
(∆T + ∆p)
2 =
=
γ
4 cosh2( ∆T2kBT )
NC−Nmin∑
p=0
(
p2∆E2 + 2p∆T∆E + ∆
2
T
)
.
Recalling that
∑N
i=1 i
2 = N(N + 1)(2N + 1)/6, the sum can be performed:
Ô
[
2p
] ≈ γ∆E2
4 cosh2( ∆T2kBT )
(|NJ |+ 1)
(
1
6
|NJ | (2|NJ |+ 1)−NJ ∆T
∆E
+
∆T
∆E
2)
.
(4.56)
Inserting eqs. (4.51), (4.54) and (4.56) into the expression for κ, we obtain:
κ =
γkB
48 cosh2( ∆T2kBT )
(
∆E
kBT
)2
|NJ | (|NJ |+ 1) (|NJ |+ 2) . (4.57)
Because of the brutal approximations made to Ô in eq. (4.50), this result is only
partially correct.
Let’s start analyzing when NJ 6= 0, i.e. when |∆T | > ∆E. In this case EF is
far from the zero temperature transition energies ET (Nmin), so we have multiple
values of p, corresponding to transition energies ETp (Nmin), contributing to the
sum in Ô. κ is thus correct, and it is very similar to G: they are both dominated by
a bell shape function that decays exponentially with an amplitude of order ≈ kBT .
As for G and S, there is a fine structure created by the 3rd degree polynomial in NJ :
every time EF = ETp (Nmin) and p 6= Nmin, there is a discontinuity. These “jumps”
are more pronounced than the ones in G that are only first degree polynomials in
NJ , but they are suppressed by the exponential decay, so they are not visible in
the numerical calculation of Figure 4.9.
Instead, when NJ = 0, eq. (4.57) gives zero. As we see in the numerical
calculation of Figure 4.9, this result is not correct: our approximation made to Ô is
too brutal in this range, so we obtain 0. Physically we are getting 0 because when
EF is near ET (Nmin), we only keep p = Nmin in the sum over p in Ô. This means
that we are only allowing electrons to tunnel through energy level Ep while the QD
has a fixed number of electrons. Since κ is computed at Jc = 0, the same number
of electrons enters and leaves level p = Nmin. But all electrons that tunnel through
that “channel” carry the same amount of energy, so even the energy current, thus
the heat current, cancels out perfectly, and we obtain zero. This means that
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in order to have a non null JhL we must consider at least the contribution of 2
“transport channels”. So when |∆T | < ∆E, in Ô we can’t constrain the sum over
p just to p = Nmin, but we have to go the “the next order” in our approximation
of the probabilities. The most reasonable choice is to consider also p = Nmin ± 1
which corresponds to ∆p = ±∆E.
So in order to study κ in the region |∆T | < ∆E, we have to compute Ô
summing over ∆p = 0,±∆E. Let’s compute the product of the 3 probabilities in
Ô in these cases. For sake of simplicity, we will express energies in units of kBT
and we will use ∆T instead of ∆T/T during the recalculation of Ô and κ.
• ∆p = 0: this case has already been computed in eq. (4.45):
Ptot (∆p = 0) =
1
4 cosh2(∆T2 )
.
• ∆p = ±∆E: To compute Ptot let’s start from it’s definition given by eq.
(4.33) and use eqs. (4.34), (4.41) and (4.5):
Ptot (∆p) = Peq(Nmin)Feq(Ep|Nmin) [1− f(p)] =
= f(∆T )min(1, e
−∆p)e∆T+∆pf(∆T + ∆p) =
=
1
4
min(1, e−∆p)e∆p/2
cosh2(∆T2 ) cosh(
∆p
2 ) + cosh(
∆T
2 ) sinh(
∆T
2 ) sinh(
∆p
2 )
.
In the last step we have used the identity in eq. (4.46) for both f functions,
and we have decomposed the hyperbolic cosine of the sum. Let’s specify this
formula to the case ∆p = ±∆E. Since ∆E  kBT , we have:
cosh(
∆p
2
) = cosh(
±∆E
2
) ≈ e
∆E
2
,
sinh(
∆p
2
) = sinh(
±∆E
2
) ≈ ±e
∆E
2
.
Substituting we finally get:
Ptot (∆p = ±∆E) = min(1, e
∓∆E)e±
∆E
2 e−
∆E
2
2 cosh2(∆T2 )
[
1± tanh(∆T2 )
] =
=
e−∆E
2 cosh2(∆T2 )
[
1± tanh(∆T2 )
] .
Now we can use these expressions of Ptot to calculate Ô [x(∆p)], where x(∆p) is
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an arbitrary function of ∆p. For simplicity, let’s introduce the following notation:
x(1) = x(∆E),
x(−1) = x(−∆E).
Using the previous results, we get:
Ô [x(∆p)] =
∑
∆p=0;±∆E
γPtotx(∆p) = γ
{
x(0)
4 cosh2(∆T2 )
+
+ e−∆E
[
x(1) + x(−1)
2
− tanh
(
∆T
2
)(
x(1)− x(−1)
2
)]}
. (4.58)
Let’s analyze this formula. The order of magnitude of the first term is given by
cosh−2(∆T /2), instead the order of the second term is given by e−∆E . Since we
are studying the case |∆T | < ∆E, the second term is always smaller than the first.
Furthermore, in the quantum limit T → 0, so both ∆T and ∆E diverge (they are
expressed in units of kBT ), but provided that |∆T | < ∆E. Thus, when T → 0,
we will have that the following ratio:
λ =
4 cosh2(∆T2 )
e∆E
goes to zero. This means that the second term in eq. (4.58), which in fact we
neglected in computing G and S, is vanishingly small, but it cannot be neglected
when computing the thermal conductance, otherwise we will obtain again κ = 0.
Furthermore, if we keep a small, yet non zero temperature, λ will be small, but
never zero, especially for |∆T | → ∆E.
The idea is thus to compute κ using eq. (4.58) so we don’t obtain κ = 0, but
we will perform a first order expansion in λ in order to obtain a simple analytical
expression. Then we will also study the ratio λ at finite temperatures, in order to
discuss the validity of our expansion at first order in λ. This expansion implements
our intuitive idea that adding the terms ∆p = ±∆E to the summation in Ô
introduces a “next order” correction to Ô, which is necessary in this case, since
“order zero” yields a null thermal conductance.
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We can now rewrite eq. (4.58) in terms of λ:
Ô [x(∆p)] =
γ
4 cosh2(∆T2 )
{
x(0)+
+ λ
[
x(1) + x(−1)
2
− tanh
(
∆T
2
)(
x(1)− x(−1)
2
)]}
. (4.59)
It is clear from this formula that the terms with x(−1) and x(1), which came
from considering ∆p = ±∆E, added a first order correction in λ to our previous
formula for Ô. In fact, setting λ = 0 cancels out the second term in eq. (4.59),
and we obtain our previous expression for Ô, eq. (4.50). In order to re-compute κ,
we need to recalculate Ô[1], Ô[p] and Ô[2p] using eq. (4.59):
Ô [1] =
γ
4 cosh2(∆T2 )
[1 + λ] , (4.60)
Ô [p] = Ô [∆T + ∆p] =
γ
4 cosh2(∆T2 )
[
∆T + λ
(
∆T −∆E tanh(∆T
2
)
)]
, (4.61)
and
Ô
[
2p
]
= Ô
[
(∆T + ∆p)
2
]
=
=
γ
4 cosh2(∆T2 )
[
∆2T + λ
(
∆2T + ∆E
2 − 2∆E∆T tanh(∆T
2
)
)]
. (4.62)
Now we can return to calculating κ where |∆T | < ∆E. We will do this plugging
eqs. (4.60), (4.61) and (4.62) into eq. (4.21):
κ =
1
kBT 2
(
Ô
[
2p
]− Ô2 [p]
Ô [1]
)
.
The first term proportional to Ô
[
2p
]
is already a first order quantity in λ. The
second one requires some manipulation. It’s of the form:
Ô2 [p]
Ô [1]
= C
(A+Bλ)2
1 + λ
' C (A2 + 2ABλ) (1− λ) ' C [A2 +A(2B −A)λ] =
=
γ
4 cosh2(∆T2 )
[
∆2T + λ
(
∆2T − 2∆E∆T tanh(
∆T
2
)
)]
. (4.63)
We can now perform the calculation for κ using eqs. (4.62) and (4.63). Expressing
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again energies as dimensioned quantities, we obtain:
κ =
1
kBT 2
(
Ô
[
2p
]− Ô2 [p]
Ô [1]
)
=
kBγ
4 cosh2( ∆T2kBT )
λ
(
∆E
kBT
)2
=
= kBγe
−∆E/kBT
(
∆E
kBT
)2
. (4.64)
We finally obtained a non null expression for κ when |∆T | < ∆E. This expression
is the result of many cancellations. We could expect order 0 in λ to cancel out
because in the previous subsection we obtained κ = 0 in this region. Remarkably,
also the first order in λ cancels out completely removing the dependence of κ on
EF : we found a perfect plateau in this region. This is valid up to a first order
expansion in λ; a higher order expansion will introduce a weak dependance of EF .
We now have a complete expression for κ. Putting together eqs. (4.57) and
(4.64), we obtain:
κ =

kBγ
12 e
−|∆T |/kBT
(
∆E
kBT
)2 |NJ | (|NJ |+ 1) (|NJ |+ 2) if |∆T | > ∆E
kBγe
−∆E/kBT
(
∆E
kBT
)2
if |∆T | < ∆E
(4.65)
This is the central result of this subsection. This result is consistent with
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Figure 4.9: Thermal conductance as a function of the Fermi energy. Comparison
between the analytical quantum limit expression given by eq. (4.65) and the
exact numerical calculation of the thermal conductance κ computed with the
same parameters used in Figure 4.7. The plateaus are clearly visible also in the
exact calculation, despite the finite temperature that smooths out the edges. The
width of the quantum limit plateaus is 2∆E. This is in good agreement with
the exact calculation, except for the first plateau that is only ∆E wide. The
plateaus are centered around the zero temperature transition energies: ET (N) =
(2N − 1)EC + (N − 1)∆E. As for G, the “fine structure” is not visible due to the
exponential suppression.
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Refs. [35, 36]. We have plotted a comparison between eq. (4.65) and the exact
calculation of κ in Figure 4.9. The behavior of κ is very particular for various
reasons. First, as opposed to G, it is not made by resonances around ET (Nmin)
with a characteristic width given by the thermal energy kBT ; instead it has an
almost flat behavior around ET (Nmin), with a width given by 2∆E. The role
of finite temperature, as we can see in Figure 4.9, is to “round out” the edges of
the plateau: as we will soon see, this happens because near the edges λ increases,
and the first order expansion in λ starts to loose its validity. As we can see in
Figure 4.9, the width of the plateau given by eq. (4.65) is not correct for the first
plateau. This is due to the fact that our formula is obtained by summing over
p = Nmin ± 1. The first plateau corresponds to Nmin = 1, so there is no energy
level with p = Nmin − 1. Thus we would have to compute Ô again, only retaining
p = 1, 2.
Second, the maximum height of the thermal conductance is given by:
κpeak = kBγe
−∆E/kBT
(
∆E
kBT
)2
. (4.66)
Remarkably, κpeak depends strongly on ∆E. If we recall eq. (4.53), Gpeak depends
only on the temperature and on the tunneling rate γ. This difference allows
us to vary G and κ independently, thanks to the energy scale ∆E. Since ZT
increases for small values of κ, the creation of these plateaus may seem like a
negative aspect. But the height of these plateaus is very small: it is proportional
to e−∆E/kBT (∆E/kBT )2 which goes to zero as ∆E/kBT increases. In fact, if we
imagine the first line of eq. (4.65) to be valid also for |∆T | < ∆E with NJ = 1, we
would obtain a behavior similar to G: a resonance of width about 2kBT . So the
value of κ would be remarkably increased respect to it’s actual values in eq. (4.66).
At last, let’s notice that the “fine structure” given by the third degree polynomial
in the first line of eq. (4.65) is exponentially suppressed as it was for G, in fact it
is not visible in Figure 4.9.
We want to conclude this subsection by studying the range of validity of the
first order expansion in λ for finite (but small) temperatures. In the rest of this
subsection, energies will be dimensionless quantities expressed in kBT units. We
want to see when the dimensionless ratio:
λ =
4 cosh2(∆T2 )
e∆E
is small. If we are near ∆T ≈ 0, then λ ≈ e−∆E , so in the quantum limit it will
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be a small quantity. Let’s now choose an arbitrary point within the region of the
plateau, given by:
∆T = α∆E for α ∈ [0, 1) .
Since λ is an even function of ∆T , we can study positive values of ∆T . Let’s
compute the value of the ratio, for kBT  ∆T ≤ ∆E:
λ =
4 cosh2(∆T2 )
e∆E
=
e−∆E(
e
α∆E
2 + e−
α∆E
2
)2 ≈ e−∆E(1−α).
Thus for T → 0, we obtain 0 everywhere, so the approximation becomes exact. If
T 6= 0, we can compute the value αmax where λ is “small”, for example λ = 10−2:
αmax = 1− ln 10
2
∆E
.
For instance, we can compute αmax for the parameters used in Figure 4.9: for
∆E = 10kBT , panel (a), α ≈ 0.54; for ∆E = 20kBT , panel (b), α ≈ 0.78.
Obviously the interval increases as T → 0. This result is important because it
shows that for low, but finite temperatures, we still have a very large parameters’
region where the approximation is valid, and so the plateau should be well visible.
This is confirmed by numerical calculations, as we see in Figure 4.9. In reality, this
argumentation neglects that at finite temperatures there will be some contribution
to κ also given by other QD levels, for example by ∆p = ±2∆E,±4∆E, . . . but in
the quantum limit these terms are suppressed even further, so the argumentation
is valid.
4.4.5 Maximum Power
In the study of the thermoelectric properties of a QD, we are primarily interested in
the maximum efficiency and in the efficiency at maximum power for heat-to-work
conversion. But from these parameters we cannot see if the system is actually
producing a high or low power: this is why we are also interested in studying
the maximum power. The calculation of Pmax is simple since we already have
analytical expressions for G and S given by eqs. (4.52) and (4.55). In fact, recalling
eq. (4.22), we have shown that:
Pmax =
1
4
∆T 2GS2.
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Putting these results together, we obtain:
Pmax =
γ
16kBT cosh
2 ( ∆T2kBT )
(
∆T
T
)2
(1 + |NJ |)
(
∆T −NJ ∆E
2
)2
. (4.67)
As for G, Pmax is dominated by an exponential decrease, given by the term
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Figure 4.10: Maximum power as a function of the Fermi energy. Comparison
between the analytical quantum limit expression given by eq. (4.67) and the exact
numerical calculation of the maximum power Pmax, divided by ∆T 2, computed with
the same parameters used in Figure 4.7. The double peak structure is clearly visible,
and there is a great agreement between the quantum limit expression and the
numerical calculation. The double peaks are placed at EF = ET (Nmin)±2.40kBT .
As for G and κ, the “fine structure” is not visible due to the exponential suppression.
cosh2 (∆T /2kBT ), so it becomes vanishingly small within a few kBT . In fact the
fine structure, given by the terms with NJ , is not visible in Figure 4.10 due to the
exponential suppression given by cosh2 (∆T /2kBT ). But there is a big difference
with G: when we are near EF = ET (Nmin), NJ = 0, and the term in the last
parenthesis is exactly null in EF = ET (Nmin). Then, as EF moves away from
ET (Nmin), Pmax will increase thanks to ∆T , and then it will rapidly decrease
within ≈ kBT due to cosh2(∆T /2kBT ). This behavior is clear in Figure 4.10,
where we see that around each ET (Nmin) there are two peaks very close to each
other. This can be understood in terms of G and S: G reaches it’s maximum at
EF = E
T (Nmin), but in this point S is exactly zero. Then G decays exponentially
within a few kBT , and S only grows linearly in EF , so Pmax will rise up and then
rapidly decrease due to G.
This indicates that there will be two symmetric maximums of Pmax around
EF = E
T (Nmin), within a few kBT . These maximums are in fact the dominant
feature of Figure 4.10. These double peaks identify the optimal values of EF to
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obtain maximum power.
Deriving eq. (4.67) in ∆T and equating it to zero, we find that the value of
∆˜∗T where Pmax is maximum satisfies:
∆˜∗T
2kBT
= coth
∆˜∗T
2kBT
.
Solving this equation numerically gives ∆˜∗T ≈ ±2.40kBT . This result does not
depend on any energy scale of the system except for kBT . The value of Pmax in
this point is:
P˜max
∗ ≈ 0.11γkBT
(
∆T
T
)2
. (4.68)
Thus the peak of the maximum power only depends on γ and on the temperatures.
High temperature differences yield higher maximum powers.
In conclusion, if we want to extract a non vanishing power from this system,
we must choose EF = ET (Nmin)± 2.40kBT , where maximum power is achieved.
In the following subsection we will show that also ZT reaches a local maximum at
these same Fermi energies, confirming them the optimal value for heat to work
conversion in the quantum limit linear response regime.
4.4.6 Figure of Merit
As for Pmax, the calculation of ZT is now very simple since we already have
analytical expressions for G, S and κ respectively in eqs. (4.52), (4.55) and (4.65).
In fact, recalling eq. (4.23):
ZT =
GS2T
κ
.
Because of κ, ZT has a different behavior in two different regions, so we will
perform the calculation separately in the two cases.
• Case |∆T | < ∆E.
We will first consider the case when the Fermi energy is near the zero
temperature transition energies, where we found plateaus in κ. In this case,
NJ = 0, so we have:
ZT =
GS2T
κ
=
1
4
(
∆T
∆E
)2 e∆E/kBT
cosh2( ∆T2kBT )
. (4.69)
In this region, κ is a constant, it does not depend on EF , so the whole
dependance on EF is given by the term GS2. So in this region ZT is directly
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Figure 4.11: Figure of merit as a function of the Fermi energy. Comparison between
the analytical quantum limit expression given by eqs. (4.69) and (4.70), and the
exact numerical calculation of ZT computed with the same parameters used in
Figure 4.7 (a). The double peaks Z˜T
∗
are clearly visible around EF = ET (Nmin),
and the values of Z˜T
∗
computed analytically and numerically are very similar even
for finite temperature. ∆E = 10kBT is small enough to show the fine structure:
the decreasing peaks Z˜T
p
positioned in EF = ETp (Nmin) and p 6= Nmin form a
saw-tooth structure between the double peaks. The finite temperature lowers quite
considerably the height of these peaks. We can also see Z˜T
∗∗
at EF = 105kBT ,
and the following decreasing Z˜T
∗∗
(Nmin). Also these peaks are considerably
decreased by the finite temperature.
proportional to Pmax, thus it will have the same double peak structure around
EF = E
T (Nmin), as we can see in Figure 4.11. Thus, ZT will reach two local
maximums in the same points as Pmax, i.e. when ∆T = ∆˜∗T = ±2.40kBT ,
which corresponds to EF = ET (Nmin)± 2.40kBT . The value of ZT in this
point is:
Z˜T
∗ ≈ 0.44 e
∆E/kBT
(∆E/kBT )
2 .
This result shows us a clear way to increase ZT : in the limit ∆E/kBT →∞,
we have that ZT →∞. For example, for ∆E = 6kBT , we reach Z˜T
∗ ≈ 5;
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for ∆E = 10kBT , we reach Z˜T
∗ ≈ 97, and so on. As we have discussed
in section 2.1, within the linear response regime the maximum efficiency
and efficiency at maximum power increase as ZT increases. In the limit
ZT →∞, the maximum efficiency approaches Carnot’s efficiency, and the
efficiency at maximum power reaches Curzon-Ahlborn upper limit, which
in the linear response regime correspond to half Carnot’s efficiency. Actual
materials still have ZT ≈ 1, so even a slight increase would be important to
achieve. Furthermore, these peaks in ZT correspond to peaks in Pmax, so in
these points we are not only maximizing the efficiencies, but also the net
maximum power.
• case |∆T | > ∆E.
Now we are considering the case when EF is at least ∆E away from the zero
temperature transition energies ET (Nmin), so |NJ | ≥ 1. In Figure 4.11, this
corresponds to values of EF far from the double peak Z˜T
∗
we just discussed.
In this case, performing some simple algebra, we obtain:
ZT =
GS2T
κ
=
3|NJ |
2 + |NJ |
(
1− 2 |∆T |/∆E|NJ |
)2
. (4.70)
Due to the presence of |NJ |, this expression has a discontinuity every time
EF = E
T
p (Nmin) and p 6= Nmin, which means every ∆E, as long as p ≥ 1.
Physically this is due to the fine structure oscillations of G, S and κ, and
these discontinuities are the origin of the “saw-tooth” oscillations of Figure
4.11. In general, at given NJ , the term in round parenthesis always increases
quadratically as the distance between EF and ET (Nmin) increases, i.e. while
|∆T | increases, so we expect to find local maximums and minimums every
time NJ changes.
Since we are interested in the maximum values of ZT , let’s define Z˜T
p
as the value of the local maximum of ZT where EF = ETp (Nmin), for
p ≥ 1 and p 6= Nmin. These values corresponds to the various small “saw
tooth” oscillations of Figure 4.11. As we have just discussed, ZT increases
quadratically as |∆T | increases, so we can find Z˜T
p
taking the limit of eq.
(4.70) for |∆T | → (|Nmin − p|∆E)−. Since we are taking this limit where
|∆T | is smaller than the value it tends to, and since eq. (4.70) is only valid for
|∆T | > ∆E, this limit will only be valid to compute Z˜T
p
where |Nmin−p| ≥ 2.
We can perform this limit computing eq. (4.70) in |∆T | = |Nmin − p|∆E,
and |NJ | = |Nmin − p| − 1. In order to find Z˜T
p
in |Nmin − p| = 1, we can
CHAPTER 4. LINEAR RESPONSE REGIME 77
take the opposite limit of eq. (4.70) for |∆T | → (|Nmin − p|∆E)+, since the
value of ZT where |∆T | = (|Nmin − p|∆E)− is given by eq. (4.69), and it’s
vanishingly small. Putting these results together, we obtain:
Z˜T
p
=

3
|Nmin − p|+ 1
|Nmin − p| − 1 if |Nmin − p| ≥ 2
1 if |Nmin − p| = 1
.
The height of these peaks, as opposed to Z˜T
∗
, has no dependance on the
parameters of the system, they are somewhat “universal”. These peaks are all
quite visible in Figure 4.11. It is easy to see that the highest local maximum
is obtained for |Nmin − p| = 2, were we obtain:
Z˜T
p=Nmin±2
= 6.
For values of p distant from Nmin, the height of the peak decreases to an
“asymptotic” value of Z˜T
∞
= 3.
We now have to make an observation: as we have discussed, ZT increases
as |∆T | increases until it reaches a transition energy ETp (Nmin), for p ≥ 1.
While the number of energy levels Ep above ENmin is infinite, the number
of states below is not. In fact, if EF < ET1 (Nmin), NJ becomes a constant,
Nmin − 1, and ZT will keep increasing quadratically in EF . This increase
will continue until Nmin changes and decreases by 1. The condition for Nmin
to change is given by eq. (4.29). We will thus have an “anomalous” maximum
when EF decreases to EF = ET (Nmin)−EC −∆E/2. This correspond to
∆T = EC + ∆E/2. Using eq. (4.70), we can compute the height of these
peaks located at EF = ET (Nmin)− EC −∆E/2:
Z˜T
∗∗
(Nmin) = 3
(
Nmin − 2− 2EC∆E
)2
N2min − 1
. (4.71)
This expression is only valid for Nmin ≥ 2. In fact, since Nmin = 1 is the
smallest value possible, there is no value of EF that can further decrease
the value of Nmin. The height of the peak is maximum for Nmin = 2: this
is intuitive since this peak is given by the finiteness of energy levels below
ENmin . If Nmin = 2, there is only one level below, and ZT starts increasing
sooner. This “anomalous” peak is one of the striking features of Figure 4.11,
as can be seen at EF = 105kBT . So if we define Z˜T
∗∗ ≡ Z˜T ∗∗(Nmin = 2),
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we have:
Z˜T
∗∗
= 4
(
EC
∆E
)2
. (4.72)
This shows us immediately that if we want to increase this peak of ZT ,
we have to increase EC/∆E. As a consistency check of eq. (4.71), let’s
notice that for large values of Nmin there will be “infinite” energy levels
below ENmin , and in fact also this peak tends to the asymptotic value of
ZT → 3. Despite the possibility of increasing ZT in this peak, Pmax actually
reaches it’s minimum value at the Fermi energy corresponding to this peak.
In fact, recalling eq. (4.67), Pmax decreases exponentially like e−|∆T |/kBT ,
so it becomes smaller as the distance between EF and ET (Nmin) increases.
This peak is located at the Fermi energy that maximizes this distance, so
there will be an overall suppression of Pmax of the order of e−(EC+∆E/2)/kBT ,
which is very strong in the quantum limit.
We should notice that, as we can see in Figure 4.11, the first double peak is not
correctly predicted if compared with the exact numerical value. This is due to the
fact that our analytic expression of κ is not correct when Nmin = 1: the plateau
in κ is smaller, so κ decreases faster, and ZT is larger. ZT computed numerically
becomes larger and larger for EF < ET (N = 1). In fact, as we will see and discuss
in Figure 5.9, the maximum efficiency virtually reaches ηC in this region regardless
of the linear response regime, but in this region the maximum power is vanishingly
small, so it is not useful for practical applications.
In conclusion, if we are interested in high values of ZT , there are 2 interesting
regions of EF :
• Z˜T
∗
. Every EF = ET (N)± 2.40kBT , for N ≥ 1, we have a series of local
maximum with the same value given by:
Z˜T
∗ ≈ 0.44 e
∆E/kBT
(∆E/kBT )
2 .
To increase this peak, we want large values of ∆E/kBT , regardless of the
charging energy EC . These peaks are visible in Figure 4.11 as the close
double peaks, and the finiteness of temperature does not alter much the
quantum limit expressions. For example, using ∆E = 10kBT like in Figure
4.11, we have Z˜T
∗ ≈ 97. Notably, these Fermi energies also correspond to the
maximum values of Pmax, so they simultaneously maximize the maximum
efficiency, the maximum power, and the efficiency at maximum power. This
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feature is remarkable because, as noted in Ref. [3], in most bulk materials it
is not possible to simultaneously maximize the power factor GS2 and ZT
by varying the carrier concentration and the effective mass, so we believe
these energies represent the optimal point to choose for efficient and powerful
heat-to-work conversion in the quantum limit linear response regime.
• Z˜T
∗∗
(Nmin). At EF = ET (Nmin) − EC − ∆E/2, for Nmin ≥ 1, we have
peaks whose height decreases as Nmin increases. For Nmin = 2 we have the
highest peak:
Z˜T
∗∗
= 4
(
EC
∆E
)2
.
To increase this peak, we need to increase EC/∆E, respecting the low
temperature limit. For example, using ∆E = 10kBT and EC = 50kBT like
in Figure 4.11, we obtain ZT = 100. The height of this peak, as can be seen
in Figure 4.11, is the most sensitive to the finiteness of temperature, and
turns out to be lower than the quantum limit predicts. In fact, the transition
point from one Nmin to the next one is the most temperature sensitive point,
since in that exact point contributions from both Nmin should be equal,
whereas in the quantum limit we drastically jump from one to the next.
Nonetheless this gives us an immediate understanding of the dependencies of
ZT on the parameters of the system. Unfortunately, as we previously noted,
the maximum power is minimum at this Fermi energy, so this peak is not
useful for high power applications.
4.4.7 Alternative Method using the Generator Functional
In the previous subsections we computed G, S and κ using Ô. In particular, we
only needed to calculate Ô [1], Ô [p] and Ô
[
2p
]
. This notation recalls what in
statistical physics are the moments of a distribution. Furthermore, let’s recall eqs.
(4.18), (4.20) and (4.21):
G =
e2
kBT
Ô [1] ,
S = − 1
eT
Ô [p]
Ô [1]
,
κ =
1
kBT 2
(
Ô
[
2p
]− Ô2 [p]
Ô [1]
)
.
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The expression for κ may recall what in quantum field theory are the 2 point
diagrams with subtraction of the disconnected ones. The idea is to compute these
quantities using a generator functional. Thus, let’s define:
Z [λ] = Ô
[
eλp
]
,
where λ is a real number. Since we want to “subtract the disconnected diagrams”,
let’s define:
Ω [λ] = lnZ [λ].
Let’s expand Ω in a series of λ up to second order. This will yield:
Ω [λ] = ln Ô
[
1 + λp +
λ2
2
2p + . . .
]
≈
≈ ln Ô [1] + ln
(
1 + λ
Ô [p]
Ô [1]
+
λ2
2
Ô
[
2p
]
Ô [1]
)
≈
≈ ln Ô [1] + λÔ [p]
Ô [1]
+
λ2
2
(
Ô
[
2p
]
Ô [1]
− Ô
2 [p]
Ô2 [1]
)
.
This expansion shows that the first 3 terms in the series expansion are all closely
related respectively to G, S and κ. If we are able to compute Ω[λ], we don’t have
to do all the sums over p by hand, nor we have to take care of the cancellations
that occur in κ. Let’s write down the precise relation between G, S, κ and the
derivatives of Ω:
G =
e2
kBT
eΩ[0],
S = − 1
eT
∂Ω
∂λ
∣∣∣∣
λ=0
,
κ =
1
kBT 2
eΩ[0]
∂2Ω
∂λ2
∣∣∣∣
λ=0
.
In order to compute the transport coefficients using these formulas, we need to
calculate the functional generators. We will do this in the quantum limit, which
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can be done analytically recalling eq. (4.50) for Ô:
Z [λ] = Ô
[
eλp
]
=
γ
4 cosh2( ∆T2kBT )
NC∑
p=Nmin
eλ(∆T+∆p) =
=
γeλ∆T
4 cosh2( ∆T2kBT )
NC−Nmin∑
p=0
(
eλ∆E
)p
=
=
γeλ∆T
4 cosh2( ∆T2kBT )

eλ∆E(|NJ |+1) − 1
eλ∆E − 1 if NJ > 0
e−λ∆E(|NJ |+1) − 1
e−λ∆E − 1 if NJ < 0
=
=
γeλ∆T
4 cosh2( ∆T2kBT )
eλ∆E(|NJ |+1)sg(NJ ) − 1
esg(NJ )λ∆E − 1 , (4.73)
where NJ is defined in eq. (4.49), and sg(NJ) is the sign of NJ . The value
of sg(NJ) for NJ = 0 is irrelevant, so we can conventionally take it equal to 1.
We could have used sg(∆T ) instead, but this way seems cleaner to us. In these
steps we calculated the geometric sum in p, and separated the case for positive or
negative powers. Unfortunately eq. (4.73) is not well defined for λ = 0, but if we
take the limit λ→ 0, we obtain correct results. Now we can compute Ω:
Ω [λ] = lnZ [λ] = ln
(
γ
4 cosh2( ∆T2kBT )
)
+ λ∆T + ln
(
eλ∆E(|NJ |+1)sg(NJ ) − 1
)
+
− ln
(
esg(NJ )λ∆E − 1
)
. (4.74)
Now that we have an expression for Ω[λ], we can compute Ω[0] and it’s derivatives
in order to find G, S and κ. Let’s start by Ω[0]:
Ω [0] ≡ lim
λ→0
Ω [λ] =
= ln
(
γ
4 cosh2( ∆T2kBT )
)
+ lim
λ→0
ln
[
eλ∆E(|NJ |+1)sg(NJ ) − 1
esg(NJ )λ∆E − 1
]
=
= ln
(
γ
4 cosh2( ∆T2kBT )
|NJ + 1|
)
.
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The derivatives are a little more complicated to compute. For simplicity, let’s
define s ≡ sg(NJ) and compute the first derivative:
∂Ω
∂λ
∣∣∣∣
λ=0
= ∆T + lim
λ→0
eλ∆Es − 1
eλ∆E(|NJ |+1)s − 1×
∆E(|NJ |+ 1)s
(
eλ∆Es − 1)−∆Es (eλ∆E(|NJ |+1)s − 1)
(eλ∆Es − 1)2
= ∆T − NJ∆E
2
.
In the first step we derived Ω and computed the expression in λ = 0 just where
doing so doesn’t create any undetermined expression. The rest of the expression
is computed as a limit λ→ 0. We computed the limit expanding the first fraction
to the first order in λ, and the second fraction to the second order.
We will omit the calculation of the second derivative and give the result:
∂2Ω
∂λ2
∣∣∣∣
λ=0
=
∆E2|NJ |(|NJ |+ 2)
12
.
The computation can be done just as before, but in order to compute the limit,
an expansion to the 4th order in λ is necessary. The calculation of these limits is
not so immediate. We expect these calculations to be much easier if we look up
the coefficients of the expansion of ln (eax − 1) in order to expand Ω[λ] in a series
of lambda, and then we can read the derivatives from the coefficients of the power
series.
It is interesting to notice that the only linear dependance on ∆T in eq. (4.74)
is given by the term λ∆T . This means that the first derivative will yield a linear
dependance on ∆T (which is the main feature of S) and a second derivative will
cancel this term (which is in fact absent in κ). In the previous subsections, this
dependance was a consequence of many cancellations.
Using these results we can easily compute G, S and κ and we obtain exactly
the expressions computed in the previous section in eqs. (4.52), (4.55) and (4.57).
Let’s notice that the result for κ, as in eq. (4.57), is not correct in the region
|∆T | < ∆E. This is because we computed the functionals Z and Ω using the
over approximated expression of Ô of eq. (4.50). If we wanted to predict the
plateau, we would have to recompute Z and Ω using the better approximation of
Ô obtained in eq. (4.58).
Chapter 5
Beyond Linear Response
In the previous chapter, we have focused on the linear response regime, when the
applied voltage and temperature biases are small respect to the thermal energy:
eV  kBT and ∆T  T . However, there are many reasons why it is important
to study these system beyond the linear response regime.
The linear response theory describes correctly the thermoelectric properties
of bulk materials in most experimental conditions; as discussed in Ref. [38], it is
instead important to study the non linear effects in nanoscopic setups, since the
temperature difference is applied across very small elements of the order of tens or
hundreds of nanometers. Furthermore, it is difficult to measure nanoscopic setups
unless large biases are applied. It is now experimentally possible to apply large
temperature gradients to nanostructured materials such as nano wires and QDs,
as demonstrated by various experiments [12–16], so it is possible to compare our
results with experimental data.
Another reason to go beyond the linear response regime is of practical nature. If
we want to use these systems for heat-to-work conversion in large scale applications,
we need high efficiencies and a high power output. Both quantities increase with
the temperature difference: Carnot’s efficiency ηC = 1− 1/(1 + ∆T/TR), where
TR is the temperature of the “colder” reservoir as in Figure 2.1, increases as the
temperature difference increases and also the heat currents follow the same trend,
so it is possible to have a higher power output. In fact, even in the linear response
regime, the maximum power increases as ∆T 2, as we can see from eq. (2.19).
Another reason is given by theoretical calculations: in general, it has been
noticed that in many nanostructured materials there are significant deviations in
the efficiency respect to the ZT based predictions, which assume a linear response
of the system. For example, it has been noticed that increasing ∆T/T of a two
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level QD system leads to an increase of the efficiency at maximum power [26,39],
ultimately leading to Carnot’s efficiency if ∆T/T →∞. Furthermore, as we have
discussed in the introduction, the efficiency at maximum power, which is more
useful than the maximum efficiency for energy harvesting, has an exact upper
bound for systems with time-reversal symmetry only in the linear response regime,
given by ηCA ' ηC/2. We can write ηCA as a function of ηC as in eq. (2.10), and
expand it in a power series as follows:
ηCA = 1−
√
1− ηC ≈ ηC
2
+
η2C
8
+
η3C
16
+ . . . .
As we have discussed, the first term in the power series expansion is exact within
the linear response regime. The second term appears to be somehow universal
for a large variety of nanosystems [17]. Beyond the second order expansion in
ηC , it is not well known if there are any real upper bounds, besides of course
Carnot’s efficiency. In fact, many systems have been reported [17,19,20] to have
an efficiency at maximum power beyond ηCA. We will thus study the efficiency at
maximum power of our system in detail, applying our formalism also to a system
that has been created experimentally at NEST [12] in chapter 6. We will show
that also this system displays the possibility to go beyond ηCA.
At last we decided to go beyond the linear response regime since there are many
articles in literature [15,26,39,40] that study this regime for a 2 level interacting
and non interacting QD, but to date we are not aware of any studies of a multilevel
interacting QD beyond the linear response regime.
In this chapter we will discuss the numerical results obtained with the methods
previously explained in subsection 2.2.3. Since the best performance is obtained
when the system is able to “filter energies”, we will not abandon the quantum limit,
but obviously the derivation in the previous section is not valid since we are not in
the linear response regime anymore. Nonetheless the insight given by the quantum
limit linear response regime will give us the necessary tools to explain some non
linear characteristics; often we will also notice that some characteristics remain
valid also beyond the linear response regime. In section 5.1 we will first discuss
what happens to the charge current as we depart from the linear response regime.
In section 5.2 instead we will analyze the thermopower. At last, in section 5.3,
we will study the maximum efficiency, the efficiency at maximum power and the
output power itself. We will then compare our results with ηCA and show that
leaving the linear response regime provides various advantages.
Throughout this section, we will adopt a new convention to describe the
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temperature of the reservoirs. Up until now, T was the temperature of the
right reservoir, and T + ∆T the temperature of the left reservoir. In the linear
response regime, we could use T as a characteristic temperature of the whole
system. Abandoning the linear response regime, the temperature difference ∆T
can become large, so we will use instead the average reservoir temperature:
T¯ =
TL + TR
2
.
We will thus consider systems with a fixed average temperature T¯ , and we will
vary the temperature difference ∆T . We will also express all energies in units of
kBT¯ . We decided to use this new convention because the average temperature
determines the typical thermal energy scale of the system: this scale, compared
to ∆E and EC , determines if we are or not in the quantum limit, i.e. when
kBT¯  ∆E,EC . This regime provides the most “energy filtering”, so we expect
it to be the ideal regime to obtain high efficiencies. Instead ∆T/T¯ allows us to
determine if the system is in the linear response regime and it sets the order of
magnitude of Carnot’s efficiency ηC . The other symbols and conventions used are
the same as in the rest of the present thesis.
5.1 Charge Current
In this section we will discuss what happens to the charge current when we apply a
finite voltage V and no temperature difference, i.e. ∆T = 0. We want to see what
happens when we start abandoning the linear response regime. To do this, we
will initially compute the differential electric conductance G defined in eq. (2.1),
in order to make a comparison with the linear response G. We will set θ = 1/2
which means that we will consider a symmetric voltage drop across the QD.
In Figure 5.1 and 5.2 we show what happens to G as a function of the Fermi
energy of the reservoirs, as we increase the voltage bias. Figure 5.1 is meant to show
the general structure of the differential conductance: it presents a series of peaks
centered at ET (Nmin) with a typical width given by the largest quantity between
2kBT¯ and eV . The peaks are thus centered in the same points as in the linear
response regime, but while the width of the peaks in the linear response regime is
given by the thermal energy kBT¯ , when eV exceeds the thermal energy, also the
voltage becomes responsible for the widening of the peaks, and if eV  kBT , we
obtain a double peak structure. As we can see in Figure 5.1, the first peak, for
high voltages, becomes a little different from the other two, and we have checked
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Figure 5.1: Comparison of the differential electric conductance G, as a function
of EF , for various values of eV/kBT¯ . Plot computed at ∆E = 10kBT¯ , EC =
50kBT¯ , ~ΓL(p) = 0.01kBT¯ , ~ΓR(p) = 0.01kBT¯ , θ = 1/2.
150 155 160 165 170 175
EF [kB T¯ ]
0
1
2
3
4
5
6
7
8
9
G
[e
2
/
h
]
×10−3
eV/kB T¯ = 0.0001
eV/kB T¯ = 1
eV/kB T¯ = 2
eV/kB T¯ = 4
eV/kB T¯ = 8
Figure 5.2: Comparison of the differential electric conductance G, as a function
of EF , for various values of eV/kBT¯ , zoomed around the second peak. All the
following peaks are the same. Image computed with the same parameters used in
Figure 5.1.
that the peaks are the same from the second one on. This difference is due to the
fact that the first energy level is the only one not to have a lower energy level.
Let’s now analyze a single peak, for example the second peak. As we can see
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from Figure 5.2, the first line, corresponding to eV = 0.0001kBT¯ is in the linear
response regime. From eV = 1kBT¯ the height of the resonance starts decreasing.
For values even higher of eV/kBT¯ , instead of having bell shaped resonances around
ET (Nmin), the conductance is characterized by the creation of a “saddle point”
in the center of the peak, exactly at ET (Nmin). This indicates that the charge
current in the central point of the resonance is not increasing much with the
voltage, although the region where we have a significant current is widening.
Now that we know that the linear response regime does not provide a correct
conductance above eV = 1kBT¯ , let’s analyze what happens directly to the charge
current. As we could expect, the general trend of the charge current is similar to
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Figure 5.3: Comparison of charge currents Jc, as a function of EF for various
values of eV/kBT¯ , zoomed around the first peak. Image computed with the same
parameters used in Figure 5.1.
the one of the differential conductance: it consists of peaks centered at ET (Nmin)
with a typical width given by the largest value between 2kBT¯ and eV . We have
plotted the charge current in the range of the first and second peak in Figure 5.3
and 5.4. As the voltage V increases, the currents obviously become larger. The
width of the shape keeps increasing but after a certain voltage, especially in the
first peak, there are certain energy intervals where the current stops increasing
significantly, and the lines become close to each other. This is visible in Figure 5.3.
The height of the various “steps” or oscillations does not depend on the applied
voltage, and if present, we have a jump every ∆E. We will later discuss and find an
analytical expression to describe the height of these steps. The creation of regions
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Figure 5.4: Comparison of charge currents Jc, as a function of EF for various
values of eV/kBT¯ , zoomed around the second peak. Image computed with the
same parameters used in Figure 5.1.
where the charge current does not increase with the voltage is responsible for the
creation of the saddle points at high voltages in Figure 5.2 where EF = ET (Nmin).
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Figure 5.5: Schematic representation of the occupation of the reservoirs and of
the QD energy levels, as a function of the electron energy on the y-axis, when a
large voltage is applied. The Fermi distributions of the two reservoirs, represented
in red and blue, are shifted by a factor eV . The transition energies ETp (N) are
represented as dashed lines in the center. The transition energies between the
green dashed lines are the ones where most of the transport occurs.
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Figure 5.6: Schematic representation of the transition energies and of the energy
window for large voltages. The vertical lines correspond to the transition energies
ETp (N) = Ep + U(N) − U(N − 1). The bold lines are the zero temperature
transition energies ET (N), which are the transition energies corresponding to
p = N . The green curly bracket represents the energy window wide eV where the
electron transport occurs. In this figure we can imagine to change EF by sliding
the green window. Whenever the green window contains a bold line, we start
seeing some charge current. When the green window contains a bold line, and also
another line, we get an increase in the current, which looks like a step. Whenever
a non bold line is excluded from the energy window, the current decreases. So the
origin of the oscillations of the charge current is the creation and destruction of
secondary “transport channels”. All energies are reported in kBT¯ units. In this
example we chose the same parameters as in Figure 5.3 and 5.4. Furthermore, we
set eV = 16kBT¯ and EF = 57kBT¯ .
Most of these features can be understood and described quite accurately the
following way. In the quantum limit linear response regime we have resonances in
the conductance every EF = ET (N) = EN +U(N)−U(N − 1) (for N = 1, 2, . . . )
corresponding to the transition energies to add an electron to the QD, with N − 1
electrons, in the lowest available energy level, N . At low temperatures these
transitions are dominant, since we expect the QD to have occupation ≈ 1 in the
first levels, and ≈ 0 for the higher levels. But there are also other transition
energies, corresponding to the energy to add the N th electron not to level N , but
to level p 6= N , given by ETp (N) = Ep + U(N) − U(N − 1). These levels can
contribute as well to the charge current if the temperature is not exactly zero or
if we apply large voltages. In general, as we have illustrated in Figure 5.5, the
electron transfer does not occur at energies where the left and right reservoirs
have the same occupation number: it will occur where the occupation numbers are
different. In the linear response quantum limit, the voltage is vanishingly small,
so the transport occurs in an “energy window” given by the thermal energy kBT¯ ,
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around the Fermi energy EF . This is responsible for the peaks in G that decay
exponentially within kBT¯ that we have seen in Figure 4.7. The other transition
energies are not visible in this plot. Instead, if we apply a voltage such that
eV > kBT¯ , the energy window where transport occurs is given by eV , centered
around ET (N). This interval, shown in green in Figure 5.5 and 5.6, is the “energy
window” where transport occurs beyond the linear response regime. We will thus
have a current flow as long as the zero temperature transition energy ET (N),
shown in bold in Figure 5.6, is included in this window, and this happens for an
interval of width ≈ eV . Furthermore, as long as the ET (N) is within the energy
window, if eV > ∆E, there will be values of EF for which also ETp (N), for p 6= N ,
will be included in the energy window. These other transition energies are shown
not in bold in Figure 5.6. This will further increase the charge current, giving
rise to a step. If eV > 2∆E, we will have up to 2 secondary transition energies
present in the energy window, and so on. This interpretation is graphically shown
in Figure 5.6. So we will have a visible current when:
|EF − ET (N)| < eV
2
, (5.1)
and we will have an increase in the current for every value of p 6= N such that:
ETp (N) ∈
[
EF − eV
2
;EF +
eV
2
]
.
Let’s now apply this argument to the qualitative description of the first two peaks.
Let’s recall that in Figure 5.3 and 5.4 we have used EC = 50kBT¯ and ∆E = 10kBT¯ ,
so the distance between the transition energies ETp (N) at given N is ∆E = 10kBT¯ .
In this description, all energies will be expressed as multiples of kBT¯ .
• First peak, Figure 5.3. The first peak is characterized by Nmin = 1. This
case is particular since there are no ETp (1) below ET (1). This means that
the possible “secondary” transition energies ETp (1) are given by p ≥ 2. As
discussed in eq. (5.1), we will have a visible current when |EF − 50| < eV/2.
Furthermore, if eV is large enough, we expect to see an increase in the
current when the energy window [EF − eV/2;EF + eV/2] reaches ETp (1),
for p ≥ 2. In this case, ET2 (1) = 60, so we expect a current increase when
EF = 60− eV/2. We will have another increase when the windows reaches
the second available transition energy, ET3 (1), thus when EF = 70− eV/2,
and so on. These secondary transition energies create the interesting “steps”
that characterize Figure 5.3. For example, if we consider the yellow line
CHAPTER 5. BEYOND LINEAR RESPONSE 91
for eV = 32kBT¯ , according to these considerations the current should be
visible between EF = 34 and EF = 66, with a current jump at EF = 44 and
EF = 54, in good agreement with Figure 5.3.
• Second peak, Figure 5.4. The second peak is characterized by Nmin = 2, so
the values p can assume are p = 1 or p ≥ 3. This will give rise to a different
structure than the first peak. The current will be visible in the interval
given by eq. (5.1): |EF − 160| < eV/2. If eV < 10, no other transition
energies other that ET (2) can be within the energy window, so we will have
bell shaped curves. When 10 < eV < 20, as soon as EF is large enough to
include ET (2), which happens for EF = 160− eV/2, both ET (2) = 160 and
ET1 (2) = 150 will be included in the energy window, so we will have a large
current increase. Then as EF increases, ET1 (2) will be excluded from the
window, and only ET (2) will contribute to the transport, so the current will
decrease. As EF further increases, both ET (2) and ET3 (2) will be within the
energy window, so the current will increase again, and finally it will drop to
zero. This oscillatory behavior is very clear in Figure 5.4 for eV = 16kBT¯ .
The same type of reasoning can be used to describe all the curves.
At last, we will discuss quantitatively what is the origin of the steps in Figure
5.3. These steps indicate that the charge current is not increasing as the voltage
increases. This occurs because the rate of electrons, through a certain energy level,
is limited by the tunneling rates ΓL(p) and ΓR(p). It is intuitive, and easy to
show, that the maximum current through a given transition energy of the QD
is achieved when, at that energy, one reservoir has occupation 1, and the other
one occupation 0, as shown in Figure 5.5. This way one reservoir only provides
electrons (in this case the right reservoir) and the other one only receives electrons
(the left reservoir).
Let’s now try to derive an expression to describe the maximum height of the
steps visible in Figure 5.3 which are referred to the first peak. We will implicitly
assume that the energy window [EF − eV/2; eF + eV/2] always includes at least
ET (Nmin = 1), otherwise the current is vanishingly small. We will also assume
that ΓL(p) and ΓR(p) do not depend on the energy level p, thus we can drop the
argument p. The first peak is characterized by having Nmin = 1: this means that
we can consider only processes that change the number of electrons within the QD
between 0 and 1. Thus we will assume that P ({ni}) ≡ 0 if N =
∑
ni ≥ 2. As we
discussed when analyzing Figure 5.5, energy levels above the energy window will
be unoccupied, so we can further limit the one electron QD states to those with
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an electron within the energy window. At last, we will approximate the Fermi
distributions within the energy window as follows:
fR = 1,
fL = 0.
Let M be the number of transition energies within the energy window. It is clear
from Figure 5.6 that we can have a maximum of int(eV/∆E) transition energies
within the energy window, so M is limited by this value. For simplicity, let’s
define:
P0 = P ({0, . . . , 0}),
Pi = P ({0, . . . , 0}, ni = 1) for i = 1, 2, . . . ,M.
We want to compute the maximum current as a function of M , so we first have to
compute the probabilities Pi. Since we are only considering processes with 0 or 1
electrons, we can impose the following balance:
ΓRP0 = ΓLPi, (5.2)
for i ≥ 1. This equation is obtained by imposing that the rate of electrons that
enters level i from the right reservoir is equal to the rate of electrons leaving level i.
This equation is in fact a particular case of the level balance equations. In general
this equation is false, but since we can consider only states with 0 or 1 electrons,
it is valid. An immediate consequence of eq. (5.2) is that all Pi for i ≥ 1 are the
same. The normalization condition for the probabilities reads:
1 = P0 +
M∑
i=1
Pi = P0 +MP1,
so using eq. (5.2) we find that:
P1 =
ΓR
ΓL +MΓR
.
Now we can use eq. (2.32) to compute, for instance, JcL. Recalling that within
the energy window fL = 0, and limiting the sums thanks to our approximations
to P ({ni}), we see that only Pi for 1 ≤ i ≤M contribute to the current. So we
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obtain:
Jcmax(M) = e
M∑
i
ΓLPi = eM
ΓLΓR
ΓL +MΓR
. (5.3)
If we compute this expression with the parameters used in Figure 5.3, we obtain,
for various values of M :
Jcmax(1) =
1
2
ekBT¯
~
= 5× 10−3 ekBT¯
~
,
Jcmax(2) =
2
3
ekBT¯
~
≈ 6.67× 10−3 ekBT¯
~
,
Jcmax(3) =
3
4
ekBT¯
~
= 7.5× 10−3 ekBT¯
~
,
which is in perfect agreement with the height of the steps obtained in Figure 5.3
with a full calculation. An interesting property of eq. (5.3) is that it is symmetric
for ΓL ↔ ΓR only for M = 1, where we obtain Jcmax(1) ∝ ΓLΓR/(ΓL + ΓR). In
the linear response regime, if we recall the expression for the charge current eq.
(4.10), we obtained a symmetric expression with the same exact dependency on ΓL
and ΓR. This is not a coincidence, in fact, since the energy window is vanishingly
small in the linear response regime, M = 1, and we recover the same dependency
on the tunneling rates.
We can derive eq. (5.3) using an intuitive argument, which sheds light on the
physical meaning and asymmetry of the formula: due to the large charging energy,
we are only considering QD states with 0 or 1 electrons. Let’s assume that the
QD currently has 0 electrons. An electron can tunnel from the right reservoir in a
characteristic time 1/ΓR to any given QD level. This electron can tunnel through
any transition energy within the energy window, so one electron will enter the
QD in a characteristic time given by τR = 1/(ΓRM). Now that a certain energy
level is occupied, no other energy level can be occupied until the electron within
the QD tunnels to the left reservoir. This will happen in a characteristic time
τL = 1/ΓL. Overall, the rate of electrons that tunnel from the right reservoir to
the left reservoir will be given by 1/(τL + τR), so the associated charge current is:
Jcmax(M) = e
1
τL + τR
= eM
ΓLΓR
ΓL +MΓR
.
This is exactly the result we obtained in eq. (5.3). So the physical mechanism
that creates the asymmetry between the left and right reservoir is the charging
energy, that doesn’t allow more than 1 energy level to be occupied at the same
time. This shows that the various “transport channels” are not independent, since
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the occupation of one energy level excludes the occupation of any other energy
level. Without this mechanism, every transition energy within the energy window
would provide a given current, so Jcmax would be linear in M , as opposed to eq.
(5.3).
At last, from eq. (5.3) it is interesting to notice that for M →∞, Jcmax(M)→
eΓL. The reason of this strong asymmetry has just been explained: if we have
infinite transition energies within the energy window, an electron can tunnel from
the right reservoir to any energy level, so this process will occur in a vanishingly
small time. In fact, τR = 1/(ΓRM)→ 0, so the rate of the electrons is essentially
limited only by 1/τL = ΓL.
5.2 Thermopower
In this section we will analyze what happens to the thermopower. This quantity
has been computed at fixed average temperature T¯ , for various values of ∆T . As
we explained at the beginning of this section, all energies are expressed in terms
of kBT¯ . S is calculated as defined in eq. (2.2):
S = − V
∆T
∣∣∣∣
Jc=0
.
The thermopower is computed at fixed ∆T by tuning the voltage V in order to
cancel the electric current. Figure 5.7 shows what happens to the thermopower
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Figure 5.7: Comparison of the thermopower S as a function of EF for various
values of ∆T/T¯ . Image computed at ∆E = 20kBT¯ , EC = 50kBT¯ , ~ΓL(p) =
~ΓR(p) = 0.01kBT¯ , θ = 0.5.
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starting from ∆T/T¯ = 0.0001, which is in the linear response regime, up to
∆T/T¯ = 0.5. Apparently also ∆T/T¯ = 0.5 may seem compatible with the linear
response regime, but as we can see from Figure 5.7, the system reaches values
of S ≈ 30kB/e; since S = −V/∆T , the peaks of S are obtained when voltages
up to eV = 15kBT¯ are applied, well beyond the linear response regime. We can
notice that the main structure of the thermopower does not change respect to
the linear response regime; only the fine structure given by the small oscillations
are shifted and less abrupt. In Figure 5.8 we compare the linear response regime
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Figure 5.8: Comparison of the thermopower S as a function of EF for various
values of ∆T/T¯ . Image computed with the same parameters as Figure 5.7.
thermopower with even higher values of ∆T . Also in this case the main structure
of the thermopower does not change, but the gradients are now so large that the
two oscillations given by the fine structure present in the linear response regime
merge into a single large oscillation. Thus the gradients are so large that we
cannot resolve the single energy levels through S at given Nmin. Furthermore, the
minimum and maximum achievable values of S are decreased.
An interesting feature common to Figure 5.7 and 5.8 is that the plots for
various values of ∆T overlap perfectly in the range of EF where S grows linearly.
This means that the linear response expression for S is still valid to describe the
main features of S, provided that we replace T with the average temperature T¯ .
Recalling eq. (4.55), in the linear response quantum limit we found that:
S =
1
eT
(
∆E
2
NJ −∆T
)
,
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where the first term with NJ describes the discontinuities, and the term with ∆T
describes the main linear increase of S. We thus found that, even in the nonlinear
response regime, the main feature of S is that it grows linearly in EF with a
coefficient given by 1/eT¯ . Only the amplitude of the fine structure oscillations
changes considerably in the nonlinear response regime.
5.3 Efficiency
In this section we will discuss and show what happens to the efficiency and power
for heat-to-work conversion as we depart from the linear response regime. In
particular, for various temperature differences, we will compute the maximum
efficiency in subsection 5.3.1, the efficiency at maximum power in subsection 5.3.2
and the maximum power itself in subsection 5.3.3. These quantities are useful
to evaluate if this system can be used for practical applications; in fact, while it
may seem like we want to maximize the efficiency, often the maximum efficiency
is achieved at low power, so perhaps a more useful parameter is given by the
efficiency when the machine is producing maximum power: η(Pmax), and by the
net maximum power Pmax. The ultimate goal of this section is to identify which
values of EF are optimal for high power and high efficiencies; as we have seen in
subsection 4.4.6, the optimal choice of EF from an efficiency and power point of
view in the quantum limit linear response regime was EF = ET (N)± 2.40kBT¯ .
In subsection 5.3.4 we will study how this may change beyond the linear response
regime.
As we discussed in section 2.1.2, the system will behave as a heat engine,
at fixed ∆T , when V ∈ [0, Vstop], where Vstop is defined by eq. (2.7). So the
maximum efficiency, the efficiency at maximum power and the maximum power
are all computed by varying V ∈ [0, Vstop], at fixed ∆T .
5.3.1 Maximum Efficiency
In this subsection we will compute the maximum efficiency ηmax. This quantity is
computed for various values of ∆T , at given T¯ , as a function of the Fermi energy of
the reservoirs. In Figure 5.9 we have plotted the maximum efficiency, normalized
to ηC , for a wide range of values of ∆T/T¯ . We start from from ∆T/T¯ = 0.0001,
so we are sure that the system is within the linear response regime, and then
we increase the temperature difference up to ∆T/T¯ = 1, where the non linear
effects are dominant. The maximum value possible for the temperature difference
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Figure 5.9: Comparison of the maximum efficiency ηmax, normalized to ηC , as a
function of EF , for various values of ∆T . Image computed with the same system
parameters used in Figure 5.7, but for a wider range of ∆T .
is ∆T = 2kBT¯ , when TL = 0.
In Figure 4.11 of chapter 4, we computed the figure of merit ZT and we noticed
a double peak structure located at EF = ET (N)± 2.40kBT¯ ; the height of these
peaks was proportional to exp
(
∆E/kBT¯
)
/(∆E/kBT¯ )
2. This result was obtained
in the linear response regime, but also in Figure 5.9 there is a double peak structure
located approximately at EF = ET (N)± 2.40kBT¯ , where ηmax practically reaches
Carnot’s efficiency, even beyond the linear response regime. Notably, in this region
the plot does not change much spanning from ∆T/T¯ = 0.0001 to ∆T/T¯ = 1.
The intermediate regions instead, characterized by the presence of interesting
oscillations given by the fine structure, achieves higher local maximums, and lower
local minimums for high values of ∆T . As within the linear response regime, these
oscillations occur approximately at EF = ETp (N), with p 6= N . At EF ≈ 125kBT¯
of Figure 5.9 we can see an “anomalous” peak in the fine structure oscillations.
This peak was described within the linear response regime by Z˜T
∗∗
in subsection
4.4.6. It’s height, within the linear response regime, depends on (∆E/EC)2, see
eq. (4.72).
At last, from Figure 5.9 we can see that for EF < 50kBT = ET (N = 1),
all curves reach and remain fixed at ηmax = ηC . This can be explained semi-
quantitatively the following way: since there are no transition energies in the region
EF < E
T (N = 1), the dominant contribution to ηmax will be given by electrons
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tunneling through the single transition energy ET (1). Thus we can approximately
describe the behavior of the system in this region considering a single energy level.
As we have shown in appendix B, a system with a single energy level reaches
Carnot’s efficiency for all values of EF 6= ET (1), regardless of the temperature
difference and the distance between EF and ET (1), explaining these “plateaus”.
Despite the high efficiency, we will soon show that this region achieves extremely
low power, so it is not useful for practical applications. Furthermore, it is not very
“physical” to consider an infinitely large region without any energy levels.
5.3.2 Efficiency at Maximum Power
In this subsection we will compute the efficiency at maximum power η(Pmax).
This quantity is computed for various values of ∆T , at given T¯ , as a function of
the Fermi energy of the reservoirs. In Figure 5.10 we have plotted the efficiency at
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Figure 5.10: Comparison of the efficiency at maximum power η(Pmax), normalized
to ηCA, as a function of EF , for various values of ∆T . Image computed with the
same parameters used in Figure 5.9, but for a wider range of ∆T/T¯
maximum power, normalized to ηCA, with the same parameters used in Figure 5.9,
but this time in a wider range of ∆T/T¯ : the maximum value chosen is ∆T/T¯ = 1.3,
in order to further appreciate the nonlinear effect.
The first thing we can notice from Figure 5.10 is that, thanks to large temper-
ature gradients, it is possible to achieve high values of η(Pmax), even beyond ηCA.
In fact, starting from ∆T/T¯ = 0.5, the curves in Figure 5.10 achieve efficiencies at
maximum power beyond Curzon-Ahlborn’s upper limit in a double peak structure.
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Let’s recall that, within the linear response regime, for systems with time-reversal
symmetry, ηCA ≈ ηC/2 represents an exact upper limit that our system cannot
overcome, in fact the line corresponding to ∆T/T¯ = 0.0001 reaches and never
overcomes ηCA.
An interesting feature of Figure 5.10 is that the highest values of η(Pmax)
are still achieved in the double peaks approximately at EF = ET (N)± 2.40kBT¯ .
These Fermi energies were found within the linear response regime, but notably
there is not a significant change.
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Figure 5.11: Comparison of the efficiency at maximum power η(Pmax), normalized
to ηC , as a function of EF , for various values of ∆T . Image computed with the
same parameters as in Figure 5.10.
Another feature of Figure 5.10 is that between the main double peaks, we can
see the fine structure given by interesting oscillations of η(Pmax) that occur at
EF = E
T
p (N), with p 6= N . These minor peaks though do not achieve high values
of η(Pmax), and their efficiency instead decreases notably as the temperature
difference increases. As opposed to ηmax that achieved higher maximums and
lower minimums, η(Pmax) consistently decreases in this region as ∆T increases.
As previously explained, within the linear response regime there is a peak of ZT
at EF = 105kBT¯ , described by Z˜T
∗∗
in eq. (4.72). High values of ZT yield high
maximum efficiencies and high efficiencies at maximum power. While this peak
becomes larger in ηmax, see Figure 5.9, it is interesting to see that in Figure 5.10
η(Pmax) becomes extremely small. This is one of the many demonstrations that a
ZT based description of the efficiency of these systems is not adequate beyond
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the linear response regime.
At last, in Figure 5.10 we can see that η(Pmax), for ∆T/T¯ = 0.0001, reaches ηCA
and remains flat if EF < 50kBT = ET (N = 1). As we have previously discussed,
since there are no transition energies below ET (1), we can approximately describe
the system considering only one energy level. In appendix B we have shown that a
system with a single energy level achieves ηmax = ηC for all values of EF 6= ET (1).
Thus, within the linear response regime, ZT = ∞, so also η(Pmax) will reach
ηCA. This argument is valid only within the linear response regime, in fact only
∆T/T¯ = 0.0001 exhibits this behavior.
In Figure 5.11 we report the same efficiencies computed in Figure 5.10, but
choosing ηC instead of ηCA as a normalization factor. This image emphasizes how
any increase in ∆T provides higher efficiencies, because it brings the efficiency
at maximum power closer to ηC . Furthermore, it can be noticed how within the
linear response regime the upper bound ηCA = ηC/2 is perfectly met.
In conclusion, from Figure 5.10 and 5.11 we can see that the best values of
EF for high efficiencies at maximum power are still given by the double peak
structures at approximately EF = ET (N) ± 2.40kBT¯ . These peaks allow us to
go even beyond ηCA. Instead the efficiency at maximum power at other Fermi
energies decreases notably as the temperature difference increases, and as we will
see in subsection 5.3.3, this region provides very low power.
5.3.3 Maximum Power
In the previous subsection we have studied the efficiency at maximum power.
In this subsection we want to study what happens directly to the maximum
power, in order to further decide the optimal values of EF from an efficiency and
power point of view. As it is clear from Figure 5.10 and 5.11, the best Fermi
energies to choose to maximize η(Pmax) are the double peaks at approximately
EF = E
T (N) ± 2.40kBT¯ . All these peaks seem to have the same efficiency, so
it is important to study if there is a difference in net maximum power at these
different Fermi energies.
Figure 5.12 shows the maximum power for the same parameters and tempera-
ture differences used in Figure 5.10 and 5.11. There are various important thing
to be noticed.
Just like in the linear response regime, the maximum power exhibits symmetric
peaks approximately at EF = ET (N)± 2.40kBT¯ , where also η(Pmax) reaches it’s
maximum value. So both from an efficiency and maximum power point of view, it
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Figure 5.12: Maximum power, normalized to it’s maximum value, as a function
of the Fermi energy, for various values of ∆T/T¯ . Image computed with the same
parameters as in Figure 5.10.
is convenient to operate this system around these double peaks.
Another interesting feature of Figure 5.12 is that as ∆T varies, all curves,
normalized to 1, overlap almost perfectly. The efficiencies instead change a lot in
nature as ∆T increases, see Figure 5.10 and 5.11. The maximum power appears
to be much more stable as ∆T changes, so this allows us to describe the maximum
power using the linear response expression given in eq. (4.67), even when the
currents are not linear in the gradients. These curves appear to be somehow
“universal”.
5.3.4 Optimal Values of EF
In the last three sections we noticed that the optimal values of EF for efficient
and powerful heat-to-work conversion are approximately EF = ET (N)± 2.40kBT¯ .
We now want to study in detail these double peaks to see if abandoning the linear
response regime causes these peaks to shift.
In Figure 5.13 we plotted a comparison between the linear and nonlinear
behavior of η(Pmax) zooming into the region of the second double peak. It seems
like the peaks are slightly shifted outwards, but not considerably.
Figure 5.14 instead shows the maximum power as a function of EF , zoomed
around the same region as in Figure 5.13. It seems like the peaks in this case are
slightly shifted inwards, but not considerably. So the peaks of the efficiency at
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Figure 5.13: Comparison of the peaks of η(Pmax), normalized to ηCA, as a function
of EF , zoomed in the region of the second double peak. The two blue vertical lines
are placed at EF = ET (N)±2.40kBT¯ . Image computed with the same parameters
as in Figure 5.10.
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Figure 5.14: Comparison of the peaks of the maximum power Pmax, normalized
to it’s maximum value, as a function of EF , zoomed in the region of the second
double peak. The two blue vertical lines are placed at EF = ET (N)± 2.40kBT¯ .
Image computed with the same parameters as in Figure 5.10.
maximum power and of the maximum power do not coincide exactly anymore
when we abandon the linear response regime; in fact it seems like they shift in
opposite directions. Fortunately this shift is very small, so it is still possible to
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approximately maximize both the efficiency at maximum power and the maximum
power itself.
So in conclusion, even beyond the linear response regime, EF = ET (N) ±
2.40kBT appear to be the best values of EF that approximately maximizes the
efficiency at maximum power and the maximum power itself. Going beyond the
linear response regime allows the efficiency at maximum power to go beyond the
limits imposed by the linear response regime.
Chapter 6
Predictions on a Real System
In this section we will study in detail the efficiency and power output of a QD
that has been experimentally produced at NEST [12], but it has not been used
for heat-to-work conversion: only a voltage bias has been applied experimentally
to the reservoirs. We thus want to study the theoretical performance of this
system for heat-to-work conversion if a temperature difference was applied to the
reservoirs, especially when we abandon the linear response regime. In particular,
in section 6.1 we will briefly describe the experimental setup and in section 6.2 we
will compute the efficiency at maximum power and the maximum power that this
system can deliver at various temperatures. There will be some differences respect
to the description given by the previous chapter: this is due to the fact that, up
until now, we have neglected spin degeneracy.
6.1 Experimental Setup
Let’s briefly describe the experimental setup used in the experiment reported in
Ref. [12]. A prototypical device is depicted in Figure 6.1. An InAs/InP nanowire is
deposited on a Si/SiO2 substrate, and it is connected to a source (S) and drain (D)
electrode (yellow in Figure 6.1(a)), located at a nominal distance of 800 nm. The
diameter of the nanowire is 45± 10 nm. The QD is created within the nanowire:
two 5 nm thick InP barriers separated by a 20 nm long InAs island create a region
where electrons are confined, realizing physically a QD. One of the grown QD
structures is visible in the scanning transmission electron microscopy (STEM)
micrograph in Figure 6.1(b). Furthermore, two local gate electrodes (blue, lg1 and
lg2 visible in panels (a) and (c) of Figure 6.1) are also fabricated in correspondence
of the InAs/InP QD position. These local gates can change the energy spectrum
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Figure 6.1: Experimental setup depiction. (a) Scanning electron micrograph of
one of the studied devices with a sketch of the measurement setup in overlay.
(b) Scanning transmission electron microscopy picture of one of the InAs/InP
nanowires. (c) Cross-sectional view of the device. Image taken from Ref. [12].
of the QD.
In Figure 6.2 we can see the modulation of the QD energy levels due to lg1
and lg2. In fact, interpreting the conductance peaks with the theory that we have
studied in this thesis, it has been estimated that ∆E ≈ 17meV in Figure 6.2(a),
and ∆E ≈ 25meV in Figure 6.2(b). In both cases the charging energy does not
change much, and it is approximately given by EC ≈ 6meV . These estimates
follow from eq. (4.52), in fact we expect a peak in the conductance every time the
Fermi energy is equal to a zero temperature transition energy, i.e. when:
EF = E
T (N) = EN + (2N − 1)EC , (6.1)
for N = 1, 2, . . . . This formula has been derived in the linear response regime
and in the quantum limit, i.e. when kBT¯  ∆E,EC , when eV  kBT¯ and
when ∆T  T : parameters used in Figure 6.2 are such that these conditions are
fulfilled. In order to reproduce the first four peaks visible in Figure 6.2 with our
formalism, we will consider 2 degenerate energy levels distant ∆E, so in fact we
are considering a total of 4 energy levels. In fact, our formalism is developed
assuming that the occupation of each level Ep can only be 0 or 1. We will thus
take:
E1 = E2 = 0,
E3 = E4 = ∆E.
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Figure 6.2: Experimental electric conductance as a function of the voltage bias
V 1, for 2 different applied voltages V 2, at T = 4.2K. V 2 is used to modulate the
QD energy levels. Image taken from Ref. [12], so the notation used in this Figure
is not consistent with our notation.
Using the estimates of ∆E and EC for Figure 6.2(a), and eq. (6.1), we expect
peaks at EF = 6, 18, 47, 59meV . The first two peaks are distant 2EC , since they
correspond to electrons flowing through energy levels E1 = E2, so the only energy
difference required is given by the charging energy (2EC). The same argument is
valid for the last two peaks, since they correspond to electrons flowing through
energy level E3 = E4. Instead between the second and third peak the distance is
2EC + ∆E, since we need to provide both the charging energy required to add an
extra electrons (2EC), and ∆E.
Since we are interested in studying the properties of this particular system,
throughout the whole chapter we will not express energies in kBT¯ units; we
will instead use meV . This choice is more convenient in order to study the
properties of this system for different average temperatures T¯ . Furthermore, in
the rest of this chapter we will consider the system with parameters extracted
from Figure 6.2(a), thus ∆E = 17meV and EC = 6meV . We will also assume
symmetric, level-independent tunneling rates: ~ΓL(p) = ~ΓR(p) = 0.01meV .
These parameters have an important difference respect to the ones we chose in all
previous chapters: the charging energy is smaller than the energy levels distance.
In particular, since 2EC < ∆E, we will not see the fine structure oscillations that
was present in almost all functions we previously studied. If we recall the derivation
of section 4.4, the fine structure oscillations occurred whenever EF = Ep(Nmin),
with Ep(Nmin) 6= E(Nmin). Recalling eq. (4.29), Nmin is defined as the integer
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such that:
ET (Nmin) + E
T (Nmin − 1)
2
< EF <
ET (Nmin) + E
T (Nmin + 1)
2
, (6.2)
where, as a reminder, ETp (N) is defined in eq. (4.24) and ET (N) in eq. (4.28). In
order to see the fine structure oscillations, there has to be at least one transition
energy Ep(Nmin) 6= E(Nmin), inside the interval given by eq. (6.2), otherwise
Nmin will change before EF reaches Ep(Nmin). Thus, imposing that the nearest
transition energy with Ep(Nmin) 6= E(Nmin) is contained in the interval given by
eq. (6.2), we obtain:
2EC < ∆E.
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Figure 6.3: Theoretical electric conductance as a function of the Fermi energy of
the reservoirs using parameters chosen to reproduce Figure 6.2: kBT¯ = 0.36meV ,
~ΓLp = ~ΓRp = 0.01meV , ∆E = 17meV and EC = 6meV .
Before computing the thermoelectric efficiency of this system, let’s numerically
compute G, in order to compare it with the experimental conductance Figure 6.2.
Let’s notice that varying EF in our formalism is equivalent to varying V 1 in the
experimental setup, since V 1 shifts the QD energy levels respect to the energies of
the reservoirs. As we can see in Figure 6.3, we obtain peaks in the conductance
at the energies we expected: up to a scaling factor, the peaks occur at the same
energies as in Figure 6.2(a); we set the average temperature to kBT¯ = 0.36meV ,
which corresponds to the experimental temperature of T¯ = 4.2K. The difference is
that the height of the peaks in our model are all the same, instead the experimental
peaks occur at different heights. We could probably tune appropriately ΓL(p)
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and ΓR(p) in order to reproduce these different heights, but we will ignore this
in order to simplify the interpretation of our results. The numerical values of
ΓL(p) and ΓR(p) that we have chosen reproduce the correct order of magnitude of
the experimental conductance in Figure 6.2(a). Furthermore, as we can see from
Figure 6.3, G GQ, so our formalism is valid.
6.2 Efficiency
In this section we will study the efficiency and power of the system we just described
at various temperatures. In subsection 6.2.1 we will compute the efficiency at
maximum power and in subsection 6.2.2 we will compute the maximum power
itself. As we already discussed, these are the most relevant parameters for practical
applications. In subsection 6.2.3 we will study in detail the efficiency and power
achieved at particular Fermi energies that maximize these quantities. At last in
subsection 6.2.4 we will study a particular feature that will emerge as a consequence
of the doubly degenerate energy levels. An analytical description of this feature
will also be provided for the quantum limit linear response regime.
6.2.1 Efficiency at Maximum Power
In this subsection we will compute the efficiency at maximum power η(Pmax). We
have computed η(Pmax) for various values of T¯ and ∆T/T¯ , as a function of the
Fermi energy of the reservoirs. In particular, we have first chosen kBT¯ = 0.36meV ,
which corresponds to the experimental temperature of T¯ ≈ 4.2K, then we increase
the temperature up to kBT¯ = 4meV , which corresponds to T¯ ≈ 46K. The first
temperature is small compared to EC and ∆E, so we expect to be in the quantum
limit, and to achieve high efficiencies. Instead kBT¯ = 4meV is of the same order of
EC and ∆E, so we expect to witness a decrease in the efficiency. The temperature
differences ∆T/T¯ are chosen in a wide range, starting from ∆T/T¯ = 10−3, so we
are sure that the system is within the linear response regime, up to ∆T/T¯ = 1.95,
where the non linear effects are dominant, and where Carnot’s efficiency approaches
unity. Let’s notice that ∆T/T¯ = 2 corresponds to setting TL = 0, so it is the
largest applicable temperature difference.
Figure 6.4 shows the efficiency at maximum power, normalized to ηCA, for
kBT¯ = 0.36, 1, 2, 4meV , which correspond to T¯ = 4.2, 11.6, 23.2, 46.4K. The first
aspect that can be noticed is how high average temperatures, see panels (c) and
(d), decrease substantially the efficiency at maximum power. As we expected, high
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Figure 6.4: Efficiency at maximum power, normalized to ηCA, as a function of the
Fermi energy. Each panel is computed at a different T¯ . The system parameters
are the same as in Figure 6.3.
temperatures decrease the possibility of realizing an “energy filtering” mechanisms,
so our efficiency decreases. On the contrary, for low average temperatures and large
temperature gradients, see panels (a) and (b), it is possible to achieve values of
η(Pmax) even beyond ηCA. This result is similar to what we noticed in subsection
5.3.2: in Figure 6.4(a) and 6.4(b) the efficiency for ∆T/T¯ = 10−3 reaches and
never overcomes ηCA. Instead, thanks to large temperature gradients, this system
can overcome ηCA, especially for large values of ∆T/T¯ .
In Figure 6.5 we show the same efficiencies computed in Figure 6.4, but choosing
ηC instead of ηCA as a normalization factor. This image emphasizes how any
increase in ∆T is useful, because it brings the efficiency at maximum power closer
to ηC . The maximum value of η(Pmax), normalized to ηC or ηCA, is achieved for
the highest temperature difference.
At last, let’s notice that in panel (a) of Figure 6.4 and 6.5, the double peaks
located approximately at EF = ET (N)± 2.40kBT¯ are the optimal Fermi energies
for high efficiency at maximum power, just like we noticed in chapter 5. Instead, in
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Figure 6.5: Efficiency at maximum power, normalized to ηC as a function of the
Fermi energy. Each panel is computed at a different T¯ . The system parameters
are the same as in Figure 6.3.
panel (b), (c) and (d) we can see that these peaks are not symmetric anymore. The
“outer” peaks appear to achieve higher values of η(Pmax) than the “inner” peaks.
This interesting feature will be even more evident in the plots of the maximum
power. We will study this feature in detail in subsection 6.2.4.
6.2.2 Maximum Power
In this subsection we will compute the maximum power Pmax with the same
parameters used in subsection 6.2.1. In panel (a) and (b) of Figure 6.4 and
6.5 of the previous section, we noticed that the 4 double peaks centered around
EF = E
T (N)± 2.40kBT¯ are not perfectly symmetric; the outer peaks appear to
have a slightly higher value of η(Pmax) than the inner peaks. It is thus important
to study if there is a difference also in net maximum power, in order to choose the
optimal values of EF for high efficiencies and high power, simultaneously.
In Figure 6.6 we plotted the maximum power as a function of EF for the same
average temperatures and gradients used in Figure 6.4 and 6.5. There are various
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Figure 6.6: Power, normalized to it’s maximum value, as a function of the Fermi
energy. Each panel is computed at a different T¯ . The system parameters are the
same as in Figure 6.3.
important thing to be noticed.
The maximum power is peaked approximately where also η(Pmax) is maximum.
But also in this case the maximum power peaks are not symmetric, as opposed to
what we noticed in the previous chapter in Figure 5.12; instead the outer peaks
are almost double the inner peaks. Fortunately, we have the same asymmetry in
η(Pmax) and Pmax, so both from an efficiency and maximum power point of view,
it is convenient to operate this system at these 4 “outer” Fermi energies, and not
in the internal peaks.
As we noticed in the previous chapter in Figure 5.12, also in this case we
can see from Figure 6.6 that as ∆T varies, all curves, normalized to 1, overlap
for low average temperatures. In this case they all overlap when kBT¯ . 2meV ;
instead, for higher average temperatures, they overlap only when ∆T/T¯ . 1. The
efficiencies instead change a lot in nature as ∆T increases, see Figure 6.4 and 6.5.
The maximum power appears to be much more stable as ∆T changes, so this
allows us to approximately describe the maximum power using the linear response
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expression, even when the currents are not linear in the gradients. It appears like
these curves are somehow “universal” for low average temperatures.
The asymmetry in the double peaks of η(Pmax) and especially in Pmax are
particular, since they were not present in the plots of chapter 5, and they manifest
them self also for T¯ = 0.36meV and ∆T/T¯ = 10−3, well within the linear response
regime, and in the quantum limit. From eq. (4.69) we can see that ZT , thus the
efficiency at maximum power, should be symmetric around ET (N) within ∆E.
From eq. (4.67) we can see that also Pmax should be symmetric around ET (N).
As we will see in depth in subsection 6.2.4, this asymmetry is given by the presence
of spin degeneracy, that in fact we previously disregarded. This degeneracy slightly
moves G’s peak, so the maximum power, proportional to GS2, becomes clearly
asymmetric. We believe that also the estimates of ∆E and EC made from Figure
6.2 might have to take this shift into account.
6.2.3 Peak Efficiency Analysis
In order to complete the study of the efficiency at maximum power and of the
maximum power obtained in the 8 peaks visible in Figure 6.4 and 6.6, in this
subsection we will construct a graph that shows the efficiency as a function of
the power, at given Fermi energy and reservoir temperatures. This can be done
computing the efficiency and the power for values of V ∈ [0, Vstop], and then
plotting the efficiency as a function of the corresponding power. We also want
to make a comparison between the performance of this system in the nonlinear
regime, and the limits imposed by the linear response regime. As we have discussed
in section 2.1, within the linear response regime this type of plot is determined by
ZT , see eq. (2.25):
η =
ηC
2
P
Pmax
1 + 2ZT ±
√
1− PPmax
. (6.3)
Since there is a one-to-one correspondence between ZT and ηmax, and between
ZT and η(Pmax), we can make a comparison between the linear response curves
and the nonlinear curves by choosing a value of ZT in eq. (6.3) that reproduces
the same η(Pmax) or ηmax. In the linear response regime, η(Pmax) cannot go
beyond ηC/2, but in Figure 6.5 we can see that beyond the linear response regime
η(Pmax) goes beyond ηC/2. So the only way to make a comparison is to choose
ZT such that both curves achieve the same maximum efficiency.
In Figure 6.7, we have plotted a comparison between the numerically computed
efficiency in the nonlinear response regime, and the ZT based linear response
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Figure 6.7: Comparison between the computed efficiency and the linear response
equivalent efficiency as a function of the power. Making reference to Figure 6.4, we
computed these plots at EF corresponding to the first two peaks of panel (a) and
(b) that correspond to kBT¯ = 0.36meV, 1meV . We have chosen the two highest
values of ∆T , since they achieve the highest efficiency at maximum power thanks
to a nonlinear response.
efficiency using eq. (6.3). ZT is computed by matching the same maximum effi-
ciency. The efficiencies have been normalized to Carnot’s efficiency, and the power
has been normalized to the maximum power. These plots are computed at EF
corresponding to the first two asymmetric peaks of Figure 6.4: the corresponding
Fermi energy is reported in the legend of Figure 6.7. We numerically verified that
the following pairs of peaks have the same behavior. In this kind of plot, we want
the curve to have points as close as possible to the upper right corner, where we
have highest values of power and efficiency.
Let’s first analyze panel (a) and (b) of Figure 6.7, where we considered low
temperatures, kBT¯ = 0.36meV . In both panels, the non linear response outper-
forms the ZT based response, since the curve lies much more in the upper right
corner. In particular, we can notice that panel (b), corresponding to ∆T/T¯ = 1.95,
performs much better than panel (a), corresponding to ∆T/T¯ = 1: the larger
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the temperature difference, the more the nonlinear response curve tends to reach
high efficiencies at high power. As noted in other articles that studied a single
level degenerate QD [26,39], for ∆T such that ηC → 1, it is possible to achieve an
efficiency at maximum power close to ηC . In these plots we can confirm the same
trend. Furthermore, from Figure 6.7 it is clear how leaving the linear response
regime provides better efficiencies at high power. At last, it is interesting to notice
how both peaks have the same curve, although the first peak (corresponding to
the lower Fermi energy), obtains a maximum power which is almost twice the
other one.
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Figure 6.8: Efficiency as a function of the power in the same cases as in Figure 6.7.
There is no comparison with the linear response regime plot, and the power is not
normalized to it’s maximum value, in order to emphasize the net power difference.
Let’s now analyze panel (c) and (d) of Figure 6.7, where the average temperature
is a little higher: kBT¯ = 1meV . The first thing we can notice is that the first and
second peaks do not have the same curve anymore. The curve relative to the first
peak is similar to the ones we observed in panel (a) and (b), instead the curve
relative to the second peak clearly performs worse. So at higher temperatures, it
becomes even more important to consider the “outer” peaks in order to achieve
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high efficiencies at high powers. In the next subsection we will investigate the
origin of this asymmetry.
At last, Figure 6.8 represents the same function as Figure 6.7, but the power is
not normalized to it’s maximum value, it is instead expressed in picowatt, and there
is no comparison with the linear response regime curve. Figure 6.8 emphasizes
how the first peak (black line) achieves a net higher power than the second peak,
as we already noticed in Figure 6.6. So we conclude that the 4 outer peaks of
Figure 6.6 are the optimal values of EF for efficient heat-to-work conversion at
high power output.
6.2.4 Peak Asymmetry
An interesting feature of Figure 6.4 and especially 6.6 is the strong asymmetry
in the double peaks: in this subsection we will derive an analytical expression
that describes this feature in the quantum limit linear response regime. As we
previously discussed, this asymmetry was not present for non degenerate energy
levels. In section 4.3 we showed how all transport coefficients, thus the maximum
efficiency, efficiency at maximum power and maximum power, can be computed
in the linear response regime from functional Ô, defined in eq. (4.16). In section
4.4 we showed how to approximate Ô in the quantum limit, in order to find
simple analytical expressions for the transport coefficients. Eq. (4.50) for Ô in the
quantum limit has been derived assuming that all energy levels had a finite energy
distance that would become much larger than kBT¯ in the quantum limit. In this
case instead, due to the spin degeneracy, we have every two energy levels at the
same energy, thus the derivation we made in section 4.4 is partially incorrect for
this system.
Let’s recall the general expression of Ô given in eq. (4.16) when ΓL(p) =
ΓR(p) = cost:
Ô [x(N, p)] =
∞∑
p=1
∞∑
N=1
γPtotx(N, p), (6.4)
where
Ptot = Peq(N)Feq(Ep|N) [1− f(p)] ,
and
γ =
ΓL(p)ΓR(p)
ΓL(p) + ΓR(p)
.
This expression can be used to describe doubly degenerate QD energy levels by
taking every two energy levels at the same energy, for example: E1 = E2 = 0;
CHAPTER 6. PREDICTIONS ON A REAL SYSTEM 116
E3 = E4 = ∆E; E3 = E4 = 2∆E etc. The derivation done in section 4.4 instead
assumed non degenerate energy levels: Ep = (p− 1)∆E. We can limit the sum
over N and p in eq. (6.4) thanks to Peq(N), Feq(Ep|N) and [1− f(p)]. As we
will soon see, not many changes are necessary to the derivation done in section
4.4: there will only be small differences in the probabilities, due to the fact that
the energy levels are not all distinct anymore. Thus, in finding an approximate
expression for Ô, we can still restrain the sum over N in eq. (6.4) to the single
term with N = Nmin as defined in eq. (4.29), and we can sum over p with the same
criteria we derived in eqs. (4.48) and (4.50). We will now re-derive approximate
expressions for the three probabilities in Ptot for the degenerate case:
• Peq(N) is the equilibrium probability of having N electrons within the QD.
We can find an expression for this probability following the same derivation
we used in section 4.4.1, but with one important difference. For T → 0,
F (N), the free energy of the non interacting QD system with N electrons,
tends to the energy of the ground state with an important correction due
to the degeneration. If N is even, the ground state of the system is not
degenerate, so F (N) will tend to the ground state energy, and the expressions
we derived in eq. (4.26) is correct. Instead, if N is odd, the ground state
is degenerate, because we can place the electron with the highest energy in
any of the two degenerate levels. Let W0 be the energy of the ground state
of the non interacting QD system with N electrons, with N an odd number,
and let W1,W2, . . . be the excited states. We have that:
F (N) = −kBT¯ lnTr
[
e−H/kB T¯
]
=
= −kBT¯ ln
[
2e−W0/kB T¯ +
∞∑
i=1
e−Wi/kB T¯
]
=
= −kBT¯ ln
[
2e−W0/kB T¯
(
1 +
1
2
e−(W1−W0)/kB T¯ + . . .
)]
.
In the quantum limit, the terms within the round parentheses tend to 1, so
we obtain:
F (N) ≈W0 − kBT¯ ln 2.
Recalling that:
W0 =
N∑
i=1
Ei,
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we have the following general expression for F (N):
F (N) ≈

N∑
i=1
Ei if N is even
N∑
i=1
Ei − kBT¯ ln 2 if N is odd
. (6.5)
Now we can follow the same derivation used in section 4.4 to compute Peq(N)
taking eq. (6.5) into account. Using the relation given in eq. (4.30), we find
that:
Peq(Nmin) ≈ e
− 1
kBT¯
Ω(Nmin)
e
− 1
kBT¯
Ω(Nmin)
+ e
− 1
kBT¯
Ω(Nmin−1)
=
=
f
(
ET (Nmin) + kBT¯ ln 2− EF
)
if Nmin is even
f
(
ET (Nmin)− kBT¯ ln 2− EF
)
if Nmin is odd
. (6.6)
• Feq(Ep|N) is the equilibrium probability that level p is occupied, given N
electrons. The expression we found in eq. (4.41) for the non degenerate case
was:
Feq(Ep|N) ≈
 1 if 1 ≤ p ≤ Ne−∆p/kB T¯ if p > N = min(1, e−∆p/kB T¯ ).
This equation is not correct anymore due to spin degeneracy. An intuitive
reason is that if there is only one electron at energy Ep, the two states at
that energy must have an occupation probability given by 1/2, and this
case is not considered in the previous expression. In order to find a correct
expression for Feq(Ep|N), let’s start from it’s definition, given by the first
equality in eq. (4.36):
F (Ep|N) = Peq(Ep ∩N)
Peq(N)
. (6.7)
We have already obtained an expression for Peq(N) in the degenerate case.
If we write eq. (6.6) without making Z explicit, we have:
Peq(N) ≈ 1
Z
e
− 1
kBT¯
[
N∑
p=1
Ei+U(N)−NEF
]1 if N is even2 if N is odd . (6.8)
We now need to find an expression for Peq(Ep ∩N). Recalling eq. (4.37),
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we can write Peq(Ep ∩N) in the following form:
Peq(Ep ∩N) = 1
Z
e
− 1
kBT
[U(N)−NEF ] ∑
{ni}
δ∑ni,Nδnp,1e−
1
kBT
∞∑
i=1
niEi
=
=
1
Z
e
− 1
kBT
[Ep+U(N)−NEF ] ∑
{ni}i 6=p
δ∑ni,Ne−
1
kBT
∞∑
i=1
niEi
=
=
1
Z
e
− 1
kBT
[Ep+U(N)+Fp(N−1)−NEF ]. (6.9)
In the second equality we have explicitly summed over np = 0, 1 and in the
last equality we have recalled the definition of Fp(N − 1), given in eq. (4.39).
Fp(N − 1) is the free energy of a non interacting QD without energy level p.
Inserting eqs. (6.8) and (6.9) into eq. (6.7) finally yields:
F (Ep|N) = e
− 1
kBT
[
Ep+Fp(N−1)−
N∑
p=1
Ei
]1 if N is even1/2 if N is odd . (6.10)
Now we reduced the problem to computing Fp(N −1). In the quantum limit,
as we have noticed in computing Peq(N) in eq. (6.5), the free energy will
tend to the ground state of the system with an important correction given
by the term −kBT ln 2 when the ground state is degenerate, i.e. when there
is only one electron at a given energy level. Let’s thus distinguish the cases
for even or odd values of N .
Let’s first consider the case when N is even. The first N − 1 energy levels
will be occupied, thus if p ≤ N − 1, removing level p will force one electron
to occupy level N . Since N is even, EN−1 = EN ; all available energy levels
up to EN will be occupied, so the ground state won’t be degenerate. If
p = N , we will have a ground state energy as if level p were present, but we
are removing level EN , so there is no degeneracy at energy EN−1 and also
in this case the ground state is not degenerate. Instead if p > N , the ground
state energy will still be the same as the one with energy level Ep, but the
two states at energy EN−1 and EN will only have one electron since there
are N − 1 electrons, thus the ground state is doubly degenerate, and we have
to add the term −kBT ln 2. We will thus obtain the following expression for
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Fp(N − 1):
Fp(N − 1) =

N∑
p=1
Ei − Ep if p ≤ N
N∑
p=1
Ei − EN − kBT ln 2 if p > N
.
Inserting this expression into eq. (6.10) yields:
Feq(Ep|Nmin) ≈
 1 if p ≤ Nmin2e−∆p/kBT if p > Nmin . (6.11)
Let’s now consider the case when N is odd. As before, the first N − 1 energy
levels will be occupied, thus if p ≤ N − 1, removing level p will force one
electron to occupy level N . Since N is odd, EN−1 < EN , so there is only
one electron at energy EN = EN+1, thus the ground state will be degenerate
and we have to add the term −kBT ln 2. Instead if p > N − 1, the ground
state energy will be the same as the one with energy level Ep. Both energy
levels at energy EN−1 = EN−2 are occupied, thus the ground state is not
degenerate. We will thus obtain the following expression for Fp(N − 1):
Fp(N − 1) =

N∑
p=1
Ei − Ep − kBT ln 2 if p ≤ N − 1
N∑
p=1
Ei − EN if p > N − 1
.
Inserting this expression into eq. (6.10) yields:
Feq(Ep|Nmin) ≈
 1 if p ≤ Nmin − 11
2e
−∆p/kBT if p > Nmin − 1
. (6.12)
• 1− f(p(N)) instead is well defined, and the approximations used in section
4.4 just made use of the asymptotic expressions of the Fermi distribution, so
no change is required.
Now we can put these results together in order to find a simplified expression for
Ô valid for degenerate levels. Since we are interested in reproducing the results
we found in this section where, as we discussed at the beginning of this chapter,
2EC < ∆E, the sum over p is always limited to the two energy levels with energy
ENmin ; in this case ∆p = 0. We will thus derive an approximate expression for
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the probabilities in this special case. It is not difficult to derive expressions valid
for all p following a similar procedure as in section 4.4. Since eqs. (6.6), (6.11)
and (6.12) depend on the parity on Nmin, let’s consider the two cases separately.
If Nmin is even, we obtain:
Ptot = Peq(Nmin)Feq(Ep|Nmin) [1− f(p)] ≈
≈ f (∆T + kBT¯ ln 2) 1 [1− f(∆T )] = √2
8 cosh ( ∆T
2kB T¯
+ ln 22 ) cosh (
∆T
2kB T¯
)
.
In the second equality, we have used identities in eqs. (4.46) and (4.47). Notice
that ∆p = 0 in this case corresponds to p = Nmin − 1, Nmin, so eq. (6.11) for
F (Ep|Nmin) reduces to 1. This expression shows us that the asymmetry around
ET (Nmin) is introduced by the term ln 2/2 within the hyperbolic cosine, and it
is relevant as long as ∆T . kBT¯ . If ∆T  kBT¯ , then this expression becomes
proportional to the non degenerate expression.
If Nmin is odd, performing a similar calculation we obtain:
Ptot ≈
√
2
8 cosh ( ∆T
2kB T¯
− ln 22 ) cosh ( ∆T2kB T¯ )
.
Notice that ∆p = 0 in this case corresponds to p = Nmin, Nmin + 1, so eq. (6.12)
for F (Ep|Nmin) reduces to 1/2.
Inserting these result into eq. (6.4), we obtain the following expression for Ô
in the quantum limit, valid for doubly degenerate energy levels when 2EC < ∆E:
Ô [x(N, p)] ≈
√
2
4
1
cosh ( ∆T
2kB T¯
± ln 22 ) cosh ( ∆T2kB T¯ )
x(N = Nmin,∆p = 0), (6.13)
where the extra factor 2 comes from the sum over the 2 degenerate levels, and
where the + sign refers to an even value of Nmin, the − to an odd value.
Now we can easily compute G and S using eqs. (4.18) and (4.20) together
with eq. (6.13). We obtain:
Gspin =
√
2γe2
4kBT¯
1
cosh ( ∆T
2kB T¯
± ln 22 ) cosh ( ∆T2kB T¯ )
, (6.14)
where the subscript “spin” is a reminder that this result is valid for degenerate
energy levels. In the quantum limit kBT¯ is the smallest energy scale (except for
~ΓL(p) and ~ΓR(p)), so it is hard to see the displacement caused by ln 2/2, in fact
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we did not notice it in Figure 6.3. Let’s compute the height of the peak of Gspin
and the displacement of the maximum due to the spin degeneracy. Let ∆˜T be the
value of ∆T that maximizes Gspin. Deriving eq. (6.14) in ∆T , we find that ∆˜T
satisfies:
tanh
(
∆˜T
2kBT¯
± ln 2
2
)
+ tanh
(
∆˜T
2kBT¯
)
= 0.
The solution to this equation is given by:
∆˜T
kBT¯
≡ ∓ ln 2
2
.
So the peaks are shifted “outwards” of a factor ln 2/2. Thus the distance between
the first two peaks in Figure 6.2 an 6.3 is not 2EC , but it’s 2EC + ln 2kBT¯ . This
might be useful for more accurate estimates of the charging energy. We can also
compute the maximum value of Gspin:
G˜spin =
√
2γe2
4kBT¯
(4 + 3
√
2)
8
≈
√
2γe2
4kBT¯
.
In the last equality we approximated the second fraction to 1. It is interesting
to notice that G˜spin is a factor
√
2 larger than the Gpeak we computed for a non
degenerate QD: see eq. (4.53). This result is in line with the interpretation that
the spin degeneration allows for electrons to tunnel with either spin, so there is a
larger current flow.
We can compute also S using eq. (4.20). Since S is given by the ratio
Ô [p] /Ô [1], the new corrections cancel out, ad we obtain the same expression as
in the non degenerate case, given by eq. (4.55):
Sspin = S = −∆T
eT¯
. (6.15)
We can now use eqs. (2.19), (6.14) and (6.15) to find the maximum power:
Pmax =
∆T 2
4
GS2 =
√
2γ
16kBT¯
(
∆T
T¯
)2 ∆2T
cosh ( ∆T
2kB T¯
± ln 22 ) cosh ( ∆T2kB T¯ )
. (6.16)
In this expression, the displacement given by ln 2/2 is much more visible since
∆2T at the numerator brings the power to zero exactly at E
T (N). We can find
the position of the peaks by deriving eq. (6.16) in ∆T . We obtain the following
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Figure 6.9: Normalized maximum power as a function of the Fermi energy. We
compare the numerical results for ∆T/T¯ = 10−3, 0.1, 1, 1.95 with the analytical
expression in eq. (6.16) using T¯ instead of T . The parity of Nmin relative to each
double peak is emphasized to explain the asymmetry: eq. (6.18) is valid for odd
values, eq. (6.19) for even values. Plot computed at kBT¯ = 0.36meV , and the QD
parameters are the same ones used in Figure 6.4.
equations for the maximums ∆˜T :
2 = x
[
tanh (x± ln 2
2
) + tanh (x)
]
, (6.17)
where x = ∆˜T /2kBT¯ . This equation allows two distinct solutions, which corre-
spond to the double peaks; even the position of the peak is not symmetric around
ET (N). Let’s notice that if x¯ solves this equation with the + sign, thus for an
even Nmin, than −x¯ solves the equation with the − sign, thus for odd Nmin. This
means that every time the parity of Nmin changes, the double peaks will exchange,
as we can see in Figure 6.6. We now want to solve this equation numerically. Let
E
(1)
F and E
(2)
F be the Fermi energies corresponding to the two peaks. Using eqs.
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(6.16) and (6.17), we find that:

E
(1)
F = E
T (Nmin)− 2.53kBT¯
E
(2)
F = E
T (Nmin) + 2.32kBT¯
Pmax
(
E
(1)
F
)
= 2.30
√
2γ
16
(
∆T
T
)2
kBT¯
Pmax
(
E
(2)
F
)
= 1.30
√
2γ
16
(
∆T
T
)2
kBT¯
if Nmin is odd, (6.18)

E
(1)
F = E
T (Nmin)− 2.32kBT¯
E
(2)
F = E
T (Nmin) + 2.53kBT¯
Pmax
(
E
(1)
F
)
= 1.30
√
2γ
16
(
∆T
T
)2
kBT¯
Pmax
(
E
(2)
F
)
= 2.30
√
2γ
16
(
∆T
T
)2
kBT¯
if Nmin is even. (6.19)
In order to have a high maximum power, we must choose high values of ∆T . The
ratio of the taller peak over the smaller peak does not depend on any physical
parameter of the system, and it is given by ≈ 1.77.
An interesting feature we can notice is that the spin degeneracy provides an
enhancement to Pmax: eq. (4.68) shows us that the maximum of Pmax in the
non degenerate case is given by 0.11 times (∆T/T )2kBT¯ . From eqs. (6.18) and
(6.18) we see that in the degenerate case, the smaller peak is the same as the
non degenerate case, so the taller peaks achieves an enhancement of a factor 1.77
respect to the non degenerate case.
Figure 6.9 shows a comparison between the normalized maximum power as a
function of the Fermi energy for various values of ∆T and the analytic expression
in eq. (6.16). The plot is computed at kBT¯ = 0.36meV . It is interesting to notice
that all plots coincide almost perfectly, we just normalized the maximum power
to it’s maximum value. This holds also for ∆T/T¯ ≈ 2, way beyond the linear
response regime. This plot thus seems to be somehow universal.
Figure 6.10 shows a comparison between the net maximum power computed
numerically and analytically with eq. (6.16). All plots are computed at T¯ =
0.36meV and each panel corresponds to a different value of ∆T . As we noted
also in Figure 6.9, the numerical and analytical results coincide almost perfectly
although we are beyond the limit of validity of eq. (6.16). The only visible trend
is an increase of the numerical values of Pmax for large temperature differences;
nonetheless eq. (6.16) appears to be able to describe non linear results quite
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Figure 6.10: Maximum power as a function of the Fermi energy. Comparison
between the numerical and analytical result given by eq. (6.16) is shown for
various values of ∆T . The plots are computed at kBT¯ = 0.36meV , and the QD
parameters are the same ones used in Figure 6.4.
accurately, at least for values of T¯ and ∆T/T¯ that are not too large.
Chapter 7
Conclusion
In this thesis we studied the thermoelectric properties of a multilevel interacting
quantum dot weakly coupled to two electronic reservoirs kept at different tem-
peratures and chemical potentials. Our aim was to assess the properties of this
system acting as a heat engine, i.e. as a device that converts heat into work. In
fact, applying a temperature difference to the quantum dot produces an electric
current that can perform work against a potential difference. This issue has been
discussed since the 1960s when Ioffe discovered that doped semiconductors had
good thermoelectric properties, but the efficiency for heat-to-work conversion of
experimental solid state devices remains too low to be competitive with conven-
tional heat engines. In the 1990s two pioneering works from Dresselhaus et al. [7]
and Sofo et al. [11] independently proposed to study low dimensional system.
While there is a vast literature on non-interacting systems, much less is known
about the impact of electron interactions on the efficiency of nano-heat engines.
This was the main objective of the thesis. We have presented the formalism
necessary to compute the charge, energy and heat currents, and we showed how to
compute the following quantities: the transport coefficients (electric conductance G,
thermopower S and thermal conductance κ), the maximum power, the maximum
efficiency, and the efficiency at maximum power.
In the first part of the thesis, we studied the system within the linear response
regime finding a closed expression for the physical quantities mentioned above.
We then derived simple analytic expressions in the quantum limit, i.e. when
the thermal energy kBT , where T is the average reservoir temperature, is much
smaller than ∆E, the typical energy distance between the QD energy levels,
and much smaller than EC , the interacting energy. In this limit we were able
to derive an analytic expression for the figure of merit ZT = GS2T/κ, which
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completely characterizes ηmax and η(Pmax) in the linear regime. This allowed us
to determined the optimal parameters to choose in order to achieve the highest
maximum efficiency and efficiency at maximum power. Let Ep (for p = 1, 2, . . . )
be the energy levels of the QD and EF the Fermi energy of the reservoirs. We
found that operating the system at EF = EN + (2N − 1)EC ± 2.40kBT (for
N = 1, 2, . . . ), provides a double advantage: the figure of merit is proportional
to e∆E/kBT /(∆E/kBT )2, which diverges if ∆E  kBT , and the maximum power
reaches it’s highest value. If the figure of merit diverges, the maximum efficiency
tends to Canot’s efficiency, and the efficiency at maximum power tends to half
Carnot’s efficiency.
In the second part of the thesis we studied the system numerically beyond
the linear response regime. We found that, while operating the system near the
quantum limit, it is possible to achieve efficiencies beyond the limits imposed
by the linear response regime. In particular, operating the system near EF =
ET (N)± 2.40kBT , and applying large temperature differences, it is possible to
achieve an efficiency at maximum power that goes beyond ηC/2 and even beyond
Curzon-Ahlborn upper limit [21–23]. At this operational point, the maximum
power is still near it’s maximum value.
At last, we studied a system experimentally created at NEST [12] in the linear
response regime and beyond. This system presents spin degeneracy that was
previously disregarded. We first noticed that the quantum limit provides the
highest efficiencies: if kBT becomes of the order of the characteristic energies
of the system, the efficiency drastically decreases. Operating the system near
EF = EN + (2N − 1)EC ± 2.40kBT and applying large temperature differences
allow the efficiency at maximum power to go beyond Curzon-Ahlborn upper
limit. We then observed that the spin degeneracy creates an asymmetry between
the peaks of the efficiency at maximum power and of the maximum power. This
asymmetry enhances the performance of one of the two peaks: the maximum power
is increased of a factor 1.77 respect to the non degenerate case, while the efficiency
at maximum power still displays the possibility to go beyond Curzon-Ahlborn
upper limit. We also studied this asymmetry in the quantum limit linear response
regime finding a simple analytic formula for the maximum power. We noticed
that this expression describes quite accurately the system at low temperatures
even way beyond the linear response regime; this function appears to be somehow
“universal”.
In summary, in order to achieve high efficiencies at high power, the system
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must be operated near the quantum limit and tuning the Fermi energy of the
reservoirs such that EF = EN + (2N − 1)EC ± 2.40kBT . Let’s emphasize that
experimentally, by shifting the QD energy levels using a gate voltage, it is possible
to achieve an effect that is equivalent to shifting the Fermi energy of the reservoirs.
High temperature differences further increase the maximum power and efficiency
at maximum power of the system, even beyond Curzon-Ahlborn’s upper limit. If
a double degeneracy of the energy levels of the QD is present, the two peaks at
EF = EN + (2N − 1)EC ± 2.40kBT are not symmetric, providing an enhancement
of the maximum power of a factor 1.77 respect to the non degenerate case.
We believe this thesis provides a detailed description of the thermoelectric
properties of a multilevel interacting QD in the weak coupling limit, both in the
linear response regime and beyond. The formalism we extended and the expressions
we derived can be used to design experiments, analyze experimental data and
obtain information on the parameters of experimental systems. We intend to
further extend the reach of this work in the future by studying the classical limit, as
opposed to the quantum limit, beyond the linear response regime. We also intend
to study the role of quantum coherence going beyond the sequential tunneling
limit, and the effect of the absence of time-reversal symmetry, by introducing for
example a magnetic field.
Appendix A
Rewriting the Currents
In sections 4.1 and 4.2 we have derived eq. (4.10) for the charge current, eq. (4.12)
for the energy current and eq. (4.13) for the heat current. These expressions are
valid in the linear response regime. The scope of this appendix is to rewrite these
equations in a form with more physical meaning and easier to approximate. We
will use the same conventions and notation used in chapter 4.
As we have done in sections 4.1 and 4.2, we can write all three currents in a
compact form:
Jg =
∞∑
p=1
∑
{ni}i 6=p
G(N˜ , p)
ΓL(p)ΓR(p)
ΓL(p) + ΓR(p)
Peq(0)f(
∗
p)
[
∗p∆T − eV
]
,
where G
(
N˜ , p
)
is given by:
• G
(
N˜ , p
)
= −e for the charge current;
• G
(
N˜ , p
)
= ∗p(N˜) for the energy and heat currents.
In the sum over the occupation numbers, we can remove the restriction not to
sum over np by adding a δnp,0 within the sum. This way, N˜ = N , so we obtain:
Jg =
∞∑
p=1
∑
{ni}
δnp,0G(N, p)
ΓL(p)ΓR(p)
ΓL(p) + ΓR(p)
Peq(0)f(
∗
p(N))
[
∗p(N)∆T − eV
]
.
Let’s notice that now everything except for δnp,0 depends on {ni} only through
N , regardless of the particular configuration. So let’s insert the following identity,
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valid for any given configuration {ni}:
∞∑
N=0
δN,
∑
ni = 1,
into the last equation. This yields:
Jg =
∞∑
p=1
∞∑
N=0
ΓL(p)ΓR(p)
ΓL(p) + ΓR(p)
f(∗p(N))G(N, p)
[
∗p(N)∆T − eV
]×∑
{ni}
Peq({ni})δnp,0δ∑ni,N
 . (A.1)
The sum in the last square brackets can be cast in the following form:
∑
{ni}
Peq({ni})δnp,0δ∑ni,N = ∑
{ni}
Peq({ni}, np = 0)δnp,0δ∑ni+1,N+1 =
= e
∗
p(N)
∑
{ni}
Peq({ni}, np = 1)δnp,0δ∑ni+1,N+1 =
= e
∗
p(N)
∑
{ni}
Peq({ni})δnp,1δ∑ni,N+1.
In the first equality we used the obvious identity δ∑ni,N = δ∑ni+1,N+1 and the
fact that δnp,0 selects Peq({ni}, np = 0); in the second equality we used identity
eq. (4.6) and in the last one we used the fact that by selecting np = 1 instead of
np = 0,
∑
ni + 1 becomes
∑
ni, and Peq({ni}, np = 1) becomes Peq({ni}). We
can now write this expression in terms of well know quantities:
∑
{ni}
Peq({ni})δnp,0δ∑ni,N = e∗p(N) ∑
{ni}
Peq({ni})δnp,1δ∑ni,N+1Peq(N + 1)Peq(N + 1) =
= e
∗
p(N)Peq(N + 1)F (Ep|N + 1), (A.2)
where:
Peq(N + 1) ≡
∑
{ni}
Peq({ni})δ∑ni,N+1 (A.3)
is the equilibrium probability of having N + 1 electrons in the QD,
Peq(Ep ∩N + 1) ≡
∑
{ni}
Peq({ni})δnp,1δ∑ni,N+1 (A.4)
APPENDIX A. REWRITING THE CURRENTS 130
is the equilibrium probability of having N + 1 electrons and level p occupied, and
F (Ep|N + 1) ≡ Peq(Ep ∩N + 1)
Peq(N + 1)
(A.5)
is the equilibrium conditional probability of having level p occupied, given N + 1
electrons in the QD. Inserting eq. (A.2) into eq. (A.1), and using identity eq.
(4.5) to remove the exponential term, we can shift the summation over N by one,
finally obtaining:
Jg =
∞∑
p=1
∞∑
N=1
ΓL(p)ΓR(p)
ΓL(p) + ΓR(p)
Peq(N)Feq(Ep|N) [1− f(p(N))]×
G(N − 1, p) [p(N)∆T − eV ] ,
where:
p(N) ≡ ∗p(N − 1) = Ep + U(N)− U(N − 1)− EF . (A.6)
Let’s write down the charge, energy and heat currents explicitly:
Jc = −e
∞∑
p=1
∞∑
N=1
ΓL(p)ΓR(p)
ΓL(p) + ΓR(p)
Peq(N)Feq(Ep|N) [1− f(p(N))]×
[p(N)∆T − eV ] ,
(A.7)
Ju = JhL = J
h
R =
∞∑
p=1
∞∑
N=1
ΓL(p)ΓR(p)
ΓL(p) + ΓR(p)
Peq(N)Feq(Ep|N) [1− f(p(N))]×
p(N) [p(N)∆T − eV ] .
(A.8)
These expressions are the central result of this appendix. The currents are
manifestly directly proportional to ∆T/T and eV/kBT , and since they are the
result of a first order expansion, they depend on the equilibrium probabilities. The
result is also pretty intuitive: we can in fact expect the currents to depend on the
probability that a given energy level of the QD is occupied: Peq(N)Feq(Ep|N),
times the probability that there is an empty state with the correct energy in the
reservoir: [1− f(p(N))]. The sum over all energy levels p and over the total
number of electrons N in the QD accounts for all the various tunneling process that
can occur. p is the energy, measured from EF , carried by an electron that leaves
the QD when N electrons are present before the tunneling process. Equivalently,
p is the energy carried by an electron that enters the QD increasing the number
of total electrons to N . In fact Ep is the energy of the level and U(N)−U(N − 1)
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is the electrostatic energy difference between having N and N − 1 electrons in the
QD. This interpretation is consistent with the fact that the quantity carried by
electrons in the energy and heat currents is p(N).
We must remember that eq. (A.7) for the charge current is always correct,
instead eq. (A.8) for the energy and heat current is valid only under hypothesis
derived at the end of section 4.2.
Appendix B
Single Energy Level QD
In this appendix we will study the power and maximum efficiency of a single energy
level QD. Although this system is over simplified, it will be useful to understand
qualitatively some features of a multilevel QD. Let’s recall the kinetic equation as
written in eq. (3.3) and specify it to a single energy level:
P (0) [ΓLfL + ΓRfR] = P (1) [ΓL (1− fL) + ΓR (1− fR)] , (B.1)
where:
fL = fL (∆T + θeV ) ,
fR = fR (∆T + (θ − 1)eV ) ,
∆T = E
T (1)− EF = EC − EF ,
and P (n1) is the probability that the single energy level is in state n1. Since there
is only one energy level, we are using ΓL and ΓR instead of ΓL(1) and ΓR(1). The
left hand side of eq. (B.1) represents the rate of electrons entering the single QD
energy level, the right hand side the rate of electrons leaving the energy level.
Inserting P (0) = 1− P (1) into the single energy level kinetic equation yields:
P (1) =
ΓLfL + ΓRfR
ΓL + ΓR
. (B.2)
Let’s now find the currents. Using eq. (2.34) and specifying eq. (4.3) to a
single energy level yields:
Jc = −eΓL [P (0)fL − P (1)(1− fL)] ,
JhL = J
u = (∆T + θeV ) ΓL [P (0)fL − P (1)(1− fL)] .
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All three currents are determined if we compute the term in square parenthesis.
Using eq. (B.2) and P (0) = 1− P (1), we have that:
ΓL [P (0)fL − P (1)(1− fL)] = γ(fL − fR),
where γ = ΓLΓR/(ΓL + ΓR). Plugging this equation into the expression for the
currents yields:
Jc = −eγ(fL − fR),
JhL = J
u = (∆T + θeV )γ(fL − fR).
Now that we have an expression for the currents, we can compute the power
and the efficiency of the system. Recalling eqs. (2.6) and (2.9), we have that:
P = −V Jc = γeV (fL − fR), (B.3)
η =
P
JhL
=
eV
∆T + θeV
. (B.4)
As usual, we will consider a fixed temperature difference such that TL > TR, and
a variable V such that the system behaves a heat engine i.e. such that P > 0;
Figure 2.1 shows a schematic representation of this system. As discussed in eq.
(2.8), the power is positive when V ∈ [0, Vstop], where Vstop is the voltage that
creates a null charge current. Thus Vstop is given by the condition:
Jc = 0↔ fL (∆T + θeVstop) = fR (∆T + (θ − 1)eVstop)↔
eVstop = ∆T
ηC
1− θηC .
If we specify our analysis to the region where EF < ET (1), ∆T > 0, so Vstop is
positive, and our system will behave as a heat engine when:
0 ≤ V ≤ Vstop = ∆T
e
ηC
1− θηC . (B.5)
Let’s now discuss the maximum efficiency of the system. We have to maximize
eq. (B.4) respect to V in the interval given by eq. (B.5). Since η is a growing
function of eV for ∆T > 0, η will be maximum when computed at the highest
allowed voltage, Vstop. Inserting Vstop in eq. (B.4) yields:
ηmax = ηC .
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Thus we have demonstrated that a single level QD always achieves ηmax = ηC ,
regardless of the the temperature difference, θ and the distance between EF and
ET (1). Using eq. (B.3) we can compute the power when η is maximum, i.e. when
V = Vstop: this yields P = 0. The same conclusions could be drawn also when
∆T > 0. These results agrees with the fact that Carnot’s efficiency is reached
when the heat exchange is “reversible”, thus when the power is vanishingly small.
As we discussed in chapter 1, we could expect, at least in the linear response
regime, to obtain ηmax = ηC considering a QD with a single energy level. In
fact Mahan and Sofo, who introduced the concept of “energy filtering”, showed
in Ref. [11] that a delta-like energy distribution of electrons participating in the
transport yields ZT =∞. A single level QD, described with our formalism, only
allows electrons with an exact energy ET (1) to tunnel through the QD, which
corresponds to a delta-like energy distribution of the electrons that tunnel through
the QD.
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