1. Introduction. Let T be a Calderon-Zygmund operator. A well-known result of Coifman et al. [6] 
states that the commutator [b, T ] = T (bf ) − bT f (where b ∈ BMO) is bounded on L
p (R n ) for 1 < p < ∞; Chanillo [1] proves a similar result when T is replaced by the fractional integral operator. In [7, 9] , Janson and Paluszyński extend these results to the Triebel-Lizorkin spaces and the case b ∈ Lipβ (where Lip β is the homogeneous Lipschitz space). The main purpose of this paper is to discuss the boundedness of some multilinear operators related to certain convolution operators in the context of Triebel-Lizorkin spaces. In fact, we will establish the boundedness on the Triebel-Lizorkin spaces for some multilinear operators related to certain convolution operator only under certain conditions on the size of the operators. As applications, we obtain the boundedness of the multilinear operators related to the Marcinkiewicz integral, Littlewood-Paley operator, and Bochner-Riesz operator in the context of TriebelLizorkin spaces. 
Preliminaries. Throughout this paper, M(f )
where ∆ k h denotes the kth difference operator (see [9] ). The operators considered in this paper are following several sublinear operators. Let m be a positive integer and let A be a function on R n . We denote
Definition 2.1. Let ε > 0 and let ψ be a fixed function which satisfies the following properties:
(
The multilinear Littlewood-Paley operator is defined by
where
which is the Littlewood-Paley g function (see [10] ). Let H be the space
may be viewed as a mapping from [0, +∞) to H, and it is clear that 
which is the Marcinkiewicz integral (see [11] ). Let H be the space 
which is the Bochner-Riesz operator (see [7, 8] ). Let H be the space
More generally, we consider the following multilinear operators related to certain convolution operators. 
It is clear that Definitions 2.1, 2.2, and 2.3 are the particular examples of Definition 2.4. Note that when m = 0, T A is just the commutator of K t and A. It is well known that multilinear operators are of great interest in harmonic analysis and have been widely studied by many authors (see [2, 3, 4, 5] ). The main purpose of this paper is to consider the continuity of the multilinear operators on Triebel-Lizorkin spaces. We will prove the following theorems in Section 3. 
3. Main theorem and proof. First, we will establish the following theorem.
and
satisfies the size condition
To prove the theorem, we need the following lemmas.
Lemma 3.2 (see [9] ). For 0 < β < 1 and 1 < p < ∞,
Lemma 3.3 (see [9] ). For 0 < β < 1 and 1 ≤ p ≤ ∞,
Lemma 3.4 (see [1] ). For 1 ≤ r < ∞ and δ > 0, let
Suppose that r < p < δ/n and
Lemma 3.5 (see [9] ). Let
Lemma 3.6 (see [4] ). Let A be a function on R n and D α A ∈ L q (R n ) for |α| = m and some q > n. Then
whereQ(x, y) is the cube centered at x and having side length 5 √ n|x − y|.
(3.8)
Now, we estimate I, II, and III, respectively. First, for x ∈ Q and y ∈Q, using Lemmas 3.3 and 3.6, we get
Thus, by Holder's inequality and the L r boundedness of T for 1 < r < p, we obtain
(3.11)
Secondly, for 1 < r < q, using the inequality (see [9] )
and similar to the proof of I, we obtain
(3.13)
For III, using the size condition of T A , we have
Putting these estimates together, taking the supremum over all Q such thatx ∈ Q, and using the L p boundedness of M r for r < p, we obtain
This completes the proof of (a).
(b) By the same argument as in the proof of (a), we have
thus,
Now, using Lemma 3.4, we obtain
This completes the proof of (b) and the theorem.
To prove Theorems 2.5, 2.6, and 2.7, it suffices to verify that g For g A ψ , we write
y f (y)dy
By the condition of ψ, we obtain
(3.20)
For I 2 , by the formula (see [4] )
and Lemma 3.6, we get
Thus, similar to the proof of I 1 ,
(3.23) For I 3 , by Lemma 3.5, we get
Thus, similar to the proof of I 1 , we obtain
(3.25)
So,
For µ
A Ω , we write
For J 3 , by the inequality (see [11] )
we obtain
(3.30)
For J 4 , similar to the proof of J 1 , J 2 , and J 3 , we obtain 
(3.32)
We consider the following two cases.
Case 1 (0 < t ≤ l). In this case, notice that (see [8] )
We obtain
For L 3 , similar to the proof of L 1 , we get
Case 2 (t > l). In this case, we choose δ 0 such that β + (n − 1)/2 < δ 0 < min(δ, (n + 1)/2). Notice that (see [8] )
Similar to the proof of Case 1, we obtain
(3.37)
These yield the desired results.
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