We study the framework for semi-parametric estimation and statistical inference for the sample average treatment-specific mean effects in observational settings where data are collected on a single network of possibly dependent units (e.g., in the presence of interference or spillover). Despite recent advances, many of the current statistical methods rely on estimation techniques that assume a particular parametric model for the outcome, even though some of the important statistical assumptions required by these methods are often violated in observational network settings. In this work we rely on recent methodological advances in the field of targeted maximum likelihood estimation (TMLE) and describe an estimation approach that permits for more realistic classes of data-generative models while providing valid inference in the context of observational network-dependent data. We start by assuming that the true data-generating distribution belongs to a large class of semi-parametric statistical models. We then impose some restrictions on the possible set of such distributions. For example, we assume that the dependence among the observed outcomes can be fully described by an observed network. We then show that under our modeling assumptions, our estimand can be described as a functional of the mixture of the observed data-generating distribution. With this key insight in mind, we describe the TMLE for possibly-dependent units as an iid data algorithm and we demonstrate the validity of our approach with a simulation study. Finally, we extend prior work towards estimation of novel causal parameters such as the unit-specific indirect and direct treatment effects under interference and the effects of interventions that modify the structure of the network.
Introduction

Motivation
In this paper we are concerned with estimation and inference for the sample average treatment effect [1] in an observational setting that involves members of a single connected network. Valid statistical inference in such settings presents a number of significant challenges. For example, the frequently made assumption of independence among units is generally violated when data is collected on a population of connected units, since the network interactions will often cause the exposure of one unit to have an effect on the outcomes of other connected units. In general, statistical methods for estimation and inference in observational network data are faced with three key challenges that set such data apart from the classical statistical methods for independent observational data: (i) the outcome for each unit can be a function of the treatment assignments of other units that are connected to the unit through its network, an occurrence referred to as interference or spillover [2, 3] ; (ii) the outcome of each unit can be a function of the baseline covariates of other units that are connected to the unit through its network, sometimes referred to as network-correlated outcomes [4] ; and (iii) the observed exposure allocation for each unit can be a function of the baseline covariates of other units. As a result, the sample units are not independent, and, in fact, one only observes a single draw from the true data generating distribution. Therefore, classical statistical methods that assume independence among the observed outcomes will be often overly optimistic and invalid for quantifying the variability of estimators in such data. In addition, many of the current estimation procedures for observational network data assume a particular class of parametric or Oleg Sofrygin is the corresponding author.
restrictive classes of semi-parametric models for the observed data-generating distribution, which makes these methods highly susceptible to bias due to model misspecification [5, 6] .
Targeted maximum likelihood (or minimum loss-based) estimation (TMLE) [7, 8] is a general framework for constructing asymptotically linear and efficient substitution estimators, that belong to a much larger class of semi-parametric models, while providing asymptotically valid statistical inference. Recently, the TMLE framework has been extended to estimation of treatment effects in dependent observational data [9] , where the dependence among units is described by the network of connections formed by these units (e.g., social or geographical networks). Our aim will be to provide an accurate reflection of the background knowledge available for a given scientific problem, while still being able to perform valid statistical estimation. Thus, we start by assuming a realistic semi-parametric statistical model for the generating distribution of observed network data, which places minimal restrictions on the set of such possible data-generating distributions.
In this article we generalize the previously described TMLE from van der Laan [9] to allow estimation of novel causal parameters among units that might be dependent. In particular, we describe the TMLE for estimating the treatment effect under arbitrary unit-specific stochastic interventions on groups of friends, e.g., interventions that characterize the indirect and direct treatment effect under interference [10] . We also extend our framework towards estimation of parameters defined by interventions that statically or stochastically modify the initial network structure. In addition, we describe a new asymptotic variance estimator that improves upon the previously proposed estimator from van der Laan [9] . Finally, we validate our theoretical results with a simulation study that compares TMLE to two other estimators. Our simulations demonstrate that consistent estimation and valid asymptotic inference of the sample average treatment effects for a single time point stochastic interventions is possible in this larger class of semi-parametric models, even in observational network data where the dependence between units is induced by the known network structure.
Brief review of relevant literature
The literature on networks and causal inference in network data is rapidly evolving. However, the existing statistical methods for performing estimation and inference for causal effects in networks are limited and the literature on this subject has only recently started to develop [9] [10] [11] [12] [13] . Our review is not intended to be exhaustive, instead, we focus on the key aspects and challenges of statistical estimation of treatment effects in observational network data. Most of the recently proposed approaches can be categorized as relying on either the assumption of randomized exposures across units [4, [14] [15] [16] [17] [18] [19] [20] [21] [22] , or on parametric modeling of the outcome as a particular function of the unit's network. Some of the parametric approaches applied in the network settings include generalized linear models (GLMs) and generalized estimating equations (GEEs) [5, 6] , methods which have important limitations [11, [23] [24] [25] [26] . For one, GLMs and similar modeling techniques require making strong, simplifying modeling assumptions about the underlying data generating process. Hence, model misspecification for GEEs and GLMs in the network data settings is a major cause of concern. Perhaps more importantly, performing valid statistical inference with GLMs and other similar statistical techniques generally requires independence of the observational units, an assumption that is unlikely to hold due to the very nature of the network data. It has also been previously described that application of such standard statistical procedures to dependent data will result in invalid and generally anti-conservative statistical inference [11, 23] .
In addition, a few promising methodological approaches to estimation in network data have begun to emerge in recent years. For example, Aronow and Samii [16] proposed a Horvitz-Thompson estimator in a randomized study settings, defined the so-called "network exposure model" and derived the finite sample estimator of the variance. However, such methods are of limited utility in observational settings. Other proposed approaches for identification and estimation of treatment effects in networks include stochastic actor-oriented models [27] , and a linear Bayesian modeling approach that can accommodate for network uncertainty [21] . Another recently proposed approach applied the semi-parametric framework of targeted maximum likelihood estimation to the observation network data settings [9] , yielding valid asymptotic inference, while allowing for a much larger and realistic class of data-generative models. We apply the latter approach in the sections that follow.
Overview of this article
Consider a study in which we observe a sample of units where any two units might be connected via a social network. For each unit we collect baseline covariates, a binary exposure, and a one-dimensional outcome of interest. We denote the sample by the random vector = ( , , ) ∼ 0 , where = ( ) =1 is a vector of baseline covariates across all units, = ( ) =1 is a vector of exposures, = ( ) =1 is a vector of outcomes, and 0 belongs to a large semi-parametric model. We assume each has finite support, each is binary, and is either binary (e.g., indicating survival beyond a specific time point, or the success of a particular intervention) or bounded (e.g., a count of the number of times an event of interest has occurred during the follow-up period, or a continuous measure of a biomarker level at the end of the study). For each unit in the sample, we also collect the information on other units in {1, … , }\{ } that are connected to (or influence) . These units are referred to as " 's friends", and this set is denoted by ⊆ {1, … , }. It is assumed that is recorded at baseline, along with other baseline covariates, and it is assumed fixed. Additionally, we allow | |, the number of friends for unit , to vary in , but assume that this number is bounded by some known global constant that doesn't depend on . The vector = ( ) =1 is then referred to as the "network profile" of . For example, in an experiment evaluating the effects of introducing a new service to an online social network, for each unit, could denote the set of all online friends of , whose exposure status may influence 's outcome. Alternatively, in a study of the effects of early HIV treatment initiation, could be the set of all sexual partners of unit . We allow for the following types of between-unit dependencies: (i) the unit-level exposures can depend on baseline data of itself and other units, and (ii) unit-level outcomes can depend on baseline and exposure data of itself and other units. An important ingredient of our modeling approach is to assume that any dependence of each unit on other units has to be fully described by the known network. Specifically, we assume that the dependence of 's treatment and outcome on other units is limited to the set of 's friends. A second important ingredient is the assumption that these dependencies can be accurately described with some known summary measures, which map the data collected on friends of each unit into a summary that has the same dimension for all units.
We now wish to estimate and perform valid inference for the sample-average of the unit-specific mean outcomes, denoted as 0 and defined as 1/ ∑ =1 [ * ( ( | , ) | )], where the exposures are assigned according to some user-specified stochastic intervention * . That is, * is a fixed conditional density for drawing exposures , given baseline covariates . Under additional causal assumptions, this statistical quantity will be equal to the sample average of the expected counterfactual outcomes, defined as the expected outcomes which would have been obtained if the units in the sample had actually been treated according to the treatment regime specified by * [9] . We note that the definition of intervention * is kept general, allowing for any static, dynamic, or stochastic single time point interventions. We also note that the definition of the statistical parameter can be extended to multiplicative or additive sample average treatment effects [1, 28] . Additionally, this statistical parameter is defined with respect to a given network profile and given sample size , and thus should be regarded as a type of a data-adaptive statistical parameter [29] , since its true value is allowed to change for different sample sizes and different network structures. Finally, we note that the statistical parameter defined in this manner has a generally meaningful statistical interpretation, even when the required causal assumptions do not hold, and our focus is only on the aspects of statistical estimation of such parameters in the context of the semi-parametric modeling framework.
Having introduced the key notation, we note that the above defined parameter 0 depends on the joint distribution of the observed data only as a function of the mixture of the unit-specific distributions, and we usēto denote this mixture. In particular, we show that our parameter is equal to a mappingΨ from. One of the advantages of the mappingΨ is that it leads us to conclude that the estimation ofΨ (̄0) should be only concerned with estimation of the relevant factors of the mixture, rather than the corresponding factors of the distribution . In addition, the mappingΨ allows us to interpret 0 as a G-computation formula for the mean of iid outcomes evaluated under some fixed stochastic intervention̄ * [30] . As we will show, this representation also implies that our statistical parameter can be consistently estimated by ignoring dependence among units and treating them as if they are independent and identically distributed (iid). This observation suggests that a large class of iid-data estimators is applicable to estimation problems, such as the one we describe in this article. Based on this key insight, the dependent-data TMLE from van der Laan [9] is then presented as a typical iid-data TMLE algorithm. We also apply the new mappingΨ for performing statistical inference, presenting a new robust asymptotic variance estimator that remains conservative even when the outcome model ( | , ) is misspecified. We conduct a simulation study to provide a proof of concept for our framework and to assess the feasibility of unbiased estimation and inference in finite sample observational network data. We also compare the performance of TMLE to other statistical procedures using a newly developed package tmlenet [31] .
The rest of the article is organized as follows: We start by formally describing the observed network data, defining the statistical model, and defining the statistical parameter of interest in Section 2. Next, in Section 3, we describe an alternative representation of our statistical parameter as a mapping from the mixture distribution, wherēis derived as a function of the actual observed data distribution . In Section 4, we describe how a typical iid TMLE algorithm can be applied to estimation in possibly dependent data, focusing on the sampleaverage treatment effects under single time-point stochastic intervention * . We then proceed by describing the asymptotic normality of this TMLE in Section 5 and discuss possible approaches to estimating its asymptotic variance in Section 6. Next, we describe a simulation study that examines the finite sample performance of the proposed TMLE, and that of the new variance estimator, in Section 7. We then describe in Section 8 how our framework generalizes to estimation of parameters indexed by arbitrary collections of stochastic interventions or by interventions on the network structure. We conclude with a discussion of the relative merits and limitations of our proposed approach in Section 1.
A note on notation
Throughout this article we use the bold font capital letters, such as , to denote random vectors that include observations on all units, and bold font small letters, such as , to denote their corresponding fixed values. For example, will denote the vector of exposures, i.e., = ( 1 , … , ). We will also use the standard font capital letters with a subscript to denote the unit-specific observations, i.e., will denote the exposure for the unit . Finally, we will use the over-bar symbol to denote mixture distributions across all units, as well as their corresponding random variables. For example,̄will denote the mixture of unit-specific distributions of baseline covariates , for = 1, … , , i.e.,̄= 1/ ∑ =1 ,0 , and̄will denote a random variable distributed according tō. The only exception to this rule will be, which will denote the conditional expectation of the unit-specific outcome , as well as the conditional expectation of the mixture-based outcome, which happen to be equal under our statistical model.
Statistical model and parameter
Suppose 0 is the true data generating distribution for observed and connected units, with = ( , , ) ∼ 0 denoting the random vector for these units and = ( , , ), for = 1, … , . The network profile is assumed recorded at baseline, i.e., ∈ . We also assume all are bounded random variables. Let ℳ denote a statistical model containing 0 . Since represents a network of possibly dependent units, we observe only a single draw from 0 , and as a result, are unable to estimate 0 from this single observation . We now proceed by making a series of statistical assumptions, which will allow us to learn the true distribution of based on this single draw. In particular, we introduce these assumptions by making restrictions on the set of possible distributions that belong ℳ. We will then define our statistical quantity of interest as a mapping Ψ from ℳ into the real line ℝ.
Following van der Laan [9] , we make the following set of statistical assumptions for any 0 ∈ ℳ:
A.1 Conditional on , each depends on at most other observations in = ( 1 , … , ), i.e., if ( ∶ ∈ ) is the set of all observations dependent with then max | | ≤ and must not depend on ; 1 A.2 = ( 1 , … , ) are independent, conditional on ;
A.3 1 , … , are independent, conditional on ( , ).
These assumptions imply the following likelihood for ∈ ℳ:
We also assume conditional independence implied from the known network structure:
A.4 Assume that conditional distributions ( | ⋅) only depend on ( , ∶ ∈ * ), for * = ∪ { }, and similarly, ( | ⋅) depend on ( ∶ ∈ * ).
We now introduce the dimension reducing assumptions for these conditional distributions. Specifically:
B.1 Each ( | ⋅) is a function of some known summary measures (( , ) ∶ ∈ * ) and (( ∶ ∈ * )),
is a function of the summary measure (( ∶ ∈ * )), for * = ∪ { }. We assume (⋅) and (⋅) are known functions that map into Euclidean set of constant (in ) dimension that does not depend on , where map into some common space , and map into some common space .
We will use the following shorthand notation for the above summary measures:
As an example, an investigator might be willing to assume that the outcomes depend on ( , ) only through summary measures ( ( ), ( )), where ( ) = ( , ) and ( ) = ( , ) and is some one dimensional summary of exposures of 's friends and is some one dimensional summary of baseline covariates of 's friends, where is the same function in and is also the same function in . If one is unwilling to make such strong dimensionality reducing assumptions, one could instead assume ( ) = ( ∶ ∈ * ) and = ( ∶ ∈ * ), without assuming a particular functional form of and . By filling the empty spots in (⋅) and (⋅) with missing values one would assure that all summaries ( (⋅), (⋅)) are of constant dimension across and that the information on the number of friends of is also captured. In summary, we allow and to be arbitrary functions of the units' network, as long as their dimension is fixed, common-in-, and doesn't depend on . Applying these summary measures to the observed data, we obtain the following likelihood:
We are now ready to make the final set of restrictions on ℳ. Specifically:
C.1 Assume that all are sampled from the same distribution with density given by ( | , ), conditional on fixed values of the summary measures ( , ), for = 1, … , . Similarly, assume that all are sampled from the same distribution given by density ( | ), conditional on some fixed value of the summary measures = , for = 1, … , .
We also assume (without loss of generality) that the densities and are well-defined with respect to some dominating measure. Using the previous example of the summary measures, i.e., = ( , ∶ ∈ ) and = ( , ∶ ∈ ), this assumption implies that the two units and will be subject to the same conditional distributions for drawing their exposures and outcomes, if and have the same number of friends, same individual covariate and treatment values, and the same values for the covariates and treatments of their friends. This implies that its possible to learn the common-in-densities and from a single (but growing) draw from 0 as → ∞, resulting in a well-defined statistical estimation problem. We denote the joint density of conditional network exposures given by ( | ), with above assumptions implying the factorization ( | ) = ∏ =1 ( | ). We denote the joint distribution of by ( ), making no additional assumptions of independence between = ( 1 , … , ) and we assume is a well-defined density for , with respect to some dominating measure. This final set of assumptions defines our statistical model ℳ, where ℳ describes the set of all possible distributions for the observed dependent data . We now introduce the notation = , , for ≡ ( , ) and we assume the distributions and are unspecified beyond the above modeling conditions A1, A3, A4, B1 and C1. We also note that observed exposure model for may be a restricted to incorporate the real-world knowledge about the true conditional treatment assignment, for example, when the common-in-( | ) is known, such as in a randomized clinical trial. This defines the statistical parametrization for the data-generating distribution of in terms of the distributions and , and the corresponding statistical model is defined as ℳ = { , ∶ ∈ , ∈ }, where and denote the parameter spaces for and , respectively. In particular, we denote 0 as evaluated at 0 . Applying this newly introduced notation results in the likelihood:
We define an intervention of interest by replacing the conditional distribution with a new user-supplied intervention * that has a density * that we assume is well-defined. Namely, * is a multivariate conditional distribution that encodes how each intervened exposure, denoted as * , is generated conditional on . We note that static or dynamic interventions on correspond with degenerate choices of * (e.g., Gill and Robins [33] , Robins [32, 34, 35] , Yu and van der Laan [36] ), while non-degenerate choices of * are often referred to as stochastic interventions (e.g., van der Laan [9] , Dawid et al. [37] , Robins and Richardson [39] , Muñoz and van der Laan [38] , Zheng and van der Laan [40] ). We assume that and * belong to the same common space and we make no further restrictions on * . We also define * ∶= ( * ), where * denotes the random variable implied by the summary measure (⋅) mapping from an intervened exposure vector * , for = 1, … , . Finally, we define the post-intervention distribution , * by replacing in , with a new user-supplied distribution * . We use * = ( , * , * ) =1 to denote the random variable generated under , * and its likelihood is given by:
The latter distribution , * is referred to as the G-computation formula for the post-intervention distribution of under stochastic intervention * [30] and it is a parameter of . Our target statistical quantity 0 is now defined as a function of this post-intervention distribution (2) . Specifically, it is given by:
which is an expectation of the sample-average of outcomes among dependent units = 1, … , , where the expectation is evaluated with respect to the post-intervention distribution , * . We view Ψ( 0 ) as a mapping from the statistical model ℳ into ℝ, and we note that 0 is defined conditionally on the observed network structure, and is also indexed by . We also define( , ) = ∫ ( | , ) ( ) as the conditional mean evaluated under common-in-distribution , and̄0 as̄evaluated at 0 . Note that our dimension reduction assumptions imply that
. We also note that our parameter 0 only depends on 0 through̄0 and ,0 , and with a slight abuse of notation we will interchangeably use Ψ( 0 ) and Ψ(̄0, ,0 ). Thus, the parameter 0 is indexed by , and * and can be written as:
with respect to some dominating measure ( , ).
One might also be interested in a target quantity defined as a contrast of two stochastic interventions. For example, one may define Ψ * 1 ( 0 ) and Ψ * 2 ( 0 ) as the above target parameter evaluated under stochastic interventions * 1 and * 2 , respectively, then defining the target quantity as Ψ * 1 , * defined as * 1 (1 | ) = 1 and * 2 (0 | ) = 1, for any ∈ . We will focus on the estimation of the statistical parameter 0 defined for one particular * , noting that all of our results naturally generalize to contrasts or any other quantities that can be expressed as Euclidean-valued functions of a collection {Ψ * ( 0 ) ∶ * ∈ * }, for a finite set of stochastic interventions * . We note that by making additional untestable assumptions, one can interpret 0 as a causal quantity that measures the sample-average of the expected counterfactual outcomes in a network of connected units under intervention * , as was previously shown in van der Laan [9] . However, these additional causal assumptions put no further restrictions on the above described probability distribution 0 , so that our statistical model ℳ remains the same. Since ℳ contains the true data distribution 0 , it follows that 0 will always have a pure statistical interpretation as the feature Ψ( 0 ) of the data distribution 0 . For the estimation problem at hand, the causal model plays no further role: even when one does not believe any of the untestable causal assumptions, one might still argue that the statistical parameter 0 represents an effect measure of interest controlling for all measured confounders. Finally, we note that the assumption A1 can be dropped entirely, by defining the target parameter 0 conditionally on the observed baseline covariates , as shown in van der Laan [9] .
Target parameter as a mapping applied to a mixture model
The above defined target parameter Ψ( 0 ) can be represented as an alternative (and equal) mappingΨ (̄0), wherē0 is defined as a mixture of unit-specific components of the joint data-generating distribution 0 . This leads us to another way of thinking about the estimation of our target parameter, suggesting that the problem of estimating 0 should only be concerned with estimating the relevant components of the mixturē0. We first apply the summary measures = ( ) and = ( , ) to the observed data , mapping it into a dataset of dependent summary observations, denoted = ( 1 , … , ) and referred to as the "summary data". We assume each = ( , , ) is distributed according to ,0 , where ,0 is implied by the joint distribution 0 of and the -specific summary measures ( (⋅), (⋅)). We assume that each ,0 has a well-defined density ,0 with respect to some dominating measure. As before, the set of all possible distributions of is given by the statistical model ℳ = { , ∶ ∈ , ∈ }, and for a given ∈ ℳ, we first define its implied mixturē and its relevant factors, and we then describe the new mappingΨ () in Theorem Theorem 3.1. Our next goal is to present the efficient influence curve (EIC) for this mappingΨ (̄0), which we do in two steps in Theorems Theorem 3.2 and Theorem 3.3.
Mapping 0 =Ψ (̄0) for the mixture distribution̄0
Let be the sigma-algebra for the union of the unit-specific supports of , for = 1, … , . For a set ∈ , define the mixture distribution( ) as a finite mixture of unit-specific summary distributions with constant weight 1/ , i.e.,̄∶= 1/ ∑ =1 . Let̄denote the random variable drawn from such̄and we assume that̄has a well-defined densitȳ∶= 1/ ∑ . Note that̄can be factorized as follows:
and we now describe in detail the above factors of. First, let denote the marginal distribution of the -specific baseline summary measure , with density ( ) defined as the marginal of the joint density ( , ,
). The distribution̄can then be defined as a finite mixture of these -specific marginal distributions , and the density of̄can be defined as follows:
We let̄denote a random variable drawn from the mixture distribution̄, noting that̄belongs to the same common space as all ( ), for = 1, … , . Similarly, we let denote the -specific joint distribution of the summaries ( , ), with its density ℎ ( , ) implied by ( , , ). We also let * denote the joint distribution of the summaries ( * , ), where * is determined by the user-supplied stochastic intervention * * | and the -specific summary measure , and we denote the density of * as ℎ * . We also assume that these -specific densities ℎ ( , ) and ℎ * ( , ) are well-defined with respect to some common dominating measure , . We now define the mixture distribution̄as a finite mixture of -specific , with its corresponding mixture density defined ash ( , ) ∶= 1/ ∑ =1 ℎ ( , ), and we let (̄,̄) denote the random variables drawn jointly from̄. Next, we define an analogous mixture distribution̄ * as a finite mixture of -specific distributions * , with its mixture density given byh
, and we let (̄ * ,̄) denote the random variables drawn jointly from̄ * . Finally, we note that these mixture densitiesh andh * can be factorized as follows:h
wherēis a factor in the above factorization of the likelihood of̄, namely,̄is the density for the conditional distribution of̄given̄, denoted as;̄ * is the density for the conditional distribution of̄ * given̄, denoted as̄ * ; and̄is the previously defined marginal density for the mixturē. In a similar manner one can define the conditional distribution of̄given (̄,̄), denoted as̄, with its density denoted as̄, which completes the description of the three factors of(̄). We also define a statistical modelM as the space of all possible distributions {̄,,̄} and we note that each̄∈M is implied by some ∈ ℳ. We also note that when ( , ) are discrete, one can obtain the following intuitive analytic expressions for the above defined densities , ℎ and ℎ * :
where and , are some dominating measures. The new mapping 0 =Ψ (̄0) for our target parameter is now presented in the following theorem.
Theorem 3.1 Let
∈ ℳ and let denote the -specific summary data distribution of = ( , , ). Let ∈M be the above defined finite mixture of these unit-specific distributions andM is the above defined mixture model. Let̄= (̄,̄,) ∼̄denote one sample drawn from. The likelihood of̄is given by:
wherēand̄are the previously defined factors of; is the density of ∈ ℳ previously defined in Section 2, i.e., is the common-in-conditional density of given ( , ). Due to the modeling assumptions on ℳ, is also the conditional density of̄given (̄,̄). It follows that Ψ( ) ≡Ψ (), where the new mappinḡ Ψ() is given by:Ψ
and we let( , ) ∶= [̄|̄= ,̄= ]. With the slight abuse of notation we interchangeably writē Ψ(,̄,̄ * ) andΨ (), to emphasize the fact thatΨ depends on̄only through,̄and̄ * .
Proof First, we show that that is indeed the conditional density of, given (̄,̄) under. To see this, note:̄(
where by the assumptions in Section 2 we note that the distribution ( | , ) is given by a common distribution with density , from which the above result follows as claimed. The equivalence Ψ( ) ≡Ψ () then follows directly by applying the definitions of̄ * ,̄and.
The above theorem implies that the estimator of 0 can be obtained from the estimators of̄0 and̄, 0 . It also gives us an alternative interpretation for our target parameter 0 . Namely, the mappingΨ (̄0) happens to be equal to the parameter given by the G-computation formula for the mean outcomē * 0 , under stochastic intervention̄ * 0 and the observed data (̄,̄,) ∼̄0. That is, we take the above defined conditional densitȳ * 0 ∶=h * ( * , ,0 )/̄( ,0 ) as if this was a known user-supplied stochastic intervention on̄given̄, treatinḡ * 0 as fixed we then evaluatē * 0 by first replacinḡ0(̄|̄) factor of(̄) with̄ * 0 , then taking the expectation of̄under such modified post-intervention distribution̄ * . We also recognize that̄ * 0 will be generally unknown, since it depends on the true distribution of the data via ,0 . Nonetheless, expressing the dependent-data parameter as some function of the mixturē0 implies that the estimation of this parameter can be accomplished by simply treating the observed dependent units as if they are independent and identically distributed (iid) (see Lemma Lemma 4.1 from Section 4 for a specific case of estimatinḡ0 component of mixturē ). Hence, whenever we are concerned with estimating any parameter of̄0, such as 0 given above, we can ignore the dependence among units , = 1, … , , immediately providing us with an iid-analogue estimator for 0 , and in our case we will undertake the iid targeted maximum likelihood estimation (TMLE) approach, as described in Section 4. Among a class of iid-analogue estimators for 0 , we can choose an estimator which would be efficient for iid data, and in our case, we will show that such an analogous efficient iid TMLE will also be semi-parametrically efficient in our dependent data model.
The e昀ficient inflluence curve
The efficient influence curve (EIC), frequently referred to as the efficient score or canonical gradient, is a key ingredient in semi-parametric efficient estimation, because it defines the linear approximation of any efficient and regular asymptotically linear estimator, and therefore provides an asymptotic bound for the variance of all regular asymptotically linear estimators [41] . Furthermore, as discussed in Section 5 of van der Laan [9] , even for dependent data problems such as ours, the EIC still characterizes the limiting normal distribution of the MLE, thus establishing that if we want to construct an estimator that is asymptotically equivalent to the MLE, we need to study the EIC of our target parameter. Due to local asymptotic normality of the log-likelihood, as was argued in van der Vaart [42] , the normal limiting distribution implied by the MLE is still the optimal limit distribution in the convolution theorem for efficient estimators. Our first result provides the EIC̄for a data-adaptive parameterΨ (̄0,̄, 0 ) ∶=Ψ (̄0,̄, 0 ,̄ * ) indexed by fixed̄ * =̄ * , wherē * is an estimator of the true densitȳ * 0 . We will refer tōas the iid-EIC, since it is a direct analogue of the iid-data EIC for the parameter̄ * . We then present the EIC̄for our actual parameter of interestΨ (̄0,̄, 0 ,̄ * 0 ), defined with respect to the true densitȳ * 0 .
EIC for data-adaptive parameter indexed by fixed stochastic intervention̄ *
We now replacē * 0 by a fixed densitȳ * , set equal to some data-dependent estimator̄ * of̄ * 0 , which is then treated as fixed. This allows us to define the data-adaptive target parameterΨ (̄0,̄, 0 ), indexed by such fixed̄ * , as̄,
From iid results for parameters defined under fixed stochastic interventions, such as those described in Muñoz and van der Laan [38] , it immediately follows that the efficient influence curve for parameterΨ (̄0) at̄0 ∈M and̄∼̄0 is given by:
In other words, we have obtained an efficient influence curve for the mean outcome of̄under stochastic intervention̄ * , for one observation̄∼̄0. We will thus refer tō(̄0)(̄) as the iid-EIC, due to just described iid-data interpretation of parameterΨ (). However, we don't get to observē, instead, our observed data is = ( 1 , … , ), where ∼ ,0 . Nonetheless, it follows that the EIC for the actual dataadaptive parameterΨ (̄0) at 0 ∈ ℳ and the observed data model ∼ 0 is given by the sum of these iid-EICs, evaluated at -specific observations and scaled by 1/ , i.e, the EIC for parameterΨ (̄0) is given by 1/ ∑ =1̄(0 )( ) and we also present this EIC in the following theorem. Theorem 3.2 Suppose our parameter of interest is defined by the mappingΨ (), wherē∈M and̄ * is fixed. The efficient influence curvē( )( ) forΨ (), evaluated at ∈ ℳ and one observation (consisting of dependent units) is given bȳ
where
Proof See Appendix B of our technical report [43] .
EIC for parameter under truē * (
We now consider our actual target parameterΨ (̄0) ∶=Ψ (̄0,̄, 0 ,̄ * 0 ), obtained by replacing fixed̄ * ∶= * in Ψ (̄0,̄, 0 ) with true densitȳ * 0 ∶=h ( * , ,0 )/̄( ,0 ). As a result, the EIC for the parameterΨ (̄0,̄, 0 ,̄ * 0 ) will contain an additional contributing term̄ * ( 0 )( ) due to Ψ (̄0,̄, 0 ) − Ψ(̄0,̄, 0 ,̄ * 0 ). This additional contribution is derived in Appendix C of our technical report [43] . The final EIC for our actual parameterΨ () is given bȳ( )( ) =̄( 0 )( ) +̄̄ * ( 0 )( ) and is provided in Theorem Theorem 3.3 below. Theorem 3.3 Suppose our parameter is given by the mappingΨ () defined in Section 3.1. The efficient influence curve forΨ () is given by:
and̄( ) above can be further simplified to:
Suppose that̄ * /̄is uniformly bounded on a set that contains ( , ) with probability 1, for all . Using similar analysis to the one conducted in van der Laan [9] , we can show that̄above is a doubly robust estimating function for parameter 0 =Ψ (̄0), in the sense that,
where 0 = ∫ ( ) 0 ( ) denotes the expectation of under distribution 0 , and̄= (,̄). This implies that any estimator that solves this equation is going to be consistent if: (1)̄, is consistent for̄, 0 and (2) at least one of the two estimators̄or̄is consistent for̄0 or̄0.
The Targeted Maximum Likelihood Estimation (TMLE)
We had found a new representation for our target parameter Ψ( 0 ) =Ψ (̄0,̄, 0 ), which shows that it depends on 0 only as a function of̄and̄. Demonstrating that our parameter can be written as a mappinḡ Ψ(,̄) is hence the first step in estimation of 0 . It implies that the estimation of 0 should be only concerned with estimating the relevant factors of the mixturē0, which will be accomplished by following the standard Targeted Maximum Likelihood Estimation (TMLE) template. For the description of the TMLE framework in iid data with static interventions we refer to van der Laan and Rose [7] , van der Laan and Rubin [8] ,Gruber and van der Laan [44] , and for the TMLE in iid data with stochastic intervention we refer to Muñoz and van der Laan [38] .
The TMLE for estimating 0 will be described in terms of the estimators̄,̄,̄ * and̄, of̄0,̄0, * 0 and̄, 0 , respectively. Our next step is then to create a targeted estimator̄ * of̄0 by updating the initial estimator̄, defining the TMLE * as the corresponding plug-in estimator for the mixture mappinḡ Ψ(̄ * ,̄, ). We define the targeted updatē * based on the loss function for̄0 and the least favorable fluctuation submodel through̄0 in terms of̄0 and̄ * 0 . The model updatē * is defined in a way so that its score generates the efficient influence curvēpresented in Theorem Theorem 3.3. That is, the targeted estimator * updates̄by: (1) using the estimated weights̄ * /̄, (2) using a parametric submodel {̄( ,̄ * /̄)} through the initial estimator̄=̄(0,̄ * /̄) at = 0, where {̄( ,̄ * /̄)} is referred to as the leastfavorable submodel, (3) fitting with the standard parametric MLE, with denoting this fit, and finally, (4) defining the targeted (updated) estimator as̄ * ∶=̄( ,̄ * /̄). We note that this TMLE is actually the usual iid TMLE algorithm for estimating the quantity * under fixed (data-adaptive)̄ * , treating observations , for = 1, … , as if they are iid.Finally, this TMLE * solves the empirical score equation given by the efficient influence curvēfrom Theorem Theorem 3.3, implying that * also inherits the double robustness property of this efficient influence curve.
The estimator̄, for̄, 0
We define an estimator̄, of̄, 0 by first defining the empirical counterpart , of ,0 that puts mass one on the observed = ( 1 , … , ), which then implies that the empirical distribution , of ,0
will put mass one on its corresponding observed = ( ), for = 1, … , . Hence, for each ∈ , the empirical counterpart̄, ( ) of̄, 0 ( ) may be defined as follows:
The initial (non-targeted) estimator̄of̄0
We assumed there is a common model̄0 across all and are conditionally independent given ( , ), for all . Consequently, the estimation of a common̄can proceed by using the pooled summary data ( , , ), = 1, … , , as if the sample is iid across and one can rely on the usual parametric MLE or loss-based crossvalidation for estimatinḡ, as described in van der Laan [9] . Given that can be continuous or discrete for some known range ∈ [ , ], for = 1, … , , the estimation of̄0 can be based on the following log-likelihood loss,
or the squared error loss
Thus, fittinḡfor common̄0 = [ | , ] amounts to using the summary data structure ( , , ), for = 1, … , . In other words, we use the entire sample of observations for predicting . For example, for binary ,̄can be estimated by fitting a single logistic regression model to all observations, with as the outcome, ( , ) as predictors, and possibly adding the number of friends, | |, as an additional covariate. After fittinḡ, one generates a vector of unit-specific prediction values, (̄( , )) =1 , which are then used to build an updated version̄ * of̄.
Estimatinḡ * 0 and̄0
We now describe a direct approach to estimation of̄0 that relies on Lemma Lemma 4.1 below. This lemma states that a consistent estimator̄of̄0 can be obtained by taking a pooled sample ( , ), for = 1, … , , and using the usual iid maximum likelihood-based estimation, as if we were fitting a common-in-conditional density for given and treating ( , ) as independent observations. For example, if each component of is binary, and | | = for all , the conditional distribution for̄0 could be factorized in terms of the product of binary conditional distributions. Each of these binary conditional distributions can be estimated with the usual logistic regression methods. We also refer to Section 7 for a running example that describes in detail this direct estimation approach. Suppose now that 0 is known, as will be the case in a randomized clinical trial (RCT). We note that this aforementioned approach to estimatinḡ0 can be easily adopted to incorporate the knowledge of true 0 . That is, one could proceed by first simulating a very large number of observations ( , ) =1 from ( 0 , , ), with , that puts mass one on the observed , and then fitting the maximum likelihood-based estimator for̄0, as if we were fitting a common model for given , based on this very large sample that is treated as iid.
As discussed in the previous section,̄ * 0 ∶=h * ( * , ,0 )/̄( ,0 ) will generally be unknown and hence will also need to be estimated from the data, in particular, sincē * 0 depends on the true distribution of the data via ,0 . Therefore, we propose adopting the above approach for estimation of̄0 towards estimation of̄ * 0 by simply replacing the known 0 with known * . Finally, even when 0 is unknown, such as in an observational study on connected units, one could obtain a better estimator of̄0 by utilizing the conditional independence assumptions for observed exposures , given , for = 1, … , . Similar to estimation of̄, this allows us to use loss-based cross-validation and machine learning methods to obtain a good approximation ( | ) for common-in-density 0 ( | ), resulting in an estimator of the joint density 0 . We can now repeat the above described procedure for estimatinḡ0 when 0 is known, except using such data-adaptively estimated instead of 0 . In this manner, one can obtain sufficient approximations to truē0 and̄ * 0 , by fully utilizing the actual model knowledge for 0 and the actual knowledge of * . The resulting model fits̄ * and̄are used toobtain predictions (̄ * ( | )/̄( | )), for = 1, … , . These predictions will be used as the unit-level weights for the TMLE update of the estimator̄, as described in the following section.
Lemma 4.1 (Lemma 2 in van der Laan [9] ). Let the densitȳ0be defined as̄0(̄|̄) ∶=h 0 (̄,̄)/̄, 0 (̄), wherē, 0 andh 0 are as previously defined in Section 3.1. Let ℋ be a set of functions that contain truē0, then
A consistent estimator̄for̄0 can be obtained by plugging in the empirical counterpart of 0 above, resulting in an estimator:̄= arg max
That is,̄is the maximum likelihood estimator of̄0 that uses the pooled sample ( , ), for = 1, … , , treating the dependent units as iid.
Proof See Appendix A of our technical report [43] .
TMLE algorithm for connected units
Having defined the estimators̄,̄,̄ * and̄, , the TMLE * is obtained by first constructing the model updatē * for̄, as described in step 1. below, and then evaluating * as a substitution estimator for the mappingΨ , as described in step 2. below.
1. Define the following parametric submodel for̄: Logit̄( ) = + Logit̄and define the following weighted log-likelihood loss function:
The model updatē * is defined as̄( ) = Expit (Logit̄+ ), where minimizes the above loss, i.e., = arg min (̄( ))( ). That is, one can fit by simply running the intercept-only weighted logistic regression using the pooled sample of observations( , , ), for = 1, … , , with outcome , intercept , using offsets Logit̄( , ), predicted weights̄ * ( | )/̄( | ) and no covariates. The fitted intercept is the maximum likelihood fit for , yielding the model updatē * , which can be evaluated for any fixed ( , ), by first computing the initial model prediction̄( , ) and then evaluating the updatē( ).
The TMLE
* =Ψ (̄ * ,̄, ) of 0 is defined as the following substitution estimator:
wherē * , is a NPMLE substitution estimator for̄ * 0 ∶=h * ( * , ,0 )/̄( ,0 ), obtained by plugging in the user-defined * and the empirical counterpart , for ,0 which puts mass one on observed = ( 1 , … , ). Hence, the estimator̄ * , is defined as follows: * ,
for each ( , ) ∈ ( , ). The above TMLE * might require evaluation of̄ * , for every possible ( , ) in the support of * , and hence could be computationally challenging to implement in practice, especially for non-degenerate * and multivariate ( ∶ = 1, … , ). However, we also note that the above TMLE * takes on the following algebraically equivalent form: 
The Monte Carlo estimatē * of * is then obtained by averaging * , across = 1, … , , where is chosen large enough to guarantee a small approximation error to * . Finally, we note that one could substantially reduce the computation time of this algorithm by simply re-using the summary datasets ( * , , ) that were already constructed while performing direct estimation of̄ * 0 from Section Section 4.3.
Asymptotic normality of TMLE
Having defined the TMLE * =Ψ (̄ * ,̄, ) for our parameterΨ (̄0,̄, 0 ), our goal now is to conduct inference. We start with an asymptotic analysis of the process ( * −Ψ (̄0,̄, 0 )), whereΨ (̄0,̄, 0 ) is the previously defined data-adaptive target parameter indexed by fixed̄ * . We then show that our results can be easily extended to allow inference for our original parameter of interestΨ (̄0,̄, 0 ) defined with respect to the truē * 0 .
As described in the Appendix D of our technical report [43] , TMLEΨ (̄ * ,̄, ) solves the following empirical score equation:
wherē(,) is the EIC for the data-adaptive parameterΨ () ∶=̄ * =̄ * (Theorem Theorem 3.2). Using the identity for̄(,) shown in the Appendix D of [43] , we have that:
where we use the notation̄= (,̄) and̄2 is second order term provided in Appendix D of [43] . Sincē0 is defined as a mixture 1/ ∑ 0, , and combined with the fact that our TMLE solves the above efficient score equation, we obtain:
By having fast enough rates for̄and̄ * , one can show that 2, = ( −1/2 ) and by the empirical process and asymptotic equicontinuity analysis conducted in van der Laan [9] , using the same conditions as in Theorem 2 of van der Laan [9] , it follows that this empirical process applied to estimated̄(̄ * ,̄) is up to ( −1/2 ) equal to the empirical process for the fixed limit, where we usē0 to denote this limit and we have:
We now perform a similar derivation which will allow us to conduct inference for the parameterΨ (̄0) defined with respect to the truē * 0 ∶=h * ( * , ,0 )/̄( ,0 ). Specifically, we perform the following asymptotic expansion:Ψ
wherē * 0 = 1/ ∑̄ * 0, was defined as the additional contribution to the EIC in Theorem Theorem 3.3 and 0, is the -specific zero-mean component of that EIC:
We also note that the above expansion must hold for our TMLEΨ (̄ * ,̄, ), since it solves the score equation given by:
By applying the analogue analysis to the one conducted in van der Laan [9] , we can show that the above process converges to a normal limiting distribution at √ rate, namely,
given by the following limit:
for ( , ) ∈ {1, … , } 2 and ( , ) = 1 when ∩ ≠ ∅, and ( , ) = 0 otherwise, and we always have that ( , ) = 1, for all = 1, … , . We also refer to Theorem 2 in van der Laan [9] for the full list of assumptions required for asymptotic normality of √ (Ψ (̄ * ) −Ψ (̄0)).
Inference
The previous section established that the TMLEΨ * is an asymptotically linear estimator for our assumed statistical model ℳ from Section 2. This result relied in part on the assumption A1 (weak dependence of ). In particular, this assumption states that each can be dependent on at most other observations in = ( 1 , … , ),
where is fixed. We also derived the expression for the asymptotic variance of the TMLEΨ * , given by 2 0 . Our next goal is to conduct inference for the TMLE by estimating 2 0 . However, we must note that while our assumed statistical model ℳ allowed us to construct a consistent and asymptotically linear TMLE, the same model ℳ will not allow us to estimate its variance, i.e., it results in non-identifiable 2 0 . To clarify, our model assumed no additional knowledge about the joint distribution of , beyond their weak dependence. The weak dependence assumption alone provided no apparent method for obtaining a valid joint likelihood of . Thus, we are unable to perform any type of re-sampling from the joint distribution of . For example, our proposed estimator , from Section 4 put mass one on observed , which leads to an estimate of ( * [ | ] − Ψ ,0 ) that is constant zero for all = 1, … , . As a result, the NPMLE estimate , doesn't allow for valid estimation of the unit-specific components of the efficient influence curve (EIC) that contribute to 2 0 . In particular, we cannot estimate the terms 0 {( * [ | ] − Ψ ,0 ) × ( * [ | ] − Ψ ,0 )}, for any dependent and . As a consequence, asymptotic variance is non-identifiable and valid estimation of 2 0 will generally require making additional modeling restrictions for , beyond the previously assumed weak dependence of . However, if our statistical model results in a valid joint likelihood of and allows us to fit its joint distribution, then the variance 2 0 can be estimated. In this case one could employ the parametric bootstrap that re-samples from the joint fit of its distribution. To summarize, as long as we can fit the likelihood for Q W (i.e., assume a model on which would allow us to do that) then the TMLE variance In what follows, we provide some examples of specific modeling restrictions on (e.g., when assuming are iid) that allow us to consistently estimate the variance of the TMLE. We also describe an ad-hoc approach which may provide an estimate of the upper bound of such variance when not making any additional modeling restrictions for . Finally, we describe the inference for the parameter that conditions on all observed and thus doesn't require making any modeling assumptions about their joint distribution.
N.B. We note that our described TMLE is based on the EIC from Theorem Theorem 3.3. While this EIC was derived under no modeling restrictions on , our actual statistical model ℳ from Section 2 had to assume that satisfied the weak dependence assumption. As such, the EIC from Theorem Theorem 3.3 does not characterize the asymptotic efficiency bound within model ℳ. That is, by assuming some structure on we are implicitly changing the corresponding efficiency bound of our statistical model. Thus, our proposed TMLE is no longer an asymptotically efficient estimator in a model that assumes the weak dependence of . However, this restriction was crucial for proving the asymptotic linearity of TMLE and was thus unavoidable. We are also unaware of any current methods which would allow us to derive the EIC either for a model where only the weak dependence of is assumed or for some variation of this assumption. Furthermore, putting even more modeling restrictions on will further restrict the statistical model, implying that the previous TMLE will become even less efficient. However, these restrictions are only necessary to identify the variance, since the TMLE remains well-behaved in a bigger model ℳ. That is, these additional restrictions have to do with model-based variance estimation.
Inference when assuming a restricted joint model for the baseline covariates
Consider a special case where are iid. A valid approach to conducting inference is to use the empirical analogue estimator of 
and
We refer to Appendix B for results demonstrating the consistency of 2 when assuming iid . Note that each Ψ (̄ * , , ), for = 1, … , , can be approximated with Monte-Carlo integration by sampling with replacement from iid baseline covariates and then sampling exposures according to * . We also note that for the case of iid baseline covariates one can derive the actual EIC for this specific model, as it was presented in Section 6.2 of van der Laan [9] . However, the implementation of its corresponding plug-in asymptotic variance estimator is computationally overwhelming and we hence propose using the above estimator 2 of 2 0 . Furthermore, we know from the results for iid data that such EIC-based confidence intervals will generally provide correct coverage when̄and̄are correctly specified, and will be conservative if onlȳis specified correctly. Analogous to these results we expect our estimator 2 to be conservative when the model for̄0 is misspecified, and we test the validity of this conjecture in a simulation study in Section 7. One can then construct a 95% confidence interval (CI) * ± 1.96 / √ , which will provide correct asymptotic coverage. An alternative approach that avoids assuming iid is to assume a statistical model that specifies a particular ordering of observations = 1, … , . This ordering, combined with the weak dependence of , allows us to assume a particular statistical graph for the dependence among ( 1 , … , ), thus defining a unique factorization of the joint likelihood of . By putting additional modeling restriction on these individual likelihood factors we can obtain a single fit of the joint distribution . This will in turn allow us to re-sample . Thus, we would be able to obtain an estimate of each [ 0, ( ) 0, ( )] by utilizing the same plug-in approach as in the above described iid case. Note that by having a consistent estimate of [ 0, ( ) 0, ( )] one can also apply the same techniques from Appendix B to demonstrate that the corresponding empirical analogue estimate 2 will be also consistent for 
Ad-hoc upper bound for the variance
An alternative approach that avoids putting additional modeling restriction on the joint distribution of is to consider various ad-hoc approaches of obtaining conservative estimates of the variance. As one of the examples, consider a plug-in estimate for 
Note that the above -specific estimates , of 0, are no longer guaranteed to have mean zero (i.e., they are not necessary properly centered), resulting in the following conservative estimate of the variance:
Our simulations suggest that this estimator can be quite accurate when the number of friends | | is relatively uniform, for = 1, … , , and that it becomes conservative for networks with skewed friend distributions (simulation results not shown). Finally, for more extreme cases, such as when the number of friends follows a power law distribution, the above plug-in variance estimator becomes overly conservative to the point of being noninformative. It is our conjecture that as the variability of individual Ψ , 0 increases, this estimator should become more and more conservative. We now leave a more detailed analysis of this estimator as a topic of future research.
Inference when conditioning on the baseline covariates
Admittedly, the assumption of iid baseline covariates ( ) might be too restrictive for many realistic network data generating scenarios. Similarly, the other suggested approaches will also require making specific modeling assumptions that are not necessarily supported by the data. We now propose an alternative approach for conducting inference by simply giving up on the marginal parameter of interest and performing inference conditionally on the observed baseline covariates . This approach has been previously described in van der Laan [9] , Section 8 and it results in a TMLE which is identical to the one we present in this paper. Moreover, this TMLE achieves asymptotic normality with an identifiable asymptotic variance. The asymptotic variance estimator is given by
Note that this conditional TMLE doesn't require modeling the distribution of the baseline covariates and thus achieves the asymptotic normality under much weaker set of conditions for (see van der Laan [9] , Section 8). Thus, conducting conditional inference in a model with weakly dependent baseline covariates is a powerful alternative, especially when one is willing to accept the conditional interpretation of the resulting inference.
Simulation study
We performed a network simulation study evaluating the finite sample bias and variance of the TMLE presented in Section 4. We also evaluated the finite sample coverage of the confidence intervals described in Section 6. In addition to TMLE, we also used the Inverse Probability of Treatment Weighted (IPTW) estimator and the G-computation substitution estimator, where both of these estimators are defined below. All estimation was performed in language [45] using a stand-alone package tmlenet [31] . The results are reported for networks consisting of = 500 and = 1, 000 observations. The estimation was repeated by sampling 10, 000 datasets. Due to computing time limitations, each unit in the network was allowed to be connected to at most two other units (at most two friends in , for each = 1, … , ). However, we note that since the same estimand would generally be obtained only once when using the actual observed data, one should be able to employ the tmlenet package for estimation in more realistic network datasets where observed units may have much higher degrees of connectivity. The data generating distribution used in these simulations is described in more detail in Appendix A. Briefly, we first sampled iid baseline covariates, = ( 1 , … , ). For each unit , we then generated by first sampling its size, | |, uniformly from {0, 1, 2}, followed by uniform sampling without replacement of from the population of −1 units (all units, except ). The network-induced dependence among units was then simulated in the following manner. Each treatment was sampled as a Bernoulli random variable, with its probability of success depending on the baseline covariate values of units in ∪ { }. Similarly, each outcome was sampled as a Bernoulli random variable, with its probability of success depending on the baseline covariate values and treatments of units in ∪ { }. The probability of success for each was defined as a logit-linear function of the 2-dimensional summary ( , ∑ ∶ ∈ ), given as:
Similarly, the probability of success for each was defined as a logit-linear function of the 4-dimensional summary ( , ∑ , , ∑ ∶ ∈ ), given as:
In contrast, the estimation of the common-in-̄0 and the mixture densitȳ0 was based on non-parametrically defined summary measures, i.e., we let = (| |, , ∶ ∈ ) and = ( , ∶ ∈ ), such that, for all , | | = 4 and | | = 3. Whenever unit had fewer than 2 friends (| | < 2), the remainders of and were filled with zeros to ensure the same summary measure dimensionality across . The common-inmodel̄for̄0 was then estimated by fitting a logistic regression model to a pooled sample of units, using covariates ( , ). The estimation of the conditional mixture densitȳ0( | ) proceeded as follows. First, for any ( , ) ∈ (̄×̄), such that ∈ {0, 1} 3 and = ( (1), (2), (3) We then fit three separate logistic regression models, each estimating one of the factors in the above factorization, as if we were fitting common-in-models using an iid sample of observations ( , ). That is, the first factor (̄(1) = 1|̄) was fit as if we were estimating a common-in-model ( (1) = 1| ) for iid observations ( , ) =1 (note that (1) = ). Similarly, the second factor was fit as if we were estimating a common-in-model for ( (2) = 1| , ), and so on. The resulting three fits were then combined in order to obtain the estimatē( | ) of̄0( | ). We estimated̄ * 0 in a similar way, except that we first sampled a large dataset of observations ( * , ) from * and , , for = 1, … , , then constructed the summary data = ( , ∶ ∈ ), * = ( * , * ∶ ∈ ), and finally estimated̄ * by factorizing (̄ * = |̄= )
into three factors and fitting three logistic regressions to a pooled sample ( * , ) of observations. The stochastic intervention * ( | ) was defined as a common-in-intervention * on each , which assigned = 1 with some constant probability , i.e., ( * = 1) = . Our target parameter was then defined as the sample-average of outcomes under * , where we use 0 ( * ) to denote the parameter's true value. In our simulations we then estimated a discrete dose response curve { 0 ( * )} for ∈ [0, 0.1, … , 0.9, 1]. We also truncated the observation-specific weights̄ * ( | )/̄( | ) when their values exceeded 10 5 . Finally, the confidence intervals for the TMLE were constructed based on variance estimator 2 from Section 6. Lastly, we compared 2 with an alternative asymptotic variance estimator̃2 presented in van der Laan [9] , which requires the consistency of̄and̄and is given by:
IPTW (Horvitz-Thompson) estimator
The IPTW estimator is based on the TMLE weights̄0/̄ * 0 from Section 4.4 and is defined as the weighted average of the observed outcomes , weighted bȳ * /̄:
wherēis an estimator of the conditional mixturē0( 0 , ,0 ) defined in Section 3.1 and̄ * is an estimator of̄ * 0 ( * , ,0 ), also defined in Section 3.1. The estimators̄and̄ * are described in general in Section 4 and are also described above for the case of non-parametrically defined summary measures. We also conducted inference for , by relying on the same ideas described in Section 6. That is, we used the iid-data influence curve (̄0) of , in a model that assumes̄ * 0 and̄0 are known, characterizing the asymptotic variance of , by the following limit:
with ( , ) = 1 when ∩ ≠ ∅, and ( , ) = 0 otherwise. Replacing the unknown components of̄0 in (̄0) with corresponding estimates, we then obtained the following estimator
We then constructed 95% CIs as , ± 1.96 2 , / √ .
G-computation estimator
The G-computation substitution estimator , = Ψ(̄, , ) for 0 is based on the un-targeted model for the common-in-conditional expectation of , as a function of the summary data ( , ). Given stochastic intervention * , the G-computation estimator is obtained as:
where , is a NPMLE that puts mass 1 on observed vector . Evaluation of this estimator is equivalent to the Monte Carlo integration procedure described for the TMLE * in Section 4.4, except that we use the initial estimator̄for̄0 instead of its targeted version̄ * . The asymptotic variance of , was not estimated and no CIs were constructed.
Results
Our simulations compared three different model specification scenarios for̄0 and̄ * 0 /̄0: "(a) and̄ * /̄cor-rect" indicates that the models for both estimators,̄0 and̄ * 0 /̄0, were correctly specified; "(b) onlȳ * /̄correct" indicates that the model for the estimator of̄0 was misspecified, while the model for the estimator of̄ * 0 /̄0 was specified correctly; finally, "(c) only correct" indicates that the model for the estimator of̄0 was specified correctly, while the model for the estimator of̄ * 0 /̄0 was misspecified. Figure 1 and Figure 2 present the simulation results for finite sample bias and empirical variance. Bias was plotted as the estimate minus the true parameter value ( ( * ) − 0 ( * )), with different stochastic interventions * presented on the x-axis as "% Treated". Overall, our simulation results suggest that TMLE performs well in finite samples with dependent observations. We were able to demonstrate the double robustness property of TMLE, with it being unbiased in each of the three considered scenarios. Our results also indicate that the other two estimators are unbiased for scenario ( ), but can perform poorly in alternative scenarios ( ) and ( ). Overall, we found the IPTW estimator to be the most variable and also most susceptible to near-positivity violations. Figure 1 Empirical distributions for TMLE, IPTW and G-COMP, centered at the truth and estimated over 10,000 simulated data sets of size 500 (top row) and size 1,000 (bottom row) for scenario (a) -correctly specified and̄ * /. Colored ribbons mark the 2.5th to 97.5th percentile ranges of the estimands. The centered IPTW estimates outside the range of ±1 were removed.
Figure 2
Empirical distributions for TMLE, IPTW and G-COMP, centered at the truth and estimated over 10,000 simulated data sets of size 500 (top row) and size 1,000 (bottom row) for scenarios: (b) -onlȳ * /̄correctly specified; and (c) -only correctly specified. Colored ribbons mark the 2.5th to 97.5th percentile ranges of the estimands. The centered IPTW estimates outside the range of ±1 were removed.
The coverage results are presented in Figure 3 , Figure 4 and Figure 5 , where we plotted the 95% CI coverage for various asymptotic variance estimators, along with the mean CI length. We first compared the TMLE coverage of our proposed variance estimator, 2 , from Section 6 to the TMLE coverage based on the iid variance
that made no adjustments for correlated observations, i.e., 2 , is the EIC-based variance estimator that assumes data are iid. Our results in Figure 3 indicate that 2 , tended to under-estimate the variance of TMLE, resulting in CIs that were too narrow for both sample sizes. We expect the coverage issues for 2 , to become even more pronounced when the between-unit dependence increases, as may be the case in more realistic network scenarios with units having much higher degrees of connectivity. Figure 3 Comparing the 95% CI coverage (top row) and length (bottom row) for the TMLE using two alternative variance estimates:
2 -variance estimate that correctly adjusts for the dependence between observations; 2 , -iid variance estimate that ignores the dependence between observations. The estimates are obtained from 10,000 simulated data sets of size 500 ('Sim N500') and size 1,000 ('Sim N1000'). Scenarios: (a) -correctly specified and̄ * /; (b) -onlȳ * /̄correctly specified; and (c) -only correctly specified.
In addition, the CIs for our dependent-data variance estimate 2 become conservative when̄was misspecified. The latter result was expected based on the predictions from the semi-parametric efficiency theory for iid data. In Figure 4 we compared the coverage of IPTW with that of TMLE. Finally, we compared the TMLE coverage for our dependent-data variance estimate 2 to the alternative asymptotic variance estimatẽ2 from van der Laan [9] . The simulation results of this comparison in Figure 5 show nearly identical coverage under correctly specified̄. However, when̄is misspecified, the two estimators behaved differently, with̃2 showing slightly lower coverage for some sections of the estimated dose response curve. We also note that near positivity violations will generally increase the variability of our estimators. In particular, one would expect the near positivity violations to be more pronounced closer to the tail-ends of the discrete dose response curve { 0 ( * )}, namely, for values of close to 0 or 1. Indeed, this is also demonstrated in our simulations, where we noted increasing variability of all estimators closer to the edges of the estimated dose response curve, which also contributes to a small drop in coverage. Figure 4 Comparing the 95% CI coverage (top row) and length (bottom row) for TMLE (variance estimate 2 ) and IPTW (variance estimate 2 , ). The estimates are obtained from 10,000 simulated data sets of size 500 ('Sim N500') and size 1,000 ('Sim N1000'). Scenarios: (a) -correctly specified and̄ * /; (b) -onlȳ * /̄correctly specified; and (c) -only correctly specified. Figure 5 Comparing the 95% CI coverage (top row) and length (bottom row) of the two TMLE variance estimates, 2 and 2 , both of which adjust for the dependence between units, but the latter variance estimate assumes correctly specified . The estimates are obtained from 10,000 simulated data sets of size 500 ('Sim N500') and size 1,000 ('Sim N1000'). Scenarios: (a) -correctly specified and̄ * /; (b) -onlȳ * /̄correctly specified; and (c) -only correctly specified.
Intervening on groups of friends and intervening on network
Estimation for an arbitrary collection of stochastic interventions
We now show that the estimation framework presented thus far can be easily adapted to the estimation of the sample-average treatment effects for an arbitrary collection of -specific stochastic interventions * , where each * may intervene on the treatments of 's friends in addition to intervening on the treatment of itself.
A collection of such interventions involving all units, { * ∶ = 1, … , }, generally cannot be described by a single intervention
. For example, consider the problem of estimating the direct average treatment effect in a network of connected individuals, where we define each * by intervening on a unit-specific treatment, , setting it to a constant (zero or one), but leave unchanged the distribution of for 's friends ∈ intact. That is, we assume the intervention for each is stochastically sampled from its observed distribution 0 ( | ) or instead deterministically set to its observed value . This type of direct effect parameter has been previously explored in spillover studies, for example, in the study of the effects of deworming among rural Kenyan primary schools by Miguel and Kremer [46] and in its replication study by Davey et al. [47] . We are interested in estimation of the following target parameter,
defined as the average of expectations of * , where each outcome * is generated under the -specific postintervention distribution that replaces the observed treatment allocation for and ∈ with * as just described. Clearly the collection of such -specific interventions across all units is incompatible with a single joint stochastic intervention * on given , since the intervention * for ≠ and ∈ requires setting to a constant one or zero, while the intervention * requires that is randomly sampled from 0 or is set to .
Nonetheless, this target parameter 0 remains well-defined with respect to a collection { * ∶ = 1, … , }, and we may apply the same arguments as in Section 3.1, noting that 0 can be equivalently written as:
where ℎ * ,0 ( * , ,0 ) is the density determined by * ( | ), ,0 and the -specific summary measures ( , ), ( ), andh * 0 is a mixture of ℎ * ,0 , defined ash * 0 ( , ) ∶= 1/ ∑ =1 ℎ * ,0 ( , ). We also note that when ( , ) are discrete, one obtains:
Thus, this new target parameter Ψ( 0 ) can still be represented by an equivalent mixture mappingΨ (̄0) from Theorem Theorem 3.1 and hence, the efficient influence curve of this new Ψ( 0 ) is given by the samē from Theorem Theorem 3.3. In the above, we also assumed that such -specific densities ℎ * ,0 ( , ) are welldefined with respect to some common dominating measure , , withh * 0 being factorized ash * 0 ( , ) = * 0 ( | )̄, 0 ( ), which provides the definition of̄ * 0 . Hence, the TMLE framework from Section 4 can be directly applied to estimation of these types of parameters, with the only modification that we now require that each -specific summary * is sampled conditionally from its -specific intervention * on given .
In particular, we use Lemma Lemma 4.1 to obtain a reasonable approximation for̄ * 0 by modifying it's direct estimator from Section 4.3 in the following manner: First, obtain a large simulated dataset of -specific summaries ( * , ), for = 
Estimation for interventions on the network structure
Overview. Observed network data
We note that our framework can be also applied to estimation of the effect of intervening on the network structure. Suppose that we observe at baseline some initial network 0 = ( 0 1 , … , 0 ) for the community of connected units and we are treating 0 as fixed. As before, we are assuming that the maximum number of friends for each unit (i.e., the dimensionality of each 0 ) is bounded by some constant that doesn't depend on . We then collect data on baseline covariates = ( 1 , … , ), followed by a random draw of another network profile = ( 1 , … , ) and the outcomes = ( 1 , … , ), where each is now based on the initial network 0 . Thus, the observed data on connected units is given by = ( 0 , , , ) and we assume the exposure for each unit is given by the set . Since we are interested in interventions which will modify the observed network profile (e.g., adding or removing some friends in each ) it is natural to allow to be random, but driven by 's own covariates and the covariates of 's friends from 0 . Thus, we assume that the -specific conditional distribution ,0 for given ( 0 , ) only depends on the initial network offset 0 and the baseline covariates ( , ∶ ∈ 0 ). Furthermore, we assume its conditional density ,0 ( | 0 , ) is well-defined. We also assume that ,0 , the common-in-conditional distribution of given , depends only on ( , ∶ ∈ ), i.e., units from this newly drawn friend set .
Network interventions and target parameter
We follow the framework outlined in Section 2 and define the intervention on a network profile as a usersupplied density * ( * | ) that replaces the observed conditional density 0 ( | ), where we also assumed that the initial network offset 0 is included in . Alternatively, we could also follow Section Section 8.1 and define our intervention as a collection of the user-supplied -specific densities { * ∶ = 1, … , }, where each * ( * | )
replaces the true -specific density ,0 ( | ). As noted in Section 8.1, a collection of such -specific stochastic interventions generally cannot be described by a single multivariate intervention
) and may result in an incompatible network intervention. Nonetheless, these are still welldefined interventions and we note that the target parameter indexed by such -specific interventions
is still well-defined. We also note that the types of interventions we will consider will generally use the current network sets as inputs, to produce intervened network sets * . Therefore, we are concerned here with stochastic interventions which depend on the current sets . Even if the intervention itself is a deterministic function of (e.g., always remove the first friend), it is still stochastic by the nature of its dependence on .
As a motivating example, consider an intervention defined for = 1, … , that removes certain friends ∈ of each unit when ( ) ≥ , where is some pre-defined cutoff value and ( ) is some user-defined function mapping in ℝ (e.g., ( ) characterizes the baseline "risk-profile" of ). This intervention defines the post-intervention distribution that replaces ,0 ( ∶ ∈ ), i.e., the observed conditional distribution of given , with a new distribution ,0 ( ∶ ∈ * ), where * is the intervened friend set such that the unit ∈ * only if ∈ and ( ) < . We now define our statistical parameter as the sample-average of the expected outcomes under the -specific post-intervention distributions that replace each observed network allocations ,0 with such intervention densities * :
.
Statistical model and dimension reduction assumptionsWe have described how the interventions on the networks sets fit within our previously outlined framework in Section 2, where defines the exposure for each unit . Our next step is concerned with dimensionality reduction, where we define the appropriate summary measures ( , ), for = 1, … , , and then model conditional distribution of as a fixed-dimensional function of ( , ). In order to be able to intervene on we have to assume that the conditional distribution ,0
depends on all through an dimensional set ( ( ∈ ) ∶ = 1, … , ). That is, we have so far assumed that ,0 is a function of ( , ∶ ∈ ). Replacing with the intervened friend set * implies that ,0 becomes a function of ( , ∶ ∈ * ). In that sense, depends on all , except that for most , we have ( ∈ ) = 0 and hence makes no real contribution to ,0 , unless ∈ . In summary, we change the dependence of on particular in by changing the composition of the set and we only intervene on the way may depend on a particular through indicators ( ∈ ), for = 1, … , . This also implies that the conditional distribution of the outcome is now truly a function of the entire dimensional set = ( 1 , … , ), making estimation of ,0 particularly challenging. Thus, we first need to make additional simplifying assumptions which would allow us to estimate ,0 . For convenience, we now assume that ∈ 0 , ∈ and ∈ * , for all = 1, … , (i.e., is always connected to itself). Assume that the 's network draw is always a finite dimensional augmentation of the initial network offset 0 . That is, the set of possible realizations of is restricted to be within some close proximity of 0 . We note that the network profile can be viewed as an × adjacency matrix of indicators and our assumptions imply that rather then allowing to be any possible realization of an × adjacency matrix, we restrict to finite-dimensional perturbations of matrix 0 , allowing to only change locally as a function of 0 and . For example, rather than allowing to draw any new friend ∈ {1, … , }\ , one may assume that is restricted to drawing a new friend only when is in a set 0+ ∶= ∪ ∈{ ∪ } 0 . In this case we are assuming that in the new network realization can only add friend if and had at least one friend in common at baseline (i.e., there was at most 2nd degree of connectivity between and ). Such an assumption implies that is no longer of dimension , but is rather of a fixed dimension that only depends on . The set of possible network interventions on , namely, each intervened * , is now similarly restricted to realizations of the same finite-dimensional set 0+ .
Having defined as a realization of the finite dimensional set + , we define the unit's exposure , for = 1, … , , as a finite-dimensional set of indicators ( ( ∈ ) ∶ ∈ 0+ ), namely, each is a binary vector of the common-in-dimension + , with each non-zero entry in denotes which units in 0+ are actual friends of . The -specific network intervention * can be defined by directly intervening on the indicators ( ∈ )
in . We define the baseline summary measure ∶= ( ) as a finite dimensional set ( ∶ ∈ 0+ ), for = 1, … , . Additionally, we define the exposure summary measure ( , ) that depends on ( , ) only as a function of the set ( ( ∈ ) ∶ ∈ 0+ ), i.e., ∶= ( , ) = ( ( ∈ ) ∶ ∈ 0+ ), for = 1, … , , and we assume each (⋅) maps into ℝ , for a common-in-dimension . Next, we model the conditional probability of the outcome as a common-in-function ,0 that depends on ( , ) only as a function of the summary , for = 1, … , . Note that the crucial assumption that (⋅) is a function of ( ( ∈ ) ∶ ∈ 0+ ) allows us to take full advantage of the dimensionality reduction due to (⋅) and still define the target parameters which actually correspond to the effects of intervening on the observed network realization . We may also assume that depends on some common-in-summarỹ( ∶ ∈ 0+ ) =̃( ) that is unrelated to the new network draw , and hence would not be affected by an intervention * on . Note that such modeling restrictions on now make it possible to estimate our parameter Ψ( 0 ). With a slight abuse of notation, we use ,0 ( | ) to denote the conditional density of given , and similarly, we use * ( * | ) to denote the -specific stochastic intervention on , implied by * . We also note that due to our modeling assumptions for the conditional distribution of given ( 0 , ), we have that ,0 ( | ) = ,0 ( | ) and * ( | ) = * ( | ), which also leads to the following representation of our target parameter:
This shows that the new target parameter Ψ( 0 ) can be represented by an equivalent mixture mappingΨ (̄0) from Theorem Theorem 3.1. Consequently, the efficient influence curve of this new Ψ( 0 ) is given by the samef rom Theorem Theorem 3.3. It follows that the estimation procedure described in Section 4 remains unchanged when estimating this new parameter Ψ( 0 ). As before, we also assume that the -specific densitiesh * 0 ( , ) are well-defined with respect to some common dominating measure, and thath * 0 can be factorized ash * 0 ( , ) = * 0 ( | )̄( ).
As we describe in an example below, given a particular context, one might assume that the summary measures are of lower dimensionality than the identity mapping ( ( ∈ ) ∶ ∈ 0+ ). For instance, one may be able to define some low-dimensional summaries of ( ( ∈ ) ∶ ∈ 0+ ), which incorporate various features of unit 's network and the covariates of 's friends. One then has to assume that the conditional outcome model ,0 for each depends only on such low-dimensional features. Furthermore, if (⋅) and̃(⋅) depend only on some subset of ( ∶ ∈ 0+ ), then can be also redefined as a summary of lower dimension that only includes the subset of ( ∶ ∈ 0+ ) or the specific features of this subset. The direct estimation of the conditional mixtures̄0 and̄ * 0 is then performed conditional on this lower-dimensional summary .
Example Suppose that we gather some initial data on a network of sexual partners ( 0 = 0 1 , … , 0 ) in a community-based observational study of HIV risk factors. For each unit , we measure the baseline covariates, , which may include baseline HIV infection status ( ) along with various risk factors. We also assume that after some period of time the network of sexual partners on each unit was measured again. This new network realization for unit is denoted as set and it defines our exposure of interest. Suppose that several months later data was collected on the binary outcome which indicated whether subject contracted HIV during the follow-up period. Our scientific question of interest is to determine the expected incidence of HIV under a hypothetical intervention on the network of sexual partners of each unit . We note that our dimension reduction assumptions imply that the set of possible realizations of 's partners in a new network draw is restricted to units who were already connected to at baseline through a common partner, the set we previously denoted as 0+ . The exposure is defined as a vector of indicators ( ∈ ) based on the set of all possible partner realizations ∈ 0+ . We now assume that ,0 , the conditional probability of unit contracting HIV, depends on 's baseline covariates ( ) and the total number of 's current partners ( ∶= ∑ + =1 ( )). We also assume that ,0 depends on the covariates of 's current partners in only as a function of a lower-dimensional summary measure. For example, we suppose that the risk of contracting HIV for unit also depends on the proportion of the total number of 's partners who had HIV at baseline ( ∶= (1/ ) ∑ ∈ ), as well as the proportion of 's partners with high-risk as determined by ( ) > 1 , i.e, the summary = (1/ ) ∑ ∈ ( ( ) > ), where (⋅) maps the covariates in into a real line. We now suppose that the exposure summary is defined as ∶= ( ,  ,  ) , and the baseline summary is defined as ∶= ( , ( ) ∶ ∈ 0+ ). We also consider individual interventions * on that replace the observed partners of in with another set of partners * . For example, we consider the -specific intervention * that decreases the total number of 's partners by stochastically removing some ∈ , where this probability of removing a partner ∈ can be a function of 's baseline risk-profile ( ). Such an intervention * implies a new exposure set * and an intervention-specific summary * ∶= ( * , * , * ), where
One can now directly apply the TMLE framework from Section 4 to estimate the sample-average of the expected outcomes under such network interventions * , for = 1, … , . In particular, we first need to estimate the conditional mixtures̄0( | ) and̄ * 0 ( * | ) using the direct estimation approach, which then allows us to evaluate the clever covariate based on predictions [̄ * /̄] ( | ).
We then proceed to fit a common-in-initial model̄for the regression of given ( , ), followed by the TMLE updatē * for̄.
Discussion
In this paper we describe a practical application of the TMLE framework towards the goal of estimation of the sample-average treatment effects among possibly dependent units. Our first objective was to assume a realistic semi-parametric data generating model, which reflected the types of between-unit dependence one may encounter in real-life observational network study, for example, when the study units are connected via a social or geographical network. Our approach included a number of statistical assumptions, such as, the assumption of a certain conditional independence of outcomes and the assumption of fixed-dimension summary measures, which allowed us to perform estimation and inference under potential network dependence. Having defined our semi-parametric statistical model ℳ, we also defined our target of estimation Ψ( ) as a mapping from the joint distribution on connected units, for ∈ ℳ. We then showed in Section 3.1 Section 3.1 that this target parameter depends on the joint distribution of the data only as a function of the mixture distribution, wherēwas given as a mixture of the unit-specific components of . Such mixture mapping representation implied that our estimation problem was reduced to the problem of estimating the relevant factors of the mixture. We have argued that such dependent-data parameters can then be estimated by simply ignoring the dependence between connected observations (e.g., Lemma Lemma 4.1 Lemma 4.1), suggesting that an entire class of the iid data estimators, such as the iid TMLE algorithm we described in this paper, may be applied to estimation problems with potential network dependence. That is, we presented the dependent-data TMLE from van der Laan [9] as an iid data algorithm, with an unusual caveat that our stochastic intervention of interest̄ * 0 is dependent on the true distribution of the observed data. We also provided a simple estimator of the true asymptotic variance of the TMLE that was shown to be consistent for the model with independent baseline covariates. This variance estimator takes into account the known network structure, making adjustments for correlated EIC contributions of connected units. We also discussed the difficulty and proposed a few ad-hoc approaches for estimating the variance in a model with weakly dependent baseline covariates. Finally, we described an alternative approach for inference that conditions on the baseline covariates -an approach that results in a consistent variance estimate even for a model with weakly dependent baseline covariates. We also assessed the validity of our proposed inferential framework with a finite sample network simulation study. In particular, the finite sample performance of our proposed TMLE was compared to the parametric G-computation estimator and the IPTW estimator. Lastly, we assessed the finite sample coverage of our estimated asymptotic confidence intervals, e.g., comparing our dependent-data inference to inference that completely ignores the dependence among units. We observed that the latter approach to inference resulted in a coverage that was consistently below the nominal 95%. We also expect this coverage to become increasingly worse as one moves towards more realistic network scenarios characterized by denser networks and higher levels of between-unit dependence. However, we leave this topic to be explored in future simulation studies.
We extended the dependent-data TMLE framework first described in van der Laan [9] towards the estimation of a much larger class of parameters, such as the direct effect under interference. We have also shown that our framework can be extended to define interventions on the network itself. In particular, in Section 8.2 we described how one can estimate the post-intervention outcomes for interventions that statically or stochastically modify the initial network structure 0 . Furthermore, we no longer require complete independence of the baseline covariates for conducting valid statistical inference for our TMLE. Finally, we believe our work provides an important proof of concept, demonstrating that estimation and valid statistical inference for dependent data collected from a single network are possible in this large class of semi-parametric models.
We note that the TMLE updatē * presented in this paper differs slightly from van der Laan [9] in terms of its suggested parametric submodel fluctuation, {̄( ) ∶ }, with the latter TMLE update being based on the following parametric submodel: Logit̄( ) = Logit̄+̄ * 0 /̄0. Both of these fluctuations result in TMLEs with equivalent asymptotic properties, as both updates solve the same empirical score equation. However, the two may differ in their finite sample properties. In particular, the TMLE we present here may be less sensitive to practical positivity violations, while providing similar bias reduction as the TMLE from van der Laan [9] . We also note that the TMLE update presented here may be less computationally intensive, since it only requires evaluations of the clever covariate[̄ * /̄] ( | ), for = 1, … , . The TMLE algorithm proposed in van der Laan [9] may require computinḡ * /̄( | ) for every in the support of * , for = 1, … , (i.e., all such that * ( | ) > 0) due to its specific parametric submodel update. We now note a few possible directions for future research. First, additional simulation studies should explore the performance of our TMLE in more complex networks, such as, networks generated from the preferential attachment model with power law node degree distribution [48] or networks generated under the small world model [49] . Second, it would be of interest to study how our proposed framework may be applied to estimate the change in the observed sample-average outcome when an intervention is applied to another community with a different network structure and different distribution of baseline covariates, a notion known as transportability [50] [51] [52] . Third, it is of scientific interest to explore how our estimation framework can be extended to real-world problems in which data on only a subsample of the full network is available. Moreover, the network structure on the observed units themselves is frequently not fully known, in which case it may be necessary to incorporate the uncertainty introduced by inferring the network structure from the observed data [53] . Finally, future work will investigate the estimation of causal parameters in longitudinal settings where the effect of a single time point intervention can propagate over time through the network, as is typically the case when one describes contagion in social networks [54, 55] . 
Notes
