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Kurzfassung
In der vorliegenden Arbeit wird das bestärkende Lernen im Kontext der Steuerung
und Regelung nichtlinearer dynamischer Systeme untersucht. Es werden zunächst die
Grundlagen der stochastischen Optimalsteuerung sowie des maschinellen Lernens, die
für die Betrachtungen dieser Arbeit relevant sind, erläutert. Anschließend werden die
Methoden des bestärkenden Lernens im Kontext der datenbasierten Steuerung und
Regelung dargelegt, um anschließend auf drei Methoden des tiefen bestärkenden Lernens
näher einzugehen. Der Algorithmus Deep-Deterministic-Policy-Gradient (DDPG) wird
zum Gegenstand intensiver Untersuchungen an verschiedenen mechanischen Beispielsys-
temen. Weiterhin erfolgt der Vergleich mit einem klassischen Ansatz, bei dem die zu
bewältigenden Steuerungsaufgaben mit einer modellbasierten Trajektorienberechnung,
die auf dem iterativen linear-quadratischen Regler (iLQR) basiert, gelöst werden. Mit
dem iLQR können zwar alle Steuerungsaufgaben erfolgreich bewältigt werden, aber für
neue Anfangswerte muss das Problem erneut gelöst werden. Bei DDPG hingegen wird
ein Regler erlernt, der das zu steuernde dynamische System – aus nahezu beliebigen
Anfangswerten – in den gewünschten Zustand überführt. Nachteilig ist jedoch, dass der
Algorithmus sich auf hochgradig nichtlineare Systeme bisher nicht anwenden lässt und
eine geringe Dateneffizienz aufweist.
Abstract
In this thesis, the application of reinforcement learning for the control of nonlinear
dynamic systems is researched. At first, the relevant principles of stochastic optimal
control and machine learning are layed out. Afterwards, reinforcement learning is em-
bedded in the context of optimal control. Three methods of deep reinforcement learning
are analyzed. A particular algorithm, namely DDPG, is chosen for further studies on a
variety of mechanical systems. Furthermore, the reinforcement learning approach is com-
pared to a model-based trajectory optimization method, called iterative linear-quadratic
regulator (iLQR). All control problems can be successfully solved with the trajectory
optimization approach, but for new initial conditions, the problem has to be solved
again. In contrast, with DDPG a global feedback controller is learned, that can drive
the controlled system in the desired state. Disadvantageous is the poor data efficiency
and the lack of applicability to highly nonlinear systems.
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x ∼ p(x) Zufallsvariable x ausgewählt aus der Verteilung p(x)
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Bemerkung zur Notation In der vorliegenden Arbeit wird entgegen der im deut-
schen Sprachraum üblichen Schreibweise der Punkt „.“ als Dezimaltrennzeichen verwen-
det. Hintergrund ist die Konsistenz zu automatisch generierten Achsenbeschriftungen
in Abbildungen und die Eindeutigkeit bei der Angabe von Vektoren und Mengen, bei




In den letzten Jahren konnten bemerkenswerte Fortschritte auf dem Gebiet des ma-
schinellen Lernens erreicht werden. Besonders in der Sprach- und Bildverarbeitung [72,
31, 18] sowie der künstlichen Intelligenz [60, 43] und Robotik [53, 34] hat sich dieser
Fortschritt bemerkbar gemacht. Dies wird zum Einen durch die Verfügbarkeit großer
Datenmengen und entsprechender Rechenleistung ermöglicht, zum Anderen hat die
Entwicklung von entsprechenden freien Software-Bibliotheken [47, 38, 10] für (tiefes)1
maschinelles Lernen (engl. deep learning) diesen Prozess beschleunigt.
Eine der Schwierigkeiten des maschinellen Lernens bestand in der Merkmalsextraktion
(engl. feature extraction), auf welche beim tiefen maschinellen Lernen größtenteils
verzichtet werden kann. Durch die Anwendung des tiefen maschinellen Lernens ist es
bspw. möglich, Motorsteuersignale direkt aus Pixeldaten eines Bildverarbeitungssystems
zu generieren, um die Manipulationsaufgabe eines Industrieroboters zu bewältigen [33].
Ein weiterer Faktor, der die Popularität des (tiefen) maschinellen Lernens beflügelt,
ist die Tatsache, dass wissenschaftliche Meilensteine auf dem Gebiet der künstlichen
Intelligenz ein besonderes Maß an Aufmerksamkeit in der öffentlichen Wahrnehmung
erregen [71, 58, 15].
Es wird auf eine lange Tradition von Ereignissen zurückgeblickt, bei denen bisher aus-
schließlich dem Menschen vorbehaltene kognitive Leistungen durch intelligente Systeme
übertroffen wurden.
Im Jahr 1997 wurde der Schachweltmeister Garri Kasparow von dem von IBM entwi-
ckelten Programm Deep Blue in einem Spiel aus sechs Partien geschlagen [9]. Fast 20
Jahre später im Jahr 2016 wurde ein ähnliches Ergebnis für das traditionelle chinesische
Spiel Go erzielt, bei dem das von Google DeepMind entwickelte Programm AlphaGo
Lee Seedol, einen weltweit führenden Go-Spieler, in einer Partie aus fünf Spielen zur
Aufgabe zwang [60].
1Tief bezieht sich auf die Topologie der verwendeten KNN.
1
Im Jahr 2011 konnte die künstliche Intelligenz IBM Watson in dem US-amerikanischen
Fernsehquiz Jeopardy gegen seine menschlichen Gegner triumphieren [37]. Bei Jeo-
pardy wird den Kandidaten eine Antwort gegeben, zu der sie die entsprechende Frage
formulieren müssen.
Diesen Programmen ist gemein, dass sie das bestärkende Lernen nutzen.
1.1 Bestärkendes Lernen
Das bestärkende Lernen (engl. reinforcement learning) wird neben dem überwachten
(engl. supervised) und unüberwachten (engl. unsupervised) Lernen als dritte Teildisziplin
des maschinellen Lernens angesehen und beschäftigt sich mit Problemen der sequenziellen
Entscheidungsfindung. Es ist theoretisch und historisch mit der optimalen Steuerung
eng verzahnt und wird auch als direkte adaptive Optimalsteuerung interpretiert [67].
Die aktuellen Fortschritte des (tiefen) bestärkenden Lernens sowie der Zusammenhang
mit der optimalen Steuerung machen die Untersuchung aus Sicht der Regelungs- und
Steuerungstheorie und werfen somit zwei Fragen auf: Inwieweit eignen sich die Methoden
des bestärkenden Lernens für die Steuerung und Regelung nichtlinear dynamischer
Systeme und wie schlagen sie sich im Vergleich zu klassischen Methoden der Regelungs-
und Steuerungstheorie?
Ein weiterer Faktor der das bestärkende Lernen für die Regelungs- und Steuerungstheorie
interessant macht, sind die steigenden Anforderungen, die an Regelungseinrichtungen –
auch bedingt durch neue Anwendungen – gestellt werden. So sollen Roboter künftig
komplexe Manipulationsaufgaben lösen und sich adaptiv an neue Situationen anpassen.
Es scheint zudem sinnvoll – mit Bezug auf die Entwicklungen im Rahmen von der sog.
Industrie 4.0 – vorhandene Daten zu nutzen.
Viele Ergebnisse des bestärkenden Lernens beruhen lediglich auf Simulationsstudien,
da sich durch die geringe Dateneffizienz vieler Methoden eine Anwendung auf realen
Systemen schwierig gestaltet. Dennoch wurde das bestärkende Lernen schon erfolgreich
auf reale regelungstechnische Problemstellungen angewandt [13, 22, 27, 55].
1.2 Aufbau der Arbeit
Die vorliegende Arbeit befasst sich mit dem bestärkenden Lernen als Methode zur
Steuerung und Regelung nichtlinearer dynamischer Systeme.
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In Kapitel 2 werden die theoretischen Grundlagen der optimalen Steuerung sowie des
maschinellen Lernens beschrieben. Es werden grundlegende Konzepte herausgearbeitet,
die für das Verständnis der weiterführenden Kapitel nötig sind.
In Kapitel 3 und Kapitel 4 werden die untersuchten Methoden des (tiefen) bestärkenden
Lernens erläutert. Ein besonderes Augenmerk wurde darauf gelegt, das bestärkende
Lernen schlüssig in den Kontext der optimalen Steuerung einzubetten und so den
Zusammenhang mit dieser zu verdeutlichen.
In Kapitel 5 wird anschließend der iterative linear-quadratische Regler (iLQR) – ein
fortgeschrittenes Verfahren zur Steuerung und Regelung nichtlinearer dynamischer
Systeme – als Referenzmethode eingeführt.
In Kapitel 6 folgt ein ausführlicher Vergleich der untersuchten Methoden an verschiedenen
mechanischen Beispielsystemen sowie eine Auswertung der Ergebnisse. Abschließend





Die Basis für die Betrachtungen der vorliegenden Arbeit sind nichtlineare dynamische
Systeme mit diskreter Zeitentwicklung
xk+1 = fd(xk,uk,wk), k = 0, ..., N − 1, (2.1)
mit diskretem Zeitindex k, Zustand xk ∈ Xk ⊂ Rn, Eingang oder Steuerung uk ∈
U(xk) ⊂ Uk ⊂ Rm, sowie einer Störgröße wk ∈ Wk ⊂ Rd zum Zeitpunkt k. Die
Horizontlänge N bestimmt, wie oft eine Steuerung angewandt wird. Die Abbildung
fd : Xk × Uk × Wk → Xk+1 beschreibt, wie sich der Systemzustand x in der Zeit
entwickelt [4, S. 2ff].
Der Eingang uk ist beschränkt auf eine nichtleere Teilmenge U(xk) ⊂ Uk, die von xk
abhängt. Die Folge w0,w1, ...,wN−1 wird als unkorreliert angenommen.
Alternativ kann (2.1) auch als bedingte Verteilung
xk+1 = wk, (2.2)
mit
wk ∼ p(·|xk,uk), k = 0, 1, ..., N − 1, (2.3)
dargestellt werden, welche die Wahrscheinlichkeit für eine Transition vom Zustand xk
in den Folgezustand xk+1 bei Anwenden der Steuerung uk angibt [4, S. 13]. Es wird
vorausgesetzt, dass der Gradient ∇ukp(xk+1|xk,uk) existiert und so wie (2.3) stetig in
xk und uk ist.
Bemerkung 2.1. Dass an dieser Stelle zwei Ausdrücke (2.1) und (2.3) für die System-
dynamik gegeben sind, hängt damit zusammen, dass je nach Problemstellung eine der
beiden Darstellungen zu bevorzugen ist, um mathematisch konsistente und übersichtli-
che Ausdrücke zu erhalten. Im regelungstechnischen Kontext wird (2.1) gegenüber (2.3)
bevorzugt, wohingegen (2.3) im Kontext des bestärkenden Lernens breite Verwendung
findet.
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Das System (2.1) erfüllt per Konstruktion die Markow-Eigenschaft, welche besagt, dass
xk+1 nur von Größen des vorherigen Zeitschritts k abhängt [59]:
p(xk+1|xk,uk) = p(xk+1|x0,u0, ...,xk,uk), k = 0, ..., N − 1. (2.4)
Die Trajektorie
τ := {X [0:N−1],U [0:N−1]} (2.5)
des Systems (2.1), mit
X [0:N−1] := {x0, ...,xN−1} (2.6)
und
U [0:N−1] := {u0, ...,uN−1} (2.7)
beschreibt den zeitlichen Verlauf der Zustands- und Eingangsgrößen.
Die multivariate Verteilung




gibt die Wahrscheinlichkeit für das Auftreten einer Trajektorie τ an [32].
2.1 Stochastische Optimalsteuerung
Im Folgenden werden die notwendigen Grundlagen der stochastischen Optimalsteuerung
für die Betrachtungen dieser Arbeit erläutert. Der deterministische Fall ist gegeben
indem (2.1) durch das deterministische Äquivalent
xk+1 = fd(xk,uk), k = 0, ..., N − 1 (2.9)
ersetzt wird. Dadurch werden die Ausdrücke der folgenden Betrachtung ebenfalls de-
terministisch. Die Bildung des Erwartungswertes geht dann in einen Ausdruck mit
Gleichungsnebenbedingungen über.
2.1.1 Grundlagen der optimalen Steuerung
Das System (2.1) akkumuliert ausgehend von einer gegebenen Verteilung des Anfangs-
zustands p(x0) Kosten C, die durch eine additive Kostenfunktion ck : Xk × Uk → R≥0





mit den Endkosten cN(xN) definiert sind.
Die zu erwartenden Restkosten für eine gegebene Eingangsfolge U [0:N−1], sowie einen
Anfangszustand x sind gegeben durch









Der Erwartungswert wird hier auf (2.10) angewandt, um –hinsichtlich des stochastischen
Charakters von (2.1) – einen sinnvoll zu optimierenden Ausdruck zu gewährleisten [4,
S. 3].
Definition 2.1 (Rückführung). Eine Rückführung bzw. ein Rückführ- oder Regelgesetz
(engl. control policy)1 ist eine Folge von Funktionen
pi = {µ0, µ1, ..., µN−1} , (2.12)
wobei µk den Zustand xk auf eine Steuerung
uk = µk(xk) (2.13)
abbildet. Die Rückführung ist zulässig, wenn µk(xk) ∈ U(xk) für alle xk ∈ Xk und k gilt
[4].
Weiterhin kann pi auch stochastischen Charakter haben und als bedingte Verteilung über
den Zustand
uk ∼ pi(uk|xk) (2.14)
gegeben sein. Die deterministische Rückführung (2.13) kann in der Form (2.14) darge-
stellt werden:
pi(uk|xk) =
1, wenn uk = µk(xk),0, sonst. (2.15)
Für die Rückführung pi wird eine Verteilung ppi(τ ) eingeführt, die die Wahrscheinlichkeit
für das Auftreten einer Trajektorie τ angibt [49]:




Definition 2.2 (Bewertungsfunktion Qpi). Die Bewertungsfunktion (engl. Q-function,
action-value function) Qpi für eine gegebene Rückführung pi gibt die zu erwartenden
Restkosten für ein gegebenes Zustands-Eingangspaar (x,u) an [49]:






∣∣∣∣xk = x,uk = u
}
(2.17)
1In der englischsprachigen Literatur wird oft auch nur von policy gesprochen.
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Definition 2.3 (Restkosten V pi). Die zu erwartenden Restkosten (engl. value function)
V pi für eine gegebene Rückführung pi ausgehend von einem Anfangszustand x sind durch
V pi(x) = Euk∼pi(·|xk)
{
Qpi(xk,uk)
∣∣∣∣x0 = x} (2.18)
gegeben [49].
Das Problem der optimalen Steuerung
Das Problem der optimalen Steuerung wird auf zwei Weisen formuliert und entsprechend
gelöst. Zur Lösung des Problems der optimalen Steuerung ist entweder




u.B.v. xk+1 = fd(xk,uk,wk), k = 0, ..., N − 1, (2.19b)
uk ∈ U(xk), (2.19c)
geg.x0, (2.19d)
oder
2. die optimale Rückführung pi∗ zu bestimmen, welche die zu erwartenden Restkosten
Vpi minimiert:
V ∗(x0) = min
pi∈Π
V pi(x0), (2.20)
wobei pi∗ Element des Funktionenraumes der zulässigen Rückführungen Π ist. Die
Minimierung führt auf die minimalen bzw. optimalen Restkosten (engl. optimal
value function) [4, S. 14].
Modellprädiktive Regelung (engl. model predictive control) (MPC)
Die MPC ist eine fortgeschrittene Methode der Steuerungs- und Regelungstheorie,
bei der in jedem Zeitschritt k das verkürzte Optimierungsproblem (2.19) über Np
Zeitschritte gelöst wird [20]. Mit Np ist der Prädiktionshorizont bezeichnet. Der erste
Wert u∗0 der bestimmten optimalen Eingangsfolge U ∗[0:Np−1] wird auf das System (2.1)
angewandt, woraufhin eine Zustandstransition erfolgt. Der Folgezustand wird als neuer
Anfangswert genutzt, um erneut das Optimierungsproblem zu lösen. Im Gegensatz zur
naiven Anwendung der Steuerfolge U ∗[0:Np−1] wird so der Einfluss von Störgrößen und
Modellunbestimmtheiten kompensiert.
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Algorithmus 1 Modellprädiktive Regelung MPC
Anfangswert x0 ∼ p(x0)
for k = [0, ..., N − 1] do




2.1.2 Dynamische Programmierung (DP)
Die dynamische Programmierung (DP) basiert auf dem Optimalitätsprinzip von Bellman,
welches besagt, dass sich jede optimale Lösung von (2.20) aus optimalen Teillösungen
zusammensetzt. Die Grundidee der DP ist es, das Problem in Teilprobleme zu unterteilen,
welche einfacher gelöst werden können und diese Teillösungen zur Gesamtlösung zusam-
menzusetzen. In der Informatik wird dieser Ansatz als Teile-und-herrsche-Verfahren
bezeichnet [12, S. 28].









Rückführung für (2.18). Betrachtet man das Teilproblem von (2.11), bei dem ausgehend
vom Zustand xi die Restkosten
















für das Teilproblem [4, S. 18].
Auf Basis von Satz 1 lässt sich der Algorithmus der dynamischen Programmierung
herleiten, der in Satz 2 aufgeführt ist.
Satz 2 (Dynamische Programmierung (DP)). Für jeden Anfangszustand x0, sind die
minimalen Restkosten V ∗(x0) gleich den Restkosten V0(x0) des folgenden Algorithmus.
Dieser berechnet ausgehend von k = N bis zu k = 0 – für alle xk ∈ Xk – die minimalen
Restkosten für eine gegebene Randbedingung cN(xN):







, k = 0, 1, ..., N − 1.
(2.21b)
Wenn weiterhin u∗k := µ∗k(xk) der Minimierer von (2.21b) für alle xk und k ist, dann








optimal [4, S. 23].
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2.1.3 Markow-Entscheidungsproblem (MEP)
Definition 2.4 (MEP). Ein MEP ist ein TupelM = (X,U, T , c, γ). Dabei bezeichnet
X einen Zustandsraum, U einen Eingangsraum, T einen Transitionsoperator, c ein
Kostenfunktional und γ einen Diskontierungsfaktor [59].
Ein MEP bildet einen sehr allgemein gehaltenen Rahmen für die Lösung von Problemen
zur sequenziellen Entscheidungsfindung mit Unbestimmtheiten. Prinzipiell kann jede
regelungstechnische Problemstellung als MEP formuliert werden.
Bemerkung 2.2 (Partiell beobachtbares MEP). Bei partiell beobachtbaren MEP wird
davon ausgegangen, dass nur der Ausgang yk bekannt ist und so nur eine indirekte
Kenntnis über den Zustand xk vorliegt. Der Zusammenhang von xk und yk wird durch
die bedingte Verteilung
h(yk+1|xk+1,uk) (2.22)
definiert [59]. In diesem Fall kann die optimale Rückführung pi∗, im Gegensatz zu der
optimalen Rückführung eines MEP, auch stochastisch sein [62]. In dieser Arbeit werden
nur MEP betrachtet, es wird also davon ausgegangen, dass der Zustand xk bekannt ist.
In der Regelungs- und Steuerungstheorie werden im Fall der partiell beobachtbaren MEP
modellbasierte Schätzer (bspw. das Kalman-Filter) eingesetzt, um den Zustand xk zu
rekonstruieren.
Lösung eines Markow-Entscheidungsproblem
Ein MEP ist gelöst, wenn die optimale Restkostenfunktion V ∗(xk) bzw. die optima-
le Bewertungsfunktion Q∗(xk,uk) bestimmt ist. Aus dieser lässt sich die optimale
Rückführung pi∗ ableiten [59]:
pi∗(uk|xk) =
1, wenn uk = arg minuk∈U(xk) Q∗(xk,uk),0 sonst. (2.23)
Alternativ kann pi∗ auch aus V ∗ berechnet werden:
µ∗(xk) = arg min
uk∈U(xk)
(
c(xk,uk) + γExk+1∼p(·|xk,uk){V ∗(xk+1)}
)
. (2.24)
V ∗ und pi∗ können bspw. mit der in Abschnitt 2.1 beschriebenen DP bestimmt werden.
Dazu muss jedoch der Transitionsoperator T , also die Dynamik des Systems (2.1)
bekannt sein.
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Die Rückführung (2.23) wird als greedy policy – also gierige2 Rückführung – bezeichnet,
da sie Q minimiert. Die optimale Rückführung pi∗ ist somit deterministisch. Dass pi im
Kontext des bestärkenden Lernen als bedingte Verteilung über den Zustand pi(uk|xk)
formuliert wird, stellt eine notwendige Verallgemeinerung dar. Die Rückführung pi
ist während des Lernvorgangs probabilistisch, um den Zustandsraum des Systems zu
erkunden.
Eine häufig verwendete Rückführung ist die sog. ε-greedy Rückführung piε(uk|xk), die
mit der Wahrscheinlichkeit (1 − ε) die Rückführung (2.23) anwendet und mit der
Wahrscheinlichkeit ε eine zufällige Steuerung uk ∈ U(xk) zurückgibt.
2.1.4 Exakte Lösung eines Markow-Entscheidungsproblems
(MEP)
Für die exakte Lösung eines MEP muss V ∗ bzw. Q∗ bestimmt werden. Dazu muss im
Gegensatz zur approximativen Lösung, die bspw. mit den Methoden des bestärkenden
Lernens erfolgen kann, die Systemdynamik (2.1) bekannt sein.
Werte-Iteration (engl. value iteration)
Unter Werte-Iteration versteht man die Berechnung von V ∗ durch die in Satz 2 beschrie-
bene DP. Die Iteration wird für den gesamten Zustandsraum ausgehend von beliebig
initialisierten Restkosten V0 durchgeführt [66, S. 83]. Ist der Zustandsraum kontinuierlich,
so muss er entsprechend diskretisiert werden.
Die Iterationsvorschrift in Satz 2 stellt eine Fixpunktiteration für V dar und konvergiert
gegen V ∗ [59]. Wenn also Vk+1 = Vk gilt, ist die optimale Restkostenfunktion V ∗
gefunden.
Regler-Iteration (engl. policy iteration)
Bei der Regler-Iteration wird zunächst die Restkostenfunktion V pi(xk) einer beliebig
initialisierten Rückführung pi bestimmt [66, S. 80]:
V pi(xk) = ck(xk, µ(xk)) + γExk+1∼p(·|xk,µ(xk)){V pi(xk+1)}, ∀xk ∈ Xk. (2.25a)
Anschießend kann mit (2.24) eine neue Rückführung pi′ bestimmt werden:
µ′(xk) := arg min
uk∈U(xk)
(
ck(xk,uk) + γExk+1∼p(·|xk,uk){V pi(xk+1)}
)
, ∀xk ∈ Xk.
(2.25b)
2Im Englischen wird von gierig gesprochen, da diese Rückführung die Belohnung maximiert.
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Abbildung 1 – Bei der Regler-Iteration [66, S. 87] wechselt der Algorithmus – ausgehend
von initialen V und pi – zwischen der Bestimmung von V pi und der Verbesserung von pi.
Diese beiden Schritte werden wiederholt, bis pi = pi′ gilt. Der Algorithmus wechselt
zwischen der Bestimmung von V pi und der Verbesserung von pi. Dieser Vorgang ist
in Abbildung 1 dargestellt. Auch die Regler-Iteration ist eine Fixpunktiteration und
konvergiert gegen pi∗. Ein Beweis ist bspw. in [52] aufgeführt.
Der Werte- und Regler-Iteration ist gemein, dass bei großen X die Auswertung von
Satz 2 und (2.25) sehr rechenaufwendig sind. In Kapitel 3 werden deshalb Methoden
zur approximativen Lösung aufgezeigt.
2.1.5 Zeitdiskreter stochastischer LQR mit endlichem
Zeithorizont
Der LQR-Entwurf stellt eine bedeutende Anwendung der DP in der linearen Steuerungs-
und Regelungstheorie dar. Der LQR eignet sich zur Stabilisierung von Ruhelagen
nichtlinearer Systeme. Der Algorithmus wird an dieser Stelle in Vorbereitung auf
Kapitel 5 detailliert hergeleitet.
Beim zeitdiskreten LQR-Entwurf wird die bezüglich eines quadratischen Kostenfunk-
tionals optimale Rückführung pi∗ für ein lineares zeitinvariantes System mit diskreter
Zeitentwicklung
xk+1 = fd(xk,uk,wk) = Axk +Buk +wk, k = 0, 1, ..., N − 1, (2.26)
bestimmt. Das Paar (A,B) ist steuerbar [14, S. 616].
Die Störgröße wk ist durch folgende Eigenschaften charakterisiert [7]:
E{wk} = 0, (2.27a)
E{wkwTk } = W. (2.27b)
11













Mit S ≥ 0, SN ≥ 0 positiv semi- und R > 0 positiv definiten, symmetrischen Gewichts-
matrizen entsprechender Dimension, die in der Regel Diagonalstruktur aufweisen. Die
Gewichtsmatrix P erfüllt die Bedingung [14, S. 615]:
S − PR−1P T ≥ 0. (2.29)
Mit (2.26) und (2.10) stellt das LQR-Problem einen Spezialfall von (2.19) dar.
Um die optimale Rückführung pi∗ in der Form
u∗k = µ∗(xk) = −Kkxk (2.30)
zu bestimmen, können zwei Ansätze verfolgt werden:
1. Lösung von (2.19) mittels Satz 2 (DP) (s. Abschnitt 2.1.6),
2. Überführung von (2.19) auf ein lineares Optimierungsproblem [2] (hier nicht weiter
beschrieben).
Der LQR-Entwurf stellt ein Verfahren zur Polplatzierung des geschlossenen Regelkreises
bereit. Anstatt jedoch die Pole explizit vorzugeben, kann mittels der Gewichtsmatrizen
das gewünschte Regelverhalten eingestellt werden.
2.1.6 Lösung des stochastischen LQR-Problems mittels
dynamischer Programmierung (DP)
Ausgehend von den Endkosten cN (xN ) wird eine Rückwärtsrechnung auf Basis von (2.21)
bis zu x0 durchgeführt, bei der für jeden Zeitschritt k die optimale Rückführmatrix Kk








cN−1(xN−1,uN−1) + E{VN(xN)}. (2.31b)
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Das Einsetzen der Systemgleichung xN = AxN−1 + BuN−1 +wN−1 liefert die Bewer-
tungsfunktion:




























xTN−1(S + ATSNA)xN−1 + uTN−1(R +BTSNB)uN−1 (2.32e)
+ 2xTN−1(ATSNB + P )uN−1 + Spur(WSN)
)
.
Aus QN−1(xN−1,uN−1) kann mittels Minimierung der optimale Eingang bestimmt
werden:
u∗N−1 = arg minuN−1QN−1(xN−1,uN−1). (2.33)





⇔ u∗TN−1(R +BTSNB) + xTN−1(ATSNB + P ) = 0, (2.34b)
⇔ (R +BTSNB)TuN−1 + (BTSNA+ PT)xN−1 = 0, (2.34c)
⇔ u∗N−1 = −KN−1xN−1, (2.34d)
mit
KN−1 : = (R +BTSNB)−1(BTSNA+ PT). (2.35)
13
Dass es sich dabei tatsächlich um den optimalen Eingang handelt, folgt aus der hinrei-
chenden Bedingung für Optimalität [5, S. 13]:
∂2
∂2uN−1
QN−1(xN−1,uN−1) > 0, (2.36)
⇔ (R +BTSNB) > 0. (2.37)
Durch die Definitheitsanforderungen an die Gewichtsmatrizen R und SN ist diese immer
erfüllt. Somit ist das Problem konvex und bereits (2.34) hinreichend [5, S. 14].
Das Einsetzen der in (2.34) bestimmten Steuerung liefert die minimalen Restkosten für
den Anfangszustand xN−1:
VN−1(xN−1) = QN−1(xN−1,−KN−1xN−1), (2.38a)
= 12
(
xTN−1(S + ATSNA)xN−1 + xTN−1KTN−1(R +BTSNB)KN−1xN−1 (2.38b)


















SN−1 := S + ATSNA+KTN−1(R +BTSNB)KN−1 − 2(ATSNB + P )KN−1. (2.39)
Diese quadratische Form von VN−1(xN−1) ist äquivalent zu (2.31a). Setzt man den
Algorithmus fort, kann man iterativ S0 bestimmen und damit auch V0(x0). Für SN−1
aus (2.39) folgt durch Eliminierung von KN−1:
SN−1 = S + ATSNA+KTN−1(R +BTSNB)KN−1 − 2(ATSNB + P )KN−1, (2.40a)
= S + ATSNA+KTN−1 (R +BTSNB)KN−1︸ ︷︷ ︸
(2.35)
= (BTSNA+PT)
−2(ATSNB + P )KN−1, (2.40b)
= S + ATSNA+KTN−1(BTSNA+ PT)− 2(ATSNB + P )KN−1, (2.40c)






− 2(ATSNB + P )(R +BTSNB)−1(BTSNA+ PT),
= S + ATSNA+ (ATSNB + P )(R +BTSNB)−1(BTSNA+ PT). (2.40e)
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Die Matrizen Kk, mit k = N − 1, ..., 0 resultieren aus der folgenden Iterationsvorschrift:
Kk = (R +BTSk+1B)−1(BTSk+1A+ PT), (2.41)
wobei Sk+1 beginnend mit SN , aus der Lösung der folgenden Riccati-Gleichung resultiert
[14, S. 616]:
Sk = S + ATSk+1A+ (ATSk+1B + P )(R +BTSk+1B)−1(BTSk+1A+ PT). (2.42)
Die optimale Rückführung für das deterministische lineare System
xk+1 = fd(xk,uk) = Axk +Buk, k = 0, 1, ..., N − 1, (2.43)
ist bemerkenswerter Weise identisch zu der des stochastischen Systems (2.26).
Um nun die optimale Steuerfolge U ∗[0:N−1] := {u∗0,u∗1, ...,u∗N−1} zu bestimmen, wird
ausgehend von x0 eine Vorwärtsrechnung durch Nutzung der optimalen Rückführung
durchgeführt.
u∗0 = K0x0 → x1 = Ax0 +Bu∗0, (2.44a)
... ...
u∗N−1 = KN−1xN−1 → xN = AxN−1 +Bu∗N−1. (2.44b)
Unendlicher Zeithorizont
Für den Grenzwert N →∞ geht (2.42) in die diskrete algebraische Riccati-Gleichung
S∗ = S + ATS∗A+ (ATS∗B + P )(R +BTS∗B)−1(BTS∗A+ PT) (2.45)
über, die eine positiv semidefinite Lösung S∗ hat [14, S. 617]. Mit dieser ergibt sich die
Rückführmatrix zu
K∗ = (R +BTS∗B)−1(BTS∗A+ PT), (2.46)
mit der die optimale Rückführung aufgestellt werden kann:
µ∗ := K∗x. (2.47)
Bei unendlichem Zeithorizont ist die optimale Rückführung pi∗ demnach zeitinvariant:
pi∗ = {µ∗, ..., µ∗}. (2.48)
15
2.2 Maschinelles Lernen
Das maschinelle Lernen stellt automatisierte Methoden für die Datenanalyse bereit. Es
ermöglicht komplexe Aufgaben zu bewältigen, die nicht explizit programmiert werden
können.
Das Buch [42, S. 2] liefert eine sehr allgemeine Formulierung für die Begriﬄichkeit des
Lernens eines Computerprogramms:
Definition 2.5. A computer program is said to learn from experience E with respect
to some class of tasks T and performance measure P , if its performance at tasks in T ,
as measured by P , improves with experience E.
Ein Computerprogramm lernt aus der Erfahrung E bezogen auf eine Klasse von Aufgaben
T und Leistungskriterium P , wenn sich seine Leistung in der Aufgabe T , gemessen
durch P , mit der Erfahrung E verbessert.
Das maschinelle Lernen lässt sich in drei Gebiete unterteilen:
1. Überwachtes Lernen (engl. supervised learning),
2. Unüberwachtes Lernen (engl. unsupervised learning),
3. Bestärkendes Lernen (engl. reinforcement learning).
Unter unüberwachtem Lernen versteht man Methoden, bei denen eigenständig Mus-
terklassen erkannt werden [30, S. 55] Dieses Gebiet des maschinellen Lernens findet in
dieser Arbeit keine Anwendung und wird deshalb auch nicht weiter beschrieben. Das
bestärkende Lernen wird in Abschnitt 3.1 näher erläutert, weshalb im Folgenden nur
auf das überwachte Lernen eingegangen wird.
2.2.1 Überwachtes Lernen
Beim überwachten Lernen ist ein Datensatz D = {(x(i),y(i))}Ni=03 aus Tupeln gegeben,
welcher die Erfahrung E repräsentiert. Mit x ∈ Rn ist der Eingabe- oder Merkmalsvektor
und mit y der Ausgabevektor bezeichnet. Gehören die Ausgaben y ∈ {1, 2, ..., C} einer
Menge von Klassen an, die bspw. durch natürliche Zahlen kodiert sind, so spricht man
von einer Klassifikationsaufgabe. Gilt hingegen y ∈ Rm, so handelt es sich um eine
Regressionsaufgabe.
In beiden Fällen besteht die Aufgabe darin, die tatsächliche Abbildung f : x 7→ y zu
approximieren, welche dem Datensatz D zugrunde liegt. Die Approximation von f wird
mittels einem durch den Vektor θ parametrierten Modell fˆ : (x;θ) 7→ yˆ realisiert.
3Mit dem hochgestellten Index (·) werden Datenpunkte gekennzeichnet.
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Das Leistungskriterium P zu wählen, ist nicht trivial. Es ist mitunter schwer, die Leistung
eines Lernsystems in der Aufgabe T zu messen oder zu quantifizieren. Deshalb versucht
man durch geeignete Wahl eines Kostenfunktionals fP , das Leistungskriterium P zu
approximieren. Man hofft durch eine Minimierung von fP , die Leistung des Lernsystems
zu verbessern und P positiv zu beeinflussen [17, S. 102].
Beim überwachten Lernen repräsentiert das Kostenfunktional fP (y, yˆ) mit
yˆ = (yˆ0, yˆ1, ..., yˆN)T (2.49)
und
y = (y0, y1, ..., yN)T (2.50)
die Güte der Approximation. Mittels einer Optimierung ist der optimale Parametervektor
θ∗ zu bestimmen, welcher fP (y, yˆ) minimiert:
θ∗ = arg min
θ
fP (y, yˆ). (2.51)
Unter bestimmten Voraussetzungen kann dieses Problem analytisch gelöst werden. In
der Regel handelt es sich aber um ein hochdimensionales nichtlineares Optimierungspro-
blem. Die Optimierung (2.51) wird im Kontext des maschinellen Lernens als Training
bezeichnet.
Da fP nicht-konvex ist und viele lokale Minima aufweist, ist die gefundene Lösung θ∗
mit sehr hoher Wahrscheinlichkeit nur ein lokales Optimum. In [11] wird gezeigt, dass
die lokalen Minima von fP für KNN ähnliche Qualität haben, und zudem nicht zu stark
vom globalen Minimum abweichen. Konvergiert die Optimierung (2.51) zu einem lokalen
Minimum, wird eine Überanpassung (engl. overfitting) unterbunden.
2.3 Künstliche neuronale Netzwerke (KNN)
KNN sind nichtlineare mathematische Modelle, die beim maschinellen Lernen unter
anderem verwendet werden, um Abbildungen zu approximieren. Es gibt verschiedene
Typen von KNNs, bspw. mehrschichtige Perzeptren (engl. multilayer perceptrons)
(MLP), rekurrente neuronale Netzwerke (RNN) und Faltungsnetzwerke (CNN), um nur
einige bedeutende zu nennen. In dieser Arbeit wird sich auf die Anwendung von MLP
beschränkt, weshalb weitere Typen nicht näher betrachtet werden.
2.3.1 Mehrschichtiges Perzeptron (MLP)
Ein mehrschichtiges Perzeptron (engl. multilayer perceptron) (MLP) ist aus kleinen













Abbildung 2 – Perzeptron.
Das Perzeptron realisiert die Abbildung:
yˆj = fAkt(wTj x+ bj), (2.52)
mit dem Gewichtsvektor wj ∈ Rn und dem sog. Bias bj ∈ R, dem Eingabevektor x ∈ Rn
und der Ausgabe yˆj ∈ R. Die Aktivierungsfunktion fAkt ist im Allgemeinen nichtlinear
(bspw. tanh). Aus mehreren Perzeptren in Reihen- und Parallelschaltung setzt sich das

















Abbildung 3 – MLP mit zwei Schichten.
Die Modellgleichung des MLP in Abbildung 3 lautet demnach4:
yˆ[1] = f [1]Akt(W [1]x+ b[1]), (2.53a)
yˆ[2] = f [2]Akt(W [2]yˆ[1] + b[2]), (2.53b)
mit den Gewichtsmatrizen
W [i] = (wT0,i, ...,wTj,i)T, (2.54)
sowie den Bias-Vektoren
b[i] = (b0,i, ..., bj,i)T, i = 1, 2. (2.55)
4Mit dem hochgestellten Index [·] wird die Schicht eines KNN gekennzeichnet.
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Damit gilt für den Parametervektor
θ := {W [1], b[1],W [2], b[2]}. (2.56)
Aktivierungsfunktionen
Die gängigen Aktivierungsfunktionen [30, S. 39][17, S. 170]
σ(x) = 11 + e−x , (2.57)
tanh(x) = 21 + e−2x − 1, (2.58)
sowie
ReLU(x) = max(0, x) (2.59)
sind in Abbildung 4 dargestellt. Die Rectified-Linear-Unit (ReLU) kommt besonders bei
tiefen Netzen zum Einsatz, da der Gradient dieser Funktion stückweise konstant ist,



















Abbildung 4 – Gängige Aktivierungsfunktionen fAkt für die Verwendung in KNN.
Kostenfunktionale
Das Kostenfunktional (engl. loss function) fP (y, yˆ) : θ 7→ R ist ein Maß für die Güte der
Approximation. Je nachdem, was unter Güte in diesem Kontext verstanden wird, lassen
sich unterschiedliche Funktionale definieren. Neben den gewöhnlichen Funktionalen
– mittlerer quadratischer Fehler (engl. mean squared error) (MSE)
fP (y, yˆ) =
1





– mittlerer absoluter Fehler (engl. mean absolute error) (MAE)
fP (y, yˆ) = ||y − yˆ||1 (2.61)
haben besonders Maße aus der Informationstheorie eine Bedeutung [44, S. 57].
Backpropagation (BP)
Backpropagation ist ein Verfahren zur effizienten Bestimmung des Gradienten der
Kostenfunktion bezüglich des Parametervektors ∇θfP . Ist ∇θfP bekannt, kann (2.51) ,
ausgehend von einem initialen Parametervektor, mittels Gradientenabstiegsverfahren
gelöst werden:
θk+1 ← θk − β∇θfP . (2.62)
Für ein MLP mit L Schichten
yˆ[1] = f [1]Akt(W [1]x+ b[1]), (2.63a)
yˆ[2] = f [2]Akt(W [2]yˆ[1] + b[2]), (2.63b)
...
yˆ[L−1] = f [L−1]Akt (W [L−1]yˆ[L−2] + b[L−1]), (2.63c)
yˆ[L] = f [L]Akt(W [L]yˆ[L−1] + b[L]), (2.63d)
















Im folgenden soll die Berechnung am Beispiel von fP (y, yˆ) = 12 ||y − yˆ||22 durchgeführt
werden. Die Argumente von f [l]Akt können zu einem Vektor
z[l] := W [l]yˆ[l−1] + b[l], l = 1, ..., L, (2.65)
mit
yˆ[0] := x, yˆ[L] := yˆ, (2.66)
zusammengefasst werden.
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Um die einzelnen Komponenten von (2.64) zu bestimmen wird die Kettenregel angewandt.














(yˆ[L] − y). (2.67)






















Das dyadische Produkt ⊗ tritt an dieser Stelle auf, da ∂z[L]
∂W [L]
ein Tensor dritter Stufe ist,







k , wenn j = i,
0 sonst.
(2.69)


















Damit folgt für die weiteren Gradienten:
∂fP
∂W [l]




Um (2.67), (2.68), (2.70) und (2.71) zu berechnen müssen die Zwischenwerte aller Netz-
werkschichtausgaben yˆ[l], z[l] mit l = 1, ..., L bekannt sein. Es muss deshalb für ein
gegebenes Paar (x(i),y(i)) ∈ D zunächst eine Vorwärtsrechnung der Modellgleichung
(2.63) durchgeführt werden. In Algorithmus 2 wird das Verfahren kompakt zusammen-
gefasst.
Moderne Software-Bibliotheken für maschinelles Lernen nutzen das automatische Diffe-
renzieren [57] zur effizienten Berechnung der in Algorithmus 2 benötigten Gradienten.
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Algorithmus 2 Backpropagation [17, vgl. S. 208f]
Require: (x(i),y(i)) ∈ D





. Gradienten Schicht L (2.67),(2.68)





. Gradienten Schicht l (2.70),(2.71)
end for
Training von KNN
Mit der Backpropagation lässt sich der Gradient ∇θfP für ein gegebenes Paar (x(i),y(i))
berechnen. Um damit ein KNN zu trainieren, ist es jedoch nötig ∇θfP für alle N
Paare des Datensatzes D zu berechnen. Der Gradientenabstieg erfolgt dann mittels
der folgenden Vorschrift, bei welcher der Mittelwert über alle berechneten Gradienten
gebildet wird:






∇θfP (y(i), fˆ(x(i);θ)). (2.73)
Da die Berechnung von g für große Datensätze D sehr rechenintensiv ist, kann g auch
geschätzt werden. Dazu wird g nur für eine in jedem Iterationsschritt des Gradientenab-




∇θfP (y(i), fˆ(x(i);θ)). (2.74)
Dieses Verfahren nennt man stochastisches Gradientenabstiegsverfahren (engl. stochastic
gradient descent) (SGD). Die Teilmenge B wird im Kontext des maschinellen Lernens
als Minibatch bezeichnet.
2.3.2 Maschinelles Lernen in Python
Die Entwicklung freier Software-Bibliotheken für maschinelles Lernen hat einen we-
sentlichen Beitrag zu dessen Popularität geleistet, da der Einstieg in die Entwicklung
von Software, die das maschinelle Lernen nutzt, so bedeutend vereinfacht wurde. Es ist
bspw. nicht mehr nötig, das BP-Verfahren oder einen Optimierungsalgorithmus selbst
zu implementieren.




Das bestärkende Lernen (engl. reinforcement learning) stellt datengetriebene Methoden
bereit, die Probleme der sequenziellen Entscheidungsfindung lösen. Als computergestüt-
zes Verfahren weißt es Analogien zu den Lernprozessen von Mensch und Tier auf. Bei der
instrumentellen Konditionierung in der Lernpsychologie wird das gewünschte Verhalten
eines Individuums durch externe Reize in Form von Belohnungen und Bestrafungen in
eine gewünschte Richtung gelenkt [63]. Auch beim bestärkenden Lernen ist eine solche
Reizrückkopplung in Form eines Kosten- bzw. Belohnungssignals vorhanden, welches
Informationen über die Erfüllung einer Aufgabenstellung widerspiegelt.
Im Kontext der Regelungs- und Steuerungstheorie kann das bestärkende Lernen als
adaptive Optimalsteuerung interpretiert werden [67]. Es wird genutzt um selbstlernende
Regler zu entwerfen und findet besonders in der Robotik, wo Bildverarbeitung und
komplexe Steuerungsaufgaben zusammenkommen, eine breite Anwendung [34, 1, 53, 33,
22, 73].
In diesem Kapitel werden die wesentlichen Konzepte des bestärkenden Lernens erläutert,
um eine Basis für die weiterführenden Methoden in Kapitel 4 zu schaffen.
3.1 Agent-Umgebung-Interaktionsmodell
Die Umgebung befindet sich zum Zeitpunkt k im Zustand xk ∈ Xk. Der Agent nimmt
in jedem Zeitschritt durch die Ausgabe der Steuerung uk Einfluss auf die Umgebung,
wodurch eine Zustandstransition von xk auf xk+1 erfolgt. Der Agent erhält darauf-
hin den Folgezustand xk+1 und die inkrementellen Kosten ck. Das Agent-Umgebung-
Interaktionsmodell ist ein MEP. Zur Veranschaulichung ist dieses Agent-Umgebung-
Interaktionsmodell in Abbildung 5 dargestellt.







werden in einem stetig wachsenden Datensatz D = {d0, d1, ...} abgespeichert, der die
Erfahrung E des Agenten repräsentiert.
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Abbildung 5 – Agent-Umgebung-Interaktionsmodell [66, Abb. 3.1].
In der Literatur des bestärkenden Lernens wird die Steuerung uk als Aktion (engl. action)
ak bezeichnet, der Zustand (engl. state) xk mit sk. Zudem wird nicht von Kosten, sondern
von Belohnung (engl. reward) rk gesprochen, wobei der Zusammenhang ck = −rk gilt.
Die Umgebung entspricht im regelungstechnischen Kontext der Regelstrecke bzw. dem
System. Aus Konsistenzgründen zu den vorherigen Betrachtungen werden in dieser
Arbeit nach Möglichkeit die regelungstechnischen Symbole und Bezeichnungen genutzt.
3.1.1 Aufgabe des Agenten
Die Aufgabe des Agenten ist es die optimale Rückführung pi∗ zu bestimmen, welche
ein Kostenfunktional J minimiert. Dabei sind neben (2.11) noch die diskontierten
Restkosten






, γ ∈ [0, 1), (3.1)












die den Grenzfall für γ = 1 von (3.1) bilden, geläufig [29, S. 8]. Im Weiteren wird jedoch
ausschließlich (3.1) betrachtet.
Mit γ wird der Diskontierungsfaktor bezeichnet, der angibt, inwieweit zukünftige Kosten
gewichtet werden.
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3.1.2 Die Umgebung im Kontext des bestärkenden Lernens
Die Dynamik der Umgebung kann als bedingte Verteilung p(xk+1|xk,uk) äquivalent
zu (2.1) angeben werden. Eine Besonderheit des bestärkenden Lernen ist es, dass der
Agent die optimale Rückführung pi bestimmen soll, ohne die Systemdynamik (2.1)
zu kennen. Die einzige Information, die dem Agenten zur Lösung seiner Aufgabe zur
Verfügung steht, ist der Datensatz D. Auf diese Besonderheit wird in Abschnitt 3.4
näher eingegangen.
3.1.3 Der Lernvorgang des Agenten
Der Lernvorgang des Agenten setzt sich aus sog. Episoden zusammen. Zu Beginn
einer Episode wird das System wieder in einen Anfangszustand x0 ∼ p(x0) versetzt1.
Das Gedächtnis des Agenten geht dabei nicht verloren. Der Agent kann nun für eine
festgelegte Anzahl von Zeitschritten mit dem System interagieren und versuchen die
Restkosten J zu minimieren. Tritt dabei ein unzulässiger Zustand xk+1 ∈ X− ein, wird
die Episode abgebrochen. So können bspw. Zustandsbeschränkungen in den Kontext
des bestärkenden Lernen einbezogen werden.
3.2 Erkundung und Verwertung
Mit Erkundung (engl. exploration) und Verwertung (engl. exploitation) wird im Kontext
des bestärkenden Lernen eine Kosten-Nutzen-Abwägung bezeichnet. Der Agent wird
beim Lernvorgang auf seine Erfahrung zurückgreifen, sie verwerten und Steuerungen
wählen, die zu geringen Kosten geführt haben. Weiterhin sollte er aber auch den
Eingangsraum U erkunden, um neue Erfahrung zu sammeln und sich auf deren Basis
verbessern zu können. [66, vgl. S. 3]
Dieser Sachverhalt lässt sich an einem Pfadfindungsproblem veranschaulichen. Ein Agent
soll eine möglichst kurze Wegstrecke von einem Punkt A zu einem Punkt B finden.
Hat er einen Weg von A nach B gefunden, kann er dieses Wissen verwerten. Um sich
zu verbessern und einen kürzeren Weg zu finden, muss er jedoch von der gefundenen
Lösung abweichen, in dem er noch nicht besuchte Wegstücke erkundet . Dabei geht er
das Risiko eines Umwegs ein. Im schlimmsten Fall ist es nicht mehr möglich, bei B
anzukommen.




Eine Möglichkeit zur approximativen Lösung des beschriebenen MEP stellen Monte-
Carlo-Methoden dar [66, S. 91]. Damit werden Schätzverfahren bezeichnet, die auf
Stichproben basieren. Bspw. kann der Erwartungswert von V pi in (2.25) durch den
Mittelwert über Stichproben approximiert werden:







Diese Stichproben werden aus der Interaktion mit dem System erzeugt. Ist die Dynamik
bekannt, können diese Stichproben auch mit einer Simulation generiert werden – man
spricht dann von Monte-Carlo Baumsuchverfahren [66, S. 198].
3.4 Datengetriebene approximative
Lösungsmethoden
Neben dem hohen Rechenaufwand der in Abschnitt 2.1.4 beschriebenen Methoden,
kommt hinzu, dass die Systemdynamik (2.1) bekannt sein muss. Dies ist beim bestär-
kenden Lernen jedoch nicht der Fall. Es müssen deshalb Lösungsmethoden formuliert
werden, die ohne diese Kenntnis auskommen.
3.4.1 Temporal-Difference(TD)-Lernen
Beim TD-Lernen werden die beschriebenen Monte-Carlo-Methoden mit der DP kom-
biniert. Ziel ist es, Restkosten V pi für eine gegebene Rückführung pi approximativ
zu bestimmen. Die Restkosten V pi werden dabei durch eine Tabelle Vˆ pi approximiert.
In jedem Zeitschritt k einer Episode wird die folgende Berechnungsvorschrift für die






k+1) durchgeführt [66, S. 120]:
Vˆ pi(x(i)k )← Vˆ pi(x(i)k ) + α[c(i)k + γVˆ pi(x(i)k+1)− Vˆ pi(x(i)k )], α ∈ (0, 1]. (3.4)
Mit α wird die Lernrate bezeichnet. Für α = 0 ändert sich der Wert Vˆ pi(xk) nicht. Für
α = 1 wird der alte Wert Vˆ pi(x(i)k ) verworfen und durch c
(i)
k + γVˆ pi(x
(i)
k+1) ersetzt.
Vˆ pi wird in (3.4) auf sich selbst abgebildet. Diese auf einer Schätzung basierende
Schätzung wird als Bootstrapping bezeichnet [66, S. 89].
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Algorithmus 3 TD-Lernen: Approximation von V pi [66, S. 121]
Lernrate α ∈ (0, 1], kleines ε > 0
Initialisiere Vˆ pi(xk) für alle xk ∈ Xk
for n Episoden: do
x0 ∼ p(x0)
for k = 0, ..., N − 1 do
Agent bestimmt Steuerung uk ∼ pi(uk|xk)





Das Q-learning stellt eine Erweiterung des TD-Lernen auf Qpi dar. Dadurch ist es




k )← Qˆpi(x(i)k ,u(i)k ) + α[c(i)k + γ arg minu Qˆ
pi(x(i)k+1,u)− Qˆpi(x(i)k ,u(i)k )]. (3.5)
Durch die Approximation von Q∗ durch die Tabelle Qˆpi kann die optimale Rückführung
pi∗ durch pi approximiert werden. Q-learning konvergiert für endliche Zustands- und
Eingangsräume gegen die optimale Lösung, wenn alle Zustands-Eingangs-Paare unendlich
oft besucht werden [41].
Algorithmus 4 Q-learning (pi ≈ pi∗) [74],[66, S. 131]
Lernrate α ∈ (0, 1], kleines ε > 0
Initialisiere Qˆpi(xk,uk) für alle xk ∈ Xk,uk ∈ Uk
for n Episoden: do
x0 ∼ p(x0)
for k = 0, ..., N − 1 do
Agent bestimmt Steuerung uk ∼ piε(·|xk) aus Qˆpi(xk,uk)





3.5 Approximative Lösung eines MEP mittels
Funktionsapproximation
Für große Zustands- und Eingangsräume sind Methoden, bei denen die Restkosten V pi
oder die Bewertungsfunktion Qpi mittels einer Tabelle repräsentiert sind, nicht mehr
händelbar. Dies liegt am hohen Speicherbedarf der Tabelle, da für jeden Zustand bzw.
jedes Zustands-Eingangs-Paar ein Wert abgespeichert werden muss. Zudem müssten bei
einem kontinuierlichen Zustandsraum unendlich viele Werte abgespeichert werden und
der Rechenaufwand ist erheblich, wenn bspw. (3.5) oder (3.4) auf jeden Zustand bzw.
jedes Zustands-Eingangs-Paar angewendet werden müssen.
Anstatt einer Tabelle kann ein mit dem Vektor φ parametrierter Funktionsapproximator
genutzt werden, um V pi bzw. Qpi zu repräsentieren [59]:
V pi(xk) ≈ Vˆ pi(xk;φ), (3.6)
Qpi(xk,uk) ≈ Qˆpi(xk,uk;φ). (3.7)
Bemerkung 3.1. Von nun an wird für Funktionsapproximatoren die Kurzschreibweise
Vˆ piφ (xk) ≡ Vˆ pi(xk;φ), (3.8)
Qˆpiφ(xk,uk) ≡ Qˆpi(xk,uk;φ), (3.9)
verwendet.
Der Speicheraufwand reduziert sich somit auf den Parametervektor φ. Weiterhin gene-
ralisiert ein Funktionsapproximator von bereits besuchten Zuständen bzw. Zustands-
Eingangs-Paaren auf nicht besuchte. Wären V pi(xk) und Qpi(xk,uk) bekannt, könnte
man die Methoden des überwachten Lernens aus Abschnitt 2.2.1 anwenden, um diese
durch Vˆ pi und Qˆpi zu approximieren:
D = {(x(i)k , V pi(x(i)k )}Ni=0 (3.10)
D = {((x(i)k ,u(i)k ), Qpi((x(i)k ,u(i)k ))}Ni=0. (3.11)





























Da V pi und Qpi nicht bekannt sind, können (3.5) oder (3.4) genutzt werden, um Trai-
ningsdaten für den Funktionsapproximator zu generieren:
D = {(x(i)k , c(i)k + γVˆ piφ (x(i)k+1}Ni=0, (3.14)





Diese Annahme beruht darauf, dass sowohl V pi als auch Qpi die Bellman-Gleichung, also
die Gleichung der DP erfüllen:
V pi(xk) = ck + γV pi(xk+1) (3.16a)
bzw.
Qpi(xk,xk) = ck + γmin
u
Qpi(xk+1,u). (3.16b)
Definition 3.1 (Mean-Squared-Bellman-Error (MSBE)). Die MSBE-Kostenfunktion ist
ein Maß dafür, in wieweit ein Funktionsapproximator Vˆ pi bzw. Qˆpi – für einen gegebenen


























3.5.1 Stabilisierung der approximativen Werte-Iteration
Die Trainingsdaten für den Funktionsapproximator stammen aus der Auswertung des
Funktionsapproximators selbst (Bootstrapping). Daraus resultieren schlechte Konver-
genzeigenschaften. Weiterhin stellt dieses Vorgehen einen Widerspruch zu Satz 2 dar.
Dort werden die Restkosten des Folgezustands Vk+1 nicht auf sich selbst, sondern auf
die Restkosten Vk abgebildet.
Um die Konvergenzeigenschaften zu verbessern werden zwei Funktionsapproximatoren,
die durch φ und φ′ parametriert sind für die Werte-Iteration genutzt. Diese repräsentieren
jeweils Vk+1 und Vk in Satz 2.
Für die Regression von Vˆ pi bzw. Qˆpi aus den Trainingsdaten D wird φ genutzt. Für die
Erzeugung der Trainingsdaten, also der Auswertung der rechten Seite von Satz 2, wird
hingegen der Parametervektor φ′ verwendet. Ist die Regression abgeschlossen und soll
zum nächsten Schritt der Werte-Iteration übergegangen werden, so wird φ′ = φ gesetzt.
Dieses Verfahren kommt bspw. in [36, 23] zur Anwendung.
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3.6 Policy Gradients
Unter dem Begriff Policy-Gradient (PG) werden Methoden zusammengefasst, bei denen
eine durch den Parametervektor θ parametrierte Rückführung
piθ(uk|xk) (3.18)
angelernt wird.
Mit dieser parametrierten Rückführung kann eine multivariate Verteilung




eingeführt werden, die die Wahrscheinlichkeit für das Auftreten einer Trajektorie τ
unter dem Einfluss von piθ angibt [49].
Damit ergeben sich analog zu (2.17) die Bewertungsfunktion







, γ ∈ [0, 1), (3.20)
und analog zu (2.18) die Restkosten zu
V piθ(xk) = Euk∼piθ(·|xk){Qpiθ(xk,uk)}. (3.21)
Damit kann das Problem der optimalen Steuerung (2.20) als Optimierung über den
Parametervektor θ formuliert werden [32][65, S. 96]:




J(θ) := Ex0∼p(x0){V piθ(x0)}. (3.23)
Die Optimierung kann bspw. mit einem Gradientenabstiegsverfahren erfolgen [75]:
θk+1 ← θk − β∇θkJ(θk), (3.24)
wobei der PG ∇θJ(θ) bekannt sein muss und β die Schrittweite bezeichnet.
3.6.1 Stochastic-Policy-Gradient (SPG)
Um den PG ∇θJ(θ) für die Rückführung (3.18) zu bestimmen wird wie folgt vorgegan-
gen.
30
Aus (3.23) folgt mit c(τ ) := ∑N−1k=0 γkck(xk,uk) [32]:
∇θJ(θ) = ∇θ
∫
pθ(τ )c(τ )dτ , (3.25a)
=
∫
∇θpθ(τ )c(τ )dτ (3.25b)
mit der Identität pθ(τ )∇θ log pθ(τ ) = pθ(τ )∇θpθ(τ )pθ(τ ) = ∇θpθ(τ ) folgt:
∇θJ(θ) =
∫
pθ(τ )∇θ log pθ(τ )c(τ )dτ , (3.25c)
= Eτ∼pθ(τ ) {∇θ log pθ(τ )c(τ )} . (3.25d)
Der Term log pθ(τ ) lässt sich mit (3.19) in drei Summanden aufteilen:







Bildet man den Gradienten bezüglich des Parametervektors, entfallen die Summanden,
die von der Systemdynamik abhängen:







∇θ log piθ(uk|xk). (3.27b)
Setzt man (3.27b) in (3.25d) ein resultiert daraus der PG [29]:




























ergibt sich der Stochastic-Policy-Gradient (SPG) bei unendlichem Zeithorizont zu [68]:
∇θJ(θ) = Ex∼ρpiθ (x),u∼piθ(u|x) {∇θ log piθ(u|x)Qpiθ(x,u)} . (3.31)
2Durch Einführung der diskontierten Zustandsverteilung kann die Summe in (3.29) aus dem Ausdruck
innerhalb des Erwartungswerts genommen werden.
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Satz 3 (Stochastic-Policy-Gradient). Für jede differenzierbare stochastische Rückführung
piθ(uk|xk), für das Kostenfunktional J ist der SPG gegeben durch (3.29) bzw. (3.31)
[68].
Bemerkung 3.2 (Deterministische Rückführung). Man nehme an, dass pi := µθ(xk)
gelte, pi also deterministisch sei. Damit ergibt sich (3.26) zu:




Bildet man nun wie in (3.27) den Gradienten bezüglich θ:




= ∇θµθ(xk)∇uk log p(xk+1|xk,uk)|uk=µθ(xk), (3.34)
fällt der Term, der die Systemdynamik enthält, im Gegensatz zu (3.27) nicht mehr weg
und der resultierende PG ist von dieser abhängig [48]. Die Systemdynamik müsste dann
bekannt sein, um den PG berechnen zu können.
Stellt man die deterministische Rückführung als Verteilung
pi(uk|xk) =
1, wenn uk = µθ(xk),0 sonst. (3.35)
dar und setzt diese in (3.29) ein, führt dies zu Problemen mit dem Term log piθ(uk|xk).
Gilt pi(uk|xk) = 1 und damit log 1 = 0, so verschwindet der PG ∇θJ(θ) = 0. Eine
Optimierung mittels Gradientenabstieg ist nicht mehr möglich. Für den Fall pi(uk|xk) = 0
resultiert daraus log 0. log 0 ist jedoch nicht definiert.
Algorithmus 5 REINFORCE, Monte Carlo PG [75]
τ ∼ pθ(τ ) . Stichprobe von j Trajektorien
∇θJ(θ) ≈ ∑j (∑N−1k=0 ∇θ log piθ(u(j)k |x(j)k )∑N−1i=k γi−kci(x(j)i ,u(j)i )) =: \∇θJ(θ)
θk+1 ← θk − β \∇θkJ(θk) . Stochastischer Gradientenabstieg SGD
Algorithmus 5 realisiert ein stochastisches Gradientenabstiegsverfahren. Der PG wird
durch Monte Carlo Methoden approximiert. Dazu wird Qpiθ durch die Summe der
diskontierten, inkrementellen Kosten ∑N−1i=k γi−kci(xi) abgeschätzt. Der geschätzte PG
\∇θJ(θ) unterliegt dabei einer hohen Varianz, woraus schlechte Konvergenzeigenschaften
resultieren [32]. Um die Varianz zu reduzieren kann eine sog. Baseline b ∈ R von Qpi in
(3.31) subtrahiert werden, ohne den Erwartungswert zu beeinflussen [49]:
∇θJ(θ) = Ex∼ρpiθ (x),u∼piθ(u|x) {∇θ log piθ(u|x)(Qpiθ(x,u)− b)} . (3.36)
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Eine weit verbreitete Baseline sind die Restkosten V pi:
∇θJ(θ) = Ex∼ρpiθ (x),u∼piθ(u|x) {∇θ log piθ(u|x)Qpiθ(x,u)− V piθ(x)} (3.37)
= Ex∼ρpiθ (x),u∼piθ(u|x) {∇θ log piθ(u|x)Apiθ(x,u)} . (3.38)
Definition 3.2 (Vorteilsfunktion Api). Die Vorteilsfunktion (engl. advantage function)
Api(xk,uk) := Qpi(xk,uk)− V pi(xk) (3.39)
für eine gegebene Rückführung pi gibt an, wie viel besser als der Durchschnitt die
Steuerung uk im Zustand xk ist [59].
3.6.2 Deterministic-Policy-Gradient (DPG)
In [61] werden die vorgestellten Ergebnisse für deterministische Rückführungen der
Form µθ(xk) entwickelt.3 Davor wurde nicht davon ausgegangen, dass ∇θJ(θ) für
diese Form von Rückführungen existiert [48]. Die Autoren konnten zeigen, dass der
Deterministic-Policy-Gradient (DPG) einen Grenzfall des SPG in Satz 3 darstellt.
Zunächst wird für eine parametrierte deterministische Rückführung µθ(xk) in Analogie
zu (3.19) die multivariate Verteilung





Die zu minimierende Kostenfunktion
J(θ) := Ex0∼p(x0){V µθ(x0)} (3.41)
wird nach θ differenziert:
∇θJ(θ) = Ex0∼p(x0){∇θV µθ(x0)}. (3.42)
Um den DPG zu bestimmen, muss demnach ∇θV µθ(x0) bekannt sein.
3Es wird vorausgesetzt, dass der PG ∇θJ(xk) existiert und ebenso wie µθ(xk) stetig in xk und θ ist.
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Die Berechnung erfolgt im Folgenden für den allgemeinen Fall ∇θV µθ(xk) in Anlehnung
an den Beweis in [61]:
∇θV µθ(xk) = ∇θQµθ(xk, µθ(xk)), (3.43a)
(2.25a)= ∇θ
(
ck(xk, µθ(xk)) + γExk+1∼p(·|xk,µθ(xk)){V µθ(xk+1)}
)
, (3.43b)








+ p(xk+1|xk, µθ(xk))∇θV µθ(xk+1)dxk+1,




+ p(xk+1|xk, µθ(xk))∇θV µθ(xk+1)dxk+1,
= ∇θµθ(xk)∇uk
(














∇θV µθ(xk) (2.25a)= ∇θµθ(xk)∇ukQµθ(xk,uk)|uk=µθ(xk) (3.43h)
+ γExk+1∼p(·|xk,µθ(xk)){∇θV µθ(xk+1)}.
Führt man die Rekursion in (3.43h) fort, setzt diese in (3.42) ein, und fasst den
Erwartungswert über τ zusammen, so erhält man einen Ausdruck für den DPG:


















4Durch Einführung der diskontierten Zustandsverteilung kann die Summe im (3.44) aus dem Ausdruck
innerhalb des Erwartungswerts genommen werden.
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ergibt sich der DPG bei unendlichem Zeithorizont zu [61, Gl. 9]:





Der DPG ist demnach der Erwartungswert des Gradienten der Bewertungsfunktion.
Satz 4 (Deterministic-Policy-Gradient). Für eine deterministische Rückführung µθ(xk),
für das Kostenfunktional J ist der PG gegeben durch (3.44) bzw. (3.46) [61].
3.7 Aktor-Kritiker Algorithmen
Bei Aktor-Kritiker (engl. actor-critic) Algorithmen wird sowohl die Rückführung pi
(Aktor) als auch die Restkosten V pi, bzw. die Bewertungsfunktion Qpi (Kritiker) durch
einen Funktionsapproximator repräsentiert (s. Abbildung 6).
Der Schätzer Vˆ pi bzw. Qˆpi wird dabei mit den Methoden aus Abschnitt 3.5 erlernt.
Dieser wird dann genutzt um mittels Satz 3 oder Satz 4 den PG ∇θJ(θ) zu schätzen
und iterativ die Rückführung piθ zu optimieren.
Die Aktor-Kritiker Architektur findet bspw. bei dem in Abschnitt 4.3 vorgestellten
Algorithmus DDPG Verwendung.
3.8 Imitationslernen
Das Imitationslernen stellt die einfachste Form des bestärkenden Lernens dar. Dabei
wird davon ausgegangen, dass zunächst nicht der Agent selbst, sondern ein Experte mit
dem System interagiert. Mit den Methoden des überwachten Lernens wird anschließend
die Rückführung piθ bzw. µθ bestimmt, die das Verhalten des Experten imitiert [25].
In [6] wird das Imitationslernen auf das autonome Fahren angewandt. Den Autoren ist
es gelungen einen kamerabasierten Lenkregler zur Spurverfolgung zu trainieren, der das
Verhalten eines menschlichen Fahrers (Experte) imitiert. Der angelernte Regler wurde
an einem realen Fahrzeug in verschieden Verkehrssituationen erprobt.
In [51] wird das Imitationslernen genutzt, um auf Basis der Trajektorienplanung (Experte)
eine Überführungsaufgabe zu lösen. Dazu wurden zunächst optimale Eingangstrajektori-
en aus einer Menge von Anfangswerten X0 generiert. Der resultierenden Datensatz aus
Tupeln (x(i)k ,u
(i)
k ) wurde anschließend genutzt um die optimale Rückführung pi∗ mittels
eines KNN
µθ : Xk → Uk,xk 7→ uk (3.47)
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Abbildung 6 – Architektur von Aktor-Kritiker Algorithmen. Der Kritiker wird mit
TD-Lernen und Minimierung des MSBE trainiert (∇φMSBE(φ)). Mit dem Kritiker
kann der PG ∇θJ(θ) geschätzt werden, um mit diesem den Aktor derart zu optimieren,
dass er J minimiert [66, vgl. Abb. 15.5].
zu approximieren. Mit dieser Rückführung ist es möglich näherungsweise optimale
Trajektorien zu generieren, ohne eine erneute Trajektorienplanung durchzuführen.
Ein Nachteil des Imitationslernen ist, dass der Agent nicht besser als der Experte
werden kann. Zudem ist es mitunter sehr zeitaufwendig und teuer, einen Experten
Trainingsdaten erzeugen zu lassen.
3.9 Modellbasiertes bestärkendes Lernen
Beim modellbasierten bestärkenden Lernen wird im Gegensatz zu den bereits vorgestell-
ten Methoden ein Systemmodell erlernt. Dem Ansatz liegt die Annahme zu Grunde, dass
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die Aufgabe des Agenten mit den Methoden der optimalen Steuerung (s. Abschnitt 2.1)
gelöst werden kann, wenn die Systemdynamik (2.1) bzw. (2.3) bekannt ist.
Es wird ein durch φ parametrierten Schätzer fˆd : (xk,uk;φ) 7→ xk+1 von (2.1) bzw.
(2.3) aus den Interaktionsdaten D angelernt. Im Gegensatz zur Systemidentifikation, wo
Expertenwissen mit in den Entwurf des Schätzers fließt, wird im Kontext des bestärken-
den Lernens ein möglichst allgemein gehaltener Ansatz verfolgt. So soll gewährleistet
werden, dass sich ein Algorithmus auf möglichst viele verschiedene Systeme anwenden
lässt.
Bei dem Algorithmus Probabilistic-Inference-for-Learning-Control (PILCO) [13] wird
ein Gaußscher Prozess genutzt, um die Systemdynamik (2.3) zu erlernen. Dieser nicht-
parametrische stochastische Ansatz ist sehr dateneffizient. Die erlernte Systemdynamik
wird genutzt um für eine parametrierte Rückführung piθ den PG ∇θJ(θ) analytisch zu
bestimmen. So kann bspw. das Aufschwingen des Doppelpendels (s. Abschnitt A.4) in 20
bis 30 Episoden, bzw. 60 bis 90 Sekunden Interaktion mit dem System erlernt werden.
Der Rechenaufwand von PILCO ist jedoch erheblich und der Algorithmus kann durch
die Nutzung von Gaußschen Prozessen, nur auf solche niedrig-dimensionalen (bezogen




Unter dem Begriff tiefes bestärkendes Lernen (engl. deep reinforcement learning) werden
Methoden zusammengefasst, die in ihrer Architektur tiefe KNNs verwenden.
Durch die Nutzung von tiefen KNNs konnten beeindruckende Fortschritte auf dem
Gebiet des bestärkenden Lernens erreicht werden, die internationales Aufsehen erregten
[43, 60]. Dadurch ist es möglich das bestärkende Lernen auf Probleme mit sehr hoher
Zustands- und Eingangsdimension anzuwenden. Ist der Zustand xk durch Pixel eines
Bildes repräsentiert, bspw. bei einem Computerspiel, oder bei einer Kameraaufnahme
eines Roboters, so gilt dim(xk) >> 104. Für solche Anwendungsfälle werden Faltungs-
netzwerke (CNN) eingesetzt. In dieser Arbeit kommen jedoch nur MLPs zur Anwendung,
da keine Bilddaten oder ähnlich hoch-dimensionale Objekte zum Lernen verwendet
werden.1
In diesem Kapitel werden drei Methoden des tiefen bestärkenden Lernens vorgestellt.
Diese bilden die historische Entwicklung des Wissenschaftsgebietes ab und ermöglichen
es Heuristiken und Konzepte motiviert einzuführen.
4.1 Neural-Fitted-Q-Iteration (NFQ)
Bei NFQ [55] wird die Werteiteration des Q-learning mit der Funktionsapproximation
durch ein KNN kombiniert. Der Algorithmus ist dateneffizient und wurde von den
Autoren auf reale Systeme, wie bspw. das Wagen-Pendel (s. Abschnitt A.3) angewandt.2
In [51] wurde der Algorithmus in Simulationsstudien zur Stabilisierung eines aufrecht
fahrenden Balancierroboters eingesetzt.
1Eine entsprechende Erweiterung der entwickelten Software, wäre mit überschaubarem Aufwand zu
bewältigen.
2Ein Aufschwingen aus der unteren Ruhelage ist mit diesem Algorithmus nicht möglich.
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Die erlernte Bewertungsfunktion Qˆφ wird genutzt, um den Eingang zu bestimmen:
uk := arg min
u∈U
Qˆφ(xk,u). (4.1)
Da diese Optimierung für kontinuierliche Eingänge sehr rechenaufwendig sein kann ist
NFQ nur für diskrete Eingänge geeignet. Sollte der Eingang dennoch kontinuierlich sein,
muss er entsprechend diskretisiert werden. Für den diskreten Eingang kann (4.1) für
alle u ∈ U ausgewertet werden. Der Rechenaufwand steigt mit der Mächtigkeit von U,
weshalb in [55] für jede Dimension von uk nur zwei bis drei Werte vorgegeben werden.
Für ein System mit zwei Eingängen u1 ∈ {u1,min, 0, u1,max}, u2 ∈ {u2,min, u2,max} gilt
|U| = 6. Für die Auswertung von (4.1) muss Qˆφ demnach 6-mal ausgewertet werden.
Der Algorithmus ist deshalb nur für kleine |U| geeignet.
4.1.1 KNN und Training
Bei NFQ wird ein relativ kleines KNN genutzt, um Qpi zu repräsentieren. Die Au-
toren schlagen als Architektur ein MLP vor. Dieses hat zwei versteckte Schichten
mit je 20 Perzeptren und tanh-Aktivierungsfunktion. In der Ausgabeschicht wird die
σ-Aktivierungsfunktion verwendet, um die Werte von Qˆφ auf das Intervall [0, 1] zu
beschränken. Nach Beendigung einer Episode wird Qˆφ mit der MSBE-Kostenfunktion
für den gesamten Datensatz D trainiert, bis die Regression konvergiert ist. Da der
Datensatz D stetig wächst, steigt die Trainingsdauer mit jeder Episode an. Um dem
entgegenzuwirken ist die Größe von D auf 50000 Datenpunkte di beschränkt. Der Agent
nutzt die ε-gierige Rückführung.
4.1.2 Kosten
Die Kostenfunktion ck ist bei NFQ nicht vom Eingang uk abhängig. Es werden zunächst
eine Menge von Zielzuständen X+ definiert, in die das System möglichst schnell überführt
werden soll. Weiterhin wird eine Menge von unzulässigen Zuständen X− eingeführt,
womit bspw. Zustandsbeschränkungen modelliert werden können. Die Kostenfunktion
ergibt sich damit zu:
ck(xk) =

0, wenn xk ∈ X+,
1, wenn xk ∈ X−,
0.01 sonst.
(4.2)
Die korrespondierende optimale Rückführung pi∗ überführt das System aus einem
Anfangszustand x0 in möglichst wenig Zeitschritten in die Menge X+ und ist damit
zeitoptimal.
39
Algorithmus 6 Neural-Fitted-Q-Iteration (NFQ) [55]
Initialisierung des Datensatzes D
Zufällige Initialisierung des Q-Netzwerks Qˆφ(xk,uk)
for n Episoden do . Lernvorgang
x0 ∼ p(x0) . Anfangszustand bestimmen
for k ∈ [0, N − 1] do
uk ∼ piε(uk|xk) . ε-gierige Rückführung
xk+1 ∼ p(xk+1|xk,uk) . Simulation des Systems
ck(xk) . Berechnung der inkrementellen Kosten














i∈D (y(i) − Qˆφ(x(i)k ,u(i)k ))2 . Training des MLP
end for
4.2 Deep-Q-Network (DQN)
Mit DQN [43] wird ein wichtiger Meilenstein des bestärkenden Lernens markiert. Durch
die Kombination von bestärkendem und tiefem maschinellen Lernen war es erstmals
möglich, Steuerungen aus hochdimensionalen Objekten zu erlernen. Den Autoren ist es
gelungen einen Algorithmus zu entwerfen, der aus den Pixeldaten des Spielbildschirms
lernt Videospiele zu spielen. Dem Agenten steht dabei keine domänenspezifische In-
formation über das jeweilige Videospiel zur Verfügung und alle Hyperparameter des
Algorithmus wurden konstant gehalten. Die Autoren haben DQN auf 49 Spiele der
Videospielkonsole Atari 2600 angewandt. Bei 29 Spielen erzielte der Agent nach dem
Lernvorgang höhere Punktzahlen, als ein überdurchschnittlicher menschlicher Spieler.
4.2.1 Besonderheiten von DQN gegenüber NFQ
Der Algorithmus DQN kombiniert NFQ mit den Methoden des tiefen maschinellen
Lernen. Um die Bilddaten zu verarbeiten wird für die Repräsentation des Q-Netzwerks
Qˆφ ein tiefes KNN genutzt. Zudem werden bei DQN noch heuristische Verfahren
angewandt, die den Lernvorgang beschleunigen und stabilisieren.
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Q-Netzwerk
Der Zustand xk ∈ R210×160×3×4 ist durch die Pixeldaten der letzten vier Spielbildschirme
repräsentiert, der diskrete Eingang uk ∈ R18 durch Tasten und mögliche Tastenkombi-
nationen des Spielcontrollers. Mittels einer Abbildung
h : R210×160×3×4 → R84×84×4,xk 7→ ok (4.3)
werden die Bilddaten vorverarbeitet, bevor sie dem Q-Netzwerk übergeben werden.
Um bei der Berechnung von uk mittels (4.1) nicht für jede mögliche Steuerung das
Q-Netzwerk auswerten zu müssen, wird ein Trick angewandt. Im Gegensatz zu NFQ
hat Qˆφ nur ok als Eingabe und gibt dafür einen Vektor (Qˆφ(ok, u1), ..., Qˆφ(ok, u18))T
für alle möglichen Steuerungen aus. Für die Berechnung von (4.1) muss nur noch über
diesen Vektor minimiert werden. Zur besseren Veranschaulichung ist Qˆφ in Abbildung 7
dargestellt.
Abbildung 7 – Schematische Struktur des bei DQN verwendeten Q-Netzwerks.
Experience Replay
Anstatt, wie bei NFQ, das Q-Netzwerk Qˆφ nach jeder Episode mit dem gesamten Da-
tensatz D zu trainieren, wird nach jedem Zeitschritt k ein Minibatch B ⊂ D ausgewählt.
Auf dessen Basis wird der Gradient des MSBE ∇φ geschätzt und ein Iterationsschritt
des gewählten Gradientenabstiegsverfahrens ausgeführt. Durch dieses SGD-Verfahren
steigt die benötigte Rechenzeit für die Optimierung von Qˆφ bei wachsendem Datensatz
D nicht wesentlich an.
Target-Netzwerk
Wie in Abschnitt 3.5.1 beschrieben, weist die Werte-Iteration bei der Nutzung von
Funktionsapproximatoren schlechte Konvergenzeigenschaften auf, die unter anderem
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durch das Bootstrapping verursacht werden. Bei DQN wird deshalb ein sog. Target-
Netzwerk Qˆφ′ eingesetzt, dass die Werte-Iteration stabilisiert. Mit diesem KNN werden
die Sollwerte (engl. target values) y(i) in Algorithmus 6 erzeugt. Nach einer bestimmten
Anzahl Episoden wird φ′ ← φ gesetzt.
4.3 Deep-Deterministic-Policy-Gradient (DDPG)
DDPG [36] kombiniert die Ergebnisse aus Abschnitt 3.6.2 mit dem tiefen maschinellen
Lernen. So kann das bestärkende Lernen erstmals auf hochdimensionale Systeme mit
kontinuierlichem Eingang uk angewandt werden. DDPG verwendet die Aktor-Kritiker-
Architektur (s.Abschnitt 3.7) und nutzt KNN zur Repräsentation von Aktor µθ und
Kritiker Qˆµφ (s. Abbildung 8).
Der Kritiker wird wie bei NFQ und DDPG durch Minimierung des MSBE trainiert (4.9).
Mit dem Kritiker kann der DPG bestimmt werden, mit dem der Aktor trainiert wird
(4.10). Anstatt wie bei NFQ und DQN den Kritiker zu minimieren, um die Steuerung
zu bestimmen, werden mit dem DPG die Parameter des Aktors derart angepasst, dass
dieser ein Minimierer des Kritikers ist. Durch den Einsatz des Aktors kann der Eingang
uk kontinuierliche Werte annehmen.
4.3.1 Target-Netzwerke
Ebenso wie bei DQN werden Target-Netzwerke µθ′ und Qˆµφ′ genutzt, um die Regler-
Iteration zu stabilisieren. Statt jedoch eine harte Aktualisierung
θ′ ← θ, (4.4)
φ′ ← φ (4.5)
der Parametervektoren durchzuführen, wird in jedem Zeitschritt eine weiche Aktualisie-
rung durchgeführt, bei der die Parameter der Target-Netzwerke θ′ und φ′ in Richtung
der Parameter von Aktor (θ) und Kritiker (φ) bewegt:
φ′ ← τφ+ (1− τ)φ′, (4.6a)
θ′ ← τθ + (1− τ)θ′, τ  1. (4.6b)
So wird gewährleistet, dass sich die Parameter der Target-Netzwerke nur langsam
verändern und den Lernvorgang stabilisieren.
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Abbildung 8 – Architektur der verwendeten KNN bei DDPG. Beide KNN haben
zwei versteckte Schichten mit ReLU-Aktivierungsfunktion und respektive 300 bzw.
400 Perzeptren. Die Ausgabeschicht des Aktors hat eine tanh-Aktivierungsfunktion,
die die Ausgabe auf das Intervall [−1, 1] beschränkt. Um die Netzwerkausgabe uk
auf ein definiertes Intervall [−umax,umax] zu skalieren, wird die Ausgabe der Aktivie-
rungsfunktion mit umax multipliziert. Beim Kritiker wird der Eingang uk erst in der
zweiten versteckten Schicht eingebunden. Die Ausgabeschicht hat im Gegensatz zu [36]
eine ReLU-Aktivierungsfunktion, um die Ausgabe auf R≥0 zu beschränken. Da für die
inkrementellen Kosten ck ≥ 0 angesetzt wird, kann Qˆµ nicht negativ sein.
4.3.2 Erkundung
Auch bei DDPG hat die Erkundung einen nennenswerten Einfluss auf die Konvergen-
zeigenschaften des Algorithmus. Bei DDPG wird dazu ein Rauschprozess R auf die
Ausgabe des Aktor-Netzwerks addiert:
uk = µθ1(xk) +Rk. (4.7)
Die Autoren nutzen für den Rauschprozess R einen Ornstein-Uhlenbeck-Prozess, der
korreliertes Rauschen erzeugt. In [50] wird als Alternative zu (4.7) vorgeschlagen, den
Parametervektor θ zu verrauschen.
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Im Rahmen dieser Arbeit wurde normalverteiltes Rauschen N (µ = 0.0, σ = 0.1) auf die
Aktorausgabe addiert und entsprechend der maximalen Ausgabe umax skaliert. Diese
einfache Methode stabilisierte den Lernvorgang und wird deshalb – auch aufgrund der
Einfachheit – bevorzugt.
Algorithmus 7 Deep-Deterministic-Policy-Gradient (DDPG) [36]
Initialisierung des Datensatzes D
Aufwärmphase – Steuerung wird für bestimmte Anzahl Zeitschritte zufällig bestimmt
Zufällige Initialisierung des Kritiker- und Aktor-Netzwerks Qˆµφ(xk,uk), µθ(xk)
Initialisierung der Target-Netzwerke Qˆµφ′ und µθ′ mit den Gewichten φ
′ ← φ,θ′ ← θ
for n Episoden do . Lernvorgang
Initialisierung des Zufallsprozesses R für die Erkundung
x0 ∼ p(x0) . Anfangszustand bestimmen
for k ∈ [0, N − 1] do
uk = µθ1(xk) +Rk . Bestimmung der verrauschten Steuerung
xk+1 ∼ p(xk+1|xk,uk) . Simulation des Systems
ck(xk,uk) . Berechnung der inkrementellen Kosten
D ← di = (x(i)k ,u(i)k , c(i)k ,x(i)k+1) . Transitionsdaten speichern
Stichprobe eines Minibatches B ⊂ D

























y(i) − Qˆµφ(x(i)k ,u(i)k )
)2)
(4.9)









φ′ ← τφ+ (1− τ)φ′ (4.11a)




Tabelle 1 – Hyperparameter von DDPG.
Hyperparameter Wert Wert in [36] Anmerkung
Größe eines Minibatchs B 100 64 |B|
Größe des Datensatzes D 1× 106 1× 106 |D|
Aktor-Lernrate 1× 10−4 1× 10−4 Schrittweite für Optimierung
Kritiker-Lernrate 1× 10−3 1× 10−3 Schrittweite für Optimierung
Regularisierung Kritiker 1× 10−2 1× 10−2 L2-Regularisierung von φ
Target-Update-Rate τ 5× 10−3 1× 10−3
Diskontierungsfaktor γ 0.99 0.99







Die differenzielle dynamische Programmierung (DDP) [40] und der iterative linear-
quadratische Regler (iLQR) [35] sind Methoden zur Lösung des Optimalsteuerungs-
problems (2.19) für nichtlineare dynamische Systeme durch sukzessive Approximation,
welche auf der DP basieren. Das nichtlineare Optimierungsproblem (2.19) wird mittels
sequentieller linear-quadratischer Optimierung gelöst.
Die Lösung von (2.19) mittels iterativer linear-quadratischer Regler (iLQR) ist sehr
recheneffizient, weshalb das Verfahren in hochdynamischen NMPC-Anwendungen einge-
setzt wird [46].
Basis für beide Verfahren sind deterministische nichtlineare dynamische Systeme der
Form
xk+1 = fd(xk,uk), k = 0, 1, ..., N − 1. (5.1)













Bei beiden Methoden wird grundsätzlich wie folgt vorgegangen:
1. Start mit i := 0, Wahl einer initialen Steuerfolge U¯ i = {u¯0, , u¯1, ..., u¯N−1}
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2. Bestimmung der zu U¯ i korrespondierenden Zustandstrajekorie X¯ i = {x¯0, ..., x¯N}
ausgehend von x0 durch Vorwärtsrechnung der nichtlinearen Systemdynamik
3. Approximation von (2.19) mittels Taylor-Entwicklung von (2.10) und (5.1) um
U¯ i und X¯ i
4. Bestimmung der optimalen Rückführung für die Approximation mittels LQR-
Entwurf
5. Vorwärtsrechnung der nichtlinearen Systemdynamik mit der bestimmten optimalen
Rückführung. Daraus resultieren eine neue Steuerfolge U¯ i+1 und eine zugehörige
Zustandstrajektorie X¯ i+1. Falls bestimmte Abbruchkriterien nicht erfüllt sind →
i := i+ 1 und weiter mit Schritt 3.
5.1 Detaillierte Beschreibung des iterativen
linear-quadratischen Reglers (iLQR)
Im Folgenden sollen die Schritte 3 bis 5 des beschriebenen Algorithmus näher erläutert
werden.
Schritt 3: Approximation von (2.19) mittels Taylor-Entwicklung
Der wesentliche Unterschied zwischen DDP und iLQR liegt in der Approximations-
ordnung der Systemdynamik (5.1). Beim iLQR werden die Terme zweiter Ordnung
vernachlässigt, da dies eine wesentliche Effizienzsteigerung mit sich bringt, die den
Genauigkeitsverlust rechtfertigt [35, S. 7]. Im Weiteren wird deshalb nur der iLQR
betrachtet.
Ausgangspunkt für die Approximation ist (2.21) mit (5.1):







, k = 0, 1, ..., N − 1. (5.3b)
Da (5.1) deterministisch ist entfällt gegenüber (2.21) die Bildung des Erwartungswertes.
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Eine Taylor-Entwicklung von (2.28) und (5.1) um U¯ i und X¯ i resultiert in:
cN(xN) ≈ cN(x¯N) + ∂cN
∂xN
(x¯N)(xN − x¯N) (5.4a)




(x¯N)(xN − x¯N) + T.h.O.,
ck(xk,uk) ≈ ck(x¯k, u¯k) + ∂ck
∂xk
(x¯k, u¯k)(xk − x¯k) + ∂ck
∂uk
(x¯k, u¯k)(uk − u¯k) (5.4b)








(x¯k, u¯k)(uk − u¯k)




(x¯k, u¯k)(xk − x¯k) + T.h.O.,
sowie
fd(xk,uk) ≈ fd(x¯k, u¯k) + ∂fd
∂xk
(x¯k, u¯k)(xk − x¯k) + ∂fd
∂uk
(x¯k, u¯k)(uk − u¯k). (5.5)
Aus (2.28) folgt für die Ableitungen in (5.4):
∂cN
∂xN
(x¯N) = x¯TNSN =: cTx,N ,
∂2cN
∂x2N
(x¯N) = SN =: Cxx,N , (5.6a)
∂ck
∂xk
(x¯k, u¯k) = x¯Tk S + u¯TkPT =: cTx,k,
∂ck
∂uk
(x¯k, u¯k) = u¯TkR + x¯TkP =: cTu,k (5.6b)
∂2ck
∂x2k
(x¯k, u¯k) = S =: Cxx,
∂2ck
∂u2k
(x¯k, u¯k) = R =: Cuu, (5.6c)
∂2ck
∂xk∂uk
(x¯k, u¯k) = PT =: Cxu,
∂2ck
∂uk∂xk
(x¯k, u¯k) = P =: Cux = CTxu. (5.6d)
Mit den Definitionen
x˜k := xk − x¯k (5.7)
und
u˜k := uk − u¯k (5.8)
sowie (5.6) folgt für die Reihenentwicklung in (5.4) somit:




NCxx,N x˜N + cTx,N x˜N , (5.9a)





x˜TkCxxx˜k + u˜TkCuuu˜k + x˜TkCxuu˜k + u˜TkCuxx˜k
)
+ cTx,kx˜k + cTu,ku˜k.
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ergibt sich die Approximation der Systemdynamik als zeitvariantes lineares System
f˜d(x˜k, u˜k) = x˜k+1 := fd(xk,uk)− fd(x¯k, u¯k) ≈ Akx˜k +Bku˜k. (5.12)
Mit (5.12) und (5.9) folgt für (5.3) in den Koordinaten x˜k, u˜k:
V˜N(x˜N) = c˜N(x˜N), (5.13a)
V˜k(x˜k) = min
u˜k∈U(x˜k)




, k = 0, 1, ..., N − 1. (5.13b)
Ergebnis der Approximation ist ein Optimalsteuerungsproblem mit quadratischer Kosten-
funktion (5.9) und linearem zeitvariantem System (5.12), welches mittels LQR-Entwurf
gelöst werden kann.
Schritt 4: Rückwärtsrechnung - Bestimmung der optimalen Rückführung
für die Approximation mittels LQR-Entwurf
Um nun die optimale Rückführung für die Approximation (5.13) zu bestimmen, wird
wie in Abschnitt 2.1.5 verfahren. Ausgehend von den Endkosten V˜N(x˜N) wird eine
Rückwärtsrechnung auf Basis der DP durchgeführt, welche eine Rückführung der Form
u˜∗k = K˜kx˜k + k˜k, k = 0, ..., N − 1 (5.14)
zum Ergebnis hat.
V˜N(x˜N)




NCxx,N x˜N , (5.15a)
V˜N−1(x˜N−1) = min
u˜N−1∈U(x˜N−1)






Einsetzen der Systemgleichung (5.12) liefert die Bewertungsfunktion:
Q˜N−1(x˜N−1, u˜N−1) = c˜N−1(x˜N−1, u˜N−1) + V˜N(AN−1x˜N−1 +BN−1u˜N−1), (5.16a)
= cTx,N−1x˜N−1 + cTu,N−1u˜N−1 (5.16b)
+ 12
(
x˜TN−1Cxxx˜N−1 + u˜TN−1Cuuu˜N−1 (5.16c)







x˜TN−1Qxx,N−1x˜N−1 + x˜TN−1Qxu,N−1u˜N−1 (5.16d)
+ u˜TN−1Qux,N−1x˜N−1 + u˜TN−1Quu,N−1u˜N−1
)
(5.16e)
+ qTx,N−1x˜N−1 + qTu,N−1u˜N−1,
mit
Qxx,N−1 := Cxx + ATN−1Cxx,NAN−1, (5.17a)
Qxu,N−1 := Cxu + ATN−1Cxx,NBN−1, (5.17b)
Qux,N−1 := Cux +BTN−1Cxx,NAN−1 = QTxu,N−1, (5.17c)
Quu,N−1 := Cuu +BTN−1Cxx,NBN−1, (5.17d)
qTx,N−1 := cTx,N−1 + cTx,NAN−1, (5.17e)
qTu,N−1 := cTu,N−1 + cTx,NBN−1. (5.17f)
Mittels Minimierung von (5.16) kann der optimale Eingang
u˜∗N−1 = arg minu˜N−1 Q˜N−1(x˜N−1u˜N−1) (5.18)
bestimmt werden.




⇔ 0 = qu,N−1 +Quu,N−1u˜∗N−1 + QTxu,N−1x˜N−1, (5.19b)
⇔ u˜∗N−1 = −Q−1uu,N−1(QTxu,N−1x˜N−1 + qu,N−1). (5.19c)
Die optimale Rückführung pi∗ ergibt sich im Gegensatz zu Abschnitt 2.1.5, aufgrund
des linearen Terms in (5.9) zu:
u˜∗N−1 = K˜N−1x˜N−1 + k˜N−1, (5.20)
1Für konvexe Funktionen ist diese Bedingung hinreichend [5, S. 14].
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mit
K˜N−1 := −Q−1uu,N−1QTxu,N−1 (5.21a)
und
k˜N−1 := −Q−1uu,N−1qu,N−1. (5.21b)
Dass die Rückführung (5.20) tatsächlich optimal ist folgt aus der hinreichenden Bedin-





⇔ Quu,N−1  0. (5.22b)
Die optimale Steuerung kann nun in die Bewertungsfunktion eingesetzt werden:
V˜N−1(x˜N−1) = Q˜N−1(x˜N−1, u˜∗N−1), (5.23a)
(5.20)= Q˜N−1(x˜N−1, K˜N−1x˜N−1 + k˜N−1), (5.23b)
(5.16)= 12
(
x˜TN−1Qxx,N−1x˜N−1 + x˜TN−1Qxu,N−1(K˜N−1x˜N−1 + k˜N−1) (5.23c)
+ (K˜N−1x˜N−1 + k˜N−1)TQux,N−1x˜N−1 (5.23d)
+ (K˜N−1x˜N−1 + k˜N−1)TQuu,N−1(K˜N−1x˜N−1 + k˜N−1)
)
+ qTx,N−1x˜N−1 + qTu,N−1(K˜N−1x˜N−1 + k˜N−1).





N−1Vxx,N−1x˜N−1 + vTx,N−1x˜N−1 + vkonst.,N−1, (5.24)
mit
Vxx,N−1 := Qxx,N−1 + K˜TN−1Qux,N−1 +Qxu,N−1K˜N−1 + K˜TN−1Quu,N−1K˜N−1, (5.25a)
vx,N−1 := qx,N−1 + K˜TN−1qu,N−1 +Qxu,N−1k˜
T





N−1Quu,N−1k˜N−1 + qTu,N−1k˜N−1. (5.25c)
Nun lassen sich in Analogie zu Abschnitt 2.1.5 Riccati-Gleichungen in vx,k und Vxx,k
mit k = N, ..., 0 und den Anfangswerten vx,N := cx,N , Vxx,N := Cxx,N aufstellen. Dazu
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werden zunächst die Matrizen und Vektoren von Q˜k(x˜k, u˜k) bestimmt [70, Gl. 4]:
Qxx,k := Cxx + ATk Vxx,k+1Ak, (5.26a)
Qxu,k := Cxu + ATk Vxx,k+1Bk, (5.26b)
Qux,k := Cux +BTk Vxx,k+1Ak = QTxu,k, (5.26c)
Quu,k := Cuu +BTk Vxx,k+1Bk, (5.26d)
qTx,k := cTx,k + vTx,k+1Ak, (5.26e)
qTu,k := cTu,k + vTx,k+1Bk. (5.26f)
Daraus kann im nächsten Schritt die zeitvariante Rückführung bestimmt werden:
K˜k := −Q−1uu,kQux,k, (5.27a)
k˜k := −Q−1uu,kqu,k. (5.27b)
Die resultierenden Folgen K˜[0:N−1] = {K˜0, ..., K˜N−1} sowie k˜[0:N−1] = {k˜0, ..., k˜N−1}
bilden die optimale Rückführung für (5.12) [70, Gl. 5b]:
u˜∗k = K˜kx˜k + k˜k, k = 0, 1, ..., N − 1, (5.28)
sofern (5.19) und (5.22) für alle k ∈ [0, N ] erfüllt sind.
Mit (5.26) und (5.27) können nun die Riccati-Gleichungen aufgestellt werden [69, Gl.
11]:
Vxx,k := Qxx,k + K˜Tk Qux,k +Qxu,kK˜k + K˜Tk Quu,kK˜k, (5.29a)





kQuu,kk˜k + qTu,kk˜k. (5.29c)





k Vxx,kx˜k + vTx,kx˜k + vkonst.,k. (5.30)
Schritt 5: Vorwärtsrechnung der nichtlinearen Systemdynamik mit der
bestimmten optimalen Rückführung.
Um die neue Steuerfolge U¯ i+1 und zugehörige Zustandstrajektorie X¯ i+1 von (5.1) zu
bestimmen wird eine Vorwärtsrechnung unter Nutzung von (5.28) durchgeführt. Damit
(5.28) auf das System (5.1) angewandt werden kann, muss (5.28) nach uk umgestellt
werden:
uk = K˜k(xk − x¯k) + k˜k + u¯k, k = 0, 1, ..., N − 1. (5.31)
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Ausgehend von x0 können U¯ i+1 und X¯ i+1 nach dem folgenden Schema berechnet werden:
u0 = K˜0(x0 − x¯0) + k˜0 + u¯0 → x1 = fd(x0,u0), (5.32a)
... ...
uN−1 = K˜N−1(xN−1 − x¯N−1) + k˜N−1 + u¯N−1 → xN = fd(xN−1,uN−1). (5.32b)
Somit gilt
U¯ i+1 = {u0,u1, ...,uN−1}, (5.33a)
X¯ i+1 = {x0,x1, ...,xN−1,xN}. (5.33b)
Unter der Voraussetzung, dass der Algorithmus noch nicht konvergiert ist, werden
U¯ i := U¯ i+1, (5.34a)
X¯ i := X¯ i+1, (5.34b)
gesetzt und zu Schritt 3 übergegangen.
5.2 Abbruchkriterien
Der Algorithmus ist konvergiert, wenn eines der folgenden Kriterien erfüllt ist:
1. Die Restkosten J haben sich nach einer Iteration nicht weiter verringert. Der
Algorithmus hat ein lokales Minimum der Kostenfunktion bestimmt:
Ji+1 − Ji < εJ , εJ > 0. (5.35)




∣∣∣∣∣ < εgrad. (5.36)
Bemerkung 5.1. Wenn die bestimmten kk die beschriebene Bedingung erfüllen
(vernachlässigbar klein sind), wird eine erneute Vorwärtsrechnung (5.32) ausgehend
von x0 auf die selbe Trajektorie des vorherigen Iterationsschrittes führen.
5.3 Numerische Probleme
Durch die Approximation ergeben sich numerische Probleme, die beim Anwenden des
beschriebenen Algorithmus im schlimmsten Fall zu Divergenz führen können. Es können
die folgenden Probleme auftreten:
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1. Quu ist nicht positiv definit,
2. Die Restkosten erhöhten sich. Ji+1 > Ji.
Im folgenden sollen die Probleme, sowie die in [70] vorgeschlagenen Lösungsansätze
erläutert werden.
Problem 1 - Rückwärtsrechnung Problem 1 hat zur Folge, dass die hinreichende
Bedingung für Optimalität nicht mehr erfüllt ist. Die quadratische Approximation der
Kostenfunktion ist somit nicht mehr konvex und die bestimmte Steuerung u˜∗k nicht
minimierend.







Abbildung 9 – Problem 1: Die Kostenfunktion J wurde im Punkt τ¯ i := {X¯i, U¯i}
durch J˜i quadratisch approximiert. Durch ein oder mehrere auftretende Quu,k ≺ 0 ist J˜i
jedoch nicht mehr konvex. Die Rückführung, die mittels Rückwertrechnung (Schritt 4)
bestimmt wird ist nicht mehr optimal und führt bei Anwendung von (5.32) auf einen
Punkt ≈ τ¯ i+1. Für diesen haben sich die Kosten gegenüber dem vorigen Iterationsschritt
erhöht: J(τ¯ i+1) > J(τ¯ i). Durch die Regularisierung wird erzwungen, dass J˜i konvex ist.
Um diesem Problem zu begegnen, muss zur Laufzeit überprüft werden, ob Quu,k positiv
definit ist, also nur positive Eigenwerte aufweist.2
2Anstatt die Eigenwerte zu bestimmen ist es rechentechnisch günstiger zu überprüfen, ob eine
Cholesky-Zerlegung von Quu,k möglich ist.
54
Ist dies nicht der Fall kann eine positive Definitheit erzwungen werden, in dem ein
Regularisierungsterm addiert wird [69, Gl. 9]3:
Quu,k,reg. := Quu,k + ηIm×m. (5.37)
Im×m bezeichnet eine Einheitsmatrix der Dimension m×m. Der Regularisierungsfaktor
η wird zu Beginn gleich 1 gesetzt. Tritt bei der Rückwärtsrechnung eine nicht positiv
definite Matrix Quu,k auf, wird η erhöht und die Rechnung erneut durchgeführt. Dieser
Vorgang wird wiederholt bis Quu,k,reg.  0 für alle k = 0, 1..., N − 1 gilt. Tritt der Fall
nicht ein, kann η wieder verkleinert werden.
Problem 2 - Vorwärtsrechnung Bei der Anwendung von (5.31) kann es vorkommen,
dass sich die Kosten J gegenüber dem vorigen Iterationsschritt erhöhen. Dies resultiert
daraus, das (5.31) nur optimal für die linear-quadratische Approximation ist.








Abbildung 10 – Problem 2: Die Kostenfunktion J wurde im Punkt τ¯ i := {X¯i, U¯i}
durch J˜i quadratisch approximiert. Die optimale Rückführung für die linear-quadratische
Approximation führt bei Anwendung von (5.32) auf einen Punkt ≈ τ¯ i+1. Für J˜i stellt
τ¯ i+1 das Minimum dar. Es gilt demnach τ¯ i+1 = arg minτ¯ J˜i(τ¯ ). Die tatsächliche Kosten-
funktion J hat sich jedoch erhöht: J(τ¯ i+1) > J(τ¯ i). Der Faktor α wird nun sukzessive
verringert, bis Ji+1 < Ji gilt. Für α = 0 gilt τ¯ i ≡ τ¯ i+1 und somit Ji ≡ Ji+1.
Als heuristisches Verfahren wird deshalb eine Liniensuche durchgeführt, um eine Ver-
ringerung der Kosten zu gewährleisten. Dazu wird in (5.31) ein Parameter α ∈ [0, 1]
3In [70] wird noch eine weitere Möglichkeit zur Regularisierung vorgeschlagen.
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eingeführt:
uk = K˜k(xk − x¯k) + αk˜k + u¯k, k = 0, 1, ..., N − 1. (5.38)
Ausgehend von α = 1 wird dieser solange verringert und die Vorwärtsrechnung erneut
durchgeführt, bis die Bedingung Ji+1 < Ji erfüllt ist. Dass es immer ein α ∈ [0, 1) gibt,
für das Ji+1 < Ji gilt, folgt aus der erzwungenen Konvexität der Kostenfunktion. Für
α = 1 ist (5.38) identisch (5.31). Für α = 0 vereinfacht sich (5.38) zu
uk = K˜k(xk − x¯k) + u¯k, k = 0, 1, ..., N − 1. (5.39)
Unter der Bedingung x0 = x¯0 vereinfacht sich diese zu:
uk = u¯k, k = 0, 1, ..., N − 1. (5.40)
Damit entspricht U¯ i+1 gleich U¯ i. Eine Vorwärtsrechnung führt somit auf die Zustand-
strajektorie des vorigen Iterationsschrittes.
Bemerkung 5.2. In [70] wird (5.29c) mit α als Abschätzung für die Kostenverringerung




α(qTu,kkk + αkTkQuu,kkk). (5.41)
Die Autoren verweisen auf [40].
5.4 Steuerbeschränkungen
Bei realen Systemen unterliegen die Steuergrößen Beschränkungen. Eine Heizquelle
kann bspw. nur eine bestimmte Leistung liefern. Beim LQR-Entwurf kann es aber durch
eine ungünstige Wahl der Gewichtsmatrizen dazu kommen, dass die Rückführung Werte
außerhalb dieser physikalischen Grenzen für die Steuerung ausgibt. Den Eingang u˜k
einfach entsprechend der Grenzen zu beschneiden verschlechtert die Konvergenzeigen-
schaften des Algorithmus bedeutend. Deshalb wird in [70] ein Verfahren vorgestellt, das
Steuerbeschränkungen u ∈ [umin,umax] explizit berücksichtigt. Dazu wird analog zum
Pontryaginschen Maximumprinzip [19, S. 110] das beschränkte Optimierungsproblem
k˜k = arg min
u˜k
Q˜k(x˜k, u˜k), (5.42a)
u.B.v. b ≤ u˜k ≤ b, (5.42b)
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numerisch gelöst, anstatt (5.18) analytisch zu lösen. Das Problem (5.42) in expliziter
Form lautet demnach:
k˜k = arg min
u˜k
u˜TkQuu,k,reg.u˜k + qTu,ku˜k, (5.43a)













Das Resultat der Optimierung ist die optimale Steuerung
u˜∗k := k˜k, (5.45)
die im Gegensatz zur analytischen Lösung (5.28) keine Rückführung mehr enthält. Um
diese Einschränkung nur dann durchzuführen, wenn sie auch nötig ist, wird (5.45) nur
auf die Dimensionen von uk angewandt, bei denen die Beschränkung aktiv ist. Die
entsprechende Zeile in Kk aus (5.28) ist demnach eine Nullzeile.
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Algorithmus 8 iLQR
U¯ 0 . Wahl der initialen Steuertrajektorie
X¯0 aus (5.32) . Vorwärtsrechnung
i := 1
while 1 do . Optimierung
while 1 do . Rückwärtsrechnung
Ki[0:N−1],k
i
[0:N−1] aus (5.27) bzw. (5.42) . Bestimmung der Rückführung.
if any(Quu,k,reg.) ≺ 0 then . Rückwärtsrechnung nicht erfolgreich?
η ↑ . Regularisierungsfaktor erhöhen,
else
break . Rückwärtsrechnung erfolgreich.
end if
end while
for α = [1, ..., 0) do . Liniensuche
U¯ i+1, X¯ i+1, J(x0, U¯ i+1) aus (5.32) . Vorwärtsrechnung
∆J := J(x0, U¯ i+1)− J(x0, U¯ i) . Verringerung der Restkosten J
∆Jˆ := −∑N−1k=0 α(qTu,kkk + αkTkQuu,kkk) . Erwartete Verringerung
if ∆J∆Jˆ > 0 then . Restkosten verringert?
η ↓ . Regularisierungsfaktor reduzieren
if ∆J < εJ then . Geringe Kostenverringerung?
break . Konvergiert
end if
if ∇J < εgrad. then . Kleiner Gradient?
break . Konvergiert
end if
else . Restkosten erhöht
η ↑ . Regularisierungsfaktor erhöhen.










Im folgenden Kapitel werden DDPG – als moderne Methode des bestärkenden Lernens –
und iLQR – als modellbasierter Referenzansatz der Regelungs- und Steuerungstheorie –
auf verschiedene regelungstechnische Problemstellungen angewandt und miteinander
verglichen. DDPG wurde an dieser Stelle ausgewählt, da es im Gegensatz zu NFQ und
DQN einen kontinuierlichen Eingang uk ermöglicht.
Als Basis für die in Kapitel 2 erarbeiteten Grundlagen diente (2.1). Die untersuchten
Methoden in Kapitel 4 und Kapitel 5 wurden im Rahmen dieser Arbeit zunächst jedoch
nur auf deterministische Abtastsysteme der Form
xk+1 = fd(xk,uk) (6.1)
angewandt, welche einen Spezialfall von (2.1) darstellen.
Abtastsystem Das Ergebnis der Modellbildung sind kontinuierliche nichtlineare
Systeme der Form
x˙ = fc(x,u). (6.2)
Um (6.2) auf (6.1) überführen zu können, wird vorausgesetzt, dass (6.2) für einen An-
fangswert x0 und eine Anfangszeit t0 mit einer lokal Lebesque-integrierbaren Funktion1
u(·) eine eindeutige Lösung x(t) hat [20, S. 16].
Das zeitdiskrete Abtastsystem lässt sich dann durch den Fluss ϕ von (6.2) über das
Zeitintervall ∆t ausdrücken [56, S. 26]:
xk+1 = fd(xk,uk) := ϕ∆t(xk,uk). (6.3)
Das Abtastsystem (6.3) lässt sich bspw. mit einem Runge-Kutta-Verfahren oder – wie
hier dargestellt – mit einem Euler-Verfahren approximieren:
xk+1 = fd(xk,uk) ≈ xk + ∆tfc(xk,uk). (6.4)




Für alle mechanischen nicht-flachen Systeme wurde eine partielle Linearisierung der
nichtlinearen Systemdynamik durchgeführt [56, S. 123][28, S. 11], wodurch der Eingang
u durch die Beschleunigungen der aktuierten generalisierten Koordinaten gegeben ist.
Leider war es Zeitgründen nicht mehr möglich, die untersuchten Methoden auf thermody-
namische Gebäudemodelle anzuwenden. Die Schwierigkeit lag hier vor allem darin, dass
diese Systeme zeitvarianten Störgrößen, wie bspw. der Außentemperatur unterliegen.
Zudem werden die Kosten ck in solchen Szenarien als zeitvariable Größen angenommen.
Für realitätsnahe Untersuchungen bedarf es deshalb einer umfangreichen Erweiterung
der entwickelten Software.
Überführung von stabilen in instabile Ruhelagen Die zu untersuchende Steue-
rungsaufgabe besteht darin, ein nichtlineares dynamisches System (6.1) aus einer stabilen
in eine instabile Ruhelage zu überführen und dort zu stabilisieren.
Definition 6.1 (Ruhelage). Eine Ruhelage x∗ des Systems (6.1) erfüllt die folgende
Bedingung:
x∗ = fd(x∗,u∗), (6.5)
wobei eine Steuerung u∗ ∈ U(x∗) existieren muss, damit die Gleichung erfüllt wird.
Damit die Rückführung pi = {µ, ..., µ} das System in einer Ruhelage stabilisiert, muss
demnach gelten [20, S. 45]:
x∗ = fd(x∗, µ(x∗)). (6.6)
6.1 Untersuchung von DDPG an einem einfachen
Beispielsystem
Als Beispielsystem für die Untersuchung dient das inverse Pendel.2 Das inverse Pendel
in Abbildung 11 besteht aus einem an einer Achse aufgehängten Pendelarm der Masse
m = 1 kg und Länge l = 1 m. Mit dem Drehmoment τ kann das Pendel um die Achse
gedreht werden. Die Steuerungsaufgabe besteht darin, durch geeignete Wahl des Eingangs
u das Pendel aus der unteren Ruhelage x∗ = (pi(1 + 2n), 0)T in die oberere Ruhelage
x∗ = (2npi, 0)T mit n ∈ Z zu überführen. Aufgrund der Stellgrößenbeschrenkung reicht
das Moment τ ∈ [−3.5 N m, 3.5 N m] nicht aus, um das unten hängende Pendel ohne
Schwingen aufzurichten.
2Das inverse Pendel wurde für diese Untersuchung ausgewählt, da sich aufgrund der niedrigen Zustands-
und Eingangsdimension die Restkosten und Rückführung als Fläche im R3 darstellen lassen.
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Abbildung 11 – Inverses Pendel. Zustand x = (θ, θ˙)T, Eingang u = (τ).
Die Bewegungsgleichung des Pendels lautet
Jθ¨ −mgl sin(θ) + bθ˙ = τ (6.7)
mit dem Trägheitsmoment J = ml2 = 1 kgm2 und der Dämpfungskonstante b =
0.02 N m s.
Diese lässt sich in Zustandsraumdarstellung überführen.










Bei Diskretisierung mit dem Euler-Verfahren folgt demnach als Näherung für das
Abtastsystem:
x1,k+1 = x1,k + ∆tx2,k, (6.9a)












Erweiterter Zustand Für Systeme mit Zustandskomponenten, die Winkel repräsen-
tieren, wird in der Literatur des bestärkenden Lernens oft angenommen, dass diese auf
das Intervall [−pi, pi) beschränkt sind. Durch das Ausnutzen der Periodizität des Winkels
kann der Zustandsraum bedeutend verkleinert werden. Bildet man die Zustandstrajek-
torie einer Winkelgröße auf das Intervall [−pi, pi) ab, so kommt es bei überschreiten des
Intervalls zu Unstetigkeiten. Um dem entgegenzuwirken, kann ein Winkel auch durch
seine Cosinus- und Sinuskomponente dargestellt werden. In dieser Repräsentation treten
die beschriebenen Unstetigkeiten nicht auf.
Am Beispiel des Pendels würde dies demnach bedeuten, dass der Zustand x = (x1, x2)T
durch den erweiterten Zustand o = (cos(x1), sin(x1), x2)T repräsentiert wird. o ist dann
anstelle von x der Eingabevektor für den Aktor µθ und den Kritiker Qˆµφ.
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6.1.1 Vergleich von DDPG und dem iLQR
Die inkrementellen Kosten werden mit
ck(xk,uk) = x21,k + 0.1x22,k + 0.05u21,k (6.10)
angesetzt.
Bei iLQR gilt zusätzlich für die Endkosten:
cN(xN) = 100x21,N + 100x22,N . (6.11)
Bemerkung 6.1. Für das Lernen mit DDPG werden Winkel in ihre Cosinus- und
Sinuskomponente aufgeteilt und in der Kostenfunktion auf das Intervall [−pi, pi) abgebil-
det, da dies das Lernen enorm beschleunigt. Bei iLQR führen die daraus resultierenden
Unstetigkeiten in den Ableitungen der Kostenfunktion hingegen zu schlechten Konvergen-
zeigenschaften.
Für das Beispielsystem und die Kostenfunktion (6.10) hat iLQR zunächst keine Lösung
gefunden. Es werden deshalb zusätzlich Endkosten cN angesetzt, damit der Algorithmus
konvergiert. Beide Algorithmen sind aufgrund der Periodizität der Kostenfunktion bei
DDPG hinsichtlich der resultierenden Gesamtkosten nur schwer vergleichbar.
In der Literatur des bestärkenden Lernens werden Kosten für Winkel oft in deren Sinus-
oder Cosinuskomponenten angesetzt. Für das inverse Pendel könnte dann bspw.
ck(xk,uk) = (1− cos(x1,k)) + 0.1x22,k + 0.05u21,k. (6.12)
verwendet werden. Auch bei iLQR ist es möglich, die Kostenfunktion derart anzusetzen.
Verteilung des Anfangszustands
Wie in Abschnitt 3.1 beschrieben, wird das System bei DDPG zu Beginn einer Episode
in einen Anfangszustand x0 ∼ p(x0) versetzt. Für realitätsnahe Untersuchungen sollte
x0 in einer kleinen Umgebung um eine stabile Ruhelage liegen, im Fall des inversen
Pendels demnach nahe x0 = (pi, 0)T. In der Simulation kann aber prinzipiell jede
beliebige Verteilung p(x0) angesetzt werden. So kann das System in Zustände versetzt
werden, die sonst erst später im Laufe des Lernvorgangs besucht werden würden. Diese
künstliche Erkundung beschleunigt den Lernvorgang, lässt sich aber an realen System
nicht durchführen. Bei iLQR wird hingegen ein fester Wert für den Anfangszustand
angesetzt, in dieser Untersuchung x0 = (pi, 0)T.
Regelverhalten
In Abbildung 12 sind die Trajektorien des inversen Pendels bei Anwenden der mit
DDPG erlernten Rückführung und iLQR dargestellt.
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Die Rechenzeit von iLQR liegt auf einem gewöhnlichen3 Desktop-PC im unteren einstel-
ligen Minutenbereich. Das Training von DDPG für die Lernvorgänge in Abbildung 16
dauerte hingegen jeweils ca. 3 h, wobei der Algorithmus aber bereits nach ca. 15 bis 20
min Rechenzeit konvergiert.
Prinzipiell ist festzuhalten, dass es mit beiden Methoden möglich ist, das inverse Pendel
aus der unteren Ruhelage x∗,u = ((1 + 2n)pi, 0)T in die obere Ruhelage x∗,o = (npi, 0)T
mit n ∈ Z zu überführen und dort zu stabilisieren. Besonders um die oberere Ruhelage
weist DDPG jedoch einen relativ stark zitternden Eingang auf, der an eine Sliding-
Mode-Regelung erinnert. Dies hängt mit dem steilen Anstieg der Rückführung in der
Umgebung der Ruhelage zusammen, wie in Abbildung 17 unten rechts zu sehen. Dem
könnte eventuell entgegengewirkt werden, indem man die Abtastzeit verringert.
Die Gesamtkosten der Trajektorien in Abbildung 12 sind bei iLQR 30.76 (21.70 mit
Abbildung des Winkels x1 auf [−pi, pi)) und bei DDPG 23.75.
Vergleicht man das Verhalten beider Rückführungen für verschiedene Anfangswerte,
so zeigt sich, dass es mit der mit iLQR für x0 = (pi, 0) bestimmten Rückführung
nicht mehr möglich ist, das System in die obere Ruhelage zu überführen und dort zu
stabilisieren. Die mit iLQR bestimmte zeitvariante Rückführung ist nur lokal um die
Nominaltrajektorie gültig. Mit iLQR muss demnach für einen neuen Anfangswert eine
erneute Trajektorienplanung durchgeführt werden. Mit DDPG hingegen wurde eine
globale Rückführung erlernt, die das System aus beliebigen Anfangswerten in die obere
Ruhelage überführt und dort stabilisiert.
Bemerkung 6.2. Die Verwendung des Begriffes global bezieht sich auf die Teilmenge
des Zustandsraumes X, die während des Lernvorgangs besucht wurde. Eine auf Simulati-
onsexperimenten basierende Abschätzung für den Bereich, in dem µθ das System in die
Ruhelage überführt wird, ist die Menge {x ∈ X|x1 ∈ [−pi, pi), |x2| < 8}.




























Abbildung 12 – Trajektorien des inversen Pendels bei iLQR (blau) und DDPG (rot)
































Abbildung 13 – Trajektorien des inversen Pendels bei Anwendung der mit DDPG erlern-































Abbildung 14 – Trajektorien des inversen Pendels bei Anwendung der mit iLQR für
x0 = (pi, 0)T bestimmten Rückführung {K [0:N−1],k[0:N−1]} für die Anfangszustände
X0 = {(0.3pi,−8)T, (−0.5pi, 0)T, (0.5pi, 5)T}.
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Abbildung 15 – Trajektorien des inversen Pendels bei Anwendung der mit DDPG
erlernten Rückführung aus Abbildung 12 und Abbildung 13 in der Phasenebene für die
Anfangszustände X0 = {(pi, 0)T, (0.3pi,−8)T, (−0.5pi, 0)T, (0.5pi, 5)T}. Im Hintergrund
ist das Phasenportrait des autonomen Systems fc(x, µθ(x)) dargestellt.
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6.1.2 Approximation von V µ mit DDPG
Bei DDPG werden Kritiker Qˆµφ und Aktor µθ verwendet, um eine approximative Regler-
Iteration durchzuführen. Aus diesen lässt sich eine Approximation für die Restkosten
Vˆ µφ (x) = Qˆ
µ
φ(x, µθ(x)) bilden.
Für die Untersuchung in diesem Abschnitt wurden fünf Lernvorgänge am inversen
Pendel mit der Kostenfunktion (6.10) durchgeführt. Die diskontierten Gesamtkosten
sind in der Lernkurve in Abbildung 16 dargestellt.
In Abbildung 17 ist die aktuelle Schätzung Vˆ µ, die korrespondierende Rückführung µθ
und das resultierende Phasenportrait zu verschiedenen Zeitpunkten des Lernvorgangs
dargestellt. Nach 0 Trainingsschritten sind sowohl die Restkosten Vˆ µφ als auch die
Rückführung µθ ≈ 0, da die Netzwerkparameter mit sehr kleinen Werten initialisiert
werden.
Nach 15000 Trainingsschritten (Reihe 2) hat der Agent gelernt, bei positiver Geschwin-
digkeit ein positives Drehmoment auszugeben und bei negativer Geschwindigkeit ein
negatives. Im Laufe des Trainings lernt der Agent das Pendel wieder abzubremsen, wenn
die Winkelgeschwindigkeit x2 zu groß wird, um ein Überschwingen zu verhindern.
Die Schätzung der Restkosten Vˆ µφ übersteigt zuächst die tatsächlichen Gesamtkosten,
da der Agent zu Beginn des Trainings hohe Gesamtkosten erfährt. Die Rückführung
nähert sich im Laufe des Trainings der optimalen Rückführung pi∗ an, die Gesamtkosten
sinken und somit sinkt auch die Schätzung für die Restkosten Vˆ µφ . Diese konvergiert
gegen die tatsächlichen Gesamtkosten. Die erlernte Schätzung der Vˆ µφ hat demnach eine
gute Qualität.
In Abbildung 18 ist das Phasenportrait vor und nach dem Lernvorgang (erste und
letzte Zeile in Abbildung 17) um die instabile Ruhelage vergrößert dargestellt, um
zu verdeutlichen, wie sich das Systemverhalten durch Anwendung der Rückführung
verändert.
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Abbildung 16 – Lernkurve für das inverse Pendel mit der Kostenfunktion (6.10).
Die Abbildung zeigt die Mittelwerte der Gesamtkosten (blau) und der Schätzung
der Restkosten (rot) über fünf Lernvorgängen (Details in Tabelle 3). Die maximalen
und minimalen Werte sind als hellblauer bzw. hellroter Bereich dargestellt. Die
Aufwärmphase , in der der Agent zufällig agiert, dauert 10000 Zeitschritte an. Nach
bereits 60000 Zeitschritten konvergiert der Algorithmus. Dies entspricht ca. 40.0 min
Interaktionszeit mit dem System. Die orangen Markierungen kennzeichnen die Zeitpunkte






















































0 323 646 −3 0 3
u1 [Nm]
Abbildung 17 – Darstellung des Lernvorgangs von DDPG für das inverse Pendel.
Von oben nach unten: nach (0, 15761, 36250, 56250, 186250) Zeitschritten Training
(s.Abbildung 16, orange Markierungen). In der rechten Spalte ist das resultierende
Vektorfeld des autonomen Systems dargestellt.
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Abbildung 18 – Darstellung des Phasenportraits in der Umgebung der Ruhelage
x = (0, 0). Vor dem Training (oben) ist die instabile Ruhelage ein Sattelpunkt, welcher
im Laufe des Lernvorgangs in einen stabilen Knoten übergeht.
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6.2 Akrobot
Der in Abbildung 19 dargestellte sog. Akrobot ist ein unteraktuiertes mechanisches
System, bestehend aus zwei seriellen Pendelarmen, welche freischwingend aufgehängt
sind. Das Gelenk, welches beide Arme verbindet, ist durch das Drehmoment τ1 aktuiert.
Die untere stabile Ruhelage liegt bei x∗,u = ((1 + 2n)pi, (1 + 2n)pi, 0, 0)T, die obere
instabile bei x∗,o = (2npi, 2npi, 0, 0)T mit n ∈ Z.
Abbildung 19 – Akrobot. Zustand x = (q0, q1, q˙0, q˙1)T, Eingang u = (q¨1). Verwen-
dete Parameter und Größen zur Herleitung der Bewegungsgleichungen finden sich in
Abschnitt A.2.
Die Kosten wurden mit
ck(xk,uk) =
200, wennxk ∈ X−,x21,k + x22,k + 0.01x23,k + 0.01x24,k + 0.05u21,k, sonst, (6.13)
und bei iLQR zusätzlich die Endkosten
cN(xN) = 100x21,N + 100x22,N + 10x23,N + 10x24,N (6.14)
angesetzt, wobei für die Menge der unzulässigen Zustände
X− := {xk ∈ Xk||x3,k| > 50 ∨ |x4,k| > 50} (6.15)
gilt.
Wie in Abbildung 21 zu sehen, ist es mit beiden Methoden möglich, das System aus
der unteren in die obere Ruhelage zu überführen und dort zu stabilisieren. Mit DDPG
gelingt das Aufschwingen etwas schneller, als mit iLQR, was mit der periodischen
Kostenfunktion zusammenhängt, wodurch der Winkel x2 nicht auf 0 gezwungen wird.
In Abbildung 22 wurde die mit DDPG erlernte Rückführung µθ für verschiedene
Anfangsbedingungen auf den Akrobot angewandt. Für alle gewählten Anfangswerte
wird das System erfolgreich in die obere Ruhelage überführt und stabilisiert.
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Abbildung 20 – Lernkurve für den Akrobot mit der Kostenfunktion (6.13). Die
Aufwärmphase , in der der Agent zufällig agiert dauert 10000 Zeitschritte an. Der
Algorithmus konvergiert nach ca. 300000 Schritten. Dies entspricht ca. 2.5 h Interakti-
onszeit mit dem System. Zusätzlich zu den diskontierten Gesamtkosten, die der Agent
erfährt ist die aktuelle Schätzung von Vˆ µφ für den Anfangszustand aufgetragen um
den Lernvorgang zu verdeutlichen. Es ist deutlich erkennbar, dass die Schätzung von
Vˆ µφ nach kurzer Trainingsdauer sehr gut mit den tatsächlich akkumulierten Kosten















































Abbildung 21 – Trajektorien des Akrobots bei iLQR (blau) und DDPG (rot) für den



















































Abbildung 22 – Trajektorien des Akrobots bei Anwendung der
mit DDPG erlernten Rückführung, für die Anfangszustände X0 =
{(0.5pi,−0.8pi,−5, 15)T, (0, 0.5pi, 5, 0)T, (−0.8pi,−0.5pi, 0, 6)T}.
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6.3 Wagen-Pendel
Das in Abbildung 23 dargestellte Wagen-Pendel besteht aus einem Wagen sowie einem an
diesem aufgehängten, freischwingenden Pendelarm. Der Stelleingriff ist die in x-Richtung
wirkende Kraft F0, die durch einen Riemen auf den Wagen übertragen wird.
Die unteren stabilen Ruhelagen liegen bei x1x∗,u = (x1 ∈ R, (1 + 2n)pi, 0, 0)T, die oberen
instabilen bei x1x∗,o = (x1 ∈ R, 2npi, 0, 0)T mit n ∈ Z und sind demnach unabhängig
von der Position des Wagens.
Abbildung 23 – Wagen-Pendel. Zustand x = (q0, q1, q˙0, q˙1)T, Eingang u = (q¨0).
Verwendete Parameter und Größen zur Herleitung der Bewegungsgleichungen befinden
sich in Abschnitt A.3.
Die Kosten wurden mit
ck(xk,uk) =
200, wennxk ∈ X−,0.5x21,k + x22,k + 0.02x23,k + 0.05x24,k + 0.05u21,k sonst. (6.16)
und bei iLQR zusätzlich die Endkosten
cN(xN) = 100x21,N + 100x22,N + 10x23,N + 10x24,N (6.17)
angesetzt, wobei für die Menge der unzulässigen Zustände
X− := {xk ∈ Xk||x1,k| > 1.5} (6.18)
gilt.
Wie in Abbildung 25 zu sehen, ist es mit beiden Methoden möglich das System aus der
unteren in die obere Ruhelage zu überführen und dort zu stabilisieren. Mit DDPG gelingt
das Aufschwingen etwas langsamer, als mit iLQR. Zudem wird die untere Ruhelage
beim Aufschwingen zweimal durchlaufen und das System wird bei x2 = 2pi und nicht
bei x2 = 0 stabilisiert.
In Abbildung 26 wurde die mit DDPG erlernte Rückführung µθ für verschiedene
Anfangswerte auf das Wagen-Pendel angewandt. Für alle gewählten Anfangswerte
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wird das System erfolgreich in die obere Ruhelage überführt und stabilisiert. Bei der
Überführung von der Ruhelage 1x∗,o in die Ruhelage 0x∗,o wird das Pendel nicht aufrecht
stehend überführt. Auch wenn die Überführung gelingt, zeigt der Agent ein suboptimales
Verhalten. Das Pendel fällt zunächst nach unten und wird dann wieder aufgefangen. Für
die Anfangswerte 0.7x∗,o und −1.1x∗,o wird das Pendel hingegen aufrecht stehend in die
obere Ruhelage überführt, was wesentlich kostengünstiger ist (hier nicht dargestellt).












Abbildung 24 – Lernkurve für das Wagen-Pendel mit der Kostenfunktion (6.16). Die
Aufwärmphase , in der der Agent zufällig agiert, dauert 10000 Zeitschritte an. Der
Algorithmus konvergiert nach ca. 200000 Zeitschritten, was ca. 1.1 h Interaktionszeit mit
dem System entspricht. Zusätzlich zu den diskontierten Gesamtkosten, die der Agent
erfährt, ist die aktuelle Schätzung von Vˆ µφ für den Anfangszustand aufgetragen um den














































Abbildung 25 – Trajektorien des Wagen-Pendels bei iLQR (blau) und DDPG (rot)
















































Abbildung 26 – Trajektorien des Wagen-Pendels bei der mit DDPG erlernten Rückfüh-
rung, für die AnfangszuständeX0 = {(1, 0, 0, 0)T, (0, 0.5pi, 0, 0)T, (−0.5,−0.25pi, 0, 0)T}.
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6.4 Doppel- und Dreifach-Wagen-Pendel
Das Doppel- und Dreifach-Wagen-Pendel stellen eine Erweiterung des Wagen-Pendels
dar, bei der eine serielle Pendelkette mit zwei, respektive drei Pendelarmen an einem
fahrbaren Wagen aufgehangen ist.
Abbildung 27 – Dreifach-Wagen-Pendel. Zustand x = (q0, q1, q2, q3, q˙0, q˙1, q˙2, q˙3)T,
Eingang u = (q¨0). Verwendete Parameter und Größen zur Herleitung der Bewegungs-
gleichungen befinden sich in Abschnitt A.4.
Mit DDPG war es – im Rahmen der vorliegenden Diplomarbeit – nicht möglich für
das Doppelpendel eine Rückführung µθ zu erlernen, die das System aus der unteren
Ruhelage x∗,u = (0, pi, pi, 0, 0, 0)T in die obere Ruhelage x∗,o = (0, 0, 0, 0, 0, 0)T über-
führt. Auch ein Stabilisieren in der oberen Ruhelage war nur bedingt möglich. Für das
Dreifach-Wagen-Pendel wurden deshalb mit DDPG keine weiteren Simulationsstudien
durchgeführt. Mit iLQR können hingegen für beide Systeme alle Steuerungsaufgaben
gelöst werden, wie in Abbildung 28 und Abbildung 29 zu sehen ist. Die Rechenzeit für
eine Überführungsaufgabe auf einem gewöhnlichen4 Desktop-PC beträgt weniger als
30 min.
4Prozessor: Intel i5-6500, RAM: 8GB, Grafikkarte: Intel HD Graphics 530
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Beim Doppelpendel wurden die Kosten mit
ck(xk,uk) = 15x21,k + 10x22,k + 10x23,k + 0.1u21,k, (6.19a)
cN(xN) = 100x21,N + 100x22,N + 100x23,N + 10x24,N + 10x25,N + 10x26,N (6.19b)
und beim Dreifach-Wagen-Pendel mit
ck(xk,uk) = 15x21,k + 10x22,k + 10x23,k + 10x24,k + 0.1u21,k, (6.20a)



























































Abbildung 28 – Trajektorie des Doppel-Wagen-Pendels bei Anwendung der mit iLQR
bestimmten Rückführung. Dargestellt ist die Überführung aus der unteren Ruhelage











































































Abbildung 29 – Trajektorie des Dreifach-Wagen-Pendels bei Anwendung der mit iLQR
bestimmten Rückführung. Dargestellt ist die Überführung aus der unteren Ruhelage




In der vorliegenden Arbeit wurde das bestärkende Lernen erfolgreich zur Steuerung und
Regelung nichtlinearer dynamischer Systeme eingesetzt.
Zu Beginn wurden die Grundlagen der optimalen Steuerung und des maschinellen
Lernens erläutert, die für die Betrachtungen der Arbeit relevant sind. Im Gegensatz
zum herkömmlichen Vorgehen in der Regelungs- und Steuerungstheorie wurde dabei ein
stochastischer Ansatz verfolgt. Anschließend wurden ausgewählte Grundkonzepte des
bestärkende Lernens erläutert. Es wurde ein detaillierter Einblick in Policy-Gradients
(PG) geliefert, der für ein tiefergehendes Verständnis der Materie unerlässlich ist. Es
wurde gezeigt, wie KNN verwendet werden können, um Rückführungen und Restkosten
zu repräsentieren und daraus ein Lernsystem zu konstruieren.
Aufbauend auf den eingeführten Konzepten wurden drei Algorithmen des tiefen be-
stärkenden Lernens näher beschrieben. NFQ und DQN eignen sich nur für diskrete
Eingangsräume, weshalb DDPG für die weiteren Untersuchungen ausgewählt wurde.
Um DDPG mit einem Ansatz der Regelungs- und Steuerungstheorie vergleichen zu
können, wurde der iLQR als modellbasierter Ansatz zur Lösung des Optimalsteuerungs-
problems (2.19) hergeleitet und detailliert untersucht. Weiterhin wurde aufgezeigt, wie
Eingangsbeschränkungen explizit in der Optimierung berücksichtigt werden können.
Abschließend wurden DDPG und iLQR auf verschiedene nichtlineare mechanische Bei-
spielsysteme angewendet. Mit DDPG konnten für alle Systeme – bis auf das Doppel-
und Dreifach-Wagen-Pendel – eine globale Rückführung erlernt werden, die das Opti-
malsteuerungsproblem (2.20) approximativ löst. Der Berechnungsaufwand, der bei der
simulativen Untersuchung von DDPG überwog, war das Training der verwendeten KNN.
Dies war einer der Hauptfaktoren, warum der Lernvorgang beim Doppel-Wagen-Pendel
nach rund 1.5 Millionen Zeitschritten abgebrochen wurde.
Auch wenn DDPG – wie alle modellfreien1 Ansätze – datenineffizient ist, wird eine
gute Näherungslösung des Optimalsteuerungsproblems gefunden. Auch eine Anwendung
1Modellfrei bezieht sich an dieser Stelle darauf, dass der Algorithmus nicht versucht das dynamische
Verhalten des Systems zu erlernen.
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auf einem realen System scheint, bei Betrachtung der benötigten Interaktionszeit mit
dem System, nicht unrealistisch. Es ist jedoch eventuell nötig mehrere Lernvorgänge
mit unterschiedlich angesetzten Kosten durchzuführen. Dies verlängert die benötigte
Interaktionszeit mit dem System, weshalb bei vorhandenem Systemmodell zunächst
Simulationsstudien durchgeführt werden sollten.
Stabilitätskriterien, wie sie in der Regelungs- und Steuerungstheorie von zentraler Bedeu-
tung sind, können für die Systeme des bestärkenden Lernens aufgrund der verwendeten
Approximationsmethoden oft nur schwer oder gar nicht hergeleitet werden. Um diesem
Dilemma zu entgehen, gibt es Bestrebungen, moderne Datentechnologien unter Ein-
beziehung von Expertenwissen zu nutzen, um selbstlernende Regler zu entwerfen, die
definierten Stabilitätskriterien genügen [24]. Aber auch für modellfreie Methoden des
bestärkenden Lernens ist es erstrebenswert, Aussagen hinsichtlich der Stabilität des
Lernvorgangs sowie der erlernten Regler zu treffen [3].
Ein generelles Problem besteht darin, dass Lernsysteme des maschinellen Lernens
hinsichtlich ihrer Funktionalität eine sehr geringe Transparenz aufweisen, schwer inter-
pretierbar sind und sich leicht manipulieren lassen [64]. Dadurch wird deren Einsatz in
sicherheitskritischen Anwendungen problematisch. Derzeit gibt es Bestrebungen diesem
Missstand entgegenzuwirken und Methoden zu entwickeln, um die Entscheidungen eines
Lernsystems transparent zu machen. So soll eine Überprüfung der Entscheidungsfaktoren
ermöglicht werden [76, 39, 54].
Abschließend ist festzuhalten, dass die untersuchten Methoden des bestärkenden Lernens
und der Steuerungs- und Regelungstheorie jeweils Vor- und Nachteile haben. Es scheint
daher sinnvoll die Methoden zu kombinieren und so die Schwächen zu kompensieren.
Für die betrachteten Beispielsysteme scheint es sinnvoll Lernsysteme zu entwerfen, die
Wissen über die Systemdynamik aufbauen und dieses nutzen um gezielte Entscheidungen
zu treffen. Dieser Ansatz wird auch in der aktuellen Forschung verfolgt [21, 26, 45]. So
kann die Dateneffizienz der modellfreien Ansätze des bestärkenden Lernens verbessert
und eine Anwendung auf realen Systemen ermöglicht werden. Ein aktueller Ansatz der
Systemidentifikation für nichtlineare dynamische Systeme [8] könnte hier interessant
sein.
Weiterhin wäre es möglich, die Daten der Aufwärmphase bei DDPG nicht durch zufällige
Interaktion mit dem System zu generieren, sondern mit mittels iLQR – für verschiedene
Anfangswerte – bestimmten Trajektorien. So kann möglicherweise die Erkundung be-
schleunigt werden. Zudem könnte eine mittels Imitationslernen bestimmte Rückführung
zur Initialisierung eines modellfreien Ansatzes, wie DDPG, benutzt werden. Als Experten
könnten der LQR-Entwurf oder eine Trajektorienplanung genutzt werden, wie bspw. in
[51].
Die Untersuchungen der Arbeit beschränken sich auf deterministische Systeme, da die
theoretische Ausarbeitung aber auch stochastische Systeme zulässt, ist von Interesse,
wie sich die vorgestellten Lernsysteme unter dem Einfluss von Störgrößen verhalten.
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Im Folgenden sind die Beispielsysteme der vorliegenden Arbeit aufgeführt. Die Modellbil-
dung erfolgte nach dem Lagrange-Formalismus. Im Folgenden sind die Modellgleichungen
nicht explizit angeben. Es werden jedoch die Terme der potentiellen Energie V , der kine-
tischen Energie T , der Dissipationsfunktion D, sowie der externen und verallgemeinerten
Kräfte Qi für das jeweilige System angegeben.
Aus der Lagrange-Funktion
L = T − V (A.1)











= Qi, i = 1, ..., n (A.2)
die Bewegungsgleichungen hergeleitet werden.
Für mechanische Systeme ergibt sich aus (A.2) die folgende Form [28]:
M(q)q¨ +m(q, q˙) = B(q)f , (A.3)
mit der Massenmatrix M , der Matrix B, die beschreibt, wie die Stellkräfte f auf das
System wirken und dem Vektor m, der die restlichen Terme zusammenfasst.
Anschließend können diese in ein Zustandsraummodell überführt werden, wobei sich der





















Diese lässt sich in die allgemeine Form
x˙ = fc(x,u) (A.6)
überführen.
A.1 Inverses Pendel
Das inverse Pendel in Abbildung 30 besteht aus einem an einer Achse aufgehängten
Pendelarm. Mit der Stellgröße τ kann das Pendel um die Achse gedreht werden. Aufgrund
der Stellgrößenbeschrenkung reicht das Moment τ ∈ [−3.5 N m, 3.5 N m] nicht aus, um
das unten hängende Pendel ohne Schwingen aufzurichten.
Abbildung 30 – Inverses Pendel.
Tabelle 2 – Physikalische Parameter des inversen Pendels.
Parameter Wert
l Pendellänge 1.0 m
m Pendelmasse 1.0 kg
J Rotatorisches Trägheitsmoment 1.0 kgm2
d Dämpfungskonstante 0.02 N m s
u1,max Eingangsbeschränkung 3.5 N m
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Tabelle 3 – Parameter für das Training mit DDPG.
Parameter Wert
∆t Abtastzeit 0.05 s
N Zeithorizont 200 (10.0 s)
Trainingsschritte 200000
p(x0) Anfangszustand x0 = (U(0.999pi, 1.001pi),U(−0.001, 0.001))
Seed-Werte 0, 56 221, 563, 779
A.2 Akrobot
Der in Abbildung 31 dargestellte sog. Akrobot ist ein unteraktuiertes mechanisches
System, bestehend aus zwei seriell aufgehängten Pendelarmen. Das Gelenk, an dem die
beiden Pendelarme verbunden sind, ist aktuiert.
Abbildung 31 – Akrobot.
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Tabelle 4 – Zur Herleitung der Bewegungsgleichungen des Akrobot verwendete Größen.
Körper zwei Pendelarme
Generalisierte Koordinaten q Winkel q0, Winkel q1
Zustandsvektor x x =
(
q0 q1 q˙0 q˙1
)















−l0 sin(q0)− a1 sin(q0 + q1)





Kinetische Energie T 12 (m0〈p˙0, p˙0〉+ J0q˙20 +m1〈p˙1, p˙1〉+ J1(q˙0 + q˙1)2)
Potentielle Energie V m0gpy,0 +m1gpy,1
Dissipationsfunktion D D = 12(d0q˙
2
0 + d1q˙21)
Verallg. ext. Kräfte Qi Q0 = 0, Q1 = τ1
Tabelle 5 – Physikalische Parameter des Akrobots.
Parameter Wert
a0 Abstand des Massenschwerpunkts 0.25 m
a1 Abstand des Massenschwerpunkts 0.25 m
m0 Pendelmasse 0.3583 kg
m1 Pendelmasse 0.3583 kg
l0 Pendellänge 2a0 = 0.5 m
d0 Dämpfungskonstante 6.588× 10−3 N m s
d1 Dämpfungskonstante 6.588× 10−3 N m s
J0 Rotatorisches Trägheitsmoment 37.9999× 10−3 kgm2
J1 Rotatorisches Trägheitsmoment 37.9999× 10−3 kgm2
u1,max Eingangsbeschränkung 5.0 m/s2
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Tabelle 6 – Parameter für das Training mit DDPG.
Parameter Wert
∆t Abtastzeit 0.03 s
N Zeithorizont 330 (10.0 s)
Trainingsschritte 500000
p(x0) Anfangszustand x0 = (U(0.99pi, 1.01pi),U(−0.01, 0.01), 0, 0)
A.3 Wagen-Pendel
Das in Abbildung 32 dargestellte Wagen-Pendel besteht aus einem an einen Wagen auf-
gehängten, freischwingenden Pendelarm. Der Stelleingriff ist die in x-Richtung wirkende
Kraft F0, die durch einen Riemen auf den Wagen übertragen wird.
Abbildung 32 – Wagen-Pendel.
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Tabelle 7 – Zur Herleitung der Bewegungsgleichungen des Wagen-Pendels verwendete
Größen.
Körper ein Wagen, ein Pendelarm
Generalisierte Koordinaten q Position des Wagens q0, Winkel q1
Zustandsvektor x x =
(
q0 q1 q˙0 q˙1
)





















Kinetische Energie T 12 (m0〈p˙0, p˙0〉+ J1q˙21 +m1〈p˙1, p˙1〉)
Potentielle Energie V m1gpy,1
Dissipationsfunktion D D = 12(d0q˙
2
0 + d1q˙21)
Verallg. ext. Kräfte Qi Q0 = F1, Q1 = 0
Tabelle 8 – Parameter des Wagen-Pendels.
Parameter Wert
a1 Abstand des Massenschwerpunkts 0.43 m
m0 Wagenmasse 3.34 kg
m1 Pendelmasse 0.3583 kg
l1 Pendellänge 0.5 m
d0 Dämpfungskonstante 0.1 kg/s
d1 Dämpfungskonstante 6.588× 10−3 N m s
J1 Rotatorisches Trägheitsmoment 37.9999× 10−3 kg m2
u1,max Eingangsbeschränkung 10.0 m/s2
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Tabelle 9 – Parameter für das Training mit DDPG.
Parameter Wert
∆t Abtastzeit 0.02 s
N Zeithorizont 500 (10.0 s)
Trainingsschritte 500000
p(x0) Anfangszustand x0 = (U(−0.001, 0.001),U(0.999pi, 1.001pi), 0, 0)
A.4 Doppel- und Dreifach-Wagen-Pendel
Das Doppel- und Dreifach-Wagen-Pendel stellen eine Erweiterung des Wagen-Pendels
dar, bei der eine serielle Pendelkette mit zwei, respektive drei Pendelarmen an einem
fahrbaren Wagen aufgehangen ist.
Abbildung 33 – Doppel-Wagen-Pendel.
96
Abbildung 34 – Dreifach-Wagen-Pendel.
Tabelle 10 – Zur Herleitung der Bewegungsgleichungen des Doppel-Wagen-Pendels
verwendete Größen.
Körper ein Wagen, zwei serielle Pendelarme
Generalisierte Koordinaten q Position des Wagens q0, Winkel q1, Winkel q2
Zustandsvektor x x =
(
q0 q1 q2 q˙0 q˙1 q˙2
)






















q0 − l1 sin(q1)− a2 sin(q2)













Potentielle Energie V m1gpy,1 +m2gpy,2
Dissipationsfunktion D D = 12(d0q˙
2
0 + d1q˙21 + d2(q˙2 − q˙1)2)
Verallg. ext. Kräfte Qi Q0 = F0, Q1 = 0, Q2 = 0
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Tabelle 11 – Zur Herleitung der Bewegungsgleichungen des Dreifach-Wagen-Pendels
verwendete Größen.
Körper ein Wagen, drei serielle Pendelarme
Gen. Koordinaten q Position des Wagens q0, Winkel q1, Winkel q2, Winkel q3
Zustandsvektor x x =
(
q0 q1 q2 q3 q˙0 q˙1 q˙2 q˙3
)






















q0 − l1 sin(q1)− a2 sin(q2)






q0 − l1 sin(q1)− l2 sin(q2)− a3 sin(q3)













Potentielle Energie V m1gpy,1 +m2gpy,2 +m3gpy,3
Dissipationsfunktion D D = 12 (d0q˙
2
0 + d1q˙21 + d2(q˙2 − q˙1)2 + d3(q˙3 − q˙2)2)
Verallg. ext. Kräfte Qi Q0 = F, Q1 = 0, Q2 = 0, Q3 = 0
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Tabelle 12 – Parameter des Doppel- und Dreifach-Wagen-Pendels nach [16].
Parameter Wert
a1 Abstand des Massenschwerpunkts 0.215 m
a2 Abstand des Massenschwerpunkts 0.269 m
a3 Abstand des Massenschwerpunkts 0.226 m
m0 Wagenmasse 3.34 kg
m1 Pendelmasse 0.876 kg
m2 Pendelmasse 0.938 kg
m3 Pendelmasse 0.553 kg
l1 Pendellänge 0.323 m
l2 Pendellänge 0.419 m
l3 Pendellänge 0.484 m
d0 Dämpfungskonstante 0.1 kg/s
d1 Dämpfungskonstante 0.215 N m s
d2 Dämpfungskonstante 0.002 N m s
d3 Dämpfungskonstante 0.002 N m s
J1 Rotatorisches Trägheitsmoment 13.0× 10−3 kg m2
J2 Rotatorisches Trägheitsmoment 24.0× 10−3 kg m2
J3 Rotatorisches Trägheitsmoment 18.0× 10−3 kg m2
u1,max Eingangsbeschränkung 20.0 m/s2
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