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Abstract
In this paper, we investigate two variations on the so-called persistence problem
of Sloane: the shifted version, which was introduced by Wagstaff; and the nonzero
version, proposed by Erdo˝s. We explore connections between these problems and a
recent conjecture of de Faria and Tresser regarding equidistribution of the digits of
some integer sequences and some of its natural generalizations.
1 Introduction
In 1973, Sloane [9] proposed the following question: given a positive integer n, multiply all
its digits together to get a new number, and keep repeating this operation until a single-digit
number is obtained. The number of operations needed is called the persistence of n. Is it
true that there is an absolute constant C(b) (depending solely on the base b in which the
numbers are written) such that the persistence of every positive integer is bounded by C(b)?
Despite many computational searches, heuristic arguments and related conjectures in favor
of a positive answer, no proof or disproof of this conjecture has been found so far.
Many variants of Sloane’s problem have been considered as well. The famous book of
Guy [5] mentions that Erdo˝s introduced the version of the Sloane problem wherein only the
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nonzero digits of a number are multiplied in each iteration, which we call the Erdo˝s-Sloane
problem. Another variant was raised by Diamond and Reidpath [3], where instead of the
usual base b, numbers are taken to the so-called factorial base. Less related variations include
the additive persistence (when the digits are summed up instead of multiplied) [7] or versions
where even more general functions of the digits are considered [1, 6].
In this paper, we will be concerned with the Erdo˝s-Sloane version and with the shifted
Sloane problem, introduced by Wagstaff [10], which consists in shifting all the digits of the
number by a fixed positive integer before multiplying them.
2 Definitions and notation
For integers t ≥ 0 and b ≥ 2, the t-shifted Sloane map in base b is the map St,b that takes
a nonnegative integer n =
∑k
i=0 dib
i (as usual, 0 ≤ di ≤ k − 1 for all i and dk > 0) to the
integer St,b(n) =
∏k
i=0(di + t). This function was introduced (in the special case b = 10) by
Wagstaff [10], motivated by a question of Erdo˝s and Kiss. Note that t = 0 corresponds to
the map that we iterate in the original persistence problem. Furthermore, the Erdo˝s-Sloane
map in base b, denoted by S∗b , is the map that sends n =
∑k
i=0 dib
i to S∗b (n) =
∏
0≤i≤k,di 6=0
di.
The set of nonnegative integers is denoted by N. We use the notation fk(n) to denote the
k-th iterate of a map f on the point n, i.e., f 0(n) = n and fk(n) = f(fk−1(n)) for every
k ≥ 1, and we let Per(f) denote the set of periodic points of f . Finally, for 0 ≤ d ≤ b − 1
and an integer n, we let #d(n)b denote the number of digits d in the expansion of n in base
b (e.g., #2(10010)3 = 1, since 10010 = 102013), and #(n)b denote the number of digits of the
base-b expansion of n. The subscripts b will be omitted when clear from the context.
We are interested in the dynamics of St,b and S
∗
b . Contrarily to the original problem
(t = 0) and to S∗b , for t ≥ 1 it is not even clear that every n reaches a fixed point or a cycle
of St,b. If it does, the smallest number of iterations to reach it will be called, as usual, the
persistence of n, and it will be denoted, respectively, by νt,b(n) and ν
∗
b (n) (we set those values
to ∞ in case the corresponding sequence of iterates diverges). Even the basic question of
whether νt,b(n) is finite for every n is not so readily answered for many values of t and b,
and it is open for most of them. On the other hand, it is easy to see that Sb,b(n) > n holds
for every b and n, so νt,b(n) = ∞ for every n whenever t ≥ b. Thus, from now on, we will
assume that t ≤ b− 1 unless stated otherwise.
3 Questions
For every b ≥ 2 and 0 ≤ t ≤ b−1, one defines the t-shifted Sloane problem in base b as in the
previous section. We will refer to this problem as the (t, b) problem for short. Furthermore,
for every b ≥ 2, we may consider the Erdo˝s-Sloane problem in base b, and, similarly, we will
refer to this problem as the (∗, b) problem.
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For each of the (t, b) and (∗, b) problems, there are different questions one may ask about
the corresponding iterating map f = St,b (or f = S
∗
b ).
1. The most basic question is the following: let Af denote the set of nonnegative integers
n such that the sequence of iterates (fk(n))k≥0 stabilizes (i.e., reaches either a cycle
or a fixed point of f). What can be said about Af? It is trivial that Af = N in the
original problem (t = 0) and in the Erdo˝s-Sloane problem. We will prove (Theorem
8) that Af = N for t = 1 and b ≥ 2 as well (extending a result of Wagstaff [10]).
Furthermore, we will prove that some natural conjectures on the equidistribution of
digits of some sequences imply that Af = N for some pairs (t, b) and that N − Af
contains all suficiently large integers for other pairs (t, b), but our results do not cover
all the range of (t, b) (Theorems 16, 18, 20, 21 and 24).
2. In case Af = N, i.e., every n ∈ N stabilizes under iteration by f , is there a universal
constant that bounds the persistence of all numbers, that is, is there C such that
νt,b(n) ≤ C (or ν∗b (n) ≤ C) for every n ∈ N? Note that the positive answer to the
question for t = 0 is the original Sloane conjecture. Perhaps surprisingly, we prove
that the equidistribution conjectures imply a negative answer for t = 1 and for the
Erdo˝s-Sloane problem, which shows a pronounced difference in the behaviours of the
(0, b) problem and the (1, b) and (∗, b) problems (Theorems 6, 7, 11 and 14).
3. Still assuming Af = N, we know that every integer n reaches either a fixed point or
a cycle of f . What are the cycles and the fixed points of f? Besides the trivial cases
(0, b) and (∗, b), we are able to describe them precisely in the case t = 1 for any b ≥ 3
(Theorem 8).
4. Finally, the most detailed question we deal with is the following: for a cycle (or fixed
point) C of f , which integers n tend to an element of C under iteration by f? That is,
what are the backward orbits of each cycle C? We can answer this question precisely
only in the case t = 1 and b = 3 (Theorem 9).
4 Equidistribution of digits in products of primes
If an integer n contains a digit zero in its base-b expansion, then S0,b(n) = 0; otherwise, it is a
product of positive digits in base b, i.e., the integers from 1 to b−1. This simple fact implies
that almost all integers have persistence equal to one, in the sense that the number of integers
up to N having this property is asymptotically equal to N when N → ∞. Furthermore,
it implies that, when considering the dynamics of S0,b (or S
∗
b ), it is frequently enough to
deal with products of integers less than b, i.e., products of power of primes smaller than b.
Similarly, for St,b, it is enough to consider products of integers between t and t+b−1. Based
on strong computational evidence and heuristic models, de Faria and Tresser [2] proposed
a conjecture that states, in particular, that some sequences of this kind of numbers have a
very regular asymptotic distribution of digits. Before stating their conjecture, we introduce
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one more definition: given ε > 0, a number n, and a base b, we say that the digits of n are ε-
equidistributed (in base b) if, for every digit d ∈ {0, . . . , b−1}, we have |#d(n)b− 1b#(n)b| < ε.
Conjecture 1 (de Faria, Tresser [2]). Given an integer q > 1, a finite set of primes F that
does not contain all the primes dividing q, and a positive integer a, let (Ni)i≥0 be a sequence
of integers such that N0 = a and, for every k ≥ 0, Nk+1 = Nk · pk, where pk ∈ F . Then the
digits {0, . . . , q−1} are asymptotically equidistributed when n→∞ in the base-q expansion
of the Ni. That is, given ε > 0, there is n0 such that Nn is ε-equidistributed in base q for
every n ≥ n0.
Remark 2. The full version of Conjecture 1 also states that the equidistribuition holds for
blocks of consecutive digits of any length l > 0, i.e., given a block of l digits, its proportion
in the base-q expansion of the numbers in the sequences (Ni)i≥0 is asymptotically equal to
1
ql
.
Remark 3. Although Conjecture 1 seems very natural, even its simplest instances are not
known to be true. For instance, it is not known whether the sequence (2n)n≥0 is asymptoti-
cally equidistributed in base 3. Indeed, even the old conjecture of Erdo˝s [4] that states that
all but finitely many terms of this sequence contain a digit two in its ternary expansion is
still open.
Although Conjecture 1 is enough to prove results in base 3 (and, in some cases, base 4),
for larger bases one needs a uniform, or “multidimensional” generalized version, which we
state now.
Conjecture 4 (Uniform generalization of Conjecture 1). Let q > 1 be an integer, F =
{p1, . . . , pk} be a finite set of primes that does not contain all the primes dividing q, and
a be a positive integer. Then, for every ε > 0, there exists N such that a
∏k
i=1 p
αi
i is
ε-equidistributed in base q whenever ai ≥ N for some i ∈ {1, . . . , k}.
For some of the proofs in this paper, the following weaker version of Conjecture 4, which
does not seem to be comparable with Conjecture 1, is enough:
Conjecture 5. Let q > 1 be an integer, F = {p1, . . . , pk} be a finite set of primes that does
not contain all the primes dividing q, and a be a positive integer. Then, for every ε > 0,
there exists N such that a
∏k
i=1 p
αi
i is ε-equidistributed in base q whenever ai ≥ N for all
i ∈ {1, . . . , k}.
5 Main results
5.1 Erdo˝s-Sloane problem
First, we consider the Erdo˝s-Sloane version. It is trivial that the only periodic points of the
Erdo˝s-Sloane map in base b are the fixed points 1, 2, . . . , b − 1. As for the persistence of a
number, we prove that Conjectures 1 and 5 imply that the analogous of Sloane’s conjecture
does not hold in this context.
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Theorem 6. Conjecture 1 implies that Sloane’s conjecture is not true in the Erdo˝s-Sloane
problem in bases 3 and 4. That is, for both S∗3 and S
∗
4 , there are integers with arbitrarily
large persistence. Moreover, Conjecture 5 implies the same result for S∗b , for every b ≥ 5.
Proof. We divide the proof into three cases: b = 3, b = 4 and b ≥ 5.
(i) Base 3
Let f denote S∗3 for ease of notation. Taking q = 3, F = {2} and a = 1 in Conjecture
1, we get the following statement: for every ε > 0, there is N such that the proportion
of digits d (d = 0, 1, 2) in 2n is in (1/3− ε, 1/3 + ε) whenever n ≥ N .
Take ε = 1/6. There is N such that the proportion of digits d (d = 0, 1, 2) in 2n is in
(1/6, 1/2) whenever n ≥ N . Take m such that m(1/6)t−1(log3 2)t−1 ≥ max{N, 3} and
consider the integer n = 2m. We claim that ν∗3(n) ≥ t.
As m = m(1/6)0(log3 2)
0 ≥ max{N, 3}, we know that 2m has at least 1/6 of its
digits equal to 2. Thus, f(m) = 2m1 , where m1 ≥ (1/6) log3 2m = m(1/6) log3 2.
As m(1/6) log3 2 ≥ max{N, 3}, we know that the persistence of m is at least two
and that 2m1 has at least 1/6 of its digits equal to 2. Thus, f(f(2m)) = f(2m1) =
2m2 , where m2 ≥ 2m(1/6)2(log3 2)2 . Inductively, we get that f t−1(2m) = 2mt−1 , where
mt−1 ≥ 2m(1/6)t−1(log3 2)t−1 ≥ 3: indeed, if f i(2m) = 2mi with ni ≥ m(1/6)i(log3 2)i,
we have that f i(2m) is ε-equidistributed, since m(1/6)i(log3 2)
i ≥ N , and then at
least 1/6 of its digits are equal to 2. This implies that f i+1(2m) = 2mi+1 , where
mi+1 ≥ (1/6) log3 f i(2m) ≥ m(1/6)i+1(log3 2)i+1, and completes the induction. Hence,
f t−1(2m) ≥ 2m(1/6)t−1(log3 2)t−1 ≥ 3, which means that n = 2m has persistence at least t.
(ii) Base 4
In this case, we apply Conjecture 1 twice, with q = 4, F = 3, a = 1; and q = 4, F = 3,
a = 2, respectively, to get that for every ε > 0 there is N such that 3m and 2 · 3m are
ε-equidistributed whenever m ≥ N . Noting that, for every a and b, we have f(2a · 3b)
is either equal to f(3b) or f(2 · 3b) and applying the same argument as in item (i) with
ε = 1/8, one can show that ν∗4(3
m) ≥ t if m(1/8)t−1(log3 4)t−1 ≥ max{N, 4}.
(iii) Larger bases
For b ≥ 5, we apply Conjecture 5 for each prime divisor r of b and each proper divisor
d of b, with Fr = {p1, . . . , pk}−{r} being the set of primes smaller than b distinct from
r, q = b and a = d. Taking the maximum of the N given in each application of the
conjecture with a fixed ε > 0, we get the following statement: for every ε > 0, there is
N such that d
∏
pi∈Fr
pαii is ε-equidistributed whenever αi ≥ N for every i ∈ {1, . . . , k},
where d is a proper divisor of b and r is a prime divisor of b.
Note that, for every n, one has f(bn) = f(n), since the expansion of bn and n in base
b differ only by one digit 0. This implies that f(n) = f(d ·∏pi∈Fr pαii ), where d is some
proper divisor of b and r is some prime divisor of b.
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We claim that ν∗b (n) ≥ t, where n = (
∏
1≤i≤k,pi∤b
pi)
m and m satisfies the inequality
m(1/(2b))t−1(logb 2)
t−1 ≥ max{N, b}, where N is the integer given by the applications
of Conjecture 5 as above with ε = 1/(2b). As m ≥ N , n is ε-equidistributed, whence,
using a rough bound (
∏
1≤i≤k,pi∤b
pi)
m ≥ 2m, the exponent αi of each pi in f(n) is
at least (1/b − ε)#(n)b ≥ (1/(2b))(logb 2)m. By the observation in the paragraph
above, f(f(n)) = f(d · ∏pi∈Fr pαii ) for some proper divisor d of b and some prime
divisor r of b. As αi ≥ (1/(2b))(logb 2)m ≥ N for every i ∈ {1, . . . , k}, the number
d
∏
pi∈Fr
pαii is ε-equidistributed, and hence the exponent α
′
i of pi in f(f(n)) is bounded
from below by (1/(2b))#(d
∏
pi∈Fr
pαii )b ≥ (1/(2b))(logb 2)αi ≥ (1/(2b))2(logb 2)2 · m.
Inductively, as before, one can prove that the exponents of the pi in f
t−1(n) are at least
(1/(2b))t−1(logb 2)
t−1 · m. In particular, f t−1(n) ≥ (1/(2b))t−1(logb 2)t−1 · m. By the
choice of m, this number is at least b, so n has persistence at least t.
In other words, Theorem 6 says that lim supn→∞ ν
∗
b (n) = ∞ for every b ≥ 3. Our next
result gives an estimate on this number which is sharp up to a constant factor.
Theorem 7. For each base b ≥ 3, we have
lim sup
n→∞
ν∗b (n)
log log n
≤ 1
log (α−1)
, (1)
where α = logb (b− 1). Moreover, if Conjecture 5 holds, then we have
lim sup
n→∞
ν∗b (n)
log logn
≥ 1
log (β−1)
, (2)
where β = logb 2
2b
.
Proof. For ease of notation, let us denote by f the Erdo˝s-Sloane map S∗b in base b. The
proof is naturally divided into two parts.
(i) Upper bound. Given n > b, let us denote by kj (j = 0, 1, . . .) the number of digits of
f j(n) in base b. Note that kj ≤ 1 + logb f j(n) for all j. Since each digit in the base-b
expansion of f j(n) is at most b − 1, we have f j+1(n) ≤ (b − 1)kj . Therefore, for all
j ≥ 0 we get
kj+1 ≤ 1 + kj logb (b− 1) = 1 + αkj .
By induction, it follows that for all j ≥ 1 we have
kj ≤ αjk0 + (1 + α + α2 + · · ·+ αj−1) < αjk0 + 1
1− α . (3)
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Since α < 1, the first term in the right-hand side of (3) goes to zero as j →∞. Thus,
let j0 be the smallest natural number such that α
j0k0 < 1. An easy calculation shows
that
j0 =
⌈
logb k0
logb (α
−1)
⌉
,
and since k0 ≤ 1 + logb n ≤ 2 logb n when n ≥ b, it follows that
j0 ≤ logb logb n
logb (α
−1)
+
(
1 +
logb 2
logb (α
−1)
)
.
But now note that kj0 ≤ D, where D = 1 + ⌈(1 + α)−1⌉. Hence, defining
M = max
{
ν∗b (m) : m has at most D digits in base-b
}
< ∞ ,
we see that ν∗b (f
j0(n)) ≤ M . Since we clearly have ν∗b (n) = j0 + ν∗b (f j0(n)), it follows
that
ν∗b (n) ≤
logb logb n
logb (α
−1)
+
(
1 +M +
logb 2
logb (α
−1)
)
.
Dividing both sides of this inequality by log log n and taking the lim sup as n → ∞,
we get (1) as desired.
(ii) Lower bound. Here we shall use one of the ideas used in the proof of Theorem 6. For
each natural number t, let us consider nt =
(∏
pi prime,pi<b,pi∤b
pi
)mt
, where mt is the
smallest positive integer such that
mt
(
1
2b
)t−1
(logb 2)
t−1 ≥ C = max{b, N} ,
and where N is given by Conjecture 5 taking ε =
1
2b
. As we saw in the proof of
Theorem 6, we have ν∗b (nt) ≥ t. Now, by the very definition of mt, we know that
(mt − 1)
(
1
2b
)t−1
(logb 2)
t−1 < C .
Taking logarithms (to base b) on both sides of this inequality and solving for t, we get
t >
logb (mt − 1)
logb (β
−1)
+ 1− logbC
logb (β
−1)
,
where β = logb 2
2b
. Note that logb (mt − 1) > logbmt−logb 2 (becausemt > 2). Moreover,
again from the definition of mt, we have
logbmt = logb logb nt − logb logb

 ∏
1≤i≤k
pi

 .
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Putting all these facts together, we deduce that
ν∗b (nt) >
logb logb nt
logb (β
−1)
+K, (4)
where K is a constant, namely
K = 1− 1
logb (β
−1)
logb

2C logb

 ∏
1≤i≤k
pi



 .
Thus, dividing both sides of (4) by log log nt and letting t→∞, we get
lim sup
t→∞
ν∗b (nt)
log lognt
≥ 1
log (β−1)
,
and this obviously implies (2).
5.2 1-shifted problem
In this section, we generalize a result of Wagstaff [10] for base 10, showing that for any base
b, every positive integer n reaches reach a fixed point or a cycle under iteration by S1,b.
Theorem 8. Let b ≥ 2. Then, for every positive integer n, the iterates of S1,b starting at n
reach one of the following cycles:
(102), if b = 2;
(2, . . . , b− 1, 10b) or (1(b− 2)b), if b ≥ 3.
Proof. For ease of notation, let f denote S1,b in this proof. First of all, notice that the
theorem is trivial for b = 2, since in this case f(n) is a power of 2 for every n, and then
f 2(n) = 102, which is the only fixed point of f . From this point on, we assume that b ≥ 3.
Assume first that n is of the form dbk−1, where 2 ≤ d ≤ b (i.e., all the digits of n, possibly
with the exception of the leading digit, are equal to b− 1; the leading digit of n is d− 1; and
n has exactly k digits). In this case, f(n) = dbk−1 = n + 1, and 2 ≤ f(f(n)) ≤ b = 10b, so
this number belongs to the cycle (2, 3, . . . , 10b).
If n is not of the form above, let n = dkdk−1 . . . d0b be the representation of n in base b,
and let j be the biggest index i such that i < k and di < b − 1. We can bound f(n) from
above by (dk+1)(dj+1)b
k−1, which can be written as dkb
k+djb
k−1+bk−1(1+dk(dj−(b−1))).
On the other hand, we have that n =
∑k
i=0 dib
i ≥ dkbk + djbk+1. If the term bk−1(1 +
dk(dj − (b− 1))) is negative, we have f(n) < n. As dj ≤ b− 2, this term is nonnegative only
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if dj = b−2 and dk = 1. In this case, the bound for f(n) becomes equal to dbk+(b−2)bk−1.
Furthermore, if j < k − 1, then the lower bound on n can be strengthened to n ≥ bk + (b−
1)bk+1 + (b− 2)bj and hence f(n) < n. So we must have j = k − 1 to have f(n) ≥ n. Also,
if any digit of n other than dk and dk−1 is not zero, we have n > db
k + (b − 2)bk−1 ≥ f(n).
Therefore, f(n) < n unless n is of the form 1(b − 2)000 . . .0b = bk + (b − 2)bk−1. In this
case, f(n) = 2(b − 1), which implies that f(n) < n unless k = 1, which corresponds to the
fixed point n = 1(b−2)b. This proves that f either reaches the fixed point 1(b−2)b or keeps
decreasing until it enters the cycle (2, 3, . . . , 102).
In the the case b = 3, we are able to tell which integers reach the fixed point and the
cycle. Namely, we have the following result:
Theorem 9. For every n ≥ 1, the sequence (Sk1,3(n))k≥1 reaches the cycle (2, 103) if and only
if either n or 2#1(n)3 lacks the digit 1 in its ternary expansion; otherwise, it reaches (113).
Proof. Once more, let f denote S1,3. The result is clear for n ∈ {1, 2, 103, 113}. Let n ≥ 123.
Notice that f(n) = 2#1(n)3#2(n), so f(n) ends in #2(n) zeros in base 3, and hence f(f(n)) =
f(2#1(n)).
If #1(n) = 0, then f(f(n)) = f(1) = 2. Also, if #1(2#1(n)) = 0, then f 3(n) =
f(f(2#1(n))) = f(2#1(2
#1(n))) = f(1) = 2.
On the other hand, assume that both #1(n) and #1(2#1(n)) are positive. We will prove
by induction on n (over those values such that #1(n) > 0 and 2#1(n) > 0) that, in this case,
(fk(n))k≥1 reaches the cycle (113).
The result if trivial if n ≤ 113. If n > 113, then f(f(n)) = f(2#1(n))). As 2#1(n) < n, we
can use the induction hypothesis to prove that n reaches (113) if we have #1(2
#1(n)) > 0 and
#1(2#1(2
#1(n))) > 0. The first inequality is just part of the condition on n; the second comes
from the fact that #1(2#1(n)) is even (an even number must have an even number of digits
1 in its ternary expansion), and hence 2#1(2
#1(n)) is a power of four, and so it ends with a
digit 1.
Remark 10. By Conjecture 1, the number of n such that #1(2n)3 = 0 is finite. A result
of Narkiewicz [8] says that the number of n up to N with this property is bounded by
1.62N log3 2, so in particular their density in the set of positive integers is zero (this fact also
follows from a more general result of de Faria and Tresser, Corollary 3.7 in [2]).
As for the persistence, similarly as in Theorem 6, we prove that Conjectures 1 and 5
imply that there are integers of arbitrarily large persistence for S1,b.
Theorem 11. Conjecture 1 implies that there are integers of arbitrarily large persistence
for the 1-shifted problem in base 3 and 4, and Conjecture 5 implies the same result for bases
greater than 4.
Proof. We split the proof into three cases:
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(i) Base 3
Put f = S1,3. Conjecture 1 implies the following: for every ε > 0, there exists N such
that 2m is ε-equidistributed whenever m ≥ N . To construct a number of persistence
greater than t, notice that, if a number a has exactly x digits 1 in its ternary expansion,
then f 2(a) = f(2x). Take ε = 1/6 and let N be the integer given by Conjecture 1 for
this value of ε. Let m be such that m(1/6)t−1(log3 2)
t−1 ≥ max{N, 3}.
We claim that the number n = 2m has persistence larger than t. Indeed, as m ≥ N , 2m
has a1 ≥ (1/6)(log3 2)m digits 1, so f(2m) = 2a1 · 3b1 , where a1 ≥ (1/6) log3 2 ·m. This
implies that f 2(2m) = f(2a1 · 3b1) = f(2a1) = 2a2 · 3b2. As a1 ≥ (1/6) log3 2 ·m ≥ N , the
number 2a1 is ε-equiditributed, and this in turn implies that a2 ≥ (1/6) log3(2) · a1 ≥
(1/6)2(log3 2)
2m. Inductively, we have that f t−1(2m) = 2at−1 · 3bt−1 where at−1 ≥
(1/6)t−1(log3 2)
t−1m ≥ 3, which implies that n = 2m has persistence at least t, since
Theorem 8 shows that the elements of the cycle and the fixed point of f have at most
two digits.
(ii) Base 4
We consider the number n = 3m, where m(1/8)t−1(log4 3)
t−1 ≥ max{M, 4}, where M
is the maximum of the N obtained applying Conjecture 1 with (q, F, a) = (4, {3}, 1)
and (q, F, a) = (4, {3}, 2), in both cases with ε = 1/8, and the proof of item (i) applies.
(iii) Larger bases
Finally, for b ≥ 5, we apply Conjecture 5 for each prime divisor r of b and each proper
divisor d of b, with Fr = {p1, . . . , pk}−{r} being the set of primes smaller than b distinct
from r, q = b and a = d. Taking the maximum of the N given in each application of the
conjecture with a fixed ε > 0, we get the following statement: for every ε > 0, there is
N such that d
∏
pi∈Fr
pαii is ε-equidistributed whenever αi ≥ N for every i ∈ {1, . . . , k},
where d is a proper divisor of b and r is a prime divisor of b.
Note that, for every n, one has f(bn) = f(n), since the expansion of bn and n in base
b differ only by one digit 0. This implies that f(n) = f(d ·∏pi∈Fr pαii ), where d is some
proper divisor of b and r is some prime divisor of b.
We claim that ν1,b(n) ≥ t, where n = (
∏
1≤i≤k,pi∤b
pi)
m and m satisfies the following:
m(1/(2b))t−1(logb 2)
t−1 ≥ max{N, b}, where N is the integer given by the applications
of Conjecture 5 as above with ε = 1/(2b). As m ≥ N , m is ε-equidistributed, whence,
using a rough bound (
∏
1≤i≤k pi)
m ≥ 2m, the exponent αi of each pi in f(n) is at
least (1/b− ε)#(n)b ≥ (1/(2b))(logb 2)m. By the observation in the paragraph above,
f(f(n)) = f(d
∏
1≤i≤k p
αi
i ) for some proper divisor d of b. As αi ≥ (1/(2b))(logb 2)m ≥
N for every i ∈ {1, . . . , k}, the number d∏1≤i≤k pαii is ε-equidistributed, and hence
the exponent α′i of pi in f(f(n)) is bounded from below by (1/(2b))#(d
∏
1≤i≤k p
αi
i )b ≥
(1/(2b))(logb 2)αi ≥ (1/(2b))2(logb 2)2·m. Inductively, the exponents of the pi in f t−1(n)
are at least (1/(2b))t−1(logb 2)
t−1 · m. In particular, f t−1(n) ≥ 2(1/(2b))t−1(logb 2)t−1·m ≥
10
2b ≥ b2. Again, as the elements of the cycle and the fixed point of f have at most two
digits, this implies that n has persistence at least t.
An alternative proof of Theorem 11 in the case b = 3 would be to find an infinite
sequence (an)n≥0 such that 2
an has an−1 digits 1 in base 3 for every n ≥ 1. In this case,
the integer 2an would have persistence equal to n plus the persistence of 2a0 . The existence
of such a sequence is a straightforward consequence of Conjecture 1, but we conjecture it
independently, as it may be much simpler to prove than the full statement of the original
conjecture. A computational search shows that the initial terms of such a sequence could be
2, 4, 8, 24, 96, 350, 1580, 7520, 35600, 168980,
since 2168980 has 35600 digits 1, 235600 has 7520 digits 1, and so on, and 22 is a fixed point
of S1,3. In fact, there is some computational evidence in favor of the following stronger
conjecture, which assures that one can find such a sequence starting from any sufficiently
large even number:
Conjecture 12. There is N such that, for every n > N , there ism such that 22m has exactly
2n digits 1 in base 3.
Remark 13. Conjecture 12 is equivalent to the assertion that the subsequence of terms of
even order of A036461 contains all sufficiently large even numbers.
Just as we did for the Erdo˝s-Sloane persistence, we can estimate the maximal growth of
ν1,b(n) as a function of n from above (unconditionally) and from below (using Conjecture 5
as in Theorem 11). More precisely, we have the result stated below. In its proof, we shall use
the following evident fact. If F is any finite non-empty set and φ : F → F is a self-map, then
every x ∈ F is eventually mapped to a (fixed or) periodic point under φ, and the number of
iterates that it takes for x to reach the periodic cycle is obviously bounded by the cardinality
of F .
Theorem 14. For each base b ≥ 3, we have
lim sup
n→∞
ν1,b(n)
log log n
≤ 2
log (α−1)
, (5)
where α = logb (b− 1). Moreover, if Conjecture 5 holds, then we have
lim sup
n→∞
ν1,b(n)
log logn
≥ 1
log (β−1)
, (6)
where β = logb 2
2b
.
Proof. Let us write f = S1,b in this proof. We treat the upper and lower estimates separately.
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(i) Upper bound. Given n > b, write n = (d1d2 · · · dk)b (where k ≤ 1 + logb n) and let
ℓ ≤ k be the number of digits di that are equal to b − 1. Then f(n) = bℓ · P , where
P =
∏
di≤b−2
(1 + di). This in turn implies that f
2(n) = f(P ). But the number of
digits of P in base b is at most
1 + logb P = 1 +
∑
di≤b−2
logb (1 + di) ≤ 1 + (k − ℓ)α ≤ 1 + kα ,
where α = logb (b− 1) < 1. Hence we have
f 2(n) = f(P ) ≤ b1+kα ≤ b1+(1+logb n)α = b1+αnα .
By induction, it follows that
f 2j ≤ (b1+α)1+α+α2+···+αj−1 nαj < b(1+α)/(1−α)nαj , ∀ j ≥ 1 .
Let j0 be the smallest natural number such that n
αj0 < 2, to wit
j0 =
⌈
log log n− log log 2
log (α−1)
⌉
. (7)
Then we have f 2j0(n) ∈ A = {1, 2, . . . ,M}, where M =
⌈
2b(1+α)/(1−α)
⌉
. We claim that
A is f 2-invariant, i.e., f 2(A) ⊆ A. Indeed, if a ∈ A then
f 2(a) ≤ b1+αaα ≤ b1+αMα ≤ b1+α
(
2b(1+α)/(1−α)
)α
= 2αb(1+α)/(1−α) < M ,
and so f 2(a) ∈ A as claimed. But now, by the simple remark preceding the statement of
this theorem, every a ∈ A is eventually periodic, and if m ∈ N is the smallest number
such that f 2m(a) ∈ Per(f 2) ⊆ Per(f), then m ≤ |A| = M . Summarizing, we have
proved that, starting from n > b: (i) after 2j0 iterates under f , we reach some a0 ∈ A;
(ii) after j1 ≤ 2M further iterates, we reach a periodic cycle, i.e., f j1(a0) ∈ Per(f).
Therefore we have ν1,b(n) ≤ 2j0 + 2M , and from (7) we deduce that
ν1,b(n) ≤ 2
(
log logn− log log 2
log (α−1)
)
+ 2(M + 1) .
This shows that
lim sup
n→∞
ν1,b(n)
log log n
≤ 2
log (α−1)
.
and this is precisely (5).
(ii) Lower bound. Here we proceed just as in the proof of the lower bound in Theorem 11.
Once again, for each natural number t we consider nt =
(∏
pi prime,pi<b,pi∤b
pi
)mt
, where
mt is the smallest positive integer such that
mt
(
1
2b
)t−1
(logb 2)
t−1 ≥ C = max{b, N} ,
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and where N is given by Conjecture 5 taking ε =
1
2b
. Then, as we saw in the proof of
Theorem 11, the 1-shifted persistence of nt is at least t, and the same computations
performed in the proof of Theorem 7 yield
ν1,b(nt) ≥ t > logb logb nt
logb (β
−1)
+K , (8)
for some constant K. Dividing the resulting inequality in (8) by log log nt and letting
t→∞, we arrive at (6) as desired.
5.3 2-shifted problem
In this section, we apply Conjectures 1 and 4 to prove that every integer reaches a cycle or a
fixed point under iterates of S2,b. Before stating the result precisely, we start with a lemma.
Lemma 15. For every b ≥ 5,
(b+ 1)!
logb (b+1)
b < b.
Proof. Taking logarithms and rearranging terms, the inequality is equivalent to
b(log b)2 − log(b+ 1)! · log(b+ 1) > 0 . (9)
We will use the following well-known upper bound for n!, valid for all positive integers n:
n! ≤ e
(
n
e
)n√
n.
Applying this bound to the left-hand side of inequality (9), we get
b(log b)2 − log(b+ 1)! · log(b+ 1)
≥ b(log b)2 − (b+ 1)(log(b+ 1))2 + b log(b+ 1)− (log(b+ 1))
2
2
.
By the mean value theorem, b(log b)2 − (b+ 1)(log(b+ 1))2 = −g′(c) for some c ∈ (b, b+ 1),
where g(x) = x(log x)2. As g′(x) = (log x)2 + 2 log x is increasing, we get that b(log b)2 −
(b+ 1)(log(b+ 1))2 ≥ −(log(b+ 1))2 − 2 log(b+ 1). This implies that
b(log b)2 − log(b+ 1)! · log(b+ 1) ≥ b log(b+ 1)− 3(log(b+ 1))
2
2
− 2 log(b+ 1).
Let h(b) = b log(b + 1) − 3(log(b+1))2
2
− 2(log(b + 1)). It is readily checked that h(5) > 0.
Moreover, h′(b) = (b−2)(log(b+1)+1)
b+1
> 0 for every b > 2. This implies that h(b) > 0 for all
b ≥ 5 and concludes the proof.
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Theorem 16. Conjecture 1 (resp. Conjecture 4) implies that for every n ≥ 1, the iterates
of S2,3(n) (resp. S2,b(n), for b ≥ 4) reach a cycle or a fixed point.
Proof. We will prove the result for b = 3, b = 4 and b ≥ 5 separately. In any case, to
show that the sequence of iterates starting at any positive integer stabilizes, we will prove
the following stronger statement: there exist integers N0 and k and a constant 0 < cb < 1
(which depends only on b) such that, for every n ≥ N0, Sj2,b(n) ≤ ncb (or, equivalently,
Sj2,b(n) ≤ C · nc
′
b for some constant C independent of n and 0 < c′b < 1) for some 1 ≤ j ≤ k.
In the cases b = 3, b = 4 and b ≥ 5, we will prove this statement with k = 4, k = 3 and
k = 2, respectively.
(i) Base 3
First, put f = S2,3 to simplify the notation. We will use the following instance of
Conjecture 1, which corresponds to q = 3, F = {2} and a = 1: for every ε > 0, there
exists N such that 2t is ε-equidistributed in base 3 whenever t ≥ N .
Let a0, b0, c0 denote, respectively, #0(n),#1(n),#2(n); and, for k ≥ 1, let ak, bk, ck
denote, respectively, #0(2bk−2+ak−1+2ck−1), #1(2bk−2+ak−1+2ck−1), #2(2bk−2+ak−1+2ck−1),
where we put b−1 = 0. With this notation, we have
fk(n) = 2bk−2+ak−1+2ck−1 · 3bk−1
for every k ≥ 1.
Let us write α = log3 2 ≈ 0.631. Moreover, fix ε = 0.001 and write δ = 1/3− ε. Let N
be such that 2t is ε-equidistributed in base 3 for every t ≥ N .
For any integer n, we have f(n) = 2a0+2c0 · 3b0 and f 2(n) = 2b0f(2a0+2c0).
Let n ≥ 33M be an integer, where M ≥ N/(δα)2. We know that a0+ b0+ c0 ≥ log3 n ≥
3M . This implies that either b0 ≥ 2M or a0 + c0 ≥M .
Suppose first that a0 + c0 < M . Then b0 ≥ 2M , and using the trivial bound f(m) ≤
4log3 m+1, which holds for every m since each of the at most log3m + 1 digits of m is
mapped to a factor 2, 3 or 4 in f(m), we get, using that 3a0+b0+c0−1 ≤ n ≤ 3a0+b0+c0,
that
f 2(n)
n
≤ 2
b0f(2a0+2c0)
3a0+b0+c0−1
≤ 2
b0 · 4log3(2a0+2c0)+1
3a0+b0+c0−1
= c · 3(α−1)b0+(2α2−1)a0+(4α2−1)c0
≤ c ·
(
3b0
)α−1+(4α2−1)/2
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≤ c ·
(
n
3M
)α−1+(4α2−1)/2
,
for some positive constant c, since 1 − 2α2, 1 − α > 0 and 1 − 4α2 < 0. As α − 1 +
(4α2 − 1)/2 < 0, this concludes the proof in this case.
From now on, we may assume that a0 + c0 ≥ M . As M ≥ N/(δα)2 ≥ N , we know
that 2a0+2c0 is ε-equidistributed, i.e., a1, b1, c1 belong to ((1/3 − ε)α(a0 + 2c0), (1/3 +
ε)α(a0 + 2c0)).
As f 2(n) = 2b0+a1+2c1 · 3b1, we have f 3(n) = 2b1f(2b0+a1+2c1). As a1 ≥ δα(a0 + 2c0) ≥
δαM ≥ N , 2b0+a1+2c1 is ε-equidistributed, i.e., a2, b2, c2 belong to the interval ((1/3 −
ε)α(b0 + a1 + 2c1), (1/3 + ε)α(b0 + a1 + 2c1)) and hence are greater than δα(b0 + a1 +
2c1) > δ
2α2(a0 + 2c0) ≥ N , so 2a2+2c2+b1 is ε-equidistributed. Finally, this implies that
a3, b3, c3 ≤ (1/3 + ε)α(b1 + a2 + 2c2). Putting together these upper bounds for the
ai, bi, ci (i = 1, 2, 3) and writing β = 1/3 + ε, we get that
f 4(n)
n
=
2b2+a3+2c3 · 3b3
3a0+b0+c0−1
≤ 3 · 3
α(b2+a3+2c3)+b3
3a0+b0+c0
≤ 3 · 3
β2α2(9α+(α+1)(1+9βα))(a0+2c0)+3βα2(1+(α+1)β)b0
3a0+b0+c0
= 3 · 3(β2α2(9α+(α+1)(1+9βα))−1)a0+3βα2(1+(α+1)β)b0+(2β2α2(9α+(α+1)(1+9βα))−1)c0 ,
which gives the result since β2α2(9α+(α+1)(1+9βα)) < 0.5 and 3βα2(1+(α+1)β) < 1.
(ii) Base 4
We now consider base 4. As usual, put f = S2,4 to ease the notation. We will prove the
following: for every sufficiently large integer n, one of the numbers f(n), f 2(n), f 3(n)
is at most cncb for some c > 0 and 0 < cb < 1. We will apply Conjecture 4 twice, with
q = 4, F = {3, 5}, a = 1 and q = 4, F = {3, 5}, a = 2 to get the following statement:
for every ε > 0, there is N such that 3x ·5y and 2 ·3x ·5y are ε-equidistributed whenever
x ≥ N or y ≥ N .
For any integer n, if we put a0 = #0(n), b0 = #1(n), c0 = #2(n) and d0 = #3(n), we
have f(n) = 4⌊a0/2⌋+c0 · 2a¯0 · 3b0 · 5d0 and f 2(n) = 2⌊a0/2⌋+c0 · f(2a0′ · 3b0 · 5d0), where x′
denotes the remainder of the integer x modulo 2.
Let n ≥ 44M be an integer, where M ≥ N/(2(1/4 − 0.01) log4 3). We know that
a0 + b0 + c0 + d0 ≥ log4 n ≥ 4M . This implies that either b0 ≥ M , or d0 ≥ M , or
a0 + c0 ≥ 2M .
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Suppose first that b0 < M and d0 < M . Then a0 + c0 ≥ 2M , and using the trivial
bound f(m) ≤ 5log4 m+1, which holds for every m since each of the at most log4m+ 1
digits of m is mapped to a factor 2, 3, 4, or 5 in f(m), we get that
f 2(n)
n
≤ 2
⌊a0/2⌋+c0 · f(2a¯0 · 3b0 · 5d0)
4a0+b0+c0+d0−1
≤ 4 · 2
a0/2+c0 · 5log4(2·3b0 ·5d0 )+1
4a0+b0+c0+d0
= c · 4−3a0/4−c0/2+(log4 5 log4 3−1)b0+((log4 5)2−1)d0
≤ c(M) · (4a0+c0)−3/4
≤ c(M) ·
(
n
42M
)−3/4
,
where c(M) is some constant dependent on M only. This proves the claim in the first
case.
From now on, we assume that b0 ≥M or d0 ≥M . As M ≥ N/(2(1/4− 0.01) log4 3) ≥
N , we know that 2a¯0 · 3b0 · 5d0 is ε-equidistributed, i.e., #d(2a¯0 · 3b0 · 5d0) belongs to
the interval ((1/4− ε) log4(2a¯0 · 3b0 · 5d0), (1/4 + ε) log4(2a¯0 · 3b0 · 5d0)), for d = 0, 1, 2, 3.
Put a1 = #0(2
a¯0 · 3b0 · 5d0), b1 = #1(2a¯0 · 3b0 · 5d0), c1 = #2(2a¯0 · 3b0 · 5d0), and
d1 = #3(2
a¯0 · 3b0 · 5d0). In particular, a1, b1, c1 and d1 are bounded from above by
(1/4+ε) log4(2
a¯0 ·3b0 ·5d0) ≤ (1/4+2ε) log4(3b0 ·5d0) ≤ βα(b0+d0) for M large enough,
writing β for 1/4 + 2ε and α for log4 5.
We have
f 2(n) = 2⌊a0/2⌋+c0 · f(2a¯0 · 3b0 · 5d0) = 2⌊a0/2⌋+c0+a1+2c1 · 3b1 · 5d1 ,
and then
f 3(n) = f(2⌊a0/2⌋+c0+a1+2c1 ·3b1 ·5d1) = 2⌊(⌊a0/2⌋+c0+a1+2c1)/2⌋f(2(⌊a0/2⌋+c0+a1+2c1)′ ·3b1 ·5d1).
Putting a2 = #0(2
(⌊a0/2⌋+c0+a1+2c1)′ · 3b1 · 5d1), b2 = #1(2(⌊a0/2⌋+c0+a1+2c1)′ · 3b1 · 5d1),
c2 = #2(2
(⌊a0/2⌋+c0+a1+2c1)′ · 3b1 · 5d1), and d2 = #3(2(⌊a0/2⌋+c0+a1+2c1)′ · 3b1 · 5d1), we have
f 3(n) ≤ 2a0/4+c0/2+a1/2+c1+a2+2c2 · 3b2 · 5d2 . (10)
As b1 ≥ (1/4−ε) log4(2a¯0 ·3b0 ·5d0) ≥ (1/4−ε) log4(3b0 ·5d0) ≥ 2M(1/4−ε) log4 3 ≥ N ,
the number 2(⌊a0/2⌋+c0+a1+2c1)
′ · 3b1 · 5d1 is ε-equidistributed, i.e., a2, b2, c2 and d2 belong
to ((1/4− ε) log4(2(⌊a0/2⌋+c+a1+2c1)′ · 3b1 · 5d1), (1/4+ ε) log4(2(⌊a0/2⌋+c+a1+2c1)′ · 3b1 · 5d1)).
This implies that a2, b2, c2 and d2 can be bounded from above by the following expres-
sion: (1/4+ε) log4(2
(⌊a0/2⌋+c0+a1+2c1)′ ·3b1 ·5d1) ≤ (1/4+2ε)α(b1+d1) ≤ 2β2α2(b0+d0).
Plugging these estimates for a1, . . . , d1, a2, . . . , d2 in (10), we get that
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f 3(n)
n
≤ 4
a0/8+c0/4+(3/4αβ+3α2β2+4α3β2)(b0+d0)
4a0+b0+c0+d0−1
= 4 · 4−7a0/−3c0/4+(3/4αβ+3α2β2+4α3β2−1)(b0+d0)
≤ 4 · nc′,
for some 0 < c′ < 1 since 3αβ/4 + 3α2β2 + 4α3β2 < 1.
(iii) Larger bases
Finally, we prove the result for b ≥ 5. Let f denote S2,b. We will prove that either
f(n) ≤ c · ncb or f 2(n) ≤ c · ncb if n is large enough, for some c > 0 and 0 < cb < 1.
We start applying Conjecture 4 a few times: for every prime p dividing b and for every
proper divisor d of b (i.e., a divisor which is less than b, including 1), we apply it for
q = b, a = d, F = {r prime : r ≤ b+1, r 6= p}. Taking the maximum of the N obtained
by each application of the conjecture, we get the following statement: for every ε > 0,
there is N such that, for every proper divisor d of b and every prime divisor p of b, the
number d
∏
qi prime,qi≤b+1,qi 6=p
qaii is ε-equidistributed if any of the ai is at least N .
Let ε > 0 be such that (b+1)!(logb b+1)(1/b+ε) < b. Such an ε exists by Lemma 15 and by
the fact that limε→0+(b+ 1)!
ε logb b+1 = 1. Moreover, let n ≥ b2bM , with M ≥ N , where
N is as in the paragraph above, and M is large enough as to satisfy some conditions
below. For i ∈ {0, . . . , b−1}, let ni denote the number of digits i in the base-b expansion
of n. We know that
∑b−1
i=0 ni ≥ logb n ≥ 2bM .
By the definition of f , we have f(n) =
∏b−1
i=0(i + 2)
ni. We may rewrite this number
as bp · f(n)/bp, where b does not divide f(n)/bp. For every i ∈ {0, . . . , b − 1}, let αi
and βi be such that b
p =
∏b−1
i=0(i + 2)
αi and f(n)/bp =
∏b−1
i=0(i + 2)
βi. It is clear that
αi + βi = ni for every i, and αb−2 = nb−2, βb−2 = 0, αb−1 = 0, βb−1 = nb−1. With this
notation, we have f 2(n) = f(f(n)) = 2pf(
∏b−1
i=0(i+ 2)
βi).
Suppose first that βi ≥M for some i ∈ {0, · · · , b−1}. Then, the number
∏b−1
i=0(i+2)
βi
is ε-equidistributed, i.e., the number of occurences of every digit from 0 to b−1 belongs
to the interval ((1/b−ε) logb(
∏b−1
i=0(i+2)
βi), (1/b+ ε) logb(
∏b−1
i=0(i+2)
βi)). This implies
that
f 2(n) ≤ 2p · (2 · · · · · (b+ 1))(1/b+ε) logb(
∏b−1
i=0 (i+2)
βi )
= 2p · ((b+ 1)!)(1/b+ε)
∑b−1
i=0 βi(logb(i+2))
= bp logb 2
b−1∏
i=0
(
(b+ 1)!(1/b+ε) logb(i+2)
)βi
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=b−2∏
i=0
(i+ 2)αi logb 2
b−1∏
i=0
(
(b+ 1)!(1/b+ε) logb(i+2)
)βi
≤ b
∑b−2
i=0 αi logb 2
b−1∏
i=0
(
(b+ 1)!(1/b+ε) logb(b+1)
)βi
< blogb 2
∑b−2
i=0 αi+logb((b+1)!
(1/b+ε) logb(b+1))
∑b−1
i=0 βi
= bcb
∑b−1
i=0 ni
≤ c · ncb ,
for some c > 0, 0 < cb < 1.
Suppose now, on the other hand, that βi < M for every i ∈ {0, . . . , b − 1}. This
implies that
∑b−1
i=0 αi ≥ bM ≥
∑b−1
i=0 βi, and then, applying the trivial bound f(m) ≤
(b+1)1+logb m (each of the at most 1+ logbm digits of m is mapped to a factor at most
b+ 1 by f), we get that
f 2(n)
n
=
2pf
(∏b−1
i=0(i+ 2)
βi
)
b
∑b−1
i=0 ni−1
≤ b
logb 2
∑b−1
i=0 αi · (b+ 1)1+logb(
∏b−1
i=0 (i+2)
βi )
b
∑b−1
i=0 ni−1
≤ c · b(log2(b)−1)
∑b−1
i=0 αi
≤ c′ · n(log2(b−1)−1)/2,
as
∑b−1
i=0 αi ≥
∑b−1
i=0 βi implies b
∑b−1
i=0 αi ≥ n1/2. This concludes the proof.
Remark 17. The proof of Theorem 16 gives that S2,b(n) ≤ nγ for some γ < 1 if n is large
enough. Similarly as in Theorem 14, this implies that the persistence of every number n
under S2,b is at most c log log n for some constant c. It is not hard to see that, as before,
there is some sequence of integers for which this is sharp up to the constant factor (i.e., there
exists an increasing sequence (nk)k≥1 of integers such that the persistence of nk is at least
c′ log log nk for some c
′ > 0 and every k).
5.4 The (4, 5) problem diverges
Using the same proof as in Theorem 16, one can show that the sequence of iterates of both
S3,4 and S3,5 starting from every integer stabilizes (indeed, one can again prove that, in case
f = S3,4 or f = S3,5, for every sufficiently large n, f
j(n) ≤ n for some j ∈ {1, 2, 3, 4}).
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On the other hand, our next result shows that, assuming Conjecture 4, S4,5 is the smallest
instance where the opposite behavior occurs, namely the sequence of iterates starting from
every sufficiently large integer diverges.
Theorem 18. Conjecture 4 implies the following: there is an integer n0 such that, for every
n ≥ n0, the sequence of iterates (Sk4,5(n))k≥0 diverges to infinity.
Proof. Put f = S4,5. We will prove the following statement which obviously implies the
theorem: there is n0 such that, for every n ≥ n0, f 5(n) > n.
We apply Conjecture 4 for q = 5, a = 1 and F = {2, 3, 7} to get the following statement:
for every ε > 0, there is N such that 2x · 3y · 7z is ε-equidistributed whenever one of x, y, z
is at least N . In particular, the number 4x · 6y · 7z · 8w is equidistributed whenever one of x,
y, z and w is at least N .
Take ε = 0.001, put δ = 1/5− ε and let n ≥ 54M+M2, with Mδ3(log5 4)3 ≥ N , where N
is the integer given by the application of Conjecture 4 as in the paragraph above with this
value of ε; and M is large enough to fulfill some inequality stated below.
Let a0, . . . , e0 denote, respectively, #0(n), . . . ,#4(n); and, for k ≥ 1, let ak, . . . , ek denote,
respectively, #0(4bk−2+ak−1 · 6ck−1 · 7dk−1 · 8ek−1), . . . ,#4(4bk−2+ak−1 · 6ck−1 · 7dk−1 · 8ek−1), where
we put b−1 = 0. With this notation, we have
fk(n) = 4bk−2+ak−1 · 5bk−1 · 6ck−1 · 7dk−1 · 8ek−1
for every k ≥ 1.
Assume first that one of a0, c0, d0, e0 is at least M . As M ≥ N/δ3(log5 4)3 > N , this
implies that 4a0 · 6c0 · 7d0 · 8e0 is ε-equidistributed. In particular, we have
a1, . . . , e1 ≥ δ log5(4a0 · 6c0 · 7d0 · 8e0)
= δ(a0 log5 4 + c0 log5 6 + d0 log5 7 + e0 log5 8).
In turn, as a1, . . . , e1 ≥ δa0 log5 4 > N , this implies that 4b0+a1 · 6c1 · 7d1 · 8e1 is ε-
equidistributed, so
a2, . . . , e2 ≥ δ log5(4b0+a1 · 6c1 · 7d1 · 8e1)
= δ((b0 + a1) log5 4 + c1 log5 6 + d1 log5 7 + e1 log5 8)
= δ log5 4 · b0 + δ2 log5 1344(a0 log5 4 + c0 log5 6 + d0 log5 7 + e0 log5 8).
As the choice of M guarantees that the a2, . . . , e2 and a3, . . . , b3 are greater than N , the
same reasoning can be applied two more times to get that
a3, . . . , e3 ≥ δ log5(4b1+a2 · 6c2 · 7d2 · 8e2)
= δ((b1 + a2) log5 4 + c2 log5 6 + d2 log5 7 + e2 log5 8)
≥ δ2 log5 1344 log5 4 · b0
+ δ2(log5 4 + δ(log5 1344)
2)(a0 log5 4 + c0 log5 6 + d0 log5 7 + e0 log5 8)
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and
a4, . . . , e4 ≥ δ log5(4b2+a3 · 6c3 · 7d3 · 8e3)
= δ((b2 + a3) log5 4 + c3 log5 6 + d3 log5 7 + e3 log5 8)
≥ δ2((log5 4)2 + δ log5 4(log5 1344)2)b0
+ δ3 log5 1344(2 log5 4 + δ(log5 1344)
2)·
· (a0 log5 4 + c0 log5 6 + d0 log5 7 + e0 log5 8).
Finally, this implies that
f 5(n)
n
>
4b3+a4 · 5b4 · 6c4 · 7d4 · 8e4
5a0+b0+c0+d0+e0
≥
(
4δ
2 log5 4(log5 4+δ(log5 1344)
2) · 6720δ3 log5 4 log5 1344(2 log5 4+δ(log5 1344)2)
5
)a0+c0+d0+e0
·
·
(
4δ
2 log5 1344 log5 4 · 6720δ2 log5 4(log5 4+δ(log5 1344)2)
5
)b0
> 1,
as a straighforward computation shows that each of the expressions inside the parenthesis
are greater than 1 (indeed, the first and the second expression are greater than 1.14 and
1.06, respectively).
Suppose now, on the other hand, that each of a0, c0, d0, e0 is less than M . This implies
that b0 > M
2 > N , which in turn implies that 4b0+a1 ·6c1 ·7d1 ·8e1 is ε-equidistributed. Hence,
we have a2, · · · , e2 ≥ δ log5(4b0+a1 · 6c1 · 7d2 · 8e1) ≥ (δ log5 4)b0 > N . Again, this implies
that 4b1+a2 · 6c2 · 7d2 · 8e2 is ε-equidistributed and a3, . . . , e3 ≥ δ log5(4b1+a2 · 6c2 · 7d2 · 8e2) ≥
δ2 log5 4 log5 1344 ·b0 > N . Finally, this implies that a4, . . . , e4 ≥ δ log5(4b2+a3 ·6c3 ·7d3 ·8e3) ≥
δ2 log5 4(log5 4 + δ(log5 1344)
2)b0, and then
f 5(n)
n
>
4b3+a4 · 5b3 · 6c3 · 7d3 · 883
5a0+b0+c0+d0+e0
>
(
4δ
2 log5 4 log5 1344 · 6720δ2 log5 4(log5 4+δ(log5 1344)2)
5
)b0
·
(
1
5
)4M
≥
(
4δ
2 log5 4 log5 1344 · 6720δ2 log5 4(log5 4+δ(log5 1344)2)
5
)M2
·
(
1
5
)4M
> 1,
for large M , as the expression raised to M2 is greater than 1 (approximately 1.06).
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5.5 Larger t and b
In this section, we consider the behavior of the t-shifted problem in base b when t is bounded
by a function of b. As one would expect, the equidistribution conjectures imply that, if b is
very large compared to t, then the sequence of iterates starting from any integer stabilizes
in the t-shifted problem in base b. One the other hand, if t is very close to b, then almost no
sequence stabilizes. Our next results give some estimates on the ranges of t and b (both for
small and large b) where each of those behaviors appear. Again, we start with a techincal
lemma.
Lemma 19. Let t and b be positive integers such that b ≥ 4 and t ≤ b/4. Then
(i) (b+ t− 1)logb t < b;
(ii)
(
(b+t−1)!
(t−1)!
) 1
b
logb(b+t−1)
< b.
Proof.
(i) The first inequality is equivalent, applying logarithms twice, to
log log t+ log log(b+ t− 1) < 2 log log b.
The function log log x is concave and increasing on its domain, hence
1
2
(log log t+ log log(b+ t− 1)) < log log((b+ 2t− 1)/2)
< log log b
whenever t ≤ b+1
2
.
(ii) The inequality is equivalent, taking logarithms twice, to
log log(b+ t− 1) + log log
(
(b+ t− 1)!
(t− 1)!
)
< log b+ 2 log log b. (11)
By the inequality of arithmetic and geometric means, we have that
(b+ t− 1)!
(t− 1)! = t(t + 1) · · · (b+ t− 1)
≤
(
t+ (t + 1) + · · ·+ (b+ t− 1)
b
)b
=
(
b+ 2t− 1
2
)b
<
(
3b
4
)b
,
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as t ≤ b/4.
We also have b + t − 1 < 5b/4. Plugging these two estimates on the left-hand side of
(11) and using that log log x is a concave and increasing function on its domain, we get
that
log log(b+ t− 1) + log log
(
(b+ t− 1)!
(t− 1)!
)
< log log(5b/4) + log log(3b/4)b
= log b+ log log(5b/4) + log log(3b/4)
< log b+ 2 log log
(
5b/4 + 3b/4
2
)
= log b+ 2 log log b.
Theorem 20. Conjecture 4 implies the following: for every b ≥ 4 and t ≤ b/4, the sequence
of iterates (Skt,b(n))k≥1 stabilizes for every positive integer n.
Proof. The proof follows the ideas of the proof of Theorem 16. Let t and b be integers
such that 3 ≤ t ≤ b/4 (the cases t = 1 and t = 2 were covered by Theorems 8 and
16, respectively). Again, we will prove that, for every sufficiently large integer n, either
f(n) ≤ ncb or f 2(n) ≤ ncb, where f = St,b and 0 < cb < 1.
We apply Conjecture 4 for every prime p dividing b and for every proper divisor d of
b (i.e., a divisor which is less than b, including 1) with q = b, a = d, F = {r prime :
r ≤ b + t − 1, r 6= p}. Taking the maximum of the N obtained by each application of the
conjecture, we get the following statement: for every ε > 0, there is N such that, for every
proper divisor d of b and every prime divisor p of b, the number d
∏
qi prime,qi≤b+t−1,qi 6=p
qaii is
ε-equidistributed if any of the ai is at least N .
Let ε > 0 be small enough as to satisfy that the second term in (12) is smaller than 1,
and n ≥ b2bM , with M ≥ N , where N is as in the paragraph above, and M is large enough
as to satisfy some conditions below. For i ∈ {0, . . . , b−1}, let ni denote the number of digits
i in the base-b expansion of n. We know that
∑b−1
i=0 ni ≥ logb n ≥ 2bM .
By the definition of f , we have f(n) =
∏b−1
i=0(i + t)
ni, where ni is the number of digits
i of n in base b. We may rewrite this number as bp · f(n)/bp, where b does not divide
f(n)/bp. For every i ∈ {0, . . . , b − 1}, let αi and βi be such that bp =
∏b−1
i=0(i + t)
αi and
f(n)/bp =
∏b−1
i=0(i+ t)
βi. It is clear that αi + βi = ni. With this notation, we have f
2(n) =
f(f(n)) = tpf(
∏b−1
i=0(i+ t)
βi).
Suppose first that βi ≥ M for some i. This implies that the number
∏b−1
i=0(i + t)
βi is
ε-equidistributed, i.e., the number of occurences of every digit from 0 to b−1 belongs to the
interval ((1/b−ε) logb(
∏b−1
i=0(i+ t)
βi), (1/b+ ε) logb(
∏b−1
i=0(i+ t)
βi)). Hence, as n ≥ b
∑b−1
i=0 ni−1,
it follows that
f 2(n)
n
≤ 1
n
· tp · (t · · · · · (t + b− 1))( 1b+ε) logb(
∏b−1
i=0 (i+t)
βi )
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=
1
n
· bp logb t ·
(
(b+ t− 1)!
(t− 1)!
)( 1
b
+ε)
∑b−1
i=0 βi(logb(i+t))
≤ 1
n
· bp logb t
b−1∏
i=0

((b+ t− 1)!
(t− 1)!
)( 1
b
+ε) logb(b+t−1)


βi
=
1
n
·
b−1∏
i=0
(i+ t)αi logb t

((b+ t− 1)!
(t− 1)!
)( 1
b
+ε) logb(b+t−1)


∑b−1
i=0 βi
≤ b ·
(
(b+ t− 1)logb t
b
)∑b−1
i=0 αi

1
b
·
(
(b+ t− 1)!
(t− 1)!
)( 1
b
+ε) logb(b+t−1)


∑b−1
i=0 βi
. (12)
Lemma 19 shows that each of the expressions inside the parenthesis in (12) is bγ for some
γ < 0 if ε is small enough, which completes the proof of this case.
Suppose now, on the other hand, that βi < M for every i. This implies, as
∑b−1
i=0(αi+βi) =∑b−1
i=0 ni ≥ 2bM , that
∑b−1
i=0 αi ≥ bM ≥
∑b−1
i=0 βi, and hence b
∑b−1
i=0 αi ≥ √n. Applying a trivial
bound f(m) ≤ (b+ t− 1)1+logbm, we get that
f 2(n)
n
=
1
n
· tpf

b−1∏
i=0
(i+ t)βi


≤ 1
n
· bp logb t · (b+ t− 1)1+
∑b−1
i=0 logb(i+t)βi
≤ b ·
∏b−1
i=0(i+ t)
αi logb t
b
∑b−1
i=0 αi
· (b+ t− 1)
2M
b
∑b−1
i=0 βi
≤ c(M) ·
(
(b+ t− 1)logb t
b
)∑b−1
i=0 αi
= c(M) · bγ
∑b−1
i=0 αi
≤ c(M) · nγ/2,
where c(M) denotes a constant that depends only on b and M and, by the first part of
Lemma 19, γ < 0. This concludes the proof.
The estimates in the proof of Theorem 20 can be applied asymptotically in b (instead
of for every b ≥ 4) using Stirling’s formula (instead of a precise inequality for every n) to
improve the constant 1/4 in to approximately 0.316 for large b. Namely, the following result,
whose proof is very similar to the proof of Theorem 20 and will be omitted, holds:
Theorem 21. Conjecture 4 implies the following: let c0 be the solution of 2 log(1 + c) +
c log(1 + 1/c) = 1 in the interval (0, 1) (c0 ≈ 0.315999). Then, for every c ≤ c0, there is b0
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with the following property: for every b ≥ b0 and t ≤ cb, the sequence of iterates (Skt,b(n))k≥1
stabilizes for every positive integer n.
Remark 22. Remark 17 applies for Theorems 20 and 21 as well, i.e., the persistence is
bounded by c log logn for every n and some c, and there is an increasing sequence of integers
(nk)k≥1 with persistence at least c
′ log log nk for some c
′ > 0 and every k.
On the other end of the spectrum, we have a divergence result, which we state now, after
a technical lemma.
Lemma 23. Let c0 be the solution 2 log c + log(c + 1) + c log(1 + 1/c) = 1 in the interval
(0, 1) (c0 ≈ 0.865722). Then, for every c > c0, there is b0 with the following property: Let
t and b be integers, with b ≥ b0 and t ≥ cb. If we put δ = 1/b − 1/b2, then the following
inequalities hold:
(i)
(
(t−1+b)!
(t−1)!
)δ logb t
> b;
(ii) tδ logb t ·
(
(t−1+b)!
(t−1)!
)(b−2)δ2(logb t)2
> b.
Proof. We will prove that the logarithm to base b of the two expressions on the left-hand
sides of i) and ii) are greater than 1 for large b. For that purpose, we use the well-known
Stirling’s approximation in logarithmic form:
log n! = n log n− n+O(logn).
(i) We have
logb
(
(t− 1 + b)!
(t− 1)!
)δ logb t
=
= δ
log t
(log b)2
· ((t− 1 + b) log(t− 1 + b)− (t− 1) log(t− 1)
− b+O(log b))
= δ
log t
(log b)2
· (b log(t− 1 + b) + (t− 1) log(1 + b/(t− 1))
− b+O(log b))
≥ δ log cb
(log b)2
· (b log((c+ 1)b) + cb log(1 + 1/c)− b+O(log b))
≥ δb
(
1 +
log c + log(c+ 1) + c log(1 + 1/c)− 1
log b
+O
(
1
b log b
))
≥ 1 + log c + log(c+ 1) + c log(1 + 1/c)− 1
log b
+O
(
1
b
)
,
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since δb = 1 − 1/b. This expression is greater than 1 for large b as we have log c +
log(c + 1) + c log(1 + 1/c)− 1 > log c0 + log(c0 + 1) + c0 log(1 + 1/c0)− 1 > 2 log c0 +
log(c0 + 1) + c0 log(1 + 1/c0)− 1 = 0.
(ii) We apply the bound obtained in the first part of the proof to get
logb
(
tδ logb t ·
(
(t− 1 + b)!
(t− 1)!
)(b−2)δ2(logb t)2)
= δ
(
log t
log b
)2
+ (b− 2)δ log t
log b
logb
(
(t− 1 + b)!
(t− 1)!
)δ logb t
≥
(
1
b
− 1
b2
)(
1 +
log c
log b
)2
+
(
1− 2
b
)(
1 +
1
b
)(
1 +
log c
log b
)
·
·
(
1 +
log c+ log(c+ 1) + c log(1 + 1/c)− 1
log b
+O
(
1
b
))
= 1 +
2 log c+ log(c+ 1) + c log(1 + 1/c)− 1
log b
+O
(
1
b
)
,
which is greater than 1 for large b since 2 log c + log(c + 1) + c log(1 + 1/c) − 1 >
2 log c0 + log(c0 + 1) + c0 log(1 + 1/c0)− 1 = 0.
Theorem 24. Conjecture 4 implies the following: let c0 be the solution 2 log c+ log(c+1)+
c log(1 + 1/c) = 1 in the interval (0, 1) (c0 ≈ 0.865722). Then, for every c > c0, there is b0
with the following property: for every prime number b ≥ b0 and positive integer t ≥ cb, the
sequence of iterates (Skt,b(n))k≥1 diverges for every sufficiently large integer n.
Proof. Fix c > c0. Let b0 be the integer given by Lemma 23 for this c, and let t, b be integers
such that t ≥ cb and b ≥ b0.
We apply Conjecture 4 with q = b, a = 1, F = {p prime : p ≤ b+ t− 1, p 6= b} to get the
following statement: for every ε > 0, there isN such that the number
∏
pi prime:pi≤b+t−1,pi 6=b
paii
is ε-equidistributed if any of the ai is at least N .
Put f = St,b. We can write f(n) =
∏b−1
i=0(i + t)
ni = bnb−t · ∏b−1i=0,i 6=b−t(i + t)ni. As b
is a prime number, b ∤
∏b−1
i=0,i 6=b−t(i + t)
ni , and then f 2(n) = tnb−t · f(∏b−1i=0,i 6=b−t(i + t)ni).
Let us denote by n′i the number of digits i in
∏b−1
i=0,i 6=b−t(i + t)
ni . Then we may rewrite
f 2(n) = tnb−t ·∏b−1i=0(i+ t)n′i = bn′b−t · tnb−t ·∏b−1i=0,i 6=b−t(i+ t)n′i .
Let ε = 1/b2 and put δ = 1/b− ε. Let M ≥ N/(δ logb 2), where N is the integer given by
the application of Conjecture 4 as above with ε = 1/b2, and M is large enough as to satisfy
that (13) is greater than 1. Let n ≥ b(b−1)M+M2 be an integer. We will prove that f 3(n) > n,
which implies that the sequence of iterates of f starting from any integer at least b(b−1)M+M
2
diverges.
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Either ni ≥M for some i 6= b− t or nb−t ≥M2 ≥M ≥ N . In the first case, this implies
that n′i ≥ δ logb(
∏b−1
i=0,i 6=b−t(i+ t)
ni) ≥ (δ logb 2)
∑b−1
i=0,i 6=b−t ni ≥ (δ logb 2)M ≥ N . In any case,
the number tnb−t ·∏i=0,i 6=b−t(i+t)n′i is ε-equidistributed. This means that every digit from 0 to
b−1 appears at least δ logb(tnb−t ·
∏
i=0,i 6=b−t(i+ t)
n′i) = δ(nb−t logb t+
∑b−1
i=0,i=b−t n
′
i logb(i+ t))
times in this number, and hence
f 3(n) = f
(
bn
′
b−t · tnb−t ·
b−1∏
i=0,i 6=b−t
(i+ t)n
′
i
)
= tn
′
b−t · f
(
tnb−t ·
b−1∏
i=0,i 6=b−t
(i+ t)n
′
i
)
≥ tn′b−t(t(t+ 1) . . . (b+ t− 1))δ(nb−t logb t+
∑b−1
i=0,i6=b−t n
′
i logb(i+t))
≥ tn′b−t ·
(
(t− 1 + b)!
(t− 1)!
)δ(nb−t+∑b−1i=0,i6=b−t n′i) logb t
. (12)
Suppose first that ni ≥M for some i 6= b−t. Then
∏b−1
i=0,i 6=b−t(i+t)
ni is ε-equidistributed,
which implies that n′i ≥ δ logb(
∏b−1
i=0,i 6=b−t(i + t)
ni) ≥ δ logb t
∑b−1
i=0,i 6=b−t ni for every 1 ≤ i ≤
b− 1. In this case, bound (12) implies, together with Lemma 23, that
f 3(n) ≥
(
tδ logb t ·
(
(t− 1 + b)!
(t− 1)!
)(b−2)δ2(logb t)2)∑b−1i=0,i6=b−t ni
·
(
(t− 1 + b)!
(t− 1)!
)(δ logb t)nb−t
> b
∑b−1
i=0,i6=b−t ni+nb−t
≥ n.
Finally, if ni < M for every i 6= b − t, then nb−t ≥ M2. Moreover, we have n′i ≤
logb(
∏b−1
i=0,i 6=b−t(i+ t)
ni) < b logb(2b)M for every 0 ≤ i ≤ b− 1, and then, using (12), we get
that
f 3(n)
n
≥ 1
n
· tn′b−t ·
(
(t− 1 + b)!
(t− 1)!
)δ(nb−t+∑b−1i=0,i6=b−t n′i) logb t
≥ 1
n
·
(
(t− 1 + b)!
(t− 1)!
)(δ logb t)nb−t
>
(
1
b
·
(
(t− 1 + b)!
(t− 1)!
)δ logb t)nb−t
· b−
∑b−1
i=0,i6=b−t ni
≥
(
1
b
·
(
(t− 1 + b)!
(t− 1)!
)δ logb t)M2
· b−bM > 1 , (13)
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if M is large enough (as, by Lemma 23, the base of M2 in (13) is greater than 1). This
concludes the proof.
Remark 25. As it happened before (in Theorems 20 and 21), if one applies bounds for n!
that hold for every n instead of the asymptotic Stirling’s formula, it is possible to get a result
of the following form, with c being a constant greater than c0 in Theorem 24: let b ≥ 7 be
a prime and t ≥ cb. Conjecture 4 implies that, for every sufficiently large integer n, the
sequence of iterates (Skt,b(n))k≥1 diverges to infinity.
Remark 26. In the proof of Theorem 24, we assumed that b was prime to avoid some tech-
nicalities. It is likely that a similar result holds without this assumption, possibly with a
larger constant in place of c0.
6 Concluding remarks
As we made clear from the beginning, most of the main results in the present paper (Theo-
rems 6, 11, 16, 18, 20 and 24) are conditional on the validity of either Conjecture 1 or one
of its offsprings, namely Conjectures 4 and 5. There is ample experimental evidence in favor
of Conjecture 1, and further support would be provided if one could prove our main results
unconditionally. Conversely, of course, if any one of these unconditional statements were
proved to be false, then Conjecture 1 (or one of its offsprings) would have to be false. How-
ever, given the computational evidence and robust heuristics available [2], we feel confident
that Conjectures 1, 4 and 5 must be true.
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