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Abstract—Bayesian method is capable of capturing real world
uncertainties/incompleteness and properly addressing the over-
fitting issue faced by deep neural networks. In recent years,
Bayesian Neural Networks (BNNs) have drawn tremendous
attentions of AI researchers and proved to be successful in many
applications. However, the required high computation complexity
makes BNNs difficult to be deployed in computing systems with
limited power budget. In this paper, an efficient BNN inference
flow is proposed to reduce the computation cost then is evaluated
by means of both software and hardware implementations. A
feature decomposition and memorization (DM) strategy is utilized
to reform the BNN inference flow in a reduced manner. About
half of the computations could be eliminated compared to the
traditional approach that has been proved by theoretical analysis
and software validations. Subsequently, in order to resolve the
hardware resource limitations, a memory-friendly computing
framework is further deployed to reduce the memory overhead
introduced by DM strategy. Finally, we implement our approach
in Verilog and synthesise it with 45 nm FreePDK technology.
Hardware simulation results on multi-layer BNNs demonstrate
that, when compared with the traditional BNN inference method,
it provides an energy consumption reduction of 73% and a 4×
speedup at the expense of 14% area overhead.
Index Terms—Bayesian Neural Network, Computation Reduc-
tion, Memory Reduction, Feature Decomposition
I. INTRODUCTION
Deep Learning paradigm has created the premises for the
development of several Deep Neural Network (DNN) mod-
els [1]–[3]. DNNs have been utilized as underlying imple-
mentation tools to boost various applications, e.g., computer
vision [4], natural language processing [5], speech recogni-
tion [6], autonomous driving [7]. They made DNN research
as one of the most active Artificial Intelligence (AI) branches.
However, even though practical utilization of DNNs provides
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very promising results, e.g., in some cases DNNs could even
outperform human capabilities [8], their global proliferation
is mainly impeded by the lack of proper theoretical justifica-
tion. DNN training is an optimization procedure which relies
on Maximum Likelihood Estimation (MLE) of the synaptic
weights. However, it is well understood and accepted that
MLE is not able to properly handle the inherent weights un-
certainties. This implies that, from a practical standpoint, MLE
based training is susceptible to over-fitting, as experimentally
observed in many DNN behaviours [9]. Furthermore, DNNs
have other disadvantages such as data-hungry, lack of solid
mathematical foundations, and easy to be fooled [10].
To address these shortcomings, Bayesian methods have been
introduced by providing mathematically grounded approaches.
Bayesian methods could achieve reasonable learning accuracy
from small datasets and exhibit the required robustness to
address the over-fitting issue [11]. More importantly, they
could inherently deal with real world uncertainty and take prior
knowledge into consideration. Thus, the potential combination
of the complimentary strengths of Bayesian methods and
DNNs is receiving increasing interest and Bayesian Neural
Networks (BNNs) have been applied in many different appli-
cations [12]–[15]. Several probabilistic programming frame-
works have been developed, such as Edward [16], Pyro [17]
and Zhusuan [18], which could provide efficient implementa-
tions for Bayesian Deep Learning (BDL).
However, the remarkable DNN capabilities can only be
exploited at the expense of a high computation complexity
associated to the deep layer structure, which requires the
utilization of high performance computing resources to ac-
celerate the training and inference procedures. To resolve
this, numerous approaches have been proposed to reduce the
computation cost by means of, e.g., network pruning [19], low
rank approximation [20], and structure sparsity learning [21].
However, those have rather limited impact as DNN models
have been wildly applied in Internet-of-Things (IoTs) and
embedded systems, which are usually computation resource
and power consumption confined. Aiming to enable the DNN
technology on such devices, the network inference tasks are
usually performed on highly-parallel and specialized ASIC
hardware [22]. As for BNN, an FPGA-based accelerator has
been recently proposed in [23].
In view of the above, a novel BNN inference approach
which could reduce computation complexity is proposed in
this paper. It relies on a new mathematical formulation that
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enables computation reuse and consequently has a significant
impact on computation latency and energy consumption. This
work only focuses on the inference part as we can assume that
the training is not done in-place for IoT applications (actually
Edward framework is adopted for BNN training in this work),
thus it does not affect the available power and computation
resources budget. The main contributions of the paper are
summarized as follows:
• We introduce a feature Decomposition and Memorization
(DM) approach applicable for BNNs whose parameters
obey Gaussian distribution. The DM strategy takes ad-
vantage of single-layer BNN equations characteristics to
perform fast and energy effective inference and theoret-
ically eliminates nearly half of the traditionally required
computations.
• In order to apply DM strategy into multi-layer BNNs, two
methods are further introduced which are regarded as
Hybrid-BNN and DM-BNN, respectively. Both of them
could achieve the reasonable accuracy with less energy
and less runtime.
• A memory friendly computing framework is proposed to
mitigate the DM associated memory overhead without any
detrimental effect on the inference computation cost and
result quality.
• The proposed approaches and the traditional BNN infer-
ence have been evaluated by means of both software and
hardware implementations. The software implementation
indicates that the proposed DM-BNN could reduce the
computation cost by 85% at the cost of very slight
accuracy loss. The hardware implementation suggests
that DM-BNN reduces the energy consumption by 73%
and achieves a 4× speedup at the expense of 14% area
overhead and a minor accuracy degradation.
The rest of this paper is organized as follows. Section II
discusses some preliminaries and related works. Section III
demonstrates the proposed DM strategy. The memory friendly
computing framework is presented in Section IV. Experimen-
tal results are illustrated in Section V. Concluding remarks are
provided in Section VI.
II. PRELIMINARIES
In this section, BNN background is reviewed and some
related works are briefly discussed.
By introducing the augmentation of standard neural net-
works with posterior inference, BNNs aims to create a deep
learning framework which is able to cope with parameter
uncertainty. Different from DNNs whose weight values are
deterministic, BNNs offer a probabilistic interpretation of deep
learning models by inferring weight value distributions, as
graphically indicated in Fig. 1. BNNs place a prior distribution
over each neural network’s parameter, and the likelihood (i.e.,
the training data) is then fed into the network aiming to
find the optimal posterior distribution. Usually, BNN posterior
distributions fit the Gaussian profile.
To build a BNN model, we denote the BNN by the
fW(·) function, where f represents the network structure
and W is the distribution set of model parameters, i.e.,
h1 h2 h3
x1 x2
y1
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Fig. 1: Different from deterministic Neural Networks (left)
which have scalar weight values, BNNs (right) have the weight
values defined by distributions.
synaptic weights and biases. Given a set of training datasets
X = {X1, X2, · · · , XN} and the associated labels y =
{y1, y2, · · · , yN}, the BNN training aims to find the posterior
distribution over model parameters p(W|X,y), which in
practice is very difficult to find since the posterior weight
distribution is highly complex. Modern BNN research is
mainly focused on variational inference methods [24], [25] or
Markov chain Monte Carlo approaches [26], [27]. In this work,
we mainly focus on the prediction/inference procedure rather
than training procedure. And the Edward framework [16] is
utilized for software evaluations, which relies on a variational
inference method.
BNN prediction procedure starts from instantiating a series
of concrete neural networks for forward propagation. The
instantiatation requires Gaussian random variable sampling
for all the posterior distributions which have been identified
during the training process. These sampling operations could
be implemented both in software and hardware approach [28].
Assuming that the posterior distribution of one weight ω fits
a Gaussian distribution with location (or mean value) of µ
and scale (or standard deviation) of σ, i.e., ω ∼ N(µ, σ2),
sampling the weight w requires to select a random number h
from the standard Gaussian distribution N(0, 1). Based on the
theory that if U ∼ N(0, 1) then X = Uσ + µ ∼ N(µ, σ2),
the resulted random weight is calculated as w = σh + µ
by the scale-location transformation. Once all of the random
weights have been sampled, the BNN prediction follows the
evaluation paradigm detailed in Section III. We notice that
standard Gaussian random number generation algorithms are
classified as inversion, transformation, rejection, and recursion
methods [29] among which central limit theorem based trans-
formation method is most widely used.
As aforementioned, there have been many research works
focused on DNN hardware acceleration while very little has
been reported in relation to BNN counterparts with the notable
exception of VIBNN [23]. The BNN prediction procedure
is accelerated on FPGA platform in VIBNN by introducing
two novel Gaussian random number generators, memory opti-
mization techniques, and a deep pipeline structure. In [23],
concrete neural networks are firstly instantiated based on
weights distribution; then VIBNN performs DNN evaluations
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Fig. 2: Single-layer BNN dataflow divided in two steps: (i) Gaussian random number generation and (ii) feed-forward
propagation. For the sake of convenience, the sampling procedure is denoted as S© and voters evaluation is denoted as V©. σ
and µ are well-trained BNN weight, and x the input vector. The bias terms are not taken into account for simplify.
repeatedly on them. However, these concrete neural networks
are not independent so that VIBNN could not exactly capture
the nature of the BNN paradigm. In this work, a novel BNN
inference framework is proposed to reduce the computation
complexity and BNN-oriented architecture is implemented to
improve the hardware efficiency.
III. BNN COMPUTATION REDUCTION
In this section, a novel BNN inference method is demon-
strated by taking the advantages of a fact that a certain amount
of computations could be shared between its associated neural
network instances. We first analyze the single-layer BNN
dataflow and propose a feature Decomposition and Memo-
rization (DM) approach to reduce the computation complexity.
Subsequently, we extend DM to multi-layer BNNs and analyze
its computation complexity and memory consumption.
A. BNN Dataflow
Given a well-trained BNN, actual weights and biases sam-
pling are required to instantiate a concrete neural network
for inference procedure. However, several concrete neural
networks with different parameter values are usually required
for instantiation to fully explore the uncertainty using posterior
distribution, rather one. Subsequently, the input data (e.g., an
image) is fed into all the instantiated neural networks to obtain
their predictions, and the actual response is determined by
voting. The corresponding BNN dataflow is illustrated in Fig. 2
for a one-layer fully connected neural network. The involved
variables of matrices, vectors are described in Table I and
defined operators are illustrated in Table II.
The considered BNN contains N input neurons and M
output neurons. µ and σ are M × N dimensional BNN
TABLE I. Bayesian Neural Network Notations.
Symbol Description Dimension
N input neural count 1
M output neural count 1
T the number of sampling 1
L the number of BNN layers 1
W weight distribution matrix M ×N
W weight matrix M ×N
H uncertainty matrix M ×N
σ/µ scale/location matrix M ×N
x input vector N
y output vector M
TABLE II. Bayesian Neural Network Operations.
Symbol Operation
+ element-wise addition
× element-wise multiplication
· matrix-vector multiplication
<>L line-wise inner product
S© random number sample
V© vote
P© pre-compute
F© feed-forward
T© scale-location transformation
weight values of posterior distribution parameters, regarded
as location matrix and scale matrix, respectively. T is the
number of NN samples to be evaluated in order to obtain
the appropriate BNN’s response. Based on the NN theory, an
NN’s output is calculated by Eqn. (1), which means that when
deriving BNN’s output Eqn. (1) will be evaluated for T times.
y = Wx+ b (1)
Compared with the computation cost of matrix-vector mul-
tiplication between W and x, that of vector addition between
input vectorscale
matrix
location
matrix
line-wise
inner-product
element-wise
addition

S
S
S
 N(0, 1)
H1
Hk
HT
standard
Gaussian 
distribution
z1
zk
zT
+
+
+
y1
yk
yT
_
y
BNN
output
V
x
sampling vote
voter
outputuncertaintymatrix
<>L
<>L
<>L
feed-forward procedure
pre-compute procedure
Voter 1
Voter k
Voter T
Fig. 3: Single-layer BNN dataflow with feature Decomposition and Memorization. The bias terms are not considered. β and
η is pre-computed and stored in local memory.
Algorithm 1 Standard BNN Evaluation
Input: Well-trained BNN with weight parameters µ and σ
Input: Input data x
Output: BNN output y¯
1: for (k = 1; k ≤ T ; k = k + 1) do
2: Sample uncertainty matrix Hk from N(0, 1)
3: Qk = Hk × σ
4: Wk = Qk + µ
5: yk = Wk · x
6: end for
7: y¯ =
∑T
k=1 yk
T
Wx and b could be neglected. Hence, the bias terms are not
taken into consideration in the following complexity analysis.
Fig. 2 graphically describes the standard single-layer BNN
dataflow and Algorithm 1 details the computation procedure
as follows:
(i) T concrete weight matrices W1,W2, · · · ,WT are sam-
pled according to the weight posterior distributions by ex-
ploiting Gaussian Random Number Generators (GRNG)
(Line 2 – 4);
(ii) Matrix-vector multiplication operation is performed be-
tween the input x and each weight matrix to generate T
outputs y1,y2, · · · ,yT (Line 5);
(iii) Output result y¯ is computed by averaging voter results
of y1,y2, · · · ,yT (Line 7).
As clearly suggested by Fig. 2, there are T sampling
dataflow which could be performed in parallel. And each of
them could be regarded as a voter who contributes to the
output results calculation in the final voting stage.
B. Feature Decomposition and Memorization
As previously discussed, the instantiated NNs are evaluated
in parallel, then the following voting procedure determines
the final output. And obviously improving the number of
instantiations could improve the BNN model robustness but
will introduce more computation cost. In this section, the BNN
inference dataflow is reformulated through the proposed DM
strategy to reduce the total computation complexity. It is based
on the observations that a certain amount of computations
could be actually shared among different instantiated NNs.
1) DM for single-layer BNNs: To evaluate BNN’s response
for a given input, each voting result yk is calculated by
performing multiplication and addition on the input x and
sampled weights Wk by (1). Each element of yk is calculated
as follows:
yik =
N∑
j=1
wijk x
j =
N∑
j=1
(
hijk σ
ij + µij
)
xj (2a)
=
N∑
j=1
hijk σ
ijxj
::::
+
N∑
j=1
µijxj
::::
(2b)
where k = 1, 2, · · · , T and i = 1, 2, · · · ,M , wijk is sampled
according to σijk and µ
ij
k , h
ij
k is introduced to represent the
uncertainty.
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Fig. 4: Simplified dataflow of multi-layer BNNs (with one hidden layer), where P©, F©, and T© stand for pre-compute, feed-
forward, and scale-location transformation, respectively. a) Hybrid-BNN: The DM strategy is only applied for the first layer. b)
DM-BNN: The DM strategy is applied for all layers.
Algorithm 2 DM based BNN Evaluation
Input: Well-trained BNN with weight parameters µ and σ
Input: Input data x
Output: BNN output y¯
1: η = µ · x
2: β = σ × x
3: for (k = 1; k ≤ T ; k = k + 1) do
4: Sample uncertainty matrix Hk from N(0, 1)
5: zk =< Hk, β >L
6: yk = zk + η
7: end for
8: y¯ =
∑T
k=1 yk
T
Following Eqn. (2a) the single-layer BNN inference
dataflow has been illustrated in Fig. 2. Noticed that the input
x, and posterior distribution parameters σ and µ are the same
for different voting evaluations, we could consider to reuse
these computations among them. The features expressed in
Eqn. (2a) could be equivalently decomposed as Eqn. (2b) in
which the computation results of σ×x and µ ·x are the same
for all the T voters. Such potential computation sharing is
the underlying property utilized in the proposed DM strategy,
which memorizes σijxj , (i = 1, 2, · · · ,M ; j = 1, 2, · · · , N)
and
∑N
j=1 µ
ijxj , (i = 1, 2, · · · ,M) so that they could be
directly loaded from memory instead of being T× recomputed
during the voters evaluation stage.
Following Eqn. (2b) the BNN inference dataflow could be
depicted as Fig. 3 with the proposed DM strategy. Compared
with standard dataflow as shown in Fig. 2, the multiplications
of x and σ (as well as x and µ) is pre-computed and
stored in local memory. Hence, the BNN evaluation could
be performed directly with the uncertainty matrices
Hk (sampled from standard Gaussian distribution) without
scale-location transformation. For each BNN evaluation, the
voter’s response yk could be obtained according to the pre-
computed features and sampled uncertainty matrix Hk. The
BNN inference dataflow with DM strategy is described in
Algorithm 2. In Line 2, ‘×’ means that vector x performs
element-wise product with every row of σ, which implies
that β has the same dimension as σ. And obviously the
resulted η and β requires additional memory space to store
them. In line 5, the operation ‘<>L’ indicates line-wise inner
product operation, i.e., an inner-product is performed on each
row of W and β. In Algorithm 2, Lines 1-2 and Lines 3-
7 correspond to the pre-compute and feed-forward stage in
Fig. 3, respectively. For the sake of convenience, the pre-
compute stage is denoted as P© and feed-forward evaluation
is denoted as F©.
2) DM for multi-layer BNNs: As it is well known that
Deep Neural Networks exhibit more intrinsic computation
capabilities than single-layer counterparts when dealing with
complex input-output mapping. It is of obvious interest to
extend the DM strategy for multi-layer Bayesian networks. As
shown in Fig. 3, single-layer network has a 1-to-T relationship
between input vector and output vector which means that all
voters receive the same input x. It is the key condition behind
the DM strategy utilization. As for multi-layer BNN, we can
get T output vectors after the computation of the first layer
which are also the input vectors of the second layer. That is
to say, there is a T -to-T relationship between the input vector
and output vector rather than 1-to-T . As a result the proposed
DM strategy cannot be directly applied in all layers of multi-
layer BNNs. In this section, two methods are introduced for
multi-layer BNNs: Hybrid-BNN and DM-BNN, to take the
advantages of DM strategy. A 4-voter two-layer BNN (i.e. with
one hidden layer) is taken as an example, which has been well
trained with the distribution parameters (σ1, µ1) and (σ2, µ2)
for each layer.
The dataflows of these two methods are illustrated in Fig. 4.
For the Hybrid-BNN method, the DM strategy is only applied
in the first layer and the corresponding dataflows are shown
in Fig. 4(a) which could be derived from Fig. 2 and Fig. 3.
In the first layer, β11 and η11 are pre-computed using x, σ1
and µ1, and memorized. Four sampled uncertainty matrices
(H11 ∼ H14) are processed with β11 and η11 using DM strategy
yielding four outputs (y11 ∼ y14). In the second layer, four
weight matrices (W21 ∼ W24) are obtained based on scale-
location transformation and operated with the previous four
outputs (y11 ∼ y14), respectively. And then the results (y21 ∼
y24) are obtained for voting to determine the finally BNN
response y¯.
For the DM-BNN method, the DM strategy is applied in all
layers as graphically depicted in Fig. 4(b). The 1-input to T -
outputs relationship now exists not only in the first layer but
also the following layer(s). In the first layer, two uncertainty
matrices (H11 and H12) are sampled and two corresponding
outputs (y11 and y12) are calculated using the DM strategy. In
the second layer, y11 is treated as input and two output (y21
and y22) are generated based on the DM strategy. Similarly, two
outputs (y23 and y24) corresponding to y12 are generated.
C. Discussions
The performance of single-layer BNN and multi-layer BNN
with DM strategy, as well as the memory overhead introduced
by DM strategy are analyzed in this section.
1) Single-layer BNN: To get inside on the implications of
our proposal we further evaluate the required computation
complexity in terms of number of operations, i.e., additions
(ADD) and multiplications (MUL), and memory requirements.
Table III summarizes the number of arithmetic operation
required by the dataflow in Fig. 2 and Fig. 3, i.e., Algorithm 1
and Algorithm 2, respectively. If we concentrate on the number
of multiplications, as they are more time consuming, the two
approaches require 2MNT and MN(T + 2) multiplications,
respectively. This indicates that if T > 2, which is obviously
the case if one would like to deal with uncertainties by
means of a Bayesian approach, the DM approach outperforms
standard one. And as T increases the advantage is more
substantial, reaching a theoretical maximum of 50% reduction
as suggested by Eqn. (3):
lim
T→∞
MN(T + 2)
2MNT
=
1
2
. (3)
TABLE III. Single-layer BNN Computation Cost.
Computation cost without DM strategy (Algorithm 1)
Operation # MUL # ADD
Qk = Hk × σ MNT 0
Wk = Qk + µ 0 MNT
yk =Wk · x MNT M(N − 1)T
Total 2MNT ≈ 2MNT
Computation cost with DM strategy (Algorithm 2)
Operation # MUL # ADD
η = µ · x MN 0
β = σ × x MN M(N − 1)
zk =< Hk, β >L MNT M(N − 1)T
yk = zk + η 0 MT
Total MN(T + 2) ≈MN(T + 1)
Given that one addition takes one cycle and one multiplica-
tion by 2 cycles in state of the art processors, the computation
cost in terms of ADD only could be regarded as ≈ 3MNT and
≈ 6MNT for single-layer BNN evaluation with and without
DM strategy, respectively, which results in an overall speedup
of ≈ 2.
2) Multi-layer BNN: Related to the multi-layer BNN
dataflows in Fig. 4, the performance of Hybrid-BNN and DM-
BNN will be discussed.
In Hybrid-BNN dataflow, the DM strategy is only applied
in the first layer. Thus, it could only reduce the computation
cost of the first layer. Usually, the first layer accounts for
more than 80% of the total computation, and consequently
the computation cost of the entire flow in Hybrid-BNN could
be still reduced by 40%. In DM-BNN dataflow, the computation
cost of all layers could be reduce by about 50%. It can also
be found that the required number of uncertainty matrices for
each layer in DM-BNN is less than that in Hybrid-BNN. As
illustrated in Fig. 4, 8 uncertainty matrices (4 for each layer)
are sampled in Hybrid-BNN in order to get 4 voter results.
While 4 uncertainty matrices (2 for each layer) are sampled
in DM-BNN. In general, if BNN has L layers, L√T uncertainty
matrices are sufficient for each layer to obtain T voter results.
Less uncertainty matrices mean less computation cost. Finally,
DM-BNN could reduce more than 50% computation cost when
compared with standard BNN. Even though some voting
outputs inherit the same uncertainty, the experimental results
indicate that its influence could be ignored.
3) DM deployment in convolutional layers: Convolutional
Neural Networks (CNNs) are a class of deep neural networks
able to capture spatial and temporal dependencies in an image
through the application of relevant filters. The advantages
of CNNs make them most successful in perspective tasks.
Thus, it is important to extend the proposed DM strategy
in convolutional layers. Fortunately, this extension could be
achieved by means of convolutional layer unfolding [30] which
is a well known technique that has been utilized in many
applications (e.g. [31]–[33]). This technique relies on the
creation of convolution matrices such that the the convolution
computation is transformed into a matrix multiplication. Thus,
after applying unfolding on the convolution layers the DM
strategy can be directly applied to them.
4) Memory overhead: Based on the previous analysis the
proposed DM strategy could effectively reduce the computation
<>L
<>L
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<>L
<>L
<>L
<>L
<>L
Iteration 1 Iteration 2
Iteration 1 Iteration 2
dim:
dim:
b) Memory friendly DM approach
a) Standard DM approach
Fig. 5: BNN evaluation with α = 1/2 for memory reduction.
a) Standard DM approach. b) Memory friendly DM approach.
The additional memory allocated by b) is reduced from M×N
to αM ×N (i.e., by 12M ×N ). In b), variable with ′ indicates
the first half part of it and with ′′ indicates the second half of
it. For example, β = [β′β′]T .
cost at the expense of additional local memory. In the standard
BNN dataflow, we only need to store the weight distribution
parameters σ and µ. But for DM dataflow, additional storage is
required for matrix β who has the same dimension as σ and
µ, which means about 50% memory overhead is introduced.
IV. MEMORY REDUCTION FOR DM STRATEGY
In this section, the memory overhead issue introduced by
DM strategy is considered and a memory friendly computing
mechanism is proposed. The goal is to minimize the additional
allocated memory as much as possible without inducing addi-
tional computation overhead.
Generally speaking, due to hardware limitations one cannot
simultaneously perform the evaluation of all the T -sampling
feed-forward neural networks. For some edge devices, a neural
network is even divided into several parts and operates in a
time-multiplexed manner [34], [35]. When assuming that only
αT -sampling feed-forward neural networks can be evaluated
simultaneously where 0 < α ≤ 1, only αTMN Gaussian
random numbers are sampled in each iteration. Thus, αT
entire uncertainty matrices (H ∈ RM×N ) and voting outputs
(y ∈ RM ) are generated in each iteration while α−1 iterations
are required totally. In order to match the dimension of
uncertainty matrix, additional memory with size of M × N
should be allocated to store β by this way.
If we want to reduce the memory overhead of DM strategy,
the dimension of uncertainty matrix involved in each iteration
should be shrunken first. Guided by this, a memory friendly
computing mechanism can be derived. In this computing
mechanism, αTMN Gaussian random numbers generated
in each iteration are redistributed to T sub-matrices (H ′ ∈
40
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Fig. 6: Accuracy comparison between NN and BNN on
MNIST/FMNIST datesets for different training data scale. The
accuracy is calculated using 10000 testing datasets.
RαM×N ). And consequently β could be partially computed
and memorized with the same size as H ′. At the end of each
iteration, T sub-outputs (y′ ∈ RαM ) are calculated, and after
α−1 iterations, all T voter outputs are obtained. With this
approach, the introduced memory overhead by DM strategy
could be reduced from 50% to α×50%. For the sake of concise
and simplicity, the mechanism is illustrated for α = 1/2 in
Fig. 5.
It is worth to note that the benefit of the proposed memory
friendly approach is determined by computation resources.
If only limited computation resources are available, it could
reduce the memory overhead as much as possible while
maintaining the computation performance. If the computation
resources is adequate that all T voters could be evaluated in
parallel, the memory friendly approach could provide a trade-
off between computation performance and memory overhead.
V. EXPERIMENTAL RESULTS
The advantages of BNN have been demonstrated by many
previous works. The work of [36]–[38] show BNNs ability
when dealing with uncertainty. The advantages of BNNs in
autonomous vehicle safety is presented in [39], [40]. Work [23]
suggests that BNN performs much better than DNN as training
data size shrinks. Rawat et al. [41] conclude that BNN can be
considered for detecting adversarial examples. In this section,
we first demonstrate that the strengths of BNN in classification
tasks using small datasets. Then the efficiency of the proposed
DM strategy are evaluated.
A. BNN Performance on small-scale datasets
In order to evaluate BNN performance on small datasets,
two famous datasets MNIST [42] and FMNIST [43] are
utilized. Both MNIST and FMNIST datasets have 60000
images for training and 10000 images for testing. Each image
is a gray bitmap whose size is 28 × 28. The MNIST dataset
contains 10 classes of handwritten digits (from ‘0’ to ‘9’),
while FMNIST dataset contains 10 classes of clothes or shoes.
In this experiment, two datesets are reduced to samll-scale
datasets based on a shrink ratio. In the reduced datasets, the
images are randomly selected from the original dataset and the
number of images for each class are the same. For example
with the shrink ratio of 256, each class has about 24 (i.e.,
d60000/256/10e) images to be chosen as a subset. Due to that
there are 10 classes in MNIST/FMNIST, each subset contains
240 images for training. It is noted that there are still 10000
images for testing no matter how many training images there
are.
For the MNIST dateset, a 3-layer (with 2 hidden layers)
fully connected neural network is built with a 784-200-200-
10 configuration. For FMNIST dateset which is much more
complicated, the LeNet-5 [44] structure is utilized. The non-
Bayesian neural network is trained using TensorFlow [45]
while the Bayesian neural network is trained using Edward
framework [16]. The training parameters such as epochs, batch
size and learning rate are set to be the same for fairness.
An overview for the NN and BNN achieved accuracy on the
small-scale datasets is presented in Fig. 6. The horizontal
axis represents the shrink ratio of original dataset and the
vertical axis represents the testing accuracy on the 10000
testing datasets. The figure clearly indicates that BNN could
achieve better performance than non-Bayesian neural network
when the training date size shrinks.
B. DM strategy evaluation
In this work, two methods are described for multi-layer
BNNs in Section III, which are theoretically proved to reduce
the computation complexity. In this section, both software
implementation and hardware implementation are presented
in order to evaluate the performance of the proposed DM
strategy. The 3-layer (with 2 hidden layers) fully connected
neural network with MNIST dataset are used. The number of
sampling T in standard BNN and Hybrid-BNN for each layer
is set as 100. And for the three layers in DM-BNN, T is set
as 10, 10, and 5, respectively. And consequently 500 voting
results are generated for DM-BNN.
In this experiments, both (1) Hybrid-BNN: the DM strategy
is applied only in the first layer, and (2) DM-BNN: the DM
strategy is applied in all layers, are implemented for evalua-
tion. Recently, Cai et al. [23] propose an approach to accel-
erate BNN inference. In their work, two GRNGs and some
architecture level optimizations are proposed. Its dataflow is
also re-implemented in our experiments which is referred as
standard BNN (the DM strategy is not applied at all). In order to
make a fair comparison, the energy consumption of GRNGs
is not calculated and no architecture level optimizations are
implemented. By this way, the comparison results could well
demonstrate the efficiency of the proposed DM strategy.
1) Software Implementation: All methods are implemented
using Python language and evaluated on a 64-bit Linux server.
Table IV summarizes the accuracy and required number of
operations. The second column reports the prediction accuracy
for the 10000 MNIST testing images, while the computation
complexity in terms of multiplications (# MUL) and additions
(# ADD) is given in column 3 and column 4, respectively.
In Hybrid-BNN, the DM strategy is only applied in the first
layer, which covers about 79% of total network computa-
tion, and the Table IV confirms the expected Hybrid-BNN
theoretical computation reduction of about 39%. DM-BNN
could effectively reduce the computation cost because feature
TABLE IV. Software Implementation Results.
Method Accuracy # MUL (×106) # ADD (×106)
Standard BNN 96.73% 39.8 39.7
Hybrid-BNN 96.73% 24.2 24.1
DM-BNN 96.7% 6.9 6.7
0.063565 0.63565 0.93649 0.93649 0.93649 2.572195 3.965377
存储 计算 总和
面积 3.508685 3.965377 7.474062 1 7.474062
存储 计算 总和 0.7 7.193115 0.96241
面积 2.572195 3.191405 5.7636 1.29677 0.5 7.005817 0.937351
存储 计算 总和 0.3 6.818519 0.912291
面积 3.508685 3.23512 6.743805 1.170068 0.1 6.631221 0.887231
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Fig. 7: Evaluation of memory reduction strategy.
decomposition and memorization strategy is utilized with
all layers. Moreover, because only 10 uncertainty matrices
are sampled to participate in the first BNN layer, the total
computation dropped by 82.5%, which is beyond the 50%
upper bound achievable by DM in single-layer BNNs. From
Table IV we can observe that the accuracy of Hybrid-BNN
and standard BNN are the same as expected, while DM-BNN
could significantly reduce the computations only at the cost of
very slight accuracy degradation.
2) Hardware Implementation: Hardware implementations
of the three methods are also performed for evaluating the
BNN inference latency, power consumption and area effi-
ciency. They are implemented as Verilog and synthesized by
Synopsys Design Compiler with 45 nm FreePDK technology.
8-bit fixed point number representation is utilized in the
designs. Cacti [46] is exploited to estimate the area and energy
consumption of the involved memory.
We first evaluate the efficiency of the memory-friendly
computing mechanism, which is proposed to reduce the mem-
ory overhead introduced by DM strategy. This mechanism is
designed based on the fact that hardware resources are always
limited. So in this experiments, the computing mechanism
efficiency is evaluated by means of required system area. As-
suming that only αT -sampling feed-forward neural networks
can be evaluated simultaneously, Fig. 7 presents the system
area corresponding to different α values. The horizontal axis
means the value of α. And the vertical axis means the re-
quired hardware system area (mm2). The experimental results
demonstrate that when α decreases, the required hardware
system area could also be reduced.
The efficiency of the proposed DM strategy in BNN infer-
ence stage is evaluated with α = 0.1. Table V describes the
comparison of the three hardware implementations in terms
of accuracy, area (mm2), energy consumption (nJ), and total
execution time (×103s) for BNN inference. One can observe
that the accuracy has been slightly diminished when compared
with the software implementation but this is inherent due to the
utilization of lower precision, 8-bit fixed point number instead
of 32-bit floating point number. Compared with the standard
BNN, Hybrid-BNN and DM-BNN has about 27% and 14% area
overhead, respectively. There are two reasons why standard
TABLE V. Hardware Implementation Results.
Method Accuracy
Area
(mm2)
Energy
(µJ)
Runtime
(µs)
Standard BNN 95.42% 5.76 172 392
Hybrid-BNN 95.42% 7.33 122 259
DM-BNN 95.35% 6.63 46 97
BNN has a best area efficiency while Hybrid-BNN has a worst
area efficiency. First, both Hybrid-BNN and DM-BNN require
extra local memory which is inherent to feature decomposition
and memorization strategy utilization. Second, while hardware
resources could be shared among different layers in standard
BNN and DM-BNN, because the computing mechanisms of all
layers are the same, this is not the case for Hybrid-BNN, which
first layer requires a different mechanism than the other layers.
As reported in column 4, Hybrid-BNN and DM-BNN provide
29% and 73% energy consumption reductions, respectively
when compared with standard BNN. Concerning the total
execution time required for the evaluation of one MNIST test
data, a speedup of 1.5× and 4× is obtained for Hybrid-BNN
and DM-BNN over the standard BNN, respectively.
To summarize, Hybrid-BNN reduces the energy consump-
tion by 29% and achieves a 1.5× speedup at the expense
27% overhead in area, while DM-BNN reduces the energy
consumption by 73% and achieves a 4× speedup at the
expense 14% overhead with a slight accuracy decreasing.
VI. CONCLUSIONS
This paper addresses the high computation complexity of
BNN inference procedure and introduces a novel computation
efficient BNN inference approach, which potentially enables
BNNs’ utilization in resources-constrained systems, e.g., IoT.
We conduct a deep analysis of BNN inference dataflow
and introduce a DM strategy that reduces the computation
complexity, while having negligible BNN inference accuracy
reduction, at the expense of some memory overhead. We
further propose DM strategy utilization in multi-layer BNNs
and introduce a memory friendly computing framework which
is able to mitigate the DM induced memory overhead. Finally,
our approach is implemented by Verilog and synthesized with
45 nm FreePDK technology. Evaluation results demonstrate
that the proposed strategy provides an energy consumption
reduction of 73% and a 4× speedup at the expense of 14%
area overhead compared with the standard BNN inference.
As a final remark we note that the reported performance
improvement can be further improved by means of architecture
level optimization (e.g., memory optimization in [23]) or
network compression (e.g., pruning in [19]), which constitute
future work subjects.
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