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CASIMIR ELEMENTS ASSOCIATED WITH LEVI SUBALGEBRAS OF SIMPLE
LIE ALGEBRAS AND THEIR APPLICATIONS
DMITRI I. PANYUSHEV
ABSTRACT. Let g be a simple Lie algebra, h a Levi subalgebra, and Ch ∈ U(h) the Casimir
element defined via the restriction of the Killing form on g to h. We study Ch-eigenvalues in
g/h and related h-modules. Without loss of generality, one may assume that h is a maximal
Levi. Then g is equipped with the natural Z-grading g =
⊕
i∈Z g(i) such that g(0) = h and
g(i) is a simple h-module for i 6= 0. We give explicit formulae for the Ch-eigenvalues in each
g(i), i 6= 0 and relate eigenvalues of Ch in
∧
•
g(1) to the dimensions of abelian subspaces of
g(1). Then we prove that if a ⊂ g(1) is abelian, whereas g(1) is not, then dim a 6 dim g(1)/2.
Moreover, if dimα = (dim g(1))/2, then a has an abelian complement. The Z-gradings of
height6 2 are closely related to involutions of g, andwe provide a connection of our theory
to (an extension of) the “strange formula” of Freudenthal–de Vries.
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INTRODUCTION
Let G be a simple algebraic group with Lie algebra g, U(g) the enveloping algebra, and Φ
the Killing form on g. If h ⊂ g is a reductive subalgebra, then Φ|h is non-degenerate and
m := h⊥ is a complementary h-submodule of g, i.e., g = h ⊕ m. Using Φ|h, one defines
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the Casimir element Ch ∈ U(h), and our goal is to study Ch-eigenvalues in m and related
h-modules. In [17], we proved that (i) the Ch-eigenvalues in m do not exceed 1/2 and (ii)
if h is the fixed-point subalgebra of an involution, i.e., [m,m] ⊂ h, then Ch acts scalarly on
m, as 1
2
idm. First, we prove a complement to it. Namely, if Ch does have an eigenvalue 1/2
in m, then [m,m] ⊂ h and thereby ‘1/2’ is the only Ch-eigenvalue on m.
Then we stick to the case in which h is a Levi subalgebra of g. Let t ⊂ h be a Cartan sub-
algebra and∆ (resp. ∆h) the root system of (g, t) (resp. (h, t)). Let bh be a Borel subalgebra
of h containing t and b a Borel subalgebra of g such that b ∩ h = bh. This yields the sets of
positive roots ∆+h ⊂ ∆+ ⊂ ∆ and decomposition g = m− ⊕ h ⊕ m+, where b = bh ⊕ m+.
Then p := h⊕m+ is a standard parabolic subalgebra and∆+ = ∆+h ∪∆(m+), where∆(m+)
is the set of t-weights ofm+ = pnil. LetΠ be the set of simple roots in∆+ andΠh := Π∩∆+h .
If k = #(Π ∩ ∆(m+)), then g is equipped with a natural Zk-grading. While studying Ch-
eigenvalues in m, one may assume that h is a maximal Levi, i.e., k = 1, see Section 1.3 for
details. For Π ∩ ∆(m+) = {α}, the corresponding Z-grading is called the (Z, α)-grading.
Let g =
⊕
i∈Z gα(i) denote this grading, where h = gα(0) and m
+ =
⊕
i>1 gα(i) =: gα(>1).
In this case, α is the lowest weight of the simple gα(0)-module gα(1). Moreover, each g(i),
i 6= 0, is a simple g(0)-module [3, Chap. 3, §3.5], [12, Theorem0.1]. Then we write Cα(0),
bα(0), pα in place of Cgα(0), bgα(0), p, respectively.
Using the partition of ∆+(m) associated with the (Z, α)-grading, we obtain explicit for-
mulae for the Cα(0)-eigenvalue in any gα(i), i 6= 0. Let ϕα be the fundamental weight
of g corresponding to α and ∆α(i) the set of roots of gα(i). The sum of all elements of
∆α(i), denoted |∆α(i)|, is a multiple of ϕα, i.e., |∆α(i)| = qα(i)ϕα and qα(i) ∈ N. Hence
|∆α(>1)| = (
∑
i>1 qα(i))ϕα =: qαϕα is the sum of all roots in the nilradical of pα. Set
rα := ‖θ‖2/‖α‖2 ∈ {1, 2, 3}, where θ ⊂ ∆+ is the highest root, and let h∗ be the dual Coxeter
number of g. Let γα(k) denote the Cα(0)-eigenvalue on gα(k).
Theorem 0.1. We have γα(k) =
k
2h∗rα
∑
i>1
qα(ki). (In particular, γα(1) = qα/2h
∗rα.)
We also obtain a series of relations between numbers γα(i), qα(i), dim gα(i). For instance,
if dα = max{i | ∆α(i) 6= ∅}, then γα(dα) = 1− dαγα(1) and qα + qα(dα) = 2h∗rα/dα.
Let δα(k) be the maximal Cα(0)-eigenvalue in
∧k
gα(1), so that δα(1) = γα(1). We relate
the values {δα(i) | i = 1, 2, . . . } to dimensions of abelian subspaces of gα(1) as follows.
Theorem 0.2. For each k = 1, 2. . . . , dim gα(1), we have δα(k) 6 kγα(1). This upper bound is
attained for a given k if and only if gα(1) contains a k-dimensional abelian subspace.
Similar results are obtained earlier for abelian subspaces of g [10] and for abelian sub-
spaces related to certain Zm-gradings of g [17]. One of the applications is that if gα(1) is
not abelian (which exactly means that dα > 1) and a ⊂ gα(1) is an abelian subspace, then
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dim a 6 (1/2) dim gα(1). A related result is that if there is an abelian subspace a ⊂ gα(1)
of dimension (1/2) dim gα(1), then (1) a has an abelian complement; (2) all the numbers
{δα(i)} can explicitly be computed. It appears here that the sequence δα(1), . . . , δα(m) has
an interesting behaviour that is governed by a relation between qα and qα(1). We also pro-
vide somemethods for constructing abelian subspaces of gα(1) and point out the maximal
dimension of an abelian subspace in gα(1) for all (Z, α)-gradings. The latter is related to
a recent work of Elashvili et al. [5].
For an involution σ of g, let g = g0⊕ g1 be the associated Z2-grading and C0 ∈ U(g0) the
Casimir element defined viaΦ|g0 . Then the C0-eigenvalue on g1 equals 1/2 [17]. As g1 is an
orthogonal g0-module, there is a natural g0-module Spin(g1) related to the exterior algebra
of g1 [16], see Section 6 for details. Although Spin(g1) is often reducible, C0 acts scalarly
on it, and the corresponding eigenvalue, γSpin(g1), is computed in [16, Theorem 7.7], cf.
Section 6. Here we obtain another uniform expression.
Theorem 0.3. For any involution (=Z2-grading) of g, one has γSpin(g1) = (dim g1)/16.
The inner involutions are closely related to (Z, α)-gradings with dα 6 2 [8], and in this
case we give a proof of Theorem 0.3 that uses properties of Cα(0)-eigenvalues. However,
the argument that exploits (Z, α)-gradings does not extend to outer involutions. Our
general proof invoke the ”strange formula” of Freudenthal–de Vries, which asserts that
(ρ, ρ) = (dim g)/24 [6, 47.11], where 2ρ = |∆+|. On the other hand, the adjoint represen-
tation of g occurs as the isotropy representation related to the involution τ of g ∔ g with
τ(x, y) = (y, x). Although g ∔ g is not simple, one can state an analogue of Theorem 0.3
for (g∔ g, τ), and we prove that that analogue is equivalent to the ”strange formula”. It is
important here that, for the orthogonal g-module g, one has Spin(g) = 2rk g/2]Vρ, where Vρ
is the simple g-module with highest weight ρ. This result of Kostant appears in [9, p. 358],
cf. also [11, Sect. 5]. To a great extent, our general study of ‘Spin(V )’ in [16] was motivated
by that observation.
The paper is structured as follows. In Section 1, we recall basic facts on Casimir ele-
ments, the Dynkin index of a simple subalgebra of g, and Z-gradings. In Section 2, we
discuss some properties of (Z, α)-gradings and numbers {qα}α∈Π. Section 3 contains our
results on Theorem 0.1 and the Cα(0)-eigenvalues in gα(i). In Sections 4 and 5, we study
maximal eigenvalues of Cα(0) in gα(0)-modules
∧i
gα(1) (1 6 i 6 dim gα(1)) and their
relationship to abelian subspaces of gα(1). Section 6 is devoted to connections between
Z2-gradings and (Z, α)-gradings with dα 6 2. Here we discuss the ”strange formula” and
a generalisation of it to the Z2-graded situation. In Appendix A, we gather the tables of
eigenvalues γα(i) and numbers qα(i) for all (Z, α)-gradings.
The ground field k is algebraically closed and char k = 0. We use ‘∔’ to denote the
direct sum of Lie algebras.
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1. CASIMIR ELEMENTS, LEVI SUBALGEBRAS AND GRADINGS
Unless otherwise stated, g is a simple Lie algebra with a fixed triangular decomposition
g = u⊕ t⊕ u− and Φ is the Killing form on g. Then∆ is the root system of (g, t) and∆+ is
the set of positive roots corresponding to b = t⊕u. Let Π = {α1, . . . , αn} be a set of simple
roots in ∆+, {ϕ1, . . . , ϕn} the corresponding set of fundamental weights, and θ the highest
root in∆+. We also write ϕα for the fundamental weight corresponding to α ∈ Π.
1.1. The Casimir element associated with a reductive subalgebra. Let h be a reductive
algebraic subalgebra of g. Then Φ|h is non-degenerate [3, Chap. 1, § 6.3] and one defines
the Casimir element Ch. Namely, if {ei} and {e′i} are the dual bases of h w.r.t. Φ|h, then
Ch :=
∑dim h
i=1 e
′
iei ∈ U(h). As is well known, Ch is a well-defined quadratic element of
the centre of U(g) and the eigenvalues of Ch on finite-dimensional h-modules are non-
negative rational numbers, cf. [3, Chap. 3,§ 2.9]. We have g = h ⊕ m, where m = h⊥ is an
h-module.
Proposition 1.1 (cf. [17, Theorem2.3]). (i) trg(Ch) = dim h;
(ii) If x, y ∈ h, then Φ(Ch(x), y) = trh(ad (x)ad (y));
(iii) Any Ch-eigenvalue in m is at most 1/2. Moreover, if this bound is attained and m1/2 6= 0 is
the corresponding eigenspace, then [m1/2,m] ⊂ h.
(iv) If g = h⊕m is a Z2-grading (i.e., [m,m] ⊂ h), then m = m1/2.
The following is a useful complement to the above properties.
Proposition 1.2. Given g = h⊕m and Ch as above, suppose that m1/2 6= 0. Then m1/2 = m and
thereby the decomposition g = h⊕m is a Z2-grading.
Proof. Write m = m1/2 ⊕ m˜, where m˜ is the sum of all other eigenspaces of Ch in m. One
has Φ(Ch(x), y) = Φ(x,Ch(y)) for all x, y. Hence Φ(m1/2, m˜) = 0 and Φ is non-degenerate
on h˜ := h⊕m1/2. Therefore, h˜ is reductive and m˜ = h˜⊥ is a h˜-module. On the other hand,
[m1/2, m˜] ⊂ h, see Prop. 1.1(iii). Hence [m1/2, m˜] = 0. Let hˆ be the subalgebra of h˜ generated
bym1/2. Then [h, hˆ] ⊂ hˆ and also [m1/2, hˆ] ⊂ hˆ, i.e., hˆ is an ideal of h˜. We can write h˜ = hˆ⊕s,
where s is a complementary ideal. Then g = s⊕ hˆ⊕ m˜, [s, hˆ] = 0, and [hˆ, m˜] = 0. Therefore
hˆ is an ideal of g. Thus hˆ = g and s = m˜ = 0. 
For h = g, one obtains the usual Casimir element C = Cg ∈ U(g). Let ( , ) denote the
canonical bilinear form on t∗, i.e., one induced by the restriction of Φ to t, see [2, Chap. 6, § 1,
no 12] for its properties. If Vλ is a simple g-module with highest weight λ, then C acts on
Vλ scalarly with eigenvalue (λ, λ+2ρ) [3, Chap. 3, Prop. 2.4]. Since C(x) = x for any x ∈ g,
this means that (θ, θ+2ρ) = 1. The latter is equivalent to that (θ, θ) = 1/h∗, where h∗ is the
dual Coxeter number of g, cf. e.g. [17, 1.1]. And the ”strange formula” of Freudenthal–de
Vries asserts that (ρ, ρ) = (dim g)/24, see [6, 47.11].
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1.2. The transition factor and the Dynkin index. Let k ⊂ g be a simple subalgebra and
Φk the Killing form on k. Then Φ|k is proportional to Φk, i.e., there is F ∈ Q such that
Φ(x, x) = F · Φk(x, x) for any x ∈ k. The transition factor F can be expressed via the other
known objects. Consider an invariant bilinear form ( | )g on g, normalised as follows. Let
〈 , 〉g be the induced W -invariant bilinear form on t∗. Following Dynkin, we then require
that 〈θ, θ〉g = 2; and likewise for ( | )k and 〈 , 〉k.
Definition 1 (cf. [4, no 7]). The Dynkin index of a simple subalgebra k in g is defined to be
ind(k →֒ g) := (x|x)g
(x|x)k for x ∈ k.
The following simple assertion is left to the reader. For a non-degenerate symmetric
bilinear form Ψ on V, let Ψ∗ denote the induced bilinear form on V∗.
Lemma 1.3. If Ψ1 and Ψ2 are two such forms and Ψ1 = fΨ2 for some f ∈ k×, then Ψ∗2 = fΨ∗1.
Using this, we give a formula for the transition factor F between Φ and Φk or, rather, the
transition factor T between the induced canonical bilinear forms ( , ) on t∗ and ( , )k on t
∗
k ,
where tk is a suitable Cartan subalgebra of k and we regard t
∗
k as subspace of t
∗.
Proposition 1.4. (i) The transition factor between ( , ) and ( , )k is T =
1
F
=
h∗(k)
h∗·ind(k →֒ g) .
(ii) Furthermore, ind(k →֒ g) = (θ, θ)
(θ, θ)
, where θ is the highest root of k.
Proof. (i) Using Lemma 1.3 and Def. 1, we notice that T =
1
F
and ind(k →֒ g) = 〈ν, ν〉k〈ν, ν〉g for
any ν ∈ t∗k . Since (θ, θ) = 1/h∗ and 〈θ, θ〉g = 2, we have ( , ) = 2h∗〈 , 〉g and likewise for
two forms on t∗k . Then for any ν ∈ t∗k ⊂ t∗, we obtain
T =
(ν, ν)
(ν, ν)k
=
(ν, ν)
〈ν, ν〉g ·
〈ν, ν〉g
〈ν, ν〉k ·
〈ν, ν〉k
(ν, ν)k
=
1
2h∗
1
ind(k →֒ g) ·2h
∗(k) =
h∗(k)
h∗·ind(k →֒ g) .
(ii) Taking ν = θ, we obtain
ind(k →֒ g) = 〈θ, θ〉k〈θ, θ〉g
=
2
〈θ, θ〉g
=
〈θ, θ〉g
〈θ, θ〉g
=
(θ, θ)
(θ, θ)
. 
1.3. Levi subalgebras and gradings. By definition, a Levi subalgebra is the centraliser in
g of a toral subalgebra (i.e., of the Lie algebra of an algebraic torus). If h = zg(c˜) for a toral
subalgebra c˜, then c := zg(h) is the centre of h and h = c ∔ s, where s = [h, h]. For µ ∈ c∗,
set m(µ) = {x ∈ m | [c, x] = µ(c)x ∀c ∈ c}. Then m(µ) is an h-module. By an old result
of Kostant, m(µ) is a simple h-module. See [12, p. 136] for a proof and historical remarks.
(An alternate independent approach appears in [3, Chap. 3, §3.5].) As in the introduction,
we assume that t ⊂ h and bh ⊂ b. This provides the decomposition g = m− ⊕ h⊕m+ and
partition ∆+h ∪ ∆(m+) = ∆+. If dim c = k, then one defines a Zk-grading of g as follows.
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To simplify notation, assume that Π ∩∆(m+) = {α1, . . . , αk}. For γ ∈ ∆, let gγ denote the
corresponding root space. If γ =
∑n
i=1 aiαi ∈ ∆, then the αi-height of γ is htαi(γ) = ai and
ht(γ) =
∑
i ai is the (usual) height of γ. For a k-tuple (j1, . . . , jk) ∈ Zk, set
∆(j1, . . . , jk) = {γ ∈ ∆ | htαi(γ) = ji, 1 6 i 6 k} and g(j1, . . . , jk) =
⊕
γ∈∆(j1,...,jk)
gγ.
This yields a Zk-grading g =
⊕
j1,...,jk
g(j1, . . . , jk)with g(0, . . . , 0) = h. By the above result
of Kostant, each g(j1, . . . , jk) with (j1, . . . , jk) 6= (0, . . . , 0) is a simple h-module. Indeed, if
(νi, αj) = δij , 1 6 i, j 6 k and µ =
∑k
i=1 jiνi ∈ c∗, then g(j1, . . . , jk) = m(µ). If k = 1 and
Π∩∆(m+) = {α}, then h is a maximal Levi and the corresponding Z-grading is called the
(Z, α)-grading. In this case, we write gα(j) in place of g(j).
The passage from an arbitrary Levi subalgebra h ⊂ g to a maximal Levi subalgebra of a
simple subalgebra of g goes as follows. Suppose that we are to compute the Ch-eigenvalue
on a simple h-module V = g(j1, . . . , jk) ⊂ m+. Here V ∗ = g(−j1, . . . ,−jk) ⊂ m− is the dual
h-module and Φ is non-degenerate on V ⊕ V ∗. Take
q =
⊕
i∈Z g(ij1, . . . , ijk) ⊂ g.
It is a Z-graded subalgebra of gwith q(i) = g(ij1, . . . , ijk). Since Φ|q is non-degenerate, q is
reductive. Furthermore, by [12, Sect. 1], the positive part q(>1) is generated by V = q(1).
Since each q(i), i 6= 0, is a simple q(0)-module, the Z-grading of q is determined by a sole
simple root of q. Taking the corresponding simple ideal of q, one can write q = k∔ l, where
l is reductive, k is simple, and there is a simple root β of k such that q(i) = kβ(i) for i 6= 0,
while
(1·1) h = q(0) = kβ(0)∔ l.
Thus, kβ(0) is a maximal Levi subalgebra of k and V = kβ(1) for the (Z,β)-grading of k.
Taking a basis for h adapted to the sum in (1·1), one can split Ch as Ch = C˜kβ(0) + C˜l. Since
l acts trivially on V , the eigenvalues of Ch and C˜kβ(0) on V are the same. Furthermore, if
Ckβ(0) is the true Casimir element associated with (Φk)|kβ(0) and Φ|k = F ·Φk (cf. Section 1.2),
then C˜kβ(0) = F ·Ckβ(0). Here the factor F comes from the fact that the dual bases for kβ(0)
required in the Casimir elements Ch (i.e., in C˜kβ(0)) and Ckβ(0) are being computed via the
proportional bilinear forms Φ|k and Φk, respectively. Thus,
for any simple h-module V ⊂ m+, there is a simple Z-graded subalgebra k ⊂ g and a
simple root β of k such that V = kβ(1) and then the Ch-eigenvalue in V equals F times the
Ckβ(0)-eigenvalue on V , where Φ|k = F ·Φk.
For this reason, we restrict ourselves with considering only maximal Levi subalgebras
of g and the corresponding (Z, α)-gradings.
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2. (Z, α)-GRADINGS AND PARTITIONS OF ROOT SYSTEMS
If ∆ has two root lengths, then Πl is the set of long simple roots and θs stands for the
dominant short root. In the simply-laced case, we assume that Πl = Π and θs = θ. Recall
that htαi(γ) is the αi-height of γ ∈ ∆. Given α ∈ Π, set dα = htα(θ), ∆α(i) = {γ | htα(γ) =
i}, ∆+α (0) = ∆+ ∩∆α(0), and
Rα =
⊔dα
i=1∆α(i) = {γ | (γ, ϕα) > 0}.
Then ∆ = ∆+α (0) ⊔ Rα, and ∆α(i) is the set of t-weights of gα(i), where g =
⊕dα
i=−dα
gα(i)
is the (Z, α)-grading. Since gα(i) is a simple gα(0)-module for i 6= 0, ∆α(i) with i > 0
contains a unique minimal root (= the lowest weight of gα(i) w.r.t. ∆
+
α (0)) and a unique
maximal root (= the highest weight).
As usual, γ∨ = 2γ/(γ, γ) and ∆∨ = {γ∨ | γ ∈ ∆} is the dual root system. The set of
simple roots in (∆+)∨ is Π∨ and notation ht(γ∨) refers to the height of γ∨ in ∆∨. The
fundamental weight ϕα is minuscule, if (ϕα, γ
∨) 6 1 for any γ ∈ ∆+, i.e., (ϕα, θ∨s ) = 1; and
ϕα is cominuscule, if htα(θ) = 1, i.e., dα = 1.
Coxeter numbers. Set h = h(g) := ht(θ) + 1—the Coxeter number of g and h∗ = h∗(g) :=
ht(θ∨) + 1—the dual Coxeter number of g. Since θ∨s is the highest root in ∆
∨, we have
ht(θs) + 1 = h
∗(g∨)—the dual Coxeter number of the Langlands dual Lie algebra g∨. Note
that h(g) = h(g∨), hence h∗ 6 h. However, h∗(g) and h∗(g∨) can be different. Thus, there
are up to three Coxeter numbers for (g, g∨), which all coincide in the ADE-case.
If M ⊂ ∆+, then |M | = ∑γ∈M γ, while #M stands for the cardinality. As usual,
2ρ = |∆+| and hence (ρ, γ∨) = ht(γ∨) for any γ ∈ ∆+. The orthogonal projection of 2ρ to
the edge of the Weyl chamber corresponding to ϕα can be written as qαϕα and it is clear
that qα =
(2ρ, ϕα)
(ϕα, ϕα)
. The numbers {qα}α∈Π are needed for the description of the Gorenstein
highest weight vector varieties, see [14, 3.7], [15, Remark 1.5], or for computing cohomol-
ogy of invertible sheaves on G/Pα, where Pα is the maximal parabolic subgroup for α,
see [1, 4.6].
Let Wα be the subgroup of the Weyl group W generated by all simple reflections sβ
with β ∈ Π \ {α}. ThenWα is the stabiliser of ϕα inW and also is the Weyl group of gα(0).
Write wα,0 is the longest element inWα. Recall that w
2
α,0 = 1.
Lemma 2.1. One has qαϕα = |Rα| and qα ∈ N.
Proof. We have 2ρ = |∆+α (0)| + |Rα| and (µ, ϕα) = 0 for any µ ∈ ∆+α (0). Hence (2ρ, ϕα) =
(|Rα|, ϕα). Moreover, sβ(Rα) = Rα for any β ∈ Π \ {α}. Therefore, |Rα| is proportional to
ϕα. Clearly, qα = (|Rα|, α∨) is an integer. 
Theorem 2.2. 1o. For any α ∈ Π, we have
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(i) qα 6 h; moreover, qα = h if and only if ϕα is minuscule;
(ii) qα > rk g+ 1 and this minimum is attained for some α.
2o. For any α ∈ Πl, one has qα 6 h∗; moreover, qα = h∗ if and only if ϕα is cominuscule.
3o. Suppose that θ is fundamental and α̂ ∈ Π is such that (θ, α̂) 6= 0. Then α̂ ∈ Πl, dα̂ = 2,
and qα̂ = h
∗ − 1.
4o. If θ 6= θs and (θs, α) 6= 0, then qα = h− 1.
Proof. Part 1o(i) and the first half of (ii) are proved in [15, Appendix]. For the sake of
completeness, we provide the full argument.
Clearly, Wα preserves each ∆α(i) and wα,0 takes the unique minimal element of each
∆α(i), i > 0, to the unique maximal one.
1o. We have wα,0(Rα) = Rα and wα,0(∆+α (0)) = −∆+α (0). Hence ρ + wα,0ρ = |Rα| and,
for any γ ∈ Rα, we have
(ρ, γ∨) + (ρ, wα,0(γ
∨)) = (|Rα|, γ∨) = qα(ϕα, γ∨).
That is, ht(γ∨) + ht(wα,0(γ
∨)) = qα(ϕα, γ
∨). Taking γ = α, one obtains
(2·1) 1 + ht(wα,0(α∨)) = qα.
Since ht(γ∨) 6 h− 1 for any γ∨ ∈ ∆∨, we have qα 6 h. Furthermore, qα = h if and only if
wα,0(α
∨) is the highest root in ∆∨. In this case, the equality 1 = (ϕα, α
∨) = (ϕα, wα,0(α
∨))
implies that (ϕα, γ
∨) 6 1 for any γ ∈ ∆+, i.e., ϕα is minuscule. On the other side, wα,0(α∨)
is the co-root of maximal height among the roots γ such that (ϕα, γ
∨) = 1. Since this set
contains the co-root
∑n
i=1 α
∨
i , we have ht(wα,0(α
∨)) > n = rk g.
The existence of α such that qα = rk g + 1 can be checked case-by-case. If g is of type
Dn or En, then the branching node of the Dynkin diagram will do. For BCFG, one takes
the unique long simple root that is adjacent to a short root. For An, all simple roots yield
qα = rk g+ 1 = h(g).
2o. If α ∈ Πl, then ht(wα,0(α∨)) 6 ht(θ∨) = h∗ − 1, and the equality occurs if and only if
wα,0(α) = θ. In this case, θ ∈ ∆α(1). Hence htα(θ) = htα(α) = 1, i.e., ϕα is comuniscule.
3o. Here (θ∨, α̂) = (θ, α̂∨) = 1, hence α̂ ∈ Πl. Then 2 = (θ, θ∨) = dα̂(α̂, θ∨) = dα̂.
Next, wα̂,0(α̂) is the maximal root whose α̂-height equals 1, i.e., wα̂,0(α̂) = θ − α̂. Then
ht(wα̂,0(α̂
∨)) = ht((θ−α̂)∨) = ht(θ∨−α̂∨) = h∗−2 and it follows from (2·1) that qα̂ = h∗−1.
4o. Here α ∈ Πs and α∨ is the unique long simple root in Π∨ such that (α∨, θ∨s ) 6= 0.
As in the previous part, the α∨-height of θ∨s equals 2 and wα,0(α
∨) = θ∨s − α∨. Since
ht(θ∨s − α∨) = h− 2, we obtain qα = ht(θ∨s − α∨) + 1 = h− 1. 
Example 2.3. For the reader’s convenience, we list the numbers {qα | α ∈ Π}, h, and h∗
for all simple g. The numbering of simple roots follows [3, Table 1]; in particular, for E6,
E7, and E8, the numbering is
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1 2 3 4 5
6
, 1 2 3 4 5 6
7
, and 1 2 3 4 5 6 7
8
,
respectively. We also write qi for qαi .
(1) For An, one has qi = n+ 1 = h = h
∗ for all i;
(2) For Bn, one has qi = 2n− i for 1 6 i 6 n− 1 and qn = 2n; here h = 2n, h∗ = 2n− 1;
(3) For Cn, one has qi = 2n− i+ 1 for all i; here h = 2n, h∗ = n+ 1;
(4) For Dn, one has qi = 2n− i− 1 for 1 6 i 6 n− 2 and qn−1 = qn = 2n− 2 = h.
(5) For E6, h = h
∗ = 12 and the numbers {qi} are: 12—9— 7
11
—9—12
(6) For E7, h = h
∗ = 18 and the numbers {qi} are: 18—13—10— 8
14
—11—17
(7) For E8, h = h
∗ = 30 and the numbers {qi} are: 29—19—14—11— 9
17
—13—23
(8) For F4, one has q1 = 11 = h− 1, q2 = 7, q3 = 5, and q4 = 8 = h∗ − 1;
(9) For G2, one has q1 = 5 = h− 1 and q2 = 3 = h∗ − 1.
Remark 2.4. (1) Since ∆α(i) is the set of weights of a gα(0)-module, we have |∆α(i)| =
qα(i)ϕα, where qα(i) > 0 for i > 0 and
∑dα
i=1 qα(i) = qα. This provides a refinement of the
numbers {qα | α ∈ Π}, which we use in Section 3.
(2)We frequently use the fact that #{γ ∈ ∆+ | (θ, γ) > 0} = 2h∗ − 3, see [20, Prop. 1].
3. EIGENVALUES OF CASIMIR ELEMENTS ASSOCIATED WITH (Z, α)-GRADINGS
In this section, we fix α ∈ Π and work with the (Z, α)-grading g = ⊕i∈Z gα(i). Recall
that the centre of gα(0) is one-dimensional (and is spanned by ϕα upon the identification
of t and t∗), each gα(i), i > 1, is a simple gα(0)-module, and the set of t-weights of gα(i)
is ∆α(i), cf. Section 2. The height of the (Z, α)-grading is dα = maxj∈Z{j | gα(j) 6= 0}.
The Casimir element in U(gα(0)) corresponding to the restriction of Φ to gα(0) is denoted
by Cα(0). Write γα(i) for the eigenvalue of Cα(0) on gα(i). To keep track of the length of
simple roots, we need rα = (θ, θ)/(α, α). Hence rα = 1 if and only if α ∈ Πl. Note that
(α, α) = 1/(h∗rα) and (α, ϕα) = 1/(2h
∗rα).
In the rest of this section, we write d for dα = htα(θ).
Theorem 3.1. For any (Z,α)-grading, we have γα(1) =
qα
2h∗rα
and γα(d) = 1− dqα
2h∗rα
.
Proof. Set 2ρα(0) = |∆+α (0)|. Then 2ρ = 2ρα(0)+|Rα| = 2ρα(0)+qαϕα. By general principle,
if Vλ is a simple gα(0)-module with the highest weight λ, then the Cα(0)-eigenvalue on Vλ
equals (λ, λ+ 2ρα(0)), see [3, Ch. 3, Prop. 2.4].
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• In our case, α is the lowest weight in gα(1), hence wα,0(α) is the highest weight. Hence
γα(1) = (wα,0(α), wα,0(α) + 2ρα(0)) = (α, α− 2ρα(0)) = (α, α− 2ρ) + (α, |Rα|)
= (α, |Rα|) = qα(α, ϕα) = qα
2
(α, α) =
qα
2h∗rα
.
• Since θ is the highest weight of the gα(0)-module gα(d), we obtain
γα(d) = (θ, θ + 2ρα(0)) = (θ, θ + 2ρ)− (θ, qαϕα) = 1− qα(θ, ϕα)
= 1− qαd·(α, ϕα) = 1− qαd
2h∗rα
. 
Corollary 3.2. We have
(i) dγα(1) + γα(d) = 1 and hence 1/2d 6 γα(1) < 1/d;
(ii) if d = 1, i.e., ϕα is cominuscule, then γα(1) = 1/2;
(iii) if θ is a multiple of a fundamental weight and (α̂, θ) 6= 0, then γα̂(1) = (h∗ − 1)/2h∗.
Proof. (i) The first equality is clear. Since γα(d) > 0, one obtains γα(1) < 1/d. On the other
hand, any Cα(0)-eigenvalue in
⊕
i 6=0 gα(i) is at most 1/2, see Prop. 1.1. Hence γα(d) 6 1/2
and then γα(1) > 1/2d.
(ii) This follows from (i) with d = 1.
(iii) If θ is fundamental, then α̂ ∈ Πl and qα̂ = h∗ − 1, see Theorem 2.2(3o). Hence the
assertion on γα̂(1). For a more general situation in which θ is a multiple of a fundamental
weight, we use the fact that ∆α̂(2) = {θ} and ∆α̂(1) = {µ ∈ ∆+ | (µ, θ∨) = 1}. Then
#∆α̂(1) = 2h
∗ − 4 (cf. Remark 2.4(2)) and ∆α̂(1) is a union of pairs {µ, θ − µ}. Therefore
|∆α̂(1)| = (h∗−2)θ and |Rα̂| = (h∗−1)θ. As in the proof of Theorem 3.1, γα̂(1) = (α̂, |Rα̂|) =
(h∗ − 1)(α̂, θ) = (h∗ − 1)(θ, θ)(α̂, θ∨)/2 = (h∗ − 1)/2h∗. 
Remark 3.3. If g is classical, then d ∈ {1, 2} for all α ∈ Π. Therefore, Theorem 3.1 describes
all eigenvalues of all Cα(0).
To obtain a general formula for any γα(i), we use the refinement {qα(i)} of numbers
{qα | α ∈ Π}, see Remark 2.4(1). Suppose that 1 6 k 6 d and we are going to compute
γα(k). Consider the Z-graded subalgebra g
[k] :=
⊕
i∈Z gα(ki) ⊂ g, i.e., g[k](i) = gα(ki).
Then g and g[k] share the same 0-th part and thereby the same Cartan subalgebra t ⊂ gα(0).
Lemma 3.4. g[k] is semisimple and the root system of g[k] relative to t is
⊔
i∈Z∆α(ki).
Proof. The centre of g[k] (if any) belongs to the centre of gα(0). As the centre of gα(0) is
one-dimensional and it acts non-trivially on gα(k), g
[k] must be semisimple. The rest is
clear. 
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The passage from g to g[k] is a particular case of the general construction outlined in
Section 1.3 (a passage from g to q). Because this time we begin with a (Z, α)-grading, it
is possible to say more on the relevant details and the factor F . As a result, we end up
with an explicit formula for γα(k). Each graded part g
[k](i) = gα(ki) of g
[k] is a simple
gα(0)-module. Therefore, the Z-grading of g
[k] is given by a simple root of g[k]. Clearly,
this root, say β, is just the unique minimal root in ∆α(k). Although g
[k] is not necessarily
simple, one can write g[k] = k∔s, where k is simple, s is semisimple, and β is a simple root
of k. In this case, the whole of s lies in gα(0). Therefore gα(0) = kβ(0)∔ s and kβ(i) = gα(ki)
for i 6= 0. Let ϕβ be the fundamental weight of k (= of g[k]) corresponding to β.
Proposition 3.5. ϕα = k
(α, α)
(β, β)
· ϕβ.
Proof. Since either of the weights ϕα and ϕβ generates the one-dimensional centre of gα(0),
these are proportional. By the assumption, (ϕα, α
∨) = 1 and (ϕβ, β
∨) = 1. On the other
hand, since β is a root in ∆α(k), we have (ϕα, β
∨) = k(ϕα, α)· 2(β,β) = k· (α,α)(β,β) . Hence
ϕα/ϕβ = k· (α,α)(β,β) . 
Theorem 3.6. For any α ∈ Π and 1 6 k 6 d, one has γα(k) = k
2h∗rα
∑
i>1
qα(ki). In particular,
γα(d) =
dqα(d)
2h∗rα
.
Proof. As above, we consider g[k] = k∔s and the simple root β of k such that kβ(i) = gα(ki).
For the (Z,β)-grading of the simple algebra k, we consider the same relevant objects as for
(g, α). To distinguish them, the former will be marked by ‘bar’ (cf. ϕα versus ϕβ). This
includes qβ,Rβ, rβ, etc. (see below).
• Since ⊔i∈Z∆α(ki) = ⊔i∈Z ∆β(i) is the partition of the root system of (k, t) corre-
sponding to β, we have |Rβ| =
∑
i>1 |∆α(ki)| = qβϕβ. On the other hand, this sum equals∑
i>1 qα(ki)ϕα. Invoking Proposition 3.5, we obtain
qβ = k
(α, α)
(β, β)
∑
i>1
qα(ki).
Let Cβ(0) ∈ U(k) be Casimir element associated with the Levi subalgebra kβ(0) ⊂ k. It is
important to understand that Cβ(0) is defined via the use of the Killing form Φk on k. Let
γβ(i) denote the eigenvalue of Cβ(0) on kβ(i). Set rβ = (θ, θ)/(β, β), where θ is the highest
root of k. By Theorem 3.1 applied to k and β, we have γβ(1) =
qβ
2h∗(k)·rβ .
• Our next step is to compare γα(k) and γβ(1). Since gα(0) = kβ(0) ∔ s and s acts
trivially on each gα(ki), one can safely remove from Cα(0) the summands corresponding
to the dual bases for s, while computing γα(ki). This ”almost” yields Cβ(0). The only
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difference is that the dual bases for k occurring in two Casimir elements are defined via the
use of different Killing forms (Φ andΦk, respectively). Hence the eigenvalues of Cα(0) and
Cβ(0) on all gα(ki) are proportional. More precisely, since the eigenvalues are computed
via the use of the canonical bilinear form on t∗ and t∗k , respectively, the transition factor
equals the ratio of these two canonical forms. By Proposition 1.4(i), this factor equals
T =
h∗(k)
h∗·ind(k →֒ g) . Gathering together previous formulae, we obtain
(3·1) γα(k) = T ·γβ(1) =
h∗(k)
h∗·ind(k →֒ g) ·
qβ
2h∗(k)·rβ =
k·(α, α)∑i>1 qα(ki)
2h∗·ind(k →֒ g)·rβ·(β, β) .
Proposition 1.4(ii) says that ind(k →֒ g) = (θ, θ)/(θ, θ). Hence ind(k →֒ g)·rβ·(β, β) = (θ, θ),
and one simplifies Eq. (3·1) to
k·(α, α)∑i>1 qα(ki)
2h∗·(θ, θ) =
k
2h∗rα
∑
i>1
qα(ki),
as required. 
Corollary 3.7. For any α ∈ Π, one has d(qα + qα(d)) = 2h∗rα and 2h∗rα/d ∈ N. In particular,
if d = 2, then qα + qα(2) = h
∗rα.
Proof. Theorems 3.1 and 3.6 provide two different formulae for γα(d), which yields every-
thing. 
To apply Theorem 3.6, one has to know the integers {qα(j) | 1 6 j 6 d}. Corollary 3.7
allows us to compute qα(d) and thereby settles the problem for d = 2. For d > 2, there are
some relations between {qα(i) | i = 1, . . . , d}, which allows us to solve this problem.
Proposition 3.8. If d > 2 and 1 6 i 6 d− 1, then qα(i) = qα(d− i).
Proof. Consider g[d] = gα(−d) ⊕ gα(0) ⊕ gα(d). Then g[d] is the fixed point subalgebra of
an automorphism ψ ∈ Int(g) of order d. If ζ = d√1 is primitive and 1 6 i 6 d − 1, then
the eigenspace of ψ corresponding to ζ i is gi := gα(i) ⊕ gα(i − d). Since g[d] is semisimple
(Lemma 3.4), the sum of weights of the g[d]-module gi equals 0. That is,
|∆α(i)|+ |∆α(i− d)| = (qα(i)− qα(d− i))ϕα = 0. 
Remark 3.9. If d = 3, then qα(1) = qα(2). That is, Corollary 3.7 and Proposition 3.8 are
sufficient for computing the numbers {qα(j)}. For d > 4, one can also consider all g[k]
with k > d/2, which yields more relations. For instance, if d = 4 and k = 3, then one
get the relation qα(4) + qα(1) = qα(2). All these extra relations are sufficient for leisure
calculations of all {qα(j)}. Note that the maximal possible value d = 6 is attained only for
E8 (once).
For future use, we record the following by-product of the above theory.
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Proposition 3.10. For any α ∈ Π, we have 2γα(1) > γα(2). Moreover, if d is odd, then γα(1) >
γα(2).
Proof. We have γα(1) =
∑
i>1 qα(i)
2h∗rα
=
qα
2h∗rα
and γα(2) =
2
∑
i>1 qα(2i)
2h∗rα
, which yields
the first inequality. For d odd, it follows from Proposition 3.8 that 2
∑
i>1 qα(2i) =∑d−1
i=1 qα(i) < qα. 
Example 3.11. If d = dα is even, then it can happen that 2γα(1) > γα(2) > γα(1). For
instance, look up (E8, α5) or (E8, α6) or (F4, α2) in tables in Appendix A.
Another interesting relation is
Proposition 3.12. If k > d/2 and g[k] = k ∔ s as above, then
qα(k)
γα(k)
=
2h∗
k
· (β, β)
(α, α)
·ind(k →֒ g).
In particular, for k = d, one obtains
qα(d)
γα(d)
=
2h∗rα
d
.
Proof. 1) If k > d/2, then g[k] = gα(−k) ⊕ gα(0) ⊕ gα(k) has only three summands and
gα(k) is commutative. That is, ϕβ is cominuscule and |∆α(k)| = h∗(k)·ϕβ . Hence the
eigenvalue of Cβ(0) on kβ(1) = gα(k) equals 1/2, see Corollary 3.2. Using the transition
factor T =
h∗(k)
h∗·ind(k →֒ g) (cf. Theorem 3.6), we obtain
(3·2) γα(k) = h
∗(k)
2h∗·ind(k →֒ g) .
On the other hand, |∆α(k)| = qα(k)ϕα = h∗(k)ϕβ. Hence h∗(k)ϕβ = qα(k)·k
(α, α)
(β, β)
· ϕβ and
(3·3) qα(k) = h
∗(k)
k
· (β, β)
(α, α)
.
Combining Eq. (3·2) and (3·3) yields the first assertion.
2) If k = d, then β is the minimal root in∆α(d), which isWα-conjugate to θ, the maximal
root in∆α(d). Hence β is long and θ = θ. Therefore, (β, β)/(α, α) = rα and ind(h →֒ g) = 1,
cf. Proposition 1.4. 
Remark. Comparing Proposition 3.12 and Corollary 3.7, we see that
qα(d)
γα(d)
= qα + qα(d)
is an integer.
Example 3.13. (1) Consider the (Z,α2)-grading of E8. Here d = 3 and q2 = 19 (see Exam-
ple 2.3). By Theorem 3.1, γα2(1) = 19/60 and γα2(3) = 3/60. Then Corollary 3.7 shows that
q2(3) = (60/3)− 19 = 1. Hence q2(1) = q2(2) = 9. Now, using Theorem 3.6, we compute
that γα2(2) = 18/60.
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(2) Take the (Z,α2)-grading of F4. Here rα2 = 2, d = 4, and q2 = 7. By Theorem 3.1,
γα2(1) = 7/36 and γα2(4) = 1 − (4·7/36) = 8/36. Then Corollary 3.7 shows that q2(4) =
(2·9·2/4)−7 = 2. Since q2(1) = q2(3) and q2(4)+q2(1) = q2(2), one computes the remaining
q2(j)’s. Finally, Theorem 3.6 implies that γα2(2) = 10/36 and γα2(3) = 3/36.
The complete calculations of the eigenvalues {γα(i)} and integers {qα(i)} for all (Z,α)-
gradings are gathered in Appendix A.
4. EIGENVALUES OF Cα(0) IN
∧k
gα(1) AND ABELIAN SUBSPACES OF gα(1)
In this section, we relate eigenvalues of Cα(0) to dimensions of abelian subspaces (= com-
mutative subalgebras) of gα(1). The key role is played by the inequality γα(2) < 2γα(1),
see Prop. 3.10. As an application of our theory, we prove that if dα > 1 and a ⊂ gα(1) is
an abelian subspace, i.e., [a, a] = 0, then dim a 6 dim gα(1)/2. Our results up to Proposi-
tion 4.6 are parallel to results of [17, Sect. 4] that concern the case of Zm-gradings. Further-
more, most proofs therein can readily be adapted to the Z-graded setting. For this reason,
we omit some details.
Let us recall some basic facts on the complexes (
∧•
g, ∂) and (
∧•
g,d). We identify g
with g∗, using Φ, and consider
∧•
gwith the usual differentials:
d :
∧l
g→ ∧l+1 g and ∂ : ∧l g→ ∧l−1 g.
Here
∂(x1 ∧ . . . ∧ xl) :=
∑
i<j
(−1)i+j−1[xi, xj] ∧ x1 ∧ . . . xˆi . . . xˆj . . . ∧ xl
for l > 2 and ∂(x1) = 0. In particular, ∂(x1 ∧ x2) = [x1, x2].
We regard Φ as having been extended, in the usual way, via determinants, from g to
∧•
g.
More precisely, denoting the extension of Φ to
∧l
g by Φ(l), we have
Φ(l)(x1 ∧ . . . ∧ xl, y1 ∧ . . . ∧ yl) := det ‖Φ(xi, yj)‖ .
Then d = −∂t. For x ∈ g, let ε(x) be the exterior product operator and i(x) the interior
product operator in
∧
g. That is,
ε(x)·x1 ∧ . . . ∧ xl := x ∧ x1 . . . ∧ xl,
i(x)·x1 ∧ . . . ∧ xl :=
l∑
i=1
(−1)i−1Φ(x, xi)x1 ∧ . . . xˆi . . . ∧ xl .
Let ϑ denote the natural extension of the adjoint representation of g to
∧•
g:
ϑ(x)·x1 ∧ . . . ∧ xl :=
l∑
i=1
x1 ∧ . . . ∧ [x, xi] ∧ . . . ∧ xl .
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These operators satisfy the following relations for all x ∈ g:
(4·1) [d, ϑ(x)] = 0, [∂, ϑ(x)] = 0, ε(x)∂ + ∂ε(x) = ϑ(x).
Let e1, . . . , eN be a basis for g and e
′
1, . . . , e
′
N the dual basis. After Koszul [13, 3.4], it is
known that
(4·2) d = 1
2
N∑
i=1
ε(e′i)ϑ(ei) .
Combining Eq. (4·1) and (4·2) yields
2(d∂ + ∂d) =
N∑
i=1
ϑ(e′i)ϑ(ei) = ϑ(C),
where C is the Casimir element for g. In the general Z-graded situation, we choose a
basis B = (e1, . . . , eN) compatible with grading, which means that B ∩ g(i) is a basis for
g(i) for each i. Let B′ = (e′1, . . . , e
′
N) be the dual basis. Since g(i)
∗ ≃ g(−i), we have
(B ∩ g(i))′ = B′ ∩ g(−i) is a basis for g(−i). Any compatible basis yields a splitting of the
differential: d =
∑
i∈Z di, where
di =
1
2
∑
j: ej∈g(i)
ε(e′j)ϑ(ej).
Note that di(g(j)) ⊂


g(i)⊗ g(j − i), i 6= j/2∧2
g(i), i = j/2
⊂ ∧2g. In particular, d1(g(2)) ⊂ ∧2g(1).
The key technical result for g(1) and d1 is
Proposition 4.1. (i) Let (e1, . . . , es) be a basis for g(1) and (e
′
1, . . . , e
′
s) the dual basis for g(−1).
For any y, z ∈ g(1), we have
s∑
i=1
[ei, y] ∧ [e′i, z] = −d1([y, z]).
(ii) For any x ∈ g(2) and u, v ∈ g(−1), we have Φ(2)(d1(x), u ∧ v) = −Φ(x, ∂(u ∧ v)).
Proof. The argument is essentially the same as in the proof of the similar results for Zm-
gradings, see Proposition 4.1 and Eq. (4.4) in [17]. 
The above assertion holds for any Z-grading. Below, we again assume that g(i) = gα(i)
for some α ∈ Π and consider related eigenvalues of Cα(0).
Proposition 4.2. Any Cα(0)-eigenvalue in
∧2
gα(1) is at most 2γα(1). The eigenspace for 2γα(1)
is spanned by the bi-vectors y ∧ z such that [y, z] = 0.
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Proof. By Proposition 4.1, we have
Cα(0)(y ∧ z) = (Cα(0)y) ∧ z + y ∧ (Cα(0)z) + 2
s∑
i=1
[ei, y] ∧ [e′i, z] = 2γα(1)·y ∧ z − 2d1([y, z]).
By [10, Prop. 4] and [17, Theorem3.2], the maximal eigenvalue of Cα(0) in
∧k
gα(1) is at-
tained on decomposable polyvectors. So, we may assume that y∧z is a Cα(0)-eigenvector.
• Assume that [y, z] 6= 0. Since [y, z] = ∂(y ∧ z) and ∂ is g-equivariant, the Cα(0)-
eigenvalues of y ∧ z and [y, z] are equal. As [y, z] ∈ gα(2), its eigenvalue equals γα(2). We
also know that γα(2) < 2γα(1), see Proposition 3.10.
• If [y, z] = 0, then Cα(0)(y ∧ z) = 2γα(1)·y ∧ z. 
Actually, there is a more precise result for
∧2
gα(1).
Theorem 4.3. Let A2 = span{y ∧ z ∈
∧2
gα(1) | [y, z] = 0}. Then
(i) A2 = Ker (∂|∧2gα(1));
(ii)
∧2
gα(1) = A2 ⊕ d1(gα(2)); hence Cα(0) has at most two eigenvalues in
∧2
gα(1).
Proof. (i) If u =
∑
i yi ∧ zi, then
Cα(0)u = 2γα(1)·u− 2
∑
i
d1([yi, zi]) = 2γα(1)·u− 2d1∂(u).
Therefore, if ∂(u) = 0, then u ∈ A2 in view of Proposition 4.2. Hence Ker (∂|∧2gα(1)) ⊂ A2,
and the opposite inclusion is obvious.
(ii) Since d1 : gα(2)→
∧2
gα(1) is gα(0)-equivariant, the eignevalue of Cα(0) in d1(gα(2)),
which is γα(2), is strictly less than 2γα(1). Therefore, we have
∧2
gα(1) = A2⊕d1(gα(2))⊕U
with some U. Then it follows from (i) that ∂(
∧2
gα(1)) = ∂(d1(gα(2)) ⊕ ∂ U and
dim ∂(d1(gα(2)) = dim(d1(gα(2)). Using Proposition 4.1(ii), we see that dim(d1(gα(2)) =
dim ∂(
∧2
gα(−1)) = dim(
∧2
gα(1)). Hence ∂ U = 0 and then U = 0. 
Remark 4.4. It follows from Theorem 4.3 that
∧2
gα(1) ≃ gα(2)⇐⇒ A2 = 0 ⇐⇒ gα(1) has no 2-dim abelian subspaces.
This possibility does materialise for the (Z, α)-gradings (Bn, αn) and (G2, α1).
The following is a natural generalisation of Proposition 4.2.
Theorem 4.5. For any k > 1, the maximal eigenvalue of Cα(0) in
∧k
gα(1) is at most kγα(1).
This bound is attained if and only if gα(1) contains a k-dimensional commutative subalgebra. In
that case, the eigenspace belonging to kγα(1) is spanned by the polyvectors
∧k
a, where a ⊂ gα(1)
is k-dimensional and [a, a] = 0.
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Proof. The proof of the similar result related to Zm-gradings goes throughmutatis mutan-
dis (cf. [17, Theorem4.4]). Following ideas of Kostant [10], one has to use a compact real
form of g and a related Hermitian inner product on g. 
Let Ak be the subspace of
∧k
gα(1) spanned by the “k-dimensional commutative subal-
gebras”, i.e.,
Ak = span{y1 ∧ . . . ∧ yk | yi ∈ gα(1) & [yi, yj] = 0 ∀i, j}.
Then A = ⊕k>1Ak is a gα(0)-submodule of
∧•
gα(1).
Proposition 4.6. A is a multiplicity-free gα(0)-module.
Proof. Set bα(0) = b ∩ gα(0). If λ is a highest weight in A w.r.t. bα(0), then there is a bα(0)-
stable abelian subspace a ⊂ gα(1) such that the set of t-roots of a is ∆a = {µ1, . . . , µl} and
λ =
∑l
i=1 µi; and vice versa. The bα(0)-invariance of a means that ∆a is an upper ∆
+
α (0)-
ideal in the sense that if µi + η ∈ ∆+ for some η ∈ ∆+α (0), then µi + η ∈ ∆a.
Assume that there are two bα(0)-stable commutative subalgebras of gα(1) whose dom-
inant weights coincide. That is, a ∼ ∆a = {µ1, . . . , µl}, a′ ∼ ∆a′ = {ν1, . . . , νm}, and∑
µi =
∑
νj . Removing the common elements of these two sets, we have
|∆a \∆a′ | = |∆a′ \∆a|
Hence (|∆a \ ∆a′ |, |∆a′ \ ∆a|) > 0 and there are µi ∈ ∆a \ ∆a′ , νj ∈ ∆a′ \ ∆a such that
(µi, νj) > 0. Then µi − νj ∈ ∆α(0), since htα(µi) = htα(νj). If, for instance, νj − µi is
positive, then νj ∈ ∆a. A contradiction! 
If dα = 1, then gα(1) is commutative. Conversely, if dα > 2, then [gα(1), gα(1)] = gα(2),
i.e., gα(1) is not commutative. From our theory, we derive a more precise assertion.
Theorem 4.7. For any (Z,α)-grading of g, one has
• either gα(1) is abelian (which happens if and only if dα = 1);
• or dim a 6 1
2
dim gα(1) for any abelian subspace a ⊂ gα(1).
Proof. It suffices to prove that if gα(1) contains an abelian subspace a such that dim a >
1
2
dim gα(1), then gα(1) is abelian.
Set m = dim gα(1) and let δα(k) be the maximal eigenvalue of Cα(0) on
∧k
gα(1). Then
δα(1) = γα(1) and we have proved that δα(k) 6 kγα(1) for any k. Note that δα(m) is just
the eigenvalue on the 1-dimensional module
∧m
gα(1).
Write gα(0) = s ⊕ 〈hα〉, where s is semisimple and hα is the element of the centre that
has the eigenvalue k on gα(k). Then hα also has eigenvalue k on
∧k
gα(1). We have
(4·3) Cα(0) = Cs + hαh′α = Cs + h2α/(hα, hα).
Since
∧k
gα(1) and
∧m−k
gα(1) are isomorphic as s-modules, their Cs-eigenvalues coincide;
the difference in Cα(0)-eigenvalues comes the presence of the last summand.
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An easy observation is that if the summand h2α/(hα, hα) has the eigenvalue χ on gα(1),
then its eigenvalue on
∧k
gα(1) is k
2χ.
Assume that k < m/2 and gα(1) has a commutative subalgebra of dimension m − k.
Then it has a k-dimensional commutative subalgebra, too. Hence δα(k) = kγα(1) and
δα(m − k) = (m − k)γα(1). Let Fi be the maximal eigenvalue of Cs on
∧i
gα(1). Then
Fi = Fm−i and, using the decomposition in (4·3), we can write

δα(k) = Fk + k
2χ = kγα(1),
δα(m− k) = Fk + (m− k)2χ = (m− k)γα(1).
Taking the difference yields m(m − 2k)χ = (m − 2k)γα(1). Note also that F0 = Fm = 0,
since
∧m
gα(1) is a trivial s-module. Hence δα(m) = m
2χ = mγα(1). By Theorem 4.5, this
means that gα(1) is commutative. 
Remark 4.8. It was recently noticed that, for any nilpotent element e ∈ g and the associated
Dynkin Z-grading (so that e ∈ g(2)), one has dim a 6 (dim g(1))/2 whenever a ⊂ g(1) and
[a, a] = 0, see [5, Prop. 3.1]. In this case, dim g(1) is necessarily even. However, there are
(Z,α)-gradings of height > 2 that are not Dynkin gradings, and it can also happen that
dim gα(1) is odd.
In fact, conversations with A.G. Elashvili on results of [5] revived my memory of [17]
and triggered my interest to eigenvalues of the Casimir elements related to Levi subalge-
bras and Z-gradings.
Remark 4.9. For an arbitrary Z-grading of g, it can happen that g(1) is not abelian, but
dim a > 1
2
dim g(1) for some abelian a ⊂ g(1). Suppose that a Z-grading g = ⊕i∈Z g(i) is
given by a function f : Π → {0, 1}, i.e., gα ⊂ g(f(α)), cf. [3, Ch. 3, §3.5]. Set Π1 = {α |
f (α) = 1}. Then g(1) = ⊕α∈Π1 V(α), where V(α) is a simple g(0)-module with lowest
weight α. The set of weights of V(α) is
{γ ∈ ∆+ | htα(γ) = 1 & htβ(γ) = 0 ∀β ∈ Π1 \ {α}}.
Take, for instance, Π1 = {α2, α4} for A6. Then both V(α2) and V(α4) are abelian, of dif-
ferent dimension, but 0 6= [V(α2),V(α4)] = V(α2 + α3 + α4) ⊂ g(2). Here 6 = dimVα4 >
1
2
dim g(1) = 5.
Below, we elaborate on some numerology related to the numbers qα(i), dim gα(i), (ϕα, ϕα),
δα(m), etc. Recall thatm = dim gα(1).
Let C = (cαβ)α,β∈Π be the inverse of the Cartan matrix of g. Then ϕα =
∑
β∈Π cαββ.
Therefore, (ϕα, ϕα) = cαα(ϕα, α) = cαα(α, α)/2 = cαα/2h
∗rα.
Proposition 4.10. For any α ∈ Π, we have δα(m) = qα(1)2(ϕα, ϕα).
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Proof. The weight of the 1-dimensional gα(0)-module
∧m
gα(1) is |∆α(1)| = qα(1)ϕα. Since
(ϕα, 2ρ) = qα(ϕα, ϕα), we obtain
δα(m) = (qα(1)ϕα, qα(1)ϕα + 2ρα(0)) = qα(1)(ϕα, |∆α(0)|+ |∆α(1)|)
= qα(1)(ϕα, 2ρ−
∑
i>2
|∆α(i)|) = qα(1)(ϕα, 2ρ− (qα − qα(1))ϕα)
= qα(1)(ϕα, ϕα)·
(
qα − (qα − qα(1))
)
= qα(1)
2·(ϕα, ϕα). 
Corollary 4.11.
(i) If ϕα is cominuscule, then (ϕα, ϕα) = m/2(h
∗)2, δα(m) = m/2, andm = cααh
∗.
(ii) If θ is fundamental and (α̂, θ) 6= 0, then (ϕα̂, ϕα̂) = 1/h∗ and δα̂(m) = (h∗ − 2)2/h∗.
Proof. (i) Here rα = 1 and gα(1) is commutative, hence qα = qα(1) = h
∗, γα(1) = 1/2, and
δα(k) = k/2 for every k. Then (h
∗)2(ϕα, ϕα) = m/2, and we are done.
(ii) Here qα̂(1) = h
∗ − 2 (cf. the proof of Corollary 3.2(iii)) and ϕα̂ = θ, i.e., (ϕα̂, ϕα̂) =
1/h∗. Note also that here cα̂α̂ = htα̂(θ) = 2. 
Proposition 4.12. For any α ∈ Π and k ∈ N, we have
htα(|∆α(k)|) = k· dim gα(k) = cααqα(k).
Proof. Since (ν, ϕα) = k(α, ϕα) for any ν ∈ ∆α(k) and dim gα(k) = #∆α(k), we have
(|∆α(k)|, ϕα) = k· dim gα(k)(α, ϕα). On the other hand,
(|∆α(k)|, ϕα) =
(
htα(|∆α(k)|)α + . . . , ϕα
)
= htα(|∆α(k)|)·(α, ϕα),
which gives the first equality. Likewise,
(|∆α(k)|, ϕα) = qα(k)·(ϕα, ϕα) = qα(k)·cαα(α, ϕα). 
Corollary 4.13. The ratio
(
k· dim gα(k)
)
/qα(k) = cαα does not depend on k. In particular, any
linear relation between the qα(i)’s translates into a linear relation between the dim gα(i)’s.
Example. By Proposition 3.8, one has qα(d − i) = qα(i). Hence (d − i)· dim gα(d − i) =
i· dim gα(i). In particular, dim gα(d− 1) = dim gα(1)/(d− 1).
5. MAXIMAL ABELIAN SUBSPACES AND APPLICATIONS
We say that gα(1) has an abelian subspace of half-dimension, if there is a ⊂ gα(1) such that
[a, a] = 0 and dim a = 1
2
dim gα(1). First we discuss some consequences of this property.
Proposition 5.1. Suppose that gα(1) has an abelian subspace of half-dimension,m = dim gα(1),
and k 6 m/2. Then δα(k) = kγα(1) and
(5·1) δα(m− k) = kγα(1) + (m− 2k) qα(1)
2h∗rα
.
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Proof. The first relation follows from Theorem 4.5. Next, we know that δα(k) = Fk + k
2χ,
see the proof of Theorem 4.7. Hence Fk = kγα(1)− k2χ. Since Fk = Fm−k, we obtain
(5·2) δα(m− k) = Fm−k + (m− k)2χ = Fk + (m− k)2χ = kγα(1) +m(m− 2k)χ.
As F0 = Fm = 0, we compute χ and δα(m) using the numerology of Section 4:
m2χ = δα(m) = qα(1)
2·(ϕα, ϕα) = qα(1)2·cαα·(α, α)/2 = mqα(1)
2h∗rα
.
Here the relation qα(1)·cαα = dim gα(1) is used, see Prop. 4.12. Thus, mχ = qα(1)
2h∗rα
and
plugging this into Eq. (5·2) yields Eq. (5·1). 
Remark. We obtain here a formula for δα(i) for all i ∈ {1, . . . , m}. More generally, if
max(dim a) = r 6 m/2, then the same argument yields δα(i) for i 6 r and i > m− r.
Corollary 5.2. Under the above assumptions,
(i) if qα > 2qα(1), then maxi{δα(i)} = δα(m/2) and the sequence {δα(i)} is unimodal;
(ii) if qα = 2qα(1), then the sequence {δα(i)} stabilises after i = m/2;
(iii) if qα < 2qα(1), then maxi{δα(i)} = δα(m) and the sequence {δα(i)} strictly increases.
Furthermore, if dα > 3, then case (i) always occurs.
Proof. The sequence {δα(i)} clearly increases for 1 6 i 6 m/2. By Theorem 3.1, one has
γα(1) = qα/2h
∗rα. Hence the coefficient of k in Eq. (5·1) equals (qα − 2qα(1))/2h∗rα. This
settles (i)–(iii).
By Proposition 3.8, qα(1) = qα(dα− 1) for dα > 2. Hence qα > 2qα(1)whenever dα > 3. 
Example 5.3. 1) If dα = 2, then all three possibilities may occur, cf. the good cases (Dn, αi)
for 2 6 i 6 n− 2 and sufficiently large n. (Use data from Table 2.)
2) Suppose that θ is fundamental, i.e., θ = ϕα̂. Then α̂ ∈ Πl, dα̂ = 2, and ∆α̂(2) = {θ}.
Since gα̂(>1) is a Heisenberg Lie algebra, see [7, Sect. 2], gα̂(1) has an abelian subspace of
half-dimension and the above computation applies. Here m = 2h∗ − 4, qα̂ = h∗ − 1, and
qα̂(2) = 1. Since θ is fundamental, h
∗ > 4 and hence qα̂ < 2qα̂(1). Then γα̂(1) = (h
∗−1)/2h∗
and χ = 1/(4h∗). Thus, for k 6 m/2 = h∗ − 2, we obtain δα̂(k) = k (h
∗ − 1)
2h∗
and
δα̂(m− k) = k (h
∗ − 1)
2h∗
+
m(m− 2k)
4h∗
=
(h∗ − 2)2
h∗
− k·h
∗ − 3
2h∗
.
3) For Cn and n > 2, we have θ = 2ϕ1 and α̂ = α1 is short. Here one computes that
2qα1(1) > qα1 for n > 2 and χ = 1/(4h
∗).
Another application of our theory, especially of Theorem 4.5, is the following result.
Theorem 5.4. If a ⊂ gα(1) is an abelian subspace and dim a = (1/2) dim gα(1), then there is an
abelian subspace a˜ such that a⊕ a˜ = gα(1).
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Proof. As above,m = dim gα(1) and bα(0) = b ∩ gα(0).
1. Assume that a is a bα(0)-stable abelian subspace. In particular, a is t-stable. Therefore,
there is a unique t-stable complement a˜ to a in gα(1). Then a˜ is bα(0)
−-stable. Choose
nonzero (poly)vectors y ∈ ∧m/2 a and y˜ ∈ ∧m/2 a˜. Then y (resp. y˜) is a highest (resp.
lowest) weight vector in the gα(0)-module
∧m/2
gα(1). If wt(·) stands for the t-weight of a
(poly)vector, then
wt(y) + wt(y˜) = |∆α(1)| = qα(1)ϕα.
As was already computed in Proposition 4.10,
δα(m) = (qα(1)ϕα, qα(1)ϕα + 2ρα(0)) = qα(1)
2(ϕα, ϕα) =
mqα(1)
2h∗rα
.
Since y is a highest weight vector in
∧m/2
gα(1) and a is an abelian subspace,
Cα(0)(y) = (wt(y),wt(y) + 2ρα(0))·y = m
2
γα(1)·y.
On the other hand, wt(y˜) is anti-dominant w.r.t. bα(0). Hence the weight wα,0(wt(y˜)) is
already dominant and the Cα(0)-eigenvalue of y˜ equals
(
wα,0(wt(y˜)), wα,0(wt(y˜)) + 2ρα(0)
)
=
(
wt(y˜),wt(y˜)− 2ρα(0)
)
= (qα(1)ϕα − wt(y), qα(1)ϕα − wt(y)− 2ρα(0))
= qα(1)
2(ϕα, ϕα)− 2
(
qα(1)ϕα,wt(y) + ρα(0)
)
+
(
wt(y),wt(y) + 2ρα(0)
)
=
mqα(1)
2h∗rα
− 2(qα(1)ϕα,wt(y))+ m
2
γα(1)
=
mqα(1)
2h∗rα
− 2qα(1)·m
2
·(ϕα, α) + m
2
γα(1) =
m
2
γα(1).
Here we used the facts that (ϕα, ρα(0)) = 0 and (ϕα, γ) = (ϕα, α) = (α, α)/2 for any
γ ∈ ∆α(1). By Theorem 4.5, the equality Cα(0)(y˜) = m2 γα(1)·y˜ for an m/2-vector y˜ means
that them/2-dimensional subspace a˜ is abelian.
2. If a is not bα(0)-stable, then we consider the Bα(0)-orbit of {a} in the Grassmannian
of m/2-dimensional subspaces of gα(1). By the Borel fixed-point theorem, the closure of
this orbit contains a Bα(0)-fixed point, i.e., a bα(0)-stable (abelian) subspace, say a1. If a˜1
is the complementary abelian subspace for a1, as in part 1, then, by continuity, it is also a
complementary subspace for some element of the orbit Bα(0)·{a}. 
Previous results show that it is helpful to know whether gα(1) has an abelian subspace
of half-dimension, if dα>1. We say that α ∈ Π is good if this is the case; otherwise, α is bad.
In many cases, a (Z, α)-grading is also the Dynkin grading associated with a strictly odd
nilpotent element of g, see [5, Sect. 1]. Then the relevant good cases have been determined
in [5]. However, some work is still needed for the (Z, α)-gradings that are not Dynkin.
For instance, if g is exceptional, then one has to handle the possibilities (E7, α3 or α7) and
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(E6, α2 or α4). Combining our computations with [5], we describe below the bad cases for
all g. For each bad case, the maximal dimension of an abelian subspace, dim amax, is given.
Note that in order to compute dim amax, it suffices to consider only bα(0)-stable abelian
subspaces of gα(1), cf. part 2) in the proof of Theorem 5.4.
• For the classical series, we have dα 6 2. If g = sp2n or so2n, then all α ∈ Πwith dα = 2
are good. If g = so2n+1, n > 3, then the bad cases occur for αi with 3 6 i 6 n. Here
dim gαi(1) = 2i(n − i) + i and dim amax = i(n − i) + 1. Note also that, for so2n and so2n+1,
the (Z, αi)-grading is Dynkin and associated with a strictly odd nilpotent if and only if i
is even (and dαi = 2).
• For the exceptional algebras, we gather the bad cases in Table 1, where we write mα
for dim gα(1).
TABLE 1. Exceptional Lie algebras, the bad cases
g α dα mα dim amax [5] g α dα mα dim amax [5]
E7 α3 3 30 12 - E8 α3 4 48 16 +
α7 2 35 15 - α4 5 40 16 +
F4 α1 2 8 2 + α7 2 64 22 +
α2 4 6 2 + α8 3 56 21 +
The data in Table 1 also mean that the non-Dynkin cases (E6, α2 or α4) are good, cf. also
Example 5.9(2). The signs +/− indicate whether that item represents a Dynkin grading
(= is considered in [5]).
Ourmethods for constructing abelian subspaces of g(1), partly for arbitrary Z-gradings,
are described below. This provides another approach to some of calculations in [5] and
also natural descriptions of abelian subspaces of maximal dimension.
Lemma 5.5. Let g =
⊕2
i=−2 g(i) be a Z-grading of height 2 and b(0) a Borel subalgebra of g(0).
If a is a b(0)-stable abelian subspace of g(1), then a ⊕ g(2) is an abelian b-ideal of g, where
b = b(0) ⊕ g(1) ⊕ g(2). In particular, if dim a is maximal, then a ⊕ g(2) is a maximal abelian
b-ideal.
Since the maximal abelian b-ideals are known [19, Sect. 4], one readily obtains an up-
per bound on dim a. Actually, this allows us to determine dim amax for all Z-gradings of
height 2. The next observation applies to (Z, α)-gradings of any height.
Proposition 5.6. Given α ∈ Π, suppose that gα(2) ∩ gβ(2) = {0} for some β ∈ Π. Then
aα,β := gα(1)∩gβ(1) is abelian. Moreover, if also gα(1)∩gβ(2) = {0}, then aα,β is a bα(0)-stable
abelian subspace of gα(1).
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The proof is straightforward and left to the reader.
There are interesting instances of such phenomenon and we provide below some illus-
trations to our method. It turns out a posteriori that the two assumptions of the above
proposition imply that dβ < dα. However, even if Proposition 5.6 applies, then the abelian
subspace aα,β does not necessarily have the maximal dimension.
Remark 5.7. (i) Note that gα(1)∩ gβ(1) 6= {0} for all pairs {α, β} ⊂ Π. For, take the unique
chain in the Dynkin diagram joining α and β. The sum of simple roots in this chain is a
root, denoted by µα,β, and it is clear that µα,β ∈ ∆α(1) ∩∆β(1). Clearly, h = gα(0) ∩ gβ(0)
is a Levi subalgebra in pα ∩ pβ and the set of simple roots of h is Π \ {α, β}. By [12, Theo-
rem0.1] (cf. Section 1.3), gα(i) ∩ gβ(j) is a simple h-module for any (i, j). Obviously, µα,β
is the lowest weight of the h-module aα,β, so it is an easy task to compute dim aα,β for any
pair {α, β} ⊂ Π.
(ii) if dβ = 1, then gβ(1) is a maximal abelian b-ideal and the assumptions of Proposi-
tion 5.6 are satisfied.
(iii) Another possibility for applying Proposition 5.6 is that in which dα > 3 (hence g is
exceptional) and β = α̂ is the unique simple root such that (θ, α̂) 6= 0. Then ∆α̂(2) = {θ},
while htα(θ) > 3. Hence∆α̂(2) ∩ (∆α(1) ∪∆α(2)) = ∅.
Example 5.8. 1) Let θ be a multiple of a fundamental weight (i.e., ∆ is not of type An,
n > 2) and, as usual, (θ, α̂) 6= 0. For the (Z, α̂)-grading, one has dα̂ = 2, gα̂(2) = gθ, and
gα̂(>1) is a Heisenberg Lie algebra. Here dim gα̂(1) = 2h
∗ − 4 and it follows from [18,
Sect. 3] that, for any maximal abelian b-ideal I, we have dim
(
I ∩ gα̂(>1)
)
= h∗ − 1. Hence
dim
(
I ∩ gα̂(1)
)
= h∗ − 2 = (1/2) dim gα̂(1). Thus, gα̂(1) ∩ I is an abelian bα̂(0)-stable
subspace of gα(1) of half-dimension for any maximal abelian ideal I. Actually, different
I’s yield different subspaces gα̂(1) ∩ I.
2) If g is exceptional, then α̂ is an extreme root in the Dynkin diagram. Let α ∈ Π be
the unique root adjacent to α̂. Then 1 = (θ, α̂∨) = dα̂(α̂, α̂
∨) + dα(α, α̂
∨) = 4 − dα. Hence
dα = 3 and therefore aα,α̂ is a bα(0)-stable abelian subspace of gα(1), cf. Proposition 5.6 and
Remark 5.7(iii). We claim that (g, α) is a good case. For, in this case, gα(0)
′ = sl2∔q, where
sl2 corresponds to α̂ and the simple roots of the semisimple algebra q are Π \ {α, α̂}. Here
gα(1) ≃ k2⊗V as gα(0)′-module, where k2 is the standard sl2-module and V is a q-module.
Therefore, if γ ∈ ∆α(1), then htα̂(γ) ∈ {0, 1}; and if htα̂(γ) = 0, then γ + α̂ ∈ ∆α(1), and
vice versa. It follows that ∆α(1) ∩∆α̂(1) = {γ ∈ ∆α(1) | htα̂(γ) = 1} contains exactly half
of the roots in∆α(1). Thus, dim aα,α̂ =
1
2
dim gα(1).
3) For En, one verifies that if β ∈ Π is any extreme root of the Dynkin diagram and α
is the unique root adjacent to β, then aα,β is abelian and dim aα,β =
1
2
dim gα(1). The last
equality is again explained by the fact that here gα(0)
′ ≃ sl2 ∔ q and gα(1) ≃ k2 ⊗ V .
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Example 5.9. 1) For (F4, α1), we have dα1 = 2, dim gα1(1) = 8, and dim gα1(2) = 7. If I is an
abelian b-ideal, then dim I 6 9. Hence dim a 6 9 − 7 = 2. Actually, dim(I ∩ gα1(1)) = 2, if
dim I = 9.
2) For (E6, α2), we have dα2 = 2 and dim gα2(1) = 20. Here dα1 = 1 and hence gα1(1) is a
(maximal) abelian b-ideal. Since dim(gα1(1) ∩ gα2(1)) = 10, this is a good case.
3) For (E7, α7), we have dα7 = 2, dim gα7(1) = 35, and dim gα7(2) = 7. Here dα1 = 1 and
gα1(1) is the maximal abelian ideal of maximal dimension 27. In this case, Π \ {α1, α7}
is the Dynkin diagram of type A5 and gα7(1) ∩ gα1(1) is the simple SL6-module
∧2(k6),
of dimension 15. The minimal (resp. maximal) root in ∆α7(1) ∩ ∆α1(1) is 1 1 1 1 0 01 (resp.
1 2 3 3 2 1
1
). For the other maximal abelian ideals I, one obtains dim(gα1(1) ∩ I) 6 15.
Remark 5.10. If g is exceptional and dα > 3, then one can always find β ∈ Π such that
dβ < dα, Proposition 5.6 applies, and aα,β has the required dimension, i.e., (1/2) dim gα(1)
in the good cases and the numbers dim amax from Table 1 in the bad cases. For instance,
one takes
• for E6: β = α6 if α = α3;
• for E7: β = α6 if α = α3 or α5; β = α7 if α = α4;
• for E8: β = α1 if α = α2 or α3 or α8; β = α7 if α = α4 or α6; β = α8 if α = α5;
• for F4: β = α4 if α = α2 or α3.
6. VARIATIONS ON THEMES OF THE ”STRANGE FORMULA”
Let g be a reductive algebraic Lie algebra. For any orthogonal g-module V, there is another
g-module, denoted Spin(V). Roughly speaking, one takes the spinor representation of
so(V) and restricts it to g ⊂ so(V). It has the property that
∧•
V ≃


Spin(V)⊗ Spin(V), if dimV is even
2(Spin(V)⊗ Spin(V)), if dimV is odd
,
see [16, Section 2]. Moreover, extracting further a numerical factor from the g-module
Spin(V), one can uniformly write Spin(V) = 2[m(0)/2]Spin0(V) and then∧•
V ≃ 2m(0)·(Spin0(V)⊗ Spin0(V)),
where m(0) is the multiplicity of the zero weight in V. There are only few orthogonal
simple g-modules V such that Spin0(V) is again simple, see [16, Section 3]. A notable
example is that Spin0(g) = Vρ for any simple Lie algebra g, cf. Introduction.
From now on, g is again a simple Lie algebra. Let g = g0 ⊕ g1 be a Z2-grading. The
corresponding involution of g is denoted by σ. Write C0 ∈ U(g0) for the Casimir element
associatedwithΦ|g0 . Then the C0-eigenvalue on g1 equals 1/2, see [17] and Proposition 1.1.
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The g0-module g1 is orthogonal, and we are interested now in the Spin-construction for
V = g1. Then m(0) = rk g − rk g0, and m(0) = 0 if and only if σ is an inner involution.
Hence Spin0(g1) = Spin(g1) whenever σ is inner. There is an explicit description of the
irreducible constituents of Spin0(g1) in [16, Sections 5, 6]. This also implies that Spin0(g1)
is always reducible if σ is inner. Although Spin0(g1) can be highly reducible, it is proved
in [16, Theorem7.7] that C0 acts scalarly on Spin0(g1) and the corresponding eigenvalue is
γSpin0(g1) = (ρ, ρ)− (ρ0, ρ0),
where ρ0 is the half-sum of positive roots of g0. Of course, we adjust here the Cartan
subalgebras, t0 ⊂ g0 and t ⊂ g such that t0 ⊂ t. Then we can assume that t∗0 ⊂ t∗, etc. In
this section, we show that the C0-eigenvalue γSpin0(g1) has another nice uniform expression
and that this is related to the “strange formula of Freudenthal–de Vries” (=sfFdV).
Theorem 6.1. Let σ be an inner involution of g and g = g0 ⊕ g1 the corresponding Z2-grading.
Then
γSpin0(g1) = (dim g1)/16.
Proof. Our argument relies on the theory developed in Section 3 and a relationship be-
tween involutions (= Z2-gradings) and (Z,α)-gradings of height at most 2.
Suppose that dα = htα(θ) 6 2 and let g =
⊕d
i=−d gα(i) be the corresponding Z-grading.
Letting g0 = gα(−2)⊕ gα(0)⊕ gα(2) and g1 = gα(−1)⊕ gα(1), we obtain a Z2-grading (ob-
vious). Since rk g = rk g0, this involution is inner. The point is that all inner involutions of
g are obtained in this way, as follows from Kac’s description in [8], cf. also [3, Ch. 3, §3.7].
Different simple roots α, β with dα = dβ = 2 lead to “one and the same” Z2-grading if and
only if there is an automorphism of the extended Dynkin diagram of g that takes α to β.
If dα = 1, then g0 = gα(0) is not semisimple, whereas g0 is semisimple for dα = 2. The
subalgebras g0 corresponding to α with dα = 2 are indicated in Tables 2 and 3.
We can express ρ0 and ρ1 = ρ − ρ0 via the data related to the Z-grading. That is, ρ0 =
1
2
(|∆+α (0)| + |∆α(2)|) and ρ1 = 12 |∆α(1)| = 12qα(1)ϕα. Since (ϕα, µ) = 0 for any µ ∈ ∆+α (0),
we have (ρ1, |∆+α (0)|) = 0 and therefore
(ρ, ρ)− (ρ0, ρ0) = (ρ1, 2ρ0 + ρ1) = (ρ1, |∆α(2)|+ ρ1) = 1
4
(
qα(1)ϕα, (qα(1) + 2qα(2))ϕα
)
.
Now, qα(1) + 2qα(2) = qα + qα(2) = h
∗rα, see Corollary 3.7 with dα = 2. For dα = 1, one
has rα = 1 and again qα(1) + 2qα(2) = qα = h
∗, see Theorem 2.2(2o). So, if dα 6 2, then
γSpin0(g1) =
h∗rα
4
(|∆α(1)|, ϕα) = h
∗rα
4
∑
µ∈∆α(1)
(µ, ϕα) =
h∗rα
4
∑
µ∈∆α(1)
(α, ϕα)
=
h∗rα
4
dim gα(1)
(α, α)
2
=
1
8
dim gα(1) =
1
16
dim g1.
Here we use the fact that htα(µ) = 1 for any µ ∈ ∆α(1) and hence (µ, ϕα) = (α, ϕα). 
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Actually, the previous result holds for any involution of g, see below. This can be re-
garded as both an application and generalisation of the sfFdV. However, whereas the
proof of Theorem 6.1 does not refer to the sfFdV, the general argument below, which
applies to arbitrary involutions, explicitly relies on the sfFdV.
Theorem 6.2. For any involution of a simple Lie algebra g, we have γSpin0(g1) = (dim g1)/16.
Proof. Write g0 = (
⊕
i hi) ⊕ c as the sum of simple ideals {hi} and possible centre c. To
prove the assertion, we need basically the following three facts on C0 = Cg0 :
• trg(C0) = dim g0, see [17] and Proposition 1.1(i);
• the C0-eigenvalue on g1 equals 1/2, see Proposition 1.1(iv);
• the usual sfFdV for g and for the simple ideals of g0.
Let Chi be the ”canonical” Casimir element for hi. Then Chi has the eigenvalue 1 on hi.
Since hi is an ideal of g0, there is a transition factor, Ti, between the eigenvalues of Chi
and C0 on the hi-modules, cf. the proof of Theorem 3.6. Actually, we even know that
Ti =
h∗(hi)
h∗·ind(hi →֒g)
, but this precise value is of no importance in the rest of the argument.
Since the C0-eigenvalue on hi is Ti, we have trhiC0 = Ti· dim hi. Hence
dim g0 = trg(C0) = trg1(C0) + trg0(C0) =
1
2
dim g1 +
∑
i Ti· dim hi.
On the other hand, let ρi be the half-sum of the positive roots of hi. Then ρ0 =
∑
i ρi,
(ρi, ρj) = 0 for i 6= j, and (ρi, ρi) = Ti·(dim hi/24) in view of the sfFdV for hi. Thus,
γSpin0(g1) = (ρ, ρ)− (ρ0, ρ0) =
1
24
dim g− 1
24
(
∑
i Ti dim hi)
=
1
24
dim g− 1
24
(dim g0 − 1
2
dim g1) =
1
16
dim g1. 
Remark 6.3. The adjoint representation of g can be regarded as the isotropy representation
related to the permutation, τ , of the summands in g˜ = g∔g. Here g˜ is not simple, but g˜0 ≃
g is. In this situation, there is an analogue of Theorem 6.2 for (g˜, τ), and we demonstrate
below that it is equivalent to the sfFdV for g. In other words, under proper adjustments
of bilinear forms and Cg˜0 , the formula of Theorem 6.2 for (g˜, τ) transforms into the sfFdV
for g, and vice versa. One of the main reasons is that, for the orthogonal g-module g, one
has Spin0(g) = Vρ, see [9, (5.9)] and [16, (2.5)].
Recall that g = u⊕ t⊕ u− and b = u ⊕ t. Then b˜ = b∔ b and t˜ = t∔ t. In what follows,
various objects related to the two factors of g˜ will be marked with the superscripts ‘(1)’
and ‘(2)’. As above, Φ is the Killing form on g and ( , ) is the induced (canonical) bilinear
form on t∗. Let Φ˜ = Φ(1) ∔ Φ(2) be the invariant bilinear form on g˜. The induced bilinear
form on t˜∗ is denoted by ( , )∼. Then the Casimir element Cg˜0 is defined via the restriction
of Φ˜ to g˜0. We have ρ˜ = ρ
(1) + ρ(2) and these two summands are orthogonal w.r.t. ( , )∼;
hence (ρ˜, ρ˜)∼ = (ρ(1), ρ(1))∼ + (ρ(2), ρ(2))∼ = 2(ρ, ρ). The Cartan subalgebra t˜0 of g˜0 is
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diagonally imbedded in t˜, hence so are the roots of g˜0 in t˜
∗
0. In particular, both components
of ρ˜0 are equal to ρ. Identifying g˜0 with g via the projection to the first component, one
readily obtains that Φ˜|g˜0 = 2Φ. It then follows from Lemma 1.3 that one obtains the
relation with the inverse coefficient for the corresponding canonical bilinear forms. This
yields our key equality
(ρ˜0, ρ˜0)
∼ =
1
2
(ρ, ρ).
Afterwards, using the sfFdV for g, we obtain
(ρ˜, ρ˜)∼ − (ρ˜0, ρ˜0)∼ = 2(ρ, ρ)− 1
2
(ρ, ρ) =
3
2
(ρ, ρ) =
1
16
dim g =
1
16
dim g˜1.
And by [16, Theorem7.7], the Cg˜0-eigenvalue on Spin0(g˜1) equals (ρ˜, ρ˜)
∼ − (ρ˜0, ρ˜0)∼. Thus,
the equality of Theorem 6.2 remains true for the involution τ of g˜, and we have just shown
that this equality is equivalent to the sfFdV.
This certainly means that it is of great interest to find a proof of Theorem 6.2 and its
analogue for the semisimple Lie algebra g˜ = g∔ g that is independent of the sfFdV.
APPENDIX A. THE EIGENVALUES γα(i) FOR α ∈ Π WITH dα > 2
Tables 2–6 below provide the eigenvalues {γα(i)} and integers {qα(i)} for the (Z,α)-
gradings of all simple Lie algebras with dα > 2. For, if dα = 1, then γα(1) = 1/2 and
qα = qα(1) = h
∗. In the last column of Tables 2 and 3, we point out the fixed-point
(semisimple) subalgebra g0 for the corresponding inner involution of g, cf. Section 6.
TABLE 2. Classical Lie algebras, dα = 2
g, α γα(1) γα(2) qα(1) qα(2) h
∗ rα g0
Bn, αi
2n−i
2(2n−1)
i−1
2n−1 2n−2i+1 i−1 2n−1 1 Di×Bn−i 26i6n−1
Bn, αn
n
2(2n−1)
2n−2
2(2n−1) 2 2n−2 2n−1 2 Dn
Cn, αi
2n+1−i
4(n+1)
i+1
2(n+1)
2n−2i i+1 n+1 2 Ci×Cn−i 16i6n−1
Dn, αi
2n−1−i
2(2n−2)
i−1
2n−2 2n−2i i−1 2n−2 1 Di×Dn−i 26i6n−2
Recall that the numbering of simple roots follows [3].
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TABLE 3. Exceptional Lie algebras, dα = 2
g, α γα(1) γα(2) qα(1) qα(2) h
∗ rα g0
E6, α2 9/24 6/24 6 3 12 1 A5 × A1
E6, α6 11/24 2/24 10 1 12 1 A5 × A1
E7, α2 13/36 10/36 8 5 18 1 D6 × A1
E7, α6 17/36 2/36 16 1 18 1 D6 × A1
E7, α7 14/36 8/36 10 4 18 1 A7
E8, α1 29/60 2/60 28 1 30 1 E7 ×A1
E8, α7 23/60 14/60 16 7 30 1 D8
F4, α1 11/36 14/36 4 7 9 2 B4
F4, α4 4/9 1/9 7 1 9 1 C3 × A1
G2, α2 3/8 2/8 2 1 4 1 A1 × A1
TABLE 4. Exceptional Lie algebras, dα = 3
g, α γα(1) γα(2) γα(3) qα(1) qα(2) qα(3) h
∗ rα
E6, α3 7/24 6/24 3/24 3 3 1 12 1
E7, α3 5/18 4/18 3/18 4 4 2 18 1
E7, α5 11/36 10/36 3/36 5 5 1 18 1
E8, α2 19/60 18/60 3/60 9 9 1 30 1
E8, α8 17/60 14/60 9/60 7 7 3 30 1
F4, α3 5/18 4/18 3/18 2 2 1 9 1
G2, α1 5/24 2/24 9/24 1 1 3 4 3
TABLE 5. Exceptional Lie algebras, dα = 4
g, α γα(1) γα(2) γα(3) γα(4) qα(1) qα(2) qα(3) qα(4) h
∗ rα
E7, α4 4/18 4/18 3/18 2/18 2 3 2 1 18 1
E8, α3 7/30 6/30 6/30 2/30 4 5 4 1 30 1
E8, α6 13/60 14/60 9/60 8/60 3 5 3 2 30 1
F4, α2 7/36 10/36 3/36 8/36 1 3 1 2 9 2
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