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The orthogonality present among contrasts in the analysis of variance of 
a two-factor factorial has not been utilized in the construction of F-squares 
and .latin squares for squares of order n not necessarily a prime pm-Ter. An 
attempt is made in this direction herein. Weaknesses of linear models theory 
in this area is i.llustrated and several unsolved pro"blems are posed. The pro-
cedure is detailed for n = 3, 4, and 6. One of the ne1-1 results is the construc-
tion of seven orthogonal F(6;Ai\A~\~)-squares and one .latin square, or 
F(6;~,Aa,As,A4 ,As,Aa)-square. Thus, 7(3-1) + (6-1) = 19 of the 25 row· by 
column interaction sum of squares are obtained. This leaves only six interaction 
degrees of freedom remaining before a comp.lete set of orthogonal F-squares of 
order six is obtained. 
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1. Introduction 
This paper is written to set forth some ideas on the construction of latin 
squares and F-squares utilizing orthogonality of contrasts in the analysis of 
variance. These ideas may be implied from Fisher and Yates [1963] and Federer 
et a.l. [1971]. The >mrk reported here is related to that with D.A. Anderson 
and E. Seiden [1974] and with current research \·lith these individuals and F.-C. 
Helen Lee, T. Graves, and J.P. MandelL The ide as of the author are set forth 
in order that the above named individuals may utilize these results in current 
research. 
The use of orthogonal degree-of-freedom contrasts to construct latin 
squares and F-squares of order n, and vice versa, is expounded in section 2 
for n = 3, in section 4 for n = 5, in section 5 for n = a prime power, and in 
sections 5 and 6 for n = 6. The seventh section contains some unsolved prob-
lems in linear models theory which are needed in the construction of orthogonal 
latin squares and F-squares. 
2. The Latin Sguare of Order J. 
Given the following two orthogonal Latin squares of order 3 with the rows 
being denoted as levels of factor a and the columns being denoted as levels of 
factor b, 
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LS,. ( 3) LS2 (3) 
levels of b levels of b 
levels of a 0 1 2 levels of a 0 1 2 
0 a t3 y 0 I II III 
1 t3 y a j_ 1 III I II 
2 y a t3 2 II III I 
An analysis of variance (ANOVA) is: 
Source of variation df 
Total 9 
Correction for mean 1 
Rows = A effect 2 
R,.=a.a vs. a 1 0 
Ra=ao +a:a vs. 28.:J_ 1 
Columns = B effect 2 
cl = b2 vs. bo 1 
C:a = bo + b:a vs. 2"bl 1 
Treatments from L~ ( 3) = AB 2 
Ca = A.13a vs. AB0 =Y vs. 0: 1 
c3 =~ + AB0 vs. 2AI\ 
= 0: + 'Y vs. 2t3 1 
Treatments from LSa (3) 2 
c4 = AJ3f vs. AB~ = III vs. I 1 
cs = ABf + AB~ vs. ABi 
= I + III vs. 2II 1 
Thus the contrasts C2 and C3 and C4 and C6 and their interactions produce the 
eight degrees of freedom as follows: 
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Row and Column Level 
Contrast 00 . 01 02 10 11 12 20 21 22 
Mean = C1 + + + + + + + + + 
LS,. (3) ~· 0 + 0 + + 0 cs + -2 + -2 + + + + -2 
LS., (3) ~· 0 + + 0 0 + 
cs + -2 + + + -2 -2 + + 
0 + 0 0 0 0 
Row 0 + 0 + 2 -2 0 
and 0 + -2 0 0 + 2 
4 + -2 + -2 -2 + -2 
If the yield equation without the error term EhlJ is YntJ =~+ph + y 1 + ~ 3 , 
then contrasts, 
Ca X C4 = YOGai + y02yiii - yllYI - y210III = 2Po - P1 - Pa +Yo + Ya - 2yl, 
Ca X Cs = 3 (pl -Pa -yo -t'Ya ) ' 
c3 X cs = 3(2po-Pl -pa+2yl -Yo-Ya) 
Thus, 
1/2 1/6 0 0 ca x c4 2po - pl - Pa 
-1/2 1/6 0 0 ca x c5 2Yl - Yo - Y-a 
= 
0 0 .l/6 1/6 cz x c5 Ya - Yo 
0 0 1/6 -1/6 c3 x c4 pl - Pa 
which indicates that a linear combination of the interaction single degree-of-
freedom contrasts, produces the row and column contrasts. 
Note also that one could reverse the process and take particular row and 
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column contrasts; then, the interactions of the individual row and column con-
trasts could oe obtained; and finally a linear combination of the contrasts 
1·rou.ld yield the contrasts among treatments in the individual latin squares (or 
F-squares) in the set of nmtually orthogonal latin squares (or F-squares). 
For the above example, consider the following row and column contrasts: 
Rovr and Column Designation 
Contrast 00 01 02 10 11 12 20 21 22 
Mean + + + + + + + + + 
Rmr contrasts: ~ + + + 0 0 0 
A-2. '"+ + + + + + -2 -2 -2 
Column contrasts: Bl + 0 + 0 + 0 
.. 
~ + + -2 + + -2 + + -2 
Interactions: ~I\ + 0 + 0 0 0 0 
Al B.a 2 + + -2 0 0 0 
Az~ + 0 + 0 -2 2 0 
AzBa + + -2 + + -2 -2 -2 4 
Now we wish to find vrhat linear combination of' ro"t-r and column interaction con-
trasts produce treatment contrasts in LS~(3) and LS2 (3). In particular we wish 
to solve the following set of equations for the atd: 
~1 ~a ~3 ~4 ~~ C2 0 + 0 + + 0 
lial Baa lias lia4 A,.B.a c3 + -2 + -2 + + + + -2 
= = 
as1 a3a ~3 a34 Aa~ c4 0 + + 0 0 + 
a4l a4a a4s a44 AzB.a l cs + -2 + + + -2 -2 + + 
and the matrix containing A B , A B , A B , and A B is the last four rows of the 
1 1 1 2 2 1 a a 
preceding matrix and has dimensions 4 X 9. The solution is: 
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0 2 -2 0 A,.]\ ABa - AB0 = c2 l 
-6 0 0 -2 ~~- A~ +ABO vs. ~ = ca 
.!. = 
J 
4 3 1 1 -1 Aa~ ABf vs. ABg = c4 
-3 3 3 1 Aa~ ABf + AB~ vs. 2A:Bi = Cs 
If instead of using contrasts C4 and C5 , one had used C6 = AJ3f vs. AJ3i and 
C7 = Alf + AJ3i vs • 2AB;, then, 
0 1 -1 0 ~~ Ca 
-3 0 0 -1 1\~ Ca i = 0 1 1 0 Az~ cs 
3 0 0 -1 Aa~ c7 
·.c 
which involves simpler linear contrasts than the previous breakdown of treatment 
degrees of freedom. 
3. .Latin Squares of Order ~ 
For n = 4, one. could consider various forms of single degree-~f-freedom 
contrasts. For example, a factorial breakdown for four contrasts would be 
IO 1 2 3 
c, ~ + + + + 
Ca j -I + - + 
Cs - - + + 
c4 + - - + 
a polynomial regr~ssion set of contrasts '\'Tould be 
-6-
0 1 2 3 
C' l + + + + 
c.;. 
-3 -1 l 3 
C' 3 1 -1 -1 1 
C' 4 1 -3 3. -1 
and a Helmert-po1ynomial set of contrasts would be 
0 1 2 3 
c* 1 1 1 1 1 
c: 1 -1 0 0 
c: 1 1 -2 0 
cit 
" 
. 1 1 1 . 
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J'.~any other sets of orthogonal contrasts among the four num:oers 01 1, 2, and 3, 
are possible. Since the number of possible sets of row and column contrasts be-
comes large as n increases and since it is desired to pick as simple a linear 
comoination as is possible, the first procedure described in the previous section 
could provide the row and column contrasts to use. Note that any set of con-
trasts may be utilized but that the simplest transformation set should be used 
if at all possible. However, this procedure does depend upon which set of 
treatment contrasts is selected. 
Federer et al. [1971], page 8, indicate that the factorial selection of rm'i' 
and column contrasts produces the full set of orthogonal latin squares of order 
4, i.e., OL(4, 3). The 16 observations are related to a 24 factorial with A, B, 
and AB forming the row contrasts, c, D, and CD forming the column contrasts, 
and the following row by column interactions forming the three mutually orthog-
onal latin squares of order 4: 
where the latin squares are: 
I II III IV 
II I IV III 
III IV I II 
IV III II I 
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Effects in 2~ factorial 
Vl 
X 
y 
z 
AC, BD, ABCD 
BC, ACD, ABD 
AD, ABC, BCD 
LSz ( 4) 
z X y a 
y vl z 13 
X z w y 
w y X 5 
y 8 
' 8 y 
a 13 
13 a 
and the factorial designation for factors a, b, c, and dis: 
Column 
Row. 1 2 3 4 
... 
1 odoo 0001 0010 0011 
2 0100 0101 0110 0111 
3 1000 1001 1010 1011 
4 1100 1101 1110 1111 
' 
13 
a 
5 
y 
The factorial and the polynomial regression ·breakdowns for row and column 
contrasts and interactions are: 
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Source of' variation d. f. Source of variation 
Total 16 Total 
Correction for mean 1 Correction for mean 
Row contrasts 3 
A= (21\ +Rc )/5 ~} rl Rows linear =R =2A+B L B = (RL -2Rc )/5 Rows quadratic =R =AB l~ Q AB=Rq Rows cubic = Rc =A- 2B 
Column contrasts 3 
C = (2CL +Cc )/5 1) ~ Columns linear =C =2C +D L D = (CL -2Cc )/5 1 C-olumns quadratic = Cq =CD CD= Cq 1 Columns cubic = Cc = C- 2D 
Roman numbers 3 
AC = (2RL +I\ )(2CL +Cc ) /25 ~) 1 ~ CL BD = (I\_ -21\; )( CL -2Cc) /25 1 ~Cq ABCD = RqCq 1 ~ cc 
Greek letters 3 
ABD = Rq (CL -2Cc )/5 ~} 1 Rq CL BC = (!\ -21\:) (2CL +Cc )/25 9 1 Rcy Cq ACD = (21\_ +Be )CQ /5 1 RqCc 
Latin .letters 3 
AD= (2}\ +!\: )(CL -2Cc )/25 ~) 1 1\:CL ABC = Rcy (2CL +Cc ) /5 1 RcCQ BCD= (Br,. -2~ )CQ /5 1 ReCc 
Thus, transformation of' row and column interactions into factorial contrasts 
is o'btained as: 
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4 0 2 0 0 0 2 0 1 1\ CL AC 
1 0 -2 0 0 0 ··2 0 4 1\ CQ BD 
0 0 0 0 25 0 0 0 0 ~cc ABCD 
0 0 0 5 0 -10 0 0 0 ~CL ABD 
1 2 0 1 0 0 0 -4 0 -2 RqCq BC 25 = 
0 10 0 0 0 0 0 5 0 RqCc ACD 
2 0 -4 0 0 0 1 0 -2 I\ CL AD 
0 0 0 10 0 5 0 0 0 I\Cq ABC 
0 5 0 0 0 0 0 -10 0 I\ c c BCD 
Note that the above is 
2 0 .l 1\ 2 0 .l CL A c 
1 
.l 0 -2 Rq ®! l 0 -2 CQ B ® D 5 = 5 
0 1 0 Rc 0 1 0 cc AB CD 
vhere ® denotes Kronecker product. Note also that 
~1 ~2 ~3 ~4 mean r mean 
8a1 8::lz ~3 8.a4 ~ A 
= 
~1 ~a aaa aa4 ~ B 
a4l a4a a43 a44 ~ AB 
which becomes 
5 0 0 0 1 1 1 1 .l 1 .l 1 
1 0 2 0 1 -3 -1 1 3 -1 -1 1 1 
= 5 0 1 0 -2 1 -1 -1 1 -1 1 -1 1 
0 0 1 0 1 
-3 3 -1 1 -1 -1 1 
The mean row in the above matrix is omitted for the interaction terms only. 
If it is desired to express the R1 CJ (i,j=L,Q,C) interactions in terms of 
the factorial effects, simply multiply the appropriate terms. For example, 
~ CL = (2A+B) (2C+D) = 4AC + 2AD + 2BC + BD. 
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4. Latin Sguares of Order E_ 
From the last section, it is easy to see hm·T to approach the proolem in 
general terms for n = a prime poT.tTer. Suppose that the treatments in t"t-TO mutually 
orthogonal latin squares are associated with the levels of bro interaction com-
ponents ABx and AW, for x, y, = 1, 2, • • •, n-1 and x ~ y. Then, the generalized 
interaction of ABx and APl for any y ~ 0 is: 
n-1 
ABx X APl = L (ABX) (.AJ! )u - AB"' - API 
u=l 
= A + B + AB + • • • + ABn-1 - AB"' - AI§ 
The A effect then can be associated with roT.tT contrasts, the B effect can be asso-
cia ted i·ri th column contrasts, and the remaining n-3 effects can ·oe associated 
1·:-ith the t::teatments in the remaining n-3 painrise mutually orthogonal latin 
s~u2.res in the set OL(n,n-1). Also, it is immaterial which set of orthogonal 
contrasts one uses for the n levelsof any effect in the aoove. For example, one 
could use orthogonal polY110mial coefficients for levels of ABx and Helmert poly-
nomial for levels of ABY, The Kronecker product of these individual degree-of-
freedom contrasts i·rould produce the (n-1) 2 single degree-of-freedom contrasts for 
the remaining effects in the latin square. 
If the single degree-of-freedom ro1-r contrasts are denoted as I\,, 1\, · · •, Rn-l 
and the colu.mn single degree-cf-freedom contrasts as C0 , C1 , • • ·, Cn-l, then the 
Kronecker product of these two sets produces the n2 single degree-of-freedom con-
trasts in the latin square. RoC0 corresponds to the correction for the mean con-
trast. Likeirise, to transform the matrix R for row contrasts into another set 
of orthogonal contrasts, say F, we need to find the matrix A which does this, i.e., 
AR = F. Likewise to go from one set, say C, of column contrasts to another set, 
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say G, we need to find a matrix B which transforms C into G, i.e., BC = G. The 
full set of n2 contrasts is then obtained as AR ® BC = F ® G. 
For n not a prime pmrer, it is true that any set of treatment contrasts for 
a latin square or an F-square is still a linear corrioination of the ro1v-column 
single degree-of~freedom contrasts, RSCj, i, j = 1, 2, ···, n-1. Likewise, for 
any set of t mutually orthogonal latin squares and/or F-squares, the procedures 
descrroed. previously for going from treatment contrasts to rm·r and column con-
trasts and vice versa still hold. 
5. The F-Square of Order § 
Anderson et al. [1974] found eight mutually orthogonal F-squares '\<11th three 
syrriools in each rmv and column t'tvice. Denote this set of eight as 
OF(6;.Af,~,~;8)-squares where n=6 denotes the square, the three syrriools are 
denoted as ~ , ~, and As, the superscript on the symbol denotes the numoer of 
times the symbol occurs in each rO't'r and column, and the numoer t = 8 denotes the 
numoer of mutually orthogonal F-squares. After finding the above, D.A. Anderson 
and the author independently found another F- square 't'Ti th ti·ro syniools i.,.hich 't'ras 
mutually orthogonal to the above set. The latter obtained this square as the 
single degree-of-freedom contrast B5C5 where B5 = C5 = (1-1 l-1 1 -1) which 
comes from a particular set of contrasts for the six levels. The nine F-squares 
't-rill be denoted as OF(6;A{,~,~;8:6;~ ,~ ;1) and are presented in Table 5.1. 
The single degree-of-freedom treatment contrasts for these nine mutually 
orthogonal F-squares are presented in Table 5.2. The interactions among these 
17 single degree-of-freedom contrasts should produce the five single degree-of-
freedom for rO't'T contrasts, the five single degree-of-freedom column contrasts, 
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Column 
Rmv 1 2 3 4 5 6 
2 0 1 1 1 1 0 2 1 2 2 1 0 0 0 0 0 2 1 2 2 1 2 0 
1 0 .1 1 0 0 1 1 0 1 2 2 1 1 2 2 1 2 0 0 2 2 0 0 2 
1 0 1 0 1 0 
2 2 2 2 0 1 1 0 1 0 1 2 2 1 0 1 0 0 2 1 1 2 0 0 
2 0 0 2 1 0 0 2 1 1 1 0 2 1 1 0 2 2 2 1 0 2 2 1 0 
0 1 0 1 0 1 
-
0 1 1 0 2 2 2 2 2 1 0 1 1 0 1 2 1 2 0 0 0 0 2 1 
3 1 2 0 0 1 2 0 0 2 0 1 1 2 0 1 1 0 1 2 2 0 1 2 2 
1 0 1 0 1 0 
0 2 0 1 I 1 0 2 0 2 2 1 0 0 1 2 2 1 1 1 1 2 0 0 2 4 1 0 1 2 1 0 1 2 2 1 2 0 2 1 2 0 0 2 0 1 0 2 0 1 
0 1 0 1 0 1 
1 0 2 0 0 2 0 1 0 1 2 2 2 2 1 0 2 0 0 2 1 1 1 1 
5 2 1 0 1 2 1 0 1 0 2 1 2 0 2 1 2 1 0 2 0 1_0 2 0 
1 0 1 0 1 0 
1 1 0 2 2 0 11 0 0 0 0 1 2 2 1 2 1 2 0 0 2 1 2 
6 2 2 2 2 2 2 2 2 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 
0 1 0 1 0 1 
Tao1e 5.1 OF(6;~ ,~,~ ;8:6;~ ~ ;1)-sq_uares, with the number-
ing of F··squares being: 
1 2 3 4 
56 7 8 
9 
e 
Treatment 
Square 
----- - -
1 Ovs1 =<; 
0+1 vs 2=Ca 
2 Ovs 1 =~ 
0+1 vs 2=C4 
3 Ovsl =<;; 
0+1 vs 2=C6 
4 Oval =<; 
0+1 vs 2=C8 
5 Ovsl =Cg 
0+1 vs 2=Cl0 
6 Ovsl =Cu 
0+1 vs 2=C12 
7 Ovs 1 =C1a 
0+1 vs 2=<; 4 
8 Ovs 1. =C16 
0+1 vs 2=<; 6 
9 Ovsl =c;., 
e 
11'12 13 14 15 16 21 22 23 24 25 26 131 32 33 34 35 36 41 42 43 44 45 46 51 52 53 54 55 56 
0 
- -
+ + 0 0 
-
+ 0 
-
+ + 0 0 
- -
+ + 
-
0 + 
-
0 
-
+ + 0 0 
-
-2 + + + + -2 -2 + + -2 + + + -2 -2 +. + + + + -2 + + -2 + + + -2 -2 + 
+ 
-
0 + 0 
-
0 - + - + 0 - 0 - + 0 + 0 + 0 - - + + 0 - 0 + -
+ + -2 + -2 + -2 + + + + -2 + -2 + + -2 + -2 + -2 + + + + :2 +. -2 + + 
-
+ 0 + 
-
0 0 - - + 0 + - 0 + - + 0 + 0 - 0 - + 0 + d' - + -
+ + -2 + + -2 -2 + + + -2 + + -2 + + + -2 + -2 + -2 + + -2 + -2 + + + 
-
0 
- + 0 + 0 + 0 - - + + 0 - 0 + - - + -:- 0 - 0 + - 0 + 0 -
+ -2 + + -2 + -2 + -2 + + + + -2 + -2 + + -:- ;- + -2 + -2 + + -2 + -2 + 
+ + 
- -
0 o· + + 
- -
0 0 
- -
0 0 + + ·- - 0 0 + + 0 0 + + 
- -
+ + + + -2 -2 + + + + -2 -2 + + -2 -2 + + + + -2 -2 + + -2 -2 + + + + 
- -
0 0 + +' + + 
- -
0 0 0 0 + + 
- -
+ + 
- -
0 0 
- -
0 0 + + 
+ + -2 -2 + + + + + + -2 -2 -2 -2 + + + + + + + + -2 -2 + + -2 -2 + + 
- -
0 0 + + 0 0 + + 
- -
+ + 
- -
0 0 
- -
0 0 + + + + 
- -
0 0 
+ + -2 -2 + +· -2 -2 + + + + + + + + -2 -2 + + -2 -2 + + + + + + -2 -2 
+ + 
- -
0 0 
- -
0 0 + + + + 
- -
0 0 0 0 + + - - - - 0 0 + + 
+ + + + -2 -2 + + -2 -2 + + + + + + -2 -2 -2 -2 + + + + + + -2 -2 + + 
-
+ 
-
+ 
-
+ + 
-
+ 
-
+ - - + - + - + + - + - + - - + - + - + 
' 
Table 5.2. Seventeen single degree of freedom contrasts for treatments 
from the F-squares in Table 6.1. 
e 
61 62 63 64 65 6( 
- 0 + - 0 + 
+ -2 + .+ -2 + 
-
+ + 0 
-
0 
+ + + -2 + -~ 
+ 
- + 0 0 -
+ + + -2 -2 + 
0 
-
+ 
-2 + + 
0 0 + 
-2 -2 + 
0 0 + 
-2 -2 + 
0 0 + 
-2 -2 + 
0 0 + 
-2 -2 + 
+ - + 
-
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
-
I 
t-' 
w 
I 
+ 0 
+ -~ 
- -
+ + 
- -
+ + 
- -
+ + 
- -
+ + 
+ 
-
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and a remaining set of seven degrees of freedom which can oe used to construct 
additional orthogonal F-squares. It should oe possible to produce a complete set 
of mutually orthogonal F-squares for ~ n. Note that these remaining seven in-
teraction degrees of freedom are orthogona.~ to rows and columns in the n oy n 
square. A check should be made to ascertain that the interaction of the treat-
ments in tlTO F(6;~,.Ai,.Ai)-squares is orthogonal to the remaining 17 - 4 :::; 13 
sir:.g.le degree of freedom contrasts for treatments from the remaining seven F-
squ1lres. 
On checking the interactions of the eight sets of two and one set of one 
to make 17 single degree of li·ccdom contrasts in Tao1e 5.2 to ascertain which 
are orthogonal to row and column contrasts, we note that from the interaction sum of 
squares from treatments in square 1 with the treatments in square 9, we obtain 
contrasts 'r.ith four different coefficients and from these write the following 
square from contrasts <; x C17 and C2 x <;, 7 : 
0 1 2 2 1 3 
3 1 1 0 2 2 
1 3 0 1 2 2 
2 2 3 1 1 0 
2 2 1 3 0 1 
1 0 2 2 3 1 
This F(6~,~~~,A4 )-square is orthogonal to squares 5, 6, 7, and 8, it is 
composed from square 1 plus square 9, and it is not orthogonal to squares 2, 3, 
and 4. The follmr.ing F(6~ J.i ~ A4 )-square is orthogonal to the same squares 
as aoove (changes are in parentheses): 
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0 .1 
... 
. -~ 1(2) 2(1) 3 
3 2(1) .l 0 1(2) 2 
2(1) 3 0 1 2 1(2) 
1(2) 2 3 2(1) 1 0 
.. 
2 1(2) 2(1) 3 0 1 
1 0 1(2) 2 3 2(1) 
From the interactions C10 X Cl 7 and C9 X C17 we ootain the following 
F(6;Af,~,Ai,A~)-square: 
1 2 2 1 0 3 
2 1 1 2 3 0 
2 1 0 3 1 2 
J,. 2 3 0 2 1 
0 3 1 2 2 1 
3 0 2 1 1 2 
This square vrhich is composed from squares 5 and 9, is . orthogonal to squares 1 
to 4 and 6 to 8. As in the previou~ case the above F(6;f\,P.i,P.i,A4 )-square could 
'be replaced oy the following and 1;.he orthogonality with the other squares '\'Tou.ld 
still hold (changes are in parentheses): 
2(1) 1(2) 2 1 0 3 
1(2) 2(1) 1 2 3 0 
2 1 0 3 2(1) 1(2) 
1 2 3 0 1(2) 2(1) 
0 3 2(1) 1(2) 2 1 
3 0 1(2) 2(1) 1 2 
The fact that squares 5 and 9 can De put together to form an F(6;f\,P.i,.Ai,A4 )-
square suggeststhat one might superimpose square 9 on square 5 to form this square 
as follows: 
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01-1 00-2 11-3 .10-4 21-5 20-6 
00-2 01-1 10-4 .11-3 20-6 21-5 
11-3 10:-4 21-5 20-6 01-1 00-2 
10-4 11-3 20-6 21-5 00-2 01-1 
21- 5 20-6 01-1 00-2 11-3 10-4 
20-6 21-5 00-2 01:..1 10-4 11-3 
We note that there are six different combinations of a 2 x 3 factorial which 
suggest a latin square of order 6. This latin square is orthogonal to F(6;Ai,Ai,Ai)-
squares numbers 1 to 4 and 6 to 8. This means that a set OF(6;Af,~,Ai,7: 
6;~,Aa,Aa,A4,As,A6 ;1)-squares has now ·oeen formed and the treatment degrees of 
freedom in these 8 orthogonal F-squares account for 7(3-1) + 1(6~.1) = 19 of the 
25 r~r oy column interaction degrees of freedom. If one can account for the re-
maining six degrees of freedom, a CSOFS of order six exists. 
The preceding exercise leads to a conjecture: 
Conjecture: If the interaction contrasts bet"t'reen the treatment contrasts in two 
(or more) F-squares are unconfounded with row and column effects, this means that 
an F-square with more symoo1s can be formed from these two (or more) F-squares. 
This conjecture is related in some unknown manner to Ma.nde.li 's [1975] con-
cept of "closure under multiplication". From. the preceding we also can make 
the fol1~ng statement: 
Statement: Any latin square of order six can oe decomposed into an F(6;~,~)­
square and an F(6;~,A;21 As,A4 ,~).:.square as well as into an F(6;~ ,~)-square, 
an F(6;ft.i,P.i,.Ai)-square, and an unknown remainder. 
The proof of this statement comes directly from rewriting the numbers 
1, 2, 3, 4, 5, 6 as 00, 01, 02, 10, 11, 12 in any latin square. Then in the ij'th, 
i=0,1, j=O,l,2, combination notat~on, .the i'th suoscript forms the F(6;~,~)-square,e 
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the j 'th suoscript forms the F(6~2,P.i,PJ)-square, and the F(6;~ 1 Aa 1 Aa,A4 ,Ai)-
square is formed from the remaining orthogonal contrasts as follows: 
Treatment 
l 2 3 4 5 6 
+ + + forms an F(6;~,~)-square 
+ + + + -2 -2 } + + 0 0 forms an F(6;~,~,Ag)-square 
forms an F( 6 ;A1 , As, Aa, A4 , .Ai)-square 
+ 
-
+ 
-
0 0 
+ - + 0 0 
The statement can obviously oe generalized for any latin square of order 
n = qkrs • • • • 
Having exhausted the "interaction of treatment contrasts which are orthogonal 
to ro'\'TS and columns" approach, one could consider linear combinations of treatment 
interaction contrasts which are orthogonal to row and column effects. For example, 
contrasts 
can ·oe used to form an F(6;Ai,~~~)-square as fo.ll01>TS: 
0 2 0 2 l 1 
2 0 1 1 2 0 
0 2 1 l 0 2 
1 1 2 0 2 0 
1 1 0 2 0 2 
2 0 2 0 1 1 
This F-square is orthogonal to squares 1 to 4 but not to 5 to 9, and is called 
square 10. 
Likewise, 
-.18-
can oe used to form the following F11 (6;~,~~Ai)-square: 
1 1 0 2 0 .2 
2 0 2 0 1 1 
0 2 0 2 1 1 
2 0 1 1 2 0 
0 2 1 .l 0 2 
1. 1 2 0 2 0 
Square 11 is orthogonal to squares 1 to 4 but not to squares 5 to 10. Also, 
(C1 x C6 - C~ x C7 )/2 and (3(C1 XC7 ) + ~ x C8 )/2 can ·oe used to form an 
. . ,··· ., . .... ' . . . . 
F(6;~1 Ai,Ai)-square and so forth. Because of the weakness of linear model theory 
here, it is not known how to proceed with linear combinations of interaction con-
trasts for usefUlness in constructing orthogonal F-squares. 
The complete set of treatment contrasts which are orthogonal to each other, 
to rows contrasts and to columns contrasts and are not in the same F-square 
listed in Table 5.1, are: 
~C17 -which can be used to form an F(Af,Ai~Ai)-square 
C;<;7 
C9 C17 - which can be used to form an F(Af,.Ai,Ai)-square 
--. 
C9 C18 - which can be used to form an F(At1 ~,Ai)-square 
C9~ 0 C17 - which can be used to form an F(Ai,~~~)-square 
C9 Cl 7 C18 - which can be used to form an F(~2,~1 Ai)-square 
<;0<;7 
<;_0Cl7c;,B 
c;7c1e 
where Cle is ootained from the following F(~ 1 ~)-squa.re: 
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11:1 .~ P.O 
1 1 . 1---1-.....d..- b 
1 1 0 0 1 1 
1 1 0 0 1 1 
0 0 1 1 1 1 
0 0 1 1 1 1 
The remaining interaction contrasts are confounded vath row effects, with column 
effects, or v7i th ooth row and column effects. It is not knm-m hm-1 to use contrasts 
6. Interactions of Row and Treatment and Column and Treatment Contrasts 
Since the results in section 5 appear to indicate only that larger F-squares 
rather than additional F-squares can be ootained, vre shall study r0\'7 by treatment 
and column oy treatment contrasts. Only those which are unconfounded "tvi th columns 
and rO\'ls will ·oe considered. The row and column contrasts used were: 
RO"\i Column 
1 2 3 4 5 6 1 2 3 4 5 6 
I\ 1 -1 1 -1 1 -1 I; 1 -1 1 -1 1 -1 
Ra 2 -2 -1 1 -1 1 1<2 2 -2 -1 1 -1 1 
Rs -2 -2 1 1 1 1 ~ -2 -2 1 1 1 1 
R4 0 0 -1 1 1 -1 K4 0 0 -1 1 1 -1 
Rs 0 0 -1 -1 .1 1 y's 0 0 -1 -,1 1 1 
The treatment contrasts were those in Table 5.2. One additional treatment con-
trast "tvas added, i.e. C18 , and "t-Tas obtained from the follO"\ving F(6 ;~~)-square: 
-20-
l 1 l 1 0 0 
l 1 1 1 0 0 
l 1 0 0 1 1 
1 1 0 0 1 1 
0 0 1 1 1 l 
0 0 1 1 1 l 
The following contrasts were orthogonal to rm-r and column contrasts: 
R.a. C1 which produces an F(6;Af,Ai A~)-square 
1\Ca 
1\. Cg 
I\ C1. 0 
R.i. ~8 
R.i. ~~7 } which produces an F(6;A[,~,A~)-square 
1\<;o<;.., · · 
RaCs 
Ra C1. 0 
Ra c;, '7 
RaC,.e 
%C1., 
·RaCs c;., 
Fa<;.oc;,., 
R.a, Cg 
R,g, c; 0 
I\<;. 7 whfch ~~oduce s an F ( 6 ;Af, ~-' Ai)-s~uar~ 
R.,C,.a 
1\;<;. 7 which produces an F(6;Af,.Ai,~)-square 
~esc;., 
}\;CloCl?' 
It is not known what type of F-square can ·oe produced from those not marked above. 
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The interaction of column contrasts with treatment contrasts <;, C2 , • • ·, C1 9 
which are orthogonal to rows and columns are: 
KJ. C1 which produces an F(6;J\2,Jsi,Ai)-square 
Y'l Ca 
KJ. Cg \ 
K ,.. J which produce an F(6;A{,~,A.i)-square 
l"l.O 
KJ. c;, 1 which produces an F(6;~,Ai,Ai)-square 
KJ. <;:a 
Y'l C13 'tlmich produces an F(6;~2,.Ai,Ai)-square 
KJ. s4 
KJ. c;_ 6 vrhich produces an F(6;Af,.Ai,A.i)-s~are 
K1 C1e 
Kl <;.a 
KJ. C9 <; 7 which produces an F(6;~,~,A.i)-square 
Kl c1oc17 
KaCa 
Kac;o 
K"aC11 
KaC1:a 
KaC1a 
KaC14 
K"aC1s 
Ka<;s 
KaCl., 
KaC1e 
y"3 c;."' 
KaC9<;'7 
I\ac;ocl"' 
K4C9 
K4Clo 
K4<;1 
K4 C12 
K4Cl3 
K4Cl4 
K4tc;5 
K.a. c;e 
K4tC17 
K4C1a 
KSC17 
K's c9c17 
KSC1oc17 
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It is not known how to use the unmarked contrasts aoove to form F-squares. 
There are row by treatment contrasts which are also column contrasts. The 
complement of those contrasts orthogonal to columns are confounded with columns. 
founded '¢.Lth column effects. The same is true for the column by treatment con-
trasts. We have listed the contrasts aoove which are orthogonal to row contrasts, 
and the complement of these, or the remaining ones, are confounded with row 
contrasts. 
7. Some Unsolved Pro·olems 
From the preceding it appears that the following conjecture is true: 
Conjecture: Let C13 , i=l,2,···,n, j=l,2,···,n-l be the coefficients of n-1 
mutually orthogonal contrasts among n i terns. Then, for any j, say j"', the 
set of k, 1$ k ~ n-1, distinct contrasts in the set c13*, C1 ! C13*, j ~ j*, are 
mutually orthogonal. Also, for any two j, say j* and j+ , the set of k, 
1 ~ k::;; n-1, distinct contrasts in the set c,,*, c13+' c,J*ctl+ctJ' j ~ j+ ~ j*, 
are mutually orthogonal. This can ·be extended for any set of j • 
n 
The start of a proof can "be made by noting that E c, 3c13* = o, j ~ j*, from i=l 
the orthogonality of the C13 and hence is a contrast. From the Helmert polynomial 
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contrasts we observe that there are one to n-,1 distinct contrasts formed, depend-
ing upon which j* is selected. 
n 
But, hovr does one prove that . I: C~ J *C 1 J = 
l=l 
0 or 
The vreakness of linear models theory in this area is again exemplified by the 
following questions: 
1. Hovr should one select row (R, ), column (Cl ), and treatment contrasts in 
order to obtain the simplest relation between R1 CJ and the treatment contrasts in 
a set of orthogonal F-squares? 
2. The interaction of treatment contrasts in different F-squares should pro-
duce what kinds of contrasts? 
3. If one interacts treatment contrasts in two orthogonal F-squares and if 
these contrasts are orthogonal to rows, to columns, or to both, what does this 
mean? 
4. ~fuat conclusions can be dravm from interaction contrasts among treatment 
contrasts from a set oft F-squares? 
5. Hovr does one use Mandeli 's [1975] concept of "closure under multiplication" 
for n t a prime power? 
6. How does one generalize the works of Finney [1945, 1946a, 1946b, 1960], 
Freeman [1964, 1966], and Gilli.land [1975] on orthogonal partitions of latin 
squares? For example, theorem 3 in Finney [1945] can be easily expanded and gen-
eralized (see section 5). 
7. Ho"\'1 does one tie up all this work with the works of A. Hedayat and E. 
Seiden on F-squares? 
Obviously these questions could go on and on but these are sufficient to indi-
• cate that m.uch vrork needs to be done in this area in order to form a complete and 
coherent theory. 
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