With the number of channels in the hundreds instead of in the tens Hyper spectral imagery possesses much richer spectral information than multispectral imagery. The increased dimensionality of such Hyper spectral data provides a challenge to the current technique for analyzing data. Conventional classification methods may not be useful without dimension reduction pre-processing. So dimension reduction has become a significant part of Hyper spectral image processing. This paper presents a comparative analysis of the efficacy of Haar and Daubechies wavelets for dimensionality reduction in achieving image classification. Spectral data reduction using Wavelet Decomposition could be useful because it preserves the distinction among spectral signatures. Daubechies wavelets optimally capture the polynomial trends while Haar wavelet is discontinuous and resembles a step function. The performance of these wavelets are compared in terms of classification accuracy and time complexity. This paper shows that wavelet reduction has more separate classes and yields better or comparable classification accuracy. In the context of the dimensionality reduction algorithm, it is found that the performance of classification of Daubechies wavelets is better as compared to Haar wavelet while Daubechies takes more time compare to Haar wavelet. The experimental results demonstrate the classification system consistently provides over 84% classification accuracy.
INTRODUCTION
Remote sensing research focusing of image classification has long attracted the attention of the remote sensing community because classification results are the basis for many environmental and socio economic applications such as land cover classification, agriculture and urban land use (Gallego,2004) . Extracting land cover information from remote sensing images is one of the key applications of remote sensing research (Campbell,1996) . Hyper spectral remote sensing involves image acquisition and analysis of spectral cubes which are composed of tens and hundreds of narrow spectral bands. This process is used for extracting, identifying and classifying materials. The main assumption is that there are relations between the chemical, biological and physical properties of those materials and phenomena and the characteristics of their reflected radiation distribution. Those relations are the basis of remote sensing analysis (Sellers et al., 1995) . The Hyper spectral sensors commonly oversample the spectral signal to ensure that narrow band features are adequately represented.
High dimensional data space generated by the Hyper spectral sensor creates a new challenge for conventional spectral data analysis techniques. The important job here is to eliminate this redundancy while at the same time preserving the high quality features for the classification algorithm. This dimensionality reduction process is referred to as feature selection (Backer,2005) . The goal of dimension reduction is to map high dimensional data into a lower dimension while preserving the main features of the original data. Dimensionality reduction using wavelet filters (Haar and Daubechies) allows the separation of classes without significantly loosing the original information.Various applications use the wavelet transform for image compression, edge detection and image fusion particularly for synthetic aperture radar (Niedermeier et al., 2000) multispectral and panchromatic data (Zeng and Cumming,2001 ).
Again, in conventional methods of classification, the number of samples required to train the classifiers increase exponentially with the number of bands used for classification. This makes it impossible to obtain reasonable estimates of the class-conditional hyper-dimensional probability density functions used in standard statistical classifiers (Jenson,1996) .This is known as Hughes phenomenon (Landgrebe, 2002) or the curse of high dimensionality. In this situation, it is usually required to reduce the dimensionality of the data for hyper spectral image processing analysis and applications.
Several work devoted to the studies on the classification of hyper spectral remote sensing data have been reported in the literature (Tajudin and Landgrebs,1998) . Common classifiers include the statistically-based technique such as the Maximum Likelihood (ML) and Support Vector Machine (SVM). SVM aim to maximize the margin between two classes of interest and place a linear separating hyper plane between them. As SVMs can adequately classify data in a higher dimensional feature space with a limited number of training samples, they overcome the Hughes Phenomenon.
Since it is always difficult to acquire a lot of sample ground truths, the aim should be to achieve good classification accuracy with as little ground truth data as possible which means that the dimensionality of the Hyper spectral data should be brought to as minimum value as possible. In this study, the performance of the classifiers will be assessed for the mapping of agriculture and forest area of Indian pine AVIRIS(Hyper spectral sensor) data.
The foci of this paper are on providing a summarization of dimensionality reduction methods and techniques used for improving classification accuracy and compare the results of Hyper spectral classification accuracy and on discussing important issues affecting the success of image classification. In the next section, we briefly introduce the wavelet transform, Support Vector Machine classification algorithms. Then we describe the Hyper spectral dataset and experiments. This is followed by results, discussion and conclusions.
WAVELET
Discrete Wavelet Transform (DWT) has been exploited ( Mallat,1999) in order to extract the most discriminative multi scale features. Within the variety of already available techniques for Hyper spectral image reduction, the method of DWT is chosen for analysis because of the wavelet's inherent multi-resolution properties and it preserves high and low frequency feature therefore preserving peaks and valleys found in typical spectra (Mallat,1989) . This paper includes dimensionality reduction of Hyper spectral image using various wavelet filter. In wavelet based approaches, the one dimensional DWT has generally been applied to pixel spectral signatures rather than to the magnitude of the spectral values. DWT separated the finescale and large-scale information in the original signal into the wavelet detail and approximation coefficients respectively and the wavelet decomposition coefficients include all information of the original signal. Multi-scale features of the original Hyper spectral signal can be extracted directly from the wavelet decomposition coefficients.
In this paper one dimensional discrete Wavelet transform will be used for reducing Hyper spectral data in the spectral domain for each pixel individually. This transform will decompose the Hyper spectral of each pixel into a set of composite bands that are linear, weighted combination of the original spectral bands.
Haar Wavelet
Haar wavelet is the fast and simplest. The Haar wavelet transform has the advantages of being conceptually simple, fast and memory efficient. Since it can be calculated in place without a temporary array. Haar wavelet is discontinuous, and resembles a step function. The high-pass(G) and low-pass(H) filters is given by G = [ ] which are the shortest possible wavelet filters (Burrus et al.,1998) .
Daubechies Wavelet
Daubechies Wavelet constructed a family of easily implemented and easily invertible wavelet transforms that in sense generalize the Haar transform. Like the Haar transform, the Daubechies wavelet transform is implemented as a succession of decompositions. The only difference is that the filter length is more than two. So it is more localized and smooth. 
CLASSIFICATION
Classification is the process of taking an image and breaking it up into specified classes depending on the differences in Hyper spectral signature of each material. Pixels with similar Hyper spectral signatures are generally grouped into the same class. An effective dimension reduction algorithm will retain the information on each material enough that when ran classification, the same material should be grouped into the same class. In (Kempeneers et al., 2004) , after applying DWT to Hyper spectral data wavelet coefficients, wavelet energies, and wavelet detail histograms have been used as features for classification. In this paper Support Vector Machine classification is used.
Support Vector Machine(SVM)
The statistical learning algorithm SVM has some advantage over the well established algorithms neural network and decision tree. It considers the dot product of the feature vectors to construct the optimal hyper plane rather than clustering or interpolation as like other classifiers. So there is less probability of losing important information during the modelling. The SVM approach seeks to find the optimal separating hyper plane between classes by focusing on the training cases that are placed at the edge of the class descriptors. These training cases are called support vectors.
Training cases other than support vectors are discarded. This way not only is an optimal Hyper plane fitted but also less training samples are effectively used. Thus high classification accuracy is achieved with small training sets (Foody et al., 2004) . This feature is very advantageous especially for remote sensing datasets where training samples tend to be less in number than in pixel based approaches. The SVM method was designed to be applied only for two class problems. For applying SVM to multi-class classifications two main approaches have been suggested one against one and one against all. The basic idea is to reduce the multi-class to a set of binary problems so that the SVM approach can be used. We used one against all approach for multiclass classification.
METHODOLOGY
In this paper the first step is to reduce Hyper spectral data by dimensionality reduction using Haar and Daubechies wavelet filters. Then this reduced Hyper spectral data is classified using
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ISPRS Technical Commission VIII Symposium, 09 -12 December 2014, Hyderabad, India SVM . SVM was used for classification because it gives better classification accuracy compare to other classifiers. Then we did accuracy assessment. Accuracy assessment is an important step which gives the true assessment of the result obtained. It gives the accuracy of classified image. validation data has been collected from different parts of the study area. Validation data also known as ground truth data. Here we are comparing wavelet filters in terms of classification accuracy and computational time.
Fig. 2. Block diagram for the wavelet-based classification system

EXPERIMENTAL DATASET
Dataset is of the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor which is Hyper-spectral sensor. This dataset is used to investigate the effectiveness of the classifier to classify high dimensional data. The image is taken over of NW Indiana's Indian Pine test site. Its 224 wavelength-sensitive detectors obtain spectral data to reveal information about the viewed area's composition. From the original 224 spectral channels, 4 bands were discarded at the time of pre processing, so the data has of 220 bands. There are 20 atmospheric absorption bands in this data. This data very popular in research. An advantage of this data is the availability of reference ground truth image which can also be used to extract the training and testing samples required for classification and accuracy assessment. The area appears to be cover 2/3 agriculture and 1/3 forest or other natural perennial vegetation.
The centered spectral range (wavelength) of the data covers from 0.400 μm to 2.498 μm for all 220 bands. The classification algorithms applied to this data for demonstrate the performance of module. The classifications have been performed on a pixel by pixel basis. The image and the reference data is shown in the Fig  3.a and Fig 3. b. The reference data contain 16 different classes.
Only 13 classes are considering in the classification, as other classes contain very few pixels. The one against one multi class classification algorithm is used because of its ability to train fast . Approximately half of the pixels from each class are used for training with the remaining 50% forming the test set on which performance is assessed.
RESULTS AND DISCUSSION
AVIRIS data set has been used for analysis. The centred spectral range of the data covers from 0.4 µm to 2.4 µm for all 200 bands. Input data, ground truth and classified data are shown in fig 3. a-3.f respectively.
Haar mother wavelet is arguably the simplest of all mother wavelets to implement that is why the Haar mother wavelet is commonly used. However, there exist infinitely many mother wavelets. In this paper commonly used mother wavelets were investigated. These mother wavelets are from the Haar and Daubechies families (Schowengerdt, 1997) . Based on the mother wavelet classification accuracy can be greatly affected.
Daubechies are compactly supported orthonormal wavelet and preserves the energy of signals while Haar did compression which involves averaging and differencing. In our experiment it has been found that Daubechies filters provide better classification results than Haar but takes more computational time due to longer support of scaling and wavelet coefficients. However by increasing the filter length of Daubechies filter does not yield significant improvement in classification accuracy as shown in table 1. As we can see in table 1 classification accuracy using daub8 filter gives and daub10 filter is nearly same . Accuracy of classification algorithm mainly based on number of training sample of each class and consistency in classifying the same materials as the same class.
We saw that after dimension reduction certain materials were more distinct therefore they were identified correctly into different categories. Previous studies have shown that dimensionality reduction increases the classification accuracy (Burgers, 2009) . DWT features bring not only sharp localization but also sharp frequency (Nunes et al., 2003) which leads to better classification with less number of features.
From a complexity point of a view, the whole algorithm complexity is in the order of O(MN), where M is the number of pixels in the spatial domain and N is the number of bands. We validated the different wavelet-based dimension reduction using supervised classifications(SVM) of Hyper spectral AVIRIS data. The results show that Daubechies wavelet-based dimension reduction method provides a good computational efficiency as well as a better classification. Accuracy assessment is performed by calculating the confusion matrix between ground truth data and classified image. The result of SVM classified image are given in Table 2 presents the User accuracy and Producer accuracy derived from the confusion matrix with the test dataset. while after dimensionality reduction overall accuracy of classifier is 87.7% before dimensionality reduction and after dimensionality reduction it is 85.6% using Db10 wavelet filter. So there is nearly 1% classification accuracy decreases after dimensionality reduction. While table 3 shows number of training and testing sample of each class used in the classification. Validation is an essential step for any classification which assess its accuracy by performing validation. One can evaluate the accuracy of the classification performed, whether all the classes in the image are classified correctly or not. For performing validation, we need to have the ground truth data . By using the ground truth data, pixel wise check is performed on the classified image and the accuracy is calculated.
CONCLUSION
In this paper we have compared the classification results of Hyper spectral data after dimensionality reduction from the Haar and Daubechies wavelet filter. We have qualitatively and quantitatively assessed the classification results by visual inspection and accuracy assessment respectively. By visual inspection it is clear from the classified images that the results from the Daubechies are better than the results from the Haar wavelet. This conclusion is confirmed by accuracy assessment shown in table 1 which shows that the accuracy in the form of overall accuracy of classification from the Daubechies are significantly higher than that obtained from the Haar wavelet. While Haar wavelet has less computational time than Daubechies wavelets.
DWT method outperformed from other techniques that consider only frequency content of the signal and not localized information such as FFT and DCT based feature extraction. Wavelet-based system is generally more sensitive to the selection of mother wavelet. However, with the appropriate selection of mother wavelet could produce better classification accuracies. When investigating which mother wavelet is best. it is found that the results vary from application to application. DWT is linear time complexity so it could be an appropriate choice as a data dimensionality reduction tool.
We showed that the Wavelet Reduction method yields better classification accuracy. This can be explained by the fact that Wavelet reduced data represent a spectral distribution similar to the original distribution but in a compressed form. Thus the high dimension of Hyper spectral data which is a curse for various conventional classification algorithms can be used very effectively after reducing its dimension using the proposed approach. However this method needs to be verified for some more Hyper spectral data. Further an algorithm for picking up the optimal (nature, range) subset of bands may be considered as future scope of research.
