Introduction
In the summer of 1953, at the Los Alamos Scientific Laboratory, Fermi, Pasta, and Ulam (FPU) began a series of numerical experiments on nonlinear problems using the newly built electronic computer called MANIAC. This work culminated in their report [2] , cf. [15] . Initially, the problem under study was to determine the "rate of approach to the equipartition of energy among the various degrees of freedom" of a nonlinear continuous string. If we let y(x, t) denote the longitudinal displacement of the position on the string which in equilibrium is situated at #, then the equation of motion is given by c^ytt = [1 + Sn(y x )]y xx (1.1) where subscripts denote partial differentiations with respect to t and x, c is the linear wave speed, 5 is a measure of the relative magnitude of the nonlinearity, and n specifies the nonlinearity. Equation (1.1) was discretized by FPU [2] for the case n = y x , and
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A DERIVATION OF GARDNER'S EQUATION 135 they solved the discrete equations numerically over many periods of the linearized oscillations. While following the energy distribution in the various linear modes of vibration, they observed near-recurrence behavior, i.e., the initial energy originally contained in the lowest mode of vibration flowed into other modes of vibration, but then almost completely returned to the first mode.
On the other hand, Zabusky [16] solved the equation exactly using the hodograph transformation. The important qualitative feature revealed was that the solution could become multivalued and, therefore, was unacceptable as a solution to the physical problem. This is clear since nonlinear hyperbolic partial differential equations can have characteristics of the same family crossing each other.
The contradiction between the numerical and exact results was resolved by Kruskal and Zabusky [6, 7, 17] who showed that the discretized version of (1.1) used by FPU [2] actually approximated a fourth-order quasilinear partial differential equation given by Subsequently, various researchers have discovered many important properties of this equation and its solutions, e.g., solitons and an explanation of the recurrence phenomenon (see Miura [11] for a survey of results and references).
One of the first properties discovered by Miura et al. [12] was the existence of an infinite number of conservation laws. The simple elegant proof presented in [12] is due to Gardner and uses his equation Gardner's equation can be obtained by a Galilean transformation applied to the modified Korteweg-deVries equation [12] . Since then, Gardner's equation has been derived in various studies to describe surface and internal waves in fluid mechanics ( [3, 4, 5, 9, 10] ). These derivations are based on the argument that in these applications, the quadratic and cubic nonlinearities are of comparable "significance." Chow [1] and Marchant and Smyth [8] derived an "extended Korteweg-deVries" equation which includes higher-order nonlinearities c-'rt T l + ij(r + + r-) as well as a fifth-order spatial derivative term. Under a special scaling and ignoring the higher-order dispersion terms [8] , this is reduced to Gardner's equation.
In this paper, Gardner's equation is shown to represent an approximation to the class of quasilinear partial differential equations using modifications of the Riemann invariants for the associated second-order equation, i.e., with 5 = 0. Properties of Gardner's equation and its solutions follow from properties of the modified Korteweg-de Vries equation using a Galilean transformation [12] .
Approximation using modified Riemann invariants
The reduced second-order form of (1.7), i.e., with 5 = 0, has the Riemann invariants, 
Here all terms through 0(6 2 ) have been kept. The difficulty in simplifying (2.12) further is the mixed occurrences of r + and r~. To overcome this difficulty, an idea due to Tang and Tappert [14] is used. Introduce new dependent variables as modifications of the Riemann invariants (2.1), namely Thus (2.13) u + + u~ =r + + r~ +0(5 2 ), u + -w = r + -r" (2.14)
Recursive solution of (2.13) for r ± yields r ± =u ± -
S -^(u+ + u-) xx + 0(S*).
Also, the leading-order terms from (2.12) and (2.14)-(2.15) yield These two evolution equations for nr* 1 are first-order in time and third-order in x and form a coupled system of nonlinear dispersive equations. With the specified scalings, the solutions ^ should be accurate up to 0(5 3 ).
Reduction to Gardner's equation
Finally, reduction of (2.17) to Gardner's equation follows from:
Theorem. //tr^Xjt) are classical solutions of (2.17), w* 1 and u~ are bounded, and 
Then since for any t, there is some constant M > 0 such that
-00 < a; < 00, (3.4) there is the inequality d 4<ME at (3.5) (3.6) with solution
E{t) < E(0)e Mt .
Now u + (x, 0) = 0 implies £"(0) = 0, so that E(t) = 0 for all t > 0. Prom continuity of u + in x, this implies u"^(x,t) = 0 for all -00 < x < 00, 0 < t. Thus the equation for u~ becomes (3.2). 
