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Recent ab initio theoretical calculations of the electrical performance of several two-dimensional
materials predict a low-field carrier mobility that spans several orders of magnitude (from 26,000 to
35 cm2 V−1 s−1, for example, for the hole mobility in monolayer phosphorene) depending on the
physical approximations used. Given this state of uncertainty, we review critically the physical mod-
els employed, considering phosphorene, a group V material, as a specific example. We argue that
the use of the most accurate models results in a calculated performance that is at the disappoint-
ing lower-end of the predicted range. We also employ first-principles methods to study high-field
transport characteristics in mono- and bi-layer phosphorene. For thin multi-layer phosphorene we
confirm the most disappointing results, with a strongly anisotropic carrier mobility that does not
exceed ∼ 30 cm2 V−1 s−1 at 300 K for electrons along the armchair direction.
I. INTRODUCTION
In the past couple of decades, the theoretical study
of electronic transport in semiconductors has been af-
fected by two new driving factors. First, the effort to
scale transistors to the nanometer-size has stimulated
interest in materials and devices that are quite differ-
ent from the ‘conventional’ materials employed by the
micro-electronics industry. References 1–3 constitute ex-
cellent recent overviews of the state of the art. Unlike
silicon, germanium, or III-V compound semiconductors,
for which decades of study have resulted in a reliable
database of their electronic properties (e.g., band gap,
effective mass, and carrier mobility), the atomic, elec-
tronic, and transport properties of many of these new
materials are, at best, poorly known; at worst, even their
existence and stability are known only from theoretical
predictions. The infancy of the technology used to deal
with these materials also casts doubts on the usefulness
of experimental results, because of the large deviations
from ideality that are expected from such an immature
and fast-changing technology.
The second driving cause is the timely and welcome
progress recently made in ab initio (or ‘first principles’)
theoretical methods. Whereas in the past their predic-
tions have been limited to small systems and had little
or no connection to electronic transport, recent progress
made in physical understanding, numerical algorithms,
and computing hardware has broadened their range of
applications, improved their accuracy, and extended their
scope to electronic transport.4 Density functional the-
ory (DFT) is now routinely used to predict the atomic
and electronic structure of these new materials, thanks
to the wide availability of computer packages, such as the
Vienna Ab initio Software Package (VASP)5–8 or Quan-
tum Espresso (QE)9 . Even the strength of the electron-
phonon interaction can now be calculated using DFT by
using either finite ion displacements10 or Density function
Perturbation Theory (DFPT)11,12, a remarkable evolu-
tion since the early ‘pioneering’ days in which the rigid-
ion approximation13 and empirical pseudopotentials were
painstakingly used to estimate deformation potentials in
Si, intervalley deformation potentials in III-V compound
semiconductors14,15, and used in Monte Carlo transport
studies16,17. Even transport in open systems has been
studied using DFT18 and such an ab initio formalism
has also been used to study dissipative transport in the
two-dimensional materials of current interest19.
Despite this remarkable progress, and limiting our-
selves to the carrier mobility in covalent two-dimensional
materials, theoretical predictions reported in the litera-
ture disagree wildly. Our purpose here to analyze criti-
cally the situation we face regarding phosphorene, taken
as a striking example of this uncertainty and disagree-
ment that is due to both physical and computational
aspects, understand the underlying causes, learn from
this how we should proceed, and consider in detail low-
field and high-field electronic transport in phosphorene.
Therefore, this paper is organized as follows: In Sec. II we
discuss the state-of-the-art regarding the carrier mobility
in phosphorene, presenting results obtained in a simpli-
fied but realistic model. In Sec. III we present a general
theoretical framework to study low- and high-field elec-
tronic transport in 2D crystals using DFT. Finally, we
present our results for mono- and bi-layer phosphorene
in Sec. IV.
2Table I. Experimentally measured hole mobility, µh, in phos-
phorene multilayers at 300 K.
Reference µh (cm
2V−1s−1) thickness
Akahama et al.(a) 150-1,300 bulk black phosphorus
Li et al.(b) 300-1,000 > 10 nm
Xia et al.(c) 600 15 nm
Gillgren et al.(d) 400 ‘few layers’
Doganov et al.(e) 189 10 nm
Xia et al.(c) 400 8 nm
Liu et al.(f) 286 5 nm
Xiang et al.(g) 214 4.8 nm
Cao et al.(h) 1 monolayers
Cao et al.(h) 80 bilayers
Cao et al.(h) 1,200 trilayers
(a) Ref. 49 (e) Ref. 32
(b) Ref. 29 (f) Ref. 30
(c) Ref. 28 (g) Ref. 33
(d) Ref. 34 (h) Ref. 31
II. CARRIER MOBILITY IN PHOSPHORENE
Monolayer black phosphorus (bP), or phospho-
rene, is one of the many two-dimensional materi-
als that have attracted enormous interest since the
isolation of graphene20. Considering only cova-
lent crystals, notable examples that we shall men-
tion or consider explicitly here include silicene21–24,
germanene25,26, phosphorene itself, of course27–35,
arsenene36–39, antimonene38–41, stanene42–44, and an-
other large-band-gap two-dimensional topological insu-
lator, bismuthene45,46 which, known since the 1990s, has
become the subject of recent renewed interest47,48. In-
terest in phosphorene presumably originates from the
very large carrier mobility measured in bulk black
phosphorous49,50. This interest has been reinforced by
the good measured electrical properties of field-effect
transistors (FETs) having many-layer phosphorene as
channel material28–35. Despite such wide interest, to our
knowledge, the intrinsic charge-transport characteristics
of monolayer phosphorene have not been widely stud-
ied experimentally, having been reported only in Ref. 31.
Moreover, theoretical predictions are in wild disagree-
ment. We shall now review the experimental and theo-
retical information available at present, before discussing
the causes of the theoretical confusion.
A. Available experimental and theoretical results
Given the large number of studies that have been pub-
lished regarding the carrier mobility in phosphorene, it is
convenient to summarize in Tables I and II the available
experimental and theoretical results, before commenting
on them. A necessary critical review will follow, as an-
ticipated.
Experimental information. As we have mentioned
Table II. Theoretical calculations of the 300 K electron and
hole mobility, µe and µh, in monolayer and bilayer phospho-
rene.
Reference µe (cm
2V−1s−1) µh (cm
2V−1s−1)
armchair zigzag armchair zigzag
monolayers
Qiao et al.(a) 1,100 80 640-700 10,000-26,000
Jin et al.(b) 210 40 460 90
Rudenko et al.(c) 738 114 292 157
Rudenko et al.(d) ∼700 ∼250
Trushkov et al.(e) 625 82
Liao et al.(f) 170 50 170 35
This work(g) 20 10 19 2.4
This work(h) 21 10 19 3
This work(i) 25 5
bilayers
Qiao et al.(a) 600 140-160 2,600-2,800 1,300-2,200
Jin et al.(b) 1,020 360 1,610 760
This work(g) 14 7 12 2
(a) Ref. 51
(b) Ref. 52, Monte Carlo and DFT (DFPT)
(c) Ref. 54, LA and TA, one-phonon processes
(d) Ref. 54, LA and TA, one- and two-phonon processes
(e) Ref. 53, LA and TA, at a density of 1013 electrons /cm2
(f) Ref. 55, DFT (DFPT)
(g) Monte Carlo and DFT (finite differences), acoustic and
optical phonons
(h) Monte Carlo and DFT (DFPT)
(i) Kubo-Greenwood, acoustic phonons only, elastic and
equipartition approximation
above, interest in phosphorene has been stimulated by
the relatively high room-temperature carrier mobility
measured in black phosphorus: 300 to 1,100 cm2V−1s−1
for electrons and 150 to 1,300 cm2V−1s−1 for holes, de-
pending on orientation49. Information for multi-layers is
limited to the hole mobility, since samples are almost in-
variably p-type. Only Cao et al.31 have observed ambipo-
lar behavior in field-effect transistors with mono-, bi-,
and tri-layer channels, finding an electron mobility much
smaller than the hole mobility in all cases. They have
also provided the only measurement for charge-transport
properties of monolayers. In all cases, the hole mobility
is strongly anisotropic and shows a strong dependence
on the thickness of the film. Specifically, Cao et al.31
have measured a room-temperature hole mobility of 1,
80, and 1,200 cm2V−1s−1 in mono-, bi-, and tri-layers.
Li et al.29 have also observed a thickness dependence,
reporting a 300 K hole mobility of around several hun-
dreds cm2V−1s−1 for thick layers, sharply decreasing in
layers thinner than 10 nm, and reaching values as low
as 1-10 cm2V−1s−1 for layers 2-3 nm-thin29. A simi-
lar trend has been reported also by Liu et al.30, with a
peak field-effect hole mobility of 286 cm2V−1s−1 in 5 nm-
thick films. Xia et al.28 found a Hall mobility of about
600 cm2V−1s−1 in 15 nm-thick films and of about 400
cm2V−1s−1 in 8 nm-thick films. The general trend of an
3increasing mobility in thicker films is also confirmed by
the results of Xiang et al.33, who have measured a hole
mobility of 214 cm2V−1s−1 in 4.8 nm-thick films, com-
pared to a Hall mobility of 400 cm2V−1s−1 observed in
‘few-layers’ phosphorene by Gillgren et al.34. As a rare
example of information on electron transport, Doganov
and coworkers32 have reported an electron mobility of
about 106 cm2V−1s−1 in 10 nm-thick films. For holes,
they have measured a value of 189 cm2V−1s−1. Note
that these are field-effect mobilities. Finally, a similar
thickness dependence has been observed also at low tem-
peratures by Tayari and coworkers35, who have consid-
ered black-phosphorus films with thickness in the range
of 6.1-to-47 nm and have measured a maximum mobility
of about 600 (below 80 K) and 900 (300 mK) cm2V−1s−1
in their thickest films. In most of these experiments, the
highest field-effect hole mobility has been measured for
channels presumably oriented along the armchair direc-
tion (’presumably’ only, since this information is not al-
ways given).
Theoretical results : Restricting again our attention to
room-temperature data, in monolayers a relatively large
hole mobility of about 640-to-700 cm2V−1s−1 has been
calculated by Qiao and coworkers for transport along the
armchair direction51. Surprisingly, a huge hole mobility,
10,000-to-26,000 cm2V−1s−1 has been predicted along
the heavy-mass zigzag direction51, a result allegedly due
to an extremely small deformation potential. For elec-
trons, Qiao et al.51 have calculated a mobility of 1,100
(armchair) and 80 (zigzag) cm2V−1s−1. Monte Carlo
simulations based on the DFT-calculated band struc-
ture and carrier-phonon scattering rates9 have been per-
formed by Jin et al.52. They have obtained a hole mo-
bility of 460 and 90 cm2V−1s−1 for transport along the
armchair and zigzag directions, respectively. For elec-
trons, these values are, instead, 210 (armchair) and 40
(zigzag) cm2V−1s−1. They have also predicted a higher
mobility in bilayers: 1,020 cm2V−1s−1 (armchair) and
360 cm2V−1s−1 (zigzag) at 300 K for electrons, 1,610
cm2V−1s−1 (armchair) and 760 cm2V−1s−1 (zigzag) for
holes. This enhanced mobility has been attributed to the
smaller hole effective mass in bilayers, especially along
the ‘flat’ Γ − Y (zigzag) direction, as indicated by Qiao
et al.51. We shall later discuss (or, better, speculate
about) possible causes for the observed thickness depen-
dence of the hole mobility. More recently, Trushkov and
Perebeinos53 have calculated the electron mobility as a
function of carrier density and temperature, obtaining
values of 625 cm2V−1s−1 (armchair) and 82 cm2V−1s−1
(zigzag) at 300 K and at an electron density of 1013 cm−2.
Rudenko and coworkers54 have obtained similar values of
738 (armchair) and 114 (zigzag) cm2V−1s−1 for electrons,
of 292 (armchair) and 157 (zigzag) cm2V−1s−1 for holes.
At the lower range of predicted mobility, Liao et al.55
have also used DFT to calculate the band structure and
carrier-phonon matrix elements, obtaining the values of
170 (armchair) and 50 (zigzag) cm2V−1s−1 for electrons,
of 170 (armchair) and 35 (zigzag) cm2V−1s−1 for holes.
B. Why such a disagreement?
It is probably premature to compare the experimental
and theoretical results summarized in Tables I and II.
Indeed, different experimental results may be due to ex-
pected deviations from ideality of the material, such as
impurities and defects, resulting from an immature tech-
nology. Moreover, experimental data have been obtained
in supported – and often gated – layers, whereas theoreti-
cal calculations have considered ideal free-standing films.
A proper discussion of this issue would distract us from
the main focus of this paper. Here we shall only remark
that changes of the phonon spectra may be expected
when moving from free-standing layers to supported and
gated materials. This, obviously and in principle, may
affect the carrier mobility. For van der Waals materi-
als such as graphene, in-plane acoustic modes are left
largely unaffected by interactions with a substrate, even
when as strong as coupling with metals, whereas optical
phonons are slightly softened by the dielectric screening
of the metal.56 An excellent review of phonon dynam-
ics in 2D materials also highlights the 2D nature of the
layer(s) as the major effect that controls the vibrational
frequencies57. Moreover, as we have already remarked,
most calculations have been performed assuming intrinsic
materials, whereas experiments usually deal with gated
layers at a high carrier density. Given this ‘circumstan-
tial’ evidence, and ignoring scattering with non-idealities
of the substrate/gate (charges and defects), coupling with
hybrid plasmon/substrate-optical modes58, and consid-
ering that acoustic flexural modes – indeed affected by
the substrate and the gate – do not play any role in
phosphorene, we should not expect gross changes of the
electronic-transport properties, at least in van der Waals
materials. However, as discussed below, phosphorene is
not a pure ‘van der Waals’ material. Therefore, it may
couple rather strongly with a substrate or gate insula-
tor. Depending on the vibrational stiffness (e.g., SiO2)
or softness (e.g., HfO2) of this layer, the spectrum of the
acoustic and especially of the optical modes of phospho-
rene will be affected accordingly. Nevertheless, here we
wish to focus on the wide variations of the theoretical
predictions for free-standing layers listed in Table II.
Indeed, besides an obvious thickness and orientation
dependence, we have already observed that the wide vari-
ations of the experimental data shown in Table I may
be explained by deviations from ideality of the mate-
rial. No such plausible explanation can easily be found
to make sense of the surprisingly wide range of theoreti-
cally predicted values shown in Table II. This is a discon-
certing observation, since most of the theoretical results
have been obtained by using ‘first principles’ calculations
(DFT), often from the same software packages.
Obviously, even ab initio DFT calculations, despite
their elegance and predictive power, exhibit some limi-
tations. For example, the behavior of the electronic dis-
persion near the top of the valence band in mono and
multi-layer phosphorene is very flat. The details of this
4dispersion (that is, effective mass and velocity) depend
strongly on the exact details of the calculation59,60, so
much so that a hole effective mass along the zigzag di-
rection cannot be defined. Such details may matter only
marginally when considering the overall band structure,
but the equilibrium transport properties are strongly af-
fected by such tiny differences, being extremely sensi-
tive to variations of the order of the thermal energy.
These variations affect the carrier velocity and the den-
sity of states that, in turn, affects the scattering rates.
Moreover, the carrier-phonon matrix elements obtained
from DFT calculations may suffer from errors and un-
certainties related not only to the choice of pseudopo-
tentials and exchange-correlation functionals, but also to
the subtle issue of dielectric screening. This has been
observed to be the case for graphene61–63, resulting in
underestimated deformation potentials64, as discussed in
Ref. 65. Therefore, different choices of pseudopotentials
or exchange-correlation functionals (local density approx-
imation – LDA, generalized gradient approximation –
GGA, or hybrid exchange-correlation functionals), or the
use of GW corrections, will result in different bandstruc-
tures and values of the total-energy, and so in different
phonon spectra and electron-phonon matrix elements.
However, it is difficult to see how such uncertainties,
as large as they might be, may result in almost 4 or-
ders of magnitude variations seen in Table II for the hole
mobility along the zigzag directions, from 10,000-26,000
cm2V−1s−1 (Ref. 51) to the small values of the order
unity that we shall present below.
In our opinion, opinion that is also shered by Naka-
mura and coworkers66, a first major source of errors is
the use of the so-called Takagi formula67 to calculate
the carrier mobility for a two-dimensional electron gas
(2DEG):
µ =
e~3C2D
kBTm∗mdE21
. (1)
In this expression, m∗ and md are the conductivity and
density-of-states effective masses, respectively, C2D is the
longitudinal or transverse elastic constant of the 2D ma-
terials, and E1 is the so-called ‘deformation potential’. In
this context, this last all-important quantity is defined as
the energy-shift, ∆Ec,v, of the relevant band-edge (con-
duction for electron transport, valence for holes), under
a relative change, ∆a/a0, of the lattice constant a0,
E1 = a0
∆Ec,v
∆a
. (2)
Approximations equivalent to those implied by Eq. (1)
have also been used to calculate extremely high val-
ues for the carrier mobility in silicene (≈ 2 × 105 cm2
V−1 s−1 for both electrons and holes)68 and germanene
(≈ 6× 105 cm2 V−1 s−1 for both electrons and holes)69,
ignoring coupling to flexural acoustic modes70. Equa-
tion (1) must be used with extreme care. It was orig-
inally derived by Takagi et al.67 in the context of elec-
tron transport in Si inversion layers. It was intended to
be used to calculate the mobility limited by scatterng
with acoustic phonons, only one of the many scattering
processes that affect electron transport in those systems,
such as intersubband/intervalley process, scattering with
optical phonons, with ionized impurities, and with sur-
face roughness. Even when taken in this originally lim-
ited context, Eq. (1) is of a semi-empirical nature, since
longitudinal and transverse acoustic phonons are lumped
into one single ‘effective’ mode, with an isotropic defor-
mation potential E1, which for Si is typically in the range
of 9-14 eV, fitted to reliably known experimental data.
Indeed, within the framework of the deformation poten-
tial theorem71, the electron/acoustic-phonon matrix ele-
ments in Si are known to be anisotropic72, a property that
plays a crucial role in explaining the electron mobility in
strained Si (Ref. 73) and Si inversion layers74. Arbitrar-
ily extending Eq. (1) to the more general context of 2D
crystals presents severe problems: Scattering with opti-
cal modes and intervalley processes, when present, are
neglected by Eq. (1). Moreover, as we have emphasized,
only one phonon mode is considered, LA or TA, depend-
ing on the choice of E1 and C2D; also neglected is the
anisotropy of the deformation potential, an effect that,
as we have already noted, is extremely important in Si
(Refs. 72–74) and that has also been shown to be equally
important in phosphorene55. Finally, the symmetry of
the initial and final wavefunctions affects the magnitude
and angular dependence of the carrier-phonon matrix el-
ements, and these ‘wavefunction-overlap effects’ are also
ignored altogether. Therefore, the results of Qiao et al.51
should be regarded as no more than extremely optimistic
upper bounds.
A second likely source of errors is the use of the
‘band deformation potential’, Eq. (2), to approximate
the electron-phonon matrix elements. Even when mov-
ing beyond Eq. (1) by using, for example, the Kubo-
Greenwood expression to calculate the carrier mobility,
the shifts of the band-edges under various strain con-
ditions give only a qualitative approximation for the
scattering matrix elements, since the effects mentioned
above – mainly, wavefunction-overlap and angular depen-
dence – are still neglected. Such models have been em-
ployed by Trushkov and Perebeinos53 and by Rudenko
and coworkers54. With a proper choice of elastic con-
stants, the latter authors have accounted for both LA
and TA phonons and for two-phonon processes between
electrons and flexural modes. Yet, even in this case, their
results, while not quite so impressive, are still quite large.
The fact that such models employing isotropic defor-
mation potentials result in an optimistic overestimation
of the mobility has been shown by the work performed by
the late professor Dresselhaus’ group55. Accounting for
all modes, for the anisotropy of the matrix elements – due
mainly to wavefunction-overlap effects – and accounting
also for a non-parabolic band structure, they have pre-
dicted much smaller values. The results that we report
here, listed in Table II, are even smaller. We shall spec-
ulate below on possible causes for such a disappointing
5disagreement.
In order to illustrate the importance of the anisotropy
of the carrier-phonon matrix elements, we now present
calculations of the electron mobility in monolayer phos-
phorene in the simple case of scattering with acoustic
modes only, parabolic bands, linear phonon dispersion,
elastic, and equipartition approximation. The results
are sufficiently accurate to emphasize the importance of
the effects ignored by Eqns. (1) and (2). We shall later
present in Sec. IV calculations based on numerically cal-
culated electronic and vibrational spectra. While more
accurate, they are also less transparent.
C. Electron mobility: A Kubo-Greenwood
calculation
Considering only scattering with acoustic phonons in
the elastic, equipartition approximation, the electron mo-
bility, µθ, along a crystallographic direction at an angle
θ with respect to the armchair Γ−X direction, is given
by the usual Kubo-Greenwood expression:
µθ =
2e
n~
∫
dk
(2pi)2
υθ(k) τp,θ(k)
∂f(k)
∂kx
=
e
nkBT
∫
dk
(2pi)2
υθ(k)
2 τp,θ(k) f(k)[1 − f(k)]
=
2e
nkBT
∫
∞
0
dk
2pi
k
∫ 2pi
0
dφ
2pi
υθ(k, φ)
2 τp,θ(k, φ)
× f [E(k, φ)]{1− f [E(k, φ)]} , (3)
where e is the elementary charge, T is the temperature,
kB is the Boltzmann’s constant, n is the carrier density,
E(k, φ) and υθ(k, φ) are the electron energy and group
velocity along the direction θ of an electron with wave
vector of magnitude k along a direction at an angle φ
with respect to the armchair direction. Finally, f(E) is
the Fermi-Dirac distribution function.
The momentum relaxation rate, 1/τp,θ(k), along the
crystallographic direction θ results from collisions with
longitudinal (LA) and transverse (TA) acoustic phonons,
1/τp,θ(k) = 1/τ
(LA)
p,θ (k) + 1/τ
(TA)
p,θ (k). Using Fermi’s
golden rule, each rate 1/τ
(η)
p,θ (k), with η = LA or TA,
can be expressed as follows:
1
τ
(η)
p,θ (k)
=
2pi
~
∫
dk′
(2pi)2
~
2DK2η(k,k
′)
2ρω
(η)
q
2
kBT
~ω
(η)
q
×
[
1− υθ(k
′)τp,θ(k
′)
υθ(k)τp,θ(k)
]
δ[E(k)−E(k′)] . (4)
Here DKη(k,k
′) is the deformation potential (implic-
itly defined by Eq. (9) below) for initial and final elec-
tron wave vectors k and k′ and ω
(η)
q is the frequency of
a phonon of branch η and wave vector q. The phonon-
branch index η takes the value LA or TA. Note that the
0
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initial angle φ = 0
TA
LA
0 pi/2 pi
φ’
∆ T
A/
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(eV
)
Figure 1. Acoustic deformation potentials, ∆LA and ∆TA, as
of the final scattering angle φ′ (with respect to the armchair
direction) for an initial angle φ=0, that is, for an initial k
state along the armchair direction.
term 2 (kBT/(~ω
(η)
q ) represents the equilibrium occupa-
tion number for ~ω
(η)
q << kBT , the additional factor of
2 accounting for emission and absorption processes.
For simplicity, we approximate the low-energy range of
the phosphorene band structure, calculated as we shall
discuss in Sec. III A below, with an elliptical parabolic
dispersion with a light ‘armchair’ mass, mx = 0.14 m0
(where m0 is the free electron mass) and a heavy ‘zigzag’
mass, my = 1.2 m0. These values have been obtained
from the DFT calculations discussed in Sec. IV below.
The ‘deformation potential’ DKη(k,k
′), has also been
calculated from DFT, following Ref. 10 as discussed in
Sec. III B below. The deformation potential exhibits
the typical behavior of the electron/acoustic-phonon ma-
trix elements, vanishing at long wavelength (that is, at
small q = |k − k′|). We find it convenient to calculate
DKη(k,k
′) on the energy-conserving shell at an arbitrary
(small) electron kinetic energy, E0, and express its com-
plicated but extremely important angular dependence as:
DKη(k,k
′) = (DK)0,η
(
E
E0
)1/2
gη(φ, φ
′) , (5)
tabulating the functions gLA(φ, φ
′) and gTA(φ, φ
′) ob-
tained numerically. Figure (1) shows the quanti-
ties ∆LA(φ
′) and ∆TA(φ
′), defined as ∆η(φ
′) =
DKη(k,k
′)/q, where φ′ is the angle between the arm-
chair direction and the direction of the final state k′ for
the particular case of an initial state, k, along the arm-
chair direction (φ = 0).
We also use the DFT results shown in Fig. 5b to ap-
proximate the frequency of the acoustic phonons in the
neighborhood of the Γ point with linear dispersions via a
longitudinal and a transverse sound velocity, cη(α), that
depends on the angle α between the Γ−X symmetry line
60
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Figure 2. Longitudinal, cL, and transverse, cT, sound velocity
as functions of the angle α between the phonon wave vector
and the Γ−X symmetry line.
1013
1014
1015
2
3
4
5
6
7
8
9
2
3
4
5
6
7
8
9
LA
TA
0 pi/4 pi/2 3pi/4 pi
φ
1/
τ p
 
(s–
1 )
Figure 3. Momentum relaxation rate for electron scattering
with acoustic phonons, as a function of the angle φ between
the k vector and the armchair direction. Note that in the
parabolic-band and elastic-equipartition approximations, the
momentum relaxation rate does not depend on the electron
kinetic energy.
and the phonon wave vector q, that is, ω
(η)
q ≈ cη(α)q.
Figure 2 shows the angular dependence of the sound ve-
locity along the longitudinal (armchair) and transverse
(zigzag) directions, whereas in Fig. 3 we show the angu-
lar dependence of the momentum relaxation rate.
With these approximations, the momentum relaxation
rate 1/τ
(η)
p,θ (k, φ) becomes independent on the magnitude
of the wave vector (that is, of energy):
1
τ
(η)
p,θ (k, φ)
=
(DK)20,ηkBT
~3ρ
E(k, φ)
E0
∫ 2pi
0
dφ′
2pi
× g
2
η(φ, φ
′)
c2η(α)q
2(cos2 φ/mx + sin
2 φ/my)
[
1− υ(k
′) · υ(k)
υ(k′)υ(k)
]
.
(6)
Note that in this equation we have approximated the
‘velocity-loss’ factor (given by the last factor in square
brackets inside the integrand in Eq. (4)) with the ex-
pression suggested in Refs. 19 and 55, an expression that
depends only on the angle between the initial and final
group velocities, υ(k) and υ(k′), not on their magni-
tude, thanks to the elastic approximation. Therefore,
in Eq. (3) the integration over k simplifies and the elec-
tron mobility can be simplified to the following expression
that does not depend on the carrier density n (or Fermi
energy75):
µθ =
e
pimd
∫ 2pi
0
dφ(
cosφ cos θ/mx + sinφ sin θ/my
cos2 φ/mx + sin
2 φy/my
)2
τp,θ(φ) . (7)
The electron mobility obtained from Eq. (7) is shown in
Fig. 4. Despite the relatively simple models we have used
so far, the results are in excellent qualitative agreement,
and even reasonable quantitative agreement, with our
more accurate full-band Monte Carlo results presented
in Sec. IVA below. Yet, our results are significantly dif-
ferent from those reported in Refs. 52 and 55.
Such a disagreement is not too surprising when consid-
ering the hole mobility: The ‘flatness’ of the dispersion of
the highest-energy valence band along the zigzag direc-
tion seems to depend very strongly on the computational
method used, as already pointed out by Lew Van Yoon
and coworkers59. This uncertainty affects the velocity
and density of states of thermal holes, so that, sadly,
results vastly different should not come as a surprise.
More disconcerting is the situation regarding the elec-
tron mobility. We can only speculate on possible phys-
ical and numerical causes of the difference between our
results and those reported in Refs. 52 and 55. In Ref. 55
the local density approximation (LDA)76 is used for
the exchange correlation functional, as opposed to the
Perdew-Burke-Enzerhof generalized-gradient approxima-
tion (GGA-PBE)77 we have used. This likely yields a dif-
ference in both electronic and phononic structure, which
may at least in part, account for the observed difference.
We preferred PBE over LDA since it is known to yield a
better approximation for the exchange-correlation func-
tional than LDA. This observation, coupled to possible
and likely different phonon polarization vectors, may be
the cause of the much larger deformation potential we
have obtained for the electron/TA-phonon interaction in
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Figure 4. Electron mobility in monolayer phosphorene at
300 K as a function of the angle θ between the transport
direction and the armchair Γ − X symmetry line. The LA-
phonon- and TA-phonon-limited mobilities are shown sepa-
rately. These results have been obtained using the parabolic-
band and elastic-equipartition approximations and ignoring
scattering with optical phonons.
particular. Indeed, as we shall emphasize below, great
care must be taken, by using large supercells for the
phonon calculations, to avoid ‘imaginary’ frequencies for
the low-energy vibrational modes and, even when obtain-
ing a ‘correct’ vibrational spectrum, the resulting eigen-
vectors are only known with relatively small accuracy.
Moreover, the calculation of the mobility requires nu-
merical integrations over the Brillouin zone and we have
found that the results require a fine discretization to per-
form such integrations. Specifically, as we shall see below,
we have used a very fine mesh around the Γ symmetry
point, equivalent to 145× 205 k-points in the first quad-
rant. On the contrary, a much coarser mesh, presumably
12 × 12 points in the entire BZ, has been employed in
Ref. 52. Despite the quantitative disagreement with the
ab initio results presented in Refs. 52 and 55, we con-
firm their main conclusion: Besides the obviously strong
anisotropy of the mobility, due mainly to the anisotropy
of the conduction bands, these results show how impor-
tant the matrix-element anisotropy really is, an effect
that explains the large values calculated by Qiao et al.51
and also those reported in Refs. 53 and 54.
III. FIRST-PRINCIPLES PHYSICAL MODELS
AND NUMERICAL METHODS
Having used a simplified model to draw some early con-
clusions, we now consider more accurate but less trans-
parent ab initio methods.
A. Band structure and phonon spectrum
For the calculation of the band structure of the
systems considered here, we have primarily used the
Vienna Ab initio Simulation Package (VASP)5–8 with
the Perdew-Burke-Enzerhoff generalized-gradient ap-
proximation (GGA-PBE) for the exchange-correlation
functional77 and a projector augmented wave (PAW)78
pseudopotential. A vacuum ‘padding’ of 20 A˚ was used
in constructing the unit-cell to obtain free-standing lay-
ers and avoid interaction with periodic images. Ini-
tially, we have always performed structural optimiza-
tion by minimizing the total energy in order to deter-
mine the lattice constants and ionic positions. VASP
also handles van der Waals (vdW) interactions, impor-
tant in multilayer systems, with Grimme’s model79. We
have chosen the ‘optPBE’ functionals80 among the vari-
ous other vdW-corrected functionals81,82 for the bilay-
ers. We shall further discuss this issue below. The
phonon spectra have been obtained using the PHONOPY
computer program83 which calculates the force constants
using small-displacement method, using an interface to
VASP to obtain the atomic forces. In our calculations,
we have found that a supercell of size of at least 8×8×1
unit-cells is required to avoid unphysical imaginary fre-
quencies for low-energy acoustic phonons, especially for
the flexural out-of-plane (ZA) modes.
In light of the large discrepancies seen in literature
when using different methods, we have decided to ver-
ify the results obtained from VASP using a different
implementation of DFT, the Quantum Espresso (QE)9
DFT package, so that we can independently calculate the
atomic configuration and electronic structure for mono-
layer phosphorene using ultrasoft pseudopotentials, and
the PBE-GGA exchange-correlation approximation. The
phonon spectra have been obtained by using QE, which
yields the dynamical matrix using Density Functional
Perturbation Theory (DFPT)11, as opposed to the small-
displacements method of PHONOPY. The phonon spec-
tra obtained from QE are calculated on a coarse q-points
grid and interpolation to a fine grid, as required for
the proper estimation of the scattering rates, is per-
formed with minimal loss of accuracy by using maxi-
mally localized Wannier functions as implemented in the
EPW84,85 package. In QE, the k-point grid used in the
self-consistent calculation of the electronic structure must
be a multiple of the q-point grid to obtain an accurate
phonon dispersion.
For both the VASP and QE methods, the self-
consistent calculations should be performed using a large
cutoff energy to avoid negative frequencies, especially
for the ZA-phonons. Distinguishing among longitudinal
and transverse, and between acoustic and optical modes,
has proven difficult or impossible (and even unphysi-
cal), especially for the many optical phonons in bilay-
ers. The computational parameters we used are shown
in Table III. It was observed that, even though the meth-
ods differ significantly in their approach, both VASP
8Table III. Computational parameters for DFT calculations.
Parameters VASP QE
Ek cutoff 500 eV 50 Ry
Ionic minimization threshold 10−6 eV 10−6 Ry
SCF threshold 10−8 eV 10−10 Ry
k points mesh 11× 11× 1 12× 12× 1
EPW meshes coarse fine
k points mesh 12× 12× 1 50× 50× 1
q points mesh 6× 6× 1 50× 50× 1
Ek : Kinetic Energy
SCF : Self consistent field
and Quantum Espresso yield matching crystal structure,
band structure, and phonon dispersion for monolayer
phosphorene.
B. Carrier-phonon interaction
We have treated the electron-phonon interaction fol-
lowing the general theory developed in Refs. 10–12, and
64. The matrix elements for the electron-phonon inter-
action can be expressed as:
〈k′n′|V (η)q |kn〉 =
{
n
(η)1/2
q
(1 + n
(η)
q )1/2
}∑
l,γ
(
~
2NcMγω
(η)
q
)1/2
× eiq·Rlγ ê(η)q,γ ·
∫
Ω
dr ψk′n′(r)
∗
∂U(r)
∂R0,γ
ψkn(r) , (8)
where Nc is the number of cells, Mγ the mass of ion γ in
each cell, Ω is the volume of the crystal, the index l labels
the cells, Rlγ the equilibrium position of ion γ in cell l, k,
k′ and n,n′ are the wave vectors and band indices of the
initial and final electronic states, respectively, ψkn(r) are
the associated Bloch wavefunctions, ω
(η)
q is the phonon
frequency and ê
(η)
q,γ the unit displacement vector of ion γ
for a phonon of branch η and wave vector q = k′ − k.
Here, r, ê
(η)
q,γ and Rlγ are 3D-vectors while k, k
′ and q
are 2D-vectors. The quantity n
(η)
q is the Bose-Einstein
phonon occupation number (obtained after having im-
plicitly traced-out the phonon modes, assumed to be at
equilibrium) for phonons of branch η and wave vector q.
The upper (lower) term within the curly brackets applies
to phonon absorption (emission) processes. Finally, the
term ∂U(r)/∂Rl,γ represents the change of total energy
of the lattice under a shift δRl,γ of the position of ion
γ in cell l. Following from the two methods used in the
evaluation of the electron and, in particular, the phonon
spectra, we have evaluated (Eq. (8)) using two distinct
methods.
In our primary method, based on the VASP and
PHONOPY packages, the term is approximated by iden-
tifying U(r) with the Hartree component of the Kohn-
Sham Hamiltonian, UH(r), and is evaluated using fi-
nite differences. Of course, the periodicity of the lat-
tice implies that this quantity does not depend on the
cell-index l. We have numerically evaluated this term
following Ref. 10 using VASP. In our second method,
the term is evaluated entirely within the DFPT for-
malism using the Quantum Espresso and EPW pack-
ages, where U(r) now accounts for both the Hartree and
the exchange/correlation components of the potential.
Once again, we have used both methods for monolayer
phosporene to verify our results, and we have found that
the obtained results are in excellent agreement. Perhaps
surprisingly, we must therefore conclude that our results
are not very sensitive to the actual method used, pro-
vided that sufficient care is taken to use very low toler-
ances and fine grids in order to capture all the relevant
physics.
We shall also make frequent reference to the ‘defor-
mation potential’, DKη(kn,k
′n′), a quantity defined im-
plicitly by:
〈k′n′|V (η)q |kn〉 =
{
n
(η)1/2
q
(1 + n
(η)
q )1/2
}
×DKη(kn,k′n′)
(
~
2Mcellω
(η)
k−k′
)1/2
, (9)
having gone to infinite-area normalization, where Mcell
is the total mass of the supercell. The scattering rate
of an electron in band (or subband) n and in-plane wave
vector k due to a perturbation potential V
(η)
q can now be
expressed as an integral only over 2D states as follows:
1
τ (η)(k, n)
=
2pi
~
∑
n′
∫
dk
′ |〈k′n′|V (η)k−k′ |kn〉|2
× δ[En(k) − En′(k′)± ~ω(η)k−k′ ] , (10)
where En(k) is the energy of an electron or hole with
wave vector k in band n.
C. Monte Carlo simulations
In order to calculate electronic transport properties
employing the first-principles information we have dis-
cussed, we have followed the well-known ‘full-band Monte
Carlo’ method to solve numerically the Boltzmann’s
transport equation for a two-dimensional electron gas.
Such a method, described, for example, in Refs. 52, 64,
or 65, requires the discretization of the BZ into elements
centered at points kj . The energy Ejn = En(kj) and gra-
dients ∇Ejn = ∇kEn(kj) for each band n are computed,
stored in tables, and used to interpolate the carrier en-
ergy and group velocity. Using the Gilat-Raubenheimer
algorithm86 in two-dimensions87, the same discretization
in reciprocal space is used to evaluate numerically the
carrier-phonon scattering rates, Eq. (10), as a sum over
9energy-conserving mesh elements in the BZ:
1
τ (η)(k, n)
≈ 2pi
~
∑
jn′
Ωxy
∣∣∣〈kjn′|V (η)k−kj |kn〉∣∣∣2
× 1
(2pi)2
L(wjn′ )
|∇Ejn′ | . (11)
where Ωxy is the area in the (x, y) plane. In
the notation of Eqns. (7) and (8) of Ref. 87, here
[1/(2pi)2] L(wjn)/|∇Ejn| is the density of states on band
n in the jth element with energy Ejn′ = En(k)± ~ω(η)k−kj
and gradient ∇Ejn′ at the center of the element, kj . De-
tails about the discretization depend on the particular
crystal structure considered and will be given below. In
all cases, energy conservation is numerically maintained
within a root-mean-square error of less than 1 meV.
We have employed a synchronous ensemble Monte
Carlo method, in light of its possible extension to the
study of transients and inhomogeneous cases, although
such an extension is not required here. The ensemble
typically consists of 500-to-1,000 ‘particles’, with a time
step of 0.2 fs, and followed until steady-state is reached
in the uniform electric field we consider. Usually steady-
state is only reached after several hundreds of ps at high
fields, or even ns at low fields. We have also assumed a
non-degenerate situation in order to avoid complications
originating from Pauli’s exclusion principle. Therefore,
our study is constrained to the low-density limit. More-
over, we have obtained the low-field carrier mobility using
Einstein relation by calculating the diffusion constant Dθ
along the direction θ, a calculation that is less affected by
stochastic noise when the drift velocity is much smaller
than the thermal velocity88. The diffusion constant is
evaluated from the Monte Carlo estimator:
Dθ =
1
2
d
dt
〈
(xθ − 〈xθ〉)2
〉
, (12)
where 〈xθ〉 is the time-dependent ensemble-average po-
sition along the direction θ of electrons initially at the
origin, r = 0, diffusing in the absence of an electric field.
IV. ELECTRONIC TRANSPORT
The lattice constants obtained from the structure-
relaxation procedure described above are 4.62 A˚ and
3.30 A˚ for monolayer and 4.51 A˚ and 3.30 A˚ for bilayer
phosphorene, both for the VASP and QE methods, and
in agreement with the trend reported in Ref. 51. For the
bilayer, we obtain a van der Waals gap of 3.20 A˚, a value
that is in excellent agreement with the value calculated
by Qiao et al.51. For the tabulation and interpolation
of the band structure and phonon spectra obtained us-
ing VASP and required by the Monte Carlo simulations,
the band structure has been tabulated over two nested
meshes in the first quadrant of the pi/a × pi/b Brillouin
zone: A ‘coarse’ mesh consisting of 49×68 elements of size
∆kx ≈ ∆ky ≈ 1.38×108/m, and a ‘fine’ mesh – of 44×205
elements, of size ∆kx ≈ ∆ky ≈ 4.63× 107/m – in a rect-
angle with sides of length 0.3pi/a and pi/b with the ‘lower
left corner’ at the Γ point. We found empirically that the
use of such a very fine mesh is necessary to account cor-
rectly for the anisotropy and strong non-parabolicity of
the electronic dispersion around the center of the BZ and
in proximity of the local energy minimum along the sym-
metry line Q. The phonon spectra and carrier-phonon
matrix elements have also been calculated and tabulated
over the same meshes. However, when using the small
displacement, finite differences method, DKη(kn,k
′n′)
has been stored for k′-points on nested meshes with el-
ements of the same size, but covering the entire BZ,
whereas symmetry permits the tabulation for k-points on
the irreducible wedge (i.e., the first quadrant of the BZ).
The size of the tabulated data and the computation time
required to calculate them has been optimized by consid-
ering only ‘energy conserving’ matrix elements; that is:
the deformation potential DKη(kn,k
′n′) has been calcu-
lated and stored only when |En(k) − En′(k′)| ≤ ~ω(η)k−k′.
We should stress that initial attempts to calculate the de-
formation potentials over a coarser mesh have resulted
in an inaccurate treatment of the scattering-angle depen-
dence of the deformation potentials and in an overesti-
mation of the carrier mobility. For the DFPT method,
using the QE and EPW packages, we have calculated the
carrier-phonon matrix elements using a coarse q and k
mesh and interpolated them to a fine q and k mesh us-
ing maximally localized Wannier functions. The coarse
and fine mesh sizes used are shown in Table III. Dur-
ing the Monte Carlo simulation, the carrier-phonon ma-
trix element is further interpolated on our band structure
meshes using bi-linear interpolation.
Given the high computational cost of calculating the
deformation potentials, we have tabulated them only for
the first bands (highest-energy valence band and lowest-
energy conduction band) for monolayer phosphorene,
since the next lowest-energy bands are separated by more
than 0.7 eV from the band edges. Therefore, the higher-
energy bands we have ignored are not expected to play
any role in the limited set of cases we have considered and
may be ignored. On the other hand, for bilayers, we had
to account for the next lowest-energy conduction band,
since the first and second conduction bands are degener-
ate at the local minimum along the point Q, so that the
second band is expected to be populated by electrons at
the highest fields we have considered.
The electronic band structure and phonon dispersion
plotted along the symmetry points for mono- and bi-layer
phosphorene from VASP and QE are shown in Fig. 5.
DFT calculations are known to underestimate the band
gap. Indeed, the values we obtain for monolayer and bi-
layer phosphorene are 0.90 eV and 0.41 eV, lower than ex-
perimental values51,89,90 and also smaller than the results
obtained from GW calculations for mono-layers,≈ 2.0 eV
(Ref. 91). However, besides the obvious and unavoidable
impact on the effective mass (usually slightly underesti-
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Figure 5. The calculated band structure (left frames, (a) and (c)) and phonon dispersion (right frames, (b) and (d)), for
monolayer phosphorene in (a) and (b), for bilayer phosphorene in (c) and (d)
mated when the band gap is also underestimated), the
underestimated band gaps are not expected to signifi-
cantly affect the transport properties of interest, since
interband transitions between the valence and conduc-
tion band are not included in our calculations.
The contour plot of the first conduction band is shown
in Fig. 6 only for monolayers (bilayers look qualitatively
very similar). It indicates the presence of two satellite
valleys, one with a minimum at the symmetry point Q,
and a second valley, called the Y -valley minimum here,
with its minimum in proximity to a point close to the
Y − S symmetry line. For monolayers, the energy sep-
aration between the Γ and the Q-valley minima, ∆EΓQ
is about 0.21 eV, whereas the energy separation between
the Γ and the Y -valley minima ∆EΓY is about 0.27 eV.
The electron effective masses in the nearly-isotropic Q-
valley are 0.25 and 0.30m0 along the armchair and zigzag
directions, respectively, as obtained from the band struc-
ture shown in Fig. 5a. For bilayers, Fig. 5c, we find sim-
ilar values, both for the valley energies, ∆EΓQ= 0.14 eV
and ∆EΓY = 0.29 eV, and for the electron effective
masses in the Q-valley, 0.25 and 0.32 m0 along the arm-
chair and zigzag directions, respectively.
Comparing the phonon spectra for monolayers, shown
in Fig. 5b, to those calculated for bilayers, shown in
Fig. 5d, we note the presence of low-energy optical modes
for bilayers. The existence of such low-frequency soft
modes is related to the weakness of the inter-layer cou-
pling (discussed more at length in Sec. IVC below) and
also because of the heavy mass of entire unit cells in dif-
ferent layers oscillating out-of-phase in either the in-plane
(LO, TO) or out-of-plane (ZO) direction. The presence
of low-energy optical modes in bilayer phosphorene was
also recently discussed by Xin-Hu et al.92, and has been
already discussed in other multilayer systems, such as bi-
layer graphene93,94. Moreover, coupling of these modes
with electrons was also shown to be strong94. We shall
discuss below how these modes do indeed affect electronic
transport in bilayer phosphorene.
A. Phosphorene monolayers
In Figs. 7 and 8, we show the angle-averaged scat-
tering rates as a function of carrier kinetic energy ob-
tained from VASP and Quantum Espresso, both for
electron-phonon and hole-phonon processes. Since phos-
phorene is a σh-symmetric crystal, the ZA phonons con-
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Figure 6. Contour plot in the irreducible wedge of the Bril-
louin zone of the energy of the first conduction band in mono-
layer phosphorene.
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Figure 7. Electron-phonon (left) and hole-phonon (right)
scattering rates in monolayer phosphorene at 300 K where,
the matrix element is obtained from VASP.
tribution is negligible to at first order in the electron-
phonon interaction70. Therefore electron/ZA-phonon
and hole/ZA-phonon scattering has been ignored in our
transport studies. Figure 9 shows the electron-phonon
and hole-phonon matrix element, as in Eq. (9), calculated
for an initial kinetic energy of ≈ 40 meV, as a function
of the final scattering angle φ′ (with respect to the arm-
chair Γ−X direction) for an initial wave vector k along
the armchair direction. The highly anisotropic nature of
the electron/acoustic-phonon matrix elements indicates
the importance of using angular dependent deformation
potentials, as already observed in Ref. 55. For electrons,
intravalley scattering is dominated by in-plane acoustic
phonons with strong backward scattering (Figs. 9a and
9c). Intervalley scattering is controlled mainly by an op-
tical phonon (≈ 32 meV) with an intervalley deforma-
tion potential of about 1.7×109 eV/cm. For holes, when
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Figure 8. Electron-phonon (left) and hole-phonon (right)
scattering rates in monolayer phosphorene at 300 K. The ma-
trix elements have been calculated using QE.
calculated from VASP, scattering is dominated by the in-
travalley ZO mode with an energy of about 43 meV and a
high deformation potential of 1.7× 109 eV/cm (Fig. 9b).
However, when calculated from Quantum Espresso, we
notice that the in-plane acoustic modes dominate the
scattering for holes((Fig. 9d)). Comparing these results
to reports in literature using similar physical models, we
note that Jin et al.52, using Quantum Espresso, have con-
cluded that acoustic phonons are the limiting factor in
the hole transport, which is consistent with our Quan-
tum Espresso results. Note that this difference between
VASP and QE does not translate to large differences in
transport characteristics at room temperature since the
43 meV ZO mode has a low thermal population.
In Table II, we list the values for the electron and hole
mobility we have obtained from the diffusion constant,
both in the armchair and the zigzag directions. We
obtained very similar mobilities for electrons and holes
from both VASP and Quantum Espresso. We have al-
ready observed that our results are significantly different
from those presented in Refs. 52 and 55 and we have
speculated about possible causes for this difference. The
velocity-field and energy-field characteristics for electron
and hole transport are shown in Fig. 10 for a uniform
electric field applied along the armchair and zigzag di-
rections. For transport along the armchair direction,
the low-field mobility obtained for electrons from the
velocity-field characteristics (Fig. 10a) is in agreement
with both the Kubo-Greenwood results presented above
as well as with the value obtained from the diffusion con-
stant. In contrast, for electron transport along the zigzag
direction, the Monte Carlo simulations predict a low-field
mobility a factor of ≈ 2 higher than the analytic Kubo-
Greenwood estimate.
We note a rather disappointing saturated velocity of
5 × 106 cm/s for electrons, especially for a field along
the zigzag direction. Interestingly, Fig. 11 shows the oc-
currence of significant intervalley transfer to the Q valley
and even to the Y valley. However, this does not translate
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Figure 9. (a) Acoustic (left) and optical (right) electron/hole-phonon matrix element for electrons obtained from VASP, (b) for
holes obtained from VASP, (c) for electrons obtained from QE and (d) for holes obtained from QE, in monolayer phosphorene.
The quantities plotted here have been calculated following Eq. (9) for an initial and final electron kinetic energies (≈ 40 meV )
as functions of the angle φ′ of the final wave vector k′ with the respect to the armchair direction. The initial electron wave
vector k is taken to be along the armchair direction.
into any negative differential mobility, since the effective
masses in these satellite valleys are similar to those in the
Γ valley. The hole mobility obtained from the velocity-
field characteristics (Fig. 10c) and diffusion constant in
the armchair direction is about the same as for electrons.
However, the hole mobility is significantly lower along
the zigzag direction due to ‘flatness’ of the valence band
along the zigzag direction. The velocity tends to deviate
from linearity for electrons at very high fields. However,
we do not observe any saturation even at high fields of
105 V/cm. At low fields, the velocities for both electrons
and holes in the zigzag direction are lower than the ther-
mal velocity, making it difficult to extract the mobility
from the velocity-field characteristics numerically. Up to
a field of 100 kV/cm, the average carrier energy for elec-
trons remains at the thermal energy (≈ 25 meV) and the
electrons are in the ohmic regime (Fig. 10b). For holes,
the ohmic regime extends to even higher fields, especially
in the zigzag direction (Fig. 10d).
B. Phosphorene bilayers
For bilayers, the angle-averaged scattering rates as a
function of carrier kinetic energy are shown in Fig. 12.
Similar to monolayers, scattering with ZA phonons is ig-
nored. Fig. 13 shows the electron/hole-phonon matrix
element, Eq. (9), at a small electron kinetic energy, plot-
13
104
105
106
107
103 104 105 106
D
rif
t V
el
oc
ity
 (c
m/
s)
Field (V/cm)
ML electrons
(a)
armchair (VASP)
armchair (QE)
zigzag (VASP)
 0
 50
 100
 150
 200
 250
 300
103 104 105 106
En
er
gy
 (m
eV
)
Field (V/cm)
(b)
ML electrons
armchair (VASP)
armchair (QE)
zigzag (VASP)
104
105
106
107
103 104 105 106
D
rif
t V
el
oc
ity
 (c
m/
s)
Field (V/cm)
ML holes
(c)
armchair (VASP)
armchair (QE)
zigzag (VASP)
 0
 50
 100
 150
 200
 250
 300
103 104 105 106
En
er
gy
 (m
eV
)
Field (V/cm)
(d)
ML holes
armchair (VASP)
armchair (QE)
zigzag (VASP)
Figure 10. (a) Drift-velocity vs. field (left) and (b) average-energy vs. field (right) characteristics at 300 K for electrons, and
(c) and (d) for holes, in monolayer phosphorene calculated using full-band Monte Carlo simulations. The dashed lines in the
velocity plots show the Ohmic behavior based on the mobility determined from the zero-field diffusion constant calculations.
The electric field is assumed to be along the armchair or zigzag direction, as indicated. In the armchair direction, the electron-
phonon matrix elements required for transport, are obtained using both VASP AND QE. The shaded region in the high field
regime indicates the approximate onset of scattering to higher bands, which was excluded from our model, results in this region
only show a qualitative trend.
ted as a function of final scattering angle φ′ for an ini-
tial wave vector k along the armchair direction. Simi-
lar to our findings for electrons in monolayers, intraval-
ley scattering is controlled to a large extent by in-plane
acoustic phonons but with a stronger backward scatter-
ing. However, the many optical phonons seen in Fig. 13a
(right frame) all contribute significantly to intravalley
processes. For intervalley scattering, similar to mono-
layer, the optical mode with an energy of 32 meV exhibits
the largest deformation potential, ≈ 1.7 × 109 eV/cm.
However, among the optical modes, because of their low
energies, scattering is dominated by a low-energy inter-
layer optical mode (≈ 1.5 meV), despite its low deforma-
tion potential (ranging from 5.4×103 to 2×108 eV/cm).
This is due to the large phonon population and the large
amplitude of the squared matrix element that is inversely
proportional to the phonon energy. For holes, as seen
in Fig. 13b (left frame), intravalley scattering is dom-
inated by strong backward scattering due to acoustic
modes and low-energy inter-layer optical modes with an
energy of about 1.5 meV and 7 meV. The associated the
deformation potentials reach maximum values of about
2.2× 108 eV/cm and 6.2× 108 eV/cm, respectively.
In Fig. 5d, we show that the acoustic modes have mul-
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Figure 12. Electron-phonon (left) and hole-phonon (right)
scattering rates (VASP) in bilayer phosphorene at 300 K.
tiple branch crossings with the low-energy optical modes,
making it difficult or impossible to distinguish between
acoustic and optical modes. Therefore, we believe that
the contribution by low-energy optical modes might be
much higher than what we observe in Fig. 13. Note that
our conclusion that low-energy inter-layer optical modes
play such a dominant role in bilayers is not consistent
with the results presented by Jin et al.52: Their results
show that acoustic phonons dominate the scattering for
both electrons and holes and that total scattering rates
are much lower than we obtained, leading to higher
mobility for bilayer phosphorene. However, as we have
mentioned above, a strong coupling between electron
and inter-layer optical phonons has been previously
shown in the case of graphene bilayers94.
Finally, the velocity-field and energy-field characteris-
tics for electron and hole transport in bilayers are shown
in Fig. 14. The carrier mobilities for electrons and holes
obtained from velocity-field characteristics (Fig. 14a and
Fig. 14c) along the armchair and zigzag directions are
in agreement with the values obtained from the diffusion
constants (Table II). As seen in monolayers, the saturated
velocity for electrons in bilayers is relatively low as well,
which can be attributed to intervalley transfer to Q and
Y valleys (Fig. 15). The hole mobility in the armchair di-
rection is about the same as for electrons, whereas in the
zigzag direction, the mobility is significantly lower due
to ‘flatness’ of the valence band along the zigzag direc-
tion. The results we have obtained show that the carrier
mobility decreases slightly when moving from monolay-
ers to bilayers. This can be attributed to scattering by
low energy inter-layer optical modes. We believe that in
the presence of a substrate and/or a gate dielectric, the
mobility in bilayers should increase, especially for holes,
thanks to the dampling – or even suppression – of scat-
tering with low-energy inter-layer optical modes. Similar
to monolayers, the ohmic regime, extends up to a field
of 100 kV/cm for electrons (Fig. 14b) and it extends to
higher fields for holes (Fig. 14d).
We should note again that our results are in disagree-
ment with those reported by Jin et al.52, despite the sim-
ilarity of the methods and assumptions made. This is
the case for both monolayers and bilayers. We only note
that we have observed a notable dependence of the com-
puted mobility on the discretization employed, as men-
tioned previously, mandating a very fine mesh in recip-
rocal space. A different band structure, resulting from
different ‘flavors’ of the DFT numerical method used,
may also be a plausible cause for this difference that,
ultimately, we cannot explain.
C. Thickness dependence of transport properties
In light of the observation we have made in the pre-
vious section regarding the low-field carrier mobility in
mono- and bi-layers, it is interesting to discuss more gen-
erally the dependence of the carrier mobility on the thick-
ness of phosphorene multi-layers and bulk black phospho-
rus (bP).
As we have mentioned in Sec. II A, experiments
show a hole mobility that is strongly dependent on
thickness28,30, with values hovering around several hun-
dreds cm2V−1s−1 in thick layers, sharply decreasing
in layers thinner than 10 nm, being as low as 1-10
cm2V−1s−1 in layers 2-3 nm-thin29. Such a behavior
can be understood as the result of several effects: An
increasing effective mass, a stronger carrier confinement,
a larger deformation potential, and softening of the inter-
layer optical phonons as we move from bP to monolayers.
We discuss each of these effects in turn.
1. Thickness dependence of the carrier effective mass.
We have calibrated the local empirical pseudopotentials
for P given in Ref. 95 to reproduce the band structure of
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monolayer phosphorene
VP(q) =
4∑
j=1
aje
−bj(q−cj)
2
[1− dje−fjq
2
] , (13)
with parameters aj , bj , cj , dj , and fj given in Ref. 95 ex-
cept for b1 = 0.834517 and a4 = 0.085232 (in atomic
and Rydberg units). The calibration has been per-
formed using an energy cutoff of 5 Ry. The modifica-
tions of b1 and a4 have been made to obtain the de-
sired band gap for monolayer phosphorene96 (≈ 1.5 eV
from Refs. 51, 89, and 90). The electron and hole effec-
tive masses we have obtained for bulk black phosphorus
and of 1-, 2-, and 3-layer phosphorene are shown in Ta-
bles IV and V, respectively. We have already observed
that obtaining a meaningful effective mass for holes along
the zigzag direction is not possible, since the dispersion
of the valence band along this direction (Γ − Y in few-
layer phosphorene, Z − A in bulk bP) is very flat and
extremely sensitive on the way the calculations are per-
formed, as also remarked in Ref. 59. Indeed, in some
cases, the valence-band (VB) maximum is found slightly
away from the Γ point59,97–99, thus rendering the band
gap of the material slightly indirect. Therefore, extract-
ing a ‘curvature’ effective mass is impossible. In order
to bypass this problem, we have calculated a conduc-
tivity mass (i.e., the slope of the dispersion) along that
direction over an energy window of kBT ≈ 25 meV as
mh = ~kkT/
√
50meV where E(kkT) = 25meV. The thus
obtained conductivity mass will give an idea about the
group velocity that enters the Kubo-Greenwood formula
for the mobility. (Obviously, the high density-of-states
associated with the flat dispersion still strongly depresses
the mobility via the large momentum-relaxation rates).
The results are listed in Table V. Tables IV and V also
Table IV. Electron effective mass (in units of the free elec-
tron mass) in phosphorene layers and bulk black phospho-
rus calculated using empirical pseudopotentials and DFT (in
parentheses).
Γ−X Γ− Y Γ− S DoS
monolayer 0.22 (0.14) 1.1 (1.24) 0.46 0.48
bilayer 0.21 (0.10) 1.1 (1.33) 0.44 0.47
trilayer 0.21 1.1 0.44 0.47
Z −Q Z − A Z − Γ DoS
bulk 0.09 1.1 0.16 0.25
bulk (exp)(a) 0.0826 1.027 0.128
(a) Experimental data from Ref. 50
list the values of the effective masses we have obtained
using DFT (VASP) calculations. These values are af-
fected by a larger discretization error and are expected
to be somewhat smaller compared to experimental results
because of the smaller band gap predicted by DFT cal-
culations. We see that the effective mass decreases with
increasing thickness for both electrons and holes. This
leads us to expect an increasing mobility when moving
from monolayers to bulk black phosphorus. However,
the masses decrease by an amount that is too small to
explain the difference between bilayer and monolayer mo-
bility behavior seen in Table I.
2. Quantum confinement effects. Intrinsically 2D ma-
terials have, among their many remarkable properties,
two major advantages for the purpose of electronic de-
vices when compared to thin ‘3D materials’. In thin
3D materials, quantum confinement is the result of
conduction-band discontinuities with insulators (as for
thin Si films confined by SiO2 or other oxides) whereas
in 2D materials, electrons are naturally confined in two
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Figure 14. (a) Drift-velocity vs. field (left) and (b) average-energy vs. field (right) characteristics at 300 K for electrons and,
(c) and (d) for holes, in bilayer phosphorene (VASP) calculated using full-band Monte Carlo simulations.
Table V. Hole effective mass (in units of the free electron
mass) in phosphorene layers and bulk black phosphorus cal-
culated using empirical pseudopotentials and DFT (in paren-
theses).
Γ−X Γ− Y (a) Γ− S DoS
monolayer 0.20 (0.14) 1.7 0.59 0.59
bilayer 0.19 (0.09) 1.2 (3.08) 0.56 0.51
trilayer 0.21 0.91 0.62 0.49
Z −Q Z − A Z − Γ DoS
bulk 0.09 0.51 0.37 0.26
bulk (exp)(b) 0.076 0.648 0.280
(a) Optical (slope) mass at 25 meV. The curvature mass
along the Γ− Y direction cannot be defined at Γ due to the
‘flatness’ of the dispersion.
(b) Experimental data from Ref. 50
dimensions by ionic potentials (as for graphene). Bulk
3D material mobilities range from respectable to excel-
lent, but in thin films the carrier mobility is severely de-
pressed by ‘wavefunction-overlap’ effects. On the other
hand, 2D materials have the potential of exhibiting ex-
cellent mobilities even in the limit of atomic thickness.
Moreover, confinement by insulators leads to a prob-
lematic energetic up-shift of the ground-state subbands
in semiconductor ultra-thin films or nanowires based on
3D materials100, causing a potentially unacceptably high
gate-current leakage. Again, the naturally ionic confine-
ment in 2D materials will save them from such an unac-
ceptable high gate leakage current.
Two-dimensional sp2 (or sp2/sp3) group-IV materials
and transition-metal dichalcogenides (TMDs) are typical
examples of materials that exhibit these desired prop-
17
−9
−6
−3
 0
 3
 6
 9
−6 −3  0  3  6
k y
 
( n
m−
1 )
kx ( nm−1)
3×103 V/cm
−6 −3  0  3  6
kx ( nm−1)
3×104 V/cm
−6 −3  0  3  6
kx ( nm−1)
3×105 V/cm
Figure 15. Distribution in reciprocal space of electrons in
bilayer phosphorene at high electric fields along the armchair
direction at 300 K.
erties. In these materials, the presence of a lone elec-
tron (such as the electron occupying the pz orbital in
sp2 group-IV materials) or the absence of unpaired elec-
trons (such as in TMDs, with the 2-4 p electrons from
the transition metal and the 6 hybrid-sp electrons from
the two chalcogens) results in either a pi-band strongly
localized in the out-of-plane direction (out of the “lone”
pz electron in the sp
2 group-IV 2D crystals), or in out-
of-plane-localized states inside the 2D crystal (TMDs).
In a multi-layer van der Waals heterostructure, ‘verti-
cal’ band-discontinuities at the top and bottom surfaces
or interfaces, do not significantly affect the band struc-
ture. Indeed, the van der Waals coupling between adja-
cent layers is too small (of the order of a few tens of meV
per atom both in graphene101 and TMDs102) to alter
the bonding properties and, most important, the out-of-
plane localization of the wavefunctions. These materi-
als are indeed easily exfoliated and are relatively chem-
ically stable – a result of the out-of-plane localization
of the valence-band states. Moreover, they show a very
low out-of-plane conductivity – a result of the out-of-
plane localization of the conduction-band states. How-
ever, the in-plane mobility remains high, even in mono-
layers. Indeed, graphene exhibits an extremely high mo-
bility, ≈ 105 cm2V−1s−1. Such a high mobility, even for
carriers confined over a thickness of the order of 0.1 nm,
is the result not only of pseudospin-conservation and re-
duced back-scattering, but also of the fact that the scat-
tering form-factor of the wavefunctions does not depend
on the confinement along the out-of-plane direction.
The recent studies by Qiao et al.51 and by Xin-Hu
and co-workers92 have shown that phosphorene (and, we
speculate, other group-V materials, such as also arsenene
and antimonene) is remarkably different: In multilayers,
the lone p-orbital pairs hybridize into bonding and an-
tibonding orbitals, weakly localized or even delocalized
along the out-of-plane direction, with wavefunctions that
spread across the interlayer gap. The interlayer cou-
pling energy is now much larger: A value of 0.46 eV
has been used for the interlayer coupling energy in cali-
Figure 16. (a) Squared amplitude of the wavefunction for the
highest-energy valence band and (b) for the lowest-energy
conduction band, averaged over a unit cell along the armchair
direction for a phosphorene bilayer. A vacuum of 2.6 nm
was used in the construction of the supercell. (c) The same
quantity, but averaged also along the zigzag direction. The
cross denote the position of the phosphorus atoms. These
results have been obtained using local empirical pseudopo-
tentials. Note the large penetration of the conduction-band
wavefunction into the interlayer region.
brated tight-binding calculations of phosphorene60, ren-
dering this a ‘quasi-covalent’ bonding. This should be
compared to the pure van der Waals interaction energy,
of the order of a tens of meV/atom, as mentioned above.
Such an effect, recently discussed at length by Xin-Hu et
al.92, has been shown to be responsible for the poorly-
understood behavior of phonon frequencies in few-layer
phosphorene. These considerations imply that now the
hybridized valence- and conduction-band wavefunctions
can spread significantly across the interlayer. An addi-
tional strong hint that phosphorene multilayers are quite
different from pure van der Waals materials is provided
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Figure 17. As in Fig. 16, but for a phosphorene trilayer.
A vacuum of 3.1 nm was used in the construction of the
supercell. Note how the valence-band wavefunction resembles
a cosine-like standing wave, with a maximum in the central
region, whereas the conduction-band wavefunctions shows
two broad peaks, as for the first excited state of a particle
in a box. Therefore, the envelopes of these wavefunctions
appear to be set more by the top and bottom trilayer surfaces
than by the ionic potentials in each layer.
by the fact that that in bulk bP, the electron mobility
along the z-axis (perpendicular to the plane of the lay-
ers) is about the same as along the zigzag direction: 400
cm2V−1s−1 (out-of-plane) vs. 460 cm2V−1s−1 (zigzag)
at 200 K, compared to 2,300 cm2V−1s−1 along the arm-
chair direction49. The situation is similar for holes, their
mobility being 540 cm2V−1s−1 along the out-of-plane di-
rection, 1,300 cm2V−1s−1 along the zigzag direction, and
3,300 cm2V−1s−1 along the armchair direction, also at
200 K (Ref. 49). This means that carriers move from
one layer to the next with relative ease. On the contrary,
for graphite, the measured in-plane electron mobility is
quite high, about 13,000 cm2V−1s−1 at 300 K, but the
Figure 18. As in Fig. 16, but for a graphene bilayer. A vac-
uum of 1.2 nm was used in the construction of the supercell.
Note how also conduction-band wavefunction vanishes in the
interlayer region, in striking contrast with the behavior ob-
served for bilayer phosphorene, Fig. 16 (b). The envelopes of
these wavefunctions appear to be confined in the out-of-plane
direction exclusively by the ionic potentials in each layer.
material behaves essentially as an insulator along the out-
of-plane direction, with a conductivity (mobility) about
3,000 times lower103,104. This means that carriers are not
transferred between layers, instead being localized within
each layer.
To illustrate the non-van der Waals nature of phos-
phorene, in Figs. 16 and 17, we show the squared ampli-
tude of the wavefunctions corresponding to the highest-
energy valence-band state and lowest-energy conduction-
band state in bilayer and trilayer phosphorene. (The van
der Waals gap of 3.20 A˚ reported in Ref. 51 has been as-
sumed in these empirical-pseudopotential calculations.)
The wavefunction can be seen to ‘spill’ into the inter-
layer region, especially for the conduction-band in bi-
layers (Fig. 16 (b) and (c)). Note also in Fig. 17 how
the valence-band wavefunction reaches a maximum am-
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Table VI. Form-factor of the wavefunctions in mono-, bi-, tri-
layer phopshorene for the valence band maximum (VBM) and
conduction band minimum (CBM)
Imn (m = n) VBM CBM
monolayers 2.2417 1.4081
bilayers 1.1606 0.7992
trilayers 0.9463 0.6752
plitude in the central layer, as for the ground-state of
a particle-in-a-box textbook problem. The next excited
state, the wavefunction of the conduction band, exhibits
instead two ‘bumps’, once more reminding us of the first
excited state of confined bulk-like system compared to a
2D van der Waals material. As just mentioned, this indi-
cates that the electronic states are more sensitive to the
boundary conditions at the surfaces of the top and bot-
tom layers than to the ionic potentials in each layer. To
contrast how wavefunctions manifest themselves in a van
der Waals material, we show the valence- and conduction-
band wavefunctions in bilayer graphene (obtained using
the empirical pseudopotentials given in Ref. 65 with a
van der Waals gap of 3.35 A˚) in Fig. 18. In this case
the wavefunctions vanish in the inter-layer region, show-
ing that in these sp2 layers the ionic potentials strongly
confine the 2DEG within each layer.
This discussion suggests that multi-layer phosphorene
behaves more like a bulk covalent material than a van
der Waals system, as already argued by Qiao et al.51 and
Xin-Hu and co-workers92: The ‘vertical’ confinement of
the 2DEG appears to be mainly controlled not by the
ionic potentials but by the conduction/valence-band dis-
continuities at top/bottom interfaces. This situation is
similar to the case of semiconductor thin films or quan-
tum wells. In such cases, carrier-phonon scattering is
mainly controlled by the well-known scattering form fac-
tor (a functional of the ‘envelope’ wavefunction along the
out-of-plane direction z, ζn(z), for carriers in band n, av-
eraged over an in-plane unit cell),
Inm =
∫
dz |ζn(z)|2 |ζm(z)|2 , (14)
originally derived by Price105. This form factor increases
as 1/W 2 as the well-width W (or multilayer thickness, in
our case) decreases, resulting in a carrier mobility that
vanishes asW 2 for smallW . In a way, we are subjected to
the same problems that govern Si thin film mobility: As
the thickness decreases, the mobility is depressed because
of this undesired ‘form-factor’ effect. In phosphorene,
this may not be an effect as strong in the case of fully
delocalized states, as for Si or Ge thin bodies, but it is
also far removed from the more ideal cases of graphene,
other group-IV monolayers, or TMDs.
Calculated form-factors for the wavefunctions in 1-, 2-,
3-layer phosphorene for valence band maximum (VBM)
and conduction band minimum (CBM) are shown in Ta-
ble VI. As expected, the form-factor decreases with in-
creasing in thickness, however, they decrease by not more
than a factor of 2. Therefore, going from mono- to bi-
layer phosphorene, we expect the mobility to increase by
not more than a factor of 4 (the areal mass density in
bilayers is twice that of monolayers). On the contrary,
Cao et al.31 observed an increase in mobility by a factor
of 80 moving from 1- to 2-layer phosphorene.
3. Deformation potentials. A survey of the literature
shows that the band structure changes with strain in a
way that depends on the thickness of the system. In
monolayers, a 4-6% biaxial strain can have the huge effect
of reversing the anisotropy106, whereas in bulk bP strain
seems to have a weaker effect60. This seems to suggest
that the deformation potentials decrease with increas-
ing thickness, an effect that may contribute to boost-
ing the carrier mobility in thicker films. We have con-
firmed this by using the empirical pseudopotential given
by Eq. (13) to calculate the change of the band gap, EG,
under hydrostatic stress, V0dEG/dV (where V0 and V are
the volume of the relaxed and hydrostatically strained
crystal, respectively) for monolayer phosphorene and bP.
This quantity yields the sum of the conduction-band, dc,
and the valence-band, dv, dilatation deformation poten-
tials. For bP, using the elastic constants measured in
Ref. 107 and discussed in Ref. 108, we have obtained
dc + dv ≈ 4.3 eV. This is about a half the value cal-
culated in Ref. 109 and the values of 8.19-to-9.89 eV for
dc+dv reported in Ref. 107. Such a discrepancy could be
due to intrinsic limitations of the empirical pseudopoten-
tials we have employed, to uncertainties in the values of
the elastic constants, and to additional ‘internal’ atomic
displacements that occur under strain. On the contrary,
for monolayer phosphorene, we have obtained larger di-
latation deformation potentials, dc + dv ≈ 6.6 eV. Of
course, we cannot estimate separately the contribution
of the conduction band and of the valence band (given
as a 33%-66% split in Ref. 110). However, despite their
uncertainty, these results constitute a highly suggestive
argument to explain the larger carrier mobility in thicker
films. From Figs. 9 and 13, we observe that the ef-
fective deformation potential (Eq. (9)) for the acoustic
modes increases going from mono- to bi-layer. However,
as mentioned earlier, in the case of bilayers, the low-
energy optical modes have multiple branch crossings with
the acoustic modes at small q-vectors, making it difficult
or impossible to separate the contribution of the acous-
tic modes. We may argue that the effective deformation
potential in acoustic modes might be much lower than
what we see in Fig. 13 and low-energy optical modes
might have a higher contribution to the scattering rates.
4. Stiffening of the inter-layer optical modes. Whereas
when moving from monolayers to bilayers the carrier mo-
bility is kept low by the presence of low-energy inter-layer
optical modes, when moving to thicker multi-layer sys-
tems this effect is expected to be less significant and even
show a qualitatively opposite behavior. Indeed, the am-
plitude of these optical modes decreases as their energy
increases. This is the result of their increased stiffness
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due to the coupling with various layers, as the energy
of the lowest-frequency interlayer mode grows from ≈
1.5 meV in bilayers to about 25 meV for TO phonons in
bulk black phosphorus50. The situation is complicated
by the splitting of several modes into ‘inner’ and ‘surface’
modes92 in layered structures, but this trend constitutes
another possible cause for a mobility increasing in thicker
films.
It would be extremely interesting to study in de-
tail the thickness dependence of all of these effects.
Unfortunately, it is impossible to treat correctly the
2D-to-3D transition – and so, also the Z-to-Γ direct-
band-gap transition and the mobility change – when
calculating the band structure and the vibrational
properties of many-layer systems. Indeed, this would
require accounting for inelastic, phase-breaking phonon
scattering within a DFT (or even GW) framework, a
task obviously still elusive. Yet, the results discussed
here give a qualitative idea of why the carrier mobility
decreases so sharply when moving from bulk black
phosphorus to monolayer phosphorene. In particular,
the observation that phosphorene behaves more like a
conventional semiconductor than a van der Waals ma-
terial – as discussed in item 2 above – seems to explain
the strong thickness dependence of the carrier mobil-
ity shown in Fig. 4(c) of Ref. 30 and suggested by Table I.
V. CONCLUSIONS
The widely scattered theoretical predictions about the
carrier mobility in 2D crystals that have been reported
in the literature have prompted us to analyze criti-
cally the reasons for this confusion. Taking monolayer
and bilayer phosphorene as examples of widely stud-
ied materials, we have identified the assumed simplify-
ing isotropy of the electron-phonon matrix elements, the
use of the ‘band’ deformation potential instead of the
proper carrier-phonon matrix elements, and the associ-
ated neglect of the wavefunction-overlap effects as the
main sources of this confusion. Using a simple – but,
hopefully, not oversimplified – model, we have shown
that, unfortunately, the most accurate models predict the
less exciting values for the carrier mobility. These do not
exceed ≈ 25 cm2 V−1 s−1 at 300 K for both electrons and
holes. We have also employed Monte Carlo simulations
– based on a band structure and carrier-phonon scatter-
ing rates calculated using two separate ab initio DFT –
methods to obtain both better estimates of the low-field
mobility in phosphorene monolayers and bilayers, and
information about high-field transport properties. We
found that calculating the carrier-phonon interaction us-
ing small dispacements and DFPT yield similar results.
Our study further predicts a decrease in mobility moving
from mono- to bi-layers. Most important, we have argued
(unfortunately only at a qualitative level) that phospho-
rene, because of its lone-pair of ‘out-of-plane’ p-electrons,
behaves more like a ‘conventional’ semiconductor than a
van der Waals material, an observation that may explain
the thickness dependence of the carrier mobility reported
in the literature.
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