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Abstract— Reliable message propagation is an important
means of communication in mobile ad hoc networks (MANETs),
and serves as a fundamental component for various applica-
tions, such as mobile advertising, inter-vehicle safety message
propagation, alert propagation to defend against cyber-attacks in
MANETs. Reliable message propagation requires that a message
can be delivered to a large percent (e.g. 90%) of network
nodes even under the presence of malicious/selfish nodes and
intermittent network partitions. Inspired by the proliferation
of dandelion in botanic world, we propose a reliable epidemic
routing protocol for message propagation, called Dandelion.
The Dandelion protocol relies on node mobility and periodic
retransmission of a message. Comparing with flooding-based
epidemic routing protocol, our mobility-assisted reliable epidemic
routing protocol demonstrates excellent reliability, efficiency, and
robustness.
I. INTRODUCTION
Due to the proliferation of mobile devices, such as PDAs,
laptops, sensors, cell phones, there is a growing demand
for reliable message propagation protocols in mobile ad
hoc networks (MANETs) for imminent commercial pur-
poses. For example, in Mobile Advertising applications, de-
partment stores/service providers/sellers desire to advertise
goods/immediate sales across customers who carry mobile
devices. The goal of advertisement is to reach largest possible
target population in ad hoc manner. The ad hoc mobile
advertising platform requires that the relevant messages can
be distributed in an inexpensive and efficient manner.
In the context of mobile ad hoc networks, we need to
fully exploit node mobility to design an efficient, reliable and
robust message propagation protocol. It has been proved that
mobility can increase network capacity and overcome network
partitions. However, the design of reliable and robust message
propagation protocol is very challenging. First, it is desired to
propagate a message throughout a network with minimal re-
source consumption. For more general scenarios, mobile nodes
should operate without actively pulling neighborhood/topology
information or controlling mobility of network nodes. Second,
there can be small portion of malicious/selfish nodes which
may not comply with the protocol specification. Under the
presence of malicious/selfish nodes, a reliable message prop-
agation protocol should still be able to deliver a message
to large population of network nodes. In this paper, we
propose the Dandelion protocol for message propagation, and
demonstrate that the Dandelion protocol is efficient, reliable
and robust.
Our solution is inspired by the wide spread of dandelion
seeds. When a puff ball bursts, dozens of floating seed-bearing
parachutes fly with wind across its neighborhood, and may
travel a long distance before landing. In this way, dandelion
flowers proliferate everywhere. We borrow this idea to achieve
efficient message propagation at the cost of the acceptable
delivery latency. In our mobility-assisted message propagation
protocol, messages are carried by mobile nodes, which mimics
that dandelion seeds are carried by floating parachutes. When
the parachutes travel a certain distance, the dandelion seeds are
brought to a new neighborhood. As dandelion seeds landed on
ground, they grow and further propagate later on. Similarly,
due to the node mobility, mobile nodes bring the messages to a
new neighborhood within a certain period of time. When new
neighbors hear the message, they will further propagate the
message. Our Dandelion message propagation protocol relies
on periodically retransmission of messages by mobile nodes.
The key design issue is when to terminate the propagation
of a message, so that the message is able to reach all the
network nodes without consuming extra bandwidth. We adopt
a parameter times-to-send (TTS) to control the termination of
message propagation. A times-to-send (TTS) field is included
in the header of a message. In each step, when a mobile node
retransmits a message, TTS value is reduced by one. When TTS
reaches zero, a node stops forwarding the message. Hence, the
message propagation procedure is terminated. In this paper,
we show that if we design the initial TTS value properly, a
message can be disseminated to almost all network nodes with
a high probability, but any smaller TTS value may not attain
such high coverage of message delivery. We demonstrate that
the Dandelion protocol is reliable and efficient through both
analysis and simulations. We will also show that the Dandelion
protocol is able to tolerate a non-trivial portion of selfish
nodes, and moreover it is robust to malicious attackers which
attempt to modify TTS values during message propagation.
The rest of the paper is organized as follows: Section II
summarizes the related work. Section III describes the Dan-
delion message propagation protocol. Section IV addresses the
selection of parameters in the Dandelion protocol. Section V
discusses the robustness of the protocol under the presence
of selfish and/or malicious nodes. Section VI evaluates the
performance of the Dandelion protocol by simulations. We
conclude the paper in Section VII.
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II. RELATED WORK
Flooding-based protocols [1], [2], [3], [4]are designed for
message propagation, where every node broadcasts every
message once. Due to message redundancy, flooding protocols
consume scarce bandwidth resources, lead to heavy contention,
and cause packet loss over wireless links. Another class of
broadcasting protocols utilizes node mobility to achieve high
coverage [5] [6] [7].
It has been proved that mobility can increase network
capacity [8] and overcome network partitioning [9] [10] [11].
Mobility-assisted routing schemes trade off delay for capacity
and/or efficiency. Along this direction, various trade-offs be-
tween capacity and delay have been explored [12], [13], [14],
[15].
Recently, mobility-assisted routing schemes have attracted
much research effort in delay-tolerant networks (DTNs), where
mobility is a necessary component of the routing functional-
ity. A comprehensive overview of mobility-assisted routing
schemes is provided in [16]. An epidemic routing scheme
[17] has been proposed for message propagation. To avoid
unnecessary message transmission, a summary vector is used
to indicate whether or not a given message is in the local buffer
of a certain node. When two nodes come into the communica-
tion range of each other, they exchange their summary vectors.
Hence, each node knows which messages it has not yet
received. Then the two nodes exchange messages accordingly.
The protocol based on summary vectors is designed for par-
tially connected networks, which are usually sparse networks.
A reasonably dense mobile ad hoc network can be overloaded
when many nodes exchange pairwise summary vectors. In
[18], authors show that the encounter-based broadcast protocol
achieves very high coverage (close to 100%) of message
delivery, at the cost of extra message overhead at O(n lnn)
level. To reduce the message overhead, encounter-based gossip
scheme is proposed in [19]. The scheme requires each node to
maintain an encounter-list, which stores the IDs of all nodes it
has encountered since the first reception of a given message.
The overhead to update encounter-list can be large too.
There are several key questions to answer in mobility-
assisted epidemic routing protocols, but has been overlooked,
such as (1) How to control message overhead to use min-
imum transmissions while achieving high message delivery
coverage? (2) What is the delay to propagate a message
throughout the network? We answer these questions in this
paper, and present an efficient, reliable and robust mobility-
assisted epidemic routing protocol.
III. DANDELION: A MOBILITY-ASSISTED EPIDEMIC
ROUTING PROTOCOL
In this section, we will introduce a mobility-assisted epi-
demic routing scheme for message propagation.
A. Assumptions
To make our design fit in a wide range of mobile ad hoc
network systems, the Dandelion protocol does not require
network nodes to maintain neighborhood information. Either,
the protocol does not rely on any specific network model and
mobility pattern. We believe that with further information on
network characteristics and mobility pattern, the Dandelion
can be easily adapted to specific environment to achieve
better performance. To set up context of this paper, we make
assumptions as follows:
(1) Agility: Each network node has a reasonable likelihood
of moving around. Network nodes (e.g. pedestrians and ve-
hicles) may move at various speeds and may pause for a
while from time to time. Hence, agility assumption is naturally
satisfied in mobile ad hoc networks.
(2) Autonomy: Each node has independent control over its
movement and the route of a mobile node is determined by
the node itself. Other nodes cannot interrupt the movement of
the mobile node.
B. Advantages of Mobility-assisted Epidemic Routing
It is well known that the flooding-based protocol (without
utilizing mobility) usually has poor coverage of message de-
livery in sparse networks. Even in a reasonably dense network,
node mobility frequently causes uneven node distribution, and
results in network partitions in a snapshot view of the network.
On the other hand, mobility-assisted epidemic routing schemes
allow message carriers to forward the message in parallel from
different locations, and assimilate “multi-source broadcasting”.
Hence, mobility-assisted routing schemes can achieve large
coverage of message delivery.
Another advantage of mobility-assisted schemes is that
message transmissions may achieve larger coverage than those
in static case (see Figure 1). Hence, transmissions in mobility-
assisted epidemic routing protocols can be more efficient.
Based on such observation, we design a mobility-assisted
epidemic routing protocol, where a message carrier forwards
the message periodically.
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(a) Coverage of B’s
transmission without
utilizing mobility
A
B
(b) Coverage of B’s transmission
in mobility-assisted protocols
Fig. 1. Mobility helps to disseminate message efficiently: When node A
spreads a message, node B hears it. Without utilizing mobility in (a), B
forwards the message to its neighbors upon reception of the message. The
additional coverage of B’s transmission is shown as the shaded area in (a).
In (b), after B receives the message, it moves from the original location to a
new location, and forwards the message in the new location, then the message
coverage of B’s transmission is the shaded area in (b).
C. Overview of Dandelion Protocol
Without considering slander attacks, upon receiving a mes-
sage, a network node becomes a mobile message carrier
and begins forwarding the message periodically. Each period
3A
(a) At time t = t0
A
(b) At time t = t0 + T
A
(c) At time t = t0 + 2T
A
(d) At time t = t0 + 3T
Fig. 2. Illustration of mobility-assisted epidemic routing
between retransmissions of a message has a duration T .
Figure 2 demonstrates the Dandelion protocol. Initially, a node
carries a message. At t = t0, the node (dark node in Figure 2)
broadcasts the message to other 4 nodes in its neighborhood as
shown in Figure 2(a). Thus, t0 marks the time when the mes-
sage propagation begins. A node becomes a message carrier, if
it has received at least one copy of the message. Immediately
after t0, 5 nodes have received the message, and become
mobile message carriers. During time [t0, t0+T ), the 5 nodes
(dark nodes) carrying the message move to new locations,
and propagate the message in their respective neighborhoods
in (Figure 2(b)). Note that one of the 5 nodes suppressed
transmission in this period (we describe the suppress scheme in
Section III-D). In such a way, more and more nodes receive the
message and become message carriers (dark nodes) to further
propagate the message (Figure 2(c)). With node mobility, a
node encounters different neighboring nodes from time to
time. In this way, mobile message carriers (the nodes which
carry a message) bring the message to more and more nodes,
and more and more nodes become mobile message carriers
to accelerate the message propagation. Therefore, after a few
steps (e.g. by time t = t0 +3T in Figure 2(d)), almost all the
network nodes have received the message.
D. Suppression of Transmissions
For the sake of efficiency in terms of message overhead, a
node should suppress transmission if necessary. Assuming two
nodes carry a message in Figure 3, if their transmission areas
do not overlap (in Figure 3(a)), then they can retransmit their
copies of the message without redundant coverage. However, if
the two nodes are close enough to each other, the transmissions
by these two nodes do not yield much additional coverage
than a single transmission, as shown in Figure 3(b). In this
case, one of the retransmissions could be suppressed to reduce
message overhead. In our Dandelion protocol, if a node hears
the transmission of a message within a short period from its
neighborhood, the node suppresses the transmission of the
message.
Figure 4 demonstrates message transmission schedule at
each mobile message carrier. In order to design efficient sup-
pression scheme, retransmissions of a message should occur
within a small time slot Δ of each local time period. Assuming
A
B
(a) Carriers are far apart from
each other
A
B
(b) Carriers are
close to each other
Fig. 3. If two message carriers are apart from each other in (a), then the
covered area by two transmissions does not overlap, thus two transmissions
yield the maximum coverage. If they are close to each other in (b), the covered
area by two transmissions is reduced, hence one of the transmissions should
be suppressed for efficiency purpose.
that a node schedules the transmission of a message at time t,
if the node heard the transmission between [t−Δ− τmax, t),
where τmax is the upper bound of clock drift between two
nodes, then it suppresses the transmission. Upon receiving a
message initiated at t0, each node retransmits the message at
most once during local time [t0 + δT − Δ, t0 + δT ], where
δ = 1, 2, 3, · · · and Δ  T .
Time slot     for transmissions of a message
Local time of
message carrier  A
ΔΔΔ Δ
Δ
T T T
ΔΔΔ Δ
τ
τ:  Time drift between two local clocks
T T T
Transmission Suppressed transmission
Local time of
message carrier B
Fig. 4. Transmission schedule of two neighboring message carriers
Note, although we use the same T for all message carriers
to retransmit, the nodes are not required to be synchronized.
Actually, the intrinsic imperfect clock synchronization can
help to avoid concurrent transmissions in a neighborhood,
therefore reduce communication interference. Otherwise, ran-
domness is utilized to achieve this goal.
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E. Algorithm
A times-to-send (TTS) field is included in a message. When
a source node initiates the message m, it attaches a positive
times-to-send (TTS) value to the message m and serves as
a message carrier of m at time t0. With the message prop-
agation procedure going on, more and more network nodes
become message carriers which actively propagate message
m to their neighbors. These mobile message carriers follow
Algorithm 1 for epidemic routing in each period. At time
t0 + δT (δ = 1, 2, 3, · · ·), if TTS is larger than zero, the
mobile message carriers reduce the TTS by one and retransmit
message m to their neighbors unless a node hears someone
else has transmitted the message around time t0 + δT in
its neighborhood. Algorithm 1 demonstrates the protocol for
message carriers to propagate a message.
Algorithm 1:
Dandelion protocol to propagate a message m
While (m.TTS > 0) {
Wait for period T .
Set m.TTS = m.TTS − 1.
If the node heard another copy of message m,
denoted as m′, from its neighbor in [t0+δT−Δ, t0+
δT ) time slot, where Δ  T , then
{
Suppress the transmission;
set m.TTS = min(m.TTS,m′.TTS)*;
}
Else
Transmit the message.
}
In Algorithm 1, (*) operation makes the algorithm robust
to malicious nodes which use a large number to replace TTS,
therefore cause unnecessary retransmissions. The original TTS
value indicates the maximum number of transmissions that a
mobile node broadcast a message. For example, the message
carrier A in Figure 2 transmits its message 4 times, if originally
we set TTS=4. It is an important design issue to determine TTS
in a mobile ad hoc network so that almost all nodes can receive
a message before TTS of the message reaches zero. We will
discuss this issue in Section IV. When a node receives a new
message m, it triggers Algorithm 1 to further propagate the
message.
IV. PARAMETER SELECTION
In previous sections, we introduced the Dandelion protocol.
In this section, we discuss how to select parameters of the
Dandelion protocol in order to optimize performance of the
protocol.
A. Parameter T
In the mobility-assisted protocol, nodes carrying a message
periodically broadcast the message to its neighbors. Intuitively,
if the period T is large, then the delay of the message delivery
is very large. However, if T is too small, the neighborhood
of a node does not change too much from time t 0 + (δ −
1)T to t0 + δT , hence the message transmitted at t0 + δT
only reaches a small number of new neighbors which have
not received message before. To maximize efficiency, two
continuous transmissions by a mobile node should cover no
common area (in Figure 5). Therefore, we have a lower bound
of T as follows:
T >
2r
vavg
(1)
where r is the transmission range, and vavg is the average
velocity that a network node moves.
Moving direction
Location of
previous
transmission
Location of
current
transmission
T
r
Fig. 5. Determination of T
B. Deduction of TTS
As alluded before, TTS controls the termination of message
propagation. If the propagation procedure of a message is
terminated early, then it is likely that only a portion of the
network nodes receives the message. But if the propagation
procedure is terminated late, a large amount of bandwidth can
be wasted. Therefore, we aim to find the minimum TTS to
ensure that almost all nodes can finally receive the message.
To deduce TTS, we assume there are N nodes in the network
and all the nodes remain in the area A with size |A| during
their mission period. A node may move arbitrarily within the
area A. Transmission range of a wireless node is denoted as r.
In mobile ad hoc networks, node positions follow continuous
processes in continuous time. However, the performance of
the Dandelion protocol depends on the positions of the mobile
nodes when they broadcast the message periodically. Hence,
our concerns are the snapshot views of the network in different
time slots with the interval (period) T .
We assume that mobile nodes including message carriers
are evenly distributed in the incident area in any given time
slot. This assumption is made for the convenience of the
theoretical analysis, however, it is not the requirement of the
Dandelion protocol. Let’s consider an example in the circular
incident area A with radius R (in Figure 6), the size of the
incident area can be approximated as |A| = πR2. Also for
theoretical analysis reasons, we divide the incident area A into
hexagons instead of circles. If a node broadcasts a message,
all the neighbors within its transmission range r can hear the
message. We make an approximation that if a node within
the hexagon transmits, all nodes in the hexagon can hear the
transmission (Figure 6).
There are M hexagons covering the incident area A. We
estimate M = |A|
6×
√
3
4 r
2
≈ |A|2.6×r2 . Let m be the message to
5R
r
Incident Area
A
Fig. 6. Illustration of a circular incident area
be propagated in the network. The expected number of nodes
which has received the message m at time t is denoted by
X(t), hence X(t) ≥ X(t′) for t > t′ (X(t) is non-decreasing).
The TTS should be the minimum of δ to make X(t0 + δT ) ≈
N , where N is the total number of nodes in the network.
Given X(t0 + δT ), Proposition 1 derives the average number
of nodes which are aware of the message by the next period,
X(t0+(δ+1)T ). Later on, we utilize Proposition 1 to derive
TTS (see Algorithm 2).
Proposition 1: The expected number of nodes which have
received a given message at time t0+(δ+1)T satisfies X(t0+
(δ + 1)T ) ≥ N × (1 − e−X(t0+δT ) 1M ).
Proof: For t0 + δT < t < t0 + (δ + 1)T , there are X(t0 +
δT ) nodes carrying message m. Then the probability that a
given hexagon with radius r does not contain any node which
has received the message m is (1 − 1M )X(t0+δT ). Hence, at
time t0 + (δ + 1)T , the expected number of hexagons which
contain at least one node carrying the message m is M(1 −
(1− 1M )X(t0+δT )). Since each hexagon contains NM nodes on
average, we have:
X(t0 + (δ + 1)T ) =
N
M
{M [1− (1− 1
M
)X(t0+δT )]}
= N −N × (1− 1
M
)X(t0+δT ) (2)
≥ N × (1− e−X(t0+δT ) 1M ).
Note that X(t) is non-decreasing. Based on Proposition 1,
we device an algorithm to determine TTS of the mobility-
assisted epidemic routing protocol in Algorithm 2. Figure 7
shows the theoretical result of TTS depending on density of the
network and according to Algorithm 2. Our observation is that
the proposed mobility-assisted epidemic routing protocol is
more efficient in a denser network. In Figure 7, average degree
of a network is defined as the average number of neighbors
within the transmission range of a node, so average degree
indicates node density in a network.
Algorithm 2: Estimation of TTS
(1) Given network size N and M = |A|2.6×r2 .
(2) Initialize δ = 0, X(t0) = 1.
(3) While (X(t0 + δT ) < N
do {
X(t0 + (δ + 1)T ) = N − N (1 −
1
M )
X(t0+δT );
δ + +;
}
(4) Return TTS = δ.
10 15 20 25 30
0
5
10
15
Network Diameter (ratio of R/r)
TT
S v
alu
es
Average degree = 4
Average degree = 9
Average degree =14
Average degree =19
Fig. 7. Analytical results on TTS value
Next, we show via simulations that the message propagation
demonstrates threshold property that a certain TTS ensures
almost all network nodes receive the message, but any smaller
TTS can barely achieve it. Let us consider Random Waypoint
mobility model, and assume square incident area with size
|A| = 500× 500m2, transmission range r = 30 and network
size N = 600. According to the analytical result by Algorithm
2, we can deduce TTS=6 for message distribution. In our
experiment, among 30 runs of simulations, 28 runs take 6
periods to deliver the message to at least 98% percent of
the network nodes. Only 2 runs take 5 periods to deliver the
message to 98% of all nodes. It shows threshold behavior in
the message propagation, so that with TTS = 6, almost all
nodes receive a copy of the message, but with TTS < 6,
the chance that the message can be delivered to the whole
network is very small. Such threshold behavior implies that
an initiator of a message may attach a predetermined value
of TTS to the message from the beginning of the message
propagation procedure, so that the message can be propagated
to the whole network within TTS periods. We can see that the
simulation results and the theoretical analysis agree with each
other.
V. ROBUSTNESS OF DANDELION PROTOCOL
In a mobile ad hoc network, a concern is the existence
of selfish and malicious nodes. These nodes do not comply
with the designed protocol, and even worse they may alter
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parameters of a protocol to make the protocol less efficient
or consume more resources. We discuss robustness of the
Dandelion protocol against selfish and malicious nodes in this
section.
A. Against Selfish Nodes
Upon receiving a message, a selfish node does not forward
it, regardless of the TTS value of the message. Besides non-
cooperative nodes, nodes with failure or insufficient power
belong to the category of selfish nodes. It is important that the
Dandelion protocol is able to tolerate the inevitable existence
of selfish nodes.
In the Dandelion protocol, all mobile nodes may serve as
message carriers. If a portion of selfish nodes suppress the
transmission of a message, the other message carriers actively
forward the message until its TTS reaches zero. On the other
hand, if a single message carrier forwards a message in a given
neighborhood, all the nodes in the neighborhood can receive
the message. Hence, the Dandelion protocol is able to tolerate
non-trivial portion of selfish nodes. Our simulation study in
Section VI verifies this property of the Dandelion protocol.
B. Against Malicious Nodes
Next, we consider attacks where malicious nodes attempt
to modify TTS values during message propagation. We study
robustness of the Dandelion protocol against such attacks.
1) Maliciously Increase TTS Value: A malicious node
may replace TTS value of a certain message with a larger
value in order to consume extra resources for unnecessary
transmissions. In the Dandelion protocol (Algorithm 1), let
us assume that a node carries a copy of a message to be
propagated, say m. When the node hears a copy of the message
from its neighbors, it updates its m.TTS to set m.TTS =
min(TTS,m.TTS). Such update invalidates the attempt to
increase TTS value of a message as long as an appropriate
portion of network nodes still comply with the protocol. This
is because the malicious nodes cannot change the mobility
pattern of legitimate nodes, and they will not cluster all
around the source/legitimate message carriers. Hence correct
TTS value is able to propagated among legitimate nodes.
Simulation results in Section VI are provided to show the
robustness of the Dandelion protocol.
2) Maliciously Decrease TTS Value: Let’s consider another
type of TTS manipulating attack, where attackers reduce TTS
value. The goal of reducing TTS values is to affect the
reliability of the message propagation so that the message is
only delivered to a portion of the network nodes. A malicious
node sets m.TTS = 0. Upon receiving a message with
zero TTS, a node stops forwarding the message. However,
in this case a malicious node only suppresses its neighbors’
transmissions in a single hop, and at the same time propagates
the message m to its neighbors. If a malicious node tries
to propagate the message with zero TTS multiple times to
suppress more transmissions, it actually helps to propagate
the message. It is a dilemma for malicious nodes. In Section
VI, we use simulations to show that such a malicious attack
is confined when there exist a small portion (e.g. 10%) of
attackers.
VI. EVALUATION
We have presented the Dandelion protocol for message
propagation in previous sections, where we derived relevant
parameters through theoretical analysis. In this section, we
evaluate the performance of the proposed Dandelion protocols
in terms of the end-to-end delay, the coverage (or reliability)
of message delivery, and the efficiency in terms of message
overhead, and robustness to non-cooperative nodes through
simulations. Each simulation result is based on average of 50
runs.
A. Simulation Setup
In this section, we investigate the Dandelion message prop-
agation protocol under a commonly used mobility model,
Random Waypoint mobility model, where a node pauses and
moves. A node under Random Waypoint mobility model moves
from its current position to a new randomly selected location
(destination) at a random speed. The pause time of a node is
also randomly chosen when it reaches the destination. After
the pause time, the node chooses a new destination, speed, and
pause time. This procedure is followed by every node until it
reaches the end of simulation. We set the maximum pause time
as 60 second and the range of moving speed is from 0.5mps
(meter per second) to 5mps in the simulation.
We assume that the ad hoc network spans a square area with
edge length L = 500meter (|A| = L × L). We use variant
transmission range r and the network size N to simulate
different network diameters and different node densities in the
network. We randomly select a node to initiate the message to
be propagated. The node density of a network is represented
by the average degree d. The period of message transmission
is T = 60 second.
B. Coverage of Message Propagation
Coverage shows the reliability of the message propagation.
It is measured by percentage of network nodes which has been
received the message-to-be-propagated. Figure 8 illustrates the
coverage of the Dandelion protocol. It tells us that even under
the presence of selfish and malicious nodes, the coverage
approximates 100%. We set TTS be 5, 6, 7, 8 respectively for
different network sizes N = 264, 442, 884, 1326. Note that a
network size determines the average degree d (node density) of
the network, and d = 2, 4, 9, 14 for the given network sizes.
Figure 8(a) illustrates the coverage under a certain portion
of selfish nodes. Let’s consider no-selfish-node case (0% of
selfish nodes). In this case, when network is not dense enough,
the coverage by the flooding-based protocol poor. However, in
the Dandelion protocol, even if the network density is very low
(d = 2), the coverage of message propagation approaches to
100%. We can conclude that the Dandelion protocol achieves
much better message coverage in sparse networks. Figure 8(a)
shows the coverage of the protocol under the presence of
selfish nodes, which do not forward messages regardless of
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TTS value. When a portion of nodes are selfish, the network
can be viewed as less dense network for unselfish nodes.
Note that our theoretical analysis result in Figure 7 tells
that in most of the cases TTS value is not very sensitive to
node density. Therefore, with the TTS value designed for a
given network, the coverage of the Dandelion protocol under
less dense network is still satisfactory. This is verified by
Figure 8(a), where we observe that the Dandelion protocol
is able to tolerate the non-trivial portion of selfish nodes.
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(c) Against malicious nodes which increase the TTS
Fig. 8. Robustness of the Dandelion protocol
Besides selfish nodes, we simulate the presence of malicious
nodes, which may manipulate TTS values. In the simulation,
both malicious nodes and legitimate nodes follow Random
WayPoint. Figure 8(b) depicts the message coverage, when a
certain percent of nodes maliciously replace TTS value with
zero in order to prevent message propagation. For d = 2, 4, 9,
if 10% of network nodes issue such an attack, the coverage
still reaches 95%. For d = 14, the coverage is 85%, if 10% of
nodes are malicious. When we consider the presence of more
malicious nodes (e.g. 30% nodes are malicious), a message
can be propagated to 50% and more network nodes. Thus,
the Dandelion protocol is robust to such attack. Figure 8(c)
shows the coverage, when a certain percent of nodes try
maliciously to increase TTS value to consume extra resources
for unnecessary transmissions. It is easy to understand that in
this case coverage of the message propagation will not be
degrade. Judging from Figure 8(b) and 8(c), we can conclude
that the Dandelion protocol is robust to malicious attacks
which try to manipulate TTS values. Actually, the Dandelion
protocol is able to tolerate the existence of non-cooperative
network nodes.
C. Message overhead
We have shown that the Dandelion message propagation
protocol achieves high coverage. Next, we study the message
overhead of the Dandelion protocol. To make a fair compari-
son of the Dandelion protocol and the flooding-based protocol,
we define normalized message overhead as the average trans-
missions needed to cover each network node. The normalized
message overhead is measured by total number of transmis-
sions over the number of nodes which received the message,
i.e. Overheadmsg = # of transmissions# of nodes which received the message .
Overheadmsg can be interpreted as the average number of
messages transmitted by each node which has received the
message.
For the flooding-based protocol, we can easily conclude that
the normalized message overhead tends to 1, since each node
forwards the message once. Normalized message overhead
of the Dandelion protocol is obtained through simulations as
shown in Figure 9. If without malicious nodes (where 0% of
nodes increase TTS value), we observe that in a sparse network
(e.g. average degree of network nodes d = 2), normalized
message overhead of the Dandelion protocol is slightly larger
than 1. As a contrast, in sparse network the coverage of
message propagation by the Dandelion protocol is much larger
than that by the flooding-based protocol, because the reliability
of message propagation under flooding-based protocols suffers
from frequent network partitions. In reasonable dense net-
works (d ≥ 4), the Dandelion protocol achieves much smaller
normalized message overhead than that of the flooding-based
scheme. This is because many nodes do not need to forward a
message if they received the message with TTS = 0, or they
hear the transmission from their neighbors. We can conclude
that the Dandelion achieves good balance between reliability
of message propagation and message overhead.
Figure 9 also demonstrates normalized message overhead
under the TTS manipulating attack, where a portion of ma-
licious nodes double TTS value to trigger extra unnecessary
transmissions. From the simulation result, we conclude that the
increment of message overhead under such malicious attack is
moderate. This is because nodes update their TTS according
to m.TTS = min(m.TTS,m′.TTS) every time when they
receive a new copy of the message in Algorithm 1. Hence, the
malicious effect is limited.
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malicious nodes increase TTS values
D. Influence by Parameters
As we mentioned before that there are two very important
design parameters, which affect performance of the Dandelion
protocol. In previous section, we explained how to determine
these parameters by analysis. Now, we illustrate the influence
of the parameters through simulations.
1) Parameter T : As we mentioned before that parame-
ter T in the Dandelion protocol cannot be too small for
efficiency. We suggested a lower bound of T by Eq. (1).
Given that the speed of mobile nodes are randomly chosen
from 0 to 5 mps and transmission range r = 30 m, we can
estimate T > 24 second accordingly. In this simulation, we
set TTS equal to 5,6,7,8 respectively for different network
density with d = 2, 4, 9, 14 (the corresponding network size is
N = 264, 442, 884, 1326). We fix TTS value and investigate
coverage and message overhead for different T . Figure 10(a)
shows that the selection of parameter T affects performance
of the Dandelion protocol. If T is too small the coverage of
message propagation is poor. But as long as T is large enough
(e.g. T ≥ 60 s), the coverage of message propagation is larger
than 98%. Figure 10(a) implies that in a dense network (e.g
d = 14), T should be large. Because in a dense network there
are large number of transmissions in parallel in each time slot
T , and a small original TTS is applied, (e.g. TTS = 5). To
achieve better coverage, T should be larger to allow message
carriers bring the message to more network nodes.
In figure 10(b), we observe that normalized message over-
head is small when T is small in sparse networks. When
T is small, the neighborhood of a message carrier does
not change very much since its previous transmission. In
the Dandelion protocol, if two mobile message carriers are
within the transmission range of each other, one transmission
will suppress the transmission of the other. Such suppression
scheme causes small message overhead for a small T value.
2) Parameter TTS: To show the influence of TTS, let us
examine the coverage of message delivery under the Dandelion
protocol with different TTS values. The simulation result is
shown in Figure 11. In the simulation, we take the transmission
range r = 30. It indicates that 100% of network nodes can
finally receive the message when TTS exceeds a certain value.
Also, in a denser network, the coverage of message delivery
converges to 1 faster. This is because in a denser network,
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Fig. 10. We set TTS = 5 for d = 2, TTS = 6 for d = 4, TTS = 7 for
d = 9 and TTS = 8 for d = 14 respectively, and investigate performance
of the Dandelion protocol under different T values
one transmission of a message can reach more nodes, and
more transmissions occur in parallel in each step. In Figure
11, we observe that the number of message carriers grows
slowly at the beginning, but it proliferates when the number
of message carriers exceeds a certain value. It tells us that if
we take TTS values as 5, 6, 7, 8 respectively for different node
density d = 14, 9, 4, 2, a given message can be successfully
propagated to almost all network nodes. Such a result agrees
with our theoretical estimation given by Algorithm 2.
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Fig. 11. Coverage of message propagation under different TTS value
E. End-to-end Delay of Message Propagation
In the simulation, the end-to-end delay of message prop-
agation is the total time needed to propagate a message to
the whole network since the message is generated. The node
density of a network is represented by the average degree d.
With L, r and network size N , we can estimate d = N πr2L2 −1
for circular transmission areas. Figure 12 shows the delay of
the message propagation. The result represents the average
9
of 10 simulation runs. We can observe that node density and
transmission range affect the delay of the message propaga-
tion. First, we expect a less delay of message propagation
in a denser network, because the denser a network is, the
more nodes receive the message in each step. Second, with
the same node density (average degree), a larger transmission
range implies smaller L/r ratio (network diameter), which
means that we can use smaller hops to cover the whole
network. Hence, it takes a shorter time to propagate a message
throughout the network with a larger transmission range r.
With the delays shown in Figure 12, majority of network nodes
are able to receive the given message in a short time, which
is the number of periods times the retransmission interval T .
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Fig. 12. Delay of message propagation
VII. CONCLUDING REMARKS AND FUTURE WORK
The paper presented a novel message propagation protocol,
the Dandelion, which relies on periodically retransmission of
messages by mobile network nodes.
To minimize message overhead for message propagation,
the transmissions of a message is limited by the parameter
TTS. The TTS value demonstrates the threshold property that
a certain TTS guarantees almost all network nodes receive the
message, but any smaller TTS can barely achieve it. We deduce
the value of TTS to achieve the threshold behavior by theoret-
ical analysis, and verify it through simulation. Our simulation
is based on Random Waypoint mobility model. The simulation
results show that the Dandelion message propagation protocol
achieves high reliability and robustness of message delivery
with reasonable message overhead and acceptable delay. In the
future, we will evaluate the Dandelion message propagation
protocol with the real world mobility trace. To further improve
performance of the Dandelion protocol, we will make every
network node select its own T according to its velocity. We
also consider to use hybrid (flooding and mobility-assisted)
protocol for message propagation, so that in both static and
mobile ad hoc networks, the message propagation protocol
achieves optimum in terms of coverage, delay and message
overhead. We will also evaluate our work under variety of
mobility patterns.
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