Abstract. In this paper, we are interested in the following singular stochastic differential equation (SDE) dXt = b(t, Xt)dt + dBt, 0 ≤ t ≤ T,
Introduction
The purpose of this paper is twofold: First, it aims at studying existence, uniqueness and Malliavin regularity of solutions of stochastic differential equations with singular drift coefficients satisfying linear growth condition. Second, it studies existence of Sobolev differentiable flows for this class of SDEs. More specifically, we consider the following SDE dX t = b(t, X t )dt + dB t , 0 ≤ t ≤ T, X 0 = x ∈ R d , (
When the drift coefficient b in (1.1) is globally Lipschitz continuous and of linear growth, it is known that the SDE (1.1) admits a unique strong solution. However, the Lipschitz continuity condition is not always satisfied in many interesting SDEs used in practice. Consequently, the study of SDEs with non-Lipschitz (singular) drift coefficients has received a lot of attention in recent year.
Assuming that the drift coefficient b is bounded and measurable, Zvonkin [28] proved existence of a unique strong solution of (1.1) in the one dimensional case. It should be noted that, under the above condition, the one-dimensional deterministic ordinary differential equation dX t = b(t, X t )dt, 0 ≤ t ≤ T, X 0 = x ∈ R d may not have a unique solution even when one exists. Zvonkin's result was generalised to the d-dimensional case by Veretenikov [27] . For other results in this direction, the reader may consult Gyöngy, Krylov [7] or Gyöngy, Martínez [8] , Krylov, Röckner [11] and Portenko [24] . The proofs of the latter results are based either on estimates of solutions of parabolic partial differential equations, the Yamada-Watanabe principle, the Skorohod embedding or a technique due to Portenko [24] .
Recently Meyer-Brandis and Proske [18] developed a new technique for the construction of strong solutions of SDEs with singular drift coefficients. This method is based on Malliavin calculus and white noise analysis. Assuming that the drift coefficient in (1.1) is bounded and measurable and satisfies a certain symmetry condition (see [18, Definition 3] ), they showed the existence of a unique strong solution. The argument in [18] is not based on a pathwise uniqueness argument but it rather gives a direct construction of a strong solution of the SDE. Menoukeu-Pamen et al [17] further developed this approach and derived the results obtained in [18] by relaxing the symmetry condition on the drift coefficient. A striking fact when using this technique is that the strong solution of the SDE with a bounded and measurable drift coefficient is Malliavin differentiable.
The first objective of this paper is to study existence and uniqueness of the solution of the SDE (1.1) when the drift coefficient is Borel measurable and satisfies a linear growth condition. This problem was studied by Engelbert and Schmidt [5] in the one-dimensional time autonomous case. See also Nilssen [21] for the time dependent case. In this article, we extend the results obtained in [5, 21] to the multidimensional case assuming that the drift coefficient is time dependent and has spatial linear growth. This result constitute a notable extension to the unbounded case of existing results.We develop estimates on the Malliavin derivatives for solutions to the SDE (1.1) when the drift b is smooth and has linear growth. These estimates are obtained on a time interval that depends only on the linear growth rate of the dift b and is independent of the initial condition. A continuation argument together with uniqueness of the solution is then used to show that the estimates still hold for any finite time horizon. See Lemma 4.1 and Proposition 4.3 (cf. [17, Lemma 3.5] ). Using successive integration by parts, we are able to show that the estimates are independent of the spatial derivative of the drift coefficient.
The second objective of the paper is to establish spatial Sobolev regularity of the strong solution of the SDE which is pathwise Sobolev differentiable in the spatial variable x. Moreover, each flow map measure on R d . The above result is an extension to the case of unbounded drifts of the results in [20] . Cf. also [12] As application of our results, we study the following stochastic delay differential equation dX(t) = b(X(t − r), X(t, 0, (v, η))dt + dB(t), t ≥ 0, (X(0),
when the drift coefficient b :
is a Borel-measurable function bounded in the first argument and has linear growth in the second argument. We prove that there exists a unique strong Malliavin differentiable solution to the above delay equation.
The paper is organized as follows: In Section 2, we recall some basic definitions and facts on Malliavin calculus, Gaussian white noise theory and stochastic flows. We also give some preliminary results in this section. In Section 3, we present the main results of the paper. Section 4 is devoted to the proof of the main results.
Preliminary Background
In this section we briefly review some facts from Gaussian white noise analysis, Malliavin calculus and stochastic dynamical systems. These facts will be used in establishing our results in the forthcoming sections. We refer the reader to [9, 23, 13] for more information on white noise theory. For the Malliavin calculus the reader may consult [22, 15, 4] . For stochastic flow theory, see [12] .
2.1. Basic facts of Gaussian white noise theory. In this section, we recall the definition of the Hida distribution space; See T. Hida et al. [9] . This space plays a crucial role in our proof of the construction of a unique strong solution for the singular SDE (1.1).
Let us fix a time horizon 0 < T < ∞. Consider a positive self-adjoint operator A on L 2 ([0, T ]) with discrete eigenvalues greater that 1.
Denote by S([0, T ]) the standard nuclear countably Hilbertian subspace of (L 2 ([0, T ]), A) constructed in [23] . is valid for all φ ∈ S([0, T ]), where ω, φ is the action of ω ∈ S ([0, T ]) on φ ∈ S([0, T ]). The d-dimensional white noise probability measure P is defined as the product measure
on the measurable space 
is a total subset of L 2 (P ). Moreover, for all n, m ∈ N 0 , φ (n) ∈ (S([0, T ])) d ⊗n , ψ (m) ∈ (S([0, T ])) d ⊗m , we have the following orthogonality relation
It follows from (2.5) that we can uniquely extend the action H n (ω), φ
for ω a.e and for all n. Denote by I n this extension, then
on the white noise probability space (Ω, F , P ) .
Using (2.3) and (2.5), we deduce the Wiener-Itô decomposition of square integrable Brownian functional that is
The construction of the Hida stochastic test function and distribution space is based on the decomposition (2.8). To this end let 9) with A being the self-adjoint operator introduced earlier. It follows from a second quantization argument that the Hida stochastic test function space (S) can be defined as the space of all
for all p ≥ 0. Endowed with the seminorm · 0,p , p ≥ 0, the space (S) is a nuclear Fréchet algebra with respect to multiplication of functions. One sees from (2.3) that
* is the topological dual of (S). Hence we get the Gel'fand triple (S) ֒→ L 2 (P ) ֒→ (S) * .
By construction, the Hida distribution space (S) * contains the the time derivatives of the ddimensional Wiener process B t i.e.,
We will also need the definition of the S-transform, see [25] . Let S(Φ) be the S-transform of Φ ∈ (S) * then S(Φ) is defined by the following dual pairing
.) The S−transform is an injective map from (S) * to C i.e., if
Finally, we recall the concept of the Wick-Grassmann product. Let Φ, Ψ ∈ (S) * be two distribution then the Wick product Φ ⋄ Ψ of Φ and Ψ is the unique element in (S) * such that
As an example, we have
Using (2.16) and (2.3), we get
where X ⋄n = X ⋄ . . . ⋄ X, assuming that the sum on the right hand side of (2.18) converges in (S) * .
The Malliavin Derivative.
Here we recall the definitions of the Malliavin derivative within the context of white noise theory. Without loss of generality we assume that d = 1. Let F ∈ L 2 (P ). Then using (2.8), there exists a unique sequence
and denote by D t F the Malliavin derivative of F in the direction of the Brownian motion. Then
Denote by D 1,2 the family of all F ∈ L 2 (P ) which are Malliavin differentiable. Define the norm · 1,2 on D 1,2 by
Endowed with this norm, D 1,2 is a Hilbert space and the following chain of continuous inclusions are satisfied:
where
2.3. Some basic facts on stochastic flows. In this section we state some basic facts needed to describe the Sobolev differentiable flow generated by the singular SDE (1.1).
Definition 2.1. The P -preserving (ergodic) Wiener shift θ(t, ·) : Ω → Ω is defined by
Note that the Brownian motion satisfies the following perfect helix property:
The above perfect helix property expresses, in a pathwise manner, the fact that the Brownian motion B has stationary ergodic increments. Next, consider the SDE 26) where the drift coefficient b : 
with a universal set Ω * ∈ F of full Wiener measure such that, for all ω ∈ Ω * , the following statements hold:
We next define a class of weighted Sobolev spaces. Let p :
and equipped with the norm
, define its norm u 1,p,p as follows
Equipped with the norm (2.30), the space
Definition 2.3. A stochastic flow φ s,t (·, ω) of homeomorphisms is said to be Sobolev-differentiable if for all s, t ∈ R, the maps φ s,t (·, ω) and φ
Definition 2.4. Let θ(t, ·) : Ω → Ω be a P -preserving Wiener shift for each t ∈ R. A stochastic flow is a perfect Sobolev-differentiable cocycle φ 0,t (·, θ(t, ·)) if it satisfies the following property
for all ω ∈ Ω and t 1 , t 2 ∈ R.
In the next section, we recall some preliminary facts results which will be useful in the proof of our main results.
Denote C 2 := 3e 6k 2 . Then from the above inequality, we get
Taking expectations in the above inequality and using the fact that Y and |B u − B t0 |, u ≥ t 0 , are independent, we obtain
The result will follow if we can find δ 0 independent of Y and t 0 such that
In order prove (2.42), we use the exponential series expansion of the left hand side followed by Doob's maximal inequality to obtain the following estimates:
Apply the ratio test to the above series ∞ n=1 a n , where a n := C
By the ration test, it follows that the series ∞ n=1 a n converges for δ 0 < ). With this choice of δ 0 , take
Therefore (2.41) gives
Note that C 1 , C 2 and δ 0 are independent of Y and t 0 (but may depend on k). Thus the claim (2.35) holds for the above choice of δ 0 .
Remark 2.7. Note that for Y deterministic, the above expectation is finite. If Y is for example independent drifted Brownian motion, the above expression is also finite given the choice of δ 0 .
Statements of the Main Results

3.1.
Existence and uniqueness of the strong solution. Let B t be a d-dimensional Brownian motion with respect to the stochastic basis
with {F t } 0≤t≤T the P −augmented filtration generated by B t . In this section, we will extend the results in [18] to cover singular drifts with linear growth. In particular, we establish the existence and uniqueness of a strong solution of the singular SDE
where the drift coefficient b :
Borel measurable function which has linear growth; that is
One of the main results of our article is the following:
Borel-measurable function such that k := ess sup
exists a unique global strong solution X to the SDE (3.2) adapted to the filtration {F t } 0≤t≤T . Furthermore, the solution X t is Malliavin differentiable for all 0 ≤ t ≤ T .
Remark 3.2. In the one dimensional autonomous case, existence and uniqueness for the solution of (3.2) was first obtain by Engelbert and Schmidt [5] . Malliavin differentiability of the solution in the one dimensional case was obtained by Nilssen in [21] for small time intervals. Thus Theorem 3.1 extends the above results to the multidimensional case on any time horizon.
Theorem 3.1 can further be generalized to cover a class of non-degenerate d−dimensional Itô-diffusions as follows:
where the coefficients b : Suppose that the function b * :
satisfies the conditions of Theorem 3.1, where
Proof. The proof can be directly obtained from Itô's Lemma. See [18] . 
By Theorem 3.1, the SDE (3.5) has a unique strong solution which we will denote by X s,x · . The following theorem gives the existence of a Sobolev differentiable flow for the SDE (3.5), and is the main result of this section. Theorem 3.4. Assume that the drift coefficient b in the SDE (3.5) is Borel-measurable and has linear growth. Then the SDE (3.5) has a Sobolev differentiable stochastic flow φ t,s :
We also have the following cocycle property in the autonomous case. 
where b :
is Borel measurable and has linear growth. Then the stochastic flow of the SDE (3.6) has a version which generates a perfect Sobolev-differentiable cocycle (φ 0,t , θ(t, ·)) where θ(t, ·) : Ω → Ω is the P -preserving Wiener shift. More specifically, the following perfect cocycle property holds for all ω ∈ Ω and all t 1 , t 2 
Remark 3.6. Similar results were proved in [20] , assuming that the drift coefficient b is measurable and globally bounded. Considering unbounded drift coefficients, Nilssen in [21] proves similar result in one dimension and only for small time interval. Note however that the technique, based on the Itô's-Tanaka formula used in [21] , cannot be applied here since the local time for multidimensional Brownian is not defined. 8) where the coefficients b :
satisfies the conditions of Theorem 3.4, where
for all 0 ≤ s ≤ t ≤ 1 and for all p > 1.
Proof. The proof can be directly obtained from Itô's Lemma. See [20] .
Need conditions on Λ and b such that b * has linear growwth.
We also have the following proposition which is essential for the proof of Theorem 3.4.
be measurable and and has linear growth. Le U be an open a bounded subset of R d . Then for each t ∈ R and p > 1 we have
Proofs of the Main Results
4.1.
Proof of existence and uniqueness of the strong solution. We first prove Theorem 3.1 on a small time interval [0, t 1 ]. Since t 1 is necessarily independent of the initial point, the result will then follow by a continuation argument on successive intervals of length t 1 (using random non-anticipative initial conditions and Lemma 2.6). The proof of Theorem 3.1 is performed in two steps. In first step, we consider a sequence
, n ≥ 1 of smooth coefficients with compact support satisfying a global linear growth condition and converging a.e. to b. Using the relative compactness criteria (Corollary A.3), we prove that for each 0 ≤ t ≤ t 1 the sequence of corresponding strong solutions
is relatively compact in L 2 (P ; R d ). In the second step of the argument, we show that for a measurable drift coefficient b satisfying linear growth condition, the solution Y b t , 0 ≤ t ≤ t 1 , of (3.2) is a generalized process in the Hida distribution space. Then using the S-transform (2.13), we show that for a sequence {b n } ∞ n=1 of a.e. compactly supported smooth coefficients approximating b and satisfying a uniform global linear growth condition, there exists a convergent subsequence of the corresponding strong solutions
for 0 ≤ t ≤ t 1 . We then check that the limiting process Y b t is a strong solution of the SDE (3.2), using a transformation property for Y b t . The following lemma is an essential part of the first step of our procedure.
be a smooth function with compact support. Then the corresponding strong solution X of (3.2) satisfies
Combination of Lemma 4.1 and Corollary A.3 yields the following result
, be a sequence of smooth coefficients with compact support and with sup n≥1 ess sup (u 
The following crucial estimate which generalises those in [3, 17] and plays an important role in deriving our results: 
d be a multiindex such that |α i | = 1 for i = 1, 2, . . . , n. Then there exists a universal constant C (independent of {b i }, n, and {α i }) such that
where Γ is the Gamma-function andb(t, z) :=
Here D αi denotes the partial derivative with respect to the jth space variable, where j is the position of the 1 in α i .
Proof. See Appendix B
We are now ready to give the proof of Lemma 4.1.
Proof of Lemma 4.1. The chain-rule for the Malliavin derivatives (see [22] ) yields
is the spatial Jacobian derivative of b. Then, we get for
Iterating (4.4) leads to
in L 2 (P ), where ":" denotes matrix multiplication. On the other hand we also have that
Let | · | be the maximum norm on R d×d . Applying Girsanov's theorem, Hölder's inequality and the Beněs condition in relation to (4.5) and (4.6), we get
The term E exp 2
by Beněs theorem applied to the martingale 2
u . In addition, the term
2 du is also finite for small t 1 (see for example proof of Lemma 4.4). Hence, there is a positive constant C t1 such that for all t ′ ≤ t ≤ s ≤ t 1 , we have
Consider the following the expression
It follows from repeated use of (deterministic) integration by parts that A 2 is equal to a sum of at most 2 2n summands of the form
, then by a similar argument there are at most 2 8n such summands (of length 4n). Applying the same concept to A 16 , one gets that it can be represented as a sum of at most 2 128n terms of the form (4.10) with length 16n.
Using this fact and Proposition 4.3 we obtain
Combining (4.8) and (4.11) we get 
is finite for a small time t 1 independent of n.
Proof.
The process |B u | 2 is a non negative submartingale. Using the Doob's martingale inequality and the exponential expansion, one can show as in the proof of Lemma 2.6 that for t 1 ≤ 1 32 √ 2k 2 the expectation is finite.
From now on, we assume that t 1 ≤ 12) belong to the Hida distribution space.
Proof. Since t 1 ≤ 1 32 √ 2k 2 , using the same argument as in the proof of Lemma 4.4, the result follows in a similar way as in [18, Lemma 11] . 
, where J n is given by
More specifically, if b n approximates b in the following sense
Proof. The proof follows in a similar way as in [18, Lemma 11] and the conclusion follows since t 1 is sufficiently small, using the same reasoning as in the proof of Lemma 4.4. 
Then there exists a subsequence of the corresponding strong solutions X nj ,t = Y
Proof. Corollary 4.2 guarantees existence of a subsequence Y bn j t , j = 1, 2..., converging in L 2 (P ). Hence, using the uniform linear growth property of the b n 's, it follows by the dominated convergence theorem that E[J nj ] → 0 in (4.14), and hence Y
* . Therefore, it follows by the uniqueness of the limit that Y
Borel-measurable and satisfies
Proof. Assuming that t 1 is small, the proof follows in a similar way as in [26, Lemma 16] .
We now turn out to the proof of Theorem 3.1. We first prove the result for a particular T ≤ t 1
Proof of Theorem 3.1. Case 1: We assume first that T = is a strong solution of the SDE (3.2) with b = b n , we obtain, from Girsanov's theorem (using Beněs condition [1] ) and our assumptions, that .7)), using the supermartingale property of the Doléans-Dade exponential and the proof of Lemma 4.4.
From Lemma 4.7, we have that
for a subsequence of {Y bn t } ∞ n=1 and hence almost sure convergence holds for a further subsequence, 0 ≤ t ≤ T . Therefore Fatou's Lemma yields
t has a continuous modification from the Kolmogorov's continuity theorem. Now B t is a weak solution of (3.2) with respect to the measure dP
Applying the transformation property (4.15) to b, we get
Since S is injective, we get
The The result is given for T = δ0 64 √ 2k 2 independent of the initial condition. We will use induction and a continuation method with random non-anticipative initial conditions to iterate the above argument on successive intervals of lengths δ0 64 √ 2k 2 and show that the result is valid for all 0 ≤ T ≤ 1.
Case 2: We prove by induction that the unique solution to is Malliavin differentiable. Since there exist a unique strong solution to (3.2) in small time interval, combination of Gronwall Lemma and linear growth condition guarantee non explosion of the unique strong solution. The result will follow if we show that its Malliavin derivative is finite in the L 2 (P ) norm. We will prove this by induction.
Choose once more δ 0 as in Lemma 2.6 and set τ :=
, i ≥ 1. For 0 ≤ t ≤ s 1 , the result is true. Assume that there exists a Malliavin differentiable solution {X t , 0 ≤ t ≤ s m }. Set t such that s m ≤ t < s m+1 . Let X n t , n ≥ 1 be the approximating sequence defined by (4.1) and let start with the almost sure (a.s.) relation
Using once more the chain-rule for the Malliavin derivatives, it follows that
P -a.e., for all 0 ≤ s ≤ t. We only consider the first term in (4.18).
The last inequality follows from Girsanov transform and Hölder inequality. One can show as in Proposition 4.11 (see also (4.29)) that there exist a positive constant and an increasing and continuous function
Therefore, using Cauchy-Schwartz inequality, we obtain that there exists C > 0, which may change from one line to the other and such that Remark 4.9. One limitation in our argument is the use of Girsanov transform (via Beněs Theorem) in the sense that we cannot cover SDEs with superlinear growth drift coefficients at the moment.
4.2.
Proof of existence of a Sobolev differentiable stochastic flow. In order to prove Theorem 3.4, we first need to prove Proposition 3.8.
We first consider a smooth drift coefficient b : 
be the sequence of solutions of (3.5) when b is replaced by b n , n ≥ 1. We will show that {X
is relatively compact in L 2 (Ω) when integrated against test functions on R d . One can show (see [12] ) that when b is continuously differentiable with a bounded derivative, the process X 
d be a multiindex such that |α i | = 1 for i = 1, 2, . . . , n. Then there exists a universal constant C (independent of {b i } i , n, and {α i } i ) such that
Here D αi denotes the partial derivative with respect to the j ′ th space variable, where j is the position of the 1 in α i .
The following result gives a key estimate on the spatial weak derivative in terms of b ∞ .
be a smooth function with compact support. Then for any p ∈ [1, ∞) and t ∈ [0, T ], the following estimate holds Proof. We prove this in two steps. We first prove the result for T ∈ 
where b ′ is the spatial Jacobian matrix of b. Applying Beněs' Theorem to the martingale 2
u , and using Girsanov's theorem and Hölder's inequality, we have 25) where the positive constant C 1 is obtained in a similar way with the choice of T small as in Lemma 4.4. The last inequality follows from Hölder's inequality since 4p ≤ 4 p . As in the proof of Lemma 4.1, we consider the expression
(4.26) Repeated use of deterministic integration by part shows that A 2 can be written as a sum of at most 2 2n summands of the form
where 
Γ(4 p 2n + 1)
from which we get
Hence for T sufficiently small, the above expectation is finite. Note also that C p (|x|, b ∞ ) can be bounded by 2 p−1 (1 + exp{Cp b ∞ |x|}). a.s., where · denotes matrix multiplication for the Jacobian derivatives. Let {F t } t≥0 denote the filtration generated by the driving Brownian motion B. Taking conditional expectation w.r.t to .F sm in the above equality, using (4.29) and Lemma 2.6, we get
where C 1 , C 2 are positive constants independent of x, but may depend on k.
This complete the first step of the proof of Theorem 3.4. We now fix a measurable coefficient b : Proof. We assume here without loss of generality that d = 1 and s = 0. We know that the set
Hence it is enough to show that
is of linear growth in x, it follows by the Cameron-Martin theorem and the uniqueness in law for the SDE (3.5) that
Using the inequality |e a − e b | ≤ |e a + e b ||a − b|, we get
Using Hölder inequality, we get
It follows from Cauchy and Burkholder-Davis-Gundy inequality that there exists a constant C such that
The terms E exp
are finite and equal to one by the Beněs condition applied to the stochastic integrals with drift 2b or 2b n .
Moreover, the terms E exp
are finite for small time T . In fact
This expectation is finite for T sufficiently small and independent on the initial condition of the solution. We can once more use conditioning, induction an a continuation argument with random non-anticipative initial conditions to iterate the above argument on successive intervals of lengths τ . Hence the above result holds for all T > 0.
As a consequence of the compactness criteria, we have by combining Corollary A.3 and Proposition 4.10, the following result Theorem 4.13. For any fixed s, t ∈ R and x ∈ R d , the sequence {X
t . The next result is a consequence of Proposition 4.11.
Corollary 4.14. Let X s,x be the unique strong solution to the SDE (1.1) and q > 1 an integer. Then there exists a constant C = C(d, k, q) < ∞ independent of of x 1 , x 2 in every bounded subset of
for all s 2 , s 1 , t 2 , t 1 , x 2 , x 1 . In particular, there exists a locally Hölder continuous version of the random field (s, t, x) → X s,x t with Hölder constant α < 1 2 in s, t and α < 1 in x. Proof. Assume that the above condition holds. Moreover, without loss of generality, assume that 0 ≤ s 1 < s 2 < t 1 < t 2 . Then X n,s1,x1 t1 − X n,s2,x2 t2
Using Hölder's inequality, we get E X n,s1,x1 t1 − X n,s2,x2 t2
The assumption on b n and Hölder's inequality yield
Using again Hölder's inequality and Gronwall's Lemma, we get
A similar bound holds for E t2 t1
By the Mean Value Theorem and Proposition 4.3, we have
Using the Markov property, we obtain } n≥1 that converge almost everywhere. The result then follows from Fatou's lemma.
In the next Lemma, we prove that the sequence defined by {X
Proof. Let D s be the Malliavin derivative and let U be the compact support of ϕ. Then we have
Using the compactness criteria (Corollary A.3), there exists a subsequence X
Hence as in the proof of Lemma 4.12, one can show
Therefore X t,n , ϕ converges weakly to X t , ϕ and the uniqueness of the limits implies that
Using contradiction, suppose that the full sequence does not converge. Then there exist ε 0 > 0 and a subsequence X t,n(k) , ϕ for which
for every k. But using once more Lemma 4.12, one can show that there exist a further subsequence X t,n(ki) , ϕ of X t,n(k) , ϕ that converges to X t , ϕ . This is a contradiction to (4.36).
We are now ready to conclude the proof of Proposition 3.8.
From this, it follows that there exists a subsequence
We now construct a measurable set Ω 0 ⊂ Ω of full measure such that X · t has a weak derivative
Replace ϕ by ϕ n and choose a measurable subset Ω n of Ω with full measure such that (4.37) holds on Ω n . Set Ω 0 = ∩ n≥1 Ω n , then Ω 0 satisfies the required property.
We get the following result for a weighted Sobolev space.
Proof. Without loss of generality, we assume that d = 1. We first show that
We prove this by successive conditioning on the filtration generated by the Brownian motion and successive use of the flow property and Lemma 2.6. Let X n,x t be the sequence as defined in Lemma 4.15.
There exists m positive integer such that s m ≤ t < s m+1 .
For p ≥ 2, using Hölder inequality with respect to the measure P and Fubini Theorem, we have
Using the flow property, the chain rule, the Cauchy inequality and Proposition 4.11, we have
where the last inequality comes from Lemma 2.6 with C 1 , C 2 positive constants independent of x, but may depend on k. Successive application of the previous step on the second term of the right hand side of (4.39) gives
It follows that (4.38) is satisfied for p ≥ 2. Now, choose 1 ≤ p ≤ 2, it follows from the Hölder's inequality with respect to the measure p(x)dx that
From this, we get that (4.38) holds for 1 ≤ p ≤ 2.
Independently of the choice of p, there exists a subsequence converging to an object
in the weak topology. More specifically, for every A ∈ F and f ∈ L q (R d ; p(x)dx) (with q such that
Hence Y must be equal to the weak derivative of X x t and the results follows.
given in Proposition 4.14. Denote by Ω * the set of all ω ∈ Ω for which there exists a unique spatially Sobolev differentiable family of solutions to equation (3.5) . Since (Ω, F , P ) is a complete probability space, we get that Ω * ∈ F and P (Ω * ) = 1. Moreover, the uniqueness of solutions to the SDE (3.5), implies the following two-parameter group property
is satisfied for all s, u, t ∈ R, all x ∈ R d and all ω ∈ Ω * . In fact, without loss of generality, we can assume that u < s < t and for s, t ∈ R, there exists an integer m such that s m < t − s ≤ s m+1 and one can verify that the flow property (4.41) holds in this case. Repeated use of (4.41) in small intervals of length τ and the uniqueness of the solution gives the above two-parameter group property for all s, u, t ∈ R.
The proof of the theorem is completed by applying Lemma 4.16 and using the relation
Proof of Theorem 3.5. Let Ω * be as in the proof of Theorem 3.4. We will show that θ(t, ·)(Ω * ) = Ω * for t ∈ R. Fix t ∈ R and let ω ∈ Ω * . The relation (3.6) yields
Using the helix property of B and a change of variable we get from (4.42)
Substituting ω by θ(t 1 , ω), the relation (4.43) suggests that the SDE (3.5) has a Sobolev differentiable family of solutions. Therefore, θ(t 1 , ω) ∈ Ω * and hence θ(t, ·)(Ω * ) ⊆ Ω * . Since this holds for arbitrary t 1 ∈ R, we have θ(t, ·)(Ω * ) = Ω * for all t ∈ R. Moreover,the uniqueness of solutions of the integral equation (4.42) gives
for all t 1 , t 2 ∈ R, all x ∈ R d and all ω ∈ Ω * . To prove the perfect cocycle property (3.7), note that (4.44) can be rewritten as
The perfect cocycle property (3.7) now follows by replacing x in the relation (4.45) by φ 0,t1 (x, ω) and using the two parameter flow property (4.41).
Application to stochastic delay differential equation
In this section we consider the following stochastic delay differential equation
Theorem 5.1. Suppose that the drift coefficient b :
is a Borelmeasurable function bounded in the first argument and has linear growth in the second argument. Then there exists a unique global strong solution X to the SDE (5.1) adapted to the filtration {F t } 0≤t≤T . Furthermore, the solution X t is Malliavin differentiable for all 0 ≤ t ≤ T .
The proof of Theorem 5.1 also uses the relative compactness criteria. Let consider a sequence 
For any t 1 > 0 denote by X n (·, t 1 , z) the solution of the following approximating SDDE starting at t 1 :
2) By the continuation property, we have
Apply the chain rule (for Mallliavin derivatives) to the above relation and get:
for 0 < s < t and each deterministic initial data (v, η) ∈ M 2 .
Let t 1 be the supremum of all t ≥ r such that there exist C d > 0 and the following two estimates hold:
for all deterministic initial data (v, η) ∈ M 2 . Claim: We claim that t 1 = ∞.
Proof. Use contradiction: Suppose t 1 < ∞. We will show by continuation and a conditioning argument that there exist t 2 ∈ (t 1 , t 1 + r) (with t 2 − t 1 possibly small) such that the inequalities (5.5) hold for t = t 2 . This will contradict the choice of t 1 as a supremum. Consider the following cases:
Using successive iterations in the above integral equation, the Girsanov theorem and integrations by parts, we obtain t 2 > t 1 with t 2 − t 1 possibly small and a positive constant
Next, we use (5.4), conditioning on z =X n (t 1 , (v, η)), and (5.7) to get the following:
Therefore, from the above inequality, we get
Case 2: 0 ≤ s ≤ t 1 ≤ t ≤ t 2 : Taking Malliavin derivatives D s for s ≤ t 1 in the integral equation (5.2), we get
The above linear integral equation implies that
for any deterministic z ∈ M 2 . As before, we apply the chain rule in (5.4) followed by conditioning with respect tõ X n (t 1 , 0, (v, η)) together with the above equality, to get
= 0 (5.12) for s ≤ t 1 ≤ t ≤ t 2 and all deterministic (v, η) ∈ M 2 .. Now combine the second estimate in (5.5) (for t = t 1 ) with (5.9) and (5.12) to get
for t 1 < t ≤ t 2 with a positive constant C d (denoted by the same symbol). This shows that the second estimate in (5.5) still holds for t 2 ≥ t ≥ t 1 and therefore contradicts the maximality of t 1 if t 1 < ∞. It remains to show that the first estimate in (5.5) also holds for t 1 ≤ t ≤ t 2 . To do this consider the following cases:
. (5.14)
For any fixed z ∈ M 2 , consider the expression
for any fixed z ∈ M 2 . Now taking E( · 2 ) on both sides of (5.14), conditioning with respect to X n (t 1 , 0, (v, η)) and using (5.16), gives
Case 4: s ′ < t 1 < s ≤ t ≤ t 2 : Fix any z ∈ M 2 and use (5.6) and (5.10) to get
Using successive iterations in the last equality above, the Girsanov Theorem and successive integrations by parts, we obtain t 2 > t 1 (with (t 2 − t 1 ) possibly small) and a positive constant
Next, we use the above estimate, the chain rule (as in (5.12)), and conditioning on z = X n (t 1 , (v, η)), to get 20) where
Case 5: s ′ < s < t 1 < t ≤ t 2 : In this case, for fixed z ∈ M 2 , we have
(5.22) Therefore, using similar arguments as before (chain rule and conditioning), we obtain
Finally, putting together the first estimate in (5.5) with t = t 1 , (5.17), (5.20) and (5.23), it follows that the first estimate in (5.5) holds for t 1 < t < t 2 . This contradicts the maximal choice of t 1 and completes the proof of the proposition. Thus t 1 = ∞.
Further application of the results in Section 3 are given in [16] Appendix A.
Compactness criteria
The proposed construction of the strong solution and the stochastic flow for the SDE (1.1) is based on the following relative compactness criteria from Malliavin calculus due to [2] .
Theorem A.1. Let {(Ω, A, P ) ; H} be a Gaussian probability space, that is (Ω, A, P ) is a probability space and H a separable closed subspace of Gaussian random variables in L 2 (Ω), which generate the σ-field A. Denote by D the derivative operator acting on elementary smooth random variables in the sense that
Further let D 1,2 be the closure of the family of elementary smooth random variables with respect to the norm
Assume that C is a self-adjoint compact operator on H with dense image. Then for any c > 0 the set
The relative compactness criteria in our setting required the subsequent result (see [2, Lemma 1]).
Then for all β with α < β < (1/2), there exists a constant c 1 such that
The next compactness criteria whoch plays a key role in the proof of our results is a direct consequence of Theorem A.1 and Lemma A.2.
Corollary A.3. Let X n ∈ D 1,2 , n = 1, 2..., be a sequence of F 1 -measurable random variables such that there exist constants α > 0 and C > 0 with
Then the sequence X n , n = 1, 2, . . ., is relatively compact in L 2 (Ω).
Appendix B. Proof of Proposition 4.3
Here we give the proof of Proposition 4.3. Before we proceed, we need some notations and intermediate results.
Without loss of generality, assume that
2 /2t be the Gaussian kernel, then the left hand side of (4.2) can be written as
with α = (α 1 , . . . α n ) ∈ {0, 1} nd . To prove the proposition, it is enough to prove that t |J α n (t 0 , t, 0)| ≤ C n (t − t 0 ) n/2 /Γ(n/2 + 1). To this end, we shift the derivatives from the b i 's onto P by using the integration by part. This is done by introducing the alphabet A(α) = {P,
stands for the derivative of P (t, z) with respect to the space. Choose a string S = S 1 · · · S n in A(α) and define
In the following, we say that a string is allowed if, when all the D αi P 's are taken out from the string, a string of type
Moreover, assume that the first derivatives D αi P are written in an increasing order with respect to i.
Lemma B.1. The following representation holds
where each ǫ j is either −1 or 1 and each S j is an allowed string in A(α).
Proof. We use induction on n ≥ 1. Clearly, the representation holds for n = 1. Now assume that it holds for n ≥ 1, and let b 0 be another function satisfying the assumptions of the proposition. as well as α 0 . Then
Clearly,S is not an allowed string in A(α). Using the induction hypothesis
(t 0 , t, z 0 ) and we have
One verifies that both D α0 P · S j and P ·S j are allowed strings in A(α 0 , α) whenever S j is an allowed string in A(α).
Assuming that S is a allowed string, we will give an upper bound of I α S , thus the proof of Proposition 4.3 will be completed using the above representation. 1+|y| . Let α, β ∈ {0, 1} d be multiindices satisfying |α| = |β| = 1. Then one can find a universal constant C (independent of φ, h, α and β) satisfying |I| ≤ C,
We denote by I l,m the integral defined in (B.1) when φ, h are replaced by φ l , h m . Then I = l,m∈Z d I l,m . In the following, C denotes a constant that may change from one line to the other.
We rewrite I l,m as:
We only give an estimate of I 
for appropriate choice of i, j, whereP (t, z) = (2πt)
. Then there exists a positive constant C such that
and similarly there exists a positive constant C such that
Using once more the fact that (1 + |z|)e −|z| 2 /3s is bounded by Ce Suppose that l − m ∞ ≤ 1 and denote byφ l (s, u) andĥ m (t, u) the Fourier transform of φ and h in the second variable. Then
and similarly forφ l (s, u). It follows from the Plancherel theorem that Furthermore, R d P (t, z)dz = 1 and
Lemma B.4. We can find an absolute constant C such that for every Borel-measurable functions g and h such thath andg are bounded by 1, and r ≥ 0 Proof. We first prove the estimate for t = 1, t 0 = 0. Using Corollary B.3 it follows that for each k ≥ 0
g(s, z)P (s, z)h(t, y)D α D β P (t − s, y − z)(1 − t) r dydzdsdt ≤ C(1 − 2 −k−1 ) r 2 −k .
In fact, put t ′ = 2 k t and s ′ = 2 k s and use the fact that P (at, z) = a −d/2 P (t, a −1/2 z), then substitute z ′ = 2 k/2 z and y ′ = 2 k/2 y. The result follows by sing h 1 (t, y) := Combination of these bounds gives the first assertion for t = 1, t 0 = 0. For general t and t 0 use the change of variables t ′ 1 = t1−t0 t−t0 , t 2 = t2−t0 t−t0 , y ′ = (t − t 0 ) −1/2 y and z ′ = (t − t 0 ) −1/2 z. The second assertion of the lemma follows similarly.
We are now ready to give a proof of Proposition 4.3.
Proof of Proposition 4.3. : We prove that there is a constant M such that for each allowed string S in the alphabet A(α) we have .
We use induction on n. The case n = 0 is straightforward. Assume n > 0 and that the above inequality is valid for all allowed strings of length less than n. There are three possibilities.
(1) S = D α1 P · S ′ where S ′ is a string in A(α ′ ) and α ′ := (α 2 , . . . , α n ) (2) S = P · D α1 D α2 P · S ′ where S ′ is a string in A(α ′ ) and α ′ := (α 3 , . . . , α n ) (3) S = P · D α1 P · · · D αm P · D αm+1 D αm+2 P · S ′ where S ′ is a string in A(α ′ ) and α ′ := (α m+3 , . . . , α n ).
In each possibility, S
′ is an allowed string in the given alphabet.
(1) Use the inductive hypothesis to get an upper bound for I Define h(t 2 , z 2 ) := b 2 (t 2 , z 2 )I α ′ S ′ (t 2 , t, z 2 )(t − t 2 ) 1−n/2 . Hence it follows from the inductive hypothesis that |h(t 2 , z 2 )| 1 + |z 2 | ≤ M n−2 /Γ(n/2).
Use the above bound in the first part of Lemma B.4 with g = b 1 and integrating first with respect to t 2 , we get Define h(t m+2 , z m+2 ) = b m+2 (t m+2 , z m+2 )I 
