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We discuss two one-dimensional model systems – the first is a single channel quantum wire with
Ising anisotropy, while the second is two coupled helical edge states. We show that the two models
are governed by the same low energy effective field theory, and interactions drive both systems to
exhibit phases which are metallic, but with all single particle excitations gapped. We show that
such states may be either topological or trivial; in the former case, the system demonstrates gapless
end states, and insensitivity to disorder.
PACS numbers:
I. INTRODUCTION
The importance of topology in different aspects of con-
densed matter physics has long been known, from topo-
logical excitations1,2 through topological order3 to topo-
logical quantum computing4. Perhaps one of the most
surprising roles of topology however was the discovery
of topological insulators (TIs) about a decade ago5–7.
The central idea is that gapped states of non-interacting
electrons can be characterised by a topological index8.
The original topological index for the integer quantum
Hall states, the TKNN index9 has now been extended
to all possible dimensions and underlying symmetries of
the system in question, leading to a ‘periodic table’ of
possible topological insulators10,11.
While the value of the appropriate topological index
is a technical way of defining a topological insulator, the
defining feature is the presence of edge states – gapless
excitations that live only at the edge of the sample, while
the bulk of the system remains gapped. These edge states
also have the feature that they can not be localised by
disorder. They remain conducting – perfectly so in two-
dimensional topological states – no matter how rough or
disordered the edge is so long as none of the protecting
symmetries are broken.
Specialising now to two dimensional systems with time
reversal symmetry, we have the quantum spin Hall (QSH)
effect which has a Z2 topological index. Typically, this
state appears in semiconductors which have band inver-
sion due to strong spin-orbit coupling6. The inverted
band may be viewed as a negative band gap, and the
defining topological index can be reduced to the sign of
the gap – a positive gap means a normal insulator, while
a negative gap is the topological state. This leads im-
mediately to one of the main questions discussed in this
work: Can one obtain states akin to a topological insu-
∗Corresponding author E-mail: s.t.carr@kent.ac.uk
lator when the gap is not present in the band structure,
but dynamically generated by interactions? It is worth-
while noting that topological superconductors12 are one
example of such a mechanism occurring – after a mean
field decoupling, these reduce to a non-interacting Hamil-
tonian and a classification as before11. We will discuss
other examples which have no local symmetry breaking
and no local order parameter, and so they cannot be so
obviously put into the existing framework.
The role of interactions in topological insulators is
currently a vibrant field . One of the questions often
asked is how interactions affect the metallic states at the
edge of the topological insulator – it is well understood
now13–18 that interactions destroy the perfect conduction
predicted by the non-interacting theory due to inelastic
scattering processes. For weak to moderate interactions,
this gives a temperature dependent reduction to the con-
ductance, the perfect conductance still being realised at
zero temperature. For strong interactions however, the
topological protection may be broken completely, and the
edge state may localise. The second question we will
be concentrating on in this work is the opposite of this:
Can interactions enhance the topological protection of the
state, i.e. make it less sensitive to impurities?
We will discuss two models that have recently been
proposed that show emergent topological properties as
discussed above. The first is a model of a single (spinful)
channel quantum wire with Ising anisotropy19,20. The
second is two coupled quantum spin Hall helical edge
states21,22. In this case, it is important to note that the
Z2 topological classification of the quantum spin Hall ef-
fect means that an even number of coupled edge states
(i.e. two) are not topologically protected (in the absence
of interactions).
The common feature of these two models is that they
are each interacting one-dimensional systems with two
channels – in the former case, these two channels are the
two spin projections; in the latter, the two distinct heli-
cal edge states. The low-energy effective Hamiltonian is
thus equivalent in both cases. When the interactions are
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2treated23,24, the channels rearrange themselves into two
independent propagating collective modes – one carry-
ing charge, and the other carrying the remaining degree
of freedom (spin in the former case, relative distribution
of charge in the latter). We will describe the conditions
under which this charge mode remains gapless, but the
other mode acquires a gap. In line with our previous
discussion, we will see in both cases that this gap can
have two possible signs – one of which is topological and
exhibits edge states.
The system is however not an insulator, as there are
gapless modes in the charge sector throughout the en-
tire one-dimensional bulk. The metallic charge sector
does not escape the influence of topology however – we
show that due to the gap in the spin sector, the charge
sector is robust (or even topologically protected) against
backscattering from impurities in the same way as a sin-
gle (topologically protected) helical edge in the quantum
spin Hall effect. This is in strong contrast to conven-
tional wisdom of impurities in a one-dimensional Lut-
tinger liquid, whereby the states are localised for all but
the strongest attractive interactions25, while even a sin-
gle impurity drives the conduction to zero for repulsive
interactions26.
The emergent topology therefore manifests itself in
two ways – firstly in the presence of edge states in the
spin/relative charge sector, and secondly in the protec-
tion against backscattering of the gapless charge modes.
We will show at the end that these two properties are
related, in that one implies the other. We will also dis-
cuss how to potentially classify the emergent topological
phase, which although inspired from the ideas of topo-
logical insulators cannot be manifestly written as a non-
interacting theory.
II. QUANTUM WIRE WITH ISING
ANISOTROPY
The first system we want to discuss is a single channel
quantum wire. It is thereby important that the spin-
rotation invariance of the electrons in the wire is broken,
such that the low energy model of the system contains
Ising (easy-axis) anisotropy in the spin degrees of free-
dom; the reason will become clear shortly. We begin
by introducing the low energy model that describes the
electrons in the wire. Thereby, it is convenient to define
the vector of fermionic fields c(k) = (c↑,Rc↓,R, c↑,L, c↓,L),
where cσ,η(k) destroys a fermion with momentum k, spin
σ =↑, ↓ and chirality η = R,L. In this notation the elec-
tron Hamiltonian takes the form H = H0 + Hint, with
the kinetic term
H0 =
∑
k
c†(k)h0(k)c(k) . (1)
Here, h0 = vF k σ
0
σ,σ′τ
z
η,η′ is a hermitian matrix, where vF
is the Fermi velocity and σa, τa denote the Pauli matrices
in spin- and chiral space, respectively. The interaction
SDW (Kc<1)
TS     (Kc>1)
CDW (Kc<1)
SS     (Kc>1)
TLL
g||
g
0
0
FIG. 1: Phase diagram of a spinfull TLL. The separatrix
|g⊥| = g‖ depicted as a dotted line belongs to the TLL phase.
term is given by
Hint = U
∑
x
n↑n↓ + V
∑
x
(
c†R,↑cL,↑c
†
L,↓cR,↓ + H.c.
)
,
(2)
with the fermionic density nσ = c
†
σ,Rcσ,R+ c
†
σ,Lcσ,L. The
electrons in a single channel quantum wire are a good
realization of a Tomonaga Luttinger liquid (TLL). The
distinctive feature of this state is that the elementary
excitations are not single electrons but collective modes:
charge plasmons and spinons. Technically, the collec-
tive nature of excitations becomes apparent under the
bosonization mapping:
cσ,R =
κR√
2pia0
ei
√
4pi(ϕσ−θσ) , cσ,L =
κL√
2pia0
ei
√
4pi(ϕσ+θσ) .
(3)
Here, κη denote Klein factors and a0 is the short distance
cutoff of the field theory. The bosonic fields ϕσ and θσ
obey the equal time commutation relations
[ϕσ(x), ∂yθσ(y)] = −iδ(x− y) . (4)
Introducing the charge and spin components ϕc,s = (ϕ↑±
ϕ↓)/
√
2 the Hamiltonian density in real space decouples
into charge and spin parts H = Hc +Hs, where
Hc =vc
2
[
Kc(∂xθc)
2 +K−1c (∂xϕc)
2
]
,
Hs =vF
2
[
(∂xθs)
2 +
(
1− g‖
pivF
)
(∂xϕs)
2
]
+
g⊥
2(pia0)2
cos
(√
8piϕs
)
.
(5)
Here, Kc ' 1 − a0U/2pivF , g‖ = a0U , g⊥ = a0V and
vc,s = vF /Kc,s. The charge sector describes a Luttinger
3SDW :
CDW:
FIG. 2: Strong coupling phases of the model in Eq. (5) with
Kc < 1. Spin degrees of freedom order while charge degrees
of freedom (red solid circles) fluctuate around their average
position.
liquid with plasmon velocity vc and Luttinger parame-
ter Kc. The spin sector consists of two terms, the ki-
netic energy, with coupling constant g‖ and the potential
energy with coupling constant g⊥. The competition be-
tween these two terms determines the phase diagram of
the model depicted in Fig. 1. If the potential energy is
large the system develops a gap in the spin sector, but
is still gapless in the charge sector. The resulting strong
coupling phases are thermodynamically equivalent, but
have opposite signs of the spin-gap, ∆s = g⊥/2pia0 .
They can be characterised by looking at potential local
order parameters. As the charge mode always remains
gapless, the order parameters are never nonzero in the
thermodynamic limit. Rather the phase of the system
is determined by the order parameter with the slowest
decaying correlations.
For definiteness we consider repulsive interactions in
the charge sector, Kc < 1. In this case we have to study
two possibilities for the order parameter. For g⊥ < 0
the potential energy ∼ g⊥ cos(
√
8piϕs) is minimized by
ϕCDWs,n ≡
√
pi/2n. For these mean-field configurations,
〈cos(√2piϕs)〉 6= 0 and the dominant correlations are of
the CDW type, with the order parameter
OCDW =
∑
σ,σ′
∑
η,η′
c†σ,ησ
0
σ,σ′τ
x
η,η′cσ′,η′
=
2
pia0
sin(
√
2piϕc) cos(
√
2piϕs) .
(6)
On the other hand if g⊥ > 0 the potential energy is
minimized by ϕSDWs,n =
√
pi/2(n + 1/2) and the order
parameter
OSDW =
∑
σ,σ′
∑
η,η′
c†σ,ησ
z
σ,σ′τ
x
η,η′cσ′,η′
=
2
pia0
cos(
√
2piϕc) sin(
√
2piϕs) ,
(7)
describing the z-component of a spin density wave, be-
comes dominant since 〈sin(√2piϕs)〉 6= 0. A cartoon
picture of the two types of quasi-longrange order is de-
picted in Fig. 2. The analysis for attractive interactions,
Kc > 1, is analogous and in that case the dominant order
parameters is triplet superconductivity (TS) for g⊥ > 0
and singlet superconductivity (SS) for g⊥ < 0.
We will show that one of the gapped phases (SDW or
triplet SC) is topological, while the other (CDW or sin-
glet SC) is topologically trivial. We will continue to use
terminology for the Kc < 1 phases, but since the topolog-
ical properties are solely determined by the spin sector,
the results hold also for the corresponding superconduct-
ing phases.
A subtle point, that is often overlooked in the liter-
ature is, that the topological SDW phase can only be
realized in systems with broken spin-rotational symme-
try. Technically, the SU(2) symmetry in the spin sector
manifests itself by the condition that the coupling con-
stants, g⊥ = g‖ = g, are equal and thus the system is
either in the TLL phase if g > 0 or in the CDW phase
if g < 0. Furthermore, we will show that the protection
of the system against Anderson localization crucially de-
pends on conserved time reversal symmetry (TRS), so
that breaking the SU(2) symmetry by application of a
magnetic field is not desired.
In the context of quantum wires with broken SU(2)
symmetry in the spin sector several experimental real-
izations of the SDW or TS phase have been proposed.
In Ref.19 the authors considered a quasi-one-dimensional
semiconducting quantum wire with strong Rashba spin-
orbit coupling (SOC) and identified a parameter regime
where the SDW phase forms. A possible realization of the
TS phase was proposed in Ref.20, where the authors stud-
ied a semiconducting quantum wire proximity coupled to
a superconducting wire with SOC in a certain regime of
parameters. Another realization of the TS phase may
also be possible in quasi-one dimensional organic con-
ductors where spin anisotropic interactions are believed
to be present.25
Next, we discuss coupled edge states of 2D TIs as an-
other system, where the SDW phase can emerge.
III. TWO COUPLED HELICAL MODES
The second system where we see the appearance of
emergent topological properties are the edge states of the
QSH insulator. These edge states have a helical struc-
ture, meaning that each consists of two counterpropagat-
ing modes with opposite spin orientation. A single helical
edge mode is protected against Anderson localization by
time reversal symmetry, which forbids elastic scattering
between Kramers partners. On the other hand, when two
sets of Kramers pairs are coupled, scattering between the
states is expected to localize the edge modes. We will
show that the above situation changes drastically, when
we include interaction between the edge states.
The Hamiltonian of the system H = H0 + Hint then
consists of the noninteracting part H0 and the interaction
Hamiltonian Hint. Defining the vector of fermionic fields
c(k) = (c↑,1(k), c↓,1(k), c↑,2(k), c↓,2(k))T , where cσ,a(k)
destroys a fermion in the helical mode (a = 1, 2) with
a spin (σ =↑, ↓) and momentum k, the non-interacting
4part can be written as
H0 =
∑
k
c†(k)h0(k)c(k), (8)
with the hermitian matrix
h0 = δaa′(vFσ
z
σσ′ + αSOσ
x
σσ′)k − t⊥τxaa′δσσ′ . (9)
Here, σx,y,z, τx,y,z are the Pauli matrices in spin and
mode space, respectively. The Hamiltonian H0 accounts
for the kinetic energy (with dispersion ↑/↓(k) = ±vF k),
spin orbit coupling (αSO), and tunneling (t⊥) between
the helical modes.
The interaction Hamiltonian is given by
Hint = U0
∑
x,a
na(x)na(x) + 2U
∑
x
n1(x)n2(x). (10)
The interaction constants within the same mode and be-
tween different modes are U0 and U respectively. Un-
der generic conditions these two constants are different
(U0 6= U). The fermion densities are defined similar to
before as na(x) = c
†
↑,a(x)c↑,a(x) + c
†
↓,a(x)c↓,a(x).
Going to a diagonal basis and bosonizing the system22,
the full Hamiltonian density H0 + Hint splits into two
commuting parts H = H+ +H−. The Hamiltonian den-
sity H+ is given by
H+ = u+
2
[
(∂xϕ+)
2
K
+ (∂xθ+)
2K
]
, (11)
with Luttinger parameter K =
√
(v + g′)/(v + g′ + 4g),
renormalized velocity u+ =
√
(v + g′)(v + g′ + 4g) and
g′ = a0(U0 − U)/2pi. For energies above t⊥, the Hamil-
tonian density H− is
H− = u−
2
[
(∂xϕ−)2 + (∂xθ−)2
]− g′
pia20
cos(
√
8piθ−),(12)
with u− = v − g′.
For g′ > 0, interactions within each helical mode are
stronger than between them and the cosine potential in
(12) has a minimum at θ− =
√
pi/2n where n ∈ Z. In
this case, the order parameter
OI = i
∑
σσ′aa′
c˜†σa(τ
y)aa′ [cos 2k¯Fx σ
z − sin 2k¯Fx σy]σσ′ c˜σ′a′
=
2
pia0
cos(
√
2piθ−) cos(
√
2piϕ+), (13)
becomes dominant as 〈cos√2piθ−〉 6= 0. Here, k¯F =
(k1F +k
2
F )/2 ≡ F /v and we introduced the fermion oper-
ators c˜σ,a =
∑
σ′(e
i(β−pi/4)σy )σσ′cσ′,a, with the rotation
angle 2β = tan−1 (αSO/vF ).
The presence of σx and σy (rather than σ0) in this or-
der parameter means that these are spin currents. The
matrix τy in the mode space indicates that a spin current
flows between the two spin edges. The spatially depen-
dent part in brackets describes a spiral for the axis of
FIG. 3: (color online) Patern of spin currents in the spin ne-
matic (g′ > 0) phase, i.e. for inter-helical modes interaction
weaker than intra mode interaction. Each spin projection
guide traces a spiral along the edge, while also moving be-
tween the two helical modes (represented by black guides).
However within these guides, the order parameter is not the
spin itself, but the spin current, represented by the arrows.
FIG. 4: (color online) A pattern of spins in the SDW phase
g′ < 0. Each spin projection traces a spiral but edge modes
do not mix.
quantization of these currents. We therefore interpret
this order as a spin-nematic phase27 in the spirally vary-
ing tilted spin basis, depicted pictorially in Fig. 3
For g′ < 0 the minimum of −g′ cos(√8piθ−) occurs at
θ− =
√
pi/2 (n+ 1/2) with n integer. In this case, the
order parameter
OII =
∑
σσ′aa′
c˜†σa(τ
z)aa′ [cos 2k¯Fxσz − sin 2k¯Fxσy]σσ′ c˜σ′,a′
=
2
pia0
sin(
√
2piθ−) cos(
√
2piϕ+), (14)
is dominant since 〈sin√2piθ−〉 6= 0.
The only and main difference between this order pa-
rameter and that in Eq.(13) is the presence of τz instead
of τy. This implies that one has a pattern of spins in-
stead of spin currents, with the two different helical edges
antiferromagnetically connected. This order parameter
corresponds to a spin density wave, where as before the
axis of quantization traces a spiral pattern along the edge
of the sample. We illustrate this order parameter in Fig.
4
Putting these two results together, the entire phase
diagram of the problem in the absence of the disorder is
5U0/U0 1
SDW spin-nematic
FIG. 5: (color online).- Dominant order parameter for two
interacting helical modes, as a function of the ratio between
the interaction strenghts U0 (same helical mode) vs U (differ-
ent helical modes) for strong tunneling. Above one, dominant
correlations are of the spin-nematic type; below one, the dom-
inant correlations are of spin-density wave type. H− remain
gapless at U0 = U .
depicted in Fig. 5.
We point out that the order parameters of the strong
coupling phases in Eq. (13) and (14) are completely anal-
ogous to the ones discussed in the context of quantum
wires in Eq. (6) and (7). To connect with the results of
previous sections, we include a table relating the similar
operators that appear in the two physical situations. In
the following we will discuss the ”topological” properties
of the strong coupling phases in the context of the quan-
tum wire setup. However, all results can be mapped to
the model of helical edge modes by means of the substi-
tutions outlined in the table.
Model Quantum Wire Edge of TI
bosonic fields ϕs , ϕc θ−, ϕ+
Order CDW (g⊥ < 0) Spin Nematic (g′ > 0)
Parameters SDW (g⊥ > 0) SDW (g′ < 0)
TABLE I: Comparison between the quantum wire model and
the edge of a TRTI with two helical modes.
IV. DISORDER
In this section we study the transport properties of
the topological phases in the presence of disorder. We
consider both the effect of a single impurity and random
disorder and show that one strong coupling phase (CDW)
is very susceptible to disorder scattering and will become
localized, while the other (SDW) remains a ballistic con-
ductor, even when disorder is added.
We model disorder by the Hamiltonian
Hdis =
∫
dxU(x)c†(x)c (x) + H.c. . (15)
Here, U denotes the matrix of the disorder potential in
spin and chiral space, whose entries are in general com-
plex. For a single impurity the potential is a delta func-
tion U(x) = Uimpδ(x) at the position of the impurity, say
x = 0. In the case of disorder the potential is a random
matrix Udis(x), which we assume to be gaussian corre-
lated, i.e. U∗dis(x)Udis(y) = Dδ(x − y). The allowed
matrix elements of the disorder potential are severely
(a)
(b)
FIG. 6: (a) Schematic showing pinning of a classical density
wave by an impurity for spinless electrons. (b) In the SDW
case for spinful electrons, the density waves of spin up and
spin down electrons are locked out of phase. If the impu-
rity acts equally on the two spin projections (time reversal
symmetry), then it can no longer pin the density waves.
constricted by the symmetries of the system. First, due
to time-reversal symmetry the matrix must be diagonal
in spin space. Second, chiral symmetry allows for the
decomposition Uη,η′ = U‖δη,η′ + U⊥δη,η¯, where R¯ = L
and vice versa. The Hamiltonian containing the forward
scattering component U‖ can be removed by a unitary
transformation.23 The physical reason is, that forward
scattering does not relax current or that impurity scat-
tering inside the same helical edge is forbidden by time
reversal symmetry, in the case of helical edges. Summa-
rizing, we study the disorder Hamiltonian.
Hdis =
∑
σ
∫
dxU⊥(x)c†σ,R(x)cσ,L(x) + H.c. . (16)
In the bosonized form the Hamiltonian takes the form
Hdis = − i
4pi
∫
dxU⊥(x)e−
√
2piϕc cos(
√
2piϕs) + H.c. .
(17)
In the case of single impurity, we can directly analyze
the scaling dimension of (17). For g⊥ < 0 the system is in
the CDW phase and the expectation value of cos(
√
2piϕs)
is finite. The scaling of the impurity operator is then
determined by sin(
√
2piϕc) and it becomes relevant for
Kc < 2. We conclude that a single impurity in the CDW
phase is a relevant perturbation that will drive the sys-
tem to an insulating phase. On the other hand if g⊥ > 0
the system is in the SDW phase, where the expectation
value of cos(
√
2piϕs) vanishes. Corrections to conduc-
tance then arise from higher order scattering processes
that are generated from the impurity term under the
renormalization group flow28,29. The leading perturba-
tion ∼ U2imp cos(
√
8piϕc), which describes coherent scat-
tering of two electrons with opposite spin off the impurity,
6SDW :CDW:
φs,0SDW
φs,-1SDW
φs,0CDW
φs,0SDW
φs,-1SDW
φs,0CDW
φs(x)
FIG. 7: Phase boundary between topological SDW and trivial
CDW phase together with a soliton-antisoliton excitation in
the bulk of the SDW phase. The green line denotes the mean
field value of the spin field ϕs.
becomes relevant at Kc < 1/2. Consequently, the SDW
phase can be regarded as a ballistic conductor, even in
the presence of an impurity, as long as interactions are
not too strong. We emphasize that time reversal symme-
try is crucial for the above analysis. If TRS were broken,
the impurity Hamiltonian in Eq. (17) would contain an
additional term proportional to cos(
√
2piϕc) sin(
√
2piϕs)
which becomes relevant already for Kc < 2 and renders
the SDW phase insulating.
To analyze the effect of random disorder, we average
over the randomness. This yields the replicated action
SAVdis =
D
(pia0)2
∑
αβ
∫
dxdτ1dτ2 cos(
√
2piϕαs ) cos(
√
2piϕβs )
× cos(
√
2pi[ϕαc − ϕβc ]). (18)
Deep in the gapped SDW phase we can expand
cos(
√
2piϕs) around its minimum ϕs = ϕ
SDW
s,n + δϕs. In-
tegrating out the massive δϕs mode, the model for the
charge field ϕc maps to a Giamarchi-Schultz
25 model
with Luttinger parameter KGS = 2Kc. Therefore the
random disorder is a relevant perturbation for Kc < 3/4.
Lastly, we present a semiclassical argument for the pro-
tection of the SDW phase against impurity scattering. In
a spinless Luttinger liquid the excitations are charge den-
sity waves that are pinned, such that the electron density
at the position of the impurity is minimized as depicted
in Fig.6 (a). In the SDW phase the relative displace-
ment between density waves of opposite spins,
√
2piϕs, is
pinned to pi. The total charge density is therefore unifor-
mally distributed and can not be pinned by the impurity,
as depicted in Fig.6 (b).
V. TOPOLOGICAL PROPERTIES
Besides the protection against Anderson localization
in the charge sector, there is another topological prop-
erty of the SDW phase: the spin sector hosts zero-energy
boundary modes with fractional spin.
Let us first consider the spin sector at the exactly solv-
able Luther-Emery point Ks ≡ 1 + g‖/2pivF = 1/2. At
this special point the wave function of the edge states
can be explicitly calculated by mapping the sine Gordon
model in Eq. (5) to a model of spinless fermions with
mass ∆s = gs/2pia. On a semi-infinite line with open
boundary conditions the fermionic Hamiltonian has zero
energy solutions at the boundary.30 The wave function of
the boundary mode
χ0(x) =
∆s
vs
e−
∆s
vs
|x| (19)
decays exponentially into the bulk on the scale of the
correlation length ξ ∼ vs/∆s. A crucial point, that is
not appreciated in the original publication, is that above
solution is only normalizable if ∆s > 0, i.e. the edge
state only exists if the bulk is in the SDW phase.
Next, we consider a boundary between a topologically
trivial phase with ∆s < 0 (e.g., the vacuum) and the
topologically nontrivial phase with ∆s > 0 at the point
x = 0. Since the field ϕs is pinned to ϕ
CDW
s,n1 =
√
pi/2n1
for ∆s < 0 and to ϕ
SDW
s,n2 =
√
pi/2(n2 +1/2) for Deltas >
0 where n1, n2 are integers, there must be a kink of min-
imal magnitude
√
pi/8 in ϕs across the boundary. Such
a kink in ϕs corresponds to an accumulation of half of
the electron spin at the boundary:
Sz =
∫
dx ρs(x) =
1√
2pi
∫
dx ∂xϕs(x) = ±1
4
. (20)
It is instructive to compare this behavior with the ex-
citation spectrum in the bulk. The minimal excitation
in the bulk is a soliton which corresponds to a transi-
tion from one minimum of the cosine potential to the
next, ϕSDWs,n → ϕSDWs,n±1 with spin Sz = ∆ϕs/
√
2pi = ±1/2.
Since the edge state describes a transition from a min-
imum of the bulk SDW phase to the minimum of the
trivial CDW phase they describe ”half” of a soliton with
spin Sz = ±1/4, as we found above. The soliton excita-
tions, contrasted with a phase boundary between SDW
and CDW phase, are depicted pictorially in Fig 7.
So far we have discussed the protection against dis-
order and the edge states of the topologically nontrivial
phase separately. However, the protection against impu-
rity scattering and the zero energy bound states at the
edge are intricately connected, as we will show now.
We consider an infinite system in the topological phase
with two impurities at sites x1 = 0 and x2 = L. As
discussed before their Hamiltonian reads as
Uwell =
∑
σ,i
∫
dxhw
(
c†σ,R(x)cσ,L(x) + H.c.
)
δ(x− xi)
=
2hw
pia0
sin(
√
2piϕc) cos(
√
2piϕs)
∣∣∣∣x=L
x=0
. (21)
The energy scale of the impurities hw/a0 is assumed to
be much larger than any other scale in the problem. The
potential well (21) then pins the field ϕs to the value
7(n+1/2)
(n+1)
n
φs(x)
x0 L
FIG. 8: (color online). Spatial profile of the ϕs(x) field in the
topological phase (g⊥ > 0). The two different groundstates in
a finite helical system correspond to the two choices of kink
anti-kink in the boundary, where the field has to minimize the
backscattering potential. Different colors represent different
ground state profiles for ϕs(x).
√
pi/2m with m ∈ Z, close to the boundary. In the
bulk the field ϕs is pinned to either ϕ
CDW
s,n =
√
pi/2n
for g⊥ < 0 or ϕSDWs,n =
√
pi/2(n + 1/2) for g⊥ > 0. This
implies that for g⊥ > 0 the field ϕs has to change by
±√pi/8 close to the boundary (see Fig. 8). As we al-
ready discussed, this kink in the ϕs(x) field corresponds
to a spin 1/4 excitation near the edge. The two different
ground states, shown in Fig. 8, correspond to configura-
tions with kink and anti-kink pairs. Both configurations
have the same energy. This degeneracy of the ϕs field at
the edge of the samples allows particles to tunnel in or
out at the edges without paying the energy cost of the
gap. These modes therefore describe the same topologi-
cally protected localized zero-mode at the boundaries of
the sample that we discussed before.
VI. DISCUSSION
In this work we studied the emergence of topological
phases in systems that in the absence of interactions are
in a topologically trivial state. We focused on the case of
repulsive interactions, and analyzed two physical realiza-
tions: a single channel wire with a broken SU(2) symme-
try and a pair of coupled helical edge states. Although
these models may look completely different a first sight,
we have shown that they are described by the same low
energy effective theory. The low energy physics is char-
acterised by two collective modes – one gapless, carrying
charge; and the other gapped, carrying other quantum
numbers which is now system specific.
In both cases, we have analyzed the possible low energy
fixed points and identified “order parameters”, defined in
this context as the correlation function that decays slow-
est with distance. In one phase (a spin density wave in
both cases), the ground state has emergent topological
properties; while in the other phase, the system remains
topologically trivial. It is of crucial importance here that
the gapless charge mode means that the local order pa-
rameters do not acquire a non-zero expectation value –
there is no long range order and no spontaneous symme-
try breaking. This means that there is no non-interacting
mean-field description of the quasi-ordered state, which
makes them rather distinct from the topological super-
conductors within the Bogoliubov-de-Genne universality
classes12.
Although these topological states were motivated by
the non-interacting topological insulators, this last state-
ment means that it is not obvious at all how to place
them into the classification of Ref.11. In this framework,
one looks at the properties of the Hamiltonian under cer-
tain symmetries. While this is relatively straightforward
for non-interacting topological insulators, there is an im-
portant ambiguity for the present system. One can look
at the symmetries of the original interacting Hamiltonian
(which has gapless modes so is not strictly speaking an
insulator), or one can exploit the spin-charge separation
and study only the gapped sector of the model. The two
strategies are not equivalent: the former was applied in
Ref.20 putting the model in the class DIII, which is a Z2
topological insulator in one dimension; the latter was ap-
plied in Ref.19 putting the model in the class BDI which
has a Z topological index.
It is easy to find potential problems with both meth-
ods. Studying the symmetries as a whole, one can imag-
ine, at least in principle, modifying the symmetry in a
way that affects only the gapless charge sector. This,
by definition, will do nothing to the edge states in the
gapped sector, and therefore should not change the sym-
metry classification. On the other hand, looking only at
the gapped spin sector may miss important global proper-
ties. To begin with, the spin fields are related to the orig-
inal fermionic operators in a non-local way. This means
that properties that are seemingly topological with re-
spect to the spin field are actually local with respect to
the original fermions. More importantly, if another in-
teraction (e.g. Umklapp terms) is added that gaps the
charge sector, one is left with a fully ordered spin den-
sity wave (Ne´el) state that has long range order, sponta-
neously breaks time reversal symmetry, and is clearly not
topological. To the best of our knowledge, the question
of topological classification of these states is unresolved
at present.
However, the physical properties resulting from this
topology are unambiguous. Edge states exist at the
zero-dimensional ends of the one-dimensional systems;
and the system is protected against backscattering by
impurities (and hence Anderson localization) in the full
one-dimensional metallic bulk. Although the underlying
physics is identical, the interpretation now depends on
the system in question. In the case of coupled helical
edge states, it is well known that the topological protec-
tion may be destroyed by interactions17,18. Here, we have
demonstrated the opposite – that the lack of topological
protection in two coupled non-interacting edges can be
reinstated by interactions.
The case of the spin-anisotropic quantum wire is even
more intriguing. In this case, we have shown that the
8topological protection against impurity scattering nor-
mally associated with edge states can be achieved, even
without the wire being the edge of anything. If this state
could be realised in practice, it has many potential appli-
cations in quantum electronics due to its close-to-perfect
conduction properties.
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