Introduction
Much of the universality, elegance and power of classical mathematics derives from the assumption that real numbers can be characterized and manipulated with infinite precision-Indeed, without this assumption, it would be much less simple to define what is meant by the zero of a function, the rank of a matrix, the linearity of a transformation or the stationarity of a stochastic process.
It is well-understood, of course, that in most real-world applications the effectiveness of mathematical concepts rests on their robustness, which in turn is dependent on the underlying continuity of functional dependencies [1] . Thus, although no physical system is linear in the idealized sense of the term, it may beregarded as such as an approximation. Similarly, the concept of a normal dis tribution has an operational meaning only in an approximate and, for that matter, not very well-defined sense.
There are many situations, however, in which the finiteness of the resolving power of measuring or information gathering devices cannot be dealt with through an appeal to continuity. In such cases, the information may be said to be granular in the sense that the data points within a granule have to be dealt with as a whole rather than individually.
Taken in its broad sense, the concept of information granularity occurs under various guises in a wide variety of fields. In particular, it bears a close rela tion to the concept of aggregation in economics; to decomposition and partition--in the theory of automata and system theory; to bounded uncertainties--!*n optimal control [2] , [3] ; to locking granularity--in the analysis of concurrencies in data base management systems [4] ; and to the manipulation of numbers as intervals--as in interval analysis [5] . In the present paper, however, the concept of informa tion granularity is employed in a stricter and somewhat narrower sense which is defined in greater detail in Sec. 2. In effect, the main motivation for our approach is to define the concept of information granularity in a way that relates it to the theories of evidence of Shafer [6] , Dempster [7] , Smets [8] , Cohen [9],
Shackle pO] and others, and provides a basis for the construction of more general theories in which the evidence is allowed to be fuzzy in nature.
More specifically, we shall concern ourselves with a type of information granularity in which the data granules are characterized by propositions of the general form g = X is G is X (1.1) 
in which X is a variable taking values in a universe of discourse U, G is a fuzzy subset of U which is characterized by its membership function yg, and the quali fier X denotes a fuzzy probability (or likelihood
There are anumber of alternative ways in which n(»u may be defined in terms of F and G [17] , [18] , [19] . Now, the probability of the fuzzy event p = X is G is given by [20] Prob{X is G} = To verify (2.27) it is sufficient to demonstrate that the propositions in question induce the same fuzzy granule. To this end, we note that X is not G is ant A-ir(px) =uant x\ px(u) (1 -uQ(u))du In effect, (2.27) indicates that replacing G with its negation may be compen sated by replacing A with its antonym. A simple example of an application of this rule is provided by the semantic equivalence X is small is likely^+ X is not small is unlikely in which unlikely is interpreted as the antonym of likely.
(2.30)
A concept that is related to and is somewhat weaker than that of semantic equivalence is the concept of semantic entailment [16] . More specifically, if g-j and g£ are two propositions such that the fuzzy granule induced by g-j is contained in the fuzzy granule induced by^» then g2 is sernantically entailed by g, or, equivalently, g-j sernantically entails g,,. To establish the relation of contain ment it is sufficient to show that tt-i(px) <_ tt2(px) , for all px (2.31)
where it-, and 7r« are the possibilities corresponding to g, and g?, respectively.
As an illustration, it can readily be established that (H-denotes semantic entailment) 0 X is G is X I-*-X is very G is A or, more concretely, X is small is likely h+ X is very small is likely
where the left-square of A is defined by (2.32)
and u^is assumed to be monotone nondecreasing. Intuitively, (2.32) signifies that an intensification of G through the use of the modifier very may be compen sated by a dilation (broadening) of the fuzzy probability A.
To establish (2.32), we note that X is G is X-* Ui(Pv) = y^p Y(u)yr(u)du which is what we wanted to demonstrate.
Analysis of Granular Evidence
As was stated in the introduction, a body of evidence or, simply, evidence, E, may be regarded as a collection of propositions E -{g-p-..3gN} • (3.1) In particular, evidence is granular if its constituent propositions are charac terizations of fuzzy granules.
For the purpose of our analysis it is necessary to differentiate between two types of evidence which will be referred to as evidence of the first kind and evidence of the second kind.
Evidence of the first kind is a collection of fuzzy irp-granules of the form gi = Y is Gi is \. , i = 1,...,N (3.2) where Y is a variable taking values in V, G,,...,GN are fuzzy subsets of V and A-j,...,Aw are fuzzy probabilities.
Evidence of the second kind is a probability distribution of conditioned Thus, if X is taken to be a variable which ranges over the index set {!,...,N}, then we assume to know (a) the probability distribution Px = {p,,...,p»}, where (3.6) as the assignment of the fuzzy probability X-j to the fuzzy event q^= Y is G^. 
Thus, if p(-) is the probability density associated with Y, then in virtue of

.,gN» the possibility of p(-) given E may be expressed as ir(p) = ir-|(p) A••• AirN(p) (3.8)
where A = min. Now, for a p whose possibility is expressed by (3.8) , the proba bility of the fuzzy event q -X is Q is given by
Consequently, the desired possibility distribution of p(p) may be expressed in a symbolic form as the fuzzy set [21] X = ir(p)/p(p) (3.10) J [-0,l] in
which the integral sign denotes the union of singletons ir(p)/p(p).
In more explicit terms, (3.10) In practice, the solution of problems of this type would, in general, require both discretization and approximation, with the aim of reducing (3.11) to a com putationally feasible problem in nonlinear programming. In the longer run, how ever, a more effective solution would be a "fuzzy hardware" implementation which would yield directly a linguistic approximation to X from the specification of q and E.
It should be noted that if we were concerned with a special case of evidence of the first kind in which the probabilities X-,-are numerical rather than fuzzy, then we could use as an alternative to the technique described above the maximum entropy principle of Jaynes [22] or its more recent extensions [23] - [26] . In application to the problem in question, this method would first yield a proba bility density p(«) which is a maximum entropy fit to the evidence E, and then, through the use of (3.12) (3.16) and (3.17) by the probability that IT/yIX) 1S not an emPty set-As is pointed out in [27] , the normalization in question leads to counterintuitive results.
The definitions in question bear a close relation to the definitions of universal and existential quantifiers in La-i u logic [28] .
.!*
Cert{Y is Q|X} = inf(Gx=*Q) . (3.25)
Finally, on taking the expectation of both sides of (3.22) the right-hand member of (3.29) may be rewritten as 
