Abstract -Interacting systems with opposite thermodynamic arrows are considered. From previous work on this topic it is known that each system will perceive the other as contributing to noise. However, it was not known whether such noise could be recognized as being due to an opposite-arrow system. We show here that there are signature properties of such interference. The observational implication is that opposite-arrow systems would be physically identifiable. The issue of signals passing between the systems is less well defined, but we show that with one interpretation of the signalling concept communication -but not conversational exchanges-could take place.
Introduction. -It has been shown that with appropriate boundary conditions systems can interact while maintaining opposite thermodynamic arrows of time [1] . While regions of the universe with an arrow opposite to ours are not expected, surprises do happen, and the existence of such regions is ultimately an observational issue. But for the potential physicist-observer objections have been raised. Wiener, after arguing that an opposite-arrow system could not be seen, declares "Within any world with which we can communicate, the direction of time is uniform" [2] . Similar conclusions have been reached elsewhere (e.g., [3] ). Does that mean that an opposite-arrow supernova exploding on our doorstep would be unnoticed or misinterpreted?
The arguments in [2] and other sources are essentially macroscopic, and given the underlying subtlety of the problem, may not be considered decisive. Also in dealing with a priori time-symmetric phenomena (or nearly timesymmetric) one should be careful to specify boundary conditions and should not predetermine the conclusion through inappropriate assumptions on those boundary conditions. This aspect is seldom considered, even in seminal works such as [4] [5] [6] .
In this paper we investigate using the methods of [1] , namely through models. The statistical and (a) E-mail: schulman@clarkson.edu (b) E-mail: luz@fisica.ufpr.br thermodynamic features that we address can be studied in this context since it provides a convenient laboratory for examining equilibration, entropy changes and the role of boundary conditions. Using such models has a long tradition in statistical physics [7] .
In discussing interacting systems, we will refer to the protagonists as Alice (A) and Bob (B). Already in [1] , it was clear that A can know that something is out there, specifically through her experience of otherwise unexplained noise. For both A and B the presence of and interaction with the other causes equilibration to be more rapid than otherwise expected. But our question in the present paper is whether more specific information is available.
The answer we give below is a nuanced yes. With respect to "awareness" (the ability to note that this is not ordinary noise) we show that opposite-arrow material gives characteristically contradictory observations, which can be reconciled through the entropy decrease in B, as perceived by A. On other issues, in particular signalling, one must contend with practical and philosophical questions concerned with what constitutes signalling. The most narrow definition of communication asks whether A can distinguish details of B's experience; although the answer here is also "yes", those details occur but once. To go beyond this we consider the possibility that the contact between A and B can be repeated. In our examples this is not the case, mainly because of 10003-p1 computational limitations. To overcome this, we consider multiple instances of the two-time boundary value problem. In different instances B (say) would have slightly different dynamics and we would try to see whether A could learn anything from the resultant differences in her dynamics.
In studying these questions we make a significant advance over previous work in that we consider a richer class of dynamical variables. As a result, the observations of signalling, in its various interpretations, go beyond measures of entropy change alone.
Before going into details, we remark that this field is one in which there is considerable debate. For a multitude of views on this subject see [8] [9] [10] [11] [12] [13] .
The model. -As in [1] , systems A and B are ideal gases of N particles evolving under the cat map [7] . This is a measure preserving map of the unit square: φ(x, y) = (x + y, x + 2y) mod 1. A single such system has been used to illustrate conceptual issues and analytic results are available [7, 14, 15] . But we also wish to have the systems coupled and to control the level of the coupling. To this end we employ a second map, ψ α (u, v) ≡ (u + αv, v) mod 1, that is both invertible and measure preserving. We use this map by associating each point (or particle), (x A , y A ) in A with a corresponding one in B, (x B , y B ). For the coupling we apply ψ to pairs (x A , y B ) and (x B , y A ). To be precise, a single time step for each point of our system consists of 3 maps: 1) ψ α/2 applied to (x A , y B ) and (x B , y A ) separately; 2) φ applied to (x A , y A ) and (x B , y B ) separately; 3) repeat step #1
1 . Variations can also be considered, for example use of the baker's transformation or applying ψ α to (x A , x B ).
Imposing arrows of time on the systems is also done as in [1] , namely, by means of boundary conditions. Alice has a low entropy state at t = 0 and Bob at t = T . We emphasize that "t" is a non-thermodynamic parameter. Except in the "awareness" discussion below (where B is allowed both directions), B's "personal" arrow always goes the other way from A's, so that if τ is the individual's measure of the progress of time, we have τ A = t, while (except in the "awareness" discussion) τ B = T − t. For consistency Alice would have had even lower entropy for t < 0 and Bob for t > T , but during [0, T ] this does not play a role (cf. the "ice-cube" example in [15] ). Clearly if the coupling parameter, α, were zero, Alice would tend to equilibrium for t → T , while Bob's arrow would point from time-T to time-0. What [1] showed was that small α does not spoil this picture.
We require a quantitative measure of equilibration. This is a measure of entropy provided by coarse graining. The (xy-plane) unit square is divided into N x × N y smaller boxes. Of the N particles, suppose n k are in box k (with 1 ≤ k ≤ G ≡ N x N y ). We then use an information entropy, S ≡ − k p k log p k with p k ≡ n k /N . Our boundary value problems are similarly, macroscopically defined. S = 0 means all points of the gas are in a single coarse grain.
However, having defined coarse grains, we have available many more macroscopic variables besides the entropy. Any function of the p k can serve, and we will take advantage of this. In particular, although the simplest indicator of signaling is an entropy shift, more subtle responses can be discerned by studying {p k }. On the other hand, going below the level of the coarse grains is by definition microscopic, and is denied to A and B. Thus {p k } constitute all macroscopic variables.
Detection, perturbation and signaling are to be understood within the 2-time boundary condition context. Detection (or awareness) involves estimates of whether the noise perceived by an observer is random or not. Regarding signalling and perturbation, given our deterministic perspective one can be drawn into discussions of free will and similar matters. Not having answers to this sort of question we adopt a straightforward, if philosophically incomplete definition: given the same set of boundary conditions, a perturbation near time t p means having two different dynamical rules at that time, but not at other times. This gives rise to two microscopic solutions, but as shown in [16] , despite the very different set of microscopic trajectories, the macroscopic behavior is as ordinarily experienced, with effect following cause in the direction of entropy increase. A second kind of signal will also be considered. There is no perturbation, but we take different initial conditions for A and see what difference this makes for B. In a world where many such events could transpire this would give B the opportunity to deduce information (even develop a code) about the activities of A. Needless to say these are primitive interpretations of communication, but they represent statistical features that one can learn from the model.
Results. -Previous results.
In fig. 1 we show the entropy behavior for opposite-arrow systems mildly interacting. A's entropy increases away from t = 0, while for B entropy decreases as t decreases. With no coupling they take roughly 5 time steps to reach the maximum entropy value (G = 100). Each increase of 0.2 in coupling reduces the equilibration time by about 1 time step. One can vary grain size, number of points, and even dynamics with no qualitative change. With this level of information all A can know is that something noisy is out there.
Awareness.
The test of awareness is whether Alice will find something distinctive about the noise she detects. For this we consider shorter time intervals and study four scenarios: B has the same arrow, opposite arrow, or two levels of noise, and for each case making a comparison to the no-coupling situation. based on a grain-by-grain comparison of all macroscopic variables, not just global entropy. For each time, A starts with certain grain occupation distribution, {n α }, which we normalize (dividing by n α ) and treat as occupation probabilities, {p 2 ). However, in the coupled case, her actual distribution is different. Affected by B, she sees instead another distribution, call it p α (dropping the brackets {}). In plot (a) is shown the relative entropy, S(p actual |p expected ) (see footnote 3 ), i.e., S(p α |p ′ α ). It is clear that both kinds of disturbance, B having parallel or opposite arrows, lead to roughly the same degree of displacement at time-1. There is also a noise level matching the same degree of deviation, where noise is defined similarly to the coupling (see footnote 4 ; a = 1.5 in this case). In plot (b), showing entropy minus no-coupling entropy, it is seen that the three disturbances, similar in their affect on relative entropy, have altogether different affects on the entropy. With a parallel arrow the entropy difference is at first small, and increases gradually. By contrast the opposite-arrow disturbance stays relatively constant. For the third case of random noise, the entropy just keeps growing. We also indicate the behavior of the system with noise at a lower level, such that it matches the entropy ("a" = 0.2); but then -comparing the figures- A's boundary condition (all in one grain) is at t = 0. For the lines marked "final", B has boundary condition at t = 4; for "initial", at 0. In A's measurements her objective is to determine the nature of the "noise". In plot (a) is shown the relative entropy S(p|p ′ ) of A's actual distribution vs. that expected from the no-coupling case. Note that whether B has initial or final conditions it is roughly the same (ignore the diamond (⋄) curve at the bottom for the moment). Plot (b) shows the scaled difference between A's observed entropy and what A would have observed if there were no coupling from B. (The scaling divides each change in entropy by the amount of possible change remaining, taking into account that the approach to Smax = log G slows down as equilibrium is approached.) Two levels of noise are used, one matching the apparent relative entropy displacement ("noisy-2"), the other the apparent entropy change. (The latter clearly has the wrong amplitude, despite matching the initial entropy displacement.) In the text we discuss how A can distinguish these sources of "noise".
its relative entropy deviation is far too small 5 , so that hypothesizing that level of noise would also be rejected.
The signature of the opposite-arrow case is the fact that for A the entropy difference does not increase. Our simulations of course support this, but more compelling is the logic of this observation (which addresses more general situations). Suppose the A-B interaction causes A to see an anomaly in occupation numbers as measured by relative entropy. If this interaction is similar in its effect on the grains of A, although the interaction itself may be large, the entropy will not change much from the non-interacting case. This is because it will disperse all affected points in roughly the same way. This is what is seen in the "initial" condition case (for B) in fig. 2 . At later times -because B's entropy is increasing for the "initial" case-the effect will be more dispersed and the effect on the entropy larger. On the other hand, if B's entropy is decreasing -the "final" case-the opposite will occur. Of course there is some variation, but generally there will be less increase in entropy than when B's arrow is parallel to that of A. With noise entropy increases, no matter what.
Signalling and perturbations.
Signalling involves perturbation: "One if by land, two if by sea" [17] , but even this apparently binary signal is not. There might be nothing. For our discussion of signalling we compare A's response in two scenarios: nothing, and a "signal", which we take to be time dependence (for B, at t = 3) other than the cat map (see above for more detail). In this case a plot of entropy shows hardly any change (although plotting the difference does reveal an effect). More marked is the change of location of the grains affected by the perturbation, as shown in fig. 3 . This is a clear response despite the fact that S(p|q) = O(ǫ 2 ) for |p − q| = O(ǫ).
Alice's information on Bob's state: response variation due to variation of his state.
There is another kind of message that can be passed to A. We consider variation of B's "initial" (t = T ) conditions and show that A receives very different position deviations depending on those conditions. Thus we consider two sets of boundary value problems, with two different time-T grains being occupied by B. The entropic history is essentially the same (there can be a slight variation), so now we look at all observables. In fig. 4 is shown the difference in A's macroscopic normalized occupation number variables in the two instances. Thus it is clear that what happens -or has happened-to B makes a difference to A.
Discussion. -Of greatest physical importance is the fact that there is a characteristic signature to oppositearrow material. It is something that physicists could take notice of -even if most cosmological models do not suggest that it is likely. This signature, observed in our simulations ( fig. 2 ), is consistent with the logic of the measurement: as (A's subjective) time passes the signal (apparent noise) from the opposite-arrow material (B) is reducing its own entropy and (for our models) becomes more concentrated in smaller regions of phase space. The effect is to have non-increasing or even decreasing progressive entropy change (to A) despite the passage of (A's) time. As we demonstrate, for the same signal strength, A's entropy change is altogether different when faced with a same-arrow coupled system or with just plain noise. In both cases (and for the same signal strength as the opposite-arrow case) there is significant increase in A's perceived entropy (in A's subjective time direction).
With regard to communication, our conclusion is that it is possible, but in a limited sense. First, our computer simulations have been one-shot demonstrations, the compelling reason for which being computational limitations. However, in Nature relaxation can be much slower than in our models, for example with attractive forces that form crystals. Those systems are not amenable to our solving the two-time boundary value problem, but Nature has no computational limitations (cf. the weather). If one could imagine opposite-arrow systems with realistically long relaxation times, repeated perturbation could be performed. In our context, supposing great accuracy, there could be signalling in the following scenario (for clarity we give, parenthetically, the parameter times at various stages): For whatever reason B has (at t ∼ T ) the feeling there is an opposite-arrow system in his vicinity (his own version of the SETI project). So he first (in his time direction, t ∼ T ) sends out complicated messages as bit strings, perhaps alternating different perturbations (e.g., fast-cat and inverse-cat, which can be distinguished by A) in a kind of code. (These can be complicated messages because in A's time direction, she already has deciphered his code.) Finally (for B, parameter t near 0) he sends enough of a signal so A can discern that there is an opposite-arrow system near her. To A these come in the opposite order and after "first" (in A's direction, t ∼ 0) determining that something opposite is out there, she learns the coding system of B and "finally" (larger parameter t) is able to receive a message. If she then wants to send a message, B will receive it (perhaps) even before he begins his protocol (t near T ), but that would be all the more reason for him to persevere. If he has saved her messages (as parameter time approaches 0) the communication is a sequence of one-way messages -but transmitting a response cannot be done. So there is communication, but not conversation (some of us encounter this in everyday life).
We remark on the robustness of our modeling. We have checked that what holds for the cat map is also true for the baker's transformation. In addition, variant forms of A-B coupling have been used. And finally, because the baker's transformation can be interpreted as a shift operator it is possible that some of the precision-limited issues mentioned could be avoided.
