Abstract. We study the spectrum of two kinds of operators involving a conical geometry: the Dirichlet Laplacian in conical layers and Schrödinger operators with attractive δ-interactions supported by infinite cones. Under the assumption that the cones have smooth cross-sections, we prove that such operators have infinitely many eigenvalues accumulating below the threshold of the essential spectrum and we express the accumulation rate in terms of the eigenvalues of an auxiliary one-dimensional operator with a curvature-induced potential.
1. Introduction 1.1. Problem setting and main results. The study of Laplace-type operators in infinite regions attract a lot of attention due to their importance in quantum physics. A particular attention is paid to geometrically induced spectral properties with an important focus on the existence of eigenvalues. Such properties were studied for specific systems such as locally deformed tubes [8, 11, 15, 18] and more recently, layers [5, 9] , for which it is known that suitably localized deformations of straight tubes and layers may only produce finitely many eigenvalues. The situation changes for "long-range" deformations even in very simple geometries: as found in [16] , the Dirichlet Laplacian in a circular conical layer has an infinite discrete spectrum accumulating to the threshold of the essential spectrum. The result was then improved in [6] by calculating the precise accumulation rate and similar effects were found for Schrödinger operators with δ-interactions supported by circular cones in [2, 22] . The previous papers used in an essential way the presence of the rotational symmetry and the aim of the present work is to extend the study to conical layers and conical surfaces with arbitrary smooth cross-sections. We will show that the associated operators always have an infinite discrete spectrum and compute the accumulation rate of these eigenvalues in terms of a one-dimensional operator acting on the cross-section.
Let us introduce the mathematical framework. By a conical surface in R 3 we mean a Lipschitz hypersurface S ⊂ R 3 invariant under the dilations, i.e. λS = S for all λ > 0. A conical surface S is uniquely determined by its cross-section γ := S ∩ S 2 , where S 2 is the unit sphere in R 3 centered at the origin. If γ is a C 4 smooth loop, we say that S has a smooth cross-section. Pick a conical surface S with a smooth cross-section γ for the rest of the paper. We are interested in the spectral properties of two Laplace-type operators associated with S. The first one, denoted A S,d , d > 0, is the Dirichlet Laplacian in the unbounded domain Λ S,d := x ∈ R 3 : dist(x, S) < and it can be interpreted as a model of a quantum particle confined in a layer with a hard-wall boundary. The second one, denoted B S,α , is the self-adjoint operator in L 2 (R 3 ) generated by the quadratic form b S,α (u) = R 3 |∇u| 2 dx − α a Schrödinger operator with an attractive δ-potential of strength α keeping a particle in a vicinity of the surface S, see e.g. [1] , [12, Chapter 10] and the review [10] for a detailed discussion. One easily sees that, due to the invariance of S with respect to the dilations, the role of the parameters d > 0 and α > 0 in the above definitions is quite limited, as one has the unitary equivalences A S,d ≃ d and study the normalized operators A S and B S . As already mentioned above, it seems that the case of conical geometries was first considered in the paper [16] for the operator A S . For the particular case when S is a circular cone it was shown that A S has infinitely many eigenvalues below the essential spectrum. The accumulation rate of the eigenvalues was then computed in [6] . As for the operator B S , it was first considered in [2] , in which it was shown that if S is a circular cone, then one has an infinite discrete spectrum. The accumulation rate was then calculated in [22] . The paper [4] studied general conical surfaces and an expression for the bottom of the essential spectrum of B S was obtained. The paper [13] contains first results on the discrete spectrum of the operator B S for conical surfaces S with arbitrary smooth cross-sections, and the authors showed that there is at least one eigenvalue below the essential spectrum. They also posed an open question on whether or not the discrete spectrum is always infinite. In the present paper, in particular, we give an affirmative answer to this question. Remark that the papers [3, 20, 23] studied similar questions for Robin Laplacians or AharonovBohm operators on conical domains, and the eigenvalue behavior appears to be quite different.
If the cross-section γ is a great circle (i.e. a circle of maximal radius 1), then the surface S is a plane and both A S and B S admit a separation of variables: one has σ(A S ) = [π 2 , +∞) and
Therefore, in what follows we assume that γ is not a great circle (i.e. S is not a plane).
Denote by ℓ > 0 the length of γ and set T = R/ℓZ. Furthermore, choose an arc-length parametrization of γ, i.e. an injective C 4 function Γ : T → R 3 such that Γ(T) = γ and |Γ ′ | ≡ 1 and set
Recall that the geodesic curvature κ(s) of γ at a point Γ(s) is defined through
and the assumption (1.1) takes the form κ ≡ 0.
(1.2) An important role will be played by the curvature-induced Schrödinger operator in L 2 (T),
defined on H 2 (T). The operator K S has compact resolvent, hence, its spectrum is a sequence of eigenvalues λ j (K S ), j ∈ N, enumerated in the non-decreasing order and with multiplicities taken into account, such that lim j→+∞ λ j (K S ) = +∞. In particular, the following quantity is well-defined:
The following assertion is almost obvious:
Proof. It is sufficient to show that λ 1 (K S ) < 0. By the min-max principle one has
and the right-hand side is strictly negative due to (1.2).
The main results of the paper are presented in the following two theorems. For a self-adjoint operator T , let σ(T ) and σ ess (T ) denote its spectrum and essential spectrum, respectively. If T is semibounded from below and E ≤ inf σ ess (T ), then N E (T ) denotes the number of eigenvalues of T in (−∞, E), and the map E → N E (T ) is called the eigenvalue counting function of T .
Theorem 2 (Dirichlet Laplacian in a conical layer). There holds
In particular, the operator A S has infinitely many eigenvalues in (−∞, π 2 ).
Theorem 3 (δ-interaction on a conical surface). There holds
In particular, the operator B S has infinitely many eigenvalues in − ∞, − 1 4 . Example 4. If S is a circular cone of opening angle 2θ, θ ∈ (0, π 2 ), then the cross-section is a circle of geodesic radius θ having the length ℓ = 2π sin θ and the constant geodesic curvature κ = cot θ. One easily computes
Therefore, for this particular case, the result of Theorem 2 coincides with Theorem 1.4 in [6] , while Theorem 3 is exactly Theorem 1.4 in [22] .
One can use the above computation to improve the result of Proposition 1 as follows:
Theorem 5. For a conical surface S with a smooth cross-section of length ℓ ≤ 2π there holds
and the equality holds iff S is a circular cone.
Proof. Let γ be the cross-section of S and A be the area of the spherical domain enclosed by γ such that the vector n = Γ × Γ ′ points to its exterior. The classical isoperimetric inequality for spherical domains, see [24] , reads as ℓ 2 ≥ A(4π − A) or, equivalently, (2π − A) 2 ≥ 4π 2 − ℓ 2 . Due to the Gauss-Bonnet theorem one has T κ ds = 2π − A, and using the Cauchy-Schwarz inequality we obtain
As previously, by the min-max principle we have
As already seen in Example 4, for circular cones one has the equality in (1.9). Assume now that S is not a circular cone, then κ is non-constant and the test function 1 is not an eigenfunction of K S , hence, the inequality in (1.9) is strict, and
Remark 6. The result of Theorem 5 can be viewed as a kind of isoperimetric inequality: among the conical surfaces with smooth cross-sections of fixed length l ≤ 2π, the circular cones give the highest rate for the accumulation of discrete eigenvalues to the bottom of the essential spectrum for both A S and B S . Remark that the first eigenvalue of B S is also maximized by the circular cones, see [13] . 
By the min-max principle it follows that λ m (K S ) ≤ C − ε cot 2 ε/2 < 0 as ε is sufficiently small, and then there are at least m summands in (1.4). The example also shows that, at a fixed length of the cross-section, there is no finite upper bound for k S .
Remark 8. It would be interesting to understand whether the results can be extended to the case of a conical surface S whose cross-section γ is an open smooth arc. As will be seen from the proofs, a literal adaptation of our approach only gives a two-sided estimate,
with N E standing for either
is given by the same differential expression (1.3) but acts on the functions satisfying Dirichlet/Neumann boundary conditions at the endpoints of γ. By analogy with the recent works on Schrödinger operators with strong δ-interactions [7, 14] we conjecture that the asymptotics of Theorems 2 and 3 still hold with k D S instead of k S . Both Theorem 2 and Theorem 3 are proved by estimating the quadratic forms a S and b S using curvilinear coordinates in adapted tubular neighborhoods of S. After suitable cut-offs, we reduce the problem to the study of some one-dimensional models for which the asymptotics of the eigenvalue counting function is known (see Proposition 10 below). The proof of Theorem 2 is given in Section 2, while the proof of Theorem 3 is presented in Section 3 (the lower bound) and Section 4 (the upper bound and the essential spectrum).
1.2.
Preliminaries. Let us list some conventions used throughout the text. We denote N = {1, 2, 3, . . . } and N 0 = N ∪{0}. For the geodesic curvature κ defined on T one sets
If T is a self-adjoint operator, then we denote by dom T its domain and by N E (T ) the dimension of the range of its spectral projector on (−∞, E). If T is lower semibounded and E < inf σ ess (T ), then N E (T ) is exactly the number of eigenvalues of T (counting the multiplicities) in (−∞, E), otherwise one has
for any two self-adjoint operators T 1 and T 2 and any E ∈ R. By λ j (T ), j ∈ N, we denote the j-th eigenvalue of T when enumerated in the non-decreasing order and counted according to the multiplicities. We recall that the function E → N E (T ) is usually referred to as the eigenvalue counting function for T .
If a self-adjoint operator T is generated by a closed lower semibounded quadratic form t defined on the domain dom t, then by definition N E (t) := N E (T ) and λ j (t) := λ j (T ), j ∈ N. For two quadratic forms t 1 and t 2 , their direct sum t 1 ⊕ t 2 is the quadratic form (
If T 1 and T 2 are the operators associated with t 1 and t 2 , then the operator associated with t 1 ⊕ t 2 is T 1 ⊕ T 2 . The form inequality t 1 ≥ t 2 means that dom t 1 ⊆ dom t 2 and t 1 (u) ≥ t 2 (u) for all u ∈ dom t 1 . By the min-max principle, the form inequality implies the reverse inequality for the eigenvalue counting functions,
For further references, let us recall the well-known Sobolev inequality, see e.g. [21, Lemma 8] ,
which are closed and semibounded from below. Hence, they generate self-adjoint operators 
Further, we recall a result about another family of one-dimensional Schrödinger operators, which is a suitable reformulation of Theorem 1 in [19] :
where (x) + := max(x, 0) is the positive part of x.
Proof of Theorem 2
2.1. Cutting out the vertex. It is a classical result of differential geometry that one can find R 0 > 0 such that for all R > R 0 the map
is injective, with dist Φ(r, s, t), S = |t|. For R > R 0 , we denote Ω R := Φ(Π R ) and consider the quadratic forms
Lemma 11. There exists C R > 0 such that for all E > 0 there holds
Proof. Denote U R := Λ S \ Ω R . We have the form inequality a
As U R is bounded Lipschtiz, the domain dom a ′ R is compactly embedded into L 2 (U R ). Hence, the associated operator has compact resolvent, and the result holds for
2.2. Reformulation in tubular coordinates. Before going any further, we reformulate the problem using the tubular coordinates (r, s, t) introduced in (2.1).
Lemma 12. The quadratic forms a R,D/N are unitarily equivalent to the respective quadratic forms
Proof. There holds ∂ r Φ = Γ, ∂ s Φ = (r + tκ)Γ ′ , ∂ t Φ = n, and the associated metric tensor G writes as
Set g = √ det G = r + tκ and consider the unitary transform U ,
For w ∈ dom a R,D/N we set u(r, s, t) = (U w)(r, s, t) = w Φ(r, s, t) , then u ∈ dom b R,D/N . Performing the change of variables, we get the quadratic forms on L 2 (Π R , (r + tκ)dr ds dt):
which gives the result.
The next formulation of the problem allows to understand it on a L 2 -space with the flat metric.
Lemma 13. The quadratic forms b R,D/N from Lemma 12 are unitarily equivalent to the quadratic
Proof. Consider the unitary transform V ,
Let j ∈ {D, N }, u ∈ dom b R,j and v := V u, then u = (r + tκ)
By definition, one has v ∈ dom c R,j and
An integration by parts gives
and the substitution into the expression of b R,j gives the sought equality b R,j (u) = c R,j (V u). 
An easy computation yields
which, combined with (2.2), gives
is continuous on [R, +∞) and has a finite limit as r → +∞.
Taking into account (2.3), it rewrites
As the function r → (r + 
The quadratic forms g R,D/N are unitarily equivalent to f R,D/N as they simply correspond to the change of variables ρ = r ∓ κ∞ 2 , and the preceding constructions can be summarized as follows: Lemma 15. For any R > R 0 there exists C R > 0 such that
2.4. Families of one-dimensional operators. We remark that the operators G R,D/N associated with the forms g R,D/N admit a separation of variables. Indeed, one has the representations
2 ), and the operator G R,D/N commutes with the operators 1 ⊗ (K S ⊗ 1) and 1 ⊗ (1 ⊗ P ) with P being the Dirichlet Laplacian in
2 ). Both K S and P have discrete spectra, and their eigenvalues are λ m (K S ) and λ n (P ) = π 2 n 2 , m, n ∈ N. The decomposition with respect to the associated orthonormal basis of eigenfunctions shows that the operator G R,D/N is unitarily equivalent to the direct sum
where G R,D/N defined as
where
As the constant R can be chosen arbitrarily large, we assume from now on that
Hence, for all m ∈ N and n ≥ 2 we have G
[m]
R,D/N + π 2 n 2 ≥ π 2 , and for any E > 0 there holds
As λ m (K S ) tends to +∞ as m goes to +∞, one can find M ∈ N such that
It follows that G 
The asymptotics of each summand on the right-hand side is described by Proposition 10,
and we arrive at (1.6) using Lemma 15.
2.5. Essential spectrum. It remains to show Eq. (1.5) for the essential spectrum. Remark first that the asymptotics (1.6) shows already that inf σ ess (A S ) = π 2 thus, it is sufficient to show that [π 2 , +∞) ⊂ σ(A S ). Remark that, by the above changes of variables, for a smooth function ϕ ∈ dom A S vanishing in Λ S \ Φ(Π R ) one has A S ϕ = 0 in Λ S \ Φ(Π R ) and
Choose a C ∞ function χ : R → R with χ = 0 on (−∞, 0) and χ = 1 on (1, +∞) and let k ≥ 0. For N > R, define ϕ N ∈ dom A S by
ikr cos(πt)χ(N − r)χ(2N − r) for (r, s, t) ∈ Π R , then using (2.4) one easily shows that
which means π 2 + k 2 ∈ σ(A S ). As k ≥ 0 is arbitrary, the result follows.
Proof of Theorem 3: Lower bound
The aim of this section is to obtain the lower bound lim inf
3.1. Change of variables. The construction of the tubular coordinates will be done in a slightly different form, in order to allow a greater freedom in the choice of parameters. Let R 0 > 0, then one can find δ 0 ∈ (0, κ −1 ∞ ) such that for all δ ∈ (0, δ 0 ) and R > R 0 , the map Λ :
is injective. From now on, we pick R 0 and δ 0 satisfying the above conditions. For R > R 0 and δ ∈ (0, δ 0 ) we denote Ω R,δ := Λ(V R,δ ), S R,δ := S ∩ Ω R,δ and consider the associated quadratic form in L 2 (Ω R,δ ),
As b R,δ can be viewed as a restriction of b S , we have N − Proceeding as in Lemma 12 and in Lemma 13 we rewrite the problem using the tubular coordinates (r, s, t) introduced in (3.2) and see that the quadratic form b R,δ is unitarily equivalent to the quadratic form c R,δ on L 2 (V R,δ ) defined as
For v ∈ dom c R,δ we have:
Remark that
Therefore, there exists a constant C > 0, independent of (R, δ), such that c R,δ ≤ f R,δ with
Using the change of variable
one sees that the quadratic form f R,δ is unitarily equivalent to the quadratic form g R,δ ,
with U R,δ := 1, +∞ × T × (−δR, δR) and
By construction we have
3.2. Family of one-dimensional operators. We remark that the operators G R,δ associated with the form g R,δ admit a separation of variables. First one uses the identification
and then remarks that G R,δ commutes with the operators 1 ⊗ (K S ⊗ 1) and 1 ⊗ (1 ⊗ Q Rδ,D ), with Q Rδ,D defined in Subsection 1.2. Both K S and Q Rδ,D have discrete spectra, and the operator G R,δ is unitarily equivalent to the direct sum R,δ :
Hence, one can estimate the eigenvalue counting function as follows:
R,δ , E > 0, (3.4) where
The above constructions are valid for all R > R 0 . Now, assuming that E > 0 is sufficiently small, we choose R = R δ (E) := K δ | ln E| with K δ > 0 to be chosen later and set
Thanks to Proposition 9, for E small enough we have:
Consequently, for K δ large enough one has
With the help of (3.4) we get
and Proposition 10 gives lim inf
Due to (3.3) we arrive at lim inf
As the inequality is true for any δ ∈ (0, δ 0 ) and the right-hand side tends to k S as δ → 0 + , we arrive at (3.1).
Proof of Theorem 3: Upper bound
In this section we are going to show the inequality lim sup
4.1. Change of variables. Contrary to the preceding cases, we will work on a neighborhood of S which suitable expands at infinity. Namely, for R > 0 and δ > 0 we denote
then there exist R 0 > 0 and δ 0 ∈ (0, κ −1 ∞ ) such that for all δ ∈ (0, δ 0 ) and all R > R 0 the map Λ :
is injective. We set Ω R,δ := Λ(V R,δ ) and define the following quadratic form in L 2 (Ω R,δ ):
Lemma 16. Let R > R 0 and δ ∈ (0, δ 0 ), then there exists C R,δ > 0 such that
, where B(R * ) is the ball centered at the origin of radius R * ≥ R chosen sufficiently large in such a way that the two sets have a Lipschitz boundary and that S ∩ U R,δ,2 = ∅. Introduce the quadratic forms
Due to the form inequality b S ≥ a R,δ ⊕ a R,δ,1 ⊕ a R,δ,2 one has
and
(a R,δ,1 ) =: C R,δ < ∞, E > 0.
Introducing the unitary transfrom
and proceeding literally as in Lemma 12 one shows that the quadratic form
and a straightforward computation, almost identical to the one in Lemma 13, one shows that b R,δ is unitarily equivalent to the following quadratic form c R,δ ,
In what follows we choose R > R 0 and δ ∈ (0, 1 2 δ 0 ), then in view of Lemma 16 and of the unitary equivalence we have
In order to continue we need a suitable lower bound for c R,2δ . First we remark that proceeding in the same spirit as in Subsection 3.1, one can find a constant A > 0 such that for all (R, δ) there holds
with dom f R,δ = dom c R,2δ . We have
Using Eq. (1.10) with a = min(δ, A −1 )R and b = δR we obtain
The same reasonning yields
and by choosing R sufficiently large we obtain
Introduce the quadratic forms
Due to the form inequality f R,2δ ≥ g R,δ ⊕ g ′ R,δ one has
and (4.3) gives
By increasing the value of R one obtains N − 
Therefore, it is sufficient to study the eigenvalue counting function for g R,δ .
Reduction to two dimensional operators. Use the representation L
, then the operator G R,δ associated with g R,δ commutes with 1 ⊗ K S . As K S has discrete spectrum, it follows that
R,δ , where G
[n]
R,δ are the self-adjoint operators in L 2 (P R,δ ) associated with the quadratic forms
R,δ = H 1 (P R,δ ) and
By Proposition 9, one can increase again the value of R to have, with some C 0 > 0,
then by increasing the value of R once more we arrive at
It follows that for all n ≥ N δ + 1 one has G
, and then
To study the case n ≤ N δ we introduce a parameter L > 1, denote by m the integer part of √ L, and set r p := R + pL m , t p := δr p , p ∈ {0, . . . , m}, r m+1 := +∞, Ω p := (r, t) ∈ R 2 : r ∈ (r p , r p+1 ), t ∈ (−t p , t p ) ⊂ P R,δ , p ∈ {0, . . . , m},
Introduce the following quadratic forms:
then one has the form inequality g
We remark first that
hence, we can increase the value of R to get
m+1,δ ) = 0 for n ∈ {1, . . . , N δ } and E > 0.
(4.8)
Now assume that p ∈ {0, . . . , m − 1}. There holds
, where a p,δ is the quadratic form of the operator N p ⊗1+1⊗Q tp,N with N p the Neumann Laplacian in L 2 (r p , r p+1 ), the operator Q tp,N acting in L 2 (−t p , t p ) and defined in Subsection 1.2 and
Thus, for E > 0 one has
We increase the value of R sufficiently to have ǫ 0,δ < 1 4 , then one has ǫ p,δ < 1 4 for every p ∈ {0, . . . , m − 1}. Furthermore, by Proposition 9 we may additionally assume that R is chosen sufficiently large to have the estimate λ j (Q tp,N ) ≥ 0 for j ≥ 2 and the inequalities (1.11). Then, with the new value of R one has
with some c ′ R,δ > 0 independent of L and n. Summing over all p ∈ {0, . . . , m − 1} we get
where c ′′ R,δ > 0 is independent of L and n. Thus, it follows from (4.7) that m,δ can be represented as
R,L,δ is the one-dimensional operator in L 2 (R + L, +∞) associated with the quadratic form
2 dr, dom w and Proposition 9 one may increase the value of R to obtain W Now we set L = L(E) := K| ln E| for some K > 0 to be chosen later on, then for the respective value m = m(E) we have N − In view of (4.5) we get lim sup
As the inequality is true for any δ ∈ (0, in (r, s, t) ∈ V R,δ : t = 0 . Pick a C ∞ function χ : R → R with χ = 0 on (−∞, 0) and χ = 1 on (1, +∞) and let k ≥ 0. For N > R, define ϕ N ∈ dom B S through ϕ N = 0 in R 3 \ Λ(V R,δ ) and (V U ϕ N )(r, s, t) = e ikr exp − 1 2 |t| χ(r − N )χ(2N − r)χ(t + N δ)χ(N δ − t), (r, s, t) ∈ V R,δ , then a short computation with the help of (4.10) shows that
which means k 2 − 1 4 ∈ σ(A S ). As k ≥ 0 is arbitrary, the result follows.
