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PERTURBATION ANALYSIS OF THE DISCRETE 
RICCATI EQUATION 
M.M. KONSTANTINOV, P . HR. PETKOV AND N. D. ClIRISTOV 
The sensitivity of the discrete-time matrix Riccati equation relative to perturbations in 
its coefficients is studied. Both local and non-local perturbation bounds are obtained. In 
particular the conditioning of the equation is determined. 
1. INTRODUCTION 
Recently there is an increasing interest in the sensitivity analysis of the matrix 
Riccati equations arising in the solution of quadratic optimization and estimation 
problems in linear control theory. This interest is motivated by the fact that these 
equations are usually subject to perturbations in the data reflecting either parameter 
errors or rounding errors, accompanying the numerical solution [1]. 
The sensitivity of the continuous Riccati equation is studied in [2]-[7]. The 
sensitivity of the discrete Riccati equations, however, has not been studied in such 
depth up to now. Some preliminary results in this area have been published in [1], 
[3], [4] without proof. 
In this paper we study the sensitivity of the non-negative solution of the discrete 
algebraic matrix Riccati equation (DAMRE) relative to perturbations in its coef-
ficients. Both local and non-local perturbation analysis is done. In the first case 
we suppose that the perturbations in the data are asymptotically small and the 
corresponding bound contains first order terms only. In this way the conditioning 
of the equation is determined as well. In the second case an upper bound for the 
norm of the perturbation in the solution is obtained without the assumption that 
the coefficient perturbations are asymptotically small. This bound is a non-linear 
function of the perturbations in the data, defined in a domain which guarantees the 
existence of a unique solution of the perturbed equation in the neighbourhood of the 
unperturbed solution. The latter results are obtained by the method of Lyapunov 
majorants [8] which is applicable also to many linear control problems [4]. Part of 
the results have been briefly reported in [3], [4] and are an extension to the discrete-
time case of results obtained for a general class of matrix quadratic equations [7]. A 
sensitivity analysis of the discrete Lyapunov equation, which is a particular case of 
the discrete Riccati equation, is presented in [9]. 
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2. PROBLEM STATEMENT 
Consider the DAMRE 
X - A T X A + A T X B (Im + B
T X B ) - 1 B T X A - C T C = 0 (1) 
arising in the linear-quadratic optimization [10], where X £ I I n n is the unknown 
matrix and A G l ° ' n , B G l n m , C e E r n are given non-zero matrices. In the 
sequel we shall write equation (1) in the equivalent form 
X - A T X ( I n + S X ) "
1 A - Q = 0 (2) 
where S = B B T and Q = C T C . Note that equation (2) may be considered also 
independently of (1) under some requirements for the triple (Q, A, S). 
We suppose that the triple (C ,A ,B) is regular, i.e. that (C,A] is detectable 
and [A, B) is stabilizable. This guarantees the existence of a unique non-negative 
solution X = P . It is also the unique solution of (1) or (2) such that the closed-loop 
system matrix Ac = A - B(I m + B
T P B ) - 1 B T P A = (In + S P ) -
1 A is convergent 
(i.e. its spectral radius is less than 1). Since Ker(P) is the unobservable subspace 
of (C, A] then P is positive definite if (C, A] is observable. 
We shall refer to (2) as the unperturbed equation and to P — as the unperturbed 
solution. 
Let AQ, AA, AS € l n n be perturbations of Q, A, S in (2) (if matrices C, A, B 
in (1) are perturbed, then AQ = A C T C + C T A C + A C T A C , AS = A B B T + 
B A B T + A B A B T ) . Consider the perturbed equation 
Y - (A + AA) T Y(I n + (S + AS)Y) -
! (A + AA) - (Q + AQ) = 0 (3) 
and denote A = ( A Q , A 4 , A S )
T € M.\, where AQ = ||AQ||, AA = ||AA||, A.s = 
||AS|| and || • || is the Frobenlus (F)- or spectral (2)-norm. 
Since the Frechet derivative of the left-hand side of (2) in X at X = P is invertible 
(see Section 3) then according to the implicit function theorem [11] we get 
Theo rem 2.1 . The perturbed equation (3) has a unique solution Y = P + 
A P = V(AT,), AS = (AQ,AA,AS) , in the neighbourhood of P , such that 
V(0) = P , whose elements are analytic functions of the elements of the pertur-
bations AQ, AA, AS, at least in certain neighbourhood of the origin (e.g. for ||A|| 
sufficiently small). 
The main problems solved in this paper are formulated as: 
(i) Find a local linear estimate for the norm Ap = | |AP| | of the perturbation A P 
as a function of A Q , A^, A S or As = ||AE||, which is valid for ||A|| asymptotically 
small. 
(ii) Find a convex domain V C M.%, 0 G V, such that for each AQ, AA, AS with 
A eV equation (3) has a unique solution Y = P + A P (in the neighbourhood of P) , 
such that the elements of A P are analytic functions of the elements of AQ, AA, AS. 
(iii) Find an estimate 
A P < / (A) (4) 
20 M.M. KONSTANTINOV, P.HR. PETKOV AND N.D. CHRISTOV 
where the_ function / : V —» E + is analytic, non-decreasing in each component of A 
and /(0) = 0. 
Note that (4) is a non-local estimate since it holds for all (possibly small but 
finite)A G V, i.e. ||A|| needs not to be asymptotically small. If, however, ||A|| is 
small, then it follows from (iii) that 
/ (A) = C Q A Q + CAAA + CsAs + o(||A||
2), A - 0, 
where CQ = ( 9 / / 9 A Q ) ( 0 ) , etc. Hence CQ,CA,CS are estimates of the absolute 
condition numbers KQ, KA, KS of DAMRE relative to perturbations in Q, A, S 
resp. [1] (see also Section 3). 
3. MAIN RESULTS 
3.1 . Local linear es t ima tes 
Denote by F(X, E) = F(X, Q, A, S) the left-hand side of (2), where E = (Q, A, S) G 
Enn x jp^n-n x ffin^ T h e n 
F ( P , E ) = 0. (5) 
Setting Y = P + AP , the perturbed equation (3) may be written as 
F(P + AP, S + A S ) = (6) 
F(P, E) + Fx(AP) + F Q ( A Q ) + F^(AA) + FS(AS) + G(AP, AE) = 0 
where Fx(-) G £(E
n n , ]Rn 'n) is the Frechet derivative of F(X,E) in X at X = P , 
etc., and £(M n n , E n n ) is the space of linear operators ffinn -* l n n endowed with 
the induced norm 
| r P | | £ = m a X { | m Z ) | | : ||Z|| = 1}, ^ G £(ffi
n n , M n n ) . (7) 
We shall also use the notations || • \\C,F and || • | |£ | 2 if the F- or 2-norm is used in 
the right-hand side of (7) respectively. 
The function G(-, •) : En 'n x (En 'n x l n n x E n n ) -> E n n is non-linear and satisfies 
||G(Z, W) | | = 0(w2), w = ||(Z, W) | | -> 0. A straightforward calculation leads to 
FX(Z) = Z - A
T Z A C , F Q ( Z ) = - Z , 
F , I ( Z ) = - (Z T PA C + A
T PZ), FS(Z) = AjPZPA c . (8) 
Note that the Frechet derivatives Fx and F s exist (as functions (P, E) -* £(E
n n, En n)) 
at least in a neighbourhood of P and S resp., i.e. for Ap and A s sufficiently small. 
The expression for G is rather complicated. For Z = ZT we get 
G(Z,AE) = A j [ Z ( R + E ) - 1 ( S + AS)Z + Z(R + E) - 1 ASP 
- P A S P ( R + E) - 1 (S + AS)Z + PAZ(R + E ) - 1 R 
- PASP(R + E)-1ASP]AC 
+ A A T R - T [ P A S P - ( I n - P A S ) Z ] ( R + E ) -
1 A 
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+ A T ( R + E ) - T [ P A S P - Z ( I N - A S P ) ] R -
X A A 
- AA T (P + Z)(R + E)-XAA 
= A J ( Z R - 1 S Z + Z R - 1 A S P + P A S R - T Z 
- P A S P R - 1 A S P ) A C - A J ( P A S P - Z ) R -
1 A A 
- A A T R - T ( P A S P - Z ) A C - A A
T P R - 1 A A 
+ 3-rd and higher order terms 
where R = I„ + SP and E = (S + AS)Z + ASP. 
Having in mind (5) and (8), it follows from (6) 
F X ( A P ) = AQ - FA (AA) - FS (AS) - G(AP, AS). (9) 
The eigenvalues of the operator F^(-) are /.,;- = 1 — A,Aj, where the eigenvalues 
A,- = A,(AC) of Ac lie inside the unit circle in the complex plane. Hence 0 < |/».j | < 2, 
the operator Fx is invertible and (9) yields 
AP = F ^ ( A Q ) - Tx
lcFA(AA) - F ^ o F s ( A S ) - F ^ ( G ( A P , AS)). (10) 
Equation (10) makes possible to obtain exact estimates of the type 
AP < /vQAQ + /OAA + A'sAs+o(||A||
2), A — 0 (11) 
6P < kQ6Q + kA6A + ks6s + 0(\\6\\
2), 6-^0 (12) 
or 
AP < A ' s A s + o(A|), A s - + 0 , (13) 
6P < kx6x+0(6l), <5B-+0 (14) 
where 6P = A P / | | P | | , 6Q = A Q / | |Q | | , 6A = AA/\\A\\, 6S = AS/\\S\\, 6S = A B / | |E | | 
are the corresponding relative perturbations in the solution and in the coefficient 
matrices. 
The numbers KQ, KA, Ks and AB are the absolute condition numbers of DAMRE 
relative to perturbations in Q, A, S and £ respectively, while 
kQ = KQ\\q\\/\\F\\, fcA = 7^ | |A | | / | |P | | , 
ks = KS\\S\\/\\P\\, fcB = A B | | £ | | / | |P | | (15) 
are the corresponding relative condition numbers. 
If the relative perturbations in Q, A, S satisfy 6Q < 6°, 6A < 6°, 6S < 6° for 
some 6° > 0 then 
6P<k6°, k = kQ + kA + ks. (16) 
Hence the number k may be considered as an overall estimate of the relative con-
ditioning of DAMRE. However, this number would not be a relevant measure of 
the real perturbation if e.g. some of the numbers kQ, kA, ks is large while the 
corresponding perturbation is zero. 
It follows from (10), (11) that 
KQ = \\Fx
l\\c, KA = \\Fx
loFA\\c, Ks = | | F x
1 o F 5 | k . 
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However, these expressions are not convenient for calculation of the condition num-
bers. 
As above, let KQ^F = H P ^ I k ^ , etc., and denote 
A = I 1 / - A j ® A j G f f i ' "
v , v = n2. (17) 
Using the column-wise representation of n x n matrices as column ^-vectors, we 
obtain 
KQ,F = \\MQ\\2, KAiF = \\MAh, Ks,F = \\Msh, 
Kv,F = ll.U-.ll- < (K
2
QiF + K\F + Kj^)
1'2 (18) 
where 
MQ=A~\ A^^ = A - 1 [ I n ® A j + ( A j ® I n ) n ] , 
M 5 = A -
1 ( A j P ® A T P ) ) Ms = [MQ,MA,Ms]eW^ (19) 
and n G E""is the permutation matrix such that vec(ZT) = n vec(Z) for each 
Z G l n n (vec(Z) G 1 " is the column-wise vector representation of Z G M n n ) . 
The case of a 2-norm is more complicated for the following reasons. Let Mat(V) G 
En 2 'n 2 be the equivalent matrix of the operator V G £ ( l n n , l n n ) , i.e. vec(V(Z)) = 
Mat(V) vec(Z). Then, as used before, \\V\\C,F = \\Mat(V)\\2 since the E-norm of Z 
is the Euclidean norm of vec(Z). 
Unfortunately, any p-norm ||Z||P (the 2-norm in particular) of Z is a norm of 
vec(Z), say |uec(Z)|p, but this latter norm is not "natural" and there is not a conve-
nient "explicit" expression for the induced matrix norm |M|p = max{|M«|p : |x-|p = 1}. 
However, it is known [9] that 
A'Q,2 = | A - 1 | 2 = | | H | | 2 '(20) 
where the positive definite matrix H = F3^(I„) is the unique solution to the discrete 
Lyapunov equation 
X - A T X A C - I n = 0 . 
Note that in both F- and 2-norms 
KA < 2K0 | |PAc| | < 2A'Q | |P|| ||AC||, (21) 
A ' s <A'o l |PA c | |
2 <7iQ | |P | | 2 | |A c | |
2 . (22) 
If A m a x = max{AQ, A^, As} then 
AP < KQ(\ + | |PAc||)
2Amax . (23) 
It must be stressed that the above results are valid without the assumption that 
AQ, AS are symmetric and/or S + AS, Q + AQ are non-negative definite. 
Hence we have proved the following 
T h e o r e m 3.1. For small ||A|| the estimates (11) - (14) and (23) are valid, where 
the condition numbers relative to Q, A, S, £ are determined or estimated from 
(15)-(22). 
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3.2. Non-local non-linear es t imates ( the symmetr ic case) 
Equation (10) may be used to obtain non-local perturbation bounds for the solution. 
However, a drawback of this form of the equation is the expression for G which is 
hard to manipulate. That is why we shall rewrite the perturbed equation (3) as 
F(Y,E) + F (Y ,E + A E ) - F ( Y , E ) = 0 (24) 
where Y = P + A P . 
Note that, by inspection, 
F(Y, E) = F (P + AP , E) = F(P , E) + F X ( A P ) + 5 (AP) (25) 
where 
B{Z) = A j Z ( I n + S ( P + Z ) ) "
1 S Z A c . (26) 
The expression B{Z) is well defined for P + Z non-negative definite, for ||Z|| suf-
ficiently small, etc. 
A straightforward calculation shows that 
F(Y, E + AE) - F(Y, E) = A T Y(I n + SY)"
1 ASY(In + (S + A S ) Y )
- 1 A 
- A T Y ( I n + (S + AS)Y)
_ 1 AA - AA T ( I n + (S + A S ) Y )
- 1 A 
- AAT(IU + (S + A S ) Y ) -
1 A A - A Q . (27) 
Suppose that S + AS and Q + AQ are symmetric and non-negative definite (this is 
always the case when (2) is obtained via (1)) and that the triple E + AE is regular. 
Then (24) has a unique symmetric non-negative solution Y. 
Note that for each non-negative S + AS and Y one has 
| |Y(In + SY)-
1 | | = | | ( I n + Y S ) -
1 Y | | < | | Y | | , 
| |Y(In + (S + A S ) Y ) -
1 | | < | | Y | | , (28) 
ll(I» + S Y ^ S U < ||S[| 
for both the F- and 2-norms. Indeed, let Y be non-singular. Then Y(I n + S Y )
- 1 = 
( Y _ 1 + S ) _ 1 . On the other hand if T , H are symmetric and non-singular matrices 
and T — H is non-negative, then H _ 1 — T _ 1 is also non-negative and | |T|| > | |H||. 
Now (28) follows by inspection. The case of a singular Y is considered setting 
Y{fi) = Y + [iln {ft > 0) and passing to the limit /j —> 0. 
It follows from (26) - (28) that 
| |S(Z) | |< | |AC | |
2 | |S | | | |Z | | 2 (29) 
and 
| |F(Y,E + A S ) - F ( Y , E ) | | < A Q + 2| |A| | | |Y| |A^ + ||Y||A
2
4 + | |A| |
2 | |Y| | 2AS . (30) 
In view of (25) and (5) we may rewrite (24) as an operator equation 
A P = $ (AP) , (31) 
$(Z) = -F^(*5(Z) + F (P + Z, E + AE) - F (P + Z, E)). 
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We shall show that under some conditions on A there exists p = / (A) such that 
<J> is contractive and maps the set 
Qp = {Z : ||Z|| <p, Z = Z
T , P + Z > 0} 
into itself. Let Z G Qp. For Y = P + Z we have ||Y|| < | |P | | + ||Z|| =p + p, p = | |P| | . 
Now in view of (29) - (31) we get 
| |*(Z)| | < | |P^1 |U(|!S(Z)|| + | |F(P + Z,E + A S ) - F ( P + E )E)| |) 
< a0(A)+a1(A)p+a2(A)p
2 = h(p) (32) 
where 
a0(A) = KQ[AQ+p(2a + AA)AA + a
2p2As], 
a,(A) = KQ[(2a + AA)AA+2a
2pAs], (33) 
a2(A) = A'Q(a
2s + a 2 A s ) 
and a = ||A||, ac = ||AC||, s = | |S| |. 
In a similar way we get 
p ( Z 1 ) - $ ( Z 2 ) | | < [ a 1 ( A ) + 2a 2 (A)] | |Z 1 -Z 2 | | = / l ' ( / , ) | |Z 1 -Z 2 | | , h' = dh/dp. (34) 
Due to (32), (34) the operator <$ is a contraction and maps the compact set £lp 
into itself if there exists p > 0 such that 
h(p) < p, h'(p) < 1. 
The last two inequalities hold true iff 
A G D = J A : ai(A) + 2[a0(A)a2(A)]
1l2 < l } . (35) 
In this case we may choose p = / (A) as the less root of the equation 
a2(A)x
2 - (1 - ax(A))x + o0(A) = 0, 
i.e. 
/ (A) = [ l - a 1 ( A ) - D
1 l 2 ( A ) ] / [ 2 a 2 ( A ) ] , (36) 
D(A) = [ l - a 1 ( A ) ]
2 - 4 a 0 ( A ) a 2 ( A ) . 
Thus we have proved the following 
Theo rem 3.2. Let the matrices Q + AQ and S + AS be symmetric and non-
negative definite and let the condition (35) be fulfilled. Then the perturbed equation 
(3) has a unique solution Y = P + A P in the neighbourhood of P such that the 
estimate (4) holds, where the function / is defined via (36), (33). 
Since / is analytic, for each k > 1 we have 
/ (A) = E ) = 1 / i ( A ) + 0( | |A| |
i : + 1) , A - 0 , 
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where fj(A) is a homogeneous polynomial in AQ, A A , AS- In particular, 
f(A) = KQ(AQ + 2apAA + a
2p2As) + 0(\\A\\
2), A -> 0. (37) 
To compare this result with (11), (21), (22) we note that ||PAC|| < | |P| | ||AC|| and 
also ||PAC|| = | |P(I + S P ) -
1 A | | < | |P| | ||A||. Hence 
KA < 2I\Qpa, Ks < I<Qp
2a2; a = min{ac, a} 
and (37) gives an upper estimate of the conditioning of DAMRE. It must be pointed 
out that both cases a < ac and a > ac are possible. 
3.3. Non-local non-l inear es t imates ( the non-symmetr ic case) 
Consider now the perturbed equation (3) without the assumption that AQ, AS are 
symmetric and/or that Q + AQ, S + AS are non-negative definite matrices. Then 
(3) may be written in the form (30), where <f>(Z) is defined via (25), (26) but the 
estimates (28) do not hold. 
Let ||Z|| < p. Having in mind that for M, E G Mn n and HM-'H ||E|| < 1 it is 
fulfilled ||(M + E)-1!! < (1/HM-1!! - IIEH)-1 we obtain 
||(M + SZ)-1!! < (l//t - spY1 = p(\ - psp)-1, (38) 
||(I™ + (S + AS)(P + Z))"1!! < (1/AI - pAs -(s + As)/))"
1 (39) 
for pAs + (s + As)p < \/p, where p = ||(I„ + S P ) "
1 ^ 
Suppose that 9\, 62 > 1 and 
6S < (1 - l /0 i ) / («O, (40) 
p<(\- \/02)/(sp91 + (h - \)/P) = p0< (pp)-\ (41) 
Then 
||(In + (S + A S ) ( P + Z ) ) -
1 | | < ^ , (42) 
where 9 = 6X92 > 1. Now it follows from (25) and (38) that 
||5(P>Z)||<^oy(l-/i«p)-
1. 
Similarly, (26) and (39) yield 
\\F(Y,Z+AZ)-F(Y;i;)\\<9p2a2(p+p)2As(\-psp)-l+0p(p+p)(2a+AA)AA+AQ. 
It follows from (30) and (41), (42) that 
ll*(Z)|| < Xifi) = 
= KQ[psa2cp
2 + 9p2 a2(p+p)2 As](l- HSP)~X +KQ0p(p+p)(2a + AA)AA+KQAQ. 
As in Section 3.2, the implication ||Z|| < p =̂> | |$(Z)|| < p will be valid if the 
equation x(x) = x has a root x = p = g(A) < p0. The last condition yields 
b2(A)x
2 - (1 - 61(A)).- + 60(A) = 0 
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where 
bQ(A) = KQ [AQ + $np(2aAA + A
2
A) + ep
2a2p2As} , (43) 




2As + s-KQ9(is(2aAA + AA)} . (45) 
Hence we have proved the following 
Theo rem 3.3. Let the conditions (40) and 
b2(A) > 0, (46) 
61(A) + 2[60(A)62(A)]
1 l2<l, 
V>(A) < Po 
be fulfilled, where 
y>(A) = [l - 61(A) - £1!2(A)]/[262(A)] , (47) 
E(A) = [l-bl(A)]
2-4b0(A)b2(A). 
Then the perturbed equation (3) has an unique solution Y = P + A P in the neigh-
bourhood of P such that the estimate 
AP < <f(A) 
holds, where the function ip is defined via (43)-(47) and (41). 
4. NUMERICAL EXAMPLE 
Consider a third order DAMRE with matrices Q = VQ 0 V, A = VA 0V, S = 
VSoV, where V is an elementary reflection, V = I 3 — 2vv
T / 3 , v = [1,1,1]T and 
Qo = diag(10£ , l ,10- ') , A0 = diag(0,10"', 1), S0 = diag(10-
/ , 10"', 10_ /) for 
some positive integer t. The sensitivity of this equation increases with the increasing 
off. 
Owing to the diagonal form of the matrices Q0 , Ao and So, the solution is given 
by P = VP 0 V , P 0 = diag(pi,p2,P3), where 
Pi = [a
2 + qiSi - 1 + ((a
2 + qiSi - l )
2 + 4«/is,-)
1/2] /(2s;) 
and qi, ai and s,- are the corresponding diagonal elements of Q0 , A0 and S0. 
The perturbations in the data are taken as AQ = VAQ 0 V , AA = VAA 0 V , 
AS = VAS 0 V , where 
AQo = 
10г - 5 7 
- 5 1 3 
7 3 10' 
x l 0 - j , 
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Д A 0 = 
Д S 0 = 
3 - 4 
- 6 2 
2 7 
ІO -* 
- 1 0 - * 
2 x Ю - * 
x 10" 
-10-* 2 x 10-* 
5 x 1 0 " * -10-* 
-10"* 3 x 1 0 - * 
x 1 0 - j 
for j = 10,9,...,2. 
The perturbed solution P + A P of the equation is computed by the generalized 
Schur method [12] in arithmetic, with relative precision £ = 2 - 5 2 ~s 2.22x'10-16. 
The relative perturbation Sp in the solution is estimated by the local bound (12), 
(18), (19) in accordance with Theorem 3.1 and the non-local bounds predicted by 
Theorems 3.2 and 3.3. 
The results, obtained for different values of £ and hence for different conditioning 
(measured by the quantity k in (16)) of the equation, are shown in Tables 1-4. In 
all cases the actual relative change in the solution is near to the quantity, predicted 
by the local sensitivity analysis. The cases when the conditions (35) of Theorem 
3.2 or (46) of Theorem 3.3 are violated are denoted by asterisk. The estimate from 
Theorem 3.3 is given for 6i = 02 ~ 1.1, 
Table 1. 
e = o, k = 1.9 
І 6P Theorem 3.1 Theorem 3.2 Theorem 3.3 
10 7.5 x 1Q- 1 0 1.7 x 10- 9 1.02 x 1 0 - 8 8.18 X 1 0 - 9 
9 7.5 x 10- 9 1.7 x 1 0 " 8 1.02 x 1 0 - 7 8.18 x 1 0 - 8 
8 7.5 x Ю - 8 1.7 x 10~7 1.02 x 10~6 8.18 x 1 0 - 7 
7 7.5 x Ю - 7 1.7 x 10" 6 1.02 x 10~5 8.18 x 1 0 - 6 
G 7.5 x Ю - 6 1.7 x 10- 5 1.02 x 10- 4 8.18 x 1 0 - 5 
5 7.5 x 10~5 1.7 x 10" 4 1.2 x 1 0 - 3 8.20 x 1 0 - 4 
4 7.5 x Ю - 4 1.7 x 10- 3 1.6 x 1 0 - 2 8.42 x 1 0 - 3 
3 7.5 x 1 0 - 3 1.7 x 10- 2 1.70 x 1 0 - 1 * 
2 7.5 x 1Q-2 1.7 x 1 0 - 1 * * 
Table 2. 
= 1, k = 6 
i 6P Theorem 3.1 Theorem 3.2 Theorem 3.3 
10 1.1 x 1 0 - 9 2.8 x 1 0 - 9 2.37 x 1 0 - 8 4.09 x 1 0 - 8 
9 1.1 x 1 0 - 8 2.8 x 1 0 - 8 2.37 x 1 0 - 7 4.09 x 1 0 - 7 
8 1.1 x 10~7 2.8 x 1 0 - 7 2.37 x 1 0 - 6 4.09 x 1 0 - 6 
7 1.1 x І O " 6 2.8 x 1 0 - 6 2.37 x 1 0 - 5 4.09 x 1 0
- 5 
6 1.1 x 1 0 - 5 2.8 x 1 0 - 5 2.38 x 10~4 4.11 x 1 0 - 4 
5 1.1 x 1 0 - 4 2.8 x 10~4 2.43 x 1 0 - 3 4.33 x 10~ 3 
4 1.1 x 1 0 - 3 2.8 x 10- 3 3.37 x 1 0 - 2 * 
3 1.1 x 1 0 - 2 2.8jx 1Q-2 * -k 
2 1.2 x 1 0 - 1 2.8 x ІQ- 1 * * 
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T a b l e 3. 
= 2, fc = 51.5 
:i SP Theorem 3.1 Theorem 3.2 Theorem 3.3 
10 5.6 x 10~9 8.9 x 10~9 2.13 x 10~7 4,05 x 10~7 
9 5.6 x 10~8 8 9 x 10~8 2.13 x 10~6 4.05 x 10~6 
8 5.6 x 10~7 8 9 x 10~7 2.14 x 10~5 4.07 x 10~5 
7 5.6 x 10~6 8 9 x 10~6 2.17 x 10~4 4.29 x 10~4 
6 5.5 x 10~5 8 9 x 10~5 2.82 x 10~3 * 
5 5.4 x 10~4 8 9 x 10~4 * * 
4 4.7 x 10~3 8 9 x 10~3 * • 
3 3.0 x 10~2 8 9 x 10~2 * • 
2 1.7 x 1 0 _ 1 8 9 x Ю " 1 * * 
T a b l e 4. 
' = 2, k = 51.5 
3 Sp Theorem 3.1 Theorem 3.2 Theorem 3.3 
10 5.1 x 10~8 7.2 x 10~8 2.12 x 10~6 4.07 x 10~6 
9 5.1 x 10~7 7.2 x 10~7 2.15 x 10- 5 4.29 x 10~5 
8 5.1 x 10~6 7.2 x 10~6 2.78 x 1 0 - 4 * 
7 4.9 x 10~5 7.2 x 10~5 * * 
6 4.2 x 10~4 7.2 x 10~4 * * 
5 2.4 x 10~3 7.2 x 10~3 * * 
4 9.6 x 10~3 7.2 x 10~2 * • 
3 3.7 x 10~2 7.2 x Ю " 1 * * 
2 1.8 x 10- 1 7.2 x 10° * * 
For the above e x a m p l e t h e l inear e s t i m a t e is relatively s h a r p , while t h e non­
linear ones even do n o t exist in cer ta in cases. In principle, however, the non-l inear 
e s t i m a t e s are m o r e reliable since they g u a r a n t e e t h e corresponding b o u n d as well as 
t h e existence of t h e p e r t u r b e d so lut ion. At the s a m e t i m e t h e l inear e s t i m a t e would 
formally give b o u n d s which m a y be incorrect or m a y even correspond t o a " so lut ion" 
which does not exist. 
(Received July 2, 1991.) 
REFERENCES 
[1] P. Hr. Petkov, N. D. Christov and M. M. Konstantinov: Computational Methods for 
Linear Control Systems. Prentice Hall, New York 1991. 
[2] R. Byers: Numerical condition of the algebraic Riccati equation. Contemporary Math. 
47(1985), 35-49. 
[3] M.M. Konstantinov, P. Hr. Petkov and N. D. Christov: Perturbation analysis of the 
continuous and discrete matrix Riccati equations. Proc. 1986 ACC, Seattle, vol. 1, 
636-639. 
Perturbation Analysis of the Discrete Riccati Equation 29 
[4] M.M. Konstantinov, N. D. Christov and P. Hr. Petkov: Perturbation analysis of linear 
control problems. Prepr. IFAC 10th World Congress, Munich 1987, vol. 9, pp. 16-21, 
Pergamon Press, Oxford 1987. 
[5] C. Kenney and G. Hewer: The sensitivity of the algebraic and differential Riccati 
equations. SIAM J. Control Optim. 28 (1990), 50-69. 
[6] P. Gahinet and A. Laub: Computable bounds for the sensitivity of the algebraic 
Riccati equation. SIAM J. Control Optim. 2<S(1990), 1461-1480. 
[7] M. M. Konstantinov, P. Hr. Petkov and N. D. Christov: Perturbation analysis of matrix 
quadratic equations. SIAM J. Sci. Stat. Comput. 11 (1990), 1159-1163. 
[8] E. A. Grebenikov and Yu. A. Ryabov: Constructive Methods for Analysis of Non-
Linear Systems (in Russian). Nauka, Moscow 1979. 
[9] P. Gahinet, A. Laub, Ch. Kenney and G. Hewer: Sensitivity of the stable discrete-time 
Lyapunov equation. IEEE Trans. Automat. Control 35 (1990), 1209-1217. 
[10] A. P. Sage and C.C. White: Optimum Systems Control. Prentice Hall, Englewood 
Cliffs, N . J . 1977. 
[11] L.V. Kantorovich and G. P. Akilov: Functional Analysis in Normed Spaces (in Rus-
sian). Nauka, Moscow 1977. 
[12] T. Pappas, A.J. Laub and N.R. Sandell: On the numerical solution of the discrete-time 
algebraic Riccati equation. IEEE Trans. Automat. Control AC-25 (1980), 631-641. 
Prof. M.M. Konstantinov, University of Architecture and Civil Engineering, 1 Hr. 
Smirnenski Blv, BG-1421 Sofia. Bulgaria. 
Prof. P. Hr. Petkov, Prof. N. D. Christov, Department of Automatics, Technical Uni-
versity of Sofia, BG-1756 Sofia. Bulgaria. 
