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Differential geometry has a long history in mathematics, with much development being made in
recent decades. In this thesis, we will only survey two branches of the field, namely Riemannian
and spin geometry.
We first deal with the preliminaries. We provide a brief discussion on the important concepts of
differential geometry: differentiable manifolds, vector fields, differential forms, exterior differentia-
tion, differential and pullbacks, tensor algebras and fields. We also give a summary for Lie groups
and algebras, and for principal fibre bundles and associated fibre bundles.
We then study the theory of connections on a principal fibre bundle. We will introduce funda-
mental vector fields, connection forms and curvature forms. The essential idea behind connections
is to introduce parallelism to manifolds. As such, we can define parallel displacement of fibres. We
can extend the same idea to fibre bundles in general. In particular, we introduce covariant differ-
entiation for vector bundles. We will focus on the bundle of linear frames, a principal fibre bundle
associated to the tangent bundle of a manifold. We will define curvature and torsion tensors from
this framework and observe how they will lead to the Bianchi identities. With all these concepts
in place, we are capable to introduce Riemannian geometry. Finally, we provide an alternative def-
inition of covariant differentiation, which is more useful in introducing spin geometry, the second
focus of the thesis.
Before introducing the spin geometry, we study Clifford algebras and spin groups, and in par-
ticular, the Clifford algebras over Rn and its complexified counterpart. We then move on to discuss
Clifford and spinor bundles, followed by connections on spinor bundles. This task is made easily
after our lengthy discussion of the theory of connections made earlier. We then focus on spinor
CONTENTS vi
bundles created from oriented Riemannian manifolds. Finally, we introduce Dirac operators before
finishing with Bochner-type identities.
In the last chapter, I will attempt to give an overview on some of the uses of the machinery




We provide here a discussion on some of the more important concepts of differential geometry to
set the stage. The reader may refer to Warner [12] and O’Neill [10] for more details.
Definition 1.1.1. Let U ⊂ Rn be open, and let f : U → R. f is said to be differentiable of class
Ck on U , where k ∈ Z≥0, if the partial derivatives ∂αf∂rα exist and are continuous on U for α ≤ k.
If f : U → Rm, then f is differentiable of class Ck if each of the component functions fi = ri ◦ f is
of class Ck. We say that f is differentiable of class C∞ if it is of class Ck for all k ≥ 0.
Definition 1.1.2. A locally Euclidean space M of dimension n is a Hausdorff topological space M
for which each point has a neighbourhood homeomorphic to an open subset of Euclidean space Rn.
IF φ is a homeomorphism of a connected open set U ⊂ M onto an open subset of Rn, φ is called
a coordinate map, and the functions ui = ri ◦ φ are called coordinate functions. The pair (U, φ) is
called a coordinate system.
Definition 1.1.3. A differentiable structure F of class Ck, 1 ≤ k ≤ ∞, on a locally Euclidean
space M is a collection of coordinate systems {(Uα, φα) : α ∈ A} satisfying the following properties:
1.
⋃
α∈A Uα =M .
2. φα ◦ φ−1β is of class Ck for all α, β ∈ A.
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3. The collection F is maximal with respect to (2), i.e., if (U, φ) is a coordinate system such that
φ ◦ φ−1α and φα ◦ φ−1 are of class Ck for all α ∈ A, then (U, φ) ∈ F .
Definition 1.1.4. An n-dimensional differentiable manifolds of class Ck is a pair (M,F) consisting
of an n-dimensional, second countable, locally Euclidean space M together with a differentiable
structure F .
In our discussion, we will focus on the case of class C∞. We say that a differentiable manifold
is smooth if it is of class C∞.
Definition 1.1.5. Let U be a subset of a manifold M . A mapping f of U into another manifold
M ′ is called differentiable on U if for each point x ∈ U , there is a differentiable mapping fx of an
open neighbourhood Ux of x in M into M ′ such that fx = f on Ux ∩ U . If f is the restriction of a
differentiable mapping from an open set V into M ′ with U ⊂ V , then clearly f is also differentiable
on U .
We will also assume paracompact manifolds. In fact, we will be looking at Riemannian mani-
folds, which are essentially paracompact.
Definition 1.1.6. A family of C = {Cα : α ∈ J} of subsets of a space X is called locally finite if
each x ∈ X admits a neighborhood Wx such that Wx∩Cα 6= ∅ for only finitely many indices α ∈ J .
Let U = {Uα} and V = {Vβ} be two open covers of X. V is called a refinement of U if for each β,
Vβ ⊂ Uα for some α.
A Hausdorff space X is called paracompact if it is regular and if every open cover of X admits
a locally finite refinement.
Vectors and vector fields
Definition 1.1.7. A differentiable curve of class C∞ in M is a differentiable mapping of class C∞
of a closed interval [a, b] ⊂ R into M . Let F(p) be the algebra of differentiable functions of class C∞
defined in a neighbourhood of p. Let x(t) be a curve of class C∞, a ≤ t ≤ b, such that x(t0) = p.
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Xpf is called the derivative of f in the direction of the curve x(t) at t = t0.
The vector Xp is a linear mapping and satisfies
Xp(fg) = (Xpf)g(p) + f(p)Xpg
for f, g ∈ F(p). The set of mappings {Xp : F(p)→ R} satisfying the above conditions forms a real
vector space. We define this set of mappings the tangent space of M at p, denoted by Tp(M).
Definition 1.1.8. A vector field X on a manifold M is an assignment of a vector Xp to each point
p of M . It is called differentiable if Xf is differentiable for every differentiable function f .







where ξj are functions defined in the coordinate neighbourhood. ξj are called the components of X
with respect to u1, . . . , un. X is differentiable if its components ξj are differentiable. This condition
is independent of choice of a local coordinate system.
Let X(M) denotes the set of all differentiable vector fields on M . It is a real vector space under
the natural addition and scalar multiplication. If X,Y ∈ X(M) and f ∈ F(M), the algebra of
differentiable functions on M , we have (X + Y )p = Xp + Yp and (fX)p = f(p)Xp. As such, X(M)
is a module over F(M).
When it is not necessary to specify the point p, we may write the vector Xp as X, which is
incidentally the same notation as a vector field.
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Lie bracket
Definition 1.1.9. Given X,Y ∈ X(M), we define the Lie bracket [X,Y ] of X and Y to be a
mapping [X,Y ] : F(M)→ F(M) by
[X,Y ]f := X(Y (f))− Y (X(f))




























Hence it is a vector field. The Lie bracket is bilinear and satisfies the following properties:
1. Skew symmetry: [X,Y ] = −[Y,X];
2. Jacobi identity: [[X,Y ], Z] + [[Y, Z], X] + [[Z,X], Y ] = 0;
3. [fX, gY ] = fg[X,Y ] + fX(g)Y − gY (f)X.
for X,Y, Z ∈ X(M) and f, g ∈ F(M).
Covectors and differential forms
Definition 1.1.10. A covector ωp at p ∈ M is a linear functional ω : Tp(M) → R. Thus,
ω ∈ T ∗p (M), the dual space of Tp(M). The one-forms on M are the objects dual to vector fields.
More formally, a one-form on M is an assignment to each point p of M a covector ωp at p.
For each function f on M , the total differential (df)p of f at p is defined by
(df)p(X) := Xf for X ∈ Tp(M)
If u1, . . . , un is a local coordinate system on a neighbourhood of p, then the total differentials
(du1)p, . . . , (dun)p forms a basis for T ∗p (M), which is dual to the basis (∂/∂u1)p, . . . , (∂/∂un)p of
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where fj are functions defined in the neighbourhood of p and are called the components of ω with
respect to u1, . . . , un. The one-form ω is called differentiable if each fj is differentiable. Again, this
condition is independent of choice of a local coordinate system.
Definition 1.1.11. Let
∧
T ∗p (M) be the exterior algebra over T ∗p (M). An r-form ω is an assign-
ment of an element of degree r in
∧
T ∗p (M) to each point p of M .











i1 ∧ · · · ∧ duir .
The r-form ω is differentiable if the fi1...ir are differentiable. An r-form ω can also be defined as
a skew-symmetric r-linear mapping over F(M) of X(M) × · · · × X(M) (r times) into F(M). This
definition is related to the above in the following way. If ω1, . . . , ωr are one-forms and X1, . . . , Xr
are vector fields, then
(ω1 ∧ · · · ∧ ωr)(X1, . . . , Xr) = 1
r!
det(ωj(Xk))
Let Ωr(M) denotes the set of all differentiable r-forms on M for r = 1, . . . , n. It is a real
vector space under the natural addition and scalar multiplication. Clearly, Ω0(M) = F(M) and
Ω1(M) = X∗(M). If ω, µ ∈ X(M) and f ∈ F(M), we have (ω+ µ)p = ωp+ µp and (fω)p = f(p)ωp.
As such, Ωr(M) is a module over F(M). Denote Ω(M) =
∑n
r=1Ω
r(M). Ω(M) forms an algebra
over R with respect to the exterior product.
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Exterior differentiation
Definition 1.1.12. Given a r-form ω =
∑
i1<···<ir fi1...irdu
i1 ∧ · · · ∧ duir , the exterior derivative d




dfi1...ir ∧ dui1 ∧ · · · ∧ duir .
Exterior differentiation d can also be characterised by the following:
1. d is an R-linear mapping of Ω(M) into itself such that d(Ω(M)) ⊂ Ω(M).
2. For f ∈ Ω0(M), df is the total differential.
3. If ω ∈ Ωr(M) and µ ∈ Ωs(M), then d(ω ∧ µ) = dω ∧ µ+ (−1)rω ∧ dµ.
4. d2 = 0.
Differentials and pullbacks
Definition 1.1.13. Given a mapping f of a manifold M into another manifold M ′, the differential
at p ∈ M of f is the linear mapping (f∗)p of Tp(M) into Tf(p)(M ′) defined as follows. For each
Xp ∈ Tp(M), choose a curve x(t) in M such that Xp is the vector tangent to x(t) at p = x(t0).
Then (f∗)p(Xp) is the vector tangent to the curve f(x(t)) at f(p) = f(x(t0)).
Hence, if g is a differentiable function in the neighbourhood of f(p), then ((f∗)p(Xp))g =
Xp(g ◦ f). To simplify notation, we will write f∗ instead of (f∗)p when there is no danger of
confusion.
The transpose (f∗)p of (f∗)p is a linear mapping from T ∗f(p)(M
′) into T ∗p (M).
Definition 1.1.14. Given a r-form ω′ on M ′, the pullback f∗ω′ of ω′ is a r-form on M defined by
(f∗ω′)(X1, . . . , Xr) = ω′(f∗X1, . . . , f∗Xr), for X1, . . . .Xr ∈ Tp(M).
The pullback f∗ commutes with the exterior differentiation: d(f∗ω′) = f∗(dω′).
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A diffeomorphism of a manifold M onto another manifold M ′ is a homeomorphism φ such that
both φ and φ−1 are differentiable. IfM ′ =M , then the diffeomorphism φ induces automorphisms φ∗
of Ω(M), and φ∗ of X(M). In particular, we have an automorphism φ∗ of F(M) and so φ∗((φ∗X)f) =
X(φ∗f).
Leibniz formula
Let M and N be two manifolds of dimension m and n respectively. If M has a differentiable
structure {Uα, φα} and N has a differentiable structure {Vβ , ψβ}, then the differentiable structure
on M ×N can de defined by {Uα×Vβ, φα×ψβ}. For each point (p, q) of M ×N , the tangent space
T(p,q)(M ×N) can be identified with the direct sum Tp(M)⊕Tq(N) in a natural manner as follows.
If Xp ∈ Tp(M) and Yq ∈ Tq(N), choose curves x(t) and y(t) such that Xp is the vector tangent to
x(t) at p = x(t0) and Yq is the vector tangent to y(t) at q = y(t0). Then (Xp, Yq) ∈ Tp(M)⊕Tq(N)
is identified with Z(p,q) ∈ T(p,q)(M ×N), which is the vector tangent to the curve z(t) = (x(t), y(t))
at (p, q) = (x(t0), y(t0)).
Let X¯(p,q) ∈ T(p,q)(M ×N) and Y¯ ∈ T(p,q)(M ×N) be the vectors tangent to the curves (x(t), q)
and (p, y(t)) respectively at (p, q) of M ×N . Then X¯(p,q) is image of Xp induced by the mapping
M → M ×N which sends p′ ∈ M to (p′, q) ∈ M ×N . Similarly, Y¯(p,q) is image of Yq induced by



















= X¯(p,q)f + Y¯(p,q)f
by chain rule. Hence, Z(p,q) = X¯(p,q) + Y¯(p,q).
Proposition 1.1.1 (Leibniz formula). Let φ be a mapping of the product manifold M × N into
another manifold W . The differential φ∗ at (p, q) of M × N can be expressed as follows. If
Z ∈ T(p,q)(M ×N) corresponds to (X,Y ) ∈ Tp(M)⊕ Tq(N), then
φ∗Z = φ1∗X + φ2∗Y
where φ1 : M → W and φ2 : N → W are defined by φ1(p′) = φ(p′, q) for p′ ∈ M and φ2(q′) =
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φ(p, q′) for q′ ∈ N .
Proof. From the definition of X¯, Y¯ , φ1 and φ2, we have φ1∗X = φ∗X¯ and φ2∗Y = φ∗Y¯ . Hence,
φ∗Z = φ∗X¯ + φ∗Y¯ = φ1∗X + φ2∗Y .
One-parameter group of transformations
Definition 1.1.15. Let X be a vector field on a manifold M . A curve x(t) is called an integral
curve of X if for every parameter value t0, the vector Xx(t0) is tangent to the curve x(t) at x(t0)
of M .










For any point p of M , there is a unique curve x(t) of X defined for |t| < ε for some ε > 0 such
that p = x(0). Indeed, let (U, φ) be a coordinate system around p. We want to find a mapping
F : (−ε, ε) × φ(U) → Rn such that for each u ∈ φ(U), the map γu : (−ε, ε) → Rn given by






this is equivalent to solving the system of first order differential equations:
∂F j
∂t
(t, u) = ξj(u), j = 1, . . . , n
with the initial conditions F j(0, u) = uj . The existence of a unique solution and its smoothness
are due to standard results from the theory of differential equations.
Definition 1.1.16. A one-parameter group of transformations of M is a mapping of R×M into
M , (t, p) 7→ σt(p), which satisfies the following conditions:
 For each t ∈ R, σt is a diffeomorphism of M .
 For all t, s ∈ R and p ∈M , σt+s(p) = σt(σs(p)).
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A local one-parameter group of local transformations can be defined in the same way with little
amendments.
Definition 1.1.17. Let U an open set of M . A local one-parameter group of local transformations
of M is a mapping of (−ε, ε)× U into M , (t, p) 7→ σt(p), satisfying the following conditions:
 For each t ∈ Iε, σt is a diffeomorphism of U onto the open set σt(U) of M .
 For all t, s, t+ s ∈ (−ε, ε) and p, σs(p) ∈ U , σt+s(p) = σt(σs(p)).
Each one-parameter group of transformation σt induces a vector field X as follows. For each
p ∈M , Xp is the vector tangent to the curve x(t) = σt(p), the orbit of p, at σ0(p) = p. σt(p) is an
integral curve of X starting at p. Conversely, we have the following proposition.
Proposition 1.1.2. Let X be a vector field on a manifold M . For each p ∈M , there exist ε > 0,
a neighbourhood U of p, and a local one-parameter group of local transformations σt : U → M ,
t ∈ (−ε, ε), which induces the given X.
For the proof, see Kobayashi [[5], p.13, Proposition 1.5].
Thus, we can say that a vector field X generates a local one-parameter group of local transfor-
mations σt in a neighbourhood of p. If there exists a global one-parameter group of transformations
of M which induces X, then we say that X is complete.
Proposition 1.1.3. Let φ be a diffeomorphism of a manifold M . If a vector field X generates a
local one-parameter group of local transformations σt, then the vector field φ∗X generates φ◦σt◦φ−1.
Therefore, X is invariant by φ, i.e., φ∗X = X, if and only if φ commutes with σt.
Proof. Clearly, φ ◦ σt ◦ φ−1 is a local one-parameter group of local transformations. Let p be a
point of M and q = φp. Since σt induces X, the vector Xq of Tq(M) is tangent to the curve
x(t) = σt(q) at q = x(0). This means that the vector (φ∗X)p = φ∗(Xq) of Tp(M) is tangent to the
curve y(t) = φ ◦ σt(q) = φ ◦ σt ◦ φ−1(p) at p = y(0). The second assertion also follows.
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Proposition 1.1.4. Let X and Y be vector fields on a manifold M . If X generates a local one-
parameter group of local transformations σt, then




(Y − (σt)∗Y ).
Proof. We first prove a lemma.
Lemma 1.1.1. Let X be a vector field on M , which, for each p ∈ M , generates a local one-
parameter group of local transformations σt defined on (−ε, ε)×U for some ε > 0 and where U is a
neighbourhood of p. For any function f on M , there exists a function gt(p) = g(t, p) on (−ε, ε)×U
such that f(σt(p)) = f(p) + tgt(p) and g0 = Xf on M .










[f(σt(p))− f(p)] = lim
t→0
gt(p) = g0(p)
Now, given a function f on M , by Lemma 1.1.1, there exists a function gt such that f(σt(p)) =
f(p) + tgt(p) and g0 = Xf on M . Set p(t) = σ−1t (p). Then











(Y f)p − (Y f)p(t)
)− lim
t→0
(Y gt)p(t) = Xp(Y f)− Ypg0 = [X,Y ]pf.
1.2 Tensor algebras and fields 11
1.2 Tensor algebras and fields
Let F denote the ground field. Usually in our discussion, F = R or C. We will consider finite
dimensional vector fields over F.
Tensor algebras
Definition 1.2.1. Let V be a vector space over F. For positive integer r, Tr := V ⊗ · · · ⊗ V (r
times tensor product) is called the contravariant tensor space of degree r. Similarly, for positive
integer s, Ts := V ∗⊗· · ·⊗V ∗ (s times tensor product) is called the covariant tensor space of degree
s. By convention, T0 = T0 = F.
The tensor product Trs := T
r ⊗ Ts is called the tensor space of contravariant degree r and
coavariant degree s, or simply of type (r, s).





Ki1...irj1...jsei1 ⊗ . . . ⊗ eir ⊗ ej1 ⊗ . . . ⊗ ejs
where Ki1...irj1...js are called the components of K. If {u1, . . . , un} is another basis of V , then there























Ai1k1 . . . A
ir
kr








s. T is an associative algebra over F with respect to the tensor product
due to the universal factorization property.
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Definition 1.2.2. Let r, s be positive integers. To each ordered pair (i, j), 1 ≤ i ≤ r, 1 ≤ j ≤ s,
associate a linear mapping called the contraction, denoted by C, of Trs into T
r−1
s−1 which maps
v1 ⊗ . . . vr ⊗ v∗1 ⊗ · · · ⊗ v∗s to 〈vi, v∗j 〉v1 ⊗ . . . vi−1 ⊗ vi+1 ⊗ · · · ⊗ vr ⊗ v∗1 ⊗ · · · ⊗ v∗j−1 ⊗ v∗j+1 ⊗ · · · ⊗ v∗s
where v1, . . . , vr ∈ V and v∗1, . . . , v∗s ∈ V ∗.
Tensor fields
Let Tp(M) be the tangent space to a manifold M at p and T(p) be the tensor algebra over Tp(M).
Definition 1.2.3. A tensor field K of type (r, s) on M is an assignment of a tensor Kp ∈ Trs(p)
to each point p of M .
In a local coordinate system x1, . . . , xn, take ∂
∂xj
, j = 1, . . . , n as a basis for the tangent space
Tp(M), and dxk, k = 1, . . . , n as the dual basis for T ∗p (M). Then a tensor Kp of type (r, s) at p can







⊗ · · · ⊗ ∂
∂xir
⊗ dxj1 ⊗ · · · ⊗ dxjs
where Ki1...irj1...js are called the components of K with respect to the coordinate system x
1, . . . , xn.





Then T(M) is an algebra over R, the multiplication ⊗ being defined by (K ⊗K ′)x = Kx ⊗K ′x for
K,K ′ ∈ T(M). If ϕ is a diffeomorphism of M , its differential ϕ∗ gives a linear isomorphism of the
tangent space Tϕ−1(x)(M) onto the tangent space Tx(M). This linear isomorphism can be extended
to an isomorphism of the tensor algebra T(ϕ−1(x)) onto the tensor algebra T(x), which we denote
by ϕ˜. Given a tensor field K, define a tensor field ϕ˜K by (ϕ˜K)x = ϕ˜(Kϕ−1(x)). In this way, ϕ
induces an algebra automorphism of T(M) which preserves type and commutes with contractions.
Definition 1.2.4. Let T(M) be the tensor algebra over M . A linear endomorphism D of T(M)
is called a derivation if it satisfies the following conditions:
1. D is type-preserving, i.e., D(Trs(M)) ⊂ Trs(M).
2. D commutes with every contraction C.
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3. D(K ⊗K ′) = DK ⊗K ′ +K ⊗DK ′ for tensors K,K ′ ∈ T(M).
Before coming to the main result of this section, we shall define the Lie differentiation and the
interior product.
Definition 1.2.5. Let X be a vector field on M and σt a (global) one-parameter group of transfor-







where σ˜t is an automorphism of the algebra T(M).
LX satisfies the following properties.
1. LX is a derivation of X(M);
2. LX = Xf for all functions f on M ;
3. LXY = [X,Y ] for all vector fields Y .
Definition 1.2.6. For r ≥ 0, given a (r+1)-form ω on M , the interior product ιX with respect to
a vector field X is defined by
(ιXω)(Y1, . . . , Yr) = (r + 1)ω(X,Y1, . . . , Yr)
for Y1, . . . , Yr ∈ X(M). We let LXf = 0 for all functions f .
The interior product ιX satisfies the following properties.
1. ι2X = 0.
2. If ω ∈ Ωr(M) and µ ∈ Ωs(M), then ιX(ω ∧ µ) = ιXω ∧ µ+ (−1)rω ∧ ιXµ.
3. LX = d ◦ ιX + ιX ◦ d
The final result of this section is as follows.
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Proposition 1.2.1. Let X0, X1, . . . , Xr ∈ X(M). If ω is a r-form , then











(−1)i+jω([Xi, Xj ], X0, . . . , Xˆi, . . . , Xˆj , . . . , Xr)
where the symbolˆmeans that the term is omitted.
Proof. The proof is by induction on r. If r = 0, then ω is a function and so dω(X0) = X0ω. Hence,
the formula is true for r = 0. Suppose that the formula is true for r− 1. Let ω be an r-form. Then
(r + 1)dw(X0, X1, . . . , Xr) = (ιX0 ◦ dω)(X1, . . . , Xr)
= (LX0ω)(X1, . . . , Xr)− (d ◦ ιX0ω)(X1, . . . , Xr).
Since ιX0ω is a (r − 1)-form, by induction hypothesis,



























(−1)i+jω([Xi, Xj ], X0, X1, . . . , Xˆi, . . . , Xˆj , . . . , Xr)
+X0(ω(X1, . . . , . . . , Xr)) +
r∑
i=1
(−1)iω([X0, Xi], X1, . . . , Xˆi, . . . , Xr)
It remains to prove the following.
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Lemma 1.2.1. Let ω be r-form on M . Then
(LX0ω)(X1, . . . , Xr) = X0(ω(X1, . . . , Xr))−
r∑
i=1
ω(X1, . . . , [X0, Xi], . . . , Xr)
for X0, X1, . . . , Xr ∈ X(M).
Proof. Note that
ω(X1, . . . , Xr) = C1 ◦ · · · ◦ Cr(X1 ⊗ · · · ⊗Xr ⊗ ω)
where C1, . . . , Cr are obvious contractions. According to the properties of Lie differentiation,
LX0(ω(X1, . . . , Xr)) = (LX0ω)(X1, . . . , Xr) +
r∑
i=1
ω(X1, . . . , LX0Xi, . . . , Xr)
= (LX0ω)(X1, . . . , Xr) +
r∑
i=1
ω(X1, . . . , [X0, Xi], . . . , Xr)
This completes the proof for the proposition.





[X(ω(Y ))− Y (ω(X))− ω([X,Y ])]. (1.2.1)




[X(ω(Y, Z))+Y (ω(Z,X))+Z(ω(X,Y ))−ω([X,Y ], Z)−ω([Y, Z], X)−ω([Z,X], Y )].
(1.2.2)
for X,Y, Z ∈ X(M).
1.3 Lie groups and algebras
Definition 1.3.1. A Lie group G is is a differentiable manifold which is endowed with a group
structure such that the group operations (a, b) ∈ G × G 7→ ab ∈ G and g ∈ G 7→ g−1 ∈ G are
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differentiable mappings.
Definition 1.3.2. Let a and g be elements of a Lie group G. The right translation Ra : G → G
and the left translation La : G→ G of g by a are defined by
Rag = ga, Lag = ag.
By definition, Ra and La are diffeomorphisms from G to G.
Definition 1.3.3. A vector field X on a Lie group G is called left invariant if (La)∗Xg = Xag.
A vector Xe ∈ Te(G), the tangent space of G at the identity e, defines a unique left invariant
vector field X on G by Xg = (Lg)∗Xe for g ∈ G. Conversely, a left invariant vector field X defines
a unique vector Xe ∈ Te(G). Thus, there is a 1 : 1 correspondence between a vector of Te(G) and
a left invariant vector field on G. Denote the set of all left invariant vector fields on G by g. The
mapping, which sends X ∈ g to Xe ∈ Te(G), is an isomorphism. It follows that g is a vector space
isomorphic to Te(G).
g is closed under the Lie bracket. Indeed, let X,Y ∈ g, for g, a ∈ G,
(La)∗[X,Y ]g = (La)∗[Xg, Yg] = [(La)∗Xg, (La)∗Yg] = [Xag, Yag] = [X,Y ]ag.
Hence, we have the following definition.
Definition 1.3.4. The set of all left invariant vector fields on a Lie group G with the usual addition,
scalar multiplication and Lie bracket is called the Lie algebra g of G.
Proposition 1.3.1. Each X ∈ g generates a global one-parameter group of transformations.
Proof. By Proposition 1.1.2, X generates a local one-parameter group of local transformations σt
in a neighbourhood of e. If σte is defined for all |t| < ε for ε > 0, then σta can be defined for |t| < ε
for all a ∈ G. Also σta = σt(Lae) = La(σte) since σt commutes with La by Proposition 1.1.3. Since
σta is defined for |t| < ε for all a ∈ G, then σta is defined for all |t| < ∞ for each a ∈ G. Set
γ(t) = σte. Then γs+t = γ(s)γ(t) for all s, t ∈ R.
We call γ(t) the one-parameter subgroup of G generated by X.
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One-parameter subgroup
Definition 1.3.5. Let G be a Lie group. A curve γ : R→ G is called a one-parameter subgroup of
G if it satisfies the condition γ(t)γ(s) = γ(t+ s).
Clearly, γ(0) = e and γ(t)−1 = γ(−t).
Proposition 1.3.2. There is a 1 : 1 correspondence between a one-parameter subgroup of G and a
left invariant vector field of g.
Proof. Given a one-parameter subgroup γ of G, there exists a vector field X on G such that
dγj(t)
dt
= Xj(γ(t)), j = 1, . . . , n.
where n = dimG. We show that the vector field X is left invariant. Note that the vector field ddt

























































Hence, (Lg)∗Xe = Xg.
Conversely, by Proposition 1.3.1, the left invariant vector field X generates a one-parameter
group of transformations σt. Define γ : R → G by γ(t) = σte. The curve γ(t) is a one-parameter
subgroup of G. Indeed, for fixed s, by definition we have
d
dt
γj(s+ t) = Xj(γ(s+ t))
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γj(t) = (Lγ(s))∗Xj(γ(t)) = Xj(γ(s)γ(t))
satisfying the initial condition γ(s)γ(0) = γ(s). The two share the same differential equation and
initial condition. By the uniqueness theorem of linear ordinary differential equations, γ(s + t) =
γ(s) + γ(t).
Definition 1.3.6. Let G be a Lie group and X ∈ g. The exponential mapping exp : g → G is
defined by expX = γ(1) where γ(t) is a one-parameter subgroup of G generated by the left invariant
vector field X.
It follows that exp tX = γ(t) for all t ∈ R.
Differential form and Maurer-Cartan equation
Definition 1.3.7. A differential form ω on a Lie group G is called left invariant if (La)∗ωg = ωag.
Denote the set of all left invariant differential form by g∗. g∗ is a vector field dual to the Lie algebra
g.
As the exterior differentiation commutes with (La)∗, dω is left invariant if ω is also left invariant.
By Proposition 1.2.1, we have the following result.
Proposition 1.3.3 (Maurer-Cartan equation). Let ω ∈ g∗ and X,Y ∈ g. Then
dω(X,Y ) = −1
2
ω([X,Y ]).
Definition 1.3.8. The canonical one-form on G is a left invariant g-valued one-form µ on G
defined by µ(A) = A for A ∈ g.
Let E1, . . . , Er be a basis of g and let µ =
∑r
j=1 µ
jEj . Then µ1, . . . , µr form a basis for the
space of left invariant real one-forms on G. Set
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where cijk are called the structure constants of g with respect to the basis E1, . . . , Er. Hence, from








Every automorphism φ of a Lie group G induces an automorphism φ∗ of its Lie algebra g. Indeed,
if X,Y ∈ g, then φ∗X is also a left invariant vector field and φ∗[X,Y ] = [φ∗X,φ∗Y ].
Given a ∈ G, we define an automorphism Ada to be a mapping Ada : G→ G by Adag = aga−1.
Hence, we have the homomorphism Ad : G→ Aut(G). This is called the adjoint representation.
The automorphism Ada induces an automorphism of g, denoted by ada. The representation
a → ada is called the adjoint representation of G in g. For every a ∈ G, and X ∈ g, since
Adag = aga−1 = Ra−1Lag and X is left invariant, we have adaX = (Ra−1)∗X.
Action of Lie groups on manifolds
Definition 1.3.9. We say that a Lie group G acts on a manifold M on the right if the following
conditions are satisfied:
1. Every a ∈ G induces a diffeomorphism of M , denoted by x 7→ Rax = xa where x ∈M .
2. (a, x) ∈ G×M 7→ xa ∈M is a differentiable mapping.
3. x(ab) = (xa)b for all a, b ∈ G and x ∈M .
For left action of G on M , the conditions are similar.
Definition 1.3.10. We say that G acts effectively (respectively freely) on M if Rax = x for all
x ∈M (respectively for some x ∈M) implies that a = e.
Let X ∈ g. If G acts onM on the right, the action of the one-parameter subgroup γ(t) = exp tX
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Hence, we can assign to each element X ∈ g a vector field X˜ on M . Denote ν : g → X(M) the
mapping which sends X to X˜. The mapping ν can also be defined in another manner. For each
p ∈M , let νp : G→M be a mapping which sends a to xa. Then X˜p = (ν(X))p = (νp)∗Xe.
Proposition 1.3.4. Let a Lie group G acts on a manifold M on the right. The mapping ν :
g → X(M), X 7→ X˜, is a Lie algebra homomorphism. If G acts effectively on M , then ν is an
isomorphism of g into X(M). If G acts freely onM , then for each nonzero X ∈ g, X˜ never vanishes
on M .
Proof. It is clear that ν is a linear mapping of g into X(M). We show that ν commutes with the
Lie bracket. Let X,Y ∈ g, denote X˜ = ν(X), Y˜ = ν(Y ), and γ(t) = exp(tX). By Proposition
1.1.4,




(Y˜ − (Rγ(t))∗Y˜ ).
Since Rγ(t) ◦ νpγ(t)−1(g) = pγ(t)−1gγ(t) for g ∈ G and p ∈M , we have
((Rγ(t))∗Y˜ )p = (Rγ(t))∗(νpγ(t)−1)∗Ye = νp(adγ(t)−1Ye)
Hence,















= νp([X,Y ]e) = (ν[X,Y ])p
Thus, ν is a homomorphism of the Lie algebra g into the Lie algebra X(M).
Suppose now that ν(X) = 0 everywhere on M . This implies that Rγ(t) is the identity transfor-
mation of M for all t. If G acts effectively on M , then γ(t) = e for all t and so X = 0. Hence, ν is
an isomorphism.
For the last assertion, suppose that ν(X) vanishes at some point p of M . Then Rγ(t) leaves p
fixed for all t. If G acts freely on M , then γ(t) = e for all t and so X = 0.
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1.4 Fibre Bundles
We now discuss the last component of the preliminaries. We will summarise the essential points
that will be needed later. As such, proofs of some results are not provided. The reader may refer
to standard references such as Steenrod [11] and Husemoller [4] for details.
Principal fibre bundles
Definition 1.4.1. Let M be a manifold and G a Lie group. A principal fibre bundle over M with
group G consists of a manifold P and an action of G on P satisfying the following conditions:
1. G acts freely on the right: (u, g) ∈ P ×G 7→ Rgu = ug ∈ P
2. M is the quotient space of P by the equivalence relation induced by G, M = P/G, and the
canonical projection pi : P →M is differentiable.
3. P is locally trivial, i.e., every point x of M has a neighbourhood U such that there is a
diffeomorphism ψ : pi−1(U) → U × G with ψ(u) = (pi(u), φ(g)), where φ is a mapping of
pi−1(U) into G satisfying φ(ug) = φ(u)g for all u ∈ pi−1(U) and g ∈ G.
Denote the principal fibre bundle by P (M,G) or P . We call P the bundle space, M the base
space, G the structure space, and pi the projection.
For each x ∈ M , pi−1(x) is a closed submanifold of P , called the fibre over x. Every fibre is
diffeomorphic to G.
By condition (3) for a principal fibre bundle P (M,G), it is possible to choose an open covering
{Uα} of M , each pi−1(Uα) provided with a diffeomorphism u 7→ (pi(u), φα(u)) of pi−1(Uα) onto
Uα×G such that φα(ua) = φα(u)a. If u ∈ pi−1(Uα∩Uβ), then φβ(ua)(φα(ua))−1 = φβ(u)(φα(u))−1,
which shows that φβ(u)(φα(u))−1 depends only on pi(u) and not on u. We can define a mapping
ψβα : Uα ∩ Uβ → G by ψβα(pi(u)) = φβ(u)(φα(u))−1. The family of mappings ψβα are called
transition functions of the bundle P (M,G) corresponding to the open covering {Uα} of M . The
transition functions satisfy
ψγα(x) = ψγβ(x)ψβα(x)
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for x ∈ Uα ∩ Uβ ∩ Uγ ⊂M . Conversely, we have the following proposition.
Proposition 1.4.1. Let M be a manifold, {Uα} an open covering of M , and G a Lie group. Given
a mapping ψβα : Uα ∩ Uβ → G for every nonempty Uα ∩ Uβ in such a way that the relations
ψγα(x) = ψγβ(x)ψβα(x)
are satisfied, we can construct a differentiable principal fibre bundle P (M,G) with transition func-
tions ψβα.
Definition 1.4.2. Let P (M,G) and P ′(M ′, G′) be two principal fibre bundles. We say that a
mapping f of P ′(M ′, G′) into P (M,G) is a homomorphism if there is a homomorphism f ′ : G′ → G
such that f(u′g′) = f(u′)f ′(g′) for u′ ∈ M ′ and g′ ∈ G′. We shall denote f ′ by the same letter f
for simplicity. Every homomorphism f : P ′ → P maps each fibre of P ′ into a fibre of P , inducing
a mapping of M ′ to M , also denoted by f . A homomorphism f : P ′(M ′, G′) → P (M,G) is called
an injection if f :M ′ →M is an embedding and if f : G′ → G is a monomorphism.
We say that f(P ′)(f(M ′), f(G′)) is a subbundle of P (M,G). If, moreover, M ′ = M and the
induced mapping f :M ′ →M is the identity transformation of M , then f : P ′(M ′, G′)→ P (M,G)
is called a reduction of the structure group G of P (M,G) to G′. The subbundle P ′(M,G′) is then
called the reduced bundle. Given P (M,G) and a Lie subgroup G′ of G, we say that the structure
group G is reducible ot G′ if there is a reduced subbundle P ′(M,G′).
Proposition 1.4.2. Let P (M,G) be a principal fibre bundle. The structure group G is reducible to
a Lie subgroup G′ of G if and only if there is an open covering {Uα} of M with a set of transition
functions ψβα which take their values in G′.
An example: bundle of linear frames
Let M be an n-dimensional manifold. A linear frame u at a point x of M is an ordered basis
X1, . . . , Xn of the tangent space Tx(M). Let L(M) be the set of all linear frames u at all points
of M and let pi be the mapping of L(M) onto M which sends a linear frame u at x to x. The
general linear group GL(n;R) acts on L(M) on the right as follows. Let a = (aij) ∈ GL(n;R)
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and u = (X1, . . . , Xn) a linear frame at x. Then ua is by definition the linear frame (Y1, . . . , Yn)
at x where Yi =
∑
i aijXj . Moreover, GL(n;R) acts freely on L(M) and pi(u) = pi(v) if and only
if v = ua for some a ∈ G. Let x1, . . . , xn be a local coordinate system in a neighbourhood U of






(Aij) is an invertible matrix. This means that pi−1(U) is in 1 : 1 correspondence with U×GL(n;R).
L(M) can be given a differentiable structure by taking (xj) and (Aij) as a local coordinate system
in pi−1(U). Hence, L(M) is a principal fibre bundle over M with structure group GL(n;R). We
call L(M) the bundle of linear frames over M . By Proposition 1.4.3, a linear frame u at x ∈ M
can be seen as a nonsingular linear mapping of Rn onto Tx(M).
Associated fibre bundles
Let P (M,G) be a principal fibre bundle and ρ the representation of G on a finite dimensional vector
space. When there is no cause for confusion, we shall simply write ρ(g) as g for g ∈ G. Let F be
a manifold on which G acts on the left (via the representation ρ): (g, ξ) ∈ G × F 7→ gξ ∈ F . We
construct a fibre bundle, denoted by E(M,F,G, P ) associated with P (M,G) with standard fibre F
as follows. On the product manifold P × F , let G act on the right in the following manner: a ∈ G
maps (u, ξ) ∈ P × F to (ug, g−1ξ) ∈ P × F . Denote the quotient space of P × F by the group G
by E = P ×G F .
The mapping P ×F →M , (u, ξ) 7→ pi(u), induces a mapping piE : E →M , called the projection
of E onto M . For each point x of M , the set pi−1E (x) is called the fibre of E over x. Moreover, the
point x has a neighbourhood U ofM such that pi−1(U) is isomorphic with U×G. The action of G on
pi−1(U)×F on the right is given by (x, g, ξ) 7→ (x, gh, h−1ξ) for (x, g, ξ) ∈ U ×G×F and h ∈ G. It
follows that the isomorphism pi−1(U) ∼= U×G induces an isomorphism pi−1E (U)×U×F . Therefore,
we can define a differentiable structure on E by requiring that pi−1E (U) is an open submanifold of E,
which is diffeomorphic with U × F under the isomorphism pi−1E (U) ∼= U × F . Thus the projection
piE is a differentiable mapping of E onto M . E = E(M,F,G, P ) will be called the fibre bundle
over M with fibre F and structure group G, associated with the principal fibre bundle P (M,G).
We have the following proposition.
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Proposition 1.4.3. Let P (M,G) be a principal fibre bundle and F a manifold on which G acts on
the left. Let E(M,F,G, P ) be the fibre bundle associated with P . For each u ∈ P and each ξ ∈ F ,
denote the image of (u, ξ) ∈ P × F by the projection P × F → E by uξ. Then each u ∈ P is a
mapping of F onto pi−1E (x), where pi(u) = x and (ug)ξ = u(gξ) for u ∈ P , g ∈ G and ξ ∈ F .
Proof. From the construction above, it is clear that each u ∈ P is a mapping of F onto pi−1E (x),
where pi(u) = x. Denote the projection of P ×F onto E by ψ. Then (ug)ξ = ψ(ug, ξ) = ψ(u, gξ) =
u(gξ).
Let x, y ∈ M . we say that the fibre pi−1E (x) is isomorphic to another fibre pi−1E (y) if there is
a diffeomorphism between the two, which can be represented by v ◦ u−1 where u ∈ pi−1(x) and
v ∈ pi−1(y) are considered as mappings of F onto pi−1E (x) and pi−1E (y) respectively. In particular,
since for u, v ∈ pi−1(x), v = ug for some g ∈ G, an automorphism of the fibre pi−1E (x) is a mapping
of the form u ◦ g ◦ u−1. Therefore, by letting u ∈ pi−1(x) to be an arbitrarily fixed point of pi−1(x),
the group of automorphisms of pi−1E (x) is isomorphic with the structure group G.
Definition 1.4.3. Given a fibre bundle E(M,F,G, P ) and a subset U of M , a cross section on U
is a differentiable mapping σ of U into E such that piE ◦ σ is the identity transformation of U .
We have the following theorem for paracompact manifolds.
Theorem 1.4.1. Let E(M,F,G, P ) be a fibre bundle such that the base manifold M is paracompact
and the fibre F is diffeomorphic with a Euclidean space Rm. Let U be a closed subset, possibly
empty, of M . Then every cross section σ : U → E on U can be extended to a cross section on M .
Therefore, in the case where U is empty, there exists a cross section of E on M .
We have seen that given a manifold, the bundle of linear frames L(M) is a principal fibre bundle
with structure group. Let ρn : GL(n;R)→ GL(Rn) denote the standard representation, and let ρ∗n
denote the dual representation ρ∗n(g) = ρn(g−1)t. Two important associated fibre bundles of L(M)
are the tangent and cotangent bundles, denoted by T (M) and T ∗(M) respectively:
T (M) = L(M)×GL(n;R) Rn, T (M) = L(M)×GL(n;R) (Rn)∗
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where the first is induced by the representation ρn, while the second induced by the representation
ρ∗n. Clearly, T (M) =
⋃





x (M) = X
∗(M) = Ω1(M).
Proposition 1.4.4. Let L(M) be the bundle of linear frames over an n-dimensional manifold M .
If M is paracompact, then the structure group GL(n;R) of L(M) can be reduced to the orthogonal
group O(n).
Proof. The homogeneous space GL(n;R)/O(n) is known to be diffeomorphic with the Euclidean
space Rn(n+1)/2. By Theorem 1.4.1, the fibre bundle L(M)/O(n) with fibre GL(n;R)/O(n), asso-
ciated with L(M) admits a cross section. We next prove the following proposition.
Proposition 1.4.5. The structure group G of the principal fibre bundle P (M,G) is reducible to a
closed subgroup H if an only if the associated bundle E(M,G/H,G, P ) admits a cross section.
Proof. Suppose that G is reducible to a closed subgroup H and let Q(M,H) be a reduced bundle
with injection f : Q→ P . Let µ : P → E = P/H denote the projection. If u, v belong to the same
fibre of Q, then v = ug for some g ∈ G. Thus, µ(f(v)) = µ(f(u)a) = µ(f(u)), implying that µ ◦ f
is constant on each fibre of Q. Define a mapping σ : M → E by σ(x) = µ(f(u)) where x = pi(u).
Clearly, σ is a cross section of E.
Conversely, given a cross section σ : M → E, let Q = {u ∈ P : µ(u) = σ(pi(u))}. For each
x ∈ M , there exists a u ∈ Q such that pi(u) = x as µ−1(σ(x)) is nonempty. Now, for u, v ∈ P ,
µ(u) = µ(v) if and only if v = ug for some g ∈ H. If u, v belong to the same fibre of P and u ∈ Q,
then v ∈ Q if and only if v = ug for some g ∈ H. It is easy to verify that Q is a principal fibre
bundle over M with structure group H embedded in P (M,G).
By the above proposition, the structure group of L(M) is reducible to O(n).
Proposition 1.4.6. Let L(M) be the bundle of linear frames over an n-dimensional manifold M .
Then each reduction of the structure group GL(n;R) to O(n) defines a Riemannian metric g on
M . Conversely, if M has a Riemannian metric, then the structure group GL(n;R) of L(M) is
reducible to O(n).
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Proof. Let 〈·, ·〉 be the natural inner product on Rn for which the vectors e1, . . . , en, where ei =
(0, , . . . , 1, . . . , 0) with 1 at ith entry and zero for the others, are orthonormal. Let Q(M,O(n))
denote the reduced subbundle of L(M). Since each linear frame u at x ∈M , with pi(u) = x, can be
seen as a linear isomorphism of Rn onto Tx(M), the frame u defines an inner product g in Tx(M) by
g(X,Y ) = 〈u−1X,u−1Y 〉 for X,Y ∈ Tx(M). Since 〈, 〉 is invariant by O(n), g(X,Y ) is independent
of the choice of u.
Conversely, let Q = {u = (X1, . . . , Xn) ∈ L(M) : g(Xj , Xk) = δjk}. A linear frame u belongs to
Q if and only if 〈ξ1, ξ2〉 = g(uξ1, uξ2) for all ξ1, ξ2 ∈ Rn. It is easy to verify that Q forms a reduced
subbundle of L(M) with structure group O(n).
We remark that a Riemannian manifold is paracompact. From Proposition 1.4.4 and 1.4.6, we
have the following corollary.
Corollary 1.4.1. Every paracompact manifold admits a Riemannian metric. Therefore, a Rie-
mannian manifold has a Riemannian metric.
We end the section with induced bundles. Given a principal fibre bundle P (M,G) and a
mapping f of a manifold N into M , there is a unique (up to isomorphism) principal fibre bundle
Q(N,G) with a homomorphism f : Q → P , which induces f : N → M and which corresponds
to the identity automorphism of G. The bundle Q(N,G) is called the bundle induced by f from
P (M,G) and will be denoted by f∗P .
Chapter 2
Connections in a principal fibre
bundle
With the fundamentals in place, we can now define a connection in a principal fibre bundle.
Definition 2.0.4. Let P (M,G) be a principal fibre bundle over a manifold M with structure group
G. For each u ∈ P , let Tu(P ) denote the tangent space of P at u and Vu the subspace of Tu(P )
consisting of vectors tangent to the fibre through u. A connection Γ in P is an assignment of a
subspace Hu of Tu(P ) to each u ∈ P such that
1. Tu(P ) = Vu ⊕Hu;
2. Hua = (Ra)∗Hu, i.e., the mapping u 7→ Hu is invariant by G;
3. Hu depends differentiably on u.
Hu will be called the horizontal space of Tu(P ), while Vu the vertical subspace of Tu(P ). A vector
X ∈ Tu(P ) is called vertical if X ∈ Vu, or horizontal in X ∈ Hu. By condition (1), each vector
X ∈ Tu(P ) can be expressed uniquely as X = vX + hX where vX ∈ Vu and hX ∈ Hu. vX is thus
called the vertical component of X, and hX the horizontal component of X.
We have seen that the existence and extension of cross sections are guaranteed for paracompact
manifolds. We have a similar result for connections.
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Theorem 2.0.2. Let P (M,G) be a principal fibre bundle over a paracompact manifold M and U
a closed subset, possibly empty, of M . Then every connection defined over U can be extended to a
connection in P . In particular, P admits a connection if U is empty.
For the proof, see Kobayashi [[5], p.67-68, Theorem 2.1].
2.1 Fundamental vector fields
Let P (M,G) be a principal fibre bundle and A ∈ g. Recall from the previous chapter that the action
of a one-parameter subgroup at = exp(tA) on P induces a Lie algebra homomorphism ν : g→ X(P )
of the Lie algebra of G into the Lie algebra of vector fields on P by Proposition 1.3.4.
Since the action of G sends each fibre into itself, A˜u is tangent to the fibre at each u ∈ P , i.e.,
A˜u ∈ Vu(P ). As G acts freely on P , A˜ never vanishes if A 6= 0 by Proposition 1.3.4. Since the
dimension of each fibre is equal to that of g, the mapping
ν : g→ Vu ⊂ Tu(P ), A 7→ A˜u
is a linear isomorphism, where Vu denotes the tangent space at u of the fibre through u.
Definition 2.1.1. For A ∈ g, we call A˜ = ν(A) the fundamental vector field corresponding to A.
Proposition 2.1.1. Let A˜ and B˜ be the fundamental vector field corresponding to A,B ∈ g re-
spectively. Then [A˜, B˜] = [˜A,B].
Proof. This is evident since the mapping ν : g→ X(P ) is a Lie algebra homomorphism.
Proposition 2.1.2. Let A˜ be the fundamental vector field corresponding to A ∈ g. For each a ∈ G,
(Ra)∗A˜ is the fundamental vector field corresponding to ada−1A ∈ g.
Proof. The fundamental vector field A˜ is induced by the one-parameter subgroup at = exp(tA),
i.e., by the one-parameter group of transformations Rat . Then the vector field (Ra)∗A˜ is induced
by the one-parameter group of transformations RaRatRa−1 = Ra−1ata by Proposition 1.1.3. Since
ada−1A is induced by Ra−1ata, the assertion follows.
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2.2 Connection form
Definition 2.2.1. Given a connection Γ in P , define a one-form ω on P , ω : X(P ) → g, by
ω(X) = A where A˜ = vX. The one-form ω is called the connection form of the connection Γ.
Clearly, given a connection Γ in P , ω(X) = 0 if and only if X is a horizontal vector field.
We have the following characterization of the connection form.
Proposition 2.2.1. The connection form ω satisfies the following conditions:
1. ω(A˜) = A for all A ∈ g;
2. ((Ra)∗ω)(X) = ω((Ra)∗X) = ada−1ω(X) for all a ∈ G and X ∈ X(P ).
Conversely, given a g-valued one-form ω on P satisfying the above two conditions, there is a unique
connection Γ in P whose connection form is ω.
Proof. Let ω be a connection form of a given connection Γ. Condition (1) follows from the definition.
Since every vector field on P can be decomposed to its vertical and horizontal components, it suffices
to verify condition (2) in two cases:
1. X is horizontal. Then (Ra)∗X is also horizontal, and so it fulfills condition (2).
2. X is vertical. Then we may assume that X = A˜ is the fundamental vector field corresponding
to A ∈ g. By Proposition 2.1.2, (Ra)∗X is the fundamental vector field corresponding to
ada−1A. Thus,
((Ra)∗ω)(X) = ω((Ra)∗X) = ada−1A = ada−1ω(X).
Conversely, given a one-form ω satisfying the above conditions, set Hu = {X ∈ Tu(P ) : ωu(X) =
0} for a fixed u ∈ P . We show that the mapping u 7→ Hu defines a connection whose connection
form is ω. For X ∈ Hu and a ∈ G, we have
ωua((Ra)∗X) = ((Ra)∗ωu)(X) = ada−1ωu(X) = 0.
2.2 Connection form 30
Thus, (Ra)∗X ∈ Hua. Since (Ra)∗ is an invertible mapping, Hua = (Ra)∗Hu. It is clear that Tu(P )
can be decomposed into a direct sum of Hu and Vu, and that Hu depends differentiably on u by
considering local coordinates. The assertion follows.
Let {Uα} be an open covering of M with a family of isomorphisms φα : pi−1(Uα)→ Uα×G and
the corresponding family of transition functions ψαβ : Uα ∩ Uβ → G. For each α, let σα : Uα → P
be the cross section on Uα defined by σα(x) = ψ−1α (x, e) where e is the identity of G.
Let µ be the canonical one-form on G as defined in Definition 1.3.8 in Chapter 1. For each
nonempty Uα ∩Uβ, define a g-valued one-form µαβ on Uα ∩Uβ by µαβ = ψ∗αβµ. For each α, define
a g-valued one-form ωα on Uα by ωα = σ∗αω. The forms ωα satisfy the following relation called the
compatibility condition.
Proposition 2.2.2 (Compatibility condition). On Uα ∩ Uβ, the forms ωα and µαβ satisfy the
relation:
ωβ = adψ−1αβωα + µαβ .
Proof. If Uα∩Uβ is nonempty, then σβ(x) = σα(x)ψαβ(x) for all x ∈ Uα∩Uβ . Let X ∈ Tx(Uα∩Uβ).
The vector (σβ)∗X ∈ Tσβ(x)(P ) is the image of ((σα)∗X, (ψαβ)∗X) ∈ Tσα(x)(P )⊕ Tψαβ(x)(G) under
the mapping P ×G→ P . By Leibniz formula,
(σβ)∗X = (σα)∗Xψαβ(x) + σα(x)(ψαβ)∗X
where (σα)∗Xψαβ(x) means ((Rψαβ(x))∗ ◦ (σα)∗)X and σα(x)(ψαβ)∗X is the image of (ψαβ)∗X by
the differential of σα(x), where σα(x) is considered as a mapping of G→ P which sends g to σα(x)g.
By applying ω, we have
ωβ(X) = adψαβ(x)−1ωα(X) + ω(σα(x)(ψαβ)∗X).
Denote A to be the left invariant vector field on G which is equal to (ψαβ)∗X at ψαβ(a). Then the
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vector σα(x)(ψαβ)∗X is the value of the fundamental vector field A˜ at σα(x)ψαβ(x). Hence,
ω(σα(x)(ψαβ)∗X) = (ψαβ)∗X = µ((ψαβ)∗X) = (ψαβ)∗µ(X) = µαβ(X).
2.3 Curvature form
We introduce here another important differential form. Let P (M,G) be a principal fibre bundle.
We have seen that the connection form ω is a one-form on P satisfying (Ra)∗ω = ada−1ω.
Given a connection in P (M,G), Tu(P ) can be decomposed into the direct sum of Vu and Hu,
the vertical and the horizontal subspaces of Tu(P ) at u ∈ P respectively. Denote h : Tu(P ) → Hu
to be the projection.
Definition 2.3.1. Let ω be the connection form of a given connection. Define
Dω = (dω)h.
Dω is called the curvature form and is denoted by Ω. D is called the exterior covariant differenti-
ation.
It is evident that Ω is a two-form.
Proposition 2.3.1. The curvature form Ω satisfies (Ra)∗Ω = ada−1Ω for all a ∈ G.
Proof. Since (Ra)∗ preserves horizontal subspaces, h((Ra)∗X) = (Ra)∗(hX). Let X,Y ∈ X(P ). By
definition,
(Ra)∗Ω(X,Y ) = Ω((Ra)∗X, (Ra)∗Y ) = dω((Ra)∗(hX), (Ra)∗(hY )) = (Ra)∗dω(hX, hY )
= d(Ra)∗ω(hX, hY ) = d(ada−1ω)(hX, hY )
= ada−1(dω(hX, hY )) = ada−1Ω(X,Y )
since d commutes with (Ra)∗ and da = 0.
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We remark that, unlike ω, the curvature form Ω is horizontal in the sense that Ω(X,Y ) = 0
whenever at least one of the vectors fields X,Y of P is vertical.
Theorem 2.3.1 (Structure equation). Let ω be a connection form and Ω its curvature form. Then
dω(X,Y ) = −1
2
[w(X), ω(Y )] + Ω(X,Y )
for X,Y ∈ X(P ).
Proof. Let u ∈ P . It suffices to verify that
dωu(X,Y ) = −12[wu(X), ωu(Y )] + Ωu(X,Y )
for X,Y ∈ Tu(P ). Since every vector of P is a sum of a vertical vector and a horizontal vector.
and both sides of the above equality are bilinear and skew-symmetric in X and Y , it is sufficient
to verify the equality in the following three cases.
1. X and Y are horizontal. Thus, ωu(X) = ωu(Y ) = 0 and so it is evident from the definition
of Ω.
2. X and Y are vertical. We may suppose that X = A˜u and Y = B˜u where A˜ and B˜ are the
fundamental vector fields corresponding to A,B ∈ g respectively. By Proposition 1.2.1, we
obtain
2dω(A˜, B˜) = A˜(ω(B˜))− B˜(ω(A˜))− ω([A˜, B˜]) = −[A,B] = −[ω(A˜), ω(B˜)],
since ω(A˜) = A, ω(B˜) = B and ω([A˜, B˜]) = ω([˜A,B]) = [A,B]. Moreover, Ω(A˜, B˜) = 0.
3. X is horizontal and Y is vertical. Since [ωu(X), ωu(Y )] = Ωu(X,Y ) = 0, it suffices to show
that dωu(X,Y ) = 0. We extend X to a horizontal vector field on P , which will be also
denoted by X. Let Y = A˜u where A˜ is the fundamental vector field corresponding to A. By
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Proposition 1.2.1, we obtain
2dω(X, A˜) = X(ω(A˜))− A˜(ω(X))− ω([X, A˜]) = −ω([X, A˜]).
It remains to show that [X, A˜] is horizontal. Since A˜ is induced by Rat , where at is the
one-parameter subgroup of G generated by A ∈ g, by Proposition 1.1.4,





Since X is horizontal, so is (Rat)∗X. Thus, [X, A˜] is horizontal.
From the above proof, we have the following corollary.
Corollary 2.3.1. If A˜ is the fundamental vector field corresponding to an element A ∈ g and X
is a horizontal vector field, then [X, A˜] is horizontal.
Theorem 2.3.2. Let Ω be the curvature form of a given connection. Then
DΩ = 0.
Proof. It suffices to show that dΩ(X,Y, Z) = 0 for horizontal vector fields X,Y, Z. By Proposition
1.2.1,
3dΩ(X,Y, Z) = X(Ω(Y, Z))+Y (Ω(Z,X))+Z(Ω(X,Y ))−Ω([X,Y ], Z)−Ω([Y, Z], X)−Ω([Z,X], Y ).
Note that
Ω(Y, Z) = dω(Y, Z) =
1
2
(Y (ω(Z))− Z(ω(Y ))− ω([Y, Z])) = −1
2
ω([Y, Z])
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and
Ω([X,Y ], Z) = dω([X,Y ], Z) +
1
2




([X,Y ](ω(Z))− Z(ω([X,Y ]))− ω([[X,Y ], Z]))
= −1
2









(ω([[X,Y ], Z] + [[Y, Z], X] + [[Z,X], Y ])) = 0
by Jacobi identity.
Theorem 2.3.2 is in fact one of the Bianchi identities that we shall see later.
2.4 Horizontal lift and parallel displacement of fibres
We want to prescribe parallelism on manifolds in general. With the earlier definition of connection,
we can now define parallel displacement of fibres in a principal fibre bundle of a manifold.
Horizontal lift of a vector field
First we introduce horizontal lift of a vector field. The projection pi : P → M induces a linear
mapping pi∗ : Tu(P )→ Tx(P ) for each u ∈ P where pi(u) = x. When a connection is given, pi maps
the horizontal subspace Qu isomorphically to Tx(M).
Definition 2.4.1. Let P (M,G) be a principal fibre bundle over a manifold M . The horizontal lift
of a vector field X on M is a unique vector field X¯ on P , which is horizontal and which projects
onto X.
Proposition 2.4.1. Given a connection in P and a vector field X on M , there exists a unique
horizontal lift X¯ of X. The lift X¯ is invariant by Ra for all a ∈ G. Conversely, every horizontal
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vector field on P invariant by Ra for all a ∈ G is the horizontal lift of a vector field on M .
Proof. Since pi is a linear isomorphism of Qu onto Tpi(u)(M), it is clear that there exists a unique
vector field X¯ on P given a vector field X on M . We next show that X¯ is differentiable if X is
differentiable. Let x ∈ M . There is a neighbourhood U of x such that pi−1(U) ∼= U × G. This
defines a differenetiable vector field Y on pi−1(U) such that pi∗(Y ) = X. Thus, X¯ is the horizontal
component of Y and so is differentiable. It is clear that X¯ is invariant by action of G since the
horizontal subspace is invariant by G.
Conversely, let X¯ be a horizontal vector field on P invariant by G. For each x ∈ M , choose a
point u ∈ P such that pi(u) = x and define Xx = pi∗(X¯u). The vector Xx is independent of the
choice of u such that pi(u) = x as if v = ua for some a ∈ G, then pi∗(X¯v) = pi∗((Ra)∗X¯u) = pi∗(X¯u).
The vector field X¯ is then the lift of the vector field X.
From the definition of horizontal lift, it is evident that if X¯ and Y¯ are horizontal lifts of X and
Y respectively, then X¯+ Y¯ is the horizontal lift of X+Y ; and for each function f on M , (f ◦pi)∗X¯
is the horizontal lift of f∗X.
Horizontal lift of a curve
Previously, we have seen how to lift a vector field on M to a horizontal vector field on P , which is
invariant by Ra for a ∈ G. We can also define the same concept for curves in M .
Definition 2.4.2. Let P (M,G) be a principal fibre bundle with a connection Γ. Let τ = xt,
t ∈ [a, b], be a piecewise differentiable curve of class C1 in M . A horizontal lift of τ is a piecewise
differentiable curve of class C1 τ¯ = ut, t ∈ [a, b], such that pi(ut) = xt for all t and that the tangent
vectors of the curve are horizontal.
Proposition 2.4.2. Let τ = xt, t ∈ [0, 1], be a curve of class C1 in M . For an arbitrary point u0
of P with pi(u0) = x0, there exists a unique horizontal lift τ¯ = ut of τ , which starts from u0.
Proof. By local triviality of the bundle, there is a curve vt of class C1 in P such that v0 = u0 and
pi(ut) = vt for all t ∈ [0, 1]. The horizontal lift of τ , if it exists, must of the form ut = vtat for
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t ∈ [0, 1], where at is a curve in G with a0 = e, such that the vectors tangent to ut are horizontal.
We shall find the curve at. By Leibniz formula, we have
u˙t = v˙tat + vta˙t
where u˙t denotes the vector tangent to ut at that point. v˙tat means (Rat)∗v˙t and vta˙t is the image
of a˙t by the differential of vt, where vt is considered as a mapping of G → P defined by g → vtg.
Denote ω to the connection form of Γ. By taking ω, we obtain
ω(u˙t) = ada−1t ω(v˙t) + ω(vta˙t)
We note that vta˙t is also the image of a˙t by the differential of uta−1t . So ω(vta˙t) = a
−1
t a˙t, where
a−1t a˙t is now a curve in the Lie algebra g of G. Thus,
ω(u˙t) = ada−1t ω(v˙t) + a
−1
t a˙t.
Since ut is horizontal, ω(u˙t) = 0 for all t. Thus, a˙ta−1t = −ω(v˙t) for all t.








) ∈ Ta(G) × Tt(R), where x is the natural coordinate system in R. Thus, the
integral curve of X starting from (e, 0) is of the form (at, t). at is the desired curve in G and
we want to show that at is defined for all t ∈ [0, 1]. Let σt = exp(tX) be a local one-parameter
group of local transformations of G × R generated by X. For each (e, s) ∈ G × R, there is a
positive number εs such that σt(e, r) is defined for |r − s| < εs and t < εs. Since {e} × [0, 1]
is compact, choose ε > 0 such that for each r ∈ [0, 1], σt(e, r) is defined for t < ε. Choose
s0, s1, . . . , sk such that 0 = s0 < s1 < · · · < sk = 1 and si − si−1 < ε for all i. Then for all i,
σt(e, si) = (bit, t+si) is defined for u ∈ [0, si+1−si], where b˙itbit = Yt+si . The final at is constructed by
defining at = bit−sib
i−1
si−si−1 . . . b
1
s2−s1as1 for t ∈ [si, si+1]. This completes the proof of the proposition.
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Parallel displacement of fibres in principal fibre bundles
Let τ = xt, t ∈ [0, 1], be a differentiable curve on M . Let u0 be an arbitrary point of P such that
pi(u0) = x0. By Proposition 2.4.2, there exists a unique horizontal lift τ¯ of τ , which starts from u0.
The lift has the end point u1 such that pi(u1) = x1. By varying u0 in the fibre pi−1(x0), we obtain a
mapping of the fibre pi−1(x0) onto the fibre pi−1(x1) which maps u0 to u1. We denote this mapping
by the same letter τ and call it the parallel displacement along the curve τ .
Since every horizontal curve is mapped into a horizontal curve by Ra, where a ∈ G, parallel
displacement along the horizontal curve commutes with the action of G. Hence, the mapping
τ : pi−1(x0)→ pi−1(x1) is an isomorphism.
2.5 Mappings of connections
Proposition 2.5.1. Let f : P ′(M ′, G′) → P (M,G) be a homomorphism with the corresponding
homomorphism f : G′ → G such that the induced mapping f : M ′ → M is a diffeomorphism. Let
Γ′ be a connection in P ′, ω′ its connection form and Ω′ its curvature form. Then there is a unique
connection Γ in P such that the horizontal subspaces of Γ′ are mapped into horizontal subspaces
of Γ by f . If ω and Ω are the connection form and the curvature form of Γ respectively, then
f∗ω = f∗ ◦ ω′ and f∗Ω = f∗ ◦ Ω′, where f∗ on the right hand side is the homomorphism g′ → g
induced by f : G′ → G.
Proof. Given a point u ∈ P , choose u′ ∈ P ′ and a ∈ G such that u = f(u′)a. Define the
horizontal subspace Hu of Tu(P ) by Hu = (Ra)∗ ◦ f∗(Hu′) where Hu′ is the horizontal subspace
of Tu′(P ′) with respect to Ω′. We shall show that Hu is independent of the choice of u′ and a.
If u = f(v′)b, where v′ ∈ P ′ and b ∈ G, then v′ = u′c′ for some c′ ∈ G′. Set c = f(c′), then
u = f(v′)b = f(u′c′)b = f(u′)cb and hence a = cb. Thus,
(Rb)∗◦f∗(Hv′) = (Rb)∗◦f∗(Hu′c′) = (Rb)∗◦f∗◦(Rc′)∗(Hu′) = (Rb)∗◦(Rc)∗◦f∗(Hu′) = (Ra)∗◦f∗(Hu′)
which proves our assertion. We shall show that the mapping u → Hu is a connection in P . If
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u = f(u′)a, then ub = f(u′)ab and
Hub = (Rab)∗ ◦ f∗(Hu′) = (Rb)∗ ◦ (Ra)∗ ◦ f∗(Hu′) = (Rb)∗Hu
thus proving the invariance of Hu by G. To show that Tu(P ) = Hu ⊕ Vu, where Vu is the tangent
space to the fibre at u, by local trivialization of P , it is sufficient to prove that the projection
pi : P → M induces a linear isomorphism pi∗ : Hu → Tpi(u)(M). We may assume that u = f(u′)











and the mappings pi′∗ : Hu′ → Tpi′(u′)(M ′) and f∗ : Tpi′(u′)(M ′)→ Tpi(u)(M) are linear isomorphisms,
the remaining two mappings must also be linear isomorphisms. The uniqueness of Γ is evident from
its construction. This proves the first assertion.
For the second assertion, it suffices to verify the first equality
ωf(u′)(f∗X ′) = f∗(ω′u′(X
′))
for X ′ ∈ Tu′(P ′), u′ ∈ P ′, in the following two cases:
1. X ′ is horizontal. Since f : P ′ → P maps every horizontal vector into a horizontal vector,
both sides of the equality vanish.
2. X ′ is vertical. Then X ′ = A˜′u′ where A˜
′ is the fundamental vector field corresponding to
A′ ∈ g′. Set A = f∗(A′) ∈ g. Since f(u′a′) = f(u′)f(a′) for every a′ ∈ G′, we obtain
f∗X ′ = A˜f(u′). Thus,
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From the equality f∗ω = f∗ ◦ ω, we have f∗dω = f∗ ◦ dω′. By the structure equation,
−1
2
f∗([ω, ω]) + f∗Ω = −1
2




[f∗ω, f∗ω]) + f∗Ω = −1
2
[f∗ ◦ ω′, f∗ ◦ ω′] + f∗ ◦ Ω′.
Hence, f∗Ω = f∗ ◦ Ω′.
We say that f maps the connection Γ′ into the connection Γ. In particular, in the case where
P ′(M,G′) is a reduced subbundle of P (M,G) with injection f so that f : M → M is the identity
transformation, we say that the connection Γ in P is reducible to the connection Γ′ in P ′. An
automorphism f of the bundle P (M,G) is called an automorphism of a connection Γ in P if it
maps Γ into Γ, and so, Γ is said to be invariant by f .
Proposition 2.5.2. Let f : P ′(M ′, G′)→ P (M,G) be a homomorphism such that the corresponding
homomorphism f : G′ → G is an isomorphism. Let Γ be a connection in P , ω its connection form
and Ω its curvature form. Then there is a unique connection Γ′ in P ′ such that the horizontal
subspaces of Γ′ are mapped into horizontal subspaces of Γ by f . If ω′ and Ω′ are the connection
form and the curvature form of Γ′ respectively, then f∗ω = f∗ ◦ ω′ and f∗Ω = f∗ ◦ Ω′.
Proof. We shall define Γ′ by defining its connection form ω′. Set ω′ = f−1∗ ◦f∗ω, where f−1∗ : g→ g′
is the inverse of the isomorphism f∗ : g′ → g induced from f : G′ → G. Let X ′ ∈ Tu′(P ′) and
a′ ∈ G′ and set X = f∗X ′, u = f(u′) and a = f(a′). Then
ω′u′a′((Ra′)∗X
′) = f−1∗ (ωua(f∗(Ra′)∗X
′)) = f−1∗ (ωua((Ra)∗X))





Let A′ ∈ g′ and set A = f(A′). Let A˜ and A˜′ denote the fundamental vector fields corresponding
2.5 Mappings of connections 40
to A and A′ respectively. Then
ω′(A˜′) = f−1∗ (ω(A˜)) = f
−1
∗ A = A
′.
By Proposition 2.2.1, the form ω′ defines a connection Γ′ in P ′ such that the horizontal subspaces
of Γ′ are mapped into horizontal subspaces of Γ by f .
For the second assertion, the verification is similar to the previous proof.
We say that Γ′ is induced from Γ by f . If f is a bundle map, then ω′ = f∗ω. In particular, we
have the following corollary.
Corollary 2.5.1. Given a principal fibre bundle P (M,G) and a mapping f : M ′ → M , every
connection in P induces a connection in the induced bundle f∗P .
Chapter 3
Connections in a vector bundle
3.1 Parallel displacement of fibres in vector bundles
Let Γ be a connection in a principal fibre bundle P (M,G) and E(M,F,G, P ) be the associated
fibre bundle with standard fibre F . For each w ∈ E, the horizontal subspace Hw and the vertical
subspace Vw of Tw(E) are defined as follows. By definition, the vertical subspace Vw is the tangent
space to the fibre of E at w. For the horizontal subspace Hw, recall that there is the natural
projection P × F → E. Choose a point (u, ξ) ∈ P × F which is mapped to w. Fix this ξ ∈ F
and consider the mapping P → E defined by v 7→ vξ. Then Hw is defined to be the image of the
horizontal subspace Hu of Tu(P ) by this mapping P → E. Hw is independent of the choice of u
and ξ. If (u′, ξ′) ∈ P × F 7→ w ∈ E, then u′ = ug and ξ′ = g−1ξ for some g ∈ G. We know that
the horizontal subspace Hu′ of Tu′(P ) is (Rg)∗Hu. Hence, the image of the horizontal subspace
(Rg)∗Hu by the mapping P → E defined by v 7→ vξ′ = (vg−1)ξ is (Rg)∗ ◦ (Rg−1)∗Hw = Hw.
The definition for horizontal lift of curves is similar to principal fibre bundles. A curve in E is
horizontal if its tangent vector is horizontal at each point. Given a curve τ ∈ M , a horizontal lift
τ¯ of τ is a horizontal curve in E such that piE(τ¯) = τ .
Proposition 3.1.1. Given a curve τ = xt, t ∈ [0, 1] and a point w0 such that piE(w0) = x0, there
is a unique horizontal lift τ¯ = wt starting from w0.
The proof is similar to that for principal fibre bundles. In fact, if τ = xt, t ∈ [0, 1], is a curve
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in M and τ∗ = ut is a horizontal lift of τ to P , then, for each fixed ξ ∈ Fm, the curve τ ′ = utξ is a
horizontal lift of τ to E.
Definition 3.1.1. A cross section σ of E defined on an open subset U of M is called parallel if
the image of Tx(M) by σ∗ is horizontal for each x ∈ U , i.e., for any curve τ = xt, t ∈ [0, 1], the
parallel displacement of σ(x0) along τ gives σ(x1).
3.2 Covariant differentiation
Let the ground field F = R or C, Fn the vector space of all n-tuples of elements of F and GL(n;F)
the group of all n × n invertible matrices with entries from F. The group GL(n;F) acts on Fn on
the left by matrix multiplication.
Let P (M,G) be a principal fibre bundle and ρ a representation of G into GL(n;F). Let
E(M,Fn, G, P ) be the associated fibre bundle with standard fibre Fn on which G acts through
ρ. Each fibre pi−1E (x), x ∈M , of E has the structure of a vector space such that every u ∈ P with
pi(u) = x is considered as a mapping of Fn onto pi−1E (x), which is evidently a linear isomorphism.
Definition 3.2.1. Let σ be a cross section of E defined on τ = xt of M . Let x˙t denote the vector
tangent to τ at xt. Then, for each fixed t, the covariant derivative ∇x˙t : pi−1E (xt)→ pi−1E (xt) in the






τ t+ht (σ(xt+h))− σ(xt)
)
where τ t+ht : pi
−1
E (xt+h)→ pi−1E (xt) denotes the parallel displacement of the fibre pi−1E (xt+h) along τ
from xt+h to xt.
Hence, ∇x˙tσ defines a cross section of E along τ . By definition, the cross section σ is parallel
if and only if ∇x˙tσ = 0 for all t.
To extend the definition of covariant differentiation to vector fields, let X ∈ X(M), x ∈M and
σ a cross section of E defined in a neighbourhood of x. Then the covariant derivative ∇Xxσ of σ
in the direction of Xx is defined as follows. Let τ = xt, t ∈ [ε, ε] be a curve such that x0 = x and
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X = x˙0. Then set
∇Xσ(x) = ∇x˙0σ
It is evident that ∇Xσ(x) is independent of the choice of τ . A cross section σ of E defined on an
open subset U of M is parallel if and only if ∇Xσ = 0 for all X ∈ Tx(U), x ∈ U .
There is an alternative definition for covariant differentiation. Let σ be a cross section of E.
We can associate with σ a function f : P → Fn,
f(u) = u−1(σ(pi(u))).
Conversely, given a function f : P → Fn such that f(ua) = a−1f(u) for a ∈ GL(m;F), we define
σ :M → E by
σ(x) = u(f(u))
such that pi(u) = x. This definition is independent of the choice of v as if pi(v) = x, then v = ug
for some g ∈ GL(n;F). Hence, v(f(v)) = (ug)(f(ug)) = (ug)(g−1f(u)) = u(f(u)). Thus, we have
the following proposition.
Proposition 3.2.1. There is an 1 : 1 correspondence between the set of cross sections of E and
the set of functions f : P → Fn such that f(ua) = a−1f(u) for a ∈ GL(n;F).
Proposition 3.2.2. Let σ be a cross section of E, X ∈ X(M), and X¯ the horizontal lift of X. If
f : P → Fn is the corresponding function to σ, then
∇Xσ(x) = u(X¯uf)
where x ∈M and pi(u) = x. In other words, X¯f is the corresponding function to ∇Xσ.
Proof. Let x ∈ M and choose u ∈ P such that pi(u) = x. Let τ = xt, t ∈ [−ε, ε], be a curve such



















u ◦ u−1h (σ(xh))− σ(x)
)
.
We claim that τh0 (σ(xh)) = u ◦ u−1h (σ(xh)). Set ξ = u−1h (σ(xh)). Then utξ is a horizontal curve
in E. Since uhξ = σ(xh), σ(xh) is obtained by the parallel displacement of u0ξ = u ◦ u−1h (σ(xh))
along τ from x0 to xh. This proves our claim and so our assertion.
Proposition 3.2.3. Let X,Y ∈ X(M), σ and ψ be cross sections of E, and f a F-valued function.
Then
1. ∇X(σ + ψ) = ∇Xσ +∇Xψ;
2. ∇X+Y σ = ∇Xσ +∇Y σ;
3. ∇fXσ = f∇Xσ;
4. ∇X(fσ) = f∇Xσ + (Xf)σ.
Proof. (1), (3) and (4) are evident from the first definition of covariant differentiation. (2) fol-
lows immediately from the second definition since if X¯u and Y¯u are horizontal lifts of Xx and Yx
respectively with pi(u) = x, then (X¯ + Y¯ )u is a horizontal lift of (X + Y )x.
We have defined covariant derivatives of a cross section in a vector bundle in general. Hence,
we can easily extend covariant differentiation on a tensor field K of type (r, s) since it is a cross
section of the tensor bundle, which is a vector bundle with standard fibre Trs (tensor space over Rn
of type (r, s)) associated with the bundle of linear frames.
Proposition 3.2.4. Let T(M) be the algebra of tensor fields on M and X ∈ X(M). Then
1. ∇X : T(M)→ T(M) is a type preserving derivation;
2. ∇X commutes with every contraction.
Proof. Let τ = xt, t ∈ [0, 1], be a curve in M . Let T(xt) be the tensor algebra over Txt(M),
T(xt) =
∑
Trs(xt). The parallel displacement along τ gives an isomorphism of the algebra T(x0)
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onto the algebra T(x1) which preserves type and commutes with every contraction. From the
definition of covariant differentiation, (1) and (2) follow.
Given a tensor field K of type (r, s), the covariant differential ∇K of K is a tensor field of type
(r, s+ 1) defined by
(∇K)(X1, . . . , Xs;X) = (∇XK)(X1, . . . , Xs)
where X,Xj ∈ X(M).
By definition, K is parallel if ∇XK = 0 for all X ∈ Tx(M), x ∈M , i.e., ∇K = 0.
Proposition 3.2.5. If K is a tensor field of type (r, s), then
(∇K)(X1, . . . , Xs;X) = ∇X(K(X1, . . . , Xs))−
s∑
j=1
K(X1, . . . ,∇XXj , . . . , Xs)
where X,Xj ∈ X(M).
Proof. Note that
K(X1, . . . , Xs) = C1 ◦ · · · ◦ Cr(X1 ⊗ · · · ⊗Xs ⊗K)
where Cj are obvious contractions. Since ∇X commutes with contractions,




C1 ◦ · · · ◦ Cs(X1 ⊗ · · · ⊗ ∇XXj ⊗ · · · ⊗Xs ⊗K)
= (∇XK)(X1, . . . , Xs)) +
s∑
j=1
K(X1, . . . ,∇XXj , . . . , Xs)
The second covariant differential ∇2K of a tensor field K of type (r, s) is a tensor field of type
(r, s+ 2) defined by
(∇2K)(X1, . . . , Xs;X;Y ) = (∇Y (∇K))(X1, . . . , Xs;X)
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where X1, . . . , Xr, X, Y ∈ X(M).
Proposition 3.2.6. If K is a tensor field of type (r, s), then
(∇2K)(X1, . . . , Xs;X;Y ) = (∇Y (∇XK))(X1, . . . , Xs)− (∇∇YXK)(X1, . . . , Xs)
where X1, . . . , Xs, X, Y ∈ X(M).
Proof. By Proposition 3.2.5,
(∇2K)(X1, . . . , Xs;X;Y ) = (∇Y (∇K))(X1, . . . , Xs;X)
= ∇Y ((∇K)(X1, . . . , Xs;X))−
∑
j
(∇K)(X1, . . . ,∇YXj , . . . , Xs;X)
−(∇K)(X1, . . . , Xs;∇YX)
= ∇Y ((∇XK)(X1, . . . , Xs))−
∑
j
(∇XK)(X1, . . . ,∇YXj , . . . , Xs)
−(∇∇YXK)(X1, . . . , Xs)
= (∇Y (∇XK))(X1, . . . , Xs)− (∇∇YXK)(X1, . . . , Xs)
3.3 An example: linear connection
We shall consider the bundle of linear frames L(M) over an n-dimensional manifold M in this
section. We know that L(M) is a principal fibre bundle with structure group GL(n;R), where
n = dimM . We will call a connection in L(M) a linear connection of M . Clearly, the associated
fibre bundle E(M,Rn, GL(n;R), L(M)) is the tangent bundle of M .
Definition 3.3.1. The canonical form θ of L(M) is the Rn-valued one-form on L(M) defined by
θu(X) = u−1(pi∗X)
for X ∈ Tu(L(M)), u ∈ P , where u is considered as a linear mapping of Rn onto Tpi(u)(M).
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Proposition 3.3.1. The canonical form θ of L(M) is a one-form satisfying (Ra)∗θ = a−1θ where
a ∈ GL(n;R). θ is also horizontal in the sense that θ(X) = 0 whenever the vector field X of L(M)
is vertical.
Proof. If X is a vertical vector at u ∈ L(M), then pi∗X = 0 and so θu(X) = 0. If X is a horizontal
vector at u ∈ L(M) and a ∈ GL(n;R), then (Ra)∗X is a horizontal vector at ua ∈ L(M) and
pi∗((Ra)∗X) = pi∗X. Hence,
((Ra)∗θu)(X) = θua((Ra)∗X) = (ua)−1(pi∗((Ra)∗X)) = a−1u−1(pi∗X) = a−1(θu(X)).
Definition 3.3.2. Given a linear connection Γ of M , we associate with each ξ ∈ Rn a horizontal
vector field B(ξ) on P in the following manner. For each u ∈ L(M), (B(ξ))u is the unique
horizontal vector at u such that pi∗((B(ξ))u) = uξ. B(ξ) will be called the standard horizontal
vector field corresponding to ξ.
Clearly, the mapping ξ 7→ (B(ξ))u of Rn into Tu(L(M)) is a linear homomorphism. Unlike the
fundamental vector fields, the standard horizontal vector fields depend on the choice of connections.
LetX be a vector field onM and X¯ the horizontal lift ofX in L(M). The function corresponding
to X is f : L(M)→ Rn defined by f(u) = u−1(Xx) where pi(u) = x. On the other hand, u−1(Xx)
can be associated with the standard horizontal vector field B(u−1(Xx)) with pi∗(B(u−1(Xx)))u =
u(u−1(Xx)) = Xx. This means that the horizontal lift of X is in fact the standard horizontal vector
field here.
Proposition 3.3.2. Given a linear connection Γ of M , the mapping Rn → Hu, the horizontal
subspace of Tu(L(M)) at u ∈ L(M), defined by ξ 7→ (B(ξ))u is a linear isomorphism.
Proof. Suppose that (B(ξ))u = 0 at some u ∈ L(M). Then uξ = pi∗((B(ξ))u) = 0. Since u : Rn →
Tpi(u)(M) is a linear isomorphism, ξ = 0.
Proposition 3.3.3. Given a linear connection Γ of M , let ω and θ be the connection form and
the canonical form of L(M) respectively. The standard horizontal vector fields satisfy the following
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properties:
1. ω(B(ξ)) = 0;
2. θ(B(ξ)) = ξ for ξ ∈ Rn;
3. (Ra)∗B(ξ) = B(a−1ξ) for a ∈ GL(n;Rn) and ξ ∈ Rn;
Proof. (1) is obvious. For all u ∈ L(M), θu((B(ξ))u) = u−1(pi∗((B(ξ))u)) = u−1(uξ) = ξ and so (2)
follows. For each u ∈ L(M), (B(ξ))ua−1 is a horizontal vector at ua−1, and so (Ra)∗(B(ξ))ua−1 is
a horizontal vector at u. Hence,
pi∗((Ra)∗(B(ξ)))u = pi∗((Ra)∗(B(ξ))ua−1) = pi∗((B(ξ))ua−1) = ua−1ξ = u(a−1ξ) = pi∗(B(a−1ξ))u
and so (3) follows.
We have seen from Corollary 2.3.1 that if A˜ is the fundamental vector field corresponding to
an element A ∈ gl(n;R) and Y is a horizontal vector field, then [A˜, Y ] is horizontal. The following
proposition illustrates this clearly.
Proposition 3.3.4. Let A˜ be the fundamental vector field corresponding to A ∈ gl(n;R) and B(ξ)
the standard horizontal vector field corresponding to ξ ∈ Rn. Then
[A˜, B(ξ)] = B(Aξ)
where Aξ denotes the image of ξ by A.
Proof. Let at = exp(tA) denote the one-parameter subgroup of GL(n;R) generated by A. By
Proposition 1.1.4,

















(ξ − a−1t ξ)
)
= B(Aξ)
since ξ 7→ (B(ξ))u is a linear isomorphism.
Definition 3.3.3. Given a linear connection Γ of M , we define the torsion form Θ by Θ = Dθ.
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Clearly, Θ is a two-form on L(M) satisfying (Ra)∗Θ = a−1Θ where a ∈ GL(n;R), and that
θ(X,Y ) = 0 whenever at least one of the vector fields X,Y of L(M) is vertical.
Theorem 3.3.1 (Structure equations). Given a linear connection Γ of M , let ω Ω, θ and Θ be the
connection form, the curvature form, the canonical form and the torsion form of L(M) respectively.
Then
1. First structure equation: dθ(X,Y ) = −12 (ω(X)θ(Y )− ω(Y )θ(X)) + Θ(X,Y )
2. Second structure equation: dω(X,Y ) = −12 [ω(X), ω(Y )] + Ω(X,Y )
for X,Y ∈ X(L(M)).
Proof. The second structure equation was already proved in Theorem 2.3.1. The proof for the
first structure equation is similar. It suffices to verify the equality for the three cases. The only
non-trivial case is when X is vertical and Y is horizontal. Let X = A˜ and Y = B(ξ) where A˜ is the
fundamental vector field corresponding to A ∈ g and B(ξ) is the standard horizontal vector field
corresponding to ξ ∈ Rn. By Proposition 1.2.1,
2dθ(A˜, B(ξ)) = A˜(θ(B(ξ)))−B(ξ)(θ(A˜))− θ([A˜, B(ξ)]) = −θ([A˜, B(ξ)]) = −θ(B(Aξ)) = −Aξ.
The assertion follows since Θ(X,Y ) = ω(Y ) = 0 and ω(X)θ(Y ) = ω(A˜)θ(B(ξ)) = Aξ.
Theorem 3.3.2 (Bianchi identities). Let Ω, θ and Θ be the curvature form, the canonical form
and the torsion form of L(M) respectively for a linear connection. Then
1. First identity: 3DΘ(X,Y, Z) = Ω(X,Y )θ(Z) + Ω(Y, Z)θ(X) + Ω(Z,X)θ(Y )
2. Second identity: DΩ(X,Y, Z) = 0
for X,Y, Z ∈ X(L(M)).
Proof. The second Bianchi identity has already been shown in Theorem 2.3.2. The first Bianchi
identity can also be proved in similar manner. It suffices to show that dΘ(X,Y, Z) = 0 for horizontal
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vector fields X,Y, Z. By Proposition 1.2.1,
3dΘ(X,Y, Z) = X(Θ(Y, Z))+Y (Θ(Z,X))+Z(Θ(X,Y ))−Θ([X,Y ], Z)−Θ([Y, Z], X)−Θ([Z,X], Y ).
We observe that
Θ(Y, Z) = dθ(Y, Z) +
1
2




(Y (θ(Z))− Z(θ(Y ))− θ([Y, Z]))
and
Θ([X,Y ], Z) = dθ([X,Y ], Z) +
1
2
(ω([X,Y ])θ(Z)− ω(Z)θ([X,Y ]))







([X,Y ](θ(Z))− Z(θ([X,Y ]))− θ([[X,Y ], Z]) + ω([X,Y ])θ(Z))
Hence, the first three terms of the earlier equation gives




where S refers to the cyclic sum, and the last three terms
−Θ([X,Y ], Z)−Θ([Y, Z], X)−Θ([Z,X], Y )
= −1
2
S([X,Y ](θ(Z))−X(θ([Y, Z]) + ω([X,Y ])θ(Z)))
using Jacobi identity.
Combining, we have
3dΘ(X,Y, Z) = −1
2
(ω([X,Y ])θ(Z) + ω([Y, Z])θ(X) + ω([Z,X])θ(Y ))
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Finally, we note that
Ω(X,Y ) = dω(X,Y ) =
1
2
(X(ω(Y ))− Y (ω(X))− ω([X,Y ])) = −1
2
ω([X,Y ])
which completes the proof.
3.4 Curvature, torsion and Bianchi identities
Definition 3.4.1. The torsion tensor field, or torsion, T and the curvature tensor field, or curva-
ture, R are defined by
(T (X,Y ))x = u(2Θ(X¯, Y¯ ))u
and
(R(X,Y )Z)x = u((2Ω(X¯, Y¯ ))u(u−1Zx))
respectively for X,Y, Z ∈ X(M), where u is any point of L(M) with pi(u) = x, and X¯, Y¯ and Z¯
are horizontal lifts of X, Y and Z in L(M). The definitions are valid as they are independent of
the choice of u, X¯, Y¯ and Z¯.
T is a tensor field of type (1, 2) and R is a tensor field of type (1, 3). We have the following
immediate consequence.
Proposition 3.4.1. Let X and Y be arbitrary standard horizontal vector fields on L(M). Then if
T = 0, then [X,Y ] is vertical; if R = 0, then [X,Y ] is horizontal.
Proof. By Proposition 1.2.1, θ([X,Y ]) = −2dθ(X,Y ) = −2Θ(X,Y ) Since T = 0, Θ(X,Y ) = 0 and
so [X,Y ] is vertical. Similarly, from Proposition 1.2.1, ω([X,Y ]) = −2dω(X,Y ) = −2Ω(X,Y ) = 0
as R = 0. Thus, [X,Y ] is horizontal.
Let x ∈ M , X,Y ∈ X(M), and X¯ and Y¯ be the horizontal lifts of X and Y respectively.
Choose u ∈ L(M) such that pi(u) = x. Let f : P → Rn be the function corresponding to Y¯ , i.e.,
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f(u) = u−1(Yx) = (θ(Y¯ ))u. From Proposition 3.2.2, (∇XY )x = u(X¯uf). Therefore,
(∇XY )x = u(X¯(θ(Y¯ )))u
Theorem 3.4.1. Let X,Y, Z ∈ X(M). The torsion T and the curvature R can be expressed as
T (X,Y ) = ∇XY −∇YX − [X,Y ]; R(X,Y )Z = [∇X ,∇Y ]Z −∇[X,Y ]Z.
Proof. Let X¯, Y¯ and Z¯ be the horizontal lifts of X, Y and Z respectively. Let x ∈M and choose
u ∈ L(M) such that pi(u) = x. Then by Propositions 1.2.1,
(T (X,Y ))x = u(2Θ(X¯, Y¯ ))u = u(2dθ(X¯, Y¯ ))u
= u(X¯(θ(Y¯ ))− Y¯ (θ(X¯))− θ([X¯, Y¯ ]))u
= (∇XY )x − (∇YX)x − [X,Y ]x
since pi∗([X¯, Y¯ ]) = [X,Y ].
Let f : L(M)→ Rn be the function corresponding to Z¯, i.e., f(u) = u−1(Zx) = (θ(Z¯))u. So by
Proposition 3.2.2,
([∇X ,∇Y ]Z −∇[X,Y ]Z)x = (∇X(∇Y Z)−∇Y (∇XZ)−∇[X,Y ]Z)x
= u(X¯u(Y¯uf)− Y¯u(X¯uf)− (h[X¯, Y¯ ])uf)
= u((v[X¯, Y¯ ])uf)
where h and v denotes the horizontal and vertical components respectively. Let A˜ = v[X¯, Y¯ ] where
A˜ is the fundamental vector field corresponding to A ∈ gl(n;R). Note that by Proposition 1.2.1,
2Ω(X¯, Y¯ ) = 2dω(X¯, Y¯ ) = −ω([X¯, Y¯ ]) = −A.
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(a−1t (f(u))− f(u)) = −A(f(u))
Therefore,
([∇X ,∇Y ]Z −∇[X,Y ]Z)x = u((v[X¯, Y¯ ])uf) = u(−A(f(u)))
= u((2Ω(X¯, Y¯ ))uf) = u((2Ω(X¯, Y¯ ))u(u−1(Zx)))
= (R(X,Y )Z)x.
Proposition 3.4.2. Let X,Y, Z,W ∈ X(M), x ∈ M and u ∈ L(M) with pi(u) = x. Let X¯, Y¯ , Z¯
and W¯ be the horizontal lifts of X,Y, Z,W in L(M) respectively. Then
((∇XT )(Y, Z))x = u(X¯(2Θ(Y¯ , Z¯)))u
and
(((∇XR)(Y, Z))W )x = u((X¯(2Ω(Y¯ , Z¯)))u(u−1Wx)).
Proof. Consider the torsion as a cross section of the tensor bundle T 12 (M) whose standard fibre is
the tensor space T12 of type (1, 2) over Rn. Let f : L(M)→ T12 be the function corresponding to T
defined by f(u) = u−1(T (Y, Z))x = (2Θ(Y¯ , Z¯))u. By Proposition 3.2.2, X¯f corresponds to ∇XT .
Thus,
u−1((∇XT )(Y, Z))x = X¯uf = X¯u(2Θ(Y¯ , Z¯))u = (X¯(2Θ(Y¯ , Z¯)))u
Similarly, consider the curvature as a cross section of the tensor bundle T 13 (M) whose standard
fibre is the tensor space T13 of type (1, 3) over Rn. Let g : L(M)→ T12 be the function correspond-
ing to R defined by g(u) = u−1(R(Y, Z)W )x = (2Ω(Y¯ , Z¯))u(u−1Wx). By Proposition 3.2.2, X¯g
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corresponds to ∇XR. Thus,
u−1(((∇XR)(Y, Z))W )x = X¯ug = X¯u((2Ω(Y¯ , Z¯))u(u−1Wx)) = (X¯(2Ω(Y¯ , Z¯)))u(u−1Wx)
Theorem 3.4.2 (Bianchi identities). Let T and R the torsion and the curvature of a linear con-
nection of M . Then for X,Y, Z ∈ X(M),
1. First identity: R(X,Y )Z +R(Y, Z)X +R(Z,X)Y = S(T (T (X,Y ), Z) + (∇XT )(Y, Z))
2. Second identity: S((∇XR)(Y, Z) +R(T (X,Y ), Z)) = 0
Therefore, if T = 0, then R(X,Y )Z+R(Y, Z)X+R(Z,X)Y = 0 and (∇XR)(Y, Z)+(∇YR)(Z,X)+
(∇ZR)(X,Y ) = 0.
Proof. Let x ∈ M and choose u ∈ L(M) such that pi(u) = x. Let X¯, Y¯ and Z¯ be the horizontal
lifts of X,Y, Z in L(M) respectively.
By the first identity of Theorem 3.3.2,
3DΘ(X¯, Y¯ , Z¯) = Ω(X¯, Y¯ )θ(Z¯) + Ω(Y¯ , Z¯)θ(X¯) + Ω(Z¯, X¯)θ(Y¯ ).
Since (2Ω(X¯, Y¯ )θ(Z¯))u = u−1(R(X,Y )Z)x,
(6DΘ(X¯, Y¯ , Z¯))u = u−1(R(X,Y )Z +R(Y, Z)X +R(Z,X)Y )x.
On the other hand, by Proposition 1.2.1,
6DΘ(X¯, Y¯ , Z¯) = 6dΘ(X¯, Y¯ , Z¯) = S(X¯(2Θ(Y¯ , Z¯))− 2Θ([X¯, Y¯ ], Z¯)).
By Proposition 3.4.2, (X¯(2Θ(Y¯ , Z¯)))u = u−1((∇XT )(Y, Z))x. Furthermore, we observe that
(T (X,Y ))x = u(2Θ(X¯, Y¯ ))u = u(2dθ(X¯, Y¯ ))u = u(2dθ(X¯, Y¯ ))u = −u(θ([X¯, Y¯ ]))u = −pi∗([X¯, Y¯ ]u)
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using Proposition 1.2.1. Therefore,
u−1(T (T (X,Y ), Z))x = −u−1(T (pi∗([X¯, Y¯ ]u), Zx)) = −(2Θ([X¯, Y¯ ], Z¯))u.
Hence,
(6DΘ(X¯, Y¯ , Z¯))u = u−1(S((∇XT )(Y, Z) + T (T (X,Y ), Z)))x,
which completes the proof for the first identity.
To prove the second identity, we use the second identity of Theorem 3.3.2: DΩ(X¯, Y¯ , Z¯) = 0.
By Proposition 1.2.1,
3DΩ(X¯, Y¯ , Z¯) = 3dΩ(X¯, Y¯ , Z¯) = S(X¯(Ω(Y¯ , Z¯))− Ω([X¯, Y¯ ], Z¯)).
From Proposition 3.4.2,
(X¯(2Ω(Y¯ , Z¯)))u = u−1((∇XR)(Y, Z))x
and
u−1(R(T (X,Y ), Z))x = −u−1(R(pi∗([X¯, Y¯ ]u), Zx)) = −(2Ω([X¯, Y¯ ], Z¯))u.
Hence,
(6DΩ(X¯, Y¯ , Z¯))u = u−1(S((∇XR)(Y, Z) +R(T (X,Y ), Z)))x
and so the second identity follows.
3.5 Christoffel symbols and Riemannian connection
Let Eji ∈ gl(n;R), the Lie algebra of GL(n;R), be the n×n matrix with entry 1 at the ith row and
jth column and other entries all zero. Then {Eji : i, j = 1, . . . , n} forms a basis of the Lie algebra
gl(n;R).
Let ω and Ω be the connection form and the curvature form of a linear connection of M . Then
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Let e1, . . . , er be the natural basis for Rn, and θ and Θ be the canonical form and the torsion












ωij ∧ θj +Θi, dωij =
∑
k
ωik ∧ ωkj +Ωij .
If θ and Θ are considered as vector-valued forms, and ω and Ω as matrix-valued forms, then we
can simplify the structure equations as follows.
dθ = ω ∧ θ +Θ, dω = ω ∧ ω +Ω.
Let U be a coordinate neighbourhood in M and x1, . . . , xn its local coordinate system. Every


















where (Xji ) ∈ GL(n;R) is a matrix satisfying det(Xji ) 6= 0. We take (xi, Xjk) as a local coordinate
system in pi−1(U) ⊂ L(M).
However, in our case, we will be more interested in the cross section σ of L(M) over U , which













This means that the matrix (Xji ) is the identity matrix in GL(n;R). Let
ωU = σ∗ω.
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These functions Γijk are called the components, or Christoffel’s symbols, of the linear connection Γ
with respect to the local coordinate system x1, . . . , xn.
Recall that we have the following compatibility condition (Proposition 2.2.2)
ωβ = adψ−1αβωα + µαβ
We want to derive the corresponding transformation rule for the components Γijk. Let V be the
coordinate neighbourhood with the coordinate system x¯1, . . . , x¯n. Let σ¯ be the cross section of




















Proposition 3.5.1 (Transformation rule). Let Γ be a linear connection of M . Let Γijk and Γ¯
i
jk be
the components of Γ with respect to local coordinate systems x1, . . . , xn and x¯1, . . . , x¯n respectively.
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The result follows by the compatibility condition (Proposition 2.2.2).
We have seen how to obtain the components Γijk from the connection ω. The converse is also
possible.
Proposition 3.5.2. Suppose that, for each local coordinate system x1, . . . , xn, there is given a set
of functions Γijk, i, j, k = 1, . . . , n, such that they satisfy the transformation rule. Then there is
a unique linear connection V whose components with respect to x1, . . . , xn are precisely the given














in terms of the local coordinate system (xi, Xjk).
Proof. ω given by the formula above defines a connection in L(M) as it satisfies the conditions
ω(A˜) = A for A ∈ gl(n;R) and ω((Ra)∗X) = ada−1ω(X) for vector field X in L(M) and a ∈
GL(n,R). By the transformation rule (Proposition 3.5.1), ω is independent of the local coordinate
system. In terms of the local coordinate systems (xi) and (xi, Xjk), the cross section σ : U → L(M)





k. This implies that
the components of the connection Γ defined by ω are exactly the functions Γijk.
Proposition 3.5.3. Let Γ be a linear connection of M . Let x1, . . . , xn be a local coordinate system.
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Then the components Γijk of Γ with respect to x












Proof. Let X¯ be the horizontal lift of ∂
∂xj
. Since ω(X¯) = 0, by Proposition 3.5.2, in terms of the












































































Proposition 3.5.4. Let X, Y and Z be vector fields on M and f a function on M . Suppose that
there is a linear connection Γ of M such that ∇X is the covariant derivative in the direction of X
with respect to Γ. Then we have the following four properties
1. ∇X(Y + Z) = ∇XY +∇XZ;
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2. ∇X+Y Z = ∇XZ +∇Y Z;
3. ∇fXY = f∇XY ;
4. ∇X(fY ) = f∇XY + (Xf)Y .
Conversely, suppose that a mapping X(M) × X(M) → X(M), defined by (X,Y ) 7→ ∇XY , is
given such that it satisfies the above four properties. Then there is a unique linear connection Γ of
M such that ∇XY is the covariant derivative of Y in the direction of X with respect to Γ.
Proof. The first assertion is simply a corollary of Proposition 3.2.3. Conversely, let U be a coordi-
nate neighbourhood with a local coordinate system x1, . . . , xn. The given mapping X(M)×X(M)→
X(M) induces a mapping X(U)×X(U)→ X(U) satisfying the same conditions. Define n3 functions












Let V be a coordinate neighbourhood with a local coordinate system x¯1, . . . , x¯n and suppose






























































































The functions Γijk satisfy the transformation rule (Proposition 3.5.1). By Proposition 3.5.2, they
define a linear connection Γ. It is evident that ∇XY is the covariant derivative of Y in the direction
of X with respect to Γ.
3.5 Christoffel symbols and Riemannian connection 61
































Proposition 3.5.5. The components of the torsion T and the curvature R satisfy the following
formulas.
T ijk = Γ
i

















Proof. The proposition follows immediately from Theorem 3.4.1 and Proposition 3.5.3.
Proposition 3.5.6. Let Γ be a linear connection of M with components Γijk. For each fixed t,









define a linear connection with vanishing torsion.
Proof. The proposition follows immediately from Propositions 3.5.2 and 3.5.5.
Riemannian connection
Let M be an n-dimensional Riemannian manifold. From Corollary 1.4.1, we know that every
Riemannian manifold admits a Riemannian metric g. Every Riemannian metric g defines a positive
definite inner product in each tangent space Tx(M) at x ∈M . We write gx(X,Y ) or simply g(X,Y )
for X,Y ∈ Tx(M). The metric g is a symmetric covariant tensor of degree 2. For our discussion,
we will assume that the metric g is positive definite.
Theorem 3.5.1. Every Riemannian manifold with metric g admits a unique linear connection such
that ∇g = 0 and the torsion vanishes. We shall call this connection the Riemannian connection.
Proof. Given X,Y ∈ X(M), define ∇XY by
2g(∇XY, Z) = X(g(Y, Z)) + Y (g(X,Z))− Z(g(X,Y )) + g([X,Y ], Z) + g([Z,X], Y ) + g([Z, Y ], X)
3.5 Christoffel symbols and Riemannian connection 62
where Z ∈ X(M). it is evident that the mapping (X,Y ) → ∇XY satisfies the four conditions of
Proposition 3.5.4. Hence, it determines a linear connection Γ of M by Proposition 3.5.4. From the
above equation, since 2g(∇XY −∇YX,Z) = 2g([X,Y ], Z),
g(T (X,Y ), Z) = g(∇XY −∇YX − [X,Y ], Z) = 0
and so T (X,Y ) = 0 for all vector fields X,Y . Thus, Γ has no torsion. Finally, from Proposition
3.2.5,
(∇g)(Y, Z;X) = ∇X(g(Y, Z))− g(∇XY, Z)− g(Y,∇XZ) = X(g(Y, Z))− g(∇XY, Z)− g(Y,∇XZ).
Since 2g(∇XY, Z) + 2g(∇XZ, Y ) = 2Xg(Y, Z), ∇g = 0. This proves the existence of the required
linear connection.
For uniqueness, suppose that ∇XY satisfies ∇g = 0 and T = 0, i.e.,
X(g(Y, Z))− g(∇XY, Z)− g(Y,∇XZ) = 0, ∇XY −∇YX − [X,Y ] = 0.
Then
X(g(Y, Z)) + Y (g(X,Z))− Z(g(X,Y )) + g([X,Y ], Z) + g([Z,X], Y ) + g([Z, Y ], X)
= g(∇XY, Z) + g(Y,∇XZ) + g(∇YX,Z) + g(X,∇Y Z)− g(∇ZY,X)− g(Y,∇ZX)
+g(∇XY −∇YX,Z) + g(∇ZX −∇XZ, Y ) + g(∇ZY −∇Y Z,X)
= 2g(∇XY, Z).
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Proposition 3.5.7. In terms of a local coordinate system x1, . . . , xn, the components Γijk of the
















Proof. We shall make use of the equation used earlier:
2g(∇XY, Z) = X(g(Y, Z)) + Y (g(X,Z))− Z(g(X,Y )) + g([X,Y ], Z) + g([Z,X], Y ) + g([Z, Y ], X).
Let X = ∂
∂xi
, Y = ∂
∂xj
and Z = ∂
∂xk























This completes the proof.
Ricci tensor and scalar curvature
Definition 3.5.1. Let M be a Riemannian manifold with a linear connection Γ. The Ricci tensor
field Ric is the covariant tensor field of degree 2 defined by
Ric(X,Y ) = trace of the map V 7→ R(V,X)Y
where X,Y, V ∈ Tx(M).
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where R denotes denotes the Riemannian curvature tensor. By the Bianchi identities, we note that
Ric is symmetric: Ric(X,Y ) = Ric(Y,X).
Again let V1, . . . , Vn be an orthonormal basis for Tx(M). Clearly,
∑
iRic(Vi, Vi) is independent
of the choice of orthonormal basis. This is called the scalar curvature at x, denoted by κ. Using







g(R(Vi, Vj)Vj , Vi).
3.6 Revisiting covariant differentiation and curvature
We have in fact an alternative definition for covariant differentiation. Let P be a principal fibre
bundle over a manifold M with structure group G. Let E be an associated vector bundle (we
will not insist that the standard fibre is Fn). Let Γ(E) denotes the set of cross sections of E and
Γ(Hom(X(M), E)) the set of cross sections of Hom(X(M), E). Note that Γ(Hom(X(M), E)) =
Γ(Ω1(M)⊗ E). Set
∇σ(X) = ∇Xσ
where σ ∈ Γ(E) and X ∈ X(M).
Definition 3.6.1. Let E be a vector bundle over a manifold M . A connection (or a derivative
derivative) on E is a linear map ∇ : Γ(E)→ Γ(Ω1(M)⊗ E) such that
∇(fσ) = df ⊗ σ + f∇σ
where f is function on M and σ ∈ Γ(E).
The representation ρ of G induces a representation ρ∗ of the Lie algebra g of G. Consider a
local trivializaton of P |U for some open subset U of M . This trivialization can be seen as a local
cross section ψ : U → P |U . Then ω˜ = ψ∗ω is the connection form with respect to the trivialization.
ω˜ = (ω˜ij) is a g-valued one-form on U .
Suppose that ψ′ : U → P |U is another local cross section. Then there is a smooth mapping
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h : U → G such that ψ′(x) = ψ(x)h(x). Then from Proposition 2.2.2, the compatibility condition
can be rewritten as
ω˜′ = adh(x)−1ω˜ + h(x)−1dh(x) = h(x)−1ω˜h(x) + h(x)−1dh(x)
where ψ∗ω′ = ω˜′.
We have proved in Theorem 3.5.1 on the existence of a unique Riemannian connection of a
Riemannian manifold. We have in fact another important result that generalises the theorem.
Proposition 3.6.1. Let M be a Riemannian manifold. Let E be a vector bundle associated to the
bundle of orthonormal frames O(M), and ω be a connection form on O(M). Let ψ = (e1, . . . , en)
be a local family of pointwise orthonormal sections of E, i.e., a local cross section of O(M). Then





where ω˜ = ψ∗ω.
Proof. Let ψ = (e1, . . . , en) be a frame defined on an open set U ⊂ M . Since the structure group
of O(M) is O(n), ω˜ = ψ∗ω is a skew-symmetric n× n matrix of one-forms on U . Let (ω˜ij) be any
skew-symmetric n × n matrix of one-forms on U . Let σ be a cross section of E over U . Then σ
can be written uniquely as σ =
∑























= df ⊗ σ + f∇σ
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This proves the existence of a covariant derivative ∇ on E|U uniquely defined by the rule ∇ei =∑
j ω˜ji ⊗ ej . To prove the existence of a global covariant derivative on E, it suffices to show
that each local frame satisfies the compatibility condition. First we note that ψ = (e1, . . . , en)
determines a local trivialization ϕ : U ×O(n)→ pi−1(U) by ϕ(x, a) = ψ(x)a. We also observe that
at (x, a) ∈ U ×O(n), ϕ∗ω = ada−1ω˜ + a−1da. (This is due to the properties of connection form in
Proposition 2.2.1.) Now suppose that there is another cross section ψ′ = (e′1, . . . , e′n) over U . Hence
there is a local trivialization ϕ′ : U × O(n) → pi−1(U) by ϕ′(x, a) = ψ′(x)a. Moreover, we have
seen that there is a smooth mapping h : U → G such that ψ′(x) = ψ(x)h(x). Thus, the change
of trivialization Φ = ϕ′−1 ◦ ϕ : U × O(n) → U × O(n) is given by Φ(x, a) = (x, h(x)a). Now if we
denote ψ∗ω′ = ω˜′,
Φ∗(ϕ′∗ω) = Φ∗(ada−1ω˜′ + a−1da) = ad(h(x)a)−1ω˜′ + (h(x)a)−1d(h(x)a)
= ada−1(adh(x)−1ω˜
′) + a−1(h(x)−1dh(x))a+ a−1da
= ada−1(adh(x)−1ω˜
′ + h(x)−1dh(x)) + a−1da
Since ϕ = ϕ′ ◦ Φ, we obtain the compatibility condition. This completes the proof.
Corollary 3.6.1. The covariant derivative defined above satisfies the property
X〈σ, σ′〉 = 〈∇Xσ, σ′〉+ 〈σ,∇Xσ′〉
for all X ∈ X(M) and σ, σ′ ∈ Γ(E), where 〈·, ·〉 denotes the inner product in E. Conversely,
any covariant derivative on E satisfying the property determines a unique connection form by
∇ei =
∑
j ω˜ji ⊗ ej. Such covariant derivative is called Riemannian covariant derivative.
Set R = 2∇ ◦∇ : Γ(E)→ Γ(Ω2(M)⊗ E).
Proposition 3.6.2. Let ψ be a local cross section of P as defined above, and ω and Ω be the
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where ψ∗Ω = Ω˜. For tangent vectors X and Y at x, the curvature transformation associated to X
and Y , R(X,Y ) : Ex → Ex, satisfies
R(X,Y )ei = [∇X ,∇Y ]ei −∇[X,Y ]ei.
Proof. From the structure equation,
Ω˜ji = ψ∗Ωji = ψ∗dωji +
n∑
k=1












dω˜ji ⊗ ej +
n∑
j,k=1
ω˜jk ∧ ω˜ki ⊗ ej
 = 2 n∑
j=1
Ω˜ji ⊗ ej .
This completes the proof for the first assertion.
We observe that











([∇X ,∇Y ] +∇[X,Y ])ei =
∑
j













ω˜jk ∧ ω˜ki(X,Y )
)
= ([∇X ,∇Y ] +∇[X,Y ])ei = 2
∑
j
ejΩ˜ji(X,Y ) = R(X,Y )ei
Chapter 4
Clifford Algebras and Spin Groups
Before discussing spin geometry, we shall review some basic facts of clifford algebras and spin
groups.
4.1 Clifford algebras
Definition 4.1.1. Let V be a vector space over the commutative field F and suppose that q is a
quadratic form on V . The Clifford algebra Cl(V, q) associated to V and q is an associative algebra
with unit defined as follows. Let T(V ) =
∑∞
r=0
⊗r V denotes the tensor algebra of V and define
Iq(V ) to be the ideal in T(V ) generated by all elements of the form v ⊗ v + q(v)1 for v ∈ V . Then
the Clifford algebra is defined to be the quotient
Cl(V, q) = T(V )/Iq(V ).
We shall only consider the fields R or C, so the characterisitic of F is zero. We will also assume
that V is finite dimensional: n = dimV <∞. hence, the dimension of Cl(V, q) is 2n.
There is a natural embedding V → Cl(V, q). The algebra Cl(V, q) is generated by the vector
space V ⊂ Cl(V, q) subject to the relations:
v2 = −q(v)1.
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for v ∈ V .
We have the following universal characterization of the algebra.
Proposition 4.1.1 (Universal property). Let f : V → A be a linear map into an associative F-
algebra with unit such that f(v)2 = −q(v)1 for all v ∈ V . Then f extends uniquely to a F-algebra
homomorphism f˜ : Cl(V, q) → A. Furthermore, Cl(V, q) is the unique associative F-algebra with
this property.
Proof. Clearly, any linear map f : V → A extends to a unique algebra homomorphism f¯ : T(V )→
A. Since f(v)2 = −q(v)1, f¯ = 0 on the ideal Iq(V ) and so f¯ descends to Cl(V, q). To prove
uniqueness, suppose that B is an associative F-algebra with unit and that i : V → B is an embedding
such that f : V → A fulfilling the property f(v)2 = −q(v)1 extends uniquely to a F-algebra
homomorphism f : B → A. Then the isomorphism from V ⊂ Cl(V, q) to i(V ) ⊂ B induces an
algebra isomorphism of Cl(V, q) into B.
Define F˜r = ∑rs=0⊗s V . There is a natural filtration F˜0 ⊂ F˜1 ⊂ F˜2 ⊂ · · · ⊂ T(V ) of
the tensor algebra, which has the property F˜ i ⊕ F˜ j ⊆ F˜ i+j . Set F i the image of the canonical
projection T(V ) → Cl(V, q). Then there is a filtration F0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Cl(V, q) with the
property F i · F j ⊆ F i+j , where · refers to Clifford multiplication. The mapping descends to a
mapping (Fr/Fr−1) × (Fs/Fs−1) → (Fr+s/Fr+s−1). Set Gr = Fr/Fr−1. Then the associated
graded algebra is defined to be G∗ =⊕r≥0 Gr.
The following proposition shows that Clifford multiplication is in fact an extension of exterior
multiplication which is determined by the form q.
Proposition 4.1.2. For any quadratic form q, the associated graded algebra of Cl(V, q) is naturally
isomorphic to the exterior algebra
∧∗ V .
Proof. Define the polarization of q by the mapping (v, w) 7→ −12(vw + wv) for v, w ∈ V . The
mapping
⊕r V → Fr/Fr−1 given by vi1 ⊗ · · · ⊗ vir 7→ [vi1 . . . vir ] descends to a mapping ∧r V →
Fr/Fr−1 by the polarization of q. Clearly, the mapping is surjective and gives a homomorphism
of graded algebras
∧∗ V → G∗. The null space of the mapping ∧r V → Gr consists of the r-
homogeneous elements ϕ ∈ Iq(V ) of degree at most r. These ϕ can be written as ϕ =
∑
i ai⊗ (vi⊗
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vi + q(vi))⊗ bi, where vi ∈ V , and ai and bi are of pure degree with deg(ai) + deg(bi) ≤ r− 2. The
r-homogeneous part of ϕ is then of the form
∑
i ai ⊗ vi ⊗ vi ⊗ bi, where deg(ai) + deg(bi) = r − 2
for each i. Since vi ∧ vi = 0 for all i, the image of ϕ in the exterior algebra
∧∗ V is zero. Hence the
map
∧r V → Gr is injective. This completes the proof.
Clearly, Cl(V, 0) is naturally isomorphic with
∧∗ V . Unfortunately, we do not have an algebra
isomorphism between Cl(V, q) and
∧∗ V in general. However, we have the following result.
Proposition 4.1.3. There is a canonical vector space isomorphism
∧∗ V → Cl(V, q) compatible
with the filtrations.
Proof. Define a mapping fr : V × · · · × V → Cl(V, q) by




sign(σ)vσ(1) . . . vσ(r)
where the sum is taken over the symmetric group on r elements. Clearly, fr determines a linear
map f˜r :
∧r V → Cl(V, q) whose image lies in Fr. Consider the composition of mappings ∧r V →
Fr → Fr/Fr−1. This is the very same mapping discussed in the proof of the Proposition 4.1.2.
Hence, f˜r is injective, and so the direct sum of the mappings
⊕
r≥0 f˜r :
∧∗ V → Cl(V, q) is injective.
Since both
∧∗ V and Cl(V, q) have the same dimension,⊕r≥0 f˜r is an isomorphism.
We end the section with two important definitions.
Definition 4.1.2. Define an automorphism α : Cl(V, q)→ Cl(V, q) which extends the map α(v) =
−v on V .
Since α2 is the identity mapping of Cl(V, q), there is a decomposition
Cl(V, q) = Cl0(V, q)⊕ Cl1(V, q)
where Cli(V, q) = {ϕ ∈ Cl(V, q) : α(ϕ) = (−1)iϕ} is the eigenspace of α. Cl0(V, q) is called the
even part of Cl(V, q), while Cl(V, q) is called the odd part.
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The tensor algebra T(V ) has an involution, given by the reversal of order, i.e., v1 ⊗ · · · ⊗ vr 7→
vr ⊗ · · · ⊗ v1. It is evident that this mapping preserves the ideal Iq(V ). Therefore, we have the
following definition.
Definition 4.1.3. Define a mapping (·)t : Cl(V, q)→ Cl(V, q) by descending the involution of the
tensor algebra T(V ). We shall call this mapping the transpose.
Clearly, the transpose is an antiautomorphism since (ϕψ)t = ψtϕt. Moreover, the transpose
commutes with α: α(ϕt) = (α(ϕ))t for all ϕ ∈ Cl(V, q).
4.2 Spin groups
Let V be a vector space over the field F and suppose that q is a quadratic form on V . Consider
the group
Cl×(V, q) = {ϕ ∈ Cl(V, q) : ϕ−1ϕ = ϕϕ−1 = 1 for some ϕ−1 ∈ Cl(V, q)}.
Cl×(V, q) can act on Cl(V, q) as automorphisms. Given ϕ ∈ Cl×(V, q), define an automorphism
Adϕ : Cl(V, q) → Cl(V, q) by Adϕ(x) = ϕxϕ−1. Hence, we have the mapping Ad : Cl×(V, q) →
Aut(Cl(V, q)), which is clearly the adjoint representation.
Proposition 4.2.1. Let v ∈ V ×. Then
−Adv(w) = w − 2q(v, w)
q(v)
v
for all w ∈ V . Therefore, Adv(V ) = V .
Proof. Since v2 = −q(v), −q(v)Adv(w) = −q(v)vwv−1 = vwv = −v2w − 2q(v, w)v = q(v)w −
2q(v, w)v.
By Proposition 4.2.1, Adv preserves the quadratic form q as q(Adv(w)) = q(w) for all w ∈ V .
We also note that the expression on the right in Proposition 4.2.1 means a reflection of w across the
hyperplane v⊥ = {w ∈ V : q(v, w) = 0}. However, the negative sign in the expression on the left
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does not give a direct interpretation as it depends on the dimension of the vector space V . Hence,
we consider another mapping A˜d : Cl×(V, q)→ Aut(Cl(V, q)) defined by
A˜dϕ(x) = α(ϕ)xϕ−1.
This mapping is called the twisted adjoint representation. Clearly, A˜dϕψ = A˜dϕ ◦ A˜dψ and A˜dϕ =
Adϕ for even elements ϕ ∈ Cl0(V, q). Furthermore, from Proposition 4.2.1,




P (V, q) = {v1 . . . vr ∈ Cl×(V, q) : vl, . . . , vr is a finite sequence in V ×}.
Define the orthogonal group O(V, q) of the form q
O(V, q) = {a ∈ GL(V ) : a∗q = q} = {ρvl ◦ · · · ◦ ρvr : vj ∈ V ×}.
Thus, we can conclude that there is a homomorphism A˜d : P (V, q)→ O(V, q) such that A˜dv1...vr =
ρv1 ◦ · · · ◦ ρvr where
ρv(w) = w − 2q(v, w)
q(v)
v.
is the reflection of w across the hyperplane v⊥.
Proposition 4.2.2. Suppose that q is nondegenerate. Then the null space of the homomorphism
A˜d : P (V, q) → GL(V ) is exactly the multiplicative group k× of non-zero multiples of the identity
in Cl(V, q).
Proof. Choose a basis v1, . . . , vn for V such that q(vi) 6= 0 for all i and q(vi, vj) = 0 for all i 6= j.
Suppose that ϕ ∈ Cl×(V, q) is in the kernel of A˜d. Then α(ϕ)v = vϕ for all v ∈ V . Since there is
a decomposition Cl(V, q) = Cl0(V, q)⊕ Cl1(V, q), we can write ϕ = ϕ0 + ϕ1 where ϕ0 is even and
ϕ1 is odd. Observe that
vϕ0 = ϕ0v, −vϕ1 = ϕ1v
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for all v ∈ V . ϕ0 and ϕ1 can also be written as polynomial expressions in v1, . . . , vn. Using the
fact that vivj = −vjv1 − 2q(vi, vj), ϕ0 can be expressed as ϕ0 = a0 + v1a1 where a0 and a1 are
polynomial expressions in v2, . . . , vn. Since ϕ0 = α(ϕ0) = α(a0)−v1α(a1), a0 is even and a1 is odd.
Now,
v1a0 + v21a1 = v1(a0 + v1a1) = (a0 + v1a1)v1 = a0v1 + v1a1v1 = v1a0 − v21a1.
Hence, v21a1 = −q(v1)a1 = 0, and so a1 = 0. This implies that ϕ0 does not have v1. Proceeding
inductively, we see that ϕ0 does not involve any of the terms v1, . . . , vn and so ϕ0 = t · 1 for t ∈ k.
The same argument applies to ϕ1. Write ϕ1 = a1 + v1a0 where a0 and a1 are polynomial
expressions in v2, . . . , vn. It is easy to see that a1 is odd and a0 is even. Therefore,
v1a1 + v21a0 = v1(a1 + v1a0) = −(a1 + v1a0)v1 = −a1v1 − v1a0v1 = v1a1 − v21a0.
Hence, a0 = 0 and so ϕ1 is independent of v1. By induction, ϕ1 is independent of v1, . . . , vn and so
ϕ1 = 0.
Finally, we have ϕ = ϕ0 + ϕ1 = t · 1 ∈ k. Since ϕ 6= 0, ϕ ∈ k×.
We state the following theorem without proof. For the proof, see Artin [1].
Theorem 4.2.1. Let q be a non-degenerate quadratic form on a finite dimensional vector space V .
Then every element a ∈ O(V, q) can be written as a product of r reflections a = ρvl ◦ · · · ◦ ρvr where
r ≤ dim(V ).
Following Theorem 4.2.1, the homomorphism A˜d : P (V, q) → O(V, q) is surjective. Define the
special orthogonal group of q by
SO(V, q) = {a ∈ O(V, q)) : det a = 1} = {ρvl ◦ · · · ◦ ρvr : vj ∈ V × and r is even}.
Again by Theorem 4.2.1. the homomorphism A˜d : P (V, q) ∩ Cl0(V, q)→ SO(V, q) is surjective.
Definition 4.2.1. The Pin group of (V, q) is the subgroup Pin(V, q) of P (V, q) generated by the
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elements v ∈ V with q(v) = ±1.
Pin(V, q) = {v1 . . . vr ∈ P (V, q) : q(vi) = ±1 for all j}.
The Spin group of (V, q) is defined by Spin(V, q) = Pin(V, q) ∩ Cl0(V, q).
Spin(V, q) = {v1 . . . vr ∈ P (V, q) : q(vi) = ±1 for all j and r is even}.
We now ask if there are surjections from Pin(V, q) onto O(V, q) and from Spin(V, q) onto
SO(V, q) by the restriction of the homomorphism A˜d to Pin(V, q) and Spin(V, q) respectively.
Theorem 4.2.2. Let V be a finite-dimensional vector space over F = R or C, and suppose that q
is a non-degenerate quadratic form on V . Then there are short exact sequences
1→ G→ Spin(V, q)→ SO(V, q)→ 1
1→ G→ Pin(V, q)→ O(V, q)→ 1
where A˜d : Spin(V, q) → SO(V, q), A˜d : Spin(V, q) → SO(V, q), G = {±1} ∼= Z2 for F = R and
G = {±1,±√−1} for F = C.
Proof. We shall show that the null space of the homomorphisms A˜d is F for both cases. Suppose
that ϕ = v1 . . . vr ∈ Pin(V, q) is in the null space of A˜d. Then ϕ ∈ k∗ by Proposition 4.2.2.
We introduce the norm mapping N : Cl(V, q)→ Cl(V, q) defined by
N(ϕ) = ϕα(ϕt).
Note that N(v) = q(v) for v ∈ V . It is also evident that N is a homomorphism of Cl(V, q) since
the transpose is an antiautomorphism. So ϕ2 = N(ϕ) = N(v1) . . . N(vr) = ±1. This proves the
null space of A˜d for the mapping A˜d : Pin(V, q)→ O(V, q). The argument is similar for the other
mapping. It suffices to prove the surjectivity of the homomorphisms. We note that ρv = ρtv for all
t ∈ k. Moreover, since q is quadratic, q(tv) = t2q(v) and the equation t2q(v) = ±1 is solvable for
4.3 Algebras Cln 75
F = R or C. Hence, any v ∈ V × can be renormalized to have q-length 1. The surjectivity of A˜d
for both cases follows from Theorem 4.2.1.
4.3 Algebras Cln
For this section, we will assume a real vector space V of finite dimension n with a positive definite
inner product on V . Hence, V ∼= Rn and we may choose a suitable basis for Rn so that q has the
form
q(x) = x21 + · · ·+ x2n.
Hence, it is clear that O(V, q) = O(n;R) and SO(V, q) = SO(n;R). For simplicity, we shall
denote O(n;R) = On and SO(n;R) = SOn. Moreover, we write Cl(V, q) = Cln, P (V, q) = Pn,
P˜ (V, q) = P˜n, Pin(V, q) = Pinn and Spin(V, q) = Spinn.
Proposition 4.3.1. Let e1, . . . , en be a q-orthonormal basis of Rn ⊂ Cln. Then the algebra Cln is
generated by e1, . . . , en subject to the relations eiej + ejei = −2δij for all i, j = 1, . . . , n.
Proof. The proposition follows directly from the discussion in Section 4.2.
As a corollary of Theorem 4.2.2, we have the following theorem.
Theorem 4.3.1. Let V be an n-dimensional vector space over R. Then there is a short exact
sequence
1→ Z2 → Spinn → SOn → 1
where the mapping A˜d : Spinn → SOn is the universal covering homomorphism of SOn for all
n ≥ 3. Furthermore, the two-sheeted coverings are non-trivial over each component of SOn.
Proof. The exact sequence follows directly from Theorem 4.2.2. To prove that the coverings are
non-trivial, it suffices to join −1 to 1 by a path in Spinn. Choose orthogonal vectors el, e2 ∈ Rn with
q(e1) = q(e2) = ±1. Consider the path γ(t) = cos(t) + e1e2 sin(t). It is evident that γ(t) ∈ Spinn
for all t.
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Definition 4.3.1. Let V be an oriented real finite dimensional vector space with a positive definite
inner product. Fix an orientation for V and let e1, . . . , en be a positively-oriented, q-orthonormal
basis for V . Then the associated volume element is defined by
ω = e1 . . . en.
This definition is independent of the choice of basis. If e′1, . . . , e′n is another such basis, then
e′i =
∑
j aijej where a = (aij) ∈ SOn. Therefore, e′1 . . . e′n = det(a)e1 . . . en = e1 . . . en. However, it
requires a choice of orientation so that the sign is fixed.
Proposition 4.3.2. The volume element ω in Cln has the following properties.
1. ω2 = (−1)n(n+1)2 ;
2. vω = (−1)n−1ωv for all v ∈ Rn.
Therefore, ω2 = −1 if n = 1, 2 mod 4 and ω2 = 1 if n = 3, 4 mod 4. Moreover, if n is odd, then
ω is central in Cln. If n is even, then ϕω = ωα(ϕ) for all ϕ ∈ Cln.
Proof. Let e1, . . . , en be an oriented q-orthonormal basis of Rn. Then
ω2 = e1 . . . ene1 . . . en = (−1)n−1e21e2 . . . ene2 . . . en = (−1)ne2 . . . ene2 . . . en
= (−1)n+(n−1)e3 . . . ene3 . . . en = (−1)n+(n−1)+···+1 = (−1)
n(n+1)
2
This proves the first property. Let v ∈ Rn. Then v can be written uniquely as v =∑ni=1 viei, where




vieie1 . . . en = (−1)n−1
n∑
i=1
e1e2 . . . enviei = (−1)n−1ωv
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We remark that for n = 3, 4 mod 4, ω2 = 1, so pi+pi− = 1; (pi+)2 = pi+, (pi−)2 = pi−; and
pi+pi− = pi−pi+ = 0.
Proposition 4.3.3. Let n = 3 mod 4. Then Cln can be decomposed as a direct sum Cln =
Cl+n ⊕ Cl−n of isomorphic subalgebras, where Cl±n = pi±Cln and where α(Cl±n ) = Cl∓n .
Proof. Since n = 3 mod 4, ω2 = 1 and ω is central from Proposition 4.3.2. Hence, pi± are central.
The decomposition into Cl+n and Cl
−
n follows from the above remark. As n is odd, ω is an odd
element. So α(pi±) = pi∓. Thus, α(Cl±n ) = α(pi±Cln) = α(pi±)α(Cln) = pi∓Cln = Cl±n . Since α is
an automorphism, Cl+n and Cl
−
n are isomorphic with each other.
Proposition 4.3.4. Let n = 0 mod 4 and V be any Cln-module, i.e., V is a real vector space with
an algebra homomorphism Cln → Hom(V, V ). Then there is a decomposition V = V +⊕V −, where
V ± are eigenspaces of ±1 for multiplication by ω. In fact, V + = pi+V and V − = pi−V . Let e ∈ Rn
with q(e) 6= 0. Then there is an isomorphism between V + and V − by module multiplication by e.
Proof. Since ωpi± = 12(ω±ω2) = 12(ω±1) = ±pi±, by the above remark, we have the decomposition
V = V + ⊕ V −. We observe that epi± = 12(e± eω) = 12(e∓ ωe) = pi∓e. Since e2 = q(e)1, it follows
that module multiplication by e gives an isomorphism between V + and V −.
Define the interior product ιv :
∧p+1Rn → ∧pRn in ∧∗Rn by setting
ιv(v1 ∧ · · · ∧ wp+1) =
p+1∑
i=1
(−1)i+1〈vi, v〉v1 ∧ · · · ∧ vˆi ∧ · · · ∧ vp
where v, v1, . . . , vp ∈ Rn. This is similar to the interior product given in Chapter 1. Recall that ιv
satisfies the following properties.
1. ι2v = 0.
2. If ϕ ∈ ∧r Rn and ψ ∈ ∧sRn, then ιv(ϕ ∧ ψ) = ιvϕ ∧ ψ + (−1)rϕ ∧ ιvψ.
Proposition 4.3.5. Under the canonical isomorphism Cln ∼=
∧∗Rn,
vϕ ∼= v ∧ ϕ− ιvϕ, and ϕv ∼= (−1)p(v ∧ ϕ+ ιvϕ)
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for all v ∈ Rn and ϕ ∈ Cln.
Proof. Choose an orthonormal basis e1, . . . , en for Rn with v = te1 for some t ∈ R. It suffices to
verify the formula for ϕ = ei1 . . . eip for i1 < · · · < ip. If i1 = 1, then vϕ = −tei2 . . . eip ∼= v∧ϕ−ιvϕ.
If i1 > 1, then vϕ = te1ei1 . . . eip ∼= v ∧ ϕ − ιvϕ. This proves the first formula. For the second
formula, we follow the same manner. We choose an orthonormal basis e1, . . . , en for Rn with
v = ten for some t ∈ R. If ip = n, then ϕv = −tei1 . . . eip−1 ∼= (−1)p(v ∧ ϕ + ιvϕ). If ip < n, then
ϕv = tei1 . . . eipen ∼= (−1)p(v ∧ ϕ+ ιvϕ).
Recall that there is a decomposition Cln = Cl0n ⊕ Cl1n by the automorphism α, and that the
subalgebra Cl0n is invariant by α. Let e1, . . . , en be a q-orthonormal basis of Rn. Then it is evident
that Cl0n can be generated by enei subject to the relations eiej + ejei = −2δij for all i, j = 1, . . . , n.
Theorem 4.3.2. For all n ≥ 0, there are algebra isomorphisms Cln ∼= Cl0n+1 and Cln+4 ∼= Cln ⊗
Cl4.
Proof. We first prove the first isomorphism Cln ∼= Cl0n+1. Choose an orthonormal basis for Rn+1
e1, . . . , en+1 so that q(ei) = 1 for all i = 1, . . . , n+1. Let Rn = span{e1, . . . , en}. Define a mapping
f : Rn → Cl0n+1 by setting
f(ei) = en+1ei for i = 1, . . . , n,














xixjeiej = x2 = −q(x)1.
by Proposition 4.3.1. Therefore, by the universal property (Proposition 4.1.1), f extends to an
algebra homomorphism f˜ : Cln → Cl0n+1. As f˜ maps onto a set of generators for Cl0n+1, it must
be surjective. Since dimCln = dimCl0n+1, f˜ must be an isomorphism.
For the second isomorphism Cln+4 ∼= Cln ⊗Cl4, the proof is analogous. Let e1, . . . , en+4 be an
orthonormal basis for Rn+4 so that q(ei) = 1 for all i = 1, . . . , n+4. Let u1, . . . , un denote standard
generators for Cln and let v1, . . . , v4 denote standard generators for Cl4 in the sense of Proposition
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4.3.1. Define a mapping g : Rn+4 → Cln ⊗ Cl4 by setting
g(ei) =
 ui ⊗ v1v2v3v4 for i = 1, . . . , n,1⊗ vi−n for i = n+ 1, . . . , n+ 4.
and extending linearly. We observe from Propositions 4.3.1 and 4.3.2 that
g(ei)f(ej) + g(ej)f(ei) = (uiuj + ujui)⊗ 1 = −2δij1⊗ 1;
g(ek)f(el) + g(ek)f(el) = 1⊗ (vk−nvl−n + vl−nvk−n) = −2δkl1⊗ 1;
g(ei)f(ek) + g(ek)f(ei) = 0
for i, j = 1, . . . , n, and k, l = n + 1, . . . , n + 4. Hence, g(x)2 = −q(x)21 ⊗ 1 for all x ∈ Rn+4.
It follows that g extends to an algebra homomorphism g˜ : Cln+4 → Cln ⊗ Cl4 by the universal
property. It remains to show that g˜ is an isomorphism, whose proof is similar to the above.
We end the section with some examples of the algebras Cln.
Example 1. Cl1 is generated by e where e2 = −1. Hence, it is clear that Cl1 ∼= C.
Example 2. Cl2 is generated by e1, e2 where e21 = e
2
2 = −1 and e1e2 = −e2e1. By identifying e1
with i, e2 with j, and e1e2 with k, it is evident that Cl2 ∼= H. The subalgebra Cl02 is generated
by e1e2 and can be identified with C ⊂ H.




3 = −1 and e1e2 = −e2e1, e2e3 =
−e3e2, e3e1 = −e1e3. By Proposition 4.3.3, Cl3 = Cl+3 ⊕ Cl−3 where Cl+3 ∼= Cl−3 and
α(Cl±3 ) = Cl
∓
3 . In fact, Cl3 is isomorphic with H⊕H. The isomorphism between H and Cl+3










respectively. Clearly, the isomorphism between H and Cl−3 is given by identifying 1, i, j, k












Example 4. Cl4 ∼= H(2), where H(2) denotes the algebra of 2× 2-matrices with entries in H.
Example 5. From Theorem 4.3.2, Cln+4 ∼= Cln ⊗ Cl4 for all n. We also note that
H⊗R C ∼= C(2)1 and H⊗R H ∼= R(4)2.
Therefore, we have
Cl5 ∼= Cl4 ⊗ Cl1 ∼= H(2)⊗R C ∼= C(4);
Cl6 ∼= Cl4 ⊗ Cl2 ∼= H(2)⊗R H ∼= R(8);
Cl7 ∼= Cl4 ⊗ Cl3 ∼= H(2)⊗R (H⊕H) ∼= R(8)⊕ R(8);
Cl8 ∼= Cl4 ⊗ Cl4 ∼= H(2)⊗R H(2) ∼= R(16).
4.4 Complexification of Cln
Let V be a real vector space of finite dimension n with a positive definite inner product. The
complexification of the algebra Cln is the Clifford algebra over C corresponding to the complexified
quadratic form:
Cln ⊗R C ∼= Cl(Cn, q ⊗ C).
This follows easily from the universal property (Proposition 4.1.1). We shall denote the complexified
algebra Cln as Cln.
1Consider H as a C-module under left scalar multiplication, and define an R-bilinear mapping F : C × H →
HomC(H,H) ∼= C(2) by setting Fz,q(x) = zxq¯. By the universal property of ⊗, F extends to an R-linear mapping
F˜ : C ⊗R H → C(2). As Fz,q ◦ Fz′,q′ = Fzz′,qq′ , F˜ is an algebra homomorphism. It is easy to verify that F˜ is
injective by using a natural basis of C⊗R H. Since both C⊗R H and C(2) have the same dimension, F˜ is an algebra
isomorphism.
2Consider the R-bilinear map G : H × H → HomR(H,H) ∼= R(4)) given by setting Gu,v(x) = uxv¯. G extends to
an algebra homomorphism G˜ : H⊗R H→ R(4) between algebras of the same dimension. The injectivity of G˜ can be
verified on a natural basis for H⊗R H.
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Recall that the volume element in Cln is defined as ω = e1 . . . en where e1, . . . , en is an orthonor-
mal basis of Rn. This is independent of the choice of an oriented orthonormal basis of Rn. For the
complexified Cln, we have an analogous volume element.
Definition 4.4.1. Let V be an oriented real finite dimensional vector space with a positive definite
inner product. Fix an orientation for V and let e1, . . . , en be a positively-oriented, q-orthonormal
basis for V . Define
ωC = ib(n+1)/2ce1 . . . en
where b·c denotes the floor function. ωC is called the complex volume element.
Clearly, ωC = ω if n = 7, 8 mod 8 and ωC = ime1 . . . e2m if n = 2m. Furthermore, we have the
following proposition.
Proposition 4.4.1. The volume element ωC in Cln satisfies ω2C = 1 and vωC = (−1)n−1ωCv for
all v ∈ Rn for all n. In particular, if n is odd, then ωC is central in Cln. Therefore, there is an
algebra homomorphism Cln = Cl+n ⊕ Cl−n where Cl±n = (1± ωC)(Cln) for odd n.
Proof. Let e1, . . . , en be an oriented orthonormal basis of Rn. Then by Proposition 4.3.2,
ω2C = i
2b(n+1)/2ce1 . . . ene1 . . . en = (−1)b(n+1)/2c+n(n+1)/2.
If n + 1 = 2m, then bn+12 c + n(n+1)2 = m + nm = m(n + 1) = 2m2. If n + 1 = 2m + 1, then
bn+12 c+ n(n+1)2 = m+ (n+ 1)m = m(n+ 2) = 2m(m+ 1). Hence, ω2C = 1. The second formula is
evident.
Denote Cl0n = Cl0n ⊗ C and Cl1n = Cl1n ⊗ C. Since ω2C = 1 for all n and ωC is central for
odd n, there is an orthogonal decomposition Cln = Cl+n ⊕ Cl−n of isomorphic subalgebras, where
Cl±n = (1± ωC)Cln.
Proposition 4.4.2. If n is odd, the the algebras Cl±n are both isomorphic with Cl0n. If n is even, then
we have a splitting Cl0n = Cl0+n ⊕Cl0−n . Moreover, there is an algebra isomorphism Cl0+n ∼= Cln−2.
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Proof. Clearly, the composition of mappings Cl0n ↪→ Cln → Cl±n is an algebra homomorphism. We
note that since n is odd, Clifford multiplication by ωC interchanges Cl0n and Cl1n. For ϕ ∈ Cl0n∩Cl+n ,
we observe that (1−ωC)ϕ = 0. So ϕ = ωCϕ ∈ Cl1n, which implies that ϕ = 1. By a similar argument,
Cl0n ∩ Cl−n = {1}. Hence, the composition of mappings is injective. Since Cl0n and Cl±n have the
same dimension, the homomorphism is in fact an isomorphism. This proves the first assertion.
If n is even, then ωC is central in Cl0n. Hence it induces a splitting Cl0n = Cl0+n ⊕ Cl0−n . Since
there is an algebra isomorphism Cln−1 ∼= Cl0n, the decomposition Cl0n = Cl0+n ⊕ Cl0−n agrees with
the decomposition Cln−1 = Cl+n−1 ⊕ Cl−n−1. Therefore, Cl0+n ∼= Cl+n−1 ∼= Cl0n−1 ∼= Cln−2, the second
isomorphism is due to the first assertion since n− 1 is odd.
Theorem 4.4.1. There is an algebra isomorphism Cln+2 ∼= Cln ⊗C Cl2 for all n.
Proof. The proof is similar to that of Theorem 4.3.2. Let e1, . . . , en+2 be an orthonormal basis for
Rn+4 so that q(ei) = 1 for all i = 1, . . . , n + 4. Let u1, . . . , un be standard generators for Cln and
let v1, v2 be standard generators for Cl2. Define a mapping f : Rn+2 → Cln ⊗C Cl2 by setting
f(ei) =
 iui ⊗ v1v2 for i = 1, . . . , n,1⊗ vi−n for i = n+ 1, n+ 2.
and extending linearly. A direct check shows that f(x)2 = −q(x)1 for any x ∈ Rn. Therefore,
by the universal property (Proposition 4.1.1), f extends to an algebra homomorphism f¯ : Cln →
Cln⊗CCl2. By extension of scalars, f¯ extends to an algebra homomorphism f¯ : Cln → Cln⊗CCl2.
As f˜ maps onto a set of generators for Cln ⊗C Cl2, it is surjective. Since Cln+2 and Cln ⊗C Cl2
have the same dimension, f˜ must be an isomorphism.
We have the following corollary.
Corollary 4.4.1. There are algebra isomorphisms Cl2n ∼= C(2n) and Cl2n−1 ∼= C(2n−1)⊕C(2n−1)
for all n ≥ 1. Therefore, Cl0+2n ∼= C(2n−1).
Proof. We prove Cl2n ∼= C(2n) and Cl2n−1 ∼= C(2n−1)⊕ C(2n−1) by induction. Cl1 = Cl1 ⊗R C ∼=
C⊗RC ∼= C⊕C, with the isomorphism C⊗RC ∼= C⊕C given by the mapping (1, 0) 7→ 12(l⊗1−i⊗i)
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and (0, 1) 7→ 12(l ⊗ 1 − i ⊗ i). Cl2 = Cl2 ⊗R C ∼= H ⊗R C ∼= C(2). Now, Cl2n+2 ∼= Cl2n ⊗C Cl2 ∼=
C(2n) ⊗C C(2) ∼= C(2n+1), which proves the first isomorphism. The second isomorphism follows
similarly. The last isomorphism follows directly from Proposition 4.4.2 where Cl0+2n ∼= Cl2n−2.
From Corollary 4.4.1, we have the following isomorphisms.
Cl1 ∼= C⊗ C, Cl2 ∼= C(2), Cl3 ∼= C(2)⊕ C(2), Cl4 ∼= C(4).
4.5 Spinn and Lie algebras spinn
We end the chapter with a brief review of Spinn and their Lie algebras spinn. The group Spinn is
a subgroup of units of norm 1 in Cl0n. We begin the section with some examples.
Example 1. Spin3 ∼= SU(2). The complex spin representation is the standard representation of
SU(2) on C2.
Example 2. Spin4 ∼= SU(2) × SU(2). The spin representation 4C+n is the projection of Spin4
onto the first factor followed by the standard representation of SU(2) on C2. Similarly, the
spin representation 4C−n is the projection of Spin4 onto the second factor followed by the
standard representation of SU(2) on C2.
Proposition 4.5.1. The Lie algebra spinn of Spinn is
∧2Rn.
Proof. The Lie algebra spinn is the vector subspace of Cln spanned by the tangent vectors to the
submanifold Spinn at 1. Choose an orthonormal basis e1, . . . , en of Rn and consider for each pair
i < j, the curve γ(t) = cos(t) + sin(t)eiej . Clearly, γ(t) ∈ Spinn for all t. The vector tangent to
γ at γ(0) = 1 is eiej . Hence, spinn contains the vector subspace spanned by {eiej}i<j which is in
fact
∧2Rn. Since both spinn and ∧2Rn have the same dimension n(n− 1)/2, they are equal.
Recall that the Lie algebra of the orthogonal group SOn is son = {m ∈ gl(n;R) : mT +m = 0}.
A standard basis for son is {eij} where the (i, j)-entry is −1, (j, i)-entry is 1, and the rest of the
entries zero.
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Proposition 4.5.2. There is a natural isomorphism
∧2Rn ∼= son for all n ≥ 2.
Proof. Let v, w ∈ Rn. Consider the mapping v∧w into the skew-symmetric endomorphism defined
by
(v ∧ w)(x) = 〈v, x〉w − 〈w, x〉v
for x ∈ Rn and extend the mapping by universality. It is obvious that the mapping is surjective.
Since
∧2Rn and son have the same dimension n(n−1)/2, they are isomorphic with each other.
If e1, . . . , en is an orthonormal basis for Rn, then ei ∧ ej ∈
∧2Rn corresponds to eij ∈ son.
Recall from Theorem 4.3.1 that A˜d : Spinn → SOn is an epimorphism. Denote this mapping
by ξ0. It induces an associated Lie algebra isomorphism Ξ0 : spinn → son.
Proposition 4.5.3. The Lie algebra isomorphism Ξ0 : spinn → son is given by Ξ0(eiej) = 2ei∧ ej,
where eiej are basis elements. Therefore, for v, w ∈ Rn, Ξ−10 (v ∧ w) = 14 [v, w]









We observe that ξ0(γ(t))(x) = α(γ(t))xγ(t)−1 = γ(t)xγ(t)−1 and ddtγ(t)
−1∣∣
t=0
= −γ′(0) = −eiej .
Thus,
Ξ0(eiej)(x) = eiejx− xeiej = eiejx+ (eix+ 2〈ei, x〉)ej
= eiejx− eiejx− 2〈ej , x〉ei + 2〈ei, x〉ej = 2(ei ∧ ej)(x).
Thus if we denote v =
∑























 = Ξ−10 (v ∧ w).
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4.6 Spinor representations
We shall focus on real and complex representations. Let F = R or C, andW,W ′ be finite dimensional
vector spaces. A F-representation ρ : Cl(V, q) → EndF(W ) is said to be reducible if W can be
written as a non-trivial direct sum W =W1⊕W2 over F such that ρ(ϕ)(Wj) ⊆Wj for j = 1, 2 and
for all ϕ ∈ Cl(V, q). A representation is called irreducible if it is not reducible.
Two representations ρ : Cl(V, q) → EndF(W ) and ρ′ : Cl(V, q) → EndF(W ′) are said to be
equivalent if there exists a F-linear isomorphism f :W →W ′ such that f ◦ ρ1(ϕ) ◦ f−1 = ρ2(ϕ) for
all ϕ ∈ Cl(V, q).
Proposition 4.6.1. 1. Let ρ : Cln → End(W ) be any irreducible real representation where
n = 3 mod 4. Then either ρ(ω) = Id or ρ(ω) = −Id. Both possibilities can occur, and the
corresponding representations are inequivalent.
2. Let ρ : Cln → EndC(WC) be any irreducible complex representation where n is odd. Then
either ρ(ωC) = Id or ρ(ωC) = −Id. Both possibilities can occur, and the corresponding
representations are inequivalent.
Proof. We shall prove the second assertion. The first assertion is proved similarly.
Since ρ(ωC)2 = ρ(ω2C) = Id, WC can be decomposed into WC = W
+
C ⊕ W−C where W±C are
the +1 and −1 eigenspaces for ρ(ωC). Since ωC is central, the spaces W±C are Cln-invariant.
Since the representation is irreducible, either W+C = WC or W
−
C = WC. This proves the first
statement. If F : W → W ′ is an isomorphism and if ρ(ωC) : W → W is a scalar multiple of
Id, then F ◦ ρ(ωC) ◦ F−1 is the same scalar multiple of Id. Hence, the representations ρ±, where
ρ±(ωC) = ±Id, are inequivalent. By taking irreducible factors of Cln acting on Cl±n by left Clifford
multiplication, we conclude that both possibilities exist.
Proposition 4.6.2. 1. Let ρ : Cln → EndC(W ) be any irreducible complex representation where
n = 0 mod 4. Consider the splitting W =W+ ⊕W− where W± = (1± ρ(ω))W . Then each
of the subspaces W± is invariant under Cl0n. These spaces correspond to the two distinct
irreducible real representations of Cln−1 ∼= Cl0n.
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2. Let ρ : Cln → EndC(WC) be any irreducible complex representation where n is even. Consider
the splitting WC = W+C ⊕ W−C where W±C = (1 ± ρ(ωC))WC. Then each of the subspaces
W±C is invariant under Cl
0
n. These spaces correspond to the two distinct irreducible complex
representations of Cln−1 ∼= Cl0n.
Proof. Again, we shall prove the second assertion. The first assertion is proved similarly.
Since ωC commutes with all elements in Cl0n, W± are invariant under Cl0n. From the proof
of Theorem 4.3.2, under the isomorphism Cln−1 ∼= Cl0n, f˜ e1 . . . en−1 = (ene1) . . . (enen−1) =
(−1)n(n−1)/2e1 . . . en−1en−1n = (−1)n
2/2−1e1 . . . en = −e1 . . . en since n is even. Thus, the volume
element ω′C = i
b(n−1)/2ce1 . . . en−1 of Cln−1 is mapped to the volume element ωC = ib(n+1)/2ce1 . . . en
in Cl0n. It follows that ρ(ωC) = Id on W+ and ρ(ωC) = −Id on W−. Hence, by Proposition 4.6.1,
these representations of Cln−1 are inequivalent.
Definition 4.6.1. 1. Let W be a left module finite dimensional vector space over R. The real
spin representation of Spinn is the homomorphism
4:nSpinn → GL(W )
given by restricting an irreducible real representation Cln → End(W ) to Spinn ⊂ Cl0n ⊂ Cln.
2. Let WC be a finite dimensional vector space over C. The complex spin representation of Spinn
is the homomorphism
4Cn : Spinn → GLC(WC)
given by restricting an irreducible complex representation Cln → EndC(WC) to Spinn ⊂ Cl0n ⊂
Cln.
Proposition 4.6.3. 1. For n = 3 mod 4, this definition of 4n is independent of the irreducible
representation of Cln used.
2. For n = 3, 5, 6, 7 mod 8, the representation 4n is irreducible. For n = 1, 2 mod 8, the
representation 4n is a direct sum of two equivalent irreducible representations.
4.6 Spinor representations 87
3. For n = 0 mod 4, there is a decomposition 4n = 4+n ⊕ 4−n where 4±n are inequivalent
irreducible representations of Spinn.
Proof. First, we observe that since Spinn contains an additive basis for Cl0n, any irreducible repre-
sentation of Cl0n restricts to an irreducible representation of Spinn.
1. For n = 3 mod 4, the automorphism α : Cln → Cln interchanges the factors Cl+n and
Cl−n . Thus, Cl0n sits diagonally in the decomposition Cln = Cl+n ⊕ Cl−n . The two irreducible
representations of Cln differ by α. Hence they are equivalent when restricted to Cl0n.
2. From the discussion of the algebras Cln, we know that Cln+4 ∼= Cln ⊗ Cl4. Hence we have
the following table.
n 1 2 3 4 5 6 7 8
Cln C H H⊕H H(2) C(4) R(8) R(8)⊕ R(8) R(16)
d 2 4 4 8 8 8 8 16
where d = dimR(W ), W is an irreducible R-module for Cln. Therefore, for n = 3, 5, 6, 7
mod 8, the restriction of an irreducible real representation to Cl0n ∼= Cln−1 is still irreducible,
while for n = 1, 2 mod 8, the restriction to Cl0n ∼= Cln−1 is a direct sum of two equivalent
irreducible representations.
3. For n = 0 mod 4, the restriction to Cl0n ∼= Cln−1 splits into two inequivalent irreducible
representations from Proposition 4.6.2.
Proposition 4.6.4. 1. If n is odd, the definition of 4Cn is independent of the irreducible repre-
sentation of Cln used, and the representation 4Cn is irreducible.
2. When n is even, there is a decomposition 4Cn = 4C+n ⊕4C−n into a direct sum of two inequiv-
alent irreducible complex representations of Spinn.
Proof. From the discussion of the algebras Cln, we have Cln+2 ∼= Cln⊗CCl2 with Cl1 ∼= C⊕C and
Cl2 ∼= C(2). The proof follows the same manner as the real case.
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From Proposition 4.5.3, we have the following corollary.
Corollary 4.6.1. Let µ : Spinn → SO(W ) be a representation obtained by restriction of a rep-
resentation Cln → EndR(W ) of the Clifford algebra Cln. Let µ∗ : son → so(W ) be the associated
representation of the Lie algebra obtained by pulling back son via Ξ−10 as defined in Proposition
4.5.3. Then for v ∧ w ∈ son,
µ∗(v ∧ w) = 14[v, w]·
where · indicates Clifford module multiplication on W . Therefore, in terms of the standard basis
ei ∧ ej, µ∗(ei ∧ ej) = 12eiej.
Chapter 5
Spinor Bundles and Bochner-type
Identities
We are finally able to understand spin geometry. We shall focus on oriented Riemannian manifolds.
Recall that a Riemannian manifold admits a Riemannian metric and that there is 1 : 1 correspon-
dence between the set of Riemannian metrics on M and the set of reductions of the bundle L(M)
of linear frames to a bundle of orthonormal frames O(M). Since the manifold is oriented, we can
further reduce the structure group from the orthogonal group O(n) to the special orthogonal group
SO(n). Hence, for the study of oriented Riemannian manifolds, it is more useful to look at the
bundle of oriented orthonormal frames SO(M).
Denote by P the bundle of oriented orthonormal frames SO(M), which is a principal fibre bundle
with structure group SOn. From Theorem 3.5.1, the manifold admits a Riemannian connection, i.e.,
the Riemannian metric is parallel and the torsion vanishes identically. We will assume Riemannian
connection throughout the discussion here. Let E denote an n-dimensional vector bundle over M
associated to P . As one will see, spin geometry is actually a special type of Riemannian geometry.
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5.1 Clifford and spinor bundles
Each orthogonal transformation of Rn induces an orthogonal transformation of Cln since it maps
the tensor algebra to itself and preserves the ideal. Clearly, this induced mapping on Cln preserves
the multiplication. Hence, we have the representation
ρ : SOn → Aut(Cln).
Definition 5.1.1. 1. The real Clifford bundle of E is defined to be the bundle
Cl(E) = P ×SOn Cln
associated to the representation ρ : SOn → Aut(Cln).
2. The complex Clifford bundle of E is defined analogously: it is the bundle
Cl(E) = P ×SOn Cln
associated to the representation ρC : SOn → Aut(Cln).
Hence, Cl(E) is the bundle of Clifford algebras overM , while Cl(E) is the bundle of complexified
Clifford algebras. The fibrewise multiplication in Cl(E) gives an algebra structure to the space of
sections of Cl(E). It is also clear that the notions intrinsic to Clifford algebras carries over to
Clifford bundles. For example, there is a decomposition
Cl(E) = Cl0(E)⊕ Cl1(E)
where Cl0(E) and Cl1(E) are the +1 and−1 eigenbundles of the bundle automorphism α : Cl(E)→
Cl(E).
We have seen that there is an exact short sequence 1 → Z2 → Spinn → SOn → 1. It appears
that the principal fibre bundle P can be lifted to a principal fibre bundle with structure group
Spinn, i.e., there is a principal fibre bundle P˜ with structure group Spinn whose quotient by the
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centre Z2 of Spinn is isomorphic with a bundle with structure group SOn. We state without proof
that this is possible if and only if the second Stiefel-Whitney class w2(P ) ∈ H2(M ;Z2) of P is zero.
Definition 5.1.2. We say that E has a spin structure if there is a liftting of P to a principal Spinn
bundle P˜ , i.e., there exists a bundle map ξ : P˜ → P such that ξ(pg) = ξ(p)ξ0(g) for all p ∈ P˜ and
g ∈ Spinn.
In the special case that E is the tangent bundle of M , if a spin structure exists on E, then we
call M a spin manifold.
Definition 5.1.3. Suppose E has a spin structure ξ : P˜ → P .
1. Let W be a left module for Cln. A real spinor bundle of E is the bundle
S(E) = P˜ ×Spinn W
associated to the real spinor representation 4n : Spinn → GLR(W ).
2. Let WC be a complex left module for Cln. A complex spinor bundle of E is the bundle
SC(E) = P˜ ×Spinn WC
associated to the complex spinor representation 4Cn : Spinn → GLC(WC).
Consider Cln as a module over itself by left Clifford multiplication. The corresponding real
spinor bundle is
ClSpin(E) = P˜ ×Spinn Cln.
There is a natural embedding P˜ ⊂ ClSpin(E) which comes from the embedding Spinn ⊂ Cln.
We shall now compare the bundle ClSpin(E) and and the Cliffor bundle Cl(E) of E. Consider
the representation
Ad : Spinn → Aut(Cln)
given by Adgϕ = gϕg−1 for g ∈ Spinn ⊂ Cln. Since Ad±1 is the identity, this representation
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descends to a representation of SOn, which is in fact cl(ρn). Therefore, we can conclude that
Cl(P ) = P˜ ×Spinn Cln
induced by the representation Ad : Spinn → Aut(Cln). Therefore, the bundle Cl(E) is the bundle
of algebras associated to P˜ and the conjugation action of Spinn.
With this observation, we can show that the real spinor bundle S(E) is in fact a bundle of
modules over the bundle of algebras Cl(P ). Consider the diagram





P˜ × Cln ×M
µ // P˜ ×M
given by






(pg−1, gϕg−1, gm)  // (pg−1, gϕm)
Clearly the diagram commutes. Therefore, the action of Clifford multiplication µ descends to a
mapping µ : Cl(E) ⊗ S(E) → S(E), which is isomorphic to Clifford multiplication on each fibre.
The corresponding fact holds in the complex case.
We remark that the bundle of linear frames, the tangent bundle, the cotangent bundle, and
their tensor products, exist independently of any metric considerations. However, this is not true
for the spinor bundles.
Proposition 5.1.1. Given a spin manifold M , its spinor bundle depends on the choice of Rieman-
nian metric.
Proof. Let Q = Q(M,GL+(n;R)) be the oriented bundle of linear frames over M with dimension
> 2. Denote the two-fold universal covering group of GL+(n;R) by G˜L+(n;R). Since M is a spin
manifold, P (M,GL+(n;R)) can be lifted to a principal fibre bundle Q˜ = Q˜(M, G˜L+(n;R)). If M
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P (M,SOn) // Q(M,GL+(n;R))
We ask if a finite dimensional representation G˜L+(n;R)→ GL(W ), whose restriction to Spinn is an
irreducible spinor representation, exists. The associated vector bundle Q˜×gGL+(n;R) W would then
be the canonical spinor bundle with a metric induced by the metric on M . However, G˜L+(n;R)
has no finite dimensional representations other than those which descend to GL+(n;R).
5.2 Connections on spinor bundles
Suppose that there is a lifting P˜ on P . P˜ is a two-sheeted covering of P , and the horizontal spaces
in P can be lifted via the inverse of the differential of the covering map at each point. Hence, the
connection on P automatically lifts to a connection Γ˜ on P˜ . This connection Γ˜ is called the spin
connection.
The connection on P induces a covariant derivative ∇c on Cl(E). The covariant derivative ∇c
on Cl(E) acts as a derivation on the algebra of sections:
∇c(ϕψ) = (∇cϕ)ψ + ϕ(∇cψ)
for any sections ϕ,ψ of Cl(E).
The subbundles Cl0(E) and Cl1(E) are preserved by ∇c. Furthermore, the unit ω = e1 . . . en
is parallel, i.e., ∇cω = 0. Therefore, when n = 3 or 4 mod 4, the eigenbundles Cl±(E) = {ϕ ∈
Cl(E) : ωϕ = ±ϕ} are also preserved by ∇c.
Let x ∈ M and X,Y be vector fields on M . Then the curvature transformation Rc(X,Y ) :
Cl(Ex)→ Cl(Ex) at x is a derivation:
Rc(X,Y )(ϕ · ψ) = Rc(X,Y )(ϕ) · ψ + ϕ ·Rc(X,Y )(ψ)
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for all ϕ,ψ ∈ Cl(Ex). The curvature transformation also preserves the subspaces Cl0(Ex), Cl1(Ex)
and Cl±(Ex).
The lifted connection on P˜ also induces a covariant derivative ∇s on S(E). Recall that the
sections of S(E) form a module over the sections of Cl(E). The covariant derivative ∇s on S(E)
acts as a derivation with respect to the module structure over Cl(E)
∇s(ϕ · σ) = (∇cϕ) · σ + ϕ · (∇sσ)
for any section ϕ of Cl(E) and any section σ of S(E). If n = 3 or 4 mod 4, the eigenbundles
S±(E) = {ϕ ∈ S(E) : ωϕ = ±ϕ} are preserved by ∇s.
If X,Y are vector fields on M , then the curvature transformation Rs(X,Y ) : S(Ex) → S(Ex)
at x ∈M is a derivation:
Rs(X,Y )(ϕ · σ) = Rc(X,Y )(ϕ) · σ + ϕ ·Rs(X,Y )(σ)
for all ϕ ∈ Cl(Ex) and σ ∈ S(Ex), where Rc(X,Y ) is the curvature transformation for Cl(Ex).
The curvature transformation also preserves the subspaces S±(Ex).
We shall compute an explicit expression for the connection on a spinor bundle S(E). Consider
a trivialization P |U ∼= U × SOn where U is an open subset of M . Let ψ = (e1, . . . , en) denote an









commutes, i.e., ψ can be lifted to a section ψ˜ of P˜ |U over U satisfying the relation ξ ◦ ψ˜ = ψ.
Let ω denote the connection form on P . Then ξ∗ω is the lifted connection form on P˜ . Note
that ψ˜∗(ξ∗ω) = (ξ ◦ ψ˜)∗ω = ψ∗ω. If we denote ω˜ = ψ∗ω, then the connection ω|U on P and the
induced connection ξ∗ω|U on P˜ |U are given by the same matrix one-form (ω˜ij) on U .
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Denote by P ′ a principal fibre bundle with structure group SOn associated to S(E). Hence,
there is a canonical embedding P˜ ⊂ P ′ and so ψ˜ can be considered as a section of P s.
Let ωs denote the connection form on P ′. Observe that ωs restricted to P˜ ⊂ P ′ is simply µ∗(ξ∗ω)
where µ∗ is the representation of son given in Corollary 4.6.1. Therefore, ψ˜∗ωs = µ∗(ψ∗ω) = µ∗ω˜.
Let σ be a local cross section of S(E) for an open subset U ⊂M . Using the given trivialization,
the cross section σ can be written as σ(x) = (x, β(x)) where β : U → W . Therefore, from the
above discussion,
∇sσ = dβ + µ∗ωs(β).
We note that the matrix ω˜ =
∑
i<j ω˜jiei ∧ ej since
∧2Rn ∼= son. Thus, from Proposition 4.5.3,





where · denotes Clifford module multiplication.






Ω˜ji ⊗ eiej · σ.
5.3 Dirac operators
We now consider the special case where the vector bundle E is the tangent bundle T (M). Denote
the Clifford bundle Cl(T (M)) of M by Cl(M). The Riemannian metric of M induces a natural
isomorphism T (M) ∼= T ∗(M). Hence, the Clifford bundle associated to the cotangent bundle T ∗(M)
is isomorphic with Cl(M). Moreover, there is a natural vector bundle isomorphism between Cl(M)
and the exterior bundle Ω(M) of M .
Definition 5.3.1. Let M be an n-dimensional Riemannian manifold. Let S be any bundle of left
modules over Cl(M), i.e., a vector bundle over M such that at each point x ∈ M , the fibre Sx is
a left module over the algebra Cl(M)x. Suppose that S is endowed with a Riemannian connection.
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at x ∈ M , where e1, . . . , en is an orthonormal basis for Tx(M) and where ∇ is the covariant
derivative on S determined by the connection. We call D the Dirac operator of S. D2 will be called
the Dirac laplacian.
The operator D is independent of the choice of orthonormal frame e1, . . . , en. To prove this,





where B = (Bij) ∈ SOn. Since Clifford multiplication is bilinear,































Definition 5.3.2. Let M be a Riemannian manifold. A Dirac bundle over M is a bundle S of
left modules over Cl(M) together with a Riemannian metric and connection on S satisfying the
following properties.
1. At each x ∈M , 〈Xσ1, Xσ2〉 = 〈σ1, σ2〉 for all σ1, σ2 ∈ Sx and all unit vectors X ∈ Tx(M);
2. The covariant derivative ∇S on S is a module derivation, i.e., ∇S(ϕσ) = (∇ϕ)σ + ϕ(∇Sσ)
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for all cross sections ϕ ∈ Γ(Cl(M)) and all cross sections σ ∈ Γ(S), where ∇ denotes the
covariant derivative on Cl(M).
Any Dirac bundle S has a canonically associated Dirac operator. Define an inner product on





Proposition 5.3.1. The Dirac operator of any Dirac bundle over a Riemannian manifold without
boundary is formally self adjoint, i.e.,
(Dσ1, σ2) = (σ1, Dσ2)
for all compactly supported cross sections σ1 and σ2.
Proof. Fix x ∈ M and choose an orthonormal frame e1, . . . , en in a neighbourhood of x so that


















(ej〈σ1, ejσ2〉)x + 〈σ1, Dσ2〉x



















g(Dσ1, σ2) = div(X) + 〈σ1, Dσ2〉
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Since
∫
M div(V ) = 0, the result follows.
Let S be a Dirac bundle with covariant derivative ∇S over a Riemannian manifold M , and let
E be a vector bundle with connection ∇E overM . Then the tensor product S⊗E is again a bundle
of left modules over Cl(M), where the Clifford module multiplication is given by setting
ϕ · (σ ⊗ ) = (ϕ · σ)⊗ 
for ϕ ∈ Cl(M), σ ∈ S, and  ∈ E.
Proposition 5.3.2. Let S be any Dirac bundle over a Riemannian manifold M with covariant
derivative ∇S and E is any vector bundle over M with covariant derivative ∇E. Then the tensor
product S ⊗ E is again a Dirac bundle over M .
Proof. It is clear that in the tensor product metric on S⊗E, Clifford multiplication by unit tangent
vectors on M is orthogonal. Equip S ⊗ E with the canonical covariant derivative ∇ = ∇S ⊗ ∇E
defined by the formula
∇(σ ⊗ ) = (∇Sσ)⊗ + σ ⊗ (∇E)
where σ ⊗  is a cross section of S ⊗ E. Also, for ϕ a cross section of Cl(M) and σ ⊗  a cross
section of S ⊗ E,
∇(ϕ(σ ⊗ )) = ∇((ϕσ)⊗ ) = (∇S(ϕσ))⊗ + ϕσ ⊗ (∇E)
= ((∇ϕ)σ)⊗ + (ϕ(∇Sσ))⊗ + ϕσ ⊗ (∇E)
= (∇ϕ)(σ ⊗ ) + ϕ(∇S⊗Eσ ⊗ )
By definition, S ⊗ E is a Dirac bundle over M .
We can also define the canonical tensor product curvature transformation R = RS ⊗ RE anal-
ogously where RS and RE denote the curvature transformations of S and E respectively. It is
evident that R is also a derivation.
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Dirac operators on Clifford bundle Cl(M). IfM is a Riemannian manifold, then the Clifford
bundle Cl(M) with its canonical Riemannian connection is a Dirac bundle. Cl(M) can be seen
as a bundle of left modules over itself by left Clifford multiplication, as well as a bundle of right
modules over itself by right Clifford multiplication. Hence, in addition of the canonically associated




(∇ejϕ) · ej .
Clearly Dˆ is formally self-adjoint.
We know that there is a vector space isomorphism Cl(M) ∼= Ω(M). The bundle Ω(M) also has
two canonical operators: the exterior derivative d and its formal adjoint d∗
d : Ω∗(M)→ Ω∗(M), d∗ : Ω∗(M)→ Ω∗(M)
where the adjoint is given by d∗ = (−1)np+n+1 ∗ d∗. The map ∗ : Ωp(M)→ Ωn−p(M) is the linear
map defined by the condition ϕ ∧ ∗ψ = g(ϕ,ψ) ∗ 1 where ∗1 is the volume form.
Lemma 5.3.1. Let x ∈ M and let e1, . . . , en be an orthonormal frame in a neighbourhood U of x




ej ∧∇ej , and d∗ = −
n∑
j=1
ιej ◦ ∇ej .
Proof. Both expressions are independent of the choice of orthonormal frame e1, . . . , en. To establish
the first identity, it suffices to show that the operator on the right satisfies the following axioms for
d (see Chapter 1, Exterior differentiation):
1. d2 = 0;
2. d(ω ∧ µ) = dω ∧ µ+ (−1)pω ∧ dµ for all p-forms ω and q-forms µ;
3. df is the total differential, i.e., df = gradf .
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To prove (1), by linearity it is sufficient to consider ω =
∑
fei1 ∧ · · · ∧ eip where f is a function in




[ej , ek]fej ∧ ek ∧ ei1 ∧ · · · ∧ eip = 0
as ∇ejei = 0 for all i, j at x. For (2),
d(ω ∧ µ) =
n∑
j=1
ej ∧ ((∇ejω) ∧ µ+ ω ∧ (∇ejµ)) = dω ∧ µ+ (−1)pω ∧ dµ.
(3) is obvious. This completes the verification for the first identity.
To prove the second identity, by simplicity, we consider ω =
∑
fe1 ∧ · · · ∧ ep where f is a




ejfej ∧ ep+1 ∧ · · · ∧ en.
Therefore,
∗d ∗ ω =
p∑
j=1









Proposition 5.3.3. Under the canonical isomorphism Cl(M) ∼= Ω(M), the Dirac operators D of
Cl(M) satisfy the following equations:
1. D ∼= d+ d∗;
2. Dˆ ∼= (−1)p(d− d∗).
Consequently, since d2 = (d∗)2 = 0, D2 = Dˆ2 = dd∗+d∗d and DDˆ = DˆD. Define 4 = dd∗+d∗d.
This operator is called the Hodge laplacian.
Proof. Fix x ∈M and choose an orthonormal frame e1, . . . , en in a neighbourhood U of x such that
∇ejei = 0 for all i, j at x. Under the canonical isomorphism Cl(M) ∼= Ω∗(M) (Proposition 4.3.5),
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e · ϕ ∼= e ∧ ϕ− ιeϕ and ϕ · e ∼= (−1)p(e ∧ ϕ+ ιeϕ) for all e ∈ Ω1(M) and ϕ ∈ Ωp(M). The results
follow from Lemma 5.3.1.
We also have Bianchi-type identities for the Riemannian curvature tensor for Cl(M).
Theorem 5.3.1. Let M be a Riemannian manifold and x ∈M . Let R denote the curvature tensor
acting by derivations on the bundle Cl(M). Then at x, for any ϕ ∈ Cl(M),
∑
i<j
(eiejR(ei, ej)(ϕ)−R(ei, ej)(ϕ)ejei) = 0
∑
i<j
eiR(ei, ej)(ϕ)ej = 0
where e1, . . . , en is any orthonormal frame in a neighbourhood U of x.
Proof. Choose an orthonormal frame e1, . . . , en such that ∇ejei = 0 for all i, j at x. Then for any






















Similarly, at x, Dˆ2ϕ = −∑j ∇ej∇ejϕ +∑i<j RC(ei, ej)(ϕ)ejei. The first identity follows from
D2 = Dˆ2 = 0.








The second identity follows by subtracting the two equations and using the fact thatDDˆ = DˆD.
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5.4 Bochner-type identities
Let M be a spin manifold with a spin structure on its tangent bundle T (M). Let S be a spinor
bundle associated to the bundle of oriented orthonormal frames SO(M). Then S is a bundle of
modules over Cl(M). Moreover, S carries a Riemannian connection satisfying the properties given
in the definition of a Dirac bundle. Thus, S has a canonically associated Dirac operator. This
operator will be called the Atiyah-Singer operator.
Definition 5.4.1. Let E be a vector bundle over a Riemannian manifold M with covariant deriva-
tive ∇. Given a cross section ϕ of E, the connection laplacian ∇∗∇ : Γ(E) → Γ(E) is defined
by
∇∗∇ϕ = −trace(∇2ϕ).




(∇2ϕ)(; ej ; ej).
Proposition 5.4.1. The connection laplacian is non-negative and formally self-adjoint. In partic-
ular, for all ϕ,ψ ∈ Γ(E) with either ϕ or ψ having compact support,
(∇∗∇ϕ,ψ) = (∇ϕ,∇ψ).
Therefore, if M is compact, then ∇∗∇ϕ = 0 if and only if ∇ϕ = 0, i.e. ϕ is parallel.
Proof. Fix x ∈ M and choose an orthonormal frame e1, . . . , en in a neighbourhood of x so that















= −div(V )x + 〈∇ϕ,∇ψ〉x
where V is the vector field defined in the proof of Proposition 5.3.1. The equality (∇∗∇ϕ,ψ) =
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(∇ϕ,∇ψ) follows immediately by integration over M . This completes the proof.







at x ∈M where (e1, . . . , en) is an orthonormal frame in a neighbourhood of x and R is the curvature
of S.
Theorem 5.4.1 (Bochner identity). Let S be a Dirac bundle over M , D the Dirac operator and
∇∗∇ the connection laplacian. Then
D2 = ∇∗∇+R.
Proof. Fix x ∈ M and choose an orthonormal frame e1, . . . , en in a neighbourhood of x so that














(∇2ϕ)(; ej ; ej) +
∑
1≤j<k≤n








ejekR(ej , ek)ϕ = ∇∗∇+R.
for all ϕ ∈ Γ(E).
We shall apply the Bochner identity on E = T (M) the tangent bundle over a Riemannian
manifoldM . Let g and R denote the Riemannian metric and curvature tensor of T (M) respectively.
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g(R(ϕ, ej)ej , ψ)
at a point x ∈M , where ϕ,ψ ∈ Γ(T (M)) and e1, . . . , en is an orthonormal frame in the neighbour-





Ric and Ricci are related as follows: Ric(ϕ,ψ) = g(Ricci(ϕ), ψ).
We have the following result from Theorem 5.4.1.
Theorem 5.4.2. LetM be a Riemannian manifold, 4 the Hodge laplacian and ∇∗∇ the connection
laplacian of its tangent bundle. Then
4 = ∇∗∇+ Ricci.
Proof. By Theorem 5.4.1, it suffices to show that R =Ricci. Fix x ∈M and choose an orthonormal







































eiejg(R(ϕ, ej)(ej), ei)ei =
∑
j
R(ϕ, ej)(ej) = Ricci(ϕ)
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For a p-form ϕ, if 4ϕ = 0, we say that it is a harmonic p-form.
Theorem 5.4.3 (Bochner). LetM be a compact Riemannian manifold without boundary. If Ric≥ 0
on M and Ric> 0 at one point, then no harmonic one-form exists. Moreover, if Ric= 0, then every
harmonic one-form is globally parallel.
Proof. Suppose on the contrary that there exists a non-zero harmonic one-form ϕ. By Proposition






g(Ricci(ϕ), ϕ) = −(∇∗∇ϕ,ϕ) = −‖∇ϕ‖2 ≤ 0,
implying that Ric≤ 0. If Ric≥ 0, then ∇ϕ = 0, implying that ϕ is constant. Hence, if at some
point, Ric> 0, then
∫
M Ric(ϕ,ϕ) > 0, which is a contradiction. This proves the first assertion. The
second assertion is obvous.




g(R(ek, ej)ej , ek).
Theorem 5.4.4 (Lichnerowicz). Let M be a compact spin manifold with fixed spin structure on
its tangent bundle. Let S be a spinor bundle over M associated SO(M) endowed with the canon-
ical Riemannian connection. Let /D denote the Atiyah-Singer operator and ∇∗∇ the connection
laplacian on S. Then
/D
2 = ∇∗∇+ 1
4
κ.
Proof. Fix x ∈ M and choose an orthonormal frame e1, . . . , en in a neighbourhood of x. Recall






Ω˜ji ⊗ eiej · σ.
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where g is the Riemannian metric and R is the curvature tensor. Hence, by the Bianchi identities







































We say that a spin manifold has no harmonic spinors, if ker /D = 0 for any spinor bundle
associated to the tangent bundle of the manifold.
Corollary 5.4.1. Any compact spin manifold with κ ≥ 0 and κ > 0 at some point admits no
harmonic spinors. Moreover, on a compact spin manifold with κ = 0, every harmonic spinor is
globally parallel.
Proof. Suppose on the contrary that there exists ϕ ∈ Γ(E) such that /Dϕ = 0. Thus, by Proposition
5.4.1 and Lichnerowicz’s theorem,
∫
M
κ‖ϕ‖2 = −4(∇∗∇ϕ,ϕ) = −4‖∇ϕ‖2 ≤ 0.
So if κ ≥ 0, then ∇ϕ = 0, implying that ϕ is constant. Hence, if at some point κ > 0, then∫
M κ‖ϕ‖ > 0, which is a contradiction. The second assertion is obvious.
5.4 Bochner-type identities 107
LetM be a spin manifold, S a spinor bundle overM with connection ∇S , and E a vector bundle
over M equipped with connection ∇E . Then we have proved that the bundle S⊗E, equipped with
the tensor product connection∇ = ∇S⊗∇E , is a Dirac bundle overM . Define a smooth, symmetric
bundle endomorphism R˜ : S ⊗ E → S ⊗ E by the formula




(ejekσ)⊗ (RE(ej , ek)())
where RE denotes the curvature of the bundle E, and e1, . . . , en denotes an orthonormal frame at
a point x ∈M .
Theorem 5.4.5. Let M be a spin manifold with scalar curvature κ, and let S ⊗ E be a Dirac
bundle over M as above. Then the Dirac operator /D and the connection laplacian (∇)∗∇ of the
tensor product connection ∇ satisfy the identity
/D
2 = ∇∗∇+ 1
4
κ+ R˜.
Proof. From the Bochner Identity (Theorem 5.4.1),
/D
2 = ∇∗∇+R.
Hence, it suffices to show that R = 14κ + R˜. Now, fix x ∈ M and choose an orthonormal frame
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e1, . . . , en in a neighbourhood U of x. At x,

































⊗ + R˜(σ ⊗ )










and this completes the proof.
Define R˜icci : S ⊗ T (M)→ S ⊗ T (M) by R˜icci(σ ⊗ ) = σ ⊗ (Ricci()).
Corollary 5.4.2. Let M be a spin manifold with scalar curvature κ, and T (M) the tangent bundle
of M . Then for the Dirac bundle S ⊗ T (M), the Dirac operator /D and the connection laplacian
∇∗∇ of the tensor product connection ∇ satisfy the identity
/D
2 = ∇∗∇+ 1
4
κ+ R˜icci.
Proof. From Theorem 5.4.5, it suffices to show that R˜ = R˜icci. But the justification follows the
same manner as in the proof of Theorem 5.4.2.
Chapter 6
Postlude
One might question why one should toil tirelessly to develop such huge machinery. I will attempt
to answer the question here. However, due to time contraint, I am unable to study further and so
explain the ideas fully. Usually one will require a couple of years in graduate school to learn the
ropes.
One motivation for such tools is due to field theory. The development of Maxwell’s electro-
dynamics has led to the newly minted field theory a century ago. It has the striking geometric
character that resembles Einstein’s general theory of relativity. With the advent of gauge theory
to describe fundamental particle interactions, physical fields, originally represented by functions
on spacetime, had to be treated as sections of fibre bundles. This change was already implicitly
presaged by general relativity, which was discussed earlier in Riemannian geometry.
This development had remarkable mathematical consequences. In about 1995, Seiberg and
Witten introduced a gauge-theoretic invariant in order to explore the structure of four-dimensional
manifolds. They claimed that the new invariant are closely related to the invariants created by
Donaldson in 1980. Donaldson’s invariants of principal fibre bundles and connections are an im-
portant tool in the study of the smooth four-dimensional manifolds, and it catapulted him to fame
within the mathematics community. The more general Seiberg-Witten’s invariants are thus crucial
as well. However, these new invariants are easier to work with since they involve principal fibre
bundles with structure group U(1) instead of the non-abelian groups such as SU(2) in Donaldson
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theory. In fact, conjectures from Donaldson theory that seem too difficult to resolve suddenly fall
to their knees using Seiberg-Witten theory.
On the more immediate front, the machinery also enables us to understand certain manifolds.
The spinor bundles shed light on the deep relations between Riemannian geometry and global
topology. The various index theorems of Atiyah and Singer provide the tools to discuss the global
topology of spin manifolds. The construction of the Atiyah-Singer operator gave the link for us to
understand the geometry of spin manifolds.
In another instance, one important application of the Atiyah-Singer operator is in the study of
manifolds of positive scalar curvature. We will touch on some results here. The reader may refer
to Gromov-Lawson [2],[3] for a fuller discussion.
Definition 6.0.2. Let ε > 0 be given. A smooth map f : M → N between Riemannian manifolds
M and N is said to be -contracting if ‖f∗X‖ ≤ ‖X‖ for all tangent vectors X of M .
Let Sn(1) denote the standard Riemannian n-sphere of constant curvature κ = 1. A map is
said to be constant at infinity if it is constant outside a compact set. The degree of such a map






where ω is an n-form on Sn with non-zero integral.
Definition 6.0.3. A compact Riemannian n-dimensional manifold is said to be enlargeable if for
every ε > 0 there exists an orientable Riemannian covering space which admits an ε-contracting
map onto Sn(1) which is constant at infinity and of non-zero degree.
If for each ε > 0, there is a finite covering space with these properties, the manifold is called
compactly enlargeable.
Enlargeability fulfills several properties. It is independent of the Riemannian metric, and de-
pends only on the homotopy-type of the manifold. The product of enlargeable manifolds is enlarge-
able. So is the connected sum of any manifold with an enlargeable manifold. Any manifold which
admits a map of non-zero degree onto an enlargeable manifold is itself enlargeable.
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An example of an enlargeable manifold is the torus Tn = Rn/Zn. Gromov and Lawson [2]
proves that in fact any compact manifold that admits a metric of non-positive sectional curvature
is enlargeable. Gromov and Lawson [2],[3] also proves the following main result.
Theorem 6.0.6 (Gromov-Lawson). A compactly enlargeable spin manifold cannot carry a metric
of positive scalar curvature.
We want to illustrate how this theorem can be proved using the spin geometry discussed earlier.
However before we can give a proof, we require an essential result from the famous Atiyah-Singer
Index Theorem.
Index of the twisted Atiyah-Singer operator
Let M be a compact Riemannian spin manifold with dimension 2n. Let SC be a complex spinor
bundle over M with Dirac operator /D. Recall that the complex volume element ωC is given by
ωC = ine1 . . . e2n for any positively oriented orthonormal tangent frame e1, . . . , e2n of M . Then
ω2C = 1 and eωC = −ωCe for any e ∈ T (M). Then we have a decomposition SC = S+C ⊕ S−C where
S±C are the ±1 eigenbundles for Clifford multiplication by ωC. S±C have the same dimension and
they form Z2-graded modules.
Let E be any complex vector bundle over M and consider the tensor product SC ⊗ E. Equip
SC ⊗E with a Dirac operator /D. From the definition of the Dirac operator, it is evident that /D is




where /D± : Γ(S±C )→ Γ(S∓C ). Since /D is self-adjoint, /D
± are adjoints of each other.
Define the twisted Atiyah-Singer operator /D+ : Γ(S+C (M)⊗E)→ Γ(S−C (M)⊗E). As a corollary
of the Atiyah-Singer Index Theorem, we have the following.
Theorem 6.0.7. Let M be a compact spin manifold of dimension 2m and E complex vector bundle
over M . Consider the Atiyah-Singer operator /D+ : Γ(S+C (M)⊗ E)→ Γ(S−C (M)⊗ E). Then
ind( /D+) = (ch E · Aˆ(M))[M ]
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where ch is the total Chern character of E and Aˆ(M) is the total Aˆ-class of M .
Outline of proof of Theorem 6.0.6
The proof is by contradiction. We suppose that a compactly enlargeable manifold M carries a
metric with κ ≥ c > 0. We may assume that M has even dimension 2n. If not, we replace M
by M × S1 which is still compactly enlargeable and carries a positive scalar curvature. Choose
a complex vector bundle E′ over S2n(1) such that the top Chern class cn(E′) 6= 0. Since the
vector bundle is complex, we can fix a unitary connection ∇′ which is in the same spirit of linear
connection for real vector bundles.
Choose ε > 0 and a finite orientable covering N which admits an ε-contracting map f : N →
S2n(1) of non-zero degree. We pull back the complex vector bundle E′ to N by f . Thus we have
an induced bundle E ≡ f∗E′ with connection ∇ ≡ f∗∇′. Consider the complex spinor bundle SC
of M with its canonical Riemannian connection, and consider the Atiyah-Singer operator /D on the
tensor product SC ⊗ E. From Theorem 5.4.5, we have
/D
2 = ∇∗∇+ 1
4
κ+ R˜.




κ− ‖R˜‖ ≥ 1
4
c− ‖R˜‖
where ‖R˜‖ denotes the pointwise norm of R˜.
Using the formula in Theorem 6.0.7, the index of the twisted Atiyah-Singer operator /D+ can
be computed to be non-zero. On the other hand, from the above inequality, if 14c > ‖R˜‖, then
/D
2
> 0 and so this will imply that the index of /D+ is zero. This is the contradiction that we seek.
It suffices to show that ‖R˜‖ < 14c is satisfied.
We note that there exists a constant k depending on the dimension ofM such that ‖R˜‖ ≤ k‖RE‖
where RE is the curvature transformation of E. RE is the pull-back of the curvature transformation
RE
′
of E′. Fix a point x ∈ N . Choose an orthonormal basis φ1, . . . , φn(n−1)/2 of
∧2 Tx(N) such
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that 〈f∗φj , f∗φk〉 = λ2jδjk. Since f is ε-contracting, |λj | ≤ ε2 for all j. Using f , there exists an
orthonormal basis φ′1, . . . , φ′n(n−1)/2 of














As such, we have ‖R˜‖ ≤ k‖RE‖ ≤ ε2k‖RE′‖. Therefore, the condition is satisfied if ε <√ c4k . This
completes the proof.
In fact, we have a more general result for enlargeable manifolds.
Theorem 6.0.8 (Gromov-Lawson). A (compact) enlargeable spin manifold cannot carry a metric
of positive scalar curvature. Moreover, any metric with κ ≥ 0 on the manifold must be flat.
According to the theorem, in the example of a torus, among all the Riemannian metrics that
can be prescribed on it, the only one that has κ ≥ 0 is flat. Gromov and Lawson generalizes the
above result for non-compact manifolds as well.
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