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ABSTRACT 
Let V be a finite-dimensional vector space over a field of characteristic different 
from two. Let V carry a symmetric bilinearform. We show that the weak orthogonal 
group 0 *(V) is always trireflectional, and is bireflectional if and only if the index of 
the form or the dimension of the radical is at most 1. 
0. INTRODUCTION 
Let G be a group generated by the set of its involutions. We call G 
k-reflectional if every element of G is a product of k involutions. For 
example, the group of motions of a Euclidean or an elliptic or a hyperbolic 
plane is bireflectional (i.e. Sreflectional). Also the symmetric group of a finite 
set if bireflectional. 
We consider a finite-dimensional vector space V over a commutative field 
K carrying a bilinear form for a quadratic form Q. V is called regular if f (or 
0) is nondegenerate. The following theorem (where f is supposed to be 
sym”metric) is due to M. J. Wonenburger [12] in the case char K # 2 and 
D. Z. Djokovii: [3] for arbitrary characteristic: 
THEOREM WD. Zf V is regular, then the orthogonal group O(V, f) is 
birejlectionul. 
In particular, if char K = 2 and V is regular, then the symplectic group 
Sp(V) is bireflectional. This has also been proved by Gow [6] and by Ellers 
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and Nolte [4]. The same authors established the bireflectionality of the group 
0( V, Q) under the assumption that V is regular. 
Let ESp(V) denote the group consisting of symplectic and skew-sym- 
plectic transformations [a skew-symplectic transformation Q satisfies 
f(xn, YT) = - f(x, Y) f or X, y E V]. In [12] Wonenburger also claimed the 
following result for char K + 2: 
THEOREM W. Every symplectic transformation is a product of two 
skew-symplectic involutions. 
Using this result, it is not difficult to show that the group ESp(V) is 
trireflectional but not bireflectional. 
However, Wonenburger’s arguments are not quite correct; cf. [12, Lemma 
51. Her proof of Theorem WD and Theorem W yields even the following 
stronger result: 
THEOREM. Let V be regular, r E O(V) [Sp(V)], and let the path of T 
be the subspace B(T) = V(T - 1). Then 
57=paandB(n)=B(p)+B(a) (*) 
for some orthogonal [ skew-symplectic] involutions p and u. 
If char K = 2, then every isometry satisfies ( * ). However, if char K z 2, 
then each orthogonal isometry whose path is totally isotropic does not admit 
involutions such that (*) holds; in the symplectic case with char K # 2 the 
identity yields a counterexample. Nevertheless Theorem W is true. A slight 
modification of DjokovG’s proof of Theorem WD supplies a correct proof of 
Theorem W. 
Using the property (*), Ellers, Frank, and Nolte [5] showed that the weak 
orthogonal group 0 *(V, Q) = { 7~ E O(V)]rr = r for r E radV } is also bire- 
flectional. Now the question remains whether in the case of char K # 2 their 
assertion is true. 
One purpose of this paper is to show that it is not generally true. We shall 
construct a class of counterexamples. Moreover we shall prove the following 
theorems (From now on we assume charK # 2): 
THEOREM A. 0 *(V) is trireflectional. 
Let indV be the number of hyperbolic planes occurring in a Witt 
decomposition of V. 
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THEOREM B. 0 *(V) is birejlectionul if and only if indV < 1 or 
dimradV < 1. 
Finally we attempt a description of isometries satisfying ( * ). The final 
result on this subject will appear in a further paper [9]. 
Preliminaries 
Let 71 E Hom(V, V). For n E N let B”(r) denote the subspace V(m - 1)“; 
F”(a) denotes the kernel of (r - l)“, and Neg(r) the kernel of P + 1. Let 
Bm(7r) = n,B”(n) and F”(a) = U,,F”(r). B(a)= B’(n) is the path and 
F(r) = F ‘( ~7) is the fix of r. A subspace containing B( 7r) is invariant under 
71. For any p-invariant subspace T let rr denote the restriction of n to T. 
r is called an involution if P’ = 1. Let V carry a symmetric bilinear form 
f. We write V = U I W if U and W are subspaces of V such that V = U + W 
and U<WI= {uEV: f(u,W)=O}. If in addition U fl W = 0, then we 
write V = U@ W. Let mip r be the minimum polynomial of 7~. 
Next we collect some simple lemmas. 
LEMMA 0.1. Let n E Hom(V, V), and let T be a r-invariant subspace 
of v. 
(a) If T f~ B(r) = 0 then T < F(r). 
(b) ZfTnF(r)=O the-nT<B(m). 
LEMMA 0.2. Let a, p E Hom(V, V), and let r E GL(V). 
(a) B(4)+ B(P) = B(e)+ B(P). 
(b) B”(cu”) = B”(cu)r, F”(cy”) = F”(a)n. 
(c) B”(C’) = B”(r), B”(n_‘) = B”(7r). 
LEMMA 0.3. Let u E Hom( V, V). The following statements are equiv- 
alent: 
(i) u is an involution. 
(ii) B(a) = Neg( a). 
(iii) V= Neg(u)@F(u). 
LEMMA 0.4. Let r E O(V). Then F”(a) G B”(m) _L and dim B”(r) 1 = 
dimF”(m)+dimB”(n)nR. Furthermore, if V is regular then F”(n)= 
B”(7r)l. 
LEMMA 0.5. V= B”(r)@F=‘(?r). 
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Let R = rad V denote the radical of V = (V, f). The factor space V = V/R 
together with the induced bilinear form is a regular vector space. Then 
ind V = ind v is the dimension of a maximal totally isotropic subspace of V. If 
7j E O(v) is the isometry induced by 7~ E O(V), then B(f) = (B(m) + R)/R. 
Let 7~ E O(V). We say V is an orthogonally indecomposable +moduIe if 
V does not admit a proper orthogonal decomposition V = U I W into n- 
invariant subspaces U and W. If V is regular, Huppek distinguishes three 
types of okhogonaIIy indecomposable 7r-modules [7, 81. We give an overview 
and present some properties: 
CLASSIFICATION 0.6. 
Type 1: V is a direct sum of two cyclic ?r-modules U and W such that 
mip 7r = mip rITu = mip gw = (x + 1)2t, tEN. If mipn=(x-1)2t; then 
B”( 7r) = F 2t-n(r) and Bt(a) = F”(r) is totally isotropic. In particular, 
indV > 2, dimV = 4t, and cod B(n) = dim F(r) = 2. B(r)/F(r) is a fi- 
module of type 1. 
Type 2: V is Ircyclic. The dimension of V is odd if and only if 
mip n = (x + 1)‘. 
Type 3: V is a direct sum of two cyclic Ir-modules. F( IT) = 0 = Neg( r ); 
dimV is even. 
1. PROOF OF THEOREM A 
We need a couple of lemmas in order to prove theorem A. 
LEMMA 1.1. Let W be a subspace of V. If V is regular, then V = W@T 
for some regulur subspace T. 
Proof. Take a subspace T of maximal dimension such that T is regular 
and T fl W = 0. Assume that T 1 6 T + W. Since T 1 is regular, there is an 
anisotropic vector v E T 1 - (T + W). (Being regular, T 1 has an orthogonal 
basis of anisotropic vectors.) Hence T’ := T@ (v) is a regular subspace 
satisfying T’ n W = 0, contradicting the choice of T. Thus we obtain V = T 
+Ti G-T++. 
LEMMA 1.2. Let a and p be e&omorphisms of 
space. Zf B(a)fl B(B) = 0 then F(c$) = F(a)fl F(P). 
Proof. Cf. [lo, 1.21. 
an arbitrary vector 
n 
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LEMMA 1.3. Suppose that V i.s regular. If a and p are isometrics of V 
such that B(a)n B(P) = 0, then B(a/?) = B(a)+ B(P). 
Proof. Lemma 1.2 yields B(cwB)= F(c$)~ = F(a)' + F(P)* = B(a)+ 
B(P). n 
LEMMA 1.4. Every involution p G O(V/R) admits an involution u E 
0 *(V) such that p = 6. 
Proof. Let B(p) = U/R. Since B(p) is regular, we have rad U = R. Take 
a complement T of R in U. Then T is regular and the unique involution u 
with B(a)= T satisfies B(Z)= T= U/R = B(p). n 
LEMMA 1.5. Let LEO such that B(n)nR=o. Then r=pa for 
some involutions p and u E 0 *(V). 
Proof. Take a complement W of R containing B(a). Then W is regular 
and r-invariant. Theorem WD supplies involutions p’ and u ’ such that 
7rw = p’u ‘. Extending p’ and u ‘, we obtain involutions p and u E 0 *(V) 
with r = pa. n 
LEMMA 1.6. Let r E O(V). There is an involution u E 0 *(V) such that 
V = B(Tu)+ R. 
Proof. Take a regular c_omplement U of B(f); cf. Lemma 1.1. Let p be 
the unique involution in O(V) with B(p) = U. Then B(d) n B(p) = 0 implies 
B(+p) = B( IT) + B(p) = I? From Lemma 1.4 we obtain an involution u E 
O*(V)suchthatp=o”.Finallyweget~=B(iip)=B(776”)=[B(nu)+R]/R; 
henceV= B(vu)+ R. n 
Now we can prove the theorem. 
Let 7~ E 0 *(V ). Lemma 1.6 supplies an involution u E 0 *(V) with 
V = B(mr) + R. Thus dim R 2 cod B(m) = dim F(ru). Since R < F(m), this 
implies B(ru)n R = 0. Now we apply Lemma 1.5 to the isometry rru, and 
the proof is done. 
2. PRODUCTS OF TWO INVOLUTIONS 
The purpose of this section is twofold. First we want to construct a class 
of counterexamples to the assertion of Ellers, Nolte, and Frank mentioned in 
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the introduction. Secondly we study the property ( * ) for isometries of a 
regular orthogonal vector space. This purpose demands a look at orthogonally 
indecomposable 7r-modules. 
LEMMA 2.1. Let p, u E GL(V) be involutions and r = po. Then ~TP = 
77 0-_ -77 - ‘; hence B”( IT) and F”(m) are invariant under p and u. 
LEMMA 2.2. Let p and a E GL(V) be involutions and r = pa. If 
Neg( r ) = 0 then dim B(p) = dim B(u). 
Proof. From B(p)nF(u)gNeg(r)=O follows dimB(p)<codF(e)= 
dim B(u). Just so, dim B(u) < dim B(p). n 
LEMMA 2.3. Let p and u E O*(V) be involutions and 7~ = pa. Zf 
B(p) < B(r) then B(p)n B(u) = 0. 
Proof. B(p) G B(m) implies B(p)n B(o) 6 F(r) d B(r)’ G F(P), 
hence B(p)n B(a) = 0. 
LEMMA 2.4. Let V be a regular vector space. Zf T is a totally isotropic 
subspace of V with dim T = i dimV and if u E O(V) is an involution leaving 
T invariant, then B(u) and F(u) are hyperbolic spaces. 
Proof. Since ur is an involution, we have T = B( (I~) + F(u,). B(uT) is a 
totally isotropic subspace of the regular space B(u). This implies dim B(u,) d 
idimB(u). Similarly dimF(ur)<idimF(u). Since V=B(u)+F(u), we 
conclude dim B( uT) = i dim B( u ) and dim F( uT) = f dim F(u). n 
Throughout the rest of this section we shall assume that V is a regular 
orthogonally indecomposable 7r-module (hence one of the types described in 
Classification 0.6). Secondly we assume that p and u are involutions in O(V) 
whose product is 7~. 
LEMMA 2.5. Let V be of type 1 with mip s = (x - 1)2t. Then 
(a) B(r) s B(p)+ B(a) 2 V. In particukzr, 7~ does not satisfy (*). 
(b) 0 $; B(p)n B(a) $ F(r). 
(c) B(p) and B(a) are hyperbolic spaces of dimension f dimV. 
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Proof. (a): We have B(r) < B(p)+ B(o). The involution u (and also p) 
and the subspace T := BL( r) fulfill the requirements of Lemma 2.4. Thus the 
subspaces B(p), F(p), B(a), and F(a) are hyperbolic. Assume first that 
B(r) = B(p)+ B(u) and thereby B(n) = B(p)@B(u); cf. Lemma 2.3. This 
implies dim B(q) = O(4), contradicting Classification 0.6. 
NextassumethatV=B(p)+B(u).ThenF(~)nF(p)=F(p)nF(u)=O. 
Using Lemma 0.1, we obtain F(a) G B(p); hence B( - p) = F(p) G B(a). 
Thus we have B(r) = B( - p) + B( - a), and the previous argument, with 
- p and - u instead of p and u, finishes the proof of (a). 
(b): Applying (a) to the product 7~ = ( - p)( - a), we get B(n) s F(p) + 
F(u) s V. This implies 0 s B(p) n B(u) 2 F(r). 
(c) follows from the dimension formula. n 
LEMMA 2.6. Zf V is of type 2 with mip r = (x - l)‘, then either 
OT 
B(77) = B( - p) @B( - u). 
In particular, T satisfies ( * ). 
Proof. F(T) is invariant under p and (I. Thus we have either F(T) = 
B(p)n7(u)=F(-p)nF(-u)orF(n)=F(p)nF(u);cf.LemmaO.l.This 
implies B(r)=&-p)+B(- ) u or B(7r) = B(p) + B(u). Our statement fol- 
lows now from Lemma 2.3. n 
LEMMA 2.7. Let V be of type 1 with mip r = (x + 1)2’. Then 
dim B(p) = dim B(u) = i dimV. 
Proof. We have - r = - pa, and - r is of type 1 with mip( - m) = 
c ~~1)~; Applying Lemma 2.5, we get dim B(p) = cod F(p) = cod B( - p) 
im . n 
LEMMA 2.8. Let V be an orthogonally indecomposable r-module. Then 
n satisfies ( * ) if and only if V is not of type 1 with mip n = (X - 1)2t. 
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Proof. If x - 1 does not divide mip rr, then B(n) = V and 7~ satisfies 
( *). Else our statement follows from Lemmas 2.5 and 2.6. 
COROLLARY 2.9. Let V be an orthogonally indecomposable mnodule. 
Then dim B(p) = dim B(a) = + dimV if and only if V is not of type 2 with 
mip n = (x * 1)‘. 
EXAMPLE 2.10. Let W be a r-module of type 1 with mip r = (x - 1)2t, 
t > 2. Let V = B(a). Then 7~” E O*(V), but rv is not a product of two 
involutions in 0 *(V). 
Proof. Assume 7rv = pa for some involutions p, u E 0 *(V). Then +v = 
fig. The involutions fi, ~7 E O(V) fulfill dim B(p) = dim B( 6) and dim B(a) = 
dim B(G). Since V is a +,-module of type 1, we have dim B(p) = dim B(u) 
= i dimV; cf. Lemma 2.5(c). Since B(rr,) < B(p) + B(u) and dim B(vr,) = 
dimB2(n)=dimV-2=dimV,weconcludethat B(r”)=B(p)+B(u).This 
yields B(?r,)l = F(p)n F(u) < F(r,); hence B(a,)n R = 0 (cf. Lemma 
0.4). On the other hand, R = F(r) < B2( r) = B(T,); cf. Lemma 0.6. w 
3. PROOF OF THEOREM B 
In this section let V be an orthogonal vector space. Let v denote some 
regular closure of V. Then we have dimv = dimV +dim R and therefore 
R 1 = V, where I is taken in v. For r E O(V) let ?Y E O(v) denote an 
arbitrary extension of r. By a theorem of Witt at least one such + exists. 
LEMMA 3.1. Let 7r E O*(V). 
(a) B(f) G V. 
(b) Zf T is unipotent then +7 is also unipotent. 
Proof. (a): R<F(n)<F(?T)implies B(+=F(7T)l <R* =V. 
(b) follows immediately from (a). n 
LEMMA 3.2. Let 7 E O(V). Zf R Q B(T), then 
(a) F(r) = F(f), 
(b) dim F( 77) = dim F(R) = dim F( ??). 
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Proof. (a): R<B(7r)<B(?i)implies F(?)=B(?i)l <RI =V. 
(b): B( 77) = (B(r) + R)/R = B(v)/R. This yields dim F( 7j) = dimV - 
dim B(+) = dimV - dim R - [dim B(n) - dim R] = dimV - dim B(a) = 
dim F( r ). l 
LEMMA 3.3. Let r E 0 *(V). Zf V is an orthogonally indecomposable 
sr-module, then V is an orthogonally indecomposable ii-module. Furthermore, 
R<B(a) exceptwhenR=VanddimV=l. 
Proof. Let v = U I W be a proper orthogonal decomposition of V into 
ii-modules. There are subspaces S and T of V such that U = S/R and 
W = T/R. Then V = S I T is a proper orthogonal decomposition of V into 
n-modules. 
Suppose that R < B(s). Take r E R - B(n). Then we can select a 
subspace W such that V = (r ) @W and B(r) < W. This is a proper orthogo- 
nal decomposition of V into n-modules, except when (r) = V. n 
LEMMA 3.4. Let V be a sr-module of type 1. Let V = S@ T, where S and 
T are mzyclic subspaces. Then 7r is a product of two involutions in O(V) 
leaving S and T invariant. 
Proof. Cf. [3, proof of Lemma 81. n 
LEMMA 3.5. Let V be a regular orthogonally indecomposable +module 
and let v E F(n). Then n is a product of two involutions leaving v fixed. 
Proof. We may assume v # 0. It is sufficient to prove that 9r is a 
product of two involutions leaving (v) invariant, since we can replace the 
involutions by their negatives. If V is ~rcychc, then (v) = F(r) and the 
assertion follows from Theorem WD and Lemma 2.1. Now let V be of type 
1; hence mip r = (r - 1)” for some t E N. We have v E F(r) < B2L-‘(lr); 
hence w(r - l)‘-’ = v for some w E V. The cyclic subspace S generated by 
w has maximal order. Thus V = S@T for some cyclic r-module T. Now 
(v) = F(n,), and th e s a t t ement follows from Lemmas 3.4 and 2.1. w 
Now we can prove the following theorem: 
THEOREM 3.6. Zf dim R < 1 or indV < 1, then 0 *(V) is bireflectional. 
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Proof. Let 7r E 0 *(V). Consider an orthogonal splitting V = Vi J_ . . . 
I V, into orthogonally indecomposable r-modules. Each component V 
satisfies dim Rad Vi < 1 or indVi < 1. Let vi be the restriction of r to Vi. 
Suppose that ri = piai is a product of involutions pi, ui E O*(V). Since 
wpi = u = opj holds for every u E Vi n Vi, i # j, there is a unique involution 
p E O(V) such that the restriction of p to V is pi. Similarly we get an 
involution (I E O(V). Clearly p, u E O*(V) and 7~ = pa. Thus we may as- 
sume 
V is an orthogonally indecomposable r-module, V# R. (#> 
If ind V < 1, then the orthogonally indecomposable +-module V is not of type 
1; hence dim F(a) = dim F(e) Q 1; see Classification 0.6 and Lemma 3.2. 
Therefore we have in any case dim R < 1. If R = 0, then we can apply 
Theorem W. So we may additionally assume 
dimR=l. (##) 
Now Lemma 0.5 implies V = F”(a), i.e., +rr is unipotent. Hence m is 
unipotent by Lemma 3.1. Since V is an orthogonally indecomposable ii-mod- 
ule and since R < B(r), we have dim F(f) = dim F(iT) < 2; see Lemmas 3.3 
and 3.2. Classification 0.6 provides two possibilities: Either 7 is a +module 
of type 1 or v is the orthogonal sum of at most two components of type 2. 
- - 
Lemma 3.5 supplies involutions p, u E O(v) whose product is +? such that 
F(p) n F(a) contains R in the first case or even F( +) in the second case. 
Now R G F(p) n F(6) implies that V = R 1 is invariant under 3 and 5. 
Finally we have r = pa and p, u E O*(V), where p and u are the restric- 
tions of p and a to V. n 
LEMMA 3.7. Let V be an orthogonal vector space such that dim R 2 2 
and indV >, 2. Then there is some r E 0 *(V) that is not a product of two 
involutions in 0 *(V). 
Proof. Let V = A I H, I . . . I H, I R be a Witt decomposition where 
A is anisotropic and the Hi are hyperbolic planes. Choose a basis a 1,. . . , a r of 
R, and let ci, di be a hyperbolic basis of Hi. Observe that k >, 2 and r > 2. 
We define 7~ E GL(V) such that r is the identity on T := A + H, + . . . + H, 
+ R and ci7~ = ci + a,, c2~ = c1 + c2, d,n = d, - d, + a2, d2r = d, - a2. It 
is easy to check that 
F(r)=T and I~EO*(V). (I) 
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We claim 
T is not a product of two involutions of 0 * (V ) . W) 
Suppose that r = pa for some involutions p, u E 0 *(V). Then F(a), and 




B(a) = B(n,) = (a,, a 2, cl, d 2) is totally isotropic, 
=w = PWDW and pw,aw E O*(W). 
(2) 
Now W/R is a 4dimensional 77,- module of type 1. Therefore dim B( p w) = 
dim B( fi w) = dim I?( gw) = dim B( a,) = 2; see Lemma 2.5(c). This yields 
B( 7~~) = B( p w) + B( uw). In particular, B( p w) is totally isotropic. However, 
the path of an involution lying in the weak orthogonal group is a regular 
subspace. n 
It is clear that Theorem B follows from Theorem 3.6 and Lemma 3.7. 
REMARK. In summer 1985 I informed Professor Ellers about the error 
concerning ( * ) and gave him a first manuscript of this article. Later Professor 
Ellers told me that Professor Nolte, after having learnt about the error, had 
obtained a result similar to Theorem B. 
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