In this letter, we study the effect of a unique initial stimulation on random recurrent networks of leaky integrate-and-fire neurons. Indeed, given a stochastic connectivity, this so-called spontaneous mode exhibits various nontrivial dynamics. This study is based on a mathematical formalism that allows us to examine the variability of the afterward dynamics according to the parameters of the weight distribution. Under the independence hypothesis (e.g., in the case of very large networks), we are able to compute the average number of neurons that fire at a given time-the spiking activity. In accordance with numerical simulations, we prove that this spiking activity reaches a steady state. We characterize this steady state and explore the transients.
Introduction
Many neurobiological problems require understanding the behaviors of large, recurrent spiking neural networks. Indeed, it is assumed that these observable behaviors are a result of the collective dynamics of interacting neurons. The question then becomes, given a connectivity of the network and a single neuron property, what are the possible kinds of dynamics?
In the case of homogeneous nets (the same connectivity inside the network), some authors have found sufficient conditions for phase synchronization (locking) or stability (Chow, 1998; Gerstner, 2001) . Coombes (1999) calculated Lyapunov exponents in a given symmetric connectivity map and showed that some neurons were "chaotic" (the highest exponent was positive). In very general cases (Golomb, 1994; van Vreeswijk & Sompolinsky, 1996; Meyer & van Vreeswijk, 2002) , it has been shown that the dynamics can show a broad variety of aspects.
In the case of integrate-and-fire (I&F) neurons, Brunel (1997a, 1997b) used consistency techniques on nets of irregular firing neurons. This technique allowed them to derive a self-sustaining criterion. Using Fokker-Planck diffusion, the same kind of method was used in the case of linear I&F neurons in Mongillo and Amit (2001) , Fusi and Mattia (1999) , and Mattia and del Guidice (2000) , for stochastic networks dynamics with noisy input current (del Guidice & Mattia, 2003) , and in the case of sparse weight connectivity (Brunel, 2000) .
However, stochastic recurrent spiking neurons networks are rarely studied in their spontaneous functioning. Indeed, in most cases, the dynamics is driven by an external current-whether meaningful or noisy. Without this external current, the resulting behavior is often considered as trivial. However, our experimental results show that large, random recurrent networks do exhibit nontrivial functioning modes. Depending on a coupling parameter between neurons (in our case, the variance of the distribution of weights), the network is able to follow a wide spectrum of spontaneous behavior, from the trivial neural death (the initial stimulation does not produce any further spiking activity) to an extreme locking mode (some neurons fire all the time, while others never do). In the intermediate states, the average spiking activity grows with the variance.
Thus, we basically follow the same ideas as in Amit and Brunel (1997a) and Fusi and Mattia (1999) and try to predict these behaviors when using large, random networks. In this case, we need to make an independence hypothesis and use mean field techniques. Note that this so-called mean field hypothesis has been rigorously proven in a different neuronal network model (Moynot & Samuelides, 2002) . More precisely, in our case, the connectivity weights will follow an independent and identically distributed law, and the neurons' firing activities are supposed to be independent.
After introducing the spiking neural model, we propose a mathematical formalism that allows us to determine (with some approximations) the probability law of the spiking activity. Since no hypothesis other than independence is used, a re-injection of the dynamics is needed. It leads, expectedly, to a massive use of recursive equations. Although nonintuitive, these equations are a solid ground on which many conclusions can rigorously be drawn.
Fortunately, the solutions of these equations are as expected, that is, the average spiking activity (and as a consequence the average frequency) reaches a steady state very quickly. Moreover, this steady state depends on only the parameters of the weight distribution. To keep the arguments simple, we detail the process for a weight matrix following a centered normal law. Extensions are proposed afterward for a nonzero mean and a sparse connectivity. All of these results corroborate accurately with simulated neural networks data.
The Neural Model
The following series of equations describe the discrete I&F model we use throughout this letter (Tuckwell, 1988) . Our network consists of N all-toall coupled neurons. Each time a given neuron fires, a synaptic pulse is transmitted to all the other neurons. This firing occurs whenever the neuron potential V crosses a threshold θ from below. Just after the firing occurs, the potential of the neuron is reset to 0. Between a reset and a spike, the dynamics of the potential is given by the following (discrete) temporal equation:
(2.1)
The first part of the right-hand side of the equation describes the leak current-γ is the leak (0 ≤ γ ≤ 1). Obviously, a value of 0 for γ indicates that the neuron has no short-term memory. On the other hand, γ = 1 describes a linear integrator. Since we study only spontaneous dynamics, there is no need to introduce any input current in equation 2.1.
The W i j are the synaptic influences (weights) and δ(x) = 1 whenever x = 0 and 0 otherwise (Kronecker symbol). The T n j are the times of firing of a neuron j and a multiple of the sample discretization time. The times of firing are formally defined for all neurons i as V i (T n i − t) > θ and the nth firing date recursively as
We set T 0 i = −∞. Moreover, once it has fired, the neuron's potential is reset to zero. Thus, when computing V i (T n i + 1), we set V i (T n i ) = 0 in equation 2.1.
Finally and in order to simplify, we restrict ourselves to a synaptic weight distribution that follows a centered normal law N(0, σ 2 ) and let φ = σ √ N be the coupling factor.
General Study
In this section we give a very general formulation of the distribution of the spiking activity defined as X t -the numbers of firing neurons at a time step t for an event. The basic idea consists of partitioning the spiking activity according to the instantaneous period of the neurons.
Hence, we write,
t is the number of neurons that have fired at t and t − k but not in between.
If we suppose that the starting potential of all neurons is 0 and only X 0 neurons were excited in order to make them fire, we have V i (1) = X0 j=1 W i j . Thus, using equation 2.2, we get
where χ {Vi (1)>θ } = 1 whenever V i (1) > θ and 0 otherwise. Furthermore, we have
Indeed, the number of firing neurons at time step 2 are those that have fired twice (at t = 1 and t = 2, that is, X
>θ } since the reset potential is 0). We need to add those that have not fired at t = 1 (X
Thus, for t, taking into account the initial step, we have recursively
The quantity
..,Vi (t−1)<θ,Vi (t)>θ } is a sum of random Bernoulli variables whose number of terms (X k 's) are also random variables. So if we now assume that the neurons' dynamics are independent, we can calculate the expectation of X t using the first Wald's identity (Wald, 1945 ; a simple proof is given in appendix A):
setting P(k, t) = E(χ {Vi (k+1)<θ,...,Vi (t−1)<θ,Vi (t)>θ } |V i (k) = 0). The P(k, t) are the expectations of Bernoulli distributions. It leads to
Var χ {Vi (k+1)<θ,...,Vi (t−1)<θ,Vi (t)>θ } = P(k, t)(1 − P(k, t)).
We are now able to retrieve the variance of X t (second Wald's identity):
More generally, the moment-generating function (G X (s) = E(s X )) can be recursively computed,
Equation 3.2 could have been found immediately and intuitively. Nevertheless, we obtain a more general result providing all the other moments via equation 3.4.
Average Number Calculation
Equations 3.2 to 3.4 are useful when we can estimate the P(k, t) coefficients. We recall that P(k, t) = E(χ {Vi (k+1)<θ,...,Vi (t−1)<θ,Vi (t)>θ } |V i (k) = 0). Since we are in spontaneous mode, the only input of a neuron consists of weight from neurons that have fired the previous time. Thus, its potential is a random sum (X t 's) of independent and identically distributed normal laws (the weights).
However, this random sum is not, in general, a normal law itself. Nevertheless, as is proven in appendix B (see equation B.1), when the number N of neurons is large enough and for a general class of distributions of the random variable X t , we can write, for a neuron that has its potential V i (t) = 0,
(4.1)
From now on, we suppose that γ = 0. We then claim that the neurons whose potential vanishes at a time step t are exactly those that fired at time t (except for t = 0 when it is true for all neurons).
Taking into account a nonzero leak, we need to make another independence assumption concerning the previous charges. Indeed, the charge received by a neuron between t and t + k comes from γ k X t + . . . + γ X t+k−1 + X t+k "neurons." But in order to proceed further, we assume that these charges are independent. Note that when γ is equal to zero, this extra hypothesis is not needed. It leads to
where we set
In order to simplify the notations, we put x t = E(Xt ) N , and
Using the same notation, we get the recursive computations of x t ,
with P(t, t + 1) = p φ (x t ) and u t t = x t . P(k, t) = 0 whenever t ≤ k. Equations 4.4 and 4.5 are our main result. We can see that there is no more reference to the number of neurons.
In the case γ = 0, we can deduce the result independently from the above equations. Indeed, since it means that at each time step the potential is reset to zero, we can directly write the probability of the spiking of one neuron according to the number of neurons that have previously fired. Thus, with the same notations and hypothesis,
But it is a special case of equation 4.4 when γ → 0. (See appendix C for a detailed proof.)
Analysis
First, note that equation 3.2 can be viewed as an integral over past charges of the form
This is exactly Gerstner's formula (Gerstner, 2000) to compute spiking activity defined (using our notations) as
Moreover, the computation of equations 4.4 and 4.5 is obtained by partitioning the firing neurons according to their instantaneous period. It amounts to counting neurons according to their local field. Indeed, P(k, t) is the proportion of neurons that experience the same charge from t − k to t. This technique can be traced back to Gerstner and van Hemmen (1992) . In that case, it is used within a symmetric weight matrix and a discrete formalism. It leads to similar recursive equations.
The independence of the charge hypothesis leads us to consider the local field of a particular neuron as a noise "redrawn" at each time step. Then this neuron's potential is tested against the threshold. It means that we transformed the noise in the input (diffusive) into a noise in the threshold (escape noise). This mapping is studied in detail in Plesser and Gerstner (2000) . Now that P(k, t) are defined analytically, we are able to estimate the evolution of x t . Indeed, following from the definition of the P(k, t), we have for large enough t, t k=0 P(k, t) = 1.
General Study.
( 5.2) It yields that x t is bounded. Moreover, for large enough t, x t is monotonic. Therefore, x t converges toward x when t → ∞. The average spiking activity is stationary.
Note that x = 0 (neural death) is an obvious (and trivial) solution. For high enough φ, we have another one bounded by 1/2. In this case, the P(k, t) are close to a geometric distribution of parameter p φ (x ). Due to the definition of P(k, t), it leads to a geometric distribution of instantaneous period P, that is,
is the probability for a neuron that has fired at t − 1 to fire at t (the proportion of neuron that fires at the maximum rate). It enables us to define a network frequency f as
Let us define the network average frequencyF (t) of a network over a period T and at a given time t bȳ
where δ i (t) = 1 if the neuron i has fired at time t and δ i (t) = 0 otherwise (in other words, δ i (t) = n≥0 δ(t − T n i )). Switching the sum symbol gives
for this realization of the distribution. Taking the expectation leads tō
It means that the average frequency (on a time window T) is the average of the spiking activity (over a period T). Thus, when t → ∞, it leads tō
Due to discrete timing, we generally do not have f =f . Instead, we have f <f . It gives
The inequality becomes an equality if γ = 0. This is the case we now study.
Simple
Case. If we consider the case γ = 0, we recall that
This consistency equation can be approximated (Amit & Brunel, 1997a) .
More precisely, a solution x = 0 exists when p φ (x) crosses the line y = x and is stable if and only if p φ (x ) < 1 (here, p φ is positive for all positive numbers). If it exists that x such that p φ (x) > x, then p φ (x) = x has only two solutions. The first (lower) is an unstable fixed point, and the other is a stable fixed point. So if x 0 is above the lower fixed point, the average number of neurons converges toward x . In the other case, it converges to 0 (i.e, neural death). We can derive a sufficient condition for the convergence to zero (see appendix D for details): 
Previous Charges Independence.
In the case γ = 0, we now need to suppose the independence of charges. However, in the general case, we allowed the potential to have strong negative values. It is more than biologically wrong; it dramatically impedes the independence hypothesis. Indeed, some neurons with very low potential will never fire, no matter what happens.
In order to take this into account, we make a (biologically plausible) assumption: the potential is not allowed to decrease under a minimal value v min -a reflecting barrier. This leads us to reconsider the charge function:
We recall that under the hypothesis of independence and since we have a normal law for the weights, it leads to
wherep φ is the new probability function we need to compute. Let us assume that a neuron i has taken a charge C previously and is subject to a charge x t at time t. The probability that the total charge exceeds the threshold must be split in two cases: the potential that occurred by C is below v min or not. In the first case (below v min ), the charge will be x t on a potential v min with probability p = P( < v min ), where ∼ N(0, Cσ 2 ). In the other, case it will be C + x t (with probability 1 − p). The resulting probability will be
We can find the P(k, t) recursively, noting that the probability p depends on previous x t . To simplify, we suppose that v min = 0 (i.e, the neuron cannot have negative values). In this case, whatever the charge is, the probability p is always 1/2. So the last equation becomes
It acts as if the decay rate was divided by two. Thus, inserting this equation into equation 4.4 leads to
where ∀m > 0,x m = x m , andx 0 = 1.
Variance Evolution.
The computation of P(k, t) enables us to compute another moment of the distribution. We recall (using the second Wald's identity)
This equation can be rewritten as
( 5.14) Since the expectation converges, using the same reasoning, we can conclude that the variance converges to a stationary state.
Extending the Class of the Weight Matrix Distribution.
For simplicity, we used a centered normal law. We now can extend the class of weight distribution available to compute the P(k, t).
It is easy to insert a nonzero mean for the distribution. Let us assume that the weights follow a normal law N(µ/N, φ/ √ N). Provided that all the hypotheses remain valid, we can insert this mean into the definition of p φ , which becomes p φ,µ , defined as
It remains now to replace the previous p φ with this new one. We can extend this result to a more biological model using two separate populations of neurons: excitatory and inhibitory. Let us suppose that we have N neurons with N i inhibitory neurons and N e excitatory neurons so that N = N e + N i . As before, the whole network is totally connected, and the weight distribution for each population follows a gaussian distribution-N(µ i , σ i ) for inhibitors and N(µ e , σ e ) for excitators. In this case, one neuron, the excitator, projects toward both populations, and the draws are independent. The same is true for an inhibitory neuron.
Assuming that µ i < 0 and µ e > 0, we can compute X t+1 using
We reuse the same equations with these two variables since we have X e t+1 = (1 − Ni N )X t+1 and X i t+1 = X t+1 − X e t+1 . Indeed, the whole charge created by the spiking activity is spread among all neurons. We can extend this with more than two populations. The results follow the same pattern as in the case of one population. Finally, we can introduce a sparse weight matrix (a matrix with zero coefficients) computed as follows: a weight w has a probability p to be zero and a probability 1 − p to follow a normal law N(µ/N, φ/ √ N). As above, it leads to a newp φ,µ function. When calculating the charge, it came from "X" neurons, leading to a sum of X normal laws. In the case of the sparse matrix, it reduce to (1 − p)X neurons. So our new functionp φ,µ becomeŝ p φ,µ (y) = p φ,µ ((1 − p) 
y).
It remains to insert this new function into equation 5.13.
Results and Comparison
In order to compute the P(k, t), we need a seemingly false hypothesis: the independence of charges. The total charge for a given neuron is calculated as if the weight matrix was redrawn at each time step. In other words, the stochastic input of one neuron (given by the others) is treated as a noisy threshold. As will be shown in the results, it is a rather good approximation. It supposes also that for the self-sustaining mode, the system does not die. This problem will appear every time. It will lead either to a slight overestimation of the spiking activity (when the probability to die is weak) or a complete failure (for intermediary coupling factor).
We conducted extensive numerical simulations to confront our formulas. For each set of parameters, 1000 random networks of 1000 I&F neurons were used. We used the same threshold value (θ = 1.0) and, to be in concordance with equation 5.13, we set v min = 0. We tested various γ , φ, x 0 , µ, and p. All results were consistent with theoretical computations.
We obtain a striking accuracy in describing the temporal evolution of the averaged spiking activity, both qualitatively and quantitatively. The steadystate is quickly reached (a few time steps), and the transients are striking well, predicted by our equations. When γ = 0, the prediction was slightly overestimated. On the other hand, when γ = 0.0, the prediction is accurate. Sample results are displayed in Figures 1 and 2 for µ = 0.0 (centered weight matrix) and p = 0.0 (no sparsity) and various values of φ and γ .
The figures show also that when γ = 0.0 and φ = 2.5 (in Figure 1 ) and also when γ = 1.0 and φ = 1.5, the prediction completely fails. These are not isolated points. In fact, for all γ 's, there is an interval of φ (once p and µ are chosen) where the spiking activity shows no regularity. On the boundary between death and self-sustaining activity, both independence hypotheses fail. The spiking activity increases with the coupling factor (φ ∈ {1.5, 2.5, 3.5, 4.5, 5.5}). Theoretical results are displayed with a plain curve, and experimental data points are circles. The curves are paired and increasing with φ. The lowest pair (experimental and theoretical) corresponds to φ = 1.5, while the highest corresponds to φ = 5.5. Note that for γ = 0.0 and φ = 2.5, the theoretical computation predicts a quite higher value than the experimental result. Note also the slight overestimation of the spiking activity as soon as γ = 0. The starting number of spiking neurons is x 0 = 0.10 for each simulation. Parameters: N = 1000, θ = 1, p = µ = 0.
For the variance prediction, results are less accurate. Expectedly, the higher the moment, the harder the prediction. More neurons would probably have been needed to obtain an accurate prediction. Nevertheless, when φ is high enough, we are able to describe precisely the evolution of the variance. It converges as quickly as the expectation to a limit. Moreover, this limit decreases with the coupling factor. Since the variance computation is based on the expectation, we did not expect it to work around intermediate values of φ, where the prediction completely failed. Figure 3 displays typical variance prediction for two values of φ, and a leak equals 0.9 (the others parameters were θ = 1, p = 0, and µ = 0.0). .5, 2.5, 3.5, 4.5, 5.5}) . Theoretical results are displayed with a plain curve; experimental data points are circles. The curves are paired and increasing with φ (see Figure 1 ). Note that the slight overestimation of the spiking activity increases with γ . Note also that when γ = 1.0 and φ = 1.5, theory predicts death, while experimental values do not converge to zero. The starting number of spiking neurons is x 0 = 0.10 for each simulation. Parameters: N = 1000, θ = 1, p = µ = 0.
Discussion
The independence hypothesis can be a powerful way to approach random networks of spiking neurons. Mean field techniques and local field partition are commonly used to deal with them. However, to the best of our knowledge, no other study has allowed a theoretical derivation of all the moments of the spiking activity distribution.
Using this framework, we are able to describe the behaviors of large spiking neural networks in spontaneous functioning. The initial stimulation corresponds to a synchronous spiking of a fraction (x 0 ) of the network. This shows that a spontaneous regime can be self-sufficient. It means that networks can afford discontinuous inputs without losing their internal activity. Figure 3 : Variance. The variance of the spiking activity is displayed for two values of the coupling factor (φ ∈ {4.5, 5.5}). For clarity, the variance was scaled by √ N and displayed with the corresponding predicted expectation of the spiking activity (dotted curves). As in previous figures, circles correspond to experimental data points and the plain curve to theoretical computation. Note that the variance converges as quickly as the expectation. Note also that the higher the coupling factor, the better the prediction. Parameters: N = 1000, θ = 1, γ = 0.9, p = µ = 0.
More precisely, we proved that the coupling factor (φ = σ √ N) can characterize the average spiking activity. For instance, whatever the initial stimulation is (provided it is strong enough), the network's average spiking activity reaches the same steady state. Since the neural death is also a possible steady state, in dynamical systems terminology, depending on the value of φ, we exhibited a bifurcation (Brunel & Hakim, 1999) . The spiking activity grows with the coupling factor, while the variability of the spiking activity distribution decreases.
Moreover, for a high value of φ, it seems that the self-sustaining activity is maintained by neurons that fire at the maximum rate. Averaging does not tell anything on one particular neuron. Experimental data show that a very high value of φ is needed to obtain periodic neurons. However, the number of periodic neurons grows with the coupling factor, leading to an extreme locking. At the limit φ = ∞, all neurons are periodic (either 1 or ∞), and those that fire do so synchronously (that is, all the time).
However, around the bifurcation, independence is deemed to fail and, consequently, also the prediction. Indeed, the coupling is too weak to allow regularities.
Since our method allows us to derive all the moments of the distribution, a way is open to obtain a full description of the spiking activity distribution. We are also able to provide the stochastic repartition of the neurons' instantaneous period. This information is a starting point for studying the effect on spiking activity of a learning algorithm based on spiking delays.
Appendix A: Wald's Identity
Let us define, for s ∈ [0, 1], the moment generating function G X (s) of a random variable X, by
It is easy to see that the nth moment of X is given by the nth first derivative of G X evaluated in 1:
Given (X i ) i∈N a sequence of independent and identically distributed (i.i.d.) random variables, and N an integer-valued random variable independent of X i , let us define Y = N i=1 X i . We then have
By derivating once and then twice the above equality, we respectively obtain the first and second Wald's identities:
Var(Y) = E(N)Var(X 1 ) + Var(N)E(X 1 ) 2 .
Appendix B: Random Sum of Random Variables
Let us first prove a general result, which will have an application for the neuronal potential, written as a random sum of i.i.d. random variables.
Let f be a function so that lim k→∞ f (k) = α ∈ R, (p N k ) (k,N)∈N 2 , a sequence satisfying ∀k ∈ N, lim N→∞ p N k = 0 and N k=1 p N k = 1. Now define g(N) = N k=1 p N k f (k), and prove that
N 0 being fixed, it remains to complete the proof to get a rank N 1 so that
Application. Let X (N) be a sequence of random variables on [1, N] so that lim N→∞ E(X (N) ) = ∞ and ∀k, lim N→∞ P(X (N) = k) = 0, which is satisfied, for instance, when X (N) ∼ N( N 2 , σ 2 ) or when X (N) is uniform on [1, N] . In this case, if we set p 
Appendix C: Simple Case
We prove here that substituting γ = 0 in equation 4.4 gives the equation
It yields
For t = 0, it gives x 1 = p φ (x 0 ). Using the recurrence hypothesis ∀m = 1 . . . t, x m = p φ (x m−1 ), we find that
It is now enough to note that
Since v 0 = (1 − p φ (x 0 )) + p φ (x 0 ) = 1, we have v t = 1 for all t. We show by recurrence that we get equation 4.6.
Appendix D: Sufficient Condition for Neural Death
Let us go back to We see immediately that p φ (y) ≥ 0, so p φ is increasing. So stable nonzero fixed points should appear for a value of y that crosses the line y = x from above. Then a sufficient condition for neural death is that ∀y p φ (y) < 1.
Let z = 1 y , τ = θ √ 2φ , and g(z) = p φ ( 1 z ). Then g(z) = τ z 3/2 2 √ π e −τ 2 z .
Taking the derivative of g(z) yields g (z) = τ z 1/2 2 √ π e −τ 2 z 3 2 − τ 2 z .
So g (z) has the same sign as 3 2τ 2 − z, and since g (0) = g (+∞) = 0, the maximum of g(z) is obtained for z = 3 2τ 2 . 
