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Abstract. During the last years, deep learning trackers achieved stimu-
lating results while bringing interesting ideas to solve the tracking prob-
lem. This progress is mainly due to the use of learned deep features ob-
tained by training deep convolutional neural networks (CNNs) on large
image databases. But since CNNs were originally developed for image
classification, appearance modeling provided by their deep layers might
be not enough discriminative for the tracking task. In fact, such fea-
tures represent high-level information, that is more related to object
category than to a specific instance of the object. Motivated by this ob-
servation, and by the fact that discriminative correlation filters (DCFs)
may provide a complimentary low-level information, we present a novel
tracking algorithm taking advantage of both approaches. We formulate
the tracking task as a two-stage procedure. First, we exploit the gener-
alization ability of deep features to coarsely estimate target translation,
while ensuring invariance to appearance change. Then, we capitalize on
the discriminative power of correlation filters to precisely localize the
tracked object. Furthermore, we designed an update control mechanism
to learn appearance change while avoiding model drift. We evaluated the
proposed tracker on object tracking benchmarks. Experimental results
show the robustness of our algorithm, which performs favorably against
CNN and DCF-based trackers.
Keywords: Object tracking · CNN · Correlation filters.
1 Introduction
The success of CNNs for visual object tracking (VOT) is mainly attributed to
their rich feature hierarchy, and to the ability of convolutional layers to provide
invariant feature representation against target appearance change. However, a
major limitation relies in the fact that CNNs were developed following the prin-
cipals of other visual classification tasks, where the goal is to predict a class label.
They were thus designed without considering fundamental differences with the
tracking task, that aims to locate a target object on an image sequence. Adopt-
ing such models for tracking may result in using general and redundant target
representations, that are not enough discriminative for the tracking problem.
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For example, many trackers use feature representations from deep layers [27, 18,
6, 12, 28, 3]. These layers are naturally related to object category semantics and
do not consider object specificities and intra-category variation. In the tracking
task, object specific characteristics are important in order to determine its pre-
cise location on the image, and especially for distinguishing between the target
and distractors (i.e. objects belonging to the same class and thus having similar
appearance).
Some authors attempted to address this issue by combining feature repre-
sentations provided by different CNN layers [21, 22, 24, 10, 26]. Such algorithms
exploit multiple layers for feature extraction, based on the idea that different
layers in a CNN model provide several detail levels in characterizing an object.
Moreover, most of these methods incorporate adaptive correlation filters learned
on multiple CNN layers, which is shown to improve tracking precision [21]. Our
work proceeds along the same direction, in that it aims to investigate the optimal
exploitation of deep features and correlation filters in order to improve tracking
robustness. However, our approach differs from previous works by a new formu-
lation of the VOT task, proposing a different way for combining CNNs and DCFs
within the tracking framework. We formulate target search on a video frame as
a two-stage procedure using deep features and DCFs sequentially. Since the last
convolutional layers provide features that are related to object category seman-
tics, we firstly exploit such representations to perform a coarse estimation of the
target translation, while ensuring robustness against appearance change. Then,
a precise localization is performed by applying a learned DCF filter and selecting
the maximum correlation response within the coarse region. Unlike feature maps
from deep layers, DCF filters are able to capture spatial details related to object
specific characteristics, and thus provide low-level features that are important
to determine a precise location.
In figure 1, we consider an example of a target face to emphasize the two
feature levels that motivated our method. We can observe that CNN feature
maps corresponding to deep convolutional layers encode the face appearance
in a summarized fashion. This illustrates the generalization ability of such rep-
resentations and their robustness to appearance change. But since these deep
layers are naturally related to object category semantics, they do not guarantee
precise localisation, nor robustness against distractors. On the contrary, the sec-
ond row of figure 1 shows that DCF filters provide low-level visual information.
This information is more related to object specific characteristics, which makes
DCFs more appropriate for precise localisation of the target, and for handling
tracking difficulties, such as the presence of distractors (e.g. tracking a face or a
pedestrian in a crowded scene).
Once the new target position is predicted, we update the appearance model
to learn appearance variations of the object. Handling appearance change is
among the main challenges in VOT. Most DCF-based trackers (e.g. [9, 10]) are
continuously updated on-the-fly, at a risk of contaminating the model by in-
appropriate updates. On the contrary, certain deep trackers use target features
extracted only from the first frame or the previous frame [1, 13], which is known
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Fig. 1. illustration of our two feature extraction levels. Top: high-level semantic infor-
mation can be extracted from deep convolutional layers (e.g. conv4 and conv5 from
AlexNet). Bottom: DCF filters produce response maps corresponding to low-level spa-
tial information.
to speed-up tracking while reducing accuracy. We believe that a dynamic model
that evolves during the tracking is important to handle appearance variations.
However, we argue that excessive updates may contaminate the model due to
an over-fitting to sudden variations. We therefore propose an update control
mechanism to determine if the tracking status is appropriate for learning new
feature representations. Such a mechanism makes it possible to optimize online
appearance learning with respect to perturbation factors that may contaminate
the model (e.g. occlusion).
To sum up, the main contributions of our work are as follows. First, we pro-
pose an effective coarse-to-fine approach to exploit deep features and correlation
filters for object tracking. Second, to handle appearance change, we propose an
update control mechanism, which allows learning new features during tracking,
while avoiding model contamination. Third, we present extensive experiments
on standard tracking benchmarks. The experimental work includes an ablation
analysis to evaluate different design choices, as well as a comparative evaluation
showing an improved performance compared to state-of-the-art trackers.
2 Related work
2.1 CNN for visual tracking
Deep learning trackers typically use neural networks according to two main ap-
proaches:
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1. As a feature extractor [5, 4], by extracting the features produced by a sin-
gle layer or multiple layers for appearance modeling. Target search is then
performed using traditional methods.
2. For both feature extraction and target search, which is referred as end-to-end
tracking [20, 27]. In this case, target states are evaluated using the network
output, that may have various forms such as probability maps and object
classification scores.
An important limitation of many deep trackers is related to the fact that
target localization mainly depends on features from the last convolutional layers.
Since CNN models were initially developed for image classification, deep feature
maps provide high-level information that is more related to an object class, than
to a specific instance of an object. In our work, we argue that deep features
are naturally more appropriate to coarsely estimate target translation during a
preliminary prediction step of the tracking process.
2.2 Tracking with discriminant correlation filters
The main idea of DCF tracking is to initially learn a filter from the target image
region on the first frame. Then for each subsequent frame, the filter is used as a
linear classifier to compute correlation over a search window, and discriminate
between the target and the background. The new target position is predicted
as the maximum value in the correlation output. Since the pioneering work of
MOSSE [2], DCF trackers have been extensively studied as an efficient solution
for the tracking problem. significant improvements have been then released on
the DCF framework to address inherent limitations. For example, Henriques et
al. [14, 15] proposed to incorporate multiple channels and kernels to allow the
non-linear classification of boundaries. Further, Daneljann et al. [9] proposed the
Spatially Regularized Discriminative Correlation Filters (SRDCF). They intro-
duced a spatial regularization component within the DCF tracking framework to
handle the periodic assumption problems. The proposed regularization weights
penalize the CF coefficients, to allow learning the filter on larger image regions.
In addition, the DCF framework has been enhanced by, including scale estima-
tion [7] and a long-term memory [23].
Despite major amelioration, DCF based trackers still suffer from high sensi-
tivity to appearance change (e.g. object deformation, motion blur). This limita-
tion is mainly due to their high spatial resolution, which limits their ability to
generalize and learn semantic information on the target object. Another limita-
tion relies to their continuous learning procedure, at the risk of contaminating the
model by inappropriate update (e.g. occlusion). Our tracking framework takes
advantage of the high spatial resolution of DCFs for precise localization of the
target, while exploiting the high level of abstraction provided by deep CNN lay-
ers to ensure robustness to appearance change. Moreover, we handle the online
learning problem by using a control mechanism to avoid inappropriate updates.
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2.3 Combining CNNs and DCFs for object tracking
Existing CNN-based DCFs mainly focus on integrating convolutional features
learned on deep network layers [21, 8, 10, 5, 24]. Ma et al. [21] propose a hierar-
chical ensemble method of independent DCF trackers to combine convolutional
layers. Qi et al. [24] learn a correlation filter for each feature map, and use a mod-
ified Hedge algorithm to combine predictions. DeepSRDCF [8] investigates the
use of features extracted from the first convolutional layer of a CNN to train a
correlation filter for tracking. The C-COT [10] framework learns a convolutional
operator in the continuous spatial domain using a pre-trained CNN, while ECO
[5] proposes a factorized formulation to avoid the over-fitting problem observed
with C-COT [10], and to reduce the number of learned filters.
In our work, we propose a different way to incorporate CNNs and DCFs
within the tracking framework, in order to ensure the optimal exploitation of
both models. We decompose target search into two stages to exploit the power
of CNNs for high-level feature extraction, and the high accuracy of DCFs for
precise target localization.
3 Proposed method
We propose a coarse-to-fine tracking approach by combining CNNs with DCFs
as two different, yet complementary, feature levels. In our framework, the cor-
relation operation within the DCF acts similarly to a CNN convolutional layer.
In fact, the learned correlation filter can be viewed as a final classification layer
in the neural network. Thus, the tracker takes advantage of both models, while
overcoming their limitations mutually. In this section, we decompose the track-
ing procedure into three steps: (1) coarse target search by using an incremental
SVM fed with deep features, (2) fine target prediction as the maximum correla-
tion response of a learned DCF within the coarse region, and (3) adaptation to
appearance change through an update control mechanism. Figure 2 illustrates
the main steps of our algorithm.
3.1 Convolutional features for coarse search
We exploit deep convolutional layers of CNN to ensure representations that are
robust to appearance variation and deformation. Our conception suggests to en-
code object information using a feature vector T that summarises the output
of the K activation maps forming a convolutional layer. For dimensionality re-
duction, each activation map Mh, h ∈ {1, 2, ...,K} is up-sampled to produce a
feature vector T as:
T (h) =
m∑
i=1
n∑
j=1
Mh(i, j)λ , (1)
where m×n is the spatial resolution of the feature map, and λ is a regularization
parameter.
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Fig. 2. The architecture of our coarse-to-fine tracker.
At the first frame, the feature vector T is extracted from target region using
a pre-trained CNN. Since target information extracted from the first frame is ini-
tially insufficient for appearance modeling, we use data augmentation to generate
additional learning examples through rotation, scale variation, and translation.
The corresponding feature vectors are then used to feed a machine learning
model used for identifying region proposals that are likely to be the target.
During each tracking iteration, we evaluate several candidate regions in a search
window centered around the last target location x∗t−1. Candidate regions are first
generated by varying polar coordinates, with respect to the last target location
center. Given the feature vector Ti of the ith candidate region, we compute the
corresponding weight Pi (Pi ∈ [−1, 1]) using an incremental one-class SVM [17]
learned from previous frames. Pi represents the likelihood of the candidate region
of being the target, and is calculated using the SVM classification function:
Pi = ∆W,b(Ti). (2)
Here, W and b denote the weight vector and the bias of the SVM, respectively.
The position xcoarset corresponding to the center of the coarse search region
is finally estimated as the average weighted position over the best q candidate
regions (based on their likelihoods), as follows:
xcoarset =
∑q
i=1 Pi xi∑q
i=1 Pi
, (3)
where xi is the center of the ith candidate region. The output of this step is con-
sidered as a coarse estimation of the target translation between two consecutive
frames.
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3.2 Fine search
The second stage of our tracking procedure is based on DCF to find the maxi-
mum correlation output in a search region centered around xcoarset . Since DCF
trackers assume that the target undergoes small displacements between two con-
secutive frames, the search region at frame t is classically defined as a sub-window
centered around the last predicted position. Instead, we define the correlation
search region as the sub-window rt of size l × z, centered around xcoarset . In
this manner, we relax the small displacement assumption and rely on the coarse
estimation of the target translation to determine the target search area.
The search sub-window rt is extracted and augmented periodically. The filter
ft−1 is then applied in a sliding window-like manner. The response map Yf (rt)
is constructed from the correlation scores at each position, as the inner product
between the filter ft−1 and the shifted sub-image at that position. The correlation
is computed in the Fourier domain, to produce the correlation output map Yf (rt)
using the convolution property of the FFT, that is:
Yf (rt) = F
−1
(
F (ft−1)  F (rt)
)
, (4)
where  denotes point-wise multiplication, and F−1 the inverse FFT.
We note that the filter is applied at multiple resolutions to estimate tar-
get scale changes. Generally, the output response map approximately follows a
Gaussian distribution, as CF-based trackers are trained with Gaussian shaped
regression labels. The final position x∗t of the target on frame t corresponds to
the maximal correlation response calculated on all cyclic shifts of region rt.
3.3 Model Update
During tracking, DCF-based trackers are typically updated on-the-fly at a risk
of contaminating the model due to over-fitting to sudden changes or other inap-
propriate update situations such as occlusion. In order to optimize appearance
modeling with respect to such perturbation factors, we use an update control
mechanism to determine if the tracking status is appropriate for learning new
feature representations. In particular, the feature vector T ∗t is extracted from
the predicted target region (using Eq. 1), and a quality indicator It is calculated
using the SVM score function:
It = ∆W,b(T
∗
t ). (5)
Selective update is performed for each appearance model separately, if It exceeds
the corresponding minimum quality threshold. That is to say, two minimum
quality thresholds µ and γ are considered for the SVM and the DCF, respectively.
On the one hand, SVM adaptation is carried out by exploiting the incremen-
tal property of the model to incorporate the new observation, as stated in [17].
On the other hand, we update the filter according to a learning rate β as follows:
F (ft) = β F (ft) + (1− β) F (ft−1), (6)
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with ft and ft−1 denoting the filter at frames t and t−1 respectively. The entire
tracking process in summarized in algorithm 1.
Algorithm 1: Tracking
Result: Current position of the target x∗t
extract T from the first frame using Eq (1);
learn classifier ∆W,b ;
learn filter f0 from the first frame;
for each subsequent frame t do
generate candidate regions around x∗t−1;
for each ith candidate region do
extract Ti using Eq (1);
calculate Pi using Eq (2);
end
Compute xcoarset using Eq (3) ;
Calculate correlation map using Eq (4);
Select x∗t as the maximum correlation response;
calculate It using Eq (5);
if It ≥ µ then
update ∆W,b;
end
if It ≥ γ then
update ft using Eq (6);
end
end
4 Experiments
4.1 Implementation details
For extracting deep features, we adopted the VGG16 network [25] trained on
ImageNet [11]. More specifically, we used the output of the convolutional layer
conv5-3, which produces K = 512 feature maps with a spatial size m× n equal
to 14 × 14. The feature vector T is constructed by setting the regularization
parameter λ to 0.1. For the iCOSVM [17], we set the internal training parameter
ν to 0.1 and the update threshold µ to 0.4. Our implementation of the fine search
step is based on SRDCF, where we use the same parameters in [9] for training
the correlation filter. We set the search region l× z to four times the target size
and the learning rate β to 0.025. We also fixed the update parameter γ to 0.0
(recall that It ∈ [−1, 1]). The proposed Framework is implemented using Matlab
on a PC with a Intel i7-8700 3.2 GHz CPU and a Nvidia GeForce GTX 1070 Ti
GPU.
4.2 Evaluation methodology
We performed a comprehensive evaluation of the proposed method on the stan-
dard benchmarks OTB100 [31] and OTB50 [30]. First, we present an ablation
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study to evaluate the importance of certain tracking mechanisms individually.
We then compare our tracker to several state-of-the-art algorithms, including
DCF-based trackers (SRDCF [9], DSST [7], KCF[14],CSK [15], and SAMF[19]),
and CNN-based trackers (CNN-SVM [16], DLT [29], and SiamFC [1]). We fol-
low the evaluation protocol presented in the benchmarks [31] and [30]. Tracking
performance is evaluated based on (1) the bounding box overlap ratio, and (2)
the center location error. The corresponding results are visualized by the success
and precision plots, respectively. These plots are generated by calculating ratios
of successful tracking iterations at several thresholds. The Area Under Curve
(AUC) scores are used to rank the compared tracking methods in the success
plot. In the precision plots, the final ranks depend on the tracking accuracy
at a threshold of 20 pixels. Note that all the parameters of our method were
fixed throughout the experiments. For the other compared methods, we used
the parameter values defined by authors in the original papers.
4.3 Ablation study
In this section, we perform an ablation analysis on OTB-100 to examine the
contribution of individual components of our framework. We evaluate three vari-
ations of our tracker by comparison to the complete version of our algorithm.
The four versions are denoted as follows.
– complete-version: The complete version of our tracker as described in al-
gorithm 1.
– no-fine-prediction: We limit our appearance modeling to deep features.
Target localisation is also limited to the coarse prediction step. In other
words, we eliminate the fine prediction step and select the candidate region
with the highest likelihood Pi as the final tracking status (see Eq. 2).
– no-update: We eliminate the update mechanism and limit the target ap-
pearance modeling to features from the first frame.
– aggressive-update: Both coarse and fine classifiers are automatically up-
dated at each iteration, without evaluating tracking status (i.e. we do not
use quality indicators and minimum quality thresholds).
Figure 3 shows precision and success plots on OTB100. It can be clearly
observed that the complete implementation of our tracker outperforms all the
other versions. The removal of the fine search component from our pipeline
(no-fine-prediction) results in a drastic decrease for both precision and suc-
cess measures. In fact, the convolutional features learned from deep CNN layers
are not sufficient for precise localisation, as they do not capture spatial details
of the object. Using DCF for subsequent fine prediction allows to considerably
improve precision and success respectively by 22% and 18%.
Regarding the update procedure, figure 3 shows that the complete removal of
the update mechanism (no-update) causes a decrease of about 18% in precision
and 13% in success measures. Furthermore, we can see that the aggressive update
strategy (aggressive-update) does not achieve optimal performance either.
10 A. Zgaren et al.
These results confirm our initial assumption, stating that the proposed update
control mechanism is efficient for handling appearance change, while avoiding
model contamination.
Fig. 3. Performance evaluation of different versions of our tracker.
4.4 Comparison with State-of-the Art Trackers
Quantitative evaluation: We compared our algorithm to several state-of-
the-art trackers on OTB100 and OTB50 datasets, which respectively consists
of 100 and 50 fully annotated videos with various challenging attributes. Figure
4 shows the results under one-pass evaluation (OPE), using the distance preci-
sion rate and overlap success rate. The overall evaluation shows that our tacker
achieved the best performance on both datasets. In particular, we outperformed
the CNN-based tracker CNN-SVM [16] and the DCF-based tracker SRDCF [9].
Furthermore, the superiority of our algorithm with respect to DCF-based and
CNN-based trackers demonstrates that the proposed coarse-to-fine combination
of the two approaches allows to improve tracking.
Attribute-based evaluation: We evaluated the performance of our tracker
in different challenging situations. Figure 5 shows that our tracker outperforms
SRDCF [9], CNN-SVM [16], KCF [14], and DLT [29] on the majority of chal-
lenging situations. This evaluation underlines the ability of the proposed tracker
to handle all tracking difficulties that generally require high-level semantic un-
derstanding of object appearance. In particular, our coarse appearance modeling
is proved to be efficient in handling appearance variation caused by out-of-plane
rotations, illumination variations, and deformations.
On the other hand, the advantage of using low-level features for fine predic-
tion is illustrated in the background clutter (BC) curve. It is noteworthy that
the BC attribute in the OTB is often manifested by the presence of other ob-
jects with similar appearance near the target (distractors). In this situation, the
two best scores were achieved respectively by our method and SRDCF, as both
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Fig. 4. Precision and success plots on OTB100 and OTB50 benchmarks using one-pass
evaluation (OPE). The legend of precision plots shows the ranking of the compared
trackers based on precision scores at a distance threshold of 20 pixels. The legend of
success plots shows a ranking based on the area under-the-curve score.
of them share an important discriminative aspect (the DFC component), which
performs favorably in presence of distractors. Our tracker also effectively deals
with the out-of-view and the occlusion problems, where the target is partially
or totally invisible during a period of time. Such situations lead to a decrease in
the tracking quality indicator It (see Eq. 6), which prevents the model of being
contaminated with features from the background.
5 Conclusion
We proposed an effective coarse-to-fine approach for integrating deep features
and correlation filters within the tracking framework. First, we exploit the gen-
eralization ability of CNNs to coarsely predict target translation between subse-
quent frames. We then capitalize on the detailed feature representation and the
discriminative power of DCFs to obtain a precise location of the target. Once
the target is located, appearance model adaptation is carried out through an
update control mechanism, which allows the tracker to learn appearance change
while avoiding model drift. The performed experiments demonstrate the effi-
ciency of our approach, indicating improved performances compared to both
CNN and DCF-based trackers. Such results confirm that our approach for com-
bining CNNs and DCFs represents a promising direction for developing more
advanced and robust trackers.
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Fig. 5. The Success plots on OTB100 for eight attributes representing the challeng-
ing aspects in VOT: background clutter (BC), occlusion (OCC), out-of-plane rotation
(OPR), out-of-view (OV), illumination variations (IV), low resolution (LR), deforma-
tion (DEF), scale variation (SV).
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