entropy and frequency band indices. The A-phase onset showed values of energy three times higher than B-phase at all the sleep stages. The statistical analysis of variance shows that more than 80 % of the A-phase onset and offset is significantly different from the B-phase. The classification performance between onset or offset of A-phases and background showed classification values over 80 % for specificity and accuracy and 70 % for sensitivity. Only during the A3-phase, the classification was lower. The results suggest that neural assembles that generate the basal EEG oscillations during sleep present an over-imposed coordination for a few seconds due to the A-phases. The main characteristics for automatic separation between the onset-offset A-phase and the B-phase are the energy at the different frequency bands.
Introduction
In the last years, the non-rapid eye movement (NREM) sleep phenomenon called cyclic alternating pattern (CAP) has been analyzed, and nowadays fundamental information about CAP has been established [1] . CAP consists in sequences of spontaneous transient episodes (A-phase) deviating from the fundamental EEG oscillations of the sleep stage (called background or B-phase) [1, 2] . CAP is a dynamic phenomenon, which appears spontaneously or after stimulus induction and presents specific characteristics in either normal or pathological conditions [2] [3] [4] [5] [6] . Previous studies have concluded that the CAP is a marker related to the creation, consolidation or disruption of the sleep stage architecture [7] . The occurrence of CAP during the sleep time is useful as an index to assess the sleep instability. The index, called CAP rate, is evaluated by counting the total duration of A-phase and B-phase sequences during sleep and dividing it by the total NREM sleep time. CAP rate reflects sleep process, and therefore, it presents a specific value for healthy and pathological conditions [3] .
A-phases can be divided in three types: (a) A1-phase is characterized by bursts of K-complexes or delta waves (0.5-4 Hz), (b) A2-phase has rapid (frequencies in the beta or alpha band) EEG waves that occur for 20-50 % of the total A-phase time, and (c) A3-phase is characterized by rapid waves, alpha (8) (9) (10) (11) (12) and beta (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) , that occupy more than 50 % of the total A-phase time (see Fig. 1a ). Thus, each type of A-phase has different characteristics in terms of EEG frequency content, and different role and distribution within the sleep cycle. In normal sleep, each type of A-phase has a relation with the subject age, stage and time of sleep, while in pathological conditions, A3-phase reflects the alteration of sleep by noxious events, i.e., obstructive apnea and leg movement.
In the past, several studies have tried to describe quantitatively the A-phase characteristics (i.e., power, complexity and spectral components). Most of the studies have focused in finding segments of the EEG signal that present different characteristics from background, and these segments are defined as A-phases [8] [9] [10] [11] [12] [13] . In addition, other studies have attempted to segment the EEG associated with different stimuli by identifying rapid transition processes as "temporal modulation of the variance and power of the EEG signal" [14] . These ideas are in agreement with the general definition of the A-phases. However, it is common to find many changes, in frequency and in amplitude, within a single A-phase. Therefore, due to the A-phase nature, analysis based only on rapid transitions into A-phases is incomplete. Furthermore, some researchers have analyzed the differences between the whole A-phases with respect to the B-phase [2, 9, 12] , where they concluded that A-phases present characteristics that reinforce the idea that some changes in the EEG signal occur. While those studies have given interesting results, a deep quantification and evaluation of the onset and offset of A-phases with respect to the B-phase is needed to provide a better characterization of the transitions between A-phases and B-phases, and to design algorithms that may assist the expert during the CAP annotation. This could allow a better understanding of the neural assemblies activity involved in the sleep process during the generation of A-phases and could help to give insights for developing new automatic CAP detection algorithms.
The aim of the current study was to characterize the surrounding of the A-phases at the different sleep stages by means of well-known statistical, frequency and complexity measures. In this respect, a twofold procedure is followed. Firstly, features are analyzed according to their ability to present statistically significant differences between the regions before and after the onset and offset of each A-phase and thus discriminate the borders. Secondly, based on subsets of these features, a classification procedure is proposed, to shed more light on the value of these features in A-phase segmentation.
Methods
The study was carried out in ten healthy adult subjects (five males and five females, aged between 25 and 45 years, mean age 32.7 years, and weight between 58 and 75 kg, mean weight 66 kg). The subjects did not present any primary medical or psychiatric disorder and did not intake drugs affecting the central nervous system. The sleep recordings were provided by the Parma University Sleep Disorders Center. The local ethics committee approved the study, and all the subjects wrote their informed consent before participating. Each night recording lasted approximately 8 h, and included conventional EEG leads (F4, F3, C4, C3, A1, A2) EMG, EOG and ECG derivations. Sleep scoring was performed by sleep experts, following standard criteria. The sleep stages were defined according to AASM rules [15] , while CAP scoring was based on published guidelines [1] . The analysis was performed on one channel, C3 or C4 (C3 by default, or C4 when C3 was not available). The EEG signals were acquired with a sampling frequency of 128 or 100 Hz, and thus, all the recordings were down-sampled to 100 Hz and after band-pass filtering from 0.05 to 40 Hz. The table with principal parameters of the sleep stages and A-phases of the subjects is omitted to reduce the article length, but the parameters are similar to [16] .
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Preprocessing of A-phases
A-phase segmentation
For each A-phase annotated by the experts in the EEG, an onset window (s p ) containing the first two seconds of the A-phase was extracted. Thereafter for comparison, other two windows with duration of two seconds were obtained: (1) a window before the onset (s p−1 ) and (2) a window before s p−1 (s p−2 ). Note that s p represents the A-phase segment, while s p−1 and s p−2 belong to the background. The same procedure was applied to the end part of the A-phases: an offset window lasting two seconds of data of the A-phase (s q ), and two consecutive no overlapped windows (s q+1 and s q+2 ) with the background information were analyzed. Figure 1b shows graphically the temporal configuration of the windows used for the analysis. Figure 1c ground close to the initial point of the A-phase, while for the ending point, the windows are denoted as s q , s q+1 and s q+2 . c Probability density function of A-phase lengths presents the probability density function (PDF) of the duration for A1-phase, A2-phase and A3-phase.
Signal database
The PDF for each A-phase type was generated by using the total number of A-phases of each type in the whole dataset and eliminating the A-phases A2 and A3 during sleep stage 3 (number of A1-phases = 2551, number of A2-phases = 793 and number of A3-phases = 659). One can observe that the more frequent durations are approximately: 4 s for A1-phase, 5 s for A2-phase and 10 s for A3-phase. Thus, based on (1) the PDF analysis and (2) the minimum duration of the A-phases, which is 2 s [1] , in this study, the analyzed windows (s p,q , s p−1 , s p−2 , s q+1 , s q+2 ) had a duration of 2 s each. Spectral and statistical measures were calculated in each of these windows. The complexity measures were evaluated in sliding windows of 2 s to ensure a good temporal resolution [17, 18] . Thereafter, the A-phases were grouped by type and sleep stage. A total of 3963 A-phases were analyzed and grouped by sleep stage and type as follows:
• Sub1: type 1 during sleep stages 1 and 2 (i.e., A1 in light sleep).
• Sub2: type 2 during sleep stages 1 and 2 (i.e., A2 in light sleep).
• Sub3: type 3 during sleep stages 1 and 2 (i.e., A3 in light sleep).
• Sub4: type 1 during sleep stages 3 and 4 (i.e., A1 in deep sleep).
The total number of A-phases per group was as follows: Sub1 = 828, Sub2 = 793, Sub3 = 659 and Sub4 = 1683. Please note that A3-phase during deep sleep was not taken into account since most of the time it occurs at the deep to light sleep stage transition. In addition, A1-phases were divided into groups: Sub1 and Sub4; since A1-phase presents a high occurrence in both sleep stages, the background characteristics are different.
Mathematical methods
The main part of this study is focused on the onset and offset A-phase (s p,q ) characterization with respect to the background (s p−1 and s p−2 or s q+1 and s q+2 ). Specifically, statistical, complexity and frequency properties of consecutive windows belonging to the A-phase and background are analyzed. The following well-known metrics were computed: mean, standard deviation (std), skewness, kurtosis, energy, Lempel-Ziv complexity, delta band power, theta band power, alpha band power, beta band power, sample entropy, Tsallis entropy and fractal dimension. In addition, the variance F-test was applied between consecutive windows. Finally, the k-nearest neighbor classifier (kNN) was applied to evaluate the feasibility of separating onset and offset from the background, based on these features.
Test of variance, statistical measures and frequency decomposition
The test of variance evaluates the null hypothesis, H 0 , that the variances of two segments are statistically equal. This hypothesis is considered, since during the A-phases, a change in the EEG signal amplitude (but not in the mean) with respect to the background is observed (comparison among windows). This suggests a significant change in the variance of the signal. In the literature, there exist some statistical tests to determine whether two distributions have the same variance (σ) (null hypothesis). The most popular is the F-test, which is computed as:
where s j 2 and v j represent the sample variance and the size of each sample, respectively. The F-test relies on the assumption that the data follow a normal distribution. We have tested this by applying the Lilliefors normality test for each window under study, and confirmed that the background windows S p−1 , S p−2 , S q−1 and S q−2 , and the A-phase offset window S q do not show significant deviations from normality. The A-phase onset windows S p do show significant deviations; however, this may be due to the length of the windows, which may not be sufficiently large to fully represent the distribution of the EEG amplitudes at the onset, where the variance is higher and one may thus require a larger amount of data to perform a proper normality test.
The mean (1), standard deviation (2), skewness (3), kurtosis (4) and energy (5) for the window evaluated as:
where N is the number of samples in the window under analysis s(n) defined in Sect. 2.2. The frequency decomposition of the EEG signal in its bands was carried out throughout FIR filters in the following ranges: For each band, the energy (i.e., the sum of the squared values of the samples) was computed for each window.
Lempel-Ziv Complexity (LZC)
The Lempel-Ziv complexity measure c(k) is defined as the minimum quantity of information needed to represent a string with only k symbols. The LZC quantifies the rate of new patterns arising with the temporal evolution of the string. The time series is coded into symbolic sequences, i.e., 010101 in the binary case or 0112021 in the ternary case. In this work, we adopted the binary LZC2 coding procedure. c(k) is a counter which defines the number of new elements that are added into an alphabet v, in which each element is composed by the combination of 0 or 1 in the case of binary sequences [19] .
The window of the EEG signal s(n), where n is the sample number, was coded to binary sequences h(n) following the rules:
where σ is the standard deviation computed from the window under analysis. In other words, s(n + 1) is considered higher if it exceeds the value of s(n) by at least 5 % of the standard deviation.
Sample entropy
Sample entropy (SampEn) is a measure of the regularity of a time series, being thus informative about the underlying complexity in the processes giving rise to it [18] . The quantification of regularity is based on the logarithmic likelihood that the patterns of the data that are close for m observations remain close on next incremental comparisons with a longer pattern. A greater likelihood of remaining
close produces smaller values. Larger SampEn values indicate greater independence, less predictability, hence greater complexity in the data. Consider a time series
, where m is a constant. The probability that two subsequences match for m points (B i m (r)) and the probability of match for m + 1 points (A i m+1 (r)), where r is the tolerance for accepting matches, give the SampEn, defined as the average of these probabilities over the N − m + 1 subsequences:
In this case, SampEn was calculated in windows of 2 s, with m = 2 and r = 0.25. The signal was normalized in each window. As mentioned by Richman and Moorman [18] , SampEn is largely independent of record length, for N ≥ 100. In this study, the standard error was 0.09 on average for 2-s windows, falling to 0.05 for 4-s windows. Window length of 2 s was chosen, in order to comply with the common protocol and ensure a good temporal resolution.
Fractal dimension
Fractal dimension (FD) was computed in windows of 2 s, according to Higuchi's method [20] , based on the calculation of L m (k) for a time series X, as expressed in Eq. (8):
L m (k) represents the normalized sum of absolute differences in ordinates of pairs of points, with distance k, (with initial point m), and N is the total number of samples of the time series X.
, and the value of fractal dimension is calculated by a least squares linear best-fitting procedure, as the angular coefficient of the linear regression of the loglog graph of L(k) versus k, with k = 1, 2,…, k max . Here, the value k max = 8 has been chosen, as in [21] . A window size N = 200 is quite typical for Higuchi fractal dimension calculation [17] . An estimate of the standard error was calculated via a jackknife technique (with 200 repetitions and part of the signal omitted), as the standard deviation of the FD value calculated in the 200 repetitions divided by the
square root of 200. The standard error for the 200 samples window was on average 0.001.
Tsallis entropy
The probability distribution p f of the EEG signal f(n) is calculated in N bins [22] . Tsallis entropy (Ts(q)) is then defined as:
where q can be a positive number. In the limit when q → 1, Ts(q) corresponds to the Shannon entropy. The extremum of
The normalized Tsallis entropy is then the ratio of the two, i.e.
Here, two values of q are considered, q = 0.5 and q = 3, reflecting a focus on rare and frequent events, with the respective normalized Tsallis entropy denoted as TS1 and TS2, accordingly. A window size of 200 samples is used for each calculation. Following a jackknife technique as in FD, the standard error was estimated to 0.006 and 0.012, for q = 0.5 and q = 3, respectively.
k-Nearest neighbors (kNN)
kNN is a nonparametric technique used for classification. Given a feature space composed by n-dimensional points of data x, kNN assumes that the a posteriori probability P(w i |x new ) of a class w i for a given new sample x new can be estimated as the fraction of the number of samples belonging to class i (denoted here by k i ) among the k samples closest to
where c is the number of classes and i ∈ {1, 2,…, c} represents one of the classes, K i ≤ k and {x new , x} ∈ ℜ n . 
Statistical analysis
each group. A p value of 5 % was used to define statistical significance. While KW was used to reject the global null hypothesis (that the distributions are the same across all the groups being compared), multiple comparison procedures were also employed to determine which means differ significantly in a pairwise manner. Bonferroni correction was used for multiple comparisons. Furthermore, KW was used to compare the A-phase window s p,q between Sub1 and Sub4, since both groups contain the A1-phases but during sleep stages 1-2 and 3-4, respectively. Here a p value threshold of 0.01 was used to determine significance. KW was selected, as the normality criterion (estimated through the Lilliefors test) was not fulfilled for the group distributions.
Classification procedure
In order to find the best feature subset to separate background (s p−1 or s q+1 ) from A-phase onset (s p ) and offset (s q ), we applied some techniques based on the kNN algorithm. There are different approaches to select the best feature set or reduce the dimensionality of the features space for classification, since a large number of features could produce the effect defined as the course of dimensionality. The most common are statistical difference among the features, principal component analysis and the wrap approach. In this case, we select the wrap approach since the feature selection and classifier parameter are chosen based on the classifier performance. In addition, to ensure generality and avoid overfitting in the classification process, there are different methods when the database has a reduced number of samples, i.e., kfold and leave-one-out. However, In this case, we use leave-one-out since in this way all the recordings are used as testing set (never seen by the classifier during the training process). The wrap approach with leave-one-out cross-validation (LOO) technique was used in this study. The feature set consists in all the metrics described in the previous sections (15 features) and their normalized version. The normalization was carried out by dividing each window value from s p−1 and s p by s p−2 for the onset case. A similar procedure was applied for the offset case by normalizing with respect to s q+2 . In addition, the EEG signal was normalized with respect to the 90th percentile of the distribution of the samples before the computation of the features. We use the 90th percentile since in this way we could avoid a normalization with outliers. The idea behind the wrap approach is to find the best feature subset based on the classifier performance. In this study, the forward selection was applied as follows:
1. The classification is done for individual features. 2. The feature with the best classification is maintained.
3. Then, the best feature is individually coupled with each feature of the feature set. 4. The best pair of features is maintained. 5. Then, the best pair of features is individually coupled with each feature of the feature set. 6. This procedure is repeated until the performance shows less than 5 % of improvement after adding new features or until the best feature subset has a defined number of features.
In this study, the stop criteria for the wrap approach were as follows: (a) The best feature subset must contain maximum ten features (1/3 of the computed features), or (b) the desired classification accuracy must reach 90 %. While we used the accuracy as the performance measure for the wrap procedure, the specificity and sensitivity were also computed.
Furthermore, in the kNN algorithm, we need to find an optimum k for classification. Thus, for each feature subset, different values of k were used, k = {1, 3, 5,…27}. Finally, to evaluate the generalization of the classification, the LOO procedure was used. Thus, the whole classification procedure is summarized as follows: a. The classification was done by using a testing set consisting in one subject and the rest of the subjects formed the training set. Classification was performed by applying the wrap approach to each possible k. b. Thereafter, the classification is repeated until each subject in the dataset is used once as the testing set. c. The final classification performance, for each possible best feature subset and k, is the mean value of the classification for all testing sets.
The mean classification performance for each group (Sub1, Sub2, Sub3 and Sub4) at different k and best features subsets was done. These results suggest that k = 17 and best feature subset with five features could be a fine selection for onset and offset cases in all groups. Figure 2a shows the boxplot of the energy measure for Sub1 during the onset and offset. The energy feature shows significantly larger values, p < 0.05, during the A-phase windows than during the background windows.
Results
It is important to note that most of the indices presented statistical differences between the A-phases and the background during both onset and offset. However, only the standard deviation, energy, SampEn, delta band, beta band and Tsallis entropy presented histograms of s p separated from the s p−2 and s p−1 . The histograms for the energy measure in the different groups Sub1, Sub2, Sub3 and Sub4 of A-phases for onset and offset segments are shown in Fig. 2b . It can be observed that the energy presents higher values (longer tails in the histogram) during the A-phase window s p than during the background windows s p−1 (white bars) and s p−2 (gray bars) for all the groups Sub1, Sub2, Sub3 and Sub4. A similar behavior can be found for the offset segments; however, the s q (black bars) histogram presents more overlap with the histograms of s q+1 (white bars) and s q+2 (gray bars), particularly for A3-phases.
A1-phases were here compared during two sleep stages: in sleep stages 1-2 (group 'Sub1') and in sleep stages 3-4 (group 'Sub4'). It is interesting to analyze the properties of A1-phases with respect to the background activity during a specific sleep stage. For instance, during sleep stage 4, the background activity and the A1-phases present similar frequency content, and thus, we could assume that the energy plays an important role to discriminate between A1-phase that appear in Sub1 or Sub4. In order to test this, the Kruskal-Wallis statistic was used to analyze whether the onset and offset windows of the Sub1 are statistically different from Sub4. The results of these tests are shown in Tables 1 and 2 , using the symbol # in the column corresponding to Sub4 to denote statistical significance (p value <0.01). For the onset case, most of the measures showed statistical difference, with the exception of skewness, standard deviation, delta and energy. All of the measures under study yielded lower values for Sub1 than for Sub4, except for delta and standard deviation. A similar behavior is observed at the offset. The standard deviation increases by a factor of at least two in s p (A-phase window) with respect to s p−2 (background), for all A-phase types during the onset and a similar behavior occurs for the offset case (with a slightly lower, but still significant ratio) except in the Sub3. It has to be noted that a ratio s p,q+/−1 /s p,q+/−2 close to one (for onset and offset) reflects that both windows contain similar values of standard deviation. A similar behavior is observed for the energy measure.
On the other hand, the SampEn measure shows a different behavior during the onset; it seems that a progressive reduction in the complexity takes place from s p−2 toward s p (statistically significant for Sub1 and Sub4), with the exception of Sub3 where the ratio presents values close to one. This is in accordance with previous findings that have shown complexity in A1-phase to be lower than background activity [2] . For the offset case, the ratio presents lower values than one in the ratio s q /s q+2 and values close to one for s q+1 /s q+2 , which means that there is an increment in the complexity from A-phase toward background for Sub1 (*), Sub2 and Sub4 (*) and a decrement in the complexity from A-phase toward background for Sub3. It is also worth noting that in Sub1 and Sub2, the ratios are lower in the onset than in the offset; i.e., there is a more abrupt fall of complexity at the beginning of A-phase and a more gradual increase at the offset. TS1 presents ratio values higher than one in the ratio s q /s q+2 , which is less notorious in Sub3.
When the ratios of A-phases between onset and offset cases are compared, standard deviation showed significant differences (ç) in all the groups (Sub1, Sub2, Sub3 and Sub4), whereas SampEn showed significant differences Fig. 3 a, only in the Sub2 (ç) and TS1 for Sub2 and Sub3 (ç). Finally, the ratios of background activity between onset and offset cases showed statistical differences for the complexity measures (&) but not for statistical measures. This could suggest that the EEG signal presents similar amplitudes before and after the A-phases, but changes in the frequency components occur. A similar analysis that was carried out for the measures at the different EEG bands is shown in Fig. 3b . All the comparisons between the transitions widows show significant differences.
With respect to the feasibility of separating onset and offset from the background based on the features under consideration, a classification based on kNN was carried out. Table 3 shows the mean classification performance for onset and offset cases with k = 17, and the best feature subset with five elements obtained through the wrap LOO-CV procedure. The classification was performed for each group (Sub 1-4) in each case (onset and offset). For the onset case, the specificity was close to 90 % for all groups, the sensitivity ranges between 78 and 86 %, and the accuracy was between 85 and 91 %. The best scenario was Sub2, and the worse scenario was Sub4. The results suggest that the A2-phases present characteristics that allow a better separation during the onset and the onset of A1-phases in deep sleep (S4) is less different from the background. For the offset case, the specificity ranged between 84 and 90 %, the sensitivity ranged between 69 and 80 %, and the accuracy was between 79 and 86 %. Here the best scenario was for group Sub1 and the worst scenario for Sub3. This suggests that A3-phases in light sleep present similar characteristics to the background activity during the offset. It is important to note that the best feature subset was different for each classification group (Sub1-4 and case onset-offset). The features with more occurrences in the best feature sets were as follows: (1) energy, (2) beta and (3) delta in order of importance. It is important to note that these features also presented statistical differences between activation and background windows in all the scenarios.
Discussion
This study assesses the properties of the A-phases surroundings of the EEG signal during sleep. Descriptive statistics, spectral features and complexity measures were used to quantitatively evaluate, at different sleep stages, the following transitions: (1) background to A-phase and (2) A-phase to background. Our main observations are as follows: (a) Some characteristics of the EEG signal such as standard deviation, energy and power in the delta band present an abrupt change, increasing from the background to the A-phase; however, these changes, even if they are statistically significant, are less abrupt at the offset; (b) complexity measures show differences in all the transitions except during A3-phases; and (c) the best features for separating the A-phase onset and offset from the background are the measures related to the high-and low-frequency bands. During sleep, different neural assemblies are formed to carry on the sleep task. These associations of neurons could work in coordination and/or independently generating a basal electrical oscillation, which is recorded through electroencephalography. Thus, the basal sleep stage oscillations come by the addition and subtraction of such neural assembly activity. However, in addition to the basal sleep stage oscillation, the A-phases of the CAP are temporal events that coordinate the neural assemblies and produce fast changes in amplitude and/or variations in the complexity of the EEG signal. From the results, it seems the A-phase onset generally presents high-energy increments for all types of A-phases, as can be observed in the standard deviation, delta frequency and energy measures. A similar situation is observed during the offset case. A-phases present higher amplitudes than the background. This suggests that a forced coordination of neural assemblies occurs for a few seconds, especially for A1-phases and A2-phases. In previous studies, other researchers have found similar results; for example, during all-night EEG power spectral analysis of the CAP components, Ferri et al. [9] found an increase in power in frequency bands between 0.5 and 2.5 Hz in all A-phases with respect to the background. In the study conducted by De Carli et al. [23] , there is evidence that the peak of 0.5-2 Hz (low delta) activity is present in the initial part of all A-phase types analyzed by wavelet transform. In types A1, low delta power (including K-complexes) exhibits a peak in the first 3 s and remains at about 70 % of the signal power until the end of the activation. In A2-phase, the low delta power is dominant in the first 3 s, but in the following seconds, it declines at about 40 % of its maximum. A3-phase is still characterized by an initial peak of low delta (see energy and standard deviation in Fig. 3 ), which is followed by a strong decrease and a parallel increase in theta, alpha and faster activities. The A3-phases do not show clear changes in amplitude and complexity during the transition from offset to background, which could suggest that A3-phases represent a reorganization mechanism of the neural assemblies, producing the construction and destruction of the sleep macrostructure. This idea is supported by the duration of the A3-phases, since a longer influence on the neural assembles is needed to produce a neural assembly reorganization [24] . On the other hand, given the number A1-and A2-phases, their duration and their occurrence during sleep, it seems that A1-and A2-phases represent the main monitoring mechanism that the brain executes during sleep.
In the homeostatic process, the buildup of delta profile is achieved by A1-phases, characterized by slow activities injected in the sleep EEG and that partially remain even during the following phase of background activity [9] . Conversely, the delta profile of the homeostatic process in the ascending slope of NREM sleep is dismantled by A2-and A3-phases. Compared to A1-phases, we have observed that the grand average groupings of A2-and A3-phases show different frequency band aggregation and topographic cortical distribution [9, 10] . Besides the peak in the 0.25-2.5 Hz range, there is a following smaller peak, including theta and alpha activities in A2-phases and a dominant peak around 9 Hz in A3-phases localized in the parieto-occipital regions [9, 23] . These rapid activities mainly persist in the following background phase [9] . A2-and A3-phases emerge in the ascending light sleep branch of NREM sleep cycle approximately 20 min before the onset of REM sleep. The characteristic EEG rhythms of REM sleep are achieved through the progressive reorganization of activities of neural assemblies reset by the A3-phase action, which can be considered as generators of REM sleep activities.
The currently adopted definition of A-phase, given in [1] , characterizes these A-phases as "repeated spontaneous sequences of transient episodes (A-phases) deviating from the background rhythm of the ongoing EEG with intervals that separate the repetitive elements (B-phases)." This is a rather qualitative definition, and thus, a clear characterization of the A-phase and its different types is needed. The A-phase types are defined based on the percentage of time of low and rapid rhythms that occur inside the A-phase, but not based on how these rhythms are distributed [9] . However, it could be the case that, for the detection of A-phases, the rhythms distribution is not important. Indeed, in order to find A-phases, the experts only observe small EEG segments that are different from the basic sleep stage rhythms. Thus, a better characterization of the transition between background and A-phases is needed to understand whether EEG modifications do exist before visible changes. From the results presented in the current study, the background windows (s p−1 and s p−2 ) do not show amplitude changes, but a reduction in the complexity is observed during the onset of A1-and A2-phases, while A3-phases maintain a stable complexity at onset and offset. Based on this finding, it could be useful to give a quantitative definition of the onset and offset of A-phases based on mathematical models or signal characteristics. This step needs a deeper study concerning a single point or a small number of points around the A-phase that could allow an objective detection.
In this study, we have analyzed the A-phases as isolated events; this means that we are not taking into account possible information given by consecutive sequences of different types of A-phases. We only analyzed the A-phases with the surrounding background within a specific sleep stage. However, characterization of the A-phases given the type and duration of the preceding A-phase could be useful to understand possible temporal relations for a better understand the system that generates them. In addition, the A-phases are reflected in different brain areas; thus, it is needed to extend our procedure as a multichannel analysis and include fundamental information such as long-range synchrony among different cerebral areas [26] [27] [28] . Ferri et al. [26] have found interesting results about functional connectivity at different EEG bands as well as EEG slow waves [27] . Their results suggest an increase in long-range synchronization during the A-phases with respect to the background, result that could help to improve our analysis. Furthermore, additional information could be extracted by relating the A-phases with other EEG sleep events such as spindles [29] [30] [31] , and their relation with other systems such as the cardiovascular [32] . This will help to give a better characterization of the A-phase function inside to the sleep process.
From the classification point of view, we used the kNN classifier to evaluate the feasibility of separating background and A-phases at the onset and offset. The results showed a fine grade of separation (higher than 80 %). However, even if the kNN could find complex decision boundaries, the time needed for classification is always related to the number of samples and the training data are required each time that a new sample is classified. Thus, the exploration of parametric classifiers will help to improve the time of classification if new datasets are included. This is because the decision boundaries are defined through a model with specific parameters and the training data are not needed after the model is defined. However, it is interesting to note that the extracted features present valuable information to separate the A-phase onset and offset from background, which is in agreement with visual detection.
The main limitation of this study is the reduced number of patients. This is because we are studying healthy, well-sleeper subjects, and most polysomnographic records are obtained from clinics where pathological subjects are treated. A higher number of subjects may be required in order to obtain a better generalization of the results for clinical purposes. In addition, only healthy subjects were analyzed; therefore, the exploration of the A-phases properties in pathologic cases such as insomnia and sleep apnea is needed. Furthermore, it is worth mentioning that some features present statistical differences among background and A-phase, but they may not be useful for A-phase onset/ offset classification, since a clear separation in their histograms does not exist, as it can be observed in Fig. 2b . Another important issue of the present analysis is given by the nature of the EEG signal and A-phase definition. EEG signal is defined as a quasi-stationary process, which means that its statistical properties remain constant only over short time periods, typically in the order of tens or hundreds of milliseconds [14, 25] . Thus, techniques such as the Fourier transform or measures that require a relatively large amount of data must be used with caution in the EEG analysis. Finally, the offset shows more gradual changes than the onset, and thus, a further analysis is needed to better understand the properties of A3-phases.
Concerning the complexity measures, it would be useful to further investigate whether a modification in the window length could further improve the individual results for different A-phase subtypes and sleep stages. It is worth noting that, as also elaborated in [2] for FD and SampEn, the proposed complexity features take into account the overall signal variability and shape characteristics, capturing both differences in spectral components and in the degree of nonlinearity/non-stationarity, thus forming overall indices 1 3 of signal regularity or complexity. This is of value not only in the distinction of A-phases from background but also among the three subtypes. A nonlinearity analysis as proposed in [33] , via measures of predictability and asymmetry, can be regarded as a complementary approach which can differentiate the nonlinearities potentially present in A1 subtypes (and partially A2) of CAP, from the prominent non-stationarity of A3 subtypes.
It is important to note that there exist some studies in the literature for A-phase detection, but they are very vague with respect to the borders. The most similar is the De Carli et al. [23] study, where the authors analyzed specifically the arousals from sleep (A2-and A3-phases) using windows of 20 s as background, 3.5 as pre-arousals and a window with the arousals; thus, the results are not comparable with the analysis presented in this study.
Finally, a further application of this study is to show possible useful features for EEG segmentation, which could be applied to develop algorithms able to support the researchers during CAP evaluation. This would contribute toward making the CAP analysis accessible in clinics and reduce the time and efforts in locating the A-phase onset/offset.
Conclusion
A quantitative study of different characteristics before and after the onset and offset of A-phases during CAP sleep was conducted. The results showed that the A-phase onset presents clear changes in EEG energy, delta band and complexity with respect to the background. This suggests that a mechanism of coordination is over-imposed to the neural assemblies, which generates the specific oscillation of the sleep stages. It could be observed that this mechanism of coordination is damped, a few seconds after the A-phase onset, generating an apparent gradual desynchronization during the A-phase offset, which is shown by the increase in the EEG complexity. From the EEG characteristics, A1-and A2-phases presented similar behavior in the comparison between onset/offset and B-phase activity, while A3-phases behaved differently.
