Abstract-Dynamic, flexible and programmable network nodes will enable the key infrastructure for the Future Internet. Reengineering of the traditional router architectures is required in order to allow hardware-and vendor-independent routing functions and to design open and cost-effective service platforms. This paper presents a modular programmable router architecture to support multi-granular routing based on optical switching matrices, according to recent IETF standards. A possible implementation of the proposed concepts is demonstrated using a software-based optical router emulator, which integrates optical packet and circuit switching paradigms. The emulator is designed as a test platform to prove the feasibility of different subsystems and their interoperability.
I. INTRODUCTION
Present and foreseeable future network-based applications are pushing forward the need for an integrated communication infrastructure capable of supporting heterogeneous applications and services with related QoS needs and requirements [1] . Future Internet concepts strongly rely on network virtualization and fast, dynamic reconfiguration of network resources. The present infrastructure of the Internet does not fit with this ambitious task, so the network layer of the Future Internet needs to be re-engineered with increased level of flexibility and dynamism, including smart network control functions based on fast, semantically rich and flexible signaling procedures [2] .
For these reasons, the success and growth of Future Internet applications require a deep re-think of node and network architectural concepts, which are stimulating increasing discussions within the networking research community [3] . In particular, the nodes of such a next generation network should not only provide very high bandwidth and aggregate capacity, but also be flexible enough to easily map the requests coming from the control plane over the available switching resources, according to service requirements. This way, a scalable and cost-effective solution can be offered to service providers, as they can support different transport services over the same physical node (and network) in a highly flexible way. Network and node programmability are key concepts that need to be investigated in this framework [4] .
Photonic technologies offer a set of switching devices to provide very high bandwidth at different granularities, while reducing power consumption and footprint. In order to add an adequate level of flexibility, the optical and/or electrooptical nodes must include the concept of programmability: a programmable multi-granular optical node can be dynamically configured to support different switching and transport paradigms over a hybrid optical switching matrix.
Many experiments have been carried out recently on multiservice modules [5] [6] , showing also a possible integration between an optical data plane and an application-aware control plane [7] . However, most of the experiments presented are based on expensive and time-consuming optical test-beds. In addition, to the best of our knowledge, an integrated approach to the design of a modular and flexible optical node architecture, comprehensive of the different planes involved in switching heterogeneous and dynamic traffic, is still missing. This paper introduces a novel functional architecture suitable for a programmable optical node and describes the implementation of an emulation environment to support fast prototyping and affordable testing. The platform to emulate such a programmable node has been developed using the Click! modular router framework [8] . The proposed platform allows the emulation of both node control and data planes including all the related interactions. The emulation of an optical switching fabric using Click! elements is detailed in [9] , where optical devices are represented by software functional blocks that try to reproduce both their logical and physical features, allowing a complete system characterization. This represents the added value of an emulation approach with respect to traditional simulation environments, where many of the implementation details are simply neglected.
The additional contribution of this paper is to introduce the modules devoted to the management of the programmable node, according to the proposed architecture, when multigranular traffic is considered. In particular, the proposed programmable node is able to manage optical circuits and synchronous packets at the same time. The modules used to manage circuit reservation and packet forwarding are presented in detail here, highlighting how the different parts interact among each other to take the forwarding decisions in a multi-granular context, by taking into account both the available switching resources and the application needs.
The paper is organized as follows. Section II introduces the functional architecture of a modular programmable node. Section III presents the software-based emulation of the multigranular programmable router and gives a detailed description of the control modules and the interactions among them. Section IV illustrates some results showing that the emulator works properly. Finally, section V concludes the work.
II. PROGRAMMABLE NODE ARCHITECTURE This section presents the concept of modular programmable optical node. Programmable means that the node functionalities can be configured by service providers over the node by simply adding/removing software modules. The scope is to provide a flexible architecture able to manage the networkbased applications according to their needs in a dynamic way, by taking the available hardware into account and translating the technology-specific information into technologyindependent service abstractions. This will enable a flexible and efficient use of network resources while meeting application needs. The design of such an open programmable node will allow multi-service and multi-provider management of the switch, and the related interfacing with an enhanced control plane to support multi-granular services. Figure 1 illustrates the structure of the programmable multi-granular node with the main building blocks, with reference to the ForCES [10] , [11] Control Element Separation [11] aims at defining a framework to physically separate Control Element (CE) and Forwarding Element (FE) within a router, and at defining a standard protocol for information exchange between CE and FE. This concept replaces proprietary communications among modules and is claimed to turn network boxes into multi-vendor systems with control and forwarding subsystems developed and evolved independently. Practical examples of ForCES concepts to programmable routers and related applications are given in recent papers [12] , [13] . The authors believe that a further system modularization consisting of Forwarding Modules (FMs) could allow the definition of hardware-independent FEs. The FE could interact also with router internal software modules, like meters, shapers and classifiers which allow data to be forwarded by the correct FM in relation to the class of service they belong to.
A detailed description of the main purposes of the different modules is now presented. The node must be interfaced to a generic network control plane (GMPLS as an example) through a standard interface (network control programming interface) which allows the node to be controlled by whatever control plane, thus ensuring deployment and interoperability in many network contexts. The interaction between network control plane and internal node management is implemented by the entity located at the highest layer, i.e. the CE. This element processes the service requests coming on the signaling channels and, according to the application-specific requirements of each incoming request (e.g. long-term waveband/wavelength path establishment or fast sub-wavelength switching service), it interprets such needs and forwards the request to the FE.
The FE manages the logical forwarding operations according to the requests arriving from the CE. The FE is hardwareindependent, so it takes its decisions independently from the hardware resources available in the switch, thus providing a separation among control and data planes. Then, it sends a request to the proper FM, according to the traffic needs, to configure the optical or electro/optical switching fabric.
A FM decides which requests coming from the FE can be satisfied and which cannot, according to the hardware availability and the state of occupation of the switching resources. Then, the FM drives the hardware devices according to the accepted FE requests (physical configuration of the switch) and notifies the success or failure to the FE. In this way, the FMs provide an abstraction of the switching resources to the FE. When a FE request cannot be satisfied by a FM, the same request can be re-directed to another FM or not, depending on the specific traffic needs and FE functionality.
This approach allows a virtualized description of the switch hardware resources, which can be used by the FE when performing the forwarding functions. Network applications and/or service providers may build and install new FMs and control them through the CE and FE interactions, whereas the FE will be in charge of creating the forwarding tables, manage the forwarding algorithms according to the QoS and other needs identified by the CE. This way it is possible to obtain the switch partitioning among different entities, thus reducing CAPEX/OPEX costs through resource sharing.
III. SOFTWARE-BASED IMPLEMENTATION OF MULTI-GRANULAR PROGRAMMABLE OPTICAL ROUTER
An interesting possibility to build a test-bed of programmable optical routers is represented by the Click! modular router framework [8] , a very powerful solution to support software router implementation [14] . This approach has been recently demonstrated effective for measurements and programmable router checking [15] , [16] . An interesting example of router model is given in [17] . The new challenge is represented by the design of a framework to support complex router functions, organized into modules, which interact with each other by means of suitable protocol as specified for example by the already mentioned IETF ForCES solution.
A possible Click! configuration that implements a general programmable architecture with reference to a node capable of optical circuit and packet switching is shown in Fig. 2 , where 978-1-4244-5638-3/10/$26.00 ©2010 IEEE the most important modules from both the data and control planes are included. The light-colored elements represent the input traffic sources, the input and output optical fibers and the optical switching fabric. The headerTap() elements split the header and the payload of the packet when OPS is considered. For the sake of simplicity, a generic switching fabric is considered which interconnects two four-wavelength input fibers (IFs) to two four-wavelength output fibers (OFs).
In our implementation, an optical switching matrix belonging to the broadcast-&-select family, presented in [18] , is considered for the data-plane. This architecture presents two potential contention points: one, as usual, on the target output fiber, the other after the input Wavelength Converter (WC) stage, where signals directed to the same wavelength on different outputs may interfere. The contention in these points must be considered by the modules performing hardware configuration (i.e. by the FMs presented in III-C). This optical switching fabric can be emulated by using suitably customized Click! elements that emulate the logical and physical (e.g., optical signal attenuation, signal-to-noise ratio) characteristics of the optical devices, such as splitters/couplers, MUX/DEMUX, WCs etc. The software-based emulation of this switching fabric by using Click! elements is extensively presented in [9] . However, the control primitives that will be defined here could also support a possible integration with real photonic test-beds, as the one described in [5] .
This software-based optical router approach could set the basis for future integration of different functionalities developed for control and forwarding purposes. Indeed, the modularity of the approach ensures that different modules can be replaced with new ones and very easily tested. Benchmarking of the programmable optical router concepts can be performed within this framework by applying available traffic generators and service emulators.
The dark-colored elements in Fig. 2 represent the implementation of the node control plane modules, namely Control Element, Forwarding Element and Forwarding Modules. The focus of this work is on the integration in such an emulation framework of the multi-granular (OCS and OPS) traffic through a proper definition of the CE, FE and FMs. These modules are now presented in detail. In the pseudo-codes here presented it is assumed that request and acknowledgement messages are not lost along the network and inside the node.
A. Pseudo-code of the Control Element
First, some nomenclature is introduced:
• m: input fiber of a packet/circuit;
• w: input wavelength of a packet/circuit;
• n: output fiber of a packet/circuit; According to this nomenclature, the pseudo-code of the CE is presented below:
1: n = labelLookup(); 2: if PH from HeaderTap then 3: send to FE(PH, m, w, n); 4: else if REQ from previous node then 5: send to FE(REQ, m, n); 6: else if ACK from next node then 7: send to FE(ACK, m, n, k); 8: else if NACK from next node then 9: send to FE(NACK, m, n); 10: send prev node(NACK); 11: else if REL from previous node then 12: send to FE(REL, m, w, n, k); 13: send next node(REL); 14: else if GRANT from FE then 15: send next node(REQ); 16 send prev node(NACK); 23: end if when the CE receives a PH (line 2), it simply passes it to the FE (line 3), without any feedback expected. Also, when the CE receives REQ/ACK message coming from previous/next node (lines 4 and 6), it is passed to the FE (lines 5 and 7), and the FE will reply with proper messages. When a NACK message is received from the next node (line 8), the CE passes it to the FE (line 9) and sends a NACK to the previous node through the OCS signaling (line 10). When a REL message is received (line 11) from previous node, CE passes it to the FE (line 12) to release the resources in the switching matrix, and the CE sends a REL message (line 13) to the next node through the OCS signaling channel. When the CE receives a GRANT message from the FE (line 14), which means that the FE has reserved a circuit after a REQ message, the CE sends a REQ message to the next node (line 15). When the CE receives a DENY message from the FE (line 16), which means that the FE can not reserve the circuit requested by a REQ message, the CE sends a NACK message to the previous node (line 17) through OCS signaling channel. When the CE receives a SUCCESS message from the FE (line 18), which means that the switching resources has been configured in the switching matrix, the CE sends an ACK message to the previous node (line 19). The ACK message contains the input wavelength chosen for the circuit (by FM), which is needed to previous node (as will be explained in section III-C). When the CE receives a FAILURE message from CE (line 20), which means that the switching resources can not be configured, the CE sends a NACK message to the previous node (line 21) and a REL message to the next node (line 22). This way, the CE communicates with the OCS signaling and the FE to manage packet and circuit requests.
B. Pseudo-code of the Forwarding Element
The pseudo-code of a simple scheduler executed in the FE is here given. Additional nomenclature: 14: send to CE(GRANT); 15: else {//circuit not allowed} 16: send to CE(DENY); 17: end if 18 send to CE(FAILURE, m, n, k); 30: end if When a PH is received (line 1), the FE checks whether there are still output wavelengths available to forward the packet (line 2). If so, the FE sends the PH to the FM OPS (line 3) to check whether it is possible to configure the available switching resources in order to forward the packet. Otherwise (line 4), the packet is dropped by FE (line 5). If the FM OPS successfully schedules the PH, FE receives a 978-1-4244-5638-3/10/$26.00 ©2010 IEEE SUCCESS message from FM OCS (line 7), and FE increases the number of wavelengths used for OPS (line 8). On the other hand, when the FE receives a FAILURE message from FM OCS (line 9), the packet is dropped (line 10) due to switching resource unavailability.
When a REQ message from CE is received (line 11), the FE check whether a new circuit can be reserved in the IF m and OF n (line 12). If so, the number of circuits reserved in that fibers is increased by one (line 13) and a GRANT message is sent to the CE (line 14). Otherwise (line 15), the new circuit request can not be satisfied and a DENY message is sent to the CE (line 16). When an ACK message from CE is received (line 18), the FE passes the request to the FM OCS to configure the switching devices (line 19). When a NACK message from CE is received (line 20), the FE simply decreases the number of circuits in IF m and OF n (line 21). When a REL message is received from CE (line 22), the number of circuits is decreased by one (line 23), and a FREE message is sent to the FM OCS in order to release the hardware resources (line 24).
When a SUCCESS message from FM OCS is received (line 25), the FE sends a positive feedback message SUCCESS to the CE (line 26). When a FAILURE message from FM OCS is received (line 27), the FE decreases the number of circuits (line 28) and sends a FAILURE message to the CE (line 29).
It is worthwhile noting that the FE takes its decisions checking the wavelength availability on the OFs and not the internal switching resource availability, so it is hardwareindependent. The switching configuration is left to the FMs.
C. Pseudo-code of the Forwarding Modules
The pseudo-code of a simple scheduler for the FM OCS, managing the switching matrix according to OCS requests, is here presented. The FM OCS takes its decisions according to the devices available in the switching matrix and interacts with the FE. The OCS reservation is a two-way procedure, and the FM OCS performs resource configuration in the way back, when it receives a COMMIT message from the FE (resulting from an ACK sent by next node to CE). The COMMIT message contains the output wavelength k to be used for the circuit (chosen by the next node and communicated in the ACK message). The FM OCS checks whether it is possible to configure the circuit or not according to resource availability. If yes, it passes the chosen input wavelength w to the FE through SUCCESS message, and this wavelength will be communicated to previous node (in the ACK message), thus completing the procedure. Additional nomenclature:
• The FM OPS scheduler is very similar to the one of FM OCS, the only differences are: i) there is no release phase, so the first three lines of the pseudo-code are not needed. The hardware resources assigned to packets are released in each time slot; ii) OPS reservation is a one-way procedure, so the FM OPS scheduler checks the wavelength availability on the OFs, not on the IFs; iii) the FM OPS is executed when a PH arrives, so up to NM times per slot. An example of FM OPS scheduler can be found in [9] .
IV. NUMERICAL RESULTS
In this section some results to test the software emulation of the programmable node are provided. First of all, results obtained via emulation are compared with the ones obtained via simulation, to prove that the proposed emulator is able to reproduce correct results, but providing enhanced features in terms of flexibility and management. The simulation results have been obtained using a well established ad-hoc simulator, e.g. previously used to obtain results in [18] , and capable to simulate the switching matrix considered in this work. packet scheduling operations, it is possible to verify what happens when OCS is also considered in the programmable node. Figure 4 shows what happens to the throughput when a circuit with constant bit-rate (CBR) is set-up. When the router reconfigure itself to set-up the circuit, it is possible to note how the throughput in the circuit increases, centered around the value 1. Correspondingly, the throughput of the optical packets decreases of the same amount. This proves that the control modules defined in the emulation framework are able to capture the effects of the circuit/packet mixture.
V. CONCLUSION A programmable router architecture has been described and considered for multi-granular optical node implementation, according to the IETF ForCES standard. The proposed approach allows flexible and cost-effective service provisioning for Future Internet applications. The feasibility of the considered solution has been demonstrated using a software-based optical router emulator, capable of providing an integrated OPS/OCS solution. The interactions among all the required control plane modules have been investigated and successfully implemented. Further work will be devoted to extend the switching capabilities of the node emulator and to test its scalability under realistic traffic conditions.
