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JOINING AND INDEPENDENCE IN CONCURRENCE TOPOLOGY
STEVEN P. ELLIS
Abstract. “Concurrence topology” (Ellis and Klein Homology, Homotopy, and Applications,
16) is a TDA method for binary data. The idea is to construct a filtration consisting of
Dowker complexes then compute persistent homology. Persistent classes correspond to a form
of negative statistical association among the variables.
Suppose we have two groups of binary variables each displaying negative association, man-
ifested in nontrivial concurrence homology in dimensions p and in one group and q in the
other when the groups of variables are considered individually. Suppose, however, that the
two groups of variables are statistically independent of each other. Now combine the two
groups of variables and suppose the sample size is large. Then representative cycles, one from
each group of variables, will combine to produce a cycle in dimension p+ q+1. This is a chain
level phenomenon, but we show it has a signature in homology. Looking for this signature can
be used to study the dependence among groups of variables.
1. Introduction
Let K and L be finite simplicial complexes. Let σ ∈ K with vertices v1, . . . , vm. Let τ ∈ K
with vertices vm+1, . . . , vn. We assume that for every σ and τ the sequence
v1, . . . , vm, vm+1, . . . , vn is geometrically independent (Munkres [Mun84, p. 12]). Let σ ∗ τ be
the simplex with vertices v1, . . . , vm, vm+1, . . . , vn (Munkres [Mun84, p. 368]). Assume that the
join, K ∗ L, exists. Recall that in that case K ∗ L is the complex consisting of all σ ∗ τ with
σ ∈K and τ ∈ L and all faces of such. Thus, σ, τ ∈K ∗L.
Assume
(1.1) K ∩L = ∅.
Consider the space X that is a union
(1.2) X ∶= N⋃
i=1
σi × τi,
where σi ∈ K, τi ∈ L are simplices of K and L, resp. The σi’s do not have to be distinct. Nor
do the τi’s. However, we assume
(1.3) i, j = 1, . . . ,N and i ≠ j imply (σi, τi) ≠ (σj , τj).
We assume further that every facet (i.e., maximal simplex) of K appears at least once as a
σi. Ditto for L. Thus, there is a map g ∶ {1, . . . ,N} → K × L that associates to every index
i = 1, . . . ,N a pair g(i) = (σi, τi) ∈ K × L. The projection onto the first (second) factor in
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g({1, . . . ,N}) includes the set of facets of K (L, resp.). The set of vertices K(0) and L(0) are
disjoint. In particular,
(1.4) σi ∩ τi = ∅ for every i = 1, . . . ,N.
In this paper except where noted all homology is with Z/2 coefficients. Let C(K) = {. . . ∂Ð→
C2(K) ∂Ð→ C1(K) ∂Ð→ C−1(K) = Z} and C(L) = {. . . ∂Ð→ C2(L) ∂Ð→ C1(L) ∂Ð→ C−1(L) = Z} be the
augmented integer simplicial chain complexes of K and L, resp.I˙f c = σ1 +⋯ + σm is a p-chain
in C(K)⊗Z/2 and d = τ1 +⋯+ τn is a q-chain in C(L) ⊗Z/2 (p, q ≥ 0), define the chain c ∗ d in
K ∗L to be the (p+q+1)-chain ∑mi=1∑nj=1 σi∗τj . It is easy to see that if c and d are cycles then
so is c∗d. Denote the collection of all such c∗d together with C(K) and C(L) by C(K)∗C(L).
Write C(K) ⊗Z/2 C(L) ∶= [C(K) ⊗Z/2] ⊗Z/2 [C(L) ⊗ Z/2]. As usual, we define dim(σ ⊗ τ) =
dimσ + dim τ . We think of the “chain” 1 as belonging to C−1(K) or C−1(L) so dim(σ ⊗ 1) =
dimσ−1 and dim(1⊗τ) = dim τ−1. Thus, C(K)⊗Z/2C(L) has non-trivial homology in dimension
-2: [C(K) ⊗Z/2 C(L)]−2 = {1⊗ 1}. For σ ∈K, τ ∈ L, define ∂(σ ⊗ τ) ∶= (∂σ) ⊗ τ + σ ⊗ (∂τ).
The proof of the following is easy.
Lemma 1.1. For r ≥ 0 define f ∶ Cr+1(K ∗L) ⊗Z/2→ [C(K) ⊗Z/2 C(L)]r by f(σ ∗ τ) ∶= σ ⊗ τ
(σ ∈ K, τ ∈ L). If r ≥ −1 and σ ∈ K, τ ∈ L with dimσ = dim τ = r + 1, define f(σ) ∶=
σ ⊗ 1 ∈ Cr+1(K) ⊗Z/2 C−1(L) and f(τ) = 1⊗ τ ∈ C−1(K) ⊗Z/2 Cr+1(L) Finally, with r = −2, set
f(1) ∶= 1⊗ 1 ∈ C−1(K) ⊗Z/2 C−1(L). Then f is a chain map.
Note that the lemma does not seem to hold with Z/2 replaced by an arbitrary field: There
can be a problem with signs.
Now let α ∈ H˜p(K) and β ∈ H˜q(L) be non-trivial (p, q ≥ 0). Let w and z be cycles representing
α and β, resp.T˙hen w ∗ z ∈ Cp+q+1(K ∗L) ⊗ Z/2. In fact, w ∗ z is obviously a cycle (with Z/2
coefficients). Call w ∗ z a “join cycle”. We are interested in such cycles for reasons explained
in section 2. Thus, our interest is at the chain, not homology level. We wish to be able to see
at the homology level, signs of the presence of join cycles.
Suppose w∗z in fact lies in the subgroup Cp+q+1(M)⊗Z/2. Let i ∶ C(M)⊗Z/2→ C(K ∗L)⊗
Z/2 be inclusion1 and suppose i(w ∗ z) represents a non-trivial class in H˜p+q+1(M). Consider
the composition of chain maps
C(M) ⊗ Z/2 iÐ→ C(K ∗L) ⊗ Z/2 fÐ→ C(K) ⊗Z/2 C(L).
Now apply the homology functor. Then, by theorem 4.1, we have this composition of homo-
morphisms:
H˜∗(M) i∗Ð→ H˜∗(K ∗L) f∗Ð→ H˜∗[C(K) ⊗Z/2 C(L)] Kun−1ÐÐÐÐ→ H˜∗(K) ⊗Z/2 H˜∗(L).
This composition of homomorphisms takes {w ∗ z} ∈ H˜∗(M) to {w} ⊗ {z} = α⊗ β, which is
nontrivial by assumption. Therefore, i∗[{w ∗ z}] ∈ H˜∗(K ∗L) is non-trivial. To sum up:
1More precisely, let p ≥ 0 and let i′ ∶ Cp(M) → Cp(K ∗L) be inclusion. Let G2 be the subgroup of Cp(K ∗L)
spanned by the p-simplices in Cp(K ∗ L) not in M . Then Cp(K ∗ L) = Cp(M) ⊕G2. Therefore, by Munkres
[Mun84, Top of p. 24], we have Cp(K ∗ L)/Cp(M) = G2 so is free abelian. Therefore, by Munkres [Mun84,
Corollary 23.2, p. 132], the exact sequence 0 → Cp(M)
i′
Ð→ Cp(K ∗ L) → Cp(K ∗ L)/Cp(M) → 0 splits. Hence,
by Munkres [Mun84, Theorem 50.4, p. 302], the homomorphism i ∶= i′ ⊗Z/2 is injective.
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Theorem 1.2. Let K and L be simplicial complexes, perhaps abstract. Let α ∈ H˜p(K) and
β ∈ H˜q(L) be non-trivial (p, q ≥ 0). Let w and z be cycles representing α and β, resp. Suppose
w ∗ z ∈ Cp+q+1(M) ⊗ Z/2 and w ∗ z represents a non-trivial class in H˜p+q+1(M). Let i ∶
C(M) ⊗ Z/2 → C(K ∗ L) ⊗ Z/2 be inclusion. Then i(w ∗ z) represents a non-trivial class in
H˜p+q+1(K ∗L).
Here is a converse:
Proposition 1.3. Let K and L be simplicial complexes, perhaps abstract. Let w and z be
cycles in C(K) ⊗Z/2 and C(L) ⊗ Z/2, resp. s.t. w ∗ z represents non-trivial reduced homology
in K ∗L. Then w and z represent non-trivial reduced homology in K and L, resp.
Proof. Suppose i(w ∗z) represents non-trivial reduced homology in K ∗L but w, say, does not
represent non-trivial reduced homology in K. Then there exists a chain c ∈ C(K) s.t. ∂c = w.
Write w = ∑mi=1 σi, z = ∑nj=1 τj, and c = ∑ℓk=1 ζk. Let d = c ∗ z, a chain in K ∗L. Then
∂d = ∑
j,k
(∂ζk ∗ τj + ζk ∗ ∂τj)
= ∑
j
(∑
k
∂ζk) ∗ τj +∑
k
ζk ∗ ⎛⎝
n∑
j=1
∂τj
⎞
⎠
=∑
j
(∂c) ∗ τj +∑
k
ζk ∗ (∂z)
= ∑
j
w ∗ τj +∑
k
ζk ∗ 0
= w ∗ z.
This contradicts the assumption that w ∗ z represents non-trivial homology, i.e., it does not
bound. 
Example 1.4. 1) Let K ∶= {a, b}, L ∶= {A,B,AB}, and M ∶= {a, b,A,B,AB,aA,aB, bA, bB}.
Then w ∶= a+b is a 0-cycle in K that represents non-trivial (reduced) homology in dimension 0.
On the other hand, z ∶= A+B is a 0-cycle in L that does not represent non-trivial homology in
dimension 0: z = ∂AB. Still, y ∶= w ∗ z ∈ Z1(M) represents non-trivial homology in dimension
1. But i(y) does not represent non-trivial homology in K∗L: i(y) = ∂(aAB+bAB). Thus, that
w∗z represents a non-trivial class in H˜p+q+1(M) does not automatically imply that i∗[{w∗z}]
is non-trivial.
2) Let K consist of three vertices: K ∶= {a, b, c}. Similarly, let L consist of three vertices:
L ∶= {A,B,C}. Let M be the sub complex of K ∗L whose facets are aA, Ab, bB, Bc, cC, and
Ca. The cycle z ∶= aA +Ab + bB +Bc + cC +Ca in C1(M) represents non-trivial homology in
dimension 1. Since K ∗L is one-dimensional, z also represents non-trivial homology in K ∗L.
However, z is not the “join” of two cycles, one from K and one from L. Obviously, this idea
generalizes so that if n ≥ 2 and K and L each consist of n vertices then one can get a 1-cycle
z with 2n terms.
3) Consider the complexK with facets a, bd, cd, bc and the complex L with facetsD, AB, BC,
AC. K and L each have nontrivial reduced homology in dimensions 0 and 1. Combine them
into a complex M with facets aAB,aAC,aBC,AbB, bBc,BcC, cCd,AbC, bCd, bdD, cdD, bcD.
The sum of the facets of M , viz. z ∶= aAB + aAC + aBC +AbB + bBc +BcC + cCd +AbC +
bCd + bdD + cdD + bcD is a two cycle that represents a non-trivial homology class, α. Since
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dimM = 2, z is the only representative of α and α is the only class in H2(M). Let i ∶M ↪K∗L
be inclusion. It turns out that i∗(α) ≠ 0 in H2(K ∗L).
Now, z is not the join of cycles from K and L. However, z = c1 + c2, where
(1.5) c1 = aAB +aAC +aBC +AbB +BcC +AbC and c2 = bBc+ cCd+ bCd+ bdD+ cdD+ bcD.
c1 and c2 are almost, but not quite, the joins of cycles, one from K and one from L. In fact,
neither c1 nor c2 is even a cycle.
2. Statistical interpretation
Now suppose V1, . . . , Vn are dichotomous (binary) variables and it is natural to assign them
to two groups, V1, . . . , Vm and Vm+1, . . . , Vn. (Generalizing to more than two groups is straight
forward.) Suppose we collect T observations X1, . . . ,XT (collectively, X), on these variables
and apply the “concurrence topology” (Ellis and Klein [EK14]) method to those data. The
observations, X1, . . . ,XT , do not have to be independent, but suppose that the multiple time
seriesX “mixes” sufficiently that the observations exhibit independent-like statistics (Brillinger
[Bri01, Section 1.3]). Recall that in that method one constructs an abstract descending filtered
simplicial complexM. (Each frame in the filtration is a “Dowker complex” (Dowker [Dow52].)
The vertices are just V1, . . . , Vn. The vertices Vi1 . . . Vik define a simplex of M if and only if
in some observation we have Vi1 = 1, . . . , Vik = 1. Denote the subcomplexes that only use
V1, . . . , Vm and Vm+1, . . . , Vn by K and L, resp.
Suppose the random vectors (V1, . . . , Vm) and (Vm+1, . . . , Vn) are independent of each other.
Because of the independence, for large T if σ ∈ K and τ ∈ L are simplices that each occur with
positive probability in K and L, resp. then the simplex σ ∗ τ will eventually appear in M.
Thus, the complex M will sort of look like K ∗L.
But suppose that, while the random vectors (V1, . . . , Vm) and (Vm+1, . . . , Vn) are independent
of each other, the coordinates of the first vector, V1, . . . , Vm, are not independent of each
other. Specifically, suppose that the joint distribution of V1, . . . , Vm is such that with “high
probability” the complex K has a persistent class β in dimension p ≥ 0, say. Similarly, suppose
that with high probability L has a persistent class γ in dimension q ≥ 0. Let w ∶= ∑si=1 σi be a
representative cycle for β and z ∶= ∑ti=1 τi be a representative cycle for γ.
Then, because of independence between V1, . . . , Vm and Vm+1, . . . , Vn and the “mixing” be-
havior of X1, . . . ,XT , there will appear in X every combination σi ∗ τj . Specially if “with high
probability” the classes β and γ have long lifespans, there will eventually be frequency levels
at which one observes the join w ∗ z.
Hence, by theorem 1.2 in some frames the homomorphism i∗ ∶ Cp+q+1(M)⊗Z/2 → Cp+q+1(K∗
L) ⊗ Z/2 will be nontrivial. This we will take as a sign of possible independence.
In fact, this line of reasoning inspires a weakening of the notion of join cycle. Suppose w ∗ z
is a join cycle. Suppose ξ ∈ K ∗ L whose vertices belong to (V1, . . . , Vm, Vm+1, . . . , Vn) and σi
and τj are faces of ξ. Suppose c is a p + q + 1 chain whose terms are faces of ξ and, roughly,
speaking, ∂ξ + c = σi ∗ τj. Then replacing σi ∗ τj in w ∗ z by c we get a cycle, x, that we
will regard as a kind of generalized join cycle. The argument given above implies that “in the
fullness of time” we should frequently get the cycle x.
In this paper, we use this line of reasoning to inspire a method for assessing the weakness
of association between two sets of variables, V1, . . . , Vm and Vm+1, . . . , Vn. The more classes
γ ∈H∗(M) s.t. ∂∗○i∗(γ) is nontrivial and the longer its lifespans, the more “independence-like”
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behavior we ascribe to the pair V1, . . . , Vm and Vm+1, . . . , Vn. This is reminiscent of “canonical
correlation analysis” in classical multivariate analysis (Johnson and Wichern [JW92, Chapter
10]). However, we only examined the problem of studying the dependence among two groups
of variables for convenience. The same ideas easily apply to any number of groups of variables.
However, I expect that very large sample sizes T would be required to apply this method to
more than two groups of variables.
We propose the following data analytic technique.
(1) Given two lists (more than two should also be possible) X,Y, . . . and x, y, . . . eliminate
all variables not in either list.
(2) Construct “filtered Curto-Itskov complex” (Ellis and Klein [EK14]).
(3) At each “frequency level” (“frame”), M , project down to “upper case” and “lower
case” complexes K and L.
(4) Construct the join K ∗L.
(5) Compute the persistent homology of the two level filtration M ↪K ∗L.
(6) Any class that has a lifespan of 2 indicates possible independence.
(There is a persistence angle that the preceding does not cover. Hopefully, a future draft
of this paper and the software will include that.) Using this method I have found interesting
things in real data. (Specifics will be included in a future draft of this paper.)
3. Simulations
Applying the method described in section 2 to simulated data I have found that it works!
(Specifics will be included in a future draft of this paper.)
4. Ku¨nneth theorem with field coefficients
Here we prove the following.
Theorem 4.1 (Ku¨nneth theorem with field coefficients). Let F be a field. Let C be a chain
complex ⋯→ Cp+1 ∂p+1ÐÐ→ Cp → ⋯ consisting of finite dimensional vector spaces over F with linear
boundary operator ∂. Similarly, let D be a chain complex ⋯ → Dq+1 ∂¯q+1ÐÐ→ Dq → ⋯ consisting
of finite dimensional vector spaces over F with linear boundary operator ∂¯. Let C ⊗F D be the
tensor product of chain complexes. This means the following. The chain complex in dimension
m is ⊕k+ℓ=mCk ⊗F Dℓ and the boundary operator is ∂(ck ⊗ dℓ) = (∂ck) ⊗ dℓ + (−1)kck ⊗ (∂¯dℓ),
where ck ∈ Ck and dℓ ∈ Dℓ. Let p ∈ Z. Then the map
(4.1) Kun ∶ {wk} ⊗ {zℓ}↦ {wk ⊗ zℓ} defines an isomorphism
⊕
k+ℓ=p
Hk(C;F ) ⊗Hℓ(D;F ) →Hp(C ⊗D;F ).
Here, wk and zℓ are cycles in Ck, Dℓ, resp.
Proof. The context in which we work are the graded vector spaces Γ ∶=⊕kCk and ∆ ∶=⊕ℓDℓ
and their bi-graded tensor product. Thus, if (k, ℓ) ≠ (k′, ℓ′), even if k + ℓ = k′ + ℓ′, we have(Ck ⊗Dℓ) ∩ (Ck′ ⊗Dℓ′) = {0}. First, we show that the map defined in (4.1) is well-defined.
Let Wk ⊂ Ck be the subset of cycles in Ck. Let Zℓ be the subspace of Dℓ consisting of cycles.
Suppose w ∈Wk, e ∈ Ck+1, z ∈ Zℓ, and f ∈ Dℓ+1. Then
{w + ∂e} ⊗ {z + ∂¯f} = (w ⊗ z) + ∂[(−1)k(w ⊗ f) + (e⊗ z) + (e⊗ ∂¯f)].
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Let uk1 , . . . , u
k
mk
be a basis for Ck and v
ℓ
1, . . . , v
ℓ
nℓ
be a basis for Dℓ. Then we can write each
ck ∈ Ck as a mk-tuple (row vector) in Fmk and we can write each dℓ ∈ Cℓ as a nℓ-tuple (row
vector) in Fnℓ . In light of this, we also use the symbol ∂k to mean the mk ×mk−1 matrix s.t.
that matrix multiplication ck∂k ∈ Ck−1 gives the boundary of ck.
Let ζk ∶= dimWk. Let ik ∶= mk − ζk. Thus, ik is the dimension of the boundary subspace
of Ck−1. Therefore, ik ≤ ζk−1. Similarly, let φℓ ∶= dimZℓ. Let jℓ ∶= nℓ − φℓ. Thus, jℓ is the
dimension of the boundary subspace of Dℓ−1. Therefore, jℓ ≤ φℓ−1. In summary,
(4.2) ik+1 ≤ ζk and jℓ+1 ≤ φℓ.
Argue as in the proof of Stoll and Wong [SW68, Proof of Theorem 2.1, p. 99] as follows. Let
S ⊂ Ck be a complementary subspace of Wk. I.e., Ck = Wk ⊕ S. Thus, dimS = ik. Then
the restriction of ∂k ∣S is an isomorphism onto Bk−1. Let j ∶ Bk−1 → S be the inverse of that
isomorphism. Hence, ∂k ○ j is the identity on Bk−1.
Define a chain complex {C ′k, ∂′k} by C ′k ∶=Wk⊕Bk−1 and ∂′k(w, b) = (b,0) ((w, b) ∈ C ′k). Define
fk ∶ C ′k → Ck by fk(w, b) ∶= w+ j(b). It is easy to see that f ∶= {fk} is a chain map. Notice that
fk is an isomorphism for all k, so f is a chain isomorphism. Therefore, the homomorphism
f∗ in homology is an isomorphism. We define a complex D′ and chain isomorphism D′
g
Ð→ D
similarly.
Write H∗(⋅) = H∗(⋅;F ). Similarly, write ⊗ = ⊗F . It is not hard to see that ({w},{z}) ↦{w ⊗ z} is bilinear map H∗(C) × H∗(D) → H∗(C ⊗ D). Therefore, by definition of tensor
product (Lang [Lan65, p. 408]) η ∶ {w} ⊗ {z} ↦ {w ⊗ z} defines a linear homomorphism
H∗(C) ⊗H∗(D) → H∗(C ⊗D). Define η′ ∶ H∗(C′)⊗H∗(D′) → H∗(C′ ⊗D′) similarly. It is not
hard to see that the following commutes.
H∗(C′)⊗H∗(D′) η′ÐÐÐ→ H∗(C′ ⊗D′)
f∗⊗g∗
×××Ö≅ ≅
×××Ö(f⊗g)∗
H∗(C)⊗H∗(D) ηÐÐÐ→ H∗(C ⊗D).
We will prove that η′ is an isomorphism. That will imply that η is an isomorphism and
complete the proof of the theorem. For now on we assume C = C′ and D = D′.
WLOG we may assume that uk1, . . . , u
k
ζk
is a basis for the space of cycles in Ck, and in fact,
we may assume that uk1, . . . , u
k
ik+1
is a basis for the boundary space in Ck. Similarly for Dℓ.
Therefore,
(4.3) ukik+1+1 +Boundaries, . . . , u
k
ζk
+Boundaries span Hk(C) and
vℓjℓ+1+1 +Boundaries, . . . , v
ℓ
φℓ
+Boundaries span Hℓ(D).
W.r.t. these bases, the matrices ∂k and ∂¯ℓ have the following forms, acting on the right. (We
use the convention that superscripts of the form ⋅×⋅ indicate the dimension of matrices.)
(4.4) ∂k = (0ζk×ik 0ζk×(mk−1−ik)
I
ik×ik
ik
0ik×(mk−1−ik)
)
mk×mk−1
and ∂¯ℓ = (0φℓ×jℓ 0φℓ×(nℓ−1−jℓ)
Ijℓ 0
jℓ×(nℓ−1−jℓ)
)
nℓ×nℓ−1
,
where Iik the ik × ik identity matrix.
uki ⊗ v
ℓ
j (i = 1, . . . ,mk; j = 1, . . . , nℓ) is a basis of Ck ⊗Dℓ. Let ck = x1uk1 +⋯ + xmkukmk ∈ Ck.
Let dℓ = y1vℓ1 +⋯ + ymℓvℓnℓ ∈ Dℓ. (Here x1, . . . , xmk , y1, . . . , ynℓ ∈ F , of course.) Hence, ck ⊗ dℓ =
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∑mki=1∑
nℓ
j=1 xiyj u
k
i ⊗ v
ℓ
j. Thus, the coefficient of u
k
i ⊗ v
ℓ
j in ck ⊗ dℓ is just the (i, j)th entry in the
matrix cTk dℓ = (xiyj)mk×nℓ .
Thus, a typical element, ek,ℓ of Ck⊗Dℓ is represented as an mk×nℓ matrix, Ek,ℓ. Conversely,
an arbitrary mk × nℓ matrix (with entries in F ) represents an element of Ck ⊗Dℓ. (Pf: Let
E = (eij)mk×nℓ . Then E represents ∑mki=1∑nℓj=1 eij uki ⊗ vℓj .) In this way we get an isomorphism
from Ck ⊗ Dℓ to the space, Mk,ℓ, of mk × nℓ matrices with entries in F . From now on we
identify Ck with F
mk , Dℓ with F
nℓ and Ck ⊗Dℓ with Mk,ℓ. Thus, a typical element of C ⊗D
can be written
∑
k
∑
ℓ
E
mk×nℓ
k,ℓ
,
where almost all Ek,ℓ’s are 0. We have
∂Ek,ℓ = ∂TEk,ℓ + (−1)kEk,ℓ∂¯.
It is convenient to write
(4.5) Ek,ℓ = ⎛⎝
(E1,1
k,ℓ
)ζk×φℓ (E1,2
k,ℓ
)ζk×jℓ
(E2,1
k,ℓ
)ik×φℓ (E2,2
k,ℓ
)ik×jℓ
⎞
⎠ .
Then
(4.6) ∂Ek,ℓ = ( (E
2,1
k,ℓ
)ik×φℓ (E2,2
k,ℓ
)ik×jℓ
0(mk−1−ik)×φℓ 0(mk−1−ik)×jℓ
)
mk−1×nℓ
⊕ (−1)k ⎛⎝
(E1,2
k,ℓ
)ζk×jℓ 0ζk×(nℓ−1−jℓ)
(E2,2
k,ℓ
)ik×jℓ 0ik×(nℓ−1−jℓ)
⎞
⎠
mk×nℓ−1
∈ (Ck−1 ⊗Dℓ)⊕ (Ck ⊗Dℓ−1) ⊂ (C ⊗D)k+ℓ−1,
where we separate the matrices by “⊕” as a reminder that they have different bi-degrees.
4.1. Cycles. First, we prove that any cycle in C ⊗D is homologous to an element of W ⊗Z,
where W = ⊕kWk and Z = ⊕ℓZℓ. First of all note that ck = (x1, . . . , xmk) ∈ Ck is in Wk
if and only if xζk+1 = ⋯ = xmk = 0. Similarly, dℓ = (y1, . . . , ynℓ) ∈ Dℓ is in Zℓ if and only if
yφℓ+1 = ⋯ = ynℓ = 0. Therefore, an element of the (k, ℓ)th component of W ⊗Z can be written
in the form (4.5) with E1,2
k,ℓ
, E2,1
k,ℓ
, and E2,2
k,ℓ
all 0. Conversely, by (4.6), any such element is a
cycle of C ⊗D. We show, then, that any cycle in C ⊗D is at least homologous to cycle of that
form.
Consider a matrix Ek+1,ℓ+1 ∈ Ck+1 ⊗Dℓ+1 with E1,2k+1,ℓ+1, E2,1k+1,ℓ+1, and E1,1k+1,ℓ+1 all 0. Then,
by (4.6),
(4.7) ∂Ek+1,ℓ+1 = ( 0ik+1×φℓ+1 (E
2,2
k+1,ℓ+1)ik+1×jℓ+1
0(mk−ik+1)×φℓ+1 0(mk−ik+1)×jℓ+1
)
mk×nℓ+1
+ (−1)k+1 ( 0ζk+1×jℓ+1 0ζk+1×(nℓ−jℓ+1)(E2,2
k+1,ℓ+1)ik+1×jℓ+1 0ik+1×(nℓ−jℓ+1))
mk+1×nℓ
∈ (Ck ⊗Dℓ+1)⊕ (Ck+1 ⊗Dℓ).
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Next, let z = ∑k+ℓ=pAk,ℓ (finite sum) be a cycle in (C ⊗D)p. Then 0 = ∂z = ∑k,ℓ[∂TAk,ℓ +(−1)kAk,ℓ∂¯]. For every k and ℓ, with k + ℓ = p the (k, ℓ)-component of ∂z must be 0. I.e., for
every k and ℓ s.t. k + ℓ = p, we must have ∂TAk+1,ℓ + (−1)kAk,ℓ+1∂¯ = 0. Thus, by (4.6),
(4.8) ((A2,1k+1,ℓ)ik+1×φℓ (A2,2k+1,ℓ)ik+1×jℓ
0(mk−ik+1)×φℓ 0(mk−ik+1)×jℓ
)
mk×nℓ
+ (−1)k ⎛⎝
(A1,2
k,ℓ+1)ζk×jℓ+1 0ζk×(nℓ−jℓ+1)(A2,2
k,ℓ+1)ik×jℓ+1 0ik×(nℓ−jℓ+1)
⎞
⎠
mk×nℓ
= 0.
We immediately conclude that A2,2
k+1,ℓ and A
2,2
k,ℓ+1 are both 0.
By (4.2) we may write
A
2,1
k+1,ℓ = (Gik+1×jℓ+1k+1,ℓ ,H ik+1×(φℓ−jℓ+1k+1,ℓ ) and A1,2k,ℓ+1 = ⎛⎝
G
ik+1×jℓ+1
k,ℓ+1
H
(ζk−ik+1)×jℓ+1
k,ℓ+1
⎞
⎠ .
From (4.8), we see that Hk+1,ℓ and Hk,ℓ+1 are both 0 and Gk,ℓ+1 = (−1)k+1Gk+1,ℓ.
Thus,
Ak+1,ℓ = ( (A
1,1
k+1,ℓ)ζk+1×φℓ (A1,2k+1,ℓ)ζk+1×jℓ(Gk+1,ℓ,0ik+1×(φℓ−jℓ+1)) 0ik+1×jℓ ) and
Ak,ℓ+1 =
⎛⎜⎜⎝
(A1,1
k,ℓ+1)ζk×φℓ+1 ((−1)
k+1Gk+1,ℓ
0(ζk−ik+1)×jℓ+1
)
(A2,1
k,ℓ+1)ik×φℓ+1 0ik×jℓ+1
⎞⎟⎟⎠
Now let Ek+1,ℓ+1 ∈ Ck+1 ⊗Dℓ+1 be as in (4.7) with E2,2k+1,ℓ+1 = Gk+1,ℓ. Let E2,2k+1,ℓ+1 = Gk+1,ℓ.
Let A˜k+1,ℓ be just like Ak+1,ℓ, but with A˜
2,1
k+1,ℓ = 0. Let A˜k,ℓ+1 be just like Ak,ℓ+1, but with
A˜
1,2
k,ℓ+1 = 0. Then
Ak+1,ℓ +Ak,ℓ+1 = A˜k+1,ℓ + A˜k,ℓ+1 + ∂Ek+1,ℓ+1.
Thus, we may assume, up to homology,
Ak+1,ℓ = ((A
1,1
k+1,ℓ)ζk+1×φℓ (A1,2k+1,ℓ)ζk+1×jℓ
0ik+1×φℓ 0ik+1×jℓ
) and Ak,ℓ+1 = ⎛⎝
(A1,1
k,ℓ+1)ζk×φℓ+1 0ζk×jℓ+1(A2,1
k,ℓ+1)ik×φℓ+1 0ik×jℓ+1
⎞
⎠
Playing the same games with ∂TAk+2,ℓ−1+(−1)k+1Ak+1,ℓ∂¯ = 0 and ∂TAk,ℓ+1+(−1)k−1Ak−1,ℓ+2∂¯ =
0 we see that we may take A1,2
k+1,ℓ = 0 and A2,1k,ℓ+1 = 0.
Hence, finally, up to homology,
Ak+1,ℓ = ((A
1,1
k+1,ℓ)ζk+1×φℓ 0ζk+1×jℓ
0ik+1×φℓ 0ik+1×jℓ
) and Ak,ℓ+1 = ((A
1,1
k,ℓ+1)ζk×φℓ+1 0ζk×jℓ+1
0ik×φℓ+1 0ik×jℓ+1
)
But as noted above these matrices represent elements of W ⊗Z, as desired.
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4.2. Basis of Hk(C) ⊗Hℓ(D). Let k, ℓ, p ∈ Z with k + ℓ = p. Let Ak,ℓ be a cycle of bi-degree(k, ℓ). From subsection 4.1, we know that we may assume
Ak,ℓ = ((A
1,1
k,ℓ
)ζk×φℓ 0ζk×jℓ
0ik×φℓ 0ik×jℓ
)
mk×nℓ
.
Write
A
1,1
k,ℓ
= ( αik+1×jℓ+1 βik+1×(φℓ−jℓ+1)
γ(ζk−ik+1)×jℓ+1 δ(ζk−ik+1)×(φℓ−jℓ+1)
) .
(See (4.2).)
For any Ek+1,ℓ and Ek,ℓ+1 of indicated bi-degree, both ∂Ek+1,ℓ and ∂Ek,ℓ+1 have compo-
nents of bi-degree (k, ℓ) and only such E’s can do so. But we see from (4.6), that neither of
those components have non-zero entries in the positions covered by δ. Hence, the entries in δ
correspond to basis elements of Hk+ℓ(C ⊗D).
Conversely, let
A˜
1,1
k,ℓ
= ( αik+1×jℓ+1 βik+1×(φℓ−jℓ+1)
γ(ζk−ik+1)×jℓ+1 0(ζk−ik+1)×(φℓ−jℓ+1)
) ,
let
Ek+1,ℓ = ( 0ζk+1×φℓ 0ζk+1×jℓ(E2,1
k+1,ℓ)ik+1×φℓ 0ik+1×jℓ) , where, E
2,1
k+1,ℓ = (αik+1×jℓ+1 βik+1×(φℓ−jℓ+1)) ,
and let
Ek,ℓ+1 = (0ζk×φℓ+1 (E
1,2
k,ℓ+1)ζk×jℓ+1
0ik×φℓ+1 0ik×jℓ+1
) , where E1,2
k,ℓ+1 = (−1)k ( 0
ik+1×φj+1
γ(ζk−ik+1)×jℓ+1
) .
Then, by (4.6),
∂Ek+1,ℓ + ∂Ek,ℓ+1 = ((A˜
1,1
k,ℓ
)ζk×φℓ 0ζk×jℓ
0ik×φℓ 0ik×jℓ
)
mk×nℓ
.
This shows that Ak,ℓ is homologous to
Fk,ℓ ∶= ((G
1,1
k,ℓ
)ζk×φℓ 0ζk×jℓ
0ik×φℓ 0ik×jℓ
)
mk×nℓ
with G1,1
k,ℓ
= ( 0ik+1×jℓ+1 0ik+1×(φℓ−jℓ+1)
0(ζk−ik+1)×jℓ+1 δ(ζk−ik+1)×(φℓ−jℓ+1)
) .
For a = 1, ...,mk , b = 1, . . . , nℓ, let 1a,bk,ℓ be the mk ×nℓ matrix all of whose entries are 0 except
at (a, b) where there is a 1. We have proved that a basis for Hp(C ⊗D) is
(4.9) All {1a,b
k,ℓ
} with k + ℓ = p; a = ik + 1, . . . , ζk; and b = jℓ + 1, . . . , φℓ.
By (4.3), a basis for Hk(C)⊗Hℓ(D) is
(4.10) {uka}⊗ {vℓb} (a = ik+1 + 1, . . . , ζk, b = jℓ+1 + 1, . . . , φℓ).
By convention, uka is the mk row vector that is all 0 except for a 1 in position a. Similarly for
vℓb. Recall the definition of the function Kun in the statement of the theorem. We thus have
Kun({uka}⊗ {vℓb}) = (uka)T vℓb = {1a,bk,ℓ}.
Letting a and b vary as in (4.10) and letting k, ℓ vary over k + ℓ = p and comparing to (4.9), we
see that Kun is an isomorphism. 
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