Abstract-This paper analyzes the contraction of the primaldual gradient optimization via contraction theory in the context of discrete-time updating dynamics. The contraction theory based on Riemannian manifolds is first established for convergence analysis of a convex optimization algorithm. The equality and inequality constrained optimization cases are studied, respectively. Under some reasonable assumptions, we construct the Riemannian metric to characterize a contraction region. It is shown that if the step-sizes of the updating dynamics are properly designed, the convergence rates for both cases can be obtained according to the contraction region in which the convergence can be guaranteed. Moreover, the augmented Lagrangian function which is projection free is adopted to tackle the inequality constraints. Some numerical experiments are simulated to demonstrate the effectiveness of the presented contraction analysis results on primal-dual gradient optimization algorithm.
I. INTRODUCTION
T HE following constrained optimization problem is studied in this paper
where the objective function f (x) is strongly convex and smooth with respect to x ∈ R n , and the constraints are depicted by A 1 ∈ R p1×n , A 2 ∈ R p2×n , b 1 ∈ R p1 and b 1 ∈ R p1 . Given the Lagrangian multiplier λ ∈ R pi for i = 1, 2, the Lagrangian (or Augmented Lagrangian) associated with optimization problem in (1) is L (x, λ). The Primal-Dual Gradient Optimization (PDGO) with discrete-time dynamics under study in this paper is given as follows
where k is the iteration number and the positive scalars α and β are step-sizes.
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Background
Convex optimization is of great interest in recent years for its wide implementations in control systems ranging from distributed optimization [1] , [2] , power grid [3] , [4] , machine learning [5] , game theory [6] and so on. Various convex optimization algorithms have been developed to provide better performance, such as first-order algorithms [1] , [7] , dual gradient algorithms [8] , [9] , Alternating Direction Method of Multipliers (ADMM) algorithms [10] , [11] , primal-dual gradient algorithms [12] , [13] , etc. The convergence analysis of an optimization algorithm plays a crucial role in evaluating the performance. The asymptotic convergence of the primaldual gradient optimization has dawn tremendous attentions in the existing literature [14] - [16] . In practice, however, the exponential convergence (also called geometric convergence) is a desired property for its stronger convergence guarantees. The geometric convergence of primal-dual gradient with continuous-time dynamics has been investigated [17] - [19] , while it has been rarely studied in the context of discrete-time dynamics. In particular, the PDGO with discrete-time dynamics in (2) is essential when it is adopted as a computational tool in the convex optimization.
The contraction theory is a widely adopted approach for nonlinear systems analysis. In accordance with the fluid mechanics and differential geometry, the contraction theory was first established in [20] . The traditional approach based on Riemannian manifolds has been generalized to many fields such as distributed nonlinear systems [21] , stochastic incremental systems [22] , etc. In addition, some recent results were published inspired by Finsler manifolds [23] , [24] . It, however, is worth to mention that the existing results were obtained for continuous-time dynamical systems. To the best of our knowledge, the contraction theory has been rarely studied in the context of discrete-time dynamical systems. Moreover, only a few results have been addressed using the contraction theory to analyze the convergence of an optimization algorithm [17] . The objective of this paper is to properly design the stepsizes via contraction theory towards the geometric convergence guarantees of PDGO in (1) .
Literature review
In [18] , the authors investigated the exponential convergence of primal-dual gradient optimization in the framework of continuous-time dynamics. Furthermore, they extended their theoretical analysis results to the discrete-time dynamics by using Euler discretization. In [19] , the authors studied the exponential convergence of the continuous-time distributed primal-dual gradient optimization without strong convexity. They generalized their analysis results to the discrete-time dynamics via Eulers approximation method. It is worth to note that the convergence analysis under the discrete-time dynamics relies on the theoretical analysis results for the continuous-time dynamics, which may lead to conservative.
In [25] , a class of saddle-point-like dynamics was studied and a novel Lyapunov function was constructed to demonstrate the exponential convergence rate guarantees of the primaldual optimization algorithms subject to equality constraints. However, the theoretical results cannot be generalized to inequality constrained optimization directly.
In [17] , the strict contraction of continuous-time primal-dual gradient optimization was analyzed by means of contraction theory. Moreover, the robustness of the PDGO was exploited in specific metrics. The discrete-time dynamics, however, were not considered.
Contribution
In this paper, we investigate the constrained optimization problem in (1) with primal-dual gradient updating dynamics in (2) . Under some reasonable assumptions, the geometric convergence of the discrete-time PDGO in (2) is rigorously analyzed by using contraction theory. Meanwhile, the convergence rates of equality and inequality constrained optimization cases are given, respectively. The proofs rely on the contraction analysis for discrete-time dynamics based on Riemannian manifolds. Notice that the contraction theory which is a wellknown method for nonlinear system analysis is first adopted to analyze the geometric convergence of an optimization algorithm. The Riemannian metric is constructed to depict the contraction region in which the geometric convergence can be guaranteed. Furthermore, a classic augmented Lagrangian function which is projection free is adopted to handle the inequality constrained optimization problem.
Outline
The remainder of this paper is structured as follows. Section II gives some crucial preliminaries for convergence analysis of an optimization algorithm. The theoretical analysis results of the equality and inequality constrained optimization cases are summarized in Section III. In Section IV, some numerical experiments are simulated to verify the effectiveness of the proposed primal-dual gradient optimization algorithm. Section V concludes the paper.
II. PRELIMINARIES

A. Notational Conventions
The notations adopted in this paper are stated in the following. Denote real and natural number set as R and N, respectively. A matrix with the superscript T represents its transposition. The superscript + of a state vector stands for the successor state. The subscripts of N [a, b] is the integers in the interval [a, b]. We denote [z] + = max {z, 0}. The column vector with the i-th element be 1 is represented as e i . The identity matrix I in this paper is with proper dimension.
B. Contraction Theory
We recap the crucial definitions of Riemannian geometry in the following. For more details, please refer to [20] , [26] and references therein. For two vectors δ 1 , δ 2 on the tangent space of a given manifold, the Riemannian metric is a smoothly varying inner product δ 1 , δ 2 x = δ T 1 M (x) δ 2 with respect to a positive matrix function M (x). Throughout this paper, we use the notation as δ x = δ 1 , δ 2 x . Notice that the matrix M (x) = M is assumed to be constant in this paper. Given a pair of points x ∈ δ 1 and y ∈ δ 2 , let Γ (x, y) be a smooth path connecting x and y, which implies that there exists a piecewise smooth mapping ̺ ∈ Γ (x, y) satisfying ̺ (0) = x and ̺ (1) = y. The Riemannian length is defined as L (̺) :
2 in this paper.
Some vital results on contraction theory for convergence analysis of PDGO with discrete-time dynamics are briefly stated in the following. For continuous-time dynamical systems, the readers are referred to [20] for detailed introduction of contraction analysis. Consider an autonomous discrete-time nonlinear dynamical system described by
where ξ (t) ∈ R n represents the state vector at time instant t ∈ N and Φ is a smooth and differentiable function. Denote the differential dynamics of the system in (3) as
Let the target state trajectory be a forward-complete solution of the system in (3). If there exists a controller such that
for t ∈ N, where λ is the convergence rate and C is a positive scalar which are independent of the initial states, the target state trajectory x ⋆ is said to be globally exponentially controllable.
In accordance with the contraction region defined in [20] , we can similarly establish the following lemma for discretetime nonlinear systems.
Lemma 1: Given a discrete-time nonlinear system ξ (t + 1) = Φ (ξ (t) , t), a region in state space is called a contraction region, if there exists a uniformly positive definite constant metric M , such that
with the convergence rate τ ∈ (0, 1). Proof: For the given discrete-time nonlinear system ξ (t + 1) = Φ (ξ (t) , t), the differential dynamics can be expressed as (4) . Suppose that there exist two state trajectories with different initial values, which can be referred to the actual ξ and the target ξ ⋆ . Denote the tangent vector of the actual state trajectory as δξ. By introducing the constant Riemannian metric M , we can obtain
where τ is the maximum eigenvalue of ∂Φ ∂ξ . According to (5), it can be guaranteed that the geometric convergence of the Riemannian distance within the contraction region depicted by (6) with τ ∈ (0, 1). The proof is completed.
C. Optimization
Some rational assumptions are given as follows, which are adopted in this paper to analyze the convergence of the constrained optimization problem in (1).
Assumption 1: The objective function f (x) under study in (1) is twice differentiable and ρ-strongly convex with Lipschitz gradient, such that
for all x 1 , x 2 ∈ R n , where ρ is the Lipschitz constant satisfying 0 < ρ ≤ ρ < ∞.
Assumption 2: Given the matrices A 1 and A 2 with full row rank, there exist 0 < σ 1 ≤ σ 1 < ∞ and 0 < σ 2 ≤ σ 2 < ∞ such that
Remark 1: Assumption 2 is qualified by the linear independence property of the constraints, which is standard in convergence analysis of an optimization algorithm [18] . Furthermore, Assumptions 1 and 2 guarantee the solution (saddle-point) of primal-dual gradient optimization to be unique.
III. MAIN RESULTS
In this section, the equality and inequality constrained optimization cases are studied separately. The Riemannian metric is constructed to characterize the contraction region within which the geometric convergence is guaranteed. Moreover, the convergence rates of both cases are given according to the contraction theory.
A. Equality Constrained Optimization
Consider the equality constrained optimization problem as follows
where f and A 1 satisfy Assumptions 1 and 2. The Lagrangian of the considered optimization problem in (10) is given in the following
where λ ∈ R p1 is the Lagrangian multiplier. The KarushKuhn-Tucker (KKT) conditions associated to the problem in (10) for characterizing the optimal pair (x * , λ * ) can be described by
Thus, the primal-dual gradient dynamics depicting the optimization updating can be expressed by
where α is the step-size for primal updating and β is for dual updating. The following lemma is introduced to analyze the convergence of the primal-dual gradient optimization problem in (10). Lemma 2: [18] Under Assumption 1, given the optimal state x * , it holds that
where G (x) is a symmetric matrix with respect to x, satisfying ρ ≤ G (x) ≤ ρ for any x ∈ R n . In what follows, the convergence of the primal-dual gradient dynamics is rigorously analyzed and the theoretical analysis results are summarized in the following theorem.
Theorem 1: Suppose Assumptions 1 and 2 hold. For the primal-dual gradient optimization updating dynamics in (13) , if it holds that max βσ1 ρ , αρ ∈ 0, 1 2 for properly designed step-sizes α and β, there exist two constants C 1 and C 2 which depend on ρ, ρ, σ 1 , σ 1 , α and β, such that the following conditions
are guaranteed in a contraction region depicted by Riemannian metric
where the convergence rate is
with c = 2 max βσ1 ρ , αρ .
B. Inequality Constrained Optimization
Consider the following inequality constrained optimization problem
where f and A 2 satisfy Assumptions 1 and 2. Denote , while we adopt the classic one [29] in this paper. The augmented Lagrangian of the optimization problem in (18) is established as follows
where λ ∈ R p2 is the Lagrangian multiplier, γ > 0 is a userdefined scalar and
for i ∈ N [1,p2] . Remark 2: Notice that the augmented Lagrangian in (19) used in this paper which is projection free is different from that adopted in [30] . The convergence analysis of the optimization algorithm with projection term in [30] relies on a diagonal Lyapunov function, while the Riemannian metric constructed in this paper is in general form which is less conservative.
The KKT conditions associated to the problem in (19) for characterizing the optimal pair (x * , λ * ) are given as
where
Thus, the primal-dual gradient dynamics of the optimization updating can be formulated as follows
where α is the step-size for primal updating and β is for dual updating. To analyze the convergence of the optimization updating dynamics in (23), the following lemma is introduced in addition to Lemma 1. Lemma 3: Given ξ = x T , λ T T and the optimal
, there exists a diagonal matrix Ψ = diag {ψ 1 , ψ 2 , · · · , ψ p2 } where ψ i (ξ) ∈ [0, 1] for i ∈ N [1,p2] with respect to ξ such that
Proof:
It can be directly obtained that there exists ψ i ∈ [0, 1] satisfying
The proof is completed. The convergence of the primal-dual gradient dynamics in (23), thereafter, is rigorously analyzed and the theoretical analysis results are stated by the following theorem.
Theorem 2: Suppose Assumptions 1 and 2 hold. For the primal-dual gradient optimization updating dynamics in (23) , if the step-sizes α, β and the penalty parameter γ are properly designed to satisfy γ ≥ 2β and max {c 1 , c 2 , c 3 , c 4 ) ∈ 0, 1 4 where c 1 = max {αρ, αγσ 2 }ṁ ax 2, , αγσ 2 , there exist two constants C 1 and C 2 which depend on ρ, ρ, σ 1 , σ 1 , α, β and γ, such that the following conditions
with c = 4 max {c 1 , c 2 , c 3 , c 4 }.
IV. NUMERICAL EXAMPLES
In this section, the presented contraction analysis results are verified by two numerical examples. The equality and inequality constrained optimization cases are simulated, respectively.
A. Equality Constrained Optimization
We study a standard quadratic optimization problem. The cost function is f (x) = 1 2 x T Qx with respect to x ∈ R 6 where Q = Q T 0 Q 0 + 5I with Q 0 be a Gaussian random matrix. The equality constraint is depicted by the Gaussian random matrices A 1 ∈ R 3×6 and b 1 ∈ R 3 . The step-sizes α and β are properly designed according to Theorem 1. Fig. 1 shows the Riemannian distance between the actual and optimal states with respect to the Riemannian metric in (16). 
B. Inequality Constrained Optimization
We numerically investigate the similar example as equality constrained optimization. The cost function is f (x) = T Qx with respect to x ∈ R 60 where Q = Q T 0 Q 0 + 5I with Q 0 be a Gaussian random matrix. The inequality constraint is defined by the Gaussian random matrices A 2 ∈ R 30×60 and b 2 ∈ R 30 . We carefully design the step-sizes α and β according to Theorem 2. Fig. 2 compares the Riemannian distances between the actual and optimal states with respect to the Riemannian metric in (16) under different penalty parameter γ. 
V. CONCLUSION
In this paper, we investigate the primal-dual gradient optimization in the context of discrete-time updating dynamics. The contraction theory based on Riemannian manifolds is first utilized to analyze the geometric convergence of a convex optimization algorithm. The equality and inequality constrained optimization cases are studied, respectively. Under some rational assumptions, the Riemannian metric is constructed to span a contraction region. It is shown that if the step-sizes of the updating dynamics are properly designed, the convergence rates for both cases can be obtained based on the contraction region in which the convergence can be guaranteed. Furthermore, we adopt the augmented Lagrangian function which is projection free to handle the inequality constraints. Two numerical experiments are simulated to demonstrate the effectiveness of the proposed primal-dual gradient optimization algorithm.
APPENDIX A PROOF OF THEOREM 1 Stack x and λ into a vector ξ = x T , λ T T . For the optimal pair, it can be similarly defined as ξ
In the following proof, we drop the dependence of G (x) for simplification. According to the primal-dual gradient updating dynamics in (13), we can obtain the differential dynamics as follows
By constructing the Riemannian metric in (16), the difference of the Riemannian energy between the adjacent updates can be written as
In what follows, we need to guarantee the contraction property in the contraction region depicted by M . To prove (6), it suffices to prove that Π ≤ τ
with
Thus, it is to show Φ ≥ 0 in the following. Resorting to the Schur's complement, to prove Φ ≥ 0, it is sufficient to prove
≥ 0. Under Assumption 1, by recalling the convergence rate in (17), we can get
Thus, recalling that c = 2 max
where the last inequality follows from: i)
2 ρG, and iii)
I. The geometric convergence can be guaranteed within the contraction region, which implies Eq. (15) is satisfied. The proof is completed.
APPENDIX B PROOF OF THEOREM 2
To prove Theorem 2, we stack x and λ into a vector ξ = x T , λ T T . For the optimal pair, we adopt the similarly
T . Inspired by Lemma 3, we can obtain the differential dynamics as follows according to the primal-dual gradient updating dynamics in (23)
Note that we drop the dependence of Ψ (ξ) in (37) and (38) for simplification. Thus, one has
By constructing the Riemannian metric in (27) , consider the difference of the Riemannian energy between the adjacent updates as follows
The contraction property can be guaranteed within the contraction region. Therefore, to prove Eq. (6), it suffices to prove that Π ≤ τ
Thus, to prove Eq. We study the upper bound of Π 3 to bound Φ 3 and summarize the analysis results in Lemma 4. The proof of Lemma 4 is deferred to Appendix C.
Lemma 4: For the inequality constrained optimization problem in (18) , if it holds that Ψ = diag (ψ 1 , ψ 2 , · · · , ψ p2 ) with ψ i ∈ [0, 1] for i ∈ N [1,m] , γ ≥ 2β and
the matrix Π 3 defined in (42c) satisfies
Inspired by Lemma 4, under Assumptions 1 and 2, we can obtain the following expression by recalling the convergence rate in (28)
where the first inequality follows from Lemma 4. Furthermore, rewrite Φ 2 into Φ 2 = αβA 2 Φ 
