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GENERALIZED HE´NON MAPPINGS AND FOLIATION BY
INJECTIVE BRODY CURVES
TAEYONG AHN
Abstract. We consider a finite composition of generalized He´non mappings
f : C2 → C2 and its Green function g+ : C2 → R≥0 (see Section 2). It is
well known that each level set {g+ = c} for c > 0 is foliated by biholomorphic
images of C and each leaf is dense. In this paper, we prove that each leaf
is actually an injective Brody curve in P2 (see Section 4). We also study the
behavior of the level sets of g+ near infinity.
1. Introduction
A generalized He´non mapping is defined by
f(z, w) = (p(z)− aw, z)
as a polynomial diffeomorphism of C2 where p : C → C is a monic polynomial of
degree d ≥ 2 and a is a non-zero constant. Then, we have f−1(z, w) = (w, (p(w) −
z)/a). The class of generalized He´non mappings is important in the sense that
according to [12], finite compositions of functions of this class are the only functions
that show chaotic behavior among holomorphic polynomial automorphisms of C2.
Based on the dynamics of f , C2 is divided into two sets: the set K+ of points of
bounded orbit and the complement U+ of K+. In this paper, we focus on U+. For
the studies of U+, see Favre ([9]), Hubbard and Oberste-Vorth ([14]), for instance.
See also Dloussky and Oeljeklaus ([5], [6]).
One of the useful methods to study the dynamics of f is pluripotential theory.
Let g+ : C2 → R≥0 be the Green function on C2 for f (see Section 2). The set U+
can be characterized by U+ = {g+ > 0}. In [14] (see also Favre ([9]), Dloussky and
Oeljeklaus ([5], [6])), Hubbard and Oberste-Vorth proved:
Theorem 1.1 (See Theorem 7.2 in [14]). The set Lc := {g+ = c} for c > 0 is
naturally foliated by Riemann surfaces. The leaves of the natural foliation of Lc
are isomorphic to C and each leaf is dense in Lc.
The goal of this paper is to improve Theorem 1.1 and find non-trivial injective
Brody curves by proving the following (for injective Brody curves, see Section 4):
Theorem 1.2. Let f be a finite composition of generalized He´non mappings and
g+ its Green function. Then, the set {g+ = c} for c > 0 is foliated by injective
Brody curves in P2 and each leaf is dense in {g+ = c}.
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For clarity, we first prove Theorem 1.3, a simple version and give a sketch of
the proof of Theorem 1.2 in the last section as the proofs of the two theorems are
essentially the same.
Theorem 1.3. Let f(z, w) = (p(z)− aw, z) be a generalized He´non mapping and
g+ its Green function. Then, the set Lc := {g+ = c} for c > 0 is foliated by
injective Brody curves in P2 and each leaf is dense in Lc.
References for recent developments in the space of Brody curves are Gromov([13]),
Eremenko([8], [7]), Tsukamoto ([18], [19], [20], [21]), Matsuo and Tsukamoto ([15])
to list a few. See also Burns and Sibony ([3]), Do, Mai and Ninh ([17]).
Remark 1.4. The density property in Theorem 1.2 implies the non-triviality of the
injective Brody curves.
The main idea of the proof of Theorem 1.3 is modifying the Brody reparametriza-
tion lemma and investigating the behavior of the set {g+ = c} near the hyperplane
at infinity. The point of our modification of the reparametrization is making the
resulting limit curves of the reparametrization technique pass through a prescribed
point. In some sense, we have precise information on the location of the limit curves
while the Brody reparametrization lemma does not provide it in general. For the
behavior of the set {g+ = c} near the hyperplane at infinity, we prove Theorem 1.5
in Section 3 (for I+ and Kc, see Section 2).
Theorem 1.5. There is no non-trivial holomorphic curve in P2, which passes
through I+, and is supported in Kc ⊆ P2 for c > 0.
This paper is organized as follows: In Section 2, we briefly review generalized
He´non mappings. In Section 3, Theorem 1.5 is proved. In Section 4, the concepts
of the Brody curve and the injective Brody curve are discussed. In Section 5, we
define and study a specific family of analytic discs using normal coordinates. In
Section 6, Theorem 1.3 is proved. In Section 7, we give a sketch of the proof of
Theorem 1.2.
Notation. We use [z : w : t] for the homogeneous coordinate system of P2 and
(z, w)→ [z : w : 1] for the usual affine coordinate system of C2 ⊂ P2 unless stated
otherwise. Let ∆r denote the disc in C centered at the origin and of radius r, and
∆ the unit disc in C.
We denote by ‖ · ‖ the standard Euclidean norm and by ds the Fubini-Study
metric of P2. If necessary, we write it more precisely as ds(p, v) for p ∈ P2 and v ∈
TpP
2. For notational simplicity, we write ‖ψ‖FS,θ0 to mean ds(ψ(θ0), dψ|θ=θ0( ddθ ))
for θ0 ∈ U where U is an open subset of C and ψ : U → P2 is a holomorphic
mapping.
For a given holomorphic endomorphism h : C2 → C2, we write its n-th iterate
as hn = (hn1, h
n
2). By convention, h
0(z, w) simply means (z, w). For a given
holomorphic function P : C→ C, P ′ denotes the derivative of P .
Acknowledgement. The author would like to give thanks to Prof. John Erik
Fornæss and Prof. Nessim Sibony for introducing this problem and for their advice
on this topic. The author thanks the referee for careful reading and for suggestions.
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2. Generalized He´non mappings
Let P2 be the 2-dimensional complex projective space and
I+ := [0 : 1 : 0] and I− := [1 : 0 : 0]
in the homogeneous coordinate system of P2. Then, f has the natural extension to
f˜ : P2 \ {I+} → P2 \ {I+} by
f˜([z : w : t]) =
[
tdp
(z
t
)
− awtd−1 : ztd−1 : td
]
.
Similarly, f−1 also has the natural extension to f˜−1 : P2 \ {I−} → P2 \ {I−} by
f˜−1([z : w : t]) =
[
wtd−1 :
1
a
(
tdp
(w
t
)
− ztd−1
)
: td
]
.
We recall the following notions and properties related to the dynamics of f as
in [14]. See also [1], [11] and [16]. Let
K± = {p ∈ C2 : {f±n(p)} is a bounded sequence of n},
K = K+ ∩K−, J± = ∂K±, J = J+ ∩ J− and U± = C2 \K±.
We define the Green function on C2 for f and f−1 by
g+(z, w) := lim
n→∞
1
dn
log+ ‖gn(z, w)‖
and
g−(z, w) := lim
n→∞
1
dn
log+ ‖g−n(z, w)‖,
respectively where log+ := max{0, log}. Then, g± : C2 → R≥0 are non-negative,
Ho¨lder continuous on C2, plurisubharmonic on C2 and pluriharmonic on U±, and
satisfy
g+ ◦ f = dg+ and g− ◦ f−1 = dg−.
It is well-known that K± = {g± = 0} and U± = {g± > 0}.
Proposition 2.1 (See [16]). K±, U±, I±, f˜ and f˜−1 satisfy the following:
(1) I− and I+ are the super-attracting fixed points of f˜ and f˜−1, respectively,
(2) any compact subset of U± uniformly converges to I∓ under f˜ and f˜−1,
respectively,
(3) f˜({t = 0} \ I+) = I− and f˜−1({t = 0} \ I−) = I+, and
(4) K+ = K+ ∪ I+ and K− = K− ∪ I− in P2.
More generally, we define
Kc := {g+ ≤ c}, for c > 0 and Lc := {g+ = c}.
Proposition 2.2 (See Lemma 6.3 in [4]). Kc = Kc ∪ {I+}.
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3. Behavior of level sets Lc := {g+ = c} near infinity
In this section, we prove Theorem 1.5.
Proof of Theorem 1.5. We prove this by contradiction. Suppose to the contrary
that there exists such a non-trivial holomorphic curve C. Let φ : ∆ → P2 be a
parametrization of C and we write φ(θ) = [z(θ) : 1 : t(θ)] where z, t are holomorphic
functions of θ with z(0) = t(0) = 0. Notice that due to Proposition 2.2, t cannot
be identically 0. By restricting and reparametrizing, we may further assume that t
vanishes only at θ = 0 and let N denote the vanishing order of t at θ = 0.
Since C \ {I+} = φ(∆ \ {0}) ⊂ C2, f(C \ {I+}) ⊂ C2. If z is identically 0, then
the set f(∆ \ {0}) accumulates at I− in P2 near θ = 0. This is a contradiction to
Proposition 2.2 since f(C \{I+}) ⊂ f(Kc) = Kdc. Hence, without loss of generality,
by restricting and reparametrizing, we may assume that z vanishes only at θ = 0
as well.
We consider limit points of f(∆ \ {0}) near θ = 0 in P2. We claim that
limθ→0 f˜([z(θ) : 1 : t(θ)]) = I+. For θ 6= 0, we have
f˜([z(θ) : 1 : t(θ)]) =
[
p
(
z(θ)
t(θ)
)
− a
t(θ)
:
z(θ)
t(θ)
: 1
]
.
Since t(θ) → 0 as θ → 0, points in C2 cannot be limit points of f(∆ \ {0}) near
θ = 0. Points f(∆ \ {0}) near θ = 0 have limit points only in the hyperplane at
infinity. Since f(C \ {I+}) ⊂ f(Kc) = Kdc, Proposition 2.2 implies our claim.
Thus, due to the Riemann removable singularity theorem, we can write
f([z(θ) : 1 : t(θ)]) = [z1(θ) : 1 : t1(θ)] for θ 6= 0,
where z1, t1 are holomorphic functions of θ and vanish only at θ = 0. In other words,
f(C \ {I+}) defines a non-trivial holomorphic curve in P2, which passes through I+,
and is supported in Kdc ⊆ P2.
By applying this argument repeatedly, we obtain a sequence of non-trivial holo-
morphic curves {[zn : 1 : tn] : ∆ → Kdnc}n=0,1,2,··· where zn, tn are holomorphic
functions of θ and vanish only at θ = 0. By convention, z0 = z and t0 = t.
Then, for θ near 0 with θ 6= 0, we have
[zn+1(θ) : 1 : tn+1(θ)] = f˜([zn(θ) : 1 : tn(θ)])
=
[
1
zn(θ)
(
tn(θ)p
(
zn(θ)
tn(θ)
)
− a
)
: 1 :
tn(θ)
zn(θ)
]
.
Let αn and βn denote the vanishing order of zn and tn at θ = 0. From
limθ→0 tn(θ)/zn(θ) = 0, we have βn > αn. In order to have
lim
θ→0
[
tn(θ)p
(
zn(θ)
tn(θ)
)
− a
]
= 0,
since (zn(θ))
d/(tn(θ))
d−1 is the dominating term in tn(θ)p (zn(θ)/tn(θ)) near θ = 0
and a 6= 0, we have dαn = (d− 1)βn. Since d and d− 1 are relatively prime, αn is
divisible by d − 1. From αn < βn, we know that αn is a positive integral multiple
of d− 1. Observe that t(θ) can be represented as t(θ) = tN+2
∏N+1
i=0 zi(θ) from the
relationship between zn’s and tn’s. It means that t vanishes with order > N at
θ = 0. This is a contradiction since we assumed that N is the vanishing order of t
at θ = 0. This completes the proof. 
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4. Brody Curves
The Brody curve appeared in Brody’s proof in [2] that every non-Kobayashi-
hyperbolic compact complex manifold contains a non-trivial holomorphic image of
C. That non-trivial entire curve is called a Brody curve. It can be defined as
follows:
Definition 4.1 (Brody Curve). Let M be a compact complex manifold with a
smooth metric dsM . Let ψ : C→M be a non-constant holomorphic map.
The map ψ is said to be Brody if supθ′∈C dsM (ψ(θ
′), dψ|θ=θ′( ∂∂θ )) < Cψ for some
constant Cψ > 0. We call the image ψ(C) a Brody curve in M . The curve ψ(C) is
said to be injective Brody if the parametrization ψ is injective.
Remark 4.2. Since the manifold is compact, a curve being Brody is independent of
the choice of the metric.
In the rest of the paper, for convenience, we consider the Fubini-Study metric
ds of P2. With respect to the affine coordinate chart (z, w) ∈ C2 ⊂ P2, the Fubini-
Study metric is defined by ds((z, w), (z′, w′)) = [(|z′|2 + |w′|2 + |zw′ − z′w|2)/(1 +
|z|2 + |w|2)2]1/2 for (z, w) ∈ C2 and (z′, w′) ∈ T(z,w)C2.
Below are some simple examples.
Example 4.1. Let α be a complex constant and p, q polynomials of one complex
variable z. Then, all curves of the form [z : p(z) : 1] and of the form [p(z) exp(z) :
q(z) exp(αz) : 1] are Brody in P2. On the other hand, the mapping z → [exp(z) :
exp(iz2) : 1] is not Brody.
Example 4.2. The map fn : z → (z, exp(zn)) is injective but not Brody in C2 ⊂ P2
for n ≥ 3. In particular, not all biholomorphic images of C in P2 are Brody.
See [3], [17] for producing a Brody curve from an entire curve. The reader is re-
ferred to the references for the space of Brody curves mentioned in the introduction.
The following is a property of injective Brody curves. Its proof is straightforward
and omitted.
Proposition 4.3. For an injective Brody curve C in P2, every injective parametriza-
tion of C has its derivative bounded over C with respect to the Fubini-Study metric.
In short, a curve being injective Brody does not depend on the choice of the injective
parametrization.
5. Normal coordinates near I− and a family of analytic discs
In this section, we construct a family of analytic discs using the normal coordi-
nates introduced by Favre in [9].
5.1. Normal coordinates. We consider f˜ near I−. We take an affine chart
(ζ, ω) → [1 : ω : ζ] so that the origin maps to the point I− and let ψ denote
the transition map ψ(z, w) = (1/z, w/z) from the usual affine coordiante chart
(z, w)→ [z : w : 1] to the affine coordinate chart (ζ, ω) near I−.
In [9], Favre introduced normal coordinates (see also [14]):
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Proposition 5.1 (See Proposition 2.2 in [9]). There exists a local biholomorphism
φ(x, y) = (ζ, ω) near I− tangent to the identity and a holomorphic function r of
one complex variable vanishing at 0 such that φ−1 ◦ f˜ ◦ φ = G with:
G(x, y) =
(
xd,
a
d
yx2d−2 + xd−1(1 + r(x))
)
.
Remark 5.2. Since G is conjugate to f˜ and the conjugation maps {x = 0} to the
line at infinity, G is injective outside {x = 0} in a small neighborhood of I−.
Remark 5.3. As noticed in [9], we can extend the conjugacy φ to a global holomor-
phic map φ : (∆ \ {0})×C→ U+ by defining φ(x, y) = ψ ◦ f−n ◦ψ−1 ◦φ ◦Gn(x, y)
for sufficiently large n.
In the remaining of the paper, φ denotes the global holomorphic map.
Remark 5.4. We have φ−1 ◦ ψ({g+ = c}) = {|x| = 1/ exp(c)}.
We choose a neighborhood of I− and constants rφ, cφ, cV + , R. The local biholo-
morphism φ is of the form φ(x, y) = (x(1 + g(x, y)), y(1 + h(x, y)) where g, h are
holomorphic functions vanishing at 0 (see p.491 of [9]).
Let rφ > 0 be such that φ in Proposition 5.1 is well-defined and Proposition 5.1 is
true for the ball B(rφ, I−) centered at I− and of radius rφ. Let UI− := {|x|, |y| < cφ}
denote a neighborhood of I− where cφ satisfies the following conditions:
• 0 < cφ < rφ/4, cφ < 1/100;
• supUI
−
‖g‖, supUI
−
‖h‖ < 1/100;
• cφ(‖g‖C1,B(rφ/2,I−) + ‖h‖C1,B(rφ/2,I−)) < 1/100.
Then, there exists a large cV + > 1/cφ and a large R > 1 such that {|z| ≥ R,
cV + |w| ≤ |z|} ⊆ ψ−1 ◦ φ(UI−). By increasing R if necessary as in [1], [11] and [12],
we may assume that
• |z| > R implies either |p(z)− aw| > cV + |z| or |z| < cV + |w| or both;
• |w| > R/cV + implies either |p(w) − z|/|a| > |w| or cV + |w| < |z| or both.
By further increasing R, we may assume that R satisfies the following approxima-
tion properties:
(1) |z|d/2 + cV + |z| ≤ |p(z)| ≤ 2|z|d − cV + |z| for |z| ≥ R/cV + ;
(2) d|z|d−1/2 + |z| ≤ |p′(z)| ≤ 2d|z|d−1 − |z| for |z| ≥ R/cV + ;
(3) 2d+5 · 32 · √41 · (1 + |a|)2cV +d
√
1 + ‖g‖C1,UI
−
2 ≤ R.
For such cV + and R, we define a filtration {V +, V −,W} as in [1], [11] and [12]:
V + := {(z, w) ∈ C2 : R ≤ |z|, cV + |w| ≤ |z|},
V − := {(z, w) ∈ C2 : R ≤ cV + |w|, |z| ≤ cV + |w|}, and
W := {(z, w) ∈ C2 : |z|, cV + |w| ≤ R}.
Then, we have
Proposition 5.5 (For example, see [11]). f±1(V ±) ⊆ V ± and U± = ∪∞i=0f∓i(V ±).
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5.2. Family of analytic discs. Let c be a positive constant. Notice that the level
set {g+ = c} in V + appears as {|x| = 1/ exp(c)} via φ−1 ◦ψ and that for any leaf C
in {g+ = c}, there exists x0 ∈ ∆\{0} with |x0| = 1/ exp(c) such that ψ−1 ◦φ(x0, θ)
for θ ∈ C is an injective parametrization of the leaf C. Here, be careful that such
x0 is not uniquely determined. We prove a lemma describing that C looks almost
vertical in V + with respect to the standard coordinate chart of C2.
Lemma 5.6. Let (z(θ), w(θ)) = ψ−1 ◦ φ(x0, θ).
∂z/∂θ
∂w/∂θ
< 2‖g‖C1,UI
−
for |x0|, |θ| < cφ.
Proof. We can write the parametrization
(z(θ), w(θ)) =
(
1
x0(1 + g(x0, θ))
,
θ(1 + h(x0, θ))
x0(1 + g(x0, θ))
)
.
∂z/∂θ
∂w/∂θ
=
g′/(x0(1 + g)
2)
(1 + h)/(x0(1 + g))− θ(h′(1 + g)− g′(1 + h))/(x0(1 + g)2)
=
g′
(1 + h)(1 + g)− θ(h′(1 + g)− g′(1 + h))
where g′ = dg(x0, θ)/dθ and h
′ = dh(x0, θ)/dθ. From our choice of cφ, the last
quantity is bounded by 2‖g‖C1,UI
−
for |θ| < cφ. 
As we will use the constant frequently, we denote by cg := 2‖g‖C1,UI
−
.
Now, we define a family of analytic discs. In the remaining of this section, we
assume that c is sufficiently large so that
• c > maxW g+;
• (|a|cφ/d+maxUI
−
|r|+ 1) < cφ exp(c)/8 and R < exp(c)
where r is as in Proposition 5.1.
We consider a leaf C ⊂ {g+ = c}. Then, as just discussed, we can find s ∈ C
with |s| = 1/ exp(c) such that ψ−1 ◦ φ(s,C) = C. For each n ∈ N, we define an
analytic disc φs,n : ∆→ C ⊂ C2 by
φs,n(θ) = f
−n ◦ ψ−1 ◦ φ(sdn , cφθ/2 + θs,n)
where cφ is the constant in the definition of the neighborhood UI− and θs,n :=
Gn2(s, 0). These analytic discs are well defined from our choice of c. Then, for all
n, φs,n(0) = φs,0(0) ∈ C and we denote this point by P . We write Φs,n := φs,n(∆).
It is not difficult to see that Φs,n ⊂ Φs,n+1. The sequence {φs,n} of analytic discs is
the desired family of analytic discs and will be used for the proof of Theorem 1.3.
We investigate the Fubini-Study metric of the map φs,n over ∆. As φ is a
local biholomorphism tangent to the identity, it suffices to consider the action of
f−1 on the Fubini-Study metric of f−i ◦ψ−1 ◦ φ(sdn , cφθ/2+ θs,n) (or equivalently
fn−i ◦φs,n) for i = 0, . . . , n−1. For notational convenience, we define the following
sets: for 0 ≤ i ≤ n,
Θsn,i := {θ ∈ ∆: f j(φs,n(θ)) ∈ V + for all j with i ≤ j ≤ n}.
Then, since f(V +) ⊆ V + from Proposition 5.5, Θsn,i ⊆ Θsn,i+1 is clear. In particular,
Θsn,0 is the set of θ’s with φs,n(θ) ∈ V +.
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Due to Proposition 5.5, g+ ◦ f = dg+ and our choice of c, we know that
f i(φs,n(∆)) lies in V
+ ∪ V − and it is enough to consider f−1 in three cases :
Case i f−1 : f i(φs,n(Θ
s
n,i−1)) → f i−1(φs,n(∆)) ∩ V + maps points in f i(φs,n(∆))
from V + to V +,
Case ii f−1 : f i(φs,n(Θ
s
n,i\Θsn,i−1))→ f i−1(φs,n(∆))∩V − maps points in f i(φs,n(∆))
from V + to V −, and
Case iii f−1 : f i(φs,n(∆ \Θsn,i))→ f i−1(φs,n(∆))∩ V − maps points in f i(φs,n(∆))
from V − to V −.
We study Case i. We start by proving the following lemma.
Lemma 5.7. Let i, n ∈ Z be given such that 0 ≤ i ≤ n. Let (z, w) = f i ◦ φs,n and
(z′, w′) = [d(f i ◦ φs,n)]( ddθ ). Then, for any θ ∈ Θsn,i, we have |z′| ≤ cg|w′| and
|w′|2
4(1 + |z|2 + |w|2) ≤
|z′|2 + |w′|2 + |z′w − zw′|2
(1 + |z|2 + |w|2)2 ≤
2(1 + cg
2)|w′|2
1 + |z|2 + |w|2 .(5.1)
Proof. Lemma 5.6 implies the first assertion. Since cV + |w| ≤ |z| and cV + > 1/cφ,
|z′|2 + |w′|2 + |z′w − zw′|2
(1 + |z|2 + |w|2)2 ≥
|w′|2 + |zw′|2/2
(1 + |z|2 + |w|2)2 ≥
|w′|2
4(1 + |z|2 + |w|2) .
On the other hand,
|z′|2 + |w′|2 + |z′w − zw′|2
(1 + |z|2 + |w|2)2 ≤
|z′|2 + |w′|2 + 2(|z′w|2 + |zw′|2)
(1 + |z|2 + |w|2)2
≤ 2 |z
′|2 + |w′|2
1 + |z|2 + |w|2 ≤
2(1 + cg
2)|w′|2
1 + |z|2 + |w|2 .

The following proposition implies that in Case i, f−1 increases the Fubini-Study
metric at least by a fixed ratio.
Lemma 5.8. Let 1 ≤ i ≤ n.
1 <
d2
96(1 + cg2) · 22d−2|a|2 |s|
−(4−4/d)di ≤ inf
θ∈Θs
n,i−1
‖f i−1 ◦ φs,n‖2FS,θ
‖f i ◦ φs,n‖2FS,θ
.
Proof. Let θ ∈ Θsn,i−1. For simplicity, write (z, w) = f i ◦ φs,n, (z′, w′) = [d(f i ◦
φs,n)](
d
dθ ), and (z∗, w∗) = f
i−1 ◦ φs,n at θ with respect to the usual coordinate
system of C2.
By Lemma 5.7, we have
‖f i ◦ φs,n‖2FS,θ ≤
2(1 + cg
2)|w′|2
1 + |z|2 + |w|2 ≤
2(1 + cg
2)|w′|2
|z|2 .
On the other hand, by Lemma 5.7 with (z, w), (w, (p(w) − z)/a) ∈ V + and the
chain rule,
‖f i−1 ◦ φs,n‖2FS,θ ≥
| − z′/a+ p′(w)w′/a|2
4(1 + |w|2 + |(p(w)− z)/a|2)
≥ | − z
′/a+ p′(w)w′/a|2
12|w|2 ≥
(|p′(w)| − cg)2|w′|2
12|a|2|w|2 .
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Hence,
inf
θ∈Θs
n,i−1
‖f i−1 ◦ φs,n‖2FS,θ
‖f i ◦ φs,n‖2FS,θ
≥ (|p
′(w)| − cg)2|z|2
24(1 + cg2)|a|2|w|2 .
Notice that φ is a local biholomorphism on UI− and V
+ ⊆ ψ−1 ◦ φ(UI−). For
θ ∈ Θsn,i−1, Gi−1−n(sd
n
, θ) is uniquely determined. So, we can use the conjugacy
relationship. Proposition 2.3 in [9] implies
f i−1◦φs,n = f i−1−n◦ψ−1◦φ(sd
n
, θ) = ψ−1◦φ◦Gi−1−n(sdn , θ) = ψ−1◦φ(sdi−1 , q(θ))
where q is a function of θ such that (sd
i−1
, q(θ)) ∈ UI− for θ ∈ Θsn,i−1.
By our choice of UI− , we have that(
1− 1
100
)
sd
i−1 ≤ 1|z∗| =
1
|w| ≤
(
1 +
1
100
)
sd
i−1
.
In the same way, we have
(5.2)
(
1− 1
100
)
sd
i ≤ 1|z| ≤
(
1 +
1
100
)
sd
i
.
Therefore, from our choice of R, we have
(|p′(w)| − cg)2|z|2
24(1 + cg2)|a|2|w|2 ≥
|d|w|d−1/2|2|z|2
24(1 + cg2)|a|2|w|2 =
d2
96(1 + cg2)|a|2 |w|
2d−4|z|2
≥ d
2
96(1 + cg2) · 22d−2|a|2 |s|
−(4−4/d)di > 1.

We consider Case iii.
Lemma 5.9. Let 1 ≤ i ≤ n.
sup
θ∈∆\Θs
n,i
‖f i−1 ◦ φs,n‖2FS,θ
‖f i ◦ φs,n‖2FS,θ
≤ 2
4 · 32 · 41d2|a|2cV +2d
R2d−4
.
Here, this upper bound is bounded above by the lower bound in Lemma 5.8.
Proof. Let θ ∈ ∆ \ Θsn,i. For simplicity, write (z, w) = f i ◦ φs,n, (z′, w′) = [d(f i ◦
φs,n)](
d
dθ ) at θ with respect to the usual coordinate system of C
2. Then, |z| ≤
cV + |w| and R ≤ cV + |w|.
We have
‖f i ◦ φs,n‖2FS,θ =
|z′|2 + |w′|2 + |z′w − zw′|2
(1 + |z|2 + |w|2)2 ≥
|z′|2 + |w′|2
(3cV +
2|w|2)2 .
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On the other hand, from our choice of R, we have
‖f i−1 ◦ φs,n‖2FS,θ
=
|w′|2 + | − z′/a+ p′(w)w′/a|2 + |w(−z′/a+ p′(w)w′/a)− (p(w)− z)w′/a|2
(1 + |w|2 + |(p(w) − z)/a|2)2
≤ |a|2 |aw
′|2 + (|z′|+ |p′(w)w′|)2 + [|wz′|+ (|p′(w)w| + |p(w)|+ |z|)|w′|]2
|p(w) − z|4
≤ |a|2 |a|
2 + (1 + |p′(w)|)2 + (|w|+ |p′(w)w| + |p(w)|+ |z|)2
|p(w)− z|4 max{|z
′|, |w′|}2
≤ |a|2 |a|
2 + (2d|w|d−1)2 + (|w|+ 2d|w|d + 2|w|d + cV + |w|)2
|w|4d/24 max{|z
′|, |w′|}2
≤ 2
4 · 41d2|a|2max{|z′|, |w′|}2
|w|2d .
Thus, the ratio is bounded by 24 · 32 · 41d2|a|2cV +2d/R2d−4. From our choice of R,
this is bounded above by the lower bound of Lemma 5.8. 
We finally consider Case ii. Here, we show that the increasing rate of the Fubini-
Study metric in this case is dominated by the increasing rate of the Fubini-Study
metric in Case i up to a uniform constant.
Lemma 5.10. For all i, n such that 1 ≤ i ≤ n, there exists a constant Cs > 0
independent of i, n such that
sup
θ∈Θs
n,i
\Θs
n,i−1
‖f i−1 ◦ φs,n‖2FS,θ
‖f i ◦ φs,n‖2FS,θ
≤ Cs inf
θ∈Θs
n,i−1
‖f i−1 ◦ φs,n‖2FS,θ
‖f i ◦ φs,n‖2FS,θ
.
Proof. Let θ ∈ Θsn,i \Θsn,i−1. Then, f i(φs,n(θ)) ∈ V + but f i−1(φs,n(θ)) ∈ V −. For
simplicity, we write (z, w) = f i ◦φs,n, (z′, w′) = [d(f i ◦φs,n)]( ddθ ), (z∗, w∗) = f i−1 ◦
φs,n and (z
′
∗, w
′
∗) = [d(f
i−1 ◦ φs,n)]( ddθ ) at θ with respect to the usual coordinate
system of C2. Then, |z| ≥ R, cV + |w| ≤ |z|, |z′| ≤ cg|w′| and |w| ≤ cV + |(p(w)−z)/a|.
From Lemma 5.7, we have
‖f i ◦ φs,n‖2FS,θ ≥
|w′|2
4(1 + |z|2 + |w|2) ≥
|w′|2
12|z|2 .
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We have ‖f i−1 ◦ φs,n‖2FS,θ
=
|w′|2 + | − z′/a+ p′(w)w′/a|2 + |(p(w) − z)w′/a− w(−z′/a+ p′(w)w′/a)|2
(1 + |w|2 + |(p(w) − z)/a|2)2
≤ |w
′|2 + (|z′/a|+ |p′(w)w′/a|)2 + (|(p(w) − z)w′/a− wp′(w)w′/a|+ |wz′/a|)2
(1 + |w|2 + |(p(w) − z)/a|2)2
≤ |w
′|2 + (cg|w′/a|+ |p′(w)w′/a|)2 + (|(p(w) − z)w′/a− wp′(w)w′/a|+ cg|ww′/a|)2
(1 + |w|2 + |(p(w) − z)/a|2)2
≤ (1 + (cg/|a|+ |p
′(w)/a|)2 + 2|(p(w) − z)/a|2 + 2(cg + |p′(w)|)2|w/a|2)|w′|2
(1 + |w|2 + |(p(w) − z)/a|2)2
≤ (2 + 2|(p(w)− z)/a|
2 + (cg + |p′(w)|)2(1/|a|2 + 2|w/a|2))|w′|2
(1 + |w|2 + |(p(w)− z)/a|2)2
≤ 2|w
′|2
1 + |w|2 + |(p(w) − z)/a|2
+
(−2|w|2 + (cg + |p′(w)|)2(1/|a|2 + 2|w/a|2))|w′|2
(1 + |w|2 + |(p(w) − z)/a|2)2 .
Thus, we are looking for an upper bound of the following:
24|z|2
1 + |w|2 + |(p(w) − z)/a|2(5.3)
+
12(−2|w|2 + (cg + |p′(w)|)2(1/|a|2 + 2|w/a|2))|z|2
(1 + |w|2 + |(p(w) − z)/a|2)2 .
We estimate upper bounds of (5.3) in 3 cases:
Case 1 |w| < R,
Case 2 R ≤ |w| < 81/d|s|−di−1 and
Case 3 81/d|s|−di−1 ≤ |w|.
Case 1. As (z, w) ∈ V +, from (5.2), it is easy to see that
(5.3) ≤ (48 +M1)|s|−2d
i
where M1 = max|w|≤R 12(−2|w|2 + (cg + |p′(w)|)2(1/|a|2 + 2|w/a|2)).
Case 2. In this case, from our choice of R, we have
1
2
d|w|d−1 ≤ |p′(w)| ≤ 2d|w|d−1.
Again, as (z, w) ∈ V +, from (5.2) and from our choice of R, we have
(5.3) ≤ 24|z|2 +Ma,cg,R
|p′(w)|2|w|2|z|2
|w|4 ≤ 24|z|
2 + 4d2Ma,cg,R|w|2d−4|z|2
≤ 48|s|−2di + M˜a,cg,R|s|−(4−4/d)d
i
where Ma,cg,R and M˜a,cg,R are constants depending only on a, cg and R.
Case 3. In this case, with (5.2), we have
1
2
d|w|d−1 ≤ |p′(w)| ≤ 2d|w|d−1 and 1
4
|w|d − |z| ≥ 0
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and therefore,
|p(w)− z| ≥ |p(w)| − |z| ≥ 1
2
|w|d − |z| ≥ 1
4
|w|d +
(
1
4
|w|d − |z|
)
≥ 1
4
|w|d.
As in Case 2, from (5.2), we have
(5.3) ≤ 24|z|2 +Ma,cg,R
|p′(w)|2|w|2|z|2
|p(w)− z|4 ≤ 24|z|
2 + 44 · 4d2Ma,cg,R
|z|2
|w|2d
≤ 48|s|−2di + M˜a,cg,R
where Ma,cg,R and M˜a,cg,R are constants depending only on a, cg and R.
Since the upper bounds of (5.3) in the above 3 cases have the same or less order
of |s|−1 than the lower bound in Lemma 5.8, we can find the maximum ratio of
the bounds of (5.3) to the lower bound in Lemma 5.8. This maximum ratio is the
desired constant for Cs. Independence is clear from the proof. 
Since f−1(V −) ⊆ V −, Lemma 5.8, Lemma 5.9 and Lemma 5.10 together with
Θsn,n = ∆ imply that the supremum of the Fubini-Study metric on ∆ \ Θsn,0 is
dominated by the infimum of the Fubini-Study metric on Θsn,0 when n ∈ N. Hence,
we are going to compare the values of the Fubini-Study metric over Θsn,0.
Lemma 5.11. Let 0 ≤ i ≤ n. Then, there exists a constant Cs,V + > 0 independent
of i and n such that
supθ∈Θs
n,i
‖f i ◦ φs,n‖2FS,θ
infθ∈Θs
n,i
‖f i ◦ φs,n‖2FS,θ
< Cs,V + .
Indeed, the constant is determined by the local biholomorphism φ near the origin.
Proof. We denote (z(θ), w(θ)) = f i ◦ φs,n(θ). Since f i ◦ φs,n(θ) = f i−n ◦ ψ−1 ◦
φ(sd
n
, cφθ/2 + θs,n) ∈ V + for θ ∈ Θsn,i, Gi−n(sd
n
, cφθ/2 + θs,n) is well defined and
so we have
f i ◦ φs,n(θ) = f i−n ◦ψ−1 ◦ φ(sd
n
, cφθ/2+ θs,n) = ψ
−1 ◦ φ ◦Gi−n(sdn , cφθ/2+ θs,n).
From Proposition 2.3 in [9], we have
Gi−n(sd
n
, cφθ/2 + θs,n) =
(
sd
i
,
cφθ/2 + θs,n −Qn−i(sdi)
(a/d)n−isqn−i
)
where qn−i = 2(d
n−i − 1) and Qn−i is a polynomial of one complex variable. We
obtain (z′(θ), w′(θ)) = d(ψ−1 ◦ φ)|Gi−n(sdn ,cφθ/2+θs,n)(0, cφdn−i/(2an−isqn−i)).
From Proposition 5.1, we have
ψ−1 ◦ φ(x, y) =
(
1
x(1 + g(x, y))
,
y(1 + h(x, y))
x(1 + g(x, y))
)
,
and therefore, from our choice of cφ, we have for θ ∈ Θsn,i,(
99
101|s|di −
1
2|s|di
)
cφd
n−i
2|a|n−i|s|qn−i < |w
′(θ)| <
(
101
99|s|di +
1
2|s|di
)
cφd
n−i
2|a|n−i|s|qn−i
Note that the left-side of the inequality is not 0. As in (5.2) of Lemma 5.8, we have(
1− 1
100
)
sd
i ≤ 1|z(θ)| ≤
(
1 +
1
100
)
sd
i
.
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Together with the above two inequalities, Lemma 5.7 and (z(θ), w(θ)) ∈ V + com-
plete the proof. 
Summarizing the results from Lemma 5.8, Lemma 5.9, Lemma 5.10 and Lemma
5.11, we obtain the following lemma for the proof of Theorem 1.3:
Lemma 5.12. The sequence
{
supθ∈∆ ‖φs,n‖FS,θ
‖φs,n‖FS,0
}
as a sequence of n is bounded
above by a constant Ms > 0.
We close this section by proving the following lemma for the next section.
Lemma 5.13. We have ‖φs,n‖FS,0 →∞ as n→∞.
Proof. Note that for all n, φs,n(0) = P ∈ V + and G−n(sdn , θs,n) = (s, 0) in UI− .
So, as in Lemma 5.11, we have
φs,n(θ) = f
−n ◦ ψ−1 ◦ φ(sdn , cφθ/2 + θs,n) = ψ−1 ◦ φ ◦G−n(sd
n
, cφθ/2 + θs,n).
and
G−n(sd
n
, cφθ/2 + θs,n) =
(
s,
cφθ/2 + θs,n −Qn(s)
(a/d)nsqn
)
where qn = 2(d
n − 1) and Qn is a polynomial of one complex variable.
We obtain ∂φs,n/∂θ = d(ψ
−1 ◦ φ)|(s,0)(0, cφdn/(2ansqn)) at θ = 0. Hence, from
our choice of c in |s| = 1/ exp(c), |∂φs,n/∂θ| → ∞ as n→∞ at θ = 0. Lemma 5.7
completes the proof. 
6. Proof of Theorem 1.3
In this section, we prove Theorem 1.3. We first prove the following lemma:
Lemma 6.1. Let ξ : C → Lc be a holomorphic mapping. Then, the image ξ(C)
should sit inside a single leaf of the foliation of Lc.
Proof. Suppose the contrary. Then, there exists an open subset U ⊂ C with
compact closure such that ξ(U) is not contained in a single leaf. Since ξ(U) has
compact closure and ξ(U) ⊂ Lc ⊂ U+, we can find a sufficiently large number n
such that fn(ξ(U)) ⊂ V +. Since fn(ξ(U)) does not still lie inside a single leaf,
φ−11 ◦ fn ◦ ξ : U → C is a non-constant holomorphic function over the open
subset U . So, the open mapping theorem of one complex variable implies that
φ−11 ◦ fn ◦ ξ(U) should be open in C. However, |φ−11 ◦ fn ◦ ξ| ≡ 1/ exp(dnc) on
U . This is a contradiction. So, the lemma is proved. 
Proof of Theorem 1.3. First, assume that c is sufficiently large as in Subsection 5.2
and let C be a leaf in the natural foliation of the level set Lc := {g+ = c}. The
general case will be discussed later.
We first modify the Brody reparametrization lemma to prove that there exists
a Brody curve Bs in C. Recall the family {φs,n : ∆ → C}∞n=0 of analytic discs in
Subsection 5.2 and φs,n(0) = P ∈ C for all n. Let Rn = ‖φs,n‖FS,0 and define a
new sequence {kn(θ) := φs,n(θ/Rn)}. Then Lemma 5.12 implies that over ∆Rn/2,
‖kn‖FS,θ =
‖φs,n‖FS,θ/Rn
Rn
≤Ms.
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The set {k′n} of derivatives is uniformly bounded with respect to the Fubini-Study
metric and kn(0) = P for every n. Lemma 5.13 implies that Rn →∞. So, we can
apply the normal family argument to {kn(θ)} to obtain limit maps from C to P2
as in the Brody reparametrization lemma. Observe that ‖kn‖FS,0 = 1. Thus, the
limit maps of {kn(θ)} are Brody maps and pass through P ∈ C at the origin.
We denote a limit map by κs : C → C = Lc ∪ {I+} and its image by Bs. By
Theorem 1.5, we have Bs ⊆ Lc. Lemma 6.1 implies that Bs should sit in one single
leaf of the natural foliation of Lc. Then, κs(0) = P ∈ C means that Bs should sit
inside C.
Next, we prove the injectivity of the limit map κs : C → C. Without loss of
generality, by passing to a convergent subsequence, we may assume that {kn} is
a locally uniformly convergent sequence to κs. We prove that for θa, θb ∈ C with
θa 6= θb, κs(θa) 6= κs(θb).
Let r > 0 be such that θa, θb ∈ ∆r ⊂ C. Let U∆r denote an open subset of U+
with compact closure such that κs(∆r) ⊂ U∆r . By Proposition 2.1, there exists a
large number N ∈ N such that fN(U∆r ) ⊂ V +. Since kn → κs locally uniformly,
we can find another large number N ′ ∈ N such that for all n ≥ N ′, kn → κs is
uniform over ∆r and kn(∆r) ⊂ U∆r . From our construction, it is clear that for all
n ≥ N ′, kn(∆Rn) ⊂ C. Then, φ−11 ◦ψ ◦fN ◦kn = sd
N
and φ−11 ◦ψ ◦fN ◦κs = sd
N
on ∆r. Then, as kn is an injective parametrization, φ
−1
2 ◦ ψ ◦ fN ◦ kn is injective
on ∆r for all n ≥ N ′. Since kn → κs uniformly on ∆r, by the Hurwitz theorem
of one complex variable, φ−12 ◦ ψ ◦ fN ◦ κs is either injective or constant. Since
the limit map κs is not constant, we have φ
−1
2 ◦ ψ ◦ fN ◦ κs is injective and so,
κs(θa) 6= κs(θb).
Finally, we show that Bs = C. So far, we have proved that Bs is a biholomorphic
image of C in C. Suppose to the contrary that Bs 6= C. Recall from Theorem 1.1
that C is a biholomorphic image of C. Then, we can find a biholomorphic mapping
from C onto a proper subset of C. This is a contradiction to the uniformization
theorem of one complex variable. Hence, C itself is an injective Brody curve Bs.
The general case is obtained by making c large enough by applying f sufficiently
many times so that we can apply the above arguments. Indeed, it is not difficult
to see that if a holomorphic map ψ : C→ C2 ⊂ P2 is injective Brody, then f−1 ◦ ψ
is also injective Brody. 
Remark 6.2. In [10], short Ck’s were first introduced. A domain is called a short Ck
if it an increasing union of holomorphic balls in Ck, its Kobayashi metric identically
vanishes and it is not biholomorphic to Ck.
According to Theorem 1.12 in [10], Kc = {g+ < c} for c > 0 is a short C2.
Corollary 6.3. The set Kc with c > 0 is a short C
2 with real analytic boundary
foliated by injective Brody curves.
7. The case of finite compositions of generalized He´non mappings
In this section, we explain how to apply the proof of Theorem 1.3 to finite
compositions of generalized He´non mappings and give a sketch of the proof of
Theorem 1.2. The essential ingredients for the proof of Theorem 1.3 are Theorem
1.5 and computations in Section 5.
GENERALIZED HE´NON MAPPINGS AND FOLIATION BY INJECTIVE BRODY CURVES 15
We write f = fN ◦ · · · ◦ f1 where fi(z, w) = (pi(z) − aiw, z), pi(z) is a monic
polynomial of degree di ≥ 2 and ai is a non-zero constant. By convention, we
denote by f0 = id. Let d =
∏
di and a =
∏
ai. The definitions of g
+, K±, U± and
J±, and the extensions of fi
± to Pk as a birational map are well-defined. (cf. [4])
Let I+ = [0 : 1 : 0] and I− = [1 : 0 : 0]. In this section, Kc = {g+ ≤ c}.
7.1. Theorem 1.5. Let Kc,i = fi◦· · ·◦fi(Kc). Since each fi± is an automorphism
of C2 and holomorphically extends to Pk \ I± → Pk with I∓ as its fixed points such
that fi
±({t = 0} \ I±) = I∓ (by abuse of notation, we used fi± for their extension
as well), respectively, Kc,i = Kc,i ∪ I+.
Suppose to the contrary that φ : ∆ → P2 be a non-trivial holomorphic curve
such that φ(∆) ⊂ Kc and φ(0) = I+. By the same argument as in Theorem
1.5, we can form a sequence of non-trivial holomorphic curves {[zn,i : 1 : tn,i] =
fi ◦ · · · ◦ f1 ◦ fn ◦ φ : ∆ → Kdnc,i} where n = 0, 1, 2, · · · and i = 0, · · · , N − 1, and
zn,i has vanishing order at least di+1 − 1 at 0 for i = 0, · · · , N − 1. By the same
reasoning as in Theorem 1.5, we can prove the same statement for f.
Hence, we obtain
Theorem 7.1. Assume that Kc is as above. There is no non-trivial holomorphic
curve in P2, which passes through I+, and is supported in Kc ⊆ P2 for c > 0.
7.2. Computations in Section 5. We first determine the constants used in the
proof of Theorem 1.3.
Note that due to Remark 1 after Proposition 2.2 in [9], we have Proposition 5.1
for f with d =
∏
di and a =
∏
ai. Hence, we can determine rφ and cφ in the same
way. Concerning cV+ and R > 1, we can find universal ones working for every fi
with i = 1, · · · , N . We pick c sufficiently large so that
• c > maxW g+ +
∑N
i=1maxfN◦···◦fi(W ) g
+;
• (|a|cφ/d+maxUI
−
|r|+ 1) < cφ exp(c)/8 and R < exp(c).
The first condition is for our analytic discs not intersecting W and the second
condition is for the definition of our analytic discs.
We define as in the case of Theorem 1.3 a sequence of analytic discs
φs,n = f
−n ◦ ψ−1 ◦ φ(sdn , cφθ/2 + θs,n), θ ∈ ∆
where ψ, φ are the functions in Proposition 5.1, and θs,n is defined in the same way
as before.
Then, we can carry out the same estimates in Section 5 for fi
−1 over fi ◦ · · · ◦
f1 ◦ fm ◦ φs,n(∆) for i = 1, · · · , N and for 0 ≤ m ≤ n− 1. The common filtration
{V +, V −,W} makes it possible to do these estimates in the exactly same way as
in the case of Theorem 1.3.
For Lemma 5.7 and also for other estimates in Section 5, it is important to have
|z′| ≤ c˜g|w′| for some fixed c˜g > 0 where (z, w) = fi ◦ · · · ◦ f1 ◦ fm ◦ φs,n(θ) ∈ V +
and (z′, w′) = [d(fi ◦ · · · ◦ f1 ◦ fm ◦ φs,n)]( ddθ ) at (z, w). This is easy to see from
Lemma 5.6 and
Dfi
−1 =
(
0 1
1/a pi
′(w)/a
)
for i = 1, · · · , N and for w with |w| > R as pi′(z)/a dominates other entries of the
matrix.
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Together with the above two subsections, the application of the same argument
as in Section 6 proves Theorem 1.2. The density property is from [9].
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