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Let D be an integral domain with quotient ﬁeld K . For any subset
S of K , the D-polynomial closure of S is the largest subset T of K
such that, for every polynomial f in K [X], if f maps S into D
then f maps also T into D . When D is not local, the D-polynomial
closure is not a topological closure. We prove here that, when D
is any rank-one valuation domain, then there exists a topology on
K such that the closed subsets for this topology are exactly the
D-polynomially closed subsets of K .
© 2009 Elsevier Inc. All rights reserved.
1. On the polynomial closure
Let D be an integral domain with quotient ﬁeld K . Let us recall the deﬁnition of the polynomial
closure of a subset.
Deﬁnition 1.1. (See [1].) Let S be a subset of K .
(1) The D-polynomial closure of S is the largest subset S of K such that:
∀ f ∈ K [X] [ f (S) ⊆ D ⇒ f (S) ⊆ D].
(2) The subset S is said to be D-polynomially closed if S = S .
Denoting by Int(S, D) the ring of integer-valued polynomials on S with respect to D , that is:
Int(S, D) = { f ∈ K [X] ∣∣ f (s) ∈ D for all s ∈ S},
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Int(S, D) = Int(S, D).
When there is no ambiguity with the domain D , we will omit it.
The four ﬁrst papers concerning this notion were all published in the Journal of Number Theory:
in 1989, Gilmer [9] characterized the subsets S of Z such that Int(S,Z) = Int(Z,Z). Then, in 1991,
McQuillan [11] introduced the polynomial closure for subsets S of Dedekind domains D with ﬁnite
residue ﬁelds and characterized it in the following way: S is the intersection of the topological clo-
sures of S with respect to the m-adic topologies where m runs over the set of all maximal ideals
of D .
Finally, in 1996, Cahen [1] introduced the notion for any integral domain D and studied it in
particular for Noetherian domains and for Krull domains, while Frisch [8] was particularly interested
in the case where D is a discrete valuation domain with any residue ﬁeld. She introduced a ‘weak
topology’ on D whose closure corresponds to the polynomial closure for subsets of D . (We will come
back to her work at the end of this paper.) Most of the basic results are gathered in [2, Chapter IV §1
and §2]. One may also refer to later works: [5–7,13,14].
We just recall here the results needed for our purpose. Denoting by S , T and Si (i ∈ I , I is any set
of indices) subsets of K and by x any element of K , we obviously have:
S ⊆ S, S = S, [S ⊆ T ⇒ S ⊆ T ],
xS = xS and x+ S = x+ S,⋂
i∈I
Si ⊆
⋂
i∈I
Si and
⋃
i∈I
Si ⊆
⋃
i∈I
Si .
Moreover, the obvious formula:
Int(S, D) =
⋂
m∈Max(D)
Int(S, Dm)
implies the following one where Sm denotes the Dm-polynomial closure of S:⋂
m∈Max(D)
Sm ⊆ S.
2. The question
The question. Is the D-polynomial closure a topological closure?
In other words, does there exist a topology on the ﬁeld K such that the closed subsets of K for
this topology are exactly the D-polynomial closed subsets of K? If such a topology exists, we call it
the D-polynomial topology.
Proposition 2.1. If there exists a D-polynomial topology, then the polynomial functions are continuous for this
topology.
Proof. The polynomially closed subsets S of K are the subsets of the form:
S =
⋂
j∈ J
f −1j (D)
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previous subset S is:
g−1(S) = g−1
(⋂
j∈ J
f −1j (D)
)
=
⋂
j∈ J
( f j ◦ g)−1(D). 
With respect to the question of the existence of the D-polynomial topology, we easily have:
– D and K are polynomially closed.
– The empty-set is polynomially closed if and only if D = K .
– An intersection of polynomially closed subsets is polynomially closed.
But, for ﬁnite unions, we don’t have any general result. So that we only may say that: the D-
polynomially closed subsets are the closed subsets for some topology if and only if D = K and the
union of two polynomially closed subsets is polynomially closed.
With respect to the domain Z, we know that the ideals 2Z and 3Z are Z-polynomially closed,
while the polynomial closure of the union 2Z ∪ 3Z is Z, and hence, 2Z ∪ 3Z is not polynomially
closed (see the proof of Proposition 2.2 below). Thus, the Z-polynomial closure is not a topological
closure. More generally,
Proposition 2.2. If there exists a D-polynomial topology, then the domain D is local.
Proof. If D is not local, there exist two distinct maximal ideals n and n′ , and hence, there are two
elements a ∈ n and b ∈ n′ such that a + b = 1. It follows from the previous basic results that the
principal ideals aD and bD are polynomially closed. On the other hand, the polynomial closure of the
subset S = aD ∪ bD is D itself (cf. [1, Cor. 3.14]). For the sake of completeness, we recall the proof of
this last assertion:
For every maximal ideal m of D , the equality
Int(aD, Dm) = Int(aDm, Dm)
(
cf. [2, I.2.2]
)
implies aDm ⊆ aDm , and hence, aDm + bDm = Dm. Since Dm is local, either aDm = Dm or
bDm = Dm . Thus, Sm = Dm and ﬁnally:
S ⊆ D =
⋂
m
Dm =
⋂
m
Sm ⊆ S,
that is, S = D while S = D . Consequently, S is not polynomially closed. 
Therefore, we may restrict our study to the local case. In fact, we are going to consider only
valuation domains. Here are the hypotheses and notation for the whole paper.
Hypotheses and notation. Let K be a valued ﬁeld, that is, a ﬁeld endowed with a rank-one valuation v. Then,
the value group Γ = v(K ∗) is a subgroup of the additive group R. We denote by V the valuation domain and
by m its maximal ideal.
Recall that there is an absolute value on K associated to the valuation v:
∀x ∈ K ∗ |x| = e−v(x).
For every x ∈ K and every γ ∈ R, we denote by B(x, γ ) the closed ball with center x and radius e−γ :
B(x, γ ) = {y ∈ K ∣∣ v(x− y) γ }.
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– by S the V -polynomial closure of S and,
– by S˜ = Ŝ ∩ K the topological closure of S in K .
Since every polynomial function is continuous for the v-adic topology, we obviously have:
S ⊆ S˜ ⊆ S.
Recall that:
Proposition 2.3. (See [1, Prop. 1.4].) The equality S = K holds if and only if S is not bounded.
Proposition 2.4. (See [3, Thm. 2.11].) If S is precompact (that is, if Ŝ is compact), then S = S˜ .
In the cases where either v is not discrete or V /m is inﬁnite, we will see examples of subsets S
such that S = S˜ (see Remarks 3.3 and 3.7 below). In the case where the valuation v is discrete and
the residue ﬁeld V /m is ﬁnite, V̂ is compact. Consequently, every subset S of K is either bounded,
and hence precompact, or not bounded. Thus, we easily deduce from the previous propositions that:
Proposition 2.5. If V is a discrete valuation domain with ﬁnite residue ﬁeld, there exists a V -polynomial topol-
ogy on K where the open subsets are the empty-set and the open neigbourhoods of ∞
(where v(∞) = −∞).
Proof. We just have seen that the polynomially closed subsets of K are: K and the closed and
bounded subsets of K . They form a set which is clearly closed by ﬁnite union. Thus, they are the
closed subsets for some topology on K . Hence, the open subsets for this topology are the empty-
set and the open (for the v-adic topology) subsets U of K for which there exists γ ∈ R such that
{x ∈ K | v(x) < γ } ⊆ U . One could say that there are neigbourhoods of ∞ if we add to K a point ∞
with valuation v(∞) = −∞. 
If K is complete for the v-adic topology, the set K ∪ {∞} is the Alexandrov compactiﬁcation of K .
In general, K̂ is not locally compact and we have to study the polynomial closure of the bounded
subsets, that is, subsets contained in balls. We begin with the case of balls.
3. The polynomial closure of a union of balls
Let us begin with one ball:
Proposition 3.1. (See [4].) For all x ∈ K and γ ∈ R, the closed ball B(x, γ ) is polynomially closed.
Proof. This is obvious when either v is discrete or γ ∈ Γ . Else, there exists an increasing sequence
{γn}n∈N of elements of Γ such that limn γn = γ . Consequently, B(x, γ ) =⋂n∈N B(x, γn) is an intersec-
tion of polynomially closed subsets. 
Proposition 3.2. For all x ∈ K and γ ∈ R, the polynomial closure of the open ball
Bo(x, γ ) =
{
y ∈ K ∣∣ v(y − x) > γ }
is the corresponding closed ball.
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exists a strictly decreasing sequence {γn}n∈N of elements of Γ such that limn γn = γ . Let S = Bo(x, γ )
and, for each n ∈ N, let tn ∈ S be such that v(x− tn) = γn . Let us consider a polynomial
f (X) =
d∑
k=0
ak(X − x)k ∈ Int(S, V ).
Since there are at most ﬁnitely many δ ∈ R such that
v(ai) + iδ = v(a j) + jδ for some pair (i, j) with 0 i < j  d,
for n large enough, one has:
v
(
f (tn)
)= inf{v(ak) + kv(tn − x) ∣∣ 0 k d}.
As, for each n ∈ N, tn ∈ S , we have v( f (tn))  0. Thus, for every k and every n, v(ak) + kγn  0.
Consequently, for every k, v(ak)−kγ and f (B(x, γ )) ⊆ V . 
Remark 3.3. One knows that, in the valued ﬁeld K , the closed ball Bo(x, γ ) is topologically closed.
On the other hand, its polynomial closure is the closed ball B(x, γ ). So that, if v is not discrete and if
γ ∈ Γ , one has the following strict containment:
˜Bo(x, γ ) = Bo(x, γ ) ⊂ Bo(x, γ ) = B(x, γ ).
All the balls that we will consider are closed balls of the form B(x, γ ) unless the contrary is
explicitely stated.
Proposition 3.4. Every ﬁnite union of closed balls is polynomially closed.
This is an easy consequence of the following lemma:
Lemma 3.5. Let a, t1, . . . , tr be elements of K and let γ ,γ1, . . . , γr be real numbers such that the balls
B(a, γ ), B(t1, γ1), . . . , B(tr, γr) are disjoint. Then, for every ε > 0, there exists f ∈ K [X] such that:
∀x ∈
r⋃
k=1
B(tk, γk) v
(
f (x)
)
 ε and ∀x ∈ B(a, γ ) v( f (x))= 0.
We proved such a result in [4] for balls of same radius, but the proof with different radii is very
similar. Thus, we just give a sketch of the proof.
Proof. We may assume that a and the ti ’s belong to V and that the γ ’s are positive. Indeed, there
exists a nonzero element d of K with valuation δ such that all the balls that we consider are contained
in the ball B(0,−δ) = 1d V . If we replace the balls B(a, γ ) and B(ti, γi) by the balls B(da, γ + δ) and
B(dti, γi + δ), then they are contained in V . Once, the proof done, we replace the polynomial g that
we obtain by the polynomial f deﬁned by f (X) = g(dX).
We may also assume that
γ > v(t1 − a) v(t2 − a) · · · v(tr − a).
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∀k ∈ {1, . . . , r} v(a − tk) < γk.
Now consider
f (x) =
r∏
i=1
(
x− ti
a − ti
)mi
where the mi ’s are non-negative integers that we are going to choose.
For 1 k j  r and x ∈ B(tk, γk), one has:
v
(
x− tk
a − tk
)
 γk − v(a − tk) = εk > 0 and v
(
x− t j
a − t j
)
= v
(
tk − t j
a − t j
)
 0.
Thus, for every x ∈ B(tk, γk),
v
(
f (x)
)= r∑
i=1
miv
(
x− ti
a − ti
)

k∑
i=1
miv
(
x− ti
a − ti
)
mkεk −
k−1∑
i=1
miv(a − ti).
We may choose successively the integers m1, . . . ,mk, . . . ,mr such that
∀k ∈ {1, . . . , r} mkεk  ε +
k−1∑
i=1
miv(a − ti).
With such a choice of the mi ’s, for every x ∈⋃rk=1 B(tk, γ ), one has v( f (x)) ε. Of course, f (a) = 1.
Moreover, if x ∈ B(a, γ ), then v(x− tk) = v(a− tk) for every k ∈ {1, . . . , r}, and hence, v( f (x)) = 0. 
On the other hand, a union of inﬁnitely many closed balls is not always polynomially closed as
shown by the following counterexample:
Example 3.6. Let T be an inﬁnite set of elements of V that are non-congruent modulo m (the
residue ﬁeld V /m is then assumed to be inﬁnite). We know, by Cramer’s rule, that Int(T , V ) = V [X]
(cf. [2, I.3.1]). Thus, T = V . Consequently, for every δ ∈ R+ , the polynomial closure of S =⋃t∈T B(t, δ)
is S = V . And hence, S is not polynomially closed unless either δ = 0 or v is discrete, the elements
of T form a complete set of representatives of V modulo m and δ = 1.
Remark 3.7. By considering in the previous example a subset T which is not a complete set of rep-
resentatives of V modulo m, we see that, when V /m is inﬁnite, the topological closure and the
polynomial closure may be different.
4. Polynomial closure and pseudo-limits
In order to apply the previous section to a bounded set S of K , we ﬁrst introduce some technical
notation. For every γ ∈ R, let
S + B(0, γ ) = {s + t ∣∣ s ∈ S, t ∈ K with v(t) γ }=⋃
s∈S
B(s, γ ).
Let γ∞ denotes the supremum of the γ ’s such that S+ B(0, γ ) is a ﬁnite union of balls. The following
proposition is an obvious consequence of Proposition 3.4:
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S ⊆
⋂
γ<γ∞
(
S + B(0, γ )).
Remark 4.2.
1. If γ∞ = +∞, that is, if S is precompact, we have:
S ⊆
⋂
γ∈R
(
S + B(0, γ ))= S˜ ⊆ S.
Consequently, S = S˜ (this was known: see Proposition 2.4).
2. If γ∞ < +∞ and if S + B(0, γ∞) is a ﬁnite union of balls, then we still have S ⊆ S + B(0, γ∞).
3. If γ∞ < +∞ and if S + B(0, γ∞) is not a ﬁnite union of balls, we do not know whether it is
polynomially closed, and hence whether S is contained in S + B(0, γ∞).
Let us recall below an example where S ⊆ S + B(0, γ∞) [4]:
Example 4.3. Let S = {0} ∪ {1+ tn | n > 0} where v(tn) = 1− 1n and let t be such that v(t) = 1. Then,
γ∞ = 1, 1+ t /∈ S + B(0, γ∞) while 1+ t ∈ S (see Theorem 4.8 below).
What can we say about an element x of S which does not belong to S + B(0, γ∞)? Let γ1 < γ∞ .
Since x ∈ S + B(0, γ1), there exists x1 ∈ S such that v(x − x1) γ1. Since x /∈ S + B(0, γ∞), we have
v(x − x1) < γ∞ , and hence, there exists γ2 such that γ1 < γ2 < γ∞ and v(x − x1) < γ2. Since x ∈
S + B(0, γ2), there exists x2 ∈ S such that v(x− x2) γ2. We then have:
γ1  v(x− x1) < γ2  v(x− x2) < γ∞.
Thus, we are constructing two sequences: a strictly increasing sequence {γn}n∈N of real numbers less
than γ∞ , and a sequence {xn}n∈N of elements of S such that, for each n ∈ N, v(x − xn)  γn . We
recognize here the notion of a pseudo-convergent sequence {xn}n∈N with pseudo-limit x introduced
by Ostrowski [12] and used by Kaplansky [10] to study the maximal valued ﬁelds.
Let us recall these notions:
Deﬁnition 4.4.
(i) (Ostrowski [12, §11, n◦ 62]) A sequence {xn}n∈N of elements of K is pseudo-convergent if
∀i, j,k [i < j < k ⇒ v(x j − xi) < v(xk − x j)].
(ii) (Kaplansky [10]) An element x of K is a pseudo-limit of a sequence {xn}n∈N if
∀i, j [i < j ⇒ v(x− xi) < v(x− x j)].
Remark 4.5.
1. A convergent sequence does not always admit a limit. Analogously, a pseudo-convergent sequence
does not always admit a pseudo-limit. (It is the reason why Kaplansky used pseudo-convergent
sequences to construct maximal immediate extensions.)
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clearly pseudo-convergent.
3. Assume that a pseudo-convergent sequence {xn}n0 admits a pseudo-limit x and, following Ka-
plansky [10], let us consider the breadth of the sequence:
δ = lim
n→+∞ v(x− xn).
If δ = +∞, then the sequence {xn} is convergent with x as a classical limit-point. If δ < +∞, then
every element y of the closed ball B(x, δ) is also a pseudo-limit of the sequence {xn}.
In [4], we proved that the containment S˜ ⊆ S may be generalized by: every pseudo-limit of a
sequence of elements of S belongs to the polynomial closure S of S . In fact, we are going to give a
result that gathers this assertion with some extensions of Proposition 3.2 and Example 3.6. To do this,
we ﬁrst generalize the notion of pseudo-limit:
Deﬁnition 4.6. Let {xn}n∈N be a sequence of elements of K . An element x of K is said to be a gen-
eralized pseudo-limit of the sequence {xn}n∈N if there exists n0 such that, for n  n0, the sequence
{v(x− xn)} is:
(1) either strictly increasing,
(2) or strictly decreasing,
(3) or stationary with value δ, and the sequence {xn}n∈N satisﬁes the following condition:
n0  n <m ⇒ v(xn − xm) = δ.
In the ﬁrst case, we say that the sequence {xn} is pseudo-convergent, in the second case we say that
it is pseudo-divergent, and in the third case we say that it is pseudo-stationary. The following limit is
called the breadth of the sequence:
δ = lim
n→+∞ v(x− xn).
Remark 4.7. Analogously to the case of pseudo-convergence, we have:
1. When x is a pseudo-limit of a pseudo-divergent sequence {xn}n∈N with breadth δ, then
(i) for all i, j,k ∈ N:
∀i, j,k [n0  i < j < k ⇒ v(xi − x j) > v(x j − xk)],
(ii) every element y in the open ball Bo(x, δ) is also a pseudo-limit of the sequence {xn}n∈N .
Indeed, if n1  n0 is such that v(x − xn1 ) < v(x − y) then, for n  n1, v(y − xn) = v(x − xn), and
the sequence {v(y − xn)}nn1 is strictly decreasing.
2. When x is a pseudo-limit of a pseudo-stationary sequence {xn}n∈N with breadth δ, then every
element y in the open ball Bo(x, δ) is also a pseudo-limit of the sequence {xn}n∈N .
Proposition 4.8. If x is a generalized pseudo-limit of a sequence of elements of S with breadth δ, then not only
x belongs to the polynomial closure S of S, but the closed ball B(x, δ) is also contained in S.
Proof. Assume ﬁrst that the sequence {xn}n∈N is not pseudo-stationary. The proof is very similar to
those of Proposition 3.2. Let
f (X) =
d∑
ak(X − x)k ∈ Int(S, V ).
k=0
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v
(
f (xn)
)= inf{v(ak) + kv(xn − x) ∣∣ 0 k d}.
In particular, v(a0)  v( f (xn))  0. Consequently, f (x) = a0 ∈ V , that is, x ∈ S . If the sequence is
pseudo-convergent, every element of B(x, δ) is also a pseudo-limit. Consequently, B(x, δ) ⊆ S . Analo-
gously, if the sequence is pseudo-divergent, we have Bo(x, δ) ⊆ S (Remark 4.7(ii)). But, the polynomial
closure of an open ball is the corresponding closed ball (Proposition 3.2), so that B(x, δ) is also con-
tained in S .
Assume now that the sequence {xn}n∈N is pseudo-sationary. Let f (X) = g( X−xxn0−x ) and tn =
xn−x
xn0−x .
Then, g(tn) = f (xn) ∈ V and, for all n = m, v(tn − tm) = 0. Consequently, following Example 3.6, we
have g ∈ V [X], g(V ) ⊆ V , and hence, f (B(x, δ)) ⊆ V . 
5. The polynomial topology
We will see that a subset S which is stable by pseudo-limits and by adjunction of the correspond-
ing closed balls (as in Theorem 4.8) is polynomially closed. But ﬁrst, we prove that such a set is an
intersection of ﬁnite unions of balls.
Proposition 5.1. A bounded subset S which is stable by pseudo-limits and by adjunction of the corresponding
closed balls is an intersection of ﬁnite unions of balls.
“Stable by adjunction of the corresponding closed balls” means here that, if x is a pseudo-limit of
elements of S with breadth δ, then S contains the whole ball B(x, δ).
Proof. Let γ0 ∈ R be such that S ⊆ B(0, γ0) and let x ∈ B(0, γ0) \ S . We are going to construct a ﬁnite
union of balls which contains S and does not contain x.
Let vx(S) = {v(x − a) | a ∈ S}. Since x is not a limit of elements of S , γx = supa∈S v(x − a) < +∞.
Consequently, vx(S) is contained in the bounded interval [γ0, γx]. If vx(S) was inﬁnite, it would admit
an accumulation-point, and x would be a pseudo-limit of a (non-stationnary) sequence of elements
of S . Thus, vx(S) is ﬁnite.
Fix δ ∈ vx(S) and let Sx,δ = {a ∈ S | v(x− a) = δ}. If there were inﬁnitely many elements an in Sx,δ
such that v(an − am) = δ for all n =m, then x would be a pseudo-limit of a stationnary sequence of
elements of S . Thus, there are ﬁnitely many elements a1, . . . ,ar in Sx,δ such that:
∀a ∈ Sx,δ ∃i ∈ {1, . . . , r} such that v(a − ai) > δ.
For every i ∈ {1, . . . , r}, let Sx,δ,i = {a ∈ Sx,δ | v(a − ai) > δ} and let δi = infa∈Sx,δ,i v(a − ai). If for some
i ∈ {1, . . . , r} we had δi = δ, then the inﬁmum δi would not be a minimum, ai would be a pseudo-
limit of a pseudo-divergent sequence of elements of Sx,δ,i with breadth δi = δ, and the ball B(ai, δ)
would be contained in S . This is a contradiction with the fact that x /∈ S . Thus, for each i = 1, . . . , r,
one has: δi > δ.
Finally,
Sx,δ ⊆
r⋃
i=1
B(ai, δi) and x /∈
r⋃
i=1
B(ai, δi).
We have such a containment for every δ ∈ Sx(S):
S =
⋃
δ∈v (S)
Sx,δ ⊆
⋃
δ∈v (S)
( ⋃
1ir
B(ai, δi)
)
.x x
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intersection of ﬁnite unions of closed balls. 
Putting together Propositions 3.4, 4.8 and 5.1, we obtain:
Theorem 5.2. For a subset S of a valued ﬁeld K , the following assertions are equivalent:
(1) S is polynomially closed,
(2) S = K or S is an intersection of ﬁnite unions of closed balls.
(3) S is stable by pseudo-limits and by adjunction of the corresponding closed balls,
As a consequence, the polynomially closed subsets of K form a set which is stable by intersection
and by ﬁnite union, so that:
Theorem 5.3. In a valued ﬁeld, the polynomial closure is a topological closure. The corresponding polynomial
topology is the topology spanned by the complements of closed balls.
Remark 5.4.
1. With respect to the polynomial topology, the interior S˚ of every bounded subset S is empty.
2. The subsets of the form {x ∈ K | v(x − ai) < δi i = 1, . . . , r} where r ∈ N, a1, . . . ,ar ∈ K and
δ1, . . . , δr ∈ R are such that v(ai) < δi form a fundamental system of open neighborhood of 0
in the polynomial topology.
3. If v is discrete, then there are neither pseudo-convergent nor pseudo-divergent sequences: a sub-
set S of V is polynomially closed if and only if it is topologically closed and stable by adjunction
of balls corresponding to pseudo-stationnary sequences of elements of S .
Assuming that v(K ∗) = Z, the proof of Proposition 5.1 shows that S is then an intersection of
ﬁnite unions of balls where each ﬁnite union of balls may be of the form
⋃
i, j Bi, j where the Bi, j ’s
satisfy the following condition (◦):
(◦) There exist some element x of V \ S , ﬁnitely many integers 0  δ1 < δ2 < · · · < δs and, for each
i ∈ {1, . . . , s}, ﬁnitely many balls Bi, j = B(ai, j, δi + 1) contained in B(x, δi) and distinct from
B(x, δi + 1).
This condition for closed subsets turns out to correspond to the condition introduced by
S. Frisch [8] for open subsets which deﬁne her weak m-adic topology, that is, the topology on V
that she associated to the V -topological closure. In fact, Theorem 5.3 shows that we may forget
condition (◦).
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