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Abstract 
A phenomenological theory of sintering based on non-equilibrium Thermodynamics was applied to the analysis of the production 
of entropy during that process for a multi-component system. The effect of the forces involved was accounted for: temperature 
gradient, chemical potential gradient, grain-boundary migration and chemical reactions. The coupling between the effects that 
lead to thermo-diffusion, crucial in sintering, was taken into account. Conjugate fluxes were analyzed with respect to the 
gradients (driving forces) and the corresponding entropy production, associated to the different processes in mass transfer: 
vacancy diffusion, diffusion, grain-growth, etc. 
The analysis of entropy production during sintering in the frame of non-equilibrium Thermodynamics clarifies, from the 
theoretical point of view, certain aspects of the kinetics involved in the different stages of the aforementioned process. 
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1. Introduction 
Sintering is one of the most important techniques in materials processing. Currently, sintering is used in various 
applications such as magnetoelectric composite materials manufacturing, nanocrystalline materials synthesis and 
coatings, Y.U. Wang (2006).  
Sintering is a widely known yet complicated technique involving simultaneous multiple processes, including 
several mechanisms for diffusion (surface, bulk and grain boundary), vapour transport (by means of evaporation-
condensation), rigid-body motions and grain-growth Y.U.Wang (2006), M.F. Ashby (1974). The kinetics of 
sintering depends on the interactions among the different processes as well as the variable microstructure of the 
powders to compact; the collective behavior of sintering is the result of two competing phenomena: densification 
and grain-growth. Adequate control of these makes it possible to optimize the technique and to obtain materials with 
the desired microstructure and properties Y.U.Wang (2006). Experimental research in this area is not enough to gain 
a complete comprehension of the mechanisms involved in sintering and the consequences of densification and grain-
growth; realistic and effective models for simulation are required. Various several models have been proposed, based 
in geometric considerations, A. Shimosaka (2003); nevertheless, increasing interest in nano-scale processes, where 
surface tension effects are important, require more complex meso-scale models. Given the computational resources 
currently available, various models have been developed based in molecular dynamics and Montecarlo, Y.U. Wang 
(2006), S. Nosewicz et al (2013) or in continuum mechanics, using finite element or finite difference methods [6,8]. 
In the latter, two different approaches have been used, the first of which is based in sharp interfaces, where the 
boundary conditions are imposed and the jumps across the interface are analyzed. One of the main problems with 
this strategy is that the location of the interfaces is unknown a priori, making the use of iterative procedures of 
boundary tracking necessary Y.U. Wang (2006). The other approach consists on the so called Phase-Field method 
[H. Czichos (2006)], where a group of parameters are introduced; these take constant values in a phase and vary fast 
and smoothly across the boundary. The underlying ideas in this method were first proposed by Van der Waals (1893) 
and rediscovered by Cahn and Hilliard (1958) and is suitable for the non-equilibrium treatment of surfaces, as is seen 
in the work by Kjelstrup and Bedeaux (2008). The aforementioned method has been used to describe a wide range of 
phenomena with relative success: solidification [S.L.Wang et al (1993)], solidification of binary alloys [I. Loginova 
(2001), A.A. Wheeler (1992)], particle sintering [ Y.U. Wang (2006), V. Kumar et al (2010), K. Asp and J. Agren 
(2006), A. Kazaryan et al(2006)]. As S.L.Wang et al (1993).  state, based on Penrose and Fife (1990) , the greatest 
difficulty in this type of models lies in their derivation, because they are usually obtained from free energy 
functionals that may only be used in isothermal conditions and that are afterwards modified ad hoc to account for 
other factors, such as latent heat liberation. However, based in an entropy functional, the equations for the model are 
obtained in a thermodynamically consistent way, guaranteeing: positive entropy production, functions and 
parameters that may be freely chosen to adjust to empirical data and satisfy the criteria that ensure that the phase 
fields take values 0 and 1 in the bulk of the phases considered.  
 
2. Development of the model. 
Consider a system composed by N components, F phases and that R linearly independent reactions may take 
place. To obtain a thermodynamically consistent model, the procedure given in the references [S.L. Wang et 
al(1993), I. Loginovaet al (2001), S.R. De Groot and P. Mazur(1984)] will be followed. Mass balances, assuming 
constant molar density are: 
 
ܿǤ డ௫೔డ௧ ൌ െસǤ ࡶ௜ ൅ σ ߥ௝ǡ௜ݎ௝ோ௝ୀଵ                                                                                                (1) 
 
Where c represents the molar density, xi is component’s mole fraction, Ji is the diffusive mass flux, νj,i are the 
stoichiometric coefficients of component i in reaction j and rj is the rate of reaction j. 
In this case, the energy balance is reduced to: 
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డ௘
డ௧ ൌ െસǤ ܬ௤ᇱ                                                                                                                       (2) 
Where e stands for the energy per volume unit of the system and J’q is the conduction heat flow vector. 
Other constraints are imposed upon the system with the fact that mole fraction must sum to unity and that the 
components are tied by the stoichiometric relations: 
 
σ ݔ௜ே௜ୀଵ ൌ ͳ                                                                                                                      (3) 
 
ܿݔ௜ ൌ ܿݔ௜଴ ൅ σ ߥ௝ǡ௜ߦ௝ோ௝ୀଵ                                                                                                   (4) 
 
Where ξj, is the extent of reaction j; the super index º refers to initial conditions. 
In so far the expressions for mass and energy conservation for the system have been introduced, together with 
constraints imposed by the chemical reactions. The focus is, however, in knowing the forces that drive the system 
towards equilibrium and the entropy generation associated with that process. To that end, the entropy content of an 
arbitrary volume of the system is considered, using the following expression, based in Cahn and Hilliard’s model [ 
S.L. Wang et al.(1993)- J.W. Cahn and J.E. Hilliard(1958)]: 
 
ܵ ൌ ׮ቀݏሺ݁ǡ ݔ௜ǡ ߶௜ሻ െ σ ଵଶ Ǥ ߚ௜ሺસ߶௜ሻଶி௜ୀଵ ቁ ܸ݀                                                                (5) 
 
In this case, s is the entropy per volume unit of the system and βi is a parameter closely related to the free energy 
in the interface. The phase field parameters ߶i indicate which of the phases is being considered and takes the value 1 
in that phase and cero in the others, but varies rapidly and smoothly in the interphase between 0 and 1. Moreover, 
they satisfy the following restriction: 
 
σ ߶௜ி௜ୀଵ ൌ ͳ                                                                                                                    (6) 
 
Taking the derivative of the entropy functional with respect to time (it is understood that the derivatives are 
calculated taking all the other variables constant, but this is omitted not to further complicate the reading of the 
equation) yields 
݀ܵ
݀ݐ ൌමቐ
߲ݏ
߲݁ Ǥ
߲݁
߲ݐ ൅෍
߲ݏ
߲ݔ௝
߲ݔ௝
߲ݐ
ே
௝ୀଵ
൅෍൭൤ ߲ݏ߲߶௞ ൅ ሺߚ௞ െ ߚிሻ׏
ଶ߶௞൨
߲߶௞
߲ݐ െ ሾߚ௞ െ ߚிሿસǤ ൬
߲߶௞
߲ݐ સ߶௞൰൱
ிିଵ
௞ୀଵ
ቑܸ݀ ሺ͹ሻ 
This expression contains the total variation of the system’s entropy in time. Remembering that the change is due 
to two effects [ S.R. De Groot and P. Mazur(1984), S. Kjelstrup and D. Bedeaux(2008)], namely, entropy production 
due to the intrinsic irreversibilities of the system (which must be non-negative) and the exchange of entropy with the 
surroundings:   
  
ௗௌ
ௗ௧ ൌ
ௗ೔ௌ
ௗ௧ ൅
ௗ೐ௌ
ௗ௧                                                                                                                       (8)              
 
To break the entropy variation equation into its contributors, the time derivatives are replaced by the conservation 
equations and by means of the divergence theorem it is transformed to: 
 
ௗௌ
ௗ௧ ൌ ׮ሼࡶࢗᇱ Ǥ સ ቀ
ଵ
்ቁ ൅ σ ሺࡶ࢏Ǥ સ ቀ
డ௦೘
డ௫೔
ቁ ൅ σ ߥ௞ǡ௜ݎ௞ డ௦೘డ௫೔ ሻ
ோ௞ୀଵே௜ୀଵ ൅ σ ሺ డ௦డథೕ ൅ ߙ௝׏
ଶிିଵ௝ୀଵ ߶௝ሻǤ డథೕడ௧ ሽܸ݀ െװቂ
ࡶࢗᇲ
் ൅
σ ࡶ࢏Ǥ ቀ డ௦డ௫೔ቁ
ே௜ୀଵ ൅ σ ߙ௝ ቀడథೕడ௧ ቁ સ߶௝ிିଵ௝ୀଵ ቃ Ǥ ࢔݀ܣ                                                                                   (9)     
 
Where the parameter αj = (βj-βF) is introduced and sm is the molar. 
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Identifying the first integral with entropy generation due to intrinsic irreversibility and the second with the flux 
across the system’s boundary, the entropy production results in  
 
ௗ೔ௌ
ௗ௧ ൌ ׮ሼࡶࢗᇱ Ǥ સ ቀ
ଵ
்ቁ ൅ σ ࡶ࢏Ǥ સ ቀ
డ௦೘
డ௫೔
ቁே௜ୀଵ ൅ σ డ௦೘డ௫೔ ߥ௞ǡ௜ݎ௞
ோ௞ୀଵ ൅ σ ሺ డ௦డథೕ ൅ ߙ௝׏
ଶிିଵ௝ୀଵ ߶௝ሻǤ డథೕడ௧ ሽܸ݀ ൒ Ͳ          (10) 
 
Remembering Gibbs fundamental relation: 
డ௦೘
డ௫೔
ൌ െ ఓ೔்                                                                                                                                 (11)                    
 
With μi the chemical potential of species i. 
Defining chemical affinity as: 
 
ܣ௞ ൌ െσ ߥ௞ǡ௜ߤ௜ே௜ୀଵ                                                                                                                   (12) 
 
The entropy generation may be rewritten as: 
݀௜ܵ
݀ݐ ൌමቌࡶࢗ
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൅෍ܣ௞ܶ ݎ௞
ோ
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߲ݐ ቇ
ிିଵ
௝ୀଵ
ቍ ܸ݀ሺͳ͵ሻ 
It is seen that the entropy production is the result of 4 effects: heat conduction, diffusive mass transfer, chemical 
reactions and variation in the phase field parameters, which is in turn related, among others, with the movement of 
interfaces. Each of these effects is represented by a term consisting of the product between a generalized flux and 
generalized force. The next step is to find the relationship between them; if the system is not far away from 
equilibrium, it may be assumed that they are linearly related. Fortunately, several of the intervening phenomena have 
different tensor order; according to Curie’s principle [ S.R. De Groot and P. Mazur (1984),S. Kjelstrup and D. 
Bedeaux(2008)] only those processes having the same tensor order will be coupled. Thus, only heat and mass 
transfer and coupled, but not chemical reactions. Introducing Onsager’s phenomenological coefficients, mass and 
heat fluxes may be expressed as    
 
ࡶࢗᇱ ൌ ܮ௤ǡ௤સ ቀଵ்ቁ ൅ σ ܮ௜ǡ௤સ ቀ
ఓ೔
் ቁே௜ୀଵ                                                                                                                        (14)      
ࡶ࢏ ൌ ܮ௤ǡ௜સ ൬
ͳ
ܶ൰ ൅෍ܮ௝ǡ௜સ ቀ
ߤ௝
ܶ ቁ
ே
௝ୀଵ
ሺͳͷሻ 
The coefficients Li,j satisfy Onsager’s reciprocal relations [ S.R. De Groot and P. Mazur (1984)], that is, the 
cross-effect phenomenological coefficients are equal. All Li,i are positive, so as to comply with the second principle.  
Besides, chemical reactions are coupled, as they are scalar phenomena: 
 
ݎ௞ ൌ σ ܮ௜ǡ௞ܣ௞ோ௜ୀଵ                                                                                                                                   (16) 
 
Replacing the phenomenological relations into the entropy generation equations, a positive-definite quadratic 
form is obtained in terms of the driving forces: 
 
݀௜ܵ
݀ݐ ൌමቌܮ௤ǡ௤ ฬસ ൬
ͳ
ܶ൰ฬ
ଶ
൅෍ܮ௤ǡ௜સ ൬
ͳ
൰ Ǥ સ ቀ
ߤ௜
ܶ ቁ
ே
௜ୀଵ
൅෍෍ܮ௞ǡ௝સ ቀ
ߤ௝
ܶ ቁ Ǥ સ ቀ
ߤ௞
ܶ ቁ
ே
௞ୀଵ
ே
௝ୀଵ
൅෍෍ ܣ௟ܣ௠ܶ ܮ௟ǡ௠
ோ
௠ୀଵ
ோ
௟ୀଵ
൅෍ቆ ߲ݏ߲߶௝ ൅ ߙ௝׏
ଶ߶௝ቇ ቆ
߲߶௝
߲ݐ ቇ
ிିଵ
௝ୀଵ
ቍܸ݀ሺͳ͹ሻ 
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Likewise, using the phenomenological equations in the mass and energy balances: 
 
߲݁
߲ݐ ൌ െસǤ ൭ܮ௤ǡ௤સ ൬
ͳ
ܶ൰ ൅෍ܮ௜ǡ௤સ ቀ
ߤ௜
ܶ ቁ
ே
௜ୀଵ
൱ሺͳͺሻ 
ܿǤ ߲ݔ௜߲ݐ ൌ െસǤ ቌܮ௤ǡ௜સ ൬
ͳ
൰ ൅෍ܮ௝ǡ௜સ ቀ
ߤ௝
ܶ ቁ
ே
௝ୀଵ
ቍሺͳͻሻ 
Coupling the equations that describe the evolution of the phase field parameters [ I. Loginova et al]: 
 
߲߶௝
߲ݐ ൌ
ͳ
௝߬
ቆ ߲ݏ߲߶௝ ൅ ߙ௝׏
ଶ߶௝ቇሺʹͲሻ 
 
where τj is a parameters related to wall mobility.  
The chemical potential may be found taking into account this expression yielding the Gibbs function for any point 
of the system [ H. Czichos et al(2006)]:  
 
݃ ൌ σ ݃థೕሺݔ௜ǡ ܶሻ݄൫߶௝൯ி௝ୀଵ ൅ σ σ ௐೖ೗ଶ ݂ሺ߶௞ǡ ߶௟ሻி௟ୀଵி௞ୀଵ ሺʹͳሻ              
 
With 
݄൫߶௝൯ ൌ ߶௝ଷ൫ͳͲ െ ͳͷ߶௝ ൅ ͸߶௝ଶ൯ሺʹʹሻ 
 
݂ሺ߶௞ǡ ߶௟ሻ ൌ ሺͳ െ ߜ௞௟ሻ߶௞߶௟ሺʹ͵ሻ 
 
Wkl is associated with an energy barrier having its origin in the latent heat of structural phase transition. The 
Gibbs function is calculated as: 
 
݃థೕ ൌ෍ݔ௜൫݃௜௢ ൅ ܴ݈ܶ݊ሺݔ௜ሻ൯
ே
௜ୀଵ
൅ ݃ாሺݔ௞ǡ ܶሻሺʹͶሻ 
 
Detailed knowledge of temporal evolution of the system is obtained by solving equations (18), (19) and (20) 
together with the initial conditions, whereas the entropy production is known from eq. (17). The necessary physical 
properties to solve the model are given by the Gibbs function defined in (21) and the phenomenological coefficients 
may be estimated from thermal conductivity and diffusivities data, or may be taken as adjustable parameters to suit 
experimental data. 
 
3. Conclusions 
A meso-scale model that describes sintering with chemical reaction was developed based on the principles of 
Non-equilibrium Thermodynamics. The model is capable of dealing with multicomponent systems where multiple 
chemical reactions take place and that may be coupled. The coupled effects of heat and mass transfer are also taken 
into account. The entropy production consists of four factors, namely: heat conduction, mass transfer, chemical 
reactions and grain-boundary movement. It is possible, making use of the formalism, to readily include other effects 
that may be present, such as electromagnetic fields or applied external pressure.  
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