Abstract. The quaternion Fourier transform (QFT) satisfies some uncertainty principles similar to the Euclidean Fourier transform. In this paper, we establish Miyachi's theorem for this transform.
Introduction
In harmonic analysis, the uncertainty principle states that a non zero function and its Fourier transform cannot both be very rapidly decreasing. This fact is expressed by Hardy's theorem [15] , which has been generalized by Beurling [3] , and Miyachi [17] . The classical Fourier transform, defined over the real line, is given by
for f ∈ L 1 (R). As usual, let us define log + (x) = log(x) if x > 1, and log + (x) = 0 otherwise. Miyachi's theorem [17] asserts that if f is a measurable function on R satisfying : for some positive constants α and ρ, then f is a constant multiple of the Gaussian e −αx 2 .
Miyachi's theorem has been extended in several different directions in recent years, including extensions to, the Jacobi transform [6] , Jacobi-Dunkl transform [7] , DunklBessel transform [16] , the Dunkl transform [5] , the Cherednik transform [8] , q-Bessel Transform [19] , Clifford-Fourier Transform [12] , and, much more generally, to nilpotent lie groups [1] and Heisenberg motion groups [2] .. In this paper, we formulate and prove an analogue of Miyachi's theorem for the quaternion Fourier transform QFT. Other theorems of the uncertainty principles: Hardy, Beurling, Cowling-Price, GelfandShilov, have been extended for this transform [11, 14] . Our paper is organized as follows. In section 2, we review some basic notions and notations related to the quaternion algebra. In section 3, we recall the definition and some results for the quaternion Fourier transform useful in the sequel. In section 4, we prove Miyachi's Theorem for the quaternion Fourier transform.
The algebra of quaternions
The quaternion algebra over R, denoted by H, is an associative noncommutative four-dimensional algebra, it was invented by W. R. Hamilton in 1843. H = {q = q 0 + iq 1 + jq 2 + kq 3 ; q 0 , q 1 , q 2 , q 3 ∈ R} where i, j, k satisfy Hamilton's multiplication rules ij = −ji = k; jk = −kj = i; ki = −ik = j; i 2 = j 2 = k 2 = −1.
Quaternions are isomorphic to the Clifford algebra Cl (0,2) of R (0,2) :
1) The scalar part of a quaternion q ∈ H is q 0 denoted by Sc(q), the non scalar part(or pure quaternion) of q is iq 1 + jq 2 + kq 3 denoted by V ec(q).
We define the conjugation of q ∈ H by :
The modulus of a quaternion q is defined by:
In particular, when q = q 0 is a real number, the module q Q reduces to the ordinary Euclidean module q = q 0 2 . Also, we observe that for x ∈ R 2 , x Q = x , where . is the Euclidean norm (x 1 , x 2 )
we have :
It is easy to verify that 0≠ q ∈ H implies :
Any quaternion q can be written as q= q Q e µθ where e µθ is understood in accordance with Euler's formula e µθ = cos (θ) +µ sin (θ) where θ= artan
Due to Remark (2.1), we recall the following properties: if x is a vector in Cl (0,2) , then
2) Let (,) be the inner product on R (0,2) , for two vectors x and y we have
3) In this paper, we will study the quaternion-valued signal f ∶ R 2 → H, which can be expressed as
We introduce the space L p (R 2 , H), p = 1, 2, ∞, as the Banach space of all quaternionvalued functions f : R 2 →H satisfying
Quaternion Fourier transforms
Ell [13] defined the quaternion Fourier transform (QFT) which has an important role in the representations of signals due to transforming a real 2D signal into a quaternion-valued frequency domain signal, QFT belongs to the family of Clifford Fourier transformations because of (2.1).
There are three different types of QFT, the left-sided QFT , the right-sided QFT , and two-sided QFT [18] . In this paper we only treat the two-sided QFT, the rightsided and the left-sided are similar.
We now review the definition and some properties of the two-sided QFT.
the two-sided QFT is an invertible transform and its inverse is given by
f (x) = ∫ R 2 e i2πξ 1 x 1 F {f (x)}(ξ)e j2πξ 2 x 2 dξ, dξ = dξ 1 dξ 2 .
Lemma 3.3. Scaling property Let α be a positive scalar constant, then the two-sided QFT of f α (x) = f (αx) becomes
We substitute y for αx, and get
QFT of a gaussian function [11, Lemma 3.5 ] F e −π x 2 (y)=e −π y 2 where x, y ∈ R 2 .
Lemma 3.5. [14, Lemma 3.11]
Let f ∶ R 2 → R be of the form f (x) = P (x)e −πα x 2 where P is a polynomial and
with Q is a quaternion polynomial with deg P =deg Q.
Miyachi's theorem
In this section, we prove Miyachi's theorem for the quaternion Fourier transform. We need the following technical lemma of the complex analysis. 
.1) and
2) for some ρ, 0 < ρ < +∞ Then, three cases can occur:
then there exist infinitely many functions satisfying (4.1) and (4.2).
Proof. ○ We first prove the result for the case αβ = π 2 .
With scaling, we assume that α = β = π. Indeed:
, We have by (4.1)
2 , and thus, f (x) = g α π x = const . e −α x 2 . Now, we assume that α = β = π ∶ Applying the same method as in [11 , Thm 5.3 
], by Complexifying the variable
Hence, F {f } (z) is well defined for all z ∈ C 2 , and F {f } is an entire function on
and
Using Hôlder's inequality, we have
With K is a constant independent of z. Let h(z)= e −πz 2 F {f } (z) , for z ∈ C 2 , h is an entire function . by (2.2) and (2.3), we have On the other hand, by (2.2), and by assumption So by lemma (3.2) and lemma (3.4) we have
By scaling, we may assume that α = β > π ∶ Indeed, Let g (x) = f ( π α x), a simple calculation shows that , where {ϕ k,l } k,l∈N is a basis of S(R 2 , H), which is defined by ϕ k,l (x 1 , x 2 ) ∶= ϕ k (x 1 ) ϕ l (x 2 ) for (x 1 , x 2 ) ∈ R 2 . and
It's important to see that{ϕ k,l } k,l∈N is a basis of S(R 2 , H) (see [9, 11] ).
We have e α x 2 f = e α x 2 ϕ k,l (x) e −πγ x 2 = ϕ k,l (x) e (α−πγ) x 2 ∈ L 1 (R 2 , H)+L ∞ (R 2 , H).
Using lemma (3.5), F {f } (y) = Q(y) e This completes the proof of Miyachi's Theorem .
