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Kebutuhan masyarakat terhadap informasi prakiraan cuaca suatu daerah menjadi
penting bagi kehidupan sehari-hari. Salah satu metode untuk aplikasi prakiraan cuaca
adalah dengan menggunakan jaringan syaraf tiruan. Pada penelitian ini algoritma
Backpropagation dan Particle Swarm Optimization (PSO) akan digunakan sebagai
algoritma pelatihan jaringan syaraf tiruan pada aplikasi prakiraan temperatur udara
harian. Metode Regresi Linear Berganda diujikan untuk kemudian dibandingkan dengan
Backpropagation dan PSO.
Arsitektur jaringan syaraf tiruan menggunakan dua buah input, lima neuron pada lapisan
tersembunyi, dan satu output. Karena merupakan aplikasi peramalan time series, maka
input yang digunakan adalah temperatur udara T(h) dan kelembaban udara H(h) pada
hari sebelumnya. Sedangkan output jaringan adalah temperatur udara yang akan
diramalkan hari berikutnya T(h+1).
Hasil pengujian menunjukkan bahwa pada prakiraan temperatur udara minimum,
penggunaan algoritma pelatihan PSO pada jaringan syaraf tiruan memberikan tingkat
kesalahan paling minimum dengan rata-rata kesalahan prakiraan sebesar 2.597%.
Sedangkan pada prakiraan temperatur udara maksimum, metode regresi linear berganda
memberikan hasil yang lebih baik dengan rata-rata kesalahan sebesar 4.911%




Kebutuhan masyarakat terhadap informasi
pra-kiraan cuaca suatu daerah menjadi penting
untuk menyesuaikan kegiatannya. Prakiraan
temperatur udara akan sangat membantu kare-
na berpengaruh terhadap cuaca daerah setem-
pat dan bersama-sama dengan unsur cuaca
lainnya akan mempengaruhi produksi pertani-
an, perternakan, serta kehidupan manusia se-
hari-hari. Terdapat berbagai metode dalam
prakiraan temperatur udara, antara lain jaring-
an syaraf tiruan dan penggunaan teknik statis-
tik seperti regresi.
Jaringan syaraf tiruan pada dasarnya dapat
dianggap sebagai sebuah model yang akan
memetakan data input terhadap output. Proses
komputasi dalam jaringan syaraf tiruan dilaku-
kan untuk mencari hubungan matematis antara
input dan output melalui mekanisme pengatur-
an bobot. Proses tersebut berlangsung selama
fase pelatihan menggunakan algoritma terten-
tu, yang disebut dengan algoritma pelatihan.
Dari uraian tersebut dapat disimpulkan
bahwa permasalahan utama dalam prakiraan
cuaca adalah penentuan model peramalan ser-
ta metode yang akan digunakan sehingga
memberikan tingkat akurasi peramalan yang
baik. Pada penelitian ini digunakan jaringan
syaraf tiruan dengan algoritma pelatihan Back-
propagation dan Particle Swarm Optimization
(PSO. Hasil pengujian kemudian dibandingkan
dengan metode regresi linear berganda.
2.  LANDASAN TEORI
Tinjauan Pustaka
Prakiraan cuaca adalah penggunaan ilmu
dan teknologi untuk memperkirakan keadaan
atmosfir bumi di masa datang pada wilayah
tertentu. Cukup banyak penelitian yang telah
dilakukan dalam membuat model prakiraan
cuaca dengan menggunakan beragam meto-
de. Meilanitasari (2010) melakukan prediksi
cuaca untuk menentukan kelayakan pelayaran
menggunakan Logika Fuzzy. Sutikno (2010)
melakukan prakiraan dengan membandingkan
metode Autoregressive Integrated Moving Ave-
rage (ARIMA), Neural Network (NN), dan
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Adaptive Splines Threshold Autoregression
(ASTAR).
Penelitian yang sering dilakukan dalam hu-
bungannya dengan jaringan syaraf tiruan ada-
lah penggunaan algoritma pelatihan dan struk-
tur jaringan yang tepat sehingga mampu
memberikan kinerja dan keluaran jaringan
yang baik. Mohebi (2007) melakukan prakiraan
dengan algoritma pelatihan Scaled Conjugate
Gradient. Sedangkan Ernawati (2009) meng-
gunakan Hopfield Neural Network dalam mera-
malkan cuaca.
Jaringan Syaraf tiruan
Jaringan syaraf tiruan merupakan represen-
tasi buatan dari otak manusia yang selalu men-
coba untuk mensimulasikan proses pembela-
jaran. Jaringan syaraf tiruan dibentuk sebagai
generalisasi model matematika dari jaringan
syaraf biologi dengan asumsi (Siang, 2005):
a. Pemrosesan informasi terjadi pada sejumlah
elemen sederhana yang disebut dengan
neuron
b. Sinyal dikirimkan di antara neuron tersebut
melalui suatu interkoneksi
c. Penghubung antar neuron memiliki bobot
yang akan memperkuat atau     memperle-
mah sinyal
d. Untuk menentukan output, tiap neuron
menggunakan fungsi aktivasi yang dikena-
kan pada jumlah input terbobot yang
diterima.
Gambar 1 menunjukkan proses komputasi
yang terjadi pada jaringan syaraf tiruan.
Gambar 1 Pola Dasar Jaringan Syaraf Tiruan
Output Y menerima input dari neuron x1 dan x2
dengan bobot hubungan masing-masing ada-
lah w1 dan w2. Kedua neuron yang ada
dijumlahkan menurut Persamaan 2.1.
net = x1w1 + x2w2 (2.1)
Besarnya impuls yang diterima oleh Y mengi-
kuti fungsi aktivasi Y= f (net).  Jika nilai fungsi
aktivasi cukup kuat, maka sinyal akan diterus-
kan.
Algoritma Pelatihan Backpropagation
Ide dasar jaringan syaraf tiruan adalah kon-
sep belajar. Untuk dapat menyelesaikan suatu
permasalahan, jaringan syaraf tiruan melaku-
kan pembelajaran (pelatihan), yaitu bagaimana
sebuah jaringan dapat dilatih untuk mempela-
jari data historis yang ada dan melakukan
generalisasi terhadap karakteristik tingkah laku
obyek.
Pelatihan dengan Backpropagation secara
garis besar sebagai berikut:
a. Membangun jaringan.
Struktur jaringan yang digunakan adalah
multi layer perceptron
b. Inisialisasi bobot awal untuk proses pelati-
han.Bobot awal ditentukan secara random
(acak)
c. Menentukan parameter jaringan
Parameter yang ditentukan antara lain
error minimum, jumlah epoch maksimum,
dan laju pembelajaran. Fungsi aktivasi
yang digunakan adalah sigmoid biner,
sedangkan kriteria error adalah mean
square error (MSE)
d. Untuk tiap epoch dilakukan propagasi
maju. Error yang dihasilkan kemudian
dibandingkan dengan error minimum yang
ditetapkan
e. Jika error lebih besar dari error minimum,
maka dilakukan perambatan balik,
f. Modifikasi bobot
Besar perubahan bobot ditentukan oleh
besar laju pembelajaran
g. Jika kriteria penghentian telah tercapai,
yaitu jumlah epoch maksimum atau error
minimum terpenuhi, maka diperoleh bobot
akhir
h. Bobot akhir digunakan dalam proses
pengujian.
Algoritma Particle Swarm Optimization
Algoritma Particle Swarm Optimization
(PSO) dikembangkan oleh Dr. Eberhart dan
Dr. Kennedy pada tahun 1995. Menurut
Kennedy dan Eberhart (2001), terdapat tiga
prinsip dasar dalam PSO sebagai sebuah algo-
ritma yang didasarkan pada aspek perilaku so-
sial kognitif yaitu: evaluasi (evaluate), mem-
bandingkan (compare), dan meniru/mengikuti
(imitate).
Algoritma PSO dimulai dengan membang-
kitkan sejumlah nilai awal secara acak. Jika
)t(x i

menyatakan posisi dari partikel Pi pada
langkah waktu t, maka posisi partikel Pi terse-
but akan berubah dengan menambahkan ke-
cepatan )t(v i

ke dalam posisi sebelumnya.
Algoritma PSO untuk partikel dengan topologi
star dijelaskan sebagai berikut (Engelbrecht,
2002):
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1) Inisialisasi swarm, P(t), dari partikel sede-
mikian hingga posisi )t(x i

dari masing-
masing partikel PiP(t) adalah acak
2) Hitung performansi (fitness) F dari masing-
masing partikel pada posisinya saat ini
yaitu F( )t(x i

)
3) Bandingkan performansi tiap partikel saat
ini terhadap performansi terbaik sebelum-
nya, yaitu pbest (personal best).
Jika F( )t(x i

) < pbesti maka:










4) Bandingkan performansi tiap partikel saat
ini terhadap performansi terbaik dari
seluruh partikel dalam kelompoknya, yaitu
gbest (global best).
Jika F( )t(x i

) < gbesti maka:










5)  Hitung vektor kecepatan tiap partikel:
)t(v i

= )1t(v i 

+ 1 ( ipbestx






- )1t(x i 

) (2.6)
Nilai 1 dan 2 didefinisikan sebagai :
1 = r1c1 dan 2 = r2c2, dimana c1 dan c2
disebut konstanta akselerasi, sedangkan r
adalah suatu bilangan acak
6) Perbaharui posisi tiap partikel
a) )t(x i







7) Kembali ke langkah 2 hingga tercapai krite-
ria penghentian
Aplikasi Jaringan Syaraf Tiruan Untuk
Peramalan
Peramalan adalah usaha menduga atau
memperkirakan sesuatu yang akan terjadi di
waktu mendatang dengan memanfaatkan
berbagai informasi yang relevan pada waktu-
waktu sebelumnya (historis) melalui suatu
metode ilmiah. Tujuan dari peramalan adalah
mendapatkan informasi apa yang akan terjadi
di masa datang dengan probabilitas kejadian
terbesar. Metode peramalan dapat dilakukan
secara kualitatif melalui pendapat para pakar
atau secara kuantitatif dengan perhitungan se-
cara matematis. Salah satu metode peramalan
kuantitatif adalah menggunakan analisis deret
waktu (time series).
Metode peramalan time series adalah meto-
de yang menggunakan model matematis untuk
menjelaskan perilaku (pola) data yang biasa-
nya diamati dalam urutan waktu dengan jarak
yang sama (hari, minggu, bulan, tahun). Syarat
utama dari metode tersebut adalah tersedianya
informasi atau data tentang masa lalu, dengan
asumsi bahwa kejadian masa datang merupa-
kan kelanjutan dari masa lalu (effect of cont-
inuity). Pada aplikasi jaringan syaraf tiruan un-
tuk peramalan time series, input jaringan
berupa data historis dan outputnya berupa
peramalan item berikutnya.
Analisis Regresi
Analisis regresi adalah teknik statistik untuk
pemodelan dan investigasi hubungan dua atau
lebih variabel (Santosa, 2007). Dalam analisis
regresi terdapat satu atau lebih variabel inde-
penden/prediktor yang biasa diwakili oleh va-
riabel x dan satu variabel respon yang biasa
diwakili oleh y. Jika jumlah variabel indepen-
den hanya satu, maka sering disebut dengan
regresi linear sederhana. Sedangkan jika ada
lebih dari satu variabel independen maka
dikenal dengan regresi linear berganda
(multiple regresi linear).
Bentuk umum dari persamaan regresi linear
berganda adalah :
Y=a+b1X1+b2X2+b3X3+…+bnXn (2.9)
Penentuan nilai konstanta a dan koefisien b1,
b2, b3, ..., bn pada persamaan 2.9 merupakan
permasalahan dalam regresi linear berganda.
Sejumlah persamaan linear untuk memperoleh
nilai koefisien tersebut kemudian diselesaikan
secara simultan menggunakan Metode Gauss
Jordan.
3. METODOLOGI PENELITIAN
Diagram alir metodologi penelitian ditunjukkan
dalam Gambar 3.
Sebelum melakukan penelitian, dilakukan pe-
ngumpulan dan pengolahan data. Data yang
diperlukan adalah data temperatur udara dan
kelembaban udara harian  Perancangan model
jaringan syaraf tiruan ditujukan untuk menentu-
kan arsitektur jaringan. Proses pelatihan meng-
gunakan algoritma Backpropagation dan PSO.
Setelah proses pelatihan selesai, dilakukan
proses pengujian untuk mengetahui error pe-
ramalan. Error kemudian dibandingkan dengan
error yang dihasilkan jika peramalan menggu-
nakan regresi linear berganda.
Jurnal INTEKNA, Tahun XIV, No. 2, Nopember 2014 : 102 - 209
Gambar 2. Diagrm Alir  Metodologi Penelitian
Sebelum melakukan penelitian, dilakukan
pengumpulan dan pengolahan data. Data yang
diperlukan adalah data temperatur udara dan
kelembaban udara harian  Perancangan model
jaringan syaraf tiruan ditujukan untuk menen-
tukan arsitektur jaringan. Proses pelatihan
menggunakan algoritma Backpropagation dan
PSO. Setelah proses pelatihan selesai, dilaku-
kan proses pengujian untuk mengetahui error
peramalan. Error kemudian dibandingkan de-
ngan error yang dihasilkan jika peramalan
menggunakan regresi linear berganda.
4.  HASIL DAN PEMBAHASAN
Perancangan Arsitektur Jaringan
Sebelum melakukan proses prakiraan, ter-
lebih dahulu dilakukan perancangan arsitektur
jaringan.
a. Input dan Output Jaringan
Pada penelitian ini akan diujikan dua model
peramalan dengan model pertama mengguna-
kan dua buah input yaitu temperatur udara hari
ini T(h) dan kelembaban udara hari ini H(h).
Model kedua menggunakan temperatur udara
hari ini T(h) dan temperatur udara satu hari
sebelumnya T(h-1) sebagai input. Sedangkan
output adalah prakiraan temperatur udara
keesokan harinya T(h+1) seperti ditunjukkan
dalam gambar 3.
Gambar 3  Model Yang Diuji
b. Jumlah Lapisan
Jaringan feedforward multilayer perceptron
umumnya dibangun dengan tiga lapisan, yaitu
lapisan input, lapisan tersembunyi, dan lapisan
output. Pada penelitian ini digunakan sebuah
lapisan tersembunyi karena umumnya jaringan
dengan sebuah lapisan tersembunyi sudah cu-
kup untuk dapat memetakan antara input dan
target dengan tingkat ketelitian yang ditentu-
kan.
c. Jumlah Neuron
Jumlah neuron pada lapisan input ditentu-
kan berdasarkan jumlah input yang digunakan
pada jaringan. Jika model yang digunakan
mempunyai dua input dan satu output, maka
jumlah neuron pada lapisan input dan output
masing-masing adalah dua dan satu. Pada
lapisan tersembunyi tidak ada ketentuan dalam
penentuan jumlah neuron. Pada penelitian ini
digunakan lima buah neuron pada lapisan
tersembunyi.
d. Fungsi Aktivasi
Pemilihan fungsi aktivasi didasarkan pada
algoritma pelatihan yang digunakan dan jenis
output yang dihasilkan. Pada penelitian ini di-
gunakan fungsi aktivasi sigmoid biner.
e. Data
Data dibagi menjadi dua, yaitu data untuk
pelatihan dan data untuk pengujian. Data untuk
pelatihan adalah bulan Januari-Nopember
2008. Bobot akhir yang diperoleh pada proses
pelatihan digunakan pada proses pengujian
untuk meramalkan selama bulan Desember
2008. Sebelum digunakan, dilakukan proses
normalisasi terlebih dahulu agar hasil perhi-
tungan fungsi sigmoidnya tidak jatuh dalam
daerah saturasi.
f. Parameter Jaringan
Parameter-parameter yang perlu ditetapkan
adalah maksimum epoch, target error, laju
pembelajaran, jumlah epoch tiap langkah.
maksimum epoch = 300
error minimum (MSE) = 0.001
laju Pembelajaran  = 0.01
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Pada pelatihan dengan algoritma Particle
Swarm Optimization, jumlah partikel yang
digunakan adalah 50, wmin 0.4, wmax 0.9, c1
dan c2 1.496
Peramalan Dengan Jaringan Syaraf Tiruan
Peramalan temperatur udara minimum dan
temperatur udara maksimum dengan jaringan
syaraf tiruan.
Prakiraan Temperatur Udara Minimum
a. Proses Pelatihan
Proses pelatihan menggunakan Backpro-
pagation dan PSO menghasilkan MSE sebesar
0.022 dan 0.0021 pada iterasi ke-300 seperti
pada Gambar 4 dan Gambar 5.
Gambar 4. Proses Pelatihan Dengan BP
Prakiraan Tmin
Gambar 5. Proses Pelatihan Dengan PSO
Prakiraan Tmin
b. Proses Pengujian
Bobot yang dihasilkan pada pelatihan digu-
nakan pada proses pengujian untuk memper-
kirakan Tmin harian, kemudian diambil rata-rata
kesalahan yang dihasilkan pada proses
prakiraan tersebut. Gambar 6 dan 7 menun-
jukkan perbandingan error antara hasil pera-
malan dengan data real pada pengujian
prakiraan Tmin. Rata-rata error peramalan jika
menggunakan Backpropagation adalah
2.656%, sedangkan jika menggunakan PSO
diperoleh rata-rata kesalahan sebesar 2.597%.
Gambar 6 Perbandingan Tmin Real  Dengan
Hasil Prakiraan Menggunakan
Backpropagation
Gambar 7 Perbandingan Tmin Real  Dengan
Hasil Prakiraan Menggunakan PSO
Prakiraan Temperatur Udara Maksimum
a. Proses Pelatihan
Proses pelatihan menggunakan Backpropa-
gation dan PSO menghasilkan MSE sebesar
0.029 dan 0.0027 pada iterasi ke-300 seperti
pada Gambar 8 dan Gambar 9.
Gambar 8. Proses Pelatihan Dengan BP
Prakiraan Tmaks
Gambar 9. Proses Pelatihan Dengan PSO
Prakiraan Tmaks
Jurnal INTEKNA, Tahun XIV, No. 2, Nopember 2014 : 102 - 209
b. Proses Pengujian
Perbandingan error hasil peramalan dengan
data real ditunjukkan pada Gambar 10 dan 11.
Rata-rata error yang dihasilkan jika mengguna-
kan Backpropagation sebesar 6.172%, se-
dangkan jika menggunakan PSO diperoleh
rata-rata error sebesar 5.930%
Gambar 10 Perbandingan Tmaks Real  Dengan
Hasil Prakiraan Menggunakan
Backpropagation
Gambar 11 Perbandingan Tmaks Real  Dengan
Hasil Prakiraan Menggunakan PSO
Pengujian Model Jaringan
Pada pengujian untuk prakiraan temperatur
udara minimum menggunakan model 1 dengan
input T(h) dan H(h) dan model 2 dengan input
T(h) dan T(h-1) diperoleh hasil seperti pada
Tabel 1.




Model 1 Model 2
BP 2.656 2.688
PSO 2.597 2.653
Pengujian untuk prakiraan temperatur udara
maksimum pada model 1 dan model 2
diperoleh hasil seperti pada Tabel 2.




Model 1 Model 2
BP 6.172 6.306
PSO 5.930 6.110
Hasil yang diperoleh menunjukkan model
pertama memberikan kesalahan rata-rata yang
lebih kecil dibandingkan dengan model kedua,
baik pada prakiraan Tmin maupun Tmaks.
Prakiraan Dengan Metode Regresi Linear
Berganda
Penggunaan regresi linear berganda pada
dasarnya adalah mencari suatu model persa-
maan, kemudian persamaan tersebut diguna-
kan pada data uji untuk prakiraan Tmin dan
Tmaks. Model peramalan yang digunakan
adalah model pertama yang memberikan
kesalahan lebih kecil dibandingkan dengan
model kedua.
a. Prakiraan Tmin
Pada pencarian persamaan regresi meng-
gunakan data latih, diperoleh persamaan :
f(x)=13.3581+0.5017*x1+-0.0191*x2 (3.1)
dengan x1 dan x2 masing-masing adalah input
T(h) da H(h). Pada proses pengujian, diperoleh
rata-rata kesalahan sebesar 2.675%.
b. Prakiraan Tmaks
Prakiraan Tmaks menggunakan regresi li-
near berganda menghasilkan persamaan :
f(x)=30.8428+0.1719*x1+-0.0535*x2 (3.2)
dengan x1 dan x2 masing-masing adalah input
T(h) da H(h). Pada proses pengujian, diperoleh
rata-rata kesalahan sebesar 4.911%.
c. Perbandingan Jaringan Syaraf Tiruan Deng-
an Regresi Linear Berganda
Tabel 3 memperlihatkan perbandingan rata-
rata error menggunakan metode jaringan sya-
raf tiruan (Backpropagation dan PSO) dan
Regresi Linear Berganda. Dari tabel tersebut
dapat diamati bahwa pada prakiraan tempe-
ratur minimum, jaringan syaraf tiruan dengan
algoritma pelatihan PSO memberikan rata-rata
error paling minimum. Sedangkan pada praki-
raan temperatur maksimum metode regresi
linear berganda memberikan rata-rata error
paling minimum.
Tabel 3. Perbandingan Rata-Rata Error
Menggunakan Tiga    Metode Pada
Prakiraan Tmin danTmaks
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5. KESIMPULAN DAN SARAN
Kesimpulan
Dari hasil pengujian, pada penelitian ini
dapat ditarik kesimpulan sebagai berikut :
1. Pada pengujian model peramalan, model
dengan input  temperatur T(h) dan kelemba-
ban hari ini H(h) memberikan rata-rata error
prakiraan lebih baik.
2. Pada prakiraan temperatur udara harian
menggunakan jaringan syaraf tiruan, algo-
ritma pelatihan PSO memberikan hasil pra-
kiraan lebih baik dibandingkan dengan
Backpropagation, yaitu sebesar 2.597%
pada prakiraan Tmin dan  5.930% pada
prakiraan Tmaks.
3. Pada proses pengujian metode, metode
PSO memberikan hasil terbaik pada
prakiraan Tmin dengan rata-rata error
2.597%. Sedangkan pada prakiraan Tmaks,
metode regresi linear berganda memberikan
rata-rata error yang paling kecil dengan
tingkat kesalahan 4.911%.
Saran
1. Pengembangan penelitian mengenai pra-
kiraan temperatur udara harian dapat di-
lakukan dengan menambahkan variabel
lainnya sebagai input jaringan.
2. Untuk lebih meningkatkan akurasi kete-
patan hasil prakiraan, dapat diujikan
penggunaan metode prakiraan lainnya
baik berbasis statistik maupun berbasis
komputasi cerdas.
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