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Abstract
The theory of correlated electron systems is formulated in a form which al-
lows to use as a reference point an ab initio band structure theory (AIBST).
The theory is constructed in two steps. As a first step the total Hamiltonian
is transformed into a correlated form. In order to elucidate the microscopical
origin of the parameters of the periodical Hubbard-Anderson model (PHAM)
the terms of the full Hamiltonian which have the operator structure of PHAM
are separated. It is found that the matrix element of mixing interaction
includes ion-configuration and number-of-particles dependent contributions
from the Coulomb interaction. In a second step the diagram technique (DT)
is developed by means of generalization of the Baym-Kadanoff method for cor-
related systems. The advantages of the method are that i) a non-orthogonal
basis can be used, particularly, the one which is generated by AIBST; ii)
the equations for Green’s functions (GFs) for the Fermi- and Bose-type of
quasi-particles can be formulated in the form of closed system of functional
1
equations. The latter allows to resolve some difficulties of previous versions of
the DT. Although the expressions for all interactions depend on the overlap
matrix, it is shown that the theory is formally equivalent to one with orthog-
onal states with redefined interactions. When the PHAM is treated from the
atomic-limit side the vertexes are generated by kinematic interactions. The
latter arise due to non-trivial commutation relations between X-operators
and come from the mixing, hopping and the overlap of states. The equations
for GFs are derived in different approximations for vertexes, corresponding to
the Hubbard-I, mean field, and random phase approximations, respectively.
The technique is also extended to the case of intersite Coulomb interaction.
The self-consistent equation for ”Hubbard U -s” is derived. Both interactions,
kinematic mixing and hopping, and Coulomb interaction of f - and non-f -
electrons contribute to the screening of bare U . The diagram techniques for
pure Hubbard, Anderson models, s − f -model and for iso- and anisotropic
spin Hamiltonians can be obtained from the developed approach as special
cases.
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I. INTRODUCTION
The calculations of properties of real materials in the language of many-body wave func-
tions are incomparably more effort- and time- consuming than the ones based on the density
functional theory (DFT). However, DFT is designed for calculation of ground-state prop-
erties and, by construction, is expected to have limited use if one is interested in dynamic
properties. The only available regular way to calculate quasiparticle properties is to make
use of some diagram technique. The latter usually involves expressions for secondary quan-
tization. Therefore, anyhow one needs some single-electron equation which would generate
a set of wave functions with proper boundary conditions. The DFT-based ab initio band
structure calculations (AIBST) seems to be a reasonable starting point at least for the con-
duction electrons. Therefore, the corresponding Schro¨dinger equation can be used as the
one which generates a convenient basis set of wave functions for formulation of secondary
quantized Hamiltonian. On the other hand it is far from obvious how DFT can be used for
correlated electrons. Materials which usually are classified as systems with strong electron
correlations (SEC) show wide spread properties such as magnets with localized and partly
localized moments, Mott insulators, Kondo lattices, heavy fermion systems, and high-Tc
superconductors. These materials contain elements with an open d− or f−shell which of-
ten are main source of difficulties in a theoretical description both within the local spin
density approximation1 (LSDA) and model approaches. The classical example of a ground
state property which the LDA approach is not able to describe is the Mott insulating state
where materials with odd number of electrons per primitive cell are insulators2. The special
features which arise in these systems due to SEC are configuration-dependent mixing and
hopping (see ref.3) and the hybridization-dependent spectral weight transfer4. Even much
simpler properties as the atomic-like Hund’s rules are not reproduced within DFT. The
common way to correct the situation in AIBST is to use phenomenological methods like
the self-interaction correction5,6(SIC), and the so-called LDA+U method of Brandow2,7–9.
These methods provide a picture close to the discussed one by Brandow2 in the Hartree-
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Fock approximation: the SIC corrected orbitals (selected at the onset of the calculation) are
pushed down by the SIC potential, usually to 8-11 eV below Fermi energy, ǫF , while all other
f(d)-orbitals remain above ǫF and are empty. From the point of view of phenomenologi-
cal theories of SCES, like the periodical Anderson model (PAM), the picture generated by
SIC is not satisfactory since usually mixing interaction disappears when f(d)-level is below
the bottom of conduction band9. This makes it impossible to check the PAM mechanisms
within AIBST. The LDA+U method gives a much smoother picture, since the values of
the Hubbard U are taken to be 2-6 eV. The models used are also different and there is
no clear arguments why in one case should us the Hubbard model (i.e. mixing is equal to
zero) whereas another case the PAM (i.e. hopping is neglected). This raises the question
whether these arguments can be derived from strict microscopical approach or not as well as
whether some minimal model can be derived from the exact full Hamiltonian or not. Below
we will show that when the system contains a subsystem with (quasi)localized electrons, the
full Hamiltonian H always contains a part, which corresponds to the periodical Hubbard-
Anderson model (PHAM). Then, representing H in the form H = HPHAM + H
′ we will
construct a diagram technique which will make possible both calculation of renormalization
of HPHAM by remaining Coulomb terms from H
′, and to understand to what extent picture
obtained within the PHAM is accurate.
Another problem, which is difficult to tackle within the AIBST, is to calculate the spec-
trum of quasi-particles. Although there are no grounds to consider the eigenvalues of Kohn-
Sham equations as energies of quasi-particles, this is quite common practice due to its
relative simplicity. For some cases a simple formula which connects these energies can be
written10. Part of the dispersion and life-time of quasi-particles, nevertheless, seem to be
lost. However, the DFT potential treated as a self-energy11 by construction can neither
provide the energy dependence of the real part of the self-energy, nor reflect the scattering
of quasi-particles, since it does not have imaginary part. This is especially important for
the case of SEC, where Σkλ(E) sometimes can give three solutions of the equation for the
quasiparticle energy E = ǫkλ+ReΣkλ(E) (e.g., satellites in the photoelectron spectra of Ni)
4
while the DFT potential, vDFT , due to absence of a dependence on energy can provide only
one solution to this equation. Thus, in order to obtain information about these properties
of the system one needs a many-body theory. In the present paper we intend to develop
an approach for the systems with f(d)-electrons in the strong-coupling regime, therefore,
we choose perturbation theory from the atomic limit. As follows from the above argument
it is desirable to start with self-consistent AIBST where the localized electrons are treated
as core electrons. Here we will treat these localized (or almost localized), electrons with
the help of Hubbard operators12,13 Xpq ≡ |p〉〈q|. The latter describe transitions from the
state p of the ion to the state q. The first step then is a formulation of the Hamiltonian of
the system in terms of these variables. In the case of rare earth metals (Russel-Saunders
coupling) and a model of homogeneous gas for conduction electrons the work by Irkhin and
Irkhin21 can be of great help. Particularly, a way to construct many-electron secondary-
quantized operators, which describe creation and destruction of the f -ion states with the
help of the standard technique used in atomic spectroscopy, is thoroughly described therein.
This technique has been also successfully used for derivation of the form of f -density for use
in DFT-based AIBST22. The case of j − j-coupling is developed much less since an accu-
rate account of effects of non-local exchange interaction should be performed within a fully
relativistic field-theory (the case of strong spin-orbit coupling); the cases when a relativistic
effects can be taken into account via perturbative Hamiltonian, can be treated within our
approach too. There is one more important motivation for a microscopical derivation of
the correlated form of Hamiltonians and an effective Hamiltonians. An extension of AIBST
to thermodynamics is based usually on mapping of the constrained AIBST to some model;
the parameters of the model are calculated from fitting the model’s energy surface to the
DFT one for some selected configurations of the system23. Obviously, the choice of the
model is not unique, i.e., for sufficiently large number of parameters many different models
can reproduce the DFT-derived dependence of energy on the parameters involved. Besides,
being within framework of density functional formalism it is very difficult to avoid classi-
cal approximations, that can introduce uncontrolled errors. Below we shall show that such
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derivation can be performed for arbitrary localized set of orbitals. This means that the pa-
rameters of the model, as well as correcting terms, are representation-dependent. Probably,
the best starting step is a DFT-AIBST. As will be seen, our approach for derivation of the
correlated form of Hamiltonian in the particular case of Russel-Saunders coupling is not fully
identical to the one, suggested by Irkhin21, but their main results can easily be used for our
purposes. The formalism will be developed in general notations, so that different cases can
be considered. Compared to the approach developed in Ref.21 the present paper the main
emphasis will be put on the next logic step of development of the theory, namely, on the
derivation of a regular diagram technique from atomic limit for the evaluation of Green’s
functions within the basis chosen.
The fact, that SEC have local, site-centered nature dictates a requirement of the ap-
proach: the strong on-site Coulomb interactions should be taken into account first. This
can be done much easier within the representation of some site-centered wave functions.
Then the question arises immediately: should one first orthogonalize the wave functions
centered on different atoms and then take into account correlations or, vice versa, first to
take into account local interactions and then treat somehow non-orthogonality? The answer,
of course, depends on the ratio of the bandwidth, generated not only by non-orthogonality,
but by all possible mechanisms (due to self-consistency) and the largest matrix element of
local Coulomb interaction. It is clear that a big enough Coulomb interaction can a cause
strong shift of the levels of orbitals, that, in turn, can strongly change the overlap with
neighboring atoms. This picture has been many times confirmed by the calculations, which
use LDA+U-, SIC (self-interaction correction), or Hartree-Fock approximation: the orbital,
which was delocalized before application of, say, SIC, becomes completely localized after
applying SIC, loosing simultaneously all mixing and overlap with neighbors. Thus, for such
materials the answer seems to be clear and conceptually important: first should be taken
into account SEC and only after that the overlap, mixing and hopping should be treated.
Strictly speaking, the final band structure should not depend on our choice of perturbation
theory: from atomic or itinerant limit we develop perturbation theory. In the latter case a
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necessity arises to generalize the three-body Faddeev equations24 to the n-body ones and to
work with many-electron GFs. Although this is not done yet, one can expect that an analysis
of the contributions from the closed channels of scattering should raise the same problems,
which we have deal with when start from the atomic limit. Returning to our approach, we
immediately find that the non-orthogonality of orbitals causes a problem: a regular dia-
grammatic approach for the description of correlations of electrons in open many-electron
inraatomic shells, for the case when the system is near the atomic limit and the basis used
is non-orthogonal, has not been developed yet. We have not found a method that allows to
treat the non-orthogonality within the versions of the DT, developed by Kuramoto25 and
Grewe26, as well as for other version of the DT, that has been developed by Westwansky and
Pawlikowski27 and by Zaitsev28 (WPZ) for the s-band Hubbard model (the group SU(4)).
The problem is that in the case of a non-orthogonal basis the picture of interaction cannot
be used since we are not able to calculate the time dependence of the conduction-electron
operators ckλ(t) and of the Xn(t)-operators even for the zero Hamiltonian (18): c(t) and X(t)
are coupled by the overlap matrix. In the WPZ-technique one more open question exists.
Namely, as has been shown29, compared to the conventional DT for fermions and bosons,
the set of diagrams in the DT for the s-band Hubbard model is not unique, being dependent
on the order in which different X-operators are picked up from the chronologically ordered
product 〈T{X1(τ1)...Xm(τ)...Xn(τn)}〉 for Wick’s decoupling. In order to avoid under- or
double counting, this way of the formulation of the DT must be complemented by a system
of priority, or hierarchy, for the X-operators. The recipe for the s-band Hubbard model is
developed. However, it is difficult to use this recipe in practical calculations for the d- and
f -systems due to very large number of the electron transitions involved (this number quickly
grows with the number of electrons in the shell). Another important moment is connected
with existence of closed system of equations for GFs. The latter give us an opportunity to
introduce the accurate definitions for self-energy and vertexes. We shall show below that an
absence of such definitions in earlier theories can lead to erroneous results. As will be seen,
the mentioned difficulties can be resolved by making use of a properly generalized method
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of Baym and Kadanoff30,31 where the diagram technique can be constructed via equations
of motion. Within this technique the hierarchy is automatically established by the choice of
the variables, Grassman or boson ones, which are used in the Hamiltonian of external fields.
The aims of the present paper can be formulated as follows:
1) To derive an approximate Hamiltonian in a local many-electron representation, which
allows to use as a reference point the LDA Hamiltonian, HLDA, for a description of delo-
calized electrons, but the many-electron description of the localized or, almost localized,
electrons. To separate from the total Hamiltonian the one corresponding to the generalized
Hubbard-Anderson model in order to elucidate the microscopical origin of the parameters
of this model. 2) To derive a closed system of equations for the Green’s functions and to
develop a diagram technique, that allows one to work with a non-orthogonal basis set which
is free from the problem of a hierarchy between Hubbard operators.
3) To derive a few ”common” approximations for the case of a generalized Hubbard-Anderson
model within a non-orthogonal basis. Particularly, to derive the self-consistent equations
for the set of ”Hubbard U -s.
4) To inspect the role of remaining terms of the Coulomb Hamiltonian in formation of the
Hubbard-Anderson model and to make an attempt to formulate ”minimal” model, which
describes formation of the low-energy physics in the SEC system.
5) We will finally compare our equations with some of available results of other authors.
It is worth noting that i) although our derivation of perturbation theory is based on the
ideas similar to ones used by Ruckenstein and Schmitt-Rink31 (Schwinger’s source theory32)
the resulting Green’s function technique is closer to the one used by Zaitsev28 and Izyumov
et al.33 (within ”boson” hierarchy) since we are using local Green’s functions as a zero-order
limit instead of the itinerant limit used in ref.2431; ii) we suggest to use the self-consistent
LDA potential for generating the set of wave functions and eigenvalues as a convenient first
step, taking in a proper way symmetry and detailed charge distribution of the material of
interest, but not the conceptional framework of the density functional theory (DFT). We
emphasize that we will use a more or less standard many-body approach, which is different
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from DFT ideology: in our case the expressions for the ground state energy, free energy and
excitations should be found directly from the calculated GFs.
The content of the next sections is the following. In Sec.IIA, assuming that the self-
consistent solution of the band problem within LDA or some other convenient potential with
the f(d)-electrons treated as core is found, we use a local set of site-centered non-orthogonal
functions for a transformation of the total Hamiltonian to a form that is convenient for
our further purposes with representation of non-orthogonal field operators. Then we show
that the Green’s function, defined on these non-orthogonal operators, reproduces the LDA
problem. In section IIB we introduce the many-electron representation and we derive the
generalized Hubbard-Anderson model corresponding to the secular equation of the LDA
problem plus those terms of Coulomb interaction which are responsible for formation of the
f(d)/shell of the ion.
Sec.III is devoted to the diagram technique itself. We start with a derivation of commu-
tation relations between many-electron operators of the f -shell and delocalized electrons.
Then with the help of these relations the equations of motion for the operators of quasi-
fermion and quasi-boson intra-atomic transitions are derived. The latter equations allow
us to find out what type of Schwinger’s sources should be introduced into the theory and
to derive a closed system of equations for Green’s functions (GFs) in terms of functional
derivatives of generating functional.
In Sec.IV we rewrite the theory in a more compact form, introducing the self-energies
and vertexes, and derive a few approximations. The equation for the self-energy is written
here in terms of functional derivatives, which is convenient for iterations. After that the
equations for GFs within the ”Hubbard-I” approximation are formulated. This approxima-
tion corresponds to the vertex equal to zero. Next approximations require knowledge of the
vertex. Therefore, we formulate the equation for the self-energy in terms of the vertex. This
allows us to derive a mean field theory, beyond the Hubbard-I approximation, in which the
energies of f -transitions are self-consistently renormalized by kinematic interactions caused
by mixing interaction and hopping. The abovementioned self-consistent equation for Hub-
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bard U -s is composed of these equations. At last, by making use of transformation to a
description in terms of an effective field, we formulate the equations for the ”random phase
approximation” (RPA), which describe the self-dressing of kinematic interactions.
In Sec. V we consider some of remaining terms of Coulomb interaction. The purpose of
this section is two-fold: i) to generalize the equations and method for the case of Coulomb
interaction; ii) to discuss the correction from Coulomb interaction of f -electrons and conduc-
tion electrons to the self-consistent equation for ”Hubbard U -s”. The paper is completed by
Sec.VI where discussions and conclusions are given. Applications of the presented technique
to concrete problems will be given in forthcoming papers20.
II. HAMILTONIAN AND THE HUBBARD-ANDERSON MODEL
A. Non-orthogonal representation
In order to have a possibility to correct the band structure and the ground state proper-
ties, obtained by the LDA calculation in a regular way we first introduce the exact Hamil-
tonian of the system in second quantization using some complete set of wave functions, for
example, plane waves. One can expect that the many-body corrections to the spectrum and
wave functions of conduction electrons will be small34,35, which motivates to start evalua-
tions with the LDA Hamiltonian. We note, however, that the construction described below
allows to start from any convenient single-electron potential (e.g. a self-interaction corrected
one). Let us separate the LDA part of full Hamiltonian and develop a many-particle per-
turbation theory for the Green’s functions over the deviation between the exact and LDA
Hamiltonians.
The corrections which we are going to discuss come mainly from on-site-localized
Coulomb repulsion in the open d- or f -shell. From a technical point of view a serious
disadvantage of local representation is the non-orthogonality of wave functions, centered
on different sites. The corresponding diagram technique should necessarily include over-
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lap matrices. The same reason, however, turns out to be an advantage since it allows to
easily separate the on-site interactions from the contributions coming from other sites. In
the present paper we restrict ourselves with a non-relativistic consideration, i.e., the total
Hamiltonian of the system we shall start with is:
H = (T +Hen) +Hee +Hnn
=
∑
σ
∫
drψ†σ(r)

 p2
2m
−∑
j
Zje
2
|r − Rj |

ψσ(r)
+
1
2
∑
σ
∑
σ′
∫
dr
∫
dr′ψ†σ′(r)ψ
†
σ(r
′)
e2
|r − r′|ψσ′(r
′)ψσ(r) +
1
2
∑
j 6=j′
ZjZj′e
2
|Rj − Rj′| , (1)
where the first term includes the kinetic energy and the electron-nuclei interaction, the sec-
ond term the electron-electron interaction and the last term the nucleus-nucleus interaction.
It should be emphasized that the electron operators ψσ(r) are constructed from some com-
plete set of functions and, therefore, the field operator ψ and, correspondently, Hamiltonian
H , are exact. Let us now introduce the set of wave functions, φkλ(r), which are the solution
to the LDA band problem:
[
p2
2m
+ vLDA(r)]φkλ(r) = ǫkλφkλ(r), (2)
where vLDA(r) is the LDA effective potential, ǫkλ the Kohn-Sham eigenvalue, and λ is a
band index. We will use below the solutions of this equation only as an almost complete
set, on the one hand, in order to reformulate our full problem into convenient for our
aims representation , and in order to express the energies of conduction-electron quasi-
particles in terms of the Kohn-Sham eigenvalues, on the other hand. Since the set φkλ(r) is
orthonormalized, corresponding annihilation operators can be obtained simply by projection
from the full field operator, aˆkλσ =
∫
drφ∗kλ(r)ψˆσ(r). Next, we separate the full field operator
into two parts,
ψσ(r) = ψ
(LDA)
σ (r) + (ψσ(r)− ψ(LDA)σ (r)) = ψ1σ(r) + ψ2σ(r), (3)
where
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ψ1σ(r) = ψ
(LDA)
σ (r) =
∑
kλ
φkλ(r)aˆkλ. (4)
Let us now insert ψ = ψ1 + ψ2 into the exact Hamiltonian (1), and of all terms which arise
we take into account only the ones which contain only ψ1. We stress that the approximation
made here should be kept in mind, since for a description of some experiments, for instance
the ones involving large-energy perturbation, (e.g. photoelectron spectroscopies) this set
may be insufficient. For these cases a consideration within this reduced Hamiltonian would
miss essential physics of the phenomena (essential additional terms in the Hamiltonian).
The obvious, strict way to construct the standard weak-coupling perturbation theory
which takes into account the effects of Hubbard U and starts from HLDA as the zero Hamil-
tonian is to represent H in the form:
H = (T +Hen + VLDA) +Hnn + (Hee − VLDA) = H0 +Hint = H0 +Hint. (5)
It worth noting that although we use VLDA one can start with any convenient potential. This
opportunity may be especially important for consideration of problems with constrained
boundary conditions (like, for example. quantum dots). In consideration below we will
work, however, with the approximate Hamiltonian, having neglected all the ψ2-dependent
terms:
H =
∫
drψ†1σ(r)
(
p2
2m
+ vLDA(r)
)
ψ1σ(r)
+
(
Hnn +Hne +Hee −
∫
drψ†1σ(r)vLDA(r)ψ1σ(r)
)
, (6)
with conventional notations.
The further steps are the following. The first one is to construct expansion of field
operators in the formalism of secondary quantization in such a way that the equation of
motion for the Matsubara (or, Baym-Kadanoff) GF in the χjL-representation reproduced
Eq.10 automatically. The latter means that we have to define the field operators in a proper
way, then, using this definition, to calculate the commutation relations between them and
rewrite the full secondary quantized Hamiltonian in this representation. Then we will use
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these fermion operators for constructing the many-electron operators, which describe SEC,
while the elementary commutation relations for these fermions will be used for calculation
of the commutation relations between different complex combinations of them, which arise
in the theory. In the second step we will separate the Hubbard-Anderson model from the
full Hamiltonian. This should help to clarify the microscopical origin of the parameters
of these models, and the nature of remaining Coulomb interactions. In third step we will
generalize the Baym-Kadanoff formalism to the case of these complex non-Fermi and non-
Bose operators which are generated by the equations of motion.
In cellular methods of AIBST the Bloch functions ϕkλ(r) of the band λ are often repre-
sented in the form of expansion over site-centered functions χjL(r) ≡ χL(r−Rj). Here L is
complex index: L = {l, ml,σ}. The secular equation in this representation has the form:
(EOjL,j1L1 − hjL,j1L1)χj1L1(r) = 0; (7)
here OjL,j1L1 ≡ 〈χjL|χj1L1〉 is overlap matrix. The functions ϕ and χ are connected by
relation
ϕkλ(r) =
∑
α jL
u˜∗λα (k)Z
α
L(k)e
ikRjχL(r − Rj) ≡
∑
jL
ujLkλχjL. (8)
The coefficients Z here come from the Choleski’s factorization of the overlap matrix, O =
Z¯Z, while the Hamiltonian h˜ of corresponding secular problem,
h˜αα′(k)φ˜kα′(r) = Eα(k)φ˜kα(r) (9)
is connected with the matrix element h as follows:
h˜αα′(k) =
∑
LL′
[Z¯−1(k)]αLhLL′(k)[Z
−1(k)]α
′
L′ . (10)
At last, the equation for corresponding to the Eq.7 fermion GF F has the form:
(EO − h)jL,j′′L′′Fj′′L′′,j′L′ = δjj′δLL′. (11)
Having known the expression for ϕ it is easy to find definition for ajL. Let us insert Eq.8
into expansion for the field operator (4):
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ψ1σ(r) =
∑
kλ
[
∑
α jL
u˜∗λα (k)Z
α
L(k)e
ikRjχL(r − Rj)]akλ =
∑
jL
χjL[
∑
kλ
[u˜∗λα (k)Z
α
L(k)e
ikRjakλ] ≡
∑
jL
χjLajL, (12)
i.e., the operator of destruction of electron on the orbital (jL) should be defined as the
following combination of normal band operators:
ajL =
∑
kλ
ujLkλakλ. (13)
It follows from this definition that the anticommutator of these operators is equal to the
inverse of the overlap matrix:
{ajL, a†j′L′} = (O−1)jL,j′L′, (14)
OjL,j′L′ = 〈χjL|χj′L′〉.
Since in practical calculations only finite number of the functions χjL can be used, it is
clear that the accuracy of this approximation is determined by the possibility to represent
δ-function in terms of the functions χ, namely,
δ(x − x′)≈ ∑
jl,j′L′
χjL(x)O
−1
jL,j′L′χ
∗
j′L′(x
′),
The terms containing ψ2 can alway be taken into account additionally. From a technical
point of view the case of f -electrons differs from the case of d-electrons only by the number
of correlated orbitals involved, at least in the initial steps. Let us now discuss the case of
f -electrons and use for the operator ajL with L = {l = 3, ml, σ} the notation fjmlσ , whereas
all the non-f ’s are called cjL, ajL = δL,(3,mlσ)fmlσ + (1− δL,(3,mlσ))cjL) . Then the LDA part
of the Hamiltonian can be written in the form:
HLMTO =
∑
kλ
ǫkλσa
†
kλσakλσ =
∑
j,L,j′,L′
HjL,j′L′c
†
jLcj′L′ +
∑
j,ml,σ
ǫ0ff
†
jmlσ
fjmlσ
+
∑
jmlσj′m
′
l
tσjml,j′m′lf
†
jmlσ
fj′m′
l
σ
+
∑
j,L,j′ml,σ
[HjL;j′σc
†
jLfj′mlσ +H
∗
jmlσ;j′L
f †jmlσcj′L]. (15)
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Here the hopping matrix element and the position of the center of the f -band are given by35
tσj,ml,j′,m′l =
∑
k
eik(Rj−Rj′ )[Hml,σ,m′l,σ(k)− δml,m′lǫ
f
0 ]
ǫf0 =
∑
k
Hmlσ,mlσ(k). (16)
In the case when in ab initio band structure calculations (AIBST) the f -electrons have been
treated as core electrons, ǫf0 is just single-electron level in the ”LDA”-atom, since in this
case hopping and mixing are set equal to zero. Clearly, we are not allowed to diagonalize
this Hamiltonian directly, since we deal with a non-orthogonal basis set.
Let us now write down the equation of motion for the Matsubara’s Green’s function (GF)
GjL,j′L′(iω) = −i〈T [ajL(t)a†jL(t′)]〉ωn, (17)
in this representation. We find that in the zero order approximation this equation has the
desired form
[iωnOjL,j′L′ −HjL,j′L′ ]GjL,j′L′(iωn) = δj,j′δL,L′ , (18)
since the expression in the square brackets exactly reproduces the matrix of the LDA secular
problem.
In order to avoid confusion we remind that, as follows from Eqs. (11?) and (14?), a
straightforward diagonalization of the matrix HjL,j′L′ would lead to eigenvalues which do
not coincide with the band-structure ones since the functions χjL are not orthogonal to
each other, 〈jL|j′L′〉 = OjL,j′L′ 6= δjj′δLL′ (!), and the overlap matrix O is hidden in the
commutation relations (14).
The other warning is the following: although the poles of the GF in Eq.11 coincide with
the eigenvalues of the Kohn-Sham secular problem (what we want to have here), one cannot
obtain the total energy Etot from the standard formula via GF and its self-energy. Therefore,
the LDA potential in the equation for GF cannot be considered as self-energy.
The density of charge ρσ(x) which enters the HLDA, can be found, as usual, from GF
(10),
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ρσ(x) = 〈ψ†σ(x)ψσ(x)〉 ≈ 〈ψ†1,σ(x)ψ1,σ(x)〉 = lim
t′→t
∑
jL,j′L′
χ∗jL(x)χj′L′(x)GjL,j′L′(t, t
′).
As seen from (5-6) the perturbation theory from weak-coupling limit can be constructed
with respect to deviations (H − HLDA). In the case of expansion near atomic limit this is
not possible.
B. Many-electron representation and periodical Anderson model.
A guiding idea on how to introduce this representation can be obtained from the known
considerations of the s-band Hubbard model. Namely, the decomposition of the fermion
operator c↑ = c↑ · (1 − nˆ↓) + c↑ · nˆ↓, is produced by the Hubbard repulsion which makes
energies of the transitions c↑(1 − nˆ↓) and c↑nˆ↓ different. The physical meaning of this
decomposition is that every electron should ”know” about populations of other orbitals at
the same site. It is clear from this speculation that, as an example, for an f -electron in the
orbital ml = −3, σ =↑ we have to take into account in the corresponding decomposition as
sum of all possible products:
f−3,↑ = f−3,↑ · (1− nˆ−2,↑) · (1− nˆ−1,↑) · ... · (1− nˆ+3,↓)
+ f−3,↑ · nˆ−2,↑ · (1− nˆ−1,↑) · ... · (1− nˆ+3,↓)
+ ..............................................
+ f−3,↑ · nˆ−2,↑ · nˆ−1,↑ · ... · nˆ+3,↓ (19)
This transformation is, obviously, identical. In the next step, inserting this into the total
Hamiltonian we take into account correlations by making use of the properties of the Fermi
operators: f 2 = (f †)2 = 0, nˆ2 = nˆ. The sums of the diagonal terms in the Hamiltonian,
which have the same operator structure, give energies of corresponding many-electron states
in the zero approximation. This step is still exact. However after this transformation
returning to the form (6) and (15) of the Hamiltonian becomes somewhat difficult. The
fermion GF in the atomic limit now acquires the form12:
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F (at)ν (iω) ≡ 〈Tfνf †ν〉|iω =
∑
{Γn}
〈|Γn|fν |Γn+1〉|2(NΓn +NΓn+1)
iω − (EΓn+1 − EΓn)
, (20)
where the spectral weights, say, for d-electrons, contain non-decoupled correlators, like
NΓn=1,ν ≡ 〈(1− nˆ1)(1− nˆ2)...(1 − nˆν−1)nˆν(1− nˆν+1)...(1− nˆ10)〉 (21)
and so on. Here EΓn is energy of n-electron configuration Γn of d(f)-ion. The transi-
tions, described by different terms in this expansion, have different energies, and the energy
separation between different terms is often so large, that their contribution to almost all ob-
servables is negligible. These terms can be neglected without changing the physics. The new
reduced Hamiltonian can still be treated within a single-electron approximation, if we put
all population numbers of the f -orbitals equal to integer numbers (0 or 1). The procedure,
described above, actually, gives a formal derivation for the approach, exploited usually in
band structure calculations for materials with well-localized 4f -electrons : f -electrons are
placed in the core and their occupation number is taken to be equal to an integer number.
For d-s and 5f -s, and even for the first part of 4f -series this procedure is often not sufficiently
accurate. Thus, if either mixing or hopping are allowed, or some of the many-electron states
have close energies, we come to the case of strong electron correlations. The key question
is, of course, how large is Hubbard U in a particular compound with d- or f -electrons under
interest. It should be noted that the definition of this magnitude and the way of calculation
of it in different papers is different8,34,35,12,41,42,37. Hubbard in his first paper12, i.e. just the
matrix element, which stands in the Hamiltonian. Note, however, that if it is convenient,
any ”preliminary” value can be chosen for H0, since it will be taken into account later via
H − H0. Sometimes the shift U → Umodel is desirable, since this decreases the strength
of perturbation. Since we started from an exact Hamiltonian, we have an opportunity to
calculate Umodel in terms of Coulomb interactions, existing in the system. We will return to
this question after including Coulomb interaction into our diagram technique.
As we noted above, an alternative way to transform the Hamiltonian to the many-
electron form, which describes the correlated motion of f -electrons in the case of Russel-
Saunders type of coupling used by Irkhin21. After the transformation is done, the terms
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in the expansion, which clearly give small contribution can be neglected (for example, one
can hardly expect that the Ni ion can be found in 5− or 6−valent states). Below we will
use an equivalent, but more convenient way, compared to the above described method, to
introduce the many-electron representation.
In the following part of this section we shall perform the following three steps: 1. In-
troduce a many-orbital representation. 2. Rewrite our Hamiltonian in this representation.
3. Separate out the main terms of the perturbation Hamiltonian. These steps will allow
us to derive microscopically the multi-orbital periodic Hubbard-Anderson model for this
particular representation.
Let us now construct the orbital representation for atomic states. It is convenient to use
the following short notations for the f -orbitals. The orbitals with spin ”up” starting from
ml = −3 to ml = 3 we shall label by µ = 1, 2, ..., 7, whereas the ones with spin ”down”
from ml = −3 to ml = 3 by µ = 8, ..., 14. For instance, |ml = −2, ↓〉 ≡ |µ = 9〉. The states
of an f -ion with different number of electrons in the f -shell will be described in the orbital
representation as |Γ0〉 ≡ |0〉, |Γµ〉 ≡ |µ〉 = f †µ|0〉, |Γµ,ν〉 ≡ |µ, ν〉 = (θµνf †µf †ν |0〉+ θνµf †νf †mu|0〉
and so on. Here θνµ = 1 if ν < µ and θνµ = 0 if µ < ν. In other words, the following
convention about the order of orbitals in any many-particle state |Γn〉 ≡ |µ1, µ2, ..., µn〉 ≡
f †µ1f
†
µ2
...f †µn |0〉 is taken: µ1 < µ2 < ... < µn always holds. The advantage of the orbital
representation is that it presents the simplest possible way to transform the Hamiltonian to
the atomic representation and gives a very simple form for zero fermionic Green’s functions.
Another advantage is that almost all rare earths have single-determinant ground state. On
the other hand, the set of wave functions |Γn〉 is a complete set for any fixed n, therefore,
more complicated states can be easily combined of these wave functions. This representation
can be good starting point for description of d-electrons in 3d-materials or for 5f -electrons
in actinides. For the case of 4f -electrons the Russel-Saunders coupling should be used, i.e.
many-electron states have to be constructed according to the scheme (see recent review by
Irkhin and Irkhin21 and references therein):
18
|Γn〉 = A†Γn |0〉 =
1√
n
∑
γ,Γn−1
GΓnΓn−1C
Γn
Γn−1f
†
µA
†
Γn−1 |0〉 (22)
where GΓnΓn−1 ≡ GSnLnαnSn−1Ln−1αn−1 are fractional parentage coefficients (α is Rakah’s seniority),
and CΓnΓn−1 ≡ CLn,MnLn−1Mn−1lmCSn,µnSn−1µn−1,1/2 are Clebsch-Gordan coefficients. For actinides LS-
coupling should be used (with spin-orbit coupling and other relativistic terms added). For
3d-materials, probably, crystal-field combinations are a proper choice. Thus, since different
materials require different combinations of wave functions (or, operators), below we will use
general notation for expansion of f -operators, so that a combination needed for diagonal-
ization of Hion,
Hion =
∑
jµ
ǫ0jµa
†
jµajµ
+
1
2
∑
Uµ1µ2µ3µ4a
†
jµ1a
†
jµ2ajµ3ajµ4 −
∑
v(LDA)µ1µ2 a
†
jµ1ajµ2 , (23)
is assumed to be used. Here the ǫµ are core and f -levels from LDA-calculation. Note, that
in the case of Russel-Saunders coupling the Coulomb part of interaction can be rewritten
in terms of Slater integrals and conveniently separated into the terms describing spin-spin,
orbital-orbital interactions, etc..21.
Let us now introduce a description in terms of the Hubbard’s operators XΓΓ
′
= |Γ〉〈Γ′|.
In order to see explicitly the process involved in the particular term of perturbation the-
ory, it is convenient to use different notations for the diagonal and non-diagonal opera-
tors, distinguishing also quasi-fermionic and quasi-bosonic operators: For diagonal opera-
tors we use the notation: hˆΓ ≡ |Γ〉〈Γ|. For non-diagonal Fermi-like we use the notation:
XΓn,Γ
′
n±1 ≡ |Γn〉〈Γ′n±1|. For non-diagonal Bose-like, with no change in the number of parti-
cles, we use Z: ZΓn,Γ
′
n ≡ |Γn〉〈Γ′n| and for Bose-like operators where the number of particles
changes by an even number we use ZΓn,Γn±2 ≡ |Γn〉〈Γn±2|. Below we shall use also shorter
notations for the transitions; for the Fermi-like transitions we denote Xa with a ≡ [Γn,Γ′n+1]
, and for Bose-like transitions we use capital as super scripts: Zξ with ξ ≡ [Γn,Γ′n] (includ-
ing hΓ ≡ ZΓ,Γ ), or A ≡ [Γn,Γ′n±2] . The transitions in opposite direction will be denoted
by a bar: a¯ = [Γ′n+1,Γn]. We also introduce special notations for the anticommutator of
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X-operators and its average:
{Xaj , Xbj} = Qˆabj and 〈{Xaj , Xbj}〉 = Qabj with 〈Aˆ〉 =
TrAe−βH
Tre−βH
. (24)
Here β = 1/T , and T is the temperature in units kB = 1. The fermion operator can be
written in this representation as
fˆiγ = (fγ)
aXai =
∑
γ1
f γ0,γ1X
0,γ1
i +
∑
f γγ′,ΓX
γ′,Γ
i +
∑
f γΓ′,ΛX
Γ′,Λ
i + ..., (25)
where γ describes single-electron states, Γ and Λ stand for two- and three-particle states cor-
respondingly. The matrix elements f γ0,γ1 = (0|fˆγ|γ1), f γγ′Γ = (γ′|fˆγ |Γ), f γΓ′Λ = (Γ′|fˆγ|Λ) of the
fermion operator fˆγ (using many-electron states |A〉 = |γ〉, |Γ〉, |Λ〉) describe selection rules
and reflect the representation chosen for description of f(d)-states: j − j-, Russel-Saunders
coupling or the orbital one. In the case when the f -(non-f) overlap integrals are neglected,
these coefficients acquire the simplest form in the orbital representation. For example,
〈γ′|fγ|Γ〉 6= 0 only if |Γ〉 = |γ′γ〉. Therefore, in the expansion (25) the sum over double-
electron states Γ is actually,
∑
γ′ X
γ′,(γ′,γ)(1−δγ′,γ). In the last term in (Eq.25) the summation
over three-particle states Λ includes only the states with Λ = (Γ′, γ). Thus, the sum over Γ′
contains only those of states Γ′, which do not enter the second term of Eq.(25). For the rare
earth ions the f -electron coefficients of expansion over X-operators can be expressed via
Clebsch-Gordan and fractional parentage coefficients36,21, (f †γ)
a=[Γn−1,Γn] =
√
nGΓnΓn−1C
Γn
Γn−1,γ
.
However, when either f -orbitals of different sites, or f - and (non-f)-orbitals, are not or-
thogonal to each other, these coefficients contain inversed overlap matrices. The Hubbard’s
representation, taking into account correlations, builds into the theory the physical fact that
in a system with SEC around atomic limit, the single electron transition, described by a
fermion operator, does not exist as a simple one-electron excitation. Instead it is split into
many intra-ion transitions. Formally this expansion includes the transitions between all
states with (n + 1)and n electrons. However, as was pointed out by Hubbard12, the terms
with large deviation of the population number nf from its equilibrium value are separated
by a very large energy gap from the ground state and therefore, if they even exist at all,
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they do not give contribution to the formation of a crystal (and even liquid).
Let us change every f -operator in the total Hamiltonian by its expression in terms of X-
operators (Eq.25) and separate the intra atomic part. The terms of Hamiltonian which
contain more than one Hubbard operator, belonging to the same ion, should be simplified
according to the multiplication rule for Hubbard’s operators, Xpqj X
rs
j = νqrX
ps
j , what takes
strong interactions into account algebraically (here νqr = 〈q|r〉 is sum determinants consist-
ing of matrix elements of corresponding to these states inversed overlap matrices; νqr 6= δqr
if Oˆ−1 6= Iˆ . After that we have to collect the terms which have the same operator structure.
Performing this transformation with the LDA-part of the Hamiltonian (6), and adding the
f − f -Coulomb single-site interaction, we come to the first-step” Hubbard-Anderson model:
H0 =
∑
i,Γ
E˜0Γh
Γ
i +
∑
jL,j′L′
HjL,j′L′c
†
jLcj′L′, (26)
HPHAMint =
∑
ta¯bjj′X
a¯
jX
b
j′ +
∑
WjL,j′ac
†
jLX
a
j +H.C.. (27)
The matrix elements of the Hamiltonian are discussed in Appendix A.
We need also the expression for the total number of electrons in this representation:
Nˆe = Oj1L1,j2L2c
†
j1L1
cj2L2 +Oj1L1,j2M2(fM2)
ac†j1L1X
a
j2
+Oj1M1,j2L2(f
†
M1
)aˆX aˆj1cj2L2 + (nˆM)Γ,Γh
Γ
j
+ (1− δj1j2)(f †M1)aˆOj1M1,j2M2(fM2)bX aˆj1Xbj2. (28)
As seen in the equations above, due to the non-orthogonality between states, part of the
electrons are in mixed states.
Now our Hamiltonian is fully defined, i.e. the operator structure is derived and a recipe
for a calculation of all matrix elements has been given. This allows us to continue to the
next step, i.e. to the construction of the diagram technique. The reason why we call the
Hamiltonian (26-27) as the ”first-step” one is that remaining terms of Coulomb interaction
renormalize these parameters. We will return to this question later. First we will consider
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the Hubbard-Anderson Hamiltonian. As we said, due to very large number of terms in
full Hamiltonian we will construct first the diagram technique for the Hubbard-Anderson
Hamiltonian, Eqs. (26),(27). After that we will return to Coulomb interaction.
III. DIAGRAM TECHNIQUE
A. Commutation relations
Since our aim here is to calculate the spectra and spectral weights of the quasi-particles
by means of Green’s functions, the commutation relations between the operators involved
is a necessary ingredient. Let us start from the fermion-like excitations and derive the
equations of motion i∂tA = [A,H ] for the operators A = cjL, X
a
j′ for the case when these
operators for different sites neither anticommute with each other nor commute with hΓ.
The correlations here manifest themselves via commutation relations on the site, to which
the f -electrons under discussion belong. The results of a commutation [Xa1j′ , h
Γ
j′], (which
gives two Fermi-like X-operators), and an anticommutation {X,X†}, (which gives Bose-like
operators h, Z) are properties of the particular algebra used. It is convenient to have this
information, written in terms of the structure constants of the correspondent algebra:
{Xa, X b¯} = εa,b¯Γ hΓ + εa,b¯A ZA + εa,b¯A¯ ZA¯ ≡
∑
ξ=Γ,A,A¯
εa,b¯ξ Z
ξ, (29)
[Xa, hΓ] = εa,Γa1 X
a1 . (30)
When the interaction between X- and c-subsytems is switched off, in this particular (orbital)
representation the constants ε can have values 0, 1,−1 and the upper indices show for which
operators the (anti)commutator is calculated, while the lower index provides the right choice
of all Hubbard operators for the r.h.s. of the (anti)commutator. In the case when X- and c-
subsystems do interact and corresponding orbitals overlap, the constants ǫ in (29,30) contain
sum of products of matrix elements of the inverse of overlap matrix (determinants) and are
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given by quite cumbersome expressions. Usually, in physical situation, only some of c-
electron bands have non-zero overlap with f -electron orbitals because of their location in
different energy regions. For this reason one needs actually to take into account the overlap
integrals only with those of f -orbitals which are located in the vicinity of Fermi energy, i.e.
with upper subset of orbitally polarized f -shell. In order to give feeling of the structure
of constants ǫ we give a simple example in the Appendix B. These constants can easily be
calculated for any given set of many-electron states. Below we will assume that ǫabξ , etc.,
are calculated and known. One way to find the commutation relations is a straightforward
calculation by making use of the facts that we know that
{cjL, f †j′mlσ} = (O−1)jL,j′mlσ, (31)
and any of the operatorsXa or hΓ can be expressed in terms of f, f †−operators. For example,
using the general expansion
Yˆj =
∑
ΓΓ′
〈Γ|Yˆj|Γ′〉XΓΓ′, (32)
and explicit expression for the operator of annihilation of electron on the third orbital in
the state with second and third orbitals occupied, we see that
(1− nˆ1)nˆ2fˆ3(1− nˆ4)...(1− nˆ14) = −X(2)(23). (33)
This direct way of calculation is quite long. There is, however, a way to make it compact. It
is easy to verify that one can work with the operator
∑
jLOj′µ,jLcjL under an anticommutator
sign (as one can with fj′µ (here µ ≡ (ml, σ) ). This observation immediately leads to the
formula
{cjL, X a¯j′} =
∑
a1m
′
l
σ
∑
ξ=A,A¯,Γ
(O−1)jL,j′m′
l
σ′(fm′
l
σ′)
a1εa1,a¯ξ Z
ξ
j′, (34)
which reproduces the one we calculate in a straightforward way from the the expression for
the X-operator in terms of f, f †-operators. The sign of each term in the sum over a1 is
determined by the matrix element (fm′
l
σ′)
a1 , which takes into account the convention about
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the order of f -operators in a |Γ〉-state automatically. The same argumentation leads to the
following expression for the commutator with hΓ:
[cjL, h
Γ
j′] =
∑
a1m
′
l
σ′
(O−1)jL,j′m′
l
σ′(fm′
l
σ′)
a1εa1,Γb X
b
j′. (35)
In the non-interacting system (Hint = 0) inverse processes of excitations are absent since
{c, f} = 0. This anticommutator, of course, cannot be changed by Hint. However, the
partial anticommutators {c,Xa} may be non-zero, if they are considered separately. As it
will be seen later, these anticommutators may involve two-particle processes.
Since the majority of rare-earth-based materials have a single-determinant ground state,
it is quite obvious that the orbital representation is convenient for the description of
ground-state properties. The excited states, however, are described in most cases by
many-determinant states (in quantum-chemistry language described as ”configurational
interaction”) and, therefore, the procedure of constructing the states |Γn〉, discussed in
details by Irkhin and Irkhin21 should be used. In these cases the structure constants
εabc and so on, which come from the commutation relations, and the matrix elements
(fmlσ)
a ≡ (fmlσ)Γn,Γn+1 = 〈Γn|fmlσ|Γn+1〉, include also the Clebsch-Gordon and fractional
parentage coefficients. Here we will not go here into details of this well-developed theory
and refer the reader to ref.18.
B. S-matrix and the exact equations for GFs in functional derivatives.
1. Quasi-fermions
Now we introduce the Matsubara’s Green’s function (GF) for the fermion-like transitions.
The idea, exploited in Refs.32,30,31 for the derivation of the diagram technique, is based on the
possibility to express the terms, which come from interaction in the equation of motion for a
GF, in terms of functional derivative of GF over external field, and, in the next step, on an
iteration procedure. The equations of motion for Fermi-like and Bose-like operators are given
in Appendix C. As seen from these equations (Eqs (C5-C16)), in our case the Hamiltonian
24
generates the terms with the operator Qˆacj . Therefore, we have to introduce a type of external
field U(t) which generates this operator. However, an inspection of the further steps in such
a version of the theory shows that using the field in the form
∫ Uacj (t)Qˆacj (t)dt introduces
information in a too much integrated form, which does not provide a possibility to calculate
the quasi-boson GFs. Instead we introduce the definition for the quasi-fermion GF with
different fields for different quasi-boson transitions;
〈Tηjλ(t)η¯j′λ′(t′)〉u =
〈TS(−iβ, 0)ηjλ(t)η¯j′λ′(t′)〉
〈TS(−iβ, 0)〉 . (36)
The S-matrix is then defined as follows:
S(−iβ, 0) = exp{−i
∫ −iβ
0
dt [
∑
jξ
Ujξ(t)Zξj (t) +
∑
c†jL(t)FjL,j′L′(t)cj′L′(t)]}. (37)
The additional terms which are generated by the external field U and which should be added
into the equations for the GFs are seen from the equation:
i∂t{TS(−iβ, t)ηjλ(t)S(t, 0)} = {TS(−iβ, t)[i∂tηjλ(t) + Ajλ,j′λ′(t)ηj′λ′(t)]S(t, 0)}. (38)
The elements of the matrix Ajλ,j′λ′(t) are given in the Appendix D.
Second term, c†Fc, has the same operator structure as zero Hamiltonian of conduction
electrons, c†hc; therefore, we will take them into account if in the equations of motion for
any operator make exchange h˜12 → h12 = h˜12 + F12. Actually, we will need this field only
for consideration of remaining terms of Coulomb interaction. On the other hand, it gives an
additional convenient freedom to operate with equations for GFs.
As seen from the equations of motion (see Eqs.C5-C6) for the components of the η-
operator, c- and X-operators, the equations for the GFs 〈Tηη¯〉u contain the Greens function
〈TQ(t)η(t)η¯(t′)〉u and 〈Tη(t)Q(t)η¯(t′)〉u (see Eq.(C10-13)). Both these GFs can be obtained
from the three-time GF 〈TQ(t′′)η(t)η¯(t′)〉u by taking the corresponding limit, limt′′→t+0 ...
or limt′′→t−0 ... . Since Qˆ
ab¯ = εab¯ξ Z
ξ, δS/δUjξ(t) = −iSZξ, and
〈TZξ(t′′)η(t)η¯(t′)〉u ≡ (〈TZξ(t′′)〉u + i δ
δUjξ(t′′)
)〈Tη(t)η¯(t′)〉u, (39)
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any of the three-time GFs can be expressed via functional derivative of the GF 〈Tη(t)η¯(t′)〉u
over corresponding field Ujξ(t′′), another trick exploited by Schwinger32 and by Baym and
Kadanoff30. After that the equations for the GFs can be written in closed form straight
forwardly from the equations of motion for c- and X-operators, given by Eqs.C5 and C6,
and the relation in Eqn.38. The diagonal expectation values of the diagonal operators, 〈hΓ〉
in the equilibrium state have physical meaning of population numbers of the ion’s state Γ.
When external time-dependent fields are present, these operators do not commute with the
Hamiltonian even when the interaction is switched off, therefore, 〈hΓ〉, strictly speaking,
cannot be interpreted as population numbers any more. Although it is not completely
correct, for briefness we will refer loosely to ”population numbers” for the expectation values
of any Bose-like single-site operator.
For briefness we will not write the complete matrix equation for 〈η(t)η¯〉u, instead we will
specify only the left-hand-side η-operator. Then we find that the equation for the set of GFs
〈TcjL(t)η¯〉u has the following form,
[δj,j1δL,L1i∂t − (O−1H)jL,j1L1 ]〈Tcj1L1(t)η¯〉u − [A(cX)jL,j1b(t) + wjL,j1b]〈TXbj1(t)η¯〉u
− A(cX†)
jL,j1b¯a
(t)〈TX b¯j1(t)η¯〉u = i〈{cjL, η¯}〉uδ(t− t′)
+O−1jL,j1M(fM)
c[〈Qˆca¯j1 (t+)〉u + i
δ
δU ca¯j1 (t+)
]W ∗j1a,j2L2〈Tcj2L2(t)η¯〉u
+O−1jL,j1M(fM)
c[〈Qˆca¯j1 (t+)〉u + i
δ
δU ca¯j1 (t+)
]ta¯bj1j2〈TXbj2(t)η¯〉u
−O−1jL,j2M(fM)c[〈Qˆcaj2 (t−)〉u + i
δ
δU caj2 (t−)
]
×{tb¯aj1j2〈TX b¯j1(t)η¯〉u +Wj1L1,j2a〈Tc†j2L2(t)η¯〉u}. (40)
The equation for the set of GFs 〈TXbj (t)η¯〉u is
[δab(i∂t −∆ja¯)−Aajb(t)]〈TXbj (t)η¯〉u −Aajb¯(t)〈TX b¯j (t)η¯〉u
= i〈{Xaj , η¯}〉uδ(t− t′)
+[〈Qˆab¯j (t+)〉u + i
δ
δUab¯j (t+)
]t↑b¯cj1j2〈TXcj2(t)η¯〉u
+[〈Qˆab¯j (t+)〉u + i
δ
δUab¯j (t+)
]w↑
jb¯,j2L2
〈Tcj2L2(t)η¯〉u
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−[〈Qˆcaj (t−)〉u + i
δ
δU caj (t−)
]
×{t↓b¯cj1j〈TX b¯j1(t)η¯〉u + w↓j1L1,jc〈Tc†j1L1(t)η¯〉u}. (41)
The equations for 〈Tc†j1L1(t)η¯〉u and 〈TX b¯j1(t)η¯〉u can be obtained from Hermitian conjugation
of the corresponding equations of motion,
[(−i)∂t〈Tc†j1L1(t)η¯〉uδj1,jδL1,L − 〈Tc†j1L1(t)η¯〉u(HO−1)j1L1,jL]− 〈TX b¯j1(t)η¯〉uAX
†c†
j1 b¯,jL
(t)
− 〈TXbj1(t)η¯〉uAXc
†
j1b,jL(t) = i〈{c†jL, η¯}〉uδ(t− t′) + 〈TX b¯j2(t)η¯〉uwj2b¯,jL
+[〈Qˆac¯j1 (t−)〉u + i
δ
δUac¯j1 (t−)
]
×{〈Tc†j2L2(t)η¯〉uWj2L2,j1a + 〈TX b¯j2(t)η¯〉utb¯aj2j1}(f †M)c¯(O−1)∗j1M,jL
−[〈Qˆacj2 (t−)〉u + i
δ
δUacj2 (t−)
]
×{W ∗j2a¯,j1L1〈Tcj1L1(t)η¯〉u + ta¯bj2j1〈TXbj1(t)η¯〉u}(f †M)c¯(O−1)∗j2M,jL, (42)
and
[δab(−i∂t −∆ja)−Aa¯jb¯]〈TX b¯j (t)η¯〉u − Aa¯jb〈TXbj (t)η¯〉u
= −i〈{X a¯j , η¯}〉uδ(t− t′)
−[〈Qˆba¯j (t−)〉u + i
δ
δU b¯aj (t−)
]
×{w↓j2L2,j1b〈Tc†j2L2(t)η¯〉u + t↓c¯bj2j〈TX c¯j2(t)η¯〉u}
[〈Qˆacj (t+)〉u + i
δ
δUacj (t+)
]
×{w↑jc,j1L1〈Tcj1L1(t)η¯〉u + t↑c¯bjj1〈TXbj1(t)η¯〉u}. (43)
The products (HO−1) and (O−1H) are the matrix products in the cc-subspace only, i.e.
(HO−1)jL,j′L′ ≡ HjL,j1L1(O−1)j1L1,j′L′ . (44)
The labels ± near the time variable denote limits t± = t± 0+.
2. Quasi-bosons
Our recipe for calculation of the GFs is so far not complete; we have to describe how to
calculate the population numbers and their derivatives. The latter, actually, describe the
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boson-like excitations in the system. Now we turn to the consideration of this part.
The ”gauge” field coming from the source-term of the S-matrix is
Aξξ2j (t) ≡ εξξ1ξ2 U ξ1j (t), (45)
where εξξ1ξ2 , similar to Eqn.29, gives the coefficients of expansion [Z
ξ, Zξ1] = ǫξ,ξ1ξ2 Z
ξ2 .
Let us write down first the equation for 〈Zξj (t)〉u. For that we have to add to the average
of (54) the contribution from the source term. Then we find
[δξξ2(i∂t −∆ξ¯)−Aξξ2j (t)]〈TZξj (t)〉u =∑
n1λ1n2λ2
V jξn1λ1,n2λ2〈Tη†n1λ1(t)ηn2λ2(t)〉u. (46)
This equation is valid also for the case of diagonal transition, 〈Zξ=[Γ,Γ]j (t)〉u = 〈hΓj (t)〉u . In
this case ∆ξ¯ = ∆[Γ,Γ] = EΓ − EΓ = 0 and at zero fields, U = 0, we come to the case of
thermodynamical equilibrium ,
i∂t〈ThΓj (t)〉 =
∑
n1λ1n2λ2
V
ξ=[Γ,Γ]
n1λ1,n2λ2
〈Tη†n1λ1(t)ηn2λ2(t)〉. (47)
where the population numbers NΓ ≡ 〈ThΓj (t)〉 do not depend on time. Then, the right-
hand side gives zero identically, since summation in the right-hand side of (47) produces
the difference of Hermitian adjoints. This equation is useful for checking the approximation
made but does not give a recipe for finding NΓ. Therefore, we have to go further and to use
connection between the GFs
〈TZξj (t)Zξ
′
j′ (t
′)〉u ≡ Kξξ′jj′ (t, t′) (48)
and their end-factors
P ξξ
′
(t) ≡ 〈T [Zξj (t), Zξ
′
j′ (t)]〉u = δjj′εξξ
′
ξ′′ 〈TZξ
′′
j (t)〉u. (49)
Let us derive equations for the Bose-like GFs. They can be obtained in two ways. One way is
to use the equations of motion, Eq.(C18) and then to connect the higher-order GF with the
lower-order one via functional derivative. Another way is to take the functional derivative
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δ/δU ξ′j′ (t′) from both parts of Eq.(46). These ways should lead to equivalent results. The
equations of motion give:
[δξξ2j (i∂t −∆ξ¯)− Aξξ2j (t)]Kjξ2,j′ξ′(t, t′) = iδ(t− t′)P ξξ
′
jj′ (t) +
V ξn1λ1,n2λ2〈Tη†n1λ1(t)ηn2λ2(t)Zξ
′
j′ (t
′)〉u (50)
Let us consider now the following three-time GF 〈Tηn2λ2(t1)η†n1λ1(t2)Zξ
′
j′ (t
′)〉u. On the
one hand, the two-time GF in the last term of Eq.50 can be expressed as the limit
lim
t2→t+0
〈Tηn2λ2(t)η†n1λ1(t2)Zξ
′
j′ (t
′)〉u = 〈Tη†n1λ1(t)ηn2λ2(t)Zξ
′
j′ (t
′)〉u (51)
of this function. On the other hand, we can again use Eq.39 and express it in terms of the
GF G = 〈Tηn2λ2(t)η†n1λ1(t2)〉u.This gives the following equation for the boson-like GF:
(L0(t, t1)
−1
jξ,j1ξ1
Kj1ξ1,j′ξ′(t1, t
′) = iδ(t− t′)P ξξ′jj′ (t) +
lim
t2→t+0
V ξn1λ1,n2λ2 [〈TZξ
′
j′ (t
′)〉u + i δ
δU ξ′j′ (t′)
]〈Tηn2λ2(t)η†n1λ1(t2)〉u, (52)
where (L0)−1 is defined by the equation:
{[δξξ2j (i∂t −∆ξ¯)− Aξξ2j (t)]δ(t− t2)}L0jξ2,j′ξ′(t2, t′) = iδ(t− t′). (53)
The procedure which remains to be discussed is how to calculate the expectation values
〈TZ3b(t2)〉u, i.e., population numbers. The natural way to do that is to use the multiplication
rule for the Hubbard operators Xp,qj · Xr,sj ≡ |j, p〉〈j, q| · |j, r〉〈j, s| = δq,rXp,sj . In the limit
t′ → t+0 the GFs K(t, t′) or G(t, t′) contain a product of two operators at the same moment
of time and, therefore, we can use the rule of multiplication. In the case of retarded GFs
an application of the spectral theorem gives an equivalent system of equations in those of
approximations, in which the analytical extension of the vertex corrections does not involve
different values of vertexes from different time intervals:
NΓj = [ limt→+0
〈X a¯i (t)Xaj (0)〉]i=j, (54)
or from Bose-like GFs,
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NΓj = [ limt→+0
〈Zξi (t)Zξj (0)〉]i=j, (55)
where ξ = [Γ,Γ1].
When the iterative perturbation theory at U(t) 6= 0 is used none of expectation values of
〈Z(t)〉 is equal to zero. In the limit of thermodynamics (U(t) = 0 ) the non-diagonal numbers
〈Zξ〉 = 0 while the diagonal ones NΓ and their derivatives δnNΓδUΓ1δUΓ2 ...δUΓn |U=0 are not. The
derivatives of non-diagonal occupation numbers are charge and magnetic susceptibilities (see
Eqs 94-95 below). However, the correlators 〈hΓ′hΓ〉 also contribute to both of them.
3. Comments on the system of equations
Eqs. 40-43 and 52 are the basic equations of our theory which we will use for generating
a series of perturbation theory. The iterative terms and lowest approximations will be
discussed in the next section. Within this formulation of the diagram technique the difference
between the cases of orthogonal and non-orthogonal bases sets consists only in the number
of interactions involved and in the definitions of the matrix elements. Contrary to the
standard case of normal fermionic system the set of equations Eqs.40-43 for quasi-fermion
transitions is not yet a complete set even in terms of functional derivatives, as seen from
Eqs.41,52 and will be seen also later. The functional derivatives from expectation values of
quasi-boson operators introduce also energy-dependent contributions to the self-energy from
quasi-boson excitations and in addition, broadening of spectral weights. The difference to
the case of, for instance, standard Fermi-liquid theory is that in the Fermi-liquid the boson
excitations arise only as collective modes whereas in our case they exist even in the level
of zero Hamiltonian . At first sight the presence of the GFs 〈Tc†j2L2(t)η¯〉u for η = c† in
the system of equations looks somewhat strange since we are considering the normal, not
superconducting state. Actually, the zero GFs of this kind are indeed equal to zero in the
normal state; this is simply a manifestation of the fact that our external Bose-like field U
contains components which describe the transitions [Γn,Γn±2], i.e. transfer of 2 electrons
simultaneously. The corresponding GF describes process of transformation of two conduction
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electrons to f -electrons on the same site (or vice versa) and appears only as a perturbational
contribution. Thus, at zero external field we have 〈c†c†〉 = 0 whereas δ〈c†c†〉/δU may have
non-zero values. This, obviously, leads to the existence of some non-zero correlations of
the kind 〈c1c2(τ)c†3c†4(τ ′)〉, and as a consequence superconducting fluctuations above Tc due
to phonons. Some other mechanism which are described by the same function may also
be influenced by the two-particle intra-atomic correlations (for example, it can make the
solution with the d-wave symmetry of the order parameter more favorable compared to the
one with s-symmetry43,44.)
IV. APPROXIMATIONS
Eqs. 40-43 and 52 can be used for iterations straightforwardly. However, since the
subsystems of conduction electrons and quasi-atomic transitions are coupled, it is more
convenient in practical calculations to make iterations from a more symmetrical form of
these equations. Let us first rewrite the equations in terms of the operators η1, η
†
1 with the
indexes 1 ≡ (j1, λ1). In order to do this let us return for a moment to the initial Hamiltonian
of PAM. All its terms except the one Hf0 =
∑
E0Γh
Γ
j can be expressed in terms of operators
η1, η
†
1,
H′int = η†2V23η3 ≡ H23c†2c3 +W23c†2X3 +W ∗23X†2c3 + t23X†2X3. (56)
The term Hf0 does not cause difficulties since, as seen from Eqns.C5,C6 and C18, in the
equations of motion it generates a term which also can be written in terms of η-operators. We
denote this term as θΓ12 : θ
Γ
12η2 ≡ [η1,
∑
E0Γh
Γ
j ]. Therefore, the equations for GFs, G12(t, t′) ≡
〈Tη1(t)η†2(t′)〉u, can be expressed fully in terms of η-operators and functional derivatives of
GFs with respect to external fields,
(iδ12∂t − A12(t)− Ω012 − θΓ12)G21′(t, t′) = iP11′(t, t′) +
V23〈T{η1(t), η†2(t)}η3(t)η†1′(t′)〉 − (57)
V23〈Tη†2(t1){η1(t), η3(t)}η†1′(t′)〉, (58)
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where AjL,j′L′ = 0. Since we have moved the non-f part of the LDA Hamiltonian from zero
Hamiltonian to the matrix of interaction V , Ω0 becomes a purely diagonal matrix:
Ω012 = Ω
0
1δ12 : Ω
0
ja,j′b = δjj′δab∆a¯, Ω
0
jL,j′L′ = δjj′δLL′ε
0
L. (59)
Here we have included a δ-function into the definition of the time-dependent population
number,
P11′(t1, t′1) ≡ δ(t1 − t′1)〈Qˆηη
†
11′ (t
′
1)〉 ≡ (60)
δ(t1 − t′1)〈{η1(t′1), η†1′(t′1)}〉 ≡ δ(t1 − t′1)P11′(t′1). (61)
It is seen from Eqns.40-41 that in order to have a compact form of equations, we have to
form combinations of the operators 〈Q〉+i δ
δU
with matrix elements, such that they reproduce
full combinations {η1, η†2}, {η1, η2} in the equations of motion. The GFs of higher order in
terms of Eqns.40 and 41, which are expressed in terms of functional derivatives, can be
written in compact notations as follows:
V23〈T{η1(t), η†2(t)}η3(t)η1′(t′)〉 =
V23[P12(t+) + Rˆl12(t+)]G31′(t, t′), (62)
V23〈Tη†2(t1){η1(t1), η3(t1)}η1′(t′1)〉 =
V23[P¯12(t−) + Rˆr12(t−)]〈Tη†2(t)η†1′(t′)〉u. (63)
The operators Rˆ are here defined in such a way that Rˆl12(t
+) = 0 and Rˆr12(t
−) = 0 for c-
electrons, i.e., when 1 = (j1, L1) and 2 = (j2, L2). The cases when one of these indexes, 1, 2,
or both of them describe f -electron transitions, are described with the help of the matrices
α and β. They have to provide correct commutation relations and, therefore, we define them
by the equalities:
{η1, η†2} = α¯ηη
†
12,3b
Z3b, {η1, η3} = β¯ηη12,3bZ3b, {η†1, η†3} = β¯η
†η†
12,3b
Z3b (64)
where ξ = A, A¯,Γ , ζ = [Γn,Γn+2] and ζ¯ = [Γn,Γn−2]. The complex index 3b ≡ (j3, ξ3)
in the case of the α¯-matrix, then, 3b ≡ (j3, ζ3) in the case of β¯ηη12,3b-matrix , and, at last,
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3b ≡ (j3, ζ¯3) for the βη†η†12,3b -matrix. The subindex ”b” points out that the index runs over
Bose-like variables. If, for example, η = c, and η† = X†, we have
α¯cX
†
12,3b
= O−112 δ23(fM)
aεab2ξ , (65)
and so on. We will not repeat all these definitions since they are clearly seen from the
expressions given in Eqs.40-43. Then the operators Rˆl12(t
+) and Rˆr12(t
−) are:
Rˆl12(t
+) ≡ lim
t4→t+0
αηη
†
12,3b
δ
δU ξ3j3 (t4)
≡ lim
t4→t+0
αηη
†
12,3b
δ
δU3b(t4)
, (66)
Rˆr12(t
−) ≡ lim
t4→t−0
βηη12,3b
δ
δUη3j3 (t4)
≡ lim
t4→t−0
βηη12,3b
δ
δU3b(t4)
, (67)
where the relations between the matrices α and α¯, β and β¯ are as follows;
αηη
†
12,3b
= (1 − δ1,j1L1δ2,j2L2)α¯ηη
†
12,3b
, βηη12,3b = (1− δ1,j1L1δ2,j2L2)β¯ηη12,3b .
Defining in this way α- and β-matrices in the Rˆ-operators we put in a formal language the
requirement that Rˆ12 = 0 when both ends, 1 and 2, are c-electron ones. Further, as we
remember, in Eqs.40-43 (see also here Eqns.78 and 81) the term 〈Tη†2{η1, η3}(t)η†1′(t′)〉u is
expressed in terms of functional derivatives of the GF 〈Tη†2(t)η†1′(t′)〉u. The matrix of this
GF consists of the same elements as the matrix 〈Tη2(t)η†1′(t′)〉u. Therefore, we can express
the former GF via the latter one as
〈Tη†2(t)η†1′(t′)〉u = τ23G31′(t, t′), (68)
where the matrix τ23 makes necessary permutations of the matrix elements and, therefore,
consists of zeroes and unities only. For example, if we deal with a system which has n
conduction bands and m intra atomic Fermi-type transitions, the matrix τ23 has all matrix
elements equal to zero except over- and sub-diagonals where all the matrix elements are
equal to one,
τ(j21,j3n+m+1) = τ(j22,j3n+m+2) = ... = τ(j2n+m,j32(n+m)) = 1,
τ(j2n+m+1,j31) = τ(j2n+m+2,j32) = ... = τ(j22(n+m),j3n+m) = 1. (69)
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Note that the left (t1 → t+1 ) and the right ( t1 → t−1 ) limits are included into definitions of
the operators Rl12(t
+) and Rr12(t
−) correspondently.
Let us now introduce the auxiliary zero GF D(0) by the following equation:
∫
dt2[
1
i
(δ12∂t1 − A12(t1)− Ω012)δ(t1 − t2)]D(0)21′(t2, t′1) = δ11′δ(t1 − t′1). (70)
As seen from (59), the matrix Ω012 has purely local, on-site, characteristics. Therefore, it is
natural to call the function D(0)21′ ”locator”. However, mixing, hopping and overlap connect
different sites, which leads to dependence of the dressed locators D(t, t′) on the variables of
different sites; for this reason they will be named ”pseudolocators”. The inverse matrix of
D(0), i.e. [D(0)12 (t1, t2)]−1 ≡ D−10 (1, 2), is given by the expression in the square brackets on
the l.h.s of Eq.98. Putting θ = V = 0 in Eq.(57-58) for the full GF we obtain the equation
for zero GF G(0)21′ (t1, t′1):
∫
dt′′D−10,12(t, t′′)G(0)21′ (t′′, t′) = P(0)11′ (t, t′). (71)
We will use this equation below for iterations. In this notation the full equation for the GF
acquires the following form:
∫
dt3D−10,13(t, t3)G31′((t3, t′)− {
1
i
θΓ13 + [P12(t+) + Rˆl12(t+)]V23
−1
i
V24[P¯14(t−) + Rˆr14(t−)]τ23}G31′(t, t′) = P11′(t, t′). (72)
The same equation can be presented also in a way close to the standard form of the Dyson
equation:
{D−10,12(t, t2)− S12(t, t2)}G21′(t2, t′) = P11′(t, t′). (73)
Here and below we omit the sign of integration over intermediate time (here t2 ). Eq. 73
gives the definition of the self-operator matrix S. However, as seen, this equation does
not fully coincide with the standard definition of self-energy. The difference between Eq.73
and the standard Dyson equation consists of the presence of P11′(t, t′) in r.h.s., instead of
δ11′δ(t, t
′) and is caused by the non-fermion commutation relations {η1, η†2} 6= δ12. As will
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be seen later, these terms give rise to whole generation of new graphs. Part of graphs have
the same structure that in the theory of fermions. The S-self-operator contains both type of
graphs, of Fermi-liquid type, and the terms, generated by the right-hand side of Eqs. 72-73.
In order to distinguish between them we use the term ”self-operator” in definition for the
full GF(23), while the term ”self-energy” will be used in a more traditional way, for the set
of graphs which renormalize the denominators of the pseudolocators, and will be introduced
later. In order to separate these two type of graphs we will search the solutions of (73) in
the form (71), i.e. we introduce the full pseudolocator D by the Dyson equation
{D−10,12(t, t2)− S12(t, t2)}D21′(t2, t′) = δ11′δ(t− t′). (74)
Then the full GF is given by
G11′(t, t′) = D12(t, t′′)P21′(t′′, t′) = D12(t, t′)P21′(t′). (75)
(Note, that the population number P in the equation above depends on the right time t′).
The lowest approximation as well as the equation for the self-operator, which is con-
venient for iterations, can be obtained from its explicit expression in terms of functional
derivatives. The equation for the self-energy follows from a comparison of the two forms of
equations for the GF, one, Eqn.73, in terms of self-energy, and another, in terms of functional
derivatives Eqn.72, and we obtain,
S11′′ (t, t
′′) =
1
i
θΓ11′′ δ(t− t′′) + {
1
i
[P12(t+) + Rˆl12(t+)]V23
−1
i
V24[P¯14(t−) + Rˆr14((t−)]τ23}G31′(t, t′)}G−11′1′′ ((t′, t′′). (76)
A. The Hubbard-I approximation.
The Hubbard-I approximation is obtained if we put all the functional derivatives equal
to zero, RˆG = 0, which results in
S
(H)
11′′
(t, t′′) = Σ
(H)
11′′
(t, t′′) =
1
i
δ(t− t′′){θΓ11′′ + P12(t+)V21′′ − V24P¯14(t−)τ21′′}. (77)
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Since this term does not contain the factor G−1, the S-self-operator here can be interpreted
also as self-energy (denoted as Σ). If this expression will be used for a system in thermo-
dynamical equilibrium and far from a phase transition to a state with intermediate valence,
Hubbard’s arguments can be applied, namely, that instead of fully self consistent calculation
of population numbers one can use just the atomic-like solution for them, P12(t+1 ) ≈ P(0)12 (t+1 ).
Note that by putting functional derivatives of the GF equal to zero, we automatically neglect
all the graphs, which renormalize the population numbers. Thus, this is the lowest possible
approximation. In the equilibrium state external fields U = 0. Therefore, all non-diagonal
population numbers Pηη14 =0. Then the corners 〈Tcc〉, 〈TXX〉 of the full matrix of GF give
zeroes and it is sufficient to consider only the sub-block with η = c,X and η† = c†, X† .
Then the expression
Σ
(H)
13 (t1, t3) |U=0=
1
i
δ(t+1 − t3)[θΓ13 + P12(t+1 )V23], (78)
gives the following system of equations in the supermatrix form,

 i[D
0
cc(t)]
−1
jL,j1L1 −ΘjL,j2cW˜ ∗j2c,j1L1 −wjL,j1b −ΘjL,j2ct˜cbj,j1
−w˜↑ja,j1L1 i[D0XX(t)]−1ja,j1b − t˜↑abj,j1

×

 G
cc
j1L1,j′L′(t− t′) GcXj1L1,j′a¯′(t− t′)
GXcj1b,j′L′(t− t′) GXXj1b,j′a¯′(t− t′)

 =
iδ(t− t′)

 O
−1
jL,j′L′ ΘjL,j′bP
ba¯′
j′
P ab¯j Θ¯jb¯,j′L′ δjj′P
aa¯′
j′ .

 (79)
The Latin letters D are used for cc- and XX-components of the pseudolocators, whereas
their inverse pseudolocators here are the following differential operators:
i[D0cc(t)]
−1
jL,j′L′ ≡ δjj′δLL′i∂t − (O−1H)jL,j′L′ , (80)
i[D0XX(t)]
−1
ja,j′b ≡ δjj′δab(i∂t −∆a¯), (81)
and the interactions which are renormalized by (convoluted with) the population numbers,
are denoted by a tilde,
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W˜ ∗j2c,j1L1 ≡ P cb¯j W ∗j2b¯,j1L1, t˜cbj,j1 ≡ P ca¯j2 ta¯bj2j1 , w˜↑ja,j1L1 ≡ P ab¯j w↑jb¯,j1L1 , t˜
↑ab
j,j1 ≡ P ac¯j t↑c¯bj,j1. (82)
Finally, the Θ-matrix is:
ΘjL,j′c ≡ O−1jL,j′M(fM)c, Θ¯jb¯,j′L′ ≡ (f †M)b¯O−1jM,j′L′. (83)
Thus, the new element, which appears in our Eqs.82 compared to normal LDA-based cal-
culation, is that both effective mixing and hopping matrix elements are decreased by the
population numbers of many-electron states of the ion, since usually they are less than one.
The latter is always the case if mixing of localized and delocalized electrons is not equal to
zero. It is worth noticing that any further corrections to the population numbers, which
do not change their locality and do not introduce an energy dependence, do not change
the structure of these equations. The approximation, where these population numbers are
dressed, but still do not depend on energy, we will call ”Hubbard-I” approximation. The
corresponding self-energy is shown in Fig.1.
Let us emphasize what is achieved for a moment by this construction, i.e., which are the
new features of our ”Hubbard-I” equations, which differ them from the standard LDA ones.
First, we passed from the ground-state description of the system to the statistical one,
therefore, some of thermodynamical properties can be calculated.
Second, we know now where the f -level is situated with respect to the Fermi energy and
other bands just by construction of the Hamiltonian. This is important for example, for
calculation of contribution of mixing interaction into effective interaction of conduction and
localized electrons.
Third, in spite of the allowance of mixing interaction between localized and delocalized
electrons the atomic-like Hund’s rules can be taken into account (already at the level of
constructing of the zero Hamiltonian ).
Fourth, the possible degeneracy of many-electron states involved is taken into account by
the form (25) of the population numbers.
Fifth, since the single-site contributions from the Coulomb and exchange interactions are
included by construction into the energies of many-electron states EΓ, the calculation of
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an effective exchange interaction between the angular momenta (also, interaction between
quadrupole momenta, ..., etc.,) of different atoms does not require special care, which is
necessary within the standard LDA model for heavy rare earths22.
Finally, the interaction of quasilocalized electrons with itselves (self-interaction correction)
is taken into account by construction.
It is obvious from a physical point of view, however, that the approximation described
above has very serious drawbacks. If some of f -ions has n f -electrons in the ground state,
the state with n + 1 electrons belongs to the excited ones and usually is separated by such
a large energy gap from the ground state, that the energy difference ∆n+1,nΓ,Γ′ ≡ E(n+1)Γ −E(n)Γ′
exceeds the Fermi energy and lies in the energy interval of the delocalized part of the spec-
trum of single-electron excitations. Corresponding excitations unavoidably should become
delocalized. Therefore, part of the spectral weight should be moved into this energy region
and the renormalization of the population numbers (combination of which describes in this
approximation also the spectral weights) and, also, the energies of the transitions ∆n+1,nΓ,Γ′ ,
should contain the contribution from this delocalized part of spectrum. The Hubbard-I
approximation misses it. These corrections arise only in higher approximations. The other
drawback of this approximation is that the atomic-like f -levels remain non-renormalized
by the interaction of the f -ion with surrounding medium. This shift should arise due to
admixture of the wave functions of neighboring sites to the one of the reference site and
interactions of f -electrons with bosonic excitations (analogously to the Lamb shift in quan-
tum electrodynamics). All these effects can be taken into account via the corrections to the
self-energy and we turn now to the formulation of this part of theory.
B. Vertexes and equation for self-operator in terms of vertex.
In order to obtain the next corrections we insert the GF, G36, in the form of Eqn.75 into
the expression for the self-operator, Eqn.76. The differential operators Rˆ acting on the GF
G gives,
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Rˆ12(t1)G31′(t, t′) = Rˆ12(t1)[D36(t, t′)P61′(t′)] =
[Rˆ12(t1)D36(t, t′)]P61′(t′) +D36(t, t′)[Rˆ12(t1)P61′(t′)] =
−D39(t, t9)[Rˆ12(t1)D−198 (t9, t8)]G81′(t8, t′) +
D36(t, t′)[Rˆ12(t1)P61′(t′)] (84)
where the trick30,
Rˆ12(t1)[D−136 (t3, t6)D67(t6, t7)] = 0⇒
Rˆ12(t1)D36(t3, t6) = −D39(t3, t9)[Rˆ12(t1)D−198 (t9, t8)]D86(t8, t6), (85)
has been used. Having in mind that the Rˆ-operator is equal to zero when both indexes run
over c-electrons, we restore its definition via the matrices α for the Rˆl- and β for the Rˆr-
operators and introduce the vertexes in a standard way, namely, as functional derivative of
the inverse GF with respect to external field,
Rˆl12(t
+
1 ) D−178 (t7, t8) ≡ limt4→t1+0α
ηη†
12,4b
δ
δU ξ4j4 (t4)
D−198 (t9, t8)
≡ lim
t4→t1+0
αηη
†
12,4b
Γl98,4b(t9, t8; t4) ≡ αηη
†
12,4b
Γl78,4b(t7, t8; t
+
1 ), (86)
Rˆr12(t
−
1 ) D−178 (t7, t8) ≡ limt4→t−0 β
ηη
12,3b
δ
δU ζ3j3 (t4)
D−198 (t9, t8)
≡ lim
t4→t1−0
βηη12,4bΓ
r
98,4b
(t9, t8; t4) ≡ βηη12,4bΓr98,4b(t9, t8; t−1 ). (87)
It is worth noting that in our case the role of standard GF is played by the pseudolocators,
and in this respect the introduced vertexes are indeed the standard ones. The new elements,
which arise in the techniques for non-fermion operators, are the derivatives RˆP. They can
be written via the correlation functions of Bose-like transitions (see Eq.95 below) and we
will discuss them a little later. The other new element (compared to the standard case) is
that the vertexes which enter the equations in the ” left” and ”right” limits. The origin of
this difference is seen from the definitions of the operators Rˆl12(t
+
1 ) and Rˆ
r
12(t
−
1 ); the vertex
in the left limit arises in the usual technique too, while the one in the right limit arises from
transitions which involve creation or destruction of two particles on one site simultaneously.
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This process is described in the equations of motion by the anticommutator {η1, η2}, which is
equal to zero in the case of usual fermions, but is not in the case of two-electron intra-atomic
transitions.
Using these expressions we obtain the following equation for the self-operator,
S11′′(t, t
′′) = ΣH11′′(t, t
′′)− 1
i
V23D39(t, t9)αηη
+
12,5bΓ91′′,5b(t9, t
′′; t+) +
1
i
V24τ23D39(t, t9)βηη14,5bΓ91′′,5b(t9, t′′; t−) +
(
1
i
V23D36(t, t′)[Rˆl12(t+)P61′(t′)]−
1
i
V24τ23D36(t, t′)[Rˆr14(t−)P61′(t′)] ) G−11′1′′(t′, t′′). (88)
Thus, structurally the self-operator can be separated into the sum of a few terms
S = SH + S1 + SP , SH = ΣH ; S1 = Σ1; Σ1 = ΣL + ΣR, (89)
where ΣLand ΣR are the terms which contain left (∼ α) and right (β) vertexes and are
genius self-energies Σ (i.e., the graphs, which cannot be separated into two non-linked
graphs but cutting one line of D-function), while SP , the contribution, proportional to
G−1, contains derivatives of the population numbers and renormalizes end-factors. Let us
also consider the corrections to Σ1. First we need the bare vertex. The definition of it arises
if we replace the full inverse pseudolocator in Eqns.86-87 by the bare one, D−1 → D−10 . Since
Rˆl(t)D−10 = α(δD−10 /δU) = −α(δA/δU), and a similar relation holds for Rˆr(t)D, the number
of different bare vertexes is determined by the number of different combinations of external
fields A, (Appendix D, Eqs.1-8). From the definition of the self-operator D−1 = D−10 −S we
see that the exact total vertex being derivatives of the self-operator with respect to external
fields, can be rewritten in the form of a sum of the bare vertex γ and corrections,
Γ98,5b(t9, t8; t5) = γ98,5b(t9, t8; t5)−
δS98(t9, t8)
δU5b(t5)
, (90)
γ98,5b(t9, t8; t5) = −δ(t9 − t8)
δA98(t8)
δU5b(t5)
. (91)
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These relations are useful for obtaining subsequent corrections to the vertex, substituting
into Eqs.86,87 approximate expressions instead of the full self-operator. We will return to
it a bit later. Before that, let us rewrite with the help of Eqs. 76,88 the equation for the
full GF in a form which clarifies the physical meaning of different terms in the self-operator
(Eqn.89). Using the pseudolocator in the Hubbard-I approximation, D−1H = D−10 − ΣH , we
find,
{(DH(t, t′′))−111′′ −
1
i
D39(t, t9)[V23αηη
+
12,5bΓ91′′,5b(t9, t
′′; t+)−
−1
i
V24τ23β
ηη
14,5b
Γ91′′,5b(t9, t
′′; t−)]}G1′′1′(t′′, t′) =
P11′(t, t′) + ∆P11′(t, t′), (92)
where the renormalization of the population numbers is given by the following expression:
∆P11′(t, t′) ≡ −1
i
V23D36(t, t′)[Rˆl12(t+)P61′(t′)] +
1
i
V24τ23D36(t, t′)[Rˆr14(t−)P61′(t′)], (93)
Thus, we see that the self-operator can be represented as S = Σ + ∆P · G−1 what allows
to separate the graphs to the ones which renormalize the pseudolocator D and are the
contributions to the self-energy, and the ones which renormalize the end-factor ∆P . Let us
turn now to the Bose-type of GFs. In order to obtain the equation for these GFs, we will
use again the short-index notations 1b ≡ (j1ξ1) and rewrite the equation for the boson-like
GF in terms of vertex, Eqn.86 (we have to use once more time the Kadanoff and Baym’s
trick-Eqn.85). Then we obtain,
[L0(t1, t2)]
−1
1b;2b
K2b;1′b(t2, t
′
1) = δ(t1 − t′1)P1b1′b(t′1) +
lim
t2→t1+0
1
i
V 1b1;2〈TZ1′b(t′)〉uG21(t1, t2) +
lim
t2→t1+0
V 1b1;2[
1
i
D24(t1, t4)Γ45;1′
b
(t4, t5; t
′
1)G51(t5, t2)−
D23(t1, t2)α¯
ηη†
31′,3b
[K3b;1′b(t
′
1, t2)− 〈TZ1′b(t′1)〉u〈TZ3b(t2)〉u]. (94)
Here we have used the definition of P31′(t2), Eqs.60 and 61 and represented the derivative
δP/δU in the last term of this equation in the form,
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α¯ηη
†
31′,3b
δP3b(t2)
δU1′
b
(t′1)
= α¯ηη
†
31′,3b
1
i
[K3b;1′b(t
′
1, t2)− 〈TZ1′b(t′1)〉u〈TZ3b(t2)〉u]. (95)
This completes the derivation of the exact equation for the boson-like GFs. Eqs.94,95
should be used also in Eqs.84,88 and 90 for calculation of RˆlP and RˆrP .
The way of deriving different approximations for the boson type of GFs is quite similar
to the one used above for the fermion-like excitations. First, of course, we have to define
the zero-order GF, putting V = 0 in Eq.94, which gives
K02b;1′b
(t2, t
′
1) = L
0
2b;3b
(t2, t
′
1)P
0
3b1
′
b
(t′1). (96)
Then an analogue of the Hubbard-I approximation for fermion-like transitions arises if we
put in Eq.94 the vertex Γ = 0. As seen from the Hamiltonian, within the Hubbard-Anderson
model, the only way a renormalization of the boson-like GFs arises is due to mixing inter-
action and hopping, therefore, it requires knowledge of the electron GF. The latter creates
fields which shift the energies of the bosonic transitions.
C. Mean field approximation and self-consistent equation for Hubbard U .
As seen from Eq.92, the part of the self-consistency which does not involve the effects of
SP , can be provided in the usual way: a choice of certain approximation for the vertexes,
Γ → Γ(appr), leads to a corresponding expression for the self-energy via Eq.(88), while the
GFs entering the Γ(appr) (if Γ 6= γ) contain the same Σ and Γ(appr). According to this scheme
the simplest approximation which is beyond the Hubbard-1 approximation, should contain
the vertex. It arises if we neglect the terms RˆΣ in the equations for Γ, i.e., Γ→ γ. Since the
ff -part of D−10 is purely local, and the bare vertex does not depend on energy, the diagonal
parts of the loops
Σloop11′′ (t, t
′′) = −1
i
V23D39(t, t9)αηη+12,5bγ91′′,5b(t9, t′′; t+) +
1
i
V24τ23D39(t, t9)βηη14,5bγ91′′,5b(t9, t′′; t−) (97)
renormalize the centers of f -bands.
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Indeed, since we assumed that f -functions, belonging to different sites do not overlap
with each other, Oi,L=f ;j,L′=f = 0, we see that the energy ∆a¯ of the transition a = [Γn,Γn+1]
is shifted by δΣloop; if we neglect the non-diagonal corrections, we find the following equation:
∆∗a¯ = ∆a¯ + (Σ
loop)1=(i,a¯),2=(i,a¯) ≡ ∆a¯ + δ∆a¯(∆∗a¯). (98)
This is self-consistent equation for transition energy; renormalization comes from hopping
and mixing interaction. If we take Hubbard’s estimate for EΓn , EΓn = ε
0
fn +
1
2
Un(n − 1),
then the energies of the transitions ∆02 = ∆a¯=[Γn+1,Γn] = EΓn+1 − EΓn ≈ U/2; the lower
transition ∆01 = ∆a¯=[Γn,Γn−1] ≈ U/2 too. Here we used the Hubbard’s estimate12 for ε0f :
the main contribution to this energy comes from attraction to nucleous, which provides
localization of certain number n0 of f -electrons. Therefore, dEn/dn = 0 gives ε
0
f = −(n0 −
1
2
)U. Correspondently, a fermion ff -GF has two poles. The lower one is located near energy
of lower transition ∆01 and the upper one ∆
0
2 ; the Hubbard bands are developed near these
energies. The shifts of ∆0i (i=1,2) due to hopping and mixing can be roughly estimated as
δ∆i ≈
∑
p
t˜ihop(p)f(E
i
p)i+
∑
p,λ
V ∗a¯iλ (p)V
ai
λ (p)
∆∗i − ελp
f(Eip), i = 1, 2. (99)
Here t˜ihop(p) is an effective hopping, containing all chain (∼ Hubbard-I approximation) con-
tributions. However, at large enough ∆ main contribution comes from the second order
(∼ t2/∆ ∼ t2/U).
It is also easy to see that the equation ∆∗ = ∆ + δ∆(∆∗) can have two solutions, one of
which is located near Fermi energy, which is often called as ”Kondo resonance”54. These two
equations show that, contrary to the s-band Hubbard model, one can expect that in reality
the renormalizations of ∆01 and ∆
0
2 should be quite different, at least, for rare earth ions: on
the one hand, hopping and mixing are strongly suppressed in the region of energies ω ∼ ∆01
since this energy is very deep under Fermi surface and even below the bottoms of conduction
bands; on the other hand, in the region of energies ω ∼ ∆02 hopping and mixing should be
much stronger, therefore, in the region of energies in vicinity of Fermi level the mechanism
described by Eq.99 can be much more effective. It is clear, however, that this mechanism
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is not able to provide strong reduction of the bare Hubbard repulsion ∆02 − ∆01 ≃ U from
20eV to 5 ÷ 7eV (the latter is the value usually obtained within LDA-based calculations).
Therefore, other, stronger contributions, should be generated by full Hamiltonian. Never-
theless, it worth to note that the non-diagonal matrix elements of hopping, tλµ(f †λ)
a¯(fλ)
b
and effective hopping via mixing, ∼ [V ∗a¯iλ (p)V biλ (p)/(ω−ελp)](1− δab), split the Eq.99 to the
system of equations.
At last, its cf -parts renormalize the mixing interaction. The self-energy which includes
the Hubbard-I and the loop correction Eqs.(97,98), still does not depend on energy. Since
this approximation is also beyond the Hubbard-I approximation, we will call it mean field
approximation (MFA). Similar approximation for multiple-orbital Hubbard model but for
the simpler case of orthogonal basis set has been considered earlier45. The fact, that the
equations for fermion-like GFs always contain vertexes in combination with the matrices α
and β allows to use a shorter graphical notation: the sums α · γ and β · γ can be represented
as four-leg vertexes, as shown in Fig.2. Then, in this graphical language the loop correction,
Eq.97, acquires the form shown in Fig.3.
D. Further corrections to vertexes and self operator.
In order to obtain the second-order corrections to vertexes and self-energy we insert δΣ =
δΣloop, Eq.97, into the definition of the vertexes Eqs.86,87,90,91. Since neither the interaction
V , nor the matrix τ depend on the external fields, only pseudolocators entering the Σ(1) give
non-zero contribution when we calculate the functional derivatives RˆΣ. Therefore, we can
construct the higher-order corrections simply by formulation of the rule of differentiation of
the pseudolocator lines. This rule is displayed in Fig.4. Applying it to the graphs of the Σ(1)
, shown in Fig.3, we obtain the desired corrections of second order to vertexes (displayed
in Fig.5). Then, inserting these corrections to the definition of the self-operator via the
vertex, Eq.88, we obtain the corresponding second-order corrections to the self-operator.
The graphs for these corrections are shown in Fig.6. The corrections to the vertex in Fig.5
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describe contributions of electron-hole excitations to the kinematic interactions , which arises
due to strong correlations and are caused by mixing and hopping. Note, that there are also
other, formal, difference with the standard case: instead of pure GF one of the shoulders of
the electron-hole loop contains the product of the line of interaction V (wiggle line) and the
pseudolocator.
E. The screening
The next obvious step is to take into account the screening effects. The lowest approxi-
mation is an analogue of the standard random-phase approximation, used in the theory of
normal metals. In order to avoid possible confusion, we remind the reader that here again
it renormalizes not the Coulomb interaction but only mixing and ff -hopping. One way
to construct it would be to solve the integral equation for vertex, generating the series of
”electron-hole” loops (see Fig.4) and insert the solution of this equation, i.e., corrected ver-
tex, into self-energy for pseudolocator; then to derive similar corrections to the population
numbers (r.h.s. of Eq.92 for the GF). The equivalent, but shorter way, which automatically
renormalizes the interaction V in all corrections, is to make an exact transformation of the
shift in the external field of Eqs. 40-43,52,92,94, introducing the description in terms of ef-
fective fields, Φ = A+Σ(loop). The quasifermion GFs depend on the external field U only via
the ”gauge” field A12(t) ≡ ν6b12U6b(t), where the matrices ν are listed in Appendix D. There-
fore, we can express equations for these GFs in terms of derivatives δ/δAeff , schematically,
we have
V
δ
δU1b(t)
= (V
Φ12(t1)
δU1b(t)
)
δ
Φ12(t1)
= [V (ν1b12 +
δΣ
(loop)
12 (t1)
δU1b(t)
)]
δ
Φ12(t)
. (100)
Let us now perform this calculation. First we have to separate out the loop contribution (97)
of the self-energy in the equation for GF (Eqn.92). This one-loop correction contains zero
vertex γ; self-consistency requires that the full GF, which enters the loop, should contain the
same self-energy, which is taken into account in the equation for GF. Taking into account
that
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γ91′′,5b(t9, t
′′; t) = −δ(t9 − t′′)δ(t9 − t)ν5b91′′ , (101)
and including the self-energy correction Σ(loop) into the effective field,
Φ11′′(t, t
′′) ≡ A11′′(t, t′′) + 1
i
αηη
†
12;5bV23D39(tt
+)ν5b91′′δ(t
+ − t′′) +
1
i
βηη12;5bV24τ23D39(tt
−)ν5b91′′δ(t
− − t′′), (102)
we find, that the factor Y11′′,2b(t, t
′) ≡ δΦ11′′(t)/δU2b(t′) which renormalizes the interaction,
should satisfy the following equation,
Y11′′,2b(t, t
′) = ν5b91′′ [δ91δ2b5bδ(t− t′)−D3,10(t, t10)
δD−110,11(t10, t11)
δU2b(t′)
×
{αηη†12;5bV23D11,9(t11, t+)δ(t+ − t′′) +
βηη14;5bV24τ23D11,9(t11, t
−)δ(t− − t′′)}]. (103)
Eq.103 contains full pseudolocator D.
1. Fermi-liquid-like random phase approximation (RPA)
If we substitute into Eq.103 the bare vertex γ = δD−10 /δU1b instead of the full vertex
Γ = δD−1/δU1b , we obtain only the first correction to Y. In order to obtain a closed equation
for Y , we have to take into account in D the same correction to Σ, namely, Σloop. Since
δD−10l /δU1b = −δΦ/δU1b = −Y, (104)
with D−10l ≡ D−10l − Σ(loop) (δ-functions are omitted) we obtain the desired equation,
Y11′′,2b(t, t
′) = ν5b91′′ [δ91δ2b5bδ(t− t′)−D3,10(t, t10)Y10,11;2b(t10, t′)×
{αηη†12;5bV23D11,9(t10, t+)δ(t+ − t′′) +
βηη14;5bV24τ23D11,9(t10, t
−)δ(t− − t′′)}]. (105)
Note that the complex structure of coupling of the Fermi-like excitations to the Bose-like
ones makes the screening matrix dependent on three indices.
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2. Full equation for the GF in terms of RPA GF
Now let us write down the self-energy part of the self-operator in the l.h.s. of Eq.112,
which can be named ΣD (the index D here emphasizes that it relates only to the pseu-
dolocator D), in the form: ΣD = Σ
H + Σloop + Σrest. The effective field in these terms is
Φ = A + Σloop. Note that since ΣH is not local, it cannot be included into effective field Φ.
Then, the vertex Γ, defined by Eqs. (86), (87) and (90) can be expressed in terms of Y as
follows,
Γ91′′,5b(t9, t
′′; t4) = −[Y91′′,5b(t9, t4)δ(t′′ − t9) +
δΣrest91′′ (t9, t
′′)
δΦ67(t6)
Y67,5b(t6, t4)]. (106)
With the help of this expression for the vertex we can represent the equation for the full GF
(92) in a form which does not contain the non-screened interaction,
{D−1RPA,11′′(t, t′′)−
1
i
D3,9(t, t9)[α
ηη†
12,5b
δΣrest91′′ (t9, t
′′)
δΦ67(t6)
V23Y67,5b(t6, t
+)−
βηη14,5bτ23
δΣrest91′′ (t9, t
′′)
δΦ67(t6)
V24Y67,5b(t6, t
−)]}G1′′,1′(t′′, t′) =
P11′(1, 1
′) + ∆P11′(1, 1
′), (107)
where the derivatives δ/δU in the formula (93) for ∆P are also rewritten in the form δ/δU
= Y δ/δΦ. At last, the equation for the pseudolocator DRPA becomes,
[δ(t, t′′)δ12i∂t − ΣH12(t, t′′) +
1
i
V23α
ηη†
12,5b
DMFA3,9 (t, t
′′)Y91′′,5b(t9, t
+)−
1
i
V24τ23β
ηη
14,5bD
MFA
3,9 (t, t
′′)Y91′′,5b(t9, t
−)]DRPA,24(t
′′, t′) = δ24δ(t
′′ − t′). (108)
The role played by Y in the strong-coupling theory is analogous to the one played by dielec-
tric function in the weak-coupling theory of Coulomb systems: it describes the screening of
the interaction V12.
V. COULOMB INTERACTION
The detailed consideration of the Coulomb interaction is given in next paper, here show
the technical idea of description and emphasize the new elements arising within this ap-
proach.
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Full Coulomb interaction have been written in X-representation as follows:
Hcoul =
∑
v1234(c
†
1 + (f
†
1)
a¯1X a¯11 )(c
†
2 + (f
†
2)
a¯2X a¯22 )(c3 + (f3)
a3Xa33 )(c4 + (f4)
a4Xa44 ). (109)
The single-site terms vf †f †ff have been transformed into
∑
EΓh
Γ
j ; the terms which
contain three single-site f -operator and one operator of conduction electron are included to
mixing interaction V c†X+h.c.; the terms of the kind v(f †f †f)jf j′(1−δjj′) are included into
Hubbard’s hopping Hamiltonian. Note that in case if some selection rules happen to be valid
for the single-particle matrix elements of hopping and mixing interaction, the effective matrix
elements have different selection rules due to presence of Coulomb terms in it. All the other
terms should be considered. Remind that due to large strength of on-site interaction we are
not allowed to decouple the operators belonging to the same site. Thus, if these f -operators
are not neighbors in the Hamiltonian, we have to move (using rules for anti commutations)
them to each other and then either to transform the f -product into Hubbard operator(s)
or to transform each f -operator into X-operator and multiply them. This procedure also
helps to clarify a physical meaning of corresponding terms. The number of different terms in
the Hamiltonian is large and we are not able to give here all formulas. Besides, a degree of
importance of different terms is material- and scenario- dependent. Thus, we will consider
here few terms in order to show how the developed above perturbation theory is to be
modified in order to include Coulomb interaction between different sites (the description of
the Coulomb intersite interaction within slave-boson technique has been considered earlier
in Ref.3).
Let us start with the terms, which describe simultaneous ”hopping” of two electrons
from one site to another:
HC1 =
∑
vj1j2j′3j′4(f
†
1f
†
2 )
ζ¯(f3f4)
ζ′Z ζ¯jZ
ζ
j′ ≡
∑
C ζ¯ζ
′
jj′ Z
ζ¯
jZ
ζ
j′. (110)
One can expect that this term can be neglected in the lowest approximations since it involves
large-energy transition (Hubbard U in denominator): although [Xa, Zη] gives X b¯ in equation
of motion remaining operator Zη requires Z η¯ in order to obtain non-zero result; the GF
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〈TZηZ η¯〉 gives makes the contribution small. The reason why these processes have to be
considered is that there are high-order processes (like assisted spin-flips) which contain in
denominator small difference of these large energies.
The terms
HC1 =
∑
[vjµ1j′µ2j′µ3jµ4(f
†
µ1
f
µ4
)ξ(f †
µ2
f
µ3
)ξ
′ −
vjµ1j′µ2jµ3j′µ4(f
†
µ1
f
µ3
)ξ(f †
µ2
f
µ4
)ξ
′
]ZξjZ
ξ′
j′ ≡
∑
Cξξ
′
jj′Z
ξ
jZ
ξ′
j′ . (111)
do not change number of f -electrons in ions. Part of these terms describe Coulomb screening
of ions, part can be transformed into spin-spin, orbital-orbital interactions21 and so on. We
will not consider particular terms from the sum over ξ, ξ′ here, however, note that on one
hand, instead of one Heisenberg term −Ijj′JjJj′ the expansion
Hexch = −
∑
Iαβγ(J1R)
α(J2R)
β(J1J2)
γ/Rα+β (112)
arises21 (with α + γ ≤ 2l1 + 1, β + γ ≤ 2l2 + 1, α + β being odd and vector R connecting
ions); on the other hand, the different-site-exchange integrals vjµ1j′µ2jµ3j′µ4 are small due to
small overlap of f -functions belonging to different sites, what makes the exchange-type of
contributions from mixing and hopping visible on the background of positive direct exchange
integrals and make non-ferromagnetic ordering (e.g., antiferromagnetism) possible. Now let
us write down the terms, which are added into the equations of motion for the functions
〈Tcn1η†〉u:
lim
t′′→t−
O−1n1,jµf
a
µε
aξ
b C
ξξ′
jj′ [〈Zξ
′
j′ (t
′′)〉+ i δ
δU ξ′j′ (t′′)
]〈TXbj (t)η†(t′)〉u +
lim
t′′→t+
O−1n1,j′µf
c
µε
cξ
b′C
ξξ′
jj′ [〈Zξj (t′′)〉+ i
δ
δU ξj (t′′)
]〈TXb′j′ (t)η†(t′)〉u. (113)
They contribute to the self-operator ΣcXGXη. The structure of this correction is similar to
the term which comes in Eq.78 from hopping. Obviously, the Hartree corrections which is
obtained by putting δ〈Tcη†〉u/δU = 0, are the biggest terms, and of these terms the biggest
one is the diagonal term, with ξ = [Γ,Γ]. Next terms, generated by δ〈Tcη†〉u/δU , in lowest
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approximation give the loop-corrections to the dielectric function and depend on the scenario
under study.
Let us obtain now the contribution from this interaction to the equation for 〈TXaη†〉u.
Calculating corresponding commutator, we find quite similar result, namely, the term which
should be added to ΣXXGXη, has the form:
lim
t′′→t−
εaξb C
ξξ′
jj′ δnj [〈Zξ
′
j′ (t
′′)〉+ i δ
δU ξ′j′ (t′′)
]〈TXbj (t)η†(t′)〉u +
lim
t′′→t+
εaξ
′
b′ C
ξξ′
jj′ δnj′[〈Zξj (t′′)〉+ i
δ
δU ξj (t′′)
]〈TXb′j′ (t)η†(t′)〉u. (114)
This term has the structure similar to the one ∼ t↑b¯cjj′ in Eq.40. In short notations we can
write the two ones above as
lim
t′′→t−
ε11b2 C1b2b [〈Z2b(t′′)〉+ i
δ
δU2b(t′′)
]〈Tη2(t)η†(t′)〉u +
lim
t′′→t+
ε12b2 C1b2b [〈Z1b(t′′)〉+ i
δ
δU1b(t′′)
]〈Tη2(t)η†(t′)〉u, (115)
where notations are obvious from comparison with explicit form. Thus, these terms of Hamil-
tonian do not generate essentially new elements in the digram technique. The Hartree term
εC〈Z〉u (the terms at εC[ δ/δU ]〈TXaη†〉u = 0) describes the static screening of charges of
neighboring ions, (Z−ρcore)−ρf . The non-spherical part of it is responsible also for the crys-
tal field splitting of the states |Γ〉. Usually this splitting is less important for the Fermi-like
excitations than for Bose-like, where it can be seen directly in neutron scattering experi-
ments. Sometimes, however, a scattering of conduction electrons on Bose-like excitations
in crystal electric field can strongly renormalize effective electronic masses46,47. The terms
∼ εC[ δ/δU ]〈TXaη†〉u describe effects of exchange and the dynamical screening from those
f -bands which cross Fermi energy. The f -density in the close vicinity of Fermi level εF in
normal materials is usually small and, therefore, these terms can be neglected. These contri-
butions may play an important role in physics of the intermediate-valence (IV) compounds48
and, also, of rare earth metals14. In both latter cases the f -level can be situated just slightly
above εF . It can be important also in d − d-electron scattering in Fe, Co,Ni metals and
their compounds.
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Let us pass to a next term, v1234a
†
1a
†
2a3a4. Again we have to calculate the corrections
which arise in equations of motion for GFs. Of course, all terms with two f -operators and
two c-operators should be taken into account. Since they give similar contributions, for
briefness we consider only one of them,
vnL,jµjµ′n′L′(c
†
nLcn′L′)(f
†
jµfjµ′)
ξZξj ≡ CjξnLn′L′(c†nLcn′L′)Zξj . (116)
Summation over transitions ξ includes both, the Coulomb interaction of the density-
density type, and exchange interactions. Commutation of c-operator with this term gen-
erates in the equation for the GFs 〈TciL(t)η†(t′)〉u the GFs: 〈Tcn2L2(t)Zξj (t)η†(t′)〉u and
〈Tc†n1L1(t)cn2L2(t)Xbj (t)η†(t′)〉u. One can express them via functional derivatives of GFs as
follows:
lim
t′′→t−
(O−1)iL,n1L1C
jξ
n1L1n2L2 [〈TZξj (t′′)〉u + i
δ
δU ξj (t′′)
]〈Tcn2L2(t)η†(t′)〉u +
lim
t′′→t+
(O−1)iL,jµf
a
µε
aξ
b C
jξ
n1L1n2L2
[〈Tc†n1L1(t)cn2L2(t)〉u +
i
δ
δFn1L1n2L2(t
′′)
]〈TXbj (t)η†(t′)〉u. (117)
First line gives contribution to SccGcη;the Hartree term, ∼ O−1C〈TZ〉, describes a simple
fact, that the conduction electron ”sees” screened by f -electrons ion’s charge, (Z−ρcore)−ρf ,
as well as with average angular moment if the phase under consideration has a long-range
magnetic order. At zero external fields 〈TZ〉 → 〈hΓ〉 ≡ NΓ and 〈TJj〉 → 〈Jzj 〉. Second
line in this formula contains new element, δ/δF , describing creation of the conduction-band
electron-hole pair (contribution to ScXGXη).
Let us turn now to the GFs 〈TXai (t)η†(t′)〉u. From equations of motion we find that the
correction to right-hand side,
Cjξn1L1n2L2 × (δGIV )jξ,in1L1n2L2 (118)
involves quite complex GFs:
(δGIV )
jξ,i
n1L1n2L2 = (O
−1)iµ,n1L1(f
†
µ)
b¯εaξb 〈TZ ξ¯
′
i (t)cn2L2(t)Z
ξ
j (t)η
†(t′)〉u −
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(O−1)n2L2,iµf
b
µε
ba
η 〈Tc†n1L1(t)Zηi (t)Zξj (t)η†(t′)〉u +
δijε
aξ
b 〈Tc†n1L1(t)cn2L2(t)Xbi (t)η†(t′)〉u. (119)
The GFs in first two lines contain per two Z-operators, therefore, in our equations appears
the new element, derivatives of second order:
〈TZ ξ¯′i (t)cn2L2(t)Zξj (t)η†(t′)〉u =
lim
t′′→t+
[〈TZξ′i (t′′)〉u + i
δ
δU ξ′i (t′′)
]〈Tcn2L2(t)Zξj (t)η†(t′)〉u =
lim
t′′→t+
[〈TZξ′i (t′′)〉u + i
δ
δU ξ′i (t′′)
]×
{ lim
t3→t−
[〈TZξj (t3)〉u + i
δ
δU ξj (t3)
]〈Tcn2L2(t)η†(t′)〉u}. (120)
Thus, we’ve obtained the correction to ΣXcGcη. In the same fashion we find that
〈Tc†n1L1(t)Zηi (t)Zξj (t)η†(t′)〉u =
lim
t′′→t−
[〈TZηi (t′′)〉u + i
δ
δUηi (t′′)
]〈Tc†n1L1(t)Zξj (t)η†(t′)〉u =
lim
t′′→t−
[〈TZηi (t′′)〉u + i
δ
δUηi (t′′)
]×
{ lim
t3→t−
[〈TZξj (t3)〉u + i
δ
δU ξj (t3)
]〈Tc†n1L1(t)η†(t′)〉u}. (121)
Note, that this term does not give corrections of mean-field type, of first order, ∼ vjξn1L1n2L2.
At last, the function 〈T (c†cX)η†〉u can be written down as
〈Tc†n1L1(t)cn2L2(t)Xbi (t)η†(t′)〉u =
lim
t′′→t+
[〈Tc†n1L1(t′′)cn2L2(t′′)〉u + i
δ
δFn1L1n2L2(t′′)
]〈Xbi (t)η†(t′)〉u
and gives contribution to ΣXXGXη.
The mean-field contribution from the last term, δ∆Coulb ≡ viξn1L1,n2L2〈Tc†n1L1cn2L2〉uεaξb ,
should be added to the equation for effective energies of transitions ∆∗1 and ∆
∗
2 (see
Eqs.98,99):
∆∗i = ∆
0
i +∆
mixing
i +∆
hopping
i +∆
Coul
i , i = 1, 2. (122)
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As we discussed above, the correction ∆mixing1 +∆
hopping
1 to the deep level ∆
0
1 are small due
to strong suppression of mixing and hopping in this region of energy. The corrections from
vc†cZ are not so sensitive to the position of the ∆0i -level and depends mainly in the density
of c-charge or, since the contribution is local, just on number of c-electrons per f -cite. In
order to visualize (see discussion in Ref.37) how this correction works, let us write it for a
moment in the form V ncnf . Then EΓn = ε
f
0nf +
1
2
Unf (nf − 1) + V ncnf and we find that
∆Γn+1Γn = ε
f
0+Unf+V nc, ∆ΓnΓn−1 = ε
f
0+U(nf−1)+V nc. Thus, the positions of both levels
are essentially shifted by the Coulomb interaction with conduction electrons towards Fermi
energy. But the effective Hubbard U∗ remains unchanged, U∗ = ∆Γn+1Γn − ∆ΓnΓn−1 = U ,
until number of condition electrons nc remains unchanged. Therefore, main mechanism of
a decrease of Hubbard U is expected from the processes of dynamical screening or, in other
words, from partial delocalization of wave functions of f -electrons. The calculations, based
on the density-functional theory take into account these processes very efficiently (even
slightly overestimate) giving, thus, much smaller values of U∗ than the bare value of U .
Accurate evaluation of screening effects requires special analysis and we postpone it for a
future work.
VI. DISCUSSION AND CONCLUSIONS
The theory presented here is intended mainly for those systems which contain a group of
correlated electrons in the strong-coupling regime. The correlations have local, intra-atomic
nature and therefore it is reasonable to construct a perturbation theory for the description
of these electrons starting from the atomic limit. The technical difficulties in our approach
come from the necessity to perform renormalization of fermion-fermion interactions in the
site representation, which unavoidably leads to non-fermionic commutation relations of new
on-site collective variables. This, in turn, makes it impossible to use standard Wick’s the-
orem for constructing a diagram technique. Besides, the site-centered single-electron wave
functions, used for the formation of many-electron ones, are not orthogonal to functions of
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other sites. In the case of weak Coulomb interaction one does not require the use of a non-
orthogonal basis. However, for many band structure methods this may still be desirable,
for technical reasons. In this work we have shown that Schwinger’s method32 of sources,
which has become a standard method in solid state physics due to the work by Baym and
Kadanoff30, can be used for constructing a regular perturbation theory for systems with
strongly correlated electrons and we have shown that this leads to important advantages.
On one hand, this approach allows one to overcome the difficulties existing in the original
formulation of the diagram technique from the atomic limit28,33 and to generalize the tech-
nique for d- and f -electron systems. On the other hand, the approach happens to be fruitful
also in overcoming the difficulties which come from the necessity to use a non-orthogonal
basis set. We hope also that, it gives a convenient tool to derive effective low-energy equa-
tions and to perform an analysis of corrections, arising beyond the standard Kohn-Sham
equations. It is worth to note that since the theory is formulated in real space, it can be
applied not only to the case of a regular lattice, but also to the case of impurity problems,
or non-regular lattices. Of course, for the latter case an additional configurational averaging
should be made. The perturbation theory developed here has a very close similarity to the
ones for the boson and fermion systems. In particularly we have demonstrated this by the
derivation of equations for the GFs: taking vertex in zero, first, and RPA approximations
correspondingly, and we obtained the equations in the Hubbard-I, mean field, and RPA
approximations.
Some important questions, however, remain to be solved. It is a well-known fact, that a
direct calculations of Hubbard’s parameters for the Coulomb repulsion, for instance via the
Slater integrals, give too large values. Within our theory the intra-atomic parameters enter
the zero Hamiltonian, while the mixing and hopping become perturbations. The energies of
intra atomic transitions of fermion type, which are determined by the bare value of Hubbard
U in the atomic limit and in the Hubbard-I approximation, are renormalized by mixing and
hopping in our theory already in the next, mean-field approximation. These renormalized
parameters still determine the positions of the centers of the correlated bands and the
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structure of the equations for the renormalized energies of transitions is almost coinciding
with the one within well-known non-crossing approximation. It is interesting to note that
mathematically the mechanism is analogous to the Lamb shift in electrodynamics, but here
it is provided by conduction electrons. The energy difference between the centers of these
bands can be interpreted as renormalized Hubbard U values. In a parallel work49 we have
shown that, on one hand, the corrections, generated by the mixing interaction, can decrease
or increase the value of effective Hubbard U depending on the particular solution chosen.
On other hand, this mechanism gives small corrections and cannot provide the expected
reduction of Hubbard U .
In a series of works16,15,18 a separation of f -electrons into two subsystems, localized and
delocalized, have been considered within the DFT approach on a phenomenological grounds.
Application of the technique, developed in present work to this issue19,20 gives solid grounds
to this assumption and provides also a better insight. Particularly, it is shown that the
role of the localized f -wave functions is played by the combination (25) of the transitions
[Γn−1,Γn] with an effective single-electron wave function,
Ψ
(Γn−1,Γn)
f (r) ≡ Ψlowerf (r) ≡
∫
d(r1)d(r2)...d(rn−1)Ψ
∗
Γn−1
((r1, r2, ..., rn−1)ΨΓn((r1, r2, ..., rn−1, r),
(123)
corresponding to the lower-energy transition ∆1, while the delocalized f -wave functions
correspond to combinations of wave functions
Ψ
(Γn,Γn+1)
f (r) ≡ Ψupperf (r) ≡
∫
d(r1)d(r2)...d(rn)Ψ
∗
Γn((r1, r2, ..., rn)ΨΓn+1((r1, r2, ..., rn, r),
(124)
The question how much the intra-atomic Coulomb f − f -interactions are renormalized by
those corrections from the (spd − f)-interactions, which are not included in the standard
LDA scheme is still open. One can expect that these interactions should provide a strong
reduction of the effective U∗-s. This question is especially important for a calculation of
the self-interaction correction (SIC), which plays a decisive role in the problem of volume-
collapse transitions in rare earth metals37 and the theory of Mott insulators. We expect that
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the expression for this correction, which arises in the equations of motion for the GFs when
the self-energy is approximated by the difference between the static part of RPA-screened
Coulomb interaction and the matrix element of the LDA potential, should be accurate. No
problem with double counting and orthogonalization arises within such an approach.
The method suggested here is a special type of perturbation theory, which does not
contain any approximations in its general formulation. The Hubbard-I approximation (HIA)
and mean field approximation from atomic limit (AL-MFA) can be made with reasonably
moderate efforts. It is relevant to emphasize here the similarities and differences between
our AL-MFA from the popular method of dynamic mean field (DMF)51. The AL-MFA
differs from the HIA by taking into account the renormalization of energies of intra-atomic
transitions by mixing interaction and hopping. Therefore, besides self-consistent equations
for many-electron population numbers, which arise in HIA, the system of equations for self-
consistent centers of gravity of the Hubbard sub bands is present in the calculation in AL-
MFA49. A renormalization of this type is accounted for also in the DMF theory. However, it
is not clear at the moment, to what extent they are different. Eq.(122) for the renormalized
energies of intra atomic Fermi-type transitions in the AL-MFA is non-linear and sometimes
contains more than one solution; the number of poles in the fermionic GF (or, number
of Hubbard sub bands) is equal to the number of intra atomic fermionic transitions only
near atomic limit. The DMF method is analogous to the coherent potential approximation
and, therefore, can give some other poles. To be specific, the DMF gives a central peak
in the density of states of fermionic excitations for the paramagnetic state of the s-band
Hubbard model. The AL-MFA equation for renormalized energy of transition also may
have second solution in vicinity of Fermi energy52, what can provide the central peak in the
density of electron states. However, in many cases the upper transition ∆2 being slightly
above Fermi energy hybridizes with non-f bands and gives birth to some tails under Fermi
energy. These peaks are seen in electron spectroscopy53 and are close enough to Fermi energy
in order to mask weak Kondo peak. The details of the mechanism of formation of these
additional bands in the region of moderate coupling constants in terms of Hubbard-band
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excitations remain to be elucidated. There is a difference between DMF and our approach in
the treatment of spatial correlations. Namely, in applications of the DMF approach only a
local, momentum-independent, self-energy has been considered, whereas in our theory first
(k, ω)-dependent corrections in the expansion of the self-energy arises in the RPA (due to
kinematic interactions).
At last, we note that it is easily seen from the close similarity between our construction
of perturbation theory and the one by Baym-Kadanoff30 that the description of interacting
delocalized and localized electrons in non-equilibrium states needs only slight generalization
of our theory. Example of calculation of effects of non-orthogonality on the tunneling pro-
cesses via a region with strongly interacting electrons is given in Ref. 48. An application of
the technique to spin systems will be given elsewhere.
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APPENDIX A: PARAMETERS OF THE HUBBARD-ANDERSON MODEL
Let us now discuss the parameters of the model. The energies E0Γ according to defini-
tion, are E0Γ = 〈Γ|Hion|Γ〉. For the case of Russel-Saunders coupling, i.e. for rare earths,
corresponding expressions are given by Eqs. (7.18),(7.19) in Ref.21. Main contributions to
these energies come from pure Coulomb interaction,
δEΓ,c =
1
2
n(n− 1)F (0)l=3 − 〈Γ|vLDA|Γ〉. (A1)
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Typically, the bare F (0) are very large, ∼ 20eV , what lead Hubbard12 to the conclusion
that only the states with n = n0, n0 ± 1 from the parabolic dependence of EΓ(n) can give
contribution to the Hamiltonian. Here n0 is dictated by the valence of the ion. As has
been explained by McMahan37, the interaction with non-f electrons strongly decreases the
Umodel = (∆Γn+1,Γn − (∆Γn,Γn−1), where ∆Γ,Γ1 ≡ (EΓ − EΓ1). It worth to emphasize the
difference between our and Hubbard’s schemes. Hubbard and, also, Irkhin, diagonalized all
on-site electrons, treating all of them in equal footing; this means that they have accepted
the assumption that all on-site electrons are in strong-coupling regime. We assume that
the conduction electrons (which are above tops of Coulomb barriers, can be described as a
weakly-coupled subsystem.
Let us now discuss the mixing interaction. The matrix element W in Eq.20 consists of
three terms: Wmix = W
(1) + W (2) + W (3). The term W (1) ∼ Hc+f + H.c. describes the
single-electron LDA-type of mixing, which is present in Eq.(8). This matrix element is:
W
(1)
jL,j′a′ =
∑
m′
l
HjL,j′m′
l
σ(fm′
l
σ)
a′ ≡∑
m′
l
HjL,j′m′
l
σ〈Γn|fm′
l
σ|Γ′n+1〉 (A2)
The other contribution to Hmix arises from those terms of (H −HLDA) which have the fol-
lowing operator structure; c+Xa and X a¯c. Obviously, the terms of the Coulomb interaction
δHCoulee = C
fffc
1234 f
+
1 f
+
2 f3c4 + C
ffcf
1243 f
+
1 f
+
2 c4f3 + C
cfff
4231 c
+
4 f
+
3 f2f1 + C
fcff
3421 f
+
3 c
+
4 f2f1, which con-
tain the f−operators related to the same site, should not be decoupled. We rewrite these
products of f -operators in terms of X-operators,
(f+1 f
+
2 f3) =
∑
a¯
(f+1 f
+
2 f3)
a¯X a¯, (f+3 f2f1) =
∑
a¯
(f+3 f2f1)
aXa. (A3)
In this place a possibility exists to consider a simplified models, omitting some terms of
genius Coulomb interaction, but keeping corresponding terms in LDA. The Hartree part of
the LDA potential contains these terms in the decoupled form. If we perform the decoupling
of these terms in the Hartree-Fock fashion, there appears also exchange terms. However, the
exchange interaction is treated within LSDA theory by the term ∼ (αρ1/3(r))jL,jL′a+jLajL′ in
the potential. Therefore, it is reasonable to regroup the terms in order to represent every
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term of the perturbation Hamiltonian in the form of a deviation of the non-approximated
terms from the ones used in the LDA approach, as has been discussed in Sec.II. In order to
avoid double counting we should not touch other terms of the Coulomb interaction if we do
not consider its LDA-counterpart, if we do not take into account some of the Coulomb terms
(H − HLDA)Coulee , corresponding terms enter all equations in the LDA form. Particularly,
we treat in this way the terms of the form ∼ Cc+c+cf and similar ones. Then we come to
the following form for the remaining terms of the mixing matrix elements. For the density-
density part we have,
W
(2)
jL,j′a′ =
∑
{ml},σ
CcfffjL,j′ml1σ′;j′ml2σ′;j′ml3σ
× [(f †ml1σ′fml2σ′fml3σ)a
′ − (fml3σ′)a
′〈f †ml1σ′fml2σ′〉LDA]
≃ ∑
{ml},σ
CcfffjL,j′ml1σ′;j′ml2σ′;j′ml3σ
× [(f †ml1σ′fml2σ′fml3σ)a
′ − (fml3σ)a
′
δml1,ml2n
LDA
j′ml1σ′
], (A4)
and for the exchange part,
W
(3)
jL,j′a′ =
∑
{ml},σ′
CcfffjL,j′ml1σ′;j′ml2σ′;j′ml3σδml2,ml3δσσ′(fml1σ′)
a′nLDAj′ml1σ′
−∑
ml,σ
(vxc(r))jL,mlσ (fml1σ)
a′ . (A5)
As seen the term ∼ W (2)jL,j′a′ ≡ 0 for the empty orbitals. It is this matrix element that is
responsible for the different mixing of conduction electrons with the intra atomic transitions
fn−1 → fn and fn → fn+1. Obviously, this is a pure correlation effect: decoupling within
the weak-coupling perturbation theory will make it vanish.
The prohibition to decouple the single-site products of f -operators leads to Coulomb
renormalization of the LDA-hopping too:
ta¯bjj′ = t
a¯b
1jj′ + t
a¯b
2jj′, (A6)
ta¯b1jj′ =
∑
λν
[tλ,νjj′ − (vLDA)λνjj′](f †λ)a¯(fν)b, (A7)
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ta¯b2jj′ = [vjµ1,jµ2,jµ3,j′µ4(f
†
µ1
f †µ2fµ3)
a¯(fµ4)
b + vjµ1,j′µ2,j′µ3,j′µ4(f
†
µ1
)a¯(f †µ2fµ3fµ4)
b −
vjµ1,j′µ2,jµ3,jµ4(f
†
µ2
)a¯(f †µ1fµ3fµ4)
b − vjµ1,jµ2,j′µ3,jµ4(f †µ1f †µ2fµ4)a¯(fµ3)b. (A8)
Note the t2-contribution from Coulomb interaction works similar to corresponding contribu-
tions to mixing: it makes hopping very different for, say, transitions [Γn−1,Γn] and [Γn,Γn+1].
APPENDIX B: EXAMPLE: THREE-ELECTRON STATES AND
COMMUTATION RELATIONS
Let us consider a simple example of three electron states and corresponding commutation
relations for the Hubbard operators, constructed on these states and belonging to the same
site. A general three-electron state |Γ〉 can be written as follows:
|Γ〉 =∑CΓν1ν2ν3θν1ν2θν2ν3f †ν1f †ν2f †ν3 |0〉, 〈Γ′| =∑C∗Γ′µ1µ2µ3θµ1µ2θµ2µ3〈0|fµ3fµ2fµ1 . (B1)
Here θ-functions are needed in order to establish a sign convention, i.e. in which order have
to be taken the f -operators in the many-electron wave function; θν1,ν2 = 1 if ν1 > ν2 and
zero otherwise. Then, according to the definition of the X-operators, XΓΓ
′
= |Γ〉〈Γ′|, the
multiplication rule is:
XΓΓ1XΓ2Γ
′
= 〈Γ1|Γ2〉XΓΓ′ = νΓ1Γ2XΓΓ
′
. (B2)
From (B.1) we have
〈Γ1|Γ2〉 =
∑
{ν,µ}
C∗Γ1µ1µ2µ3C
Γ2
ν1ν2ν3
θµ3µ2θµ2µ1θν1ν2θν2ν3Sµ3µ2µ1,ν1ν2ν3 . (B3)
Then, from the anticommutation relation
{fnµ, f †mν} = O−1nµ,mν , (B4)
For the same site n = m and we see that
νµ3µ2µ1,ν1ν2ν3 = det
∣∣∣∣∣∣∣∣∣∣∣∣
O−1µ1ν1 O−1µ1ν2 O−1µ1ν3
O−1µ2ν1 O−1µ2ν2 O−1µ2ν3
O−1µ3ν1 O−1µ3ν2 O−1µ3ν3
∣∣∣∣∣∣∣∣∣∣∣∣
(B5)
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and, therefore, the commutation relation is given by
{XΓΓ1, XΓ2Γ′} = νΓ1Γ2XΓΓ
′
+ νΓ′ΓX
Γ2Γ1 . (B6)
The equation of motion for the operator XΓΓ1i contains the commutator
∑
n,Γ
εΓ[X
Γ1Γ2
i , h
ΓΓ
n ] =
∑
n,Γ
[νiΓ2,nΓεΓX
Γ1Γ
in − νnΓ,iΓ1εΓXΓΓ2in ], (B7)
where
XΓ1Γin ≡ |i,Γ1〉〈n,Γ|. (B8)
According to our assumption the direct overlap integral on wave functions of f -electrons
belonging to different sites is negligible, therefore, main contribution comes from the terms
with i = n, since νiΓ2,nΓ involves determinant of the inverse of overlap matrix on f − f -
matrix elements and each of them is proportional at least to second order of overlap between
wave functions of band electrons and f -electrons. Without this approximation one has to
solve problem of interacting via conduction electrons clusters. In this work we use the
approximation
∑
n,Γ
εΓ[X
Γ1Γ2
i , h
ΓΓ
n ] ≈
∑
Γ
[νiΓ2,iΓεΓX
Γ1Γ
i − νiΓ,iΓ1εΓXΓΓ2i ] ≈ ∆Γ2Γ1XΓ1Γ2 (B9)
with
∆Γ2Γ1 ≡ νiΓ2,iΓ2εΓ2 − νiΓ1,iΓ1εΓ1. (B10)
APPENDIX C: EQUATIONS OF MOTION FOR OPERATORS
1. Equations of motion for quasi-fermion operators
In order to construct equations for the Green’s functions we need the equations of motion
i∂tFˆ = [Fˆ , Hˆ−µNˆ ] for (quasi)fermions. As seen from Eq.(28), the particle number operator
has the same operator structure as the Hamiltonian (26-27). Therefore, in order to obtain
H˜ = Hˆ − µNˆ, we should make the simply the following shifts:
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E0Γ → E˜0Γ = E0Γ − µ
∑
M
(nMM)Γ, (C1)
HjL,j′L′ → H˜jL,j′L′ = HjL,j′L′ − µOjL,j′L′ , (C2)
ta¯a
′
jj′ → t˜a¯a
′
jj′ = t
a¯a′
jj′ − µ
∑
M1M2
(1− δjj′)(f †M1)a¯OjM1,j′M2(fM2)a
′
, (C3)
and
WjL,j′a → W˜jL,j′a =WjL,j′a − µ
∑
M
OjL,j′M(fM)
a , (C4)
in the Hamiltonian H . Below we assume that such a shift has been made, and will accord-
ingly drop the tilde. Then the equations of motion for the c- and X-operators can be written
as:
i∂tcjL =
∑
j2L2
(O−1H)jL,j2L2cj2L2 + (Mc)jL, (C5)
i∂tX
a
j = ∆a¯X
a
j + (MX)
a
j (C6)
where for a = [Γn−1,Γn] the energy of the transition ∆a¯ = EΓnνΓn,Γn −EΓn−1νΓn−1,Γn−1 . The
coefficient ν = 1 when the f -orbitals are orthogonal to other and ν < 1 when they are
not. The operator M describes deviations from the solution at zero mixing interaction in
the particular potential chosen (say, LDA). The M-operator for the c-subsystem consists of
linear and non-linear parts,
(Mc)jL = (M
lin
c )jL + [(M
↑
c )jL − (M↓c )jL], (C7)
where the linear one is given by
(M linc )jL =
∑
j2L2
wjL,j2L2X
a2
j2 , (C8)
and
wjL,j2a2 ≡ (O−1W )jL,j2a2 +
∑
Γ,M,a
(O−1)jL,j2M(fM)
aεaΓa2E
0
j2Γ. (C9)
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The non-linear terms are given by the operators (M↑c )jL, (Mc)
↓
j,L which can be written in the
form
(M↑c )jL =
∑
(O−1)jL,j1M(fM)
cPˆ ca¯j1 [t
a¯b
j1j2
Xbj2 +W
∗
j1a,j2L2
cj2L2 ] (C10)
and
(M↓c )jL =
∑
(O−1)jL,j2M(fM)
c [tb¯aj1j2X
b¯
j1 +Wj1L1,j2ac
†
j1L1 ]Pˆ
ca
j2 . (C11)
Here Pˆ a,b¯ ≡ {Xa, X b¯} ≡ ǫa, b¯ξZξ, Pˆ a,b ≡ {Xa, Xb} ≡ ǫa, bηZη. The expression for the
M-operator of the f -subsystem can also be written in the form
(MX)j = [(M
↑
X)
a
j − (M↓X)aj ] (C12)
with
(M↑X)
a
j =
∑
t↑b¯cjj2Pˆ
ab¯
j X
c
j2
+
∑
w↑j1b,j2L2Pˆ
ab¯
j cj2L2 (C13)
(M↓X)
a
j =
∑
t↓b¯cj1jX
b¯
j1
Pˆ caj +
∑
w↓j1L1,jcc
†
j1L1
Pˆ caj .
Here the matrix elements are given by the following combinations
w↑j1b,j2L2 ≡ W ∗j1b,j2L2 +
∑
M
(f †M)
b¯(O−1∗H)jM,j2L2 , (C14)
t↑b¯cjj2 ≡ tb¯cjj2 +
∑
M
(f †M)
b¯(O−1∗W )jM,j2c (C15)
w↓ = (w↑)†, t↓ = (t↑)†. (C16)
Some features of the correlated electron system can be seen already from these equations.
First, we see that instead of equations for f -operators, as in case of non-correlated
electrons, we have to write equations for their complicate combinations Xa. This leads
to an unpleasant consequence: the number of variables and, correspondently, equations,
increases drastically: every f -operator is split into many Hubbard sub-amplitudes. The
number of transitions involved depends on the valence of the f -ion.
Second , we find that due to non-orthogonality the f -level also contributes to the mixing
interaction: the term in Eq.45 describing linear mixing would disappear for the orthogonal
basis.
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Third, the non-orthogonality transfers non-linearity into the conduction electron subsys-
tem. This correctly reflects the underlying physics; the c-electron spends part of its life as an
f -electron, therefore, the mixing and hopping which it experiences should be correlated to
the same extent. It is this reasoning which forced us to perform operations in this particular
order. First, we take into account correlations, and then perform orthogonalization. The
other motivation is of a technical nature; this construction allows us to avoid consideration
of a combinatorics of tails for vertexes with one c-tail and many f -tails. On the other hand
if we now decide to write the equations in terms of f -electrons (i.e., fermion f -operators),
some features of the many-tail vertexes are clarified by these equations. Particularly, the
many-electron GFs, which are not allowed to be decoupled, can be obtained simply by
transformation of all Hubbard’s operators back to the f -operator form.
Fourth, the equation for the X-operator does not contain linear mixing.
Fifth. The right-hand side of the equation has some similarity to the Boltzmann equa-
tion; both contributions, from mixing and from hopping, consist of two terms, ”incoming”
and ”outgoing”; we denote them by the superscripts ↑ and ↓, correspondingly, in order to
emphasize that the first describe intra-atomic transitions ”up”, from the states with n elec-
trons to the states with n + 1 electrons; the ↓-terms describe the inverse processes. As we
have seen above (see, e.g., discussion after Eq.110) later, the contributions from the latter
terms always contain a small parameter.
2. Equations of motion for quasi-boson operators
Let us introduce the vector-operator η, which will describe all fermion or fermion-like
transitions in our system. For example, for the system with n conduction bands and m
intra-atomic fermi-like transitions it is given by:
η†jλ = (c
†
jL1, ..., c
†
jLn, X
b¯1
j , ..., X
b¯m
j , cjL1, ..., cjLn, X
b1
j , ..., X
bm
j ). (C17)
As is seen from this notation, for η = c or c† the index λ takes a value L while for η = X
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or X†, and λ can either be b or b†. The Hamiltonian without external fields generates the
following equation of motion for the operators Zξ ;
i∂tZ
ξ
j =
∑
Γ
δ¯ξ,Γ∆ξ¯Z
ξ
j + V
ξ
n1L1,jb
c†n1L1X
b
j + V
ξ
jb¯,n1L1
X b¯j cn2L2
+V ξn1a¯1,n2a2 [δn1,jδa¯1,b¯ + δn2,jδa2,b]X
a¯1
n1
Xa2n2 ;
≡∑
Γ
∆ξ¯Z
ξ
j + V
ξ
n1λ1,n2λ2
η†n1λ1ηn2λ2 . (C18)
Let us remind the reader that for the diagonal operators (i.e., for the transition ξ = [Γ,Γ])
the first term in the right-hand side of Eqn.C18 vanishes, since for this transition ∆ξ¯=[Γ,Γ] =
νΓΓEΓ−νΓΓEΓ = 0. Furthermore, we have defined the constants of the interaction in such a
way that V ξn1λ1,n2λ2 = 0 when (n1λ1) = (n1L1) and (n2λ2) = (n2L2) simultaneously, i.e. when
both indices relate to c-electrons. In all other cases they denote the following combinations
of the matrix elements :
V ξ
jb¯,n2L2
≡ −O−1jM,n1L1(f †M)c¯εc¯,ξb¯ hn1L1,n2L2 +W ∗ja1,n2L2εξa¯1b¯ , (C19)
V ξn1L1,jb ≡ −O−1n2L2,jM(fM)cεc,ξb hn1L1,n2L2 +Wn1L1,ja2εξa2b , (C20)
V ξn1a¯1,jb ≡ −O−1n2L2,jM(fM)cεc,ξb W ∗n1a¯1,n2L2 , (C21)
V ξn1a¯1,jb, ≡ −WjL1,n2a2O−1jM,n1L1(f †M)c¯εc¯,ξb¯ . (C22)
APPENDIX D: AUXILIARY FIELDS AJλ,J ′λ′(T )
The auxiliary fields Ajλ,j′λ′(t) have the following non-zero elements:
For ηλ = c we have
A
(cX)
jL,j′a(t) =
∑
j′Mb,ξ=η,A,Γ
εbξa Uj′ξ(t)(fM)b(O−1)jL,j′M (D1)
and
A
(cX†)
jL,j′a(t) =
∑
j′Mb,η¯
εbη¯a¯ Uj′η¯(t)(fM)b(O−1)jL,j′M . (D2)
For ηλ = X we have
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A
(XX)
ja,j′b(t) =
∑
ξ=η,A,Γ
εaξb Ujξ(t)δjj′ ≡ δjj′Aajb (D3)
and
A
(XX†)
ja,j′b¯
(t) =
∑
η¯
εaη¯
b¯
Ujη¯(t)δjj′ ≡ δjj′Aajb¯. (D4)
For ηλ = c
† we have
A
(c†X†)
jL,j′b¯
(t) = − ∑
ξ=A,η¯,ΓMa
εa¯ξ¯
b¯
Uj′ξ¯(t)(fM)a¯(O−1∗)j′M,jL (D5)
and
A
(c†X)
jL,j′b¯
(t) = −∑
η¯Ma
εa¯ξ¯
b¯
Uj′ξ¯(t)(fM)a¯(O−1∗)j′M,jL. (D6)
For ηλ = X
† we have
A
(X†X†)
ja¯,j′b¯
(t) = −δjj′
∑
ξ=η¯,A,Γ
εa¯ξ
b¯
Uj′ξ(t) ≡ δjj′Aa¯jb¯ (D7)
and
A
(X†X)
ja¯,j′b (t) = −δjj′
∑
η
εa¯ηb Uj′η(t) ≡ δjj′Aa¯jb. (D8)
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FIGURES
FIG. 1. Corrections to the self-energy in the approximation Hubbard-I (Eq. 78). The dashed
wiggle line denotes the part of mixing θΓ, the triangle with inscribed α denotes the α-matrix, given
by Eq.64, the mixing interaction is denoted by the wiggle line (see Eq.84). The expectation value
〈Z3b〉 is denoted by circle-cross on the top of the α-triangle. Summation over bosonic index 1b is
implied in this top what transforms the product α12,3b〈Z〉 into P12.
FIG. 2. Simplification of the graphical notations in the case of equations for fermions. In the
vertex containing α-matrix the line of mixing interaction goes out of the vertex, while in the one
containing β-matrix it enters the vertex; β-matrix appears always together with the τ -matrix (see
Eqs.64, 72 and 88), which inverts direction of the line of mixing. This vertex describes the process
involving two-electron (Γn−2 → Γn)-transition.
FIG. 3. Rl-rule of taking functional derivatives of the pseudolocator line; changing α by β gives
Rr-rule (see Eqs.85 and 86,87).
FIG. 4. Mean field corrections to the self-energy of pseudolocator. Note that both vertexes
have three tails of pseudolocators and one of interaction; left vertex has the outgoing interac-
tion tail, while right one has incoming interaction tail. The point from which the dashed line of
η-pseudolocator and the wavy line of the η − η-interaction V12 go out denotes the τ -matrix.
FIG. 5. The second-order corrections to the vertexes from kinematic interactions.
FIG. 6. Corrections to the self-energy of the η-pseudolocator generated by the second-order
corrections to vertex.
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