We propose a method to overbound reachable sets on finite time horizons for continuous-time nonlinear systems with polynomial dynamics. The analysis considers uncertain initial conditions, parameters, L 2 disturbances, and perturbations characterized by time-domain, integral quadratic constraints (IQCs). This method makes use of time-dependent polynomial storage functions that satisfy certain dissipation inequalities on local regions of the state space, intervals of time and bounded sets of uncertain parameters. The S-procedure and sum-of-square techniques are used to derive the computation algorithms, and an objective function is introduced to find an over-approximation with a desired shape. Both pedagogical and practically motivated examples are presented, including a 7-state F-18 aircraft model.
Introduction
In this paper we address finite-time horizon reachability analysis for nonlinear dynamical systems with uncertain initial conditions, parameters, L 2 disturbances and perturbations by merging ideas from dissipative systems theory [9] , [10] , barrier functions [11] , [12] , [13] , and IQCs [33] . Specifically, we employ inequalities involving the Lie derivative of a scalar storage function and IQCs that hold throughout local regions of the state space, time intervals, and bounded sets of uncertain parameters. These inequalities, when integrated over trajectories of the system, give guaranteed over-approximations of reachable sets. Since the problem is addressed in finite-time horizon, the over-approximations of reachable sets are characterized using time-varying storage function candidates. A shape function and its corresponding variable-sized region are introduced to bound the over-approximations and reduce conservatism. The S-procedure and sum-of-square (SOS) relaxations for polynomial nonnegativity [8] are used in deriving the computational algorithms.
There are several related results in the existing literature. A method of verifying safety of systems for infinite time horizon is proposed in [13] by looking for a time-invariant barrier function, of which the zero sublevel set separates the unsafe region from all possible trajectories starting from a given set of initial conditions. In [13] , the search for such a barrier function is formulated as a feasibility problem without using an objective function to minimize the volume of over-approximation of the reachable set. In addition, since the barrier function is time-invariant, the over-approximation might be too conservative. Although time-varying barrier functions are employed in [12] , their use is limited to proving that a model and a feasible parameter set are inconsistent with some time-domain experimental data.
The papers [1] , [2] , [3] , [4] use extensions of classical dissipation inequalities to provide sufficient conditions that guarantee invariance of sublevel sets under L 2 constraints on disturbances, providing outer bounds on the set of reachable states. However, time-invariant storage functions are used, which might be too conservative for reachability analysis. This line of work is extended to uncertain systems in [5] and [32] . Two types of uncertainties, bounded parametric uncertainties and unmodeled dynamics are taken into account in [5] . The work in [32] considers nonlinear (polynomial) systems with perturbations described by IQCs. However, the work in [32] only considers bounds on the induced L 2 gain on the infinite time horizons. Computation of finite horizon robust induced gains and bounds of reachable set of states for uncertain linear time-varying (LTV) systems is proposed in [6] , where dissipation inequalities and IQCs are used.
Another related paper, [7] , provides an approximate analytical polynomial solution to the Hamilton-Jacobi-Isaacs partial differential equations (HJE) for reachable set computation. The approach in [7] enforces the approximate polynomial solution at initial time to stay close to the initial condition of the HJE and disallows the use of Lagrange multipliers in the subsequent sum-of-square optimization. Thus, the results are prone to conservatism for system with high-dimensional state space.
As demonstrated with challenging examples in Section 7, the over-approximations computed in this paper are tight even when the analysis is scaled to the high-dimensional nonlinear systems. Another unique feature of this paper is that it accommodates simultaneously various sources of uncertainty, including uncertain initial conditions, parameters, L 2 disturbances and model perturbations. In addition, the algorithms achieve global optimal solutions, since the computations are formulated as generalized SOS problems, which can be solved effectively by bisection. Other methods mentioned above either require an iterative search between multipliers and storage functions, or omit the multipliers which are of critical importance for achieving tight bounds.
Besides the papers mentioned above, there are many other approaches to reachability analysis. A method is proposed in [14] for computing inner and outer approximations of reachable sets based on interval analysis. An alternative approach in [15] computes the reachable set as the level sets of the solution to Hamilton-Jacobi-Isaacs partial differential equations and the method is implemented in the toolbox [16] . Ellipsoidal methods are described in [17] , [18] for continuous-time and discrete-time linear control systems. A polytope method is introduced in [19] for discrete-time constrained linear systems, and it is implemented in Multi-Parametric Toolbox [20] on MATLAB. Zonotopes, a special class of polytopes, are used in [21] to represent reachable sets of uncertain discrete-time linear systems.
The rest of the paper is organized as follows: A characterization of over-approximations of reachable sets by storage functions under uncertain initial conditions is discussed in Section 3. Section 4 considers the case under both uncertain initial conditions and bounded L 2 disturbances, and this is followed in Section 5 by the method also accounting for bounded parametric uncertainties. Section 6 takes perturbations characterized by IQCs into account. Applications to pedagogical and practical systems are presented in Section 7, including a 7-state F-18 aircraft example with cubic-degree polynomial dynamics.
Notation
R m×n and S n denote the set of m-by-n real matrices and n-by-n real, symmetric matrices. A single superscript index denotes vectors; for example, R m is the set of m × 1 vectors whose elements are in R. RL ∞ is the set of rational functions with real coefficients that have no poles on the imaginary axis. RH ∞ ⊂ RL ∞ contains functions that are analytic in the closed right-half of the complex plane. 
Reachability Analysis with Uncertain Initial Conditions
Consider the nonlinear dynamical systeṁ
with x(t) ∈ R n , and a mapping f : R × R n → R n , which is locally Lipschitz in x and continuous in t. We start with a basic theorem for over-approximating the reachable set from an uncertain initial set, and extend this theorem in several directions in the rest of the paper. Theorem 1. Given initial time t 0 , terminal time T ≥ t 0 , and uncertain initial condition set Ω r 0 0 = {x ∈ R n : r 0 (x) ≤ 0}, if there exists a C 1 time-varying storage function V (t, x) : R × R n → R that satisfies
then x(T ) ∈ Ω V T,0 , for all x(t 0 ) ∈ Ω r 0 0 . Therefore Ω V T,0 is the forward over-approximation of reachable set at time T , for system (1) with the uncertain initial set Ω r 0 0 .
This conclusion follows trivially by integrating constraint A.1
V (T, x(T )) − V (t 0 , x(t 0 )) ≤ 0.
Since x(t 0 ) ∈ Ω r 0 0 ⊆ Ω V t 0 ,0 , we have V (t 0 , x(t 0 )) ≤ 0, and therefore V (T, x(T )) ≤ 0, implying x(T ) ∈ Ω V T,0 . In Theorem 1, constraint A.1 is enforced to hold for all x ∈ R n , which can be restrictive when the storage function V (t, x) is restricted to a subset of C 1 (e.g, a polynomial of fixed degree, which is the ultimate approach used in computation). Instead, we can enforce the constraints locally and define the local region B β (x c ) := {x ∈ R n : x − x c 2 ≤ β}, for some β > 0, x c ∈ R n . We fix a radius β and center x c of this region, and then require that all the zero sublevel sets of a storage function lie in B β (x c ) during a time interval:
When we relax constraint A.1 to hold only locally on B β (x c ), we have the following "local" version of Theorem 1:
Given initial time t 0 , terminal time T ≥ t 0 , and uncertain initial condition set Ω r 0 0 = {x ∈ R n : r 0 (x) ≤ 0}, if there exists a C 1 time-varying storage function V (t, x) : R × R n → R that satisfies
then x(T ) ∈ Ω V T,0 , for all x(t 0 ) ∈ Ω r 0 0 . Therefore Ω V T,0 is the forward over-approximation of reachable set at time T , for the system (1) .
The proof is a special case of the proof of Theorem 3 below, and is omitted. Since we are interested in a tight over-approximation of the reachable set Ω V T,0 , it is a natural choice to express its volume as the objective function to minimize. However, an explicit expression is not available for the volume of Ω V T,0 for a generic storage function. Instead, we introduce an analyst-sepcified shape function q(·) and its corresponding variable sized region Ω q α = {x ∈ R n : q(x) ≤ α}, and enforce Ω V T,0 ⊆ Ω q α , while minimizing α. Then the task is to find a C 1 storage function V : R × R n → R, to solve the following optimization problem High-level optimization problem 1.
To develop a computational procedure using sum-of-squares programming, we now assume that f is polynomial, and restrict the storage function V to be a polynomial with fixed degree. Define a new polynomial p(x) := β 2 − x − x c 2 2 , and note that if a point x ∈ B β (x c ), then p(x) ≥ 0. Also define g(t) := (t − t 0 )(T − t), whose value is greater or equal to zero when t ∈ [t 0 , T ]. The polynomial functions p and g will help us formulate the set containment constraints.
Utilizing the S-procedure to obtain sufficient conditions for the set containment constraints C.1 to C.4, and SOS relaxation for polynomial nonnegativity, we obtain the following SOS optimization problem, which is bilinear because decision variables s 6 (x) and α multiply with each other in the constraint.
By choosing small positive numbers 1 and 2 , the first constraint guarantees that s 1 (x, t) and s 6 (x) cannot take the value of zero. This optimization problem is a special case of a bilinear SOS problem, called generalized SOS programming problem, which allows one decision variable to enter bilinearly in the constraints, and the objective function is the single decision variable. It is proved in [22] that this formulation is quasiconvex, and hence the global optima can be computed by bisecting α.
Reachability Analysis with Uncertain Initial Conditions and L 2 Disturbances
where x(t) ∈ R n , w(t) ∈ R nw , and f : R × R n × R nw → R n . We assume that w ∈ L nw 2 , and
Therefore Ω V T,R 2 is the forward over-approximation of reachable set at time T for the system (2).
Proof. Combining constraints D.1 and D.3, we have
By assumption x(t 0 ) ∈ Ω r 0 0 and hence it follows from constraint D.2 that V (t 0 , x(t 0 )) ≤ 0. Integrating the dissipation inequality yields V (t,
Again, we introduce a variable sized region Ω q α = {x ∈ R n : q(x) ≤ α}, and enforce Ω V T,R 2 ⊆ Ω q α , while minimizing α. Then the task is to find a C 1 storage function V (t, x) : R × R n → R to solve the following optimization problem
If we have apriori knowledge on t t 0 w(τ ) T w(τ )dτ , then a more refined approximation can be computed. For example, if we know a non-decreasing polynomial function h(t) with h(t 0 ) = 0, h(T ) = 1, and
and constraint E.4 can be relaxed as
If we don't have any apriori knowledge of how
which can be more restrictive for the storage function.
With the help of SOS relaxation for polynomial nonnegativity, we formulate constraints E.1, E.2, E.3, E.5 to the generalized SOS optimization problem:
which is a bilinear in s 4 (x) and α. The problem can be solved by bisecting α.
Application to a 2-state example
Consider the following academic example from [1]
where R = 1, T = 1 sec, and we have apriori knowledge on how fast the energy of disturbance w releases:
When B β 1 (x c ) is specified by radius β 1 = 1.1, center x c = [0; 0], solving SOS optimization problem 2 with constraint E.6 (without using the knowledge of h(t)) cannot give a feasible solution, since the size of B β 1 (x c ) is too small and restrictive for constraint E.6 to hold. With the same B β 1 (x c ), if constraint E.4 is relaxed to constraint E.5, and solving the SOS optimizaiton problem 2 using the knowledge of h(t) gives a tight over-approximation of the reachable set at t = 1 sec, which is shown with the black curve in Figure 1 . Although using a larger B β 2 (x c ) (choosing β 2 = 1.5) and solving SOS optimization problem 2 with constraint E.6 gives a feasible solution, the resulting over-approximation is more conservative, which is shown with the purple curve in Figure 1 .
In Figure 1 , the green points are simulation points at t = 1 sec. They are generated by simulating the system with initial conditions inside the Ω r 0 0 , which is shown with the red curve, using disturbance signals w satisfying
We can see that all the green points are inside the black/purple overbounds at t = 1 sec.
Reachability Analysis with Uncertain Initial Conditions, L 2 Disturbances and Parameters
where Figure 1 : Over-approximation of reachable set at T = 1 sec for the 2-state example with uncertain initial conditions and L 2 disturbance.
Therefore Ω V T,R 2 is the forward over-approximation of reachable set at time T , for the system (3).
The proof is similar to the proof of Theorem 3, and is omitted. Again, introduce the variable sized region Ω q α , and redefine the problem as finding a C 1 storage function to solve the following optimization problem High-level optimization problem 3.
With the help of SOS programming, we formulate the constraints G.1 to G.4 to be the optimization problem:
which is a generalized SOS problem. We can do bisection to search for the optimal α.
A Special Case
Lemma 1. Assume f (t, x, w, δ) is affine in δ and the apriori constraint set ∆ is a bounded polytope. Define the set of its vertices E ∆ := {δ [1] , δ [2] , ..., δ [Nvertex] }, where δ [m] are the vertices of ∆, N vertex is the number of the vertices. If we impose constraint G.1 to hold on E ∆ , then it holds everywhere on ∆.
Proof. See appendix.
Since f (t, x, w, δ) is affine in δ, denote f (t, x, w, δ) = f 0 (t, x, w)+F (t, x, w)δ. As a result, the SOS problem can be simplified as
which doesn't introduce δ as a polynomial variable.
Remark 2. Since the storage function doesn't depend on δ, it might introduce some conservatism in the reachable set over-approximation. To mitigate this conservatism, we can do a branch-and-bound refinement procedure on ∆ and compute a piecewise-polynomial δ−dependent V . Alternatively we can also introduce δ as a polynomial variable to the SOS problem and use the storage function V (t, x, δ), which will increase the computation time drastically.
Reachability Analysis with Uncertain Initial Conditions, L 2 Disturbances and Perturbations
Consider the uncertain nonlinear system shown in Figure 2 , which is an interconnection F u (G, ∆) of a nominal system G and a perturbation ∆. The dynamics of the nominal nonlinear dynamical system G arė
The perturbation is an operator ∆ : L nv 2 [t 0 , T ] → L n l 2 [t 0 , T ], and l = ∆(v). For brevity we drop uncertain parameters in this formulation; however, they can be dealt with as discussed in Section 8. The inputs and outputs of ∆ are filtered through an LTI system Ψ with zero initial condition x ψ (0) = 0. The dynamics of Ψ arė
and M : [t 0 , T ] → S n is piecewise continuous. We use the notation ∆ ∈ I(Ψ, M ) to indicate that ∆ satisfies the corresponding IQC.
There is a large library of IQCs for various types of perturbations ∆ [33] . It is common to formulate optimization problems that search over combinations of valid IQCs. Specifically, let {(Ψ k , M k )} N k=1 be a collection of valid time-domain IQCs for a particular ∆. If z k is the output of the filter Ψ k and λ 1 , ...., λ N are non-negative scalars then it follows that:
In other words, a conic combination of time-domain IQCs is also an IQC. This conic combination can be represented as Ψ := [Ψ 1 ; ...; Ψ N ] and M := blkdiag(λ 1 M 1 , ..., λ N M N ). The scalars λ 1 , ...λ N ≥ 0 are typically decision variables in an optimization used to find the best IQC for the robustness analysis. In this parameterization Ψ is fixed and M is a linear function of variables λ 1 , ..., λ N subject to non-negativity constraints. More general IQC parameterizations can be found in [31] . These more general parametrizations consist of a fixed filter Ψ and M in a feasible set M described by linear matrix inequality (LMI) constraints.
We redefine the problem as finding a C 1 storage function to solve the following optimization problem High-level optimization problem 4.
Examples
A workstation with four 2.7 [GHz] Intel Core i5 64 bit processors and 8[GB] of RAM was used for performing all computations in the following examples. The SOS optimization problem is formulated and translated into SDP using the sum-of-square module in Yalmip [28] on MATLAB, and solved by the SDP solver Mosek [29] . Table 1 shows the degree of polynomials we chose, and the computation time it took for each example. The dynamics f in the following examples are all time-invariant, but since our reachability analysis is addressed in finite time horizon, we use time-varying storage functions in each example.
An example from the literature
An academic example, proved in [30] to be globally stable at the origin, iṡ
We carry out reachability analysis on this 6-state cubic-degree system with uncertain initial condition set around the origin. The uncertain initial set Ω r 0
The results of reachability analysis by solving SOS optimization problem 1 for the system at T = 1 sec with uncertain initial conditions is shown in Figure 3 . 
NASA's Generic Transport Model (GTM) around straight and level flight condition
The GTM is a remote-controlled 5.5% scale commercial aircraft [23] , [24] . Its dynamical model [25] 
where U, α, q, θ, are air speed (m/s), angle of attack (rad), pitch rate (rad/s) and pitch angle (rad) respectively. The control inputs are elevator deflection δ elev (rad) and engine throttle δ th (percent). The drag force D (N), lift force L, and aerodynamic pitching moment M (N m) are given by D =qSC D (α, δ elev ,q), L =qSC L (α, δ elev ,q), and M =qScC m (α, δ elev ,q),whereq := 1 2 ρU 2 is the dynamic pressure (N/m 2 ), andq := (c/2U )q is the normalized pitch rate (unitless). C D , C L , and C m are unitless aerodynamic coefficients computed from look-up tables provided by NASA.
A degree-7 polynomial model, provided in [26] , is obtained after replacing all nonpolynomial terms with their polynomial approximations. The polynomial model takes the forṁ
The following straight and level flight condition is computed for this model: U t = 45 m/s, α t = 0.04924 rad, q t = 0 rad/s, θ t = 0.04924 rad, with δ elev,t = 0.04892 rad, and δ th,t = 14.33%. The subscript t denotes a trim value. A 4-state, degree-6 polynomial closed-loop longitudinal model is extracted from the 4-state, degree-7 polynomial model by holding δ th at its trim value, applying a proportional pitch rate feedback δ elev = K+ δ elev,t = 0.0698q + δ elev,t , and retaining terms up to degree-6. This degree 6 closed-loop model is denoted asẋ = f 6 (x), with four states [U, α, q, θ] T .
Reachability analysis for GTM with uncertain initial conditions
We carry out reachability analysis on the 4-state, degree-6 closed-loop modelẋ = f 6 (x) around its trim point. The uncertain initial set Ω r 0
0} is a 4-dimensional ellipsoid inside the region of attraction and is slightly smaller than the region of attraction, where C = diag(20 2 , (20π/180) 2 , (50π/180) 2 , (20π/180) 2 ), x t is the trim point.
To improve the numerical conditioning, we define the scaled states x scl = N −1 x, where we set N = diag(20, 20π/180, 50π/180, 20π/180), since 20 m/s, 20π/180 rad, 50π/180 rad/s, 20π/180 rad are farthest distances observed in simulation that each state can be away from their trim point value given the initial condition set Ω r 0 0 . Then we have the dynamics for the scaled statesẋ
and this scaled dynamics is the one we will use in the SOS optimization problem. Before scaling, the coefficients of f 6 (x) vary from 1.6 × 10 −5 to 4.5 × 10 1 ; After scaling, they vary from 4.5 × 10 −3 to 1.8 × 10 1 . Before plugging in the expressions of Ω r 0 0 , Ω q α , B β (x c ) into the SOS optimization problem, the parameters were scaled accordingly. Figure 4 and Figure 5 show the over-approximation of reachable set in α − q space and U −θ space respectively, at different simulation times. The red line is a slice of the initial set Ω r 0 0 . The black line is a slice of over-approximation of reachable set Ω V T,0 . The blue dashed line is a slice of Ω q α . Green points are simulation points at the indicated time, starting within the initial set Ω r 0 0 at t = 0. The cross is the trim point. 
Reachability analysis for GTM with uncertain initial conditions and L 2 disturbance
A 4-state, single input, degree-3 polynomial modelẋ = f 3 (x, u) is obtained from the 4state degree-7 modelẋ = f 7 (x, u) mentioned above. To save computation time, reachability analysis is conducted on this degree-3 model rather than the degree-6 model, with the same initial condition set Ω r 0 0 as that from the previous section. But an input disturbance w at the elevator channel is taken into consideration of analysis this time. The control input becomes δ elev = K+ δ elev,t + w = 0.0698q + δ elev,t + w. Figure 6 shows reachability analysis at time T = 0.4s with uncertain initial conditions and disturbances of different L 2 norms. Since δ enters system f (t, x, w, δ) linearly, then we only need to impose constraint G.1 to hold on E ∆ = {0.9, 1.1}, rather than for all δ ∈ ∆. The result is shown in Figure 7 . The uncertain GTM system is shown in Figure 8 . In addition to the L 2 disturbance w, we assume that there is some LTI uncertainty ∆ with ∆ ∞ ≤ σ in the elevator actuator, where σ > 0. The signal that goes into the elevator channel is As a result, we have σ 2 I nv − ∆(jw) * ∆(jw) 0, ∀w, which is exactly our assumption ∆ ∞ ≤ σ.
A typical choice for Ψ 11 is [31] Ψ v 11 = 1, 1 (s+p) , · · · , 1 (s+p) v T , with p > 0.
In this example, we fix v = 1, p = 1, and optimize over M 11 0. The results are shown in Figure 9 . The given initial set Ω r 0 0 = {x ∈ R 7 |(x − x t ) T C −1 (x − x t ) − 1 ≤ 0} is a 7-dimensional ellipsoid inside the region of attraction and it is slightly smaller than the region of attraction, where C = diag((10π/180) 2 ,(25π/180) 2 , (35π/180) 2 , (30π/180) 2 , (15π/180) 2 , (25π/180) 2 , (20π/180) 2 ), x t is the trim point of the states. Again, in order to improve the numerical conditioning, we scale the states x scl = N −1 x, where N = diag(10π/180, 25π/180, 35π/180, 5π/180, 15π/180, 25π/180, 20π/180). Figure 10 and Figure 11 show the over-approximation of reachable set in β − α space and p − r space respectively, at different simulation times. The red line is a slice of initial set Ω r 0 0 . The black line is a slice of over-approximation of reachable set Ω V T,0 . The blue dashed line is a slice of Ω q α . Green points are simulation points at the indicated time. The cross is the trim point. 
Conclusion and Extensions
We proposed a method of computing forward over-approximations of reachable sets using time varying storage functions that satisfy "local" dissipation inequalities. Our formulation allows continuous polynomial nonlinear dynamical systems with uncertain initial conditions, L 2 disturbances, parametric uncertainties and perturbations described by IQCs. SOS programming and S-Procedure are used in deriving the algorithms. We applied this method to several examples including aircraft models. Below we discuss several straightforward extensions.
Adding parametric uncertainty to Section 6
In Section 6, for brevity, we didn't consider uncertain parameters in the analysis. Assume we know the set where the parameters lie δ ∈ ∆ = {δ|N (δ) ≥ 0}, we can incorporate parameters by modifying constraint H. Incorporating L ∞ constraints on w
In this paper, we only considered disturbances with L 2 constraints. But in many practical cases, we may have the knowledge of the maximum Euclidean norm of the disturbances as well. To incorporate L ∞ constraints in our reachability analysis framework, we assume w(t) T w(t) ≤ γ, ∀t ∈ [0, T ], and rewrite constraint E.4 as
This set containment constraint can be easily formulated into SOS problem with the help of a new polynomial h(w) := γ − w T w.
Backward vs. Forward Reachability
Our method for computing over-approximations of forward reachable sets can be extended to compute the backward reachable set for a system with a given terminal set, which might be an obstacle to avoid or some target region for a system to reach. Assume system (1), initial time t 0 , terminal time T , and target set Ω r T 0 are given. We want to find a C 1 storage function V (t, x) : R × R n , such that the volume of backward under approximation of reachable set Ω V t 0 ,0 can be maximized. A shape function q is chosen by the user, and its corresponding variable sized region Ω q α is contained in Ω V t 0 ,0 . By maximizing α, the volume of Ω V t 0 ,0 can be maximized. The optimization problem is formulated as follows
High-level optimization problem 5. Assume that dynamics f is polynomial, and storage function V is restricted to be polynomial. Similar to SOS optimization problem 1, we can formulate the set containment conditions into the following bilinear SOS programming problem SOS optimization problem 6. 
