Abstract. We study functorial properties of the spaces R(X), which have been recently introduced as a central tool in the analysis of the Hardy operator minus the identity on decreasing functions. In particular, we provide conditions on a minimal Lorentz space Λ ϕ so that the equation R(X) = Λ ϕ has a solution within the category of rearrangement invariant (r.i.) spaces. Moreover, we show that if R(X) = Λ ϕ , then we can always take X to be the minimal r.i. Banach range space for the Hardy operator defined in Λ ϕ .
Introduction
Let X be a rearrangement invariant space (r.i.) on (0, ∞), satisfying that the function 1/(1 + s) ∈ X. Associated with X, we can consider the space R(X), introduced in [17] (which appears naturally in the study of the norm of the Hardy operator minus the identity in the cone of radially decreasing functions [3] ). This is defined as the minimal Lorentz function space Λ W X , with is a quasi-Banach space which need not be locally convex (cf. [6] ).
For a given r.i. space X, the fundamental function ϕ X is defined as ϕ X (t) = χ A X , where |A| = t.
On an r.i. space, this expression is independent of the set A, so ϕ X is a well-defined quasi-concave function. This allows us to consider the minimal and maximal spaces associated with X: Λ(X) = Λ ϕ X and M(X) = Λ ϕ X . It is well known (see [2] ) that for every r.i. space X we have
Now, as noted in [14] , if the space X satisfies the condition mentioned above that g(s) = 1/(1 + s) belongs to X, then we can extend this chain of inclusions as follows
R(X) ⊂ Λ(X) ⊂ X ⊂ M(X).
It was proved in [14] that every W X as in (1) satisfies W X (t) ≥ Ct log(1 + 1/t), for some constant C > 0. Our main interest is to consider a converse result, namely, whether every Lorentz function space Λ ϕ whose fundamental function ϕ satisfies the inequality (3) ϕ(t) ≥ Ct log(1 + 1/t), can be equal to R(X), for some r.i. X. It is known that this question has a positive answer if the upper fundamental index of the space X (see [2] )
log s , where ϕ X (s) = sup t>0 ϕ X (st) ϕ X (t) , satisfies β X < 1. Indeed, [14, Theorem 2.2] asserts that β X < 1 is actually equivalent to the identity R(X) = Λ(X). Therefore, in this case, R is constant on all r.i. spaces having the same fundamental function ϕ; i.e., those X for which Λ ϕ ⊂ X ⊂ M ϕ [2] . In our study of the equation R(X) = Λ ϕ , we will elaborate first on its connection with the optimal range for the Hardy operator on Λ ϕ (provided such space exists). This will allow us to find a solution to the equation when the space X is only an r.i. quasi-Banach space. In the remaining sections we will provide conditions on a quasi-concave function ϕ satisfying (3) in order to have Λ ϕ = R(X), with X being a Marcinkiewicz space or a Lorentz space.
The terminology used in this paper follows the monograph [2] , to which the reader is referred for further explanations concerning rearrangement invariant spaces and related concepts.
Optimal range for the Hardy operator
We recall the definition of the Hardy operator in R + :
(4) Sf (t) = 1 t t 0 f (r)dr.
A simple calculation shows that, for any s, t > 0, then
where g and E t are defined as in (1) . This remark yields the following important fact.
Lemma 2.1. Let ϕ be quasi-concave and X an r.i. Banach space. The following are equivalent:
Proof. By definition, R(X) is the Lorentz space Λ W X , where [6] . This shows the equivalence of (i) and (ii).
The implication (iii) ⇒ (ii) is immediate. Let us now see that (ii) implies (iii). First, notice that for a measurable set A, with measure |A|, we have that
where λ f (t) = |{x : |f (x)| > t} is the distribution function of f then, it follows that
The equivalence of conditions (i) and (iii) suggests that, in order to obtain an equality in (i), we should consider the optimal range for the Hardy operator (4) on Λ ϕ .
Definition 2.2. Given a quasi-concave function
Note that the minimal space R[S, Λ ϕ ] may not exist in general. However, we will see in Theorem 2.3 that the existence of this space is equivalent to condition (3) .
As far as we know, the problem of determining the optimal space Y (among r.i. spaces) such that S : Λ ϕ → Y is bounded has not been studied before. An easy duality argument (using that Λ ′ ϕ = M ϕa ) relates this problem with that of finding the optimal r.i. space X such that S ′ : X → M ϕa is bounded, where ϕ a (t) = t/ϕ(t) and S ′ is the conjugate Hardy operator:
If the minimality condition we consider here is relaxed, and one looks for an optimal domain or range space among the class of all Banach lattices (or Banach function spaces), then vector measure techniques are used to characterize these cases (see [13] and the references therein). However, note that in fact, as pointed out in [7] , the optimal domain for the Hardy operator is never an r.i. space. Similar questions, related to optimal Sobolev embeddings for r.i. spaces, were also considered in [8] .
In [11] and [12] this kind of optimal range (respectively domain) problems within the class of Banach lattices were studied for the Hardy operator and L p spaces. We now characterize the existence of R[S, Λ ϕ ] and show an explicit description of its norm: 
endowed with the norm
Proof. Assume ϕ satisfies (3). Let us start by proving that · X actually defines a norm. It is trivial that f X = 0, when f = 0 and that λf X = |λ| f X . Now, suppose that f X = 0. Then, there exists g n in Λ ϕ , with f * * ≤ (Sg n ) * * , such that g n Λϕ → 0. Observe that, since ϕ(t) t log(1 + 1/t) ≈ Sχ [0,t] L 1 +L ∞ and using Lemma 2.1[(ii)⇒(iii)], we have that
Now, to prove the triangle inequality, take f 1 , f 2 ∈ X. For each pair of decreasing functions g 1 , g 2 in Λ ϕ , such that f * * i ≤ (Sg i ) * * for i = 1, 2, we have that
Therefore,
, and since this holds for every g 1 , g 2 ∈ Λ ϕ such that f ≤ (Sg i ) * * , we get that
Hence · X defines a norm in X, which is clearly rearrangement invariant. Let us see now that with this norm X is also complete.
Suppose f n is a sequence in X with ∞ n=1 f n X < ∞, then we want to prove that ∞ n=1 f n converges in X. Splitting the sum into its positive and negative parts we can assume that f n are all positive functions. By hypothesis, for each n let g n be a decreasing function in Λ ϕ with f * * n ≤ (Sg n ) * * and g n Λϕ ≤ f n + 2 −n .
In particular,
and since Λ ϕ is complete, then the series
and we conclude that
* * point-wise (as n → ∞.) On the other hand, for each n ∈ N we have 
which implies that f Y ≤ S f X ; i.e., X ⊂ Y . This proves the minimality condition, and hence R[S, Λ ϕ ] coincides with X. Conversely, if the minimal range space R[S, Λ ϕ ] exists, in particular we have that
and by Lemma 2.1 we obtain that t log(
Note that by Lemma 2.1[(iii)⇒(i)], it follows that, if ϕ satisfies (3), we always have
. As an immediate application we get:
Therefore, by the monotonicity of the operation R, it holds that
In particular, this shows that, provided ϕ satisfies (3), the equation R(X) = Λ ϕ has a solution if and only if X = R[S, Λ ϕ ] is a solution (though it may not be the only one). (ii) There exists a constant C > 0 such that, for any t > 0, if a decreasing function g t satisfies that
for every s > 0, then
(iii) There is a constant C > 0 such that, if g is a decreasing function with
for every s > 0, then for every t > 0 it also satisfies
Proof. Using Corollary 2.4, we know that R(X) = Λ ϕ has a solution if and only if
. Moreover, we always have
The converse embedding is equivalent to
But, a straightforward computation shows that a decreasing function g t satisfies (Sχ (0,t) ) * * ≤ (Sg t ) * * if and only if
This shows the equivalence of the first two statements. The equivalence with the third one follows directly from the fact that the dilation operator E t commutes with the Hardy operator:
Remark 2.6. It is easy to see that, under condition (3), we always have that
* * . Moreover, we can prove the following characterization for the case of equality, in terms of the upper Boyd index α Λϕ [2, §3 Definition 5.12]. Notice that, in general, the relation between the upper fundamental index and the upper Boyd index, for an r.i. space X with fundamental function ϕ X , is given by the inequality β ϕ X ≤ α X [2, pp. 177-178]. When X is a Lorentz space, it is easy to show that, in fact, the equality always holds (examples of non-Lorentz r.i. spaces with strict inequality are known [15] ). This result agrees with the following remark: 
Corollary 2.7. Given ϕ satisfying (3), we have that
does not exist (see also Remark 3.5).
We are now going to see a couple of examples for which the upper Boyd index is equal to 1: 
For the converse inclusion, since R(M ψ ) = Λ ϕ [14] , using Corollary 2.4 we get that R(R[S, Λ ϕ ]) = Λ ϕ . Thus, by the minimality of M ψ among those spaces with
In fact, since, by definition, R[S, Λ φ ] is an r.i. Banach space, it follows that
Let us prove the converse inclusion. To simplify the notation, set X = R[S, Λ φ ] and let ϕ X denote its fundamental function. Since 
Therefore, for any u > 0,
(see also Lemma 4.4 and Theorem 4.5 for a more general result).
The case of r.i. quasi-Banach spaces
In the context of r.i. quasi-Banach spaces, the equation R(X) = Λ ϕ has always a solution (provided that ϕ is quasi-concave), as the following result shows. Proof. A simple calculation shows that
It is known [16] 
which is equivalent to the boundedness of S : Λ ϕ → Λ ϕ . This condition is also characterized in terms of the upper Boyd index of Λ ϕ by means of the inequality
, we obtain in this case that, whenever
As in Theorem 2.3, we can also consider the optimal r.i. quasi-Banach space X such that the operator S : Λ ϕ → X is bounded. Let us denote this space by 
Proof. It is straightforward to check that · Y defines an r.i. quasi-norm. Let us prove now that Y is complete. To see this, first note that by Aoki-Rolewicz's theorem [9] there exists 0 < p < 1 such that · Y is equivalent to a p-norm · 0 (i.e., x + y 
and by completeness of
Moreover, since
For k ∈ N, let us denote
By [5] , for every m we have
Therefore, we have
so by the definition of the norm, and taking into account that the dilation operator is bounded in Y ,
which goes to 0, as n → ∞, since ∞ j=1 g j p Λϕ < ∞ and x log(C/x) x p , if 0 < x < C and 0 < p < 1. Thus, we have seen that Y is complete and hence it is an r.i. quasi-Banach space.
Let us see now that the Hardy operator is bounded S : Λ ϕ → Y . Indeed, for any f ∈ Λ ϕ :
Now, suppose S : Λ ϕ → X is bounded, and let us see that Y ⊂ X. In fact, for f ∈ R q [S, Λ ϕ ], and any g ∈ Λ ϕ such that f * ≤ Sg * , we have that f X ≤ Sg * X ≤ S g Λϕ . Therefore, taking the infimum over all such g we get that f X ≤ S f Y . Proof. For any t > 0 we have that
Similarly, if f ∈ Λ ϕ is such that (E 1/t g) * ≤ Sf * , then χ * * [0,t] ≤ cf * * . By [2, §3 Theorem 2.10], this yields
Notice that, in fact, we have the following embedding.
Proposition 3.4. For a quasi-concave function ϕ it holds that
is bounded, and in particular since Λ ϕ ⊂ M ϕ , so is 
Let us now see that
concluding thus the proof. To this end, take f ∈ L 1,∞ , f L 1,∞ = 1, and satisfying that lim t→0 + tf * (t) = 0. Our goal is to find g ∈ L 1 such that f * ≤ S(g * ). For 0 < t < 1, define h(t) = sup 0<s<t (sf * (s)), which is an increasing, positive function and tf * (t) ≤ h(t), 0 < t < 1. By the definition of h, and the hypothesis on f , it is easy to see that h(0 + ) = 0. Also, without loss of generality we may assume that h is absolutely continuous. Now, define
It is clear that g ∈ L 1 and, for 0 < t < 1,
and, for 1 ≤ t < ∞,
Therefore, f * (t) ≤ S(g * )(t), for every t > 0.
Marcinkiewicz spaces
In this section we introduce the auxiliary function ϕ, which will allow us to find a new approach for the study of the equation R(X) = Λ ϕ . One of the main reasons to consider this new function is the fact that it is equivalent to the fundamental function of R[S, Λ ϕ ] (Proposition 4.6).
Let ϕ : R + → R + ∪ {0} be a quasi-concave function. Let us consider the function
tϕ(r) r log(1 + t/r) , which clearly satisfies ϕ(t) ϕ(t).
Lemma 4.1. Let ϕ be as in (5). Then, (i) ϕ(t) is increasing. (ii) ϕ(t)/t is decreasing. (iii)
If there is a constant C > 0 such that, for every t > 0, ϕ(t) ≥ Ct log(1+1/t), then ϕ(t) ≥ C min{1, t}. In particular, ϕ(t) = 0 for t > 0.
Proof. (i) Given s < t it holds that
since ϕ is increasing.
(ii) This is a direct consequence of the fact that log(1 + t) is increasing.
(iii) By hypothesis, it holds that
Moreover, since ϕ(t) is increasing and ϕ(t)/t is decreasing, we have ϕ(t) ≥ C, for every t ≥ 1 and ϕ(t) ≥ Ct, for every t ≤ 1. Hence, for every t > 0 we have 
Proof. Observe that, by Lemma 4.1, ϕ is a quasi-concave function. We will prove that W M ϕ (t) ≤ ϕ(t), for t > 0. Indeed,
Moreover, the function ϕ has the following maximal property.
Lemma 4.4. Let ϕ satisfy (3).
If for some φ we have Λ ϕ ⊂ R(M φ ), then φ ϕ, and hence
In other words, ϕ is maximal among the set of quasi-concave functions φ satisfying
Proof. Suppose Λ ϕ ⊂ R(M φ ). Then, for every t > 0 we have that
Hence, for every u, t > 0 we have
, and, taking the infimum over t > 0, we conclude that φ(u) ϕ(u), as claimed. 
.
(iv) There exist sequences of positive real numbers
Proof. (i) ⇔ (ii): Let us suppose first that Λ ϕ = R(M φ ) for some φ. Then, by Lemma 4.4, it follows that φ ϕ. So we have that M ϕ ⊂ M φ . Now, this fact, together with Lemma 4.3 yield
Since by hypothesis Λ ϕ = R(M φ ), we must also have Λ ϕ = R(M ϕ ). This proves the implication (i) ⇒ (ii). Since the converse is immediate, both are equivalent.
(ii) ⇔ (iii): By Lemma 4.3, we have Λ ϕ = R(M ϕ ) if and only if there is K > 0 such that ϕ(t) ≤ KW M ϕ (t), for every t > 0. This means that
which is equivalent to (iii).
(ii) ⇔ (iv): Suppose first that there exist sequences of positive real numbers (a k ),
in particular, for u = a j , we have
This holds for every j, so we also get that W M ϕ (t) ϕ(t). Since the reverse inequality holds by Lemma 4.3, we have that
Now, since ϕ is quasi-concave, by [4, Proposition 3.2.6] (see also [10] ) there is an increasing sequence (t k ) k∈Z of positive numbers such that ϕ(t 2k+2 ) ≈ ϕ(t 2k+1 ), ϕ/(t 2k )t 2k ≈ ϕ/(t 2k+1 )t 2k+1 and
In particular, we have
Notice also that in Theorem 4.5, the best constant K appearing in (iii) coincides with the best norm of the isomorphism between Λ ϕ and R(M ϕ ).
We prove next a very important feature of the function ϕ, namely that it coincides with the fundamental function of the optimal range R[S, Λ ϕ ]. Proposition 4.6. Given ϕ satisfying (3), we have that
Proof. First, note that by Lemma 4.3 we have Λ ϕ ⊂ R(M ϕ ). Hence, by Lemma 2.1 we have that the operator S : Λ ϕ → M ϕ is bounded. Therefore, we must have
. Since ϕ satisfies (3), we have that
Hence, it follows that
Therefore, by Lemma 4.4, we have that ϕ(t) ψ(t) = ϕ R[S,Λϕ] (t), as claimed.
We know [14, Theorem 2.2] that in the case when β ϕ < 1, then R(X) = Λ ϕ for every r.i. space with fundamental function equivalent to ϕ. In particular, we have R(M ϕ ) = Λ ϕ , so by Theorem 4.5 we also have R(M ϕ ) = Λ ϕ . We will see now that, in fact in this case, ϕ ≈ ϕ.
Recall that given a quasi-concave function ϕ we define [2] 
which is a submultiplicative function (it is actually the smallest submultiplicative function larger than ϕ).
Lemma 4.7. Let ϕ be a quasi-concave function satisfying (3) . Then,
Proof. (i) By definition, for every s > 0 we have
where we just picked r = us to get the last inequality.
(ii) Follows immediately from (i).
(iii) Since ϕ(t) ϕ(t), then the equivalence of these two functions holds if and only if
for every t > 0. This is the same as ϕ(t) ϕ(t/s)
for every s, t > 0. Equivalently, this means that
Theorem 4.8. Let ϕ be a quasi-concave function satisfying (3) . We have that β ϕ < 1 if and only if ϕ(t) ≈ ϕ(t).
Proof. First, let us suppose that β ϕ < 1. Hence, by [14, Theorem 2.2]
In particular, by Theorem 4.5 we also have
On the other hand, by Lemma 4.7 (ii) it holds that β ϕ < 1, which, by [14, Theorem 2.2] implies that
Now, putting together (6)- (8) we get that Λ ϕ = Λ ϕ , which is equivalent to ϕ(t) ≈ ϕ(t). Conversely, if the equivalence ϕ(t) ≈ ϕ(t) holds, then by Lemma 4.7 (iii) we now that ϕ(t) t log(1 + t) , for every t > 0. Let us consider a > 1 large enough so that ϕ(a) < a. We have that
Since ϕ(a) < a, this is a convergent series, and using [2, §3 Lemma 5.9] we conclude that β ϕ < 1.
Note that for a quasi-concave function ϕ(t) satisfying (3), then:
In the following results we study the equality cases in (9), and prove some important properties of the solution R(X) = Λ ϕ for the corresponding spaces:
Proposition 4.9. The equivalence
holds if and only if ϕ(t) ≈ max{1, t}. Moreover, if ψ(t) = t/log(1 + t), then the Marcinkiewicz space M ψ is minimal among the r.i. Banach spaces X satisfying that
Proof. It is easy to see that if ϕ(t) = max{1, t}, then the equivalence ϕ(t) ≈ ψ(t) holds. Let us now prove the converse result. We have that ϕ ≈ ψ if and only if there is some constant C > 0 such that ϕ ≥ Cψ(t). This means that and we get that max{1, t} ϕ(t). The converse inequality is always true for a quasi-concave function.
Suppose now that X satisfies that R(X) = L 1 ∩ L ∞ . Then R(X) = {0} and, by the minimality of M ψ [14, Proposition 3.5] among the r.i. Banach spaces with this property, we have that M ψ ⊂ X as claimed.
Proposition 4.10. If ϕ(t) ≈ t log(1 + 1/t), then ϕ(t) ≈ min{1, t} and, moreover,
Proof. That ϕ(t) ≈ min{1, t} is an easy calculation. Now, recall that we have already seen in Example 2.10 that
Moreover, let ϕ X denote the fundamental function of this space. Since X ⊂ M ϕ X we have that
Hence, by Lemma 4.4, we conclude that
Since ϕ(t) = min{1, t}, it follows that
Example 4.11. We have seen in Theorem 4.8 that if β ϕ < 1, then R(M ϕ ) = Λ ϕ . Propositions 4.9 and 4.10 show that this also holds for particular choices of ϕ with β ϕ = 1. Let us see one further example. If ψ(t) = t/log(1 + t), then β ψ = 1 and ψ(t) = t sup r>0 log(1 + t/r) log(1 + r) .
We observe that the function f r (t) = log(1 + t/r) log(1 + r) satisfies that f t (r) = f t (t/r), and hence the supremum is attained when r = t/r; i.e., r = √ t. Therefore,
An easy calculation now shows that
We are going to analyze another approach in order to study the validity of the equation R(M ϕ ) = Λ ϕ . First, we recall that there is a canonical involution in the cone of quasi-concave functions so that, for each such ϕ, we can consider ϕ i defined by
which is also quasi-concave. We now set
Theorem 4.12. Let ϕ a quasi-concave function satisfying (3) and let ϕ △ be as in (10) . Then,
Proof. We have seen in (9) that if ϕ(t) t log(1 + 1/t), then ϕ(t) is quasi-concave and ϕ(t) t/log(1 + t), from where it follows that ϕ △ (t) t log(1 + 1/t), which is (i).
We now prove (ii):
Let us prove (iii): By Lemma 4.3 we have that W M ϕ (t) ≤ ϕ(t), and hence, using (ii) and the involution property:
For the converse inequality, we apply again Lemma 4.3, but with the function ϕ △ ; that is; ϕ △△△ (t) = W M ϕ △ (t) ≤ ϕ △ (t). 
Lorentz spaces
In this section we study under which conditions we have that, given a quasiconcave function ϕ satisfying (3), there exists a Lorentz space Λ ψ such that Λ ϕ = R(Λ ψ ). Example 5.2. If β ϕ < 1, then we know that R(Λ ϕ ) = Λ ϕ . If, for example, we take ϕ(t) = t log(1 + 1/t), for which β ϕ = 1, thenφ(t) = t/(t + 1) ≈ min{1, t}, which satisfies the hypothesis of Theorem 5.1. Hence Λ ϕ = L 1 + L ∞ and R(Λ ϕ ) = Λ t log(1+1/t) . where (t k ) k∈Z is a sequence in (0, ∞) with lim k→−∞ t k = 0 and lim k→+∞ t k = +∞. Moreover, we can assume that lim s→∞ φ(s)/s = 0, since otherwise we can write Λ φ = Λ φ 0 ∩ L 1 and Hence, we can take a k = t k , b k = φ(t k )/t k and c = φ(0 + ) so that ϕ(t) ≈ c + t k∈Z b k log 1 + a k t .
For the converse, assume now that such sequences exist so that ϕ(t) ≈ c + t
Now, it is straightforward to check that Λ ϕ = R(Λ φ ).
