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Abstract
Lean, Green, and Lifetime Maximizing




Mobile sensors are located on a barrier represented by a line segment, and
each sensor has a single energy source that can be used for both moving and
sensing. Sensors may move once to their desired destinations and then cov-
erage/communication is commenced. The sensors are collectively required to
cover the barrier or in the communication scenario set up a chain of commu-
nication from endpoint to endpoint. A sensor consumes energy in movement
in proportion to distance traveled, and it expends energy per time unit for
sensing in direct proportion to its radius raised to a constant exponent. The
first focus is of energy efficient coverage. A solution is sought which mini-
mizes the sum of energy expended by all sensors while guaranteeing coverage
for a predetermined amount of time. The objective of minimizing the maxi-
v
mum energy expended by any one sensor is also considered. The dual model
is then studied. Sensors are equipped with batteries and a solution is sought
which maximizes the coverage lifetime of the network, i.e. the minimum life-
time of any sensor. In both of these models, the variant where sensors are
equipped with predetermined radii is also examined. Lastly, the problem of
maximizing the lifetime of a wireless connection between a transmitter and a
receiver using mobile relays is considered. These problems are mainly exam-
ined from the point of view of approximation algorithms due to the hardness
of many of them.
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Battery lifetime is a significant bottleneck on wireless sensor network perfor-
mance. Consequently, one of the fundamental problems in sensor networks
is optimizing battery usage when accomplishing fundamental tasks such as
covering, monitoring, tracking, and communicating.
This work studies the problem of optimizing battery usage when covering
a boundary or a barrier by mobile sensors. Examples of barrier coverage
include covering borders, bridges, coastlines, railroads, supply chains, etc.
Often by covering region boundaries, the benefit of protecting the interior is
gained as any intrusion from the exterior can be detected.
One example of barrier coverage with the intent of protecting the interior
is the United States’ and now apparently India’s use of unattended ground
1
CHAPTER 1. INTRODUCTION 2
sensors (UGSs) for border patrol [1]. These sensors are planted partially
underground along a border and can monitor an area of about 3 kilometers.
They can detect movement by man or machine and are able to take a photo
of a possible intruder and relay it back to a central commander. Maintaining
the life of these sensors for as long as possible is paramount as the death of
any one of these sensors exposes the interior to possible intrusion.
Sensors have also been used in barrier coverage for forest fire detec-
tion [26]. In particular, if a region is to be monitored for the spread of
fire into the region, sensors can be placed along the region’s border in order
to detect the spread of fire from the exterior to the interior. Sensors may
also be used in barrier coverage with the intent of monitoring the barrier.
An example of coverage with just the intent of monitoring the barrier is the
deployment of sensors on bridges such as the Golden Gate Bridge in San
Fransisco to monitor the material health of the bridge [33].
This work also considers the problem of maintaining a straight-line chain
of communication from a transmitter to a receiver for as long as possible using
mobile relays (sensors which relay information). Information is transferred
from relay to relay until it reaches the receiver. The radius of communi-
cation of a sensor is the distance to its rightmost neighbor (the length of
transmission from the sensor to the next adjacent sensor). The problem is
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theoretically equivalent to coverage of a barrier with mobile sensors, where
sensors are only capable of one-sided coverage, coverage to the right. Placing
relays along a line of communication from transmitter to receiver can signif-
icantly lengthen communication lifetime as the transmission distance of the
transmitter is drastically shortened from being to the reciever to being to
the next adjacent relay. Mobility can be additionally harnessed to further
optimize transmission lifetime over strictly stationary solutions.
One application of such a model is creating a chain of communication from
a transmitter to a receiver located deep in a narrow mine. Mobile relays can
move along a track or path to specified locations to relay the signal which
may not otherwise reach the receiver. These relays are battery powered and
battery is drained by moving and by relaying the signal. Where should the
relays move to, in order to optimize communication lifetime?
Most previous research has implicitly assumed a two battery model, in
which there is a battery for movement and a separate battery for sens-
ing/communicating. These works attempt to optimize on only one of these
parameters. This work considers a model where energy is consumed by sens-
ing and movement from a single battery source as is most commonly the
architecture [3] and hence has most relevance to application. The optimiza-
tion attempts to balance the cost of sensing/communicating with the cost of
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movement.
The set up and sense framework is mainly studied. In this framework, sen-
sors first move to their desired locations and then coverage/communication
commences. Movement drains energy in proportion to distance traveled, and
sensing/communicating drains energy per time unit in direct proportion to a
sensor’s radius raised to a constant exponent. The energy drained in sensing
for a predetermined amount of time from a desired position is the sum of
the energy drained in movement to that position and the energy drained in
sensing/communicating with its coverage radius. Inversly, the lifetime of a
sensor is the initial energy less the energy drained in movement divided by
the energy per time unit drained in sensing.
1.2 Problems
Chapter 2: “Green” Barrier Coverage explores the most energy efficient way
of covering a straight-line barrier for a predetermined amount of time with
mobile sensors given some initial arrangement of these sensors on the barrier.
Two notions of energy-efficiency are explored; the first is minimizing the total
amount of energy expended by all sensors in the network, and the second is
minimizing the maximium amount of energy expended by any one sensor.
The input consists of the initial positions of the sensors, a specified cov-
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erage time t, a cost of movement of a per unit distance traveled -also called
the cost of friction, and an exponent of coverage drain, α. A constraint is
that the barrier must be covered for t time units. In SumVar, the objective
is to find destinations for the sensors and radii which minimize the sum of
energy spent. We seek the solution which spends the least total energy while
covering for t time units. For MaxVar, destinations and radii must also
be found, but the objective is to minimize the maximum energy used. A
solution is sought which does not deplete the energy of any one sensor by too
much.
For the following two problems, along with the initial positions and a
specified coverage time of t being given, an assigned coverage radius for each
sensor is also given. If a sensor is used in coverage, it must cover with its
assigned radius. In SumFix, the goal is to determine destinations and select
a subset of coverage radii (covering sensors) which minimize the sum of the
energy consumed. In MaxFix, the objective is to determine destinations
and select a subset of coverage radii which minimize the maximum energy
consumed by any one sensor. When a specific friction parameter a is consid-
ered, a subscript a is added to the problem name. For example, SumVar0
is SumVar with a = 0.
Chapter 3: Maximizing Barrier Coverage Lifetime entertains the dual ob-
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jective to minimizing the maximum energy (battery) consumed for a specified
lifetime. Namely, it concerns determining the destinations and radii which
maximize the lifetime of coverage given initial battery powers and initial po-
sitions for the sensors. Coverage expires with the death of a sensor as a gap
in coverage is consequently created. A solution is therefore sought which
maximizes the minimum lifetime of any sensor.
The input consists of initial positions of the sensors as well as initial
battery powers. Also, included in the input is a cost of movement of a per
unit distance traveled, and an exponent of coverage drain, α. In theBarrier
Coverage with Variable Radii problem (abbreviated BCVR) the goal
is to find a deployment and radii that maximize the coverage lifetime. In the
Barrier Coverage with Fixed Radii problem (BCFR) an assigned
coverage radius for each sensor is also given. If a sensor is active, it must
use its assigned coverage radius. The objective is to find a deployment of the
sensors and select a subset of coverage radii (covering sensors) that maximize
the coverage lifetime of the network.
Chapter 4: Maximizing Communication Lifetime engages the topic of
maximizing the lifetime of communication between a transmitter and re-
ceiver using mobile relays on a barrier. The input consists of the initial
positions for the relays, the initial battery powers of the relays, a distance D
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between transmitter and receiver, a cost of movement of a per unit distance
traveled, and an exponent of coverage drain, α. In the MaxFD problem, the
objective is to assign destinations to the sensors, with transmission ranges
corresponding to distances between adjacent nodes, such that the lifetime
until the first death of a sensor is maximized. Here it is assumed that once
a relay dies, the communication chain is broken. In the MaxTL problem,
it is assumed that relays can be deployed multiple times and consequently
readjust their transmission ranges after each redeployment. The objective is
to assign time-dependent destinations to the sensors such that the transmis-
sion lifetime, the length of time the transmitter can communicate with the
receiver, is maximized.
1.3 Related Work
It is noted that this dissertation is a compendium of the published works [40,
10] and the preprint [9]. The discussion of related work is naturally organized
into two sections: 1) papers that focus on coverage, and 2) papers that focus
on communication.
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1.3.1 Coverage
Most previous research has implicitly assumed a two battery model, in which
there is a separate battery for movement and a separate battery for sensing.
These works attempt to optimize on only one of the parameters.
Movement Optimization. When only moving is optimized (covering en-
ergy is ignored), the problem is equivalent to having an infinite covering
battery. In our model such problems can be described by setting t = 0. Czy-
zowicz et al. [18] addressed the problem of deploying sensors on a line barrier
while minimizing the maximum distance traveled by any sensor, where radii
are uniform. This is MaxFix1 with uniform radii and t = 0 in our model.
(In this case we may assume without loss of generality that a = 1.) They
provided a polynomial time algorithm for this problem. It follows that there
is a polynomial time algorithm for MaxFix with t = 0 and uniform radii,
for any a ∈ (0,∞). They also gave an NP-hardness result for a variant of
this problem with non-uniform radii in which one sensor is assigned a pre-
determined position. Chen et al. [17] gave a polynomial time algorithm for
the more general case in which the sensing radii are non-uniform, namely
for MaxFix1 with t = 0 and improved upon the running time for MaxFix1
with uniform radii and t = 0.
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Czyzowicz et al. [19] studied the problem of covering a barrier with mobile
sensors with the goal of minimizing the sum of distances traveled by all
sensors. This problem is a special case of SumFix1 in which t = 0 (without
loss of generality a = 1). They present a polynomial time algorithm for
SumFix1 with uniform radii and t = 0, and they also showed that the
non-uniform problem cannot be approximated within a factor of c, for any
constant c.
There are other problem in which movement is optimized. We list sev-
eral examples. Mehrandish et al. [37] considered the same model with the
objective of minimizing the number of sensors which must move to cover the
barrier. Drobev et al. [21] considers the problem of covering a set of bar-
riers attempting to optimize movement costs. Tan and Wu [42] presented
improved algorithms for minimizing the max distance traveled and mini-
mizing the sum of distances traveled when sensors must be positioned on a
circle in regular n-gon position. The problems were initially considered by
Bhattacharya et al. [12].
Coverage Optimization. In many papers it is assumed that sensors are
static, and the goal is to minimize sensing energy. Li et al. [36] presented
a polynomial time algorithm for SumFix∞ (SumFix with a = ∞ implying
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static sensors) and an FPTAS for SumVar∞ with α = 1. They can also show
that SumVar∞ with α = 1 is NP-hard [35]. Agnetis et al. [2] considered an
extension of SumVar∞ with α = 2. They gave a closed form solution for
this problem if the coverage set is given, and developed a branch-and-bound
algorithm and heuristics. Some papers explored discrete coverage of points
on the barrier by static sensors, see, e.g., [34, 8].
Chambers et. al [15] looked at the problem of given points in the plane,
finding an assignment of radii which forms a connected set and for which
the sum of the radii to a given power is minimized. The problem of maxi-
mizing the lifetime of a network of static sensors has also been considered.
Buchsbaum et al. [13] and Gibson and Varadarajan [24] considered the Re-
stricted Strip Cover problem in which sensors are static and radii are
fixed, and sensors may start covering at any time. Bar-Noy et al. [5, 6, 7]
studied problems involving stationary sensors with variable radii that may
start covering at any time.
1.3.2 Communication.
Several papers address the problem of optimal placement of relays between
a source and a destination to optimize other objective functions besides life-
time. Appuswamy et al. [4] optimize the capacity of the implied logical
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channel between the source and the destination under some interference
model. This paper allows only grid placements of relays with the same,
non-adjustable transmission range and does not consider movement cost.
Goldenberg et al. [25] prove that, for equal battery levels, the optimal
locations for the relays on the line are equidistant apart and present an al-
gorithm for moving nodes to their optimal locations using information from
1-hop neighbors only. They prove that their algorithm preserves the connec-
tions between all the relays.
Jiang et al. [28] develop a number of algorithms to speed up the rate of
convergence and, hence, minimize the number of iterations required to move
each of the nodes to their optimal locations. We extend the above works
by taking into consideration the remaining battery life in each node and the
effect that different mobility costs will have on the optimal locations of the
nodes.
El-Moukaddem et al. [22] consider using mobile relays to enhance the
lifetimes of existing network routes between static nodes in a 2D plane. Each
relay can assist a single link between two nodes. They include realistic costs
for movement and transmission and take into consideration the battery power
remaining in each of the nodes.
The numerous uses of mobility in WSNs are discussed in Francesco et
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al. [20] along with the challenges that arise when mobile nodes are introduced
to a network such as maintaining connectivity.
Along with mobile relays, other uses of mobility include mobile sinks and
data MULEs. Controlled sink mobility is considered by Basagni et al. [11],
while predictable sink mobility is considered by Chakrabarti et al. [14], Chan-
dra et al. [16] and Mhatre et al. [38]. Another approach considered in the
literature is allowing the sink to move randomly as in Juang et al. [29] and
Kim et al. [32]. Data MULEs were introduced by Shah et al. [41] and are
further explored by Jain et al. [27].
1.4 Contributions
“Green” Barrier Coverage. Our results for SumVar are provided in
Section 2.2. We present an O(n) time algorithm for SumVar0 (SumVar
with a = 0) and an FPTAS1 for SumVar, for any a. Our FPTAS is based
on the FPTAS for SumVar∞ (SumVar with a = ∞) with α = 1 by Li
et al. [36]. However, we introduce several new ideas in order to cope with
sensor mobility and with α > 0. In particular we show that there exist a
non-swapping optimal solution and we use the fact that the optimal value for
1An FPTAS is a fully polynomial time approximation scheme where for any ǫ > 0,
there exists a solution which is within a factor of 1 + ǫ of the optimal with running time
polynomial in the size of the input and 1/ǫ.
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a = 0 serves as a lower bound for case where a > 0. Section 2.3 deals with
MaxVar. We give O(n) time algorithms for MaxVar0 and for MaxVar∞.
We also present an FPTAS for MaxVar when a ∈ (0,∞).
In Section 2.4 we study MaxFix. We provide an O(n logn) time algo-
rithm for MaxFix0. We show that MaxFix is strongly NP-hard for every
a ∈ (0,∞) and α ≥ 1. We also show that MaxFix is NP-hard, for every
a ∈ (0,∞) and α ≥ 1, even if x ∈ (1
2
)n, and this result implies that it is NP-
hard to find an optimal ordering. We study SumFix in Section 2.5. We show
that SumFix0 is NP-hard for α = 1, and provide an FPTAS for SumFix0
for any α. We show that SumFix cannot be approximated within a fac-
tor of O(nc), for any constant c, unless P=NP. We also prove that SumFix
with uniform radii can be approximated to within an additive approximation
ε > 0, for any constant ε > 0.
Maximizing Barrier Coverage Lifetime. In Section 3.2 we show that
the static (a = ∞) and fully dynamic (a = 0) cases are solvable in polyno-
mial time for both BCFR and BCVR. On the negative side, we show in
Section 3.6 that it is NP-hard to approximate BCFR (i) within any multi-
plicative approximation factor, or (ii) within an additive factor ε, for some
ε > 0, in polynomial time unless P=NP, for any a ∈ (0,∞) and α ≥ 1, even
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if x = pn, where p ∈ (0, 1). We also show that BCVR is strongly NP-hard
for any a ∈ (0,∞) and α ≥ 1.
In Section 3.3 we consider constrained versions of BCFR and BCVR
in which the input contains a total order on the sensors that the solution is
required to satisfy. We design a polynomial-time algorithm for the decision
problem of BCFR in which the goal is to determine whether a given lifetime
t is achievable and to compute a solution with lifetime t, if t is achievable.
We design a similar algorithm for BCVR that, given t, determines whether t
is achievable assuming precise calculations. Using these decision algorithms
we present parametric search algorithms for constrained BCFR and BCVR.
We consider the case where the sensors are initially located on the edges of
the barrier (i.e., x ∈ {0, 1}n) in Section 3.4. For both BCFR and BCVR,
we show that, for every candidate lifetime t, we may assume a final ordering
of the sensors. (The ordering depends only on the battery powers in the
BCVR case, and it can be computed in polynomial time in the BCFR case.)
Using our decision algorithms, we obtain parametric search algorithms for
this special case. In Section 3.5 we show that the uniform instances of both
BCFR (uniform batteries and radii) and BCVR (uniform batteries) have
non-swapping optimal solutions and thus can be solved with the parametric
search algorithms.
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Maximizing Communication Lifetime. In Section 4.2 we give optimal
solutions to MaxFD and MaxTL where there is no movement cost. In
Section 4.3 we consider MaxTL without swapping. In particular, it is shown
that there is no justification for movement unless a relay dies, implying that
a single deployment suffices when maximizing lifetime of first death. We also
show that in any optimal solution the transmitter must be the last node to
die. In Section 4.4 we consider MaxFD restricted to grid points. We provide
two algorithms which are optimal for the discrete problem (relays must be
deployed on grid points) of maximizing the lifetime of first death. The first
algorithm is a dynamic programming algorithm, while the second conducts a
binary search on lifetimes for the optimum. In Section 4.5, for the case where
the batteries are not too small, it is shown that both algorithms are FPTASs
for the general problem, as their running times are polynomial in the size of
the input and in 1/ε and their solutions are within a factor of (1+ε) from the
optimal for a given ǫ. It is shown that the dynamic programming algorithm
has better running time on grid points, but the binary search algorithm has
better running time for the general problem. Section 4.6 presents results of
MaxFD when relays are initial located at basestation (the endpoints of the
transmission interval). It is shown that if all relays are initially located at
the basestations, then there is an ordering which is dominant, and thus we
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may solve the discrete version of this instance optimally and give an FPTAS
if batteries are not too small by ordering with such an order and applying
the dynamic programming or binary search algorithms.
Chapter 2
“Green” Barrier Coverage
This chapter is partitioned into the following sections. Section 2.1 formally
defines the notation, model, and problems. Our results for SumVar are
provided in Section 2.2. Section 2.3 deals with MaxVar. In Section 2.4 we
study MaxFix. Results for SumFix are provided in Section 2.5. Finally,
section 2.6 lists some open problems and future directions.
2.1 Preliminaries
Model. There are n mobile sensors initially located on a barrier represented
by the interval [0, 1].The initial position of sensor i is denoted by xi, and let
x = (x1, . . . , xn) be the initial position vector. The system follows the set-up
and sense model [18, 17, 19, 40, 10], where sensors first move to their desired
destinations and then begin sensing. The destination position of sensor i is
denoted by yi, and let y = (y1, . . . , yn) be the deployment vector. The system
17




Figure 2.1: Sensor imoves from xi to yi and covers the interval [yi−ri, yi+ri].
works in two phases. In the deployment phase, sensor i moves from its initial
position xi to its destination yi. This phase is said to occur at time 0. In the
covering phase, sensor i is assigned a sensing radius ri and covers the interval
[yi− ri, yi+ ri]; let r = (r1, . . . , rn) be the radii vector. This interval is called
the covering interval of sensor i. An example of movement and coverage by
one sensor is given in Figure 2.1. It is required that the sensors collectively
cover the unit interval, i.e. [0, 1] ⊆∑i[yi − ri, yi + ri]. A pair (y, r) is called
feasible if it covers [0, 1].
Sensor i expends energy both in moving and sensing. Given a deployment
point yi, the energy sensor i spends in movement is proportional to the
distance i has traveled, and given by a|xi − yi|, where a is the constant of
proportionality, also referred to as the cost of friction. The energy sensor i
uses for sensing per time unit is rαi , where α ≥ 1 a constant. Given a solution
radii assignment r, a sensor i is called active if ri > 0, and otherwise it is
called inactive. Given a deployment y, a radii assignment r, and a time t,
sensor i needs at least
Eti (y, r)
def
= a|yi − xi|+ trαi
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energy in order to maintain coverage of the interval [yi−ri, yi+ri] for t time.
(We usually omit t and write Ei(y, r), when t is clear from the context.)
Problems. Given an instance (x, t), we seek a feasible pair (y, r) that is
“green” with energy expenditure or energy-efficient. We consider two objec-
tive functions: (i) minimizing the sum of the energy used, namely we would
like to find a pair (y, r) that minimizes
∑
i Ei(y, r); and, (ii) minimizing the
maximum amount of energy expended, i.e., we look for (y, r) that minimizes
maxi Ei(y, r). We also consider two variants of the problem that are distin-
guished by whether the radii are given as part of the input. In the variable
radii case the goal is to find a radii assignment r such that ri ≥ 0, for every
i, while in the fixed radii case the input contains a radii vector ρ, and the
goal is to find a radii assignment r, such that ri ∈ {0, ρi}, for every i. Thus,
we get four variants:
1. Minimum Sum Energy with Variable Radii (SumVar)
2. Minimum Sum Energy with Fixed Radii (SumFix)
3. Minimum Max Energy with Variable Radii (MaxVar)
4. Minimum Max Energy with Fixed Radii (MaxFix)
Sometimes when we consider a specific friction parameter a we add a sub-
script a to the problem name. For example, SumVar0 stands for the prob-
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lem of finding a pair (y, r), where r is variable, that minimizes
∑
i Ei(y, r)
for a = 0.
Given a SumFix or a MaxFix instance (x, ρ, t), we say that the radii
vector ρ is uniform if ρi = ρj , for every sensors i and j. Also, we assume
that
∑
i 2ρi ≥ 1 throughout the paper, since otherwise there is no feasible
solution.
A solution (y, r) (or a deployment y) is called non swapping if xi < xj
implies yi ≤ yj .
2.2 Minimum Energy Sum with Variable Radii
In this section we consider SumVar. We show that SumVar0 can be solved
in linear time, and the main result of the section is an FPTAS for the case
where a > 0. Our FPTAS is based on the approach of Li et al. [36] who
gave an FPTAS for the case where a =∞ and α = 1. We note that several
new and non-trivial ideas were introduced in order to cope with mobility and
with α > 1.
2.2.1 Zero Friction
We start with the case where a = 0.
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Proof. Given a SumVar0 assignment (x, t), let ri =
1
2n
, for all i, and let
yi =
∑i−1
j=1 2rj + ri, for every i. We show that (y, r) is an optimal solution.
This solution assignment clearly covers [0, 1]. Consider any radii assignment
r′ 6= r that covers the line. It follows that ∑i ri ≥ 12 =
∑
i ri. Since sensors
are free to move without energy consumption, by Jensen’s Inequality we
have that
∑




)α ≤∑i t(r′i)α =
∑
iEi(y
′, r′). Thus, (y, r) is
optimal as well. Finally, notice that (y, r) can be computed in linear time.






may serve as a lower bound for the case where a > 0. We
use this lower bound in the sequel.
2.2.2 Non-Zero Friction
We now turn to the non-zero friction case. We present an FPTAS that is
obtained by the following approach. We first show that any SumVar in-
stance has a non-swapping optimal solution. Then, we show that we pay an
approximation factor of (1 + ε) for only considering a certain family of solu-
tions. Finally, we design a dynamic programming algorithm that computes
an optimal solution within this family.
Lemma 2.2.2. Any SumVar instance has a non-swapping optimal solution.
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Proof. Let (x, t) be a SumVar instance, and let (y, r) be an optimal solution
for (x, t) that minimizes the number of swaps. If there are no swaps, then we
are done. Otherwise, we show that the number of swaps may be decreased.
If there are swaps, then there must exist at least one swap due to a pair of
adjacent sensors. Let i and j be such sensors. Consider a solution (y′, r′)
swapping locations and radii of sensors i and j in (y, r), i.e., with y′i = yj
and r′i = rj, y
′
j = yi and r
′
j = ri, and y
′
k = yk and r
′
k = rk, for every k 6= i, j.
Clearly, the barrier [0, 1] remains covered. We show that the energy
sum does not decrease, since the total distance traveled by the sensors does
not increase. If both sensors move to the right in y, then we have that
xi < xj ≤ yj < yi. In this case (y′i−xi)+(y′j−xj) = (yi−xi)+(yj−xj), and we
are done. The case where both sensors move to the left is symmetric. Suppose
that i moves to the right while j moves to the left. If xi ≤ yj < yi ≤ xj or
yj < xi < xj < yi, then both i and j move less in y
′. If xi ≤ yj ≤ xj < yi,
then (yi− xi) + (xj − yj) ≥ yi−xi + yj −xj = (y′i− xi) + (y′j − xj). The case
where yj < xi ≤ yi ≤ xj is symmetric. It follows that (y′, r′) is an optimal
solution with less swaps than (y, r). A contradiction.
Let m be a large integer to be determined later. We consider solutions
in which the sensors must be located on certain points. More specifically, we
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define G = {xi : i ∈ {1, . . . , n}} ∪ { jm : j ∈ {0, . . . , m}}. The points in G are
called grid points. Let g0, . . . , gn+m be a ordering of grid points such that gi ≤
gi+1. Given a point p ∈ [0, 1], let p+ be the left-most grid point to the right
of p, namely p+ = min {g ∈ G : g ≥ p}. Similarly, p− = max {g ∈ G : g ≤ p}
is the right-most grid point to the left of p.
A solution (y, r) is called discrete if (i) yi ∈ G, for every sensor i, and
(ii) for every j ∈ {1, . . . , n+m} there exists a sensor i such that [gj−1, gj] ⊆
[yi − ri, yi + ri]. That is, in a discrete solution sensors must be deployed
at grid points. Also, each segment between grid points is contained in the
covering interval of some sensor.
We show that we lose a factor of (1+ ε) by focusing on discrete solutions.
Lemma 2.2.3. Let ε ∈ (0, 1), and let m = 8 ⌈αµ/ε⌉, where µ = 2n/ε1/α.
Then, for any non-swapping solution (y, r) there exists a non-swapping dis-
crete solution (y′, r′) such that
∑
i Ei(y
′, r′) ≤ (1 + 2ε)∑i Ei(y, r).
Proof. Given a SumVar instance (x, t) and a solution (y, r) we construct
a discrete solution (y′, r′) as follows. First, each sensor i is taken back









i otherwise. Also, the radii are increased to compensate
for the new deployment, and in order to obtain a discrete solution: r′i =
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max {y′i − (yi − ri)−, (yi + ri)+ − y′i}. The pair (y′, r′) is feasible, since [yi −
ri, yi + ri] ⊆ [y′i − r′i, y′i + r′i] by construction. Moreover, notice that if
(gj, gj+1) ∩ [yi − ri, yi + ri] 6= ∅, then [gj , gj+1] ⊆ [y′i − r′i, y′i + r′i]. Hence,
(y′, r′) is discrete. We also note that (y′, r′) is non-swapping.
It remains to show that
∑
iEi(y
′, r′) ≤ (1 + 2ε)∑i Ei(y, r). Since y′i can
only be closer than yi to xi, we have that |y′i − xi| ≤ |yi − xi|. In addition,
the radius of sensor i may increase due to its movement from yi to y
′
i and
due to covering up to grid points. Hence, r′i ≤ ri + 2m .
If ri ≥ 12µ , then r′i ≤ ri + 2m ≤ ri + ε4αµ ≤ ri(1 + ε2α). Hence,
Ei(y
′, r′) =a|y′i − xi|+ t(r′i)α








Otherwise, if ri <
1
2µ
, then r′i ≤ ri + 2m ≤ 12µ + ε4αµ ≤ 1µ . Hence,
Ei(y
′, r′) = a|y′i − xi|+ t(r′i)α ≤ a|yi − xi|+ t
1
µα
= a|yi − xi|+ t
ε
2αnα
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where the second inequality follows from (i) eε/2 ≤ 1 + ε, for any ε ∈ (0, 1),
and (ii) opt ≥ nt 1
(2n)α
, as observed in Theorem 2.2.1.
Lemma 2.2.3 implies that there is a discrete non-swapping solution which
is (1 + ε)-approximate. We now present a dynamic programming algorithm
for finding the optimal discrete non-swapping solution.
Lemma 2.2.4. There exists an O(nm4) time algorithm that finds the optimal
discrete non-swapping solution.
Proof. The dynamic programming table Π is constructed as follows. The en-
try Π(i, ℓ, k), where i is a sensor, ℓ ∈ {0, . . . , n+m}, and k ∈ {0, . . . , n+m}
stands for the minimum energy sum needed by a non-swapping discrete solu-
tion that uses the first i sensors, such that the i-th sensor is located at [0, gℓ],
to cover the interval [0, gk]. Observe that the size of the table is O(nm
2).
Also, the optimum is given by Π(n, n+m,n +m).
In the base case Π(0, ℓ, 0) = 0, for all ℓ. Otherwise, we have






Π(i− 1, ℓ′, k),min
k′<k





where ri = max {gℓ′ − gk′, gk − gℓ′}. Notice that gℓ′−gk′ or gk−gℓ′ may be
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negative, but not both. The first term in (2.2) is the energy that is required
by sensor i to arrive at gℓ′ . Then, we have two options, either i participates
in the cover or it does not. In the first case, sensors 1 to i− 1 need to cover
[0, gk], and i− 1 may stand anywhere in [0, gℓ′]. Otherwise, ri is determined
such that i can cover [gk′, gk] while standing at gℓ′. The rest of the barrier,
i.e. [0, gk′] is covered by sensors 1 to i− 1, and i− 1 may stand anywhere in
[0, gℓ′].
Computing each entry takes O(m2) time. Hence, the total running time
is O(nm4). We note that the above algorithm computes the minimum energy
sum, but may also be used to compute the solution that achieves this value
using standard techniques.
Lemma 2.2.3 and the above dynamic programming algorithm lead to an
FPTAS for SumVar.
Corollary 2.2.5. There is an FPTAS for SumVar whose running time is
O(n5/ε4(1+1/α)).
In the case of static sensors (i.e., a = ∞) the dynamic programming
can be simplified, since there is no reason to deal with the location of the
sensors. In this case we have only O(nm) entries, where Π(i, k) stands for
the minimum energy sum needed by a discrete solution that uses the first i
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sensor to cover the interval [0, gk]. Also, (2.2) is changed to




{Π(i− 1, k′) + trαi }
}
. (2.3)
An entry can be computed in O(m), and the total running time is O(nm2).
We get the following result.
Corollary 2.2.6. There is an FPTAS for SumVar∞ whose running time is
O(n3/ε2(1+1/α)).
2.3 Minimum EnergyMax with Variable Radii
In this section we considerMaxVar. As in SumVar, we show thatMaxVar0
can be solved in linear time, and provide an FPTAS for the case where a > 0.
We also give a linear time algorithm for the case where a =∞.
2.3.1 Zero Friction
Theorem 2.3.1. MaxVar0 can be solved in O(n) time.




for all i. This radii assignment clearly covers [0, 1].
Consider any radii assignment r′ 6= r that covers the line. Since r′ 6= r,
it follows that there exists a sensor i for which r′i > ri. It follows that
E(y′, r′) ≥ Ei(y′, r′) > Ei(y, r) = E(y, r) (where y and y′ are the deployments
that correspond to r and r′). Hence, r is optimal for MaxVar.
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for a = 0 may serve as a lower
bound for the case where a > 0.
2.3.2 Infinite Friction
Let ∆ = max
{
x1, 1− xn, 12 maxni=2 {xi − xi−1}
}
.
Lemma 2.3.2. Let (x, T ) be a MaxVar∞ instance, and let (x, r) be a fea-
sible solution. Then, maxi Ei(x, r) ≥ t∆α.
Proof. Let E = maxi Ei(x, r), and let R =
α
√
E/t. (x,Rn) is feasible, since
R ≥ ri, for every i. Also, maxi Ei(x,Rn) = maxiEi(x, r′). The prove the
lemma by showing that maxi Ei(x,R
n) ≥ t∆α.
Consider the segment (xi, xi+1), for some sensor i. Since all radii are the
same, it follows that this segment is covered by sensors i and i+1. The best
way to cover the segment with these sensors is to let each one cover exactly
half the segment. Hence, R ≥ 1
2
(xi+1 − xi). A similar one sided argument
applies for the segments (0, x1) and (xn, 1).
We now show a solution that matches the above lower bound.
Theorem 2.3.3. MaxVar∞ can be solved in O(n) time.
Proof. It is not hard to verify that the pair (x,∆n) covers [0, 1]. Also,
maxi Ei(x,∆
n) = t∆α, which means that it is optimal due to Lemma 2.3.2.
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Finally, ∆ can be computed in O(n) time.
2.3.3 Non-zero Finite Friction: FPTAS
We give an FPTAS using the same approach as we used for SumVar. We
first show that any MaxVar instance has a non-swapping optimal solution.
Then, we show that we pay an approximation factor of (1+ε) for considering
non-swapping discrete solutions. Finally, we design a dynamic programming
algorithm that computes an optimal non-swapping discrete solution.
We show that there is no need to consider solutions which swap sensors.
Our approach is similar to the approach taken to prove Lemma 2.2.2, but this
time the proof is more involved and requires case analysis. Before proving
that there is a non-swapping optimal solution for any MaxVar instance we
need the following definition. Given a solution (y, r) we define di = |yi− xi|.




βi(p, E). The radius ri(p, E) is the maximum possible radius
that can be maintained for t time, assuming that i moves to p and that
E − a|p− xi| > 0.
We also need the following technical lemma.
Lemma 2.3.4. Let η1, η2, γ1, γ2 ≥ 0 such that (i) γ1 < η1 ≤ η2, and (ii) η1+
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Proof. The case where α = 1 is immediate, so henceforth we assume that
α > 1. Let s = η1+η2, and let γ
′
2 = s−γ1. We prove that γ1/α1 +(s−γ1)1/α <
η
1/α
1 + (s− η1)1/α. Since γ′2 > γ2 the lemma follows.












f ′(x) = 0 implies that x = s
2
and f ′(x) > 0 for 0 ≤ x < s
2
. It follows
that f(x) is an increasing function in the interval (0, s
2
). Thus we have
f(η1) > f(γ1).
Lemma 2.3.5. Any MaxVar instance has a non-swapping optimal solu-
tion.
Proof. Let (x, t) be aMaxVar instance, and let (y, r) be an optimal solution
for (x, t) using maximum energy E that minimizes the number of swaps.
Throughout the proof we assume that the radius of sensor i is ri(yi, E), for
all i. If there are no swaps, then we are done. Otherwise, we show that the
number of swaps can be decreased. Assume to the contrary that there are
swaps, and consider a swap between a pair of adjacent sensors i and j. That
is, xi < xj , yj < yi, and yk 6∈ (yj, yi) for every k 6= i, j. There are six possible
configurations for such a pair of sensors as shown in Figure 2.2.
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xi yi
yjxj
(a) xi < xj ≤ yj < yi.
xi yi
yj xj
(b) xi ≤ yj ≤ xj ≤ yi.
xi yi
yj xj
(c) yj ≤ xi < xj ≤ yi.
xi yi
xjyj
(d) xi ≤ yj < yi ≤ xj .
xi yi
yj xj
(e) yj ≤ xi ≤ yi ≤ xj .
xiyi
xjyj
(f) yj < yi ≤ xi < xj .
Figure 2.2: Six configurations of a swapping pair.
If the barrier can be covered without i, then i is moved to yj. Sensor
i has enough energy for moving to yj, since either |yj − xi| ≤ |yi − xi| or
|yj − xi| ≤ |yj − xj |. Similarly, if the barrier is covered without j, then
j is moved to yi. Sensor j has enough energy to move to yi, since either
|yi − xj | ≤ |yj − xj | or |yi − xj | ≤ |yi − xi|. In both cases we get a solution
with less swaps than (y, r), hence we may assume in the following that both
sensors are necessary for covering the barrier (i.e., the removal of either i
or j breaks coverage). We define the coverage interval of i and j to be
[u, v] = [yj − rj , yi + ri].
For each of the six cases (shown in Figure 2.2) we provide a solution (y′, r′)
such that y′k = yk and r
′
k = rk, for k 6= i, j, y′i ≤ y′j, and the interval [u, v] is
covered by i and j. Moreover, Ek(y
′, r′) ≤ Ek(y, r) = E, for every k. Then,
we eliminate any new swaps that may have been created by moving i and j.
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The resulting solution has less swaps than (y, r), and we get a contradiction.
We start with cases (c) and (d), since they are easier. Then, we move to
deal with the other cases. Newly created swaps will be considered later on.
Case (c): yj ≤ xi < xj ≤ yi.
Swap the positions and radii of sensors i and j, namely set y′i = yj ,
r′i = rj, y
′
j = yi, and r
′
j = ri. Observe that [u, v] is covered, and no
new swaps are created. Also, d′i ≤ dj and d′j ≤ di, which means that
Ei(y
′, r′) ≤ Ej(y, r) and Ej(y′, r′) ≤ Ei(y, r).
Case (d): xi ≤ yj < yi ≤ xj .
First, notice that since both i and j participate in the cover, we have
that yj ≤ u+v2 ≤ yi. Place sensor i at y′i = u + ri with radius r′i = ri
and sensor j at y′j = v − rj with radius r′j = rj. Observe that [u, v]
remains covered as y′j − y′i = yi − yj. Also, we have that y′i ≤ u+v2 ≤ yi
and y′j ≥ u+v2 ≥ yj. If y′i ≥ xi, then d′i ≤ di. Otherwise, if y′i < xi, then
d′i = xi − y′i ≤ yj − y′i < y′j − y′i = yi − yj ≤ yi − xi = di ,
which means that i moves less. Hence, Ei(y
′, r′) ≤ Ei(y, r). A similar
argument can be made for sensor j.
Cases (a): xi < xj ≤ yj < yi.
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First, place sensor i at the location y′i such that y
′
i − r′i(y′i, E) = u,
namely to the point where the left endpoint of the covering interval of
i is u while using energy E. Since xi ≤ yj and ri(xi, E) > rj(yj, E),
we have that xi − ri(xi, E) < yj − rj(yj, E) = u. Furthermore, yi −
ri(yi, E) > u. Since the function gi(z) = z − ri(z, E) is continuous and
also strictly increasing for z ≥ xi, there exists one location y′i ∈ [xi, yi],
for which y′i − ri(y′i, E) = u.
Next, place sensor j at the rightmost location y′j such that y
′
j ≤ yi and
y′j−r′j(y′j, E) ≤ y′i+r′i. We know that yj−rj(yj, E) = u < y′i+r′i. Also,
observe that j can reach yi > y
′
i, since i can. Since gj(z) = z− rj(z, E)
is continuous and strictly increasing for z ≥ xj , we have that there
exists one location y′j > xj , for which y
′
j − rj(y′j, E) = y′i + r′i.




j > v. Otherwise, observe that y
′
i < yi,
y′i < yj, and y
′
j < yi. It follows that d
′
i < di, d
′





di+dj. Hence, βi(yi, E) ≤ βi(y′i, E), βj(y′j, E) and βi(yi, E)+βj(yj, E) ≤
βi(y
′
i, E) + βj(y
′




j > ri + rj ,
and thus y′j + r
′




j > u+ 2ri + 2rj ≥ v.
Case (b): xi ≤ yj ≤ xj ≤ yi.
In this case we have two options. First, if dj = xj−yj ≥ yj−xi, switch
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places and radii between i and j as done in case (c).
Otherwise, dj < yj − xi. In this case place sensors i and j as done in
case (a). Notice that it may be that y′j < xj . However, it is enough
that gj(z) is continuous for our purposes. If y
′
j = yi, we get that
y′j + r
′
j > v. Otherwise, observe that y
′
i < yi and y
′
j ∈ (yj, yi), which
means that d′i, d
′
j < di. Finally, if y
′
j ≤ xj , then d′j < dj, and we
have d′i + d
′
j ≤ di + dj. Otherwise, if y′j > xj , we have that d′i + d′j =
(y′i − xi) + (y′j − xj) < yi − xi = di, since y′i > xi. Again, apply
Lemma 2.3.4 to show that r′i+r
′





Case (e): yj ≤ xi ≤ yi ≤ xj .
Symmetric to case (b).
Case (f): yj ≤ yi ≤ xi < xj .
Symmetric to case (a).
It remains to deal with newly created swaps.
If y′i < yi, there may be a sensor k such that yk ∈ (y′i, yi], and by moving i
to y′i a new swap is created, if xk < xi. Let SL = {k : xk < xi ∧ yk ∈ (y′i, yi]},
and let SR = {k : xk ≥ xi ∧ yk ∈ (y′i, yi]}. By moving left to y′i, i creates
new swaps with sensors in SL, but eliminates swaps with sensors in SR. Let
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ℓ = argmink∈SL(yk−rk). If yℓ−rℓ ≥ u, then the sensors in SL are not needed
for coverage and are moved left to y′i. Consider a sensor k ∈ SL. If xk ≤ y′i,
then y′i is closer to xi than yk. Otherwise y
′
i is closer to xk than to xi. Hence,
in both cases k can reach y′i. On the other hand, if yℓ − rℓ < u, it follows
that [y′i − r′i, y′i + r′i] ⊂ [yℓ− rℓ, yℓ + rℓ], which means that i is not needed for
coverage, and can be moved to maxk∈SL yk. In both cases all new swaps are
eliminated.
The case of y′i > yi can be treated in a symmetric manner. Also, any new
swaps created by j, can be eliminated in a similar manner.
Finally, it follows that there is a solution with minimum maximum energy
E with less swaps. A contradiction.
Next, we show that we can focus on non-swapping discrete solutions.
Lemma 2.3.6. Let ε ∈ (0, 1), and let m = 8 ⌈αµ/ε⌉, where µ = 2n/ε1/α.
Then, for any non-swapping solution (y, r) there exists a non-swapping dis-
crete solution (y′, r′) such that maxiEi(y
′, r′) ≤ (1 + 2ε)maxi Ei(y, r).
Proof. The proof is almost the same as the proof of Lemma 2.2.3. The only




′, r′) ≤ eε/2max
i
Ei(y, r) + t
ε
2αnα
≤ (1 + ε)max
i
Ei(y, r) + εopt .
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The second inequality is due to (i) eε/2 ≤ 1 + ε, for any ε ∈ (0, 1), and
(ii) opt ≥ t 1
(2n)α
.
We use dynamic programming to find the best non-swapping discrete
solution.
Lemma 2.3.7. There exists an O(nm4) time algorithm that finds the optimal
non-swapping discrete solution.
Proof. This proof is basically the same as the proof of Lemma 2.2.4. The
main difference is that Equation 2.2 should be replaced by





max {a|gℓ′ − xi|,Π(i− 1, ℓ′, k)} ,
min
k′<k




where ri = max {gℓ′ − gk′, gk − gℓ′}. If i does not contribute to the cover,
then we take the maximum between the energy it requires to move and the
min-max energy that is required by sensors 1 to i − 1 to cover [0, gk]. If
i participates in the cover, ri is determined such that i can cover [gk′, gk]
while standing at gℓ′. In this case we take the maximum between the energy
consumed by i and the min-max energy that is required by sensors 1 to i− 1
to cover [0, gk′], where i− 1 may stand anywhere in [0, ℓ′]
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Corollary 2.3.8. There is an FPTAS for MaxVar whose running time is
O(n5/ε4(1+1/α)).
2.4 Minimum Energy Max with Fixed Radii
In this section we study MaxFix. We give an O(n logn) time algorithms for
both MaxFix0 and MaxFix∞. Czyzowicz et al. [18] presented an algorithm
for MaxFix with uniform radii and t = 0. Chen et al. [17] improved upon
the running time for MaxFix with uniform radii and t = 0 and gave a
polynomial time algorithm for MaxFix with t = 0. We show that, for
a ∈ (0,∞), MaxFix is NP-hard even if x = (1
2
)n, and that it is strongly
NP-hard when radii are non-uniform. We note that our reductions are based
on the fact that t > 0.
2.4.1 Zero Friction
We describe a simple algorithm for solving MaxFix0.
Theorem 2.4.1. MaxFix0 can be solved in O(n logn) time.
Proof. First, observe that if
∑
i 2ρi < 1, the maximum lifetime is 0. Oth-
erwise, initialize S = ∅. As long as ∑i∈S 2ρi < 1, add i = argmini 6∈S ρi to
S. Finally, assign ri = ρi, for i ∈ S, and ri = 0, for i 6∈ S. The correctness
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of this algorithm is straightforward. The running time of the algorithm is
O(n logn), since we need to sort the sensors by their radii.
2.4.2 Infinite Friction
Theorem 2.4.2. MaxFix∞ can be solved in O(n logn) time.
Proof. Given a solution (x, r), observe that if ri = ρi, for some sensor i, then
we may assume without loss of generality that rj = ρj , for every j such that
ρj ≤ ρi. This motivates the following algorithm. Initialize S = ∅. As long
as [0, 1] is not covered, add i = argmini 6∈S ρi to S. Finally, assign ri = ρi, for
all i ∈ S, and ri = 0, for all i 6∈ S. The value of the solution is Tραi∗ , where
i∗ was the last sensors to join S. The correctness of this algorithm follows
from the above observation.
Sorting the sensors by their radii takes O(n logn) time. We maintain a list
of uncovered segments that is initialized by the segment [0, 1]. Such a list can
be updated in O(n), since it contains at most n segments. Consequently, the
total running time is O(n2). We can obtain a more efficient implementation
by storing the segments in a balanced search tree. Since there are O(n)
insertions and deletions, the total running time is O(n logn).
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2.4.3 Non-zero Finite Friction
As mentioned earlier, Czyzowicz et al. [18] presented an polynomial time
algorithm for MaxFix with uniform radii. Their result is based on showing
that there exists a non-swapping optimal solution for the special case of
uniform radii. We show that SumFix is NP-hard, even if x = (1
2
)n, using
a reduction from Partition. This result also implies that it is NP-hard to
find an optimal ordering of a MaxFix instance.
Theorem 2.4.3. MaxFix is NP-hard even if x = (1
2
)n, for every a ∈ (0,∞)
and α ≥ 1.
Proof. Given a Partition instance (s1, . . . , sn), we construct a MaxFix
instance with n + 1 sensors as follows. xi =
1
2






i ≤ n, and ρn+1 = 14 . Also, let t = a4α. The MaxFix instance can be
constructed in linear time. We show that (s1, . . . , sn) ∈ Partition if and
only if there is a solution (y, r) such that maxi Ei(y, r) = a.









], the sensors that correspond to I to cover the interval [0, 1
4
],
and the rest of the sensors to cover the interval [3
4







. A sensor i, where i ≤ n, needs less than a
2
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for coverage, therefore it can
stay alive for a4α time. Sensor n+1 stays put and requires a4α · 1
4α
= a energy.
Hence, maintaining cover for a4α time can be obtained with maximum energy
a.
Now suppose that there exists a solution (y, r) such that maxiEi(y, r) =
a. Notice that
∑
i 2ρi = 1, and thus it must be that ri = ρi, for every
i. Since sensors n + 1 requires all its energy for covering, it must be that
yn+1 = xn+1 =
1
2
. It follows that the interval [0, 1
4
] is covered by a set of











i si, which means
that (s1, . . . , sn) ∈ Partition.
We use a similar approach to describe a reduction from 3-Partition.
This implies strong NP-hardness.
Theorem 2.4.4. MaxFix is strongly NP-hard, for every a ∈ (0,∞) and
α ≥ 1.
Proof. Given a 3-Partition instance (s1, . . . , sn), where n = 3m,
∑
i si =
mQ, and si ∈ (Q4 ,
Q
2
), for every i, we construct the following MaxFix in-
stance with n + m − 1 sensors as follows. xi = 12 and ρi = si2(2m−1)Q , for
every i ≤ n, and xi = 2(i−n)−
1
2
2m−1 and ρi =
1
2(2m−1) , for i > n. Also, let
T = a2α(2m−1)α. The instance can be constructed in linear time. We show
CHAPTER 2. “GREEN” BARRIER COVERAGE 41
that (s1, . . . , sn) ∈ 3-Partition if and only if there exists a solution (y, r)
such that maxi Ei(y, r) = a.
Suppose that (s1, . . . , sn) ∈ 3-Partition, and let I1, . . . , Im ⊆ {1, . . . , n},
such that |Ik| = 3 and
∑
i∈Ik si = Q, for every k. Set ri = ρi, for every i. Use
sensor n+ k, for k ∈ {1, . . . , m− 1} to cover the interval [ 2k−1
2m−1 ,
2k
2m−1 ] by as-
signing yn+k = xn+k. Also, use the sensors in Ik, for k ∈ {1, . . . , m} to cover
the interval [ 2k−2
2m−1 ,
2k−1


















for coverage, therefore it can stay alive for t time with energy a. Sensor i,
where i > n stays put and consumes a2α(2m − 1)α · 1
2α(2m−1)α = a energy.
Hence, maintaining coverage for T time can be obtained with maximum
energy a.
Now suppose that there exists a solution (y, r) such that maxiEi(y, r) =
a. Notice that
∑
i 2ρi = 1, and thus it must be that ri = ρi, for every
i. Since sensor i, for i > n, requires all its energy for covering, it must












i∈Ik si ≥ Q, which means that (s1, . . . , sn) ∈ 3-Partition.
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2.5 Minimum Energy Sum with Fixed Radii
In this section we consider SumFix. Li et al. [36] solved SumFix∞ using an
elegant reduction to the shortest path problem. We show that SumFix0 is
NP-hard, if α = 1, but admits an FPTAS, for any α. Czyzowicz et al. [19]
showed that it is NP-hard to approximate the special case of SumFix1 where
t = 0 to within any constant c. We show their approach can be used for a
stronger result, namely that it is NP-hard to approximate SumFix, for any
a ∈ (0,∞), to within a factor of O(nc), for any constant c.
We note that the optimal solution and energy invested in movement may
change dramatically with the increase of the required lifetime t. Assume
a = 1 and consider an instance in which there are n − 1 sensors, where
xi =
i
n−1 and ρi =
1
2(n−1) , for i ≤ n− 1, and xn = 12 and ρn = 12 . If t = 0, we
can use sensor n to cover the barrier without moving any sensor. However, if
t is large enough, it is better to deploy sensor i at yi =
2i−1
2(n−1) , for i ≤ n− 1,






We show that SumFix0 is NP-hard, for α = 1, and that it has an FPTAS,
for any α. We start with the hardness result.
CHAPTER 2. “GREEN” BARRIER COVERAGE 43
Theorem 2.5.1. SumFix0 is NP-hard, for α = 1.
Proof. We present a reduction from Partition. Given a Partition in-
stance (s1, . . . , sn), let S =
∑
i si. We construct a SumFix0 instance with
n sensors as follows. First, t = 1. Also, ρi =
si
S
, for every i. Notice that
∑
i ρi = 1. The instance can be constructed in linear time. We prove that
(s1, . . . , sn) ∈ Partition if and only if there is solution (y, r) such that
∑
i Ei(y, r) ≤ 12 .
Suppose that (s1, . . . , sn) ∈ Partition. It follows that there exists an





S. Let ri = ρi, if i ∈ I, and ri = 0 otherwise.
Also, let yi =
∑i−1










Hence, (y, r) covers [0, 1] and
∑






Now suppose that there exists a solution (y, r) that satisfies
∑
i Ei(y, r) ≤
1
2
. Since r covers [0, 1] we have that
∑
i ri ≥ 12 . On the other hand,
∑
i Ei(y, r) = t
∑





. Now let I =
{i : ri = ρi}, and we have
∑
i∈I si = S
∑






The FPTAS for SumFix0 is implied by a reduction to Minimum Knap-
sack.
Theorem 2.5.2. SumFix0 has an FPTAS.
Proof. We show a reduction from SumFix0 to Minimum Knapsack. Given
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a SumFix0 instance (x, ρ) and t, we construct a Minimum Knapsack in-
stance as follows. The covering requirement is 1. Also, there are n items,
where the coverage of item i is 2ρi, and its cost is tρ
α
i . Any solution (y, r)
can be mapped to the set I = {i : ri = ρi} of items that has the same cost.
Any set of items I can be mapped to the solution (y, r) with the same cost
such that ri = ρi, if i ∈ I, and ri = 0 otherwise, and yi =
∑i−1
j=1 2rj + ri,
for every i. Since the Minimum Knapsack problem has an FPTAS [31],
SumFix0 also has an FPTAS, for any α ≥ 1.
2.5.2 Non-Zero Finite Friction and Uniform Radii
We present a polynomial time algorithm that computes solutions within an
additive factor ε, for any constant ε > 0, for uniform SumFix instances.
Our algorithm is also based on the non-swapping property and placing the
sensors on grid point. However, as opposed to the variable case, we cannot
change the radii, only the locations. This is problematic when there is very
little excess coverage. We cope with this issue by considering two solution
types, small excess and large excess.
We start the section with proving that there exists a non-swapping op-
timal solution. The proof of the next lemma is identical to the proof of
Lemma 2.2.2. One only needs to notice that a switch can be made since
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ρi = ρj , for every i 6= j.
Lemma 2.5.3. Any uniform SumFix instance has a non-swapping optimal
solution.
Given SumFix instance with uniform radii, denote ρ = Rn, i.e., all sensors
have radius R. Given a feasible solution (y, r), let X(r) denote the excess
coverage of the solution, namely X(r) =
∑
i 2ri − 1. Clearly X(r) ≥ 0.
Let ε > 0. We first show that there is a polynomial time algorithm that
computes a solution within an additive factor ε for any uniform SumFix
instance that has an optimal solution (y, r) such that X(r) > ε
an
.
Define m = an2/ε. We consider solutions in which the active sensors
must be located on grid points G = { j
m
: j ∈ {0, . . . , m}}. We also introduce
a slightly different notion of “non-swapping”. A solution (y, r) (or a deploy-
ment y) is called weakly non swapping if: (i) xi < xj implies yi ≤ yj, if both
i and j are active, and (ii) yi = xi, if i is inactive.
We prove that we only lose a small additive factor by focusing on weakly
non-swapping deployments that use grid points for active sensors.
Lemma 2.5.4. Let ε > 0, and let (x, ρ, t) be a uniform SumFix instance
that has a non-swapping optimal solution (y, r) with X(r) > ε
an
. There is a
weakly non-swapping deployment y′ such that (i) (y′, r) is feasible, (ii) y′i ∈ G,
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if i is active, and (iii)
∑
i Ei(y
′, r) ≤∑i Ei(y, r) + ε.
Proof. First assume that all sensors are active (for ease of notation). Going
from i = 1 to n, let y′i be the rightmost grid point such that y
′
i ≤ yi + nm and
y′i ≤ y′i−1 + 2R, for i > 1, or y′1 ≤ R.
We claim that (y′, r) is feasible. Assume that it is not, namely that
y′n + R < 1. We prove by induction (from n to 1) that y
′




the base case, we have that y′n < yn. For the inductive step, note that
y′i+1 < yi+1 +
n−(i+1)
m



















y′1 ≤ y1 + n−1m implies that y′1 =
⌊Rm⌋
m










> 2nR−X(r) = 1 ,
in contradiction to y′n +R < 1.
To bound the cost of the solution, we prove that y′i ≥ yi− im by induction
on i. For the base case, observe that y′1 ≥ ⌊my1⌋m > y1 − 1m . For the inductive
step, we have two options. If y′i ≥ yi, then we are done. Otherwise, y′i < yi,
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It follows that |y′i − yi| ≤ nm . Hence,
∑
i Ei(y
′, r) ≤ ∑iEi(y, r) + an nm =
∑
i Ei(y, r) + ε.
Finally, we deploy inactive sensors in their initial positions. This only
decreases the energy consumption. Also, observe that yi ∈ G, for any active
sensors, and that y′ is weakly non-swapping by construction.
In light of Lemma 2.5.4, we describe a directed acyclic graph G with
a source s and a destination d, such that a path from s to d corresponds
to a solution for the SumFix instance. The vertex set of G contains a
vertex for every pair of sensor and grid point and two additional vertices, i.e.,
V (G) = {s, d}∪{(i, j) : i ∈ {1, . . . , n} , j ∈ {0, . . . , m}}. An arc connects two





+ 2R. An arc connects s and
(i, j) if j
m
≤ R, and an arc connects (i, j) and d if j
m
≥ 1 − R. The length
of the arcs leaving a vertex (i, j) is a|xi − jm | + tRα, and the length of the
arcs leaving s is zero. There is a one to one mapping between paths from
s to d in G to grid solutions of a SumFix instance. If follows that, given a
uniform SumFix instance (x, ρ, t) such that X(r) > ε
an
, we can compute a
solution within additive factor ε by constructing the above graph and finding
a shortest path from s to d. Notice that the running time of this algorithm
is polynomial since m = O(n2).
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It remains to consider instances with an optimal solution (y, r) such
that X(r) ≤ ε
an
. We show that, in this case, we do not lose much by
assuming that active sensors are located at the predetermined positions:






Lemma 2.5.5. Let ε > 0, and let (x, ρ, t) be a uniform SumFix instance
that has a non-swapping optimal solution (y, r) with X(r) ≤ ε
an
. There is a
weakly non-swapping feasible solution (y′, r′) such that (i) there are χ active
sensors deployed at P, and (ii) ∑i Ei(y′, r′) ≤
∑
i Ei(y, r) + ε.
Proof. Let i1, . . . , ik be the active sensors. Let δ1 = 0−(yi1−R) be the excess
coverage to the left of 0; let δk+1 = (yik + R) − 1 be the excess coverage to
the right of 1; and let δj = (yij−1 +R)− (yij −R), for j ∈ {2, . . . , k}, be the
excess coverage due to cover overlaps. We have that X(r) =
∑k+1
j=1 δj.
To create the deployment y′ we first place all inactive sensors in their
initial positions. Then, we go from j = 1 to k, and move active sensors
iq ≥ ij by δj rightwards. That is, y′iq = yiq +
∑
j≤q δj. Inactive sensors simply
remain at their initial positions. Next, we deactivated any active sensor
that does not cover [0, 1], and move these sensors back to the their original
location. Observe that y′ is weakly non-swapping by construction.
We show that by induction on j that y′ij = R(2j − 1), for every j. For
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δj = R(2(j−1)−1)+2R = R(2j−1) .
It follows that there are χ active sensors located at P, and that (y′, r′) is feasi-
ble. Also, |y′i−yi| ≤ X(r), for every i, and therefore the additional movement
cost is bounded by anX(r) ≤ ε. Hence ∑iEi(y′, r) ≤
∑
i Ei(y, r) + ε.
Assuming that exactly χ sensors are located at the predetermined posi-
tions, we construct a directed acyclic graph H as follows. The vertex set
is V (H) = (i, ℓ) : i ∈ {1, . . . , n}, ℓ ∈ {1, . . . , χ}]∪ (0, 0), (n+ 1, χ+ 1), where
(0, 0) is the source and (n + 1, χ + 1) is the destination. The arc set is
E(H) = ((i, ℓ), (i′, ℓ+ 1)) : i < i′. The length of arcs leaving (i, ℓ), where
i > 0, is a|xi−R(2ℓ− 1)|, while arcs leaving (0, 0) are of length zero. (There
is no need to consider coverage energy, since we use exactly χ sensors.) As
before, there is a one to one mapping between paths from (0, 0) to (n, χ) in
G to solutions for the SumFix instance induced by Lemma 2.5.5. Hence a
shortest path from (0, 0) to (n+1, χ+1) corresponds to an optimal solution
on the predetermined locations.
It follows that an approximate solution can be found by running both
algorithms, and taking the better solution. This leads to the following result.
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Theorem 2.5.6. There exists a polynomial time algorithm that computes
solutions within additive factor ε, for any constant ε > 0, for SumFix with
uniform radii.
We finish the section by observing that, if a = 0, an optimal solution uses
χ active sensors. Also, moving to the predetermined locations cost nothing.
Theorem 2.5.7. There exists a polynomial time algorithm for SumFix0 with
uniform radii.
2.5.3 Non-zero Finite Friction and General Radii
We show that no-swapping does not hold in general for non-uniform in-
stances.
Lemma 2.5.8. There are SumFix instances in which no-swapping does not
hold, for any a > 0 and α ≥ 1. Moreover, the ratio between the value of best
no swapping solution and the optimum is Ω(n).
Proof. Consider the following SumFix instance: two sensors are located at
0 both with radius 1
4
, and n − 2 sensors at 1
4
all with radius 1
4(n−2) . Also,
let t = a. First, assume no swapping. Let p be the maximum point that is
covered by one of the first two sensors. If p ≥ 3
4
, it follows that sensor 2,
without loss of generality, was deployed at y2 ≥ 12 . In this case yi ≥ y2 ≥ 12 ,
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for i ≥ 3. Hence, the movement energy is at least (n − 2)a
4
. Otherwise,
if p < 3
4
, we have that [3
4
, 1] is covered by at least n−2
2
sensors. Hence, the






. It follows that at least (n−2)a
4
energy must be consumed if swapping is disallowed. If swapping is allowed,





, respectively, and assign r1 = r2 =
1
4
, and ri = 0, for every i > 2.









. If n > 8, we





Czyzowicz et al. [19] proved that the special case of SumFix in which
t = 0 cannot be approximated within any constant. We show their approach
can be used for a stronger result, namely that it is NP-hard to approximate
SumFix, for any a ∈ (0,∞), to within a factor of O(nc), for any constant
c. Our reduction is almost identical to the reduction from [19]. The proof is
given in full detail for completeness.
Theorem 2.5.9. SumFix cannot be approximated to within a factor of
O(nc), for any constant c, for every a ∈ (0,∞) and α ≥ 1, unless P=NP.
Proof. We show that it is NP-hard to approximate SumFix within a factor
of Bnc/8, for any constants c ∈ N and B ∈ N.
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Let ℓ = 8Bm(Q + 1)nc+1. Given a 3-Partition instance (s1, . . . , sn),
where n = 3m and
∑
i si = mQ, we construct the following SumFix in-








, ℓ)-block, for every j ∈







) : i ∈ {1, . . . , ℓ}
}
and their uniform radius is ∆
2ℓ
. Also,
let T = 0. The running time is polynomial, since Q and ℓ are polynomial
in n. We show that (i) if (s1, . . . , sn) ∈ 3-Partition, then exists a solution
(y, r) such that
∑
i Ei(y, r) ≤ na, and (ii) if (s1, . . . , sn) 6∈ 3-Partition,
then
∑
i Ei(y, r) > aBn
c+1/8, for any solution (y, r). It follows that it is
NP-hard to approximate SumFix within a factor of Bnc/8.
Now suppose that (s1, . . . , sn) ∈ 3-Partition, and let I1, . . . , Im ⊆
{1, . . . , n}, such that |Ik| = 3 and
∑
i∈Ik si = Q, for every k. Set ri = ρi,















. Also, use the









k ∈ {0, . . . , m− 1}. Now, sensor i, where i ≤ n, needs less than a energy to
move. Hence, the total energy consumption is less than na.
Next, suppose that (s1, . . . , sn) 6∈ 3-Partition, and let (y, r) be a feasible
solution such that
∑
i Ei(y, r) ≤ aBnc+1/8. Notice that
∑
i 2ρi = 1, and thus
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it must be that ri = ρi, for every i. It follows that there are no coverage




, ℓ)-block, for some k. We would like









]. Each such sensor needs more
than a 1
8m(Q+1)
energy, so their number is at most Bnc+1/8 · 8m(Q + 1) =
Bnc+1m(Q + 1). Hence at least 7ℓ/8 sensors from the kth block remain in









], for some k, and therefore the blocks
still act as static delimiters. It follows that (s1, . . . , sn) ∈ 3-Partition. A
contradiction.
2.6 Open Problems and Future Directions
An obvious open questions is to come up with an approximation algorithm
or a lower bound for MaxFix. Another research direction is to consider a
model in which sensors are allowed to move and to change their covering
radii at any given time. In another natural extension, sensors are located
on a barrier and are required to cover a region (e.g., sensors on a coastline
covering the sea). In the dual model, sensors could be located anywhere in
the plane and are asked to cover a boundary (e.g., sensors in the sea covering
the coastline). In an even more general model, a sensor network is required
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to cover a region in the plane and the initial locations of the sensors are




This chapter is divided in the following way. Section 3.1 gives the prelimi-
naries. Section 3.2 deals with the no friction and infinite friction case. Sec-
tion 3.3 deals with arbitrary non-extreme friction when order is predefined.
Section 3.4 resolves the case where sensors are initially located at the edges of
the barrier. Section 3.5 discusses the uniform battery (and radii for BCFR)
case. In Section 3.6, hardness results are given. Finally, Section 3.7 concludes
the chapter and discusses open problems.
3.1 Preliminaries
In this section we formally define the problems and introduce the notation
that will be used throughout the chapter.
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Model. We consider a setting in which n mobile sensors with finite bat-
teries are located on a barrier represented by the interval [0, 1]. The initial
position and battery power of sensor i is denoted by xi and bi, respectively.
We denote x = (x1, . . . , xn) and b = (b1, . . . , bn). The sensors are used to
cover the barrier, and they can achieve this goal by moving and sensing. In
our model the sensors first move, and afterwards each sensor covers an inter-
val that is determined by its sensing radius. In motion, energy is consumed
in proportion to the distance traveled, namely a sensor consumes a ·d units of
energy by traveling a distance d, where a is a constant. A sensor i consumes
rαi energy per time unit for sensing, where ri is the sensor’s radius and α ≥ 1
is a constant. More formally, the system works in two phases. In the deploy-
ment phase sensors move from the initial positions x to new positions y. This
phase is said to occur at time 0. In this phase, sensor i consumes a|yi − xi|
energy. Notice that sensor i may be moved to yi only if a|yi−xi| ≤ bi. In the
covering phase sensor i is assigned a sensing radius ri and covers the interval
[yi − ri, yi + ri]. (An example is given in Figure 2.1.) A pair (y, r), where
y is a deployment vector and r is a sensing radii vector, is called feasible if
(i) a|yi − xi| ≤ bi, for every sensor i, and (ii) [0, 1] ⊆
∑
i[yi − ri, yi + ri].
Namely, (y, r) is feasible, if the sensors have enough power to reach y and
each point in [0, 1] is covered by some sensor.
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Given a feasible pair (y, r), the lifetime of a sensor i, denoted Li(y, r), is
the time that transpires until its battery is depleted. If ri > 0, Li(y, r) =
bi−a|yi−xi|
rαi
, and if ri = 0, we define Li(y, r) = ∞. Given initial locations x
and battery powers b, the barrier coverage lifetime of a feasible pair (y, r),
where y is a deployment vector and r is a sensing radii vector is defined as
L(y, r) = mini Li(y, r). We say that a t is achievable if there exists a feasible
pair such that Li(y, r) = t.
Problems. We consider two problems which are distinguished by whether
the radii are given as part of the input. In the Barrier Coverage with
Variable Radii problem (BCVR) we are given initial locations x and
battery powers b, and the goal is to find a feasible pair (y, r) of locations
and radii that maximizes L(y, r). In the Barrier Coverage with Fixed
Radii problem (BCFR) we are also given a radii vector ρ, and the goal is to
find a feasible pair (y, r), such that ri ∈ {0, ρi} for every i, that maximizes
L(y, r). Notice that a necessary condition for achieving non-zero lifetime is
∑
i 2ρi ≥ 1.
Given a total order ≺ on the sensors, we consider the constrained variants
of BCVR and BCFR, in which the deployment y must satisfy the following:
i ≺ j if and only if yi ≤ yj. That is, we are asked to maximize barrier
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coverage lifetime subject to the condition that the sensors are ordered by ≺
(this includes sensors that do not participate in the cover). Without loss of
generality, we assume that the sensors are numbered according to the total
order.
3.2 Extreme Movement Costs
In this section we consider the two extreme cases, the static case (a = ∞)
and the fully dynamic case (a = 0).
3.2.1 The Static Case
In the static case the initial deployment is the final deployment, i.e., y = x,
and therefore a feasible solution is a radii assignment r, such that [0, 1] ⊆
∪i[xi − ri, xi + ri].
We describe a simple algorithm for static BCFR. First, if [0, 1] 6⊆ ∪i[xi−
ρi, xi + ρi], then the maximum lifetime is 0. Otherwise, compute ti = bi/ρ
α
i
for every i, and let S = ∅. Then, as long as S does not cover the barrier,
add i = argmaxi 6∈S ti to S. Finally, assign ri = ρi, for i ∈ S, and ri = 0, for
i 6∈ S. The correctness of this algorithm is straightforward.
Bar-Noy et al. [7] presented a polynomial time algorithm for static BCVR
with α = 1. This algorithm readily extends to static BCVR with α > 1.
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We refer the reader to [7] for the details.
3.2.2 Fully Dynamic Case
In the fully dynamic case movement is for free, and therefore any radii vector
r, such that
∑
i 2ri ≥ 1, has a deployment vector y such that (y, r) is a feasible
pair. (e.g., yi =
∑i−1
j=1 2rj + ri, for every i.)
We describe a simple algorithm for fully dynamicBCFR. First, if
∑
i 2ρi <
1, the maximum lifetime is 0. Otherwise, compute ti = bi/ρ
α
i for every i, and
let S = ∅. Then, as long as∑i∈S 2ρi < 1, add i = argmaxi 6∈S ti to S. Finally,
assign ri = ρi, for i ∈ S, and ri = 0, for i 6∈ S. The correctness of this
algorithm is straightforward.
We now consider fully dynamic BCVR. Given a feasible radii vector r
and a corresponding deployment vector y, the lifetime of sensors i is simply
Li(y, r) = bi/r
α
i , and the lifetime of the system is L(y, r) = mini Li(y, r).











, for every i, is optimal.
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We show that L(r) < L(r′), for any radii assignment r′ 6= r. Since r′ is




i ≥ 1. It follows that there exists i such that
r′i > ri. Hence, L(r
′) ≥ Li(r′) > Li(r) = L(r).
3.3 Constrained Problems and
Parametric Search
In this section we present polynomial time algorithm that, given t > 0,
decides whether t is achievable for constrained BCFR. In addition, we give
a similar algorithm that, given t > 0 and any accuracy parameter ǫ > 0,
decides whether t − ε is achievable for constrained BCVR. If the answer is
in the affirmative, a corresponding solution is computed by both algorithms.
We use these algorithms to design parametric search algorithms for both
problems.
We use the following definitions for both BCFR and BCVR. Given an
order requirement ≺, we define:
l(i)
def
= max {maxj≤i {xj − bj/a} , 0} u(i) def= min {minj≥i {xj + bj/a} , 1}
l(i) and u(i) are the leftmost and rightmost points reachable by i.
Observation 3.3.1. Let (y, r) be a feasible solution that satisfies an order
requirement ≺. Then l(i) ≤ u(i) and yi ∈ [l(i), u(i)], for every i.
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Proof. If there exists i such that u(i) < l(i), then there are two sensors j and
k, such that where k < j and xj + bj/a < xk − bk/a. Hence, no deployment
that satisfies the total order exists.
3.3.1 Fixed Radii
We start with an algorithm that solves the constrained BCFR decision prob-
lem.
Given a BCFR instance and a lifetime t, we define
s(i)
def
= max {xi − (bi − tραi )/a, l(i)} e(i)
def
= min {xi + (bi − tραi )/a, u(i)}
If tραi ≤ bi, then s(i) ≤ e(i). Moreover s(i) and e(i) are the leftmost and
rightmost points that are reachable by i, if i participates in the cover for t
time. (l(i) and u(i) can be replaced by l(i − 1) and u(i − 1) in the above
definitions.)
Observation 3.3.2. Let (y, r) be a feasible pair with lifetime t that satisfies
an order ≺. For every i, if ri = ρi, it must be that tραi ≤ bi and yi ∈
[s(i), e(i)].
Algorithm Fixed is our decision algorithm for constrained BCFR. It
first computes l, u, s, and e. If there is a sensor i such that l(i) > u(i), it
outputs NO. Otherwise it deploys the sensors one by one according to ≺.
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Algorithm 1 : Fixed (x, b, ρ, t)
1: Compute l, u, s, and e
2: if there exists i such that u(i) < l(i) then
3: return NO
4: z ← 0
5: for i = 1→ n do
6: if tραi > bi or z 6∈ [s(i)− ρi, e(i) + ρi) then
7: yi ← max {l(i), yi−1} and ri ← 0 {y0 = 0}
8: else
9: yi ← min {z + ρi, e(i)} and ri ← ρi
10: S ← {k : k < i, yi < yk}
11: yk ← yi and rk ← 0, for every k ∈ S
12: z ← yi + ri
13: end if
14: end for




Iteration i starts with checking whether i can extend the current covered
interval [0, z]. If it cannot, i is moved to the left as much as possible (power
is used only for moving), and it is powered down (ri is set to 0). If i can
extend the current covered interval, it is assigned radius ρi, and it is moved
to the rightmost possible position, while maximizing the right endpoint of
the currently covered interval (i.e., [0, z]). If i is located to the left of a sensor
j, where j < i, then j is moved to yi.
As for the running time, l, u, s and e can be computed in O(n) time.
There are n iterations, each takes O(n) time. Hence, the running time of
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Algorithm Fixed is O(n2). It remains to prove the correctness of the algo-
rithm.
Theorem 3.3.3. Given a constrained BCFR instance and t, Algorithm Fixed
decides whether t is achievable.
Proof. If u(i) < l(i) for some i, then no deployment that satisfies the order
≺ exists by Observation 3.3.1. Hence, the algorithm responds correctly.
We show that if the algorithm outputs YES, then the computed solution
is feasible. First, notice that yi−1 ≤ yi, for every i, by construction. We prove
by induction on i, that yj ∈ [l(j), u(j)] and that yj ∈ [s(j), e(j)], if rj = ρj , for
every j ≤ i. Consider the ith iteration. If tραi > bi or z 6∈ [s(i)−ρi, e(i)+ρi),
then yi ∈ [l(i), u(i)], since max {l(i), yi−1} ≤ max {u(i), u(i− 1)} ≤ u(i).
Otherwise, yi = min {z + ρi, e(i)} ≥ s(i), since z ≥ s(i) − ρi. Hence, if
ri = ρi, we have that yi ∈ [s(i), e(i)]. Furthermore, if j < i is moved to the
left to i, then yj = yi ≥ s(i) ≥ l(i) ≥ l(j). Finally, let zi denote the value of
z after the ith iteration. (Initially, z0 = 0.) We proof by induction on i that
[0, zi] is covered. Consider iteration i. If ri = 0, then we are done. Otherwise,
zi−1 ∈ [yi− ρi, yi + ρi] and zi = yi + ρi. Furthermore, the sensors in S can be
powered down and moved, since [yj − rj, yj + rj] ⊆ [yi− ρi, yi + ρi], for every
j ∈ S.
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Finally, we show that if the algorithm outputs NO, there is no feasible
solution. We prove by induction that [0, zi] is the longest interval that can be
covered by sensors 1, . . . , i. In the base case, observe that z0 = 0 is optimal.
For the induction step, let y′ be a deployment of 1, . . . , i that covers the
interval [0, z′i]. Let [0, z
′
i−1] be the interval that y
′ covers by 1, . . . , i− 1. By
the inductive hypothesis, z′i−1 ≤ zi−1. If tραi > bi or zi−1 < s(i)−ρi, it follows
that z′i = z
′
i−1 ≤ zi−1 = zi. Otherwise, observe that y′i ≤ yi and therefore
z′i ≤ zi.
3.3.2 Variable Radii
We present an algorithm that solves the constrained BCVR decision prob-
lem.
Before presenting our algorithm, we need a few definitions. Given a
BCVR instance (x, b) and t > 0, if sensor i moves from xi to p ∈ [l(i), u(i)],
then we may assume without loss of generality that its radius is as large as
possible, namely that ri(p, t) =
α
√
(bi − a|p− xi|)/t.
Similarly to Algorithm Fixed, our algorithm tries to cover [0, 1] by de-
ploying sensors one by one, such that the length of the covered prefix [0, z]





denote the distance traveled by sensor i, where d > 0 means traveling right,
















Figure 3.1: Depiction of the functions gti(d) and h
t
i(d) for a = 2, α = 2,
bi = 1, and t = 4. The top curve corresponds to g
t
i(d), and the bottom curve
corresponds to hti(d). The dashed line corresponds to the location of sensor
i, while the vertical interval between the curves is the interval that is covered
by i at distance d from xi.
and d < 0 means traveling left. If a sensor travels a distance d, then its
lifetime t sustaining radius is given by α
√





(bi − a|d|)/t. gti(d) is the right reach of sensor i at distance d
from xi, i.e., the rightmost point that i covers when it has traveled a distance
of d and the required lifetime is t. Similarly define hti(d)
def
= gti(−d) is the left
reach of sensor i at distance d from xi. See depiction in Figure 3.1.




i is a function
of the input of the decision version of BCVR. This is a result of the next
lemma.
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min{a,t} α = 1
If α > 1 or a 6= t, gti is increasing for d < dti, and decreasing for d > dti. If
α = 1 and a = t, gti is constant, for d ≥ 0, and it is increasing for d < 0.
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For α = 1 we have
gti(d) =
{
d(1− a/t) + bi/t d ≥ 0,
d(1 + a/t) + bi/t d < 0.






1− a/t d > 0,
1 + a/t d < 0.






. If a = t, gti(d) =
bi
t
, for any d ≤ bi
a
. If a < t, the function
is increasing for any d ≤ bi
a














Given a point z ∈ [0, 1], the attaching position of sensor i to z, denoted
by pi(z, t), is the position p for which p− ri(p, t) = z such that p+ ri(p, t) is
maximized, if such a position exist. If such a point does not exist we define
pi(z, t) =∞. Observe that by Lemma 3.3.4 there may be at most two points
that satisfy the equation p− ri(p, t) = z. Such a position can either be found
explicitly or numerically as it involves solving an equation of degree α.
Algorithm Variable is our decision algorithm for BCVR. It first com-
putes u and l. If there is a sensor i, such that l(i) > u(i), it outputs NO.
Then, it deploys the sensors one by one according to ≺ with the goal of ex-
tending the coverage interval [0, z]. If i cannot increase the covering interval
it is placed at max{l(i), yi−1} so as not to block sensor i+1. If i can increase
coverage, it is placed in [l(i), u(i)] such that z is covered and coverage to the
right is maximized. It may be the case that the best place for i is to the
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Algorithm 2 : Variable (x, b, t)
1: Compute l and u
2: if there exists i such that u(i) < l(i) then
3: return NO
4: z ← 0



















8: if z 6∈ [qL(i) − ri(qL(i), t), qR(i) + ri(qR(i), t)] then
9: yi ← max {l(i), yi−1} and ri ← 0 {y0 = 0}
10: else










and ri ← ri(yi, t)
12: S ← {k : k < i, yi < yk}
13: yk ← yi and rk ← 0, for every k ∈ S
14: z ← yi + ri
15: end if
16: end for




left of previously positioned sensors. In this case the algorithm moves the
sensors such that coverage and order are maintained. Finally, if z < 1 after
placing sensor n, the algorithm outputs NO, and otherwise it outputs YES.
l and u can be computed in O(n) time. There are n iterations of the
main loop, each taking O(n) time (assuming that computing pi(z, t) takes
O(1) time), thus the running time of the algorithm is O(n2).
In order to analyze Algorithm Variable we define
P (i) = {p : p ∈ [l(i), u(i)] and z ∈ [p− ri(p, t), p+ ri(p, t)]} .
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P (i) is the set of points from which sensor i can cover z. Observe that P (i)
is an interval due to Lemma 3.3.4. Hence, we write P (i) = [pL(i), pR(i)].
In the next two lemmas it is shown that when the algorithm checks
whether z 6∈ [qL(i)−ri(qL(i), t), qR(i)+ri(qR(i), t)] it actually checks whether
P (i) = ∅, and that y∗i
def
= max {min {pi(z, t), u(i), xi + dti} , l(i)} is equal to
argmaxp∈P {p+ ri(p, t)}. Hence, in each iteration we check whether [0, z] can
be extended, and if it can, we take the best possible extension.
Lemma 3.3.5. [pL(i), pR(i)] ⊆ [qL(i), qR(i)]. Moreover, P (i) = ∅ if and only
if z 6∈ [qL(i)− ri(qL(i), t), qR(i) + ri(qR(i), t)].
Proof. By Lemma 3.3.4 qL(i) is the location that maximized coverage to the
left, and qR(i) is the location that maximized coverage to the right.
Lemma 3.3.6. If P (i) 6= ∅, then y∗i = argmaxp∈P (i) {p+ ri(p, t)}.
Proof. By Lemma 3.3.4, there are three cases:
• If xi + dti ∈ P (i), then argmaxp∈P (i) {p+ ri(p, t)} = xi + dti.
y∗i = xi + d
t
i, since pi(z, t) ≥ xi + dti.
• If xi + dti > pR(i), then argmaxp∈P (i) {p+ ri(p, t)} = pR(i).
y∗i = min {pi(z, t), u(i)}, since pR(i) = min {pi(z, t), u(i)} ≥ l(i).
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• If xi + dti < pL(i), then argmaxp∈P (i) {p+ ri(p, t)} = pL(i).
y∗i = l(i), since qL(i) = l(i) > xi + d
t
i ≥ min {pi(z, t), u(i), xi + dti}.
The following proof of correctness of Variable relies on the following
precise computation assumptions: (i) real arithmetic, and (ii) the ability to
solve equations of degree α (note that equations of degree α = 1, 2 have a
closed-form solution).
Theorem 3.3.7. Given a constrained BCVR instance and t > 0, Algo-
rithm Variable correctly decides whether t is achievable assuming precise
computation.
Proof. If u(i) < l(i) for some i, then no deployment that satisfies the order
≺ exists by Observation 3.3.1. Hence, the algorithm responds correctly.
We show that if the algorithm outputs YES, then the computed solution
is feasible. First, notice that yi−1 ≤ yi, for every i, by construction. We
prove by induction on i, that yj ∈ [l(j), u(j)] for every j ≤ i. Consider
the ith iteration. If z 6∈ [qL(i) − ri(qL(i), t), qR(i) + ri(qR(i), t)], then yi ∈
[l(i), u(i)], since max {l(i), yi−1} ≤ max {u(i), u(i− 1)} ≤ u(i). Otherwise,
yi = max {min {pi(z, t), u(i), xi + dti} , l(i)} ∈ [l(i), u(i)]. Furthermore, if j <
i is moved to the left of i, then yj = yi ≥ l(i) ≥ l(j). Finally, let zi denote the
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value of z after the ith iteration. (Initially, z0 = 0.) We prove by induction
on i that [0, zi] is covered. Consider iteration i. If ri = 0, then we are done.
Otherwise, zi−1 ∈ [yi − ri, yi + ri] and zi = yi + ri, and the sensors in S can
be powered down and moved, since [yj − rj, yj + rj] ⊆ [yi − ri, yi + ri], for
every j ∈ S.
Finally, we show that if the algorithm outputs NO, there is no feasible
solution. We prove by induction that [0, zi] is the longest interval that can be
covered by sensors 1, . . . , i. In the base case, observe that z0 = 0 is optimal.
For the induction step, let y′ be a deployment of 1, . . . , i that covers the
interval [0, z′i]. Let [0, z
′
i−1] be the interval that it covers by 1, . . . , i − 1.
By the inductive hypothesis, z′i−1 ≤ zi−1. If z′i ≤ zi−1, then we are done.
Otherwise, we have that y′i + ri(y
′
i, t) > zi−1. In this case we have that
y′i ∈ P (i). It follows, by Lemma 3.3.5, that we place i at yi = y∗i . By
Lemma 3.3.6 we have yi is better than y
′
i in terms of coverage to the right,
namely zi = yi + ri(yi, t) ≥ y′i + ri(y′i, t) = z′i.
Alternatively, assume that numbers are represented using k bits, (k = 32
or “double” precision is common). The problem is now changed as the space
of possible solutions is a subset of the actual BCVR solution space, and thus
we are not guaranteed to find an optimal solution for BCVR. For this k bit
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model, we can solve equations of degree α using binary search in polynomial
time (in the input size and in k), and moreover decide if t is feasible in
polynomial time. Furthermore, under this assumption we can find an optimal
k bit solution, since we can run the parametric search algorithm in the next
subsection with an additive error ǫ that is smaller than the granularity that
is provided by the k bit model.
3.3.3 Parametric Search Algorithms
Since we have algorithm that, given t and an order ≺, decides whether there
exists a solution that satisfies ≺ with lifetime t, we can perform a binary
search on t. The maximum lifetime of a given instance is bounded by the
lifetime of this instance in the case where a = 0. For a = 0, the network







(Theorem 3.2.1) in the variable radii case. These expression serve as upper
bounds for the case where a > 0. Hence, the running time of the parametric
search in polynomial in the input size and in the log 1
ε
, where ε is the accuracy
parameter.
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3.4 Sensors are Located on the Edges of the
Barrier
Consider the case where the initial locations are on either edge of the bar-
rier, namely, x ∈ {0, 1}n. For both BCVR and BCFR we show that, given
an achievable lifetime t, there exists a solution with lifetime t in which the
sensors satisfy a certain ordering. In the case of BCVR, the ordering de-
pends only on the battery sizes, and hence we may use the parametric search
algorithm for constrained BCVR from Section 3.3. In the case of BCFR,
the ordering depends on t, and therefore may change. Even so, we may use
parametric search for this special case of BCFR since, given t, the ordering
can be computed in polynomial time.
Fixed radii. We start by considering the special case of BCFR in which
all sensors are located at x = 0. The case where x = 1 is symmetric. Given
a BCFR instance (0, b, ρ) and a lifetime t, the maximum reach of sensor i
is defined as the farthest point from its initial position that sensors i can
cover while maintaining lifetime t, and is given by: ft(i) =
1
a
(bi − tραi ) + ρi,
if tραi ≤ bi, and ft(i) = 0, otherwise. We assume without loss of generality
that the sensors are ordered according to reach ordering, namely that i < j if
and only if ft(i) < ft(j). Also, we ignore sensors with zero reach, since they
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must power down. Hence, if ft(i) = 0, we place i at 0 and set its radius to
0. Let t be an achievable lifetime, we show that there exists a solution (y, r)
with lifetime t such that sensors are deployed according to reach ordering.
Lemma 3.4.1. Let (0, b, ρ) be a BCFR instance and let p ∈ (0, 1]. Suppose
that there exists a solution that covers [0, p] for t time. Then, there exists a
solution that covers [0, p] for t time that satisfies reach ordering.
Proof. We first prove that we may focus on feasible solutions where r = ρ.
Given a feasible solution (y, r) that covers [0, p] with lifetime t, we define
y′i = yi, if ri = ρi, and y
′
i = 0, otherwise. The pair (y
′, ρ) clearly covers [0, p]
with lifetime t. (Recall that we ignore sensors with zero reach.)
Given a solution that covers [0, p] with lifetime t, a pair of sensors is said
to violate reach ordering if i < j and yi > yj. Let (y, ρ) be a solution with
lifetime t for (0, b, ρ) that minimizes reach ordering violations. If there are
no violations, then we are done. Otherwise, we show that the number of
violations can be decreased.
If y has ordering violations, then there must exist at least one violation
due to a pair of adjacent sensors. Let i and j be such sensors. If the barrier
is covered without i, then i is moved to yj. (Namely y
′
k = yk, for every k 6= i,
and y′i = yj.) y
′ is feasible, since i moves to the left. Otherwise, if the barrier
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is covered without j, then j is moved to y′j = min {yi, ft(j)− ρj}. If y′j = yi,
then we are done. If y′j < yi, then [yi − ρi, yi + ρi] ⊆ [yj − ρj , yj + ρj ], since
ft(j) > ft(i). It follows that the barrier is covered without i, and so we can
move i to y′j. Since y
′
j ≤ ft(j)− ρj , and i moves to the left, we get a feasible
deployment.
If both sensors participate in the cover, we define a new deployment y′
by moving i to y′i = yj + (ρi − ρj) and moving j to y′j = yi + (ρi − ρj). The
interval [0, p] is covered, since [yj − ρj, yi + ρi] is covered. Also, y′i ≤ y′j .
Furthermore, i and j can maintain their radii for t time, since y′i ≤ yi and
ft(j) > ft(i). Since i moves to the left, it may bypass several sensors. In this
case we move all sensors with smaller reach that were bypassed by i, to y′i.
Since j moves to the right, it may bypass several sensors. As long as there
is a sensor with larger reach that was bypassed by j, let k be the rightmost




. Notice that k
is not needed for covering to the left of y′j, and thus it can be moved to the
right, as long as it has the power to do so. If k cannot move to y′j, it follows
that j is not needed for covering to the right of y′k.
In all cases, we get a deployment y′ that covers [0, p] with lifetime t with
a smaller number of violations than y. A contradiction.
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Variable radii. We now consider BCVR with x = 0. As before, the case
of x = 1 is symmetric. Given a BCVR instance (0, b) and a lifetime t, the
maximum reach of sensor i is gti(d
t
i). Note that if the sensors are ordered by
battery size, namely that i < j if and only if bi < bj , they are also ordered by
reach. Thus, we assume in the following that sensors are ordered by battery
size. Let t be an achievable lifetime. We show that there exists a deployment
y with lifetime t such that sensors are deployed according to the battery
ordering, namely bi ≤ bj if and only if yi ≤ yj.
For the proof we need the result of Lemma 2.3.4 which is restated below.
Lemma 2.3.4. Let η1, η2, γ1, γ2 ≥ 0 such that (i) γ1 < η1 ≤ η2, and









Lemma 3.4.2. Let (0, b) be a BCVR instance and let p ∈ (0, 1]. Suppose
that there exists a deployment that covers [0, p] for t time. Then, there exists
a deployment that covers [0, p] for t time that satisfies battery ordering.
Proof. Given a solution that covers [0, p] with lifetime t, a pair of sensors is
said to violate battery ordering if bi < bj and yi > yj. Let y be a solution
with lifetime t for (0, b) that minimizes battery ordering violations. If there
are no violations, then we are done. Otherwise, we show that the number
of violations can be decreased. If y has ordering violations, then there must
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exist at least one violation due to a pair of adjacent sensors. Let i and j
be such sensors. We assume, without loss of generality, that the batteries of
both i and j are depleted at t, namely that rk =
α
√
(bk − a|yk − xk|)/t, for
k = i, j.
If the barrier is covered without i, then i is moved to yj. (Namely y
′
k = yk,
for every k 6= i, and y′i = yj.) y′ is feasible, since i moves to the left.
Otherwise, if the barrier is covered without j, then j is moved to yi and j’s
radius is decreased accordingly. Otherwise, both sensors actively participate
in covering the barrier, which means that the interval [yj − rj, yi + ri] is
covered by i and j. In this case, we place i at y′i with radii r
′
i, such that
y′i − r′i = yj − rj . We place j at the rightmost location y′j such that y′j ≤ yi
and y′j−r′j ≤ y′i+r′i. If y′j = yi then we are done, as sensor j has more battery
power at yi than i does at yi. Otherwise, we may assume that y
′
j−r′j = y′i+r′i.
We show that it must be that y′j + r
′
j ≥ yi + ri. We have that y′i < yj and




j > βi+βj , where βi = bi−ayi. Also, notice that
βi < β
′
j < βj and βi < β
′
















βj/t = ri+rj , where the inequality is due to Lemma 2.3.4. Hence,
y′j + r
′
j = (yj − rj) + 2r′i + 2r′j > (yj − rj) + 2ri + 2rj ≥ yi + ri.
Since i moves to the left, it may bypass several sensors. In this case we
move all sensors with smaller batteries that were bypassed by i, to y′i. This
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can be done since these sensors are not needed for covering to the right of
y′i − r′i. Similarly, since j moves to the right, it may bypass several sensors.
As long as there is a sensor with larger reach that was bypassed by j, let k
be the rightmost such sensor. Notice that k is not needed for covering to the
left of y′j. Hence, if yk + rk ≥ y′j + r′j , we move j to yk. Otherwise, we move
k to y′j.
In all cases, we get a deployment y′ that covers [0, p] with lifetime t with
a smaller number of violations than y. A contradiction.
Separation. We are now ready to tackle the case where x ∈ {0, 1}n. We
start with the fixed radii case. Given a BCFR instance (x, b, r) and a lifetime
t, we assume without loss of generality that the sensors are ordered according
to the following bi-directional reach order: sensors initially located at 0 are
positioned to the left of sensors initially located at 1, sensors initially located
at 0 are positioned according to reach order, and sensors initially at 1 are
positioned according to reverse reach order. We show that we may assume
that the sensors are deployed using the bi-directional reach order. The first
step is to show that the sensors that are located at 0 are deployed to the left
of the sensors that are placed at 1.
Lemma 3.4.3. Let (x, b, ρ) be a BCFR instance, where x ∈ {0, 1}n, and let
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t be an achievable lifetime. Then, there exists a feasible solution (y, r) with
lifetime t such that yi ≤ yj, for every i ≤ ℓ < j, where ℓ is the number of
sensors initially located at 0.
Proof. Given a deployment y for (x, b, r), a pair of sensors is called bad if
i ≤ ℓ < j and yi > yj. Let y be a deployment with lifetime t for (x, b, r) that
minimizes the number of bad pairs. If there are no bad pairs, then we are
done. Otherwise, we show that the number of bad pairs can be decreased.
If y has a bad pair, then there must exist at least one bad pair of adjacent
sensors. Let i and j be such sensors. We construct a new deployment vector
y′ as follows.
If the barrier is covered without i, then i is moved to 0, namely y′k = yk,
for every k 6= i, and y′i = 0. Otherwise, if the barrier is covered without j,
then j is moved to 1, namely y′k = yk, for every k 6= j, and y′i = 1. In both
cases the pair (y′, r) is feasible and has lifetime t. Furthermore the number
of bad pairs decreases. A contradiction.







yj + (ρi − ρj) k = i,
yi + (ρi − ρj) k = j,
yk k 6= i, j.
We show that (y′, r) is a feasible solution. First, notice that y′i = yj + (ρi −
ρj) < yi, since otherwise the barrier can be covered without j. Similarly,
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y′j = yi + (ρi − ρj) > yj. Hence, y′k ≤ yk, for k ≤ ℓ, and y′k ≥ yk, for
k > ℓ, which means that y′ consumes less power than y. Also the barrier
is covered, since the interval [yj − ρj, yi + ρi] is covered by i and j. Finally,
y′i = yj + (ρi − ρj) ≤ yi + (ρi − ρj) = y′j, and therefore the number of bad
pair decreases. A contradiction.
Next we show that we may assume that the sensors are deployed using
the bi-directional reach order.
Theorem 3.4.4. Let (x, b, ρ) be a BCFR instance where x ∈ {0, 1}n and let
t be an achievable lifetime. Then there exists a feasible solution (y, r) with
lifetime t such that the sensors are deployed using bi-directional reach order.
Proof. By Lemma 3.4.3 we know that there exists a deployment y, such that
yi ≤ yj, for every i ≤ ℓ < j, where ℓ is the number of sensors initially located
at 0. It follows that sensors from 0 cover [0, p0] while sensors from 1 cover
[p1, 1], where p0 ≥ p1. Lemma 3.4.1 implies that there is a deployment y0 of
the sensors from 0 that covers [0, p0] that satisfies reach order, and that there




y0i i ≤ ℓ,
max {y1i , y0ℓ} i > ℓ.
y′ covers [0, 1] and it satisfies the bi-directional reach order.
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We treat the variable radii case similarly. Given a BCVR instance (x, b),
we assume without loss of generality that the sensors are ordered according
to a bi-directional battery order: sensors initially located at 0 are positioned
to the left of sensors initially located at 1, sensors initially located at 0 are
positioned according to battery order, and sensors initially at 1 are positioned
according to reverse battery order. The proofs of the next lemma and theo-
rem are nearly identical to the proofs of Lemma 3.4.3 and Theorem 3.4.4 re-
spectively with the only differences being ρ replaced by r, (x, b, r) replaced by
the instance for BCVR (x, b), and the references to Lemmas 3.4.3 and 3.4.1
in the proof of Theorem 3.4.4 being replaced by Lemmas 3.4.5 and 3.4.2
repectively in the proof of Theorem 3.4.6.
Lemma 3.4.5. Let (x, b) be a BCVR instance where x ∈ {0, 1}n, and let
t be an achievable lifetime. Then, there exists a feasible solution (y, r) with
lifetime t such that yi ≤ yj, for every i ≤ ℓ < j, where ℓ is the number of
sensors initially located at 0.
Theorem 3.4.6. Let (x, b) be a BCVR instance where x ∈ {0, 1}n, and let
t be an achievable lifetime. Then there exists a feasible solution (y, r) with
lifetime t such that the sensors are deployed using bi-directional battery order.
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3.5 Uniform Instances
In this section we consider uniform instances for both BCFR and BCVR.
We define the uniform instances for each problem in the following. We show
that there exist non-swapping optimal solutions for these instances and that
they can therefore be solved by the parametric search algorithms. A solution
is called non-swapping if the initial order of the sensors is the same as the
final order, that is, yi ≤ yj for i < j.
3.5.1 Fixed Radii
A uniform instance for BCFR is defined to be an instance where bi = b and
ρi = ρ for every i. It is an instance where the battery levels of all sensors are
the same and equal to b, and the coverage radii of all sensors are equivalent
and equal to ρ.
Lemma 3.5.1. Let (x, b, ρ) be a uniform BCFR instance. Then there exists
a non-swapping solution with maximum lifetime.
Proof. Let (y, r) be a feasible solution with lifetime t. First, notice that if
ri = 0, for some sensor i, then we can deploy i at xi and set ri = ρi. Sensor
i can work for t time, since there is at least one other sensor that works for t
time, if t > 0. Hence, we may assume that r = ρ. We show that there exists
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a deployment y′ such that (y′, ρ) is feasible and L(y′, ρ) ≥ t.
Given a solution (y, ρ), a pair of sensors is said to swap if xi < xj and
yi > yj. Let (y, ρ) be a solution with lifetime t for (x, b, ρ) that minimizes
the number of swaps. If there are no swaps, then we are done. Otherwise,
we show that the number of swaps may be decreased.
If there are swaps, then there must exist at least one swap due to a pair
of adjacent sensors. Let i and j be such sensors. Consider the solution y′
obtained from y by interchanging the final positions of i and j, i.e., y′i = yj ,
y′j = yi, and y
′
k = yk, for k 6= i, j. We show that the lifetime does not
decrease, since the maximum distance traveled by a sensor does not increase.
If both sensors move to the right, then we have that xi < xj ≤ yj < yi.
In this case y′i − xi = yj − xi < yi − xi and y′j − xj = yi − xj < yi − xi.
The case where both sensors move to the left is symmetric. Suppose that
i moved to the right and j moved to the left. If xi ≤ yj < yi ≤ xj , then
both i and j move less in y′. If yj < xi < xj < yi, then assume wlog that
the largest distance traveled in y is by sensor j. In y′, both sensor i and j
travel less than sensor j in y. If xi ≤ yj ≤ xj < yi, then i moves less in y′
and j moves less in y′ than i in y since yi − xj < yi − xi. The case where
yj < xi ≤ yi ≤ xj is symmetric. It follows that (y′, ρ) has lifetime at least t
and y′ has less swaps than y. A contradiction.
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Theorem 3.3.3 implies that uniform BCFR can be solved using paramet-
ric search.
Theorem 3.5.2. Uniform BCFR can be solved in polynomial time.
3.5.2 Variable Radii
A uniform instance of BCVR is defined to be an instance where bi = b for
every i, i.e. battery levels are uniform.
Lemma 3.5.3. Let (x, b) be a uniform BCVR instance. There there exists
a non-swapping solution (y, r) with maximum lifetime.
Proof. Let t∗ be the optimal solution for a uniform BCVR instance. Assume
that every solution for (x, b) with lifetime t∗ is swapping. By Lemma 2.3.5,
there is an optimal solution for sensors initially at x which maximizes the
minimum energy used for t∗ time that is non-swapping. This solution must
have optimal value at most b as the instance of BCVR has optimal solution
t∗ where initial battery levels are b. Consider the solution with same position
and radii for the uniform BCVR instance. Clearly such a solution is feasible
along with being non-swapping. This solution has lifetime t∗. Contradiction.
Theorem 3.3.7 implies that uniform BCVR can be solved using paramet-
CHAPTER 3. MAXIMIZING BARRIER COVERAGE LIFETIME 85
ric search.
Theorem 3.5.4. Uniform BCVR can be solved in polynomial time assuming
precise computations.
3.6 Hardness Results
In this section we show that (i) BCFR is NP-hard, even if x ∈ pn, for any
p ∈ (0, 1). (ii) There is no polynomial time multiplicative approximation
algorithm for BCFR, unless P=NP, even if x = pn. (iii) There is no polyno-
mial time algorithm that computes a solution within an additive factor ε, for
some constant ε > 0, unless P=NP, even if x = pn. (iv) BCVR is strongly
NP-hard. The hardness results apply to any a ∈ (0,∞) and α ≥ 1.
We note that throughout the section we assume that α is integral for
ease of presentation. More specifically, we assume that exponentiation with
exponent α can be done in polynomial time. Our constructions can be fixed
by taking a numerical approximation which is slightly larger than the required
power.
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3.6.1 Fixed Radii
The first result is obtained using a reduction from Partition.1 Roughly
speaking, our reduction uses a sensor that cannot move if it is required to
maintain its radius for one unit of time. This sensor splits the line into
two segments, and therefore the question of whether the given numbers can
be partitioned into two subsets of equal sum translates into the question of
whether we can cover the two segments for some time interval.
Lemma 3.6.1. BCFR is NP-hard, for any a ∈ (0,∞) and α ≥ 1, even
if x = 1
2
n
. Furthermore, in this case it is NP-hard to decide whether the
maximum lifetime is zero or at least a.
Proof. Given a Partition instance a1, ..., an, let B =
∑
i ai. We construct
a BCFR instance with n + 1 sensors as follows: xi =
1
2














i 6= n+ 1,
aραi i = n+ 1.
We show that (a1, . . . , an) ∈ Partition implies that there exists a solution
with lifetime a, and that the maximum lifetime is zero if (a1, . . . , an) 6∈
Partition.







i ai. Set ri = ρi, for every sensor i. Use sensor n + 1
1A Partition instance consists of a list a1, . . . , an of positive integers, and the goal is
to decide whether there exists I ⊆ {1, . . . , n} such that ∑i∈I ai =
∑
i6∈I ai.
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], the sensors that correspond to























. It is not hard to verify that a lifetime of a is
achievable.
Suppose that (a1, . . . , an) 6∈ Partition, and assume that there exists
a solution (y, r) with non-zero lifetime. It must be that ri = ρi, for every
i, since
∑
i 2ρi = 1. Since α ≥ 1, sensor n + 1 cannot move more than
1
2B+2
. It follows that yn+1 =
1
2
, since all radii are multiples of 1
2B+2
. Thus











B. Hence, (a1, . . . , an) ∈ Partition. A
contradiction.
The next step is to prove a similar result for any p ∈ (0, 1). Since we
already considered p = 1
2
, we assume, without loss of generality, that p < 1
2
.
Lemma 3.6.2. BCFR is NP-hard, for any a ∈ (0,∞) and α ≥ 1, even if
x = pn, where p ∈ (0, 1
2
). Furthermore, in this case it is NP-hard to decide
whether the maximum lifetime is zero or at least a.
Proof. Given a Partition instance a1, ..., an, let B =
∑
i ai. We construct
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i = n+ 1,
p−d/2
2
i = n+ 2,
1−p−d/2
2
i = n+ 3;
bi =
{
aραi + a i 6= n+ 1,
aραi i = n+ 1.
where d = min {p, 1− 2p}. We show that (a1, . . . , an) ∈ Partition implies
that there exists a solution with lifetime a, and that the maximum lifetime
is zero if (a1, . . . , an) 6∈ Partition.




i 6∈I ai. Define Ī = {1, . . . , n} \ I. Set ri = ρi, for every i, and
use the following deployment:





2. Sensor n+ 2 moves to p−d/2
2
and covers [0, p− d/2].
3. Sensor n+ 3 moves to 1+p+d/2
2
and covers [p+ d/2, 1].






























. It is not hard to verify
that a lifetime of a is achievable.
Suppose that (a1, . . . , an) 6∈ Partition, and assume that there exists
a solution (y, r) with non-zero lifetime. Notice that
∑
i 2ρi = 1, and thus
it must be that ri = ρi, for every i. Since α ≥ 1, the battery of sensor
n + 1 is depleted if it moves a distance of d
2B+2








































, it follows that n + 3
must be deployed such that its covering interval is to the right of the interval







. Since yn+1 + ρn+1 > p − d2B+2 + d2B+2 = p ≥ d, it
follows that sensor n + 2 must be deployed such that its covering interval is
to the left of the interval of n+1, namely yn+2+ρn+2 ≤ yn+1−ρn+1. Without
loss of generality we assume that sensors n + 2 and n + 3 are adjacent to 0
and 1, respectively. Since all remaining radii are multiples of d
2B+2
, it follows
that yn+1 = p. Hence there is a subset I ⊆ {1, . . . , n} of sensors that covers
the remaining uncovered area to the left of p − d
2B+2
, while the rest of the








































Figure 3.2: Depiction of the deployment and radii assignment of sensors n+1,
n+ 2, and n + 3.
Hence, (a1, . . . , an) ∈ Partition. A contradiction.
The following results are implied by Lemmas 3.6.1 and 3.6.2.
Corollary 3.6.3. There is no polynomial time multiplicative approximation
algorithm for BCFR, unless P=NP, for any a ∈ (0,∞) and α ≥ 1, even if
x = pn, where p ∈ (0, 1).
Corollary 3.6.4. There is no polynomial time algorithm for BCFR that
computes a solution within an additive factor ε, for some ε > 0, unless
P=NP, for any a ∈ (0,∞) and α ≥ 1, even if x = pn, where p ∈ (0, 1).
3.6.2 Variable Radii
ForBCVR we show strong NP-hardness using a reduction from 3-Partition2
that is based on the notion of block, which is a set of evenly spaced sensors






, for every i, and
∑
i ai = mQ, and the goal is to decide whether the
list can be partitioned into m triples all having the same sum Q. 3-Partition remains
NP-hard even if Q is bounded above by a polynomial in n. In other words, the prob-
lem remains NP-hard even when representing the integers in the input instance in unary
representation [23].
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with relatively small batteries. A block battery cannot move much, but to-
gether the block batteries can cover a long interval, assuming they stay in
their initial locations. Formally, a block B = (z, ℓ, b, ρ) is a set of ℓ sensors
located at z + (2i − 1)ρ, for i ∈ {1, . . . , ℓ}. The radius of each block sensor
is ρ, and the battery power of each sensor is b. Typically, ρ would be small,
while ℓ would be large.
Observation 3.6.5. Let B = (z, ℓ, b, ρ) be a block. (i) B can cover the
interval [z, z + 2ℓρ] for b/ρα time, and (ii) no block sensor can cover points
outside [z − b
a
, z + 2ℓρ+ b
a
].
Proof. If a block battery remains in its initial position, it can stay alive
for b/ρα time. Since the batteries are at distance 2ρ from their neighbors,
the interval [z, z + 2ℓρ] is covered. A sensor can move at most b/a, hence
the leftmost and rightmost point that can be reached by a block sensor are
z+ρ−b/a and z+2ℓρ−ρ+b/a. Hence, no point outside [z−b/a, z+2ℓρ+b/a]
can be covered by a block sensor.
We are now ready to present the reduction.
Theorem 3.6.6. BCVR is strongly NP-hard, for every a ∈ (0,∞) and
α ≥ 1.
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Proof. Given an BCVR instance and T , we show that it is NP-hard to
determine whether the instance can stay alive for T time.
Given a 3-Partition instance, we construct the following BCVR in-
stance. Let δ = 1
(2m−1)Q and T = 2aQ[2(2m − 1)Q]α. There is a sensor for
each input number: xi = 0, and bi = T (aiδ/2)
α + a, for every i ∈ {1, . . . , n}.
We also add m− 1 blocks: Bj = ((2j − 1)Qδ, ⌈Qδ/2ρ⌉ , T ρα, ρ), for every j,




The running time of the reduction is polynomial, since each block contains
O(mαQα+1) sensors, and there are m− 1 blocks.
We show that if (a1, . . . , an) ∈ 3-Partition, then there exists a solution
with lifetime T . Since this instance belongs to 3-Partition, there is par-
tition of {1, . . . , n} into m index subsets I1, . . . , Im, such that |Ij| = 3 and
∑
i∈Ij ai = Q, for any j. We set ri = δai/2 for every i ≤ n, and we deploy
the sensors in Ij such that they cover [2jQδ, (2j + 1)Qδ]. Observe that the




i∈Ij aiδ = Qδ.
Also, each such sensor uses at most a energy for deployment, and hence it
has enough energy to stay alive for T time. Block sensors are not moved
and their radii are set to ρ. Hence, block sensors can stay alive for T time.
Furthermore, due to Observation 3.6.5, the sensors of block j can cover the
interval [(2j − 1)Qδ, (2j − 1)Qδ + 2ρ ⌈Qδ/(2ρ)⌉] during their lifetime. Ob-
CHAPTER 3. MAXIMIZING BARRIER COVERAGE LIFETIME 93
served that this interval contains [(2j − 1)Qδ, 2jQδ]. Hence [0, 1] can be
covered for T time.
Now supposed that there is a solution with lifetime T . It follows that the
block sensors radii cannot be larger than ρ. Hence, Observation 3.6.5 implies
that the sensors of block j do not cover points outside
[(2j − 1)Qδ − Tρα/a, (2j − 1)Qδ + 2ρ ⌈Qδ/(2ρ)⌉+ Tρα/a] .
Since
Tρα/a = 2Q[2(2m−1)Q]α · δα
4α
· [2(2m−1)Q]−2α ≤ 1
2






[2(2m−1)Q]α ≤ δ8 ,
we have that the sensors of block j do not cover points outside [(2j−1)Qδ−
δ
8
, 2jQδ + δ
4
]. It follows that the interval [2jQδ + δ
4
, (2j + 1)Qδ − δ
8
] must






α = 2aQ[2(2m− 1)Q]αaαi [2(2m− 1)Q]−α = 2aQaαi ,
we have that the battery power of sensor i is
bi = 2aQa
α
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. Since ai < Q/2, this radius is smaller that δQ, and therefore
the n sensors can be partitioned into m subsets I1, . . . , Im, each covering an
interval of length (Q− 3
8
)δ. We claim that
∑
i∈Ij ai ≥ Q for every subset j.
If this is not the case, then
∑












· δ < (Q− 1
2
)δ < (Q− 3
8
)δ .
Hence, we can partition a1, . . . , an into m subsets each of sum at least Q,
which means that (a1, . . . , an) ∈ 3-Partition.
3.7 Discussion and Open Problems
We briefly discuss some research directions and open questions. We showed
that BCVR is strongly NP-Hard. Finding an approximation algorithm or
showing hardness of approximation remains open. In a natural extension
model, sensors could be located anywhere in the plane and asked to cover a
boundary or a circular boundary. In a more general model the sensors need
to cover the plane or part of the plane where their initial locations could be
anywhere. Another model which can be considered is the duty cycling model
in which sensors are partitioned into shifts that cover the barrier. Bar-Noy et
al. [6] considered this model for stationary sensors and α = 1. Extending it
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to moving sensors and α > 1 is an interesting research direction. Finally, in
the most general covering problem with the goal of maximizing the coverage
lifetime, sensors could change their locations and sensing ranges at any time.




This chapter is divided into the following sections. Section 4.1 formally de-
fines the model and problems. The case where movement is free of cost is
analyzed in Section 4.2. Section 4.3 gives some structural results. Section 4.4
considers the discrete version of the single deployment model. Section 4.5
extends the grid algorithms FPTASs when batteries are not too small. Sec-
tion 4.6 considers the instance where relays are initially located at base sta-
tions. Finally, Section 4.7 concludes the chapter and gives open problems as
well as directions for future research.
4.1 Preliminaries
A transmitter would like to transmit information to a receiver. To aid in
the transmission of information, n mobile relays are distributed on the line
96
CHAPTER 4. MAXIMIZING COMMUNICATION LIFETIME 97
Figure 4.1: n relays on the line between the transmitter and the receiver.
of communication between the transmitter and the receiver (as in Fig. 4.1).
Each relay has the task of passing along the information and thus maintaining
the chain of communication. The distance between the transmitter and the
receiver is denoted by D. We assume wlog that the transmitter is located at
0, while the receiver is located at D. The initial locations of the nodes are
denoted by x0, x1, . . . , xn, where x0 = 0 is the location of the transmitter.
The initial battery power of node i ∈ {0, 1, . . . , n}, is denoted by Bi.
Communicating costs energy and the energy required depends entirely on
the distance over which the information must be transmitted. Following the
model of Moscibroda et al. [39], a node transmitting data over a distance d
invests P (d) = dα energy per time unit, where α > 1 is a constant. The
cost of mobility, or friction, is proportional to the distance traveled, k, as in
Wang et al. [43], i.e. M(k) = ak, where a is a constant.
We allow relays to occupy the same location. If two or more nodes are
located at the same point, then one of them (say the node with the highest
index) must transmit to the next live node which is not at the same location,
while the other nodes do not consume any power.
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Using the above definitions, we represent the network by the vector
N = 〈D,B0, . . . , Bn, x1, . . . , xn, α, a〉,
which gives the distance from transmitter to receiver, the initial battery
powers and positions of the nodes, and the cost parameters, α and a. When
a = 0 we say that there is no friction.
Single Deployment and Lifetime of First Death. Our first model
corresponds to the case where relays are allowed to be set once. Relays
are to be deployed at time 0 after which transmission may commence. The
lifetime of the network is determined by its weakest link, namely by the
lifetime of the relay whose battery is depleted first, thus breaking the chain
of communication.
We have n relays initially located at x1, x2, . . . , xn between 0 andD on the
line. The relays are to be deployed to some locations y1, y2, . . . , yn. Moving
relay i from location xi to location yi decreases relay i’s battery by a|xi−yi|.
Let B′i be the new battery level of relay i after the movement, namely B
′
i =
Bi−a|xi−yi|. (Clearly B′0 = B0.) Let righti denote the left-most node to the
right of i, after the relays are deployed. A node i ∈ {0, . . . , n} must transmit
to righti. Let di be the transmission range of node i, for every i ∈ {0, . . . , n},
namely di = yrighti − yi, for every i ∈ {0, . . . , n}, where yrighti = D if the
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receiver is the rightmost node to the left of node i.
Once the relays arrive at locations y = (y1, y2, . . . , yn), they may begin
transmitting and must transmit from their respective locations for the dura-





The lifetime of the system given the deployment to y is the time in which
the first relay dies, and it is defined as
LF (N, y) = min
0≤i≤n
Li(yi) . (4.1)
We shall refer to this lifetime as Lifetime of First Death. This notion of
network lifetime was considered by El-Moukaddem et al. [22] for a max data
mobile relay configuration.
The Maximum Lifetime of First Death problem (MaxFD) is the
problem of finding a deployment that maximizes the lifetime of first death.
In this paper we focus on the no swapping case, where the relays are to be
deployed to some locations y1, y2, . . . , yn preserving the initial order between
relays, i.e. xi ≤ xj implies yi ≤ yj, for every i 6= j. In this case, di = yi+1−yi
for i ∈ {0, . . . , n− 1} and dn = D− yn. This problem can be represented by














s.t. 0 ≤ y1 ≤ · · · ≤ yn ≤ D
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The reason for focusing on this case is threefold. First, there are ap-
plications in which swapping is disallowed. For example, Kansal et al. [30]
suggest using relays on a track. Second, in some scenarios adding this no
swapping restriction gives additional structure that may be used for solv-
ing the problem without affecting the solution space. For instance, when n
identical relays are initially located at the same point. Finally, we show (in
Section 4.2) that swapping is unnecessary in the non-friction case.
Another nice implication of the no-swapping assumption is multiple de-
ployments do not help. More specifically, we can show that any solution
where relays redeploy after time 0 can be replaced by a single deployment
solution whose lifetime is not worse, see corollary 4.3.2.
Furthermore, we assume that all relays must participate in communica-
tion. This may have a drawback in that if any relay has a very small initial
battery and a sizable transmission range, the lifetime of first death would
be short. Note that if Bi ≥ amax{xi, D − xi}, for all i, then a relay may
effectively deactivate by moving arbitrarily close to the next relay. Thus,
deactivation is encompassed by the model given if Bi ≥ amax{xi, D − xi},
for all i. We also note that our FPTASs for MaxFD are based on a stronger
assumption (see Section 4.5).
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Multiple Deployment and Transmission Lifetime. In our second model
we assume relays can be deployed multiple times and can readjust their trans-
mission ranges after a deployment or after the death of a relay. In this model,
we wish to maximize the length of time the transmitter can communicate
with the receiver. We call such a lifetime the Transmission Lifetime.
A solution, or solution path, is defined as P := {x1(t), . . . , xn(t)}∞t=0,
where xi(t) is the location of relay i at time t for i ∈ {1, . . . , n}. Let lefti(t)
and righti(t) denote the right-most node to the left of node i and the left-
most node to the right of i at time t. A node i ∈ {0, . . . , n} must transmit
to righti(t). If relay i dies at some time t then the node lefti(t) increases
its transmission range to transmit to righti(t). The transmitting range of a
live node i at time t, denoted by di(t), is the distance between that node
and righti(t), i.e., di(t) = xrighti(t)(t)−xi(t). The remaining battery power of
node i at time t is denoted by Bi(t).
Let Xi(t) be the total distance traveled by node i up to time t (note
X0(t) = 0 ∀t). Using this notation, the lifetime of node i under solution path
P, Li(P), satisfies:





A solution path P is feasible if (i) xi(0) = xi for every i ∈ {1, . . . , n}, and
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(ii) xi(t) = xi(Li(P)), for every i ∈ {1, ..., n} and t ≥ Li(P).
We define the Transmission Lifetime for a solution path P and network
N , denoted by LT (N,P), to be the length of time the transmitter can send
data to the receiver in a solution path P for a given network N . This is
equivalent to the lifetime of the transmitter under a solution path P, L0(P).
Thus:
LT (N,P) = L0(P) . (4.4)
The Maximum Transmission Lifetime problem (abbreviated MaxTL)
is the problem of finding a solution path P that maximizes the transmission
lifetime of a given network N .
Observe that the maximum transmission lifetime is never smaller than
the maximum lifetime of first death, namely
max
y
LF (N, y) ≤ maxP LT (N,P)
for every network N , since LF (N, y) ≤ LT (N,Py), for every deployment y,
where Py is the solution path that corresponds to y, i.e., Py satisfies xi(t) = yi
for every relay i.
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4.2 MaxTL and MaxFD without Friction
In this section we consider the no friction case, namely the case where a = 0.
Goldenberg et al. [25] consider the case where there is no friction and all
nodes have equal battery power. They show that the energy cost function
P (d(t)) is a non-decreasing convex function, and that the optimal positions
of the relay nodes must lie entirely on the line between the source and the
destination and must be evenly spaced along the line.
We can extend this result to the case of non-equal battery powers. We
show that the lifetime of the network is optimized when we choose the trans-
mission ranges di(t)’s to be such that the lifetimes of all nodes are equal,
i.e. Li = Lj , ∀i, j ∈ {0, . . . , n} and fixed for the lifetime of the network:
di(t) = di for the lifetime (both transmission and first death) of the network.
In this case, relays only need to move once to their optimal locations and
transmission lifetime is equal to lifetime of first death.
Lemma 4.2.1. The transmission lifetime and lifetime of first death of a
network with n relays where there is no friction is maximized when Li = Lj,
for every i, j ∈ {0, . . . , n}.
Proof. Let T be the transmission lifetime of an optimal solution. Define di
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We first show that
∑n


























Ddt = D .
A feasible placement in which i’s range is di can be obtained by placing i at
∑i−1













α dt = T · (di)α ≤ T · di(t)α










It thus suffices to consider the solutions in which the transmission ranges
di(t), i ∈ {0, . . . , n} are fixed for the duration of lifetime. Of all such so-
lutions, the one in which all node lifetimes are equivalent, Li = Lj , ∀i, j ∈
{0, . . . , n}, maximizes the lifetime of the network.
Assume this is not the case. Consider the time M when the transmitter
dies. Note that if a relay dies before time M the solution does not have fixed
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transmission ranges. Consider the leftmost relay which is still alive at time
M . WLOG, assume it is relay k. Shift the first k relays to the left by an




− dk, i.e., ǫ satisfies
Bk/(dk + ǫ)
α = M . The shift decreases d0, while leaving d1, d2, . . . , dk−1
unchanged. Consequently the lifetime of this solution is greater than the
lifetime of the optimal, a contradiction.
If Li = Lj, ∀i, j ∈ {0, . . . , n}, lifetime of first death equals transmission
lifetime. Since lifetime of first death is never larger than transmission lifetime,
it follows that lifetime of first death is maximized as well.
Theorem 4.2.2. If a = 0, an optimal solution for MaxTL and MaxFD
is obtained by placing relay i at
∑i−1
j=0 dj, where














Proof. Consider relay i. Due to Lemma 4.2.1 we know that Li = Lj for every
j ∈ {0, . . . , n}. It follows that dj = α
√
Bj/Bi · di, for every j ∈ {0, . . . , n}.
Since
∑n










Bj = D ,
which gives the result.
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Corollary 4.2.3. If a = 0, there exists a single deployment and no swapping
optimal solution for MaxTL.
4.3 MaxTL without Swapping
In this section, we consider MaxTL with friction. We provide some structure
for this case by giving necessary conditions for any optimal solution.
First, we note that Theorem 4.2.2 does not hold in the non-zero friction
case. Consider the case where we have one relay located at 0.25 with B0 =
B1 = 1 and D = 1. Also, assume that a = 4. This means that going from
0.25 to 0.5 depletes the relay. However, located at [0.25,0.5) the relay dies
before the transmitter.
We prove that in an optimal solution, relays do not need to move unless
some relay dies.
Lemma 4.3.1. Given a MaxTL instance, any solution where a relay moves
at a time that does not correspond to the death of another relay can be replaced
by a stationary solution with at least as large a lifetime.
Proof. Assume that in an optimal solution no relay dies in the time interval
(t0, t2). Furthermore, assume that in this optimal solution, relays move at
an instance t1, where t0 < t1 < t2 and are stationary otherwise.
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Consider the time average location of relay i from t0 to t2, which has
moved from location xi(t0) to xi(t1) at time instance t1:
xi =
xi(t0) · (t1 − t0) + xi(t1) · (t2 − t1)
t2 − t0
.
We claim that a solution that places relay i at location xi at time t0 and does
not move i before t2 has lifetime at least as large as the original solution.
First, notice that xi ≤ xi+1 for every i, namely relay ordering is maintained
by the new solution. Also, since location xi, the time average, is between
locations xi(t0) and xi(t1), the cost of movement from xi(t0) to xi to xi(t2)
is at most the cost of the original movement from xi(t0) to xi(t1) to xi(t2).
Let us now consider the cost of transmission if relay i is placed at location
xi at time t0. Let di(t0) = xi+1(t0) − xi(t0) and di(t1) = xi+1(t1) − xi(t1).
Define di to be the time average from t0 to t2 of the transmitting distance
between node i and node i+ 1:
di =
di(t0) · (t1 − t0) + di(t1) · (t2 − t1)
t2 − t0
.
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Observe that
di =
di(t0) · (t1 − t0) + di(t1) · (t2 − t1)
t2 − t0
=
(xi+1(t0)− xi(t0))(t1 − t0)
t2 − t0
+
(xi+1(t1)− xi(t1))(t2 − t1)
t2 − t0
=
xi+1(t0) · (t1 − t0) + xi+1(t1) · (t2 − t1)
t2 − t0
− xi(t0) · (t1 − t0) + xi(t1) · (t2 − t1)
t2 − t0
=xi+1 − xi
so that it is feasible to place relays i and i+1 at their time-averaged locations
and obtain the time-averaged transmission distance between them.
By Jensen’s inequality,
(di)
α ≤ dαi =
(t1 − t0)di(t0)α + (t2 − t1)di(t1)α
t2 − t0
and thus,
(t2 − t0)(di)α ≤ dαi = (t1 − t0)di(t0)α + (t2 − t1)di(t1)α.
That is, the amount of battery depleted for relay i in the time-average case
is at most the amount of battery depleted in the case when the relay moves
at time t1. We thus have the desired result.
Corollary 4.3.2. One deployment suffices when maximizing the lifetime of
first death.
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It also holds that in any optimal solution the transmitter is one of the
last to die.
Lemma 4.3.3. Given a MaxTL instance, any solution in which the trans-
mitter is not among the last to die is suboptimal.
Proof. Assume the transmitter dies at time M , but relay k is the leftmost
relay which is still alive in the optimal solution, i.e. relays 1, . . . , k − 1 die
prior to or at time M in the optimal solution. Assume relays i1, i2, . . . , il are
among the first k − 1 relays and die at time M with the transmitter.
Move relay k an amount φk to the left at time M − τ , where τ is small
enough such that no relay dies in the time interval [M − τ,M). Since no
relay dies, we can assume by Lemma 4.3.1 that the relays are stationary in
this time interval. Let φk be an amount which precludes relay k from dying
before time M and is less than min{d0(M − τ), di1(M − τ), . . . , dil(M − τ)}.
Sequentially move relays j = il, il−1, . . . , i1 at time M − τ , an amount φj to
the left where φj < φj+1 and is such that
Bj − aφj





Note that such a movement is always feasible: consider the function
J(x) =
Bj − ax
(dj(M − τ)− (φj+1 − x))α
.
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We have that J(0) = Bj/(dj(M−τ)−φj+1)α > Bj/dj(M−τ)α. Furthermore,








Since J(x) is continuous, there is some point φj ∈ [0, φj+1] for which
Bj − aφj






φk < min{d0(M − τ), di1(M − τ), . . . , dil(M − τ)}
and φk > φil > · · · > φi1 , relays can never swap order with this shift. This
shift of the relays decreases d0(M − τ), resulting in a solution path with a
longer transmission lifetime, a contradiction.
4.4 MaxFD on Grid Points
In this section we consider a discrete version of MaxFD in which relays are
deployed on grid points. More specifically, we assume that the final locations
y1, . . . , yn of the relays must be one of the points {jD/m : 0 ≤ j ≤ m},
where m is a pre-determined integer. That is, we partition the interval [0, D]
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into m sub-intervals each of length σ = D/m and restrict the final locations
from being in the interior of any sub-interval.
We provide two approaches to solve the problem: a dynamic programming
algorithm and a parametric search algorithm, the running times are O(nm2)
and O(nm2 log(nm)), respectively.
We note that our algorithms for the discrete version of MaxFD can be
extended to deal with relay deactivations. Also, note that deactivations may
be ignored if Bi ≥ amax{xi, D − xi}, for every i. (Recall that in this case a
relay may effectively deactivate by moving arbitrarily close to the next relay.)
4.4.1 Dynamic Programming
We present a dynamic programming algorithm that solves discrete MaxFD
called Lifetime-DP, shown as Algorithm 3. The idea behind this algorithm is
to try solving all possible instances for covering the prefix segment [0, jD/m]
for any j ∈ {0, . . . , m} using the i relays closest to the transmitter for i ∈
{0, . . . , n}.
For j ∈ {0, . . . , m} and i ∈ {0, . . . , n}, let f(i, j) be the lifetime of first
death of the solution with the i relays that are closest to the transmitter that
covers [0, jD/m] (this is equivalent to moving the receiver to point jD/m).
The desired final output will be f(n,m). Initially, for i = 0 and any j, f(i, j)
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is the time it takes the transmitter to die when it transmits a distance jD/m.
Also, let y(i, j) = (y1, . . . , yi) be the vector of optimal positions assigned to
the i relays when transmitting to j. Namely, y(i, j) corresponds to f(i, j).
Let LF (i, h, j) be the lifetime of first death of relay i after moving to grid
point h and transmitting to gridpoint j ≥ h. That is,




























min{f(i− 1, h), LF (i, h, j)} i, j > 0,
∞ j = 0,
B0
(jD/m)α
i = 0, j > 0.
That is, look for the lifetime maximizing position for the ith relay among
the first j + 1 possible positions. When a position is examined for the ith
relay, use the optimal locations for the first i− 1 relays transmitting to such
a position to find the lifetime for that configuration. Take the maximum
lifetime of all position evaluations to be f(i, j).
Theorem 4.4.1. Algorithm Lifetime-DP finds an optimal solution for MaxFD
on grid points in O(nm2) time.
Proof. We prove by induction on i that f(i, j), for every j, is the maximum
lifetime of first death of the first i relays when the receiver is located at
jD/m.
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Algorithm 3 : Lifetime-DP
1: for all j = 0 to m do f(0, j)← B0(jD/m)α {f(0, 0)←∞}
2: for all i = 1 to n do
3: for all j = 0 to m do
4: for all h = 0 to j do




9: for all i = 1 to n do
10: for all j = 1 to m do
11: f(i, j)← 0
12: for all h = 0 to j do
13: if min{f(i− 1, h), LF (i, h, j)} > f(i, j) then
14: f(i, j)← min{f(i− 1, h), LF (i, h, j)}





Note that the claim is true for i = 0. Assume the claim is true for all
i − 1. We would like to show that it is true for i. In order to compute
f(i, j) the algorithm places the ith relay at grid points h = 0, . . . , j and
considers the lifetime of this placement with the maximal solution of i − 1
relays transmitting to h, y(i−1, h). By the induction hypothesis, y(i−1, h),
for 0 ≤ h ≤ j, are the positions of maximum lifetime of the first i− 1 relays
transmitting to h. Hence, the best lifetime of first death when i is placed
at hD/m and transmits to j is the minimum between f(i − 1, h) and the
lifetime of i, namely LF (i, h, j). Since the dynamic programming solution
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takes the maximum over all h, f(i, j) is optimal for MaxFD on grid points,
for every j.
The computation of LF (i, h, j), for any i, h, and j, is given by equation 4.6
and takes O(1) time to compute. There are O(nm2) values to compute and
hence the total time to compute LF (i, h, j) for all i, h, j is O(nm
2). The
running time of computing f(n,m) is O(nm2) using the precomputed values
in LF . Hence, the total running time is O(nm
2).
4.4.2 Parametric Search
In this subsection we provide a second algorithm for discrete MaxFD that
is based on parametric search.
We first provide a polynomial time algorithm that decides whether a given
candidate lifetime is achievable. The algorithm is called Lifetime Check.
Intuitively, the algorithm works as follows. Initially set yn+1 = D. Going
from i = n to 1 we try to move relay i to the leftmost position for which relay
i has lifetime T ′. If we succeed for all i, we check whether the transmitter
has enough power to transmit to relay 1 at least until T ′.
Lemma 4.4.2. Let T be the optimal lifetime of first death. Given T ′ ≥ 0,
Algorithm Lifetime Check determines whether T ′ ≤ T in O(nm) time, and
it computes a corresponding solution if T ′ ≤ T .
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Algorithm 4 : Lifetime Check
1: for all i = 1 to n do
2: ℓ(i)← min{j ≥ 0 : a(xi − jD/m) ≤ Bi}
3: ℓ′(i)← max{ℓ(i), ℓ′(i− 1)} {ℓ′(0) = 0}
4: r(i)← max{j ≤ m : a(jD/m− xi) ≤ Bi}
5: end for
6: yn+1 ← D
7: for all i = n to 1 do
8: Pi ←
{
jDm ≤ yi+1 :
j ∈ [ℓ′(i), r(i)]
a|xi − jDm |+ T ′(yi+1 − jDm )α ≤ Bi
}
9: if Pi = ∅ then
10: return NO
11: else
12: yi ← minPi
13: end if
14: end for




Proof. First, assume that the algorithm returns YES. In this case yi ≤ yi+1,
for every i, by construction. Also, yi ∈ [ℓ(i), r(i)], which means that relay i
has the enough energy to move to yi. Furthermore, due to the definition of
Pi, yi is able to maintain the connection to yi+1 for T
′ time. Hence, y is a
deployment that corresponds to T ′, which means that T ′ ≤ T .
Now, suppose that T ′ ≤ T , and let z be a deployment that correspond to
T . We show that the algorithm computes a solution y whose lifetime is at
least T ′. We show by induction on i that (i) relays i, . . . , n can connect yi to
D for at least T ′ time, and (ii) yi ≤ zi. In the base case, notice that zn ∈ Pn,
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and therefore relay n can connect yn to D for T
′ time, and also yn ≤ zn. For
the induction step, assume that relays i+1, . . . , n can maintain a connection
from yi+1 to D for at least T
′ time, and that yi+1 ≤ zi+1. If i 6= 0, notice that
since yi+1 ≥ ℓ′(i + 1) ≥ ℓ′(i), we have that min{yi+1, zi} ∈ Pi, and therefore
Pi 6= ∅, and yi ≤ zi. Finally, relay 0 can maintain the connection to y1,
since y1 ≤ z1 due to the induction hypothesis. It follows that the algorithm
returns YES.
Computing ℓ, ℓ′, and r can be done in O(n) time. There are n iterations of
the main loop, and Pi can be computed in O(m). Hence, the overall running
time is O(nm).
We use Algorithm Lifetime Check to devise an algorithm for discrete
MaxFD.
Theorem 4.4.3. There exists an algorithm that finds an optimal solution
for MaxFD on grid points in O(nm2 log(nm)) time.
Proof. There are O(nm2) lifetime of first death candidates: each relay has
m + 1 possible locations and m + 1 possible ranges. We can sort these
candidates in O(nm2 log(nm)) time, and then find the best lifetime using
binary search with Algorithm Lifetime Check in O(log(nm)) iterations. The
total running time is O(nm2 log(nm)).
CHAPTER 4. MAXIMIZING COMMUNICATION LIFETIME 117
We note that the running time of the above binary search algorithm is
slower that the running time of the dynamic programming algorithm, but it
will become useful in the next section.
4.5 MaxFD with Large Batteries
In this section we show that the algorithms that were given in Section 4.4
may be used to obtain FPTASs for the special case of MaxFD in which
Bi ≥ aD(1+ 1n), for every i. Our approach is based on the following argument.
Given any ε > 0, we show that if Bi ≥ aD(1 + 1n), for every i, there exists a
grid density for which the discrete optimal lifetime of first death is within a
factor of (1 + ε) from the optimal lifetime of first death.
We start the section by exploring the connection between discreteMaxFD
and non-discrete MaxFD.
4.5.1 Discrete MaxFD vs. MaxFD
Let optF be the optimal lifetime of first death, and let opt
m
F be the optimal
lifetime of first death for the discrete version with m grid points.
We first show that optF and opt
m
F may be far apart even when m is very
large. Let m be an odd integer. Consider the following instance with three
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and relay batteries are B1 = B2 =
aσ
2
, and B0 = B3 = B, where B is very
large. The optimal deployment is y1 = y2 = y3 =
1
2
, and in this case optF is
close to B
0.5α




Such scenarios may be avoided if the deployment at grid points does not
deplete the batteries. In the next lemma we make an assumption that ensures
this.






1 + 2(α + 1)ε
.
Proof. Let (y1, . . . , yn) be an optimal deployment, namely a deployment
whose lifetime of first death is optF . Also, let di = yi+1 − yi, for every
i ∈ {0, . . . , n}. Observe that there must exists at least one relay i for which












Let ℓ be such a relay.










di − σ < d′i ≤ di, for every i 6= ℓ, and that
d′ℓ < dℓ + (n+ 1)σ ≤ dℓ + εdℓ = (1 + ε)dℓ .
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k, for every i. Observe that









for every sensor i.
Let R and R′ are the remaining battery powers after moving to y and y′,
respectively. Since Ri ≥ aDn , for every i, it follows that
R′i ≥ Ri − a|y′i − yi| > Ri −
εaD
n
≥ Ri − εRi = (1− ε)Ri ,












1 + 2(α+ 1)ε
· Li ,
where the last inequality follows from (1 + ε)α+1 ≤ e(α+1)ε ≤ 1 + 2(α + 1)ε,
for (α + 1)ε ≤ 1.
4.5.2 FPTASs
We start with the dynamic programming algorithm. Lemma 4.5.1 implies
that Algorithm Lifetime-DP can be used as an FPTAS for the special case
of MaxFD in which Bi ≥ aD(1 + 1n), for every i. Since m = O(n2/ε), the
running time in this case is O(nm2) = O(n5/ε2).
Next, we move to the parametric search algorithm. We consider a vari-
ation of the algorithm that was given in Section 4.4. Instead of considering
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lifetime candidates, we perform binary search on an interval. Let Ta denote
the lifetime for movement cost a. Observe that Ta ≥ Tb if a ≤ b. It follows




























where Bmin = miniBi. Hence if conduct a binary search until we reach an

















Since the running time of Algorithm Lifetime Check is O(nm), it follows





))). This is faster than the
running time of the dynamic programming algorithm, which is O(n5/ε2).
4.6 MaxFD with Deployment from Base Sta-
tions
In this section we consider the MaxFD scenario where relays are initially
located at the base stations i.e. located at either 0 or D (x ∈ {0, D}n). We
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show there exist an optimal solution for this instance for discrete MaxFD
and an FPTAS as long as Bi > aD(1+
1
n
). We do so by showing that we can
order the relays in a particular way (which is a dominant order) and then we
can use Lifetime-DP and Lifetime Check with Binary Search on this order
for solution.
We first consider the MaxFD instance where all relays are initially lo-
cated with the transmitter, i.e. xi = 0 for all i. We seek to determine an
order in which to deploy the relays for which the lifetime of first death is at
least as large when compared to any other ordering.
Let T be an achievable lifetime. We show that there exists a deployment
y with lifetime T such that relays are deployed according to battery order,
namely Bi ≤ Bj if and only if yi ≤ yj. Battery order deploys larger battery
relays to farther locations than smaller battery relays.
For the proof we need the result of Lemma 2.3.4 which is restated below.
Lemma 2.3.4. Let η1, η2, γ1, γ2 ≥ 0 such that (i) γ1 < η1 ≤ η2, and









Lemma 4.6.1. Assume xi = 0 for all i and let p ∈ (0, D]. Suppose that
there exists a deployment that transmits from 0 to p for T time. Then, there
exists a deployment that transmits from 0 to p for T time that satisfies battery
ordering.
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Proof. Given a solution that transmits from [0, p] with lifetime of first death
T , a pair of relays is said to violate battery ordering if Bi < Bj and yi > yj .
Let y be a solution with lifetime of first death T that minimizes battery
ordering violations. If there are no violations, then we are done. Otherwise,
we show that the number of violations can be decreased.
If y has ordering violations, then there must exist at least one violation
due to a pair of adjacent relays. Let i, j with Bi < Bj but yj < yi be such
relays. Consider the interval [yj, yi + di] in which relays i and j transmit.
Define βk to be the remaining battery of relay k after moving to location yk,
that is, βk = Bk−ayk. Let K = min{Li, Lj} and note that K ≥ T . Consider
a solution y′ which is equivalent to y, except for relay i located at y′i = yj




β ′i/K. Note that no other sensors lifetime is affected by this
reassignment. It follows that relay i remains alive for at least K time. If
y′j = yi then sensor j remains alive for at least K time as sensor i remained
alive for at least K time when at yi and Bj > Bi. Thus, we may assume that
y′i + d
′







We have that y′i = yj and y
′




j > βi + βj. Also,
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Figure 4.2: Comparing the lifetimes of sending a larger battery relay farther
vs. the lifetime of sending a smaller battery relay farther for different values
of a.
notice that βi < min{βj , β ′i, β ′j}. Then,
d′j = di + dj − d′i














where the inequality is due to Lemma 2.3.4. Consequently, K ≤ β ′j/d′jα = L′j .
We get a deployment y′ that covers [0, p] with lifetime T with a smaller
number of violations than y. A contradiction.
In Figure 4.2, we compare the lifetime of keeping a relay with larger
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battery fixed and moving the relay with smaller battery to the lifetime of
keeping a relay with smaller battery fixed and moving the relay with larger
battery. The initial battery levels are Bl = 150 for the larger relay l and
Bs = 100 for the smaller relay s. The interval of transmission is I = (0, 4]
and α = 2. Big0 is the function 150/x2 which is the lifetime of relay l when
fixed at 0 and relay s located at position x. Small0 is the function 100/x2
which is the lifetime of relay s when fixed at 0 and relay l located at position
x. There are also the lifetime functions for the traveling relays which depend
on a and position x: L150(a, x) = (150−ax)/(4−x)α is the lifetime of relay l
after moving to a position x and L100(a, x) = (100−ax)/(4−x)α is the lifetime
of relay s after moving to a position x. It follows that (150− ax)/(4−x)α >
(100− ax)/(4− x)α for a given a and for all x ∈ I.
The position x which maximizes the network lifetime is the position where
the functions L150 and small0 (or L100 and big0) intersect. When a = 0,
L150(0, x) and L100(0, x) intersect small0 and big0 respectively at exactly the
same lifetime. Note that when a = 10, L150(10, x) intersects small0 at a larger
lifetime than does L100(10, x) intersect big0. When a = 20, the difference in
lifetimes of the intersection points and hence the networks is even larger. As
a increases this trend continues.
Next, we consider the instance when all sensors are initially located at
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D. We define reverse-battery ordering to be Bi ≤ Bj if and only if yj ≤ yi.
In this ordering larger battery relays are deployed to farther locations from
D than smaller battery relays. Since the deployment occurs from D, larger
battery relays have smaller final locations than smaller battery relays and
are thus in decreasing (reverse) initial battery order when viewed from 0 to
D.
We show that if there is a ordering that transmits for T time, then there
is a reverse-battery ordering which transmits for T time. We consider the
position p of the leftmost relay during transmission where p ∈ (0, D) as this
will be necessary for the general case.
Lemma 4.6.2. Assume xi = D for all i and let p ∈ (0, D). Suppose that
there exists a deployment that transmits from p to D for T time where p
is the position of the leftmost relay. Then, there exists a deployment that
transmits from p to D for T time that satisfies reverse-battery ordering.
Proof. The proof is quite similar to the proof of 4.6.1. Consequently only
the key differences are provided.
If y has ordering violations, then there must exist at least one violation
due to a pair of adjacent relays. Let j, i with Bj < Bi but yj < yi be such
relays. We may assume that Li = Lj = K ≥ T : if Lj > Li then we may
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move sensor i to the right continuously increasing Li and decreasing Lj until
we reach a location where Li = Lj ; if Lj < Li then we may move sensor
i to the left continuously decreasing Li and increasing Lj until we reach a
location where Li = Lj.
Consider a solution y′ which is equivalent to y, except for relay i located












that sensor i can reach yj as Bi > Bj and furthermore notice that y
′
j > yi
as Bi > Bj . Also, no other sensors lifetime is affected by this reassignment.
Relay i remains alive for K time with assignment y′. It follows as in the
proof of 4.6.1 that K ≤ β ′j/d′jα = L′j .
We now find a ordering for the case where xi ∈ {0, D} for all i between
relays at 0 and relays at D. We assume that i < j when xi = 0 and xj = D.
Lemma 4.6.3. Let x ∈ {0, D}n, and let T be an achievable lifetime. Then,
there exists a feasible solution (y, r) with lifetime T such that yi ≤ yj, for
every i ≤ ℓ < j, where ℓ is the number of relays initially located at 0.
Proof. Given a deployment y, a pair of relays is called bad if i ≤ ℓ < j and
yi > yj. Let y be a deployment with lifetime T that minimizes the number of
bad pairs. If there are no bad pairs, then we are done. Otherwise, we show
that the number of bad pairs can be decreased. If y has a bad pair, then
CHAPTER 4. MAXIMIZING COMMUNICATION LIFETIME 127
there must exist at least one bad pair of adjacent relays. Let i and j be such
relays. We construct a new deployment y′ by placing relay i at yj (closer to
0) and placing relay j at yj + di (closer to D), maintaining the transmission
distance of both i and j, and not affecting the transmission distance of any







yj k = i,
yj + di k = j,
yk k 6= i, j.
We show that y′ is a feasible solution. We have that d′k = dk for all k. Since
y′k = yk for all k 6= i, j it follows that L′k = Lk ≥ T for all k 6= i, j. Both
relays i and j maintain their transmission distances and move closer to their
initial positions so that L′k > Lk ≥ T for k = i, j. Since the number of bad
pairs decreases, we have a contradiction.
We show that we may assume that the relays are deployed using bi-
directional battery order. In bi-directional battery order relays initially lo-
cated at 0 are positioned to the left of relays initially located at D, relays
initially located at 0 are positioned according to battery order, and relays
initially at D are positioned according to reverse-battery order.
Theorem 4.6.4. Let x ∈ {0, D}n and let T be an achievable lifetime. Then
there exists a feasible solution y with lifetime T such that the sensors are
deployed using bi-directional battery order.
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Proof. By Lemma 4.6.3 we know that there exists a deployment y, such that
yi ≤ yj, for every i ≤ ℓ < j, where ℓ is the number of relays initially located
at 0. It follows that relays from 0 transmit in [0, yℓ+1] while relays initially
at D transmit in [yℓ+1, D]. Lemma 4.6.1 implies that there is a deployment
y0 of the relays from 0 that transmit in [0, yℓ+1] that satisfies battery order.
Lemma 4.6.2 implies that there is a deployment y1 of relays from D that
transmit in [yℓ+1, D] that satisfies reverse battery order. Define
y′i =
{
y0i i ≤ ℓ,
y1i i > ℓ.
y′ transmits in [0, D] and it satisfies bi-directional battery order.
Knowing we may deploy the relays with initial locations at either 0 or D
in bi-directional battery order, we may use either Lifetime-DP or Lifetime
Check with binary search to solve discrete MaxFD for this instance and to





Theorem 4.6.5. Discrete MaxFD with x ∈ {0, D}n can be solved opti-
mally.
Theorem 4.6.6. There exists an FPTAS for the instance of MaxFD where
x ∈ {0, D}n and Bi > aD(1 + 1n) for all i.
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4.7 Conclusion
This chapter considers the problem of maximizing the transmission lifetime of
a network with mobile relays. Two notions of network lifetime are considered:
lifetime of first death and transmission lifetime. The scenario where there
is no cost of movement is solved optimally for both lifetime of first death
and transmission lifetime, and in fact, it is shown that transmission lifetime
is equivalent to lifetime of first death for the no cost of movement case.
Some structural results are then provided. In particular it is shown that for
transmission lifetime, relays need not move at a time that does not correspond
to the death of a sensor (which also shows that only one deployment suffices
for lifetime of first death) and the transmitter must be the last node to die
in any optimal solution.
For the objective of maximizing the lifetime of first death, the discrete
model is first considered. Two algorithms, Lifetime-DP and Lifetime Check
with binary search are created and shown to be optimal on the discrete model,
with Lifetime-DP having better worst-case performance. These algorithms
are shown to be FPTAS for the non-discrete model if battery sizes are not
too small, with Lifetime Check with binary search having better worst case
performance.
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The scenario where relays are initially located at the base stations (end-
points of the transmission interval) is then considered. It is shown that there
is a dominant order in which to deploy the relays, namely in increasing order
of initial battery size from 0 and in decreasing order of battery size from D
with relays initially at 0 being positioned to the left of relays initially at D.
Applying the algorithms with this ordering gives an optimal solution for the
discrete model and an FPTAS for the non-discrete model if battery sizes are
not too small.
We list several open problems:
• Is MaxTL NP-Hard when there is friction?
• Does one deployment suffice for MaxTL?
Finally, there are a number of possible natural generalizations for our
problem:
• The initial and final locations of the relays can be anywhere in the
plane.
• Movement takes time. In such a model relays are forced to move and
transmit simultaneously, since transmission is not paused during rede-
ployment.
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