INTRODUCTION
In the numencal solution of elhptic boundary value problems, ît is wellknown that the présence of corners m the domain can cause a loss of accuracy in the solution Many methods have been developed to overcome the loss of accuracy, such as the use of singular functions [9] , mesh refinements [10] , and the infinité element method [11, 2] The infinité element method may be considered as a kind of mesh refinement, but has the advantages that the refinement is easy to construct, ^the stiffness matra is cafculated more efficiently, and an approximate solution is obtained which îtself has a singulanty at the corner Recently, we showed how the infinité element method may be apphed to eigenvalue problems on domains with corners [1] In this paper, we obtain the error estimâtes for the infinité element method, when apphed to an eigenvalue problem ôv 114 H. HAN We consider the following eigenvalue problem.
Au + Xu = 0, inû, ( is the boundary of Q. with the F/s denoting the side of Q. For the sake of simplicity, we suppose n < cp 0 ^ 2 7i ; 0 < q> x , cp M ^ ^ ; 0 < cp, ^ n (j = 2,..., M -1).
(1. Let us now recall the procedure of obtaining the approximate solution of (1.6) using the infinité element method [1] , In the first step the domain Q is divided into infinitely many similar element layers D^ D 2 ,..., D k ,..., where D k dénotes the fc-th layer. Every layer is divided into several triangles in the same manner as in [1] . 0 < ^ < 1 is the constant of proportionality. Point A o is the center of similarity, Therefore
Let h dénote the length of the side which is the longest among all triangles in Q. Moreover, we suppose the angles of all triangles are greater than y 0 , where 0 < y 0 < n/3 is a constant. This criterion is called the smallest interior angle condition.
For this partition we introducé a closed subspace of
and u is a linear function on each triangle }.
o *
Using the space S(Q) instead of H i (Q) in the problem (1.6) we obtain the following eigenvalue problem : find a complex numbers X and a nonzero weS(fi), such that
The eigenvalue problem (1.7) is the discretized model of (1.6 
Here X(0) is a solution of the matrix équation
of which the solution can be obtained using the direct method or the itérative method [2] , [3] , The solutions of (1.9) are the approximate solutions of (1.6). In this paper we shall study error estimâtes. 
THE VARIATIONAL FORM OF (1.9)
Prior to discussing the error estimate for the solution of (1.6) and (1.9) we introducé a variational form of the matrix eigenvalue problem (1.9). Consider the following eigenvalue problem. Find a complex numbers X o and a nonzero function u e S(Q) such that 9 Vu e S(O), (2.1) where
For the problem (2.1), if /c ^ N the stiffness matrix of the fc-th layer is
and, when k > N, the stiffness matrix of fe-th layer is
It is straightforward to show that the problem (2.1) is equivalent to the following eigenvalue problem :
From the above équations it is seen that X does not appear in the last part of (2.3). Therefore, we consider the System of infinitely many équations
From Lemma 1. 1.9) . The variational form (2.1), instead of (1.9), will be used for the following discussion.
ERROR ESTIMATE
Before the discussion of the error estimate we recall sortie results which are used in this paper. c w a constant which is independent ofu and h. The proof of l£mma 3.1 can befound in [8] . The lemma 3.2 is quotedfrom [4] , whereas lemma 3. Taking v = u h in (3.5)' we obtain (3.6) from Lemma 3. has a unique solution u e H 2}t (Q) n i/^Q). Therefore, we dénote by T the linear operator which maps ƒ to u, Moreover, we know that T is a compact operator from H°(Q) to H°(Q). It satisfîes
B(Tf 9 v)=J(f,v), VveH\Q).
(3.9)
An eigenvalue of T is a real number ji (because T is a self-adjoint operator) such that Tu = [m for some non-zero function u e H°(Q). Clearly, for any non-zero eigenvalue [t of T, we have that X = l/\i is an eigenvalue of (1.6).
On the other hand, since X is an eigenvalue of (1.6), \x = l/X is also an eigenvalue of T.
Similarly, from Lemma 3.4 we know that, for any f e H°(Q\ (3.5) has a o unique solution u h e S(Q) a /^(Q). We dénote by T h the linear operator which maps ƒ to u h . T h is compact from H°(Q) to H°(£ï). T h satisfies B(T h f 9 v)=J(f,v), VveS(Q). (3.10)
Obviously, X h is an eigenvalue of (1.
7) if and only if \i(h) = l/X h is an eigenvalue of T h .
Let Tl dénote the linear operator which takes ƒ e i?°(Q) to u h>N ; T* satisfies
B(T N h f 9 v)= J N (J 9 v), Vz; e S(Q). (3.11)
Obviously, for any non-zero eigenvalue \i N (h) of T*, X h>N = l/\i N (h) is an eigenvalue of problem (2.1). Namely, X h>N = l/\i N (h) is an eigenvalue of (1.9).
o
Since u h ' N e S(Q) <= H 1 (Cl), we know that T% i & a compact operator from tf°(Q) to H°(Q).
Now the error estimâtes for the solutions of (1.6) and (1.9) are reduced to those for the eigenvalues and eigenfunctions of the compact operators T and 7* Let :
dénote the norm of the operator T. We need to estima te the error || T -T£||. On the other hand, we know from Lemma 3.2
hère C is a constant independent of A and ƒ Therefore we get 
II (T ~ T h ) ƒ ||| 1(Q) ^ i | B((T -T h ) ƒ (T-TJ ƒ) | i -T h ) ƒ (T -TJ ƒ -v) \, VveS(Çl).
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Therefore, we get HHn) .
veÈ(Q.)
From Lemma 3.6 it follows that 
\\(J -Tùf
Finally, from the above inequality we get (3.14).
•LEMMA 3.8 : For any fixed 0 < 8 < 1, there exists a constant C(e) which is independent ofN and Ç such that
: Based on the imbedding theorem of the Sobolev space [7] we know that for any real number/? ^ 1 there exists a constant C^p) such that \\v\\L P <Ci<J>)\\v\\HHa>> VveH\Q). 1^1 C^/s) and using (3.18), we obtain (3.17). Proof : Equations (3.10) and (3.11) yield
and from Lemma 3.8 we dérive HHn) , Vc e S(Q) .
Taking v = (T ft -T£) ƒ e S(Q), and using the Lemma 3.1 we obtain
Moreover,
Therefore, we get (3.19). From (3.14) and (3.19) we obtain the foUowing resuit. where C and C(e) are two constants independent ofh andN.
CHOOSING THE INTEGER N
The formula (3.22) Taking C 2 = j-and C 3 = j-, we obtain (4.1).
ii) | BA | = h is impossible, because of | A t A i+1 | > | BA |. 
