Homology has long been accepted as an important computable tool for quantifying complex structures. In many applications, these structures arise as nodal domains of real-valued functions and are therefore amenable only to a numerical study based on suitable discretizations. Such an approach immediately raises the question of how accurate the resulting homology computations are. In this paper, we present a probabilistic approach to quantifying the validity of homology computations for nodal domains of random fields in one and two space dimensions, which furnishes explicit probabilistic a priori bounds for the suitability of certain discretization sizes. We illustrate our results for the special cases of random periodic fields and random trigonometric polynomials.
1. Introduction. The practical need to extract low-dimensional nonlinear structures from high-dimensional data sets has led to the introduction of topological methods in statistical analysis. There is a growing body of literature [10, 13, 14, 26, 28] that addresses the problem of providing efficient algorithms for estimating topological properties of a fixed, but unknown, manifold X given a point-cloud data set that lies on or near X. The equally important complementary question is that of the accuracy of these estimations. To the best of our knowledge, the first result is due to Niyogi, Smale and Weinberger [25] . In this paper, the authors propose a stochastic algorithm for computing the homology of a given manifold X ⊂ R d by randomly sampling M points from the manifold and derive explicit bounds on the probability that their algorithm computes the correct homology. The probability bound depends on the number M and a condition number 1/τ . The The cubical approximations Q ± M of the nodal domains N ± = {x ∈ G : ±u(x) ≥ 0} are defined as the sets
where k = (k 1 , . . . , k d ) and where x j,0 , . . . , x j,M denotes the equidistant M -discretization of the jth component interval of G. For the case of onedimensional domains, this definition is illustrated in Figure 1 ; for the twodimensional case, see Figure 2 . Remark 1.3. One can show that in the situation of Theorem 1.2, there actually exists a homeomorphism h : G → G which is isotopic to the identity such that h(N ± ) = Q ± M . In other words, the nodal sets and their cubical approximations are homeomorphic. Similar extensions are also valid for our probabilistic main results. Nevertheless, in view of the current state of applications, we present all of our results within the homology setting.
We do not provide an explicit proof of this result since it follows from the realization that for P-almost all ω ∈ Ω, the level set u(x, ω) = 0 is a manifold with finite condition number 1/τ < ∞ and a straightforward modification of the proof of [25] , Proposition 3.1, then readily furnishes the above result.
Observe that the hypotheses for Theorem 1.2 provide a fairly general framework in which to study the topology of random manifolds. However, the motivation for this work leads us in a slightly different direction. As an example, consider the problem of phase separation in binary metal alloys. During the last few decades, many models have been proposed for describing this process. Starting from the celebrated Cahn-Hilliard partial differential equation model [8, 9] , numerous extensions and refinements have been proposed over the years. While all of these models are infinite-dimensional evolution equations they can be deterministic or stochastic partial differential equations and can contain nonlocal or other additional terms. Moreover, all of these models are phenomenological models in the sense that while they are based on important physical insights, they are not rigorously derived from first principles and so assessing the quality of a specific model becomes a central and crucial problem. Since the material microstructures which are generated by the phase separation process have direct implications for material properties, any such assessment should consider to what extent the complicated patterns by the models match experimental observations. In the above-described setting of evolution equations, patterns are usually described in a very specific framework. Returning to the materials example, the various models of Cahn-Hilliard type describe the temporal evolution of a phase variable u = u(t, x), where x ∈ G describes the underlying container for the alloy. The scalar phase variable u describes the local alloy concentration in the following way. If u is close to +1, the local concentration consists only of the first alloy component, values close to −1 represent the second component and values in between indicate corresponding mixtures of both. Typical patterns that are produced by the Cahn-Hilliard models are shown in Figure 3 and mathematical results have recently been obtained which provide some insight into their dynamics [6, 7, 30] . Since we are interested in regions where one of the two components dominates, the microstructures are generally thought of as nodal domains of the function u, N ± (t) = {x ∈ G : ±u(t, x) ≥ 0}.
How well do these nodal domains match actual experimental results? In a series of papers [20, 21, 24] , Hyde et al. described experimentally obtained microstructures in iron-chromium alloys using a variety of techniques. One of their measurements was the handle number of the structure which, from a mathematical point of view corresponds to studying the first Betti number of the nodal domains N ± (t) as a function of t. In [19] , we used methods from computational homology to numerically study the Betti numbers of the nodal domains, in an attempt to unveil differences between two different models, the deterministic Cahn-Hilliard equation and the stochastic CahnHilliard-Cook model. Since the underlying nonlinear evolutions were solved numerically, we do not have direct access to the nodal domains. However, for a fixed grid size bounded from below by the resolution used in the numerical approximation, the associated cubical approximation is easily obtained. This last comment indicates the limitations of Theorem 1.2. Ideally, given an evolution equation and a fixed cubical approximation of the nodal domain, we would like to be able to estimate the amount of time for which the homology computations of the nodal domains are correct. This problem appears to be extremely difficult. Thus we pose the following, simpler, goal. Consider a random generalized Fourier series of the form
where G ⊂ R d denotes a compact rectangular set and ϕ k , k ∈ N 0 , denotes a sequence of basis functions which will be specified in more detail later. Assume that the g k are independent identically distributed real-valued random variables over a common probability space (Ω, F, P). The coefficients α k denote deterministic real numbers which will be related to the smoothness properties of the realizations u(·, ω) : G → R. Let M be an arbitrary positive integer. Approximate the random nodal domains N ± (ω) of the realization u(·, ω) by random cubical sets Q ± M (ω), as in Definition 1.1. Estimating the accuracy of our homology computations then reduces to the following problem:
(P) Find sharp lower bounds on the probability
While this setting might seem restrictive, it does arise naturally in the context of evolution equations. If we consider linear stochastic partial dif-ferential equations or linear deterministic partial differential equations originating at randomly chosen initial conditions, then the solution at any later point in time will be a random Fourier series, as in (1) .
We would also like to point out that our setting is a special case of random fields. The geometry of random fields has been studied by a variety of authors; see, for example, [1, 2] and the references therein. These studies, however, almost exclusively consider the study of the Euler characteristic of nodal domains, which are called excursion sets in their setting. As was pointed out in [19] , however, in many cases studying the Euler characteristic alone does not provide enough information. We therefore hope that our study of the Betti numbers in this paper will open the door to a more refined study of geometric properties in a stochastic setting.
With these introductory comments in mind, let us now turn to the results of this paper. To focus on obtaining sharp lower bounds asked for in (P), we restrict our attention to one-and two-dimensional domains. Theorem 1.4. Consider a probability space (Ω, F, P), a compact interval G = [a, b] in R and a random field u : G × Ω → R over (Ω, F, P) for which assumptions (A1) and (A2) hold and such that for P-almost all ω ∈ Ω, the function u(·, ω) : G → R is twice continuously differentiable. In addition, for x ∈ G and δ > 0 with x + δ ∈ G, let
and assume that there exists a constant C 0 > 0 such that
for all σ ∈ {±1} and x ∈ G with x + δ ∈ G.
(2)
Then for every discretization size M , the probability that the homologies of
The proof of this theorem-which is fairly straightforward when viewed from the proper perspective-and its implications are presented in Section 2. Observe that the assumption in (2) lies at the heart of Theorem 1.4 and establishing its validity generally requires some work. In particular, determining or estimating the constant C 0 has to be done with significant care since it has direct implications for the tightness of the resulting bounds. We obtain a value for C 0 in the case of random periodic functions given by random Fourier series with independent Gaussian coefficients (Theorem 2.7) and indicate the implications for random trigonometric polynomials.
The corresponding result for two-dimensional domains, Theorem 3.8, is considerably more subtle to state and left to Section 3. In particular, as is explained in Section 3.1, the obvious generalization of the assumption in (2) leads to a suboptimal choice of exponent for M . We remark that the results of Theorem 3.8 depend on two constants C 1 and C 2 associated with the probabilistic behavior of the function at points on the boundary and the interior of G, respectively. Values for these constants are computed in the case of random doubly periodic functions and applied to the case of random trigonometric polynomials in two variables.
Not surprisingly, our results require several technical probabilistic estimates which are presented in Section 4.
2. The one-dimensional case. This section contains the proof of Theorem 1.4, the first step of which is to provide a finite criterion against which one can determine if the homology computation is correct. Using this criterion, a value for C 0 in the case of random periodic functions given by random Fourier series with independent Gaussian coefficients is computed. This result is then applied to the simpler setting of random trigonometric polynomials. The latter theoretical results are then compared against data obtained from numerical simulations.
Double crossovers and homology validation.
The first step in addressing the correctness of homology computations for random functions is to formulate a validation criterion which is amenable to a probabilistic study. This will be accomplished in the current subsection, in a deterministic setting.
Let G = [a, b] ⊂ R denote a compact interval and let u : G → R denote an arbitrary continuous function. We are interested in determining the homology of the nodal domains
that is, we would like to determine the number of components of each nodal domain. As mentioned in the introduction, rather than working with N ± directly, we choose a discretization size M and study the associated cubical approximations Q ± M introduced in Definition 1.1. These sets depend only on the function values of u at the M + 1 discretization points x k = a + k(b − a)/M , where k = 0, . . . , M . For sufficiently large M and under suitable regularity and nondegeneracy conditions on u, one can then expect the number of components of Q ± M and N ± to agree. In the one-dimensional situation, of course, it is straightforward to characterize when the homologies of Q ± M coincide with the homologies of the nodal domains N ± . This is the case if, on each subinterval of the form [x k , x k+1 ]:
• the function u has no zero at all, or alternatively,
• it has exactly one zero in the interior of the interval and different signs on either side of the zero.
In other words, if on each interval (x k , x k+1 ) between two consecutive discretization points, the function u has at most one zero and if u is nonzero at all x k , then the homology computation is correct. This shows that in the context of random functions, we have to find sharp upper bounds on the probability of having at least two zeros (counting multiplicities) in a given interval. One would expect that for small intervals, this probability will be small. Unfortunately, the above characterization in terms of zeros is not directly applicable to random functions since in this context, the condition has to be formulated in terms of the finite-dimensional distributions of the random function. One possible approach is based on the following concept. 
for one choice of the sign σ ∈ {±1}.
Since the existence of a double crossover only depends on three function values of the function u, the probability for the occurrence of a double crossover can be estimated for random functions. At first glance, however, the obvious connection between double crossovers and zeros is of little use for our problem. Since the existence of a double crossover on [α, β] implies the existence of at least two zeros, the double crossover probability can only provide a lower bound on the probability of having at least two zeros in [α, β]-yet we are interested in an upper bound. In order to accomplish this, we use a device which was introduced in [15] . • The dyadic points in the interval J = [α, β] are defined as
The dyadic subintervals of J are the intervals [d n,k , d n,k+1 ] for all k = 0, . . . , 2 n − 1 and n ∈ N 0 .
• The interval J = [α, β] is called admissible for u if the function u does not have a double crossover on any of the dyadic subintervals of J .
The notion of admissibility depends only on the signs of the function values at the countable set of dyadic points in the interval, which makes it ideal for a probabilistic setting. Moreover, it allows us to determine the locations of zeros of a continuous function. We begin by presenting a criterion which rules out sign changes. Proof. Assume that u(α) ≥ 0 and u(β) ≥ 0. Since the function u is continuous, it suffices to verify inductively that u(d n,k ) ≥ 0 at all dyadic points d n,k . According to our assumption, we have u(d 0,k ) ≥ 0 for k = 0, 1. Now, assume that for some n ∈ N 0 , we have shown u(d n,k ) ≥ 0 for all k = 0, . . . , 2 n . Since J is admissible, the function u has no double crossover on the
The next lemma addresses the possibility of a sign change on an admissible interval. 
An analogous result holds if
Proof. We recursively introduce two sequences (α k ) k∈N 0 and (β k ) k∈N 0 in J as follows. Let α 0 = α, β 0 = β and for k ∈ N 0 , set
Then the sequence (α k ) is increasing and the sequence (β k ) is decreasing. In addition, we have both
, it is also straightforward to verify that for all k ∈ N 0 , we have both
The result now follows with x * = lim k→∞ α k .
Note that in the situation of the above lemma, the function u can certainly have more than one zero. In addition to the zero x * , it is possible that u has zeros in both (α, x * ) and (x * , β), provided the function does not change sign at these zeros. In other words, any additional zeros have to be double zeros.
By combining the above two lemmas, we can now formulate our validation criterion for homology computations in one dimension. We then have Proof of Theorem 1.4. Fix a discretization size M ∈ N and for ℓ ∈ {0, . . . , M − 1}, consider the interval I ℓ = [x ℓ , x ℓ+1 ] between two consecutive discretization points, as defined in Definition 1.1. The interval I ℓ is not admissible if the function u has a double crossover on one of its dyadic subintervals. If we now denote the dyadic points in I ℓ by d n,k , as in Definition 2.2, then together with (2) and δ = (b − a)/M , we obtain the estimate
According to Proposition 2.5 and Assumptions (A1) and (A2), the probability that the homologies of N ± (ω) and Q ± M (ω) differ can then be estimated as
P{u(x ℓ ) = 0}
P{I ℓ is not admissible}
which completes the proof of the theorem.
Note that the above proof could easily be adapted to also cover nonuniform discretizations of the domain G.
Random periodic functions.
In order to apply Theorem 1.4 to specific random sums, we must verify the assumption in (2) . For the case of periodic random functions, this is demonstrated in the following. Assumption 2.6. Let (Ω, F, P) denote a probability space, define G = [0, L] for some fixed L > 0 and consider the random Fourier series u :
We assume that the following hold:
(a) the Gaussian random variables g ℓ : Ω → R, ℓ ∈ N 0 , in (5) are defined over the common probability space (Ω, F, P) and are independent and normally distributed with mean 0 and variance 1; (b) the constants a k , k ∈ N 0 , in (5) are arbitrary real numbers such that at least two of them do not vanish and such that
We would like to point out that in the above assumption, the constants a k are directly related to smoothness properties of the random function u. More precisely, one can show that if
for any real 0 < q < p; see, for example, [22] , Section 7.4. Moreover, if we define
then it is straightforward to verify that, in fact,
where E denotes the expected value of a random variable over (Ω, F, P). In other words, the constant A ℓ contains averaged information on the L 2 (0, L)-norm of the ℓth derivative of the random function u. Random periodic functions as in (5) are particularly convenient to study due to special properties of their spatial covariance functions. To see this, consider the spatial covariance function of (5), which is given by
In other words, under the above assumptions, the random function defined in (5) is a homogeneous random field in the sense of [1] -this simplifies some of the considerations significantly. Now consider the problem of determining the homology of the nodal domains of u using a spatial discretization of size M . 
Theorem 2.7 (Random periodic functions in 1D). We consider the ran-
where the constants A ℓ are defined as in (6) .
Proof. According to our assumptions, the random variable u(x, ·) : Ω → R is normally distributed with mean 0 and variance ∞ k=0 a 2 k = 0 for each x ∈ G, which immediately implies (A1). Furthermore, (A2) follows readily from [1] , Theorem 3.2.1. Thus in order to apply Theorem 1.4, we need only verify (2) .
We employ Proposition 4.1 with n = 3 and sign vector (s 1 , s 2 , s 3 ) = (1, −1, 1). Let x ∈ G be arbitrary, but fixed, and consider the δ-dependent threedimensional random vector
Then T (δ) is a Gaussian random variable with mean 0 ∈ R 3 and covariance matrix C(δ) given by
where, in view of (7), we use the abbreviation
For δ → 0, the even function r can be expanded as
and Assumption 2.6(b) implies that
For the last inequality, one need only observe that the Cauchy-Schwarz inequality implies R 2 1 ≤ R 0 R 2 , and that equality can easily be excluded since two of the a k are nonzero. Using the above expansion, the determinant of the covariance matrix can be written as
that is, the covariance matrix is positive definite for sufficiently small δ > 0 and Proposition 4.1(i) is satisfied. Furthermore, by applying the Newton polygon method [27, 29] to the characteristic polynomial det(C(δ) − λI), it can be shown that in the limit δ → 0, the three eigenvalues λ k (δ), for k = 1, 2, 3, of C(δ) satisfy
This establishes the validity of Proposition 4.1(iii). In order to determine the asymptotic behavior of the eigenvector corresponding to λ 1 , we consider the adjoint of the covariance matrix, whose expansion is given by
The constant coefficient matrix has the double eigenvalue 0, as well as the positive eigenvalue 6 with associated unnormalized eigenvector (1, −2, 1) t .
Since the eigenspace for the largest eigenvalue of the adjoint matrix coincides with the eigenspace for the eigenvalue λ 1 (δ) of C(δ), the simplicity of these eigenvalues shows that we can choose an eigenvector v 1 (δ) for λ 1 (δ) which satisfies v 1 (δ) → (1, −2, 1) t /6 1/2 for δ → 0 and therefore Proposition 4.1(ii) is satisfied. Applying Proposition 4.1, we finally obtain
.
In combination with (9), (10) and (11), this limit implies that
for σ = 1, the analogous statement for σ = −1 following from a symmetry argument. Thus (2) is also satisfied and Theorem 2.7 follows from our abstract result, Theorem 1.4.
Very much in the spirit of [25] , our result furnishes an explicit bound on the likelihood of computing the correct homology. The bound depends on the discretization size M and global properties of the underlying function u. Unlike [25] , however, the necessary information on u can be easily computed. In fact, it is given explicitly in terms of the coefficient sequence (a k ) which, in turn, is related to smoothness properties of u. Note also that due to the asymptotic nature of our results, the estimate in (8) contains an additional O(1/M 3 ) term. While in principle it is also possible to derive explicit bounds for this term, the formulas involved are rather complicated. In practice, however, the term can already be neglected for relatively small discretization sizes. For more details, we refer the reader to [11, 12] .
Random trigonometric polynomials.
We now demonstrate the implications of our main results for the case of random trigonometric polynomials. Let N ≥ 3 denote an arbitrary integer and let L = 2π. If, in the situation of Theorem 2.7, we choose the coefficients specifically as a k = 1 for 1 ≤ k ≤ N , a 0 = 0 and a k = 0 for k > N , then (5) represents a random trigonometric polynomial,
The asymptotic behavior of the number of zeros of such functions has been studied extensively and therefore provides us with a means for testing Theorem 2.7. Specifically, one can show that as N → ∞, most trigonometric polynomials of the form (12) have on the order of 2N/3 1/2 real zeros in the interval [0, 2π]; see, for example, [4, 16, 17] . Thus in order for our homology computation to be correct, we must at least ensure that the discretization size M satisfies 1/M = O(1/N ). Due to the almost certain occurrence of zeros which are more closely spaced, it seems implausible that this bound would be optimal. Now, let A ℓ be defined as in (6) . Then one can easily show that
This implies that in order for the homology computation to be accurate with high confidence, we must choose the discretization size M in such a way that
for N → ∞.
We conjecture that this proportionality is the correct asymptotic result, as is supported by the numerical results shown in Figure 4 . For various values of N between 5 and 1000, we computed three different quantities: the expected number of zeros (lowermost curve), the expected minimal distance between two consecutive zeros of the random polynomial (second curve from bottom) and the integer M for which 95% of the generated random polynomials have a minimal distance between consecutive zeros which is larger that 2π/M (uppermost curve). For comparison, the prediction of Theorem 2.7 which would ensure a correctness probability of at least 95% is given by the curve, which lies exactly below the uppermost curve and shows the same asymptotic growth behavior. Numerically validated computational results which also treat the case of linear and nonlinear evolution equations (such as the Cahn-Hilliard models described in the introduction) will be presented in [12] . 3. The two-dimensional case. In this section, we address the case of twodimensional base domains G ⊂ R 2 and are interested in the topology of the nodal domains of a function u : G → R. For simplicity, it is assumed that G is a square domain, even though more general domains could also be treated. As in the one-dimensional situation, we present both general results and specific applications, in particular, the case of doubly periodic random functions.
3.1. Double crossovers and B-admissibility. In contrast to the one-dimensional situation where a nodal domain of a function consists of a disjoint union of intervals, the geometry of nodal domains can be rather complicated in two space dimensions. It is therefore not surprising that the method of Section 2 cannot be generalized directly to the higher-dimensional case. In this first subsection, we show that a fairly straightforward adaptation of the one-dimensional ideas can be used to discuss the accuracy of homology computations. Unfortunately, however, this approach alone will provide suboptimal results and must therefore be extended significantly in the following subsection.
In the one-dimensional situation, the basic ingredients of our approach can be summarized as follows. After recognizing the fundamental obstruction to a valid homology computation as the occurrence of two zeros in an interval between gridpoints, this obstruction was reformulated in terms of the concept of a double crossover. The latter is a specific function value sign pattern that can be observed at the endpoints and midpoint of a given interval J . Moreover, by excluding this sign pattern from all dyadic subintervals of J , we were able to introduce the notion of admissibility of J . Admissibility guarantees that the topological information for the nodal domains in J can be determined from the function values of the given function at the endpoints of J . If the function values at the endpoints have the same sign, then the function has no zero in J ; if the signs differ, then the function has exactly one zero in J .
Based on the above discussion, our goal is the identification of certain sign patterns of function values that could indicate mistakes in the homology computation. As the fundamental building block, we consider a square with side length δ and, analogously to the one-dimensional case, we consider the function values of the underlying function u at the corners as well as at the midpoints of the sides and at the center of the square. This will easily enable us to consider dyadic subsquares as before.
Some representative examples of problematic sign patterns are shown in Figure 5 . Within each column, the two examples exhibit the same sign pattern, but the underlying topology of the nodal domains differs. The examples in the first two columns are, in some sense, reminiscent of the onedimensional situation since in each of these cases, we can find a double crossover on at least one vertical or horizontal line of grid points. This is not true for the examples in the last column of Figure 5 . Here, there are no double crossovers on vertical or horizontal lines, yet the underlying topology still differs. On the level of the function values of u, this is due to the fact that, at the corners, the signs alternate. In other words, there are two double crossovers around the perimeter of the square. Altogether, we see that each of the sign configurations shown in Figure 5 contains one of the seven sign patterns depicted in Figure 6 .
It turns out that excluding the patterns in Figure 6 is sufficient to extend the general procedure of Section 2. For this, we need the following definitions. 
for all k, ℓ = 0, . . . , 2 n and n ∈ N 0 .
The dyadic subsquares of J are the squares d n,k,ℓ + [0, δ/2 n ] 2 for all k, ℓ = 0, . . . , 2 n − 1 and n ∈ N 0 . Definition 3.2 (B-admissibility). Let u : G → R denote an arbitrary function and let J ⊂ G denote a square, as in Definition 3.1. Then J is called B-admissible for u, if none of its dyadic subsquares contain any of the function value sign configurations shown in Figure 6 .
Using the concept of B-admissibility, one can validate homology more or less analogously to the one-dimensional case. To demonstrate this, consider Figure 7 . If we assume that a given square J of side length δ > 0 (shown in pink) is B-admissible for u, then the figure shows all possible function value sign configurations which can be observed at the dyadic points d 1,k,ℓ , where k, ℓ = 0, 1, 2, up to symmetry actions of the square. These configurations are grouped according to the sign configurations at the corners of the square. We now make two important observations: • if all function values of u at the four corners of J have the same sign, then all function values at the nine depicted dyadic points must necessarily have the same sign; • if both signs can be observed at the corners of J , then there are exactly two sides of the square with contain both positive and negative function values.
The first observation is reminiscent of Lemma 2.3. It shows that if J is B-admissible for u and u is positive at the corners of J , then u cannot take negative function values on J . Thus the first observation can be used to identify subsets of one or the other nodal domain. In combination with the second observation, it therefore seems plausible to expect that the nodal line in a B-admissible square can be pinned down. In fact, under suitable nondegeneracy assumptions on u, it is possible to prove the following result. 
is, the homologies of the nodal domains N ± and of their cubical approximations
The proof of the above result can easily be formulated using ideas similar to those for the one-dimensional case and is therefore omitted.
At first glance, Proposition 3.3 is exactly the validation criterion which allows us to consider the two-dimensional random field case. It is, in fact, possible to proceed as in Section 2 and formulate a probabilistic estimate based on the above proposition. Unfortunately, the resulting theorem provides highly suboptimal probability estimates. This suboptimality stems from the fact that the three-point sign configurations in Figure 6 are not sufficiently unlikely. It turns out that in many applications, each of these configurations has probability of order O(δ 3 ), where δ denotes the side length of the square J . On the other hand, the four-point configuration in Figure 6 has probability of order O(δ 4 ). Together, the probability for B-admissibility is of order O(δ 3 ). For the homology validation, we must ensure that each of the M 2 subsquares of G are B-admissible and that δ ∼ 1/M . This finally gives a probability estimate of order O(1/M ), in contrast to the O(1/M 2 ) estimate in one dimension.
3.2.
Excluded sign patterns and I-admissibility. The discussion of the last paragraph indicates two things. On one hand, one has to avoid the one-dimensional double crossover concept in higher dimensions since its occurrence is too likely. On the other hand, the four-point configuration of Figure 6 does exhibit the correct probability estimate. If we were able to define a notion of admissibility which has probability of order O(δ 4 ), then the resulting homology validation result would exhibit the desired quadratic order in M .
As a first step toward a suitable admissibility condition, we return to the four-point configuration of Figure 6 . It was mentioned above that in many applications, the probability of this sign pattern turns out to be of order O(δ 4 )-one would expect that nondegenerate affine transformations of this pattern are similarly rare. This leads naturally to the following notion. We are still interested in a recursive approach to homology validation, as described in Sections 2 and 3.1. It is therefore natural to determine which of the 512 sign patterns on the dyadic points d 1,k,ℓ , where k, ℓ = 0, 1, 2, can occur if the underlying square is I 4 -admissible. An exhaustive search shows that only 92 patterns remain possible. Up to symmetry actions of the square, these configurations are shown in Figure 9 .
In contrast to the situation described in Section 3.1, not all patterns that are possible under I 4 -admissibility permit homology validation. The prime example can be seen in the first row of Figure 9 . Even though the signs at the corners of the square are all the same, after one level of refinement, the opposite sign appears at the center of the square. This example shows that the concept of I 4 -admissibility alone cannot be used for homology validation, that is, we must exclude more subconfigurations. At the same time, we must ensure that the probability estimates for the additionally excluded configurations are sufficiently small. As we will see later, it can be shown that in the context of random periodic functions, the last sign configuration in the first row of Figure 9 exhibits an O(δ 4 )-bound. In fact, we need not consider the full nine-point pattern, but can rather consider the five-point subpattern shown in Figure 10 . This leads to the following definition. While combining the notions of I 4 -and I 5 -admissibility does bring us closer to homology validation, problematic configurations can still be identified. This is demonstrated in Figure 11 by considering groups of two adjacent I 4 -and I 5 -admissible squares. In each case, the sign patterns at the corners of the original squares do not suffice to determine the topology after one refinement level.
The topological changes shown in Figure 11 are introduced by specific patterns in Figure 9 , namely the second nine-point pattern in the first row and the first nine-point pattern in the last row. Again in the context of random periodic functions, one can determine their likelihood, which provides only the insufficient O(δ 3 )-bound. It is therefore impossible to exclude these two patterns directly, or any of their subpatterns. Instead, we follow a different strategy. Note that the two rightmost patterns in Figure 11 can be avoided if the square with center at the midpoint of the common edge between the two original squares is both I 4 -and I 5 -admissible. Combining this with the concept of dyadic subsquares (as in Section 3.1) leads to the following, final, definition.
Definition 3.6 (I-admissibility). Consider
Then the square J is called I-admissible for u if for every dyadic subsquare J * of J with side length δ * = δ/2 n , n ∈ N 0 , the following five squares are both I 4 -admissible and I 5 -admissible for u:
• the dyadic subsquare J * itself; • the four shifted squares which are obtained by translating J * horizontally or vertically by δ * /2 in either direction, as shown in Figure 12 .
As mentioned before, it will be shown later that in many situations, it is possible to derive an O(δ 4 )-bound for I-admissibility. Note, however, that this improved bound comes at an additional cost. The notion of Iadmissibility is not determined solely from the function values of u at the dyadic points in J . Rather, one must also include knowledge from certain dyadic points in neighboring squares and this renders I-admissibility impractical at the boundary of G. In order to resolve this final issue, we must combine both B-and I-admissibility in a suitable way. This is presented in the next subsection.
A criterion for homology validation.
In the current subsection, the notions of B-and I-admissibility are combined to formulate and prove a homology validation criterion in two space dimensions which is amenable to a probabilistic treatment.
While Theorem 1.2 provides a criterion under which it can be guaranteed that for sufficiently large M , the homology of the nodal domains agrees with that of the cubical approximation, it does not provide insight into how we would determine a minimum value of M . For this, we must consider the notions of B-and I-admissibility. 
We then have
H * (N ± ) ∼ = H * (Q ± M ), that
is, the homologies of the nodal domains and of their cubical approximations coincide.
Proof. Let M be fixed as in the formulation of the proposition. In view of Theorem 1.2, it suffices to show that for all values of n ∈ N, the homologies of Q ± M ·2 n and Q ± M coincide since then we need only choose n sufficiently large for the lemma to hold. In order to establish this invariance of the homologies inductively, we only consider the homologies of Q ± 2M and Q ± M . Subsequent inductive steps can be carried out completely analogously. Now consider, without loss of generality, a connected component K of the set Q + M . We can associate with K a collection of positive grid points P in In order to perform the step from the given discretization of size M to the one of size 2M , we must establish which nine-point sign configurations are possible for every given four-point sign configuration at the corners of a discretization square. For the concept of B-admissibility, this has already been accomplished in Figure 7 . The resulting patterns immediately show that for a B-admissible square, passing from M to 2M cannot change the topological properties since no new connections are formed and positive/negative grid points are only introduced adjacent to positive/negative components.
As for the concept of I-admissibility, we must be more careful. In Figure 13 , we collect all possible nine-point sign configurations which could be observed at the next refinement level. With the exception of the two configurations with patterned backgrounds, the same comments as in the last paragraph apply to these patterns and they therefore cannot introduce a change in topology. Now, consider the two remaining nine-point configurations in Figure 13 , that is, the configurations with patterned backgrounds. Recall that our definition of I-admissibility includes information about neighboring squares and this implies that these two configurations can only occur if at the edge of the square with the newly generated double crossover, the adjacent square exhibits the specific sign pattern shown in Figure 14 . Thus the newly created double crossovers can only occur at the boundary of the component K and if they appear, they do not create any new connections or introduce any change in topology. This fact also implies that in the interior of K, no negative gridpoints can be introduced. In addition, note that if the adjacent square is, in fact, a B-admissible square, then the two patterned configurations cannot occur at all due to the generation of a double crossover. These facts imply that the topology of the component K will not be changed by passing from Q + M to Q + 2M and the proof of the proposition is complete.
We are finally in a position to present an abstract version of a probabilistic homology validation result for two-dimensional random fields u on a square domain G ⊂ R 2 .
Theorem 3.8 (Abstract 2D estimate). Consider a probability space (Ω, F, P) and the square domain
the following events in F :
(i) let E B (x, δ) denote the set of all ω ∈ Ω for which u(·, ω) exhibits at least one of the seven sign patterns in Figure 6 at the nine dyadic points d 1,ℓ,m for ℓ, m = 0, 1, 2;
(ii) let E I (x, δ) denote the set of all ω ∈ Ω for which u(·, ω) exhibits at least one of the seventeen sign patterns in Figures 8 and 10 at the nine dyadic points d 1,ℓ,m for ℓ, m = 0, 1, 2. Assume that there exist positive constants C 1 and C 2 such that
for all x ∈ G and δ > 0 for which J lies in G.
Then for every discretization size M , the probability that the homologies of N ± (ω) and Q ± M (ω) coincide satisfies
Proof. Fix a discretization size M ∈ N. Then the discretization points subdivide the square G into M 2 subsquares, each with side length δ = L/M . Let J denote one of these subsquares which lies at the boundary. In order to estimate the probability of J not being B-admissible, we must consider dyadic subdivisions, as in Definition 3.1. At the nth subdivision level, there are 4 n dyadic subsquares with sides of length δ/2 n . According to (13) , the probability that a particular one of these dyadic subsquares contains one of the forbidden sign configurations of Figure 6 is bounded by
Summing over all dyadic subsquares and subdivision levels n ∈ N 0 , we then obtain
Now, assume that J is contained in the interior of G. As above, (13) implies that
Note the additional factor of 5 due to the fact that for each of the dyadic subsquares, we must also allow for the excluded sign configurations in the four shifted squares; see Definition 3.6.
According to Proposition 3.7, if ω ∈ Ω is such that the homologies of N ± (ω) and Q ± M (ω) differ, then one of the following statements must be true:
• the function u(·, ω) vanishes at one of the gridpoints or at one of the dyadic subpoints of the grid subsquares; • the function u(·, ω) has a double zero;
• one of the subsquares J which lies at the boundary of G is not Badmissible; • one of the interior subsquares J is not I-admissible.
Due to Assumptions (A1) and (A2), the first two events have probability zero and we therefore finally obtain
The above result could be simplified for the situation of doubly-periodic functions. If the domain of such a function is identified with a torus and we are interested in the homology of the nodal domains as subsets of this torus, then we can reformulate the theorem by employing I-admissibility alone. Furthermore, due to the periodicity of the domain, we can replace the additional factor of 5 in (15) by 3 since it now suffices to check each square, as well as its down-shift and its right-shift. Thus for doubly periodic functions, the final probability bound reads
where C 2 is as in (13) . Finally, as will be demonstrated in the next subsection, the bounds in (13) are optimal for doubly periodic random functions.
Random periodic functions.
As in the one-dimensional case, we close this section by providing explicit results for the important special case of doubly periodic functions, that is, for classical random Fourier series. Assumption 3.9. We consider random Fourier series on G = [0, L] 2 of the form
(a) The random variables g k,ℓ,m in (16) are defined over a probability space (Ω, F, P) and are independent and normally distributed with mean 0 and variance 1. (b) there exist positive k 1 , ℓ 1 ∈ N and nonnegative k 2 , ℓ 2 ∈ N 0 which satisfy k 1 = k 2 and ℓ 1 = ℓ 2 , as well as k 2 1 + ℓ 2 1 = k 2 2 + ℓ 2 2 , such that both a k 1 ,ℓ 1 and a k 2 ,ℓ 2 are nonzero. In addition, suppose that
As before, the summability condition in Assumption 3.9(b) is related to smoothness properties of the random field u. In fact, it guarantees that the function u(·, ω) has continuous partial derivatives up to order two for P-almost all ω ∈ Ω. Moreover, if we define
then we can readily show that
where E denotes the expected value of a random variable over (Ω, F, P).
As in the one-dimensional case, doubly periodic functions simplify our discussion, in that their spatial covariance function is shift-invariant. More precisely, the spatial covariance function of (16) which is given by
Adopting this setting, we obtain the following result. 
where A p,q was defined in (17) . 
Proof. According to our assumptions, the random variable u(x, ·) : Ω → R is normally distributed with mean 0 and variance ∞ k,ℓ=0 a 2 k,ℓ = 0 for each x ∈ G and this implies (A1). Furthermore, (A2) follows from [1] , Theorem 3.2.1. Thus in order to apply Theorem 3.8, we need only verify (13) .
As in the proof of Theorem 2.7, we employ Proposition 4.1 with n = 3 or n = 4 to estimate the probability of the various sign patterns, if one considers a square with side length δ, as in (13) . Since this can basically be done as in the one-dimensional case, we have only collected the necessary spectral information for the various covariance matrices in Tables 1-6 . In each of these tables, the expansions of the determinant of the covariance matrix C(δ), the expansions of the eigenvalues and the expansion for the eigenvector corresponding to λ 1 (δ) are given. The constants R p,q which appear in these Table 3 Covariance matrix spectral information for the sign pattern shown 
formulas arise in the expansion of the spatial covariance function (18) . More precisely, if we set
then for d → 0, the even function r can be expanded as
where
In addition, we can easily verify that all of the leading coefficients in the expansions of the tables are nonzero due to Assumption 3.9(b). By combining the information in Tables 1 and 2 with Proposition 4.1 and the definition of E B (x, δ) in (13), we obtain the estimate 
Note that the three terms after the first inequality correspond to the bounds for the two patterns in Table 1 and the pattern in Table 2 (in that order); the additional factors 6, 6 and 2 correspond to the multiplicities of each pattern. For example, the first vertical pattern must be tested twice (depending on whether the interior point is positive or negative) on each of the three vertical lines.
From the above estimate, we can readily see that the first part of (13) is satisfied with
Similarly, by combining the information in Tables 3-6 with Propositions 4.1 and 4.2 (for the five-point sign pattern) and recalling the definition of E I (x, δ) in (13), we obtain the estimate
, that is, we can set
Thus, (13) is also satisfied and Theorem 3.10 follows from our abstract result, Theorem 3.8.
It is clear from the above proof that the bound in (19) is not optimal. Its form is chosen to point out the essential ingredients, but not to establish the tightest fit. We do believe, however, that it reflects the true situation fairly accurately.
3.5. Random bivariate trigonometric polynomials. As in the one-dimensional case, we illustrate our main theorem for random doubly periodic functions using random trigonometric polynomials. For this, let N ≥ 3 denote an arbitrary integer. If, in the situation of Theorem 3.10, we choose the coefficients as a k,ℓ = 1 for 1 ≤ k, ℓ ≤ N and a k,ℓ = 0 otherwise, then (16) represents a bivariate random trigonometric polynomial. Now, let A ℓ be defined as in (17) . We can then easily show that
in contrast to the one-dimensional case. Numerically validated computational results which provide more insight into the asymptotic behavior of M will be presented in [12] .
4. Probabilistic tools. The central probabilistic tools used in the results of the previous sections are concerned with the asymptotic behavior of sign-distribution probabilities of parameter-dependent Gaussian random variables. More precisely, let T (δ) = (T 1 (δ) , . . . , T n (δ)) t ∈ R n denote a one-parameter family of R n -valued random Gaussian variables over a probability space (Ω, F, P), indexed by δ > 0, and choose a sign sequence (s 1 , . . . , s n ) ∈ {±1} n . We are then interested in the asymptotic behavior of the probability P (δ) = P{s j T j (δ) ≥ 0 for all j = 1, . . . , n}. (20) To this end, we derive two results. While the first result establishes the precise asymptotic behavior of P (δ) as δ → 0, the second result furnishes an upper bound under considerably weakened hypotheses. 4.1. Precise asymptotics. We begin with a result which establishes the precise asymptotic behavior of sign-distribution probabilities.
Proposition 4.1. Let (s 1 , . . . , s n ) ∈ {±1} n denote a fixed sign sequence and consider a one-parameter family T (δ), δ > 0, of R n -valued random Gaussian variables over a probability space (Ω, F, P) which satisfies the following assumptions:
(i) For each δ > 0, assume that the Gaussian random variable T (δ) has mean 0 ∈ R n and a positive-definite covariance matrix C(δ) ∈ R n×n , whose positive eigenvalues are given by λ 1 (δ), . . . , λ n (δ). The corresponding orthonormalized eigenvectors are denoted by v 1 (δ), . . . , v n (δ).
(ii) There exists a vectorv 1 = (v 11 , . . . ,v 1n ) t ∈ R n such that v 1 (δ) →v 1 as δ → 0 and s j ·v 1j > 0 for all j = 1, . . . , n.
(iii) The quotient λ 1 (δ)/λ k (δ) converges to 0 as δ → 0 for all k = 2, . . . , n.
Then the probability P (δ) defined in (20) satisfies
Recall that Γ(1/2) = π 1/2 , Γ(1) = 1 and Γ(t + 1) = tΓ(t) for t > 0.
Proof. Define the diagonal matrix S = (s i δ ij ) i,j=1,...,n , where δ ij denotes the Kronecker delta, and let Z + = {z ∈ R n : z j ≥ 0 for j = 1, . . . , n}. Using the density of the Gaussian distribution of T (δ) according to [3] , Theorem 30.4, which exists since C(δ) is positive-definite, in combination with a simple rescaling, the probability in (20) can be rewritten as
According to our assumptions, the eigenvalues µ 1 (δ), . . . , µ n (δ) of the matrix D(δ) are given by µ 1 (δ) = 1 and µ k (δ) = λ 1 (δ) λ k (δ) for k = 2, . . . , n, with corresponding orthonormalized eigenvectors w k (δ) = Sv k (δ) for k = 1, . . . , n. Now, let B(δ) denote the orthogonal matrix with columns w 1 (δ), . . . , w n (δ) and introduce the change of variables z = B(δ)ζ. Moreover, let Z(ζ 1 , δ) = (ζ 2 , . . . , ζ n ) : . Now, let ζ 1 > 0 be arbitrary, but fixed. Note that since we did not make any assumptions about the asymptotic behavior of the eigenvectors w 2 (δ), . . . , w n (δ) for δ → 0, the sets Z(1, δ) do not have to converge. Yet, (ii) yields the existence of a compact subset K ⊂ R n−1 such that Z(1, δ) ⊂ K for all sufficiently small δ > 0. Due to (iii), the integrand in (22) converges to 1 uniformly on K and we therefore have Due to (23) and vol n−1 (Z (1, δ) ) → vol n−1 ( Z), we can now apply the dominated convergence theorem to pass to the limit δ → 0 in (22) , which leads to This completes the proof of the proposition.
The above result is the main probabilistic tool for our one-dimensional results in Section 2. In this situation, Proposition 4.1 is used to study random variables in R 3 . We note that for three-dimensional random variables, it is, in fact, possible to explicitly compute the probability P (δ) for each δ > 0 as a function of the entries in the covariance matrix C(δ). This has been demonstrated in [15] using the inversion formula ( [5] , Formula (29.3)) and could be used to study the asymptotic behavior of P (δ) as δ → 0. However, for the results of Section 3, we must also consider higher-dimensional random vectors and the method in [15] no longer applies.
Upper bounds.
While the above result establishes the precise asymptotic behavior of the sign-distribution probability P (δ), the necessary assumptions for Proposition 4.1 are not satisfied in all instances discussed in Section 3. Yet, in these cases, it suffices to obtain an upper bound on the probability P (δ). Such an upper bound is the subject of the following result, which can be derived under fairly weak assumptions. Proposition 4.2. Let (s 1 , . . . , s n ) ∈ {±1} n denote a fixed sign sequence and consider a one-parameter family T (δ), δ > 0, of R n -valued random Gaussian variables over a probability space (Ω, F, P) which satisfies the following assumptions:
(i) For each δ > 0, the Gaussian random variable T (δ) has vanishing mean 0 ∈ R n and a positive-definite covariance matrix C(δ) ∈ R n×n whose positive eigenvalues are given by λ 1 (δ), . . . , λ n (δ). Corresponding orthonormalized eigenvectors are denoted by v 1 (δ), . . . , v n (δ).
Then the probability P (δ) defined in (20) · vol n−1 (Z (1, δ) ).
It was shown in the proof of Proposition 4.1 that vol n−1 (Z(1, δ)) → vol n−1 ( Z) is a consequence of (ii), and this immediately implies (24) .
Note that Proposition 4.2 does not require any assumption of the eigenvalue λ 1 (δ). In particular, λ 1 (δ) need not be the smallest positive eigenvalue of C(δ), in contrast to Proposition 4.1. We also note that we could easily modify the above result to yield lower bounds for the asymptotic behavior of P (δ). Since these are not needed for our applications, we refrain from formulating them here.
