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Kurzfassung
Kompaktleuchtstofflampen (CFL) sind heute insbesondere in der Allge-
meinbeleuchtung weit verbreitet. Dennoch kämpfen sie wegen des ge-
sundheitsschädlichen Quecksilbers, das als Leuchtkomponente in der
Lampe dient, gegen Akzeptanzprobleme. Das Entfernen des Quecksil-
bers aus diesen Niederdruckplasmastrahlungsquellen ist noch eine weit-
gehend ungelöste Herausforderung. Die Herausforderung liegt hier in
der Auswahl der Ersatzmaterialien. Sie müssen das Quecksilber sowohl
radiometrisch als auch elektrotechnisch ersetzen. Eine weitere Kritik an
der CFL ist die geringere Lebensdauer im Vergleich zu LED, die meist
auf elektrodenbedingte Ausfallskriterien zurückzuführen ist.
Die vorliegende Arbeit befasst sich mit der Entwicklung einer quecksil-
berfreien, elektrodenlosen, mit Mikrowellen angeregten Niederdruck-
lampemit molekularer Füllung, die die konventionellen Kompaktleucht-
stofflampen ersetzen soll.
Der elektrodenlose Betrieb verhindert, dass die Füllmaterialien im Be-
trieb mit den metallischen Elektroden chemische Reaktionen eingehen
und dadurch zur Korrosion der Elektroden führen. Dies ermöglicht
somit eine Vielzahl neuer Leuchtkomponenten und Lampengeometrien.
Im Rahmen dieser Arbeit wurde die Leistung in die Lampe ohne Elektro-
den mittels Oberflächenwellen mit einer Frequenz von 2,45GHz einge-
speist. Ein geeigneter Mikrowellenkoppler für die Anregung und die
i
Einkopplung der Oberflächenwellen in die Lampe wurde mit Hilfe von
computergestützten Multiphysik-Simulationen entwickelt.
Kurzfassung
DieAuswahl einer umweltverträglichenundnicht gesundheitsschädlich-
en Leuchtkomponente als Ersatz für Quecksilber bildet die Basis dieser
Arbeit. Im Hinblick auf spektrale, themodynamische und physikalis-
che Eigenschaften des Quecksilber konnten Auswahlkriterien für Er-
satzmaterialien aufgestellt werden. Indium(I)iodid hat sich als vielver-
sprechendster Kandidat erwiesen.
Der Fokus dieser Arbeit liegt auf der Charakterisierung der Beziehung
sowohl zwischen den Betriebsparametern der Lampe und der Plasma
ef
-
fizienz als auch zwischen den Plasmaparametern
effizienz.
Zu diesem Zweck wurde ein Diagnoseverfahren entwickelt, das sowohl
die räumlich aufgelöste Bestimmung der Linienemissionskoeffizienten
der Lampe als auch die absolute Bestimmung der Plasmaeffizienz ohne
goniometrische Messaufbauten ermöglicht.
Erstmalswurde in dieserArbeit einModell für das Indium(I)iodid-Argon
Niederdruckplasma entworfen, das sowohl atomare als auchmolekulare
Prozesse im Plasma berücksichtigt. Dabei liegt ein besonderes Augen-
merk darauf, dass das Plasmamodell Linienemissionskoeffizienten für
die relevanten Linien von Indium für ausgewählte Puffergasdruck-Cold-
spot Temperatur Paare vorkalkuliert. Dadurch bietet das Modell die
Möglichkeit, die Messwerte zu interpretieren und dadurch die Plasma-
parameter zu bestimmen.
Die im Rahmen dieser Arbeit erzielte Plasmaeffizienz ist kleiner als die
von quecksilberhaltigen Plasmen. Dennoch gleichen kleinere Konver-
sionsverluste in der Leuchtstoffbeschichtung und die lange Lebensdauer
des elektrodenlosen Betriebs diesen Nachteil aus.
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Zusammengefasst zeigt die vorliegende Dissertation das Potential von
elektrodenlosen, quecksilberfreien Niederdruckplasmen sowohl für
Allgemeinbeleuchtungs- als auch für Spezialbeleuchtungszwecke. Die
und der Plasma-
Kurzfassung
Forschungsergebnisse dieser Arbeit zeigen, dass ein effizienter Lampen-
betrieb ohneQuecksilber und ohne Elektrodenmöglich ist, und eröffnen




Nowadays, compact fluorescent lamps (CFL) are widely-used in general
lighting applications. However, they still struggle with acceptance prob-
lems due to the hazardous mercury, which serves as the radiant compo-
nent inside the lamp. The removal of themercury from the lamp presents
a challenge, which still remains unsolved. The challenge lies in the selec-
tion of a suitable substitute for mercury, which has to fulfill certain ra-
diometric and electrical requirements. Furthermore, most CFLs come
under increased criticism due to their relatively short lifetime compared
to LEDs, which can be mainly attributed to the failure of the electrodes.
The presented work deals with the development of a mercury-free, elec-
trodeless, low pressure plasma based on amolecular filling and driven by
microwaves, which may replace the conventional CFLs.
The electrodeless operation of the lamp prevents that the molecular fill-
ing reacts with the metallic electrodes during the operation, which may
lead to the corrosion of the electrodes. Hence, the electrodeless opera-
tion offers a variety of new lamp geometries and allows the utilization of
numerous new radiant components.
Within the framework of this work, the electrical power is applied to the
lamp without electrodes via surface waves at the frequency of 2.45GHz.
An adequate microwave coupler, which is responsible for the excitation
and coupling of the surface waves, was developed with the help of com-
puter aided multi-physics simulations.
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Abstract
The selection of an environmentally friendly and nonhazardous radiant
component as substitute of mercury forms the basis of this work. With
regard to spectral, thermodynamic and physical properties of mercury,
a set of selection criteria could be established. Indium(I)iodide proved
itself as the most promising candidate.
The focus of this report is centered on the characterization of the rela-
tions between operating parameters of the lamp and plasma efficiency as
well as between plasma parameters and plasma efficiency.
For this purpose, a novel diagnostic method was established, which al-
lows the determination of spatially resolved line emission coefficients of
the lamp as well as of the absolute plasma efficiency without any gonio-
metric measurement setup.
For the first time, a plasma model, which considers both the atomic and
themolecular processes inside the indium(I)iodide-argonplasma, was de-
veloped and presented. Special emphasis is placed on the estimation of
the line emission coefficients of the relevant emission lines of the indium
by the plasma model for given pairs of buffer gas pressure and cold spot
temperature. Hence, the model allows the interpretation of the measure-
ment data and subsequently the determination of the plasma parameters.
The highest plasma efficiency achieved in the presented work is lower
than that of a common mercury-argon low pressure plasma. Neverthe-
less, this disadvantage may be partially counterbalanced by lower Stokes’
losses in the fluorescent coating and the longer lifetime by electrodeless
operation.
In summary, the presented dissertation demonstrates the potential of
electrodeless, mercury-free low pressure plasmas both for general light-
ing and special lighting applications. The research findings of this work
show that plasmas can be operated efficiently also without mercury and
electrodes, and open up new paths for the utilization of discharge lamps.
vi
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Light sources are an inseparable part of modern world. Everyday life
depends now on light sources, not only at home or in office for general
lighting purposes, but also for special lighting applications in hospitals,
industrial facilities, automotive headlights, displays etc. Thus, lighting
represents about 19% of global electric consumption (as of 2011) [1]. The
biggest share belongs to the general lighting, which accounts for about
75% of the global lightingmarket with its total revenue of € 52 billion (as
of 2011) and is forecast to reach€ 83billion in 2020 [2]. In the last years, a
decrease by 5% can be observed in electric consumption for lighting in in-
dustrializedworld, e.g., in theEU [3]. This can be explainedwith the rapid
adoption of energy efficient light sources. The technology transition was
surely fueled by the ban on inefficient incandescent lamps within EU [4].
Energy efficient light sources can be divided in two categories: Compact
fluorescent lamps (CFL), linear fluorescent lamps (LFL) and high inten-
sity discharges (HID) can be classified as traditional energy efficient light
sources based on gas discharges, while light emitting diodes (LED) are
based on solid-state technology [3]. As of 2011, the market share of tra-
ditional energy efficient light sources is> 50% [2]. The market reports
predict a fast increase of the market share of LED in the next decade due
to its unexpectedly fast price erosion. Nonetheless, the CFL will have a
1
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market volume of about 1.5 billion pieces annually due to new installa-
tion or replacements by 2020 [2].
Although CFLs were commercialized in the early 1980s [5], they are still
suffering from acceptance problems [6]: The relatively low color render-
ing index compared to incandescent lamp and long warm-up time be-
fore achieving maximum luminous flux are important barriers for mar-
ket penetration. However, the most important factor is undoubtedly the
hazardous mercury, serving as the radiant component inside the LFLs
and CFLs. The European commission already issued a directive about
“Restriction of certain Hazardous Substances (RoHS)” to regulate the use
of mercury in all electronic devices, whereas the amount of mercury in-
side CFLs is restricted with a gradually decreasing limit [7]. All CFLs
have to be collected and disposed as special waste in the EU, which in-
creases the indirect economic costs and carbon footprint. Therefore, a
novel mercury-free low pressure discharge lamp can help to reduce the
indirect costs and to overcome the association of CFLswith environmen-
tal and health problems.
The search for an environmentally friendly substitute for mercury has
been continuing for the last decades. Numerous papers were pub-
lished about suitable candidates [8–13] and also about the selection rules
adopted in the search efforts [14]. The replacement of mercury has to
feature certain radiometric and thermodynamic characteristics to meet
requirements, which are essential for lighting and electronic technolo-
gies. The requirements comprise the following two aspects amongst
others: First, the candidate species has to exhibit an emission spectrum
with strong emission lines inUVandVIS. It is beneficial that the emission
lines are located in the longer wavelength part of the UV, thus reducing
the Stokes’ losses in the phosphor coating. Secondly, temperature-vapor
pressure characteristic of the candidate species should be similar to that
of mercury to prevent excessive heat losses.
2
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Molecular species are believed to be the most promising candidates and
their investigation as mercury substitutes has been continuing for more
than three decades [9]. However, the use of molecular components is a
big technological transition, since all commercial low pressure lamps for
general lighting employ atomic species as radiant component. Thus, a
commercial product is not yet marketed.
Depending on the molecular species, the gas discharge may exhibit a
pure molecular emission spectrum, atomic line emission spectrum or a
composition of both. In this work, indiummonoiodide (indium(I)iodide)
is chosen and investigated as mercury substitute, which features strong
atomic line emission as well as weak molecular radiation. Certainly,
strong emission lines of atomic indium indicate a high dissociation rate
of indium(I)iodide. However, in a gas discharge lamp with electrodes,
halogen atoms react with the hot metallic electrodes, which results in
their rapid corrosion [15]. Thus, the lamps should be operated without
internal electrodes.
The electrodeless operation of light sources was first introduced by Tesla
in 1891 [16], but it took 100 years to commercialize the electrodeless
fluorescent lamp technology [17]. The inefficient, unreliable and expen-
sive electronics were the limiting factor. With high-frequency, high-
efficiency electronics based on solid-state technology, e.g., gallium ni-
tride (GaN) power transistors, this limitation is widely removed.
The electrodeless operation offers several advantages: The failure mecha-
nisms associated with electrodes, e.g., gas contamination and blackening
of the lampbody due to electrode erosion are eliminated, which increases
the lifetime of the lamp system significantly [15]. Additionally, the power
loss associated with anode and cathode falls is eliminated.
In this work, the power coupling into the lamp is realized by means of
guided microwaves, the so-called surface waves. In compliance with
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regulations on RF-frequency and RF power emission, the excitation
frequency of 2.45GHz is chosen due to itsworldwide availability as an in-
dustrial, scientific and medical (ISM) frequency band. The surface waves
offer several advantages [18, 19]: Plasma columns produced by mono-
mode surface waves are very stable and reproducible. No waveguide or
resonant cavity is required, since the plasma column itself serves as the
propagating medium for the surface waves. Thus, the generated radia-
tion is not blocked by a resonant structure. Furthermore, the dimensions
of the plasma are not limited by the wavelength of the chosen excitation
frequency, as is the case with cavity-based microwave driven plasmas.
Additionally, the electric field components outside of the discharge ves-
sel are evanescent, which reduces electromagnetic interference (EMI).
Finally, the structure responsible for the power coupling into the plasma,
the so-called surface wave launcher “surfatron”, is easy to manufacture
and operates efficiently for a broad range of parameters, e.g., excitation
frequency, gas pressure, lamp dimensions and input power.
The present work describes the research activities to develop an elec-
trodeless, surface wave driven, mercury-free low pressure lamp filled
with indium(I)iodide as radiant component and argon as buffer gas. Two
important technological transitions, i.e., the use of a molecular filling
in a low pressure lamp and the surface wave operation for lighting pur-
poses, are realized at once. Thus, thiswork comprises every development
step from designing an adequate wave launcher to characterization of
mercury-free plasmas with regard to plasma efficiency. Individual steps
are presented and discussed in detail.
This scientific research work is based on the selection of a promising
candidate to replace mercury as radiant component in fluorescent lamp.
Therefore, a set of selection criteria is established and applied to all el-
ements on the periodic table. Indium(I)iodide proves to be the most-
promising candidate and hence is chosen for further investigation.
4
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A surfatron wave launcher, which allows mechanical impedance and fre-
quency matching without an additional matching network, is designed
for an optimum operation at 2.45GHz and for cylindrical lamps with
a diameter of 16mm. With the new design, relatively high electric field
strengths can be achieved inside of the coupling gap of the surfatron, thus
allowing the ignition of the discharge inside the lamp without external
support, e.g., a Tesla coil.
A diagnostic method based on spatially resolved optical emission spec-
troscopy (SROES) is developed for the characterization of plasma. The
radiance of the lamp can be measured spatially and line emission coeffi-
cients can be derived from the measured data by means of inverse Abel
transform [20]. The applicability of the developed method for surface
wave driven plasmas is validated optically and electrically. The optical
thinness of the plasma is verified by means of the escape factor concept.
However, themeasurement results, as well as the data derived therefrom,
do not deliver the desired plasma parameters, e.g., electron tempera-
ture and density, directly and must be interpreted. Thus, a collisional-
radiative model (CRM) is developed for indium(I)iodide-argon plasma.
Since low pressure plasmas do not exhibit thermal equilibrium, cross
sections are required to describe the plasma processes. Therefore, cross
sections are calculated for relevant processes including molecular pro-
cesses, e.g., dissociation of neutral indium(I)iodide or direct-dissociative
recombination of indium(I)iodide ion. Lifetimes of individual species
due to free and ambipolar diffusions are also determined. Rate equations
for each plasma process are set up and solved. The important plasma pa-
rameters, e.g., electron density, ion density and line emission coefficients
are calculated as a function of electron temperature for different oper-




By combining the diagnostic method and plasma model, or more pre-
cisely, by comparing the experimentally and theoretically obtained emis-
sion coefficients, plasma parameters can be determined for a broad range
of operating configurations. Since the diagnostic method delivers the
line emission coefficients spatially resolved, radiant flux of the lamp can
be obtained without any goniometric setup. By evaluating the results,
the dependency of plasma efficiency on plasma parameters and operat-
ing configurations can be identified.
Finally, the application of an adequate phosphor coating, aswell as of nec-
essary measures for heat management, is modeled to compile the overall
energy balance of the investigated technology. In this way, the feasibility
of electrodeless, surface wave driven, mercury-free low pressure plasmas
based on indium(I)iodide-argon filling as a CFL is validated and oppor-





In this chapter, the theoretical foundation of this work is given. Sec-
tion 2.1 serves as an introduction into the plasma physics. After an
overview about the high frequency discharges in section 2.2, the main
focus will be extended to the surface waves and surface wave driven
plasmas in section 2.3.
2.1 Ionized gases and plasmas
The main difference between an undisturbed gas at room temperature
and an ionized gas is that the latter has the ability to interact with elec-
tric and magnetic fields. By increasing the temperature of the gas or
by applying an electric field of sufficient strength to the gas, the kinetic
energy of particles rises and heavy particles, e.g., atoms and molecules,
may be ionized, creating free charge carriers. The same process can be
realized with a strong irradiation of the gas. Thus, the ionized gas fea-
tures electrical conductivity. Additionally, the Coulomb force allows
long range interactions between the charged particles, which result in a
7
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collective behavior resembling a fluid with a higher density than that of a
neutral gas [21].
In this section, the physical basics of ionized gases on a microscopic and
macroscopic level are explained. First, the individual particles in an ion-
ized gas and the different types of interaction between these particles
are explained. Secondly, the relation between microscopic and macro-
scopic processes is described with the help of equilibrium laws, which
are valid if a thermodynamic equilibrium prevails between the particles.
Furthermore, the deviation from thermodynamic equilibrium and its
consequences are discussed. Thirdly, the transport processes inside an
ionized gas and the associated terms such as collision frequency, mean
free path and diffusion are presented. Finally, the plasma characteris-
tics and the boundaries separating plasmas from other types of ionized
gases are defined by introducing the most fundamental property of a
plasma: quasi-neutrality, which is the tendency of the plasma to remain
electrically neutral.
2.1.1 Particles
Before describing the interaction processes between the particles, the
types of particles must be explained.
Photons and electrons
The first two kind of particles to be described here are photons and free
electrons. Since they have no internal structure, they possess only kinetic
8
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energy without limitations or quantification. The energy of a photon at




= hν , (2.1)






where h is the Planck constant, c is the speed of light, ν is the frequency,
v is the translational velocity andme is the electron mass.
Atoms
In contrast to electrons and photons, the heavy particles, e.g., the atoms
exhibit an internal structure. They can exist in any of their energy states
given by their internal structure in addition to their kinetic energy, with
the exception of ions that are fully stripped of their electrons [22]. The
internal structure of atoms was first explained by Bohr in 1913. Accord-
ing to Bohr [23], electrons move in a circular path of radius a around the
nucleus of electric chargeZe , whereZ is the number of charged particles
and e is the elementary charge. For the stability of the structure, electro-








where ε0 is the permittivity of vacuum. Since the angular momen-
tum of electrons is quantized as a multiple of ~ = h2π , the quantized




= 0.529 · 10−10m is the Bohr radius, which corresponds to
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the lowest level np = 1. The total energy of the bound electron consists
















The lowest energy state np = 1 corresponds to the ionization energy of
hydrogen and is defined as the Rydberg constant RH = 13.605 eV.
The observed line spectra in absorption and emission of radiation by
atoms can be explained with the quantized energy states. Thus, the fre-
quency of the radiation due to the transition between two energy states




*, 1n2p1 − 1n2p2 +- . (2.5)
The Bohr model, which is adequate only for the hydrogen atom and
hydrogen-like ions (from which all electrons have been stripped except
one), can be extended by considering the quantum mechanics of energy
states. They can be characterized in terms of four quantum numbers,
i.e., participial quantum number np, orbital angular momentum number
l , its component for a particular direction ml and projection of elec-
tron spinms [23]. Every energy state can be addressed by the notation
n2nS+1p XnJ [22, 23], where S, L and J = L + S are the total spin angular
momentum, the total orbital angular momentum and the total angular
momentum with their corresponding numbers nS, nL and nJ, respec-
tively. The capital letter X stands for different values of nL, e.g., S for
nL = 0, P for nL = 1 and D for nL = 2. The superscript on the left hand
side ofX is themultiplicity. Thus, the ground energy state of indiumwith
its electron configuration [Kr]4d105s25p1 can be addressed as 52P1/2 and
its first metastable state as 52P3/2. The energy state diagram of indium
is displayed in figure 2.1 with the energy states and radiative transitions,
which are relevant for this work.
10
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Figure 2.1: Energy state diagram of indium with the energy states relevant for
this work. Needed data was taken from [24]. The hatched zone de-
notes the state of ionization, while the arrows correspond to spon-
taneous emission at the specified wavelength.
The statistical weight дnpl of an energy state npl is calculated with the
total angular quantum number jtaq as 2jtaq + 1, which gives the number
of possible quantum states. Electrons have a statistical weight of дe = 2,
since they have two possible spin states.
For convenience, the following notation is adopted to describe the tran-
sition between energy states and to address their energies: The lowest
energy state is called the ground state with the label g, while the excited
states are labeled as k = 1, 2, 3 . . .. The label k is used to address a higher
11
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state, while a lower state is identified with j. The transition energy be-
tween a neutral particle and an ion is called ionization energy Ei with the
label i for the ionic state.
Molecules
In addition to their electron energy states, molecules have vibrational
and rotational degrees of freedom due to the motion of the nuclei. Thus,
the internal structure of a molecule is more complicated to describe than
an atomic one. Since a diatomic molecule, viz., indium(I)iodide is an es-
sential component of this work, the standardized notation of diatomic
molecules is followed [25]. For a more detailed treatment of molecules
and molecular physics, further reading of [23, 26–28] is recommended.
In analogy to atoms, the energy states of a molecule can be characterized
by quantumnumberswith the notation 2nS+1Λ(+,−)Ωmol,(д/u) [23]. The total or-
bital angular momentum Λ along the internuclear axis is identified with
the symbol Σ, Π , ∆ andΦ for total orbital angular momentum numbers
nΛ = 0,±1,±2 and ±3, respectively. Prefixed superscript 2nS + 1 de-
scribes the multiplicity, while the superscript on the right hand side of Λ
denotes whether the wave function is symmetric or antisymmetric along
an arbitrary plane through the internuclear axis. Finally, the subscript
Ωmol is the projection of the total angular momentum along the internu-
clear axis and (д/u) gives the parity. Historically, the molecular ground
state is labeled asX , the next excited state that is optically accessible from
ground state, is labeled asA and then B etc. Thus, the electronic ground
state of indium(I)iodide molecule is addressed as X 1Σ+0 and the next op-
tically accessible excited state asA3Π0.
The most realistic model to describe a diatomic molecule is a rotating
oscillator (or vibrating rotator), in which the rotation of a non-rigid ro-
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tor and the vibration of an anharmonic oscillator take place simultane-
ously [26]. To increase the accuracy of themodel, the interaction between
rotor and oscillator must be also considered. Thus, the term value for the
total energy of a molecule Tmol consists not only of the term value T el
of the electron state energy, but also of term values G(ν) and Fν(J ) for
vibrational and rotational state energies, respectively:
Tmol(ν, J ) = (T el +G(ν) + Fν(J )) = Eel + Evib(ν) + Erot(ν, J )
hc
, (2.6)
where ν is the vibrational and J is the rotational quantum number, Eel,
Evib(ν) and Erot(ν, J ) are the electrical, vibrational and rotational state
energies, respectively.
According toHerzberg [25] andHaken [29], the rotational and vibrational
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Fν(J ) = Bν J (J + 1) − Dν J 2(J + 1)2 + . . .
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(2.7)
where Brc and Bν are the rotational constant and its average over the vi-
brational motion,Ddc andDν are the centrifugal distortion constant and
its average over vibrational motion,ωe is the harmonic wavenumber and
xe is the anharmonicity constant [23, 25]. αe and βe are correction fac-
tors for the interaction between rotor and oscillator [29]. Brc, Ddc, ωe,
ωexe, αe and βe can be determined spectroscopically.
The potential of a molecular state depends on the instantaneous configu-
ration of the nuclei, which can be given solely with the internuclear dis-
tance r in case of a diatomic molecule [22]. In order that a molecule is
13
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stable, a potential minimummust exist at the so-called equilibrium inter-
nuclear distance req. For an internuclear distance r < req, the molecular
atoms experience a repulsive force due to the Coulomb potential, which
results in a steeper rise of the potential [28]. In case of internuclear dis-
tances r > req, themolecular atoms experience an attraction force, which
diminishes with increasing distance and finally the molecule dissociates.
At the distance r → ∞, molecule potential approximates to the dissocia-






















where β0 = ωvib
√
µ12
2Ediss. is a molecule specific quantity [30, 31], ωvib is
the vibrational angular frequency of the oscillator and µ12 = m1m2m1+m2 is
the reduced mass of the molecule with atoms of types 1 and 2 [26, 30].
Figure 2.2 shows the potential curve of indium in neutral ground state
and at first two ionic states calculated with equation (2.8).
2.1.2 Collisions in ionized gases
It is well known from the kinetic gas theory that gas particles collidewith
each other, resulting in a repartition of kinetic energy between different
constitutive elements [32]. In contrast to a neutral gas, a number of colli-
sions take place in an ionized gas, where the total kinetic energy of colli-
sion partners is not conserved. Furthermore, long range interactions due
to the Coulomb force between charge carriers play an important role be-
side short range interactions due to van der Waals force between neutral
particles. Thus, the term collision must be used in a broader sense than
14
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an impact between rigid spheres resulting in the exchange of kinetic en-
ergy. A collision takes place if the momentum, velocity, path or internal
state of a particle have been altered by the presence of one or many other
particles in its vicinity [33]. For describing interactions between two par-
ticles, the notion of an incident particle as moving relative to a fixed field
particle is used [34].
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Figure 2.2: Potential curves of indium(I)iodidemolecule in neutral ground state
and the first two ionic states A2Σ+ and X 2Π as a function of inter-
nuclear distance.
The collisions can be divided into two subcategories, i.e., elastic and in-
elastic collisions. A distinction must also be made for collisions between
charge carriers, since the interaction between those is governed by the
Coulomb force. Especially in highly or fully ionized gases, Coulomb
collisions control the gas characteristics. The scattering of electrons by
ions tune the resistivity of the gas, while collisions between electrons
15
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are partially responsible for the electron diffusion rate [35]. Since this
work deals with low pressure plasmas, where the electron-neutral parti-
cle collisions govern, the Coulomb collisions will not be explained here
in detail.
Elastic collisions
Elastic collisions represent the classical meaning of collisions, where in-
teraction results in a redistribution of kinetic energy and change of direc-
tion ofmotion, while the total kinetic energy and total initial momentum
of collision partners are conserved [34]. The internal energies of collision
partners do not change. Elastic collision is a reversible process, since
the probability of losing or gaining energy due to a collision is equal for
any given particle [33]. Elastic collisions occur, when the kinetic energy
of the incident particle is lower than the threshold energy of its colli-
sion partner for excitation, ionization as well as dissociation in case of
molecules. In low pressure ionized gases, most of the electron collisions
are elastic [35].
The collisions between charge carriers. e.g., electron-electron, electron-
ion and ion-ion collision, belong also to this group, if the energy of col-
lision partners is too low for the emission and absorption of electromag-
netic (EM) radiation [33].
Inelastic and super-elastic collisions
Inelastic collisions are characterized by the loss of total kinetic energy,
while the internal energy or identities of the collision partners are al-
16
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excited atoms, may occur, where the total kinetic energy of collision
partners increases [22]. Some sources employ the term inelastic colli-
sions more generally, when the sum of kinetic energy is not conserved
after the collision. The absorption and emission of radiation may also
be regarded as inelastic collision, since a photon can be described as a
particle-like entity [34]. In order that an inelastic collision occurs, the
kinetic energy of the incident particle must be higher than the threshold
energy of its collision partner for this particular inelastic interaction. In
case of an excitation or ionization, the amount of energy transferred
from the incident particle to its collision partner is quantified [33].
A detailed list of inelastic processes can be found in [34]. The relevant
inelastic collisions for this work are listed and explained below, where
”e” denotes a high energy electron, ”A∗” denotes an excited atom, ”A+” an
ion and ”AB” a molecule:
• Excitation of a neutral atom
e + A→ A∗ + e (2.9)
• Collisional de-excitation
e + A∗ → A + e (2.10)
• Ionization of a neutral atom
e + A→ A+ + 2e (2.11)
• Three-body recombination
e + A + A+ → 2A (2.12)
As can be seen in equation (2.12), a third body is needed for the recom-
bination of an atomic ion to ensure the energy and momentum conser-
vation [33]. For high electron densities, ionization can also take place
17
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ionization is advantageous, since the necessary kinetic energy for each
step is lower than for the direct ionization, allowing the electrons with
low energies to participate in inelastic collisions. Step-wise ionization is
also possible, if molecular species are present in the plasma. After disso-
ciation of the molecule, the individual atoms of the former molecule can
be excited or ionized, whichmay bemore energy efficient than the direct
ionization of the molecule.
• Dissociation of a neutral molecule
e + AB→ A + B + e (2.13)
• Ionization of a neutral molecule
e + AB→ AB+ + 2e (2.14)
The recombination of an electron with a molecular ion may result in the
dissociation of the molecule if the recombination energy is high enough
to overcome the dissociation energy. This process is called the dissocia-
tive recombination.
• Dissociative recombination
e + AB+ → A + B (2.15)
• Photoexcitation or absorbtion
A + hν → A∗ (2.16)
The absorption process given in equation (2.16) results in the removal of
the incident photon and the energy of the photon is transferred to the
field particle. It can be considered similar to the collisional excitation.
18
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Thus, three body recombination can then be related to the induced emis-
sion, where a photon stimulates the excited field particle to emit a photon
in the same direction with the same frequency [34]. However, an excited
field particle can also emit a photon without external stimulation. It is
called spontaneous emission, which cannot be related to any collisional
process.
• Spontaneous emission
A∗ → A + hν (2.17)
An excited atom can return to a lower energy state or directly to its
stable ground state by emitting a photon as electric dipole radiation, if
the transition from the excited state into the lower state is allowed. Such
a radiative transition is permitted, if the following rules are satisfied:
∆l = ±1,
∆nS = 0,±1 (if nS = 0→ nS = 0 forbidden);
where l andnS are the orbital angular and total angular momentum num-
ber, respectively [22].
In some cases, the selection rules are not satisfied and an optical tran-
sition between two states is not allowed for electrical dipole radiation.
However, other means of radiative transitions, e.g., electric quadrupole
or magnetic dipole radiation, or non-radiative transitions, e.g., colli-
sional de-excitation may still be possible. But the probability of such
transitions are small compared to electric dipole radiation and the life-
time of these excited states is some orders of magnitude longer than the
lifetimes of the states that fulfill the selection rules. The energy states
with long lifetimes are called metastable and the atoms in these excited
states are called metastable atoms [22].
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Cross sections
The probability of a microscopic process, e.g., elastic or inelastic col-
lision in an ionized gas, can be given by a geometrical quantity, the
cross section. The term cross section comes from the classical gas the-
ory, where atoms are approximated as hard spheres to describe colli-
sions between them [36]. Hence, the collision between two hard spheres
with radii r1 and r2 can be described with their collective cross section
Q = π (r1 + r2)2 [36], which gives the effective geometrical blocking area
of field particle to the incident particle [34]. In reality, a more complex
system should be used to define the cross section, since this basic in-
terpretation does not distinct between the different kinds of collisions
and interaction forces. A general description of methods and formulas
used to calculate the cross sections for different collision processes can
be found in [34, 37]. Section 5.2 is dedicated to the presentation of the
Gryziński method, which is employed for this work.
The radiative processes, e.g., absorption and emission, arising from
transitions between two discrete energy states of an atom, can also be
described with the corresponding cross section. The absorption cross
section corresponding to an atomic transition from a lower energy state





where fjk is the absorption oscillator strength for the transition from the
state j into k, e is the elementary charge and Ψ is the absorption line
profile as a function of frequency ν . The line profile defines the shape
and the width of an absorption or emission line and is determined by
the properties of the gas environment, which makes the line profile a
macroscopic parameter [34]. However, an atomic quantity is needed to
describe a microscopic process independent from macroscopic state of
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While the cross section describes themicroscopic properties of a process
triggered by amono-energetic incident particle colliding with a field par-
ticle, the rate of the collision is given by the rate coefficientK , which is a
macroscopic quantity depending on the thermodynamic properties such
as temperature and pressure [34]. Thus, the kinetics of particles in an
ionized gas must be known to calculate the rate coefficients. The cor-
responding formula can be found in the next section together with the
Maxwell velocity distribution, which relates microscopic processes with
macroscopic properties.
2.1.3 Concept of thermodynamic equilibrium
Thermodynamic equilibrium (TE) denotes that each process is balanced
with its reciprocal process [35]. Such processes are called inverse, since
the initial state of the given process is the final state of its reciprocal
process and vice versa. In the list of the collision processes given above,
equations (2.9), (2.11), (2.14) and (2.16) denote generation processes,
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while equations (2.10), (2.12), (2.15) and (2.17) are their respective
counterpart loss processes, also known as secondary processes.
In TE, an ionized gas can be characterized by two important parameters,
i.e., gas temperature T and particle density n [33]. The state of thermo-
dynamic equilibrium is achieved, if the following four equilibrium laws
are satisfied simultaneously.
The Maxwell-Boltzmann velocity distribution
The fundamental kinetics of a particle species in a partially ionized gas is
given by its velocity distribution, which is essential to relate the under-
lying microscopic processes to the macroscopic properties of an ionized
gas. TheMaxwell-Boltzmann distribution determines the velocity distri-
bution of free particles in thermodynamic equilibrium, which reads as












where kB is the Boltzmann constant and m is the mass of the parti-





which is the most probable speed of the particles. The term 4πv2 in
equation (2.21) describes the surface area of a sphere in three dimen-
sional velocity space. Since the exponential part decreases more rapidly
than the growth of the sphere surface area for v > vTmax, the Maxwell
distribution decays aftervTmax. The mean speed of Maxwellian particles





, while the second moment gives the mean kinetic energy
of particles as Ekin = 32kBT [35].
Most of the calculations in plasma physics are carried out with respect
to the energy of the particles instead of their velocity. Thus, the Maxwell
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distribution can be transformed with the help of the kinetic energy
formula E = 12mv
2 into energy scale [35]











The characteristic temperatureT of theMaxwell distribution can be con-
verted into energy by E = kBT . Hence, T = 11604.5K corresponds to
an equivalent temperature of TeV = kBTe = 1 eV. However, it should be
kept in mind, that a gas with the equivalent temperatureTeV = 1 eV has
a mean energy of 1.5 eV.
Finally, the rate coefficient K of a particular collision in an ionized gas,
where the collision partners are following a Maxwell distribution with a








f (E,T ) dE. (2.23)
For an inelastic collision, the lower bound of the integral can be chosen
as the threshold energy of the corresponding collision process, since the
cross section of the inelastic collision below the threshold energy is zero.
The Boltzmann distribution
The population of heavy particles in a given higher excited energy state
k can be calculated with respect to the particle density in a lower state nj













The exponential part of equation (2.24) is called as the Boltzmann factor
and relates the portion of atoms that have overcome the energy difference
of Ek − Ej [33].
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The Saha’s equation
The Saha’s equation describes the equilibrium between ionization as ge-
neration process and volume recombination as loss process, and allows
the calculation of singly ionized ion densityni respectively to the ground
state density ng as a function of temperatureT with the assumption that















The factor 2 is according to the spin states of electrons [35]. The Saha’s
equation applies to each particle species in the ionized gas
independently [34].
The Planck’s law
The three equilibrium laws explained above pertains only to matter.
Likewise, the photons can also be in a thermodynamic equilibrium with
matter. The Planck’s law, also known as the law of black body radia-
tion describes the spectral radiance LΩ, λ of the electromagnetic radi-
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2.1.4 Departure from thermodynamic equilibrium
In practical applications, the ionized gas deviates from a total thermo-
dynamic equilibrium, since the balance between reciprocal processes is
not perfect [33]. Thus, the number of parameters to describe all processes
increases with the increasing number of non-reversible processes.
Local thermal equilibrium
If the ionized gas is inhomogeneous due to a density or temperature gra-
dient, or if the gas is homogeneous but radiation is escaping the gas for
certainwavelengths, then the ionized gas is not in a total thermodynamic
equilibrium [33]. The radiation escape or the mentioned gradients cause
a net energy flux, which indicates an incomplete equilibrium between
reciprocal processes. However, as long as the energy change at a given
point in gas is small with respect to the total energy at this point, the
behavior of the ionized gas can be approximated with a local thermal
equilibrium (LTE) [33]. In this system, the gas does not follow the
Planck’s law, but other equilibrium laws are locally valid. In other words,
the matter particles are in equilibrium with themselves, but the radi-
ation is not in equilibrium with matter [34]. In LTE, the collisional
rates of population and depopulation processes of excited states must
exceed the corresponding radiative rates [34]. In this case, the ionized
gas can be characterized as a function of spatially resolved gas temper-
ature T (x ,y, z) and density n(x ,y, z), where x , y and z are the spatial
coordinates of the gas.
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Non thermodynamic equilibrium
If the ionized gas is so thin, that the number of collisions between the
electrons and heavy particles does not suffice to bring the ionized gas to
an equilibrium, then the behavior of the gas cannot be described with
equilibrium laws. The kinetic energy transfer from an electron to a heavy
particle is very inefficient with the maximum factor of 4me/mH, where
mH is the mass of the heavy particle [33]. Without sufficient collisions,
the temperatures of electrons and heavy particles differ significantly.
Furthermore, the insufficient energy transfer between particles of same
type causes a deviation from Maxwell distribution. In this case, the be-
havior of the particles cannot be predicted with a single characteristic
temperature [33]. Additionally, the collision time between electrons and
atoms for excitation and de-excitation processes exceeds the radiative
lifetimes of the excited states. Thus, the radiative population and depop-
ulation processes govern the density of excited states of atoms and ions,
and the Boltzmann equation becomes invalid [33]. The case of an ionized
gas, where not a single equilibrium law prevails, is defined to be in non
thermodynamic equilibrium (NTE).
Two temperature plasma
The two temperature equilibrium is a special case betweenNTE and LTE.
In this case, the electrons and heavy particles have different temperatures.
However, the collision rate between particles of same type is sufficiently
high that a thermal equilibrium is reached among same type particles.
TheMaxwell distribution can be applied to electrons with the character-
istic electron temperatureTe, to atomswith the atom temperatureTg and
to ionswith the ion temperatureTi. The insufficient energy transfer from
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electrons to heavy particles results in very high electron temperatures
Te ≫ Tg ≈ Ti [33].
The principle of detailed balancing
The principle of detailed balancing is derived from thermodynamic
equilibrium. It states that the differential reaction rates of each mi-
croscopic process and its inverse process are equal [34]. An example
is presented in equation (2.27) for transitions between two atomic
energy states j and k due to collisional excitation and de-excitation
processes [37].





where∆E corresponds to the energy difference between the energy states
j and k, and дj,k is the statistical weight of the corresponding state. Equa-
tion (2.27) shows that the principle of detailed balancing takes into ac-
count only microscopic quantities describing the changes between quan-
tum states and themacroscopic characteristics of the gas are not included.
Thus, thermodynamic equilibrium is not necessary to validate the prin-
ciple of detailed balancing [34]. However, the electrons must follow a
Maxwellian energy distribution [37].
The principle of detailed balancing also prevails for radiative processes.
The Einstein coefficient Bjk for absorption of a photon by an atom result-
ing in a transition from the energy state j into k is already explained in
section 2.1.2. The induced emission as well as the spontaneous emission
contributes to the inverse process, i.e., de-excitation from the state k into
j, with their corresponding Einstein coefficients Bkj andAkj, respectively.
Thus, the detailed balancing results in
дkBkj = дjBjk, (2.28)
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Also for radiative processes, the principle of detailed balancing is inde-
pendent of thermodynamic conditions of the gas [34].
In contrast to the principle of detailed balancing, the method of detailed
balancing describes the equilibrium betweenmacroscopic rates, but with
limited applicability, since the conditions of thermodynamic equilibrium
must prevail for its validity [34]. The rates of three-body recombination
process are calculated by applying the method of detailed balancing in
section 5.4.
2.1.5 Transport processes
In a gas with a low degree of ionization, the motion of neutral particles
is governed by density gradients, while the motion of charge carriers
is determined by electric field forces. Both mechanisms are balanced
by a friction force due to the elastic collisions, resulting in momentum
transfer.
According to the Chapman-Enskog approximation [34], the average
momentum transfer collision frequency, at which an incident particle
of type 1 collides with a collision partner of type 2, can be given by
equation (2.30).









where n2 is the density of field particles, Q12 is the average momen-
tum transfer cross section between particles of types 1 and 2, f12 is the
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Maxwellian velocity distribution of a hypothetical particle with the re-
duced mass µ12 [34]. The collision partner is assumed motionless and
the incident particle of type 1 has the the mean relative speed v12 with
regard to the collision partner of type 2, assuming aMaxwellian velocity
distribution for all particles. The motionless collision partners are called
field particles [34].
If the gas consists of more than one species, then equation (2.30) should








which is called the total collision frequency for momentum transfer for
particles of type 1.
Themean free path is the covered distance by the incident particle of type








whereC1 is the mean speed of incident particles with Maxwellian veloc-
ity distribution relative to the local mean mass velocity of the gas.
Mobility and electron heating
Themobility describes the response of charge carriers to an electric field
E. They experience an acceleration due to the electric field, while elastic
collisions inhibit their motion. Thus, the velocity of charged particlesve,i





= −eE −me,iν e,ive,i. (2.33)
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The velocity along the field in equilibrium state is called the drift velocity




E = −µe,iE, (2.34)








whereν e,i is the total collision frequency formomentum transfer for elec-
trons and ions, respectively.
The gain of kinetic energy per time by the electrons in an electric field
between two consecutive collisions can be calculated as
dEkin
dt




The drastically unequal masses of electrons and heavy particles lead to a
very small momentum transfer in the collision, but a redirection of elec-
trons momentum. Assuming that the elastic collisions are isotropic, the
ratio of average energy loss per collision to kinetic energy of electron is
∆E/Ekin = 2me/mH [34, 35]. Thus, the loss of kinetic energy per time is
given by equation (2.37).
dEkin
dt
loss = ∆E ν e. (2.37)
By neglecting the less frequent inelastic collisions as an energy lossmech-
anism, the mean electron collision frequency can be approximated as
ν e ≈ vT /λmfp. The electron temperature can then be calculated by bal-
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T [35]. Equation (2.38) shows that the elec-
tron thermal energy cannot be described as the energy gained in the elec-
tric field between two consecutive collisions. The collisions are only re-
sponsible for the loss of a small fraction of the electrons kinetic energy.
Thus, the kinetic energy of the electron rises until an equilibrium is es-
tablished between gain and loss rate. Thereby, the high electron temper-
atures in low pressure plasmas can be explained by the weak energy cou-
pling between the electrons and heavy particles, or, in other words by the
inefficient cooling mechanism [35].
Electrical conductivity
Thedrift velocity of charged particles results in an electric current, whose




with the assumption that the ions are singly positive charged. The total
current density is then given by












= (σe + σi)E.
(2.40)
The relation between the current density and the electric field is called
the total conductivity σ = σe + σi, where σe and σi are the electrical
conductivity of electrons and ions, respectively.
31
Fundamentals of plasma physics
Free diffusion
Diffusion stems either from a gradient in particle density or a gradient of
the particles kinetic energy, which is also known as heat transfer [33]. In
a low pressure ionized gas, the energy is transferred from an electric field
directly to the electrons. Due to the inefficient momentum exchange be-
tween electrons andheavyparticles, the temperature of the latter remains
low. Thus, a strong gradient of kinetic energy inside the ionized gas does
not occur for heavy particles. Hence, the temperature gradient can be
neglected and free diffusion results from a gradient of particle density.
Collisions between particles are random and isotropic, which result in
an equal probability for scattering in all directions [33]. If the density of
particles is higher at one point than at a second point, then the flux of
scattered particles from the first point to the second point is higher than
vice versa due to equipartition of collisions at each point [33]. The net
flux from first point to the second can be calculated by
ΓH = −Dfree∇nH, (2.41)
where nH is the density of heavy particles and Dfree is the free diffusion
coefficient, which describes the combination of thermal motion with the
friction force due to the elastic collisions with neutral particles.
Ambipolar diffusion
The charge carriers, i.e., electrons and ions are also driven by their ther-
mal motion in the direction of density gradient but blocked by collisions
with the background gas atoms. Since the electrons are smaller, they fea-
ture a higher mobility. Thus, the diffusion of electrons and ions results
in different particle fluxes, which cause unequal densities of positive and
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negative charges. This inequality leads to the formation of a space charge
electric field E, which decelerates the electrons, while accelerating the
ions until the particle fluxes of electrons and ions reach an equilibrium.
The equilibrium flux of diffusion of electrons and ions is called the am-
bipolar diffusion.
The particle fluxes for the diffusion of electrons Γe and ions Γi are
given by
Γe,i = ±ne,iµe,iE − De,i∇ne,i, (2.42)
whereDe,i are the diffusion coefficient andne,i are the density of electrons
and ions, respectively [35].
Assuming that n ≡ ne ≈ ni, and the electron and ion fluxes are balanced
to the ambipolar diffusion Γa = −Da dndx [35], the ambipolar diffusion co-





Einstein introduced a relation to illuminate the dependency of the diffu-
sion coefficient and the mobility from the kinetic energy of the charge








In the sections above, the individual behavior of particles in an ionized
gas is explained in detail. In this section, the macroscopic behavior
of charged and neutral particles as an ensemble is discussed, since the
plasma is characterized by its collective behavior. In a neutral gas, the
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particles interact only in the case of near field collisions, since the van der
Waals force between neutral particles weakens with the 6. order of inter-
atomic distance as 1/r 6. In contrast to a neutral gas, the Coulomb force
should be considered to describe the electrostatic interaction of charged
particles in a plasma, which weakens with the square of the interatomic
distance as 1/r 2 [35]. Thereby, the interaction between the particles is
stronger, which results in a collective response to external interferences.
This response can be described with two important parameters: the
Debye length and the plasma frequency.
Debye shielding and Debye length
A partially ionized gas has the strong tendency to electrical neutrality.
This behavior can be explainedwith very large electrostatic forces, which
would arise even in case of small spatial non-uniformities of positive and
negative charges in a macroscopic volume. Since such large potentials
could not be sustained without external support, the charged particles
arrange themselves to reduce the potential differences [34].
Following an electrical perturbation in the plasma, the electrons and ions
move themselves in such a way that the electric potential around the
charge Ze of the perturbator weakens. Thus, its influence is limited. The
attenuation of the electrical potential is given by






whereφD is theDebye-Hückel potential and εr is the relative permittivity
of medium.
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Equations (2.46) and (2.47) show that the shielding length is determined
by the equilibrium between thermal and electrostatic energy [36]. Shield-
ing is more efficient with increasing density of charge carriers, while the
increased temperature scales the perturbed volume up. In NTE plasmas,
Te is much larger than Ti, thus the shielding effect can be approximated
by λDi. Since the Debye potential decreases faster than the Coulomb po-
tential, the Debye length sets the limits for electrons and ions acting as
a plasma. Plasmas with dimensions larger than the Debye length tends
to become quasi-neutral, if any deviation from equal densities between
electrons and ions arises.
Response time and plasma frequency
The collective response of electrons and ions to an electrical perturba-
tion is already explained above. Since the ions are moremassive than the
electrons, it takes less time for electrons to reach their new positions to
establish an electrostatic equilibrium at a typical distance of λDe. If the
perturbating potentialφ is small as |eφ | ≪ kBT , the electrons do not gain
much kinetic energy in the potential well and their velocity ve remains
nearly the same.
35
Fundamentals of plasma physics
The needed time for electrons to reach λDe is called as the response time





However, the electrons cannot stop instantly at their equilibrium posi-
tions but continue their motion withve. This inertia results in a new de-
parture from electrostatic neutrality in the opposite direction to the ini-
tial perturbation field, assuming that theirmotion is not disrupted by col-












where ωpe is the angular electron plasma frequency [35]. The electron
plasma frequency is easily calculated by fpe =
ωpe
2π . During the collective
oscillatory motion of electrons, the ions can be assumed as immobile, as
their response to fast changing electric fields is very slow.
Quasi-neutrality
A plasma is not a neutral ensemble of ions and electrons, since deviations
from neutrality can occur microscopically. The Debye length sets the
boundary between the microscopic and macroscopic scales. In a plasma,
the variation of electric potential along the distance l can be approxi-




 eε0 (Zni − ne)
 . (2.50)
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With the assumption that φ ≤ Te and deriving from the definition of
Debye lengthT e =
eneλ2De
ε0







As mentioned above, the plasma length must be much longer than λDe.
Thus, equation (2.51) can be simplified with λ2De/l
2 ≪ 1 to




Equation (2.52) states that the density of electrons is approximately equal
to the density of positive ions for plasma dimensions larger than λDe and
defines a fundamental property of the plasma: the quasi-neutrality. Equa-
tion (2.52) can be extended also for the negative ions without violating
the quasi-neutrality.
Conditions for the plasma state
The boundary between an ionized gas and the special case of plasma is
defined by the conditions, which can be summarized as follows:
• The smallest dimension of the plasma volume should be much
larger than λD (Langmuir condition).
• The number of charge carriers in a Debye sphere ( 43πλ
3
D) should be
much larger than 1.
• Quasi-neutrality can only be violated within the Debye sphere.
• The lifetime of the plasma must be longer than 1/ωpe.
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2.2 High frequency discharges
If a harmonic electromagnetic field, whose components are sinusoidal
functions of time t , is applied to a plasma, its electric properties also be-
come sinusoidal functions. The electric field component can be described
as E = E0exp(jωt), while the magnetic one is given as H = H0exp(jωt),
where E0 and H0 are the maximum amplitudes of the electric and mag-
netic fields in the course of a period of oscillation, respectively, and ω
is the angular excitation frequency. The nomenclature used for plasma
parameters does not differ for a high frequency or DC excitation. The
plasma permeability is assumed as equal to the vacuum permeability µ0.
2.2.1 Influence of the frequency on
plasma properties
In this section, the influence of an alternating electric field on the plasma
properties is explained with the help of the free charges in space descrip-
tion [38]. Since the ions have a large mass, they remain unaffected for
frequencies f > 1MHz [33]. Thus, the plasma response to the electric
field is governed by the drift velocity of electrons [38].
The steady state solution of the differential equation (2.33) becomes a si-





ν e + jω
. (2.53)
Consequently, all plasma properties related to drift velocity feature both




The mean power θA, transferred from the electric field to the electron,
can be calculated by equation (2.54).







whereve(t) is the time dependent electron velocity and Erms =
√
E20/2 is
the root mean square of the total electric field strength. In the high fre-
quency electric field, the electrons are accelerated for the first half period
in a given direction and in the second half period in the reverse direction.
Thus, the mean effective work, undertaken by an electron is zero [33]. As
a result, there is no average power transfer from electric field to the elec-
trons in case of a collisionless plasma. However, if collisions take place
in plasma, the periodic motions of electrons are interrupted. The ran-
dom energy of electrons increases until the gained energy is dissipated
in collisions. Thus, the energy is transferred from field to electron and
subsequently from electrons to heavy particles.
In accordance with equation (2.54), the amplitude of the electric field
must be increased with increasing excitation frequency to maintain a
constant power transfer to electrons. For constant input power and elec-
tron density, the gained energy per electron decreases with increasing
operating frequency [36]. Furthermore, for low pressures plasmas with
small ν e, electric field intensity must be increased with frequency to
maintain the discharge, otherwise the discharge extinguishes. Hence, at
frequencies in microwave range, the pressure should exceed 1mbar for
practical applications [36].
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Electrical conductivity














where σ0 is the DC electrical conductivity [39]. At one extreme with
ν e ≫ ω , the electrical conductivity approximates the DC value. The elec-
tric current density je is in phasewith the electric fieldE. However, at the
other extreme with ν e ≪ ω , there is a phase displacement of 90 between
je andE. Thus, the conductivity becomes imaginary and the displacement
corresponds to that of an inductor, resulting in an inductive plasma be-
havior. Figure 2.3 displays the normalized real and imaginary parts of
the electrical conductivity as well as the phase angle of a plasma excited
with a high frequency field as a function of the ratio between ν e andω .
Plasma permittivity and plasma impedance
The permittivity of an unmagnetized plasma can be calculated by equa-
tion (2.56) [39]. The real part of the complex permittivity describes the
reactive behavior of plasma, while the imaginary part gives the resistive
behavior.
Thus, the storage and dissipation of energy inside the plasma can be ex-
pressed with the help of the permittivity [38].



















In the absence of collisions with ν e ≈ 0, the plasma permittivity is real
and the plasma behaves like a lossless medium [38]. With increasing elec-
tron densityne, which subsequently results in an increase of plasma elec-
tron frequency ωpe, the capacitive component of vacuum and the induc-
tive component of plasma approach each other. Forωpe = ω andν e ≪ ω ,
the plasma permittivity becomes zero.
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Figure 2.3: Real and imaginary parts of the electrical conductivity, and the phase
shift of a plasma excitedwith a high frequency electric field as a func-
tion of the ratio between ν e andω .
This configuration is called the plasma cutoff, at which the waves are un-
able to propagate. It can be related to the total reflection in the high fre-
quency engineering [39]. The electron density, at which the plasma cut-
off is reached, is called the critical electron density nec = ε0meω
2
e2 . For
electron densities n > nec, ωpe exceeds the angular excitation frequency,
which results in a negative permittivity and causes an aperiodic attenu-
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ation of waves in plasma. In presence of collision, there are no sharp
boundaries for plasma cutoff, but it still exists.
The complex plasma impedance Zp is given by the ratio of the electric











where 377Ω is the vacuum impedance. Zp is important to achieve the
best possible impedance matching when launching the high frequency
power into the plasma. At the plasma cutoff, Zp becomes infinity, while
Zp is within 0 < Zp < 377Ω forωpe > ω [39].
Propagation constant and penetration depth
The propagation of an electromagnetic wave in a given direction z
may be described with the propagation coefficient γ = α + jβ, where
the phase factor of the the wave is given by exp(jωt − γz). α and β







while the wavelength of electromagnetic waves in plasma is given
by λ = 2πβ .
In a high frequency plasma, the radial distribution of the electric field
strength is not constant, as it is for DC operation. It decreases from the
surface of the discharge vessel to the axis. This decrease can be explained
analogously with the skin effect in high frequency engineering. The char-




α of a high frequency field
inside a plasma is the radial distance from the surface of the discharge
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vessel, at which the field strength reduces to 1/eEu of its initial value [33],
where eEu is the Euler’s number. The power transfer from the field to the
electrons takes place in the so-called skin sheath with a thickness equal
to the penetration depth [40].
Electron energy distribution function
As mentioned above, in low pressure high frequency plasmas, the elec-
trons are primarily responsible for generation and loss processes. Thus,
particle densities inside the plasma depend strongly on the form of the
electron energy distribution function (EEDF),which can be controlled by
means of the excitation frequency. The application of a high frequency
field to the plasmamay result in a stationary or non-stationary EEDF [33].
The latter occurs, if the frequency of elastic and inelastic collisions is that
high, that the energy transfer from the electric field to the electrons and
subsequently to the heavy particles takes place at each instant of the HF
period. Therefore, the EEDF varieswith themomentary value of the field
strength as a function of time. By increasing excitation frequency, the
EEDF becomes more stationary. For low pressure plasmas, the bound-
ary for the stationary EEDF can be set asω > 100MHz [33].
The collision frequency in equation (2.54) is calculated by equations (2.30)
and (2.31) assuming a Maxwellian EEDF. If the electron-electron colli-
sion rate is too small to bring electrons to a thermal equilibrium, the
excitation frequency shapes the non-Maxwellian EEDF. Two limiting
cases are the microwave (MW) regime with ν e/ω ≈ 0 and the DC regime
with ν e/ω ≈ ∞. At constant electron density, the plasma in DC regime
exhibits a higher excited particle density as well as a higher average elec-
tron energy than both in Maxwellian and in MW regime [33]. However,
from a more practical perspective, the regimes should be compared at
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constant absorbed power PA = neθA. The smallest θA, thereby the high-
est ne is achieved with a Maxwellian distribution for high pR, where p
and R are the gas pressure and radius of the plasma, respectively. For
low pR, the MW regime is beneficial [33]. The threshold for low and
high pR depends on the type of the ionized gas and corresponds to
pR = 0.13 Pa·m for argon [33]. With increasing electron density, both
regimes approachMaxwellian distribution and EEDF becomes indepen-
dent of ω for ne/nH > 10−4 [33], where nH is the heavy particle density.
Nevertheless, the microwave operation presents a superior possibility
than any other operation mode to reach high electron densities in a low
pressure plasma, where the thermal equilibrium is in most cases not
complete.
In summary, the EEDF of the discharge is a function of the so-called op-
erating conditions, i.e., dimensions of discharge vessel, pressure and type
of the ionized gas, as well as the excitation frequency. The input power
density has an indirect effect on the EEDF. The increase of electron den-
sity at higher powers leads to a higher electron-electron collision rate,
which results in a more Maxwellian distribution. Furthermore, the step-
wise processes become more common, resulting in a higher ionization
rate and in a reduced average energy of electrons [33].
2.2.2 Types of HF-discharges
TheHF-discharges can be categorized depending on their discharge con-
figurations, e.g., mechanical structure of the employed field applicator,
electromagnetic field distribution, geometrical dimensions, temporal
behavior or thermal and pressure attributes [41]. In this work, the clas-
sification proposed by Moisan [38] is adopted, which considers, how
the electromagnetic field is applied to the plasma. In this way, all RF
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and microwave discharges can be sorted into two categories: discharges
with a localized active zone and traveling-wave discharges. The discharges
sustained within HF circuits, where the phase difference of the field os-
cillation between any two points in the plasma is negligible, belong to the
first category. The term “localized” is used, since the discharge occurs
within the corresponding field applicator. The second category con-
sists of discharges, where the electromagnetic waves propagate along
the plasma, which they sustain at the same time. This dualism results
in a spatially extended plasma, whose dimensions are larger than the
wavelength of the excitation field, with a non-negligible phase differ-
ence between two points inside the discharge. There are two groups
of traveling wave discharges: For the first group, a wave guiding struc-
ture along the plasma column is necessary for the wave propagation. In
the second group, the waves are excited at the so-called wave launcher,
which encloses only a small part of the discharge vessel. The waves prop-
agate on the interface between the plasma and the dielectric discharge
vessel. Such discharges are called “surface wave discharges”. The main
advantage of plasma sources driven by surface waves is that the length of
the plasma column is limited only by practical applicability, e.g., power
handling capability of the wave launcher [38].
The most widely used types of discharges of the first category are sum-
marized below shortly. Since the surface wave plasmas are an essential
part of this work, they are described in section 2.3 in detail.
Capacitively Coupled Plasma (CCP)
The simplest method to realize a CCP is to generate the plasma between
two conductive plates, building a capacitor. The plasmamay be separated
from the plates with a dielectric discharge vessel and the CCP is then
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considered as electrodeless. There are two modes of CCP: the α-mode
with lower currents and positive voltage-current characteristic, and the
γ -modewith higher currents and partially negative voltage-current char-
acteristic [40]. The notation α andγ originates from the Townsend’s ion-
ization coefficients [40], which describe the volume electron impact ion-
ization rate and secondary ionization rate from the electrodes [41].
Inductively Coupled Plasma (ICP)
If an alternating magnetic field is applied to the ionized gas with the help
of a current carrying coil, the induced electric field accelerates the free
charge carriers, thus sustaining the discharge. ICP features two modes
of operation: E- and H-mode. In the starting phase or at low operat-
ing powers, a capacitively coupled E-mode occurs between the adjacent
turns of the coil, until the induced azimuthal electric field is sufficiently
strong to sustain a steady state discharge and the discharge enters into
theH-mode [41, 42]. Higher particle densities and stronger radiation are
reached with the latter. The ICP can simply be modeled as a transformer,
where the inductive coupling is given by an N-turn primary winding,
while a single loop secondary winding and in series connected plasma
impedance Zp correspond to the plasma with its resistive and inductive
components [42, 43].
ICPs can be divided into three geometric categories [44]: re-entrant
cavity, external coil and toroidal geometry. The first one is realized by
inserting an insulated coil wound around a ferrite core inside the re-
entrant cavity of the discharge vessel. The ferrite core magnifies the
magnetic flux, which results in a more efficient coupling [44]. In the
second method, coils are wound directly around the discharge vessel.
Although this method is easier to realize, the external coils block a part
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of the generated radiation. The final method is based on the so-called
ring discharge, where the ring shaped discharge vessel penetrates a coil
wound ferrite core, resulting in a closed magnetic path.
Plasmas with crossed electric and magnetic fields
It is also possible to apply crossed magnetic and electric fields to an
ionized gas to enhance the particle densities in the plasma [41]. Most
important types of crossed field discharges are electron cyclotron reso-
nance plasmas (ECR), helicon sources and helical resonator sources [41]:
TheECR is based on the superimposition of an electric field atmicrowave
frequencies with a DC magnetic field, where the electrons rotate in the
magnetic field with the electron cyclotron frequency. When the cy-
clotron motion is in resonance with the microwave field, then the power
absorption is maximized [40]. For a microwave excitation frequency of
ω = 2.45GHz, a magnetic field of B = ωmee = 0.0875 T is necessary [40,
41]. A helicon source consists of an RF-powered antenna surrounded
by a magnet coil. A lower magnetic field (between 0.002 and 0.02 T [41])
and an RF-generator working at lower frequencies, e.g., 13.56MHz, are
needed, which make the helicon source a cheaper alternative to ECR. A
current carrying coil, wound around the discharge vessel and enclosed
by a grounded conducting cylinder forms the helical resonator source,
which uses an AC magnetic field in the frequency range between 3 and
30MHz [41].
47
Fundamentals of plasma physics
Microwave discharges
HF-discharges, excited in the frequency range between 300MHz and 10
GHz are described as microwave discharges. The greatest disadvantage
of the microwave discharges is that the wavelength of the electromag-
netic field should be in the same order of magnitude as the exciting struc-
ture and discharge vessel [41]. The excitation frequency of f = 2.45GHz
corresponds to awavelength of 12.24 cm. Yet, high electric field strengths
can be achieved with microwave reactors. According to equation (2.54),
a high pressure plasma with high collision frequency can only be main-
tained with a strong electric field, what makes microwave discharges
suitable for high pressure applications [40]. Different mechanisms, e.g.,
resonant cavity plasma (RCP) and antenna excited microwave discharge
(AEMD), can be adopted for the coupling of the field [41]. The RCP is
a closed structure, where a standing wave inside a cavity drives the dis-
charge. The cavity length defines the corresponding resonant frequency.
The AEMD consists of a coaxial feed connected to a monopole antenna,
which is enclosed by a hollow glass body filledwith high pressure gas [45].
A small gap between the two separated parts of the antenna excites strong
electric fields, which may serve as a spot light source.
2.3 Surface wave driven plasmas
Electromagnetic waves can be divided into two categories, i.e., bulk
waves and surface waves. The bulk waves propagate in all directions,
while surface waves propagate bound to the interface between two me-
dia, even when the interface is not straightforward [46]. Barlow and
Brown [47] defined the surface waves as:
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“A surfacewave is one that propagates along an interface between two dif-
ferent media without radiation; such radiation being construed to mean
energy, converted from the surface wave field to some other form.”
Thus, the major part of energy is carried within a small interval around
the interface, which is why this type of waves are called the surface
waves [46].
The surfacewavesmay appear in three different forms [48]: Thefirst form
is the Zenneck wave, which is an inhomogeneous plane wave supported
by a flat surface. Second form is the radial version of the Zenneck wave,
which is an inhomogeneous radial cylindrical wave supported by a flat
surface. The third form is the Sommerfeld-Goubau wave, which is an
axial cylindrical wave with a supporting surface of circular profile in the
transverse plane. The latter one is themost important type from the point
of view of applications, e.g., dielectric coated wires and gas discharges
inside a cylindrical glass body. It was presented by Sommerfeld [49] that
the electromagnetic waves can propagate as surface waves in azimuthally
symmetric mode along a conductive wire surrounded by a dielectric en-
vironment, which can be theoretically described with three field compo-
nents, i.e., Er , Ez and Hθ , where r , θ and z stand for cylindrical coor-
dinates radial distance, azimuth and axial coordinate in the direction of
propagation, respectively. Later, Goubau [50] demonstrated the practical
applicability of the surface waves. Since the field component may extend
a significant distance outside of conductive medium, it is not practical
to adopt surface waves for excitation frequencies f < 3GHz [50]. A
method to confine the field components as much as possible to the con-
ductive medium is the encasement of the conductor with a thin layer of
dielectric, which has a higher permittivity than the surrounding environ-
ment [51]. The surface waves with evanescent fields on both sides of the
interface are called pure surface waves of the electron type, which is ex-
cited without an external magnetic field [46]. Since both axial compo-
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nentsE andH are present, the surfacewaves are hybrid, thus pure surface
waves allow only one propagationmode for a given azimuthal mode [46].
It should be kept inmind that the excitation of surface waves is inevitably
associatedwith the co-excitation of bulkwaves by the source. The source
can be designed in such a way that the energy of bulk waves is negligible
small compared to the energy of the surface waves. But it is still required
in order to fulfill the continuity of the total field around the source [52].
2.3.1 Field components of surface waves
In this section, cylindrical surface waves in a TM mode supported by a
circular surface are discussed. The axial and radial profile of field com-
ponents are illustrated in figure 2.4 for three different media, where
med = 1 is air or vacuum as the surrounding environment, med = 2 is
a dielectric material to confine the surface waves to the conductor and



































Figure 2.4: Axial field components on the central plane and radial field compo-
nents on the cross section of a plasma driven with axial cylindrical
surface waves supported with a dielectric coating and surrounded
with a dielectric environment are presented in a) and b), respectively.
The schematic is not true to scale.
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Each medium has its own permeability µmed, permittivity εmed and
conductivity σmed. This plasma structure is called the open plasma
guide, since it is not enclosed within a conductive medium such as a
metal cylinder [46].
For angle depended waves, both TM and TEmodes exist in combination
and all six field components must be considered [51]. However, as long
as the azimuthal symmetry prevails, a pure TM mode exists, which can
be described with three field components mentioned above.































With the assumption of a harmonic electromagnetic field, whose compo-














= (σ + jωε)Ez .
(2.60)
Harms [53] and Frank [54] solved the set of equations (2.60) by introduc-
ing the approach Er (r , z) = F1(r ) · F2(z) with a radial F1(r ) and an axial
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function F2(z) = e−γz , where γ = α+ jβ is the propagation coefficient of
surface waves, as explained in section 2.2.1. F1(r )must fulfill the second








− u2F1(r ) = 0, (2.61)
where u2med = −(k2med + γ2med) with the intrinsic propagation coefficient
of the given medium k2med = −jωµmed(σmed + jωεmed) [47].









− F1(p) = 0. (2.62)
The field components can be described for different media by
Ez,med = F
(o)








F (o)1,med(r )F2,med(z)e jωt .
(2.63)
The solution of equation (2.62) is an appropriate linear combination of
modified Bessel’s functions Io and Ko of first and second kind, respec-
tively [51, 53, 55, 56]. The order of the corresponding function is given
by o. F (o)1,med(r ) becomes
F (o)1,med(r ) =

B1Ko(ju1r ) r > b
A2Io(ju2r ) + B2Ko(ju2r ) a < r < b
A1Io(ju3r ) r < a
, (2.64)
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where Amed and Bmed are coefficients set by boundary conditions be-
tween different media [47], as given by the set of equations
Ez,1(b) = Ez,2(b) , Hθ,1(b) = Hθ,2(b),
Ez,2(a) = Ez,3(a) , Hθ,2(a) = Hθ,3(a),
(2.65)
since the axial and azimuthal field componentsmust be continuous at the
boundaries [57]. F1 has the order o = 0 for Ez , while o = 1 for Er and
Hθ [47, 50].
The radial distribution of electric field components Ez and Er for a
plasma column inside a glass cylinder, made of fused silica with a rela-
tive permittivity of εa = 3.8, surrounded by air is calculated by adopting
the following assumptions to simplify the calculations: The excitation
frequency is chosen as 2.45GHz, while the electron density is assumed as
spatially constant and equal to 1 · 1018m−3. This assumption is eligible,
as long as the product of plasma radius a and phase coefficient of the
surface waves β = 2πλ is < 1 [58]. Additionally, a weak collisional plasma
approximation is adopted, where the plasma permittivity is assumed as
purely real and can be calculated by εp = 1 − ω2pe/ω2, since ν e ≪ ω .
Thus, the attenuation coefficient α can be neglected and the propagation
coefficient of surface waves is approximated as γ ≈ jβ [59], which re-
sults in an unattenuated wave along z [57]. Finally, the relative magnetic
permeability of all three media is assumed as µmed = 1.
According to Zhelyazkov [55, 56], the local dispersion relation for plasma
columns contained in a dielectric tube and surrounded by vacuum, as
given in equation (2.66), can be solved to determine the phase coefficient









A3 + (u2/ε2)(1/u2)[K1(ju1b)/K0(ju1b)]A4 = 0,
(2.66)
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where
A1 = I1(u2)K1(u2b) − I1(u2b)K1(u2),
A2 = I1(u2)K0(u2b) − I0(u2b)K1(u2),
A3 = I1(u2b)K0(u2) − I0(u2)K1(u2b),
A4 = I0(u2b)K0(u2) − I0(u2)K0(u2b).
(2.67)
After the determination of β, Amed and Bmed, equation (2.63) is solved
to calculate the strength of the electric field components |Ez | and |Er |,
which are plotted in figure 2.5 normalized to |Ez (0)| as a functionof radial
distance r from central axis together with the permittivity of plasma εp,
of the glass εg and air εa.
For high plasma densities, at which the plasma frequency is higher
than the excitation frequency, the plasma permittivity becomes neg-
ative. The plasmas are the only dielectric media featuring a negative
permittivity [46]. For |εp| > |εg|, the surface waves can propagate along
the interfaces [60], whereas the negative permittivity results in an increas-
ing strength of both field components in the plasma and in a decreasing
strength in the glass and air with increasing radial distance r , although
the radial component Er exhibits discontinuities at both interfaces, i.e.,
plasma-glass and glass-air. Since neither glass nor air exhibit a negative
permittivity, an evanescent field profile can only be observed on one side
of the glass-air interface. Nonetheless, the evanescent field profile out-
side the plasma helps to reduce electromagnetic interference (EMI) [46].
With increasing excitation frequency ω , the steepness of field strength
variation rises towards the dielectric tube walls, since u is a function of
excitation frequency [46, 61]. Thus, the field strength concentrates near
the tube walls and subsequently the magnitude of the confined energy
at the interface increases [61]. Hence, the waves are called the surface
waves. As a result, a higher electron temperature Te is achieved at the
plasma-wall interface.
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Additionally, the penetration depth of the field components into the
plasma decreases with increasing plasma frequency, since εp is a func-
tion of ωpe [46]. It can be concluded that in contrast to Te, ne is higher
in the central axis of the plasma than near the dielectric walls due to the
dependency of ωpe on ne. The expected profiles of ne andTe are verified
experimentally in section 7.2.
Figure 2.5: Radial distribution of the strength of the field components |Ez | and
|Er | normalized to |Ez (0)|, as well as of the permittivity, for a plasma
column inside a fused silica cylinder with a permittivity of 3.8 sur-
rounded by air. Excitation frequency is chosen as 2.45GHz, while
the electron density is assumed as spatially constant and equal to
1 · 1018m−3. Weak collisional plasma approximation is adopted to
calculate the plasma permittivity.
In contrast toωpe, the permittivity of glass and air is independent of the
plasma frequency. Thus, for high electron densities and consequently for
high plasma frequencies, most of the wave power is carried in the air [46].
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It should be also noted that the axial field component Ez is dominant in
the plasma and thus responsible for the heating of the electrons as long as
the attenuation coefficint α is negligible small. With increasing collision
frequency, power flux perpendicular to the boundaries intensifies [57].
2.3.2 Surface wave launcher
A surface wave launcher can be divided into two main parts [38]: the
field applicator and impedancematching network. The former is respon-
sible for the electromagnetic field shaping, which is needed to excite sur-
face waves in the desired mode, while the latter adjusts the launchers
impedance in order to optimize the power transfer from the feed line
into the plasma. The most basic field shaping structure to generate az-
imuthally symmetric surface waves consists of a cylindrical metallic tube
and a thinmetallic plate. They are positioned perpendicular to each other
in a short distance, thus forming a gap in between. A cylindrical discharge
vessel, made from a dielectric material, may be positioned axially inside
themetallic cylinder and extends through a hole in themetallic plate. Fig-
ure 2.6 a) and b) display the schematic of thewave launcher and the equiv-
alent circuit, respectively.
When HF-power is applied, the electric field in the gap excites surface
waves, which propagate in both axial directions along the discharge ves-
sel. It should be noted that the excitation of backward surface waves,
whose phase and group velocities have different signs, depends on some
conditions [57]: Without a dielectric medium between surrounding
medium and plasma, azimuthally symmetric waves cannot be excited
backwards. Even with an adequate discharge vessel, conditions concern-
ing the radius, permittivity and thickness of the discharge vessel as well
as excitation frequency must be fulfilled.
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Figure 2.6: a) Components of a basic field shaping structure; b)The equivalent
circuit of a basic field shaping structure.
Nevertheless, propagating surface waves carry a large part of the applied
power, which is represented by RW1 and RW2 in the equivalent circuit.
The stored energy during the wave excitation is given by the capacities
CW1 and CW2. The rest of the power is either absorbed inside or outside
of the plasma in the gap or stored in the field, which are presented by
ZP and ZE, respectively. The equivalent circuit can be summarized as the
gap impedance Zgap.
Four different surface wave launchers were developed by Moisan [62],
which allow to sustain surface wave driven plasmas in a broad frequency
range between 1MHz and 10GHz [55]: The first launcher “Ro-box” is
designed for low frequencies between 1 and 300MHz range. The so-
called “surfatron” consists of coaxial transmission line elements and is
employed in the frequency range between 200MHz and 10GHz. The
third launcher “surfaguide” can be described as the waveguide version of
the surfatron. Thus, a higher power handling capability is achieved in
the frequency range between 1.5 and 10GHz. The final launcher is the
“waveguide surfatron”, which includes both waveguide and coaxial line
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elements. It is a high power substitute of the surfatron at frequencies of
about 2.45GHz. The schematic representation of all four surface wave

















































Figure 2.7: Schematic presentation of surface wave launchers: a) Ro-box
field applicator; b) Surfatron; c) Surfaguide field applicator and
d)Waveguide-surfatron. The schematics were taken from [62] and
are restored for higher quality.
In due consideration of the desired power range and the chosen excita-
tion frequency of 2.45GHz, a surfatron is employed for this work. The
design and electomagnetic properties of the employed surfatron can be
found in section 6.2.
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considered to describe the wave-plasma interaction: the critical and
the resonance electron density. At the critical electron density nec, also
known as the cutoff density, the plasma permittivity becomes zero. As
explained in section 2.2.1, thewaves experience a total reflection and can-
not penetrate into the plasma. The resonance electron density is given by
nres = (1 + εg)nec, where εg is the permittivity of glass. It describes the
density, at which the absolute value of the plasma permittivity exceeds
the glass permittivity, which is the necessary condition for surface wave
propagation at the interface between the plasma and the glass wall [38].
Since the wave launcher forms an extremity of electric field strength, the
breakdown of the discharge takes place in the section of the discharge
vessel, enclosed by the wave launcher. The field component Ez decreases
with increasing distance z from the wave launcher. This field gradient
causes the electrons to move from the wave launcher into the direction
ofwave propagationz due to the ponderomotive force [35, 38]. When the
electron density in the enclosed section of the discharge vessel exceeds
nres, the surfacewaves begin to propagate along the discharge vessel, until
they are reflected at the position, where ne = nres.
Even with the propagation of surface waves, the field gradient remains,
which pushes more electrons into the same direction. Thus, the motion
of electrons forms a so-called ionization front. The surface waves propa-
gate gradually farther from the wave launcher, until the wave power flux
drops below the necessary level to sustain the minimum electron density
nres. For a collisional plasma, the critical density and subsequently the
resonance density is not defined exactly, as mentioned in section 2.2.1.
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2.3.3 Plasma breakdown and ionization front
Assuming a weak collisional plasma, whose permittivity can be calcu-
lated as εp = 1 − ω2p/ω2, two important electron densities should be
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2.3.4 Steady-state operation
In this section, a simplified mathematical description of the plasma be-
havior in steady-state operation is given. The radial distribution of
plasma parameters is neglected as a first approximation. Thus, each
plasma cross section with the length ∆z is assumed uniform and is
described with average plasma parameters, e.g., cross section average
electron density ne. It is also assumed that each cross section can be
analyzed individually, as if there is no energy exchange between consec-
utive cross sections [38]. Figure 2.8 illustrates the schematic of a plasma
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PA(ne) Δz = 2 α(ne) PSW(z) Δz
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Figure 2.8: Schematic of a plasma cross sectionwith the relevant power transfer
processes.
The power flux of surface waves PSW(z) is a decaying function of the
axial position z, since the waves sustain the plasma as they propagate
along it. The amount of power PA diverted per unit length from surface
wave power flux PSW is a function of amplitude attenuation coefficient α,
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which depends on the corresponding plasma permittivity, as shown in
equation (2.58). Furthermore, the plasma permittivity is via ωpe a func-
tion of electron densityne, as presented in equation (2.56). Sincene varies
with axial position z, so does the absorbed power per unit length. Hence,
PA can be given by equation (2.68) [38].
PA(ne) = dPSW(z)dz = 2α(ne)PSW(z), (2.68)
As mentioned in section 2.2.1, inside an HF-plasma at an excitation fre-
quency of f > 1MHz, nearly all power is absorbed by the electrons [62].
Therefore, the absorbed power from the wave field has to balance the ab-
sorbed power by the electrons. The mean absorbed power per electron
θA can be calculated by equation (2.54), whose radial integration delivers
the total absorbed power by the plasma cross section, as given in the enu-
merator of the last term in equation (2.69). Thus, the attenuation constant












where Erms is the root mean square of the total field intensity and σ (ne)
is the complex electrical conductivity of the plasma section with average
electron density ne.
The power absorbed by the electrons is afterward lost by the collisional
processes in the plasma and leaves the plasma in formof radiation or heat.
Furthermore, for steady-state operation, the mean absorbed power per
electron θA must be equal to the mean power lost per electron θL [38].
Hence, the power lost per unit length can be calculated by
PL(ne) = πR2neθL = 2α(ne)PSW(z). (2.70)
With the assumption that the EEDF is independent of the electron den-
sity and the secondary processes, as well as the step-wise processes, do
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not contribute consequentially to the plasma dynamics, the power lost
per electron θL can be assumed axially constant and independent from z
as well as from ne [62, 63]. This assumption results in a linearly decreas-
ing axial electron density profile [55], which is a good approximation for
low pressure noble gas plasmas [64].
However, for discharges with molecular gases, such as indium(I)iodide,
equation (2.54) contradicts this assumption, since θA is a function of
plasma frequency, as well as total electron collision frequency for mo-
mentum transfer. In addition to that, the contribution of secondary and
step-wise processes grows with increasing electron density. Thus, Fer-

















Zakrzewski [66] stated that a steady state is achieved, when two condi-
tions are fulfilled: First, PA has to balance PL. Secondly, this power bal-
ance has to be stable. A decrease in the electron density should lead to a





















Finally, in due consideration of equations (2.68) and (2.70), a minimum
surface wave power Pmin = πR2nresθA(2α(nres))−1 should be provided






In this work, the plasma efficiency is defined as the ratio of the generated
radiation power to the electrical power accepted by the surfatron from
the feed line, while the ratio of the generated light flux in lumen to the
accepted electrical power by the surfatron gives the plasma efficacy. In
conventional fluorescent lamps, a two step process is responsible for the
generation of light [67]: In the first step, the energy, which is absorbed by
the plasma from the applied electric field, is converted to UV radiation
at 184.95 nm and 253.65 nm by mercury, i.e., the radiant component in
the lamp, by means of inelastic collisions and spontaneous emission. In
the second step, the emitted photons travel to the walls of the discharge
vessel, which is coated with a fluorescent powder, also known as phos-
phor coating. There, the UV-photons are converted to light by means of
fluorescence. Furthermore, the loss processes inside the plasma are con-
trolled by the buffer component, in most cases a noble gas such as argon.
The efficiency of each step and consequently the luminous efficacy of the
lamp depends on the physical and chemical properties of the radiant and
buffer components of the lamp as well as the efficiency of the phosphor
coating. In section 3.1, the selection criteria to find a suitable substi-
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tute for mercury are presented. The selection rules are applied to all
elements in the periodic table and the results are discussed. Section 3.2
is dedicated to a short description of the function and the right utiliza-
tion of buffer component. The structural and radiometric attributes
of fluorescent powders are beyond the scope of this work and are not
further discussed.
3.1 Criteria for radiant component
A high efficiency can be achieved in the above-mentioned steps, if the
following requirements are met by the radiant component of the lamp:
• Vaporization of the radiant component at low temperatures to pre-
vent excessive heat losses from the lamp body.
• Efficient ionization and excitation of the radiant component due
to a low ionization and excitation potential as well as large colli-
sion cross sections.
• High transition probabilities for spontaneous emission from ex-
cited states.
• Transport of the generated radiation to the walls of the discharge
vessel with minimum self-absorption and without repartition of
the radiated energy in collisional processes.
• Conversion of the generated radiation into visible light by the
phosphor coating with minimum Stokes’ losses by exciting it with
a radiation at the limit between UV and VIS.
A set of criteria is developed to simplify the selection of suitablematerials
in accordance with the above-listed requirements.
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3.1.1 Emission lines
The noble gases fulfill the first requirement from the list without diffi-
culty. However, the Stokes’ losses in the phosphor coating makes the
use of the noble gases as emitting material unfavorable, since their res-
onance emission lines are located dominantly in the vacuum UV region
(< 200 nm) similar to their excimer radiation [24, 68]. To avoid high
Stokes’ losses, the first selection criterion states that the emission lines of
the substitute should be located in the spectral region between 360 nm
and 460 nm.
The noble gases can be mixed with halogens to shift the excimer radia-
tion to longer wavelengths, reducing the Stokes’ losses. However, these
mixtures deliver considerably lower plasma efficiencies compared to the
pure noble gases [68], thus their use is not widespread.
In contrast to the noble gases, several metals meet the first selection cri-
terion. However, metals with toxic or radioactive nature, e.g., cadmium
and lead should be excluded from the selection together with the alkali
metals due to their high diffusion rate into glass, which leads to a very
short lamp life time. The remaining metals with strong resonance emis-
sion lines in the chosen spectral region are listed in table 3.1. The wave-
lengths of emission lines are taken from [24].
3.1.2 Characteristics of
temperature vs. vapor pressure
Partial vapor pressure of the radiant component inside the lamp is ad-
justed by the so-called cold spot temperature TCS, which is the coldest
point of the discharge vessel. At low vapor pressures, the probability of
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inelastic collisions resulting in excitation and ionization of atoms is in-
sufficient, while high vapor pressures lead to an excessive self-absorption
of the generated radiation. The optimum partial vapor pressure of pure
mercury inside a fluorescent lampwith a diameter of 30∼40mm is about
pHg = 0.93 Pa [44, 67], which corresponds to a cold spot temperature of
TCS = 314.92K [69, p. 177]. To reach the optimum vapor pressure at
higher temperatures, mercury amalgams are adopted [44].
Table 3.1: List of selected metals featuring strong resonance emission lines in
the spectral region between 360 nm and 460 nm. The wavelengths of
emission lines are taken from [24] and temperature-vapor pressure
characteristics from [69].
Metal Wavelength / nm
Diatomic TCS












Mn 403.07, 403.30, 403.44 - -





Eu 459.40 - -
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533.15 K, since higher temperatures would lead to excessive heat losses
from the lamp body. The upper temperature limit is chosen as 533.15 K,
since it is the optimum cold spot temperature of conventional sodium
low pressure lamp, for which measures against excessive heat losses are
already investigated and optimized.
However, the vapor pressure of the listedmetals in table 3.1 is small com-
pared to mercury. Thus, the use of metal halogen compounds comes
into consideration. Yet, fluorine and chlorine are volatile and aggres-
sive. Theymay leave the lamp by diffusing into the glass walls or degrade
the glass by reacting with it chemically. For this reason, their chemi-
cal compositions should be avoided. The remaining halogens, bromine
and iodine can form either diatomic or polyatomic molecules accord-
ing to the chemical structure of their metallic partners. In principle, the
polyatomic molecules feature a higher vapor pressure than the diatomic
ones [69]. However, polyatomic molecules are disadvantageous as feed-
stock of the radiant component, since the energy dissipation by the exci-
tation of rotational-vibrational states is high due to their complexmolec-
ular structure [70]. Furthermore, the energy cost of the multi-step disso-
ciation to form metal atoms is relatively high. Therefore, the third crite-
rion states that only diatomic metal halogen compounds should be con-
sidered in the selection, which is fulfilled only by indium and thallium.
As the fourth and final criterion, the stoichiometrically driven condensa-
tion should be avoided [14]. If the utilized metal-halide is not chemically
stable, changes in its chemical composition may occur during operation,
which results in a fast condensation of the vaporized portion, since the fi-
nal chemical composition features a lower vapor pressure than that of its
initial state or in the formation of polyatomic molecules, which contra-
dicts with the third selection criterion. These changes reduce the plasma
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The second selection criterion states that the radiant component should
reach a partial vapor pressure of 0.93 Pa at a cold spot temperature below
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In due consideration of all four criteria, only indium-monohalides, i.e.,
indium(I)bromide (InBr) and indium(I)iodide (InI) qualify as promising
substitutes. According to Hansen [69, p. 181], a cold spot temperature
of TCS = 1179K is needed to achieve a vapor pressure of 0.93 Pa with
indium, while cold spot temperatures of TCS = 485K and TCS = 535K
suffice for the same vapor pressure with InBr and InI, respectively [69,
p. 127, p. 129]. Although, InBr features a higher vapor pressure, InI is
chosen for the further investigation due to its more than 0.5 eV lower
dissociation and ionization energy compared to InBr [71], which result
in a higher electron and indium atom density.
3.1.3 Ionization and excitation
The first excited resonance state of mercury 63P1, which fulfills the se-
lection rules for a radiative transition into the ground state 61S0, has
an excitation energy of 4.88 eV, which corresponds to a wavelength of
253.65 nm [24]. Furthermore, two metastable energy states 63P0 and
63P2 are located closely to 63P1 with excitation energies of 4.67 eV and
5.46 eV, respectively. The excitation energies of metastable states are
about half of the ionization energy Ei = 10.44 eV. Thus, the metastable
states promote an increased electron density due to step-wise ionization
aswell as an increased density of 63P1 due to excitation and de-excitation
from metastable states [44]. Figure 3.1 depicts the ionization cross sec-
tions of mercury from ground and metastable states.
The excitation cross sections from ground and 63P0-states into 63P1-
state as well as the de-excitation cross section from 63P2- into 63P1-state
are shown in figure 3.2.
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efficiency as well as the life time of the lamp. The diatomic halogen com-
pounds of both indium and thallium prove to be chemically stable [14].
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The electron-impact cross sections for ionization, excitation and
de-excitation are calculated by means of simplified Gryziński method
and Klein-Rosseland formula, described in sections 5.2.2 and 5.4.1, re-
spectively. Measurement data on cross sections are available in the liter-
ature for mercury unlike for indium. Yet, theoretical cross sections are
presented here for the sake of consistency to allow a direct comparison
between mercury and indium.
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Figure 3.1: Electron impact ionization cross sections of mercury from energy
states 61S0, 63P0 and 63P2.
Indium features two strong emission lines at the wavelengths 410.17 nm
and 451.13 nm due to the spontaneous emission from the excited state
62S1/2 into the ground state 52P1/2 and metastable state 52P3/2, respec-
tively. The metastable state is located very closely to the ground state
with an excitation energy of 0.27 eV and forming almost a second ground
state. The calculated Einstein coefficients for spontaneous emission of
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the resonance lines of mercury and indium are given in table 3.3. The
spontaneous emission rates of indium are an order of magnitude higher
than that of mercury. The electron-impact cross sections of indium for
ionization and excitation are given in figures 5.5 and 5.6, respectively.
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Figure 3.2: Electron impact excitation cross sections of mercury from energy
state 61S0 into 63P0,1,2 and from 63P0 into 63P1 as well as the elec-
tron impact de-excitation cross sections from energy state 63P2 into
63P1.
Compared to that of mercury, the maximum of direct ionization cross
section from ground state is smaller for indium. Furthermore, the con-
tribution of metastable states to the ionization is stronger by mercury.
Yet, the tail of the Maxwellian EEDF is responsible for the inelastic colli-
sions. The lower ionization energy of 5.79 eV of indium may result in a
higher electron density even with a lower ionization cross section max-
imum. Therefore, the rate coefficients of relevant generation processes
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are calculated and displayed in figure 3.3 for mercury, and in figures 5.9
and 5.10 for indium.
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Figure 3.3: Rate coefficients of mercury for electron impact ionization from en-
ergy states 61S0, 63P0 and 63P2 as well as for electron impact excita-
tion from energy state 61S0 to 63P0,1,2.
Theelectron temperature in a lowpressure plasma is typically≈ 1 eV [44].
At this temperature, the ionization rate coefficient of ground state in-
dium atoms is more than three orders of magnitude higher than that of
mercury atoms.
However, it should be kept inmind thatmercury atoms are formed in the
plasma by vaporizing the puremercury filling, while for the formation of
atomic indium, an additional step of dissociation is needed. Thus, a direct
comparison of ionization rate coefficients is not definitive. The total ki-
netic energy needed to dissociate an indium(I)iodide molecule and then
to ionize the indium atom is Etotal = Ediss. + Ei = 3.43 eV + 5.79 eV =
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9.22 eV. It is 1.22 eV lower than the ionization energy of mercury, which
means that the step-wise dissociation and ionization process for indium
is more energy efficient than the ionization of mercury. Nevertheless,
the amount of energy needed for a collision process does not provide in-
formation about the probability of the collision process. Therefore, the
effective ionization rates are considered as follows: It is assumed that the
free and ambipolar diffusions are the only loss mechanisms, and the ion-
ization from excited energy states can be neglected. Subsequently, the
mercury ion density is calculated by the balance of the loss and the gen-
eration rates in partial equilibrium as
nHg+ = ne nHg K
Hg Hg+
e 2e τHg+ . (3.1)
The indium ion density is given analogously by
nIn+ = ne nIn K
In In+
e 2e τIn+




e 2e τIn τIn+ ,
(3.2)
with
nIn = ne nInI K
InI diss.
e τIn, (3.3)
where ne, nInI, nIn and nHg are the densities of electrons,
indium(I)iodide molecules, indium atoms and mercury atoms, respec-
tively. KHg Hg
+
e 2e , K
In In+
e 2e and K
InI diss.
e give the rate coefficients of electron
impact ionization of mercury and indium, and of electron impact disso-
ciation of indium(I)iodide, respectively. Finally, τHg+ , τIn+ and τIn denote
the life times of mercury and indium ions due to the ambipolar diffusion,
and of indium atoms due to free diffusion, respectively.
ForTe = 1 eV and pHg = pInI = 0.93 Pa, the calculated ion densities are
shown in figure 3.4 as a function of electron density. The needed diffu-
sion coefficients and subsequently the lifetimes are calculated according
to sections 5.5.1 and 5.5.2. With indium, a higher ion density is achieved
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for ne > 2.51 · 1015m−3, which is generally the case in low pressure
plasmas for light technologies.
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Figure 3.4:Mercury and indium ion densities as a function of electron density,
calculated with the assumptions that the free and ambipolar diffu-
sions are the only loss mechanisms, and ionization from excited
states can be neglected.
The excitation cross section from the ground state into the first excited
state of indium, which is optically accessible from ground state, is one or-
der of magnitude larger than that of mercury, while the corresponding
excitation rate coefficient of indium is more than two orders of magni-
tude higher. Furthermore, in mercury or pure noble gas plasmas, the
resonance states experience a density saturation, since the energy sum of
resonance andmetastable states is higher than the ionization energy [44].
Thus, the collisions between excited states lead to ionization. However,
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the energy sum of the first resonance and metastable states of indium
does not exceed the ionization threshold. Although, the collisions be-
tween resonance states can result in ionization, their lifetimes are neg-
ligibly short compared to that of metastable states, which reduces the
probability of an ionizing collision. Therefore, only at very high particle
densities, their contribution to ionization becomes significant and the
resonance state densities saturate.
Table 3.1 comprises thallium(I)iodide and thallium(I)bromide in addition
to indium halides. Neither thallium(I)bromide nor thallium(I)iodide can
fulfill the second selection criterion on the temperature-vapor pressure
characteristic. Therefore, they are excluded from the selection as mer-
cury substitute. However, thallium belongs to the same main group as
indium and exhibits a similar orbital structure with ametastable state, lo-
cated at 0.96 eV. Its ionization energy of 5.99 eV is also higher than that
of indium. Higher ionization energy with similar orbital structure, such
as one bound electron on the utmost P1/2-orbital, results in a smaller ion-
ization rate and consequently in lower electron densities. Thallium has
two strong emission lines at 377.57 nm and 535.05 nm due to the transi-
tion from the first optically accessible excited state into the ground and
first metastable state, respectively [24]. The latter cannot be employed
as main stimulator of the phosphor coating to generate white light and
the former causes higher Stokes’ losses in phosphor than the lines of in-
dium. However, thallium(I)iodide can be adopted in an indium(I)iodide
plasma as an additive to populate the resonance statewith the emission at
535.05 nm, which is located very closely to the maximum of the spectral
sensitivity of the human eye at 555 nm.
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3.1.4 Radiation trapping
The emitted photons are re-absorbed and re-emitted many times before
reaching the walls of the discharge vessel [72]. This process results in an
effective decrease of the Einstein coefficient of the spontaneous emission
Aλ , or in otherwords, the vacuumdecay rate of the radiative transition at
the wavelength λ. Consequently, the effective lifetime of the correspond-
ing excited energy state increases. The increase is strongest, when deal-
ing with resonance emission lines, whose final energy state is the ground
state of the corresponding atom. Thus, the probability of the spontaneous
emission approaches that of the non-radiative transitions, such as colli-
sional excitation, de-excitation and ionization from the excited state. The
repartition of the radiative energy in collisional processes leads to a lower
plasma efficiency. Therefore, it is of utmost importance that the radiant
component has a high effective decay rate. In most plasma models, the
vacuum decay rate of the spontaneous emission is replaced with the fun-
damental mode decay rate for the trapped radiationAtrλ [73].
The radiation trapping can be modeled as a diffusion of radiative energy
for low opacity plasmas. However, in low pressure plasmas, the opacity
of the plasma is high and the radiation transport is non-local in coordi-
nate space [74, 75]. Thus, an integral transport equation was introduced
by Holstein [76], whose solutions for different lamp geometries are avail-
able in the literature [75]. In chapter 4, a detailed description of radiation
trapping aswell as of line broadeningmechanisms can be found. Further-
more, the escape factor concept is presented for cylindrical lamp geom-
etry and discussed. However, at this point, only a simple comparison
between mercury and indium without complex calculations is needed.
A highly realistic Monte Carlo simulation was developed to analyze the
trapping of the atomic resonance radiation in a cylindrical geometry
with a line shape arising from natural, Doppler, radiative and resonance
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collisional broadening [77]. The simulation uses the so-called partial
frequency redistribution approximation (PFR), which assumes that the
frequency of the re-emitted photon may be in correlation with the fre-
quency of the absorbed photon. PFR delivers realistic results at lower
gas densities, while the complete frequency redistribution approxima-
tion (CFR), which rejects any correlation between the frequencies of the
absorbed and re-emitted photons and randomly chooses a frequency
from the emission line shape, is suitable for high gas densities, where
collision broadening is dominant [77]. The results of Monte Carlo simu-
lations are used to develop analytical expressions, which can simply be
applied to calculate the ratio βtr = Atrλ/Aλ of fundamental mode decay
rate to the vacuum decay rate for a broad range of gas densities [74].
However, neither isotopic nor hyperfine structures of emission lines are
considered [73].
For the determination of βtr, four dimensionless parameters are needed:
First, the reduced number of the absorbing atomsNred in a volume equal
to cubic wavelength is given by
Nred = nAbλ
3, (3.4)
where nAb is the absorber density.









where ν0 is the center frequency of the emission line, τk is the vacuum
lifetime of the excited state k andmAb is the mass of the absorber.
At the limit of low gas density, only radiative and Doppler broadening
should be considered for the profile of the emission line and the pressure
broadening can be neglected.
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Thirdly, the probability of a dephasing resonance collision during a ra-










Finally, the reduced radius is calculated by normalizing the radius of the





Van Tright [78] proposed analytical solutions to Holstein-Bibermann
equation with CFR for cylindrical geometry at the limit of low absorb-
ing gas density, where Doppler broadening dominates, and at the limit
of high absorbing gas density, where resonance collisional broadening
dominates. Lawler [73] modified analytical solutions of van Tright ac-
cording to the results of Monte Carlo simulations. The contribution of
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The calculated βtr as well as the effective lifetimes τ effk→j of excited states
of both mercury and indium are listed in table 3.2 for a lamp radius of
R = 0.007m. TCS = 313.15K and 493.15K are chosen for mercury and
indium(I)iodide, respectively. Furthermore, it is assumed that the disso-
ciation rate in plasma is high enough to achieve an indium density equal
to the indium(I)iodide density. The validity of this assumption is verified
in section 5.7.2, at least for low electron temperatures at the chosen cold
spot temperature.
Table 3.2: Calculated βtr-values and effective lifetimes τ effk→j for the radiative
transition 63P1 → 61S0 of mercury as well as for the radiative transi-
tions 62S1/2 → 52P1/2 and 62S1/2 → 52P3/2 of indium.
Mercury Indium
k→j 63P1 → 61S0 62S1/2 → 52P1/2 62S1/2 → 52P3/2
βtr 0.07085 0.01569 0.00339
τ effk→j / µs 1.764 1.275 3.308
The necessary data to calculate βtr can be found in table 3.3. The calcu-
lated τ effk→j for the indium resonance line at 410.17 nm agrees well with
the data, published by Bicchi [79]. The effective lifetimes of mercury and
indium are in the same order of magnitude, although the vacuum decay
rate of indium is higher than that of mercury.
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Table 3.3:Necessary data to calculate βtr-values and effective lifetimes for the
radiative transition 63P1 → 61S0 of mercury as well as for the
radiative transitions 62S1/2 → 52P1/2 and 62S1/2 → 52P3/2 of
indium [24, 80].
k→ j mAb дk - дj
λk→j Ak→j
/ u / nm / s−1
Mercury 63P1 → 61S0 200.59 3 - 1 253.65 8 · 106
Indium
62S1/2 → 52P1/2 114.82 2 - 2 410.17 5 · 10
7
62S1/2 → 52P3/2 2 - 4 451.13 8.9 · 107
It indicates that a stronger self absorption occurs within the indium(I)-
iodide plasma.
3.1.5 Natural abundance
The adopted method to calculate the βtr-values in the last section is
only applicable for gases, which exhibit negligible isotopic and hyperfine
structures on their resonance lines [72]. However, mercury has seven
naturally occurring isotopes, whereas 200Hg and 202Hg constitute more
than 50% of the isotopic composition [81]. The emission lines of heavier
isotopes are shifted to longer wavelengths, since the nuclear field shift is
larger than themass shift [75]. Furthermore, according toWalsh [82], the
254 nm resonance line feature a hyperfine structure with 5 lines of equal
amplitude and separation. The isotopic and hyperfine characteristics of
mercury as emitting material in the lamp lead to a reduced radiation
trapping by a factor of 5 compared to the case of a single isotope [44, 75].
Therefore, studies are conducted to increase the plasma efficiency by
changing the mixing ratio of individual isotopes in the natural composi-
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tion. Lawler [83] presented simulation results, where 20% improvement
of plasma efficiency in a T5 lamp can be achieved by optimizing the
196Hg amount of the natural composition.
Indium exhibits two naturally occurring isotopes, i.e., 113In and 115In
with a mixing ratio of 5 % and 95%, respectively [81]. The emission line
at 410.17 nm exhibits 4 hyperfine transitions, while the line at 451.13 nm
has 6 transitions for each isotope, since the energy states 62S1/2, 52P3/2
and 52P1/2 feature 2, 4 and 2 hyperfine components, respectively [84].
Each hyperfine line experiences a redshift of about 0.15 pm at 410.17 nm
and 0.18 pm at 451.13 nm for the heavier isotope, 115In [85]. At low pres-
sures, no overlap occurs among the hyperfine lines. Thus, they can be re-
solved as individual lines [86, 87], which reduces the self-absorption. All
calculations in this work are based on the physical and chemical proper-
ties of the dominant 115In isotope and 113In is neglected. However, the
same approach of mixing ratio optimization can also be adopted for in-
dium to achieve higher plasma efficiencies.
In due consideration of wavelengths of the essential emission lines,
temperature-vapor pressure characteristic, effective rate coefficients for
ionization and excitation, effective decay rates due to self-absorption,
and isotopic and hyperfine structures, indium proves itself as a promis-
ing substitute for mercury in low pressure fluorescent lamps.
3.2 Criteria for buffer gas
At the vapor pressure of 0.93 Pa, the mean free path of electrons is larger
than the lamp dimensions. Thus, the electrons most probably travel di-
rectly to the walls of the discharge vessel and recombine at the wall than
to collide with the mercury atoms. Furthermore, the electrons gain ki-
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netic energy in the alternating electric field, if only collisions take place
within the plasma, as explained in section 2.2.1. To reduce the wall losses
of electrons and to increase the probability of collisions in the plasma, a
noble gas is filled into the lamp at higher pressures than that of mercury.
However, the buffer gas pressure has to be chosen adequately [67]: At low
pressures, the effect of the buffer gas on the wall losses is negligible. With
increasing buffer gas pressure, the number of elastic collisions between
electrons and buffer gas atoms also increases. As shown in section 2.1.5,
the momentum transfer at each elastic collision between an electron and
an atom is small. However, with increasing collision frequency, the total
amount of kinetic energy dissipated in gas heating rises. Therefore, an op-
timum buffer gas pressure exists, at which the total energy loss due to the
wall losses and gas heating is minimum. Since the lifetime of electrons
due to the ambipolar diffusion depends on the lamp dimensions, a lower
gas pressure is needed for larger diameters. Furthermore, the electron
temperature depends on the equilibrium between ambipolar diffusion
and elastic collision losses. The EEDF can be adjusted by the buffer gas
pressure in order to favor the excitation of 62S1/2-state of indium over
other energy states to prevent line emission at shorter wavelengths and
consequently stronger Stokes’ losses.
The heavier the atom, the smaller is the momentum transfer from the
electron to the atom by the elastic collision. Thus, with heavier atoms,
the mean free path and consequently diffusion losses of the electrons
can be reduced, while the energy dissipation in gas heating decreases,
as long as the lamp parameters and operating configurations, e.g., lamp
dimensions and applied electric field remain constant. The noble gases
can be listed with ascending atom mass as helium, neon, argon, kryp-
ton and xenon [67], whereas their breakdown voltage increases in the
same order. Xenon delivers the highest plasma efficiency, yet its use is
unfavorable due to its high cost. The increase of the efficiency achieved
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by using krypton instead of argon is small [67]. Additionally, the break-
down of the mercury plasmawith krypton as buffer gas requires a higher
voltage [67, 88]. The achieved plasma efficiency with neon and helium is
lower than that with argon due to their smaller atommass. Furthermore,
helium easily escapes the lamp by diffusing through the glass walls [89].





The spectroscopic diagnostic methods can be divided into categories
based on the interactions between the plasma and the electromagnetic
radiation, e.g., emission, absorption, scattering and fluorescence. The op-
tical emission spectroscopy is the natural choice for the characterization
of a light source. However, some complimentary methods, e.g., absorp-
tion spectroscopy, laser-induced fluorescence, microwave interferome-
try andThomson scattering may be employed to gain information about
the fundamental plasma parameters, e.g, the electron density and temper-
ature, density of heavy particles in the ground state or excited states as
well as the energy distribution functions of the investigated particles [44].
A detailed description of every technique of plasma spectroscopy is
beyond the scope of this work. For further reading, the following
books by Huddlestone [90], Lochte-Holtgreven [20] and Griem [91]
are recommended.
In this work, spatially resolved optical emission spectroscopy (SROES)
complemented with a collisional-radiative model (CRM) is employed to
characterize the mercury-free surface wave driven low pressure lamps.
The concept of SROES is explained in section 4.1. Furthermore, spec-
tral irradiancemeasurements, a straightforward and swift emission spec-
troscopy technique, are used to determine the efficiency of the lamps
by deriving the relation between irradiance data and radiant flux of the
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lamps via a transfer standard. Section 4.2 is dedicated to the description
of this method.
4.1 Concept of spatially resolved optical
emission spectroscopy
Optical emission spectroscopy is the most powerful tool for the diagnos-
tic of plasma light sources, since a broad range of plasma properties can
be determined solely by its means [20, 44]: The radiant components and
the unwanted impurities of a gas composition can be identified by the
emission spectrum of the gas composition. Furthermore, the spectral
profile of the emission lines provides information about the temperature
and the density of neutral particles and charge carriers, while the con-
tinuum radiation can be used to determine the electron density. Addi-
tionally, the temporal evaluation of the plasma can be monitored and the
optical thickness of the plasma can be investigated. The emission spec-
troscopy is non-intrusive, so the plasma remains undisturbed during the
measurement, while the measurement process is not affected by the elec-
tric and magnetic fields driving the plasma at a given frequency.
However, the measured data does not deliver the plasma parameters di-
rectly, but it has to be be interpreted. Therefore, it requires a general con-
ception of the plasma state [20]. For plasmas in thermal equilibrium, the
plasma state is easy to describe. Yet, for a plasmawithout thermodynamic
equilibrium, optical emission spectroscopy must be complemented with
a suitable plasma model to derive the plasma parameters. If the plasma
density exceeds the given limit for coronal equilibrium, a complicated
collisional-radiative model (CRM) should be employed [90]. The CRM,
developed and used for this work, is presented in chapter 5.
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Additionally, the spatial distribution of the aforementioned plasma prop-
erties can be identified by scanning the discharge vessel spatially. And
most importantly, the plasma efficiency can be determined without a go-
niometric setup. The experimental setup, assembled and used for this
work, is presented in chapter 6.
The SROEM is valid under some conditions, e.g., an optically thin plasma
and a radial profile suitable for inverse Abel transformation. These con-
ditions are explained in the following section, while the validity check on
the basis of theoretical calculations and experimental data can be found
in section 7.1.
4.1.1 Spatially resolved determination of radiance
The line integral of the spectral emission coefficients ϵ(λ, r )
[W·m−3·nm−1·sr−1] along a straight observation line through the cross
section of the lamp can be measured as spectral radiance
Lλ(λ,y) [W·m−2·nm−1·sr−1] at the perpendicular distance y from the









α(λ, r ′) dr ′
)
dr , (4.1)
where r is the radial distance from the central axis of the lamp, R is the
radius of the discharge vessel and Ω is the solid angle. As the radiation
crosses through the plasma, the emitted photons undergo absorption,
which can be described by the spectral absorption coefficientα(λ, r ). The
spectral emission and absorption coefficients as a function of radial dis-
tance r as well as the spectral radiance as a function of perpendicular
distancey from the lamp axis are illustrated in figure 4.1.
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Figure 4.1: Illustration of the spectral emission and absorption coefficients as a
function of radial distance, and the spectral radiance as a function
of perpendicular distance to the lamp axis.
According to Summers [92], ϵ(λ, r ) can be assumed as
ϵ(λ, r ) = ϵλΨϵ (λ) fϵ (r ), where ϵλ [W·m−3·sr−1] is the line emission
coefficient, fϵ (r ) is the radial variation of ϵλ inside the discharge vessel
and Ψϵ (λ) is the spectral line emission profile, which is normalized to∫∞
−∞Ψϵ (λ) dλ = 1.
Analogously, α(λ, r ) can be replaced by α(λ, r ) = αλΨα (λ) fα (r ), where
fα (r ) is the radial distribution of the spectral absorption coefficient and
αλ is the absorption coefficient integrated over the spectral line with the
profileΨα (λ), where
∫∞
−∞Ψα (λ) dλ = 1.
With the assumption of cylindrical symmetry, optically thin plasma and
that ϵ(r ) vanishes for r > R, the exponential part of equation (4.1) can
be neglected, and ϵ(r ) can be reconstructed from the measured Lλ(y) by
means of Abel’s inversion as given in equation (4.2) [20].
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y2 − r 2
. (4.2)
For an m = 0-mode surface-wave driven low pressure plasma in a cylin-
drical geometry, cylindrical symmetry is a safe assumption. However,
the validity of optically thin plasma should be theoretically proved.
4.1.2 Self absorption and “Escape factor” concept
An easyway to determine the opacity of a lowpressure plasma for a given
wavelength λ is the calculation of the escape factorΘλ , which gives the
mean probability that a photon emitted in the plasma travels to the dis-
charge vessel wall in any direction and leaves the plasma in a single flight
without absorption or scattering [76, 93].
Summers [92] introduced equation (4.3) to calculate the escape factor for
a line of sight perpendicular to the central axis of the lamp as the ratio of






ϵλΨϵ (λ)fϵ (r )exp




ϵλΨϵ (λ)fϵ (r ) dλ dr
.
(4.3)
Nonetheless, the opacity of the plasma depends on the probability that
an emitted photon eventually leaves the discharge vessel regardless of
the number of re-absorptions and re-emissions until it reaches the wall
of the discharge vessel. Therefore, an effective escape factorΘeffλ should







1 − (1 − ϵrem)(1 −Θλ) , (4.4)
where ϵrem is the so-called removal factor, which gives the probabil-
ity that a photon is completely removed from the plasma in the re-
absorption or scattering event due to a non-radiative process, e.g., col-
lisional de-excitation of the absorber to a lower energy state [94]. For
ϵrem = 1, Θeffλ is equal toΘλ , while every photon ultimately escapes the
plasma for ϵrem = 0.
Thus, for the calculation of the effective escape factor, line absorption
coefficients, spectral line absorption profile and the rate coefficients
of non-radiative plasma processes concerning the radiating particles
are required.
4.1.3 Determination of absorption coefficient
and line profile
The line absorption coefficient αλ is a dimensionless quantity and can be









where дk and дj are the statistical weights of the higher k and lower j
states of the optical transition, respectively, nj is the absorber density in
the lower state j, c is the speed of light,Akj is the corresponding Einstein
coefficient of spontaneous emission.
The recorded spectra of the emission lines feature a line profile, which
results from the convolution of the source line profile and instrument
profile. The instrumental broadening arises from the spectral resolution
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of the measurement system and has no influence on the self-absorption
of radiation in plasma. Thus, only the source line profileΨλ(λ) should
be considered, which results from line broadening mechanisms in the
plasma, e.g., natural, Doppler and pressure broadening. The latter can
be divided into three subgroups, viz., Stark broadening, van der Waals
broadening and resonance broadening. The Stark effect describes the
perturbation of the radiating particle in the Coulomb field of a charge
carrier [96]. Similarly, a dipole induced interaction can be observed in
the vicinity of neutral particles due to the van der Waals force [96]. Fi-
nally, if the initial or the final energy state of the transition resulting in
the emission line is connected to the ground state of the emitting particle
via dipole radiation and if the emitting particle is surrounded with parti-
cles of the same kind in the ground state, then the resonance broadening
arises due to the dipole-dipole interaction [97].
According to Thorne [96], the Doppler and natural broadening have the
strongest contributions to the line profile in low pressure plasmas and
pressure broadening can be neglected. Furthermore, the absorption and
re-emission cycle of photonsmay lead to the spectral redistribution of en-
ergy [96]. However, this effect is neglected for this work and only the in-
trinsic line profiles are considered. If the particles in excited and ground
state follow different kinetic energy distributions, then differing line pro-
files should be used for emission and absorption. In lowpressure plasmas,
this effect can also be neglected.
Natural broadening
Natural broadening is caused by the finite lifetime of the excited energy
states of the radiating particle. According to the energy-time uncertainty
principle, the line width cannot be infinitely narrow, since the lifetimes
89
Diagnostic methods
and the energies of the higher and lower energy states of the optical tran-
sition can be determined simultaneously only with the uncertainty of
∆E∆t = ~ [96, 98]. Thus, the FWHM of natural broadening ∆λNatural














where λ0 is the central wavelength of the emission line, and τk and τj
are the lifetimes of the higher and lower energy states of the sponta-
neous emission, respectively. The natural lifetime of an energy state is
calculated as the inverse sum of the decay rates to lower states as given











(λ − λ0)2 + (∆λNatural/2)2
. (4.8)
According to equations (2.20) and (4.7), the FWHMofnatural broadening
decreases with decreasing frequency very rapidly. Thus, the contribution
of the natural broadening in UV-region is significant, while it presents
the lower limit for broadening in VIS-region [96].
Doppler broadening
Doppler broadening is the wavelength shift due to the thermal motion of
radiating particles with regard to the observer [96]. Doppler broadening
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features the same profile as the energy distribution function of the radiat-
ing species. With the assumption that the gas particles in plasma exhibit
a Maxwellian energy distribution, the broadening profileΨDoppler(λ) has
















where Tg is the temperature of excited neutral particles, kB is the Boltz-
mann constant andm is the mass of the radiating particle [98].
Combination as Voigt profile
The combined contribution of both broadening mechanisms can be
taken into account by the convolution of Gaussian and Lorentzian line
shapes, resulting in the so-called Voigt profile [20, eq. 51] as given in




ΨNatural(λ)ΨDoppler(λ − λ′) dλ′. (4.11)
Figure 4.2 displays a comparison of Lorentzian, Gaussian and Voigt line
profiles. The Lorentzian and the Gaussian profiles are calculated with a
FWHM of ∆λNatural = 1 nm and ∆λDoppler = 2 nm, respectively. All pro-
files are area-normalized. It should be noted that the FWHMs are cho-
sen for a good illustration and are not realistic for low pressure plasmas.







, while Lorentzian profile has a decay with ∆λ−2 [20]. Thus,
thewings of the resultingVoigt profile follows that of the Lorentzian [96],
while the FWHM of the Voigt profile is determined by the Gaussian [96].
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Figure 4.2: Comparison of Lorentzian, Gaussian and Voigt line profiles.
The Lorentzian and Gaussian profiles feature a FWHM of
∆λNatural = 1 nm and ∆λDoppler = 2 nm, respectively. All profiles
are area-normalized. It should be noted that the FWHMs are




4.1.4 Abel inversion and determination of
emission coefficients
If the optical thinness of the plasma can be validated, one can solve equa-
tion (4.2) to determine the line emission coefficients frommeasured radi-
ance data. However, for optically thick plasmas, more complex solutions,
such as introduced by Young [99] and Ding [100] should be employed.
In any case, Lλ(λ,y) is not obtained experimentally as an analytical for-
mula, but a set of discretized measurement values, which rule out the
analytical differentiation and integration in equation (4.2). Therefore, a
number of numerical methods were proposed in the last decades to solve
the Abel’s integral equation, e.g., bymeans of iterative, integral transform
and curve fitting techniques. Since the radiance at the edge of the plasma
is hard tomeasure accurately, iterative techniques cause an accumulation
of errors and lead to larger errors on the axis of the plasma [20, 101]. Fur-
thermore, the surface wave driven plasmas tend to feature off-axis peaks
near the discharge vessel wall, which can complicate the reconstruction
of the radial profile of the emission coefficients. Curve fitting can be per-
formed by employing orthogonal polynomials, by assuming a Gaussian
profile or by using polynomial as well as spline fitting methods. Integral
transformation technique is based on the expansion of the unknown ra-
dial profile in a series of basis functions, such as Fourier series.
Buie [101] compared these techniques using test functions and experi-
mental data with regard to their stability and accuracy for optical emis-
sion spectroscopy. To fit the whole set of measurement data with a 6th or
8th order polynomial function, which contains only the even powers ofy,
and then to integrate the function analytically proves to be themost effec-
tive technique. This method provides three advantages [101]: First, with
data fitting, themissing data at the edge of the plasma can be extrapolated.
Secondly, the set of measurement data is smoothed against noise dur-
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ing the curve fitting and lastly, the analytical calculation of the inversion
is easy to perform. Considering that the measurement setup presented
in section 6.4 have a high spatial resolution, a large number of measure-
ment points and thereby an accurate curve fitting can be achieved. Also,
the processing capacity of today’s computers allows a very fast curve fit-
ting with higher order polynomials by means of least square method.
However, smoothing can sometimes filter the real information along
with the statistical noise [101]. According to Pretzler [102], even the or-
der of the magnitude of the resulting error due to the incorrect smooth-
ing cannot be estimated correctly. Thus, smoothing must be avoided.
He compared five numerical methods for Abel inversion including his
own method based on the expansion of the unknown radial profile of ϵλ
in a series of cosine-functions [103]. His method is derivative free and
smoothing can be avoided, since it acts as a low pass filter. In this work,
both the curve fitting and cosine-expansionmethods are used to validate
the applicability of the Abel inversion.
After solving inverse Abel’s equation, the characteristic plasma param-
eters, e.g., Te and ne can be determined by comparing the experimen-
tally obtained line emission coefficients with the simulated ones from
the model.
4.2 Determination of total radiant flux
and plasma efficiency
The radiant flux of a lamp can be measured either in a spatially inte-
grated or spatially resolved manner. The former is performed by means
of an Ulbricht-sphere, while for the latter, a goniometric setup is needed,
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where the radiant intensity distribution is measured on a virtual surface
around the lamp and integrated numerically.
The microwave radiation from the surface wave launcher into the sur-
rounding prevents the use of theUlbricht-sphere, which has ametal chas-
sis. A goniometer on the other hand is a complex and unpractical setup.
Therefore, the following method is introduced to determine the radiant
flux of the investigated lamps: The derived line emission coefficients are
integrated over the whole discharge vessel volumeVLamp andwhole solid
angle Ω to calculate the radiant flux Φλ for the given wavelength λ, as






















ϵL(r , l)r dr dl .
(4.12)
Yet, the spatially resolved measurement of Lλ is a very time-consuming
method as explained in section 6.4. Thus, it is unsuitable for a system-
atic investigation of lamp parameters and operating configurations, e.g.,
buffer gas pressure, electrical input power and cold spot temperature.
Furthermore, as mentioned in section 6.4, the telescopic optical probe,
which is responsible for the measurement of the radiance, is only sensi-
tive down to 368 nm. Hence, only the two emission lines of indium at
410.17 nm and 451.13 nm can be observed. Yet, for the determination
of total radiant flux Φtotal, the emission lines of indium at lower wave-
lengths down to 250 nm must also be considered. Therefore, the follow-
ingmethod is adopted: Spectral irradiancemeasurements are carried out
between the wavelengths 200 nm and 800 nm and subsequently irradi-
ance E451 of the emission line at 451.13 nm is calculated. A conversion
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factor ξcon between radiant flux and irradiance is determined by equa-





The conversion factor is then multiplied with the total irradiance for all
emission lines of indium, assuming all emission lines are optically thin.





Finally, the plasma efficiency is calculated by dividing the total radiant
flux by the microwave power accepted by the microwave coupler Pacc, as





A detailed description of the power balance of themicrowave coupler can






The development of a theoretical model for indium(I)iodide-argon plas-
mas is important for a deeper understanding of generation and loss pro-
cesses and allows the accurate interpretation of experimentally obtained
data. Hence, it supports the investigations to find the optimumdischarge
conditions and increase the plasma efficiency.
In this chapter, a collisional-radiative model (CRM) of a low pressure
plasma based on indium(I)iodide-argon system is introduced. The ob-
jective of this model is to determine the fundamental plasma parame-
ters, e.g., electron, ion and excited particle densities as a function of elec-
tron temperature at varied lamp parameters, i.e., argon buffer gas pres-
sure pAr and cold spot temperature TCS, which is the coldest point of
the discharge vessel. The presented model can also predict the line emis-
sion coefficients of essential emission lines of indium for given electron
temperatures and densities, thus allowing to characterize lamps with in-
dium(I)iodide and argon filling by means of non-intrusive spectroscopic
measurements. The diagnostic method is described in chapter 4 in detail.
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The fundamentals of the CRM and the methods to calculate the needed
cross sections for generation processes are explained in section 5.1 and
section 5.2, respectively. The calculated cross sections and rate coeffi-
cients for generation processes are presented in section 5.3, while that
of secondary processes can be found in section 5.4. Section 5.5 details
the lifetimes of relevant particles due to free and ambipolar diffusion.
Section 5.6 is devoted to the presentation of the rate balance equations.
Finally, in section 5.7 the calculated results are presented and analyzed
in detail.
5.1 Theoretical basis of the model
The law of equipartition among the energy states does not prevail in low
pressure plasmas in general lighting applications due to the absence of
thermal equilibrium. Thus, the distribution of population densities in dif-
ferent energy states cannot be calculated without knowledge of atomic
cross sections [90, p. 203]. Every relevant process should be described
with its corresponding rate coefficient and rate balance equations should
be formed to calculate the population densities. The selection of relevant
processes relies on the particle densities in the plasma. For extremely
small electron and atom densities, a corona state can be assumed for
the plasma, where collisional ionization and excitation are balanced
by the radiative recombination and spontaneous emission, respectively
[20, 90]. However, higher particle densities than the given limits for
coronal equilibrium ne,nH ≥ 1 · 1017m−3 are achieved in general light-
ing plasmas [104]. Thus, a more complex model based on collisional
and radiative processes inside the plasma is adopted: The electron im-
pact excitation and ionization processes from ground and metastable
states are considered. Since molecular indium(I)iodide with a density of
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nInI ≥ 1 · 1018m−3 is present in the modeled plasma, the dissociation
and ionization of molecular particles are also considered. However,
the vibrational and rotational excitation of molecules are neglected.
Secondary processes, i.e., collisional de-excitation of excited particles,
three-body recombination of atomic ions and direct-dissociative recom-
bination of molecular ions are also included in the model. Generation
and loss processes concerning negative ions, e.g., electron detachment
and associative detachment are yet neglected.
According to Sobel’man [37], equation (2.23) can be adapted to calculate
the rate coefficientK(Te) of a particular electron impact process with the








fM (E,Te) dE, (5.1)
whereQ(E) is the cross section, fM (E,Te) is the Maxwellian electron en-
ergy distribution function (EEDF) and E is the energy of the
incident electrons.
For low electron densities, the rate of Coulomb electron-electron colli-
sions is usually small in order to bring the low and high energy electrons
to an equilibrium. It results in a departure from Maxwellian EEDF. The
absence of balance between generation and loss processes, e.g., electron
impact ionization of an atom and three-body recombination of the corre-
sponding ion, leads to a further departure fromMaxwellian EEDF, since
the strongest loss mechanism in low pressure plasmas is the wall losses
due to the ambipolar diffusion. Godyak [105] discussed different non-
equilibrium EEDFs, e.g., Druyvesteyn or bi-Maxwellian, depending on
the discharge conditions.
However, Godyak [105] stated that the EEDF approaches to Maxwellian
with increasing operating frequency, buffer gas pressure and electron
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density for low electron temperatures, where the electron-electron colli-
sion frequency νee ∼ neT −3/2e . Although the highest operating frequency
investigated by Godyak was 13.56MHz at a maximum pressure of 1.3 Pa
and with an electron density of about 1 · 1017m−3, the measured EEDF
became nearly Maxwellian.
The buffer gas pressures investigated in this work lie in a range between
100 Pa and 800 Pa. These relatively high buffer gas pressures reduce the
ambipolar diffusion inside the lamp significantly and result in electron
densities > 1 · 1017m−3. Furthermore, the relatively high frequency of
elastic collisions between electrons and buffer gas atoms results in a
stronger kinetic energy transfer and in the normalization of the energy
distribution of the electrons. Electron temperatures about of 1 eV are
achieved, as will be shown in section 7.2. Additionally, the mercury-free
lamps are driven in this work at an operating frequency of 2.45GHz.
Therefore, for the plasma modeling, a Maxwellian EEDF is assumed.
For the excited states of indium that are optically accessible from ground
and metastable states, a coronal balance between the electron impact ex-
citation and the relaxation of the excited atoms by spontaneous emis-
sion is assumed due to the short lifetimes of these states. Such a kinetic
model with collisional-radiative and coronal equilibrium parts was al-
ready adopted by Cotrino [106] to determine the electron temperature
of a microwave driven argon plasma by means of emission spectroscopy
with good accuracy.
However, even with the coronal balance, the contribution of metastable
states to the radiation generation should be considered, since the electron
density may lie between the given limits for the extended corona model,
as 1 · 1017m−3 ≤ ne ≤ 1 · 1019m−3 [104], in the investigated plasmas for
high power densities.
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Thus, the rate equation for spontaneous emission can be written as
neng K
g k




where ng, nm and nk are the atom densities in the ground state g,
metastable state m and excited state k, respectively, Kg,m ke (Te), is the
electron impact excitation rate coefficient from the ground ormetastable
state into the excited state k,Te is the electron temperature andAkj is the
Einstein coefficient of the spontaneous emission from the excited state
k into a lower energy state j.
Nomenclature of the model
For a simple description of a broad range of processes, a nomenclature
according to Gryziński [107] is adopted for the cross sectionQ , as illus-















Figure 5.1: Adopted nomenclature for the description of the collision processes.
On the left hand side of cross section symbolQ , the initial states of colli-
sion partners are given. The left bottom index describes the initial state
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of incident particle and the top left index that of the collision partner. On
the right hand side, the indices of the final states of collision partners can
be found. The absence of an index on the right hand side means, that the
state of the given particle haven’t changed after the collision.
Thereby, Qg ke (E) corresponds to the electron impact excitation cross
section from ground state g into excited state k. The same nomencla-
ture is extended also to the rate coefficients of generation and secondary
processes.
5.2 Cross sections and rate coefficients
As can be seen from equation (5.1), the electron impact cross section of
each process is needed to calculate the rate coefficient. Unfortunately,
a comprehensive investigation was not undertaken for the materials se-
lected as substitutes of mercury. No experimental cross sections for elec-
tron impact dissociation or ionization process of indium(I)iodide were
found. Additionally, the excitation cross sections into the metastable
states and ionization cross sections from metastable states were not
found for atomic indium. Furthermore, the measured electron impact
excitation cross sections of indium into optically accessible excited states
can only be found in one reference [108]. Unfortunately, these cross
sections show inconsistencies considering excitation energies and Ein-
stein coefficients of the corresponding energy states. According to Hed-
dle [109], the discrepancies can be explained with a stray light problem
within the measurement setup of Shimon [108].
Therefore, a theoretical method has to be adopted to calculate the cross
sections for generation processes. According to Bauer [110], the Gryz-
ińskimethod [107] delivers themost accurate cross sections compared to
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the methods, introduced by Drawin andThomson [111, 112]. The Gryz-
iński method is derived from semiclassical mechanics.
5.2.1 Gryziński method
TheGryziński method considers the ionization and excitation process of
an atom as the collision of a free incident electron with a bound orbital
electron [107]. The cross section of this collision is given by











where E is the kinetic energy of the orbital electron. For ionization, the
binding energy Eb and for excitation, the energy difference between the
initial j and final state k of excitation∆Ejk should be used as the threshold
energy Eth. For the bound electron in the utmost orbital of an atom, Eb is
equal to the ionization energy Ei. An inelastic collision occurs, if only E
exceeds the corresponding Eth. ξj is the number of the orbital electrons




where RH is the Rydberg constant and a0 is the Bohr radius.
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with







where eEu is the Euler’s number [113]. Equation (5.5) is cited from [113],
since it is given incorrectly in [107].
5.2.2 Simplified Gryziński method
The kinetic energy of orbital electrons E is not available in the literature
for the considered species except indium. Thus, the Gryziński method
was simplified with the assumption that E is equal to Eb [107, p. A341].
Ionization
For the calculation of the electron impact ionization cross sections , the
simplified Gryziński method [107], as given in equation (5.6) was used.











For the sake of consistency, the simplified form of the Gryziński method
was also adopted to calculate the ionization cross sections of indium, al-
though E could be found for indium in the literature. The threshold en-
ergy Eth is replaced with the binding energy Eb and with the reduced
kinetic energy Erk = E/Eb, equation (5.6) is simplified to
Q
j i
e 2e (E) = ξj ·
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E2b



























Cross sections and rate coefficients
The used binding energies of orbital electrons in relevant orbitals of ar-
gon, indium and iodine atom and averaged kinetic energies of orbital
electrons of indium are listed in table 5.1.
Table 5.1: Binding energies of orbital electrons in relevant orbitals of argon, in-
dium and iodine atoms (< 200 eV) [114] and kinetic energies of or-
bital electrons of indium [115].
Ar
Eb / eV: 4.04 4.21 15.76 16.20 35.00
Orbital conf.: 4s1/2 4s3/2 3p3/2 3p1/2 3s
In
Eb / eV: 5.52 5.79 10.79 27.13 28.09
E / eV: - 26.10 50.93 277.94 284.85
Orbital conf.: 5p3/2 5p1/2 5s 4d5/2 4d3/2
In
Eb / eV: 95.17 102.13 144.46
E / eV: 426 454.83 516.24
Orbital conf.: 4p3/2 4p1/2 4s
I
Eb / eV: 10.45 11.39 23.86 61.91 63.74
Orbital conf.: 5p1/2 5p3/2 5s 4d5/2 4d3/2
I
Eb / eV: 148.33 159.72
Orbital conf.: 4p3/2 4p1/2
Excitation
Gryziński [107] has proposed equation (5.8) to calculate the excitation
cross section Qj ke from a lower state j into a higher state k. Equation (5.8)
states that Qj ke decreases with increasing probability of an excitation
into the next possible energy state k + 1 for incident electron energies
E ≥ ∆Ej(k+1).
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Q
j k

















Furthermore, according to Gryziński, an electron exchange process
should also be considered for low electron energies. The incident elec-
tron gains energy in the Coulomb field of the nucleus. It can cause a
collision, at which the orbital electron gains a higher energy than the
binding energy and is ejected from the atom, while the incident elec-
tron cannot escape the potential of the nucleus, thus an exchange of
electrons takes place. If the incident electron has a higher energy than
∆Ejk after the collision, then the exchange process results in an excita-























































(E + Eb)(E + Eb − ∆Ejk)
×
∆Ejk




Cross sections and rate coefficients
Thus, the effective excitation cross section is given by equation (5.10)
Q
j k





























By the calculation of the excitation cross sections, only the electrons in
the utmost orbital are considered.
5.2.3 Extended Gryziński method for molecules
For this model, electron impact ionization and dissociation of indium(I)-
iodide molecules should be considered. However, the Gryziński method
can be applied only to atoms. For that reason, Bacri [30] and Teulet [31]
have extended it to diatomic molecules, considering the potential energy
curves of molecules and molecule ions.
Dissociation
The potential curves of indium(I)iodide molecule are displayed in
figure 5.2 for different rotational states of the ground electronic and
ground vibrational state. The needed molecular constants and atomic
masses were taken from [24, 71, 116]. The rotational state JL defines the
lowest potential curve without a potential minimum. In this state, atoms
experience only a repulsive force and the molecule dissociates.
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< 0 for all r ≥ 0. (5.11)
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Figure 5.2: Potential curves of indium(I)iodide molecule in different rotational
states of the ground electronic and ground vibrational state as a func-
tion of internuclear distance.
Thus, the energy threshold ∆Ejk for electron impact dissociation is de-
fined by
∆Ejk = U (0, 0, JL, r ) −U (0, 0, 0, r ) . (5.12)
The binding energy Eb can be determined in a similar way. Since this
model neglects vibrational and rotational excitation, the ground state of
the molecular ion is used to calculate Eb:
Eb = Ui (Ead, 0, 0, r ) −U (0, 0, 0, r ) , (5.13)
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where Ui is the potential curve of the molecular ion and Ead is the adia-
batic ionization energy of the molecule.
But it should be kept in mind that, according to Mishra [71], the valence
electrons of indium(I)iodide form an X 1Σ+-orbital, consisting of two
suborbitals σ 4 and π 4. Mishra [71] stated that the indium(I)iodide ion
takes theA2Σ+- orX 2Π-state, if an electron is removed from theσ - orπ -
suborbital, respectively. The potential curves of indium(I)iodide ground
state and both ionized states are already given in figure 2.2.
With the reduced kinetic energy Erk and the reduced binding energy
Erb = Eb/∆Ejk, the elementary cross section qg diss.e for dissociation can
be calculated with equation (5.14) [113] as a function of r [31].
q
g diss.





























The elementary cross section should be then weighted with the probabil-
ity function P(r ) of the givenmolecular state [30], in order to weaken the
influence of the ranges r ≪ req and r ≫ req, while strengthening the
influence of the range r ≈ req. The probability function is calculated by
equation (5.15) [26].
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where µmol is the reduced mass of the molecule, Hν (χ ) is the Hermite
polynomial,ωvib is the angular frequency of the molecular vibration.
The electron impact dissociation cross section can then be calculated
with [30, eq. 7] considering the contribution of excitation from all al-
lowed electronic, vibrational and rotational states. Since the vibrational
and rotational excitations caused by electron impact are not considered






P (r ) · qg diss.e (E, r ) dr . (5.17)
Ionization
The elementary ionization cross section of a molecule can be calculated
by equations (5.7), (5.13) and (5.18).
q
g i
e 2e (E, r ) = ξj
ς0
E2b
· дQi (Erk) . (5.18)
Subsequently, qg ie 2e (E, r ) is weighted with the probability function from




e 2e (E) =
∞∫
0






For the argon atom, the electron impact excitation from the ground
into the metastable states 42P2 and 42P0, from the metastable state
42P2 into the state 42P0 and also the ionization from all three states
were considered as generation process. Spectroscopic measurements on
indium(I)iodide plasmas in the laboratory showed either very weak ar-
gon emission lines or no lines at all. Therefore, optically accessible lower
excited states of argon are neglected. The calculated excitation cross sec-
tions for argon can be found in figure 5.3, while the calculated ionization
cross sections are plotted in figure 5.4 together withmeasured ones from
two different references [117, 118] for ground state argon to check the
validity of the Gryzinsky method.
In the considered range, the calculated cross section does not deviate
more than 26% from themeasurement results of [117] and notmore than
18% compared with [118].
Indium
The kinetic energy of orbital electrons of indium atoms from litera-
ture is used to calculate the ionization cross sections of indium from
ground state with an alternative method, called the binary-encounter
Bethe model (BEB) [119, 120], as given in equation (5.20).
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QA A
+
e 2e (E) =
S

























Additionally, the measured cross sections from [121] are used to check
the validty of both methods. The Gryziński method and the BEB model
show a very good agreement with a deviation smaller than 10%. The
deviation of both models from the measured results remains under 50%























 Ar31S0   Ar42P2
 Ar31S0   Ar42P0
 Ar42P2   Ar42P0
Figure 5.3: Excitation cross sections of argon atoms from ground state and
metastable states as a function of incident electron energy.
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All three ionization cross sections for ground state indium atoms as well
as the calculated ionization cross sections for metastable indium are
shown in figure 5.5.
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E / e V
Figure 5.4: Ionization cross sections of argon atoms from ground state and
metastable states as a function of incident electron energy. The
calculated cross sections are marked with (Gry.), and the mea-
sured cross sections from [117] with (meas. 1) and from [118]
with (meas. 2).
Since indium serves as the radiant component inside the lamp, the
excitation cross sections from the ground state 52P1/2 and metastable
state 52P3/2 into the optically accessible 62S1/2-, 52D3/2-, 72S1/2- and
62D3/2-states are calculated in addition to the ionization cross sections.
The energy differences ∆Ejk between electronic states of indium are
listed in table 5.2 with regard to the ground and metastable states.
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Figure 5.6 displays the electron impact excitation cross sections of in-
dium atom from 52P1/2- and 52P3/2-states into the aforementioned radia-
tive states.
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Figure 5.5: Ionization cross sections of indium atoms from ground and
metastable states as a function of incident electron energy. The cal-
culated cross sections are marked with (Gry.) for the Gryziński
method, with (BEB) for the BEBmodel andwith (meas.) for themea-
sured cross sections from [121].
The main difference between the ionization cross sections in figure 5.5
and excitation cross sections in figure 5.6 is the location of the curves’
maxima. The excitation cross section reaches its maximum very close to
the threshold energy, while the ionization cross section has its maximum




Table 5.2: Excitation energies into optically accessible states of indium with re-
gard to ground state 52P1/2 and to metastable state 52P3/2 [24].
Ground state
∆Ejk / eV: 0.27 3.02 4.08
Excited state: 52P3/2 62S1/2 52D3/2
Ground state
∆Ejk / eV: 4.5 4.84
Excited state: 72S1/2 62D3/2
Metastable state
∆Ejk / eV: 2.75 3.81 4.23 4.51
Excited state: 62S1/2 52D3/2 72S1/2 62D3/2
This can be explainedwith the electrostatic interaction between the three
charged carriers after the ionization, whereas such an interaction is ab-
sent in the case of excitation [36].
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 In52P1/2   In62S1/2
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 In52P1/2   In52D3/2;5/2
 In52P3/2   In52D3/2;5/2
 In52P1/2   In72S1/2
 In52P3/2   In72S1/2
 In52P1/2   In62D3/2;5/2

















Figure 5.6: Excitation cross sections of indium atoms from ground and
metastable states into higher states as a function of incident electron
energy.
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Iodine
For iodine atoms, only the electron impact ionization from ground state
was considered. The calculated and measured cross sections from [122]
are plotted in figure 5.7 with a deviation smaller than 20% for the con-
sidered range.
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Figure 5.7: Ionization cross sections of iodine atoms from ground state as a
function of incident electron energy. The calculated cross sections





The calculated ionization and dissociation cross sections of the
indium(I)iodide molecule are presented in figure 5.8.
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 I n I    I n I +
 I n I    I n  +  I
Figure 5.8: Electron impact ionization and dissociation cross sections for in-
dium(I)iodide as a function of incident electron energy E.
Measurement data could not be found for dissociation and ionization of
indiumhalides, but according to Teulet [31], the adoptedmethod delivers
satisfactory results for diatomic molecules.
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5.3.2 Rate coefficient
The rate coefficients for all generation processes were calculated with
the theoretical cross sections using equation (5.1) and are displayed in
figure 5.9 for ionization and dissociation, in figure 5.10 for excitation of
indium and in figure 5.11 for excitation of argon.
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Figure 5.9: Rate coefficients for generation processes ionization and dissocia-
tion of all relevant species as a function of electron temperatureTe.
118
Secondary processes
0 . 1 1 1 0
1 0 - 3 0
1 0 - 2 8
1 0 - 2 6
1 0 - 2 4
1 0 - 2 2
1 0 - 2 0
1 0 - 1 8
1 0 - 1 6
1 0 - 1 4
1 0 - 1 2
1 0 - 1 0
T e  / e V
 I n 5 2 P 1 / 2  I n 5 2 P 3 / 2
 I n 5 2 P 1 / 2  I n 6 2 S 1 / 2
 I n 5 2 P 3 / 2  I n 6 2 S 1 / 2
 I n 5 2 P 1 / 2  I n 5 2 D 3 / 2 ; 5 / 2
 I n 5 2 P 3 / 2  I n 5 2 D 3 / 2 ; 5 / 2
 I n 5 2 P 1 / 2  I n 7 2 S 1 / 2
 I n 5 2 P 3 / 2  I n 7 2 S 1 / 2
 I n 5 2 P 1 / 2  I n 6 2 D 3 / 2 ; 5 / 2












Figure 5.10: Rate coefficients for excitation of indium as a function of electron
temperatureTe.
5.4 Secondary processes
5.4.1 Electron impact de-excitation
If the cross section for electron impact excitation Qj ke and the statistical
weights дj,k of lower j and higher k energy states are known, the cross
section for the inverse process Qk je can be determined with the Klein-










e (E + ∆Ejk). (5.21)
According to Sobel’man [37], this formula is valid, as long as the elec-
trons have a Maxwellian energy distribution. However, thermodynamic
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equilibrium is not needed, even though the formula is based on the prin-
ciple of detailed balance. The rate coefficients for electron impact de-
excitation CA∗ Ae (Te) for argon and indium atoms are shown in figure 5.12.
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Figure 5.11: Rate coefficients for excitation of argon as a function of electron
temperatureTe.
5.4.2 Three-body recombination
The three-body recombination rate coefficients BA+ A2e e (Te) can be deter-
mined using the method of detailed balancing by













e 2e , (5.22)
where дi is the statistical weight of the ion, while дj corresponds to the
statistical weight of the final state j of the neutral atom after the recom-
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bination [37]. The rate coefficients for argon, indium and iodine ions are
plotted in figure 5.13.
The used statistical weights to calculate de-excitation and three-body re-
combination rate coefficients can be found in table 5.3.
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Figure 5.12: Rate coefficients for electron impact de-excitation of argon and in-
dium as a function of electron temperatureTe.
5.4.3 Direct-dissociative recombination
In direct-dissociative recombination, the molecular ion captures an elec-
tron to form an excited state of a neutral molecule with a repulsive poten-
tial curve, which leads to the dissociation, if the electron is not emitted
once again by auto-ionization.
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Figure 5.13: Rate coefficients for three-body recombination of argon, indium
and iodine ions as a function of electron temperatureTe.
The direct-dissociative recombination rate coefficients RInI+ In+Ie _ (Te) of
indium(I)iodide ion are calculated with equation (5.23) by adopting a
















where avib is the vibrational amplitude, ρ is the ratio of multiplicities of
the Rydberg state and molecular ion, reqi is the equilibrium internuclear
distance of the ionic state, U ′d(rS) is the slope of the potential curve of
dissociating neutral stateUd for indium(I)iodide at the intersection point
rSwith the potential curve of the ionic stateUi and Γc is the capturewidth.
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The capture width is determined by the interaction strength of two con-
figurations, which are the resonance configuration of the excited state
and the scattering of the electron by the ion.
Table 5.3: Statistical weights of electronic states of argon, indium and iodine
atoms and ions [24].
Argon
State 31S0 42P2 42P0 32P3/2
дn 1 5 1 4
Indium
State 52P1/2 52P3/2 51S0




Themethod of Bardsley [124] allows the use of spectroscopic data to esti-
mate the capturewidth by replacing the electron scattering configuration







where URyd is the potential curve of a Rydberg state with the effective
quantumnumbern∗. Banerjee [116] stated that indium(I)iodide has three
excited triplets 33Σ+, 33Π and 43Π with Rydberg character. However,
the spectroscopic constants are only available for the first two states.
Thus, the contribution of 43Π-state could not be considered. Addi-
tionally, the quantum defect of Rydberg states to calculate the effective
quantum number could not be found for indium(I)iodide. Therefore, the
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quantum defects of Rydberg states of indium(I)chloride, as given by [71],
were also used for indium(I)iodide as an estimation.
Furthermore, the vibrational amplitude avib is approximately calculated













where fvib = ωvib2π and µInI are the vibration frequency and the reduced
mass of the indium(I)iodide, respectively andTg is the gas temperature.
The individual contribution of Rydberg states and the total direct-
dissociative recombination rate coefficients for indium(I)iodide ion are
shown in figure 5.14 at a gas temperature of 500 K.
5.5 Lifetimes
The diffusion of neutral particles and charge carriers to the wall of the
discharge vessel is one of the most important loss mechanisms in low
pressure plasmas. The lifetime τ of excited or ionized particles as well as





where D is the diffusion coefficient and Λ is the diffusion length [126].
For a cylindrical discharge vessel with the assumptions of azimuthal sym-
metry and a radial density distribution describable by a zero order Bessel














where L and R are the length and the inner radius of the discharge vessel,
respectively, and the first zero of J0 occurs at r = 2.405.
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Figure 5.14: Total rate coefficients for direct-dissociative recombination of in-
dium(I)iodide ions with individual contributions of the Rydberg
states 33Σ+ and 33Π at Tg = 500 K as a function of electron
temperatureTe.
For the calculation of the diffusion coefficient, the diffusion processmust
be divided into sub-processes: diffusion of neutral and charged particles.
5.5.1 Free diffusion
Thewall loss of neutral particles is the result of the free diffusion process,
inwhich indium and iodine atoms diffuse to thewall of the discharge ves-
sel and recombine once again to indium(I)iodide. Hence, the lifetime of
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indium τIng,m and iodine τI after the dissociation is limited by the free dif-
fusion. Additionally, the densities of metastable argon and indium atoms
are strongly lowered due to free diffusion.
The interaction between a neutral particle of type 1 and a neutral particle
of type 2 due to the van der Waal’s forces are considered by means of the
Lennard-Jones potential [32] as









σ12 is the characteristic Lennard-Jones length, which denotes the equi-
librium internuclear distance, where the interaction between the parti-
cles is zero. ϵ12 is the characteristic Lennard-Jones energy [32], which
gives the depth of the potential well. The first and second terms of equa-
tion (5.28) describe the repulsive and attractive potentials, respectively.
Lennard-Jones potentials between the relevant atoms are displayed in
figure 5.15.
According to Poling [32], the free diffusion coefficients can then be cal-
culated by equation (5.29), considering the diffusion of a gas particle of














where n12 is the total particle density of both particle types, ΩD is the
collision integral for diffusion and fD is a correction term. Neufeld [127]






exp (DT ∗) +
E
exp (FT ∗) +
G







, A = 1.06036, B = 0.15610,
C = 0.19300, D = 0.47635, E = 1.03587,
F = 1.52996, G = 1.76474, H = 3.89411.
Equation (5.30) delivers precise results with an average deviation less
than 0.08 %, for a reduced temperature 0.3 ≤ T ∗ ≤ 100. For the in-
vestigated gas temperature range in this work (453 K ≤ T ≤ 513K), this
condition is always satisfied.
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Figure 5.15: Lennard-Jones potentials caused by interatomic forces between
two argon atoms, indium and argon atoms, and iodine and argon
atoms.
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The free diffusion coefficients of neutral particles can be calculated with
the parameters in table 5.4 at any given pAr and TCS. Since there is no
available data about the Lennard-Jones potential for metastable argon
and indium, the values of ground state atoms are used.
Table 5.4: Parameters used for the calculation of free diffusion coefficients of
argon, indium and iodine atoms.
Atomic mass [80]
mAr / u mIn / u mI / u
39.95 114.82 126.90
Lennard Jones Parameter [128–130]
ϵArAr /meV ϵInAr /meV ϵIAr /meV
10.3 9.6 26.2
σArAr / Å σInAr / Å σIAr / Å
3.4 4.1 3.6
5.5.2 Ambipolar diffusion
The ambipolar diffusion limits the lifetime of charged particles and can
be described through the ambipolar diffusion coefficient, calculated
by equation (2.43).
The mobility of ions can be calculated by equation (5.31) [131], which is

















whereZ and e are the charge number (valence) of the ion and the elemen-
tary charge, respectively, λmfpi is the mean free path length of the ion in a
homogeneous gas following a Maxwellian temperature distribution, µi2
is the reducedmass of the ion and the buffer gas atomandn2 is the density
of the buffer gas.
The internuclear forces cannot be considered for the calculation due to
the lack of data. Instead, the ions are treated as hard spheres with a
diameter ø. In addition, the diameter of indium(I)iodide cannot be found
neither for neutral nor for ionic state. Hence, the principle illustrated in




Figure 5.16: Illustration of the hard-sphere approximation to calculate the di-
ameter of InI+ as the sum of equilibrium internuclear distance reqi
of themolecular ion [116], radii of indium ion rIn+ and iodine atom
rI [114].
According to Banerjee [116], the single ionization of the indium(I)iodide
molecule results from an electron loss of the indium atom. Thus, the di-
ameter can be calculated as the sum of the equilibrium internuclear dis-
tance reqi of the indium(I)iodide ion in X 2Π-state, the radius of indium
ion and the radius of iodine atom. The radius of 5s-orbital of indium is
used as the ion radius due to the lack of data. Finally, the mass of the
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atoms are also used for the ions, given that the mass of the electron is
negligibly small.
For the calculation of the electron mobility, the Chapman’s correction
factor fD = 329π is employed, which considers the extremely dispropor-
tional masses of electrons and atoms. Furthermore, the electrons are as-
sumed as dimensionless, since their diameter e is far smaller than that








e2 ≈ 22 .
(5.32)
In due consideration of equation (5.32), of Chapman’s correction factor,
and that the reducedmass of an electron atompair µe2 =m2, the electron

















If the ion and electron mobilities are known, the free diffusion coeffi-














In this section, the rate equations are presented considering a steady-
state discharge. The left hand side of the equations describes the
generation processes and the right hand side the loss processes.
5.6.1 Rate equations
The partial vapor pressure of indium(I)iodide, source of the radiant com-
ponent indium, is determined by the cold spot temperature. For this
model, it is assumed that the discharge vessel is filled with enough in-
dium(I)iodide to provide a saturated vapor pressure at any given cold
spot temperatureTCS. On this basis, the neutral indium(I)iodide density
nInI in vapour phase is temperature dependent, but it is a constant for the
given temperature, even after ionization and dissociation processes, and





















e _ , (5.37)
where τInI+ is the lifetime of indium(I)iodide ions due to the ambipolar
diffusion.
On the other hand, it is assumed that the discharge vessel is filled with
argon at standard ambient temperature of 298.15K (25◦C) with a pres-
sure of pAr and sealed. Thus, the total argon density is calculated with
respect to that temperature and pressure, and limited to the calculated
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value. Hence, all pAr-values in the following sections are given for a tem-
perature of 298.15K and the argon density is independent fromTCS.
This total argon densitynAr corresponds to the sumof the argon densities
in ground state nArg , metastable states nArm1 and nArm2 , and ionic state
nAr+ . The rate equation of nAr+ is given by
nenArg K
Arg Ar+
e 2e + nenArm1 K
Arm1 Ar+







2e e + B
Ar+ Arm1




where τAr+ is the lifetime of argon ions due to the ambipolar diffusion.
The density of argon atoms in metastable states 42P2 and 42P0 can be
calculated with equations (5.39) and (5.40), respectively.
nenArg K
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e 2e ). (5.41)
















while the indium ion density nIn+ is given by
nenIng K
Ing In+











where τIn+ is the lifetime of indium ions due to the ambipolar diffusion.
If the electron and indium densities in ground and metastable states are
known, the density of optically accessible excited states nInExc can be cal-











The line emission coefficient ϵλkj of the spontaneous emission from






where λkj is the wavelength of the photon, emitted spontaneously, h is
the Planck constant and c is the speed of light.
A summary of required Einstein coefficients Akj for the relevant emis-
sion lines of indium found in the literature can be found in Appendix A.
There are discrepancies between the given Einstein coefficients, which
may lead to overestimation or underestimation of line emission coeffi-
cients. In this work, Einstein coefficients recommended by Kramida [24]
are used for indium, since this reference represents the most actual re-
view of available data.
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considering the limited lifetimeτI due to the free diffusion. The rate equa-









τI+ corresponds to the lifetime of iodine ions due to the ambipolar
diffusion.
Quasi-neutrality
The quasi-neutrality condition of plasma states that the electron density
must be equal to the density of single ionized atoms and molecules, as





ni+ = nAr+ + nInI+ + nIn+ + nI+ . (5.48)
MATLAB implementation
A series of MATLAB routines have been created to calculate the rate co-
efficients of all relevant processes, diffusion coefficients and lifetimes of
individual particles for any given plasma conditions. The rate equations
were coded as MATLAB symbolic functions and can be solved as a func-
tion of electron density, which is defined as a symbolic variable. The
electron density, at which the ionization rate equations and the quasi-
neutrality condition at the given electron temperature Te and lamp pa-
rameters (L, R, pAr andTCS) are fulfilled, represents the solution.
134
Results and discussions
5.7 Results and discussions
In this section, the plasma kinetics of an indium(I)iodide-argon low pres-
sure plasma inside a discharge vessel with a length of 60 mm, a diameter
of 16 mm and a wall thickness of 1mm obtained from the model will be
presented and discussed. Lamp parameters from [132] are chosen as a
starting point.
As mentioned above, the objective of this model is to determine the fun-
damental plasma parameters with the help of line emission coefficients
obtained by means of SROES. Therefore, the line emission coefficients,
as well as plasma parameters, e.g., electron ne, ion ni and excited atom
densities na∗ , should be calculated as a function of electron temperature
Te for a set of cold spot temperatureTCS and buffer gas pressurepAr pairs.
By comparing the measured ϵmeas and simulated line emission coeffi-
cients ϵsim(Te) of the given TCS-pAr pair, the electron temperature of
investigated lamps can be determined as ϵmeas = ϵsim(Te) =⇒ Te. Sub-
sequently, the corresponding plasma parameters are assigned to the
electron temperature, asTe =⇒ ne(Te),ni(Te),na∗(Te) . . .
5.7.1 Electron temperature and density
Figures 5.17 and 5.18 depict the calculated electron densities as a func-
tion of electron temperature at different TCS and pAr, respectively. The
ionization rate depends strongly onTe, and ne falls steeply with increas-
ing electron temperature in the range studied.
In due consideration of the relationship between the electron tempera-
ture and the reduced electric field asTe ∼ E/n [133], there are two pos-
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sibilities to increase Te without changing the lamp geometry or filling
species.
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Figure 5.17: Electron density at different cold spot temperatures TCS and at
constant argon buffer gas pressure pAr = 400 Pa as a function of
electron temperatureTe.
First, the indium(I)iodide density can be reduced, so that a longer mean
free path is reached. As a result, the inelastic collision rate and thus ne
decreases. Secondly, the electric field strength can be increased. This
way, more electrons have enough energy to ionize argon atoms and
indium(I)iodine molecules directly. The energy dissipation in disso-
ciative collisions with indium(I)iodide and in ionizing collisions with
indium shrinks. It causes a decrease in ne, since this two step ioniza-




Furthermore, the increase of both the cold spot temperature and the ar-
gon buffer gas pressure reduces the mobility of electrons and ions due to
the more frequent elastic collisions, which lead to lower ambipolar dif-
fusion losses. Consequently, the electron density rises, which results in
an increased rate of step-wise processes. As mentioned, step-wise pro-
cesses are more energy efficient. But more importantly, the threshold
energy for each step is smaller, which allows the electrons with lower ki-
netic energy also to participate in these processes. Thereby, a relatively
larger part of electron kinetic energy is dissipated in inelastic processes
and the electron temperature sinks [33]. As a result, higher electron den-
sities can be reached at lower electron temperatures.
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Figure 5.18: Electron density at different argon buffer gas pressurespAr and con-
stant cold spot temperature TCS = 493.15K as a function of elec-
tron temperatureTe.
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The decreasing left-shift of the individual curves in figure 5.18 to lower
electron temperatures is in good agreementwith the resulting increase of
argon density for each step of buffer gas variation. The increase of buffer
gas pressure from 200 Pa to 300 Pa results in an argon density rise of
50 %, while the increase from 300 Pa to 400 Pa causes an argon density
rise of only 33%, etc. However, the indium(I)iodide vapor pressure is
an exponential function of cold spot temperature, as demonstrated in
figure 6.8. Therefore, the variation of cold spot temperature by 10K steps
leads to an increasing left-shift of the individual curves in figure 5.17.
5.7.2 Ion and atom densities
Thecalculated ion andneutral particle densities are plotted infigures 5.19
and 5.20 as a function of electron temperature at lamp parameters
TCS = 493.15K and pAr = 400 Pa.
The dissociation process of indium(I)iodide has the highest rate coeffi-
cients in the studied Te-range compared to other generation processes
except excitation of indium and ionization of argon metastables, as dis-
played in figure 5.9. In due consideration of constant indium(I)iodide
density and high electron density at lower electron temperatures, the re-
sulting dissociation rate of indium(I)iodide causes a high indium and io-
dine density. Furthermore, the direct dissociative recombination of in-
dium(I)iodide ion is stronger at lower Te, as can be seen in figure 5.14,
which supports the generation of atomic indium and iodine.
Iodine features a longer lifetime than other species due to its small free
diffusion coefficient, as given in table 5.5, and has the lowest ionization
rate except ground state argon. Thus, the iodine atom density exceeds
even the density of indium(I)iodide at lowTe, while the iodine ion has the
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lowest density amongst all species. It should be noted that the electron
attachment to iodine is neglected in this model.
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Figure 5.19: Ion density at TCS = 493.15K and pAr = 400 Pa as a function of
electron temperatureTe.
Table 5.5: Free diffusion coefficients and lifetimes of neutral particles at
pAr = 400 Pa andTCS = 493.15K.
Ar42P2,42P0 In52P1/2,52P3/2 I
Dfree /m2·s−1 6.8 · 10−3 4.1 · 10−3 3.8 · 10−3
τfree /ms 1.2 2.0 2.2
On the contrary, indium has a high ionization rate coefficient and has
also the contribution of its metastable state to the ionization. Therefore,
at lowerTe, the total ion density is determined by argon and indium ions.
Since the excitation rate of indium into the metastable state is nearly
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twice as high as the de-excitation into the ground state, the indium
metastable density is higher than the ground state indium density over
the investigated Te-range. It should also be kept in mind that the same
free diffusion coefficient is assumed for both ground and metastable
states of indium.
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Figure 5.20: Particle densities of neutral argon, indium and iodine atoms aswell
as of neutral indium(I)iodide molecules at TCS = 493.15K and
pAr = 400 Pa as a function of electron temperatureTe.
For higher Te, the indium(I)iodide ion density exceeds the indium ion
density due to the increasing inefficient direct ionization as explained
in the section above. Although both the three body recombination rate
coefficient of indium ion and the direct-dissociative recombination rate
coefficient of indium(I)iodide ion fall with increasingTe, the decrease of
three body recombination rate is steeper. Additionally, the longer life-
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time of indium(I)iodide ion due to the ambipolar diffusion, as demon-
strated in table 5.6, supports the high ion density.
Table 5.6: Ambipolar diffusion coefficients and lifetimes of charged particles at
pAr = 400 Pa,TCS = 493.15K andTe = 1.15 eV.
Ar+ In+ I+ InI+
Da /m2·s−1 64.2 · 10−3 50.9 · 10−3 56.1 · 10−3 39.5 · 10−3
τa / µs 128.9 162.5 147.3 209.2
AtTCS = 493.15K and pAr = 400 Pa, nAr is about 3 orders of magnitude
higher thannInI. Additionally, the densities of argonmetastable states are
nearly in the same order ofmagnitude of indium(I)iodidemolecule. Thus,
the total ionization rate of argon from ground state andmetastable states
exceeds even the ionization rate of indium(I)iodide, although the ground
state argon has the smallest the ionization rate coefficient amongst all
species. This high ionization rate results in a higher argon ion den-
sity than the indium(I)iodide ion density over the investigatedTe-range.
Nevertheless, the ground state argon density is nearly constant, since
the argon ion density remains 4 to 8 orders of magnitude smaller than
the neutral argon density due to strong three-body recombination into
metastable states, de-excitation into the ground state and ambipolar
diffusion. This shows the significant contribution of argon metastable
states to the total plasma dynamics.
5.7.3 Line emission coefficients
Figures 5.21 and 5.22 show the calculated line emission coefficients ϵλ
for the essential emission lines of indium as a function of Te and ne,
respectively.
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For the calculations of ϵ326, the densities n52D3/2 and n52D5/2 , and the Ein-
stein coefficients A52D3/2→52P3/2 and A52D5/2→52P3/2 are added, since the
emission lines are located within a distance of 0.25 nm and cannot be
solved exactly with experimental setups available in the laboratory.
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Figure 5.21: Line emission coefficients for relevant emission lines of indium
at TCS = 493.15K and pAr = 400 Pa as a function of electron
temperatureTe.
The calculated electron densities for different lamp configurations vary
between 1015m−3 and 1019m−3 over the investigatedTe-range. The elec-
tron density of 1019m−3 corresponds to a total radiant power density
higher than 1·106W·m−3 for all emission lines accumulated. This value
exceeds even the electrical power density of commercially available low
pressure plasmas for general lighting applications. Therefore, the elec-
tron density range above 1019m−3 is irrelevant for experimental pur-
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model can be applied to obtain the plasma parameters, ifϵλ is determined
experimentally.
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Figure 5.22: Line emission coefficients for relevant emission lines of indium
at TCS = 493.15K and pAr = 400 Pa as a function of electron
density ne.
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Themercury-free discharges based on the indium(I)iodide-argon system
are driven by surface waves at a frequency of f = 2.45GHz in a dis-
charge vessel with cylindrical geometry. This chapter is dedicated to the
description of the experimental setup, implemented to drive as well as to
characterize the lamps radiometrically and electrically. In section 6.1, the
equipment to generate and measure the microwave power is described.
Section 6.2 presents the for this work developedmicrowave coupler “sur-
fatron” and its characterization bymeans of electromagnetic simulations
with the help of the simulation software CSTMicrowave Studio. The uti-
lized lamp bodies and the production process of the lamps are explained
in section 6.3, while section 6.4 details the optical measurement setup.
The sketch of the experimental setup including the device names is shown
in figure 6.1.
6.1 Microwave generation and measurement
Microwaves at the frequency of 2.45GHz are generated by a signal gen-
erator (Rohde&Schwarz, SMT03) and then amplified by a travelingwave
tube microwave amplifier (Amplifier Research, 200T2G4). Forward and
reflected power levels are measured with a directional power sensor (Ro-
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hde&Schwarz, NRT-Z44) with an accuracy of 3.2% of the reading. A cir-
culator (Bonn Elektronik, BCI0120-200) and a dummy load (Bonn Elek-
tronik, BT550) are inserted between the output of the microwave ampli-
fier and the power sensor to prevent instabilities or any damage to the
amplifier because of the reflected power. 50Ω coaxial cables are used to





































Figure 6.1: Sketch of the experimental setup, which consists of four parts, i.e.,
microwave generation and measurement, wave launcher, lamp and
optical measurement.
6.2 Microwave coupler: SURFATRON
Themicrowaves are coupled into the lamp with a coaxial wave launcher
known as “surfatron”. The surfatron is an m = 0-mode surface wave
launcher, which allows field shaping as well as impedance and frequency




The design of the surfatron is based on the works of Moisan [134],
Selby [19] and Kaiser [89, 135, 136]. Figure 6.2 portrays the surfatron
used in this work, whose main body is made of brass. It consists of two
parts: the coupler and the wave forming structure. The former is an
assembly of two joined parts, which are the input and the coupling ca-
pacitor. A standard 50Ω PTFE-filled N-Type connector (Rosenberger,
53K506-500N5), made from brass with gold plated contacts, is used as
input. The input transmission line of the N-type connector is threaded
to allow a screw connection with a conical structure (dia. = 9.5mm),
which serves as the coupling capacitor.
Figure 6.2:Wave launcher surfatron and its parts.
Figure 6.3 shows the true to scale cross section of the surfatron and the
lamp. The dark grey areas identify conductive parts of the surfatron
connected to the ground, while light grey designates the coupler itself.
Finally, the dielectric parts of the system, i.e., lamp tube and PTFE of the
N-type connector are indicated with diagonal stripes. The most impor-
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tant difference between the presented surfatron and those from previous
works is that the coupling capacitor is not a plate but has a conical geo-
metry, which does not exhibit any 90° bends on the transmission line. In
this way, parasitic capacitance effects between input line and plate are
prevented. The entire coupler section can be moved radially and fixed
with a screw. The wave forming structure consists of two metallic cylin-
ders forming a section of an air filled coaxial line. This section is termi-
nated by a short circuit at one end, while at the other end, a thin platewith
a coaxial opening forms a circular gap with the inner cylinder. From this
gap, azimuthally symmetric surface waves can be excited. The coaxial
opening has a diameter of 17.5mm, which results in a gap of 0.75mm
between the lamp surface and the surfatron. Thus, any heat loss due to
thermal conduction at contact points is prevented, which would signifi-
cantly complicate the accurate adjustment of the cold spot temperature.
The operation characteristics of the surfatron can be adjusted in three dif-
ferent ways [19, 137]: First, the distance l1 between the short circuit end
and the coupler can be varied, which results in a change of central operat-
ing frequency and the real part of the input impedance. The utilized sur-
fatron has a fixed short circuit at the back side and it is not tunable, since
the central operating frequency is predefined. In this way, a more com-
pact design is achieved. Secondly, the insertion depth of the couplerx can
be adjusted in order to alter the imaginary part of the input impedance.
Thirdly, by varying the gap distance д, the impedance and the operating
frequency can be altered. The presented surfatron has fixed dimensions,
l1 = 9mm, l2 = 9mm, D1 = 16mm and D2 = 28.3mm. Following
the design guidelines from [137], the dimensions of the surfatron have
been calculated with the help of the electromagnetic simulation software
“CST MWS” (Computer Simulation Technology AG, Microwave Studio
Module for high frequency components) in such a way that the central










Figure 6.3: True to scale cross section of the utilized surfatron. Dark grey areas
identify conductive parts of the surfatron connected to ground and
light grey area designates the coupler, while the dielectric parts of
the system, i.e., lamp tube and PTFE of the N-type connector are
indicated with diagonal stripes.
For this configuration, the electromagnetic simulation results of the E-
field distribution in open circuit operation are illustrated in
figure 6.4 a) and b) for both field components, i.e., Er andEz , respectively.
A specific amplitude of |Er | /Pel = 32 kV·m−1·W−1 can be achieved
between the coupling capacitor and the inner cylinder. Yet, the field
strength in the cylindrical gap is of utmost importance for the plasma ig-
nition and for the axial acceleration of electrons. A specific amplitude of
|Ez | /Pel = 61 kV·m−1·W−1 is achieved in the gap, which is one and a half
times higher than that, achieved with the former design of Kaiser [136].
By neglecting the dielectric and ohmic power losses PΩ within the sur-
fatron, the power consumption in the system can be divided into three
categories, i.e., the reflected powerPref at the interface between the power
supply line and the surfatron input, which results in the accepted power
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Pacc from the surfatron, the radiatedmicrowave power into the surround-
ing space Prad and the absorbed power by the plasma PA. The power bal-
ance is given by
Pmw = ηECG · Pel,
Pacc = Pmw − Pref,
PA = Pacc − Prad − PΩ,
≈ Pacc − Prad,
(6.1)
wherePmw is the generatedmicrowavepower by themicrowave amplifier
with the supply powerPel and the electronic control gear (ECG) efficiency
ηECG.
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Figure 6.4: Simulated distributions of a) radial, Er , and b) axial, Ez , electric field
components inside the novel surfatron in open circuit operation.
By adjusting the impedance of the surfatron to the impedance of the sup-
ply line or of the plasma, one can either reduce the amount of reflected
power at the interface between the supply line and the surfatron ormaxi-
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mize the absorbed power by the plasma, respectively. A low amount of re-
flected power does not always indicate a high PA, unless Prad also remains
low. Moisan [134] stated that the undesirable radiation of non-guided
waves can be minimized to a negligible level compared to the absorbed
power by the plasma by means of impedance matching. In this work, the
reflected power is neglected and only the accepted power Pacc and the to-
tal radiant flux of the plasmaΦtotal are considered for the calculation of
the plasma efficiency as ηPl = Φtotal/Pacc, while Prad is monitored with a
microwave leakage level detector (Robin, TX90).
The power balance is evaluated by parameter sweep simulations of
gap distance and coupling capacitor insertion depth for Pmw = 3W at
f = 2.45GHz. The input port of the system is defined as the cross sec-
tion of the N-type connector. The plasma is modeled as a composition of
individual rings with a thickness of 1mm and a width of 5.8mm, whose
attributes are calculated according to the Drude model. The plasma pa-
rameters, e.g., electron density and collision frequency are taken from
measurement results in chapter 7 with respect to their radial and axial
variation.
Figure 6.5 depicts the simulation results of the coupling factor of the sur-
fatron, ηCF = PA/Pmw. A maximum coupling factor of 0.81 is achieved
at д = 1mm and x = 0.8mm.
Furthermore, the reflection coefficient S 1,1, as well as Pacc, of this con-
figuration is plotted in figure 6.6 a) and b), respectively, as a function
of excitation frequency. At f = 2.45GHz, a reflection of −13.03 dB is
reached, which corresponds to 4.97 % of the input power. In due consid-
eration of the coupling factor of 0.81, it can be concluded that only about
14% of the input power is lost as dielectric and ohmic losses as well as
radiation of non-guided waves. The simulation results on dielectric and
ohmic losses correspond to PΩ = 0.049W, while the microwave radia-
tion into the surrounding reads as Pmw = 0.37W, which can be blocked
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by wrapping a metal mesh around the lamp as Faraday shield. However,
a mesh with low direct transmission may result in a reduced radiant flux.
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Figure 6.5: Simulation results of the surfatrons coupling factor at different cou-
pling capacitor insertion depths for Pmw = 3W at f = 2.45GHz as
a function of gap distance.
Additionally, the proper positioning of the lamp inside the surfatron
is of utmost importance for achieving high efficiency. As stated in
section 2.3.2, the surface waves, excited inside the cylindrical gap, prop-
agate in both axial directions along the discharge vessel and sustain the
plasma. However, the radiation, generated inside the discharge volume
enclosed by the surfatron is blocked and counts as loss. Thus, the in-
sertion depth of the lamp inside the surfatron should be minimized.
Furthermore, the propagation of surface waves is interrupted, when a
dielectric barrier, such as the end of the lamp, is encountered and the
surface waves are reflected. If the lamp is inserted inside the surfatron
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gap, then the reflection results in a constructive interference of both
waves [136].
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Figure 6.6: Simulation results of a) reflection coefficient S 1,1 and b) accepted
powerPacc forд = 1mmandx = 0.8mmas a function of frequency.
6.3 Lamp geometry and filling
The lamps employed in this work have a length of L = 60mm, a radius
of R = 8mm and a wall thickness of d = 1mm. With increasing lamp
diameter, the ratio of the surface area to the discharge volume decreases,
which leads to lower ambipolar diffusion losses. However, a larger di-
ameter results also in a stronger self-absorption, which has a negative
effect on the efficiency. It should also be kept in mind that according
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waves is difficult, if the product of excitation frequency and lamp radius
is > 20GHz·mm. Hence, the upper limit for the discharge vessel radius
at the chosen excitation frequency of 2.45GHz is 8.2mm.
The individual steps of the lamp production are demonstrated in fig-
ure 6.7. Fused silica glass tubes are sealed planar on one side, while
narrowed and extended with a filling stem on the other side to simplify
the filling of the lamp. A glass rod is fused axially to the planar surface to
allow an easy positioning of the lamp inside the surfatron.
Figure 6.7: Individual steps of the lamp production. Fused silica tubes are fused
planar on one side, while the other side is narrowed and extended
with a filling stem. A glass rod is fused axially to the planar surface
to simplify the accurate positioning of the lamp inside the surfatron.
After the filling, the lamps are sealed by fusing the filling stem.
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“fused quartz glass”, if natural quartz sand or quartz crystal is employed
as the rawmaterial of the fusion process [139]. The term “synthetic fused
silica glass” is only used, if silicon tetrachloride SiCl4 is oxidized in an
oxyhydrogen flame to manufacture glass rods [139]. However, the com-
monly accepted nomenclature defines quartz glass as crystalline silica
and fused silica as non-crystalline silica glass. To avoid any misunder-
standing, the term “fused silica glass tubes” is used to describe the lamb
bodies in this work.
The lamp bodies are cleaned with isopropyl alcohol and sealed with a
valve (Swagelok, SS-6BG-MM with Ultra-Torr fittings), which remains
connected to the lamp during the entire production process (except in
the glovebox) to protect it from impurities. Then, the lamp bodies are
baked in a self-made industrial oven at 1073.15K, while being evacuated
with a vacuum system until the pressure inside the lamp body reaches
≤ 1 · 10−4 Pa, which takes typically 6 to 8 hours. In this way, the im-
purities like water or oxygen are removed from the lamp bodies. The
vacuum system consists of a turbo molecular pump (Oerlikon Leybold
Vacuum, Turbovac 50) and two rotary vane pumps (Oerlikon Leybold
Vacuum, Trivac D 16 B), where one of them serves as a backing pump of
the turbo molecular pump. Since the rotary vane pumps are oil-sealed,
an adsorption trap (Vacom, KF Adsorption Trap including Heater) and
oil mist eliminator (Vacom, OME) are used to prevent any oil contamina-
tion of the lamp.
The baked lamp bodies are cooled to room temperature and then filled
with overpressure argon to prevent any impurity diffusion into the lamp
during the transport into the glovebox. There, the lamp bodies are
filled with 0.1mg of indium(I)iodide in form of beads (Sigma-Aldrich,
EC Number: 237-746-3) under nitrogen atmosphere. The beads are
155
The lamp tubes aremade of high purity electrically fused silica glass (Her-
aeus Quarzglas, HSQ 700) [138]. Themanufacturer brands a glass type as
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side the glovebox without any exposure to oxygen and moisture, whose
concentrations are always kept below 0.1 ppm.
After the filling of indium(I)iodide, the lamp bodies are transported back
to the vacuum system, where the nitrogen inside the lamp bodies is evac-
uated. Then, they are filled with high purity argon (Air Liquid, Argon
N50) as buffer gas at different pressures, which are measured by a capac-
itive gauge (Pfeiffer Vacuum, CMR 363) with an accuracy of 0.2 % of the
reading. Finally, the lamp bodies are sealed by fusing the filling stem.
Since the lamps are filled with buffer gas at the standard room tem-
perature of 298.15K, the specified pAr-values in this work are only
valid at this temperature and the argon atom density must be calculated
accordingly.
However, the amount of indium(I)iodide in gaseous phase is a function
of cold spot temperatureTCS and not of the filled amount, as long as the
filled amount is big enough to sustain a saturated vapor pressure for the
given TCS. Thus, the lamp bodies are encased with a cylinder made of
fused silica with a diameter of 30 mm and heated externally by a hot air
blower (Steinel, HG 2310) during the operation. On one side of the glass
casing, a slit with a width of 1mmwas opened to allow themeasurement
of the temperature alongside the lamp body with an IR-camera (FLIR,
A325). The slit is needed, since the IR-camera is sensitive in the spec-
tral range between 7.5 µm and 13 µm, where fused silica glass is non-
transparent [138]. The IR-cameras used in thermography application are
calibrated with regard to an ideal black body radiator. The deviation of
the emission properties of fused silica glass from an ideal black body radi-
ator is taken into account with an emissivity of 0.88 [89]. In this way, the
cold spot temperature can be adjusted and monitored for the systematic
investigation with an accuracy of ±2% of reading.
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The density of indium(I)iodide molecules in gaseous phase is plotted in
figure 6.8 as a function ofTCS together with the density of the entire in-
dium(I)iodide filling.
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Figure 6.8: Density of indium(I)iodide molecules in gaseous phase as well as
density of the entire indium(I)iodide filling as a function ofTCS.
According to the model in chapter 5, the filled amount is enough to en-
sure a saturated vapor pressure in the investigatedTCS-range and for the
investigated lamp parameters, since the sum of the indium(I)iodide, in-
dium and iodine densities (neutral and ionic) does not exceed the filling
density.
After the fabrication of the lamps, the suitability of the chosen radius
R = 8mm is tested for the azimuthal symmetric operation mode with
surfacewaves. For this purpose, the variation of the electric field strength
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Er is measured at different azimuthal positions φ = 0◦, 90◦, 180◦ and
270◦ of a lamp filled with 400 Pa argon and driven with Pacc = 3W by a
coaxial probe, whose axial distance from the end of the lamp and radial
distance from lamp axis remain constant during the measurements. The
signal from the coaxial probe, which is positioned perpendicular to the
lamp surface, is read by an oscilloscope with a bandwidth of 4GHz (Ro-
hde&Schwarz, RTO1044). Considering the oscilloscope input resistance
of 50Ω, the Fourier transformed measurement data are displayed in fig-
ure 6.9 as a function of frequency.
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Figure 6.9: E-field strength of the lamp filled with 400 Pa and driven with
Pacc = 3W, measured by a coaxial probe at different azimuthal po-
sitions φ = 0◦, 90◦, 180◦ and 270◦, whose axial distance from the
end of the lamp and radial distance from lamp axis remain constant.
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An angular variation of the field strength could not be observed for
f = 2.45GHz, which verifies the m = 0-mode operation of the surfa-
tron.
6.4 Optical measurement
The schematic side view of the employed optical measurement setup
including the lamp and the surfatron is shown in figure 6.10 for a bet-
ter illustration of direction of movement of the telescopic optical probe
















































Figure 6.10: Schematic side view of the optical measurement setup including
the surfatron and the lamp, as well as the direction of movement
of the telescopic optical probe mounted on the X-Z-stage relative
to the lamp. During the spectral irradiancemeasurements, the tele-
scopic optical probe is removed from the setup.
Optical measurements to determine the spectral radiance of the lamps
are carried out with an array spectrometer (Instrument Systems, CAS
140CT) in a crossed-Czerny-Turner monochromator setup and a tele-
scopic optical probe (Instrument Systems, TOP200-102). The objective
lens of the probe (Instrument Systems, TOP-100-311) features an aper-
ture with a diameter of 125 µm and an objective with an f -number of
f /2.8. At a distance of 240mm, this optical system results in an active
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measurement area of 0.068mm2 on the lamp surface. Since the lens
is transparent down to 368 nm, only the emission lines of indium at
410.17 nm and 451.13 nm can be investigated. The calibration used
for the measurements was established by the manufacturer with NIST
-traceable (National Institute of Standards and Technology) standards.
No data about the measurement uncertainty of the calibration stan-
dards is available. An instrumental accuracy of ±4% is specified by
the manufacturer.
The optical probe is assembled on a fully automated X-Z-stage (PI mi-
Cos, LS-110 & ES-100) with a digital controller (PI miCos, SMC corvus
eco), which allows the scanning of the lamp vertically and horizontally
with the maximum spatial resolution of 0.1 µm and a covered area of
360 × 26mm2. The stage is positioned in such a way that the telescopic
optical probe is at a perpendicular distance of exactly 240mm from the
lamp surface. A self-developed Labview-program serves as a remote con-
trol unit for both the array spectrometer and theX-Z-stage, thus enabling
their co-operation. With this combined system, a spatial lamp scan with
a total of 9600 recorded spectra (160 radial× 60 axial) between the wave-
lengths 380 nm and 800 nm takes about 20min.
The effect of the operating conditions of the lamp, e.g., electrical input
power and cold spot temperature, on the plasma efficiency is inves-
tigated by means of irradiance measurements. Spectral irradiance is
measured with the help of a scanning spectrometer (Instrument Systems,
Spectro 320-164) in a double Czerny-Turner monochromator setup, a
cosine-corrected optical probe with diffuser (Instrument Systems, EOP-
146) and a UV-transparent fiber bundle (Instrument Systems, OFG-465).
Two detectors, i.e., a photomultiplier tube and an InGaAs-photodiode
cover a spectral sensitivity range between 190 nm and 1700 nm, while
two holographic gratings with 1200 grooves/mm and two ruled gratings
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with 600 grooves/mm are responsible for the diffraction in UV-VIS and
IR region, respectively.
The optical probe is positioned in a distance of 700mm from the lamp to
allow the point source approximation according to the inverse-square-
law with a systematic error of 0.74%. The wavelength calibration of the
spectrometer was established using a mercury-argon line source (Lot-
Oriel, Pen-Ray LSP035). Two lamps, i.e., a deuterium lamp (Cathodeon
Lt., UK, V03) and a halogen lamp (Osram Sylvania, FEL 1000W 120
V) serve as transfer standards for irradiance calibration in UV and VIS-
IR-region, respectively. Both lamps are PTB-certified (Physikalisch-
Technische Bundesanstalt) with a measurement uncertainty of 7 % and
±1.6% for UV- and VIS-IR-region, respectively, while the spectrometer








Electrodeless, surface wave driven mercury-free low pressure lamps
based on the indium(I)iodide-argon system are investigated systemati-
cally for a broad range of operating parameters. The spatially resolved
optical emission spectroscopy (SROES) assisted by spectral irradiance
measurements is chosen as the diagnostic method to identify the plasma
parameters and to determine the plasma efficiency. Thus, relevant in-
sights can be gained into the relationship between plasma efficiency,
plasma parameters and operating parameters. Section 7.1 is devoted
to the validation of applicability of SROES for the investigated lamps,
while the results of the investigations are presented and discussed in
section 7.2.
7.1 Validation of the diagnostic method
In section 4.1, the SROES method is simplified under the assumption of
specific conditions, such as cylindrical symmetry, optically thin plasma
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and a radial emission profile suitable for the Abel transformation. For a
low pressure plasma in cylindrical geometry, cylindrical symmetry of ra-
diation is a safe assumption as long as the applied surface waves exhibit
the m = 0-mode, which is already demonstrated in section 6.3. How-
ever, the optical thinness of the plasma should be proved theoretically.
The sections 7.1.1 and 7.1.2 are dedicated to the verification of optical
thinness. Furthermore, in section 7.1.3, the applicability of Abel’s inver-
sion method for the radial emission profile of the investigated lamps is
discussed. Finally, the emission spectrum of the indium(I)iodide-argon
system is presented and analysed in section 7.1.4.
7.1.1 Broadening of emission lines and self-absorption
The Ladenburg relation to calculate the line absorption coefficient αλ is
already given in equation (4.5). Figure 7.1 depicts the calculated αλ for
both emission lines of indium at 410.17 nm and 451.13 nm at different
TCS and pAr = 400 Pa as well as atTCS = 493.15K and pAr = 200 Pa as
a function ofTe. The needed lower state densities nj depend strongly on
Te and are taken from the collisional-radiative model (CRM) presented
in chapter 5, while the used constants can be found in table 7.1.
Table 7.1:Needed constants to calculate αλ via Ladenburg relation for both
emission lines of indium [24].
λ0 / nm k - j дk - дj Akj / s−1
410.17 62S1/2 - 52P1/2 2 - 2 5 · 107
451.13 62S1/2 - 52P3/2 2 - 4 8.9 · 107
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Figure 7.1: Calculated line absorption coefficients αλ for different TCS and pAr
as a function ofTe.
FWHMs. Equation (4.6) gives the FWHM∆λNatural of a line experiencing
natural broadening. ∆λNatural depends on the lifetimes of the higher and
lower energy states of the optical transition resulting in the investigated
line. The lower state of the transition at 410.17 nm is the ground state
of indium, while that at 451.13 nm is the first metastable state. Since
the lifetime of a ground state is infinite and the lifetime of a metastable
state is orders of magnitude longer than that of an optically accessible
state, the last term in equation (4.6) can be neglected for both emission
lines. Furthermore, the energy distribution function of gas particles is
assumed as Maxwellian. Thus, equation (4.10) can be used to calculate
the FWHM of Doppler broadening ∆λDoppler.
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In addition to αλ , the broadening profiles of emission and absorption
lines should be determined, beginning with the calculation of their
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and (4.9), it can be concluded that the Voigt profile depends only on the
gas temperatureTg. In a low pressure plasma, the spatial distribution of
the gas temperature does not vary strongly. Thus, for the following cal-
culations, the gas temperature is approximated as Tg = TCS andΨλ(λ)
is assumed as spatially constant. Furthermore, the kinetic energy of in-
dium atoms in higher and lower energy states does not differ strongly.
Therefore, the same profile Ψλ(λ) = Ψϵ (λ) = Ψα (λ) is used for both
emission and absorption. The FWHMs of natural and Doppler broad-
ening are displayed in table 7.2 for TCS = 493.15K, with the constants
needed to calculate equations (4.6) and (4.10).
Table 7.2: Calculated FWHMs of natural and Doppler broadening for the rele-
vant emission lines of indium at 493.15 K and the needed constants
to solve equation (4.6) and equation (4.10).
FWHM Constants
410.17 nm 451.13 nm Mass [80] Lifetime [24]
∆λNatural / pm 0.012 0.015 mIn / u τ62S1/2 / ns
∆λDoppler / pm 0.609 0.669 39.95 7.19
7.1.2 Calculation of the escape factor
Themathematical approach proposed by Summers [92] to evaluate the es-
cape factorΘ for a given line of sight is already presented in section 4.1.2.
For the further simplification of equation (4.3), Summers made some as-
sumption such as a spatially constant α(λ, r ). However, α(λ, r ) depends
on the absorber density nj, i.e., indium density in ground and metastable
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TheVoigt profile is given in equation (4.11) as the convolution ofDoppler
and natural broadening profiles. In due consideration of equations (4.8)
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strength, which is non-uniform in surface-wave driven plasmas [105].
Thus, the radial variation ofnj cannot be neglected in a lampwithmolecu-
lar filling, which does not serve directly as the radiating species. Since the
radial profile of E-field or electron densityne is not known a priori, an ap-
proximation is needed. Irons [93] states that an absolute upper limit toΘ
is in the case of uniform emission, while the lower limit is in the case of a
Dirac delta emission function in the center of the lamp surrounded by ab-
sorbers. Both cases are not plausible for a low pressure plasma. Thus, the
electron density profile is approximated by equation (7.1), as predicted
by Moisan [58].
ne(r ) = ne0 J0(κr/R), (7.1)
where ne0 is the electron density on the central axis of the lamp and
J0(κr/R) is the zero order Bessel function of the first kind. Since Fer-
reira [60] showed that the profile for surfacewave driven plasmasmust be
flatter than the Bessel function with κ = 2.405, κ = 2 is chosen to calcu-
late ne-distribution. The nj and ϵλ-values are assigned to corresponding
ne-values with the help of the CRM. The escape factorΘλ is then calcu-
lated by equation (4.3).
The effective escape factor Θeffλ is determined by equation (4.4) consid-
ering the removal factor ϵrem. Different methods are proposed by Kast-
ner [94] and Athay [140] to calculate the removal factor. In this work, an





where ϵdeg is the degradation rate, which considers both the collisional
de-excitation of the absorber from the excited state k into a lower energy
state j but also its excitation into a higher energy state l aswell as its direct
ionization.
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state. Indium atoms are formed in the plasma by dissociating indium(I)-
iodide molecules. The dissociation rate is a function of electrical field
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Thedegradation rate is the ratio of non-radiative decay rate of the excited

















where Kk le (Te), Ck je (Te) and Kk ie 2e(Te) are the electron impact excitation,
de-excitation and ionization rate coefficients, respectively. The degrada-
tion rate and consequently the removal factor depend only on the elec-
tron temperature and density. The density of the emitting particles does
not affect the rate.
The needed cross sections and the rate coefficients for the energy state
62S1/2 are calculated with the help of the CRM and plotted in figures 7.2
and 7.3, respectively. The de-excitation due to collisions with heavy
particles are neglected both in the model and in the calculation of the
degradation rate.
Figure 7.4 displays the calculatedΘλ andΘeffλ for both emission lines of
indium at different TCS and pAr = 400 Pa as well as at TCS = 493.15K
and pAr = 200 Pa as a function of αλ . In the consideredTe-range of fig-
ure 7.1, the effective escape factor for the emission line at 451.13 nm is
over 90%, while a self-absorption up to 50% should be anticipated for
the emission line at 410.17 nm. Thus, the former is chosen for further
investigations, since it fulfills the applicability condition of SROES for
optically thin plasma.
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Figure 7.2: Calculated cross sections for electron impact excitation (exc.), de-
excitation (de-exc.) and ionization (ion.) of the indium state 62S1/2
as a function of incident electron energy E.
7.1.3 Validation of Abel’s inversion method
The final condition for SROES is the suitability of the radial emission
profile of the investigated lamps for the inverse Abel transformation.
Figure 7.5 a) shows the spatially resolved radiance data measured on
a lamp filled with pAr = 400 Pa, while driven with Pacc = 3W at
TCS = 493.15K.
The x-axis represents the perpendicular distance y from lamp axis in a),
but the radial position r in b), c) and d), where r = 0 is the axis of the
lamp. Figure 4.1 serves as a better illustration ofy and r . The y-axis gives
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the axial position l along the lamp, where l = 0 is the coupling position
between surfatron and the lamp.
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Figure 7.3: Calculated rate coefficients for electron impact excitation (exc.), de-
excitation (de-exc.) and ionization (ion.) of the indium state 62S1/2
as a function of electron temperatureTe.
The radiance data were converted to line emission coefficients by means
of curve fitting and cosine-expansion methods, as shown in figure 7.5 b)
and c), respectively. In figure 7.5 d), the deviation of both methods is
given. The deviation of the derived emission coefficients is smaller than
10% in the central part of the lamp for−5.5mm≤ r ≤ 5.5mm. Although
a maximum deviation of 48 % is reached near the boundary between the
lampwall and the plasma, the overall deviation of total radiant fluxes cal-
culated by volume integration of emission coefficients is only 3.95 %.
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Figure 7.4: Calculated Θλ and Θeffλ for the indium emission lines at 410.17
nm and 451.13 nm as a function of αλ at a) pAr = 200 Pa
and TCS = 493.15K; b) pAr = 400 Pa and TCS = 493.15K;
c) pAr = 400 Pa and TCS = 503.15K, and d) pAr = 400 Pa and
TCS = 513.15K.
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a ) b )
c ) d )
Figure 7.5: a) Radiance at 451.13 nm measured on the lamp filled
with pAr = 400 Pa, while driven with Pacc = 3W at
TCS = 493.15K; b) Line emission coefficients calcu-
lated with curve fitting method; c) Line emission co-
efficients calculated with cosine-expansion method;
d) Deviation of both methods.
Furthermore, a photographic image was taken from the face of the lamp
with a 12.2-megapixel digital single-lens reflex camera (Canon, 450D),
while filtering the incident radiation with a bandpass filter (Edmund op-
tics, Techspec 65140) at 450 nm. The image is analyzed with the tech-
nical computing software Matlab by importing the image’s blue chan-
nel as 8-bit integers and then by normalizing the intensity distribution,
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as shown in figure 7.6 a). The radial intensity distribution is displayed
in figure 7.6 b) together with the corresponding curve fitting. Addition-
ally, the spatial ϵ451-distribution from figure 7.5 b) is axially integrated,
normalized and plotted for comparison. The external heating should be
moved sidewards for the frontal photo shoot, which results in an inhomo-
geneous heating. Consequently, the off-axis peak on the left-hand side is
taller than the one on the right hand side. Apart from such small devi-
ations, the radial emission profiles from the Abel’s inversion technique
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Figure 7.6: a) Photographic image taken from the face of the lamp with a single-
lens reflex camera and a bandpass filter at 450 nm. The blue chan-
nel of the image is imported and the intensity of the emission is
normalized. b) Radial emission profile of the lamp taken from the
image, the corresponding curve fitting and the axial integration of
ϵ451-distribution from figure 7.5 b) as comparison.
Thus, the applicability of the inverse Abel transformation on the radial
emission profiles of the surface-wave driven lamps is proved. Further-
more, it is shown that both Abel’s inversion methods deliver very similar
results, although the curve fitting method is easier to adopt and faster to
perform. Thus, the curve fitting method is adopted for further investi-
gations. Subsequently, the conversion factor between radiant flux and
irradiance is calculated as ξcon = 5.119m2 for the given geometry.
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7.1.4 Spectral analysis of indium(I)iodide-argon filling
Figure 7.7 shows the spectral irradiance measured with the lamp filled
with pAr = 800 Pa, while operating at the peak efficiency configuration
TCS = 493.15K and Pacc = 3W.
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Figure 7.7: Spectral irradiance measured with a lamp filled with pAr = 800 Pa,
while driven with Pacc = 3W atTCS = 493.15K.
The spectrum is dominated by the atomic emission lines of neutral in-
dium, whose transitions are illustrated in figure 2.1. Yet, the resonance
line at 410.17 nm is overlapped with weak molecular radiation. Accord-
ing to Wehrli [141, 142], indium(I)iodide exhibits molecular radiation
with two maxima at 399.34 nm and 409.85 nm. Since the given wave-
lengths of the maxima are in complete agreement with the measured
spectrum, molecular radiation is related to indium(I)iodide. Nonethe-
less, the two atomic lines at 410.17 nm and 451.13 nm account for about
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67% of the total emission, while the contribution of molecular radia-
tion remains below 5%. The contribution of argon emission is negligible
in the investigatedTCS-range, while neutral iodine does not feature any
strong emission lines in the relevant wavelength range between 200 nm
and800 nm [24]. Therefore, only the emission of indiumbetween256 nm
and 451 nm is considered to determine the efficiency.
The emission line at 410.18 nm was already ruled out for the investiga-
tions via SROES due to the strong self-absorption at this wavelength, as
shown in section 7.1.2. In addition to that, the overlapped molecular ra-
diationmay result in the overestimation of line emission coefficients and
consequently of the plasma parameters.
7.2 Parameter study and investigation
of plasma properties
Theplasma is characterizedwith regard to plasma efficiency as a function
of operating parameters, i.e, field strength, cold spot temperature TCS,
buffer gas pressure pAr and accepted MW-power Pacc. Thereby, the re-
lation between operating configurations, plasma parameters and plasma
efficiency could be identified, as presented and discussed in the following
sections.
7.2.1 Variation of field strength
The radiance data measured at 451.13 nm on a lamp filled with
pAr = 400 Pa, while driven at Pacc = 3W andTCS = 493.15K is plotted
in figure 7.5 a), while the spatial distribution of line emission coefficients
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can be found in figure 7.5 b). The plasma parameters, e.g., electron den-
sity ne and electron temperature Te can then be derived from the line
emission coefficients with the help of the CRM, as shown in figure 7.8 a)
and b), respectively. Near the surfatron-lamp interface for l ≤ 10mm,
a relative minimum of ϵλ as well as of ne occurs on the axis, while twin
maxima are located near the lamp walls, as can be seen in figure 7.5 b)
and in figure 7.8 a), respectively.
a ) b )
Figure 7.8: a) Spatial distribution of the calculated electron densities of the
lamp filled with pAr = 400 Pa, while driven with Pacc = 3W at
TCS = 493.15K; b) Spatial distribution of the corresponding elec-
tron temperatures.
Moisan [58] and Margot [143] stated that the so-called off-axis peaks
occur at higher frequencies, where the electric field strength rises sig-
nificantly from lamp axis to the lamp wall, while for lower frequencies
f < 800MHz, a nearly uniform radial field strength with a Bessel-like
electron density distribution can be observed. According to Besner [144],
at the end of the plasma column, the radial maximum is located on the
axis regardless of the frequency and pressure. It should be kept in mind
that Besner used open ended fused silica tubing, where the length of
the plasma column can be varied by changing the input power. Yet, the
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electrical field strength drops always under a critical value at the end of
the plasma column [38].
In summary, the off-axis peaks of ϵλ may be attributed to the skin ef-
fect. The alternating microwave field cannot penetrate into the plasma
at higher frequencies and for higher electrical conductivities, which
is mostly the case near the surfatron, where the electron density is
maximum.
To verify this assumption, the radiance measurements were under-
taken for different buffer gas pressures and operating configurations:
Figure 7.9 a) shows the radiance data measured on the lamp filled with
400 Pa argon, while driven with Pacc = 6W at TCS = 493.15K, while
the spatial distributions of line emission coefficients, of the electron den-
sity and of the electron temperature can be found in subfigures b), c)
and d), respectively. The results for the lamp filled with 400 Pa argon,
while driven with Pacc = 9W at TCS = 493.15K can be found in fig-
ure 7.10. Similarly, the measured and derived data of the lamp filled with
200 Pa argon, while driven with Pacc = 3W atTCS = 493.15K are given
in figure 7.11.
With increasing input power, the length of the plasma column also in-
creases, until it reaches the end of the discharge vessel and the surface
waves are reflected. Hence, standingwave patterns arise along the plasma
column, causing a modulation of the axial radiation and electron density
profiles, as can be seen in subfigures 7.9 b) and c). Multiple axial max-
ima homogenize the axial radiation profile [145]. Additionally, the strong
electrical field due to the constructive interference leads to the formation
of the off-axis peaks also at the end of the discharge vessel, as demon-
strated in figure 7.10 b).
Another possibility to increase the electrical conductivity and
subsequently to intensify the skin effect, is to reduce the buffer gas pres-
177
Investigation of indium(i)iodide-argon plasmas
sure. It results in an increase of the reduced electrical field [133, 146]
and of the mobility of the charged particles, which leads to a higher elec-
trical conductivity and to the formation of the off-axis peaks, outspread
farther from the surfatron at the same input power, as can be seen in
figure 7.11 b).
a ) b )
c ) d )
Figure 7.9: a) Radiance data measured at 451.13 nm on a lamp filled with
pAr = 400 Pa, while driven with Pacc = 6W at TCS = 493.15K;
b) Spatial distribution of the calculated line emission coefficients at
451.13 nm; c) Spatial distribution of the calculated electron densi-
ties; d) Spatial distribution of the calculated electron temperatures.
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a ) b )
d )c )
Figure 7.10: a) Radiance data measured at 451.13 nm on a lamp filled with
pAr = 400 Pa, while driven with Pacc = 9W at TCS = 493.15K;
b) Spatial distribution of the calculated line emission coefficients at
451.13 nm; c) Spatial distribution of the calculated electron densi-
ties; d) Spatial distribution of the calculated electron temperatures.
7.2.2 Variation of cold spot temperature
Indium(I)iodide is filled into the lamp in the form of condensed pellets.
In the closed volume of the discharge vessel, the cold spot temperature
determines saturated vapor pressure of the indium(I)iodide. Hence, the
plasma parameters depend strongly on the TCS. The efficiency, as well
the radiant flux, of the lamps filled with pAr = 100, 200, 400 and 800 Pa
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is plotted as a function ofTCS for Pacc = 3 and 6W in figure 7.12 a), b), c)
and d), respectively.
a ) b )
c ) d )
Figure 7.11: a) Radiance data measured at 451.13 nm on a lamp filled with
pAr = 200 Pa, while driven with Pacc = 3W at TCS = 493.15K;
b) Spatial distribution of the calculated line emission coefficients at
451.13 nm; c) Spatial distribution of the calculated electron densi-
ties; d) Spatial distribution of the calculated electron temperatures.
The lower limit ofTCS is chosen as 451.15 K for this investigation, since
the indium(I)iodide density is too low for a significant contribution to the
emission below this temperature and the spectrum of the lamp becomes
that of a pure argon plasma.
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The saturated vapor pressure of indium(I)iodide, whose density can be
calculated by [69, p. 129] and the ideal gas law, is an exponential function
of the cold spot temperature. With increasingTCS, an increase in radiant
flux as well in plasma efficiency can be observed, whereas the maximum
efficiency is located at 483.15K≤ TCS ≤ 503.15K for different buffer gas
pressures. For higherTCS than the optimum, the efficiency declines once
again, although the spectrum does not change significantly. The thermal
development of the emission spectrum can be found in figure 7.13 for the
lamp filled with pAr = 400 Pa and driven at Pacc = 3W. The resonance
emission line at 410.17 nm shrinks forTCS > 493.15K , while the rise of
emission line at 451.13 nm continues up toTCS = 503.15K .
This effect can be explained as follows: In figure 7.14, the densities of
indium atoms in ground, metastable and 62S1/2 states, calculated with
the CRM, are shown for pAr = 400 Pa and different TCS as a function
ofTe.
The density of ground and metastable state indium atoms increases
monotonically with the cold spot temperature. However, the density of
excited indium atoms at 62S1/2-state saturates forTCS > 493.15K.Thus,
the self-absorption of emitted radiation increases with cold spot temper-
ature, while the number of emitted photons remains constant above the
optimum TCS, which results in the decrease of the radiant flux and the
efficiency.
The relevant Te-range for the lamp filled with pAr = 400 Pa is between
1.04 eV and 1.13 eV, as can be seen in figure 7.8 b). In this range, an in-
creasing cold spot temperature leads to a higher αλ , as given in figure 7.1.
Additionally, figure 7.4 demonstrates that Θeff451 exceeds Θ
eff
410, although
α410 is lower than α451 in theTe-range of interest. Thus, the diminution
of the emission line at 451.18 nm starts at higher cold spot temperatures
than at 410.17 nm.
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Figure 7.12: Efficiency and radiant flux of the lamps filled with
pAr = 100, 200, 400 and 800 Pa, driven with Pacc = 3W and
6W as a function ofTCS.
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Figure 7.13: Spectral irradiance measured with a lamp filled with pAr = 400 Pa,
while driven with Pacc = 3W at different cold spot temperatures
453.15K < TCS < 513.15K.
Figures 7.15 and 7.16 depict the measured radiance data and the spatial
distributions of the line emission coefficients, the electron densities and
the electron temperatures for the lamps filled with pAr = 400 Pa, while
driven with Pacc = 3W at TCS = 503.15 and 513.15K, respectively.
The subfigure d) has in both figures a reversed y-axis for a better illustra-
tion. Thus, the effect of cold spot temperature on the spatial distribution
of Te can be analyzed by comparing the corresponding subfigures from
figures 7.8, 7.15 and 7.16.
Two important observations can be made from this analysis: First, Te
depends very weakly onTCS. Secondly, the plasma column shrinks with
increasingTCS.
The former can be explainedwith the weakmomentum transfer between
electrons and indium(I)iodide molecule and also its atomic byproducts
indium and iodine. The indium(I)iodide density in the investigatedTCS-
range is 3 to 5 orders of magnitude lower than the argon density. There-
fore, the frequency of elastic collisions between electrons and indium(I)-
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iodide molecules is negligible with respect to that of collisions between
electrons and argon atoms.
Additionally, the kinetic energy transfer during an elastic collision is pro-
portional to the ratio between the masses of the collision partners. Since
the indium(I)iodide, indium and iodine are much heavier than argon, the
kinetic energy transfer from electrons is also negligible for these species.
Similar to the electron temperature, the electron density also drops with
increasingTCS above the optimum. As shown in figure 7.14, the percent-
age of electrical power dissipated in the dissociation of indium(I)iodide
rises with TCS (since neutral indium density increases) for the investi-
gatedTe-range, while power dissipated in the excitation of indium atoms
remains nearly constant, which results in a smaller power investment in
the ionization for a constant Pacc. Consequently, the electron density de-
creases, as demonstrated in subfigure c) of figures 7.15 and 7.16.
Figure 7.17 a), b) and c) depict the calculated ion densities of argon, in-
dium and indium(I)iodide, respectively. Below the optimumTCS, the con-
tribution of indium to the electron density grows with increasing TCS,
while that of argon declines. Since the ionization of indium is more ef-
ficient than that of argon, an increase in the efficiency can be observed
in figure 7.12 with increasingTCS. However, the indium ion density satu-
rates above the optimumTCS for electron temperaturesTe > 1.06. Nev-
ertheless, the decrease of argon ion density continues, which results in
a lower overall electron density. Furthermore, the direct ionization of
indium(I)iodide molecules becomes more frequent despite its higher en-
ergy cost compared to the step-wise ionization of indium atom, which
leads to an decreased efficiency and to an increased power absorption
from thewavefield per unit length of the plasma column. Since the length
of the plasma column depends on the input power and its axial attenua-
tion rate [38], the plasma column shortens for increasingTCS at a constant
Pacc, as shown in subfigure b) of figures 7.15 and 7.16.
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Figure 7.14: Calculated densities of indium atoms in energy states a) 52P1/2,
b) 52P3/2 and c) 62S1/2 at differentTCS for pAr = 400 Pa as a func-
tion of electron temperatureTe.
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a ) b )
c ) d )
Figure 7.15: a) Radiance data measured at 451.13 nm on a lamp filled with
pAr = 400 Pa, while driven with Pacc = 3W at TCS = 503.15K;
b) Spatial distribution of the calculated line emission coefficients at
451.13 nm; c) Spatial distribution of the calculated electron densi-
ties; d) Spatial distribution of the calculated electron temperatures.
7.2.3 Variation of buffer gas pressure
In low pressure plasmas, the dominating loss mechanism is the diffusion
of neutral and charged particles to the wall due to the free and ambipolar
diffusion, respectively, where they recombine. The mobilities and diffu-
sion coefficients of electrons as well as of heavy particles decrease with
increasing buffer gas pressure [32, 131], which lead to lower diffusion
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losses and consequently to higher particle densities. As a result, the step-
wise processes, e.g., step-wise ionization of argon or ionization of indium
after the dissociation of indium(I)iodide, become more frequent.
a ) b )
c ) d )
Figure 7.16: a) Radiance data measured at 451.13 nm on a lamp filled with
pAr = 400 Pa, while driven with Pacc = 3W at TCS = 513.15K;
b) Spatial distribution of the calculated line emission coefficients at
451.13 nm; c) Spatial distribution of the calculated electron densi-
ties; d) Spatial distribution of the calculated electron temperatures.
Since the needed kinetic energy for each step is smaller than the energy
required for the direct processes, the electrons with lower kinetic ener-
gies can also participate in inelastic collisions, which results in a higher
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kinetic energy dissipation in inelastic processes. Consequently, the aver-
age energy of electrons, or in another words, the electron temperature
drops [33]. In summary, for lower diffusion losses, lower electron tem-
peratures are needed to achieve the same electron densities. In figures 7.8
and 7.11, the electron temperature distribution of the lamps filled with
pAr = 200 and 400 Pa is plotted for TCS = 493.15K and Pacc = 3W,
respectively.
Low electron temperatures reduce the rates of inefficient inelastic colli-
sions with high threshold energies, e.g., direct ionization of argon atom
or indium(I)iodide molecule, and the input power is dissipated in more
energy efficient processes, as explained in section 5.7.1. Therefore, the
higher the buffer gas pressure, the higher the maximum efficiency of the
lamp, as demonstrated in figure 7.12. However, the increase of the effi-
ciency is limited due to two counteractions: First, the frequency of elastic
collisions riseswith buffer gas pressure, which results in amore excessive
momentum transfer from electrons to heavy particles, while the amount
of energy dissipated in the excitation of indium atoms decreases. Sec-
ondly, with increasing particle densities, secondary processes, e.g., vol-
ume recombination of electrons and ions, and collisional de-excitation of
excited indium atoms, become more effective. Thus, an optimum buffer
gas pressure exists, at which the efficiency of the plasma is maximum.
In the investigated pAr-range, a decline in the maximum achievable ef-
ficiency due to the increased gas pressure could not be observed for
Pacc = 3W, as can be seen in figure 7.12. However, the rise of the max-
imum efficiency, achieved by doubling the pressure from pAr = 400 to
800 Pa, is marginal. Hence, it is assumed that the optimum buffer gas
pressure is around 800 Pa for the given lamp configuration.
According to Smith [10], the maximum efficiency is achieved at
pAr = 67 Pa for mercury and at pAr = 667 Pa for gallium(III)iodide dis-
charges inside a lamp with a diameter of 25mm.
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Figure 7.17: Calculated densities of a) argon ions, b) indium ions and c) in-
dium(I)iodide ions as a function of electron temperature at differ-
entTCS for pAr = 400 Pa.
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Smith [10] stated that the difference betweenmercury and gallium(III)iodide
arises from the high energy investment in the dissociation of the molecu-
lar filling, while mercury atoms do not cause such electron energy losses.
Thus, the compromise between diffusion and gas heating losses should
be shifted in favor of diffusion. The same reasoning can be applied also on
indium(I)-
iodide discharge. Since the dissociation energy of indium(I)iodide is
lower than that of gallium(III)iodide, the optimum buffer gas pressure
can be estimated as pAr < 667 Pa instead of pAr ≈ 800 Pa. However, the
diameter of the lamps used in this work is only half as large than that of
Smith, resulting in higher ambipolar diffusion losses.
On the other hand, the maximum achievable efficiency declines at
Pacc = 6W for pAr > 200 Pa. The impact of accepted MW-power on
the plasma efficiency is explained in the next section.
7.2.4 Variation of power density
Figures 7.18 and 7.19 depict the efficiency and the radiant flux of the
lamps filled with pAr =100, 200, 400 and 800 Pa forTCS =453.15, 483.15
and 513.15 K as a function of Pacc, respectively. In due consideration of
the lamp geometry, input power densities between 330-1680mW·cm−3
are investigated.
The highest plasma efficiency is achieved, when the plasma column fills
the whole discharge volume without any power reflection and standing
wave pattern. At lower pAr, strong diffusion losses lead to a shrunken
plasma column for a constant Pacc. Thus, the input power must be in-
creased to reach the optimum operating configuration, as can be seen
in figure 7.18 a).
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Figure 7.18: Efficiency of the lamps filled with different pAr at TCS =453.15,
483.15 and 513.15 K as a function of Pacc.
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Figure 7.19: Radiant flux of the lamps filled with different pAr at TCS =453.15,
483.15 and 513.15 K as a function of Pacc.
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A cold spot temperature higher than the optimum also causes the short-
ening of the plasma column due to stronger attenuation rate of the
wave power, as mentioned in section 7.2.2. Hence, even at higher pAr,
the input power must be increased to reach the highest efficiency for
TCS = 513.15K, as demonstrated in figure 7.18 b) and c). The same ap-
proach is also valid forTCS = 453.15K. As displayed in figure 7.17, argon
is the main electron supplier of the plasma for low TCS despite its high
energy cost. Therefore, a higher power is needed to fill the discharge
vessel with plasma. For the optimizedTCS and pAr, the lower the power
density the higher the efficiency, until the input power drops below the
necessary level to sustain a plasma with a length equal to that of the
discharge volume.
The indium density in energy state 62S1/2 rises with increasing Pacc until
saturation, since the total density of indium atoms is limited byTCS. Thus,
the radiant flux of the lamps increases sub-linearly towards higher input
powers, as can be observed in figure 7.19. Additionally, self-absorption
becomes stronger with decreasingTe, as shown in figures 7.1 and 7.4. As
mentioned in section 7.2.3,Te depends strongly on pAr.
Hence, the increase rate of the radiant flux as a function of Pacc decreases
with increasingpAr. ForpAr = 400 and 800 Pa, whereTe is relatively low,
the gradient becomes even negative atTCS = 483.15K.The saturation of
emission lines as well as the growing effect of self-absorption can also
be observed in mercury-argon discharges, regardless of the excitation
frequency [145, 147].
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7.3 Evaluation of the results
The surface wave driven lamps with indium(I)iodide-argon filling have
been investigated as a possible mercury substitute with regard to the
plasma efficiency for varying operating configurations, e.g., electrical
input power, cold spot temperature and buffer gas pressure. The lamps
were characterized by means of spatially resolved optical emission spec-
troscopy assisted by spectral irradiance measurements and plasma pa-
rameters were determined with the help of a collisional-radiative model.
A strong analogy between the investigated filling and the mercury-argon
discharge could be observed concerning the plasma behavior and oper-
ating configurations:
• The spectra of the lamps feature strong atomic radiation, although
the molecular filling of indium(I)iodide is employed.
• Theplasma efficiency increaseswith increasing buffer gas pressure,
until energy loss by elastic collisions, and secondary processes bal-
ance the gain obtained by reduced diffusion losses. The optimum
buffer gas pressure is higher than that of a mercury-argon dis-
charge in a lamp with same geometry.
• A similar behavior is also observed with the cold spot tempera-
ture. At lower temperatures, the lamps feature the spectrum of a
pure argon discharge. With increasing temperature, the contribu-
tion of indium emission grows. The highest efficiency is reached
at 488.15 K≤ TCS ≤503.15 K for different buffer gas pressures,
which is a higher value than the optimum cold spot temperature
of 313.15K for mercury. Above the optimum temperature, the ef-
ficiency drops again.
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• The radiant flux of the lamp increases sub-linearly with increas-
ing electrical power. It results from the saturation of emission
lines and growing effect of self-absorption, which are also observ-
able with mercury-argon discharges, regardless of the excitation
frequency.
The highest plasma efficiency is achieved, when the plasma column fills
thewhole discharge volumewithout any power reflection. In due consid-
eration of the chosen lamp geometry and the axial attenuation rate of the
coupledMW-power, the optimumPacc lies between 3Wand 6Wdepend-
ing on the used filling and the cold spot temperature. A global maximum
plasma efficiency of ηPl = 15.93% was achieved at pAr = 800 Pa and
TCS = 493.15K with an input power of Pacc = 3W.
Nevertheless, some important differences and limitations should be
noted between a surface wave driven indium(I)idodie-argon plasma and
a conventional mercury-argon glow discharge due to theirmodi operandi:
• The power coupling with surfatron is only one-sided, which re-
sults in an inhomogeneous field distribution. Both the axial Ez
and the radial field component Er vary along the lamp. Thus, the
optimum field strength, at which the optimum electron tempera-
ture and consequently the maximum efficiency are achieved, can
only be realized at one axial position along the lamp. The accepted
power Pacc can be adjusted in order to achieve the lowest mean
deviation of the field strength along the lamp from the optimum.
In contrast to surface wave driven plasmas, the most important
part of a conventional glow discharge drivenwith electrodes is the
positive column,where the electric field strength remains constant
independent of the distance from the electrodes. Most of the UV-
radiation is generated by the positive column in low pressure flu-
orescent lamps. The geometry of the lamp and the applied voltage
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is adjusted to achieve the optimum field strength in the positive
column by considering the cathode and anode falls [67].
• The wall recombination of free indium and iodine atoms, which
are generated by dissociating indium(I)iodide molecules, consti-
tutes another source of losses in addition to the ambipolar diffu-
sion losses of charge carriers. Such a source of losses does not exist
for mercury-argon plasmas. Thus, the buffer gas pressure should
be increased further to reduce the wall losses, although it leads to
excessive gas heating due to increased elastic collision rate.
• Highly electronegative atoms, e.g., free iodine atoms, may also lead
to the limitation of electron density by forming iodide ions (I−)
via electron capture. Particularly at low electron temperatures, at
which the free iodine density, as well as the capture rate, is high,
attachment of I and e may result in an excessive loss of invested
ionization energy and in a decrease of plasma efficiency. However,
the negative ion formation is neglected in the collisional-radiative
model.
• The low pressure fluorescent lamps deliver their highest efficiency
for diameters 25∼50mm [67]. Smaller diameters lead to higher
ambipolar diffusion losses, while larger diameters result in a
stronger self-absorption of the generated radiation. Asmentioned
above, low diffusion losses are of utmost importance for a high
efficiency. Hence, a relatively high optimum buffer gas pressure of
800 Pa is required to achieve the maximum efficiency. However,
for surface wave driven plasmas, the upper limit for lamp diame-
ter is defined by electromagnetic properties of surface waves and
not by plasma properties. As mentioned in section 6.3, the lamp
diameter should not exceed 16.4mm for an excitation frequency
of 2.45GHz, if m = 0-mode is desired.
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The mentioned limitations, e.g., inhomogeneous field distribution, addi-
tional wall diffusion losses, formation of negative ions and a relatively
small lamp diameter, prevent achieving a higher efficiency than 16% in





of the new lamp technology
The mercury-free low pressure plasma technology based on
indium(I)iodide-argon system has been investigated with regard to
plasma efficiency. However, the implementation of the investigated tech-
nology into a product requires solutions to application-specific problems,
which are not considered during experimental investigations in the lab-
oratory. The comparison between conventional lamp technologies and
the investigated indium(I)iodide lamp is not straightforward. For gen-
eral lighting applications, a phosphor coating is required to convert the
line emission of indium into white light. Furthermore, the adjustment
and stability of the cold-spot temperature is of utmost importance for
the implementation. Thus, sections 8.1 and 8.2 are devoted to the as-
sessment of heat and conversion losses, respectively. In section 8.3, the
energy balance of a MW-driven, mercury-free lamp system is presented
and future development steps are discussed.
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8.1 Heat management
During the investigation of plasma parameters, TCS is adjusted with
the help of an external heat source, while being monitored with an IR-
camera. However, the employment of an external heat source is not fea-
sible for a commercial low pressure lamp. Thus, some measures should
be taken to achieve the optimumTCS intrinsically, as is the case with the
low pressure sodium lamp, which requires a cold spot temperature of
TCS = 533.15K for the optimal operation [148]. However, the level of
heat losses is not known a priori, which prevents a sound assessment.
Therefore, the heat losses due to thermal radiation and convection are
determined on a theoretical basis.
8.1.1 Thermal radiation
Each material emits electromagnetic radiation for body temperatures
TB > 0K. The spectral radiance LΩ, λ, BB [W·m−2·nm−1·sr−1] of an ideal
body, or a so-called black body, can be calculatedwith the help of Planck’s
law, as given by equation (2.26) in section 2.1.3. The emission properties
of real bodies deviate from that of a black body, in which the deviation
can be described mathematically by the spectral emissivity ε(λ). By fol-
lowing Lambert’s cosine law, and by integrating the product of spectral
radiance and spectral emissivity over the wavelength, the radiant exi-
tance Me [W·m−2] of a real body can be calculated, which reads as the




ε(λ)LΩ, λ, BB dλ. (8.1)
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Assuming thatTB is spatially constant, the total thermal radiation power
ΦTR = MeA is determined by multiplying the radiant exitance with the
surface areaA of the body.
Spectral emissivity of amaterial depends usually onTB. The spectral emis-
sivity of fused silica glass εFSG(λ) for low temperatures is taken from
the publication of Petrov [149], where the spectral emissivity is given
for TB = 295K and 673K. Since the optimum cold spot temperature is
493.15K, εFSG(λ) atTB = 673K and for a wall thickness of 1mm is cho-
sen for further calculations as an approximation. Figure 8.1 displays the
spectral radiance calculated for a black body at TB = 493.15K, εFSG(λ)
and their convolution.
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Figure 8.1: Spectral radiance of a black body (BB) and a real bodymade of fused
silica glass (FSG) at a body temperature of 493.15 K as well as the
spectral emissivity of fused silica glass at 673 K.
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The total thermal radiation is demonstrated in figure 8.2 as a function of
TCS, assuming that TCS = TB and the surface temperature of the lamp
does not vary spatially. Since the surface area of the lamp is calculated as
A = 0.0032m2, a thermal radiation power of 8.33W should be consid-
ered forTCS = 493.15K.
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Figure 8.2:Thermal radiation powerΦTR as well as heat transfer rateΦConv and
heat transfer coefficient αConv due to the natural convection calcu-




8.1.2 Convective heat transfer
The second thermal loss mechanism is the heat transfer through con-
vection into the surrounding medium. Since a higher temperature com-
pared to low pressuremercury lamps is needed for the optimal operation
of indium(I)iodide-argon lamps, any external cooling mechanisms, such
as pumps and fans, should be avoided. Thus, only the natural convection
is considered to calculate the heat transfer rateΦConv by
ΦConv = 2πRLαConv (TSM −TB) , (8.2)
where αConv is the heat transfer coefficient, TSM is the temperature of
the surrounding medium, and R and L are the radius and the length of
the lamp, respectively. The determination of αConv is a complex prob-
lem, whose theoretical background is beyond the scope of this work.
Lambrecht [150] proposed a calculation method for bodies in cylindrical
geometry. Additionally, he listed the needed coefficients considering a
body made of fused silica glass and air as the surrounding medium.
By adopting the proposedmethod, the heat transfer coefficientαConv and
subsequently the heat transfer rateΦConv are calculated for an air temper-
ature ofTSM = 298.15K and are plotted in figure 8.2 as a function of the
cold spot temperature TCS with the assumption that TCS = TB. With
R = 0.008 m and L = 0.06m, a heat loss of 5.25W should be considered
forTCS = 493.15K due to natural convection.
8.1.3 Design considerations
As demonstrated in sections 8.1.1 and 8.1.2, a total heat loss of 13.58W
should be considered for the lamp design. The high magnitude of losses
necessitates measures against both thermal radiation and convection.
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Without preventing the excessive heat losses, the thermal power has to
be supplied continuously through surface waves into the lamp, which
prevents to achieve a high efficiency with the indium(I)iodide-argon low
pressure lamp at low power densities. Four practical measures can be
implemented:
First, an extra glass bulb with an IR-reflecting coating can be placed
around the lamp body. In this way, the thermal radiation is reflected,
which reduces the thermal radiation losses significantly. For commer-
cial sodium low pressure lamps, an indium oxide coating is the state
of the art, which reflects about 90 % of thermal radiation, while trans-
mitting > 91% of the sodium resonance radiation [151]. Since the
transmission of indium oxide layer drops below 80% for the emission
wavelengths of indium [148], it is not beneficial to employ the same
coating for indium(I)iodide-argon low pressure lamp. Nevertheless, an
adequate coating with the same reflection properties can reduce the heat
losses due to the thermal radiation down to 0.83W.
Secondly, the extra glass bulb placed around the lamp body can be her-
metically sealed after the volume between the glass bulb and lamp body
is evacuated. In the absence of gas particles or at least with a very low
density of gas particles, the natural convection as well as conduction
losses are widely suppressed. It is also very common to use gas getter,
which ensures long term stability of the vacuum. With a pressure be-
low 1 Pa, the convection and conduction losses can be suppressed nearly
completely [148].
Thirdly, the microwave amplifiers (MWA) feature relatively low efficien-
cies with regard to control gears at lower frequencies, which leads to a
stronger heating. This heat power can also be employed to increase the
temperature of the lamp body. The microwave coupler itself, which is




And finally, there is also non-guided microwave radiation into the sur-
roundings, as demonstrated in section 6.2. For a microwave power of
Pmw = 3W, a radiation power of Prad = 0.37W is estimated. This radia-
tion can be employed to generate heat by wrapping a metal mesh around
the lamp as Faraday shield. However, the metal mesh may feature a low
direct transmission and lead to a lower radiant flux. Instead of a metal
mesh, a conductive coating can be applied on the lamp body, which is also
transparent in VIS-range. Indium tin oxide (ITO) coatings may come to
mind. However, the inadequacy of indium oxide based coatings due to
the low transmission in the 400 nm range was already mentioned.
In conclusion, the heat losses at cold spot temperatures > 493.15K are
high enough to prevent a high system efficiency. However, appropriate
measures, e.g., IR-reflective coating, heat insulation and Faraday shield-
ing, can help to suppress them extensively. In this way, the relative high
temperatures needed for an optimal operation can be reached without
efficiency loss. A short warm-up time and a robust operation nearly in-
dependent of the environmental temperature are further advantages of
good thermal isolation.
A Faraday shieldmay be also needed due to safety regulations. According
to the IEEE [152], the maximum permissible exposure value of general
public to the electromagnetic fields at the frequency of 2.45GHz corre-
sponds an incident power density of 10W·m−2. As mentioned in sec-
tion 2.3, the excitation of surface waves and bulk waves are associated,
which takes place in the gap of the surfatron. A radiation power of 0.37W
corresponds a power density of 8.2W·m−2 at the end of the lamp with a
length of 0.06m. Although the given limit is not exceeded, a Faraday
shield may help to reduce the EMI further.
The acceleration of ions inside the electric field may lead to a severe ion
bombardment of the inner surface of the lamp, which results with the de-
pletion of radiant component, sputtering of the fluorescent coating and
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even the sputtering of the glass envelope [15]. The threshold for sput-
tering corresponds an ion energy of 20∼30 eV [15]. In a surface wave
driven, lowpressure plasma at a frequencyof 2.45GHz, it can be assumed
that the ion density is low and ions do not response to the alternating
electric field [33]. The ions are accelerated to the glass walls only due
to the ambipolar diffusion, which is not strong enough to generate fast
ions with energies > 20 eV. Therefore, the sputtering of the glass walls
by ions can be neglected. This assumption can be supported with the
fact that low pressure electrodeless lamps drivenwith 915MHz achieved
lifetimes over 20 years [15]. Nevertheless, a protective coating based on
fumed alumina (Al2O3) can be applied on the inner surface of the lamp
to reduce the diffusion of the radiant component into the glass and to
increase the lifetime of the lamp [153, 154].
8.2 Fluorescent coating
The fluorescent coating, also known as the phosphor coating, of an
ordinary mercury-argon compact fluorescent lamp features a down-
conversion efficiency of about ηDC = 45%, corresponding to a lumen
equivalent of 145 lm·W−1 for white light [155], with a near unity quan-
tum efficiency and an absorption efficiency higher than 90% [156]. The
down-conversion of the UV emission lines in the phosphor coating con-
stitutes the primary energy loss mechanism of the whole lamp system.
The conversion efficiency can be substantially improved by employing
indium as the radiant component togetherwith an appropriate phosphor
coating.
A virtual trichromatic phosphor coating is modeled to compare the
conversion losses with mercury and indium. The emission function
φλ,pc of the virtual phosphor consists of three Dirac delta functions at
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λ = 455 nm, 555 nm, and 600 nm with differing heights. Figure 8.3
shows the fluorescence spectrum of the virtual phosphor together with
the color matching functions x(λ), y(λ) and z(λ) according to CIE 1931
standard colorimetric observer [157].
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Figure 8.3: Colormatching functions according toCIE 1931 and emission func-
tion of the virtual trichromatic phosphor coating with three Dirac
delta functions at λ = 455 nm, 555 nm, and 600 nm. The heights of
individualDirac delta functions are adjusted to simulate the daylight
illuminant [157].
With the help of the color matching functions, the tristimulus valuesXts,
Yts and Zts of color stimuli can be calculated, as given in
equation (8.3) [157].
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With known tristimulus values, the chromaticity coordinates xcc,ycc, zcc
of the generated radiation in color space can be determined by
xcc =
Xts




Xts + Yts + Zts
,
zcc = 1 − xcc − ycc.
(8.4)
The heights of individual Delta dirac functions are chosen in such a
way that the fluorescent radiation features chromaticity coordinates of
xcc = 0.3135 and ycc = 0.3236 in the CIE 1931 color space using the
standard observer [157], as shown in figure 8.4. Thus, the position of
the phosphor emission in the color space can be approximated with
CIE standard illuminant D65, which corresponds to a black body radi-
ator with a correlated temperature of 6503.6 K, also referred to as the
daylight illuminant [157].
It is also assumed that the absorption of the fluorescent powder, as well
as the quantum efficiency, is ideal between the wavelengths 180 nm and
455 nm, which means that every incident photon with a wavelength be-
low 455 nm is absorbed by the coating and for every absorbed photon, a
new photon is created in the coating at one of the three emission wave-
lengths. The probability of individual wavelengths is given by the height
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Figure 8.4: CIE 1931 color space using the standard observer and chromatic-
ity coordinates of the emission of the virtual trichromatic phosphor,
which can be approximated with CIE standard illuminant D65.
Hence, the Stokes’ losses are calculated and plotted in figure 8.5 as a func-
tion of wavelength. The down-conversion of the mercury emission lines
at 184.95 nm and 253.65 nm results in the loss of 64.5 % and 51.3 % of
the radiation energy, while the Stokes’ losses are reduced down to 21.3 %
and 13.5 % for the indium emission lines at 410.17 nm and 451.13 nm,
respectively. Under optimum operating conditions, the radiation at
184.95 nm amounts to 9 % of the input power and that at 253.65 nm to
55% [158]. Thus, a mean Stokes’ loss of 53.2 % can be estimated with the
help of the virtual coating, which is in very good agreement with the con-
version efficiency of real phosphor coatings [159]. Analogously, a mean
conversion loss of 17.4 % can be anticipated for both lines of indium,
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lines of indium between 250 nm and 451 nm and assuming a maximum
achievable lumen equivalent of 330 lm·W−1 for white light [155], a down-
conversion efficiency of 75.8 % can be achieved, which corresponds to
an efficacy of 250 lm·W−1.
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Figure 8.5: Stokes’ losses in the virtual trichromatic phosphor coating for the
emission lines of mercury at 184.95 nm and 253.65 nm as well as
the emission lines of indium at 410.17 nm and 451.13 nm.
Therefore, a comparable luminous efficacy may be achieved with the
indium(I)iodide-argon filling as with mercury-argon filling by employ-
ing an appropriate phosphor coating such as the state-of-the-art blue
LED phosphor, even if the plasma efficiency using indium(I)iodide is
nearly half as high as when using mercury.
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8.3 Energy balance and efficiency
8.3.1 Energy balance
Electronic control gears (ECG) of commercial compact fluorescent
lamps (CFL) exhibit an average efficiency of about ηECG = 90% [160],
while the highest efficiency in GHz-range is achieved with solid-state
power amplifiers based on Gallium-Nitride (GaN) technology and is
about ηECG = 84% [161]. Although, the efficiency of microwave ampli-
fiers is still low compared to that of conventional ECGs, an upward trend
exists, since the same semiconductor-technology is essential for radar
and telecommunication applications as well and thus studied intensively.
The generated microwave power is coupled into the lamp via the MW-
coupler surfatron with a coupling efficiency of ηCF = 81%. The re-
flected power Pref can be reduced by more than −30 dB by means of
frequency matching, as shown in figure 6.6, since GaN-technology is
suitable for broadband operation. Therefore, the coupling efficiency
should be considered as the ratio of the absorbed power PA by the
plasma and the accepted power Pacc by the surfatron and not the gen-
erated microwave power Pmw by the ECG. Bearing the ohmic losses
and the radiated microwave power into the surrounding in mind, which
can be re-used to balance the heat losses, an effective coupling factor of
ηCFeff = PA/Pacc = 94% can be achieved. Analogously, the conventional
lamps suffer electrode losses due to the voltage drops at cathode and an-
ode. The percentage of electrode losses to total input power depends on
the lamp length [67]. An average electrode loss of 27.5 % can be estimated
for CFLs [148].
The absorbed electrical power from the plasma is converted into uti-
lizable radiation, i.e., UV- and VIS-radiation, with an efficiency of
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ηPl = 60% and 16% for mercury-argon and indium(I)iodide-argon sys-
tem, respectively [148]. Furthermore, a down-conversion efficiency of
ηDC = 45% and 76% should be considered for the line emission of mer-
cury and indium, respectively.
Table 8.1 summarizes the energy balances of both a conventional CFL
and a MW-driven mercury-free low pressure lamp for comparison.
Table 8.1: Energy balance comparison of conventional CFL and MW-driven



















of the phosphor coating
ηtotal /% Total lamp efficiency 17.6 9.6
Lumen equivalent for white light = 330 lm·W−1
ηlum Luminous efficacy 58 32
/ lm·W−1 of the lamp system
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Summarizing, an overall luminous efficacy of 32 lm·W−1 can be reached
with the mercury-free technology. It is simply obvious that the low
plasma efficiency is the limiting factor for the implementation of the
MW-driven low pressure lamps as a product. In the following section,
possible development steps to increase the plasma efficiency are listed.
8.3.2 Possible future developments
For the lamp geometry investigated in this work, the optimum input
power is determined as Pacc = 3W. Considering the luminous efficacy of
the lamp, the wattage of the lamp should be scaled up to achieve a higher
lumen package. For this purpose, two approaches can be adopted:
In the first approach, the geometry of the lamp remains unaltered. It
is already demonstrated in section 7.2.4 that higher powers than the
optimum accepted power result in plasma overload, thus the plasma ef-
ficiency decreases. Yet, a compromise can be made between the rates of
increased power and decreased efficiency. In figure 7.18, the variation
of the plasma efficiency is displayed as a function of accepted power.
The lamp filled with 100 Pa argon, and driven at TCS = 513.15K and
Pacc = 21W exhibits a plasma efficiency of 8 %, which is only half as
high as the maximum achievable efficiency. Nevertheless, the accepted
power is increased sevenfold, resulting in a net rise of 250% of the lamps
radiant flux.
In the second approach, the plasma efficiency should remain constant,
while the lamp geometry is modified. In section 7.2.4, it is ascertained
that the highest plasma efficiency is achieved, when the plasma column
fills the discharge vessel completely without forming standing wave pat-
terns due to the reflected power at the end of the discharge vessel. Thus,
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the input power, the attenuation rate of wave power and the length of the
lamp must be in agreement. The attenuation rate can be increased by in-
creasing the cross section of the lamp body. Hence, a higher input power
is required to fill the lampwith plasma, as long as the operating and lamp
parameters, e.g., cold spot temperature and buffer gas pressure remain
constant. However, a larger radius prevents the launching of m = 0-
waves from the surfatron, as explained in section 6.3. Furthermore, the
self-absorption of generated emission grows with increasing radius. The
optimum attenuation rate is already identified for the given cross section
by varying the cold spot temperature and buffer gas pressure. Therefore,
the only feasible method to increase the input power without efficiency
loss is to make the lamp body longer without changing the remaining
parameters. Surely, a longer lamp body has a larger surface area, which
increases the heat losses due to convection and thermal radiation. How-
ever, the heat losses are considered to be widely compensated with the
help of appropriatemeasures and neglected for the power balance. A sim-
ilar method is also adopted for high wattage sodium low pressure lamps.
Moreover, the wave coupler has to be able to deliver the increased mi-
crowave power into the lamp. Surfatron exhibits no upper limit for
power handling capacity except the limitation due to the increasing tem-
perature with increasing ohmic losses PΩ [62], which can lead to the
deformation of the surfatron (melting point of brass ≈ 650K). Since
the ohmic losses account for about 1.6 % of Pmw, as demonstrated in sec-
tion 6.2, the heating of the surfatron causes no practical problems, when
dealing with low pressure plasmas.
Furthermore, the following approaches can be used to increase the lumi-
nous efficacy of the lamp:
• The mixing ratio of the individual isotopes of indium in the in-
dium(I)iodide filling can be optimized to reduce the self-
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absorption. This method is already investigated for mercury with
good results, as presented in section 3.1.5.
• The long wave UV-region and the VIS can be populated with the
help of additive materials, e.g., thallium. A detailed assessment of
thallium mono-halides as additives can be found in section 3.1.
Figure 8.6 shows the spectral irradiance measured with a lamp
filled with both indium(I)iodide and thallium(I)iodide as well as
argon as buffer gas with a pressure of pAr = 200 Pa, while driven
at Pacc = 3W andTCS = 513.15K.
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Figure 8.6: Spectral irradiancemeasuredwith a lampfilledwith indium(I)iodide
and thallium(I)iodide as well as argon with pAr = 200 Pa, while
driven with Pacc = 3W atTCS = 513.15K.
The emission lines of neutral thallium atom are labeled accord-
ingly, whereas the emission lines of neutral indium were already
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given in figure 7.7. This cold spot temperature is chosen, since the
vapor pressure and consequently the emission of thallium is neg-
ligible below 513.15 K. In contrast to indium(I)iodide, thallium(I)-
iodide is one of themolecular species, which exhibit pure line emis-
sion in low pressure gas discharge [9].
Although the lamp and operating parameters were not optimized
for this filling system, a plasma efficiency ofηPl = 13.61% could be
achieved, which is not as high as that achievedwith pure indium(I)-
iodide-argon system. Even though, the additional emission lines
may help to achieve a higher luminous efficacy. The emission line
at 535.05 nm is located very closely to themaximumof the spectral
sensitivity of the human eye at 555 nm. Furthermore, the strong
emission line at 377.57 nm is situated at the boundary betweenUV
and VIS, which reduces the Stokes’ losses in the phosphor coating
significantly. The ratio of the emission line strength at 535.05 nm
to that at 377.57 nm can be adjusted nearly linearly with the cold
spot temperature [9]. In this way, the color temperature of the
lamp can be optimized as well.
• One of the advantages of electrodeless power coupling is that the
plasma ignition occurs without any delay due to the warming-up
of the electrodes. Furthermore, the re-strike (re-ignition) of the
lamp even at the optimum cold-spot temperature of 493.15 K suc-
ceeds without any problems. Hence, the low pressure lamp can
be driven in pulsed mode, which offer some advantages: First,
depending on the duty-cycle, which gives the percentage of pulse
width to period, the peak power coupled into the lamp can be in-
creased, while the mean accepted power remains constant. Thus,
a higher radiant flux can be achieved by the same radiant en-
ergy. The first investigations showed that for a duty cycle of 50 %
and with a double so high peak power than the mean power, ir-
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radiance values about 2.3-times higher than those measured in
continuous operation could be achieved [162]. However, high
peak powers result in the thermalization of the electrons, as well
as in the saturation of excited levels in pulsed operation. As a
result, the high irradiance, achieved during the plasma formation
in the first instants of the pulse, declines after the final stationary
electron density is reached [163, 164]. Thus, a radiant exposure
equal to only 91% of what was measured in continuous opera-
tion could be achieved [162]. Yet, the pulse width and the time
between two pulses can be adjusted in such a way that the power
overload and thermalization of the plasma are widely eliminated.
In this way, the product of irradiance and duty cycle can be in-
creased without any loss in radiant exposure, resulting in a higher
plasma efficiency.
• As mentioned in section 7.3, the inhomogeneous field distribu-
tion along the lamp results in a deviation from the optimum field
strength. The excitation frequency of 2.45GHz corresponds to a
wavelength of about 122.36mm in vacuum. With the assumption
of spatially constant electron density of 1 · 1018m−3 and with
weak collisional plasma approximation, the relative permittivity
of the plasma can be calculated as |εp| = 12.43, which results in
a wavelength of about 34.71mm inside the plasma. Therefore,
standing wave inside the lamp with the length of 60mm extends
to nearly two periods. With an adequate amplifier, the excitation
frequency can be reduced down to 1GHz, which is the lower
limit of the microwave range. Thus, the wavelength increases and
consequently the field distribution along the lamp becomes more
homogenous, which allows a more precise adjustment of the field
strength. In this way, the mean deviation of the field strength






The technological transition from inefficient incandescent and halogen
lamps to high efficient light sources is now the global trend driving the
general lighting market. Traditional energy efficient light sources based
on gas discharges have still the lion’s share of the market, although LEDs
penetrate the market faster than expected due to its rapidly decreasing
price. Another important reason for rapid abandoning of low pressure
plasma light sources, e.g., CFLs and LFLs, is the environmental and
health problems associated with their radiant component, i.e., mercury.
A non-hazardous and environmentally friendly substitute of mercury as
the radiant component of low pressure lamps may once again promote
the use of CFLs, at least for higher wattage applications, where LEDs
suffer from heat management issues. Furthermore, the relatively short
lifetime of some CFLs compared to LEDs is an issue to be solved tomake
the CFL competitive.
This work presents the research activities to develop an electrodeless,
mercury-free, molecular low pressure lamp driven with surface waves.
Two important technological transitions were carried out at once: First,
a molecular filling, i.e., indium(I)iodide, was employed as the feedstock
of neutral indium, i.e., radiant component of the lamp. Spectral analy-
sis of the lamps exhibited also weak molecular radiation of neutral in-
dium(I)iodide itself. Secondly, the electrodes, which are the main fail-
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ure mechanism of the gas discharge lamps, were removed from the lamp.
The power coupling into the lamp was realized by means of guided mi-
crowaves, namely, surface waves.
The substitute of mercury was theoretically selected by applying a set of
criteria, which evaluate suitability of materials based on their chemical
and radiometric properties. Indium was selected as the radiant com-
ponent due to its strong emission lines at 410.17 nm and 451.13 nm,
its low ionization energy of 5.79 eV and its electronic structure with a
metastable state, situated only 0.27 eV higher than the ground state and
thus constitutes nearly a second ground state. Compared to mercury,
which exhibits an ionization energy of 10.44 eV and two strong reso-
nance lines at 184.95 nm and 253.65 nm, indium proves to be a good
candidate.
However, indium exhibits a relatively low vapor pressure compared to
mercury. A cold spot temperature of 314.92 K is needed to achieve a va-
por pressure of 0.93 Pa with mercury, which is the optimum mercury
vapor pressure inside a fluorescent lamp with a diameter of 30∼40mm,
while indium requires a cold spot temperature of 1179K to achieve the
same vapor pressure. Therefore, the use of metallic indium is not fea-
sible in a low pressure lamp. This limitation is removed by employing
indiummono-iodide (indium(I)iodide) as the feedstock of indium inside
the lamp. Although other indium halides feature higher vapor pressures
at the same temperature, indium(I)iodide exhibits the lowest dissocia-
tion energy of 3.43 eV among others. Furthermore, fluorine and chlorine
are volatile and aggressive, which reduce the lifetime of the lamp signifi-
cantly. As the buffer component, argon was chosen in due consideration
of its moderate breakdown voltage, moderate mass and low price com-
pared to other noble gases.
A surface wave launcher, i.e., surfatron was chosen to couple the
microwave power into the lamp. Surfatrons are easy to manufacture,
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can operate in a broad range of lamp parameters, e.g., length of the dis-
charge vessel and buffer gas pressure, as well as operating parameters,
e.g., microwave input power and excitation frequency. Furthermore,
surfatrons allow mechanical impedance and frequency matching with-
out any additional matching network. The design of the surfatron was
improvedwith the help of the electromagnetic simulation software “CST
MWS” (Computer Simulation Technology AG) to achieve relatively high
electric field strengths inside of its coupling gap, which allows the ig-
nition of the plasma without external support. Additionally, the new
design prevents any parasitic capacitance effects inside the surfatron.
The power balance of the surfatron was compiled by simulating the
individual sources of power consumption.
The main focus of this work lies in the characterization of the molec-
ular low pressure plasma by means of radiometric measurements as-
sisted by a collisional-radiative model to identify and understand the
relations between operating configurations, plasma parameters and
plasma efficiency.
Spatially resolved optical emission spectroscopy (SROES) is based on the
measurement of the spectral radiance of the lamp. Due to the spectral
limitations of the optical measurement setup, only the two emission lines
of indium in VIS could be recorded with SROES. Thus, spectral irradi-
ance measurements were performed as a complementary measure to in-
vestigate the emission spectra of the lamps from 200 nm up to 800 nm.
The adopted diagnostic method is applicable, only if the plasma is opti-
cally thin for the investigated wavelengths. Thus, the emission lines of
indium at 410.17 nm and 451.13 nm were evaluated with regard to self-
absorption, which was estimated by means of the escape factor concept.
The escape factor gives the probability that a photon propagates to the
wall of the lamp in a single flight without absorption. However, the en-
ergy of an absorbed photon can be re-emitted or can be dissipated in
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non-radiative processes in the plasma, thus removing the photon com-
pletely. Therefore, the effective escape factor was calculated for the rel-
evant emission lines of indium, which gives the probability that a pho-
ton leaves the lamp independently of the number of re-absorptions and
re-emissions. The emission line at 451.13 nm was chosen for further in-
vestigations due to its relatively lower self-absorption compared to the
emission line at 410.17 nm.
The radiance data at 451.13 nm were converted into line emission coef-
ficients by means of Abel’s inversion. The applicability of Abel’s inver-
sion on the emission profile of a surfacewave driven low pressure plasma
was verified optically and electromagnetically. Furthermore, the m = 0-
mode of the applied surface waves was verified.
Twomathematical methods based on curve fitting and cosine-expansion
to solve the inverseAbel’s integral equationwere compared. The curve fit-
ting method, by which the measured data is fitted with an 8th order poly-
nomial function and then integrated analytically, was chosen for further
calculations due to its simplicity and speed. By integrating the line emis-
sion coefficients over the whole volume of the lamp and 4π -solid angle,
the radiant flux generated by the plasma at the wavelength of 451.13 nm
could be calculated.
By measuring the irradiance of the same lamp at the same operating con-
figurations and at the samewavelength, a conversion factor between radi-
ant flux and irradiance could be calculated. Then, this conversion factor
was used to transform the irradiances of all relevant emission lines of
indium into the total radiant flux of the lamp. In this way, the plasma
efficiency could be determined by means of simple and fast spectral irra-
diance measurements without any complex measurement setups such as
Ulbricht-sphere or goniometer. A maximum plasma efficiency of about
16% could be achieved.
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Nevertheless, the measured radiance data or derived line emission co-
efficients do not deliver the desired plasma parameters, e.g, electron
density, electron temperature and ion density. Thus, the experimentally
obtained datamust be interpreted, which requires information about the
state of the plasma. Since low pressure plasmas do not exhibit thermal
equilibrium not even on a local level, relevant plasma processes should
be considered individually. Rate equations were formed by balancing the
generation processes and their counterpart inverse processes. Further-
more, free and ambipolar diffusions were included into the rate equa-
tions to consider the wall losses of neutral and charged particles. How-
ever, rate coefficients of individual processes can only be calculated with
known cross sections. They are not available in the literature for molec-
ular processes, e.g., dissociation of neutral indium(I)iodide molecule and
direct-dissociative recombination of indium(I)iodide ion, or for atomic
secondary processes such as de-excitation and three-body recombina-
tion. In addition to that, the available cross sections for the excitation of
neutral indium into higher energy states proved to be incorrect. There-
fore, cross sections of all relevant processes that are caused by electron
impact, were calculated by means of the simplified Gryziński method,
extended Gryziński method for molecules, Klein-Rosseland formula,
method of detailed balancing and Bardsley method. Additionally, the
free and ambipolar diffusion coefficients were determined. The plasma
parameters, as well as line emission coefficients, were calculated by solv-
ing the rate equations for varying cold spot temperatures and buffer gas
pressures as a function of electron temperature.
The line emission coefficients obtained experimentally were compared
with the simulated ones, which were calculated as a function of electron
temperature. In this way, the electron temperatures could be determined.
Then, the remaining plasma parameters were assigned to the electron
temperature. In this way, radial and axial profiles of plasma parameters
could be obtained at varying lamp and operating configurations.
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The relations between plasma parameters, e.g, electron temperature and
density, and lamp and operating configurations, e.g., acceptedmicrowave
power by the coupler, cold spot temperature of the lamp and buffer gas
pressure, as well as the relations between plasma parameters and plasma
efficiency, were identified. The behavior of the plasma parameters for
varying operating configurations could be predicted by the collisional-
radiativemodel in very good qualitative and quantitative agreementwith
the measurement results.
Strong analogies between indium(I)iodide-argon plasma and mercury-
argon plasma could be found. Both plasmas feature an optimum cold
spot temperature with regard to plasma efficiency. Below the optimum,
the plasma exhibits the emission spectrum of an argon plasma with very
small contribution of the radiant component, while above the optimum,
the efficiency of the plasma sinks, although the spectrum is dominated
by the emission lines of radiant component. A similar behavior could be
also observed for the buffer gas pressure. Below the optimum, the strong
ambipolar diffusion results in lower electron densities, while above the
optimum, the elastic collisions between electrons and buffer gas atoms
lead to an excessive gas heating. Additionally, saturation of atomic emis-
sion lines could be observed with increasing input power.
Furthermore, the differences and limitations of the employed filling and
the adopted power coupling method were evaluated. One sided power
coupling of the surfatron leads to an inhomogeneous field distribution
along the lamp, which results in a lower maximum achievable plasma ef-
ficiency compared to a glow discharge, where the field strength remains
constant along the positive column. The wall recombination of indium
and iodine atoms constitutes a source of loss for the invested dissociation
energy. In addition to that, the attachment of highly electronegative io-
dine atoms and free electrons leads to the loss of the invested ionization
energy and may limit the maximum achievable electron density.
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Finally, a feasibility study on the implementation of surface wave driven
indium(I)iodide-argon low pressure plasma as a CFL was performed.
Heat losses due to thermal radiation and natural convection were mod-
eled and adequate measures to solve the heat management issues were
introduced. Furthermore, a suitable fluorescent coating to convert the
emission lines of indium into the white light was modeled and Stokes’
losses were calculated. An energy balance of this novel CFL was com-
piled and compared with conventional mercury-argon CFL. A luminous
efficacy of 32 lm·W−1 could be anticipated. The shortcomings of this







Einstein coefficients Akj [s−1] for the relevant emission lines of indium
found in the literature are summarized below. The marking “T.” indi-
cates that the given values are theoretically determined, while the entries
without any marking present measurement values. The Einstein coef-
ficient for a given transition from a higher energy state k into a lower
energy state j can be calculated by equation (2.20) using the absorption
oscillator strength fjk. The statistical weights дk and дj are calculated by
д = 2jtaq + 1 considering the total angular quantum number jtaq of the
corresponding energy state.
451.13 nm: 62S1/2 → 52P3/2
Akj / 107 · s−1 Ref. Akj / 107 · s−1 Ref.
8,9 [24] 10,0 [165]
10,3 [166] 13,9 [167]
7,28 [168] 8,91 [169]
10,0 T. [170] 9,05 T. [171]
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410.17 nm: 62S1/2 → 52P1/2
Akj / 107 · s−1 Ref. Akj / 107 · s−1 Ref.
5,0 [24] 5,59 [165]
6,82 [172] 13,9 [167]
5,71 [166] 4,95 [169]
4,76 [168] 5,15 T. [171]
6,07 T. [170]
325.86 nm: 52D3/2 → 52P3/2
Akj / 107 · s−1 Ref. Akj / 107 · s−1 Ref.
3,0 [24] 14,5 [167]
3,77 [166] 13,2 [173]
1,63 [168] 3,52 T. [170]
2,49 T. [171]
325.61 nm: 52D5/2 → 52P3/2
Akj / 107 · s−1 Ref. Akj / 107 · s−1 Ref.
13,0 [24] 13,0 [174]
15,5 [166] 12,8 [167]
10,1 [168] 12,8 [173]
13,2 [175] 12,99 [169]
20,6 T. [170] 14,7 T. [171]
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303.93 nm: 52D3/2 → 52P1/2
Akj / 107 · s−1 Ref. Akj / 107 · s−1 Ref.
11,1 [24] 14,3 [176]
12,2 [172] 15,9 [175]
13,0 [166] 14,5 [174]
10,1 [168] 13,9 [167]
11,2 [169] 18,4 T. [170]
13,0 T. [171]
293.26 nm: 72S1/2 → 52P3/2
Akj / 107 · s−1 Ref. Akj / 107 · s−1 Ref.
2,3 [24] 2,5 T. [170]
2,64 [166] 2,31 T. [171]
275.39 nm: 72S1/2 → 52P1/2
Akj / 107 · s−1 Ref. Akj / 107 · s−1 Ref.
1,3 [24] 1,39 T. [170]
1,50 [166] 1,37 T. [171]
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Appendix
271.03 nm: 62D3/2 → 52P3/2
Akj / 107 · s−1 Ref. Akj / 107 · s−1 Ref.
2,7 [24] 5,4 [177]
3,15 [166] 4,35 [173]
4,24 [174] 6,06 T. [170]
4,05 T. [171]
256.03 nm: 62D3/2 → 52P1/2
Akj / 107 · s−1 Ref. Akj / 107 · s−1 Ref.
2,0 [24] 4,7 [175]
2,29 [166] 4,1 [174]
3,9 [176] 3,85 [173]
5,6 T. [170] 3,63 T. [171]
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Nowadays, compact fl uorescent lamps (CFL)
are widely-used in general lighting appli-
cations. However, they still struggle with ac-
ceptance problems due to the hazardous
mercury, which serves as the radiant com-
ponent inside the lamp. The removal of the 
mercury from the lamp presents a chal-
lenge, which still remains unsolved. The 
presented work deals with the develop-
ment of a mercury-free, electrodeless, low 
pressure plasma based on a molecular fi ll-
ing and driven by microwaves, which may 
represent a viable alternative to the con-
ventional CFLs.
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