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With the growing use of XML as a format for the permanent storage of data, the study
of functional dependencies in XML (XFDs) is of fundamental importance in a number of
areas such as understanding how to effectively design XML databases without redundancy
or update problems, and data integration. In this article we investigate a particular type
of XFD, called a weak ‘closest node’ XFD, that has been shown to extend the classical notion
of a functional dependency in relational databases. More speciﬁcally, we investigate the
implication problem for weak ‘closest node’ XFDs in the context of XML documents with
no missing information. The implication problem is the most important one in dependency
theory, and is the problem of determining if a set of dependencies logically implies another
dependency. Our ﬁrst, and main, contribution is to provide an axiom system for XFD
implication. We prove that our axiom system is both sound and complete, and we then
use this result to develop a sound and complete quadratic time closure algorithm for XFD
implication. Our second contribution is to investigate the implication problem for XFDs in
the presence of a Document Type Deﬁnition (DTD). We show that for a class of DTDs called
structured DTDs, the implication problem for a set of XFDs and a structured DTD can be
converted to the implication problem for a set of XFDs alone, and so is axiomatizable and
eﬃciently solvable by the ﬁrst contribution. We do this by augmenting the original set of
XFDs with additional XFDs generated from the structure of the DTD.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Integrity constraints are one of the oldest and most important topics in database research, and they ﬁnd application in
a variety of areas such as database design, data translation, query optimization and data storage [1]. With the adoption of
the eXtensible Markup Language (XML) [2] as the industry standard for data interchange over the internet, and its increasing
usage as a format for the permanent storage of data in database systems [3], the study of integrity constraints in XML has
increased in importance in recent years (a recent survey of the topic has been given by Fan [4]). It has also been argued that
integrity constraints in XML might be of even greater importance than integrity constraints in relational database systems
[4]. This is because of the adoption of XML as the standard for electronic data interchange, and the importance of integrity
constraints in specifying the semantics of data – a topic that has been identiﬁed as crucial in effective data integration [5].
While a number of different types of XML integrity constraints have been studied [4], the growing use of XML as
a permanent storage format for data has recently motivated the study of functional dependencies in XML (XFDs), because of
their central role in designing XML documents that avoid redundancy and update problems. The formal study of XFDs and
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in turn is an extension of the total unnesting operator used in nested relations [9]. An alternative approach to deﬁning an
XFD, based on the concept of a ‘closest node’, has been introduced by us in recent work [10]. Our approach has similarities
with the one adopted by Buneman et al. in their study of keys in XML [11], and we have shown that a ‘closest node’ XFD
generalizes an absolute XML key as deﬁned by Buneman et al. for the case of simple XML paths [10]. While a ‘closest node’
XFD has the same syntax as a ‘tree tuple’ XFD, i.e. a set of simple paths on the l.h.s. of the XFD and a single simple path
on the r.h.s. of the XFD, the ‘closest node’ approach differs from the ‘tree tuple’ approach in how one chooses the nodes in
the tree representation of an XML document to test for XFD satisfaction. In the ‘closest node’ approach, nodes must satisfy
a spatial property called ‘closest’, which in turn has been shown to be an extension of the property that two data values
appear in the same tuple of a relation [12], whereas in the ‘tree tuple’ approach the nodes must belong to a tuple generated
from the total unnest of the XML tree.
More recently [12], we have extended the study of ‘closest node’ XFDs, but using slightly different semantics to that
originally proposed in [10].1 To distinguish between these two approaches, we refer to an XFD as deﬁned in [10] as a strong
‘closest node’ XFD, and that used in [12] and in this article as a weak ‘closest node’ XFD. This terminology is deliberate,
since it will be shown later that if an XML document satisﬁes a ‘closest node’ XFD using strong semantics, then it also
satisﬁes the XFD using weak semantics but the converse is not true. The motivation for deﬁning a weak ‘closest node’ XFD
was to preserve the semantics of an FD when a complete relation is mapped to an XML document, and we showed that if
a complete relation is ﬁrst mapped to a nested relation by an arbitrary sequence of nest operations [9], and then directly to
an XML document, the resulting XML document satisﬁes a weak ‘closest node’ XFD if and only if the relation satisﬁes the
corresponding FD [12]. In contrast, the motivation for the strong ‘closest node’ XFD deﬁnition was to extend the semantics
of an XML key as proposed by Buneman et al. [11], in a similar fashion to the way that an FD extends the notion of a key
in relational databases [1].
In general, it is not possible to compare a ‘tree tuple’ XFD to either a strong, or weak, ‘closest node’ XFD. This is because a
Document Type Deﬁnition (DTD) [2] is mandatory in the ‘tree tuple’ approach, but optional in the ‘closest node’ approach, and
because the two approaches use different semantics for missing information. However, the two approaches are comparable
when a DTD is present and the XML document contains no missing information with respect to the paths of the DTD. In
this case, the deﬁnition of a ‘tree tuple’ XFD has been shown to be equivalent to that of a weak ‘closest node’ XFD (but not
in general to a strong ‘closest node’ XFD) [12].
In this article we focus on the implication problem for weak ‘closest node’ XFDs, that is determining if a set of XFDs log-
ically implies another XFD. The implication problem is probably the most important one in dependency theory, irrespective
of the data model or type of integrity constraint, since a solution to it lies at the heart of any automated procedure for
reasoning about integrity constraints. In the context of ‘tree tuple’ XFDs, the implication problem has been investigated by
Arenas and Libkin [6], and more recently by Kot and White [13]. Arenas and Libkin showed that the implication problem
was eﬃciently decidable for restricted classes of DTDs, but was intractable for more general classes of DTDs. Kot and White
developed a variant of the classical relational chase algorithm [1] to solve the XFD implication problem, both with and with-
out a DTD. They then used their chase algorithm to develop sound and complete axiom systems for several classes of DTDs.
1.1. Approach
In this section we outline the general features of our approach. First, our deﬁnition of a weak ‘closest node’ XFD is
the same as that given by us in related work [12]. In this approach a DTD is optional, and we investigate the implication
problem for XFDs both in XML documents without a DTD, and in the presence of a new type of DTD that we call a structured
DTD, which is a special case of a simple DTD as deﬁned by Arenas and Libkin [6]. Our approach is similar to that of Kot
and White [13] just mentioned in that they also consider XFD implication both in the presence and absence of a DTD, but
differs from the approach of Arenas and Libkin who only consider XFD implication in the presence of a DTD. However, we
only consider structured DTDs, rather than the more general classes of DTDs considered by both Arenas and Libkin and
Kot and White, since it is the most appropriate class for the applications of XML that are the focus of this article, namely
data-centric applications[14–17]. We shall discuss this point in more detail in Section 6.
Another feature of our approach is that we consider the XFD implication problem in the context of a new subclass of
XML documents that we call complete XML documents,2 which differs from the approach of Arenas and Libkin, and Kot and
White, who allow incomplete XML documents. Intuitively, a complete XML document is one with ‘no missing information’
and is an extension of the notion of a complete relation. We now outline our motivation for investigating the implication
problem in this context.
While one of the goals in the design of XML was to explicitly cater for irregularly structured data, XML is also being
widely used in more traditional business applications involving regularly structured data, often referred to as data-centric
XML [14–17]. For example, a recent survey of several hundred large companies in the U.S. found that around 70% were
now using XML enabled databases, or native XML databases, for their core data processing applications [18]. In this setting,
1 A detailed discussion of the differences between the two deﬁnitions will be given in a later section.
2 A precise deﬁnition will be given later.
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also note that a complete XML document differs from a complete relation in that it is not an absolute notion, rather it is
only deﬁned w.r.t. a speciﬁc set of paths which we assume to be given. However, similar to the relational case, our deﬁnition
of logical implication is independent of the speciﬁc set of paths with respect to whom an XML document is complete.
The advantage of considering XFDs and their implication problem in complete XML documents, rather than arbitrary XML
documents as considered by Kot and White [6,13], is similar to what occurs for FDs in relational databases [9,19]. In the
relational setting, if a relation is complete then one obtains the well-known Armstrong axiom system for FD implication [1],
whereas if a relation is incomplete then one obtains a weaker axiom system in which the transitivity rule in Armstrong’s
system is replaced by the weaker pseudo-transitivity rule [9,19]. Similarly, by restricting attention to complete XML docu-
ments, we will show that our axiom system is more powerful than the one obtained by Kot and White for arbitrary XML
documents. By this we mean that in the context of complete XML documents, the axioms of Kot and White can be derived
from our axioms, but the converse is not true since some of our axioms are not sound in arbitrary XML documents. Hence
the axiom system of Kot and White is still sound, but no longer complete, for complete XML documents.
We observe that although the motivation for our approach is to extend the notions of FDs and FD implication in complete
relations to the XML setting, our context and results are strict extensions and not simply translations of the deﬁnitions and
results from the relational setting to XML. We now discuss this point in more detail. Firstly, our notion of a complete XML
document is more general than that of a complete relation. This is because a complete XML document can contain duplicate
information and also, when the document is modeled as a tree structure, the tree can contain leaf nodes which are not text
values. Such documents cannot be generated from a complete relation. Secondly, although we only consider the implication
problem for XFDs in complete XML documents, our deﬁnition of an XFD applies to any XML document. However, we note
that although our deﬁnition of an XFD coincides with that of a ‘tree tuple’ XFD in complete XML documents [12], it has
different semantics in arbitrary XML documents. This situation is similar to what occurs in relational databases, where there
are several deﬁnitions of FD satisfaction in incomplete relations [9,19]. Thirdly, our axiom system for XFD implication differs
substantially from Armstrong’s axioms [1], and contains 5 additional rules that have no counterpart in the relational setting.
The ﬁnal feature of our approach is that although the presence of a DTD is optional, we do require the existence of a
set of paths that are legal for an XML document in the case where there is no DTD. This set could be generated from prior
schema information, or it could be derived from the XML document itself if no such prior information exists. We also note
that our approach requires that the set of paths be ﬁnite, so this excludes recursive DTDs in the case where the set of paths
is derived from a DTD.
1.2. Contributions
The main contribution of this article is to solve the implication problem for weak ‘closest node’ XFDs in complete XML
documents. In more detail, we make the following contributions.
– When the set of XFDs has the property that no path on the l.h.s. of an XFD ends in an element label (what we call a set
of text XFDs), we show that the implication problem for ‘closest node’ XFDs has a sound and complete axiom system,
and is eﬃciently solvable in quadratic time using a closure style algorithm.
– We then show that the implication problem for an arbitrary set of XFDs can be converted to the implication problem
for a set of text XFDs. As a result, the implication problem for sets of arbitrary XFDs has a sound and complete axiom
system and is solvable in quadratic time.
– We investigate the implication problem for ‘closest node’ XFDs in the presence of a structured DTD, and we show that
this implication problem can be converted to the implication problem for a set of XFDs alone by adding XFDs derived
from the structure of the DTD to the original set of XFDs. So, using the results just mentioned, this implication problem
has a sound and complete axiom system and is eﬃciently solvable.
– Our completeness proofs use a chase style procedure on XML trees, and we also show that the procedure is an alterna-
tive method to our closure algorithm for computing XFD implication.
– In establishing our results, we introduce some novel techniques that might have application to the study of other
integrity constraints in XML. In particular, showing that the implication problem for arbitrary XFDs can be reduced to
the implication for text XFDs is a technique which, to the best of our knowledge, has not been used before.
The rest of this article is organized as follows. In Section 2 we present some preliminary deﬁnitions and the deﬁnition
of a weak ‘closest node’ XFD. In Section 3 we present our axiom system for XFD implication and show that the system is
sound. In order to establish completeness of the axiom system, the concept of a text XFD is presented in Section 4.1 and
we show that the implication problem for a set of arbitrary XFDs can be converted to the implication problem for a set
of text XFDs. In Section 4.2 we establish the main result of the article, which shows that our axiom system is both sound
and complete, and that the XFD implication problem is solvable in quadratic time. The implication problem for XFDs in
the presence of a DTD is investigated in Section 5, and it is shown that for the class of structured DTDs, this implication
problem can be converted to the implication problem for an augmented set of XFDs without a DTD. In Section 6 we survey
related work, and in Section 7 we discuss extensions to our work. Finally, Section 8 contains concluding comments.
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2. Basic concepts
In the section we present some preliminary deﬁnitions and then deﬁne a weak ‘closest node’ XFD.
We model an XML document as a tree, based on the model used in DOM and XPath [20,21], as follows.
Deﬁnition 1. Assume a countably inﬁnite set E of element labels (tags), a countably inﬁnite set A of attribute names such
that E and A are mutually disjoint, and a symbol S indicating text such that S /∈ E ∪ A. An XML tree T is deﬁned by
T
def= (E,A, V , lab, ele,att,val,ρ, vρ) where:
(i) V is a ﬁnite and non-empty ordered set of nodes;
(ii) lab is a total function lab : V → E ∪ A ∪ {S} with the property that ∀v ∈ V , if lab(v) ∈ A ∪ {S} then v is a leaf node
in V ;
(iii) ele is a partial function from V to a sequence of nodes in V such that ∀v ∈ V , if v ′ ∈ ele(v) then lab(v ′) ∈ E∪ {S};
(iv) att is a partial function att : V × A → V such that ∀v ∈ V and a ∈ A, if att(v,a) = v ′ then lab(v) ∈ E and lab(v ′) = a;
(v) ρ ∈ E, and vρ is a distinguished node in V , called the root node of V , such that vρ is the only node in T where
lab(vρ) = ρ;
(vi) val is a function such that ∀v ∈ V ,val(v) def= v if lab(v) ∈ E and val(v) is a string if either lab(v) = S or lab(v) ∈ A;
(vii) the parent-child edge relation on V , {(v1, v2)|v2 occurs in ele(v1) or v2 = att(v1,a) for some a ∈ A} is required to
form a tree rooted at vρ .
We also need the following tree-related notions.
Deﬁnition 2. Given T
def= (E,A, V , lab, ele,att,val,ρ, vρ):
– the parent node of a node v ∈ V is denoted by parent(v);
– the set of ancestors of a node v ∈ V is denoted by ancestor(v);
– aancestor(v) is the set of nodes deﬁned by aancestor(v) = ancestor(v) ∪ {v}.
An XML tree is shown in Fig. 1, where E= {ρ,Dept, Section,Emp,Class} and A= {@Name,@Id}.
Our model is the same as the one used by us in previous work [10,12], but differs slightly from the model used in
deﬁning a ‘tree tuple’ XFD [6,13]. The ‘tree tuple’ model assumes that an XML tree contains only unmixed data, that is an
element node can have either element nodes or text nodes as children, but not both, whereas our model allows an element
node to have both element nodes and text nodes as children.
There are a couple of other features of our model which we now brieﬂy discuss. In order to model value equality
semantics for text and attribute nodes, and node equality semantics for element nodes, the function val returns the id of a
node for an element node, but the text value for a text or attribute node. This is similar to the approach used in the model
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deﬁnition of an XFD is independent of the ordering. Finally, in contrast to the terminology used by XPath [21], an attribute
node in our model is deﬁned to be a child of its parent element node.
We now give some preliminary deﬁnitions related to paths.
Deﬁnition 3. Given an XML tree T= (E,A, V , lab, ele,att,val,ρ, vρ), a label-sequence l is a sequence of labels that is either
empty, denoted by l =  , or l def= l1. · · · .ln , where n 1 and li ∈ E∪ A∪ {S} for every i ∈ [1,n].3
Given label-sequences l = l1. · · · .ln and l′ = l′1. · · · .l′m , the concatenation of l and l′ , denoted by l ∗ l′ , is deﬁned by l ∗ l′ def=
l1. · · · .ln.l′1. · · · .l′m .
Note that the concatenation of a label-sequence l and the empty sequence  has the property that l ∗  =  ∗ l = l.
Using the example in Fig. 1, l1 = ρ.Class.@Id and l2 = Emp.S are both label-sequences and l1 ∗ l2 = ρ.Class.@Id.
Emp.S.
Deﬁnition 4. A path is a non-empty label-sequence l1. · · · .ln such that l1 = ρ and li ∈ (E− {ρ}) for all i ∈ [2,n− 1].
– Given a path p = l1. · · · .ln , the function Last(p) is deﬁned by Last(p) def= ln; and the function Parent(p) is deﬁned by
Parent(p)
def= l1. · · · .ln−1 when n > 1, and undeﬁned otherwise.
– Given paths p = l1. · · · .ln and p′ = l′1. · · · .l′m , p′ is said to be a preﬁx of p, denoted by p′ 	 p, if there exists a label-
sequence p′′ such that p′ ∗ p′′ = p.
– The path p′ is said to be a strict preﬁx of p, denoted by p′ 
 p, if p′ 	 p and p = p′ .
– The intersection of two paths p and p′ , denoted by p ∩ p′ , is the longest common preﬁx of both paths, which is also a
path since ρ is a preﬁx of every path.
For example, the label-sequence l1 above is a path but not l2 since it does not start with the label ρ . Also, Last(l1) = @Id
and Parent(l1) = ρ.Class. Given paths p1 = ρ.Dept.Section.Emp and p2 = ρ.Dept.Section.@Name, p1 ∩ p2 =
ρ.Dept.Section.
Deﬁnition 5. A path instance v˜ in an XML tree T = (E,A, V , lab, ele,att,val,ρ, vρ) is a non-empty sequence of nodes in V
deﬁned by v˜
def= v1. · · · .vn , n 1, such that v1 = vρ and for all j ∈ [2,n], v j ∈ V and parent(v j) = v j−1.
– Given a path instance v˜ = v1. · · · .vn , the function last(v˜) is deﬁned by last(v˜) def= vn; and the function parent(v˜) is
deﬁned by parent(v˜)
def= v1. · · · .vn−1 if n > 1, and undeﬁned otherwise.
– A path instance v˜ = v1. · · · .vn is said to be deﬁned over the path p = l1. · · · .ln if for all j ∈ [1,n], lab(v j) = l j .
– The path instance v˜ ′ = v ′1. · · · .v ′m is said to be a preﬁx of the path instance v˜ = v1. · · · .vn , denoted by v˜ ′ 	 v˜ , if m  n
and v j = v ′j for all v ′j in v˜ ′ .
– The set of path instances deﬁned over a path p in T is denoted by Inst(p,T).
– The intersection of two path instances v˜ and v˜ ′ , denoted by v˜ ∩ v˜ ′ , is the longest common preﬁx of v˜ and v˜ ′ . This is
also a path instance since the node vρ is a preﬁx of every path instance.
Using the example in Fig. 1, v˜ = vρ.v1.v3 is a path instance, and last(v˜) = v3 and parent(v˜) = vρ.v1. Also,
Inst(ρ.Dept,T) = {vρ.v1,ρ.v2} and if v˜1 = vρ.v1.v3.v4 and v˜2 = vρ.v1.v3.v5.v12, then v˜1 ∩ v˜2 = vρ.v1.v3.
Our approach to deﬁning an XFD does not require the existence of a DTD, but does require the existence of a ﬁnite and
non-empty set of paths P that is legal for the XML document. The set P might be obtained from prior information, such as
the relational schema from which the XML document has been mapped if such a schema exists, or simply from the XML
document itself if no such prior information exists. We also place the following restriction on P.4
Deﬁnition 6. Given paths p and p′ , a set of paths P is downward closed if whenever there exist paths p and p′ such that
p ∈ P and p′ 
 p, then p′ ∈ P.5
We now deﬁne the notion of an XML tree conforming to P, which is a weaker notion than that of an XML tree conform-
ing to a DTD. By this we mean that if an XML tree conforms to a DTD then it also conforms to the set of paths of the DTD,
but an XML tree can conform to the set of paths of a DTD without it conforming to the DTD.
3 [1,n] denotes the set {1, . . . ,n}.
4 The downward closed property is called preﬁx-closed by Kot and White [13].
5 For the rest of this article, unless stated otherwise we will assume that the set of paths P is downward closed.
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path instance in T is a path instance deﬁned over a path in P.
We note that since the set of paths P is ﬁnite, and a path is a ﬁnite sequence of labels, then the set of labels appearing
in any XML tree that conforms to P must be ﬁnite. Also, the restriction that P is ﬁnite excludes the case where the set of
paths is generated from a recursive DTD.
As mentioned in Section 1, in this article we consider only XML trees with no missing information, which are deﬁned as
follows.
Deﬁnition 8. Let P be a set of paths, and let T be an XML tree such that T | P.
– The function [[p]], where p ∈ P, is the set of nodes deﬁned by [[p]] def= {last(v˜) | v˜ ∈ Inst(p,T)}.
– T is complete w.r.t. P if whenever there exist paths p′ and p in P such that p′ 
 p and there exists a node v ′ ∈ [[p′]],
then there exists a node v ∈ [[p]] such that v ′ ∈ ancestor(v).
For example, in Fig. 1, [[ρ.Dept]] = {v1, v2} and [[ρ.Dept.Section.Emp.S]] = {v11, v12, v13}. Also, if P = {ρ,
ρ.Dept,ρ.Dept.Section, ρ.Dept.Section.Emp, ρ.Class, ρ.Dept.Section.Emp.S, ρ.Dept.Section.
@Name, ρ.Class.@Id} then the tree in Fig. 1 conforms to P and is complete w.r.t. P. We also note that if, for example,
node v10 is removed, then the new tree will conform to P but will not be complete w.r.t. P.
We emphasize that the notion of an XML tree being complete is not an absolute notion, it is only deﬁned relative to a
speciﬁc set of paths. Thus it is possible that a tree T conforms to a set of paths P and is complete w.r.t. P, but T is not
complete to another set of paths P′ even though T also conforms to P′ .
We note that if T is a complete tree such that T | P, then for every path p ∈ P, [[p]] = ∅, since T always contains the
root node vρ and every path starts with the label ρ . We also note that for any P there always exists a complete tree T such
that T | P [12]. Unless stated otherwise, for the rest of the article we assume that all XML trees are complete. We now
present additional deﬁnitions that are needed to deﬁne a ‘closest node’ XFD.
The next deﬁnition is central to the deﬁnition of a ‘closest node’ XFD.
Deﬁnition 9. Let P be a set of paths, and let T be an XML tree such that T | P.
If vi and v j are two nodes (not necessarily distinct) in T, the boolean function closest(vi, v j) returns true if there exists
a node xij in T such that x
i
j ∈ aancestor(vi) and xij ∈ aancestor(v j) and xij ∈ [[pi ∩ p j]] (there can be at most one such node
xij since T is a tree), where pi is the path in P such that vi ∈ [[pi]] and p j is the path in P such that v j ∈ [[p j]].
Essentially, two nodes vi and v j are ‘closest’ if the two nodes have a common aancestor node in [[pi ∩ p j]], where
vi ∈ [[pi]] and v j ∈ [[p j]]. For example closest(v5, v6) is true in Fig. 1 since if we let x56 = v3, then v3 ∈ aancestor(v5), v3 ∈
aancestor(v6), v3 ∈ [[ρ.Dept.Section]], ρ.Dept.Section = ρ.Dept.Section.Emp ∩ ρ.Dept.Section.@Name,
v5 ∈ [[ρ.Dept.Section.Emp]] and v6 ∈ [[ρ.Dept.Section.@Name]]. Also, closest(v2, v7) is true since if we let
x27 = v2, then v2 ∈ [[ρ.Dept]], v7 ∈ [[ρ.Dept.Section]], ρ.Dept ∩ ρ.Dept.Section = ρ.Dept and v2 is an
aancestor of both v2 and v7; and closest(v4, v4) is true since if we let x44 = v4, then v4 ∈ [[ρ.Dept.Section.Emp]],
ρ.Dept.Section.Emp∩ ρ.Dept.Section.Emp= ρ.Dept.Section.Emp and v4 is an aancestor of v4.
However, closest(v5, v10) is false since the only node that is an aancestor of both v5 and v10 is vρ , but vρ ∈
[[ρ]] and ρ.Dept.Section.Emp ∩ ρ.Dept.Section.@Name = ρ.Dept.Section = ρ; and closest(v4, v5) is false
since the only nodes which are an aancestor of both v4 and v5 are v3, v1,ρ , but none of these nodes belong to
ρ.Dept.Section.Emp which is the intersection of ρ.Dept.Section.Emp with itself.
We observe that for any node v in an XML tree, closest(v, v) is true. Also, for any nodes v and v ′ in an XML tree,
closest(v, v ′) is equivalent to closest(v ′, v), and if v is either an ancestor or descendant of v ′ then closest(v, v ′) is true.
However the converse is not true, i.e. closest(v, v ′) can be true without v and v ′ having either a descendant or ancestor
relationship.
Importantly, we also observe that closest is not transitive and so closest(v, v ′) and closest(v ′, v ′′) does not necessarily
imply closest(v, v ′′). For example, in Fig. 1 closest(v6, v14) and closest(v14, v8) are true but not closest(v6, v8).
The closest property is related to the concept of locality, an important concept used in ﬁnite model theory for determining
the expressive power of query languages [22]. In the relational model, two data values in a relation are said to be local if
there is a tuple to which they both belong. We have recently shown that the closest property is equivalent to the locality
property when a complete relation is ﬁrst mapped to a nested relation by an arbitrary sequence of nest operations, and
then directly to an XML tree [12]. In other words, two data values in a relation are local if and only if the corresponding
nodes in the XML document satisfy the closest property.
We now extend the notion of two nodes being closest to a set of nodes pairwise satisfying the closest property, called a
cn-set.
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Deﬁnition 10. Let P be a set of paths, and let T be an XML tree such that T | P. A set of nodes {v1, . . . , vn} in T is deﬁned
to be a cn-set if for all i, j ∈ [1,n], closest(vi, v j) is true.
For example in Fig. 1, v15, v1, v36 is a cn-set, but v15, v1, v2 is not since closest(v1, v2) is not true. We also note that
any subset of a cn-set is also a cn-set. We now deﬁne a weak ‘closest node’ XFD, following our previous work [12].
Deﬁnition 11. Let P be a set of paths and let T be an XML tree (not necessarily complete) such that T | P.
A weak ‘closest node’ XFD is a statement of the form {p1, . . . , pn} → {pn+1, . . . , pn+m}, where {p1, . . . , pn+m} ⊆ P, and
n 1 and m 1.
The tree T satisﬁes the XFD if whenever there exist nodes {v1, v ′1} ⊆ [[p1]], . . . , {vn+m, v ′n+m} ⊆ [[pn+m]] in T such that
the following hold:
(i) v1, . . . , vn+m and v ′1, . . . , v ′n+m are cn-sets;
(ii) for all i ∈ [1,n],val(vi) = val(v ′i)
then for all i ∈ [n+ 1,n +m],val(vi) = val(v ′i).
We note that because both the l.h.s. and r.h.s. of an XFD are sets of paths, duplicate paths are not allowed in an XFD and
the paths are not ordered. Also, to simplify the notation, for the rest of the article we will write the XFD {p1, . . . , pn} →
{pn+1, . . . , pn+m} simply as p1, . . . , pn → pn+1, . . . , pn+m .
To illustrate the deﬁnition, we claim that the XFD ρ.Dept.Section.@Name → ρ.Dept.Section.Emp.S is vio-
lated in Fig. 1. This is because if we take the pairs of nodes v6, v11 and v6, v12, then closest(v6, v11) is true, closest(v6, v12)
is true, and val(v11) = “e1” = “e2”= val(v12). We note that if val(v12) was changed to “e1”, then the XFD would be satisﬁed.
There are several features of our XFD deﬁnition that we now discuss. Firstly, as mentioned in Section 1, our deﬁnition
differs from the deﬁnition of a ‘closest node’ XFD as originally presented by us [10], which we refer to as a strong ‘closest
node’ XFD, and is a weaker notion. This is because in the deﬁnition of a strong ‘closest node’ XFD, the only pairs of nodes
required to satisfy the closest property are pairs consisting of any node from the l.h.s. of the XFD and the node on the
r.h.s. of the XFD (assuming for the moment that there is only one path on the r.h.s. of the XFD). However, in a weak ‘closest
node’ XFD, all pairs of nodes are required to satisfy the closest property, including nodes corresponding to paths that are
both on the l.h.s. of the XFD. Consequently, any XML tree that satisﬁes a strong ‘closest node’ XFD also satisﬁes the weak
‘closest node’ XFD, but the reverse does not necessarily hold. We illustrate this point in the following example.
Example 12. Consider the XFD ρ.X.Y.@A,ρ.X.Y.@B→ ρ.X.@C in Fig. 2. Using the strong ‘closest node’ semantics given
in our previous work [10], the XFD is violated because in considering the nodes v9, v12, v3 and v13, v14, v6; closest(v9, v3)
is true, closest(v12, v3) is true, closest(v13, v6) is true, closest(v14, v6) is true, v9 and v13 have the same val, v12 and v14
6 To simplify the presentation, for the rest of this article we shall not use the normal set delimiters { and } when presenting the nodes in a cn-set.
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have the same val, but v3 and v6 have different val’s. However, the XFD is satisﬁed using the weak ‘closest node’ semantics
of this paper because the set of nodes v9, v12, v3 is not a cn-set since closest(v9, v12) does not hold.
Next, the motivation for the deﬁnition of a strong ‘closest node’ XFD was to extend the notion of an XML key as deﬁned
by Buneman et al. [11], and we showed that this property does indeed hold for the case of simple paths [10]. However,
this extension property no longer holds for a weak ‘closest node’ XFD and an XML key as deﬁned by Buneman et al., and
instead a weak ‘closest node’ XFD extends the notion of a relational FD [12]. Thus, unlike the relational case where a key
constraint is a special case of an FD, the notions of an XML key and a weak ‘closest node’ XFD, and thus also a ‘tree tuple’
XFD [12], are separate notions in XML.
Finally, we note that although the motivation for deﬁning a weak ‘closest node’ XFD was to extend the notion of a
relational FD, a weak ‘closest node’ XFD is more general than an FD in several aspects. Firstly, a weak ‘closest node’ XFD
is deﬁned for arbitrary XML documents, including those with missing and duplicate information as shown in Example 13
below, which is a larger class of XML documents than those obtained from complete relations. We also note that the class of
complete XML documents is a larger class than those obtained from complete relations, since a complete XML document can
contain duplicate data. Secondly, a weak ‘closest node’ XFD allows paths that end with element labels as well as text and
attribute labels, whereas an XFD obtained from mapping a relation to XML contains only paths that end with an attribute or
text label. So a weak ‘closest node’ XFD combines value and identity semantics, whereas an FD uses value semantics alone.
Finally, although we have shown elsewhere that a weak ‘closest node’ XFD and a ‘tree tuple’ XFD are equivalent for XML
documents which are complete w.r.t. the set of paths [12], their semantics do not coincide in XML documents with missing
information. The reason for this is that our deﬁnition of ‘closest node’ XFD satisfaction is an extension of the notion of
‘weak satisfaction’ of an FD in incomplete relations where a null is interpreted as an ‘existing but unknown’ value [9,19].
In this approach, an FD is deﬁned to be satisﬁed as long as there is no ‘hard’ violation of the FD constraint, i.e. a violation
not involving nulls. Similarly, we deﬁne a weak ‘closest node’ XFD to be satisﬁed as long as there is no ‘hard’ violation. Our
approach is similar to that adopted by Buneman et al. in their work on XML keys [11], since they also deﬁne an XML key
to be satisﬁed as long as there is no ‘hard’ violation.
In contrast, the semantics of a ‘tree tuple’ XFD is an extension of FD satisfaction in incomplete relations where a null is
interpreted as a ‘non-existent’ or ‘inapplicable’ value [9]. In this approach, an FD X → A is violated when there exist two
tuples which are non-null and equal on X , but one A value is null and the other is non-null. Similarly, a ‘tree tuple’ XFD
is violated when there are two tree tuples which are non-null and equal on the paths on the left of the XFD, but one ‘tree
tuple’ is null for the path on the right of the XFD but the other is non-null, whereas a ‘closest node’ XFD is satisﬁed in this
case.
We now illustrate the difference between the two deﬁnitions by an example.
Example 13. Consider the XFD ρ.A→ ρ.B.C and Fig. 3 (⊥ represents a null node). According to weak ‘closest node’ seman-
tics, the XFD is satisﬁed since there is only one cn-set, v1.v4, for the paths ρ.A,ρ.B.C. However, according to ‘tree tuple’
semantics the XFD is violated since the node v3 is considered to have a B child node with a null value, and so the two
tree tuples t1, t2 deﬁned by 〈t1(ρ.A) = v1, t1(ρ.B.C) = v4〉 and 〈t2(ρ.A) = v1, t2(ρ.B.C) =⊥〉 agree on the path ρ.A but
disagree on the path ρ.B.C.
This example also illustrates an important difference between the two approaches to deﬁning XFD satisfaction, namely
‘tree tuple’ semantics requires the use of a special value to represent a null whereas ‘closest node’ semantics does not.
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In this section we present an axiom system for reasoning about the implication of XFDs.7 We ﬁrst present some prelim-
inary deﬁnitions.
Deﬁnition 14.8
– An XML tree T satisﬁes an XFD σ is denoted by T | σ , and T satisﬁes a set of XFDs Σ is denoted by T | Σ .
– An XFD σ = p1, . . . , pn → pn+1, . . . , pn+m , is consistent with a set of paths P, denoted by σ | P, if {p1, . . . , pn+m} ⊆ P.
A set of XFDs Σ is consistent with P, denoted by Σ | P, if ∀σ ∈ Σ , σ | P.
– Given a set of paths P and a set of XFDs Σ and an XFD σ such that Σ ∪ {σ } | P, Σ implies σ , denoted by (P,Σ)  σ ,
if for every XML tree T such that T | P and T | Σ , then T | σ . We also deﬁne the set of XFDs implied by (P,Σ) by
(P,Σ)+ def= {σ | (P,Σ)  σ }.
– Two set of XFDs Σ and Σ ′ are equivalent, denoted by (P,Σ) ≡ (P,Σ ′), if (P,Σ)+ = (P,Σ ′)+ .
– If Σ | P and P ⊆ P, then the set of all paths implied by P is deﬁned by (P,Σ, P )+ def= {q | q ∈ P and P → q ∈ (P,Σ)+}.
– The set of paths appearing on either the l.h.s. or the r.h.s. of any σ ∈ Σ is denoted by PΣ .
We note that although our deﬁnition of XFD implication is w.r.t. a speciﬁc set of paths P, we shall show later in this
section that XFD implication is in fact independent of P.
Our axiom system for XFD implication in complete XML trees is then the following (assuming that Σ | P).
Axiom A1 (Reﬂexive Rule): (P,Σ)  p1, . . . , pn → pi , for all i ∈ [1,n].
Axiom A2 (Augmentation Rule): If (P,Σ)  p1, . . . , pn → q1, . . . ,qm then (P,Σ)  p0, p1, . . . , pn → p0,q1, . . . ,qm .
Axiom A3 (Transitivity Rule): If (P,Σ)  p1, . . . , pn → q1, . . . ,qm and (P,Σ)  q1, . . . ,qm → s then (P,Σ)  p1, . . . , pn → s.
Axiom A4 (Intersection Rule): If (P,Σ)  p1, . . . , pn → q, and pi ∩ q = ρ for all i ∈ [1,n], then (P,Σ)  p → q for every
path p.
Axiom A5 (Preﬁx Rule): If (P,Σ)  p′1, . . . , p′n → q and there exist paths p1, . . . , pn (not necessarily distinct) such that for
all i ∈ [1,n]:
(i) p′i ∩ q 	 pi ; and
(ii) pi 	 p′i or pi 	 q
then (P,Σ)  RED(p1, . . . , pn) → q, where RED(p1, . . . , pn) denotes the set of paths obtained by removing du-
plicate paths from p1, . . . , pn .
Axiom A6 (Ancestor Rule): If Last(p) ∈ E and q 
 p then (P,Σ)  p → q.
Axiom A7 (Attribute Rule): If Last(p) ∈ A then (P,Σ)  Parent(p) → p.
Axiom A8 (Root Rule): (P,Σ)  p1, . . . , pn → ρ .
Axioms A1–A3 correspond to Armstrong’s axioms for FDs [1], but the remaining axioms have no parallels in the axioms for
FDs. We also note that although there is only a single path, s, on the r.h.s. of the ﬁnal XFD in Axiom A3, Axioms A1–A3 can
be combined to show that Axiom A3 still holds if the path s is replaced by a set of paths.
We now illustrate the use of Axioms A4 and A5.
Example 15. Consider the set of XFDs Σ = {ρ.@Course → ρ.Dept.Section.Emp.S, ρ.Dept.Section.Office.
S → ρ.Dept.Section.Emp.Name.@Fname} which is satisﬁed by the XML tree in Fig. 4. Considering then the XFD
ρ.@Course → ρ.Dept.Section.Emp.S, applying Axiom A4 shows that the XFDs ρ → ρ.Dept.Section.Emp.S,
ρ.Dept → ρ.Dept.Section.Emp.S, etc., also hold. Also, from ρ.Dept.Section.Office.S → ρ.Dept.
Section.Emp.Name.@Fname and applying Axiom A5 we deduce that the XFDs
ρ.Dept.Section.Office→ ρ.Dept.Section.Emp.Name.@Fname,
ρ.Dept.Section→ ρ.Dept.Section.Emp.Name.@Fname,
ρ.Dept.Section.Emp→ ρ.Dept.Section.Emp.Name.@Fname,
ρ.Dept.Section.Emp.Name→ ρ.Dept.Section.Emp.Name.@Fname
also hold.
We also note that both (i) and (ii) of Axiom A5 need to be satisﬁed for the axiom to hold. To illustrate this, considering
ρ.Dept.Section.Office.S→ ρ.Dept.Section.Emp.Name.@Fname then the XFD ρ.Dept.Section.Office.
Emp.S→ ρ.Dept.Section.Emp.Name.@Fname satisﬁes (i) of Axiom A5 but not (ii), however the XFD is violated in
Fig. 4. Also, the XFD ρ.Dept → ρ.Dept.Section.Emp.Name.@Fname satisﬁes (ii) of Axiom A5 but not (i), yet it is
also violated in Fig. 4.
7 For the remainder of the article and unless stated otherwise, an XFD will denote a weak ‘closest node’ XFD, P will denote a downward closed set of
paths, σ will denote a single weak ‘closest node’ XFD, Σ will denote a set of weak ‘closest node’ XFDs and T denote a complete XML tree w.r.t. P.
8 A summary of the notation used in this article is contained in Fig. A.9 at the end of Appendix A.
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Also, although in this article we investigate the implication problem for XML trees which are complete w.r.t. a set of
paths, we note that Axioms A4 and A59 are not sound in incomplete trees and now demonstrate this by an example.
Example 16. Consider the set of XFDs Σ = {ρ.X.A→ ρ.Y.C.S,ρ.Y.A.B→ ρ.Y.C.S} and Fig. 5. Then using weak ‘closest
node’ semantics, both XFDs are satisﬁed since [[ρ.X.A]] and [[ρ.Y.A.B]] are both empty in T. However, from Axiom A4
and ρ.X.A→ ρ.Y.C.S we derive σ1 = ρ.X→ ρ.Y.C.S, yet this XFD is violated because for the cn-sets v1, v6 and v1, v7;
val(v6) = “c1" = “c2" = val(v7). Also, from Axiom A5 and ρ.Y.A.B→ ρ.Y.C.S we derive σ2 = ρ.Y.A→ ρ.Y.C.S, yet by
considering the cn-sets v3, v6 and v3, v7 it follows that ρ.Y.A→ ρ.Y.C.S is violated.
The remaining XFD axioms are for trivial XFDs, that is axioms that hold in any complete XML tree. Axiom A6 speciﬁes
that a path ending in an element label determines any preﬁx path. This is a consequence of the fact that the val of an
element node is its identiﬁer, which is unique in the tree, and each node in an XML tree has only one ancestor node
belonging to a speciﬁc preﬁx path. We note that Axiom A6 does not hold if the path p ends in a text or attribute label. For
instance, the XFD ρ.Dept.Section.Emp.S→ ρ.Dept.Section.Emp does not hold in Fig. 4.
Axiom A7 speciﬁes that the parent path of an attribute path determines the attribute path. This is a consequence of the
fact that an element node can only have one attribute node for each element label. We also note that the parent path of an
attribute path must always end in an element label, since only leaf nodes of an XML tree can be an attribute or text label.
Finally, Axiom A8 speciﬁes that any set of paths determines the root path. This is a consequence of the fact each tree has
only one root node.
We also note that since XFDs obey Armstrong’s axioms then, as for FDs [1], every XFD with multiple paths on the r.h.s. of
the XFD is equivalent to a set of XFDs with the same l.h.s. and single paths on the r.h.s.
We now compare our axiom system with that obtained by Kot and White [13] for ‘tree tuple’ XFD implication in arbitrary
XML trees and we show that in the case of complete XML trees, our axiom system is more powerful than that of Kot and
White in the sense that our axiom system implies that of Kot and White, but not the reverse. To show the ﬁrst part, we ﬁrst
9 Similar to the relational case, the transitivity Axiom A3 is also not sound in incomplete XML trees.
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note that in the case of complete XML trees, axioms 1–13 of Kot and White reduce to axioms 4–7, and 10. Also, axioms 14–
18 of Kot and White deﬁne the properties of an XML tree and follow from properties (i), (v), (iii) and (iv), (vii), and (iv)
respectively of Deﬁnition 1. Next, axiom 4 follows from our Axiom A1, axiom 5 follows from our Axiom A2, axioms 6 and 7
follow from our Axioms A1–A3 (as for FDs), and axiom 10 follows from our Axiom A3. Next, axiom 15 follows from our
Axiom A8, axiom 17 follows from our Axiom A6 and axiom 18 follows from our Axiom A7. Finally, axiom 19 of Kot and
White can be derived from our Axiom A5 as follows. We ﬁrst translate axiom 19 into our notation as follows:
19. If (P,Σ)  p′1, . . . , p′n, p′n+1, . . . , p′n+m → q then (P,Σ)  q′, pn+1, . . . , pn+k → q, if:
(a) there is a label-sequence y such that q′ ∗ y 	 q;
(b) ∀p ∈ {p′1, . . . , p′n},q′  p;
(c) {pn+1, . . . , pn+k} is the subset of {p′n+1, . . . , p′n+m} such that for every path p in the subset, q′ ∗ y 	 p
(re-labelling of subscripts might be necessary).
To show that axiom 19 follows from Axiom A5, we use another result, Lemma 19, which we will soon present. Con-
sider ﬁrst the XFD σ = p1, . . . , pn, pn+1, . . . , pn+k, pn+k+1, . . . , pn+m → q, where for all p ∈ {p1, . . . , pn, pn+k+1, . . . , pn+m},
p = q′ . If i ∈ [1,n] or i ∈ [n + k + 1,n +m], then pi = q′ and so (i) of Axiom A5 becomes p′i ∩ q 	 q′ . This condition holds
since otherwise it would mean that q′ 	 p′i ∩q from Lemma 19 (vi) since p′i ∩q 	 q from Lemma 19 (vii) and q′ 	 q from (a),
which implies that q′ 	 p′i from Lemma 19 (xi) because p′i ∩ q 	 p′i from Lemma 19 (vii). This contradicts (b), and so (i) of
Axiom A5 holds for this case, as also does (ii) since pi = q′ and hence q′ 	 q follows from (a). If instead i ∈ [n + 1,n + k],
then pi = p′i and so (i) of Axiom A5 becomes p′i ∩ q 	 p′i which holds from Lemma 19 (vii), and (ii) holds since pi 	 p′i
follows from pi = p′i . Hence Axiom A5 applies, and so we deduce that (P,Σ)  RED(σ ) which establishes axiom 19.
Next, our claim that the axiom system of Kot and White does not imply our axiom system is demonstrated by Exam-
ple 16. In this example we have shown that our Axioms A4 and A5 are not sound, but since the tree T satisﬁes Σ and the
axiom system of Kot and White is sound, then this means that Axioms A4 and A5 cannot be derived from the axiom system
of Kot and White or else one would derive the contradiction that T satisﬁes σ1 and σ2.
Finally, we show that our deﬁnition of XFD implication is independent of the speciﬁc set of paths P.
Lemma 17. Let Σ be a set of XFDs, let σ be an XFD and let P and P′ be sets of paths such that Σ ∪ {σ } | P and Σ ∪ {σ } | P′ . Then
(P,Σ)  σ iff (P′,Σ)  σ .
Proof. We shall ﬁrst show that if (P,Σ)  σ then (P′,Σ)  σ . If (P,Σ)  σ then there exists a complete XML tree T such
that T | P, T | Σ but T | σ . We shall establish the result by showing how to construct from T a complete XML tree
T′ such that T′ | P′ , T′ | Σ but T′ | σ . First, for every path p ∈ P − P′ , remove all nodes in [[p]] from T, resulting in
an XML tree T1. Now since Σ ∪ {σ } | P and Σ ∪ {σ } | P′ and P and P′ are downward closed, p can neither be a path
in Σ ∪ {σ } nor a preﬁx of a path in Σ ∪ {σ }. Hence T1 will still satisfy Σ and violate σ . Next, consider P′ − P. If we let
P = {p1, . . . , pm} be the paths in P′ − P, plus all the preﬁx paths of the paths in P′ − P except ρ , then we order the paths
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p′ ∈ P such that p′ = Parent(p), then we make the node for p a child of the node for p′ . If we call the resulting tree T′ ,
then it is clear that T′ | Σ but T′ | σ since T1 has the same properties, and T′ | P′ and is complete since T is complete
and from the construction procedure. Thus (P′,Σ)  σ , and the converse holds from the same argument. 
3.1. Soundness of the axiom system
In this section we establish the ﬁrst main result of this article, namely that the axiom system deﬁned in the previous
section is sound, that is if σ can be derived from (P,Σ) using our axiom system, then (P,Σ)  σ . To show this, we ﬁrst
formalize the notion of a derivation [1].
Deﬁnition 18. Denote by A Axioms A1–A8, and suppose that Σ | P and σ | P. Σ derives σ (using A), denoted by
(P,Σ) d σ , if there exists a sequence of XFDs σ1, . . . , σn = σ , n 1, such that for all i ∈ [1,n] either:
(i) σi ∈ Σ ; or
(ii) there is a substitution for some rule τ ∈A such that σi corresponds to a consequent of τ , and such that every XFD in
the antecedent of τ is in the set {σ j | j ∈ [1, i − 1]}.
We next establish two preliminary lemmas. The ﬁrst lemma presents some basic properties of ∩ and 	 (Deﬁnition 4).
The proof is omitted since it follows directly from the deﬁnitions.
Lemma 19. Let P be a set of paths and let p,q, and r be arbitrary paths in P.
(i) If p 
 (q ∩ r) then p 
 q, and if p 	 (q ∩ r) then p 	 q.
(ii) If p 	 q and p 	 r then p 	 (q ∩ r).
(iii) For every pair of paths p and q, p = (p ∩ q) ∗ z1 and q = (p ∩ q) ∗ z2 , where z1 and z2 are label-sequences (possibly empty)
such that z1 ∩ z2 =  .
(iv) p = p ∩ q iff p 	 q.
(v) If p 	 q and q 	 p then p = q.
(vi) If p 	 r and q 	 r, then either p 	 q or q 	 p.
(vii) p ∩ q 	 p.
(viii) p ∩ p = p.
(ix) If p 	 q then p ∩ r 	 q ∩ r.
(x) p ∩ (q ∩ r) = (p ∩ q) ∩ r.
(xi) If p 	 q and q 	 r then p 	 r.
Next, we give some basic properties of the closest function and the aancestor function (Deﬁnition 9). Once again, the
proof is omitted since it follows directly from the deﬁnition. In the lemma, recall that in the deﬁnition of closest, xij is the
node in [[pi ∩ p j]] that is an aancestor of both vi and v j .
Lemma 20. If P is a set of paths and {p, pi, p j} ⊆ P, and vi, v¯ i, v j, v¯ j, vk are nodes in an XML tree T such that T | P, then the
following hold:
(i) closest(vi, v j) = closest(v j, vi).
(ii) closest(vi, vi) is true.
(iii) If closest(vi, v j) is true and vi, v j ∈ [[p]] for some path p ∈ P, then vi = v j .
(iv) If vi ∈ [[pi]] and v j ∈ [[p j]] and pi 	 p j and closest(vi, v j) is true, then xij = vi and vi ∈ aancestor(v j).
(v) If vi ∈ [[pi]] and v j ∈ [[pi]] and vi ∈ aancestor(vk) and v j ∈ aancestor(vk), then vi = v j .
(vi) If {vi, v¯ i} ⊆ [[pi]] and {v j, v¯ j} ⊆ [[p j]] and closest(vi, v j) is true and closest(v¯ i, v¯ j) is true and vi = v¯ i and v j = v¯ j , then
pi  p j .
(vii) If v j ∈ [[p j]] and pi 	 p j , then there exists exactly one node vi such that vi ∈ [[pi]] and vi ∈ aancestor(v j).
(viii) If vi ∈ aancestor(vk) and vi ∈ [[pi]], and v j ∈ aancestor(vk) and v j ∈ [[p j]] and pi 	 p j then, vi ∈ aancestor(v j).
(ix) If vi ∈ aancestor(v j) and v j ∈ aancestor(vk), then vi ∈ aancestor(vk).
(x) If vi ∈ aancestor(v j) and vi ∈ [[pi]] and v j ∈ [[p j]], then pi 	 p j .
(xi) If vi ∈ aancestor(v j), then closest(vi, v j) is true.
The following lemma shows that given a set of paths p1, . . . , pn and a set of nodes deﬁned over the paths for which
closest is true for every pair of paths, and another path pn+1, it is always possible to ﬁnd a node in [[pn+1]] such that the
nodes deﬁned over the paths in p1, . . . , pn, pn+1 also satisfy the closest property pairwise.
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complete XML tree T such that v1, . . . , vn is a cn-set, then there exists a node vn+1 ∈ [[pn+1]] such that v1, . . . , vn, vn+1 is a cn-set.
Proof. See Appendix A. 
Next, in several of the proofs in the rest of the article we frequently need to list the conditions under which an XFD is
not logically implied. The following deﬁnition is a direct consequence of the deﬁnition of XFD satisfaction (Deﬁnition 11)
and logical implication (Deﬁnition 14).
Deﬁnition 22. Let Σ be a set of XFDs, let σ be the XFD p1, . . . , pn → pn+1, . . . , pn+m and let P be a set of paths such that
Σ ∪ {σ } | P. Then (P,Σ)  σ if there exists an XML tree T such that:
(i) T | P;
(ii) T | Σ ;
(iii) T | σ , that is there exist nodes v1, v ′1 ∈ [[p1]], . . . , vn+m, v ′n+m ∈ [[pn+m]] in T, where n  1 and m  1, such that the
following hold:
(a) v1, . . . , vn+m and v ′1, . . . , v ′n+m are cn-sets;
(b) ∀i ∈ [1,n], val(vi) = val(v ′i);
(c) ∃ j ∈ [n+ 1,n +m] such that val(v j) = val(v ′j).
Theorem 23. Axioms A1–A8 are sound for the implication of XFDs in complete XML trees.
Proof. Axiom A1. The proof is by contra-positive, and so assume that (P,Σ)  σ , where σ = p1, . . . , pn → pi . So from
Deﬁnition 22 there are nodes v, v ′ in [[pi]] in T such that val(v) = val(v ′) (since pi is on the r.h.s.), and nodes vi, v ′i in[[pi]] such that closest(vi, v) is true, closest(v ′i, v ′) is true and val(vi) = val(v ′i) (since pi is on the l.h.s.). However, from
Lemma 20 (iii), vi = v and v ′i = v ′ . This is a contradiction since val(v) = val(v ′) and val(vi) = val(v ′i) and so we conclude
that Σ  σ .
Axiom A2. The proof is by contra-positive, and so we show that if (P,Σ)  p0, p1, . . . , pn → p0,q1, . . . ,qm , then
(P,Σ)  p1, . . . , pn → q1, . . . ,qm . Let us deﬁne pn+1 = p0, pn+2 = q1, . . . , pn+m+1 = qm . Considering (c) of Deﬁnition 22,
suppose ﬁrst that j = n + 1. Then using the same arguments as in A1, if closest(v0, vn+1) is true then vn+1 = v0, and
if closest(v ′0, v ′n+1) is true then v ′n+1 = v ′0. However this is a contradiction since val(v0) = val(v ′0) by (b) and so since
val(vn+1) = val(v ′n+1), but val(vn+1) = val(v ′n+1) from (c). So j = n + 1, and thus j = n + k for some k > 1. Then by
considering the nodes v1, . . . , vn, vn+k and v ′1, . . . , v ′n, v ′n+k , we have that for all i ∈ [1,n],val(vi) = val(v ′i) from (i) and
val(vn+k) = val(v ′n+k) from (iii) and so T | p1, . . . , pn → q1, . . . ,qm and so (P,Σ)  p1, . . . , pn → q1, . . . ,qm as claimed.
Axiom A3. The proof is by contra-positive, and so we show that if (P,Σ)  p1, . . . , pn → s, then either (P,Σ) 
p1, . . . , pn → q1, . . . ,qm or (P,Σ)  q1, . . . ,qm → s. Let pn+1 = s. Since (P,Σ)  p1, . . . , pn → s, there exists an XML
tree T satisfying Deﬁnition 22. So since closest(vi, v j) is true for all i, j ∈ [1,n + 1] then, by repeatedly applying
Lemma 21 and considering the set of paths p1, . . . , pn+1,q1. . . . ,qm , there exist nodes vn+2, . . . , vn+m+1 in T such that
vn+2 ∈ [[q1]], . . . , vn+m+1 ∈ [[qm]] and closest(vi, v j) is true for all i, j ∈ [1,n + m + 1]. For the same reasons, there exist
nodes v ′n+2, . . . , v ′n+m+1 in T such that v ′n+2 ∈ [[q1]], . . . , v ′n+m+1 ∈ [[qm]] and closest(v ′i, v ′j) is true for all i, j ∈ [1,n+m+1].
There are then two possibilities. The ﬁrst is that for all i ∈ [n + 2,n + m + 1],val(vi) = val(v ′i). In this case, T |
q1, . . . ,qm → s because val(vn+1) = val(v ′n+1). The other possibility is that there exists j ∈ [n + 2,n + m + 1] such that
val(v j) = val(v ′j). In this case T | p1, . . . , pn → q1, . . . ,qm , which establishes A3.
Axiom A4. The argument is again by contra-positive, and so let T be a tree in Deﬁnition 22 such that T | p1, . . . , pn → q.
Then there exist nodes v1, v ′1 in [[p]] and nodes v2, v ′2 in [[q]] such that closest(v1, v2) and closest(v ′1, v ′2) are true and
val(v1) = val(v ′1) and val(v2) = val(v ′2). Since for all i ∈ [1,n], pi ∩ q = ρ from the axiom, then for every node vi ∈ [[pi]],
where i ∈ [1,n], closest(vi, v2) and closest(vi, v ′2) are true because vi , v2 and v ′2 must all be descendants of vρ and vρ ∈[[pi ∩ q]]. So T | p1, . . . , pn → q, which establishes A4.
Axiom A5. The proof of this axiom is much more complex than the other axioms because of the large number of different
cases that need to be considered. Accordingly, we present a detailed proof in Appendix A but also give here an outline of
the proof to assist the reader.
The argument is again by contra-positive, and so let T be a tree in Deﬁnition 22 such that T | p → q. We ﬁrst note that
from Axiom A1, we can assume that for all i ∈ [1,n],q = pi and we let pn+1 = q.
The ﬁrst step in the proof is to modify the set of nodes {v ′1, . . . , v ′n} as follows. For any node vi in the set {v1, . . . , vn}, if
closest(vi, v ′n+1) is also true, then replace v ′i by vi in the set {v ′1, . . . , v ′n}. We can then show that this modiﬁed set of nodes
is also a cn-set.
The next step in the proof is to show that it is always possible to choose two other sets of nodes {v¯1, . . . , v¯n+1} and
{v¯ ′1, . . . , v¯ ′n+1} from T so that T | p′1, . . . , p′n → pn+1. To be more precise, {v¯1, . . . , v¯n+1} and {v¯ ′1, . . . , v¯ ′n+1} must satisfy
the following conditions:
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(b′) {v¯1, . . . , v¯n+1} is a cn-set;
(c′) {v¯ ′1, . . . , v¯ ′n+1} is a cn-set;
(d′) ∀i ∈ [1,n],val(v¯ i) = val(v¯ ′i);
(e′) val(v¯n+1) = val(v¯ ′n+1).
This construction procedure takes a number of steps, which we now outline.
Step 1: We let v¯n+1 = vn+1 and v¯ ′n+1 = v ′n+1.
Step 2: We choose for every path p′i ∈ {p′1, . . . , p′n}, an associated maximal path, denoted by M(p′i), that is deﬁned to be
the path p that maximizes p′i ∩ p w.r.t. 	, that is
∀p ∈ {p1, . . . , pn+1, p′1, . . . , p′i−1}, p′i ∩ p 	 p′i ∩ M(p′i). (1)
If there is more than one such maximal path, then the choice of M(p′i) is arbitrary.
Step 3: We show that for all i ∈ [1,n], one of the following conditions must hold:
(i) pi = p′i ;
(ii) pi 
 p′i ;
(iii) pi 
 pn+1.
Step 4: We choose nodes in increasing index order as follows. For each i ∈ [1,n], choose nodes v¯ i and v¯ ′i as follows:
(A) If (i) from Step 3 holds, then v¯ i = vi and v¯ ′i = v ′i .
(B) If (ii) from Step 3 holds, let v¯ i be any node in [[p′i]] such that closest(v¯ i, vm) is true, where vm is the node in the cn-set{v1, . . . , vn+1} that is also in [[M(p′i)]], and also let v¯ ′i = v¯ i .
(C) If (iii) from Step 3 holds, let v¯ i be any node in [[p′i]] such that closest(v¯ i, vm) is true, where vm is the node in the cn-set{v1, . . . , vn+1} that is also in [[M(p′i)]] (as in (ii)), and let v¯ ′i be any node in [[p′i]] such that closest(v¯ ′i, v ′m) is true, where
v ′m is the node in the cn-set {v ′1, . . . , v ′n+1} that is also in [[M(p′i)]].
We now demonstrate Step 4 by an example.
Example 24. Consider the XFD σ1 = ρ.A.B.C,ρ.A.B.C.@C,ρ.A.D.E.@E → ρ.A.D.F.@F which from Axiom A5 im-
plies the XFD σ2 = ρ.A.B,ρ.A.B.C.@C,ρ.A.D.F → ρ.A.D.F.@F. In Fig. 6, σ2 is violated when we consider the cn-sets
{v1, v2, v3, v4} and {v1, v2, v ′3, v ′4}.
Let ρ.A.B.C = p′1,ρ.A.B.C.@C = p′2,ρ.A.D.E.@E = p′3,ρ.A.D.F.@F = p4 = q and ρ.A.B = p1,ρ.A.B.C.@C =
p2,ρ.A.D.F= p3.
We then proceed as follows. For i = 1, (B) applies. Hence M(p′1) = p2 and so vm = v2 and the node in v ∈ [[p′1]] that
satisﬁes closest(v¯1, vm) is v = v¯1, and we also let v¯ ′1 = v¯1. For i = 2, (A) applies and so we let v¯2 = v2 and v¯ ′2 = v2. For
i = 3, (C) applies and so we compute M(p′3) = p3 (or p4) and so vm = v3 and v ′m = v ′3. Hence v¯ ′3 = v¯3 and one can verify
that the cn-sets {v¯1, v2, v¯3, v4} and {v¯1, v2, v¯3, v ′4} cause σ2 to be violated.
Axiom A6. The argument is again by contra-positive, and so let T be a tree in Deﬁnition 22 such that T | p → q. Thus
there exist nodes v, v ′ ∈ [[p]] and nodes v¯, v¯ ′ ∈ [[q]] in T such that closest(v, v¯) is true, closest(v ′, v¯ ′) is true, val(v) = val(v ′)
and val(v¯) = val(v¯ ′). However, since q 
 p and closest(v, v¯) is true, from Lemma 20 (iv) we derive that v¯ ∈ aancestor(v).
Similarly, v¯ ′ ∈ aancestor(v ′). However, since Last(p) ∈ E and using the deﬁnition of val, if val(v) = val(v ′) then v = v ′ . Also,
since P is downward closed and q 
 p, Last(q) ∈ E and so v¯ = v¯ ′ because val(v¯) = val(v¯ ′). Hence v has two ancestor nodes,
v¯ and v¯ ′ , which contradicts the fact that T is a tree, and so T | p → q.
Axiom A7. The argument is again by contra-positive, and so let T be a tree in Deﬁnition 22 such that T | Parent(p) → p.
So there exist nodes v, v ′ ∈ [[Parent(p)]] and v¯, v¯ ′ ∈ [[p]] such that closest(v, v¯) is true, closest(v ′, v¯ ′) is true, val(v) = val(v ′)
and val(v¯) = val(v¯ ′). By deﬁnition of Parent, Parent(p) 
 p, and so if closest(v, v¯) is true then v = parent(v¯). Similarly,
v ′ = parent(v¯ ′). Since Last(Parent(p)) ∈ E by deﬁnition, then v = v ′ because val(v) = val(v ′). However, since val(v¯) = val(v¯ ′),
this implies that v¯ and v¯ ′ are distinct attribute children of v with the same label, which contradicts the deﬁnition of an
XML tree and so T | Parent(p) → p.
Axiom A8. This is automatic since there is only one node, vρ , in [[ρ]] and so every XFD with ρ on the r.h.s. is automati-
cally satisﬁed. 
4. Completeness of the axiom system
In this section we establish the second main result of this article, namely that our axiom system deﬁned in the previous
section is complete. Since the proof of this fact requires several stages, we ﬁrst present an outline of the steps involved.
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– We ﬁrst introduce the notion of a text XFD, which is one where every path on the l.h.s. of the XFD ends in an attribute
or text label. Our motivation for considering this restricted type of XFD is that the implication problem for such XFDs is
easier to solve than for arbitrary XFDs, which can have paths ending in element labels on the l.h.s. of an XFD, and so we
solve the implication problem for a set of arbitrary XFDs by showing that it can be reduced to solving the implication
problem for an equivalent set of text XFDs.
This reduction process takes several sub-steps. First, we present a procedure that takes an arbitrary set of XFDs Σ
as input and outputs a set of text XFDs, α(Σ), by introducing a new identifying attribute label for every path in the
l.h.s. of an XFD in Σ that ends with an element label. In the next sub-step we prove that Σ implies another XFD σ if
and only if α(Σ) implies α(σ ) (Theorem 31), where α(σ ) is the text XFD corresponding to σ . Finally, we show that
if α(σ ) can be derived from α(Σ) using our XFD axiom system, then σ can also be derived from Σ using our axiom
system (Theorem 33).
– The next step in the proof is to show that our axiom system is complete for sets of text XFDs. To do this, we deﬁne
a closure algorithm for XFDs (Algorithm 1) and show that the algorithm is sound and complete for sets of text XFDs
(Theorem 38). We do this by introducing a chase procedure (Algorithm 2 and Algorithm 3) for XFDs that is an extension
of the classical chase algorithm for relational dependencies, but applies to XML trees rather than relations. We then use
the soundness and completeness of the closure algorithm for text XFDs to show that our XFD axiom system is complete
for sets of text XFDs (Corollary 39).
– The ﬁnal step in the proof involves combining the previous two steps to convert the implication and derivation problems
for sets of arbitrary XFDs to the same problems for sets of text XFDs. This leads to the main result of the article
(Theorem 41), which shows that our XFD axiom system is sound and complete for sets of arbitrary XFDs. As a corollary,
we show that the implication problem for an arbitrary set of XFDs can be computed by ﬁrst converting the set to an
equivalent set of text XFDs, and then using either the closure algorithm, or the chase algorithm.
4.1. Text XFDs
We ﬁrst deﬁne some text related concepts.
Deﬁnition 25. We are given a set of paths P, a set of XFDs Σ and an XML tree T such that Σ | P, T | P and T | Σ .
– A path p ∈ P is a text path if Last(p) /∈ E, and P is a set of text paths if every path in P is a text path.
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is a text XFD.
– T is a text XML tree if for every leaf node v ∈ T, lab(v) /∈ E.
We note that our deﬁnition of a text XFD only requires that the paths on the l.h.s. of the XFD are text paths, it does not
require that the path on the r.h.s. be a text path. The reason for this difference is that it is only text paths on the l.h.s. of
an XFD that cause technical problems in solving the implication problem, hence our deﬁnition of a text XFD only requires
that such paths not be present.
We now consider the problem of how to convert an arbitrary set of XFDs to an equivalent set of text XFDs. Our solution
to this problem extends the classical concept of a surrogate in a relational database [1], where an artiﬁcial attribute is
introduced as a key into a relational schema. Given an arbitrary XFD, we replace every path on the l.h.s. of the XFD that
ends with an element label by extending the path with a new attribute label so that the new path is an identiﬁer for the
old path.
To demonstrate this idea, consider a unary XFD p → q, where Last(p) ∈ E. We introduce a new attribute label, denoted
by l@, such that the new path p ∗ l@ uniquely identiﬁes p nodes in any XML tree, that is the XFD p ∗ l@ → p holds. If we
then replace the set {p → q} by the set {p ∗ l@ → p, p ∗ l@ → q}, the new set and the old set are equivalent. This is because
the XFD p → q is implied by {p ∗ l@ → p, p ∗ l@ → q} since by Axiom A7 p → p ∗ l@ and then applying Axiom A3 shows that
p → q. For the reverse direction, p ∗ l@ → p holds by assumption and if we combine this with p → q and apply Axiom A3
then we derive p ∗ l@ → q.
We now formalize the procedure just illustrated, using the symbol α to denote this conversion to text.
Deﬁnition 26. Let P be a set of paths, p ∈ P, Σ a set of XFDs, σ ∈ Σ and T an XML tree. Suppose also that Σ | P, T | P
and T | Σ . First, add a new label l@ to the set of attributes A which, without any loss of generality, we assume not to
already be in A.
– ele(P)
def= {p | p ∈ P and Last(p) ∈ E and p appears on the l.h.s. of an XFD in Σ}.
– α(p)
def= p ∗ l@ if p ∈ ele(P), else α(p) def= p.
– α(P)
def= P∪ {α(p) | p ∈ ele(P)}.
– If σ is the XFD p1, . . . , pn → pn+1, then we deﬁne α(σ ) to be the XFD α(p1), . . . ,α(pn) → α(pn+1).
– α(Σ)
def= {α(σ ) | σ ∈ Σ} ∪ {α(p) → p | p ∈ ele(P)}.
– We augment T to create α(T) as follows. For each p ∈ ele(P) and each node v ∈ [[p]] in T, add a new attribute child
node of v with label l@ and assign a unique (but arbitrary) val to it.
We note that it follows immediately from this deﬁnition that α(Σ) | α(P), P ⊆ α(P), α(T) is complete and
α(T) | α(P). We now illustrate this deﬁnition by an example.
Consider the example in Fig. 1 and let:
lα = @#;
P= {ρ, ρ.Dept, ρ.Dept.Section, ρ.Dept.Section.Emp, ρ.Class,
ρ.Dept.Section.Emp.S, ρ.Dept.Section.@Name, ρ.Class.@Id}
Σ = {ρ.Dept.Section.@Name→ ρ.Class, ρ.Class, ρ.Dept.Section.Emp.S→ ρ.Dept}.
Then:
ele(P) = {ρ.Class};
α(P) = {ρ, ρ.Dept, ρ.Dept.Section, ρ.Dept.Section.Emp, ρ.Class, ρ.Class.@#,
ρ.Dept.Section.Emp.S, ρ.Dept.Section.@Name, ρ.Class.@Id};
α(Σ) = {ρ.Dept.Section.@Name→ ρ.Class.@#, ρ.Class.@# ,
ρ.Dept.Section.Emp.S→ ρ.Dept, ρ.Class.@#→ ρ.Class};
and if we denote the XML tree in Fig. 1 by T, then α(T) is shown in Fig. 7. In this example the only path in P that is
changed is the path ρ.Class.
We next show that using this conversion process, we can convert the implication problem for an arbitrary set of XFDs to
the implication problem for a set of text XFDs. To do this we ﬁrst need to deﬁne the notion of subsumption between two
XML trees, and we then establish a lemma which shows that if an XML tree T1 is subsumed by an XML tree T2 and T1
violates an XFD, then T2 must also violate the XFD.
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Deﬁnition 27. Given two XML trees T1 = (V1, lab1, ele1,att1, val1,ρ, vρ1 ) and T2 = (V2, lab2, ele2,att2, val2,ρ, vρ2 ), T1 is
subsumed by T2, denoted by T1  T2, iff:
(i) V1 ⊆ V2;
(ii) the functions lab1 and lab2 and val1 and val2 are identical on V1;
(iii) for all nodes v, v ′ ∈ V1, v is the parent of v ′ in T1 iff v is the parent of v ′ in T2.
Lemma 28. Let P1 and P2 be sets of paths such that P1 ⊆ P2 , let T1 = (V1, lab1, ele1,att1, val1, vρ1 ) be an XML tree such that
T1 | P1 and let T2 = (V2, lab2, ele2,att2, val2, vρ2 ) be an XML tree such that T2 | P2 and T1  T2 , and let σ be an XFD. If T1 | σ
then T2 | σ .
Proof. Let σ be the XFD p1, . . . , pn → pn+1, . . . , pn+m , and let v1, v ′1, . . . , vn+m, v ′n+m be as deﬁned in Deﬁnition 22. We
need to show that (iii) of Deﬁnition 22 also holds in T2.
Consider (a) of Deﬁnition 22. From the deﬁnition of subsumption, the nodes v1, v ′1, . . . , vn+m, v ′n+m are also nodes
in T2. Let vi and v j be arbitrary nodes in v1, . . . , vn+m and let v ′i and v
′
j be arbitrary nodes in v
′
1, . . . , v
′
n+m . Since
closest(vi, v j) is true in T1 from (a) of Deﬁnition 22, there exists a node xij ∈ [[pi ∩ p j]] in T1 such that xij ∈ aancestor(vi)
and xij ∈ aancestor(v j). Similarly, since closest(v ′i, v ′j) is true in T1, there exists a node x′ij ∈ [[pi ∩ p j]] such that x′ij ∈
aancestor(v ′i) and x
′i
j ∈ aancestor(v ′j). So by property (iii) of subsumption, xij ∈ aancestor(vi), and xij ∈ aancestor(v j) in T2
and x′ij ∈ aancestor(v ′i) and x′ij ∈ aancestor(v ′j) in T2. So we deduce that (a) of Deﬁnition 22 holds in T2, and (b) and (c) hold
by property (ii) of subsumption. Thus T2 | σ as required. 
Next, we establish an important preliminary theorem which shows that an XML tree T satisﬁes an XFD if and only if
α(T) satisﬁes the corresponding text XFD. To do this we need a preliminary lemma, illustrated in Fig. 8.
Lemma 29. If P is a set of paths and T an XML tree such that T | P and there exist paths p1, p′1, p2, p′2 in P and nodes v1, v ′1, v2, v ′2
in T where:
(i) v1 ∈ [[p1]], v ′1 ∈ [[p′1]], v2 ∈ [[p2]], v ′2 ∈ [[p′2]]; and
(ii) p1 = Parent(p′1), v1 = parent(v ′1), p2 = Parent(p′2), v2 = parent(v ′2); and
(iii) {lab(v ′1), lab(v ′2)} ⊆ A∪ {S};
(iv) p′1 = p′2;
then closest(v1, v2) = closest(v ′ , v ′ ) = closest(v1, v ′ ).1 2 2
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Proof. We shall show that closest(v ′1, v ′2) ⇐⇒ closest(v1, v ′2) and closest(v ′1, v ′2) ⇐⇒ closest(v1, v2).
We ﬁrst observe that because of (iii) and (iv), the only case that needs to be considered is when p′1  p′2 and p′2  p′1.
We next claim that the following holds:
p1 ∩ p2 = p′1 ∩ p′2. (2)
To show this, since p1 	 p′1 and p2 	 p′2 by condition (ii), then p1 ∩ p2 	 p′1 ∩ p′2 by applying Lemma 19 (ix) twice. For
the reverse direction, from Lemma 19 (iii), p′1 = (p′1 ∩ p′2) ∗ z1 and p′2 = (p′1 ∩ p′2) ∗ z2, for some label-sequences z1 and z2.
Thus from (iv) and Lemma 19 (iv), z1 =  and z2 =  and so p′1 ∩ p′2 
 p′1 and p′1 ∩ p′2 
 p′2. However by (ii), p′1 = p1 ∗ l1
and p′2 = p2 ∗ l2, where l1 and l2 are label-sequences containing a single label. So since p′1 ∩ p′2 
 p′1, we deduce that
p′1 ∩ p′2 	 p1 and p′1 ∩ p′2 	 p2 and hence p′1 ∩ p′2 	 p1 ∩ p2 from Lemma 19 (ii). Thus (2) holds.
Suppose ﬁrst that closest(v1, v2) is true, and so there exists x12 ∈ [[p1 ∩ p2]] such that x12 ∈ aancestor(v1) and x12 ∈
ancestor(v2). So by (2), x12 ∈ [[p′1 ∩ p′2]] and x12 ∈ aancestor(v ′1) and x12 ∈ aancestor(v ′2) from (ii) of the lemma and
Lemma 20 (ix). Hence closest(v ′1, v ′2) is true as required.
If instead closest(v ′1, v ′2) is true, then there exists x′12 ∈ [[p′1 ∩ p′2]] such that x′12 ∈ aancestor(v ′1) and x′12 ∈ ancestor(v ′2).
So by (2), x′12 ∈ [[p1 ∩ p2]] and since x′12 and vi are aancestors of v ′i for i = 1,2, then x′12 ∈ aancestor(vi) for i = 1,2. Hence
closest(v1, v2) is true and so closest(v1, v2) ⇐⇒ closest(v ′1, v ′2) as claimed.
We next claim that the following holds:
p1 ∩ p′2 = p′1 ∩ p′2. (3)
To show this, since p1 
 p′1 from (ii), then by Lemma 19 (ix), p1 ∩ p′2 	 p′1 ∩ p′2. For the reverse direction, from
Lemma 19 (iii), p′1 = (p′1 ∩ p′2) ∗ z1, for some label-sequence z1. Thus z1 =  since otherwise Lemma 19 (iv) would im-
ply that p′1 	 p′2 which contradicts (iii) and (iv), and so p′1 ∩ p′2 
 p′1. However by (ii) of the lemma, p′1 = p1 ∗ l1, where
l1 is a path sequence containing a single label. So since p′1 ∩ p′2 
 p′1 and p′1 = p1 ∗ l1, we deduce that p′1 ∩ p′2 	 p1.
Also, p′1 ∩ p′2 	 p′2 from Lemma 19 (vii) and so combining this with p′1 ∩ p′2 	 p1 and applying Lemma 19 (ii) shows that
p′1 ∩ p′2 	 p1 ∩ p′2, and thus (3) holds.
Suppose then that closest(v1, v ′2) is true, and so there exists x12 ∈ [[p1 ∩ p′2]] such that x12 ∈ aancestor(v1) and x12 ∈
ancestor(v ′2). So by (3), x12 ∈ [[p′1 ∩ p′2]] and x12 ∈ aancestor(v ′1) from (ii) and Lemma 20 (ix). Hence closest(v ′1, v ′2) is true.
If instead closest(v ′1, v ′2) is true, then there exists x12 ∈ [[p′1 ∩ p′2]] such that x12 ∈ aancestor(v ′1) and x12 ∈ ancestor(v ′2). So
by (3), x12 ∈ [[p1 ∩ p′2]]. It follows from Lemma 19 (vii) that p1 ∩ p′2 	 p1, and combining this with the fact that both v1 and
x12 are aancestors of v
′
1 and using Lemma 20 (viii) shows that x
1
2 ∈ aancestor(v1), and so closest(v1, v ′2) is true and hence
closest(v1, v ′2) ⇐⇒ closest(v ′1, v ′2) as claimed, which completes the proof. 
Using this lemma, we now establish the important preliminary result which shows that an XML tree T satisﬁes an XFD
if and only if α(T) satisﬁes the corresponding text XFD.
Theorem 30. Let P be a set of paths, σ an XFD and T an XML tree, where T | P and σ | P. Then T | σ iff α(T) | α(σ ).
Proof. Let σ be the XFD p1, . . . , pn → pn+1.
If: The argument is by contra-positive, and so we will show that if T | σ then α(T) | α(σ ). By deﬁnition of α(σ ), one
of the following cases must occur in σ :
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(b) pn+1 ∈ ele(P) and ∀i ∈ [1,n], pi /∈ ele(P)(every path on the l.h.s. of σ is a text path but the r.h.s. path is not);
(c) ∃ j ∈ [1,n] such that ∀i ∈ [1, j], pi ∈ ele(P) and ∀i ∈ [ j + 1,n + 1], pi /∈ ele(P) (permuting subscripts might be necessary)
(at least one path on the l.h.s. of σ is not a text path and the r.h.s. path is a text path);
(d) ∃ j ∈ [1,n] such that ∀i ∈ [1, j], pi ∈ ele(P) and ∀i ∈ [ j + 1,n], pi /∈ ele(P) and pn+1 ∈ ele(P) (permuting subscripts might
be necessary)(at least one path on the l.h.s. of σ is not a text path and the r.h.s. path is not a text path).
We ﬁrst note that it follows directly from the deﬁnition of α that T α(T).
For case (a), by deﬁnition of α, α(σ ) = σ , and so by Lemma 28 and the fact that T α(T), if T | σ then α(T) | α(σ )
as required.
For case (b), α(σ ) = p1, . . . , pn → pn+1 ∗ l@. Since T | σ , then (iii) of Deﬁnition 22 holds (with m = 1) and by deﬁnition
of α(T), there exist a node v¯n+1 ∈ [[pn+1 ∗ l@]] in α(T) such that vn+1 = parent(v¯n+1), and a node v¯ ′n+1 ∈ [[pn+1 ∗ l@]] in
α(T) such that v ′n+1 = parent(v¯ ′n+1). Consider then the nodes v1, . . . , vn, v¯n+1 in α(T). We claim that the nodes in this set
pairwise satisfy the closest property. To verify this, if both nodes are in v1, . . . , vn then it follows from the deﬁnition of
α(T) that both nodes are also in T and thus the property follows from (iii) of Deﬁnition 22. If one node is in v1, . . . , vn and
the other is v¯n+1, then it follows from (iii) of Deﬁnition 22 and Lemma 29 that the nodes satisfy the closest property. Using
the same reasoning, the pairwise closest property also holds for the set of nodes v ′1, . . . , v ′n, v¯n+1. Then since val(vn+1) =
val(v ′n+1) from (iii) of Deﬁnition 22, vn+1 = v ′n+1 and so v¯n+1 = v¯ ′n+1 and thus val(v¯n+1) = val(v¯ ′n+1) since both nodes have
element labels from (b). Combining this with (iii) of Deﬁnition 22 shows that α(T) | α(σ ) as required.
Consider case (c). In this case, α(σ ) = p1 ∗ l@, . . . , p j ∗ l@, p j+1, . . . , pn → pn+1. Since T | σ , (iii) of Deﬁnition 22 holds
and because paths p1, . . . , p j end in labels in E by (c), it follows from the deﬁnition of val and (iii) of Deﬁnition 22 that
∀i ∈ [1, j], vi = v ′i . (4)
Consider the paths p1, . . . , p j . By the deﬁnition of α(T) and (c), corresponding to v1, . . . , v j there exist nodes v¯1 ∈ [[p1 ∗
l@]], . . . , v¯ j ∈ [[p j ∗ l@]] in α(T) such that parent(v¯1) = v1, . . . ,parent(v¯ j) = v j , and corresponding to v ′1, . . . , v ′j there exist
nodes v¯ ′1 ∈ [[p1 ∗ l@]], . . . , v¯ ′j ∈ [[p j ∗ l@]] in α(T) such that parent(v¯ ′1) = v ′1, . . . ,parent(v¯ ′j) = v ′j . Consider then the set of
nodes v¯1, . . . , v¯ j, v j+1, . . . , vn+1 in α(T). We note that closest(v¯ i, v¯k) is true for all i,k ∈ [1, j] by (iii) of Deﬁnition 22 and
Lemma 29, closest(v¯ i, vk) is true for i ∈ [1, j] and k ∈ [ j+1,n+1] by (iii) of Deﬁnition 22 and Lemma 29, and closest(vi, vk)
is true for i,k ∈ [ j + 1,n + 1] from (iii) of Deﬁnition 22. So the following holds in α(T):
∀v, v ′ ∈ {v¯1, . . . , v¯ j, v j+1, . . . , vn+1}, closest
(
v, v ′
)
is true. (5)
Using the same arguments, for the set of nodes v¯ ′1, . . . , v¯ ′j, v
′
j+1, . . . , v
′
n+1 in α(T), where v¯ ′1 = parent(v ′1), . . . , v¯ ′j =
parent(v j), the following holds in α(T):
∀v, v ′ ∈ {v¯ ′1, . . . , v¯ ′j, v ′j+1, . . . , v ′n+1}, closest(v, v ′) is true. (6)
Then, it follows from (4) and the fact that all the paths p1 ∗ l@, . . . , p j ∗ l@ end in an attribute label that corresponding
nodes in v¯1, . . . , v¯ j and v¯ ′1, . . . , v¯ ′j are identical, and thus have the same val, and combining this with (iii)-(b) and (iii)-(c)
of Deﬁnition 22 shows that α(T) | α(σ ) as required.
Consider (d). In this case α(σ ) = p1 ∗ l@, . . . , p j ∗ l@, p j+1, . . . , pn → pn+1 ∗ l@. Once again, because T | σ then (iii) of
Deﬁnition 22 holds and because of (d), (4) holds. Consider the paths p1, . . . , p j, pn+1. By the deﬁnition of α(T), there
exist nodes v¯1 ∈ [[p1 ∗ l@]], . . . , v¯ j ∈ [[p j ∗ l@]], v¯n+1 ∈ [[pn+1 ∗ l@]] in α(T) such that parent(v¯1) = v1, . . . ,parent(v¯ j) =
v j,parent(v¯n+1) = vn+1, and nodes v¯ ′1 ∈ [[p1 ∗ l@]], . . . , v¯ ′j ∈ [[p j ∗ l@]], v¯ ′n+1 ∈ [[pn+1 ∗ l@]] in α(T) such that parent(v¯ ′1) =
v ′1, . . . ,parent(v¯ ′j) = v ′j,parent(v¯ ′n+1) = v ′n+1. Consider then the nodes v ′1, . . . , v ′j, v j+1, . . . , vn, v ′n+1. Using the same argu-
ments as in (c), nodes in this set pairwise satisfy the closest property as do nodes in the set v¯ ′1, . . . , v¯ ′j, v j+1, . . . , vn, v¯
′
n+1.
Since Last(pn+1) ∈ E from (d) and val(vn+1) = val(v ′n+1) from (iii) of Deﬁnition 22, then vn+1 = v ′n+1 and so val(v¯n+1) =
val(v¯ ′n+1) by deﬁnition of α(T). Combining this with (iii) of Deﬁnition 22 shows that α(T) | α(σ ) as required. This com-
pletes the proof of the If part.
Only If: The proof is by contra-positive, and so we show that if α(T) | α(σ ) then T | σ. Since α(T) | α(p1), . . . ,α(pn)→
α(pn+1), there exist nodes {v1, v ′1} ⊆ [[α(p1)]], . . . , {vn+1, v ′n+1} ⊆ [[α(pn+1)]] in α(T) such that (iii) of Deﬁnition 22 holds.
As for the If part, one of the cases (a)–(d) must hold for σ .
Consider case (a). By deﬁnition of α(p) and (a), α(σ ) = σ and so {v1, v ′1}, . . . , {vn+1, v ′n+1} are also in T by deﬁnition
of α(T). So since (iii) of Deﬁnition 22 holds for α(T), it must also hold for T and so T | σ as required.
Consider (b). Since pn+1 ∈ ele(P) from (b), α(pn+1) = pn+1 ∗ l@ and so Parent(α(pn+1)) = pn+1. Let v¯n+1 be the node in
[[pn+1]] in α(T) such that parent(vn+1) = v¯n+1, and let v¯ ′n+1 be the node in [[pn+1]] in α(T) such that parent(v ′n+1) = v¯ ′n+1.
Consider the nodes v1, . . . , vn, v¯n+1 and v ′1, . . . , v ′n, v¯ ′n+1 in α(T). From (b), the ﬁnal label in each of the paths p1, . . . , pn
is not in E, so by deﬁnition of α(T) the nodes v1, . . . , vn and v ′1, . . . , v ′n are also in T, as also are v¯n+1 and v¯ ′n+1. Also, for
every i, j ∈ [1,n], closest(vi, v j) is true in T by (iii) of Deﬁnition 22, and for all i ∈ [1,n], closest(vi, v¯n+1) is true by (iii) of
Deﬁnition 22 and Lemma 29. Using the same reasoning, for all i, j ∈ [1,n], closest(v ′, v ′ ) is true in T and closest(v ′, v¯ ′ )i j i n+1
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then v¯n+1 = v¯ ′n+1 and since lab(v¯n+1) ∈ E, val(v¯n+1) = val(v¯ ′n+1). Combining this with (iii) of Deﬁnition 22 then shows that
T | σ , which was to be established.
Consider next case (c). Since pi ∈ ele(P) for all i ∈ [1, j] from (c), then α(pi) = pi ∗ l@ and so Parent(α(pi)) = pi . Consider
then the set of nodes v¯1, . . . , v¯ j, v j+1, . . . , vn+1 in α(T), where v¯1 = parent(v1), . . . , v¯ j = parent(v j). From the deﬁnition of
α(T), v¯1, . . . , v¯ j, v j+1, . . . , vn+1 are also in T. We note that for all i,k ∈ [1, j], closest(v¯ i, v¯k) is true by (iii) of Deﬁnition 22
and Lemma 29; closest(v¯ i, vk) is true for all i ∈ [1, j] and k ∈ [ j + 1,n + 1] by (iii) of Deﬁnition 22 and Lemma 29; and
closest(vi, vk) is true for all i,k ∈ [ j + 1,n + 1] from (iii) of Deﬁnition 22. So the following holds:
∀v, v ′ ∈ {v¯1, . . . , v¯ j, v j+1, . . . , vn+1}, closest
(
v, v ′
)
is true. (7)
Using the same arguments, for the set of nodes v¯ ′1, . . . , v¯ ′j , v
′
j+1, . . . , v
′
n+1 in α(T), where v¯ ′1 = parent(v ′1), . . . , v¯ ′j =
parent(v j), the following holds:
∀v, v ′ ∈ {v¯ ′1, . . . , v¯ ′j, v ′j+1, . . . , v ′n+1}, closest(v, v ′) is true. (8)
Consider then any pair of nodes vi, v ′i , where i ∈ [1, j]. Since val(vi) = val(v ′i) from (iii) of Deﬁnition 22, we must have that
vi = v ′i since T | α(Σ) and thus T | α(pi) → pi . So v¯ i = v¯ ′i and also thus val(v¯ i) = val(v¯ ′i). Combining this with (iii) of
Deﬁnition 22, it follows that the val of every node in the set v¯1, . . . , v¯ j, v j+1, . . . , vn is equal to the val of the corresponding
node in the set v¯ ′1, . . . , v¯ ′j, v
′
j+1, . . . , v
′
n , and val(vn+1) = val(v ′n+1) from (iii) of Deﬁnition 22. It follows from this and (8)
and (7) that α(T) | p1, . . . , p j, p j+1, . . . , pn → pn+1, and hence T | p1, . . . , p j, p j+1, . . . , pn → pn+1 since, by deﬁnition
of α(T), the sets of nodes v¯1, . . . , v¯ j , v j+1, . . . , vn+1 and v¯ ′1, . . . , v¯ ′j, v
′
j+1, . . . , v
′
n+1 are also in T. This completes (c).
Lastly, consider (d) and the sets of nodes v¯1, . . . , v¯ j, v j+1, . . . , vn, v¯n+1, where v¯1 = parent(v1), . . . , v¯ j = parent(v j),
v¯n+1 = parent(vn+1); and v¯ ′1, . . . , v¯ ′j , v ′j+1, . . . , v ′n, v ′n+1 in T, where v¯ ′1 = parent(v ′1), . . . , v¯ ′j = parent(v j), v¯ ′n+1 =
parent(vn+1). We ﬁrstly note that since val(vn+1) = val(v ′n+1) from (iii) of Deﬁnition 22, and lab(vn+1) = lab(v ′n+1) = l@
since α(pn+1) = pn+1 ∗ l@ from (d), then v¯n+1 = v¯n+1 and so val(v¯n+1) = val(v¯n+1) since the label of both nodes is in E.
It then follows, using the same arguments in (c), that α(T) | α(p1), . . . ,α(p j), p j+1, . . . , pn → α(pn+1), and so T | σ ,
which completes (d) and the proof. 
This leads to the ﬁrst main result of this section, which shows that a set of XFDs Σ implies an XFD σ if and only if the
corresponding set of text XFDs α(Σ) implies the corresponding text XFD α(σ ).
Theorem 31. Let P be a set of paths, Σ a set of XFDs and σ an XFD such that Σ | P and σ | P. Then (P,Σ)  σ iff (α(P),α(Σ)) 
α(σ ).
Proof. Only If: The proof is by contra-positive, and so we show that if (α(P),α(Σ))  α(σ ) then (P,Σ)  σ . If
(α(P),α(Σ))  α(σ ), there exists a complete tree T′ such that T′ | α(P) and T′ | α(Σ), but T′ | α(σ ).
Since T′ | α(Σ) and by deﬁnition of α(Σ), T′ | α(p) → p for every p ∈ ele(P), then the val of every node with label l@
in T′ must be distinct within the set of nodes [[α(p)]] (but not necessarily in the whole of T′). So from T′ construct a new
tree T′′ by replacing the val of every node labeled with l@ with a new val so that the new val is unique in the whole tree T′′ ,
rather than just being unique within each [[α(p)]]. We next claim that given an arbitrary XFD σ1 such that σ1 | P, then
T′ | α(σ1) iff T′′ | α(σ1). We ﬁrst show that if T′ | α(σ1) then T′′ | α(σ1). To verify this, let α(σ1) = α(p1), . . . ,α(pn) →
α(pn+1) and so the conditions of Deﬁnition 22 are satisﬁed. Now for any vi ∈ {v1, . . . , vn} and v ′i ∈ {v ′1, . . . , v ′n}, if lab(vi) =
lab(v ′i) = l@ then val(vi) and val(v ′i) are the same in both T′ and T′′ and so if val(vi) = val(v ′i) in T′ from Deﬁnition 22 then
val(vi) = val(v ′i) in T′′ . Similarly, if lab(vn+1) = lab(v ′n+1) = l@ and val(vn+1) = val(v ′n+1) in T′ then val(vn+1) = val(v ′n+1) in
T′′ since val(vn+1) and val(v ′n+1) are also unchanged. Alternatively, if lab(vi) = lab(v ′i) = l@, then {vi, v ′i} ⊆ [[pi ∗ l@]]. So since
the val’s of nodes in [[pi ∗ l@]] are unique in T′ and val(vi) = val(v ′i) from Deﬁnition 22, this means vi = v ′i and so even if
val(vi) is changed, then val(vi) = val(v ′i) also in T′′ also. Similarly, if lab(vn+1) = lab(v ′n+1) = l@ and val(vn+1) = val(v ′n+1) in
T′ then val(vn+1) = val(v ′n+1) in T′′ since the val of every node in T′′ with label l@ is unique. So this means that T′′ | α(σ1)
as claimed. Conversely, to show that if T′′ | α(σ1) then T′ | α(σ1) consider ﬁrst from Deﬁnition 22 any vi ∈ {v1, . . . , vn}
and v ′i ∈ {v ′1, . . . , v ′n} in T′′ . Then the same arguments just used show that if val(vi) = val(v ′i) in T′′ then val(vi) = val(v ′i)
in T′ . Similarly, if val(vn+1) = val(v ′n+1) in T′′ and lab(vn+1) = lab(v ′n+1) = l@, then val(vn+1) and val(v ′n+1) have not been
changed and so val(vn+1) = val(v ′n+1) in T′ . Alternatively, if lab(vn+1) = lab(v ′n+1) = l@ then since vn+1 and v ′n+1 are both
in [[pn+1 ∗ l@]], then val(vn+1) = val(vn+1) in T′ since the val of nodes in [[pn+1 ∗ l@]] are distinct in T′ . This means that if
T′′ | α(σ1) then T′ | α(σ1), which establishes our claim. As a consequence, T′ | α(Σ) and T′ | α(σ ) iff T′′ | α(Σ) and
T′′ | α(σ ).
From T′′ construct a tree T by removing all nodes labeled with l@. It is easy to verify that T is complete and conforms
to P. From this it follows that T′′ = α(T) since the val of every node in T′′ with label l@ is unique. Thus since α(T) = T′′ |
α(Σ) and α(T) | α(σ ), it follows from Theorem 30 that T | Σ and T | σ , so (P,Σ)  σ .
If: The proof is by contra-positive, and so we show that if (P,Σ)  σ then (α(P),α(Σ))  α(σ ). If (P,Σ)  σ , there
exists a complete tree T such that T | P, T | Σ , but T | σ . As noted earlier, α(T) is complete and conforms to α(P). It
follows then from Theorem 30 that α(T) | α(Σ) but α(T) | α(σ ), and so (α(P),α(Σ))  α(σ ). 
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α(Σ) can be converted to a derivation involving Σ . To establish this result, we ﬁrst prove a preliminary lemma.
Lemma 32. If P is a set of paths and {p,q, r} ⊆ P, and α(p) ∈ α(P) and α(q) ∈ α(P), then:
(i) α(p) 	 α(q) ⇒ p 	 q;
(ii) α(p) ∩ q = p ∩ α(q);
(iii) if p = q then α(p) ∩ α(q) = p ∩ q;
(iv) if α(p) ∩ α(q) 	 α(r), then p ∩ q 	 r.
Proof. We establish (i) and (ii) ﬁrst. The results are immediate if p = q so we assume that p = q. We then consider the four
possible cases:
(a) α(p) = p and α(q) = q;
(b) α(p) = p and q 
 α(q);
(c) p 
 α(p) and α(q) = q;
(d) p 
 α(p) and q 
 α(q).
For (a), both (i) and (ii) follow immediately.
If (b) holds, then since q 
 α(q) it follows from the deﬁnition of α that α(q) = q ∗ l@, and so α(p) 	 α(q) becomes
p 	 (q ∗ l@). However if α(p) = p and α(q) = q ∗ l@, then by deﬁnition of α, p ends in a non-element label and q ends
in an element label and so if p 	 (q ∗ l@) then it follows from the deﬁnition of 	 that p 	 q and so (i) holds. For (ii),
α(p) ∩ q = p ∩ q and p ∩ α(q) = p ∩ (q ∗ l@). However since p ends in a text or attribute label which is not equal to l@ by
deﬁnition of α, then p ∩ (q ∗ l@) = p ∩ q and so (ii) holds.
If (c) holds, then by symmetry the same argument as in (b) applies.
If (d) holds, from the deﬁnition of α we have that α(p) = p ∗ l@ and α(q) = q ∗ l@, and so α(p) 	 α(q) becomes p ∗ l@ 	
q ∗ l@. Clearly, if this condition holds then p 	 q and so (i) holds. For (ii), α(p)∩q = (p ∗ l@)∩q which is equal to p∩q since
the last label of q cannot be l@. By symmetry, the same argument applies to p ∩ α(q) and thus (ii) holds.
This establishes (i) and (ii), so we now consider (iii) and (iv). For (iii), one of the cases (a)–(d) must occur. If (a) holds,
then it is immediate that α(p)∩α(q) = p∩q. If (b) occurs, then from the deﬁnition of α we have that α(p) = p and α(q) =
q∗ l@, and so α(p)∩α(q) = p∩ (q∗ l@). However, by deﬁnition of α, p cannot end with label l@ and so p∩ (q∗ l@) = p∩q and
so (iii) holds. If (c) holds, from the deﬁnition of α we have that α(p) = p ∗ l@ and α(q) = q, and so α(p)∩α(q) = (p ∗ l@)∩q
and (p ∗ l@) ∩ q = p ∩ q since q cannot end in with the label l@ and so (iii) holds. If (d) holds, from the deﬁnition of α
we have that α(p) = p ∗ l@ and α(q) = q ∗ l@, and so α(p) ∩ α(q) becomes (p ∗ l@) ∩ (q ∗ l@). However since p = q, then
(p ∗ l@) ∩ (q ∗ l@) = p ∩ q from the deﬁnition of ∩. This completes (iii).
For (iv), if p = q then α(p) ∩ α(q) = α(p) and so if α(p) ∩ α(q) 	 α(r) then α(p) 	 α(r) and using (i) shows that p 	 r
as required. If instead p = q, then by (iii), (iv) becomes p ∩ q 	 α(r). However, by deﬁnition of α, neither p nor q can end
with the label l@ and so if p ∩ q 	 α(r), then p ∩ q 	 r as required. 
We now establish the second main result of the section, which shows that any derivation of a text XFD from a set of
text XFDs can be converted to a derivation of the original XFD from the original set of XFDs.
Theorem 33. If P is a set of paths and Σ a set of XFDs such that Σ | P and σ an XFD such that σ | P and (α(P),α(Σ)) d α(σ ),
then (P,Σ) d σ .
Proof. We ﬁrst note that it follows directly from the deﬁnitions of α that if Σ | P and σ | P, then α(Σ) | α(P) and
α(σ ) | α(P). We also note that for every XFD σ such that σ | α(P), σ = α(σ ′) for some σ ′ such that σ ′ | P. We prove
the result by induction on the number of XFDs in the derivation α(σ1), . . . ,α(σm) = α(σ ). Initially, the result is true when
m = 1 since, by deﬁnition of α(Σ), if α(σ ) ∈ α(Σ) then σ ∈ Σ . Suppose then inductively the result holds for a derivation
sequence of m− 1 XFDs. Without any loss of generality, by Axioms A1–A3 we can assume that there is a single path on the
r.h.s. of σ , and so let σ be the XFD p1, . . . , pn → pn+1 and thus α(σ ) = α(p1), . . . ,α(pn) → α(pn+1).
Let τ be the axiom used to derive σ . If τ = A1, then α(pn+1) = α(pi), for some i ∈ [1,n], and so pn+1 = pi and thus
(P,Σ) d σ by Axiom A1.
In the case τ = A2, we can assume without loss of generality that α(σm−1) = α(p2), . . . ,α(pn) → α(pn+1) and so
(P,Σ) d σm−1 = p2, . . . , pn → pn+1 from the inductive assumption and hence (P,Σ) d σ from Axiom A2.
If τ = A3, there exist α(σ j) = α(p1), . . . ,α(pn) → α(q1), . . . ,α(qr) and α(σk) = α(q1), . . . ,α(qr) → α(pn+1), where j,k ∈
[1,m− 1] and (α(P),α(Σ)) d α(σ j) and (α(P),α(Σ)) d α(σk). By the inductive hypothesis, (P,Σ) d p1, . . . , pn → q1, . . . ,qr
and (P,Σ) d q1, . . . ,qr → pn+1, and so (P,Σ) d p1, . . . , pn → pn+1 by Axiom A3.
If τ = A4, there exists α(σ j) = α(p¯1), . . . ,α(p¯r) → α(pn+1), where j ∈ [1,m − 1], such that (α(P),α(Σ)) d α(σ j) and
for all i ∈ [1, r],α(p¯i) ∩ α(pn+1) = ρ . So by the inductive hypothesis, (P,Σ) d p¯1, . . . , p¯r → pn+1. We can assume that
∀i ∈ [1, r],α(p¯i) = α(pn+1) since otherwise the case reduces to A1. If α(pn+1) = pn+1, then for all i ∈ [1, r],α(p¯i) ∩ pn+1 =
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p¯i ∩ pn+1 = ρ and hence (P,Σ) d σ follows by Axiom A4. Alternatively, if α(pn+1) = pn+1, then from Lemma 32 (iii) for
all i ∈ [1, r],α(p¯i) ∩ α(pn+1) = p¯i ∩ pn+1 and so pi ∩ pn+1 = ρ since by assumption α(p¯i) ∩ α(pn+1) = ρ . Hence (P,Σ) d σ
follows again by Axiom A4.
If τ = A5, there exists α(σ j) = α(p¯1), . . . ,α(p¯n) → α(pn+1), such that (α(P),α(Σ)) d α(σ j) and for all i ∈ [1,n],α(p¯i)∩
α(pn+1) 	 α(pi) and (α(pi) 	 α(p¯i) or α(pi) 	 α(pn+1)). Since α(p¯i)∩α(pn+1) 	 α(pi), it follows from Lemma 32 (iv) that
p¯i ∩ pn+1 	 pi . Also, pi 	 p¯i and pi 	 pn+1 follow from Lemma 32 (i) and so we can apply Axiom A5 to p¯1, . . . , p¯n → pn+1
and hence (P,Σ) d σ as required.
Consider τ = A6. If this rule applies, then α(σ ) = α(p1) → α(pn+1), Last(α(p1)) ∈ E and α(pn+1) 
 α(p1). However, by
deﬁnition of α, the only way that this can occur is if α(p1) = p1 and α(pn+1) = pn+1. In this case, (P,Σ)  p1 → pn+1
from A6.
Consider τ = A7. If this rule applies, then α(σ ) = α(p1) → α(pn+1), where Last(α(pn+1)) ∈ A and α(p1) =
Parent(α(pn+1)). Again, by deﬁnition of α, the only way that this can occur is if α(p1) = p1 and α(pn+1) = pn+1. In
this case, (P,Σ)  p1 → pn+1 from A7.
If τ = A8, then α(pn+1) = α(ρ) and so (P,Σ) d p1, . . . , pn → ρ by Axiom A8. 
4.2. Establishing completeness
In this section we show that the XFD axiom system introduced previously is complete, that is if (P,Σ)  σ then
(P,Σ) d σ , and that the implication problem is decidable in quadratic time. We do this in several steps. Firstly, we introduce
a closure algorithm and show that it is sound for sets of arbitrary XFDs. Secondly, we show that the closure algorithm is also
complete for sets of text XFDs by introducing a chase style algorithm for XML trees. Finally, we use Theorem 31 to show
that our closure algorithm is also complete for sets of arbitrary XFDs, and hence that our XFD axiom system is complete for
sets of arbitrary XFDs. A corollary of these results is that our chase algorithm can also be used for XFD implication for sets
of arbitrary XFDs if the set is ﬁrst converted to a text set.
4.2.1. Closure algorithm
We now present an algorithm for computing (P,Σ, P )+ , where we recall from Deﬁnition 14 that (P,Σ, P )+ = {q | P →
q ∈ (P,Σ)+}. We denote the output of our algorithm by clo(P ), and note that showing soundness and completeness of our
algorithm means establishing that clo(P ) = (P,Σ, P )+ . In this section we shall show soundness of our closure algorithm,
that is clo(P ) ⊆ (P,Σ, P )+ . Also, without loss of generality, we assume for the rest of the article that Σ contains no
redundant XFD, that is there does not exist an XFD σ ∈ Σ such that (P,Σ) ≡ (P,Σ − {σ }).
Algorithm 1.
INPUT: A set of XFDs Σ , a downward closed set of paths P and a subset P = {p1, . . . , pn} of P.
OUTPUT: clo(P )
1: clo(P ) := {p1, . . . , pn,ρ};
2: Unused := Σ ;
3: for each q ∈ clo(P ) − {ρ} do
4: if Last(q) ∈ E then
5: clo(P ) := clo(P ) ∪ {q′ | q′ 
 q};
6: end if
7: end for
8: for each q ∈ clo(P ) do
9: clo(P ) := clo(P ) ∪ {q′|q = Parent(q′) and Last(q′) ∈ A};
10: end for
11: repeat
12: for each XFD r1, . . . , rk → rk+1 in Unused do
13: if (a) there exist paths q1, . . . ,qk ∈ clo(P ) such that for all i ∈ [1,k], ri ∩ rk+1 	 qi and (qi 	 ri or qi 	 rk+1)
or (b) for all i ∈ [1,k], ri ∩ rk+1 = ρ or ri ∈ clo(P ) then
14: clo(P ) := clo(P ) ∪ {rk+1};
15: if Last(rk+1) ∈ E then
16: for each q 	 rk+1 do
17: clo(P ) := clo(P ) ∪ {q′ | q = Parent(q′) and Last(q′) ∈ A};
18: end for
19: clo(P ) := clo(P ) ∪ {q | q 
 rk+1};
20: end if
21: Unused := Unused− {r1, . . . , rk → rk+1};
22: end if
23: end for
24: until no more changes can be made to clo(P )
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Lemma 34. If P is a set of paths, P ⊆ P, Σ a set of XFDs such that Σ | P, then clo(P ) ⊆ (P,Σ, P )+ .
Proof. We show the result by induction on the number of iterations in computing clo(P ) by Algorithm 1. At Line 1, clo(P )
contains p1, . . . , pn and ρ , and each of the paths p1, . . . , pn is in (P,Σ, P )+ by Axiom A1, and ρ ∈ (P,Σ, P )+ by Axiom A8.
At Line 5, the result follows by Axiom A6 and at Line 9 by Axioms A3 and A7. So at the commencement of the repeat loop,
clo(P ) ⊆ (P,Σ, P )+ .
Let clo(P ) j denote the computation of clo(P ) after iteration j of the repeat loop. Assume then that the inductive hypoth-
esis is true after iteration j − 1, that is clo(P ) j−1 ⊆ (P,Σ, P )+ . If rk+1 is added to clo(P ) j−1 because of Line 13 (a), then
rk+1 ∈ (P,Σ, P )+ because of Axiom A5.
Suppose instead that rk+1 is added to clo(P ) j−1 as a result of Line 13 (b). If for every ri , ri ∈ clo(P ) j−1, then since
Axioms A1–A3 are the same as Armstrongs’s axioms for FDs and ri ∈ (P,Σ, P )+ by the inductive hypothesis, we deduce
that rk+1 ∈ (P,Σ, P )+ and from Axiom A3 and so the inductive hypothesis again holds. If instead for every ri , ri ∩ rk+1 = ρ ,
then the result holds by Axiom A4. Lastly, suppose that there exists an ri such that ri ∈ clo(P ) j−1 and ri ∩ rk+1 = ρ . In this
case, by reindexing the paths if necessary, we can write r1, . . . , rk → rk+1 as r1, . . . , rt , rt+1, . . . , rk → rk+1, t < i, such that
r1 ∩ rk+1 = ρ, . . . , rt ∩ rk+1 = ρ, (9)
and
rt+1 ∩ rk+1 = ρ, . . . , rk ∩ rk+1 = ρ, (10)
and
rt+1 ∈ clo(P ) j−1, . . . , rk ∈ clo(P ) j−1. (11)
If rk+1 = ρ then since ρ is already in clo(P ) j−1 by Line 1, inserting it again will have no effect so assume that rk+1 = ρ .
Since (P,Σ)  r1, . . . , rt, rt+1, . . . , rk → rk+1, it follows that if we let p1 = r1∩rk+1, . . . , pt = rt ∩rk+1, pt+1 = rt+1, . . . , pk = rk
and p′1 = r1, . . . , p′k = rk and q = rk+1 in Axiom A5, then Lemma 19 (vii) shows that p′i ∩q 	 pi and pi 	 p′i and so Axiom A5
applies and hence (P,Σ)  r1 ∩ rk+1, . . . , rt ∩ rk+1, rt+1, . . . , rk → rk+1. Combining this with (9) we deduce that
(P,Σ)  ρ, rt+1, . . . , rk → rk+1. (12)
Then, by Axiom A8, (P,Σ)  rt+1, . . . , rk → ρ and then using Axiom A2 we deduce that rt+1, . . . , rk → ρ, rt+1, . . . , rk . Com-
bining this with (12) and applying Axiom A3 we obtain that
(P,Σ)  rt+1, . . . , rk → rk+1. (13)
Then from (11), the induction hypothesis and Axiom A3, we deduce that (P,Σ)  P → rt+1, . . . , rk , and combining this with
(13) and Axiom A3, we deduce that (P,Σ)  P → rk+1 and so rk+1 ∈ (P,Σ, P )+ as required.
If Line 17 is executed, then since rk+1 ∈ (P,Σ, P )+ , applying Axiom A6 shows that q ∈ (P,Σ, P )+ . Then Axiom A7 shows
that (P,Σ)  q → q′ , and combining with q ∈ (P,Σ, P )+ and using Axiom A3 shows that q′ ∈ (P,Σ, P )+ as required.
Finally, if Line 19 is executed then Axiom A6 shows that (P,Σ)  rk+1 → q, and since rk+1 ∈ (P,Σ, P )+ applying Ax-
iom A3 shows that q ∈ (P,Σ, P )+ as required. This completes the proof. 
We now measure the running time of Algorithm 1. To do this, we deﬁne:
– |p| is the number of labels in a path p;
– if σ is the XFD p1, . . . , pn → pn+1, then |σ | = |p1| + · · · + |pn+1|;
– |P | =∑p∈P |p|;
– |P| =∑p∈P |p|;
– |Σ | =∑σ∈Σ |σ |;
– ‖σ‖ is the number of paths in σ ;
– ‖P‖ is the number of paths in P ;
– ‖P‖ is the number of paths in P;
– ‖Σ‖ is the number of paths in Σ ;
– n(Σ) is the number of XFDs in Σ .
We then have the following result.
Theorem 35. The running time of Algorithm 1 is O (N2), where N = (‖P‖ + |P|)(n(Σ)(‖Σ‖ + |Σ |) + ‖P‖ + |P |).
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s1 = ‖P‖ + 1. (14)
Consider next the total number of steps executed in the for loop at Line 3, which we denote by s3. Then in each iteration
of the loop, the test at Line 4 takes |q| steps and at most |q| − 1 paths can be added to clo(P ) since q contains |q| labels.
So, noting from (14) that the for loop at Line 3 can be iterated at most s1 − 1 times, we deduce that
s3 =
‖P‖∑
i=1
|pi |
(|pi| − 1)
<
‖P‖∑
i=1
|pi |2

( ‖P‖∑
i=1
|pi|
)2
= |P |2. (15)
Consider next the number of steps in the for loop at Line 8, which we denote by s8. We ﬁrst note from (14) and (15) that
at the commencement of Line 8, |clo(P )| = s1 + s3  ‖P‖ + 1 + |P |2. If we combine this with the fact that the number of
paths added at each iteration of Line 9 is bounded by ‖P‖, then we derive:
s8 
(‖P‖ + 1+ |P |2)‖P‖ (‖P‖ + |P |)2‖P‖. (16)
So then the total number of steps executed before the repeat loop is s1 + s3 + s8 and we derive
s1 + s3 + s8  ‖P‖ + 1+ |P |2 +
(‖P‖ + |P |)2‖P‖

(‖P‖ + |P |)2 + (‖P‖ + |P |)2‖P‖ since |P | 1 and ‖P‖ 1
= (‖P‖ + |P |)2(‖P‖ + 1). (17)
We now compute the number of steps in each of the statements inside the loop. The test at Line 13(a) can be implemented
by the following algorithm (‖c‖ is the number of paths in clo(P ) when the test is performed, which is bounded by ‖P‖).
For i = 1 to k Do
{ Match := false;
For j = 1 to ‖c‖ Do
{If ri ∩ r(k + 1) 	 q j and (q j 	 ri or q j 	 r(k + 1))
Then Match := true}
If not Match then exit
}
Testing whether ri ∩ rk+1 	 q j can be done in at most |ri ∩ rk+1| |ri | steps, q j 	 ri by |q j| steps and q j 	 rk+1 by |q j |
steps. So the number of steps for Line 13 (a), s13a , is:
s13a =
k∑
i=1
‖c‖∑
j=1
(|ri| + 2|q j|)
=
k∑
i=1
( ‖c‖∑
j=1
|ri| +
‖c‖∑
j=1
2|q j|
)

k∑
i=1
( ‖P‖∑
j=1
|ri| +
‖P‖∑
j=1
2|q j|
)
since ‖c‖ ‖P‖
=
k∑
i=1
(‖P‖|ri | + 2|P|) ‖P‖|σ | + 2k|P|
 ‖P‖|Σ | + 2‖σ‖|P| ‖P‖|Σ | + 2‖Σ‖|P|
 2
(‖P‖ + |P|)(‖Σ‖ + |Σ |).
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number of steps is s14 = 1 and for Line 15 the number of steps is s15 = |rk+1|, which is bounded by |σ | and hence by |Σ |.
For Line 16, the number of steps is s16 = |rk+1|, which is bounded by |σ | and hence by |Σ |. For Line 17, the number of steps
is s17 which is bounded by ‖P‖ and for Line 19, s19 = |rk+1|, which is bounded by |σ | and thus by |Σ |. So the total number
of steps for a single iteration of the repeat loop is s13a + s13b + s14+ s15+ s16× s17+ s19, which is O ((‖P‖+|P|)(‖Σ‖+|Σ |)).
Since the loop can execute at most n(Σ) times, the total steps for the loop is O (n(Σ)(‖P‖+|P|)(‖Σ‖+|Σ |)), and combining
this with (17) the total number of steps for the algorithm is O ((‖P‖+|P|)(n(Σ)(‖Σ‖+|Σ |)+(‖P‖+|P |)2)), which is O (N2)
where N = (‖P‖ + |P|)(n(Σ)(‖Σ‖ + |Σ |) + ‖P‖ + |P |). 
4.2.2. Completeness of the closure algorithm and axiom system
In the previous section, we showed that our closure algorithm (Algorithm 1) is sound for sets of arbitrary XFDs. In this
section, we shall show that it is also complete for sets of text XFDs. To do this, we deﬁne a chase procedure for XML trees
that is an extension of the classical chase algorithm for relations [1]. We note that the chase algorithm presented here is
quite different from the one presented by Kot and White [13], since our method uses an XML tree rather than a relational
tableau. Also, without any loss of generality we assume that every XFD in Σ contains only a single path on the r.h.s. of the
XFD.
Algorithm 2.
INPUT: P,Σ,T; where Σ | P and T | P.
OUTPUT: A complete tree T¯ such that T¯ | Σ .
1: T¯ := T;
2: repeat
3: for each p1, . . . , pn → pn+1 in Σ do
4: if there exist nodes v1 ∈ [[p1]], . . . , vn+1 ∈ [[pn+1]],
v¯1 ∈ [[p1]], . . . , v¯n+1 ∈ [[pn+1]] in T¯ such that v1, . . . , vn+1 and v¯1, . . . , v¯n+1 are cn-sets;
and for all i ∈ [1,n],val(vn) = val(v¯n);
and val(vn+1) = val(v¯n+1) then
5: % p1, . . . , pn → pn+1 is violated %
6: if Last(pn+1) /∈ E then
7: if val(vn+1) > val(v¯n+1) then
8: val(vn+1) := val(v¯n+1)
9: else
10: val(v¯n+1) := val(vn+1)
11: end if
12: else
13: v := vn+1;
14: v¯ := v¯n+1;
15: repeat
16: attach the subtrees rooted at each child node of v¯ to v;
17: if there are two child attribute nodes of v with the same label then
18: if the two nodes have the same val then
19: delete the larger node % recall that the set of nodes V is ordered%
20: else
21: delete the node whose val is larger;
22: end if
23: v∗ := v¯;
24: v := parent(v);
25: v¯ := parent(v¯);
26: end if
27: until v = v¯
28: delete v∗;
29: end if
30: end if
31: end for
32: until no more changes can be made to T¯
The algorithm works as follows. Suppose that an XFD p1, . . . , pn → pn+1 is violated in T¯ and v and v ′ are two nodes in
[[pn+1]] that cause the violation. If pn+1 does not end with an element label, then we modify the val of the node in the pair
v, v¯ with the maximum val to the minimum val, and so p1, . . . , pn → pn+1 is then satisﬁed. This is similar to the relational
chase. If instead pn+1 ends in an element label, we reattach the descendants of v¯ to v , delete v¯ and repeat the process for
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Fig. 10. XML trees during the chase.
each of the ancestors of v and v¯ . Once again, this procedure results in p1, . . . , pn → pn+1 being satisﬁed. This second step
has no analogue in the relational chase, but is similar to the merge rule in the chase technique used by Buneman et al. in
their work on the implication of XML keys [11].
To illustrate Algorithm 2, suppose that Σ = {ρ.b.@b → ρ.c.d, ρ.c.d.@d → ρ.c.d.e.S} and the initial XML tree
is shown in Fig. 9. The result of applying the XFD ρ.b.@b → ρ.c.d is shown in (a) of Fig. 10, and the result of then
applying the XFD ρ.c.d.@d → ρ.c.d.e.S is shown in (b).
We note two important features of Algorithm 2. The ﬁrst is that nodes are never added during the chase, the only
allowable operations in the chase are changing the val of a node, deleting a node and reattaching a node. The second
feature is that a text node can only have its val changed or be reattached, an attribute node can either be deleted or have
its val changed, and an element node can only be deleted or reattached.
We now establish some fundamental properties of Algorithm 2. Also, to emphasize the dependence of the result of
the chase on the input parameters, for the rest of the article we will denote the ﬁnal tree generated in the chase by
Chase(T,P,Σ), rather than T¯.
Lemma 36. Let P be a set of paths, T an XML tree such that T | P and Σ a set of XFDs such that Σ | P. Then:
(i) Algorithm 2 always terminates.
(ii) Chase(T,P,Σ) is complete.
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(iv) Algorithm 2 possesses the Church–Rosser property.
(v) If Σ ≡ Σ ′ , then Chase(T,P,Σ) = Chase(T,P,Σ ′).
Proof. See Appendix A. 
Property (iv) in the above lemma, the Church–Rosser property [23], means that the XML tree generated by Algorithm 2
is independent of the sequence in which the XFDs are applied, and so the resulting XML tree Chase(T,P,Σ) is unique.
We now deﬁne a special initial tree for testing XFD satisfaction. In the relational setting, using the chase algorithm for
testing the satisfaction of an FD X → A requires a special initial tableau [1]. This tableau has two rows, and the variables are
equal in the columns of X attributes but different for all other attributes in the schema. We use a similar idea for testing
the satisfaction of an XFD P → q. The initial tree has two nodes for every path p ∈ P except ρ , and the val’s for the two
nodes in [[p]] have the same val if p ∈ P , and different val’s otherwise. The following algorithm constructs such a tree top
down.
Algorithm 3.
INPUT: A set of paths P= {p1, . . . , pN }, a set of text paths P = {p1, . . . , pn} ⊆ P.
OUTPUT: An initial XML tree TP .
1: order P so that if pi 
 p j then i < j% hence p1 = ρ%;
2: TP := vρ ;
3: for i = 2 to N do
4: if Parent(pi) = ρ then
5: if Last(pi) ∈ A then
6: create one child node of vρ with label Last(pi)
7: else
8: create two child nodes of vρ with label Last(pi)
9: end if
10: else
11: for each node vi in [[Parent(pi)]] do
12: create one child node of vi with label Last(pi);
13: end for
14: end if
15: if Last(pi) /∈ E then
16: if pi ∈ P then
17: assign the nodes in [[pi]] the same val
18: else
19: assign the nodes in [[pi]] different vals
20: end if
21: end if
22: end for
For example, if P = {ρ, ρ.a, ρ.a.b, ρ.a.b.c, ρ.a.@#, ρ.a.b.@b, ρ.a.b.S, ρ.a.b.c.S} and P =
{ρ.a.@#, ρ.a.b.S}, then the initial tree to be used in the chase, TP , is shown in Fig. 11. We note that it follows
directly from Algorithm 3 that TP | P and TP is complete w.r.t. P. We now use TP and the chase algorithm to derive
important properties of the closure algorithm.
Firstly, we denote by Σ
P
the set of XFDs generated by clo(P ) in Algorithm 1, that is:
Σ
P
def= {P → q ∣∣ q ∈ clo(P )}. (18)
Our next result is fundamental to establishing the completeness of our closure algorithm, both for text paths and then
for arbitrary paths. It shows that given a set of XFDs Σ , a set of text paths P and the initial tree TP just deﬁned, if we
chase w.r.t. the set of paths in clo(P ) then the resulting tree will satisfy Σ but violate any XFD not in clo(P ). From this
result, it follows immediately that our closure algorithm is complete for set of text paths.
Theorem 37. If P is a set of paths and Σ a set of text XFDs such that Σ | P, and P is a text subset of P, then:
(i) Chase(TP ,P,Σ
P
) | Σ .
(ii) If q /∈ clo(P ) then Chase(TP ,P,Σ
P
) | P → q.
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Proof. See Appendix A. 
The important thing to note in this result is that we use Σ
P
as input to the chase algorithm, rather than Σ , and so (i)
does not follow from Lemma 36. We now show that the closure algorithm is complete for sets of text XFDs.
Theorem 38. If P is a set of paths and Σ a set of text XFDs such that Σ | P, and P is a text subset of P, then (P,Σ, P )+ = clo(P ).
Proof. Lemma 34 showed that clo(P ) ⊆ (P,Σ, P )+ . The fact that (P,Σ, P )+ ⊆ clo(P ) follows since if q /∈ clo(P ), then by
Theorem 37, Chase(TP ,P,Σ
P
) | Σ but Chase(TP ,P,Σ
P
) | P → q, and so q /∈ (P,Σ, P )+ . 
We now discuss brieﬂy why the chase technique used in establishing Theorem 38 is only applicable for a set of text
XFDs, and not for arbitrary XFDs. The reason is that the crucial feature of the chase technique is that in the initial tree TP ,
[[p]] contains two nodes for every p ∈ P and the val of the two nodes are the same if and only if p ∈ P . One can do this if
Σ is set of text XFDs, since we have value equality for text and attribute nodes. However, we cannot do this if p ends an
element label since node equality is used for such paths, and so the val’s of the two nodes in [[p]] must be different.
The ﬁrst corollary below shows the soundness of the XFD axiom system for sets of text XFDs, and the second corollary
shows that the chase provides an alternative method of computing XFD implication for sets of text XFDs (and also for an
arbitrary set of XFDs by converting it to a set of text XFDs, as will soon be shown).
Corollary 39. Axioms A1–A8 are sound and complete for sets of text XFDs.
Proof. Soundness has already been shown in Theorem 23. For completeness, let σ be any text XFD P → q, where P ∪
{q} ⊆ P, such that (P,Σ)  σ . So q ∈ (P,Σ, P )+ by deﬁnition and thus q ∈ clo(P ) from the theorem. However the proof of
Lemma 34 shows that every step in the closure algorithm corresponds to an application of the XFD axioms using Σ , and so
if p ∈ clo(P ) then (P,Σ) d σ , which establishes completeness. 
Corollary 40. If P is a set of paths and σ is the XFD P → q and Σ and σ are a set of text XFDs and a single text XFD respectively and
Σ | P and σ | P, then the following are equivalent:
(i) (P,Σ)  σ ;
(ii) Chase(TP ,P,Σ) | σ ;
(iii) Chase(TP ,P,Σ
P
) | σ .
Proof. (i) ⇒ (ii) follows by (iii) of Lemma 36.
For (ii) ⇒ (iii), it suﬃces to show that if T= Chase(TP ,P,Σ) and T¯= Chase(TP ,P,Σ
P
), then T= T¯. Suppose that T = T¯
and consider T′ = Chase(T,P,Σ). By (iii) of Lemma 36, T | Σ and so T | Σ since (P,Σ)  Σ by Theorem 38 and the
P P P
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P
. So when one computes Chase(T,P,Σ
P
) using Algorithm 2 to generate T′ , the test at Line 4 fails and so no
changes are made during the chase and hence T′ = T. Consider then T¯′ = Chase(T¯,P,Σ). From (i) of Theorem 37, T¯ | Σ
and hence T¯′ = T¯. So if T = T¯ then T′ = T¯′ , but this contradicts (iv) of Lemma 36 and so T= T¯.
For (iii) ⇒ (i), suppose (P,Σ)  σ . Then by Theorem 38, q /∈ clo(P ) and so Chase(TP ,P,Σ
P
) | σ by (ii) of Theorem 37. 
By combining these results with the results of the previous section on text XFDs, we present the main result of the
article which shows that the closure algorithm, and XFD axiom system, are complete for sets of arbitrary XFDs in complete
XML documents.
Theorem 41. If P is a set of paths and Σ a set of XFDs such that Σ | P and σ an XFD such that σ | P, then the following are
equivalent:
(i) (P,Σ)  σ ;
(ii) (α(P),α(Σ))  α(σ );
(iii) (α(P),α(Σ)) d α(σ );
(iv) (P,Σ) d σ .
Proof. We shall show that (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (i). (i) ⇒ (ii) follows from Theorem 31, (ii) ⇒ (iii) follows from Corol-
lary 39, (iii) ⇒ (iv) follows from Theorem 33, (iv) ⇒ (i) follows from the soundness of our axiom system established by
Theorem 23. 
As corollaries, we show that XFD implication can be computed by the closure algorithm, or by the chase algorithm
provided that the set of XFDs is ﬁrst converted to a set of text XFDs.
Corollary 42. If P is a set of paths and Σ a set of XFDs such that Σ | P and σ an XFD such that σ | P and σ = P → q, then the
following are equivalent:
(i) (P,Σ)  σ ;
(ii) Chase(α(TP ),α(P),α(Σ)) | α(σ );
(iii) q ∈ clo(P ).
Proof. See Appendix A. 
Regarding the time-complexity of this result, we have already shown the closure algorithm has quadratic time complexity
and the following example shows that time-complexity of the chase in (ii) can be exponential in the size of the input.
Example 43. Let P = {p1, . . . , pn} be an arbitrary set of n paths, let P = {p1, . . . , pk},k < n, let Σ = {σ1, . . . , σk} be a set
of XFDs consistent with P such that every XFD in Σ contains k + 1 paths. Then it follows that the tree Tα(P ) generated
from Algorithm 3 contains 2 nodes for every path on the l.h.s. of an XFD in Σ . Hence for every XFD in Σ , the number of
combinations of nodes to be tested to see if there is a violation is 2k , and testing a speciﬁc combination of nodes to see if it
is a cn-set takes k2 operations. So the number of operations for every XFD is at least k22k , and since there are k XFDs then
at least k32k total steps are required for Algorithm 2.
5. DTDs and XFD implication
In this section we investigate the implication problem for XFDs in the presence of a DTD. Since in this article our focus
is on data centric applications of XML where the original source data is regularly structured and complete relational data,
we only investigate a restricted type of DTD that is appropriate for the applications just mentioned. In previous work we
presented a very general technique for transforming a ﬂat relation to an XML tree via a nested relation generated from an
arbitrary sequence of nest operators on the original ﬂat relation [12], and thus the class of DTDs we will deﬁne corresponds
to XML data obtained by such transformations.
The class of DTDs we consider, what we call structured DTDs, are deﬁned as follows.
Deﬁnition 44. A structured DTD is deﬁned by D
def= (E, F ,ρ) where:
– E is a ﬁnite set of element labels.
– S is a symbol denoting text.
– F is a mapping from E to element descriptions. If e ∈ E then F (e) = S or F (e) = ω1, . . . ,ωn , where n  1 and (ωi = ei
or ωi = e+ and ei ∈ E).i
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– ρ ∈ E and is called the element type of the root.
Essentially, a structured DTD is disjunction free, does not allow multiple occurrences of a label nor nested element
descriptions and does not contain attributes.
For example, the DTD deﬁned by:
E = {ρ,a,b,d,e}
F(ρ) = a,b+
F(a) = d+,e
F(b) = S
is a structured DTD, but not the DTD deﬁned by
E = {ρ,a,b,d,e}
F(ρ) = (a,b)+
F(a) = d+,e
F(b) = S
since F(ρ)=(a,b)+ is a nested element description, nor is the DTD
E = {ρ,a,b,d,e}
F(ρ) = a, b+,a,e
F(a) = d+,e
F(b) = S
structured since the element label a appears twice in the ﬁrst production, and the element label e appears in two different
productions.
If we make a small modiﬁcation to the transformation procedure given in [12], then it is easy to verify that an XML tree
generated by the modiﬁed procedure always conforms to a structured DTD. Our modiﬁcation is as follows. In our original
procedure, a data value d for an attribute A in a relation will be mapped to an attribute node with label A and val = d,
but instead we map it to an element node with label A having a child text node with val = d. An XML tree generated in
this fashion will always conform to a structured DTD because attribute names are unique in a relation and so in the DTD
generated by the transformation procedure of [12] an element label will appear at most once, the disjunction of attributes
is not permitted in the relational model and the XML tree contains no attribute nodes.
Our assumption of a modiﬁed transformation procedure and no attributes in a structured DTD is only done to simplify
the presentation and some of the results, and we could equally have retained our original transformation procedure and
modiﬁed the deﬁnition of a structured DTD to allow attributes. We also note that a structured DTD is a subtype of a simple
DTD as deﬁned by Arenas and Libkin [6], since a simple DTD includes attributes and only imposes the weaker restriction
that an element name can appear only once on the r.h.s. of a production rule, rather than once in the whole DTD as in our
deﬁnition of a structured DTD.
Next, by augmenting the original set of XFDs with additional XFDs derived from the structure of the DTD, we show that
the implication problem for a structured DTD and a set of XFDs can be converted to the implication problem for a set of
XFDs alone, which is decidable and axiomatizable from the results of earlier sections.
We now give some preliminary deﬁnitions.
Deﬁnition 45. Given a structured DTD D= (E, F ,ρ) and an XML tree T= (E, V , lab, ele, val, vρ), T conforms to D, denoted
by T | D, if for all v ∈ V , if ele(v) = [v1, . . . , vn] then the string lab(v1) · · · lab(vn) is in the regular language deﬁned by
F (lab(v)).
We note that a structured DTD always has at least one conforming tree that is complete w.r.t. the paths of the DTD [12].
Deﬁnition 46. Given a DTD D= (E, F ,ρ), a string p = l1. · · · .ln , where n 1, is a path in D if:
– {l1, . . . , ln} ⊆ E∪ {S};
– l1 = ρ;
– for each li , where i ∈ [2,n], li is in the alphabet of F (li−1).
We also denote the set of all paths in a DTD D by Paths(D). We next extend the notion of an XFD being consistent with
a set of paths to an XFD being consistent with a DTD.
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D, if {p1, . . . , pn+m} ⊆
Paths(D). A set of XFDs Σ is consistent with a DTD D, denoted by Σ |D, if for all σ ∈ Σ , σ |D.
We now deﬁne implication by a set of XFDs and a DTD.
Deﬁnition 48. If D is a DTD and Σ a set of XFDs such that Σ |D, then (D,Σ) implies another XFD σ , denoted (D,Σ)  σ ,
if for every XML tree T such that T | D, T | Σ and T is complete w.r.t. Paths(D), then T | σ . Also, we deﬁne the set of
XFDs implied by D and Σ by (D,Σ)+ = {σ |(D,Σ)  σ }.
We now show, as for ‘tree tuple’ XFDs and simple DTDs in incomplete XML trees [13], the consistency problem cannot
arise for ‘closest node’ XFDs and structured DTDs in complete trees. We ﬁrst recall the deﬁnition of consistency, as proposed
by Kot and White [13], except modiﬁed to include only complete trees.
Deﬁnition 49. If D is a structured DTD and Σ is a set of XFDs such Σ | D, then D and Σ are consistent if there exists an
XML tree T such that T |D, T | Σ and T is complete w.r.t. Paths(D).
Lemma 50. If D = (E, F ,ρ) is a structured DTD and Σ a set of XFDs such that Σ |D, then D and Σ are consistent.
Proof. Construct a tree T, top down, as follows. For each production rule in the DTD, construct a subtree rooted at a node
that has the label of the element label on the l.h.s. of the production rule, and a single child node for each element label on
the r.h.s. of the production rule. It is immediate that T |D and T is complete w.r.t. Paths(D). Also, because D is structured
and because of the construction procedure, then for every path p ∈ Paths(D), [[p]] contains exactly one node. It follows
immediately then from the deﬁnition of XFD satisfaction that T | Σ . 
We now present our solution to the implication problem for a set of XFDs and a structured DTD. Our method is to
convert D and Σ to another DTD and another set of XFDs as follows.
For every F (e) in D of the form F (e) = ω1, . . . , ei, . . . ,ωn , we change F (e) to ω1, . . . , e+i , . . . ,ωn and add the XFD
Parent(p) → p, where Last(p) = ei , to Σ (there can only be one such p because D is structured). The new DTD and the new
set of XFDs are denoted by R(D) and R(Σ) respectively. We note that the XFDs added by this procedure are the same as
those added in Theorem 4 of the article by Kot and White [13].
For example, if D is the DTD
E = {ρ,a,b,d,e}
F(ρ)= a,b+
F(a) = d+,e
F(b) = S
and Σ = ∅, then R(D) is given by
E = {ρ,a,b,d,e}
F(ρ) = a+,b+
F(a) = d+,e+
F(b) = S
and R(Σ) = {ρ → a, ρ.a → ρ.a.e}.
The key idea is that whenever there is a production rule that has an element label e on the r.h.s. with multiplicity one,
then we replace e by e+ in the production rule and add a XFD from the parent path of e to the path ending in e. We note
that the running time of the conversion of D to R(D) and Σ to R(Σ) is linear in the number of element labels in D.
This leads to the main result of this section, which shows that the implication problem for a structured DTD D and a set
of FDs Σ is equivalent to the implication problem for R(Σ) alone.
Theorem51. IfD is a structured DTD andΣ a set of XFDs such thatΣ |D, then (D,Σ)+= (R(D), R(Σ))+= (Paths(R(D)), R(Σ))+ .
Proof. Let σ = p1, . . . , pn → pn+1 be an arbitrary XFD. To establish the result, we will show that:
(i) If σ ∈ (D,Σ)+ , then σ ∈ (R(D), R(Σ))+ .
(ii) If σ ∈ (R(D), R(Σ))+ , then σ ∈ (Paths(R(D)), R(Σ))+ .
(iii) If σ ∈ (Paths(R(D)), R(Σ))+ , then σ ∈ (D,Σ)+ .
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tree such that T | R(D) and T | R(Σ). We claim that T | D and T | Σ , from which the result follows immediately. By
deﬁnition of R(Σ), Σ ⊆ R(Σ) and so if T | R(Σ) then T | Σ , hence it remains to prove that if T | R(D) then T | D.
However, this is immediate since every hedge10 in T that conforms to an element description of the form e+ can only
contain one tree because T | R(Σ), and so also conforms to D and so T |D.
Consider (ii). We shall show the contrapositive that if σ /∈ (Paths(R(D)), R(Σ))+ then σ /∈ (R(D), R(Σ))+ . Let T be a
complete XML tree such that T | Paths(R(Σ)), T | R(Σ) but T | σ . We will show that by reordering sibling nodes in T,
T | R(D) from which the result follows. Consider a non-leaf node v ∈ T. Suppose that v has label e, and v has children
v11, . . . , v
1
n with label e1, and v
2
1, . . . , v
2
n with label e2 through to children v
k
1, . . . , v
k
n with label ek . Because T is complete
w.r.t. Paths(D) and conforms to Paths(R(D)), there has to be a production in R(D) of the form F (e) = e+θ(1), . . . , e+θ(k) , where
θ is a permutation of {1, . . . ,k}. Hence if we change the order of the children of v to vθ(1)1 , . . . , vθ(1)n , . . . , vθ(k)1 , . . . , vθ(k)n ,
then the new subtree rooted at v conforms to F (e).
Consider ﬁnally (iii). We shall show the contrapositive that if σ /∈ (D,Σ)+ then σ /∈ (Paths(R(D)), R(Σ))+ . Let T be a
complete XML tree such that T | D and T | Σ . We shall establish that T | Paths(R(D)) and T | R(Σ), from which the
result follows immediately. As noted earlier, if T | D, then T | R(D) and hence T | Paths(R(D)), so it remains to prove
that T | R(Σ).
Suppose σ ′ is an arbitrary XFD in R(Σ). Since Σ ⊆ R(Σ), we can assume that σ ′ /∈ Σ and so σ ′ must be of the
form p → p ∗ e, where Last(p) = e′ and FR(e′) = _, e+, _.11 Suppose to the contrary that T | p → p ∗ e. Then there exist
v, v ′ ∈ [[p]] and v1, v ′1 ∈ [[p ∗ e′]] such that closest(v, v1) is true, closest(v ′, v ′1) is true, val(v) = val(v ′) and val(v1) = val(v ′1).
Since v, v ′ ∈ [[p]] and Last(p) = e′ ∈ E, if val(v) = val(v ′) then v = v ′ from the deﬁnition of val. Then since closest(v, v1) is
true and closest(v, v ′1) is true, v = parent(v1) and v = parent(v ′1) by Lemma 20 (iv). So v1 and v ′1 are both children of v ,
however this contradicts the fact that T |D since F (e′) = _, e, _ and the subtree rooted at v must conform to F (e′). So we
conclude that T | σ ′ and hence T | R(Σ). 
6. Related work
There have been several approaches to deﬁning an XFD, which we now discuss. We do not discuss other types of XML
integrity constraints, such as keys or inclusion constraints, and refer the reader to the survey by Fan [4] for details of these
other types of integrity constraints.
XFDs were ﬁrst introduced by Lee et al. [24], however the approach adopted was not formal and so it is diﬃcult to
compare their approach to either the ‘closest node’ approach, or to the ‘tree tuple’ approach of Arenas and Libkin [6,7]. In
particular, no formal model of an XML document was given by Lee et al. and the deﬁnition of an XFD was based on informal
concepts such as entities and keys.
In addition to the work previously discussed in Section 1 on investigations into the implication problem for ‘tree tuple’
XFDs in the presence of a DTD [6], Arenas and Libkin also made other fundamental contributions to the study of XFDs.
In particular, they deﬁned a normal form for XML documents, called XNF, and presented an algorithm for converting an
unnormalized XML document into one in the normal form XNF. In subsequent work [7], Arenas and Libkin addressed the
issue of providing a formal justiﬁcation for XNF. Based on the classical concepts of information theory [25], they deﬁned
the concept of a ‘well designed’ XML schema and then showed that XNF is both a necessary and suﬃcient condition for an
XML schema to be ‘well designed’.
The issue of normal forms for XML documents, and their justiﬁcation, has also been investigated by a subset of the au-
thors in the context of strong ‘closest node’ XFDs [10]. This approach to justifying XML normal forms is based on formalizing
the notion of redundancy elimination, a very different approach to the information theoretic approach used by Arenas and
Libkin to justifying XNF. In turn, the redundancy elimination approach is an extension of our previous work that investigated
the relationship between redundancy elimination and the classical relational normal forms [26]. We deﬁned a normal form
for XML documents and showed that it is a necessary and suﬃcient condition for the elimination of redundancy in an XML
document. The normal form proposed by us differs slightly from the XNF proposed by Arenas and Libkin, but this difference
only arises because our approach allows elements and text data to be mixed in an XML document, whereas the approach
of Arenas and Libkin does not. If our approach was restricted to unmixed data, then the two versions of XNF would be
equivalent.12
We note also, as mentioned in Section 1, that there is a close connection between a ‘tree tuple’ XFD and a weak ‘closest
node’ XFD, and between a weak ‘closest node’ XFD and an FD. We have shown that a ‘tree tuple’ and a weak ‘closest node’
XFD are equivalent in XML trees which conform to a DTD and are complete w.r.t. the set of paths of the DTD, and that a
weak ‘closest node’ XFD corresponds to a relational FD when a complete relation is ﬁrst mapped to a nested relation by an
arbitrary sequence of nest operations, and then directly to an XML tree [12].
10 A hedge is a sequence of trees.
11 _ denotes any sequence of labels.
12 The notion of a schema being ‘well designed’, and that of a schema being redundancy free, have been shown to be equivalent, both for XFDs in complete
XML documents and for the classical relational dependencies [12], but not for more general classes of dependencies such as transitive dependencies [27].
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[13], both without a DTD and for various classes of DTDs. Kot and White also investigated the issue of consistency between a
DTD and a set of XFDs, which is determining whether there exists an XML tree that both conforms to the DTD and satisﬁes
the set of XFDs. Similar to what occurs in some other classes of XML integrity constraints, such as keys [28], and keys plus
inclusion constraints [29], Kot and White showed that a set of ‘tree tuple’ XFDs and a DTD can be inconsistent. Kot and
White showed that inconsistency cannot arise for the case of simple DTDs deﬁned by Arenas and Libkin [6], but it can occur
in more general classes of DTDs such as those where the same label can appear multiple times on the r.h.s. of a production
rule in the DTD. Kot and White also showed that the consistency problem can be eﬃciently solved for a class of DTDs that
strictly includes simple DTDs, called #-DTDs, but that the consistency problem for arbitrary DTDs is NP-hard. We note that
a comparison between our axiom system for XFD implication and that of Kot and White was presented in Section 3, and we
showed that our axiom system is more powerful. We also note that the implication problem for XFDs has been investigated
in [30].
Another approach to deﬁning XFDs has been presented by Hartman et al. [31], using a different approach to that used
in deﬁning ‘closest node’ or ‘tree tuple’ XFDs. This approach uses subgraphs of the schema tree for the l.h.s. and r.h.s. of an
XFD, rather than paths as in ‘closest node’ and ‘tree tuple’ XFDs.
A generalization of a ‘tree tuple’ XFD has also been presented by Yu and Jagadish [32], in the context of removing data
redundancies from an XML document. The motivation for this work was the observation that neither a ‘tree tuple’ XFD,
nor a ‘closest node’ XFD, can express integrity constraints involving sets of values, rather than just individual values, and
a generalization of a ‘tree tuple’ XFD was presented which overcomes these problems. Issues such as XFD implication or
normalization were not discussed in this article, since the focus of the article was on developing techniques for discovering
generalized ‘tree tuple’ XFDs in an XML document, and hence removing data redundancies.
Several other approaches to deﬁning an XFD have been proposed [33–36], apart from the ‘tree tuple’ and ‘closest node’
approaches. In general, these other approaches have different semantics to ‘closest node’ or ‘tree tuple’ XFDs, and the issue
of developing an axiom system for XFD implication in the context of complete XML documents was not addressed. A survey
of the different approaches to deﬁning an XFD is presented in [37].
There are several other aspects of XFDs and XML normalization that have been investigated, which we now discuss.
The ﬁrst concerns the development of algorithms for checking an XML document for XFD satisfaction. A polynomial time
algorithm for checking strong ‘closest node’ XFD satisfaction has been presented by Vincent and Liu [38], and checking
for XFD satisfaction has also been investigated by Hartman et al. using an alternative approach to deﬁning an XFD that
was discussed previously [30]. However, to the best of our knowledge, the issues of checking for weak ‘closest node’ XFD
satisfaction, or checking for a ‘tree tuple’ XFD satisfaction, have not been addressed.
The second aspect of XFDs and normalization concerns the justiﬁcation for XNF. Both the work of Arenas and Libkin
[7], and Vincent et al. [10], on justifying the use of XNF have assumed a native XML storage approach, and an alternative
approach has been proposed by Kolahi and Libkin [39], based on the assumption that relational storage is used. Kolahi
and Libkin use the ‘tree tuple’ approach to deﬁning an XFD, and the notion of a ‘well designed’ schema discussed earlier
to evaluate both XML and relational designs. They showed that the normal form XNF also guarantees a ‘well designed’
relational schema, under the assumption that the XML document is mapped to a relation using either the well-known
inlining technique [40], or the edge technique [41]. Kolahi and Libkin also showed, in the case that an XNF design is not
possible, that information redundancy can be minimized in the relational storage if the XFDs are restricted to what they
term ‘relative’ XFDs.
The ﬁnal aspect of XFDs and XML normalization concerns dependency preservation in the design of XML documents,
which has been investigated by Kolahi using ‘tree tuple’ XFDs [42,43]. In relational databases, a classical result shows that
it is not always possible to achieve a database design that is both in BCNF and dependency preserving [1]. This implies
that the goals of redundancy elimination and dependency preservation are not always simultaneously achievable in rela-
tional design, since it has been shown that BCNF is a necessary and suﬃcient condition for the elimination of redundancy
[26,44,7]. However, Kolahi showed that, in some situations, XML designs can be obtained that are both redundancy free
and dependency preserving, while no redundancy free and dependency preserving design exists for the same data in the
relational setting. Kolahi also derived conditions when a redundancy free and dependency preserving XML design exists,
and proposed a normal form for XML that is an extension of 3NF in relational databases [1].
7. Discussion and future work
There are several aspects of the work in this article that can be extended, which we now discuss. The ﬁrst relates to
the choice between whether one uses node equality or value equality in deﬁning an XFD. In this article, we have used
node equality when comparing element nodes, and value equality when comparing text or attribute nodes. However, one
could also deﬁne an XFD using value equality for element nodes as well as text and attribute nodes. For element nodes,
this means that two nodes are value equal if the two subtrees rooted at these nodes are isomorphic and value equal on
corresponding text and attribute nodes in the subtrees. This would result in different semantics for an XFD. To illustrate this,
consider the XML tree in Fig. 12 and the XFD ρ.Dept.@Head→ ρ.Project. Adopting the deﬁnition of an XFD used in
this article, this XFD expresses the semantics that the head of a department can only be associated with one project. Thus
the XML tree in Fig. 12 violates ρ.Dept.@Head→ ρ.Project. If instead value semantics were applied when comparing
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Project nodes in the deﬁnition of an XFD, then ρ.Dept.@Head → ρ.Project would instead express the semantics
that if the head of a department was associated with two different projects, then the employees in the project must be the
same. Under these semantics, the XFD ρ.Dept.@Head→ ρ.Project would be satisﬁed in the XML tree in Fig. 12.
Another extension of the work in this article would be to allow more powerful path speciﬁcation methods than the
simple paths used in this article, such as a subset of XPath [21], or the path speciﬁcation language used by Buneman
et al. [11]. This would increase the expressiveness of an XFD, and also permit a much more compact notation since the
notation used in this article is quite cumbersome for paths involving a large number of labels.
The ‘closest node’ concept used in this article also has application to understanding how to extend the other classical
relational integrity constraints to XML, which is important in data centric applications of XML [14,45], where the XML data
is generated from a relational database, and in XML publishing [46]. In such applications one needs to transform not only
the data from relational to XML, but also the relational semantics in the form of integrity constraints. The relevance of
the ‘closest node’ concept in this context follows from a previous result of ours [12]. This result shows that if one maps a
complete relation to an XML tree by ﬁrst mapping it to a nested relation using an arbitrary sequence of nest operations, and
then directly to an XML tree, then two data values appear in the same tuple of the relation if and only if the corresponding
nodes in the XML tree satisfy the closest property. This result was used to show the equivalence between an FD and a ‘closest
node’ and, as we now demonstrate, the result can also be used to extend the other relational integrity constraints to XML.
Suppose we have a relation R(A, B,C), with key (A, B). Suppose also that R is mapped to an XML document by the
method previously described, and that the A values of tuples in R correspond to nodes of the path pA , and B values
correspond to nodes of a path pB . The integrity constraint that (A, B) is a key in R requires that whenever two tuples in R
have the same A and B values, then the tuples must be identical. The corresponding XML integrity constraint requires that
whenever there are nodes v A and v ′A for pA , and nodes vB and v ′B for pB , such that closest(v A, vB) and closest(v ′A, v ′B) are
true, and val(v A) = val(v ′A) and val(vB) = val(V ′B), then v A = v ′A and vB = v ′B . The reason for this correspondance is that if
the conditions are satisﬁed in the XML tree, then val(v A) and val(vB) must belong to the same tuple, as also do val(v A) and
val(vB), and so the tuples must be the same because of the key constraint, and hence the corresponding nodes must also
be the same. This is a type of uniqueness constraint, but differs in general from the keys deﬁned by Buneman et al. [28,11],
or XML Schema [47], since the closest property is a more general condition on the spatial connection between identifying
nodes than the vertical connection used in the approach of Buneman et al. or XML Schema. It is also worth noting that this
new integrity constraint is an extension, rather than simply a translation, of a relational key constraint since it applies to
arbitrary XML trees, including those with duplicate and missing information. The integrity constraint can also include paths
that end in an element label, rather than only paths that end in attribute or text labels as occurs for XML data generated
from relational data.
Another extension of the work in this article would be to investigate the interaction of XFDs with other types of XML
integrity constraints, such as XML keys as deﬁned either in XML Schema [47], or using the approach of Buneman et al. [11].
While it has been shown that some of the classes of XML key constraints deﬁned by Buneman et al. are special cases of a
strong ‘closest node’ XFD [10], other classes cannot be expressed as a ‘closest node’ XFD, either strong or weak. For instance,
given an XML tree and some path p in the tree that ends in a text label, specifying that p is key in the tree, that is no two
p nodes in the document can have the same value, cannot be done using a ‘closest node’ XFD. The closest XFD to this key
constraint is p → Parent(p). However this XFD has a different meaning, using either strong or weak ‘closest node’ semantics,
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as specifying the vals of a path p must be unique, interacts with XFDs since the constraint implies that the ‘closest node’
(either strong or weak) XFD p → Parent(p) must also be satisﬁed.
The issue of discovering XFDs in an XML document also warrants further investigation, though some initial work on the
topic has already appeared [32,48]. The motivation for investigating this problem arises from the importance of integrity
constraints in data integration, and the use of XML as the standard in data interchange [4]. Even if the source data used
in integration is relational, the data is normally wrapped into XML format before integration and so, as discussed earlier,
knowing the XFD integrity constraints that hold in the XML documents to be integrated can facilitate the data integration
process. Unfortunately, such knowledge is often absent in practice, especially if the source data is remote, and hence the
importance of recovering the original semantics from the XML data.
Another extension of our work would be to extend the investigation of the interaction between XFDs and a DTD to
more general classes of DTDs than the class of structured DTDs considered in this article. For more general DTDs, the
procedure given in Section 6 for structured DTDs does not capture all possible implied XFDs by the set of XFDs and DTD, as
is illustrated by the following example.
Example 52. Suppose that we are given the DTD
<!DOCTYPE db [
<!ELEMENT db (emp)+)>
<!ELEMENT emp (office, phone)+, name>
<!ELEMENT office (#PCDATA)>
<!ELEMENT phone (#PCDATA)>
!ELEMENT name (#PCDATA)>
]>
This DTD lists employees along with their names and their oﬃces and phone numbers. Suppose that an XML document
conforms to this DTD and satisﬁes the weak ‘closest node’ XFD db.emp.name → db.emp.office, which states that
the name of an employee determines their oﬃce. Then this XFD and the DTD also imply that the XFD db.emp.name→
db.emp.phone is satisﬁed, since conformance to the DTD requires that an emp element has the same number of office
and phone sub-elements. This implied XFD is not captured by the results of Section 6 of this article since the DTD is not a
structured DTD.
Another topic worth pursuing is to extend our approach to the more general case where there is missing information
in the XML document. While this article has focused on data centric XML applications, where data is generated from a
relational database, there are many other applications of XML involving more loosely structured data, such as scientiﬁc
data [49], where data is normally incomplete. However, we note that the deﬁnition of a weak ‘closest node’ XFD applies
unchanged to an XML document with missing information. In such a context, the XFD is automatically satisﬁed if there
is a missing node for a path on the l.h.s. of the XFD. This is similar to how missing information is handled in the work
by Buneman et al. on XML keys [11]. It would then be useful to develop an XFD axiom system for this more general case
where data could be missing, and to then compare it with the results obtained by Kot and White [13] on axioms for ‘tree
tuple’ XFDs, which have different semantics in this setting.
8. Conclusions
In this article we have investigated the problem of logical implication in complete XML documents for a weak ‘closest
node’ XFD, an integrity constraint that has been shown to generalize the notion of an FD in a relational database [12]. Our
main contributions have been to present an axiom system for XFD logical implication and show that the system is sound
and complete, and also to derive an eﬃcient algorithm for XFD implication.
The results of this article can be applied to automate several aspects of the design of XML documents. Firstly, our closure
algorithm can be used to generate minimal sets of XFDs in the same way that the closure algorithm for FDs is used to
remove redundancies from a set of relational FDs [1]. Secondly, our closure algorithm can be used to test if a set of XFDs
satisﬁes the normal form XNF [6,7,10]. It is important to note that both of these tasks can be done eﬃciently because of
the quadratic time performance of our closure algorithm.
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To establish the soundness of Axiom A5 in Theorem 23, we ﬁrst establish some preliminary lemmas.
Proof of Lemma 21. The proof is by induction on the number of paths in p1, . . . , pn, pn+1. Consider ﬁrst the case where
n = 1. There are three possibilities:
(a) p1 
 p2;
(b) p2 
 p1;
(c) p1  p2 and p2  p1.
If (a) holds, it follows from the fact that T is complete that there exists a node v2 ∈ [[p2]] such that v1 ∈ aancestor(v2),
and so closest(v1, v2) is true from Lemma 20 (xi). Using the same reasoning, if p2 
 p1 then closest(v1, v2) is true. Suppose
ﬁnally that (c) holds. Since p1 ∩ p2 	 p1 by Lemma 19 (vii), it follows from Lemma 20 (vii) that there is a single node x
such that x ∈ [[p1 ∩ p2]] and x ∈ aancestor(v1). Since p1 ∩ p2 	 p2 by Lemma 19 (viii) and T is complete, there exists at
least one node v2 ∈ [[p2]] such that x ∈ aancestor(v2). It follows from the deﬁnition of closest that closest(v1, v2) is true as
required.
Next, assuming inductively that the result holds for the set of paths p1, . . . , pn , where n > 1, we show that the result
holds for the set p1, . . . , pn, pn+1. Consider ﬁrst the set of paths p1 ∩ pn+1, . . . , pn ∩ pn+1. These paths can be totally ordered
w.r.t. 	 since each path is a preﬁx of pn+1 by Lemma 19 (vii). Then relabel the subscripts of p1, . . . , pn so that
i < j ⇒ (pi ∩ pn+1) 	 (p j ∩ pn+1). (a.1)
Let xnn+1 be the node such that xnn+1 ∈ aancestor(vn) and xnn+1 ∈ [[pn ∩ pn+1]]. Such a node always exists because pn ∩
pn+1 	 pn from Lemma 19 (vii), and then applying Lemma 20 (viii). Let vn+1 be any node such that vn+1 ∈ [[pn+1]] and
xnn+1 ∈ aancestor(vn+1). Such a node always exists because pn ∩ pn+1 	 pn+1 and T is complete. It is immediate from this
construction that closest(vn, vn+1) is true, and so to complete the inductive argument we will show that
for all i ∈ [1,n − 1], closest(vi, vn+1) = true. (a.2)
To do this, consider the two possible cases arising from (a.1): (a′) (pi ∩ pn+1) 
 (pn ∩ pn+1); (b′) (pi ∩ pn+1) = (pn ∩ pn+1).
We consider both cases.
(a′) (pi ∩ pn+1) 
 (pn ∩ pn+1).
We ﬁrst claim that
for all i ∈ [1,n − 1], pi ∩ pn = pi ∩ pn+1. (a.3)
To show this, by Lemma 19 (iii) we have
pi = (pi ∩ pn+1) ∗ z1 (a.4)
and
pn+1 = (pi ∩ pn+1) ∗ z2 (a.5)
and
z1 ∩ z2 = , (a.6)
where z1 and z2 are label-sequences (possibly empty).
Applying Lemma 19 (iii) again, we obtain
pn = (pn ∩ pn+1) ∗ z3 (a.7)
and
pn+1 = (pn ∩ pn+1) ∗ z4 (a.8)
and
z3 ∩ z4 = , (a.9)
where z3 and z4 are label-sequences (possibly empty). Also, applying Lemma 19 (iii) to (a′) we obtain that
pn ∩ pn+1 = (pi ∩ pn+1) ∗ z5, where z5 = , (a.10)
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pn = (pi ∩ pn+1) ∗ z5 ∗ z3, (a.11)
and combining (a.8) and (a.10) we deduce that
pn+1 = (pi ∩ pn+1) ∗ z5 ∗ z4. (a.12)
Thus from (a.4) and (a.11) we ﬁnd that
pi ∩ pn =
(
(pi ∩ pn+1) ∗ z1
)∩ ((pi ∩ pn+1) ∗ z5 ∗ z3). (a.13)
Clearly, if z1 =  then (a.13) reduces to (a.3) as claimed, so assume that z1 =  . Comparing (a.12) and (a.5), we deduce
that z5 ∗ z4 = z2, and combining with (a.6) we ﬁnd that z1 ∩ (z5 ∗ z4) =  . This implies, since z1 =  and z5 =  from (a.10),
that z1 and z5 must start with different labels and so z1 ∩ (z5 ∗ z3) =  . Thus (a.13) reduces again to (a.3) as claimed.
Next, since closest(vi, vn) is true by the inductive hypothesis, there exists a node xin such that x
i
n ∈ aancestor(vi),
xin ∈ aancestor(vn) and xin ∈ [[pi ∩ pn]]. It follows from (a.3) that xin ∈ [[pi ∩ pn+1]], and so it suﬃces to show that
xin ∈ aancestor(vn+1) in order to satisfy (a.2). We note that xin ∈ aancestor(xnn+1), since both nodes are aancestors of vn and
pi ∩ pn+1 
 pn ∩ pn+1 and applying Lemma 20 (viii). Combining this with the fact that, by deﬁnition, xnn+1 ∈ aancestor(vn+1)
and applying Lemma 20 (ix), we derive that xin ∈ aancestor(vn+1). Hence closest(vi, vn+1) is true, and thus (a.2) also holds
as claimed.
(b′) (pi ∩ pn+1) = (pn ∩ pn+1).
In this case, we ﬁrst claim that pn ∩ pn+1 	 pi ∩ pn . To establish this, it follows from Lemma 19 (vii) that pi ∩ pn+1 	 pi ,
and combining this with (b′) we deduce that pn ∩ pn+1 	 pi . If we then take the intersection of both sides with pn and
apply Lemma 19 (ix), we deduce that pn ∩ pn+1 	 pi ∩ pn as claimed.
Next, since closest(vn, vn+1) is true, there exists a node xnn+1 ∈ [[pn ∩ pn+1]] such that xnn+1 ∈ aancestor(vn) and xnn+1 ∈
aancestor(vn+1); and since closest(vi, vn) is true from the inductive hypothesis, there exists a node xin ∈ [[pi ∩ pn]] such that
xin ∈ aancestor(vi) and xin ∈ aancestor(vn). This means that xnn+1 and xin are both aancestors of vn , and since pn ∩ pn+1 	
pi ∩ pn , it follows from Lemma 20 (viii) that xnn+1 ∈ aancestor(xin). This means that xnn+1 is also an ancestor of vi , and hence
closest(vi, vn+1) is true since the fact that pi ∩ pn+1 = pn ∩ pn+1 from (b′) implies that xnn+1 ∈ [[pi ∩ pn+1]]. This completes
the proof.
We previously noted that the closest condition does not satisfy the transitivity property. The next result shows that if
we place restrictions of the relationship between the relevant paths (condition (ii) of the lemma), then the transitivity rule
does apply.
Lemma 53. Let P be a set of paths, let T be an XML tree such that T | P, let pi, p j, pk be distinct paths in P and let v˜ i, v˜ j, v˜k be
nodes in T such that:
(i) v˜ i ∈ [[p˜i]], v˜ j ∈ [[p˜ j]], v˜k ∈ [[p˜k]];
(ii) p˜ j ∩ p˜k 	 p˜i ∩ p˜ j ;
(iii) closest(v˜ i, v˜ j) is true and closest(v˜ i, v˜k) is true;
then closest(v˜ j, v˜k) is true.
Proof. There are only three possible cases: (a′) (p˜i ∩ p˜k) 
 (p˜ j ∩ p˜k); (b′) (p˜i ∩ p˜k) = (p˜ j ∩ p˜k); (c′) (p˜ j ∩ p˜k) 
 (p˜i ∩ p˜k).
We consider each case in turn.
(a′) (p˜i ∩ p˜k) 
 (p˜ j ∩ p˜k).
We claim that this case cannot occur. To verify this, it follows from Lemma 19 (vii) that p˜i ∩ p˜ j 	 p˜i , and combining with
(ii) and using Lemma 19 (xi) we deduce that p˜ j ∩ p˜k 	 p˜i . However, it follows from Lemma 19 (vii) that p˜ j ∩ p˜k 	 pk and
combining with p˜ j ∩ p˜k 	 p˜i and applying Lemma 19 (ii) we ﬁnd that p˜ j ∩ p˜k 	 p˜i ∩ p˜k , which contradicts (a′) and so (a′)
cannot occur.
(b′) (p˜i ∩ p˜k) = (p˜ j ∩ p˜k).
We ﬁrst note that combining (b′) with (ii) we deduce that (p˜i ∩ p˜k) 	 (p˜i ∩ p˜ j). Then since closest(v˜ i, v˜k) is true from
(iii), there exists a node xik ∈ [[p˜i ∩ p˜k]] such that xik ∈ aancestor(v˜ i) and xik ∈ aancestor(v˜k); and since closest(v˜ i, v˜ j) is true
from (iii), there exists a node xij ∈ [[p˜i ∩ p˜ j]] such that xij ∈ aancestor(v˜ i) and xij ∈ aancestor(v˜ j). This means that xik and
xij are both aancestors of v˜ i , and since (p˜i ∩ p˜k) 	 (p˜i ∩ p˜ j), it follows from Lemma 20 (iv) that xik ∈ aancestor(xij). This
means that xik is also an ancestor of v˜ j from Lemma 20 (ix) since x
i
j ∈ aancestor(v˜ j), and hence closest(v˜ j, v˜k) is true since
xi ∈ [[p˜ j ∩ p˜k]] from (b′).k
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 (p˜i ∩ p˜k).
In this case, we ﬁrst claim that p˜ j ∩ p˜k = p˜i ∩ p˜ j . To show this, assume to the contrary that p˜ j ∩ p˜k = p˜i ∩ p˜ j from which it
follows from (ii) that p˜ j ∩ p˜k 
 p˜i ∩ p˜ j , which we will show leads to a contradiction. To show this, from Lemma 19 (iii) we
deduce that
p˜i = (p˜i ∩ p˜k) ∗ z1 (a.14)
and
p˜k = (p˜i ∩ p˜k) ∗ z2 (a.15)
where z1 and z2 are label-sequences such that
z1 ∩ z2 = . (a.16)
Also, from Lemma 19 (iii) and (iv) applied to (c′) we obtain that
p˜i ∩ p˜k = (p˜ j ∩ p˜k) ∗ z′1, where z′1 = . (a.17)
Substituting (a.17) into (a.14) and (a.19) we ﬁnd that
p˜i = (p˜ j ∩ p˜k) ∗ z′1 ∗ z1 (a.18)
and
p˜k = (p˜ j ∩ p˜k) ∗ z′1 ∗ z2. (a.19)
Next, from Lemma 19 (iii) again we ﬁnd that
p˜i = (p˜i ∩ p˜ j) ∗ z3 (a.20)
and
p˜ j = (p˜i ∩ p˜ j) ∗ z4 (a.21)
where z3 and z4 are label-sequences such that
z3 ∩ z4 = . (a.22)
Also, from Lemma 19 (iii) and (iv) applied to the assumption that p˜ j ∩ p˜k 
 p˜i ∩ p˜ j we obtain that
p˜i ∩ p˜ j = (p˜ j ∩ p˜k) ∗ z′2, where z′2 = . (a.23)
Substituting (a.23) into (a.20) and (a.21) we derive that
p˜i = (p˜ j ∩ p˜k) ∗ z′2 ∗ z3 (a.24)
and
p˜ j = (p˜ j ∩ p˜k) ∗ z′2 ∗ z4. (a.25)
However, comparing (a.24) and (a.18) we deduce that z′2 ∗ z4 = z′1 ∗ z1 and since z′2 and z′1 are not equal to the empty string,
then this implies that the ﬁrst label of z′2 and the ﬁrst label of z′1 must be the same and so we can write z′2 = l ∗ z′′2 and
z′1 = l ∗ z′′1, for some label-sequence z′′1. Comparing then (a.25) and (a.19) we obtain that (p˜ j ∩ p˜k) ∗ l is a common preﬁx
of p˜ j and p˜k , which is a contradiction since p˜ j ∩ p˜k is the longest common preﬁx of p˜ j and p˜k . So we conclude that the
assumption that p˜ j ∩ p˜k = p˜i ∩ p˜ j cannot hold, and so p˜ j ∩ p˜k = p˜i ∩ p˜ j as claimed.
Next, we note that since p˜ j ∩ p˜k 
 p˜i ∩ p˜k from (c′) and p˜ j ∩ p˜k = p˜i ∩ p˜ j , then p˜i ∩ p˜ j 
 p˜i ∩ p˜k . So since closest(v˜ i, v˜k) is
true from (iii), there exists a node xik ∈ [[p˜i ∩ p˜k]] such that xik ∈ aancestor(v˜ i) and xik ∈ aancestor(v˜k); and since closest(v˜ i, v˜ j)
is true from (iii), there exists a node xij ∈ [[p˜i ∩ p˜ j]] such that xij ∈ aancestor(v˜ i) and xij ∈ aancestor(v˜ j). This means that xik
and xij are both aancestors of v˜ i , and since p˜i ∩ p˜ j 
 p˜i ∩ p˜k , it follows from Lemma 20 (viii) that xij ∈ aancestor(xik). This
means that xij is also an ancestor of v˜k from Lemma 20 (ix) and because x
i
k ∈ aancestor(v˜k), and hence closest(v˜ j, v˜k) is true
since p˜ j ∩ p˜k = p˜i ∩ p˜ j implies that xij ∈ [[p˜ j ∩ p˜k]]. This completes the proof. 
Lemma 53 is illustrated in Fig. A.1.
The next lemma shows that the closest property also possesses the transitivity property in a different situation to the
one identiﬁed in the previous lemma.
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Lemma 54. Let P be a set of paths and let T be an XML tree such that T | P; let p˜i, p˜ j, p˜k be distinct paths in P and let v˜ i, v˜ j, v˜k be
nodes in T such that:
(i) v˜ i ∈ [[p˜i]], v˜ j ∈ [[p˜ j]], v˜k ∈ [[p˜k]];
(ii) p˜i ∩ p˜ j 
 p˜i ∩ p˜k;
(iii) closest(v˜ i, v˜ j) is true and closest(v˜ i, v˜k) is true;
then closest(v˜ j, v˜k) is true.
Proof. We ﬁrst claim that
p˜k ∩ p˜ j = p˜i ∩ p˜ j. (a.26)
To establish this, from Lemma 19 (iii) we deduce that
p˜i = (p˜i ∩ p˜ j) ∗ z1 (a.27)
and
p˜ j = (p˜i ∩ p˜ j) ∗ z2 (a.28)
where z1 and z2 are label-sequences such that
z1 ∩ z2 = . (a.29)
Also, from Lemma 19 (iii), we obtain
p˜k = (p˜i ∩ p˜k) ∗ z3 (a.30)
and
p˜i = (p˜i ∩ p˜k) ∗ z4 (a.31)
where z3 and z4 are label-sequences such that
z3 ∩ z4 = . (a.32)
Also, applying Lemma 19 (iii) and (iv) to (ii) of the lemma we obtain that
p˜i ∩ p˜k = (p˜i ∩ p˜ j) ∗ z5, where z5 = . (a.33)
So applying (a.33) to (a.30) and to (a.31) we deduce that
p˜k = (p˜i ∩ p˜ j) ∗ z5 ∗ z3 (a.34)
and
p˜i = (p˜i ∩ p˜ j) ∗ z5 ∗ z4. (a.35)
Hence combining (a.28) and (a.34) we ﬁnd that
p˜k ∩ p˜ j =
(
(p˜i ∩ p˜ j) ∗ z5 ∗ z3
)∩ ((p˜i ∩ p˜ j) ∗ z2). (a.36)
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So since z5 =  from (a.33), this implies that (z5 ∗ z3) ∩ z2 =  and so (a.36) reduces to (a.26) as claimed.
Next, since closest(v˜ i, v˜k) is true from (iii) of the lemma, there exists a node xik ∈ [[p˜i ∩ p˜k]] such that xik ∈ aancestor(v˜ i)
and xik ∈ aancestor(v˜k). Also, since closest(v˜ i, v˜ j) is true from (iii) of the lemma, then there exists a node xij ∈ [[p˜i ∩ p˜ j]] such
that xij ∈ aancestor(v˜ i) and xij ∈ aancestor(v˜ j). So since xik and xij are both aancestors of v˜ i , then using (ii) of the lemma
and Lemma 20 (iv) we deduce that xij ∈ aancestor(xik). Combining this with the fact that xik ∈ aancestor(v˜k) and applying
Lemma 20 (viii) shows that xij ∈ aancestor(v˜k). It follows that closest(v˜k, v˜ j) is true as claimed, since it follows from (a.26)
that xij ∈ [[p˜k ∩ p˜ j]]. This completes the proof. 
Proof of Axiom A5. The argument is again by contra-positive, and so let T be a tree in Deﬁnition 22 such that T | p → q.
We ﬁrst note that from Axiom A1, we can assume that for all i ∈ [1,n],q = pi and we let pn+1 = q. Also, while our deﬁnition
of an XFD assumes that the paths in an XFD are distinct, it equally applies if we drop this assumption. If one does this, then
it is straightforward to show that an XFD p1, . . . , pn → q holds iff RED(p1, . . . , pn) → q holds.
We ﬁrst claim that since for all i ∈ [1,n],q = pi , then for all i ∈ [1,n],q = p′i . To show this, assume to the contrary that
there exists a p′i such that p
′
i = q. So since p′i ∩q 	 pi by (i) of Axiom A5 and p′i = q, then (i) becomes q 	 pi . Also, condition
(ii) becomes pi 	 q, and combining with q 	 pi shows that pi = q. This is a contradiction, and so q = p′i as claimed.
Since T | RED(p1, . . . , pn) → pn+1, it follows from Deﬁnition 11, and by duplicating nodes for duplicating paths in
p1, . . . , pn , that there exist nodes v1, . . . , vn, vn+1 and nodes v ′1, . . . , v ′n, v ′n+1 in T such that:
(a) v1 ∈ [[p1]], . . . , vn ∈ [[pn]], vn+1 ∈ [[pn+1]] and v ′1 ∈ [[p1]], . . . , v ′n ∈ [[pn]], v ′n+1 ∈ [[pn+1]];
(b) v1, . . . , vn+1 and v ′1, . . . , v ′n+1 are cn-sets;
(c) for all i ∈ [1,n],val(vi) = val(v ′i);
(d) val(vn+1) = val(v ′n+1).
Next, we modify the set of nodes v ′1, . . . , v ′n as follows. For any node vi in the set v1, . . . , vn , if closest(vi, v ′n+1) is also
true, then replace v ′i by vi in the set v
′
1, . . . , v
′
n .
We claim that this modiﬁed set of nodes is also a cn-set. To verify this, since v1, . . . , vn is a cn-set from (b), it suﬃces
to show that if there are two nodes vi and vk in the set v1, . . . , vn such that closest(vi, v ′n+1) is true, but closest(vk, v ′n+1)
is false, then closest(vi, v ′k) is true.
To prove this, we ﬁrst claim that
pi ∩ pn+1 
 pk ∩ pn+1. (a.37)
To show this, assume to the contrary that pk ∩ pn+1 	 pi ∩ pn+1. Then since closest(vi, vn+1) is true from (b), and
closest(vi, v ′n+1) is true by assumption, then there exist nodes xin+1 and x¯in+1 in [[pi ∩ pn+1]] which are both an aancestor
of vi . So from Lemma 20 (v), we conclude that xin+1 = x¯in+1. Next, since closest(vk, vn+1) is true from (b), there exists a
node xkn+1 ∈ [[pk ∩ pn+1]] such that xkn+1 ∈ aancestor(vk) and xkn+1 ∈ aancestor(vn+1). So xkn+1 and xin+1 are both aances-
tor’s of vn+1, and combining this with the assumption that pk ∩ pn+1 	 pi ∩ pn+1 and applying Lemma 20 (viii) shows
that xkn+1 ∈ aancestor(xin+1). Thus xkn+1 ∈ aancestor(x¯in+1) also because xin+1 = x¯in+1, and so xkn+1 ∈ aancestor(v ′n+1) since
x¯in+1 ∈ aancestor(v ′n+1). This implies that closest(vk, v ′n+1) is true, which is a contradiction and so we conclude that (a.37)
holds as claimed.
We now apply Lemma 54 and make the following substitutions: p˜i → pn+1, p˜ j → pi, p˜k → pk; v˜ i → v ′n+1, v˜ j → vi,
vk → v ′k . Then (i) of Lemma 54 holds from (a), (ii) holds from (a.37), (iii), (iii) holds since closest(vi, v ′n+1) is true by
assumption and closest(v ′k, v
′
n+1) follows from (b). So the conditions of Lemma 54 are satisﬁed and so we conclude that
closest(vi, v ′k) is true and so the modiﬁed set of nodes is a cn-set as claimed.
Next, we note that since q = pi and q = pn+1, then for any path pi in p1, . . . , pn , pi = pn+1. So from condition (ii) of
Axiom A5, one of the following conditions must be satisﬁed:
(i) pi = p′i ;
(ii) pi 
 p′i ;
(iii) pi 
 pn+1.
We now show how to choose sets of nodes v¯1, . . . , v¯n+1 and v¯ ′1, . . . , v¯ ′n+1 such that:
(a′) v¯1 ∈ [[p′1]], . . . , v¯n ∈ [[p′n]], v¯n+1 ∈ [[pn+1]] and v¯ ′1 ∈ [[p′1]], . . . , v¯ ′n ∈ [[p′n]], v¯ ′n+1 ∈ [[pn+1]];
(b′) v¯1, . . . , v¯n+1 is a cn-set;
(c′) v¯ ′1, . . . , v¯ ′n+1 is a cn-set;
(d′) ∀i ∈ [1,n], val(v¯ i) = val(v¯ ′i);
(e′) val(v¯n+1) = val(v¯ ′ ).n+1
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p′1, . . . , p′n → pn+1 as required.
First, we let v¯n+1 = vn+1 and v¯ ′n+1 = v ′n+1, and so (e′) follows from (e).
Next, we choose the nodes v¯1, . . . , v¯n and v¯ ′1, . . . , v¯ ′n as follows. Given the path p′i , let M(p
′
i) denote the path p that
maximizes the length of p′i ∩ p w.r.t. 	, where p is any path in the set p1, . . . , pn, pn+1, p′1, . . . , p′i−1. If there is more than
one such path, then the choice of M(p′i) is arbitrary. Thus the following condition holds:
∀p ∈ {p1, . . . , pn, pn+1, p′1, . . . , p′i−1}, p′i ∩ p 	 p′i ∩ M(p′i). (a.38)
We then choose nodes in increasing index order as follows. For arbitrary i ∈ [1,n], choose nodes v¯ i and v¯ ′i as follows:
(A) If (i) holds, then v¯ i = vi and v¯ ′i = v ′i .
(B) If (ii) holds, let v¯ i be any node in [[p′i]] such that closest(v¯ i, vm) is true, where vm is the node in the cn-set{v1, . . . , vn+1} that is also in [[M(p′i)]], and let v¯ ′i = v¯ i .
(C) If (iii) holds, let v¯ i be any node in [[p′i]] such that closest(v¯ i, vm) is true, where vm is the node in the cn-set{v1, . . . , vn+1} that is also in [[M(p′i)]] (as in (ii)), and let v¯ ′i be any node in [[p′i]] such that closest(v¯ ′i, v ′m) is true,
where v ′m is the node in the cn-set {v ′1, . . . , v ′n+1} that is also in [[M(p′i)]].
We note that since T is complete w.r.t. P, then the node v¯ i chosen at either (B) or (C) always exists. We also note that
node v¯m is chosen before node v¯ i .
Consider now the conditions (a′)–(d′) that need to be established. First, it follows from (A)–(C) that condition (a′) is
satisﬁed. We next claim that condition (d′) holds. To verify this, if (A) holds then (d′) follows from the fact that val(vi) =
val(v¯ i) from (c). If (B) or (C) hold, then pi is a strict preﬁx of either p′i or pn+1, and so must end with an element label. So
since val(vi) = val(v ′i) from (c), then it follows from the deﬁnition of val that
vi = v ′i . (a.39)
Combining this result with (B) and (C) we deduce that v¯ i = v¯ ′i , and so v¯ i = v¯ ′i and hence (d′) holds as claimed.
Since we showed earlier that (e′) holds, it remains to show that (b′) and (c′) hold. To do this, remembering that any
subset of a cn-set is also a cn-set, we will show by induction that
v1, . . . , vn+1, v¯1, . . . , v¯n+1 is a cn-set (a.40)
and
v ′1, . . . , v ′n+1, v¯ ′1, . . . , v¯ ′n+1 is a cn-set, (a.41)
and hence v¯1, . . . , v¯n+1, and v¯ ′1, . . . , v¯ ′n+1 are also cn-sets, and thus (b′) and (c′) will hold.
Clearly, the sets v1, . . . , vn+1 and v ′1, . . . , v ′n+1 are cn-sets from (b), and so assume inductively that v1, . . . , vn+1, v¯1, . . . ,
v¯ i−1 and v ′1, . . . , v ′n+1, v¯ ′1, . . . , v¯ ′i−1 are cn-sets. Then to show that v1, . . . , vn+1, v¯1, . . . , v¯ i−1, v¯ i is a cn-set, and thus (a.40)
holds, it suﬃces to show that
closest(v, v¯ i) is true for any node v in the set {v1, . . . , vn+1, v¯1, . . . , v¯ i−1}; (a.42)
and to show that v ′1, . . . , v ′n+1, v¯ ′1, . . . , v¯ ′i−1, v¯
′
i is a cn-set, and so (a.41) holds, it suﬃces to show that
closest
(
v ′, v¯ ′i
)
is true for any node v ′ in the set
{
v ′1, . . . , v ′n+1, v¯ ′1, . . . , v¯ ′i−1
}
. (a.43)
We now show that both these equations hold for each of the cases (A)–(C).
(A) In this case v¯ i = vi and v¯ ′i = v ′i . However, it follows immediately that closest(v, v¯ i) is true and closest(v ′, v¯ ′i) is true
since v1, . . . , vn+1, v¯1, . . . , v¯ i−1 and v ′1, . . . , v ′n+1, v¯ ′1, . . . , v¯ ′i−1 are cn-sets by the inductive hypothesis, and so (a.42) and
(a.43) both hold as required.
(B) Since node v is in the set v1, . . . , vn+1, v¯1, . . . , v¯ i−1, then v ∈ [[p]] for some path p in the set of paths p1, . . . , pn+1,
p′1, . . . , p′i−1. Consider then Lemma 53, and make the substitutions: p˜i → M(p′i), p˜ j → p′i, p˜k → p; v˜ i → vm, v˜ j → v¯ i, v˜k →
v . With these substitutions, condition (i) of Lemma 53 becomes vm ∈ [[M(p′i)]] and v¯ i ∈ [[p′i]] and v ∈ [[p]]. The ﬁrst condition
holds from (a), the second from (B) and the third from the deﬁnition of v . Condition (ii) of Lemma 53 becomes p ∩ p′i 	
M(p′i) ∩ p′i , which holds from (B) and (a.38). Condition (iii) of Lemma 53 becomes closest(v¯ i, vm) is true, which holds from
(B), and closest(v, vm) is true, which holds from the induction hypothesis. So the conditions of Lemma 53 are satisﬁed, and
hence closest(v¯ i, v) is true and so (a.42) holds as required.
Next, suppose that (B) holds and consider (a.43). Suppose ﬁrst that v ′ = v ′n+1, and so we need to establish that
closest(v¯ ′i, v
′
n+1) is true which, since v¯ ′i = v¯ i from (B), becomes
closest
(
v¯ i, v
′
n+1
)
is true. (a.44)
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We ﬁrst claim that
p′i ∩ pn+1 = pi ∩ pn+1. (a.45)
To show this, since pi 
 p′i from (B), taking the intersection of both sides with pn+1 and applying Lemma 19 (ix) shows
that pi ∩ pn+1 	 p′i ∩ pn+1. For the reverse direction, since p′i ∩ pn+1 	 pi from (i) of Axiom A5, taking the intersection of
both sides with pn+1 and applying Lemma 19 (ix) shows that p′i ∩ pn+1 	 pi ∩ pn+1 and so (a.45) holds as claimed.
Next, since closest(v ′i, v
′
n+1) is true from (b) and vi = v ′i from (a.39), then closest(vi, v ′n+1) is true. So there exists a node
xin+1 ∈ [[pi ∩ pn+1]] such that xin+1 ∈ aancestor(vi) and xin+1 ∈ aancestor(v ′n+1). Also, since closest(vi, v¯ i) is true since we have
shown that (a.42) holds, and pi 
 p′i from (B), then it follows from Lemma 20 (viii) that vi ∈ aancestor(v¯ i). Combining this
with the fact that xin+1 ∈ aancestor(vi) and applying Lemma 20 (ix) shows that xin+1 ∈ aancestor(v¯ i). It follows then that
(a.44) holds as required, since it follows from (a.45) that xin+1 ∈ [[p′i ∩ pn+1]]. The situation is illustrated in Fig. A.2.
Suppose next that v ′ = v ′n+1. Then v ′ = v ′k for some node v ′k in the set v ′1, . . . , v ′n , or v ′ = v¯ ′k some node v¯ ′k in the set
v¯ ′1, . . . , v¯ ′i−1. So to establish (a.43), since v¯
′
i = v¯ i from (a.39), we need to show that
closest
(
v¯ i, v
′
k
)
is true for arbitrary v ′k in v
′
1, . . . , v
′
n (a.46)
and
closest
(
v¯ i, v¯
′
k
)
is true for arbitrary v¯ ′k in v¯
′
1, . . . , v¯
′
i−1. (a.47)
Consider ﬁrst (a.46). If v ′k = vk , then (a.46) follows from (a.42) so assume that v ′k = vk . We note that in this case (a.37)
holds.
Next, we claim that closest(vi, v ′k) is true. To verify this, consider Lemma 54 and make the following substitutions:
p˜i → pn+1, p˜ j → pi, p˜k → pk; v˜ i → v ′n+1, v˜ j → vi, v˜k → v ′k . Then condition (i) of Lemma 54 becomes v ′n+1 ∈ [[pn+1]] and
vi ∈ [[pi]] and v ′k ∈ [[pk]], which holds from (a). Condition (ii) of Lemma 54 becomes pi ∩ pn+1 
 pk ∩ pn+1, which holds
from (a.37). Finally, (iii) becomes closest(vi, v ′n+1) is true, and closest(v ′k, v
′
n+1) is true. The ﬁrst condition holds since
closest(v ′i, v
′
n+1) is true from (b) and v ′i = vi from (a.39), and the second condition holds from (b). Thus the conditions
of Lemma 54 are satisﬁed and so closest(vi, v ′k) is true as claimed.
We next claim that
p′i ∩ pk = pi ∩ pk. (a.48)
We verify this by showing that
p′i ∩ pk = pi ∩ pn+1 (a.49)
and
pi ∩ pk = pi ∩ pn+1, (a.50)
from which (a.48) follows immediately. We ﬁrst establish (a.49). To do this, there are only three possible cases: pi 

pn+1; pn+1 
 pi ; pi  pn+1 and pn+1  pi .
For the ﬁrst case, if pi 
 pn+1 then it follows from Lemma 19 (iv) that pi = pi ∩ pn+1 and so (a.49) becomes
p′i ∩ pk = pi . (a.51)
Then, combining pi = pi ∩ pn+1 with (a.37) we conclude that
pi 
 pk ∩ pn+1. (a.52)
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we deduce that pi 	 pk . Combining this with the fact that pi 
 p′i from (ii) and applying Lemma 19 (ii) we derive that
pi 	 p′i ∩ pk. (a.53)
Next, applying Lemma 19 (iii) we obtain that
pk = (pk ∩ pn+1) ∗ z1 (a.54)
and
pn+1 = (pk ∩ pn+1) ∗ z2 (a.55)
where
z1 ∩ z2 = . (a.56)
Also, combining (a.52) with Lemma 19 (iii) we ﬁnd that
pk ∩ pn+1 = pi ∗ z′1, where z′1 = . (a.57)
Substituting (a.57) into (a.54) and (a.55) we deduce that
pk = pi ∗ z′1 ∗ z1 (a.58)
and
pn+1 = pi ∗ z′1 ∗ z2. (a.59)
Applying Lemma 19 (iii) again we deduce that
p′i =
(
p′i ∩ pk
) ∗ z3 (a.60)
and
pk =
(
p′i ∩ pk
) ∗ z4 (a.61)
where
z3 ∩ z4 = . (a.62)
Also, combining (a.53) with Lemma 19 (iii) we ﬁnd that
p′i ∩ pk = pi ∗ z′2, (a.63)
and substituting this into (a.60) and (a.61) we derive that
p′i = pi ∗ z′2 ∗ z3 (a.64)
and
pk = pi ∗ z′2 ∗ z4. (a.65)
Suppose ﬁrst that z′2 =  . Then since p′i ∩ pn+1 	 pi from (i) of Axiom A5, combining with (a.64) and (a.59) shows that
(pi ∗ z3)∩(pi ∗ z′1 ∗ z2) 	 pi , and so z3∩(z′1 ∗ z2) =  . Since z′1 =  from (a.57), it follows then that either z3 =  , or z3 =  and
the ﬁrst label in z3 and z′1 are different. However, combining (a.64) and (a.65) we deduce that p′i ∩ pk = (pi ∗ z3)∩(pi ∗ z′1∗ z1)
and since either z3 =  , or z3 =  and z3 and z′1 start with different labels, then z3 ∩ (z′1 ∗ z1) =  and hence p′i ∩ pk = pi
and so (a.51) and (a.49) hold as claimed.
If instead z′2 =  , then since p′i ∩ pn+1 	 pi from (i) of Axiom A5, combining with (a.64) and (a.59) shows that (pi ∗ z′2 ∗
z3) ∩ (pi ∗ z′1 ∗ z2) 	 pi . So since z′1 =  and z′2 =  , this implies that z′1 and z′2 must have different ﬁrst labels. However
from (a.64) and (a.65) we deduce that p′i ∩ pk = (pi ∗ z′2 ∗ z3) ∩ (pi ∗ z′1 ∗ z1), and since z′1 and z′2 have different ﬁrst labels
then (z′2 ∗ z3) ∩ (z′1 ∗ z1) =  and so p′i ∩ pk = pi and so (a.51) and (a.49) again hold. This completes the proof of (a.49) for
the case where pi 
 pn+1.
Consider then the second case where pn+1 
 pi . Then since closest(vi, vn+1) is true from (b), then applying
Lemma 20 (iv) shows that vn+1 ∈ aancestor(vi). Similarly, since closest(vi, v ′n+1) is true since vi = v ′i from (a.39) and
closest(v ′i, v
′
n+1) holds from (b), then v ′n+1 ∈ aancestor(vi). However, since both vn+1 and v ′n+1 are nodes in [[pn+1]] from (a),
then it follows from Lemma 20 (v) that vn+1 = v ′n+1, and hence val(vn+1) = val(v ′n+1). However this contradicts (d), and so
we conclude that the second case cannot arise.
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pi = (pi ∩ pn+1) ∗ z1 (a.66)
and
pn+1 = (pi ∩ pn+1) ∗ z2 (a.67)
where
z1 =  and z2 =  and z1 ∩ z2 = . (a.68)
Also, since pi 
 p′i from (B), we deduce from Lemma 19 (iii) and (iv) that
p′i = pi ∗ z3, where z3 = , (a.69)
and combining with (a.66) we deduce that
p′i = (pi ∩ pn+1) ∗ z1 ∗ z3. (a.70)
From Lemma 19 (iii) again, we deduce that
pk = (pk ∩ pn+1) ∗ z4 (a.71)
and
pn+1 = (pk ∩ pn+1) ∗ z5, (a.72)
where
z4 ∩ z5 = . (a.73)
However, from (a.37) and Lemma 19 (iii) and (iv) we deduce that
pk ∩ pn+1 = (pi ∩ pn+1) ∗ z6, where z6 = . (a.74)
Applying (a.74) to (a.71) and to (a.72) we obtain
pk = (pi ∩ pn+1) ∗ z6 ∗ z4 (a.75)
and
pn+1 = (pi ∩ pn+1) ∗ z6 ∗ z5. (a.76)
Combining then (a.70) and (a.75) we ﬁnd that
p′i ∩ pk =
(
(pi ∩ pn+1) ∗ z1 ∗ z3
)∩ ((pi ∩ pn+1) ∗ z6 ∗ z4). (a.77)
However, comparing (a.76) and (a.67) we deduce that z6 ∗ z5 = z2 and so, from (a.68), we ﬁnd that z1 ∩ (z6 ∗ z5) =  . This
implies, since z1 =  from (a.68) and z6 =  from (a.74), that (z1 ∗ z3) ∩ (z6 ∗ z4) =  , and so (a.77) reduces to (a.49) as
claimed.
Next, to establish (a.50), combining (a.66) and (a.71) we deduce that
pi ∩ pk =
(
(pi ∩ pn+1) ∗ z1
)∩ ((pi ∩ pn+1) ∗ z6 ∗ z4). (a.78)
However, since z1 ∩ (z6 ∗ z5) =  as noted earlier, and z1 =  from (a.68) and z6 =  from (a.74), then z1 ∩ (z6 ∗ z4) =  and
so (a.78) reduces to (a.50) as claimed, and thus (a.48) also holds as claimed.
Next, since vi = v ′i from (a.39) and closest(v ′i, v ′k) is true from (b), then closest(vi, v ′k) is true and so there exists a
node xik ∈ [[pi ∩ pk]] such that xik ∈ aancestor(vi) and xik ∈ aancestor(v ′k). However, since closest(v¯ i, vi) is true since we
have shown that v1, . . . , vn+1, v¯1, . . . , v¯ i−1, v¯ i is a cn-set from (a.42), and pi 
 p′i from (B), then vi ∈ aancestor(v¯ i) from
Lemma 20 (iv). Combining this with the fact that xik ∈ aancestor(vi) and using Lemma 20 (ix) shows that xik ∈ aancestor(v¯ i).
Thus closest(v¯ i, v ′k) is true since it follows from (a.48) that x
i
k ∈ [[p′i ∩ pk]], and so (a.46) holds as claimed. The situation is
illustrated in Fig. A.3.
Consider next (a.47). In this case, v¯ ′k could have been chosen from either (A), (B) or (C). If it was chosen from (A), then
from (A) we ﬁnd that v¯ ′k = v ′k , and so (a.47) follows from (a.46). If instead v¯ ′k is chosen from either (B) or (C), then v¯ ′k = v¯k
and so (a.47) follows from (a.42). This completes (a.43) for the case of (B).
(C) We ﬁrst note that since pi 
 pn+1 from (C), then pi must end in an element label and so if val(vi) = val(v ′i), then
(a.39) again holds.
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To establish (a.42) for the case of (C), the same arguments used for case (B) apply since the node v¯ i is chosen the same
way in case (C) as in case (B).
Consider next (a.43) and the ﬁrst case where v ′ = v ′n+1, and so we need to establish that closest(v¯ i, v ′n+1) is true. Since
vi = v ′i from (a.39), and closest(vi, vn+1) is true and closest(v ′i, v ′n+1) is true from (b), and pi 
 pn+1 from (C), then it follows
from Lemma 20 (iv) that
vi ∈ aancestor(vn+1) and vi ∈ aancestor
(
v ′n+1
)
. (a.79)
First, we claim that
p′i ∩ pi = p′i ∩ pn+1. (a.80)
To show this, since pi 
 pn+1 from (C), then taking the intersection of both sides with p′i and applying Lemma 19 (ix)
we deduce that p′i ∩ pi 	 p′i ∩ pn+1. For the reverse direction, since p′i ∩ pn+1 	 pi from (i) of Axiom A5, then taking the
intersection of both sides with p′i and applying Lemma 19 (ix) we obtain that p
′
i ∩ pn+1 	 p′i ∩ pi from and so (a.80) holds
as claimed.
Next, since closest(v¯ i, vi) is true from (a.42), there exists a node xii ∈ [[p′i ∩ pi]] such that xii ∈ aancestor(vi) and xii ∈
aancestor(v¯ i). Combining this with the fact that vi ∈ aancestor(v ′n+1) from (a.79), we deduce that xii ∈ aancestor(v ′n+1).
Hence closest(v¯ i, v ′n+1) is true as required because p′i ∩ pi = p′i ∩ pn+1 and thus xii ∈ [[p′i ∩ pn+1]].
Consider next the case where v ′ = v ′n+1. Then v ′ = v ′k for some node v ′k in the set v ′1, . . . , v ′n , or v ′ = v¯ ′k some node v¯ ′k
in the set v¯ ′1, . . . , v¯ ′i−1. So to establish (a.43), since v¯
′
i = v¯ i from (a.39), we need to show that
closest
(
v¯ i, v
′
k
)
is true for arbitrary v ′k in v
′
1, . . . , v
′
n (a.81)
and
closest
(
v¯ i, v¯
′
k
)
is true for arbitrary v¯ ′k in v¯
′
1, . . . , v¯
′
i−1 (a.82)
Consider (a.81). If v ′k = vk , then the result is immediate from (a.42), so assume that v ′k = vk . In this case, since pi 
 pn+1
from (C), it follows from Lemma 19 (iv) that pi ∩ pn+1 = pi and so (a.37) becomes
pi 
 pk ∩ pn+1. (a.83)
Next, we claim that
p′i ∩ pk = p′i ∩ pn+1. (a.84)
To show this, it follows from Lemma 19 (iii) that
p′i =
(
p′i ∩ pn+1
)
.z1 (a.85)
and
pn+1 =
(
p′i ∩ pn+1
)
.z2 (a.86)
where
z1 ∩ z2 = . (a.87)
Using Lemma 19 (iii) again, we also deduce that
pk = (pk ∩ pn+1) ∗ z3 (a.88)
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and
pn+1 = (pk ∩ pn+1) ∗ z4 (a.89)
where
z3 ∩ z4 = . (a.90)
From (a.83) and Lemma 19 (iii) and (iv), we ﬁnd that pk ∩ pn+1 = pi ∗ z5, where z5 =  , and since p′i ∩ pn+1 	 pi from (i) of
Axiom A5, then pi = (p′i ∩ pn+1) ∗ z6. Combining these two intermediate results and substituting into (a.88) and (a.89) we
obtain
pk =
(
p′i ∩ pn+1
)
.z6.z5.z3 (a.91)
and
pn+1 =
(
p′i ∩ pn+1
)
.z6.z5.z4. (a.92)
Combining then (a.85) and (a.91) we obtain
p′i ∩ pk =
((
p′i ∩ pn+1
)
.z1
)∩ (p′i ∩ pn+1).z6.z5.z3. (a.93)
However, comparing (a.86) and (a.92), we deduce that z6.z5.z4 = z2, and so from (a.87) we ﬁnd that (z6.z5.z4) ∩ z1 =  .
If z1 =  then (a.93) reduces to (a.84) as claimed. If instead z1 =  and z6 =  , then z1 and z6 must start with different
labels and so (z6.z5.z3) ∩ z1 =  , and thus (a.93) again reduces to (a.84) as claimed. If instead z1 =  and z6 =  , then since
(z6.z5.z4) ∩ z1 =  and z5 =  , then z1 and z5 must start with different labels and so (z6.z5.z3) ∩ z1 =  and thus (a.93)
again reduces to (a.84) as claimed.
Next, since we have already established that closest(v¯ i, v ′n+1) is true, it follows that there exists a node xin+1 ∈ [[p′i ∩ pn+1]]
such that xin+1 ∈ aancestor(v¯ i) and xin+1 ∈ aancestor(v ′n+1). Also, since closest(v ′i, v ′n+1) is true from (b) and vi = v ′i from
(a.39), then closest(vi, v ′n+1) is true. Combining this with pi 
 pn+1 from (C) and applying Lemma 20 (iv) shows that
vi ∈ aancestor(v ′n+1). So since xin+1 and vi are both aancestors of v ′n+1 and p′i ∩ pn+1 	 pi from (i) of Axiom A5, then
xin+1 ∈ aancestor(vi) from Lemma 20 (iv). Also, since closest(v ′k, v ′n+1) is true from (b), there exists a node x¯kn+1 ∈ [[pk ∩ pn+1]]
such that x¯kn+1 ∈ aancestor(v ′k) and x¯kn+1 ∈ aancestor(v ′n+1). Combining this with the fact that pi 
 pk ∩ pn+1 from (a.83)
and vi ∈ aancestor(v ′n+1), we deduce that vi ∈ aancestor(x¯kn+1) and hence vi ∈ aancestor(v ′k). Combining this then with
xin+1 ∈ aancestor(vi), we deduce that xin+1 ∈ aancestor(v ′k). It follows that closest(v¯ i, v ′k) is true since xin+1 ∈ [[p′i ∩ pk]] because
p′i ∩ pk = p′i ∩ pn+1 from (a.84), and thus (a.81) is established. The situation is illustrated in Fig. A.4.
Finally, to establish (a.82), the same arguments used to establish (a.47) for case (B) apply.
Proof of Lemma 36. (i) We can deﬁne the size of the tree T, denoted by |T|, to be the number of nodes in T plus the sum
of all text values in T. At each iteration of the outer loop, a rule is applied either to a node with an element label or to a
non-element node. If it is an element node, then |T| strictly decreases because at least one node is deleted from T¯, and if
it is a non-element node then |T| strictly decreases since the val of a node is replaced by a strictly smaller val. Hence at
every iteration, |T| strictly decreases and so Algorithm 2 must terminate because |T| is bounded from below by 0.
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(ii) The result is by induction on the number of subtree mergers. Initially the result is true because of the restriction
placed on the input tree T by Algorithm 2. Assume then that it is true after the merging of n subtrees and let Tn be the
resulting tree. Then Tn+1 must also be complete or else it contradicts the fact that Tn is complete.
(iii) From the deﬁnition of the algorithm, the algorithm terminates only when there is no XFD that is violated.
(iv) Let us denote by ϕ1 the operations performed in the chase if the test at Line 5 of Algorithm 2 is satisﬁed, and let
ϕ2 denote the operations performed in the chase when the test at Line 11 is satisﬁed. Hence T
ϕ1⇒ T1 denotes the fact that
T is transformed to T1 by applying ϕ1, and T
ϕ2⇒ T2 denotes the fact that T is transformed to T2 by applying ϕ2. Also, let
T
∗⇒ T1 denote that T is transformed into T1 by a sequence of either ϕ1 or ϕ2 operations.
Since we have shown that the chase always terminates, from Theorem 8.8 in [23] it suﬃces to show the following: if
T
ϕ1⇒ T1 and T ϕ2⇒ T′1, then there is an XML tree T2 such that T1 ∗⇒ T2 and T′1 ∗⇒ T2. We will do this by showing that if
T
ϕ1⇒ ϕ2⇒ T1 and T ϕ2⇒ ϕ1⇒ T′1, then T1 = T′1. Suppose ﬁrst that ϕ2 is a result of applying an XFD which has a path pn+1 on
the r.h.s. to nodes vn+1 and v ′n+1, where Last(pn+1) ∈ E and vn+1 and v ′n+1 are in [[pn+1]]. Assume also that the application
of ϕ2 then involves having to merge the pairs of subtrees rooted at vn+1 and v ′n+1, through to the pair of subtrees that are
rooted at v1 and v ′1.
For ϕ1, there are two possibilities: the path on the r.h.s. of the XFD ends in a text label, or the path ends in an attribute
label. For the ﬁrst case, we assume that pn+1 is of the form p ∗ z, where z = S. The result of the transformation T ϕ1⇒ ϕ2⇒ T1
is shown in Fig. A.5.
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If we change the order of the operations, then result of T
ϕ2⇒ ϕ1⇒ T1 is shown in Fig. A.6.
As can be seen from these ﬁgures, the ﬁnal tree is the same in both cases, irrespective of the ordering of the operations.
The second case to consider is where the application of ϕ1 results from using an XFD where pn+1 is of the form pi ∗ z,
where z =@l. The result of the transformation T ϕ1⇒ ϕ2⇒ T1 is shown in Fig. A.7.
If we change the order of the operations, then the result of T
ϕ2⇒ ϕ1⇒ T1 is shown in Fig. A.8.
As can be seen from these ﬁgures, the ﬁnal tree again is the same in both cases, irrespective of the ordering of the opera-
tions. So in all cases we can interchange the order of operations, and so the chase satisﬁes the Church–Rosser property.
(v) Let T0 = Chase(T,P,Σ), T′0 = Chase(T,P,Σ ′), T1 = Chase(T0,P,Σ ′) and T′1 = Chase(T′0,P,Σ). From (iii) we derive
that T0 | Σ and T′0 | Σ ′ , and since Σ ≡ Σ ′ this implies that T0 | Σ ′ and T′0 | Σ . It follows that the chase does not
modify either T0 or T1 and so T1 = T0 and T′1 = T′0. However, we derive from (iv) that T1 = T′1 and hence T0 = T′0 as
claimed.
We now present the proofs of the remaining results of Section 5, starting again with some preliminary lemmas. Also, to
simplify the notation in the proofs, we will denote Chase(TP ,P,Σ
P
) by T. The next four results are immediate consequences
of the deﬁnitions of Algorithms 2 and 3 and the proofs are omitted.
M.W. Vincent et al. / Journal of Computer and System Sciences 78 (2012) 1045–1098 1093Fig. A.7.
Lemma 55. If p ∈ P, then |[[p]]| = 1 in TP iff p = ρ or (ρ = Parent(p) and Last(p) ∈ A), else |[[p]]| = 2.
Lemma 56. If p ∈ P and Last(p) ∈ E∪ A, then |[[p]]| 2 in T.
Lemma 57. If p ∈ P and Last(p) = S, then |[[p]]| = 2 in T.
Lemma 58. If pi ∈ P and [[pi]] = {v, v ′} in T, then val(v) = val(v ′).
Lemma 59. Let p ∈ P and let v and v ′ be nodes in [[p]] in TP such that v = v ′ . If there exists a node v¯ ∈ TP such that v¯ ∈ aancestor(v)
and v¯ ∈ aancestor(v ′), then v¯ = vρ , where vρ is the root node of TP .
Proof. Suppose to the contrary that node v¯ = vρ . Then v¯ ∈ [[s]] for some path s such that, by Lemma 20 (x), s 	 p and
s = ρ . So by Lemma 55, there exists another node v¯ ′ ∈ [[s]], in TP such that v¯ = v¯ ′ . Since TP is complete and s 	 p, there
exists a node v ′′ ∈ [[p]] such that v¯ ′ ∈ aancestor(v ′′). However, because v¯ = v¯ ′ and TP is a tree, v ′′ must be distinct from
both v and v ′ , which contradicts Lemma 55, and so we conclude that v¯ = vρ . 
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Lemma 60. If the following hold:
(i) q ∈ P;
(ii) there exist nodes v, v ′ ∈ [[q]] in T such that v = v ′;
(iii) there exists a node v¯ and a path s such that v¯ ∈ [[s]], v¯ = vρ , and v¯ ∈ aancestor(v) and v¯ ∈ aancestor(v ′);
then s ∈ clo(P ) and s 	 q.
Proof. We prove the result by induction on the number of steps in constructing T by Algorithm 2. Initially, by Lemma 59,
such nodes v and v ′ do not exist in TP and so the inductive hypothesis trivially holds. Assume then that the inductive
hypothesis holds after iteration k−1 of the outer repeat loop in Algorithm 2. By deﬁnition of Algorithm 2, if there are nodes
v and v ′ that have a common non-root ancestor v¯ after iteration k, then an ancestor node of v and an ancestor node of v ′
in [[s]], for some path s, must have been merged during iteration k. For this to happen, by deﬁnition of Algorithm 2 and the
fact that we are using clo(P ) as input to Algorithm 2, this must have occurred from applying an XFD p′1, . . . , p′n → s′ , where{p′1, . . . , p′n} ⊆ clo(P ) and s 	 s′ 
 q. However, since {p′1, . . . , p′n} ⊆ clo(P ), then s′ ∈ clo(P ) from Line 13 (b) of Algorithm 1,
and then, from Lines 14–19 of Algorithm 1, s ∈ clo(P ) as required. 
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Proof. Let q = p1 ∩ s (remembering that P = {p1, . . . , pn}). Let vq be the node in [[q]] in T such that vq ∈ aancestor(vs) and
let vp1 be any node in [[p1]] that is a descendant of vq (such a node exists because q 	 p1 from Lemma 19 (vii) and T is
complete). It is immediate from this construction that closest(vp1 , vs) is true. Then by repeatedly applying Lemma 21 we
can extend the set {vp1 , vs} to the set {vp1 , . . . , vpn , vs} such that closest is true for every pair of nodes in {vp1 , . . . , vpn , vs}.
Similarly, if v ′q is any node in [[q]] such that v ′q ∈ aancestor(v ′s), then there exists a node v ′p1 ∈ [[p1]] that is a descendant
of v ′q and closest(v ′p1 , v
′
s) is true. Again, by repeatedly applying Lemma 21, we can extend the set {v ′p1 , v ′s} to the set{v ′p1 , . . . , v ′pn , v ′s} such that closest is true for every pair of nodes in {v ′p1 , . . . , v ′pn , v ′s}. Then by Lemma 58, for all i ∈ [1,n],
val(vpi ) = val(v ′pi ) but val(vs) = val(v ′s) by assumption and so T | P → s. 
Lemma 62. If q ∈ P and Last(q) = S, then q ∈ clo(P ) iff there exist v1, v2 ∈ [[q]] in T such that v1 = v2 and val(v1) = val(v2).
Proof. If: Suppose ﬁrst that the val’s of both nodes v1 and v2 are the same in T and TP . Then from the deﬁnition of
Algorithm 3, this means that q ∈ P and so q ∈ clo(P ) from Line 1 of Algorithm 1. If instead the val of either v1 or v2 is
changed during the execution of Algorithm 2, then this can only happen if either Line 8 or Line 9 is executed. Remembering
that we are using Σ
P
as input to Algorithm 2, this means that there is a pn+1 ∈ clo(P ) such that q = pn+1, which establishes
the result.
Only If: By Lemma 57, there exists a pair of distinct nodes v1, v2 ∈ [[q]] and so we shall show the contrapositive that if
val(v1) = val(v2), then q /∈ clo(P ). If val(v1) = val(v2), then T | P → q from Lemma 61, and so, since T | Σ
P
by Lemma
36 (iii), q /∈ clo(P ). 
Lemma 63. If q ∈ P and Last(q) ∈ E, then q ∈ clo(P ) iff |[[q]]| = 1 in T.
Proof. If: If q = ρ , then it follows from Line 1 of Algorithm 1 that ρ ∈ clo(P ), so suppose instead that q = ρ . In this
case, from Algorithm 3, |[[q]]| = 2 in TP . So from the deﬁnition of Algorithm 2, this means that Line 12 must have been
executed and so there exists XFD P → pn+1 from Σ
P
, where q 	 pn+1 and Last(pn+1) ∈ E. However, by Line 14 and Line 19
in Algorithm 1 this implies that q ∈ clo(P ) as required.
Only If: We show the contrapositive that if |[[q]]| = 1 in T then q /∈ clo(P ). If |[[q]]| = 1 in T, then the val of the two nodes
in [[q]] must be different and so from Lemma 61 it follows that T | P → q. This implies that q /∈ clo(P ) since T | Σ
P
by
Lemma 36 (iii). 
Lemma 64. If q ∈ P and Last(q) ∈ A, then q ∈ clo(P ) iff |[[q]]| = 1 in T or val(v) = val(v ′), where {v, v ′} ⊆ [[q]] in T.
Proof. If: If val(v) = val(v ′) then the same proof as in Lemma 62 applies, and so we assume that |[[q]]| = 1 in T. There are
then two possibilities: (a) |[[q]]| = 1 in TP ; (b) |[[q]]| = 1 in TP . If (a) holds, then from the deﬁnition of Algorithm 2 we must
have that Parent(q) = ρ and so q ∈ clo(P ) since ρ ∈ clo(P ) from Line 1 of Algorithm 1 and hence q ∈ clo(P ) from Line 9. If
instead (b) holds, one of the q nodes must have been deleted during the execution of Algorithm 2. Therefore, there has to
be a path q′ in P such that Parent(q) = q′ and a path s ∈ P such that q′ 	 s and an XFD P → s ∈ Σ
P
. It follows then from
Lines 5 and 20 of Algorithm 1 that q′ ∈ clo(P ), and so q ∈ clo(P ) from Lines 9 and 18 of Algorithm 1.
Only If: The proof is by contra-positive and so assume |[[q]]| = 1 and val(v) = val(v ′) in T. It follows from Lemma 61 that
T | P → q, and so q /∈ clo(P ) since T | Σ
P
by Lemma 36 (iii). 
Proof of Theorem 37 (i). The proof is by contra-positive and so assume that T | σ , where σ is an XFD r1, . . . , rk → rk+1
in Σ . Then there exist nodes v1 ∈ [[r1]], . . . , vk ∈ [[rk]], vk+1 ∈ [[rk+1]] and v ′1 ∈ [[r1]], . . . , v ′k ∈ [[rk]], v ′k+1 ∈ [[rk+1]] in T such
that
for all i, j ∈ [1,k + 1], closest(vi, v j) = closest
(
v ′i, v
′
j
)= true (a.94)
and
val(vk+1) = val
(
v ′k+1
)
and for all i ∈ [1,k],val(vi) = val
(
v ′i
)
. (a.95)
From (a.94) and the deﬁnition of closest, for all i ∈ [1,k] there exist nodes xik+1 and x′ik+1 in T such that
xik+1 ∈ [[ri ∩ rk+1]] and xik+1 ∈ aancestor(vi)
and xi ∈ aancestor(vk+1) (a.96)k+1
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x′ik+1 ∈ [[ri ∩ rk+1]] and x′ik+1 ∈ aancestor
(
v ′i
)
and x′ik+1 ∈ aancestor
(
v ′k+1
)
. (a.97)
We consider three exhaustive cases:
(a) xik+1 = x′ik+1 = vρ ;
(b) xik+1 = x′ik+1 = vρ ;
(c) xik+1 = x′ik+1.
For each of (a)–(c), and for each i ∈ [1,k], we choose a path qi ∈ P as follows. If (a) holds, we let qi = ri ∩ rk+1; if (b) holds
we let qi = ρ; if (c) holds we let qi = ri . We claim that qi ∈ clo(P ) in all cases.
To show this, assume ﬁrst that (a) holds. Since val(vk+1) = val(v ′k+1) from (a.95), it follows that vk+1 = v ′k+1 and so since
xik+1 = x′ik+1 = vρ from (a), vk+1 and v ′k+1 have a common ancestor, xik+1 ∈ [[ri ∩ rk+1]], that is not vρ . So by Lemma 60,
ri ∩ rk+1 ∈ clo(P ) and so qi ∈ clo(P ). If (b) occurs, then since xik+1 = vρ and xik+1 ∈ [[ri ∩ rk+1]] by (a.97), we have that
ri ∩ rk+1 = ρ , and ρ ∈ clo(P ) from Line 1 of Algorithm 1. Hence qi ∈ clo(P ). If (c) occurs, then since xik+1 = x′ik+1 and xik+1 is
an ancestor of vi , and x′ik+1 is an ancestor of v
′
i , it follows that vi = v ′i since T is a tree. However, since Last(ri) /∈ E because
Σ is a text set and val(vi) = val(v ′i) from (a.95), applying Lemma 62 in the case that Last(ri) = S, or Lemma 64 in the case
that Last(ri) ∈ A, shows that ri ∈ clo(P ) and so qi ∈ clo(P ). Hence for all possible cases, qi ∈ clo(P ) as claimed.
Next, we claim that the XFD r1, . . . , rk → rk+1 and the paths q1, . . . ,qk satisfy Line 13 (a) of Algorithm 1, and so rk+1 is
added to clo(P ) at Line 14. To verify this, we consider the various cases that can occur for qi . If (a) holds, then qi = ri ∩ rk+1
and so (ri ∩ rk+1) 	 (ri ∩ rk+1) is immediate, and (ri ∩ rk+1) 	 ri follows from Lemma 19 (vii). If (b) holds, then qi = ρ =
ri ∩ rk+1, and so ri ∩ rk+1 	 qi is immediately satisﬁed, and qi 	 ri is satisﬁed since ρ is a preﬁx of every path in P. Finally,
if (c) holds, then qi = ri and so ri ∩ rk+1 	 qi follows from Lemma 19 (vii), and qi 	 ri follows immediately. Thus Line 13 (a)
of Algorithm 1 is satisﬁed and so rk+1 is added to clo(P ) at Line 14. This implies, from Lemma 36 (iii), that T | P → rk+1
which is a contradiction since by applying Lemma 61 to (a.95), we obtain that T | P → rk+1. We conclude that T | σ , and
thus T | Σ as claimed. 
Proof of Theorem 37 (ii). If q /∈ clo(P ) and Last(q) ∈ E, then |[[q]]| = 1 in T by Lemma 63 and thus the val’s of the two nodes
in [[q]] are different. From Lemma 61, this implies that T | P → q.
If q /∈ clo(p) and Last(q) = S, applying Lemma 62 shows that [[q]] = {v1, v2} and val(v1) = val(v2), for some nodes v1
and v2 in T. Applying Lemma 61 then shows that T | P → q.
Finally, if q /∈ clo(p) and Last(q) ∈ A, then using Lemma 64 shows that [[q]] = {v1, v2} and val(v1) = val(v2), for some
nodes v1 and v2 in T. Again, applying Lemma 61 shows that T | P → q. 
Proof of Corollary 42. (i) ⇒ (ii) follows since by the theorem, if (P,Σ)  σ , then (α(P),α(Σ))  α(σ ), and then
Chase(α(TP )), α(P),α(Σ) | σ follows from Corollary 40.
For (ii) ⇒ (iii), it follows from Corollary 40 and Theorem 38 that if (ii) holds then α(q) ∈ clo(α(P )). We now show that
if α(q) ∈ clo(α(P )) then q ∈ clo(P ). The proof is by induction on the number of iterations in the repeat loop of Algorithm 1.
After Line 1, we have that clo(α(P )) = {α(p1), . . . ,α(pn),α(ρ)} and clo(P ) = {p1, . . . , pn,ρ} and so if α(q) ∈ clo(α(P )) then
q ∈ clo(P ). At Line 5, if a path α(q) is added to clo(α(P )) then we must have, since α(q) 
 α(p) for some p ∈ {p1, . . . , pn,ρ},
that Last(α(q)) ∈ E. Hence α(q) = q from the deﬁnition of α, and so if α(q) 
 α(p) then q 
 α(p) and thus either q 
 p or
q = p. Hence, noting that p ∈ clo(P ) from Line 1, if q 
 p then q ∈ clo(P ) from Line 5 and if q = p then q is already in clo(P )
from Line 1. Next, if α(q′) is added at Line 9, then there must exist α(p) ∈ clo(α(P )) such that α(p) = Parent(α(q′)). Since
α(p) = Parent(α(q′)), Last(α(p)) ∈ E and so α(p) = p. There are then two possibilities. If α(q′) = q then q must be added to
clo(P ) at Line 9. If instead α(q′) = q ∗ l@, then q = p and p ∈ clo(P ) since α(p) ∈ clo(α(P )), so q must be added to clo(P ) at
Line 9.
So at the start of the repeat loop, α(q) ∈ clo(α(P )) and so assume inductively that the property holds after m iterations
of the repeat loop and consider iteration m+1. Suppose ﬁrstly that Line 13 (a) evaluates to true, and so α(rk+1) is added to
clo(α(P )) at Line 14. For this to happen, we must have that α(ri) ∩ α(rk+1) 	 α(qi) and (α(qi) 	 α(ri) or α(qi) 	 α(rk+1)).
Applying Lemma 32 (iv) shows that if α(ri)∩α(rk+1) 	 α(qi) then ri∩rk+1 ⊆ qi , and Lemma 32 (i) shows that if α(qi) ⊆ α(ri)
then qi ⊆ ri and if α(qi) ⊆ α(rk+1) then qi ⊆ rk+1. So Line 13 (a) is satisﬁed and thus rk+1 is added to clo(P ) as required.
Next, suppose that Line 13 (b) evaluates to true and so α(ri)∩α(rk+1) = α(ρ) or α(ri) ∈ clo(α(P )). If α(ri)∩α(rk+1) = α(ρ),
then α(ri) = α(rk+1) since Σ contains no redundant XFDs and so using Lemma 32 (iii) shows that ri ∩ rk+1 = ρ as required.
Alternatively, if α(ri) ∈ clo(α(P )) then it follows from the inductive hypothesis that ri ∈ clo(P ) and hence Line 13 (b) is
satisﬁed and rk+1 will be added to clo(P ) at Line 14. Finally, if q is added at Line 18 or Line 20 then the inductive hypothesis
and the same arguments used for the tests at Line 5 and Line 9 show that q ∈ clo(P ). Hence the inductive hypothesis holds
and so (ii) ⇒ (iii) also holds.
Finally, (iii) ⇒ (i) follows from Lemma 34. 
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E set of element names Deﬁnition 1
A set of attribute names Deﬁnition 1
S PCDATA Deﬁnition 1
T an XML tree Deﬁnition 1
V set of nodes Deﬁnition 1
v node Deﬁnition 1
vρ root node in T Deﬁnition 1
l label-sequence Deﬁnition 3
p path Deﬁnition 4
v˜ path instance Deﬁnition 5
	 preﬁx relationship between paths or path instances Deﬁnitions 4 and 5
∩ intersection of paths or path instances Deﬁnitions 4 and 5
P set of paths Deﬁnition 4
T | P T conforms to P Deﬁnition 7
[[p]] the set of nodes reachable from the root via path p Deﬁnition 8
aancestor(v) either v or an ancestor of v Deﬁnition 9
σ ,Σ an XFD and a set of XFDs Deﬁnition 11
T | σ T satisﬁes σ Deﬁnition 14
T | Σ T satisﬁes Σ Deﬁnition 14
σ | P σ is consistent with P Deﬁnition 14
(P,Σ)  σ Σ logically implies σ Deﬁnition 14
(P,Σ)+ the set of XFDs logically implied by Σ Deﬁnition 14
≡ logical equivalence between sets of XFDs Deﬁnition 14
(P,Σ, P )+ set of paths logically implied by a set of paths P Deﬁnition 14
lα label not in A Deﬁnition 26
ele(P) paths in P ending in an element label Deﬁnition 26
α(p) conversion of a path p to a text path Deﬁnition 26
α(P) conversion of paths in P to text paths Deﬁnition 26
α(σ ) text XFD Deﬁnition 26
α(Σ) set of text XFDs Deﬁnition 26
α(T) text XML tree Deﬁnition 26
 subsumption Deﬁnition 27
(P,Σ) d σ Σ derives σ Deﬁnition 18
Fig. A.9. Summary of notation.
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