The linear Gaussian state space model for which the common variance is treated as a stochastic time-varying variable is considered for the modelling of economic time series. The focus of this paper is on the simultaneous estimation of parameters related to the stochastic processes of the mean part and the variance part of the model. The estimation method is based on maximum likelihood and it requires the subsequent uses of the Kalman filter to treat the mean part and sampling techniques to treat the variance part. This approach leads to the evaluation of the exact likelihood function of the model subject to simulation error. The standard asymptotic properties of maximum likelihood estimators apply as a result. A Monte Carlo study is carried out to investigate the small-sample properties of the estimation procedure. We present two illustrations which are concerned with the modelling and forecasting of two U.S. macroeconomic time series: inflation and industrial production.
Introduction
The linear Gaussian state space model has become one of the standard modelling frameworks for the empirical analysis of economic time series. It is also used for forecasting and signal extraction in other fields such as engineering (from where it originates), statistics and empirical finance. The role of the state space framework for modelling macroeconomic time series and analysing business cycles is discussed in the textbooks of Harvey (1989) , Hamilton (1994) and Kim and Nelson (1999) .
Other discussions of state space approaches to time series analysis can be found in the books of Brockwell and Davis (1987) and Shumway and Stoffer (2000) . A recent account of the statistical analysis of the linear Gaussian state space model together with several non-Gaussian and nonlinear extensions is given by Durbin and Koopman (2001) .
We propose a moderate generalisation of the standard linear Gaussian model: the common variance of the state space model is allowed to be stochastic and time-varying. Let us consider the stochastic local level model which is the simplest example of a state space model and is given by y t = α t + ε t , α t+1 = α t + ξ t , t = 1, . . . , n,
with observation y t and unobservable level α t which is modelled as a so-called random walk process.
The disturbances are normally distributed with ε t ∼ N (0, σ 2 ), ξ t ∼ N (0, σ 2 q 2 ), t = 1, . . . , n, where variance σ 2 > 0 and signal-to-noise ratio q ≥ 0 are fixed and unknown. Further they are serially and mutually uncorrelated for t = 1, . . . , n. For simplicity we assume that the random walk process is initialised by a fixed and known value for α 1 . The forecast function of the local level model is the exponentially weighted moving average recursion where the discount coefficient only depends on the signal-to-noise ratio q. The common variance is represented by σ 2 . The novelty is introduced by relaxing the assumption of σ 2 being fixed and instead allowing it to be stochastic and time-varying. Specifically, we replace σ 2 by σ 2 t for which a time series process will be formulated. For example, an autoregressive model for log σ 2 t can be taken with the specification σ 2 t = exp(h t ), h t+1 = (1 − φ)d + φh t + σ η η t , t = 1, . . . , n,
with constant d = E(h t ), autoregressive parameter |φ| < 1 and standard deviation σ η > 0. The disturbances η t ∼ N (0, 1) are assumed to be serially uncorrelated and mutually uncorrelated with the local level model disturbances ε t and ξ t at all time points. The initial value of the autoregressive process is distributed as h 1 ∼ N {d, σ 2 η /(1 − φ 2 )}. A special case of the local level model (1) with the common stochastic variance specification (2) is obtained by imposing the restriction q = 0 (so α t+1 = α t = α) which reduces (1) and (2) to the basic stochastic volatility (SV) model which is considered by, for example, Taylor (1994) , Harvey, Ruiz, and Shephard (1994) , Danielson (1994) , Jacquier, Polson, and Rossi (1994) , Shephard and Pitt (1997) and Sandmann and Koopman (1998) . In this paper, however, we show that the stochastic level α t of the model with q > 0 can be treated simultaneously with the common stochastic variance σ 2 t in a statistical analysis based on maximum likelihood estimation.
Related models for this class of linear dynamic models with a common stochastic variance have been proposed in the literature. An example is the contribution of Shephard (1994) that discusses simultaneous inference of parameters related to stochastic mean and variance equations. The socalled local scale model of Shephard does not consider the common variance as stochastic but it treats the measurement variance as a stochastic variable. Further, the stochastic specification of the variance is based on the gamma-beta transition model and the estimation method is different from the maximum likelihood method presented in this paper. Other related contributions are presented by Nabeya and Tanaka (1988) who consider a linear regression model with the constant replaced by a random walk process and with the variances replaced by a deterministically timevarying common variance for both the regression disturbance and the random walk innovation, by Engle and Smith (1999) who present a model where the Stochastic Permanent Break (STOP-BREAK) process mingles transitory shocks and permanent shifts randomly in a local level model with a single GARCH error process, and by Bos, Mahieu, and van Dijk (2000) who carry out a Bayesian analysis of a local level model with different stochastic and deterministic specifications of variance processes for exchange rates.
Our proposed generalisation of the linear Gaussian state space model is partly motivated by the fact that economic time series such as inflation, interest rates, production indices and other monetary and financial series can be subject to time-varying heteroskedasticity that is potentially difficult to model explicitly. A standard solution for dealing with heteroskedasticity in econometrics is to specify a deterministic function of an exogenous variable, for example, σ 2 t = σ 2 exp(x t ), t = 1, . . . , n, where x t is an exogenous variable. More generally, a linear equation of explanatory variables can be used to obtain σ 2 t = exp(γ 0 + γ 1 x 1,t + . . . + γ k x k,t ), t = 1, . . . , n, where γ 0 , . . . , γ k are fixed and unknown coefficients and x 1,t , . . . , x k,t are exogenous explanatory variables. The coefficients can be estimated by numerically maximising the loglikelihood function of the underlying model. In practice it is hard to select appropriate exogenous variables that can
give an adequate description of the heteroskedasticity. Furthermore this solution is clearly not practical for forecasting when no future values of explanatory variables are available.
The inclusion of a common stochastic variance can be regarded as a limited extension of the local level model since the stochastic model for the common variance applies to all variances associated with the disturbances of the local level model. However, the proposed generalisation may be interesting for the following reasons. Firstly, many models used in practice including the autoregressive integrated moving average model and the dynamic regression model have state space representations with a single disturbance variable. In such cases the supposed restriction does not exist. This also applies to the local level model (1) with a single disturbance (that is, ξ t = qε t for t = 1, . . . , n) as proposed by Ord, Koehler, and Snyder (1997) . Secondly, when models with multiple disturbances are considered such as the local level model (1), it may not be straightforward to attribute the heteroskedasticity to a particular disturbance in practice. In such cases it is reasonable to let the common variance of the model to be stochastic and time-varying.
The state space model with a common stochastic variance poses an estimation problem since the loglikelihood function is not tractable by linear methods such as the Kalman filter due to the nonlinearities caused by the stochastic variance equation. Similar considerations apply to stochastic volatility models. Advanced but practical simulation methods have been developed to compute the loglikelihood function for such models; see, for example, the references to the stochastic volatility literature given earlier in this section. However, in the case of stochastic volatility models, estimation is only considered for parameters related to the stochastic variance and the deterministic mean equations. In this paper we consider the simultaneous estimation of parameters related to both the stochastic mean and common stochastic variance equations by the method of maximum likelihood. The key to the development in this paper is the notion that we can isolate the common variance in the statistical treatment of the mean equation. Subsequently, the common variance can then be treated as a stochastic variable and modelled separately as a result. In the case of the local level model with a common stochastic variance, the new results imply that we can consider the case of q > 0, rather than q = 0, and we are able to estimate q simultaneously with parameters φ and σ ξ associated with the model of σ t .
The extension of this model lead to a nonlinear "weighted" Kalman filter in which the weights associated with the observations y t are determined by the model for the common stochastic variance. This becomes clear when we write the local level model (1) with a common stochastic variance as
where α * t = α t /σ t , ε * t = ε t /σ t and ξ * t = ξ t /σ t such that ε * t ∼ N (0, 1) and ξ * t ∼ N (0, q 2 ). Thus the local level model for the weighted observations y t /σ t has the constant q as the signal-to-noise ratio and therefore the same forecast function as for model (1) with constant variances. However, the loglikelihood function for observation y 1 , . . . , y n generated by model (1) with common stochastic variance (2) depends on σ t for t = 1, . . . , n. The estimation of q is therefore subject to the model specification for σ t . Further this leads to observation weights of forecast functions that change stochastically over time as a function of σ t . The same conclusion applies to observation weights of estimated components such as for the level component α t
The remaining paper is organised as follows. The next section introduces the general model and discusses some examples of models of interest in economics, finance and other fields of empirical research. The estimation methodology is discussed in section 3. A Monte Carlo study is carried out to investigate the small sample properties of the estimation method and the encouraging results of this study are reported in section 4. In an empirical illustration in section 5 we show that a joint stochastic model for the mean and the variance equations may provide a solid basis for analysing monthly time series of U.S. inflation and of U.S. industrial production. The final section discusses the contribution of this paper and it discusses further extensions which we regard as future research.
2 Time series model with a common stochastic variance
General specification
The linear Gaussian state space model can be formulated with the inclusion of a common fixed variance σ 2 , that is
where y t is a p × 1 vector of observations, c t is a p × 1 vector of fixed effects, α t is a m α × 1 vector of unobserved states and ε t is a r ε × 1 vector of disturbances. The system matrices Z t , T t , G t and H t are assumed to be fixed for all time points t = 1, . . . , n. Unknown elements of the system matrices will be treated as parameters to be estimated by the method of maximum likelihood.
The fixed effects vector c t is given by c t = c + X c,t δ c where c is a p × 1 vector of constants while the regression coefficients associated with the p × k c matrix X c,t of explanatory variables are collected in the k c × 1 vector δ c . Initially we assume that α 1 ∼ N (a 1 , σ 2 P 1 ) where a 1 and P 1 are known; later we will consider cases where elements of α 1 are generated by a diffuse density. Similar state space formulations are discussed in De Jong (1989) .
The first equation is the observation equation in which the p×m α matrix Z t selects (or weights) the appropriate elements of the state vector α t relevant for elements in y t . Similarly, the p × r ε matrix G t selects the appropriate elements of the disturbance vector ε t . The second equation is the state equation with the m α × m α transition matrix T t and the m α × r ε disturbance selection matrix H t . For many practical time series models the system matrices are time-invariant.
The time series state space model (3) can be extended by replacing σ 2 with the time-varying stochastic variable σ 2 t so that
where h t is a scalar and treated as the common log-variance of the model. The time series process of the stochastic variable h t is formulated by the state space representation
where scalar d t is a fixed effect, β t is an m β × 1 vector of unobserved states for the log-variance equation and η t is the r η × 1 vector of disturbances. The log-variance system vectors A t and C t and system matrices B t and D t are assumed to be fixed for t = 1, . . . , n. In section 3 we will show how unknown elements in these system matrices can be estimated by the method of maximum likelihood. The fixed effect d t can be modelled in the same way as c t but with specification where initially b 1 and Q 1 are assumed known.
Gaussian linear model with fixed time-varying variances
Let us first consider the time series model (3) where the common variance is deterministic, that is
A special case of the general model is the regression model that is considered by Nabeya and Tanaka (1988) and is given by
with stochastically time-varying constant µ t and deterministically time-varying common standard deviation σ t for t = 1, . . . , n. They used this model for developing asymptotic tests for parameter constancy over time. This special case of the linear Gaussian state space model can be analysed using the Kalman filter and the associated methods of maximum likelihood estimation, diagnostic checking, signal extraction and forecasting; see, for example, Harvey (1989) , Shumway and Stoffer (2000) and Durbin and Koopman (2001, Part I) . These treatments also allow for cases where other elements of the system matrices vary over time deterministically.
Model (6) for which the common variance σ 2 is allowed to vary over time is considered in this paper and maximum likelihood estimation of its parameters is treated generally in section 3.
Stochastic volatility model
Another special case of the general model (3), (4) and (5) is obtained by taking α t = 0 such that the mean specification is fixed and that only the variance specification of the model is stochastic.
The restriction leads to the specification of a stochastic volatility (SV) model of the form
where σ ε replaces G t in equation (3). The log-volatility h t can be modelled as the stationary autoregressive process (2) that we have as a special case of (5) with
) and with |φ| < 1. Various contributions have appeared in the literature for estimating SV models by maximum likelihood using importance sampling techniques; see Danielson (1994) , Shephard and Pitt (1997) , Durbin and Koopman (1997) , Sandmann and Koopman (1998) and Durham and Gallant (2002) . Other methods of inference have also been considered in the context of SV models including Bayesian methods, e.g. Kim, Shephard, and Chib (1998) , and efficient method of moments procedures, e.g. Gallant, Hsieh, and Tauchen (1997) . 
ARMA models with stochastic variances
. . , n and with orders p * ≥ 0 and q * ≥ 0. The log-variance h t = log σ 2 t can be modelled by an autoregressive process such as in (2) or by any other time series process that can be represented in the general state space form (5).
Unobserved components models with common stochastic variances
The local level model (1) is a special case of the unobserved components time series model that consists of the level α t and the irregular ε t as the two unobservables. More elaborate specifications within this class of time series models are discussed in Harvey (1989) . The so-called basic structural time series model consists of trend, seasonal and irregular components. This model with a common stochastic variance is given by
for t = 1, . . . , n and where S(L) is the seasonal sum operator 1 + L + . . . + L s−1 for seasonal length s and lag operator L such that Ly t = y t−1 . Variable ε it is the i-th element of the disturbance vector ε t which is distributed as in (4) and with the common log-variance given by (5), for i = 1, . . . , 4. The unknown fixed coefficients q 1 , . . . , q 4 are unknown and can be estimated by maximum likelihood. The variances are uniquely identified in this model provided that the common logvariance h t follows a stationary process with zero mean and some constant variance σ 2 h . In this case we note that the variance of the ith disturbance is q 2 i σ 2 t with unconditional expectation
for i = 1, . . . , 4. When h t is modelled as a nonstationary process, the restriction of the zero mean for this process is replaced by the restriction that h 0 = 0 is fixed.
The state space representation of the mean equation of the model (9) for quarterly data is based on the 5 × 1 state vector
where γ 2t and γ 3t are auxiliary variables required for the formulation of the seasonal component in state space. Other specifications for the components, in particular the seasonal component, can be considered and they are discussed in detail by Harvey (1989) . We finally note that the initial state vector is diffuse and requires specific modifications for the analysis which are discussed in section 3.5.
2.6 Single source of error models Ord, Koehler, and Snyder (1997) consider unobserved components models such as the ones discussed in the previous section but with ε 1t = ε 2t = ε 3t = ε 4t ; they refer to this class of models as single source of error models. Nonlinear extensions of this class of models are also considered.
They argue that the single source of error models cover a larger extent of the parameter space in the stationary representation of the model and that it therefore will produce more accurate model-based forecasts. In a general treatment of time series models with correlated disturbances, Harvey and Koopman (2000) argue that single source of error models (or models with perfectly correlated disturbances) are not appropriate for signal extraction. It is noted that the common stochastic variance discussed in this paper apply naturally to the single source of error models.
A specific example of a nonlinear single source of error model is discussed by Engle and Smith (1999) and is known as the stochastic permanent break (STOPBREAK) model. In its simplest form the model is given by
where q t is a function of past realisations of ε t . The STOPBREAK model can be casted into the general specification given earlier in section 2.1 when q t is deterministic and not a function of lagged ε t 's and when σ 2 is replaced by the common stochastic variance σ
In this section we develop a method for computing the Monte Carlo estimate of the loglikelihood function for state space models with common stochastic variance. In the standard situation, with deterministic variances, the density p(y|ψ) of the data can be computed through a prediction-error decomposition (see section 3.1). The loglikelihood is then the sum of the individual contributions of the prediction errors v t . With stochastic variance however, the Kalman equations cannot be used for extracting the v t 's as the variances are not available in the filtering equations. Only after conditioning on the common stochastic variance can the loglikelihood be computed from the output of the Kalman filter. Importance sampling is used to adjust for the bias introduced by conditioning, as explained in subsequent sections.
Kalman filter
Consider model (3), (4) and (5) and define vector ψ as the collection of unknown elements of the system matrices for the mean and variance equations. Given a realised sequence for
. . , σ n ) , the joint density of the observations y = (y 1 , . . . y n ) can be obtained via the prediction error decomposition. In particular, the conditional logdensity of y is given by log p(y|σ
where v t is the vector of one-step ahead prediction errors and σ 2 t F t is its variance matrix; see Schweppe (1965) and Harvey (1989) . Both v t and F t are produced by the Kalman filter as given
for t = 1, . . . , n and where a 1 and P 1 are known values and represent the unconditional mean and variance of the initial state vector, respectively. The vector a t is the linear estimator or predictor of the state α t conditional on {y 1 , . . . , y t−1 } with variance matrix P t , for t = 1, . . . , n.
The intermediate matrix K t is known as the Kalman gain. Proofs of the Kalman filter are given by Anderson and Moore (1979) and Durbin and Koopman (2001, §4.2.1) . We note that the Kalman filter equations as given by (12) do not depend on σ * . This implies that v t and F t do not change when σ * vary for t = 1, . . . , n.
The innovations v t can be regarded as linear transformations of y for a given ψ; see Harvey (1989) . The consequence of the well-known Gaussian properties is that the innovation vectors are also normally distributed and given by
It is further noticed that the Jacobian of the transformation from y to v = (v 1 , . . . v n ) is unity.
Therefore the density of y is the same as the density of v, that is
where we can take v as being generated by the Gaussian model (13) for given σ * .
The key to the simultaneous estimation of parameters related to the stochastic mean and variance equations of model (3)- (5) is the result that the statistical properties of the innovations can be summarised by (13). This shows that σ 2 t is the common denominator of the variance matrix of v t . When σ 2 t is the constant σ 2 in model (3), it is a well-known fact that σ 2 can be concentrated out of the loglikelihood function and that equation (13) holds for σ 2 t = σ 2 ; see Harvey (1989) . The maximum likelihood estimate of σ 2 is then simply given bŷ
Importance sampling
When σ t follows a stochastic process as given by (4) and (5) we can not express the Gaussian density p(y; ψ) in analytical terms. This also applies to density p(v; ψ) associated with model (13). The difficulty is well recognised in the econometric and statistical literature on stochastic volatility models; see, for example, the overview articles by Ghysels, Harvey, and Renault (1996) and Shephard (1996) . We note that model (13) with σ t modelled as (2) can be regarded as the SV model for the innovations v t . A standard tool in evaluating non-tractable densities is importance sampling and is applied to SV models by Danielson (1994) , Pitt (1997), Sandmann and Koopman (1998) and Durham and Gallant (2002) . The same approach will be taken in this paper. The technique involves approximating the solution of the density via averages of simulations from an approximating model. Importance sampling was first used in econometrics by Kloek and Van Dijk (1978) in their work on computing posterior densities. Geweke (1989) proposes to use the Lindeberg-Lévy central limit theory in order to assess the accuracy of the importance sampler. Koopman and Shephard (2002) discuss practical procedures based on extreme value theory for empirically testing the asymptotic normality of the importance sampling estimator.
Given the innovations and their scaled variance matrices (both can be computed without observing σ * ), we express the density of the observations as
where p(v|σ * ; ψ) is the density of model (13) as given by (11) for a realised value of σ * . Given a realised value of y, the evaluation of the resulting likelihood function (14) via importance sampling is based on an importance sampling density g(σ * |v; ψ) from which it is relatively easy to simulate from. For considerations of feasibility, the importance density g(·) is chosen to be close to the density p(·). The observation density associated with the true model can then be represented by
which we approximate via importance sampling. This requires generating Monte Carlo simulations from the importance density g(σ * |v; ψ) to obtain the estimator
where σ * (i) is a realisation from the importance density g(σ * |v; ψ). The Monte Carlo approximation (16) of the true density (15) will be based on a Gaussian importance density g(σ * |y; ψ) in this paper. We note that the estimator (16) is only subject to simulation error.
The importance density g(σ * |y; ψ) = g(σ * |v; ψ) for model (13) can be based on the approximating linear Gaussian state space model
where v t is obtained from the time series y 1 , . . . , y n by the Kalman filter as described in §3.1
and where h t is given by the model specification for h t = log σ 2 t as in (5). The time-varying mean r t and variance s t are identified via a recursive procedure for which the details are given by Shephard and Pitt (1997) and Durbin and Koopman (2001) . Generating simulations from the importance density g(σ * |v; ψ) are in effect based on the approximating model (17) and is referred to as simulation smoothing. Various simulation smoothing methods exist to compute conditional draws from the linear Gaussian state space model. A recent account of simulation smoothing together with the development of a new, simple and efficient device for this is given by Durbin and Koopman (2002) .
In practice, focus is on the logdensity and in the case of a Gaussian importance density it can be shown that
where log g(v; ψ) is the logdensity of the approximating model that can be evaluated by the Kalman filter; the details of this result are given by Durbin and Koopman (1997) .
Estimation procedure
It has been shown that we can evaluate the loglikelihood function for a linear Gaussian model with a common stochastic time-varying variance using importance sampling methods. The full procedure is relatively easy to implement and can be summarised by the following five steps:
1. Apply the Kalman filter to model (3) without any consideration of σ 2 1 , . . . , σ 2 n ; store v t and F t for t = 1, . . . , n. (13) and obtain an approximating model; compute the loglikelihood function of the approximating model using the Kalman filter and generate M samples from the resulting Gaussian importance density g(σ * |y; ψ) using the device of Durbin and Koopman (2002) .
Consider model
3. Compute the Monte Carlo estimate of the loglikelihood function given by
4. Maximise this loglikelihood with respect to ψ; the evaluations of the Monte Carlo estimator log (y; ψ) for different values of ψ is based on the same set of random numbers for the sampling of σ * from the Gaussian density g(σ * |y; ψ) to ensure a smooth loglikelihood function
This procedure is numerically stable and is implemented for the object-oriented matrix programming language Ox of Doornik (1999) using the state space functions in the Ox library SsfPack as documented by Koopman, Shephard, and Doornik (1999) . The programs written for this paper can be obtained from www.ssfpack.com.
Signal extraction and forecasting
The state vector α t and disturbance vector ε t of model (3) with known σ 2 t can be estimated by standard state space methods; see Durbin and Koopman (2001) . For example, state smoothing recursions exist for the linear Gaussian state space model that computeα t = E(α t |y) and V t = var(α t |y) for t = n, . . . , 1. In the case of a stochastic time-varying process for σ t we need to take account of the variation of σ t because a realisation of α t depends partially on σ t . In a similar way as for the construction of the likelihood function, we can develop an importance estimator for α t which is given byα
t is the smoothed estimate E(α t |y) for α t in model (3) with σ replaced by time-varying standard deviations in the n × 1 vector σ * = σ * (i) . The smoothed state variance is given by var(α t |y) =ω
where
is the smoothed state variance V t for model (3) with σ replaced by time-varying standard deviations in σ * = σ * (i) .
In a similar fashion we can compute the filtered estimate of the state vector E(α t |y 1 , . . . , y t ).
However, the importance sampling weights ω i are ratios of densities of v which is a linear transformation of y. This estimate can therefore not be properly defined as a filtered estimate. Other simulation techniques such as Monte Carlo filtering (or particle filtering) that is reviewed in Doucet, deFreitas, and Gordon (2000) should be employed for filtering. These techniques shall not be considered in this paper. Finally, forecasts can be computed by importance estimation techniques since forecasts are conditional on y.
Algorithms for computing observation weights for the construction of filtered and smoothed estimates of the state vector are reviewed in Harvey and Koopman (2000) for the linear Gaussian unobserved components model. These weights can also be computed for models with a common stochastic variance and they can be constructed in a similar way as in (19). In particular, the observation weights of the estimated state vectorα t are given by
where w
t,j is the jth observation weight of the smoothed stateα t for the model (3) with σ replaced by time-varying standard deviations in σ * = σ * (i) .
Diffuse initialisation
Time series models with nonstationary dynamic specifications require diffuse initial conditions of the state vector when such models are casted in state space form. The consequences of diffuse initial conditions for Kalman filtering and smoothing have been discussed elsewhere; see, for example, the treatment given by Durbin and Koopman (2001, Chapter 5) and the references therein. In the case of simulation smoothing, diffuse initialisations can be accounted for in a straightforward fashion for which the details are given by Durbin and Koopman (2002) .
4 Small-sample properties: A Monte Carlo study
Since the unknown parameters are estimated by exact maximum likelihood, subject to simulation error, the asymptotic properties of the estimators apply as usual. Given the numerical involvement of the estimation procedure, it is interesting to investigate the finite sample properties of the estimators. We therefore carry out a Monte Carlo study.
Design of the Monte Carlo study
We consider the following three different model specifications for the mean equation: the stationary autoregressive moving average (ARMA) model (8), the local level model (1) and the unobserved components model (9). Further, the common stochastic variance (CSV) is based on the logvariance h t = log σ t which is either fixed at zero, h t = 0, or is modelled by the autoregressive model (2). The different data generation processes (DGPs) and their parameter values are presented in Table 1 . (8) with p * = q * = 1, yt as in (8) For each DGP, M = 500 series are generated with three different number of observations: n = 100, n = 500 and n = 1000. Each generated series is estimated twice using two different model specifications. Both models adopt the "true" mean equation of the DGP while the common logvariance is either fixed at zero (see column No CSV) or stochastic and modelled as an autoregressive process (see column CSV). In the remaining part of this section we discuss the simulation results that are based on this simulation design and that are presented in the Tables 2-8.
ARMA simulation results
The simulation results for the ARMA model are presented in Table 2 which consists of two panels:
the first panel considers the DGP without a common stochastic variance (No CSV) and the second panel considers the DGP with CSV. Each panel has four vertical blocks of which the last three are associated with the three different sample sizes (100, 500 and 1000). In each of these blocks a summary of the estimation results are presented for the M = 500 simulated series without CSV and with CSV. The sample mean of the estimated parameters for the M series is given together with its sample standard deviation. Further, averages of two diagnostic statistics are reported together with the percentages of M diagnostics that have not passed the corresponding critical value. The first diagnostic test statistic is the normality test of Doornik and Hansen (1994) , which is an adapted version of the test for normality of Bowman and Shenton (1975) , and is χ 2 distributed with two degrees of freedom. The second diagnostic is the heteroskedasticity test
t statistic and is F h,h distributed with h ≈ n/3. Finally the average value of the M maximised log-likelihood values is reported for both estimated models in each block. Reported are the average value of the estimated parameters (p) together with the standard deviations (s.d.) of the estimates. The average value of the Normality (DH) and heteroskedasticity (H) test statistics are reported, together with the fraction of rejections (fRej), using a significance level of 5%. Furthermore, the average loglikelihood value (LL) is given. Table 2 is the ARMA model (8) with p * = q * = 1 and with coefficients ϕ = 0.8, ϑ = −0.6 and σ 2 t = 1 for t = 1, . . . , n for the case without CSV. Estimating the coefficients using a realised time series from the true model may be difficult due to the existence of strong (negative) correlation between estimates of ϕ and ϑ caused by possible root cancellations. For the DGP with CSV we consider model (2) for σ When the DGP has a fixed variance (No CSV), the normality test is rejected in about 5% of the cases, so the size of the test is correct. When the DGP includes the CSV specification but it is not estimated, normality is rejected in 23% of the cases for n = 100 and in 84% of the cases for n = 1000. The heteroskedasticity test appears to be a less reliable test statistic for detecting of model misspecification due to the omission of a common stochastic variance. When CSV is both generated and estimated, the size of the normality test is also not correct for all sample sizes; the rejection rate of the normality test can be 10%.
The true DGP model that forms the basis of the results in
The estimation of state space models with a common stochastic variance is more demanding compared to the estimation of standard state space models. However, the extra computational burden due to the use of simulation methods is not excessive. As an overall conclusion we emphasize that estimation results can be obtained quickly and the precision is good.
Other simulation results
A Monte Carlo study has also been carried out for the class of unobserved components models with and without a common stochastic variance equation. Tables 7 and 8 (included at the end of this paper) report the results for DGPs based on model (9). Table 7 concerns the local level model (1) with σ 2 = 1 and q = 0.5 or, equivalently, the basic structural model (9) with q 1 = 1, q 2 = 0.5 and β t = γ t = 0 for t = 1, . . . , n. The DGP with CSV has the same specification for the common stochastic variance σ 2 t as for the ARMA model of the previous section. Table 8 concerns the local level model with a stochastic seasonal component, that is model (9) with q 3 = 0 and β 1 = 0 such that β t = 0 for t = 1, . . . , n. The parameter values for this DGP are selected as q 1 = 1, q 2 = 0.5 and q 4 = 0.2. The same specification for the CSV is taken as for the other models.
The Monte Carlo results for the two models produce similar results as for the ARMA model reported in the previous section. It is surprising to see that when the DGP is taken with no CSV (that is, h t = 0) and estimation is based on the model with CSV, the estimated coefficients of the mean equation have no bias while the estimated coefficients of the variance equation appear not to be significant. The reverse case (CSV is part of DGP but it is not estimated) does also produce unbiased estimates for the mean equation but in this case the normality test statistics are unsatisfactory and on these grounds most of the estimated models would have correctly been rejected when sample sizes are sufficiently large. The heteroskedasticity tests are also unreliable in this context.
U.S. monthly inflation rate
We consider the first difference of the logarithm of the monthly U.S. CPI index 1 between 1957:1 and 2001:9 and is taken as the indicator of U.S. inflation. The data is presented in figure 1 . In terms of an unobserved components model, the time series plot of inflation suggests the inclusion of level and seasonal components. Therefore we base our analysis on model (9) with s = 12 and β t = 0 for t = 1, . . . , n and n = 537. The common variance specification for σ 2 t is based on the log-variance specification (2) with d = 0. The parameter vector ψ for this model is given by
where the coefficients q 1 , q 2 and q 4 refer to equation (9) and φ and σ η refer to (2). The mean equation requires a diffuse initial condition for the state vector. The estimation results reported in table 3 have been obtained by numerically maximising the loglikelihood function which is computed either by the Kalman filter only (for the fixed variance case) or by the Kalman filter and importance sampling methods described in section 3 (for the general model with a common stochastic variance). The numerical optimisation is carried out by the BFGS method as implemented in the the Ox functions library of Doornik (1999) . In all cases convergence was obtained rapidly and required 10 to 50 loglikelihood evaluations depending on the specification of the model and the starting value of the parameter vector.
The parameter estimates of three model specifications are reported in table 3 together with 95%
(asymmetric) confidence intervals of the estimates and some diagnostic test statistics. The final rows report the normality test of Doornik and Hansen (1994) , the Box-Ljung Q test of Ljung and Box (1978) for residual correlation (with 21 degrees of freedom for the LL-Seas model, 14 degrees of freedom for the LL-Seas-CSV-δ model), the ARCH-test of Engle (1982) The third column with label LL-Seas-CSV in table 3 reports the estimated parameters for the model with a common stochastic variance. This specification produces satisfactory results and, based on the diagnostic test statistics, we conclude that a more appropriate model for the U.S.
inflation is found compared to model LL-Seas. Some concern is raised by the relative large value for the Box-Ljung test but we emphasise that we only consider a simple parsimonious model for inflation. In fact, it is surprising that the inclusion of the common stochastic variance can improve the fit dramatically for such a simple model. Similar gains may be obtained when richer dynamic mean specifications for the U.S. inflation series are considered.
The autoregressive parameter φ of the common stochastic variance is estimated at a value of 0.9935 which is close to the unit root. This type of near-random walk behaviour does not cause a problem for the estimation method employed and may be caused by neglecting outliers and shifts in the inflation series. To investigate the robustness of the new model and to ensure that our results do not rely on a few a-typical observations we have included some dummy variables that take account of an outlier in July 1980 and some possible level shifts in the inflation series. The estimation results can be found in the column labelled as LL-Seas-CSV-δ and we observe that a further increase of the loglikelihood value is obtained. The estimated value of φ is even closer to unity. Further, even though all breaks are significant, the diagnostics do not indicate that the model with dummy variables for outliers and breaks is superior compared to the model without the dummy variables. We do not continue the analysis by considering other possible specifications for the common variance such as a random walk model or a stochastic spline model. panel it is shown that the less weight is given to observations in the 1980s and the beginning of the 1990s whereas relative more weight is given to observations after 1995:8. This reflects that observations from 1993 onwards can be relied upon with more confidence. is reached. Finally, some statistics are computed for the collection of forecast errors. Table 4 reports the mean forecast error (MFE), the mean absolute prediction error (MAPE) and the root mean squared error (RMSE) which are defined by
where k is the number of forecasts errors for horizons h = 1, 3, 6, 12 months. We compare results
for the three inflation models as considered in table 3. The models with the common stochastic variance outperform the forecast statistics of the model with constant variance for all forecasting horizons. This is mainly due to the gradual change of the variance after 1985 which seems a salient feature of US inflation data. By allowing for these changes in the common variance of the model, more accurate forecasts can be produced. The last panel of table 4 gives the results for the LL-Seas-CSV model with the pre-1985 level breaks. These statistics are similar to the ones based on same the model without the breaks. This is due to the fact that no breaks occur in the forecasting periods.
We further checked the coverage probabilities that were implied by the forecasts for the series and the corresponding forecast variances. Even though the unconditional coverage probability and independence tests of Christoffersen (1998) have not very high power given the limited number of time periods for which we could make our forecasts, a clear indication was given that models incorporating the common stochastic variance component fitted the data significantly better according to both tests. Finally we note that for all models the MAPE and RMSE statistics are lower at horizons 6 and 12 than at horizons 1 and 3 although this is less true for the two models with a common stochastic variance. It appears that the seasonal effect is strong and therefore good forecasts can be produced at yearly horizons in particular. The graph of production growth shows further that seasonal variation is the most prominent feature. We therefore start to estimate an unobserved components time series model with seasonal and irregular components, that is model (9) with µ t = β t = 0 (and q 2 = q 3 = 0). 
US industrial production
where γ t and ε 1t are specified in (9) and ρ t is the autoregressive component given by
with ρ 1 ∼ N {0, q and provides the expected persistency in U.S. growth whereas the time-variation of the seasonal component remains unchanged. The normality test statistic however raises some concern about the specification of the current model for U.S. growth in production. Some graphical diagnostics are presented in figure 6 and they are reasonable although the prediction residuals are subject to some unusual large values during the oil crises in the middle of the 1970s and the early 1980s.
They appear even more clearly in the final plot of figure 6 , that is the cumulative sum of squared prediction residuals.
It is observed earlier that the overall variation of growth is locally varying over time and reduces considerably for the model with a common stochastic variance leading to less bias in the forecasts. Note that the bias is still higher than in the case of US inflation. It is surprising that the variation of the forecast errors is equivalent for both models. This is probably due to the fact that the main feature of US growth is described only by the seasonal component. The autoregressive component and the heteroskedastic nature of the time series seem less important.
Conclusions
In this paper, we have considered the possibility of simultaneously modelling both the mean equation and the common stochastic variance equation within a general class of linear time series models. The state space framework is flexible and useful in, for example, dissecting time series into unobserved components so that level, slope and seasonal effects in a time series can be analysed separately. With the inclusion of a stochastic volatility component into the model, further flexibility is attained that can be useful for the modelling of macroeconomic time series.
After an introduction of the general model together with a discussion of some special cases in section 2, a short theoretical exposition is given in section 3. A Monte Carlo experiment is carried out to show the small sample properties of the estimates produced by the importance sampling estimation method. These simulation based maximum likelihood estimates are obtained subject to simulation error which can be made arbitrarily small by enlarging the number of simulations.
The methodology is illustrated by modelling a monthly time series of U.S. inflation between 1957-2001 (537 observations). It is found that a simple local level model with a seasonal component and a common stochastic variance is appropriate and that it can incorporate some important dynamic features of inflation that is difficult to model since the series has been subject to some shocks in the last forty years. The autoregressive common log-variance has been able to capture This may be due to the highly seasonal nature of the time series.
The framework of a common stochastic variance can be exploited into other directions. In this paper we have focused on stochastic heteroskedasticity as a function of time although it can also be related to other characteristics of the observation y t . For example, the actual value of the observation or the value of another variable associated with y t may be a source of heteroskedasticity. Let us assume that heteroskedasticity is a stochastic function of the variable x t associated with y t . The treatment of a common stochastic variance as a function of x t is similar to the method described in section 3. The Kalman filter is used to obtain innovations based on the state space model (3) We then can use model (5) for the re-ordered quantities (so using index j instead of time index t) and obtain a Monte Carlo estimate of the loglikelihood function since the equality p(y|ψ) = p(v o |ψ)
where v o is the stack of the re-ordered innovations still applies. Further research is required to investigate the effectiveness of this development but this short exposition reveals the flexibility of the proposed methodology for modelling stochastic heteroskedasticity.
