Blending curves for landing problems by numerical differential equations II. Numerical methods  by Li, Zi-Cai & Huang, Hung-Tsai
PERGAMON 
An International Joumal 
computers & 
mathematics 
with applications 
Computers and Mathematics with Applications 39 (2000) 165--187 
www.elsevier.nl/locat e/camwa 
Blending Curves for Landing Problems 
by Numerical Differential Equations II. 
Numerical Methods 
ZI -CA I  L1 AND HUNG-TSAI  HUANG 
Department of Applied Mathematics, National Sun Yat-Sen University 
Kaohsiung, Taiwan 80424, R,O.C. 
zcli~nath, nsysu, edu. tw 
(Received and accepted March 1999) 
Abst rac t - -A  landing curve of airplane is a blending curve that smoothly joins the two given 
boundary points, which is described by the parametric functions x(s), y(s), and z(s) governed by 
a system of ordinary differential equations (ODEs) with certain boundary conditions. In Part I, 
Mathematical Modelling [1], existence and uniqueness of the ODE system are explored to produce 
the optimal anding curves in minimum energy. In this paper, numerical techniques are provided 
by the finite element method (FEM) using piecewise cubic Hermite polynomials, to give the opti- 
mal solutions. An important issue is how to deal with infinite solutions occurring in the landing 
problems reported in [1]. Moreover, error analysis is made, and numerical examples are carried to 
verify the theoretical results made. This paper displays again the effectiveness and flexibility of the 
ODE approach to complicated blending curves. Besides, the numerical techniques in this paper can 
be applied directly to other landing and trajectory problems given in [1], as well as other kinds 
of blending curves and surfaces of airplane, ships, grand building, and astronautic shuttle-station. 
(~) 2000 Elsevier Science Ltd. All rights reserved. 
Keywords - -B lend ing  curves, Variational equations, Finite element methods, Computer geometric 
aided design. 
1. INTRODUCTION 
This paper  reports  a continued study on blending curves. In [2], we review the exist ing blending 
techniques, propose different approaches by ord inary differential equations (ODEs),  and develop 
their  numerical  solutions. Unique and opt imal  blending blending curves can be found by mini- 
mizing the energy of the blending curve. A remarkable advantage of ODE approaches i f lexibil ity 
to compl icated boundary  conditions. In [1], we consider a rather compl icated case that  the end- 
ing point  is unknown. For example,  when an airplane is going to land on an airstr ip, where the 
landing point  may be unknown. The mathemat ica l  model l ing is discussed in [1], and the ODE so- 
lut ions have different situations: unique, infinite, or nonexistent.  When the flying direct ion of the 
a i rp lane is paral lel  to the airstr ip,  the opt imal  landing curves are infinite if the exterior force is 
also perpendicu lar  to the flying direction. To implement numerical  solutions to the ODE system 
given in [1], we develop in this paper  numerical  methods using the cubic Hermite finite element 
method (FEM) .  The concrete difference quations are derived, which are appl icable for users. 
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Note that numerical solutions by the FEM may also have infinite solutions. Therefore, we should 
also study existence and uniqueness of the numerical solutions. This is the first purpose of this 
paper. Interestingly, the unique conditions for numerical solutions are exactly the same as those 
for the original ODE system given in [1] and the consistent conditions are also expressed in its 
approximate forms to the original ODE system. Some numerical treatments are provided to deal 
with deviation in the consistent condition caused by integration approximation. 
The second purpose of this paper is to develop error analysis for both unique and infinite 
numerical solutions. The convergence rates, Ilellk = O(h4-k),  k = 0, 1,2, are derived in the 
Sobolev norms, where h is the maximal meshstep of subsections. The high convergence rate 
]lelll = O(h 3) implies a moderate computational effort needed in practical application. Note 
that the basic methods and analysis in this paper are analogous to the numerical solutions for 
blending surfaces by partial differential equations (PDEs) in [3] (also see [4-7]), although many 
methods for ODEs are introduced by Ascher et al. [8]. 
The organization of this paper is as follows. In the next section, the ordinary differential 
equations (ODEs) with certain boundary conditions and their variational description are given, 
to describe optimal anding curves in minimum energy. In Section 3, the cubic Hermite FEM 
is provided, and detailed ifference quations are given. In Section 4, existence and uniqueness 
of numerical solutions are studied, to derive the necessary and sufficient (i.e., consistent) condi- 
tions. A useful treatment is given to maintain the consistent condition polluted by integration 
approximation. In Section 5, error analysis is carried out for both unique and infinite numerical 
solutions. In the last section, numerical experiments are also provided, to display efficiency of 
the numerical algorithms proposed, and to verify the error analysis made. 
2. D IFFERENTIAL  EQUATIONS AND VARIAT IONAL FORMS 
Consider an airplane falling on an airstrip constructed on the given l ine/ '= EE ~. The exact 
ending point E is unknown, but point E c/"  (see Figures 1 and 2). We choose the functions in 
parametric forms W(s)  = (x, y, z) T = (x(s), y(s), z(s)) T, 0 < s < 1, to represent the 3D curve. 
Let W(0) = (x0, Y0, z0) T, W'(0) = (x~, y~, Z~) T,  and  W'(1) = (x~v , Y~v, z~v) T. Then the straight 
line BB'  and EE '  as 
BB '  = (X~o s + Xo, yDs + Yo, z;s + zo) T , EE '  = (X~NS + a, yg  + fl, Z'NS + 7) T 
where a, fl, and 7 are constants. We assume that there exists no singularity of the landing curve, 
and suppose x~ ¢ 0 and X~v ¢ 0 and denote 
= b= ~--~-~, 
a X; ' x 0 
= 
Then the tangent boundary conditions at B and E can be expressed by 
d .,' t t T t T 
Wg= W(0)=(x0, Y0, Z0) =x  0(1,a,b) , 
= wo)  (=N,YN, = (1, k ,m)  T @ 
The displacement conditions at B and E can then be expressed by 
w0 = w(0)  --- (x0, y0, zo) T , 
w1 : w(1)  = + 
\d r  / 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
qp - B 
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Figure 1. A landing curve. 
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Figure 2. Multiple landing curves. 
' (2.6) -~ X N + -~ kXN +/30 , 
\ mxN + 7o 
where 130 =/3 - ks  and "70 = "Y - ma. 
The original anding problems can be described as follows: find W(s)  E (C 1 [0, 1]) 3 to satisfy the 
joining boundary conditions (2.3)-(2.6), where (C 1 [0, 1]) 3 denote x(s) e C 1 [0, 1], y(s) e C 1 [0, 1], 
and z(s) E C1[0, 1]. By following [1] we may assume that the solutions satisfy the following 
ordinary differential equations 
ds--- 5 P(s)-~s2 W(s  ) = F(s),  (2.7) 
where Px s) 0 
°o | P(s )  = p (s) , = 
0 pz(s) \ f~(s )  
and Px > 0, py > 0, Pz > 0. Equation (2.7) resembles the deflection of a flexible elastic beam 
under the loading force F(s),  and px, Py, Pz denote the stiff coefficients of the beam materials. 
In [2], the ending point E is fixed, given by W1 = (xg,  YN, ZN) T. In this paper, numerical 
techniques are developed for the ending point which is unknown but just on the given line EEq 
Note that the landing problem is also a blending problem in engineering where the exact joining 
place to the given frame surfaces are unknown. 
The above boundary conditions (2.1)-(2.6) are written as 
w(s) l s=0 = w(0)  = w0, (2.8) 
YN = kxg  +/30, ZN = mXg + ~0, (2.9) 
as well as the derivative constraint conditions 
' = bx~, y~ = kx~,, z~ = mx~,, (2.10) yl o = axro, z o 
where a, b, k, m are known values, but x~, XN, and x~v are unknown. 
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Denote by H2[0, I] the Sobolev space with the norm 
{/o ,vii-- 
where 
H = {(x ,y ,z ) [x  e H2[0, 1], y e H2[0, 1], z c H2[0, 1], 
W satisfying (2.8), (2.9) and (2.10)}, (2.11) 
Ho = {(x ,y ,z )  l x  e H2[0, 1], y e H2[0,1], z E H2[0,1], 
(2.12) 
W satisfying (2.10) and YN = kxN, ZN = mXN, W(O) = 0~ . 
Then we may describe the above airplane landing in weak forms: find W c H such that 
f01d  2 d 2 fo 1 P--~s2 W . -~s2 V ds = F . V ds, V V e Ho . (2.13) 
Equation (2.13) may be written as the variational form: find W c H such that for all V E H 
T(W)  = min T(V) ,  (2.14) 
VEH 
where the total energy 
and 
T(W) = Ix(s) + Iv(s) + I~(s) 
=I f '  d 2 d 2 f 
P-~s2 W " -j~: W ds - .  F .  Wds  
Jo 
. 
lj~ol ( J~2)  2 ~o 1 Ix(v) = -~ px(s) v(s) ds - : z (s )v (s )  ds. 
CUBIC  HERMITEoF IN ITE  ELEMENT METHODS 
(2.15) 
where 
H,2[0, 1] = {v I v E H2[0, 11 and v satisfies (3.2)}. 
Four basis functions of Hermite interpolation on [0,1] are given by (see [6]): 
~flo (s) = 253 -- 3 ~2 + 1, ~1 (s) = --2s3 + 3s2, 
where 0 < $ < 1. When the boundary values and derivatives are known as 
' v ' (1)  ' V(0) ~--- V0, V(1) ----- Vl, Vt(0) : V0, : Vl, 
(3.4) 
(3.5) 
3.1. S ingle  Equat ions  
In this section, we consider single equations for the boundary valve problem of fourth-order 
ODEs, i.e., 
ds 2 x(s)-~s2X(S) = Ix(s) (3.1) 
with only one boundary condition, 
x(0)  = x0. (3.2) 
We may describe the above boundary value problem in variational form: find x*(s) E H2[0, 1] 
such that 
Ix(x*(s))  = min Ix(v), (3.3) 
vEH.2[0,1] 
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the cubic function is uniquely determined by 
v = voqoo (g) + vl~ol (g) + v~bo (~) + v~l  (g). (3.6) 
Now we construct piecewise Hermite functions: divide the section [0,1] into N subsections 
[si, Si+l] by 
0 = S 0 < S 1 < " ' "  < S i < S i+ l  < " ' "  < S N : 1. 
Denote the stepsize hi = si - si-1. The subsection [s~, si+l] can be transformed to [0, 1] by the 
linear transformation $ = (s - s i ) /h i+l .  We choose the following basis functions on [si, Si+l]: 
( s - s i~  lbk (s -s i~  k=O,  1. 
~Ok \ hi+l / ' \ hi+l / ' 
' = x'(s i)  = d x(si), we obtain the local cubic polynomials on Denoting xi = x(si) ,  and x i
Cs-s -  [, x, 
Xih(S) = xi400 \ ~ )  +xi+l~01 \ h--~+l ) + hi+l xi¢0 \ hi+l ] + i+1¢1 it hi+l ] J '  (3.7) 
where s~ < s < si+l. The piecewise cubic functions on [0, 1] are given by 
{ X~(8), S • [Si,Si+l) , i = 0 ,1 ,2 , . . . ,N -  2, 
xh(s )= x~_ l (s )  ' s•  [sN- l , sN]  (3.8) 
Obviously, the above piecewise cubic functions atisfy Xh(S) • CI[0, 1] and Xh(S) • H2[0, 1]. 
Equation (3.3) can be reduced to a system of linear algebraic equations 
---+ 
BX = b, (3.9) 
where X = (x~, Xl, x~, x2, x~,. . . ,  XN, X#N), b is a known vector and B is a (2N + 1) x (2N + 1) 
matrix, symmetric and positive definite (or semidefinite). 
Below let us derive the discrete form of (3.9). The integral 
ill (d2Xh(S)~ 2 L 1 
S:(xh(s))= 7 p:(s) t ds2 ) d~- A(s)xds)ds 
= - px(s) \ ds 2 ds -  E fx(S)Xh(S) ds. 
2 i=o "s~ i=o ~s~ 
We choose Simpson's rule [9] 
F'+' + g~+l] (3.10) hi+l g(s) ds ~ - -~  [gi + 4gi+112 
,I 8i 
where gi+l/2 = g(s~+l/2) = g((si + si+l)/2),  to have 
[,+, 
px(s) it ds 2 ] p : ( s ) \  ds 2 ,] ds 
d 8i dS i  
1 [ , x 2 , (3.11) = ~ L ~ [6 (x~+, - ~,) - ~+1 (2~+,  + 44) ]  ~ + 4p,+,/~h~+, (z,+, - x~) ~ 6hi+l 
+ p~+, [6 (-~,+1 +, , )  + h~+x (4X:+l + 2~:)]~}. 
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1 ~ ' / '~+,  g- '  is,+, (3.12) 
= - p=(s) (x~(s)) 2 ds ~ E f~(S)Xh(S) ds. 
2 i=0 sl i=0 ~s.~ 
Based on the minimum of Ix(X) in (3.3), the values of xi and x i can be found by the linear 
algebraic equations 
0--0xi-I~ ()( )  = 0, i = 1 ,2 , . . . ,N ,  (3.13) 
and 
Ox~Ix X =0,  i=0,1 ,2 , . . . ,N .  (3.14) 
Equation (3.13) for interior partition nodes can be represented in the following explicit form after 
some manipulation: 
0 : ~xiiPx (-~) (3.15) 
_ dXx t x ~ x -- aXx i -1  ~- b~xi + cxx i+,  ~- i i -1  -~- ei x i  -~- gi X i+l  -]- rX, 
where i = 1, 2 , . . . ,  N - 1, and the constants are 
x 6 
as = -~ (P~ +PL , )  , b~ = - (a~ + cx), 
2 
Ci -- 3 ' hi+l hi 
ex = ~ (2P x + PiX-t-,) -- ~-~ (2P x + PiX--,), g~ = T (pX -t- 2p/XT,) , 
hi+,  hi h i+l  
r~ -= f~ (hi + h i+ l ) -  1 (f~x+,/2hi+l + f~x_,/2hi) - y  
Next, equation (3.13) for the ending point x = xg leads to 
0 ~__ = -~- eNX N -~- rxN, 
uxN \ / 
where the constants 
6 
a~v ---- -- h-~ N (P~v -b P~v-1), b~v -- -a~v, 
2 
e~v = - 7v  h--~- (2p~v + P~v-,), r~v ~ - -  i 
2 
= - + , 
hN (S~ + f~- l l~)  2 x 
6 
Similarly, we have the interior difference quations (3.14) for i = 1, 2 , . . . ,  N - 1 
- - d~x I -x  i -x  l = a~xi-1 +b~xi + c~xi+l + ~ ,-i +eix i  +gixi+1 +~,  
(3.16) 
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where the constants 
x -z = (2p~ + P i -1 ) ,  8 x =- -  (Ct x "4- ~x), 
a~ hi 
2 z 4 1 2 px-1/2 
~,x h2+1 (P i+I  -~- 2p~) ,  "a~ = x , -~ - - - -  "3-hi (pX _.1_ P i -1)  3 hi 
_ pX i -  1 /2  _~: 1 (2piZ+l + 8p~) + 1 x 2 (~'i+1/2 pX 
ei 3hi+l ~/  (8p~ + 2pi_l) + ~ ~ hi+l + - - -~ i . ] '  
O~ -- 4 1 (piz+l + p~) 2px+l/2 1 {¢z h 2 x 2) 
3 hi+l 3 hi+l ' r~ = - 1-"2 k J i+ l /2  i'4-1 -- f~-x/2hi • 
Next the boundary difference quation (3.14) for x~ is given by 
~ -  t • -x  , -x  , - 0=~-~x~ [, ) I x  )f =8~x0+~x,+e0x  o+go x ,+r~,  
where the constants 
1 
b~---- hl (4p~-{-2p~), C-~ ---- -b~, 
= + - 
2(  ) e~ = ~ 4p~ + p~ + p~/: , 
~ = - l  f~/2h21. 
Last, the boundary difference quation (3.14) for X~v is given by 
0 = Ix Z = axNXN-1 + bXNXN + dNXN_  1 -}- eNX N LILL'N \ ; 
where the constants 
, ) = - -  ( PN-1 + 4p~v) bZN = --SzN' d~N = -~N PN-1 + 2pxN - pXN-1/2 , ax~ h~ 
~ = ~ p~_, + 4p~ +p~_i/~ , ~ = h~I~_~/~. 
3.2. Opt imal  Land ing  Curves in M in imum Energy  
In Section 3.1, we obtain the difference quations for x. Similarly, we can obtain the difference 
equations for y and z, and form the system of linear equations atisfying the boundary condi- 
tions (2.8)-(2.10). Choose the piecewise cubic polynomials Xh(S), yh(S), Zh(S), defined in (3.7) 
and (3.8). The cubic Hermite FEM is designed to seek l~ by satisfying (2.14), to lead to a system 
of linear algebraic equations 
- -+  
AW = ~, (3.17) 
! t l where the unknown vector l~ consisting the variables xi, x i, yi, Yi, zi, z i, i -- 1, 2 , . . . ,  N - 1, as 
well as three more boundary unknowns: X'o, xg,  x' g. The total number of unknowns in (3.17) 
is 6N - 3, and the associated matrix A is also positive definite (or semidefinite) and symmetric 
with (6N - 3) x (6N - 3) dimensions. Based on the techniques eliminating linear constraints 
introduced in [10], we derive below the detailed algebraic equations to (3.17). 
(I) For the equations with respect o x~, x~, y,, y~, zi, z~, i = 2, 3 , . . . ,  N - 2, the equations 
are the same as those in Section 3.1, 
Oxi Oxi Oz~ Ox~ =0,  
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where T is the integration approximation of T(W)  in (2.15). The equations of Yi, Y~, z+, 
z~ can be similar obtained by using the functions pv(s), fy(s), etc., instead. 
(II) For the equations of x+, x~, y+, y~, z+, z~ i = 1,N - 1, the difference quations are the 
same as those in Section 3.1, except he unknowns at the boundary points are all replaced 
by X~o, XN, and X~v, based on (2.8)-(2.10). 
(III) For the equations of X~o, XN, X~N, we obtain the following difference quations by the chain 
rule in calculus, and by (2.8)-(2.10): 
o¢ oix oi~ o]z oix oi~ dy~ oi~ dz~ 
o - OTo - o x~ + ~ + O~o - o~ + ~ ~ + Oz~ ~x~ 
oL oi~ oL 
- OX~o + a * Oy---~o + b * Oz---~o (3.18) 
_ t -x ~ a~yyl ~y+,~ -z i - (++ +a+++ + b++~) ~0 + ~,  +g0+,  + + ++0+~ + b~+zi + bg0z0 
+ [(~ + a~ + b~) + (b~xo + ab~yo + bb~z0)], 
0~ 0ix 0i~ 0L 
o - o x~ - o~--; + k ,  ~ + m,  Oz--; 
d x x'  = a%x~_l + ~ ~-1 + ka~yN-1 + kd~y'~_~ + ~z~- i  + md~z'~_l (3.19) 
2 z ! + (b~ + k~b~ + ~:bz~) ~ + (~x + k~ + ~ e~) ~ 
+ [(r~v + krUN + mrZN) + (klbYg + mnbZy)], 
o~ oi~ oi~ oL 
= aXNXN-1 -t- d-XNXIN_l -F kaYNYN-1 + kdYNY~N_I + mazNZN-1 -I- mdZNZ~N_l (3.20) 
2-z t + (~ + ~ + ,~)  x~ + (~ + ~ + m ~)  ~ 
+ [(r~v + k * r~Y + m * r~r) + (kl • bYN +mn * b~v)] • 
Finally, to reduce the matrix bandwidth, we may rearrange the variables in the order as follows: 
{,  , ~ , , , ~)T  
= X 0, Xl, X 1, Yl, Y , Zl, Zl , . . . ,  YN-1 ,  YN-1,  ZN-1,  ZN-1,  XN, X 
Then the nonzero structure of the linear equation (3.17) is given in Figure 3. Using the Gaussian 
elimination, we can obtain the solution I/V from (3.17). 
4. UNIQUENESS OF SOLUTIONS OF CUBIC HERMITE FEM 
WITH INTEGRATION APPROXIMATION 
In this section, we first derive the uniqueness conditions for the FEM solutions, and then prove 
an equivalence to the consistent condition for the linear algebraic equations, and finally introduce 
a modification technique, to lead to numerically the consistent condition if necessary. 
4.1. Uniqueness for Integration Approximation 
Denote by Vh E H the space of the piecewise cubic Hermite functions atisfying the boundary 
conditions (2.8)-(2.10), and by Vh ° E H0 the space of the same piecewise Hermite functions 
but satisfying (2.10), W(0) = 0, YN ---- kXN, and ZN = mXN. The FEMs with integration 
approximation i Section 3 can be written as: to seek Wh E Vh such that 
A~ (wh, v )  = ~h(v),  v e y ° ,  
where Ah(W, V) and Fh(V) are the integration approximation by Simpson's rule. 
ing [1,11,12], we may prove the following lemma. 
(4.1) 
By follow- 
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LEMMA 4.1. The equation (4.1) is solvable if and only if 
~h (u*) : o, 
where U* are ali the solutions of the homogeneous equation 
Ah(U* ,V)=O,  VVEHo.  
We have the following theorem. 
THEOREM 4.1. For the FEM solutions to (4.1), there exist the following three cases. 
(1) Unique solutions exist ff a # k or b # m in (2.9) and (2.10). 
(2) I ra = k and b = m, no solutions exist provided that 
(4.2) 
(4.3) 
~1 ~1 ~1 
/oS .  fx(s) ds+a/o  s.  fy(s)ds + b /  fz(S)ds #O. (4.4) 
-f:s" fx(s)ds  is the integration approximation of f :  s .  fx(s)ds,  by Simpson's rule, with 
~1 
" = ~-'~i=o si • r z where r~ is defined in (3.15). the explicit form: fos  fz(s) ds N t ,  
(3) I f  a = k and b = m and 
~ 1 ~.1 ~ 1 
/oS  " fx(s) ds + a j  oS " fy(s) ds + b fos  " f z(s) ds = O' (4.5) 
there exist infinite solutions, but uniquely with any additional function 
cs (1, a, b) T, (4.6) 
where c is an arbitrary constant. 
PROOF. By following Lemma 4.1, first seek the solutions of the homogeneous equations 
A(Uh, V) = 0, VVeV?~. 
Equivalently, we consider the variational problem: A(Uh, Uh)/2 = minuev,, (A(U, U)/2), to lead 
to 
1 
o = ~/~ (Uh, Uh) 
1 N-1  ?s i+ l  
8 i+1 I 
where is ,  gts} ds is given by 
from (4.7) and (3.11) 
[pz(s) (x~(s)) 2+ py(s) (y~(s)) 2+ pz(S) (z~(s)) 2] ds, 
(4.7) 
Simpson's rule in (3.10). Since p~ > 0 and P~+1/2 > 0, we have 
6 1 (2x~+1 + 4x;) = o, 
hi2+1 (X i+ l  - x i )  - 
1 
h,+l  (X;+l - x~) = 0, 
6 1 
hL  1 (-X~+l + x~) - ~ (4x~+l + 2x;) = O. 
This gives Xi+ 1 ! = X it = x' = const, and xi+l = xi + hi+ix I. Similarly, we have Yi+I = Yi + h,+lY ~ 
and zi+l = zi + hi+lz ~, where y~ and z' are also constants. Next, by the FEM satisfying the 
homogeneous boundary conditions, we obtain Uh = (x, y, z) T with 
xo = Yo = zo = O, y' = ax t, z t = bx ~. 
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Hence, the nontrivial, arbitrary solutions of Uh from the cubic Hermite FEM are given by 
xi = csi, Yi = casi, zi = cbs,, (4.8) 
where c is an arbitrary number. It is worthy noting that (4.8) is just the discrete forms of (4.6) 
derived in [1]. 
Below we derive the detailed consistent conditions, based on Lemma 4.1. By Simpson's rule, 
we have from (4.8) 
-1  N--1 . 
So fx(8)xh(s)d8 : E ~ [ fx-t-lxi÷l "t- f~Xi + 2fx+1/2 (Xi-t- Xi÷I)] 
i=0 
N-1 
=g hi+l /~+1 ,+ l+f i s i+2f i+ i l2 (S i+S i+ l )  
i=0 
N N 
: - hi+l x + hi) + 2 +l/2hi+l + f~_l l2hi  si 
6 
,=0  i=0 
where ho = hg+l  = 0, and ri is given in (3.15). Similarly, 
~1 N ~1 N 
0 i=0 i=0 
Therefore, from Lemma 4.1 we obtain the consistent conditions for infinite solutions: 
~1 ~~1 ~1 
-"I'-"': 
0 0 
(4.9) 
= -c  r~si + a r~si + b rZsi = O, 
i=0 i=0 / 
This is (4.5); the rest of proof for Theorem 4.1 follows Lemma 4.1. | 
4.2. Equ iva lence of  Cons is tent  Cond i t ions  to L inear  Equat ions  
In computation, when a # k or b ~ m, the matrix A in (3.I7) is nonsingular, the unique 
solutions are obtained by W = A- ly .  On the other hand, if a = k and b = m, matrix A is 
singular. The solutions exist if and only if l~Ty = 0, where A] ~ = 0. We have the following 
corollary. 
COROLLARY 4.1. The consistent condit ion (4.5) is equivalent o 
17Ty  = 0. (4.10) 
PROOF. 
Denote 
First, the homogeneous solution 17 to A] 7 = 0 is given by the following values: 
Yi = csi , y~ = c . 
Z i Z~ 
- I  - I  - I  f oSfX(s)as+ai sf,,(s)a +ff 
0 0 
N N N 
i=O ,=0 i=O 
(4.1i) 
(4.12) 
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From r-i x in (3.16) we have 
N N N 
Er~=O'  Er-~V=O' Er~ =0 
i=0 i=0 i=0 
and obtain the consistent condition 
N N N 
Next, let the unknown vector be the following order by a permutation 
l I I 
' X~N,Yl,Y2, • ,YN-I ,Yl ,Y2," ,YN-1, W= Xl ,X2, . . . ,XN-- I ,XN,Xto,Xl , . . . ,XN_I  . . . . .  
t t . .  z t  )T  
Zl ,Z2 , ' ' ' ,ZN- I ,Z l ,Z ] , "  ~ N-1  
(4.13) 
? ---- 5 (81,82, . . .  ,8N- l ,SN,1  , 1 , . . . ,  1,1_,asl ,as2,. . .  , asN_ l ,a ,a , . . .  ,a, 
bs l ,  bs2 , . .  . , bsN-1 ,  b, b, . . . , b) T . 
(4.14) 
On the other hand, the vector t7 is given by 
[ 
~= ( X X 2g X - -X  - -X  g l ,g2 , "  ,gN-l,gN,go,gl,[?~," -x -x Y y • " g l , g2 , "  gYN- 1, -y  -y  ,gN- I ,gN,  , " " ,  • . gl, g2, g~- 1, 
Z Z -- , 
g l ,  g2 , ' ' ' ,g~V- l ,g~, .0~, ' ' ' ,0~V-1)T  
(4.15) 
where the components of t7 in the interior nodes are given from (3.15) and (3.16), by noting 
V E Vo, 
g~=r~,  .0~=F~,, V i= I ,2 , . . . ,N -1 .  (4.16) 
However, if BB'  [l EE': the components g~v, g~, and g~v are obtained from Section 3.2. 
g~v = rxN + arYN + br~, ~_~ = r~ + a~ y + bf~, ~x N = ~x N + a~YN + b~ZN. (4.17) 
Hence, we have from (4.14)-(4.17), 
N-1  
-~ '  -~ '  (b~z, b~z,)]+b~xN+b0x0+bNx~ Y~g= E [(b~x,+b,x,)+(bry +b~y,)+ +-~'  -~ ' -~ ' 
i= l  
N -1  N-1  
=Ci r .=  ( r~+arY+br~)s~+ Ei=l ( f~+ag~+b~)+(r~+aryN +brzN)sg 
= ~ (ff + ~ff + b~) s~ + ~ (~ + a~ + b~) 
i=0 i=0 
= (r~si+f~) +a E( r~s~+f~)  +b E( rgs i+f~' )  
i=o k~=O ki=O 
= c/~ = 0, 
where/~ is defined in (4.13). Therefore/~ = 0 leads to }~7-t7 = 0. This completes the proof of 
Corollary 4.1. l 
where X__NN with underline involves the constraint equation (3.18). The corresponding vector for 
solutions (4.11) is rewritten as 
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4.3. Mod i f i ca t ion  to  the  Approx imate  Cons is tent  Cond i t ions  
Below, let us consider a practical problem occurring in computation for infinite solutions. Note 
that Theorem 4.1 is similar to to the uniqueness theorem for the original ODE system given in [1], 
where the consistent condition is 
1 /) 
s. fx(s) ds + a s. fy(s) ds + b • fz(s) ds = 0. (4.18) 
0 0 
Suppose that when a = k and b = m and (4.18) hold, but its approximation (4.5) may not be 
satisfied exactly. We may, however, choose some weight functions to adjust (4.5) to be exact. 
In fact, if a weight function w is introduced in the energy form T(V) in (2.15): T*(W) = 
wlx(x) +Iy(y )  + Ix(z), w ~ 1. Such a modification can be viewed as a little change to fx and Px 
by wfx and wpx since w ~ 1. Therefore, the unique conditions will remain the same, but the 
consistent condition may be modified correspondingly. A suitable modification is needed to lead 
to ~T~ = 0 exactly. Suppose that 
R = Rx + aRy + bRz -- O, 
but 
R= Rx-t-aRy +bRz +e = O, 
~1 
where lel << 1 and Rx = f~ fxsds and Rx = fof~sds. Also suppose that I/)xl >> 0. Denote the 
ratio /~x + e 
> 0, ~ ~ 1. (4.19) 02-- Rx 
We may modify the energy form as follows: 
~~1 -f l  
¢*(v )  = .4* (v ,  v )  - P* (v )  = _ o o 
(4.20) 
-1  ~1 I ~ I  ~1 
-I -1 f oPY(S ) (y~(s)) 2 ds - /ofyYh ds + 2 /0  p~(s) (z[(s))2 ds - /ofzZh ds 
and seek W E Vh such that 
= f '*(v) ,  v e y2. 
In this case, the consistent condition is satisfied exactly 
-- Rx 
- -  x-~x +aRy +b-~z= Tlx +aRy +bRz +e=O. 
When the consistent condition in its discrete form holds true, we may remove one of the boundary 
equations in (3.17), and obtain the solutions by giving a value of x~v , i.e., x~v = 1 or 2, because 
the solutions by adding (4.6) are also the solutions. 
5. ERROR ANALYS IS  
In this section, we provide an brief error analysis of solutions by the cubic Hermite FEM in 
Section 3, which also includes infinite solutions if a -- k and b = m and if the corresponding 
consistent conditions hold. 
Write again a space H0 of the functions W c (H2[0, 1]) 3 satisfying the homogeneous essential 
boundary conditions 
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w(0)  = o, 
l l Y'o = axlo, z o = bx o, as s = 0, 
YN = kXN, ZN = mXN, as s = 1, 
' = kx 'N ,  z'N = mx '~,  as  s = t .  YN 
(5.1) 
We seek the solution W E H such that 
A(W, V) = F(V), V V • Ho, 
where 
j~o 1 d2 d2 ~01 
A(W,  V) = P-~s2 W.  ~s2 V ds, F (V)  = F .  V ds. 
Denote by Vh the finite-dimensional space of the piecewise cubic functions (3.8) satisfying 
(2.8)-(2.10). Also denote by V ° functions (3.8) but satisfying (5.1). The solution Wh E Vh 
of the FEMs is given by 
A(Wh,Uh) = F(Uh), VUh e V °. (5.2) 
In fact, when involving approximate integrals from Simpson's rule, the virtual solution 17Vh E Vh 
of the FEMs can be represented as: find l~Vh E Vh, 
(u,,), v:, (5.3) 
where 
71 ~1 d2W d2U 
ds, Fh(U) = joF .  U ds. Adw,  u) = Jo  P ~ • ds 2 
When a = k and  b --- m, there exist infinite solutions to (5.2) and (5.3) if the consistent condi- 
tions (4.18) and (4.5) hold, respectively. 
The following Sobolev norms and seminorms are needed for error analysis: 
,,w,,, [/o'£ 
[/o' , 
k=O 
Denote by (P1) 3 the space of all linear functions, x(s), y(s), and z(s). N = dim((P1)3), fi (1 _< 
i _< N) is an N-functional on (P1) 3. We have the following lemmas [13]. 
LEMMA 5.1. Let functions f i (V)  (1 < i < N)  be chosen such that VV E (P1) 3, if f i (V)  = O, 
1 < i < N,  then V -~ O. Then the norms 
N 
IIWIl~ and IWI2 + ~ If~(W)l 
i=1  
are equivalent o each other. 
LEMMA 5.2. There exist a constant Co such that 
IIUII2 _< OolUI2, vu  ~ H/ (P , )L  
LEMMA 5.3. 
constant C1 such that 
CIHUll 2 < A(U,U), U E Ho. 
Also when a = k and b = m, then 
CIIIUli~ < A(U, U), U E Uo/P~, 
where Ho/ P~ is the quotient space," and P~) is the space of the following function: 
cs(1,a,b) T
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Let (5.1) hold true. Then when a ~ k or b ~ m, there exists a bounded positive 
(5.4) 
with an arbitrary constant c. 
PROOF. Denote the functions in (Ps) 3 
V = = Zs + f~0 , 
~s + ~'o 
where s, j3, % s0, f~0, and 70 are constants. Since V(0) = 0 we have 
(5.5) 
(5.6) 
This yields (k - a)s  = 0. Since k # a, s = 0. Also it follows ~ = 0 from (5.7), i.e., ~ = z] = 0. 
Moreover, another condition Z~N = mX~N in (5.1) leads to ~ = m~ = ross = O. Hence, we obtain 
V -- (~ ,~,~)T  ____ 0. 
Also we have 
A(U, U) > pm~nlUl~, 
where Pmin = minseio,ll(px,py,p~). Based on Lemma 5.1, the functionals f i (V)  are given by the 
homogeneous boundary conditions (5.1). Hence, we obtain 
IUl: = IUL~ + IW(0)l + ly~ - ax;I + 14 - bx~l + IvN - k~NI + Iz~ - "~NI  
+ lyi, - k~,L + Iz~ - ~x~, l  ___ c ,  Ilull~, 
where C1(> 0) is independent of U. Therefore, we have 
A(U, U) > PminlU]22 ~ PminC2111UII 2. 
This gives (5.4). For b ¢ m, the proof is similar. 
Next, assume a -- k and b -- m, the conditions (5.1) are simplified as two independent condi- 
tions 
=a~,  ¢=b~.  
This indicates the solutions ~s(1, a, b) T, which is just the functions (5.6) of space P~. Based on 
Lemma 5.2, 
Pmin U A(U, U) ~- PminIUI2 ~ w 2, V U e Ho/ P~. 
This completes the proof of Lemma 5.3. l 
We can prove the following lemma. 
Zs  = kas ,  ~ = as .  (5.8) 
When a ~ k, we obtain ~ = k~ and r]~ = a~ from (5.1). By applying (5.7), it follows: 
V = (~, z], ~)T = s (s, ~, ~/)T dV -r 
' d-~- = (s ,  j3, ~/) (5 .7)  
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LEMMA 5.4. There exists a bounded positive constants Co such that 
A(W, U) <_ Co IlWl12 IIUII2, w • H, U • Ho. (5.9) 
For simplicity, let (5.5) also present (5.4) if space P~ can also be regarded as the zero space. 
Also Vh/P~ and V°/P~) denote the finite-dimensional spaces in the Hermite FEM. When P~ = 0, 
the optimal solutions to the FEM are unique. Hence, we have the following theorem (see [3,5]). 
LEMMA 5.5. Let (5.1) be given. Ira = k and b = m, and the corresponding consistent condi- 
tions (4.18) and (4.5) are satisfied. There exists a bounded constant C independent of h such 
that 
W--17Vh <C inf ] [ [W-U[12+ sup Ah(U,~) -A(U,~)  
- vev,~/p~ [ ~eV, O/p~ 116112 2 
Ph(5) - FO) ] (5.1o) 
+ sup / 
~v,o/p~ 116112 
Below let us provide estimates of the terms in the right side of (5.10). By following the proofs 
in [3,5], we can obtain the following lemma. 
Let W • (Ha[0, 1]) 3, P • (Ca[0, 1]) 3, F • (H2[0, 1]) 3. There exist the following LEMMA 5.6. 
bounds: 
-4h (-Wh,5) - A (Wh,5) < Ch 2 [[WI[ 4 • 115112, (5.11) 
Fh(6) - F(6) <_ Ch 2 IIFrl21151h, (5.12) 
where Wh be the piecewise cubic interpolatory polynomials of the true solutions W. 
Now we prove the main theorem. 
THEOREM 5.1. Let the conditions in Lemmas 5.5 and 5.6 hold; then the solutions IYVh by 
the FEM (5.3) have the following error bounds: 
W - ffVh 2 <- Ch2 ([Wh + IFle)" (5.13) 
PROOF. 
Then 
m 
For Wh 6 Vh, we obtain 
I Iw- Whll2 -< ch 2 twla 
inf IIW- UII2 ~ [[W- Wh[[2 ~ Ch 2 IW[4 • 
UeVh/P~ 
The desired results are obtained from Lemmas 5.3-5.6. 
COROLLARY 5. i. Let all conditions in Lemmas 5.5 and 5.6 hold, there exist the bounds 
W - ~V h 1 <- Ch3 ([W[4 "[- [El2)' 
W - Who < Ch4 (IWh + IFI2). 
PROOF. 
obtained from the interpolatory theorem of Sobolev norm (see [4]) 
W- ~Vh 1~ O(  w--  ~rh 0 W-V I I  h 2) 1/2 
(5.14) 
(5.15) 
The result (5.15) is obtained from Theorem 5.1 and Nitsche trick (see [7]) and (5.14) is 
Blending Curves for Landing Problems 181 
We summarize Theorem 5.1 and Corollary 5.1 into the following corollary. 
COROLLARY 5.2. Let the conditions in Lemmas 5.5 and 5.6 hold; then the solution ffdh by 
the FEM (5.3) has the error bounds 
W - I;Vh k ~- Ch4-k  (IW[4 + IF12) ' k = 0, 1, 2. 
When W ~ (H4[0, 1]) 3 and F E (H2[0, 1]) 3, the convergence rates are 
W- l /dh  k=O(h  4-k),  k=O,  1,2. 
6. NUMERICAL  EXPERIMENTS 
Choose the uniform partition on [0, 1] by si = ih. Then h = hi = 1/N.  For simplicity, 
we choose Px = Py = Pz = 1. We will carry out several cases in computations to verify the 
error analysis made and to show effectiveness of the numerical algorithms proposed. First, let 
fx = fy = fz -- s 2 and choose a = b = k -- 1 and m = 2, to yield unique solutions, listed in 
Tables 1.1-1.5. (See the Appendix for all tables.) The errors of the approximate solutions are 
listed in Table 1.6 and depicted in Figure 4, which display the following asymptotes: 
Ek= --I~h =O ~ =O(h4-k ) ,  k=0,1 ,2 ,3 ,  (6.1) 
max = O(h4), 
where max = [[W - 17dk[Ioo = maxse[o,l l{[x(s) -- Xh(s) l ,  [y(s) - 0h(S)[, [z(s) - 5n(s)l }. Such 
results (6.1) agree perfectly with Corollary 5.2. The condition number is calculated and given in 
Table 1.7. The asymptotes results can be seen from Figure 5 
Con- -O(N 4) =O(h  -4) 
to show the good stability analysis in FEMs. 
Second, let f~ = fu = f~ = s 2 but choose a = b = k = m = ( -1) /2.  Then BB t II EE '  in this 
case and the following consistent condition is also satisfied 
~01 ~01 fO 1 fxsds  + a fysds  + b f zsds  = O. 
Since Simpson's rule leads to the exact values for the integrand of fx • s, which is polynomials of 
order up to 3. Hence, the discrete consistent condition 
~1 ~1 -1 
/ f, sds+a/ fysds+b/ fzsds=O (6.2) 
0 0 0 
is also satisfied exactly. However, we may assume a value of x~v, e.g., 
/ 
X~v = 1 and x N = 2. (6.3) 
The unique solutions can be obtained numerically. If denote by U1 and U2 the numerical solutions 
corresponding to (6.3), we can find 
U2 = U1 + cs(1, a, b) T, as c = 1. (6.4) 
The approximate solutions are also listed in Tables 2 and 3 for X~v = 1 and 2. Note that both (6.4) 
and (6.1) hold true. The error curves drawn from Table 2.6 are similar to Figure 4, to lead to 
the same convergence rates (6.1). 
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Figure 4. Curves of error norm via N of numerical solutions from Table 1.6 
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Figure 5. Curves of condition number  via N from Table 1.7. 
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Last, when fx ,  fy ,  and fz are arbitrary, a modification to the discrete consistent condition is 
necessary, discussed in Section 4.3. Let fx  = 1 - e s, fy  = fz  = s, and Px = Py = Pz = e s, and 
choose a = b = k = m = 3/4. Hence, 
/01 /0 F~ = f~sds  = (1 - e s) sds  = --~-, 
F~ = F :  = fys  as  = s 2 as  = -g. 
We have the original consistent condition 
-1  3 1 3 1 
F~ +aF~ +bF: =~-+~-g+~-g=O. 
On the other hand, the integrations by Simpson's rule is given by 
~:  = f~s as = r~. s~ -- -~- + ~, 
0 i=0 
where [e I << 1. We may also prove that [~[ = O(1/N4) .  Also 
~1 
~ = f] f~s~s = F~ = l - 
o g=F: .  
Based on the techniques in Section 4.3, we choose the weight 
-1 /2  F x 
- -  8 ~=~ _p~ 
Hence, we choose wpx and o;fx to replace Px and fx, respectively, the computational results are 
given in Table 4. 
APPENDIX  
Table 1. The unique numerical results for Px  ~- P~ -= Pz  = 1, fx  = f~ = fz  ---- s 2, 
and a= 1, b - -  1, k= 1, m=2, /~0 =~'0 = 1. 
Table 1.1. Numerical solutions at some nodes. 
N 
4 
8 
16 
True 
xo x~ yo y~ zo z~ 
1.0000000000 2.7541707357 1.0000000000 2.7541707357 3.5000000000 2.7541707357 
1.0000000000 2.7541669210 1.0000000000 2.7541669210 3.5000000000 2.7541669210 
1.0000000000 2.7541666827 1.0000000000 2.7541666827 3.5000000000 2.7541666827 
1.0000000000 2.7541666667 1.0000000000 2.7541666667 3.5000000000 2.7541666667 
Table 1.2. Numerical solutions at some nodes. 
! ! ! 
X l /4 Xl /4 Yl/4 Yl/4 Zl/4 Zl/4 
1.5928765403 2.0436871847 1.7491265403 3.1686871847 4.2199744119 3.0063616435 
1.5928754608 2.0436799526 1.7491254608 3.1686799526 4.2199732661 3.0063536167 
1.5928753933 2.0436795007 1.7491253933 3.1686795007 4.2199731946 3.0063531152 
1.5928753888 2.0436794705 1.7491253888 3.1686794705 4.2199731897 3.0063530816 
N 
4 
8 
16 
True 
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Table 1.3. Numerical solutions at some nodes. 
N 
4 
8 
16 
True 
Xl/2 ~/2 Yl /2 ! Yl /2  Zl/2 z~/2 
2.0492935181 1.6626841227 2.5492935181 3.1626841227 5.0035764906 3.2633819580 
2.0492912398 1.6626742681 2.5492912398 3.1626742681 5.0035736826 3.2633689245 
2.0492910975 1.6626736523 2.5492910975 3.1626736523 5.0035735072 3.2633681101 
2.0492910880 1.6626736111 2.5492910880 3.1626736111 5.0035734954 3.2633680556 
Table 1.4. Numerical solutions at some nodes. 
x31a x~14 Y314 Y3/4 z314 z31a 
2.4518651962 1.6136029561 3.2956151962 2.7386029561 5.8522577286 3.5276730855 
2.4518617988 1.6135912736 3.2956117988 2.7385912736 5.8522525430 3.5276542505 
2.4518615865 1.6135905436 3.2956115865 2.7385905436 5.8522522190 3.5276530735 
2.4518615723 1.6135904948 3.2956115723 2.7385904948 5.8522521973 3.5276529948 
Table 1.5. Numerical solutions at some nodes. 
2.8842637804 1.9027913411 3.8842637804 1.9027913411 6.7685275608 3.8055826823 
2.8842595418 1.9027786255 3.8842595418 1.9027786255 6.7685190837 3.8055572510 
2.8842592770 1.9027778309 3.8842592770 1.9027778309 6.7685184540 3.8055556617 
2.8842592593 1.9027777778 3.8842592593 1.9027777778 6.7685185185 3.8055555556 
N 
4 
8 
16 
True 
N 
4 
8 
16 
True 
Table 1.6. The solution errors Ek = NW - Whl lk  k = 0, 1,2,3. 
N 
4 
8 
16 
Eo E1 E2 E3 Max Error 
0.210(-5) 0.396(-4) 0.962(-3) 0.308(-1) 0.578(-5) 
0.127(-6) 0.503(-5) 0.258(-3) 0.160(-1) 0.417(-6) 
0.747(-8) 0.641(-6) 0.638(-4) 0.801(-2) 0.271(-7) 
Table 1.7. The condition umber of the associate matrix. 
N Condition Numbers 
4 5.94 x 104 
8 1.02 x 106 
16 1.70 × 107 
Table 2. Numerical results for Px = Py ---- pz = 1, fx  = fy  = f z  = s 2, and 
a=b=k=rn=-0 .5 ,  and~o=~'o=lw i thx~v =1.  
Table 2.1. Numerical solutions at some nodes. 
N 
4 
8 
16 
True 
xo x~ Yo Y~ zo z~ 
1.0000000000 1.0000000000 1.0000000000 -0.5000000000 3.5000000000 -0.5000000000 
1.0000000000 1.0000000000 1.0000000000 -0.5000000000 3.5000000000 -0.5000000000 
1.0000000000 1.0000000000 1.0000000000 -0.5000000000 3.5000000000 -0.5000000000 
1.0000000000 1.0000000000 1.0000000000 -0.5000000000 3.5000000000 --0.5000000000 
N 
4 
8 
16 
True 
Xl/4 
1.0680567424 
1.0680562655 
1.0680562357 
1.0680562337 
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Table 2.2. Numerical solut ionsatsome nodes. 
x~/4 Yl/4 Y~/4 
-0.3103942871 0.8883692424 -0.4041442871 
-0.3104000092 0.8883687655 -0.4041500092 
-0.3104003668 0.8883687357 -0.4041503668 
-0.3104003906 0.8883687337 -0.4041503906 
185 
I 
Zl/4 Zl/4 
2.9977442424 -3.2166442871 
2.9977437655 -3.2166500092 
2.9977437357 -3,2166503668 
2.9977437337 -3.2166503906 
Table 2.3. Numerical solutions at some nodes. 
N 
4 
8 
16 
~Yue 
N 
4 
8 
16 
True 
J 
X1/2 Xl12 
0.9174058702 -0.7494710286 
0.9174045987 -0.7494786580 
0.9174045192 -0.7494791349 
0.9174045139 -0.7494791667 
Yl/2 Y~/2 
0.7924058702 --0.3744710286 
0.7924045987 --0.3744786580 
0.7924045192 -0.3744791349 
0.7924045139 --0.3744791667 
zl/2 z~/~ 
2.0424058702 -4.1244710286 
2.0424045987 -4.1244786580 
2.0424045192 -4.1244791349 
2.0424045139 -4.1244791667 
Table 2.4. Numerical solutions at some nodes. 
! x3/4 x3/a 
0.7661209106 -0.3147888184 
0.7661194801 -0.3147945404 
0.7661193907 -0.3147948980 
0.7661193848 -0.3147949219 
Y3/4 
0.6958084106 
0.6958069801 
0.6958068907 
0.6958068848 
Y314 
-0.4085388184 
-0.4085445404 
-0.4085448980 
-0.4085449219 
Z3/4 
1.0864334106 
1.0864319801 
1.0864318907 
1.0864318848 
z~/4 
-3.2210388184 
-3.2210445404 
-3.2210448980 
-3.2210449219 
Table 2.5. Numerical solutions at some nodes. 
N 
4 
8 
16 
True 
Xl 
0.8333333333 
0.8333333333 
0.8333333333 
0.8333333333 
x~ yl y~ zl z~ 
1.0000000000 0.5833333333 -0.5000000000 0.5833333333 -0.5000000000 
1.0000000000 0.5833333333 -0.5000000000 0.5833333333 -0,5000000000 
1.0000000000 0.5833333333 -0.5000000000 0.5833333333 -0.5000000000 
1.0000000000 0.5833333333 -0.5000000000 0.5833333333 -0.5000000000 
Table 2.6. The solution errors E k = [IW--IZVh[[k k = 0,1,2,3. 
E0 E1 E2 E3 Max Error 
0.229(-5) 0.390(-4) 0.966(-3) 0.309(-1) 0.691(-5) 
0.147(--6) 0.498(-5) 0.256(-3) 0.159(-1) 0.514(-6) 
N 
4 
8 
16 
True 
N 
4 
8 
16 
Table 3. 
0.917(--8) 0.638(-6) 0.641(-4) 0.802(-2) 0.356(-7) 
The numerical results for Pz = Pu = Pz = 1, fx = fu = fz = s 2, and 
a=b=k=m=-0.5andf lo=q,o=l  withx~v =2.  
Table 3.1. Numerical solutions at some nodes, 
x0 x~ Yo 
1,0000000000 2.0000000000 1.0000000000 
1.0000000000 2.0000000000 1.0000000000 
1.0000000000 2.0000000000 1.0000000000 
y~ zo z~ 
-1.0000000000 3.5000000000 -1.0000000000 
-1.0000000000 -1.0000000000 3.5000000000 
3.5000000000 -1.0000000000 -1.0000000000 
-1.0000000000 3.5000000000 -1.0000000000 1.0000000000 2.0000000000 1.0000000000 
186 Z.-C. LI AND H.-T.  HUANG 
Table 3.2. Numerical solutions at some nodes. 
N Xl/4 
4 1.3180567424 
8 1.3180562655 
16 1.3180562357 
True 1.3180562337 
x~/4 yl/4 ~/4 zl/4 z~/4 
0.6896057129 0.7633602424 -0.9041442871 2.8727442424 -3.7166442871 
0.6895999908 0,7633687655 -0.9041500092 2.8727437655 -3.7166500092 
0.6895996332 0.7633687357 -0.9041503668 2.8727437357 -3.7166503668 
0.6895996094 0.7633687337 -0.9041503906 2.8727437337 -3.7166503906 
Table 3.3. Numerical solutions at some nodes. 
I y! I 
Xl /2  Xl/2 Y l /2  1/2 Zl/2 Zl/2 
1.4174058702 0.2505289714 0.5424058702 -0.8744710286 1.7924058702 -4.6244710286 
1.4174045987 0.2505213420 0.5424045987 -0.8744786580 1.7924045987 -4.6244786580 
1.4174045192 0.2505208651 0.5424045192 -0.8744791349 1.7924045192 -4.6244791349 
1.4174045139 0.2505208333 0.5424045139 -0.8744791667 1.7924045139 -4.6244791667 
Table 3.4. Numerical so lu t ionsatsome nodes. 
! ! ! 
X3/4 X3/4 Y3/4 Y3/4 Z3/4 Z3/4 
1.5161209106 0.6852111816 0.3208084106 -0.9085388184 0.7114334106 -3.7210388184 
1.5161194801 0.6852054596 0.3208069801 -0.9085445404 0.7114319801 -3.7210445404 
1.5161193907 0.6852051020 0.3208068907 -0.9085448980 0.7114318907 -3.7210448980 
1.5161193848 0.6852050781 0.3208068848 -0.9085449219 0.7114318848 -3.7210449219 
Table 3.5. Numerical solutions a tsome nodes. 
Xl Yl Zl 
N 
4 
8 
16 
True 
N 
4 
8 
16 
True 
N 
4 
8 
16 
True 
xl 
2.0000000000 
yl zl 
1.8333333333 0.0833333333 -1.0000000000 0.0833333333 -1.0000000000 
1.8333333333 2.0000000000 0.0833333333 -1.0000000000 0.0833333333 -1.0000000000 
1.8333333333 2.0000000000 0.0833333333 -1.0000000000 0.0833333333 -1.0000000000 
1.8333333333 2.0000000000 0.0833333333 -1.0000000000 0.0833333333 -1.0000000000 
Table 4. The  numerical results for Px = Py = Pz = eS, fx ---- 1 - e s, fu = fz = s, and 
a=b=k=m=3/4 ,~o='~o-1 .  
Table 4.1. Numerical solutions at some nodes with x~v = 1. 
N 
4 
8 
16 
I I I 
w Xl/2 Xl/2 Yl/2 Yl/2 Zl/2 zl/2 
0.9999787002 1.69798983 1.52367562 1.94683603 2.25402787 3.04075026 --1.45083938 
0.9999986661 1.69800803 1.52345512 1.94689324 3.04066613 --1.44987279 2.25335066 
2.25330799 0.9999999166 1.69800918 1.52344122 1.94689684 3.04066083 -1.44981188 
Table 4.2. Numer ica lso lut ions  at some nodes with x~=2.  
I y l  I 
w Xl/2 Xl/2 Yl/2 1/2 Zl/2 Zl/2 
0.9999787002 2.19798983 2.52367562 2.32183603 3.00402787 3.41575026 --0.70083938 
0.9999986661 2.19800803 2.52345512 2.32189324 3.00335066 3.41566613 --0.69987279 
0.9999999166 2.19800918 2.52344122 2.32189684 3.00330799 3.41566083 --0.69981188 
N 
4 
8 
16 

