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Abstract
For purposes of simulating contemporary communication systems, it is
in many cases useful to apply error models for specific levels of abstraction.
Such models should approximate the error behavior of a given system at a
specific protocol layer, thus incorporating the possible detrimental effects of
lower protocol layers. In this Thesis, it is studied how and to which extent
it is feasible to derive, based on physical channel models, finite-state models
for simulating mobile wireless communication systems, and how to model
specific wireless communication systems at various protocol levels, or levels
of abstraction, in a computationally efficient manner.
Finite-state models are considered for physical and modulation symbol
level error processes, and for packet error processes at transport stream and
internet packet protocol layers of a digital video broadcast system for hand-
held devices. All models are derived based on underlying physical channel
and system characteristics using direct theoretical analysis, or approxima-
tions based on simulations and measurements. It is found that significant
performance gains are achievable with tolerable decrease in accuracy of the
results compared to more detailed models. Although model abstraction re-
duces to some extent the possibility of modifying specific system and chan-
nel characteristics, which is an important property of simulation models, in
many cases the possibility for efficient implementation and application of
simplified models outweighs the disadvantages.
A specific finite-state model is proposed for efficient simulation of trans-
mission of orthogonal frequency division multiplexing over frequency-selective
fast fading channels, which is a common scenario for contemporary wireless
mobile communication systems. The proposed model is derived from basic
system and physical channel characteristics, and is found to be a promising
tool for fast simulation of the considered scenario. Furthermore, a specific
class of finite-state stochastic processes is defined and applied in simulating
packet error processes of a digital video broadcasting system. An approach
for determining the parameters of these models based on physical recep-
tion conditions is suggested and applied in constructing a dynamic system
simulator corresponding to an existing digital video broadcasting network.
The proposed simulation structure enables efficient simulation of very large
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1.1 The Role of Channel Models in Communica-
tion System Development
Ideally, design, development and deployment of communication systems
aims at maximally efficient utilization of available resources for transfer-
ring information reliably between a sender and a recipient. In real sys-
tems, typically some amount of unreliability is tolerated in this transfer to
achieve a predefined level of consumption of limited resources. In modern
communication systems, primary resources are time, space, and power and
frequency bandwidth of the electromagnetic radiation used to convey in-
formation. Given such resources, systems must be designed to overcome
distortions to transmitted information caused mainly by elements within
the system itself, possible external communications, and the environment
through which the information propagates. To achieve efficient utilization
of available resources, knowledge of the mechanisms that cause interference
in a given transmission scenario must be available in designing and analyzing
a communication system.
Three separate methods for performance evaluation of a specific commu-
nication system can be readily identified [1]. The most resource-consuming
approach is to construct a functioning system and measure its performance
in a specific environment, while theoretical analysis and system simulation
demand less resources. There are distinct advantages and disadvantages
to each approach. For example, properly performed measurements pro-
vide unarguably realistic results for the exact scenario considered, where
it may not be feasible to represent all details of the real environment and
system components in analytical form or using simulation models. On the
other hand, modifying specific components of a measurement scenario can
be costly or even unrealizable, while analytical and simulation tools provide
flexibility in changing both system and environment characteristics. Com-
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monly, different performance evaluation methods are also mixed for exam-
ple by constructing simulation models that include empirical and analytical
components.
In performance evaluation of wireless communication systems, signifi-
cance of the communication channel is emphasized, since the degradation of
a signal propagating from a transmitter to a receiver is strongly dependent
on their locations relative to the external environment. Wireless mobile
communication, where either the transmitter or the receiver is in motion,
presents additional challenges to channel modeling, as it is necessary to ac-
count for variation in the signal distortion as a function of time for each
transmitter-receiver pair. Furthermore, mobile broadcasting is an increas-
ingly popular example of unidirectional wireless communication, where thou-
sands of mobile receivers may attempt to receive information simultaneously
from a single transmitter. In developing and analyzing such systems, com-
prehensively modeling the transmitter-receiver link is a complicated task.
It is relevant to note that even the term channel model is not entirely un-
ambiguous. Perhaps the most apparent definition is to consider the channel
as the environment in which information-bearing electromagnetic radiation
propagates from a transmitter to a receiver. From a system simulation point
of view, a channel model is then a representation or estimation of the ef-
fects imposed on the transmitted signal by the propagation environment.
Such a representation can justifiably be called a physical channel model.
When considering digital communication systems, it is often convenient to
include in the physical channel model also non-digital hardware components
of the system, namely analog amplifiers, modulators, demodulators, and an-
tenna elements. Equivalently, a channel model can be defined to encompass
also digital components of a considered system, which effectively shifts the
bounds of the channel towards higher system protocol layers. Such - pos-
sibly highly abstracted - representations are in the following called logical
channel models.
For simulation purposes, the inherent abstraction of logical channel mod-
els can be realized to an advantage as decrease in computational burden.
Also, because in system design it is often necessary to analyze specific sys-
tem components, simplifying a simulation structure by including relevant
low-level system components in an abstract black-box representation is a
useful option. Again, mobile broadcast systems offer a relevant example.
Designing metrics for analysis of service quality for typical content - stream-
ing video, for example - in such systems is a nontrivial task in itself. Com-
bining this with the challenges for channel modeling outlined above results
in a scenario for which the design of simplified models is well motivated.
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1.2 Finite-State Channel Models
Finite-state models are applicable as tools for simulating logical channels.
For such applications, the term finite-state channel model, or simply finite-
state channel may be used. A finite-state channel is in effect a quantization
of the transfer channel conditions between two points in a communication
system into a finite set of identifiable channel conditions, or states. The
transition between channel states is determined by a probabilistic rule spe-
cific to the finite-state model. The model description also includes an error
generation mechanism that determines the effect that each model state has
on the signal transmitted through the channel.
Typical advantages of finite-state models for logical channels are compu-
tational efficiency, ease of application, and tractability in theoretical system
analysis. In digital system simulations, finite-state channels are in many
cases a natural solution, as they can easily be specified to operate with fi-
nite input and output symbol sets, which are a defining characteristic of
digital systems.
There is of course a tradeoff in using highly abstracted finite-state mod-
els for logical channels. Typically, simplified channel representations both
induce inaccuracy due to approximation of low-level system and channel
properties, and hide the distinction between physical channel effects and
signal processing in the considered system. Thus upper-level logical models
are specific to a given system and channel, and the assumptions and approx-
imations made in determining any finite-state channel should be carefully
considered before applying such a model.
1.3 Problem Description and Scope
The main research problem behind the work presented in this Thesis can
be formulated as follows: how and to which extent is it feasible to derive,
based on physical channel models, finite-state models for simulating mobile
wireless communication systems? A closely related, but more system-specific
issue considered in the work is how to model specific wireless communication
systems at various protocol levels, or levels of abstraction, in a computation-
ally efficient manner. It is acknowledged that simplification of simulation
structures may lead to inaccurate results compared to more detailed mod-
els. To some extent this is accepted as a tradeoff, but it is considered
important to determine the level of and causes for inaccuracy introduced in
model simplification. As performance metrics for comparing various models,
typically statistical properties of output sequences produced by the models
and subsequent upper system protocol layers are used. Although selection
of suitable performance metrics for simulation models is a nontrivial issue
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in itself, the objective in this work is mainly to find measures that reveal
significant performance differences in relevant simulation scenarios.
Regarding the scope of the Thesis, the principle is to consider only the-
oretical results and system properties that are directly relevant to subse-
quently considered models. It is chosen not to present many related subjects
such as the basic principles of digital communication systems, for which ref-
erences [2–4] are suggested, system simulation [1], error correction coding [5],
data interleaving for channels with memory [6], multiple-input multiple-
output channel models [7], or satellite communication channel models, of
which reference [8] provides a classic example. Although the primary focus
of this work is on simulation models, analytical and measurement results
are presented and applied where beneficial, as considered in the beginning
of this Chapter.
1.4 Structure and Contributions of the Thesis
This Thesis is organized into six main Chapters and two Appendices. The
main Chapters are reserved exclusively for considering simulation models
for wireless mobile channels. By definition, every communication channel is
linked to a system that conveys information between a source and a receiver.
It is thus impossible to completely separate consideration of communication
channel models from specific transmission systems to be simulated using
such models. However, for sake of consistency, properties of example trans-
mission systems relevant to the considered channel models are presented in
separate Appendices.
Appendix A contains a description of the principles of orthogonal fre-
quency division multiplexing (OFDM), which is a wireless communications
transmission technique used in many contemporary communication sys-
tems such as digital video broadcasting for terrestrial and handheld devices
(DVB-T and DVB-H, respectively), digital audio broadcasting (DAB), wire-
less local area networks (WLAN), and worldwide interoperability for mi-
crowave access (WiMAX). In this Thesis, OFDM is most relevant for simu-
lation studies presented in Chapter 2, and for Chapter 3, where a finite-state
model for simulating the performance of an OFDM system operating over a
frequency-selective fading channel is considered.
As the focus of this Thesis moves in later Chapters towards efficient sim-
ulation of channels defined within specific protocol layers of communication
systems, it is necessary to consider an example system for implementing
such channel models. In this work, the digital video broadcasting system
for handheld devices (DVB-H) is used as an example, as it is representative
of contemporary wireless communication systems, and its performance is
affected by all the typical characteristics of the mobile wireless communi-
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cation channels that are the primary topic for this work. An overview of
the DVB-H system and its most relevant properties regarding this Thesis is
presented in Appendix B.
Of the primary content of the Thesis, Chapters 2 and 3 are designed
mainly to provide the reader with background information and definitions
related to the original contributions of this work. Thus the treatment of
these Chapters is mainly of referential nature, although some original work
is also presented. Chapter 2 contains information about the basic principles
of low-level, or physical, channel models, which are primarily derived based
on physical properties of a specific propagation environment. The basic mod-
eling principles introduced in this Chapter are the most generic simulation
tools considered in this Thesis, as they are relatively system-independent
and thus applicable for a wide range of simulation scenarios. The only part
of Chapter 2 where a specific transmission system is considered is Subsec-
tion 2.4.3, where selection of discrete components for a frequency-selective
fading channel model is considered using a simulated OFDM system. This
Subsection also contains the main original contribution of Chapter 2.
In Chapter 3, principles of simulating wireless channels using finite-state
stochastic models are considered. Initially, derivation of stochastic models
analytically from the physical models presented in Chapter 2 is studied. In
Section 3.3, a finite-state model for frequency-selective fading channels is
proposed, which is an original contribution of this work. Finite-state chan-
nel models that incorporate low-level components of specific communication
systems are also considered in Chapter 3. Analytical derivation of such mod-
els from low-level channel descriptions is often challenging, and high-level
finite-state models are thus typically constructed by fitting given statistical
properties of such models to those of target error processes. An overview
of relevant statistical inference and several examples of previously applied
error models end Chapter 3.
A specific class of finite-state models is considered in Chapter 4 for sim-
ulating packet error processes. This topic continues directly from Chapter 3
by extending a classic, widely applied class of finite-state models. The con-
sidered models are also applicable for parameterization, where the parame-
ters of the packet error models are derived based on physical reception con-
ditions. In Chapter 4, statistical properties of a generic class of finite-state
models are first derived, after which specific model realizations are consid-
ered for simulating the packet error behavior of a DVB-H system. Using
error rates of upper protocol layer forward error correction coded frames
as a performance metric, the effect of approximating different measured er-
ror statistics on the accuracy of the considered models is studied. Finally,
determining model parameters based on the instantaneous signal-to-noise
ratio and maximum Doppler frequency of the received signal is considered.
Chapter 4 consists primarily of original work based on the studies presented
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in references [9–16], all having the author of this Thesis as the main contrib-
utor. The considered models are also applied in reference [17], where the
author is a minor contributor.
Parameterization of the error models considered in Chapter 4 offers a
possibility for efficient simulation of large numbers of users moving simulta-
neously within a broadcast network. This kind of dynamic analysis of global
service quality is relevant for mobile broadcast networks, where the majority
of receivers operate in rapidly varying reception conditions. Chapter 5 con-
sists of a case study on the principles and application of a dynamic DVB-H
system simulator, which enables such analysis. In the Chapter, necessary
components in a dynamic system simulator are first considered on a general
level, after which a specific implementation is applied. The accuracy of the
considered simulator is studied by comparing simulation results with field
measurements performed in operational DVB-H test networks. Finally, ap-
plication examples of dynamic DVB-H system simulations are given. Main
references related to the work presented in Chapter 5 are [18, 19], in which
the author of this Thesis is the main contributor, and [20], in which the
author is a minor contributor.
1.5 Author’s contributions
This monograph is partially based on and extended from the author’s con-
tributions in the publications listed below. In addition to these topics, this
Thesis contains previously unpublished research results. In the following,
the author’s contribution to each of the listed publications is specified. Note
that the publications below are also contained in the list of references for
this work as indicated by the attached reference numbers.
• [9] J. Poikonen, “Finite-state Models for Simulating the Performance
of DVB-H,” Master’s thesis, University of Turku, May 2005.
Author’s contributions: The possibility of applying various finite-state
models in simulating the link and physical layers of a DVB-H system
is investigated. The topic was originally specified as part of a DVB-H
simulation task within the European Celtic project Wing TV. The
work consists mostly of applying existing error models, and served as
a basis for continued research on the topic. The author performed
the simulation studies, simulation analyses, and literary review in this
work. Professor Jouni Isoaho, professor Valery Ipatov, and doctor
Jarkko Paavola acted as supervisors and instructors for the work.
• [10] J. Poikonen, J. Paavola, “Comparison of Finite-State Models for
Simulating the DVB-H Link Layer Performance,” Proc. ISWCS ’05,
Siena, Italy, 2005.
6
• [11] J. Poikonen, J. Paavola, “Error Models for the Transport Stream
Packet Channel in the DVB-H Link Layer,” Proc. ICC 2006, Istanbul,
Turkey, 2006.
Author’s contributions: Publication [10] contains a summary of the
results obtained in [9]; Paavola supervised the writing of the docu-
ment. In [11], the author further studies the applicability of a model
found promising in the previous studies, and considers a reference error
model for renewal processes. Again, Paavola supervised and instructed
in the writing.
• [12] J. Poikonen, “Half-normal Run Length Packet Channel Models
Applied in DVB-H Simulations,” Proc. ISWCS ’06, Valencia, Spain,
2006.
Author’s contributions: This paper is an independent contribution
of the author, where an approach to modeling renewal error processes
using mixtures of Gaussian distributions with parameters derived from
measured error statistics is proposed.
• [13] J. Poikonen, “Geometric Run Length Packet Channel Models
Applied in DVB-H Simulations,” Proc. PIMRC 06, Helsinki, Finland,
2006.
Author’s contributions: The comments given for [12] apply, but in-
stead of Gaussian distributions, mixtures of geometric distributions
are applied. In this work, an error model found promising in [9–11]
is generalized, and an analytical approach to finding the error model
parameters is proposed.
• [14] J. Poikonen, “Parameterization of Aggregated Renewal Markov
Processes for DVB-H Simulations,” Proc. PIMRC ’07, Athens, Greece,
2007.
Author’s contributions: The comments given for [13] apply. In this
paper, a more precise theoretical description of the models considered
in [13] is given, along with a derivation of relevant statistical prop-
erties of the generic class of models considered and their parameter
estimation.
• [15] J. Poikonen, J. Paavola, V. Ipatov, “Finite-State Models for Sim-
ulating the Packet Error Behavior of a Mobile Broadcasting System
Operating in a Multi-Path Channel Environment,” Handbook of Mo-
bile Broadcasting, CRC Press, 2008.
• [16] J. Poikonen, J. Paavola, V. Ipatov, “Aggregated Renewal Markov
Processes with Applications in Simulating Mobile Broadcast Systems,”
to appear in IEEE Trans. Veh. Technol., January 2009.
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Author’s contributions: These publications are extended descriptions
of the work presented in [13,14]. The considered subject is the same in
[15] and [16], but [16] contains more background information and more
detailed descriptions for applying the considered models. Paavola and
Ipatov supervised and instructed in the writing of these publications.
• [17] J. Paavola, H. Himmanen, T. Jokela, J. Poikonen, V. Ipatov, “The
Performance Analysis of MPE-FEC Decoding Methods at the DVB-H
Link Layer for Efficient IP Packet Retrieval,” IEEE Transactions on
Broadcasting - Special Issue on Mobile Multimedia Broadcasting, 2007.
Author’s contributions: the author has a minor contribution in this
work, where the packet error models considered in [13] are applied
in simulations for analyzing DVB-H MPE-FEC decoding methods.
The author implemented models used for simulations considered in
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In the following, principles of modeling wireless communication channels
are presented with a focus on single-link terrestrial mobile communication,
where a stationary ground-based single-antenna transmitter communicates
with a single-antenna receiver, which is assumed to be in outdoor pedes-
trian use or mounted on a moving ground vehicle. This rather detailed
specification serves to rule out of the discussion specific considerations re-
quired in modeling other wireless channel scenarios such as satellite and
aeroplane communication, multiple-input multiple-output channels, and in-
door communication. However, many of the basic principles considered in
the following apply also to other wireless channels.
The aim of the following Sections is mainly to provide the reader with
preliminary information that will be referred to in Chapters 3–5. Therefore,
the scope of the presentation for each topic in the following is selected ac-
cording to their relevance in subsequent considerations. In Section 2.1, a
typical classification of fading, or multiplicative noise, processes in wireless
channel modeling is outlined with brief descriptions of the causes for and
effects of the different fading types. More detailed descriptions of models
for small-scale fading are then given in Sections 2.2–2.4. Finally, relevant
topics related to modeling additive noise are considered in Section 2.5.
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2.1 Classification of Fading Processes in Wireless
Communication Channels
The distortion, or noise, caused by a communication channel to the trans-
mitted signal can be divided into multiplicative and additive components.
Multiplicative noise, or fading, can be defined as the relative difference be-
tween the power contained in a given section of the transmitted and received
signals. Factors that typically contribute to the fading in wireless communi-
cation systems are the transmitter and receiver antenna and analog front-end
characteristics, absorption of the signal power by the propagation media, and
reflection, refraction, scattering and diffraction caused by obstacles in the
propagation path [21]. The receiver experiences the combined effect of all
these physical factors, which vary according to the positions of the receiver
and transmitter within the propagation environment.
Fading in wireless channels is in literature typically characterized as a
concatenation or superposition of several types of fading processes. These
processes are often classified using the qualitative terms path loss, shadow-
ing, and multipath fading, also referred to as fast fading [21, 22]. However,
these fading processes can not in general be considered independent of each
other, and indeed in many references (for example in [1, 23]) path loss and
shadowing are not considered as separate processes. Justification for this will
be considered in more detail in Subsection 2.1.1. In the following, fading is
classified according to the typical variation from the mean attenuation over
a spatial region of given magnitude. The terms large-scale, medium-scale,
and small-scale fading are thus used.
Small-scale fading corresponds directly to multipath fading, and involves
signal power variations of magnitude up to 40 dB on spatial scale of a half-
wavelength (for example 50 cm at 300 MHz). Averaging the total fading in
the receiver over a spatial interval significantly larger than a half-wavelength
provides information on the medium-scale fading, or shadowing. Over spa-
tial intervals of magnitude hundreds of meters, medium-scale fading involves
signal power variations up to magnitude 20 dB. Again, averaging the total
fading over a spatial interval of several hundred meters provides an estimate
for the large-scale fading, which may vary up to 150 dB over the considered
coverage area. [21] These denominations do not suggest a different origin or
effect for the fading types, but rather signify that typically different varia-
tion around the mean attenuation is observed at different spatial scales, or
observation window lengths.
2.1.1 Large-Scale Fading
Large-scale fading, or path loss, is commonly modeled for signals at a given
carrier frequency as a deterministic function of the distance between the
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transmitter and receiver, and is affected by several parameters such as an-
tenna gains and properties of the propagation environment between the
transmitter and receiver. Main physical factors that contribute to large-
scale fading are free-space loss, or the dispersion of the transmitted signal
power into surrounding space, plane earth loss, and absorption of the sig-
nal power by the propagation medium [21]. In addition to these factors,
large-scale fading is defined to include the average of the shadowing and
multipath fading effects. Thus the type of propagation environment must
be taken into account in the total power loss. This has been done for exam-
ple in the widely used Okumura-Hata [24,25] and COST 231 [26] models by
approximating the parameters for the propagation loss for specific environ-
ments and transmission setups from sets of field measurements [1].
Similar results can be obtained using analytic methods by assuming a
statistical terrain description, where obstacles of suitable geometry are dis-
tributed randomly in the propagation environment, and calculating the av-
erage propagation loss based on this approximation. Reference [22] contains
a detailed description of deriving functions for path loss in various land en-
vironments using such methods. The physical mechanisms that cause the
environment-specific propagation loss are the same for large-scale fading
as for medium-scale fading, and are considered in more detail in Subsec-
tion 2.1.2.
Deterministic large-scale fading models are useful in applications where
it is sufficient to have rough estimates on the average attenuation of signal
power over a large transmission area. In the work presented in this The-
sis, deterministic approximations for large-scale fading will not be applied
as such, since it will in subsequent Chapters be found necessary to obtain
more detailed approximations for the propagation loss. It should be noted
that expressions for large-scale fading can be obtained for generic environ-
ments using statistical methods as outlined above, or for specific transmis-
sion sites by averaging over a site-specific approximation of medium-scale
fading. However, this is typically a computationally involved task, as de-
scribed in the following.
2.1.2 Medium-Scale Fading
As with large-scale fading, methods for modeling medium-scale fading can
typically be categorized as statistical or site-specific. In the statistical ap-
proach, the fading is typically assumed - based on empirical data - to follow
a lognormal distribution [1, 22]. The mean for this distribution can be ob-
tained for a given carrier frequency and distance from the transmitter using
expressions for large-scale fading as outlined in the previous Subsection.
The standard deviation and autocorrelation of the lognormal distribution
are model parameters, which must be selected according to the propagation
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environment. Typically, the standard deviation is of the order 8 dB [1].
If site-specific data on the terrain profile and obstructions along the
propagation path from the transmitter to the receiver are available, an ap-
proximation for the medium-scale fading can be calculated as summarized
in reference [21]:
I Locate the positions and heights of the antennas.
II Construct the great circle - or geodesic - path between the antennas.
This represents the shortest distance between the two terminals mea-
sured across the Earth’s surface.
III Derive the terrain path profile. These are readily obtained from digital
terrain maps, but it is of course also possible to use traditional contour
profile maps.
IV Uplift the terrain profile by representative heights for any known build-
ings along the path.
V Select a value for the effective Earth radius factor appropriate to the
percentage of time being designed for; modify the path profile by this
value. The effective Earth radius factor is a constant used to increase
the effective radius of the Earth as seen by the propagating signal.
This is due to tropospheric refraction, which makes the propagation
paths curve slightly towards the ground. Since the atmospheric re-
fractivity varies with pressure, temperature and water vapor pressure
of the atmosphere, the correct effective Earth radius factor will vary
according to location and time.
VI Calculate the free-space loss for the path.
VII If any obstructions exist within 0.6 times the first Fresnel zone of
the propagation path, calculate diffraction over these obstructions and
account for the excess loss in the fading. The Fresnel zones can be
though of as containing the main propagating energy in the wave;
obstructions occupying less than 0.6 times the first Fresnel zone lead
to an approximately 0 dB loss of signal power.
VIII Compute the path length which passes through trees and add the
corresponding extra loss.
Detailed descriptions for each of the steps above are given in [21]. It
should be noted that the approach outlined above accounts only for ob-
structions along the direct propagation path between the transmitter and
receiver. Considering propagation paths corresponding to reflections from
objects not along the direct path leads to small-scale fading models, consid-
ered in the following Sections.
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2.1.3 Small-Scale Fading
Small-scale fading is caused by the interference between several reflected,
diffracted or scattered signals arriving at the receiver. Since the reflected
propagation paths may be of different length, corresponding to different
arrival times for variously faded copies of the transmitted signal at the re-
ceiver, the effect of small-scale fading is in the digital domain similar to a
finite impulse response (FIR) filter between the transmitter and receiver.
Thus, depending on the path delay profile of the channel, small-scale fading
may vary rapidly not only in the temporal and spatial domains, but also in
the frequency domain.
Again, small-scale fading models can be divided into statistical and site-
specific approaches. Site-specific models typically apply ray-tracing meth-
ods, where detailed three-dimensional models of the propagation environ-
ment are used to calculate propagation paths between the transmitter and
receiver. Such techniques were originally developed for indoor environments,
but have also been extended to dense urban outdoor areas [1]. Especially
for modeling unconfined outdoor environments, ray-tracing models require
large amounts of data and are computationally demanding.
Statistical models for small-scale fading are of primary relevance for this
Thesis. Thus they are presented in more detail in the following Sections 2.2–
2.4. Preliminary information related to statistical modeling of small-scale
fading is first presented in Section 2.2. Consequently, typical approaches
for modeling frequency-nonselective small-scale fading are presented in Sec-
tion 2.3, and finally models for frequency-selective fading are considered in
Section 2.4.
2.2 Definitions and Assumptions for Statistical Small-
Scale Fading Models
2.2.1 Rayleigh and Rice Distributions
Let µ1, µ2 be two normally distributed random variables with zero mean















, r ≥ 0
0, r < 0
(2.1)
and is said to be Rayleigh distributed. [21]
Defining a random variable R2 as R2 =
√
(µ1 + a)2 + µ22, a ∈ R results
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, r ≥ 0
0, r < 0
(2.2)
where I0 is the modified Bessel function of the first kind and zeroth order.
R2 is said to be Rice distributed. [21]
2.2.2 Maximum Doppler Frequency Shift
In the following, the maximum frequency shift of the received signal experi-
enced by a moving receiver due to the Doppler effect is denoted as fD, and





where ~v is the receiver velocity (a stationary transmitter is assumed), c is the
speed of light, and fC is the carrier frequency of the signal. Of course, differ-
ent frequency components in wideband signals experience different Doppler
shifts, but this difference is considered small enough to be neglected, as the
ratio between the signal bandwidth and carrier frequency is typically small.
The maximum Doppler shift given by equation (2.3) is an absolute value
that corresponds to situations where the receiver is moving radially towards
(corresponding to a Doppler shift of +fD) or away from the transmitter
(corresponding to−fD). The Doppler shift corresponding to other directions
of movement can be obtained as
fD,α = fD cosα,
where α is the angle between directions of the receiver velocity and the
arriving signal.
2.2.3 Wide-Sense Stationary Stochastic Processes
A stochastic process is a family of random variables {Xt}t∈T , where T can
be any set. If T = N, the stochastic process is simply a sequence of random
variables Xn. Such a sequence is called strict-sense stationary if and only
if for any n = 0, 1, ... and any k = 1, 2, ..., (X0, ..., Xn) and (Xk, ..., Xk+n)
have the same distribution. [27]
A stochastic process is said to be wide-sense stationary (WSS) if the
mean and autocorrelation of the random variables Xn are invariant to a
shift of the origin. More specifically, for any n = 0, 1, ..., k = 0, 1, ..., E[Xn]
has a constant value and
E[X∗nXk] = rXX (|n− k|) ,
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where the asterisk denotes complex conjugation and rXX(τ) is an autocorre-
lation function whose value depends only on the time shift τ . [28] It is clear
that wide-sense stationarity is a weaker condition than strict-sense station-
arity, that is, every strict-sense stationary process is wide-sense stationary,
but not vice versa.
2.2.4 Assumptions
For the small-scale fading models described in the following, it is assumed
that signals propagate to the receiver antenna along a horizontal plane.
Furthermore, it is assumed that the angles of arrival of electromagnetic
waves at the receiver antenna are uniformly distributed and that the receiver
antenna has a circular-symmetric radiation pattern. As mentioned before,
the transmitter antenna is assumed to be stationary, while the receiver moves
with velocity ~v.
2.3 Rayleigh and Rice Models for
Frequency-Nonselective Fading
If the propagation delay differences of the reflected and scattered signal com-
ponents at the receiver are negligible compared to the symbol interval of the
transmission, the channel impulse response can in practice be approximated
by a single delta function multiplied by a random variable that describes
the amplitude fading. Thus there will be no significant interference caused
by overlapping successive transmitted symbols at the receiver (intersymbol
interference, ISI). Also, the channel affects all frequency components of the
signal similarly, and the term frequency-nonselective fading can be used. In
this case, the small-scale fading is wholly characterized by the distribution
and time-variant behavior of the channel coefficient random variable.
In non-line-of-sight (NLOS) conditions, where there is no direct, unob-
structed propagation path from the transmitter to the receiver, both the
in-phase and quadrature parts of the received signal are assumed to con-
sist of sums of large numbers of independently faded scattered components.
Thus, by the central limit theorem, the fading of the in-phase and quadra-
ture - or real and imaginary - components of the signal can be approximated
as independent normally distributed random variables. [21] As described in
Subsection 2.2.1, this leads to a Rayleigh distribution for the amplitude of
the complex fading coefficient. The phase for the complex fading is uni-
formly distributed between 0 and 2π.
In line-of-sight (LOS) conditions, the received signal can be character-
ized as a sum of Rayleigh faded NLOS components as described above, and a
coherent LOS component with relatively constant power determined by the
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medium-scale fading. This can be approximated by adding a constant repre-
senting the amplitude of the line-of-sight signal contribution to the real part
of the complex fading coefficient, which, as presented in Subsection 2.2.1,
leads to a Rice distribution for the fading amplitude.
As small-scale fading is a function of the receiver location, it is clear
that the rate of variation of the fading in time is dependent on the speed
of the receiver. Analytically, the receiver velocity determines the Doppler
frequency shift of the received signal as given in Subsection 2.2.2. Based on
the maximum Doppler frequency and the angular probability distribution
of the received signal components, the probability density function of the
Doppler frequencies can be calculated. This probability density function is
directly proportional to the Doppler power spectral density of the received
in-phase and quadrature signal components, the inverse Fourier transform of
which gives the autocorrelation function of the channel fading coefficient [28].
Given the assumptions of Subsection 2.2.4, for the NLOS case the Dopp-
ler power spectral distribution is completely determined by the maximum
Doppler frequency shift given by equation (2.3), and follows the so called
Jakes power spectral density, or Clarke power spectral density. The LOS case
differs from the above in that the Doppler power spectrum also contains a
component corresponding to the power and Doppler shift of the line-of-sight
signal component. Figure 2.1 illustrates the probability density function of
the Doppler shifts and the corresponding autocorrelation function for the
Rayleigh fading process. The autocorrelation function can be written as
given in reference [28],
rXX(τ) = 2σ20J0 (2πfDτ) ,
where J0(.) is the zeroth-order Bessel function of the first kind. The co-
herence time TC of the fading process is in this work defined as the time
interval that fulfils |rXX(TC)| = 0.5rXX(0). For the above, J0 (2πfDτ) ≈
0.5 ⇔ 2πfDτ ≈ 1.52 [29]. Thus TC ≈ 1.52/(2πfD). It should be noted
that the coefficient 0.5 assumed above is in no way unique, and also other
values could be assigned. However, regardless of the numerical definition, it
is clear that the coherence time is reciprocally proportional to the maximum
Doppler frequency fD.
In practice, the time-variant channel coefficient for small-scale frequency-
nonselective fading can be generated by drawing two sequences of normally
distributed random numbers - or white Gaussian noise - corresponding to
the components of the desired Rayleigh or Rice fading. One way to obtain
the correct autocorrelation for the fading is then to low pass filter both of
these sequences of random numbers according to the Jakes Doppler spec-
trum, producing colored Gaussian noise. Using the filtered sequences as the
real and imaginary components of the complex fading coefficient results in
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Figure 2.1: Probability density function for Doppler frequency shifts corre-
sponding to the Jakes power spectral density (upper plot), and the corre-
sponding autocorrelation function (lower plot).
approximately the desired probability distribution and autocorrelation de-
scribed above. Non-ideality arises with this approach mainly from the fact
that neither white Gaussian noise nor ideal filters can be realized exactly. [28]
In modeling small-scale fading as described above, the mean and auto-
correlation function are typically kept constant, which means that the fading
process is wide-sense stationary as defined in Subsection 2.2.3. It is clear
that the mean value of the small-scale fading is dependent on medium-scale
fading, and thus the assumption of wide-sense stationarity is not generally
valid. However, as stated in reference [28], it has been empirically found
that small-scale fading can be approximated as a WSS process for short
distances (of order tens of wavelengths).
2.4 WSSUS Models for Frequency-Selective Fad-
ing
2.4.1 Basic Principles
If the range of propagation delay times from the transmitter to the re-
ceiver is not negligible compared to the symbol duration of the transmitted
signal, additional distortions of the received signal, such as intersymbol in-














Figure 2.2: Elliptical scattering zones and a corresponding power delay pro-
file.
frequency-nonselective fading models described in the previous Subsection
are not generally sufficient to describe the channel.
Adhering to the assumptions given in Subsection 2.2.4, a physical basis
for modeling a frequency-selective channel can be found in the ellipses model
illustrated for example in references [21,28]. In this simplified representation
of the scattering environment the transmitter and receiver are thought to be
at the focal points of elliptical scattering zones, where each ellipse - or set
of points with a fixed value for the sum of distances to the transmitter and
receiver - defines the geometries of all propagation paths corresponding to
a given propagation delay value. This principle is illustrated in Figure 2.2.
Thus it is possible to consider the signal components corresponding to each
discrete delay value as sums of large numbers of scattered signals with uni-
form distributions for the angle of arrival at the receiver. This in turn makes
it possible to determine the time-variant fading coefficient for each discrete
delay value as specified in the previous Subsection for frequency-nonselective
fading.
Frequency-selective channel models are typically implemented as FIR
filters with time-variant complex coefficients by selecting Nt fixed discrete
delay values corresponding to the nonzero filter coefficients. The average
power for each of the Nt delayed signal components is selected according to
a specific power-delay profile (PDP). Given the average powers of each of
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the nonzero components of the FIR filter, the time-variant complex values
for the filter coefficients are generated as WSS fading processes, as described
in the previous Subsection. The Nt discrete scattering components of the
channel are typically defined to be statistically uncorrelated, which leads to
the denomination wide-sense stationary uncorrelated scattering (WSSUS)
models.
The parameters that characterize a WSSUS channel model according to
a given transmission scenario are the PDP, the number and delays of the
discrete filter coefficients, or taps, and the types of fading processes and
Doppler spectra applied for the individual taps. Typically the continuous-
time power delay profile is selected according to an exponential decrease
of received signal power as a function of the propagation delay, although
sometimes also mixtures of exponential distributions are used. Further-
more, the tap amplitudes are most commonly modeled as Rayleigh fading
processes, with possibly a short-delay component defined as line-of-sight,
and thus Rice distributed. The Doppler spectra for the independent tap
fading processes are typically assumed to have the Jakes distribution, al-
though for long-delay components, or far echoes, Gaussian power spectral
densities have been found more accurate in some cases [28].
2.4.2 Definitions
For a channel with a continuous exponential power delay profile of the form
S(τ) = 1α exp
(− τα
)
, τ > 0, α > 0, the mean delay is obtained as τ = α,
and the delay spread SD as the square root of the second moment S2D = α
2.







which gives a measure of the correlation of the fading for a frequency separa-
tion of f Hz. The coherence bandwidth BC is in this work defined - similarly
to the coherence time TC considered in the previous Section - as the fre-
quency interval that fulfils |ψ(BC)| = 0.5ψ(0), which is obtained by writing√(
1
α






Again, regardless of the numerical definition it is clear that the coherence
bandwidth is reciprocally proportional to the delay spread of an exponential-
PDP WSSUS channel. It is also evident that a continuous exponential distri-
bution is characterized by the single free parameter α, which can be selected
according to a given delay spread SD or coherence bandwidth BC . After
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defining the continuous distribution, it still remains to determine a discrete
power-delay profile that sufficiently describes the selected distribution.
A discrete power-delay profile consists of sets of propagation delay values
τi, and average scattered signal powers Pi, i = 1, ..., Nt. In the discrete case,















where PT is the total power in the channel, given by PT =
∑Nt
i=1 Pi.
It is not self-evident how the selection of the number of discrete channel
taps Nt and the component delays τi, i = 1, ..., Nt affects the simulation
performance of a WSSUS channel model. In the following Section, this
topic is addressed for simulating orthogonal frequency division multiplexing
(OFDM) signals over channels with single exponential power delay profiles.
OFDM modulation is used as an example, because it is a relevant trans-
mission technique in contemporary communication systems, and the error
performance of OFDM is sensitive to the characteristic properties of mo-
bile wireless communication systems described above. Description of basic
properties of OFDM systems, along with a summary of the effects of specific
channel characteristics in such systems, are given in Appendix A, and are
assumed to be known in the following. Also, noise-related issues relevant
for the simulations performed in the following Subsection are considered in
Section 2.5.
2.4.3 Simulation Study on Selecting Discrete Channel Com-
ponents
Ideally the behavior of a WSSUS channel model would be estimated inde-
pendently of the parameters of the communication system operating over
the channel. To approach this goal, constant values are assigned for the
ratio of the channel delay spread to the time duration of an OFDM sym-
bol (SD/Ts). Thus a rather theoretical OFDM implementation is applied,
where the OFDM symbol duration Ts is determined as a function of the
delay spread of the channel under study. This provides a simple way of nor-
malizing the effect of the delay spread on the simulated error performance
in comparing channels with the discrete channel components selected in dif-
ferent ways.
Furthermore, for non-static channels, the product of the maximum Dopp-
ler bandwidth and the time duration of an OFDM symbol, fDTs, is larger
than zero, which results in a nonzero limit for the bit error rate (BER)
at high carrier-to-noise ratios (CNR) due to intercarrier interference (ICI).
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Figure 2.3: Results of a simulations performed using the WINNER C2 chan-
nel model with a fixed ratio of SD to Ts, and a fixed maximum Doppler
frequency of 162.1505 Hz.
for fDTs should also be fixed, making the maximum Doppler bandwidth for
the considered purpose a function of Ts, and thus also dependent on the
delay spread of the channel for a given number of taps. As an example, the
necessity for such tuning of the maximum Doppler bandwidth is illustrated
in Figure 2.3, where the number of discrete propagation delay components
Nt is increased from 2 to 20 according to the PDP used in the WINNER C2
channel model (selecting always the first Nt taps) specified in reference [31].
The shown BER behavior can be explained as follows: as the number of taps
is increased, the delay spread increases along with the value of Ts, assuming
a fixed value for SD/Ts. Thus, if fD is fixed, fDTs increases along with the
delay spread, which raises the BER floor.
The basic idea in the following analysis is to estimate for a generalized
channel configuration the behavior of the simulated bit error rates as the
number of channel taps increases. More specifically, Nt discrete delay taps
are uniformly distributed between 0 and 1000 ns, with the power of each tap
selected to correspond to the probability density of an exponential distribu-
tion with mean 250 ns. For the Doppler power spectrum of each channel
tap, the Jakes Doppler distribution is applied. Figure 2.4 shows the power
delay profile of one realization of such a randomized channel.
Initially, a static case is considered (fD = 0) with SD/Ts = 0.001, OFDM
cyclic prefix length lcp = 1/4, and 16-point quaternary amplitude modula-
tion (16-QAM) subcarrier modulation with 512 subcarriers and every tenth
subcarrier used as a pilot. It should be noted that with the specified ran-
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Figure 2.4: Power delay profile of one realization of a random exponential-
PDP WSSUS channel.
domized channel, this value for SD/Ts produces OFDM symbol durations
comparable with the symbol duration 91.4 µs defined for a mobile WiMAX
system [32]; the resulting mean value for Ts is 179 µs. The simulations are
performed with 100 realizations of the randomized channel for a fixed aver-
age CNR value and for a range of numbers of channel taps. The distribution
of bit error rates obtained from each set of simulations is then investigated.
For numbers of taps from 4 to 24, it is found that the distributions of
bit error rates from the simulations correspond quite well to normal distri-
butions. This is illustrated in Figure 2.5, where normal probability plots
are given for Nt = 4 and Nt = 24. In a normal probability plot, data can
be considered to follow a normal distribution if the data points follow a line
corresponding to a fitted normal distribution. Similar results were obtained
for intermediate values of Nt. The mean BER values for different numbers
of taps were found to be effectively constant.
Assuming that the BER follows a normal distribution with fixed mean,
the conditional probability of the BER given Nt can be estimated for the con-
sidered transmission parameters by approximating the standard deviation
of the bit error rate as a function of Nt. Figure 2.6 shows estimated condi-
tional probability distributions for the BER with 16-QAM, carrier-to-noise
ratios 20 and 30 dB. This example illustrates the reduction in uncertainty
of the simulated error rate as the number of taps is increased. Using this
kind of analysis, the probability of a model with Nt randomly selected taps
producing a given bit error rate for a specific system configuration can be
determined.
Figure 2.7 shows bit error rate intervals within which the simulated BER
falls with a 95 % probability assuming a random exponential PDP channel
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Figure 2.5: Normal probability plots for the BER of uncoded 16-QAM,
fD = 0, CNR = 20 dB.
Figure 2.6: Approximated probability distributions for the BER conditioned
on Nt for uncoded 16-QAM, fD = 0, CNR = {20, 30} dB.
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Figure 2.7: 95 % confidence intervals for the BER of a random channel
compared to predefined channels, estimated for various signal constellations,
average carrier-to-noise ratios and relative maximum Doppler shifts.
model with Nt taps as described above. Several examples with different
average bit error rates and system parameters are shown. Bit error rates
obtained using predefined channel models with different numbers of taps are
also plotted in the Figure. These are implemented by taking the tap delays
and average powers from the WINNER C2 model, the ITU Pedestrian B six-
tap channel model [33], and the COST 207 four-tap rural area model [34],
and assuming the Jakes distribution for the Doppler power spectrum of each
channel tap. The obtained results suggest that selection of the tap delay
values τi is not crucial in determining the BER performance of the considered
OFDM transmission, since for all of the transmission parameters considered,
each of the predefined channel models produces error rates that fall within
the range of BER values produced with a 95 % probability using a PDP
with randomly selected tap delays. It should be noted that in this study,
non-site-specific models are assumed, where there is no specific assumption
of clustering for the channel tap delays. In scenarios, where site-specific or
measurement-based models are applied, it may be necessary to account for
clustering, as considered for example in reference [35] for measurement-based
indoor multiple-input multiple-output channel models.
In general, increasing the number of taps reduces the variation of error
rates produced by a set of channels with randomly selected tap delays. If the
objective is to ensure relatively consistent results by increasing the number
of taps, it is relevant to investigate the gain of increasing Nt. It should be
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Figure 2.8: Standard deviation of the bit error rate as a function of Nt,
relative to the BER std at Nt = 4, averaged over a large set of system
parameters.
noted that for increasing simulation efficiency, the number of taps should
be kept as small as possible, because the number of computations required
to generate the channel coefficients increases linearly with Nt. Figure 2.8
illustrates the decrease of the standard deviation of the bit error rate as the
number of channel taps is increased for the random exponential channel pro-
file. The shown values are relative to the standard deviation at Nt = 4, and
are averaged over a set of system parameter combinations, where quaternary
phase-shift keying (QPSK), 16-QAM, and 64-QAM modulations were used,
both uncoded and using a convolutional code with code rate 1/2. Carrier-
to-noise ratios ranged from 5 dB to 30 dB; the values 0.001, 0.01 and 0.1
were used for fDTs, and the values 0.001 and 0.01 for SD/TS . From this
example it can be seen that on average, increasing Nt from 4 to 8 decreases
the relative standard deviation of the simulation results by approximately
40 %, while increasing Nt from 8 to 16 results in an approximately 20 %
additional decrease compared to the reference value. Furthermore, increas-
ing the number of taps from 16 to 24 decreases the relative BER standard
deviation by less than 5 % of the value at Nt = 5.
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2.5 Additive Noise
As mentioned in the beginning of this Chapter, distortions in typical wire-
less channels can be divided into multiplicative and additive components.
In the previous Sections, multiplicative distortion - or fading - has been
considered. In the following, some remarks and relevant results concerning
additive distortion - also referred to simply as noise - are presented.
Additive noise is introduced to a wireless communication system both
from outside sources - such as atmospheric effects, cosmic radiation and
electrical devices - and from internal components of the receiver hardware,
which produce thermal and shot noise [21]. Typically, additive distortion
in a received signal consists of a sum of a large number of independent
components, and is modeled as additive white Gaussian noise (AWGN). In
some cases, the received signal is distorted also by a channel-induced su-
perposition of different components of the useful transmission, or by signals
from other transmission systems. Such distortions are called interference,
and differ from additive noise in that typically some source-specific statis-
tical characteristics of interference are known. Thus interference is not in
all cases best approximated as an additive white Gaussian process. In this
Thesis, relevant interference effects are limited to intersymbol and intercar-
rier interference in OFDM systems. More information on this topic is given
in Appendix A.
In this work, digital data is primarily mapped to binary phase shift key-
ing (BPSK), or various rectangular quadrature amplitude modulation signal
sets (for quaternary phase shift keying, or QPSK, also the notation 4-QAM
may be used). In all analytical calculations, the signal space is assumed to
be sufficiently described by the complex envelopes of the individual signals.
All QAM constellations used in simulations and analyzes are assumed to be
uniform, that is, all adjacent constellation points are assumed equidistant.
Furthermore, all modulation symbols are assumed equiprobable, and when
considering bit error rates, it is assumed that Gray coding is applied in map-
ping data bits to modulation symbols, and minimum distance demodulation
is performed in the receiver. For information on basic modulation methods
and signal-space representations, references [2, 3] are suggested.
In the case of OFDM systems, it is assumed that all samples of an OFDM
symbol in the frequency domain correspond to independently modulated
subcarriers, which are represented by their complex modulation symbol val-
ues. In this work the signal-to-noise ratio (SNR) of OFDM subcarriers is
referred to as the carrier-to-noise ratio, which generally varies both in time
and in frequency. For each OFDM subcarrier, the CNR is equivalent to the
sample SNR defined in the following.
In complex baseband signal-space representations, the effect of additive










Figure 2.9: Left: imaginary component of noise is larger than d/2 - trans-
mitted symbols s0 and s3 will be erroneously decoded either as s1 or s2.
Right: real component of noise is larger than d/2 - transmitted symbols s0
and s1 will be erroneously decoded either as s2 or s3.
ber added to each transmitted modulation symbol value. The real and
imaginary parts of these complex numbers are independent and identically
distributed Gaussian random variables with zero mean and variance equal
to PN/2, where PN denotes the average noise power. In the following, these






If the absolute value of either the real or the imaginary noise component
is larger than half of the Euclidian distance d between adjacent modula-
tion symbols, a transmitted symbol may be erroneously decoded into any
symbol within a complex half-plane, as illustrated in the QPSK example
of Figure 2.9. The probability of either of the independent and identically
distributed noise components having such values can be written as

























where the final expression is given in terms of the cumulative distribution
function of a normalized Gaussian random variable.
For any of the uniform QAM constellations used as examples in this work,
the distance between any pair of neighboring symbols is easily obtained as
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a function of the average - over the set of modulation symbols - transmitted















The average symbol error probability for each of the cases above is obtained
by calculating averages over demodulation error probabilities for the signal
sets as a function of the average signal-to-noise ratio, given by PS/PN =̂λ.








































dx as obtained in equa-
tion (2.6).
The results given above are sufficient to describe the error behavior of
AWGN channels, where additive noise is the only significant distortion in
the received signal, and the average noise and received signal power remain
constant. In fading channels, however, the average power of the received
signal should be considered a random variable as specified in the previous
Sections. Thus, denoting for example the instantaneous signal-to-noise ratio






where R is the Rayleigh distributed channel coefficient amplitude. The








where σ20 is the variance of the Gaussian components used to define the
Rayleigh distribution in Subsection 2.2.1. In simulations, the average power
conveyed by a Rayleigh channel can thus be normalized by selecting σ0 =
1/
√
2. The probability distribution function of ΛR is obtained as presented













Regardless of the model used to describe the physical transmission channel
a given communication system is operated through, it is possible to increase
the computational efficiency of a corresponding system simulation model by
considering abstracted representations of the error behavior of the system.
To be precise, in this context abstraction is defined as an act of general-
ization, where details of a lower abstraction level description are hidden or
ignored to analyze specific properties of a process under inspection. Thus,
by definition, abstracting a system model introduces a tradeoff between the
level of analytical detail and compactness of representation, which is in many
cases directly realizable as computational efficiency of the implementation of
the considered model. In this work the focus is on efficient simulation models
for communication systems, rather than on detailed analysis of system char-
acteristics. Thus hiding, or to some extent even ignoring, analytical detail in
modeling system error behavior is tolerated, given that the abstracted rep-
resentation produces simulation results that agree well with those provided
by a more detailed model.
In this Chapter, the use of finite-state models to approximate commu-
nication channels is considered. In relation to the above, such models can
be considered direct tools for abstraction of analytical channel models. In
Section 3.1, definitions and notations used throughout the rest of this work
in describing finite-state models are presented. In Section 3.2, an example of
a well-known finite-state model that approximates the effects of frequency-
nonselective Rayleigh fading, specified in the previous Chapter, is presented.
In Section 3.3, an extension to modeling frequency-selective fading is sug-
gested. This approach is directly applicable to simulating the error behavior
of OFDM systems, and to the author’s knowledge has not been previously
studied. Derivation of models for block error processes is considered in
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Section 3.4. In Section 3.5, further abstraction of communication channels
through more generic statistical models is considered.
3.1 Definitions and Notations
In the following, the notation {St}t∈T is used for a sequence of random vari-
ables, where for each t ∈ T, St is a random variable taking values in a finite
set S called the state space. Unless otherwise noted, in the following it is
assumed that S = {1, 2, . . . , K}. The index t is interpreted as an expression
for time, thus St is considered to describe the state of a stochastic process
at time t. Furthermore, it is assumed that the index set T is countable
(more specifically, that T = {0, 1, ...}), limiting the study to discrete-time
stochastic processes.
An m-th order Markov chain is a discrete-time stochastic process, whose
state at a given time is dependent only on the previous m states, or the








St = u|{Si = vi}t−1i=t−m
)
However, by simply redefining the state space, m can be reduced to 1 without
loss of generality. [36]
The one-step state transition probabilities P (St = j|St−1 = i) , n > 0,








aK1|t · · · aKK|t

 .
If this transition probability matrix is stationary, i.e. independent of t, the
Markov chain is called homogenous. [37] In such cases the time index is
omitted from the expressions for state transition probabilities given above.
Unless otherwise stated, time-homogenous Markov chains are assumed in
the following. Furthermore, all transition probability matrices considered
in this work are assumed to be right stochastic matrices, that is, square
matrices where aij ∈ [0, 1]∀i, j, and
∑
j aij = 1∀i.
Similarly to the above, n-step transition probabilities P (St = j|St−n =
i), t, m > 0, i, j ∈ S are denoted as a(n)ij . These give the probability that a
process in state i will be in state j after n state transitions. According to
the Chapman-Kolmogorov equations, these probabilities can be calculated
using the one-step transition probability matrix as
A(n) = An, (3.1)
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that is, by multiplying the one-step transition probability matrix by itself
n times. If ∀i, j ∈ S ∃ n : a(n)ij > 0, the Markov chain is said to be
irreducible. [38]
A state i ∈ S is said to be recurrent if, starting in state i, the probability
of the process re-entering state i is 1. If the expected time until the process
returns to state i is finite, the state is said to be positive recurrent. In a finite-
state Markov chain, all recurrent states are positive recurrent. Furthermore,
a state has period d if a(n)ii = 0 when n is not divisible by d, where d
is the largest integer with this property. If d = 1, the state is aperiodic.
Positive recurrent, aperiodic states are called ergodic. For an irreducible
ergodic Markov chain, limn→∞ a
(n)
ij =̂πj exists and is independent of i. Now
the limiting probability vector for the states of the considered process ~π =




where ~1 = (1 . . . 1)T . It should be noted that the elements of ~π equal the
long-run proportions of time that the process will be in each state. [38]
Let {Yt}t∈T be a discrete-time stochastic process taking values in a set
Y, called the observation space. Unless otherwise stated, it is assumed that
Y = {c, e}, where the symbols c and e correspond respectively to correct
and erroneous transfer of specific information symbols. Let y ∈ Y denote
the value of Yt at a given time index. Yt is now defined to be dependent
only on St with conditional probability bt(y|s) = P (Yt = y|St = s) for any
given state s and time index t. Assuming that {Yt}t∈T are conditionally in-
dependent, that the distribution of Yt is time-invariant and for any specific
time index k, Yk is dependent on {St}t∈T only through Sk, the discrete-time
bivariate random process {(St, Yt)}t∈T is called a Hidden Markov Process
(HMP). Note that when a HMP is used to model for example a communica-
tion channel, the term hidden Markov model (HMM) may be equivalently
applied. [39] Now the joint probability of state transition and observation y,
defined as P (St = j, Yt = y|St−1 = i), can be written in matrix form as
P(y) = AB(y),
where B(y) = diag(b(y|1), . . . b(y|K)) [40]. Again, the time indexing is omit-
ted from the conditional observation probabilities due to the assumption of
time invariance.
If ∀s ∈ S : b(y|s) ∈ {0, 1}, {(St, Yt)}t∈T is called an Aggregated Markov
Process (AMP). Note that while in this case there is a deterministic mapping
from each state in S to a corresponding observation symbol, this mapping
is not bijective, i.e. the state sequence of the underlying Markov process
can not be unambiguously determined from the observation sequence. Thus
aggregated Markov processes are a subclass of hidden Markov processes. [39]
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3.2 Finite-State Modeling of Rayleigh Fading Chan-
nels
In [41], Wang and Moayeri propose a finite-state model for a Rayleigh fad-
ing channel. The authors use the term finite-state Markov channel (FSMC),
which will also be used in this work - other terms used for this model are
Wang model (used for example in reference [36]), and amplitude-based finite-
state Markov chain (AFSMC, [42, 43]). This model provides an illustrative
example of utilizing hidden Markov models for simulating errors in a com-
munication channel, and also serves to combine several issues presented in
previous Sections.
The FSMC is based on partitioning the received signal-to-noise ratio ΛR
of a single-link wireless communication system, operating over a Rayleigh
channel, into K intervals, and associating each of these intervals with a
state in a homogenous first order Markov chain. It should be noted that
modeling the time-variant SNR is equivalent to modeling the amplitude of
the Rayleigh fading process - given constant average signal and noise powers,
the instantaneous SNR can be obtained based on the fading process.
Based on the above, the state space of the FSMC is defined S = {1, . . . , K},











dx ∀j ∈ S, (3.3)
where 0 = λ0 < . . . < λK = ∞ are thresholds for the SNR partitions, and
ρ = E[ΛR] is the mean signal-to-noise ratio, which defines the exponential
distribution of the SNR. It should be noted that partitioning the SNR to
obtain best model accuracy is a nontrivial task, as considered for example
in [44]. In this work, equiprobable SNR partitions are selected, which is a
relatively simple approach, but does not give the best performance in terms
of matching the theoretical limiting state probabilities [44].
Furthermore, in [41] the state transition probabilities are determined
based on Nk, the expected number of times per second that the received











where fD is the maximum Doppler frequency as described in Chapter 2.
Assuming that the Rayleigh fading is sufficiently slow that the SNR remains
within a given state for the duration of a transmitted modulation symbol,
and that state transitions are allowed only between neighboring states, the
state transition probabilities are now given as
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aj,j+1 ≈ Nj+1Rt·πj , j = 1, . . . ,K − 1,
aj,j−1 ≈ NjRt·πj , j = 2, . . . ,K,
aj,j = 1− aj,j+1 − aj,j+1, j = 2, . . . , K − 1,
a1,1 = 1− a1,2, and aK,K = 1− aK,K−1,
(3.5)
where Rt is the transmitted symbol rate.
Above, the Markov process {St} was defined to simulate the time-variant
SNR of slow Rayleigh fading. To estimate the performance of a communi-
cation system operating over this channel, the observation process {Yt} is
defined to correspond to the error process after demodulation of a given
modulation scheme at the receiver. It is thus justified to define Y = {c, e},
where c and e correspond to correctly and erroneously received symbols,
respectively. The conditional error probability is thus obtained as
b(e|k) = P (Yt = e|St = k) = P (St = k, Yt = e)












where ps(λ) is the symbol error probability as a function of the signal-to-
noise ratio as given in equation (2.8) for BPSK, QPSK, and 16-QAM. The
probability of correct reception is now b(c|k) = 1− b(e|k).
One motivation for modeling Rayleigh fading using Markov models is the
intractability of multivariate Rayleigh distributions. Obtaining an accurate
finite-state Markov approximation of Rayleigh fading processes would pro-
vide a tool both for efficient simulation and analysis of multivariate fading in
cases where it is impractical to use multivariate statistical models. [42] For
these purposes, it is important for the finite-state approximation to closely
match the statistical properties of the fading to be modeled. In [47], Wang
and Chang propose an information theoretic metric to show that the first-
order Markov chain presented in [41] is sufficient to accurately model a slow
Rayleigh fading process. The authors consider the average mutual informa-
tion between the amplitude of a received symbol at a given time instant and
the amplitudes of two previous symbols, and find that the contribution of
channel symbols other than the immediately preceding one is negligible.
However, in [43] Tan and Beaulieu show that the measure used in [47] is
insufficient to indicate the first-order Markov property. The results of [47]
indicate only that a second-order Markov model for the considered slow fad-
ing is marginally better than a first-order model, but do not guarantee that a
higher order Markov chain would not produce more accurate results. In [43],
the authors also show that the autocorrelation of the above described first-
order Markov approximation is of exponential form and does not generally
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match that of the Rayleigh fading process. This means that the consid-
ered Markov model is best applicable in modeling slow fading over a limited
number of samples, where the effect of the autocorrelation mismatch is neg-
ligible. This is stated also in [48], where the authors address the question of
fitting the autocorrelation function of Rayleigh fading using Markov chains
with order larger than one.
In [49], Bergamo et al. propose a two-dimensional Markov chain model
for a Rayleigh fading process, where the state space is determined based on
both the amplitude and the rate of change of the fading envelope. The au-
thors show that improvement in simulation accuracy over a one-dimensional
model is obtained, but do not give analytical expressions for determining
the model parameters, which are in [49] obtained by simulation analysis.
In [42], Carruthers and Beaulieu further analyze the two-dimensional model,
and also provide expressions for the model parameters, which, although not
possible to solve in closed form, can be estimated using numerical methods.
The authors show that significant improvement in the model autocorrelation
accuracy compared to a one-dimensional first-order Markov chain can be ob-
tained, but even a two-dimensional first-order Markov chain is not sufficient
to accurately match the theoretical autocorrelation function of a Rayleigh
fading process.
3.3 Finite-State Modeling of Frequency-Selective
Fading Channels for OFDM Systems
In the following, a set of finite-state models is used to simulate transmission
of OFDM symbols over a frequency-selective Rayleigh-fading WSSUS chan-
nel. The considered model is an extension of the simple finite-state model
for Rayleigh fading of [41], presented in the previous Section. Thus all the
model accuracy issues such as the inaccurate autocorrelation behavior of the
model with long simulation times compared to the channel coherence time
are relevant also for the model considered in the following. However, it is a
straightforward task to apply any of the improvements to the model of [41]
presented for example in references [42–44, 49]. In the following, only the
simple approach of [41] is first considered to estimate the relevance of the
suggested model.
3.3.1 Preliminaries
The main initial assumption for the model to be considered is that the
coherence bandwidth BC of the channel should be larger than the OFDM




for the coherence band-
width, given in equation (2.4) is assumed in the following. As considered in
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Appendix A, this is typically required for the operation of an OFDM sys-
tem, and is thus not a major limitation for the simulation model. Assuming
a frequency-selective channel with an exponential continuous power delay
profile and Rayleigh faded scattered components with the Jakes Doppler
spectrum, the channel can be constructed based only on the delay spread
SD and maximum Doppler frequency shift fD, as described in Chapter 2.
In the following, the parameters for a finite-state channel model are selected
based on SD and fD.
In an OFDM system, the frequency spreading caused by the Doppler
effect removes the perfect orthogonality of the subcarriers, thus generating
inter-carrier interference. The resulting carrier-to-interference ratio (CIR)
for a given subcarrier is dependent on its location within the frequency band
occupied by the OFDM signal. Indexing the subcarriers according to their
frequencies from the lowest to the highest, the CIR for subcarrier k - denoted












where Nsc is the total number of subcarriers, and fD is the maximum Dopp-
ler frequency. It should be noted that the subcarrier-specific ICI values
are generally not independent and identically distributed complex Gaussian
variables. However, in the following the ICI is treated as additive complex
Gaussian noise. As shown in [30], this assumption slightly raises the bit
error rates with high carrier-to-noise ratios.
3.3.2 Model Description
Assuming a WSSUS channel model with each of the delay components in-
dependently Rayleigh faded and a sufficiently wide coherence bandwidth
as specified above, each OFDM subcarrier can be modeled as a frequency-
nonselective Rayleigh fading channel [30]. The correlation between the fad-
ing over two subcarriers is dependent on the subcarrier frequency spac-
ing as given in equation (2.4). In the following it will be assumed that
the fading is uncorrelated for subcarriers with distance in subcarrier index
Ncoh = bBcTsc, that is, the maximum integer number of subcarrier fre-
quency separation intervals within the given coherence bandwidth (here b.c
signifies rounding down to the nearest integer).
Given the assumption above, it is possible to select d NscNcoh e (where d.e
signifies rounding up to the nearest integer, and Nsc is the number of sub-
carriers in the OFDM signal) independently faded subcarriers, equidistant
at intervals of Ncoh subcarriers within the total OFDM bandwidth. As-
suming that the first selected subcarrier is the one with index number 1,
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the following steps are performed to simulate transmission of Nsymb OFDM
symbols over a frequency-selective WSSUS channel with maximum Doppler
frequency fD and average carrier-to-noise ratio (excluding ICI) ρN :
I Generate independent state sequences {St}i, where t = 1, ..., Nsymb
and i = 1, ..., d NscNcoh e+1, using a Markov chain approximation as given
in equations (3.3)-(3.5) of Section 3.2. For the average CNR of the

















Nsc − (i− 1)Ncoh
Nsc∑
k=(i−1)Ncoh+1
ρI(k), i = d Nsc
Ncoh
e.
ρI(k) is given in equation (3.6). Use the above given last value of
ρI,i also for St,d Nsc
Ncoh
e+1. The output at this point can be presented
as a Nsymb by d NscNcoh e + 1 matrix of state values, where each row cor-
responds to one OFDM symbol, and each column corresponds to one
independently faded subcarrier - the last column corresponds to the
highest-frequency subcarrier, and is needed in the following. Note that
the symbol duration needed to calculate Rt in equation (3.5) should
be equal to Ts(1 + lpr), where Ts is the duration of the useful OFDM
symbol, and lpr is the relative cyclic prefix length.
II For each value of t, interpolate Ncoh−1 state values between {St}i and
{St}i+1, i = 1, ..., d NscNcoh e − 1. Interpolate Nsc − (d
Nsc
Ncoh
e − 1)Ncoh − 2
state values between St,d Nsc
Ncoh
e and St,d Nsc
Ncoh
e+1. The output at this
point can be presented as a Nsymb by Nsc matrix of state values.
III For each of the sequences generated in step 1 above, calculate the
observation symbol probabilities as described in Section 3.2. For the
states interpolated between {St}i and {St}i+1, use the probabilities
obtained for the nearest state sequence in step 1, in terms of subcarrier
frequency separation. Generate observation symbol sequences {Yt}j ,
where t = 1, ..., Nsymb and j = 1, ..., Nsc.
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Figure 3.1: Example of frequency-selective fading generated for one OFDM
symbol with 4096 subcarriers using a WSSUS channel model (right-hand
plots) with a given delay spread and the corresponding finite-state model
(left-hand plots) for different values of SD/Ts.
3.3.3 Simulation Results
Simulations were performed using the above described approach with 100
CNR partitions per subcarrier (with interpolation performed using a sym-
metric lowpass filter), 4096 and 8192 subcarriers, BPSK and QPSK subcar-
rier modulations, and various values for the maximum Doppler frequency,
OFDM symbol duration and average carrier-to-noise ratio. Furthermore,
corresponding simulation results were also obtained by simulating an OFDM
system with the given parameters over a deterministic WSSUS channel
model as described in Chapter 2 with 20 discrete delay components and
the channel power delay profile selected according to the WINNER C2
model [31]. Perfect channel estimation was assumed, thus no pilot sym-
bol structure was applied, and random data was assigned to all subcarriers.
Figure 3.1 shows examples of normalized subcarrier CNR values for
one OFDM symbol with 4096 subcarriers obtained using the above de-
scribed finite-state model, compared to the amplitude fading produced by
a frequency-selective WSSUS model. These examples serve to demonstrate
the effect of reducing the coherence bandwidth of the simulated channel,
and show roughly that in this aspect the proposed model behaves similarly
as a corresponding WSSUS channel model.
Figure 3.2 demonstrates the bit error rate behavior of the proposed model
as a function of the mean carrier-to-noise ratio and normalized maximum
Doppler frequency, compared to corresponding simulations of OFDM trans-
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Figure 3.2: Simulated bit error rates for OFDM with 8192 subcarriers, sym-
bol duration 91.4 µs, BPSK subcarrier modulation.
mission over a WSSUS channel. BPSK subcarrier modulation was used with
8192 subcarriers, and SD/Ts ≈ 0.003. (The useful OFDM symbol duration
was again selected as 91.4 µs, corresponding to a mobile WiMAX system.)
In these simulations, the BER produced by the proposed finite-state model
corresponds well to the bit error rate obtained from the simulated OFDM
system. The given simulation parameters were selected to enable compar-
ison with the analytical results of reference [30], and it can be stated that
the obtained results agree well with the reference values.
Figures 3.3 and 3.4, respectively, show sample distributions of lengths of
sequences of consecutive erroneously and correctly received QPSK symbols
obtained by simulating transmission of 1000 OFDM symbols, containing
4096 QPSK-modulated subcarriers each. In these examples, a small Dopp-
ler frequency (fDTs = 0.001) was assumed, with SD/Ts = 0.01 and a 10 dB
average CNR. It can be seen that in this scenario, the considered frequency-
selective finite-state model produces results that agree very well with those
obtained using the WSSUS model with a simulated OFDM system. How-
ever, as illustrated in Figure 3.5, increasing the maximum Doppler frequency
by a factor of 10 (fDTs = 0.01) results in a poorer fit for the observation
symbol distributions. This is most likely due to the slowly decreasing auto-
correlation of the simple FSMC model applied for the individual subcarriers,
which in this example can be seen in the larger probability of long error-free
intervals compared to the WSSUS model.
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Figure 3.3: Sample distributions of simulated QPSK symbol error burst
lengths, fDTs = 0.001, SD/Ts = 0.01.






























Figure 3.4: Sample distributions of simulated lengths of sequences of cor-
rectly received QPSK symbols, fDTs = 0.001, SD/Ts = 0.01.
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Figure 3.5: Sample distributions of simulated lengths of sequences of cor-
rectly received QPSK symbols, fDTs = 0.01, SD/Ts = 0.01.


























Figure 3.6: Example of autocorrelations of QPSK symbol error traces gen-
erated for a sequence of OFDM symbols with 4096 subcarriers using the
considered finite-state model and a WSSUS channel model with a small
Doppler frequency (fDTs = 0.001).
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Figure 3.7: Example of autocorrelations of QPSK symbol error traces gen-
erated for a sequence of OFDM symbols with 4096 subcarriers using the
considered finite-state model and a WSSUS channel model with a moderate
Doppler frequency (fDTs = 0.01).
Figure 3.6 shows the autocorrelations of QPSK symbol error traces (se-
quences of observation symbols as defined in Section 3.1) after parallel-to-
serial conversion of the OFDM subcarrier symbols. In this example, a small
normalized maximum Doppler frequency (fDTs = 0.001) was used. The
autocorrelation peaks at intervals of 4096 symbols, corresponding to the
number of subcarriers used, indicate correlation between errors from subcar-
riers at the same frequencies in consecutive OFDM symbols. It can be seen
that for this short-duration, low-Doppler example, the proposed finite-state
model and the WSSUS simulation produce similar error sequence autocor-
relations.
Figures 3.7 and 3.8 show error sequence autocorrelations for moderate
and high normalized maximum Doppler frequencies, respectively. In these
examples, 10 OFDM symbols are simulated, and the autocorrelation peaks
corresponding to the time correlation between the symbols are marked in
the Figures. It can be seen that, as expected based on the comments of
Section 3.2, the autocorrelation accuracy of the proposed model decreases
as the normalized Doppler frequency is increased. A straightforward im-
provement to the considered approach would be obtained by incorporating
the improved FSMC model with more accurate autocorrelation properties
described in [42]. This would also result in more complicated parameter
41






























Figure 3.8: Example of autocorrelations of QPSK symbol error traces gener-
ated for a sequence of OFDM symbols with 4096 subcarriers using the con-
sidered finite-state model and a WSSUS channel model with a high Doppler
frequency (fDTs = 0.1).
estimation and model structure. In the following Subsection, it is observed
that in the considered application, reducing the number of states used in
the model already improves its accuracy.
3.3.4 Improving the Autocorrelation Properties of the Model
To obtain the results presented in the previous Subsection, the proposed
frequency-selective finite-state model was applied using sets of FSMC models
as described in Section 3.2 with 100 CNR partitions for each of the indepen-
dent model realizations. Using a large number of CNR partitions provides
a relatively detailed approximation of the frequency-dependent carrier-to-
noise ratio as illustrated in Figure 3.1. However, if - as in this work - the
CNR values are not relevant as such, but only for estimating the probability
of error for a given modulation method, then it is possible to considerably
simplify the applied model.
From equation (3.3), it is easily found that dividing the CNR range into
two equiprobable partitions results in the CNR threshold values λ0 = 0,
λ1 = ρ ln 2, and λ2 = ∞, where again ρ denotes the mean CNR. For a



















The expression above is not derived here, as it readily obtained using equa-
tion (4.2), which will be derived in Section 4.1. In the considered case,
π1 = π2 ⇔ a1 = a2 =̂ a. The parameter a is now determined using equa-
tions (3.4) and (3.5), which give a = fDTs
√
2π ln 2. Thus the transition
































where ps(·) is again the probability of symbol error as a function of the
carrier-to-noise ratio. Expressions for this function were given in Section 3.2
for BPSK, QPSK, 16-QAM.
Based on general results given for example in reference [50], the correla-
tion function for the state process defined above is







where m denotes the number of transitions from the origin. For compar-
ison, the normalized autocorrelation of a Rayleigh fading process is given
by the Bessel function of the first kind and zeroth order, as described in
Chapter 2. Figure 3.9 illustrates the correlation function of the state pro-
cess given above, compared to the normalized autocorrelation function of
Rayleigh fading evaluated at integer multiples of the symbol time Ts, or
J0 (2πfD(mTs)) , m = 0, 1, .... The given example corresponds to a high
normalized Doppler frequency fDTs = 0.1. Comparing the correlation func-
tions, it is clear that with the considered finite-state model structure, only
a very limited fit to the Rayleigh fading process is achievable in general.
Despite the limitations of the considered model, it should be noted that
reducing the number of states in the FSMC to two as described above im-
proves the autocorrelation accuracy of the simulated error process, compared
to the results shown in the previous Subsection with 100 states in the FSMC.
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Figure 3.9: Autocorrelation functions of Rayleigh fading and a two-state
FSMC for fDTs = 0.1.
Figures 3.10 and 3.11 demonstrate this improvement by plotting for 100 and
two states, respectively, the autocorrelation peaks - corresponding to con-
secutive OFDM symbols as plotted in Figure 3.8. Furthermore, Figure 3.12
shows how reducing the number of states directly improves the fit of the
sample distribution of error gap lengths produced by the finite-state model
compared to the relatively poor results obtained using 100 states illustrated
in Figure 3.5. Finally, to demonstrate that reducing the number of states
does not decrease the accuracy of average error rates produced by the model,
Figure 3.13 shows simulated symbol error rates using BPSK, QPSK, and 16-
QAM for low and high normalized Doppler frequencies (fDTs = 0.001 and
fDTs = 0.1, respectively).
As a side remark, it is noted that the transition probability matrix for
the two-state process described above can also be defined to approximate
the correlation of Rayleigh fading at a given fixed delay from the origin.
For example, as considered in Section 2.4, J0 (2πfDτ) ≈ 0.5, when 2πfDτ ≈
1.52. Thus the minimum integer number of symbol periods Ts required for
the value of the autocorrelation function to be reduced by half is obtained
as
k = d 1.52
2πfDTs
e.
Setting for the considered two-state process the condition rXX(k) = 0.5, the
parameter required for determining the transition probability matrix A is
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FSM peaks, CNR 5 dB
WSSUS peaks, CNR 5 dB
FSM peaks, CNR 10 dB
WSSUS peaks, CNR 10 dB
FSM peaks, CNR 20 dB
WSSUS peaks, CNR 20 dB
Figure 3.10: Autocorrelations of QPSK symbol error traces generated for
a sequence of OFDM symbols with 4096 subcarriers, with a high relative
Doppler frequency (fDTs = 0.1), using an FSMC with 100 states and a
WSSUS channel model.























 FSM peaks, CNR 5 dB
WSSUS peaks, CNR 5 dB
FSM peaks, CNR 10 dB
WSSUS peaks, CNR 10 dB
FSM peaks, CNR 20 dB
WSSUS peaks, CNR 20 dB
Figure 3.11: Autocorrelations of QPSK symbol error traces generated for
a sequence of OFDM symbols with 4096 subcarriers, with a high relative
Doppler frequency (fDTs = 0.1), using an FSMC with two states and a
WSSUS channel model.
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Figure 3.12: Sample distributions of simulated lengths of sequences of
correctly received QPSK symbols using a two-state FSMC with fDTs =
0.01, SD/Ts = 0.01.












































































Figure 3.13: Symbol error rates using a two-state FSMC with fDTs = 0.1
and fDTs = 0.001. The solid lines correspond to simulations using a WSSUS








However, this approach was not found to produce better results than deter-
mining the parameter using equations 3.4 and 3.5 as described above.
It is relevant to consider why reducing the complexity of the FSMC model
in this case improves its accuracy. An explanation for this can be found in
that the model was originally defined to approximate slow fading. This
was used as a justification for allowing transitions only between neighboring
states. It is clear that when the maximum Doppler frequency and number
of states are increased, this approximation becomes increasingly inaccurate,
and the state process fails to model rapid changes of the signal-to-noise
ratio. As described in the end of Section 3.2, taking into account the rate
of change of the fading process is indeed the basis for the improved FSMC
model considered in references [49] and [42]. Also, it is clear that with two
states in the model, assuming transitions only between neighboring states
is irrelevant.
From the results shown above it can be concluded that a two-state
FSMC, applied as described in Subsection 3.3.2, is a promising tool for fast
simulation of OFDM transmission over frequency-selective fading. Imple-
menting the model was found to be considerably simpler than implementing
a simulated OFDM system over a WSSUS channel - especially given that
closed-form expressions for all the finite-state model parameters are read-
ily obtained as described above. Furthermore, although formal complexity
analysis was not performed, the simulation time required for the proposed
finite-state model was found to be of order 1–10 % of the time required to
simulate transmission of the same amount of data using a WSSUS model.
The model considered above will not be studied further in this Thesis.
The focus in subsequent Sections will shift to simulation of errors in longer
data blocks. The aim of such study is to find suitable models for arbitrary
block, packet or frame error processes corresponding to given system pro-
tocol layers, ultimately to provide tools also for efficient high-level system
simulations.
3.4 Threshold Models for Block Error Processes
The WSSUS channel models presented in Chapter 2 are in short an abstrac-
tion for the complicated description of wave propagation between two points
in a two-dimensional environment containing a large number of scatterers.
The finite-state representations of frequency-nonselective and frequency-
selective Rayleigh fading presented in Sections 3.2 and 3.3 are again abstrac-
tions of the WSSUS channel models. In the following, further abstraction is
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considered, starting from the representation of errors in blocks of data con-
taining several consecutive transmitted symbols. Challenges for obtaining
such representations analytically from less abstract models are also consid-
ered.
For purposes of simulating contemporary communication systems, it is
in many cases not necessary to reproduce the bit or modulation symbol error
behavior corresponding to a given communication channel. Such simulation
cases are found most notably for system protocols where transmitted data is
arranged into specific blocks, or packets, and received data blocks containing
any number of errors are discarded. Thus all data blocks can be categorized
either as correct or discarded. Also, for systems where blocks containing
errors are not discarded, it is relevant to estimate which data blocks contain
residual errors after error correction. Typical applications for block error
models include analyzing automatic repeat request schemes, as for example
in references [40, 51], and analyzing system performance at upper protocol
layers, as for example in reference [52].
Continuing with the approach of the previous Sections, it is reasonable
to consider designing efficient simulation models by directly approximating
the relevant block or packet error process based on an underlying fading
model. In the following, examples of block error models are presented, and
the extent to which the parameters for such models may be analytically
determined from underlying channel characteristics is considered. For sake
of consistence, in the following expressions are derived based on a finite-state
Markov channel. However, the considered modeling issues are valid also for
other quantized fading processes.
Data blocks in modern communication protocols typically include error
correction coding that enables recovery of a given amount of erroneous data
within any received data block [2]. Considering data blocks of length lB data
symbols, including an error correction scheme able to correct ne erroneous
symbols, and assuming a constant SNR (denoted in the following as state k
for an FSMC) over the duration of the data block, the block - or residual -









where the notation b(e|k) is used for the conditional symbol error probability
as defined in Section 3.1.
Figures 3.14 and 3.15 show the block error probabilities as a function of
b(e|k) for block lengths 100 and 1000, respectively, assuming various error
correction capabilities. It is evident from these examples that, especially for
large block lengths, a step function can be used to approximate the block
error probability as a function of the constant symbol error probability,
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Figure 3.14: Block error probabilities as functions of the conditional error
probability, lB = 100.
which is directly determined by the fading state over a given data block.
This behavior is the basis for threshold models for block error processes,
considered for example in references [36, 49, 51, 53–56]. More specifically, a
threshold model for a block error process can be obtained by finding the
SNR threshold value ρthr, for which PB = 0.5, assuming a given modulation
scheme. Now, defining the FSMC observation process to represent block
errors, the conditional observation probabilities are
b(e|St ∈ S<) = 1, b(c|St ∈ S<) = 0, b(e|St ∈ S>) = 0, b(c|St ∈ S>) = 1,
where S< and S> are subsets that partition the state space S into states
corresponding to mean signal-to-noise ratios below and above ρthr, respec-
tively.
The output for a threshold model for block errors, obtained from a finite-
state Markov channel as described above, is a deterministic function of the
underlying Markov process, or aggregated Markov process as defined in Sec-
tion 3.1. This modeling approach offers a straightforward method of deter-
mining the parameters for a block error process, as the fading state transition
probability matrix can be defined for a given number of discrete states using
for example any of the FSMC models considered in Section 3.2.
It should be noted that if the assumption of constant fading over a data
block is not valid then the expression for PB given by equation (3.7) becomes
considerably more complicated, as it is necessary to take into account all
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Figure 3.15: Block error probabilities as functions of the conditional error
probability, lB = 1000.
possible joint probabilities of the state and observation sequences over the
duration of a data block. It is thus relevant to investigate the validity of
this assumption. Assuming the FSMC model for Rayleigh fading, an upper
limit for the probability of staying in a channel state for the duration of
lB symbols, denoted Pconst(lB) can be obtained from the n-step transition
probability matrix given in equation 3.1. Averaging these probabilities over
all channel states,




where A is the state transition probability matrix of the FSMC, tr(.) denotes
the trace (sum of main diagonal elements) of a matrix, and K is the number
of states in the model. The above gives an upper limit, because the n-step
transition probability includes state transition sequences where the process
exits and later returns to a given state. Furthermore, as considered in the
previous Sections, the autocorrelation of the fading given by the FSMC
model used in the following evaluation decreases more slowly than that of a
corresponding Rayleigh fading process, thus the probability of staying within
a given SNR range is also higher for the FSMC, especially with large K.
Figures 3.16 and 3.17 show upper limits given by equation (3.8) for
fDTs = 0.001 and fDTs = 0.01, respectively, with different numbers of
states in the FSMC model. Deciding for example that a 95 % average













































































Figure 3.17: Upper limits for P const(lB) with fDTs = 0.01.
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block is sufficient to allow the derivation of a block error model as specified
above, then the examples given in Figures 3.16 and 3.17 clearly show that
such analytical derivation is valid only for a very limited set of simulation
cases, namely very low normalized Doppler frequencies, short block lengths,
and small number of discrete states in the fading model.
The consideration above does not necessarily signify that it is not pos-
sible to find efficient and accurate finite-state block error models for more
general fading scenarios, only that directly deriving the parameters of such
models from underlying analytical channel models may not be generally
tractable. Furthermore, modern communication systems typically contain
interleaving between separate data blocks, along with convolutional coding,
which both result in additional complexity for analytical model derivation.
These considerations motivate the application of more generic finite-state
structures as statistical tools for modeling error processes. More specifically,
this means determining the parameters of predefined - possibly arbitrarily
selected - finite-state structures to provide outputs that match a desired
error process as accurately as possible according to given criteria.
3.5 Statistical Error Models
3.5.1 Statistical Inference for Hidden Markov Models
Aspects of statistical inference for hidden Markov models most relevant to
communication channel modeling as considered in this Thesis can be classi-
fied under three main topics: order estimation, state inference and parameter
inference. To present in detail the mathematics related to these topics is not
of primary relevance for this work; for an in-depth overview, reference [57]
is suggested. However, some comments on the above mentioned topics in
relation to the following subsections are in order.
Widely defined, order estimation concerns the estimation of the most
likely model structure to produce a given observation sequence. This is
an involved and largely open area of mathematical research [57, 58]. For
finite-state channel models not directly derived from underlying, possibly
less abstract, analytical models as considered in Sections 3.2–3.4, analytical
model order estimation is rarely considered. As will be presented in the
following Subsections, determining the structure of a hidden Markov model
for a given communication channel is often performed in an ad-hoc manner,
with solutions justified in qualitative terms or by convenience of fitting the
output of a given model structure to a desired observation sequence. This
will be the case also for the packet error models proposed in Chapter 4 of
this Thesis.
State inference refers to inference for the conditional probability distri-
butions of various subsets of the hidden Markov chain {St}t=0,1,... given a
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set of observations {Yt}t=0,1,..., and a known model structure and parame-
ter values. The goal for this estimation is typically to find the most likely
sequence of hidden states - using for example the Viterbi algorithm [45, 46]
- or the most likely hidden state for each time index - using the forward-
backward procedure [59] as described for example in references [39, 57, 58].
The former case is necessary in decoding convolutionally coded data, while
the latter is relevant for example in parameter inference for hidden Markov
models.
Given a model structure and observation sequence, parameter inference
aims to find the most likely set of parameters for the model to produce the
specific output sequence. Typically for hidden Markov models this means
finding the hidden state transition probabilities, the conditional observation
symbol probabilities and the initial state probability distribution. Gener-
ally, a maximum likelihood solution can be obtained using the Baum-Welch
algorithm as described for example in [58], or a modification thereof [60,61].
These algorithms apply the forward-backward procedure for state inference
mentioned above. Maximum likelihood parameter inference will not be con-
sidered in detail in this work; it is considered sufficient to note that for
any given finite-state hidden Markov model and observation sequence, well-
known solutions to this problem exist and can be found for example in the
specified references.
3.5.2 Gilbert-Elliott Model
The Gilbert-Elliott model, based on the work of Gilbert [62], and a modi-
fication by Elliott [63], is a simple hidden Markov model with state space
SGE = {1, 2} and observation space YGE = {c, e} as defined in Section 3.1.
It is probably the most widely used stochastic model for communication
channels with memory; references applying the Gilbert-Elliott model are
for example [64–73]. To relate the model to the considerations of previous
Sections, selecting two SNR states for a finite-state Markov channel - with
arbitrary selection of the SNR threshold separating the states - will produce
a Gilbert-Elliott model. For wireless channels, this description corresponds
directly to the typical qualitative description of the Gilbert-Elliott model
as describing a communication channel that is at any given time index ei-
ther in a good state corresponding to a low error probability, or in a bad
state corresponding to a higher error probability. Furthermore, considering
a FSMC with two states, where the SNR threshold is chosen to be ρthr as
specified in Section 3.4, a threshold model for block errors can be obtained,
which corresponds to a special case of the Gilbert-Elliott model, where the
conditional observation symbol probabilities are quantized to 0 and 1. How-
ever, as will be considered in more detail in Chapter 4, this is generally not
a very accurate model for packet error processes.
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Figure 3.18: State diagram for a Gilbert-Elliott model and an equivalent
AMP.
It should be noted that any finite-alphabet HMP can be described as
an aggregated Markov process with an augmented state space [39]. It is
thus possible to speak of equivalent models, where equivalence means that
the probability of any observed output sequence, conditioned on the model
structure, is the same for each model [60]. Since in the remainder of this
Thesis the main focus will be on the use of specific aggregated Markov
processes as communication channel models, it is relevant to determine the
AMP equivalent to a given Gilbert-Elliott model.
Consider a four-state AMP with state space SAMP = {1, 2, 3, 4}, where
the observation symbol for states 1 and 2 is c and the observation corre-
sponding to states 3 and 4 is e. Figure 3.18 shows the state diagrams for
the Gilbert-Elliott model and the considered aggregated Markov process.
Now as an example of calculating the transition probabilities for the AMP
based on the Gilbert-Elliott model, the probability of remaining in state 1
(denoted a11,AMP , assuming temporarily a subscript notation to indicate
the model a parameter corresponds to) can be written as
a11,AMP = P (St,AMP = 1|St−1,AMP = 1) .
The equivalent probability for the Gilbert-Elliott model (defining that state
1 of the AMP corresponds to observation c in state 1 for the Gilbert-Elliott
model) can be written by definition as
P (St,GE = 1, Yt,GE = c|St−1,GE = 1, Yt−1,GE = c)
= P (St,GE = 1, Yt,GE = c|St−1,GE = 1)
= P (Yt,GE = c|St,GE = 1, St−1,GE = 1)P (St,GE = 1|St−1,GE = 1)
= P (Yt,GE = c|St,GE = 1)P (St,GE = 1|St−1,GE = 1)
=̂bGE(c|1)a11,GE .
Above, conditional independence of the HMP observation sequence was used
to proceed from the initial expression. Using similar probabilistic reasoning,
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the transition probability matrix of an AMP equivalent to a given Gilbert-




b(c|1)a11 b(c|2)(1−a11) b(e|1)a11 b(e|2)(1−a11)
b(c|1)(1−a22) b(c|2)a22 b(e|1)(1−a22) b(e|2)a22
b(c|1)a11 b(c|2)(1−a11) b(e|1)a11 b(e|2)(1−a11)
b(c|1)(1−a22) b(c|2)a22 b(e|1)(1−a22) b(e|2)a22

 ,
where for clarity the transition and observation probabilities inside the ma-
trix are not explicitly notated as corresponding to the Gilbert-Elliott model,
although this is of course the case.
The above considered AMP representation for the Gilbert-Elliott model
is relevant also for model parameter inference. As considered by Turin and
Sondhi in [61], the Baum-Welch reestimation procedure can be realized ef-
ficiently using matrix operations on the transition probability matrix of an
AMP. Furthermore, in [60], Sivaprakasam and Shanmugan consider further
equivalent forms for the AMP transition probability matrix, where proba-
bilities of transition between states corresponding to the same observation
symbol are set to zero. This results in a partially diagonal transition prob-
ability matrix, which allows for an even more efficient realization of the
Baum-Welch algorithm.
3.5.3 Fritchman Model
The model proposed by Fritchman in [74] can be defined as an aggregated
Markov process with an arbitrary number of states and a binary observa-
tion space. For this rather generic class of models, Fritchman derives the
probability distributions of lengths of sequences of consecutive observation
symbols, and considers the capacity of a communication channel represented
by such models. The author then proceeds to explicitly determine the chan-
nel capacity for a special case with only a single error state in the model.
Finally, Fritchman presents simulation results using a simplified model struc-
ture with a single error state, an arbitrary number of error-free states, and
no transitions between error-free states. This approach has subsequently
been called the simplified Fritchman model, or in some references simply
the Fritchman model. As an example, the transition probability matrix for
a simplified Fritchman model with N error-free states and one error state




α1 0 0 1− α1
0
. . . 0
...
0 0 αN 1− αN






From this representation it is evident that the model can be completely
determined by selecting the probabilities of transition to the error-free states.
In Chapter 4, statistical properties for a more general class of finite-state
models that includes the above as a special case are derived.
The simplified Fritchman model is useful for simulating channels where
the error burst lengths can be characterized by a single exponential distri-
bution, and the more complicated distributions of error gap (sequence of
consecutive correctly received data units) lengths can be approximated us-
ing mixtures of exponential distributions. For mobile radio channels, this is
in many cases a reasonable assumption - see for example Figures 3.3 and 3.4
- especially with low error rates. This, along with the relative simplicity
of determining the simplified Fritchman model parameters accounts for the
popularity of the model for simulating wireless mobile channels. Some ex-
ample applications can be found in references [65,67,72,73,75–77].
The simplified Fritchman model is an example of a renewal model, where
the observation symbol burst lengths are independent and identically dis-
tributed for a given observation symbol (since in this case there are two
observation symbols, the term alternating renewal process [78] can also be
used). Thus the model parameters can be obtained simply by fitting the the-
oretical run length distributions of the model with sample distributions ob-
tained from measurements or simulations. The parameters (transition prob-
abilities) for the error-free states are typically obtained from measured or
simulated distributions using empirical procedures such as curve fitting [74]
or gradient-based methods [65].
As noted in [1], while this model is applicable to discrete channels with
simple error burst length distributions, it is not generally adequate for char-
acterizing complex burst error patterns, which would require additional error
states - examples of such situations are considered in Chapter 4. Generally
in such cases it is difficult to obtain the model parameters from measured
observation symbol burst length distributions alone, and typically it is con-
sidered necessary to apply more complex parameter estimation methods such
as the Baum-Welch algorithm, or for example basis sequence estimation as
suggested by Pimentel and Blake in reference [67], where this parameter
estimation approach is implemented also for the Gilbert-Elliott model.
In Chapter 4 a finite-state structure is considered, which retains the
renewal property of the simplified Fritchman model while allowing for ar-
bitrary numbers of good and bad states in the model. This enables simple
estimation of the model parameters from measured observation symbol burst
length distributions, but includes the possibility to account also for scenar-
ios with more complicated error burst distributions. Furthermore, analytical
expressions for obtaining the parameters of specific models are also given in
Chapter 4. Before continuing to these topics, some examples of other re-
cent error modeling approaches are given in the following Subsection. This
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treatment is not intended to be a comprehensive overview of the develop-
ment of stochastic channel models, but rather to provide references to other
approaches applicable for the considered task of efficient modeling of packet
error processes.
3.5.4 Other Statistical Models
Several useful basic structures of generative and descriptive channel mod-
els are reviewed in [79]. These include for example the classical Gilbert-
Elliott and Fritchman models considered above. Less frequently used struc-
tures described in [79] include for example the infinite-state slowly spreading
chain [80], a finite-state variant of which was recently applied by Tralli and
Zorzi in [52] to model the block error process in a wideband CDMA system.
Other recent generative models for packet channels are presented for ex-
ample in [36], where the Babich and Lombardi extend the Markov model for
Rayleigh fading of [41] to modeling block failure processes in slow Ricean
fading, and in [81], where Konrad et al. present an algorithm for analyzing
and reproducing statistical properties of measured packet error traces. Fur-
thermore, in [82], Zhu and Garcia-Frias apply models based on stochastic
context-free grammars in describing communication channels with bursty
error behavior; this model would also seem suitable for modeling packet
errors. It is notable that the latter two models require applying the given
algorithms with specific empirical data for approximating statistical proper-
ties of the given measurement, while the approaches used in [36, 41, 52] are
similar to the underlying principle of the models presented in the next Chap-
ter of this Thesis, where the goal is to parameterize the described packet
error models using characteristics of an underlying physical channel.
There exist numerous examples of modeling communication channels
using renewal models, where typically the objective is to fit the indepen-
dent run length distributions of a model to sample distributions obtained
from measurements. Such examples span from the classic Gilbert [62] and
simplified Fritchman models [74] to more recent studies, including the wide-
band code division multiple access (WCDMA) block error model of [52], the
four-state run length model considered by McDougall et al. in [83], applying
Weibull distributions to approximate sample run length distributions as pro-
posed by Karner and Rupp in [84], and applying half-normal distributions as
considered by the author in [12]. Notably, the Gilbert, simplified Fritchman,
and WCDMA model proposed by Tralli and Zorzi [52, 62, 74] may be used
for matching run length distributions for either error or error-free runs, but
generally not both. The four-state run length model of [83] is structurally
identical to a specific realization of the models described in Chapter 4 of
this Thesis - the four-state run length model was also originally one moti-
vation for considering the class of models specified in this work - but the
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authors do not give analytical results on derivation of the model parameter
values to achieve good simulation performance. The approach of [84] seems
suitable for a wide range of applications due to the flexibility of the Weibull
distribution. However, the authors do not consider determining the model
parameters as functions of physical reception conditions.
In the following Chapter, finite-state error models are considered, which
can be thought of as efficiently realizable alternating renewal processes with
exponential mixture distributions. On the other hand, the models can be
considered as generalizations of the simplified Fritchman model as specified
in the previous Subsection. Finally, the four-state error model applied in
Chapters 4 and 5 of this Thesis can also be treated as an aggregated Markov
process related to the Gilbert-Elliott model, but with a state structure con-






As presented in the previous Chapter, any discrete HMM can be modified
into an equivalent AMP by increasing the number of states. Furthermore,
in [60] the authors show that, assuming certain mild conditions on the tran-
sition probability matrix of an aggregated Markov process, a unique equiva-
lent model can be obtained, where transition probabilities within a group of
states corresponding to a given output symbol are represented by a diagonal
matrix. In this Chapter such models are considered. According to [60] this
partial diagonality of the state transition matrix is not a major limitation
on the generality of a model. However, as defined in Section 4.1, rather
strict conditions on the transition probabilities between state groups are
also assumed, which does restrict the generality of the considered models.
In Section 4.4, effects of these limitations on the performance of the defined
models are evaluated.
The main contribution of this Chapter is to provide practical and effi-
cient packet error models that allow approximating the model parameters
according to time-variant reception conditions as indicated by the received
signal strength and receiver velocity. To facilitate the implementation of
these models, straightforward procedures are given for calculating the model
parameters. The usefulness of the discussed models is considered in simulat-
ing mobile reception using digital video broadcasting for handheld devices.
In this case the packet channel models describe the behavior of transport
stream packets entering the DVB-H link layer. Relevant properties of the
DVB-H system are described in Appendix B.
The Chapter is organized as follows. First, in Section 4.1, the consid-
ered class of finite-state models is described, and expressions for specific
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properties of models in this class are derived. These properties are then
used in Section 4.2 to determine the parameters for three simple models. In
Section 4.3, measured DVB-H error traces are described and subsequently
utilized in simulations in Section 4.4 to evaluate the accuracy of the con-
sidered models. In Section 4.5 an approach to parameterizing the models
according to the average CNR and maximum Doppler frequency of the un-
derlying physical channel is suggested.
The majority of results considered in the following Chapter were origi-
nally presented, along with intermediate results and additional motivation,
in references [10–16], each having the author of this Thesis as the main
contributor.
4.1 Aggregated Renewal Markov Processes
Let {St}t∈T be a time homogenous Markov chain with a finite state space
S = {1, 2, . . . , N + M}, partitioned into subsets C : {1, ..., N} and E : {N+
1, ..., N + M}. The observation process corresponding to the state sequence
{St}t∈T is again {Yt}t∈T with state space Y = {c, e}. Defining the emission
function φ : S 7→ {c, e} as φ(i) = c ∀i ∈ C, φ(i) = e ∀i ∈ E, {St} and {Yt}
form an aggregated Markov process as specified in the previous Chapter.
In the following it is assumed that the transition matrix A = [ai,j ]i,j∈S








(i) ACC = diag(α1, ..., αN ),
(ii) AEE = diag(αN+1, ..., αN+M ),
(iii) ACE = [aij ]i∈C,j∈E = [(1− αi)wj ]i∈C,j∈E ,
(iv) AEC = [aij ]i∈E,j∈C = [(1− αi)wj ]i∈E,j∈C ,













wi = 1. (4.1a)
Conditions (i) and (ii) above imply that transitions between different cor-
rect states (states in subset C) are forbidden as well as transitions be-
tween error states (states in subset E). Combined with the previous, con-
ditions (iii) and (iv) result in the property that the joint probabilities
P (St = i, St+1 = j) , j ∈ E are equal for all i ∈ C, assuming j is fixed.
Conversely, joint probabilities P (St = i, St+1 = j) , j ∈ C are equal for all
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i ∈ E, assuming j is fixed. This may not be evident from the expressions
above, but is readily obtained from subsequently derived results. According
to reference [60], conditions (i) and (ii) are not a major limitation on the
generality of the model. However, this is not true for (iii) and (iv); the
effect of these restrictions will be considered in Sections 4.2 and 4.4. In the
following, equation (4.1) is used to determine the limiting state probabilities
for the model. Subsequently, the probability distributions of the lengths of
sequences of consecutive symbols c and e are derived. Finally, to assist in
determining the model parameter values in Section 4.2, the kth derivatives
of the probability generating functions of these probability distributions are
calculated.
Given (4.1), the limiting probabilities ~π = (π1, ..., πN+M ) of St are ob-





k=1,k 6=i 0 · πk +
∑N+M
l=N+1(1− αl)wiπl, i ∈ C
αiπi +
∑N+M
k=N+1,k 6=i 0 · πk +
∑N
l=1(1− αl)wiπl, i ∈ E
⇔ πi =
{ wi
1−αi A, i ∈ C
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i∈E(1− αi)πi, B =
∑
i∈C(1− αi)πi. Multiplying the previous































)∀i ∈ {1, ..., N + M} (4.2)
Now let TC and TE be discrete random variables corresponding to the
dwell times in state subsets C and E, respectively. The probability distribu-
tions for TC and TE are denoted fC(n)=̂P (TC = n) and fE(n)=̂P (TE = n),
and defined as
fC(n) = P (Sk+2 ∈ C, ..., Sk+n ∈ C, Sk+n+1 /∈ C|Sk ∈ E,Sk+1 ∈ C)
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=
P (Sk ∈ E, Sk+1 /∈ E, Sk+2 ∈ C, ..., Sk+n ∈ C, Sk+n+1 /∈ C)






















j (1− αj) ∀ n ∈ {1, 2, ...} (4.3)






j (1− αj) ∀ n ∈ {1, 2, ...}. (4.4)
It can thus be seen that TC and TE follow geometric mixture distributions.
This result was given already by Fritchman in reference [74] for generic
binary aggregated Markov processes, however the derivation given above
for the considered special case is somewhat more straightforward than the
general approach of reference [74]. Also, in this case TC and TE are clearly
independent of each other and of time index k, since {St} was determined
to be a time homogenous stochastic process. Thus the considered models
can be classified as alternating renewal processes, motivating use of the term
aggregated renewal Markov process (ARMP).
Finally, the probability generating functions of (4.3) and (4.4) are found




















1− zαj . (4.5)
Depending on the range of summation in (4.5), either pgf GC(z) for fC(n) (j ∈
{1, 2, ..., N}), or pgf GE(z) for fE(n) (j ∈ {N + 1, ..., N + M}) is obtained.
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G(z) is of the form
∑
j Cj ·fj(z), where Cj = wj(1−αj)αj and fj(z) =
αjz
1−αjz .




























(1− zαj)k+1 ∀ k ∈ {1, 2, ...}. (4.6)
Again, different ranges of j produce either G(k)C (z) or G
(k)
E (z). In the fol-
lowing Section, methods of determining the transition matrix given in (4.1)
from observed error processes are considered. For this, the general results
obtained in this Section, namely equations (4.6) and (4.2) are used.
4.2 Realizations
The ARMP described in Section 4.1 is used to model observed error pro-
cesses in given communication systems as follows: let {Qn}n∈{1,...,lQ} be the
average quality of signal reception, defined by a criterion natural to the
system under inspection, during lQ measured sampling intervals. In the
following it is assumed that the signal quality can be quantized so that
Qn ∈ {qC , qE} ∀n ∈ {1, ..., lQ}, where qC and qE correspond to correct and
erroneous reception, respectively. Then one can try to fit the parameters of
the aggregated Markov process defined in the previous Section to provide
best possible consistence between modeled sequences of states {c, e} and
experimental sequences of {qC , qE} according to some relevant criteria.






where δ(a, b) is the Kronecker symbol:
δ(a, b) =
{
1, a = b,
0, a 6= b,
then it is reasonable to require {St} to be determined so that
P (Yt = e) =
∑
i∈E
πi = P (qE). (4.7)
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Furthermore, if the length of the ith sequence of consecutive symbols qE
(referred to as error runs) in {Qn} is denoted as LiE and the length of
the jth sequence of consecutive symbols qC (correct runs) in {Qn} as LjC ,
then ideally LiE and L
j
C would be accurately approximated by TE and TC ,
defined in Section 4.1. However, as stated before, TE and TC are independent
stationary random variables. While it can in many cases be assumed that
{Qn} is stationary in the sense that the distributions of LiE and LjC are
not time-dependent (see Section 4.3), given the rather strict conditions of
(4.1) it is not generally possible to model the correlation properties of LiE
and LjC . Another inherent limitation in the model is due to the probability
distributions of TE and TC , which were shown in Section 4.1 to be geometric
mixture distributions. Again, it can not be generally assumed that this
applies also to LiE and L
j
C . However, increasing the number of states in the
model, and thus the number of free parameters, potentially improves the
accuracy of modeling the observed distributions.
Effects of the limitations described above are considered in more detail
in Section 4.4; given these limitations, in the following functional methods
of determining the model parameters from observed error processes are in-
vestigated. Initially a model with only two states (N = 1, M = 1 as defined
in Section 4.1) is considered. Subsequently the advantage of increasing the
number of states is studied.
4.2.1 Two States







From (4.2) and (4.7) the condition

















1−α2 , so that the pre-
vious condition on the ARMP is equivalent to
1
1 + µCµE
= P (qE). (4.8)
Note that regardless of the actual distributions of LiE and L
j




























are not time-dependent, as m grows







where LC and LE denote the sample means of LC and LE . Comparing this
with (4.8) it is seen that with the two-state model, reproducing a measured
probability of error is accomplished by matching the mean run lengths of
{Yt} and {Qn}. In practice, this means using the method of moments to fit
the run length distributions so that both the probability of error and mean














Note that this is certainly not the only way of choosing the parameters to
match the observed error rate; trivially one could choose α2 = P (qE) and
α1 = 1 − α2, which results in {Yt} being equivalent to the error process of
a binary symmetric channel. This accurately estimates the observed proba-
bility of error, but completely disregards the effect of channel memory.
Furthermore, it can be experimentally shown that the parameter esti-
mation given by (4.9) and (4.10) is not always a good solution in terms
of simulation performance. In Section 4.4 it is shown through simulations
that the following parameter estimation gives a more useful model: let S2LC
and S2LE be the sample variances of the observed run lengths. The model
parameters are now selected according to
σ2C = G
(2)


















































due to the fact that α1, α2 ∈ [0, 1].
However, with only two states in the model, fitting one parameter ac-
curately (in this case the variance) generally results in a poor fit for other
parameters (mean run lengths and error probability), due to the lack of de-
grees of freedom in determining the model. In the following, the number of
states is increased in order to obtain more flexible models for {Qn}.
4.2.2 Four States
To retain the accuracy of the run length variance estimation, while generally
reproducing also the measured error rate and mean run lengths, additional
degrees of freedom in determining the model parameters are required. Ac-
curate modeling of run length variances will be shown to be important in
terms of simulation performance, or obtaining simulation results that cor-
respond well with measurements. Therefore a model with C = {1, 2} and




α1 0 (1− α1)w3 (1− α1)w4
0 α2 (1− α2)w3 (1− α2)w4
(1− α3)w1 (1− α3)w2 α3 0
(1− α4)w1 (1− α4)w2 0 α4


and, from (4.1a), (4.2), and (4.7),















Keeping for expectations and variations of TC and TE the same designations


























w1α1(1− α2)2 + w2α2(1− α1)2 + w1w2(α2 − α1)2














w3α3(1− α4)2 + w4α4(1− α3)2 + w3w4(α4 − α3)2
(1− α3)2(1− α4)2 .
Using the previous, the model parameters can now be selected by solving














Although (4.13) is an underdetermined (there are less linearly independent
equations than the number of unknown variables to be solved) system of
nonlinear equations with no explicit solution, working solutions may be
obtained using numerical methods such as the Levenberg-Marquardt algo-
rithm [85, 86], an implementation of which is available in standard mathe-
matical software packages.
Equation (4.13) above was derived by the author in reference [16] for
solving the parameters of the four-state error model. It should be noted that
while the solution presented above produces correct results, it can be further
simplified, which has been found to significantly improve both the accuracy
and the speed of numerically determining the model parameters. As shown
in Subsection 4.2.1, the measured probability of error can be reproduced by
matching the theoretical mean run lengths of the error model with sample
mean run lengths of the measured error trace. Thus the first equation in
(4.13) is redundant, and can be removed. Now, solving the model parameters





















Compared to (4.13), solutions for (4.14) and (4.15) can be found more effi-
ciently using the same numerical algorithm.
4.2.3 Other Numbers of States
It should be noted that if equations (4.9) and (4.11) both result in approxi-
mately the same value for α1, or correspondingly equations (4.10) and (4.12)
both give approximately the same value for α2, then in the first case only one
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state with output c and in the second case only one state with output e is
needed in the model, assuming the parameter estimation described above. In
these cases, the obtained model corresponds to the typical simplified Fritch-
man model with either a single error-free state or a single error state. Still,
the model parameter estimation approach presented in this Section can be
applied with suitable modifications.
While the moment-based evaluation of the model parameters is efficient
and feasible with a four-state implementation of the hidden Markov model
structure considered, it is clear that further increasing the number of states
complicates the parameter evaluation. Therefore it is relevant to determine
whether there is any advantage gained from such increase in complexity.
In Section 4.4 it is shown through simulations that with the digital video
broadcasting system considered in this work, a four-state model produces
simulation results that would not be significantly improved by increasing
the number of states, given the restrictions of equation (4.1). This follows
from the renewal property of the model, which means that increasing the
number of states only potentially improves the fit of the model output run
length distributions to the measured. Simulations imply that the differences
between results obtained using a renewal model that closely approximates
the measured sample run length distributions, and those obtained using the
four-state model are negligible when considering simulation performance. It
should be noted that this is a significant difference between the aggregated
renewal processes considered in this work and general aggregated Markov
processes, where increasing the number of states in the model potentially
improves the maximum likelihood estimation of the model transition prob-
abilities from the given measurement. In the context of this Thesis, models
with more than four states will not be considered.
4.3 Characterization of the Observed Error Pro-
cess
To evaluate the performance of the error models described in Sections 4.1
and 4.2, it is necessary to consider realizations of the error process {Qn}.
In this Thesis, {Qn} is defined as a sequence of packet error indicators for
transport stream (TS) packets at the link layer of a DVB system for handheld
terminals (DVB-H). In the following the measurement setups used to obtain
the TS packet error traces required in simulating the DVB-H link layer
performance are briefly described, and the required laboratory measurement
lengths to obtain sufficient information on the statistics of the channel are
determined. A description of DVB-H, and related link layer forward error
correction for multiprotocol encapsulated data is presented in Appendix B.
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4.3.1 Obtaining Packet Error Traces
DVB-T/H transport stream error traces were obtained in a laboratory set-
ting by inputting MPEG-2 [87] source data into a DVB-T/H modulator op-
erating with various combinations of system parameters. In all considered
cases, 8K OFDM mode and 1/4 cyclic prefix length are used. The modu-
lated signal was passed through a hardware channel simulator that used the
COST 207 typical urban six-tap (TU6) WSSUS channel model [34,88]. Noise
was then added to the signal to obtain various average carrier-to-noise ratio
values. The noisy signal was input into a DVB-T/H receiver and subsequent
logic analyzer to produce TS packet error traces. These traces correspond
to {Qn} as defined in Section 4.2 with the observation period correspond-
ing to one TS packet and the quantization of the signal quality performed
according to the number of byte errors before physical layer outer decoding
in each received TS packet. That is, Qn = qE if the nth TS packet contains
more than eight byte errors, which is the correction capability of the phys-
ical layer outer decoder in DVB-H as presented in Appendix B. Otherwise
the TS packet will be decoded correctly, and by definition Qn = qC .
4.3.2 Required Measurement Lengths
In estimating the error model parameters in Section 4.2, it was assumed that
the run length distributions LC and LE are stationary. In the laboratory
measurements, the error traces were obtained using a wide-sense stationary
channel model with a fixed carrier-to-noise ratio and Doppler frequency per
measurement. Thus it is reasonable to assume that in this case the run
length distributions are stationary and, given a sufficiently large observa-
tion window, or length lQ of the sequence {Qn}, the measured sample run
length distributions are consistent estimators of these stationary distribu-
tions. Still, it is not evident how long the measured error traces should be to
provide a reliable estimate of the statistics of the channel. In other words,
the observation length necessary to obtain consistent estimates of the error
statistics used to solve the model parameters should be considered.
To determine the minimum measurement length required, the variance
of sample mean run lengths of DVB-H TS packet error traces was evaluated
by the author in reference [16] using the runs test, following the example of
reference [81]. As defined in Section 4.2, the term “run” refers to a series
of consecutive error-free or erroneous packets. The principle of the runs
test is to divide the measured error trace into segments of equal lengths,
compute the lengths of runs in each segment, count the number of runs
of length above and below the median value for run lengths in the trace,
and finally compute a histogram for the number of runs counted. Now it
was defined that a trace has sufficiently constant mean run lengths with the
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Figure 4.1: Estimations of the required measurement lengths to obtain small
variance in sample mean error run length.
given segment length, when the number of runs between the 0.05 and 0.95
cutoffs is close to 90 %.
To approximate the minimum error trace lengths required to obtain suf-
ficiently constant estimates for the relevant error statistics, long measure-
ments (length of order > 106 TS packets) were analyzed by applying the
runs test with increasingly long segment lengths, until the number of runs
between the specified cutoffs was 90 %. Figure 4.1 shows results of this
approximation obtained in [16] for several values of CNR and Doppler fre-
quency (16-QAM modulation, convolutional code rate 2/3). It is physically
obvious and supported by Figure 4.1 that the required minimum trace length
grows with increasing CNR and decreasing Doppler frequency.
It is relevant to investigate in more detail what the approximations given
above for minimum measurement length signify in terms of the consistency
of the sample statistics necessary to construct the error models considered
in this Chapter. Figure 4.2 shows the standard deviation of the relevant
statistics as a packet error measurement (maximum Doppler frequency 10
Hz, CNR 17 dB, corresponding to Figure 4.1) is partitioned into segments,
and the set of statistics is separately calculated for each segment. This
is repeated for a range of segment, or observation window, lengths. The
standard deviation values are given relative to the average of each considered
statistic over the entire measurement. Since the relative standard deviation




































Window length (TS packets)
TS PER
Mean error burst length
Error burst length variance
Mean correct sequence length
Correct sequence length variance
Figure 4.2: Decrease of the standard deviation of relevant statistics as a
DVB-H TS packet error measurement (16-QAM, convolutional cr 2/3, max-
imum Doppler frequency 10 Hz, CNR 17 dB) is partitioned into segments,
or observation windows, of increasing length. The given standard deviation
values are relative to the average of each considered statistic over the entire
measurement.
to use the standard deviation of the TS packet error rate to represent the
entire set of necessary statistics, as done in the following.
Figure 4.3 shows the decrease in relative standard deviation of the TS
PER as the window length increases, for the same transmission parameter
configuration as considered above. Comparing the obtained results with
Figure 4.1, it is clear that the criteria for determining minimum required
measurement lengths using the runs test as described above are relatively
loose. Selecting measurement lengths strictly according to Figure 4.1 results
in measurement sets for which the standard deviation of the average TS
PER is approximately of the same magnitude as the assumed correct, or
asymptotic, value. It is also demonstrated in Figure 4.3 that allowing for
a 10 % relative standard deviation of the TS PER results in a more strict
minimum measurement length of approximately 105 TS packets for all of
the considered cases.
Figures 4.4 and 4.5 show results obtained by repeating the above analysis
for DVB-H measurements with 16-QAM, convolutional code rate 1/2. This
transmission parameter configuration is of primary relevance for this Thesis,













































Figure 4.3: Relative standard deviations of TS packet error rates as func-
tions of the observation window length for 16-QAM, convolutional cr 2/3,












































Figure 4.4: Relative standard deviations of TS packet error rates as func-
tions of the observation window length for 16-QAM, convolutional cr 1/2,












































Figure 4.5: Relative standard deviations of TS packet error rates as func-
tions of the observation window length for 16-QAM, convolutional cr 1/2,
maximum Doppler frequency 80 Hz.
this Chapter, and in the system simulation case study of Chapter 5. The
results shown in Figures 4.4 and 4.5 for maximum Doppler frequencies 10
and 80 Hz, respectively, indicate that assuming a 10 % relative standard
deviation criterion for the TS PER again results in a minimum measurement
length of approximately 105 TS packets for all of the considered cases. The
order of magnitude for lengths of all laboratory measurements utilized in
the subsequent work is 106 TS packets, which should be sufficient for all
considered cases based on the results presented above.
4.4 Evaluation of the Model Performance
4.4.1 Transport Stream Packet Error Simulations
In the following the effects of the inherent limitations of the error model
as described in Section 4.2 on the accuracy of the model in DVB-H link
layer simulations are considered. In this case accuracy is measured as the
difference in error rates obtained in simulations using measured error traces
compared to simulations using error traces generated with stochastic models.
More specifically, the deterioration of model accuracy due to the use of
geometric mixture distributions to approximate measured run lengths is
considered.
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To evaluate the effect of assuming certain distributions for the run lengths
in modeling measured error traces, ideally the model in question would be
compared to a model where the generated run lengths are drawn from the
underlying run length distributions of the measurements. Of course it is
impossible to sample directly these underlying distributions, but approxi-
mations can be found using the sample distributions of LC and LE defined
in Section 4.2. It should be stressed that the objective here is to evaluate the
best performance within the class of renewal models, where the run length
distributions are independent and time-homogenous. For this, a modifica-
tion of the discrete time analog of the inverse transformation technique [89]
is used, and samples are obtained according to a given sample run length
distribution for random variable L as follows: denote P (L = lj)=̂Pj , and let
U be uniformly distributed over (0,1). Assuming k different lengths of runs





l1, if U < P1




j=1 Pi < U < 1
(4.16)
Note that Pj , where j ∈ {1, ..., k}, are easily calculated from measurements
as the sample frequencies of lengths of runs. By applying the previous for
LC and LE until a sufficiently long approximation of {Qn} is obtained, er-
ror traces with independent time-homogenous run length distributions that
closely match the given sample distributions are produced. This can also be
seen in Figure 4.9, where the sample distribution of error burst lengths of a
measurement is compared to that of an error trace generated as described
above. The measured error traces used in the following were obtained as
laboratory measurements with a 16-QAM modulation mode, 1/4 OFDM
guard interval length, 8K FFT length, 1/2 , 2/3 and 3/4 physical layer con-
volutional code rates, and 10 and 80 Hz Doppler frequencies for the TU6
channel model applied in the physical layer. The DVB-H multiprotocol
encapsulation-forward error correction (MPE-FEC) code rate used in the
simulations was 3/4. It should be noted that, as described in [90], a typical
error criterion used for sufficient reception of DVB-H is the MPE-FEC frame
error rate 5%, around which the given simulation results are focused.
Figures 4.6, 4.7, and 4.8 show the simulated TS packet error rates, MPE-
FEC frame error rates, and IP packet error rates for physical layer code rate
1/2 and 10 Hz Doppler, obtained with finite-state models as described in
Section 4.2 and the discrete inverse transformation method described above.
Since all of the considered models accurately reproduce the TS packet er-
ror rates of the measurements as seen from Figure 4.6, Figures 4.7 and 4.8
demonstrate the effect of taking into account the various run length statis-
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Figure 4.6: Simulated DVB-H TS packet error rates with 16-QAM modula-
tion, physical layer code rate 1/2 and 10 Hz Doppler.
tics on the higher protocol layer error performance. Furthermore, for these
examples comparison of simulation results with the inverse transformation
model indicates that with the four-state ARMP, the adverse effect of the
assumed run length distribution on the simulation accuracy of the model
is negligible. Naturally the difference between the two-state models and
the inverse transformation is much larger; still it can be seen that using
the variance-based parameter estimation suggested in Section 4.2 produces
more accurate results than conventional mean-based estimation.
Comparing simulation results with those obtained using the inverse trans-
formation, it was found that in the considered DVB-H cases, little advantage
remains to be gained by increasing the number of states in an aggregated
renewal Markov process beyond four, or even by applying renewal models
with other run length distributions. This is further illustrated in Figure 4.9,
where it is shown that the four-state ARMP produces a good fit to the mea-
sured error burst length distribution. However, from Figure 4.7 it is not
immediately obvious whether the simulation performance of the four-state
model is sufficiently better than that of the two-state model to justify the
corresponding increase in complexity of calculating the model parameter
values. Figure 4.10 shows a comparison of simulated MPE-FEC frame error
rates with physical layer code rates 2/3 and 3/4, and Doppler frequencies
10 and 80 Hz. It can be seen from the Figure that in the considered cases,
the four-state model consistently produces more accurate simulation results
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Figure 4.7: Simulated DVB-H MPE-FEC frame error rates with 16-QAM
modulation, physical layer code rate 1/2 and 10 Hz Doppler, MPE-FEC
code rate 3/4.





























Figure 4.8: Simulated DVB-H IP packet error rates with 16-QAM modula-
tion, physical layer code rate 1/2 and 10 Hz Doppler, MPE-FEC code rate
3/4.
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Figure 4.9: Comparison of sample distributions of TS packet error burst
lengths for 16-QAM, code rate 1/2, 10 Hz Doppler at CNR 17 dB.


























































1=16-QAM cr 2/3, 10 Hz
2=16-QAM, cr 2/3, 80 Hz
3=16-QAM, cr 3/4, 10 Hz
4=16-QAM, cr 3/4, 80 Hz
Figure 4.10: Comparison of simulated DVB-H MPE-FEC frame error rates
with an MPE-FEC code rate 3/4 using the four-state model and the
variance-based two-state model.
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than the two-state model. This improvement in accuracy is most evident
in the high Doppler frequency simulations. Since the increase in complexity
of determining the parameters of the four-state model is manageable using
suitable numerical methods, and implementation of the model itself is not
significantly more complex than the two-state model, it can be stated that
especially for the difficult mobile reception scenarios considered in this work
the four-state aggregated Markov process is preferable over the variance-
based two-state process.
It is noted that there is margin for improvement in simulation perfor-
mance of the considered models, especially with very low error rates as can
be seen in Figures 4.7 and 4.10, but such improvement is achieved at the cost
of increased model evaluation complexity by using maximum likelihood eval-
uation of more general (non-renewal) hidden Markov models. In Section 4.5,
parameterization of the models presented in this Chapter is considered, and
in Chapter 5 it is shown in more detail that useful results can be obtained
regardless of the inherent limitations of the models.
4.4.2 IP-Level Simulations
The hidden Markov models considered above can also be applied in inter-
net protocol (IP)-level simulations of video streaming using DVB-H for data
transmission. In [91], Känkänen compares the models specified above with
the Markov-based trace analysis (MTA) model presented in reference [81],
and the block error model suggested in reference [52] for WCDMA simula-
tions (in the following, the latter is referred to as the S-state model). Note
that in this comparison, the models are used to reproduce directly the char-
acteristics of measured IP packet error traces, and not DVB-H TS packet
error traces as in the previous Subsection.
The considered models are evaluated by applying them in video stream-
ing simulations, where it is assumed that the bit rate of the video stream
is 350 kbps, and the video is transmitted in individual frames, updated 25
times per second. An individual image is considered faulty, if more than two
IP packets out of four contain errors. Furthermore, the reception quality is
observed in intervals of one second, and a second is labeled erroneous if at
least one of the 25 received images is faulty. The term erroneous seconds
ratio (ESR) is used for the fraction of erroneous seconds in the simulated
transmission time. This simplified approach for analyzing video quality was
also used in reference [17].
Figure 4.11 shows the ESR simulated using measured IP packet error
traces, the mean-based two-state HMM (denoted 2-SMM (mean) in the
Figure), the variance-based two-state HMM (2-SMM (var)), the four-state
HMM (4-SMM), the MTA model, and the S-state model (S-SMM). The to-
tal simulated video duration is 10 minutes. The results indicate that the
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Figure 4.11: Simulated erroneous seconds ratio in a 10 minute video stream
as given in [91].
four-state ARMP produces accurate results in this application. Although
the MTA model produces the best results compared to the measurement,
it should be noted that compared to the four-state ARMP, determining the
MTA model parameters requires considerably more complicated analysis of
the error traces to be modeled. Furthermore, the MTA model yields poorly
to model parameterization as suggested in the following.
4.5 Model Parameterization and Modeling Real-
istic Field Conditions
The model parameter estimation described in Section 4.2 was based on the
assumption that the observed run length distributions LC and LE are sta-
tionary. In Section 4.3, measurement lengths necessary for proceeding from
this assumption were evaluated in the case of laboratory measurements with
a set carrier-to-noise ratio and Doppler frequency per measurement. How-
ever, there is generally no basis for such an assumption of stationarity in the
case of field measurements, since naturally the CNR and Doppler frequency
are dependent on the potentially arbitrary movement of the receiver. There-
fore the direct parameter estimation suggested in Section 4.2 is not generally
justified. However, by considering the field measurement conditions to be
piecewise stationary when divided into short time intervals, useful results
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can be obtained. In the following, a parameterized error model is applied,
where the finite-state model parameters are determined as functions of the
CNR and Doppler frequency by utilizing an approximation of relevant packet
error statistics.
4.5.1 Approximating Relevant Statistics
In Section 4.2, the HMM parameters were determined using sample statis-
tics of the observed error process {Qn}. For simulation purposes, it would
be more useful to construct models using underlying physical channel vari-
ables such as the average CNR and maximum Doppler frequency. Since in
this case the error model is implemented at a relatively high protocol layer,
analytical estimation of the effects of the aforementioned variables on the
statistics of {Qn} is a nontrivial matter as considered in Chapter 3. In the
following, function approximation is used to find simple relationships be-
tween the physical channel variables and the statistics of the error process.
It should be noted that this parameterization is dependent on the transmis-
sion parameters of the broadcast network to be simulated, and should be
repeated for different combinations of transmission parameters. This is not a
major hindrance to the application of the model, since although the number
of possible transmission parameter combinations for DVB-H is quite large,
the set of typically used parameter combinations is much smaller. Also, for
a given network the transmission parameters may be considered fixed. It is
then a relatively easy task to perform the following parameterization for the
given transmission setup.
Let M = {LC , LE , S2LC , S2LE} be the set of sample statistics used in eval-
uating the HMM parameters as described in Section 4.2. It was found that
good results are obtained by approximating these statistics in the following
manner: laboratory measurements for a suitable range of carrier-to-noise
ratios and Doppler frequencies are obtained, and the natural logarithm of
each of the parameters mρ,fD in Mρ,fD are calculated - here subscripts ρ
and fD are used to denote the dependence of the statistics on the CNR and
Doppler frequency, respectively. Least squared error (LSE) planar fitting is
then applied to find the coefficient vector C∗m = (c1m , c2m , c3m)T to minimize
E
[| (c1mρ + c2mfD + c3m)− ln(mρ,fD)|2
]
.
For convenience, a solution is summarized: let ρ = (ρ1, ..., ρn)T , fD =
(fD1, ..., fDn)T , and ml = (ln m1, ..., ln mn)T , respectively, be vectors com-
posed of the carrier-to-noise ratios, Doppler frequencies and natural loga-
rithms of error statistics of n different laboratory measurements. Now the
objective is to find C∗m from the condition
|| (1 | fD | ρ
)









c1m −0.3273 0.6047 −1.205 1.115
c2m 0.3788E-3 −29.40E-3 0.9797E-3 −94.99E-3
c3m 7.653 −2.646 24.08 −1.502
where 1 = (1 ... 1)T is an n by 1 vector of ones. Let
A=̂
(
1 | fD | ρ
)
.








This yields an approximation of the statistics as follows: let
M̃ = {L̃C , L̃E , S̃2LC , S̃2LE}
be the set of approximations given ρ and fD; m̃ ∈ M̃ is now obtained from
m̃ = exp(c1mρ + c2mfD + c3m). (4.17)
Table 4.1 contains the LSE approximation coefficients for the statistics
of the TS packet error process for DVB-H with 16-QAM modulation mode
and physical layer convolutional code rate 1/2. Figure 4.12 shows an exam-
ple of this approximation for P (qE) as a function of ρ and fD. The given
parameters can be thought to represent a difficult, or even worst-case, re-
ception scenario, since the receiver used to obtain the given parameters is
an early prototype. It is notable that once this parameterization is per-
formed for a given channel and transmission scenario, no additional packet
error measurements are required in applying the model as described in the
following.
4.5.2 Error Trace Generation
Let NS be the total number of samples obtained of the RSSI and vehicle
speed, and NTS the data-rate dependent number of received TS packets per
sampling interval. Error traces are generated using a selected model struc-
ture by repeating the following steps for each of the NS sampling intervals:
I Calculate the values of ρ and fD corresponding to the measured RSSI




























Figure 4.12: LSE approximation of P (qE) as a function of the CNR and
Doppler frequency.
II Using (4.17), determine the values of the packet error statistics needed
to solve the finite-state model parameters.
III Calculate the model parameters, for example for a four-state model
using {L̃C , L̃E , S̃2LC , S̃2LE} and equations (4.14) and (4.15). Use the
probabilities given in (4.2) as the initial state probabilities and gen-
erate NTS output symbols. Concatenate thus obtained subtrace with
previously generated subtraces.
4.6 Possible Applications
The class of models described in Section 4.1 can be considered an extension
of the simplified Fritchman model, and is readily applicable in the numerous
scenarios, outlined in Chapter 3, where the Fritchman model has been used.
Additionally, the considered models facilitate approximating both correct
and error run length distributions more accurately than a simplified Fritch-
man model. Therefore they are suitable also for modeling scenarios with
large dynamic variation in the received signal quality, characterized by long
time intervals both with very high and very low error probabilities. One
relevant application is thus simulating mobile wireless systems, where the
signal quality can be expected to vary considerably more than for example
in traditional wireless broadcast systems with fixed receiver antennas.
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The parameterization specified in Section 4.5 enables extending the con-
sidered models beyond replicating only the statistical properties of specific
measurements. This offers a compact method of describing the performance
of given system/channel scenarios, as the error behavior over a range of CNR
and Doppler frequency values can be simulated based on a small set of LSE
coefficients as given for example in Table 4.1. To some extent, this approach
can also be used to interpolate and extrapolate error traces corresponding
to reception conditions not covered by a given set of measurements.
In some scenarios - such as mobile broadcasting - it is useful to be able
to simulate system performance for very large groups of users moving si-
multaneously within a large transmission area. Using low-level simulation
models such as those presented in Chapters 2 and 3 this is typically not
feasible, since for practical purposes the simulations for each independent
receiver should be realizable considerably faster than real-time transmis-
sion. In the next Chapter, a system simulation structure for DVB-H that
enables efficient simulation of large numbers of mobile users within a broad-
cast network is considered as a case study. The simulator is implemented
using the above described parameterized four-state model for approximating
the performance of the DVB-H physical layer. Simulation results are then








Traditional network planning for broadcast networks is based on a static ap-
proach that targets to guarantee a certain area coverage level, or percentage
of covered service area locations with a given maximum probability of error
at any time. However, mobile broadcasting networks, such as a DVB-H net-
work, require dynamic analysis over time, since the level of quality of service
(QoS) perceived by the users cannot be studied from average performance
measures within the service area. An example of a performance measure typ-
ically applied for DVB-H is the frame error rate commonly used in DVB-H
network planning [92]. Such measures may not be generally sufficient for
analyzing QoS, as it depends on the time-variant behavior of transmission
errors, which are determined by the mobility characteristics of specific users.
In this Chapter the need for dynamic system-level simulations for DVB-H
is considered, specifically to evaluate the overall system performance per-
ceived by mobile users dynamically over time. Such simulations can be used
as a complement of traditional radio coverage planning tools for analyz-
ing quality of service and radio resource management aspects of a DVB-H
network. A general simulation structure is described along with the main
models required, and, using vehicular urban field measurements, a specific
implementation that enables these analyzes is evaluated. The work pre-
sented in this Chapter was originally published in references [18, 19], both
with the author of this thesis as the main author. Furthermore, reference [20]
provides an example of the type of studies where the proposed simulator can
be utilized.
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5.1 Measurement-Based Evaluation of Service Qual-
ity for DVB-H Systems
In DVB-H systems, multimedia content can be delivered either as a stream-
ing service or as a file delivery service to the end user [93]. For streaming
services, a continuous data flow of audio, video and subtitling is transmit-
ted and directly consumed by the users. The most representative example
of such services is mobile television. As presented in Appendix B, DVB-H
terminals play the information received in the last data burst until the next
burst is received, in such a way that users do not notice the discontinuous
transmission. If one burst is lost, the media stream is interrupted until the
next burst is received. For file delivery services, a finite amount of data is
delivered and stored into the terminals as a file. Some typical examples of
such content are video clips, digital newspapers, and software downloads.
In this case, DVB-H terminals store correctly received information in each
burst associated to the file until the complete file is available at the receiver,
and accessible by applications.
For streaming services occasional errors in the received data may be
tolerated if the quality of the audio and video is sufficient for providing a
satisfactory user experience. Typically, a 5% frame error rate is considered
as the degradation point for streaming services when using MPE-FEC [90].
This criterion is also known as MFER 5% (MPE-FEC frame error rate).
Another performance indicator that describes the service quality is the er-
roneous seconds ratio (ESR [90]), which is defined as the percentage of er-
roneous seconds during the streaming service reproduction time. Compared
to the frame error rate, the ESR takes into account that it is possible to
receive data frames partially, however both MFER and ESR only account
for the overall transmission errors experienced by the users. One indicator
that takes into account the time distribution of the errors is the ESR5(20)
ratio, which represents the percentage of time intervals of 20 seconds with
at most 1 erroneous second, that is, 5 % erroneous seconds [90].
File delivery services typically require completely error-free reception
of the source data, as even a single bit error can corrupt an entire file,
making it in practice useless for the receiver. The main QoS indicator is
thus whether the user receives a given file correctly or not. In order to
increase the robustness of the DVB-H file delivery, an additional forward
error correction mechanism at the application layer (AL-FEC) using Raptor
coding [94] has been adopted [93].
Field measurements are obviously the most realistic way of measuring
the actual performance of any wireless communication system. For DVB-H,
by recording TS packet error traces, it is possible to approximate the quality
of service experienced by receivers across the measurement trajectories for
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Figure 5.1: Example data of vehicular urban DVB-H field measurement.
various services (streaming or file delivery) by emulating the upper layers.
Moreover, it is possible to investigate the effect of different DVB-H trans-
mission configurations at the link and application layers, such as the burst
size and the MPE-FEC and AL-FEC configuration parameters. Note that
the measured error traces depend on the physical layer transmission mode
employed, and thus the physical layer parameters are fixed for such QoS
estimation. Figure 5.1 shows an example of data recorded during a DVB-H
field measurement campaign performed in the DVB-T/H test-bed of the Uni-
versity of Turku, Finland, using a 16-QAM modulation mode, 1/4 OFDM
guard interval length, 8K FFT length, and 1/2 physical layer convolutional
code rate. The shown data consists of received signal strength indicator
(RSSI), receiver speed, and time-variant TS packet error rate information.
Figure 5.2 shows the cumulative number of erroneous seconds, corre-
sponding to the measurement illustrated in Figure 5.1, as a function of the
service time for a six-minute streaming service at 256 kb/s for different
MPE-FEC coding rates. To obtain the results, the conventional MPE-FEC
erasure decoding mode and 512 rows per MPE-FEC frame have been con-
sidered. A constant IP packet size equal to 512 bytes was assumed, and also
that the media content in each IP packet can be retrieved independently
of previous or subsequent IP packets. In the Figure, the time evolution of
errors experienced by the users, as well as the actual improvement perceived
by the user when varying the MPE-FEC coding rate can be seen.
The main problem with field measurement campaigns is that their re-
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Figure 5.2: Time evolution of the errors for a 256 kb/s streaming service
across the measured trajectory shown in Figure 5.1.
source expenditure is often cost prohibitive. Moreover, results obtained ap-
ply only for specific measured receiver trajectories. To extract conclusions
about overall system performance experienced by users in a service area, a
large number of measurements is needed. If, for example, the objective is
to consider the percentage of satisfied users, assuming a given QoS criteria,
thousands of independent receiver trajectories would generally be needed
to obtain statistically consistent average results. If it is taken into account
that measurements are only useful for the specific DVB-H physical layer
transmission mode and network configuration setting employed, the need of
performing dynamic system level simulations becomes apparent.
In the particular case of DVB-H, with a dynamic system-level simulator
it would be possible to evaluate the overall QoS perceived by users of a given
service as a function of the DVB-H transmission configuration. For example,
simulations could be performed to estimate the time evolution of errors
perceived by mobile users of a streaming service, or to determine the users
that successfully receive a file, and the amount of repair information needed
by each user not able to decode the file. This can be achieved by accurately
modeling the time-variant error behavior of the receiver physical layer, and
emulating the upper protocol layers based on this error information as in the
example of the previous subsection. Not only should the simulation provide
accurate results, but the results should also be obtained in a computationally






















Figure 5.3: DVB-H system level simulator architecture.
5.2 Overview of a Dynamic DVB-H System Level
Simulator
Four major blocks (modules) can be identified as necessary in a dynamic
DVB-H system level simulator: a mobility module, a DVB-H radio coverage
module, a DVB-H physical layer performance model, and a module to em-
ulate the link and application layers (see Figure 5.3). The mobility model
approximates the mobility patterns of users across the service area, and
computes the speed of the users when receiving a burst. The DVB-H radio
coverage module computes the average signal-to-interference plus noise ratio
(SINR) during the reception of a burst for each user. For this purpose, a
DVB-H coverage map of the service area can be pre-computed in order to
speed up the simulation process. The DVB-H physical layer performance
model computes which MPEG-2 TS packets are correctly received per burst
for each user, based on the information of the time-variant reception con-
ditions obtained from the mobility and radio coverage models. Finally, the
packet error information is used in the link and application layers to compute
the QoS indicators for the service under study.
The considered approach can be described as a discrete-event simulator,
where the only events are the reception of data bursts by the users. For
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each data burst, the receiver position and speed is updated in the mobility
model, the signal strength corresponding to the updated location is esti-
mated in the radio coverage model, and error content in the data burst is
subsequently simulated using the physical layer performance model. The av-
erage received signal strength and receiver speed are assumed to be constant
for the duration of each received burst.
5.2.1 Mobility Model
Mobility models are key elements in dynamic simulators, since the simula-
tion results may vary significantly for different mobility patterns (receiver
trajectories and velocities). For this reason it is important that the mobility
model is based on realistic traffic patterns for the scenario under study. Note
that different models may be needed to account for different usage scenarios,
for example for pedestrian (indoor and outdoor) and vehicular (urban and
motorway) cases. For an example of a mobility model for vehicular users
extracted from realistic urban traffic conditions, see reference [95].
The model described in [95] provides different distribution functions with
limited numbers of parameters to be derived for a particular city. The rel-
ative direction changes at crossroads are expressed by a mixture of four
normal distributions with means selected 90◦ apart, and weights selected
according to the probability of turning left or right, turning around, or con-
tinuing straight. Each component distribution is assigned the same standard
deviation, whose value is dependent on the considered road network charac-
teristics. The distance between crossing streets is assumed to be a Rayleigh
distributed random variable. A given user’s speed is modeled according to
a Rayleigh or Rice distribution to distinguish between urban streets and
major roads, respectively. The speed parameters are the mean speeds of
city and major roads, speed deviation, and the percentage of cars on major
roads. Typically users are distributed uniformly within a given area, unless
specific information about population density is available.
5.2.2 DVB-H Radio Coverage Model
The DVB-H radio coverage model is also a critical element in the simulator to
determine the received signal strength corresponding to user locations given
by the mobility model. It should be pointed out that typically coverage
estimation only provides the average received signal strength with a given
spatial resolution. As the actual field strength can be considered a random
variable, typically characterized by a lognormal distribution, it is necessary
to account for the variation of the medium-scale fading, considered in more
detail in Chapter 2, within each grid element of a coverage map by adding
an instantaneous component to the predicted mean values. For relatively
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low-resolution grids (rectangular element dimension 500 x 500 m), a typical
value for the standard deviation of this lognormal component with DVB-
T/H in the UHF band is 5.5 dB, however for higher resolutions a lower
value may be more realistic [90]. Furthermore, the correlation properties of
the instantaneous received signal strength component must be determined
according to the modeled environment.
When considering a real, site-specific scenario, the accuracy of the radio
propagation models, which give a prediction of the mean received power at
each location in the service area from each transmission site in the network,
depends on the available cartography and its resolution. As considered in
Chapter 2, relevant geographical data can be classified in terrain height
(topography), terrain morphology (land usage or clutter class), and building
heights and shapes. In order to further increase the accuracy of the results,
radio propagation models can be calibrated based on field measurement
campaigns. The calibration process aims to provide a zero mean and a
minimum standard deviation of the error between the prediction and the
measurements.
5.2.3 DVB-H Physical Layer Performance Model
The DVB-H physical layer performance model must predict which MPEG-2
TS packets or MPE sections are correctly received for each DVB-H trans-
mission burst. In the considered simulation structure, the main input pa-
rameters for the physical layer performance model are:
• Physical layer transmission mode: FFT size, OFDM prefix length,
modulation mode and convolutional code rate
• Channel model
• Average Carrier-to-Noise Ratio
• Terminal speed
Of these, the transmission mode and the channel model can be con-
sidered fixed for any given simulation scenario. The transmission mode is
mainly determined by the desired system capacity, although other parame-
ters such as transmission robustness, maximum supported terminal velocity,
and maximum distance between transmitters may also be taken into account
in the system design process. Regarding DVB-H channel models, the COST
207 typical urban 6-tap model has been found to be representative for mo-
bile reception for Doppler frequencies above 10 Hz [90], and it is used to
construct the packet error model applied in the following as described in
Chapter 4. It is relevant to note that the considered simulation structure
also enables assigning different communication channel models for different
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geographical segments of the network area to be simulated - this could be
relevant for example in taking into account the variation of building density
and different line-of-sight conditions within the reception area.
In the following, the parameterized four-state TS packet error model
described in Chapter 4 is utilized as a physical layer performance model
within the DVB-H system simulator. It should be noted that to compare
the accuracy of the model with field measurements, measured signal strength
values must be converted to corresponding values of ρ in the TU6 model used
in the laboratory measurements as described in Chapter 4. In the following
implementation this is done by matching the average TS packet error rates
as functions of the received signal strength and ρ for a set of field and
laboratory measurements, respectively. This conversion can be done also
without explicit information of measured TS packet error rates. Using noise
figures given by the receiver manufacturer and an approximation for the
background noise in the measurement environment produced a conversion
factor between the received signal strength and ρ that differed from the
above mentioned matching by approximately 1.5 dB.
Furthermore, the values for fD required in determining the error model
parameters are obtained as the maximum Doppler frequency given the mea-
sured vehicle speed and carrier frequency of the DVB-H broadcast. Since
the TU6 channel model used for the parameterization is a non line-of-sight
model as defined in Chapter 2, it is not necessary to consider the direction
of the receiver velocity for determining the model parameters.
5.3 Validation Results
In this Section, the suitability of the considered physical layer performance
model is evaluated using vehicular urban DVB-H field measurements. This is
done by replacing the mobility and radio coverage models of the system sim-
ulator with measured vehicle speed and RSSI information, and comparing
the simulation results thus obtained with field measurements. Furthermore,
field measurement results are compared with system simulations performed
using a precalculated DVB-H coverage map as the radio coverage model.
This validation approach differs from the complete system simulator de-
scribed in the previous Section only in that instead of the mobility model,
measured GPS data are used in the simulations.
5.3.1 Methodology
The majority of field measurements considered in the following were per-
formed in the DVB-H SFN test-bed of the University of Turku (Finland).
The network has two transmitters operating at 610 MHz (channel 38). Field












Figure 5.4: DVB-H field measurement system.
the city of Turku. The total measurement time was 2 hours (corresponding
to approximately 49 · 106 MPEG-2 TS packets), divided into 20 individual
measurements of length 6 minutes each. The measurement setup is illus-
trated in the block diagram of Fig. 5.4. DVB-H transmissions were received
using an external antenna placed inside a vehicle with speed ranging ap-
proximately from 0 to 60 km/h. The signal was then transferred through an
attenuator and a splitter into two DVB-H receivers. Received signal strength
indicator data (with 1 dB resolution) was obtained from one receiver, and a
TS packet error indicator trace from the other receiver. The RSSI and er-
ror information were then synchronized, combined with GPS data (position
and speed), and stored on a laptop computer. An example of the obtained
vehicular urban measurement data was presented in Figure 5.1.
In the following Subsection, the validity of the proposed physical layer
model is verified by replacing the mobility and radio coverage models with
measured vehicle speed and RSSI values, respectively, and comparing the
simulated TS error traces to those obtained from the measurements. It
should be pointed out that for small-size networks like the one considered in
this work, self-interferences are negligible, and thus the CNR can be directly
approximated from the received signal strength.
5.3.2 Simulations Using RSSI and Speed Measurements
Figure 5.5 shows an initial example of TS packet error rates as functions
of time (averaged over 1 s intervals), obtained from a field measurement
performed in the DVB-H network in the Hague, Netherlands (operating with
a 16-QAM modulation mode, 1/4 OFDM guard interval length, 8K FFT
length, and 1/2 physical layer convolutional code rate), and from an error
trace generated using the parameterized four-state hidden Markov model
based on measured RSSI and vehicle speed data. It can be seen that the
generated error trace follows the fluctuations in instantaneous packet error
rate of the measurement very well. The total average TS packet error rate
in the measurement was 23.4%, and 23.7% in the generated error trace.
Furthermore, the simulated average IP packet error rates obtained with the
field measurement and with the parameterized four-state model were 21.0%
and 20.5%, respectively, and the corresponding simulated average MPE-FEC
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Figure 5.5: Comparison of measured and modeled DVB-H TS packet er-
ror rates averaged over 1 s intervals. Simulation performed using time-
dependent RSSI and vehicle speed values measured in the Hague, Nether-
lands.
frame error rates were 28.1% and 29.6%.
To verify that the model parameterization and simulation performance
results are not valid only for this specific network and set of measurements,
similar field measurements were performed in the DVB-H test network in
Turku, Finland, as described in the previous Subsection. Figure 5.6 shows
an example of measured and simulated TS packet error rates (PER) over
time corresponding to the measured trace shown in Figure 5.1 (error rates are
averaged over 1 s intervals). It can be seen that again the time-variant packet
error rate of the simulated error trace very closely follows the measurement.
This is also true for the average packet error rate for each of the individual
six-minute measurements, as can be seen in Figure 5.9.
The leftmost columns in Table 5.1 show the total average error statistics
for the 2 hours of measurements in terms of TS PER, MPE-FEC section
error rate (MPE SER), and IP PER (constant IP packet size 512 bytes),
MFER, ESR, and ESR5(20) for a 256 kb/s streaming service (number of
rows per frame 512 and MPE-FEC code rate 1/2), and the corresponding
simulation results obtained as described above. From these validation re-
sults it can be concluded that the overall accuracy of the considered DVB-H
physical layer performance model is relatively good with measured mobility
and coverage information. Possibilities for improving the simulation results
can be identified for example in modifying the parameterization of the physi-
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Table 5.1: Average error rates (in %, over complete set of measurements)
Simulated with Simulated with
Error criterion Measured measured RSSI predicted RSSI
TS PER 3.9 3.7 3.9
MPE SER 4.2 3.8 4.0
MFER 4.9 4.6 4.5
IP PER 3.7 3.3 3.7
ESR 5.1 4.5 4.5
ESR5(20) 11.9 11.5 9.0
cal layer performance model. In these simulations, the parameterization was
based on the TU6 channel model, which is by definition not the most suitable
solution for example in line-of-sight conditions.
In the following Subsection, the accuracy of the proposed system simula-
tor is evaluated by using a precalculated coverage map as the radio propaga-
tion model, and by again replacing the mobility model with measured GPS
information. Simulation results are again compared to the above described
set of field measurements.
5.3.3 RSSI Estimation from Coverage Prediction
To consider a specific use case with coverage prediction, the coverage map
shown in Figure 5.7 is applied for determining the predicted signal strength
as a function of receiver trajectories measured using recorded GPS data. An
example of receiver location information corresponding to a set of field mea-
surements performed in the test network, plotted over the applied coverage
map, is also shown in Figure 5.7. The coverage estimation was computed
by the Finnish broadcasting service provider Digita, as described within the
European Celtic Wing TV project [96], using the CRC (Canadian Research
Corporation) propagation model with terrain height, building and clutter
information (pixel size 110 m). For the simulations considered in this The-
sis, the coverage map was calibrated using measurements to correspond to
the received signal strength for in-vehicle reception. Figure 5.8 shows the
measured and predicted signal strength values as functions of time for the
route shown in Figure 5.7. The mean error for the obtained coverage pre-
diction is -0.5 dB, and the standard deviation is 7.8 dB. It should be noted
that for these simulations, only the average RSSI provided by the coverage
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Figure 5.6: Comparison of measured and modeled DVB-H TS packet er-
ror rates averaged over 1 s intervals. Simulation performed using time-

























Figure 5.7: Measured GPS data over coverage prediction map of the DVB-H
test network in Turku, Finland.
96






















Figure 5.8: Measured RSSI data compared to coverage prediction.
map is used. Introducing an instantaneous RSSI component as discussed in
subsection 5.2.2 is left for future consideration.
Simulated error rates obtained using measured and predicted RSSI values
are compared in Table 5.1 to field measurement results. It can be seen that
in modeling this set of measurements, also the coverage prediction-based
simulations produce accurate average results. In this case study, error in
the coverage prediction contributes positively to the accuracy of the average
simulation results. Results for simulating short or localized receiver routes
may be more inaccurate, however. This is illustrated in Figure 5.9, where
simulated and measured TS packet error rates for each of the 20 six-minute
measurements are shown. Still, the accurate average error rates obtained
in the case study above are a very positive result, and as such confirm the
usefulness of the considered simulation models. It is also relevant to note
that of the simulated error rates given in Table 5.1, the ESR5(20) best
represents the true order of the considered models in terms of simulation
accuracy.
5.3.4 System Simulation Example
Finally, to verify that the proposed system simulator is applicable for the
specified purpose of simulating large groups of users, the full simulation
structure was implemented by incorporating the mobility model outlined in
Subsection 5.2.1. Vehicular (portable in-car) reception was considered, us-
ing the DVB-H coverage map of the SFN test-bed of the University of Turku
shown in Figure 5.7. Figure 5.10 shows the vehicle speed probability distri-
bution specified for the mobility model. 10 000 users were randomly placed
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Simulated with measured RSSI
Simulated with predicted RSSI
Figure 5.9: Simulated average TS packet error rates compared to measured
values for a sequence of six-minute measurements.












Figure 5.10: Probability density function for the vehicle speed used in the
mobility model.
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within the coverage area, and a 10 minute streaming service was simulated
at a data rate of 256 kb/s. The generated TS packet error information of
each of the 10 000 users were then used to analyze various global properties
of the broadcast network.
Figures 5.11 and 5.12 show simple examples of the information available
from the simulations. Figure 5.11 demonstrates the cumulative distribution
function (CDF) of the erroneous seconds ratios experienced by the 10 000
users for various MPE-FEC code rates. From this example it can be seen
that the MPE-FEC code rate is not significant in terms of the distribution
of the ESR. However, the distribution of the average number of correctly
received MPE sections in MPE-FEC frames containing uncorrectable errors
is affected by the MPE-FEC code rate, as shown in Figure 5.12. It should be
kept in mind that the number of data sections in each frame is dependent
on the MPR-FEC code rate, as specified in Appendix B. Still, the given
example serves to demonstrate that the link layer code rate affects the po-
tential gain of utilizing also content of erroneous MPE-FEC frames at upper
protocol layers.
The total runtime required to produce the 10 000 error traces used in
the examples described above was 3.9 · 104 seconds (or approximately 11
hours) using a 2.4 GHz tabletop PC with 2 GB of RAM. The time it would
require to record the same amount of error information in field measurements
using a single receiver is 6.0 · 106 seconds (approximately 1 667 hours),
meaning that the time expenditure required for obtaining the simulated
data is only 0.65 % of the corresponding field measurement time, which of
course excludes all peripheral efforts such as setting up the measurement
equipment and transportation between measurement locations.
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Figure 5.11: CDF of the erroneous seconds ratio for a 10 min streaming
service at 256 kb/s. MPE-FEC frame size 512 rows.






























Figure 5.12: CDF of average number of correctly received data sections in




In this Thesis, it was studied how and to which extent it is feasible to de-
rive, based on physical channel models, finite-state models for simulating
mobile wireless communication systems, and how to model specific wireless
communication systems at various protocol levels, or levels of abstraction,
in a computationally efficient manner. Table 6.1 summarizes in order of
presentation the simulation models most relevant for the development of
this study. From the given input and output data types of the different
models, it is evident how the considered models extend from the physi-
cal, relatively system-independent Rayleigh and WSSUS channels presented
in Chapter 2, to the modulation-specific finite-state Markov channel and
frequency-selective finite-state model considered in Chapter 3, and finally
to the packet error models studied in Chapters 4 and 5. These packet error
models were applied to model specific error processes of a DVB-H system,
and while the models as such are not designed for any specific communi-
cation system, their application requires the derivation of numerical model
parameters that correspond to a specific system and transmission scenario.
Figure 6.1 further illustrates the conceptual structure of the Thesis,
with dependencies between considered subjects outlined. By deriving the
frequency-selective finite-state model in Chapter 3 based on properties of
physical WSSUS channel models and the FSMC model for Rayleigh fading,
it was found that it is feasible to derive an accurate and efficient finite-state
simulation model for a mobile wireless OFDM system directly from rele-
vant system and channel parameters. This derivation, which is an original
contribution of this work, was partly facilitated by the study performed in
Chapter 2, which indicated that in the considered OFDM simulations, the
delay spread SD and maximum Doppler frequency fD are practically suf-
ficient to determine the effect of the channel. That is, the exact discrete
power delay profile of a WSSUS channel model was found to have a rela-
tively minor effect on the average error rate of the considered system, given
101
Table 6.1: Main simulation models considered in the Thesis with the corre-
sponding primary user input data, and output data types.
Simulation model Input data Output data
Rayleigh fD Fading coefficient
WSSUS SD, fD Impulse response
FSMC SNR, fD Symbol error trace
Freq. sel. FSM CNR, SD/Ts, fDTs Symbol error trace
ARMP Run length statistics Packet error trace
Parameterized ARMP RSSI, Speed Packet error trace
fixed values for SD, fD, and the number of discrete delay components in
the channel model. To the author’s knowledge, this study is also a novel,
though relatively minor, contribution of this Thesis.
Further abstraction was studied initially by considering the principle and
limitations of threshold models for block error processes in Chapter 3. Sev-
eral previously applied generic statistical models applicable in simulating
block or packet error processes were outlined in the end of Chapter 3. Ag-
gregated renewal Markov processes, which can be considered as an extension
of the widely used simplified Fritchman models, were defined in Chapter 4,
and subsequently applied for simulating link and IP-level packet error pro-
cesses of a DVB-H system. The model parameters were determined based
on measured data from a DVB-H system operating through a hardware
WSSUS channel simulator. It was found that while using a simple aggre-
gated Markov process with only two states does not generally produce ac-
curate results, selection of the statistical characteristic to be matched using
such models has a significant effect on the accuracy of the model. Further-
more, it was found that with the considered application and performance
metrics, four-state aggregated Markov processes produced results that can
not be significantly improved upon using models classifiable as renewal pro-
cesses. The consideration of aggregated renewal Markov processes is a major
original contribution of this work, which directly builds upon a pre-existing
area of research on finite-state error models.
Derivation of model parameters from physical reception conditions was
considered using function approximation for relevant error statistics as func-
tions of the carrier-to-noise ratio and maximum Doppler frequency of the
received signal. This model parameterization was used in the case study
of Chapter 5 to construct a dynamic system simulator corresponding to
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Figure 6.1: Conceptual structure of the Thesis.
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compared to corresponding field measurements. Finally, an application ex-
ample of the dynamic system simulator was given, where 10 000 mobile
receivers were simulated within the considered DVB-H network. The study
of large-scale dynamic simulation of mobile broadcast networks is also a
novel contribution of this work, which builds upon the efficient simulation
models considered earlier in the Thesis.
To summarize: in this Thesis, finite-state models were considered for
physical and modulation symbol level error processes, and for packet error
processes at transport stream and internet packet protocol layers of a spe-
cific communication system. All models were derived based on underlying
physical channel and system characteristics using direct theoretical analysis,
and approximations based on both simulations and measurements. It was
found that significant performance gains were achievable with tolerable de-
crease in accuracy of the results compared to more detailed models. A clear
tradeoff was identified in that highly abstracted models lose the possibility
of modifying specific system and channel characteristics, which is an impor-
tant property of simulation models. However, in many cases the possibility
for efficient implementation and application of simplified models outweighs
the disadvantages.
Topics for future work can be identified within this Thesis. Related to
the frequency-selective finite-state models for OFDM systems considered in
Chapter 3, a direct subject for further research is to consider incorporat-
ing the recently proposed improvements [42,49] to the FSMC model, which
exhibit more accurate autocorrelation properties. The dynamic system sim-
ulator considered in the case study of Chapter 5 can be developed further
for example by incorporating additional system scenarios and by applying
different physical channel characteristics to different regions of the coverage
area - a straightforward example would be to determine model parameter
sets according to line-of-sight and non-line-of-sight conditions. Furthermore,
the considered simulation structure may be useful as a tool for developing
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[20] D. Gómez-Barquero, J. Poikonen, “Filecasting for Streaming Content
Delivery in IP Datacast over DVB-H Systems,” Proc. IEEE Interna-
tional Symposium on Broadband Multimedia Systems and Broadcasting,
Las Vegas, Nevada, 2008.
[21] S. R. Saunders, A. Aragón-Zavala, Antennas and Propagation for Wire-
less Communication Systems, 2nd edition, John Wiley & Sons, Ltd.,
Chichester, 2007.
[22] N. Blaunstein, J. B. Andersen, Multipath Phenomena in Cellular Net-
works, Artech House, Boston, 2002.
[23] B. Sklar, “Rayleigh Fading Channels in Mobile Digital Communication
Systems Part I: Characterization,” IEEE Communications Magazine,
September 1997, 136-146.
106
[24] Y. Okumura, E. Ohmori, K. Fukuda, “Field Strength and its Variability
in VHF and UHF Land Mobile Radio Service,” Rev. Elec. Commun.
Lab., vol. 16, 1968, 825-873.
[25] M. Hata, “Empirical Formulae for Propagation Loss in Land Mobile
Radio Services,” IEEE Trans. Veh. Technol., vol. VT-29, 1980, 317-
325.
[26] COST 231, “Urban Transmission Loss Models for Mobile Radio in the
900 MHz and 1800 MHz Bands (rev. 2),” COST 231 TD(90), 119 Rev.
2, Den Haag, 1991.
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A.1 Basic Principle of OFDM
Orthogonal frequency division multiplexing is a data transmission method,
where Nsc data symbols are transmitted simultaneously using a set of or-
thogonal signals modulated by Nsc equidistant carrier frequencies. These or-
thogonal signals are typically called subcarriers. In OFDM systems, orthog-
onal subcarriers are mainly realized using rectangular time-domain pulses.
The frequency spectrum of a rectangular signal pulse with duration Ts is






F↔ Ts sin (πfTs)
πfTs
,
where Π(t/Ts) is a rectangular pulse with time duration Ts, and
F↔ denotes
a Fourier transform relationship.
The zero-points of a sinc-function are found at frequencies f = fi ±
k/Ts Hz, (k = 1, 2, ...), where fi is the center (carrier) frequency of the
i:th subcarrier. To achieve orthogonality between subcarriers, their carrier
frequencies should be selected so that the center points of the individual
subcarrier spectra match the zero-points of all other subbands. This leads
to theoretically perfect orthogonality of the subcarriers in these points of
the spectrum. That is, if the signal spectrum is sampled at these frequency
points, every sample is completely determined by the peak value of the
corresponding subcarrier. This principle is illustrated in Figure A.1.
In OFDM, the aforementioned is typically utilized by mapping the sym-
bols to be transmitted into frequency-domain samples using a suitable com-
plex signal constellation. Then an inverse fast Fourier transform (IFFT) is
performed on the samples, producing a time-domain representation of the
A-1

























Figure A.1: A simple OFDM symbol in the frequency domain with two
subcarriers modulated using binary phase shift keying with a symbol set
{1,−1}. Shown are the individual subcarrier signals, and the OFDM signal
corresponding to the sum of the subcarrier signals; the correct sampling of
the OFDM signal is also demonstrated.
discrete signal. When this data is passed trough a digital-to-analog con-
verter assuming an appropriate sampling frequency, a signal containing the
orthogonal subcarriers previously defined is obtained for transmission. For
a more in-depth overview of OFDM, references [97–99] are suggested. In
the following, properties of OFDM systems most relevant to this Thesis are
considered.
A.2 OFDM Symbols in the Time Domain
In the time domain the sum of the rectangular pulses with different carrier
frequencies is called an OFDM symbol. The length Ts of the OFDM sym-
bol determines the bandwidth of all the subcarriers in the signal spectrum.
It is notable that since the (zero-to-zero) bandwidth 2/Ts of an individual
subcarrier is typically only a fraction of the total bandwidth used by an
OFDM symbol, the time duration of the symbol is correspondingly longer
than the duration of a single-carrier signal pulse with the same total band-
width. One effect of this is that OFDM has better tolerance of impulse noise
than corresponding single-carrier modulation.
To reduce the effect of intersymbol interference (ISI) on an OFDM sym-
bol, a guard interval can be inserted between successive symbols in the time
domain. If the length of this guard interval is selected to be sufficiently
A-2





























Figure A.2: A Simple OFDM symbol in the time domain with two subcar-
riers modulated using binary phase shift keying with a symbol set {1,−1}.
Shown are the individual subcarrier signals, and the OFDM signal corre-
sponding to the sum of the subcarrier signals. The upper subplot shows
only the useful OFDM symbol with duration Ts, while in the lower subplot
a cyclic prefix of length lcp = 1/4 is also included.
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larger than the delay spread of the channel, the effect of intersymbol inter-
ference will be mitigated by removing the guard interval at the receiver. A
simple zero padded guard interval removes ISI, but leaves the signal vul-
nerable to frequency-selective fading caused by the communication channel.
This problem, also called intrasymbol interference, is in practice solved by
using a cyclic prefix instead of zero padding between successive symbols.
Figure A.2 illustrates an OFDM symbol in the time domain without and
with a cyclic prefix.
The cyclic prefix is obtained by copying a number of samples from the
end of the OFDM symbol and concatenating these samples as a prefix be-
fore the useful signal. Thus the total length of the OFDM symbol becomes
(1+ lcp)Ts, where lcp is the length of the prefix, relative to the useful symbol
duration Ts. As stated before, the length of the prefix should be greater
than the delay spread of the channel in use. If this condition is fulfilled,
the signal will appear periodic in regard to convolution with the channel
impulse response. As explained in reference [2], if at least one signal in a
discrete convolution is periodic over the range of the convolution, the convo-
lution in time is equivalent to multiplication in the frequency domain. This
property makes equalization of OFDM symbols in the receiver significantly
more efficient than traditional convolutional equalization.
A.3 Reception of an OFDM Signal
In reception, operations inverse to transmission are applied. The received
signal is sampled with optimally the same sampling frequency and timing as
in transmission. After sampling, a discrete Fourier transform is performed
on the signal and the data symbols mapped onto the subcarriers can be
estimated.
The effect of a frequency-selective transfer channel on the individual
OFDM subcarriers is that they are multiplied by complex factors corre-
sponding to the frequency response of the channel at the coincident fre-
quency. Here the multiplicative property of the OFDM symbol gained by
the use of a cyclic prefix can be utilized. If each sampled subcarrier is
multiplied by the complex inverse of the channel frequency response at the
frequency under inspection, the result will be the transmitted complex value
of the subcarrier plus additive noise, which is also affected by the equaliza-
tion. Thus if the channel frequency response at a given frequency is very
close to zero, the subcarrier value obtained by such equalization is rather
unreliable due to magnification of additive noise at that frequency.
To enable the equalization presented above, some method of estimating
the channel frequency response is required. This is commonly achieved by
mapping known values, or pilot symbols, into selected subcarriers. Compar-
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ing the received values of these pilots to the known transmitted ones the
receiver gains samples of the transfer channel at the pilot positions. Choos-
ing the number of pilots used and the positions that they are inserted into
is not a trivial task, however. On one hand, using more pilots gives more
information about the channel. On the other hand, the pilots reserve sub-
carriers that could be used to carry information, thus reducing the effective
data rate.
More detailed information on pilot symbol placement and subsequent
channel estimation is found in literature for example in references [98–100].
The basic principle is that the pilot placement or channel sampling interval
should fulfill the Nyquist sampling theorem [2] in order to enable accurate
estimation of the channel frequency response. Note that in time-varying
channels the Nyquist sampling theorem should be met both in the time
domain and in the frequency domain. In practice this means roughly that
the channel sampling interval in the time domain - corresponding to the time
between subsequent OFDM symbols containing pilots - should be smaller
than the coherence time TC . Also, the sampling interval in the frequency
domain - corresponding to the pilot carrier spacing within an OFDM symbol
- should be shorter than the coherence bandwidth BC (TC and BC are
defined in Chapter 2).
The channel estimation principle outlined above, which uses scattered
pilots in the time and frequency domain, is suitable for rapidly varying
channels such as those utilized in DVB-H and Digital Audio Broadcasting
(DAB). In many packet transmission systems such as wireless local area
networks (WLAN), the channel impulse response can be considered constant
within several OFDM symbol periods. In such cases a more suitable method
of including whole symbols dedicated to estimating the channel parameters
can be utilized. More information on this channel estimation method is given
in reference [101]. It is notable that one of the main advantages of OFDM
is that it allows transmission over highly frequency-selective channels at a
low receiver implementation cost. In particular, costly equalizers needed
in single-carrier systems are dramatically simplified [102]. This, along with
the relatively long time duration of OFDM symbols, which enables operation
over channels with large delay spreads, makes OFDM a suitable transmission
method for single-frequency networks (SFN). An SFN differs from a cellular
network in that all transmitters operate at the same carrier frequency. At
the network level this requires careful synchronization of the transmitters.
However, regardless of the synchronization accuracy, increased delay spreads
are a typical characteristic for single-frequency networks, which must be
taken into account when selecting the cyclic prefix length and pilot symbol
configuration for an OFDM system.
Finally, it should be noted that when the maximum Doppler frequency
of the communication channel is significant compared to the bandwidth of
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Table A.1: Effects of wireless channel characteristics on OFDM signals, and
counteractions available by adjusting the basic OFDM system parameters.
*To mitigate the effects of intercarrier interference and impulse noise, addi-
tional noise canceling algorithms and forward error correction/interleaving
schemes may be used.
Channel property Effect on OFDM signal Counteraction
SD/Ts > 0 (i) Intersymbol interference (i) Guard interval
(ii) Frequency-selective fading (ii) Prefix & pilots
(i),(ii) Incr. Ts, lcp
fDTs > 0 Intercarrier interference Decrease Ts*
Impulse noise Low SNR Increase Ts*
the OFDM subcarriers - described by the normalized Doppler bandwidth
fDTs, which will in this case be larger than zero - the received signal will be
distorted by intercarrier interference (ICI). As described in reference [30],
the ICI is effectively additive noise that can no longer be corrected using
equalization as described in the previous Section, and requires the use of
specific ICI cancelation algorithms. Since OFDM symbols are by nature of-
ten lengthy in the time domain, corresponding to relatively small subcarrier
bandwidths, intercarrier interference is a considerable limitation on the use
of OFDM. In fact, the poor performance of OFDM in rapidly time-varying
channels is one of the main arguments against applying OFDM [99]. Ta-
ble A.1 summarizes the most crucial properties of mobile wireless channels
related to the performance of OFDM systems, and possible methods to re-
duce the distortion caused by the communication channel by adjusting the




Digital video broadcasting for handheld terminals (DVB-H), as specified
in references [90, 92, 103], is an expansion of the terrestrial digital video
broadcasting standard (DVB-T) [92]. In the following, a brief summary of
the DVB-H system and its features is given, along with brief descriptions of
the intended benefits of the modifications to the DVB-T standard, which is
designed primarily for static rooftop reception.
B.1 System Features
DVB-H is built on the terrestrial broadcasting standard DVB-T. This offers
the possibility of implementing DVB-H in existing DVB-T networks with
some modifications. According to the DVB-H implementation guidelines
[92], it should be possible to transmit a DVB-H stream simultaneously with
a DVB-T stream in a network without significant disturbance or requirement
for modification in existing DVB-T receivers. Moreover, traditional DVB-T
integrated receiver-decoder chip designs can be modified to enable reception
of the DVB-H stream by relatively simple changes to the hardware and
system software.
A DVB-H transmitter consists of an IP (internet protocol) encapsu-
lator, a multiplexer that constructs transport stream (TS) packets from
DVB-H IP streams and possible DVB-T MPEG2 streams [87], and a mod-
ified DVB-T modulator. The modifications and additions to the existing
DVB-T standard are due to specific requirements set by handheld termi-
nals (light-weight, battery-powered apparatus) on the transmission system.
These requirements, as described in [92], include reducing the average power
consumption in the receiver by time slicing, seamless handovers between
transmission cells, and low-noise signal reception in a wide range of recep-
tion scenarios, noise environments and transmission networks.
Mandatory additional features in the DVB-H system as compared to
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DVB-T are link layer time-slicing of the transmitted IP-stream, and physical
layer DVB-H parameter signaling in previously unused DVB-T transmission
parameter signaling (TPS) bits. Optional features include forward error
correction for multiprotocol encapsulated data (MPE-FEC), an additional
4K OFDM modulation mode (shorthand notation for the total number of
subcarriers used in the system which for 4K is 212 = 4096), and in-depth
symbol interleaving for the 2K and 4K modulation modes. It should also
be noted that the payload of DVB-H is IP-datagrams or other network
layer datagrams encapsulated into MPE-sections, as opposed to the MPEG-2
stream transmitted by a DVB-T system.
Time-slicing means sending data in short bursts using a significantly
higher instantaneous bit rate compared to the average bit rate of the trans-
mitted service. The main advantages of time-slicing are reduced power
consumption and the possibility to accomplish seamless handovers between
transmission cells. The reduction in power consumption is due to the rel-
atively small duty cycles used in time-slicing; for example, a 10 % data
transmission duty cycle implies a 90 % reduction in the power consump-
tion of the receiver radio hardware. Also, time-slicing enables the receiver
to monitor neighboring cells during reception off-times. If a handover is
accomplished during an off period, the reception of a service is seemingly
uninterrupted, provided that the service content is synchronized between
neighboring cells.
Link layer forward error correction is an optional feature intended to
improve carrier-to-noise ratio performance and Doppler performance in mo-
bile channels. Forward error correction should also improve tolerance to
impulse interference. As defined in [104], MPE-FEC coding utilizes a com-
bination of Reed-Solomon and 32-byte cyclic redundancy check codes. For
a detailed description and analysis of the MPE-FEC coding in DVB-H, see
reference [17].
Program specific information/service information (PSI/SI [105]) are es-
sential data for service discovery in DVB-H systems. The PSI enables a
decoder to demultiplex DVB-H services. The SI contains data on DVB-H
services carried by different multiplexes. It should be noted that MPE-FEC
coding is not applied for PSI/SI, which are transmitted with only cyclic
redundancy check information to verify their correctness.
An optional addition to the DVB-T modulator is the 4K OFDM mode.
The DVB-T standard [106] originally defines two modes of operation: 2K
and 8K. The operation mode determines the number of subcarriers used
in OFDM, thus affecting the optimal network configuration for the system.
Because the bandwidth occupied by the system is fixed for a given network,
changing the number of subcarriers directly affects the OFDM symbol du-
ration. Increasing the number of subcarriers increases the symbol duration,
which means that the system has better tolerance for large delay spreads.
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This is beneficial in large single-frequency networks, but also leads to worse
performance in high-speed reception. The objective of the added 4K OFDM
mode is to improve the network planning flexibility by allowing a tradeoff
between mobility and single frequency network size.
In-depth symbol interleaving is another optional modification to the
DVB-T modulator. In-depth interleaving is specified in [106] for the 2K
and 4K modulation modes. It is designed to improve reception in fading
channels, and to provide an extra level of protection against short noise
impulses by increasing the symbol interleaver depth. This is achieved by
utilizing the memory capacity of the 8K symbol interleaver in interleaving
2K and 4K symbols; this effectively quadruples (for 2K) or doubles (for 4K)
the symbol interleaver depth.
B.2 Data Flow in DVB-H Transmission
The DVB-H IP-encapsulator arranges incoming IP datagrams into MPE
sections, optionally performing FEC coding and time slicing. If time-slicing
is used, additional delay information (or delta-t information) is added to
the MPE and MPE-FEC section headers. This information is used to signal
the time from the start of the MPE (or MPE-FEC) section currently being
received to the start of the next time-sliced data burst. MPE (or MPE-
FEC) sections are encapsulated into TS packets and then multiplexed along
with other possible data streams into a DVB-T/H modulator. In DVB-H,
PSI/SI information is carried in MPEG-2 private table structures, which
are segmented into sections, inserted into transport stream packets, and
multiplexed into the modulator [105].
Figure B.1 shows the link layer IP encapsulation in DVB-H. Network
layer IP datagrams are first written column-wise into the application data
table part of an MPE-FEC frame, which consists of a total of 191 columns.
The application data table is encoded row-wise using a systematic Reed-
Solomon code; the resulting 64 correction bytes per row are then added to
the RS data table part of the MPE-FEC frame. The row-wise encoding of the
application data arranged into columns results in a virtual interleaving effect
that is useful in difficult fading scenarios, as only weak time interleaving is
available in DVB-H, and only with in-depth interleaving.
The MPE-FEC code rate can be adjusted by zero-padding either the
application data table, or the RS data table. The added zeros are not
transmitted; the MPE and MPE-FEC section headers shown in Figure B.1
contain information for reconstructing the MPE-FEC frame in the receiver.
If forward error correction is not used, the whole MPE-FEC frame is filled
with IP data. This also removes the virtual interleaving mentioned above.
After the MPE-FEC frame is constructed, the application data table IP
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Application data table RS data table
FEC header (12B) Column (max 1024B) CRC-32 (4B)
MPE header (12B) IP datagram CRC-32 (4B)
TS Header (4B) Payload (184B) TS Header (4B) Payload (184B)... ...




Figure B.1: DVB-H link layer operations [17].
datagrams are encapsulated into MPE sections, which include 12-byte MPE
headers and four CRC-32 error detection bytes. In a similar fashion, the
RS data table columns are encapsulated into MPE-FEC sections; the only
difference between MPE and MPE-FEC sections is that the section header
fields differ. The encapsulated MPE and MPE-FEC sections are partitioned
into TS packets and transmitted through the modified DVB-T modulator
in the physical layer.
A functional block diagram of a DVB-T/H modulator is shown in Fig-
ure B.2. Input to the DVB-H modulator is arranged into fixed-length trans-
port stream packets; total length of one transport multiplex (MUX) packet
is 188 bytes, following the MPEG-2 transport multiplex defined in refer-
ence [87]. Note that the block diagram of Figure B.2 contains two parallel
processing paths up to the inner interleaver block. This is required when
hierarchical modulation is used, that is, two data streams of different prior-
ities are transmitted simultaneously. The ”HP” and ”LP” abbreviations in
Figure B.2 refer to High Priority and Low Priority, respectively.
The first byte of each TS packet is always a synchronization byte, set
in the MUX adaptation step. The other 187 bytes of a TS packet are
randomized using a pseudo random binary sequence (PRBS) generator to
ensure adequate binary transitions; this procedure is also referred to as
energy dispersal.
After energy dispersal the TS packet is coded using a Reed-Solomon


































































Figure B.2: Functional block diagram of a DVB-T/H modulator [106].
Blocks with DVB-H-specific modifications are shaded.
resulting error protected packets of length 204 bytes are then byte-wise inter-
leaved in the outer interleaver. The interleaved bit stream is convolutionally
coded in the inner coder, which uses a mother code of rate 1/2, and allows
punctured rates of 2/3, 3/4, 5/6 and 7/8. Note that information on the code
rate used is transmitted in the transmission parameter signalling bits that
are added to the transmitted OFDM symbol before modulation.
The convolutionally coded data is passed to an inner interleaver and
mapper, which assign input bits onto output modulation symbols accord-
ing to the signal constellation used. In the inner interleaver the input bit
stream - or two streams in the hierarchical case - is demultiplexed into a
total of v substreams, where v = 2 for QPSK, v = 4 for 16-QAM, and v = 6
for 64-QAM. After demultiplexing, or serial-to-parallel conversion, bit inter-
leaving is performed using a block size of 126 bits per interleaver. That is,
corresponding bits in 126 input vectors are shuffled using a different permu-
tation function for each bit interleaver. This block interleaving process is
repeated exactly twelve times per OFDM symbol of useful data in the 2K
mode, twenty-four times in the 4K mode and forty-eight times per symbol
in the 8K mode. Also, when in-depth interleaving is applied in the 2K or 4K
modes, the block interleaving process must be repeated forty-eight times in
order to supply the symbol interleaver with enough data to produce either
four consecutive 2K OFDM symbols or two consecutive 4K OFDM sym-
bols [106]. From the inner interleaver up to the transmitter front end the
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system operates with modulation symbols, whose bit-length is determined
by the signal constellation used.
The outputs of the v bit interleavers form the final bit vectors, or data
symbols, to be mapped onto the OFDM subcarriers. The purpose of an
additional symbol interleaver is to offer frequency diversity and to map the
v-bit modulation symbols onto the 1512 (2K mode), 3024 (4K mode) or 6048
(8K mode) active carriers per ODFM symbol. The block size of the symbol
interleaver in the native interleaving mode is thus same as the number of
data carriers required per OFDM symbol. When the in-depth interleaver
is selected, the symbol interleaver acts on blocks of 6048 data symbols in
all modulation modes. The main idea of in-depth symbol interleaving is to
utilize the full memory capacity present in both the transmitter and the
receiver.
After the symbol interleaver, Gray coding is applied to map the groups
of input bits to modulation symbols. The DVB-T-system allows different
levels of QAM modulation, namely QPSK, 16-QAM and 64-QAM, to be
used to trade bit rate versus ruggedness. The system also allows two-level
hierarchical channel coding and modulation. In hierarchical modulation
several bit streams of different priorities are mapped to the same signal
constellation. In this case the most significant bits of each QAM symbol
contain a high-priority bit stream that is decoded as if the constellation were
QPSK. To decode the low-priority bits the full constellation is examined.
OFDM subcarriers not used for data or TPS signaling are modulated
with reference information whose transmitted value is known to the receiver.
This enables channel estimation and frequency-domain equalization in the
receiver as described in Appendix A. The OFDM symbols in DVB-H contain
both scattered and continual pilot cells, whose values are determined by
a pseudo-random binary sequence. The continual pilots occupy the same
carriers in all OFDM symbols, while the scattered cells are shifted cyclically
between OFDM symbols. Reference pilot cells are BPSK modulated, and
transmitted with a power level 4/3 times the average power of the data
subcarriers. After the addition of TPS and pilot cells, the total number
of carriers in an OFDM symbol is 1705 (in 2K mode), 3409 (4K mode) or
6817 (8K mode). Of the added reference pilot cells, 45 (2K), 89 (4K) or 177
(8K) are continual pilots [106]. After the data symbols and pilot cells are
mapped to the carriers, a time-domain OFDM symbol is constructed and a
cyclic prefix is added to the useful part of the OFDM symbol. One of four
cyclic prefix lengths may be used: 1/4, 1/8, 1/16 or 1/32 of the duration of
the useful part.
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