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ABSTRACT
We create and analyze two sets of reference summaries for
discussion threads on a patient support forum: expert sum-
maries and crowdsourced, non-expert summaries. Ideally,
reference summaries for discussion forum threads are cre-
ated by expert members of the forum community. When
there are few or no expert members available, crowdsourc-
ing the reference summaries is an alternative. In this pa-
per we investigate whether domain-specific forum data re-
quires the hiring of domain experts for creating reference
summaries. We analyze the inter-rater agreement for both
datasets and we train summarization models using the two
types of reference summaries. The inter-rater agreement in
crowdsourced reference summaries is low, close to random,
while domain experts achieve a considerably higher, fair,
agreement. The trained models however are similar to each
other. We conclude that it is possible to train an extractive
summarization model on crowdsourced data that is similar
to an expert model, even if the inter-rater agreement for the
crowdsourced data is low.
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1. INTRODUCTION
Discussion forums on the web come in many flavors, each
forum covering its own topic and having its own commu-
nity. The user-generated content on web forums is a valu-
able source for information. However, in discussion forums
where opinions and experiences are shared, it can be di -
cult to pinpoint the relevant information in a long thread,
especially when the forum is accessed on a mobile device.
The Dutch media company Sanoma wants to serve its mo-
bile users better by showing summaries of long discussion
threads. The approach we take in this paper is extractive
summarization [5]: extracting salient units of text from a
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document and then concatenating them to form a shorter
version of the document. In previous work on extractive
summarization for discussion threads it was assumed that
posts are more suitable summarization units than sentences,
because selecting sentences from posts would lead to loss of
context [1]. However, posts are sometimes long and not all
information contained in a post is equally relevant. In this
paper we investigate the feasibility of thread summarization
at the sentence level: selecting the most relevance sentences
from a thread while hiding the less relevant sentences.
For the development and evaluation of automatic summa-
rizers, human reference summaries are required [11]. How-
ever, summarization is an inherently subjective task: human
summarizers tend to disagree on the information that should
be included in the summary. When multiple raters are in-
volved in creating the reference summaries, it is insightful
to measure the inter-rater agreement between them. Agree-
ment for extractive summarization – the selection of salient
text units from a document – is generally calculated in terms
of Cohen’s  [13]. For summaries of newswire texts  scores
between 0.20 and 0.50 have been reported [10], but for the
summarization of conversations the agreement tends to be
lower: between 0.10 and 0.35 [9, 7, 12].
The case that we study in this paper is that of web fo-
rums of patient support groups. Online support groups play
an important role in providing patients with informational
and emotional support from their peers [4]. The information
shared in patient support groups is domain-specific, covering
the disease, medications, side e↵ects and coping strategies.
Ideally, reference summaries for discussion forum threads are
created by active members of the forum community, who are
experience experts in the domain of the forum and famil-
iar with the commonalities of the forum community. When
there are few or no expert members available, crowdsourc-
ing the reference summaries is an alternative. In this pa-
per we investigate whether domain-specific forum data re-
quires the hiring of domain experts for creating reference
summaries, or that crowdsourced reference summaries suf-
fice. We collect two sets of reference summaries for a set
of discussion threads from the Facebook group of a patient
support community: expert summaries and crowdsourced
summaries. We analyze the inter-rater agreement for both
datasets, and compare the models trained on both datasets.
We address the following research questions:
RQ1 What is the inter-rater agreement for sentence selec-
tion from domain-specific discussion forum threads;
do domain experts achieve a higher agreement than
crowdsourced raters on the task?
RQ2 What are the di↵erences between sentence selection
models trained on expert data and crowdsourced datas?
We release the labeled data to be reused by other re-
searchers.1
2. RELATEDWORK
Over the last decade, some research has been directed at
the summarization of forum threads [14, 8, 3]. The most
similar to the current work in the context of discussion forum
summarization is the work by Bhatia et al. [1], which takes a
feature-based approach in selecting the most relevant posts
from a thread, arguing that sentence selection would lead to
loss of coherence.
The quality of crowdsourced annotations compared to ex-
pert annotations has been investigated before in the context
of other supervised learning tasks. For the classification of
sentiment in political blog snippets it was found that having
one individual non-expert annotator leads to a model with
poor quality, but using multiple noisy annotations from non-
experts can lead to a useful model [6]. For relevance judg-
ments in domain-specific search, crowdsourced judgments
give the same results as expert judgments in a global evalu-
ation (ranking of evaluated search engines), but fail in more
specific evaluation tasks (distinguish di↵erent levels of highly
accurate search results) [2].
This paper is the first to analyze the di↵erence between
expert annotations and crowd-sourced annotations for the
summarization of discussion forum threads, and the first to
study the potential of sentence-level summarization of dis-
cussion forum threads.
3. METHODOLOGY
3.1 Data
We use data from the Facebook group GIST support in-
ternational.2 GIST is a rare form of cancer. We received an
export of 3,071 discussion threads from the Facebook group.
Threads with more than 26 posts were cut o↵ at 26 by the
provider of the data. The average number of posts in a
thread after cut-o↵ is 9.5 (median 7). 40% of the threads
have more than 10 posts. For our experiment we created a
sample of 100 randomly selected threads that have at least
10 posts. We automatically split each post in sentences, us-
ing regular expressions and a set of abbreviations in Python.
The average number of sentences per post is 2.7 (minimum
1, maximum 18).
3.2 Creating reference summaries
For creating reference summaries, we set up an online
thread summarization interface. In this interface the left
column of the screen shows the complete thread. When hov-
ering over the text in the posts, separate sentences get high-
lighted and are clickable. The right column shows an empty
table with a placeholder cell for each post and within each
post a placeholder [...] for each sentence in the post. The
subjects were given the following instructions: “Please select
1The data can be downloaded from http://discosumo.
ruhosting.nl/
2https://www.facebook.com/groups/gistsupport/
Table 1: Sentence features used as independent vari-
ables in the regression analysis. Some of the features
describe the post in which the sentence occurs.
Name Description
pos post position of post in the thread
pos sent position of sentence in the post
cossim thread cosine similarity sentence–thread1
cossim openingpost cosine similarity sentence–opening post1
wordcount word count
ttr type-token ratio
rel punctcount relative punctuation count
avg wordlength average word length (# of chars)
author proportion of posts by author of post
1. tf-idf weighted term vectors
the pieces of text that you think are the most important for
the thread. You can either select a post as a whole (by click-
ing ‘select the complete post’) or select separate sentence(s)
from a post. You can determine the number of selected posts
yourself but try to be concise so that the resulting summary
does not contain too much redundant information. The se-
lected text together should form an informative summary of
the thread.” The subjects also had the possibility to remove
sentences or posts from the selection by clicking the selected
items.
With the annotation interface, we collected two sets of
reference summaries:
• Crowdsourced summaries. Through the research
participation system of our university, we recruited
subjects to create reference summaries. The users pro-
vided some basic information in the login screen, such
as their gender and age. They were then presented
with one example thread to get used to the interface.
After that, they were presented with a randomly se-
lected thread from our sample. The subjects decided
themselves how many threads they wanted to summa-
rize. They were paid a gift certificate. Each thread
was shown to 5 di↵erent subjects.
• Expert summaries. Through the GIST patient com-
munity, we recruited 2 experts to create reference sum-
maries. 50 of the 100 threads in our sample were sum-
marized by the experts, using the same instructions
and annotation interface as for the crowdsourced sum-
maries.
3.3 Inter-rater agreement
For each thread we computed the agreement between each
pair of raters in terms of Cohen’s .We report the mean 
scores over all threads and all rater pairs.
3.4 Training a model for sentence selection
In order to answer RQ2 we investigated the relationship
between sentence features and the selection of sentences us-
ing a linear regression analysis. We argue that the number
of raters that selected a sentence (the number of ‘votes’) is
an indicator of its relevance: a sentence that is selected by
all 5 raters can be expected to be more relevant than a sen-
tence that is selected by only one or two raters. Therefore,
we used the number of votes for a sentence as dependent
variable in the regression analysis. The sentence features
that we used as independent variables are listed in Table 1.
We standardized feature values by converting them to their
z-value.
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Figure 1: Dispersion of  scores for the rater pairs
with at least 5 common threads ( scores are aver-
ages over the  scores for individual threads).
4. RESULTS
22 subjects participated in the crowdsourcing study (18
female, average age 23). As quality control for their work,
we registered the time they spent on the annotation task.
The work of two subjects was disregarded because they com-
pleted multiple threads per minute, which would be impossi-
ble if they would have taken the task seriously. The median
number of items selected in a thread was 7.0 (mean 8.7).
The two experts both summarized all 50 threads presented
to them. The median number of items selected in a thread
was 8.0 (mean 8.0).
We found that for the crowdsourced summaries, the agree-
ment for sentence selection is low:  = 0.081. This indi-
cates that the agreement between two raters for selecting
sentences from a thread is close to random.3 The expert
agreement is considerably higher:  = 0.267, which indi-
cates ‘fair agreement’.
We investigated the  scores of the individual rater pairs
in the crowdsourced data to see whether some of the pairs
reach the expert agreement level. Figure 1 shows the disper-
sion of the  scores for the rater pairs with at least 5 common
threads ( scores are averaged over threads). None of the
rater pairs in the crowdsourced data reaches the agreement
level of the expert raters. We also investigated the time
spent by the individual raters. The mean time spent per
thread in the crowdsourced data was 112 seconds while the
experts spent 145 seconds on average per thread, which is
considerably longer. However, there is no significant corre-
lation between the time spent per thread and the average 
score of an individual rater (Kendall’s ⌧ = 0.091, p = 0.57).
We also investigated whether relatively more experienced
raters reach a higher agreement, but there is no signifi-
cant correlation between the number of threads summarized
and the average  score of an individual rater (Kendall’s
⌧ = 0.134, p = 0.41).
4.1 Characteristics of selected sentences
3A  of zero would indicate an agreement level that is not
distinguishable from random selection behavior.
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Figure 2: Beta coe cients for sentence features in
the LRMs, trained on either the crowdsourced votes
or the expert votes. The p-values reported are for
the crowdsourced model.
Using the linear regression model (LRM, see Section 3.4)
we studied the relation between the sentence features from
Table 1 (used as independent variables in the LRM) and the
number of times a sentence was selected by the raters (used
as dependent variable in the LRM). In the model trained on
the crowdsourced data, all features are significant predictors
(p < 0.05) except for the type-token ratio. In the expert
data, the position of the sentence, the relative punctuation
count and the author prominence are not significant either.
This is most likely caused by the smaller dataset: 50 threads
instead of 100.
Figure 2 shows a direct comparison of the two LRMs in
terms of the trained   coe cients for the variables in the
two models, indicating the feature weights. The figure shows
that the coe cients are similar between the models trained
on the expert data and the crowdsourced data: in both mod-
els, word count (the number of words in the sentence) is the
most important sentence characteristic: longer sentences are
selected more often than shorter sentences. The position of
the post and the position of the sentence have a negative
coe cient, which means that posts in the beginning of the
thread and sentences in the beginning of the post are more
often selected than posts and sentences further down the
thread and the post.
We performed a first evaluation of both models by cal-
culating the correlation (Kendall’s ⌧) between the actual
number of votes for a post and the number of votes pre-
dicted by either of the models in a cross-data setting: we
evaluated the expert model on the crowdsourced data and
the crowdsourced model on the expert data. The expert
model performs a bit better on the crowdsourced data than
vice versa: ⌧ = 0.304 for the expert model while ⌧ = 0.234
for the crowdsourced model (both with p < 0.0001). As a
comparison, the correlations for random models (randomly
assigned vote predictions to sentences) are almost 0 and not
significant: ⌧ = 0.00139, p = 0.94 for the expert data and
⌧ =  0.00428, p = 0.80 for the crowdsourced data.
5. CONCLUSION
We found that for the task of selecting relevant sentences
in patient forum threads, the inter-rater agreement in crowd-
sourced data is low, close to random ( = 0.081). Do-
main experts achieve a considerably higher, fair, agreement
( = 0.267). None of the rater pairs in the crowdsourced
data that have at least five threads in common reach the
agreement level of the experts (RQ1). The di↵erence in
agreement is not related to time spent on the task or the
number of threads summarized by an individual rater.
We trained linear regression models using the two types
of reference summaries and a set of sentence features. The
models appear to be similar: the characteristics of sentences
selected by experts and by crowdsourced raters to be part
of the summary are the same: longer sentences are selected
more often than shorter sentences and sentences at the be-
ginning of a post and thread are selected more often than
sentences later in the post and thread (RQ2).
We conclude that it is possible to train an extractive sum-
marization model on crowdsourced data that is similar to
an expert model, even if the inter-rater agreement for the
crowdsourced data is low. We speculate that the reasons
are: (a) even if two individual raters disagree on the selec-
tion of sentences, with five raters per thread the majority
opinion is still valuable; (b) the sentence features that we
used are generic and robust against noisy selection behav-
ior; (c) the crowdsourced data is bigger than the expert data,
which makes it more informative when training the regres-
sion model.
One limitation of this work is the low-level nature of the
sentence features: we did not include the semantics of the
sentences in the model; in future work we will explore more
elaborated sentence models. In terms of correlation between
the model’s predictions and the actual number of votes, the
expert model performs a bit better on the crowdsourced data
(⌧ = 0.304 ) than the crowdsourced model on the expert
data (⌧ = 0.234). In future work, we plan to evaluate the
summarization models by running them on unseen forum
threads and then showing them to human judges in a blind
side-by-side comparison.
With the current data set, we can train robust extractive
summarization models by combining the expert and crowd-
sourced data. This way, we have the reliability of the expert
data combined with the size of the crowdsourced data.
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