Introduction
Suppose (x) is a positive function in W 1 1 (0; 1) (i.e. one bounded derivative), is constant for x > X for some known positive n umber X. Consider the initial boundary value problem (x)u tt (x; t) ((x)u x (x; t)) x = 0; 0 x; t 2 R (1) u(x; t) = 0; 0 x; t < 0 (2) u x (0; t ) = ( t ) ; t2R (3) where is the usual Dirac delta function. From causality, u is zero for t < x , and using the progressing wave expansion, for t x, u solves the characteristic boundary value problem (see e.g. [11] ) (x)u tt (x; t) ((x)u x (x; t)) x = 0; 0 x t (4) u(x; x) = (0) (
! 1=2
; 0 x (5) u x (0; t ) = 0 ; 0t (6) Using energy estimates, it may be shown that u(x; ) i s i n H consists of analyzing the inverse of S. In this article we prove the injectivity o f S , s o S is invertible on its range, and we show h o w t o i n v ert S. W e do not characterize the range of S or make a detailed study of the map S 1 If the transmission data is given for all time i.e. u(X;t) i s k n o wn for all real t, then Carroll and Santosa showed in [3] that one could recover the reection data u(0; t ) for all t, hence one could recover . It is clearly of interest to study the situation when the transmission data is known for only a nite time interval. The nite time interval situation was analyzed by Maheswaran in [8] who showed that if log has suciently small H 1 (0; X ) norm then it is uniquely determined by the data u(X;t) for X t 3X; he also studied a numerical reconstruction procedure there.
In the case of a piecewise constant medium (for which log is obviously not in W 1 1 ) a uniqueness result was actually proved much earlier by Claerbout in [5] . He assumed that the medium is Goupillaud layered, that is, one can subdivide the medium [0; X ] i n to subintervals of equal length, on each of which (x) is constant. He cleverly converted the inverse transmission problem into a local inversion problem which he then tackled by a discrete layer stripping method. It is quite instructive to read Chapter 8 of [5] .
The purpose of this paper is to prove an analogue of Claerbout's result for continuously varying media. Aside from its intrinsic interest, we believe that this derivation in purely wave equation-theoretic terms will also provide a dierent and possibly useful conceptual understanding of the original method in [5] . Finally, the proof of the injectivity o f S leads immediately to a reconstruction algorithm -results from its implementation are presented in Section 4.
The main result in this article is Theorem 1 Assume log 2 W 1 1 (0; 2X), and is constant for X x 2X. Then (x) (0) is uniquely determined b y u ( X;t), X t 3X.
The main step in the proof is to relate the data of the transmission problem to that of a \reection type" problem for which one can then apply known techniques. Here is the precise statement, assuming (0) = 1 without loss of generality. Consider the Goursat problem M tt (M x ) x = 0; jtj x X (7) M(x; x) = ; 0 x X (8) If log is in W 1 1 and (0) = 1, then using standard energy estimates one can prove that (7), (8) has a unique solution in H (a(X +t) + a ( X t )) (9) M x (X;t) = (X) 1=2 (a(X +t) a(X t)) (10) where f 0 (t) + ( X ) 1 (11) may be solved for a on [0; 2X] so that the Cauchy data M t (X;t), M x (X;t), are then known via (9), (10) for jtj < X . Then the proof of Theorem 1 is concluded by observing that well known results for the reection inverse problem imply that is uniquely determined by this boundary data for M, see the next section.
Along the way w e will show that if = 0 = and A(x; t) solves A x (x; t) = (x) 2 A(x; 2x t) 0 t 2 x X (12) A(x; 2x) = (x) 4 0 x X (13) then A(X;t) = a ( t ) where a(t), 0 t 2X is determined by u(X;t), X t 3X through (11) . It is this set of equations which most closely parallels those in [5] , and one could prove Theorem 1 by showing that may be recovered from A(X;t), 0 t 2X by a contraction mapping argument. Instead, we h a v e c hosen to transform (12) , (13) to (7), (8) -a problem which arises in doing inversion from reection data, and appeal to known results for inversion from reection data. We h a v e done so to bring out the relationship between inversion from reection and transmission data.
In (1) -(3) the boundary condition at x = 0 plays a signicant role. In our problem it is u x (0; t ) = 0 for t > 0 and we expect the result to be true even if this boundary condition is replaced by u(0; t ) + hu x (0; t ) = 0 (for any real h). However, if we replace it by u x (0; t ) u t (0; t ) = 0, another natural boundary condition modeling complete absorption of the waves at x = 0, then one cannot recover . F or the absorbing boundary condition, one can construct a three layered Goupillaud medium with impedances 1 ; 2 ; 3 which has the same transmission data as the medium 3 ; 2 ; 1 . See [5] for the construction of transmission data for a piecewise constant medium. It may also be worth mentioning that in the case of the absorbing boundary condition, the inverse problem is formally equivalent to the standard one dimensional inverse scattering problem for the Schr odinger equation, (e.g. Chapter XVII of [4] ) when the transmission coecient T(k) is the given data. This in turn is equivalent t o the same inverse scattering problem when jR (k)j, the amplitude only of either the left or right hand reection coecient, is the prescribed data. So called phaseless inverse scattering problems have received much attention in recent y ears, see e.g. [6] for more discussion and references.
Since the speed of propagation is one, u(X;t) is zero for t < X , and we require that u(X;t) be known for t 2 [X;3X], a time period twice the length of the medium. This would allow enough time for the right end receiver to sense a signal which originates at the left end, is reected by the right end, and is reected again by the left end. For a Goupillaud medium, it is enough to show that is uniquely determined from M t (X;t); M x ( X;t), jtj X , where M(x; t) solves the Goursat problem (7), (8) .
Introduce the change of variables y = X x; s = X+t which maps the region jtj x X to y s 2X y, 0 y X . Dene w(y;s) = 1 M ( x; t); (y) = ( x ) Then w(y;s) satises w ss (w y ) y = 0 y s 2 X y; 0yX and w s (0; s ) ; w y (0; s ) are known for 0 s 2X. Appealing to Theorem 2 and Lemma 4 of [11] , which deals with inversion from reection data, we can recover (y), 0 y X, and hence (x) o n 0 x X . Note that in [11] , Theorem 2 is proved under the assumption w y (0; ) = 0, but the proof goes through without this assumption because Lemma 4 is proved without this assumption.
Proof of Theorem 2
We rst convert our second order equation to a rst order system for left and right going waves. Also, the factor 
R(0; t ) = 1 2 ( u (0; t ) + H ( t )) = v 0 (t) + H ( t )
in which H denotes the Heaviside function. Now is constant for X < x < 2 X , and by causality w e m a y a s w ell assume that it is dened and constant for all x > X , so that u satises the constant coecient w a v e equation in the region x X, t 2 R . Also, u = 0 for t < 0, hence the region x X will have only right m o ving waves. So u x + u t = 0 i n x X , in particular when x = X. Hence L(X;t) = 0 
Note that u(X;X) = ( X ) 1 = 2 from (5). For the inverse problem, we are given u(X;t), i.e. L(X;t) and R(X;t) are known, and also we know that R(0; t ) L (0; t ) = H ( t ) but we do not know R(0; t ) o r L (0; t ), and we wish to determine . So the relationship between the values of R and L at x = 0 and x = X and the value of over 0 x X will be crucial. 
Extend F and G to be zero outside the region jtj x and dene a(t) F(X;t X) + G ( X;X t); b(t) G(X;t+X) + F ( X; X t) Then (29), (30) may be written as 0 = f(t) + a ( t ) g v 0 ( t ) + G ( X;X t)H(t)
u(X;t+X)=u(X;X) = f(t) + b ( t ) g v 0 ( t ) + f ( t ) + F ( X; X t)g H ( t )(32) So to eliminate v 0 from the equations we convolve (31) with + b and subtract it from (32) convolved with + a. W e obtain f(t) + a ( t ) g u ( X;t+X)=u(X;X) = f(t) + a ( t ) g f ( t ) + F ( X; X t)g H ( t ) f ( t ) + b ( t ) g G ( X;X t)H(t) = H(t) + H ( t ) f a ( t ) + F ( X; X t) G(X;X t) + a(t)F(X; X t) b(t)G(X;X t) g = H(t) + P ( X;t)H(t)
where P(x; t) F(x; x t) + F ( x; t x) + F ( x; t x) F(x; x t) G(x; t + x) G(x; x t)
the convolution being only in the t variable. We will show Lemma 2 P(x; t) = 0 for all x 0 and all t.
We will say more about this magical identity in Section 3. We n o w continue with the proof of Theorem 2.
From (33) and Lemma 2 u(X;t+X) + a ( t ) u ( X;t+X) = u ( X;X)H(t)
Dene
A(x; t) F(x; t x) + G ( x; x t) Then, A is zero outside 0 t 2x, s o w e will think of A as dened only on 0 t 2x.
Using (23), (24) one may v erify that (12) and (13) hold. Further, note that a(t) = A ( X;t), so if we dene f(t) u(X;X +t) then (35) may be written as f(t) + (A(x; x + t) A(x; x t)) (38) Noting that a(t) = A ( X;t) w e see that (9), (10) 
So, using (23), (24), and (26)
F(x; s t)R 0 (s) ds = (x) 2 R(x; t) Similarly the R equation may be established.
Above, we h a v e been dierentiating and using the Fundamental Theorem of Calculus for functions which are actually only in L 2 . W e h a v e c hosen the above presentation for clarity. These calculations could be rewritten without such operations, using integrals. To establish 
Proof of Lemma 2
From (34) we h a v e P ( x; t) = F ( x; x t) + F ( x; t x) + We rst note that P(x; t) i s e v en in t, because P(x; t) = F(x; x + t) + F ( x; t x) fF(x; p)F(x; p + t) G(x; p)G(x; p + t)g dp = P(x; t)
Since the support of F and G is jxj t , one may observe that P(x; t) is zero if jtj > 2x. Also, noting (24), one obtains P(x; 2x) = 0. So, to prove that P(x; t) = 0 for 0 t 2x we shall establish that P x (x; t) = 0 i n 0 t 2 x . F or 0 < t < 2 x , noting the supports of F and G, from (39), P(x; t) = F ( x; t x) + Z x t x f F ( x; t + s)F(x; s) G(x; t + s)G(x; s)g ds (note one of the terms has dropped out because it is zero) so P x (x; t) = (F x F t )(x; t x) + F ( x; x)F(x; x t) G(x; x)G(x; x t) + F(x; t x)F(x; x) G(x; t x)G(x; x) (40) and integrating and canceling terms we obtain P x (x; t) = (F x F t )(x; t x) + 2 F ( x; x)F(x; x t) 2G(x; t x)G(x; x) = (x) 2 G(x; t x) 2G(x; t x) (x) 4 = 0 where we h a v e used (23) and (24) above.
Again, we h a v e been dierentiating and using the Fundamental Theorem of Calculus for functions which are actually only in L 2 . These calculations could be rewritten without such operations. This completes the proof of Lemma 2.
Remark on Lemma 2
Lemma 2 seems almost magical. It deals with the Green's functions for (21) -the equation for the left and right going waves. We h a v e not attempted to determine its counterpart for solutions of the original equation (1) . However, the following seems to be the equivalent crucial observation. If v(x; t) solves (x)v tt (x; t) ((x)v x (x; t)) x = 0 ; x; t 2 R dene E(x; t) = ( x ) Z v t ( x; t r)v x (x; r) + v x ( x; t r)v t (x; r) dr then one may show that @E @x (x; t) = Z @ @r fv t (x; t r)v t (x; r) + v x ( x; t r)v x (x; r)g dr So if v had the \correct" boundary conditions to make the right hand side zero then E(x; t) would be independent o f x and would be zero if it was zero at x = 0 .
Numerical Results
A n umerical technique for the solution of the transmission inverse problem may n o w b e presented. Given the data u(X;t) for X t 3X (equivalently f(t) = u ( X;t + X) for 0 t 2X) w e carry out the following four steps 1. Determine (X) -its value is u(X;X) 2 .
2. Solve the 2nd kind Volterra integral equation (11) for a(t), 0 t 2X. 3. Compute M t (X;t); M x ( X;t) for X t X from (9), (10) .
e.g. [1] , [9] , and [10] . We refer the interested reader to these articles for more discussion and further references. In the example given below the iterative method of [9] was employed (and we make no claim that this is the optimal method). Of course it is not necessary to make the changes of variable just noted, instead the numerical method may be easily adapted to the case at hand. Figure 1 shows a target prole (x) and the corresponding transmission data u(X;t);0 < t < 3 X is shown in gure 2. We h a v e carried out the inversion procedure for this data, and again when the data has been contaminated by several kinds of numerically simulated random error. The interval length is X = 1, and the data is generated using a nite dierence method for the Goursat problem (4) - (6) . In Table 1 the L 2 (0; 1) relative error in the reconstruction of both and 0 is displayed for the various choices of noise added to the data. In the rst case no extra error is added, so that all the error in the reconstruction must be attributed to discretization error. In the second case the data used has the form u t (X;t)(1 + (t)) where jjjj L 2 (1;3) :06. and the third is the same with relative error level :12. Finally in the fourth case the relative error is again 6%, but now concentrated in the high frequency components of the data (i.e.(k), the Fourier transform of is small for k 0). Figure 1 also shows the reconstruction corresponding to the second line of the table.
It seems also worth mentioning here the counterpart of Claerbout's original method for carrying out the fourth step of the inversion procedure, which is to use the nonlocal ODE (12)-(13). More specically it is clear from (37) and (38) that if M t (X;t); M x ( X;t) are known for jtj < X then so are A(X;X + t); A ( X;X t), i.e. one knows A(X;t) for 0 < t < 2 X .
Using this function as an initial condition the system (12)-(13) can be solved from right to left, updating in the process. If a step size x is chosen, then an obvious dierence approximation to (12) yields an approximate solution for A(X x; t) for 0 < t < 2(x x) and then (13) provides a value for (X x). The procedure may then be repeated to step all the way across from x = X to x = 0 . T o our knowledge no convergence analysis of this % relative error in u t (X; ) 0 0% 0.1% 1% 6%
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