Region-Manipulated Fusion Networks for Pancreatitis Recognition by Wang, Jian et al.
Region-Manipulated Fusion Networks for
Pancreatitis Recognition
Jian Wang1, Xiaoyao Li2, Xiangbo Shu1,
?
, and Weiqin Li2
1 School of Computer Science, Nanjing University of Science and Technology, No.200,
Xiaolinwei Road, Nanjing 210094, PR China.
2 Surgical Intensive Care Unit (SICU), Department of General Surgery, Jinling
Hospital, Medical School of Nanjing University, Nanjing 210094, PR China.
Abstract. This work first attempts to automatically recognize pancre-
atitis on CT scan images. However, different form the traditional ob-
ject recognition, such pancreatitis recognition is challenging due to the
fine-grained and non-rigid appearance variability of the local diseased re-
gions. To this end, we propose a customized Region-Manipulated Fusion
Networks (RMFN) to capture the key characteristics of local lesion for
pancreatitis recognition. Specifically, to effectively highlight the imper-
ceptible lesion regions, a novel region-manipulated scheme in RMFN is
proposed to force the lesion regions while weaken the non-lesion regions
by ceaselessly aggregating the multi-scale local information onto feature
maps. The proposed scheme can be flexibly equipped into the existing
neural networks, such as AlexNet and VGG. To evaluate the performance
of the propose method, a real CT image database about pancreatitis is
collected from hospitals 3. And experimental results on such database
well demonstrate the effectiveness of the proposed method for pancreati-
tis recognition.
Keywords: Pancreatitis Recognition, Deep Learning, Medical Image, Fusion
Networks.
1 Introduction
The physiological and pathological changes of the pancreas are closely related
to life. Acute Pancreatitis (AP) is one of the most common gastrointestinal
disorder requiring inpatient admission all over the world [1]. A large part of the
patients (15∼20%) develop severe AP, which is characterized by persistent organ
failure, resulting in significant morbidity and mortality [2–4]. Severe AP has a
higher mortality rate, which has attracted widespread attention in the last ten
years. Therefore, it is urgent to diagnose this dangerous diseases accurately in
the critical early phase of the AP.
? Corresponding Author: shuxb@njust.edu.cn
3 The database is available later
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Fig. 1: Comparisons of different abdominal CT scan images. The lesion regions
are outlined in red circles. It is obvious that the lesion area has only a small
local area in the whole image and most area of the image is normal. (a) normal
abdominal CT scan image. (b) fluid collection in omental bursa and posterior
gastric space. (c) pancreatic swelling and fluid collection in the left anterior
pararenal space. (d) fluid collection in paracolic space.
As we know, Computed Tomography (CT) is a widely-used technology that
provides a common way for the diagnose of AP in the early phase. Generally,
a radiologist makes a primary diagnosis, the clinician can then make a definite
diagnosis via the radiologist’s decision, laboratory data and clinical manifesta-
tion. However, there are some shortcomings in such diagnose approaches. Firstly,
radiologists are difficult to keep absolute objectivity due to limitations of their
own knowledge and experience. Secondly, reading CT is a time-consuming and
labor consuming work. Finally, the size of early lesions is usually small and the
characteristics are generally not obvious enough, which easily leads to missed
diagnosis.
Recently, inspired by the tremendous development of computer vision and
machine learning, intelligent medical diagnosis [5] explores to automatically rec-
ognize whether there are certain diseases on CT scan images. This can not only
greatly improve the efficiency of diagnosis, but also avoid the human subjectivity
and even misdiagnosis as much as possible. At present, deep learning has outper-
formed traditional machine learning algorithms in various vision problems, e.g.,
natural image classification [6], object detection [5], and face recognition [7], etc.
The excellent performance of deep learning in computer vision has attracted the
attention of medical image processing researchers. However, most existing deep
learning models are designed for natural images, which consider the whole image
instead of the local area. In contrast, medical images have large intra-class vari-
ation and inter-class ambiguity. In addition, in the medical image of a patient,
lesion area providing valuable information is usually small, while most areas
are normal. Undoubtedly, faced with this challenging task, several early-bird re-
searchers have designed various architectures of deep networks for some specific
tasks, such as diabetic retinopathy detection [8], skin cancer classification [9],
and lung nodule classification [10], etc.
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Inspired by the above work, we first attempts to automatically recognize
pancreatitis on abdominal CT scan images by leveraging the superior power of
deep learning. However, according to the investigation with the collaboration
of doctors in the early stage, image recognition of pancreatitis has to face with
several specific challenges compared with existing deep learning based medical
analysis methods. As shown in Figure 1, three great challenges are summarized
as follows, (1) fine-grained recognition. The lesion area only providing the
valuable information is very small. (2) intra-class variation and inter-class
ambiguity. The intra-class variation between images from the same class is
common, and the inter-class difference between images from different classes
is ambiguous. (3) Non-rigid object. The lesion region doesn’t have a certain
shape and size.
After above analysis, we propose a customized Region-Manipulated Fusion
Networks (RMFN) to automatically recognize pancreatitis on the abdominal CT
scan images in this work. First, to solve this fine-grained recognition, we adopt
a deep network architecture to learn the high-level representations of the CT
images. Second, to avoid intra-class variation and inter-class ambiguity, we also
capture the local discriminative information from the local view by taking the
small regions as the input of the subnetworks. Finally, to highlight the non-rigid
lesion, a novel region-manipulated scheme is proposed to force the lesion regions
while weaken the non-lesion regions by ceaselessly aggregating the multi-scale
local information onto feature maps. Specifically, we fuse multi-scale feature
maps from the FCN of main-network and sub-networks, and then the fused
feature map is input to the next FCN of main-network. To well evaluate the
performance of the proposed method, we collect a real-world CT image database
about pancreatitis from hospitals, and conduct experiments on such database to
well demonstrate the effectiveness of the proposed method.
In summary, the main contributions of this work are two-fold: (1) To the best
of our knowledge, our work is the first time to leverage a novel CNN architecture
to solve the problem of pancreatitis recognition, and contribute a database of
abdominal CT scan images on the community of medical image analysis. (2) We
propose a novel region-manipulated scheme to enhance small yet discriminative
information regions of images. The proposed scheme can be flexibly equipped into
the existing neural networks to improve the performance of image classification
and object recognition in the community of computer vision.
2 Related works
In this section, we give a brief review to deep learning and medical image analysis
with deep learning.
2.1 Deep learning in computer vision
As a feature learning method, deep learning [11] can transform raw data into a
higher level and more abstract representation. These abstract representations are
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Fig. 2: The architecture of the proposed networks. The architecture has three
networks consists of a main-network and two sub-networks. The input image
consists of three scales. The feature map FS1 of sub-network 1 and feature map
FM1 from FCN-M1 of main-network are fused to FF1 in fusion 1 strategy. The
feature map FS2 of sub-network 2 and feature map FM2 from FCN-M2 of main-
network are fused to FF2 in fusion 2 strategy. FCN-M3 of main-network takes
FF2 as input and outputs FM3. Finally, the FC of main-network takes FM3 as
input and outputs predicted results.
advantageous to learn essential features of images [12]. Therefore, deep learning
has brought a breakthrough in many fields of computer vision, such as face
recognition [13, 14], image classification [15–17], object detection [5, 18], image
segmentation [19–21], etc.
Many variants of deep learning models have been proposed for the last five
years, such as AlexNet [6], VGG [22], GoogleNet [17], ResNet [23], and so on. In
the image classification field, Krizhevsky et al. proposed AlexNet and achieved
great improvement compared with the other methods on the ILSVRC-2012 clas-
sification task [6]. He et al. proposed a Deep Residual Learning model and
achieved encouraging results on the ILSVRC-2015 classification task [23]. In
the object detection field, Girshick proposed a Fast R-CNN to speed up the de-
tection and improve detection accuracy on the image detection filed [5]. In the
image segmentation field, Chen et al. presented a Deeplab for semantic image
segmentation and achieved the-state-of-art results at the PASCAL VOC-2012
semantic image segmentation task [19].
The excellent performance of CNN in computer vision attracted great atten-
tion of medical image researchers. More and more medical image researchers
are applying CNN to solve the tasks of medical images, such as classifica-
tion [9, 24,25], detection [26,27], segmentation [28–30], etc.
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2.2 Medical image analysis with deep learning
There are a large number of medical image data in medical institutions, such as
CT scan images. These medical images usually contain a great deal of potential
information [31]. Therefore, we need to make full use of these large amounts of
data and potential information. The diagnosis usually relies on doctors’ expert
knowledge that may be time consuming and information loss. Recently, the rapid
development of deep learning provides a feasible solution for the development of
medical automation.
Some medical image researchers began to study many specific diseases. For
example, Esteva et al. used deep learning methods to classify skin cancer diseases,
and the diagnostic accuracy was comparable to that of human doctors [9]. Gul-
shan et al. employed the deep learning methods to detect the diabetic retinopathy
[8]. Gao et al. applied deep learning methods to classify interstitial lung diseases
imaging patterns on CT images [32]. However, the performance of deep learning
lies on the larger scale database. In fact, there is only a few of high-quality anno-
tated database of medical images available. Usually, once a large-scale medical
image database is reported, there will be emerging several works to solve various
problems on this database. For example, lung nodules on CT scans is collected
by Armato et al. [33], subsequently, there emerged a lot of studies on recognizing
lung nodules with deep learning methods [10,34,35].
In the field of medical analysis, many researchers focus on the network struc-
tures to make them more suitable for specific diseases. Gao et al. proposed a novel
framework that combines CNN and RNN for cataract grading and achieved the
state-of-the-art performance [36]. Kamnitsas et al. proposed a dual pathway ar-
chitecture to process the input images at multiple scales [37]. They make full
use of multi-scale contextual information and thus achieve a satisfactory perfor-
mance. Inspired by above works, we also attempt to re-design the deep learning
architecture to recognize pancreatitis on abdominal CT scan images in this work.
3 The proposed method
In order to recognize pancreatitis accurately, we propose a customized Region-
Manipulated Fusion Networks (RMFN) by ceaselessly aggregating the multi-
scale local information onto feature maps. Here, the proposed region-manipulated
scheme can be incorporated into the existing neural networks, such as AlexNet [6]
and VGG [22]. In this section, we take VGG11 as the base networks to describe
the proposed RMFN.
3.1 Network architecture
The architecture of the proposed RMFN is shown in Figure 2. It can be seen that
RMFN consists of a main-network and two sub-networks. Main-network aims
to capture the global information, while sub-networks are used to force obtain
local discriminative information. Fusion of main-network and sub-networks can
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enhance the ability of model to highlight the local lesion of abdominal CT images
with pancreatitis. Given an image, a fully convolutional network M1 (FCN-M1)
takes it as input and outputs the corresponding feature map FM1(a). To obtain
multi-scale information, we use two other scales (i.e., G1×G1 and G2×G2 grids,
respectively).
At scale 1 (α1 for short), we divide the input image into G1 × G1 regions
{Rm,nα1 }G1m,n by a Region Pooling 1 strategy and put them into a Fully Con-
volutional Network S1 (FCN-S1) to output the corresponding feature maps
FS1(R
m,n
α1 ). Here,R
m,n
α1 denotes them-row and n-column region,m,n = 1, 2, ..., G1.
Once the feature maps FS1(R
m,n
α1 ) and FM1(a) are obtained, we take a
fusion mechanism (i.e., fusion 1) to fuse these two features and generate a new
feature maps FF1(a). The G1 × G1 local regions of feature maps FM1(a) can
be represented as follows:
Mm,nα1 :
{
(m− 1)Lα1/2 ≤ i ≤ mLα1/2
(n− 1)Lα1/2 ≤ j ≤ nLα1/2
(1)
where, Mm,nα1 is the m-row, n-column grid region of FM1(a), Lα1 is the size of
a grid region Rm,nα1 . i, j ∈ N∗.
After getting the feature map FF1(a), the Fully Convolutional Network M2
(FCN-M2) takes it as input and the feature map FM2(a) is obtained. Similar
to the scale 1, at scale 2 (α2 for short), we divide the input image into G2 ×G2
equal regions Rm,nα2 by the Region Pooling 2 strategy and put them into a Fully
Convolutional Network S2 (FCN-S2) to output the corresponding feature maps
FS2(R
m,n
α2 ), where m,n = 1, 2, ..., G2.
Once the feature maps FS2(R
m,n
α2 ) and FM2(a) are obtained, we take a
fusion mechanism (fusion 2) to fuse the two features and generate new feature
maps FF2(a). The G2 ×G2 corresponding regions of feature maps FM2(a) are
represented as follows:
Mm,nα2 :
{
(m− 1)(Lα2 − )/4 ≤ i ≤ m(Lα2 − )/4 + /4
(n− 1)(Lα2 − )/4 ≤ j ≤ n(Lα2 − )/4 + /4
(2)
where, Mm,nα2 is the m row, n column grid region of FM2(a). Lα2 is the side
length of the square grid region Rm,nα2 . i, j ∈ N∗.
After getting feature map FF2(a), a Fully Convolutional Network M3 (FCN-
M3) takes it as input and the feature map FM3(a) is obtained. Finally, the Fully
Connected networks (FC) takes feature maps FM3(a) as input and outputs two-
dimensional vector (x, y). More specially, if x > y, it indicates that the person
is normal in terms to the pancreas, otherwise pancreatitis patient.
3.2 Region pooling
The texture feature of local region contains important discriminant informa-
tion. The focus of the paper is to capture texture of non-rigid region. We can
strengthen the ability of capture with specific multi-scale grid.
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Fig. 3: Two types of Fusion strategies on feature maps. (a) shows that the feature
map FM1 of original image obtained by FCN-M1 and the feature map FS1 of
Scale 1 (e.g. 7 × 7 grids) image obtained by FCN-S1 are added to feature map
FF1. (b) shows that the feature map FM2 of FF1 obtained by FCN-M2 and
the feature map FS2 of Scale 2 (e.g. 5× 5 grids) image obtained by FCN-S2 are
added to feature map FF2.
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In order to divide the grid reasonably and obtain multi-scale information,
we take a region pooling mechanism to divide the input image into multiple
equal regions. The proposed fusion method of this work including two types
of strategies: Region Pooling 1 and Region Pooling 2. The strategy of Region
Pooling 1 is formulated as:
Rm,nα1 :
{
(m− 1)Lα1 ≤ i ≤ mLα1
(n− 1)Lα1 ≤ j ≤ nLα1
(3)
where Rm,nα1 (m,n = 1, 2, ..., G1) is the m row, n column grid region of input
image, Lα1 is the size of the square grid region R
m,n
α1 , and i, j ∈ N∗.
Unlike the Region Pooling 1 strategy, the Region Pooling 2 strategy is only
used to solve the existence of the overlap area between two adjacent grid regions.
Specifically, the method of Region Pooling 2 is formulated as:
Rm,nα2 :
{
(m− 1)(Lα2 − ) ≤ i ≤ m(Lα2 − ) + 
(n− 1)(Lα2 − ) ≤ j ≤ n(Lα2 − ) + 
(4)
where i, j ∈ N∗, Rm,nα2 ,m, n = 1, 2, ..., G2 is the m row, n column grid region of
input image, Lα2 is size of a square grid region R
m,n
α2 , and  is the width of the
overlap area between arbitrary two adjacent grid regions. It is noted that Lα2
and  satisfy the following formula:
(G2 − 1)−G2Lα2 + L0 = 0 (5)
where L0 × L0 is the size of the input image.
3.3 Fusion strategy
In order to make full use of multi-scale feature maps, we take a fusion mechanism
to fuse the two features from main-network and sub-network respectively and
generate new feature maps. In this work, according to the two types of region
pooling strategies, the designed fusion strategy includes two type of versions:
Fusion 1 and Fusion 2. First, the Fusion 1 strategy can be formulated as:
Dm,nα1 =
Lα1/2∑
j=1
Lα1/2∑
i=1
um,ni,j + U
m,n
Pα1(i,m),Qα1(j,n)
(6)
where Pα1(i,m) = i+ (m− 1)Lα1/2, Qα1(j, n) = j+ (n− 1)Lα1/2, um,ni,j is the i
row, j column value of the m row, n column region FS1(R
m,n
α1 ). U
m,n
Pα1(i,m),Qα1(j,n)
is the i row, j column value of the region Mm,nα1 . D
m,n
α1 is the whole values of
the m row, n column regions Mm,nα1 . Figure 3(a) shows the detailed steps of the
Fusion 2 strategy.
Unlike Fusion 1, Fusion 2 is only used to solve the existence of the overlap
area between two adjacent grid regions. Fusion 2 can be formulated as:
Dm,nα2 =
Lα2/4∑
j=1
Lα2/4∑
i=1
vm,ni,j + V
m,n
Pα2(i,m),Qα2(j,n)
(7)
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where Pα2(i,m) = i + (m − 1)(Lα2 − )/4, Qα2(j, n) = j + (n − 1)(Lα2 − )/4.
vm,ni,j is the i-row, j-column value of the m-row, n-column region FS2(R
m,n
α2 ).
V m,nPα2(i,m),Qα2(j,n) is the i-row, j column-value of the corresponding region M
m,n
α2 .
Dm,nα2 is the value after fusing the m row and n column regions M
m,n
α2 . Figure
3(b) shows the detailed steps of the Fusion 2 strategy.
3.4 Implementation details
In this paper, we take a VGG11 as the base networks to introduce the imple-
mentation details of the proposed RMFN. The architecture and configuration of
the proposed RMFN is shown in Figure 2 and Table 1, respectively. We can see
that the parameter of feature maps FM1(a) is 64× 112× 112, where 64 denotes
the number of feature maps, and 112× 112 denotes the size of one feature map.
Based on the validation for different scales, the parameter G1 of Scale 1 and the
parameter G2 of Scale 2 are set to 7 and 5, respectively. Correspondingly, the
parameter Lα1 of Region Pooling 1 and the parameter Lα2 of Region Pooling 2
are set to 32 and 48, respectively. In particular, at scale 2, the width  of the
overlap area between two adjacent grid regions is set to 4.
Table 1: Model configurations of the networks. For example, conv3 and 64 of
conv3-64 denote 3 × 3 convolution kernel and the number of feature map, re-
spectively. 4096 of FC-4096 denotes the parameter number of the fully connected
layer.
Original configuration Configuration of the proposed network architecture
FCN FC FCN-M1 FCN-M2 FCN-M3 FCN-S1 FCN-S2 FC
conv3-64 FC-4096 conv3-64 conv3-128 conv3-256 conv3-64 conv3-64 FC-4096
maxpool FC-4096 maxpool maxpool conv3-256 maxpool maxpool FC-4096
conv3-128 FC-2 maxpool conv3-128 FC-2
maxpool conv3-512 maxpool
conv3-256 conv3-512
conv3-256 maxpool
maxpool conv3-512
conv3-512 conv3-512
conv3-512 maxpool
maxpool
conv3-512
conv3-512
maxpool
In this work, the size of the input abdominal CT image is set to a 224× 224.
Due to the difference of convolution schemes, the sizes of multi-scale image of
different networks are also different. Specifically, when main-network is VGG11
or VGG16, the resolution of multi-scale images is 224 × 224, 48 × 48 (5 × 5
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Fig. 4: Comparisons of different abdominal CT scan images.(a) normal abdomi-
nal CT scan image. (b) pancreas swelling. (c) peripancreatic fluid collection. (d)
left side prerenal fascia thickening. (e) ascites. (f)small omental pleural effusion.
(g) peri-colon fluid collection. (h) peri-duodenal fluid collection.
grids) and 32× 32 (7× 7 grids); when main-network is AlexNet, the resolution
of multi-scale images is 224×224, 48×48 (5×5 grids) and 36×36 (7×7 grids).
Since the number of VGG16 network parameter is relatively large, which requires
much GPU memory, we reduce the number of VGG16 network parameters on
a degree, namely the number of parameters is reduced to half. We implement
the proposed RMFN on PyTorch platform, and choose the stochastic gradient
descent (SGD) to update the parameters of the model. The dropout rate, the
momentum, batch size and learning rate are set to 0.5 and 0.9, 64 and 0.001,
respectively.
4 Experiments
To evaluate the performance of the proposed method, we collect a real CT image
database about pancreatitis from hospitals and conduct experiments on this
database. Besides, we also visualize the feature maps of the proposed RMFN
and the baseline network models to illustrate the superiority of the proposed
region-manipulated scheme.
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4.1 Database collection
Since there is no public dataset used to evaluate the performance for the pan-
creatitis recognition task, we collect abdominal CT scan images with the size of
512 × 512 from hospital and build a database of Abdominal CT Images about
Pancreatitis (ACIP). ACIP consists of 2500 normal abdominal CT images and
2500 abdominal CT images of pancreatitis patients. Three doctors with years of
clinical experience are invited to annotate the images. Each image is annotated
with 0 or 1, where 0 denotes a normal abdominal CT image and 1 denotes an
abdominal CT image of pancreatitis patients. To learn and test models, this
ACIP database is divided into two parts: 80% for training and 20% for testing.
Table 2: The number of images on the ACIP database. There are 4000 training
images and 1000 testing images.
Database normal pancreatitis
] training images 2000 2000
] testing images 500 500
] total 2500 2500
To better annotate CT images, we first analyze the abdominal CT scan im-
ages from pancreatitis patients and healthy people, and observe that the pancre-
atitis is determined by the small lesion area rather than most of areas as shown
in Figure 4. For most of the abdominal CT images of pancreatitis patients, the
lesion area mainly has the following characteristics: pancreas swelling, peripan-
creatic fluid collection, left side prerenal fascia thickening, ascites, small omental
pleural effusion, peri-colon fluid collection, and peri-duodenal fluid collection.
Our doctors give the results of diagnosis based on the above characteristics.
4.2 Experimental settings
To show the effectiveness of the proposed method for pancreatitis recognition,
we compare it with the shallow method (i.e., SVM [38]), and the classic deep
learning models (i.e., AlexNet [6], VGG11 [22] and VGG16 [22]). For SVM, we
reduce the size of the input image from 512 × 512 to 224 × 224 and extract
features by SVD.
In experiments, the following three baselines are also implemented to illus-
trate the effectiveness of the proposed region-manipulated scheme in RMFN:
(1)Original CNN (i.e., VGG11, VGG16, and AlexNet). The original CNN di-
rectly extracts features from the whole image and obtains the global information.
This baseline can illustrate the importance of deep features. (2)M-RMNF-A
(M is VGG11, VGG16, or AlexNet). This baseline extracts features from the
whole image and small local areas at Scale 1. (3)M-RMNF-B (M is VGG11,
VGG16, or AlexNet). This baseline extracts features from the whole image and
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big local areas at Scale 2. Accordingly, for such three types of deep networks, the
proposed RMFN also has three versions, termed as M-RMFN-C (i.e., VGG11-
RMFN-C, VGG16-RMNF-C, and AlexNet-RMFN-C). The evaluation criterions
include the recognition accuracy, precision, recall and F1 score.
4.3 Results and analysis
Table 2 lists the results of 12 different networks on the collected ACIP database in
terms of recognition accuracy, precision, recall and F1 on the ACIP database. We
can see that AlexNet-RMFN-C achieves the best performance. For convenient
comparison, we put the model with the same base networks into a family. For
each family, the proposed M-RMFN-C achieves better performance than the
other baselines. In particular, for the VGG16 family, VGG16-RMFN-C improves
about 4.1% compared with the original VGG16. It is indicated M-RMFN-C
capturing the multi-scale local information is superior to M-RMFN-A and M-
RMFN-B targeting only single-scale local information.
Table 3: Performance comparison with different baseline networks on the ACIP
database.
model Scale precision(%) recall(%) F1(%) accuracy(%)
SVM 224× 224 79.6 78.6 79.1 78.6
VGG11 224× 224 87.8 96.0 91.7 91.3
VGG11-RMFN-A 224× 224 + 32× 32 88.4 96.0 92.0 91.7
VGG11-RMFN-B 224× 224 + 48× 48 89.1 94.8 91.9 91.6
VGG11-RMFN-C 224× 224 + 48× 48 + 32× 32 90.2 97.4 93.7 93.4
VGG16 224× 224 87.9 94.2 90.9 90.6
VGG16-RMFN-A 224× 224 + 32× 32 91.4 97.8 94.5 94.3
VGG16-RMFN-B 224× 224 + 48× 48 90.3 97.2 93.6 93.4
VGG16-RMFN-C 224× 224 + 48× 48 + 32× 32 92.1 97.8 94.9 94.7
AlexNet 224× 224 92.8 98.6 95.6 95.5
AlexNet-RMFN-A 224× 224 + 36× 36 93.7 98.4 96.0 95.9
AlexNet-RMFN-B 224× 224 + 48× 48 94.1 98.8 96.4 96.3
AlexNet-RMFN-C 224× 224 + 48× 48 + 36× 36 95.3 98.2 96.7 96.7
To further illustrate our networks architecture better, we visualize the learned
features to intuitively compare the proposed RMFN and baselines, as shown in
Figure 5. We visualize feature maps of final convolutional layers and added the
feature map to original image by suitable weights. Figure 5(a) shows input CT
scan images of pancreatitis, where the areas of pancreatic fluid are outlined in
red circles. Figure 5(b), Figure 5(c), Figure 5(d) and Figure 5(e) are the visu-
alized features learned from AlexNet, AlexNet-RMFN-C, VGG16, and VGG16-
RMFN-C, respectively. Comparing with the features of AlexNet and VGG16,
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the proposed AlexNet-RMFN-c and VGG16-RMFN-C locate the lesion areas
more accurately.
5 Conclusion
In this work, we proposed a novel Region-Manipulated Fusion Networks (RMFN)
architecture to recognize pancreatitis on the abdominal CT scan images by cap-
turing the key characteristics of the local lesion. In particular, a novel region-
manipulated scheme in RMFN can effectively highlight the imperceptible lesion
regions by aggregating the multi-scale local information into feature maps. This
region-manipulated scheme can enhance the local discriminative region, mean-
while, weaken the non-discriminative regions. To evaluate the performance of
the propose method, we build a high-quality abdominal CT image database
with/without pancreatitis. Finally, we conduct experiments to demonstrate the
effectiveness of the proposed method for pancreatitis recognition. In future work,
we will push the region-manipulated idea into the powerful Generative Adver-
sarial Net and further improve the performance of pancreatitis recognition.
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