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Abstract
We prove localization and probabilistic bounds on the minimum level spacing
for a random block Anderson model without monotonicity. Using a sequence of
narrowing energy windows and associated Schur complements, we obtain detailed
probabilistic information about the microscopic structure of energy levels of the
Hamiltonian, as well as the support and decay of eigenfunctions.
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1 Introduction
1.1 Background
We present a new method for proving separation of eigenvalues for disordered quan-
tum mechanical Hamiltonians on the lattice, in the strong disorder or weak hopping
regime. The traditional approach to this question is based on Minami’s method [27].
When available, it provides a bound on the probability of two or more eigenvalues in
an interval, and thus gives probabilistic control on the separation of eigenvalues. Vari-
ants of the Minami estimate have been an important component of proofs of Poisson
statistics for eigenvalues in an interval [27, 29, 22, 19, 4, 9, 17, 16]. They are important
for understanding the behavior of the ac conductivity [23]. They also lead to mini-
mum level-spacing estimates and simplicity of the spectrum, provided the probability
distribution of the potential is Ho¨lder continuous with index α > 1
2
[24, 9].
Obtaining Minami-type estimates has been problematic for so-called ‘non-monotone’
models, in which the variation of the single-site potential with the random variables may
change in sign from point to point in space. While there are a number of results on
localization for non-monotone models [25, 31, 10, 32, 33, 13, 14, 26, 7, 12], there are
only a couple of multi-level results that we are aware of. Simplicity of the spectrum
in infinite volume is established in [28]. In [30], a Minami estimate is proven for some
non-monotone models that admit a transformation to a monotone situation. In [11] an
N -level Minami estimate is proven for a class of random block models, in which a k×k
random block Hamiltonian sits at each site of the lattice, and the blocks are coupled
through a deterministic hopping matrix. The randomness must be sufficiently rich to
ensure the success of the method. Of particular interest is the case of 2 × 2 blocks of
the form
( u v
v −u
)
; Minami estimates were obtained in [11] in the situation in which
both u and v are β-regular random variables. Still, this leaves out the case where v is
deterministic, which may be called a fully diluted model (meaning that there is only
one degree of freedom in the randomness for each block).
In this work we consider a fully diluted random block Hamiltonian with 2× 2 block( u 1
1 −u
)
. This is a model originally proposed by Spencer; localization and Ho¨lder
continuity of the integrated density of states are proven in [12]. We prove a probabilistic
statement on minimum eigenvalue spacing. Specifically, we give a bound showing that
the probability that the minimum eigenvalue separation is less than δ tends to zero with
2
δ. (See Theorem 3.9 below). Our interest in this problem stems from recent work [21]
in which a minimum eigenvalue separation condition (called limited level attraction)
was used as an assumption in a proof of many-body localization for a one-dimensional
spin chain. Although the separation condition remains unproven in the many-body
context, one may perhaps gain some insight into the problem by replacing the tensor
product of 2 × 2 spin spaces with a direct sum, and this leads to the random block
Hamiltonian considered in this paper. The dilution of randomness is not as extreme as
in the many-body case, but it remains an important issue nevertheless.
The method should be of interest in its own right. We use a sequence of Schur
complements to reduce the Hilbert space to subspaces of smaller and smaller dimension.
At the same time, we shrink the width of the energy interval under consideration, and
eventually only one eigenvalue remains. The subspaces are structured in physical space
as a set of extended blocks whose (renormalized) spectrum is in a small neighborhood
of some energy E. The Schur complement formula produces effective Hamiltonians for
the blocks exhibiting exponential decay in the distance between blocks. The blocks
themselves become more and more dilute as the procedure proceeds, so the distance
between blocks grows, and hence inter-block matrix elements tend rapidly to zero. The
key probabilistic input involves estimating the probability that a block has spectrum
close to E, and bounding the probability that a block has a very small level spacing.
The determinant and the discriminant of the Schur complement matrix for a block is a
polynomial in the random variables (the degree depends on the size of the block). This
ensures a degree of transversality of eigenvalues of subsystems (and their differences) –
although not uniformly in the size of the subsystem. We obtain a rather weak bound
on the probability of spectrum near E (replacing the usual Wegner estimate [34]) and
the probability of near-degeneracy (replacing the usual Minami estimate). Although
the bound degenerates as the size of the block gets large, large blocks are improbable
to begin with, and the trade-off determines the form of our results on density of states
and level separation. There is some similarity with the method of [5, 26], in which
localization is proven for a Hamiltonian depending analytically on the random variables.
In those works, the Wegner estimate is replaced with a transversality condition arising
from polynomial approximation of determinants (using a version of Cartan Lemma
proven in [5]).
As in [20], we give a direct construction of eigenfunctions and eigenvalues in terms of
convergent graphical expansions that depend on the random variables only within each
graph. However, we gain some precision by working near a fixed energy (as advocated
by [8]). We have also been influenced by ideas in [3, 2] (the Feshbach map) and of
course by [1, 15].
1.2 Model
We consider the following non-monotone Anderson model. A particle hops in Λ, a
rectangle in Zd, with each position x ∈ Λ having two states, + and –. The single-
3
position Hamiltonian is
hx ≡
(
ux 1
1 −ux
)
, (1.1)
where u = {ux}x∈Λ is a collection of bounded iid random variables with a bounded
density. For simplicity, let us assume each ux has a uniform distribution on [-1,1]. The
Hilbert space is C2n, where n = |Λ| is the number of elements of Λ. Let H0 = ⊕x∈Λhx.
The hopping matrix is
V = γJ ⊗ I2, (1.2)
with I2 denoting the 2×2 identity matrix for the internal space, γ is a small parameter,
and
Jxy =
{
1, if |x− y| = 1;
0, otherwise.
(1.3)
Here |x| ≡∑di=1 xi. Finally, we define the Hamiltonian
H = H0 + V. (1.4)
One could of course consider a much wider class of models. However, this choice will
serve to illustrate the method in a simple context exhibiting both non-monotonicity
and dilution. That is, the “bare” energies ux,−ux in (1.1) move in opposite directions
as ux varies, and there is only one random variable ux for each 2× 2 block of H0.
1.3 Main Results
Our goal is first to prove localization by controlling the density of states and by showing
stretched exponential decay of the eigenfunction correlator E
∑
α |ϕα(x)ϕα(y)|. Second,
we prove probabilistic bounds on level spacing by constructing individual eigenstates
and controlling their separation in energy from the others.
We prove several facts about the random block Hamiltonian (1.4).
Theorem 1.1. (Theorem 3.1). There exists a constant b > 0 such that for γ sufficiently
small the following is true. For any 0 < δ ≤ γ1/4, any rectangle Λ, and any interval
I = [E − δ/2, E + δ/2], let N(I) denote the number of eigenvalues of H in I. Then
EN(I) ≤ 4|Λ| exp(−b| log γ|2/3| log δ|1/3). (1.5)
Although this bound goes to zero faster than any power of 1/| log δ|, it does not
imply Ho¨lder continuity of the integrated density of states. Thus it is weaker than the
result of [12].
Theorem 1.2. (Theorem 3.7). Let χ = 2
9
. There exists a constant q¯ > 0 such that for
γ sufficiently small, the eigenfunction correlator satisfies
E
∑
α
|ϕα(y)ϕα(z)| ≤ 4γ q¯|y−z|χ , (1.6)
for any rectangle Λ.
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A similar bound is proven in [12], but with exponential decay. If we restrict the sum
in (1.6) to eigenvalues in I, we prove a similar bound but with a prefactor tending to
zero like the right-hand side of (1.5) – Corollary 3.8. We prove these results partly as a
warm-up to the level-spacing problem – but it is also helpful to understand how strong a
result is possible with our method and to make comparisons with the fractional-moment
results.
Finally, we give our main result on minimum level spacing. Let {Eα}α=1,...,2|Λ| denote
the eigenvalues of H.
Theorem 1.3. (Theorem 3.9). There exists a constant b > 0 such that for γ sufficiently
small,
P
(
min
α 6=β
|Eα − Eβ| < δ
)
≤ |Λ| exp (−b| log γ|3/4| log δ|1/4) , (1.7)
for any rectangle |Λ| and any 0 < δ ≤ γ1/4/4.
As this is a result about microscopic level statistics, we are interested in the behavior
as δ → 0. This bound tends to zero more slowly than (1.5), but still faster than any
power of 1/| log δ|.
1.4 Fundamental Lemma
We state here a lemma on Schur complements that will be used often in our analysis.
Lemma 1.4. (Fundamental Lemma) Let K be a (p+ q)× (p+ q) symmetric matrix in
block form, K =
( A B
C D
)
, with A a p × p matrix, D a q × q matrix, and C = BT .
Assume that ‖(D − E)−1‖ ≤ ε−1, ‖B‖ ≤ γ, ‖C‖ ≤ γ. Define the Schur complement
with respect to λ:
Fλ ≡ A−B(D − λ)−1C. (1.8)
Let ε and γ/ε be small, and |λ− E| ≤ ε/2. Then
1. If ϕ is an eigenvector for Fλ with eigenvalue λ, then (ϕ,−(D − λ)−1Cϕ) is an
eigenvector for K with eigenvalue λ, and all eigenvectors of K with eigenvalue λ
are of this form.
2. The spectrum of K in [E − ε/2, E + ε/2] is in close agreement with that of FE
in the following sense. If λ1 ≤ λ2 ≤ . . . ≤ λm are the eigenvalues of K in
[E − ε/2, E + ε/2], then there are corresponding eigenvalues λ˜1 ≤ λ˜2 ≤ . . . ≤ λ˜m
of FE, and |λi − λ˜i| ≤ 2(γ/ε)2|λi − E|.
Note that the degree of closeness between the two sets of eigenvalues improves the
closer one gets to λ = E.
Our goal, then, is to iterate the fundamental lemma, using appropriately chosen
subspaces, so that the spectral window width ε tends to zero, with γ/ε tending to zero
as well. Eventually, the width will be so small that at most one eigenvalue will be
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inside. At that point, the decay of the eigenfunction will become manifest, as will the
separation of the eigenvalue from the rest of the spectrum.
The operator −(D − λ)−1C plays the role of expanding a solution of a low dimen-
sional space to a higher dimensional space. Such factors will be composed with each
other to obtain the proper eigenfunction on the full Hilbert space; hence we call them
eigenfunction-generating kernels.
Proof. The first statement is a standard fact about the Schur complement. If ϕ is
an eigenvector for Fλ with eigenvalue λ, then
(K − λ)
(
ϕ
−(D − λ)−1Cϕ
)
=
(
(A− λ)ϕ−B(D − λ)−1Cϕ
Cϕ− (D − λ)(D − λ)−1Cϕ
)
=
(
(Fλ − λ)ϕ
0
)
= 0. (1.9)
Conversely, if (K − λ)(ϕ, ϕ˜) = 0, then Cϕ + (D − λ)ϕ˜ = 0, which has unique solution
ϕ˜ = −(D − λ)−1Cϕ. Substituting in, we obtain (Fλ − λ)ϕ = 0. Note that this implies
agreement between the multiplicities of the λ-eigenspaces for H and Fλ.
For the second statement, write
FE −Fλ = −B(D−E)−1C +B(D− λ)−1C = B(D−E)−1(λ−E)(D− λ)−1C. (1.10)
Noting that |λ − E| ≤ ε/2 and dist(specD,E) ≥ ε, we have that ‖(D − λ)−1‖ ≤ 2/ε,
and thus
‖FE − Fλ‖ ≤ 2γ
2
ε2
|λ− E|. (1.11)
By Weyl’s inequality, the eigenvalues of Fλ and FE differ by no more than 2(γ/ε)
2|λi−E|
when shifting from Fλ to FE = Fλ + (FE − Fλ).
2 Fixed Energy Procedure
2.1 First Step
Let us investigate the spectrum of H in the vicinity of E. The energy E can be any
real number (although since H is bounded, there will be no spectrum near E if |E| is
large). For the time being, E will be treated as a fixed parameter. We emphasize that
we are deriving probabilistic bounds on resonances by way of the geometric/algebraic
behavior of the eigenvalues with respect to the random parameters. Let us observe this
in the simplest possible case.
It will be helpful to introduce some terminology. The rectangle Λ is a collection of
positions in Zd labeling the coordinates in the first factor in H = C|Λ|⊗C2. Coordinates
for the full H will be called sites ; thus there are |Λ| positions and 2|Λ| sites. Let Λ∗
denote the set of sites. More generally, let X∗ denote the set of sites at positions
x ∈ X ⊂ Λ. It can be visualized as two copies of Λ in two layers: two sites at each
position.
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The eigenvalues of hx are ±tx, where
tx =
√
u2x + 1. (2.1)
We say that x is ε-resonant with E if either eigenvalue is within ε of E. Sites associated
with non-resonant positions are also said to be non-resonant. The eigenvalues are split
by at least 1, hence for ε small only one can be close to E. A direct calculation shows
that
P (tx ∈ [|E| − ε, |E|+ ε]) ≤ P (tx ∈ [1, 1 + 2ε]) = 2
√
ε+ ε2 ≤ 3√ε, for ε ≤ 1, (2.2)
assuming a uniform distribution on [-1,1] for ux. (The maximum is achieved when
|E| = 1 + ε.) Thus 3√ε is a bound for the probability that x is an ε-resonant position
with respect to E. We take ε = γφ with φ = 1
4
.
Let R(1) denote the set of ε-resonant positions x ∈ Λ. It can be broken into compo-
nents, where connectedness is based on nearest-neighbor connections. Let us estimate
P(1)x,y , the probability that x and y are in the same component. For positions x and y
to be connected, there must be a self-avoiding walk from x to y, consisting of nearest-
neighbor steps between resonant sites. By (2.2), the probability that all the sites in a
given walk are resonant is bounded by (3
√
ε)m, where m is the number of positions in
the walk, including endpoints. If we add a combinatoric factor 2d per step, we may
convert the sum over walks with m positions into a supremum1. A combinatoric factor
2m allows us to fix m. We obtain
P(1)x,y ≤ (12d
√
ε)m ≤ (12d√ε)|x−y|+1, (2.3)
as m− 1 must be at least |x− y|, the minimum number of steps to get from x to y.
Block form of the Hamiltonian. Recall that R(1) is the set of resonant positions.
Putting R(1)c = Λ \R(1), we have associated sets of sites R(1)∗, R(1)c∗. These index sets
determine the block form of the Hamiltonian:
H =
(
A(1) B(1)
C(1) D(1)
)
, (2.4)
with A(1) representing the restriction of H to R(1)∗, and D(1) representing the restriction
to R(1)c∗ (or, to be precise, these are the restrictions of H to the subspaces corresponding
to those index sets). Note that A(1), D(1) contain off-diagonals only between sites at the
same position or at adjacent positions; positions which belong to different components
in R(1) do not interact.
We may write
D(1) = W (1) + V (1), (2.5)
with W (1) block diagonal (with blocks hx at each position x) and with V
(1) equal to
the projection of V to R(1)c. Let V
(1)
xy denote the block matrix element of V (1) between
1Combinatoric factors are a convenient bookkeeping device when estimating sums. If
∑
α c
−1
α ≤ 1
for some positive constants cα, then
∑
αXα ≤ supα |Xα|cα. We call cα a combinatoric factor.
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positions x and y. For x, y ∈ R(1)c, it is equal to γJxyI2, see (1.2). Thus it is nonzero
only for adjacent positions x and y in R(1)c, in which case it equals γI2.
Convention. We use ordinary absolute value signs | · | to denote the norm of a 2× 2
matrix such as the block matrix element V
(1)
xy . This is to distinguish it from the usual
notation ‖ · ‖ for matrices indexed by Λ∗ or some subset of Λ∗. Using this notation, we
have that |V (1)xy | = γ for x, y adjacent positions in R(1)c.
Random walk expansion. We would like to reduce (2.4) by Schur complementation:
F
(1)
λ ≡ A(1) −B(1)(D(1) − λ)−1C(1). (2.6)
Let us develop a random walk expansion for (D(1) − λ)−1.
By construction, dist(specW (1), E) ≥ ε. Let us assume that |λ− E| ≤ ε/2, so that
‖(W (1) − λ)−1‖ ≤ 2/ε. The off-diagonal matrix V (1) has norm no greater than 2dγ
in dimension d (it is a symmetric matrix with row sum equal to 2dγ). Therefore, for
ε = γφ = γ1/4 sufficiently small, (D(1)−λ)−1 exists and can be expanded in a Neumann
series:
(D(1) − λ)−1 = (W (1) − λ)−1 + (W (1) − λ)−1V (1)(W (1) − λ)−1 + . . . . (2.7)
This leads to a random walk expansion with steps determined by block matrix elements
of V (1): [
(D(1) − λ)−1]
xy
=
∑
g1:x→y
m∏
i=1
[(W (1) − λ)−1]xixi
m−1∏
j=1
V (1)xjxj+1 . (2.8)
Here g1 = {x = x1, x2, . . . , xm = y} is a random walk with each xi, xi+1 adjacent
positions; return visits are allowed. For such a walk we write its length as |g1| =
m. Note that each factor on the right-hand side of (2.8) is a 2 × 2 block matrix
element. As each eigenvalue of W (1) − λ is at least ε/2 in magnitude, we have that
|[(W (1)−λ)−1]xixi| ≤ 2/ε for every xi ∈ g1. Thus a term in the sum (2.8) with |g1| = m
is bounded by γm(ε/2)−(m+1). We may assign combinatoric factors 2m to fix the length
of the walk and 2d for each sum over xj; altogether the combinatoric factor is 2
m(2d)m−1.
Thus we obtain a bound ∣∣∣[(D(1) − λ)−1]
xy
∣∣∣ ≤ (cdγ
ε
)|x−y|
· 4
ε
, (2.9)
as m−1 must be at least |x−y|, the number of steps needed to walk from x to y. Here,
and in what follows, cd denotes a constant that depends only on the dimension d.
Observe from (2.7) and (2.8) that the operator (D(1) − λ)−1 connects all sites in
R(1)c∗. Therefore, we see that resonant sites R(1)∗ are connected through the chain of
operators B(1)(D(1) − λ)−1C(1) in the second term of (2.6). Note that B(1) and C(1)
contain off-diagonal interactions from V . Thus the walks in (2.8) are extended with
two additional steps V
(1)
xjxj+1 . As in the arguments for (2.9), we obtain∣∣∣[B(1)(D(1) − λ)−1C(1)]
xy
∣∣∣ ≤ (cdγ
ε
)|x−y|∨2
· ε. (2.10)
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In a similar manner, we can estimate the eigenfunction-generating kernel for the first
step: ∣∣∣[(D(1) − λ)−1C(1)]
xy
∣∣∣ ≤ (cdγ
ε
)|x−y|∨1
. (2.11)
The graphical expansion (2.8) induces similar expansions for these matrix elements.
2.2 Resonant Blocks
In the kth step we use a length scale Lk ≡ 2k−1 to determine connectivity. That is,
in the first step, L1 = 1 and two positions are in the same component if they are
nearest neighbors. In steps k ≥ 2, we inherit a set of resonant positions R(k−1), and two
positions are in the same component if they are within a distance Lk. Thus, components
at scale Lk are subsets of R
(k−1) that can be spanned by connections of length up to
Lk. A component of cardinality n has 2n sites; each of these is effectively connected
to all the others of the component. Distance will always be measured in terms of the
original metric |x| = ∑di=1 |xi| on Zd.
Definition 2.1. Let B be a component of R(k−1) on scale k with k ≥ 2. We say that
B is isolated on scale k if
1. its volume (≡ n(B) ≡ number of positions) is no greater than L2ψ/5k ,
2. its distance from every other component on scale k is at least 4Lk,
3. its diameter is ≤ Lk.
Here ψ = 2
3
is an exponent governing fractional exponential decay of graphical bounds.
From the previous step, we have the Schur complement matrix
F
(k−1)
λ = A
(k−1) −B(k−1)(D(k−1) − λ)−1C(k−1), (2.12)
with bounds similar to (2.10) that are proven below in Theorem 2.7 (and that can be
assumed by induction). It operates on the space indexed by elements of R(k−1)∗. Each
of the matrices in (2.12) is given by a random walk expansion as in (2.8) in terms of
the corresponding matrices from step k − 2. See Section 2.4 for details on the random
walk expansion; for now, we need only some of its general properties.
In each step we take the Schur complement of the current renormalized Hamiltonian.
In the first step, F (1) is a renormalization of the original Hamiltonian H; the interactions
of the first step generate walks, or graphs constructed of connections in the original
Hamiltonian. Further renormalizations F (2), F (3), . . . involve walks of the preceding
Hamiltonian’s walks; we will refer to these nested walk structures as multigraphs. Thus
the Schur complement F
(k−1)
λ is defined inductively in terms of (k−1)-level multigraphs,
each being a walk with steps given by (k− 2)-level multigraphs, and so on down to the
first level. By construction, these graphs sample the potential ux only for positions
x that the first-level walk passes through; thus there is dependence on ux only for
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x /∈ R(k−1). Consequently, the dependence on ux, x ∈ R(k−1) is only through the
leading term in F
(k−1)
λ , specifically the matrix A
(k−1), projected to R(k−1)∗. (Recall
that A(1) is the original Hamiltonian H projected to R(1)∗.) In particular, the values
ux ∈ R(k−1) do not appear in any of the block inverse operators used – see (2.8) and its
kth step version (2.55).
One may visualize the last term in (2.12) as a set of graphs that exit R(k−1) (the
matrix B(k−1)), and then wander in R(k−2) \ R(k−1) (the matrix (D(k−1) − λ)−1) before
returning to R(k−1) (the matrix C(k−1)). Thus we see that F (k−1)λ agrees with H on
R(k−1)∗ up to small terms from the random walk expansions, all independent of ux, x ∈
R(k−1). Hence F (k−1)λ is equal to a direct sum of H projected to the R
(k−1) components
plus small O(γ2/ε) corrections (independent of ux, x ∈ R(k−1)). That is, we may write
F
(k−1)
λ = ⊕BhB + Ξk−1, (2.13)
where hB is the projection of H to the component B in R
(k−1) and Ξk−1 = O(γ2/ε)
is independent of ux, x ∈ R(k−1). For k = 2 (2.13) holds by (2.10) and indeed we will
generalize it for k > 2 in the induction procedure – see Corollary 2.8. Furthermore,
there is no off-diagonal dependence on ux, x ∈ R(k−1).
We wish to show that isolated components are unlikely to contain spectrum near E.
We could work with F
(k−1)
λ , projected to an isolated component B of R
(k−1), but in order
to preserve independence we truncate the random walk expansions in F
(k−1)
λ , including
only multigraphs that remain within a distance < Lk−2 of B. Multigraphs neglected
therefore travel a distance ≥ 2Lk−2 = Lk−1 after returning to B or reaching another
block. Let us designate such multigraphs nonlocal at scale Lk−1; they visit points at a
distance ≥ Lk−2 from B. Let us write F˜ (k−1)E for the renormalized Hamiltonian with
all nonlocal multigraphs dropped. The truncated Hamiltonian is block diagonal due to
the separation condition: F˜
(k−1)
E = ⊕BF˜ (k−1)E (B). As above, we may write F˜ (k−1)λ (B) =
hB + Ξ˜k−1(B) for the truncated F
(k−1)
λ , projected to block B, and Ξ˜k−1(B) = O(γ
2/ε).
We prove decay at rate γL
ψ
for graphs of length L, with ψ = 2
3
– see Theorem 2.7
below. We prove below a bound on the probability of spectrum within εL
ψ
k−1 of E. As
this window is much larger than the size of terms neglected (recall that ε = γφ with
φ = 1
4
), movement of the spectrum due to terms of order γL
ψ
k−1 is insignificant.
Definition 2.2. Let B be a component of R(k−1) on scale k with k ≥ 2. We say that
B is resonant on scale k if it is isolated on scale k and if dist(spec F˜
(k−1)
E (B), E) ≤
εk ≡ εLψk . Here we refer to the truncation F (k−1)E → ⊕BF˜ (k−1)E (B), which results from
the deletion of all multigraphs that extend a distance Lk−2 or farther from any block B.
Following a similar plan as in the first step, we define the new resonant set R(k) by
removing from R(k−1) all the non-resonant isolated components. Thus
R(k) = R(k−1) \
⋃
α:Bα is isolated but not resonant on scale k
Bα. (2.14)
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Proposition 2.3. Let B be an isolated component of R(k−1) on scale k with k ≥ 2. The
probability that B is resonant on scale k is less than εL
3ψ/5
k /3.
Proof. Let us enumerate the positions in B as {x1, . . . , xn}. The block B is connected
on scale Lk−1 (i.e. using connections between xi and xj of length up to Lk−1. Let us
consider the 2n×2n matrix F˜ (k−1)λ (B) as a function of u = {ux1 , . . . , uxn}, with all other
u’s held fixed, which means that Ξ˜k−1(B) is fixed as well. Thus, as explained above,
F˜
(k−1)
λ (B) agrees with H up to u-independent terms of size O(γ
2/ε). We consider here
λ = E, since by the fundamental lemma, control of the spectrum of F˜
(k−1)
E (B) allows
us to control F˜
(k−1)
λ (B) for λ near E. Recall that H has ui or −ui on the diagonal,
and it has off-diagonal matrix elements connecting adjacent positions and connecting
the two sites at each position. The off-diagonal matrix entries are either γ, 1, or 0. It
should be clear, then, that ∆(u) ≡ det(F˜ (k−1)E (B) − E) is a polynomial in u of degree
2n. We may therefore apply standard results bounding the measure of sets where the
polynomial is small.
Noting that each ux ∈ [−1, 1], and since tx =
√
u2x + 1, the spectrum of H is clearly
limited to the range [−√2,√2] +O(γ). Therefore, we can assume E ∈ [−3
2
, 3
2
]; this will
cover all of the spectrum of H.
With E ∈ [−3
2
, 3
2
], we need to establish in a quantitative sense that ∆(u) =
det(F˜
(k−1)
E (B) − E) is not the zero polynomial. Thus we look for a value of u for
which ∆(u) is bounded away from 0. Take u0 = (2, . . . , 2). Then each txi =
√
5, and so
(tx − E)(−tx − E) = E2 − 5 ≤ 94 − 5 = −114 . (2.15)
We must allow for O(γ) movement of the eigenvalues due to the terms other than
⊕ihxi in F˜ (k−1)E (B) (here we use also the decay away from the diagonal – see Theorem
2.7 below – and the fact that the norm of the perturbing matrix is bounded by the
maximum absolute row sum). Still, we maintain a lower bound |∆(u0)| ≥ 2n, after
taking the product over the n 2 × 2 blocks and allowing for the small changes in the
eigenvalues.
We use the Brudnyi-Ganzburg inequality, in the form stated in [6]:
sup
U
|p| ≤
(
4n|U |
|ω|
)κ
sup
ω
|p|. (2.16)
Here U is a bounded convex subset of Rn, p is a polynomial of degree at most κ and ω
is a measurable subset of U . In our case, we let U = [−2, 2]n, κ = 2n, and
ω = {u : |∆(u)| ≤ εk32n} with εk ≡ εL
ψ
k . (2.17)
We have shown that supU |∆(u)| ≥ 2n and so
|ω| ≤ (2−nεk32n) 12n · 4n|U | ≤ ε1/(2n)k 6√2 · n4n. (2.18)
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Since ux is distributed uniformly on [-1,1], this leads to bounds
P (|∆(u)| ≤ εk32n) ≤ εL
ψ
k /(2n) · 9n2n
≤ εL3ψ/5k /2 · 9L2ψ/5k 2L
2ψ/5
k ≤ εL3ψ/5k /3, (2.19)
where in the second line we have used the bound n ≤ L2ψ/5k from Definition 2.1 (as
well as the smallness of ε = γφ). Note that both E and the eigenvalues of F˜
(k−1)
E (B)
are in [−3
2
, 3
2
], and therefore the eigenvalues of F˜
(k−1)
E (B)− E are no greater than 3 in
magnitude. Hence (2.19) implies the statement of the proposition.
2.3 Probability Estimates
We need to work on a multiscale version of the percolation estimate (2.3). As we
investigate the percolation of resonant blocks, we face a situation in which blocks of
R(k) may inherit probability bounds from step k − 1 or they may receive a probability
bound from Proposition 2.3. Thus we make an inductive definition that keeps track of
the probability bounds available for blocks at any scale:
P˜ (1)(B) ≡ (3√ε)n(B)
P˜ (k)(B) ≡
{
εL
3ψ/5
k−2 /3, if B is isolated on scale k − 2;∏m′
i=1 P˜
(k−1)(Bi), otherwise.
(2.20)
We emphasize that the P˜ are not themselves probabilities but stand in for upper bounds
on the probabilities of resonant clusters. Here n(B) is the number of positions in B,
and B1, . . . , Bm′ are the subcomponents of B on scale k − 1. Note that each factor
3
√
ε or εL
3ψ/5
k−2 /3 (corresponding to a bound on the probability that a site or block is
resonant) carries forward to the next scale, until a scale k is reached with B isolated
on scale k − 2. In that case, all the factors from subblocks of B from previous scales
are replaced with the bound from Proposition 2.3. This corresponds to replacement of
bounds by a better one from Proposition 2.3, when it is available (i.e. if a component
is isolated on scale k − 2).
Next let us define a weighted sum of the probability bounds P˜ (k)(B):
Q(k)x,y ≡
∑
B containing x and y
P˜ (k)(B)ε−qkn(B). (2.21)
Here {qk} is a decreasing sequence of numbers with a strictly positive floor q > 0;
it will be specified in the next theorem. We prove the following “energy-entropy”
bound, similar in spirit to [15]. It is a purely geometric-combinatoric result about the
components B that are generated by our definitions.
Theorem 2.4. Given ψ = 2
3
, let χ = ψ/3. Then for ε sufficiently small, and q1 ≡ 15 ,
q2 ≡ 16 , q3 ≡ 17 , and qk ≡ qk−1(1− L−ψ/20k−2 ) for k ≥ 4, we have
Q(k)x,y ≤ εqk(|x−y|∨Lk−2)
χ
. (2.22)
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Proof. To treat the case k = 1, we need to extend the proof of (2.3) to incorporate
decay with n = n(B), the volume of the component containing x, y. The walk from x to
y can be extended to a branching random walk (i.e. a spanning tree). The number of
such trees is bounded by cnd . The weighting ε
−q1n = ε−n/5 in (2.21) is counterbalanced
by our bound on the probability that n positions are resonant, (3
√
ε)n. Noting that
n ≥ |x − y| + 1, we may extract the decay in (2.22), with a decrease of an additional
1/5 in the power of ε. This leaves a bound of (2cdε
1/10)n. The sum on n is less than 1,
and hence (2.22) holds for k = 1.
Let us now assume (2.22) for k − 1. Let us write
Q(k)x,y = Q
(k),1
x,y +Q
(k),2
x,y , (2.23)
with the first term giving the sum over blocks B that are not isolated on scale k − 2,
and the second term giving the sum over the ones that are isolated. We consider
first Q
(k),1
x,y , and note that P˜ (k)(B) is given by the second alternative in (2.20). Recall
that B is a component of R(k) and that it is formed by joining together components
of R(k−1) with links of length ≤ Lk. Hence there must be a sequence of positions
x = x1, y1, x2, y2, . . . , xm, ym = y such that each xi, yi lie in the same component Bi
of R(k−1), and |xi − yi−1| ≤ Lk. The remaining subcomponents of B may be denoted
Bm+1, . . . , Bm′ . Connectivity on scale k implies that there must be a tree graph T
connecting all the components of B. Each link of the tree graph is a pair (xi, yi−1) as
above with 2 ≤ i ≤ m or a pair (x˜j, y˜j) with m + 1 ≤ j ≤ m′, x˜j ∈ Bj, y˜j ∈ Bτ(j),
and τ(j) < j. Thus we choose a tree graph that extends the unbranched connection
from B1 to Bm. (See Figure 1.) Again, because of connectivity, we can assume that
|x˜j − y˜j| ≤ Lk.
We may write
Q(k),1x,y ≤
∑
m,m′
∑
T
∑
B1,...,Bm′
consistent with T
m′∏
i=1
[
P˜ (k−1)(Bi)ε−qkn(Bi)
]
, (2.24)
where we have written n =
∑
i n(Bi) as the sum of the volumes of the Bi. With
some overcounting, we may proceed through the tree graph, summing over vertices
xi, yi, x˜j, y˜j and components, requiring only that each Bi contain a specified set of 1
or 2 vertices. In this way, we will be able to apply the inductive hypothesis from step
k − 1.
The tree graph T may be broken up into the chain connecting B1, . . . , Bm plus
individual tree graphs T1, . . . , Tm with roots at the corresponding blocks. We now focus
on a single Bi (which we take as fixed) and sum over Ti and the associated blocks (other
than Bi) that are linked by Ti. Let us define for an arbitrary block B¯ on scale k − 1:
K(p)(B¯) ≡
∑
T¯ : depth(T¯ )≤p
∑
B¯1,...,B¯`
consistent with T¯
∏`
i=1
[
P˜ (k−1)(B¯i)ε−qkn(B¯i)
]
. (2.25)
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x = x1 y1 x2 y2 x3 y3 = y
y˜4
x˜4
B2
B4
B1 B3
1
Figure 1: A tree graph of blocks connecting x and y. Blocks B1, B2, B3 form the spine
and B4 is a leaf.
Here depth(T¯ ) is the largest number of links in T¯ that are needed to reach a vertex,
starting at the root. Then we can write
Q(k),1x,y ≤
∞∑
m=1
∑
y1,x2,y2,...,ym−1,xm
m∏
i=1
[ ∑
Bi containing xi,yi
P˜ (k−1)(Bi)ε−qkn(Bi)K(∞)(Bi)
]
. (2.26)
Here the inequality results from the overcounting associated with treating each of the
Ti as independent of the others. Let us put
εˆ = εqk−1L
χ
k−3/2, k ≥ 2. (2.27)
Lemma 2.5. With χ = 2
9
and ε sufficiently small,
K(p)(B¯) ≤ eεˆn(B¯). (2.28)
Proof. We use induction on p. When p = 0, we have the tree with no links, so (2.28)
amounts to the statement 1 ≤ eεˆn(B¯). For larger p, we may use the recursion
K(p)(B¯) ≤
∞∑
r=0
1
r!
r∏
i=0
[ ∑
B¯i linked to B¯
P˜ (k−1)(B¯i)ε−qkn(B¯i)K(p−1)(B¯i)
]
. (2.29)
Again, this is an upper bound, as we are treating each of the r branches of T¯ as
independent of the others. There is also overcounting due to permutations of the
branches, and this has been compensated by the factor 1/r!.
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The sum over B¯i linked to B¯ may be bounded as follows. By connectivity, there
must be a pair of points x¯, y¯ with y¯ ∈ B¯ and x¯ ∈ B¯i and |x¯ − y¯| ≤ Lk. The sum over
y¯ leads to a factor n(B¯). There are no more than (2Lk + 1)
d choices for x¯, given y¯.
Furthermore, we may bound
ε−qkn(B¯i)K(p−1)(B¯i) ≤ ε−qk−1n(B¯i) (2.30)
using (2.28), since
−(qk − qk−1)| log ε|+ εˆ ≥
{
| log ε|qk−1L−ψ/15k−2 , k ≥ 4
0, k = 2, 3
≥ 0 (2.31)
for ε small. (This follows from the expressions for qk in Theorem 2.4, in particular
the relation qk−1 − qk = qk−1L−ψ/20k−2 for k ≥ 4; the increase from ψ/20 to ψ/15 is to
accommodate the εˆ term on the left-hand side.) Inserting (2.30) into (2.29), we obtain
K(p)(B¯) ≤ exp
(
(2Lk + 1)
dQ
(k−1)
x¯,x¯ n(B¯)
)
≤ exp
(
(2Lk + 1)
dεqk−1L
χ
k−3n(B¯)
)
≤ eεˆn(B¯), (2.32)
after applying the induction hypothesis (2.22) to Q
(k−1)
x¯,x¯ . This closes the induction
and completes the proof of the lemma. This “polymer expansion” construction is a
standard way to treat tree graph sums when the vertices have spatial extent, see for
example [18].
After using the lemma to sum over all the branches of the tree, we are left with the
“spine,” that is, the blocks B1, . . . , Bm that lead from x to y. From (2.26), we obtain
the following bounds:
Q(k),1x,y ≤
∞∑
m=1
∑
y1,x2,y2,...,ym−1,xm
m∏
i=1
[ ∑
Bi containing xi,yi
P˜ (k−1)(Bi)ε−qkn(Bi)eεˆn(Bi)
]
(2.33)
≤
∑
B1 containing x and y
P˜ (k−1)(B1)ε−qkn(B1)eεˆn(B1) +
∑
m≥2
∑
y1,x2,y2,...,ym−1,xm
m∏
i=1
Q(k−1)xi,yi ,
The effect of the tree graphs has been subsumed into factors eεˆn(Bi), by Lemma 2.5.
The first term of the final expression bounds the case m = 1. For the terms m ≥ 2, we
have used the fact that ∑
Bi containing xi,yi
P˜ (k−1)(Bi)ε−qkn(Bi)eεˆn(Bi) ≤ Q(k−1)xi,yi , (2.34)
which follows from (2.21),(2.31).
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Consider the term m = 2, and let ε˜ ≡ εqk−1 . We need to be careful with the sums
on y1, x2 in order to preserve the form of the decay estimate (2.22). With x, y fixed,
note that ∑
y1,x2
min{|x− y1|, |x2 − y|}−(d+1) ≤ cdLdk. (2.35)
This can be seen by considering two cases, depending on whether the minimum is |x−y1|
or |x2 − y|, and noting that |y1 − x2| ≤ Lk. As a consequence, a combinatoric factor
cdL
d
k min{|x− y1|, |x2 − y|}(d+1) ≤ c˜dL2d+1min (2.36)
suffices to control the sums. Here Lmin ≡ min{La, Lb}, Lmax ≡ max{La, Lb}, with
La ≡ |x− y1| ∨ Lk−3, Lb ≡ |x2 − y| ∨ Lk−3. Hence we may bound the m = 2 term by∑
y1,x2
Q(k−1)x,y1 Q
(k−1)
x2,y
≤ sup
y1,x2
c˜dL
2d+1
min Q
(k−1)
x,y1
Q(k−1)x2,y ≤ sup
y1,x2
c˜dL
2d+1
min ε˜
Lχa ε˜L
χ
b . (2.37)
Note that
|x− y| ∨ Lk−2 ≤ La + Lk + Lb = Lmin + Lk + Lmax, (2.38)
since as indicated above, |x2 − y1| ≤ Lk by connectivity of B. Let us write
c˜dL
2d+1
min ε˜
Lχa ε˜L
χ
b = c˜dL
2d+1
min ε˜
Lχmin ε˜L
χ
max ≤ 1
4
ε˜(4/5)L
χ
min ε˜L
χ
max , (2.39)
which holds for small ε˜. We claim that
4
5
Lχmin + L
χ
max > (Lmin + Lk + Lmax)
χ. (2.40)
The worst case for this inequality is when La, Lb are at their minimum possible values,
Lk−3 (as one can check by differentiating). Then it reduces to the inequality 1.8 > 10χ,
or χ < log10 1.8 ≈ .255. Recalling that ψ = 23 and χ = ψ/3, we can confirm this
inequality, and then (2.38),(2.40) imply a bound
1
4
ε˜(|x−y|∨Lk−2)
χ
= 1
4
εqk−1(|x−y|∨Lk−2)
χ
< 1
4
εqk(|x−y|∨Lk−2)
χ
(2.41)
on the term m = 2.
The terms m > 2 may be handled inductively, since the bound just proven is suf-
ficient to reproduce the argument when summing each pair yi, xi+1 in turn, and we
obtain a bound 2−mε˜(|x−y|∨Lk−2)
χ
on the mth term.
Now consider the term m = 1, i.e. the first term in (2.33). This corresponds to a
situation where x, y are already contained in the same block on scale k − 1. As with
the m ≥ 2 terms, we have a bound given by Q(k−1)x,y on that scale:
Q(k−1)x,y ≤ εqk−1(|x−y|∨Lk−3)
χ
. (2.42)
We need to improve this by replacing Lk−3 with Lk−2. For this, we can assume that
|x− y| ≤ Lk−2.
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First, suppose the scale k − 1 block containing x, y is composed of 2 or more scale
k − 2 blocks. We obtain a bound which is more than sufficient, because we receive two
or more factors of εqk−2L
χ
k−4 from (2.22), which leads to ε2qk−2L
χ
k−4 < εqk−1L
χ
k−2 . (Here we
use the fact that χ = 2
9
, so 2Lχk−4 = 2
1−4/9Lχk−2, and the excess over L
χ
k−2 will allow
us to control the sum over relative positions of the two blocks as in the arguments for
(2.35)-(2.41) above.) We should also consider the case k = 2, for which we have at least
a factor ε1/5 ≤ εq1Lχ0 for a single block on scale 1, as explained in the proof of (2.22) for
k = 1.
On the other hand, suppose the (k − 1)-block containing x, y consists of a single
(k − 2)-block. If k = 3, then k − 2 = 1 and ε1/5 < ε1/6 = εq2Lχ1 , so the desired bound
holds. If not, then at least one of two cases must hold: n > L
2ψ/5
k−2 , or diam(B) > Lk−2.
(Since the block does not join up with other blocks after two jumps in scale Lk−2 → Lk,
its distance from other blocks must be at least 4Lk−2. As we are working on the case
where B is not isolated on scale k − 2, we must violate one of the other conditions of
Definition 2.1 – provided k−2 ≥ 2.) For the case n > L2ψ/5k−2 , we have by (2.31) a bound∑
B1 containing x and y
P˜ (k−1)(B1)ε−qk−1n(B1) exp
(
−| log ε|qk−1L−ψ/15k−2 n(B1)
)
(2.43)
on the first term of (2.33). The sum over B1 is bounded by (2.42), and we pick up an
extra factor
εqk−1L
−ψ/15
k−2 n(B1) ≤ εqk−1Lψ/3k−2 = εqk−1Lχk−2 , (2.44)
which includes the desired improvement Lk−3 → Lk−2. Finally, consider the case of a
block on scale k − 2 with diameter > Lk−2. If this is the case, we must be able to find
x′, y′ in the block with |x′ − y′| > Lk−2. Then we can use (2.22), which becomes
Q
(k−2)
x′,y′ ≤ εqk−2|x
′−y′|χ ≤ εqk−2Lχk−2 , (2.45)
and after summing over ≤ (2Lk−2 + 1)d possibilities for x′ and for y′, given that x, y are
in the block, we obtain a bound εqk−1L
χ
k−2 , as in the other cases. (The drop qk−2 → qk−1
allows us to use the additional factor εqk−2L
−ψ/20
k−3 L
χ
k−2 to control the sums – see (2.46)
below.) Altogether, we have considered up to three cases for any particular k. Let us
allow |x− y| > Lk−2 again. We obtain the following bound on the m = 1 term:
3εqk−1(|x−y|∨Lk−2)
χ ≤ 3εqk(|x−y|∨Lk−2)χεqk−1L−ψ/20k−2 Lχk−2 < 1
4
εqk(|x−y|∨Lk−2)
χ
. (2.46)
We return to a consideration of Q
(k),2
x,y , which consists of terms from (2.21) that are
isolated on scale k − 2, which means that k ≥ 4. In this case we have from (2.20) that
P˜ (k)(B) = εL
3ψ/5
k /3. We need to sum over all possible blocks of diameter ≤ Lk−2 and
weight by ε−qkn to obtain Q(k),2x,y . We obtain a bound
εL
3ψ/5
k−2 /3(2Lk−1 + 1)dnε−qkn < εL
3ψ/5
k−2 /4 < 1
4
εqkL
χ
k−2 = 1
4
εqk(|x−y|∨Lk−2)
χ
, (2.47)
using dn log(2Lk−2 + 1) < cdnL
ψ/5
k−2 ≤ cdL3ψ/5k−2 and qkn ≤ qkL2ψ/5k−2 < L3ψ/5k−2 /12 (and
qk <
1
12
for k ≥ 4, which can readily be checked from the recursion). Note that we are
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using the Proposition 2.3 bound to control the sum over all substructure of B. This is
because Proposition 2.3 cannot be used simultaneously for a block and for its subblocks,
due to lack of independence. However, the bound for the whole block is much better
than what had been obtained earlier for subblocks, and (2.47) demonstrates that it is
adequate for our purposes here.
To complete the proof of the theorem, we gather the bounds (2.46), (2.47) and the
bound 2−mεqk(|x−y|∨Lk−2)
χ
proven above on the mth term, m ≥ 2. The desired bound
(2.22) follows, since 1
4
+ 1
4
+
∑
m≥2 2
−m = 1.
We may now estimate P(k)x,y , the probability that x and y belong to the same resonant
block on scale k.
Corollary 2.6. Given ψ = 2
3
, χ = ψ/3, let ε be sufficiently small. Then there is a
q > 0 such that
P(k)x,y ≤ εq(|x−y|∨Lk−2)
χ
. (2.48)
Proof. By construction, the probabilities (3
√
ε)n(B) and εL
3ψ/5
k /3 in (2.20) correspond
to independent events, because whenever a block is resonant on a scale k, its probability
bound from Proposition 2.3 replaces all previous probability factors for its subblocks.
So any two subblocks with a factor εL
3ψ/5
k /3 appearing in (2.20) are separated, ensuring
independence. (Independence is a result of the truncation of the random walk expansion
to form F˜
(k−1)
E (B), including only graphs that remain within a distance < Lk−2 of B,
so that there is no overlap between sets of variables u on which each resonance event
depends.) At each length scale, isolated blocks must be resonant (otherwise they would
be removed before forming blocks at the next scale) and hence can be associated with
a probability factor εL
3ψ/5
k /3 from Proposition 2.3. Thus all the probability factors in
(2.20) correspond to independent events that must hold if B is a component of R(k).
Hence P˜ (k)(B) is a bound on the probability that B is a component of R(k).
Since the weights in (2.21) are bounded below by 1, we see that (2.22) becomes
a bound on the sum of P˜ (k)(B) over B containing x, y. The corollary follows, since
qk > q > 0.
The underlying mechanisms at work in the proof of Theorem 2.4 are as follows.
First, since we are only seeking fractional exponential decay, the procedure can tolerate
giving up some fraction of the decay distance with each new length scale (which happens
because of the gaps that were required between resonant components). Smallness of the
probability of a component comes in one of two ways. If a component is isolated, with
small volume and diameter, the basic proposition on resonance probability can be used
to bring in new smallness to control its greater positional freedom – it gives an estimate
that decays as a fractional exponential of the length scale. On the other hand, if the
component’s volume or diameter is large, or it is not too far from other components,
the decay can be obtained from previous scales. We need to be careful not to give up
too much volume decay for this purpose in each step, so that we can obtain bounds
that are uniform in the step index k.
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2.4 Random Walk Expansion
The random walk expansion is based on the Schur complement at level k. We put
F
(k−1)
λ =
(
A(k) B(k)
C(k) D(k)
)
, (2.49)
where the blocks are determined by the decomposition of R(k−1) into R(k) (upper-left
block) and R(k−1) \R(k) (lower-right block). We may now define the kth Schur comple-
ment for |λ− E| ≤ εk/2:
F
(k)
λ = A
(k) −B(k)(D(k) − λ)−1C(k), (2.50)
Let us write
D(k) = W (k) + V (k), (2.51)
where W (k) is block diagonal, each block being F˜
(k−1)
λ (B) for some B. This means that
V (k) consists of the long graphs not included in F˜
(k−1)
λ (B), producing matrix elements
both within blocks and between blocks.
We show below in Theorem 2.9 that
‖F˜ (k−1)λ (B)− F˜ (k−1)E (B)‖ ≤ cd
γ
ε
|λ− E|, (2.52)
which is less than εk/6, because |λ−E| ≤ εk/2. Since all the blocks of R(k−1) \R(k) are
non-resonant,
dist
(
spec F˜
(k−1)
E (B), E
) ≥ εk ≡ εLψk , (2.53)
and so
‖(W (k) − λ)−1‖ ≤ 3ε−1k . (2.54)
Hence, as in the first step, we may expand (D(k) − λ)−1 in a Neumann series:
[(D(k) − λ)−1]xy =
∑
gk:x→y
m∏
i=1
[(W (k) − λ)−1]xix˜i
m−1∏
j=1
V
(k)
x˜j ,xj+1.
(2.55)
Here gk = {x = x1, x˜1, x2, x˜2, . . . , xm, x˜m = y}, with each xi, x˜i in the same block. Note
that V
(k)
x,y is given by a sum of graphs contributing to F
(k−1)
λ −⊕BF˜ (k−1)λ (B), where
F
(k−1)
λ = A
(k−1) −B(k−1)(D(k−1) − λ)−1C(k−1). (2.56)
Thus, when it is useful, we may unwrap any matrix element into a sum of multigraphs,
since each step at any level consists of a sum of graphs on the previous level. Thus, the
matrices A(k−1), B(k−1), C(k−1), D(k−1) in (2.56) are themselves blocks of F (k−2)λ , which
is given by A(k−2) − B(k−2)(D(k−2) − λ)−1C(k−2). We may continue down to graphs at
level 1.
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We will also prove bounds on the matrices that generate the eigenfunctions. Recall
from the fundamental lemma on the Schur complement that if ϕ(k) is an eigenvector of
F
(k)
λ with eigenvalue λ, then
ϕ(k−1) =
(
ϕ(k),−(D(k) − λ)−1C(k)ϕ(k)) (2.57)
is an eigenvector of F
(k−1)
λ with the same eigenvalue. This process may be repeated to
extend the eigenvector ϕ(k) all the way out to the original lattice Λ∗, that is, to produce
ϕ(0), an eigenvector of H. Let us write
ϕ(0) = G
(k)
λ ϕ
(k), (2.58)
and then we may give a multigraph expansion for G
(k)
λ in the same manner as was
just described for F
(k)
λ . Indeed, the same operators C
(k), D(k) appear when unwrapping
(2.57). The matrix G
(k)
λ can be thought of as half of F
(k)
λ since it descends to the original
lattice, but does not climb back up to R(k).
One may visualize the multigraph expansion on the original lattice as an ordinary
random walk of nearest-neighbor steps, except that when it enters a block on level k,
there is a matrix element of (W (k) − λ)−1 that produces an intra-block jump. This
structure is present already at the first level, see (2.8); but there we had only single-
position blocks. The larger blocks that appear in later steps create gaps in decay, since
there is no decay from xi to x˜i in the following estimate for a walk passing through a
block B of R(k−1) \R(k):∑
x˜i
∣∣[(W (k) − λ)−1]xix˜i∣∣ ≤ n(B) · 3ε−1k ≤ 3L2ψ/5k ε−Lψk . (2.59)
Here we use (2.54), and note that there are just n(B) choices for x˜i, given xi. As
the block is isolated on scale k, its volume is bounded by L
2ψ/5
k . The main issue with
controlling the multigraph expansion is making sure that the gaps in decay and the
large factors from the bound (2.59) do not spoil too much the exponential decay proven
in step 1. Our constructions ensure that there are gaps of size 4Lk between blocks at
scale k. Hence, whatever rate of decay is proven at scale k− 1, some small fraction will
be lost at scale k. This is why we are led to fractional exponential decay estimates.
Keep in mind that as far as the step k random walk expansions are concerned, the
configuration of blocks up to that level (R(1), R(2), . . . , R(k)) is fixed.
We now state our main theorem on graphical bounds. Let S(k)x,z,y denote the sum of
the absolute values of all multigraphs for B(k)(D(k) − λ)−1C(k) that go from x to y and
that contain z. Here, x, y are positions in R(k), and z is a position in R(k) \R(k−1). We
say that a multigraph contains z if any of the blocks that it passes through contain z.
Theorem 2.7. With ψ = 2
3
, φ = 1
4
, and ε = γφ sufficiently small, assume that |λ−E| ≤
εk/2. Then
S(k)x,z,y ≤ γ[(|x−z|+|z−y|)∨Lk]
ψ · 2−k (2.60)∑
j≤k
S(j)x,z,y ≤ γ[(|x−z|+|z−y|)∨1]
ψ
. (2.61)
20
Proof. For the case k = 1 we obtain
S(k)x,z,y ≤
(cdγ
ε
)(|x−z|+|z−y|)∨2
· ε, (2.62)
as in the proof of (2.10). Let L = (|x−z|+ |z−y|)∨1, then one has a power 3
4
(L∨2)+ 1
4
of γ in (2.62). This is greater than the required power L2/3 for (2.60), as one can readily
verify, checking the first few values of L by hand. Hence for γ sufficiently small, we
obtain (2.60).
Let us now assume (2.60) for k − 1. Using (2.54), one may expand B(k)(D(k) −
λ)−1C(k) to obtain a graph connecting x to y traversing m intermediate blocks. In the
figure, each block has a matrix element of (W (k) − λ)−1 as in (2.59). The extra point
z must lie in one of the sections of the graph (as in Figure 2) or in one of the blocks.
Because the blocks are isolated, and x, y are in R(k), each section of the graph traverses
[(W (k) − λ)−1]x2x˜2[(W (k) − λ)−1]x1x˜1
C
(k)
x˜2y
y
x˜1 x2 x˜2x1
x
B
(k)
xx1
V
(k)
x˜1x2
z
1
Figure 2: A graph from x to y in the step k random walk expansion
a distance ≥ 4Lk, and the blocks themselves have diameter ≤ Lk. We sum over the
pairs (xi, x˜i) in turn in a manner similar to what was done for the probability estimate.
In Figure 2, for example, the sum over xi may be controlled with a combinatoric factor
cd|x − xi|d+1 and (2.59) controls the sum over x˜1 and results in a factor 3L2ψ/5k ε−L
ψ
k .
Applying the inductive hypothesis to B(k), C(k), and V (k) (which come from F
(k−1)
λ ),
we obtain a bound on the portion from x to x2:
γ|x−x1|
ψ
cd|x− x1|d+1 · 3L2ψ/5k ε−L
ψ
k γ|x˜1−x2|
ψ
, (2.63)
noting that |x− x1| ≡ La ≥ 4Lk, and |x˜1 − x2| ≡ Lb ≥ 4Lk. We claim that
Lψa − φLψk + Lψb > (La + 2Lk + Lb)ψ ≥ (|x− x2| ∨ 4Lk)ψ. (2.64)
The first inequality may be reduced to the minimal case La = Lb = 4Lk by comparing
derivatives of both sides. Then it becomes 4ψ − φ + 4ψ > 10ψ, which is easy to verify
for ψ = 2
3
, φ = 1
4
. The second inequality is clear. Since the inequality is strict in (2.64),
there is a sufficient leftover power of γ to control the factors of |x − x1| and Lk and
obtain an overall bound
γ(|x−x2|∨4Lk)
ψ · 4−k, (2.65)
which is sufficient to repeat the argument when summing over (x2, x˜2) in the next block.
In this manner we may proceed sequentially through a chain of m blocks.
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The point z must lie either in one of the blocks or in one of the connecting graphs.
If a connecting graph is required to pass through z, then we may take, for example,
Lb = |x˜1−z|+|z−x2| and the argument goes through, achieving decay along a path that
includes z. If z is in a block, then the path from x to z to y may entail a double traverse
of the block, but this is covered by the factor of 2 in (2.64). Furthermore, there is also
the possibility of a self-line, where V (k) connects a block to itself. Such graphs contain
a point z′ that is a distance ≥ Lk−1 from B, so |x−z′|+ |z′−y| ≥ 2Lk−1 = Lk, and then
summing (2.60) over z′ and y gives a bound cdLd+1k L
d
kγ
Lψk on the sum of all such graphs.
Thus we may account for the self-lines with a factor 1.1, say, per block. Another factor
per block controls the sum over which part of the graph contains z. These considerations
allow us to obtain from (2.64) the desired decay distance (|x− y|+ |y− z|)∨Lk, along
with a factor 3−km for a chain of m blocks from x to y. Summing this over m ≥ 1
leads to the desired bound, (2.60). The bound (2.61) on the sum of graphs on all scales
follows immediately. This completes the proof.
Corollary 2.8. Under the same assumptions as Theorem 2.7,
‖F (k)λ −⊕BF˜ (k)λ (B)‖ ≤ (cdγ)L
ψ
k . (2.66)
Proof. Graphs contributing to the difference go from x to y via a point z such that
|x− z| ≥ Lk−1, |y − z| ≥ Lk−1. We may bound the norm by estimating the maximum
absolute row sum of the matrix. This means fixing x and taking the sum over z and y
of (2.61). A combinatoric factor cdL
2d+2 controls the sums, where L = |x−z|+ |y−z| ≥
2Lk−1 = Lk, and (2.66) follows.
We also need to control the difference F˜
(k)
λ (B) − F˜ (k)E (B) in norm, so that when
isolated blocks are defined via the condition dist
(
spec F˜
(k−1)
E (B), E
)
> εk, it is still safe
to build the random walk expansion for the Schur complement with respect to λ.
Theorem 2.9. With ψ = 2
3
, φ = 1
4
, and ε = γφ sufficiently small, assume that |λ−E| ≤
εk/2. Then
‖F˜ (k)λ (B)− F˜ (k)E (B)‖ ≤ cd
γ
ε
|λ− E|. (2.67)
Proof. We have F
(k)
λ = A
(k) − B(k)(D(k) − λ)−1C(k). In addition to the explicit ap-
pearance of λ, the matrices A(k), B(k), C(k), D(k) depend on λ for k ≥ 2. We already have
control of the graphs contributing to these expressions by Theorem 2.7. An inductive
argument will allow us to control also the difference when we change λ to E.
We begin by proving an analog of Theorem 2.7 to control the sum of differences of
graphs, i.e. each graph is evaluated at λ and at E and the difference taken. Let S˜(k)x,y
denote the sum of the absolute values of all difference multigraphs that contribute to
[B(k)(D(k) − λ)−1C(k)]xy. We claim that
S˜(k)x,y ≤
1
εk
γ(|x−y|∨Lk)
ψ · 2−k|λ− E|, (2.68)
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and hence that ∑
j≤k
S˜(j)x,y ≤
1
ε
γ(|x−y|∨1)
ψ |λ− E|. (2.69)
Consider the case k = 1. Redoing the proof of (2.10) for differences, we obtain a sum
of graphs wherein a difference
[(W (1) − λ)−1 − (W (1) − E)−1]xix˜i = (λ− E)[(W (1) − λ)−1(W (1) − E)−1]xix˜i (2.70)
appears in place of the corresponding matrix element of (W (1) − λ)−1 or (W (1) −E)−1.
Compared to what we had before, there is a combinatoric factor of m for the choice of
i, a factor |λ − E|, and an extra 1/ε from the additional (W (1) − E)−1. We obtain in
place of (2.62)
S˜(1)x,y ≤
(cdγ
ε
)(|x−y|∨2)
|λ− E| ≤ 1
2ε
γ(|x−y|∨1)
ψ |λ− E|, (2.71)
which verifies (2.68). For the second inequality of (2.71), let L = |x− y| ∨ 1. One can
check that 3
4
(L∨ 2) > L2/3− 1
4
, and then the claim may be verified by counting powers
of γ.
For step k, we apply the difference operation to each term of (2.55), and also to
B(k), C(k) in the expression B(k)(D(k) − λ)−1C(k). Each matrix W (k), V (k), B(k), C(k) is
covered by (2.69), by induction, and this leads to an incremental factor of ε−1|λ− E|,
compared to before. When we difference the explicit factors of λ in (2.55), we obtain
as in (2.70) a new factor of (W (k) − E)−1|λ − E|. This leads to an incremental factor
ε−1k |λ−E|, compared to before, coming from the bound ‖(W (k)−E)−1‖ ≤ ε−1k . Thus in
all cases, we get no worse than a factor ε−1k |λ−E|. This completes the proof of (2.68),
(2.69).
Note that (2.69) provides an estimate on the matrix elements of F
(k)
λ −F (k)E , so that∑
y
∣∣∣[F (k)λ − F (k)E ]xy∣∣∣ ≤ cdγε |λ− E|, (2.72)
and hence
‖F (k)λ − F (k)E ‖ ≤ cd
γ
ε
|λ− E|, (2.73)
The same bound applies to ‖F˜ (k)λ (B)− F˜ (k)E (B)‖, since in this case we are just looking
at a subset of the collection of multigraphs (the ones that remain within a distance
< Lk−1 of B).
In order to prove decay of eigenfunctions, we need a bound similar to Theorem 2.7
on the sum of multigraph contributing to G
(k)
λ , the eigenfunction-generating kernel. Let
G(k)x,y denote the sum of the absolute values of all multigraphs for G(k)λ – see (2.57),(2.58)
for its definition.
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Theorem 2.10. With ψ = 2
3
, φ = 1
4
, and ε = γφ sufficiently small, assume that
|λ− E| ≤ εk/2. Then
G(k)x,y ≤
(γ
ε
)(|x−y|∨Lk)ψ · 2−k (2.74)∑
j≤k
G(j)x,y ≤
(γ
ε
)(|x−y|∨1)ψ
. (2.75)
Note that along with the graphical terms controlled by this theorem, G
(k)
λ contains
an identity matrix at the block for R(k), see (2.57). The theorem only controls the
nontrivial graphs in G
(k)
λ .
Proof. We have already established in Theorem 2.7 the needed bounds on D(k), C(k),
and also W (k), V (k), which appear in the random walk expansion (2.55) for (D(k)−λ)−1.
When estimating (D(k)−λ)−1C(k), we have a picture similar to Figure 2, except without
the B(k) line. In the proof of Theorem 2.7, gaps in decay and factors ε−1k at blocks were
controlled by (2.64). There we had decay on either side of each block, which allowed
us to prove uniform fractional exponential decay. Here we need to work with just the
line on one side. Consider the situation in Figure 3. Allowing for combinatoric factors
[(W (k) − λ)−1]xx˜
x˜ yx
C
(k)
x˜y
1
Figure 3: A graph from the eigenfunction-generating kernel.
as in (2.63), we obtain a bound
3L
ψ/2
k ε
−Lψk γ|x˜−y|
ψ
, (2.76)
with |x˜− y| ≡ La ≥ 4Lk. We claim that
Lψa − φLψk > 34(La + Lk)ψ. (2.77)
The worst case for this inequality is when La = 4Lk, where it reduces to 4
ψ − φ > 3
4
5ψ,
which can easily be verified for φ = 1
4
, ψ = 2
3
. Hence we may bound (2.76) by(γ
ε
)(|x−y|∨Lk)ψ · 4−k. (2.78)
Repeating this argument along a chain of blocks, and then along the chain of operators∏
j(−(D(j)−λ)−1C(j)) that go into the definition of G(k)λ , we obtain (2.74). The bound
(2.75) on the sum over scales follows immediately.
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3 Proofs of Main Results
We have established probabilistic estimates on resonant blocks, giving decay both in the
spatial extent and in the volume of the block. Furthermore, we have obtained graphical
estimates that imply decay of eigenfunctions away from resonant blocks. Let us put
these tools to work by proving our main theorems. In the first section we prove our the-
orem on density of states. In Section 3.2, we introduce an “energy-following procedure”
that serves to construct every eigenstate through a process of successive approximation.
In Section 3.3, we prove the needed probabilistic bound on discriminants. In Section 3.4,
we complete the proof of fractional exponential decay of the eigenfunction correlator.
In Section 3.5, we extend the method to complete the level-spacing result.
3.1 Density of States
Theorem 3.1. There exists a constant b > 0 such that for γ sufficiently small the
following is true. For any 0 < δ ≤ γ1/4, any rectangle Λ, and any interval I =
[E − δ/2, E + δ/2], let N(I) denote the number of eigenvalues of H in I. Then
EN(I) ≤ 4|Λ| exp(−b| log γ|2/3| log δ|1/3). (3.1)
The focus of this theorem is on the behavior as δ → 0, in particular we see that
EN(I) vanishes faster than any power of 1/| log δ|. If one considers instead a “macro-
scopic” interval with δ > ε = γφ = γ1/4, then the following bound holds:
EN(I) ≤ 4
√
δ|Λ|. (3.2)
This estimate may be obtained by a small modification of step 1. Define R(1) using
the criterion that tx ∈ [E − δ, E + δ]. Then as in (2.2) we have a bound of 2
√
δ on
the probability that a position is in R(1). Weyl’s inequality limits the movement of
eigenvalues to O(γ), hence N(I) is bounded by 2|R(1)|. The expectation of |R(1)| is the
sum on x of the probability that x ∈ R(1), so (3.2) follows from (2.2).
Proof of Theorem 3.1. We follow the argument just given for (3.2), but work with
R(k) instead of R(1). Here k is defined by the condition εk+1 < δ ≤ εk (recall that
εk ≡ εLψk ). By assumption, δ ≤ γ1/4 = ε = ε1. The probability that x ∈ R(k) is
bounded by
P(k)x,x ≤ εqL
χ
k−2 ≤ εq˜2kχ = εq˜(2kψ)1/3 , (3.3)
using (2.48), q˜ ≡ q/8χ, χ = ψ/3. We may write this as
exp(−q˜| log ε|| logε εk+1|1/3) ≤ exp(−q˜| log ε|| logε δ|1/3)
= exp(−q˜| log ε|2/3| log δ|1/3), (3.4)
and after summing over x, we obtain (3.1).
Remark 1. The bounds (3.1),(3.2) imply the following unified estimate, valid for
0 < δ ≤ 1:
EN(I) ≤ 4|Λ| exp(−b| log(γ ∨ δ)|2/3| log δ|1/3). (3.5)
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Remark 2. The fractional power of | log δ| inside the exponential is a result of the
discrepancy between χ (the probability exponent) and ψ (the graphical exponent). The
relation χ = ψ/3 (or something similar) is necessitated ultimately by the 1
2n
exponent
in (2.18), which leads to the volume limitation in Definition 2.1. This leads to limits
on χ from (2.19) and (2.44), depending on how large n is.
3.2 Energy-Following Procedure
We will need a modified procedure that chooses energy windows to contain successive
approximations to eigenvalues of H. Observe that the spectrum of H is necessarily
contained in the union of 2dγ-neighborhoods of each ±tx, x ∈ Λ. (Note that ‖V ‖ =
‖J‖ ≤ 2dγ, see (1.2),(1.3).) Let us choose one particular x and put E1 equal to one
of the two eigenvalues ±tx of hx. Obviously E1 depends on x and on the choice of
eigenvalue, but we suppress the dependence in the notation. We may then define the
Schur complement F
(1)
E1
, as described in Section 2.1.
Recall that blocks were formed by taking connected clusters of sites such that
dist(E1, {ty,−ty}) ≤ ε (based on nearest-neighbor connections). Note that if we wish
to estimate the probability that x, y are contained in the same block, as before there
must be a sequence of distinct nearest-neighbor positions in R(1) connecting x to y. The
probability that any of these positions (other than x) is in R(1) is bounded by 3
√
ε, as
before. By construction, x is in R(1), so there is no small probability associated with
the event {x ∈ R(1)}. Thus we need to define P˜(1)x,y , the probability that y belongs to
the block based at x (with a particular choice of E1 taken as fixed). We have that
P˜(1)x,y ≤ (12d
√
ε)|x−y|. (3.6)
Compared with (2.3), we have one fewer factor of 12d
√
ε, for the reason just described.
Graphical bounds such as (2.10) are unaffected by the new procedure.
To go on with the second step, we will need the truncated version of the Schur
complement matrix. For |λ− E1| ≤ ε/3 we define as before F˜ (1)λ (B) by restricting the
sum of graphs that defines F
(1)
λ , including only those that remain within a distance
< L0 =
1
2
of B. Thus in this step, we consider no graphs of B(1)(D(1) − λ)−1C(1). This
means that F˜
(1)
λ (B) does not actually depend on λ. But note that interaction terms
in V that hop between positions of B are included in F˜
(1)
λ (B). Since ‖V ‖ ≤ 2dγ, the
eigenvalues of F˜
(1)
λ (B) are within 2dγ of the “bare” eigenvalues ±ty, y ∈ B. In a manner
similar to what was done in the first step, we put E2 equal to one of the eigenvalues of
F˜
(1)
E1
(B) in [E1 − ε/3, E1 + ε/3]. There can be no more than n(B) choices for E2 given
our initial choices of (x,E1). We will discuss the counting of choices E1, E2, . . . below;
for now let us observe simply that in view of (2.20), there is a rapid decay of probability
with n(B), so the choice of E2 is under control. (There is a potential for redundancy
here, because an eigenvalue may be reached via multiple initial choices of (x,E1); this
is not a problem as long as every eigenvalue is covered at least once.)
The process continues in the kth step in a similar fashion. At this point, there is
a sequence of choices x,E1, . . . , Ek−1, and the associated increasing sequence of blocks
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containing x, which may be denoted Bx,1, . . . , Bx,k−1. We look at the spectrum of
F˜
(k−1)
λ (Bx,k−1) in [Ek−1 − εk−1/3, Ek−1 + εk−1/3], for λ in this same interval. We look
for solutions of the equation λ ∈ spec F˜ (k−1)λ (Bx,k−1), as this closely approximates the
exact equation λ ∈ specF (k−1)λ that determines eigenvalues of H – see the fundamental
lemma (we discuss the existence of such solutions below). Theorem 2.9 shows that
the matrix F˜
(k−1)
λ (Bx,k−1) depends only weakly on λ: it obeys a Lipschitz condition
with constant cdγ/ε. By Weyl’s inequality, the same is true of its eigenvalues. Hence
one may sweep λ through the interval above, and all the solutions to the equation
λ ∈ spec F˜ (k−1)λ (Bx,k−1) in [Ek−1−εk−1/3, Ek−1 +εk−1/3] may be used as the next set of
approximate eigenvalues. We put Ek equal to one such solution. (Note that by requiring
|Ek−Ek−1| ≤ εk−1/3, we have that |Ek−Ej| < εj/2 for j < k, because the sum of shifts
εi/3 for j ≤ i < k is less than εj/2. This ensures that we never leave the “safe” zone
covered by Theorems 2.7, 2.9, and 2.10.) Each choice may then serve as the central
energy for the next Schur complement F
(k)
Ek
as defined in Section 2.4. It is important to
note that when we shift to Ek, we shift F
(j)
Ek−1 → F
(j)
Ek
for the random walk expansions
at level j < k as well. We have the flexibility to do this because in step j, Theorem 2.7
controls graphical expansions constructed at any λ such that |λ− Ej| ≤ εj/2.
There are some new aspects to the probability estimates for this “energy-following”
procedure, as compared to the previous fixed-energy procedure. We need to adjust for
the fact that by picking Ek close to one of the solutions to λ ∈ spec F˜ (k−1)λ (Bx,k−1), we
lose the ability to obtain smallness of the probability of Bx,k−1, as Bx,k−1 is resonant
to Ek by construction. More precisely, there is no new smallness in the probability
estimate; when Bx,k−1 was formed in the previous step, any nontrivial structure was
associated with smallness of probability (as we saw already in (3.6) in step 1). Note,
however, that once Bx,k−1 (the block containing x) is fixed, resonance probabilities
for the other blocks of R(k−1) involve random variables that are independent of those
involved in defining E1, . . . , Ek and Bx,k−1. This is why we always use the truncated
matrices F˜
(j)
λ (Bx,j) to define the next set of central energies. Due to this independence,
the probability estimates for the blocks not containing x (in particular Proposition 2.3)
are no different from before. Thus the Theorem 2.4 bound (2.22) holds for blocks not
containing x.
We prove a modified version of Theorem 2.4 that applies to the block containing x,
for fixed choices of E1, . . . , Ek. Let Bx,k denote the block of x in step k, with Bx,0 ≡ {x}.
We introduce an altered version of the inductive definition (2.20) that is suited to the
energy-following procedure:
Pˆ (1)(B) ≡
{
(3
√
ε)n(B)−1, if x ∈ B;
(3
√
ε)n(B), if x /∈ B
Pˆ (k)(B) ≡
{
εL
3ψ/5
k−2 /3, if B is isolated on scale k − 2 and x /∈ B;∏m′
i=1 Pˆ
(k−1)(Bi), otherwise.
(3.7)
As before, n(B) is the number of positions in B, and B1, . . . , Bm′ are the subcompo-
nents of B on scale k − 1. It should be clear that this definition eliminates any factor
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corresponding to an event where x, or a block containing x, is resonant on any scale. As
explained above, those events hold by construction in the energy-following procedure,
so no smallness in probability is available. We also need the corresponding weighted
sum of probability bounds, c.f. (2.21):
Qˆ(k)x,y ≡
∑
B containing x and y
Bx,k\Bx,k−1 6=∅
Pˆ (k)(B)ε−qkn(B)/2. (3.8)
Theorem 3.2. Given ψ = 2
3
, let χ = ψ/3. Then for ε sufficiently small, and q1 ≡ 15 ,
qk ≡ qk−1(1− L−ψ/20k−2 ), we have
Qˆ(k)x,y ≤ εqk(|x−y|∨Lk−2)
χ/2. (3.9)
Note that no smallness of probability can be expected for a block that consists of the
single site x; smallness arises only when other blocks resonate with an energy from the
block at x. But we see that for nontrivial blocks, the probability estimate is similar to
Theorem 2.4, but with a factor of 1
2
in the exponents in (3.8),(3.9). Another difference
is the requirement in (3.8) that Bx,k \ Bx,k−1 6= ∅. This is needed because we may
obtain the minimum decay length Lk−2 only if new resonant blocks have been added to
Bx,k−1 in step k.
Proof of Theorem 3.2. We follow the main steps of the proof of Theorem 2.4. For the
case k = 1, note that Bx,1 \Bx,0 6= ∅ implies that n > 1. Hence we may counterbalance
the weighting by ε−q1n/2 with the probability that n − 1 positions other than x are
resonant, i.e. (3
√
ε)n−1 ≤ (3√ε)n/2 for n > 1. Recalling that q1 = 15 , we find that the
sum of all trees with n sites is bounded by (2cdε
3/10)n/2. Then, since n ≥ |x−y|+ 1, we
obtain (3.9) for k = 1. The basis of this argument is that the missing factor of 3
√
ε can
be absorbed into the bound simply by halving the exponents, as was done in (3.8),(3.9).
When we move to the inductive step, we consider a tree graph on blocks, as in Figure
1, and repeat the argument beginning with (2.33). Only one of the scale k − 1 blocks
B1, . . . , Bm′ can contain x. We use the induction hypothesis (3.9) if a block contains
x, and the stronger bound (2.22) from Theorem 2.4 otherwise. However, there is no
guarantee that Bx,k−1 \ Bx,k−2 6= ∅. So we insert a partition of unity according to the
value of j, the first scale at which Bx,j = Bx,k−1. Then Bx,j \ Bx,j−1 6= ∅, and we have
from (3.9): ∑
j<k
Qˆ(j)x,y ≤
∑
j<k
εqj(|x−y|∨Lj−2)
χ/2 ≤ εqk|x−y|χ/2, (3.10)
which is valid for x 6= y. (The sum over j can be controlled via the decrease qj → qk in
the exponent.) Compared with (2.41), the exponent is halved and there is no minimum
decay length. Note that Bx,k \ Bx,k−1 6= ∅ implies that m′ > 1, so we may make
a “halving argument” as above to improve the deficient bound (3.10) on the block
containing x, at the expense of the others. Specifically, we use the inequality
1
2
|x1 − y1|+ |x2 − y2| ∨ Lk−3 ≥ 12(|x1 − y1| ∨ Lk−3) + 12(|x2 − y2| ∨ Lk−3). (3.11)
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Then it should be clear that we can apply the remaining arguments proving bounds
such as (2.41) on the terms m ≥ 2. We obtain an estimate 2−mεqk(|x−y|∨Lk−2)χ/2 on the
mth term. Similar arguments will lead to the minimum decay length Lk−2 if m = 1 and
m′ > 1. The condition Bx,k \ Bx,k−1 6= ∅ eliminates the case m = m′ = 1. We obtain
(3.9) after summing over m.
As in Corollary 2.6, we may translate this theorem into an estimate on Pˆ(k)x,y , the
probability that y belongs to the block of x on scale k. Summing (3.9) over j as in
(3.10), we obtain the following result:
Corollary 3.3. Given ψ = 2
3
, χ = ψ/3, let ε be sufficiently small. Then there is a
q > 0 such that
Pˆ(k)x,y ≤ εq|x−y|
χ/2. (3.12)
3.3 Discriminants
The following result is important for controlling the energy-following procedure, and it
will also enter into the proof of our main level-spacing theorem for H. It is an analog of
(2.19) that applies to discriminants, instead of determinants. It will be used to control
the probability that the level spacing of a block is less than δ. Let us put
Γ(u) = disc
(
F˜
(k)
λ (B)
)
, (3.13)
where disc(M) =
∏
i<j(λi − λj)2 is the discriminant of a matrix M with eigenvalues
λ1, . . . , λN . It is well-known that disc(M) is a homogeneous polynomial of degree N(N−
1) in the entries Mij.
Proposition 3.4. Let B be a block of volume n. Consider the discriminant of the
Schur complement matrix F˜
(k)
λ (B). For any δ > 0,
P
(
|Γ(u)| ≤ δ234n2
)
≤ δ1/(2n2) · 4(4n)n+1. (3.14)
Furthermore,
P
(
min
i<j
|λi − λj| < δ
)
≤ δ1/(2n2) · 4(4n)n+1, (3.15)
where λ1, . . . , λ2n are the eigenvalues of F˜
(k)
λ (B).
Proof. As explained in the proof of (2.19), the entries of F˜
(k)
λ (B) are equal to those
of H, plus terms of size O(γ2/ε) that are independent of u ≡ {ux}x∈B. Hence Γ(u) is
a polynomial of degree ≤ 4n2 in u. (Here n is the number of positions in B, so that
N = 2n.)
We apply the Brudnyi-Ganzburg inequality (2.16) to Γ(u). We need to find a point in
parameter space where a lower bound on Γ(u) can be proven. Take u1 = (1, 2, . . . , n).
Then the eigenvalues are close to (±√2,±√5, . . . ,±√1 + n2). The minimum gap is
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√
5 − √2 ≈ .82, and allowing for eigenvalue movement O(γ2/ε), we obtain a crude
lower bound
Γ(u1) ≥ (4/5)4n2 . (3.16)
Then, following the arguments for (2.17)-(2.19), we put U = [−n, n]n, κ = 4n2, and
ω = {u : Γ(u) ≤ δ234n2}. (3.17)
Since supU |Γ(u)| ≥ (4/5)4n2 and |U | = (2n)n, we obtain
|ω| ≤
[
(5/4)4n
2
δ234n
2
]1/(4n2)
· 4n(2n)n ≤ 15
4
δ1/(2n
2) · 2(2n)n+1. (3.18)
A factor 2n converts this into a probability, and we obtain (3.14). Now, restricting
to the support [-1,1] of the random variables ui, the spectrum is contained in [−32 , 32 ],
so all eigenvalue differences are bounded by 3. Hence, if mini<j |λi − λj| < δ, then
Γ(u) < δ234n
2
. Thus (3.14) implies (3.15) and the proof is complete.
Let us relate this result to our energy-following procedure, in the context of a par-
ticular choice of E1, . . . , Ek.
Definition 3.5. A block B of volume n is said to be autoresonant on scale k if
n ≤ Lψ/4k , diam(B) ≤ Lk, and
min
i<j
|λi − λj| < εk ≡ εL
ψ
k , (3.19)
where λi, i = 1, . . . , 2n are the eigenvalues of F˜
(k)
Ek
(B).
Corollary 3.6. Given x, E1, . . . , Ek in the energy-following procedure, the probability
that any block containing x is autoresonant on scale k is bounded by εL
ψ/3
k /2, for γ
sufficiently small.
Proof. Given the restrictions on diameter and volume, the number of possible blocks
B is bounded by
(2Lk)
dn ≤ edLψ/4k log 2Lk . (3.20)
For a given B, (3.15) shows that the probability is bounded by
ε
1/(2n2)
k · 4(4n)n+1 ≤ εL
ψ/2
k /2 · 4(4n)n+1. (3.21)
A combinatoric factor 2n allows us to fix n. The corollary follows by taking the product
of these bounds.
3.4 Eigenfunction Correlators
We wish to prove fractional exponential decay of E
∑
α |ϕα(y)ϕα(z)|, which is a strong
form of localization. One should be able to prove that
∑
α |ϕα(y)ϕα(z)| is exponentially
small, except on a set whose probability tends to zero rapidly with |y − z|. One would
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introduce connectedness conditions on a rapidly growing sequence of length scales as
in [15], for example. Here, we focus on decay of the averaged eigenfunction correlator,
which in our procedure can decay no more rapidly than do the probability estimates,
i.e. as a fractional exponential.
Note that the eigenvalues of H are simple, with probability 1. This can be seen by
noting that the discriminant is nonzero, for a particular set of well-spaced u’s (of order
|Λ|), because the eigenvalues remain separated after turning on parts of H that connect
different positions. The discriminant is a polynomial in u, so it cannot vanish on a set
of positive measure without being identically zero.
Theorem 3.7. Let χ = 2
9
. There exists a constant q¯ > 0 such that for γ sufficiently
small, the eigenfunction correlator satisfies
E
∑
α
|ϕα(y)ϕα(z)| ≤ 4γ q¯|y−z|χ , (3.22)
for any rectangle Λ.
Proof. There are three parts of the proof. In the first part, we relate the sum on α
in (3.22) to the energy-following procedure. We will establish that every eigenvalue λ0
of H can be reached via the energy-following procedure for at least one set of choices
for x,E1, E2, . . .. Specifically, there is a set of choices such that Ek = λ0 for all k
sufficiently large (depending on λ0). Initially, we will allow ourselves the freedom to
pick from amongst all the sites or blocks that have spectrum close to λ0 at each scale.
Then, we will show that there is at least one good choice of x such that the procedure
converges to λ0 when working with the block containing x at each scale.
We proceed step by step. In the first step, consider the set of positions x such that
±tx is within ε/3 of λ0. Clearly, this set must be nonempty, because otherwise there
would be no spectrum of H0 within ε/3 of λ0, and H = H0 + V with ‖V ‖ ≤ 2dγ. For
any of these choices of x, we can choose E1 = ±tx with |E1 − λ0| ≤ ε/3. We then
construct R(1) and F
(1)
λ for |λ−E1| ≤ ε/2. By the fundamental lemma, λ0 ∈ specF (1)λ0 .
Now consider what happens after having made choices for x1, E1, E2, . . . , Ek such
that Ej ∈ spec F˜ (j+1)Ej (B) and |Ej − λ0| ≤ εj/3 for j ≤ k. Note that |Ej − λ0| ≤
εj/3 implies that λ0 ∈ specF (j)λ0 , by repeated applications of the fundamental lemma.
Let us truncate F
(k)
λ0
→ ⊕BF˜ (k)λ0 (B). The difference has norm ≤ (cdγ)L
ψ
k ≤ ε3k, by
Corollary 2.8. Therefore, at least one block has spectrum close to λ0, in the sense
that dist
(
λ0, spec F˜
(k)
λ0
(B)
) ≤ ε3k. For any such block, we wish to choose Ek+1 to be a
solution in [λ0− εk+1/3, λ0 + εk+1/3] to the equation λ ∈ spec F˜ (k)λ (B). Let us order the
eigenvalues of F˜
(k)
λ (B) as λ1(λ) ≤ · · · ≤ λn(B)(λ). For some p, |λp(λ0)−λ0| ≤ ε3k. By the
Lipschitz continuity of F˜
(k)
λ (B) in λ (Theorem 2.9) and Weyl’s inequality, the interval
[λ0 − 2εk+1/3, λ0 + 2εk+1/3] maps contractively into itself under the map λ → λp(λ).
By the contraction mapping principle, there is a solution Ek+1 to the equation Ek+1 =
λp(Ek+1) that satisfies |Ek+1 − λ0| ≤ 2ε3k ≤ εk+1/3. This may be used to construct
R(k+1) and F
(k+1)
Ek+1
, and the procedure continues.
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For Lk > diam (Λ), there can be at most one block, and F˜
(k)
λ (B) = F
(k)
λ . Also,
as explained above, all eigenvalues are simple, so eventually there will be exactly one
solution to λ ∈ specF (k)λ in [λ0 − εk+1/3, λ0 + εk+1/3], namely λ0 itself. Thus we have
established convergence of the procedure – at least if one is allowed the freedom to
pick any of the sites/blocks that have spectrum close to λ0 at each scale. However, we
would like a somewhat stronger statement: that we can reach λ0 starting at some x and
continuing through a sequence of blocks Bx,j containing x. To see this, start at scale
k such that F˜
(k)
λ (B) = F
(k)
λ and λ0 ∈ specF (k)λ0 . As we proceed downward in scale, we
can always conclude that at least one subblock is resonant with λ0 (in the sense that
Ej+1 ∈ spec F˜ (j)Ej+1(B) and |Ej+1 − λ0| < 2ε3j+1). The argument is the same as the one
given above, except that F˜
(j)
Ej+1
(rather than F
(j)
λ0
) is the matrix that is truncated to
its subblocks. Then at least one subblock has Ej ∈ spec F˜ (j−1)Ej with |Ej − Ej+1| ≤ ε3j .
Proceeding down to the level of individual positions, we find one or more choices of
x that can be used as a starting point for the energy-following procedure, as claimed
above. This completes the first part of the proof.
Let us define Nx,y to be the number of eigenvalues of H that can be reached via the
energy-following procedure starting at x, with a resonant region that includes y. In the
second part of the proof, we obtain bounds on the expectation of Nx,y – see (3.29),(3.30)
below. For each k, the procedure involves a choice of eigenvalue Ek, which we will sum
over so as to account for every eigenvalue that can be reached starting at x. Once Ek
is selected, there is a sum over Bx,k, the block containing x (along with an associated
probability – the block sum is a partition of unity in the probability space). We may
define a “stopping scale” k as the first k such that all of the following conditions hold:
1. Bx,k = Bx,k¯, where k¯ is the smallest integer with Lk¯ > diam(Λ). In other words,
Bx,k has reached its maximum extent.
2. n(Bx,k) ≤ Lψ/4k .
3. diam(Bx,k) ≤ Lk.
4. Bx,k is not autoresonant on scale k.
After scale k is reached, there is no further enlargement of Bx,k. Furthermore, conditions
2-4 imply that the eigenvalues of F˜
(k)
Ek
(Bx,k) obey (3.19), i.e. they have a minimum
spacing εk. This means that there is only one choice for Ek+1, Ek+2, . . . (because for
k ≥ k the intervals [Ek − εk+1/3, Ek + εk+1/3] can contain no more than one solution
to the equation Ek+1 ∈ spec F˜ (k)Ek+1(Bx,k).) As a result, we may bound the entirety of
the choices of E1, E2, . . . by [2n(Bx,k)]
k. (In step k, there are no more than 2n(Bx,k)
eigenvalues of F˜
(k)
Ek
(Bx,k), hence no more than 2n(Bx,k) ≤ 2n(Bx,k) solutions to Ek+1 ∈
spec F˜
(k)
Ek+1
(Bx,k).) For a given set of choices E1, E2, . . ., the probability that Bx,k has
size n and contains y is controlled by Theorem 3.2. Likewise, Proposition 3.4 controls
the probability of autoresonance.
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As in the proof of Corollary 2.6, we know that Pˆ (k)(B) is a bound on the probability
that Bx,k = B, i.e. that B is the block containing x at step k (for a given sequence of
energies E1, E2, ... for the energy-following procedure). Note that if k is the first scale
where conditions 1-4 all hold, then at least one condition fails when k = k˜ ≡ k − 1.
Thus we consider four cases, and bound
ENx,y ≤ EN (1)x,y + EN (2)x,y + EN (3)x,y + EN (4)x,y , (3.23)
where each term represents the case where the corresponding condition breaks down
for k = k˜. For case 1, this means that Bx,k \ Bx,k−1 6= ∅. Let us assume x 6= y for the
moment. Then we may estimate
EN (1)x,y ≤
∞∑
k=1
∑
B containing x and y
Bx,k\Bx,k−1 6=∅
[2n(B)]k−1Pˆ (k)(B)
≤
∞∑
k=1
∑
B containing x and y
Bx,k\Bx,k−1 6=∅
(k − 1)! e2n(B)Pˆ (k)(B)
≤
∞∑
k=1
k! Qˆ(k)x,y ≤
∞∑
k=1
k! εq(|x−y|∨Lk−2)
χ/2, (3.24)
since for γ small e2n ≤ ε−qn/2, c.f. (3.8). The last inequality is from Theorem 3.2 (recall
that qk ↘ q as k →∞). Noting that the exponential growth of Lχk−2 with k dominates
k log k from Stirling’s formula, we have that
EN (1)x,y ≤ εq|x−y|
χ/3. (3.25)
For case 2, with k˜ = k − 1 we bound (2n(B))k˜ by k˜!e2n(B) as above. Then since
n(Bx,k˜) > L
ψ/4
k˜
, we may write
EN (2)x,y ≤
∞∑
k˜=1
∑
B containing x and y
n(B)>L
ψ/4
k˜
[2n(B)]k˜−1Pˆ (k˜)(B)
≤
∞∑
k˜=1
k˜! εqL
ψ/4
k˜
/3
∑
j≤k˜
Qˆ(j)x,y ≤ εq|x−y|
χ/3, (3.26)
where we have exploited the decay in n that is built into (3.8) and applied (3.10). For
case 3, we have that diam(Bx,k˜) > Lk˜, so Bx,k˜ must contain a point z with |z− x| > Lk˜
(take z = y if |x− y| > Lk˜). Then (after absorbing the factor e2n into Qˆ as above)
EN (3)x,y ≤
∑
k˜:Lk˜>|x−y|
k˜!
∑
j≤k˜
∑
z: |z−x|>Lk˜
Qˆ(j)x,z +
∑
k˜:Lk˜≤|x−y|
k˜!
∑
j≤k˜
Qˆ(j)x,y
≤
∞∑
k˜=1
k˜! εq(|x−y|∨Lk˜)
χ/2.5 ≤ εq|x−y|χ/3. (3.27)
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Here we have used (3.10) again, and since in either term there is a minimum decay
length Lk˜, we may use some of that decay to control the sums over z and k˜. Finally, in
case 4, Bx,k˜ is autoresonant on scale k˜, which implies that |x − y| ≤ Lk˜ and n ≤ Lψ/4k˜
(here n = n(Bx,k˜)). Therefore, (2n)
k˜ ≤ exp (k˜ log(2n)) ≤ exp(k˜2). We apply Corollary
3.6 to bound the probability, and then
EN (4)x,y ≤
∑
k˜:Lk˜≥|x−y|
ek˜
2
εL
ψ/3
k˜
/2 ≤ ε|x−y|ψ/3/3 = ε|x−y|χ/3. (3.28)
Combining the bounds on the four cases, we obtain
ENx,y ≤ εq|x−y|χ/4, if x 6= y. (3.29)
If x = y, the above bounds apply when k˜ ≥ 1. But we also need to consider the case
k˜ = 0, which means that the block containing x contains no other points. Then there
are only two eigenvalues that can be reached, and so
ENx,x ≤ 3. (3.30)
The third part completes the proof of Theorem 3.7. We follow the proof of (3.29),(3.30),
except instead of simply counting eigenvalues, we weight them by |ϕα(y)ϕα(z)|. From
(2.58) we know that any eigenfunction ϕ of H can be written as G
(k)
λ ϕ
(k), where ϕ(k) is
an eigenvector of F
(k)
λ with eigenvalue λ. Here we may take k = k ∨ k¯, which ensures
that Ek is resolved and that F˜
(k)
Ek
(B) = F
(k)
Ek
, so that Ek is an eigenvalue of H.
Let Nx,y,z denote the number of eigenvalues of H that can be reached via the energy-
following procedure starting at x, and whose resonant region includes y, z. Then clearly
ENx,y,z ≤ ENx,y and ENx,y,z ≤ ENx,z. (3.31)
Taking the geometric mean, we obtain
ENx,y,z ≤
(
ENx,y
)1/2(ENx,z)1/2 ≤ 3εq|x−y|χ/8εq|x−z|χ/8. (3.32)
where we have applied the bounds (3.29),(3.30).
Theorem 2.10 implies that∑
α
|ϕα(y)ϕα(z)| =
∑
α
∣∣∣(G(k)λαϕ(k)α )(y)(G(k)λαϕ(k)α )(z)∣∣∣
≤
∑
x,y1,z1
(
δyy1 +
(γ
ε
)|y−y1|ψ)(
δzz1 +
(γ
ε
)|z−z1|ψ)
Nx,y1,z1 , (3.33)
(Recall that G
(k)
λ contains an identity matrix in the block R
(k). This leads to the
Kronecker δ terms in (3.33), as we need to consider separately the cases y ∈ Bx,k,
y /∈ Bx,k, and z ∈ Bx,k, z /∈ Bx,k.) Taking the expectation and inserting (3.32), we
obtain decay from y to z through the intermediate points y1, x, z1. Thus
E |ϕα(y)ϕα(z)| ≤ 4εq′|y−z|χ . (3.34)
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for some q′ < q/8 (recall that χ = ψ/3: the probability decay is slower than the
graphical decay). Replacing ε with γφ, we obtain the corresponding bound in (3.22).
This completes the proof of Theorem 3.7.
We may prove a refined version of Theorem 3.7 in which only spectrum in an interval
[E − δ/2, E + δ/2] is considered. The resulting bound combines the density of states
estimate from Theorem 3.1 with the decay estimate just completed.
Corollary 3.8. Let χ = 2
9
. There exists a constant q¯ > 0 such that for γ sufficiently
small, the bound
E
∑
α:λα∈[E−δ/2,E+δ/2]
|ϕα(y)ϕα(z)| ≤ γ q¯(|y−z|∨Lkˆ−2)χ . (3.35)
holds for any δ ≤ ε/2 and any rectangle Λ. Here kˆ is defined through the inequality
εkˆ+1 < 2δ ≤ εkˆ.
Proof. Adopting a hybrid approach, we take E to be the central energy in the
Schur complement up through step kˆ. As in the proof of Theorem 3.1, we find that
the probability that x is in R(kˆ) is ≤ εqL
χ
kˆ−2 , c.f. (3.3). Then we initiate the energy-
following procedure, picking x ∈ R(kˆ) and the corresponding block Bx,kˆ of R(kˆ). We find
a solution to λ ∈ spec F˜ kˆλ (Bx,kˆ) in [E − εkˆ/3, E + εkˆ/3], and continue as before. Now
when the four cases are considered, c.f. (3.23), there is a minimum decay length Lkˆ−2,
and a corresponding bound
EN (i)x,y ≤ εq(|x−y|∨Lkˆ−2)
χ/3, for i = 1, . . . , 4. (3.36)
If we consider (3.24), we have k ≥ kˆ, as all blocks are resonant on scale kˆ. In (3.26),
we have k˜ ≥ kˆ and kˆ ≤ j ≤ k˜, which also guarantees a decay of the form (3.36).
Likewise, in (3.27),(3.28), we have k˜ ≥ kˆ, and a similar estimate holds. This completes
the proof.
3.5 Level Spacing
Let us now state our main result on minimum level spacing for H. Let {Eα}α=1,...,2|Λ|
denote the eigenvalues of H.
Theorem 3.9. There exists a constant b > 0 such that for γ sufficiently small,
P
(
min
α 6=β
|Eα − Eβ| < δ
)
≤ |Λ| exp (−b| log γ|3/4| log δ|1/4) , (3.37)
for any rectangle |Λ| and any 0 < δ ≤ γ1/4/4.
This is a theorem about microscopic level statistics: we are interested in the behavior
as δ → 0. We see that the probability goes to zero faster than any power of 1/| log δ|.
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Proof. We modify the argument in (3.24)-(3.30) in the previous proof. Let us define
Nx(δ) to be the number of eigenvalues λ of H that can be reached via the energy-
following procedure starting at x, and which have another eigenvalue within δ of λ.
Then noting that
P
(
min
α 6=β
|Eα − Eβ| < δ
)
≤
∑
x
ENx(δ), (3.38)
we see that a bound of the form
ENx(δ) ≤ exp
(−b| log γ|3/4| log δ|1/4) (3.39)
implies the theorem.
Let us define k by the inequality
εk+1 < 4δ ≤ εk. (3.40)
For simplicity we are assuming that δ ≤ ε/4 so that (3.40) holds for some k ≥ 1. This
is only a new restriction for moderately small |Λ|, in any event, since the bound (3.37)
is nontrivial only for δ ≤ exp (−b−4 |log |Λ||4 |/| log γ|3).
As in the proof of Theorem 3.7, the energy-following procedure generates a sum
of terms – c.f. (3.24),(3.26),(3.27),(3.28) – that can be used to provide a bound on
the expected number of eigenvalues λ satisfying some condition. Before, we had the
condition that the resonant region includes x, y. Here, we have the condition that
another eigenvalue is within εk/4 of λ. Let us break up the sum of terms into part A
(for which k > k) and part B (for which k ≤ k). (Recall that k is the “stopping scale,”
i.e. the first scale at which conditions 1-4 all hold.)
Consider first the part A sums. Our previous bounds on terms with k > k are
already small enough for our current purposes. Thus for the part A sums, we may
ignore the condition that defines Nx(εk/4), i.e. that another eigenvalue is within εk/4
of the eigenvalue that is reached in the energy-following procedure. Taking y = x in
each of (3.24),(3.26),(3.27), (3.28), and restricting to k > k or k˜ = k − 1 ≥ k, observe
that in each case a bound is proven that indicates rapid convergence in k. Noting that
χ = ψ/3, the bound is εqL
ψ/4
k /3 or better in each case (times a prefactor k! or exp(k2)).
We may absorb the prefactor with a decrease in the coefficient in the exponent, and
then we obtain a bound εqL
ψ/4
k /4 for the sum of all four cases.
Consider now part B terms, with k ≤ k. For such terms, all of conditions 1-4 hold
at step k. In particular, Bx,k has reached its maximum extent, and F˜
(k)
Ek
(Bx,k) has
a minimum eigenvalue spacing ≥ εk – see Definition 3.5. As explained in the proof
of Theorem 3.7, there is a unique sequence Ek+1, Ek+2, . . . that can follow Ek in the
energy-following procedure. Let λ0 be the limiting eigenvalue. Then as explained above,
|Ek−λ0| ≤ ε3k. We have the condition that another eigenvalue λ′ of H is within εk/4 of
λ0. If that is the case, then we have λ0 ∈ specF (k)λ0 , λ′ ∈ specF
(k)
λ′ with |λ0−λ′| ≤ εk/4.
We claim that there is some λ˜′ with |λ˜′ − Ek| ≤ εk/3 and some level k block B′ such
that λ˜′ ∈ spec F˜ (k)Ek (B′). This follows from making shifts F
(k)
λ′ → F (k)Ek → ⊕BF˜
(k)
Ek
(B) and
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applying
‖F (k)λ′ − F (k)Ek ‖ ≤ cd
γ
ε
|λ′ − Ek| ≤ cdγ
ε
(
εk/4 + ε
3
k
)
,
‖F (k)Ek −⊕BF˜
(k)
Ek
(B)‖ ≤ ε3k, (3.41)
which hold by Theorem 2.9 and Corollary 2.8. Now B′ cannot be Bx,k, because
F˜
(k)
Ek
(Bx,k) has minimum level spacing εk, and Ek ∈ spec F˜ (k)Ek (Bx,k).
The probability that bothBx,k andB
′ are blocks ofR(k) is bounded by Pˆ (k)(Bx,k)P˜ (k)(B′).
(By construction, the probabilities (3
√
ε)n(B) and εL
3ψ/5
k /3 in (2.20),(3.7) correspond to
independent events that must occur if Bx,k and B
′ are both blocks of R(k).) So we may
sum P˜ (k)(B′) over all possibilities for B′ for each Bx,k that arises in the energy-following
procedure. This is bounded by the sum over y of the probability that y ∈ R(k) \ Bx,k.
By (3.3), this is bounded by |Λ|εqLχk−2 . The net result is that the sum of part B terms
for ENx(εk/4) is bounded by the same four sums (3.24),(3.26),(3.27),(3.28), times an
overall factor of |Λ|εqLχk−2 . Taking x = y, we have by (3.30) that the combined sums
are bounded by 3, and this leads to an overall bound of 3|Λ|εqLχk−2 on the sum of part
B terms.
Adding the above bounds for parts A and B, we obtain
ENx(δ) ≤ εqL
ψ/4
k /4 + 3|Λ|εqLψ/3k−2 . (3.42)
Let us make a provisional assumption that |Λ| ≤ ε−qLψ/4k /5. Then we have
ENx(δ) ≤ εqL
ψ/4
k /4 + 3ε
q
[
L
ψ/3
k 2
−2ψ/3−Lψ/4k /5
]
≤ εqLψ/4k /4 + 3εqLψ/3k /4
≤ 4εqLψ/4k /4 ≤ εqLψ/4k /5, (3.43)
using 2−2ψ/3 − 1
5
≥ 1
4
. Summing over x ∈ Λ, we obtain that
P
(
min
α 6=β
|Eα − Eβ| < εk/4
) ≤ |Λ|εqLψ/4k /5. (3.44)
The provisional assumption |Λ| ≤ ε−qLψ/4k /5 is valid in our proof of (3.44), since if it is
false, (3.44) is automatically true. Recalling that εk = ε
Lψk , we may write
εqL
ψ/4
k /5 = e−(q/5)| log ε|| logε εk|
1/4
= e−(q/5)| log ε|
3/4| log εk|1/4 . (3.45)
Then since δ > εk+1/4 = ε
2ψ
k /4, we have a bound | log δ| ≤ 2| log εk| for ε = γφ small.
Thus after inserting (3.45) into (3.44), we obtain the statement of Theorem 3.9.
Remark 3. The second term on the right-hand side of (3.42) is subdominant for small
δ, as shown above. If we were to keep it explicit, it would lead to a term proportional
to |Λ|2, corresponding to cases where two separate blocks are resonant to each other. If
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one wishes to obtain a level-spacing bound for γ1/4/4 < δ ≤ 1, that term becomes the
dominant one. To see how this affects the level-spacing estimate, look directly at the
level-spacing condition for {tx}x∈Λ, and apply (2.2):
P
(
min
x 6=y
|tx − ty| < 2δ
) ≤ 1
2
|Λ|(|Λ| − 1) · 2
√
2δ ≤
√
2δ|Λ|2. (3.46)
The eigenvalues of H differ from {±tx}x∈Λ by O(γ), by Weyl’s inequality. Hence
P
(
min
α6=β
|Eα − Eβ| < δ
) ≤ √2δ|Λ|2, for γ1/4/4 < δ ≤ 1. (3.47)
Remark 4. We see a decrease L
ψ/3
k → Lψ/4k in the exponent of the probability bounds
when switching from density of states estimates to level spacing estimates. This arises
because the discriminant is a polynomial of degree 4n2, whereas the determinant has
degree n. With some optimization of our procedure, one should be able to obtain
exponents close to L
ψ/2
k , L
ψ/3
k , respectively, with ψ close to 1. These correspond to the
worst case in a tradeoff between εn and εL
ψ
k /n or εL
ψ
k /n
2
, respectively.
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