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a b s t r a c t
By making use of some techniques based upon certain new inverse pairs of symbolic oper-
ators, the authors investigate several decomposition formulas associated with Humbert
hypergeometric functions Φ1, Φ2, Φ3, Ψ1, Ψ2, Ξ1 and Ξ2. These operational represen-
tations are constructed and applied in order to derive the corresponding decomposition
formulas. With the help of these inverse pairs of symbolic operators, as many as 34 decom-
position formulas are found. Euler type integrals connected with Humbert functions are
also presented.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
A great interest in the theory of hypergeometric functions (that is, hypergeometric functions of several variables) is
motivated essentially by the fact that the solutions of many applied problems involving (for example) partial differential
equations are obtainable with the help of such hypergeometric functions (see, for details, [1, p. 47]; see also the recent
works [2–6] and the references cited therein). For instance, the energy absorbed by some nonferromagnetic conductor
sphere included in an internal magnetic field can be calculated with the help of such functions [7,8]. Hypergeometric
functions of several variables are used in physical and quantum chemical applications as well [9–11]. Especially, many
problems in gas dynamics lead to those of degenerate second-order partial differential equations, which are then solvable
in terms of multiple hypergeometric functions. Among examples, we can cite the problem of adiabatic flat-parallel gas
flow without whirlwind, the flow problem of supersonic current from vessel with flat walls, and a number of other
problems connectedwith gas flow [12,13]. It is noted that Riemann’s functions and fundamental solutions of the degenerate
second-order partial differential equations are expressible by means of hypergeometric functions of several variables [2–4].
In the investigation of the boundary value problems for these partial differential equations, we need decompositions for
hypergeometric functions of several variables in terms of simpler hypergeometric functions of the Gauss andHumbert types.
We recall the Humbert functionsΦ1,Φ2,Φ3, Ψ1, Ψ2,Ξ1, andΞ2 in two variables defined by (see [14, p. 126])
Φ1(α, β; γ ; x, y) =
∞−
m,n=0
(α)m+n(β)m
(γ )m+nm!n! x
myn (|x| < 1, |y| <∞), (1.1)
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Φ2(β1, β2; γ ; x, y) =
∞−
m,n=0
(β1)m(β2)n
(γ )m+nm!n!x
myn (|x| <∞, |y| <∞), (1.2)
Φ3(β; γ ; x, y) =
∞−
m,n=0
(β)m
(γ )m+nm!n!x
myn (|x| <∞, |y| <∞), (1.3)
Ψ1(α, β; γ1, γ2; x, y) =
∞−
m,n=0
(α)m+n(β)m
(γ1)m(γ2)nm!n!x
myn (|x| < 1, |y| <∞), (1.4)
Ψ2(α; γ1, γ2; x, y) =
∞−
m,n=0
(α)m+n
(γ1)m(γ2)nm!n!x
myn (|x| <∞, |y| <∞), (1.5)
Ξ1(α1, α2, β; γ ; x, y) =
∞−
m,n=0
(α1)m(α2)n(β)m
(γ )m+nm!n! x
myn (|x| < 1, |y| <∞), (1.6)
Ξ2(α, β; γ ; x, y) =
∞−
m,n=0
(α)m(β)m
(γ )m+nm!n!x
myn (|x| < 1, |y| <∞), (1.7)
where (α)m = Γ (α +m)/Γ (α) is the Pochhammer symbol. For various multivariable hypergeometric functions including
the Lauricella multivariable functions F (r)A , F
(r)
B , F
(r)
C and F
(r)
D , Hasanov and Srivastava [15,16] presented a number of
decomposition formulas in terms of such simpler hypergeometric functions as the Gauss and Appell functions. The main
object of this sequel to theworks of Hasanov and Srivastava [15,16] is to showhowsome rather elementary techniques based
upon certain inverse pairs of symbolic operators would lead us easily to several decomposition formulas associatedwith the
Humbert hypergeometric functionsΦ1,Φ2,Φ3,Ψ1,Ψ2,Ξ1 andΞ2. Over six decades ago, Burchnall and Chaundy [17,18] and
Chaundy [19] systematically presented anumber of expansion anddecomposition formulas for somedouble hypergeometric
functions in series of simpler hypergeometric functions. Their method is based upon the following inverse pairs of symbolic
operators:
∇xy(h) := Γ (h)Γ (δ1 + δ2 + h)
Γ (δ1 + h)Γ (δ2 + h) =
∞−
k=0
(−δ1)k(−δ2)k
(h)kk! , (1.8)
∆xy(h) := Γ (δ1 + h)Γ (δ2 + h)
Γ (h)Γ (δ1 + δ2 + h) =
∞−
k=0
(−δ1)k(−δ2)k
(1− h− δ1 − δ2)kk!
=
∞−
k=0
(−1)k(h)2k(−δ1)k(−δ2)k
(h+ k− 1)k(h+ δ1)k(h+ δ2)kk! , (1.9)
and
∇xy(h)∆xy(g) := Γ (h)Γ (δ1 + δ2 + h)
Γ (δ1 + h)Γ (δ2 + h)
Γ (δ1 + g)Γ (δ2 + g)
Γ (g)Γ (δ1 + δ2 + g)
=
∞−
k=0
(g − h)k(g)2k(−δ1)k(−δ2)k
(g + k− 1)k(g + δ1)k(g + δ2)kk!
=
∞−
k=0
(h− g)k(−δ1)k(−δ2)k
(h)k(1− g − δ1 − δ2)kk!

δ1 := x ∂
∂x
; δ2 := y ∂
∂y

. (1.10)
We introduce the following multivariable symbolic operators:
Hx1,...,xl(α, β) :=
Γ (β)Γ (α + δ1 + · · · + δl)
Γ (α)Γ (β + δ1 + · · · + δl) =
∞−
k1,...,kl=0
(β − α)k1+···+kl(−δ1)k1 · · · (−δl)kl
(β)k1+···+klk1! · · · kl!
(1.11)
and
H¯x1,...,xl(α, β) :=
Γ (α)Γ (β + δ1 + · · · + δl)
Γ (β)Γ (α + δ1 + · · · + δl) =
∞−
k1,...kl=0
(β − α)k1+···+kl(−δ1)k1 · · · (−δl)kl
(1− α − δ1 − · · · − δl)k1+···+klk1! · · · kl!
(1.12)
δj := xj ∂
∂xj
, j = 1, . . . , l; l ∈ N := {1, 2, 3, . . .}

.
J. Choi, A. Hasanov / Computers and Mathematics with Applications 61 (2011) 663–671 665
2. A set of decomposition formulas for Humbert functions
By making a simple application of the symbolic operators defined by (1.8) and (1.9), we begin by presenting each of the
following operator formulas (2.1)–(2.35):
Φ1(α, β; γ ; x, y) = Hx,y(α, ε)Φ1(ε, β; γ ; x, y), (2.1)
Φ1(α, β; γ ; x, y) = H¯x,y(ε, α)Φ1(ε, β; γ ; x, y), (2.2)
Φ1(α, β; γ ; x, y) = Hx,y(ε, γ )Φ1(α, β; ε; x, y), (2.3)
Φ1(α, β; γ ; x, y) = Hx,y(α, γ )(1− x)−βey, (2.4)
(1− x)−βey = H¯x,y(α, γ )Φ1(α, β; γ ; x, y), (2.5)
Φ1(α, β; γ ; x, y) = Hx(β, ε)Φ1(α, ε; γ ; x, y), (2.6)
Φ1(α, β; γ ; x, y) = H¯x(ε, β)Φ1(α, ε; γ ; x, y), (2.7)
Φ2(β1, β2; γ ; x, y) = Hx,y(ε, γ )Φ2(β1, β2; ε; x, y), (2.8)
Φ2(β1, β2; γ ; x, y) = Hx(β1, ε1)Φ2(ε1, β2; γ ; x, y), (2.9)
Φ2(β1, β2; γ ; x, y) = H¯x(ε1, β1)Φ2(ε1, β2; γ ; x, y), (2.10)
Φ2(β1, β2; γ ; x, y) = Hx(β1, ε1)Hy(β2, ε2)Φ2(ε1, ε2; γ ; x, y), (2.11)
Φ2(β1, β2; γ ; x, y) = H¯x(ε1, β1)H¯y(ε2, β2)Φ2(ε1, ε2; γ ; x, y), (2.12)
Φ3(β; γ ; x, y) = Hx(β, ε)Φ3(ε; γ ; x, y), (2.13)
Φ3(β; γ ; x, y) = H¯x(ε, β)Φ3(ε; γ ; x, y), (2.14)
Φ3(β; γ ; x, y) = Hx,y(ε, γ )Φ3(β; ε; x, y), (2.15)
Ψ1(α, β; γ1, γ2; x, y) = Hx,y(α, ε)Ψ1(ε, β; γ1, γ2; x, y), (2.16)
Ψ1(α, β; γ1, γ2; x, y) = Hx(β, ε)Ψ1(α, ε; γ1, γ2; x, y), (2.17)
Ψ1(α, β; γ1, γ2; x, y) = H¯x(ε, β)Ψ1(α, ε; γ1, γ2; x, y), (2.18)
Ψ1(α, β; γ1, γ2; x, y) = Hx(β, γ1)(1− x)−α1F1

α, γ2; y1− x

, (2.19)
(1− x)−α1F1

α, γ2; y1− x

= H¯x(β, γ1)Ψ1(α, β; γ1, γ2; x, y), (2.20)
Ψ1(α, β; γ1, γ2; x, y) = Hy(ε, γ2)Ψ1(α, β; γ1, ε; x, y), (2.21)
Ψ2(α; γ1, γ2; x, y) = Hx,y(α, ε)Ψ2(ε; γ1, γ2; x, y), (2.22)
Ψ2(α; γ1, γ2; x, y) = H¯x,y(ε, α)Ψ2(ε; γ1, γ2; x, y), (2.23)
Ψ2(α; γ1, γ2; x, y) = Hx(ε1, γ1)Ψ2(α; ε1, γ2; x, y), (2.24)
Ψ2(α; γ1, γ2; x, y) = Hy(ε2, γ2)Ψ2(α; γ1, ε2; x, y), (2.25)
Ψ2(α; γ1, γ2; x, y) = Hx(ε1, γ1)Hy(ε2, γ2)Ψ2(α; ε1, ε2; x, y), (2.26)
Ξ1(α1, α2, β; γ ; x, y) = Hx(α1, ε1)Hy(α2, ε2)Ξ1(ε1, ε2, β; γ ; x, y), (2.27)
Ξ1(α1, α2, β; γ ; x, y) = H¯x(ε1, α1)H¯y(ε2, α2)Ξ1(ε1, ε2, β; γ ; x, y), (2.28)
Ξ1(α1, α2, β; γ ; x, y) = Hx(β, ε)Ξ1(α1, α2, ε; γ ; x, y), (2.29)
Ξ1(α1, α2, β; γ ; x, y) = Hx,y(ε, γ )Ξ1(α1, α2, β; ε; x, y), (2.30)
Ξ2(α, β; γ ; x, y) = Hx(α, ε1)Ξ2(ε1, β; γ ; x, y), (2.31)
Ξ2(α, β; γ ; x, y) = H¯x(ε1, α)Ξ2(ε1, β; γ ; x, y), (2.32)
Ξ2(α, β; γ ; x, y) = Hx(β, ε2)Ξ2(α, ε2; γ ; x, y), (2.33)
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Ξ2(α, β; γ ; x, y) = H¯x(ε2, β)Ξ2(α, ε2; γ ; x, y), (2.34)
Ξ2(α, β; γ ; x, y) = Hx,y(ε, γ )Ξ2(α, β; ε; x, y). (2.35)
In view of the knownMellin–Barnes contour integral representations (we introduce a recent book [20] dealt with this topic
comprehensively) for the Humbert functionsΦ1,Φ2,Φ3,Ψ1,Ψ2,Ξ1 andΞ2, it is not difficult to give alternative proofs of the
operator identities (2.1)–(2.35) above by using the Mellin and the inverse Mellin transformations (see, for example, [21]).
The details involved in these alternative derivations of the operator identities (2.1)–(2.35) are omitted here. By virtue of
the derivative formulas for the Humbert functions, and also some standard properties of hypergeometric functions, we find
each of the following decomposition formulas for the Humbert functionsΦ1,Φ2,Φ3, Ψ1, Ψ2,Ξ1 andΞ2 in two variables:
Φ1(α, β; γ ; x, y) =
∞−
i,j=0
(−1)i+j(ε − α)i+j(β)i
(γ )i+ji!j! x
iyjΦ1(ε + i+ j, β + i; γ + i+ j; x, y), (2.36)
Φ1(α, β; γ ; x, y) =
∞−
i,j=0
(α − ε)i+j(β)i
(γ )i+ji!j! x
iyjΦ1(ε, β + i; γ + i+ j; x, y), (2.37)
Φ1(α, β; γ ; x, y) =
∞−
i,j=0
(−1)i+j(α)i+j(γ − ε)i+j(β)i
(γ )i+j(ε)i+ji!j! x
iyjΦ1(α + i+ j, β + i; ε + i+ j; x, y), (2.38)
Φ1(α, β; γ ; x, y) = ey(1− x)−βΦ1

γ − α, β; γ ; x
x− 1 ,−y

, (2.39)
(1− x)−βey =
∞−
i,j=0
(−1)i+j(α − γ )i+j(β)i
(γ )i+ji!j! x
iyjΦ1(α + i+ j, β + i; γ + i+ j; x, y), (2.40)
Φ1(α, β; γ ; x, y) =
∞−
i=0
(−1)i(α)i(ε − β)i
(γ )ii! x
iΦ1(α + i, ε + i; γ + i; x, y), (2.41)
Φ1(α, β; γ ; x, y) =
∞−
i=0
(α)i(β − ε)i
(γ )ii! x
iΦ1(α + i, ε; γ + i; x, y), (2.42)
Φ2(β1, β2; γ ; x, y) =
∞−
i,j=0
(−1)i+j(γ − ε)i+j(β1)i(β2)j
(γ )i+j(ε)i+ji!j! x
iyjΦ2(β1 + i, β2 + j; ε + i+ j; x, y), (2.43)
Φ2(β1, β2; γ ; x, y) =
∞−
i=0
(−1)i(ε1 − β1)i
(γ )ii! x
iΦ2(ε1 + i, β2; γ + i; x, y), (2.44)
Φ2(β1, β2; γ ; x, y) =
∞−
i=0
(β1 − ε1)i
(γ )ii! x
iΦ2(ε1, β2; γ + i; x, y), (2.45)
Φ2(β1, β2; γ ; x, y) =
∞−
i,j=0
(−1)i+j(ε1 − β1)i(ε2 − β2)j
(γ )i+ji!j! x
iyjΦ2(ε1 + i, ε2 + j; γ + i+ j; x, y), (2.46)
Φ2(β1, β2; γ ; x, y) =
∞−
i,j=0
(β1 − ε1)i(β2 − ε2)j
(γ )i+ji!j! x
iyjΦ2(ε1, ε2; γ + i+ j; x, y), (2.47)
Φ3(β; γ ; x, y) =
∞−
i=0
(−1)i(ε − β)i
(γ )ii! x
iΦ3(ε + i; γ + i; x, y), (2.48)
Φ3(β, γ ; x, y) =
∞−
i=0
(β − ε)i
(γ )ii! x
iΦ3(ε, γ + i; x, y), (2.49)
Φ3(β; γ ; x, y) =
∞−
i,j=0
(−1)i+j(γ − ε)i+j(β)i
(γ )i+j(ε)i+ji!j! x
iyjΦ3(β + i; ε + i+ j; x, y), (2.50)
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Ψ1(α, β; γ1, γ2; x, y) =
∞−
i,j=0
(−1)i+j(ε − α)i+j(β)i
(γ1)i(γ2)ji!j! x
iyjΨ1(ε + i+ j, β + i; γ1 + i, γ2 + j; x, y), (2.51)
Ψ1(α, β; γ1, γ2; x, y) =
∞−
i=0
(−1)i(α)i(ε − β)i
(γ1)ii! x
iΨ1(α + i, ε + i; γ1 + i, γ2; x, y), (2.52)
Ψ1(α, β; γ1, γ2; x, y) =
∞−
i=0
(α)i(β − ε)i
(γ1)ii! x
iΨ1(α + i, ε; γ1 + i, γ2; x, y), (2.53)
Ψ1(α, β; γ1, γ2; x, y) = (1− x)−αΨ1

α, γ1 − β; γ1, γ2; xx− 1 ,
y
1− x

, (2.54)
(1− x)−α1F1

α, γ2; y1− x

=
∞−
i=0
(α)i(γ1 − β)i
(γ1)ii! x
iΨ1(α + i, β; γ1 + i, γ2; x, y), (2.55)
Ψ1(α, β; γ1, γ2; x, y) =
∞−
i=0
(−1)i(α)i(γ2 − ε)i
(γ2)i(ε)ii! y
iΨ1(α + i, β; γ1, ε + i; x, y), (2.56)
Ψ2(α; γ1, γ2; x, y) =
∞−
i,j=0
(−1)i+j(ε − α)i+j
(γ1)i(γ2)ji!j! x
iyjΨ2(ε + i+ j; γ1 + i, γ2 + j; x, y), (2.57)
Ψ2(α; γ1, γ2; x, y) =
∞−
i,j=0
(α − ε)i+j
(γ1)i(γ2)ji!j!x
iyjΨ2(ε; γ1 + i, γ2 + j; x, y), (2.58)
Ψ2(α; γ1, γ2; x, y) =
∞−
i=0
(−1)i(α)i(γ1 − ε1)i
(γ1)i(ε1)ii! x
iΨ2(α + i; ε1 + i, γ2; x, y), (2.59)
Ψ2(α; γ1, γ2; x, y) =
∞−
i=0
(−1)i(α)i(γ2 − ε2)i
(γ2)i(ε2)ii! y
iΨ2(α + i; γ1, ε2 + i; x, y), (2.60)
Ψ2(α; γ1, γ2; x, y) =
∞−
i,j=0
(−1)i+j(α)i+j(γ1 − ε1)i(γ2 − ε2)j
(γ1)i(γ2)j(ε1)i(ε2)ji!j! x
iyjΨ2(α + i+ j; ε1 + i, ε2 + j; x, y), (2.61)
Ξ1(α1, α2, β; γ ; x, y) =
∞−
i,j=0
(−1)i+j(β)i(ε1 − α1)i(ε2 − α2)j
(γ )i+ji!j! x
iyjΞ1(ε1 + i, ε2 + j, β + i; γ + i+ j; x, y), (2.62)
Ξ1(α1, α2, β; γ ; x, y) =
∞−
i,j=0
(β)i(α1 − ε1)i(α2 − ε2)j
(γ )i+ji!j! x
iyjΞ1(ε1, ε2, β + i; γ + i+ j; x, y), (2.63)
Ξ1(α1, α2, β; γ ; x, y) =
∞−
i=0
(−1)i(α1)i(ε − β)i
(γ )ii! x
iΞ1(α1 + i, α2, ε + i; γ + i; x, y), (2.64)
Ξ1(α1, α2, β; γ ; x, y) =
∞−
i,j=0
(−1)i+j(γ − ε)i+j(α1)i(α2)j(β)i
(γ )i+j(ε)i+ji!j! x
iyjΞ1(α1 + i, α2 + j, β + i; ε + i+ j; x, y), (2.65)
Ξ2(α, β; γ ; x, y) =
∞−
i=0
(−1)i(ε1 − α)i(β)i
(γ )ii! x
iΞ2(ε1 + i, β + i; γ + i; x, y), (2.66)
Ξ2(α, β; γ ; x, y) =
∞−
i=0
(α − ε1)i(β)i
(γ )ii! x
iΞ2(ε1, β + i; γ + i; x, y), (2.67)
Ξ2(α, β; γ ; x, y) =
∞−
i=0
(−1)i(α)i(ε2 − β)i
(γ )ii! x
iΞ2(α + i, ε2 + i; γ + i; x, y), (2.68)
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Ξ2(α, β; γ ; x, y) =
∞−
i=0
(α)i(β − ε2)i
(γ )ii! x
iΞ2(α + i, ε2; γ + i; x, y), (2.69)
Ξ2(α, β; γ ; x, y) =
∞−
i,j=0
(−1)i+j(γ − ε)i+j(α)i(β)i
(γ )i+j(ε)i+ji!j! x
iyjΞ2(α + i, β + i; ε + i+ j; x, y). (2.70)
Our operational derivations of the decomposition formulas (2.15)–(2.26) would indeed run parallel to those presented in
the earlier works, which we have already cited in the preceding sections. In addition to the various operator expressions,
we also make use of the following operator identities [22, p. 93]:
(δ + α)n{f (ξ)} = ξ 1−α d
n
dξ n
{ξα+n−1f (ξ)} (2.71)
δ := ξ d
dξ
;α ∈ C; n ∈ N0 := N ∪ {0}

and
(−δ)n{f (ξ)} = (−1)nξ n d
n
dξ n
{f (ξ)},

δ := ξ d
dξ
; n ∈ N0

for every analytic function f . Many other analogous decomposition formulas can similarly be derived for the Humbert
functionsΦ1,Φ2,Φ3, Ψ1, Ψ2,Ξ1 andΞ2, but with various different parametric constraints.
3. An exemplifying proof of the decomposition formulas for Humbert functions
The various decomposition formulas for the Humbert functions Φ1, Φ2, Φ3, Ψ1, Ψ2, Ξ1 and Ξ2 in two variables (which
are presented here and in other places in the previously cited literature) can be proven in a fairly simple manner by suitably
applying superposition of the inverse pairs of symbolic operators introduced in Section 1. As an example, we outline a proof
of the decomposition formula (2.36). For the two variable Humbert functionΦ1, it is seen from (2.1) that
Φ1(α, β; γ ; x, y) =
∞−
i,j=0
(ε − α)i+j(−δ1)i(−δ2)j
(ε)i+ji!j! Φ1(ε, β; γ ; x, y) (3.1)
δ1 := x ∂
∂x
; δ2 := y ∂
∂y

.
Furthermore, by a straightforward computation, we have
(−δ1)iΦ1(ε, β; γ ; x, y) = (−1)ixi (ε)i(β)i
(γ )i
Φ1(ε + i, β + i; γ + i; x, y) (3.2)
and
(−δ2)j(−δ1)iΦ1(ε, β; γ ; x, y) = (−1)i+j (ε)i+j(β)i
(γ )i+j
xiyjΦ1(ε + i+ j, β + i; γ + i+ j; x, y). (3.3)
Upon substituting from (3.3) into (3.1), we finally arrive at the decomposition formula (2.36).
4. Integral representations via decomposition formulas
Here we observe that several integral representations of the Eulerian type can also be deduced from the corresponding
decomposition formulas in Section 2. For example, by making use of the known integral representations:
Φ1(α, β; γ ; x, y) = Γ (γ )
Γ (α)Γ (γ − α)
∫ 1
0
eyξ ξα−1(1− ξ)γ−α−1(1− xξ)−βdξ, (4.1)
Φ2(β1, β2; γ ; x, y) = Γ (γ )
Γ (β1)Γ (β2)Γ (γ − β1 − β2)
×
∫ 1
0
∫ 1
0
exξ+y(1−ξ)ηξβ1−1ηβ2−1(1− ξ)γ−β1−1(1− η)γ−β1−β2−1dξdη, (4.2)
Ψ1(α, β; γ1, γ2; x, y) = Γ (γ1)Γ (γ2)
Γ (α)Γ (β)Γ (γ1 − β)Γ (γ2 − α)
×
∫ 1
0
∫ 1
0
e
yη
1−xξ ξβ−1ηα−1(1− ξ)γ1−β−1(1− η)γ2−α−1(1− xξ)−αdξdη, (4.3)
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Ξ1(α1, α2, β; γ ; x, y) = Γ (γ )
Γ (α1)Γ (α2)Γ (γ − α1 − α2)
×
∫ 1
0
∫ 1
0
ey(1−ξ)ηξα1−1ηα2−1(1− ξ)γ−α1−1(1− η)γ−α1−α2−1(1− xξ)−βdξdη, (4.4)
Ξ2(α, β; γ ; x, y) = Γ (γ )
Γ (α)Γ (γ − α)
∫ 1
0
ξα−1(1− ξ)γ−α−1(1− xξ)−β0 F1[γ − α; (1− ξ)y]dξ, (4.5)
we find each of the following integral representations (4.6)–(4.20):
Φ1(α, β; γ ; x, y) = Γ (γ )
Γ (ε)Γ (γ − ε)
∫ 1
0
eyξ ξ ε−1(1− ξ)γ−ε−1(1− xξ)−βΦ1

ε − α, β; ε; xξ
xξ − 1 ,−yξ

dξ (4.6)
(ℜ(γ ) > ℜ(ε) > 0),
Φ1(α, β; γ ; x, y) = Γ (γ )
Γ (ε)Γ (γ − ε)
∫ 1
0
eyξ ξ ε−1(1− ξ)γ−ε−1(1− xξ)−βΦ1
×

α − ε, β; γ − ε; x(1− ξ)
1− xξ , y(1− ξ)

dξ (4.7)
(ℜ(γ ) > ℜ(ε) > 0),
Φ1(α, β; γ ; x, y) = Γ (γ )
Γ (α)Γ (γ − ε)Γ (ε − α)
×
∫ 1
0
∫ 1
0
eyξηξ ε−1ηα−1(1− ξ)γ−ε−1(1− η)ε−α−1(1− xξη)−βdξdη (4.8)
(ℜ(γ ) > ℜ(ε) > 0; ℜ(ε) > ℜ(α) > 0),
Φ1(α, β; γ ; x, y) = Γ (γ )
Γ (ε)Γ (α − ε)Γ (γ − α)
×
∫ 1
0
∫ 1
0
ey(ξ+η−ξη)ξ ε−1ηα−ε−1(1− ξ)γ−ε−1(1− η)γ−α−1(1− xξ − xη + xξη)−βdξdη (4.9)
(ℜ(γ ) > ℜ(α) > 0; ℜ(α) > ℜ(ε) > 0),
Φ2(β1, β2; γ ; x, y) = Γ (ε)
Γ (β1)Γ (β2)Γ (ε − β1 − β2)
∫ 1
0
∫ 1
0
exξ+y(1−ξ)ηξβ1−1ηβ2−1(1− ξ)ε−β1−1
× (1− η)ε−β1−β2−11F1(γ − ε; γ ;−xξ − y(1− ξ)η)dξdη (4.10)
(ℜ(ε − β1 − β2) > 0; ℜ(β1) > 0; ℜ(β2) > 0),
Φ2(β1, β2; γ ; x, y) = Γ (γ )
Γ (ε1)Γ (β2)Γ (γ − ε1 − β2)
×
∫ 1
0
∫ 1
0
exξ+y(1−ξ)ηξ ε1−1ηβ2−1(1− ξ)γ−ε1−1(1− η)γ−ε1−β2−11F1(ε1 − β1; ε1;−xξ)dξdη (4.11)
(ℜ(γ − ε1 − β2) > 0; ℜ(ε1) > 0; ℜ(β2) > 0),
Φ2(β1, β2; γ ; x, y) = Γ (γ )
Γ (ε1)Γ (β2)Γ (γ − ε1 − β2)
∫ 1
0
∫ 1
0
exξ+y(1−ξ)ηξ ε1−1ηβ2−1(1− ξ)γ−ε1−1
× (1− η)γ−ε1−β2−11F1(β1 − ε1; γ − ε1 − β2; x(1− ξ)(1− η))dξdη (4.12)
(ℜ(γ − ε1 − β2) > 0; ℜ(ε1) > 0; ℜ(β2) > 0),
Φ2(β1, β2; γ ; x, y) = Γ (γ )
Γ (ε1)Γ (ε2)Γ (γ − ε1 − ε2)
∫ 1
0
∫ 1
0
exξ+y(1−ξ)ηξ ε1−1ηε2−1(1− ξ)γ−ε1−1
× (1− η)γ−ε1−ε2−11F1(ε1 − β1; ε1;−xξ)1F1(ε2 − β2; ε2;−y(1− ξ)η)dξdη (4.13)
(ℜ(γ − ε1 − ε2) > 0; ℜ(ε1) > 0; ℜ(ε2) > 0),
Φ2(β1, β2; γ ; x, y) = Γ (γ )
Γ (ε1)Γ (ε2)Γ (γ − ε1 − ε2)
∫ 1
0
∫ 1
0
exξ+y(1−ξ)ηξ ε1−1ηε2−1(1− ξ)γ−ε1−1(1− η)γ−ε1−ε2−1Φ2
× (β1 − ε1, β2 − ε2; γ ; x(1− ξ)(1− η), y(1− ξ)(1− η))dξdη (4.14)
(ℜ(γ − ε1 − ε2) > 0; ℜ(ε1) > 0; ℜ(ε2) > 0),
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Ψ1(α, β; γ1, γ2; x, y) = Γ (γ1)Γ (ε)
Γ (α)Γ (β)Γ (γ1 − β)Γ (ε − α)
∫ 1
0
∫ 1
0
e
yη
1−xξ ξβ−1ηα−1(1− ξ)γ1−β−1(1− η)ε−α−1
× (1− xξ)−α1F1
[
γ2 − ε; γ2; yxξ − 1
]
dξdη (4.15)
(ℜ(γ1) > ℜ(β) > 0; ℜ(ε) > ℜ(α) > 0),
Ξ1(α1, α2, β; γ ; x, y) = Γ (γ )
Γ (ε1)Γ (ε2)Γ (γ − ε1 − ε2)
∫ 1
0
∫ 1
0
ey(1−ξ)ηξ ε1−1ηε2−1(1− ξ)γ−ε1−1
× (1− η)γ−ε1−ε2−1(1− xξ)−βΞ1

α1 − ε1, α2 − ε2, β; γ − ε1 − ε2; x(1− ξ)(1− η)1− xξ ,
× y(1− ξ)(1− η)

dξdη (4.16)
(ℜ(γ − ε1 − ε2) > 0; ℜ(ε1) > 0; ℜ(ε2) > 0),
Ξ1(α1, α2, β; γ ; x, y) = Γ (γ )
Γ (ε1)Γ (ε2)Γ (γ − ε1 − ε2)
∫ 1
0
∫ 1
0
ey(1−ξ)ηξ ε1−1ηε2−1(1− ξ)γ−ε1−1
× (1− η)γ−ε1−ε2−1F(α1, β; ε1; xξ)1F1(ε2 − α2, ε2;−y(1− ξ)η)dξdη (4.17)
(ℜ(γ − ε1 − ε2) > 0; ℜ(ε1) > 0; ℜ(ε2) > 0),
Ξ2(α, β; γ ; x, y) = Γ (γ )
Γ (ε1)Γ (γ − ε1)
∫ 1
0
ξ ε1−1(1− ξ)γ−ε1−1F(α, β; ε1; xξ)0F1(γ − ε1; y(1− ξ))dξ (4.18)
(ℜ(γ ) > ℜ(ε1) > 0),
Ξ2(α, β; γ ; x, y) = Γ (γ )
Γ (α)Γ (ε1 − α)Γ (γ − ε1)
∫ 1
0
∫ 1
0
ξ ε1−1ηα−1
× (1− ξ)γ−ε1−1(1− η)ε1−α−1(1− xξη)−β0 F1(γ − ε1; y(1− ξ))dξdη (4.19)
(ℜ(γ ) > ℜ(ε1) > ℜ(α) > 0),
Ξ2(α, β; γ ; x, y) = Γ (γ )
Γ (β)Γ (γ − ε1)Γ (ε1 − β)
∫ 1
0
∫ 1
0
ξ ε1−1ηβ−1(1− ξ)γ−ε1−1(1− η)ε1−β−1
× (1− xξη)−α0 F1(γ − ε1; y(1− ξ))dξdη (4.20)
(ℜ(γ ) > ℜ(ε1) > ℜ(β) > 0).
We conclude this paper by remarking that mutually inverse operators (1.11) and (1.12) can be applied to other
multivariate hypergeometric functions.
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