It is shown that if a sequence of open n-sets D k increases to an open n-set D then reflected stable processes in D k converge weakly to the reflected stable process in D for every starting point x in D. The same result holds for censored α-stable processes for every x in D if D and D k satisfy the uniform Hardy inequality. Using the method in the proof of the above results, we also prove the weak convergence of reflected Brownian motions in unbounded domains.
Introduction
Processes with discontinuous sample paths, for example symmetric stable processes, have been recognized as an important class of stochastic processes in probability theory (cf. e.g., Janicki and Weron [14] , Samorodnitsky and Taqqu [26] ). Very recently, two new classes of discontinuous Markov processes, namely censored and reflected stable processes, have been studied in Bogdan et al. [2] , Chen and Kim [7, 8] , and Kim [17] . Roughly speaking, for α ∈ (0, 2), a censored α-stable process Y in an open set D ⊂ R n is a process obtained from a symmetric α-stable Lévy process by restricting its Lévy measure to D. The censored α-stable process is repelled from the complement of the open set D because it is prohibited to make jumps outside D. The reflected α-stable process Y in D is also defined in [2] (also see [10] ), so that Y can be identified with the process Y killed upon leaving D.
A possible way of studying the properties of some stochastic process in a open set D with "rough" boundary is first to consider a sequence of stochastic processes in smooth open sets D k increasing to D. Then one could consider the properties of the stochastic process in D through the weak limit as k → ∞. The significance of this method is well explained and used for reflected Brownian motions in [3, 5, 6] . Therefore the following question is natural. Question 1.1. Do reflected (censored, respectively) α-stable processes on D k converge weakly to the reflected (censored, respectively) α-stable process on D if D k 's increase to D?
In this paper, it is shown that the answer to Question 1.1 is yes for reflected α-stable processes with the initial distribution Y k 0 = x for every x in D without any extra assumption on the open n-sets D k and D. (The n-set condition comes from the construction of reflected stable process. See Section 2 for the definition of n-set and the construction of a reflected stable process.) Also, the answer is yes for censored α-stable processes with some extra assumption on the regularity of the boundary of D and D k (see Section 4 for details).
Recently many authors have studied the weak convergence of Markov processes (cf. e.g., Burdzy and Chen [3] , Chen [5] , Kuwae and Uemura [18, 19] , Ma et al. [20] , Ma et al. [21] , Sun [27] , Uemura [28] .) In Burdzy and Chen [3] (also see Chen [5] ), they show that if a sequence of bounded domains D k increases to a bounded domain D then reflected Brownian motions in D k converge weakly to reflected Brownian motion in D. Our result is analogous to theirs but our processes are discontinuous and we do not have the boundedness assumption. In fact, the methods in this paper can be used to show the weak convergence of reflected Brownian motions on unbounded domains (Theorem 3.10).
Mosco introduced the so-called Mosco convergence in [24] . Since then, Mosco convergence has been a powerful tool in proving weak convergence of Markov processes (cf. e.g., Kuwae and Uemura [18, 19] , Sun [27] , Uemura [28] ). In this paper, we extend the result on Mosco convergence in [24] and use it to prove weak convergence of reflected α-stable processes. In [27] , Sun showed weak convergence of Dirichlet processes with some assumptions on Dirichlet forms. In this paper, some ideas in [27] are used in proving the tightness of reflected α-stable processes. Unlike in the case of stochastic processes killed upon leaving an open set, there are some difficulties in proving weak convergence for censored stable processes. For example, it is hard to show the finite dimensional distribution convergence of censored α-stable processes directly because the Schrödinger potential κ D (see [2] for details) used in constructing the censored α-stable process in D is not in the Kato class (see [4] for details). In fact, weak convergence of censored stable processes is not true without extra assumption on the boundary of D. We put an assumption on the constants in the Hardy inequality and show that, in particular, this assumption is satisfied when D and D k are Lipschitz open set with uniform Lipschitz constants. Under this assumption, we apply Mosco convergence to censored α-stable processes and show the finite dimensional distribution convergence of censored α-stable processes.
One may ask why we choose increasing open sets, instead of decreasing ones. In general, for every open set D in R n , there exists a sequence of relatively compact smooth open sets {D k } k≥1 increasing to D (for example, see Lemma 2.4 in [5] ). However, the counterpart for a decreasing sequence is not true (for example, D = {z ∈ R 2 ; |z| < 1} \ {(x, 0) ∈ R 2 ; x ≥ 0}). Also our proof heavily depends on the increasing property of our open sets (see Theorems 3.1 and 4.3 and Lemma 4.7). This paper is organized as follows. In Section 2 we recall the definition of censored and reflected α-stable processes and collect some known facts concerning these from [2] . We also introduce an extended version of Mosco convergence.
In Section 3, we show the weak convergence of reflected α-stable processes in [27] , we show that the weak convergence of reflected α-stable processes takes place with the initial distribution P ϕ ( · ) := D P x (·) ϕ(x) dx for every bounded Borel measurable function ϕ such that ϕ > 0 a.e. in D and D ϕ(x) dx = 1. Then, in showing weak convergence of reflected α-stable processes with the initial distribution Y k 0 = x for every x in D, one of the constructions of censored α-stable processes (Theorem 2.1(2)) is used.
Section 4 contains the proof of weak convergence of censored α-stable processes Y k on D k to the censored α-stable process Y on D with the initial distribution Y k 0 = x for every x in D under some extra assumption. We use the extended version of Mosco convergence, some fine properties of the generator of censored α-stable processes (see Lemma 4.7), and one of the methods of the construction of censored α-stable processes (see Theorem 2.1(2)). We also discuss some concrete conditions which imply our assumption.
The Appendix contains the proof of a generalization of Mosco convergence [24] used in Sections 3 and 4. The method of proof is similar to those in [12, 16, 24, 25] .
In this paper, we use ":=" to denote a definition, which is read as "is defined to be". The letter c, with or without subscripts, signifies a constant whose value is unimportant and which may change from location to location, even within a line.
Construction of censored and reflected stable processes, and Mosco convergence
We recall the definitions of censored and reflected α-stable processes, and their equivalent characterizations from [2] . Let X = {X t } denote a symmetric α-stable process in R n with α ∈ (0, 2) and n ≥ 1, that is, let X t be a Lévy process whose transition density p X (t, y − x) relative to the Lebesgue measure is given by the Fourier transform,
It is well known (cf. (1.2.20) of Blumenthal and Getoor [1] and Example 1.4.1 of Fukushima et al. [13] ) that the Dirichlet form (C, F R n ) associated with X is given by
|x − y| n+α dxdy, (2.1)
where A(n, −α) :
Here Γ is the Gamma function defined by Γ (λ) := ∞ 0 t λ−1 e −t dt for every λ > 0. Every function u in F R n has a quasicontinuous version and it is this version that will be used hereafter for u ∈ F R n .
Given an open set
, where ∂ is a coffin state added to R n . The process X D , i.e., the process X killed upon leaving D, is called the symmetric α-stable process in D. We will use C c (D) (C ∞ c (D)) to denote the space of continuous (smooth) functions in D with compact support.
Define a bilinear form E on C ∞ c (D):
Let F be the closure of C ∞ c (D) under the Hilbert inner product
As it is noted in Bogdan et al. [2] , (E, F) is a regular Dirichlet form on L 2 (D, dx) (cf. Theorem 3.1.1 of Fukushima et al. [13] ) and therefore there is an associated symmetric Hunt process (Y, P x ) taking values in D and with lifetime ζ . We call Y a censored α-stable process in D.
There are other ways to construct the censored α-stable process. The following was proved in Bogdan et al. [2] . The Ikeda-Nagasawa-Watanabe piecing together procedure mentioned in (2) goes as follows.
and glue an independent copy of X D starting from
. Iterating this procedure countably many times, we obtain a process on D which is a version of the strong Markov process Y ; the procedure works for every starting point in D. We define Y (k) to be k-th independent copy of X D starting from
Reflected stable processes can be defined through the theory of Dirichlet forms, too. Let
For Sobolev space of fractional order W α/2,2 (D) and Sobolev norm · α/2,2;D , we let
(see page 95 of [2] for the definition).
Definition 2.2.
A Borel set A ⊂ R n is called a n-set if there exists a positive constant c 1 such that for all x ∈ A and r ∈ (0, 1],
where L n is an n-dimensional Lebesgue measure.
It is well known (see Proposition 1 in Chapter VIII of [15] ) that if A is an n-set, so is its Euclidean closure A and
It is also well known (see Theorem 1 on page 103 of [15] ) that, if an open set D is an n-set, then W α/2,2 (D) = F and the Sobolev norm · α/2,2;D is equivalent to E 1 , where
When D ⊂ R n is an open n-set and 0 < α < 2, as it is noted in [2] , (E, F ) is a regular Dirichlet form on D and its associated Hunt process Y lives on D. Moreover, the censored stable process Y can be identified with the process Y killed upon leaving D. We call the process Y a reflected α-stable process in D.
Throughout this paper, α ∈ (0, 2), D is an open n-set and {D k } k≥1 is a increasing sequence of open n-sets such that
A symmetric bilinear form a(u, u) defined on a linear subspace D[a] of a Hilbert space H can be extended to the whole space H by defining a(u, u) = ∞ for every u ∈ H \ D[a]. We will use this extension throughout this paper. Mosco introduced the so-called Mosco convergence in [23, 24] . Mosco showed in [24] that the Mosco convergence of a sequence of densely defined symmetric closed forms is equivalent to the convergence of the sequence of semigroups in a strong operator sense if their Hilbert spaces are all the same. However, our semigroups have different Hilbert spaces. So we need to introduce a generalization of classical approximation theory (Trotter-Kato) and Mosco convergence [24] . This generalization works in the case of semigroups with different Hilbert spaces. We first define the generalized Mosco convergence.
We say that a sequence of symmetric bilinear form a k on H k converges to a symmetric bilinear form a on H if
Remark 2.4. Obviously, we can replace (b) in the above definition by the following
]. Similarly we define (T (t), A, G λ , a) on H and extend the domain of a to H. Let C be a core for A, i.e. A| C = A.
Theorem 2.5. The following are equivalent.
(1) E k T k (t)π k → T (t) strongly in H and the convergence is uniform in any finite interval of
In this paper, we only use the fact that (4) implies (1) and (3). In the Appendix of this paper, we put the proof of the direction: (4) ⇒ (3). Proofs of other directions are well known (for example, see [12, 16, 24, 25] ). So we omit the details. Note that Corollary 2.6.1 in [24] requires that the forms are densely defined. Remark 2.6. One may think Theorem 2.5 can be shown directly from Mosco convergence in [24] considering operators
Weak convergence for reflected stable processes
In this section, we will show the weak convergence of reflected α-stable processes. Throughout Sections 3 and 4, we denote π k to be the restriction of function f to D k and E k to be the extension operator such that First, we show the generalized Mosco convergence of E k (Theorem 2.5(4)).
Since we can find convergent subsequences of
Also there exists a subsequence {k m l } l≥1 of {k m } m≥1 such that u k m l converges to u a.e. on D p as l → ∞. Note that
by the Jensen inequality, using (3.1) and Fatou's lemma, we have
Using the Markov property, the existence and estimates of the transition density function for Y , and the Ikeda-Nagasawa-Watanabe piecing together procedure, we can show the following pointwise convergence. Proposition 3.2. For every x ∈ D, 0 < t 1 < · · · < t l < ∞ and bounded Borel measurable functions f 1 , . . . , f l with f l ∈ L 2 (D),
Proof. By Theorem 1.1 in [10] , there exist density functions p(t,
by the Markov property. Since u k is bounded by M l for every k ≥ 1, for every subsequence {k m } m≥1 , we can find a further subsequence {k m l } l≥1 of {k m } m≥1 depending on s such that 
for every s ∈ (0, t 1 ) and x ∈ D. Therefore
for every s ∈ (0, t 1 ) and x ∈ D. Now we fix x ∈ D and choose n 0 > 0 and δ 0 > 0 such that B(x, δ 0 ) := {y ∈ R n ; |x − y| < δ 0 } ⊂ D k for every k ≥ n 0 . We recall that Y (1) and Y k(1) are the first independent copy of X D and X D k respectively in the Ikeda-Nagasawa-Watanabe piecing together procedure. Let
, which goes to 0 as s → 0. Also we have
which goes to zero as s → 0.
Our open set D may not be bounded, so the above proposition is not enough for the finite dimensional distribution convergence. We postpone the proof of the finite dimensional distribution convergence until the end of this section and show the tightness of {Y k } k≥1 first. To show the tightness of {Y k } k≥1 , we introduce a new probability measure. For every bounded Borel measurable function ϕ > 0 such that ϕ L 1 (D) = 1, we define a new probability measure (respectively) for every λ > 0 (see [13] for the definition of 1-capacity). 
. Then, by Theorems 3.1 and 2.5 we have
which goes to
by (3.2) and the monotone convergence theorem. Recall that
Then, by Theorems 2.1.5 and 4.2.5 in [13] lim sup
where in the last inequality we used (2.1.10) in [13] . Since ε is arbitrary, we have
for every open U in D. Using (3.3), we can show the following lemma. 
Proof. Fix f ∈ C c (D), T > 0 and 0 < ε < e −T . Let M := (sup z∈D |φ(z)|)
Since u ∈ W α/2,2 (D), there exist E-nest {F m } m≥1 and a sequence {λ l } l≥1 such that lim l→∞ λ l = ∞ and λ l G λ l u converges to u uniformly on each F m as l → ∞. Let
Then by Theorems 2.1.5 and 4.2.5 in [13] , we have for every k ≥ 1
In the last inequality above, we used (3.3). So
Choose m 0 such that
Now choose l 0 ≥ 1 depending on m 0 such that
Thus by Lemma 3.3, (3.4) and (3.6),
Note that by (3.4) we have
Therefore putting (3.5) and (3.7) together, we get 
By Dynkin's formula,
Thus the lemma is proved by Theorem 3.9.4 and Remark 3.9.5(b) in [12] . We can easily check that C c (D) strongly separates points in D. Now we can show the tightness in the following sense. Proof. Fix a bounded Borel measurable function ϕ as the above. Suppose {g 1 , . . . , g m } ⊂ C c (D) for some m ≥ 1, 0 < t 1 < · · · < t l and f 1 , . . . , f l ∈ C b (R m ). There exists a compact subset K of D such that the support of g i is in K for every i = 1, . . . , m. Let C i := f i (0, . . . , 0) and
is zero on D \ K ,h i is bounded and is in L 2 (D). Therefore, by Theorems 2.5 and 3.1 and the monotone convergence theorem
In general, suppose for some p < l,
, by Theorems 2.5 and 3.1,
Inductively we see that
Therefore, by Theorems 2.5 and 3.1 and the Markov property,
Therefore, by (3.8)
The above finite dimensional convergence and Lemma 3.5 imply the weak convergence of {Y k } k≥1 with the initial distribution P ϕ by Corollary 3.9.2 in [12] . In particular, {Y k } k≥1 is tight in the sense of Skorohod topology on D D [0, ∞) with the initial distribution P ϕ .
We recall the following modulus of continuity from [12] . For ξ ∈ D D [0, ∞), δ > 0 and
where {t i } ranges over all partitions of the form 0 = t 0 < t 1 < · · · < t m−1 < T ≤ t m with min 1≤i≤m (t i − t i−1 ) > δ and m ≥ 1.
We will derive the tightness with the initial distribution P x (·) from the tightness with the initial distribution P ϕ (·). Proof. We fix x ∈ D, η > 0 and T > 0, and choose k 0 such that x ∈ D k 0 . We will only consider k ≥ k 0 . We claim that there exist a compact set K ⊂ D and δ > 0 such that
Let r > 0 such that r < min(η, Note that, for each k ≥ k 0 , {Y k t , 0 ≤ t < τ k } is an α-stable process X killed upon leaving B(x, r ). Since
, where p X (·, · , · ) is the transition density function for X , where c 1 ≥ 1 is chosen so that ϕ L 1 (D) = 1. By Theorem 3.7, Remark 3.7.3 and Corollary 3.7.4 in [12] imply that there exists a compact set 2r ) . By the Markov property, we have
Therefore by (3.9), we have
On the other hand, by Theorem 3.7 and the monotonicity of w , we can choose a δ = δ(a, x, α, T, η) < a such that lim sup
Since r < η and δ < a, one can check that
So by a similar argument as in the previous paragraph, we have lim sup
The theorem is proved by Remark 3.7.3 and Corollary 3.7.4 in [12] . 
Weak convergence for censored stable processes
In this section, we establish weak convergence for censored α-stable processes. In this section, for a Borel function f defined on D, unless otherwise specified, we always extend f to the cemetery point ∂ for We assume the following throughout this section. Let δ k (x) be the distance between x and ∂ D k . Assumption 4.2. For every α ∈ (0, 2), there exist constants k 0 and
At the end of this section, we will discuss some concrete sufficient conditions for the above assumption. First, we show the generalized Mosco convergence of E k . Assumption 4.2 will be used only there. Recall that (E, W α/2,2 0 (D)) and (E k , W α/2,2 0 (D k )) are the Dirichlet forms for Y and Y k respectively. We also recall that for each k ≥ 1, π k is the restriction of function f to D k and E k is the extension operator such that 
Then from the proof of Theorem 3.1, we have u ∈ W α/2,2 (D) and
To show (a) in Definition 2.3 is true, we need to show that u ∈ W α/2,2 0
is bounded, without loss of generality, we assume lim k→∞ E k (π k u k , π k u k ) exists. By the Banach-Saks theorem, there exists a subsequence {k m } m≥1 of {k} such that u k m converges to u in · L 2 (D) , where
by the Jensen inequality we have (D) by Lemma 2.12 in [22] .
As we can see from the proof of the above theorem, the above theorem is true if we assume the following instead of Assumption 4.2. Proof. Let M := sup k≥1 π k k . Note that E k f k , E k g k = f k , g k k for every f k , g k ∈ H k , k ≥ 1 and so clearly E k = 1 and E k f k = f k k for every f k ∈ H k , k ≥ 1. 
Suppose (4) is true. Fix f ∈ H and λ > 0. Since
there exists a subsequence of E k G k λ π k f k≥1 , still denoted E k G k λ π k f k≥1 , such that E k G k λ π k f converges weakly in H to someũ in H. So by (2. 
