This paper proposed an exact distribution of Hadi's influence measure that can be used to evaluate the potential outliers in a linear multiple regression analysis. The authors explored a relationship between the measure in terms of two independent F-ratios and they derived density function of the measure in a complicated series expression form with Gauss hyper-geometric function. Moreover, the first two moments of the distribution are derived in terms of Beta function and the authors computed the critical points of Hadi's measures at 5% and 1% significance level for different sample sizes and varying no. of predictors. Finally, the numerical example shows the identification of the potential outliers and the results extracted from the proposed approaches are more scientific, systematic and its exactness outperforms the Hadi's traditional approach.
Introduction and Related work
While fitting a regression model it is well understood that not all observations in a dataset play an equal role. Some observations have more impact than the others. Those observations which significantly influence the results of a regression analysis are called influential observations. Andrews and Pregibon [2] highlighted the need to find the outliers that matter. This means not all outliers need to be harmful in that they have an undue influence on the estimation of the parameters in the regression model. Hence, examining the residuals alone might not lead us to the detection of aberrant or unusual observations. Thus, other ways for finding influential observations are needed. Hoaglin and Welsch [9] discussed the importance of the projection matrix in linear regression, where the projection matrix is the matrix that projects onto the regression space. They argued that the diagonal elements of the projection matrix are important ingredients in influence analysis. The diagonal elements are referred to as leverages since they can be thought of as the amount of leverage concerning the response value on the corresponding predicted response value. Perhaps the most well-known influence measure was proposed by Cook [6] , referred as Cook's distance. It is an influence measure used for assessing the influence of the observations on the estimated parameter vector in the linear regression model. It is widely used by practitioners for detecting influential observations. There are other influence measures to use in the linear regression analysis for assessing the influence of the observations on various results of the regression analysis. Such as, Andrews and Pregibon [2] derived a measure of the influence of an observation on the estimated parameters. This measure the AP statistic is based on the change in volume of confidence ellipsoids with and without a particular observation. Moreover, Belsley et al. [3] suggested an influence measure for assessing the influence of an observation on the variance of the estimated parameters in the linear regression model, known as COVRATIO. Besides the influence measures mentioned here there exist much more, see e.g. Chatterjee and Hadi [5] and Hadi [8] for excellent overviews of influence measures. Graphical investigation of data is a powerful tool in exploratory analysis. It can be used to examine relationships between variables and discover observations deviating from other. Hence, influential observations can also be detected using graphical tools. Mosteller and Tukey [11] introduced the added variable plot, which is used for graphically detecting observations that have a large influence on the parameter estimates. For details concerning the added variable plot, such as construction and properties, see, Belsley et al. [3] , where the plot is referred to as the partial regression leverage plot, and Cook and Weisberg [7] . Other results on graphical tools in influence analysis are provided by Johnson and McCulloch [10] . It is important to note that the graphical tools used in influence analysis are not conclusive, but rather suggestive. From the previous discussions, we can see that the 1970's and the 1980's were the decades when most research results on influence analysis in linear regression came to see the light. However, influence analysis in linear regression is still an active research area. Nurunnabi et al. [12] proposed a modification of Cook's distance. This modification enables the identification of multiple influential observations. Furthermore, Beyaztas and Alin [4] used a combined Bootstrap and Jackknife algorithm to detect influential observations. In applied data analysis, there is an increasing availability of data sets containing a large number of variables. When such data is in the hands of the researcher sparse regression can be implemented, which is another field of research active today. In sparse regression, a penalty term on the regression parameters is added which shrinks the number of parameters. Common approaches to estimate the parameter in the sparse regression are, however, sensitive to influential observations and new methods are needed. Alfons et al. [1] and Park et al. [13] proposed robust estimation methods, where influential observations are not harmful to the resulting estimates. Considering the above reviews, the authors proposed the exact distribution of Hadi's influence function H 2 i which exactly identifies the influential data points and it is discussed in the subsequent sections. 
Relationship between
. This diagnostic measure is the sum of two components each of which has an interpretation. A large value for the first term indicates that the model has a poor fit (a large prediction error) and a large value for the second term indicates the presence of an outlier in the X-space. Similarly, Hadi pointed this diagnostic measure possess several desirable properties and it is also supplemented by a graphical display which shows the source of influence. He suggested, H 
Rewrite (2.4), in terms of the internally studentized residual (ri)which is equal to ∧ ei /s √ 1 − hii and it is given as (2.5) 
) is meaningless and illogic. Secondly, when using the cut-off, it is not recommended by the author to use a specific and fixed value for the constant (c). Finally, the usage of plots and graphs to identify the potential outliers and sources of influence leads to imprecision and ambiguity.In order to overcome this rule of thumb approach of identifying the influential observations, authors proposed the exact distribution for Hadi's influence measure and established a scientific yardstick to scrutinize the exact influential observations. For this, authors utilize the relationship among the Hadi's H 2 i , internally studentized residual(ri) and hat elements(hii).The terms (ri) and (hii) are independent because the computation of (ri) involves the error term ei ∼ N (0, σ 2 e ) and hii values involves the set of predictors (H = X(X
.Therefore, from the property of least squares E(eX) = 0 , so ri and hii are also uncorrelated and independent. Using this assumption, authors first determine the distribution of (ri)based on the relationship given by Weisberg (1980) as
From (2.6) it follows student's t-distribution with (n − p − 2) degrees of freedom and it can be written in terms of the F-ratio as
From (2.7), if ti follows student's t-distribution with (n − p − 2) degrees of freedom, then t 2 i follows F (1,n−p−2) distribution with (1, n − p − 2) degrees of freedom. Similarly, authors identify the distribution of hii based on the relationship proposed by Belsey et al [3] and they showed when the set of predictors is multivariate normal with(µX , ΣX ), then
From (2.8) it follows F-distribution with (p − 1, n − p) degrees of freedom and it can be written in an alternative form as
In order to derive the exact distribution of H 2 i , substitute (2.7) and (2.9) in (2.5), authors get the Hadi's H 2 i measure in terms of the two independent F-ratios with (1, n− p − 2) and (p − 1, n − p) degrees of freedom respectively and the relationship is given as (2.10)
From (2.11), it can be further simplified and
is expressed in terms of two independent beta variables namely θ1i andθ2i of the first kind by using the following facts (2.12)
Then, without loss of generality (2.11) can be written as (2.14)
From (2.15), the authors showed the Hadi's influence measure in terms of θ1i ∼ β1 1 2 ,
and θ2i ∼ β1
which followed beta distribution of first kind with two shape parameters p and n respectively. To avoid complexity further, the relationship from (2.15) modified as
Based on the identified relationship from (2.16), the authors derived the distribution of the Hadi's H 2 i and it is discussed in the next section.
Exact Distribution of Hadi's (H 2 i )
Using the technique of two-dimensional Jacobian of transformation, the joint probability density function of the two Beta variables of kind-1 namelyθ1i,θ2i were transformed into density function of ψi and it is given as
, It is known thatθ1iand θ2i are independent then rewrite (3.1) as
Using the change of variable technique, substitute θ2i = ui in (2.16) to get
Then partially differentiate (3.3) and compute the Jacobian determinant in (3.2) as
From (3.5), It is known that the θ1i and θ2iare independent, then the density function of the joint distribution of θ1i and θ1i is given as
where 0 ≤ θ1i, θ2i ≤ 1,n, p > 0 and
Then substitute (3.6) and (3.7) in (3.5) in terms of the substitution of ui, to get the joint distribution of ψi and ui as
Rearrange (3.8) and integrate with respect toui, to get the marginal distribution of ψi as
2 ) It is known, from (3.9) (3.10)
where
Then substitute (3.10) in (3.9) and arrange the terms, to get the density function of ψi in the series expression form as
where,
is the normalizing constant as a function of p and n. In order to derive the density function of Hadi's measure, the authors again utilize the relationship between ψi and
Hence from (2.16), using one-dimensional Jacobian of transformation, the density function of H 2 i can be written as
and (3.11) in (3.13), to get the final form of the density function of
Γ n−7 2 +s−2r
From (3.14), it is the density function of Hadi's H ),B(
) with two shape parameters (p, n),n is the sample size and p is the no. of predictors used in a multiple linear regression model. In order to know the location and dispersion of Hadi's H 2 i , the authors derived the first two moments in terms of mean, variance from and it is shown as follows. Using (2.15), rewrite in terms of series expression form as
Now take expectation and substitute the moments of two independent beta variables θ1i andθ2iof kind-1, to get the first moment of H
and B is the beta function respectively.
From (2.15), rewrite and square both sides, then take expectation, to get the second moment of H
Therefore, It is known
Then substitute (3.16) and (3.17) in (3.18), to get the variance of H
By using the mean and variance of Hadi's measure from (3.16) and (3.18), the authors established the upper control limit of H 2 i for different combination of (p, n) by using (3.20).Therefore
By using (3.19), as a first approach, the authors utilize the upper control limit as a cut-off to identify the influential observation in linear multiple regression models. The computed H 2 i of any observation is greater than upper control limit, then the observation is said to be influential and it may be a potential outlier. As a second approach, the authors adopted the test of significance approach of evaluating and identifying the influential observations in a sample. The approach is to derive the critical points of the Hadi's H 2 i measure by using the following relationship from (2.10) is given as
From (3.21) for a different combination of values of (p, n) and for the significance probability p H 
p-no.of predictors n-Sample Size

Numerical Results and Discussion
To evaluate the potential outliers based on Hadi's influence measure of the ith observation in a regression model in this section the authors showed the results of a numerical study. For this, the authors fitted Step-wise linear regression models with a different set of predictors in a Brand equity study. The study comprised of 18 different attributes about a car brand. The Step-wise regression results reveal 4 nested models were extracted from the regression procedure. For each model, the Hadi's (H2 ) were computed, and a comparison of proposed approaches I and II with the Hadi's traditional approach of identifying the potential outliers are visualized in the following tables. Table 4 and 5 visualizes the comparative results of Hadi's traditional approach of evaluating the potential outliers with the proposed approached 1 and 2. Under Hadi's traditional approach, 4 nested multiple regression models are evaluated and the cutoffs' for different c values are shown in the table. As far as the fitted model-1 is a concern, the computed Hadi's influence measure for 17, 14, 7 and 5 observations were above the cut-off value and hence these observations are said to be potential outliers. Similarly, model-2 is concern 15,12,7 and 5 observations are finalized as potential outliers, in the same manner, in model-3, the calculated Hadi's influence measure for 15,12,5 and 4 observations was above the cut-off and hence these observations are said to be the potential outliers. Moreover, in model-4, 13, 12, 5 and 4 observations are treated as potential outliers because these observations exceeding the Cut-off. Under Hadi's approach at what value of c, an analyst can identify the potential outliers in the fitted models? For this question, the proposed approach-I has the answer. Under proposed approach-I, the cut-off was scientifically determined and in model-1, the calculated value of Hadi's influential measure for 31 observations are above the cut-off and in model-2 29 observations, in model-3, 33 observations and in model-4, 31 observations are exceeding the scientifically determined cut-off. Hence these observations are treated as potential outliers. Under the proposed approach-II, the authors utilize the test of significance approach to identify the potential outliers. As far as the model-1 is a concern, the computed values of Hadi's influential measure for 78 observations are greater than the critical Hadi's H2 value at 5% significance level. Similarly, model-2, model-3, and model-4 are also evaluated and the authors identified 50, 58, 57 observations are potential outliers at 5% significance level. Likewise, 78, 35, 43 and 47 observations are treated as potential outliers at 1 % significance level for model-1, model-2, model-3 and model-4 respectively. Finally, among the three approaches to evaluate the outliers, the proposed approach-II is systematic and scientific when compared to Hadi's traditional approach and proposed approach-I,because the proposed approach II identified more number of outliers at different significance level and the cut-off critical Hadi's H and it will be the better when you compared it with the proposed approach-I. Finally, the comparative results emphasize the superiority of proposed approaches over the traditional approach and it is visualized through the graphical display from the following control charts. 
Conclusion
From the previous sections, the authors proposed a scientific approach that is based on the test of significance for Hadi's influence measure to evaluate the potential outliers in a multiple linear regression model. At first, the exact distribution of the Hadi's H 2 i was derived and the authors visualized the density function of H2 in terms of complicated series expression form in terms of Gauss hypergeometric function and with two shape parameters namely p and n. Moreover, the authors computed the critical percentage points of H 2 i at 5 %, 1% level of significance and it is utilized to evaluate the potential outliers. Finally, the proposed approach II is more systematic and scientific because it is based on the test of significance and the results were superior when compared it with Hadi's traditional approach and proposed approach-I. Hence, the authors conclude, the proposed approach-II overrides the use of traditional approach, proposed approach-I and also it outperforms the traditional Hadi's approach in identifying more potential outliers in multiple regression models. Though Hadi's measure is used in the applied statistics for many years but authors found the absence of this technique in statistical software, limits the application of this efficient technique in the research. So the authors recommend the software developers and computational data analyst to include this valuable and pragmatic method in academic and commercial software in near future. Similarly, the authors believe that the scientific approach introduced in this study made Hadi's method a more significant tool in outlier detection as well as to the frequent users of linear multiple regression analysis.
