Abstract. We use the compactness theorem of continuous logic to give a new proof that L r ([0, 1]; R) isometrically embeds into L p ([0, 1]; R) whenever 1 ≤ p ≤ r ≤ 2. We will also give a proof for the complex case. This will involve a new characterization of complex L p spaces based on Banach lattices.
Introduction
Let F denote either the field of real numbers or the field of complex numbers.
When Ω = (X, M, µ) is a measure space and 1 ≤ p < ∞, L p (Ω; F) denotes the set of all measurable f : X → F with finite p-norm. If µ is the counting measure on N, we write ℓ p (F) for L p (Ω; F). We write L p (F) for the class of all Banach spaces of the form L p (Ω; F) and L p for L p (R) ∪ L p (F). When B 0 and B 1 are Banach spaces over F, B 0 is said to isometrically embed into B 1 if there is a linear isometric map T : B 0 → B 1 (i.e. a linear map that preserves the norm). For example, it is easy to show that ℓ p (F) isometrically embeds into L p ([0, 1]; F). The question as to when does an L p (F) space isometrically embed into an L r (F) space for r = p goes back to S. Banach's foundational treatise Theorie des Operations Lineaires [1] . In that seminal work, Banach showed that ℓ r (F) does not isometrically embed into L p ([0, 1]; F) if either 2 < p < r or r < p < 2. Thus, L r ([0, 1]; F) does not isometrically embed into L p ([0, 1]; F) in these cases either. In 1936, R. Paley showed that ℓ r (F) does not isometrically embed into (L p [0, 1]; F) if either r, p are on opposite sides of 2 or if 2 < r < p [15] . These results were published posthumously, and the manuscript was assembled from Paley's notes by the editor F.J. Murray. Murray noted that the proof in the remaining case p < r < 2 could not be reconstructed from Paley's notes.
So, it was fairly surprising when in 1965, Bretagnolle, Dacunha-Castelle, and Krivine showed the following [4] . Their proof first skillfully employs a beautiful application of probability theory, namely the theory of stable random variables, to build an explicit embedding of ℓ r (R) into L p ([0, 1]; R). It then uses an unexpected application of ultraproducts to obtain an embedding of L r ([0, 1]; R) into L p ([0, 1]; R). According to W. Henson, this was the first application of ultraproducts in functional analysis [8] . A more constructive but more involved proof via Poisson processes later appeared in the monograph by Lindenstrauss and Tzafriri [12] . Both proofs rely on the theory of abstract real L p spaces.
The complex version of Theorem 1.1 was later proven by Herz [9] and later by Rosenthal [16] .
Ultraproducts originated in mathematical logic. Here, we will give another proof of Theorem 1.1 via another tool from logic, namely the compactness theorem of continuous logic. Continuous logic is, roughly speaking, model theory for continuous structures such as Banach spaces. We will also prove the complex version of Theorem 1.1. Thus, our main theorem is the following.
As we will discuss in Section 5, the resulting proof is constructive and avoids the use of ultraproducts or other forms of the axiom of choice. We also believe it is more direct than the proof in [12] .
We aim for accessibility to the communities of functional analysis and mathematical logic. Accordingly, the paper is organized as follows. In Section 2 we first cover the minimal background required from functional analysis beyond what is normally covered in standard graduate courses. We then introduce the concepts of L p -formally disjointly supported vectors and L p -formal disinintegrations which underpin our use of the compactness theorem from continuous logic. We also set forth what appears to be a new definition of abstract complex L p spaces and show that this notion indeed characterizes complex L p spaces. In Section 3, we begin by summarizing the essentials of continuous logic and then review the representation of Banach lattices and abstract real L p -spaces in this framework. We then show that our class of abstract complex L p spaces can be represented in continuous logic as well.
Our proof of Theorem 1.2 is then given in Section 4. A few concluding remarks are given in Section 5.
2. Background and preliminaries from functional analysis 2.1. Background from functional analysis. If B is a Banach space, and if X ⊆ B, we write X for the closed subspace of B generated by X.
We first cover required inclusion and embedding results. We then deal with Banach lattices and abstract real L p spaces.
Inclusion and embedding results.
Recall that a measure space Ω = (X, M, µ) is separable if there is a countable D ⊆ M so that whenever µ(A) < ∞ and ǫ > 0 there is a B ∈ D so that µ(A△B) < ǫ. The following lemma is fairly well-known.
The next theorem is a consequence of the classification of separable L p -spaces.
The proof of Theorem 1.2 hinges on the following.
As noted in the introduction, the real case of Theorem 2.3 was first proven by Bretagnolle, Dachuna-Castelle, and Krivine [4] . It will be useful for us to review the key elements of their proof. We begin with some probability theory our sources for which are Chapter 3 of [7] , Chapter 2 of [18] , and Chapters 1 and 2 (especially Sections 2.5 and 2.6) of [17] .
Suppose g is a random variable. The characteristic function
It is well-known that Φ g = Φ h only when g and h have the same distribution.
A random variable g is r-stable if whenever g 1 , g 2 are independent random variables with the same distribution as g and a, b > 0, ag 1 + bg 2 has the same distribution as r √ a r + b r g + c for some real number c. It is well-known that r-stable random variables exist only when 0 < r ≤ 2. The case r = 2 corresponds to Gaussian random variables. The r-stable random variables can be characterized by the forms of their characteristic functions. In particular, t → exp(−σ r |t| r ) is the characteristic function of an r-stable random variable whenever 0 < r ≤ 2 and σ ≥ 0. Furthermore, any random variable with such a characteristic function is r-stable. These are known as the symmetric r-stable random variables. Suppose g is symmetric r-stable with σ > 0 (i.e. Φ g is non-constant). Then, if g 0 and g 1 are independent random variables with the same distribution as g, and if |a| r + |b| r = 1, it follows that ag 0 + bg 1 has the same distribution as g. Now, suppose g is a symmetric r-stable random variable on the unit interval with σ > 0 and 1 ≤ r ≤ 2. If r < 2, then P [|g(x)| > t] is asymptotic to t −r and so g has finite L p norm when 1 ≤ p < r. If p = 2, then g has finite L q norm for all q ≥ 1 since all of its absolute moments are finite. By a result of Kolomogorov, there is an infinite independent family {g n } n∈N of random variables on [0, 1] each of which has the same distribution as g. It then follows that e n → g n
. We now discuss complex random variables (i.e. 2-dimensional random vectors). For these random variables, r-stability is defined as in the real case except the constant d is complex. If a complex random variable is r-stable, then its real and imaginary parts are r-stable. The characteristic function Φ g of a complex random variable g is defined by Φ g (z) = E[exp(i Re(zg)] (i.e. scalar multiplication is replaced by the inner product). For each c ≥ 0 there is an r-stable complex random variable g so that Φ g (z) = exp(−c|z| r ) and any complex random vector with such a characteristic function is r-stable. Once again, these are called symmetric. The proof of Theorem 2.3 in the complex case can now be effected in the same manner as the real case.
Banach lattices and abstract L
p spaces. Our source for this subsection is [13] . A Banach lattice consists of a real Banach space B together with a lattice ordering ≤ of B with the following properties.
• If u, v ∈ B are such that u ≤ v, and if a is a nonnegative real, then au ≤ av.
• u B ≤ v B whenever u, v ∈ B and |u| ≤ |v| (where |a| = a ∨ (−a)).
If u is a vector of a Banach lattice we write u
Moreover, the converse is true as was proven by Kakutani in 1941 [10] (see also Nakano [14] ).
The following characterization of abstract real L p -spaces will be very useful when representing them in continuous logic.
Theorem 2.5. Let (B, ≤) be a Banach lattice, and suppose
The proof of Theorem 2.5 is highly non-trivial; see Chapter 17 of [19] . We will consider complex abstract L p spaces in the following subsection.
2.2.
Preliminaries from functional analysis. [11] . If X, Y ⊆ B have the property that u, v are L p -formally disjointly supported whenever u ∈ X and v ∈ Y , then we say that X, Y are L p -formally disjointly supported. Let N denote the set of nonnegative integers. Let N * denote the set of all finite sequences of nonnegative integers including the empty sequence. When σ ∈ N * , |σ| denotes the length of σ. If σ, τ ∈ N * , we write σ ⊏ τ if σ is a prefix of τ . If σ ⊏ τ , and if |τ | = |σ| + 1, then we say that τ is a child of σ. By a tree we mean a nonempty subset of N * that is closed under prefixes. We write σ ⌢ τ for the concatenation of σ with τ .
Suppose B is a Banach space and φ : S → B where S ⊆ N * is a tree. φ is summative if for every ν ∈ S, φ(ν)
p -separating, never zero, and its range is linearly dense (i.e. B is the closure of the linear span of ran(φ).
Suppose B 0 and B 1 are Banach spaces and φ j : S j → B j for each j ∈ {0, 1}. A map f : S 0 → S 1 is an isomorphism of φ 0 and φ 1 if if is an order isomorphism (with respect to ⊑) of S 0 onto S 1 and if
Our main result on L p -formal disintegrations (Theorem 2.7 below) is that isomorphisms of L p -formal disintegrations induce isometric isomorphisms of the corresponding spaces. To this end, we first prove the following. Lemma 2.6. Suppose S ⊆ N * is a tree and φ : S → B is summative. Let {β ν } ν∈S,|ν|≤n be a family of scalars so that β ν = 0 for all but finitely many ν. Then, ν∈S,|ν|≤n
Proof. We proceed by induction on n. There is nothing to prove if n = 0, so suppose n > 0 and that the claim holds for n − 1. For each ν ∈ S with |ν| ≤ n, let γ ν = µ⊑ν β µ . By the induction hypothesis, we have,
Since φ is summative,
Thus,
, 1}, and suppose f is an isomorphism of φ 0 with φ 1 . Then, there is a unique isometric isomorphism
Proof. Let S j = dom(φ j ), and let X j denote the linear span of ran(φ j ). When F ⊆ S 0 is finite and {α ν } ν∈F is a family of scalars, let
We first show that T is a well-defined map on X 0 . Let F ⊆ S 0 be finite. It suffices to show that ν∈F α ν φ 1 (f (ν)) = 0 whenever {α ν } ν∈F is a family of scalars so that ν∈F α ν φ 0 (ν) = 0. So, suppose ν∈F α ν φ 0 (ν) = 0. Let n = max{|ν| : ν ∈ F }. When ν ∈ S 0 and |ν| ≤ n, let
Since φ 0 is formally L p -separating and never zero, it follows that µ⊑ν β µ = 0 for each ν ∈ S ∩ N n . Since f is an isomorphism, φ 1 • f is an L p -formal disintegration. Thus, by Lemma 2.6 again,
By definition, T is linear. Since f is an isomorphism, ran(T ) = X 1 .
We now show T is isometric. Suppose F ⊆ S 0 is finite and {α ν } ν∈F is a family of scalars. Again, let n = max{|ν| : ν ∈ F }, and let β ν be defined as above. Then, by Lemma 2.6,
Since f is an isomorphism,
Since φ 1 is separating,
Again by Lemma 2.6 and the definition of T ,
Thus, T extends to an isometric isomorphism of B 0 onto B 1 . The uniqueness of T follows from the linear density of the range of φ 0 .
We note that Theorem 2.7 is an extension of Theorem 4.2 of [6].
Abstract complex L
p spaces. Suppose V is a real vector space. The complexification of V is the complex vector space over V × V in which addition is defined coordinatewise and scalar multiplication is defined by
We denote the complexification of V by V C . If v = (v 0 , v 1 ) ∈ V C , let Re(v) = v 0 and Im(v) = v 1 ; in addition we denote v by v 0 + iv 1 . Let Re(V C ) = V × {0}, and let Im(V C ) = {0} × V .
It is possible to construct a norm on B C by first defining a modulus by |v| = sup θ Re(e iθ v) (where the supremum is taken with respect to the ordering on B) and then setting v = |v| . This definition however is not amenable to continuous logic. We go around this obstacle by adding a norm on B C and a condition on this norm that ensures it will behave as an L p norm. The resulting condition is easily representable in continuous logic. 
for all complex scalars α, β. We call (B C , ) an abstract complex L p space.
is an abstract complex L p space then we also have v B = 0 + iv .
Proof. By Theorem 2.4, there is a measure space Ω so that there is an isometric isomorphism T of (L p ([0, 1]; R), ≤) onto (B, ≤). Let Ω = (X, M, µ). For each complex simple function s = j≤n α j 1 Aj of Ω, let T 1 (s) = j≤n α j (T (1 Aj ), 0). Since 1 A∪B = 1 A + 1 B when A, B are disjoint, it follows that T 1 is well-defined. It follows from the definition of B C that T 1 is linear. The conditions of Definition 2.8 ensure that T 1 is an isometry. Thus T 1 has a unique extension to L p (Ω; C) which we denote by T 1 as well. It follows that T 1 is a linear isometric map of
Thus, the range of T 1 is dense in L p (Ω; C) and so T 1 is surjective.
3. Background and preliminaries from continuous logic 3.1. Background from continuous logic. We refer to sections 1 -5 of [3] for a thorough treatment of the rudiments of continuous logic which we summarize here. First-order logic was developed primarily to study algebraic and combinatorial structures. Continuous logic is an extension of first-order logic to metric structures. Unlike first-order logic, in continuous logic truth values range between 0 and 1 inclusive. The set of connectives is larger: every continuous function u : [0, 1] n → [0, 1] is regarded as a connective. The quantifiers are 'inf' and 'sup'. However, the equality sign is replaced by a distance symbol d.
A metric language consists of relation symbols, function symbols, and constant symbols. In addition, with each function or relation symbol φ there is associated a modulus ∆ φ : (0, ∞) → (0, ∞). Terms are built from constants, variables, and function symbols according to the usual rules. Well-formed formulas are built from terms, d, relation symbols, connectives, and quantifiers according to the usual rules. A variable of a wff Φ is free if it is not governed by any quantifier of Φ. A sentence is a well-formed formula (wff) with no free variables. A theory is a set of sentences.
With some modifications, interpretations of metric languages are defined as in classical first-order logic. Intuitively, an interpretation of a metric language is a way of assigning meaning to its constituents. Unlike first-order logic, the domain of an interpretation of a metric language is a complete metric space (M, d) of diameter 1. The distance symbol d is interpreted by the metric d. The interpretation of an n-ary function symbol is a uniformly continuous function from M n into M . The interpretation of an n-ary relation symbol is a uniformly continuous map from M n into [0, 1]. The moduli functions must serve as moduli of continuity for interpretations of function and relation symbols. Constants are still interpreted by constants.
Thus, each interpretation A of a metric language L assigns to each sentence Φ of L a truth value in [0, 1] which we denote by Φ A . In general, a relation symbol will represent a distance function for some closed set; i.e. a function of the form d(p, X) = inf{q ∈ X : d(p, q)}. Thus, 0 is regarded as representing 'true' instead of 1. Accordingly, we say that an interpretation A of a metric language L satisfies a sentence Φ of L if Φ A = 0. An interpretation satisfies a theory if it satisfies each sentence in the theory in which case it is said to be a model of the theory.
The compactness theorem holds in continuous logic: a theory has a model if all of its finite subsets do.
Definition 3.1. Let K be a class of structures. We say that a theory T of a metric language L represents K if the following hold.
(
We now discuss the representation of Banach lattices in continuous logic. We take the approach of representing the behavior of the vector space and lattice operations on the unit ball.
L Banach is the metric language that consists of the following.
(1) For all scalars s, t so that |s| + |t| ≤ 1, a unique binary function symbol Of course, when working with L Banach , we write sτ 1 + tτ 2 for s,t (τ 1 , τ 2 ) and sτ 1 for s,1 (τ 1 , 0).
L B-Lattice is the metric language that consists of L Banach together with a family {∧ s,t } |s|+|t|≤1 of new and distinct binary operation symbols and a new unary operation symbol | |.
When working with L B-Lattice we write (sτ 1 ∧ tτ 2 ) for ∧ s,t (τ 1 , τ 2 ), (sτ 1 ∨ tτ 2 ) for −((−s)τ 1 ∧ (−t)τ 2 ), and τ + 1 for (1τ 1 ) ∨ (0τ 1 ). The proof of the following is unsurprising and tedious. See [3] and also [2] . Let ≤ denote the connective ≤ (s, t) = |t − max{s, t}|. We generally use infix rather then prefix notation with this connective. 
We divide the proof into the following two lemmas.
Proof. Let Ω = (X, M, µ). For each t ∈ X, let
It follows that g 0 and g 1 are disjointly supported. If t ∈ X, then |f
Lemma 3.6. Suppose that (B, ≤) is a Banach lattice and that is a norm on
) is a complex abstract L p space if and only if for each v 0 , v 1 ∈ B and α, β ∈ C,
where:
) is a complex abstract L p space, then (3.1) follows from Theorem 2.9 and Lemma 3.5. Suppose (3.1) holds for all v 0 , v 1 ∈ B and α, β ∈ C. We immediately obtain that
Hence, for each n ∈ N, there exist u 0,n , u 1,n ∈ B so that v j − u j,n < 2 −n and so that
Thus, on the one hand, v j = lim n u j,n . We can then infer that,
It is now fairly straightforward, though tedious, to formulate, for each α, β ∈ C with |α| + |β| ≤ 1, a sentence of L L p (C) that asserts (3.1) holds for all v 0 , v 1 . Theorem 3.4 now follows.
Proof of Theorem 1.2
We first consider the real case. Suppose 1 ≤ p ≤ r ≤ 2. Let L + be the language formed by adjoining a countable family {c σ } σ∈{0,1} * of new and distinct constant symbols to L B-Lattice .
We define sentences of L + as follows. Let σ ∈ {0, 1} * . When |s| ≤ 1/2, let
Informally speaking, the sentences Φ σ,s and Φ σ,s,t altogether say that the map σ → c σ is an L r -formal disintegration. Let T n = T L p ∪ {Φ σ,s : σ ∈ {0, 1} ≤n & |s| ≤ 1/2}
∪ {Ψ σ,s,t : σ ∈ {0, 1} ≤n & |s| + |t| ≤ 1} ∪ {Γ σ : σ ∈ {0, 1} ≤n }.
We then let T = n T n . We divide the rest of the proof into the following lemmas. whenever |σ| ≤ n. We now note that f j j∈A and f j j∈B are L r -formally disjointly supported whenever A, B ⊆ N are disjoint. For, if A, B ⊆ N are disjoint, then e j j∈A , e j j∈B are disjointly supported. Since S is an isometric embedding it follows that f j j∈A and f j j∈B are L r -formally disjointly supported. We now claim that if σ, τ ∈ 2 ≤n are incomparable, then c Hence, by the compactness theorem, T is satisfiable. Let A |= T . By Theorem 3.3, there is an abstract real L p space B so that there is an isomorphic embedding F of A into A B . By the Theorem 2.4 we can (and do) assume B is a real L p space. Let φ(σ) = F (c 
