The European Space Agency's three Swarm satellites were launched on 22 November 2013 into nearly polar, circular orbits, eventually reaching altitudes of 460 km (Swarm A and C) and 510 km (Swarm B). Swarm's multiyear mission is to make precision, multipoint measurements of low-frequency magnetic and electric fields in Earth's ionosphere for the purpose of characterizing magnetic fields generated both inside and external to the Earth, along with the electric fields and other plasma parameters associated with electric current systems in the ionosphere and magnetosphere. Electric fields perpendicular to the magnetic field ⃗ B are determined through ion drift velocity ⃗ v i and magnetic field measurements via the
Introduction
The three Swarm satellites were launched on 22 November 2013 from the Plesetsk Cosmodrome into nearly polar, circular orbits at an altitude of approximately 490 km. During the first 2 months on orbit, the three satellites followed one another in a "pearls-on-a-string" arrangement, after which time they were reconfigured with one satellite (B) being raised to an altitude of approximately 510 km and the other two lowered to approximately 460 km and separated in longitude by approximately 1.4 ∘ . These operations were completed in April 2014, since which time the B satellite has been precessing away from the lower pair at a rate of approximately 1.5 h of local time per year. Swarm A and C precess westward in local time at a rate of 2.7 h per month.
The scientific objectives of Swarm are to study magnetic fields originating both within and above the Earth and to characterize the ionospheric electric fields, currents, and other plasma processes that give rise to external magnetic fields. In addition, to facilitating separation of external and internal magnetic field components, the combined measurements support a variety of scientific studies not possible with magnetic field measurements alone.
The forward-facing side of each satellite is oriented to within ±4 ∘ of the satellite velocity vector through the use of magnetotorquers. Each satellite carries a suite of scientific instruments that include vector and absolute scalar magnetometers situated on a boom on the trailing side of the spacecraft, a three-axis accelerometer, and an Electric Field Instrument (EFI) which is the focus of this paper. See Friis-Christensen et al. [2008] for a more complete description of the other instruments.
In order to avoid difficulties deploying booms and maintaining a stable attitude in low-Earth orbit, satellite measurements of ionospheric electric fields ⃗ E ⟂ in the direction perpendicular to the geomagnetic field ⃗ B 0 are often made indirectly through measurements of ionospheric drift (or flow) velocities ⃗ v i . Low-frequency electric fields are derived through the relation ⃗ E ⟂ = −⃗ v i × ⃗ B 0 , which holds to a high degree of accuracy in the ionosphere above an altitude of approximately 150 km.
Since the 1960s, ionospheric drift measurements have been made almost exclusively using retarding potential analyzers (RPA) for the ram component of flow and ion drift meters (IDMs) for cross-track flow measurements [Knudsen, 1966; Heelis and Hanson, 1998 ]. Both techniques rely on sensitive analog measurements of net current carried by incident rammed ions detected by a small number of anodes. RPA/IDMs have facilitated an extensive body of scientific discoveries; however, they provide only limited information on the velocity distributions that underlie the measurements. Cooke et al. [2003] developed a digital ion drift meter for the CHAMP satellite that combined an RPA with an imaging anode to resolve angular distributions of incident ions.
The ion drift measurements on Swarm are based on a relatively new technique that we refer here as Thermal Ion Imaging (TII). Developed first for suborbital rockets , this technique represents a marked departure from the RPA/IDM concept, in that each of the EFI's two TII sensors use an electrostatic focusing system to produce two-dimensional (angle-energy) images of low-energy ion distribution functions; these are then amplified using microchannel plates (MCPs) and a phosphor screen and recorded using charge-coupled devices (CCDs). On Swarm, the CCD images are processed partially on board and further on ground to obtain ion velocity and temperature estimates twice per second.
The potential advantages of the TII relative to techniques such as the RPA/IDM that make integral measurements of the distribution function include onboard compensation of gain nonuniformities over the detector surface; full (software) control over the reduction of distributions to moment values; the ability to inspect a subset of the full distributions for the purpose of optimizing the reduction algorithms in flight, and in order to exploit the full distributions scientifically; and potentially greater sensitivity in lower density plasmas made possible by charge amplification with microchannel plates. Also, whereas the need to sweep grid voltages in the RPA limits its time resolution to of the order of 0.25 s [Heelis and Hanson, 1998 ], the TII's energy-imaging capability allows it to operate as fast as the CCD images can be read out, which has been done at frame rates of up to 125 s −1 in cases where sufficient telemetry bandwidth is available (although the fundamental image rate on Swarm is 16 per second.) One key disadvantage of the TII is a more complex detector that requires the use of high voltages and is vulnerable to exposure to trace amounts of contaminants (such as water) prior to launch (see section 5.1).
Like the RPA/IDM, the CCD-based TII design has the advantage that it can be operated in so-called current mode, as opposed to particle-counting mode as is done with almost all other space-based particle detectors. In particle-counting mode, the MCP gain must be kept sufficiently high that each particle event or "hit" that triggers an MCP firing can be detected individually, typically with a charge-sensitive preamplifier. In the TII there is no requirement on the minimum signal produced by one particle event, since the CCD records the total signal accumulated over an integration period.
Current-mode operation has two distinct advantages over particle counting. First, it can accommodate particle event rates that are orders of magnitude higher than can be achieved in particle-counting mode, in which event rates are typically limited to 10 6 -10 7 s −1 due to electronics response times. In contrast, the Swarm TII sensors operate at event rates of up to 10 10 s −1 and higher. Second, current-mode operation helps to preserve detector lifetime. In the TII, a bright signal is achieved with an MCP output current of the order of 1-10 nA/cm 2 , amounting to 0.1-1.0 C/cm 2 total extracted charge after operating continuously for 1 year, values which are more than an order of magnitude lower than the MCP manufacturer's lifetime extracted charge specification of 40 C/cm 2 . A disadvantage of current mode is that it precludes accurate measurement of ion time of flight between the entrance aperture and detector, which information can be used to determine ion mass [Wüest, 1998; Möbius et al., 1998; Yau et al., 2015] .
On Swarm, the TII sensors are not used to estimate plasma density due to the complexity of determining absolute particle flux with a detector having a variable and nonlinear gain. Instead, plasma density on Swarm is determined by the Langmuir probes.
The basic CCD frame rate on Swarm is fixed at 16 s −1 ; Level 1b (L1b) data products (see section 3.1) are produced at a rate of 2 s −1 using sets of eight images which are reduced partially on board. The EFI instruments produce raw first moments at a rate of 16 s −1 ; however, velocity estimates from these higher-rate moments cannot be corrected for effects such as rapid variation of spacecraft potential or the presence of minor ion species and are not included in the (calibrated) L1b product distribution. TII-type sensors have flown on several suborbital sounding rockets, leading to scientific results that include characterization of mechanisms responsible for highly localized ion heating cavities [Burchill et al., 2004; Knudsen et al., 2004] , observation of ion upflow at speeds of hundreds of m/s within the polar cusp/cleft , and precision measurements of ion demagnetization versus altitude in the collisional lower ionosphere [Sangalli et al., 2009; Burchill et al., 2012] . Sangalli et al. [2009] compared TII-measured ion drifts with double-probe electric field and neutral velocity measurements to establish a measurement accuracy of better than 20 m/s root-mean-square (RMS).
Langmuir probes are ubiquitous instruments on satellites [Lebreton et al., 2006] . Normally, the current between the probe and the satellite is measured by varying the probe bias in small steps over the complete range of values that could possibly be relevant. This is called a sweep. For Swarm a different method was chosen for providing the bulk of the Langmuir probe (LP) science data. By tracking a specific current on board, only three bias points are selected at values which are most relevant for determining plasma parameters. At these points the bias voltage is modulated with a small amplitude harmonic signal. Both the current and the complex admittance are measured at each of the three points, which is more than sufficient to estimate density, temperature, and potential. A similar method has been described by Siefring et al. [1998] . Figure 1 shows an EFI mounted on the ram-facing side of the Swarm spacecraft, with the Langmuir probe positions indicated as well. The inset shows the orientation and placement of the TII sensors. The EFI faceplate and sensor surfaces can be electrically biased to potentials of between 0 and −5 V relative to instrument chassis (and spacecraft) ground; the total current to the faceplate is measured and can be used as a proxy for plasma density. The region closest to the sensor apertures is plated with gold; the remaining ram-facing surfaces are painted with an electrically conducting, thermal-control material. The properties and resource requirements of the EFIs are given in Table 1 . Figure 2 shows a schematic cross-sectional view of a TII sensor. Each sensor includes an entrance aperture, a collimation region, a hemispherical electrostatic analyzer section, a flat grid at the "equator" of the hemispherical system held at the same potential as the inner hemispherical electrode, a pulsed electrostatic shutter grid, a pair of microchannel plates (MCPs), a phosphor screen, a fiber-optic (FO) taper, and a CCD which is bonded to the small end of the FO taper. A cable harness provides power, clocking, and signal connections to the CCD from a controller board in the main circuit board stack. The electronics box also houses a LEON-II-based instrument controller board, an LP controller board, and low-and high-voltage power supply boards provided by CAEN S.p.A.
Swarm Electric Field Instruments

TII Sensors
As is done with the RPA/IDM technique [Heelis and Hanson, 1998 ], the TII sensors determine arrival angle and kinetic energy per charge W i ∕q i of incident ions, including contributions from any difference Φ s∕c in electric potential between the satellite and plasma:
where m i and q i are ion mass and charge and v r is the ram velocity (i.e., due to satellite motion plus ram component of ionospheric flow velocity). On Swarm, a pair of Langmuir probes (LPs) is used to determine Φ s∕c and also to measure the electron density and temperature.
The TII sensor is designed to determine the drift velocity and ion temperature in relatively cold plasmas such as those comprising the ionosphere. In contrast, to the RPA/IDM technique, the TII sensors generate 2-D maps of the low-energy core (also referred to as thermal) ion distribution function. The TII ion focusing scheme is based on one first used for the Freja satellite's Cold Plasma Analyzer, or CPA [Whalen et al., 1994] . Similar to the widely used "top-hat" analyzer [Carlson et al., 1982] , ions that entered the CPA were deflected by an inward-pointing radial electric field maintained by two concentric hemispherical electrodes. Unlike the top-hat analyzer, which must sweep the analyzer voltage to obtain an energy spectrum, the CPA and TII analyzers image in both energy and arrival angle. Energy imaging is accomplished by deflecting ions through a semitransparent grid cut into the inner hemispherical electrode; ions passing through this grid are dispersed in radius according to their energy per unit charge before impacting a 2-D circular detector region, as shown in Figure 3 .
Also, in contrast to the top-hat analyzer, which detects particles having an energy per unit charge of several times the potential difference ΔV between the two hemispheres, the CPA/TII-type analyzer detects particles having energies that range from W max ≈ qΔV∕3 to 0 energy in the sensor frame, though particles with energies less than ≈ W max ∕10 fall into a central spot on the detector and are not resolved in energy. Figure 4 shows unprocessed images from the Swarm A TII horizontal and vertical sensors, taken at an altitude of approximately 494 km on 13 December 2013. The brightest signal is expected to be due to O + , the dominant ion species at Swarm altitudes. The radial position of the O + signal is determined by the ram energy (∼5 eV) added to the potential difference between the plasma and faceplate, which includes the electrostatic sheath external to the sensors and the faceplate-to-spacecraft potential (-1V in this case). The ring-like regions to the right of the O + signals are consistent with ions having low ram energy (e.g., H + , or possibly heavier ions scattering from the spacecraft) accelerated through the sheath. The outer edge of the detector corresponds to a kinetic energy of approximately 20 eV.
TII Images
Ion drift velocity ⃗
v i is derived from the position of the O + signal (see section 3.1). The Swarm EFI is required to resolve ion velocity variations of the order of 10 m/s superimposed on a nominal ram velocity of 7600 m/s. This translates to a change in fractional radial position ΔR∕R of the O + spot of the order of 10 −3 . The same change in the cross-track velocity requires an azimuthal angular resolution of ∼0.01 ∘ . This resolution is accomplished by sampling the O + region with many pixels from which a first moment (image centroid position) can be calculated, resulting in subpixel resolution. Because the TII creates a two-dimensional map of the ion distribution function, higher-order features such as temperature (corresponding to the width of the ion spot) and temperature anisotropies can also be characterized.
Numerical simulations were used to establish that an image diameter of 64 pixels is adequate to achieve measurement resolutions required by the Swarm mission. See the Appendix for more information. For the Swarm TII sensors this pixel density is achieved with an EEV model CCD67 frame transfer device, providing 268 × 264 pixel images, each pixel measuring 26 × 26 μm. The Swarm TII sensors operate at a fixed image rate of 16 s −1 . Much higher frame rates have been used on suborbital flights of the TII and on the CASSIOPE/ePOP satellite ; however, these rates could not be supported on the Swarm mission, on which the EFI instruments have a telemetry allocation of 6 kbit/s on average. Each Swarm TII image consists of a rectangular region measuring 66 × 40 pixels (after 4 × 4 binning within the CCD itself and cropping in software), resulting in 2640 pixels sampled with 12 bits, for a total of 31,680 bits per image. The 16 s −1 frame rate is still too high to allow all images to be telemetered to ground but was chosen to limit the accumulation of CCD dark signal. On orbit, the TII sensors operate at a temperature of the order of 20 ∘ C or less, keeping dark signal at low values. Flight data show a typical CCD dark signal of the order of a fraction of 1% of full scale. A technical description of the phosphor material used in the TIIs is given in Aase et al. [2011] .
In order to make consistent measurements of the position and size of the O + signal, the TIIs use an automatic gain control (AGC) which attempts to maintain constant output brightness despite input plasma densities that can range from 10 2 to more than 10 6 cm −3 . The AGC is implemented in two stages that include control of the MCP bias voltage and therefore its gain, and an electrically pulsed grid mounted just in front of the MCP which can operate with an "open" duty cycle as low as 0.1%. Note that neither stage alone can control gain effectively over the full range of operating densities.
LP Principle of Operation
Langmuir probes consist of a collector immersed in a gas of charged particles. The collector's potential or "bias" must be controlled, and the resulting current between probe and satellite is measured. Ideally, the satellite's electrical ground exposes a much larger surface to the plasma than the probe. Then the current is limited by the available charge carriers in a thin sheath adjacent to the probe's surface. Following the theory pioneered by Mott-Smith and Langmuir [1926] , the density, electron temperature, and satellite potential V s , which is normally different from the satellite ground potential, can be estimated from measurements of the current at different bias values. Typically, the bias is incremented or decremented in small steps, yielding a "current voltage" or "I-V" characteristic. This is called a sweep. In the case of Swarm, however, a new different method is employed most of the time for the bias control, which is described in section 3.3.
The electric potential changes over the sheath from the probe bias to V s . Also, the faceplate surface surrounding the TII apertures is separated from the plasma by a thin sheath, and its bias is controlled and held fixed. The sheath changes the velocities of ions as they approach the TII apertures [see, e.g., Marchand et al., 2010; Rehman et al., 2012] , driving the requirement to measure V s near the location of the TII apertures (inset, Figure 1 ). The V s measured at the probe is extrapolated to the location of the TII aperture by assuming a ⃗ v × ⃗ B plasma potential distribution, where ⃗ B is the magnetic field and ⃗ v ≈ −⃗ v sat is the plasma velocity relative to the satellite (which is approximately simply the satellite's orbital velocity). The faceplate bias is kept constant; only the probe bias is varied.
In addition, to the V s offset the I-V characteristics depend on the electron density N e and temperature T e of the plasma surrounding the probe. The equations used for analyzing the data are based on the conventional orbital-motion-limited theory [Mott-Smith and Langmuir, 1926 ; see also Wharton and Hoegy, 1971] . A saturation of the electron current occurs for a large positive bias.
where I is the total current, V b is the applied bias, and V p is the potential of the probe relative to the plasma.
Here the notation of Mott-Smith and Langmuir [1926] is used, in which potential and temperature are in energy units, meaning they are multiplied by the fundamental charge e and the Boltzmann constant, respectively. N i is the ion density which is effectively equal to N e in the ionosphere. F e (see below) is a factor independent of N e and T e . F i is the factor for the ion current, E i is the ion energy, u i the ion ram speed, i.e., the satellite's velocity through the ionosphere. In low-Earth orbit the ram energy of atomic oxygen ions E i is normally much larger than the thermal energy; therefore,
is the current due to photoelectrons:
E ph is the characteristic energy of emitted photoelectrons. For a spherical probe the factors in equation (2) are
where m e is the electron mass and r p the probe radius. For typical values at Swarm altitudes, variations in N e , T e , and V s have a marked effect on the I-V curve, as Figure 5 illustrates. The well-known effects of T e occur primarily in the region of slightly to moderately negative V p , which is called the retarded region. N e affects the slope of the straight, linear electron as well as ion regions, and V s shifts the I-V curve horizontally.
On Swarm the Langmuir probes are solid spheres of 4 mm radius made from titanium. They are screwed onto 8 cm long posts, which are fixed via a probe foot to the satellites' bodies. On each satellite there are two probes. One of the probe spheres has a nitrated titanium (TiN) surface, the other one has been gold plated (Au) by electrolysis. The Au surface replaced one of the original TiN probes because of concerns that a thin layer of oxidation on the TiN surface would affect the performance of the probes in relatively high density, cold ionospheric plasma. The performance of the TiN and Au probes in orbit will be compared in a future study.
Instrument Modes
Normal Mode
The EFIs operate most of the time in Normal Mode. This mode is used to generate the L1b data products listed in Table 2 . Each 3-D ion drift velocity vector measurement is derived from eight TII images from each sensor averaged together each half second on board. Before averaging, a programmable background level is subtracted from each image to remove the dark signal and to precondition the image to ensure robust operation of the automatic gain control. Following this, a gain correction factor is applied to each pixel of every image. Gain correction maps for each sensor were generated from prelaunch flat-field images taken with a uniform UV source; they have been modified and uploaded as additional gain nonuniformities become apparent with experience operating the instruments.
10.1002/2016JA022571 TII images are processed partially on board to generate the following intermediate data parameters which are telemetered to ground:
1. Column profiles N i (see Figure 6 ) are calculated on board by summing over the y coordinate shown in Figure 4 . In ground processing, a fitting procedure isolates the O + signal and determines its position and width, from which velocity and temperature in the ram direction are determined. 2.ȳ i are the first moments of column i (where i maps the x coordinate; see Figure 6 ) calculated for eight columns on board. Cross-track velocities (horizontal and vertical) are derived on the ground from the slope of a linear fit to these values. The brightest eight contiguous columns are chosen within programmable limits. 3. Cross-track ion temperature (in both the horizontal and vertical directions) is derived from the second y moment averaged over a subregion defined from programmable limits. Specifically, for a single image at time t, where i is the column index (x coordinate), j is the row index (y coordinate), and M represents the columns of the subregion. The reported second y moment is the average of Δy 2 t calculated from the eight images recorded each half-second. 4. Sixteen hertz, 2-D first moments are calculated from the same subregion defined for the second y moment.
This region is chosen based on the estimated location of the O + signal, but no attempt is made to exclude other species. Thus, these higher-rate moments are susceptible to larger systematic errors in the ram component and are not part of the (calibrated) L1b data distribution. They are however telemetered to ground and are used to generate a high-variability L1b quality flag which activates in highly structured regions; uncalibrated ion velocities can be estimated from the 16 Hz moments for scientific use. 5. Raw TII images (one "H" and one "V") are telemetered at least every 256 s in Normal Mode, and at times more frequently, allowing regular checks of parameters derived on board against full distribution images.
In on-ground, Level-1b processing, column profiles are modeled as the sum of two Gaussian curves under the assumption of two dominant ion species. The peak at the higher energy is assumed to be O + . The fitted Gaussian peak position and width are used to calculate ion velocity and temperature in the ram direction. The reported ion temperature is determined by a weighted average of temperatures in the ram, cross-track horizontal, and vertical directions, with weighting factors applied in L1b processing. In the early part of the mission the two sensors were weighted equally in order to reduce noise. However, flight experience has shown that one of the two sensors on each spacecraft tends to be more susceptible to systematic errors; in future data releases the less-biased sensor will be given more (or full) weight.
The relation between image first moments and velocity, and between second moments and temperature, is discussed in section 4.1. Once the total ram energy W + O per charge q is determined, the ram velocity v r is derived from equation (1).
In addition, to raw images, in Normal Mode the total current to the front faceplate of the instrument is measured using the LP circuitry; this current is telemetered at 16 Hz via housekeeping telemetry for the purpose of monitoring variability in plasma density.
TII Calibration Mode
In TII Calibration Mode, one raw image from either the "H" or "V" sensor is telemetered up to once per second. Experience with flight data has shown that a low setting of the deflection voltage ΔV (roughly −10 V as opposed to the nominal value of −60 V) disperses incoming ions broadly enough across the detector surface to reveal detector gain variations; raw images are then averaged and inverted to produce gain correction maps which are then uploaded periodically. Figure 4 shows an example of a gain correction map taken prior to launch using a diffuse UV source. As in Normal Mode, 16 Hz faceplate current measurements are made in TII Calibration Mode as well. TII moment calculation and LP measurements are suppressed during operation of this mode.
LP Modes
In Normal Mode the LP alternates between two submodes, namely, the classical sweep and a higher frequency Harmonic Mode. The sweep is done only once every 128 s for a duration of 1 s. The bias is stepped across a range of voltages covering the relevant parts of the I-V characteristics. The number of steps is up to 256, and the maximum bias is ± 5 V. The sweep range can be commanded; typically −1.5 to +2.5 V is sufficient. The Sweep Mode analysis follows well-known methods [Lebreton et al., 2006] and is not described further.
Here we detail a new Harmonic Mode which is performed more than 99% of the time. Figure 7 illustrates how this works. In order to cope with the a priori unknown V s shifting the I-V curve horizontally, a bias v tr is iteratively adjusted on board to track a configurable target current (nominally 0 A). The v tr is not the desired V s , but −v tr gives a rough indication of its value. After the tracking the bias is cycled through only three values:
1. At a sufficiently negative bias v ion such that only the ion current in equation (2) is significant; 2. At v lin which is from a configurable positive offset from v tr such that the electron current is saturated and the v lin is above the "knee" of the I-V curve; 3. At v ret which is below and close to the knee of the I-V curve. The intersection of the linearly extrapolated ion and linear regions calculated from the derivatives of the bias ripple (see below) determines v ret . If this point ends up at a higher bias than the linear one, which must be incorrect, then another, smaller positive offset from the zero tracker is used instead. This is controlled by software running on the instrument electronics.
The bias points are in the "ion," "linear electron," and "retarded electron" regions, respectively. At each of the three points the bias is modulated sinusoidally, or "rippled" at frequencies up to about 4 kHz, with a nominal value of 128 Hz, and with adjustable amplitude. With this harmonic modulation not only the current but also the complex admittance is obtained. The real part of the admittance is the derivative of the I-V characteristics. The capacitance (imaginary part) is expected to be small and can be used to detect external natural or instrumental disturbances. At each point the "rippling" lasts of the order of 100 ms, and the current and admittance are averaged over roughly ten ripple cycles.
For the estimation of N e , T e , and V s on the ground the following implicit equations result from equation (2):
Here v xxx are the three biases (in energy units), i xxx the currents, and d xxx the derivatives (real parts of the admittances). This overdetermined system could be solved by nonlinear fitting, but in practice mixing the measurements from the different regimes would also propagate any of the not-so-infrequent disturbances into the end result. The ion region turns out to be much less disturbed than the electron regions. Therefore, we rather get N e directly from d ion , equation (11), and assume
, with u s equal to the satellite's orbital velocity. If the ion velocity vector in the Earth's frame is known, e.g., from TII measurements, it can be added to ⃗ u s to get the ion velocity relative to the probe. This is, however, not done in the standard data processing.
T e can be estimated avoiding the linear electron region by combining (10)- (13):
In the derivation of (16) the photoelectron current, which is omitted in (10) to (13), is eliminated, and so should have no effect. For very low densities the instrumental noise of d ion may become significant. Then To get the spacecraft potential, we divide (14) by (15):
An alternative formula derived from (10)- (15) is used at low densities:
In order to cope with the large dynamic range of ionospheric densities, one probe operates with high sensitivity to input current and the other with low sensitivity. The relative difference in sensitivity is a factor of about 50. The high sensitivity probe was designed to saturate at densities larger than about 1×10 5 cm −3 . However, by using measurements in the ion collection regime, where the weak ion current never causes analog-to-digital converter overflows, the high sensitivity probe can be used to estimate density (though not T e and V s ) everywhere, even in high-density regions such as on the dayside near the magnetic equator, which is crossed once per orbit, typically. In this way, all density data are derived from a single probe, which avoids intercalibration issues. Furthermore, the density measurements made in this way are subject to little instrumental noise. The parameters from both probes are available on the ground and are analyzed using the relations (10)-(18).
The analysis outlined here is used to produce estimates of N e , T e , and V s without any further calibration. According to a preliminary assessment based on comparisons with sweep data and incoherent scatter radar measurements, the N e estimate is roughly 10-20% too low, and the T e from the high-sensitivity probe is of good quality, but a few hundred K too high. A detailed investigation of the LP performance on orbit is proceeding, and a publication describing EFI calibration and validation is in preparation.
In addition, to the Sweep and Harmonic Modes, a Time-Series Mode is also available and used mainly in periods reserved for calibration; a constant bias is applied, and the current is recorded with high time resolution.
TII Calibration Parameters
Ion velocity and temperature are estimated primarily from the first and second moments, respectively, of the O + signal in the TII images. However, due to the nature of the ion focusing system, these relations are not linear, and also are not orthogonal, meaning the shape of the signal (represented by its second moment) can affect the first moment. Furthermore, many factors other than velocity and temperature can affect the moments; these include spacecraft potential, spacecraft sheath structure, plasma density, and background magnetic field [Marchand et al., 2010; Rehman et al., 2012] . These effects were modeled prior to launch through the use of a Monte-Carlo-based instrument simulation; the various dependencies are represented by multidimensional polynomials that will be detailed in a separate publication. Calibration coefficients are stored in a Characterization and Calibration Database (CCDB) and are applied on the ground during L1b processing.
In addition, to the above parameters, accurate calculation of the first moment depends sensitively on fixed parameters that include the location of the center of the ion focusing system, which must be known to a fraction of 1 pixel, and on angular offsets of the detector relative to the spacecraft coordinate system, which must be known to better than 0.1 ∘ . These fixed parameters could not be determined with sufficient accuracy prior to launch due to the difficulty in producing a laboratory test source having the correct composition, flow speed, temperature, and homogeneity. Instead, calibration parameters are determined using statistical properties of the O + signal under the assumption that the long-term average of the observed ion velocities (both along track and cross track) are zero after accounting for satellite motion. Velocity errors are discussed in section 5.1.
As the name implies, fixed calibration coefficients are not expected to change on orbit. However, since they are determined through statistical data, estimates can be improved as more flight data become available. The CCDB files containing all calibration coefficients are updated regularly.
Another important calibration parameter is the onboard detector gain map applied to each image. Extensive testing was carried out prior to launch to verify that the detectors are capable of operating continuously for 4 years on orbit. While this was confirmed, it was also found that gain is expected to decrease by a factor of 2-3 during extraction of the first 0.1 C/cm 2 of charge, corresponding to the first few months of continuous operation on orbit. This amount of loss can easily be compensated by increasing the bias voltage on the MCPs; however, a more difficult problem is that highly exposed areas lose gain faster than their surroundings, and the resulting uneven gain distribution can distort moment calculations. Prelaunch testing also established that MCP "burn-in" or "scrubbing" does not solve this problem, since even brief exposure to atmosphere returns the detector to a level close to its original gain state. Vacuum sealing the detectors prior to flight was considered too difficult; therefore, provision was made to track dynamic changes in the gain distribution (see previous section) and to upload correction maps on a regular basis.
Experience on orbit has verified the reduction in gain as a function of exposure to signal, and gain correction maps have been uploaded accordingly. However, an additional, anomalous signal also became evident after the first few weeks on orbit; see section 5 for further details.
TII Preflight Testing
The TII sensors underwent extensive prelaunch testing through the use of a low-energy ion source capable of producing collimated beam intensities as high as 10 9 cm −2 s −1 at energies as low as 10 eV and over a beam measuring approximately 2 cm in diameter. This testing established functionality of the sensors, including angular and (scaled) energy ranges and proper AGC operation. In order to accommodate the higher energy of the test source (>10 eV as compared to a nominal O + ram energy of 5 eV), the TII deflection ΔV was set to its maximum value of 100 V for laboratory testing; on orbit this value is set nominally to 60 V, corresponding to a nominal upper energy per charge of 20 eV. Figure 8a gives an example of raw TII images of a 30 eV N + 2 beam taken during laboratory testing. Figure 8b shows the signal centroid positions calculated from images such as these for a range of arrival angles and energies.
In-Flight Performance
The EFIs were switched on in early December 2013 while the constellation was still in its postlaunch, pearls-on-a-string configuration at an altitude of 490 km. Instrument parameters were adjusted throughout a 6 month commissioning period, during which time data are generally available although potentially with nonoptimal operating parameters. During the commissioning period the constellation was rearranged (see section 1) to support the science phase of the mission, which began in April 2014. Figure 9 shows an example of Swarm B EFI L1b data products from both the LPs and TIIs, calculated using the prototype L1b ground data processor for one orbit chosen on 16 April 2014. This preliminary data set (available online-see below-and denoted PREL0102) spans a 4 month period (mid-April through mid-August) and exhibits residual velocity offsets that can reach 1 km/s or more. Smaller-scale variations (e.g., of the scale of the auroral zone) are believed to be accurate, particularly in the cross-track directions (both horizontal and vertical). Fiori et al. [2016] have shown that forcing flow velocities to zero at subauroral latitudes results in high-latitude flow values that agree reasonably well with statistical, IMF-dependent flow patterns.
The L1b ion temperature estimate T i is clearly anomalous in this example, due in part to the so-called TII image anomaly discussed below. This T i value represents an average of four estimates from the two sensors, H and V, and in two directions, along and cross track. Figure 9d also plots one of the constituent estimates separately (horizontal cross-track direction), showing values that are more reasonable though perhaps somewhat too low.
Swarm data can be accessed from ESA at https://earth.esa.int/web/guest/swarm/data-access. Langmuir probe data (electron density and temperature) are available nearly continuously from the start of science operations. TII data are available from selected periods only, as calibration of those detectors has been hampered by a transient component to the gain response as described in the next section. Initially, L1b data from only a portion of the TII data have been released, with more releases planned as calibration parameters are refined. Vector quantities are given in a geographic North, East, Center coordinate system. Geophysical signals as well as systematic errors and noise are evident in this preliminary release of the L1b data (PREL0102). Ion velocities and electric fields exhibit large offsets that remain to be removed (see Fiori et al. [2016] ). Ion temperature T i , which is calculated from an average of four estimates (two sensors and two directions), is anomalously large in this example; however, more reasonable values are evident in the horizontal-plane cross-track value T iy,H .
TII Measurement Errors and Anomalies
Based on prelaunch modeling and analysis, the principal sources of ion velocity measurement error were predicted to be minor ions such as N + , N + 2 , and NO + ; uncorrected detector gain variations (targeted to remain at a level of less than 5% after application of gain correction maps); perturbations caused by magnetotorquers; and uncertainty in knowledge of transfer function coefficients, spacecraft attitude (known to within 0.1 ∘ , 2 ), and spacecraft potential (to which ion velocity is sensitive at a level of 100 m/s per 0.1 V).
The aggregate effect of these errors was predicted to limit measurement accuracy to 200 m/s for ion velocity, with a target of 100 m/s as experience is gained on orbit and calibration parameters are improved.
Model-based analysis of ion temperature errors predicted a measurement accuracy of 10%, with uncorrected gain variations being the dominant source.
Validation of all data products through comparison with ground-based incoherent scatter radars and other data sources is underway and will be the subject of an upcoming publication. However, an example of one type of validation test is shown in Figure 10 . Here horizontal cross-track velocity is estimated from the 2 Hz L1b first moments, then averaged down to a sample period of 10 s. These samples are taken at midlatitudes and compared to the zonal corotation velocity ((500 m/s) × cos( ), where is geographic latitude) plus apparent cross-track flows resulting from satellite yaw variations, which are normally subtracted in L1b processing but which are useful as a test signal in this case. While partial validation of data products can be carried out in some cases as shown, full characterization and reduction of systematic errors on orbit has been delayed by the appearance of a transient, secondary signal referred to as the TII imaging anomaly. This anomaly began to appear after the first several weeks of operation, after detector gain in highly illuminated areas began its predicted decline. As overall detector gain was increased to compensate, the secondary signal began to appear, much broader than the main signal. An example is shown in Figure 11 . For reasons that are unclear, this anomalous signal was not seen prior to launch despite extended periods of detector testing that simulated more than 4 years' worth of exposure to a nominal ion signal on orbit.
While the source of the secondary signal remains unclear, the investigation into its source is focusing on the possibility of gradual expulsion of water trapped within the phosphor screen. It is noted that while the TII sensors were placed under continuous dry nitrogen purge prior to launch, even brief exposure to humidity can contaminate the highly hygroscopic phosphor screens. Normally this possibility is addressed through a high-temperature bake-out of a phosphor-based detector; however, such a procedure was considered too risky and complex to carry out on orbit, and the dynamic gain map was implemented in its place. However, the image anomaly has proven to be highly transient and irregular and not treatable with a gain correction map.
Experience on orbit has shown that the anomaly worsens with extended periods of uninterrupted operation and can be stabilized through the use of rest periods. Relatively reliable operation has been achieved by operating sensors for a limited number of orbits per day, ranging from 1 to 7 out of 15 depending on the satellite.
The presence of the imaging anomaly is evident in the L1b data as an abnormally large ion temperature, stemming from large second moment values. Distortions in plasma flow velocity are also likely. In these situations, data quality flags are raised, as well as in situations in which the plasma density drops below a value of 10 4 cm −3 , which results in an increase in statistical noise levels due to low particle event rates.
The systematic errors discussed in this section, including the imaging anomaly, affect measurement accuracy. Measurement precision, on the other hand, is limited by measurement noise, which in turn is dominated by the effect of particle counting statistics on the moment calculations. Cross-track velocity precision has been estimated from flight data to be better than 10 m/s (2 ) for plasma densities greater than 10 5 cm −3 . This is demonstrated in Figure 12 , which shows, as a function of plasma density, the standard deviation (2 ) of the North, East, and Center components of ion velocity calculated over 1 min intervals. Dashed lines represent estimates of the lower bound on the variabilities. While these variability estimates contain contributions from both geophysical and instrumental sources, in quiet regions the latter will dominate.
Summary
The Swarm Electric Field Instruments represent a new approach to the in situ measurement of ionospheric densities, flows, and temperatures. By combining an imaging ion focusing system with CCD-based particle detection, the TII sensors are providing high-resolution maps of ionospheric particle distributions from which calibrated velocity and temperature estimates are derived at a rate of 2 s −1 . Full distributions are available in order to validate and improve onboard and ground processing, and for stand-alone scientific study. The Langmuir probes implement a novel method for tracking spacecraft potential in order to support the ion velocity analysis, while at the same time providing plasma science data through its electron density and temperature measurements.
The potential scientific applications of the Swarm EFI data are numerous and diverse. Here we highlight a few novel scientific applications of EFI data.
One new capability of the EFIs is measurement of ion temperature in three directions. Archer et al. [2015] carried out a study of intense ion flow channels in the nightside auroral zone that exceeded 2 km/s; these were associated with upward flows greater than 400 m/s and intense ion heating of up to 10 times the ambient temperature, predominantly perpendicular to ⃗ B. That study also used full TII images within heating regions to search for nonequilibrium velocity distributions. These events were interpreted as the result of frictional heating some distance below the satellite's altitudes of ∼500 km.
Multipoint measurement is another unique capability provided by Swarm. Early in the mission, the pearls-on-a-string configuration allowed successive sampling of structures at intervals of roughly 1-2 min. In the case of Archer et al. [2015] , the intense flow channels were shown to be quasi-stationary on the timescale of the three traversals, indicating that the heating at lower altitudes had likely been operating for some time, allowing sufficient time for heated plasma to reach Swarm altitudes. In another example, Goodwin et al. [2015] and Spicher et al. [2015] used the pearls-on-a-string configuration to study the creation of ionospheric density patches in the dayside cusp/cleft, and their subsequent evolution as they moved across the polar cap. The successive traversal of the three satellites allowed a direct measure of the antisunward patch velocity. Buchert et al. [2015] exploited the longitudinal separation of the three satellites to demonstrate the structure of equatorial plasma bubbles in two dimensions, and their relation to GPS track losses.
At larger scales, statistical studies of plasma convection are underway but hampered by the occurrence of anomalies mentioned in section 5.1. Fiori et al. [2016] have shown that cross-track velocity baselines can vary orbit to orbit, but that using the subauroral ionosphere as a zero reference results in velocity values that are consistent in magnitude with an empirical model. The resulting measurements are being prepared for use as supplementary inputs to improve regional (polar cap) convection maps derived from SuperDARN radar data [Fiori et al., 2013] . Park et al. [2016] have combined magnetic and corrected electric field measurements to conduct a statistical study of energy transfer via Poynting flux at midlatitudes.
Appendix A
This Appendix addresses the choice of pixel resolution for the TII detector design. Figure A1 shows a simulated image of rammed ionospheric plasma consisting of equal amounts of O + and H + . The image at upper right is sampled with a resolution of 64 × 64 pixels, the same used in the Swarm sensors. At lower right are column sums of the type calculated in onboard processing and telemetered to ground; these show that the two populations are clearly separated in this ideal case and lend themselves to separation via a two-Gaussian fit as used in Level-1b processing on the ground. The same is true for the 32×32 pixel images and their corresponding column sums. At a resolution of 16 × 16 pixels, the two populations cannot be distinguished; in this case a Gaussian fit intended to isolate the location of the O + spot would result in a significant error.
Another test of detector performance is the ability to determine the image position (centroid) accurately for an ion signal at a random position on the detector surface, meaning for a random ram velocity or arrival angle. Figure A2 shows the result of a Monte Carlo simulation in which ion signals generated from 10 5 particles (corresponding to a plasma density of approximately 10 5 cm −3 ) are centered at a random location on the detector surface and distributed over a bi-Maxwellian footprint. This position was then estimated from a centroid calculation, the error relative to the specified position was calculated and the process repeated 100 times. The RMS errors are plotted in Figure A2 for two spot sizes, one having a standard deviation of 1 pixel, the other, 3 pixels. The first represents the ideal case as determined from simulations such as the one shown in Figure A1 . The 3 pixel value is closer to the size of the signal measured on orbit, indicating some scattering of incident ions inside or near the sensor. Figure A2 shows that velocity errors resulting from both systematic (pixelation) and random sources are below 10 m/s for both the 32 × 32 and 64 × 64 pixel cases. At 16 × 16 pixels, the velocity error increases sharply for the narrower (i.e., better-focused) distribution. This counter-intuitive result stems from the fact that accurate centroiding requires that the distribution be sampled by many pixels, in which case centroids can be calculated with a subpixel resolution. In the case of a 64 × 64 detector, a velocity error of 5 m/s corresponds to an error of only 0.01 pixel. This sensitivity is characteristic of both the ram and cross-track directions. In cases where the ion signal size becomes comparable in size to or smaller than the pixel size, the effective resolution of the centroiding process reduces to the order of 1 pixel. This is seen in the large errors associated with the 8 × 8 pixel case.
Based on the above, the choice of 64 × 64 pixels provides extra design margin as far as velocity determination is concerned. However, it also clearly provides superior information regarding the higher-order structure of the ion signal, which is valuable in regions of anisotropic temperature, for example.
