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Abstract 
Analyzed Bayesian classifier with string, n-gram and API as features, we found that it is very difficult to improve 
Bayesian classifier detection accuracy because selected features are not completely independent. In order to solve this 
problem, we propose a new improved choose features method which are most representative properties, 
and show that our method achieve high detection rates, even on completely new, previously unseen 
malicious executables.
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS 2011] 
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1. Introduction 
With the development of computer malicious code, anti-malware technology is more and more 
significant in information security. The traditional signature-based scanning technology can detect known 
viruses accurately, while is not useful for new malicious code before virus database updated.  
With hard working and researching by experts or scholars for many years, data mining, pattern 
recognition and machine learning algorithm have been applied to detect unknown code and good results 
have been achieved. M. Schultz et al. [1] used data mining algorithms such as RIPPER, Naive Bayesian 
algorithm to detect unknown malicious code. Their methods were based on static analysis of programs 
and used machine code (obtained with a hex dump), ASCII string and API call sequence (obtained by 
static analysis of a PE program) as feature vectors. The results showed that Bayesian methods based on 
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string and byte sequence could get higher accuracy. In a related literature [2], they developed an UNIX 
mail filtering system to detect malicious executables, and used byte sequence as feature vectors. Reddy et 
al. [3-4] introduced a feature extraction method of variable length n-gram, and used episode algorithm to 
extract features, then they obtained variable-length gram features by frequency and information entropy. 
Kolter et al. [5] proposed a text classification method that detected and classified malicious executable 
file. From the comparison of Naive Bayesian, Decision Tree, SVM and boosted decision tree, the result 
showed that boosted decision tree had a perfect performance. 
Among these technologies, Naive Bayesian (NB) classifier is the most popular probabilistic classifier 
based on applying Bayes' theorem (from Bayesian statistics) with good statistical properties. Bayes or 
improved Bayes algorithm has the capability of unknown malicious detection, but it still classified some 
benign programs as malicious code and some malicious as benign. In this paper, we are interested in 
improving NB classifier accuracy, and in particular to the problem of feature selection. Two main 
contributions will be made through this paper. We will analysis the main course of misclassification. 
Furthermore, we propose a new improved choose features method which are most representative 
properties, and show that our method achieve high detection rates, even on completely new, previously 
unseen malicious executables. 
The rest of this paper is organized as follows: Section II gives an experiment results based on NB 
classifier and misclassification analysis. Section III presents details of our methods to obtain high 
accuracy. Lastly, we state our conclusions in Section IV. 
2. Classification Based on Naive Bayesian Model 
2.1. Bayesian classification method based on string 
This section describes Bayesian classification method with strings as features, the approach is that filter 
strings according to dictionary (includes more than 5,000 English words), remove redundant and 
meaningless strings, and then calculate mutual information (MI) for each two features, at last choose 
features based on MI. Supposed M is the number of selected features, when M is 100, 150, 200, 250, 300
respectively, 99 normal files and 104 malicious files are classified according to different M. The results 
are showed in Table 1. 
Our training sets are consisted of two parts, malicious and benign, include 1000 instances respectively. 
All benign instances are obtained from system32 folder of Windows operating system and malicious 
instances are obtained from VX Heavens (VX HEAVEN, available on http://vx.netlux.org/). To evaluate 
the classifier, we are interested in several quantities: 
1. True Positives (TP), the number of malicious executable examples classified as malicious code. 
2. True Negatives (TN), the number of benign classified as benign. 
3. False Positives (FP), the number of benign classified as malicious  
4. False Negatives (FN), the number of malicious classified as benign. 
The Positive Detection Rate is defined as , Negative Detection Rate as , and Overall 
Accuracy as . 
The experimental results with 150 features are shown in Table 2. Experiments are carried out on the 
dataset using a 10-fold cross-validation scheme. From Table 2, we know that the Bayesian classification 
method based on string has a good PDR for malicious codes, when training set is sufficient, but 
misclassification for benign programs reduced AR and NDR. 
Table 1. Misclassification number of files with different M 
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M FP FN Total 
100 48 7 55 
150 22 10 32 
200 22 10 32 
250 18 12 30 
300 18 20 38 
Table 2. Experiment result of NB classifier based on strings 
Training proportion Positive Detection Rate (%) Negative Detection Rate (%) Accuracy (%) 
10% 62.65 85.81 73.91 
20% 60.95 85.93 73.11 
30% 69.25 81.47 75.19 
40% 87.78 76.88 82.48 
50% 88.19 79.68 84.05 
60% 90.00 77.64 83.99 
70% 89.52 78.86 84.34 
80% 90.48 80.40 85.57 
90% 91.43 77.78 84.80 
100% 100.0 100.0 100.0 
2.2. Bayesian classification method based on N-Gram 
This section describes Bayesian classification methods with n-gram as features. Supposed n is 2, 
extracting 2-grams from the training set, and calculating MI of each two 2-grams to select features. When 
M is 100, 150, 200, 250, 300 respectively, 99 normal files and 104 malicious files are classified according 
to these features. The results are showed in Table 3. We should choose M as 200, and the classifier is able 
to get the best results. The experimental results with 200 selected features are shown in Table 4. From 
Table 4, Bayesian method based on n-gram obtained stable results in PDR, NDR and AC, but the 
accuracy is not desired. 
Table 3. Misclassification number of files with different M 
M FP FN Total 
100 32 14 46 
150 27 12 34 
200 11 20 32 
250 20 15 35 
300 20 14 39 
Table 4. Experiment result of NB classifier based on N-Gram 
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Training proportion Positive detection rate (%) Negative detection rate (%) Accuracy (%) 
10% 95.19 65.92 75.82 
20% 90.12 68.09 79.40 
30% 89.39 73.71 81.76 
40% 87.78 67.17 77.75 
50% 87.81 69.82 79.06 
60% 86.90 72.61 79.95 
70% 91.11 70.47 81.08 
80% 90.00 67.84 79.22 
90% 91.43 73.74 82.84 
100% 100.0 100.0 100.0 
2.3. Analysis of result 
2.3.1. Bayesian classification method based on string 
This subsection we will analyze Bayesian method based on string mentioned in Section 2.1. In the 
situation that 90 percent samples are trained and the rest are tested, there are 10 files are misclassified. 
String features in three of them are listed in Table 5. In table 5, the feature frequency of the benign file 
and the malicious file is probability vector used in [6]. From the table, we know that most of features in 10 
malicious misclassification files are same, and most of these strings frequencies in normal dictionary are 
higher than in malicious dictionary. That is main course of misclassification. 
Table 5. Misclassified malicious file (string as feature) 
Malicious files Feature frequencies in normal and malicious dictionary 
Flooder.Win32.Wako 
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Trojan.Win32.WinDuke 
Trojan.Win32.Zybr.aaj 
2.3.2. Bayesian classification method based on N-Gram 
This subsection we will analyze Bayesian method based on n-gram mentioned in Section 2.2. In the 
situation that 90 percent samples are trained and the rest are tested, 12 normal files in 99 samples and 27 
malicious files in 104 are misclassified. The results of some misclassified files are shown in Table 6. 
From table 6, we know that the second file only extracts two features, the third file extracts one feature, 
and the feature frequencies in normal files are higher than the feature frequency in malicious files. 
Analyzed Bayesian classifier with string and n-gram as features, we found that it is very difficult to 
improve Bayesian classifier detection accuracy because selected features are not completely independent 
and training set is not sufficient, but it also show considerable robustness and efficiency. For 
classification, class probability is different to the real probability. The correct classification could be got, 
as long as the maximum posterior probability of the class was same to the real posterior probability in the 
order. For example, to the situation of two classes, an example x, according to Bayesian formula, p(+ | x) 
= 0.51, p(? | x) = 0.49, while the real probability p(+ | x) = 0.91, p(? | x) = 0.09. Although their values 
were very different, NB could still get the correct classification. 
Table 6. Misclassified malicious file (n-gram as feature) 
Malicious files Feature frequencies in normal and malicious dictionary 
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Exploit.Win32.Danet 
Exploit.Win32.FVRestart 
Trojan-Proxy.Win32.Xorpix.ew 
3. Improved feature selection 
To improve Bayesian classifier detection accuracy, it is important to find a way to select representative 
attribute from all the information. But it is hard to make clear that what string or n-gram attributes are 
related and what are unimportant. To improve the classifier accuracy, our method is that extracting 
features only from code section of PE instance programs, not from whole PE instance programs. The 
results of improved extracting feature method are shown in Table 7. 
Table 7. Experiment result of improved extracting feature method 
Training proportion Positive detection rate (%) Negative detection rate (%) Accuracy (%) 
10% 98.94  24.07  71.62  
20% 100.00  0.00  66.08  
30% 100.00  21.47  71.30  
40% 100.00  12.84  68.12  
50% 100.00  22.34  71.54  
60% 99.65  69.72  88.70  
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70% 99.55  37.96  76.99  
80% 99.60  32.11  74.92  
90% 98.35  81.87  92.32  
100% 98.94  24.07  71.62  
From table 7, we know that the Bayesian classification method based on string only from code section 
has a good PDR, but a poor NDR. As benign files are win32 executable files which has their own format 
(PE file format), there are many 0-data in PE files which exist due to segment alignment and reserved 
space in runtime. Malicious author always instead 0-data on malicious code fraction to feign, so malicious 
program instruction is disorder, not as benign programs. We propose a new improved choose features 
method which only extract features from benign programs, and build a one-class classifier. When we 
classify the testing programs with the classifier, they will be classified as malicious if not be classified as 
benign. Our method has a good PDR, even on completely new, previously unseen malicious executables. 
4. Conclusion 
The naive Bayesian classifier is widely used in many classification tasks because its performance is 
competitive with state-of-the-art classifiers, it is simple to implement, and it possesses fast execution 
speed. Analyzed Bayesian classifier with string and N-Gram as features, we found that it is very difficult 
to improve Bayesian classifier detection accuracy because selected features are not completely 
independent.  
In this paper, we presented a feature selection method that focuses on selecting code section features 
that are applicable to different malicious. In experiments testing our method, our method achieved better 
performance. This indicated that our feature selection method produced features that were more useful in 
detecting new unseen malicious executables.  
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