Abstract. We explore the question of whether sustained rational disagreement is possible from a broadly Bayesian perspective. The setting is one where agents update on the same information, with special consideration being given to the case of uncertain information. The classical merging of opinions theorem of Blackwell and Dubins shows when updated beliefs come and stay closer for Bayesian conditioning. We extend this result to a type of Jeffrey conditioning where agents update on evidence that is uncertain but solid (hard Jeffrey shifts). However, merging of beliefs does not generally hold for Jeffrey conditioning on evidence that is fluid (soft Jeffrey shifts, Field shifts). Several theorems on the asymptotic behavior of subjective probabilities are proven. Taken together they show that while a consensus nearly always emerges in important special cases, sustained rational disagreement can be expected in many other situations.
The social aspect of epistemic judgements also plays an important role in an older philosophical tradition (see, e.g., Dewey, 1929; Levi, 1980) . Of particular importance to the point of view developed in the present essay is C. S. Peirce's The Fixation of Belief (Peirce, 1997) . Pierce discusses at length the fixation of opinions in a community, emphasizing the advantages of the scientific method which resolves interpersonal disagreements by reference to shared experimental evidence. In situations where it is possible to obtain additional experimental evidence, this provides an alternative to the setup discussed in the peer disagreement literature.
The purpose of this essay is to develop the idea of reaching a consensus by obtaining more evidence with the help of Bayesian epistemology. Bayesianism provides a coherent and precise conceptual framework for studying questions in epistemology, as long as one is prepared to think that subjective degrees of belief are probabilities. I will assume this throughout what follows; but let me add that even if one has doubts concerning the basic principles of Bayesianism, it is worthwhile to apply the apparatus of probability theory as an approximate model for subjective beliefs, for it allows one to get fairly clear answers to general philosophical questions. It is a reasonable hope that answers thus obtained will be qualitatively similar for other theories of belief and belief change.
Bayesians usually conceive of belief revision in terms of conditionalization: new information is incorporated into one's prior degrees of belief by conditioning on it. In this learning situation problems of disagreement do not arise for certain varieties of objective Bayesianism. 1 Suppose, for instance, that there is a uniquely rational prior probability, which can be unearthed by applying methods like the principle of indifference. By starting with the same prior, two conditionalizers will always agree as long as they get the same information. 2 But objective Bayesianism runs into a host of objections, 3 which can be avoided by adopting a subjective interpretation of Bayesian principles. Subjective Bayesians deny the existence of a uniquely rational prior. Agents are allowed to have (perhaps wildly) different initial degrees of belief. In general, no set of initial beliefs is more, or less, justified than another. This implies that conditioning on the same information can lead two agents to have different posterior beliefs. At this level of analysis it is therefore clear that subjective Bayesianism allows for rational disagreement. This is not too surprising, since subjective Bayesianism is a theory of consistency: it does not tell you what to believe, it only tells you when your beliefs and your updated beliefs are internally consistent. So, while belief formation is not just as you like it, a lot is up to you.
Is this all Bayesians have to say about disagreement? Suppose it were. Then subjective Bayesianism faces a crucial problem, for it seems that subjective Bayesians have no account at all for the connection between rational learning and reaching a consensus. One could conclude from this that subjective Bayesians cannot give good reasons for the rationality of science, as e.g. Chalmers (1999) seems to suggest. One could even try to argue that this provides a good reason to return to objective Bayesianism, despite its shortcomings.
There is, however, a Peircean response to this charge that has been noted by many authors and is explored more fully in this essay. The basic thought is that disagreement often turns out to be transient and disappears as one gets more information. In other words, as more evidence becomes available a consensus may emerge. The underlying empiricist credo is that experience trumps any initial belief state; diverging opinions are just a sign that not enough evidence has accumulated yet.
There is a mathematically clearcut statement of this idea. It is known as 'merging of opinions'. In a seminal paper, Blackwell & Dubins (1962) showed that merging of opinions holds for Bayesian conditioning. 4 The Blackwell-Dubins theorem specifies under what conditions two conditional probability measures will become and remain close. If the two probability measures are viewed as prior degrees of belief, this means that agents will expect their conditional beliefs to be approximately the same in the long run. The result holds whenever a particular requirement on prior probabilities, called absolute continuity, is met. If this condition is not met, then the conditional beliefs of two agents may not merge. I explain this idea and discuss its philosophical significance in Sections 2 and 3.
The main difference between this approach to consensus formation and the solutions offered in the peer disagreement literature is that the former operates solely based on the basic principle of Bayesianism-coherence-while the latter adds principles over and above coherence. This is not to say that these additional principles become obsolete in the face of results like the Blackwell-Dubins theorem; rather, such results show under what conditions consensus may be reached in the absence of additional principles.
The Blackwell-Dubins theorem is a striking and deep result which solves several questions concerning long run consensus for Bayesian conditioning. There remain open questions, however. One is the following: are there any other factors (besides the ones required in the Blackwell-Dubins theorem) that influence whether opinions merge? An alternative factor could be the type of evidence one gets. Bayesian conditioning assumes that beliefs change by learning a proposition for certain. But learning experiences need not be like that at all. Evidential inputs may be, and very often are, uncertain. A well-known Bayesian model of belief change for uncertain evidence-and the one considered in the present essay-is Richard Jeffrey's probability kinematics (Jeffrey, 1957 (Jeffrey, , 1965 (Jeffrey, , 1968 , which I shall review in Section 4. While probability kinematics does allow for evidence to be uncertain, it is still close enough to Bayesian conditioning that it might be related to the Blackwell-Dubins theorem.
It seems plausible that uncertain evidence can affect the possibility of reaching a consensus. For the case of probability kinematics, we shall see that this depends on how one understands uncertain evidence. I consider two possibilities: hard Jeffrey shifts, where prior information is ignored; and soft Jeffrey shifts, which take into account an agent's prior. In a sense, hard Jeffrey shifts, despite being uncertain, represent a more solid kind of evidence than soft Jeffrey shifts. They allow to say more explicitly what the uncertain evidence is, while soft Jeffrey shifts can be thought of as interpretations of evidential inputs in the light of one's prior probabilities.
I show in Section 5 that probability kinematics with hard Jeffrey shifts leads to merging of opinions under quite natural conditions. This bears on the reasonableness of subjective Bayesianism because hard Jeffrey shifts arguably belong to the kind of evidence, together with propositions, that one might often find in scientific investigations. On the other hand, in Section 6 I show that soft Jeffrey shifts allow beliefs not to merge even if we impose all the conditions that otherwise entail merging. Thus, uncertain evidence can have a strong impact on whether a consensus is reached. Even if circumstances are very favorable-in particular, if every agent is individually rational-soft kinds of evidence are compatible with persistent disagreement. 5 Although the question of agreement is not independent of the kind of evidence agents get, other consequences of rational learning from experience are. One example, which I discuss in Section 7, is the convergence of degrees of belief. I will prove that probability kinematics leads to stable degrees of belief in the long run, provided that learning is rational. This is of course not the same as reaching a long run consensus. But it at least shows that rational learning leads to maximally informed opinions regardless of how uncertain evidential inputs are.
The philosophical significance of these results crucially depends on the Bayesian concept of rational learning. An appropriate framework will be reviewed in Section 8, where it is shown that a key assumption follows from dynamic coherence. In fact, considerations of dynamic coherence lead to generalizations of several of our results (see Section 9).
The big picture that emerges from these considerations is this. From a Bayesian perspective, disagreement is in general consistent with the agents' individual rationality, modulo assumptions on priors and the structure of evidence; and it is so at each step of a process of observation: from the level of initial probabilities, to the level of finitely many evidential inputs, to the long run. Reaching a consensus is by no means something that is guaranteed. However, there are special circumstances where it virtually is, and these circumstances turn out to be especially salient for fields of inquiry where people often do seem to come to an agreement. The Bayesian approach advocated in this essay explains in addition how certain factors, such as initial beliefs or weak and uncertain kinds of evidence, can lead to sustained but individually rational disagreement. In Section 10 I try to put some context to these broader issues. §2. Convergence to the truth. Let's start with a simple example. Adam and Eve observe a sequence of coin flips. Adam believes that the coin is fair. Eve thinks it is biased. After they have observed the same finite sequence of coin flips, they find themselves disagreeing about the probability of getting heads on the next trial. A subjective Bayesian would trace their disagreement back to their priors, maintaining that there is no general way to say that one prior is better than another.
But what if Adam and Eve observe more coin flips? It seems quite possible that their degrees of belief will get closer. This is indeed sometimes the case, and under certain regularity conditions both Adam and Eve expect this to happen. I present a precise statement of this result in Section 3. In this section I'd like to discuss a first step towards it, which is known as 'convergence to certainty'. Convergence to certainty asserts that Eve and Adam expect to learn the truth about any coin flipping event in the limit.
We adopt the framework of Kalai & Lehrer (1994) , which allows us to state our results in a very streamlined way. 6 Suppose that is a set of atomic events, and F is a σ -field of subsets of (that is, F is closed under countable unions and complementation). The elements of can be thought of as possible worlds and the members of F as propositions. In the foregoing example, is the set of all infinite sequences of coin tosses, and F contains all propositions about coin tossing events of interest. Members of F describe finite sequences of coin flips, but also limiting properties of sequences of coin flips, such as lim n→∞ S n /n = 1/2 or lim sup n→∞ S n ≥ 0, where S n is the total number of heads in the first n flips of the coin.
Let E 1 , E 2 , . . . be an infinite sequence of partitions of , and suppose that E n+1 is a refinement of E n for any n (every element of E n+1 is a subset of an element of E n ). E n represents the information an agent may get about the actual world ω ∈ at time n. For instance, if a coin is flipped infinitely often, the two propositions that (i) the coin comes up heads on the first toss and (ii) the coin comes up tails on the first toss is a partition of the set of all infinite sequences of coin tosses. After observing the first coin toss Adam and Eve learn which proposition contains the actual infinite sequence of coin tosses. The refinement condition says that an agent learns more about the true state of the world as n progresses.
For simplicity, we will assume throughout the paper that each partition E n is finite. If ω is the true state, the agent learns E n (ω) ∈ E n at stage n, where E n (ω) denotes the element E n ∈ E n with ω ∈ E n . Let F n be the field generated by E n (i.e., besides ∅ and , F n contains all unions of members of E n ). In the coin tossing example, F n describes all coin tossing events up to time n. The refinement condition implies that F n ⊂ F n+1 for n = 1, 2, . . .. In order to guarantee that the sequence of partitions eventually captures every proposition of interest to the agent, we require that the σ -field generated by all the F n coincides with F. 7 For this section and Section 3 we assume that the agent is updating by Bayesian conditioning. That is to say, if ω is the true state of the world, then at each time n the agent's new probability for A ∈ F is given by the conditional probability
6 Merging of opinions was also investigated in terms of somewhat different frameworks. Blackwell & Dubins (1962) formulate their result in terms of product probability spaces. In philosophy, the merging of opinion result of Gaifman & Snir (1982) is usually better known than Blackwell-Dubins. Gaifman & Snir work within the framework of a rich logical language. It is worth saying a bit more about how propositions can be understood here. A standard first order logic-such as the one used by Gaifman & Snir-only admits finite conjunctions and disjunctions. Gaifman & Snir follow Carnap's (1971 Carnap's ( , 1980 and associate probabilities that are defined over a first order language with probabilities over the set of all models of that language, a sentence being identified with the set of models where it is true. Carnap stipulates that the resulting propositions should be closed under countable operations. This results in propositions that are not expressible in the first order language but can be approximated by its sentences. The resulting framework is essentially the same as the one used in measure theoretic probability. 7 Thus we implicitly assume that F is generated by a countable sequence of subsets of . In general, the σ -field generated by an arbitrary family of subsets of is the smallest σ -field having all elements of that family as members.
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Here we assume that the probability of each member of any partition has positive prior probability. In what follows we shall use this simplifying assumption, although nothing of substance depends on this condition, and it is dropped in the appendix. 8 The appendix also explains in more detail that convergence to certainty is an immediate consequence of the martingale convergence theorem (see Gaifman & Snir, 1982; Schervish & Seidenfeld, 1990) . Informally, one can think of a martingale as an infinite sequence of fair gambles (a sequence of gambles for which there is no gambling system you could use to your own advantage). This is expressed by saying that your expected total fortune after the next trial is equal to your present total fortune. On average you neither lose nor win. Martingales are important because they lead to very general laws of large numbers (martingale convergence theorems) that do not depend on the quite stringent conditions required for the standard strong law of large numbers.
In our particular context, the martingale convergence theorem implies that
for almost every ω with regard to the prior probability P. This means that while there might exist a set of atomic events ω for which the statement of convergence in (2) does not hold, this set has probability zero according to P. (We will abbreviate this with a.e. (almost everywhere) or a.e. (P) if we want to emphasize the probability measure with respect to which the almost everywhere statement holds.) Convergence to certainty happens with respect to one's current beliefs. If P is your prior probability, then consistency requires you to believe with probability one that the occurrence of any event will be revealed in the limit whenever your information increases in the way described above. Because of this result, both Eve and Adam can be sure that their conditional probabilities for any event A will converge either to zero or to one. They are certain that in the long run they will know whether A obtains. Some thought shows that this is not surprising for events A that are in F n for some n. In this case you will know whether A occurs in the long run. But the convergence of certainty theorem asserts more than just that. Suppose that A is an event in the tail-σ -field, which in our case is given by the intersection of all G n where G n is the σ -field generated by E n+1 , E n+1 , . . .; for example, A might be the event that lim n→∞ S n /n = 1/2 for infinite sequences of coin flips. In such cases A is an infinitary event whose truth value will not be decided after finitely many observations. However, A is still subject to almost sure asymptotic certainty.
A somewhat different convergence result, which will be important in Section 7, holds if F is not generated by the σ -fields F n . Instead, the σ -field generated by the F n may be a proper subset of F. Then there are events in F that are not elements of the σ -field generated by the F n . If A is such an event, then convergence to certainty does not hold. 9 8 In our case P[A|E n (ω)] is a version of the conditional probability of A given the σ -field F n .
Importantly, the conditional probability of an event given a σ -field is not already a conditional probability measure on all of F. If it exists, such a conditional probability measure is a 'regular conditional distribution'. See Schervish & Seidenfeld (1990) for a convergence to certainty result when P admits a regular conditional distribution. We discuss regular conditional distributions in a bit more detail in the context of the In this case the indicator of A is not an F-measurable random variable. See 12.1 for details.
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Convergence to certainty can be viewed as a consequence of dynamic coherence in the following sense. At each trial n the agent updates her probabilities on an element of the partition E n . This is plain vanilla Bayesian conditioning, which can be justified by a dynamic Dutch book argument in situations where conditioning is the approriate learning rule. 10 Updating by Bayesian conditioning embeds the sequence of conditional probabilities in the convergence to certainty theorem. Thus, a dynamically coherent agent expects her future degrees of belief to converge to certainty under the appropriate conditions. 11 §3. Merging of opinions. Convergence to certainty yields a first pass on merging of opinions. 12 Suppose that Eve's degrees of beliefs are represented by P and Adam's by Q, and let
and Q n [A] both converge to zero or to one almost surely with respect to the priors P and Q, respectively. Now, Eve believes with certainty that P n [A] and Q n [A] will agree in the limit whenever she assigns probability one to any set to which Adam assigns probability one. For then, since Q n [A] goes to certainty a.e. (Q), Eve also believes with probability one that her's and Adam's conditional probabilities for any event A are the same in the limit.
This result applies to particular events A. But it does not say anything about Eve's and Adam's overall conditional probabilities. The Blackwell-Dubins theorem fills this gap. It asserts that, as Adam and Eve observe more coin tosses and update by Bayesian conditioning, their degrees of belief will become close uniformly in all events. Moreover, the Blackwell-Dubins theorem does not require that conditional probabilities converge (as in convergence to certainty). Eve's and Adam's conditional probabilities may get closer even if they don't converge.
A precise formulation of this result requires us, in the first place, to say more about conditional probabilities. In Section 2 conditional probabilities were taken with respect to one event A. It is well known that this need not give rise to the existence of a countably additive conditional probability measure for each ω. If such a measure exists, then the prior admits a regular conditional distribution on F (for a definition, see Section 12.1). In our case, a regular conditional distribution always exists since the partition E n is assumed to be finite. 13 Whenever E ∈ E n has positive probability, the regular conditional distribution P[·|F n ](ω) is equal to the conditional probability P[·|E] if ω ∈ E. Hence, up to sets of measure zero, we can take conditional probabilities given events as our main locus of interest. However, convergence to certainty for regular conditional distributions as well as merging of opinions hold more generally; in particular, they might hold for continuous random variables. This is further discussed (together with some important qualifications) in Section 12.1. 10 See Teller (1973) and Skyrms (1987a Skyrms ( , 1987b Skyrms ( , 1990 . Bayesian conditioning may also be justified by other arguments; see, e.g., Greaves & Wallace (2006) , Leitgeb & Pettigrew (2010) , Easwaran (2013) and Huttegger (2013) . 11 Schervish & Seidenfeld (1990) present an alternative view on convergence to certainty where the agent need not be dynamically coherent but chooses from a set of posterior probabilities. If this set has some specific properties, convergence to certainty holds. 12 As noted by, e.g., Earman (1992) . 13 For each E ∈ E n and each Billingsley (2008, p. 438) .
We also need to clarify what it means for two probability measures to be close. We follow Blackwell & Dubins (1962) in using the variational distance, which takes the least upper bound of the absolute differences of two measures μ and ν over all events in F as their distance: 14
If μ and ν are ε-close according to d (i.e., d(μ, ν) < ε), it follows that μ[A] and ν[A] are ε-close for all A. Since we wish to see when two probability measures become close overall, the variational distance seems to be a natural choice of metric.
Merging is now defined as follows: P is said to merge to Q if for Q almost every ω ·|E(ω) ] are the agents' conditional probability measures. Hence, a.e. (Q), given any ε > 0 there is an n 0 such that
for all n > n 0 and for all A in F. The number n 0 may depend on ε and on ω but not on A. 15 If P merges to Q, then Adam believes with probability one that Eve's and his conditional degrees of belief for all propositions A will get arbitrarily close. Kalai & Lehrer (1994) use an alternative notion of closeness between probability measures. The topology it yields is not the same as the topology of the variational norm. But the two notions of distance are asymptotically equivalent (Kalai & Lehrer, 1994, Remark 2) . As a consequence, Kalai and Lehrer's asymptotic results also hold in our framework.
The second element that we need in order to state the Blackwell-Dubins theorem is absolute continuity. Q is absolutely continuous relative to P (in symbols
In other words, Q agrees with P on the events that are considered virtually impossible (have zero probability) by P. Blackwell & Dubins (1962) prove that if Q P, then P merges to Q. This says that absolute continuity all but guarantees that conditional probabilities will get and stay closer as more information becomes available: an agent having Q as personal probability believes with probability one that P will merge to Q whenever Q P. 16 Merging from the point of view of both prior probability measures is an immediate corollary. It requires that P and Q be mutually absolutely continuous: for all A ∈ F P(A) = 0 ⇐⇒ Q(A) = 0.
In this case, P and Q will merge a.e. with respect to both measures P and Q. In terms of degrees of belief, both agents believe with probability one in merging of opinions.
14 The variational distance induces the so-called strong topology on a space of probability measures.
Another topology often used for spaces of probability measures is the weak topology whose notion of a limit is based on weak convergence. Two probability measures that are close in the strong topology are also close in the weak topology. 15 In special cases of merging n 0 is uniform in ω, for instance in the example of tossing a parametric i.i.d. coin. 16 The proof for our setup is given in Kalai & Lehrer (1994) .
Merging of opinions has something to offer for both objective and subjective Bayesians (Diaconis & Freedman, 1986) . The interpretation we have adopted above is subjective and takes merging to be a limiting result from the point of view of the subjective probability measure Q. But suppose that Q is the true probability, or chance, generating a random process. Then merging of opinions means that the chance of an agent's conditional probability measure converging uniformly to the true conditional probabilities is one. We have merging of opinions in chance. Absolute continuity here means that the agent will never be surprised by learning something she thought to be impossible.
What happens if absolute continuity fails? Then degrees of belief need not merge. Consider the following example where Adam's prior P is not absolutely continuous relative to Eve's prior Q. Let P and Q be two exchangeable probability measures on denumerable sequences of coin flips. Exchangeability means that the probability of any finite sequence of coin flips does not depend on the order in which heads and tails appear. By de Finetti's theorem, P and Q can be represented as mixtures of independent binomial trials. 17 That is, there is a prior over real numbers θ, 0 ≤ θ ≤ 1, such that trials are i.i.d. given θ . Let P be the probability that puts prior one on θ = 1 2 -Eve believes that the coin is fair. Let Q be the probability that puts prior ε on θ = 1 2 and prior 1 − ε on the uniform distribution on the interval [0, 1]-Adam believes with probability ε that the coin is fair and with probability 1 − ε that all biases of the coin are equally probable. Now P[A] > 0 clearly implies Q[A] > 0, and thus P Q. But the converse is not true. Just observe that according to P all infinite sequences with a relative frequency of heads other than 1/2 have probability zero, but according to Q they have probability 1 − ε. If C is the set of all those sequences, it follows that P[C|E n (ω)] is zero for any evidence E n and also converges to zero almost surely. On the other hand Q[C] > 0, and for each ω in C, Q[C|E n (ω)] converges to one. Hence, while the two posteriors merge with P-probability one, they do not merge from the perspective of Q.
Certain qualifications regarding merging of opinions should be mentioned. Joyce (2010) correctly points out that the agreement established by merging of opinions presupposes certain kinds of agreement at other levels. For instance, agents must agree on the information they get. Mutual absolute continuity guarantees that the agents agree about probability zero events. This is a substantive assumption because, in general, there is no probability measure on an uncountably infinite space with respect to which every other measure is absolutely continuous. Thus, guaranteeing the absolute continuity requirement of the Blackwell-Dubins theorem is not just a matter of finding a probability measure that will always work.
As noted above, if Adam's prior is not absolutely continuous with respect to Eve's, then their beliefs may not merge. Some critics have remarked that merging of opinions thus begs the question, in particular because absolute continuity might seem to be an unnecessarily strong or even arbitrary requirement (Earman, 1992) . That it is not unnecessarily strong follows from the fact that absolute continuity is not just a sufficient, but also a necessary condition for merging. 18 One would have to adopt a notion of merging different from Blackwell-Dubins-Kalai-Lehrer in order to escape this finding. 19 Accepting that, absolute continuity might still seem arbitrary. Why should Adam's prior beliefs be absolutely continuous relative to Eve's? One might hope to derive the absolute continuity requirement from other conditions that seem less whimsical. This appears to be very difficult, however. For instance, one could try to get merging from requiring both agents to be open-minded. To evaluate this idea, let's return to the example where Adam and Eve try to estimate the chance of a coin coming up heads. Eve's probability measure Q assigns probability one to all infinite sequences with the limiting relative frequency of heads being 1 2 , while Adam's probability P is a mixture of the coin being fair and every other bias of the coin being equally probable. Since P fails to be absolutely continuous relative to Q, posteriors don't merge with P-probability one. Yet both P and Q are open minded in the sense that they assign positive probability to every finite initial sequence of observations.
There seems to be no obvious way to replace the absolute continuity condition with something that is prima facie more plausible. Where does this leave the significance of the Blackwell-Dubins theorem? First of all, it's important to note that some of the initial implausibility of the absolute continuity requirement disappears if we read the Blackwell-Dubins theorem a bit differently. Suppose that Eve holds beliefs P. She's wondering whether she will end up with probabilities similar to her conditional probabilities if she starts with a different prior measure. In this situation, Eve might be reluctant to consider an alternative prior that fundamentally changes her actual priorthat is, changes her beliefs about what she thinks has positive probability and zero probability.
Furthermore, from a subjective Bayesian point of view there is no obvious need to derive absolute continuity from other requirements such as open-mindedness. The philosophy of subjective Bayesianism allows agents to assert or deny certain assumptions concerning the basic structure of probability spaces. De Finetti's theorem for exchangeable sequences of events provides a good example. Along Laplacian lines, one could view the assumption of exchangeability as a formalization of ignorance that any rational agent has to adopt. The subjective Bayesianism of de Finetti would, on the other hand, maintain that exchangeability is a basic assumption about the probabilistic structure of the events under consideration, and that it is up to the agent to judge whether or not events are exchangeable.
The absolute continuity condition in the Blackwell-Dubins theorem seems to have a similar status-in the sense that it also is not necessary for the coherence of personal probabilities, but is a valid subjective judgement. Like exchangeability, it may or may not hold in particular situations. It's up to the agent to determine whether it holds. If it does, then consistency requires the agent to be certain that beliefs merge. If absolute continuity fails to hold, then beliefs need not merge.
Merging of opinions thus tells us under what conditions to expect consensus in the long run provided that agents update beliefs by conditionalization. This is important for Bayesian philosophy of science, since, presumably, the evidential inputs for or against scientific hypotheses sometimes are propositions. Even if scientists initially disagree, they may reach a consensus after having observed a sufficient amount of evidence. The Blackwell-Dubins theorem implies nothing concerning the speed of convergence, though. There is no guarantee that a consensus is reached in a reasonable time. If the learning situation is given more structure, it can be shown that merging takes place quite rapidly (Howson & Urbach, 1993) .
As noted in Section 2, conditionalization can be viewed as an expression of Bayesian individual rationality in specific learning situations. Long run consensus is a consequence of dynamic coherence under the special assumption of absolute continuity. 20 In this case, group agreement is a consequence of individual rationality. However, if long run consensus fails we may be able to trace it back, not to the individual irrationality of an agent, but to the fact that the agents' initial beliefs did not observe the absolute continuity requirement. If the absolute continuity requirement holds, another possible explanation is that merging takes place very slowly; beliefs would merge if agents were given more evidence, but this might not always be possible. The long run may be too long. §4. Probability kinematics. We have isolated one feature-a failure of absolute continuity-that allows disagreement in the long run to be consistent with individual rationality. This raises the question whether there are other features that would also lead to this conclusion.
One candidate suggests itself if we consider an implicit assumption of conditioning: conditioning implies that what is learned has probability one, and thus the evidential input is certain. This does not just mean that the evidential input gets probability one, but that its complement is identified with the empty set, which in turn renders contemplation of further conditioning on the complement meaningless.
Is evidence always certain? You don't need to be a hard-boiled skeptic in order to consider uncertain evidence to be ubiquitous. Adam may be uncertain whether the coin came up heads or tails. A scientist may not be entirely certain as to the outcome of an experiment because the underlying process is only accessible through noisy signals. Thus, the results of an observation or introspection need not lead to singling out a proposition that fully captures what has been learned. In such cases Bayesian conditioning is not an adequate model of learning.
The reason why we are interested in uncertain evidence is because it is another potential source of permanent disagreement. Uncertain evidence may not be powerful enough to bring our beliefs arbitrarily close. The next two sections explore this issue. What we need first is a model for updating beliefs on uncertain evidence. Richard Jeffrey's probability kinematics (also known as Jeffrey conditioning) is a canonical model for a specific class of learning situations (see, in particular, Jeffrey, 1965) . 21 Probability kinematics can be applied if the evidential input directly affects only the degrees of beliefs for members of a partition E n (recall that each E n is assumed to be finite). That is to say, the conditional probabilities given members of E n are left intact as the agent shifts her beliefs from P n−1 to P n :
In this case, P n is said to come from P n−1 by probability kinematics on E n . E n is a sufficient partition for the two element family of probability measures {P n , P n−1 } (Blackwell & Girshick, 1954; Diaconis & Zabell, 1982) . This implies the following rule for calculating the new probabilities for an event A in F:
The values P n [E] give the new probabilities for members of the partition. They determine the new probability P n [A] of every event A by weighing the old conditional probability of A given the members of the partition with the new probabilities for these and summing up the values. This formula follows immediately from condition (3) and the theorem of total probability. If E is learned for certain, then P n [E] = 1 and P n [A] = P n−1 [A|E] . Thus, conditioning is a special case of probability kinematics. But the latter allows for learning from uncertain evidence, which can lead to values P n [E] that are positive for every E in E n . In such a situation, the evidence may not rule out the occurrence of any member of E n .
Suppose that E 1 , E 2 , . . . is a sequence of partitions that meets the conditions stated in Section 2. It can be shown that if P n comes from P n−1 by probability kinematics on E n for every n = 1, 2, . . . (where P 0 = P), then P n comes from P by probability kinematics on E n : 22
Probability kinematics is a natural generalization of conditioning for situations where the evidential input only yields uncertain information about a partition. While being applicable to a broader class of learning situations, it preserves many properties of conditioning (Diaconis & Zabell, 1982; Jeffrey, 1988) . For the next sections we only consider the case where an agent assumes to undergo learning experiences that yield a sequence P 1 , P 2 , . . . of probability measures on ( , F 1 ), ( , F 2 ), . . .. More to the point, our agent believes with probability one that she will revise her probabilities by performing probability kinematics with P 1 , P 2 , . . .. Each probability measure P n is fully determined by attaching probability values to members of E n . In Section 8 we are going to relax this assumption and allow P 1 , P 2 , . . . to be random distributions, meaning that an agent can be genuinely uncertain about uncertain future learning experiences.
Two basic assumptions concerning (4), one minor and one major, will play an important role in the following sections. In order to explain the major assumption, it helps to note a consequence of absolute continuity. Let us denote by P n P| F n that P n is absolutely continuous relative to P on ( , F n ).
(AC) If P n P| F n , then for every ε > 0 there is a δ n > 0 such that
for n = 0, 1, 2 . . . and E ∈ E n+1 . This follows from the fact that probability kinematics leaves the ratios of subsets of members of the partition invariant:
A ∩ E and B ∩ E are subsets of a member of a partition since each earlier partition is a coarsening of E n+1 . Thus, coming from P n by probability kinematics on E n+1 is the same as coming from P by probability kinematics on E n+1 . 23 Here is a quick proof: Suppose that P n P| F n but that the conclusion is not true. Then there is an ε 0 and a sequence of events
For some of our main theorems we require something stronger, namely that this relation holds uniformly in the posteriors P 1 , P 2 , . . .. Let us say that the sequence P 1 , P 2 , . . . of probability measures on ( , F 1 ), ( , F 2 ), . . . is uniformly absolutely continuous with respect to the measure P on F if (i) P n P| F n for each n and (ii) for every ε > 0 there is a δ > 0 such that for all n
In the following sections we often assume that P 1 , P 2 , . . . is uniformly absolutely continuous relative to a prior measure P. What does it mean? The first condition-that P n P| F n for all n-guarantees that for each event A in F and for all n, P[A] = 0 implies P n [A] = 0. This assertion clearly holds for conditioning (for regular conditional probabilities, it holds almost surely). Thus, we require that events which are assigned probability zero now are expected to have probability zero in the future. The possible learning experiences of an agent are live possibilities from her current point of view.
Condition (ii) says that this also holds as we go to the limit. Fix some ε > 0. From (AC) we know that for each n there is a δ n > 0 such that, for all B ∈ F n , if P[B] < δ n then P n [B] < ε. If the δ n have to be chosen so that inf n δ n = 0, then δ n → 0 as n → ∞, and it is possible that there exists a sequence of events
. . is bounded away from zero. That possibility is ruled out by condition (ii), which requires that δ n can be chosen uniformly in n. In other words, (ii) guarantees that absolute continuity does not get lost in the limit. This seems to be a plausible assumption, for the same reason as absolute continuity is plausible. If you think that events have a probability bounded away from zero as you go to the limit, then this should already be reflected in your prior. Still, one might view it as too restrictive for some cases. For even if we lose absolute continuity in the limit, we don't lose it at any finite time. It seems to be very difficult to say which point of view is more plausible in general. Instead of parsing things out further, let me just note that in the worst case you should take (ii) as an additional restrictive assumptions that excludes certain learning processes. Also, as explained below, (ii) can often be replaced with a less restrictive but also somewhat more complicated condition.
The second assumption that we use in the next sections is really just a minor convention. We stipulate that in (4) 0 · P[A|E] = 0 whenever P[E] = 0. In this case, it follows from absolute continuity (i) that
(Generally speaking, when working with regular conditional distributions this requirement is redundant since then conditional probabilities are defined even if the conditioning event has probability zero.) §5. Merging for probability kinematics. Suppose now that there are two prior probability measures, P and Q, which are updated successively by probability kinematics on P n [F m ] by Fatou's lemma. Hence P n [lim sup m F m ] ≥ ε 0 , which contradicts absolute continuity of P n relative to P. 24 If P n is viewed as a random variable as suggested in the previous paragraph, it is enough to require that these conditions hold with probability one; cf. Theorems 9.1 and 9.2.
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1755020315000180 E 1 , E 2 , . . . using the distributions P 1 , P 2 , . . . and Q 1 , Q 2 , . . ., respectively. Using (4) this leads to the new probability measures P n , Q n on F for n ≥ 1. In the present context we say that P n merges to
| goes to 0 as n tends to ∞. Recall that for the BlackwellDubins notion of merging we had a Q-a.e. qualification. We only drop this here for ease of exposition. If the P n and Q n are thought of as random distributions and not as fixed sequences, then we would have to add the qualification. We return to this issue in Section 9.
It is quite obvious that arbitrary choices of sequences P 1 , P 2 , . . . and Q 1 , Q 2 , . . . need not lead to merging. But this is also true for conditioning. Recall that one requirement of the Blackwell-Dubins theorem is that agents condition on the same factual evidence. Thus, the important question is whether beliefs merge for probability kinematics whenever P n and Q n represent the same uncertain information. But what does it mean to get the same uncertain evidence? An obvious starting point for explicating uncertain evidence are hard Jeffrey shifts (Joyce, 2010) . A hard Jeffrey shift sets values for P n regardless of the prior probability P n−1 , and so may destroy any information about the partition that was encoded in the prior.
As an example, consider a measurement instrument that makes noisy observations of a physical process, such as coin flips. Let's call this setup a 'mechanical observer'. 25 The probability space ( , F) represents the set of states and events of the process. At each stage n, the output of the mechanical observer is a probability distribution over the partition E n . The probabilities for members of the partition are determined by repeated previous observations under symmetric conditions in order to specify measurement error. More generally, a hard Jeffrey shift can be viewed as a noisy signal where the noise has the form of a probability distribution over a partition such that the distribution is known to every observer.
In terms of hard Jeffrey shifts, having the same uncertain evidence at stage n means that P n = Q n on F n . Suppose, for example, that Adam and Eve are two scientists observing coin flips with the help of a mechanical measurement instrument. They might not feel comfortable approximating their learning process by conditionalization if their measurements are not precise enough. Instead, they plan to update by the same hard Jeffrey shifts at each stage of their experiment. Can they be certain to have similar beliefs after having taken sufficiently many measurements, just as they would if they were conditionalizers? Equation (4) suggests that it may not be enough to assume absolute continuity for priors in order to guarantee merging. Even if P n = Q n for all n, without further constraints it is not clear what the influence of P n and Q n on the belief dynamics will be. The constraint that we are going to focus on for now requires P n and Q n to be stable over time regarding members of partitions. More to the point, we will assume that
is constant for all m ≥ n − 1. This means that the information learned regarding a partition is never contradicted by information concerning a finer partition. Within each member of a partition, probabilities can change in the future, but only without altering the probability of that member. This condition describes special kinds of hard Jeffrey shifts where prior information is not completely obliterated. 26
Condition (M) is significant because it can be given a justification in terms of dynamic coherence (for a more detailed explanation see Section 8). It should be emphasized that (M) presupposes that updating of probabilities by P n proceeds along the elements of increasingly fine partitions. Bayesian conditioning is a special case of such a processand condition (M) clearly holds for conditioning. Certain kinds of mechanical observers may also serve as examples. In general, such a mechanical observer provides agents with probability distributions P n over F n . This means that in repeated observations of the same type the evidential input of agents consists in a joint probability distribution at each stage n. For instance, if Adam and Eve observe sequences of coin flips, then at each stage n of the experiment their common input is a joint probability P n over events involving the first n coin flips (events in F n ).
Under certain conditions such evidential inputs will not contradict earlier evidential inputs. Consider, for instance, a mechanical observer that outputs a joint probability distribution after each flip of a coin in the following way: Let p h n , p t n be the probability for heads and tails, respectively, determined by the mechanical observer at trial n. This does not yet determine a joint distribution P n over F n , which is what we need in order to apply (4). One reasonable assumption is that measurements are independent in the following sense: P n (e 1 , . . . , e n ) = p e 1 1 · · · p e n n , where e i stands for h or t. In this case, condition (M) clearly holds since P n (e 1 , . . . , e n−1 ) = P n (e 1 , . . . , e n−1 , h) + P n (e 1 , . . . , e n−1 , t) = p
. . , e n−1 ). The setup put forward in this section only holds for agents who agree on the joint probability distributions P n over F n at each stage n as their new evidential input. Any sequence of probabilities such that earlier outputs are marginals of present outputs satisfies (M); that is, (M) holds if for each F ∈ F n−1
where the sum ranges over all E ∈ E n such that E ⊂ F. This is the sense in which later probabilities do not contradict earlier probabilities.
We are now in a position to state a first theorem for merging of opinions with probability kinematics. Its proof, like the proofs of all other theorems, can be found in the appendix. THEOREM 5.1. Suppose that Q n = P n , that the sequence Q n , n = 1, 2, . . . is uniformly absolutely continuous relative to Q, and that
The theorem implicitly assumes that both agents update by probability kinematics on the sequence of partitions. That being so, uncertain evidence in the form of hard Jeffrey shifts leads agents to reach a consensus in the long run whenever suitable conditions obtain.
Aside from the assumption that updates are relative to shared probabilities Q n = P n , the requirement (M) is fairly liberal. How restricted the class of admissible Q n is clearly depends on P and Q. If P assigns probability zero to a large number of measurable sets, Q and Q n are required to do the same. On the other hand, if the underlying probability space has an appropriate topological structure, and if both P and Q are open minded in the sense mentioned earlier-both assign positive probability to any open set-then the posteriors Q n are not very restricted.
The assumption of uniform absolute continuity is plausible for at least some learning situations, but is not required for proving Theorem 5.1 In order to explain what role this assumption plays in the proof of the theorem, consider the Radon-Nikodým derivatives use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1755020315000180 Y n = d Q n /dQ| F n , which exist by our assumption of absolute continuity. 27 Roughly speaking, Y n describes how much the posterior Q n and the prior Q differ on the partition E n . Assuming that Q n = P n and that the sequence Q n , n = 1, 2, . . . is uniformly absolutely continuous relative to Q guarantees that the sequence Y n , n = 1, 2, . . . is uniformly integrable (see Lemma 12.1), a result that is sufficient to prove the convergence asserted in Theorem 5.1. But, as is also shown in the appendix (see in particular Lemma 12.2), for proving the theorem it is actually sufficient that the sequence d(P n , Q n )Y n , n = 1, 2, . . . is uniformly integrable. While this may be less restrictive than the uniform integrability of the Radon-Nikodým derivatives, it does not have as straightforward an interpretation as uniform absolute continuity.
The present setup arguably covers the structure of some scientific investigations in an idealized sense. It deals with situations where experience delivers joint distributions over increasingly fine-grained partitions, and where agents agree on those distributions. This might be because the distributions are outputs of special types of mechanical observers. But it could also constitute a consensus reached by agents as to the probability of experiments when errors and noise are taken into account. In any case, agents are assumed to defer to the joint probabilities (in the sense of epistemic deference as described, e.g., in Joyce, 2007) .
What happens if condition (M) fails? I hope to relax the restriction that later evidence does not contradict earlier evidence as expressed by (M') in Section 9 by a similar one. But merging is also feasible for another class of learning situations. The relevant condition is that the agent's learning experiences-more precisely, the rates at which beliefs concerning members of a partition change-are not too extreme. This can again be captured by the Radon-Nikodým derivates Y n . If, for all n, Y n ≤ g for some nonnegative integrable function g, then the differences between posteriors and priors are not too pronounced.
As an example, consider a sequence of distributions Q 1 , Q 2 , . . . with uniformly bounded Radon-Nikodým derivatives. That is, there is a constant K < ∞ that does not depend on n or E with Q n [E]/Q[E] ≤ K for all n and E ∈ E n . This means that Q n [E] can be at most K times Q[E]. This and the more general assumption might be reasonable in situations where prior to an investigation one is confident that the evidence is not going to change one's prior radically. Unlike updates observing the martingale condition (M), Q n does not need to be equal to the marginal Q n+1 as in (5).
If we substitute this new condition for condition (M), the conclusion of Theorem 5.1 continues to hold. Notice that we only require absolute continuity of posteriors relative to the prior and not uniform absolute continuity. THEOREM 5.2. Suppose that Q n = P n and Q n Q| F n for all n = 1, 2, . . ., and that Q P.
If there is a nonnegative function g integrable with respect to
We have seen in this section that opinions merge for probability kinematics with hard Jeffrey shifts under a variety of conditions. Absolute continuity still plays a central role. 27 If Q n Q| F n , then the Radon-Nikodým derivative Y n exists and is almost surely unique. In our setting, the Radon-Nikodým derivative d Q n /dQ| F n has a particularly simple form: for almost every
That is, if Q[E] > 0 then it is basically equal to the ratio
Downloaded from https://www.cambridge.org/core. Access paid by the UC Irvine Libraries, on 08 Mar 2020 at 18:45:37, subject to the Cambridge Core terms of By virtue of Dutch book theorems for probability kinematics (Armendt, 1980; Skyrms, 1987b Skyrms, , 1990 , merging can be viewed as a consequence of dynamic coherence. But the force of this conclusion depends on how to justify the other assumptions of the theorems. I postpone a discussion of these issues to after having introduced some further results in the next three sections. In these sections, condition (M) will again play a crucial role, so please bear in mind that we will later show that it can be extended and also derived from first principles. §6. Divergence for probability kinematics. According to van Fraassen (1980) experience speaks to the conditionalizer "with the voice of an angel". In the case of hard Jeffrey shifts, experience still has the voice of an angel, but it is received through a noisy channel. The deliverances of experience are not as lucid as being delivered the truth of a proposition. Notwithstanding the noisy character of hard Jeffrey shifts, we saw that one of the most important results for conditionalization-that opinions merge with increasing information-can be recovered under certain conditions. However, experience does not always speak with an angel's voice. People with the same evidential input may be led to different opinions because of interpreting that evidence differently. How they arrive at their opinions is a complicated process, and I don't attempt to give an account of it here. I'd rather like to introduce one way to model such learning experiences that is particularly congenial to the Bayesian approach. On this account, experience can lead one to shift one's probability distribution in a way that essentially depends on one's prior. Consider the following example of such a soft learning experience, taken from Joyce (2010) . Suppose that the partition E 1 consists of four elements, and let the learning experience be given by
If the agent updates her prior measure P by probability kinematics on E 1 using these probabilities, the result of her learning experience is a hard Jeffrey shift. Now examine a learning experience that is given by
If the agent's prior probabilities are P[
5 , then probability kinematics will lead to the same result as in the previous example. But there is a profound difference between the two: in the second example, the agent's new probabilities for elements of the partition depend on her prior probabilities. The learning experience only specifies the ratio of new probability to old probability P 1 [E]/P[E] for each member E of E 1 . This is a Bayesian approach to a situation where an agent's belief system (as given by her prior) influences how she interprets an evidential input. Changing the priors in the second example leads to degrees of belief different from the ones in the first example, where the prior has no influence on the result of learning. For probability kinematics, soft learning experiences are, not surprisingly, called 'soft Jeffrey shifts' (Joyce, 2010) . The main difference between hard Jeffrey shifts and soft Jeffrey shifts is that the former, in general, nullifies all information that is contained in the agents prior, while the latter preserves some of that information. Do beliefs merge when agents have the same soft uncertain evidence? We are going to see that this need not be the case. If Adam and Eve start with different (but mutually use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1755020315000180 absolutely continuous) prior probabilities for infinite sequences of coin flips, and if both observe principle (M) as well as undergo the same soft Jeffrey shifts, their posterior degrees of beliefs may not get close to each other in the long run. Before we are in a position to formulate this result and discuss its consequences, we need to examine soft Jeffrey shifts in more detail.
Soft Jeffrey shifts play an important role in studying the problem of the noncommutativity of probability kinematics (Diaconis & Zabell, 1982; Wagner, 2002) . Commutativity means that an agent ends up with the same posterior probability regardless of the order of successive updates. Bayesian conditioning is commutative, but probability kinematics need not be. This has caused some concerns as to whether probability kinematics is a rational way to update beliefs (Döring, 1999; Lange, 2000; Kelly, 2008) . I agree with Wagner (2002) and Joyce (2010) that these concerns are misguided. As Joyce (2010) points out, probability kinematics is non-commutative exactly when it should be; namely, when belief revision destroys information obtained in previous updates. For hard Jeffrey shifts, this idea was developed by Diaconis & Zabell (1982) . For soft Jeffrey shifts, Wagner (2002) , extending results by Field (1978) and Jeffrey (1988) , shows that with an appropriate understanding of what it is to get the same uncertain evidence, probability kinematics is commutative.
Wagner's argument is based on a numerical measure of what is learned from new evidence. This measure is obtained by factoring out the prior. For conditioning, the suitable measure is given by the likelihood ratio (Good, 1950 (Good, , 1983 . Bayes factors are a more general measure. Consider two events E, F in the partition E n . The Bayes factor of E and F is given by
For simplicity I will assume throughout this section that P n [E], P n−1 [E] > 0 for all E ∈ E n and all n. Appropriate definitions could be used to deal with other cases. Being ratios of new-to-old odds, Bayes factors are generalizations of likelihood ratios. They can also be formulated in terms of relevance quotients. The relevance quotient for E is
Thus, the Bayes factor of E and F is
A soft Jeffrey shift specifies for each E ∈ E n the ratio of P n [E] and P n−1 [E] up to multiplication by a positive constant. That is, it sets R P n ,P n−1 (E) = c n β(E). This means that the new probability for E depends on its old probability:
Information contained in the prior is not lost when moving to the new probability. Hartry Field used soft Jeffrey shifts for his reformulation of probability kinematics (Field, 1978) . The numbers β(E) specify a Field shift. For any Field shift there is a corresponding soft Jeffrey shift with
The Field shift given by β(E) renders successive belief revisions commutative. For probability kinematics, this leads to criteria for commutativity in terms of certain Bayes factor identities (Wagner, 2002) . Suppose that an agent revises her beliefs by probability kinematics twice. Consider the Bayes factors for the first shift in a given order of revisions. If the order is reversed, these Bayes factors have to be identical to the Bayes factors for the second shift in the reversed sequence. This essentially means that probability kinematics will be commutative if the two learning events are the same up to the agent's probability prior to each learning event.
The relationship between commutativity and Bayes factor identities indicates that identical Bayes factors express, in a sense, the information provided by uncertain evidence that is not already contained in the prior. This arguably supplies us with another notion of getting the same uncertain evidence. Let one agent change her degrees of belief from P n−1 to P n and another agent from Q n−1 to Q n , where both belief revisions are by probability kinematics on E n . We now require that
whenever the agents get the same evidential input. As explained earlier in this section, this concept of uncertain evidence is clearly different from hard Jeffrey shifts, since responses to learning experiences may depend on an agent's prior. This has important consequences for merging. The next theorem says that having the same Bayes factors is consistent with divergence of opinions. An agent can think she will have the same uncertain evidence (soft Jeffrey shifts) as another agent without believing in merging of opinions. In order to keep its proof manageable, we will make some simplifying and rather innocuous structural assumptions.
N1. We require the following:
for n = 0, 1, 2, . . .. 29 This means that for the first learning experience is partitioned into two sets E andĒ. For the next learning experience, each of these sets is again partitioned into two sets; and so on. An example of such a sequence of partitions are the partitions generated by tossing a coin infinitely often. N2. Next we require that the prior probabilities P and Q satisfy
for E 1 = {E,Ē}. This says that priors disagree about the probability of E. N3. The third assumption extends (N2). By (N1), whenever F ∈ E n there are E 1 , E 2 ∈ E n+1 such that F = E 1 ∪ E 2 . We now require that, for all n,
This is compatible with conditional probabilities being arbitrarily close.
Furthermore, recall our general assumption in this section that the new probabilities P n , Q n for members of the partition E n are all positive. These assumptions can now be used to show, first of all, that there exist sequences of new probabilities that satisfy both (M) and (6). The second part of the next theorem then asserts that this may lead to diverging opinions. (6), then they can be chosen in such a way that, for some ε > 0, d(P n , Q n ) ≥ ε holds for all n = 1, 2, . . ..
Earlier we have identified absolute continuity as one necessary element of merging for conditionalization as well as for probability kinematics with hard Jeffrey shifts. For the latter, we explicitly introduced (M) as a condition governing belief change. Theorem 6.1 says that, under the same conditions, uncertain evidence in the sense of soft Jeffrey shifts need not lead to merging of beliefs (in Theorem 6.1 the measures P and Q may be absolutely continuous relative to each other). This allows us to conclude that, besides absolute continuity, the nature and structure of evidence is another determining factor for merging of opinions.
The proof of Theorem 6.1 is driven by the fact that Bayes factors do not uniquely specify posterior probabilities. Bayes factors only create overall constraints for posterior distributions. This allows agents to interpret the same evidential input in different ways. An interpretation consists in choosing a posterior that is within the constraints given by the Bayes factor identities (6). Theorem 6.1 then shows that disagreement can persist indefinitely among agents with the same uncertain learning experiences even though each agent is individually rational.
We note that we did not identify the Bayes factors with the uncertain evidence an agent gets. We only require that whenever agents get the same uncertain evidence, they will have the same Bayes factors. Bayes factors only partially explicate the type of uncertain evidence. This is in line with Bradley (2005) , who argues that a Bayes factor is not identical to an agent's evidential input; rather, it's the agent's reaction to it. Bayes factors do not have the same status as propositions and cannot in general be used by others to update on the same information. 30 The deep philosophical problem underlying the present section and Section 5 is the question of how to capture evidential inputs other than factual propositions. This problem becomes especially pressing in the context of merging, which requires us to say rather precisely what it means for two agents to have the same uncertain learning experiences. Both approaches we've been considering-soft and hard Jeffrey shifts-are legitimate because they capture different concepts of uncertain evidence. There may well be other concepts of uncertain evidence that might be worth studying with regard to merging of beliefs. §7. Maximally informed opinions. There is a result analogous to convergence to certainty for learning from uncertain evidence. Of course, one cannot expect convergence to certainty in this case. This point can be explained with the help of a result by Diaconis & Zabell (1982) , which tells us when probability kinematics (or any kind of probabilistic learning, for that matter) is equivalent to Bayesian conditioning in a bigger probability space. 31 Suppose that an agent shifts from a prior to a posterior probability measure by probability kinematics on some partition. Provided that prior and posterior are related in a certain way, one can add two elements a and b to the original sample space: a indicates that the agent had the experience she had, and b indicates its absence. Conditioning on a in the bigger probability space yields the same result as the original shift in beliefs.
With some effort this construction can be extended to infinite sequences of belief revisions by probability kinematics, so that the sequence is represented in terms of conditionalization in a big probability space with phenomenal experiences like a and b as elements. Applying the martingale convergence theorem in this new probability space shows that the sequence of conditional probabilities is a martingale that converges almost surely. However, the smallest σ -field describing the infinite sequences of phenomenal events does not capture all events of interest. It only describes the agent's phenomenal experiences but not the "real" events such as coin flips. This implies that it will not be known with certainty in the limit whether non-phenomenal events A-that is, events that are not in the σ -field of all phenomenal experiences-have occurred.
This argument suggests that beliefs based on uncertain evidence may converge-the agent's degrees of belief might settle down not at certainty, but at some value. Without further constraints on probability kinematics, this need not happen because probabilities for elements of a partition are not restricted and can fluctuate forever. However, this is impossible if condition (M) holds. The following theorem makes this idea precise: THEOREM 7.1. Suppose that the sequence P n , n = 1, 2, . . . is uniformly absolutely continuous with respect to P. Let A be an element of F. If condition (M) holds, then P n [A] converges to a limit as n → ∞ for every A ∈ F.
Theorem 5.2 states that opinions can merge even if condition (M) fails, so long as the agent's learning experiences are not too extreme. That learning experiences are not too extreme does not guarantee convergence of degrees of belief, however. It is not difficult to see that, for instance, the uniform boundedness of Radon-Nikodým derivatives for the posteriors relative to the prior is compatible with probabilities for members of a partition never settling down.
Theorem 7.1 is a variant of a similar result proved in Skyrms (1997) . Skyrms' treatment of convergence is not confined to probability kinematics. It encompasses probabilistic black-box learning situations where an agent moves from a prior to a posterior via a learning process that remains unspecified. This is considerably more general than probability kinematics, which assumes that the evidential input is restricted to a partition. For the black-box setting, Skyrms shows that, while the limit need not be the indicator of the event, there is convergence to some limit, or to what Skyrms calls a maximally informed opinion. §8. Principle (M) and dynamic coherence. Skyrms' account of convergence is based on a martingale condition. This condition can be justified by a dynamic coherence argument. We will see in this section that condition (M) is a special case of that martingale condition. This will allow us to apply Skyrms' dynamic coherence argument to justify (M).
Skyrms' dynamic coherence argument is a generalizations of the dynamic Dutch book arguments given in Goldstein (1983) and van Fraassen (1984) . It also applies to probability kinematics. Suppose that E is a member of E n , and let p m = P m [E] for m ≥ n. In general, moving from p m to p m+1 can be thought of as a black-box learning experience. From your current point of view p m could in principle take on any value between zero and one. We shall assume a bit more structure, however. Each p m is a F m -measurable random variable. This means that all propositions expressible by p m are elements of F m . The underlying probability space ( , F) is assumed to be sufficiently rich. Each element of specifies a value for any p m . Dynamic coherence puts considerable constraints on a sequence of degrees of belief. Skyrms (1997) demonstrates that dynamic coherence requires a sequence such as p n , p n+1 , . . . to be a martingale. There is one minor difference to our setting. In Skyrms' case, the sequence of σ -fields is generated by the beliefs to date, but a little reflection shows that this difference is inessential. The σ -algebra generated by the beliefs p n , . . . , p m is by assumption a sub-σ -algebra of F m , so the propositions Skyrms requires to be expressible are certainly in F m . Furthermore, since is sufficiently rich, every proposition in F m determines a range of possible values of p m .
That dynamic coherence implies the martingale property means that
Thus (M') says that on average future degrees of belief are equal to present degrees of belief. 32 Suppose that the agent believes with probability one that each p m will be equal to a constant k m a.e. (P). Then it follows from (M') (with G = ) that
Thus p m+1 = p m a.e. This is principle (M) with an almost surely qualification. What this means is that we can view (M) as a special case of (M') where an agent is certain that probability kinematics operates on constant probabilities for members of partitions.
As a more general example, suppose that the random variables p n , p n+1 , . . . only take on values in the set
This is the sense in which probabilities for the members of a partition need to cohere over time. While they are allowed to change, they agree in prior expectation (even in the more stringent sense of (M') where the expectation can be taken with respect to any G in F m ). The dynamic coherence arguments used by Goldstein, van Fraassen and Skyrms have been met with a lot of critical resistance in the literature (see e.g. Levi, 1987; Christensen, 1991; Talbott, 1991; Maher, 1992; Howson & Urbach, 1993) . These criticisms are aimed at the so-called 'reflection principle', which is, essentially, an instance of (M'): it says that one's conditional probability for A given that one's anticipated future probability for A is r has to be equal to r as well.
It is easy to find counterexamples to this relation between current and future degrees of belief. Just think of Ulysses and the Sirens, taking drugs, forgetting what one knows, and so on. In all these cases something that need not be considered irrational leads to inconsistencies between current and anticipated future degrees of belief. However, concluding that the reflection principle is not a principle of rational belief change misses a point about reflection that is, more or less explicitly, inherent in the framework of Goldstein, van Fraassen and Skyrms. 33 Reflection is supposed to be a principle governing rational belief change based on learning. The counterexamples to reflection show that belief change may also have sources other than learning. But if an agent contemplates belief revision based on learning and nothing else, reflection seems to be a plausible principle. This view of the reflection principle is more fully worked out in Huttegger (2013 Huttegger ( , 2014 , where alternative approaches to justifying reflection besides dynamic coherence are developed. One is based on minimizing expected accuracy, the other one on the idea that acquiring new beliefs from learning should not lead one to expecting to make bad decisions. Thus, there are good reasons besides dynamic coherence to view the sort of reflection principle expressed by (M') as directing rational belief change.
Before we are going to derive some consequences of (M'), one crucial underlying assumption should not go unmentioned. In an important paper Kadane et al. (1996) discuss the role of countable additivity for several issues surrounding the reflection principle. In particular, reflection can fail if a probability measure is only finitely additive. 34 The topic of finite versus countable additivity is a very involved one that I don't wish to enter here. At the very least, one can take countable additivity as a special assumption (which need not hold but often does hold as an approximation) for the results discussed earlier. Countable additivity is also an assumption underlying the Blackwell-Dubins theorem. So it is something that has to be assumed for the merging of opinions results considered here. For the convergence results (convergence to certainty, convergence to a maximally informed opinion), it appears that an alternative account in terms of certain finitely additive probability measures can be given. As Zabell (2002) points out, there is a martingale convergence theorem for finitely additive probability measures that are strategic (for details see Purves & Sudderth, 1976) ; this is also discussed in Seidenfeld (1985, Appendix) . It seems possible that a finitely additive martingale theorem could also be applied to the cases considered by us.
To sum up, we see that principle (M) and its generalization (M') are far from being arbitrary. They turn out to follow from several quite natural coherence conditions. In Section 9 we show that some of our previous results find immediate extensions for (M'). §9. Generalizations. In Section 8 we have considered random probabilities p n for members of E n . If we have such a random probability for each member of E n , this defines 33 See also Skyrms (1990) and van Fraassen (1995) . 34 More precisely, (M') is a condition of disintegrability of probabilities at time m with respect to the partition used to define probabilities at time m + 1. Dubins (1975) shows that with respect to bounded random variables disintegrability is equivalent to conglomerability in a partition for bounded random variables. Countable additivity implies conglomerability in countable partitions. Countable probabilities may fail to be conglomerable in uncountably infinite partitions (Seidenfeld et al., 2014) .
a random probability measure P n on F n . Let p E n be the random probability of E ∈ E n assigned by P n , and let p E m , m > n be the probabilities assigned to E by the measures P m , m > n on F m . We say that the martingale condition (M') holds for a sequence of probability measures P 1 , P 2 , . . . on the measurable spaces ( , F 1 ), ( , F 2 ), . . . if for all n and for all E ∈ E n (M') holds for p E n , p E n+1 , . . ., that is
This setup describes a learning situation where an agent is uncertain about the probability distributions over partitions. This requires that the underlying probability space again be sufficiently rich, specifying values for each possible sequence of measures P n , n = 1, 2, . . ..
Our first result generalizes convergence to a maximally informed opinion to this learning situation.
THEOREM 9.1. Suppose that P n , n = 1, 2, . . . is a random sequence of probability measures on ( , F 1 ), ( , F 2 ), . . ., and that P n , n = 1, 2, . . . is uniformly absolutely continuous with respect to P a.e. (P). Suppose also that (M') holds for P n , n = 1, 2, . .
. a.e. (P). If A ∈ F, then P n [A] converges to a random limit as n → ∞ a.e. (P).
The theorem presupposes that essentially all random probability measures on F n that one contemplates are absolutely continuous relative to one's prior. In this case, (M') implies convergence to a maximally informed opinion.
There also is an analogue to the merging result for hard Jeffrey shifts. P n and Q n are now viewed as random probability measures on F n for each n, and Theorem 5.1 generalizes to: THEOREM 9.2. Suppose that P n , n = 1, 2, . . . and Q n , n = 1, 2, . . . are random sequences of probability measures on ( , F 1 ), ( , F 2 ), . . . with Q n = P n , that Q n , n = 1, 2, . . . is uniformly absolutely continuous with respect to Q a.e. (Q), and that Q P.
e. (Q).
Under the assumptions of Theorem 9.2, P n merges to Q n in the sense that a.e. (Q) the two measures get arbitrarily close in variational distance. Thus, by considering probability kinematics in terms of random probability distributions on partitions, we recover the Blackwell-Dubins notion of merging.
In Section 5 we illustrated Theorem 5.1 in terms of mechanical observers that provide both agents with joint probability distributions. Viewing the martingale condition (M') as in Section 8 as a basic principle of rational learning is relevant for this interpretation. Recall that (M) was one of the assumptions of Theorem 5.1 (our first merging result). Now, (M) requires that the joint distributions of members of partitions don't change in response to later experiences. This is a severe restriction of learning situations; it requires that later evidence be evidentially independent of earlier outcomes. For mechanical observers, this does not appear to be a plausible assumption, at least not in general. However, (M) is only a special case of (M'). The more general martingale principle allows the kind of evidential dependence between earlier outcomes and later evidence that (M) prohibits. What (M') does constrain is the way agents think about this dependence; there is supposed to be no such dependence on average. As we put it in Section 8, agents think of the mechanical observer as a genuine source for learning. This is a normatively ideal case from which mechanical observers may deviate in many possible ways. One such class of scenarios was treated in Theorem 5.2, where outputs of the mechanical observer may violate the martingale condition yet still lead to merging. This result covers many, but by no means all, cases. One particularly important question, to which I don't yet have an answer, is whether the normative ideal can be approximated with mechanical observers that are not as trustworthy is the ideal one. The normatively ideal case is nevertheless important, for it represents a model of inquiry that obtains under the best epistemic cionditions, one that we might be able to approximate to varying degrees.
The more general treatment outlined in this section may also be applied to the nonmerging result for Bayes factors. The sequences of probability measures in Theorem 6.1 may be random, the only constraint being that the Bayes factor identities (6) hold almost surely. Since (M') requires that probabilities for elements of a partition, once adopted, will be the same on average in the future, it seems plausible that the non-merging result can be extended to the present setting. Proving this conjecture is beyond the reach of this essay, though. §10. Concluding remarks on disagreement and rationality. According to Savage (1954) , one of the main goals of statistics is to find ways for dealing with interpersonal differences in judgements. Statistics can bring diverging views closer to each other by the analysis of evidence. The merging of opinions theorem due to Blackwell and Dubins is a very general expression of this idea within the framework of subjective Bayesian probability theory. Our first new insight is that merging of opinions generalizes to situations where evidence is uncertain but shared among agents in terms of a common joint probability distribution over experimental outcomes. These two merging results seem to be especially relevant for the alleged failure of subjective Bayesianism to account for the rationality of science. For a subjective Bayesian, the rationality of science consists in its ability to lead to a consensus under certain conditions. While our initial belief states can be quite arbitrary, successive rational belief revisions based on the same evidence lead us to have basically the same beliefs. Where we end up does not depend on where we begin as long as there is enough evidence.
It should be emphasized that consensus is expected only under certain conditions, and the claim is that those conditions often (or at least sometimes) do hold in scientific investigations. Our theorems suggest what those conditions are. They fall into two groups. In the first place, agents need to be dynamically rational. In the second place, their belief revisions need to operate in appropriate circumstances.
Dynamic rationality means that agents update by probability kinematics and obey principle (M) or (M'). The rationality of these requirements has to be understood in the right way. Justifications of probability kinematics presume that the partition used for probability kinematics is a sufficient partition; i.e., the learning situation is such that what is learned does not go beyond what is given by the partition. The martingale condition (M') further restricts the sequence of learning experiences to those that are diachronically rational from an agents prior point of view.
The dynamic rationality of agents is enough to guarantee convergence to certainty or convergence to a maximally informed opinion in the corresponding learning situation. But it is not enough to guarantee merging of opinions, which also requires suitable circumstances for learning. First, agents have to agree on probability zero events (absolute continuity of priors). Furthermore, posteriors cohere with priors in the sense given by uniform absolute continuity. Finally, agents change beliefs based on shared evidence. All these conditions are, implicitly or explicitly, invoked by our merging results. The Blackwell-Dubins result accounts for the case where evidence comes in terms of propositions. Our novel merging result deals with the case where the evidential input is given by a shared probability distribution over experimental outcomes. If an observational interaction has an appropriate structure, this can be modeled by probability kinematics with hard Jeffrey shifts.
In both cases the Bayesian strategy for explaining the rationality of science works. It has to be emphasized, though, that the conditions that are required for this to hold are far from being trivially satisfied. Our priors may fail to be absolutely continuous, and there may be no way you could persuade me to change my priors by appealing to my rationality. Similarly, we may disagree about the evidence we get, which could prompt our beliefs to diverge. So, even if we are individually rational, we may fail to agree in the long run unless these conditions are met.
Our second main insight concerns the circumstances of non-merging. In addition to the conditions that were just mentioned, both merging results assume rather solid kinds of evidential inputs. Although this might be a useful assumption for science, it is not a good one in general. Soft Jeffrey shifts are one option for describing more fluid kinds of evidential inputs for which we have a reasonable criterion as to when two agents have the same input. In this case our beliefs can diverge in the long run even if all of the conditions mentioned before hold.
A related result was proved by Schervish & Seidenfeld (1990) . Shervish & Seidenfeld don't assume that agents update by Bayesian conditioning; instead, posteriors are conditional probabilities chosen from a given set of probability measures. If this set has specific properties, then the agent's posteriors will merge with increasing information. However, this consequence depends on the properties of the set of probability measures. If the set is characterized by rather weak properties, then consensus is not guaranteed. 35 If we interpret the set of probability measures as consisting of those measures whose conditional probabilities are admissible responses to the same evidence, then this result says that if the set is too unconstrained, two agents responding to the same evidence may disagree forever.
Non-merging results are important for one aspect of the epistemological questions surrounding disagreement: the relationship between individual rationality and the possibility of consensus in the short and in the long run. There are other issues in addition to this. For instance, one might think about principles of group rationality that should govern the pooling of different opinions (e.g. Lehrer & Wagner, 1981) . This goes beyond the concerns of this essay; one may well imagine pooling the opinions of individually rational agents who have the same evidential inputs. The principles governing the pooling go beyond the individual rationality of the agents. Seidenfeld et al. (1989) show that a complete Bayesian solution of the pooling problem is impossible. A more restricted treatment might be feasible, however (see Mongin, 1995) .
Our results lead to the conclusion that, even under otherwise favorable circumstances, a soft kind of information allows individual rationality to be consistent with sustained disagreement. I don't think that this is a weakness of the broadly Bayesian approach advocated in this essay. Merging of beliefs happens when it should, i.e., under conditions which may, for example, hold for certain carefully designed scientific investigations. But the claim of merging is not a no-brainer that can be used across the board. In a well known essay, van Inwagen (1996) discusses three fields (philosophy, politics and religion-a list which could certainly be extended) where disagreements among well informed and qualified people abound. Given the background of the admittedly simple but useful model of soft Jeffrey shifts we should say that this kind of disagreement is to be expected. If uncertain evidence leaves room for interpretation, then individually rational people can reach different conclusions based on the same evidence. This appears to, at least partly, resolve what is puzzling about many situations where individuals acknowledge each others rationality in the face of disagreement but each one maintains their beliefs. From a Bayesian perspective, there is nothing wrong with this, except under the special conditions where merging results apply. §11. Acknowledgements. A version of this paper was presented at the University of Salzburg, where the audience provided many helpful comments. I wish to thank Jim Joyce, Hannes Leitgeb, Samir Okasha, Jan-Willem Romeijn, Brian Skyrms, Bas van Fraassen, Carl Wagner, Kevin Zollman, an anonymous referee of this journal, and especially Teddy Seidenfeld, who prepared detailed commentaries. §12. Appendix.
Martingales, convergence to certainty, and regular conditional distributions.
Throughout the probability measure P is assumed to be a countably additive probability measure on a measurable space ( , F). Let X be an F-measurable random variable. E[X |F n ] is the conditional expectation of X given F n . The expectation is taken with respect to P. E[X |F n ] is a F n -measurable random variable and gives your estimate of the value of X if you know, for any event in F n , whether or not it has occurred.
In our case each σ -field F n is generated by a partition of .
for almost all ω in E (e.g. Ash, 2000, sec. 5.5) . This means that on each set of positive probability in the partition E n , the conditional expectation E[X |F n ] is almost surely constant. A sequence of random variables Z 1 , Z 2 , . . . is a martingale with respect to
is a martingale follows from a fundamental property of conditional expectations:
The martingale convergence theorem implies that almost surely
The last equality holds if X is F-measurable. It follows that the sequence of conditional probabilities P[A|F 1 ], P[A|F 2 ], . . . converges to I A whenever A ∈ F (where I A is the indicator function of A). Just let X = I A . Then E[X |F n ](ω) is the conditional probability of A given F n , i.e., P[A|F n ](ω).
If each member of E n has positive probability, for all n, then by equation (8),
a.e.. The martingale convergence theorem then implies that the sequence of conditional probabilities P[A|E n (ω)] goes to zero or one almost surely. Let G be a sub-σ -field of a σ -field F. The conditional probability P[A|G] of an event A given G exists for any event A and is almost surely unique. However, this does not use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1755020315000180
imply that versions of each P[A|G] can be so chosen so that P[·|G] is a countably additive probability measure over F for each fixed ω (e.g. Ash, 2000) . There is a counterexample where the set for which P[·|G] is not a countably additive probability measure has positive probability whatever version of P[A|G] is chosen (see Seidenfeld, 2001 , and references therein).
If it is possible to choose versions of each P[A|G] so that P[·|G] is a countably additive probability measure over F for every ω then P[·|G] is a regular conditional distribution. Regular conditional distributions play an important role in the Blackwell-Dubins theorem, which assumes that the prior probability is predictive; this means that the prior is assumed to admit a regular conditional distribution of the future given each finite history of observations.
Moreover, as shown in Blackwell & Dubins (1975) and Seidenfeld (2001) there can be a tension between regular conditional distributions and coherence. Even if a regular conditional distribution exists it need not have the conditioning event as its support; i.e. it might not be proper. (A regular conditional distribution P given G is proper at ω if P[A|G](ω) = 1 whenever ω ∈ A ∈ G, and it is proper if it is proper at each ω.)
Regular conditional distributions and properness lead to further qualifications for the Blackwell-Dubins theorem. A well-known sufficient condition for the existence of a regular conditional probability is that is a separable completely metrizable topological space and F is its Borel-σ -algebra. Concerning properness, a regular conditional distribution is proper with probability one whenever the sub-σ -filed G is countably generated (Seidenfeld, 2001 , theorem 1).
These conditions for the merging of opinions theorem are more general than what is used in the main text. In particular, they allow the application of continuous random variables (under the appropriate restrictions).
12.2. Proof of Theorem 5.1. For each A ∈ F, consider the random variable P[A|F n ]. Probability kinematics calculates the new probability for A by taking the expected value of P[A|F n ] with respect to P n :
This is equivalent to (4). To see this, note that P[A|F n ] = E∈E n I E P[A|E] a.e. (P). Let S be the set of all ω for which this relation holds. Then P[S] = 1. Because S ∈ F n , we also have P n [S] = 1 by absolute continuity. Thus the integral above is essentially an integral of a simple function which is equal to (4). If Q n = P n on F n for each n, then d Q n = d P n ; so
Taking supremums on both sides gives
Clearly, 
, it now follows from (10) that
That d(P F n , Q F n ) is a F n -measurable random variable follows from the integral representation of d given in Blackwell & Dubins (1962, p. 883) . Since Q n Q on the measurable space ( , F n ), the Radon-Nikodým derivative
Moreover, the integral on the right side of (11) is equal to
Our goal is to show that the right side of this equation goes to zero. The next lemmata note some basic facts about the sequence Y 1 , Y 2 , . . . of Radon-Nikodým derivates. For the first, recall that a family of nonnegative random variables is uniformly integrable if for each ε > 0 there exists a K such that {Z ≥K } ZdQ < ε, for any Z in the family of random variables (K does not depend on Z ).
LEMMA 12.1. Let the sequence Q n , n = 1, 2, . . . be uniformly absolutely continuous with respect to Q. Then Y n , n = 1, 2, . . . is uniformly integrable.
Proof. Note that for any
(Since Y n is F n -measurable, {Y n ≥ K } is clearly an event in F n .) By Markov's inequality, we have
Since the sequence Q n , n = 1, 2, . . . is assumed to be a uniformly absolutely continuous family with respect to Q, we know that for every ε > 0 there exists a δ > 0 such that for all n
for all B ∈ F n . Now, let ε > 0 and choose a δ > 0 such that (15) holds uniformly in n and B ∈ F n . If we choose K sufficiently large so that 1/K < δ (this does not depend on n), 
Proof. By Lemma 12.1, the sequence Y n , n = 1, 2, . . . is uniformly integrable. It is well known that a family of random variables that is dominated by a uniformly integrable family of random variables is itself uniformly integrable. The sequence Proof. This follows from the martingale convergence theorem since all Y n are nonnegative.
If (M) holds, then
To finish the proof, observe that d(P F n , Q F n ) → 0 a.e. (Q) by Blackwell-Dubins since Q P. Hence, by the corollary of Lemma 12.3, the sequence 
From this and (12) it follows that d(P n , Q n ) → 0 as n → ∞. 
. Thus, because g is finite a.e. (otherwise its integral would diverge), we must have d(P F n , Q F n )g → 0 a.e. Therefore d(P F n , Q F n )Y n → 0 a.e. Equation (16) now follows from the dominated convergence theorem because d(P F n , Q F n )Y n ≤ g, and the conclusion of the theorem follows again from combining this with (12).
12.4. Proof of Theorem 6.1. We start with noting that Wagner (2002, p. 271) shows that the following lemma is true:
LEMMA 12.5. Condition (6) holds if an only if there exists a c n such that for all E ∈ E n : R P n ,P n−1 (E) = c n R Q n ,Q n−1 (E)
Proof. Suppose that such a c n exists. Then (6) holds since B P n ,P n−1 (E, F) = R P n ,P n−1 (E) R P n ,P n−1 (F) = R Q n ,Q n−1 (E) R Q n ,Q n−1 (F) = B Q n ,Q n−1 (E, F).
Suppose now that (6) holds, and define c n by
where E 1 ∈ E n . Then it follows from (6) that (17) holds for all E ∈ E n .
The first part of Theorem 6.1 asserts that condition (17) is consistent with condition (M) applied to both sequences of probability measures. This can be demonstrated by showing that certain systems of linear equations have solutions. Let n ≥ 2 be arbitrary and F be in E n . Then, by assumption (N1), there are events E 1 , E 2 ∈ E n+1 such that F = E 1 ∪ E 2 . Let The solution for this system is given by
as well as x 2 = s − x 1 and y 2 = t − y 1 . These solutions can be positive if p/q = s/t. This inequality follows from assumption (N3):
If p/q > s/t, then x 1 , y 1 are positive and strictly less than s, t, respectively, if
If p/q < s/t, these inequalities need to be reversed. What remains to be shown is that the same c can be chosen for any F ∈ E n (of which there are 2 n ). To see that this is possible observe first that solutions can be calculated as above for any element of E n . Moreover, observe that (18) 
By assumption (N2), 0 < p, q < 1 and p = q. There exist positive solutions for p and q such that p and q are strictly between zero and one provided that
whenever p > q (otherwise the inequalities have to be reversed). This, together with the above argument, proves the assertion that there are sequences P 1 , P 2 , . . . and Q 1 , Q 2 , . . . that satisfy (6) and (M). The second assertion of the theorem now follows immediately. Let ε = |p − q |. Then c can be chosen such that ε > 0. Because of condition (M), P n [E] = P 1 [E] = p and Q n [E] = Q 1 [E] = q for all n = 1, 2, . . .. Hence, |P n [E] − Q n [E]| = ε, n = 1, 2, . . . and d(P n , Q n ) ≥ ε > 0 for all n ≥ 1. 12.5. Proof of Theorem 7.1. The theorem assumes that the sequence P n , n = 1, 2, . . . is uniformly absolutely continuous with respect to P. Therefore, P n P over each space ( , F n ), and the Radon-Nikodým derivative X n = d P n /dP exists.
Suppose that condition (M) holds for the sequence of probability measures P 1 , P 2 , . . . on ( , F 1 ), ( , F 2 ), . . .. Then, by Lemma 12.3 and its corollary, X 1 , X 2 , . . . is a nonnegative martingale that converges to a finite limit X a.e. Furthermore, as explained in 12. Since P n [A] = P[A|F n ]X n dP, it follows that P n [A] converges to a limit.
12.6. Proof of Theorem 9.1. For any A ∈ F, let
This is equivalent to (4). Since P n , n = 1, 2, . . . is uniformly absolutely continuous relative to P a.e. (P), the Radon-Nikodým derivatives X n = d P n /dP exist almost surely and it follows that
for almost every ω 1 .
LEMMA 12.6. If condition (M') holds for P n , n = 1, 2, . . . a.e. (P), then X n (ω) converges to a finite limit a.e. (P) for almost every ω.
Proof. We can choose P[A|F n ] to be a regular conditional probability. Since F n is generated by a finite partition, P[A|F n ] is also proper. Hence, if F ∈ F n , then almost surely P[F|F n ](ω) = 1 if ω ∈ F and P[F|F n ](ω) = 0 if ω / ∈ F. Hence, P[F|F n ] = I F a.e., and so we get from (19) that P n [F](ω 1 ) = F X n (ω 1 , ω 2 )P(dω 2 ) for almost every ω 1 . Since (M') holds for P n , n = 1, 2, . . . a.e., we have for every G, F ∈ F m it would follow that there is a set N 1 × N 2 of positive measure P 2 where X m does not converge to a finite limit, which contradicts the foregoing result.
Lemma 12.6 implies that the sequence of random variables P[A|F n ]X n (ω), n ≥ 1 converges, for almost every ω, to a finite limit I A X (ω) a.e. (P).
What remains to be done in order to apply the Vitali convergence theorem is to show that the sequence P[A|F n ]X n (ω) is uniformly integrable for almost every ω. Since P n , n = 1, 2, . . . is uniformly absolutely continuous relative to P a.e., a proof analogous to that of Lemma 12.1 shows that X n (ω), n = 1, 2, . . . is uniformly integrable for almost every ω. Similarly, because P[A|F n ] ≤ 1, P[A|F n ]X n (ω), n = 1, 2, . . . is uniformly integrable for almost every ω by an argument along the lines of Lemma 12.2
Putting things together, we can apply the Vitali convergence theorem in order to conclude that Since Q n Q on ( , F) a.e. (Q), the Radon-Nikodým derivative Y n exists almost surely for each n. Lemma 12.6 implies that Y n (ω), n = 1, 2, . . . converges to a finite limit almost surely.
The assumption that Q n = P n a.e. (Q) implies that
for almost every ω (Q). Taking supremums on both sides yields
for almost every ω (Q). (The equality follows from the fact that Y n (ω) is the RadonNikodým derivative of d Q n (ω)/dQ.) The proof can now be finished along the lines of the proof of Theorem 5.1 by adding almost surely qualifications at the appropriate places. Proofs analogous to the ones of Lemmas 12.1 and 12.2 show that d(P F n , Q F n )Y n (ω), n =, 1, 2, . . . is a uniformly integrable sequence for almost every ω. Because d(P F n , Q F n ) → 0 as n → ∞ a.e. (Q), d(P F n , Q F n )Y n (ω) → 0 a.e. (Q) for almost every ω. Hence, for almost every ω,
It follows that lim n→∞ d(P n (ω), Q n (ω)) = 0 for almost every ω (Q). 
