Abstract -Tuning orfine tuning of a tracker system turns out to be a hard job in practice. The main reason for this is that in a practical (surveillance) tracker system there are a lot of design parameters and a lot of competing requirements to be met. This paper provides the user with an algorithm to tune a tracker system automatically and at the same time obtain quantitative results in terms of the optiniality of the solution. The theory of randomized algorithms is used to obtain probabilistic statements on the quality of the output of the tuning process. A simplged example illustrates how the developed theory is to be used.
Introduction
This paper deals with automatically tuning a tracker system. Tuning a tracker system C&I be a hard and tedious job, therefore techniques are being investigated how this process can be automated and how the results of this process can be used and how they should be interpreted. After tuning one also wants to be able to make quantitative statements about the results obtained, also this issue will be treated.
We will develop a method for automated tuning which will result in an almost optimally tuned tracker system w.r.t. performance measures that have been specified by the user.
In the proceeding we will explain what we mean by almost optimal.
Recently, probabilistic methods have been employed, predominantly in the field of control system analysis and synthesis. These methods are sample-based methods. The methods have been used to be able to deal with computationally complex problems, sometimes also referred to as NP-hard problems, see e.g. The key idea of randomized algorithms is that the notion of a solution to a problem is slightly changed. Instead of developing an algorithm that solves the problem exactly in all cases, the problem is approximately solved in most of the cases. The notions, "approximately" and "most of the cases" are being quantified and a probability that the algorithm fails is specified. Also explicit bounds for the number of required samples are given. By settling for solutions in terms of probabilistic statements, one is able to solve a much wider variety of problems.
Optimization by randomized algorithms
In this section we will give some background on the Randomized Algorithms (RA's). In order to relate the general theory to the specific problem of tuning a tracker system in the proceeding the space @ can be interpreted as the space of 'tuning parameters'. The space 0 is to be interpreted as the space of (measurement) noise realizations. A criterion function depending on a tuning parameter vector q5 E @ is minimized in a probabilistic sense, this criterion function is obtained by taking the (empirical) average over 0, i.e. over (a lot of) noise realizations for the performance function that has been specified by the user. Denote by PM the probability measure on the set OM Let @ be a set and suppose f : @ -+ R is a function. Let that is induced by the probability measure P on the set 0.
A special type of minimum
Now Hoeffdings inequality ( 
e -2 M~2 (7)
We will now give the definition of a probably approximate near minimum.
Definition 2.1
Suppose Q is a probability measure on @ and E > 0, 0 < a < 1 are given numbers. A number fo E IW is called a probably approximate near minimum of f to accuracy E and level a, if
In words, inequality (7) states that once A4 samples 01, ..,OM have been drawn from 0, according to P, the probability that the empirical mean differs more then E from the exact value of the mean is smaller then 2e-2Me2.
So in order to estimate the mean &(s) to an accuracy
E and with a confidence of at least 1 -6, one should have
and in addition
A nice feature of this bound is the fact that it is independent of the dimension of the underlying set 0. This fact is also exploited in Monte Carlo simulation.
An algorithm to produce a probably approximate near minimum
Definition 2.1 states that there exists a set
@E*\S
In this section we will provide an algorithm that produces a probably approximate near minimum, see definition 2.1. In words, if we exclude the small (with respect to the measure Q) set S, f o is not more than E away from the actual infimum of f . Ee(s) = s(0)dP.
0 An accuracy parameter 0 < E < 1.
Tuning a track filter: example
In this example we will tune a type of track filter that has been proposed in [17] . The system setup will be the exact same as &e one used in [17] . For the sake of completeness we will list some relevant characteristics of this track filter, i.e. the Multiple Model Multiple Hypothesis Filter (MMMHF).
The system under consideration is that of a long range (9) surveillance radar.
Generate samples 41, .., q 5~ E @ according to Q and 81, . . , 8~4 E 0 according to P.
STEP 3
Define the empirical means and set
The relevant characteristics of the radar system are listed in table 1. The target behavior can be modeled in a generic way by: do is obtained as 0 w ( k ) is the process noise and d w ( k , m ( k ) ) ( w ) is the probability distribution of the process noise. optimal in the sense of definition 2.1.
We have scenarios including a straight flying target, a sharply (4g) maneuvering target and a target in a soft maThe second mode has the following state: Applying algorithm 2.2 results in an optimal hypothesis depth of 4 and an optimal maximum number of hypotheses to be maintained of also 4, the optimal threshold turns out to be 0.0043.
Note that we have found from different experiments that the criterion is quite insensitive to the threshold, but every different run of the algorithm resulted in the same values for both the hypothesis depth and the maximum number of hypothesis to be maintained.
We also note that the 'optimal' number of 4, for the hypothesis depth, is in accordance with the resultskonjectures, that were reported in [6] and [7] , where the hypothesis depth is also referred to as internal degrees of freedom.
Discussion and implementational issues
We have chosen the criterion function in the example of the form X -l + x where z is a scaled version, scaled by y1,2 in the example, of the actual performance measures MSE and MNOFH. This form of the function has been chosen to make sure that the performance function to be minimized is in the interval [O, 11. We also like to stress the fact that although the theory and the algorithm, presented in.this paper, provide a way of automated tuning that can be applied in the design of a tracking system and provides the user with quantitative statements on the optimality of the design, it is still required that the user applies common sense and a priori knowledge in the process of designing a suitable/sensible criterion function.
Conclusions
In this paper we have presented a new algorithm that can be used for the tuning process of a tracker system. The algorithm provides the user with a probabilistic statement on the quality of the solution. The quality that can be guaranteed is directly related to computational load that is spent on the tuning process. In an example the theory and design of a sensible criterion function has been illustrated.
