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Резюме. В роботi проведено асимптотичний аналiз проблеми ве-
ликих вiдхилень для випадкової еволюцiї з незалежними приро-
стами в схемi пуасcонової апроксимацiї з розщепленням та по-
двiйним укрупненням. Великi вiдхилення для випадкової еволю-
цiї з незалежними приростами визначаються експоненцiйним ге-
нератором для стрибкового процесу з незалежними приростами.
Вступ
В роботi проведено асимптотичний аналiз проблеми великих вiдхилень
для випадкових еволюцiй з незалежними приростами в схемi пуассонової
апроксимацiї з розщепленням та подвiйним укрупненням (див. [5]). Така
постановка задачi є новою та досi недослiдженою.
Асимптотичний аналiз проблеми великих вiдхилень для випадкових ево-
люцiй з незалежними приростами в схемi пуассонової апроксимацiї прове-
дено в роботi [6].
В монографiї [2] для дослiдження проблеми великих вiдхилень розви-
нуто ефективний метод, побудований на теорiї збiжностi експоненцiйних
(нелiнiйних) операторiв. В роботах [7, 8] експоненцiйний оператор в схемi
серiй з малим параметром серiї "! 0 (" > 0) має вигляд:
H"'(x) := e '(x)=""L"e'(x)=";
де оператори L"; " > 0; визначають марковськi процеси x"(t); t  0; " > 0;
в схемi серiй.
Випадковi еволюцiї з незалежними приростами (див. [5]) задаються спiв-
вiдношенням
(t) = 0 +
Z t
0
(ds;x"(s)); t  0: (1)





['(u+ v)  '(u)] (dv;x); x 2 E:
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Перемикаючий марковський процес x"(t); t  0 визначається на стан-




Ek; Ek \ Ek0 = ;; k 6= k0
в схемi серiй з малим параметром серiї "! 0; " > 0.
Марковське ядро має вигляд
Q"(x;B; t) = P "(x;B)[1  e q(x)t]; x 2 E; B 2 E ; t  0:
Також виконуються такi умови:
ME1:: Ядро, що описує перехiднi iмовiрностi вкладеного ланцюга
Маркова x"n; n  0 має представлення
P "(x;B) = P (x;B) + "P1(x;B):
Стохастичне ядро P (x;B) на розщепленому фазовому просторi
визначається так:
P (x;Ek) = 1k(x) :=

1; x 2 Ek;
0; x =2 Ek:
Стохастичне ядро P (x;B) визначає супроводжуючий ланцюг Мар-
кова xn; n  0 на вiдокремлених класах Ek; 1  k  N . Крiм того,
збурююче ядро P1(x;B) задовольняє умовi
P1(x;E) = 0;
що є прямим наслiдком рiвностi P "(x;E) = P (x;E) = 1:





P (x; dy)['(y)  '(x)]
є рiвномiрно ергодичним на кожному з класiв Ek; 1  k  N; зi
стацiонарними розподiлами k(dx); 1  k  N; якi задовольняють
спiввiдношення:




ME3:: Усередненi iмовiрностi виходу
bpk := Z
Ek
k(dx)P1(x;EnEk) > 0; 1  k  N
є додатними, крiм того
0 < q(x) < +1:
Таким чином, збурююче ядро P1(x;B) визначає перехiднi iмовiр-
ностi мiж класами Ek; 1  k  N: Отже, рiвнiсть
P "(x;B) = P (x;B)+ "P1(x;B) означає, що вкладений ланцюг Мар-
кова x"n; n  0 проводить довгий час в кожному з класiв Ek та
перестрибує мiж класами з малими iмовiрностями "P1(x;EnEk):
77
ВЕЛИКI ВIДХИЛЕННЯ ДЛЯ ВИПАДКОВОЇ ЕВОЛЮЦIЇ ...
За умов ME1—ME3 має мiсце слабка збiжнiсть [5, ch. 4]
v(x"(t="))) bx(t); "! 0; v(x) = k 2 bE = f1; :::; Ng; x 2 Ek:
Граничний марковський процес bx(t); t  0 на укрупненому фазово-
му просторi bE = f1; :::; Ng визначається генеруючою матрицеюbQ1 = (bqkr; 1  k; r  N);
де: bqkr = bqkbpkr; k 6= r; bqk = qkbpk; 1  k  N:bpkr = pkr=bpk; pkr = Z
Ek
k(dx)P1(x;Er); 1  k; r  N; k 6= r;
bpk =   Z
Ek
k(dx)P1(x;Ek):
ME4:: Укрупнений марковський процес bx(t); t  0 є ергодичним, зi
стацiонарним розподiлом b = (k; k 2 bE):
Таким чином, оператор Q" можна подати у виглядi:




Нехай  — проектор на нуль-пiдпростiр зведено-оборотного оператора








Q = Q = 0:
Потенцiйний оператор ([5], сh. 1)
R0 :=   (Q+) 1 = ( Q) 1  
має властивiсть
QR0 = R0Q =   I:
Означимо зведений оператор bQ1 за допомогою спiввiдношенняbQ1 = Q1:
Нехай b — проектор на нуль-пiдпростiр зведено-оборотного оператораbQ1: bb' := X
k2 bE
bk b'k:
Означимо потенцiальну матрицю bR0 = [ bR0kl; 1  k; l  N ] такими спiввiд-
ношеннями: bQ1 bR0 = bR0 bQ1 = b  I:
Випадкова еволюцiя (1) характеризуєтся генератором двохкомпонентно-
го марковського процесу (t); x"(t); t  0 (див. [5], ch. 2])
L'(u; x) = Q"'(; x) +  (x)'(u; ) =
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= Q'(; x) + "Q1'(; x) +  (x)'(u; ) (2)
Зауваження 1. Дослiдження граничних властивостей марковських
процесiв базується на мартингальнiй харатеризацiї таких процесiв, а са-
ме розглядаються мартингали




де L — генератор на банаховому просторi BE дiйснозначних обмежених
тест-функцiй '(x) 2 E; з нормою k'k := supx2E j'(x)j, що визначає мар-
ковський процес x(t); t  0; на стандартному фазовому просторi (E; E).
Теорiя великих вiдхилень базується на використаннi експоненцiйної мар-
тингальної характеризацiї (див. [2], ch.1):




Тут експоненцiйний нелiнiйний оператор
H'(x) := e '(x)Le'(x); '(x) 2 BE :
Еквiвiлентнiсть спiввiдношень (3) та (4) випливає з такого:
Твердження (див. [1], с.66). Нехай x(t) та y(t) дiйснозначнi, неперервнi
справа процеси, асоцiйованi з потоком -алгебр fFtg. Припустимо, що для
будь-якого t, inf
st





є fFtg-локальним мартингалом, тодi i тiльки тодi, коли






є fFtg –локальний мартингал.
Проблема великих вiдхилень, як правило, реалiзується в 4 етапи ([2],
ch.2):
1. Обчислення граничного експоненцiйного (нелiнiйного) оператора,
що визначає великi вiдхилення.
2. Визначення експоненцiйної компактностi.
3. Визначення принципу порiвняння для граничного оператора.
4. Конструкцiя варiацiйного представлення функцiоналу дiї, що розв’я-
зує проблему великих вiдхилень.
Етапи (2)—(4) для експоненцiйного генератора, що вiдповiдає процесам з
незалежними приростами, реалiзовано в монографiї [2]. Важливо, що гра-
ничний генератор, який виникає при дослiдженнi випадкової еволюцiї, спiв-
падає з генератором, що вiдповiдає процесу з незалежними приростами без
перемикань.
Отже, для випадкової еволюцiї, яка розглядається в статтi i для вiдповiд-
ного граничного генератора всi необхiднi технiчнi умови (етапи 2—4) вже
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дослiдженi в монографiї [2]. А саме, питання експоненцiйної компактностi
для процесiв з незалежними приростами розглянуто в прикладах 1.5, 4.23
та в пп. 10.1.2 та 10.3.2; перевiрка принципу порiвняння для граничного
експоненцiйного генератора вигляду bH0'(u) = H0('0(u)) (див. нижче (7))
проведена в пп. 10.1.3 iз застосуванням леми 9.15; варiацiйне представлен-
ня граничного експоненцiйного генератора проведено в пп. 10.1.5 на с.200
iз застосуванням теореми 8.14.
Зауваження 2. Деякi з вказаних етапiв реалiзовано також в моногра-
фiї [3], де проблема великих вiдхилень дослiджується з використанням ку-
мулянти процесу з незалежними приростами. Зв’язок мiж кумулянтою
та експоненцiйним генератором випливає з наступного.



























або через експоненцiйний генератор
H'0(x) = a(); де '0(x) = x:
В роботах [7, 8] В. С. Королюк запропонував метод розв’язання проблеми
сингулярного збурення при дослiдженнi великих вiдхилень для випадкових
еволюцiй з незалежними приростами в схемi асимптотично малої дифузiї.
В класичних роботах асимптотичний аналiз проблеми великих вiдхи-
лень виконується, як правило, з використанням великого параметра серiї
n!1; а iнодi навiть кiлькох рiзних параметрiв (див. напр. [9]).
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Нормування випадкової еволюцiї (1) малим параметром серiї для розв’я-















['(u+ "v)  '(u)] (dv;x); x 2 E;
де ";  ! 0 так що " 1 ! 1.
1. Основнi умови пуасcонової апроксимацiї
C1: Пуасcонова апроксимацiя. Сiм’я процесiв з незалежними прироста-















ja(x)j  a < +1; sup
x2E
jc(x)j  c < +1:





g(v) (dv;x) = [ g(x) + 

g(x)]
для всiх g 2 C3(R) — класу функцiй, що визначає мiру (див.
[4], ch. 7),  g(x) — обмежене ядро,
j g(x)j   g (константа залежна вiд g):





g(v) 0(dv;x); g 2 C3(R):
Знехтувально малi доданки a; c ; g задовольняють умову
sup
x2E
j (x)j ! 0;  ! 0:
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що зумовлює вiдсутнiсть дифузiйної складової в експоненцiй-
ному генераторi, який визначає розв’язання проблеми великих
вiдхилень.








epjvj (dv;x) <1; 8p 2 R:
2. Основний результат








"(s="3)); t  0;
яка задається генератором двохкомпонентного марковського процесу
"(t); x
"(t); t  0






['(u+ "v)  '(u)] (dv;x); x 2 E (6)
i ";  ! 0 так, що " 1 ! 1 визначається експоненцiйним генератором
bH0'(u) = bba'0(u) + Z
R
[ev'














Зауваження 3: Великi вiдхилення для випадкових еволюцiй в схемi
пуассонової апроксимацiї визначаються експоненцiйним генератором для
стрибкового процесу з незалежними приростами. Вичерпне дослiдження
проблеми випадкових вiдхилень для стрибкового процесу з незалежними
приростами викладено в монографiях [3, 2].
Для доведення теореми використовуємо таку лему.
Лема 1. Експоненцiйний генератор в схемi серiй
H";  (x)'(u) = e
 '="" "(x)e
'=" (8)
має таке асимптотичне представлення
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де sup
x2E






0(u)   1  v'0(u)] 0(dv;x):
Доведення. Перепишемо (8), враховуючи вигляд генератора (6). Маємо








Перепишемо вираз для генератора таким чином:
















Легко бачити, що функцiя  "u(v) = e"'(u)   1   "'(u)   12("'(u))2
належить класу C3(R). Дiйсно,
 "u(v)=v
2 ! 0; v ! 0
рiвномiрно по u, оскiльки '(u) 2 C3(R):Крiм того, функцiя  "u(v) неперерв-
на i обмежена для кожного " завдяки обмеженостi функцiї '(u). Бiльше
того, обмеженiсть функцiї  "u(v) є рiвномiрною по u завдяки умовам C2,
C3 та обмеженостi похiдної '0(u) .
Таким чином, маємо





























Застосовуючи формулу Тейлора до тест-функцiй '(u) 2 C3(R) та умову
PA2, отримаємо





































Враховуючи PA3 та граничну умову " 1 ! 1, остаточно маємо
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де sup
x2E
j";  (x)j ! 0; ";  ! 0:
Лему доведено. 
Доведення. Граничний перехiд в експоненцiйному нелiнiйному генераторi
винадкової еволюцiї реалiзується на збурених тест-функцiях





"=" = e '="[1 + '1 + 2'2] 1"L"e'="[1 + '1 + 2'2]:
Обчислення асимптотичної поведiнки останнього експоненцiйного генера-
тора дає такий результат.
Лема 2. Має мiсце асимптотичне представлення
H"'" = " 1Q'1 +Q'2 +Q1'1   '1Q'1 +H";  (x)'(u) + ";(x);
де sup
x2E
j";(x)j ! 0; ";  ! 0:
Доведення. Враховуючи (5) та граничне спiввiдношення " 1 ! 1;










= e '="[1  '1 + 2'
2
1   '2 + '1'2














Q1'2   '1Q'2   '1Q1'1   '1Q1'2 + e '="" "(x)e'="'1+
+e '="" "(x)e
'="'2   '1e '="" "(x)e'="   '1e '="" "(x)e'="'1 
 2'1e '="" "(x)e'="'2 +
'21   '2 + '1'2
1 + '1 + 2'2

" 22Q'1 + " 23Q'2+









Враховуючи лему 1, маємо
H";'" = " 1Q'1 +Q'2 +Q1'1   '1Q'1 +H (x)'(u) + h";(x);
де h";(x) = ";(x) + ";  (x):
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Тепер використовуємо розв’язок задачi сингулярного збурення (див. [5],
ch. 1) для системи рiвнянь
Q'1 = 0;
Q'2 +Q1'1   '1Q'1 +H (x)'(u) = H0'(u):
З першого рiвняння маємо '1(u; x) = '1(u; bx) 2 NQ, тому з умови розв’я-
зностi для другого рiвнянняbQ1 b'1 + bH (x)'(u) = H0'(u);
де
H0'(u) = Q1'1 +H (x)'(u):
Застосуємо тепер умову розв’язностi для останнього рiвняння. МаємоbQ1 b'1 + bH (x)'(u) = H0'(u):
Отже, bQ1 b'1 = H0'(u)  bH (x)'(u);
а для того, щоб це рiвняння було розв’язним вiдносно b'1 права частина має
належати простору значень оператора bQ1, тобто має виконуватись умоваb[H0   bH (x)]b'(u) = 0;




В статтi вперше поставлено та розв’язано проблему великих вiдхилень в
схемi фазового укрупнення для випадкової еволюцiї з незалежними приро-
стами. Запропоновано алгоритм, що дозволяє визначити нелiнiйний експо-
ненцiйний генератор, який розв’язує проблему великих вiдхилень. Показа-
но, що граничний експоненцiйний генератор є класичним експоненцiйним
генератором стрибкового процесу.
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