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Singularite´s quasi-ordinaires toriques et
polye`dre de Newton du discriminant
P. D. Gonza´lez Pe´rez
Abstract. Nous e´tudions les polynoˆmes F ∈ C{Sτ}[Y ] a` coefficients dans l’anneau de germes de fonctions
holomorphes au point spe´cial d’une varie´te´ torique affine. Nous ge´ne´ralisons a` ce cas la parame´trisation
classique des singularite´s quasi-ordinaires. Cela fait intervenir d’une part une ge´ne´ralization de l’algorithme
de Newton-Puiseux, et d’autre part une relation entre le polye`dre de Newton du discriminant de F par rapport
a` Y et celui de F au moyen du polytope-fibre de Billera et Sturmfels [3]. Cela nous permet enfin de calculer,
sous des hypothe`ses de non de´ge´ne´rescence, les sommets du polye`dre de Newton du discriminant a partir de
celui de F, et les coefficients correspondants a` partir des coefficients des exposants de F qui sont dans les areˆtes
de son polye`dre de Newton.
1 Introduction
Le sujet de la premie`re partie de ce travail est la repre´sentation des racines Y (X) d’une
e´quation polynoˆme F(X1, . . . ,Xd;Y ) = 0 par des se´ries a` exposants fractionnaires en
les variables X = (X1, . . . ,Xd). Il s’agit de ge´ne´raliser le the´ore`me de Newton-Puiseux.
Nous poursuivrons dans une direction inaugure´e par McDonald dans [9], et pre´cisons ses
re´sultats.
Notre approche est d’e´tudier d’abord le proble`me dans le cas d’un polynoˆme F ∈
C{Sτ}[Y ], ou` C{Sτ} est l’anneau des germes des fonctions holomorphes au point spe´cial
d’une varie´te´ torique affine correspondant a` un coˆne rationnel strictement convexe, τ ⊂
(Rd)∗, de dimension d. Nous re´solvons le probleme, lorsque le discriminant∆Y F de F par
rapport a`Y est de la formeXu ou`  est une unite´ dans C{Sτ} et u appartient au semigroupe
Sτ := τ∨∩Zd des e´lements de Zd qui appartiennent au coˆne dual τ∨ := {w ∈ Rd/〈w, u〉 ≥
0, ∀u ∈ τ}. Ceci est en fait une ge´ne´ralisation de l’e´tude classique des singularite´s quasi-
ordinaires, qui correspondent au cas ou` τ est le quadrant positif.
La re´duction du cas ge´ne´ral a` ce cas fait appel a` des constructions combinatoires sur le
polye`dre de Newton N(F) ⊂ Rd+1 de F. La plus importante, de´ja` utilise´e dans [9] est celle
du polye`dre-fibre Q(F) ⊂ Rd de N(F) par rapport a` sa projection N(F) → Rd sur l’espace
des exposants des monoˆmes en X. Les points extreˆmes de Q(F) correspondent a` certains
chemins dans les areˆtes de N(F).
Le polye`dre-fibre est e´galement relie´ au polye`dre de Newton de F du discriminant de F
par rapport a` Y . Si F = a0(X) + · · · + ar(X)Y r , on a l’inclusion de polye`dres de Newton
N(∆Y F) + N(a0) + N(ar) ⊆ Q(F)
(ou` la somme est la somme de Minkowski), avec l’e´galite´ sous des hypothe`ses de non-
de´ge´ne´rescence des coefficients de F par rapport a` N(F), (the´ore`me 4).
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Un coˆne τ ⊂ (Rd)∗ est compatible avec des polye`dres P1, . . . ,Ps ⊂ Rd s’il est constitue´
des fonctions line´aires qui prennent toutes leur valeur minimale surP1, . . . ,Ps en des point
fixe´s p1 ∈ P1, . . . , ps ∈ Ps. On de´crit le re´sultat principal, le the´ore`me 3, dans le cas ou`
F est un polynoˆme re´duit dans l’anneau C{X}[Y ]. Si τ ⊂ (Rd+)
∨ est un coˆne rationnel
strictement convexe de dimension d compatible avec les polye`dresN(∆Y F), N(ar) et Q(F),
alors l’homomorphisme C{X} → C{Sτ} e´tendant l’inclusion des alge`bres C[Zd+] → C[Sτ ]
transforme F en un polynoˆme Fτ ∈ C{Sτ}[Y ] dont toutes les racines sont de la forme
Xuε(X) ou` u ∈ 1kZ
d, ε(X) est une unite´ dans l’anneau C{ 1k Sτ} et k est un entier positif. La
construction des racines est donne´e par un algorithme qui ge´ne´ralise celui du the´ore`me de
Newton-Puiseux (the´ore`me 2), et qui pourrait se de´velopper a` l’aide d’un logiciel de calcul
formel. On peut comparer l’algorithme obtenu avec celui de [2], developpe´ pour le cas
quasi-ordinaire.
Nous utilisons ces re´sultats pour donner une description des sommets du polye`dre de
Newton du re´sultant ResY (F,G) des polynoˆmes F,G ∈ C{Sτ} a` partir des polye`dres-fibres
Q(F), Q(G) et Q(FG); nous calculons enfin les coefficients des monoˆmes correspondants
aux sommets du polye´dre de Newton de a0ar∆Y F et de ResY (F,G) sous des hypothe`ses de
non de´ge´ne´rescence. Ces coefficients de´pendent entre autres des re´sultants des paires de
polynoˆmes a` une variable obtenus en-regardant de F et de G que les termes donts les expo-
sants appartiennent a` des paires paralle`les d’areˆtes deN(F) etN(G). Onmontre un re´sultat
analogue pour le discriminant. Nous trouvons aussi, avec une me´thode tre`s diffe´rente, des
re´sultats de meˆme nature que ceux de Gel’fand, Kapranov et Zelevinski dans [6].
2 Parame´trisation de singularite´s quasi-ordinaires toriques
2.1 L’alge`bre des germes de fonctions holomorphes au point distingue´ d’une varie´te´ to-
rique affine
Soit τ un coˆne convexe rationnel de dimension d dans (Rd)∗. Cette condition garantit
que le coˆne dual τ∨ := {w ∈ Rd/〈w, u〉 ≥ 0, ∀u ∈ τ} est un coˆne rationnel stricte-
ment convexe. Pour cette raison, chaque e´le´ment de Sτ peut s’exprimer commme somme
d’e´le´ments du semigroupe Sτ d’un nombre fini de manie`res. L’ensemble des se´ries for-
melles a` exposants dans Sτ est un anneau, que nous notons par C[[Sτ ]]. La proprie´te´ de
finitude pre´ce´dente permet de garantir que les coefficients de la se´rie produit sont des fonc-
tions polynomiales des coefficients des facteurs. Ces anneaux sont de´finis dans [9], pour
construire des racines d’un polynoˆme F ∈ C[X1, . . . ,Xd][Y ], a` la Newton-Puiseux.
On va donner une interpre´tation ge´ome´trique de ces anneaux au moyen de la varie´te´
torique associe´e au coˆne τ dans le cas ou` τ est un coˆne rationnel strictement convexe de
dimension d dans Rd.
Soit N ⊂ (Rd)∗ un re´seau de dimension d, de re´seau dual M ⊂ Rd. Le coˆne τ de´finit le
semi-groupe de type fini Sτ := τ∨∩M. Soit C[Sτ ] l’alge`bre du semi-groupe Sτ a` coefficients
dans C. Associons a` (τ ,N) la varie´te´ torique affine Zτ := Spec C[Sτ ]. Chaque point ferme´
de Zτ est de´finit par un homomorphisme de semi-groupes Sτ → C. La valeur de la fonction
Xu ∈ C[Sτ ] au point x est x(u). L’orbite de dimension 0 de la varie´te´ Zτ est le point spe´cial
zτ de´fini par l’homomorphisme de semi-groupes Sτ → C qui applique 0 → 1 et u → 0 si
u = 0 (pour tout ceci, voir [4] ou [10]).
L’anneau des se´ries convergentes a` exposants dans Sτ , que nous notons par C{Sτ}, est
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l’ensemble des se´ries de C[[Sτ ]] qui sont absolument convergentes dans un voisinage du
point spe´cial zτ de la varie´te´ torique Zτ . Si τ est un coˆne convexe rationnel de dimension
d, on de´fini C{Sτ} =
⋂
C{Sσ} ou` σ parcourt les coˆnes rationnels strictement convexes de
dimension d contenus dans τ .
Lemme 1 L’alge`bre locale des germes de fonctions holomorphes au point zτ de Zτ est iso-
morphe a` C{Sτ}.
Preuve Soient u1, . . . , us des ge´ne´rateurs du semi-groupe Sτ . L’homomorphisme
C[U1, . . . ,Us] → C[Sτ ], de´fini par Ui → Xui ∈ C[Sτ ] est surjectif. Son noyau est un
ide´al premier I. Ce morphisme de´finit un plongement Zτ ⊂ Cs de la varie´te´ torique affine
Zτ := Spec C[Sτ ] de´finie par le coˆne τ , et l’image du point distingue´ zτ est l’origine de Cs.
Soit R l’alge`bre des germes fonctions holomorphes dans un voisinage de zτ dans Zτ .
Remarquons que l’homomorphisme compose´ C[U1, . . . ,Us] → C[Sτ ] ↪→ C[[Sτ ]]
s’e´tend en un homomorphisme χ : C{U1, . . . ,Us} → C[[Sτ ]] dont l’image est C{Sτ}.
En effet, l’image du monoˆme U λ, ou` λ = (λ1, . . . , λs) ∈ Ns, est le monoˆme Xu(λ), ou`
u(λ) =
∑
λiui ∈ Sτ . Donc, l’image de φ est la se´rie χ(φ) =
∑
u∈Sτ
(
∑
u(λ)=u cλ)X
u,
qui est bien de´finie parce que τ est strictement convexe. Supposons que φ est absolument
convergente au point x ′ = (x ′1, . . . , x
′
s ) correspondant au point x ∈ Zτ par le plonge-
ment torique Zτ ⊂ Cs. La valeur de la fonction Xu ∈ C[Sτ ] au point du Zτ , ne de´pend
pas de l’immersion, donc si u = u(λ), on a x(u) = x ′λ et la se´rie χ(φ) est absolu-
ment convergente au point x. Ceci implique que la se´rie χ(φ) ∈ C[[Sτ ]] est conver-
gente. Avec un raisonnement analogue, on peut montrer que l’homomorphisme d’alge`bres
χ : C{U1, . . . ,Us} → C{Sτ} est surjectif.
Par ailleurs, on a montre´ aussi que χ(φ) est une fonction holomorphe dans un voisinage
de zτ dans Zτ , de´finissant un unique e´le´ment de R. Clairement, tous les e´le´ments de R sont
obtenus de cette forme. Si la fonction χ(φ) est nulle dans un voisinage de zτ dans Zτ , la
se´rie φ est dans l’ideal engendre´ par I dans C{U1, . . . ,Us} donc χ(φ) = 0.
Comme conse´quence de ce lemme, on de´duit que l’anneau C{Sτ} est noethe´rien et
inte´gralement clos parce que Zτ est une varie´te´ normale (voir [7, Section 71]).
2.2 Extensions galoisiennes
Soit k ∈ Z un entier positif fixe´. Conside´rons les re´seaux N ′ = kN ⊂ N . Leurs re´seaux
duaux respectifs sont M ′ = 1kM ⊃ M. Un coˆne τ strictement convexe dans (R
d)∗ est
rationnel pour les deux re´seaux en meˆme temps. Nous notons Zτ (resp. Z ′τ ) la varie´te´
torique associe´e a` (τ ,N) (resp. a` (τ ,N ′)). Le semi-groupe associe´ a` (τ ,N ′) est S ′τ :=
1
k Sτ ⊂
M ′. L’homomorphisme de semi-groupes M ⊃ Sτ ↪→ S ′τ ⊂ M
′ de´finit un morphisme
torique fk : Z ′τ → Zτ . L’image du point distingue´ deZ
′
τ est le point distingue´ du Zτ , donc on
obtient un morphisme de germes irre´ductibles (Z ′τ , z
′
τ )→ (Zτ , zτ ). En utilisant le lemme 1
on ve´rifie que l’homomorphisme des alge`bres inte`gres associe´es est C{Sτ} ↪→ C{S ′τ}.
L’homomorphisme des semi-groupes M ↪→ M ′ de´finit le morphisme fk : T ′ → T ob-
tenu en restreignant fk aux tores respectifs de Z ′τ et Zτ . On peut ve´rifier directement que
Singularite´s quasi-ordinaires toriques 351
le noyau de ce morphisme fk|T ′ , comme morphisme de groupes alge´briques, est le sous-
groupe fini H de T ′, forme´ des e´le´ments (w1, . . . ,wd) tels que wki = 1, pour i = 1, . . . , d.
Ce morphisme est un reveˆtement galoisien a` kd feuilles de la varie´te´ T, parce que le groupe
H agit transitivement sur les fibres. Donc on a une extension galoisienne des corps des
fonctions rationnelles C(T) ↪→ C(T ′). On va montrer qu’on a une situation analogue pour
les corps des fonctions me´romorphes aux points distingue´s des varie´te´s toriques corres-
pondantes.
Soit L (resp. L ′) le corps des fractions de C{Sτ}, (resp. de C{S ′τ}). L’homomorphisme
C{Sτ} ↪→ C{S ′τ} de´finit une extension de corps L ↪→ L
′.
Lemme 2 L’extension de corps L ↪→ L ′ est galoisienne. Soit G son groupe de Galois. L’action
de H sur les monoˆmes de´finit un e´pimorphisme de groupes H → G et l’ensemble des e´le´ments
G-invariants de l’anneau C{S ′τ} est C{Sτ}.
Preuve Clairement, L ↪→ L ′ est une extension normale finie. A` chaque w ∈ H est associe´
l’homomorphisme d’alge`bres C{S ′τ} → C{S
′
τ} qui applique X
u
k → w(u)X
u
k . Cela de´finit
un homomorphisme de groupesH → G.
Remarquons que X
u
k → w(u)X
u
k de´finit l’action de l’e´le´ment w ∈ H sur un monoˆme
de C[S ′τ ]. Le corollaire 1.16 de [10] garantit que le morphisme Z
′
τ → Zτ coı¨ncide avec la
projection du quotient de Zτ par rapport a` l’action du groupe H. C’est-a`-dire que C[Sτ ]
est l’ensemble des e´le´ments invariants de l’alge`bre C[S ′τ ] par l’action de H.
Si H ′ est l’image de H dans G on a montre´ que le sous-corps fixe de L ′ par H ′ coı¨ncide
avec L, donc (L ′)G ⊂ L, c’est-a`-dire que L ⊂ L ′ est une extension galoisienne et donc
H ′ = G.
2.3 Parame´trisation de singularite´s quasi-ordinaires toriques
Supposons que F ∈ C{X1, . . . ,Xd}[Y ] est un polynoˆme re´duit tel que 0 ∈ C est une racine
de multiplicite´ r ≥ 1 du polynoˆme F(0,Y ) et que le discriminant de F soit de la forme
Xqε ou` ε est une unite´ de C{X1, . . . ,Xd}. D’apre`s le the´ore`me de pre´paration de Weiers-
trass, il existe un pseudo-polynoˆme a` la Weierstrass H de degre´ r en Y , et une unite´  dans
C{X1, . . . ,Xd,Y} tels que F = H. Par de´finition, la projection du germe (X, 0) ⊂ Cd × C
de´fini par le polynoˆme H ∈ C{X1, . . . ,Xd}[Y ] sur (Cd, 0) est quasi-ordinaire. D’apre`s
[1, Theorem 3], il existe k ∈ N tel que H ait ses r racines dans l’anneau C{X1/k1 , . . . ,X
1/k
d }.
On va ge´ne´raliser la construction de racines associe´es a` une projection quasi-ordinaire,
au cas ou` le germe (Cd, 0) est remplace´ par un germe de varie´te´ torique affine (Zτ , zτ ) au
point distingue´.
The´ore`me 1 Pour tout polynoˆme F ∈ C{Sτ}[Y ] re´duit tel que le discriminant de F soit
de la forme Xu0ε, ou` ε est une unite´ dans l’anneau C{Sτ} et que 0 ∈ C soit une racine de
multiplicite´ r ≥ 1 du polynoˆme F(zτ ,Y ) il existe k ∈ N tel que F ait r racines sans terme
constant dans l’anneau C{ 1k Sτ}.
Preuve Nous fixons un nombre fini de ge´ne´rateurs du semi-groupe Sτ . Cela permet de
de´finir un plongement de la varie´te´ torique affine Zτ ⊂ Cs. Il lui est associe´ un e´pimor-
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phisme d’alge`bres χ : C{U1, . . . ,Us} → C{Sτ} (voir le lemme 1). Conside´rons un po-
lynoˆme G ∈ C{U1, . . . ,Us}[Y ] tel que Gχ = F. On a G(0,Y ) = F(zτ ,Y ). D’apre`s le
the´ore`me de pre´paration de Weierstrass il existe un pseudo-polynoˆme a` la Weierstrass H
de degre´ r en Y , et une unite´ ε dans C{U1, . . . ,Us,Y} tels que G = εH. Clairement, les
germes de´finis au point (zτ , 0) par F et par Hχ coı¨ncident. Donc, on peut supposer que F
est un polynoˆme re´duit de degre´ r tel que F(zτ ,Y ) = Y r.
Soit L le corps de fractions de l’anneau inte´gre C{Sτ}. Les facteurs Fi de la factorisa-
tion de F en polynoˆmes irre´ductibles dans L[Y ] sont dans C{Sτ}[Y ] parce que, d’apre`s le
lemme 1, l’anneau C{Sτ} est inte´gralement clos et le coefficient de Y r est une unite´ (voir
[11, the´ore`me 5, section 3, chap. V]). De plus, le discriminant de Fi divise le discriminant
de F donc ∆Y Fi est de la forme Xu ou`  ∈ C{Sτ} est une unite´. On peut donc supposer
que F est irre´ductible, engendrant un ideal premier (F) dans C{Sτ}[Y ]. Conside´rons le
germe de varie´te´ analytique irre´ductible (X, x) ⊂ (Zτ × C, x) au point x correspondant a`
l’alge`bre inte`gre R = C{Sτ}[Y ]/(F).
Soit (X, x) → (Zτ , zτ ) la projection des germes, et choisissons un repre´sentant fini
π : X → Zτ tel que π−1(zτ ) = {x}. L’hypothe`se sur le discriminant implique qu’il existe
un voisinage W du point zτ dans Zτ tel que π est non ramifie´ sur W ∗ := W ∩ T. Par
continuite´, comme π−1(zτ ) = {x}, on peut supposer que π−1(W ) est un sous-ensemble
relativement compact de Cs+1.
Comme π est un morphisme fini, l’intersection de l’image inverse du lieu discriminant
de π avec X est une sous-varie´te´ analytique ferme´e propre de X. Son comple´mentaire est
un ouvert X∗ ⊂ X, connexe parce que X est analytiquement irre´ductible. Ceci montre que
π : X∗ →W ∗ est un reveˆtement connexe a` r feuillets.
On peut supposer que l’ouvertW ∗ du tore T estW ∗ = (D∗)d ou` D∗ = D(0, 1) \ {0} ⊂
C∗. Soit J le sous-groupe du groupe fondamental π1(W ∗,w) ∼= Zd associe´ au reveˆtement
π : X∗ → W ∗. Puisque J est d’indice fini, il existe k ∈ N tel que kZd ⊂ J. Le reveˆtement
fk : W ∗ →W ∗, de´fini par x → (xk1, . . . , x
k
d), est associe´ au sous-groupe kZ
d du Zd. Donc, il
existe un reveˆtement p : W ∗ → X∗ tel que π ◦ p = fk, (voir [5, chap. 13]).
Clairement, p est holomorphe, et borne´ dans le comple´mentaire dansW d’un ensemble
analytique ferme´, c’est-a`-dire que p est une fonction faiblement holomorphe dans W .
CommeW ⊂ Zτ est une varie´te´ normale, toute fonction faiblement holomorphe est ho-
lomorphe, (voir [7, Section 71]). Donc, p s’e´tend en un morphisme W → X. La fonc-
tion holomorphe π ◦ p coı¨ncide surW ∗ avec le morphisme torique fk : Z ′τ → Zτ (ou` on
conside`reW ∗ ⊂ Z ′τ et aussiW
∗ ⊂ Zτ ). Donc, elle est e´gale a` la restriction du morphisme
fk a`W . Nous remarquons que p(z ′τ ) = x parce que fk(z
′
τ ) = zτ et π
−1(zτ ) = {x}.
En utilisant le lemme 1, on voit que l’homomorphisme d’alge`bres inte`gres associe´ au
morphisme fk aux points distingue´s est C{Sτ} → C{S ′τ}. Conside´rons le monomorphisme
d’alge`bres R → C{S ′τ} correspondant au morphisme de germes p : (W, z
′
τ ) → (X, x).
L’alge`bre R est une sous-C{Sτ}-alge`bre de C{S ′τ} parce que π ◦ p = fk. Nous avons donc
un diagramme:
R −−−−→ C{S ′τ}
C{Sτ}
Soit L (resp. K, L ′) le corps des fractions de C{Sτ}, (resp. de R, C{S ′τ}). Par construction,
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L ⊂ K ⊂ L ′ et K = L(ζ) ou` ζ est l’image de Y ∈ R dans C{S ′τ}. D’apre`s le lemme 2,
l’extension de corps L ↪→ L ′ est galoisienne, et la se´rie ζ a ses r conjugue´s dans l’anneau
C{S ′τ}. Ces conjugue´s sont les racines de F dans C{S
′
τ} qui parame´trisent (X, x).
Remarque 1 Si F est irre´ductible, on peut prendre k = r dans le the´ore`me 1.
En effet, puisque le polynoˆme F est irre´ductible, l’indice du sous-groupe J (dans la
preuve du the´ore`me 1), est e´gal a` r. L’ordre du sous-groupe engendre´ par l’image d’un
vecteur de la base canonique de Zd dans Zd/ J est un diviseur de r. Donc, on a rZd ⊂ J.
3 Racines a` la Newton Puiseux
3.1 Valuation induite par un vecteur irrationnel
Soit R un anneau commutatif et Γ un groupe totalement ordonne´. Une valuation ω de R
dans Γ est une application ω : R \ {0} → Γ tel que
(i) ω(ab) = ω(a) + ω(b) pour 0 = a, b ∈ R,
(ii) ω(a− b) ≥ inf
(
ω(a), ω(b)
)
pour 0 = a, b ∈ R et a = b, avec e´galite´ si ω(a) = ω(b).
On associe a` chaque λ ∈ Γ l’ensemble Iλ = {a ∈ R/ω(a) > λ}. L’ensemble Iλ est un
ideal de R et on a λ > β ⇒ Iλ ⊂ Iβ . La topologie ω-adique sur R, est la topologie qui fait
de R un groupe topologique dans lequelle l’ensemble des ideaux {Iλ}λ∈Γ est un syste`me
fondamental de voisinages de 0 ∈ R.
La valuation ω est archime´dienne si Γ est isomorphe comme groupe totalement ordonne´
a` un sous-groupe deR. Soit (R,M) est un anneau local de corps de fractions L. La valuation
ω de L est centre´e sur R si ω(a) ≥ 0 pour a ∈ R et ω(a) > 0 pour a ∈ M.
Lemme 3 Soient (R,M) un anneau local noethe´rien de corps de fractions L, et ω une valua-
tion archime´dienne de L centre´e sur R. Alors, la topologie M-adique coı¨ncide avec la topologie
ω-adique de R.
Preuve Puisque R est noethe´rien, le semi-groupe ω(R \ {0}) est bien ordonne´, et il existe
un plus petit e´le´ment λ de l’ensemble ω(M \ {0}). Si β ∈ ω(M \ {0}), il existe n ∈ N tel
que nλ > β donc Mn ⊂ Iβ ⊂ M.
On appelle un vecteur w ∈ Rd irrationnel si ses coordonnee´s sont line´airement inde´pen-
dantes sur Q . Associe´ a` un vecteur irrationnel w ∈ Rd nous de´finissons un ordre total sur
Qd par:
u <w u
′ ⇔ 〈u,w〉 < 〈u ′,w〉.
Remarque 2 Soit τ un coˆne rationnel strictement convexe de dimension d dans Rd. Un
vecteur irrationnel w ∈ τ∨ de´finit une valuation archime´dienne de l’anneau local complet
C[[Sτ ]] par w(
∑
u∈Sτ
cuXu) = mincu =0(〈u,w〉). Cette valuation ve´rifie les hypothe`ses du
lemme 3.
Si (φ j) ⊂ C[[Sτ ]] ve´rifie que la suite
(
w(φ j)
)
⊂ R est strictement croissante alors φ j
tend vers 0 ∈ C[[Sτ ]].
354 P. D. Gonza´lez Pe´rez
On appelle l’exposant initial d’une se´rie φ ∈ C[[Sτ ]] par rapport a w, l’exposant u de
φ tel que w(Xu) = w(φ). L’exposant initial est le plus petit, pour l’ordre <w, parmi les
exposants de φ.
3.2 Chemins monotones dans le polye`dre de Newton
Un polye`dreN dans Rd est l’intersection d’une famille de demi-espaces d’e´quation 〈ω, u〉 ≥
λω , pour ω ∈ Ξ ⊂ (Rd)∗. On dira que le polye`dre N est rationnel si ses sommets sont dans
le re´seau Zd et si ses faces ont des e´quations a` coefficients dans Q . Le coˆne τ associe´ au
sommet u d’un polye`dre rationnel N dans Rd est l’ensemble des fonctions line´aires qui
atteignent leur valeur minimale sur N au sommet u. Le coˆne τ est rationnel de dimension
d, et τ est strictement convexe si et seulement si le polye`dre N est de dimension d. Dans
ce cas, l’ensemble des coˆnes associe´s au polye`dre N forme un e´ventail Σ dans (Rd)∗ avec
un nombre e´ventuellement infini de coˆnes; le support |Σ| =
⋃
σ∈Σ σ de l’e´ventail associe´
a` N n’est pas ne´cessairement ferme´. Si τ ⊂ |Σ| est un coˆne rationnel strictement convexe
de dimension d, l’ensemble des coˆnes τ ∩ σ, pour σ ∈ Σ est une subdivision de τ . En
particulier, c’est l’e´ventail associe´ a` la somme de Minkowski τ∨ + N. Cette subdivision est
finie parce que si Sd−1 est la sphe`re unite´ {τ ∩ σ ∩ Sd−1} est un complexe polye`dral de
support l’ensemble compact τ ∩ σ ∩ Sd−1.
Conside´rons Rd × R avec des coordonne´es fixe´es (u, v). On dira qu’une areˆte borne´e e
d’un polye`dre N ⊂ Rd×R est admissible si elle n’est pas paralle`le a` l’hyperplan v = 0. Une
areˆte admissible est de la forme [pv1 , pv2 ] ou` pvi = (uvi , vi) ∈ R
d × R avec v1 < v2. Nous
appellerons le vecteur qe :=
uv1−uv2
v2−v1
l’inclinaison, et le nombre le = v2 − v1 ∈ N la longueur
de l’areˆte. Conside´rons la projection πe : Rd × R → Rd × {0} paralle`lement a` l’areˆte e,
de´finie par πe(u, v) = u + vqe. Le coˆne σ(e) ⊂ (Rd)∗, associe´ au sommet πe(e) du polye`dre
πe(N) et de dimension d et on a:
Lemme 4 Pour w ∈ (Rd)∗, les proprie´te´s suivantes sont e´quivalentes:
1. w ∈ σ(e).
2. La fonction lineaire w atteint sa valeur minimale sur chaque section v = λ de N au point(
u(λ), λ
)
de l’areˆte e.
On dit qu’un chemin γ dans les areˆtes de N ⊂ Rd × R est monotone si on peut le pa-
rame´triser par γ(λ) =
(
u(λ), λ
)
. Supposons que le chemin γ a pour sommets {p0, pi1 , . . . ,
pit , pn} avec p j = (uj , j) pour j ∈ {i0, i1, . . . , it , it+1} avec 0 = i0 < · · · < it+1 = n. Nous
notons qr l’inclinaison du segment er = [pir , pir+1 ], pour r = 0, . . . , t . Le chemin mono-
tone γ est cohe´rent si il existe w ∈ (Rd)∗ tel que γ(λ) est l’unique point de la section v = λ
du polye`dre N en lequel w atteint sa valeur minimale sur cette section, pour λ ∈ [0, n].
Lemme 5 Avec les notations pre´cedentes, si w ∈ (Rd)∗ est un vecteur irrationnel de´finissant
le chemin monotone cohe´rent γ dans les areˆtes du polye`dre rationnel N, alors les inclinaisons
des areˆtes de γ ve´rifient:
qt <w qt−1 <w · · · <w q0.
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Preuve Notons πs la projection paralle`lement au segment es. Le vecteur πs−1(es−1)−πs(es)
a le meˆme sens que le vecteur πs(pis−1 ) − πs(es). Par le lemme pre´cedent w appartient a`
σ(es), donc on a 〈w, πs−1(es−1)− πs(es)〉 = is〈w, qs−1 − qs〉 ≥ 0, pour s = 1, . . . , t .
Soit ρ ⊂ (Rd)∗ un coˆne strictement convexe de dimension d. Nous notons C((Sρ))
(resp. C{{Sρ}}) l’anneau de fractions de l’anneau C[[Sρ]] (resp. C{Sρ}) pour l’ensemble
multiplicativement ferme´ correspondant aux monoˆmes Xu pour u ∈ Sρ.
De´finition 1 Le ρ-polye`dre de Newton d’une se´rie φ ∈ C((Sρ)) non nulle est la somme de
Minkowski de l’enveloppe convexe de ses exposants et du coˆne ρ∨. Le ρ-polye`dre de Newton
d’un polynoˆme F ∈ C((Sρ))[Y ], est la somme de Minkowski de l’enveloppe convexe de ses
exposants et du coˆne ρ∨ × {0}.
Le ρ-polye`dre de Newton de φ, que nous notons Nρ(φ), est un polye`dre de dimension
d ayant un nombre fini de sommets. L’e´ventail associe´ est la subdivision du coˆne ρ induite
par l’e´ventail associe´ a` l’enveloppe convexe des exposants de φ.
Nous notons Nρ(F) le polye`dre de Newton d’un polynoˆme F ∈ C((Sρ))[Y ]. Remar-
quons que le ρ-polye`dre de Newton de F ne de´pend que des exposants de F, il de´pend
aussi de l’anneau dans lequel on conside`re que se trouvent les coefficients de F. Pour
tout coˆne τ ⊂ (Rd)∗ rationnel strictement convexe de dimension d, l’inclusion d’alge`bres
C[X1, . . . ,Xd] → C{{Sτ}}, permet de conside´rer un polynoˆme F ∈ C[X1, . . . ,Xd][Y ]
comme e´lement de C{{Sτ}}[Y ]. L’enveloppe convexe des exposants de F est un polye`dre
compact, P(F), mais le polye`dre Nρ(F) n’est pas compact.
On de´finit la relation suivante parmi les vecteur irrationnels du coˆne ρ: w ∼ w ′, si et
seulement si, ils de´finissent le meˆme chemin polygonal dans les areˆtes du polye`dre Nρ(F).
Par le lemme 4, cette relation de´finit un e´ventail qui subdivise le coˆne ρ. Cet e´ventail est
de´fini par un polye´dre que nous allons de´crire maintenant.
3.3 Le polye`dre-fibre de la projection du polye`dre de Newton
Soient P ⊆ RN un polytope et π : RN → RM une application affine surjective, l’image de P
est un polytope Q. L’inte´grale de Minkowski de l’application π : P → Q est l’ensemble des
inte´grales
∫
Q
γ ∈ RN lorsque γ parcourt l’ensemble des sections Borel-mesurables γ : Q →
P de π. D’apre`s [3], l’inte´grale de Minkowski est un polytope convexe de dimension e´gale
a` dimP− dimQ.
Si F est un polynoˆme dans C[X1, . . . ,Xd][Y ], son polytope de Newton P(F) ⊂ Rd+1
est l’enveloppe convexe de ses exposants. Conside´rons un polynoˆme de la forme F =∑n
k=0 akY
k, ou` les ak sont des polynoˆmes dans C[X1, . . . ,Xd] avec a0an = 0. Soit P(F)
le polytope de Newton de F; nous allons de´crire l’inte´grale de Minkowski de la projection
π : P(F) ⊂ Rd × R → [0, n] ⊂ R. Ceci est un cas particulier du the´ore`me 7.3 de [3].
Une section de π est une application monotone de la forme t →
(
γ(t), t
)
∈ P(F), pour
t ∈ [0, n], et il lui est associe´ le point
∫
[0,n] γ dans l’inte´grale de Minkowski de π. Il est
montre´ en [3] que les sommets de l’inte´grale de Minkowski correspondent a` des inte´grales
des chemins monotones cohe´rents dans les areˆtes de P(F).
Ces chemins sont de´crits par une collection {p0, pi1 , . . . , pis , pn} de sommets de P(F),
avec p j = (uj , j), ou` uj est un sommet de P(a j) pour j ∈ {0, i1, . . . , is, n}, avec 0 < i1 <
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· · · < is < n. Si v < v ′ on peut parame´triser le segment [(u, v), (u ′, v ′)] ⊂ Rd × R, par
γ(λ) = u + λ−vv ′−v (u
′ − u), avec λ ∈ [v, v ′], donc
∫
[v,v ′] γ =
v ′−v
2 (u + u
′).
L’inte´grale du chemin γ correspondant a` la collection de sommets {p0, pi1 , . . . , pis , pn}
est: ∫
[0,n]
γ =
∫
[0,i1]
γ + · · · +
∫
[is,n]
γ
=
1
2
(
i1(u0 + ui1 ) +
s∑
k=2
(ik − ik−1)(uik + uik−1 ) + (n− is)(uis + un)
)
=
1
2
(
i1u0 + i2ui1 +
s−1∑
k=2
(ik+1 − ik−1)uik + (n− is−1)uis + (n− is)un
)
.
(1)
Ces conside´rations motivent la de´finition suivante:
De´finition 2 Soient un coˆne strictement convexe ρ ⊂ Rd de dimension d et F ∈
C((Sρ))[Y ] un polynoˆme de degre´ n de terme constant non nul. Soit Q l’enveloppe convexe
des inte´grales
∫
γw des chemins monotones γ dans le polye`dre Nρ(F) de´finis par des vec-
teurs irrationnels w ∈ ρ. Le ρ-polye`dre-fibre de F est la somme de Minkowski Qρ(F) :=
2(Q + ρ∨).
Le ρ-polye`dre-fibreQρ(F) est un polye`dre rationnel. Il de´pend du ρ-polye`dre deNewton
de F. L’e´ventail Σ associe´ au polye`dre-fibre Qρ(F) est une subdivision rationnelle finie du
coˆne ρ. Si w, w ′ sont des vecteurs dans l’interieur d’un coˆne de dimension d de Σ, ils
de´finissent le meˆme chemin polygonal dans les areˆtes du polye`dre Nρ(F).
Dans le cas ou` F est un polynoˆme dans l’anneau C[X1, . . . ,Xd][Y ] on appelle polytope-
fibre de F le polytope Q(F) := 2Q ou` Q est l’inte´grale de Minkowski de la la projection du
polytope de Newton π : P(F) ⊂ Rd × R → [0, n] ⊂ R.
3.4 The´ore`me de Newton-Puiseux
On va ge´ne´raliser un re´sultat de [9].
The´ore`me 2 Soient ρ un coˆne rationnel strictement convexe de dimension d et F ∈
C((Sρ))[Y ] un polynoˆme non constant. Pour tout vecteur irrationnel w ∈ ρ il existe un coˆne
rationnel strictement convexe σw de dimension d, et k ∈ N tels que w ∈ σw ⊂ ρ et que F se
de´compose dans l’anneau C(( 1k Sσw ))[Y ].
Preuve Elle est essentiellement la meˆme que celle de [9]. Un vecteur irrationnel w ∈ ρ ⊂
(Rd)∗ de´finit un cheminmonotone cohe´rent γ dans les areˆtes du polye`dre rationnelNρ(F).
Fixons une areˆte e = [(u, v), (u ′, v ′)] ⊂ Rd × R du chemin γ, avec v < v ′. L’inclinaison
de e est un vecteur q ∈ 1l Z
d ou` l est la longueur v ′ − v. La restriction de F a` l’areˆte e est le
polynoˆme F|e =
∑
I∈e αIX
i1
1 · · ·X
id
d Y
id+1 . On associe a` l’areˆte e le polynoˆme fe ∈ C[t] par
F|e(1, . . . , 1, t) = t
v fe ou` fe(0) = 0. Le polynoˆme fe est de degre´ l et toutes ses racines sont
non nulles.
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Soit c une racine de fe, de´finissons le polynoˆme F2 = F(Y + cXq) ∈ C((
1
l Sρ))[Y ].
Clairement, F2 est un polynoˆme de degre´ r et on a:
F2 =
∑
I
αI
id+1∑
j=0
(
id+1
j
)
c jXi1+ jq11 · · ·X
id+ jqd
d Y
id+1− j .
On en de´duit que:
1. Les exposants de F2 sont de la forme I + j(q,−1) ou` I = (i1, . . . , id+1) est un exposant
de F et j ∈ {0, . . . , id+1}, donc πe
(
Nρ(F2)
)
est contenu dans πe
(
Nρ(F)
)
.
2. Le coefficient du terme constant de F2 d’exposant dans la droite E de´fini par l’areˆte e est,∑
I∈e αIc
id+1 = fe(c), nul par construction.
3. Le coefficient du terme de F2 d’exposant pv ′ coı¨ncide avec celui de F.
4. Si Y ne divise pas F2, le polye`dre de F2 a toujours des points dans l’hyperplan v = 0.
5. L’exposant de F2 dans la droite E correspondant au terme de plus petit degre´ enY est un
sommet du ρ-polye`dre de Newton de F2. Cet exposant est de la forme (u,m) ou`m est la
multiplicite´ de c comme racine de fe. En effet, la plus petite ordonne´e des exposants de
F2 dans la droite E est le nombrem de fois qu’il faut de´river pour que
∂m
∂Ym (F2 |E), ait un
terme constant non nul. Comme F2 |E = F|e(Y + cX
q) le coefficient du terme constant
de Y de ∂
k
∂Y k (F2 |E) est e´gal a`
∑
I∈e αI id+1 · · · (id+1 − k + 1)c
id+1−k = d
k fe
dtk (c).
Le sommet (u,m) du polye`dre Nρ(F2) de´fini par 5. est un sommet du chemin monotone
de´fini par w dans les areˆtes de Nρ(F2). Si Y ne divise pas F2 on va conside´rer la partie finale
du chemin entre le sommet (u,m) et l’hyperplan v = 0.
Parmi les segments de cette partie finale du chemin polygonal on choisit une areˆte e2
d’inclinaison q2 et de longueur l2. On choisit une racine c2 du polynoˆme associe´ fe2 de
multiplicite´m2 et on de´finit F3 := F2(Y +c2Xq2 ). On continue par re´currence. Le polynoˆme
Fn est un e´le´ment de l’anneau C((
1
l1···ln−1
Sρ))[Y ].
On obtient une suite de´croissante de nombres entiers positifs: l ≥ m ≥ l2 ≥ m2 >
· · · > 0, qui est donc stationnaire; il existe n0 ∈ N tel que pour tout n ≥ n0 on a ln = mn =
mn0 = m. Ceci implique que fen = θ(t − cn)
m, et aussi que la partie finale du chemin de´fini
par w dans les areˆtes de Nρ(Fn) est le segment en. De plus les sommets de en et en+1 qui ne
sont pas dans l’hyperplan v = 0 coı¨ncident, pour n > n0.
Pour n > n0, on a le segment en = [(un, 0), (u0,m)] d’inclinaison qn =
1
m (un − u0).
L’intersection de la droite de´finie par en avec l’hyperplan v = 0 est le point pn := u0 +mqn.
Par de´finition du ρ-polye`dre de Newton, le coˆne σ(en0 ) associe´ au sommet pn0 du polye`dre
πen0
(
Nρ(Fn0 )
)
est contenu dans ρ. Le lemme 4 implique que w ∈ σ(en0 ).
On ve´rifie qu’il existe k ∈ N tel que les inclinaisons construites sont dans un re´seau
1
kZ
d. On sait que u0 =
β0
k , un0 =
βn0
k ou` β0, βn0 ∈ Z
d et k = l1l2 · · · ln0−1 est un entier.
L’inclinaison de en0 est qn0 =
βn0−β0
km =
β
kλ ou` β ∈ Z
d et λ ∈ N est premier avec une
coordonne´e de β. Si (β
′
k , h) est un exposant de F
n0
|e on a qn0 =
βn0−β
′
kh =
β
kλ . Comme
λ(βn0 − β
′) = hβ, on de´duit que λ divise h donc fen0 est un polynoˆme en t
λ. Par ailleurs
fen = θ(t − cn)
m et comme la caracte´ristique de C est ze´ro, on a λ = 1. Par re´currence on
obtient que qn ∈
1
kZ
d, pour n ≥ n0 et donc pour n ∈ N.
Montrons que les inclinaisons q j sont dans un coˆne affine strictement convexe.
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Le ρ-polye`dre de Newton de Fn0 est contenu dans le cone affine:
W (en0 ) := {λ(u− u
′)/u ∈ Nρ(Fn0 ), u
′ ∈ en0 , λ ≥ 0},
associe´ a` l’areˆte en0 . Comme un0+1 ∈W (en0 ), par construction on a l’inclusionNρ(Fn0+1) ⊂
W (en0 ). Par re´currence, en utilisant que le sommet (u0,m) de en est sur la droite qui
contient le segment en0 , on montre que un ∈W (en0 ) et queNρ(Fn) ⊂W (en0 ), pour n > n0.
Ceci implique pour tout w ′ ∈ σ(en0 ) que 〈w
′, qn − qn0〉 =
1
m 〈w
′, pn − pn0〉 est ≥ 0. Donc
les exposants construits sont dans le coˆne rationnel affine qn0 + σ(en0 )
∨ pour n ≥ n0.
Notons σ pour σ(en0 ). Il existe u0 ∈
1
kZ
d tel que les inclinaisons qn appartiennent a`
u0 +
1
k Sσ . De´finissons les sommes partielles, φn =
∑n
j=1 c jX
qj pour n ∈ N. On a φn ∈
C(( 1k Sσ)) etX
−u0φn ∈ C[[
1
k Sσ]]. Par construction, et par le lemme 5, on sait que q j <w q j+1
pour j ∈ N. Par la remarque 2, ceci implique que la se´rie formelle φ :=
∑
c jXqj est e´gale a`
Xu0 limn→∞ X−u0φn ou` la limite est dans l’anneau complet C[[
1
k Sσ]].
Comme w ∈ σ ⊂ ρ, on peut conside´rer F comme e´le´ment de C(( 1k Sσ))[Y ]. La se´rie
formelle φ est une racine de F. En effet, si n ≥ n0 la se´rie F(φn−1) = Fn(0) a tous
ses exposants dans le coˆne rationnel affine pn0 + σ(en0 )
∨. L’e´galite´ suivante F(φ) =
Xpn0 limn→∞ F(φn−1)X−pn0 est clair. Si n ≥ n0 l’exposant initial de F(φn−1)X−pn0 par
rapport a` w est pn+1 − pn = m(qn+1 − qn0 ) et on a limn→∞ Fn(0)X
−pn0 = 0.
On ve´rifie que la multiplicite´ de φ comme racine de F est ≥ m. La multiplicite´ de cn
comme racine de fen est ≥ m, donc cn est une racine de
ds fen
dtk pour 1 ≤ s ≤ m − 1. Le
polynoˆme d
s fen
dts est le polynoˆme de l’areˆte e
s
n du polye`dre Nρ(
∂sF
∂Y s ) qui est sur le segment
−(0, . . . , 0, s) + en. L’areˆte esn est de´termine´e par le vecteur irrationnel w. Comme
∂sFn
∂Y s =
∂sF
∂Y s (Y + φn−1) on obtient que φ est une racine de
∂sF
∂Y s pour 1 ≤ s ≤ m− 1.
On a montre´ que, associe´s a` chaque areˆte e du chemin monotone γ, il existe k ∈ N et
un coˆne rationnel σe strictement convexe de dimension d tel que w ∈ σe ⊂ ρ, tels que F
ait au moins le racines a` la Newton-Puiseux dans C[[
1
k Sσe]]. On peut choisir k ∈ N valable
pour toutes les areˆtes de γ. Comme le vecteur w est irrationnel, le coˆne rationnel τ =⋂
e∈γ σe est de dimension d. L’existence d’un homomorphisme d’alge`bres C[[
1
k Sσe]] ↪→
C[[ 1k Sτ ]], pour chaque areˆte e de γ, garantit que F se de´compose dans C[[
1
k ′ Sτ ]], parce que
les exposants initiaux par rapport a`<w des se´ries correspondantes a` segments diffe´rents de
γ sont diffe´rents.
Remarque 3 Soient F ∈ C[[Sρ]] un polynoˆme de degre´ ≥ 1 et w ∈ ρ un vecteur irra-
tionnel, de´finissant un chemin polygonal γ dans les areˆtes de Nρ(F). La de´monstration du
the´ore`me 2 montre que, associe´es a` chaque areˆte e de γ, il existe le racines de F telles que
leur exposant initial par rapport a` w est l’inclinaison qe.
3.5 Rapport avec les parame´trisations des singularite´s quasi-ordinaires
The´ore`me 3 Soit F =
∑n
j=0 a jY
j un polynoˆme re´duit de degre´ n ≥ 1 avec a j ∈ C{{Sρ}}.
1. Pour tout coˆne τ de dimension d de l’e´ventail associe´ au polye`dre Nρ(an∆Y F), il existe
k ∈ N tel que F se de´compose dans l’anneau C{{ 1k Sτ}}.
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2. Si a0 = 0, pour tout coˆne τ de dimension d de l’e´ventail associe´ au polye`dre Nρ(an∆Y F) +
Qρ(F) il existe k ∈ N tel que F se de´compose dans l’anneau C{{
1
k Sτ}}, et de plus les racines
de F sont des unite´s.
Preuve Soit τ un coˆne de dimension d de l’e´ventail associe´ au polye`dre Nρ(an∆Y F). Par
de´finition de ρ-polye`dre de Newton, le coˆne τ est contenu dans ρ, et on a l’homomor-
phisme d’alge`bres C{Sρ} ↪→ C{Sτ} qui permet de conside´rer F comme e´le´ment de
C{{Sτ}}[Y ].
Tout vecteur irrationnel w ∈ τ atteint sa valeur minimale sur les exposants de an au
meˆme point un. On montre par re´currence sur n qu’il existe q0 ∈ Zd tel que le polye`dre
Nτ (F) est contenu dans le coˆne affine:
W := {(un, n) + λ(q0,−1) + (u
′, 0)/λ ∈ [0, n], u ′ ∈ τ∨}.
Si n = 1, il suffit de prendre q ∈ Zd tel que Nτ (a0) soit contenu dans le cone affine
un + q + τ∨. Si n > 1, par re´currence on a construit q pour le polynoˆme (F − a0)Y−1. Il
suffit de prendre q0 ∈ Zd tel que le polye`dre un + nq + τ∨ + Nτ (a0) soit contenu dans le
cone affine un + nq0 + τ∨.
Nous notons p0 le point un + nq0, e0 le segment [(un, n), (p0, 0)] et πe0 : R
d × R →
Rd × {0} la projection paralle`lement a` l’areˆte e0. On a πe0 (u, v) = u + vq0.
On de´finit le changement:
G = X−p0F(Xq0Y ).
On en de´duit:
1. Si F =
∑n
j=0 a jY
j avec ai ∈ C{{Sτ}} on obtient que G =
∑n
j=0 a jX
jq0−p0Y j , et donc
l’exposant deG qui correspond a` l’exposant (u, j) de F est
(
πe0 (u)−p0, j
)
. Par construc-
tion, comme Nτ (F) ⊂W , le vecteur πe0 (u)− p0 appartient au coˆne τ
∨. Ceci implique
que G est un polynoˆme dans l’anneau C{Sτ}. De plus, l’exposant de G qui correspond
a` l’exposant (un, n) de F est (0, n), donc G(zτ ,Y ) ∈ C[Y ] est un polynoˆme de degre´ n.
2. La quasi-homoge´neite´ et l’homoge´neite´ du discriminant ge´ne´rique impliquent que le
discriminant de G par rapport a` Y est de la forme∆YG = Xu0ε ou` ε est une unite´ dans
l’anneau C{Sτ}.
En appliquant le the´ore`me 1, on voit qu’il existe k ∈ N tel que G se de´compose dans
l’anneau C{ 1k Sτ}. Les racines correspondantes de F sont dans C{{
1
k Sτ}}.
Soit τ est un coˆne de dimension d de la subdivision finie de ρ induite par le polye`dre
Nρ(an∆Y F) + Qρ(F); ve´rifions que les racines construites sont des unite´s dans C{{Sτ}}.
Soit w ∈ τ un vecteur irrationnel. D’apre`s le the´ore`me 2, il existe un coˆne rationnel
strictement convexe σ qui contient w, et k ∈ N tels que le polynoˆme F se de´compose sur
l’anneau C(( 1k Sσ)).
Puisque le vecteur w ∈ τ ∩ σ est irrationnel, le coˆne rationnel τ ∩ σ est ne´cessairement
un coˆne de dimension d, et son coˆne dual τ∨+σ∨ est strictement convexe. L’anneau inte`gre
C(( 1k Sτ∩σ)) contient C((
1
k Sσ)) et C((
1
k Sτ )) comme sous-anneaux.
D’abord, les racines de F obtenues par le the´ore`me 1 sont dans l’anneau C{{ 1k Sτ}},
et donc elles doivent coı¨ncider avec les racines obtenues a` la Newton-Puiseux. Nous af-
firmons que ces racines sont des e´le´ments inversibles dans l’anneau C{{ 1k Sτ}}. Par hy-
pothe`se, chaque e´le´ment irrationnel w ∈ τ de´finit le meˆme chemin γ dans les areˆtes de
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Nτ (F). Donc l’exposant initial u par rapport a` w d’une racine φ ne de´pend pas de w ∈ τ
(par la remarque 3). On obtient que φ = Xuε ou` ε est une unite´ de C{ 1k Sτ}, c’est-a`-dire
que φ est une unite´ dans C{{ 1k Sτ}}.
On obtient aussi la version polynomiale du the´ore`me pre´cedent:
Corollaire 1 Soit un polynoˆme F =
∑
a jY j ∈ C[X1, . . . ,Xd][Y ] re´duit de degre´ n ≥ 1.
1. Si le polytope P = P(an∆Y F) est de dimension d, pour tout coˆne τ de dimension d de
l’e´ventail associe´ a` P il existe k ∈ N tel que F se de´compose dans l’anneau C{{ 1k Sτ}}.
2. Si a0 = 0 et si τ est un coˆne associe´ a` un sommet du polytope P(∆Y F) + Q(F), toutes les
racines de F sont des unite´s dans C{{ 1k Sτ}}.
Preuve Si le polytope P(an∆Y F) est de dimension d, le coˆne τ associe´ a` un sommet de
P(an∆Y F) est de dimension d. On applique le the´ore`me 3 a` F vu comme e´le´ment de
C{{Sτ}}[Y ].
Si le polytope P := P(∆Y F) + Q(F) est de dimension < d, le coˆne τ associe´ a` un
sommet de P est rationnel de dimension d mais il n’est pas strictement convexe. Le coˆne
τ∨ est strictement convexe et τ de´finit l’alge`bre C[[Sτ ]]. Si σ ⊂ τ est un coˆne strictement
convexe de dimension d, on conside´re F comme e´le´ment de C{{Sσ}}[Y ] et on obtient que
il existe k ∈ N tel que F se de´compose dans l’anneau C{{ 1k Sσ}}.
On peut recouvrir le coˆne τ par un nombre fini de coˆnes rationnels strictement convexes
de dimension d, {σi}1≥i≥s, tels que σi∩σi+1 soit d’inte´rieur non vide, pour i = 1, . . . , s−1.
Ceci implique que les racines de F obtenues par le the´ore`me 1 correspondant a` σi et a` σi+1
vont coı¨ncider, et le terme initial d’une racine par rapport a` la valuation induite par un
vecteur irrationel w ne de´pend pas de w ∈ σi ∪ σi+1. Donc toutes les racines de F sont des
se´ries a` exposants dans un translate´ du coˆne
⋂s
i=1 σ
∨
i = τ
∨.
Remarque 4 Soit F ∈ C[X1, . . . ,Xd][Y ] un polynoˆme de degre´ n tel que 0 soit une racine
simple de F(0,Y ), le the´ore`me des fonctions implicites garantit qu’il existe une unique se´rie
φ ∈ C{X1, . . . ,Xd} telle que F(φ) = 0. Si on a an∆Y F = Xuε ou` ε(0) = 0 le the´ore`me 3
montre que les exposants deφ sont dans un translate´ entier du coˆne dual associe´ au sommet
u de P(an∆Y F) lorsque ce polytope est de dimension d. (Voir l’exemple 1).
4 Application aux polye`dres de Newton du discriminant et du re´sultant
4.1 Les conditions discriminantales pour le polye`dre de Newton
Suivant [9], on dit que un polynoˆme F ∈ C((Sρ))[Y ] ve´rifie la condition discriminantale
si pour toute areˆte admissible e de son ρ-polye`dre de Newton, le polynoˆme fe n’a que des
racines simples.
The´ore`me 4 Soit F =
∑n
k=0 akY
k un polynoˆme a` coefficients dans C((Sρ)) tels que a0an =
0. On a l’inclusion de polye`dres
Nρ(a0) + Nρ(an) + Nρ(∆Y F) ⊆ Qρ(F)
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ou` ∆Y F est le discriminant de F par rapport a` Y . On a l’e´galite´ si F ve´rifie la condition
discriminantale.
Preuve On va trouver les conditions ge´ne´riques que doivent ve´rifier les coefficients des
termes qui apparaissent dans F, pour garantir l’e´galite´ dans le the´ore`me.
Soit w ∈ ρ un vecteur irrationnel, et soit γ le chemin monotone de´fini par w dans les
areˆtes du ρ-polye`dre de Newton. Le chemin γ a des sommets {p0, pi1 , . . . , pit , pn} dans
Nρ(F), avec p j = (uj , j) pour j ∈ {0 = i0, i1, . . . , it , it+1 = n} avec i0 < · · · < it+1. Nous
notons qr :=
−uir+uir−1
ir−ir−1
∈ Qd et lr := ir − ir−1 l’inclinaison et la longueur du segment
er = [pir−1 , pir ] du chemin γ, pour r = 1, . . . , t + 1.
D’apre`s le the´ore`me 2, il existe un coˆne rationnel strictement convexe σw, et k ∈ N tels
que F se de´compose dans l’anneau C(( 1k Sσw))[Y ]. A` chaque segment er = [pir−1 , pir ] du
chemin γ sont associe´es ir − ir−1 racines de F de la forme:
φ j = c jX
qr + · · · ,
ou` qr est l’inclinaison du segment er, et c j parcourt les racines de fer compte´es avec leur
multiplicite´. De plus qr est l’exposant initial par rapport a` w des termes qui apparaissent
dans φ j . On indexe les racines φ j correspondant a` er, par j ∈ Ar := {ir−1 + 1, . . . , ir}.
En appliquant le lemme 5, on voit que parmi les termes qui peuvent apparaıˆtre dans
φk − φ j , celui d’exposant de le plus petit par rapport a`<w est e´gal a`:{
(ck − c j)Xqr si k, j ∈ Ar
c jXqm si k ∈ Ar, j ∈ Am et r < m.
Comme,
∆Y F = (−1)
1
2 n(n−1)a2(n−1)n
∏
k< j
(φk − φ j)
2,
le terme d’exposant le plus petit par rapport a` <w qui peut apparaıˆtre dans a0an∆Y F est
e´gal a ABC ou`:
A = (−1)
1
2 n(n−1)αp0α
2n−1
pn X
u0+(2n−1)un
B =
t+1∏
r=1
∏
ir−1<kr< jr≤ir
(ckr − c jr )
2X2qr
C =
t∏
r=1
∏
kr∈Ar
t+1∏
m=r+1
∏
jm∈Am
c2jmX
2qm .
L’exposant correspondant a` B est:
2
((
i1
2
)
q1 +
(
i2 − i1
2
)
q2 + · · · +
(
it+1 − it
2
)
qt+1
)
= (i1 − 1)(u0 − ui1 ) + (i2 − i1 − 1)(ui1 − ui2 ) + · · · + (it+1 − it − 1)(uit − uit+1 )
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= (i1 − 1)u0 + (i2 − 2i1)ui1 + (i3 − 2i2 + i1)ui2
+ · · · + (n− 2it + it−1)uit + (−n + it−1)un.
L’exposant correspondant a`C est:
2
( t∑
r=1
(ir − ir−1)
t+1∑
m=r+1
qm(im − im−1)
)
= 2
( t∑
r=1
(ir − ir−1)(−un + uir )
)
= 2
(
i1ui1 + (i2 − i1)ui2 + · · · + (it − it−1)uit − itun
)
.
L’exposant u correspondant a` ABC coı¨ncide avec 2
∫
γ, (voir la formule (1), Section 3.3).
Clairement, le coefficient correspondant a` ABC est non nul si et seulement si les segments
du chemin γ ve´rifient la condition discriminantale. Ceci termine la preuve, parce que le
vecteur irrationnel w est arbitraire.
Corollaire 2 Avec les notations pre´cedentes, le coefficient du terme de la se´rie a0an∆Y F
d’exposant e´gal a` 2
∫
γ est:
c(γ) := (−1)kαpi0α
2
pi1
· · ·α2pit αpit+1∆ fe1 · · ·∆ fet+1 ,
ou` fer = αpir−1 + · · · + αpir t
lr est le polynoˆme de l’areˆte er = [pir−1 , pir ] du chemin γ, son
discriminant est∆ fer et k =
1
2
(
n(n− 1) +
∑t+1
r=1 lr(lr − 1)
)
.
Preuve En utilisant que ∆ fer = (−1)
1
2 lr(lr−1)α2(lr−1)pir
∏
ir−1<kr< jr≤ir
(ckr − c jr )
2 on obtient
que le coefficient de B est
t+1∏
r=1
(−1)
1
2 lr(lr−1)α−2(lr−1)pir ∆ fer .
Comme le produit des racines de fem est e´gal a` (−1)
lm
αpim−1
αpim
, on de´duit que le le coefficient
deC est
t∏
r=1
∏
kr∈Ar
t+1∏
m=r+1
(
αpim−1
αpim
)2
=
t∏
r=1
∏
kr∈Ar
(
αpir
αpit+1
)2
=
t∏
r=1
(
αpir
αpit+1
)2lr
.
Donc le coefficient de ABC est:
(−1)k∆ fe1 · · ·∆ fet+1αpi0α
2n−1−2(n−lt+1)−2(lt+1−1)
pit+1
t∏
r=1
α2lr−2(lr−1)pir = c(γ).
On de´duit des the´ore`mes 3 et 4:
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Corollaire 3 Soit le polynoˆme F =
∑n
k=0 akY
k, ou` ak sont des se´ries dans C((Sρ)) telles
que a0an = 0. Si F ve´rifie la condition discriminantale, pour tout coˆne τ de dimension d
de l’e´ventail associe´ au polye`dre Qρ(F), il existe k ∈ N tel que F se de´compose dans l’anneau
C(( 1k Sτ )), et de plus les racines de F sont des unite´s.
Remarque 5 Le corollaire 4.1 de [9] e´nonce une “version polynomiale” incorrecte du co-
rollaire pre´cedent. Il est dit que des racines de F correspondants aux coˆnes associe´s aux
sommets diffe´rents du polytope-fibre sont diffe´rents. Supposons que le polytope P :=
P(∆Y F) + P(an) soit de dimension d, et que l’e´ventail Σ associe´ au polytope-fibre soit une
sous-division stricte de l’e´ventail Σ ′ associe´ a` P. Par le corollaire 1, les racines de F corres-
pondants aux coˆnes de Σ qui subdivisent un coˆne τ ∈ Σ ′ de dimension d vont coı¨ncider
dans l’anneau C{{ 1k Sτ}}. Elles ne seront pas toutes des unite´s dans cet anneau. (Voir
l’exemple 1).
Corollaire 4 Soit le polynoˆme F =
∑n
i=1 aiY
i ou` ai sont des polynoˆmes dans C[X1, . . . ,Xd]
tels que a0an = 0. On a l’inclusion de polytopes
P(a0) + P(an) + P(∆Y F) ⊆ Q(F)
et on a l’e´galite´ si et seulement si le polynoˆme F ve´rifie la condition discriminantale.
Preuve Soit ρ un coˆne de dimension d strictement convexe. On va conside´rer le polynoˆme
F comme un e´le´ment de l’anneau C[[Sρ]][Y ]. En appliquant le the´ore`me 4 pour chaque
w ∈ ρ, on voit que Q(F) + ρ∨ ⊇ P(a0) + P(an) + P(∆Y F) + ρ∨, et que l’on a l’e´galite´ si et
seulement si toutes les areˆtes admissibles du polye`dreP(F)+ρ∨×{0} ve´rifient la condition
discriminantale. Ceci termine la preuve parce que ρ est arbitraire.
Remarque 6 En utilisant le corollaire 4 et le the´ore`me 7.3 de [3], on peut de´duire de ce
qui pre´ce`de les the´ore`mes 2.2 et 2.3, Chap. 12, de [6]. Ces re´sultats donnent le polytope de
Newton du discriminant ge´ne´rique (c’est-a`-dire le discriminant du polynoˆme F = XnY n +
· · · + X1Y + X0 ∈ C[X0,X1, . . . ,Xn][Y ] par rapport a` Y ) et les coefficients des termes
correspondant aux sommets du polytope.
En effet, le polytope P(F) est un simplexe de dimension n, de sommets (uj , j) ∈ Rn+1×
R, ou` {uj}nj=0 sont les vecteurs de la base canonique dans R
n+1. Comme le polynoˆme
F ve´rifie la condition discriminantale on a Q(F) = P(X0Xn∆Y F). Chaque sous-ensemble
{i1, . . . , is} de {1, . . . , n − 1} correspond de manie`re unique a` un chemin monotone
γ{i1,...,is} dans les areˆtes de P(F). Comme P(F) est un simplexe, il existe un vecteur irra-
tionnel w ∈ (Rn+1)∗ de´finissant le chemin γ{i1,...,is}. Le sommet de l’inte´grale de Min-
kowski
∫
γ{i1,...,is} est de´crit par la formule (1). En appliquant le corollaire 2, on obtient
aussi le coefficient correspondants aux sommets du polytope de Newton du discriminant
ge´ne´rique.
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4.2 Application au polye`dre de Newton du re´sultant
On dira que deux polynoˆmes F,G ∈ C((Sρ))[Y ] ve´rifient la condition re´sultante si pour
toute paire d’areˆtes e deNρ(F) et e ′ deNρ(G) ayant la meˆme inclinaison, les polynoˆmes des
areˆtes respectives fe, g ′e ∈ C[t] n’ont pas de racines en commun.
Soit w un vecteur irrationnel dans un coˆne τ de dimension d de l’e´ventail associe´ au
polye`dre Qρ(F) + Qρ(G). Le vecteur w de´termine des chemins monotones uniques γF et
γG dans les areˆtes des ρ-polye`dres de Newton de F et de G. Le chemin γF a des areˆtes ei
d’inclinaisons qi , pour i = 1, . . . ,m et par le lemme 5 on a qm <w · · · <w q1. Le chemin
γG a des areˆtes e
′
j d’inclinaisons q
′
j , pour j = 1, . . . ,m
′ tels que q ′m ′ <w · · · <w q
′
1.
Par contre, l’ordre de´fini par w dans q1, . . . , qm, q ′1, . . . , q
′
m ′ peut varier lorsque w par-
court τ . Nous conside´rons la subdivision finie rationnelle la moins fine de τ posse´dant
la proprie´te´ suivante: des vecteurs irrationnels qui sont dans le meˆme coˆne de la subdivi-
sion de´finissent le meˆme ordre sur l’ensemble des inclinaisons q1, . . . , qm, q ′1, . . . , q
′
m ′ . On
de´finit de cette manie`re une subdivision Σ de l’e´ventail associe´ a` Qρ(F) + Qρ(G).
Proposition 1 L’e´ventail associe´ a` l’inte´grale de Minkowski Qρ(FG) est e´gal a` Σ.
Preuve Soit γFG le chemin monotone dans le polye`dre Nρ(FG) = Nρ(F) + Nρ(G) de´fini
par un vecteur irrationnel w ∈ τ ∈ Σ. Chaque point γ(t) est la somme de deux points
situe´s dans les chemins γF et γG de´finis par w dans les polye`dres respectifs. Clairement on a
γFG(n + n
′) = γF (n) + γG(n
′). Si qm ≥w q ′m, le segment lm+m ′ := γG(n
′) + em est contenu
dans γFG . Ce segment n’est pas une areˆte de γFG si et seulement si, on a qm = q
′
m. Par
re´currence, on subdivise γFG enm+m
′ segments, l1, . . . , lm+m ′ , tels qu’il existe une bijection
{l1, . . . , lm+m ′} → {e1, . . . , em, e ′1, . . . , e
′
m ′} qui pre´serve l’inclinaison et la longueur. De
plus, γFG est comple`tement de´termine´ par γF , γG et l’ordre des inclinaisons. Ceci implique
que Σ est un e´ventail plus fin que l’e´ventail associe´ a` Qρ(FG).
Re´ciproquement, si w, w ′ sont des vecteurs irrationnels dans un coˆne de l’e´ventail as-
socie´ au polye`dre Qρ(FG), ils de´finissent un unique chemin monotone γ et par le lemme 5
les inclinaisons de ses areˆtes ont le meˆme ordre par rapport a` <w et <w ′ , donc w, w ′ sont
dans le meˆme coˆne de Σ.
Proposition 2 Soient F,G ∈ C((Sρ))[Y ] des polynoˆmes de degre´s n, n ′ ≥ 1 ayant des termes
constants non nuls. Si F, G ve´rifient la condition re´sultante, alors:
1. L’e´ventail Σ associe´ au polye`dre-fibre Qρ(FG) est une subdivision de l’e´ventail du ρ-
polye`dre de Newton du re´sultant de F et G.
2. Soit τ ∈ Σ un coˆne de dimension d, de´finissant les chemins monotones γF , γG et γFG dans
les polye`dres de Newton Nρ(F), Nρ(G) et Nρ(FG). Le sommet du ρ-polye`dre de Newton
du re´sultant de F et G associe´ a τ est
∫
γFG −
∫
γF −
∫
γG .
Preuve Soit w ∈ τ ∈ Σ un vecteur irrationnel, on montre d’abord que l’exposant le plus
petit par rapport a`<w qui peut apparaıˆtre dans Res(F,G) est le meˆme pour tout w ∈ τ .
Le chemin γF a des areˆtes er = [pr−1, pr] de pente qr est de longueur lr pour r =
1, . . . ,m. Le polynoˆme associe´ a` l’areˆte er est fr = αpr−1 + · · · + αpr t
lr . Nous notons
{c1r , . . . , c
lr
r } ses racines compte´es avec multiplicite´.
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Le chemin γG a des areˆtes e
′
s = [p
′
s−1, p
′
s ] de pente q
′
s est de longueur l
′
s pour s =
1, . . . ,m ′. Le polynoˆme associe´ a` l’areˆte e ′s est gs = βp ′s−1 + · · · + βp ′s t
l ′s . Nous notons
{d1s , . . . , d
l ′s
s } ses racines compte´es avec multiplicite´.
Par le the´ore`me 2, le terme initial par rapport a`<w, d’une racine φir de F correspondant
au segment er est cirX
qr , et celui d’un racine ψ js deG correspondant au segment e ′s est d
j
s Xq
′
s .
Si an et bn ′ sont les coefficients des termes de degre´ n et n ′ de F etG respectivement, on a
Res(F,G) = an
′
n b
n
n ′
∏
(φir−ψ
j
s ). Le coefficient du terme d’exposant le plus petit par rapport
a` <w qui peut apparaıˆtre dans Res(F,G) est le produit ABCD ou` le facteur A correspond a`
an
′
n b
n
n ′ :
A = αn
′
pmβ
n
p ′
m ′
,
B =
r,s∏
qr=q ′s
∏
i=1,...,lr
∏
j=1,...,l ′s
(cir − d
j
s ),
C =
r,s∏
qr>wq ′s
∏
j=1,...,l ′s
∏
i=1,...,lr
cir,
D =
r,s∏
qr<wq ′s
∏
j=1,...,l ′s
∏
i=1,...,lr
−d js .
Comme F et G ve´rifient la condition re´sultante, on a ABCD = 0, et le terme obtenu ne
varie pas lorsque w parcourt τ .
Nous notons u∆(F), uD(G) et u∆(FG) l’exposant le plus petit par rapport a` <w qui peut
apparaıˆtre parmi les exposants du discriminant de F, G et FG respectivement. Par le
the´ore`me 4 on a:
2
∫
γF = γF(0) + γF(n) + u∆(F)
2
∫
γG = γG(0) + γG(n
′) + u∆(G)
2
∫
γFG = γFG(0) + γFG(n + n
′) + u∆(FG).
On conside`re l’expression
(
Res(F,G)
)2
∆Y (F)∆Y (G) = ∆Y (FG) en fonction des racines
de F et de G et on de´duit que si u0 est l’exposant initial par rapport a`<w de Res(F,G):
2u0 = u∆(FG) − u∆(F) − u∆(G) = 2
∫
γFG − 2
∫
γF − 2
∫
γG,
parce que l’on a γFG(0) = γF(0) + γG(0) et γFG(n + n ′) = γF(n) + γG(n ′).
Corollaire 5 Dans les hypothe`ses de la proposition 2, chaque coˆne τ ∈ Σ de dimension d
de´finit un sommet du ρ-polye`dre de Newton du re´sultant de F et G de coefficient:
αn
′
pmβ
n
p ′m
( r,s∏
qr=q ′s
α
−l ′s
pr β
−lr
p ′s
Res( fr, gs)
)( r,s∏
qr>wq ′s
(−1)lr l
′
s
(
αpr−1
αpr
)l ′s )( r,s∏
qr<wq ′s
(
βp ′s−1
βp ′s
)lr)
.
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Preuve Comme Res( fr, gs) = α
l ′s
prβ
lr
p ′s
∏
i, j(c
i
r − d
j
s ) on a:
B =
r,s∏
qr=q ′s
α
−l ′s
pr β
−lr
p ′s
Res( fr, gs).
En utilisant que
∏
i=1,...,lr
cir = (−1)
lr
αpr−1
αpr
, et que
∏
j=1,...,l ′s
−d js =
βp ′s−1
βp ′s
on de´duit:
C =
r,s∏
qr>wq ′s
(−1)lr l
′
s
(
αpr−1
αpr
)l ′s
, D =
r,s∏
qr<wq ′s
(
βp ′s−1
βp ′s
)lr
.
Exemple 1 Conside´rons le polynoˆme F = U 4V 2Y 5 + U 3V 2Y 2 − Y + U 2V + V 2. Le
discriminant du polynoˆme F par rapport a` Y est
∆Y F = 108U
25V 15 + 3125U 24V 12 + 108U 23V 16 + 12500U 22V 13
− 2250U 22V 12 + 18750U 20V 14 − 4500U 20V 13 − 27U 20V 12
+ 12500U 18V 15 − 2250U 18V 14 + 1600U 17V 9 + 3125U 16V 16
+ 1600U 15V 10 − 256U 12V 6
= U 12V 6ε
ou` ε est une unite´ de l’anneau C{S∆}, ou`∆ = pos{(−2, 5), (2,−1)}. Nous allons montrer
de deux manie`res qu’il existe k ∈ N tel que F se de´compose dans l’anneau C{{ 1k S∆}}.
1. D’abord, on de´finitG := U 6V 8F(U−2V−2) = Y 5 +U 5V 6Y 2−U 4V 6Y +U 8V 9 +U 6V 10
et on ve´rifie que G ∈ C{S∆}[Y ] et que G(z∆,Y ) = Y 5. Comme le discriminant de F est
une unite´ dans C{{S∆}} par le the´ore`me 1, il existe k ∈ N tel que G se de´compose dans
C{ 1k S∆} et donc F se de´compose dans C{{
1
k S∆}}.
2. Le polynoˆme F ve´rifie la condition discriminantale donc on a
N∆
(
U 4V 2(U 2V +V 2)∆Y F
)
= Q∆(F). Le∆-polye`dre-fibreQ∆(F) a deux sommets corres-
pondant aux chemins monotones cohe´rents (γi)i=1,2. Le premier, γ1, correspondant aux
termes U 4V 2Y 5, Y , V 2 et de´finissant le sommet 2
∫
γ1 = (8, 10) du polye`dre Q∆(F). Le
deuxie`me γ2, correspondant a` U 4V 2Y 5, Y , U 2V et de´finissant le sommet 2
∫
γ2 = (8, 9).
L’e´ventail associe´ est la subdivision de ∆ par les coˆnes σ1 = pos{(2,−1), (1, 2)}, et σ2 =
pos{(−2, 5), (1, 2)}. Fixons un vecteur irrationnel w ∈ ∆. Si w ∈ σ1, (resp. w ∈ σ2), il
de´termine le chemin γ1, (resp. γ2).
Les 4 racines de F correspondant au segment e = [(4, 2, 5), (0, 0, 1)] de γ1 (resp. de γ2)
par le the´ore`me 2 ont un terme d’exposant (−1,− 12 ). On de´finit F2 = F(Y + λU
−1V−1/2)
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Figure 1: Les sommets noirs sont les exposants de F(1)3 (U ,V, 0)
ou` λ4 = 1.
F2 := Y
5U 4V 2 + 5λY 4U 3V 3/2 + 10λ2Y 3U 2V + Y 2U 3V 2
+ 10λ3Y 2UV 1/2 + 2λYU 2V 3/2 + 5Y − Y
+U 2V + λ2UV + λU−1V−1/2 − λU−1V−1/2 +V 2.
Par la preuve du the´ore`me 2 les exposants des racines correspondant a` e sont dans le coˆne
affine de sommet πe(e) = (−1,
−1
2 ) qui contient les exposants de πe
(
N∆(F2)
)
cette-a`-dire
le coˆne (−1, −12 ) + pos{(2, 3), (2, 1)}. Comme le coˆne pos{(2, 3), (2, 1)} est contenu dans
∆∨, ces racines sont des e´le´ments de C{{ 12S∆}}.
Par ailleurs, F(0,Y ) = −Y , et en appliquant le the´ore`me des fonctions implicites, il
existe un unique φ ∈ C{U ,V} tel que F(φ) = 0. Clairement, φ doit coı¨ncider avec la se´rie
correspondant au segment [(0, 0, 1), (0, 2, 0)] de´termine´ par w ∈ σ1 (resp. au segment
[(0, 0, 1), (0, 1, 2)] de´termine´ par w ∈ σ2).
Pour w ∈ σ1, on de´finit F
(1)
2 := F(Y + V
2) et on remarque que le terme initial par la
valuation w de F(1)2 (0) = U
4V 12+U 3V 6+U 2V estU 2V . On de´fini F(1)3 := F
(1)
2 (Y +U
2V ) =
F(Y +V 2 +U 2V ). On sait que les exposants de la se´rie φ−V 2 sont dans le coˆne affine de
sommet (2, 1) qui contient les exposants de
F(1)3 (0) = U
3V 6 + 2U 5V 5 +U 7V 4 +U 4V 12 + 5U 6V 11
+ 10U 8V 10 + 10U 10V 9 + 5U 12V 8 +U 14V 7.
C’est-a`-dire le coˆne (2, 1) + pos{(1, 5), (2, 1)}.
(Pour w ∈ σ2, on de´finit F
(2)
2 = F(Y + U
2V ), on ve´rifie que F(2)3 = F
(2)
2 (Y + V
2) =
F(Y + V 2 +U 2V ) = F(1)3 , et que les exposants de la se´rie construit φ −U
2V sont dans le
coˆne affine (0, 2) + pos{(2, 5), (7, 2)}.)
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On obtient que les exposants de φ sont dans le coˆne affine (−2,−2)+pos{(2, 5), (1, 2)}.
Comme le coˆne ∆∨ = pos{(2, 5), (1, 2)} la se´rie φ est dans l’anneau C{{S∆}}. (Voir la
figure 1.)
Pendant la pre´paration de ce travail, l’auteur a be´ne´ficie´ du soutien de la DGUI du gou-
vernement des Iles Canaries, et de l’hospitalite´ du DMI de l’ENS de Paris.
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