Compressed video is well known to be self-similar in nature. We model VBR carrying long-range dependent, multiplexed MPEG-2 video sources traffic. The actual traffic for the model is generated using fast-fourier transform of the fractional gaussian noise sequence. Our model of compressed video sources bears similarity to an MPEG-2 transport stream carrying video, i.e., it is long-range dependent and generates traffic in a piecewise constant bit rate manner. We study the effect of such VBR traffic on ABR carrying TCP traffic. The effect of such VBR traffic is that the ABR capacity is highly variant. We find that a switch algorithm like ERICA+ can tolerate this variance in ABR capacity while maintaining high throughput and low delay. We present simulation results for terrestrial and satellite configurations.
Introduction
Asynchronous transfer mode (ATM) is a connectionoriented, cell-switching, high-speed networking technology. It is widely used in the Internet backbone and campus backbones. ATM is the technology chosen for implementing the broadband integrated services digital network (B-ISDN). ATM supports different categories of services to meet different kind of traffic requirements. The available bit rate (ABR) service is used to transport data with minimum Shivkumar Kalyanaraman is now with Dept. of ECSE, Rensselaer Polytechnic Institute, Troy, NY 12180-3590 cell rate guarantees. ABR uses closed loop feedback to control the source rates. The source sends resource management (RM) cells periodically (every N r m , 1 data cells) to collect network feedback information (Figure 1 ). The RM cell is turned around at the destination. The switches along the path indicate the rate which they can currently support in explicit rate field of the RM cell. When the source receives the (backward) RM cell, it adjusts its rate based on the feedback information.
Figure 1. RM cell path
The ABR service has been extensively studied with different source traffic patterns like persistent sources, ON-OFF bursty sources, ping pong sources, TCP sources, long-range dependent (or self-similar) sources, and sourcebottlenecked VCs. Many of these studies have also considered the performance in the presence of ON-OFF VBR background traffic [10] .
In reality, VBR consists of multiplexed compressed audio and video application traffic, each shaped by leaky buckets at their respective sustained cell rate (SCR) and peak cell rate (PCR) parameters. Compressed video has been shown to be long-range dependent by nature [5, 2] . Compressed audio and video streams belonging to a single program are expected to be carried over an ATM network using the MPEG-2 [1] transport stream facility as outlined in reference [7] .
In this paper, we first present a model of multiplexed MPEG-2 transport streams carried over ATM using the VBR service. Each stream exhibits long-range dependence, i.e., correlation over large time scales. We then study the effect of this VBR background on ABR connections carrying TCP file transfer applications on WAN (wide area network) and satellite configurations.
Overview of MPEG-2 over ATM
In this section, we give a brief introduction to the MPEG-2 over ATM model and introduce some MPEG-2 terminology. For a detailed discussion, see reference [15] .
Figure 2. Overview of MPEG-2 Transport Streams
The MPEG-2 standard specifies two kinds of streams to carry coded video: the "Transport Stream" and the "Program Stream". The latter is used for compatibility with MPEG-1 (used for stored compressed video/audio), while the former is used to carry compressed video over networks which may not provide an end-to-end constant delay and jitter-free abstraction.
A Transport Stream can carry several programs multiplexed into one stream. Each program may consist of several "elementary streams," each containing MPEG-2 compressed video, audio, and other streams like close-captioned text, etc. Figure 2 shows one such program stream formed by multiplexing a compressed video and a compressed audio elementary stream. Specifically, the figure shows the uncompressed video/audio stream going through the MPEG-2 elementary encoder to form the elementary stream. Typically, the uncompressed stream consists of frames generated at constant intervals (called "frame display times") of 33 ms (NTSC format) or 40 ms (PAL format). These frames (or "Group of Pictures" in MPEG-2 terminology) are called "Presentation Units." MPEG-2 compression produces three different types of frames: I, P and B frames, called "Access Units," as illustrated in Figure 3 . I (Intra-) frames are large. They contain the base picture, autonomously coded without need of a reference to another picture. They might take about 4-5 frame display times (approximately 160 ms) to be transmitted on the network depending upon the available rate [6] . P (Predictive-) frames are medium-sized. They are coded with respect to previous I or P frame. Transmission times for P frames is typically about 0.5-1 frame display times [6] .
B (Bi-directionally predicted-) frames are very small. They are coded with respect to previous and later I or P frames and achieve maximum compression ratios (200:1). Transmission times for B frames is typically about 0.2 frame display times or even less [6] .
As shown in Figure 2 , the access units are packetized to form the "Packetized Elementary Stream (PES)". PES packets may be variable in length. The packetization process is implementation specific. PES packets may carry timestamps (called Presentation Timestamps (PTS) and Decoding Timestamps (DTS)) for long-term synchronization. The MPEG-2 standard specifies that PTS timestamps must appear at least once every 700 ms.
The next stage is the MPEG-2 Systems Layer which does the following four functions. First, it creates fixed size (188 byte) transport packets from PES packets. Second, the transport packets of different PESs belonging to one program are identified as such in the transport packet format. Third, it multiplexes several such programs to create a single Transport Stream. Fourth, it samples a system clock (running at 27 MHz) and encodes timestamps called "MPEG2 Program Clock References" (MPCRs, see [7] ) in every multiplexed program. The time base for different programs may be different.
The MPCRs are used by the destination decoder to construct a Phase Locked Loop (PLL) and synchronize with the clock in the incoming stream. The MPEG-2 standard specifies that MPCRs must be generated at least once every 100 ms. Due to AAL5 (ATM adaptation layer) packetization considerations, vendors usually also fix a maximum rate of generation of MPCRs to 50 per second (i.e. no less than one MPCR per 20 ms).
Figure 4. Piecewise constant nature of MPEG-2 Single Program Transport Streams
The key point is that the MPEG-2 rate is piecewise-CBR (the bandwidth requirement is constant in a piecewise manner). As shown in Figure 4 , the program's rate (not the transport stream's rate) is constant between successive MPCRs. The maximum rate is bounded by a peak value (typically 15 Mbps for HDTV quality compressed video [15] ). The choice of the rates between MPCRs is implementation specific, but in general depends upon the buffer occupancy, and the rate of generation of the elementary streams.
The transport stream packets are encapsulated in AAL5 PDU (protocol data unit) with two transport stream packets in a single AAL5 PDU (for efficiency). The encapsulation method does not look for MPCRs in a transport packet and might introduce some jitter in the process. Alternate methods and enhancements to the above method have been proposed [15, 9] .
An ATM VBR connection can multiplex several transport streams, each containing several programs, which in turn can contain several elementary streams. We model the multiplexing of several transport streams over VBR. But in our model, we will have only one program per Transport Stream (called the "Single Program Transport Stream" or "SPTS").
MPEG-2 uses a constant end-to-end delay model. The decoder at the destination can use techniques which use a de-jittering buffer, or re-stamp the MPCRs to compensate for network jitter [15] . Phase locked loop at the destination locks onto the MPCR clock in the incoming stream. The piecewise-CBR requirement allows the recovered clock to be reliable. Engineering of ATM VBR VCs to provide best service for MPEG-2 transport streams and negotiation of rates (PCR, SCR) is currently an important open question.
VBR Video modeling
There have been several attempts to model compressed video, see references [2, 5, 3] and references therein. Beran et. al., [2] show that long-range dependence is an inherent characteristic of compressed VBR video. But, they do not consider MPEG-2 data. Garrett and Willinger [5] show that a combination of distributions is needed to model VBR video. Heyman and Lakshman [3] argue that simple markov chain models are sufficient for traffic engineering purposes even though the frame size distribution may exhibit longrange dependence. The video traffic on the network may be affected further by the multiplexing, renegotiation schemes, feedback schemes and the service category used. Examples of renegotiation, feedback schemes and best-effort video delivery are found in the literature, [8, 13, 4] .
We believe that a general model of video traffic on the ATM network is yet to be discovered. In this paper, we are interested in the performance of ABR carrying TCP connections when affected by a long-range dependent, highly variable VBR background. We hence need a model for the video background. We have attempted to design the model to resemble the MPEG-2 Transport Stream.
There are three parameters in the model: the compressed video frame size, the inter-MPCR interval lengths, and the rates in these inter-MPCR intervals. In our model, the inter-MPCR intervals are uniformly distributed and the rates in the inter-MPCR intervals are long-range dependent. In real world, the rates are chosen depending upon the buffer occupancy at the encoder, which in turn depends upon the frame sizes of the latest set of frames generated. Further, the range of inter-MPCR intervals we generate follows implementation standards. We believe that this models the MPEG-2 Transport Stream, and still incorporates the long-range dependence property in the video streams. The effect of this VBR model on ABR is to introduce high variance in ABR capacity. As we shall see, the ERICA+ algorithm tolerates the variance in ABR capacity, and successfully bounds the maximum ABR queues, while maintaining high link utilizations.
Modeling MPEG-2 Transport Streams over VBR
We model a "video source" as consisting of a transport stream generator, also called encoder (E) and a network element. The encoder produces a Transport Stream as shown in Figure 2 and discussed in section 2. In our model, the Transport Stream consists of a single program stream. The network element encapsulates the transport packets into AAL5 PDUs and then fragments them into cells. The output of the network element goes to a leaky bucket which restricts the peak rate to 15 Mbps. This leaky bucket function can alternatively be done in the encoder, E (which does not send transport packets beyond a peak rate).
Several (N) such video sources are multiplexed to form the VBR traffic going into the network as shown in Figure 5 . Each encoder generates MPCRs uniformly distributed between 20 ms and 100 ms. The reason for this choice (of We generate the rates as follows: we choose the rate such that the sequence of rate values is long-range dependent. Specifically, we use a fast-fourier transform method [14] to generate the fractional gaussian noise (FGN) sequence (an independent sequence for each source). We ignore values above the maximum rate to 15 Mbps and below the minimum rate (0 Mbps). The reason for this choice is discussed in the following section. We choose different values of mean and standard deviation for the generation procedure. When we generate an inter-MPCR interval T i and a corresponding rate R i , the video source sends cells at a rate R i uniformly spaced in the interval T i . Due to the ignoring of some rate values, the actual mean of the generated stream may be slightly greater or lesser than the input means. We later measure the actual mean rate and use it to calculate the efficiency metric.
Though each video source sends piecewise-CBR cell streams, the aggregate VBR rate need not be piecewise-CBR. It has a mean (SCR) which is the sum of all the individual means. Similarly, it has a maximum rate (PCR) which is close to the sum of the peak rates (15 Mbps) of the individual video streams. These quantities depend upon the number of video sources. In our model, we use N equal to 9 to ensure that the PCR is about 80% of total capacity. VBR is given priority at any link, i.e, if there is a VBR cell, it is scheduled for output on the link before any waiting ABR cells are scheduled. Further, since each video stream is long-range dependent, the composite VBR stream is also long-range dependent. Therefore, the composite VBR stream and the ABR capacity has high variance.
Observations on the Long-Range Dependent Traffic Generation Technique
The long-range dependent generation technique described in [14] can result in negative values and values greater than the maximum possible rate value. This occurs especially when the variance of the distribution is high (of the order of the mean itself). Fortunately, there are a few approaches in avoiding negative values and bounding values within a maximum in such cases. We considered these approaches carefully before making a choice.
The first approach is to generate a long-range dependent sequence x 1 ; x 2 ; :::; x n and then use the sequence e x1 ; e x2 ; :::; e xn in our simulation. The values e xi is rounded off to the nearest integer. This method always gives zero or positive numbers. The new distribution still exhibits long-range dependence, though it is no longer a fractional gaussian noise (FGN) (like the originally generated sequence) [14] . Another problem is that all significant negative values are truncated to zero leading to an impulse at zero in the new probability density function (pdf). Further, the mean of the new sequence is not the exponentiated value of the old mean. This makes it difficult to obtain a sequence having a desired mean.
A second technique is to avoid exponentiation, but simply truncate negative numbers to zero. This approach again has the problem of the pdf impulse at zero. Also the mean of the entire distribution has increased.
The third technique is a variation of the second, which truncates the negative numbers to zero, but subtracts a negative value from the subsequent positive value. This approach is aimed to keep the mean constant. But, it not only has the side-effect of inducing a pdf impulse at zero, but also changes the shape of the pdf, thus increasing the probability of small positive values.
The fourth and final technique is to simply ignore negative values and values greater than the maximum. This approach keeps the shape of the positive part of the pdf intact while not introducing a pdf impulse at zero. If the number of negative values is small, the mean and variance of the distribution would not have changed appreciably. Further, it can be shown that the new distribution is still long-range dependent.
We choose the fourth approach (of ignoring negative values and values greater than the maximum) in our simulations.
Overview of ERICA+
The ERICA+ switch scheme [11] operates at each output port of a switch. The switch periodically monitors the load on each link and determines a load factor, the available ABR capacity, and number of currently active sources or VCs. The measurement period is the "averaging interval". These measurements are used to calculate the feedback rate which is indicated in the backward RM cells. The measurements are done in the forward direction and feedback back is given in the backward direction. Only one feedback is calculated for every averaging interval. The algorithm tries to achieve 100% utilization with queuing delay equal to a target value using queue control. Dynamic queue control is done by varying the available ABR capacity dependent on queue size.
The "N Source + VBR" Configuration
The "N Source + VBR" configuration shown in Figure 6 has a single bottleneck link shared by the N ABR sources and a VBR VC carrying the multiplexed stream. Each ABR source is a large (infinite) file transfer application using TCP. All traffic is unidirectional. All links run at 149.76 Mbps (155.52 less the SONET overhead). The links traversed by the connections are symmetric i.e., each link on the path has the same length for all the VCs. In our simulations, N is 15 and the link lengths are 1000 km in WAN simulations. In satellite simulations, the feedback delay can be 550 ms (corresponds to a bottleneck after the satellite link) or 10 ms (corresponds to a bottleneck before the satellite link). This is illustrated in Figures 7 and 8 .
Figure 6. The "N Source + VBR" Configuration
The individual link lengths determine the round trip time (RTT) and the feedback delay. Feedback delay is the sum of the delay for feedback from the bottleneck switch to reach the source and the delay for the new load from the sources to reach the switch. It is at least twice the one-way propagation delay from the source to the bottleneck switch. The feedback delay determines how quickly the feedback is conveyed to the sources and how quickly the new load is sensed at the switch.
For the video sources, we choose means and standard deviations of video sources to have three sets of values, (7.5 Mbps, 7 Mbps), (10 Mbps, 5 Mbps) and (5 Mbps, 5 Mbps). This choice ensures that the variance in all cases is high, but the mean varies and hence the total VBR load varies. The number of video sources (N) is 9 which means that the maximum VBR load is 80% of 149.76 Mbps link capacity. As discussed later the effective mean and variance (after bounding the generated value to within 0 and 15 Mbps) may be slightly different and it affects the efficiency measure.
The Hurst parameter which determines the degree of long-range dependence for each video stream is chosen as 0.8 [2] .
We also compare results with prior results using an ON-OFF VBR model [10] . In this model, the ON time and OFF time are defined in terms of a "duty cycle" and a "period". A pulse with a duty cycle of d and period of p has an ON time of dp and OFF time of (1-d)p. When the duty cycle is 0.5, the ON time is equal to the OFF time. During the ON time, the VBR source operates at its maximum amplitude. The maximum amplitude of the VBR source is 124.41 Mbps (80% of link rate).
TCP and ERICA+ Parameters
We use a TCP maximum segment size (MSS) of 512 bytes. The window scaling option is used to obtain larger window sizes. For WAN simulations we used a window of 1664 kB or 1024 kB which is greater than the product of the round trip time (RTT) and the bandwidth yielding a result of 454,875 bytes at 121.3 Mbps TCP payload rate (defined below) when the RTT is 30 ms. For satellite simulations, we used a window size of 25634000 = 8.704 For example, when the ABR capacity is 149.76 Mbps, the maximum TCP payload rate is 116.3 Mbps. Similarly, for a MSS of 9140 bytes, the maximum throughput is 87% of ABR capacity.
We use a metric called "efficiency" which is defined as the ratio of the TCP throughput achieved to the maximum throughput possible. As defined above the maximum throughput possible is 0.78(mean ABR capacity). The efficiency is calculated as follows. We first measure the aggregate mean VBR rate (since it is not the sum of the individual mean rates due to bounding the values to 0 and 15 Mbps). Subtract it from 149.76 Mbps to get the mean ABR capacity. Then multiply the ABR capacity by 0.78 (or 0.87) to get the maximum possible throughput. We then take the ratio of the measured TCP throughput and this calculated value to obtain the efficiency.
In our simulations, we have not used the "fast retransmit and recovery" algorithms. Since there is no loss, these algorithms are not exercised.
The ERICA+ parameters used in the simulations are as follows: the averaging intervals end either after the specified length or after a specified number of cells have been received, whichever happens first. In our simulations, these values default to 500 ABR input cells or 5 ms. The other parameters are used to define a function which scales the ABR capacity in order to achieve the desired goals. These include a target queuing delay (T0, set to 500 microseconds), two curve parameters (a = 1.15 and b = 1.05), and a factor which limits the amount of ABR capacity allocated to drain the queues (QDLF = 0.5).
Simulation Results

Effect of High Variance and Total VBR Load
In this section, we present simulation results where we vary the mean and the standard deviation of the individual video sources such that the total variance is always high, and the total maximum VBR load varies. Table 1, and Table 2 , show the maximum queue length, the total TCP throughput, and efficiency for three combinations of the mean and standard deviation. Table 1 is for TCP MSS = 512 bytes, while Table 2 is for TCP MSS = 9140 bytes. Observe that when the input mean is higher, the expected aggregate value is lower and vice-versa.
The efficiency values (as defined in section 7) are calculated using these values of total VBR capacity. For example, in row 1 of Table 1 , the ABR throughput is is 149.76 - Table 2 , since the MSS is 9140 bytes, the maximum TCP throughput is 87% of ABR throughput as discussed in section 7, and this is the value used to compare the total TCP throughput against.
Observe that the efficiency achieved in all cases is high (above 90%) in spite of the high variance in ABR capacity. Also observe that the total TCP throughput is higher (as well as the efficiency) for TCP MSS = 9140 bytes in all cases.
The maximum queue length is controlled to about three times the feedback delay (or one round trip time) worth of queue. The feedback delay for this configuration is 10 ms, which corresponds to (10 ms) (367 cells/ms) = 3670 cells worth of queue when the network is on the average overloaded by a factor of 2 (as is the case with TCP). The roundtrip time for this configuration is 30 ms.
The queue length is higher when the mean per-source rate is lower (i.e., when the average ABR rate is higher). This is explained as follows. Whenever there is variance in capacity, the switch algorithm may make errors in estimating the average capacity and may over-allocate rates temporarily. When the average ABR capacity is higher, each error in allocating rates will result in a larger backlog of cells to be cleared than for the corresponding case when the average ABR capacity is low. The combination of these backlogs may result in a larger maximum queue before the long-term queue reduction mechanism of the switch algorithm reduces the queues.
Comparison with ON-OFF VBR Results
In our earlier paper [10] and references therein, we had studied the behavior of TCP over ABR in the presence of ON-OFF VBR sources. We had studied ranges of ON-OFF periods from 1 ms through 100 ms. Further, we had looked at results where the ON period was not equal to the OFF period. The worst cases were seen in the latter simulations. However, with modifications to ERICA+ and a larger averaging interval we found that the maximum switch queue length was 5637 cells. This experiment has a duty cycle of 0.7 and a period of 20ms i.e., the ON time was 14 ms and the off time was 6 ms. Since we use the same switch algorithm parameters in this study, we can perform a comparison of the two studies.
We observe that, even in the presence of the long-range dependent VBR background traffic, the ABR switch queues do not increase substantially (beyond one round trip worth of queues) and the efficiency remains high (around 90%). This is because the ERICA+ switch algorithm has been refined and tuned to handle variance in the ABR capacity and ABR demand. These refinements allow the convergence of the ABR queues, without compromising on the efficiency.
Satellite simulations with Short Feedback Delay
In this section and the next, we repeat the experiments with some links being satellite links. In the first set of simulations, we replace the bottleneck link shared by 15 sources with a satellite link as shown in Figure 7 . The links from the second switch to the destination nodes are 1 km each. The total round trip time is 550 ms, but the feedback delay remains 10 ms. Table 3 and Table 4 (similar to Tables 1 and 2) show the maximum switch queue length, the total TCP throughput, and efficiency for three combinations of the mean and standard deviation. Table 3 is for TCP MSS = 512 bytes, while Table 4 is for TCP MSS = 9140 bytes.
Note that the TCP startup time in this configuration is large because the round trip time (550 ms) is large and TCP requires multiple round trips to be able to use its full capacity. However, the effect on total TCP throughput is minimal since there is no loss and the feedback delays are small (10 ms) compared to round trip time, allowing ABR to control sources more effectively. Throughputs are high, and efficiency values are high. The tables shows that maximum queues are small (in the order of three times the feedback delay), irrespective of the mean and variance. In such satellite configurations, we observe that the feedback delay is the dominant factor (over round trip time) in determining the maximum queue length. As discussed earlier, one feedback delay of 10 ms corresponds to 3670 cells of queue for TCP.
Satellite simulations with Long Feedback Delay
In our second set of satellite simulations, we examine the effect of longer feedback delays. Consider a switch A at the end of a satellite link or a switch downstream of A. It will have a feedback delay of about 550 ms. We use a new configuration as shown in Figure 8 by replacing the links in the feedback path to sources with satellite link. All other links are of length 1 km each. As a result, the round trip time and the feedback delay are both approximately equal to 550 ms. 1 and 2) show the maximum switch queue length, the total TCP throughput, and efficiency for three combinations of the mean and standard deviation. Table 5 is for TCP MSS = 512 bytes, while Table 6 is for TCP MSS = 9140 bytes. Observe that the queue lengths are quite large, while the total TCP throughput and efficiency are smaller (by 6-13%) compared to the values in Tables 1 and 2 (1000 km feedback delay cases) respectively. The total queue is still a small multiple of the feedback delay or RTT (a feedback delay of 550 ms corresponds to 201850 cells). This indicates that satellite switches need to provide at least that much buffering to avoid loss on these high delay paths. A point to consider is that, these large queues should not be seen in downstream work-group or WAN switches, because they will not provide so much buffering. Satellite switches can isolate downstream switches from such large queues by implementing the VSVD option as described in our previous contribution [12] .
Conclusions
Compressed video sources exhibit long-range dependence in the traffic patterns they generate. In this paper, we briefly survey VBR video modeling techniques, the MPEG-2 over ATM approach, and propose a model for MPEG-2 video over VBR which incorporates the long-range dependence property in compressed video. Long-range dependent traffic can be generated by combining the fractional gaussian noise sequences generated using fast fourier transforms. This traffic is used to model multiplexed MPEG-2 video sources. The generated long-range dependent traffic is transported over VBR service. The effect of this longrange dependent (background) traffic over VBR is to introduce high variance in the ABR capacity. However, a responsive switch scheme like ERICA+ is sufficient to handle this variance in ABR capacity. This results in controlled ABR queues and high utilization. The maximum ABR queue length is a function of the feedback delay and round trip time. This implies that switches terminating satellite links should provide buffers proportional to the length of the satellite link in order to deliver high performance. Further, if they implement the VSVD option, they can isolate downstream work-group switches from the effects of the long delay satellite path.
