The theory of general state-space Markov chains can be related strongly to the case of discrete state-space by use of Doeblin's notion of small sets and associated minorization conditions. The general theory shows that small sets exist for all Markov chains on state-spaces with countably generated -algebras, though the minorization provided by the theory concerns Ò-step transition kernels for some unspecified Ò. Partly motivated by the growing importance of small sets for Markov chain Monte Carlo and Coupling from the Past, we show that in general one cannot take Ò ½ even if the kernel is assumed to have a density function (though of course one can take Ò ½ if the kernel density is continuous). However Ò ¾ will suffice for kernels with densities (integral kernels), and in fact small sets of order ¾ abound in the technical sense that the kernel density can be expressed as a countable sum of separable summands based on small sets. This can be exploited to produce a representation using a latent discrete Markov chain; indeed one might say, inside every Markov chain with measurable transition density there is a discrete state-space Markov chain struggling to escape. We conclude by discussing complements to these results, including their relevance to Harris-recurrent Markov chains and relationships of the counterexample to Turán problems for bipartite graphs.
Introduction
The notion of a small set was introduced to Markov chain theory by Doeblin and has been exploited to produce a very efficient reduction to the discrete case of Markov chain theory for general state-spaces (see Nummelin [15] and Meyn and Tweedie [12] for treatments in book form). The basic idea is to elicit a minorization condition for a given Markov chain:
£ Supported by EPSRC grant GR/L56831 and EU network ERB-FMRX-CT96-0095 Ý Supported by University of Warwick research studentship The minorization can be used to produce regeneration constructions (the split-chain construction of Athreya and Ney [1] ) and Nummelin [14] ) and hence to control convergence to equilibrium: as Nummelin wrote, "the 'elementary' techniques and constructions based on the notion of regeneration, and common in the study of discrete chains, can now be applied in the general case" [14, page ix]. More recently small sets have been used by Rosenthal [18] to establish rates of convergence for Markov chain Monte Carlo (see also the extended notion of pseudo-small sets described by Roberts and Rosenthal [17] ) and also (under the rubric of gamma-coupling) to produce effective Coupling from the Past (CFTP) constructions in the work of Murdoch and Green [10, 13] (see also some exciting new work on catalytic perfect simulation by Breyer and Roberts [3, 4] ).
The theory of general Markov chains assures us of the existence of small sets, but gives no guarantees concerning the order. For the purposes of establishing convergence this is of no great importance; however order ½ is required for current CFTP applications. This raises the question, for what sort of Markov chains can one guarantee existence of small sets of order ½? It is a straightforward exercise in mathematical analysis at an undergraduate level to show existence when the kernel has a continuous density Ô´Ü Ýµ, and indeed then one can show small sets of order ½ abound, in the sense that they can be used to produce a representation:
Ô´Ü Ýµ Ò ½ ´Üµ ´Ýµ (1) where the ´Üµ are non-negative continuous functions supported on small sets, and the ´Ýµ are probability density functions. From this representation one can further deduce the existence of a latent discrete Markov chain: since Ê Ô´Ü Ýµ dÝ ½ it follows that È ´Üµ ½ for all Ü, and so ´Üµ may be viewed as a transition probability kernel describing transitions from the state-space to a latent countable state-space ½ ¾ ; and the entire stochastic dynamics of the original chain can be viewed as derived from a discrete state-space chain with transition probability matrix of entries
We continue this line of enquiry in a little more detail in section Ü4.
However this particular representation fails hopelessly as soon as we move to the slightly more general category of Markov chains with measurable transition probability kernel densities! Even the obvious step of allowing the and to be measurable is of no avail. For, as we show in the next section, there exist transition probability kernel densities for which there are no non-trivial small sets of order ½. The construction is based on the construction of a Borel subset of the unit square with no non-trivial subsets of measurable rectangle form, and is related to a variant of the Turán problem from extremal graph theory.
However, and somewhat to our initial surprise, the cause of measurable transition densities is not entirely lost. As we show in section Ü3, so long as we move to order ¾ we can construct non-trivial small sets (following known techniques for establishing the existence of small sets), and in fact they abound in the sense that one can build representations of the ¾-step transition probability density Ô´¾ µ´Ü Ýµ generalizing that of Eq. (1), and hence derive an interlacing latent discretization with transition matrix generalizing Eq. (2). In the concluding section Ü4 we discuss this representation, and various complements including the extent to which the discretization can be generalized yet again, if one wishes to consider Markov chains whose kernels do not possess transition densities.
Closely related to the ideas presented here is the discretization proposed by Robert [16] This section relies on a simple combinatorial calculation, known to graph theorists in a considerably refined form (see for example [8, 9] ). We present a self-contained exposition, yielding as a first step a probabilistic construction of a measurable subset of ¼ ½℄ ¾ which contains no non-null measurable rectangles. It will be clear to anyone who has studied measure theory that such sets must exist: however we have not been able to find a construction in the literature. that cells are filled independently with fill probability Ô . We fix ¼ and select
The mean area of ¤ is bounded below by
and therefore ¤ has a positive chance of having positive area (at least if ¼ ½).
On the other hand we may apply the first Borel-Cantelli lemma to show that all but finitely many of the events Ê ¨À contains no measurable rectangles of sidelength ½ or greater © must occur. For geometrical arguments show that the failure of Ê forces the corresponding cell array to contain at least one «Ò ¢ «Ò filled measurable rectangle, and by the bound Eq. (4) the failure-probability of this event is therefore bounded above by
This is summable, and so the first Borel-Cantelli lemma applies.
It follows that almost surely ¤ is free of non-null measurable rectangles, in the sense that if and are measurable subsets of ¼ ½℄ with ¢ ¤ then area´ ¢ µ ¼. Figure 1 illustrates (an approximation of) this random construction.
¾ Figure 1 : Example of random set ¤ containing no non-null measurable rectangles.
Remark 2.2 The above randomization argument can be replaced, at the price of more complexity, by a counting argument, demonstrating the existence of a counterexample
¼ ½℄ ¾ of area prescribed to lie in the range´¼ ½µ.
The indicator function for the random set ¤ nearly provides a Markov transition density under normalization, except that this normalization will fail when a slice along a fixed Ü has zero length. However this is easily fixed in any one of several ways, yielding the following corollary. Thus the following defines a Markov transition density for which there are no nonnull small sets of order ½:
where the ratio is taken to equal ½ for those Ü for which the denominator vanishes (only a null-set and therefore negligible 
¾
We now state and prove the central result of this section, establishing abundance of small sets in a rather specific fashion. For the sake of simplicity we state this for the case of state-space ¼ ½℄ with Lebesgue measure as reference measure: it is straightforward to alter this to the case of a Polish space using a fixed atom-free or diffuse probability measure for reference: alternatively the results from Corollary 3.5 onwards can be translated directly using the measure-isomorphism of such measure spaces with ¼ ½℄ Lebµ.
In the following we continue with the notation of Lemma 3.1, and note that Õ Ý´¡ µ Ô´¡ Ýµ possesses a similar property: let ¾´¼ ½µ denote a corresponding monotone family of sets for which uniform continuity of Õ Ý and full relative density hold. 
The construction furnishes a rich supply of small sets, and we can use this to obtain a representation of Ô´¾ µ´Ü Ýµ as a sum of non-negative separable terms involving smallset decompositions.
Corollary 3.5
If Ô´Ü Ýµ is a measurable transition probability density then small sets abound: we can represent the ¾-step transition probability density as follows:
for positive ¬ and subsets , ¼ ½℄, holding for almost all Ü, Ý ¾ ¼ ½℄.
Remark 3.6 As hinted in the introduction, the impact of a representation such as the above is clearer if we write it in the equivalent form
Ô´¾ µ´Ü Ýµ ½ ¼ ¬´Ü µÖ ´Ýµ (9) where ¬´Ü µ is a transition probability kernel from ¼ ½℄ to the set of positive integers ½ ¾ 
Conclusion and complements
Properly considered, neither the counterexample given in Theorem 2.1 nor the abundance of order-¾ small sets of Theorem 3.3 should come as a surprise. Were no counterexample to exist, the theory of Lebesgue-measurable subsets of ¼ ½℄ ¾ would take on an appalling simplicity, since every such set would be expressible as the union of a null-set and a countable family of measurable rectangles. On the other hand, convolution of densities tends to force positivity: were we to convolve with itself a kernel density Ô´Ü Ýµ which was just a constant times the indicator of a Borel subset of ¼ ½℄ ¾ then the result would have a zero at´Ü Ýµ only if Ô´Ü ÞµÔ´Þ Ýµ vanished for almost all Þ ¾ ¼ ½℄, which would clearly be hard to arrange for a substantial portion of the range of possible´Ü Ýµ ¾ ¼ ½℄ ¾ , thus adding intuitive backing to the positive conclusion of Theorem 3.3.
We have mentioned in Section Ü2 that the counterexample is related to issues in graph theory. The relevant theory is that of the Zarankiewicz problem [2] , the Turán problem for bipartite graphs. Given a bipartite graph on Ö and × vertices, how large do ×, Ö have to be before can be guaranteed to contain a specified complete bipartite graph as subgraph? In our language, a bipartite graph on Ò and Ò vertices corresponds to a filled subset of an Ò ¢ Ò array of cells (cell´ µ being filled if vertex in the first vertex collection is connected to cell in the second); subgraphs which are complete bipartite correspond to filled measurable rectangles. Detailed estimates, running well beyond our simple requirements, are to be found in [8, 9] .
The original motivation for this work arose from noting the usefulness of order ½ small sets in CFTP constructions. Of course in specific CFTP problems one constructs such small sets directly, often aided by continuity of the transition density. However it seems worth knowing that for rather general Markov chains one can always construct order ¾ small sets (thus just one step away from the realm of practical application).
Ò Finally, many Markov chains in practice do not have transition densities, such as for example those which arise in Metropolis-Hastings MCMC. In the Metropolis-Hastings case the failure to have a transition density is rather a trivial matter, assuming that one is working with densities for proposal and acceptance kernels; and if one samples the chain whenever a proposal is accepted then the resulting sub-sampled chain does have a transition density, and Theorem 3.3 applies. It is pleasant to report that the same fix works in essentially every case where one might expect small sets to abound: one simply sub-samples at instances of stopping times such that the resulting chain has a transition density; we sketch the argument here.
Recall, as described for example in [15] , that the Hopf decomposition theorem allows us to divide the study of irreducible Markov chains into dissipative cases (essentially transient) and conservative cases (essentially unions of recurrent classes). The dissipative case is hopeless: for example one can construct skew product Markov chains on Ê ¾ Ò ´¼ ¼µ whose radial part is the exponential of a Gaussian random walk which drifts off to infinity, and whose angular parts jump so as to be replaced by uniformly random angles but at a rate depending on the radius and decreasing fast enough that there is a positive chance that such a jump may never happen. The chain is irreducible, and yet no matter what stopping time Ì may be chosen the distribution of Ì places a positive amount of probability on the ray running from´¼ ¼µ through ¼ .
Suppose on the other hand we consider a conservative chain. General theory (in fact using the existence of general small sets!) tells us we can find a maximal irreducibility measure such that the chain is Harris-recurrent off a set AE of -measure zero: if ¼ Ü ¾ AE and is a subset of state-space of positive -measure then È hits ¼ Ü ℄ ½. We suppose to be diffuse and delete AE from the statespace. Set Ë Ü to be the countable union of -null sets supporting the -singular parts of the distributions of ½ , ¾ , conditional on ¼ Ü, and define Ì Ü to be the stopping time at which first leaves Ë Ü . Since ´Ë Ü µ ¼, Harris-recurrence shows that Ì Ü must be finite. A calculation shows that the distribution of ÌÜ has zerosingular part, so a -density exists for ÌÜ . We can even show that Ì Ü is essentially minimal for this property! By this means we construct a sub-sampled chain which has measurable -density, for which the results of Theorem 3.3 apply.
