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Abstract
In this PhD thesis, the physics of vacancies in two-dimensional ordered Heisen-
berg antiferromagnets is investigated. We use semi-classical methods to study the
influence of a single vacancy in long-range ordered states, with a focus on non-
collinear order. Here, on a classical level, a magnetic distortion is created as the
spins readjust in response to the vacancy.
We use the non-collinear 120◦ state on the frustrated triangular lattice as an
example, where we determine the impurity contributions to the magnetization and
susceptibility. An important discovery is the vacancy moment not being quantized
due to non-universal partial screening. The resulting effective moment m0  S
can be observed as a fractional prefactor to an impurity-induced Curie response
m20/(3kBT ) at finite temperature. This is in sharp contrast to collinearly ordered
states. Here the moment is always quantized to the bulk spin value, m0 = S. Fur-
thermore, we present a detailed analysis of the vacancy-induced distortion cloud.
Due to Goldstone modes, it decays algebraically as r−3 with distance r to the va-
cancy. Using leading-order 1/S-expansion, we determine the quantum corrections
to both size and direction of the distorted magnetic moments.
Secondly, we study the same problem in the presence of an external magnetic
field h, both for the square and triangular lattice. For the triangular lattice we use
a biquadratic exchange termK to stabilize a unique ground state from a degenerate
manifold. The finite-field vacancy moment m(h) is generated by field-dependent
screening clouds, as different non-collinear bulk states evolve with increasing field.
These distortion clouds decay exponentially on a magnetic length scale lh ∝ 1/h.
Most importantly, we find that the magnetic-field linear-response limit h → 0+
is generically singular for SU(2) ordered local-moment antiferromagnets, as the
vacancy moment in zero field differs fundamentally from even an infinitesimal but
finite field, m(h → 0+) 6= m0. Moreover, a part of the screening cloud itself
becomes universally singular. Particularly for spin-flop states, this leads to a semi-
classical version of perfect screening. We present general arguments to support
these claims, as well as microscopic calculations. Another remarkable result is an
impurity-induced quantum phase transition for overcompensated vacancies in the
M = 1/3 plateau phase on the triangular lattice with K < 0. We close our analysis
with a discussion about important limits for finite vacancy concentrations, as well
as a possible experimental verification of our predictions.

v
Kurzzusammenfassung
In dieser Dissertation erforschen wir die Physik von Fehlstellen in zweidimensio-
nalen geordneten Heisenberg-Antiferromagneten. Wir verwenden semi-klassische
Methoden, um den Einfluss einer isolierten Fehlstelle in langreichweitig geordneten
Zuständen zu untersuchen, wobei wir einen Fokus auf nicht-kollineare Ordnung set-
zen. In diesem Fall entsteht eine magnetische Verzerrung auf klassischem Niveau,
durch die Nachjustierung der Spins als Antwort auf die Fehlstelle.
Als ein Bespiel nutzen wir den nicht-kollinearen 120◦-Zustand auf dem frustrier-
ten Dreiecksgitter, bei dem wir den Störstellen-Beitrag zur Magnetisierung und
Suszeptibilität bestimmen. Eine wichtige Entdeckung ist die Nicht-Quantisierung
des Fehlstellen-Moments, als Ergebnis einer nicht-universellen partiellen Abschir-
mung. Das resultierende effektive Moment m0  S kann als fraktionaler Vorfaktor
einer störstellen-induzierten Curie-Antwort m20/(3kBT ) bei endlichen Temperatu-
ren beobachtet werden. Dies verhält sich im vollkommenden Gegensatz zu kollinea-
ren Zuständen, bei denen das Moment immer gleich dem quantisierten Wert des
m0 = S Volumen-Spins ist. Des Weiteren präsentieren wir eine detaillierte Ana-
lyse der Verzerrungs-Wolke. Diese nimmt r−3 algebraisch mit dem Abstand r zur
Fehlstelle ab, hervorgerufen durch Goldstone-Moden. Mit einer 1/S-Entwicklung
bestimmen wir die Quanten-Korrekturen zur Länge und Ausrichtung der verzerrten
magnetischen Momente.
Desweiteren erforschen wir den Einfluss eines externen Magnetfelds h für das
Quadrat- und Dreiecksgitter. Für das Dreiecksgitter nutzen wir einen biquadrati-
schen Austausch-Term K um aus einer entarteten Mannigfaltigkeit einen verein-
zelten Grundzustand zu stabilisieren. Das Fehlstellen-Moment m(h) im Magnetfeld
wird durch feldabhängige Abschirmwolken verursacht, basierend auf verschiedenen
nicht-kollinearen Volumen-Zuständen. Diese Verzerrungswolken fallen exponenti-
ell mit der magnetischen Länge lh ∝ 1/h ab. Besonders hervorzuheben ist, dass
der Magnetfeld-Grenzfall der linearen Antwort h→ 0+ für alle geordneten SU(2)-
Lokalmoment-Antiferromagneten generisch singulär ist. Das Fehlstellen-Moment
im Nullfeld unterscheidet sich fundamental vom infinitesimalen Feld, m(h→ 0+) 6=
m0. Ein Teil der Abschirmwolke wird dabei selbst singulär, was für Spin-Flop-
Zustände zu einer semi-klassischen Version von perfekter Abschirmung führt. Wir
belegen dies mit allgemeinen Argumenten und mikroskopischen Rechnungen. Ein
weiteres bemerkenswertes Ergebnis ist ein störstellen-induzierter Quantenphasen-
übergang für überkompensierte Fehlstellen innerhalb der M = 1/3 Plateau-Phase
im Dreiecksgitter mit K < 0. Abschließend diskutieren wir sowohl wichtige Grenz-
fälle für endliche Fehlstellenkonzentrationen als auch die mögliche experimentelle
Bestätigung unserer Vorhersagen.
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1
1. Motivation and Development
1.1. Motivation
Strongly correlated electron systems have been a continuous source of fascinating
physics for decades. One of the most inspiring fields are quantum antiferromag-
nets consisting of localized spins. Originally brought up in the context of high-
temperature superconductivity, it is now an intensely studied field in condensed
matter theory.
As nothing in nature is perfect, impurities and imperfections are present in every
solid. Instead of being seen only as a disturbance, they have been proven to be an
indispensable tool to probe as well as directly manipulate bulk states. Some of the
most influential discoveries in condensed matter physics are direct consequences of
impurity doping. A prime example is the high-temperature superconductivity [1].
Moreover, the study of impurities has become a intense research topic of its own.
The famous Kondo effect [2] is only one example.
Impurities and vacancies in particular have been extensively studied for collinearly
ordered antiferromagnets [3, 4, 5, 6] as well as for quantum disordered states [7, 8, 9].
There has also been great interest in impurity quantum phase transitions [8, 10, 11].
Surprisingly, the role of vacancies in non-collinearly ordered states has found little
attention, although this kind of order is highly relevant to a large group of complex
magnetically frustrated materials.
A vacancy has the potential to locally reduce frustration. One can understand
with simple arguments, that this relief of frustration creates a semi-classical distor-
tion of the magnetic ground state. Previous to our studies, this interesting idea,
brought up by Christopher Henley in 2001 [12], has never been elaborated. We
started this work on the triangular lattice Heisenberg antiferromagnet, realizing
that the influence of a single vacancy on a non-collinearly ordered bulk state is an
important key to understand the physics of doped frustrated magnets.
1.2. Further Development of the Thesis
Because of the vacancy’s deep impact on the bulk state, non-perturbative methods
are required, while the presence of frustration prohibits a quantum Monte-Carlo
analysis, which makes the problem even more challenging. Beginning to understand
the nature of the vacancy-induced distortion, we made the first unexpected discov-
ery: A non-universal fractional vacancy moment deep inside the ordered phase – a
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phenomenon, that was previously only known from the close vicinity to a quantum
critical point [8, 3, 13], since in collinear order the moment is always quantized to
the spin size S.
However, an even more striking observation caught our attention, when we stud-
ied a vacancy in the presence of a magnetic field: A complete breakdown of linear-
response, one of the most fundamental principles in condensed matter physics. In
the weak-field limit h→ 0+ the vacancy moment jumps discontinuously, as even in
the presence of an infinitesimally small field the ground state fundamentally differs
from the zero-field state. Even more surprising is the fact that this phenomenon
is not restricted to a single type of model, but appears to be a general principle
for vacancies in ordered antiferromagnets, even in the absence of frustration. This
astounding effect even appears in one of the most basic models possible, the square
lattice Heisenberg antiferromagnet, where it was overlooked for decades.
3
2. Introduction
The goal of this thesis is to understand the influence of vacancies in two-dimensional
Heisenberg antiferromagnets, with a focus on non-collinearly ordered states.
In solids, an impurity, i.e. a material defect, is usually realized by doping a
certain compound with a foreign type of atom. This leads to a locally altered
electron structure, resulting in local sites exchanging charge and/or spin with the
bulk material. The electron filling of the relevant orbital may or may not lead to
the formation of a local magnetic moment on the impurity site. In this context,
we speak of magnetic vs. non-magnetic impurities. In the presence of interaction,
such an impurity site may lead to interesting scattering effects, with the Kondo
effect [2] probably the most prominent example. Here an impurity spin becomes
screened by the conduction band electrons of a metal.
Impurities become particularly interesting in an antiferromagnet consisting of
localized spins. Differently coupled impurity spins as well as missing spins (va-
cancies) create a plethora of stunning phenomena, strongly depending on the type
of coupling as well as the underlying magnetic state. Examples are quantum per-
colation in long-range ordered states [14, 15], universal fractional Curie moments
in critical magnets [11, 8, 13], and vacancy-induced order in paramagnetic states
[16, 17, 18]. From a theoretical point of view, the problem can be seen as a "bulk
vs. boundary" competition. The impurity acts as a zero-dimensional boundary to
a d-dimensional periodic bulk state.
Before we can understand the influence of an impurity on a certain bulk state, we
have to understand the bulk properties itself. Therefore we start with an overview
about low-dimensional antiferromagnets, with a focus on the concept of frustration
and non-collinearly ordered states.
2.1. Antiferromagnets
Localized-spin antiferromagnets are often found in Mott insulators [19], where an
insulating state arises from strong on-site Coulomb repulsion rather than a band-
gap. We will elaborate on this shortly. Mott insulators are common in a variety
of transition-metal compounds. Here the partially filled d- and f -orbitals of the
transition metals (such as copper or iron) are subject to a strong local interaction.
The most simple case consists of a single electron (hole) per orbital.
Amongst others, it is realized in La2CuO4, the parent compound of a class
of high-temperature superconductors (see e.g. Ref. [20]). Here the 3dx2−y2 Cu
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orbitals on the quasi-2d CuO2 plane contain one single hole each. Neglecting the
filled orbitals completely leads to an effective description as a single-band Hubbard
model with half filling, on a 2d square lattice of copper sites.
H = −t
∑
〈ij〉,σ
ĉ†i,σ ĉj,σ + U
∑
i
n̂i↑n̂i↓ (2.1)
with cj,σ the fermionic annihilation operator for spin σ =↑, ↓, n̂i,σ = ĉ†i,σ ĉi,σ the
density operator, and t and U the energy terms for hopping and on-site repulsion
respectively. If the on-site Coulomb repulsion U > 0 is much larger than the
hopping term t > 0 (U/t 1), a double-occupancy of a site is prohibited. However,
a process of virtual hopping, that is only allowed between anti-parallel spins (due
to the Pauli principle), leads to an effective antiferromagnetic interaction between
the sites (see e.g. [21]). The effective model, describing the antiferromagnetic
interaction J > 0 between localized magnetic moments, is called the Heisenberg
model
H = J
∑
〈ij〉
Ŝi · Ŝj , J =
4t2
U
(2.2)
with SU(2) Heisenberg spins Ŝi and 〈...〉 meaning nearest neighbor bonds. The ef-
fective interaction J > 0 prefers anti-parallel alignment of the spins. On the square
lattice (the basic example of two-dimensional lattices) the result is the famous Néel
state [22]. For other materials the correct effective model may vary, depending on
various parameter. For example may a magnetocrystalline anisotropy arise from
spin-orbit coupling (see e.g. Ref. [23]), leading to a confinement of the spins to a
plane (x-y) or a single axis (z). The associated models are called XY - and Ising
model respectively.
Furthermore, the lattice geometry is of crucial importance. Prominent lattices
in 2d besides the square lattice are the triangular, honeycomb and Kagome lat-
tices. Also, different types of interactions are possible. Longer-range interactions
may become relevant. A basic example is the J1J2-model on the square lattice
[24], where the antiferromagnetic couplings between nearest neighbors (J1>0) are
accompanied by ferro- (J2 < 0) or antiferro- (J2 > 0) magnetic couplings between
next nearest neighbors on the diagonals.
H = J1
∑
〈ij〉
Ŝi · Ŝj + J2
∑
〈〈ij〉〉
Ŝi · Ŝj (2.3)
Another possibility are anisotropies. Lattice anisotropies, i.e. an effective defor-
mation of the lattice (e.g. due to pressure), leads to different coupling strengths
depending on the spatial direction of bonds (see e.g. [25]). On the other side,
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(a) (b)
Figure 2.1.: (a) Illustration of three frustrated spins on a triangle with antiferromagntic coupling. While
in a collinear configuration one of three bonds has high energy cost (red line), the lowest-energy con-
figuration is a compromise of a relative 120◦ angle. (b) Illustration of four spins on a square with
antiferromagnetic nearest (J1) and next-nearest (J2) neighbor interaction. Tuning the ratio J2/J1 leads
from a Néel configuration (J1  J2) to a stripe ore helical configuration (J1  J2). For J2 = J1/2 both
configurations are energetically equal and the state is highly frustrated.
spin-anisotropies mean that the interactions vary, depending on the component of
the spin. Examples are easy-axis types of magnets [26], planar anisotropies [27],
and Dzyaloshinskii-Moriya interactions [28, 29] of typeDij ·Ŝi×Ŝj. The latter be-
comes possible by a lack of lattice-inversion symmetry and results from spin-orbit
coupling.
Last but not least, both lattice dimension and spin size have a fundamental
impact on possible types of magnetic order. Before we discuss the concept of
magnetic order and its realizations on the square and triangular lattice Heisenberg
antiferromagnets, we first want to introduce the important concept of magnetic
frustration.
2.1.1. The Concept of Magnetic Frustration
Magnetic frustration plays an important role in the discussion of low-dimensional
antiferromagnets. We will explain the basic concept, before we discuss its impact
on magnetic order. Analogue to its counter-part in human psychology, the frustra-
tion of magnetic interactions is simply defined as the disappointment of individual
magnetic bonds, or more precisely the disability to simultaneously minimize the
coupling energy for each bond individually.
In magnetic systems frustration can have two different realizations: Geometrical
frustration and exchange frustration. While the former is based on the geometrical
arrangement of spins (e.g. in a lattice), the latter results from the competition of
multiple types of magnetic coupling.
Fig. 2.1 illustrates these aspects of magnetic frustration for two basic examples.
The three spins in Fig. 2.1 (a) are antiferromagnetically coupled on each bond of the
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triangle. Pairwise the lowest-energy configuration would be a singlet or classically
(S → ∞) an antiparallel configuration. The problem is that it is impossible to
satisfy this condition on all three bonds at the same time. The energy gained
on a single bond is counterbalanced by a larger energy cost on the other two
bonds. Several solutions are possible. One of them is a superposition of classical or
quantum states (depending on the nature of the spin), which leads to an disordered
state. For Heisenberg spins there is another possibility, which is a (semi-) classical
non-collinearly ordered state, with a 120◦ angle between the spins.
An example of frustrated magnetic bonds without geometrical origin is shown in
Fig. 2.1 (b). These four spins on a square are subject to antiferromagnetic coupling
between both the nearest (J1) and next-nearest (J2) neighbors. Again, for all kinds
of possible configurations, at least one type of bonds is going to be dissatisfied. The
amount of frustration strongly depends on the ratio of J2/J1. While for J2/J1 < 1/2
the spins will arrange themselves on anti-parallel pairs along the sides of the square,
for J2/J1 > 1/2 they will build such pairs on the diagonals. In this case the energy
does not depend on J1, the diagonal pairs can rotate with respect to each other
without energy cost, leading to an infinite degeneracy of helical states. Between
those two phases a transition happens at J2/J1 = 1/2. This point is particularly
interesting, since the frustration is maximized. Classically, a the ground state is
highly degenerate, while for the spin-1/2 case the ground state is still unknown.
In a lattice, both of these types of frustration have interesting consequences, as
they both have the tendency to destroy magnetic order.
2.1.2. Ordered and (Quantum-) Disordered Magnetic States
Long-range order in condensed matter is inherently based on the concept of spon-
taneous symmetry breaking (see e.g. [21]). Consider a Hamiltonian (or action)
that is symmetric under a continuous symmetry g of group G. We speak of a spon-
taneous symmetry breakdown, if a ground state configuration is selected, which is
symmetric only under a certain subgroup H ⊂ G. This may be either a unique
ground state or a manifold of degenerate ground states. The manifestation of a
non-trivial ground state is attended by residual gapless modes, often called soft
modes or Goldstone modes [30]. The number of these modes is determined by the
number of generators of the coset space G/H.
For a Heisenberg antiferromagnet the relevant symmetry group is G = SU(2).
The order parameter for antiferromagnetic order is the staggered magnetization,
since the magnetization itself vanishes. If a symmetry-broken ground state mani-
fests, and which residual symmetry H survives, depends on the microscopic real-
ization of a system. A collinearly ordered state will be symmetric under a U(1)
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rotation while a non-collinearly ordered state has no continuous spin symmetry left
(H = 1). For the former case, the number of low-energy modes is therefore two, as is
the number of generators of SU(2)/U(1). For the latter, we have SU(2)/1 = SU(2)
and therefore three as the maximal number of Goldstone modes. Additionally the
ground state may be still symmetric under any discrete subgroup of SU(2). For
an antiferromagnet the breakdown of the spin symmetry is often accompanied by
a broken lattice symmetry. The latter may manifest itself in a sublattice structure
of magnetic order.
Consider a continuous symmetry. While for d > 2 dimensions long-range order
may survive for finite temperatures, in d ≤ 2 the Mermin-Wagner theorem [31]
predicts thermal fluctuations to destroy the order for any T > 0. In d = 1 even
for the ground state long-range order is typically impossible, because of the strong
quantum fluctuations. An exeption to this rule are order parameters that are
themselves a conserved quantity of the Hamiltonian. An example is a Heisenberg
ferromagnet with a conserved magnetizationM , which also is the order parameter.
In this case, not only is long-range order possible in d = 1, but also is the number of
Goldstone modes lowered by one (see e.g. [21]). If we consider a discrete symmetry
instead, long-range order at finite-T is also possible in d ≤ 2. An example are Ising
spins. In this scenario there are no residual Goldstone modes, as they require a
continuous symmetry to begin with.
The absence of long-range magnetic order can be as fascinating as the formation
of order itself, as various types of interesting paramagnetic states exist. We refer
here to so-called quantum-disordered phases, where magnetic order is absent due
to strong quantum rather than thermal fluctuations. While in some of them any
symmetry-breaking is absent, others show instead broken rotational and/or trans-
lational symmetries. Examples are various types of spin-liquids for the former, and
so-called valence-bond solids (VBS) for the latter case (see e.g. Ref. [32]). Another
examples of paramagnetic states are higher-order multipolar order, e.g. in so-called
nematic phases (see e.g. Ref. [33]). We will discuss some of these phases later in
Chapter 3.
The zero-temperature transition between ordered and quantum-disordered states
is called quantum phase transition (QPT) (see e.g. [32]). Fig. 2.2 shows a simple
illustration for a second-order QPT in a SU(2) antiferromagnet. Illustration (a)
shows the d = 2 case. The ordered T = 0 state gets immediately destroyed by
thermal fluctuations at T > 0. The tuning parameter r might correspond to e.g.
an external field, impurities or pressure. Deep in the ordered phase the order is
essentially semi-classical, i.e. the classical state becomes utmost moderately modi-
fied by quantum fluctuations. It is well described by the so-called spin-wave theory
(details in Chapter 3) as well as the non-linear σ-model (see e.g. [21]).
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Figure 2.2.: Generic phase diagram of a SU(2) quantum antiferromagnet with tuning parameter r against
temperature T . (a) Situation in d = 2. For T = 0 the state is ordered for 0 < r < rc with rc the quantum
critical point (QCP). Here a quantum phase transition (QPT) leads into a quantum-disordered phase.
For any T > 0 and r < rc the ordered state gets disordered by thermal fluctuations, while for r > rc the
quantum-disordered phase extends to finite T . The grey area indicates the quantum critical phase, where
critical thermal fluctuations of the quantum critical ground state lead to universal scaling. The high-
temperature regime T  0 is governed by non-universal thermal fluctuations for any r. (b) Situation in
d = 3. Same regimes as in (a), except for a finite-T ordered phase with a line of classical phase transitions
driven by thermal fluctuations. The region sufficiently close to that line is described by a classical critical
theory. Fig. (a,b) taken from Ref. [34].
With increasing r the quantum fluctuations grow and the system becomes crit-
ical at rc, where the order gets destroyed, as a paramagnetic state is realized. The
nature of the paramagnet can be strongly diverse (see above). The quantum criti-
cal point (QCP ) at rc also strongly influences the physics at finite-T , since thermal
fluctuations of the quantum critical ground state at rc control the so-called quan-
tum critical region, which shows universal scaling properties. In Illustration (b)
we see essentially the same picture for d = 3, but with stable long-range order for
T > 0. The line of classical phase transitions is surrounded by a classical critical
region and ends up in the quantum critical point. For more details about this rich
topic see e.g. the Refs. [32, 34].
Another topic that got much attention over the last 15 years is the concept of
topological order [35, 36, 37], where the concepts of local order parameters and
spontaneous symmetry breaking break down themselves. However, this is beyond
the scope of this thesis.
Frustration in Heisenberg Antiferromagnets
Frustration has the potential to destroy or at least strongly modify magnetic order.
The resulting type (or the absence) of order depends on a plethora of parameters,
such as lattice geometry (including the coordination number z), types and relative
strengths of interactions, and both spatial and spin anisotropies.
In Sec. 2.1.1 we discussed the concept of geometrical frustration, which is present
in all types of lattices consisting (partly) of triangles or other polygons with an odd
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number of sides. The most prominent lattices of this type are the triangular and
the Kagome lattice. While the first consist of edge-sharing triangles, in the latter
the triangles share corners. Both share the same mechanism of frustration, but due
their different lattice geometries the outcome is fundamentally different.
Let us first consider classical spins. While on the triangular lattice (z = 6)
we get a unique ground state, a non-collinear order called 120◦ state [38], on the
Kagomé lattice (z = 4) we have a macroscopic degeneracy of different configura-
tions (see e.g. Ref. [39]). With quantum fluctuations the tendency to long-range
order is even further reduced. Speculating about the right quantum ground state
for s = 1/2 spins, P.W. Anderson created with his famous resonating valence-
bond state (RV B) [40, 41] the first theoretical realization of a spin-liquid, i.e. a
paramagnetic state of fluctuating spin singlets, that breaks no lattice symmetries.
Although, years of research have confirmed stable 120◦ order for the pure triangular
lattice Heisenberg model (see Ref. [42, 43, 44, 45], more details later in Sec. 3.2.2),
strong evidence of spin-liquids have been found in many other models, including
the Kagomé [46, 47] and various anisotropic types of triangular lattice models
[48, 49, 50]. The chance to destroy order grows with the amount of frustration.
Additional (longer-range) interactions may increase this chance even further, as
they are the second main source of frustration besides lattice geometry.
While frustration may lead to a zoo of exotic states, in this thesis we want
to focus on non-collinear long-range order. The difference between collinear and
non-collinear order will be crucial in later chapters.
Square and Triangular Lattice Heisenberg Antiferromagnet
The square (triangular) lattice Heisenberg model are the basic examples of collinear
(non-collinear) ordered antiferromagnetic ground states. It appears that non-
collinear states are particularly interesting for the studies of vacancies. In this
thesis we focus on these two models. We want to underline the importance of
non-collinearity by comparing the influence of a single vacancy in both states.
Furthermore, under an external magnetic field even the square lattice shows non-
collinearly ordered spin configurations. We will discuss the Heisenberg model on
both lattices in detail in the next chapter, including a detailed literature review
of theoretical studies and extensions of the model, like anisotropies and relevant
additional interactions.
2.1.3. Experiments: Square and Triangular Lattice Antiferromagnets
Before we continue with the theory of impurities in strongly-correlated electron
systems, we will give an overview over the experimental realizations of square and
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triangular lattice antiferromagnets.
The existence of square lattice Heisenberg antiferromagnets has been established
a long time ago. They are found in many classes of quasi-2d compounds, e.g. in
the cuprates (see e.g. Ref. [20]) or more recently in CuBr4 [51] and CuCl4 [52]
compounds.
There are so far very few compounds that are well described by a Heisenberg
model on an undistorted triangular lattice. The reason is that in many compounds
(with e.g. Cu2+ spins) the orbital degeneracy cannot be lifted by a trigonal field.
Therefore a regular triangular lattice is unstable at low temperatures (see Ref. [53]).
One of the most promising compounds is Ba3CoSb2O9 [53]. It forms an almost
perfect triangular lattice out of Co3+ ions and is for low temperatures well described
with a spin-1/2 Heisenberg model. Because of the perfect crystal symmetry, a
Dzyaloshinskii-Moriya interaction is absent, which makes this compound even more
rare. However, there is a small easy-plane anisotropy present. Ba3CoSb2O9 should
thus be the ideal compound for experimental verifications of the predictions in this
thesis.
There are several other compounds that come very close to a triangular lattice
Heisengberg antiferromagnet, although with stronger anisotropies. The S = 3/2
compounds VBr2 [54], VCl2 [55], and LiCrO2 [56] show an easy-axis anisotropy
and have stable long-range ordered out-of-plane 120◦ structures. Compounds of
the type ACrO2 with A=Cu, Ag, Li, Na have also shown to lack inversion sym-
metry, leading to Dzyaloshinskii-Moriya type of spin-anisotropy. This again leads
to multiferroic effects on top of the 120◦ magnetic structure. The S = 5/2 com-
pound CuFeO2 [57] shows easy-axis as well as easy-plane spin-anisotropies and
several collinear phases for finite fields. Multiferroic S = 2 compounds YMnO3
[58] and LuMnO3 [59] show stable 120◦ order despite easy-axis anisotropies and
weak DM-interactions.
The S = 1/2 compound Cs2CuCl4 has both spatial and weak DM-type spin-
anisotropies. Next to zero-field commensurate 120◦ order it shows both distorted
spiral and conical phases in a magnetic field [60]. Having the same type of anisotropies,
the compound Cs2CuBr4 (also S = 1/2) shows completely different phases for fi-
nite fields, including several commensurate coplanar phases (so-called Y and V
states) and a 1/3-magnetization plateau. These types of phases where also found
in spin-1/2 compounds RbFe(MoO4)2 [61] and Rb4Mn(MoO4)3 [62].1
Cs2CuCl4 also shows indications of spin liquid phases [63, 50]. Quite recently
another patially isotropic triangular-lattice compound YbMgGaO4 was found that
lacks DM-interactions. Up to very low temperatures a paramagnetic state compat-
able with a spin liquid was stated experimaentally [64].
1Details for conical, commensurate coplanar and plateau phases follow in Chapter 3.
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2.2. Impurities in Strongly-Correlated Systems
The study of impurity physics is an important field within the physics of strongly-
correlated electrons. Originally important for the theory of metals and semi-
conductors, a finite amount of impurities was essential to explain the proper form
of the electrical conductivity at low temperatures by the scattering of electrons on
impurity atoms (see e.g. Ref. [23]). It was also the key to understand the phe-
nomenon of weak localization and the impurity-driven metal-insulator transition
now known as Anderson-transition (see e.g. Ref. [21]).
With the emergence of strongly-correlated electron models, the study of isolated
impurity spins came to the fore, when the so called "Kondo problem" occurred [2].
While the Kondo model could explain the resistivity minimum in certain metals
by the scattering of electrons on a single spin 1/2, it also showed the limits of
perturbation theory, leaving a logarithmic divergence in the resistivity for vanishing
temperature. The solution of the problem, the so-called Kondo effect showed that
below a certain Kondo-temperature Tk the impurity spin gets completely screened
by the bulk of conduction electrons, similar to the screening of charge in metals.
In the strong-coupling limit, the conduction band and the coupled spin form a
strongly bound spin singlet (see e.g. Ref. [65]).
Impurities in fermionic systems is until today a fascinating field, which has not
only originated plenty of new phenomena and methods (see e.g. Ref. [66]), but has
also had a strong influence on the field of strongly-correlated magnets.
2.2.1. Impurities in Square and Triangular Lattice Antiferromagnetics
Disorder in spin systems in the form of vacancies has the potential to drive any long-
range ordered state into a paramagnetic disordered state, a phenomenon known as
percolation. A finite concentration p of vacancies will lead to the formation of
clusters which will eventually dissolve at a certain percolation threshold pc [14, 15].
Disorder (as the random configuration of a finite number of impurities) in anti-
ferromagnetic spin systems is an exciting field of is own (see e.g. Ref. [67]). Here
we are interested in the influence of single (few) impurities on magnetic ground
states. Thus, we will focus here on very low impurity concentrations, the so-called
single-impurity limit. Here the correlation length ξ is much larger than the average
impurity distance limp.
An impurity can be realized in different scenarios. Some of them are shown in
Fig. 2.3 (a-d). Part (a) shows a clean square lattice of S = 1/2 spins with coupling
J between all sites. Removing the spin S0 leads to a vacancy, as is depicted in
(b). Part (c) shows an extra spin-1/2 Sa locally coupled to S0 with coupling J⊥.
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Figure 2.3.: (a-d) Different realizations of an impurity on a square lattice. (a) Clean lattice with coupling
J and regular spin S0. (b) Extra spin Sa with vertical coupling J⊥ to Sa. (c) Vacancy by removing S0.
(d) Different coupling of S0 to the rest of the lattice. Fig. (e) shows a detailed illustration of scenario
(c) in the weak coupling limit J⊥/J  1, while in Fig. (f) for strong coupling J⊥/J  1 the two spins
are tightly bound to a spin singlet. The latter is another realization of a vacancy. Fig. (a-d) taken from
Ref. [68]. Case (d) is special among the other cases, because this type of impurity does not create an
extra Berry phase.
(a) (b)
Figure 2.4.: (a) Classical spins on a square with antiferromagentic coupling. A vacancy does not change
the orientation of the three remaining spins, because because the energy on every single bond was min-
imized. (b) Same situation with frustration. The three spins on a triangle in their minimal-energy
120◦ configuration, while compromising a minimal energy on each single bond. A vacancy reliefs the
frustration, which makes it possible for the remaining spins to order anti-parallel.
Instead of adding a spin, another version varies the coupling strength J̃ between
S0 and its neighbors in (d). While in cases (b,c) an extra Berry phase is created,
in case (d) there is not.
Obviously, this scenario leads to the vacancy in scenario (b) for vanishing cou-
pling J̃ = 0. The extra spin in Fig. (c) is more interesting. On the one hand,
for J⊥/J  1 we have a weakly coupled spin-1/2, as shown in Fig. (e). It can
be essentially treated as a weak perturbation to the bulk state. However, in the
strong coupling limit J⊥/J  1, the two spins are tightly bound into a S = 0 spin
singlet in Fig. (f), which is highly non-perturbative. For J⊥/J → ∞ this singlet
becomes decoupled from the bulk. Thus, we have another realization of a vacancy.
A ferromagnetic coupling J⊥ < 0 may even lead to an effective S = 1 impurity, as
the two spins become bound to a triplet state in the strong coupling limit.
Vacancies in non-collinear order are particularly interesting, because the vacancy
is able to reduce the frustration of interactions locally. We want to illustrate that
on a basic example.
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Fig. 2.4 shows antiferromagnetically coupled classical spins on a square (a) and
triangle (b) respectively. While on the square the order is anti-parallel, on the
triangle the spins arrange in a 120◦ order as explained in Fig. 2.1 (a) in Sec. 2.1.1.
While on the non-frustrated square a vacancy does not change the classical order,
on the frustrated triangle the remaining spins have the freedom to minimize their
coupling energy, leading as well to an anti-parallel configuration. This simple pic-
ture illustrates the relief of frustration induced by a vacancy. In a lattice this relief
has the potential to distort the (semi-) classical spin configuration, depending on
the exact lattice geometry and the involved interactions.
While a detailed analysis of vacancies in collinear and non-collinear ordered
states follows during the remaining chapters of this thesis, we will here give an
overview over experimental realizations of vacancies, and afterwards shortly sum-
marize literature about different interesting impurity physics in low-dimensional
antiferromagnets.
Vacancies in Antiferromagnets: Experimental Realizations
A good way to realize vacancies in quantum magnets is the doping of magnetic
compounds with different types of non-magnetic atoms, in the way that an atom
carrying spin S is replaced with the non-magnetic one. For example leads the re-
placement of Cu-Atoms with non-magnetic Zn-Atoms in the CuO2 plane in cuprates
to a vacancy in the relevant effective spin-1/2 square lattice [69]. Vacancies in vari-
ous copper-based quasi-1d compounds have been realized by the replacement of Cu
with Zn or Mg [16]. The creation of non-magnetic impurities in triangular lattice
compounds is similar, but because of the much higher complexity of the relevant
degrees of freedom, to our best knowledge no single-impurity experiments have
taken place so far.
Vacancies in Antiferromagnets: Literature Overview
In ordered 2d systems, impurity-induced local staggered order has been observed
both experimentally [69] and theoretically [7]. In non-frustrated spin-gapped sys-
tems impurity-induced local moments and spin textures have and been observed
in several studies [70, 7, 8, 71, 72, 73]. Finite-temperature Knight-shifts [74] and
Curie tails in the susceptibility for disordered [7, 75, 76, 8] and collinearly ordered
[7, 8, 3, 4, 10, 68] phases of non-frustrated Heisenberg systems have been studied.
For quantum-critical phases, universal fractional screening has been confirmed by
several studies [8, 71, 10, 11].
The study of single vacancies in long-range ordered states in the triangular
lattice will be filling a major part of this thesis. Previous to the beginning of this
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study we want to mention Ref. [12], which discusses effective models for impurities
in several frustrates lattices. A recent study in Ref. [77] focuses on the vacancy-
induced stabilization of certain phases for finite field. We will discuss all these
interesting topics later within our vacancy study in Chapters 4 - 6.
However, there are some interesting studies of vacancies in paramagnet states,
including a the observation of the Kondo effect in bosonic spin liquids [9], the
observation of fractional textures around a vacancy in spin-liquid [17], and the
creation of long-range order in quasi-1d spin-gapped materials [16] (and references
therein).
In the frustrated J1−J2 model on a 2d square lattice (see Eq. (2.3) and Fig. 2.1
in Sec. 2.1.1) another interesting effect was observed. Here in the degenerate phase
of the classical model on the square lattice (J2/J1 > 1/2) an anti-collinear order
is induced by a vacancy. The bi-partite state shows a ferromagnetic order on
one sublattice, and an antiferromagnetic ordering on the other one, rotated by
a relative angle of 90◦. Close to the vacancy the order is further distorted. For
finite temperature and a finite vacancy concentration this vacancy-induced order
competes with an Ising type of order, selected by thermal fluctuations [78]. The
vacancy effect is large close to J2/J1 = 1/2.
2.3. Further Outline
Thus far, we have briefly introduced the concepts of frustration and collinear vs.
non-collinear order in low-dimensional antiferromagnets, with a focus on the 2d
square and triangular lattice and their experimental realizations. We also discussed
non-magnetic impurities (vacancies) and their potential influence in ordered and
quantum-disordered states. The further outline of this thesis will be as follows:
In Chapter 3 we lay the theoretical fundament and introduce a real-space semi-
classical treatment via 1/S-expansion for the Heisenberg Hamiltonian. We intro-
duce a biquadratic interaction term, which later becomes important to stabilize
unique ground states in the triangular lattice in the presence of an magnetic field.
Afterwards, we apply this model to the lattices relevant to this thesis: The square
and triangular lattice.
Chapter 4 is about the influence of a single vacancy on the zero-field ground
state of an ordered antiferromagnet. We present numerical data for the square and
triangular lattices. With a focus on the semi-classical distortion in the triangular
lattice we also provide an analytical low energy analysis and discuss the influence
of biquadratic interactions.
In Chapter 5 we apply an external magnetic field to the vacancy problem. As the
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spin-flop bulk state in the square lattice evolves non-collinearly, also a semi-classical
distortion arises, but with qualitatively different features. For the triangular lattice,
the zero-field distortion evolves to a complex structure, which highly depends on
the chosen bulk state. We provide numerical data for the evolution of the different
distortion clouds from zero field to saturation.
The rest of the chapter focuses on the most astonishing piece of the story: An
universal singular linear response occurs in the limit h→ 0+. In this limit a piece
of the distortion cloud itself becomes singular as it screens the vacancy-induced
moment perpendicular to the field. Besides the universality of the linear-response
limit, we claim that the singular piece of the distortion cloud is universal as well.
We provide general arguments as well as both numerical and analytical calculations
on square and triangular lattice to support these claims.
Chapter 6 expands the discussion to possible expermimental verifications to our
predictions. We briefly discuss modifications to our theory, considering a finite
amount of impurities as well as anisotropies, which are both experimentally rele-
vant. Finally, we summarize our work and lead the way to possible future studies.
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3. Heisenberg Antiferromagnets
This chapter is about the antiferromagnetic Heisenberg antiferromagnet (HAFM).
The content of this chapter will be the theoretical fundament for the vacancy
discussions in Chapters 4 and 5. In Sec. 2.1 we discussed quantum antiferromagnets
in general including various models and physical effects. Here we will focus on the
Heisenberg model in 2 dimensions. The most basic form is given by
H =
∑
i<j
JijŜi · Ŝj (3.1)
In the following we will constrain the model to Jij = J > 0 (antiferromagnetic) for
nearest neighbor interactions.
The chapter is structured in three parts:
In Sec. 3.1 we will describe the model with a focus on 1/S spin-wave expansion
including magnetic field terms and additional biquadratic interactions, calculate
observables and provide the mathematical background for the following chapters.
Afterwards we will discuss the model on 2d square and triangular lattices which
are the two systems we focus on throughout the thesis. The impact of impurities
will be discussed in later chapters. Here we will recapitulate known facts about the
bulk states without disorder.
In Sec. 3.2 (Sec. 3.3) we will discuss the status of the literature without (with)
an external magnetic field.
3.1. Heisenberg Model: 1/S - Expansion
The topic of this section is the HAFM and its semi-classical 1/S expansion. Since a
huge part of this thesis deals with impurity physics lacking translational invariance,
we will mainly stick to a real-space lattice description. In parallel we will from time
to time use the Fourier transformed picture in k-space when discussing translational
invariant bulk states and for analytical continuum descriptions/explanations of
certain aspects of numerical results in later chapters.
While for the square lattice a full unbiased quantum analysis is possible due to
the Quantum Monte-Carlo (QMC) technique, for the triangular lattice it is not,
due to the common sign problem (see e.g. Ref. [79]). In this thesis we provide a
consistent semi-classical analysis. We will compare the semi-classical results with
QMC results from the literature where possible.
The procedure is as follows: We first find the classical ground state. As we will
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see later on, many interesting impurity phenomena can be already obtained by a
classical (S = ∞) analysis. Based on that we will calculate quantum corrections
by expanding the Hamiltonian in 1/S using Holstein-Primakoff operators.
3.1.1. Spin-Wave Hamiltonian
The Heisenberg Hamiltonian for localized spins on a lattice with only nearest neigh-
bor coupling and magnetic field in z0-direction is given by:
H = J
∑
〈ij〉
Ŝi · Ŝj −H
∑
i
Ŝz0i (3.2)
where i = 1, ..., N with N the number of lattice sites. 〈...〉 denotes the sum over
nearest neighbors which gives a sum over Nb bonds. We focus here on the antiferro-
magnetic model, which means J > 0. We also introduce the parameter h = H/(SJ)
which scales with the inverse size of the spin. This is necessary for a proper 1/S
expansion, i.e. for the proper comparison of orders. Introducing this relative field
measure, J becomes an overall factor and can be later set to unity when we discuss
results.
Since we are interested in systems with broken translational invariance we carry
out the following calculations in real-space. Our aim is to expand the Hamiltonian
around an arbitrary ordered classical configuration of spins. This approach makes
sense for every state with semiclassical order i.e. long-range ordered magnetic
moments even if quantum fluctuations are present. It breaks down for paramagnetic
states which do not break SU(2) symmetry spontaneously. For 2d-systems this
obviously works well for T = 0, but also for low T > 0 if the correlation length is
sufficiently large, or if long-range order is stabilized due to small interlayer coupling
or small spin-anisotropies.
Since our expansion parameter will be the inverse of the spin length 1/S the
approach becomes not only more accurate far away from phase transitions but
also for large spins. As the literature shows this 1/S approach called spin-wave
expansion [80] works quite well for many systems in two and three dimensions.
We introduce spherical angles θi, φi to perform a coordinate transformation
(x0, y0, z0) −→ (x, y, z) :
Ŝx0i = cosφi
(
sin θiŜ
z
i + cos θiŜ
x
i
)
− sinφiŜyi
Ŝy0i = sinφi
(
sin θiŜ
z
i + cos θiŜ
x
i
)
− cosφiŜyi
Ŝz0i = cos θiŜ
z
i − sin θiŜxi (3.3)
and choose the angles such that in the new basis all spins point in z-direction, i.e.
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〈Ŝzi 〉 6= 0, 〈Ŝ
x,y
i 〉 = 0. In the new coordinate system the spins are obviously in a
ferromagnetic state. The connection to the real antiferromagnetic state is ensured
by keeping track of the angle dependent prefactors.
Introducing ladder operators Ŝ+, Ŝ−
Ŝxi =
1
2
(
Ŝ+i + Ŝ
−
i
)
, Ŝyi =
1
2i
(
Ŝ+i − Ŝ−i
)
(3.4)
we get
H =J
4
∑
〈ij〉
[ 4 (cos θi cos θj + cos(φi − φj) sin θi sin θj) Ŝzi Ŝzj
+ (cos(φi − φj)(cos θi cos θj + 1) + sin θi sin θj)
(
Ŝ+i Ŝ
−
j + Ŝ
−
i Ŝ
+
j
)
+ i sin(φi − φj)(cos θi + cos θj)
(
Ŝ+i Ŝ
−
j − Ŝ−i Ŝ+j
)
+ (cos(φi − φj)(cos θi cos θj − 1) + sin θi sin θj)
(
Ŝ+i Ŝ
+
j + Ŝ
−
i Ŝ
−
j
)
+ i sin(φi − φj)(cos θj − cos θi)
(
Ŝ+i Ŝ
+
j − Ŝ−i Ŝ−j
)
+ 2(cos(φi − φj) cos θi sin θj − sin θi cos θj)
(
Ŝ+i Ŝ
z
j + Ŝ
−
i Ŝ
z
j
)
+ 2i sin(φi − φj) sin θj
(
Ŝ+i Ŝ
z
j − Ŝ−i Ŝzj
)
+ 2(cos(φi − φj) sin θi cos θj − cos θi sin θj)
(
Ŝzi Ŝ
+
j + Ŝ
z
i Ŝ
−
j
)
+ 2i sin(φi − φj) sin θi
(
Ŝzi Ŝ
−
j − Ŝzi Ŝ+j
)
]
− hJS
∑
i
[cos θiŜ
z
i −
1
2
sin θi(Ŝ
+
i + Ŝ
−
i )] (3.5)
We now introduce spinless Holstein-Primakoff bosons [80] with creation and an-
nihilation operators â†, â. Because of the ferromagnetic-like order in the rotated
system we can treat every lattice site equally. That means that we need only one
species of bosons.
Ŝzi = S − â
†
i âi
Ŝ+i = â
†
i
√
2S − â†i âi
Ŝ−i =
√
2S − â†i âi âi (3.6)
With this definition the spin operators fullfill the spin-algebra while the bosonic
operators fulfill the bosonic commutation relations
[Ŝαi , Ŝ
β
j ] = 2iδijεαβγŜ
γ
i
[âi, â
†
j] = δij , [âi, âj] = 0 , [â
†
i , â
†
j] = 0 (3.7)
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We can treat the spin size S as a large parameter to expand the spin operators up
to terms of second order in n̂/(2S) = â†â/(2S) in the Hamiltonian.
Ŝ+i ≈
√
2Sâ†i
(
1− 1
2
n̂i
2S
)
Ŝ−i ≈
√
2S
(
1− 1
2
n̂i
2S
)
âi (3.8)
Now we write down the full Hamiltonian up to O(S1/2):
H = H0 +H1 +H2 +O(S1/2) (3.9)
with
H0 =JS2
∑
〈ij〉
[cos θi cos θj + cos(φi − φj) sin θi sin θj]− hJS2
∑
i
cos θi
H1 =
JS3/2√
2
∑
〈ij〉
[ (cos(φi − φj) cos θi sin θj − sin θi cos θj)(â†i + âi)
+ (cos(φi − φj) sin θi cos θj − cos θi sin θj)(â†j + âj)
+ i sin(φi − φj) sin θj(â†i − âi) + i sin(φi − φj) sin θi(â
†
j − âj) ]
+
hJS3/2√
2
∑
i
sin θi(â
†
i + âi)
H2 =
JS
2
∑
〈ij〉
[ (cos(φi − φj)(cos θi cos θj + 1) + sin θi sin θj) (â†i âj + âiâ
†
j)
+ i sin(φi − φj)(cos θi + cos θj)(â†i âj − âiâ
†
j)
+ (cos(φi − φj)(cos θi cos θj − 1) + sin θi sin θj) (â†i â
†
j + âiâj)
+ i sin(φi − φj)(cos θj − cos θi)(â†i â
†
j − âiâj)
− 2(cos θi cos θj + cos(φi − φj) sin θi sin θj)(â†i âi + â
†
j âj) ]
+ hJS
∑
i
cos θiâ
†
i âi (3.10)
H0 is the classical energy. Its minimum determines the classical ground state.
Starting from an arbitrary classical spin configuration, H1, consisting of single
creation and annihilation operators, leads to a condensation of spin-wave modes.
This process enforces the spin configuration corresponding to the classical ground
state. In other words, the classical ground state is the state where H1 has to vanish
identically.
H2 which is quadratic in â, â† deals with the lowest-order quantum fluctuations.
It describes the fundamental excitations above the classical ground state, the spin-
waves or magnons. In the literature dealing with only this lowest fluctuation term
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is often referred to as linear spin-wave theory (LSW).
Bogoliubov Transformation
Since the Hamiltonian H2 lacks particle number conservation we have to perform
a Bogoliubov transformation [81] which brings H2 in diagonal form. For a system
with unbroken lattice translation symmetry the Bogoliubov transformation is easily
done as described in several textbooks (see e.g. [21, 82]). We shortly discuss it
here:
A Fourier transformation of the bosonic operators
âi =
∑
k
eik·ri âk , â†i =
∑
k
e−ik·ri â†k (3.11)
leads to a Hamiltonian
H2 =
∑
k
Akâ
†
kâk +
Bk
2
(â†ka
†
−k + â−kâk) (3.12)
The form of Ak, Bk depends on the lattice and is not of importance here. Now we
define vector operators
Ψ̂
†
k = (â
†
k , â−k) , Ψ̂k = (âk , â
†
−k)
T (3.13)
to write Eq. (3.12) in matrix form
H2 =
∑
k
Ψ̂
†
kMkΨ̂k −
∑
k
Ak
2
, Mk =
1
2
(
Ak Bk
Bk Ak
)
(3.14)
The commutation relations now read
[âk, â
†
k′
] = δkk′ , [âk, âk′ ] = 0 , [â
†
k, â
†
k′
] = 0 or [Ψ̂k, Ψ̂
†
k′ ] = σ3δkk′ (3.15)
To diagonalize M we introduce a transformation matrix T with
Ψ̂ = T χ̂ , Ψ̂
†
= χ̂†T † and Ω = T †MT (3.16)
with χ̂†k = (α̂
†
k, α̂−k). Since Eq. (3.15) must hold also in the new basis the matrix
T have to be pseudo-unitary
T †σ3T = σ3 or T−1 = σ3T σ3 (3.17)
Unlike the fermionic case where the matrix is unitary, the bosonic Bogoliubov
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transformation is no simple diagonalization. That means that Ω will not contain
the eigenvalues ofM but σ3Ω will contain the eigenvalues of σ3M . Thus we have to
keep track of additional minus signs. Since tr(σ3M) = tr(σ3Ω) = 0 with Ω diagonal
the energy eigenvalues ωq of the problem will be non-negative and at least doubly
degenerate. The diagonal Hamiltonian reads
H2 =
∑
k
ωkα̂
†
kα̂k +
1
2
∑
k
(ωk − Ak)
ωk = 2JS|λk| =
√
A2k −B2k (3.18)
where the first term gives the spin-wave spectrum with λk an eigenvalue of σ3M
and the second term a quantum correction −JSNb to the ground state where Nb is
the number of bonds. We will show examples for the square and triangular lattice
in Sec. 3.2.1 and Sec. 3.2.2 resp.
The Matrix T has block structure which is in general of complex nature (see
App. A.2) but reduces in this simple homogeneous case to a real 2× 2 matrix
T
k
=
(
uk vk
v∗k u
∗
k
)
=
(
cosh θk sinh θk
sinh θk cosh θk
)
(3.19)
with
u2k = 1 + v
2
k = (Ak/ωk + 1)/2
ukvk = Bk/(2ωk) (3.20)
For the real-space problem with N lattice sites the vector Ψ̂ contains 2N oper-
ators and the Hamiltonian matrix M 2N × 2N complex entries respectively. The
transformation matrix T which contains the complex eigenvectors has the same
block structure with N ×N block matrices U and V where the rows represent N
lattice indices and the columns the N modes ωn. The Pauli Matrix σ
3
generalizes
to a extended matrix σ
3
⊗ 1N where we formally distinguish between Σ in real-
space and Γ in energy space. Therefore we can write the modes as ωl = JSΓllλl
(l = 1, ..., 2N)with λl eigenvalue of ΣM .
The block matrices U and V fulfill the following conditions originating in the
3.1 Heisenberg Model: 1/S - Expansion 23
bosonic commutation relations.
N∑
n=1
(
UinU
∗
jn − VinV ∗jn
)
= δij ,
N∑
n=1
(UinVjn − VinUjn) = 0
N∑
i=1
(U∗imUin − VimV ∗in) = δmn ,
N∑
i=1
(U∗imV
∗
in − V ∗imU∗in) = 0 (3.21)
They are very useful when we calculate observables in Sec. 3.1.3.
The full numerical procedure for this transformation is shown in App. A.2 of
the Appendix.
Third Order Corrections
As our expansion is controlled by 1/S, higher order terms might become important
for small S. As the literature shows, higher order terms which deal with decay and
interactions of magnons often qualitatively do not change the low energy physics or
even the ground state of the system. Thus, even for many spin 1/2 systems linear
spin-wave theory works quite accurately.
But as we will see in Sec. 3.1.3 for some observables the correct calculation to first
order in 1/S requires higher order terms in the Hamiltonian. We will discuss the
details later in Sec. 3.1.3 and Sec. 3.1.4 and use this fact here only as a motivation
to introduce the 3rd-order part of the bosonic Hamiltonian H3. Continuing to
expand Eq. (3.5) via Eqs. (3.6) and (3.8) we get in order S1/2:
H3 =J
√
S
2
∑
〈ij〉
[
(sin θi cos θj − cos(φi − φj) cos θi sin θj)
(
â†i â
†
j âj + âiâ
†
j âj +
â†i â
†
i âi + â
†
i âiâi
4
)
+i sin(φi − φj) sin θj
(
âiâ
†
j âj − â
†
i â
†
j âj +
â†i âiâi − â
†
i â
†
i âi
4
)
+(cos θi sin θj − cos(φi − φj) sin θi cos θj)
(
â†i âiâ
†
j + â
†
i âiâj +
â†j â
†
j âj + â
†
j âj âj
4
)
+i sin(φi − φj) sin θi
(
â†i âiâ
†
j − â
†
i âiâj +
â†j â
†
j âj − â
†
j âj âj
4
)
]
−Jh
√
S
4
√
2
∑
i
sin θi
(
â†i â
†
i âi + â
†
i âiâi
)
(3.22)
First note that for collinear states H3 vanishes identically.
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After diagonalizing the quadratic part this higher order term can be treated
with perturbation theory (see e.g. Ref. [21]). The 3-boson terms can be interpreted
as two-particle decay of spin-waves. This leads both to a renormalization of the
spectrum and to regions were the quasi-particles become unstable, the so called
two-particle continuum. Both is well documented in the literature [83] for systems
with different lattice geometry as well as for additional types of interactions. In
fact all kinds of spiral antiferromagnets show this effect. The triangular lattice
HAFM is a good example [84].
Another source for magnon decay is e.g. strong magnetic fields [85, 86, 87]. For
an overview over magnon decay we refer to e.g. Ref. [83]. For our purpose of the
correct expansion of observables in 1/S a mean-field treatment of the third-order
term is totally sufficient as described later in Sec. 3.1.4.
3.1.2. Biquadratic Interactions
We now introduce an additional term to the Hamiltonian which contains biquadratic
interactions.
HB = K
∑
〈ij〉
(
Ŝi · Ŝj
)2
(3.23)
It will play an important role in the discussion of lifting macroscopic degeneracies
in the triangular lattice with finite magnetic field in Sec. 3.3.3. Beyond that we
will also discuss the influence for the zero-field system in Sec. 3.2.3 where it can be
seen as an additional tuning parameter. For now we want to expand HB formally
in 1/S (see Sec. 3.1.1) and compare it to the quadratic Heisenberg Hamiltonian
in Eq. (3.10). Similar to the rescaled field h = H/(JS) we introduce a relative
measure k = KS2/J for the biquadratic coupling which scales with the square of
the spin size S to do the expansion properly. Doing the same transformations as in
Eqs. (3.3), (3.4) gives us a lot of terms which are shown in total in App. A.1 of the
appendix. Following the same steps as in the previous section, i.e. Eqs. (3.6), (3.8),
we arrive at a bosonic Hamiltonian expanded up to second order.
HB = HB0 +HB1 +HB2 +O(S1/2) (3.24)
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where the different orders are given by
HB0 = kJS2
∑
〈ij〉
(cos θi cos θj + cos(φi − φj) sin θi sin θj)2
HB1 =
kJS3/2√
2
∑
〈ij〉
[
(cos θi cos θj + cos(φi − φj) sin θi sin θj)
× (cos(φi − φj) cos θi sin θj − sin θi cos θj) (â†i + âi)
+ (cos θi cos θj + cos(φi − φj) sin θi sin θj)
× (cos(φi − φj) sin θi cos θj − cos θi sin θj) (â†j + âj)
+ i (cos θi cos θj + cos(φi − φj) sin θi sin θj) sin(φi − φj)
× (â†i − âi − â
†
j + âj) ]
(3.25)
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HB2 = kJS
∑
〈ij〉
[ (−2) (cos θi cos θj + cos(φi − φj) sin θi sin θj)2 (â†i âi + â
†
j âj)
+ (cos θi cos θj + cos(φi − φj) sin θi sin θj) (cos(φi − φj) cos θi cos θj + sin θi sin θj)
×
(
â†i â
†
j + â
†
i âj + âiâ
†
j + âiâj
)
+ (cos(φi − φj) sin θi cos θj − cos θi sin θj) (cos(φi − φj) cos θi sin θj − sin θi cos θj)
×
(
â†i â
†
j + â
†
i âj + âiâ
†
j + âiâj
)
+ (sin θi cos θj − cos(φi − φj) cos θi sin θj)2
×
(
â†i â
†
i + â
†
i âi + âiâ
†
i + âiâi
)
+ cos(φi − φj) (cos θi cos θj + cos(φi − φj) sin θi sin θj)
×
(
â†i âj + âiâ
†
j − â
†
i â
†
j − âiâj
)
+ sin θi sin θj sin(φi − φj)2
×
(
â†i â
†
j + âiâj − â
†
i âj − âiâ
†
j
)
+ sin2 θj sin(φi − φj)2
×
(
â†i âi + âiâ
†
i − â
†
i â
†
i − âiâi
)
+ i(cos θi + cos θj) (cos θi cos θj + cos(φi − φj) sin θi sin θj) sin(φi − φj)
×
(
â†i âj − âiâ
†
j
)
+ i(cos θi − cos θj) (cos θi cos θj + cos(φi − φj) sin θi sin θj) sin(φi − φj)
×
(
âiâj − â
†
i â
†
j
)
+ i sin θj (cos(φi − φj) sin θi cos θj − cos θi sin θj) sin(φi − φj)
×
(
â†i â
†
j + â
†
i âj − âiâ
†
j − âiâj
)
+ i sin θi (cos(φi − φj) cos θi sin θj − sin θi cos θj) sin(φi − φj)
×
(
â†i âj + âiâj − â
†
i â
†
j − âiâ
†
j
)
+ 2i sin θj (cos(φi − φj) cos θi sin θj − sin θi cos θj) sin(φi − φj)
×
(
â†i â
†
i − âiâi
)
] (3.26)
By rescaling K we can now directly compare orders of the biquadratic Hamil-
tonian HBα with the corresponding quadratic (and field dependent) part Hα with
α = 0, 1, 2....
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3.1.3. Calculation of Observables
Here we want to introduce the fundamental observables which will play a role in
the following chapters. We will use the spin-wave expansion methods and notations
we introduced in Sec. 3.1.1.
Magnetization
Since the magnetization of a clean ordered antiferromagnet is always zero it cannot
serve as an order parameter. The correct observable to look at is the staggered
magnetization per spin
ms =
1
NS
∑
i
〈Ŝzi 〉 (3.27)
which is just the z-component of the magnetization in the rotated frame I (x, y, z).
Since in these coordinates the spins are ordered ferromagnetically ms 6= 0 while
〈Ŝxi 〉 and 〈Ŝ
y
i 〉 vanish for every lattice site. In the ground state, classically, the
staggered magnetization is obviously just the length of the spin S. The staggered
magnetization is a good measure for quantum fluctuations. If we write Ŝz bosonic
operators (see Eq. (3.6)) we see that the average spin length is effective reduced.
〈Ŝzi 〉 = S − 〈â
†
i âi〉 (3.28)
By diagonalizing the system and using the property
âi =
∑
n
(V ∗inα̂
†
n + U
∗
inα̂n) , â
†
i =
∑
n
(Uinα̂
†
n + Vinα̂n) (3.29)
which follows directly from Eq. (3.16) (see also App. A.2). Using the fact that
for the ground state expectation values holds 〈α̂mα̂†n〉 = δnm and 〈α̂†mα̂n〉 = 0
(α̂m|0〉 = 0 with |0〉 the quasiparticle ground state) we get
ms =
1
NS
∑
i
ms,i with ms,i = S − 〈â†i âi〉 = S −
∑
n
|Vin|2 (3.30)
where ms,i gives the local staggered moment for each lattice site.
To get the uniform magnetization we have to rotate ms = (0, 0,ms) back to I0
(x0, y0, z0) according to Eq. (3.3)
mx0i = sin θi cosφims,i , m
y0
i = sin θi sinφims,i , m
z0
i = cos θims,i (3.31)
where θi, φi are the angles defining the classical ground state. If we now formally
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expand the staggered magnetization in 1/S we get in leading order:
mx0i = S
(
sin θi cosφi − S−1 sin θi cosφi〈â†i âi〉+O(S−2)
)
my0i = S
(
sin θi sinφi − S−1 sin θi sinφi〈â†i âi〉+O(S−2)
)
mz0i = S
(
cos θi − S−1 cos θi〈â†i âi〉+O(S−2)
)
(3.32)
Unfortunately this result is only true for collinearly ordered states because in gen-
eral quantum fluctuations do not only change the length of a spin but give also
corrections to the classical angles θi, φi. This was first discovered by Zhitomirsky
and Nikuni [88].
To see that we have to go beyond linear spin-wave theory. The next higher term
in the Hamiltonian H3 in Eq. (3.22) which consists of 3-boson terms describes the
two-particle decay of spin-waves. This leads to an additional effective spin-wave
condensation which effects a small spin rotation ∝ 1/S away from the classical
configuration.
These angles can be determined by a mean-field treatment of H3 which gener-
ates an effective 1-boson Hamiltonian H̃1 = HMF3 . We will discuss the details in
Sec. 3.1.4.
The resulting rotation given by
θi −→ θ̃i ≈ θi + S−1δθ̃i , φi −→ φ̃i ≈ φi + S−1δφ̃i (3.33)
leads to a modified magnetization of
mx0i = S [ sin θi cosφi − S−1 ( sin θi cosφi〈â
†
i âi〉
− cos θi cosφiδθ̃i + sin θi sinφiδφ̃i ) +O(S−2) ]
my0i = S [ sin θi sinφi − S−1 ( sin θi sinφi〈â
†
i âi〉
− cos θi sinφiδθ̃i − sin θi cosφiδφ̃i ) +O(S−2) ]
mz0i = S [ cos θi − S−1 ( cos θi〈â
†
i âi〉+ sin θiδθ̃i ) +O(S−2) ] (3.34)
Since for a collinear state holds H3 ≡ 0 there is no angle correction and Eq. (3.32)
is indeed the correct formula.
Correlation Functions and Susceptibilities
We start our discussion of dynamical properties with the single particle density of
states ρ(ω) which describes the linear spin-wave excitation spectrum. It is defined
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as the imaginary part of the retarded magnon Green’s function (see e.g. [82]).
ρ(ω) = − 1
π
Im Tr G+(ω) (3.35)
The Fourier transform of the imaginary time quasiparticle propagator
Gτl (τ1, τ2) = −〈Tτ α̂l(τ1)α̂
†
l (τ2)〉 to Matsubara frequencies ωn reads
Gl(iωn) =
1
iωn − ωl
(3.36)
for free particles, where ωn = 2nπT is the bosonic Matsubara frequency. We get
the retarded real time function by analytical continuation
G+l (ω) =
1
iωn − ωl
∣∣∣∣
iωn→ω+i0+
=
1
ω + i0+ − ωl
(3.37)
Using the Dirac identity
lim
η→0
1/(x± iη) = ∓iπδ(x) + Px−1 (3.38)
with P the principal value the density of states is simply
ρ(ω) =
∑
l
δ(ω − ωl) (3.39)
We now focus on correlation functions and the related susceptibilities. To do
so we first calculate spin correlators in the rotated (staggered) basis I (x, y, z).
Later on we need to rotate back to the original basis I0 (x0, y0, z0) to get the
physical susceptibilities. We start with the time ordered components of the spin-
spin correlation function in imaginary time τ .
Cτ,ααSiSj (τ) = −〈Tτ Ŝ
α
i (τ)Ŝ
α
j (0)〉 (3.40)
with α = x, y, z. For simplicity we leave out lattice (i) and energy (l) indices for
now. Expanding the spin operators in leading order 1/S and subsequent Bogoliubov
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transformation yields:
Ŝz(τ)Ŝz(0) ≈ S2 − S
(
â†(τ)â(τ) + â†(0)â(0)
)
= S2 − S
(
|U |2(α̂†(τ)α̂(τ) + α̂†(0)α̂(0)) + |V |2(α̂(τ)α̂†(τ) + α̂(0)α̂†(0))
)
(3.41)
Ŝx(τ)Ŝx(0) ≈ 1
4
(
Ŝ+(τ)Ŝ−(0) + Ŝ−(τ)Ŝ+(0) + Ŝ+(τ)Ŝ+(0) + Ŝ−(τ)Ŝ−(0)
)
=
2S
4
(
â†(τ)â(0) + â(τ)â†(0) + â†(τ)va†(0) + â(τ)â(0)
)
=
S
2
((
|U |2 + |V |2 + V U + U∗V ∗
) (
α̂(τ)α̂†(0) + α̂†(τ)α̂(0)
))
(3.42)
Ŝy(τ)Ŝy(0) ≈ S
2
((
|U |2 + |V |2 − V U − U∗V ∗
) (
α̂(τ)α̂†(0) + α̂†(τ)α̂(0)
))
(3.43)
where we treated the yy-compoment analogously to the xx-component.
Now we calculate the bosonic correlation functions by Fourier transforming into
Matsubara space by introducing the inverse temperature β = 1/(kBT ) and the
Bose-Einstein distribution function nB(ε) = 1/(exp(−βε)− 1):∫ β
0
dτeiωnτ 〈α̂†(τ)α̂(τ) + α̂†(0)α̂(0)〉 = 2nB
∫ β
0
dτeiωnτ = δn,02βnB∫ β
0
dτeiωnτ 〈α̂(τ)α̂†(τ) + α̂(0)α̂†(0)〉 = 2δn,0(1 + nB)
∫ β
0
dτeiωnτ = δn,02β(1 + nB)∫ β
0
dτeiωnτ 〈α̂(τ)α̂†(0) + α̂†(τ)α̂(0)〉 =
∫ β
0
dτeiωnτ 〈α̂(τ)α̂†(0) + α̂(0)α̂†(τ)〉
= −β−1
∑
m
(
−〈α̂nα̂†m〉 − 〈α̂mα̂
†
−n〉
)
= − (Gn +G−n) (3.44)
Reintroducing the missing indices (nB → nB(εl), Gn → Gn(εl) and U (V ) →
Uil (Vil) resp.) we can write down the Matsubara correlation functions Cτ,αα(iωn):
Cτ,zzSiSj(iωn) = −δn,0β
[
S2 − 2S
∑
l
(
U∗ilUjlnB(εl) + VilV
∗
jl(nB(εl) + 1)
)]
Cτ,xxSiSj(iωn) =
S
2
∑
l
(
U∗ilUjl + VilV
∗
jl + VilUjl + U
∗
ilV
∗
jl
)
(Gn(εl) +G−n(εl))
Cτ,yySiSj(iωn) =
S
2
∑
l
(
U∗ilUjl + VilV
∗
jl − VilUjl − U∗ilV ∗jl
)
(Gn(εl) +G−n(εl))
with Gn(εl) = (iωn − εl)−1 (3.45)
Analytical continuation iωn → ω + i0+ shows that the parallel zz-part is real
and has no frequency dependence. It also diverges for T → 0. The transverse xx-
and yy-parts are constant in temperature but are frequency dependent. We also
see that for the classical correlator only the zz-part S2/(kBT ) enters.
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We get the physical susceptibilities by a backtransformation to the original co-
ordinate system I0 (see Eq. (3.3)). The susceptibility tensor χαβ(i, j) contains all
the relevant information. The uniform susceptibility is then given by the trace
tr(χαβ). With Eq. (3.45) we get
χ(β) = β
∑
i,j,α0
〈Ŝα0i Ŝ
α0
j 〉/3 (3.46)
For a classical system the uniform susceptibility depends only on the classical
angles:
χ(T ) =
S2
3kBT
∑
ij
〈(cos θi cos θj + cos(φi − φj) sin θi sin θj)〉
=
S2
3kBT
〈(
∑
i
sin θi cosφi)
2 + (
∑
i
sin θi cosφi)
2 + (
∑
i
cos θi)
2〉
=
S2
3kBT
〈M2x +M2y +M2z 〉 =
1
3kBT
〈(
∑
i
Si)
2〉 (3.47)
We will use this equations later to extract the vacancy part of the finite-T
susceptibility χimp(T ) in Sec. 4.3.2 using Monte Carlo simulations. For quantum
corrections additional terms apply. We will discuss more about the temperature
dependence of the magnetic susceptibility in Sec. 4.3.
Another type of susceptibility becomes important later in the thesis, as a re-
sponse to a local staggered field (see Sec. 4.2.3). For T = 0 this transverse staggered
susceptibility is related to the retarded correlation functions via fluctuation dissi-
pation theorem (see e.g. Ref. [82]).
χ′′(i, j, ω) = Imχ(i, j, ω) = − 1
π
tr ImC+,ααSiSj (ω) (3.48)
For x and y components we get
χ′′xx(i, j, ω) = S
∑
l
(
U∗ilUjl + VilV
∗
jl + VilUjl + U
∗
ilV
∗
jl
)
δ(ω − εl)
χ′′yy(i, j, ω) = S
∑
l
(
U∗ilUjl + VilV
∗
jl − VilUjl − U∗ilV ∗jl
)
δ(ω − εl) (3.49)
and their static (ω → 0) limits
χxx(i, j, ω = 0) = S
∑
l
(
U∗ilUjl + VilV
∗
jl + VilUjl + U
∗
ilV
∗
jl
)
/εl
χyy(i, j, ω = 0) = S
∑
l
(
U∗ilUjl + VilV
∗
jl − VilUjl − U∗ilV ∗jl
)
/εl (3.50)
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which describe the response to a static staggered magnetic field and will be used
later in Sec. 4.2.3.
3.1.4. Non-Collinear States: Mean-Field Angle Corrections
As we discussed in Sec. 3.1.3, to calculate observables such as uniform magnetiza-
tion in Eq. (3.34) correctly in first order 1/S we have to take the mean-field version
of H3 into account. With the help of the resulting effective one-boson Hamiltonian
we will then derive the 1/S corrections to the classical angles φ and θ.
Zhitomirsky and Nikuni [88] showed this procedure for a homogeneous square
lattice Hamiltonian. We will here generalize the formalism to arbitrary lattices.
Since we work in real-space we will be able to calculate local angle corrections
which will be important for impure systems.
Since operators on different sites commute the Hamiltonian H3 in Eq. (3.22)
contains two types of three-boson terms on nearest neighbor sites and the corre-
sponding local terms.
â†i â
†
j âj , âiâ
†
j âj and â
†
i â
†
i âi , â
†
i âiâi (3.51)
We now expand the ground state expectation values according to Wicks’s Theorem
[89]:
〈â†i â
†
j âj〉 = 〈â
†
i â
†
j〉âj + 〈â
†
i âj〉â
†
j + 〈â
†
j âj〉â
†
i
〈âiâ
†
j âj〉 = 〈â
†
j âi〉âj + 〈âiâj〉â
†
j + 〈â
†
j âj〉âi
〈â†i â
†
i âi〉 = 〈â
†
i â
†
i〉âi + 2〈â
†
i âi〉â
†
i
〈â†i âiâi〉 = 〈âiâi〉â
†
i + 2〈â
†
i âi〉âi (3.52)
Following Zhitomirsky and Nikuni [88] we introduce a short notion for the expec-
tation values and additionally for the angular terms
nii = 〈â†i âi〉 , δii = 〈âiâi〉
mij = 〈â†i âj〉 , ∆ij = 〈âiâj〉
fij = sin θi cos θj − cos(φi − φj) cos θi sin θj
gij = i sin(φi − φj) sin θj (3.53)
Using Eq. (3.52) and Eq. (3.53) we can now write down the mean-field version
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of the Hamiltonian H3 from Eq. (3.22)
HMF3 =J
√
S
2
∑
〈ij〉
[
fij
(
(mji + ∆
∗
ij)âj + (njj +
2nii + δ
∗
ii
4
)âi
)
+gij
(
(mji −∆∗ij)âj + (njj +
2nii − δ∗ii
4
)âi
)
+fji
(
(mij + ∆
∗
ij)âi + (nii +
2njj + δ
∗
jj
4
)âj
)
+gji
(
(mij −∆∗ij)âi + (nii +
2njj − δ∗jj
4
)âj
)
]
−Jh
√
S
4
√
2
∑
i
sin θi(2nii + δ
∗
ii)âi + h. c. (3.54)
which we can re-write as a sum over every lattice site i (mji = mij since m is real):
HMF3 =
√
S
∑
i
(Z3MFi âi + Z
3MF∗
i â
†
i )
Z3MFi =
J√
2
∑
j=i+δ
[ fij(njj +
2nii + δ
∗
ii
4
) + gij(njj +
2nii − δ∗ii
4
)
+ fji(mij + ∆
∗
ij) + gji(mij −∆∗ij) ]
− Jh
4
√
2
sin θi(2nii + δ
∗
ii) (3.55)
where j = i+δ denotes the six nearest neighbors of site i. We can now compare that
mean-field Hamiltonian with the original one-boson Hamiltonian H1 (Eq. (3.10))
which we can formulate in a similar fashion:
H1 = S3/2
∑
i
(Z1i âi + Z
1∗
i â
†
i )
Z1i = −
∑
j
[
J√
2
(fij + gij) δj,i+δ −
Jh√
2
sin θiδj,i
]
(3.56)
Note that these two one-boson terms are of different order in 1/S. If we now
perform a 1/S expansion in the angles φ and θ as described in Sec. 3.1.3
θi −→ θ̃i ≈ θi + S−1δθ̃i , φi −→ φ̃i ≈ φi + S−1δφ̃i (3.57)
34 3 Heisenberg Antiferromagnets
we can expand Eq. (3.56) as follows:
H1 ≈ H1|θ̃j=θj ,φ̃j=φj + δH1
δH1 =
√
S
∑
ij
 ∂Z1i
∂θ̃j
∣∣∣∣∣
θ̃j=θj
δθ̃j +
∂Z1i
∂φ̃j
∣∣∣∣∣
φ̃j=φj
δφ̃j
 âi + h.c. (3.58)
Similar as in Sec. 3.1.1 a condensation of spin-wave modes in order
√
S sets the
right angle corrections δθ̃, δφ̃ and is equivalent to a vanishing term HMF3 + δH1.
In other words for the right 1/S angle corrections are determined by the following
equation:
Z3MFi +
∑
j
 ∂Z1i
∂θ̃j
∣∣∣∣∣
θ̃j=θj
δθ̃j +
∂Z1i
∂φ̃j
∣∣∣∣∣
φ̃j=φj
δφ̃j
 = 0 (3.59)
This linear ssytem with 2N real equations (Z-terms are complex) and 2N real
variables can be solved numerically after the classical angles θ, φ are determined
and the system is once diagonalized (see App. A.2). Thus a proper 1/S expansion
of the uniform magnetization in Eq. (3.34) is possible. In the same way we can
treat the third order part of the biquadratic Hamiltonian.
3.2. Zero-Field Physics
In this section we want to briefly discuss the zero-field physics of the Heisenberg
Hamiltonian for square and triangular lattice without vacancies. Most facts are
well known from the literature and will be summarized here to better understand
the vacancy effects in Chapters 4 and 5. The corresponding finite-field physics will
be discussed in Sec. 3.3.
3.2.1. Zero Field: Square Lattice
We start with the square lattice which is the most studied two-dimensional system
that shows collinear order. The coordination number is z = 4 and the number
of bonds Nb = zN/2 = 2N . The classical ground state of the nearest neighbor
Heisenberg antiferromagnet is the famos Néel state [22]. The classical SO(3) spin
symmetry spontaneously breaks down to SO(2) which corresponds to collinear
long-range order. The spins on the two sublattices A and B are aligned anti-parallel
which (see Fig. 3.1 (a)) satisfies every single microscopic interaction JSi ·Sj. The
Néel state with energy E0 = −2JS2 per spin is highly stable under quantum
fluctuations and ground state even for spin size 1/2 [90].
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Figure 3.1.: (a) Néel order on a square lattice. Red and blue indicate different sublattices. (b) Magnon
spectrum of the square lattice HAFM in lowest-order spin-wave theory on the first Brillouin zone (BZ).
The red line shows reduced BZ. Goldstone modes with linear dispersion at q = (0, 0) and q = Q = (π, π).
Dealing now with quantum spins, the breakdown of SU(2) to U(1) leads anal-
ogously to a collinear long-range ordered state which is nothing but a fluctuating
Néel state. The expectation values of the spin 〈Ŝz〉 behave like classical spins with
reduced length S in a classical Néel order. Thus, a spin-wave analysis is justified.
Since the physics are collinear (say along the z-axis, set θi = 0, π, φi = 0) the
Hamiltonian H2 in Eq. (3.10) simplifies drastically.
H2 =− JS
∑
〈ij〉
(â†ia
†
j + âiâj)− 4
∑
i
â†i âi
 (3.60)
One aspect is that there are no hopping terms present. A straight-forward Fourier
transformation gives
H2 =
∑
k
Akâ
†
kâk +
Bk
2
(â†kâ
†
−k + â−kâk)
Ak = 4JS, Bk = 4JSγk, γk = (cos kx + cos ky)/2 (3.61)
which according to Eq. (3.18) gives the spectrum shown in Fig. 3.1 (b)
ωk =
√
A2k −B2k = 4JS
√
1− γ2k (3.62)
Due to the symmetry breaking we see two inequivalent Goldstone modes separated
by the ordering wave vector Q = (π, π). The total ground state energy is thus:
E0N = −JS(S + 1)Nb +
∑
k
ωk +O(S1/2) (3.63)
The resulting staggered magnetization per spin (see Eq. (3.27)) isms ≈ S−0.196(7)
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Figure 3.2.: (a) Classical 120◦ order on the triangular lattice. The three sublattices are shown in red, green,
and blue. (b) Magnon spectrum of the triangular lattice HAFM in lowest-order spin-wave expansion.
The red line indicates the full Brillouin zone. The Goldstone mode in the center (q = (0, 0)) has different
spin-wave velocity as the two inequivalent corner-sharing modes at q = ±Q = (±4π/3, 0)
[90]. Higher order terms now deform the spectrum but preserve the low energy
structure while two-particle decay is absent because the lattice symmetry prohibits
cubic terms. In fact, a linear spin-wave analysis yields a quite good description
even for S = 1/2 magnets [90].
3.2.2. Zero Field: Triangular Lattice
In contrast to the square lattice the triangular lattice is geometrically frustrated
(see Sec. 2.1.1). While prohibiting a collinear Néel state, in this case the frustration
is not strong enough to destroy the order completely as discussed in Sec. 2.1.2. The
result is the coplanar 120◦-state with a three sublattice structure which is shown
in Fig. 3.2.
Since the SU(2) (SO(3) for S =∞) symmetry breaks down to a discrete sym-
metry Z3 the order is non-collinear and has no preferred axis. By choosing the
coplanar state to be in the z-x plane (set φi = 0) the three sublattices R,G,B
(for red, green, blue) The coordination number is z = 6 and the number of bonds
Nb = zN/2 = 3N . are characterized by three angles θi = 0, 2π/3, 4π/3.
Since the state has a finite chirality it is often refered to as a spiral state. We
define the normalized vector chirality following Griset et al. [25]
κ = N−1
∑
r
(
Ŝr × Ŝr+δ1 + Ŝr+δ1 × Ŝr+δ2 + Ŝr+δ2 × Ŝr
)
, N = 3
√
3
2
N (3.64)
with N the number of sites. It is easy to show that κ = 0 for a collinear state while
κ = ±1 for the 120◦ state. The sign corresponds to a left- or right-handed spiral.
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The stability under quantum fluctuations was much longer under debate than
for the square lattice. Since P. W. Anderson proposed the triangular lattice as
a candidate for his resonating valence bond state (RVB) [40, 41] it was unclear
if quantum fluctuations can destroy long-range order and lead to a paramagnetic
quantum disordered state.
Spin-wave calculations suggested the stability of the 120◦ phase [42, 43, 44, 45]
but is as a quasi-classical method restricted to ordered states and therefore biased.
Because of the negative-sign problem in frustrated spin systems an unbiased Quan-
tum Monte-Carlo analysis is not possible [79]. While in the nineties indications for
long-range order became stronger by the use of variational methods [91] and exact
diagonalization [92] other exact diagonalization data indicated a weakly ordered or
disordered state [93]. Since the work of Capriotti et al. [94] who used a Green’s
function based QMC technique there are no longer doubts that the 120◦ state is
stable even for S = 1/2. Later works confirmed this result (see e.g. [84]) which
nicely agree with the spin-wave calculations [42, 43, 44, 45].
That does not mean that paramagnetic ground states are excluded in the tri-
angular lattice, since there is evidence for spin liquid behavior in anisotropic spin
1/2 systems [48, 49, 50]. The latter reference discusses besides spatial anisotropies
also Dzyaloshinskii-Moriya (DM) interactions [28, 29] of type Dij ·Si×Sj. There
are also interesting spin-nematic states [95] e.g. for isotropic spin 1 systems with
biquadratic interactions which seems to be competing with another spin liquid like
phase [96]. We will briefly discuss it in Sec. 3.2.3.
We now focus again on the isotropic case without further interactions where the
120◦ order is stable. The classic ground state energy per spin is E0 = −3JS2/2
and the leading-order spin-wave term reads
H2 =JS
∑
〈ij〉
(
1
4
(â†i âj + âiâ
†
j)−
3
4
(â†i â
†
j + âiâj)
)
+ 3
∑
i
â†i âi
 (3.65)
Analogously to Sec. 3.2.1 we can write down the Fourier transformed Hamiltonian
H2 from Eq. (3.10)
H2 =
∑
k
Akâ
†
kâk +
Bk
2
(â†kâ
†
−k + â−kâk)
Ak = 3JS(1 +
1
2
γk), Bk =
9
2
JSγk
γk =
(
cos kx + 2 cos
ky
2
cos
√
3
2
ky
)
/3 (3.66)
In comparison to the square lattice additional hopping terms show up. The spec-
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trum is shown in Fig. 3.2 (b)
ωk = 3JS
√
(1− γk)(1 + 2γk)
E0N = −JS(S + 1)Nb/2 +
∑
k
ωk +O(S1/2) (3.67)
The staggered magnetization per spin isms ≈ S−0.261 (see e.g. Ref. [84]). Because
SU(2) symmetry is broken down to a discrete group we get three Goldstone modes
separated by the ordering wave vector Q = (4π/3, 0). The one at q = (0, 0)
corresponds to in-plane rotations while the two at q = ±Q correspond to out-of-
plane rotations. It is also worth to mention that also the spin-wave velocities differ,
being v0 = 3JS
√
3/2 and vQ = 3JS
√
3/8.
As mentioned in the end of Sec. 3.1.1, third order bosonic terms (see Eq. (3.22))
are present in the 120◦ state as for all spiral states. That means that not only
interactions are more relevant in the sense that the spin-wave spectrum is stronger
renormalized but also that spontaneous two-particle decay processes occur in this
system. A broad analysis and discussion on this topic can be found in Ref. [84].
The relevance of Eq. (3.22) for the lowest-order quantum correction to the mag-
netization was shown in Sec. 3.1.4 to be eminent for all non-collinear states. The
cause is a 1/S correction of the canting angle in magnetic fields and the pitch angle
in spiral states respectively. Here the 120◦ state is special in the sense that the
120◦ angle is stable under quantum fluctuations. The reason is the ordering wave
vector Q connects two stable symmetry points in the BZ [84]. This argument does
not hold any longer when the state is deformed otherwise (see e.g. Refs. [97, 98])
and will therefore play a role for the vacancy-induced deformations we will discuss
in the following Chapters 4 and 5 .
3.2.3. Zero Field: Triangular Lattice with Biquadratic Interactions
Our main interest for biquadratic interactions in the triangular lattice is a mech-
anism to lift degeneracies in a magnetic field and will be discussed in Sec. 3.3.
Nevertheless, also for the zero-field case there are interesting physics going on. We
will review the most interesting facts here.
The Hamiltonian we are interested in is the bilinear-biquadratic Heisenberg
Hamiltonian
H = J
∑
〈ij〉
Ŝi · Ŝj +K
∑
〈ij〉
(
Ŝi · Ŝj
)2
(3.68)
where the first (second) part have been discussed in the context of spin-waves in
Sec. 3.1.1 (Sec. 3.1.2 respectively). While the sign of the J-term provides the
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(a) (b)
Figure 3.3.: Phase diagram for bilinear-biquadratic HAFM with ϑ = tan−1K/J . (a) Classical: 4 Phases
(counter-clockwise): 120◦ (AFM), conical, ferromagnetic (FM), and up-up-down (UUD). Image by Kor-
shunov et al. [100] (b) Spin 1: 4 Phases (counter-clockwise) 120◦ (AFM), anti-ferroquadrupolar (AFQ),
FM, and ferroquadrupolar (FQ). The phase boundaries depend on the method: Inner circle variational
Method, outer circle exact diagonalization. Image by Läuchli et al. [33]
preferred direction of the spins (parallel or anti-parallel) the K-term only favors
collinear (K < 0) or perpendicular (K > 0) orientation. For convenience we now
rewrite Eq. (3.68) introducing an angle-like parameter ϑ with K = J tanϑ or
equivalently:
H = J
∑
〈ij〉
[
cosϑŜi · Ŝj + sinϑ
(
Ŝi · Ŝj
)2]
(3.69)
While the original interest in this model was the S = 1 case the classical model also
shows some interesting properties which are discussed in Refs. [99, 100]. We will
summarize it here. The classical phase diagram with the exact phase boundaries
is shown in Fig. 3.3 (a).
First the 120◦ phase is stable for −2/9 < tanϑ < 1 and thus especially for small
K/J (ϑ) which is the parameter region we will use in the vacancy discussion in
Chapters 4 and 5. Beyond that, there are three more phases including a ferro-
magnetic phase (FM) and two interesting highly degenerate phases. The first one
between ϑ = π/4 and tanϑ = −1/2 is a non-coplanar phase related to the so called
umbrella or conical phase. It consists of local umbrella-like spin configurations on
every triangular plaquette but is macroscopically degenerate. The other one be-
tween ϑ = −π/2 and tanϑ = −2/9 is nematic-like which means that it has only
quasi long-range magnetic order but long-range order in the quadrupolar sector
corresponding to the following order parameter
Q̂µν =
1
2
(ŜµŜν + ŜνŜµ)−
3
2
δµν (3.70)
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In such a phase the fluctuation are mainly perpendicular to a certain axis d̂ which
is known as the director of the nematic. Locally the phase has a collinear up-up-
down (UUD) structure on every plaquette. The director is here parallel to the
classical spin directions. The correlations and degeneracy is the same as in the
antiferromagnteic Ising model on the triangular lattice H = J
∑
〈ij〉 Ŝ
z
i Ŝ
z
j (J > 0)
[100].
We now quickly mention the spin 1/2 case since it is special concerning the
biquadratic term. The reason is, that up to an additive constant it can be re-
written as a bilinear term with a modified coupling constant J → J̃ [100]. So there
will be only a 120◦ and a FM phase depending on the sign of J̃ exactly as in the
original Heisenberg model.
The S = 1 scenario is again much more interesting, since it gives rise to truly
nematic phases. This is easy to understand as one can rewrite the Hamiltonian in
Eq. (3.68) in terms of the nematic order parameter Q in Eq. (3.70) (see Ref. [33]):
H = J
∑
〈ij〉
[(
J − K
2
)
Ŝi · Ŝj +
K
2
∑
µ,ν
(
Q̂i,µνQ̂j,µν
)
+
4K
3
]
(3.71)
The phase diagram in Fig. 3.3 (b) calculated by Läuchli et al. [33] has a similar
topology to the classical case and contains both the 120◦ and the FM phase. The
two non-trivial classical phases are replaced by two nematic phases referred as fer-
roquadrupolar (FQ) and antiferroquadrupolar (AFQ) phases. In the FQ phase the
directors d̂ are aligned collinearly while in the AFQ phase they are perpendicular
to each other, regarding the same three sublattice structure as in the 120◦ state.
Both a variational approach and exact diagonalization (ED) in Ref. [33] give the
same phases with partly different phase boundaries. There is also an indication for
a spin liquid arising from the AFQ phase which is described by a quaternion gauge-
matter theory by Grover et al. in Ref. [96]. More interesting results anisotropic
lattices can be found e.g. in Ref. [101].
At this point we are not aware of any studies on S = 2, 3 nematic phases on the
triangular lattice, but one can expect also quite interesting physics. The reason
is that research in the field of spinor condensates [102] in ultra-cold atom systems
[103] shows similar nematic phases for S = 1 and even more complex phase diagram
with even more exotic phases for S = 2. For an overview over this interesting topic
we refer to Ref. [102] and for spin-2 physics also to Refs. [104] and [105].
There is one common denominator for all calculations one the triangular lattice
bilinear-biquadratic Heisenberg model: The stability of the 120◦ phase around
ϑ = 0. In this region K is only a small perturbation to J (J  |K|) and there is
no reason to doubt that the 120◦ phase is stable for all S as we expand around the
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Figure 3.4.: Brillouin zone cut through the linear spin-wave spectrum of the triangular lattice HAFM for
different biquadratic interactions K. Non-gapped linear spectrum at q = 0,±4π/3 shows the stability
of the 120◦ order while the high energy part and even the spin-wave velocities (linear slope) renormalize
with K.
classical state.
Minimizing the classical Hamiltonian given by Eqs. (3.10), (3.25) the classical
energy is energy E0 = −3JS2(1 + k/2)/2 per spin. A spin-wave analysis is done
analogously to Sec. 3.2.2 with exactly the same angles but additional terms from
Eq. (3.26). We get modified term Ak, Bk who read
Ak = 3JS
(
(1 +
k
2
) +
1− 4k
2
γk
)
, Bk =
9
2
JS (γk − k) (3.72)
which leads to a spectrum proportional to the original one in Eq. (3.67):
ω̃k(k) = (1− k)(1 + 2k)ωk (3.73)
That means that the structure of the spectrum is invariant under small biquadratic
exchange. The K-term leaves the Goldstone modes invariant as we can see in
Fig. 3.4 . Only the spin-wave velocities as well as the higher energy part are
modified by a scaling factor.
3.3. Finite-Field Phase Diagram
In this section we want to discuss the finite-field phase diagram and the physics of
the clean Heisenberg antiferromagnet in a magnetic field.
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Figure 3.5.: Magnetization for a clean square lattice HAFM in a magnetic field. (a) Classical case.
(b) With quantum corrections for S = 1/2 from Zhitomirsky et al. [88]. Dashed (solid) lines are first
(second) order spin-wave corrections. Circles are numerical data. The difference in the scales is because
part (a) uses normalized values m/S and h = H/(JS) while part (b) uses the bare values for S = 1/2.
3.3.1. Finite Field: Square Lattice
The HAFM in a uniform magnetic field (Eq. (3.2)) on the square lattice is a prime
example for the so called spin-flop state. For infinitesimal field all spins rotate
into the plane perpendicular to the field direction, keeping their antiferromagnet
allignment. We refer to this state as a h → 0+ bulk state. Since for h 6= 0 the
symmetry of the Hamiltonian is reduced from SU(2) to U(1)×Z2 the state is still
bipartite. With increasing field the spins cant continuously towards field direction
until they are all aligned in field direction. With the rotation angles from Eq. (3.3)
and the field in ẑ direction φ = ±π remains constant while θ plays the role of the
canting angle.
In this bipartite state in the classical Hamiltonian Eq. (3.10) becomes in a mean-
field description 1
Hsq,MF0 /(NS2J) = 2 cos(2θ)− h cos(θ) (3.74)
with h = H/(SJ) as before. It is minimized by
cos θ = h/hsat , hsat = 8 (3.75)
which is valid unto the saturation field hC . Beyond that the state is fully polarized
and remains constant for all higher fields. Thus, collinearity is only found in the
limit h→ 0+ and for h ≥ hsat. Since the magnetization per spin is justm = S cos(θ)
the corresponding magnetization curve shows simple linear behavior as shown in
Fig. 3.5 (a).
1 Note that our coordinate system differs from the one in Ref. [88] which results in a θ-shift of π/2 in
all equations.
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Figure 3.6.: Different degenerate ground states (a-f) for the triangular lattice HAFM in a magnetic field.
Fig. taken from Griset et al. [25].
For finite S the magnetization curve becomes non-linear as one can see in
Fig. 3.5 (b). Zhitomirsky and Nikuni [88] discussed this in detail for the S = 1/2
square lattice case. The reason for the non-linearity is the supression of zero point
fluctuations by the field which are strong for h = 0. The reduction of the spin
length 〈S〉 decreases linearly with the field. As explained in Sec. 3.1.4 for a non-
collinear state angle modifications arise by third order terms in H which contribute
in leading order to the magnetization correction. The result is a spin-flop state with
modified canting angle. An analytical expression that is consistent with the general
formula in Eq. (3.59) can be found in Ref. [88]. The authors broadly discuss the
influence on several bulk properties.
As mentioned in the end of Sec. 3.1.1, magnetic fields may also lead to magnon
decay since cubic boson terms are allowed for non-collinear states. For strong
enough fields this effect was shown for the square lattice in Ref. [85] and later for
general hypercubic lattices in Ref. [86]. Beyond a certain field H∗ (H∗ = 0.76Hsat
for the square lattice [85] ) the two-magnon continuum overlaps with the single
particle spectrum and magnons become unstable.
3.3.2. Finite Field: Triangular Lattice
While on the square lattice there is always a unique ground state even in a magnetic
field, on the triangular lattice the situation is much more complex. Since the system
is geometrically frustrated bipartite order is still impossible, which leads again to a
three sublattice state. On a mean-field level with sublattice unit vectors Sα (with
α = A,B,C and |Sα| = 1) the classical ground state is determined by
h
3
= SA + SB + SC (3.76)
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(a) (b)
Figure 3.7.: Finite-field phase diagram for low temperatures showing three different entropically chosen
coplanar Y , UUD, and V states. (a) Original results from Kawamura et al. [38] with estimated phase
boundaries. (b) Higher precision Monte Carlo results from Seabra et al. [106] which confirm the original
result quite accurately.
which gives three equations for the six angles φα, θα. The equation was originally
found by Kawamura and Miyashita in Ref. [38]. While for h = 0 the three unde-
termined angles are symmetry related to the three angles of SO(3) i.e. free global
rotations of the system, for h 6= 0 the symmetry of the Hamiltonian is reduced to
SO(2)×Z3 and only one angle is still symmetry related. This angle is the rotation
around the field axis. That means that two angles are completely free to choose
to determine the ground state. In other words the ground state is accidentally
degenerate by two continuously changeable angles.
A comparison to the square lattice shows that because we start with only four
angles for two sublattices, in every case there is only one undetermined angle left.
That angle can always be related to a symmetry of the Hamiltonian. Thus the
square lattice ground state is always unique.
Back to the triangular lattice we now want to present a subset of possible ground
states with higher symmetry. Among them are the coplanar Y -, inverted Y -, and
V - states as well as the collinear up-up-down (UUD) state and the non-coplanar
conical or umbrella state which are all illustrated in Fig. 3.6.
We want to emphasize that these considerations are only true for the classical
ground state and have to be reconsidered if we include fluctuations i.e. either
consider quantum spins or go to finite temperatures.
Order by Disorder
Since we are dealing with a large manifold of degenerate ground states a certain
unique state has only to gain a tiny amount of energy to become true ground
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(a) (b)
Figure 3.8.: Finite-field magnetization curve for the triangular lattice HAFM. (a) Classical system at
finite temperature T = 0.2J from MC data from Griset et al. [25]. The plateau is strongly smeared out.
(b) Spin-wave calculation from Chubokov et al. [107] for S = 1/2.
state. Inspired by a Landau type of model we can imagine that fluctuations can
lower the free energy to select a certain low energy state (usually with higher
symmetry). Such a mechanism is called "order by disorder" and was first discovered
in a context where impurities stabilize long-range order where the clean system
shows a disordered ground state (see e.g. Ref. [21]). Today the name is also used
for fluctuation induced order although the name "order by fluctuations" would be
more accurate. Indeed, in the present case an infinitely small amount of thermal
or quantum fluctuations is enough to destroy the ground state degeneracy.
We first consider thermal fluctuations. Shown by Kawamura and Miyashita [38],
certain coplanar states inside the ground state manifold are entropically favorable
for different fields. The phase diagram is illustrated in Fig. 3.7.
We follow the path of increasing field for infinitesimal fluctuations (T → 0+):
The 120◦-state is deformed into a Y -state. The upper spins are closing con-
tinuously with field strength resulting in the UUD-state for exactly hC = 3. For
hC < h < hsat the spins bend away from field direction resulting in a V -state which
is again continuously deformed until the system is fully polarized at hsat = 9. The
associated magnetization increases linearly until full polarization as for the square
lattice.
For finite but still low temperatures the field evolution is quite similar except
for three differences. First, because of the Mermin-Wagner theorem [31] the order
is not truly long-range any more. The analysis from Ref. [38] shows that the XY -
component connected to the continuous SO(2) symmetry shows algebraic decay
indicating a quasi-long-range ordering. The Z-component connected to the discrete
Z3 symmetry is not affected by the Mermin-Wagner theorem and is truly long-
range ordered. Second, the saturation field hsat is reduced by temperature. Here
the system enters a paramagnetic phase with full SO(2) × Z3 symmetry which is
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(a) (b)
Figure 3.9.: (a) Illustration of lattice anisotropies resulting in different interaction parameters J and J ′.
(b) Quantum phase diagram (S = 1/2) for the anisotropic HAFM on the triangular lattice by Alicea
et al. [108]: Anisotropy parameter δ ∝ (J − J ′)2/J2 vs. field h. δ = 0 reproduces the early results of
Ref. [107]. For δ 6= 0 the competition between anisotropy and quantum fluctuations create coplanar as
well as conical states.
also present in the high temperature regime. Third, thermal fluctuations stabilize
the UUD-phase which leads to a magnetization plateau of m/S = 1/3 for fields
around hC . The associated magnetization curve is shown in Fig. 3.8 (a). Next
we consider the ground state of the quantum system in a magnetic field. An early
spin-wave analysis by Chubokov and Golosov [107] shows that quantum fluctuations
not only lift the degeneracy but also choose exactly the same spin configurations
as thermal fluctuations do. These results are part of the phase diagram in Fig. 3.9
for vanishing anisotropy (δ = 0). The δ = 0 line looks qualitatively the same as a
vertical (T = const.) cut through the classical phase diagram in Fig. 3.7.
Other sources of lifting the ground state degeneracy are Dzyaloshinskii-Moriya
interactions [28, 29] of type Dij · Si × Sj and spatial anisotropies which are often
discussed together as in Refs. [109, 108, 25]. We refer to the general discussion in
Sec. 2.1.
Although DM interactions show very interesting effects and are important to
describe real compounds like Cs2CuCl4 accurately, we want to focus here on spatial
anisotropies because they lead to non-coplanar states which are possible to describe
with semi-classical methods.
A spatial (lattice) anisotropy translates into different coupling parameters Jα for
different directions, where in the easiest case one direction is special i.e. we have
two different couplings J and J ′. A measure for the strength of the anisotropy is
anisotropy parameter δ ∝ (J − J ′)2/J2 [108].
Contrary to fluctuations these lattice anisotropies generally favor non-coplanar
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conical (umbrella) states. In combination with quantum fluctuations we get an
interesting phase diagram resulting from a competition of these two effects. It is
shown in Fig. 3.9 for S = 1/2. For small enough δ the coplanar states we discussed
before dominate, which gives essentially the δ = 0 situation. For higher δ certain
distorted umbrella states replace first the low field Y -state (δ ≈ 1) and later the
high field V -state (δ ≈ 3), while the UUD-state is stable over a quite large region
(δ . 4).
Although in quantum systems conical states show up only in a distorted ver-
sion, in classical systems with small enough anisotropy the distortion is negligible.
Despite of that, in the presence of vacancies it seems reasonable first to analyze
non-distorted umbrellas and leave the distorted for future work.
In this subsection we have seen that all the special spin configurations shown in
Fig. 3.6 have certain realizations in the triangular lattice with finite magnetic field.
In Sec. 3.3.3 we will see how we can easily access those phases with semi-classical
methods.
3.3.3. Finite Field: Triangular Lattice with Biquadratic Interactions
Although our final goal is to simulate non-degenerate ground states with semi-
classical methods, we first have a closer look on actual spin 1 systems under influ-
ence of both biquadratic interactions and magnetic field.
We will not only see that there is a rich plethora of ground states but also that
we can describe the relevant phases for small K with our semi-classical approach.
Considering now both the biquadratic term and a magnetic field Eq. (3.68) be-
comes:
H = J
∑
〈ij〉
Ŝi · Ŝj +K
∑
〈ij〉
(
Ŝi · Ŝj
)2
−H
∑
i
Ŝz0i (3.77)
or
H/J = cos(ϑ)
∑
〈ij〉
Ŝi · Ŝj + sin(ϑ)
∑
〈ij〉
(
Ŝi · Ŝj
)2
−H/J
∑
i
Ŝz0i (3.78)
with again ϑ = tan−1(K/J).
Fig. 3.10 by Läuchli et al. [33] shows an extended phase diagram of the phases
discussed in Sec. 3.2.3. h = 0 shows the phase diagram as in Fig. 3.3 (b). For ΘC <
ϑ/π < 1/4 the 120◦ phase is stable. ΘC ≈ −0.11π is here the critical ϑ obtained
by exact diagonalization. For −3/4 < ϑ/π < ΘC we have ferroquadrupolar (FQ)
order while for 1/4 < ϑ/π < 1/2 the order is antiferroquadrupolar (AFQ). The
rest is ferromagnetically (FM) aligned.
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Figure 3.10.: (a) Spin 1 variational phase diagram for the bilinear-biquadratic HAFM on the triangular
lattice by Läuchli et al. [33]: ϑ = tan−1(K/J) as introduced in Sec. 3.2.3. Black (white) arrows show fully
(partially) polarized spins. (b) Classical phase diagram by numerical optimization: Renormalized field
h = H/SJ against renormalized biquadratic coupling k = KS2/J for small k. Phase diagram borders
correspond to |ϑ/π| ≈ 1/16. For small |k| the biquadratic term stabilizes the classical equivalents of the
same phases as in (a).
With increasing h these phases now evolve to a couple of interesting states. First
the FM phase naturally continues into a fully polarized phase indicated by black
arrows. This is the state where all phases will end up for strong enough field. The
FQ and AFQ phases evolve to mixed states of quadrupolar and FM/AFM order.
We have partially polarized spins with quadrupolar order parameters perpendicular
to the field plus a magnetic moment in field direction. While for the FQ state the
partial polarization just increases until the state is fully polarized, in the AFQ
area different phases evolve. For small h we have partially polarized spins on two
sublattices while we have a singlet state on the third sublattice indicated by the
circle. It follows a m = 2/3 magnetization plateau where two subblattices become
fully polarized. For even higher h the singlet breaks up and we get a V -state
with magnetic moments parallel and perpendicular to field direction. Note the
interesting fact that there is a plateau at m = 2/3 without one at m = 1/3 which
is discussed further in Ref. [33].
We now come to the development of the 120◦ phase. For 0 < ϑ < π/4 we
get an conical state which was also present for certain parameters in the classical
phase diagram without field (see Fig. 3.3 (a)). Similar to the square lattice case the
spins simply cant towards field direction while maintaining a relative 120◦ angle
perpendicular to the field. The more interesting case is ΘC < ϑ < 0. We see that
the biquadratic coupling favors the same states as the natural order-by-fluctuation
mechanism (see Fig. 3.7) without this extra coupling. Again, with increasing field,
we have an Y-state followed by a m = 1/3 magnetization plateau followed by a V-
state that finally cants into full polarization. At the phase boundary to the FQ-like
state there is a small pocket of a UUD-like state. It is not part of the UUD-plateau
since the spins are only partially polarized (hollow arrows).
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We now compare the spin 1 case to the classical model. Unable to discover any
quadrupolar order we focus on the area around ϑ = 0 which means small |K|. In
Fig. 3.10 (b) we show the classical phase diagram for |k| = S2|K|/J < 0.18 which
corresponds to |ϑ| ≈ π/16. The field is again rescaled to h = H/JS. Because of the
biquadratic interaction the ground state degeneracy is lifted and we get essentially
the same phases as for the spin 1 case. While for k > 0 the conical state is favored,
for k < 0 we get the same transition of coplanar Y-, UUD-plateau and V-states.
To explore the phase diagram and determine the phase boundaries we write down
the mean-field energies for k > 0 and k < 0.
For k > 0 in the conical phase with |φj − φi| = 2π/3 and θi = θ the classical
Hamiltonian in Eqs. (3.10) and (3.25) become
Econical0 = N
z
2
JS2
(
1
2
(3 cos2 θ − 1) + k
4
(3 cos2 θ − 1)2 − 2h
z
cos θ
)
(3.79)
with z = 6 the coordination number of the triangular lattice. We can now minimize
the energy and extract the saturation field (θ = 0) as
hsat = 9(1 + 2k) (3.80)
For k < 0 we have a coplanar phase (φ = 0 for z − x plane) with 3 sublattices
R,G,B. The associated mean-field energy is given by:
Ecopl0 = NJS
2(cos(θR − θG) + cos(θG − θB) + cos(θB − θR)
+ k[cos2(θR − θG) + cos2(θG − θB) + cos2(θB − θR)]
− h[cos θR + cos θG + cos θB]/3) (3.81)
We solve the resulting equations and get the following phase boundary conditions
for small |k|:
hp1 = 3(1− 6|k|)
hp2 = 3(1 + 2|k|)
hsat = 9(1− 2|k|) (3.82)
The linear mean-field boundaries are accurate for small |k| when compared to
the exact results in Fig. 3.10. Fig. 3.11 shows typical magnetization curves for
both cases. Additional to the shifted boundaries i.e. saturation field and plateau
transitions, the curvature increases continuously with |k|.
This analysis shows us two things: First, we can use the biquadratic term to
study ground states in the presence of vacancies within a semi-classical approach2.
2A full quantum computation with Quantum Monte-Carlo methods is not possible due to frustration.
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Figure 3.11.: Classical total magnetization density M(h)/(NJS) for the triangular lattice HAFM with
external magnetic field for several biquadratic interactions k. (a) Conical phase (k > 0): Curvature
increases with k while saturation field hsat is shifted. (b) Coplanar phase (k < 0): Shift of plateau
boundaries hp1, hp2 as well as saturation field hsat. Plateau becomes larger with increasing |k| while
saturation is shifted to lower fields. Curvature increases outside of plateau with |k|.
The ground state degeneracy can be artificially lifted towards the same states
favored by fluctuations (k < 0). Second, we see that also the k > 0 case is
interesting, because it favors states that are present in real systems with either
biquadratic interactions or small anisotropies (see Fig. 3.9). To be more precise,
to study classical vacancy physics in a system with biquadratic interactions helps
us to understand vacancies in some phases of certain quantum systems, where the
physics are essentially semi-classical.
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4. Vacancy in Zero Field
In this chapter we study the influence of a single vacancy in a Heisenberg antiferro-
magnet without the influence of a magnetic field. In Chapter 1 we motivated that in
a non-collinearly ordered system a vacancy influences the system on a more funda-
mental level than in a collinear state. Thus primarily interested in non-collinearly
ordered states, in Sec. 4.1 we briefly discuss the most important facts for collinear
order before we enter a more elaborate discussion about vacancies in non-collinearly
ordered states in Sec. 4.2.
4.1. Vacancies in Collinear States
Collinear states mostly show up in non-frustrated Heisenberg antiferromagnets.
The most basic and thus the most studied case is of course the square lattice
HAFM. As we have seen in Sec. 3.3.2 there are certain phases even in geometrically
frustrated systems where collinear order exists. One example is the plateau phase
of the triangular lattice HAFM which will be part of the finite-field discussion in
Chapter 5. But all these collinear phases have in common, that a single vacancy is
not able to locally perturb the order on a classical level. Nonetheless on a quantum
level there are interesting physics going on.
4.1.1. Literature: Vacancy-Induced Quantum Distortion
We already discussed vacancies in antiferromagnets in general in Sec. 2.2. Here we
will focus on several aspects that are important for the later discussion: vacancy
induced distortions, quantized moments and screening. The first indications of
vacancy induced distortion patterns in the square lattice HAFM were found by
Bulut et al. in 1989 [72]. Using both a linear spin-wave (LSW) approach and exact
diagonalization (ED) of a 4× 4 lattice they found a distortion localized around the
vacancy with reduced quantum fluctuations (〈â†i âi〉 in LSW terms) on the nearest
neighbors of the vacancy which translate into enhanced local magnetic moments
(S − 〈â†i âi〉). See Sec. 3.1.3 for the LSW formalism.
In 1994 NMR experiments by Majahan et al. [69] on Y Ba2 (Cu1−y Zny)3 O6+x
confirmed the theory of vacancy-induced distortions. In this quasi-2d antiferromag-
netic Mott insulator the substitution of a planar Cu atom by a non-magnetic Zn
atom corresponds to removing a spin 1/2 in a square lattice HAFM. They found
induced local magnetic moments on adjacent Cu sites as predicted by Bulut et al..
Later in 1997, Sandvik and collaborators [7] used the quantum Monte Carlo (QMC)
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Figure 4.1.: Staggered magnetization (S = 1/2) differences as sum over quadratic frames at distance R
from the lattice center. (a) QMC data for different system sizes (L = 15 (25) open (closed) circles) from
Sandvik et al. [7] with additional LSW data (L = 4, dotted line) from Bulut et al. [72]. Fig. taken from
Ref. [7]. (b) Own LSW data (L = 40) for same observable but larger system sizes compared to Ref. [72].
Good quantitative agreement with both sets of data from (a).
technique to confirm these results and give a more detailed analysis. The QMC
results also showed a local distortion around the vacancy with enhanced order on
nearest neighbor sites.
To compare the QMC and LSW results it is important to note that for a fi-
nite system there is no spontaneous symmetry breaking and therefore the two
approaches may give fundamentally different results. On the one hand the LSW
approach is biased in the sense that it is based on the classical spin orientation i.e.
a collinear long-range ordered state along the quantization axis. QMC results are
unbiased in this sense. However, this means on the other hand, that for a finite-size
system there is no symmetry-broken state. In contrast to the thermodynamic limit,
the staggered magnetization has not to be locked along the quantization axis. Thus
we can expect the results of the two approaches to differ fundamentally. To get
a meaningful interpretation of the staggered magnetization Sandvik et al. had to
break symmetry explicitly as shown in Ref. [7]. They coupled the system to spins
fixed in an antiferromagnetic configuration, which has a similar effect as an applied
staggered field. The coupling strength J ′ was arbitrarily set to J .
Fig. 4.1 (a) (taken from Ref. [7]) shows the local results staggered magnetization
for S = 1/2 for the symmetry broken case QMC (circles) as well as the LSW (dashed
line) results of Bulut et al.. Instead of a cut through the lattice the data points
show averaged values for all lattice sites on quadratic frames with frame distance
R to the vacancy.
Mπ(R) =
∑
r(x,y)=R
(−1)x+y〈Ŝz(x, y)〉∆ (4.1)
where 〈Ŝz〉∆ = 〈Ŝz〉I − 〈Ŝz〉0 already subtracted the clean system and is defined
positive for the site of the removed spin (see Ref. [7]). In a LSW formulation this
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corresponds to Mπ(R) =
∑
ri=R
(〈â†i âi〉I −〈â
†
i âi〉0) and S−〈â
†
0â0〉0 for R = 0. Thus
these values are particularly a mixture of sites from both sublattices. As we see
they are in good agreement for the vicinity of the vacancy. On all frames the local
staggered magnetization is reduced. What is not seen in this kind of plot is that
the fluctuations are actually reduced for the nearest neighbors of the vacancy while
enhanced for all other sites.
As a result the staggered magnetization ms (see Eq. (3.30)) of the system is
reduced while the total magnetization in a collinear system with vacancy is always
fixed to a value of m = S by spin quantization. The reason is that the breakdown
of SU(2) spin symmetry to U(1) leads to a conservation of the total magnetization
along the symmetry axis.
Although there is a distortion, unlike in Kondo systems or paramagnetic states
(see Sec. 2.2) there is no screening of any sorts. That means especially that while
staggered moments can be induced, the total magnetic moment is always an even
or odd multiple of the spin size S corresponding to the number of missing spins.
For a single vacancy m = S holds for all collinearly ordered states independent
of the microscopic details. This is an important fact as this is not longer true for
non-collinear systems as we will see later in Sec. 4.2.
In a finite-size extrapolation Sandvik et al. also determine the long-distance
decay of the distortion as an exponential. But this is clearly an artifact of the
hand broken symmetry. Like in the presence of an external magnetic field h the
SU(2) is broken down to U(1) which introduces a length scale l ∝ 1/J ′ and thus
an exponential decay ∝ exp(−1/l).
4.1.2. Further Investigation: Power-Law Decay for Spin-Wave
Corrections
Therefore it is interesting to study this decay in the LSW approach where the
symmetry is not explicitly broken. We perform a LSW calculation similar to Bulut
et al. [72] but on larger systems. The detailed procedure is shown in Sec. 3.1.1
and Sec. 3.1.3. For numerical diagonalization of the part of the Hamiltonian which
is quadratic in â, â† we use an algorithm provided by Wessel and Milat [110]. It
is described in App. A.2 of the Appendix. By construction the state is collinear
in direction of the quantization axis, so we do not have to break the symmetry by
hand. Fig. 4.1 (b) shows a very good quantitative agreement with the QMC for
short distances to the vacancy. Here we use the same definition of Mπ(R) as in
Eq. (4.1).
Before we discuss the long-distance decay we want to give an impression how
the complete distortion looks like.
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Figure 4.2.: (a) Vacancy-induced distortion in the impurity part of the staggered magnetization δms(ri) =
〈a†iai〉 − 〈a
†
iai〉0 in LSW for the square lattice HAFM with vacancy present (L = 40). Colors red and
blue indicate original sublattices. Finite-size sublattice splitting on edges is clearly visible. (b) Lattice
cut through data from (a) with constant subtracted. Double-logarithmic representation with power-law
fit function ∝ r−3.
Fig. 4.2 (a) shows a 3d color plot of the impurity part of the staggered magne-
tization
δms(ri) = 〈â†i âi〉 − 〈â
†
i âi〉0 (4.2)
showing the to sublattices (red and blue) for a 40 × 40 lattice. We see a strong
local distortion near the vacancy as well as a smoother decaying long-distance part.
There is also a strong difference in the short-distance behavior of the different
sublattices where red indicates the sublattice of the vacancy. We can clearly see
that the fluctuations are only reduced for the direct neighbors of the vacancy, but
also that the magnitude of the local distortion is much stronger on the (red) vacancy
sublattice. For long-distance the staggered magnetization decays to the finite-size
bulk value of ms0 = S −
∑
i〈â
†
i âi〉0/N ≈ S − 0.175(4) (for L = 40) although a
small split between the two sublattices remains which is an artifact of the finite-
size calculation. This split vanishes for L → ∞ as the staggered magnetization
approaches the well known N →∞ value of ms0 ≈ S − 0.196(7) (see Ref. [90]).
Fig. 4.2 (b) shows the nature of the long-distance decay for both sublattices,
where we subtracted a small finite-size constant from each set of data, because the
constant splitting between the sublattices disguises a power-law decay (straight
line) in the double-logarithmic plot. Rather than the exponential decay found by
Sandvik et al. [7] we find a power-law decay with r−3 far away from the vacancy.
As explained above this is no inconsistency but rather an artifact of the boundary
conditions. While in the QMC calculation a staggered field fixed the boundaries
to measure in the "proper direction", there is no such field necessary for the LSW
approach and thus no exponential decay is enforced. We want to emphasize again
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that the results for the short-distance features are quantitatively in very good
agreement for both methods.
A long-distance r−3 decay of a quantum distortion was also found by Lüscher
and Sushkov [111] in a spin-wave analysis for weakly coupled impurity spins in a
square lattice HAFM.
Complemental Literature Overview
Before we move on with the discussions of non-collinear states we want to summa-
rize some further interesting publications about impurities on the square lattice.
The discussed topics are not main focus of this thesis but complete the picture and
give some further outlook for interested readers.
First of all, Sandvik and collaborators [7] also studied vacancies in spin-gapped
systems like two-leg and three-leg ladders. Although these systems have quantum-
disordered ground states a vacancy induces a local staggered order. While for the
two-leg ladder the distortion cloud is exponentially localized around the vacancy
and can be seen as an extended free local moment, for the three-leg ladder it is
spread widely over the system. Doing finite-size scaling Sandvik et al. find a
divergent integrated staggered moment for the infinite system. At the same time
the staggered moment on each site goes to zero.
They also study finite temperature Knight shifts for the gapped systems as well
as magnetic susceptibilities in the presence of more than one impurity. The finite
temperature Knight shift for the 2d system was studied later by Anfuso et al. [74].
We will discuss the finite temperature properties later in detail in Sec. 4.3.1 where
we will also come back to this point.
4.2. Vacancies in Non-Collinear States
Vacancies in non-collinear states are a more complex field of study for two reasons:
First, a source for non-collinearity is often frustration which makes it impossible to
explore via QMC as an unbiased method. Second, while vacancies in collinear states
show interesting quantum effects they have rather limited impact on a classical
level. Néel order is stable until a certain percolation threshold pc (see e.g. [15]).
Especially a single missing spin is just an effective magnetic moment m = S fixed
along the bulk collinear order as we have discussed in Sec. 4.1.1. In contrary, as
sketched in Sec. 2.2.1 in a non-collinear magnet a vacancy does more. If the order
itself is a product of frustration, may it be due to lattice geometry or frustrated
exchange, a vacancy acts as a relief. This may directly lead to a distortion of the
bulk order without any fluctuations involved.
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Figure 4.3.: Sketch of a single vacancy in an 120◦ ordered HAFM with sublattice R, G, and B (color
code). (a) Removed spin with spin configuration of the system without vacancy. (b) Readjusted spins
due to relief of frustration. Gray spins represent the clean system.
We consider here mainly the triangular lattice HAFM since it is the best un-
derstood system with a non-collinearly ordered ground state. As motivated by the
example of the three spins on a triangle geometric frustration is locally reduced
by a missing spin (Fig. 2.4 (b) in Sec. 2.2.1). While for three spins the two re-
maining ones order anti-parallel, the relief on the triangular lattice is only partial.
Nonetheless, without any calculation, we can see that the 120◦ bulk order becomes
distorted.
Consider the three sublattices R, G, and B (for red, green, and blue). Fig. 4.3 (a)
shows a perfectly ordered system with one missing spin. With one R spin removed,
the six nearest neighbor G and B spins will have only five nearest neighbors them-
selves. The G (B) spins will see three B (G) but only two R spins respectively.
Because of that they will rotate towards a more collinear orientation with respect
to each other. It is clear that this re-orientation will affect the interaction to the
surrounding spins which will re-orient themselves, but to a lesser amount. This
mechanism proceeds throughout the entire system. A distortion will occur with a
distortion angle decaying with distance from the vacancy. Far away the vacancy’s
influence is weak and bulk order dominates. Fig. 4.3 (b) sketches such a distortion.
The nearest neighbors are visibly twisted, the next-nearest neighbors too but to a
lesser amount.
4.2.1. Literature: Vacancy-Induced Classical Distortion
To our best knowledge, the only work prior to our studies discussing vacancy-
induced distortions in frustrated HAFM was a publication from 2001 by Christo-
pher Henley [12]. Henley discusses effective Hamiltonians for several classes of
frustrated magnets with large S including the triangular and the Kagome lattice.
Among other topics he reviews how order-by-disorder and dilution effects can enter
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an effective Hamiltonian to describe the proper ground state, may it be long-range
ordered or e.g. spin-glass like.
In particular, he describes the distortion in the triangular lattice in the vicinity
of a vacancy. Interestingly, he supposes a pseudo-dipolar behavior for the decay
of the distortion angle, meaning a r−d dependence with r the distance and d the
spatial dimension. That would mean a r−2 decay for this particular case of a 2d
system. Whether this is based on a detailed calculation or some general arguments
is left unclear in the paper.
However, assuming a rather fast decay for the effective Hamiltonian only the
nearest neighbors of the vacancy are treated as distorted and merged to a cluster.
Thus, these clusters of effective hexagons can act as basic elements in an effective
reformulation of the Hamiltonian. Henley further discusses the cases of weak and
strong dilution as well as several other lattices.
Rather than following this kind of analysis we are interested in the details of the
distortion itself. In particular we want to focus on decay, form factor and screening
properties. We will present the results of our calculations within the following
sections.
4.2.2. Numerical Results: Effective Moment, Decay, and Form Factor
Here we want to give an overview over our numerical results for a vacancy in a clas-
sical HAFM on the triangular lattice. The main results were originally published
in Ref. [112] in collaboration with Lars Fritz and Matthias Vojta. The clean system
was discussed in Sec. 3.2.2. On finite lattices up to 99× 99 we remove a single spin
in the center of the system. For technical reasons we choose the system length L to
be an odd multiple of 3 starting with L = 9, so that the three-sublattice structure
and a clearly defined center spin can be realized.
Fig. 4.4 (a) shows the implementation scheme of our lattice for L = 9. With
lattice indices i, j = 1, . . . , L the vacancy is at ivac = jvac = (L + 1)/2 (red dot).
Introducing lattice vectors e1 = (1, 0), e2 = (−1,
√
3)/2 (red arrows) and lattice
origin at (0, 0) the vacancy is located at rvac = (ivac− 1)(e1 + e2). We use periodic
boundary conditions to minimize finite-size artifacts. Allowing the spins to cant
out of the plane we use a 3d optimization scheme as well as a Metropolis based
classical Monte Carlo algorithm [113]. Since the pure ground state optimization
is far more precise and efficient we use the Monte Carlo approach only to avoid
local energy minima. We will later use Monte Carlo simulations to calculate finite
temperature susceptibilities in Sec. 4.3.
As in Sec. 4.2 we use the color code R, G, and B as a reference to the sublattices
of the bulk order. Although in the presence of the vacancy the sublattice symmetry
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Figure 4.4.: (a) Numerical implementation scheme for L = 9 triangular lattice with lattice vectors e1,2
(red arrows) and vacancy site (red dot) rvac = (ivac − 1)(e1 + e2). 1st (2nd) hexagon are represented
by purple (orange) dashed line and will be used as synonym for nearest and next nearest neighbors to
the vacancy. (b) Illustration of 120◦ ordered spins on the triangular lattice. The red circle indicates the
vacancy site, while purple (orange) dashed lines represent 1st (2nd) hexagon from Fig. (a). Sublattices
are represented by color code R,G,B.
is broken, the distinction of sublattices still makes sense, because of the distortion
angle being small compared to 120◦. The long-range order is not destroyed but
rather weakly modified with the vacancy present. For the following discussion
the vacancy will be located on the red (R) sublattice, which is an arbitrary choice.
Fig. 4.4 (b) shows 120◦ ordered spins with the vacancy site located in the center (red
circle). The purple (orange) dashed lines represent the same 1st (2nd) hexagon from
Fig. 4.4 (a). We will use them throughout the thesis to facilitate the discussion.
As a first important result we find that the distorted ground state is still fully
coplanar. There is no sign of vacancy-induced canting although it cannot be ruled
out with additional interactions present. To guarantee continuity throughout the
thesis we rotate the spins to the z-x-plane with the z-axis along the emerging
magnetic moment (m||ẑ).
Effective Magnetic Moment
We calculate the impurity moment m as the difference of total magnetizations of
the system with and without vacancy.
m = |m| , m = M −M 0 =
N∑
i=1
(Si − S0,i) (4.3)
where the clean system is indicated by index 0. An important result is that the
effective magnetic moment is a fractional number and not a multiple of the spin size
S. This is an important observation because it is the first occurrence of a fractional
magnetic moment far away from a bulk or boundary quantum critical point (see
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Figure 4.5.: (a) Sketch of an overcompensated vacancy in the triangular lattice HAFM. Missing spin
down (gray middle spin) results in an effective moment (orange arrow) in the same direction. Colored
spins show the distortion, gray spins the clean undistorted system. (b) Finite-size extrapolation for
classical effective moment m. For L > 15 there are almost no finite-size effects visible. m is slightly
overcompensated for all L and with extrapolated value of m/S ≈ −0.0397(5).
e.g. Refs. [11, 8, 13]), deep in a classical ordered regime [114]. We will discuss
more of these interesting critical phenomena in Sec. 4.3.1 where we will establish a
connection between the effective moment and the finite-T impurity susceptibility.
While in a collinearly ordered system we get m = S, here the readjusting spins
screen the missing spin partially. In fact for all system sizes we found that the
vacancy was actually overcompensated (OC). If the missing spin is equivalent to
a magnetization of +S the distortion not only screens this moment to m = 0 but
overscreens it, leading to a negative effective moment of m = −cS , with c > 0
a positive constant. A positive moment 0 < m < S would be accordingly called
undercompensated (UC).
Fig. 4.5 (a) illustrates that. The effective moment shows in the same direction
as the original removed spin. Finite-size scaling shows that the size of the moment
is pretty robust for different system sizes indicating that m is mainly determined
by the sites close to the vacancy. As shown in Fig. 4.5 (b) we get a value of
m/S = −0.0397(5) (4.4)
We want to emphasize that this fractional number is non-universal in the sense
that it depends on the microscopic details and can e.g. be tuned by additional
interactions (see Sec. 4.2.4) or modified by quantum corrections (see Sec. 4.2.5).
Form Factor and Decay: Distortion Angle δθ
We will now explore the structure of the spin distortion. Because of the coplanarity
of the order and our choice of coordinate system we can describe the order by a
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Figure 4.6.: 3d representation of classical distortion angle δθi with vacancy on the center site. δθi = 0
corresponds to clean 120◦ state. Colors R,G,B represent original sublattices with vacancy on sublattice
R. (a) Full distortion capturing local part with maximal amplitude on nearest neighbor sites to the
vacancy. (b) Zoom showing continuous long-distance part with f -wave symmetry. The red lines in the
middle indicate undistorted borders of six symmetry sectors where the distortion angle changes sign.
single angle θi with i = 1, . . . , N the lattice index. We set φi ≡ 0 for all sites
corresponding to the z-x-plane and get
Szi = S cos θi , S
x
i = S sin θi (4.5)
Subtracting the values of the clean system θ0,i we get the distortion described by
δθi = θi − θ0,i (4.6)
with θ0 − π = 0,±2π/3 the angles of the clean 120◦ configuration.
Fig. 4.6 (a) and (b) show 3d plots of δθ on the lattice in R,G,B sublattice
color code. The vacancy is located on sublattice R. While plot (a) shows the full
distortion and highlights the local structure close to the vacancy, plot (b) shows a
narrower window focussing on the long-distance decay.
The most prominent feature in Fig. 4.6 (a) is the alternating rotation of G and B
nearest and next nearest neighbor spins (first and second hexagon in Fig. 4.4 (a)),
which is also visible in the spin pictures Fig. 4.4 (b) and Fig. 4.5 (a) and coincides
with our considerations in the beginning of Sec. 4.2.
The R spins on the second hexagon lie exactly between the alternating distorted
G and B spins on the first hexagon and thus are not rotated at all i.e. δθ = 0. On
the third hexagon neighbors we see an even smaller distortion for all sublattices
R,G, and B. This inner part is referred to as the local part of the distortion.
With Fig. 4.6 (b) we have a look on the long-distance part which is much
smoother. There are six lines of non-distorted R spins continuing the ones in
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(a) (b)
Figure 4.7.: Density plot of classical distortion angle δθi with vacancy on the center site. δθi = 0
corresponds to clean 120◦ state. Colors red (blue) represent positive (negative) sign. (a) Local pattern
with maximal amplitude on nearest neighbor sites to the vacancy. (b) Larger part of the system with
long-distance part on a logarithmic scale. The six symmetry sectors of the with f -wave form factor and
undistorted symmetry lines are clearly visible. Log-representation −sgn(δθi)/ ln |δθi| keeps the sign of
δθi by showing a much slower decay for the here relevant values of −0.2 < δθi < 0, 2.
the second hexagon. These lines reflect symmetry lines where the alternating dis-
tortion cancels exactly to zero. In between all spins are affected by the distortion
while the distortion becomes strongest in the center of the six sectors. There is
also a sign change in the distortion angle continuing the alternating rotations of
the nearest neighbors on the first hexagon.
This can be seen even better in Fig. 4.7. Part (a) and (b) show density plots
of the local and long-distance part as shown in Fig. 4.6 (a) and (b) resp. The
color code indicates positive (red) and negative (blue) values of δθ. In plot (b) we
use a certain logarithmic representation to qualitatively show the decay and mark
positive and negative contributions to the distortion. One can see that there is
indeed a strict subdivision in six sectors. On the symmetry lines a distortion is
strictly forbidden, resulting in δθ = 0 all along these lines.
In a lattice we speak of rotational symmetry as the irreducible representations of
the point group. The distortion above has a Z6 rotational symmetry, and thus we
speak of an f -wave symmetry form factor, while invariants only under Z1 rotations
would correspond to an s-wave type.
Fig. 4.8 illustrates the six symmetry sectors. It also indicates the lines in the
center of each sector where the distortion is most prominent. One of them is
indicated as cut 1. While the symmetry lines dissect the sides of the vacancy-
surrounding hexagons (e.g. cut 2), these lines run through the corners of each
hexagon.
Fig. 4.9 (a) and (b) show δθ data along cut 1 as a function of distance r from the
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Figure 4.8.: Sketch of six symmetry sectors and f -wave form factor with positive and negative δθ. Orange
arrows show cut paths through the lattice. Cut 1 is through the center of the symmetry sector. Cut 2 is
along a symmetry line where δθ = 0.
vacancy for the local (a) and long-distance part (b) resp. As illustrated in Fig. 4.8
each point in the plot is a corner point of a hexagon surrounding the vacancy. The
center (r = 0) is the location of the vacancy. The left and right sides are part of two
different symmetry sectors. Therefore the plot is point-symmetrical if you formally
exchange sublattices B ↔ G. As mentioned, along cut line 1 all the sublattices are
affected by the distortion. Once again, in Fig. 4.9 (a) we see the strongly distorted
local structure consisting of B and G nearest and next nearest neighbor spins. The
first R spin on the third hexagon is already much less affected. In Fig. 4.9 (b) we
see the smooth decay for the long-distance part of the distortion. Unlike in the
local part we see no qualitative distinction between sublattices. Especially the R
spins of the vacancy sublattice are decaying exactly like the other two sublattices
being far away from the symmetry lines where they are not distorted at all.
In Fig. 4.9 (c) we show double-logarithmic plots of these cuts for different system
sizes. As one can see, there are almost no differences for the local part. The long-
distance part decays with a power law which is shown by the linear behavior of the
plot lines. In the vicinity of the system edges we see finite-size effects as δθ drops
to zero. Apart from the edges, the data is robust against varying system size. The
power-law decay is not affected at all. Therefore we fit the data for a large system
(L = 99) as shown in Fig. 4.9 (d). As a final result for the distortion we find that
it decays like
δθ(r) ∝ r−3 (4.7)
in contradiction to previous estimates by Henley [12] who stated a quasi-dipolar r−2
decay (see Sec. 4.2.1). We want to emphasize the algebraic nature of the distortion
far away from the vacancy. The power-law decay as well as the smooth form and
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Figure 4.9.: (a)-(b) Cuts through classical distortion angle δθi with vacancy at r = 0 along path 1 as shown
in Fig. 4.8. (a) Local part with maximal amplitude. (b) Zoom in for smooth long-distance decay. (c)-(d)
Double-logarithmic plot of |δθi|. (c) Data for different system sizes (L = 9,..., 99) showing finite-size
dependence only at system edges. (d) Power-law fit for L = 99 showing δθ(r) ∝ r−3.
independence of the local lattice structure indicate that the decay is supported by
low-energy Goldstone modes. We will show this connection in an analytical low-
energy calculation in Sec. 4.2.3. It will support our numerical results and provide
additional proof that a r−3 decay is indeed the correct answer. It will also give an
explanation for the six-fold f -wave symmetry form factor.
Form Factor and Decay: Magnetic Moments
Now we analyze the local classical magnetic moments δm|| (δm⊥) parallel (perpen-
dicular) to the effective magnetic moment m.
m||,i = m
z
i = cos θi , m⊥,i = m
x
i = sin θi
δm||,i = m||,i −m0||,i , δm⊥,i = m⊥,i −m0⊥,i (4.8)
Fig. 4.10 shows the results for δm|| (a, c) and δm⊥ (b, d). Plots (a) and (b)
show again the local structure around the vacancy while plots (c) and (d) show the
long-distance decay further away. The local distortion structure of δθ is reflected
in both components.
Two main differences catch the eye: First, the alternation between G and B
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(a) (b)
(c) (d)
Figure 4.10.: 3d representation of local magnetic moments δm|| (a),(c) and δm⊥ (b),(d) with vacancy on
the center site. δmi = 0 corresponds to clean 120◦ state. Colors R,G,B represent original sublattices
with vacancy on sublattice R. (a),(b): Full distortion capturing local part with maximal amplitude on
nearest neighbor sites to the vacancy. (b),(d): Zoom in showing continuous long-distance part. Six
symmetry sectors clearly visible. f -wave form factor of δθ transforms into more complex structures.
sublattices δm|| is missing while still present for δm⊥. Second, the distortion of the
R sublattice is strongly suppressed for δm|| but rather enhanced for δm⊥.
A closer look on the long-distance part in plot (c) and (d) reveals even more
differences: The six symmetry sectors are clearly visible, but the alternating sign
of δθ is transformed in a more complex structure. As mentioned, for δm|| is the
R sublattice almost completely suppressed. Only for the third hexagon we can see
an induced moment as part of the local structure. B and G show opposite signs
alternating for each sector. Both on their own show f -wave symmetry. But the
whole structure has a Z6 rotational symmetry with regard to the axis perpendicular
to the spin plane. For δm⊥ B and G share the same sign but have both opposite
sign to R which again alternates from sector to sector. B and G as a combined
structure show f -wave symmetry as well as the R moments.
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(a) (b)
(c) (d)
Figure 4.11.: Density plot of δm|| (a),(c) and δm⊥ (b),(d) with vacancy on the center site. (a),(b) Local
pattern with maximal amplitude on nearest neighbor sites to the vacancy. (c),(d) Larger part of the
system with long-distance part on a logarithmic scale. Log-representation and colors as in Fig. 4.7. More
complex structure reflects sign changes of different sublattices inside and between symmetry sectors as
described by Eq. (4.11) and Eq. (4.12).
A different perspective is provided by density plots in Fig. 4.11 again for δm||
(a, c) and δm⊥ (b, d). They show the same view as Fig. 4.7 (a),(b) i.e. a focus
on the inner local structure in plots (a),(b) as well as a logarithmic representation
of the distortion in plots (c),(d) to show positive and negative contributions of the
long-distance part.
For the local part for δm|| in Fig. 4.11 (a) we see the first two hexagons of equal
sign with no contributions of the symmetry protected R spins. The inner hexagon
of B and G spins in deep blue (negative) dominates the picture. The neighboring
B and G spins have a smaller positive (light red) value. The symmetry protected
R spins in between give no contribution. The third hexagon the B and G spins are
negative again (very light blue), while the R spins appear to be neutral, but have
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a very small positive value as seen in the center of Fig. 4.10 (c)
Fig. 4.11 (c) shows a logarithmic representation of δm||. Away from the inner
structure we see basically three things. First of all, the symmetry lines show neutral
values all along the way. Second, in every one of the six sectors the pattern is exactly
the same. The light red and blue points are the B and G spins throughout the
lattice. They have opposite sign in each sector. From sector to sector B and G
spins exchange roles but the overall pattern shows no f -wave but rather extended
s-wave symmetry factor. The third observation concerns the R spins inside the six
sectors. They are all slightly positive (very light red). This is only visible through
the logarithmic representation.
Tis pattern can be quiet easily understood if we expand δm|| as a function of
δθ:
δm||(δθ) = m||(θ0 + δθ)−m||(θ0)
= cos(θ0 + δθ)− cos(θ0)
= − sin(θ0)δθ −
cos(θ0)
2
δθ2 +O(δθ3) (4.9)
Knowing the distortion pattern of δθ from Fig. 4.6 and Fig. 4.7 and the orientation
of the reference spins towards the magnetization axis δθ0 − π = 0,±2/3π for R, B
and G resp. we get:
cos(θB0 ) = cos(θ
G
0 ) =
1
2
cos(θR0 ) = −1
sin(θB0 ) = − sin(θG0 ) = −
√
3
2
sin(θR0 ) = 0 (4.10)
and thus for small δθ
δm||(δθ
B) ≈ +
√
3
2
δθ
δm||(δθ
G) ≈ −
√
3
2
δθ
δm||(δθ
R) ≈ +1
2
δθ2 (4.11)
since we know that the sign of δθ only depends on the symmetry sector. Thus we
see also that in every sector B and G have always opposite sign and exchange roles
from sector to sector. For B and G, δθ enters linearly in leading order while for R
spins it enters only quadratically and thus gives a much smaller but always positive
contribution.
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Figure 4.12.: Cuts through δm|| (a),(c) and δm⊥ (b),(d) with vacancy at r = 0 along path 1 as shown in
Fig. 4.8. (a) Local part with maximal amplitude. (b) Zoom in for smooth long-distance decay. Compare
to Eq. (4.11) and Eq. (4.12) for long-distance behavior.
For δm⊥ there is a local alternation pattern quite similar to the one of δθ itself
as we can see in Fig. 4.11 (b). But we can see in Fig. 4.11 (d) that beyond the
second hexagon the pattern is quite different. While δm⊥ for B and G follows the
sign of δθ for each symmetry sector the R spins give a contribution of opposite sign
(see also Fig. 4.10 (d)). This behavior is also easily understood by an expansion of
δm⊥. Expanding as in Eq. (4.9) and using Eq. (4.10) we get
δm⊥(δθ) = cos(θ0)δθ +O(δθ2)
δm⊥(δθ
B) = δm⊥(δθ
G) ≈ +1
2
δθ
δm⊥(δθ
R) ≈ −δθ (4.12)
All sublattices enter linearly with the R sublattice having opposite sign and a
factor 2. So while for δm|| the R contribution is suppressed quadratically it is here
enhanced but only by a constant factor.
In Fig. 4.12 we now show cuts of δm|| (a,c) and δm⊥ (b,d) along the same path
through the symmetry sectors as for δθ (cut 1 in Fig. 4.8 ). Plots (a,b) again focus
on the local features close to the vacancy while plots (c,d) show the long-distance
decay. Because of the different form factors i.e. extended s-wave for δm|| and
f -wave for δm⊥ we have axis-symmetric plots for (a,c) and point-symmetric plots
for (b,d) modulo sublattice exchange (color). We see all the previously discussed
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Figure 4.13.: Double-logarithmic plot along cut 1 (Fig. 4.8) of δm|| (a) and δm⊥ (b) with power-law fit
functions. (a) shows r−3 decay for B,G sublattices and r−6 for R since leading order vanishes. (b) shows
r−3 decay for all sublattices with a constant factor 2 between B/G and R resp.
features in detail, namely local structure, power-law decay like δθ, sign change
between symmetry sectors, and the quadratic suppression of the R contributions
in δm||. We also see that for symmetry reasons all contributions in δm⊥ cancel
exactly, leading to a vanishing total transverse moment
∑
i δm⊥,i = 0.
In Fig. 4.13 we now show the power-law fits for δm|| (a) and δm⊥ (b). We see
that that they decay as expected with r−3 plus higher orders for most sublattices.
For the R spins the r−3 contribution of δm|| vanishes and we have an r−6 decay in
leading order. For δm⊥ we see only a constant factor dividing the sublattices.
Contributions to Effective Moment m
As a last point we want to discuss the contributions to the total effective magnetic
moment m. For the parallel part we see in Fig. 4.12 (c) that most parts of the
distortion far away of the vacancy are cancelling. The reason is the alternation
of B and G spins in every symmetry sector. The R sublattice is quadratically
suppressed, meaning that the main contribution comes from the local structure of
the first few hexagons around the vacancy. Indeed, if we calculate the contributions
inside a certain radius rmax
δm||(rmax) =
∑
ri≤rmax
δm||(δθi)
δm⊥(rmax) =
∑
ri≤rmax
δm⊥(δθi) (4.13)
we see in Fig. 4.14 (a) that δm||(rmax) quickly approaches the total value of
m ≈ −0.039. For completeness we see in Fig. 4.14 (b) that δm⊥(rmax) vanishes
as expected for any rmax for symmetry reasons. That can change if we alter the
system further. Additional interactions and magnetic fields can in certain ways
reshape the distortion as the underlying order gets modified. We will discuss this
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Figure 4.14.: δm|| (a) and δm⊥ (b) as a function of the integration radius R as in Eq. (4.13). δm||(R)
shows strong fluctuations for short distances to the vacancy (r = 0) but converges quickly to value of
effective moment m/S ≈ −0.039. δm⊥ vanishes for all R since contributions cancel each other due to
f -wave symmetry of the distortion.
further in Sec. 4.2.4 and Chapter 5.
4.2.3. Linear-Response Calculation
In this section we want to analytically understand the r−3 decay of the vacancy-
induced distortion as well as the f -wave symmetry form factor. The results were
published in Ref. [112] in collaboration with Lars Fritz and Matthias Vojta.
The power-law decay strongly indicates that the long-distance decay is a low-
energy phenomenon supported by Goldstone modes and independent of microscopic
details. It should thus be described by a continuum low-energy calculation. Our
goal is to derive the fundamental properties of the distortion cloud by a linear
response calculation against a small local perturbation. A vacancy can be seen as
the strong antiferromagnetic coupling limit J⊥ → ∞ between an extra impurity
spin and a spin at site rvac. In this limit the two spins at site rvac form a singlet and
there is no small parameter left for a proper expansion. Therefore the situation is
not suited for this kind of calculation. Instead we have to initiate the spin rotation
on the first hexagon of neighboring spins not by a vacancy but by a local transverse
staggered magnetic field H̃(ri) which acts on the spins on the first hexagon like
this:
H̃
∑
rj∈1st 7
βjS
x
j = H̃
6∑
j=1
βjS
x
j , βj = (−1)j (4.14)
where the x-axis refers to the local rotated frame with respect to the unperturbed
Hamiltonian H0 (see Eq. (3.3)). Since we know the distortion to be coplanar we
restrict the phenomenon to the z − x - plane, of course without changing the 3d
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(a) (b)
Figure 4.15.: Sketch of 120◦ ordered spins in two hexagons around a central spin for the original coordinate
system I0 (a) as well as for the rotated local frame I (b). Spins are coplanar in z − x (z0 − x0) frame.
Colors R,G,B represent three sublattices. Orange arrows indicate local staggered transverse field acting
like H̃
∑6
j=1(−1)
jSxj on the six nearest neighbors of the central spin. This field induces a spin canting
on the first hexagon similar to a vacancy on the center site.
nature of the spins (SU(2)) itself. The full Hamiltonian is given by
H = H0 + δH = J
∑
〈ij〉
Ŝi · Ŝj − h̃JS
6∑
j=1
βjŜ
x
j (4.15)
where we introduced the parameter h̃ = H̃/(JS) 1.
The field is sketched in Fig. 4.15. Plot (a) shows the original coordinate system
I0 with axes {x0, y0, z0}. Here the unperturbed classical spins have a relative 120◦
angle towards each other. The field h̃ is perpendicular to the unperturbed spins
i.e. it is transverse in the local frame of the spin. This frame I with axes {x, y, z}
is shown in plot (b). Here the spins are rotated by angle θ0,i into ferromagnetic
like order where θ0,i corresponds again to the unperturbed Hamiltonian H0.
The introduced field rotates the spins on the first hexagon exactly like in the
presence of the vacancy. The fact that the center spin is actually present cannot
change the nature of the distortion qualitatively, because the symmetry of the field
protects this spin from rotating itself. Since the center spin has only direct contact
to its six neighbors, its influence on the system via interactions to these neighbors
can be absorbed by the value of the field h̃. So we expect it to create a distortion
with the correct low-energy features classically described by the distortion angle
δθi = θi − θ0,i.
With this distortion present, in frame I all spins ’up’ in z-direction is no longer
the true classical ground state. That means that 〈Ŝz〉h̃ 6= S and 〈Ŝx〉h̃ 6= 0, where
we introduced the expectation value 〈. . . 〉h̃ with perturbation h̃ in contrast to 〈. . . 〉0
for the clean Hamiltonian. To get the new correct ground state we introduce a third
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coordinate system I ′ with axes x′, y′, z′ where 〈Ŝz′〉h̃ = S and 〈Ŝx
′〉h̃ = 0. We can
relate them by a rotation around the small angle δθ(
Ŝzi
Ŝxi
)
=
(
cos δθi − sin δθi
sin δθi cos δθi
)(
Ŝz
′
i
Ŝx
′
i
)
≈
(
1− δθ2i /2 −δθi
δθi 1− δθ2i /2
)(
Ŝz
′
i
Ŝx
′
i
)
(4.16)
Looking at the expectation values we see
〈Ŝz〉h̃ ≈ S(1− δθ
2
i /2)
〈Ŝx〉h̃ ≈ Sδθi (4.17)
In frame I the perturbation δH leads to a non-vanishing expectation value of Ŝx
proportional to the distortion angle δθ. To get δθ a good way is to calculate 〈Ŝx〉h̃
treating h̃ as a small parameter.
From a physical point of view 〈Ŝx〉h̃ ∝ 〈a† + a〉h̃ 6= 0 corresponds to the lo-
cal condensation of spin-waves as mentioned in Sec. 3.1.1. The wrong classical
configuration leads to a non-vanishing first order term H1 in the Hamiltonian (see
Eq. (3.10)). This condensate then forces the system into the correct classical ground
state. In this case it forms the distortion cloud.
We now formally calculate 〈Ŝx〉h̃ for small fields using the definition of 〈...〉h̃ and
〈. . . 〉0:
〈. . . 〉h̃ = Tr[. . . e
−β(Ĥ0+δĤ)]/Tr[e−β(Ĥ0+δĤ)]
〈. . . 〉0 = Tr[. . . e−βĤ0 ]/Tr[e−βĤ0 ]
δH = −h̃JS ˆ̃Sximp = −h̃JS
6∑
j=1
βjŜ
x
j (4.18)
where we defined an effective delocalized impurity spin ˆ̃Simp for simplicity. We now
expand the expectation value around h̃ = 0 and get
〈Ŝxi 〉h̃ =
Tr[Ŝxi e−βĤ0(1 + βh̃JS
ˆ̃Sximp +O(h̃2))]
Tr[e−βĤ0(1 + βh̃JS ˆ̃Sximp +O(h̃2))]
= . . .
= 〈Ŝxi 〉0 + h̃JSβ(〈Ŝxi
ˆ̃Sximp〉0 − 〈Ŝxi 〉0〈
ˆ̃Sximp〉0)
∝ h̃〈Ŝxi
ˆ̃Sximp〉0 ≡ h̃χ̃xxi (4.19)
since 〈S̃xi 〉0 = 0 for all sites. We formally defined the local transverse staggered sus-
ceptibility as the correlator of Sxi with the effective impurity spin. Using Eq. (4.17)
we arrive with Sxi =
∑
k e
−ik·riSxk at
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δθi ∝ χ̃xxi = 〈Ŝxi
6∑
j=1
βjŜ
x
j 〉0
δθk =
∑
i
eik·riδθi ∝ χ̃xxk = βk〈ŜxkŜx−k〉0
βk =
6∑
j=1
eik·rj(−1)j = 2i
(
sin kx − 2 sin
kx
2
cos
√
3ky
2
)
(4.20)
where we calculated the Fourier transform of the staggered transverse correlator.
We proceed as follows: we will calculate the static correlation function using
linear spin-wave theory and expand around the ordering wave vectors k = 0,±Q to
get the low-energy part. After collecting the relevant low-energy terms we Fourier
transform back to get a continuum real-space expression δθ(r).
We start with the imaginary time correlator from Eq. (3.40) and can write down
the static susceptibility as
χ̃xxk (iωn = 0) = −βk
∫ β
0
dτeiωnτ 〈TτSxk(τ)Sx−k(0)〉0
∣∣∣∣
iωn=0
=
S
2
βk
(
u2k + v
2
k + 2ukvk
)
×
∫ β
0
dτeiωτ 〈Tταk(τ)α†k + α
†
k(τ)αk(0)〉0
∣∣∣∣
iωn=0
= −Sβk3JS
(
u2k + v
2
k + 2ukvk
)
/ωk
= −Sβk
Ak +Bk
ωk
3JS
ωk
(4.21)
where we used Eqs. (3.45), (3.50), and (3.20). With Eq. (3.66) and Eq. (3.67) we
arrive at
χ̃xxk (iωn = 0) = −Sβk
1 + 2γk
(1− γk)(1 + 2γk)
= S
βk
γk − 1
γk =
(
cos kx + 2 cos
ky
2
cos
√
3
2
ky
)
/3
βk = 2i
(
sin kx − 2 sin
kx
2
cos
√
3ky
2
)
(4.22)
Fig. 4.16 shows a density plot of χ̃xxk . For k = ±Q = (±4π/3, 0) we get finite
values with alternating sign, while χ̃xxk becomes zero at k = 0 and along three
symmetry lines through the Brillouin zone. We now want to expand around the
three ordering wave vectors k = 0,±Q. Therefore we introduce a small wave vector
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Figure 4.16.: (a) Density plot of the static staggered transverse susceptibility χxxk (iωn = 0) as in Eq. (4.22).
f -wave symmetry with extrema for q = ±Q = (±4π/3, 0) and χxx = 0 for symmetry lines through q = 0.
(b) shows a cut through χxxk (iωn = 0) along the three ordering wave vectors between ±Q. The function
has linear slope around k = 0.
q while expressing the term in polar coordinates qx = q cosϕ, qy = q sinϕ
k =

q = (q cosϕ, q sinϕ) , around k = 0
Q+ q = (4π/3 + q cosϕ, q sinϕ) , around k = +Q
−Q+ q = (−4π/3 + q cosϕ, q sinϕ, ) , around k = −Q
(4.23)
With this substitution we can write down Eq. (4.22) as
χ̃xxk = χ̃
0,xx(q, ϕ) + χ̃+,xx(q, ϕ) + χ̃−,xx(q, ϕ)
χ̃0,xx(q, ϕ)
iS
= − 6 cos[
√
3q sin(ϕ)/2] sin[q cos(ϕ)/2]− 3 sin[q cos(ϕ)]
−3 + cos[q cos(ϕ)] + 2 cos[q cos(ϕ)/2] cos[
√
3q sin(ϕ)/2]
χ̃+,xx(q, ϕ)
iS
= +3
cos[(π − 6q cos(ϕ))/6] + 2 cos[(π + 3q cos(ϕ))/6] cos[
√
3q sin(ϕ)/2]
3 + sin[(π − 6q cos(ϕ))/6] + 2 cos[
√
3q sin(ϕ)/2] sin[(π + 3q cos(ϕ))/6]
χ̃−,xx(q, ϕ)
iS
= −3 cos[(π + 6q cos(ϕ))/6] + 2 cos[(π − 3q cos(ϕ))/6] cos[
√
3q sin(ϕ)/2]
3 + sin[(π + 6q cos(ϕ))/6] + 2 cos[
√
3q sin(ϕ)/2] sin[(π − 3q cos(ϕ))/6]
(4.24)
where the terms denoted with 0,+,− correspond to the three ordering wave vectors
0,+Q,−Q respectively.
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Expanding these terms in q  1 up to third order gives
χ̃0,xx(q, ϕ)/(iS) =
q
2
cos[3ϕ] +O(q4)
χ̃+,xx(q, ϕ)/(iS) = +
√
3 +
q2
2
√
3
+
q3
12
cos[3ϕ] +O(q4)
χ̃+,xx(q, ϕ)/(iS) = −
√
3− q
2
2
√
3
+
q3
12
cos[3ϕ] +O(q4) (4.25)
We see that the two lower-order-in-q terms in χ̃+,xx and χ̃−,xx cancel out. The
expansion around k = ±Q only contributes to third order in q. These terms are
negligible compared to the k = 0 term which contributes first order in q. While
χ̃±,xx correspond to out-of-plane rotations, the latter χ̃0,xx is connected with in-
plane rotations. Therefore, a dominance of the latter one is consistent with the
distortion we observed numerically in Sec. 4.2.2, which was confined to the plane
of the 120◦ bulk-order.
Therefore the expansion for the full susceptibility χ̃xxk is
χ̃xx(q, ϕ) =
iSq
2
cos[3ϕ] +O(q3) (4.26)
A factor q3 comes from βk and a factor q−2 comes from the correlation function
which is proportional to ω−2q . However, the angle dependence comes entirely from
the prefactor βk.
The transformation back into real-space
χ̃xx(r, φ) =
∫ Λ
0
qdq
∫ 2π
0
dϕ
2π
eiqr cos(φ−ϕ)χ̃xx(q, ϕ)
≈
∫ Λ
0
qdq
∫ 2π
0
dϕ
2π
eiqr cos(φ−ϕ)
iSq
2
cos[3ϕ]
≈ iS
2
∫ 2π
0
dϕ
2π
cos[3ϕ]
∫ Λ
0
dqq2eiqr cos(φ−ϕ) (4.27)
where we introduced a high-energy UV -cutoff Λ ∝ 1/a which is given by the inverse
lattice constant a. Rescaling q → x = qr and thus Λ → Λ̃ = Λr gives a prefactor
r−3 and we end up with
χ̃xx(r, φ) ≈ iS
2r3
∫ 2π
0
dϕ
2π
cos[3ϕ]
∫ Λ̃
0
dxx2eix cos(φ−ϕ) (4.28)
By scaling we already get a leading spatial decay r−3 which is compatible with our
numerical results (see Eq. 4.7 and Fig. 4.9 (d) in Sec. 4.2.2).
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With another parameter shift ϕ→ α = ϕ− φ the integral becomes
χ̃xx(r, φ) ≈ iS
2r3
∫ Λ̃
0
dxx2
∫ 2π
0
dα
2π
cos[3(α− φ)]eix cos(α)
=
iS
2r3
∫ Λ̃
0
dxx2
×
(
cos[3φ]
∫ 2π
0
dα
2π
cos[3α]eix cos(α) + sin[3φ]
∫ 2π
0
dα
2π
sin[3α]eix cos(α)
)
(4.29)
where in the second step we used the addition theorem cos(x − y) = cosx cos y +
sinx sin y. Now we can carry out the angular integrals∫ 2π
0
dα
2π
cos[3α]eix cos(α) = −iJ3(x) ,
∫ 2π
0
dα
2π
sin[3α]eix cos(α) = 0 (4.30)
where J3(x) is the third-order Bessel-J function. The seond integral vanishes and
we arrive at
χ̃xx(r, φ) =
S
2
cos(3φ)
r3
∫ Λ̃
0
x2dxJ3(x)
=
S
2
cos(3φ)
r3
F (Λ̃) (4.31)
with F (Λ̃) is a function depending on the UV -cutoff Λ̃ in the following way:
F (Λ̃) = 8 + (Λ̃2 − 8)J0(Λ̃)− 6Λ̃J1(Λ̃) (4.32)
where J0(x), J1(x) are the Bessel-J function of order 0 and 1 respectively. As
it turns out the function F (Λ̃) strongly oscillates as the amplitude diverges for
Λ̃→∞. This is an artifact of the hard cutoff implementation we used in Eq. (4.27).
The reason is that the function J3(x) strongly oscillates itself. A hard cutoff cor-
responding to the Heaviside Θ(Λ− x) means that this oscillation is transported to
the cutoff-dependent function F (Λ̃). As Λ̃ ∝ Λr a proper cutoff function should be
independent of the cutoff for long distances r →∞.
We can solve that problem by smoothening the cutoff scale and therefore aver-
aging over the high-frequency oscillation in J3(x). Therefore we replace the original
integral by ∫ Λ̃
0
dxf(x) =
∫ ∞
0
dxf(x)Θ(Λ̃− x)
−→
∫ ∞
0
dxf(x)gn(x) (4.33)
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Figure 4.17.: (a) shows the cutoff function gn(x) = exp[−(x/Λ̃)n] for several n = 1, 2, 4, 8, 16 where
Λ̃ = Λr is the rescaled cutoff parameter. For increasing n it approaches the Heaviside function Θ(Λ̃− x)
which is indicated by the black dashed line. (b) shows the cutoff-depenent function Fn(Λ̃) from Eq. (4.35)
with the same n as in (a). The oscillating functions converge for large Λ̃ ∝ r to a constant, while the
amplitude of the original function F (Λ̃) (black dashed line) actually diverges.
where gn(x) is a cutoff function of the form
gn(x) = exp[−(x/Λ̃)n] , n = 1, ...., n
lim
n→∞
gn(x) = Θ(Λ̃− x) (4.34)
Fig. 4.17 (a) shows gn(x) for n = 1, 2, 4, 8, 16. For lower n the cutoff becomes
softened with respect to the hard cutoff function Θ(Λ̃ − x) which is indicated by
the black dashed line. With this new cutoff function Eq. (4.31) becomes
χ̃xx(r, φ) =
S
2
cos(3φ)
r3
∫ ∞
0
x2dxJ3(x)gn(x)
=
S
2
cos(3φ)
r3
Fn(Λ̃) (4.35)
The function Fn(Λ̃) is shown in Fig. 4.17 (b) again for n = 1, 2, 4, 8, 16. We see
that for finite n it converges to a constant value of Fn(Λ̃ → ∞) = 8 on a certain
scale, that is shifted to higher values for higher n.
For the correct low-energy limit we have to discuss the behavior of the cutoff
Λ̃ = Λr ∝ r/a. As low energy corresponds to large distances we have to send
r →∞ which corresponds to Λ̃→∞. Therefore, for the UV -cutoff yields
lim
r→∞
Fn(Λ̃) = const. (4.36)
In the long-distance limit the function Fn(Λ̃) becomes a constant modifier to the
r−3 powerlaw decay.
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Figure 4.18.: Continuum version of as in δθi Eq. (4.37) calculated as the linear response to a local staggered
transverse field. δθ(r, φ) ∝ χ̃xx(r, φ) ∝ cos(3φ)/r3 resembles f -wave symmetry as well as long-distance
r−3 decay of numerical data in Sec. 4.2.2.
With Eq. (4.20) we end up with
δθ(r, φ)/h̃ ∝ χ̃xx(r, φ) ∝ cos(3φ)
r3
(4.37)
which is exactly the long-distance behavior numerically observed in Sec. 4.2.2. We
get a r−3 decay paired with an f -wave symmetry form factor cos(3φ).
In Fig. 4.18 we see δθ(r, φ) and can directly compare to Fig. 4.6 (b) which shows
the long-distance part of δθi on the lattice.
The calculation can be generalized to d dimensions. Assuming stable Goldstone
modes with ωq ∝ q and βq ∝ q3 the d-dimensional integral reads
δθ(r) ∝
∫
dqdeiq·r
βq
ω2q
∝ 1
rd+1
(4.38)
The angular structure for general d depends of course on dimension and lattice
details.
We have reproduced the long-distance behavior as well as the overall symmetry
of the vacancy-induced distortion by a continuum calculation showing the linear
response to a local staggered transverse field. While the local structure of the
distortion is determined by microscopic properties of the system, the decay of the
long-distance part is essentially supported by low-energy Goldstone modes resulting
in the power-law decay r−3. The symmetry of the distortion reflects the lattice
symmetry as well as well as the signs of the local perturbation i.e. the rotation of
six spins on the first hexagon around the center spin. Obviously, far away from the
perturbation the system is not aware if the distortion was induced by a vacancy or
a weak local field.
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(a) (b)
Figure 4.19.: Simple sketch of partially screened magnetic moment. The missing spin down is indicated
in the middle. The distortion cloud screens the vacancy leading to an effective moment indicated by the
shaded orange arrow. (a) Undercompensation: Effective moment in opposite direction of the original
spin. (b) Overcompensation: Effective moment and original spin show in same direction.
4.2.4. Over- and Undercompensation: Biquadratic Exchange
In Sec. 4.2.2 we showed that in the triangular lattice HAFM a vacancy-induced an
an overcompensated effective magnetic moment m ≈ −0.04S where the unscreened
missing spin would produce a moment of m = +S. In general terms we speak of
overcompensation when a vacancy in a spin system is neither partially nor fully
screened but rather overscreened.
Fig. 4.19 shows the basic principle. The dashed gray spin represents the missing
spin itself. A distorted bulk state acts as a screening cloud, leading to an effective
magnetic moment symbolized by the large shaded arrow. The removed spin pointed
down which would lead to a magnetic moment of m0 = +S. Now the screening
properties of the bulk can reduce the moment to 0 < m < S (UC) represented
in sketch (a) by an arrow in the opposite direction of the original spin. Perfect
screening would lead to a vanishing moment (m = 0) while to powerful screening
leads to a moment showing in the same direction of the original spin (see sketch
(b)) which would correspond to a moment of −S < m < 0 (OC).
Without external field the system is invariant under global SU(2) rotations and
the effective moment is not bound to any external direction. Thus it usually aligns
collinearly with the missing spin. In the presence of a field however, the effective
moment is always locked in field direction while the missing spin does not actually
have to be. This can lead to situations where missing spin and effective moment
show in completely different directions.
Obviously in such a case, the terms UC and OC do not apply anymore. However,
we will see that having the zero-field ground state show OC may lead to interesting
effects for the ground state with non-zero field, because the orientation of the
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(a) (b)
Figure 4.20.: (a) Linearized version of the classical phase diagram from Ref. [100] of the bilinear-
biquadratic HAFM on the triangular lattice. The ratio k = K/JS determines three phases: A collinear
UUD phase for k < −2/9, stable 120◦ order for −2/9 < k < 1, and a conical umbrella phase for k > 1.
The shaded region for small |k| is the focus of our numerical analysis. (b) Numerical results for effective
impurity moment m(k) shows linear k-dependence m(k) = m0 + 1.83k. k∗ ≈ 0.021 divides UC and OC
region. m(k = 0) ≈ −0.04S gives the overcompensated moment m0 from Sec. 4.2.2. Fig. taken from
Ref. [112].
missing spin can be in conflict with the preferred orientation of the bulk. We will
become more concrete during the discussion for the non-zero-field case in Chapter 5.
Distortion in Presence of Biquadratic Interactions
Let us return to the Heisenberg system on the triangular lattice and add biquadratic
interactions as introduced in Sec. 3.1.2 and discussed in Sec. 3.2.3 and Sec. 3.3.3.
H = J
∑
〈ij〉
Ŝi · Ŝj +K
∑
〈ij〉
(
Ŝi · Ŝj
)2
(4.39)
Let again be k = K/(JS) be the dimensionless parameter to move through the
one-dimensional classical phase diagram (see Fig. 3.3 (a)).
As we discussed in Sec. 3.2.3 the phase diagram contains several phases including
spiral 120◦ order, collinear nematic-like and FM order, as well as non-coplanar
umbrella states. Since we are here particularly interested in the 120◦ order, we
show a linearized version of the phase diagram in Fig. 4.20 (a) leaving out the FM
part. The 120◦ state is essentially stable for −2/9 < k < 1. For k < −2/9 there
is a phase transition to a nematic-like state with local UUD order. For k > 1 the
order becomes a conical umbrella state i.e. a tilted 120◦ state. We will restrict the
following analysis to small k (marked area in Fig. 4.20 (a)) because we want to
study the phenomenon of over and undercompensation.
In the presence of a vacancy we carry out the same calculations as in Sec. 4.2.2
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Figure 4.21.: (a) Distortion angle δθi for a cut through the triangular lattice as in Fig. 4.8 (cut 1) for
biquadratic exchange k = −0.1, 0, 0.1. Vacancy at r = 0. (b) Double-log representation of the same data
with r−3 fit function. L = 99 and path 1 from Fig. 4.8 for all sets of data.
to obtain the effective magnetic moment m (see Eq. (4.3)). As for k = 0 finite-size
scaling is non-critical since the m(1/L) converges sufficiently fast. Fig. 4.20 (b)
(published in Ref. [112]) shows m(k) for |k| < 0.1. The effective moment shows
a linear k-dependence m(k) = m0 + 1.83k. For k = 0 we get the known value
of m(k = 0) = m0 = −0.04S. For k < 0 the overcompensation increases while
for k > 0 it decreases until it reaches a value of k∗ ≈ 0.021 where m(k∗) = 0
(full compensation). For k > k∗ m(k) increases further becoming more and more
undercompensated.
To investigate the structure of the distortion we choose k = ±0.1 as represen-
tatives of distinctly over- resp. undercompensated states. The bulk state is still
120◦ ordered and the distortion coplanar as before in Sec. 4.2.2. We calculate the
(in-plane) distortion angle δθi as in Eq. (4.6).
We find that for all −2/9 < k < 1 the distortion is qualitatively the same. It
shows the same f -wave symmetry form factor and power-law decay comparable to
Fig. 4.6 and Fig. 4.7. The reason is that the biquadratic interaction does not break
any additional symmetry and does not change the low-energy spectrum qualita-
tively as we have seen in Fig. 3.4. The three Goldstone modes remain intact while
the linear spectrum is altered only quantitatively i.e. with renormalized spin-wave
velocities. Thus we can indeed expect the same form factor as well as the same
power-law decay.
Quantitatively k > 0 (k < 0) reduces (enhances) the overall distortion. In
Fig. 4.21 we show cuts through the lattice where the distortion is the strongest
(see Fig. 4.8 and compare to Fig. 4.7).
In plot (a) we show δθ(r) as a comparison for three different values of k =
−0.1, 0,+0.1. For k = 0 (blue circles) we have the well known results from
Sec. 4.2.2. For k = −0.1 (orange squares) δθ is enhanced for every distance r
while for k = +0.1 (green diamonds) it is reduced on every site. The enhancement
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of δθ is in leading order linear in k. Since δm||i ∝ δθi in leading order for small
δθ (see Eq. (4.9)) this linear dependence is carried over to the value of the total
effective moment and m(k) ∝ k for k  1.
Fig. 4.21 (b) shows the same data in a double logarithmic plot with fit functions
f(r) ∝ r−3. As expected, the long-distance part decays with the same power r−3
as for k = 0.
The enhancement (reduction) of the distortion angle δθ can be understood as
follows: The biquadratic term K
∑
〈ij〉(Si · Sj)2 favors collinear (perpendicular)
order for k < 0 (k > 0). Although is does not change the bulk state, the relief of
frustration induced by the vacancy comes as an opportunity. As we discussed in
the beginning of Sec. 4.2 the bilinear term J
∑
〈ij〉 Si · Sj rotates the six nearest
neighbors in a more anti-parallel orientation. This rotation is favored for k < 0
because both terms are locally satisfied by more anti-parallel alignment. For k > 0
the rotation is favored by the J-term but opposed by the K-term. Since k =
K/JS < 1 the J-term wins but the rotation angle is effectively reduced. The angle
enhancement/reduction is then transported throughout the system.
We have seen that for zero field a small biquadratic term does not change the
bulk ground state or the shape of the distortion. The parameter k enters merely as a
modification of the global prefactor to the distortion angle and thus of the effective
moment m. We will see in Chapter 5 that it will play a much more interesting
role in the presence of a magnetic field. In that case it modifies the classical bulk
ground state itself as we have seen in Sec. 3.3.3.
4.2.5. Quantum Corrections
In this part we calculate the leading order 1/S-correction to the magnetization.
As we discussed in Sec. 3.1.3 in non-collinear states there are essentially two parts
of lowest-order quantum corrections: First, a reduction of the spin length 〈Ŝzi 〉 =
S − 〈â†i âi〉0 usually called the staggered magnetic moment msi . Second, a quantum
correction to the orientation i.e. to the classical angles φi+S−1δφ̃i, θi+S−1δθ̃i. We
know further that for the clean triangular lattice HAFM the 120◦ angle is stable
under quantum fluctuations (see Sec. 3.2.2). That leaves us with the staggered
magnetization which is according to Chernychev and Zhitomirsky [84] given by
ms = S − 0.2613032.
Since the state is coplanar both with and without vacancy we again set φi ≡ 0
for convenience. In the case of the vacancy-induced distortion the resulting angle
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θ̃ includes both classical and quantum correction:
θ̃i = θi + S
−1δθ̃i +O(S−2)
θi = θ0,i + δθi (4.40)
while it is still θ0,i for the clean system. With Eq. (3.34) we get for the magnetiza-
tion components on each site:
mi = S [ cos θi − S−1 ( cos θi〈â†i âi〉+ sin θiδθ̃i ) +O(S−2) ]
m0,i = S [ cos θ0,i − S−1 cos θ0,i〈â†i âi〉0 +O(S−2) ] (4.41)
for the vacancy case and the clean system respectively. Subtracting the clean sys-
tem from the system with vacancy present we can identify the several contributions
of the effective magnetic moment m:
m = S
N∑
i
(
δmCi − S−1δm
Q1
i − S−1δm
Q2
i
)
δmCi = cos θi − cos θ0,i
δmQ1i = cos θi 〈â
†
i âi〉 − cos θ0,i 〈â
†
i âi〉0
δmQ2i = sin θi δθ̃i
δmsi = 〈â
†
i âi〉 − 〈â
†
i âi〉0 (4.42)
with δmC classic, δmQ quantum, and δms staggered contributions.
To calculate all contributions numerically we proceed with the following steps
(see Sec. 3.1.4): Starting with the classical angles from Sec. 4.2.2 we derive the
expectation values (n,m, δ,∆) of bosonic operators from Eq. (3.53) using again the
algorithm by Wessel and Milat [110], which is described in App. A.2. One of them
(nii = 〈â†i âi〉) gives us the staggered magnetization and thus the first quantum
correction δmQ1.
The next step is to use these factors to derive the mean-field expression of the
cubic-in-a part of the spin-wave Hamiltonian HMF3 from Eq. (3.55). Using also
Eq. (3.56) we can numerically solve this linear system of equations from Eq. (3.59)
4.2 Vacancies in Non-Collinear States 83
(a) (b)
Figure 4.22.: Leading order quantum corrections (L = 51) to the vacancy-induced distortion in Fig. 4.6.
(a) Impurity part of the staggered magnetization δms = 〈â†â〉 − 〈â†â〉0 shows the distortion of the spin
length. (b) The angle δθ̃ defined in Eq. (4.43) is the leading 1/S correction to the classical distortion
angle.
which is reduced for the coplanar case (φi ≡ 0) without field to:
0 = Z3MFi +
∑
k
∂Z1i
∂θ̃k
∣∣∣∣
θ̃k=θk
δθ̃k
Z1i = −
J√
2
∑
j=i+δ
fij
Z3MFi =
J√
2
∑
j=i+δ
fij
[
njj +
2nii + δ
∗
ii
4
− (mij + ∆∗ij)
]
fij = sin θi cos θj − cos θi sin θj (4.43)
where i+ δ symbolizes the six neighbors of site i. With δθ̃ we can at last calculate
the second quantum correction δmQ2.
We start with the first quantum correction to the magnetization. Fig. 4.22 (a)
shows the distortion part of the staggered magnetization δms i.e. we already sub-
tracted the constant for the clean system. Different from the square lattice (see
Secs. 4.1.1, 4.1.2) where the vacancy itself induced a distortion in the quantum
fluctuations here the distortion of the classical ground state contributes to the
distortion of the spin-waves, too.
The quantum fluctuations are enhanced for most lattice sites (δmsi > 0) which
translates into a reduction of the staggered magnetic moments S −msi regarding
to the clean state. Exceptions are a few local sites of the B,G sublattice (4 in
each sector) with distance 5-8 lattice sites from the vacancy. We remember that
for the square lattice all sites are enhanced except for the four direct neighbors
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Figure 4.23.: Cuts through numerical data (L = 51) from Fig. 4.22 along path defined as cut 1 in Fig. 4.8
(squares and circles). Colors indicate sublattices as before. (a) Correction to staggered moments δms(r)
with additional data for R sublattice along a symmetry line (cut 2, red crosses). Fit functions show r−3
decay. (b) Angle correction δθ̃(r) with r−3 fits. Finite size effects are visible close to system edges.
to the vacancy where the fluctuations were actually reduced (see Sec. 4.1.2). The
distortion can be again divided into a local structure with non-analytical features
and a smooth long-distance part. The sublattices B,G are still symmetry related
to each other via a 60◦ rotation while the R sublattice is special as the sublattice
of the vacancy.
There are two issues concerning this quantum distortion which are absent from
the classical angle distortion. First, there are stronger finite-size effects present
resulting in a small splitting separating the R sublattice from the B,G sublattices
on the edge of the system. This splitting decreases with system size but has to
be considered in a finite-size extrapolation. In Fig. 4.22 (a) with 51x51 sites it is
about 10−5 and thus not visible. We refer to the square-lattice results in Sec. 4.1.2
where we observed the same finite-size behavior.
Second, although the form factor of δθi is reflected in a certain way, δmsi is not
only non-zero on the symmetry lines (see Fig. 4.8) but rather enhanced. In fact
the strongest enhancements of quantum fluctuations are located on the R sites on
exactly these lines leading to totally different local structure with a dominant R
sublattice. The local structure seems to indicate an anomalous decay. Therefore,
we should focus the distortion on isolated cuts through the lattice. Besides the
path from Sec. 4.2.2 (cut 1 in Fig. 4.8) we now also take a cut on the symmetry
line itself into account (cut 2 in Fig. 4.8). On this cut there are only spins of
sublattice R.
Fig. 4.23 (a) shows those cuts in a double logarithmic plot. Open red squares
(blue circles) represent R (B,G) sites on cut 1 exactly between two symmetry lines
while red crosses represent R sites on cut 2 along the symmetry line itself i.e. on
cuts 30◦ rotated with respect to cut 1 (see again Fig. 4.8). As we can see, on each
cut there is a power-law decay as expected. The decay is r−3 and therefore the
same as for the classical angle distortion δθi in Fig. 4.9 as well for the δmsi in the
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Figure 4.24.: Finite-size extrapolation of quantum corrections δmQ1 (gray) and δmQ2 (orange) as defined
in Eq. (4.42). Fit functions ∝ 1/L lead to extrapolated values for L→∞ as in Eq. (4.44).
square lattice in Fig. 4.2 (b). Close to the system edges we see a deviation from
r−3 decay related to the small splitting of δmsi between sublattices.
The quantum angle correction δθ̃ shows properties from both classical distortion
δθ and modified quantum fluctuations n,m,∆, δ which all enter the equation. It
is shown in Fig. 4.22 (b). Close to the vacancy, sublattices B,G are dominating,
sublattice R is several magnitudes suppressed. Like the classical δθ the quantum
angle correction is zero along the symmetry lines. Over all it is smaller in amplitude
than the classical one. Focussing on the spins close to the vacancy we see that δθ̃
actually corrects the rotation δθ by a small amount, with the spins on the first
hexagon slightly rotated the opposite direction. Fig. 4.23 (b) shows the results.
All data is fitted with r−3, again with small deviations at the system edges due to
finite size effects.
With Eq. (4.43) we now calculate the leading order quantum corrections to
the effective moment m. Fig. 4.24 shows both contributions δmQ1 and δmQ2 for
different lattice sites. The first correction δmQ1 (gray circles) coming from the
fluctuation in spin length is slightly smaller than the second one δmQ2 (orange
squares) originating in angle adjustment. Both are comparable in size and grow
proportional to 1/L with increasing system size as shown by the straight dashed
lines in Fig. 4.24.
δmQ1 = 0.17054
δmQ2 = 0.17814
m = −0.0397S + 0.3486 +O(S−1) (4.44)
The first observation is that the correction is another fractional number which
is in fact a lot larger than the classical part. Having the same sign, the two
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contributions add up rather than cancel each other. Of course we cannot compare
the size of classical and leading order quantum part directly, because they are not
the same order in S. But the quantum corrections surely have a strong impact.
In fact they do not only modify the result quantitatively but for small S drive the
system from a slightly overcompensated to a distinctively undercompensated state.
Higher order corrections might alter the state further. At this moment the leading
order spin-wave theory does not give a clear answer if a quantum state is over- or
undercompensated, which from an experimental point of view may also depend on
other microscopic parameters as we have seen in Sec. 4.2.4.
However, the quantum results do not alter the discussion on the classical system.
For the development of the classical ground state only the sign of the classical
contribution δmC counts. We will leave the question of the quantum state for
higher order calculations in the future.
Despite the question of the actual size we can state that the leading order
quantum corrections give a stable fractional effective moment m with real-space
distortions in spin size and angle showing the same r−3 power law decay as the
classical distortion.
4.3. Finite-T Impurity Susceptibility
The finite temperature susceptibility of a magnet is the linear response to an in-
finitely small magnetic field due to thermal and/or quantum fluctuations. A stan-
dard textbook case is a free spin of size S (see Ref. [115]). For small T the suscep-
tibility diverges because the thermal fluctuations are frozen out. This divergence,
usually called a Curie tail of the Pauli susceptibility is for a free SU(2) spin of the
form
χ(T ) =
S(S + 1)
3kBT
(4.45)
where the factor 1/3 comes from the orientation average in three dimensions and
S(S + 1) is the length of the quantum spin. For S  1 the Curie susceptibility is
well described by the classical term S2/(3kBT ) which becomes exact for classical
spins S =∞.
For magnetic many body systems those Curie divergences are observable when-
ever free or localized magnetic moments form, usually due to some kind of impurity.
This can happen in both magnetically ordered and disordered states in spin systems
as well as in itinerant electron systems (e.g. Kondo/Anderson model, see Sec. 2.2).
In the following parts we will discuss the finite-T susceptibility of HAFM systems
with magnetic and nonmagnetic impurities including vacancies. We will focus on
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Figure 4.25.: (a) Coupled-ladder model to illustrate different possibilities for curie susceptibilities in
HAFM systems. For λ = 0 decoupled ladders, for λ = 1 2d square lattice, QPT at λ = λc. Figure taken
from Sachdev et al. [8]. (b) Sketch of phase diagram from Sachdev et al. [8]: QPT from long range
ordered state to quantum disordered state with impurity susceptibilities for model in (a). Besides the
bulk part χb for T > 0 the impurity part χimp(T ) shows Curie tails const./3T with different prefactors.
On ordered side there is also T -independent constant part χimp⊥ from transverse fluctuations.
the impurity contribution χimp(T ) which shows a Curie divergence reflecting the
nature of the magnetic moment.
4.3.1. Literature: Finite-T Impurity Susceptibility for Collinear
Magnets
The effect of impurities has been discussed for the ground state of ordered 2d HAFM
in Sec. 4.1 and Sec. 4.2. We extend the literature discussion about impurities in
collinearly ordered magnets from Sec. 4.1.1 to finite-T susceptibilities. We will
mainly orient our discussion at the work of Sachdev, Buragohain, and Vojta [8]
which gives a good overview over the finite-T susceptibility in ordered, disordered
and quantum critical phases. For more details and other aspects on the model
or quantum phase transitions in general we refer to Refs. [8, 32]. The authors
use a coupled-ladder model which can be driven from a quantum disordered state
into a 2d long-range Néel ordered state trespassing a second order quantum phase
transition. This model covers the essential T > 0 impurity physics of collinear
magnets. We will briefly discuss it here before we cover each regime in detail.
The coupled-ladder model is described by the following Hamiltonian
H = J
∑
〈ij〉∈A
Ŝi · Ŝj + λJ
∑
〈ij〉∈B
Ŝi · Ŝj (4.46)
where A (bold line) and B (dashed line) are different types of bonds forming a
system of coupled ladders as shown in Fig. 4.25 (a). All bonds are antiferromagnetic
but the relative bond strength can be tuned by parameter λ to go from completely
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decoupled ladders (λ = 0) to a 2d square lattice (λ = 1).
Fig. 4.25 (a) also shows the two different phases: On one side a gapped para-
magnetic ground state (A) for weakly coupled ladders with singlet valence bonds
(ovals) on the ladder rungs. It is characterized by the finite spin-gap ∆ > 0. On
the other side a long-range ordered antiferromagnetic ground state (B) for strongly
coupled ladders with collinearly ordered local moments. It is characterized by a
finite spin-stiffnes ρs > 0. Fig. 4.25 (b) shows the corresponding phase diagram.
For T = 0 phase A is stable for 0 < λ < λc where a second order quantum phase
transition leads into phase B which is stable for λc < λ < 1. For T > 0 we have
extended phases of quantum disorder for λ < λc, T < ∆ and quasi long-range
order for λ > λc, T < ρs divided by a quantum critical regime for ∆ < T < J
(ρs < T < J) for λ < λc (λ > λc) and of course λ = λc. The well known bulk
susceptibilities for small T (see e.g. Ref. [32]) are
χb ∝ ∆e−∆/kBT for λ < λc
χb = χb⊥ ∝ ρs for λ > λc
χb = C2kBT for λ = λc (4.47)
For T → 0 the χb vanishes exponentially for the disordered phase while it is constant
due to transverse spin-wave fluctuations for the ordered phase. In the quantum
critical regime it is linear in temperature with a universal prefactor C2 which can
obtained by scaling (see Ref. [116]).
The impurity susceptibility χimp obtained by a ε = 3− d expansion of a contin-
uum φ4 theory by Sachdev et al. [8] for the three regimes is
χimp = S(S + 1)/(3kBT ) for λ < λc
χimp = S
2/(3kBT ) + 2/3χimp⊥ for λ > λc
χimp = S(S + 1)f(ε)/(3kBT ) = Seff(Seff + 1)/(3kBT ) for λ = λc (4.48)
with f(ε) a scaling function which we will discuss below. The factor 1/3 is again
due to rotational averaging. The first important result is that the impurity shows
a Curie signature in the susceptibility for small T similar to a free spin.
For λ < λc the impurity behaves like a free quantum spin with length S(S + 1).
Since the model holds for arbitrary kinds of impurities, Eq. (4.48) can be used as
the definition of S regarding the size of the impurity moment, which is always a
multiple of an integer or half-integer depending on the microscopic details.
For λ > λc the impurity shows a more classical behavior with a prefactor S2
instead of S(S + 1). The reason is the following: For T > 0 there is no long-
range order due to the Mermin-Wagner Theorem [31]. For small T however the
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correlation length ξ is rather large so that due to the spin stiffness ρs a part of the
bulk order can rotate in accord with the impurity moment. Therefore the effective
moment responding to the infinitesimal field has a certain extent and behaves like
a (quasi) classical object. However, for collinear order the total magnetic moment
is still quantized so that S has to be an integer or half-integer number. We will
comment on the the constant transverse part further below.
For λ = λc (and the QC region) we also see a Curie law with according prefactor.
But although the quantum prefactor S(S + 1) enters the equation it is strongly
modified by a universal function f(ε) of the expansion parameter ε = 3 − d. It
is universal in the sense that it is independent of microscopic details. We will
discuss its form in detail further below. The interesting fact is that one can rewrite
the prefactor as Seff(Seff + 1) with Seff(ε) an universal fractional magnetic moment
which is neither integer nor half-integer. One interpretation is that the impurity is
partially screened by strong quantum critical fluctuations.
Before we discuss the three cases in more detail we want to emphasize that
almost all probed systems show a quantized Curie prefactor. The first fractional
prefactor found by Sachdev et al. is one rare exception restricted to the immediate
vicinity of a quantum critical point in a certain class of systems.
Quantum Disordered Phase
Signs of impurity-induced Curie divergences in quantum disordered systems were
found 1997 by Sandvik and collaborators [7] in a study we already discussed par-
tially in Sec. 4.1.1. They study spin-1/2 ladder systems with (even legs) and
without (odd legs) a spin gap with their QMC method. For a gapless system an
impurity is associated with a free moment. When the number of holes on sublattice
A is different from the number of holes in sublattice B (i.e. NA − NB 6= 0) they
find Curie tails in the susceptibility. In this case the free impurity moments cannot
pair with each other completely, and thus the ground state is not a singlet. The
net impurity moment S = |NA −NB| gives rise to a Curie divergence.
For a gapped system like the one discussed above (see Fig. 4.25) they find Curie
like tails in a certain temperature range. Here the local moments are not free but
induce a texture of localized moments around them. These islands inside the spin
liquid can respond to the field even if the total ground state is S = 0. This is
different from the renormalized classical regime in the 2d square lattice where the
impurity-induced moments are always tied to the underlying bulk order. In a finite
gapped system χimp(T ) will eventually vanish for T → 0 but in the thermodynamic
limit true divergences arise. However, they are not truly of Curie form but show a
non-trivial form due to interactions (see Refs. [76, 75]). But for a single vacancy
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S(S + 1)/(3kBT ) becomes exact for T → 0 as in stated by Sachdev et.al. [8].
Quantum Critical Regime
The fractional Curie prefactor of Eq. (4.48) was obtained in 1999 by Sachdev et
al. [8] and later elaborated in 2000 by the same group of authors (Vojta et al.
[71]). They used a RG expansion of a φ4 model with small parameter ε = 3 − d.
A different approach with a fixed-length representation and ε = d− 1 was used by
Sachdev and Vojta [10] in 2003. Again they found a universal fractional prefactor
although with some differences. Approaching the transition from the ordered side
this time a classical factor S2 enters the equation leading to an effective fractional
prefactor of form S2eff. For d = 2 (ε = 1) they got a quantitatively different
result. However, they qualitatively show basically the same behavior of a universal
fractional moment. For more details and a discussion about the accuracy of the
expansions for d = 2 we refer to Refs. [8, 71, 10]. The authors expect for both cases
S2/3 < C1 < S(S + 1)/3 with C1 = Seff(Seff + 1)/3, S2eff/3 respectively.
In 2007 Höglund and Sandvik [11] found the same kind of Curie tail in a dif-
ferent type of quantum critical system. QMC studies on a 2d-bilayer system with
impurity spins S = 1/2, 1 (realized either by a vacancy or a local sign change in
the interactions) confirmed a fractional prefactor, although with C1 > S(S+ 1) for
the S = 1/2 case. The question about the size of the prefactor is still open. But
its universal fractional nature is well confirmed.
(Quasi) Long-Range Ordered Phase
A good numerical confirmation of a classical Curie prefactor in quasi-long-range
ordered magnets was also given by Sandvik et al. [7]. QMC studies on finite 2d
square lattice HAFM (see also Sec. 4.1.1) found divergences for S = |NA−NB| 6= 0
where NA,B is again the number of vacancies on sublattices A,B. They argued
that because the inert impurities are not associated with free local moments but
locked to the local order, a S = 0 state has to be always non-divergent.
As mentioned above Sachdev et al. [8] later established a continuum for-
mula for collinear antiferromagnets which explained the classical curie prefactor
in Eq. (4.48). While the classical T > 0 term S2/(3kBT ) comes from longitudi-
nal fluctuations they also gave a detailed expression for the transverse term χimp
using their ε = 3 − d expansion (see Ref. [8] for details). For d = 2 it reduces to
χimp = C3/ρs with a T-independent prefactor C3.
In 2003 QMC studies by Höglund and Sandvik [3] confirmed the constant term
in leading order but found a sub-leading term with a log(T ) dependence. They also
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used an effective few-spin model which reproduces the leading order terms well but
was not able to capture the correction. The log correction was broadly confirmed
in the following years by several methods including a cluster, a spin-wave and a 2d
nonlinear-σ approach by Sushkov [4] and more QMC studies for different types of
impurities by Höglund and Sandvik [68]. The log-correction was only found in 2d,
while in 3d models only showed the classical Curie term plus a constant.
Contemporarily, Sachdev and Vojta [10] also confirmed the sub-leading term
with using the ε = d − 1 approach discussed above. This hard-spin approach was
able to reproduce the log(T ) term which the soft-spin approach was not able to.
The full impurity susceptibility for T → 0 and d = 2 is given by
χimp =
S2
3kBT
+
1
3πρs
ln
(
C
T
)
+O(T ) (4.49)
with C a constant.
The different contributions where later extensively studied by Anfuso and Eggert
[74]. They analyzed the impurity contributions of the local finite-T response to a
small field (Knight Shift) χ(r) = β
∑
i〈Ŝzi Ŝzr〉 i.e. the local components of χimp(T ).
Dividing the results in different parts, they find that around 60% of the Curie
Term results from long-range order, while 40% of S2/(3kBT ) and sub-leading log-
terms arise from the vicinity around the vacancy, i.e. the distortion of quantum
fluctuations discussed earlier in Secs. 4.1.1, 4.1.2.
4.3.2. Results: Finite-T Impurity Susceptibility for the Triangular
Lattice HAFM
In this part we ask the question if the fractional impurity moment in non-collinear
ordered magnets discussed in Sec. 4.2.2 can be observed as a classical fractional
prefactor of a Curie divergence in the impurity susceptibility χimp(T ).
All cases discussed in Sec. 4.3.1 are for collinear magnets where the impurity
moment is quantized. For low T the long correlation length ξ locks the vacancy
to the staggered bulk order, leading to quasi-classical behavior with a prefactor S2
rather than S(S + 1). But still the impurity moment entering the prefactor is an
integer or half-integer number S.
In Sec. 4.2.2 we saw that a vacancy in the non-collinear ordered triangular lattice
HAFM creates a distortion in the T = 0 ground state. That leads to a fractional
effective moment that is non-universal i.e. depends on microscopic parameters and
the coupling of the impurity to the lattice (here six missing bonds due to a vacancy).
The partial screening of the vacancy moment will remain intact at small T > 0
because of the large correlation length. We expect a Curie response corresponding
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Figure 4.26.: Monte Carlo results for χimp as function of T/S2, calculated with JS2 = 1 and k = 0. The
dashed line shows the predicted Curie law m2/(3T ) with |m/S| = 0.04. The inset shows the low-T data
in a log-log plot. Fig. taken from Ref. [112] for system sizes L = 9, 12.
to a fractional impurity moment per vacancy.
We perform classical Monte Carlo simulations for finite-size systems using the
standard Metropolis algorithm [113]. Since the distortion exists on a classical level
the effects should be already captured by this classical calculation. Using Eq. (3.47)
from Sec. 3.1.3 we calculate the total uniform susceptibility
χ(T ) =
1
3T
〈(
N∑
i=1
Si
)2〉
(4.50)
where Si is the classical spin, 〈. . . 〉 the oriental average and kb ≡ 1. As always we
subtract the result for the clean system from the results with a vacancy present to
obtain χimp(T ). Finite-size dependence is negligible because the impurity moment
m is nearly independent of the system size L (see Fig. 4.5 (b)).
Fig. 4.26 shows the results (published in Ref. [112]) both unscaled and in a log-
log-plot (inset). While the behavior for higher T is more difficult to analyze due
to relatively large error bars, for low T we clearly see a Curie divergence. The blue
dashed line represents the expected m2/3T behavior with |m/S| = 0.04 (compare
Eq. (4.4)) which is perfectly consistent with our data within error bars.
The vacancy-induced distortion indeed responds to the infinitesimal field leading
to a fractional Curie prefactor in a classical system far away from criticality. We
expect similar results for all types of non-collinear order. Quantum effects should
alter the result quantitatively and lead to sub-leading log(T ) terms due to goldstone
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modes, just like for the collinear case. We leave the question for possible future
research.
For more than one vacancy we expect Curie contributions observable for low
concentrations where interactions between the vacancies via distortion clouds are
negligible. In principle, it should be observable in experiments, since Curie tails
due to impurities are observed in magnets as a matter of routine. We will discuss
more about experimental probes and finite numbers of vacancies in Chapter 6.
With this central result of a fractional Curie prefactor we conclude this chapter
about the zero-field case and continue with vacancies in finite magnetic fields.
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5. Vacancy in a Magnetic Field
In this chapter we continue the vacancy discussion from the previous chapter in
the presence of an external magnetic field H. The mostly non-collinear ground
states are susceptible to vacancy-induced classical distortions like for the zero-field
triangular lattice in Sec. 4.2. In the triangular lattice, the competition of geometric
frustration and biquadratic interactions on one hand, and a magnetic field on the
other hand leads to even more interesting distortion structures within both coplanar
and conical bulk states.
Particularly interesting is the low-field case, where we find a breakdown of linear
response physics for the limit h→ 0+. This singular behavior was originally found
in Ref. [112] and extensively studied in Ref. [117]. It results from the interplay of
the vacancy-induced distortion with a diverging magnetic length scale lh ∝ 1/h,
which leads to a universal and singular screening cloud.
Chapter 5 is structured in two parts:
In Sec. 5.1 we will show a numerical results for the square lattice as well as
for the triangular lattice with both positive and negative biquadratic interactions.
Studying the vacancy phase diagram we will discuss the whole field range from
high fields close to saturation, mid-range fields where interesting plateau-physics
may occur, to a fascinating singularity for h→ 0+.
In Sec. 5.2 we will focus entirely on the phenomenon of linear response break-
down. We will give a more detailed analysis of numerical results for the low field
sector and give physical and analytical explanations for the singular screening.
5.1. Numerical Calculation: Three Cases
In this section we will show energy minimization, to determine the classical ground
state for a vacancy in a classical Heisenberg antiferromagnet with finite magnetic
field H and biquadratic interaction K
H = J
∑
〈ij〉
Ŝi · Ŝj +K
∑
〈ij〉
(
Ŝi · Ŝj
)2
−H
∑
i
Ŝz0i (5.1)
where the K-term will be used in the triangular lattice to lift the ground state
degeneracy.
We study three cases: The square lattice in Sec. 5.1.1, the triangular lattice
with positive biquadratic term (K > 0) in Sec. 5.1.2, and the triangular lattice
with negative biquadratic term (K < 0) in Sec. 5.1.3.
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5.1.1. Square Lattice: Spin-Flop States
The first system we want to describe is the square lattice HAFM in a magnetic field
(see. Eq. (5.1)). Since in the square lattice we always have a unique ground state
we set K = 0. As discussed in Sec. 4.1 in zero field and SU(2) symmetry there is
no classical vacancy-induced distortion. However, the quantum corrections show a
distortion with power law decay supported by low-energy Goldstone modes.
The finite-field bulk state was described in Sec. 3.3.1. The spins continuously
cant towards field direction. With h 6= 0 and U(1) symmetry, there is only one
Goldstone mode, connected to rotations around field axis. If the distortion is
coplanar in a plane cut by the field axis, it cannot couple to a Goldstone mode and
thus we expect the distortion to decay exponentially with a length scale lh ∝ 1/h.
This length scale diverges in the limit h→ 0+ where the bulk approaches a spin-flop
state with spins perpendicular to the field.
Literature Interlude
Before we will discuss our numerical results, we want to summarize prior studies
from the literature.
For the square lattice HAFM a study by Eggert et al. in Ref. [5] showed that
a vacancy in an applied field generates spin textures on top of the long-ranged
bulk order. As shown in the article by Quantum Monte Carlo simulations as well
as analytical methods, an alternating order is induced parallel to the field. The
reason is a competition between aligning the vacancy moment and inducing a bulk
moment. The resulting spatial distortion consists of local spin tiltings on top of
the spin-flop bulk state, which shows alternating order only normal to the field.
Fig. 5.1 (a) from Ref. [5] shows a mean-field picture of that state, i.e. neglecting
spatial fluctuations. The alternation is between the sublattice of the vacancy (blue)
and the other one (red). Each sublattice can be represented by a super-spin SNµn̂µ
with n̂µ = (sin θµ cosφµ, sin θµ sinφµ, cos θµ) with µ = A,B, φB − φA = π and
NA = NB − 1 with the vacancy on sublattice A. The sublattice angles and the
canting/tilting angles are related as follows:
δ = [π − (θA + θB)]/2
α = (θB − θA)/2 (5.2)
While δ describes the uniform canting of the bulk state, α shows the vacancy-
induced tilting.
We introduce this naming convention here, because we will refer to the analytical
calculations of Ref. [5] throughout this chapter. The relation to the convention used
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Figure 5.1.: (a) Mean-Field picture of vacancy-induced alternating order in a square lattice HAFM in a
magnetic field (green arrow). The left part shows the spins of the two sublattices (red and blue) in the
vicinity of a vacancy (black dot). The right part shows two super-spins each representing one sublattice.
The two angles δ (bulk) and α (vacancy-induced) determine the relative orientation. Fig. taken from
Ref. [5]. (b) Same picture in naming convention of the thesis: The angle θ measured from the field-axis
ẑ. θ0 = π/2− δ represents the bulk, δθ = ∓α the distortion.
in previous parts of this thesis is shown in Fig. 5.1 (b). The angle θ = θ0 + δθ with
θ0 bulk and δθ distortion part is the standard spherical angle measured against
the field axis. While the angles δ and α are constant (positive) in the sense that
they define a fixed relation between sublattices, the distortion angle δθ changes
sign between sublattices.
θµ = θ0 + δθµ = π/2− δ ∓ α
θ0 = (θA − θB)/2 = π/2− δ
δθA,B = ∓α (5.3)
where we used Eq. (5.2). Within this convention the distortion angle δθi = (−1)iα
alternates from site to site.
We will summarize the analytical results here shortly, but refer to a more detailed
discussion later in Sec. 5.2.3. For the mean-field model Eggert et al. found two
remarkable results: First, for small fields the tilting angle α becomes larger than
the bulk canting δ. Second, in the thermodynamic limit N  Jβ the authors found
the induced moment (and thus the tilting α) to be independent of the field for small
enough temperatures and macroscopic N respectively (Nχ⊥B2  T ). However,
in this limit the moment is only finite, if we assume finite clusters or finite system
sizes respectively. For a single vacancy in a clean ground state and N → ∞ the
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Figure 5.2.: Quantum Monte Carlo results by Eggert et al. from Ref. [5] for the S = 1/2 square lattice
HAFM. The main plot shows the staggered moment malt as a function of distance to the vacancy r for
several fields and fixed temperature of T = 0.025J . The dashed line is the analytical fit-function from
Eq. (5.4). The first inset shows the same observable for fixed field B = 0.2J and several temperatures on
a logarithmic scale. For T > 0.1J the numerics begin to deviate from the analytical fit. The inner inset
shows the alternating field-parallel moment on the square lattice for fixed B = T = 0.1J . Fig. taken
from Ref. [5].
moment vanishes for any finite field, since 〈m〉 = 〈sinα〉 ≈ S/(2NBχ⊥).
For a more realistic model allowing spatial fluctuations Eggert et al. calculated
the induced magnetic moment both analytically and numerically. In both cases the
authors found an alternating order parallel to the field which decreases exponen-
tially with distance to the vacancy. The staggered moment malt(r) ∝ 〈sinα(r)〉 is
reflected in the distortion angle α. The analytical result for two spatial dimensions,
using an effective continuum model discussed in more detail in Sec. 5.2.3,
〈mz(r)〉 = (−1)rmmax
sB
2πρs
K0
(
Br
c
)
(5.4)
decays mit the modified Bessel function K0(x) which, means exponentially in lead-
ing order for x 1. ρs is the spin stiffness and c the spin-wave velocity. There is
no power-law decay because the field prevents a coupling to Goldstone modes and
instead introduces a magnetic length scale, which is here l = c/B. The result shows
no temperature dependence as well as no dependence on any microscopic parame-
ters. Therefore, it should be universal for long-range ordered Heisenberg magnets,
in the sense that microscopic details only enter in prefactors as well as the length
scale. However, for non-collinear magnets the theory has to be modified because
of the zero-field distortion, which will be discussed in Sec. 5.1.2 and following.
This result was confirmed by Quantum Monte Carlo results for the S = 1/2
square lattice shown in Fig. 5.2. The distortion is still coplanar with the field
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axis. The main plot shows the decay of malt(r) with distance r to the vacancy
for several magnetic fields B at constant temperature T = 0.025J . The dashed
black line shows the analytical result of Eq. (5.4) which fits perfectly for all fields.
The inset shows different temperatures for a fixed magnetic field B = 0.2J . For a
temperature T = 0.1J the data still fits well with the analytics, while for higher T
the temperature independence breaks down and the results deviate from Eq. (5.4).
For at least a temperature range of T < 0.1J , obviously including the ground state,
the results provide no indication of any temperature dependence. As seen in the
second inset (for B = T = 0.1J) the distortion is spatially isotropic on a long-range
scale and alternates between sublattices.
Later the same form of universal decay was found by Shinkevich et al. [6] for a
continuum spin-wave calculation with coupled impurity spin.
Impurity Moment
Now we present own numerical results for the classical square lattice HAFM system.
The most important results were published in Ref. [117] in collaboration with Eric
Andrade and Matthias Vojta. All the main results of this chapter are classical.
Lowest order quantum corrections will only quantitatively modify the results.
As shown in Sec. 3.3.1 the bulk magnetization density goes asM/(NS) = h/hsat
between h = 0 and h = hsat = 8, using again the normalized field h = H/(JS).
Thus the bulk canting angle is θ0 = arccos(h/hsat) which means starting from
θ0 = π/2 it first decreases linearly with −h/hsat in leading order and later arrive at
saturation (θ0 = 0) with a divergent slope as
√
hsat − h. We may keep that in mind
for our discussion. A detailed analysis of the distortion angle will follow further
below.
Fig. 5.3 shows the vacancy contribution to the uniform magnetic moment m(h)
which is again the difference of the total magnetizations for the system with and
without vacancy. Since the magnetization always points in field direction, m is the
sum over the field-parallel components of the induced local moments
m = |M −M 0| =
N∑
i=1
(
m||,i −m0||,i
)
(5.5)
We calculated m(h) for a variety of systems sizes and extrapolated the thermody-
namic limit by finite-size scaling. Fig. 5.3 (b) shows finite-size data for a set of
fields. For a saturation of m the field-induced magnetic length scale lh ∝ 1/h has
to be smaller than the system size. For L ≥ lh finite-size scaling works and we can
properly extract the L→∞ value. Since lh diverges for h→ 0+ large system sizes
are required for small fields.
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Figure 5.3.: Vacancy-induced effective magnetic moment m(h) for the square lattice HAFM. (a) Red
crosses show the classical result m(h)/S against the normalized field h = H/(JS), obtained for system
sizes up to L = 768 and finite-size extrapolated to L→∞. The green circle is the zero-field value m0/S.
The blue dots show quantum corrections m(0)(h) in leading order 1/S, here L ≤ 50. The horizontal
dashed line shows the saturation field Hsat = 8JS and the inset shows the small-field behavior with a
fit m(h) ∝ h lnh. Arrows above the plot indicate bulk spin configuration. Fig. taken from Ref. [117].
(b) Finite-size data for m(h)/S against 1/L for several fields. For L > lh m saturates so proper finite-size
extrapolation is possible, with lh ∝ JS/H.
Fig. 5.3 (a) shows the L → ∞ results for m(h) (red crosses). The spins on the
top indicate the associated bulk state for better orientation. The first and most
striking result is a complete breakdown of linear response. In the limit h→ 0+ we
expect moment m(h) to approach its zero-field value m(h = 0) = m0. As explained
in Sec. 4.1.1 this value is exactly the value of one missing spinm0 = S (green circle).
Instead of approaching m0, the curve approaches zero i.e. m(h→ 0+) = 0.
This result is remarkable in two ways: First, at h = 0+ the behavior is singular,
i.e. the effective moment jumps discontinuously with the application of an infinites-
imal field, since m(h → 0+) 6= m(h = 0). A breakdown of linear response means
that in presence of a vacancy the non-zero-field ground state has to fundamentally
differ from zero-field one. We will elaborate the argument in Sec. 5.2, where we
also show more numerics, focused on very low fields and even give a full analytical
explanation of the singular physics.
Second, in the limit h → 0+ the moment does not approach a finite value but
vanishes completely. Thus, we see a semi-classical version of perfect screening, a
phenomenon previously only observed for systems whose nature is entirely con-
trolled by quantum fluctuations, e.g. for Kondo systems. The inset of Fig. 5.3 (a)
shows the weak-field limit1 and a fit to m(h) ≈ h lnh. This result will also be
elaborately discussed in Sec. 5.2.
1Special thanks to Eric C. Andrade for providing additional low-field data for large systems.
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Figure 5.4.: Vacancy-induced lowest-order 1/S quantum-corrections δmQ1,Q2(h)/S to the effective mag-
netic moment m(h) for the square lattice HAFM and low fields H. (a,c) show N → ∞ data (red dots)
as a function of the normalized field h = H/(JS). The combined contributions δmQ1 + δmQ2 correspond
to the blue data points m(0) in Fig. 5.3 (a). The blue dashed lines correspond to h→ 0+ extrapolations
and are compatible with perfect screening. (b,d) show finite-size data for δmQ1,Q2(h)/S against 1/L
for several fields in a double-logarithmic representation. For L > lh m saturates so proper finite-size
extrapolation is possible, with lh ∝ JS/H.
For now we want to emphasize that the break-down of linear response and
the perfect screening are two separate phenomena. While the former is a generic
property to long-range ordered magnets, the latter depends on details of the bulk
state. We come back to this point in Sec. 5.1.2 and Sec. 5.1.3 with the discussion
of the triangular lattice.
For finite fields m(h) we see a continuous evolution of m(h) for 0 < h < hsat.
Firstm increases, reaching a maximum of at about h ≈ 1.3 and then decreases until
it crosses zero at h ≈ 5.3 (at almost h/hsat = 2/3). We explain this point further
below when we study the distortion structure. From this point on it decreases
further, leading to an effective moment in opposite direction to the field. It arrives
at saturation with infinite slope, at a value of m(hsat) = −S. This is exactly one
unscreened missing spin, where all spins are aligned with the field. Unlike at h = 0
no jump occurs. The infinite slope of m mirrors the infinite slope of the bulk
angle θ0 ≈
√
hsat − h and is associated with a diverging correlation length. For
completeness, finite-size effects and the importance of spatial fluctuations will be
discussed in App. B.1 of the Appendix, by comparing the L→∞ results with both
102 5 Vacancy in a Magnetic Field
small systems and a mean-field approach.
The blue circles in Fig. 5.3 (a) show leading-order 1/S-corrections tom(h). They
do not qualitatively change the result of a singular limit h→ 0+ and are consistent
with perfect screening. Because of smaller possible system sizes it is more difficult
to extrapolate to the N →∞ limit both close to zero field and saturation.
Fig. 5.4 shows the two lowest-order contributions δmQα(h)/S (α = 1, 2) for small
fields. (see Eq. (4.42) in Sec. 4.2.5). δmQ1 (upper panel) is the correction arising
from the distortion in spin length 〈â†i âi〉, while δmQ2 (lower panel) results from
mean-field angle corrections δθ̃i. For the explicit calculation we refer to Sec. 3.1.4
and Sec. 4.2.5. Fig. 5.4 (a,c) show finite-size extrapolated data down to h = 0.4 (red
dots). An extrapolation to h→ 0+ (blue dashed lines) shows that both corrections
are compatible with perfect screening. Fig. 5.4 (b,d) show those corrections as a
function of inverse system length 1/L. We use a double-logarithmic representation
to resolve the the small variations. Qualitatively, the quantum corrections do not
change the classical results.
Distortion Angles and Length Scale
To study the vacancy-induced distortion we calculate the distortion angle δθi for
every lattice site. Since the canting angle θ is measured from the field axis (with
θ = 0 in field-direction and θ = π/2 normal to the field), δθ > 0 corresponds to a
rotation away from the field axis towards the spin-flop plane. To assure continuity
with Sec. 4.1 we will use the same color convention of R (red) and B (blue), with
the vacancy sitting on the R sublattice.
To illustrate the shape of the distortion we pick two field-values from 0 < h <
hsat = 8: One for small fields (m(h) > 0) relatively close to the spin-flop transition
and one for higher fields (m(h) < 0) closer to saturation (compare with Fig. 5.3).
Fig. 5.5 shows the distortion structures in 3d (a,b) as well as cuts through the
lattice (c,d) for h = 1 (left) and h = 7 (right).
Two fundamental differences catch the eye: While for low fields the distortion
alternates between the two sublattices for high fields all angles are tilted in one
direction towards the field axis. For low fields the whole B sublattice is tilted
against the field axis (δθBi < 0), while the R sublattice of the vacancy is tilted in
the other direction (δθRi > 0). As expected for all fields the most distorted sites
are the nearest neighbors to the vacancy, with the rest of the distortion spatially
decaying with distance r. Different from the zero-field distortion in the triangular
lattice (see Sec. 4.2.2) the distortion cloud is fully isotropic (s-wave).
The left and right panels of Fig. 5.5 represent the two qualitatively different
shapes of the distortion, i.e. left and right of the m = 0 transition at h ≈ 5.3
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Figure 5.5.: Vacancy-induced local distortion angle δθi for the classical square lattice HAFM with external
magnetic field h. (a), (b) 3d representation of the distortion structure with vacancy in the center.
(c), (d) Cuts through the lattice with vacancy at r = 0. Two different fields h = 1 (left) and h = 7 (right)
represent two distinct shapes representive for low- and high-field behavior. Sublattice color code R,B
with vacancy on sublattice R.
(at almost h/hsat = 2/3) where the effective moment changes sign. Apart from
that they evolve continuously with the field. The decay is coupled to the magnetic
length scale lh1 ∝ 1/h which leads to a faster decay with increasing field. While the
nearest neighbors to the vacancy remain relatively stable, the rest of the distortion
becomes suppressed. At a certain point hC the distortion has vanished almost
completely leaving only the nearest neighbors distorted, while δθi = 0 for all other
sites. At this point the four neighbors are able to screen the vacancy leaving an
effective moment of m = 0.
On the other side of this transition the distortion grows again, now with all spins
tilted in the same direction (δθi < 0). A second length scale lh2 ∝ 1/(hsat − h)
determines the further development as the distortion again decays slower towards
saturation.
The left panel of Fig. 5.6 shows |δθ(r)| in a logarithmic representation and long-
range exponential fits exp[−r/lh]. As expected the decay is exponential in leading
order (compatible with the Bessel K0(x) fitting from Eq. (5.4)). Fig. 5.6 (a) shows
data for 0 < h < hC with hC = 5.3 for a distortion with alternating order as in
Fig. 5.5 (a),(c). Here the length scale decreases with lh1 ∝ 1/h as is shown in
Fig. 5.6 (b). On the other side of the transition the distortion for hC < h < hsat
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Figure 5.6.: (a), (c) Vacancy-induced local distortion angles δθi for the classical square lattice HAFM and
several external magnetic fields h. Logarithmic representation of |δθi| with exponential fits exp[−r/lh]
for every single field. (b), (d) Magnetic length scales lh extracted from exponential fits. Upper panel:
Low fields 0 < h < hC with decreasing length scale lh1 ∝ 1/h. Lower panel: High fields hC < h < hsat
with increasing length scale lh2 ∝ 1/(hsat − h). Here hC represents the m = 0 transition in Fig. 5.3.
we have a distortion of the shape displayed in Fig. 5.5 (b),(d). The length scale
increases again with lh2 ∝ 1/(hsat−h) as shown in Fig. 5.6 (d). In between at hC the
length scale vanishes roughly at the minimum of |hsat× [2/h+1/(h−hsat)]/2|. This
corresponds to h = 2hsat/3 where the bulk spins (clean system) are 2/3 polarized.
The length scale diverges both at h → 0+ and h → h−sat. This singularity is
expressed through infinitesimally small distortions on the scale of the entire system.
However at h−sat the singular state coincides with the full polarized state at hsat
where all spins point in field direction. Here we get continuous transition for m(h)
(compare Fig. 5.3). At h → 0+ the singular state is fundamentally different from
the zero-field state. This leads to a discontinuous jump as linear response breaks
down. The singular screening cloud achieves perfect screening of m(h→ 0+).
5.1.2. Triangular Lattice: k > 0 Conical States
We now study the triangular lattice HAFM in a magnetic field and biquadratic
interactions (see Eq. (5.1) in the beginning of Sec. 5.1). It was introduced in
Sec. 3.3.3. A first study of the vacancy-induced distortion and the associated
impurity moment m(h) in coplanar states (k < 0) was originally published in
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Ref. [112] in collaboration with Lars Fritz and Matthias Vojta.
However, we want to present the conical case (k > 0) first, which main results
were published later in Ref. [117] together with Eric C. Andrade and Matthias
Vojta. The reason is that the conical bulk state made of umbrella-shaped spin
configurations (see Sec. 3.3.2 and Sec. 3.3.3) is related to the spin-flop state in
the square lattice, although more complex. Therefore, the impurity part of the
magnetic order resembles "spin-flop features" which are quite similar to the square
lattice case. The bulk magnetization densityM0(h)/(NJS) is shown in Fig 3.11 (a)
in Sec. 3.3.3. In comparison to the square lattice it is slightly curved, while the
curvature as well as saturation field hsat = 9(1 + 2k) depend on the value of k.
In Sec. 4.2 we have seen that for h = 0 (full SU(2) symmetry) a vacancy induces
a distortion in-plane with the coplanar 120◦ order, which couples to one out of three
low-energy Goldstone modes. More precisely, this mode at q = 0 is associated with
in-plane rotations causes a r−3 power law decay. The other two modes at q = ±Q
(with the ordering vector Q = (4π/3, 0)) represent out-of-plane rotations and thus
are left aside because of the coplanarity of the state.
With an external field h only one Goldstone mode is left, associated with the
reduced U(1) symmetry normal to the field. In the conical state described in
Sec. 3.3.3 the plane of the former 120◦ order is normal to the field, while the spins
are canted towards field direction. Hence, in-plane rotations (around the field axis),
associated with the spherical angle φ, still couple to the same Goldstone mode at
q = 0 as for h = 0, since this plane is still connected to a continuous symmetry. On
the other side out-of-plane rotations, associated with the spherical angle θ, cannot
couple to any low-energy mode and are instead governed by a magnetic length scale
similar to the square lattice case in Sec. 5.1.1.
The conical umbrella state therefore has mixed properties of two states we stud-
ied before: The 120◦ order (represented by φ) of the triangular h = 0 case and
the spin-flop state (represented by θ) of the finite-field square lattice. Thus a 3d
distortion has to consist of two parts, which are well separated due to our choice
of the coordinate system: First, an in-plane part with algebraic decay due to the
q = 0 Goldstone mode described by an distortion angle δφ. Second, an out-of-plane
part with exponential decay described by an distortion angle δθ. While the former
is expected to resemble features of the h = 0 case, the latter should resemble a
three-sublattice version of the spin-flop physics in the square lattice.
Since the impurtiy moment m(h) = M (h) −M 0(h) is enforced to be parallel
to the field and M|| = cos(θ) only depends on the canting angle, m(h) should
essentially show a spin-flop-like behavior with strong parallels to the square lattice
in Sec. 5.1.1.
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Figure 5.7.: Vacancy-induced effective magnetic moment m(h) for the triangular lattice HAFM with
positive biquadratic term k = 0.1. (a) Red crosses show the classical resultm(h)/S against the normalized
field h = H/(JS), obtained for system sizes up to L = 351 and finite-size extrapolated to L → ∞. The
green circle is the zero-field value m0(k)/S ≈ −0.04 + 1.83k. The horizontal dashed line shows the
saturation field Hsat = 9(1 + 2k)JS and the inset shows the small-field behavior with a fit m(h) ∝ h lnh.
Arrows above the plot indicate bulk spin configuration. Fig. taken from Ref. [117]. (b) Finite-size data
for m(h)/S against 1/L for several fields. For L > lh m saturates so proper finite-size extrapolation is
possible, with lh ∝ JS/H.
Impurity Moment
The effective vacancy moment m(h) for the k > 0 conical state is shown in Fig. 5.7
for k = 0.1. The overall shape stays the same for small k, while the results differ
slightly quantitatively. The saturation field (hsat ≈ 10.8 for k = 0.1) is shifted,
and the curvature of the bulk magnetization density M0(h)/(JSN) is increased.
Fig. 5.7 (b) again shows finite-size dependence for several fields, while Fig. 5.7 (a)
shows the N → ∞ evolution of m(h) from h = 0 to h = hsat. A comparison with
Fig. 5.3 in Sec. 5.1.1 reveals the differences to the square lattice results. The red
crosses once again show the finite-field data, while the green circle shows the zero-
field value. The latter is not S but a fractional number coming from a vacancy, that
is partially (under-)screened by the zero-field distortion described in Sec. 4.2.4. For
k = 0.1 it is m0 ≈ 0.143S, since m0(k)/S = −0.04 + 1.83k (see Sec. 4.2.4).
As expected, the general shape resembles the one in Fig. 5.3 (a). As we deal with
a modified spin-flop state, the impurtiy moment follows qualitatively the same path.
At h→ 0+ we see the same breakdown of linear response as before. Furthermore,
as shown in the inset, we get the same perfect screening m(h) ∝ h lnh, indicating
a similar field dependence of the relevant canting angle δθ leading to singular
screening.2 For finite field the moment increases until it reaches a maximum,
followed by a continuous decrease which ends with infinite slope in the saturation
2Again, special thanks to Eric C. Andrade for providing additional low-field data for large systems.
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value m(hsat) = −S.
The differences are mere quantitively but still important. The presence of the
zero-field distortion, which survives as a distortion of the field-independent angle
φ normal to the field, not only reduces m0 but also the size of m(h) including its
maximum. It is also determined by the three-sublattice structure. The sublattice
of the vacancy is accompanied with two equivalent sublattices without vacancy,
compared to the one in the square lattice. This also shifts the m = 0 transition
to smaller fields. In the end, the size of the biquadratic term k slightly alters the
magnitude of m(h), and shifts the the saturation transition to hsat ≈ 10.8 . The
m = 0 transition is for k = 0.1 at about h ≈ 3.0.
For completeness, we again compare our finite-size extrapolated data to both
small systems and mean-field results in App. B.2 of the Appendix.
Distortion Angles and Length Scale
We now study the structure of the distortion in more detail. Since it is non-coplanar
we show two separate distortion angles for θ and φ which show completely different
behavior. While δθ is the deviation from the canting angle θ it should be compared
with the square lattice angle in Sec. 5.1.1. On the other side, δφ is the deviation
from the 120◦ order perpendicluar to the field. Therefore, it should be similar to
the zero-field distortion angle in Sec. 4.2.
We start with δθ which is shown in Fig. 5.8 for two different fields. On the left
panel (a,c) h = 1 represents a low field near the spin-flop transition with m(h) > 0,
while on the right side (b,d) h = 7 represents a high field closer to saturation,
where m(h) < 0. For low fields the distortion is similar to the one in the square
lattice (see Fig. 5.5).
Fig. 5.8 (a) shows a separation of the sublattice of the vacancy (R) and the other
two (B,G). While the former tilts towards the plane normal to the field (δθ > 0),
the latter tilts in the opposite direction (δθ < 0). The distortion decays smoothly
on a length scale lh determined by the field. The inset shows a logarithmic plot
|δθi| along a cut through the system with the vacancy at r = 0. Different from
the square lattice, even far away from the vacancy the data points for different
sublattices do not collapse on a single curve, although decaying with the same
length scale.
The different sublattices are reduced by a constant factor. Relative to the va-
cancy sublattice R the other two sublattices B,G are reduced by a factor 1/4 and
3/4 respectively, with B ↔ G for different sides of the cut. On the average there
are two sublattices with negative tilting weighted with a factor 1/2 opposed to one
sublattice with positive tilting and factor 1, compared to the square lattice with
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Figure 5.8.: Vacancy-induced local distortion angle δθi for the classical triangular lattice HAFM with
external magnetic field h and positive biquadratic interaction k = 0.1. (a), (b) 3d representation of the
distortion structure with vacancy in the center. Insets show |δθ| logarithmically for cut through the lattice
with vacancy at r = 0. Sublattice color code R,B,G with vacancy on sublattice R. (c), (d) Density plots
of the same data in log-representation −sgn(δθi)/ ln |δθi|. Two different fields h = 1 (left) and h = 7
(right) represent low- and high-field behavior.
two opposing sublattices with the same prefactor. This remains true for all fields
h . 1. We might keep that in mind for the continuum calculation in Sec. 5.2.3.
Contrary to the square lattice, the separation in positive and negative tilting is
not as strict for all fields with m(h) > 0, but is for h & 1 subject to a continuous
change towards the high field sector. There is an increasing mixture of positive
and negative tilting on the same sublattice with increasing field. Fig. 5.8 (c) shows
the same data as a density plot with logarithmic scale. Besides the alternating
sign, it has an s-wave symmetry form-factor, i.e. it corresponds to the irreducible
representation of the group Z1.
For high fields, shown in Fig. 5.8 (b), the structure has changed completely.
Besides the faster decay, driven by a shorter length scale, we see a strong mixture
of positive and negative tilting within the same sublattice. In the vicinity of the
vacancy, the R sublattice is far less prominent than the other two. Again, the inset
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Figure 5.9.: (a,b) Logarithmic representation of |δθ| for R sublattice and k = 0.1 and several magnetic
fields. Exponential fitfunctions (solid lines) exp[−r/lh] for every single field. (c,d) Magnetic length scales
lh extracted from exponential fits. Left panel: Low fields 0 < h < hC with decreasing length scale
lh1 ∝ 1/h. Right panel: High fields hC < h < hsat with increasing length scale lh2 ∝ 1/(hsat − h).
shows a logarithmic plot |δθi| for a cut with the vacancy at r = 0. It shows a fast
regular exponential decay with all sublattice collapsed to a single line.
Fig. 5.8 (d) shows a emerging six-fold structure, i.e. a spatial anisotropy in the
distortion cloud. However, this structure is still classified as an s-wave and shows
no overall sign change between symmetry sectors as for zero field.
As we have seen in the insets of Fig. 5.8 (a,c) the sublattices do not collapse
on a single line. To do proper exponential fitting we have to fit the data for
every sublattice independently. Therefore Fig. 5.9 shows data for the R sublattice.
However, the result is independent of this choice. Left (right) panel shows data for
"low" ("high") fields. More precisely, it shows the field range, where the magnetic
length scale decreases (increases). Fig. 5.8 (a) and (b) show exponential fits to |δθi|
for several fields each. The extracted length scale lh is shown below in Fig. 5.8 (c)
and (d). Close to h = 0 as well as close to h = hsat the length scale diverges.
Compared to the square lattice (see Fig. 5.6 in Sec. 5.1.1) there a two main
differences. First, the length scale never vanishes completely but has a finite mini-
mum. This corresponds to the the smooth deformation between the low-field and
high-field configurations. This is different from the square lattice, where two states
with opposite and equal signs for the two sublattices are separated by one point
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hC , where the distortion vanishes everywhere but for the direct neighbor sites of
the vacancy. Second, the minimum itself is not located at the m(h) = 0 transition
at about h ≈ 3 (see Fig. 5.7) but at the point where the numerical value crosses
the mean-field curve m(h) − mMF (h) = 0 at hC ≈ hsat/2 = 5.4 (see Fig. B.2 in
App. B.2 in the Appendix).
The reason is the following: The difference between the numerical data and the
mean-field model is directly related to the distortion itself, because the mean-field
data is by definition the distortion-free state. A sign change indicates a change in
the evolution of the distortion. For the square lattice mMF (h) = 0 for all finite
fields (for N →∞). Therefore, the m = 0 transition is nothing else but a crossing
with the mean-field curve. Here, for the conical state, the curve of the effective
moment m(h) is deformed by the biquadratic interaction k-term, like the bulk
magnetization M itself. Sending k to zero (k → 0+) eliminates the curvature from
the mean-field data as well as for the full numerics. In this limit mMF (h) = 0 for all
finite fields and the minimum in the length scale corresponds again to a vanishing
effective moment.
We now analyze the second distortion angle δφ. Protected by a U(1) symmetry
perpendicular to the field, we expect no direct influence of the magnetic field.
Fig. 5.10 shows 3d (a,b) as well as density (c,d) plots of δφ for the same fields (left
h = 1, right h = 7) as for δθ in Fig. 5.8. As expected, this part of the distortion
does not only stay qualitatively the same over the whole field range.
It also shows all the features of the zero-field distortion (see Sec. 4.2.2 and
Sec. 4.2.4). The sign changes for all sublattices between six symmetry sectors,
which can be seen best in density plots (c,d). Thus, the zero-field f -wave sym-
metry is fully intact for all finite fields. The quantitative differences seen in the
plots are only indirectly caused by the magnetic field, due to the U(1) symmetry
protection. While the projected 120◦ bulk state perpendicular to the field does not
change qualitatively, the length of each perpendicular component of the bulk spins
decreases until it vanishes at saturation. This influences the distortion, as we can
see most of all in the direct vicinity of the vacancy as we compare 5.10 (a) and (b).
Like the symmetry, the long distance decay is qualitatively independent of the
field. Fig. 5.11 shows a logarithmic plot of |δφ| along a cut through the system.
Plot (a) shows several low fields while plot (b) shows several high fields like for
|δθ| in Fig. 5.8. The result is remarkable: For low fields all data can be fitted
with a single r−3 power law. With decreasing field we see slight deviations as the
sublattices spread away from each other. For high fields the date gets shifted by
a constant, but still showing r−3 decay. As expected there is no influence of a
magnetic length scale, which would lead to exponential decay. The U(1) symmetry
guarantees support of the remaining Goldstone mode, leading to the exact same
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Figure 5.10.: Vacancy-induced local distortion angle δφi for the classical triangular lattice HAFM with
external magnetic field h and positive biquadratic interaction k = 0.1. (a), (b) 3d representation of the
distortion structure with vacancy in the center. Sublattice color code R,B,G with vacancy on sublattice
R. (c), (d) Density plots of the same data in log-representation. Two different fields h = 1 (left) and
h = 7 (right) represent low- and high-field behavior.
decay as for h = 0. The same overall power law applies for every field.
Our choice of coordinates lets us separate the two angles such, that the δφ part
of the distortion is almost independent of the magnetic field. That means that
the effective magnetic moment m(h) in Fig. 5.7 is almost completely determined
by the spin-flop physics of the δθ canting angle. Therefore the results are very
similar to the square lattice. The field independent part δφ is nothing but the sur-
viving zero-field distortion. It generates an intrinsic pre-screened effective moment
perpendicular to the field. This moment has to be screened instead of the bare
transverse component of the vacancy in the square lattice. Therefore not only the
zero-field value differs, but also the size of m(h) becomes indirectly modified for
finite fields.
Since this constant modification has only quantitative consequences, the singular
screening is entirely determined by spin-flop physics.
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(a) (b)
Figure 5.11.: Logarithmic representation of |δφ| for k = 0.1 and several magnetic fields. Solid lines show
power-law fit r−3 to all data. (a) Low fields 0 < h < hC . (b) High fields hC < h < hsat.
5.1.3. Triangular Lattice: k < 0 Coplanar States
After the k > 0 conical state we now attend the k < 0 coplanar order introduced
as well in Sec. 3.3.2 and Sec. 3.3.3. The vacancy study was originally published
in Ref. [112] in collaboration with Lars Fritz and Matthias Vojta. This was the
first official documentation of the linear-response breakdown for a single vacancy
in a HAFM. The study was then complemented by Ref. [117] together with Eric
C. Andrade and Matthias Vojta, when it became clear that the singular limit is a
fundamental property of these kinds of systems, rather than a feature of a special
model.
With the non-trivial bulk order (Néel and 120◦ respectively) perpendicular to the
field, the field leads to uniform canting. Here the field lies within the plane of 120◦
bulk-order leading to a deformation of the 120◦ with increasing field, started with
Y -states and continued by V -states, intermittent by a 1/3-magnnetization plateau
(see Fig. 3.10 in Sec. 3.3.3). The bulk magnetization densityM0(h)/(NJS) is shown
in Fig. 3.11 (b) in Sec. 3.3.3. As well as for the k > 0 case, the k-term leads to a
curvature of the parts aside from the plateau. Plateau boundaries hp1 = 3(1−6|k|)
and hp2 = 3(1 + 2|k|) as well as the saturation field hsat = 9(1− 2|k|) also depend
on k.
Symmetry-wise, as the field now lies inside the plane of coplanar order, the
relevant in-plane rotations (now represented by polar angle θ, as φ ≡ 0) are not
protected by a U(1) symmetry any more. As a coplanar vacancy-induced distortion
evolves inside the bulk order, it cannot couple to any Goldstone modes and thus
does not have algebraic decay. It has to decay exponentially governed by a magnetic
length scale lh. As for the square lattice it can be described by a single distortion
angle δθ. This angle however is no longer a modification of uniform canting but
of different states (Y , UUD-plateau, V ) as the field increases. In comparison to
the conical state, the reduced complexity of a single angle is counterbalanced by
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(a) (b)
Figure 5.12.: (a) Sketch of the three sublattices R,G,B of a Y -state in a magnetic field h. Configuration
1 shows the vacancy spin (dashed blue) against field direction while configuration 2 shows the vacancy
spin (dashed red and green) on one of the branches partially towards field direction. For the triangular
lattice HAFM with negative biqadratic term k < 0, config. 2 is always energetically favorable. (b) Actual
distortion pattern initiated by a vacancy in configuration 2 (here R sublattice chosen).
an enhanced complexity of the distorted bulk state itself. The intrinsic zero-field
distortion is to be expected to survive as part of the finite-field distortion.
Another complexity comes due to the possibility of three inequivalent sublat-
tices. Before, the sublattice of the vacancy stood against a single non-vacancy
sublattice (square lattice) or two equivalent sublattices (conical states). The situ-
ation here is more complicated.
Fig. 5.12 (a) shows possible sublattice configurations for a single vacancy. We
see three Y -configurations with field direction ĥ. It is now possible for the vacancy
to be a missing spin against field direction (config. 1) or sit on one of the Y -
branches with a component pointing in field direction (config. 2). As it turns
out, here configuration 2 is energetically favorable, leading to a state with three
inequivalent sublattices. This state with distorted spins around the vacancy (again
on sublattice R) is shown in Fig. 5.12 (b). We will discuss details of this distortion
below.
The reason for this choice of configuration is the overcompensation of the zero-
field moment m0 (see Sec. 4.2.4). This overcompenation comes from the intrinsic
distortion, which overscreens the vacancy for all k ≤ 0. As it turns out, the
influence of this intrinsic part of the distortion is present for all fields. For low
fields, the under- (over-) compensated case vacancy configuration 1 (2) becomes
energetically favorable. Therefore, the evolution of the spin-configuration depends
crucially on the fact, that the original (h = 0) moment m0 was actually over- or
undercompesated.
As stated above, for the present model we have classical overcompensation for
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(a) (b)
Figure 5.13.: (a) Upper row: Sketch of the evolution of the coplanar bulk spin configurations for the
triangular lattice HAFM with negative biquadratic interaction k under an external magnetic field. The
shaded area indicates the 1/3 magnetization plateau. A single vacancy has the choice between two
sublattices. The middle (lower) row show the situation for under- (over-) compensation. The latter
features a first-order bulk phase transition inside the plateau. Fig. taken from Ref. [112]. For the
classical model with k < 0 the vacancy is always overcompensated. (b) Schematic of the details of the
plateau transition with net energy balance, determining the transition at exactly H = 3JS independent
of k.
every k < 0. However, additional terms in the Hamiltonian or the presence of
fluctuations could change that, as we have explained in Sec. 4.2.4.
Fig. 5.13 shows the bulk states (first row) as well as the two configurations 1 (2)
from Fig. 5.12 (a) in the second (third) row, as they evolve with increasing field.
The shaded area shows theM = 1/3 bulk magnetization plateau, which divides Y -
and V states.
If the zero-field state is undercompensated, the chosen sublattice (G) is ener-
getically favorable for all fields. When the Y -branches close to form the collinear
up-up-down (UUD) state, a missing spin down is already the state of choice. Leav-
ing the plateau phase, it smoothly continues into the V -state where the vacancy is
always located with the single-branch sublattice.
If the zero-field state is overcompensated, the scenario is more complex. The
vacancy stays on the same sublattice R when it enters the plateau phase. At some
point inside this phase a first-order bulk phase transition happens: The vacancy is
forced to change the sublattice. Since this is a collinear classical state the plateau
is governed by a mean-field picture which can be reduced to the energy balance of
the six nearest vacancy neighbors (see Fig. 5.13 (b)). In a collinear state the k-term
does not apply here, since it is biquadratic and does not distinguish between "up"
and "down". At exactly H = 3JS (independent of k) the transition happens and
the vacancy "changes sublattices" to G. From there on the further progression is
identical to the undercompensated scenario.
What we describe here as a "sublattice change" is actually quite subtle: If we fix
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Figure 5.14.: Vacancy-induced effective magnetic moment m(h) for the triangular lattice HAFM with
negative biquadratic term k = −0.07. (a) Red crosses show the classical result m(h)/S against the
normalized field h = H/(JS), obtained for system sizes up to L = 351 and finite-size extrapolated to
L→∞. The green circle is the zero-field value m0(k)/S ≈ −0.04 + 1.83k. The shaded area indicates the
1/3 magnetization plateau between hp1 = 3(1− 6|k|) and hp2 = 3(1 + 2|k|). The horizontal dashed line
shows the saturation field Hsat = 9(1−2|k|)JS and the inset shows the small-field behavior. Arrows above
the plot indicate bulk spin configuration. Fig. taken from Ref. [117]. (b) Finite-size date for m(h)/S
against 1/L for several fields. For L > lh m saturates so proper finite-size extrapolation is possible, with
lh ∝ JS/H.
the vacancy to a site in a finite system the bulk will rearrange to the lowest-energy
configuration. Thus, all spins will „change“ sublattice which leads to a effective
vacancy sublattice change without changing the site. If we take the thermodynamic
limit for every field value, the bulk on both sides of the transition differs by a Z3
permutation. Because the vacancy is immobile, the bulk "jumps" i.e. undergoes a
first-order phase transition. However, the thermodynamic observables only change
non-extensively, due to the Z3 symmetry underlying the bulk plateau phase.
Impurity Moment
As before, we now show the numerical N → ∞ results for the classical system
in Fig. 5.14 (a), while Fig. 5.14 (a) shows the finite-size dependence for several
fields. Again, the choice of a particular value k < 0 (here k = −0.07) only has
quantitative consequences. As said before, a different k-value shifts the boundaries
for the plateau (hp1 ≈ 1.74, hp1 ≈ 3.42 for k = −0.07), as well as the saturation
field (hsat ≈ 7.74 for k = −0.07) and the zero-field moment (m0 ≈ −0.0881S for
k = −0.07). By increasing the curvature of the magnetic bulk density M0/(JSN)
as a function of h beyond the plateau, it slightly influences the shape of m(h) as
well.
In the limit h → 0+ we see singular response as before. However, different
from the two spin-flop states in Sec. 5.1.1 (square lattice) and Sec. 5.1.2 (k > 0
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triangular lattice) there is no perfect screening. The effective moment ends up at
a finite value with m(h → 0+) = |m0|/2, well separated from the zero-field value
|m0| (green circle) 3. We will explain this important result in Sec. 5.2 when we
analyze the singular response limit in more detail.
As the shape of the bulk magnetization density suggests, the finite-field results
are much more complex than for the spin-flop states before. Below the plateau
m(h) first increases, followed by a rapid decline to m(hp1) = −S as it approaches
the 1/3-plateau at hp1. This transition is continuous although with infinite slope
and therefore similar to the transitions into saturation in the spin-flop cases. This
is logical, since the plateau phase itself is a (classical) fluctuation-free collinear
phase with all spins parallel to the field much like the saturated phase beyond
hsat. The absence of spatial fluctuations inside the plateau forces the distortion to
change quickly before disappearing in the UUD phase, where the impurity moment
is fixed to a multiple of S.
The physics inside the plateau (shaded area) are mean-field like and can be
easily understood with the picture of the first-order bulk transition in Fig. 5.13.
The evolution of the Y -state let to a missing spin up (m = −S). The sublattice
transition into a state with missing spin down implies a jump of m(h) to +S at
exactly H = 3JS. From there on m remains constant until the plateau phase is
over. The entire evolution for h < 3 is a direct consequence of the overcompensation
of the zero-field moment. In a hypothetical undercompensated scenario, m(h)
would have directly gone to +S at the entrance to the plateau where it would have
been constant over the entire plateau phase.
Beyond the plateau at m(hp2), m(h) again rapidly decreases, mirroring the tran-
sition at m(hp1). A second smooth evolution begins. m remains once more positive
until close to saturation where it again rapidly decreases to the saturation value
m = −S. This transition is qualitatively the same as for the spin-flop cases, al-
though happening much faster because of the increased proximity between plateau
and saturation field, compared with field-range between zero field and saturation
before.
A discussion of finite-size systems and mean-field apporach can again be found
in App. B.3 of the Appendix.
Distortion Angles and Length Scale
As explained above, the coplanar state for k < 0 can be described by only one
distortion angle δθ. Unlike the two previous cases in Sec. 5.1.1 and Sec. 5.1.2, we
3Positive in the Figure despite of the overcompensation. In the linear response limit the effective moment
is forced to show into field direction
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Figure 5.15.: Vacancy-induced local distortion angle δθi for the classical triangular lattice HAFM with
external magnetic field h and negative biquadratic interaction k = −0.07. (a,b) 3d representation of
the distortion structure with vacancy in the center. Insets show |δθ| logarithmically for cut through the
lattice with vacancy at r = 0. Sublattice color code R,B,G with vacancy on sublattice R. (c,d) Density
plots of the same data in log-representation −sgn(δθi)/ ln |δθi|. Left panel: Distorted Y -state below the
plateau at h = 1. Right panel: Distorted V -state above the plateau at h = 4.
are not dealing with a distortion of a canting angle perpendicular to the plane of
antiferromagnetic order. Here, θ describes a deformed 120◦ state, i.e. Y− (V -)
states below (above) the plateau. Inside the plateau the distortion is absent as
spatial fluctuations are suppressed.
The magnetic field lies within the plane of coplanar order. Therefore, there is
no coupling to any gapless mode, and the distortion should decay exponentially,
governed by a magnetic length scale lh. On the other hand, even without a field an
intrinsic distortion is present that should survive for finite fields. While for k > 0
the intrinsic part of the distortion is clearly separated from the field-induced part,
for k < 0 both intrinsic and field-induced parts of the distortion are confined to a
single plane. We expect a more complex structure than before.
Fig. 5.15 shows δθ for two different fields. On the left panel (a,c) h = 1 rep-
resents a low field Y -state below the plateau, while on the right side (b,d) h = 4
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represents a V -state above the plateau. Fig. 5.15 (a) shows a structure that locally
resembles the zero-field state (Fig. 4.6 in Sec. 4.2.2). With the vacancy again on the
R sublattice, the nearest neighbors (B,G) are most distorted, tilting in different
directions. However, the amount of tilting varies strongly between B and G spins,
because they are not longer equivalent.
As shown in Fig. 5.12 the bulk configuration is as follows: The vacancy sublattice
R is one of the two upper Y -branches, the other one is represented by B. The G
sublattice consists of spins on the lower Y -branch, pointing in opposite direction
to the field. Because R spins sit on the same sublattice as the vacancy, and the
other two types B,G (including the nearest neighbors) have completely different
bulk directions, all three sublattices are inequivalent. This is different from the
k > 0 conical case, where the state was symmetric under B ↔ G exchange.
Locally, the nearest neighbor spins rotate in opposite directions. But while the
B spin on the upper Y -branch (δθ < 0) rotates strongly into field-direction, the G
spin on the lower branch (δθ > 0) rotates to a far lesser amount. The sign of the
nearest neighbor spins is transported to their close neighbors, creating a local six-
fold pattern similar to the zero-field case with its six symmetry sectors (Fig. 4.8 in
Sec. 4.2.2). The majority of the sites, including the R spins closest to the vacancy
(each located on a symmetry line), as well as the sites far away from the vacancy,
rotate in the same direction (δθ > 0).
The reason for this behavior is an overlap of two structures with different ro-
tation symmetry. A large s-wave part covering the whole system competes with
a shorter-ranged f -wave part, locally resembling the zero-field distortion. While
the former stands for a isotropic rotation with (δθs > 0), the latter changes sign
between symmetry sectors at symmetry lines where cos(3φ) = 0. The inset in
Fig. 5.15 (a) shows a cut through two symmetry sectors with the vacancy in the
center. The logarithmic representation of |δθ(r)| shows a separation into an inner
and outer part at about |r| = 10, as well as a strong difference between r > 0 and
r < 0.
While the s-wave part is overall positive, the f -wave part changes sign with
δθf > 0 (δθf < 0) for r < 0 (r > 0). For r < 0 the two parts interfere constructively
with and |δθ| = |δθs+δθf | enhanced, while for r > 0 we get destructive interference
with |δθ| overall reduced. In the inner part |r| . 10 the f -wave part dominates,
resulting in δθ > 0 (δθ < 0) for r < 0 (r > 0). For |r| & 10 the s-wave part
dominates, resulting in δθ > 0 overall. The sign-change for r > 0 is visible as a
kink in |δθ(r)|. For r < 0 the sign is constant and the curve appears smooth.
Fig. 5.15 (c) shows the overlap between s- and f -wave structures in a logarithmic
density plot. A positive background for |r| & 10 shows the dominating s-wave con-
tribution, while the local six-fold structure for |r| . 10 indicates where the the f -
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Figure 5.16.: Evolution of the distorted Y -state with increasing field h and k = −0.07. (a) Density
plot of −sgn(δθi)/ ln |δθi|, shows the mixture of s- and f -wave symmetric parts of the distortion. In
the outer isotropic region the swave part dominates, while in the inner reagion a dominant f -wave part
creates a six-fold pattern of positive and negative contributions. (b) Logarithmic cuts of the s-wave part
|δθ(r) + θ(−r)|/2. (c) Logarithmic cuts of the f -wave part |δθ(r)− θ(−r)|/2.
wave part dominates. We will analyze this interplay between different symmetries
in more detail further below.
Let us first discuss the distorted V -state at h = 4 above the magnetization
plateau. It is shown in Fig. 5.8 (b). Here both the R and B bulk spins build
one V -branch while the G spins build the other one. As shown in Fig. 5.13 the
vacancy changes sublattice inside of the plateau. In our convention, the vacancy
now lies on the single branch G sublattice. The other two sublattices R,B share
the same bulk configuration and are thus equivalent. For h = 4 above the plateau
all spins rotate in the same direction towards the field axis (δθ < 0). The plot is
similar to the high-field square lattice case in Fig. 5.5 (b). R and B sublattices are
exchangeable, as there are two equivalent sublattices in the same bulk configuration
opposing the single G sublattice of the vacancy. The distortion is strongest for the
nearest neighbor spins and than decaying exponentially with distance, as shown in
the inset.
The distortion is completely isotropic with an extended s-wave symmetry form
factor. Fig. 5.15 (d) shows a logarithmic representation of δθ and confirms the all
positive distortion and the absence of an f -wave symmetric part.
Before we analyze the magnetic length scale for the states both below and above
the plateau and, we have to understand the evolution of the f -wave symmetric part
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Figure 5.17.: (a,b) Logarithmic representation of the s-wave part |δθ(r) + δθ(−r)|/2 for k = −0.07 and
several magnetic fields. Exponential fitfunctions fits exp[−r/lh] for every single field. (c,d) Magnetic
length scales lh extracted from exponential fits. Left panel: Low fields 0 < h < hp1 for Y -states with
decreasing length scale lh1 ∝ 1/h. Right panel: High fields hp2 < h < hsat with increasing length scale
lh2 ∝ 1/(hsat − h).
in the Y -state. This is particularly important for the singular h→ 0+ limit, which
is the main topic of the next section.
Fig. 5.16 shows different aspects of the evolution of the distortion cloud for a
field range h = 0.5, ..., 1.25. The upper panel (a) shows a series of density plots,
where the third plot is identical with Fig. 5.15 (c). The growth of the six-fold inner
structure shows the competition between s- and f -wave symmetry part. Close
to h = 0 the s-wave component dominates over almost the entire system, which
leads to a mostly isotropic distortion cloud with a small anisotropic center. With
increasing field the s-wave part becomes more short-ranged as the magnetic length
scale decreases, and the f -wave part becomes more and more dominant. The middle
(a) and lower (b) panels show logarithmic cuts of the distortion contributions, that
belong to different representations of the point group, with s- (a) and f -wave
symmetry (b) respectively. The length scale of the exponential decay of the s-wave
part increases with decreasing field h, ending in an eventual divergence at h→ 0+.
On the other hand, the f -wave part becomes more short-ranged and the sublattices
unravel for longer distances. For higher fields their shapes become more similar in
shape as well as decay distances.
Important for the coming discussion of the singular linear response limit is the
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following fact: The screening close to h = 0 is entirely driven by the long-range
s-wave component, which is obviously dominant for small fields. However, the
short-ranged f -wave structure is as important as the s-wave part to determine the
correct value of m(h→ 0+).
That in mind, we now analyze the magnetic length scale extracted of the s-
wave component of δθ. The upper panel of Fig. 5.17 shows exponential fits to
|δθ(r) + θ(−r)|/2 for fields below (Y -state, left) and above (V -states, right) the
plateau. Above the plateau the distortion is entirely s-wave, below the plateau the
f -wave part is projected out. The lower panel shows the extracted length scales
lh1 (lh2) with a fit functions lh1 ∝ 1/h (lh2 ∝ 1/(hsat − h)) near h = 0 (h = hsat).
As expected the length scale diverges for small h as well as close to saturation.4
5.2. Breakdown of Linear Response
The breakdown of linear response is the main results of the previous section. Sin-
gular behavior, i.e. a jump in the effective vacancy moment m(h → 0+) 6= m0,
was observed for all three models studied in the previous section, the square lattice
HAFM as well as the triangular lattice HAFM with both positive and negative
biquadratic interaction k.
In this section, we want to demonstrate that the limit h→ 0+ is singular for a
vacancy in an ordered antiferromagnet independently of the microscopic details, as
long as the original Hamiltonian is SU(2) symmetric. It is a general principle that
has been long overlooked despite several numerical studies, e.g. Refs. [3, 4, 5, 6].
As stated above, the phenomenon was first found in Ref. [112] for the triangular
lattice HAFM with k < 0, although the general nature of the breakdown became
clear later in Ref. [117].
5.2.1. General Arguments
Now we want to provide general arguments for the breakdown of linear response
seen in Sec. 5.1 for all three systems.
Considering a single vacancy in an antiferromagnet, we propose that any model
with N spins and a zero-field net magnetic moment of order unity shows a jump im
the magnetization (h→ 0+), if bulk and boundary magnetization have incompat-
ible moment direction. This will be certainly the case for most SU(2) long-range
ordered Heisenberg antiferromagnets. We use the word boundary here for the im-
purity as a 0-dimensional boundary to the periodic d-dimensional system, as it is
4Fig. 5.17 (c) differs from Fig. 4 (b) in Ref. [112] because the latter was based on the full distortion
rather than only the s-wave part.
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commonly used in the field of impurity physics. While our principles should hold
for any dimension d > 1 that allows long-range order, our examples will focus on
d = 2.
Non-Commutable Limits
Before we get into details, we want to emphasize the importance of the order of
limits taken here, as the two involved limits N →∞ and h→ 0+ do not commute.
We want to elaborate the implications on general grounds.
For finite size systems there is a crossover scale hC depending on the system size
N = Ld (e.g. hC ∝ SJ/N for a HAFM), under which the magnetic length scale
lh ∝ 1/h becomes much larger than the system length L (lh > N  L for h < hC).
In this case the impurity dominates the entire system. For a low enough field h this
will happen eventually, independently of the system size N . Let us fix N for now.
Because the bulk is dominated by the boundary, the spin configuration for small h
will continuously deform into the configuration for h = 0. In this case h→ 0+ and
h = 0 are indistinguishable and a discontinuity is forbidden by construction. The
limit N →∞ this crossover becomes sharper.
Let us now reverse the limits and look at the thermodynamic limit N →∞ for
every field h. Here the bulk order is fixed by spontaneous symmetry breaking. For
h → 0+ any impurity-induced moment m(h) has to be aligned in field direction
while the spins far away from the vacancy still have to match the bulk order.
These two constraints may compete each other. This additional constraint of field-
alignment ofm is present for any h 6= 0, while missing for zero field. Thus the limit
h → 0+ is fundamentally different from h = 0 which may allow mismatching spin
configurations and therefore different resulting effective momentsm(h→ 0+) 6= m0.
Singular Limit as a General Principle
Let us become more concrete: Consider a general antiferromagnet in the thermo-
dynamic limit. For zero field a certain fixed bulk order is realized through the spon-
taneous breakdown of SU(2), accompanied with zero net magnetization M = 0.
For finite field the bulk order is determined by a spontaneous U(1) breakdown. We
will refer to this subset of states as a generalized „spin-flop“ configuration, or for
infinitesimal field as h → 0+ configurations. If there is a finite magnetic moment
M 6= 0, it will be aligned with the direction of the field, because of the H · S
type coupling in the Hamiltonian. This is not longer the case for e.g. spin-orbit
coupling present.
With a vacancy present, this bulk order is still realized far away from the va-
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cancy. For zero field the impurity moment may point in any direction. Its relative
direction to the bulk configuration is determined by microscopic details like lattice
and interactions. For finite field the impurity moment is always parallel to the field
direction. Especially in the h → 0+ limit it points in field direction as the bulk
magnetization density vanishes.
This constraint in general leads to a different relative orientation between im-
purity moment and local bulk moments, i.e. we have a mismatch of local moment
direction for bulk and boundary. Thus, the spin configuration and therefore the
effective moment are fundamentally different for h → 0+ and h = 0. Therefore, a
singular limit is realized on general grounds, if the zero-field moment is finite. As
a result, size and direction of m0 and m(h→ 0+) in may differ fundamentally.
A continuity would require the field constraint choose exactly the same config-
uration as realized for h = 0. We expect such a case only for models with certain
properties, that symmetry-wise make no difference for h = 0 and h 6= 0 respectively.
For a Heisenberg system the vacancy induces a distortion cloud (see Sec. 4.2
and Sec. 5.1 for details). As discussed before, this distortion essentially determines
the effective moment by screening the vacancy, for all h 6= 0 and even for h = 0, if
the ground state is non-collinear. For h→ 0+ the screening itself becomes singular
as we will show in detail in Sec. 5.2.2. However, the breakdown of linear-response
is not dependent on spatial fluctuations. Suppressing them artificially in a mean-
field approach still gives a jump in m because it is bound to the general principles
discussed above. That said, both m0 and m(h→ 0+) may depend strongly on the
spatial distortion, so that a mean-field approach in general (with few exceptions)
provides a wrong height of the jump.
Examples: Spin-Flop and Coplanar Y States
Before we discuss the numerics in Sec. 5.2.3 we want to apply the general argu-
ments presented above on two scenarios discussed in Sec. 5.1: The spin-flop state
of the square lattice (see Sec. 5.1.1) and the Y -state in the triangular lattice (see
Sec. 5.1.3)). As discussed in Sec. 5.1.2, the non-coplanar conical states show essen-
tially spin-flop behavior, modified by an distortion angle δφ perpendicular to the
field, which does not couple to the field itself. Therefore, we will use the square
lattice as prime example of the spin-flop class, which shows essentially the same
behavior in the h → 0+ limit. On the other hand, the Y -state is a good example
for a non-spin-flop state.
Let us start with the square lattice. Fig. 5.18 (a) shows the mismatch of spin
configurations in the thermodynamic limit. In the zero-field case the effective
moment m = S is aligned with the collinear bulk order. For finite field the bulk
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Figure 5.18.: Illustration of the field-constraint which leads to the breakdown of linear response. (a) Square
lattice Neel order vs. spin-flop state with two sublattices R and B. (b) Triangular lattice 120◦ vs. Y -
state with three sublattices R, G, and B. The dashed red spin indicates the vacancy sublattice. The
orange arrow represents the effective magnetic moment. For the square lattice without field it is the
bare vacancy moment, for all other cases the effective moment is is the result of screening by a distortion
cloud. The field-constraint enforces a moment aligned with the field, which leads for h → 0+ to a state
that is fundamentally different from zero field.
is in a non-collinear spin-flop state, while the effective moment is aligned with the
field. As the field decreases, we reach a collinear h→ 0+ state perpendicular to the
field. However, the effective moment is forced into field direction by the additional
field-constraint, which is still present even for infinitesimal field. Thus, we end
up with an effective moment perpendicular to the h → 0+ bulk order. The two
configurations are fundamentally different, which is nothing but a breakdown of
linear response.
The singular limit is only based on simple arguments. Thus, it holds for the
mean-field picture without any actual distortion, as well as for the full model with
spatial variations. The fact that in this case the mean-field picture gives exactly
the same jump as the numerics (see Fig. B.1 in App. B.1 of the Appendix) is a
mere coincidence: While in the zero-field case no fluctuations are present, for any
finite field there is no magnetic moment at all. Therefore the jump from zero to S
is indeed correct. However, as we will show below, for the full system the screening
cloud itself becomes singular. For the square lattice this leads to perfect screening
m(h→ 0+) = 0.
The Y -state in the triangular lattice is shown in Fig. 5.18 (b). For h = 0 the
bulk shows a 120◦ order. The effective magnetic moment is aligned with the bulk
sublattice of the vacancy (here red). For finite field the bulk rearranges to a Y -state
with one leg pointing against field direction (here represented by the blue spin).
With decreasing field a 120◦ ordered h→ 0+ state emerges, with still one sublattice
against field direction.
However, as shown in Fig. 5.12 in Sec. 5.1.3, the energetically lowest configu-
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ration is realized by a vacancy in one of the other to sublattices (here again red).
Therefore, the vacancy spin itself is not aligned with the field direction, while the
effective momentm is forced into field direction by the constraint. Thus the effec-
tive moment has a relative angle of 60◦ towards the (red) vacancy sublattice of the
h→ 0+ bulk order. The result is again two completely different spin configurations
for h = 0 on the one hand, and h → 0+ on the other. As for the spin-flop case
linear response breaks down.
Again, no knowledge of the actual distortion is needed to predict the singular
limit. But as discussed in App. B.3 of the Appendix, only the full distortion
correctly reproduces the magnetic moment on both sides of the jump. The mean-
field picture falls short to reproduce anything correctly but the existence of the
jump itself. To understand the actual value of m(h→ 0+) = m0/2 and the singular
nature of the screening cloud we need a more elaborate analysis.
5.2.2. Numerics: Divergent Cloud for h→ 0+
We have seen that the singular limit h→ 0+ emerges already from general princi-
ples. In this section we want to study the distortion cloud in the low-field limit.
Because the length scale lh ∝ 1/h has to be smaller than system length L, we need
large systems to provide accurate data. If L is not sufficiently large, the impurity
will control the entire bulk and proper finite size scaling N → ∞ is impossible.
We refer to the discussion in App. B. Much of the additional low-field data was
provided by collaborator Eric C. Andrade. Again, the main results have been
published in Ref. [117].
As already mentioned in the beginning of Sec. 5.2, we will focus on two types
of order: The spin-flop state in the square lattice and the coplanar Y -state in
the triangular lattice with k < 0. These are two fundamentally different states,
since we have a transition of an undistorted state to a distorted spin-flop state
on the one hand, and a transition from an intrinsically distorted 120◦ state to a
complex distortion where intrinsic and field-induced parts mix up. We will provide
numerical low-field data for both cases and then discuss the fundamental universal
properties of the screening cloud.
The third case is already covered by spin-flop physics. Because the field de-
pendent spin-flop part (θ) and the field independent intrinsical part (φ) can be
neatly separated as shown in Sec. 5.1.2, the singular limit only affects one angle
δθ, reducing the problem to a mere spin-flop scenario. We will comment on that
issue later in this subsection.
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Figure 5.19.: (a) Logarithmical plot of the square lattice distortion angle |δθ| as function of the distance
r to the vacancy for low magnetic fields h. The inset shows the same data rescaled as |δθ|/h vs. r/lh ∝
rh/(JS). (b) Transverse magnetic moment m⊥ as function of the integration radius r for the same
parameters. The inset shows a rescaled radius r/lh. (c) |δθ| as function of the field h for single sites with
distance r close to the vacancy. Fig. (a,b) taken from Ref. [117].
Square Lattice
The shape of the distortion cloud for intermediate fields h & 0.5 has been already
discussed in Sec. 5.1.1. The distortion angle δθ shown in Fig. 5.5 decays expo-
nentially on the magnetic length scale lh as shown in Fig. 5.1 (a) in Sec. 5.1.1.
Fig. 5.6 (b) shows that the length scale itself grows with descreasing field as
lh ∝ 1/h, i.e. it diverges as expected in the limit h → 0+ as expected. An
proper analysis of the low-field limit is difficult, because very large system sizes are
required.
Fig. 5.19 (a) shows |δθ(r)| for low fields down to h = 0.2.5 We see that the long-
distance part decays even slower as the field is lowered. As expected the length
scale increases further with decreasing field. On the other hand, what can be seen
in the vicinity of the vacancy, is that the distortion angle becomes suppressed.
While for long distances |δθ| increases due to the slower decay, the distortion angle
5Again, special thanks to Eric C. Andrade for providing additional low-field data for large systems.
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decreases in an area around the vacancy. Like the distortion cloud itself, this area
also grows with lh ∝ 1/h. Therefore it can be only observed for small fields, where
the magnetic length scale is at least twice as large as the lattice constant a. For
intermediate fields h & 1 the reduction is localized to the direct neighbors of the
vacancies, while for 0.5 . h . 1 the effect can be observed on the nearest an
next-nearest neighbors.
For even lower fields, however, the radius of this area grows rapidly ∝ lh. The
decreasing near-distance part can be extrapolated to a vanishing canting angle
for h → 0+, as shown in Fig. 5.19 (c) for the sites closest to the vacancy with
r = 1, ..., 3. Additionally to the vanishing angle, we see once more the increasing
area of the suppressed distortion, indicated by the shifted maximum of the curves.
To determine the actual size of the screening cloud, we calculate the transverse
component m⊥ of the impurity moment integrated over a certain radius r as in
Eq. (4.13) in Sec. 4.2.2. For r →∞, m⊥ is nothing but the total magnetic moment
perpendicular to the field, and thus has to vanish. For finite distance r it measures
how much of the bare vacancy moment has already been screened by the distor-
tion. Fig. 5.19 (b) shows m⊥(r) as function of the distance r. We see that with
increasing magnetic length lh, more and more screening happens further away from
the vacancy. The screening cloud does not only grow, the actual screening area is
shifted outwards, as in the center the distortion vanishes as h→ 0+.
This result is a remarkable. As h→ 0+ this evolution results in a divergent cloud
size accompanied with vanishing amplitude. The screening cloud itself becomes
singular.
Another astonishing result is that the screening becomes fully universal for small
fields. This can be seen in the insets of Fig. 5.19 (a,b), where we rescaled the
distortion angle as well as distance with the inverse of the magnetic field, i.e. the
magnetic length scale lh. Doing so, all sets of data collapse into a single line,
meaning that the screening becomes independent of the underlying microscopics.
The long-distance part of the screening cloud is a universal function of r/lh.
Triangular Lattice: Coplanar Y-States
Let us now focus on the Y -state of the triangular lattice HAFM with k < 0.
We have seen in Sec. 5.1.3 that for low fields the distortion consists of a short-
range f -wave part as well as an s-wave part (see Fig. 5.16) The long-distance
behavior of the latter is similar to the square lattice. It decays exponentially slow
due to a diverging length scale lh at h→ 0+ (see Fig. 5.17) . The f -wave part does
not vanish as the field decreases, but survives as a local structure.
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Figure 5.20.: (a) Logarithmical plot of the triangular lattice Y -state distortion angle |δθ| as function of the
distance r to the vacancy for low magnetic fields h. The inset shows the s-wave projected part rescaled
as |δθ|/h vs. r/lh ∝ rh/(JS). (b) Transverse magnetic moment m⊥ as function of the integration radius
r for the same parameters. The inset shows a rescaled radius r/lh. (c) |δθs| as function of the field h for
single sites with distance r close to the vacancy. Fig. (a,b) taken from Ref. [117].
Fig. 5.20 (a) shows again the distortion angle δθ for low fields down to h = 0.2.6
Additionally to the finite-field data we show the power-law decaying zero-field dis-
tortion which decays rather fast compared to the exponential low-field distortions.
As explained above, the distortion is for low fields and long distances dominated
by the s-wave part. For short distances the f -wave component is the dominating
feature. However, if we project out the f -wave part, the s-wave component shows
the same behavior as for the square lattice. In an growing area around the vacancy,
δθ is suppressed.
Fig. 5.20 (c) shows the s-wave component of |δθ(h)| for the sites closest to
the vacancy with r = 1, ..., 3. Below a certain field the |δθs(h)| approaches zero
for each site, although for much lower fields compared to the square lattice (see
Fig. 5.19 (c)). The reason is a faster growing length scale lh, due to the vicinity of
the plateau.
Fig. 5.20 (b) shows again m⊥(r). Apart from the non-analytical short-range
6Again, special thanks to Eric C. Andrade for providing additional low-field data for large systems.
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part the component of the impurity moment perpendicular to the field grows as
the field is lowered, which once again means a shift of the actual screening away
from the vacancy site. Together with the suppressed distortion in the inner area,
the s-wave component of the screening cloud shows the same behavior as for the
square lattice.
For h → 0+ we get the same s-wave symmetric singular screening cloud as
before, while the short-range f -wave part resembles the short-range component of
the zero-field distortion. From now on we use the phrase "singular cloud" synonym
for the square lattice screening cloud as well for the s-wave component of the
triangular lattice screening cloud, because they become universal (i.e. independent
of the microscopic state) for low enough fields.
The rescaled data (|δθ|/h versus r/lh ∝ rh/(JS)) is shown in the insets of
Fig. 5.20 (b), with the f -wave component projected out. For lower fields the
rescaled data becomes closer without fully collapsing yet. The reason is again the
vicinity of the plateau, as the increased length scale demands even lower fields (i.e.
larger systems) to reach universality.
Interpretation of the Singular Cloud
The singular component of the screening cloud can be understood as follows. While
the size diverges the distortion angles in the center vanish. The magnetic length
scale is the key to understand this. Inside a radius lh around the vacancy all spatial
fluctuations become suppressed as the spins approach the original bulk state. Since
the transverse moment m⊥ has to be fully compensated, the screening has to take
place outside this radius on a ring with increasing diameter lh.
A sketch of this screening area is shown in Fig. 5.21 (a). While the overall ampli-
tude shrinks, more and more spins are necessary to screen the vacancy. Fig. 5.21 (b)
shows the screening cloud for the square lattice example. On the very left we see
the zero-field state with moment m0 perpendicular to the field. Coming from the
right we see the evolution of the screening cloud. The transverse moment has to
vanish due to the field constraint i.e. has to be screened completely. This screening
also reduces the size of the moment m(h) itself which has to be field aligned. The
green line represents the increasing length scale lh and the green area indicates the
the part of the system where the distortion decreases to zero. The actual screening
area is indicated by the red growing ring. In the limit h → 0+ both radius and
diameter of the ring diverge, leaving a system where an infinite number of spins
have to screen the vacancy, each by an infinitesimal amount. The screening cloud
becomes singular.
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Figure 5.21.: (a) Sketch of the singular screening cloud. The inner part with radius lh shows the region
where the (s-wave part of the) distortion angle vanishes. The ring itself with diameter lh is the area
where the actual screening takes place. For h→ 0+ the size both areas divereges. (b) Illustration of the
singular screening cloud for the square lattice. The blue spins show the zero-field order with vacancy
moment m0. For finite field the effective moment m(h) is field aligned. The screening cloud diverges as
h → 0+. Green area (red ring) correspond to inner circle (outer ring) in plot (a). Fig. (b) taken from
Ref. [117]
5.2.3. Analytics: Singular Cloud and Perfect Screening
We want to emphasize once more the universality of the screening cloud. It means
that the nature of the cloud can be fully understood by a low-energy calculation
independent of all microscopic details.
In this calculation we follow the calculation of Eggert et al. in Ref. [5] with
slightly different nomenclature (n→ ϕ, B → h).
Our goal is to derive analytical expressions for the singular screening cloud
from Sec. 5.2.2 and explain the vacancy screening in the spin-flop state in the
square lattice (see Sec. 5.1.1), as well as the conical (extended spin-flop) state (see
Sec. 5.1.2) and coplanar Y -state (see Sec. 5.1.3) in the triangular lattice.
In Ref. [5] the authors consider the field parallel component φz of the impurity-
induced alternating order parameter φ, that is subject to local tilting with angle
α(r). They formulate an energy functional E[ϕ(r)] and the generating partition
function Zγ, which are defined by
E[ϕz(r)] =
∫
ddr
[ρs
2
(∇ϕz(r))2 +
χ⊥
2
h2ϕz(r)
2
]
− Shϕz(0)
Zγ =
∫
D[ϕz(r)] exp [−βE[ϕz(r)] + γϕz(r)] (5.6)
The first term of E[ϕz(r)] reflects an energy cost for changing direction of the order
parameter from one lattice site to another due to the spin-stiffness ρs. The second
term is a potential for all spins as a response to an external magnetic field given
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by a susceptibility χ⊥. The third term is a local potential created by the vacancy.
This term will initiate the spatial distortion.
The expectation value of the field-parallel component of the order parameter ϕz
is then given by the logarithmic derivative
〈ϕz(r)〉 = ∂γ lnZγ|γ=0 = . . . ∝
hd−1
ρscd−2
fd
(
hr
c
)
d = 2 : 〈ϕz(r)〉 ∝
h
ρs
K0
(
hr
c
)
(5.7)
with K0(x) the modified Bessel function. For the complete calculation see Ref. [5].
This formula is independent of the underlying lattice. Thus it works for all three
cases discussed before. However, a straight forward application to the singular
screening cloud discussed in Sec. 5.2.2 only works for hyper-cubic lattices as the
square lattice. In the triangular lattice the state is more complicated. But as
we have seen in Sec. 5.2.1 and Sec. 5.2.2, the s-wave component of the distortion
becomes universal for low enough fields. Only this component becomes singular,
while the remaining parts become field-independent.
Therefore we will first show the full calculation for the square lattice and later
modify the theory, that it ca be applied to the other two cases, i.e. conical and
coplanar Y -states.
Square Lattice: Spin Flop State
Since the order is coplanar we deal with one canting angle θ(r) = θ0 + δθ(r) and
an undistorted alternating angle φ(r) = 0, π. The order parameter ϕz as defined
in Ref. [5] as ϕz = sinα (see Fig. 5.1 in Sec. 5.1.1) is the vacancy-induced tilting
on top of the uniform canting δ. With θ = π/2− δ ± α as well as θ0 = π/2− δ we
find α = |δθ|. While α is defined as a positive tilting angle, δθ(r) = (−1)r|δθ(r)|
changes sign between sublattices as seen in Fig. 5.5 in Sec. 5.1.1.
〈ϕz(r)〉 = sin(|δθ(r)|) ∝ |δθ(r)| (5.8)
for small distortion angles.
We now want to calculate the perpendicular and parallel components to the
arising effective moment. For the square lattice we have local moments
m||(θ(r)) = S cos(θ0 + δθ(r)) (1− δr,0)
m⊥(θ(r), φ(r)) = S sin(θ0 + δθ(r)) cos(φ0(r)) (1− δr,0)
= S sin(θ0 + δθ(r))(−1)r (1− δr,0) (5.9)
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The total magnetization perpendicular to the field consist of a part m0⊥ without
distortion, as well as a distortion part δm⊥, which we get by expanding the local
moments in δθ and intergrating over the whole system:
m⊥ = m
0
⊥ + δm⊥ =
∫
ddr
[
m⊥(θ0, φ0(r)) +m
′
⊥(θ0, φ0(r))δθ(r) +O(δθ2)
]
m0⊥ =
∫
ddrm⊥(θ0, φ0(r)) = sin(θ0)
∫
ddr (−1)r (1− δr,0)
= S sin(θ0) ∝ S
√
1− h2
δm⊥ ≈
∫
ddrm′⊥(θ0, φ0(r))δθ(r) = S cos(θ0)
∫
ddr (−1)rδθ(r) ∝ h
∫
ddr |δθ(r)|
(5.10)
where S cos(θ0) = m||(θ0) ∝ h is just the bulk magnetization density increasing
linearly with the field (see Fig. 3.5 in Sec. 3.3.1) and the two minus signs from m′0⊥
and δθ cancel each other. Using Eq.(5.8) and Eq. (5.7) we get
δm⊥ ≈ h
∫
ddr 〈ϕz(r)〉 =
c2
ρs
(
h
c
)d ∫
ddr fd
(
hr
c
)
∝
∫
ddxfd(x) (5.11)
where we rescaled with x = hr/c. The integral is finite and independent of h.
Therefore the screening is stable even for h → 0+, as the distortion part of the
transverse magnetic moment does not depend on the field at all. If the component
of the missing spin perpendicular to the field S sin(θ0) can be fully compensated
for finite fields, this is also true in the limit h→ 0+.
The parallel component m|| can be derived in the same way. Because the first
derivative is proportional to the transverse magnetization density
m′||(θ0)δθ(r) = S sin(θ0)δθ(r) = S sin(θ0)(−1)r|δθ(r)| = m⊥(θ0, φ0(r))|δθ(r)|
0 =
∫
ddrm⊥(θ0, φ0(r))|δθ(r)| (5.12)
the contribution vanishes because of the alternating order.
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Expanding to second order gives:
m|| = m
0
|| + δm||
=
∫
ddr
[
m||(θ0)(1− δr,0) +m′′||(θ0)δθ2(r) + |m(θ0)|∇2θ(r) +O(δθ3)
]
m0|| = S cos(θ0)
∫
ddr (1− δr,0) ∝ Sh(L2 − 1)
δm1|| ∝ h
∫
ddrδθ2(r)
δm2|| ∝ h
∫
ddr∇2θ(r) (5.13)
where we used Eq. (5.9) to get m′′||(θ0) ∝ h and |m(θ0)| ∝ h. Using again Eq. (5.7)
the two resulting distortion terms δm1,2 are
δm1|| ∝ h
∫
ddr〈ϕz(r)〉2
=
hd−1
ρ2sc
d−4
(
h
c
)d ∫
ddrfd
(
hr
c
)2
∝ hd−1
∫
ddxf 2d (x)
δm2|| ∝ h
∫
ddr∇2〈ϕz(r)〉
=
h
ρsc4
(
h
c
)d ∫
ddrf ′′d
(
hr
c
)
∝ h
∫
ddxf ′′d (x) (5.14)
The first integral is regular while the second has a short-distance logarithmic di-
vergency in any dimension.
It is now interesting to see what happens when we approach the limit h→ 0+.
The bulk magnetization as well as the bare vacancy term vanishes ∝ h. The first
distortion term δm1|| vanishes with power h
d−1, i.e. at least linear in h in 2d. The
second distortion term δm2|| is more comlplicated because we need to introduce a
UV-cutoff Λ ∝ a proportional to the lattice constant a to ensure the convergence
of the integral. As x = hr/c the actual cutoff in the x-integral is Λ̃ = ha/c. For 2d
the second integral in Eq. (5.14) then reads with f2(x) = K0(x)∫
d2xf ′′2 (x) =
∫
d2x (K0(x) +K2(x)) /2 ∝
∫ ∞
0
dx x (K0(x) +K2(x)) /2 (5.15)
with K2(x) the second-order Bessel-K function. The latter integral diverges for
small x. However, with UV-cutoff Λ̃ we get∫ ∞
Λ̃
dx x (K0(x) +K2(x)) /2 =
1
2
[
Λ̃K1(Λ̃) +G
3,0
1,3
(
Λ̃2
4
∣∣∣∣∣ 10, 0, 2
)]
(5.16)
with K1(x) the first-order Bessel-K function and G the Meijer-G function which
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was introduced in Ref. [118]. As the function is rather complex we refer for the
full form to Ref. [118] and expand the function up to second order in the small
parameter Λ̃ ∝ h.
1
2
[
Λ̃K1(Λ̃) +G
3,0
1,3
(
Λ̃2
4
∣∣∣∣∣ 10, 0, 2
)]
= − log Λ̃ + 1− γ + log(4)/2 +O(Λ̃2) (5.17)
where γ is the Euler constant. With Λ̃ = ha/c and Eq. (5.14) we arrive at
δm2|| ∝ h(− log h+ 1− γ + log(4)/2− log a+ log c) = −h log h+O(h1) (5.18)
As the bare vacancy-induced momentm0||(h) vanishes faster than the leading distortion-
cloud contribution δm2||(h), the correct formula for the effective impurity moment
for small fields is in leading order
m(h) ∝ h lnh (5.19)
This is a perfect fit for our numerical data in Fig. 5.3 in Sec. 5.1.1. The vacancy
is perfectly screened by the singular screening cloud.
Triangular Lattice: Conical States
For the conical bulk state we have a homogeneous canting angle θ0 and a three
sublattice 120◦ order angle φ0 = 0, 2π/3, 4π/3 in the plane normal to the field.
There are two separate contributions to the distortion (for details see Sec. 5.1.2):
δθ couples to the field and shows the same exponential decay as the square lattice
angle. Similar to the square lattice, δθ changes sign between the sublattices. As we
have now three sublattices, a positive tilting on the vacancy sublattices is opposed
by a negative tilting of two sublattices, both reduced by a factor 1/2. As for the
square lattice, we can rewrite δθ(r) = cos(φ0(r)) δθ̃(r) with δθ̃ a positive smooth
distortion angle, since φ0 = 0, 2π/3, 4π/3 and thus cos(φ0) = +1,−1/2,−1/2 re-
spectively.
δφ lives in the plane perpendicular to the field and shows field-independent
power-law decay r−3. Thus we can apply the formula Eq. (5.7) to δθ̃ exactly as
before, since it shows the same long-distance behavior as the square lattice angle.
The components of the local magnetic moments are
mx = S sin(θ0 + δθ) cos(φ0 + δφ)
my = S sin(θ0 + δθ) sin(φ0 + δφ)
mz = S cos(θ0 + δθ) (5.20)
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with the field in z-direction.
We now expand in δφ as well as δθ perpendicular to the field. Rewriting
m⊥ = S sin(θ0 + δθ)e
i(φ0+δφ) and expanding gives two terms
|δm⊥|(r) ∝ h δθ̃(r) +
√
1− h2 δφ(r) (5.21)
since cos(θ0) ∝ h and sin(θ0) ∝
√
1− h2.
The first part is identical to the square lattice, since δθ̃ has the same properties
as the square lattice distortion. The second part is an integral over the power law
1/rd+1: ∫
ddrδφ(r) ∝
∫ ∞
a
drrd−1
1
rd+1
=
∫ ∞
a
dr
r2
=
1
a
(5.22)
with the lattice constant a as a lower limit to the integral. This term gives
a constant contribution as
√
1− h2 → 1 for h → 0+. The φ-component of the
screening cloud screens the vacancy in the plane perpendicular to the field. It is
independent of the field. Therefore, for h → 0+ we get a pre-screened effective
moment of m0 perpendicular to field direction. Instead of a bare vacancy term S
the field dependent θ part now has to screen a much smaller perpendicular moment
m0. However, the screening mechanism itself is identical to the square lattice case.
Since m|| is φ-independent, we have the exact same calculation as before and
Eq. (5.14) applies. We end up with the same m(h) ∝ h lnh term. For the conical
state we get the exact same behavior as for the original spin-flop state, including
a perfectly screened vacancy for h→ 0+.
Triangular Lattice: Coplanar Y-States
Like in the square lattice case the Y -state is coplanar. So again we have just
one polar angle θ to deal with. However, as seen in Sec. 5.1.3 and Sec. 5.2.2
the distortion structure is more complex. In the low-field limit, besides the long-
range s-wave distortion decaying exponentially, there is also a short-range structure
showing f -wave symmetry. The continuum theory only covers long-range effects,
so we have to deal with the short-range part by hand. The s-wave part of δθ is
isotropic and collapses on a single exponential curve for long-distances. It does not
change sign between sublattices. Thus, it is ideally suited for the application of
Eq. (5.7).
The continuum calculation gives the exact same result as for the two previous
cases. Therefore the s-wave distortion shows the same singular screening behavior
as before.
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However, as shown in Fig. 5.14 in Sec. 5.1.3, the result is not a perfectly screened
moment but a residual m(h → 0+) = m0/2. The reason is the following: Coming
from one „arm“ of the Y -shaped order (see Fig. 5.12 in Sec. 5.1.3), the missing
spin is not field aligned. For h→ 0+ the bulk state approaches 120◦ order and the
vacancy spin is S(1/2,−
√
3/2).
Furthermore the local f -wave structure screens the vacancy to a certain extend.
Having the same local structure as the distortion of the zero-field case, it gives
a semi-screened moment mloc(h) which becomes m0 as the field approaches zero.
This is the same moment as in the zero-field case, but rotated by 60◦ with respect
to the field axis. Therefore we get m0 = m0(1/2,−
√
3/2).
The long-range s-wave part now acts in the same way as before, but has to screen
a perpendicular moment of m0
√
3/2 instead of S. For the field-parallel part we get
a leading-order correction of h lnh, but to a finite value of m0/2. Although having
the same universal long-range screening as before, the lattice structure leads to a
finite effective moment that is half the size of the zero-field moment m0. Therefore
m(h→ 0+) = m0/2 is field-projected piece of m0.
This concludes this section, dealing with the classical singular screening of a sin-
gle vacancy in a Heisenberg antiferromagnet. The breakdown of linear response is a
generic feature in long-range ordered antiferromagnets. If the linear-response limit
is singular, a Heisenberg antiferromagnet will always develop a singular screening
cloud with universal properties.
But this does not exclude additional screening mechanisms. The lattice geome-
try as well as additional interactions may lead to a field-independent pre-screening
which can modify the result drastically. We predict perfect screening for all states
related to spin-flop states. On the other hand, finite residual moments should occur
in certain frustrated states where an intrinsic distortion competes directly with the
field induced screening cloud.
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6. Discussion and Outlook
Before we summarize the most important results of this thesis we want to discuss
the implications of our theoretical studies for experiments, i.e. the realization and
verification of our predictions in real compounds that show 2-dimensional Heisen-
berg antiferromagnetism.
6.1. Experimental Realizations and Finite Number of
Vacancies
In Sec. 2.1.3 we introduced relevant quasi-2d compounds compatible with square
and triangular lattice Heisenberg antiferromagnets. In principle our analysis of the
vacancy-induced effective moments are relevant to all materials which show quasi-
long-range order. However, there are two important factors that our single-impurity
ground-state analysis does not cover: Finite temperature T and a finite impurity
concentration nimp. Additionally, many of the triangular lattice compounds show
spin- and/or lattice-anisotropies.
In the following we will give an overview over important limits where our theory
is applicable to systems with a finite number of impurities and finite T . Afterwards
we discuss extensions of our models and its implications in the context of anisotropic
systems.
Finite Impurity Concentration: Limits and Crossovers
The relevant limits and crossovers are illustrated in Fig. 6.1 and can be formulated
by the comparison of three essential length scales: The correlation length ξ, the
mean impurity distance limp, and the magnetic length scale lh.
The finite correlation length ξ occurs with the onset of thermal fluctuations for
T > 0, and is for the renormalized-classical regime usually exponentially dependent
on the inverse temperature ξ ∝ exp(ρs/T ), where ρs is again the spin stiffness. As
discussed before in Sec. 2.1.2, finite-T long-range order is not possible in any 2d
system with Heisenberg symmetry. However, for low enough temperatures we have
quasi-long-range order consisting of ordered areas on a scale of the correlation
length ξ.
The mean impurity distance limp is defined by the impurity concentration nimp as
limp = n
−1/d
imp . We will assume that the impurities are in general equally distributed
over the different sublattices. However, if the impurities become close enough to
interact, the formation of clusters is possible. In this case the relative sublattices
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(a) (b)
(c)
Figure 6.1.: Three diagrams illustrating the different limits for a finite amount of vacancies in a HAFM.
(a) ξ  limp, lh shows essentially ground state physics. For lh  limp independent fluctuating moments
lead to an enhanced finite-field moment 〈mn〉. For lh  limp the distortions overlap and the moments
average out. A crossover occurs at h/J ∝ n1/dimp. (b) limp  ξ, lh is the single-impurity limit. For lh  ξ
we have a singular response limit h→ 0+. For lh  ξ linear response is restored and we get a fractional
Curie term. A crossover occurs on the scale of h/J ∝ exp(−T/J). (c) lh  limp, ξ shows the zero-
field limit. For limp  ξ the distortions overlap and the moments average out. For limp  ξ we have
independent fluctuating moments leading to a fractional Curie term. These limits are separated by a
crossover at exp(−T/J) ≈ n−1/dimp .
play an important role. We will discuss this situation further below.
The last important length scale is the magnetic length lh ∝ 1/h introduced in
Chapter 5. This length scale is particularly important in the discussion of the linear
response breakdown.
We start with the case ξ  limp, lh in Fig. 6.1 (a), which essentially describes
ground state physics. Compared to the other two length scales the correlation
length is large enough that thermal fluctuations become practically irrelevant. That
said, for the triangular lattice they can still be responsible for the selection of a
ground state by the order-by-disorder mechanism, since an infinitesimal amount of
fluctuations is sufficient to lift the ground state degeneracy.
For lh  limp the moments fluctuate independently and become polarized by
the field, no matter on which sublattice they reside. The impurity part of the
magnetization is therefore a multiple of the single-impurity value 〈mn〉 = nimpm(h).
Inside the plateau phase in the triangular lattice, local probes like NMR should be
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able to detect the spin-rearrangement at the plateau transition for overcompensated
vacancies. This transition should also manifest as an order-nimp jump to the bulk
magnetization. Recent studies by Maryasin and Zhitomirsky [119, 77] have also
shown for the triangular lattice, that a certain amount of impurities can lead to an
effective positive biquadratic term. In accordance to our studies (see Sec. 3.3.3) this
effective term shifts the ground-state energies in favor to conical states. Depending
on nimp and the amount of fluctuations, both conical (see Sec. 5.1.2) and coplanar
(see Sec. 5.1.3) vacancy physics may be relevant.
Given an equal vacancy-distribution over all sublattices, for lh  limp, the
screening clouds will overlap and the vacancy moments will average out. This
should lead to an effective magnetic moment 〈mn〉 = 0. These two scenarios are
connected by a crossover at h/J ∝ n1/dimp.
The reason for the absence of a singularity at h → 0+ is that a similar overlap
should also occur for zero field. Although no magnetic length scale is present, the
distortion decays as r−3 and the moments should average out in the same way. For
low but non-zero temperature the absent moment would suppress a Curie response
of the form χ(T ) ∝ m2/(3kBT ) as discussed in Sec. 4.3, since no free moments exist
and the total moment vanishes. In this case, the only chance to extract the zero-
field value of the ground-state vacancy moment directly is an artificial imbalance
of the different sublattices.
However, this situation becomes more complex for vacancies that get as close as
a few lattice sites. If the overlap of two distortion clouds becomes too strong, the va-
cancy moments will not only rearrange relatively to each other, but strongly modify
the distortion itself. In this case, vacancy clusters with non-trivial distortion clouds
are created. That can lead to significantly increased effective moments, depending
on the relative position of the vacancies. A recent study on the triangular lattice
by Maryasin and Zhitomirsky [77] revealed strongly enhanced zero-field magnetic
moments for nearest (m◦◦ = 0.08S) and next-nearest (m◦·◦ = 0.11S) neighbor va-
cancy clusters, compared to the single vacancy value m = 0.039S discussed in this
thesis. According to the authors, due to the large coordination number z = 6 of the
triangular lattice, the small statistical weight P ∝ n2imp of such clusters is overcome
and the impurity contribution of the single-vacancy moment grows significantly
with nimp. On the other hand, for zero-field we expect the orientation of those
cluster moments still to average out, and thus a low-T Curie response should also
not occur. It seems that the authors observe a non-zero total impurity moment in
contradiction to our expectation. In this limit a non-zero residual moment should
only occur due to strong sublattice imbalance. Future studies will hopefully resolve
this contradiction.
The second set of limits limp  ξ, lh is shown in Fig. 6.1 (b) and describes essen-
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tially single impurity physics i.e. independent vacancies. In the limit ξ  lh the
effective magnetic moment follows nimpm(h) as described in Sec. 5.1. For T = 0
the singular-response limit occurs as explained in Sec. 5.2. As in real systems the
temperature is always finite, the other limit ξ  lh becomes important. Here lin-
ear response is restored, because the islands of quasi-long-range order are small
enough that finite size effects matter. In terms of bulk-boundary competition, the
boundary wins and the order is locally dominated by the vacancy. We refer to the
discussion of finite-size and mean-field behavior in App. B of the Appendix. This
leads to a susceptibility of Curie form m20/(3kBT ), and thus a possibility to deter-
mine the zero-field moment m0 experimentally. The h → 0+ singularity becomes
replaced by a crossover on the scale h/J ∝ exp(−T/J). If for a fixed temperature
the magnetic field crosses a certain scale associated with the thermal correlation
length ξ, lh becomes larger than ξ, and the distorted bulk spins rearrange accord-
ingly. This crossover is in many ways similar to the one we discuss in detail for
finite size systems in App. B in the Appendix. Here the correlation length ξ can
be interpreted as the system length L of a subsystem, which forms an island of
long-range correlation around the vacancy site. The singularity can be observed
experimentally as this crossover scale moves to lower fields with decreasing tem-
perature.
The last set of limits lh  limp, ξ is the limit of zero field. It is illustrated in
Fig. 6.1 (c). As for finite magnetic field the magnetic length scale is both larger as
the correlation length and the vacancy distance, a proper finite-size extrapolation is
not possible and a singular h→ 0+ limit is prohibited. Instead, the low-field sector
is continuously connected to the zero-field state. As stated above for the T = 0
discussion, for ξ  limp the distortion clouds should interact and a fractional Curie
response should not be observable as the moments average out. For ξ  limp we
see a fractional response, as the moments fluctuate independently. At low impurity
concentrations nimp and elevated temperature T a fractional Curie response should
be observable by experiments. However, at a crossover scale of exp(−T/J) ≈ n−1/dimp
the response is cut off by interactions between moments.
Vacancies in Anisotropic Materials
So far, our calculations and predictions have been referred to isotropic systems.
While anisotropies also play an important role in the square lattice, many com-
pounds are well described by isotropic models, as the anisotropies are often rather
small. On the contrary, most triangular lattice compounds show lattice anisotropies,
and also spin anisotropies play a more crucial role (we refer to the discussion in
Sec. 2.1.3). The most promising compound for the experimental verification of our
vacancy-related predictions should be Ba3CoSb2O9 [53], which lacks both lattice
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anisotropies and Dzyaloshinskii-Moriya interactions.
We already discussed the implications of lattice anisotropies in Sec. 3.3.2. Theo-
retically realized in different couplings J and J ′ depending on the spatial direction,
these anisotropies generate an energy term δ ∝ (J − J ′)2/J that lifts the ground
state degeneracy in favor of conical states. Furthermore, the bulk state itself be-
comes distorted as described in Ref. [108]. For this case we predict a spatially
anisotropic screening cloud. This should not only be the case when the bulk is
distorted itself, but also in cases where the bulk state is stable against small spa-
tial anisotropies, e.g. for the zero-field 120◦ state. We expect the spatial decay as
a function of distance to be independent of the anisotropy, i.e. still r−3 for zero
field and exp(−r/lh) for finite field, while the form factor should deform contin-
uously. The nature of the fractional moment is expected to be stable and only
changed quantitatively by a small amount. Therefore it should be still observable
as a Curie term, under the experimental conditions described above.
For finite field the situation should be even more complex, as the distortion
becomes dependent on the relative orientation of anisotropy-axis and magnetic
field. However, we predict a general stability of the h → 0+ singularity for small
anisotropies.
The role of spin-anisotropies is more interesting. The most obvious influence of
spin-anisotropies in presence of a magnetic field is again the possibility to lift the
ground-state degeneracy in favor of certain states. For example, a Dzyaloshinskii-
Moriya term may both favor conical states as well as coplanar states depending
on the orientation of the D-vector (see e.g. Ref. [25]). Easy plane XY -type mod-
els have shown to support different coplanar structures as the "inverse-Y" (see
Sec. 3.3.2) and fan-like structures, as described in Ref. [119]. Thus indirectly,
the nature of vacancy-induced distortions and effective moments is influenced by
different sets of bulk ground states.
But spin-anisotropies also have more crucial consequences. First, in the zero-
field case they violate SU(2)-symmetry which may lead to the absence of a zero-field
singularity. The reason is that the field-induced constraint no longer differentiates
the finite-field state from the zero-field one, as both share reduced U(1) symmetry.
On the other hand, this would lead to the possibility to extract the fractional
zero-field moment by finite-h measurements along an easy axis.
Spin-orbit coupling makes different interaction terms in the Hamiltonian possi-
ble, e.g. of Dzyaloshinskii-Moriya type. In the presence of a magnetic field, such
interactions lead to the magnetization being not locked in field direction. Therefore,
the effective vacancy moment is expected to have a more complex field evolution,
as the direction may change additionaly to the absolute value. Such interaction
may also have consequenses for the shape of the vacancy-induced distortion, as
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out-of-plane distortions become more likely. This can even be expected if the bulk
order is coplanar, e.g. for the 120◦ state in the triangular lattice.
Spin anisotropies also tend to stabilize semi-classical order, i.e. a general re-
duction of quantum effects. Thus it becomes more likely to observe results of our
semi-classical calculations for systems where quantum effects are usually strong.
Last but not least, spin-anisotropies may stabilize long-range bulk order for small
finite temperature. This is also favorable to observe vacancy-induced distortions
directly.
That said, we expect our predictions can be experimentally verified for small
impurity concentrations and small anisotropies. If the modifications are small, the
results of Chapters 4 and 5 should hold in the limits discussed above.
6.2. Summary and Conclusion
In this thesis, we have provided an in-depth analysis of single vacancies in or-
dered antiferromagnets. For non-collinear ordered states we found a non-universal
fractional moment, due to partial screening by an semi-classical intrinsic zero-field
distortion. For the triangular lattice this distortion decays as r−3 and shows an
f -wave form factor. This fractional moment defines a fractional Curie-tail prefac-
tor in the finite-T uniform susceptibility and should be extractable in experiments.
While the exact number of the moment depends on several factors, as additional
interaction terms, anisotropies, and the amount of quantum fluctuations, we pre-
dict m  S in contrast to m = S in collinear magnets. Our results are stable
under 1/S-expansion and should be true for any frustrated antiferromagnet with
non-collinear ground state.
In the presence of an external magnetic field we find a similar type of spatial
distortions for all kinds of non-collinear ordered states in the square and triangular
lattice. Decaying exponentially on a magnetic length scale lh, they should be
present in any ordered antiferromagnet even in the absence of frustration. They
most exciting result of this thesis is the general breakdown of linear-response for
all kinds of ordered states in the weak-field limit. A discontinuous jump in the
vacancy contribution to the magnetization is observed in the limit h→ 0+. Detailed
numerics reveal this singular limit to be present in the most basic example, the
square lattice, as well as in several types of ordered states in the triangular lattice.
We have shown both by general arguments as well as explicit analytics, that this
singularity is a generic feature of ordered antiferromagnets with localized spins,
and should be present in most types of these systems.
While this generic feature is even present in a mean-field picture, for a Heisenberg-
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system allowing for spin-fluctuations it is accompanied by a universal singular
screening cloud. The singular behavior of this cloud leads to a semi-classical version
of perfect screening of the form m(h) ∝ h log h for spin-flop systems. In more com-
plex scenarios (e.g. in frustrated systems) this singular piece can be attended by
a non-singular intrinsic distortion cloud, which then may lead to a finite (partially
screened) moment. Both the existence of singular limit and perfect screening are
not affected by quantum fluctuations, as they arise from fundamental arguments
of symmetry and stability.
For finite fields we have derived the vacancy moment for the whole field range
unto saturation. We found fundamentally different behavior for spin-flop-like states
on the one hand and non-trivial coplanar states on the other hand. Most inter-
estingly, the nature of the zero-field moment strongly influences the finite-field be-
havior. An overcompensated moment m0 indirectly leads to a first-order impurity
transition (a jump in m(h)) in the 1/3-plateau phase in the triangular lattice.
All our results should be confirmable by experiments for compounds with both
low impurity concentration and small magnetic anisotropies. For non-frustrated
systems also numerical quantum Monte-Carlo studies beyond an 1/S-expansion
are possible. Possible future work on the theoretical side could extend our studies
to other models and lattices or focus on the interaction of two or more vacancies.
Longer-range interactions and anisotropies should provide even richer phenomena.
Another interesting possibility is a vacancy-induced non-collinear spin pattern in
collinear ordered states, in order to reduce frustration. Here we call for studies on
the J1 − J2 model both on the square lattice and the triangular lattice plateau
phase. Last but not least, it would be fascinating to explore the physics of a vacancy
in a non-collinearly ordered magnet close to a bulk quantum phase transition. Here,
a universal fractional response is expected.
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A. Extended Calculations
A.1. 1/S-Expansion: Biquadratic Coupling
In this appendix we write down explicitly the required coupling terms to calculate
the biquadratic Hamiltonian HB2 in Eqs. (3.25),(3.26) in Sec. 3.1.2. With ni = a
†
iai
we can write down all the possible combinations of Sz, S+, S− and expand them
to lowest order in 1/S. The several contributions of the Hamiltonian then look as
follows:
Szi S
z
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Szi S
−
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2S3/2aj (A.1)
The biquadratic HamiltonianHB (Eq. 3.23 in Sec. 3.1.2) with in terms of the spin
operators Sz, S+, S− is given by
HBB =
K
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[
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)
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We left out terms which do not give contributions lower than third order 1/S-
expansion. With k = KS2/J we arrive with a bosonic Hamiltonian up to second
order:
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× (cos(φi − φj) cos θi sin θj − sin θi cos θj) (a†i + ai)
+ (cos θi cos θj + cos(φi − φj) sin θi sin θj)
× (cos(φi − φj) sin θi cos θj − cos θi sin θj) (a†j + aj)
+ i (cos θi cos θj + cos(φi − φj) sin θi sin θj) sin(φi − φj)
× (a†i − ai − a
†
j + aj) ]
HB2 =
kJS
2
∑
〈ij〉
[ (−4) (cos θi cos θj + cos(φi − φj) sin θi sin θj)2 (a†iai + a
†
jaj)
+ 2 (cos θi cos θj + cos(φi − φj) sin θi sin θj) (cos(φi − φj) cos θi cos θj + sin θi sin θj)
×
(
a†ia
†
j + a
†
iaj + aia
†
j + aiaj
)
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+ (cos(φi − φj) sin θi cos θj − cos θi sin θj) (cos(φi − φj) cos θi sin θj − sin θi cos θj)
×
(
a†ja
†
i + a
†
jai + aja
†
i + ajai + a
†
ia
†
j + a
†
iaj + aia
†
j + aiaj
)
+ (cos(φi − φj) sin θi cos θj − cos θi sin θj)2
×
(
a†ja
†
j + a
†
jaj + aja
†
j + ajaj
)
+ (sin θi cos θj − cos(φi − φj) cos θi sin θj)2
×
(
a†ia
†
i + a
†
iai + aia
†
i + aiai
)
+ 2 cos(φi − φj) (cos θi cos θj − cos(φi − φj) sin θi sin θj)
×
(
a†iaj + aia
†
j − a
†
ia
†
j − aiaj
)
+ sin θi sin θj sin(φi − φj)2
×
(
a†ja
†
i + ajai − a
†
jai − aja
†
i + a
†
ia
†
j + aiaj − a
†
iaj − aia
†
j
)
+ sin2 θi sin(φi − φj)2
×
(
a†jaj + aja
†
j − a
†
ja
†
j − ajaj
)
+ sin2 θj sin(φi − φj)2
×
(
a†iai + aia
†
i − a
†
ia
†
i − aiai
)
+ i cos θi (cos θi cos θj + cos(φi − φj) sin θi sin θj) sin(φi − φj)
×
(
a†iaj + aiaj − a
†
ia
†
j − aia
†
j + a
†
iaj + aiaj − a
†
ia
†
j − aia
†
j
)
+ i cos θj (cos θi cos θj + cos(φi − φj) sin θi sin θj) sin(φi − φj)
×
(
a†ia
†
j + a
†
iaj − aia
†
j − aiaj + a
†
ia
†
j + a
†
iaj − aia
†
j − aiaj
)
+ i sin θi (cos(φi − φj) sin θi cos θj − cos θi sin θj) sin(φi − φj)
×
(
a†jaj + ajaj − a
†
ja
†
j − aja
†
j + aja
†
j + ajaj − a
†
ja
†
j − a
†
jaj
)
+ i sin θj (cos(φi − φj) sin θi cos θj − cos θi sin θj) sin(φi − φj)
×
(
a†ja
†
i + aja
†
i − a
†
jai − ajai + a
†
ia
†
j + a
†
iaj − aia
†
j − aiaj
)
+ i sin θi (cos(φi − φj) cos θi sin θj − sin θi cos θj) sin(φi − φj)
×
(
aja
†
i + ajai − a
†
ja
†
i − a
†
jai + a
†
iaj + aiaj − a
†
ia
†
j − aia
†
j
)
+ i sin θj (cos(φi − φj) cos θi sin θj − sin θi cos θj) sin(φi − φj)
×
(
a†ia
†
i + aia
†
i − a
†
iai − aiai + a
†
ia
†
i + a
†
iai − aia
†
i − aiai
)
] (A.3)
Finally several terms in HB
2
cancel out and we arrive at Eq. 3.26 in Sec. 3.1.2.
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A.2. Numerical Bogoliubov Transformation
In this appendix, we want to describe the numerical procedure of the Boguliobov
transformation of spin-wave Hamiltonian H2 (Eq. (3.10) in Sec 3.1.1) in a real-
space N × N lattice. It extends the general procedure described in Sec. 3.1.1,
where we explained the general principle of the Boguliobov transformation as a
way to diagonalize a system that lacks particle number conservation. The real-
space approach is nessecary in the presence of a vacancy, where translational lattice
symmetry is explicitly broken. The extension to biquadratic interactions is straight
forward by adding the terms from HB2 (Eq. (3.26) in Sec. 3.1.2). However, for
simplicity, in this appendix we will only refer to H2.
Our numerical procedure follows the one described by Wessel and Milat in the
appendix of Ref. [110]. In the following we will describe this process in detail:
We first write down the Hamiltonian H2 up to a constant in a 2N × 2N matrix
structure
H2 = Ψ†MΨ + const. , M =
1
2
A B
B† A

Ψ† = (a†1 , ... , a
†
N , a1 , ... , aN) , Ψ = (a1 , ... , aN , a
†
1 , ... , a
†
N)
T (A.4)
which corresponds to Eqs. (3.13),(3.14) in Sec 3.1.1. The matrices A, B contain
the complex prefactors from HB2 , with classical angles φi, θi previously determined
by energy minimization of the classical Hamiltonian H0 (Eq. (3.10) in Sec 3.1.1).
Using periodic boundary conditions, the detailed form of the matrix M depends
on the microscopic details of the system. A vacancy on lattice site ivac is realized
by setting all entries with connection to site ivac to zero, i.e. Aij = Bij = 0 for
i = ivac or j = ivac.
We define the matrix
Σ =
1N 0
0 −1N
 (A.5)
The matrix ΣM is Hermitian and can be diagonalized. Our goal is to construct a
transformation matrix T to diagonalize M
Ψ = Tχ , Ψ† = χ†T † and Ω = T †MT (A.6)
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This matrix T has to be pseudo-unitary, i.e. has to satisfy the constraint
T †ΣT = Γ, Γ =
1N+ 0
0 −1N−
 (A.7)
with N+/− is the number of positive/negative eigenvalues λ
+/−
l of ΣM , and
Nn = N
+ +N−.
We then define auxiliary matrices Λ, Z, L as
ZΛ = (ΣM)Z, L = Z†ΣZ (A.8)
with Λ = diag(λ1, ...., λNn) and the columns of Z the right eigenvectors of ΣM . In
a second step we introduce U to diagonalize the Hermitian matrix Λ:
U †ΛU = diag(l1, ...., lNn) (A.9)
We create a new matrix (l−1/2) as
(l−1/2)ij = δij|li|−1/2 (A.10)
and can finally write down the transformation T as
T = ZU(l−1/2) (A.11)
This matrix diagonalizes M as described in Eq. A.6. The eigenvalues given by
ωl = JSΓllλl are the eigenenergies of H2. For more details on the mathematical
proof we refer to the appendix of Ref. [110].
As already mentioned in the main text has T block structure
T =
U V
V † U †

(A.12)
The matrices U, V than fullfill the relations in Eq. 3.21 in Sec 3.1.1. They can be
used to calculate all possible observables as described in Sec. 3.1.3 in the main text.
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Figure B.1.: Vacancy-induced effective magnetic moment m(h) for the square lattice HAFM and finite
lattices with L = 8 and L = 16 resp. The red (green) lines indicate full numerics (mean-field). The
smaller panels show magnifications close to h = 0 (middle) and h = hsat (right). Fig. taken from
supplemental material to Ref. [117].
B. Classical Finite-Size and Mean-Field Results
B.1. Square Lattice: Finite-Size and Mean-Field Results
In this appendix, we extend the discussion from Sec. 5.1.1 about a vacancy moment
in a square lattice with external magnetic field applied. The zero-field jump is an
inherent feature of the thermodynamic limit underlining the importance of the
finite-size scaling effort. It is crucial to first take the limit N →∞ and then reduce
the field h→ 0+ because these limits do not commute.
The zero-field singularity is a result of competing bulk and boundary (i.e. im-
purity) magnetization processes. The corresponding energies are −χh2N (bulk)
and −hm (impurity), with χ the bulk susceptibility. For finite size N a small
enough field h N exists, where the impurity part dominates over the bulk part
and the zero-field momentm0 simply alignes with the field. Therefore, there is no
bulk spin-flop state. The entire system rearranges to minimize the impurity part
of the energy. For the square lattice this leads to a h → 0+ state which is simply
a field aligned Néel state with a missing spin in opposite direction to the field.
This cooresponds to a effective moment m(h→ 0+) = S. With increasing field m
evolves smoothly until a crossover occurs at h = hsat/N . From there on, the bulk
contribution dominates. Thus, the impurity becomes a subleading correction to
the proper bulk state, here a spin-flop state.
In the thermodynamic limit N → ∞ the bulk dominates the impurity for any
given field. The crossover scale becomes zero and a sharp distinction between zero
field and non-zero field arises.
Fig. B.1 (red curve) shows the magnetic moment m(h) from Fig. 5.3 (a) from
Sec. 5.1.1 for small finite systems. For the most part m(h) qualitatively agrees well
with the thermodynamic limit. However, close to both zero field and saturation the
differences become apparent. The two insets show the same date close to the two
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boundaries h = 0 and h = hsat. For h < hC1 = hsat/N (h > hC2 = hsat[1 − 1/N ])
we see a linear decrease to the fixed values of m0 = S (msat = −S). Increasing
L =
√
N shifts the crossover scales outwards until we get hC1(N → ∞) = 0+ and
hC2(N →∞) = h−sat resp.
The difference between both sides is the following: While at h = 0+ bulk and
boundary contribution prefer different states (spin-flop vs. aligned Néel order), for
h = h−sat both contributions favor the same state (full polarization). Therefore,
in the thermodynamic limit m(h → 0+) 6= m0 is enforced and magnetic moment
jumps at h = 0+. On the other side m(h → h−sat) = msat and we get a continuous
transition.
To understand this behavior better, we compare to a mean-field results for the
same system sizes (green curves in Fig. B.1). The mean-field energy EMF is given
by
EMF =
2zJ
N
SA · SB −H(SzA + SzB) (B.1)
where we have sublattice super-spins with SA = SN/2 and SB = S(N/2− 1) and
z = 4 the coordination number. This model actually describes a ferrimagnet [?
] and was also used by Eggert et al. in Ref. [5] for their finite-T simulations we
described above. It neglects all spatial variations the vacancy might create. We
can visualize the state as shown in Fig. 5.1 in Sec. 5.1.1. A uniform canting angle
θ0 becomes altered by a tilting angle ±δθ. For finite size however, the length of
the two super-spins differs, leading to two distinct angles |δθA| 6= |δθB|.
Here also the bulk and boundary energies compete with each other, which leads
to the same crossover scales hC1 and hC2 as above. In between for hC1 < h < hC2
the bulk term dominates. Here δθ < π/2 − θ0 as well as δθ < θ0. The vacancy
slightly adjusts the whole sublattices to compensate itself, leading to a identical
magnetization of NS in field direction and therefore m = 0 for every field hC1 <
h < hC2. The mean-field model is not able to capture any feature of the numerics
at all.
However, beyond the crossovers it fits the numerical data quite well. This is
because here the corresponding length scale l of the full numerics becomes much
larger than the system length L. For h < hC1 we have L N < hsat/h ∝ lh1. This
prevents any spatial variation and is thus compatible with a mean-field picture.
Here the tilting angle |δθ| becomes larger than the canting angle |π/2−θ0|, leading
to a rotation of the system away from the spin-flop configuration. This continuous
rotation gives a linear slope of m(h) until it reaches m = S for h = 0+. Here the
vacancy state is not a spin-flop state, but a Néel order aligned with the field. The
clean state is still in spin-flop configuration with a net magnetization of zero. That
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Figure B.2.: Vacancy-induced effective magnetic moment m(h) for the triangular lattice HAFM with
positive biquadratic interactions k = 0.1 and finite lattices with L = 9 and L = 21 resp. The red (green)
lines indicate full numerics (mean-field). The smaller panels show magnifications close to h = 0 (middle)
and h = hsat (right). Fig. taken from supplemental material to Ref. [117].
means we substract the magnetizations of two entirely different spin-configurations.
This is similar to what happens near saturation. Here we have a second length
scale l ∝ hsat/(hsat−h). For h > hC2 we have L N < 1/(1−h/hsat) ∝ lh2. Again
the numerics are essentially mean-field. The mean-field model again decreases
linearly, as the tilting angle δθ becomes larger than the distance of the bulk angle
to saturation θ0 which leads again to a dominant tilting of all spins. Eventually the
configurations both end up in full saturation, although with |θ0| vanishing quicker
that δθ as h→ h−sat.
For N → ∞ the crossovers shift to the boundaries. For all 0 < h < hsat the
mean-field vanishes while the full numerics become as shown in Fig. 5.3 in Sec. 5.1.1.
Therefore the only aspect the mean-field theory captures correctly is the jump at
h = 0+. The hight of the jump is merely coincidental, since m = 0 for all finite
0 < h < hsat. At h−sat it predicts an incorrect jump where the numerics show a
continuous curve.
The correct description of the spatial variations is essential for the shape of
the magnetization curve and the correct screening of the vacancy. The mean-field
picture cannot explain the perfect screening of m(h → 0+) in the numerics. We
will also see an example in Sec. ?? where the mean-field picture fails to predict the
correct m(h→ 0+) in the triangular lattice.
B.2. Triangular lattice: K > 0 Finite-Size and Mean-Field Results
We continue the discussion of finite-size effects and mean-field features for the
triangular lattice with K > 0. Therefore this section can be seen as an expansion
of the discussion in Sec. 5.1.2 in the main text.
For finite systems the behavior is very similar to the square lattice (see Fig. B.1).
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The same bulk-boundary arguments as for before occur. We show the results for
small systems (red) in Fig. B.2, which is a finite-size version of Fig. 5.7 in Sec. 5.1.2
Again, for most of the field range the data resembles the N → ∞ data quite
accurately, since the magnetic length scale is much smaller than the system size.
In the vicinity of h = 0 (h = hsat) beyond a crossover scale of hC1 ≈ hsat/(2N)
(hC2 ≈ hsat(1 − 1/N)), the length scale becomes much larger than the system
length lh  L. Thus, all spatial fluctuations are suppressed and we have a linear
increase (decrease) to the values for zero field (saturation). However, in comparison
to the square lattice the zero-field moment is not quantized to S but reduced
to m0 ≈ 0.143S due to the intrinsic distortion. The same intrinsic part of the
distortion survives for finite fields, protected by the U(1) symmetry normal to the
field. This shifts the length scale hC1 to smaller fields at the same time as it lowers
the magnitude of m(h). Thus hC1/hsat ≈ 1/(2N) is only roughly half the value of
the square lattice 1/N .
For N → ∞ the crossover scales become hC1(N → ∞) = 0+ and hC1(N →
∞) = h−sat resp., leading to a discontinuous jump at h →)+ but a continuous
transition at h→ h−sat. The same arguments hold as for the square lattice spin-flop
state:
The zero-field state which can be achieved by first sending the field to zero and
than take the thermodynamic limit is a distorted 120◦ state where field axis (and
therefore the vacancy moment) lie in-plane with the bulk order. On the other side,
taking the thermodynamic limit N → ∞ first leads to a distorted spin-flop-like
state where bulk order is normal to the field. Thus, for h→ 0+ the (infinitesimally
small) effective moment has to show in field direction and is therefore normal to
the bulk order. Here again, we can understand these limits as a competition of
bulk and boundary (impurtiy) energies. If h→ 0+ is taken first, at some field the
impurity term wins and rotates the whole system towards a plane parallel to the
field. If N → ∞ is taken first, the bulk terms wins for all fields leading to a bulk
that is fixed to a spin-flop condiguration, and is normal to the field for h → 0+.
These two fundamentally different states cause the singular limit.
On the other hand at saturation all possible scenarios lead to a fully polarized
bulk with all spins field aligned. Here the bulk and boundary terms favor the same
configuration, and the limit h→ 0+ is always continuous.
We now compare the finite size mean-field data (green) in Fig. B.2. Here the
system has no spatial fluctuations. The mean-field energy EMF is given by
EMF =
3zJ
2N
(SA · SB + SB · SC + SC · SA)
+
3zK
2N
[
(SA · SB)2 + (SB · SC)2 + (SC · SA)2
]
−H(SzA + SzB + SzC) (B.2)
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Figure B.3.: Vacancy-induced effective magnetic moment m(h) for the triangular lattice HAFM with
negative biquadratic interactions k = −0.07 and finite lattices with L = 9 and L = 21 resp. The red
(green) lines indicate full numerics (mean-field). The smaller panels show magnifications close to h = 0
(middle) and h = hsat (right). The plateau phase is indicated by the shaded region. Fig. taken from
supplemental material to Ref. [117].
where we have sublattice super-spins with SA,B = SN/3 and SC = S(N/3 − 1)
and z = 6 the coordination number.
Beyond the crossovers the mean-field data is again very similar to the full numer-
ics, because here spatial fluctutions are suppressed and the numerics show mean-
field behavior. However, the plots differ strongly in the low-field sector. First, the
zero-field moment mMF0 = S/3 is completely different from the partially screened
moment m0. Therefore, in the thermodynamic limit, the mean-field model pre-
dicts a jump, but with the wrong height. Second, the crossover is (as expected) at
hMFC1 /hsat ≈ 1/N rather than hC1/hsat ≈ 1/(2N). The ratio of crossover fields and
is approximately the same as the ratio of zero-field moments. But this is a mere
coincidence and sepcial for the chosen value of k = 0.1.
For the rest of the field-range the mean-field model fails to capture the features
of the numerics, as it did for the square lattice. For finite fields the mean-field
moment is negative for all fields due to the biquadratic term. The numerics cross
the mean-field result at h ≈ hsat/2 = 5.4. At saturation a jump is predicted, where
the numerics are continuous.
B.3. Triangular lattice: K < 0 Finite-Size and Mean-Field Results
The last case we want to discuss is the triangular lattice with K < 0. This section
about finite-size effects and mean-field results extends the analysis in Sec. 5.1.2 in
the main text.
Fig B.3 shows the finite size version of Fig. 5.14 in Sec. 5.1.3 with (red) and
without (green, mean-field) fluctuations for small system sizes. As before, away
from the transitions the data is quite accurate due to the small magnetic length
scale. Near the → ∞ transitions we have crossover scales hCi beyond the curve
become mean-field like. In contrast to the spin-flop cases it is not perfectly linear.
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This is because M = cos(θ) does not correspond to a uniform canting angle, but
actually three different sublattice angles of a deformed 120◦ state. For the low-field
limit m(h) continuously reaches the value of a rotated zero-field moment |m0|. For
the other transitions we see sharp crossovers similar to the ones for the square
lattice and the k < 0 triangular lattice, but with strongly increased slope. The
data is less smooth as for N → ∞ showing indications of first-order transitions
(jumps).
The prior arguments hold: While for h → 0+ bulk and boundary energy terms
favor different states, on the other transitions they favor the same collinear states.
Thus for the former we get a singular limit, while the latter results in continuous
transitions. The difference between the states for h = 0 and h→ 0+ is less obvious
than before for the spin-flop cases, since they both have the 120◦ bulk order in the
same plane.
The difference is the choice of sublattice for the vacancy. As we compare the
h → 0+ state with a zero-field state rotated in a way that the effective moment
shows in field direction (the state approached in a finite-size system), we see the dif-
ference with the help of Fig. 5.12 in Sec. 5.1.3. A rotated zero-field state with over-
compensated moment m0 in field direction would have a bulk spin-configuration
rotated by 60◦, since the effective moment points in the same direction as the va-
cancy. On the other side, in the state in Fig. 5.12, vacancy and effective moment
are not aligned. We will deepen the argument in Sec. 5.2.
The mean-field model is the same as for the K < 0 case given by Eq. (B.2). It
does not capture any of the features accurately (see green curves). For h → 0+
it approaches the mean-field value mMF0 = 1/3 instead of m0 and thus predicts
an incorrect jump for N → ∞. At the entrance to the plateau as well as at
saturation it increases further which leads to distinctive peaks. For N → ∞ it
predicts incorrect jumps at the plateau boundaries as well as at saturation.
As expected, the only accurate description is inside the plateau (including the
jump at h = 3), where spatial fluctuations are not present.
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