To mimic ground state Born-Oppenheimer molecular dynamics (gsBOMD), we propose a Lagrangian inspired by Ehrenfest dynamics in time-dependent density functional theory. The electronic orbitals are evolved by a time-dependent Schrödinger-like equation, where the time derivative of the orbitals is multiplied by a parameter µ, which controls, similarly to Car-Parrinello (CP) dynamics, the time scale of the fictitious electronic motion. The scheme automatically preserves wave function orthonormality and the total physical energy. The new dynamics smoothly approaches gsBOMD in the as µ → 0, and it remains close to it along a wide range of values of µ > 1. As in CP, there is a compromise between the time-step and the closeness to gsBOMD given by the value of µ. These properties are illustrated with realistic molecular calculations. Ab initio molecular dynamics (AIMD) on the ground state Born-Oppenheimer (gsBOMD) potential energy surface for the nuclei has become a standard tool for simulating the conformational behaviour of molecules, bioand nano-structures and condensed matter systems from first principles [1] . However, gsBOMD (in the DFT [2] picture) requires that the Kohn-Sham (KS) energy functional E[φ, R] be minimized with respect to the KS orbitals φ := (φ 1 (r), . . . , φ N (r))
Ab initio molecular dynamics (AIMD) on the ground state Born-Oppenheimer (gsBOMD) potential energy surface for the nuclei has become a standard tool for simulating the conformational behaviour of molecules, bioand nano-structures and condensed matter systems from first principles [1] . However, gsBOMD (in the DFT [2] picture) requires that the Kohn-Sham (KS) energy functional E[φ, R] be minimized with respect to the KS orbitals φ := (φ 1 (r), . . . , φ N (r))
T , for each value of the nuclei positions R := (R 1 , . . . , R N )
T . As this minimization can be very demanding, Car and Parrinello (CP) [3] proposed an elegant and efficient "on the fly" scheme in which the KS orbitals are propagated rather than optimized, with a fictitious dynamics that mimics gsBOMD. The CP method has had a tremendous impact in many scientific areas [4, 5] .
In this realm, time-dependent density functional theory (TDDFT) [6, 7] , appears as a natural alternative for both ground state and excited state AIMD. In its simplest implementation, Ehrenfest TDDFT, the ions are treated classically following electronic HellmannFeynman forces. For systems where the gap between the ground and the first excited state is large, Ehrenfest tends to gsBOMD and can be used for adiabatic dynamics [1, 8] . However, the rapid movement of the electrons in Ehrenfest TDDFT requires the use of a very small time step, which, in many occasions, renders its numerical application non-practical [10] . This problem is circumvented in CP by introducing a fictitious electronic mass. The magnitude of this mass implies a compromise, as the largest possible value must be chosen to allow for large time steps while assuring that the system remains near the gsBO surface. In general it is estimated that CP allows for time steps one order of magnitude larger than Ehrenfest dynamics [1] .
In this letter, we import some of the ideas of CP and introduce a new Ehrenfest dynamics that reduces the cost of AIMD simulations while keeping the accuracy of the results in tolerable levels, similar to CP. The whole scheme can be obtained from the following Lagrangian (atomic units are used throughout this paper):
where
I M IṘI ·Ṙ I is the kinetic energy of the nuclei, M I their masses and E ks the Kohn-Sham energy.
Note that the major modification with respect to TDDFT has been to scale the electronic velocities by a parameter µ (TDDFT is recovered as a particular case when µ = 1). Additionally we show in what follows that in the µ → 0 limit the trajectories of this system approach gsBOMD and that practical calculations can be done for values of µ ≫ 1, allowing for more efficient implementations than TDDFT while retaining its advantageous properties: the conservation of the total energy and of the orthogonality of the orbitals. Also, from the computational point of view, the new scheme can be trivially incorporated into existing real-time TDDFT codes.
The equations of motion obtained from (1) for the electronic (φ j ) and nuclear (R I ) degrees of freedom are:
where v eff is the time-dependent KS effective potential. Like in CP molecular dynamics (CPMD), by tuning the value of µ, the timescale of the electronic motion can be changed here. However, in contrast to CP, the new dynamics conserves the physical energy E phys := K I + E[φ, R] as well as the scalar product among the orbitals φ j at the price of working with complex wavefunctions. The first is a direct consequence of L being linear in the velocitiesφ j andφ * j , and not depending explicitly on t. The conservation of the scalar product requires more attention due to the nonlinear character of the term δE/δφ * j . To prove it, note that E[φ, R] is invariant under any unitary transformation mixing the orbitals φ → U φ, with U = e −i(ε/µ)A , being A an N × N Hermitian matrix. From this invariance and eqs. (2) we have
Now, since A jk φ * j φ k dr is a constant for all A = A † , we can choose different pairs of A's to show that the scalar product of any pair φ j , φ k is a constant as well. Thus, if we start from an orthonormal set at t = 0, we will not have to reorthonormalize the orbitals during the MD simulation removing any cubic dependence on systems size. Numerically, this means that the direct scaling of the new scheme is quadratic with the number of atoms, while for CPMD and gsBOMD the standard scaling is cubic [17] due to the orthogonalization. This additionally implies that the time propagation is naturally parallelizable, as the evolution of each orbital is almost independent from the others, with the only mixing coming from the calculation of the time dependent density and the KS effective potential.
An important question is whether the new method can reproduce the gsBOMD. We will show that the µ → 0 limit accounts for this solution. To do so, we remind that the BO Lagrangian reads as
where Λ ij are the Lagrange multipliers which ensure the orthonormality of the orbitals. Clearly, as the orthonormality is automatically satisfied by the propagator in our approach, the limit µ → 0 gives the BO Lagrangian without Λ. This fact might be surprising at first, however using the following gauge invariance of the dynamics
we can choose A(t), which in principle is an arbitrary time dependent Hermitian matrix, in order to transform Λ = 0 in (1) to Λ = Λ BO in (4) without modifying any observable, in particular the ion dynamics. Next, to provide an estimation of the performance improvements that our method can achieve in comparison with Ehrenfest dynamics, we can write the left hand side of (2a) as µ(dφ/dt) = dφ/dt e . With this transformation, (2a) can be seen as a standard TDDFT propagation. From this, we get that the maximum time step for our method in terms of µ is ∆t = µ∆t e ,
where ∆t e is the a maximum electronic time step, determined by the system and the propagation scheme. In the case of CP, on the other hand, ∆t ∝ √ µ CP . Note however that this difference does not imply anything about the relative performance of both methods, since the two parameters are not directly comparable (e.g., they have different dimensions) and that the dependence of the accuracy on µ must also be taken into account, as we show later. Additionally to (6), the ionic motion also imposes a constraint in the maximum value of ∆t but usually this limit is much higher. Now, although our method approaches the reference gsBOMD as µ → 0, this limit is not practical from the numerical point of view due to (6) . But, as µ = 1 is already close to gsBOMD for large gap systems, we shall mainly focus on how close we can stay to this limit for µ ≫ 1. In this regime numerical simulations are in principle µ times faster than standard TDDFT.
To illustrate this issue and the properties of the new scheme we apply it first to a model calculation. The simple toy model we use is based on the one used in Ref. 11 to test CP. Its equations of motion are produced by the Lagrangian
where θ 1 and θ 2 correspond to electronic degrees of freedom, R to the nuclear motion and G mimicks the gap. The parameters M R , K R , R 0 and G 0 have been taken from the experimental values for the N 2 molecule (interpreting R as the length of the N-N bond). The dynamics produced by (7) has been then compared to the analogous CP one [obtained by simply changing the θ-kinetic energy by (µ CP /2)(θ To compare the approximate nuclear trajectory R(t) to the gsBO one R BO (t), we define
, where ∆R is the maximum variation of R in the gsBO case. In Fig. 1a , we show that this distance smoothly decreases to zero as µ → 0 for our model. In Fig. 1b , in turn, we compare the gsBO force on R to the one obtained from the new method averaging over a intermediate time between those associated to the electronic and nuclear motions. The distance d F between these forces (defined analogously to d R ), also goes to zero when µ → 0. Now, we estimate the relation between the maximum time step allowed by the fourth order Runge-Kutta numerical integration of the equations of motion and the error, given by d R . The first, denoted by ∆t max , has been defined as the largest time step that produced trajectories for all the dynamical variables of the system with a distance less than 0.1% to the 'exact' trajectories. In Fig. 1c , we can see that, although ∆t max grows more slowly in our method than in CP [as expected from eq. (6)], the behaviour of the error (d R ) is better for the new dynamics introduced here. These two effects approximately balance each other yielding the error/time step relations depicted in Fig. 1d , where the new scheme is shown to behave similarly to CPMD for a significant range of values of d R . We stress however that, to actually compare the relative performance of both methods the numerical work required in each time step would have to be considered. To further investigate the properties of our method, it has been incorporated in the first principle Octopus code [12] and applied to the simulation of real systems. The Enforced Time Reversal Symmetry method [13] is used to propagate the electronic wave functions, and the standard velocity Verlet algorithm is used for the ionic equations of motion. Note that both methods are time reversible, which implies that they do not produce a drift in the total energy that can be present in BOMD implementations [14] . The ions are represented using normconserving Troullier Martins pseudopotentials and the exchange correlation term is approximated by the Adiabatic LDA functional for simplicity, but the method can be applied to any exchange and correlation functional.
First we focus in the Nitrogen molecule (N 2 ). We calculate the trajectories for different values of µ, using the same initial conditions as in the model. A time step of µ × 0.0012 fs is used and the system is propagated by 242 fs. In Fig. 2 we plot the potential energy as a function of the interatomic distance during the trajectory for each run, in the inset we also give the vibrational frequency for the different values of µ, obtained as the position of the peak in the Fourier transform of the velocity autocorrelation function. It is possible to see that for µ = 20 the simulation remains steadily close to the BO potential energy surface and there is only a 3.4% deviation of the vibrational frequency. For µ = 30 the system starts to strongly separate from the gsBO surface by mixing with higher BO surfaces.
Next we apply the method to the Benzene molecule. We set-up the atoms in the equilibrium geometry with a random Maxwell-Boltzmann distribution for 300
• K. Each run is propagated for a period of time of 387 fs with a time step of µ × 0.001 fs. As for the case of the nitro- gen case, vibrational frequencies are obtained from the Fourier transform of the velocity auto-correlation function. In table I we show some low, medium and high frequencies of benzene as a function of µ. The general trend is a red-shift of the frequencies with a maximum deviation of 7% for µ = 15. Still to make direct comparison with the experiment, we compute the infrared spectra as the Fourier transform of the electronic dipole operator. In Fig. 3 we show how the spectra changes with µ, besides the red-shift, for large µ spurious peaks can appear above the higher vibrational frequency (not shown) [18] . The fact that benzene is more sensitive than nitrogen to the value of µ can be explained by the fact that the former has a smaller band gap; the first TDLDA (virtual) excitation energy is 5.3 eV for benzene versus 7.7 eV for nitrogen.
In conclusion, we have presented a new approach to AIMD based on a generalization of Ehrenfest dynamics. Our approach depends on a parameter µ that controls the trade-off between the closeness of the simulation to the BO surface and the numerical cost of the calculation, analogously to the role of the fictitious electronic mass in CP. In our test systems we have been able to get speedups in computational time of one order of magnitude with respect to standard TDDFT simulations for adiabatic molecular dynamics, with a minimum variation in the calculated properties. These speedups imply that our method represents an alternative to CPMD and could be applied efficiently to the simulation of systems of physical interest. As the method preserves the orthogonality of the wavefunctions, it is particularly suitable for large systems where the cost of orthogonalization becomes dominant. For its applicability it would be important to study if the improvements developed to optimize the CP method can be transferred to our approach.
The introduction of the parameter µ comes at a cost, as we change the time scale of the movements of the electrons with respect to the Ehrenfest case, which implies a shift in the electronic excitation energies. This must be taken into account when we extend the applicability of our method for non-adiabatic molecular dynamics and molecular dynamics under electromagnetic fields, in particular for the case of Raman spectroscopy and general resonant vibrational spectroscopy (work in progress).
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