This paper presents nature-inspired optimization algorithms such as particle swarm optimization (PSO) algorithm and bat algorithm (BA) for tuning PID controller parameters of BLDC motor drive. Both PSO algorithm BA are population based algorithms. Population based algorithms have number of advantages over classical methods for solving complex optimization problems. The position of BLDC rotor is determined by measuring the changes in the Back emf. Sensorless control method reduces the cost of motor as it does not need sensors for the detection of rotor position. The BLDC motor drive is modelled in Matlab/simullink. The simulation results reveals that proposed methods are effective in reducing the time domain parameters steady state error, rise time, settling time and peak overshoot.
Introduction
BLDC motor has wide range of applications because of its advantages such as high efficiency, flat speed-torque characteristics, and high speed range, smaller in size and lighter, longer life, low noise and good dynamic response when compared against brushed direct current motor. BLDC motor is a kind of permanent magnet synchronous motor (PMSM), trapezoidal type of PMSM is known as brushless direct current motor. In a brushless motor, stator contains windings and rotor incorporates permanent magnet. By moving permanent magnets to rotor and driving field coils with power electronic switch can eliminate brushes in dc motor. BLDC motors are often called as electronically commutated motors [1] - [3] . It requires some electronic control mechanism to determine the rotor position continuously. The rotor position can be determined either by measuring changes in back emf at each of the armature coils, which is known as sensorless control [4] - [7] or by using a Hall Effect sensors embedded into the stator on the nondriving end of the motor.
Objective and Methodology
The objective in the optimal design of PID controller is to minimize the overshoots and settling time in system oscillations with minimum error. In this paper, particle swarm optimization algorithm and bat algorithm are proposed for optimization of PID-parameters. Just like any optimization problem an objective function needs to be formulated for optimal PID design. The difference between reference speed and actual speed of BLDC motor drive is the objective function and it needs to be minimized. BLDC motor drive model is simulated in matlab/simulink and simulation results of PSO and BA are compared.
BLDC motor drive Model

A. BLDC motor model
The schematic diagram of BLDC motor drive control is shown in figure 1 .The motor drive system mainly consists of BLDC motor, three-phase voltage source inverter, hysteresis current controller, reference current generator and speed controller. Motor is supplied by the three phase voltage source inverter, the switching functions obtained from the hysteresis current controller serves as input to voltage source inverter. The reference currents are generated by reference current generator based on rotor position .The actual speed of the motor is compared with the reference speed and error is applied to controller and controller output serves as the input to the reference current generator. The output voltages obtained from the three phase voltage source inverter can be expressed in the form of switching functions. The stator winding voltages in terms of the winding parameters are expressed as: 
where, (E=Ke.ωm)
The Equation of motion is expressed as:
Torque due to Inertia, = where, J -Moment of inertia, Torque due to viscous friction,
= .
where, B -Friction coefficient,
The Electromagnetic torque of 3-phase motor is
= ( ( ). + ( ). + ( ). )
B. PID Controller PID controller is the most widely used controller, it was earlier used in pneumatic devices later on occupied major portion of the industrial applications. It has a simple structure easily understandable by the plant operator relatively easy to tune its controller parameters. The performance of PID controller can be adjusted by tuning the proportional-Integral-Derivative parameters using any method [10] . Kp is proportional gain, Ki is integral gain and Kd is derivative gain which are choosen to meet the criteria specified in terms of rise time, settling time, peak time, overshoot and steady state error. Settling time and rise times are to measure the response of the system and peak value, peak time and overshoot measures the quality of the response.
PARTICLE SWARM OPTIMIZATION ALGORITHM
Particle Swarm Optimization algorithm is based on behavior of organized groups. It is based on the principle on which flock of birds behave while moving as an unit to one or the other direction [9] . In PSO, particles are distributed in parametric space and play the role of agents, on its movement they change their direction and speed of motion based on certain rules. A swarm in PSO consists of a number of particles. Each particle represents a potential solution to the optimization task. Each particle represents a candidate solution. Each particle moves to a new position according to the new velocity which includes its previous velocity and the moving vectors according to the past best solution and global best solution [8] . The best solution is then kept; each particle accelerates in the directions of not only the local best solution but also the global best position. If a particle discovers a new probable solution, other particles will move closer to it in order to explore the region. The optimization technique is applying on to the objective functions, which one is most efficient to calculate the individual particle's fitness value.
Objective function = ω(t)ref -ω(t)act (11) where ω(t)ref is reference speed and ω(t)act is actual speed. Therefore, the design problem can be formulated as the optimization problem and the objective function is expressed as:
= Minimize ( ) ℎ , ∈ error (12) Subjected to constraints
PSO algorithm implementation steps are as follows:
Step 1: Read the data and generate the initial solution randomly.
= 1 = 1
Where, pop is population size and n is dimension of the problem
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Step 2: Calculation of fitness value of the objective function using Equation 12.
Step 3: Calculate pbest i.e. objective function value of each particle in the population of the current iteration is compared with its previous iteration and the position of the particle having a lower objective function value as pbest for the current iteration is recorded:
Where, k is the number of iterations, and f is objective function evaluated for the particle.
Step 4: Calculation of gbest i.e. the best objective function associated with the pbest among all particles in the current iteration is compared with that in the previous iteration and the lower value is selected as the current overall gbest.
Step 5: Velocity updating, after calculation of the pbest and gbest the velocity of particles for the next iteration should be modified by using equation:
Where, the parameters of the above equation should be determined in advance and is the inertia weight factor, defined as follows:
(18) C1, C2 are the acceleration coefficients usually in range [1, 2] . A large inertia weight (w) facilitates a global search while a small inertia weight facilitates a local search.
Step 6: Check the velocity components constraints occurring in the limits from the following conditions,
Step 7: Position updating, the position of each particle at the next iteration (k+1) is modified as follows:
Step 8: If the number of iterations reaches the maximum then go to step 9 for gbest otherwise, go to step 2.
Step 9: The individual that generates the latest gbest is the optimal PID parameters at minimum objective function.
The flow chart for Implementation of PSO algorithm is shown in figure 2.
Fig.2 Implementation flowchart of PSO
Bat algorithm
Bat algorithm is another population based algorithm proposed by Xin-She-Xang, for solving global optimization problems [11] . This algorithm is inspired by the social behavior of bats. Bats are the second largest order of mammals, they migrate to hundreds of kilometres to find their prey from different types of insects even in complete darkness based on property known as echolocation [12] . Bat uses sonar type echolocation to distinguish the difference prey and avoid obstruction. Optimal parameter setting is important for measuring algorithm performance. Bat algorithm is bad at exploitation and exploration. Bat emits a loud sound pulse and waits for echo that bounces back from surrounding object. Each sound pulse includes loudness and frequency. The loudness decreases as bat moves towards prey, the sound pulse emitted by bat lasts only for a very small duration. The frequency range is 25 KHz to 100 KHz for most of the bat species and for some it is up to 150 KHz, normally bats emits 10-20 sound burst per second but during hunt for prey they emits 200 sound bursts per second.
The wave length of the sound burst with constant frequency f is given by = / Xin-She-Xang set out rules with some assumptions for BA implementation:  Bats are sensible to distance as well as difference between prey and barriers using echolocation.  Bats fly randomly with the velocity at a position with a fixed frequency and varying wavelength and loudness A0 to search for prey. The wavelength of emitted pulse is automatically adjusted by bats and depending on the proximity of target, they also adjust the rate of pulse emission r ϵ [0,1] where 0 refers to no pulses and 1 refers to maximum rate of pulse emission. The loudness A0 varies from a large positive value to a minimum constant value.
A. Position and velocity
The bat position and velocity in a d-dimensional search space at a time 't' can be updated using the following equations :
The new solutions and velocities are given by
where β ϵ [0,1] is random vector drawn from uniform distribution and is the current global best solution after comparing all solutions among all bats, from each bat is assigned a random value. Once a solution is selected among current best solutions, a new solution is generated locally using = + Ɛ
where Ɛϵ[-1,1] is a random number, while is the average loudness of all bats at time 't'.
B. Loudness and rate of pulse emission
The loudness Ai and rate of pulse emission r also to be updated accordingly with position and velocity as iteration continues. The rate of pulse emission increases and loudness decreases once bat founds its prey. Loudness can be given any value as per convenience, here A0 = 0.25 and Amin= 0, which means bat found its prey and temporarily stopped emission. If the new solutions are developed, then loudness and rate of pulse emission will be updated as:
where α and γ are constants, for any 0 < α< 1 and γ > 0, Soln = [X], Soln represents a group of bats in bat algorithm, where bat is one position in search space. The problem specific implementation flow chart of bat algorithm has been given in figure 3.
Fig. 3 Implementation Flowchart of BA
Results and Discussion
The model of BLDC motor drive is simulated in matlab/simulink using the specifications presented at the end of this section. The simulation results with PSO are shown in figures 5-9.The speed response is shown in figure 4 , no oscillations can be seen, rise time is more but settles to the final value in less time with zero steady-state error. The electromagnetic torque response is shown in figure 5 in which steady value of torque can be observed. The threephase current and trapezoidal back-emf are shown in figure  6 and figure 7 respectively. The reference speed tracking performance with PSO is shown in figure 8. 
Conclusion
In this paper, the nature-inspired algorithms are proposed to search the PID controller parameters Kp, Ki, Kd for the speed control of BLDC motor drive. The motor drive system has been modeled and simulated in MATLAB/SIMULINK. The tracking performance is tested with change in speed reference speed and several time domain parameter performance measures such as rise time, peak time, settling time, peak overshoot and steady-state error of PSO algorithm and BA are compared. The simulation results of BA shows the less rise time compared to PSO algorithm but PSO results demonstrate the improved performance compared to BA in terms of settling time, peak-overshoot, steady-state error. Therefore, population algorithms are ideal to for optimal control of BLDC motor drive.
