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Matrix produt state omparison of the numerial renormalization group and the
variational formulation of the density matrix renormalization group
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s Department, Arnold Sommerfeld Center for Theoretial Physis,
and Center for NanoSiene, Ludwig-Maximilians-Universität Münhen, 80333 Münhen, Germany
(Dated: Marh 25, 2008)
Wilson's numerial renormalization group (NRG) method for solving quantum impurity models
yields a set of energy eigenstates that have the form of matrix produt states (MPS). White's
density matrix renormalization group (DMRG) for treating quantum lattie problems an likewise
be reformulated in terms of MPS. Thus, the latter onstitute a ommon algebrai struture for both
approahes. We exploit this fat to ompare the NRG approah for the single-impurity Anderson
model to a variational matrix produt state approah (VMPS), equivalent to single-site DMRG.
For the latter, we use an unfolded Wilson hain, whih brings about a signiant redution in
numerial osts ompared to those of NRG. We show that all NRG eigenstates (kept and disarded)
an be reprodued using VMPS, and ompare the dierene in trunation riteria, sharp vs. smooth
in energy spae, of the two approahes. Finally, we demonstrate that NRG results an be improved
upon systematially by performing a variational optimization in the spae of variational matrix
produt states, using the states produed by NRG as input.
PACS numbers: 78.20.Bh, 02.70.+, 72.15.Qm, 75.20.Hr
I. INTRODUCTION
Wilson's numerial renormalization group (NRG) is a
highly suessful method for solving quantum impurity
models whih allows the non-perturbative alulation of
stati and dynami properties for a variety of impurity
models.
1,2,3,4,5,6
NRG is formulated on a Wilson hain,
i.e. a tight-binding fermioni quantum hain with hop-
ping matrix elements that derease exponentially along
the hain as Λ−n/2, where Λ > 1 is a disretization pa-
rameter dened below and n ≥ 0 is the hain's site index.
It is thus not appliable to real spae quantum lattie
problems featuring onstant hopping matrix elements.
For these, White's density matrix renormalization group
(DMRG) is the method of the hoie.
7,8,9
It has been
known for some time
10,11
that the approximate ground
states produed by DMRG have the form of matrix prod-
ut states (MPS) (see Eq. (7) below) that had previ-
ously arisen in ertain stohasti models
12
and quan-
tum information proessing.
13
This fat an be exploited
to reinterpret the DMRG algorithm (more preisely, its
one-site nite-size version) as a variational optimization
sheme, in whih the ground state energy is minimized
in the spae of all matrix produt states with speied
dimensions.
14
To emphasize this fat, we shall refer to
DMRG as variational matrix produt state (VMPS)
approah throughout this paper.
Quite reently it was understood
15
that NRG, too, in
a natural way produes matrix produt states. In other
words, when applied to the same Wilson hain, NRG and
VMPS produe approximate ground states of essentially
the same MPS struture. The two approximate ground
states are not idential, though, sine the two methods
use dierent trunation shemes to keep the size of the
matries involved manageable even for very long Wil-
son hains: NRG trunation relies on energy sale sepa-
ration, whih amounts to disarding the highest-energy
eigenstates of a sequene of eetive Hamiltonians, say
Hn, desribing Wilson hains of inreasing length n and
yielding spetral information assoiated with the energy
sale Λ−n/2. This trunation proedure relies on the ex-
ponential derease of hopping matrix elements along the
Wilson hain, whih ensures that adding a new site to
the Wilson hain perturbs it only weakly. In ontrast,
VMPS trunation relies on singular value deomposition
of the matries onsituting the MPS, whih amounts to
disarding the lowest-weight eigenstates of a sequene of
redued density matries.
8
This proedure makes no spe-
ial demands on the hopping matrix elements, and indeed
works also if they are all equal, as is the ase of standard
quantum hain models for whih DMRG was designed.
The fat that a Wilson hain model an be treated by
two related but inequivalent methods immediately raises
an interesting and fundamental methodologial question:
How do the two methods ompare? More preisely, to
what extent and under whih irumstanes do their re-
sults agree or disagree? How do the dierenes in truna-
tion shemes manifest themselves? VMPS, being a vari-
ational method operating in the same spae of states as
NRG, will yield a lower-energy ground state than NRG.
However, it variationally targets only the ground state
for the full Wilson hain, of length N , say. In ontrast,
NRG produes a set of eigenenergies {Enβ} and eigen-
states {|Enβ 〉} for eah of the sequene of eetive Hamil-
tonians Hn, with n ≤ N , mentioned above. From these,
a wealth of information about the RG ow, xed points,
relevant and irrelevant operators, their saling dimen-
sions, as well as stati and dynami physial properties
an be extrated. Are these aessible to VMPS, too?
The goal of this paper is to explore suh questions. We
shall exploit the ommon matrix produt state struture
2of the NRG and VMPS approahes to perform a sys-
temati omparison of these two methods, as applied to
the single-impurity Anderson model. It should be em-
phasized that our purpose is not to advoate using one
method instead of the other. Instead, we hope to arrive
at a balaned assessment of the respetive strengths and
weaknesses of eah method.
In a nutshell, the main onlusion (whih onrms and
extends the results of Ref. 15) is the following: when ap-
plied to a Wilson hain with exponentially dereasing
hopping, the VMPS approah is able to fully reprodue
all information obtainable from NRG, despite being vari-
ationally optimized with respet to the ground state only.
The reason is that the VMPS ground state is harater-
ized by produts of matries of the form
∏N
n=0B
[σn]
(de-
tails will be explained below), where the matries with
the same index n ontain information about the energy
sale Λ−n/2. As will be shown below, this information
an be used to onstrut eigenenergies {Enβ} and eigen-
states {|Enβ 〉} for a sequene of eetive HamiltoniansHn
in omplete analogy with (but not idential to) those of
NRG. The agreement between NRG and VMPS results
for these eigenenergies and eigenstates is exellent quan-
titatively, provided suient memory resoures are used
for both (and Λ is not too lose to 1, see below). In this
sense, NRG and VMPS an be viewed as yielding essen-
tially equivalent results when applied to Wilson hains
amenable to NRG treatment. In partiular, all physial
properties obtainable from the eigenspetra and eigen-
states of NRG an likewise be obtained from those of
VMPS.
Nevertheless, NRG and VMPS do dier in perfor-
mane, exibility and numerial ost. Firstly, sine NRG
trunation relies on energy sale separation, it works well
only if the disretization parameter Λ is not too lose to
1 (although the ontinuum limit of the model is reov-
ered only in the limit Λ → 1). This restrition does not
apply to VMPS. Indeed, we shall nd that NRG and
VMPS agree well for Λ = 2.5, but less well for Λ = 1.5.
This in itself is not surprising. However it does illus-
trate the power of VMPS to get by without energy sale
separation. This very useful feature an be exploited,
for example, to obtain resolve sharp spetral features at
high energies in dynamial orrelation funtions,
16
using
projetion operator tehniques. However, the latter re-
sults go beyond the sope of the present paper and will
be published separately.
Seondly, sine VMPS does not rely on energy sale
separation, it does not need to treat all terms in the
Hamiltonian haraterized by the same sale Λ−n/2 at the
same time, as is required for NRG. This allows VMPS to
ahieve a signiant redution in memory ost ompared
to NRG for representing the ground state. To be spei:
For NRG, we use the standard folded representation of
the Wilson hain, in whih eah site represents both spin
down and spin up eletrons, with the impurity site at
one end (see Fig. 1(a) below). However, it turns out
that apart from the rst few sites of the folded hain, the
spin-down and -up degrees of freedom of eah site are ef-
fetively not entangled with eah other at all (see Fig. 3
below). For VMPS, we exploit this fat by using an un-
folded representation of the Wilson hain instead,
15,17
in whih the spin up and spin down sites lie on opposite
sides of the impurity site, whih sits at the enter of the
hain (see Fig. 1(b) below). This unfolded representation
greatly redues the memory ost, as haraterized by the
dimensions, D for NRG or D′ for VMPS, of the eetive
Hilbert spaes needed to apture the low energy proper-
ties with the same preision: We nd that with the hoie
D′ = 2m
√
D, VMPS an reprodue the results of NRG
in the following manner: (i) if m = 0, the NRG ground
state is reprodued qualitatively; (ii) if m = 1, all the
kept states of NRG are reprodued quantitatively; and
(iii) if m = 2 all the kept and disarded states of NRG
are reprodued quantitatively. However, in ases (ii) and
(iii) the redution in memory osts of VMPS is some-
what oset by the fat that the alulation of the exited
eigenstates needed for the sake of diret omparison with
NRG requires diagonalizing matries of eetive dimen-
sion D′2. Note, nevertheless, that all information needed
for this omparison is already fully ontained within the
VMPS ground state haraterized by dimension D′, sine
its onstituent matries ontain information from all en-
ergy sales represented by the Wilson hain.
The paper is organized as follows: Setion II sets the
sene by introduing a folded and an unfolded version of
the Wilson hain. In Setions III and IV we review the
NRG and VMPS approahes for nding the ground state
of a folded or unfolded Wilson hain, respetively, em-
phasizing their ommon matrix produt state struture.
We also explain how an unfolded MPS states may be
refolded, allowing it to be ompared diretly to folded
NRG states. In Setion V we ompare the results of
NRG and VMPS, for ground state energies and over-
laps (Setion VA), exited state eigenenergies and den-
sity of states (Setion VB), and the orresponding en-
ergy eigenstates themselves (Setion VC). This allows
us, in partiular, to obtain very vivid insights into the
dierenes in the trunation riteria used by the NRG
and VMPS approahes, being sharp or smooth in en-
ergy spae, respetively (Figs. 8 to 10). In Setion VI we
demonstrate that NRG results for the ground state an
be improved upon systematially by rst produing an
unfolded lone of a given NRG ground state, and sub-
sequently lowering its energy by performing variational
energy minimization sweeps in the spae of variational
matrix produt states. Finally, Setion VII ontains our
onlusions and an assessment of the relative pros and
ons of NRG and VMPS in relation to eah other.
3II. FOLDED AND UNFOLDED
REPRESENTATIONS OF WILSON CHAIN
For deniteness, we onsider the single-impurity An-
derson model. It desribes a spinful fermioni impurity
level with energy ǫd and double oupany ost U (with
assoiated reation operators f †0µ, where µ =↓, ↑ denotes
spin), whih aquires a level width Γ due to being oupled
to a spinful fermioni bath with bandwidthW = 1. Sine
the questions studied in this paper are of a generi na-
ture and do not depend muh on the spei parameter
values used, we onsider only the symmetri Anderson
model and take U = 12 , U/πΓ = 1.013 and ǫd = − 12U
throughout this paper. To ahieve a separation of energy
sales, following Wilson,
1,2
the bath is represented by a
set of disrete energy levels with logarithmially spaed
energies Λ−n (with assoiated reation operators f †nµ),
where n ≥ 1, Λ > 1 is a disretization parameter, and
the limit Λ→ 1 reprodues a ontinuous bath spetrum.
The disretized Anderson model Hamiltonian an then
be represented as
HAM = lim
N→∞
HN , (1)
where HN desribes a Wilson hain of length N  (i.e.,
up to and inluding site N):
HN = HN↓ +HN↑ + U(f †0↑f0↑f †0↓f0↓ + 12 ), (2a)
HNµ = ǫdf †0µf0µ +
N−1∑
n=0
tn(f
†
nµf(n+1)µ + h..) , (2b)
with hopping oeients given by
tn ≡
{√
2Γ
pi for n = 0 ,
1
2 (1 + Λ
−1)Λ−(n−1)/2ξn for n ≥ 1 ,
(3)
ξn = (1− Λ−n)(1− Λ−2n+1)−1/2(1− Λ−2n−1)−1/2 .
In passing, we note that for our numeris we have found
it onvenient (following Refs. 17 and 15) to keep trak
of fermioni minus signs by making a Jordan-Wigner
transformation
18
of the Wilson hain to a spin hain, us-
ing f †nµ = Pnµs
+
nµ and fnµ = Pnµs
−
nµ. Here s
±
nµ are a set
of spin-
1
2 raising and lowering operators, that for equal
indies satisfy {s−nµ, s+nµ} = 1, (s−nµ)2 = (s+nµ)2 = 0, but
ommute if their indies are unequal. The fermioni an-
tiommutation relations for the fnµ are ensured by the
operators Pnµ = (−1)
P
(n¯µ¯)<(nµ) s
+
n¯µ¯s
−
n¯µ¯
, where < refers to
some impliitly speied ordering for the omposite index
(nµ). The Pnµ need to be kept trak of when alulating
ertain orrelation funtions, but do not arise expliitly
in the onstrution of the matrix produt states that are
the fous of this paper. This transformation will impli-
itly be assumed to have been implemented throughout
the ensuing disussion.
For the Anderson model, site n of the Wilson hain rep-
resents the set of four states |σn〉, with σn = (σn↓, σn↑) ∈
{(00), (10), (01), (11)}, where σnµ ∈ {0, 1}, to be viewed
as eigenvalue of s+nµs
−
nµ, gives the oupany on site n
of eletrons with spin µ. Thus, the dimension of the
spinful index σn is d = 4, and that of the spin-resolved
index σnµ is d
′ = 2. As a general rule, we shall use the
absene or presene of primes, d vs. d′ (and D vs. D′
below), to distinguish dimensions referring to spinful or
spin-resolved indies, respetively, and orrespondingly
to folded or unfolded representations of the Wilson hain.
For other quantum impurity models, suh as the Kondo
model or multilevel Anderson models, the dimension of
the loal impurity site, say d0, diers from that of the
bath sites, d0 6= d. It is straightforward to generalize the
disussion below aordingly.
The Hamiltonian HN of a Wilson hain of length N
is dened on a Hilbert spae of dimension dN+1. It is
spanned by an orthonormal set of states that, writing
|σn〉 = |σn↓〉|σn↑〉, an be written in either spinful or
spin-resolved form,
|σN 〉 = |σ0〉|σ1〉 . . . |σN 〉, (4a)
= |σ0↓〉|σ0↑〉|σ1↓〉|σ1↑〉 . . . |σN↓〉|σN↑〉, (4b)
orresponding to a folded or unfolded representation
of the Wilson hain, illustrated by Figs. 1(a) or (b),
respetively. The unfolded representation of Fig. 1(b)
makes expliit that the Anderson Hamiltonian of Eq. (2)
has the form of two separate Wilson hains of speied
spin, desribed by HN↓ and HN↑, whih interat only
at site zero. This fat will be exploited extensively be-
low. Note that the ordering hosen for the |σnµ〉 states
in Eq. (4b) xes the struture of the many-body Hilbert
spae one and for all. The fat that the sites of the
unfolded hain in Fig. 1 are onneted in a dierent or-
der than that speied in Eq. (4b) is a statement about
the dynamis of the model and of no onsequene at this
stage, where we simply x a basis.
III. NRG TREATMENT OF FOLDED WILSON
CHAIN
A. NRG matrix produt state arises by iteration
Wilson proposed to diagonalize the foldedWilson hain
numerially using an iterative proedure, starting from
a short hain and adding one site at a time. Consider
a hain of length n, suiently short that Hn an be
diagonalized exatly numerially. Denote its eigenstates
by |Enα〉f , ordered by inreasing energy (Enα)f , with α =
1, . . . , Dn and Dn = d
n+1
. (We use subsripts f and u to
distinguish quantities obtained from a folded or unfolded
Wilson hain, respetively; similarly, in later parts of the
paper we will use the subsripts r and c for refolded
and loned.) E.g., for a hain onsisting of only the
impurity site, n = 0, the d eigenstates an be written as
linear ombinations of the form |E0α〉f =
∑
σ0
|σ0〉A[σ0]1α ,
where the oeients have been arranged into d matries
4Figure 1: (Color online) (a) The standard spinful or folded
representation of the Wilson hain of the single-impurity An-
derson model, and (b) its spin-resolved or unfolded repre-
sentation. The latter makes expliit that spin-down and -up
states are oupled only at the impurity sites and not at any
of the bath sites. The dashed boxes indiate the hains de-
sribed by H1 and Hn, respetively.
A[σ0] of dimensions 1 × d (i.e., d-dimensional vetors),
with matrix elements A
[σ0]
1α . Then add to the hain the
site n + 1 and diagonalize Hn+1 in the enlarged Hilbert
spae spanned by the (Dnd) states |Enα〉f |σn+1〉. The new
orthonormal set of eigenstates, with energies (En+1β )f ,
an be written as linear ombinations of the form
|En+1β 〉f =
d∑
σn+1=1
Dn∑
α=1
|Enα〉f |σn+1〉A[σn+1]αβ , (5)
with β = 1, . . . , (Dnd). Here the oeients speifying
the linear ombination have been arranged into a set of
d matries A[σn+1] of dimension Dn×Dn+1, with matrix
elements A
[σn+1]
αβ . The orthonormality of the eigenstates
at eah stage of the iteration, f〈Enβ |Enβ′〉f = δββ′ , implies
that the A-matries automatially satisfy the orthonor-
mality ondition∑
σn
A[σn]†A[σn] = 1 . (6)
We remark that it is possible to exploit symmetries of
Hn (e.g. under partile-hole transformation) to ast A in
blok-diagonal form to make the alulation more time-
and memory-eient. However, for the purposes of the
present paper, this was not required.
Iterating the above proedure by adding site after site
and repeatedly using Eq. (5), we readily nd that the
NRG eigenstates ofHN on the foldedWilson hain an be
written in the form of a so-alled matrix produt state,
15
|ENβ 〉f =
∑
{σN}
|σN 〉 (A[σ0]A[σ1] . . . A[σN ])1β , (7)
illustrated in Fig. 2(a). Here matrix multiplia-
tion is implied in the produt, (A[σn]A[σn+1])αβ =∑
γ A
[σn]
αγ A
[σn+1]
γβ , and {σN} denotes the set of all se-
quenes σ0, σ1, . . . , σN . This matrix multipliation gen-
erates entanglement between neighboring sites, with the
apaity for entanglement inreasing with the dimension
Dn of the index being summed over.
B. NRG trunation
In pratie, it is of ourse not possible to arry out the
above iteration strategy expliitly for hains longer than
a few sites, beause the size of the A-matries grows ex-
ponentially with N . Hene Wilson proposed the follow-
ing NRG trunation proedure: One Dn beomes larger
than a speied value, say D, only the lowest D eigen-
states |Enα〉f , with α = 1, . . . , D, are retained or kept at
eah iteration, and all higher-lying ones disarded
19
. Ex-
pliitly, the upper limit for the sum over α in Eq. (5) is
redened to be
Dn = min(d
n+1, D) . (8)
As a result, the dimensions of the A[σn] matries our-
ring in the matrix produt state (7) start from 1 × d at
n = 0 and grow by a fator of d for eah new site until
they saturate at D ×D after trunation has set in. The
struture of the resulting states |ENβ 〉f is shematially
depited in Figs. 2(a) and 2(b), in whih the site index is
viewed as a single or omposite index, σn or (σn↓, σn↑),
respetively.
Wilson showed that this trunation proedure works
well in pratie, beause the hopping parameters tn of
Eq. (3) derease exponentially with n: the resulting sep-
aration of energy sales along the hain ensures that high-
lying eigenstates from iteration n make only a small on-
tribution to the low-lying eigenstates of iteration n+1, so
that disarding the former hardly aets the latter. The
output of the NRG algorithm is a set of eigenstates |Enβ 〉f
and eigenenergies (Enβ )f for eah iteration, desribing the
physis at energy sale Λ−n/2. The NRG eigenenergies
are usually plotted in resaled form,
(εnβ)f = (E
n
β − En1 )f/Λ−n/2 , (9)
as funtions of n, to obtain a so-alled NRG ow diagram;
it onverges to a set of xed-point values as n → ∞.
Figure 7 in Setion VB below shows some examples. The
ground state energy of the entire hain is given by the
lowest energy of the last iteration, (ENG )f = (E
N
1 )f .
Despite the great suess of NRG, Wilsonian truna-
tion is does have some drawbaks. Firstly, its errors grow
5Figure 2: (Color online) (a) and (b) show the matrix prod-
ut struture of the state |ENβ 〉f of Eq. (7), depiting the site
index as a single or omposite index, σn or (σn↓, σn↑), respe-
tively. () shows the matrix produt struture of the state
|ΨN 〉u of Eq. (15). (For the sake of illustrating Eq. (A9) of
Appendix A 2, the labels (Bn↓)νν′ in the bottom row are pur-
posefully typeset upside down, so that they would be right-
side up if the hain of boxes were all drawn in one row in the
order indiated by Eq. (15).) Eah matrix A or B is repre-
sented by a box, summed-over indies by links, free indies
by terminals, and dummy indies having just a single value,
namely 1, by ending in a triangle. The dimensions (d, D,
d′, D′, et.) next to eah link or terminal give the number of
possible values taken on by the orresponding index, assuming
Wilsonian trunation for (a) and (b), and VMPS trunation
for (). Note the similarity in struture between () and (b):
the dashed boxes in the former, ontaining B
[σn↓]
νν′ ⊗ B
[σn↑]
η′η ,
play the role of the A
[(σn↓,σn↑)]
α′α matries in the latter. Their
apaity for entangling neighboring sites is omparable if one
hooses D′2 ∝ D [f. Eq. (23)℄, sine neighboring dashed boxes
in () are onneted by two links of ombined dimension D′2,
whereas neighboring A-matries in (b) are onneted by only
a single link of dimension D.
systematially as Λ tends to 1, beause then the separa-
tion of energy sales on whih it relies beomes less e-
ient. Seondly, it is not variational, and hene it is not
guaranteed to produe the best possible approximation
for the ground state within the spae of all matrix prod-
ut states of similar form and size. We shall return to
this point later in Setion VI and study quantitatively to
what extent the NRG ground state wavefuntion an be
improved upon by further variational optimization.
C. Mutual information of opposite spins on site n
A ruial feature of the folded Wilson hain is that
all degrees of freedom assoiated with the same energy
sale, Λ−n/2, are represented by one and the same site
and hene are all added during the same iteration step.
Sine the spin-down and -up degrees of freedom assoi-
ated with eah site are thus treated on an equal footing,
the resulting matrix produt state provides omparable
amounts of resoures for enoding entanglement between
loal states of the same spin, involving |σnµ〉|σn+1µ〉, or
between states of opposite spin (indiated by the bar),
involving |σnµ〉|σnµ¯〉 or |σnµ〉|σn+1µ¯〉. However, it turns
out that for the Anderson model this feature, though a
priori attrative, is in fat an unneessary (and memory-
ostly) luxury: Sine the Anderson model Hamiltonian
(2) ouples spin-down and -up eletrons only at the im-
purity site, the amount of entanglement between states
of opposite spin rapidly dereases with n.
To illustrate and quantify this laim, it is instrutive
to alulate the so-alled mutual information M↓↑n of the
spin-down and -up degrees of freedom of a given site
n. This quantity is dened via the following general
onstrution.
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Let C denote an arbitrary set of degrees
of freedom of the Wilson hain, represented by the states
|σC〉. Let ρC be the redued density matrix obtained
from the ground state density matrix by traing out all
degrees of freedom exept those of C, denoted by N\C:
ρC =
∑
{σN\C}
〈σN\C |ENG 〉f f〈ENG |σN\C〉 . (10)
For example, if C represents the spin-down and up-
degrees of freedom of site n, its matrix elements are:
ρCσnσ′n =
∑
{σN\n}
(A[σN ]† . . . A[σn]† . . . A[σ0]†)G1
×(A[σ0] . . . A[σ′n] . . . A[σN ])1G . (11)
If C represents only the spin-µ degree of freedom of site
n, a similar expression holds, with n replaed by nµ. The
entropy assoiated with suh a density matrix is given by
SC = −
∑
i
wCi lnw
C
i , (12)
where wCi are the eigenvalues of ρ
C
, with
∑
iw
C
i = 1.
Now, onsider the ase that C = AB is a ombination of
the degrees of freedom of two distint subsets A and B,
represented by states of the form |σC〉 = |σA〉|σB〉. Then
the mutual information of A and B, dened by
MAB = SA + SB − SAB , (13)
haraterizes the information ontained in ρAB beyond
that ontained in ρA ⊗ ρB. The mutual information
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Figure 3: NRG result for the mutual information M↓↑n be-
tween spin-down and -up degrees of freedom of site n of a
folded Wilson hain of lenght N = 50. The Anderson model
parameters are xed at U = 1
2
, U/πΓ = 1.013, ǫd = − 12U
throughout this paper. Lines onneting data points are
guides for the eye. The slight dierenes in behavior observed
for even or odd n are reminisent of the well-known fat1 that
the ground state degeneray of a Wilson hain is dierent for
even or odd N .
MAB = 0 if there is no entanglement between the degrees
of freedom of A and B, sine then ρAB = ρA ⊗ ρB and
its eigenvalues have a produt struture, wABij = w
A
i w
B
j .
We dene the mutual information between spin-down
and -up degrees of freedom of site n of the folded hain,
M↓↑n , by Eq. (13), taking A = n↓ and B = n↑. Figure 3
shows this quantity as funtion of n for the symmetri
Anderson model. Evidently M↓↑n is very small for all but
the rst few sites, and dereases exponentially with n.
This implies that for most of the folded hain, there is
pratially no entanglement between the spin-down and
-up degrees of freedom. Consequently, the orresponding
matries ouring in Eq. (7) for |ENG 〉f in eet have a
diret produt struture: loosely speaking, we may write
A[σn] ≃ B[σn↓] ⊗ B[σn↑]. In the next subsetion, we will
exploit this fat to ahieve a signiant redution in mem-
ory ost, by implementing the eetive fatorization in an
alternative matrix produt Ansatz [see Eq. (15) below℄,
dened on an unfolded Wilson hain whih represents n↓
and n↑ of freedom by two separate sites.
IV. DMRG TREATMENT OF UNFOLDED
WILSON CHAIN
A. Variational matrix produt state Ansatz
As pointed out by Verstraete et al.,
15
an alternative
approah for nding a numerial approximation for the
ground state an be obtained by variationally minimizing
the ground state energy in the spae of all variational
matrix produt states (VMPS) of xed norm. Imple-
menting the latter onstraint via a Lagrange multiplier
λ, one thus onsiders the following minimization prob-
lem,
min
|Ψ〉∈{|ΨN 〉u}
[〈Ψ|HN |Ψ〉 − λ(〈Ψ|Ψ〉 − 1)] . (14)
The minimization is to be performed over the spae of all
variational matrix produt states |ΨN〉u having a spei-
ed struture (see below), with speied dimensions D′n
for the matries, whose matrix elements are now treated
as variational parameters. This minimization an be per-
formed by a sweeping proedure, whih optimizes one
matrix at a time while keeping all others xed, then opti-
mizing the neighboring matrix, and so forth, until onver-
gene is ahieved. The resulting algorithm is equivalent
to a single-site DMRG treatment of the Wilson hain.
Our main goal is to analyse how the energies and eigen-
states so obtained ompare to those produed by NRG.
Having deided to use a variational approah, it be-
omes possible to explore matrix produt states having
dierent, possibly more memory-eient strutures than
those of Eq. (7) and Fig. 2(a). In partiular, we an
exploit
17
the fat that the Anderson model Hamiltonian
(2) ouples spin-down and -up eletrons only at the im-
purity site, as emphasized in Eq. (2) and Fig. 1(b). For
suh a geometry, it is natural to onsider matrix produt
states dened on the unfolded Wilson hain (subsript u)
and having the following form, depited shematially in
Fig. 2():
|ΨN〉u =
∑
{σN}
|σN 〉(B[σN↓]. . . B[σ0↓]B[σ0↑]. . . B[σN↑])11.
(15)
The order in whih the B[σnµ] matries our in the prod-
ut mimis the order in whih the sites are onneted in
the unfolded Wilson hain. (The fat that this order
diers from the order in whih the basis states |σnµ〉 for
eah site are arranged in the many-body basis state |σN 〉,
see Eq. (4b), does not ause minus signs ompliations,
beause we work with Jordan-Wigner-transformed ee-
tive spin hains.) Eah B[σnµ] stands for a set of d′ = 2
matries with matrix elements B
[σnµ]
νη , with dimensions
D′n ×D′n−1 for B[σn↓] and D′n−1 ×D′n for B[σn↑], where
D′n = min(d
′N−n, D′), (16)
as indiated on the links onneting the squares in
Fig. 2(). This hoie of matrix dimension allows the
7outermost few sites at both ends of the unfolded hain to
be desribed exatly (similarly to the rst few sites of the
folded Wilson hain for NRG), while introduing truna-
tion, governed by D′, for the matries in the entral part
of the hain. The rst index on B
[σN↓]
1ν and the seond
index on B
[σN↑]
ν1 are dummy indies taking on just a sin-
gle value, namely 1, sine they represent the ends of the
hain. The triangles in Fig. 2() are meant to represent
this fat. As a result, Eq. (15) represents just a single
state, namely the ground state, in ontrast to Eq. (7),
whih represents a set of states, labeled by the index β.
Moving inward from the endpoints by dereasing n, the
matrix dimension parameter D′n inreases by one fator
of d′ for eah site, in suh a way that the resulting matri-
es are of just the right size to desribe the outside ends
of the hain (from n to N) exatly, i.e. without truna-
tion. After a few sites, however, trunation sets in and
the matrix dimensions saturate at D′×D′ for the entral
part of the hain.
To initialize the variational searh for optimal B-
matries, it turns out to be suient to start with a
set of random matries with normally distributed ran-
dom matrix elements. Next, singular value deomposi-
tion is used to orthonormalize the B-matries in suh a
way [see Eq. (A1)℄ that the matrix produt state Eq. (15)
has norm 1 (see App. A 1 for details). Thereafter, vari-
ational optimization sweeps are performed to minimize
Eq. (14) one B-matrix at a time15. (The tehnial de-
tails of this proedure will be published separately
20
.)
After a sweeping bak and forth through the entire hain
a few times, the variational state typially onverges (as
illustrated by Fig. 13 in Se. VIB below), provided that
D′ is suiently large. We shall denote the resulting on-
verged variational ground state by |ENG 〉u. Its variational
energy, (ENG )u, turns out to be essentially independent of
the random hoie of initial matries.
B. VMPS trunation
Sine D′×D′ is the maximal dimension of B-matries,
D′ is the trunation parameter determining the eetive
size of the variational spae to be searhed and hene the
auray of the results. Its role an be understood more
expliitly using a tehnique that is exeedingly useful in
the VMPS approah, namely singular value deomposi-
tion: any retangular matrix B of dimension m×m′ an
be written as
B = USV† , with U†U = V†V = 1 , (17)
where S is a diagonal matrix of dimension min(m,m′),
whose diagonal elements, the so-alled singular values,
an always be hosen to be real and non-negative, and
U and V† are olumn- and row-unitary matries (with
dimensions m × min(m,m′) and min(m,m′) × m′, re-
spetively). Due to the latter fat, the matrix norm of B
is governed by the magnitude of the singular values.
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Figure 4: (Color online) (a) Typial singular value spetrum
for site 5↓ of the unfolded Wilson hain, obtained by singular
value deomposition of B[σ5↓]. It shows, roughly, power-law
derease for large enough β, modulo steps due to degeneraies
in the singular value spetrum. (b) D′-dependene of the
trunation error τ (D′) [Eq. (18)℄.
For any given site of the unfoldedWilson hain, this de-
omposition an be applied in one of two ways (depending
on the ontext, see App. A) to the set of matries with el-
ements B
[σnµ]
νη : introdue a omposite index ν¯ = (σnµ, ν)
(or η¯ = (σnµ, η)) to arrange their matrix elements into a
retangular matrix arrying only two labels, with matrix
elements Bν¯η = B[σnµ]νη (or B˜νη¯ = B[σnµ]νη ), and deompose
this new matrix as B = USV†.
Now, if this is done for any site for whih the set of ma-
tries B[σnµ] have maximal dimensionsD′×D′, the orre-
sponding matrix S will likewise have dimensions D′×D′.
Let its diagonal elements, the singular values sν (with
ν = 1, . . . , D′), be labelled in order of dereasing size.
(Their squares, s2ν , orrespond to the eigenvalues of the
density matrix onstruted in the ourse of the single-site
DMRG algorithm
8
.) If D′ is suiently large, the sν are
typially found to derease with inreasing ν roughly as
some negative power of ν, as illustrated in Fig. 4(a). The
last and smallest of the singular values, s2D′ (squared, fol-
lowing Ref. 8), thus indiates the weight of the informa-
tion that is lost at that site due to the given (nite) hoie
of D′: by hoosing D′ larger, less information would be
lost sine more singular values (though of smaller size)
would be retained. Repeating suh an analysis for all
sites of the unfolded Wilson hain, one may dene the
largest of the s2D′ parameters of the entire hain,
τ(D′) = max
{nµ}
(s2D′) , (18)
as trunation error haraterizing the maximal infor-
mation loss for a given value of D′. Typially, τ(D′)
dereases as some negative power of D′, as illustrated
in Fig. 4(b). In this way, D′ assumes the role of a ut-
o parameter that diretly governs the auray of the
VMPS approah, in a way analogous to the parameter D
of NRG.
8C. Refolding
The VMPS approah purposefully fousses on nding
an optimal desription of the variational ground state
|ENG 〉u. Nevertheless, the B-matries from whih the lat-
ter is onstruted ontain information about all energy
sales of the model, due to the logarithmi disretization
of the Wilson hain. In partiular, information about the
sale Λ−n/2 is enoded in the set of matries B[σnµ] as-
soiated with the two site n↓ and n↑. From these, it is
possible to extrat exited-state eigenspetra and energy
ow diagrams in omplete analogy to those produed by
NRG. In this subsetion we explain how this an be a-
omplished by a tehnique to be alled refolding, whih
ombines the two matries B[σn↓] and B[σn↑] into a single
matrix, say B[σn], and thereby reasts unfolded matrix
produt states into folded ones. It should be emphasized
that this proedure simply amounts to an internal re-
organization of the representation of the VMPS ground
state.
Consider a given matrix produt state |ΨN 〉u of the
form (15), dened on an unfolded Wilson hain of length
N (e.g. the onverged ground state |ENG 〉u). To refold it
(subsript r) , it is expressed as a state of the following
form [same as Eq. (7)℄
|ΨN 〉r =
∑
{σN}
|σN 〉(B[σ0 ]B[σ1] . . . B[σN ])11 , (19)
dened on a folded Wilson hain of length N and nor-
malized to unity, r〈Ψn|Ψn〉r = 1. Graphially speaking,
this orresponds to rewriting a state of the form shown in
Fig. 2() in terms of states of the form of Fig. 2(a). To ob-
tain the matries needed for Eq. (19), one onstruts, for
every site n of the refolded hain, a set of dmatries B[σn]
from a ombination of the two sets of spin-resolved ma-
tries B[σn↓] and B[σn↑] of the unfolded hain (App. A 2
gives the details of this onstrution). This is done in
suh a way, using singular value deomposition, that (i)
the resulting matries B[σn] satisfy the orthonormality
onditions (6) (with A → B), thereby guaranteeing the
unit normalization of the the refolded state |ΨN 〉r; and
(ii) the B[σn] matries have a struture similar to that of
the matries A[σn] generated by NRG, exept that their
dimensions, Drn ×Drn+1, are governed by
Drn = min(d
n, dN+1−n, D′2) (20)
[instead of Eq. (8)℄, for reasons explained in App. A 2.
Thus, their dimensions have the maximal value Dr×Dr,
with Dr = D′2, in the entral part of the refolded hain,
while dereasing at its ends towards 1 × d or d × 1 for
n = 0 or N , respetively.
Now, suppose that a onverged variational ground
state |ENG 〉u has been obtained and refolded into the form
|ΨN 〉r, so that the orresponding orthonormalized matri-
esB[σn] for the refoldedWilson hain of lengthN are the
building bloks of the ground state of the system. Then
it is possible to extrat from them information about the
many-body exitation spetrum at energy sale Λ−n/2
that is analogous to the information produed by NRG.
To this end, onsider a subhain of length n of the full
refolded Wilson hain, and use the denition
|Ψnβ〉r =
∑
{σn}
|σn〉(B[σ0]B[σ1] . . . B[σn])1β , (21)
[as in Eq. (19), but with N replaed by n℄ to onstrut a
set of states |Ψnβ〉r on this subhain. These states, shown
shematially by sites 0 to n of Fig. 2(a), form an or-
thonormal set, r〈Ψnα|Ψnβ〉r = δαβ , due to the orthonor-
mality [Eq. (6)℄ of their onstituent matries. They an
thus be viewed as a basis for that subspae of the many-
body Hilbert spae for the length-n Wilson hain, i.e. of
that subspae of span{|σn〉}, whih VMPS sweeping has
singled out to be most relevant for desribing the ground
state |ENG 〉u of the full hain of length N . Therefore we
shall heneforth all the |Ψnβ〉r (refolded) VMPS basis
states for this subhain.
This basis an be used to dene an eetive refolded
Hamiltonian Hnr for this subhain, with matrix elements
(Hnr )αβ = r〈Ψnα|Hn|Ψnβ〉r . (22)
Its eigenvalues and eigenstates, say (Enβ )r and |Enβ 〉r, are
the VMPS analogues of the NRG eigenvalues and eigen-
states, (Enβ )f and |Enβ 〉f , respetively. They dier, in gen-
eral, beause VMPS and NRG use dierent trunation
riteria, but are expeted to agree well for suiently
large hoies of D′ and D. This is indeed found to be the
ase, as will be shown in detail in the next setion.
V. COMPARISON OF NRG AND VMPS
RESULTS
Having outlined the NRG and VMPS strategies in the
previous setion, we now turn to a omparison of their
results. This will be done, in suessive subsetions, by
omparing their ground state energies and the overlaps
of the orresponding ground states; the eigenspetra and
density of states obtained from both approahes; and -
nally, the energy eigenstates used in the two approahes.
We will thereby gain more insights into the dierenes
between NRG and VMPS trunation riteria. Before em-
barking on a detailed omparison, though, some remarks
on the hoies to be made for D and D′ are in order.
Sine the struture of the matrix produts ourring
in Eqs. (7) and (15) dier, the spaes onsisting of all
states of the type |Enβ 〉f or |Enβ 〉r, to be alled the NRG-
subspae or VMPS-subspae for a length-n hain, re-
spetively, onstitute nonidential subspaes of the dn+1-
dimensional Hilbert spae spanned by the basis states
|σn〉. The extent to whih they desribe the energy eigen-
states of HN with omparable auray will depend very
strongly on the hoies made for D and D′. It turns out
9(numerial evidene will be presented below) that with
the hoie
D′ = d′
m√
D , (23)
the VMPS-subspae is suiently large to give highly
aurate representations of all kept states of NRG (in-
luding, in partiular, the ground state) for the hoie
m = 1, or of all kept and disarded states of NRG for the
hoie m = 2. The fat that D′ should be proportional
to
√
D an be made plausible by onsidering the follow-
ing question: given a folded Wilson subhain of length n
(i.e. onsisting of sites 0 to n) and its equivalent unfolded
version, what are the smallest values for the dimensions
D and D′ for whih both approahes desribe the ground
state exatly, i.e. without any trunation? Answer: On
the one hand, the folded subhain has n + 1 sites of di-
mension d, and hene a total dimension dn+1; to ensure
that the ground state in this spae is desribed exatly,
the kept spae of the previous iteration must not involve
any trunation, implying D = dn. On the other hand, for
the equivalent unfolded subhain, the spin ↓ and ↑ parts
eah have n+ 1 sites of dimension d′, hene eah have a
Hilbert spae of total dimension d′
(n+1)
; to ensure that
this spae is desribed without trunation, its dimension
should equal the maximal dimension of the B-matries
at sites 0µ, implying D′ = d′
n+1
. Using d′ =
√
d we
readily nd D′ = d′
√
D, establishing the proportionality
between D′ and
√
D and suggesting the hoie m = 1 to
ahieve an aurate VMPS-representation of the ground
state. Atually, we nd numerially that already m = 0
yields good qualitative agreement between the VMPS
and NRG ground states, while m = 1 yields a quantita-
tively aurate VMPS-representation of the NRG ground
state also for larger hain lengths, that do involve trun-
ation. Sine suh ground states are built from the kept
spaes of previous iterations, this implies that for m = 1,
all kept states in NRG (not only the ground state) are
likewise well represented by VMPS. Indeed, we will nd
this to be the ase. Moreover, it turns out numerially
that with m = 2, it is also possible to ahieve an a-
urate VMPS-representation of all kept and disarded
NRG-type states, as will be extensively illustrated be-
low.
For the results reported below, we show data only for
even iteration number n, to avoid even/odd osillation ef-
fets that are typial and well-understood for Wilsonian
logarithmi disretization, but not of partiular interest
here. We set D′ = d′
m√
D throughout and speify the
hoies made for m. All VMPS results shown in this se-
tion are extrated from randomly initialized, fully on-
verged variational ground states |ENG 〉u of the form (15).
A. Ground state energies and overlaps
Figures 5(a) and 5(b) ompare the NRG and VMPS
ground state energies, (ENG )f and (E
N
G )u, for three values
of Λ and, in (a), two values of m. They illustrate three
points. Firstly, for a given Λ the VMPS ground state
energies are smaller than those of NRG, (ENG )u < (E
N
G )f ,
as expeted, sine VMPS is a variational method and
NRG is not. Seondly, Fig. 5(a) shows that larger val-
ues of m yield lower VMPS ground state energies, as
expeted, sine their variational spae is larger. Thirdly,
the improvement of VMPS over NRG, as measured by
the energy dierene (ENG )f − (ENG )u shown in Fig. 5(b),
beomes more signiant for smaller Λ, as expeted, sine
the trunation sheme of NRG relies heavily on energy
sale separation, and hene beomes less eient for
smaller Λ.
Figure 5() ompares the overlap between NRG and
VMPS ground states, haraterized by the deviation from
1 of the overlap |f〈ENG |ENG 〉u|. The latter an be alu-
lated straightforwardly from
f〈ENG |ENG 〉u =
∑
{σN}
(A[σN ]† . . . A[σ0]†)G1 (24)
×(B[σN↓] . . . B[σ0↓]B[σ0↑] . . . B[σN↑])11
where the index ontrations assoiated with the sum-
mation over repeated indies are illustrated in Fig. 6(a).
Fig. 5() shows that the deviation of the overlap from 1
beomes larger the smaller Λ, again illustrating that then
the NRG trunation sheme beomes less reliable.
B. Comparison of eigenspetra and density of
states
Figure 7 ompares the energy ow diagrams obtained
from NRG and refolded VMPS data, the latter obtained
by diagonalizing the eetive Hamiltonian of Eq. (22).
It shows the resaled energies (εnβ)f,r of Eq. (9) as fun-
tions of n, for four ombinations of m and Λ, and illus-
trates the same trends as found in the previous subse-
tion: Firstly, the NRG and VMPS ow diagrams learly
agree not only for the ground state but also for a signi-
ant number of exited states. Evidently, the variational
spae searhed by VMPS is large enough to apture on-
siderable information about exited states, too, although
the VMPS method was designed to optimize only the
ground state. Moreover, for a given hoie of Λ, NRG
and VMPS eigenenergies oinide for a larger number of
states for m = 2 than for m = 0 [ompare (b) to (a) and
(d) to ()℄, beause the variational spae is larger. Se-
ondly, for a given hoie of m, NRG and VMPS eigenen-
ergies agree better for Λ = 2.5 than for Λ = 1.5 [ompare
() to (a) and (d) to (b)℄, as expeted, beause larger
Λ leads to better energy sale separation and redues
the inauraies inherent in NRG's Wilsonian trunation
sheme.
As a omplementary way of analysing spetral infor-
mation we also onsider the density of states, for a given
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Figure 5: (Color online) Comparison of NRG and VMPS re-
sults for (a,b) the ground state energies and () the ground
state overlaps, plotted as a funtions of D with D′ = d′
m
√
D,
for three values of Λ and, in (a), for two values ofm. In (a) the
referene energies ENref for eah Λ were obtained by extrapo-
lating the VMPS data points for m = 2 to D′ → ∞, whih
represents the best estimate of the true ground state energy
available within the present set of methods. The power law
ts to the numerial data in (b) and (), shown as dashed
lines, were made for the three data points with largest D, for
whih the dimensions are large enough to have reliable NRG
data.
iteration number n,
ρn(ε) =
Dmax∑
α=1
δσ(ε− εnα) , (25)
using the resaled eigenenergies εnβ of Eq. (9). Here
Figure 6: (Color online) Contration patterns used to al-
ulate (a) the overlap f〈ENG |ENG 〉u [Eq. (24)℄ between folded
NRG and unfolded VMPS ground states, and (b) the overlap
matrix S˜nαβ = r〈Ψnα|Enβ 〉f [Eq. (27b)℄ between refolded VMPS
basis states and folded NRG eigenstates. Boxes represent
A or B matries in the graphial representation of Fig. 2,
and links onneting them represent indies that are being
summed over.
.
δσ(ε) = e
−ε2/σ2/(σ
√
π) is a Gaussian peak of width σ
and unit weight, used to broaden the disrete spetrum
in order to be able to plot it, and the number of states
inluded in the sum is taken as Dmax = dD or d
mD for
NRG or VMPS results, respetively. Figure 8 shows suh
a density of states for several hoies of m and iteration
number n. It illustrates three points:
Firstly, although for small energies ρn(ε) grows rapidly
with ε, as expeted for a many-body density of states, it
does not ontinue to do so for larger ε (the exat density
of states would), due to the trunation inherent in both
NRG and VMPS strategies. For NRG, ρn(ε) drops to 0
very abruptly, beause by onstrution Wilsonian trun-
ation is sharp in energy spae (at eah iteration only
the lowest dD eigenstates are alulated). In ontrast,
for VMPS ρn(ε) dereases more gradually for large ε,
beause VMPS trunation for states at site n is based
not on their energy, but on the variationally determined
weight of their ontribution to the ground state of the
full Wilson hain of length N . Evidently, these weights
derease with inreasing ε less rapidly than assumed by
NRG.
Seondly, the agreement of the VMPS urve for ρn(ε)
with that of NRG is rather poor for m = 0 (disagreement
sets in already within the range of kept states of NRG,
indiated by the shaded region), better for m = 1 (the
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Figure 7: (Color online) Comparison of energy ow diagrams from NRG (dashed red lines) and refolded VMPS data (solid
blak lines), showing the resaled energies (εnβ)f,r [Eq. (9)℄ versus n, alulated for even iteration numbers and four ombinations
of m (= 0 or 2) and Λ (= 1.5 or 2.5). The number of NRG states shown (kept and disarded) is Dd; the number of refolded
VMPS states shown is Dr = D′2 = dmD, this being the maximal dimension of refolded matries B[σn]. For m = 2 and Λ = 2.5,
the NRG and DMRG ow diagrams agree very well, see (d).
range of kept states is fully reprodued), and very good
for m = 2 (disagreement sets in only lose to the upper
end of range of disarded states).
Thirdly, for large n, ρn(ε) beomes inreasingly spiky.
This reets the fat that the spetrum approahes a
xed point with regularly-spaed eigenenergies, as is ev-
ident in the energy ow diagrams of Fig. 7.
C. Comparison of energy eigenstates
To ompare the energy eigenstates produed by NRG
and refolded VMPS for a hain of length n, we analyse
the overlap matrix
Snαβ = r〈Enα |Enβ 〉f . (26)
It an be onveniently alulated from Sn = UnS˜n,
where Unαβ = r〈Enα|Ψnβ〉r is the matrix that diagonalizes
the eetive Hamiltonian matrix Hnαβ of Eq. (22), and
the matrix
S˜nαβ = r〈Ψnα|Enβ 〉f , (27a)
=
∑
{σN}
(B[σn]† . . . B[σ0]†)α1(A
[σ0] . . . A[σn])1β (27b)
haraterizes how muh weight the NRG eigenstates have
in the spae spanned by the refolded VMPS basis states,
and vie versa. The ontrations impliit in Eq. (27b)
are illustrated in Fig. 6(b).
Figure 9 shows the overlap matrix Snαβ on a olor sale
ranging from 0 to 1, for m = 1 and several values of n.
For the region of low exitation energies (about the rst
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Figure 8: (Color online) Results for the density of states, ρn(ε)
[Eq. (25)℄, broadened with a Gaussian broadening funtion.
In eah panel, the red vertial dashed and solid lines [whih
oinide in (a)℄ indiate the energies of the highest-lying kept
and disarded NRG states of that iteration, while the shaded
area indiates the range of kept NRG states.
hundred or so states) its struture is evidently lose to
blok-diagonal, indiating that both sets of states from
whih it is built are reasonably good energy eigenstates.
Had both sets been perfet energy eigenstates, as would
be the ase for D′ and D large enough to avoid all trun-
ation, the bloks would be ompletely sharp, with sizes
determined by the degeneraies of the orresponding en-
ergies. Sharp bloks are indeed observed for n = 2
[Fig. 9(a)℄, beause no trunation has ourred yet. The
fuzziness shown by the bloks in Fig. 9(b) to 9(d) for
larger n implies that trunation is beginning to make it-
self felt, ausing NRG and VMPS to inreasingly disagree
on how to onstrut the eigenstates orresponding to a
given range of eigenenergies. Note that the fuzziness be-
omes markedly more pronouned for α, β > 256. The
reason is that whenever Snαβ is nonzero for β > D, the as-
soiated VMPS states have weight among the disarded
states of NRG, implying that NRG disards some states
relevant for building the VMPS ground state. Thus, Snαβ
quite literally measures to what extent the trunation ri-
teria of NRG and VMPS are ompatible. Near the end of
the hain, for n = 18 [Fig. 9(d)℄, the o-diagonal spread
is signiantly redued ompared to the middle of the
hain (n = 6, 12) [Fig. 9(b,)℄, for two reasons. Firstly,
the dimensions of the refolded B-matries beome small
for n near N , see Eq. (20), so that the amount of truna-
tion is muh less severe near the end of the hain than in
its middle. Seondly, the eigenspetra have onverged to
their xed point values, so that the number of dierent
eigenenergies in a given energy interval is redued, thus
reduing the fuzziness in Fig. 9(d).
Next onsider the total weight whih a given NRG-
state |Enβ 〉f has within the refolded VMPS-subspae for
Figure 9: (Color online) Plot of the overlap matrix Snαβ =
r〈Enα|Enβ 〉f [Eq. (26)℄ between refolded VMPS and NRG en-
ergy eigenstates, with a olor sale ranging between 0 and 1.
In (a), with n = 2, no trunation ours at all, and both state
labels α and β run from 1 to dn+1 = 64. In (b) to (d), trun-
ation does our: For the folded NRG eigenstates |Enβ 〉f , the
label α runs from 1 to Dd = 1024, i.e. it inludes all kept and
disarded NRG states, while for the refolded VMPS eigen-
states |Enβ 〉r, the label β runs from 1 to Drn = D′2 = 1024
[Eq. (20)℄.
that n,
w
(n)
β =
Drn∑
α=1
|Sαβ |2 =
Drn∑
α=1
|S˜αβ |2 . (28)
It satises 0 ≤ w(n)β ≤ 1. Weights less than 1 im-
ply that the VMPS-subspae is too small to adequately
represent the orresponding NRG state. The seond
equality in Eq. (28), whih follows from the unitarity
of U , is useful sine it implies that these weights an
also be alulated diretly from the refolded states |Ψnβ〉r
[Eq. (21)℄, without the need for diagonalizing the large
(D′2 × D′2-dimensional) eetive refolded Hamiltonian
Hnr [Eq. (22)℄.
Figure 10 shows suh weights w
(n)
β for various hoies
of n, Λ andm. Their dependene onm reinfores the on-
lusions of the previous subsetion: For m = 0 (blue +
symbols), the weights are equal to 1 for the lowest state of
eah iteration, but less than 1 for many of the kept states.
This shows that the VMPS subspae is large enough to
aurately represents the NRG ground state, but signif-
iantly too small to aurately represent all kept states.
For m = 1 (green × symbols), the weights are lose to
1 only for the kept states, while smoothly dereasing to-
wards 0 for higher-lying disarded states. Finally, for
m = 2 (orange ◦ symbols), the weights of both kept and
disarded NRG states are all lose to 1, implying that the
VMPS subspae is large enough to aurately represent
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Figure 10: (Color online) For several NRG iteration numbers
n and two values of Λ (dierent panels), this gure shows the
weights w
(n)
β [Eq. (28)℄ with whih NRG states |Enβ 〉f with
resaled NRG eigenenergies (εnβ)f [Eq. (9)℄ are found to lie in
the VMPS-subspae of dimension D′ = d′
m√
D, with m = 0,
1 or 2 (indiated by +, × or ◦, respetively). In eah panel,
the red vertial dashed and solid lines indiate the energies
of the highest-lying kept and disarded NRG states of that
iteration. For n = 3, both of these lines are missing, sine
trunation has not yet set in. The hoies for n in the left
and right panels of eah row are related by Λ
−n1/2
1 = Λ
−n2/2
2 ,
to ensure that both panels show a omparable energy sale.
essentially all states kept trak of by NRG. Note that for
m = 0 and 1, the derease of the weights w
(n)
β with in-
reasing energy ours in a smooth and gradual fashion,
illustrating yet again the smooth nature of VMPS trun-
ation when viewed in energy spae. When a smaller
value of Λ is used [ompare panels (a-d) to (e-h)℄ the
weights of the higher-lying states of a given iteration tend
to spread out over a larger range of values, sine NRG
has a weaker energy sale separation for smaller Λ. Fi-
nally, the inreasing spikyness of the eigenspetrum with
inreasing n, see Fig. 10(d,h), is due to the approah to a
xed point spetrum with regularly-spaed eigenenergies,
as mentioned above.
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Figure 11: (Color online) Integrated weights W
(n)
X (see
Eq. (29)) for two dierent Λ and three values of m. Dashed
lines depit the maximum possible values of the kept and dis-
arded weights,
1
4
and
3
4
for W nK and W
n
D , respetively.
The results just disussed may be represented more
ompatly by onsidering, for a given iteration n, the
integrated weights obtained by summing up the weights
of all NRG states of type X,
W
(n)
X =
1
dD
∑
β∈X
w
(n)
β , (29)
where X = K,D,A stands for kept, disarded or all, re-
spetively. All three types of integrated weights are nor-
malized to the total number dD of all NRG states al-
ulated at a given iteration (with d = 4 here), and reah
their maximal values (
1
4 ,
3
4 and 1, respetively) when all
the individual weights for that iteration equal 1. Fig-
ure 11 shows suh integrated weights for several values
of m and Λ. Upon inreasing m from 0 to 2, the inte-
grated weights tend toward their maximal values, doing
so more rapidly for larger Λ. For m = 2, they essentially
saturate their maximal values, indiating yet again that
the VMPS variational spae is now large enough to fully
retain all information kept trak of by NRG.
To summarize the result of this setion: The VMPS
approah reprodues NRG ground state properties muh
more heaply, requiring only D′ =
√
D for qualitative
agreement, and D′ = d′
√
D for quantitative agreement.
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Moreover, it an also reprodue all kept and disarded
NRG eigenstates if D′ = d′
2√
D is used. However,
to obtain exited energy eigenstates, we have to refold,
requiring the diagonalization of matries of dimension
D′2 ×D′2. The numerial ost of doing so is omparable
to that of NRG.
The fat that VMPS gives aess to the same informa-
tion on eigenstates and eigenvalues as NRG has a very
signiant and reassuring onsequene: all physial prop-
erties of the model that an be alulated by NRG an
also be alulated by VMPS, in ombination with refold-
ing.
VI. CLONING AND VARIATIONAL
IMPROVEMENT OF NRG GROUND STATE
Viewed in MPS language, the NRG method onstruts
the ground state in a single sweep along the hain: eah
A is alulated only one, without allowing for possible
feedbak of information from A's desribing lower ener-
gies to those of higher energies alulated earlier. Thus,
the resulting NRG ground state |ENG 〉f , to be denoted
simply by |G〉f below, is not optimal in a variational
sense. In this setion we investigate to what extent the
ground state energy an be lowered further by perform-
ing variational energy optimization sweeps on |G〉f that
serve to aount for feedbak of information from low to
high energy sales. This feedbak turns out to be small
in pratie, as will be seen below, but it is not stritly
zero and its importane inreases as the logarithmi dis-
retization is rened by taking Λ→ 1.
A. Mapping folded to unfolded states by loning
Our rst step is to rewrite a given NRG ground state
|G〉f in a form amenable to subsequent energy minimiza-
tion sweeps. To this end, we use a variational loning
proedure (subsript ),
|G〉f cloning−→ |G〉c ∈ {|ΨN〉u} , (30)
whih maps |G〉f of the form of Eq. (7) [Fig. 2(a)℄ onto
an unfolded state |G〉c of the form |ΨN 〉u of Eq. (15)
[Fig. 2()℄. Sine their matrix produt strutures dier,
this mapping will, for general values of D and D′, not be
exat, though its auray should improve systematially
with inreasingD′ and hene inreasing dimensions of the
variational spae. To be expliit, we seek the best pos-
sible approximation to |G〉f in the spae of all unfolded
states of the form (15), by solving the minimization prob-
lem
min
|G〉c∈{|ΨN〉u}
[‖ |G〉f − |G〉c ‖2 +λ(‖|G〉c ‖2 −1)] , (31)
whih minimizes the distane between |G〉c and |G〉f
under the onstraint, implemented using a Lagrange mul-
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Figure 12: (Color online) The deviation of the overlap
|c〈G|G〉f | from 1 (red irles) and the loning trunation error
τ (D′) (blue squares), as funtions of the number D′ of kept
states in the loning proedure. Both approah 0 in power-law
fashion, as indiated by the dashed line ts. The inset shows
how the overlap deviation from 1 dereases and onverges to
a small but nite onstant in the ourse of sequential loning
sweeps.
tiplier λ, that the norm c〈G|G〉c = 1 remains onstant.
Varying Eq. (31) with respet to the matries dening
|G〉c leads to a set of equations, one for eah kµ, of the
form
∂
∂B[σkµ]
[
(1 + λ) c〈G|G〉c − 2Re
(
f〈G|G〉c
)]
= 0, (32)
whih determine the B-matries of the desired loned
state |G〉c. These equations an be solved in a fashion en-
tirely analogous to energy optimization: Pik a partiular
site of the unfolded hain, say kµ, and solve the orre-
sponding Eq. (32) for the matrix B[σkµ] while regarding
the matries of all other sites as xed. Then move on to
the neighboring site and in this fashion sweep bak and
forth through the hain until onvergene is ahieved.
Appendix A 3 desribes some details of this proedure.
A gure of merit for the suess of loning is the de-
viation of the overlap |c〈G|G〉f | from 1. This deviation
dereases monotonially with suessive loning sweeps
and onverges to a small but nite (D′-dependent) value
when the loning proess onverges, as illustrated in the
inset of Fig. 12. The main part of Fig. 12 shows that
when the number D′ of VMPS states is inreased, the
onverged value of the overlap deviation approahes 0 as
a power law inD′ (red irles). It also shows that the or-
responding VMPS trunation error τ(D′) inurred during
loning (blue squares), alulated aording to Eq. (18),
likewise dereases in power-law fashion with D′. All in
all, Fig. 12 onrms that loning works very well if D′ is
suiently large.
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Figure 13: (Color online) Comparison of (a) energies and (b)
wave funtion overlaps for random initialization (squares) vs.
NRG-loned initialization (irles), as funtions of the num-
ber kem of variational energy minimization sweeps. Results
are shown for Λ = 1.5 (green, open symbols, dashed lines) and
Λ = 2.5, (blue, lled symbols, solid lines). The energies in (a)
and overlaps in (b) are alulated with respet to a referene
ground state |G〉ref with D′ = 64, obtained by performing 50
energy minimization sweeps starting from random initializa-
tion. The red horizontal straight lines in (a) (dashed or solid
for Λ = 1.5 or 2.5, respetively), show the energy dierene
ENRG − Eref , where ENRG is the energy of the NRG ground
state |G〉f used as input into loning. The fat that ENRG
does not ompletely oinide with the energy Ec = Ekem=0 of
the loned state (horizontal straight lines do not meet irles
at kem = 0) is due to the fat that the deviation of the overlap
|c〈G|G〉f | from 1 is not stritly equal to 0 (see Fig. 12).
B. Variational energy minimization of |G〉c
Having used loning to nd the optimal unfolded rep-
resentation |G〉c of the NRG ground state |G〉f , we
now variationally minimize its energy by sweeping. We
thereby obtain a sequene of states |G〉kemc of ever lower
energy, Ekem , where the index kem = 0, 1, 2, . . . gives the
number of energy minimization sweeps that have been
performed. The proedure is preisely analogous to that
desribed in Setion IVA, the only dierene being that
the random initial state used there is here replaed by
the loned state |G〉0c = |G〉c as initial state.
Figure 13(a) shows the evolution of the ground state
energyEkem as funtion of the number kem of energy min-
imization sweeps, for both random (squares) and loned
(irles) initial states. Ekem is displayed with respet
to the energy Eref of a referene state |G〉ref , dened in
the gure aption, whih represents our best approxima-
tion to the true ground state. Figure 13(b) shows how
1 − |ref〈G|G〉c| dereases as sweeping proedes, onverg-
ing to a small but nite value. For a given value of Λ (1.5,
shown in green, open symbols onneted by dashed lines,
or 2.5, shown in blue, lled symbols onneted by solid
lines), the energies for random and loned initialization
shown in Fig. 13(a) onverge to the same value within
just a few sweeps. However, the onvergene is quiker
for the loned (irles) than the random (squares) in-
put state, sine the former represents an already rather
good initial approximation (namely that of NRG) to the
true ground state, whereas the latter is simply a random
state. Nevertheless, the irles show strikingly that the
NRG ground energy is not optimal, in that the energy
an be lowered still further by sweeping. Moreover, this
improvement is more signiant for small than large Λ
(for irled data points, ompare dashed green to solid
blue lines for Λ = 1.5 or 2.5, respetively). The reason is
that the NRG trunation sheme beomes less aurate
the smaller Λ is, implying that the NRG result an be
improved more signiantly by further sweeping. This is
again a reminder that the systemati error of NRG in-
reases as Λ approahes 1, as already observed in Fig. 5.
VII. CONCLUSIONS
In this paper we presented a systemati omparison
between NRG and DMRG, whih we mainly referred to
as VMPS, for the single-impurity Anderson model within
the framework of matrix produt states. We rst refor-
mulated both NRG and DMRG in the language of MPS,
using a folded Wilson hain for NRG and an unfolded one
for DMRG. Then we quantitatively ompared the results
of NRG and the VMPS approah for energy eigenvalues
and eigenstates and expliitly analysed the dierene in
their trunation riteria, whih are sharp or smooth in
energy spae, respetively.
The most important onlusion of our study is this: For
the purpose of obtaining the ground state of this model,
the VMPS approah applied to the unfoldedWilson hain
yields a very signiant inrease in numerial eieny
ompared to NRG (D′ = d′
√
D), essentially without loss
of relevant information. The physial reason is that the
spin-down and -up hains are only weakly entangled for
this model, so that the NRG matries A[σn] of dimension
D that desribe site n of the Wilson hain, an, in eet,
be fatorized as a diret produt B[σn↓] ⊗ B[σn↑] of two
matries, eah having dimension d′
√
D. It should be em-
phasized, though, that this property relies on the physis
of the model, namely the weak entanglement of the spin
down and up hains. To what extent this property sur-
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vives for other impurity models should be a subjet for
further researh, the two-hannel Kondo model being a
partiularly interesting andidate in this respet.
Nevertheless, the possibility of using unfolded Wilson
hains to redue numerial osts for ground state al-
ulations is very attrative for possible appliations of
the VMPS method to more ompliated models involv-
ing more than one ondution band.
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For example, the
ondutane through a quantum dot oupled to two leads
an under ertain onditions (linear response, zero tem-
perature, Fermi liquid behavior, et.) be expressed in
terms a set of phase shifts that are uniquely determined
by the ground state oupation of the dot energy levels.
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Thus, in suh situations reliable knowledge of the ground
state is suient to alulate transport properties.
Going beyond ground state properties, we showed that
the entire exited state eigenspetrum of both kept and
disarded NRG states an be reovered within the VMPS
approah with at least the same auray as NRG, by us-
ing D′ = d′
2 × √D and refolding. However, the latter
step requires a subsequent additional diagonalization of
matries of dimensions D′2, giving rise to a signiant in-
rease in numerial resoures ompared to the ase that
only ground state information is required. A quantita-
tive omparison between NRG and VMPS for the eigen-
spetrum's energies and eigenstates showed better agree-
ment for Λ = 2.5 than 1.5, due to the fat that the NRG
trunation sheme beomes inreasingly less aurate the
loser Λ approahes 1.
Finally, we used a loning proedure to reast a given
folded NRG ground state into an unfolded form, and
showed that its energy ould be lowered further by sub-
sequent energy minimization sweeps. As expeted, we
found that sweeping improves the relative auray with
whih the ground state energy an be determined, the
more so the smaller the value of Λ. For example, for
Λ = 1.5 the auray hanged from O(10−4) before
sweeping to O(10−7) thereafter [see Fig. 13(a)℄. The fat
that suh a further variational improvement of the NRG
ground state is possible, however, is of signiane mainly
as a matter of priniple, not of pratie: for the numer-
ous situations where NRG works well (in partiular, for
Λ not too lose to 1), we expet that suh further vari-
ational improvement of the NRG ground state will not
notieably aet any physial observables.
Let us onlude with some omments about the pros
and ons of NRG and VMPS. For quantum impurity
models with a omparatively low degree of omplexity,
suh as the single-lead Anderson and Kondo models,
NRG works exeedingly well and for pratial purposes
nothing is to be gained from swithing to the VMPS ap-
proah. The latter is a potentially attrative alterna-
tive to NRG only for two types of situations, namely (i)
more omplex quantum impurity models, and (ii) non-
logarithmi disretization of the leads. We briey disuss
these in turn.
(i) For omplex quantum impurity models, in parti-
ular ones involving several leads, VMPS ahieves a very
signiant redution in memory ost, relative to NRG,
for desribing ground state properties via unfolding the
Wilson hain. There are several aveats, though. Firstly,
this redution in memory ost applies only when only
ground state properties are of interest. To obtain ex-
ited state eigenspetra, the memory osts of NRG and
VMPS are omparable. Seondly, unfolding is expeted
to work well only for models for whih the subhains that
are being unfolded are only weakly entangled, whih will
not be the ase for all impurity models. For example, the
two-hannel model might be an example where unfolding
works less well. In general, one needs to hek the extent
to whih degrees of freedom on dierent subhains are
entangled with eah other, by alulating the mutual in-
formation of two sites on dierent subhains. If this does
not derease rather rapidly with their separation from
the impurity site, then unfolding will be a poor strategy.
Appealingly, though, suh a hek an be done purely
using NRG data, as illustrated in Setion III C. Thirdly,
the fat that VMPS relies on variationally optimizing the
ground state might ause onvergene problems for mod-
els whih have degenerate ground states. Coneivably
this problem an be redued by systematially exploit-
ing all relevant symmetries of the Hamiltonian, inluding
non-Abelian symmetries,
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. However, if states in the
loal state spae of a folded Wilson hain are related by
a non-Abelian symmetry, then this symmetry would not
be manifest in the unfolded representation. Thus, the
two possible strategies for ahieving signiant memory
redution, namely unfolding and exploitation of symme-
tries might not always be mutually ompatible; whih
one is more favorable will depend on the details of the
model, and is an interesting subjet for further study.
(ii) The VMPS approah oers lear advantages over
NRG in situations where Wilson's logarithmi disretiza-
tion of the ondution band annot be applied. In the
present paper, we found lear indiations for this fat
in the observation that the improvement of VMPS rel-
ative to NRG beomes more signiant as Λ is hosen
loser to 1. More importantly, VMPS oers the pos-
sibility, inaessible to NRG, to improve the frequeny
resolution of spetral funtions at high frequenies, by
using a exible (non-logarithmi) disretization sheme
whih redues the level spaing of eetive lead states
in the energy regimes where higher frequeny resolution
is desired. For suh a disretization sheme Wilsonian
energy sale separation is lost and NRG trunation an-
not be applied. However, the ground state an still be
found variationally, and spetral funtions an be om-
puted using projetion operator tehniques. In this fash-
ion, it has reently been possible to alulate the spetral
funtion for the Anderson model at large magneti elds,
B > TK, and to resolve the split Kondo resonane with
suient auray to reprodue the widths expeted from
perturbation theory in this regime. These developments,
though, go beyond the sope of the present paper and
will be published separately.
15,20
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Appendix A: TECHNICAL DETAILS
In this appendix, we ollet some tehnial details on
various manipulations involving matrix produt states.
1. Orthonormalization of B-matries of unfolded
Wilson hain
To keep the notation simple, in this subsetion we
shall imagine the sites of the unfolded Wilson hain to
be strethed along a line running from left to right,
enumerated by an index k running from 1 for site N↓
to K = 2(N + 1) for site N↑. Correspondingly, ma-
trix produt states will generially be written as |Ψ〉 =∑
{σK} |σK〉(
∏K
k=1 B
[σk]), with matrix elements B
[σk]
νη .
It is onvenient to ensure that every B-matrix in a
matrix produt state satises one of the following two
orthonormality onditions:∑
σk
B[σk]†B[σk] = 1 , (A1a)
∑
σk
B[σk]B[σk]† = 1 . (A1b)
In partiular, if all B-matries satisfy either the rst or
the seond of these onditions, the orresponding matrix
produt state is automatially normalized:
〈Ψ|Ψ〉 =
∑
{σK}
(B
[σK ]†
1ν′ . . . B
[σ1]†
η′1 )(B
[σ1]
1η . . . B
[σK ]
ν1 ) = 1 .
(A2)
This follows by iteratively applying Eq. (A1). To
start the iteration, note that for matries at the be-
ginning or end of the hain, where one of the matrix
indies is a dummy index with only a single value,
Eqs. (A1a) or (A1b) imply
∑
σ1
B
[σ1]†
η′1 B
[σ1]
1η = δη′η or∑
σK
B
[σK ]
ν1 B
[σK ]†
1ν′ = δνν′ , respetively. In the NRG ap-
proah, all A-matries naturally satisfy Eq. (A1a) [f.
Eq. (6)℄.
In the VMPS approah, it is onvenient to ensure that
during variational optimization sweeps, Eq. (A1a) holds
for all matries to the left of the site, say k, urrently be-
ing updated, and Eq. (A1b) for all matries to its right.
Thus, after optimizing the set of matries B[σk] at site
k, this set should be orthonormalized before moving on
to the next site, suh that it satises Eq. (A1a) when
sweeping from left to right (or Eq. (A1b) when sweeping
from right to left). This an be ahieved using singular
value deomposition [f. Eq. (17)℄: Arrange the matrix
elements of the set of matries B[σk] into a retangular
matrix arrying only two labels, with matrix elements
Bν¯η = B[σk]νη (or Bνη¯ = B[σk]νη ), by introduing a ompos-
ite index ν¯ = (σk, ν) (or η¯ = (σk, η)). Using singular
value deomposition [Eq. (17)℄, write this new matrix as
B = USV†. Then rewrite the matrix produt of two
neighboring B-matries as B[σk]B[σk+1] = B˜[σk]B˜[σk+1]
(or B[σk−1]B[σk] = B˜[σk−1]B˜[σk]), where the new matri-
es B˜ are dened by
B˜[σk]νγ = Uν¯γ , B˜[σk+1]γδ = (SV†B[σk+1])γδ , (A3)
(or B˜
[σk]
δη = V†δη¯ , B˜[σk−1]γδ = (B[σk−1]US)γδ ). (A4)
The property U†U = 1 (or V†V = 1 ) ensures that the
new set of matries B˜[σk] at site k is orthonormal aord-
ing to Eq. (A1a) (or Eq. (A1b)), as desired. Now proeed
to the next site to the right (or left) and orthonormalize
B˜[σk+1] (or B˜[σk−1]) in the same manner, et.
The above proedure an be used to orthonormalize
the matries of a randomly generated matrix produt
state before starting VMPS sweeping. Likewise, during
VMPS sweeping, eah newly optimized matrix an be or-
thonormalized in the above fashion before moving on to
optimize the matrix of the next site.
2. Refolding
This subsetion desribes how to refold an unfolded
matrix produt state of the form
|Ψnνη〉u =
∑
{σN}
|σn〉(B[σn↓]. . . B[σ0↓]B[σ0↑]. . . B[σn↑])νη,
(A5)
shown shematially by sites n↓ to n↑ of Fig. 2(). Its two
indies will be treated as a omposite index β = (ν, η)
below. The variational matrix produt state |ΨN 〉u of
Eq. (15) disussed in the main text is a speial ase of
Eq. (A5), with n = N and ν = η = 1 . The goal is to
express Eq. (A5) as a linear ombination,
|Ψnνη〉u =
∑
α
|Ψnα〉r Cnαβ , (A6)
(β = (ν, η) is a omposite index) of an orthonormal set
of refolded basis states of the form of Eq. (21),
|Ψnα〉r =
∑
{σn}
|σn〉(B[σ0 ]B[σ1] . . . B[σn])1α , (A7)
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shown shematially by sites 0 to n of Fig. 2(a). To this
end, we proede iteratively in n. We use singular value
deomposition to iteratively merge, for every pair of sites
n↓ and n↑ of the unfolded hain, the matries B[σn↓]νν′ and
B
[σn↑]
η′η into a new set of matries B
[σn]
α′α for site n of the
refolded hain, thereby trading the indies σn↓, σn↑ and
νη of Fig. 2() for the indies σn and α of Fig. 2(a). This
is to be done in suh a way that the matries B[σn] are
orthonormal in the sense of Eq. (6), and that for the rst
few sites their dimensions inrease in a way analogous to
those of the A[σn] matries of NRG, starting from 1 × d
at site n = 0.
For the rst iteration step, start with n = 0, make a
singular value deomposition of the matrix produt
(B[σ0↓]B[σ0↑])ν′η′ = (U0S0V0†)σ0β′ , (A8)
with β′ = (ν′, η′), and use U0 to dene a new set of d ma-
tries B[σ0] for site 0 of the refolded hain, with matrix
elements B
[σ0]
1α′ = U0σ0α′ . The B[σ0] have dimensions 1× d
(the dummy rst index has just one value), and are by
onstrution orthonormal in the sense of Eq. (6), sine
U0†U0 = 1 . Upon inserting Eq. (A8) into Eq. (A5), the
fator U0 produes the rst matrix fator B[σ0] in the
refolded state (A7), thus ompleting the rst iteration
step. For the seond iteration step, ontrat the fators
S0V0† with the fators B[σ1↓] and B[σ1↑] in Eq. (A5), fa-
torize the result as U1S1V1† and use U1 to onstrut new
matries B[σ1] for site 1 of the refolded hain, et. To be
expliit, for general n, make a singular value deomposi-
tion of the matrix produt∑
ν′η′
B
[σn↓]
νν′ (S(n−1)V(n−1)†)α′β′B[σn↑]η′η = (UnSnVn†)α¯β ,
(A9)
with omposite indies α¯ = (σn, α
′), σn = (σn↓, σn↑),
β = (ν, η) and β′ = (ν′, η′). Then use Un to dene a
new set of orthonormal matries B[σn] for site n of the
refolded hain, with matrix elements B
[σn]
α′α = Unα¯α. In this
way one readily establishes that |Ψnνη〉u an be written in
the form of Eq. (A6), with Cnαβ = (SnVn†)αβ .
The dimensions of the matries B[σn] initially grow by
a fator of d with eah iteration step, until their dimen-
sions are restrited by the number of possible values of
the omposite index β, namely D′2n , with D
′
n given by
Eq. (16). Thus, the B[σn] have dimensions Drn ×Drn+1,
with Drn = min(d
n, D′2n−1), whih leads to Eq. (20).
3. Cloning
This subsetion gives some details of the loning pro-
edure of Setion VIA. The goal is to solve the varia-
tional Eq. (32), whih determines the B-matries of the
loned state |G〉c. As desribed in the main text, this an
be done by sweeping bak and forth along the unfolded
Wilson hain, and updating one matrix at a time.
Figure 14: (Color online) Graphial representation of the vari-
ational equation used for loning, Eqs. (32) or (A14), drawn
for the ase µ =↑, and assuming all matrix elements to be
real. The upper part of the gure represents
1
2
∂
∂B[k↑]
c〈G|G〉c;
it simplies to B[k↑] [left hand side of Eq. (A14)℄ upon real-
izing that the parts in dashed boxes represent the left hand
sides of Eqs. (A12a) and (A12b), and hene redue to unity.
Let kµ label the site to be updated and write the loned
state, whih is assumed to be of the form (15), as
|G〉c =
(
Xkµl
)
1ν
B
[σkµ]
νν′
(
Xkµr
)
ν′1
. (A10)
Here we introdued the shorthands
(
Xkµl
)
1ν
=
(
B[σN↓] . . . B[σklµl ]
)
1ν
, (A11a)(
Xkµr
)
ν1
=
(
B[σkrµr ] . . . B[σN↑]
)
ν1
, (A11b)
for the produts of matries standing before or after the
one of present interest in the unfolded Wilson hain, and
the labels klµl or krµr label the sites just before or af-
ter this site. Moreover, assume that all the B-matries
in Xl and Xr have been orthonormalized aording to
Eq. (A1a) or (A1b), respetively. (This an always be en-
sured by suitably orthonormalizing eah B-matrix after
updating it, see below.) These orthonormality relations
immediately imply similar ones for the matrix produts
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just introdued:
∑
σN↓,...,σklµl
(
Xkµl
)†
ν1
(
Xkµl
)
1ν′
= δνν′ , (A12a)
∑
σkrµr ,...,σN↑
(
Xkµr
)
ν1
(
Xkµr
)†
1ν′
= δνν′ . (A12b)
Thus, the norm of |G〉c an be written as
c〈G|G〉c = 1N
∑
νν′
B
[σkµ]†
ν′ν B
[σkµ]
νν′ , (A13)
where N is a normalization onstant ensuring that the
norm equals unity.
Using Eq. (A13), the variational Eq. (32) readily re-
dues to
B
[σkµ]
νν′ =
∑
{σ′N}
(A[σN ]† . . . A[σ0]†)G1
1 + λ
(
Xkµl
)
1ν
(
Xkµr
)
ν′1
,
(A14)
where {σ′N} denotes the loal indies of all sites exept
the index σkµ of site kµ, and we have assumed all A-
and B-matries to be purely real (exploiting the time-
reversal invariane of the present model). This equation
ompletely determines the new matrix B[σkµ] in terms of
the A-matries speifying the NRG input state |G〉f and
the B-matries of sites other than the present one, whih
had been kept xed during this variational step.
Having alulated B[σkµ], it should be properly or-
thonormalized, following the proedure of Eq. (A3) or
Eq. (A4), depending on whether we are sweeping from
left to right or vie versa. In other words, use the singu-
lar value deomposition USV† of the new-found matrix
B[σkµ], to transfer a fator SV† or US onto its right or
left neighbor, respetively, and resale this neighbor by
an overall onstant to ensure that the new state |G〉c
is still normalized to unity. This onludes the update
of site kµ. Now move on to its neighbor, et., and thus
sweep bak and forth through the unfolded Wilson hain,
until onvergene is reahed.
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