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We consider mixed symmetry superconducting phases in Dirac materials in the odd parity channel,
where pseudoscalar and vector order parameters can coexist due to their similar critical temperatures
when attractive interactions are of finite range. We show that the coupling of these order parameters
to unordered magnetic dopants favors the condensation of novel time-reversal symmetry breaking
(TRSB) phases, characterized by a condensate magnetization, rotation symmetry breaking, and
simultaneous ordering of the dopant moments. We find a rich phase diagram of mixed TRSB phases
characterized by peculiar bulk quasiparticles, with Weyl nodes and nodal lines, and distinctive
surface states. These findings are consistent with recent experiments on NbxBi2Se3 that report
evidence of point nodes, nematicity, and TRSB superconductivity induced by Nb magnetic moments.
PACS numbers: 74.20.Rp, 74.20.Mn, 74.45.+c
Introduction – One of the most fascinating aspects of
unconventional superconductivity is that the condensate
can display spontaneous time reversal symmetry break-
ing (TRSB), hosting an intrinsic Cooper pair magnetiza-
tion [1, 2]. This can occur only with a multicomponent
order parameter when the different components develop
relative phases, as in the well known p + ip chiral state
proposed for Sr2RuO4 or the d + id state conjectured
for some cuprate superconductors [1]. Experimental evi-
dence of TRSB superconductivity has been obtained from
muon spin rotation µSR in UPt3 [3] and Sr2RuO4 [4],
from the polar Kerr effect [5] and from Josephson tun-
neling experiments. The two-dimensional p+ ip state in
particular has attracted great interest as a topological su-
perconductor with protected edge and vortex modes, of
potential use in the field of quantum computation [6, 7].
In a three dimensions chiral SC is also possible, allowing
the realization of a Weyl superconductor with Majorana
arcs on the surface [8–10], but realistic candidate mate-
rials for this superconducting state are lacking.
Recently, very compelling evidence for unconventional
superconductivity has been reported in Dirac materials
of the Bi2Se3 family upon doping [7, 11, 12]. These
studies were originally motivated by the prediction of a
three dimensional, time- reversal invariant (TRI) topo-
logical superconductor featuring protected Andreev sur-
face states [13]. However, the rich phenomenology gath-
ered so far suggests a more complicated pairing scenario.
Superconductivity was first observed in CuxBi2Se3 [14–
16], but evidence for the characteristic surface Andreev
states has remained controversial [17–19]. Moreover, nu-
clear magnetic resonance experiments [20] reveal that
there is spin rotation symmetry breaking in the supercon-
ducting state, which rather supports a different pairing
state of nematic type + [21, 22]. Superconductivity was
also reported in SrxBi2Se3 [23, 24] and in TlxBi2Te3 [25],
but evidence for unconventional pairing is lacking. Most
interestingly, superconductivity has also been reported
in NbxBi2Se3 [26], where initially paramagnetic samples
were shown to develop a spontaneous magnetization at
the superconducting transition. The magnetization sur-
vived only at the surface in the Meissner state, and it
was claimed to originate from Nb magnetic moments. In
the same compound, a later torque magnetometry exper-
iment [27] showed clear signatures of rotation symme-
try breaking, and penetration depth measurements re-
vealed a power law dependence with temperature [28]
which points to the existence of nodes in the gap.
This complicated phenomenology is perhaps best un-
derstood within the minimal model of a superconducting
Dirac Hamiltonian with approximate rotation symmetry,
where there are only three possible pairing channels: a
conventional s-wave scalar, an odd-parity pseudoscalar,
and a vector. The pseudoscalar order parameter χ cor-
responds to the TRI topological superconductor, while
rotation symmetry breaking can only be produced by the
vector ψ. The condensation of ψ is therefore a prerequi-
site to explain current experiments, but it has previously
been shown that with only local interactions the χ chan-
nel always has a higher critical temperature than the ψ
channel [13]. In addition, even if χ could be ignored,
ψ remains time-reversal symmetric within current mod-
els [21, 29]. These two problems make the explanation of
the observed phenomenology a theoretical challenge.
Motivated by the recent experiments, in this work
we develop a theory of possible TRSB superconducting
phases of doped Dirac Hamiltonians in the presence of
magnetic impurities. We first show that when further
neighbor electron-electron interactions are included, the
critical temperature of ψ raises and can become compa-
rable to that of χ, providing a solution to the first prob-
lem. The closeness of the critical temperatures enables
new mixed symmetry phases where both order parame-
ters can condense simultaneously, similar to s+ id states
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2predicted in high-Tc superconductors [30–32]. We then
develop a theory for these mixed phases, showing that the
coupling of magnetic impurities, which would otherwise
be paramagnetic, to the magnetization of the Cooper
pairs [33–36] favors the condensation of TRSB phases
and the consequent ordering of the magnetic impurities.
We find three novel mixed TRSB phases that differ in
the way rotation and gauge symmetries are broken and
can be distinguished by their bulk spectrum, which may
be gapped or feature Weyl nodes or nodal lines, or by
the existence of surface states. We find a phase that is
consistent with the surface magnetization [26], rotation
symmetry breaking [27] and the existence of linear nodes
[28].
Superconductivity in Dirac materials – We now con-
sider the possible superconducting instabilities of Dirac
Hamiltonians. To make contact with previous work, we
start with the Hamiltonian commonly employed to de-
scribe Bi2Se3 [13]
H0 = mσx + vσz(kxsy − kysx) + vzkzσy, (1)
where si are spin Pauli matrices and σi are Pauli ma-
trices for pz-orbitals in the top and bottom layer of the
quintuple layer QL Bi2Se3 structure, v is the Fermi ve-
locity, m the insulating mass. The time reversal oper-
ator is T = isyK with K complex conjugation. When
vz = v, this Hamiltonian is a particular realization of the
isotropic Dirac Hamiltonian of the form
H0 = γ0m+ vγ0γiki (2)
where the Euclidean gamma matrices γµ = (γ0, γi)
satisfy [γµ, γν ]+ = Iµν and are given by γµ =
(σx,−σysy, σysx, σz). In this work we will preferentially
use the general Dirac matrices to emphasize the structure
of the rotation group: γi transforms as a vector, γ0 as a
scalar, and the matrix γ5 ≡ γ0γ1γ2γ3 as a pseudoscalar.
To classify the possible pairing channels, we intro-
duce the Nambu spinor Ψk = (c
†
k, isyc−k)
T , with
ck fermionic annihilation operators of H0, and con-
sider the Bogolyubov-deGennes Hamiltonian Hˆ =
1
2
∫
dkΨ†kHkΨk, with
Hk = (H0(k)− µ)τz + ∆kτ+ + ∆†kτ−, (3)
where µ is the chemical potential, ∆k stands for generic
momentum-dependent 4×4 pairing matrices and τi Pauli
matrices act in the particle-hole space. The Nambu con-
struction imposes the charge conjugation symmetry C im-
plemented as UCH(−k)∗U†C = −H(k), with UC = syτy,
which amounts to the restriction sy∆
∗(−k)sy = ∆(k). If
pairing is momentum independent [13, 37], only six pos-
sible matrices in the Dirac algebra satisfy this constraint:
the two even-parity scalars I and γ0, the pseudo-scalar
γ5 and the vector γi, which are both odd under parity.
Disregarding the even-parity scalars, the pairing matrix
takes the form ∆ = χγ5+ψ ·γ. For the specific model of
Bi2Se3, it was concluded that the local interorbital inter-
action V can give rise to pairing in both of these channels,
but the critical temperatures of the two channels satisfy
Tχ  Tψ, [13], which makes it unlikely for the system to
condense in the vector channel as stated previously.
We suggest that this problem can be solved by consid-
ering momentum-dependent corrections to the two-body
interorbital density-density interaction. At lowest order
in q = k− k′ one has
V (k,k′) = V
(
1 + a2k · k′) , (4)
with a a length scale on order of the lattice constant. In
order to decouple the additional momentum-dependent
interaction term we need to consider the other ten ma-
trices in the Dirac algebra [38]. In particular, we note
that that pairing matrix γ5γikjijk is also a vector, and
it modifies the gap matrix as
∆k = χγ
5 +ψ · (γ − iaγ5γ × k). (5)
It is instructive to project the 4 × 4 Dirac matrices into
the 2 × 2 space of the Kramers degenerate conduction
band states relevant to pairing [29]. If we define Pauli
matrices s˜i for this space, the gap matrix takes the form
∆k = χk˜ · s˜ +ψ× k˜ · s˜(1 + µa/v), with k˜ = vk/µ. Thus,
while seemingly of higher order in the Dirac Hamiltonian,
the correction term is actually of the same order when
projected to the Fermi surface. The momentum depen-
dence of the pairing interaction affects only the vector
channel and it raises its critical temperature Tψ, which
becomes comparable to Tχ [38].
Ginzburg-Landau free energy – We now consider super-
conductivity at the level of the Ginzburg-Landau (GL)
free energy. The pseudoscalar order parameter free en-
ergy is
Fχ = a1|χ|2 + b1|χ|4 (6)
and condensation of χ takes place when a1(Tχ) = 0. For
the vector order parameter ψ, symmetry dictates that
the form of the free energy be [39, 40]
Fψ = a2|ψ|2 + b2|ψ|4 + b′2|ψ ×ψ∗|2. (7)
The vector representation admits two possible supercon-
ducting states: a nematic state ψ ∝ (1, 0, 0) which is
time-reversal invariant, and a chiral TRSB state ψ ∝
(1,±i, 0) [21, 29]. The sign of the coupling b′2 determines
whether the vector representation chooses the nematic
(for b′2 > 0) or the chiral state (for b
′
2 < 0). Since at
second order no coupling is allowed by symmetry be-
tween χ and ψ, the condensation of ψ takes place when
a2(Tψ) = 0. However, our previous argument suggesting
that a1 ∼ a2 [38] and Tχ ∼ Tψ require that we study
a coupled theory beyond second order where both order
3parameters may coexist. At fourth order the coupling
term in the GL free energy reads,
Fψ,χ = d1|χ|2|ψ|2 + d2 |χ∗ψ − χψ∗|2 , (8)
and the total free energy is
F = Fχ + Fψ + Fχ,ψ. (9)
In the weak coupling regime with a1 ∼ a2 both order
parameters acquire a finite value.
The possible TRSB phases arising from this free energy
are characterized by a magnetization of the condensate,
due to the spin triplet state of the Cooper pairs. By
symmetry, the magnetization must be built with gauge
invariant combinations of order parameters and trans-
form as a spin, i.e. as a T -odd pseudo-vector (even un-
der inversion). Since ψ is a vector and χ a pseudoscalar,
the following combinations satisfy the symmetry require-
ments,
Σ1 = χψ
∗ − χ∗ψ, Σ2 = ψ ×ψ∗.
Note that Σ1 cannot be built with a standard s-wave
order parameter because the combination would not be
a pseudovector. These two pseudovectors are orthogonal
and appear quadratically in the GL Eqs. (7, 8).
The different possible phases obtained from the GL
free energy Eq. (9) are realized with different signs of
the interaction parameters b′2 and d2 and can be distin-
guished by the values of Σ1 and Σ2 and the way rotation
and gauge symmetries are broken. For d2, b
′
2 > 0 one
has Σ1 = Σ2 = 0 and the system is in the TRI ne-
matic phase, with rotation symmetry about the nematic
director. When d2 < 0 and b
′
2 > 0 one has Σ1 6= 0
and Σ2 = 0, and the system is invariant under rota-
tions about Σ1. We name this phase TRSB 1. When
d2, b
′
2 < 0 one has Σ2 6= 0, and the system is in the
chiral phase, with ψ ∝ (1, i, 0). In this case the system
is invariant under rotations around Σ2 combined with
a gauge transformation [38]. Finally, when d2 > 0 and
b′2 < 0 one has Σ2 6= 0, but ψ is not in the purely chiral
state, but rather in a hybrid solution [38] which has no
symmetry. We name this phase TRSB 2.
A schematic phase diagram as a function of b′2 and d2
is depicted in Fig. 1. Microscopic calculations [21, 29, 38]
show that for an isotropic model b′2, d2 > 0, precluding a
TRSB phase. We show next how a coupling to magnetic
dopants renormalizes the coefficients b′2 and d2 and can
change their sign if the coupling is strong enough.
Coupling to dopant magnetization – The presence of
random magnetic moments in the sample can be de-
scribed by an average magnetization M. At the Landau
theory level, both Σ1 and Σ2 can couple linearly to M
[33–36] which is also a T -odd pseudo-vector
Fχ,ψ,M = iM · [c1(χψ∗ − χ∗ψ) + c2ψ ×ψ∗]. (10)
nematic
TRSB 2
TRSB 1
chiral
c2
⌃1 = 0,⌃2 = 0 ⌃1 6= 0,⌃2 = 0
⌃1 6= 0,⌃2 = max⌃1 6= 0,⌃2 6= 0
c1d2 > 0 d2 < 0
b02 < 0
b02 > 0
J1 = J2
c1
c2
=
s
d2
b02
FIG. 1: Phase diagram of superconductivity involving the
pseudo-scalar and the vector order parameters coupled to the
dopants magnetization. The four possible phases can be ob-
tained by properly tuning the couplings J1 and J2.
By appropriately aligning M, we see that the system may
lower its energy by condensing in a TRSB phase with
finite condensate magnetizations.
Neglecting interactions between the magnetic mo-
ments, the full free energy at second order in M including
the superconducting order parameters reads
F = a3|M|2 + Fχ + Fψ + Fχ,ψ + Fχ,ψ,M . (11)
Since the dopants are paramagnetic above Tc, we assume
a3 > 0. The mean-field solution for M can be found by
minimizing the free energy with respect to M, finding
M = −i c12a3 Σ1− i c22a3 Σ2. It is clear that a non-zero mag-
netization M arises in all TRSB phases, despite the fact
that the dopants are initially paramagnetic. Substituting
the mean-field value of the magnetization the free energy
takes the form of Eq. (9) with modified parameters
d2 → d2 − c
2
1
4a3
, b′2 → b′2 −
c22
4a3
. (12)
Since the coupling to magnetic dopants renormalizes
both b′2 and d2, with different values of c1 and c2 one
can now span the entire phase diagram in Fig. 1.
Meissner screening - The presence of the magnetic
dopants induces the condensation of a TRSB phase where
the dopants moments are aligned with the spin magneti-
zation of the condensate. The resulting total spin magne-
tization Ms = M+iµ(Σ1+Σ2) acts back onto the orbital
degrees of freedom and the GL free energy is [41, 42]
F =
∫
dr
[
F +
B2
8pi
−B ·Ms + F gradχ,ψ,M
]
. (13)
where B is the full induction field and F grad accounts for
gradient terms for the order parameters [38]. For finite
Ms the system may develop screening supercurrents, so
that B = H + 4pi(Ms + Mo), with Mo the orbital mag-
netization due to screening currents, and H an external
field. For H = 0, the order parameters in the bulk can
4be taken to be constant, so that B = 0 by Meissner
screening, provided that Ms < Hcr, with Hcr the ther-
modynamic critical field [38, 41]. Since Ms is linked to
the mean-field value of χ and ψ, for a1 ∼ a2 the ratio
Ms/Hcr is temperature independent and it is suppressed
by strong b1 and b2. At the surface of the system the
cancelation between spin and orbital magnetization is
not satisfied locally, due to difference in the coherence
length, penetration depth, and the length scale of varia-
tion of M, and a finite surface magnetization may arise,
in agreement with the observations of Ref. [26].
Microscopic coupling – The coupling Eq. (10) and the
resulting phase diagram is generic of a SO(3) invariant
theory. The only symmetry allowed microscopic coupling
must be written in terms of the spin pseudovectors S‖ ≡
(sx, sy, σxsz) and S⊥ ≡ (σxsx, σxsy, sz) [38],
HZ = J1M · S‖ + J2M · S⊥. (14)
The coefficients c1 and c2 can be derived microscopically
from this coupling, and doing so reveals the constraint
c1(J1m/µ + J2) = 2c2(J1 + J2m/µ) [38]. All phases in
Fig. 1 can therefore be realized by properly tuning J1,
J2, and m/µ. In Bi2Se3, the SO(3) symmetry breaks
down to the lattice point group D3d when anisotropy cor-
rections are included [13]. The vector ψ = (ψx, ψy, ψz)
splits into a two-component Eu ∼ (−ψy, ψx) and one-
component A2u ∼ ψz representations. The pseudoscalar
χ corresponds to the A1u representation. A microscopic
coupling between the magnetic moments and the physical
spin s of the electrons in Bi2Se3 can be written in terms
of a Zeeman coupling HZ = −J(sxMx+syMy)−JzszMz
with J 6= Jz anisotropic Zeeman coupling constants. The
resulting phase diagram remains qualitatively very simi-
lar to the SO(3) invariant one [38].
Gap structure – The value of the superconducting gap
on the Fermi surface for the different phases depends on
the relative strength of the two order parameters. When
χ dominates all phases are fully gapped, but different
cases arise if ψ dominates. In the nematic case the gap
has Dirac nodes along the nematic direction for χ = 0.
These nodes can be gapped by a small χ or by hexagonal
warping terms [21], so that in general the phase is fully
gapped. In the TRSB 1 phase the order parameters may
be taken as ψ = ψ0(1, 0, 0) and χ = χ0e
iγ and that the
Dirac nodes for χ = 0 can be shown to become circular
nodal lines defined by sin θ = ±χ0/ψ0, with θ the polar
angle with respect to Σ1. Nodal lines of the north and
south hemisphere join for χ = ψ and become gapped
for χ > ψ (see Fig. 2). These nodal lines have a linear
density of states (DOS) ρ() ∝  [43]. In the chiral and
the TRSB 2 phase a Weyl superconductor is realized [8–
10, 29]. For χ = 0 there are Weyl nodes of topological
charge C = ±2 on the north and south pole along the
direction of Σ2 [44]. For finite χ these nodes are split
into two Weyl nodes of C = 1 at a finite polar angle and
in the azimuthal direction given by Σ1 and by increasing
+,- +,-
Dirac nodes Nodal lines Full gap
-,-
+,+
  = 0 0 <   <    =    >  
Weyl nodes C=2
TRSB 1
Chiral, TRSB 1I
+ +
- -
Weyl nodes C=1
+,-
+,-
Full gap
  = 0 0 <   <    =    >  
FIG. 2: Schematics of the gap structure on the Fermi surface:
TRSB 1 has Dirac nodes that evolve in nodal line for χ > 0.
TRSB 2 and the chiral phase have Weyl points with C = 2
that split in two C = 1 upon switching χ. The phases are
fully gapped for χ > ψ.
χ they move towards the equator where they meet with
the nodes from the south hemisphere and gap out for
χ > ψ (see Fig. 2). Note that while the DOS is linear in
energy when χ = 0, ρC=2() ∝ , it becomes quadratic
for finite χ, ρC=1() ∝ 2 [45]. These predictions could
be confirmed by STM or specific heat measurements. On
the surface of Weyl superconductor there are Majorana
arcs of different kinds [44], while in the gapped phases the
topologically protected surface Andreev states associated
to χ are gapped on the surfaces orthogonal to Σ1.
Discussion and conclusions– The features of the
TRSB2 phase predicted in this work are consistent
with all the observations made in recent experiments
with NbxBi2Se3: the breaking of rotation [27] and
time-reversal symmetry [26] and the presence of point
nodes [28]. These conclusions remain valid also if the
scalar and vector representations are split due lattice
symmetries. In this case, the lattice will naturally pin the
direction of Σ2 to the c axis, while Σ1 will lay in-plane,
pointing in a high-symmetry direction. This is enough to
reproduce the twofold pattern observed in torque magne-
tometry. Our work makes the additional prediction that
the magnetization, which can only be observed in the
surface due to Meissner screening, must have both in-
plane and out-of-plane components. The TRSB2 phase
also features linear nodes in the bulk with Chern num-
ber C = 1, consistent with the scaling of the penetration
depth. This is in contrast with the TRI nematic candi-
date state, which was argued to be fully gapped in the
presence of trigonal warping [21]. Our work further pre-
5dicts the positions of the nodes to lie in the direction of
Σ1, a prediction that could be tested, for example, with
the nodal spectroscopy techniques proposed in Refs. [46–
48]. Finally, our work also provides a general framework
to address current and future experiments with doped
Dirac materials, emphasizing the importance of mixed
symmetry states and coexistence of order parameters.
Note – During the preparation of this manuscript, we
became aware of Ref. [49], where magnetic Nb dopants
are also considered as the mechanism that stabilizes chi-
ral superconductivity. This work does not provide a
mechanism for the vector channel to compete with the
pseudoscalar, and no mixed symmetry phases are con-
sidered. The chiral state proposed in Ref. [49] respects
C3 rotation symmetry, in contrast with Ref. [27]. The
issue of Meissner screening is also not addressed.
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Character on the Fermi surface: Dirac nodes, Weyl nodes, Majorana nodes
The four different phases that appear in the phase diagram of the pseudoscalar and vector order parameters coupled
to a magnetization order parameter have a peculiar character on the Fermi surface. By writing the gap matrix as
∆ = dk · s, the character on the Fermi surface can be addressed by studying the bulk spectrum
E±(k) =
√
(k − µ)2 + |dk|2 ± |dk × d∗k|, (15)
on the Fermi surface k = µ. With the vector dk = χk + ψ × k one can write the gap in terms of the condensate
magnetization Σ1 and Σ2 as
∆±(k) =
√
(|χ|2 + |ψ|2)k2 − |ψ · k|2 ± k
√
|Σ1|2k2 − |Σ1 · k|2 + |Σ2 · k|2, (16)
with k on the Fermi surface, k = 1. For ψ = 0 the phase is fully gapped, with ∆± = |χ|
Nematic state
In the nematic phase one has χ and ψ both real, so that Σ1 = Σ2 = 0, and the gap reads
∆nem± (k) =
√
|χ|2 + |ψ|2 − |ψ · kˆ|2, (17)
so that the phase is fully gapped as long as χ 6= 0, whereas for χ = 0 it has a two double degenerate nodes for kˆ ‖ ψ.
These nodes represent Dirac points and can be gapped by hexagonal warping [21].
Chiral state
In the chiral phase one has χ real and ψ = ψ(u + iv), with u and v orthogonal unit vectors. Let us first consider
the case χ = 0. The gap then reads
∆±(k) =
√
|ψ|2 − |ψ · k|2 ± |Σ2 · k|, (18)
It is clear that only the gap ∆− can be zero on a given point (θ, φ) of the Fermi surface. Due to SO(3) symmetry we
can choose for simplicity ψ = ψ(1, i, 0), so that by writing kˆ = (sin θ cosφ, sin θ sinφ, cos θ) the gap reads
∆chi± (k) ∝ ψ(1± | cos(θ)|). (19)
One has a node on the north pole θ = 0 and a node on the south pole θ = pi on the Fermi sphere. Each node represents
a Weyl point with topological charge C = ±2, with C = +2 at the north pole and C = −2 at the south pole. These
nodes cannot be gapped unless nodes with opposite topological charge are brought into contact.
We can see this in more details by expanding the Hamiltonian in the reduced subspace of the conduction band for
small momentum q around the the nodal points. For χ = 0 these are the north and south pole k±F = (0, 0,±kF ), and
the Hamiltonian reads
Hchi±,q =

±vF qz 0 −iψq+ ±2iψkF
0 ±vF qz 0 iψq+
iψq− 0 ∓vF qz 0
∓2iψkF −iψq− 0 ∓vF qz
 , (20)
7where q± = qx± iqy. We see that the Hamiltonian splits into two Weyl sub-blocks coupled by a mass term m = 2ψkF
and the resulting eigenvalues give rise to two gapped bands at ±m and two gapless bands. Projecting onto the gapless
states we find
hchi±,q = ±
[
vF qzσz − ψ
2
m
(iq2+σ+ − iq2−σ−)
]
, (21)
that is linearly dispersing along qz but quadratically dispersing along qx and qy. One can show that the topological
charge of these band crossing is C = ±2.
When χ 6= 0 the gap reads
∆chi± (k) ∝ ψ
√
(χ/ψ)2 + 1 + cos2(θ)± 2
√
cos2(θ)((χ/ψ)2 + 1) + (χ/ψ)2 cos2(φ) sin2(θ). (22)
One can look for nodal solutions of ∆−, that reduces to solve cos2 θW = 1 − (χ/ψ)2e±2iφ, and find the there exist
Weyl nodes with topological charge |C| = 1 for 0 < χ < ψ only for φ = 0, pi. The Weyl node with topological charge
2 is separated into two Weyl nodes with topological charge C = 1 at finite angles ±θW in the x, z plane (φ = 0), and
analogously for the nodes at the south pole. The quadratic crossing splits into two linear crossing with C = 1 in the
north hemisphere and two linear crossing with C = −1 in the north hemisphere It follows that by increasing χ one
moves the Weyl nodes toward the equator and for χ = ψ one has that Weyl nodes of opposite charge are brought into
contact and split, so that for χ > ψ the system is fully gapped.
In the plane φ = 0 the nodes are located at sin θW = ±χ/ψ. We expand the Hamiltonian around the point
kˆF = (sin θW , 0, cos θW ), and define radial and tangential momentum q = (q‖,x, q‖,y, q⊥),
TRSB 1 state
In the TRSB phase 1 characterized by Σ1 6= 0 and Σ2 = 0 and one has χ real and ψ = iψn, with n a real unit
vector. The gap reads
∆±(k) =
√
(|χ|2 + |ψ|2)− |ψ · kˆ|2 ±
√
|Σ1|2 − |Σ1 · kˆ|2, (23)
Choosing n = (1, 0, 0) the gap then reads
∆TRSB1± ∝
∣∣∣∣χ± ψ√1− sin2(θ) cos2(φ)∣∣∣∣ . (24)
For χ = 0 one obtain Dirac nodes at θ = pi/2, φ = 0, pi as for the nematic case. For 0 < χ < ψ one has nodal lines.
These are best seen by choosing the coordinate in momentum space so to align the z direction to the nematic director
(that is by choosing n = (0, 0, 1)) so that the gap reads
∆TRSB1± ∝ |χ± ψ sin(θ′)| , (25)
with θ′ the polar angle with respect to the x axis. It is then clear that the Dirac point at χ = 0 evolves in a circle.
TRSB 2 state
Finally we now address the character on the Fermi surface of the gap in the TRSB 2 phase, where both Σ1 and Σ2
are non-zero but with Σ2 not maximal. In this case one can in general write ψ = (cos(α/2), i sin(α/2), 0) and take χ
real. The gap function in this case is not particularly enlightening. Nevertheless, one can show that for 0 < χ < ψ in
general one has 2 Weyl points of topological charge C = 1 in the north hemisphere and 2 Weyl points of topological
charge C = −1 negative in the south hemisphere. As in the purely chiral state the χ component moves the position
of the Weyl points toward the equator and at χ = ψ they merge and split, so that for χ > ψ the state is gapped.
8Thermodynamic critical field in the TRSB phases
As we pointed out in the main text, a crucial point for the existence of a TRSB phase with a non-zero condensate a
dopants spin magnetization is that the total spin magnetization Ms be smaller than the thermodynamic critical field,
Ms < Hcr. The latter can be calculated by the condensation energy, that is the free energy evaluated in the minimum
at the mean-field value of the order parameters. The case of the condensation of the vector order parameter only is
particularly simple and the value of the thermodynamic field has a simple form that allows us to study the condition
for TRSB. We present here the derivation of the ratio Ms/Hcr for this particular case and results may be extended
straightforwardly for the other TRSB phases presented in the main text.
It is rather reasonable to assume the coupling c2 < 0, according to which the dopants and condensate spin magne-
tization tend to align along a given direction. The GL free energy then reads
F = a3M
2 + a2ψ
2 + (b2 + b
′
2)ψ
4 + c2Mψ
2, (26)
where ψ > 0 is the absolute value of the condensate order parameter and M the absolute value of the dopants
magnetization. At the minimum one has M0 = − c22a3ψ20 , that is positive under the assumption of a3 > 0 and c2 < 0,
and ψ20 = −2a2a3/(4a3(b2 + b′2) − c22), that is positive under the assumption that a2 < 0 and 4a3(b2 + b′2) − c22 > 0.
These two condition are essential for the stability of the superconducting phase described by a GL free energy up to
forth order. The thermodynamic critical field is then given by
Hcr =
√
−8piF [M0, ψ0]. (27)
Analogously, the value of the total spin magnetization is written as Ms = M0 + µΣ2 = (− c22a3 + µ)ψ20 . The ratio
between the the total spin magnetization and the critical field is then written as
Ms
Hcr
=
√
a3
2pi
µ− c2/(2a3)√
4a3(b2 + b′2)− c22
. (28)
For a paramagnetic system a3 > 0 is temperature independent in the range of temperature of interest and we have
that Ms/Hcr is temperature independent. Furthermore, a stable superconducting phase is stabilized by a large b2, so
that the ratio Ms/Hcr is smaller than one for sufficiently large b2.
Microscopic Theory of Superconductivity in Bi2Se3
In the main text we studied superconductivity in the odd parity channel for a SO(3) Dirac Hamiltonian and we
referred to Bi2Se3 as a possible material system. The Bi2Se3 family is well described by the 3D massive Dirac equation
Eq. (1) that, with the construction of the Dirac matrices in terms of spin s and pz orbital σ Pauli matrices given in
Table I, can be casted in the form of a Dirac Hamiltonian. The actual point group of the material is D3d and we now
specify to this case.
We now consider the full interacting problem described by purely interlayer interaction, since it is assumed that they
play a major role. We go a step beyond the purely local interaction discussed in Ref. [13] and extend the attraction
to nearest neighbors. In the Cooper channel the interaction reads
Hint = −1
2
∑
i 6=j
∑
k,k′;s,s′
V (k− k′)c†k,i,sc†−k,j,s′c−k′,j,s′ck′,i,s, (29)
with V (q) the Fourier transform of the interaction potential. A detailed microscopic description of the nearest
neighbor interaction in Bi2Se3 is beyond the scope of the present work and we simply assume that an expansion at
lowest order in q = k − k′ can be done. We take into account the anisotropy along the z-direction typical of the
material by splitting the momentum as k = (k‖, kz) and introducing effective length scales a and az on order of the
lattice constants. Defining k = (k‖, kz) the interaction reads
V (k,k′) =
V
2
(
1 + a2k‖ · k′‖ + a2zkzk′z
)
. (30)
These terms can involve only vectorial representations and tends to increase the strength of channel interaction. The
next step consists in expanding the interaction in irreducible representations of the point group D3d. When SO(3) is
9broken down to D3d the vector order parameter splits as ψ → (ψ‖, ψz) and we can define the following basis functions
Γ1x(k) = −iγ5γ2kz, Γ2x(k) = −iγ5γ3ky, (31)
Γ1y(k) = −iγ5γ3kx, Γ2y(k) = −iγ5γ1kz,
Γz(k) = −iγ5(γ1ky − γ2kx),
where Γ1,2x and Γ
1,2
y belong to Eu and Γz belongs to A2u. Following [1] and focusing on the odd-parity sector we write
the gap matrix as
∆ˆ = χγ5 +ψ · γ + aψzFy + ψx(azF 1x − aF 2x ) + +ψy(aF 1y − azF 2y ), (32)
with both the pseudo-scalar χ and the vector ψ order parameters. We see that the extra terms contains the contraction
of the momentum with the pseudo-vector γ5γ, that is the possible odd-parity term involving the momentum only
allowed by symmetry, as explained in the next section. Setting the chemical potential in the conduction band, µ > m,
upon projecting onto the conduction band, one obtains the gap matrix
∆k = χk˜ · s˜ +ψ × k˜ · s˜(1 + µa/v) (33)
for the isotropic case a = az. For the anisotropic case a 6= az, the projection of the basis functions Eq. (31) onto the
conduction band produces the basis function introduced in Ref. [29], and by introducing the parameters λ = (1+µa/v)
and λz = (1 + µaz/vz) the gap matrix reads
∆ˆ = χk˜ · s˜ + λψz(s˜xk˜y − s˜yk˜x) + ψx(λz s˜xk˜z − λs˜z k˜y) + ψy(λs˜z k˜x − λz s˜xk˜z), (34)
where the momentum has been rescaled as k˜ = (vkx, vky, vzkz)/µ. We see that the nearest neighbor interaction
rescales the momentum only of the vector channel.
We now consider the role of magnetic impurities. In the normal phase Nb-doped Bi2Se3 is found to be paramagnetic
[26], so that we do not consider direct ferromagnetic coupling between the magnetic dopants. Assuming that the
dopants couple in the same way to the spin of the two orbitals, the Zeeman coupling reads
HZ = −
∑
i
Ji
∫
dr si(r)mi(r), (35)
where m(r) is the magnetic moment density of the dopants, ss,s′(r) =
∑
i c
†
i,s(r)cs′,i(r)ss,s′ is the electron spin
operator, and Jx = Jy = J 6= Jz are the anisotropic Zeeman coupling constants. The spin operator s = (sx, sy, sz)
does not transform as a pseudovector according to the transformation rules of SO(3) dictated by the representations
of the γ-matrices in Tab. I. Indeed, it is evident from Tab. I that it is constructed with the components of S‖ ≡ γ5γ
and S⊥ ≡ γ0γ5γ, which represent generalized spin operator of the bonding and anti-bonding configurations of the
two orbitals. Considering only the q = 0 component of the magnetization we can then write the Zeeman coupling as
HZ = −JS1‖M1 − JS2‖M2 − JzS3⊥M3. (36)
This coupling breaks the SO(3) symmetry by mixing the two operators S‖ and S⊥. By projecting the Zeeman term
onto the eigenstates of the conduction band at k = 0 one has HZ = −s˜ · Jˆ ·M, with Jˆ = diag(J, J, Jz), where the
projection of both Si generalized spin operator gives the spin of the conduction band s˜. For k on the Fermi surface
one has the mapping
Si‖ → s˜i −
µ
m+ µ
k˜ik˜ · s˜, Si⊥ →
m
µ
s˜i +
µ
m+ µ
k˜ik˜ · s˜. (37)
Derivation of the Ginzburg - Landau free energy
We now derive the Ginzburg-Landau free energy starting from the microscopic model. For simplicity we refer to
the isotropic case az = a, vz = v, but keep the anisotropy in the Zeeman term. The inclusion of the Zeeman coupling
to the Bogolyubov-deGennes Hamiltonian in the Nambu basis Ψk = (ck, T ck)T results in the addition of a term HZ
10
γ0 γ5 γ0γ5 ~γ γ0~γ γ0γ5~γ γ5~γ
Fu model σx σysz σzsz (-σysy, σysx, σz) (σzsy,−σzsx, σy) (σxsx, σxsy, sz) (sx, sy, σxsz)
I + - - - - + +
T + + - + - - -
C + + - + - - -
Mx + - - (-,+,+) (-,+,+) (+,-,-) (+,-,-)
TABLE I: Classification of Dirac algebra matrices, their realization in the Fu model and their symmetry properties. I stands
for inversion symmetry, T for time-reversal symmetry, C for charge conjugation, and Mx is the mirror about the yz plane.
From these, there are a pseudo-scalar γ0γ5 and a vector γ0γi that are odd under parity and, combined with the momentum,
give rise to even parity pairing, thus only correcting the momentum-independent even-parity channels. The remaining two
pseudo-vectors γ0γi and γ0γ5γi are even under parity and combined with the momentum thay can give odd parity pairing.
with equal sign for electrons and holes. We can now integrate away the fermionic degrees of freedom and obtain a
non-linear functional for the order parameters,
S =
∫ β
0
dτ
1
V
Tr
[
∆ˆ†∆ˆ
]
− 1
β
Tr ln(G−10 − Σ), (38)
with −G−10 = ∂τ +(H0−µ)τz and Σ = τ+∆ˆ+τ+HZ, and the trace is over all the degrees of freedom, Tr ≡ T
∑
ω
∫
dk.
As usual, the microscopic GL theory is obtained by expanding the non-linear action in powers of the fields,
− 1
β
Tr ln(−G−10 + Σ) = −
1
β
Tr ln(−G−10 )−
1
β
∞∑
n=1
1
n
Tr(G0Σ)n. (39)
We first focus on the superconducting order parameter and set J = 0. The second order terms are given by
〈∆k∆†k〉(2) and the forth order coefficient are determined by the forth order averages 〈∆k∆†k∆k∆†k〉(4), where
〈. . .〉(2) = T
∑
ωn
∫
dk
(2pi)3G+G−Tr[. . .] and 〈. . .〉(4) = T2
∑
ωn
∫
dk
(2pi)3G
2
+G
2
−Tr[. . .], with the unperturbed Green’s func-
tion given by G± = (iωn ∓ ξk)−1, ξk = k − µ and k =
√
v2k2 +m2 is the dispersion of the conduction band.
The matrix which describes the gap function in spin space for the two component representation ψ‖ is
∆k = χk˜ · s +
∑
i=x,y
ψidi · s, (40)
with dx = (0,−k˜z, k˜y)λ, dy = (k˜z, 0,−k˜x)λ. The coefficients of the GL free energy of the second order couplings are
given by
a1 =
1
V
− χ0(T )〈k˜2〉FS, (41)
aij2 =
1
V
− χ0(T )〈di · dj〉FS(1 + µa/v)2 (42)
where χ0(T ) = N(F )
∫
d tanh(/2T )/, N(F ) = µ
2
√
1−m2/µ2/(2pi2v3) is the density of states at the Fermi level,
〈. . .〉FS =
∫
dk
(2pi)3 δ(k − µ) . . . stands for Fermi surface average, and the coupling of the components vector order
parameter are diagonal, aij2 = δija2. The second order coefficients allows us to determine the critical temperature of
the independent channels, and we find
1
V
= χ0(Tχ)(1−m2/µ2), (43)
1
V
=
2
3
(1 + µa/v)2χ0(Tψ)(1−m2/µ2). (44)
It becomes clear that nearest neighbor interactions can increase the critical temperature of the vector order parameter,
so that it is reasonable to consider both at the same time and study the coupled theory.
The coefficient a3 of the second order term in M contains two terms: i) the susceptibility of the free magnetic
moment, and ii) the term coming from the second order expansion Eq. (39), and it can be approximated to a positive
constant.
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The higher order terms in the GL free energy are obtained by the higher order expansion of the functional Eq. (39).
The third order term gives the coupling between the magnetization and the pseudo-vector Σ1 and Σ2 introduced in
the main text. The anisotropic Zeeman breaks the SO(3) symmetry down to the D3d point group. By writing the
third order coupling as
F (3) = ic1M‖ · (χψ∗‖ − χ∗ψ‖) + icz2Mzψ‖ ×ψ∗‖ (45)
the values of the coupling for the in-plane c2 and out-of-plane c
z
1 components of the magnetization reads
cz2 =
2
3
Jz(1−m2/µ2)µκ, (46)
c1 =
4
3
J(1−m2/µ2)µκ. (47)
The coefficient of the fourth order terms for the isotropic case become
b1 = κ(1−m2/µ2)2, b2 = 8
15
λ4b1, b
′
2 =
4
15
λ4b1, d1 =
4
3
λ2b1, d2 =
2
3
λ2b1 (48)
with κ = N(F )7ζ(3)/(8(piTc)
2). It follows that the phase diagram for the anisotropic case governed by the couplings
J and Jz is qualitatively similar to the one in the main text.
Parametrization of the vector ψ
We now present a parametrization of the vector order parameter that allows to simplify the analysis of the free
energy of the coupled system. The order parameter ψ = (ψx, ψy, ψz) is described by three complex or six real degrees
of freedom. If we write ψ = ψ0(u + iv) with u
2 + v2 = 1 with u = |u| and v = |v|, the different terms in the free
energy take the form
ψ ·ψ∗ = ψ20 , (49)
ψ ×ψ∗ = −iψ202u× v (50)
ψ ·ψ = ψ20(u2 − v2 + 2iu · v) = ψ20
√
1− (2u× v)2eiφ (51)
φ = arctan
2u · v
u2 − v2 (52)
This motivates the parametrization u = cosα/2, v = sinα/2, 0 ≤ α ≤ pi and
X = 2u · v = 2uv cos θ = sinα cos θ (53)
Y = 2|u× v| = 2uv sin θ = sinα sin θ (54)
Z = u2 − v2 = cosα (55)
where the variables are so labeled due to the resemblance to spherical coordinates. θ is defined as the relative angle
between u and v. When we consider the coupling to the magnetization, the absolute directions of u and v need to
be defined. The simplest way is to define φ′ and θ′ as the absolute angles in spherical coordinates of the unit vector
u× v/uv and γ′ as the absolute azimuthal angle of u with respect to the axis u× v/uv. The six real variables that
parametrize ψ are therefore ψ, α, θ, φ′, θ′, γ′.
The two TRSB phases discussed in the text can be distinguished by the way rotation symmetry is broken in each of
them. In the TRSB 1 phase, where only Σ1 is finite, the ground state remains invariant under SO(2) rotations around
the Σ1 axis. In the phases where Σ2 is finite, assuming that Σ2 points in the z direction, the vector order parameter
is given by ψ = ψ0[u(cos γ
′, sin γ′, 0) + iv(cos(γ′ − θ), sin(γ′ − θ), 0)]. In the fully chiral phase where u = v = 1/√2
and θ = pi/2, we have ψ = ψ0e
iγ′(1, i, 0)/
√
2, so that a rotation around the Σ2 axis corresponds to a shift in γ
′, which
becomes a phase shift of ψ. This phase shift is not a pure gauge because of the presence of χ, but if we shift the
phase of χ by the same amount, this operation becomes a true symmetry of the fully chiral phase. Indeed, both Σ1
and Σ2 remain invariant under this mixed gauge-rotational symmetry. Finally, this symmetry is broken in the hybrid
phase TRSB 2, where u 6= v, and no residual rotation symmetry remains.
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Hybrid TRSB solution of Fχ,ψ
We now consider in detail the coupling between the scalar and the vector phase in the case the SO(3) is broken
down to D3d. The GL free energy is given by
F = Fχ + Fψ + Fχ,ψ. (56)
The phase digram as a function of temperature and interaction parameters b′2, d1, and d2 that admits three possible
phases: i) the A1u phase, where only the scalar χ condenses, χ = χA and ψ = 0, ii) a nematic time reversal invariant
phase with χ = χN and ψ = ψN real, and iii) a hybrid TRSB phase with χ = χh and ψ = ψh complex. We define TA
the condensation temperature of the scalar A1u phase and TE the condensation temperature of the two-component
Eu and assume the system to be at T < TE .
Employing the parametrization introduced in the previous section for the vector ψ and setting χ = χ0e
iγ the free
energy is written as
F = a1χ
2
0 + b1χ
4
0 + a2ψ
2
0 + (b2 + b
′
2Y
2)ψ40 + [d1 + 2d2 − 2d2
√
1− Y 2 cos(φ− 2γ)]χ20ψ20 (57)
with φ = arctanX/Z. Note that φ and Y can be taken as independent variables since they also parametrize the full
sphere, so that we can minimize independently for Y and φ without a constraint. Since the parametrization of ψ
contains 4 real parameters, it does contain arbitrary changes of the overall phase (i.e. gauge transformations), so that
in principle we can assume χ to be real and γ = 0, pi. However, when studying vortices or configurations where the
phase changes in real space we need to keep γ.
The usefulness of this parametrization when γ = 0 is that φ can always be minimized independently, since it is clear
that regardless of the rest of the parameters one obtains a lower energy by setting φ = 0, pi for positive or negative
d2. This corresponds to having X/Z = tanα cos θ = 0, which gives two options. First, if α = 0, pi, then either u or
v is zero, which is a nematic solution with the same phase as χ, hence no TRSB phase. Second, if θ = ±pi/2 then
u and v are orthogonal and this is a TRSB phase, where the relative weight of u and v is obtained from minimizing
with respect to Y = sinα (for finite alpha since otherwise we are in the previous solution).
The minimization with respect to Y now has the following options. If b′2 > 0 and d2 > 0, then we always get Y = 0
and a nematic phase, since both terms that contain Y want it to be as small as possible. If b′2 < 0 and d2 > 0 then
there is a competition between b′2 which favors the chiral solution and d2 which favors the nematic solution. The
value of Y is obtained from
2b′2ψ
4
hY + 2d2Y ψ
2
hχ
2
h/
√
1− Y 2 = 0 (58)
which gives the solution
Y =
√
1− d
2
2
(b′2)2
χ4h
ψ4h
, (59)
which interpolates between nematic and the standard chiral as Y goes from 0 to 1. Finally, if b′2 < 0 and d2 < 0 one
has Y = 0 and φ− 2γ = pi, that corresponds to a solution in which ψ is real and χ = −iχ0.
