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Abstract
We present unified approach to obtain sharp mean-squared and
multiplicative inequalities of Hardy-Littlewood-Polya´ and Taikov types
for multiple closed operators acting on Hilbert space. We apply our re-
sults to establish new sharp inequalities for the norms of powers of the
Laplace-Beltrami operators on compact Riemmanian manifolds and
derive the well-known Taikov and Hardy-Littlewood-Polya´ inequali-
ties for functions defined on d-dimensional space in the limit case.
Other applications include the best approximation of unbounded op-
erators by linear bounded ones and the best approximation of one class
by elements of other class. In addition, we establish sharp Solyar-type
inequalities for unbounded closed operators with closed range.
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1 Introduction
Inequalities for the norms of derivatives estimate the norm of intermedi-
ate function derivative in terms of the norms of the function itself and its
higher order derivative(s). Its emergence can be traced back to the the-
orem on derivatives established independently by A. Knezer in 1896 and
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J. Hadamard in 1897 and rediscovered lately by G.H. Hardy and I. E. Lit-
tlewood [1] (see also [2, §1]). First sharp constants in inequalities for the
norms of derivatives were obtained by E. Landau [3] in 1913 and indepen-
dently by J. Hadamard [4] in 1914. These results were followed by the works
of G.H. Hardy, J. E. Littlewood and G. Po´lya [5], G.E. Shilov [6]. One of
the most outstanding and fundamental results in this area was established
by A.N. Kolmogorov [7, 8]. Thanks to his contribution, such inequalities
became widely known as Kolmogorov type inequalities.
Since then inequalities for the norms of derivatives were studied by many
famous mathematicians. Among them were S.B. Stechkin, E.M. Stein,
L.V. Taikov, Yu. I. Lubich, I. J. Schoenberg, V.V. Arestov, N.P. Kuptsov,
A.A. Ligun, A. Pinkus, V.M. Tihomirov, M.K. Kwong, A. Zettl, A. P. Bus-
laev, G.G. Magaril-Illyaev, A. Pinkus, V. F. Babenko, S.A. Pichugov, V.A. Ko-
fanov, A.Yu. Shadrin, B.D. Bojanov and many others.
Large attention and interest of mathematical community to the Kol-
mogorov type inequalities is not surprising. Such inequalities have deep
relations with other areas of Mathematical Analysis such as Approximation
Theory, embedding theorems, theory of ill-posed problems, theory of opti-
mal recovery, theory of optimal algorithms, and find applications in ODE
and PDE. Furthermore, the methods developed for their proof find numer-
ous applications in the study of other extremal problems of Mathematical
Analysis.
Also, inequalities for the norms of derivatives have certain analogues in
Functional Analysis. In particular, L. Ho¨rmander obtained the following
result [9, Theorem 1.1] (see also [10, §2.6]).
Theorem 1. Let X, Y, Z be Banach spaces, A : X → Y be closable operator
with domain D(A) (see definition in [10, §2.6]), B : X → Z be closed op-
erator with domain D(B) (see definition in [10, §2.6]), and D(B) ⊂ D(A).
Then there exists C > 0 such that
‖Ax‖Y 6 C (‖x‖X + ‖Bx‖Z) , x ∈ D(A).
Nowadays results of E. Landau and J. Hadamard are generalized in var-
ious directions: for uniform and integral norms, for derivatives of integral
and fractional orders, for derivatives of multivariate functions, for powers
of the Laplace-Beltrami operators defined on manifolds, for powers of in-
finitesimal generators of semigroups, for powers of self-adjoint operators and
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abstract linear operators acting in Hilbert and Banach spaces. For a thor-
ough overview of the history of the topic and known results, discussion of
related problems and further references, we refer the interested reader to the
books [11, 12, 2] and surveys [13, 14, 15, 16], and also to papers [17, 18] for
some interesting applications in PDEs.
The most fruitful setting where a lot of sharp inequalities are established is
concerned with operators acting in Hilbert spaces. Under this setting, either
the Hilbertian norm of intermediate function derivative is estimated in terms
of Hilbertian norms of the function itself and its higher order derivatives,
or the value of some given linear functional on the intermediate function
derivative is estimated in terms of Hilbertian norms of the function itself
and its higher order derivatives. In what follows we will refer to the former
estimate as the Hardy-Littlewood-Po´lya inequality and to the later estimate
as the Taikov type inequality. We list only some of the advances in this
setting:
1. Results of G.H. Hardy, J. E. Littlewood, G. Po´lya [5] and L.V. Taikov [19]
concerning derivatives of functions defined on R;
2. Results of Ju. I. Ljubicˆ [20], M.P. Kuptsov [21], V.N. Gabushin [22],
G.A. Kalyabin [23], A.A. Lunev and L. L. Oridoroga [24] concerning
derivatives of functions defined on the non-negative half-line [0,+∞);
3. Results of G.H. Hardy, J. E. Littlewood and G. Po´lya [5] and A.Yu. Shadrin [25]
concerning derivatives of periodic functions;
4. Results of V.M. Tihomirov and A.P. Buslaev [26], V.M. Tihomirov and
G.G. Magaril-Il’yaev [27], A.A. Ilyin [28], A.A. Lunev [29] concerning
derivatives of functions defined on Rd or the octants in Rd;
5. Results of A.A. Ilyin [28] concerning the powers of the Laplace-Beltrami
operators on the sphere Sd;
6. Results of V. F. Babenko and R.O. Bilichenko [30, 31] concerning the
powers of self-adjoint and normal operators in Hilbert spaces;
7. Results of V. F. Babenko and N.A. Kriachko [32] and V.F. Babenko,
Yu.V. Babenko and N.A. Kriachko [33] concerning functions of self-
adjoint operators in Hilbert spaces.
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In this paper we demonstrate a simple unified yet powerful approach to
obtain sharp mean-squared and multiplicative Hardy-Littlewood-Po´lya and
Taikov type inequalities. We apply it to prove some of well-known inequalities
listed above and also establish a series of new inequalities, in particular, for
the norms of the powers of the Laplace-Beltrami operator on Riemannian
manifolds and CROSS spaces.
The paper is organized as follows. We introduce necessary notations and
definitions in the next section. In Section 3 we obtain sharp mean-squared
Hardy-Littlewood-Po´lya and Taikov type inequalities for operators acting in
Hilbert spaces. Simultaneously we obtain sharp additive Taikov type in-
equality and solve related Stechkin problem of the best approximation of un-
bounded functionals by linear bounded ones on sets defined with the help of
self-adjoint operators. We demonstrate how to establish sharp multiplicative
inequalities as consequences from corresponding mean-squared inequalities in
Section 4. In Section 5 we provide applications of main results to finding the
best approximation of a class by elements from another class and to establish-
ing sharp inequalities between the norms of powers of the Laplace-Beltrami
operators on Riemannian manifolds and fractional differentiation operators
on Rd. Finally, in Section 6 we establish sharp Solyar-type inequalities for
closed operators having closed range, and obtain sharp Solyar-type inequality
for the powers of the Laplace-Beltrami operators on Riemannian manifolds
as consequence.
2 Preliminaries
Let R+ = (0,+∞), H be a separable Hilbert space over C endowed with
scalar product (·, ·)H, norm ‖ · ‖H and orthonormal basis {en}n∈M , where M
is a finite or countable set. For definiteness but without loss of generality,
we fix the meaning of the sum of series indexed by the set M . Let {MN}
∞
N=1
be any given sequence of nested finite subsets of M such that M =
∞⋃
N=1
MN .
Then, for a sequence {an}n∈M ⊂ H or {an}n∈M ⊂ R, we set:∑
n∈M
an := lim
N→∞
∑
n∈MN
an
providing the limit in the right hand part exists. For x ∈ H , by xn :=
(x, en)H , n ∈M , we denote its Fourier coefficients with respect to the system
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{en}n∈M and by SNx :=
∑
n∈MN
xnen, N ∈ N, – partial sums of the Fourier
series of x.
For convenience, for sequences {an}n∈M , {bn}n∈M ⊂ [0,+∞), we denote
∑˜
n∈M
an
bn
:=

+∞, if ∃n0 ∈M s.t. (an0 6= 0) ∧ (bn0 = 0),∑
n∈M : bn 6=0
an
bn
, otherwise,
and
s˜up
n∈M
an
bn
:=

+∞, if ∃n0 ∈M s.t. (an0 6= 0) ∧ (bn0 = 0),
sup
n∈M : bn 6=0
an
bn
, otherwise.
When set {n ∈M : bn = 0} is empty we define
∑˜
n∈M
an
bn
:= 0 and s˜up
n∈M
an
bn
:= 0.
Next, we let H ′ be a Hilbert space over C endowed with scalar product
(·, ·)H′ and norm ‖ ·‖H′. For m ∈ Z+, consider linear operators Bj : H → H
′,
j = 0, . . . , m, with domains D (Bj). We will require operators B0, . . . , Bm to
satisfy some of conditions below:
(B1) ∀n ∈M ⇒ en ∈
m⋂
j=0
D (Bj) =: D(B);
(B2) ∀n′, n′′ ∈M , n′ 6= n′′, and ∀j ∈ {0, 1, . . . , m} ⇒ (Bjen′, Bjen′′)H′ = 0;
(B3) ∃j0 ∈ {0, . . . , m} and ∃n0 ∈M ⇒ Bj0en0 6= 0;
(B4) B0, B1, . . . , Bm are closed operators (see, e.g. [10, §2.6]).
For j = 0, . . . , m, we consider the subspace
Hj :=
{
x ∈ H : ‖x‖2Hj :=
∑
n∈M
|xn|
2 ‖Bjen‖
2
H′
<∞
}
,
setHB :=
m⋂
j=0
Hj , and endowHB with the (semi-)norm ‖·‖B,h, h = (h0, . . . , hm) ∈
Rm+1+ :
‖x‖2B,h :=
m∑
j=0
hj
∑
n∈M
|xn|
2 · ‖Bjen‖
2
H′
=
∑
n∈M
|xn|
2 · bn,h, x ∈ HB,
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where
bn,h :=
m∑
j=0
hj ‖Bjen‖
2
H′
, n ∈M.
For convenience, set 1 := (1, . . . , 1) ∈ Rm+1+ . Clearly, norms ‖ · ‖B,h are
equivalent to ‖ · ‖B,1. However, if needed, we will supplement the notation
of the space HB with the subscript h to emphasize the norm considered.
The next proposition provides constructive characterization of elements
of HB, establishes embedding HB ⊂ D(B) and presents sufficient conditions
for the coincidence of these sets.
Lemma 1. Let B0, B1, . . . , Bm satisfy conditions (B1), (B2) and (B4). Then
HB ⊂ D(B) and, for every x ∈ HB,
Bjx =
∑
n∈M
xn · Bjen, j = 0, 1, . . . , m,
‖x‖2B,h =
m∑
j=0
hj ‖Bjx‖
2
H′
, h ∈ Rm+1+ . (1)
Furthermore, if Bjen ∈ D
(
B∗j
)
(for the definition of the adjoint operator see,
e.g. [10, §7.1]) for every n ∈M and j = 0, 1, . . . , m, then D (B) = HB.
Proof. Choose any j ∈ {0, 1, . . . , m} and x ∈ Hj. Consider the sequence
of partial sums {SNx}
∞
N=1. Clearly, SNx ∈ D (Bj) by condition (B1) and
SNx → x in H as N → ∞. Also, by condition (B2), for N1, N2 ∈ N,
N1 < N2,
‖Bj(SN2x)− Bj(SN1x)‖
2
H′
=
∥∥∥∥∥∥
∑
n∈MN2\MN1
xn · Bjen
∥∥∥∥∥∥
2
H′
=
∑
n∈MN2\MN1
|xn|
2 ‖Bjen‖
2
H′
.
Since x ∈ Hj, the later implies that {Bj(SNx)}
∞
N=1 is fundamental. Com-
pleteness of H ′ yields existence of y ∈ H ′ such that Bj(SNx)→ y as N →∞.
Taking into account that Bj is closed we conclude that x ∈ D (Bj) and
y = Bjx. As a result, Hj ⊂ D(Bj) and, hence, HB ⊂ D(B). Using straight-
forward calculations we see that equality (1) holds true.
Assume that Bjen ∈ D
(
B∗j
)
, for every n ∈ M . Let us show that D (Bj) =
Hj. To this end we choose any x ∈ D (Bj). Since Bj is densely defined, its
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adjoint operator B∗j is well defined (see, e.g. [10, §7.1]). It is clear that, for
m,n ∈M , m 6= n,
0 = (Bjen, Bjem)H′ =
(
B∗jBjen, em
)
H
.
Hence, there exists λn ∈ C such that B
∗
jBjen = λnen. Consequently,
‖Bjen‖
2
H′
= (Bjen, Bjen)H′ =
(
B∗jBjen, en
)
H
= λn.
We let ϕn :=
Bjen
‖Bjen‖H′
and observe that the system {ϕn}n∈M is orthonormal
in H ′. Then by the Bessel inequality (see, e.g. [10, §3.4])
‖Bjx‖
2
H′ >
∑
n∈M
∣∣(Bjx, ϕn)H′∣∣2 = ∑
n∈M
∣∣∣(x,B∗jϕn)H ∣∣∣2 = ∑
n∈M
|xn|
2 ‖Bjen‖
2
H′
,
and we conclude that x ∈ Hj. As a result, D(B) = HB.
Finally we present the conditions we will require intermediate operator
to satisfy. Let X be a normed space over C with the norm ‖ ·‖X , A : H → X
be a linear operator with domain D(A) and f ∈ X∗ be a linear bounded
functional. We will require A and f to satisfy some of conditions below:
(A1) ∀n ∈M ⇒ en ∈ D(A);
(A2) ∃n0 ∈M ⇒ Aen0 6= 0;
(A3) A is closable (see, e.g. [10, §2.6]);
(Af1) ∃n0 ∈M ⇒ 〈f, Aen0〉 6= 0;
(Af2) the functional gf(x) = 〈f, Ax〉 : H → C with domain D(A) is closable.
Evidently, if f ∈ D(A∗) then the functional gf defined in condition (Af2)
is continuous and, hence, closable.
3 Mean-squared Hardy-Littlewood-Po´lya and
Taikov type inequalities
In this section we present a unified approach for obtaining sharp inequalities
for the norms of linear operators in Hilbert space. We consider two cases:
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1. The so-called Taikov type inequality that estimates the value 〈f, Ax〉 of
bounded functional f ∈ X∗ on the image Ax of element x under inter-
mediate operator A in terms of the norms of images B0x,B1x, . . . , Bmx
of element x under operators B0, B1, . . . , Bm;
2. The so-called Hardy-Littlewood-Po´lya type inequality that estimates the
norm of the image Ax of element x under intermediate operator A in
terms of the norms of images B0x,B1x, . . . , Bmx of element x under
operators B0, B1, . . . , Bm.
These inequalities can be considered as abstract versions of inequalities for
the norms of derivatives. In addition, we obtain the additive version of the
Taikov type inequality and solve the related Stechkin problem of the best
approximation of operators by linear bounded ones.
3.1 Mean-squared Taikov type inequality
Theorem 2. Let m ∈ Z+, linear operators B0, B1, . . . , Bm satisfy condi-
tions (B1)– (B4), and linear operator A and functional f ∈ X∗ satisfy con-
ditions (A1), (Af1) and (Af2). Let also
∑˜
n∈M
|〈f, Aen〉|
2
bn,1
<∞. (2)
Then, for h ∈ Rm+1+ and x ∈ D(A) ∩HB, there holds sharp inequality
|〈f, Ax〉| 6
(∑˜
n∈M
|〈f, Aen〉|
2
bn,h
) 1
2
‖x‖B,h. (3)
Moreover, the extremal sequence of elements in inequality (3) is delivered by
xh,N :=
∑˜
n∈MN
〈f, Aen〉
bn,h
· en, N ∈ N. (4)
Remark 1. If we assume additionally that gf defined in condition (Af2) is
closed then inequality (3) holds for every x ∈ HB.
Remark 2. Condition (2) implies 〈f, Aen〉 = 0 for every n ∈ M such that
bn,h = 0.
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Remark 3. Theorem 2 generalizes Theorem 1 in [35]. The latter can be
obtained by choosing H ′ := H, h0 := 1 and B0 := idH , where idH : H → H
is the identity operator.
Proof. Let h ∈ Rm+1+ and x ∈ D(A) ∩ HB. Condition (2) implies that the
series
∑˜
n∈M
|〈f,Aen〉|
2
bn,h
is convergent. Consider partial sums {SNx}
∞
N=1. By con-
ditions (B1) and (A1), SNx ∈ D(A) ∩HB, and using the Shwartz inequality
(see, e.g. [10, §1.5]) we obtain
|〈f, A(SNx)〉| =
∣∣∣∣∣ ∑
n∈MN
〈f, Aen〉 · xn
∣∣∣∣∣ 6
( ∑˜
n∈MN
|〈f, Aen〉|
2
bn,h
) 1
2
( ∑
n∈MN
bn,h |xn|
2
) 1
2
6
(∑˜
n∈M
|〈f, Aen〉|
2
bn,h
) 1
2
‖x‖B,h.
Applying similar arguments we can show that the sequence {〈f, A(SNx)〉}
∞
N=1
is also fundamental and, hence, convergent. By condition (Af2), the func-
tional gf : H → C is closable and, since SNx → x in H as N → ∞, we
conclude that 〈f, A(SNx)〉 → 〈f, Ax〉 as N → ∞. Taking the limit in the
left hand part of above inequality, we prove inequality (3).
Let us show sharpness of inequality (3). Indeed,
〈f, Axh,N〉 =
∑˜
n∈MN
|〈f, Aen〉|
2
bn,h
,
‖xh,N‖
2
B,h
=
m∑
j=0
hj
∑˜
n∈MN
|〈f, Aen〉|
2
b2n,h
· ‖Bjen‖
2
H′
=
∑˜
n∈MN
|〈f, Aen〉|
2
bn,h
.
By (B3) and (Af1), ‖xh,N‖B,h 6= 0 for sufficiently large N ∈ N. Then
|〈f, Axh,N 〉|
2
‖xh,N‖
2
B,h
=
∑˜
n∈MN
|〈f, Aen〉|
2
bn,h
→
∑˜
n∈M
|〈f, Aen〉|
2
bn,h
, as N →∞,
which proves that inequality (3) is sharp.
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3.2 Additive Taikov type inequality
Let p, q ∈ Z+ and consider operators Cj : H → H
′, j = 0, 1, . . . , p, and
Dk : H → H
′, k = 0, 1, . . . , q. In this subsection we establish sharp addi-
tive Taikov type inequality estimating the value of functional gf (defined in
condition (Af2)) on elements x ∈ H in terms of norms ‖x‖C,h′ and ‖x‖D,h′′ ,
where h′ ∈ Rp+1+ , h
′′ ∈ Rq+1+ . Simultaneously we solve the Stechkin problem
on the best approximation of gf : HC,h′ → C by linear bounded ones on the
class
WD,h′′ := {x ∈ HC ∩HD : ‖x‖D,h′′ 6 1} .
For convenience, throughout this subsection we set bn,h = cn,h′ + dn,h′′ ,
n ∈M , and HB := HC ∩HD.
Theorem 3. Let p, q ∈ Z+, both operators C0, . . . , Cp and D0, . . . , Dq sat-
isfy conditions (B1)–(B4), operator A and functional f ∈ X∗ satisfy condi-
tions (A1), (Af1), (Af2). Let also inequality (2) be fulfilled, i.e.,
∑˜
n∈M
|〈f, Aen〉|
2
bn,1
<∞.
Then, for h′ ∈ Rp+1+ , h
′′ ∈ Rq+1+ and x ∈ D(A) ∩ HB, there holds sharp
inequality
|〈f, Ax〉| 6
(∑˜
n∈M
|〈f, Aen〉|
2 cn,h′
b2n,h
) 1
2
‖x‖C,h′+
(∑˜
n∈M
|〈f, Aen〉|
2 dn,h′′
b2n,h
) 1
2
‖x‖D,h′′ .
(5)
The sequence {xh,N}
∞
N=1 defined by (4) is extremal in (5).
Remark 4. If we additionally assume that gf is closed then inequality (5)
holds for every x ∈ HB.
Now, following [36] (see also [13, 14, 2]) we recall the statement of the
Stechkin problem on the best approximation of operators by linear bounded
ones. Let X, Y be Banach spaces, A : X → Y be operator, not necessarily
linear, with domain D(A), W ⊂ D(A) be some class. For a linear bounded
operator S : X → Y , denote the error of approximation of A by S on the
class W :
U (A, S;W ) := sup
x∈W
‖Ax− Sx‖Y .
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Let N > 0 and L(N) be the space of linear bounded operators S : X → Y
whose norm is bounded by N .
The Stechkin problem consists of finding the error of the best approxima-
tion of operator A by linear bounded operators on the class W :
EN (A;W ) = inf
S∈L(N)
sup
x∈W
‖Ax− Sx‖Y , (6)
and finding extremal operators S∗ ∈ L(N) (if any exists) for which the
infimum in the right hand part of (6) is achieved.
In [36, §2] S. B. Stechkin established simple yet powerful lower bound
for (6) in terms of modulus of continuity of operator A on class W :
Ω (δ;A;W ) := {‖Ax‖Y : x ∈ W, ‖x‖X 6 δ} , δ > 0.
Theorem 4. Let A be a homogeneous operator, W ⊂ D(A) be a centrally-
symmetric convex set. Then for every N > 0 and δ > 0,
EN (A;W ) > sup
δ>0
(Ω(δ;A;W )−Nδ) = sup
x∈W
(‖Ax‖Y −N‖x‖X) . (7)
Moreover, if there exist an element x0 ∈ W and a linear bounded opera-
tor S0 : X → Y such that ‖Ax0‖Y = U (A, S0;W ) + ‖S0‖ · ‖x0‖X then
Ω (‖x0‖X ;A;W ) = ‖Ax0‖Y ,
E‖S0‖(A;W ) = U (A, S0;W ) = ‖Ax0‖Y − ‖S0‖ · ‖x0‖X ,
and S0 is extremal operator in problem (6) for N = ‖x0‖X .
For a good overview of known results on the Stechkin problem and discus-
sion of related problems we refer the reader to surveys [13, 14] and book [2].
Let us formulate the results on the solution to problem (6) for functional
f ◦A : HC,h′ → C on the class WD,h′′ ∩ D(A). First, we introduce the set of
functionals Gµ : HC,h′ → C, µ > 0, that will be extremal in this problem:
Gµx :=
∑˜
n∈M
〈f, Aen〉 cn,h′
cn,h′ + µdn,h′′
· xn, x ∈ HC,h′.
Providing that condition (2) is fulfilled, it is evident that, for every µ > 0,
‖Gµ‖ = ‖Gµ‖H
C,h′→C
=
∑˜
n∈M
|〈f, Aen〉|
2 cn,h′
(cn,h′ + µdn,h′′)
2 ,
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and ‖Gµ‖ is non-increasing and continuous on R+. By the monotone conver-
gence theorem,
lim
µ→+∞
‖Gµ‖ = lim
µ→+∞
∑˜
n∈M
|〈f, Aen〉|
2 cn,h′
(cn,h′ + µdn,h′′)
2 =
∑
n∈M∗
|〈f, Aen〉|
2
cn,h′
=: N∗,
where M∗ := {n ∈M : cn,h′ 6= 0 and dn,h′′ = 0}, and
lim
µ→0+
‖Gµ‖ =
∑˜
n∈M
|〈f, Aen〉|
2
cn,h′
.
Hence, either lim
µ→0+
‖Gµ‖ = ‖G0‖ when G0 is bounded, or lim
µ→0+
‖Gµ‖ = +∞
when G0 is unbounded.
Theorem 5. Let p, q ∈ Z+, both operators C0, . . . , Cp and D0, . . . , Dq sat-
isfy conditions (B1)–(B4), operator A and functional f ∈ X∗ satisfy condi-
tions (A1), (Af1), (Af2). Also, let inequality (2) be fulfilled, i.e.∑˜
n∈M
|〈f, Aen〉|
2
bn,1
<∞
and either N ∈ (N∗,+∞) if f ◦ A : HC,h′ → C is unbounded or N ∈
(N∗, ‖f ◦ A‖] if f ◦ A : HC,h′ → C is bounded, and µ > 0 be such that
N = ‖Gµ‖. Then
EN (f ◦ A;WD,h′′ ∩ D(A)) = µ ·
(∑˜
n∈M
|〈f, Aen〉|
2 dn,h′′
(cn,h′ + µdn,h′′)
2
) 1
2
, (8)
and the functional Gµ is extremal in problem (6).
Note that in [37] the Stechkin problem was solved in a similar setting,
when an unbounded functional, represented as a composition of a functional
and a power of self-adjoint operator in Hilbert space, is approximated by
bounded functionals on the set defined with the help of higher order power
of this self-adjoint operator.
Remark 5. Theorem 5 allows solving closely related problems of finding the
modulus of continuity of f ◦A on the set WD,h′′ ∩ D(A), and the problem of
the best recovery of f ◦A on the set WD,h′′ ∩D(A), whose elements are given
with an error (see, e.g., [14] or [2, §7]).
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The proof of Theorems 3 and 5. By the Schwarz inequality, for x ∈ HC,h′:
|Gµx| 6 ‖Gµ‖ ·
(∑˜
n∈M
cn,h′ |xn|
2
) 1
2
=
(∑˜
n∈M
|〈f, Aen〉|
2
cn,h′
) 1
2
‖x‖C,h′ .
For x ∈ HB∩D(A), we consider partial sums {SNx}
∞
N=1. Evidently, SNx→ x
in H and in HC,h′ as N → ∞. Using the Swartz inequality, closability of
functional gf : H → C and boundedness of functional Gµ, we obtain
|〈f, Ax〉 −Gµx| 6
(∑˜
n∈M
|〈f, Aen〉|
2 · µ2dn,h′′
(cn,h′ + µdn,h′′)
2
) 1
2
‖x‖D,h′′ . (9)
Combining above estimates in the case µ = 1 and applying the triangle
inequality, we establish the desired inequality (5). It is not difficult to verify
that the sequence {xh,N}
∞
N=1 defined by (4) is extremal in inequality (5),
which finishes the proof of Theorem 3.
It remains to prove Theorem 5. Let N = ‖Gµ‖ with some µ > 0. By (9),
EN (f ◦ A;WD,h′′ ∩ D(A)) 6 sup
x∈W
D,h′′∩D(A)
|〈f, Ax〉 −Gµx| 6 µ·
(∑˜
n∈M
|〈f, Aen〉|
2 dn,h′′
(cn,h′ + µdn,h′′)
2
) 1
2
.
Let us show that the later inequality is sharp. To this end, for N ∈ N, we
consider the element
xµh,N :=
∑˜
n∈MN
〈f, Aen〉
cn,h′ + µdn,h′′
· en.
Evidently, 〈
f, Axµh,N
〉
=
∑˜
n∈MN
|〈f, Aen〉|
2
cn,h′ + µdn,h′′
,
∥∥xµh,N∥∥2C,h′ = ∑˜
n∈MN
|〈f, Aen〉|
2 cn,h′
(cn,h′ + µdn,h′′)
2 and
∥∥xµh,N∥∥2D,h′′ = ∑˜
n∈MN
|〈f, Aen〉|
2 dn,h′′
(cn,h′ + µdn,h′′)
2 .
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Using the lower estimate (7), we obtain
EN (f ◦ A;WD,h′′ ∩ D(A)) > lim
N→∞
∣∣〈f, Axµh,N〉∣∣−N · ∥∥xµh,N∥∥C,h′∥∥xµh,N∥∥D,h′′
= lim
N→∞
(
1∥∥xµh,N∥∥D,h′′
∑˜
n∈MN
|〈f, Aen〉|
2 · µdn,h′′
(cn,h′ + µdn,h′′)
2
)
= µ
(∑˜
n∈M
|〈f, Aen〉|
2 dn,h′′
(cn,h′ + µdn,h′′)
2
) 1
2
,
which finishes the proof. Remark that in the above relations we skipped
those N ’s for which
∥∥xµh,N∥∥D,h′′ = 0.
Let us show that ‖Gµ‖ attains all values in (N
∗, ‖f ◦ A‖] when f ◦ A
is bounded, and all values in (N∗,+∞) when f ◦ A is unbounded. Indeed,
assume first that f ◦A : HC,h′ → C is bounded functional. Clearly, 〈f, Ax〉 =
G0x on dense in H set F := span {en : n ∈M}. Hence, ‖f ◦ A‖ > ‖G0‖.
On the other hand, by Theorem 2,
‖f ◦ A‖ 6
∑˜
n∈M
|〈f, Aen〉|
2
cn,h′
= ‖G0‖.
Hence, ‖f ◦ A‖ = ‖G0‖ and ‖Gµ‖ attains all values in (N
∗, ‖f ◦ A‖] when
µ ∈ [0,+∞).
Finally, we assume that f ◦ A : HB′,h′ → C is unbounded. According to
Theorem 2 this implies that the series∑˜
n∈M
|〈f, Aen〉|
2
cn,h′
is divergent. Hence, lim
µ→0+
‖Gµ‖ = +∞ and the norm ‖Gµ‖ decreases and
attains all values in (N∗,+∞) as µ ∈ (0,+∞).
Remark 6. Using the arguments similar to those applied to prove Theorem 5,
we can show that EN (f ◦ A;WD,h′′ ∩ D(A)) = +∞ when N ∈ [0, N
∗), and
EN∗ (f ◦ A;WD,h′′ ∩ D(A)) =
∑˜
n∈M
|〈f, Aen〉|
2
dn,h′′
,
with the functional G+∞x :=
∑
n∈M∗
〈f, Aen〉 · xn, x ∈ HC,h′, being extremal in
problem 6 providing that the right hand part of the above equality if finite.
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3.3 Hardy-Littlewood-Po´lya type inequality
Let X = H ′ so that A acts from H to H ′. Taking sup in (3) over all
functionals f ∈ X∗ ∼= H ′ such that ‖f‖H′ 6 1 we obtain the following result.
Theorem 6. Let m ∈ Z+, operators B0, B1, . . . , Bm satisfy conditions (B1)–
(B4), operator A satisfy conditions (A1)–(A3), and
sup
f∈H′:
‖f‖
H′61
∑˜
n∈M
|(f, Aen)H′ |
2
bn,1
<∞. (10)
Then, for h ∈ Rm+1+ and x ∈ D(A) ∩HB, there holds true sharp inequality
‖Ax‖H′ 6
 sup
f∈H′:
‖f‖
H′61
∑˜
n∈M
|(f, Aen)H′ |
2
bn,h
 12 ‖x‖B,h . (11)
Remark 7. If bn,1 = 0 for some n ∈M then condition (10) implies Aen = 0.
Remark 8. If A is closed then inequality (11) holds true for every x ∈ HB.
Remark 9. Theorem 6 generalizes Hardy-Littlewood-Po´lya type inequality
established in [35] (see the last inequality in [35]), which can be obtained by
setting H ′ := H, h0 := 1 and B0 := idH .
Proof. Since condition (Af2) holds true for every g ∈ D (A∗), by Theorem 3
and condition (10), we have that, for every g ∈ D (A∗), ‖g‖H′ 6 1, and
x ∈ D(A) ∩HB,
|(g, Ax)H′| 6
 sup
f∈H′:
‖f‖
H′
61
∑˜
n∈M
|(f, Aen)H′ |
2
bn,h

1
2
‖x‖
B,h . (12)
It is well-known [38, Chap. XII] that D (A∗) is dense in H ′. Hence, inequal-
ity (12) holds true for a set of functionals dense in the unit ball UH′ =
{f ∈ H ′ : ‖f‖H′ 6 1} in H
′. Let us consider any g ∈ UH′ . There exists
a sequence UH′ ∩ D (A
∗) ⊃ {gN}
∞
N=1 → g. Since Ax defines a continuous
functional on H ′, we conclude that (12) holds true for every g ∈ UH′ . Taking
the sup in the left hand part of (12) over g ∈ UH′, we obtain the desired
inequality (11).
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Let us demonstrate that inequality (11) is sharp. To this end we let
{fε}ε>0 ⊂ UH′ be a set of elements such that, for ε > 0,∑˜
n∈M
|(fε, Aen)H′ |
2
bn,h
> sup
f∈H′ :
‖f‖
H′
61
∑˜
n∈M
|(f, Aen)H′ |
2
bn,h
−
ε
2
.
For N ∈ N, let us consider the set
{
xεh,N
}
ε>0
⊂ H defined as follows
xεh,N :=
∑˜
n∈MN
(fε, Aen)H′
bn,h
· en.
Then ∥∥Axεh,N∥∥H′ > (fε, Axεh,N)H′ = ∑˜
n∈MN
|(fε, Aen)H′|
2
bn,h
,
∥∥xεh,N∥∥2B,h = m∑
j=0
hj
∥∥Bjxεh,N∥∥2H′ = ∑˜
n∈MN
|(fε, Aen)H′ |
2
bn,h
.
Hence, by conditions (B3) and (A2), for every sufficiently large N ,∥∥Axεh,N∥∥2H′∥∥xεh,N∥∥2B,h >
∑˜
n∈MN
|(fε, Aen)H′|
2
bn,h
>
∑˜
n∈M
|(fε, Aen)H′ |
2
bn,h
−
ε
2
> sup
f∈H′ :
‖f‖
H′
61
∑˜
n∈M
|(f, Aen)H′|
2
bn,h
− ε.
Letting ε→ 0+, we see that inequality (11) is sharp.
4 Multiplicative Hardy-Littlewood-Po´lya and
Taikov type inequalities
In this section we obtain multiplicative Taikov and Hardy-Littlewood-Po´lya
inequalities as consequences from their mean-squared analogues given by
Theorems 2 and 6.
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4.1 Multiplicative Taikov type inequality
Following the ideas in [25] we can establish the following result.
Theorem 7. Let m ∈ Z+, operators B0, . . . , Bm satisfy conditions (B1)–
(B4), operator A and functional f ∈ X∗ satisfy conditions (A1), (Af1), (Af2).
Also, let λ0, . . . , λm > 0 be such that λ0 + . . .+ λm = 1 and
C(f, A,B, λ) = C := sup
h∈Rm+1+
m∏
j=0
h
λj
j
∑˜
n∈M
|〈f, Aen〉|
2
bn,h
<∞. (13)
Then, for every x ∈ D(A) ∩HB, there holds true sharp inequality
|〈f, Ax〉| 6
√√√√C · m∏
j=0
λ
−λj
j ·
m∏
j=0
‖Bjx‖
λj
H′ . (14)
Proof. Observe that fulfilment of condition (2) follows from condition (13).
Applying Theorem 2, for every x ∈ D(A) ∩HB and h ∈ R
m+1
+ , we obtain
|〈f, Ax〉|2 6
(∑˜
n∈M
|〈f, Aen〉|
2
bn,h
)
·
(
m∑
j=0
hj ‖Bjx‖
2
H′
)
6 C·
m∏
j=0
h
−λj
j
m∑
j=0
hj ‖Bjx‖
2
H′
.
Using the weighted AM-GM inequality [39, pp. 74-75], we minimize the right
hand part of the above inequality
m∏
j=0
h
−λj
j ·
m∑
j=0
hj ‖Bjx‖
2
H′
=
m∏
j=0
h
−λj
j ·
m∑
j=0
λj·
hj ‖Bjx‖
2
H′
λj
>
m∏
j=0
λ
−λj
j ·
m∏
j=0
‖Bjx‖
2λj
H′ .
Hence, inequality (14) is proved.
Let us show that inequality (14) is sharp. To this end, consider elements
x∗h,N :=
∑˜
n∈MN
〈f, Aen〉
bn,h
· en, N ∈ N.
Straightforward calculations show that∥∥Brx∗h,N∥∥2H′ = ∑˜
n∈MN
|〈f, Aen〉|
2 · ‖Bren‖
2
H′
b2n,h
, r = 0, 1, . . . , m,
∣∣〈f, Ax∗h,N〉∣∣ = ∑˜
n∈MN
|〈f, Aen〉|
2
bn,h
=
m∑
r=0
hr
∥∥Brx∗h,N∥∥2H′ .
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By the weighted AM-GM inequality, for sufficiently large N , ensuring the
denominator is positive, ∣∣〈f, Ax∗h,N〉∣∣
m∏
j=0
∥∥Bjx∗h,N∥∥2λjH′ >
m∏
j=0
(
hj
λj
)λj
.
Multiplying both parts of above inequality by
∣∣〈f, Ax∗h,N〉∣∣, we obtain∣∣〈f, Ax∗h,N〉∣∣2
m∏
j=0
∥∥Bjx∗h,N∥∥λjH′ >
m∏
j=0
(
hj
λj
)2λj ∑˜
n∈MN
|〈f, Aen〉|
2
bn,h
.
It remains to choose a sequence {hp}∞p=1 ⊂ R
m+1
+ such that the function in the
right hand part of the later inequality converges to its sup over h ∈ Rm+1+ .
4.1.1 Finiteness of constant C
Let us find some sufficient conditions that guarantee finiteness of constant C
defined in (13). Let M :=
{
n ∈M : ∀j ∈ {0, 1, . . . , m} ⇒ ‖Bjen‖H′ 6= 0
}
.
Observe that for finiteness of C it is necessary that |〈f, Aen〉| = 0 for every
n ∈M \M .
We start with immediate corollary from AM-GM inequality.
Lemma 2. Let λ0, . . . , λm > 0, λ0 + . . .+ λm = 1, be such that∑˜
n∈M
|〈f, Aen〉|
2
‖B0en‖
2λ0
H′ . . . ‖Bmen‖
2λm
H′
<∞.
Then constant C in (13) is finite.
We proceed to less trivial sufficient condition. Let d ∈ N and M ⊂ Zd.
For convenience, in what follows we denote elements of Rd in bold type
x = (x1, . . . , xd), where x1, . . . , xd are the coordinates of x ∈ R
d.
Assume that there exist C1, C2 > 0, k, r
0, . . . , rm ∈ Rd and sets {αjn}n∈Z,
j = 1, . . . , d, of non-negative numbers such that, for every n ∈ M ,
|〈f, Aen〉| 6 C1αn|n|
k := C1α
1
n1
. . . αdnd|n1|
k1 . . . |nd|
kd, (15)
‖Bjen‖H′ > C2|n|
rj := C2|n1|
r
j
1 . . . |nd|
r
j
d, j = 0, 1, . . . , m. (16)
Denote by S (r0, . . . , rm) the convex hull of points r0, . . . , rd and by int Ω –
the interior of the set Ω ⊂ Rd.
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Lemma 3. Let m ∈ Z+, d ∈ N, k, r
0, . . . , rm ∈ Rd be such that k + 1
2
·
1 ∈ intS (r0, . . . , rm), and conditions (15) and (16) are fulfilled. Let also
λ0, . . . , λm > 0 be such that λ0+. . .+λm = 1 and k+
1
2
·1 = λ0r
0+. . .+λmr
m,
and {αn}n∈M be bounded. Then constant C in (13) is finite.
Proof. For j = 1, . . . , d, let 1j := (0, . . . , 0, 1, 0, . . . , 0) ∈ R
d be such that 1
is located on the position with index j. There exists δ ∈ (0, 1) such that
points s0 := k + 1−δ
2
· 1 and sj := k + 1
2
· 1 + δ
2
· 1j, j = 1, . . . , d, be-
long to intS (r0, . . . , rm), and, for j = 0, . . . , d, there exist positive numbers
λj0, . . . , λ
j
m such that λ
j
0 + . . . + λ
j
m = 1, λ
j
0r
0 + . . . + λjmr
m = sj . Evidently,
λ0s+ . . .+λ
d
s = (d+1)λs, for every s = 0, . . . , m. Then, for every j = 0, . . . , d,
n ∈M and h ∈ Rm+1+ , using the weighted AM-GM inequality we have
bn,h > C2
m∑
s=0
λjshs|n|
2rs
> C2
m∏
s=0
hλ
j
s
s · |n|
2
m∑
s=0
λ
j
sr
s
= C2
m∏
s=0
hλ
j
s
s · |n|
2sj .
Combining above inequalities over j = 0, . . . , d and denoting fj :=
m∏
s=0
hλ
j
s
s ,
we obtain
m∏
s=0
hλss
∑˜
n∈M
|〈f, Aen〉|
2
bn,h
6
C1(d+ 1)
C2
·
d∏
j=0
f
1
d+1
j
∑
n∈M
α2n|n|
2k
d∑
j=0
fj|n|2s
j
.
Clearly, there exist ξ, τ1, . . . , τd > 0 such that f0 = ξ · τ
1−δ
1 . . . τ
1−δ
d and
fj = ξ · τ1 . . . τd · τ
δ
j , j = 1, . . . , d. Without loss of generality we may assume
that |αn| 6 1 for every n ∈ M . Then
m∏
s=0
hλss
∑˜
n∈M
|〈f, Aen〉|
2
bn,h
6
∑
n∈M
C1(d+1)
C2
· τ1 . . . τd
d∏
j=1
(τj |nj|)
1−δ +
d∏
j=1
τj |nj | ·
d∑
j=1
(τj |nj |)
(d+1)δ
.
Taking sup over h ∈ Rm+1+ in the left-hand part of above inequality and
supremum over τ1, . . . , τd > 0 in its right-hand part, we obtain
C 6 sup
τ1,...,τd>0
∑
n∈M
C1(d+1)
C2
· τ1 . . . τd
d∏
j=1
(τj |nj|)
1−δ +
d∏
j=1
τj |nj| ·
d∑
j=1
(τj |nj|)
(d+1)δ
=:
C1(d+ 1)
C2
·D.
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Next, for e ⊂ {1, . . . , d}, let qe = (qe1, . . . , q
e
d) ∈ R
d be such that qej = 1 if
j ∈ e and qej = −1 if j 6∈ e. Obviously, there exists ε > 0 such that, for every
e ⊂ {1, . . . , d}, the point k+ 1
2
·qe belongs to intS
(
s0, . . . , sd
)
. Then by the
weighted AM-GM inequality,
d∏
j=1
(τj |nj|)
1−δ +
d∏
j=1
τj |nj| ·
d∑
j=1
(τj |nj |)
(d+1)δ
>
d∏
j=1
(τj |nj|)
qej .
Hence,
D 6 sup
τ1,...,τd>0
∑
n∈Zd : |n|1 6=0
2dτ1 . . . τd∑
e⊂{1,...,d}
d∏
j=1
(τj|nj |)
qej
= 22d
(
sup
τ>0
∞∑
n=1
τ
(τn)1−ε + (τn)1+ε
)d
.
As a result, we should prove only that the function
f(τ) :=
∞∑
n=1
τ
(τn)1−ε + (τn)1+ε
, τ ∈ R+,
is bounded. Indeed, for τ > 1,
f(τ) 6 τ−ε ·
∞∑
n=1
1
n1+ε
6
∞∑
n=1
1
n1+ε
<∞,
and, for τ ∈ (0, 1),
f(τ) 6
∑
n∈N :n< 1
τ
τ ε
n1−ε
+
∞∑
j=1
∑
n∈N : j
τ
6n<
j+1
τ
τ
(τn)1+ε
6
∫ 1
τ
0
τ εdt
t1−ε
+
∞∑
j=1
τ
j1+ε
(
1
τ
+ 1
)
<∞.
Combining above two inequalities we conclude that D < ∞ and, hence,
C <∞, which finishes the proof.
Remark 10. Combining Lemma 2 with Lemma 3, we obtain that C <∞ for
any λ0, . . . , λm > 0 such that λ0+. . .+λm = 1 and λ0r
0+. . .+λmr
m 6 k+ 1
2
·1.
Remark 11. Under specific choice of sequences of numbers {αjn}n∈Z the
constant C in (13) can be finite for any λ0, . . . , λm > 0 such that λ0 + . . . +
λm = 1. For example, when α
j
n = e
−ρj |n|, n ∈ Z, with some positive ρj > 0.
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4.2 Multiplicative Hardy-Littlewood-Po´lya inequality
Theorem 8. Let m ∈ Z+, h ∈ R
m+1
+ , operators B0, B1, . . . , Bm satisfy
conditions (B1)–(B4), operator A satisfy conditions (A1)–(A3). Also, let
λ0, λ1, . . . , λm > 0 be such that λ0 + λ1 + . . .+ λm = 1 and
C(A,B, λ) = C := sup
h∈Rm+1+
m∏
j=0
h
λj
j sup
f∈H′:
‖f‖
H′
61
∑˜
n∈M
|(f, Aen)H′ |
2
bn,h
<∞. (17)
Then, for every x ∈ D(A) ∩HB, there holds sharp inequality
‖Ax‖H′ 6
√√√√C · m∏
j=0
λ
−λj
j ·
m∏
j=0
‖Bjx‖
λj
H′ . (18)
We can prove Theorem 8 using the arguments similar to those applied to
prove Theorem 14.
Let us present some sufficient conditions that guarantee finiteness of con-
stant C in (17). To this end we assume additionally that:
∀n′, n′′ ∈M,n′ 6= n′′, ⇒ (Aen′, Aen′′)H′ = 0. (19)
From (19) it follows immediately that
sup
f∈H′:
‖f‖
H′
61
∑˜
n∈M
|(f, Aen)H′ |
2
bn,h
= s˜up
n∈M
‖Aen‖
2
H′
bn,h
.
Let M :=
{
n ∈M : ∀j ∈ {0, 1, . . . , m} ⇒ ‖Bjen‖H′ 6= 0
}
. Evidently, for
finiteness of constant C it is necessary that ‖Aen‖H′ = 0 for every n ∈M \M .
Consider more specific sequences of ‖Aen‖H′’s and ‖Bjen‖H′’s. Let d ∈ N,
M ⊂ Zd, k, r0, . . . , rm ∈ Rd. By S (r0, . . . , rm) we denote the convex hull of
points r0, r1, . . . , rm. Let also {gn}n∈Z ⊂ [0,+∞) be any sequence of non-
negative numbers and let
‖Aen‖H′ = g
k
n := g
k1
n1
. . . gkdnd, n ∈M, (20)
‖Bjen‖H′ = g
rj
n = g
r
j
1
n1
. . . g
r
j
d
nd, j = 0, 1, . . . , m, n ∈M. (21)
Here we assume that 00 := 1.
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Theorem 9. Let m ∈ Z+, d ∈ N, linear operators B0, B1, . . . , Bm satisfy
conditions (B1), (B2), (B4), linear operator A satisfy conditions (A1), (A3)
and (19). Let also k, r0, . . . , rm ∈ Rd, λ0, λ1, . . . , λm > 0 and sequence
{gn}n∈M ⊂ [0,+∞) be such that λ0+λ1+. . .+λm = 1, k = λ0r
0+. . .+λmr
m ∈
S (r0, . . . , rm), equalities (20) and (21) are satisfied, and there exist n0 ∈M
such that gkn0 6= 0. Then, for every x ∈ D(A) ∩HB,
‖Ax‖H′ 6
m∏
j=0
‖Bjx‖
λj
H′ . (22)
Inequality (22) turns into equality on every en, n ∈M , such that g
k
n 6= 0.
Proof. Since gkn0 6= 0, by the weighted AM-GM inequality [39, pp. 74-75] we
conclude that operator A satisfies condition (A3) and operators B0, . . . , Bm
satisfy condition (B3), as
g2kn0 =
m∏
j=0
g2λjr
j
n0
6
m∑
j=0
λjg
2rj
n0
6
m∑
j=0
g2r
j
n0
.
Let us show that C 6
m∏
j=0
λ
λj
j . Indeed, for every h ∈ R
m+1
+ , applying the
weighted AM-GM inequality we obtain
s˜up
n∈M
‖Aen‖
2
H′
bn,h
= s˜up
n∈M
g2kn
m∑
j=0
hjg2r
j
n
6 sup
x∈Rm+1+
x2k
m∑
j=0
hjx2r
j
= sup
x∈Rm+1+
m∏
j=0
xλj2r
j
m∑
j=0
hjx2r
j
= sup
x∈Rm+1+
m∏
j=0
(
λj
hj
)λj m∏
j=0
(
hjx
2rj
λj
)λj
m∑
j=0
hjx2r
j
6
m∏
j=0
(
λj
hj
)λj
.
Hence,
C = sup
h∈Rm+1+
m∏
j=0
h
λj
j s˜up
n∈M
‖Aen‖
2
H′
bn,h
6 sup
h∈Rm+1+
m∏
j=0
(
λj
hj
)λj
·
m∏
j=0
h
λj
j 6
m∏
j=0
λ
λj
j .
We conclude that conditions of Theorem 8 are satisfied and inequality (22)
holds true. Straightforward calculations show that inequality (22) turns into
equality on every en, n ∈M , such that g
k
n 6= 0.
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Remark 12. Applying similar arguments as in the proof of Theorem 9, we
can prove finiteness of C in (17) in case there exist C1, C2 > 0, k, r
0, . . . , rm ∈
Rd and λ0, . . . , λm > 0 such that λ0+ . . .+ λm = 1, λ0r
0+ . . .+ λmr
m = k ∈
S (r0, . . . , rm) and, for n ∈M ,
‖Aen‖H′ 6 C1g
k
n and ‖Bjen‖H′ > C2g
rj
n , j = 0, 1, . . . , m.
5 Applications
This section is devoted to some applications of main results. First, we con-
sider the problem of the best approximation of one class by elements from an-
other class. Then we demonstrate how to obtain sharp multiplicative Hardy-
Littlewood-Po´lya and Taikov types inequalities. More specifically, we will
consider the case of the Laplace-Beltrami operator acting in L2(M), where
M is C∞ Riemannian manifold without boundary, and the case of differential
operators acting in H = L2(R
d).
Our considerations could be also applied to establish mean-squared ver-
sions of these inequalities. Moreover, using similar ideas we can obtain some
other mean-squared and multiplicative inequalities, for example, inequalities
established in [40, 41, 42, 43].
5.1 Approximation of a class by another class
In [15] (see also Theorem 7.4.1 in [2]) there was established a general result
on the equivalence of inequalities for the norms derivatives and some classical
problems in Approximation Theory, in particular, the problem of the best
approximation of one class by elements from another class. We apply this
result to obtain direct consequences from Theorem 8.
Let H ′ = H and B0 = idH . Consider the semi-norm p(·) = ‖ · ‖H on H ,
and classes
Mj :=
{
B∗j z : ‖z‖H 6 1, z ∈ D
(
B∗j
)}
, j = 1, . . . , m,
M := {A∗z : ‖z‖H 6 1, z ∈ D(A
∗)} ∩HB.
Clearly, for every admissible x ∈ H , SMj(x) := {(x, y)H : y ∈Mj} = ‖Bjx‖H
and SM(x) := {(x, y)H : y ∈M} = ‖Ax‖H .
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Define the function Φ : Rm+ → R as follows Φ(t) = K
m∏
j=1
t
λj
j , whereK > 0,
λj > 0 and λ0 := 1−
m∑
j=1
λj > 0, and set
Φ(t) :=
{
−Φ(t), t ∈ Rm+ ,
+∞, t ∈ Rm \ Rm+ .
For the Legendre transformation of Φ we have
Φ
∗
(−s) := sup
t∈Rm
{
−
m∑
j=1
tjsj − Φ(t)
}
=
 λ0K
1
λ0
m∏
j=1
(
λj
sj
) λj
λ0 , s ∈ Rm+ ,
+∞, s ∈ Rm \ Rm+ .
Taking into account sharpness of inequality (18) we obtain the following.
Corollary 1. Under conditions of Theorem 8, for every t ∈ Rm+ ,
E
(
M,
m∑
j=1
tjMj
)
H
:= sup
x∈M
inf
u∈
m∑
j=1
tjMj
‖x−u‖H = Φ
∗
(−t) = λ0K
1
λ0
m∏
j=1
(
λj
tj
)λj
λ0
,
where
K =
√√√√C · m∏
j=0
λ
−λj
j .
5.2 Inequalities for powers of the Laplace-Beltrami op-
erators on compact Riemannian manifolds
Following [44] we recall some basic notations and facts from Harmonic Anal-
ysis on compact Riemannian manifolds. Let (M, g) be a d-dimensional C∞
compact Riemannian manifold without boundary with volume element µg.
Given a local coordinate system (yi), let (gij) be the matrix with entries
gij = g
(
∂
∂yi
, ∂
∂yj
)
, let (gij) denote the inverse matrix and put θ =
√
det (gij).
Then the Laplace-Beltrami operator is locally given by
∆x = −
1
θ
d∑
i,j=1
∂
∂yi
(
θgij
∂x
∂yj
)
, x ∈ C∞(M).
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The operator ∆ is formally self-adjoint and positive. It extends to a positive
self-adjoint unbounded operator on
L2(M) = L2(M, µg) =
{
x :M→ C : ‖x‖2L2(M) :=
∫
M
|x(t)|2 dµg(t) <∞
}
,
and its extension, also denoted by ∆, has a discrete spectrum 0 = µ20 < µ
2
1 6
µ22 6 . . . without accumulations, where each eigenvalue occurs as many times
as its multiplicity. We denote by {ϕj}
∞
j=0 an L2-orthonormal basis of C
∞-real
eigenfunctions associated with the µj’s.
Given any x ∈ L2(M, µg), we can write x =
∞∑
j=0
ajϕj (with equality in L
2
sense), where aj = (x, ϕj)L2(M) =
∫
M
x(t)ϕj(t) dµg(t). For s ∈ R, we define
the Sobolev space Hs(M) as follows:
Hs(M) :=
{
x :M→ C : ‖x‖2Hs(M) :=
∞∑
j=1
|aj|
2µ2sj <∞
}
,
and set Hs0(M) := {x ∈ H
s(M) : a0 = 0}.
Define fractional powers of ∆. For x ∈ H2s0 (M), we set
∆sx :=
∞∑
j=1
ajµ
2s
j ϕj ,
Clearly, ∆s is self-adjoint positive and, hence, closed operator (see [10, §7.3]).
5.2.1 Hardy-Littlewood-Po´lya type inequalities on compact Rie-
mannian manifolds
Since operator ∆s : H2s0 (M)→ H
0
0 (M) satisfies conditions (B1), (B2), (B4),
(A1), (A3), we obtain the following corollary from Theorem 9.
Theorem 10. LetM be a d-dimensional C∞ compact Riemannian manifold
without boundary, m ∈ Z+, r
0 < . . . < rm ∈ R, k ∈ R and λ0, . . . , λm > 0
be such that λ0 + . . .+ λm = 1 and k = λ0r
0 + . . .+ λmr
m. Then, for every
x ∈ H2r
m
0 (M), there holds true sharp inequality:∥∥∆kx∥∥
L2(M)
6
m∏
j=0
∥∥∥∆rjx∥∥∥λj
L2(M)
.
Any eigenfunction ϕ1, ϕ2, . . . turns above inequality into equality.
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In case M = T is period of length 2pi, we have that ∆ = −D2. Denote
by Ds, s ∈ R, the Weyl fractional derivative of periodic function (see [45,
§19]). Evidently,
‖Dsx‖L2(T) =
∥∥∆ s2x∥∥
L2(T)
.
As a result, we obtain the following consequence from Theorem 10.
Corollary 2. Let m ∈ Z+, r
0 < . . . < rm ∈ R, k ∈ R and λ0, . . . , λm > 0
be such that λ0 + . . .+ λm = 1 and k = λ0r
0 + . . .+ λmr
m. Then, for every
x ∈ Hr
m
0 (T), there holds true sharp inequality:
∥∥Dkx∥∥
L2(T)
6
m∏
j=0
∥∥∥Drjx∥∥∥λj
L2(T)
.
Any function eint, n ∈ Z\{0} and t ∈ T, turns above inequality into equality.
In case m = 1, r0 = 0 and λ1 =
k
r
statement of Corollary 2 is classical
Hardy-Littlewood-Po´lya inequality [5].
Next, we consider multivariate analogues of Theorem 10. Let a ∈ N
and Ma = M× . . . ×M be tensor product of a manifolds M. For s =
(s1, . . . , sa) ∈ R
a, let ∆s := ∆s11 . . .∆
sa
a , where ∆j is the Laplace-Beltrami
operator acting on the j-th coordinate. Also, set Hs0(M
a) := Hs10 (M)× . . .×
Hsa0 (M). From Theorem 9 we can establish the following corollary.
Theorem 11. LetM be a d-dimensional C∞ compact Riemannian manifold
without boundary, a ∈ N, m ∈ Z+, k, r
0, . . . , rm ∈ Ra be such that k ∈
S (r0, . . . , rm). Also, let λ0, . . . , λm > 0 be such that λ0 + . . . + λm = 1 and
k = λ0r
0 + . . .+ λmr
m. Then, for every x ∈
m⋂
j=0
H2r
j
0 (M
a),
∥∥∆kx∥∥
L2(Ma)
6
m∏
j=0
∥∥∥∆rjx∥∥∥λj
L2(Ma)
.
Above inequality is sharp and turns into equality on each function ϕj1× . . .×
ϕja with j1 · . . . · ja 6= 0.
In case M = T, we denote Ds := Ds11 . . .D
sa
a . Then we can obtain the
following consequence from Theorem 11.
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Corollary 3. Let a ∈ N, m ∈ Z+, k, r
0, . . . , rm ∈ Ra be such that k ∈
S (r0, . . . , rm). Also, let λ0, . . . , λm > 0 be such that λ0 + . . . + λm = 1 and
k = λ0r
0 + . . .+ λmr
m. Then, for every x ∈
m⋂
j=0
Hr
j
0 (T
a),
∥∥Dkx∥∥
L2(Ta)
6
m∏
j=0
∥∥∥Drjx∥∥∥λj
L2(Ta)
.
Above inequality is sharp and turns into equality on each function ei(n1t1+...+nata),
where n1 · . . . · na 6= 0 and t1, . . . , td ∈ T.
5.2.2 Taikov type inequalities on compact Riemannian manifolds
Let us establish consequences from Theorem 7 for the powers of the Laplace-
Beltrami operator. Let M be a d-dimensional C∞ compact Riemannian
manifold without boundary. From a well-known theorem of H. Weyl (see,
e.g. [44, §8]) it follows that
lim
j→+∞
j−
1
dµj = 2pi (C(d)Vol (M))
− 1
d , (23)
where C(d) is the volume of d-dimensional ball with unit radius, and Vol(M) =∫
M
dµg(t). In turn, by L. Ho¨rmander result (see [46]) there exists C3 > 0
such that, for any eigenfunction φ corresponding to eigenvalue µ2 6= 0 of ∆,
‖φ‖L∞(M) := essup {|φ(t)| : t ∈M} 6 C3µ
d−1
2 ‖φ‖L2(M). (24)
For ξ ∈ M, consider linear functional fξ ∈ (C(M))
∗ mapping every
x ∈ C(M) into its value x(ξ) at point ξ, i.e. fξx = x(ξ). Denote Cξ :=
C
(
fξ,∆
k,∆r
0
, . . . ,∆r
m
, λ
)
, where the constant on the right hand part was
defined in (13). Combining inequalities (24) and (23) we obtain
Cξ = sup
h∈Rm+1+
m∏
j=0
h
λj
j
∞∑
j=1
µ4kj ϕ
2
j (ξ)
m∑
l=0
hlµ4r
l
j
6 C4 sup
h∈Rm+1+
m∏
j=0
h
λj
j
∞∑
j=1
j
4k+d−1
d
m∑
l=0
hlj
4rl
d
with some constant C4 > 0 independent of ξ. Hence, there holds true the
following corollary from Theorem 7, Lemma 3 and Remark 10.
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Theorem 12. LetM be a d-dimensional C∞ compact Riemannian manifold
without boundary, m ∈ N, r0 < . . . < rm ∈ R, k ∈ R and λ0, . . . , λm > 0 be
such that λ0 + . . . + λm = 1 and k +
2d−1
4
6 λ0r
0 + . . . + λmr
m. Then, for
every x ∈ H2r
m
0 (M), there holds sharp inequality:
∥∥∆kx∥∥
C(M)
6
√√√√C · m∏
j=0
λ
−λj
j ·
m∏
j=0
∥∥∥∆rjx∥∥∥λj
L2(M)
,
where
C = sup
ξ∈M
sup
h∈Rm+1+
m∏
j=0
h
λj
j
∞∑
j=1
µ4kj ϕ
2
j (ξ)
m∑
l=0
hlµ4r
l
j
.
Consider an important example of compact Riemannian manifolds – com-
pact rank one symmetric spaces (CROSS). Let M be a CROSS, i.e. one of
the following spaces: the Euclidean sphere Sb, the projective space RP b,
CP b, HP b, where b ∈ N, or the Cayley plane CaP 2. For convenience, let
0 = γ0 < γ1 < . . . be distinct eigenvalues of ∆
1
2 and ν0 = 1, ν1, . . . be their
multiplicities. Re-enumerate eigenfunctions ϕ0, ϕ1, . . . as {φj,l}j∈Z+, l=1,...,νj
to account for multiplicities of corresponding eigenvalues, i.e. ∆
1
2φj,l = γj .
It is well-known (see, e.g., [47]) that, for every j ∈ N and ξ ∈M,
νj∑
l=1
φ2j,l(ξ) = νj =
(2j + α + β + 1)Γ(β + 1)Γ(j + α + 1)Γ(j + α + β + 1)
Γ(α+ β + 2)Γ(α + 1)Γ(j + 1)Γ(j + β + 1)
,
where Γ(t) is the Euler gamma function, and
• for M = Sb, d = b, γ2j = j(j + b− 1) and α = β =
d−2
2
;
• for M = RP b, d = b, γ2j = 2j(2j + b− 1) and α =
d−2
2
, β = −1
2
;
• for M = CP b, d = 2b, γ2j = 4j(j + b) and α =
d−2
2
, β = 0;
• for M = HP b, d = 4b, γ2j = 4j(j + 2b+ 1) and α =
d−2
2
, β = 1;
• for M = CaP 2, d = 16, γ2j = 4j(j + 11) and α =
d−2
2
, β = 3.
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Clearly, there exists C5 > 0 independent of j and ξ such that
1
C5
<
1
jd−1
νj∑
l=1
φ2j,l(ξ) < C5, (25)
and, hence, there exists C6 > 0 independent of ξ such that
Cξ = sup
h∈Rm+1+
m∏
j=0
h
λj
j
∞∑
j=1
γ4kj
m∑
l=0
hlγ
4rl
j
νj∑
l=1
φ2j,l(ξ) 6 C5 sup
h∈Rm+1+
m∏
j=0
h
λj
j
∞∑
j=1
j4k
m∑
l=0
hlj4r
l
.
Combining Theorem 7, Lemma 3 and Remark 10, we obtain.
Theorem 13. Let M be a d-dimensional CROSS, m ∈ N, r0 < . . . <
rm ∈ R, k ∈ R and λ0, . . . , λm > 0 be such that λ0 + . . . + λm = 1 and
k+ d
4
6 λ0r
0+ . . .+λmr
m. Then, for every x ∈ H2r
m
0 (M), there holds sharp
inequality:
∥∥∆kx∥∥
C(M)
6
√√√√C · m∏
j=0
λ
−λj
j ·
m∏
j=0
∥∥∥∆rjx∥∥∥λj
L2(M)
,
where
C = sup
h∈Rm+1+
m∏
j=0
h
λj
j
∞∑
j=1
(2j + α+ β + 1)Γ(β + 1)Γ(j + α + 1)Γ(j + α + β + 1)γ4kj
Γ(α+ β + 2)Γ(α + 1)Γ(j + 1)Γ(j + β + 1)
(
m∑
l=0
hlγ4r
l
j
) .
In caseM = Sb the statement of Theorem 13 was proved by A.A. Ilyin [28,
Theorem 1.2]. In caseM = T it is evident that
∣∣〈fξ, Dkeint〉∣∣ = ∣∣∣〈fξ,∆k2 eint〉∣∣∣.
Hence, we obtain the following consequence from Theorem 13.
Corollary 4. Let m ∈ N, r0 < . . . < rm ∈ R, k ∈ R and λ0, . . . , λm > 0 be
such that λ0 + . . .+ λm = 1 and k +
1
2
6 λ0r
0 + . . .+ λmr
m. Then, for every
x ∈ Hr
m
0 (T), there holds true sharp inequality:∥∥Dkx∥∥
C(M)
6
√√√√C · m∏
j=0
λ
−λj
j ·
m∏
j=0
∥∥∥Drjx∥∥∥λj
L2(M)
,
where
C = 2 sup
h∈Rm+1+
m∏
j=0
h
λj
j
∞∑
j=1
j2k
m∑
l=0
hlj2r
l
.
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Corollary 4 generalizes the result of A.Yu Shadrin [25], who considered
the case m = 1, r0 = 0 and λ1 =
2k+1
2r
.
Next, we present multivariate analogues of above results. From Theo-
rem 7 we obtain the following corollary.
Theorem 14. LetM be a d-dimensional C∞ compact Riemannian manifold
without boundary, a ∈ N, m ∈ N, k, r0, . . . , rm ∈ Ra be such that k+ 2d−1
4
·1 ∈
intS (r0, . . . , rm). Also, let λ0, . . . , λm > 0 be such that λ0+ . . .+λm = 1 and
k + 2d−1
4
· 1 6 λ0r
0 + . . . + λmr
m. Then, for every x ∈
m⋂
l=0
H2r
l
0 (M
a), there
holds sharp inequality:
∥∥∆kx∥∥
C(Ma)
6
√√√√C · m∏
j=0
λ
−λj
j ·
m∏
j=0
∥∥∥∆rjx∥∥∥λj
L2(Ma)
,
where
C = sup
ξ1,...,ξa∈Ma
sup
h∈Rm+1+
m∏
j=0
h
λj
j
∑
j∈Nd
µ4k1j1 . . . µ
4ka
ja
ϕ2j1(ξ1) . . . ϕ
2
ja
(ξa)
m∑
l=0
hlµ
4rl1
j1
. . . µ
4rla
ja
.
Theorem 15. LetM be a d-dimensional CROSS, a ∈ N, m ∈ N, k, r0, . . . , rm ∈
Ra such that k + d
4
· 1 ∈ int S (r0, . . . , rm). Also, let λ0, . . . , λm > 0 be such
that λ0 + . . . + λm = 1 and k +
d
4
· 1 6 λ0r
0 + . . . + λmr
m. Then, for every
x ∈
m⋂
l=0
H2r
l
0 (M
a), there holds true sharp inequality:
∥∥∆kx∥∥
C(Ma)
6
√√√√C · m∏
j=0
λ
−λj
j ·
m∏
j=0
∥∥∥∆rjx∥∥∥λj
L2(Ma)
,
where
C = 2a sup
h∈Rm+1+
m∏
j=0
h
λj
j
∑
j∈Nd
γ4k1j1 . . . γ
4ka
ja
ρj1,α,β . . . ρja,α,β
m∑
l=0
hlγ
4rl1
j1
. . . γ
4rla
ja
,
and
ρj,α,β :=
(2j + α + β + 1)Γ(β + 1)Γ(j + α + 1)Γ(j + α + β + 1)
Γ(α+ β + 2)Γ(α + 1)Γ(j + 1)Γ(j + β + 1)
.
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From Theorem 15 we obtain the following consequence for M = T.
Corollary 5. Let a ∈ N, m ∈ N, k, r0, . . . , rm ∈ Ra be such that k1·. . .·ka 6= 0
and k + 1
2
· 1 ∈ intS (r0, . . . , rm). Also, let λ0, . . . , λm > 0 be such that
λ0 + . . . + λm = 1 and k +
1
2
· 1 6 λ0r
0 + . . . + λmr
m. Then, for every
x ∈
m⋂
l=0
Hr
l
0 (T
a), there holds true sharp inequality:
∥∥Dkx∥∥
C(Ta)
6
√√√√C · m∏
j=0
λ
−λj
j ·
m∏
j=0
∥∥∥Drjx∥∥∥λj
L2(Ta)
,
where
C = sup
h∈Rm+1+
m∏
j=0
h
λj
j
∑
j∈Nd
|j|2k
m∑
l=0
hl|j|2r
l
.
Remark that Corollary 5 for two-dimensional torus, i.e. in the case a = 2,
was proved in [18]. In addition, boundedness of constant C also follows from
Theorem 2b in [26].
5.3 Multiplicative inequalities for functions on Rd
We follow paper [26] to introduce necessary notations. Let d ∈ N, k ∈ Rd;
F : L2
(
Rd
)
→ L2
(
Rd
)
be the Fourier transform mapping a function x :
Rd → C into the function:
x̂(u) = (Fx)(u) :=
∫
Rd
x(t)e−2pii(t1u1+...+tdud) dt, u ∈ Rd;
F−1 be the inverse Fourier transform mapping a function x : Rd → C into
x˜(t) =
(
F−1x
)
(t) :=
∫
Rd
x(u)e2pii(t1u1+...+tdud) du, t ∈ Rd;
Ek be the multiplication operator mapping a function x : Rd → C into the
function
(
Ekx
)
(t) = (2piit1)
k1 . . . (2piitd)
kdx(t), where (2piia)b = |2pia|be
ipib sign a
2 ;
Dk = F−1◦Ek ◦F . Evidently, for k ∈ Zd+, D
k is mixed partial differentiation
operator of order k. Denote by Lk the Sobolev space of measurable functions
x : Rd → C such that
‖x‖2Lk := (2pi)
2k1+...+2kd
∫
Rd
t2k |x̂(t)|2 dt <∞.
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Obviously, L0 = L2
(
Rd
)
. Operator Dk is well defined on Lk and by the
Plancherel theorem
∥∥Dkx∥∥
L2(Rd)
= ‖x‖Lk for every x ∈ L
k.
Let Zd∗ =
{
n ∈ Zd : n1 · . . . · nd 6= 0
}
. For ρ > 0, let {cn,ρ}n∈Zd be the set
of cubes cn,ρ := [ρn1−
ρ
2
, ρn1+
ρ
2
]× . . .× [ρnd−
ρ
2
, ρnd+
ρ
2
], and by L2;ρ
(
Rd
)
we denote the space of compactly supported functions x : Rd → C constant
on cubes cn,ρ, n ∈ Z
d
∗, and vanishing on the cubes cn,ρ with n ∈ Z
d \ Zd∗. By
Lρ denote the space of the inverse Fourier transforms F
−1x, x ∈ L2;ρ
(
Rd
)
. It
is clear that {ϕn,ρ}n∈Zd∗ , where ϕn,ρ = ρ
− d
2 · F−1χcn,ρ and χE is the indicator
function of a measurable set E ⊂ Rd, forms orthonormal basis in Lρ.
5.3.1 Hardy-Littlewood-Po´lya type inequalities on Rd
Evidently, for k ∈ Rd,
∥∥Dkϕn,ρ∥∥L2(Rd) = (2piρ)k1+...+kd
(∫
cn,1
|t|2k dt
) 1
2
.
It is not difficult to verify that operator Dk : Lρ → Lρ is self-adjoint and,
hence, closed. Since Dk satisfies conditions (B1), (B2), (B4), (A1), (A3) and
L :=
⋂
ρ>0
Lρ is dense in D
k, we obtain the following corollary from Theorem 8.
Theorem 16. Let d ∈ N, m ∈ Z+, ρ > 0, k, r
0, . . . , rm ∈ Rd and λ0, . . . , λm >
0 be such that λ0+ . . .+ λm = 1 and k = λ0r
0+ . . .+ λmr
m ∈ S (r0, . . . , rm).
Then, for every x ∈
m⋂
j=0
Lr
j
, there holds sharp inequality:
∥∥Dkx∥∥
L2(Rd)
6
m∏
j=0
∥∥∥Drjx∥∥∥λj
L2(Rd)
.
Proof. Indeed, by Theorem 8, for every x ∈ Lρ, ρ > 0,
∥∥Dkx∥∥
L2(Rd)
6
√√√√C · m∏
j=0
λ
−λj
j ·
m∏
j=0
∥∥∥Drjx∥∥∥λj
L2(Rd)
,
where
C = sup
h∈Rm+1+
m∏
j=0
h
λj
j sup
n∈Zd∗
∥∥Dkϕn,ρ∥∥2L2(Rd)
m∑
j=0
hj
∥∥Drjϕn,ρ∥∥2L2(Rd) = suph∈Rm+1+
m∏
j=0
h
λj
j sup
n∈Zd∗
∥∥Dkϕn,1∥∥2L2(Rd)
m∑
j=0
hj
∥∥Drjϕn,1∥∥2L2(Rd) .
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Let us show that C =
m∏
j=0
λ
λj
j . By the weighted AM-GM inequality and the
generalized Ho¨lder inequality,
C 6
m∏
j=0
λ
λj
j · sup
n∈Zd∗
∥∥Dkϕn,1∥∥2L2(Rd)
m∏
j=0
∥∥Drjϕn,1∥∥2λjL2(Rd) =
m∏
j=0
λ
λj
j · sup
n∈Zd∗
∫
cn,1
|t|2k dt
m∏
j=0
(∫
cn,1
|t|2rj dt
)λj 6 m∏
j=0
λ
λj
j .
Since ∫
cn,1
|t|2k dt
m∏
j=0
(∫
cn,1
|t|2rj dt
)λj → 1, as min {n1, . . . , nd} → ∞,
we conclude that C =
m∏
j=0
λ
λj
j . Observing that L is dense in L
k and Lr
j
,
j = 0, 1, . . . , m, we finish the proof.
Remark that Theorem 16 contains the classical Hardy-Littlewood-Po´lya
inequality [5] (case d = 1, m = 1 and r0 = 0.
5.3.2 Taikov type inequalities on Rd
Consider the functional f0 : C(R
d)→ C mapping a function x ∈ C(Rd) into
its value x(0) at the point 0. Observe that∣∣〈f0,Dkϕn,ρ〉∣∣ = (2pi)k1+...+kdρk1+...+kd+ d2 ∫
cn,1
|t|k dt.
Assume k, r0, . . . , rm ∈ Rd be such that k+ 1
2
·1 ∈ intS (r0, . . . , rm). Then the
following embedding is well-known (see e.g. [26]): Ck(Rd) ⊂
m⋂
j=0
Lr
j
. Also, it
is not difficult to verify that L is dense in Ck
(
Rd
)
. Hence, using intermediate
approximation by space L, and applying Theorem 7 and Lemma 3 we obtain
the following result.
Theorem 17. Let d,m ∈ N, k, r0, . . . , rm ∈ Rd and λ0, . . . , λm > 0 be such
that λ0+ . . .+ λm = 1 and k+
1
2
· 1 = λ0r
0+ . . .+ λmr
m ∈ intS (r0, . . . , rm).
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Then, for every x ∈
m⋂
l=0
Lr
l
, there holds true sharp inequality:
∥∥Dkx∥∥
C(Rd)
6
√√√√C · m∏
j=0
λ
−λj
j ·
m∏
j=0
∥∥∥Drjx∥∥∥λj
L2(Rd)
,
where
C = lim inf
ρ→0+
sup
h∈Rm+1+
m∏
j=0
h
λj
j
∑
n∈Zd∗
ρd
(∫
cn,1
(2piρ|t|)k dt
)2
m∑
l=0
hl
∫
cn,1
(2piρ|t|)2rl dt
=
1
pid
sup
h∈Rm+1+
m∏
j=0
h
λj
j
∫
Rd+
t2k dt
m∑
l=0
hlt2r
l
.
Proof. It only remains to prove integral representation of constant C. Indeed,
let h ∈ Rm+1+ be fixed. By the Cauchy-Shwartz inequality we have
∑
n∈Nd
(∫
cn,ρ
|t|k dt
)2
∫
cn,ρ
m∑
l=0
hl|t|2r
l dt
6
∑
n∈Nd
∫
cn,ρ
t2k dt
m∑
l=0
hlt2r
l
6
∫
Rd+
t2k dt
m∑
l=0
hlt2r
l
. (26)
On the other hand, for every ε > 0 it is not difficult to show that there exists
µ > 0 and N > 0 satisfying properties:∫
Rd+\[µ,+∞)
d
t2k dt
m∑
l=0
hlt2r
l
< ε,
and, for every n ∈ Nd, such that nj > N , j = 1, . . . , d, and every y ∈ cn,1,∫
cn,1
tk dt > (1− ε)yk.
Now, let yn,ρ be the point at which the function
m∑
l=0
hl |t|
2rl attains its average
value on the cube cn,ρ. Then
∑
n∈Nd
(∫
cn,ρ
|t|k dt
)2
∫
cn,ρ
m∑
l=0
hl|t|2r
l dt
> (1−ε)2
∑
n∈Nd:
nj>
µ
ρ+
1
2
ρdy2kn,ρ
m∑
l=0
hly2r
l
n,ρ
> (1−ε)2
∑
n∈Nd:
nj>
µ
ρ+
1
2
ρdy2kn,ρ
m∑
l=0
hly2r
l
n,ρ
−ε.
(27)
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Hence, taking limit when ρ→ 0+ and accounting for arbitrariness of ε > 0,
we conclude from inequalities (26) and (27) that
C =
1
pid
sup
h∈Rm+1+
m∏
j=0
h
λj
j
∫
Rd+
t2k dt
m∑
l=0
hlt2r
l
,
which finishes the proof.
Remark 13. In case m = d, for every h ∈ Rd+1+ there exist g ∈ R
d
+ such
that
hj
h0
= g2r
m
. Then altering variables u = gt in the integral representation
of constant C in Theorem 17, we obtain
C =
∫
Rd+
u2k du
m∑
l=0
u2r
l
.
L.V. Taikov [19] first obtained Theorem 17 in case d = m = 1 and r0 = 0
with explicit expression for constant C. Theorem 17 in case m = d was
established by A.P. Buslaev and V.M. Tihomirov (see [26, Theorem 3a]),
and for every m – by A.A. Ilyin [28]. Also, A.A. Lunev [29] found explicit
expressions for C for some specific values of r0, . . . , rm.
6 Solyar-type inequalities
In this section we establish sharp Solyar-type inequality for closed unbounded
operators acting into Hilbert space and having closed range. As a corollary
we will prove sharp Solyar-type inequality for the powers of the Laplace-
Beltrami operators on compact Riemannian manifolds and, in particular,
obtain the result of paper [34]. More information and results on Solyar-type
inequalities for the norms of derivatives can be found in [34, 48, 2, 49].
Let X be normed space over C, H be the Hilbert space over C with scalar
product (·, ·), X∗ be the dual space of X . Denote the value of functional
x∗ ∈ X∗ on the element x ∈ X by 〈x∗, x〉. Let A : X → H be the linear
operator with dense domain D(A) ⊂ X , and A∗ : H → X∗ be its dual. The
following sharp inequality for bounded operators A was proved in [49].
Proposition 1. If A is bounded then, for every x ∈ X,
‖Ax‖2H 6 ‖x‖X‖A
∗Ax‖X∗ .
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This inequality is sharp in the following sense
sup
x 6∈kerA∗A
‖Ax‖2H
‖x‖X‖A∗Ax‖X∗
= 1.
Although Proposition 1 was proved originally for spaces X and H over
field R, its proof also remains true for spaces X and H over C.
The following result generalizes Proposition 1 for unbounded operators.
Theorem 18. Let X be Banach space and A be closed operator with closed
range. Then, for every x ∈ D (A∗A),
‖Ax‖2H 6 ‖x‖X‖A
∗Ax‖X∗ . (28)
This inequality is sharp in the following sense
sup
x 6∈kerA
‖Ax‖2H
‖x‖X‖A∗Ax‖X∗
= 1.
Proof. Indeed, for every x ∈ D (A∗A),
‖Ax‖2H = (Ax,Ax) = 〈A
∗Ax, x〉 6 ‖x‖X‖A
∗Ax‖X∗ ,
hence inequality (28) follows.
Let us prove sharpness of inequality (28). For an operator T denote by
ker T its kernel and R(T ) – its range, and by E(z,M)Z := inf
u∈M
‖z − u‖Z
denote the best approximation of element z in normed space Z by a subset
M ⊂ Z. Range G = R(A) of operator A is closed by assumption and its
kernel F = kerA is closed as A is closed. Also R(A∗) = F⊥ (see, e.g. [10,
§5.5, Theorem]). Consider quotient spaces Y = X/F and H ′ = H/G with
natural norms ‖x + F‖Y = E(x, F )X , x ∈ X , and ‖h + G‖H′ = E(h,G)H ,
h ∈ H . It is well-known that Y is Banach space (see, e.g. [10, §1.11]).
Consider operator C : Y → H ′ defined by the rule: C(x + F ) = Ax + G,
x ∈ D(A). Clearly, D(C) = D(A) + F , C is closed operator, kerC = {F}
consists of null element in Y and R(C) = H ′. Also, for every h ∈ D (A∗),
〈C∗(h+G), x+ F 〉Y = 〈A
∗h, x〉, x ∈ X and ‖C∗(h+G)‖Y ∗ = ‖A
∗h‖X∗ .
By Theorem in [10, §5.5], kerC∗ = {G} – null element in H ′ – and
R (C∗) = Y ∗. Hence, by Corollary 1 in [10, §5.5] C has bounded inverse
B : H ′ → Y . Then B∗ is also bounded (see [10, §5.1, Theorem 2′]). Let
ε ∈ (0, 1). By Proposition 1, there exists y∗ ∈ Y ∗ such that
‖B∗y∗‖2H′ > (1− ε) ‖y
∗‖Y ∗ ‖B
∗∗B∗y∗‖Y ∗∗ .
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Remark that B∗∗ = B and, since BB∗y∗ ∈ Y , it follows that ‖BB∗y∗‖Y ∗∗ =
‖BB∗y∗‖Y . Since R(C
∗) = Y ∗ and R(C) = H ′, there exist h ∈ D (A∗) and
x ∈ D(A) such that y∗ = C∗(h + G) and h + G = C(x + F ). Evidently,
x ∈ D (A∗A) and it is not difficult to verify that B∗ is inverse of C∗. Then
B∗x∗ = B∗C∗(h+G) = h+G = C(x+ F ), y∗ = C∗C(x+ F ) and BB∗y∗ =
BB∗C∗C(x+ F ) = BC(x+ F ) = x+ F . As a result, we obtain
‖C(x+ F )‖2H′ > (1− ε)‖x+ F‖Y ‖C
∗C(x+ F )‖Y ∗ .
Next, let x′ ∈ x + F be such that E(x, F )X > (1 − ε)‖x
′‖X . Clearly, x
′ ∈
D (A∗A), C(x + F ) = Ax′ + G and ‖C∗C(x+ F )‖Y ∗ = ‖A
∗Ax′‖X∗ . This
implies that
‖Ax′‖2H > ‖Ax
′ +G‖2H′ = ‖C(x+ F )‖
2
H′ > (1− ε)
2‖x′‖X ‖A
∗Ax′‖X∗ ,
which finishes the proof.
Let us now establish consequences from Theorem 1 and Theorem 18 for
the powers of the Laplace-Beltrami operators on compact Riemannian mani-
foldsM. For 1 6 p 6∞, by Lp(M) denote the space of measurable functions
x :M→ C endowed with the norm
‖x‖p = ‖x‖Lp(M) :=

(∫
M
|x(t)|p dµg(t)
) 1
p
, 1 6 p <∞,
esssup {|x(t)| : t ∈M} , p =∞.
Following [50], we denote by H
k
p(M), k ∈ N, the Sobolev space of functions
x :M→ C with the semi-norm
‖x‖
H
k
q (M)
:=
∥∥∥∆k2x∥∥∥
p
.
Theorem 19. Let d ∈ N, M be a d-dimensional C∞ compact Riemannian
manifold without boundary, 1 6 p <∞, q = p/(p−1) and k ∈ N be such that
k > d
2
(
1
2
− 1
p
)
. Then, for every x ∈ H
4k
q (M), there holds sharp inequality:∥∥∆kx∥∥
2
6
√
‖x‖p ‖∆2kx‖q. (29)
Proof. Indeed, by [50, Theorem 2.20] and compactness ofM, chain of imbed-
dings H
4k
q (M) ⊂ H
2k
2 (M) ⊂ Lp(M) follows. Clearly, operator A = ∆
k :
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Lp(M)→ L2(M) with domain D (A) = H
2k
2 (M) is closed, attains all values
from the closed subspace
{
x ∈ L2(M) :
∫
M
x(t) dµg(t) = 0
}
, and is formally
self-adjoint, i.e. A∗x = Ax for every x ∈ H
2k
2 (M). Hence, by Theorem 18,
for every x ∈ H
4k
q (M), sharp inequality (29) holds true.
Remark 14. Theorem 19 contains the result by V.G. Solyar [34] forM = T.
Moreover, in case k > d
4
, H
2k
2 (M) ⊂ C(M) (see [50, Theorem 2.20]) and
ideas from paper [34] can be used to prove that there exists extremal function
in inequality (29) providing p > 1.
Remark 15. Theorem 19 holds true for fractional values of k > d
4
, where
H
2k
(M) in case 2k 6∈ N, stands for Bessel-potential spaces (see [51]).
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