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Feasibility	Investigation	of	Real‐time	Quantitative	Quasi‐static	
Ultrasound	Elastography	
Abstract	
The individual soft tissues in the human body, such as liver, prostate, thyroid and breast, can 
each be characterized by a set of mechanical properties. Among these properties, the stiffness, 
or Young’s modulus, is of particular interest, as disease processes or abnormal growths 
introduce changes in the tissue stiffness. For example, cirrhosis is associated with an increase in 
stiffness in the affected region(s) of the liver, and the severity has a strong positive correlation 
with the measured liver tissue stiffness. Although the conventional ultrasound image is 
produced by changes in acoustic properties, most notably acoustic impedance (equal to density 
times sound speed), it is in fact possible to measure  tissue strain ultrasonically, by performing 
ultrasound imaging while the tissue region of interest is mechanically perturbed. Although in 
principle incorrect, such strain imaging methods are commonly referred to as ultrasound 
elastography imaging. 
While tissue strain can reveal the presence of stiffness changes, its diagnostic value is limited 
due to the inability to reveal the magnitude of the stiffness change. Still, strain imaging is a 
feature on several commercial scanners. There does in fact exist an elegant, but complex and 
quite expensive, quantitative ultrasound method of imaging the elasticity of soft tissues, called 
Supersonic Shear imaging (SSI). However, a much lower cost method of quantitatively imaging 
tissue elasticity would be useful, especially if the method can be implemented with only minor 
modifications to existing ultrasound scanner design. This dissertation research deals with an 
attempt of designing and testing such a method.   
Ultrasound elastography encompasses a number of diverse techniques, roughly categorized by 
the mechanical perturbation method into two main groups: quasi‐static and dynamic methods. 
Dynamic elastography requires a vibrating source, either separate or integrated with a 
transducer, making the imaging system cumbersome, especially for the portable systems. 
Quasi‐static elastography only requires conventional ultrasound hardware, however current 
techniques remain qualitative with unknown stress distribution. This dissertation focuses on 
the investigation of free hand quantitative quasi‐static elastography, aiming to real time 
assessment.   
Our proposed low cost real‐time ultrasound elastography system is based on determining an 
axial strain and an axial stress over a region of interest, i.e., an axial strain image and an axial 
stress image are required. By taking the axial stress/axial strain ratio for each pixel in the image, 
an actual elasticity image is established. To achieve this goal, our system needs to ultrasonically 
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measure the mechanical strain fast and accurately over a specified image plane; likewise, the 
system needs to be able to calculate the mechanical stress over the same image plane in real 
time. Now, the stress imaging will require us to apply a quasi‐static force function and also to 
be able to quantify this force function.    
There are two major research efforts we have made to implement a low cost real‐time 
ultrasound elastography system. The first important topic of this dissertation involves the 
development of a novel displacement and strain estimator based on analytical phase tracking 
(APT), which has been demonstrated to give better performance in terms of accuracy, 
resolution and computational efficiency (approximately 40 times faster than the standard time 
domain cross correlation method). The second important topic is the stress field reconstruction, 
with efforts in: 1) integrate force sensors into a single linear array transducer probe, with the 
goal of quantifying the applied force function; 2) propose a superposition method based on 
Love’s analytical equation to calculate the stress distribution, where this solution is 
computationally fast enough to allow real time stress field estimation; 3) analyze the accuracy 
of the proposed stress method using finite element analysis as a reference on different 
simulated phantoms. 
The final objective is to combine the strain and stress information together for quantitative 
elastography. Correspondingly, we have implemented experiments to evaluate the method on 
homogeneous and inhomogeneous phantoms of various types. Results show that this method 
is able to distinguish medium with different stiffness. We have conducted experiments to study 
the feasibility and improve the accuracy of this estimation technique based on phantoms with 
known elasticity. In principle, such a technique could be used to image the distribution of 
Young’s modulus under quasi‐static compression, with specific applications to medical imaging. 
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Chapter	1	
Introduction	
Ultrasound elastography has been under development since the 1990s attempting to 
noninvasively characterize the elastic properties, usually the Young’s modulus or shear modulus 
of biological tissues, and thus identify correlated pathological changes [1]‐[4]. It has long been 
known that cancerous lesions are often much harder than the surrounding tissues, and diseases 
such as liver cirrhosis are associated with increased stiffness in the affected region [5].  
Ultrasound elastography is a promising modality for a range of medical applications, where 
differences in tissue stiffness are more pronounced than differences in acoustic properties from 
the conventional ultrasound imaging, such as detecting breast and prostate tumors [6]‐[9], 
monitoring high intensity focused ultrasound lesions [10], visualizing the myocardium [11], and 
differentiating vascular plaques [12]‐[13]. 
1.1	Elastography	Fundamentals	
All elastography techniques combine some form of mechanical excitation of the tissue region of 
interest with  simultaneous measurement  of  the  resulting  tissue  displacement.  They  can  be 
roughly categorized  into three groups as shown  in Fig. 1.1, according to the  type of vibration 
applied to the tissue.  
 
                                   (a)                                                     (b)                                             (c) 
Fig. 1.1. Main types of elastography: (a) dynamic or sonoelastography; (b) quasi‐static elastography; (c) 
organic (adapted from Szabo, 2004 [14]). 
1.1.1	Dynamic	Elastography	
In dynamic sono‐elastographic imaging, a low frequency vibration (e.g., 20‐100 Hz) is applied to 
the tissue region of interest via the skin surface, and the resulting dynamic tissue displacement 
is imaged ultrasonically, using Doppler or cross‐correlation methods. 
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A  variety  of  dynamic  ultrasound  techniques  have  been  exploited.  Several  groups  have  used 
acoustic  radiation  force  impulse  (ARFI)  from a  focused ultrasound beam  to produce  localized 
tissue motion, which  requires  repeated measurements at many  locations  to obtain a  full 2D 
image  [15]‐[18].  ARFI  elastography  has  been  performed with  Siemens  Acuson  S2000  Virtual 
Touch ultrasound system (Siemens AG, Erlangen, Germany), with clinical measurement of tissue 
stiffness  in the  liver [19].   One disadvantage of ARFI  is that transducer heating  limits  its frame 
rate. 
An alternative method is transient elastography, in which the mechanical pulse induced at the 
skin  surface  by  an  external  applicator  generates  a  transient  shear  wave  that  propagates 
longitudinally  [20].  This  technique  is  used mainly  by  the FibroScan system  (Echosens,  Paris, 
France) and has been utilized in liver fibrosis assessment [21]. The added weight and bulk of the 
applicator  in this method makes probe usage more awkward, and  the external excitation has 
limited penetration in some highly attenuating tissues such as breast.  
Another approach is the creation of transient shear wave which propagates perpendicular to the 
beam axis, and whose propagation velocity is analyzed to extract the shear modulus [22]‐[26]. 
The real time shear wave elastography, often referred to as Supersonic Shear Imaging (SSI), has 
been  pioneered  by  M  Fink  et  al  and  implemented  with  an  Aixplorer  ultrasound  system 
(SuperSonic Imagine, Aixen‐Provence, France) [18][27]. The SSI system is expensive and requires 
complex software.  
The  existing  dynamic  ultrasound  elastography  methods  have  several  shortcomings  in  the 
following ways: The imaging system requires vibrating sources, either separate or integrated with 
a transducer, making the imaging system cumbersome, especially for portable systems, although 
at least one such portable system has been produced [28]. It produces deformations of very low 
magnitude, but the technique is – at least in principle – able to produce strain images that may 
be converted to elasticity images, assuming that the vibrational amplitude is known. 
1.1.2	Quasi‐static	Elastography	
An  alternative method  is  quasi‐static  free  hand  elasticity  imaging,  in which  deformation  is 
introduced by applying a time‐varying force by means of the ultrasound probe, predominantly in 
the axial direction [1][29][30]. The force variation is assumed to be sufficiently slow (below 10 Hz) 
such that inertial terms are negligible.  
This technique is implemented and commercially available on the Siemens eSie Touch and the 
Hitachi EUB‐8500 system (Hitachi Medical Systems, Tokyo, Japan). It has been widely validated, 
is simple to use, and does not require any modifications to the standard ultrasound hardware. 
However,  it  is  a  qualitative  technique,  in  that  the magnitudes  of  the  applied  force  and  the 
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resulting stress field are unknowns and therefore the best the method can do is to display a strain 
image, but not an elasticity image.  
1.1.3	Organic	Elastography	
A newer  approach  for producing  the mechanical  stimulation, which has been  referred  to  as 
“organic elastography”, relies on the natural movements of the body (such as natural respiration, 
beating heart  and pulsating  carotid  arteries)  to  supply  the deformation of  tissue needed  for 
elastographic data.  For example,  the  rhythmic beat of heart has been used  to  induce  tissue 
compression  in evaluating the stage of  liver fibrosis and cirrhosis. However, different patients 
exhibit different heart  rates, which  are difficult  to  control quantitatively  [31]. Carotid  artery 
pulsation also has been applied  to  the differential diagnosis of  thyroid nodules as benign or 
malignant [32]. 
1.2	Important	Quantities	and	Mechanical	Model	
The basic variables used  in elastography are stress  (force per unit area) and strain  (fractional 
change per unit length) tensors and both have normal and shear components in vector notation. 
Normal stress equals  the  force normal to  the defined plane divided by the area of  the plane, 
while shear stress is the ratio of the force tangent to the plane and the area of the plane. Similar 
principles apply  for  strain groups  into normal and  shear.  Important parameters  representing 
material mechanical property include the three moduli and Poisson’s ratio which can be reduced 
to  only  one  parameter,  based  on  assumptions  with  respect  to  isotropy,  homogeneity, 
incompressibility, etc.  
Young’s  modulus  (E)  describes  longitudinal  deformation  based  on  the  strain  response  to 
longitudinal (or axial) stress. The shear modulus (G) relates transverse strain to transverse stress 
and is related to shear wave propagation in isotropic homogeneous media. The bulk modulus (݇) 
of elasticity describes the change  in volume of a material to external stress. Another physical 
property of isotropic inhomogeneous solids is the Poisson’s ratio (ߥ) which is a ratio of transverse 
contraction per unit breadth to longitudinal extension per unit length [33]. 
1.2.1	Tissue	Properties	Simplification	
Strictly speaking, soft tissues are incompressible but are easily deformed and exhibits viscoelastic 
properties such as hysteresis, stress relaxation, and creep [34]. Some types of soft tissue, e.g. 
muscles,  are  anisotropic,  and  with  larger  strain,  the  strain‐stress  relationship  is  non‐linear. 
However,  accounting  all  these  factors would  be  impractically  complicated  in  the  context  of 
elastography,  and  therefore  it  becomes  evident  that  the  problem  of  how  to  describe  the 
mechanical properties of tissue needs a significant degree of simplification.  
Elasticity 
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In  the  elasticity  images  scenario  considered  here  the  tissue will  be  undergoing  quasi‐static 
deformations and imaged such that any relaxation phenomena can be assumed not to be present. 
Thus only the elastic component of the tissue is being measured.  
Isotropy 
Isotropy of the tissue means that the material properties are uniform in composition without any 
directional  dependence  in  elasticity.  The  assumption  is  based  on  the  notion  that  the  tissue 
structure within a resolution cell of the size used for elastography can be considered a continuum 
of  randomly oriented  tissue microstructures.  This  assumption  is  typically  violated  for  tissues 
known  to  be  associated  with  mechanical  functions  of  the  body  (e.g.  muscle,  bone,  skin), 
particularly where tissue microstructure  is strongly oriented. However,  isotropy  is expected to 
be a more appropriate assumption for the microscopically un‐oriented glandular tissues of the 
breast, liver or prostate.  
Homogeneity 
The validity of this assumption depends on the window size used to estimate the displacements 
in a window based method. If the variation in tissue mechanical properties across small windows 
is negligible, the assumption of  local homogeneity will be valid. Small windows will, however, 
reduce the accuracy of the displacement estimates since there is an increased probability of false 
matches.  For  windows  located  on  discontinuities  in  the  tissue  mechanical  properties,  the 
assumption will be poor for any reasonable window size.  
Incompressibility 
The assumption of tissue incompressibility is justified, in part, on in vitro measurements which 
show the bulk modulus of soft tissue to be orders of magnitude higher than the shear modulus 
(K>>G, as in the case of soft tissues where ௄ீ ൎ 10ଷ). The basis for asserting the incompressibility 
is the large fluid content within these tissues (i.e. water). The higher water content of biological 
tissues means  that  they change shape easily when compressed but  the volume  is conserved. 
Figure 1.2 shows the relative distribution of shear and bulk soft tissue moduli as reported from 
the literature and collected by Sarvazyan et al [35]. 
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Fig. 1.2. Variation of the shear and bulk moduli for various materials and body tissues. Ranges associated 
with each modulus for a given tissue type are indicated by the shaded regions (obtained from Sarvazyan 
et al., 1998 [35]). 
Compared to the bulk moduli of most soft tissues, which differ by less than 15% from that of 
water, the shear modulus varies over a much larger range, as illustrated in Fig. 1.2. Thus, the 
Young’s modulus, E, and the shear modulus, G, which exhibits the greatest variation across all 
soft tissue types, are the most suitable elasticity parameters to measure and are probably the 
most closely associated with what is felt in palpation. 
1.2.2	Governing	Equations	
Linear elastic materials obey the generalized Hooke’s law which states that stress is proportional 
to strain. The general form of the law is expressed by the statement: each of the components of 
the state of stress (σ) at a point is a linear function of the components of the state of strain (ߝ) at 
that point. Mathematically, this is expressed as  
  ߪ௜௝ ൌ ܥ௜௝௠௡ߝ௠௡               (1.1) 
where the ܥ௜௝௠௡ are elastic constants comprising the elements of a stiffness matrix ܥ; the symbol 
ߪ௜௝  is denoted as the stress component in a plane perpendicular to the axis indicated by the index 
݅ and along the axis  indicated by the  index ݆; a similar notation has been used to describe the 
strain, where ݉ and ݊ show that a stress component in any direction can be related to the strain 
component in any other direction through an appropriate elastic constant, which is the reason 
for the four subscripts (3ସ ൌ 81) for ܥ௜௝௠௡. 
Since  the  stress  and  strain  tensors  are  symmetric,  each  contains  at  most  6  independent 
components  (6 ൈ 6 ൌ 36).   By assuming  that  the material  is homogeneous and  isotropic,  the 
number of independent constants required to completely characterize the elastic properties of 
the material reduces to 2. These constants are the Lame’s constants, usually denoted as ߣ and ߤ 
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(shear modulus, also noted as G). The stress‐strain relationship for an isotropic, homogeneous 
material can now be written in the index notation as 
  ߪ௜௝ ൌ 2ߤߝ௜௝ ൅ ߣߜ௜௝ߝ௠௠                                                             (1.2) 
where ߜ௜௝  is  the  Kronecher’s  delta  function,  which  it  unity  when  ݅ ൌ ݆  and  zero  otherwise. 
Rearranging and rewriting only the normal (non‐shear) terms of equation (1.2) in the extended 
form in terms of local stress, local strain and the engineering parameters Poisson’s ratio (ߥ) and 
Young’s modulus (ܧ), we have 
                                                       ߝଵଵ ൌ 	 ଵா ሾߪଵଵ െ ߥߪଶଶ െ ߥߪଷଷሿ     
                                   ߝଶଶ ൌ 	 ଵா ሾߪଶଶ െ ߥߪଵଵ െ ߥߪଷଷሿ                                                         (1.3) 
                                                        ߝଷଷ ൌ 	 ଵா ሾߪଷଷ െ ߥߪଵଵ െ ߥߪଶଶሿ 
where the duplicated subscripts indicate the normal components in the corresponding directions, 
and where ߥ ൌ 	 ఒଶሺఒାఓሻ and ܧ ൌ 	
ఓሺଷఒାଶఓሻ
ఒାఓ . It is important to be noted that the bulk modulus can 
be expressed in terms of the Lame’s parameters by the equation ݇ ൌ 	 ଶଷ 	ߤ ൅ ߣ. An incompressible 
material is the one with an infinite resistance to volume change, i.e. ݇ → ∞, thus ߣ → ∞ but ߤ 
remains finite, therefore ܧ ≅ 3ߤ and either Young’s modulus ܧ or shear modulus ߤ can be used 
to represent the material elasticity. 
Therefore, in an inverse problem where the material stiffness is unknown, Young’s modulus may 
be solved by  
ܧ ൌ 	 ఙయయఌయయ ሾ1 െ
ఔሺఙభభାఙమమሻ
ఙయయ ሿ                                                                   (1.4) 
Since most tissues can be treated as incompressible, a value close to 0.5 can be assumed for the 
Poisson’s  ratio,  i.e. ߥ ൌ 0.5,  thus  reducing  the  number  of  variables  to  4.  Furthermore,  if  no 
obvious tilting occurs during the transducer operation, the non‐axial stress components ߪଵଵ, ߪଶଶ 
may be negligible compared to the predominate ߪଷଷ, which leads equation (1.4) to 
ܧ ൌ 	 ఙయయఌయయ                                                                                             (1.5) 
Most of  the current  researches are based on  the assumption  that  the stress  field  is uniform, 
which enables the distribution of strain mapping into an elastogram.  
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1.3	Dissertation	Motivation	and	Contributions	
Current elasticity imaging systems mostly rely on cross correlation based time delay estimators, 
which are computationally demanding, requiring either higher fast time sampling rate or 
interpolation on the correlation function, etc., to search for the peak time shift. Correlation 
based estimators also suffer from limited resolution as a result of a compromise between the 
estimate accuracy and resolution, based on the selection of window length and degree of 
window overlap. Usually long‐duration windows are preferred for improved sensitivity and 
signal noise ratio at the expense of reduced image resolution. Besides, correlation based 
methods are known as to be sensitive to electronic noise at low compression as well as having a 
high error rate at large compression due to de‐correlation. The first novel contribution in this 
dissertation was to develop a more accurate and faster displacement and strain estimator, by 
extracting analytical phase and tracking the zero phase value from the acquired RF signals. The 
approach is termed Analytical Phase Tracking (APT) based Strain Estimator. 
Regarding the available elastographic techniques, mentioned in the preceding section 1.1, we 
can conclude that:  
• Quasi‐static ultrasound elastography is a good technique for producing images of relative 
stiffness in a region of interest and requires only conventional ultrasound hardware, but 
without stress information this technique cannot provide quantitative stiffness.   
• Dynamic ultrasound elastography techniques such as Supersonic Shear Imaging (SSI) can 
produce absolute stiffness images but require complex hardware and software and are 
consequently quite expensive. An imaging technique using only standard ultrasound hardware 
that allows full quantitative imaging would provide a less expensive and thus a valuable 
alternative. 
It is also significantly important to note that for all the elastography techniques the stiffness 
may be dependent on the magnitude and direction of the force applied, especially if the linear 
stress – strain region (up to 1‐2% strain) is exceeded. The second contribution in this 
dissertation is therefore to investigate the stress distribution using a fast stress field method 
that assumes tissue medium homogeneity and free boundaries. The calculation is based on the 
applied spatial force function on the skin surface, obtained from the outputs of integrated force 
sensors. 
In a summary, our major task was to develop a more efficient semi‐quantitative tissue quasi‐
static elastography system on an Ultrasonix Sonix RP machine, by determining the applied 
external force and the resulting estimated stress distribution, in addition to the estimated strain 
distribution. Specifically, Young’s modulus along the axial direction in the image plane will be 
calculated from the estimated stress and strain.   
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A system overview is illustrated in Fig. 1.3. RF signals are acquired while external force is 
exerted vertically to the phantom through transducer and measured by force sensors. The 
elastography is expected to be shown on the screen with either overlaying on or side by regular 
B‐mode image, with external forcing function as guidance for better operation.  
 
 
 
 
 
 
 
 
 
Fig. 1.3. Experiment on physical soft tissue agar‐based phantom through Sonix RP with elasticity image 
and forcing function shown on the screen. Blue in the image represents softer rubber inclusion. 
We evaluate the method on homogeneous and inhomogeneous phantoms of various types, 
and have developed a set of broad guidelines for the imaging situations where we deem our 
method be sufficiently accurate for diagnostic purposes. 
1.4	Dissertation	Outline	
Chapter 2 of this dissertation gives a brief introduction to elasticity imaging followed by an 
overview of the implementation methods used in elasticity imaging. Chapter 3 provides the 
theoretical background for the specific implementation of the Analytical Phase Tracking based 
Strain Estimator, including stochastic analysis of displacement estimation error using a multi‐
scatterer model. Chapter 4 presents performance evaluation of the APT using finite element 
analysis (FEA) with ultrasound simulation program and physical experiments, compared with 
the standard time domain cross correlation method. It also presents a brief computation 
efficiency analysis. 
Stress field reconstruction is the second main topic in this dissertation. Chapter 5 introduces 
the force sensor integration into a single linear array probe, aiming to quantitatively measure 
the external compression. Subsequently, chapter 6 proposes a superposition method to 
calculate the stress distribution across the axial image plane based on the external force 
distribution, and analyzes the accuracy using the Finite Element Program Comsol as the 
reference for different simulated phantoms. This solution is computationally fast enough to 
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allow real‐time stress field estimation, but is based on the often invalid assumption of semi‐
infinite homogeneous medium.  
The final objective is to combine the strain and stress information together for quantitative 
elastography. Correspondingly, chapter 7 includes the development of experimental setup, 
including the data acquisition systems for both the external force data and ultrasound RF 
signals. Although axial compression generally results in tissue deformation in all three 
dimensions, only axial strain and stress estimation are emphasized in our current research.  
Chapter 7 focuses on elasticity calculation from stress and strain estimation, using 
manufactured phantoms. Measured elasticity is assessed by comparison with specified 
elasticity of the phantoms. Chapter 8 presents conclusions.  
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Chapter	2		
Review	of	Elastography	
This chapter presents representative algorithms from our investigation of current elastography 
techniques. It first describes the basic theory of time domain strain estimation, followed by 
methods ranging from logarithmic RF signal compression to zero crossing tracking. It then 
introduces the fast non‐exhaustive search and phase domain strain estimators, which 
accelerate the computation speed. In addition, it includes more advanced algorithms recently 
developed to improve both accuracy and efficiency for motion estimation, such as multi‐level 
correlation and phase‐zero search combination. It also describes dynamic programming and 
sum‐squared difference methods which formulate the displacement tracking as an optimization 
problem. Finally this chapter analyzes the estimation error due to sampling rate, de‐correlation. 
It also briefly discusses different approaches to the estimation of stress distribution, which is an 
important topic in this dissertation and will be explained in chapter 6 Stress Field Calculation 
Simulation and Analysis.    
2.1	Time	Domain	Cross	Correlation	based	Strain	Estimator	
Among several approaches for displacement estimation, searching for the peak value in the 
time domain correlation function was the first approach to be proposed and it is still commonly 
used. It has been demonstrated that unbiased reconstructive interpolation can provide 
subsample accuracy, however with a heavy computation loading [36]. A minimally intensive 
strain estimator was explored to improve the computation efficiency based on speckle de‐
correlation rate, but increased speed came at the expense of reduced accuracy [37]. Moreover, 
standard correlation and its variants, such as the sum of absolute differences and the sum of 
squared differences, have been integrated with multi‐level or multi‐scale schemes to improve 
the estimation stability [38][39]. Although correlation based estimators are simple and 
effective, they often suffer from echo signal de‐correlation induced by out‐of‐plane motion, 
non‐rigid motion and non‐uniform motion of sub‐resolution scatters, resulting in large errors in 
displacement estimates. Signal processing methods, such as temporal stretching [40], have 
been successfully applied to reduce de‐correlation errors. However, this technique increases 
processing time significantly, making real‐time implementation on current ultrasound scanners 
difficult.  
2.1.1	Standard	Time	Domain	Cross	Correlation	Strain	Estimator	
In quasi‐static elastography technique, take 1D RF  line as an example, two RF echo signals are 
recorded, one is before and the other is after compression. Signals are windowed (no window 
overlap here for better visualization), as illustrated in Fig. 2.1 (a).  
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Fig. 2.1. (a) The time delay between congruent windows in pre‐ and post‐compression RF signals; (b) 
Flow chart for typical displacement estimation via cross correlation. 
Figure 2.1 (b) presents the typical procedure of pursuing tissue displacement. The displacement 
is  determined  from  the  time  shifts  between  corresponding window  segments  estimated  by 
locating the maximum in the normalized cross correlation (NCC) function. The local longitudinal 
strain value ݏ௜ at a depth ݀௜ ൌ ݅ ൈ ሺ∆ܶ ൈ ܿ/2ሻ is calculated as gradient operation: 
௜ܵ ൌ ∆௧ሺ௜ିଵሻି∆௧ሺ௜ሻ∆்              (2.1) 
∆ܶ ൌ ଶൈ∆௭௖             (2.2) 
where ݅ goes from one to the total number of segments; ܿ is the speed of sound  in the elastic 
medium; ∆ݐሺ݅ሻ represents  the  time  shift between  the ݅th  congruent  segments  in  a  line pair, 
based on cross correlation; ∆ܶ is  the uniform  spacing,  i.e.,  the axial  step  size  in unit of  time, 
between consecutive overlapping observation window pairs (it is in general 10% െ 20% of the 
window size);	∆ݖ is the longitudinal depth increment. Alternatively the strain can be acquired by 
a least squares strain estimator [41]. 
2.1.2	Improvement	on	standard	Time	Domain	Cross	Correlation	
The following topics are mainly focusing on elastography techniques using modified time domain 
cross correlation methods. 
1. Logarithmic Amplitude 
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This method consists of reducing the signal amplitude swings within the observation windows by 
logarithmically compressing the RF data prior to cross correlation analysis: 
  ݕ௟௢௚ሺ݊ሻ ൌ ܵ݅݃݊ሾݕሺ݊ሻሿ ൈ ܮ݋ ଵ݃଴ሾ1 ൅ ܥܵ ൈ ܾܽݏሾݕሺ݊ሻሿሿ      (2.3) 
where ݕሺ݊ሻ is sample ݊ of the digitized RF signal and compression strength (ܥܵ) is the amplitude 
compression factor.  
Logarithmic amplitude compression achieves the desired reduction of the variability of the RF 
envelope, which reduces the uncertainty in the time shift estimation, evidenced by a relatively 
higher elastogram signal to noise ratio ܴܵܰ௘ [42]. 
2. Combination of RF and Envelope Signals 
Using the RF signal instead of the envelope signal offers much more accurate strain estimation, 
because the peak of the normalized cross correlation function is sharper, so it is more robust in 
the presence of electronic and de‐correlation noise [43]. 
For  small  strain,  the  performance  obtained  using  RF  signals  is  superior  to  that  obtained  for 
envelope signals, since jitter errors are smaller due to the utilization of phase information in RF 
signals. However, for large tissue strains, envelope analysis provides an accurate estimate of the 
tissue strain, since envelope signal de‐correlation is smaller than RF signal de‐correlation at larger 
strain. An algorithm that combines the low‐noise characteristics of the cross correlation analysis 
using RF signals at small strains and envelope signals for estimation of large tissue strains was 
proposed to improve the dynamic range in the elastogram [44]. 
Specifically, for large motion under hand‐held elastography set‐up, elastograms obtained using 
envelope signals may be used for rapid localization of regions of interest. These regions then can 
be imaged carefully using controlled compression under specified boundary conditions (plane‐
strain  state)  and  analyzed  using  a  combination  of  RF  and  envelope  signals  to  obtain  good 
elastograms [45]. 
3. Temporal Multi‐compression Averaging	
Multi‐compression  averaging  provides  a  method  of  obtaining  elastograms  where  the 
compressive force is applied in stages, with a small compressive force used  in each stage. The 
individual elastograms are then averaged to reduce random noise. Since tissue compression is 
applied  in  small  increments, multi‐compression  techniques  reduce  signal de‐correlation  in all 
three dimensions,  facilitating  the  temporal  stretching operation  to  further minimize  the axial 
signal de‐correlation.  
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Multi‐compression  averaging with  temporal  stretching  is  shown  to  increase  the ܴܵܰ௘  in  the 
elastogram by an order of magnitude, without sacrificing sensitivity, resolution, or dynamic range. 
However,  in practice, this would require a relatively long data acquisition time and, therefore, 
external random physiological motion may add to the small applied motion that, in turn, results 
in an  increase of the de‐correlation noise. Moreover, some soft tissues are nonlinear because 
their elastic properties depend on the applied strain, so that applying a large strain may result in 
changes in the elastic moduli of the tissue components under study and thereby their relative 
contrast [46].     
4. Variable Compression 
Konofagou et al. described a technique that achieves a significant expansion of the dynamic range, 
using a selective method of estimating strains  from variable applied strain elastograms, while 
maintaining the same technical parameter [47]. 
 
Fig. 2.2. Example of using N variable applied strains (indicated by grey scale) to obtain N elastograms, 
obtained from Konofagou et al [47]. 
Figure 2.2 shows graphically successive variable compressions are applied to the tissue, where ܰ 
elastograms are generated  corresponding  to ܰ  variable applied  strains. The method  involves 
storing  only  the  high  strain  data with  high ܴܵܰ௘  from  the  elastograms  generated  from  low 
applied strain and the low strain data with high ܴܵܰ௘ from the elastograms generated from high 
applied strain. These high ܴܵܰ௘ strain data for each elastogram are found in the optimal region 
of the strain filter. As a result, the composite elastogram should ultimately contain each tissue 
strain value with its highest possible ܴܵܰ௘ out of the multi‐compression series.  
The expansion of the dynamic range in elastography implies an increase of the width of the strain 
filter. This can be achieved  in three ways: by modifying the technical parameters defining the 
strain filter, by using multi‐compression averaging, or by increasing the applied strain dynamic 
range. However, the dependencies between the technical and  the  image parameters  indicate 
that their trade‐offs would hinder a large expansion of the elastographic dynamic range using the 
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first method. The averaging methods also proved to be very limited in expanding the elastogram 
dynamic range ܦܴ௘. The third approach  is the most efficient one which also can  improve the 
sensitivity. 
5. Multi‐resolution and Two‐step Cross Correlation 
Varghese  et  al.  indicated  that  long‐duration windows  are preferred  for  improved  sensitivity, 
dynamic range and ܴܵܰ௘, however, at the expense of resolution. Multi‐resolution elastography, 
where the strain estimate with the highest ܴܵܰ௘ is obtained by processing the pre‐ and post‐ 
compression  RF  signals  at  different  window  lengths,  and  used  to  generate  a  composite 
elastogram. All the objective elastogram parameters (namely, ܴܵܰ௘, dynamic range, sensitivity 
and the average elastographic resolution, defined as the cross correlation window  length) are 
improved  with multi‐resolution  elastography  when  compared  to  the  traditional method  of 
utilizing a single window length to generate the elastogram [48].  
Two‐step cross correlation proposed by Chen et al. enables the use of window  lengths on the 
order of a single wavelength to provide high resolution displacement and strain estimates with 
similar noise properties to those obtained with a 10 wavelength window. Specifically, the first 
processing step utilizes a window length on the order of 10 wavelengths with no overlap of the 
data segments  to obtain coarse but high signal‐to‐noise displacement estimates between  the 
pre‐  and  post‐compression  RF  data  frames.  These  coarse  displacement  estimates  are  then 
interpolated  (second‐order  polynomial  fit  to  obtain  finer  local  displacement  estimates)  and 
utilized as the  initial guess‐estimate for the second cross correlation processing step using the 
smaller  window.  The  second  step  uses  a  single  wavelength  window  to  improve  the  axial 
resolution  in strain estimation, without significantly compromising the noise properties of the 
image [49]. 
6. Adaptive Strain Estimation 
A uniform stretch of the entire post‐compression signal is not optimal in the presence of strain 
contrast (defined as the ratio of the average strain inside the object, such as inclusion, to that of 
the background) in the tissue and could result in loss of contrast in the elastogram, prompting 
the use of  local adaptive stretching techniques. Several adaptive strain estimation techniques 
using wavelets, local stretching and iterative strain estimation have been proposed. Srinivasan et 
al. proposed a  two‐stage adaptive  strain estimation  technique and performed a quantitative 
comparison with  the  conventional  strain  estimation  techniques  in  elastography  [50].  In  this 
technique,  initial  displacement  and  strain  estimates  using  global  stretching  are  computed, 
filtered and then used to locally shift and stretch the post‐compression signal. This is followed by 
a  correlation of  the  shifted and  stretched post‐compression  signal with  the pre‐compression 
signal to estimate the local displacements and hence the local strains.  
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7. Zero‐crossing Tracking Strain Estimator 
This technique is based on tracking the zero‐crossings between the pre‐ and post‐compression 
A‐lines,  and  does  not  require  global  or  adaptive  A‐line  stretching.  For  multi‐compression 
elastography, zero‐crossing tracking can be implemented as a tracking scheme, where a temporal 
track of the zero‐crossings between successive RF A‐lines is obtained, or as an averaging scheme, 
where an accumulation of the inter‐frame strains is performed. The advantages of the scheme 
include fast processing and  its potential to be  implemented  in hardware, while the  limitations 
are the need for small compression steps due to lack of robustness for large compression steps 
(> 3% applied compression) are used [51].  
2.2	Faster	Non‐exhaustive	Search	
As an improvement to the exhaustive search, a tracking strategy was proposed that utilizes the 
displacement in each row of the grid as an initial estimate for the displacement in the next row 
[52]. Schemes in diagonal [53] and column‐to‐column [54] directions allow a smaller search 
range and hence a reduction in the computational expense. The main difficulty with all such 
schemes, however, is the implicit assumption that the displacement field is continuous. In 
practice, different layers of biological tissue have a tendency to slip over each other under large 
mechanical load. Consequently, real displacement maps may exhibit several disjoint regions, 
with displacement continuity only within each region. In addition, RF echo de‐correlation is 
commonplace when scanning in vivo, producing regions of indeterminate displacement where 
continuity cannot be assumed. These factors present important challenges for displacement 
tracking algorithms. 
1. Row‐based 2D Sum‐squared Difference Block Matching 
The 2D block matching algorithm computes a sum‐squared difference (SSD) between pre‐ and 
post‐compression RF frames for a rectangular kernel over a search region as follows: 
  ܵܵܦሺݑ, ݒሻ ൌ ∑ ∑ ሾݎଵሺܫ ൅ ݅, ܬ ൅ ݆ሻ െ ݎଶሺܫ ൅ ݅ ൅ ߤ, ܬ ൅ ݆ ൅ ߭ሻሿଶሺ௄మିଵሻ/ଶ௝ୀିሺ௄మିଵሻ/ଶሺ௄భିଵሻ/ଶ௜ୀିሺ௄భିଵሻ/ଶ    (2.4) 
where ݎଵ and ݎଶ are pre‐ and post‐compression RF echo fields, respectively; ܫ and ܬ are axial and 
lateral RF sample  indices for the  location where the displacement  is estimated; ߤ and ߭ define 
search locations in a search region; and ܭଵ and ܭଶ are kernel height and width, respectively. 
A small kernel was chosen (about one half the area of the 2D pulse‐echo point spread function) 
because the assumption of rigid body motion is increasingly accurate as the size of the kernel is 
decreased, and because spatial resolution is expected to improve with smaller kernels.  
Displacement is estimated row‐by‐row (a row is defined by a line of data perpendicular to the 
ultrasound beam direction), and the prior row of estimates is used to predict displacements in 
the  current  row,  allowing  the  search  region  to be  reduced  to within one RF  sample  in each 
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direction of the predicted displacements. A segment displacement error detection and correction 
method is developed to overcome the local tracking errors that may be more severe with free‐
hand scanning and thereby improve the robustness of the algorithm [52]. 
2.	Time Domain Cross Correlation with Prior Displacement Estimates in Diagonal Direction 
Time‐domain  cross  correlation  with  prior  displacement  estimates  (TDPE)  is  similar  to  the 
standard  time‐domain  cross  correlation  strain  estimation  (TDE)  in  some  steps  of  algorithm 
realization  (windowed normalized  cross  correlation  and  interpolation)  and  the  image quality 
(SNRe and  resolution). However,  it  is much  faster  (roughly 10  times) due  to using previously 
calculated displacements of neighboring windows  to predict and  reduce  the correlation peak 
search areas to small regions [53]. 
TDPE algorithm exploits the fact that neighboring windows in an RF frame correspond to tissue 
regions that are close to each other and have similar displacements because of their physical 
proximity. Typically, only 3 lags inside the predicted brackets need to be checked to detect the 
displacement quickly and with high accuracy, as the correlation coefficient has a single peak in 
the small region employed.  
The corresponding correlation coefficient at the peak position is calculated. If the result exceeds 
the  correlation  accuracy  threshold,  the displacement estimate  is  recorded. When  the  search 
within the predicted bracket leads to a poor correlation coefficient (e.g. <0.9), a recovery scheme 
is  triggered defaulting  the algorithm  to a  full TDE maximum  correlation  search over a  larger 
number of lags to find the actual motion. 
3. Column‐based Parallelizable Block Matching 
One fundamental change of this proposed algorithm is a column‐based algorithm (a column is 
defined by a line of data parallel to the ultrasound beam direction, i.e. an A‐line), as opposed to 
a row‐based algorithm. Then, displacement estimates from its adjacent columns provide good 
guidance for motion tracking in a significantly reduced search region to reduce computational 
cost. It has been found that the new algorithm can improve the accuracy of motion tracking. 
Furthermore, the algorithm is well suited to parallel processing by splitting the motion tracking 
into multiple tasks [54]. 
4.	Generic Quality‐guided Displacement Tracking 
The propagation for the generic quality‐guided displacement tracking scheme is not constrained 
to any particular set of directions  (up‐down,  left‐right, diagonal), but  is  instead guided by the 
quality of the data. The quality indicator determines each point’s reliability before it is used to 
initialize a neighboring point. 
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The algorithm can be seeded at a single location or, for greater robustness, at multiple points. 
The  first  option  demonstrates  the  fundamental  structure  of  the  tracking  strategy, while  the 
second option  is a  significant extension  that added  robustness when  there are de‐correlated 
regions and displacement discontinuities [55][56]. 
Take single‐seed as an example, the first stage is seeded initialization based on a simple grid test. 
On an RF frame, a grid of N regularly spaced points  is tested as seed candidates. At each test 
point, a window  is defined with  the point at  its centre. The magnitude of  the complex cross 
correlation is used to measure the similarity between the corresponding windows in RF frames 
recorded before and after deformation: 
  |ܥሺ݀௫, ݀௬ሻ| ൌ | ∑ ௔ሺ௫,௬ሻ௕
∗ሺ௫ାௗೣ,௬ାௗ೤ሻೣ,೤∈ೈ
ට∑ |௔ሺ௫,௬ሻ|మೣ,೤∈ೈ ∑ |௕ሺ௫ାௗೣ,௬ାௗ೤ሻ|మೣ,೤∈ೈ
|      (2.5) 
where ܥሺ݀௫, ݀௬ሻ is the correlation coefficient at axial displacement ݀௬ and lateral displacement 
݀௫, ܽ and ܾ are analytical RF signals obtained before and after deformation respectively, ܾ∗ is the 
complex  conjugate of ܾ, and ܹ  is  the window  size. A brute  force  search  that  varies ሺ݀௫, ݀௬ሻ 
within  the maximum  expected  displacement  indentifies  the  best match.  The  search  has  a 
precision of one sample axially and one line laterally. After all grid points have been processed, 
the one with the highest correlation is chosen as the seed for the single‐seed tracking algorithm. 
This strategy ensures that high quality regions are processed first, while low quality regions are 
avoided  at  an  early  stage.  Accurate  displacement  estimates  in  high  quality  regions  are 
propagated  to other points, while  the  inevitably poor estimated  in  lower quality  regions are 
prevented from spreading. This quality‐guided algorithm is able to track through geometrically 
irregular and disjoint regions, and copes well with regions of poorly correlated RF data.   Since 
each estimate is initially obtained from its neighbors’ displacements and then refined through a 
localized search, the accuracy is increased and the computational expense is reduced compared 
with exhaustive search. 
2.3	Phase	Domain	Strain	Estimators	
Phase domain algorithms have been shown to be capable of rapid determination of 
displacements. The phase of the complex correlation between baseband signal windows is 
related to the relative displacement of the two windows [57]. Because of aliasing, such 
methods fail when a single‐step displacement exceeds a quarter of the ultrasonic wavelength. 
To avoid aliasing, phase unwrapping methods have been introduced to extend the aliasing limit 
from to λ/4 to λ/2. Subsequently, an improved method, phase root seeking (PRS), was proposed 
to calculate the displacement by tracking the zero phase location from point to point [58]. It 
iteratively finds the displacement between pre‐ and post‐compression ultrasound signals until 
the phase of their correlation function is zero. Another phase unwrapping method is the 
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combined autocorrelation method (CAM) in which time shift compensation can be performed 
in parallel with a phase seeking technique [59]. Therefore, this approach has the advantages of 
producing strain images of relatively high quality with real‐time processing and being applicable 
to large displacements. However, all phase unwrapping methods are known to suffer from line 
errors called dropout [60]. Because estimation of the current pixel depends on the accuracy of 
the previous pixel’s estimation, an entire line can be corrupted due to an error at one point in 
the line. As an improvement, angular correlation method (ACM) was developed, which does not 
have the dropout problem since the gross motion vector and differential displacement are 
estimated for each pixel independently of other pixels [61]. 
1.	Phase Root Seeking  
The correlation function’s phase root corresponds to  its maximum amplitude. Therefore, time 
shifts acquired by time domain correlation can be estimated by the phase root seeking method 
using a discrete number of overlapped windows at each RF line.  
 
Fig. 2.3. Modified Newton search for the estimation of the time delay, obtained from Pesavento et al 
[26]. The root of the phase is iteratively searched. In each step of the iteration, the phase is calculated 
and approximated by a linear function with a slope equal to the transducer’s centroid frequency. The 
intercept of this linear function with the abscissae is the new estimate for the time delay. 
In the vicinity of this root, phase is nearly a linear function (as shown in Fig. 2.3) with the slope of 
transducer center frequency ω଴. Newton iteration used to find the root, the time shift τ୩,୬ of the 
kth window of two A‐lines centered around t୩ ൌ k∆T is estimated by the following formula: 
  τ୩,଴ ൌ τ୩ିଵ,୒             (2.6) 
  τ୩,୬ ൌ τ୩,୬ିଵ ൅ ଵனబ arg	ሾe
ି୨னబதౡ,౤షభ ׬ aୠ∗ ሺtሻbୠሺt െ τ୩,୬ିଵሻ୲ౡା
౐౭
మ
୲ౡି౐౭మ
ሿdt       (2.7) 
where  aୠሺtሻ  and  bୠሺtሻ  denote  the  corresponding  pre‐compression  and  post‐compression 
baseband echo data, n is the iteration index, the number of iteration N is typically between 2 to 
6, and T୵ denotes the window length.  
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The baseband signals are calculated from analytical signals  
		aୠሺtሻ ൌ aାሺtሻeି୨னబ୲ ൌ ൣaሺtሻ ൅ jHilbert൫aሺtሻ൯൧eି୨னబ୲       (2.8) 
This  iterative  phase  zero  search  algorithm  is  a  faster  equivalent  to  concepts  in  which  the 
maximum of the correlation function is searched and reconstructive interpolation is used [58][62]. 
2.	Combined Autocorrelation Method  
This  method  combines  the  result  of  phase  shift  estimation  with  unwrapping  by  envelope 
correlation. The complex cross correlation function is used to detect the phase shift at several 
locations [59][63]. 
Assuming  that  signal  distortion  (de‐correlation  of  the  speckle  structure)  due  to  tissue 
deformation is locally negligible, the RF signals measured at pre‐ and post‐ deformation can be 
modeled as  
aሺtሻ ൌ uሺtሻeି୨ሺனబ୲ି஘ሻ                     (2.9) 
bሺtሻ ൌ uሺt െ τሻeି୨ሾனబሺ୲ିதሻି஘ሿ         (2.10)  
where ω଴ is the carrier angular frequency, τ is time shift. 
Complex cross correlation between aሺtሻ and bሺt ൅ ୬୘ଶ ሻ is 
Rୟ,ୠሺt, nሻ ൌ ׬ aାሺt ൅ vሻ
౪బ
మ
ି౪బమ
bା∗ ቀt ൅ ୬୘ଶ ൅ vቁ dv ൌ R୳ሺt, τ െ
୬୘
ଶ ሻeି୨னబሺதି
౤౐
మ ሻ    (2.11) 
where n ൌ ⋯ ,െ2,െ1,0,1, …, T is the period of the ultrasonic wave, and R୳ሺt, τሻ is the 
autocorrelation of the envelope. To unwrap the phase shift the corresponding envelope 
correlation coefficients are also calculated  
  C୳ሺt, nሻ ൌ |ୖ౗,ౘሺ୲,୬ሻ||ୟሺ୲ሻ||ୠሺ୲ା౤౐మ ሻ|        (2.12) 
According to equation 2.11 and 2.12, for each time t, two sets of C୳ and ϕ may be obtained as 
  ሼC୳ሺtሻሽ ൌ ሼC୳ି୑,… , C୳ିଵ, C୳଴, C୳ଵ, … , C୳୒ሽ        (2.13) 
  ሼϕሺtሻሽ ൌ ሼϕି୑,… , ϕିଵ, ϕ଴, ϕଵ,… , ϕ୒ሽ       (2.14) 
where C୳୬ ൌ C୳ሺt, nሻ and ϕ୬ is the phase of Rୟ,ୠሺt, nሻ. If M and N are selected to be adequately 
large, one component of ሼϕሺtሻሽ, ϕ୩ is not wrapped because it is obtained from two sequences, 
aሺtሻ and bሺt ൅ ୬୘ଶ ሻ, between which  the displacement at t is  less  than 
஛
ସ. At  the  same  time, C୳୬ 
becomes maximum  at n ൌ k .  Therefore,  the  first  step  is  to  determine  the  value  of n  which 
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maximizes  C୳୬ ,  after  which  the  unwrapped  phase  shift  may  be  obtained  as  ϕሺnሻ ൌ
arctan	ሺRୟ,ୠሺt, nሻሻ, and displacement δ can be calculated as 
  δሺtሻ ൌ மሺ୬ሻଶ஠ λ          (2.15)   
3.	Angular Correlation Method 
This method estimates  strain utilizing  complex  correlation between  correlated ultrasound RF 
signals  from pre‐ and post‐compression  frames.  It does not need  interpolation and  is able  to 
estimate the strain without restricting the range of displacements [61]. 
Figure 2.4 (a) shows a block diagram for the angular strain estimator. A gross motion vector is 
defined as a distance (in an  integer number of samples) between two correlated signals from 
different frames. Any motion‐tracking technique, such as cross correlation or sum of absolute 
differences, can be used for gross motion vector estimation.  
Using the correlated baseband signals separated by a gross motion vector of nሺi, j, tሻ, complex 
correlation TR, is computed as  
  TR൫i, j, t, nሺi, j, tሻ൯ ൌ ∑ zሺi, j ൅ k, tሻ ൈ z∗ሺi, j ൅ k ൅ nሺi, j, tሻ, t ൅ ∆tሻ
౓షభ
మ
୩ୀି౓షభమ
   (2.16) 
  TR൫i, j ൅ L, t, nሺi, j, tሻ൯ ൌ ∑ zሺi, j ൅ L ൅ k, tሻ ൈ z∗ሺi, j ൅ L ൅ k ൅ nሺi, j, tሻ, t ൅ ∆tሻ
౓షభ
మ
୩ୀି౓షభమ
   (2.17) 
where zሺi, j, tሻ is the baseband signal, i is the lateral (width) index, j is the axial (depth) index, t is 
the  time  (frame)  index, ∆t is  the  time  interval between  two  frames, and W is  the  correlation 
window  size  (in  terms of  the number of  samples). The correlation window and gross motion 
vector are not restricted only in the axial direction and can be extended to 2D and 3D. 
 
(a) 
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(b) 
Fig. 2.4. Block diagram for the angular strain estimation: (a) a gross motion vector is first estimated to 
find the distance between the same tissue in pre‐ and post‐compression frames; (b) illustration of strain 
estimation using the baseband ultrasound signals from two sample volumes A and B, (obtained from Bae 
et al [61]). 
The second complex correlation is computed from the first correlation results, derived using the 
same gross motion vector, as 
  STR൫i, j, t, nሺi, j, tሻ൯ ൌ TRሺi, j ൅ L, t, nሺi, j, tሻሻ ൈ TR∗ሺi, j, t, nሺi, j, tሻሻ    (2.18) 
Then,  the angle of  the  second  complex  correlation  (ϕୗ୘ୖ)  is  the angle  corresponding  to  the 
differential displacement (ϕ∆ୢ); thus it can be converted to strain as 
  ϕୗ୘ୖ ൌ arg	ሺSTR൫i, j, t, nሺi, j, tሻ൯ሻ          (2.19) 
  Strain ൌ ୢమିୢభ୐ ൌ
ம∆ౚ
மై ൌ
ம౏౐౎
மై          (2.20) 
  ϕ୐ ൌ ସ஠୤బୡ L             (2.21) 
where L is the correlation window shift, c is the sound velocity, and f଴ is the ultrasound center 
frequency. Since ϕ୐ is constant for a whole strain image, strain is directly proportional to ϕୗ୘ୖ. 
Figure 2.4 (b) graphically illustrates the steps in the angular estimation method.  
Due to phase aliasing, the measured version of ϕ∆ୢ is correct only when ϕ∆ୢ is within the phase 
aliasing limit ሾെπ, πሿ. For typical parameter values and compression levels in elastography (e.g., 
<2%), ϕ∆ୢ is small enough to be limited within the range of ሾെπ, πሿ.  
4.	Phase‐sensitive Lateral Motion Estimator 
In this approach, complex signals were generated by the Hilbert transform, and the phase shifts 
due to the lateral displacement were estimated by correlation‐based estimators, as interpreted 
in Fig. 2.5 (a).  
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γሺΔm;m; nሻ ൌ ∑ y∗ሺm ൅ k; nሻ୑ౙ୩ୀି୑ౙ ൈ yሺm ൅ Δm ൅ k; n ൅ 1ሻ     (2.22) 
where	Δm is the artificial lateral lag, m is the index of scan lines,	n is the frame number, and Mୡ 
determines the number of sampled points used for calculating the correlation function. 
( ; ; )m m n 
 
(a) 
 
(b) 
Fig. 2.5. (a) Block diagram of phase‐sensitive motion estimation for artery‐wall lateral displacement; (b) 
Assumed relationship between phase shift and lateral displacement. Complex correlation function 
ߛሺ߂݉;݉; ݊ሻ is shown by ߛሺ߂݉ሻ (obtained from Hideyuki et al [64]). 
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As illustrated in Fig. 2.5 (b), it was assumed that there is a linear relationship between the lateral 
displacement μ୶ሺnሻ and the change in the lateral phase Δθሺm; nሻ, as expressed by  
  μ୶ሺnሻ ൅ Δm ∙ Δx ൌ aሺnሻ ∙γሺΔm;m; nሻ         (2.23) 
  μ୶ሺnሻ ൌ aሺnሻ ∙ Δθሺm; nሻ ൌ aሺnሻ ∙γሺ0;m; nሻ       (2.24) 
where aሺnሻ is a constant, corresponding to the slope of the linear relationship. 
Slope aሺnሻ and lateral displacement μ୶ሺnሻ are estimated as follows: 
  aොሺ୼୫భ,୼୫మሻሺnሻ|୼୫భ→଴,୼୫మ→ଵ ൌ ∆୶ஓሺଵ;୫;୬ሻିஓሺ଴;୫;୬ሻ ൌ
∆୶
ሺஓ∗ሺ଴;୫;୬ሻ∙ஓሺଵ;୫;୬ሻሻ     (2.25) 
  μො୶,ሺ୼୫భ,୼୫మሻሺnሻ|୼୫భ→଴,୼୫మ→ଵ ൌ ∆୶ሺஓ∗ሺ଴;୫;୬ሻ∙ஓሺଵ;୫;୬ሻሻ ∙γሺ0;m; nሻ     (2.26) 
Δm ∙ Δx is an artificial displacement   
  Δm ∙ Δx ൌ aሺnሻሼγሺΔm;m; nሻ െγሺ0;m; nሻሽ ≡ aሺnሻγᇱሺΔm;m; nሻ        (2.27) 
where γᇱሺΔm;m; nሻ ൌ γሺΔm;m; nሻ െγሺ0;m; nሻ. 
By considering the left and right side of (2.23) to be the actual and model lateral displacements, 
respectively, the mean squared difference αሺnሻ between the actual and model displacements is 
expressed as follows: 
  αሺnሻ ൌ ∑ ሼΔm ∙ Δx െ aሺnሻγᇱሺΔm;m; nሻሽଶ୼୫మ୼୫ୀ୼୫భ        (2.28) 
To determine aොሺ୼୫భ,୼୫మሻሺnሻ, which minimizes the mean squared difference αሺnሻ, the partial 
derivative of the above with respect to αሺnሻ is set to be zero, i.e., ப஑பୟ ൌ 0. Substitute 
aොሺ୼୫భ,୼୫మሻሺnሻ into (2.24), can obtain μො୶,ሺ୼୫భ,୼୫మሻሺnሻ. 
The proposed method was validated using a cylindrical phantom mimicking an artery. The error 
in  the  lateral  displacement  estimated  by  the  proposed  method  was  13.5%  of  the  true 
displacement of 0.5 mm with a kernel size used for calculating the correlation function of 0.6 mm 
in the lateral direction [64]. 
2.4	Hybrid	Displacement	Estimation	
Subsequent work by Chen et al. introduced a generic, quality‐guided propagation framework, 
using complex cross correlation as the indicator of tracking direction. The multiple‐seed variant 
greatly enhances the algorithm’s robustness to noise and data discontinuity. 
More advanced algorithms have been developed recently to further improve both accuracy and 
efficiency for motion estimation in tissue mechanical property imaging. 
1.	Multi‐level Correlation and Phase‐zero Search Combination 
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This technique combines elements of multi‐level correlation and weighted phase separation to 
achieve the noise tolerance of the former and the speed of the  latter [65]. At the finest  level, 
where  the  computational  cost  is  paramount,  the  quality‐guided  phase  tracking  is  used  to 
estimate the axial displacements. This process is preceded by a 2D, correlation‐based, multi‐level 
search that provides the initial axial and lateral offsets at a subset of the fine level windows [66].  
Figure 2.6 provides an overview of the hybrid displacement estimation method. There are three 
levels of processing referred to as L1, L2, and L3. L1 and L2 operate on RF envelope data and 
utilize coarse‐to‐fine block matching with a standard cross correlation metric. Each L1 window is 
searched  independently within predetermined axial and  lateral bounds, whereas  L2 employs 
quality‐guided axial‐lateral displacement  tracking. L3 operates on baseband analytic data and 
performs  fine‐scale axial displacement estimation using the weighted phase separation (WPS) 
algorithm, again with quality‐guided tracking. Lateral displacement estimates are not refined at 
L3.  
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Fig. 2.6. Overview of the hybrid displacement estimation method. Successive levels are seeded by their 
immediate predecessors and recover an increasingly fine‐scale grid of displacement estimated by 
matching windows between pre‐ and post‐deformation frames, obtained from Chen et al [66]. 
In common with other methods of this class, the hybrid method is best suited to linear array 
transducers, with A‐lines running parallel to the direction of applied stress. 
2.	Image Segmentation and Shape Fitting 
Image  segmentation  and  shape  fitting  techniques  are  utilized  as  an  alternative  to  RF  signal 
analysis to evaluate the change in shape of a tissue mass as it is deformed under a mechanical 
compression. Provided that the tissue mass is visible, such a change in shape can be determined 
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solely from the B‐mode image in the ultrasound scanner and thus the need for analysis of the 
raw RF signal data to produce an elasticity image can be eliminated [67]. 
Shape  analysis  algorithm  is  used  to  automatically  segment  the  stiff  inclusion  in  the  input 
ultrasonic B mode frame from the background based on its brightness, texture and size within 
the  image. This  is achieved using a  combination of  techniques  including binary  thresholding, 
image  filtering,  edge  detection,  texture  analysis,  distance  transforms  and  mathematical 
morphology (Fig. 2.7).  
 
Fig. 2.7. Image processing stages using segmentation and shape fitting (obtained from Constant et al 
[67]). 
Since this technique does not make use of cross correlation, and  looks only at the final  image 
being  generated,  the  compression  limit  for  elastography  does  not  apply,  hence much  larger 
practical deformations can be applied to the tissue sample.	  
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2.5	Optimization	Methods	
Displacement  tracking can be  formulated as an optimization problem and  solved by dynamic 
programming methods. Cost  functions  incorporating correlation and various  levels of motion 
continuity constraint were used to regularize the motion estimation. 
1.	Dynamic Programming 
A set of cost functions combining correlation and various levels of motion continuity constraint 
was  used  to  regularize  the  motion  estimation.  To  solve  the  optimization  problem  with  a 
reasonable  computation  effort,  a  dynamic  programming  technique  that  does  not  require 
iterations was  used  to  obtain  displacement  vectors  in  integer  precision.  Then,  a  subsample 
estimation  algorithm  was  used  to  calculate  local  displacements  in  fractional  precision. 
Procedures are shown in Fig. 2.8 [68][69][70]. 
  ܥ݋ݏݐ ൌ ∑ ሺߙܧ௖ ൅ ߔሺܧ௦ሻሻஐ           (2.31) 
where the first term ܧ௖ is a penalty term for speckle de‐correlation, assuming echo signals can 
be fully restored, and the second term ߔሺܧ௦ሻ is a penalty term for losing motion continuity where 
ܧ௦ is the motion smoothness measure in a neighborhood Ω. 
 
                                            (a)                                                                    (b) 
Fig. 2.8. Flow charts summarizing two implementations of the proposed speckle tracking method for 
strain imaging: (a) the lateral guidance approach and (b) the multi‐grid approach (obtained from Jiang et 
al [68][69]). 
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2.	Multi‐scale Estimation of Regularized Fields 
This approach to ultrasound elasticity  imaging relies on the estimation of dense displacement 
fields  by  a  coarse‐to‐fine minimization  of  an  energy  function  that  combines  constraints  of 
conservation of echo amplitude and displacement field continuity.  
   መ݀ ൌ ܽݎ݃minௗ∈ஐሺܧଵሺ݀ሻ ൅ ߙܧଶሺ݀ሻሻ        (2.32) 
where ߙ is a positive regularization factor. 
The  first  term assumes echo amplitude  is conserved.  It corresponds  to  the shifted  inter‐echo 
image difference. A simple sum‐absolute difference (SAD) measure is used and written as 
  ܧଵሺ݀ሻ ൌ ∑ | ଴݂ሺݏሻ െ ఙ݂ሺݏ ൅ ݀ሺݏሻሻ|௦∈ௌ        (2.33) 
where ݏ is the pixel site and ݂ is the RF sequence. 
The second term regularizes the solutions by minimizing local variations of the vector field. It is 
defined as 
  ܧଶሺ݀ሻ ൌ ∑ ∑ ∥ ݀ሺݏሻ െ ݀ሺݏᇱሻ ∥ଶ௦ᇲ∈஼ೞ௦∈ௌ         (2.34) 
where ܥ௦ represents an 8‐sample neighborhood about site ݏ. 
This approach offers the advantage of combining  local and global  information, which  leads to 
both accurate and low noise displacement fields. However, the search for the global minimum of 
energy is very time consuming. In order to accelerate convergence, a coarse‐to‐fine minimization 
is used [71].  
2.6	Main	Factors	to	Elasticity	Imaging	Quality	
Errors due  to noise,  frequency‐dependent attenuation and simplifying assumption of uniform 
stress are discussed  in  some detail  in  this  section, along with  the corresponding  solutions  to 
remove or at least minimize these errors. 
2.6.1	Analysis	of	Noise	Resources	
Characterization of the noise performance of the elastographic system is necessary to evaluate 
the accuracy and precision of the estimated strain. There are three major contributors to noise 
artifacts in elastograms, namely the sampling (time quantization) noise, random noise, and de‐
correlation noise due to tissue compression and relative motion of the speckle scatters  in the 
time‐delay estimates. The first two together introduce large errors known as false peaks.  
1. Sampling Noise 
Discrete  sampling  of  the  echo  signals  introduces  time  quantization  errors  in  the  time  delay 
estimates  because  the  true  time  delay  is  not  generally  an  integral multiple  of  the  sampling 
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interval, as illustrated in Fig. 2.9. Even at the high sampling rates available in today’s digitizers, 
this error can be substantial.  
T
             T  
                                           (a)                                                                                     (b) 
Fig. 2.9. (a) A typical cross correlation function between two ultrasonic RF signals, the location of the 
cross correlation peak does not give an accurate estimate of the time delay, i.e., the true peak is between 
the samples.  (b) Many new interpolated samples are generated in between the original samples after 
the interpolation. 
Methods of estimating the subsample time delay have been examined by Cespedes et al. [72]. 
These methods work by interpolating between samples of the cross correlation function around 
its peak. Curve‐fitting interpolation techniques, such as polynomial, parabola and cosine‐fit, yield 
biased estimate of  the  time delay, which  restricts  the use of  this  technique. A  reconstructive 
interpolation filter method provides unbiased estimates of the time delay, via a convolution in 
the time domain with a sinc function [73].  
2. De‐correlation Noise 
Rotations and translations in five of the six degrees of freedom (shown in Fig. 2.10) are sources 
of de‐correlation. When the operator applies axial pressure manually, an unintended non‐axial 
component  is unavoidable. Indeed, an  incompressible deformable medium always has motion 
orthogonal to the compression. Moreover, errors due to the distortion of the echo signal, caused 
by changes in the coherent interference among scatters when the tissue moves relative to the 
ultrasound beam, also introduce de‐correlation noise in the elastogram.  
The  rate  of  de‐correlation  is  dependent  on  tissue  displacement  in  the  axial,  lateral,  and 
elevational axes relative to the 3D spatial extent of the transducer’s impulse response, which in 
turn  depends  on  the  center  frequency,  band‐width,  aperture  dimensions  and  focusing.  This 
phenomenon has been discussed by Walker and Trahey [74]. One way to mitigate de‐correlation 
in general is rapid data acquisition. Reducing the temporal spacing of consecutive data frames 
lowers the between‐frame motion in every direction. The correlation can thus be improved, but 
it comes at the expense of a reduction in the axial strain that is to be estimated.  
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Fig. 2.10. Six degrees of freedom for the movement of the probe: the probe is held in the hand and 
pressed lightly against the object to be scanned. Although the operator moves the probe in the axial 
direction, this may be accompanied by small motions in the lateral and elevational directions which 
violate the assumptions of axial displacement tracking (obtained from Walker et al [74]). 
Besides, substantial improvements in image quality are obtained by temporal stretching of the 
compressed RF signal, which improved the correlation between the pre‐ and post‐compression 
signal [75]. However, the performance enhancement seen with temporal stretching deteriorates 
rapidly with  increasing strain. Also, this technique  increases computation time by a significant 
factor, making real‐time implementation on current ultrasound scanners difficult.  
An alternative procedure is to perform strain imaging over a number of small sub‐compression 
stages,  instead  of  one  large  one  in  order  to  reduce  the  de‐correlation. Multi‐compression 
averaging  improves elastogram signal‐to‐noise  ratio SNRe, by  reducing variations  in  the strain 
estimated due to random noise [76]. Finally, short window length for cross correlation is useful 
for reducing de‐correlation errors, and also improves the image resolution. However, only this 
should be compromised with other parameters, such as elastogram SNRe. 
2.6.2	Frequency	Dependent	Attenuation	
The higher frequency components of a broadband pulse are attenuated more quickly than lower 
frequency  components,  resulting  in  downshift  of  the  center  frequency  of  the  transducer 
associated with phase distortion, as illustrated in Fig. 2.11. Alam et al. showed that the frequency 
dependent attenuation could introduce additional undesirable variability to the strain estimator 
by changing the point‐spread function (PSF) and the signal‐to‐noise ratio (SNRs) [77]. Varghese et 
al. indicated that the best strain estimation performance might be obtained in the focal zone of 
the transducer to avoid the deterioration due to frequency attenuation [78].   
 
Fig. 2.11. Overview of frequency‐dependent attenuation and its influence to strain imaging system 
parameters. 
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2.6.3	Phase	Aberration	
Phase aberration plays a  role  in  the corruption of sonograms, but does not have significantly 
impact on elastography, if statistically similar phase errors are present in both the pre‐ and post‐
compression  signals. However,  if  the phase errors  are present only of  the post‐compression 
signal  pairs  due  to  changes  in  the  tissue  structure  with  the  applied  compression,  phase‐
aberration effects increase with applied strain and may be viewed as an image quality degrading 
factor, much like frequency‐dependent attenuation or undesired lateral tissue motion. Varghese 
et al. has presented a theoretical and simulation study of the influences of phase aberration on 
the elastographic strain estimation process, using the strain filter approach [79].  
2.7	Stress	Field	Reconstruction	
Although the spatial variation in strain may partially reflect the changes in local Young’s moduli, 
the distribution of stresses  is essential  to characterize  the  true contrast  in elasticity.  In other 
words, strain by itself is an incomplete indicator of the actual elasticity distribution in the target. 
Therefore, the conversion of the strain values into elastogram, involves the theoretical evaluation 
and/or correction of the distribution of the applied axial stress due to the compression of the 
tissue.  It should be noted that the stress components cannot be measured directly, and must 
therefore be estimated either using classic or modified closed‐form equations or numerically.  
1.	Analytical Methods 
Goodier has proposed the analytical solution for stress of compressing a medium containing a 
spherical or  cylindrical  inclusion  [80].  Saada has described  analytically  the  stress distribution 
under circular and rectangular compressors [81]. Chu and Li have described an analytical model 
for the stress distribution in an elastic medium under a cylindrical punch, and the model was then 
corroborated by using a photoelastic stress‐freezing technique [82]. Ponekanti et al. have shown 
the superposition technique for the estimation of the stress field in an isotropic, homogeneous, 
finite elastic target that is being deformed by circular compressor [83]. Analytical method in most 
cases is an efficient way to solve the stress distribution. However, it is too simple to simulate the 
real life problem quite accurately.  
2.	Numerical Approaches 
Results from finite element analysis (FEA) are always used to evaluate the accuracy of solution 
by analytical and experimental methods. Although FEA  is a powerful tool to solve the forward 
problem with  known  elasticity,  it  is  not  proper  to  be  applied  to  the  inverse  problem with 
unknown elastic modulus due to its time consuming computation and rough boundary estimation, 
especially for the real‐time required applications. A surface pressure measurement can provide 
a means to qualitatively measure the contact force and thus help characterize the stress/strain 
non‐linearity. 
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Chapter	3	
Analytical	Phase	Tracking	Strain	Estimator	Theory	
A novel strain estimation approach is presented in this chapter and is based on quasi‐static 
excitation. This approach will be referred to as analytical phase tracking for strain estimates 
(APTSE). Although APTSE is expandable to 2D displacement and strain, this chapter describes 
solely displacement and strain in the axial direction. This method employs a Hilbert transform 
to obtain analytical forms of RF signals, producing amplitude and wrapped phase. All zero phase 
values at pre‐compression are identified and tracked as a function of the applied force to 
acquire tissue displacement, aided by amplitude thresholding to detect phase abnormalities. 
Low analytical signal amplitude due to local destructive interference is associated with large 
error in the phase trajectories, and amplitude thresholding can thus be used to terminate the 
phase tracking along that particular path. Interpolation is then applied to estimate 
displacement in the eliminated path.  
Section 3.1 in this chapter first describes the theoretical foundation for APTSE method based on 
a simplified model: a homogeneous, isotropic and perfectly elastic medium in a 1D plane wave 
acoustic  field.  This  section  is  substantial  and  provides  a  description  of  the  chosen  acoustic 
backscatter model and then a formulation of the two dimensional complex backscatter signal in 
terms of range and the applied external forcing function, followed by a graphical illustration of 
the backscatter  signal.  Section  3.2  then  continues with  the  important  topic of  analyzing  the 
relationship  between  phase  and  strain  errors  and  signal  amplitude.  Section  3.3  summarizes 
APTSE signal processing techniques, including the basic time shift searching strategy with moving 
window (SMW) and an improved version using component connected labeling (CCL).   
3.1	Theory	of	Displacement	Measurements	with	Phase	Tracking	
3.1.1	Simplifying	Assumptions	
To demonstrate the ability to measure displacement with phase tracking, a specific realization of 
point  scatterer  locations  and  backscatter  strengths  is  used.  To  make  the  mathematical 
description  less  cumbersome  and  the  numerical  simulation  simpler,  three  simplifying 
assumptions will be made: (i) the point scatterer distribution will be one dimensional, rather than 
three dimensional, as in the physical world; (ii) the acoustic field from pulse‐echo transducer will 
be considered a plane wave, i.e., have no diffraction effects, and (iii) the acoustic medium will be 
considered homogeneous,  isotropic and perfectly elastic,  i.e., absorption and scattering  losses 
will be ignored. 
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The first assumption  is  justified because the formulation of the received signal  is basically the 
same whether a 1D, 2D or a 3D scatterer distribution is assumed; in any case, the magnitude and 
phase of the received signal at a given time instant is the complex summation of the insonifying 
signal  from  an  ensemble  of  point  scatterers, weighted  by  the  product  of  the  beam  profile 
characteristics and the backscatter strength, and with a delay based on scatterer locations, and 
thus the characteristics of the received signal from a 3D scatterer distribution can be achieved 
with  a  1D  scatterer  distribution.  The  second  assumption  is  likewise  justified,  because  the 
scatterers undergo only a  relatively  small displacement  relative  to  the ultrasound  transducer 
during the cyclically applied external force, and thus the acoustic field experienced by a given 
scatterer as a function of compression time can be assumed to be virtually constant even in a 
real acoustic  field with diffraction effects. Therefore,  it  is valid  to assume a plane wave  field. 
Ignoring absorption  losses and diffraction effects, as part of  the  third assumption,  is  realistic 
based on the same argument as was made for the second assumption; assuming a homogeneous 
tissue is also reasonable, since a given group of scatterers always is located within a given tissue 
structure. This assumption  is still approximately valid even across soft  tissue boundaries. The 
assumption that the backscatterer strength of the point scatterers is weak, as is typical for soft 
tissues, justifies the exclusion of scattering losses. 
3.1.2	Linear	Pulse‐Echo	Model	
A standard, linear, time invariant pulse‐echo model is based on the assumptions discussed above 
and  shown  in  Fig. 3.1. Here, assume  ( )v t  is  the excitation  signal,  ( )th t  is  the electro‐acoustic 
response of the transducer in transmit mode,  ( )bsh t  is the (stochastic) 1D backscatter function, 
which for a particular realization  is determined by a specific distribution of scatterer  locations 
and  backscatterer  strengths,  and  ( )rh t  is  the  acousto‐electric  response  of  the  transducer  in 
receive mode. 
( )th t ( )bsh t ( )rh t( )v t ( )r t  
Fig. 3.1. Standard, linear pulse‐echo model. 
The received RF signal is denoted  ( )r t  and is given as: 
 
( ) ( ) ( ) ( ) ( )
[ ( ) ( ) ( )] ( )
t bs r
t r bs
r t v t h t h t h t
v t h t h t h t
   
                                                       (3.1) 
Now, define the combined response  ( ) ( ) ( )t rv t h t h t   as  ( )p t , which may be considered an 
insonifying pulse, giving the following simple formulation of   ( )r t : 
 ( ) ( ) ( )bsr t p t h t                                                                   (3.2) 
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Consider a 1D distribution of scatterers in an elastic, tissue‐like medium, as previously 
discussed. The medium is soft‐tissue like, with a density ρ = 1000 kg/m3 and a sound speed, c = 
1540 m/s, assumed to be constant throughout the medium. This tissue‐like medium is 
interrogated by the analytical form of  ( )p t , denoted  ( )p t : 
              0( ) ( )exp[ ]p t e t j t                                                             (3.3) 
where  0  is the center frequency and  ( )e t is an appropriate time‐limited envelope function 
with duration denoted  pT . The exact shape of  ( )e t is left as a variable at this point, but will be 
specified for the simulation results.  
 
The corresponding spatial extent of the insonifying pulse is specified as  pD , such that                
 [ ]p pD cT m                                                                          (3.4) 
where c represents the sound speed. 
3.1.3	Applied	External	Force	and	Scatterer	Displacement	Function	
Besides assuming a uniform and perfectly elastic medium,  the soft  tissue will have a  realistic 
compliance and shear modulus, with the result that an externally applied force will deform the 
tissue. However, we will not specify the elastic properties of the soft tissue medium or the applied 
external force, but only the actual shift in the particle positions of the scatterers, relative to the 
transducer. 
We define compression time, denoted  , as the time function describing the application of the 
external compressive force,  ( )f  , in contrast to the time function of the backscattered signal, 
t, referred to as fast time. Specifically, consider as the simplest possible scenario,  ( )f   to be a 
linearly increasing force, defined over the compression time interval,  [0,1]   second. As  ( )f   
is increased, shear deformation takes place, and the scatterers appear to move closer to the 
transducer. Consider a single point scatterer whose axial location at  0   is  is  and whose 
corresponding round‐trip travel time is  2 /i it s c . The scatterer displacement function versus 
compression time is dependent on the value of  is and is denoted  ( , )is   or equivalently is 
dependent on  it  and is denoted  ( , )it  . Given the assumption of uniform medium properties 
and the linearity of ( )f  , we will assume  ( , )is   to vary linearly with both  is  (and  it ) and τ, as 
formulated in Eq. (3.5).  
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        .                                            (3.5) 
where  maxx  denotes the maximum axial range for which scatterers are considered,  maxZ  is the 
magnitude of the scatterer displacement relative to the transducer at  maxx x  and  1  , and 
0a  is the normalized maximum deformation  0 max max( / )a Z x , which is a numerically small value, 
generally less than 0.1. Thus, the assumption in (3.5) is reasonable as long as  0a  is small, 
i.e.  max maxZ x , and thus the Young’s modulus is constant.  maxT  is the corresponding change in 
round trip travel time and  max max2 /t x c  . The minus sign indicates a negative displacement 
(diminishing the distance between transducer and scatterers as   is increased).   is 
considered dimensionless, by being normalized by  1  .  
 
Figure 3.2 shows the axial location of scatterers, relative to the pulse‐echo transducer (located 
on the top of the 2D scatterer cluster at z‐coordinate [0]). Note that only for  0   are the 
scatterers shown for an extended part of the axial range. To aid the visualization, a 2D scatterer 
distribution is depicted even though the calculations are based on a 1D model. It is important to 
emphasize that the mathematical model includes the compression of the scatterer spacing as a 
function of compression time. This point is also indicated graphically in Fig. 3.2. For clarity, only 
the displacement (relative to the transducer) of a subset of scatterers (the oval region) as a 
function of compression time,  ( , )is  , is shown. The curve through the center of the tracked 
scatterers represent  0( , )x  , i.e. the displacement function for the scatterers initially located 
at  0is x  which is the location (depth) of interest. 
36 
 
  
Fig. 3.2. Axial movement of an ensemble of scatterers, relative to the transducer (located on the top of 
the 2D scatterer cluster) as a function of compression time  . The axial compression of the scatterer 
ensemble linearly increases with compression time. 
3.1.4	Formulation	of	Backscattered	Signal	at	the	Initial	Scatterer	Location	(Pre‐
compression)	
As mentioned earlier,  ( )bsh t  is the (stochastic) 1D backscatter function, which is given as a 
summation of delayed backscatter coefficients. In this analysis, we choose to let  ( )bsh t  
represent the scatterers for  0  , over an extended axial region, as shown in the leftmost 
vertical line in Fig. 3.2. Assume N scatterers over the extended region, where  , [1, ]i i N  , is the 
backscatter coefficient of the ith scatterer  ( 1 1)i    and  , [1, ]is i N , is the axial location of 
the ith scatterer. Considering first  ( )bsh t  at  0  ,  
 
1
( , 0) · ( )
N
bs i i
i
h t t t  

                                                               (3.6) 
where  2 /i it s c . Applying (3.3) and (3.6) to the analytical formulation of (3.2) gives   
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0
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( )exp[ ] · ( )
· ( )exp[ ( )]
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i i
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i i i
i
r t e t j t h t
e t j t t t
e t t j t t
  
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 


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  
  


                                               (3.7) 
Equation (3.7) describes  ( , 0)r t    as being formed by a summation over all N scatterers. 
However, for a specific time instant,  0 02 /t x c ,  0( , 0)r t    is formed only by the number of 
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scatterers located within the spatial extent of the non‐zero part of e(t), which was defined as 
pD  in (3.4). Denoting  pN  as the (average) number of scatterers over the linear distance of 
pD  [m] gives the general scatterer density, meanN , as 
  pmean
p
N
N
D
                                                                               (3.8) 
Figure 3.3 illustrates the location of the spatial envelope, which is centered around  0x  at  0  . 
As seen, only scatterers located in the range  0 0[ / 2, / 2]p px x D x D    contribute to the 
formation of the backscattered signal at  0t t . The corresponding RF signal time ( 2 /t x c ) 
window where scatterers contribute to the signal at  0t t  is  
  0 0[ / , / ]p pt t D c t D c   , or  0 0[ , ]p pt t T t T                                          (3.9) 
0 
pD
0( )e x x
x
t
0x
0t
0 2
pDx  0 2
pDx 
 
Fig. 3.3. Scatterer locations contributing to the formation of the backscattered signal at  0t t , for  0   
(marked with black dot). 
Next we will consider  ( , 0)r t    evaluated just for a specific time instant,  0 0( 2 / )t x c . Further, 
let us define the spatial and time distance of ith scatterer from  0x ,  0i id s x   and  2 /i id c  .  
Therefore, 
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               (3.10) 
The minus sign in ( )ie   can be omitted, assuming that the envelope function, e(t), is 
symmetrical.
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3.1.5	Statistics	of	Backscattered	Signal	(Amplitude	and	Phase)	at	Pre‐compression	
In a simplified multi‐scatterer simulation of a uniform phantom, RF signals were generated 
using the convolution between the Gaussian‐modulated cosine pulse and backscatterer 
strengths with delay determined by the scatterer locations. The transducer center frequency 
and fast time sampling rate are set to  0 3.5f   MHz and 105sf   MHz, respectively. Speed of 
sound is assumed to be  1540c   m/s. The spatial extent of the Gaussian modulating function is 
1 .9 7pD  mm, giving the transmitting pulse a 3dB bandwidth of 1.32 MHz. The maximum axial 
range is  m ax 5x  mm. The scatterers are uniformly distributed with density of 44 scatterer per 
wavelength. During the compression, depth dependence was taken into consideration, which 
produces relative movements among scatterers. Backscatterer strength also follows a Gaussian 
distribution with mean  0.05a   and variance  2 0.02a  . 
For the simulation circumstance described, Fig. 3.4 plots the histogram of amplitude and phase 
of  0 max( / 2, 0)r t t    for 10000 independent repetitions of scatterer distributions and 
backscatterer strengths. As expected, the amplitude closely approximates the Rayleigh 
distribution, demonstrating a fully developed speckle pattern. The corresponding phase 
appears to be uniformly distributed, which means selection of any phase value within  [ , ]   
will be unbiased for phase tracking based displacement estimation. 
 
(a)                                                                                         (b) 
Fig. 3.4. Histogram distribution of backscattered signal at  0  : (a) amplitude  and (b) wrapped phase. 
3.1.6	Formulation	of	Backscattered	Signal	as	a	Function	of	Compression	Time,	
Displacement	and	Strain	
Formulation of the backscattered signal for an arbitrary compression time value will be done by 
first considering  ( , )bsh t  , i.e. the backscatter function for an arbitrary value of  at 0 1  . Using 
(3.5), the axial scatterer location of the single scatterer,  is , as a function of compression time 
can be found:  
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         0 0( ) ( , ) (1 )i i i i i is s s s a s s a                                                       (3.11)                            
The corresponding scatterer location relative to  0x  is  ( )id  : 
 0 0 0 0( ) ( )i i i i i id s x s a s x d a s                                                   (3.12) 
The round trip travel time corresponding to  ( )is   is defined as 
 02 ( ) 2 2 ( , ) 2 2( ) i i i i ii
s s s s a st
c c c
                                                   (3.13) 
Applying (3.13) to (3.6) gives the compression time dependence on the fast time backscatter 
function: 
 0
1 1
2 2
( , ) ( ( )) ( )
N N
i i
bs i i i
i i
s a sh t t t t
c
     
 
                                      (3.14) 
Next, the received signal in analytical form, as a function of both fast time and compression 
time, is derived in a manner similar to (3.7), but using the result in (3.13). 
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                              (3.15) 
In (3.15),  ( , )r t   for an arbitrary chosen and fixed value of t will be formulated by a gradually 
changing set of scatterers as a function of  , because the envelope function of p(t), called e(t), 
has a finite time duration.  
For the development of the analytical phase tracking method, we start with formulating  ( , )r t   
for a specific initial value of t, that is, for  0( , )r t  . Instead of examining  0( , )r t  , which is the 
received signal for a constant axial range as a function of  , we wish to analyze the received 
signal along the path of the scatterers, which were located at  0x  (or  0 02 / )t x c  for  0  . In 
other words, the desired received signal follows the line in Fig. 3.2. Thus, we need instead to 
evaluate  0( ( ), )r t    , where  ( )   is a tracking term dimensionally measured in seconds. Also, 
( )   is experimentally determined to keep the ensemble of clusters centered in e(t) and keep 
the phase of   0( ( ), )r t     at a fixed value (here chosen to be 0 radians). We will further define 
( )   as the tracking term, dimensionally measured in meters. Thus,  ( ) 2 ( ) / c    . Evaluating 
(3.15) for  0( ( ), )r t     gives: 
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Note that the function  0( ( ), )r t     in (3.16) is based solely on the scatterers  ( , [1, ])i ps i N  
that determine  0( , 0)r t . However, as   increases, the scatterers are compressed slightly with 
the result that there is a small increase in the number of scatterers located within the envelope 
e(t) of the insonifying pulse on analytical form  ( )p t . Specifically, this number increases with 
compression time from  pN  to 
0(1 )
pN
a  . Rather than having a summation limit dependent on  , 
the summation limit will be set to N, because the envelope function,  ( )e t , will guarantee no 
contribution from scatterers outside the envelope. In multi‐scatterer simulation, no unusually 
high RF signal amplitude resulting from the increased number of scatterers within the evelope 
function was observed. It is also pertinent to note that in the physical 3D world, the number of 
scatterers will remain virtually constant, but that the compression will move scatterers both 
axially, as predicted by the 1D model, but also laterally, so that some will move outside the 
lateral dimension on the envelope function. Expanding (3.16) and evaluating  ( )is   using (3.11) 
and (3.12) gives:
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(3.17)  
As is readily seen from (3.17), setting the term  02 ( ) 2 ia s    equal to zero will result in (3.16) 
becoming identical to the result in (3.10), i.e. to the magnitude and phase for the received 
signal at  0 , 0t t   . Let us consider 
 0 02 ( ) 2 0, or ( )i ia s a s                                                                (3.18) 
However, there is no solution to (3.18), as  is  is a random function consisting of approximately 
pN  contributing scatterer locations centered around the axial position  0x . Instead we will 
expand (3.18) into a linear term that is not dependent on the index i and which can be 
eliminated by the proper choice of  ( )  , and a random term: 
 0 0 0
0 0 0
2 ( ) 2 2 ( ) 2 ( )
2 ( ) 2 2
i i
i
a s a d x
a x a d
     
   
   
                                                  (3.19) 
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The optimal value for  ( )  in (3.19) is the value, which (on average) minimizes the expression in 
(3.19) and reduces it to a stochastic term; this value of  ( )   is: 
 0 0 0( ) ( , )a x x                                                                        (3.20) 
The random component of (3.19) can be physically explained by the fact that, as the tissue is 
compressed with increasing compression time, the positions of the individual scatterers  is  
change relative to the moving center, which can be expressed as  0( ( ))x   . Specifically, the 
scatterers move gradually closer to the center. To evaluate the random phase effect of the 
relative motion of the scatterers, we will apply (3.20) to the last line in (3.17) by setting 
0 02 ( ) 2 0a x    , resulting in (3.21). 
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               (3.21) 
For a given set of scatterers, (3.21) is an analytic function that describes the amplitude‐phase 
behavior along a  ( , )t   path where, if there were no relative scatterer movement, the phase 
would be constant. It will prove very useful for determining the relationship between analytical 
signal amplitude and phase deviation from its initial value, in particular between the minimum 
amplitude and the phase deviation from  0   to  m ax  . From examination of (3.21), it is 
seen that, for a defined set of scatterers, the analytical function is influenced by the 
compression level a0, but not by the range centered around x0. Thus, although the path,
0 0( ) a x   , derived in (3.20), is proportional to spatial range, the phase deviation is not, i.e. 
estimated displacement is both depth and compression level dependent, but phase error is only 
compression level dependent.  
Equation (3.21) is obtained by setting  0 02 ( ) 2 0a x    , where  ( )   is the tracking term 
measured in meters and  0a  is the normalized maximum deformation. The term  0 0(1) a x   
gives the best estimate of the full displacement at the end of the compression time interval, 
and the slope of  (1)  with respect to  0x , i.e.  0a , is the best estimate of the strain. Thus, the 
analytical displacement estimate 
                           0 0(1) a x                                                                      (3.22) 
and the analytical strain estimate 
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                           0(1)S a                                                                        (3.23) 
3.1.7	Graphical	Illustration	of	2D	Amplitude	and	Phase	
The received signal  ( , )r t  , as defined in (3.15), is a 2D analytical function, which conveniently 
can be illustrated as a 2D amplitude function,  ( , )A n m  and a 2D wrapped phase function, 
( , )n m , where  [0, ]n N  and  [0, ]m M  express fast time  t  and compression time on 
discrete form, respectively. Note that peak compression corresponds to compression time 
sample index m M . A specific simulation is generated with maximum deformation 9% using 
the same parameters in Section 3.1.5 Statistics of Backscattered Signal (Amplitude and Phase) 
at Pre‐compression. 
To better visualize the amplitude and phase behavior, only 6 periods of the received signal are 
displayed, corresponding to a spatial interval of 2.64 mm. Figure 3.5 (a) shows the color coded 
wrapped phase, so that    radians corresponds to deep blue, 0 radians to green, and    
radians to deep red. In most of the  ( , )n m  range depicted, the wrapped phase displays the linear 
variation in compression time, as predicted in the theoretical analysis, with minimal evidence of 
stochastic fluctuations. Figure 3.5(b) shows the normalized magnitude function (i.e., analytical 
signal envelope) in color coded form; for the depicted range, the magnitude varies between 0 
and 1, with the minimum occurring in a region approximately from  400, 0n m    to 
385, 100n m   . As will be verified later, the maximum displacement is found by setting  1   in 
(3.20), giving  0 0(1) .a x   However, the behavior of the phase band starting around 
400, 0n m    is not consistent with the theoretical model, and this anomalous phase behavior 
corresponds to the minimum of the magnitude function. The reason for the anomalies in 
magnitude as well as phase behavior is because the model includes scatterer compression as a 
function of compression time, and not just pure translation. Very similar 2D analytical phase 
amplitude plots are obtained with Comsol Field II simulation (software details are given in 
Chapter 4, Sect. 4.1.2) and actual ultrasound measurements with a SonixRP Ultrasonix scanner 
(Ultrasonix Medical Corp., Richmond, BC, Canada, subsidiary of Analogic, Peabody, MA). As can 
be seen in Fig. 3.5 (c)‐(f), phase band abnormality occurs in the same way of band mergers 
along with corresponding low RF analytical signal amplitude.  
Thus, we can conclude that destructive interference results in both low analytical signal 
magnitude and corrupted phase behavior. It is thus necessary to analyze the displacement error 
of the analytical phase tracking method as a function of analytical signal magnitude, so that 
phase tracking results associated with low magnitude can be excluded. In addition, a 
quantitative analysis of the displacement error as a function of axial range and relative 
deformation is likewise important. 
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                                            (a)                                                                                          (b) 
 
                                         (c)                                                                                             (d) 
                                           (e)                                                                                              (f) 
Fig. 3.5. The 2D wrapped phase function,  ( , )n m  and magnitude function  ( , )A n m  of the received signal 
in analytical form, and as a function of fast time and compression time. (a) and (b): multi‐scatterer 
simulation, 9% maximum compression; (c) and (d): Comsol Field II simulation, SNR 20 dB, 3% maximum 
compression; (e) and (f): SonixRP ultrasound measurements, 3% maximum compression. 
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3.2	Displacement,	Phase	and	Strain	Error	Analysis	
The displacement error is a stochastic function and manifested in an incorrect end value at 
1   of a given actual phase trajectory. The results presented in Fig. 3.5 indicate that a larger 
error is associated with a lower analytical signal magnitude, so it is relevant to investigate the 
statistical relationship between (i) phase error at  max 1   for a given trajectory and (ii) the 
lowest amplitude along that trajectory, which can be obtained through simulation experiments 
using (3.21). In addition, it is important to understand the relationship between displacement 
error and the degree of external compression. For a given start phase, i.e.  0  , the correct 
phase trajectory is calculated based on (3.20). Furthermore, the absolute phase error, 
proportional to the displacement error, is determined as the phase difference between the end 
of the phase trajectory of the actual (or experimentally determined) and the true phase 
trajectory. The absolute phase error may be normalized by the total phase change. Phase error 
and its influence on strain error are also explained in this section. 
3.2.1	Displacement	Error	Analysis	of	Analytical	Phase	Tracking	Method	
The wrapped phase,  ( , 0)p , can be considered a 2D phase matrix, a graphical representation 
of which is shown in Fig. 3.6, where each rectangle represents a discrete phase value. Let 
( , 0)p  be an arbitrarily chosen phase value from the phase matrix, located at the axial range 
(0)px  and  0  , with the corresponding fast time  (0) 2 (0) /p pt x c . The subscript p denotes 
the pth sample value for  0  . The relationship between a given range index, say  p , and 
(0)px  is  (0) 2p s
pcx
f
 . Using (3.20), we can compute the true phase trajectory (that is, the 
phase trajectory in the absence of any phase errors) in physical space based on the axial start 
location  (0)px , 
 0( ) (0) (0) , [0,1]p px x a x                                                         (3.24) 
whose end location (for  1  ), in terms of axial range represented by q, i.e., the qth sample 
value, is 
 0(1) (0) (0)q p px x a x                                                               (3.25) 
The negative sign for the second term in (3.24) and (3.25) is due to the fact that, during 
compression, the scatterers move closer to the transducer surface.  
Define  pn  as the discrete fast time index along a true phase trajectory whose index at  0   is 
p. Thus, we can next define the true phase trajectory in term of the fast time index values 
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( )pn m  from the phase matrix, such that for  0  ,  ( , ) ( ,0)pn m p  and for  1  , 
( , ) ( , 0 )pn m q . Based on (3.24), we find 
 
2 ( / )
(m) nearest integer( ) pp s
x m M
n p f
c
                                               (3.26) 
Given that the nearest integer to the floor of the fast time index 
n e a re s t in te g e r ( ( 2 ( 0 ) / ) )p sp x c f , the true phase trajectory expressed with the index values 
( , )pn m  from the phase matrix is 
 02 (0) 2 (0) ( / )( , ) (nearest integer(( ) ) nearest integer(( ) ), )p pp s s
x a x m M
n m f f m
c c
   (3.27) 
True phase trajectories across the phase matrix for three different ranges (or 3 different values 
of  (0)px ) are shown in Fig. 3.6.  As illustrated, the slope of the true phase trajectory is directly 
proportional to  (0)px  in a homogeneous medium, subjected to a spatially uniform and linearly 
time varying stress, which also can be observed from (3.27). 
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Fig. 3.6. Phase trajectories across the phase matrix  ( , )n m  for three different ranges. The start and end 
axial (or range) positions for two phase trajectories are indicated where  (1)qx  and  (1)sx  indicate end 
points of true (or error free) phase trajectories, whereas  (1)qx   and  (1)sx   indicate end points of 
actual (or experimentally determined) phase trajectories, where the end points are shifted by ε because 
of some error. 
46 
 
Restate  ( )pq n M  as the fast time index for the true phase trajectory  ( )px   at  1   or 
m M . As an example, using  0a = 0.09,  sf = 105 MHz, c = 1540 m/s,  (0)px = 10 mm and m = M 
= 200,  ( , ) ( 123,200)q M p  . Let  ( , )pn m  be the observed (or measured) phase along the true 
phase trajectory starting at range index p. Given that the error free phase is constant along a 
given phase trajectory, the absolute phase error,  , ( )p m , as a function of m, for the phase 
trajectory starting at range index p can now be defined as 
 , ( ) ( , ) ( ,0) , [0, ]p pm n m p m M                                         (3.28) 
The corresponding signal magnitude,  ( )pA m , is similarly given as 
  ( ) ( , ) , [0 , ]p pA m A n m m M                                                         (3.29) 
Next, we will present a stochastic analysis of the relationship between analytical signal 
magnitude and the absolute phase error, based on (3.21) and using the definitions in (3.28) and 
(3.29). Specifically define  ,m inpA  as the lowest amplitude along the true phase trajectory with 
the starting index of p, or, in other words, the lowest amplitude of the function  ( )pA m , as 
defined in (3.29). Further define  , p  as the absolute error determined for m = M, i.e. 
, , ( )p p M   , for the phase trajectory with the starting index of p, as given in (3.28). For 
each given set of scatterers, a result pair  ,min ,( , )p pA   will be determined.  
Figure 3.7 present simulation results of the relationship between  , m inpA  and  , p  for two 
realistic compression levels, 3% ( 0a = 0.03) and 9% ( 0a = 0.09), with parameters specified in 
Section 3.1.5. In the 1D multi‐scatterer formulation of (3.21), the results are valid for any axial 
range. As long as there is no strong beam focusing effect, this range independence is 
approximately valid for experimental results as well. Because this relationship is stochastic in 
nature, 10,000 repetitions are generated for each simulation, each with a different set of 
scatterers, yielding 10,000 paired results of  ,min ,( , )p pA  . At low amplitude values, the 
absolute error reaches π radians for both compression levels, as should be expected, but for 
larger values of the normalized minimum amplitude, there is an inverse relationship between 
the lowest amplitude value along the phase trajectory and the absolute phase error.    
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(a)                                                                                              (b) 
Fig. 3.7.Distribution of   ,min ,( , )p pA   values, for (a)  0a  = 0.03 (3% compression) and for (b)  0a  = 0.09 
(9% compression). Each multi‐scatterer simulation experiments was repeated 10000 times, each with 
different sets of scatterers but same statistics. 
To be used in later analysis, the probability density function (PDF) of the phase error 
, , ( )p p M    for  0a  = 0.03 and for  0a  = 0.09 is determined using (3.21), as shown in Fig. 3.8, 
using a 200 bin histogram. The PDF can reasonably be approximated to a Gaussian function, 
with a standard deviation of 0.26 radians for 
0a  = 0.03 and a standard deviation of 0.65 radians 
for 
0a  = 0.09. These results indicate an approximately linear relationship between  0a  and 
standard deviation of the form  08 a  . For  0a  = 0.03 and for  0a  = 0.09, the predicted 
standard deviations are 0.24 (‐7.6% error) and 0.72 radians (+10% error), respectively. 
   
                                       (a)                                                                                          (b) 
Fig. 3 8. Probability density function (PDF) of the phase error  , p  for (a)  0a  = 0.03 (3% compression) 
and (b) 
0a  = 0.09 (9% compression). Each multi‐scatterer simulation experiment was repeated 10,000 
times, each with different sets of scatterers but with same statistics. 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
1.5
2
2.5
3
3.5
normalized amplitude,compression 3%
ab
so
lu
te
 p
ha
se
 e
rro
r i
n 
ra
di
an
s
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
1.5
2
2.5
3
3.5
4
normalized amplitude,compression 9%
ab
so
lu
te
 p
ha
se
 e
rro
r i
n 
ra
di
an
s
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
phase error in radians, 200 bins
normalized histogram, compression 3%
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
phase error in radians, 200 bins
normalized histogram, compression 9%
48 
 
3.2.2	Relationship	between	Phase	Error	and	Estimated	Axial	Strain	
The extraction of a tissue elasticity measure in the form of axial strain is the final objective of 
the analytical phase tracking method. Hence, it is now relevant to express the relative strain 
error in terms of the phase error. The simple multi‐scatterer model assumes that the medium is 
uniform and perfectly elastic, which means that strain analysis and strain error analysis can be 
developed over an axial interval of arbitrary length, and that the strain therefore will not have 
an axial dependence. The finite interval will be based on the lower two trajectories depicted in 
Fig. 3.6, which will be considered true trajectories for the determination of true strain. The first 
trajectory is associated with the initial range  (0)px and the end range value  (1)qx .  For this 
phase trajectory, p and q are the fast time indices for  0    and  1  , and correspond to the 
pth and qth fast time sample values, respectively. Thus, the displacement associated with   (0)px  
is (q – p) sample values. The second trajectory is associated with the initial range  (0)rx and the 
end range value  (1)sx .  Here, r and s are the fast time indices for  0    and  1  , and 
correspond to the rth and sth fast time sample values, respectively. The displacement associated 
with   (0)rx  is therefore (s ‐ r) sample values.   
Let S denote the true axial strain, which as a compressive strain will be considered positive. 
  ( (0) (0)) ( (0))
(0)
p px x xS
x
                                                               (3.30) 
where  ( (0))px  and  ( (0) (0))px x  denote the true (negative) displacements at  (0)px  and at 
( (0) (0))px x , respectively. Setting  (0) (0)px x   makes  ( (0) (0)) 0px x   and from 
(3.25), we have  0( (0)) (0)p px a x  , leading to the expected result for the true strain  0S a , 
where 
0a  was defined in (3.5) as the maximum deformation over maximum range 
0 max max( / )a Z x . 
Assume that the trajectories in Fig. 3.6 now represent estimated results of measurements or 
simulations. Here the first trajectory is associated with the initial range  (0)px and the end range 
value  (1)qx  .  For this phase trajectory, p and (q+ε) are the fast time indices for  0    and 
1  , and correspond to the pth and (q+ε)th fast time sample values, respectively. The second 
trajectory is associated with the initial range  (0)rx and the end range value (1)sx  .  Here, r and 
(s+ε) are the fast time indices for  0    and  1  , and correspond to the rth and (s+ε)th fast time 
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sample values, respectively. Next, let the estimated strain be denoted by  S , which, analogous 
with (3.30), is defined as 
    
( (0) (0)) ( (0))
(0)
p px x xS
x
     
                                                         (3.31) 
where  ( (0))px  and  ( (0) (0))px x   denote the estimated (negative) displacements at  (0)px  
and at  ( (0) (0))px x , respectively. From the defined axial locations of the initial and end 
points of the bottom trajectory shown in Fig. 3.6, eq. (3.31) can be restated as 
 
( (0)) ( (0)) ( (1) (0)) ( (1) (0))
(0) (0) (0) (0)
r p q p s r
r p r p
x x x x x x
S
x x x x
         
     (3.32) 
Define  p  as the total unwrapped phase change along column 0 in the phase matrix  ( , )n m  
for the phase trajectory with initial and ending fast time indices p and (q+ε). Similarly,  r  is 
defined as the total unwrapped phase change for the phase trajectory with initial and ending 
fast time indices r and (s+ε). Using (3.32), we find 
   2 (1) (0) (1) (0)2 4q p q pp cx x x x fc       
      (3.33) 
   2 (1) (0) (1) (0)2 4s r s rr cx x x x fc    
       (3.34) 
In (3.33) and (3.34),  p  and  r  are negative values, because  (1) (0)q px x   and 
(1) (0)s rx x  . Solving (3.33) and (3.34) in terms of  (1) (0)q px x   and  (1) (0)s rx x   and 
applying the result to (3.32) gives 
 
(0) (0) 4
p r
r p c
cS
x x f
 

   
                                                                             (3.35) 
Now,  p  can be expressed as  
  ,p p true p                                                                                      (3.36) 
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where  p true  is a true (or error free) phase term, given in (3.37) by substituting  (1)qx   with 
(1)qx  in (3.34), where  (1)qx  defined in (3.25).  
   2 (1) (0) (1) (0)2 4q p q pp true cx x x x fc        (3.37) 
Using (3.25),  p true  may be written as  
  0 (0) 4pp true ca x fc 
                                                                        (3.38) 
Similarly,  r  can expressed as  
         ,r r true r                                                                                      (3.39)  
where  
         0 (0) 4rr true ca x fc 
                                                                          (3.40) 
The second term in (3.36),  , p , is a stochastic phase error, which is influenced by the strain 
level and by the minimum value of the corresponding magnitude function, as illustrated in Fig. 
3.7 in terms of  , p . Applying (3.38) to (3.36) and insert the result in (3.35), and similarly apply 
(3.40) to (3.39) and also insert this result in (3.35) gives: 
       0 , , 0 , ,
/ 4
(0) (0)4 (0) (0)p r p r r pc r p
cS a a
x xf x x   
          
    (3.41) 
The strain error is unbiased as the two stochastic phase error functions,  ,p  and  ,r , have 
zero mean, as seen in Fig. 3.8. The two functions are correlated if  (0) (0)r px x  is smaller than 
the spatial extent of the insonifying pulse,  pD  given in (3.4), and therefore the variance of 
, ,p r    can become quite small for small values of  (0) (0)r px x , For  (0) (0)r p px x D  ,  
,p and  ,r  are uncorrelated, and the variance of  , ,( )p r    is now independent of 
(0) (0)r px x  and the double of the variance of either  , p and  ,r , assuming a normal 
distribution. Therefore, the strain error varies inversely with the interval over which the strain is 
evaluated. As seem from Fig. 3.8 and the expression  08a  ,  ,p  and  ,r  are roughly 
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proportional to the true strain, and this relationship can also be assumed to hold true for 
, ,( )p r   , meaning that the strain error is roughly proportional to the strain level. 
With respect to practical choice of  (0) (0)r px x , we select a value roughly 2.5 times the spatial 
pulse extent, and we may choose  (0) (0) 11r px x   . Applying this to (3.41) gives 
  , ,
0 138
p rS a  
                                                                  (3.42) 
It is now possible to use (3.42) to set threshold values for the normalized minimum amplitude. 
In Fig. 3.9, the stochastic error for  , ,p r    is computed for a strain interval of 
(0) (0) 11r px x   , with 10,000 repetitions. Instead of presenting the scatter plots as in Fig. 
3.7, the 90% and the 50% smoothed error level curves are presented for 3% and for 9% 
compression values. The 90% phase error level is drawn so that, for any value of the normalized 
amplitude, 90% of the error values lie below the curve; the 50% phase error value curve is 
defined correspondingly.  
 
(a)                                                                                                  (b) 
Fig. 3.9. 90% error level curve and 50% error level curve (median value) of the absolute phase error 
difference  , ,p r    as a function of the minimum normalized amplitude  ,minpA , for (a)   0a  = 0.03 
(3% compression) and for (b) 
0a  = 0.09 (9% compression). 
From (3.42), we see that the relative strain error, which itself is a stochastic function, can be 
given as 
     , ,0_
0 0
| || |
138
p r
rel error
s aS
a a
                                              (3.43) 
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Setting  _ 0.1rel errorS   as an error threshold results in  , ,
0
| |
0.1
138
p r
a
    or 0 , ,13.8 | |p ra     , 
where  , ,| |p r    is the absolute value of the statistic phase error associated with the strain 
estimation and represents the vertical axes in Figs. 3.9 (a) and 3.9 (b). For  
0a  = 0.03, 13.8 0a  = 
0.41, Fig. 3.9 (a) shows a horizontal curve drawn at the 0.41 radians level and intersecting the 
90% error level curve at the x‐axis value (normalized amplitude) of 0.143. Thus, included in the 
strain calculation are only phase trajectories whose minimum normalized amplitude is greater 
than 0.143 and thus intersect the 90% error value below the 0.41 radian threshold curve, which 
implies that the strain error on average will be less than 10% in 90% of the cases. Another very 
important consideration is the percentage of occurrences whose minimum normalized 
amplitude is greater than 0.143, which for 
0a  = 0.03 is calculated to be 81%. Thus on average, 
19% of the measurements will be rejected for being associated with too high an error risk.   
For 
0a  = 0.09, 13.8 0a  = 1.24, and Fig. 3.9 (b) shows a horizontal curve drawn at the 1.24 
radians level and intersecting the 90% error level curve at a normalized amplitude of 0.135. This 
implies that the strain error on average will be less than 10% in 90% of the cases when basing 
strain calculation only phase trajectories whose minimum normalized amplitude is greater than 
0.135. When increasing 
0a  from 0.03 to 0.09, the higher SNR and larger decorrelation may 
approximately cancel, which makes the normalized amplitude intersections (0.135 and 0.143) 
roughly the same. The percentage of occurrences whose minimum normalized amplitude is 
greater than 0.135 is calculated to be 76% for 
0a  = 0.09. Thus on average, 24% of the 
measurements will be rejected for being associated with too high an error risk.  
3.3	Signal	Processing	Methods	for	Displacement	Mapping	
Displacement as a function of spatial range is obtained by processing a set of RF signals as a 
function of compression time. Our analytical phase based strain estimators require tracking of 
phase trajectories of unknown shapes (e.g. linear, sinusoidal, and arbitrary) across the phase 
matrix. As demonstrated, there is a high likelihood of large errors associated with low analytical 
signal magnitude, and the phase tracking strategies must be designed to minimize the effects of 
such errors. Two strategies will be presented in this section. 
Based on a phase matrix with N rows, one can, in principle, track all N phase trajectories. 
However, given the relatively slow variation in displacement with range and considering the 
typical oversampling in actual ultrasound scanners of  10s cf f , selecting and tracking phase 
trajectories one wavelength apart will be considered a reasonable compromise between 
displacement resolution and computation time.  
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This is implemented by selecting, for  0   (or  0m  ), a subset of phase values in  [ , ]n m . 
Consider the array of phase values in the first column of the phase matrix  n m [ , ] . 
 [ (0 , 0 ), (1, 0 ), ( , 0 ) ( , 0 )]n N         0Φ                                 (3.44) 
This array contains wrapped phase functions, with R zero crossings where  ( / )c sR N f f . 
Based on the assumption of tracking phase trajectories one wavelength apart, we will track R 
phase values in  oΦ . These R values are made up of the single phase value from each 2  period 
of the wrapped phase that is the closest to 0 radians, hereafter referred to as zero phase 
values. Define  0Ψ  as the array containing just the R zero phase values contained in  oΦ . 
 1 2 3[ , , , ]R      0Ψ                                                               (3.45) 
3.3.1	Displacement	Mapping	Via	Search	Method	with	Moving	Window	
To explain the search method with moving window (SMW), let  ( , 0 )k p   be an arbitrarily 
chosen zero phase value located at the axial range  (0)px ; this phase value will be the starting 
point of this particular phase trajectory. In Fig. 3.10,  ( , 0)p is indicated with a large black bullet 
in the leftmost column, referred to as column 0. A search window is established in column 1 
centered at the same row of the starting point. Once a zero phase within the search window is 
found, it will be the reference point for the zero phase search in the next column, and so forth, 
until the zero phase trajectory reaches the rightmost column or, for small depths, reaches the 
top row of the matrix. In actual measurement, the external deformation could be both 
compression and relaxation, therefore, the search window is centered at the reference point, 
except when encountering either the top or the bottom row of the phase matrix.  
As illustrated in Fig. 3.10, the search window is empirically chosen to span 7 phase values 
around the center point. The vertical location of the zero phase in a previous column dictates 
the location of the search window in the next neighboring column. The phase value closest to 
k  in column 1 is found at  ( 1,1) ( ,1)p l   , as indicated by a large red bullet in column 1. 
This phase value establishes the search window in column 2 spanning the range [ 3, 3]l l  . 
Again, the phase value closest to  k  in column 2 is found at  ( 1, 2) ( , 2)l r   , which fixes the 
location of the search window in column 3. This process continues until the Mth column has 
been reached at  ( , )q M , assuming that no region of low analytical signal amplitude has been 
encountered for any search window in any column. 
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Fig. 3.10. Dynamically moving search window across phase matrix. Fast time index starts from p and 
ends up as q. Green arrows indicate the zero phase trace, large black bullets indicate reference points 
which are the centers of search windows, large red bullets indicate zero phase found within the window. 
The bounds of the actual search window are the same for all columns and for all axial ranges. 
However, a future implementation may adjust the search window based on axial range and 
compression time sampling rate. Furthermore it should be noted that the search window 
should be larger if the compression increases. Let Q be the ratio of  sf  to  cf ; therefore, Q 
samples of the wrapped analytical phase correspond to 2π radians. Typically the search 
window, in its actual discrete implementation, spans  [ / 2, / 2]p Q p Q  . Choosing Q = 10 and 
rounding the span range to the nearest whole integer gives the span of [ 5, 5]p p  .  
If analytical signal amplitude below a set threshold is encountered, the zero phase search will 
be immediately terminated and abandoned to avoid significant displacement error. Linear 
interpolation is then used to project the phase trajectory across the low amplitude region. The 
normalized amplitude threshold is an important parameter, which was analyzed in Section 
3.2.2, for the proposed analytical phase strain estimator. For example, at 3% compression, 
threshold 0.143 can be selected to achieve strain error on average less than 10% in 90% of the 
cases. The threshold value should be chosen carefully. If it is set too low, zero phase trajectories 
associated with low RF signal cannot be detected, which therefore reduces the strain 
estimation accuracy; if it is set too high, too many zero phase tracks would be rejected, thus 
leaving insufficient data for interpolation, which also reduces the estimation accuracy. 
The fast time shift for a given phase trajectory is calculated by subtracting two neighboring row 
indices, and then accumulating all the index differences. If the row index is  p at  0m   and  l  at 
1m  , the index difference will be  1nd p l  . Likewise, the difference between row indices at 
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1m   and  2m  is  2nd , continuing until the difference between row indices at  1m M   and 
m M  is  Mnd . Finally the total fast time shift will be equal to 
1 2
1
( ...... ) /
M
M s m s
m
nd nd nd t nd f

     , where  st  is the sampling interval. Consequently, the 
corresponding displacement is found as  1
2
M
m
m
s
nd
d c
f
 

. It should be noted that hereafter 
compressive displacement will be regarded as positive valued for convenient visualization. 
3.3.2	Displacement	Mapping	Using	Connected	Component	Labeling	
Although the previously described method, search method with moving window, explicitly 
seeks and tracks initial (m = 0) phase values near 0 radians, the connected component labeling 
method (CCL) does so implicitly. However, with either method, the displacement versus depth 
is determined with the same of resolution of 1 displacement value per wavelength, which is 
better than the typical 2‐ to 3‐ wavelength axial resolution for standard time domain cross 
correlation (SCC). 
The phase matrix  ( )n m ,  is processed so that only phase values in a small range of +/‐ 0.2π 
radians are retained and all the remaining cells are left blank, which creates zero phase bands 
across the phase matrix. This processed version of the phase matrix will be referred to as the 
phase band matrix. Figure 3.11(a) shows an image of the phase band matrix for a small axial 
segment of the overall phase matrix (spanning about 7 wavelengths), generated with multi‐
scatterer simulation, and with the blank cells identified with green color. In this simulation, a 
/s cQ f f  value of 30 and M = 200 are used. While most of the phase bands are continuous, 
abnormalities occur usually in the form of discontinuities, bifurcations, or mergers, correlated 
with low analytical signal amplitudes. For the case illustrated in Figure 3.11, there is a 
discontinuous phase band starting at n = 130, and there are merging phase bands starting at n = 
180 and 194. To understand the underlying nature of the abnormal phase bands, a particular 
version of the magnitude matrix,  [ ]A n m, , is shown in Fig. 3.11 (b). Basically, the only cells in the 
magnitude matrix that retain the original values are the cells corresponding to the phase band 
cell in the phase band matrix; the remaining magnitude matrix cells are left blank, as indicated 
by a deep blue color. Thus, Fig. 3.11 (b) only shows the magnitude values of the phase bands, 
and it is immediately obvious that the abnormal phase bands in Fig. 3.11 (a) are associated with 
a low analytical signal magnitude.              
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                                              (a)                  (b) 
 
                                               (c)                   (d) 
Fig. 3.11. (a) Phase matrix displaying ‘phase bands’ associated with phase values in the vicinity of 0 
radians (+/‐0.2π). (b) Magnitude matrix displaying the associated magnitude of the phase bands; (c) 
Phase matrix with normalized amplitude threshold applied; (d) Phase matrix with amplitude threshold 
applied and discontinuous phase curves removed. 
The next signal processing step is to apply an amplitude threshold filter to the zero phase 
bands. Specifically, phase values in the phase band cell are left blank if the associated 
magnitude is below a set threshold. Thus, Fig. 3.11 (c) shows the phase band matrix with the 
normalized amplitude threshold of 0.1 applied. The phase band matrix now has only continuous 
phase bands, spanning the compression time index from m = 0 to m =M, and non‐continuous 
phase bands, but has no longer any bifurcating or merging phase band. 
Using a common image processing tool, called connected component labeling [84], the 
discontinuous phase bands are removed, leaving only the complete phase bands, as shown in 
Fig. 3.11(d). Finally, the fast time shift of each zero phase band is computed by subtracting row 
index at pre‐compression from the row index at peak compression. Conversion to displacement 
is done in the same way as was done for SMW.  
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3.3.3 Standard	Time	Domain	Cross	Correlation	Based	Displacement	Estimator	
To provide a fair basis for performance evaluation of the analytical phase tracking methods in 
terms of accuracy and efficiency, a SCC estimator has been implemented in this dissertation, 
which involves three main steps: (i) the zero‐padded RF signal is divided into segments and then 
windowed with a Hanning window; (ii) the time shift is estimated by the normalized cross 
correlation (NCC) between adjacent RF segment pairs in compression time. Spline interpolation 
with 10 times up‐sampling is utilized to extract maximum peak of the cross correlation function; 
(iii) the total fast time shift from pre‐ to peak‐compression is found as the accumulation of shift 
between the individual compression time RF signal pairs. The SCC is performed from near 
transducer surface to the specified maximum depth, with a given step size determined by the 
shift between adjacent windowed segments in fast time. 
3.3.4 Displacement	to	Strain	Conversion	
For 1D spatial RF signal processing, the Savitzky Golay digital differentiation (SGDD) is used to 
convert displacement to a strain image [85]. For 2D spatial strain image, 2D least square fitting 
is used to convert displacement to strain. Kernel size optimization is not addressed in this 
thesis. 
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	Chapter	4	
Analytical	Phase	Tracking	Strain	Estimator	Evaluation	
Chapter 4 focuses on the accuracy and efficiency evaluation of the proposed analytical phase 
tracking based strain estimator (APTSE) described in Chapter 3 with two aforementioned 
specific implementations ‐ zero phase searching with moving window (SMW) and zero phase 
band search based on connected component labeling (CCL), respectively. Both methods 
perform better than the conventional standard normalized cross correlation method (SCC) in 
terms of strain, dynamic range, accuracy and efficiency, based on three different types of 
phantoms – a uniform phantom, a phantom with embedded stiffer inclusion, and a layer 
phantom.  
Simulation and experiments with an inhomogeneous phantom indicate that SMW and CCL are 
capable of reliably estimating tissue displacement and strain over a larger range of deformation 
than SCC. Results also show that SMW is roughly 40 times faster than SCC with comparable or 
even better accuracy. CCL is slightly slower than SMW, but more robust to noise. Simulation 
assessment at compression level 3% and 6% with an SNR of 20 dB demonstrates average strain 
error for SMW and CCL of 10%, whereas SCC achieves 18%. These new methods also feature a 
higher resolution by selecting multiple phase values within a range of  [ , ]   as searching 
objectives. 
4.1	SNRe	and	CNRe	Analysis	based	on	Multi‐scatterer	Simulation	
Two standard elastographic metrics, signal to noise ratio (SNRe) as a function of compression 
level and contrast to noise ratio (CNRe), were studied using 1D multi‐scatterer simulation in 
Matlab (Mathworks Inc., Natick, MA). The multi‐scatterer simulation was based on a 1D 
homogenous phantom, with an axial dimension of 15 mm and an average scatterer density of 
44 scatterers per wavelength. Specified ultrasound parameters were center frequency of 3.5 
MHz and sampling rate of 105 MHz. It is to be noted this the impracticably high sampling rate is 
used on purpose to avoid up‐sampling in the RF signal post‐processing. High sampling rate is 
usually required by the cross correlation method to achieve good accuracy. The SCC used a 
window length of 1.32 mm (3 wavelengths) with 67% overlap and 100 times interpolation for a 
normalized cross correlation (NCC) function. The normalized amplitude threshold for SMW and 
CCL was set to 0.05. A SGDD of 15 points was used for displacement conversion to strain. 
1. Signal‐to‐noise Ratio Study   
The elastographic signal‐to‐noise ratio characterizes the noise at which strain value is estimated 
and is defined in [86] as 
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s
e
s
mSNR                                                                           (4.1) 
where  sm  and  s  denote the mean and standard deviation of the strain estimates in a region of 
uniform elasticity, respectively. 
Compression levels from 0.1% to 11.1% were chosen in steps of 0.1% on a logarithmic scale. For 
each compression level, 30 independent realizations were used to determine the mean strain 
values. Figure 4.1 illustrates clearly that SMW and CCL have better accuracy at low compression 
levels (lower than 0.6%) than SCC.  
 
Fig. 4.1. SNRe for SMW and CCL using 1D simulated data, compared with SCC, with 0.1% to 11.1% 
compression in logarithmic scale; 30 realizations are used to determine the mean values. 
2. Contrast‐to‐noise Ratio Study 
Another measure of elastographic image quality is described in terms of the  eCNR  and is given 
in [86] as 
2
2 2
2 ( )
( )
st sb
e
st sb
m mCNR  
                                                                      (4.2)     
where  stm  and  s bm  represent the mean values of the estimated strain in the target (inclusion) 
and the background, respectively, and  st  and  sb  are the standard deviations in the estimated 
strain. 
The RF signals from the homogeneous phantom at different compression levels (0.5% to 10% in 
steps of 0.5%) were used to calculate the CNRe at different contrast ratios (1 to 20) between the 
inclusion and the background. A compression of 0.5% was applied as the inclusion strain and 
0.5% to 10% compression were selected as the background strain. The Matlab errorbar function 
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was used to show the mean value and +/‐1 standard deviation from the mean value of CNRe 
based on 100 random simulations. Figure 4.2 indicates that for both SCC and CCL, CNRe 
increases along with increasing contrast ratio and becomes nearly stable when the contrast 
ratio achieves a high value, such as 10 for CCL. It also reveals that CCL has larger CNRe than SCC 
at every contrast ratio, which further demonstrates its better accuracy. 
 
Fig. 4.2. CNRe comparison between SCC and CCL, with inclusion and background contrast ratios from 1 to 
20; 100 realizations are used to obtain the mean values and standard deviation. 
4.2	Comsol	FEA	Field	II	Simulation	
The ability to image displacement and strain with the analytical phase tracking method was 
evaluated through simulation and compared with the cross‐correlation based implementation, 
using the finite element analysis (FEA) software COMSOL Multiphysical Structural Mechanics 
Module (COMSOL Inc., Burlington, MA). This simulation is based on a specified 3D soft tissue 
phantom with an appropriate scatterer density and in two main scenarios: one containing a 
stiffer circular inclusion and the other consisting of layers with different stiffness values. All 
phantoms have free boundaries in the lateral directions and a fixed boundary at the bottom. 
Given that the phantom is of infinite extent along one lateral dimension, it will be referred to as 
a 2D phantom with the image plane dimension of depth 30 mm by width 15 mm and with  410  
randomly distributed scatterers inside the image plane. The phantom deformation and the 
location of each scatterer resulting from a sinusoidal compressive force 
0( ) (1 co s(2 ))f A    
are computed, where coefficient  0A  is used to control the compression level.  
Field II is a program for simulating pulse‐echo ultrasound measurements with finite aperture 
transducers assuming linear acoustics [87]. An array of individual RF lines are computed based 
on the scatterer locations as a function of compression time and the line spacing of the 
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simulated linear array transducer. To obtain the displacement and strain information, each RF 
line is generated for a discrete set of compression time values. It should be noted that for each 
lateral position, the RF signals as a function of compression time are processed as one set, as 
described in the signal processing section of Chapter 3, with the result that only axial 
displacement and strain is determined.  
Figure 4.3 outlines in flow chart format the steps involved in the numerical simulation for the 
phantom with inclusion. Four axial deformation images and four axial strain images are 
generated: 1) A reference image as determined by the FEA software, based on the nearly 
incompressible linear elastic material model; 2) an image based on the cross‐correlation 
method previously described; 3) an image based on the analytical phase tracking method, using 
moving search window; 4) an image based on the analytical phase tracking method, using 
connected component labeling. 
 
Fig. 4.3. Structure and dimensions of 2D inhomogeneous phantom, and simple flow chart of processing 
steps for the simulation‐based performance evaluation. 
4.2.1.	Phantom	with	Stiffer	Circular	Inclusion	
The inclusion with 8 mm diameter is centered 16 mm below the top surface. Physical 
parameters of the 2D phantom are listed in Table 4.1, and parameters for ultrasound imaging 
are summarized in Table 4.2.   
Table 4.1. Physical parameters of Comsol FEA simulation. 
Parameter  Value 
Poisson’s ratio  0.495 
Density   1040 kg/m3   
Surrounding tissue Young’s modulus  20 kPa 
Inclusion Young’s modulus  80 kPa 
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Table 4.2. Ultrasound parameters of Field II simulation. 
Parameter  Value 
Element width  0.22 mm 
Element height  5 mm 
Element spacing  0.05 mm
Number of elements  64 
Number of active elements  16 
Depth of focus  100 mm   
Image depth   30 mm 
speed of sound  1540 m/s 
Center frequency  3.5 MHz 
6 dB bandwidth  1.2 MHz 
Sampling rate (fast time sampling rate)  105 MHz 
Pulse repetition frequency 
(compression time sampling rate) 
200 Hz 
 
The signal processing follows the methods described in Chapter 3, with the estimated 
displacement and strain curves shown in Fig. 4.4 for lateral position fixed at the center of the 
transducer head. White Gaussian noise of 20 dB is added to the simulated RF signals. No 
median filter is immediately applied to remove such noise. Parameters in the SCC method were 
chosen as follows: window size 90 samples (3 wavelengths, about 1.3 mm), step size of 30 
samples to obtain resolution one sample per wavelength, and 10 times interpolation for the 
NCC function. The normalized amplitude threshold for SMW and CCL was set as 0.05. The 
estimated displacements were then converted to strain via Savitzky‐Golay digital differentiator 
(SGDD) using a strain interval of 11 .  
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                                     (c)                                                                                      (d) 
Fig. 4.4. Displacement and strain curves from COMSOL FEA, SCC, CCL and SMW, SNR 20 dB: (a) and (b) at 
phantom deformation 3%, and (c) and (d) deformation 6%, normalized amplitude threshold for CCL and 
SMW set as 0.05. The cyst extends from 12 to 20 mm in depth. 
According to Fig. 4.4, overall estimated displacement and strain from the three methods 
present good agreement with the COMSOL FEA results. As seen in Figs. 4.4 (b) and (d), 
estimated strain curves seem narrower than the true ones between two boundaries because of 
smoothing. In addition, this is one example in which SMW and CCL are able to produce more 
accurate strain estimations than SCC. As can be observed, strain curves from SCC show obvious 
fluctuations that seem to occur predominately in the inclusion region at 6% compression. 
However, simulations using deeper phantoms reveal that the fluctuations are nearly uniform 
with respect to depth. This issue was examined by performing COMSOL simulations on a deeper 
phantom of 60 mm depth by 15 mm width, instead of original dimension of 30 mm by 15 mm. 
The inclusion of diameter 8 mm is located at the center of the lateral dimension. Results in Fig. 
4.5 show that strain fluctuations in fact are nearly uniformly distributed with respect to depth 
and may be suppressed using a longer differentiator filter. This, however, results in some 
reduction in background/inclusion contrast.  
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                                                     (c)                                                                                        (d) 
Fig. 4.5. Phantom size 60 mm by 15 mm, the cyst with diamter 8 mm is centered at 30 mm, SNR 20 dB, 
3% compression: (a) estimated displacement from FEA, SCC, SMW and CCL, (b) strain via SGDD of 11 
point length, (c) strain via SGDD of 21 point length, (d) strain via SGDD of 31 point length. 
To further assess the estimation accuracy, statistical analysis of displacement and strain error, 
using mean value of normalized root mean square error (RMSE) along all depths, is shown in 
Fig. 4.6 based on 100 simulations with different scatterer distributions, but the same statistics. 
Dynamic range of phantom deformation was investigated from 0.5% to 12%.  
 
(a)                                                                                      (b) 
Fig. 4.6. Mean of normalized RMSE of estimated (a) displacement and (b) strain, when phantom is under 
deformation of 0.5%, 3%, 6% and 12%, amplitude threshold 0.05 for SWM and CCL, based on 100 
simulation repetitions, SNR 20 dB. 
According to Fig. 4.6, at moderate compression levels (e.g. 3% and 6%), SCC shows 
displacement error 3.3% and strain error 15%; SMW and CCL performs slightly better with 
displacement error 2.7% and strain error 10%. SCC accuracy deteriorates at low compression 
levels (e.g. 0.5%) with displacement error 5.5% and strain error 62.4% because of the white 
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Gaussian noise in the unfiltered RF signals. SMW actually exhibits a similar noise sensitivity 
especially in the regions with low RF signal, but the noise effects are reduced by the amplitude 
threshold and subsequent interpolation using neighboring estimates. Because the zero phase 
search in CCL is a global search, CCL has been shown to be more robust to noise at the low 
compression levels based on simulation outcomes. When compression increases to high levels 
(e.g. 12%), SCC shows larger strain error of 22.5% resulting from de‐correlation while SMW and 
CCL maintain roughly the same accuracy as from compression levels 3% and 6%. 
To further investigate the influence of noise, one group of estimated displacements is displayed 
in Fig. 4.7, from filtering and from the degree of interpolation on NCC function to the 
estimation accuracy at 0.5% compression. Several observations can be made: 1) a higher 
degree of interpolation does not improve the accuracy of the estimated displacement based on 
unfiltered noisy RF signals (compare Fig. 4.7 (a) with (b)); 2) a median filter helps with removing 
white Gaussian noise and produces a more accurate displacement, which demonstrates that 
noise is the reason that SCC accuracy is reduced (compare Fig. 4.7 (a) with (c)); 3) simulation 
without noise added to the RF signal further demonstrates that the white Gaussian noise 
contributes significantly to the lower accuracy (compare Fig. 4.7 (a) with (d)). 
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(c)                                                                                                  (d) 
Fig. 4.7. Estimated displacements based on FEA, SCC, SMW and CCL methods, phantom (cyst with 
diameter 8 mm is centered at 16 mm in depth) under 0.5% compression: (a) 20dB white Gaussian noise, 
no filtering, 10 times interpolation, (b) 20dB white Gaussian noise, no filtering, 100 times interpolation, 
(c) 20dB white Gaussian noise, median filtering, 10 times interpolation, (d) no noise added, 10 times 
interpolation. 
The 2D spatial strain images in Fig. 4.8 were obtained based on 49 lateral scan lines evenly 
spaced over 12 mm lateral distance (i.e., 0.25 mm separation distance), each scan line with SNR 
20 dB and 3% maximum compression, using the FEA, SCC, SMW and CCL methods. The 2D 
virtual phantom has the dimensions of depth 30 mm by width 15 mm, stiffer inclusion is 
centered at 16 mm in depth with 8 mm diameter and the physical parameters and the 
ultrasound parameters are given in Table 4.1 and 4.2, respectively. Displacement was 
converted to strain using 2D least square fitting with kernel size 21×11 samples.  
 
                   (a)                                          (b)                                           (c)                                           (d) 
Fig. 4.8. 2D strain images from (a) COMSOL FEA, (b) SCC, (c) SMW, and (d) CCL, with the phantom under 
3% compression. For (b), (c) and (d), 49 lateral scan lines were generated, each scan line having a SNR 20 
dB. 
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It can be observed from Fig. 4.8 that firstly the estimated 2D strains from SCC, SMW and CCL all 
distinctly reveal the presence of the embedded stiffer inclusion. Secondly, compared with SCC, 
strain images from SMW and CCL show higher contrast between the phantom background and 
the inclusion, and the inclusion sizes are closer to the true value. Because of the smoothing 
applied in the conversion from displacement to strain, inclusions in SCC, SMW and CCL are 
observed smaller in axial direction than in the reference from FEA simulation.  
4.2.2.	Layered	Phantoms	with	Planar	Interfaces	
Layered phantoms were simulated to further test the proposed analytical phase tracking 
methods, as shown in Fig. 4.9: a) two layer (softer top and stiffer bottom) phantom with a 
planar interface normal to the ultrasound beam direction; b) two layer (softer top and stiffer 
bottom) phantom with a planar interface, at an oblique angle of 45° relative to the ultrasound 
beam direction. Mechanical properties of different layers are listed in Table 4.3 (top soft layer) 
and Table 4.4 (bottom stiffer layer). Parameters for ultrasound imaging are the same as for the 
phantom with the stiffer inclusion in Table 4.2. 
                 
                                                                     (a)                                               (b)                                
Fig. 4.9. 2D layered phantom 30 mm D × 15 mm W: (a) 2 layer, planar interface, normal to the beam 
direction; (b) 2 layer, planar interface, at an oblique angle to the beam direction. 
Table 4.3. Mechanical properties of simulated phantom top soft layer. 
Parameter  Value 
Poisson’s ratio  0.495 
Density (soft layer)  1020 kg/m3   
Speed of sound (soft layer)  1500 m/s 
Young’s modulus (soft layer)  20 kPa 
	
Table 4.4. Mechanical properties of simulated phantom bottom stiffer layer. 
Parameter  Value
Poisson’s ratio  0.495 
Density (stiffer layer)  1040 kg/m3   
Speed of sound (stiffer layer)  1540 m/s 
Young’s modulus (stiffer layer)  80 kPa 
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Estimated 1D displacement and strain are depicted in Fig. 4.10 for the two phantoms with the 
scan line of interest fixed at the center of the phantom, when approximately 2% maximum 
compression is applied. The RF signal SNR was 20 dB, without filtering applied to remove white 
Gaussian noise. Parameters in SCC method were chosen as window size 90 samples, and 10 
times spline interpolation for the NCC function. Normalized amplitude threshold for SMW and 
CCL was set as 0.1. Displacement resolution was achieved one sample per wavelength. The 
estimated displacements were then converted to strain values via Savitzky Golay digital 
differentiation using a kernel size 31 samples. 
 
                                                (a)                                                                                        (b) 
   
                                                     (c)                                                                                        (d) 
Fig. 4.10. 1D displacement and strain for scan line of interest with lateral position fixed at the center, 2% 
compression:  (a) and (b) two layer phantom with a planar interface normal to the scan line direction; (c) 
and (d) two layer phantom with a planar interface, at an oblique angle to the scan line direction. 
2D spatial strain images for the two types of layer phantoms in Fig. 4.11 and Fig. 4.12 were 
obtained based on 49 lateral scan lines evenly spaced over 12 mm lateral distance, using FEA, 
SCC, SMW and CCL methods, where the FEA results should be considered the reference. Each 
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scan line was generated with a SNR 20 dB and 2% maximum compression. Displacement was 
converted to strain using 2D least square fitting with kernel size 21×11 samples.  
 
                     (a)                                          (b)                                           (c)                                           (d) 
Fig. 4.11. 2D strain images of two layer phantom with a planar interface normal to the scan line direction 
from (a) COMSOL FEA, (b) SCC, (c) SMW, (d) CCL, 49 lateral scan line, each scan line SNR 20 dB, phantom 
under 2% compression. 
     
                 (a)                                           (b)                                          (c)                                          (d) 
Fig. 4.12. 2D strain images of two layer phantom with a planar interface, at an oblique angle to the scan 
line direction from (a) COMSOL FEA, (b) SCC, (c) SMW, (d) CCL, 49 lateral scan line, each scan line SNR 20 
dB, phantom under 2% compression. 
On the whole, estimated displacement and strain from the three methods show good 
agreements with the COMSOL FEA results, as presented in Fig. 4.10 ‐ Fig. 4.12. Specifically, for 
the 1D scan line in the center of the lateral direction, the slope of estimated displacement 
becomes flatter for depth greater than 15 mm as expected due to the increased stiffness, as 
seen from Fig. 4.10 (a) and (c). Besides, the strain contrast between softer layer (20 KPa) and 
stiffer layer (80 KPa) is approximately 4:1, as observed in Fig. 4.10 (b). The 2D strain images in 
Fig. 4.11 and Fig. 4.12 also display the expected variation across the image plane. This is 
another example that SMW and CCL are capable of providing more accurate strain estimation 
than SCC. Both 1D and 2D strain from SMW and CCL show better agreement with FEA, as can be 
observed in Fig. 4.10 (b) starting from depth 25 mm, Fig. 4.11 starting from depth 18 mm and 
around the center area, and Fig. 4.12 the left bottom region.  
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Because of the smoothing applied to the displacement, strain contrast is slightly lower than 4:1 
in Fig. 4.10 (d). Fluctuation in estimated displacement also contributes to the strain deviation 
from FEA result, as shown in Fig. 4.10 (d) the deeper region of the phantom. This is reflected in 
the 2D strain, especially around the bottom area in Fig. 4.12 (b) – (d).  
4.3	Experiment‐Based	Performance	Evaluation	
To further quantitatively evaluate the performance of the analytical phase tracking methods, 
experiments were performed on a 100 mm length   60 mm width   50 mm depth uniformly 
elastic phantom with an embedded cylindrical inclusion (radius of 10 mm) placed 15 mm from 
the top surface (cross‐section shown in Fig. 4.14). The phantom was designed to provide a 
simplified model of tumors or cancers in human organs such as breast and prostate. It was 
fabricated in our laboratory using Super Soft Plastic (M‐F Manufacturing Co., Inc. Fort Worth, 
TX), where the stiffnesses of the surrounding tissue and the inclusion were controlled by mixing 
appropriate portions of plastic softener or plastic hardener. This phantom material was chosen 
because there are published results available that provide the elastic properties for different 
mixture ratios of such soft tissue phantom [88]. The availability of specific properties is 
essential for the corresponding FEA simulation and accuracy evaluation of the proposed 
methods. 
Specific material quantities for the surrounding tissue and the inclusion are tabulated in Table 
4.5 along with the literature based and experimentally determined values of Young’s moduli. 
The ultrasound speed of the phantom is approximated to 1420 m/s. To develop a realistic 
speckle pattern, SigmaCell Cellulose, Type 50 (Sigma‐Aldrich Inc., St. Louis, MO), 1 mL for each 
100 mL liquid plastic, was added to the phantom as ultrasound scatterers. To validate the 
literature based stiffness values, an Instron machine 5544 (Instron, Norwood, MA) was 
employed to perform compression tests on the samples. 
Table 4.5. Fabrication and measured properties of the test phantom. 
Phantom 
component 
Plastic 
 (volume 
portion) 
Softener  
(volume 
portion) 
Hardener  
(volume 
portion) 
Young’s 
modulus from 
literature (kPa) 
Young’s modulus 
experimentally 
tested (kPa) 
Surrounding tissue  4  2  0  18  19.5+/‐0.8 
Inclusion  5  0  1  77  100.2+/‐2.7 
Even though the displacement/strain algorithms developed in this dissertation are intended for 
use with freehand operation, an experimental evaluation requires a test bed where the true 
displacement function is repeatable and quantifiable. To this end, the experimental system for 
applying a controlled forcing function was designed and built as shown in Fig. 4.13. This system 
allows the phantom to be compressed axially while the displacement is being measured both 
mechanically and ultrasonically, the latter through processing of the acquired RF echo signals.  
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External force was applied to the phantom through the transducer by displacing it with a pair of 
motorized linear actuators (Firgelli Technologies Inc., Victoria, BC, Canada), which are 
controlled by the Arduino Uno USB microcontroller (Smart Projects, Scarmagno, Italy). A spring 
is placed between the upper plate holding the phantom and the lower plate, and the 
corresponding displacement is measured by the potentiometer. The applied force is the 
displacement times the spring constant. The upper plate moves freely with the sliding poles in 
the vertical direction. When the linear actuators decreased the length of their arms to exert 
compression, the bracketed transducer pressed on the phantom and force was transmitted to 
the spring. Finally, the phantom deformation was determined by the difference between the 
displacement of linear actuators and the spring deflection. The external force function was 
nearly linear with respect to time.  
The RF data, digitized at 40 MHz, were acquired with a 4 MHz, 25% fractional bandwidth linear 
array transducer (L14‐5W/60) on PC‐based Ultrasonix Sonix RP ultrasound scanner to a depth of 
45 mm. The lateral scan line is positioned at the center of the inclusion, as shown in Fig. 4.13, to 
obtain a sequence of RF data as a function of compression time. The pulse repetition frequency 
(PRF), was chosen to be around 1K Hz.  The displacement rate of linear actuators is constant; 
therefore, the duration of compression‐relaxation cycle depends on the maximum compression 
magnitude ‐ larger peak compression requires proportionally longer operation time.  
 
Fig. 4.13. Design of the forcing system: main components include two linear actuators, two motors, one 
potentiometer, one spring, and one microcontroller. Linear forcing function is displayed at the left 
bottom. 
Acquired RF signals were down‐sampled to a compression time sampling rate of 100 Hz to 
avoid data redundancy and heavy computation load, and then processed off‐line using the 
three aforementioned methods, SCC, SMW and CCL. The window size in the SCC method was 
chosen to be 30 samples (3 wavelengths, about 1.1 mm), with step size of 10 samples. 
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Interpolation with 10 times up‐sampling was applied to the NCC function. Displacement 
resolution was retained as one sample per wavelength. Meanwhile, normalized amplitude 
thresholds for SMW and CCL were set to 0.05. The estimated displacements were eventually 
converted to strain via SGDD using a strain interval of 41λ. The estimated displacements at 
phantom deformation 3% and 6% are shown in Fig. 4.14, as well as the displacement from 
COMSOL simulation.  
The COMSOL 3D phantom was chosen to have the same dimension as the manufactured 
phantom with Young’s moduli as experimentally tested. Poisson’s ratio was set to 0.495 and 
material density 1020 m3/s. The phantom experienced the same prescribed displacement on its 
top surface as the deformation in the experiment, with free boundaries in the lateral directions 
and a fixed boundary at the bottom. 6544 tetrahedral elements were produced with 3D free 
tetrahedral meshing. A linear elastic material model was utilized for displacement computation.  
   
                                               (a)                                                                                     (b)    
   
                                                (c)                                                                                      (d) 
Fig. 4.14. FEA and experimental based (a) displacement curves and (b) strain curves along depth at 3% 
deformation, based on 28 frames.  FEA and experimental based (c) displacement curves and (d) strain 
curves along depth at 6% deformation, based on 56 frames. 
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As seen in Fig. 4.14 (a) and (c), the experimentally determined displacements are close to the 
FEA results. Deviation occurs at ranges both proximal and distal to the inclusion, which could be 
explained by the Saint‐Venant principle in FEA simulation [89]. In addition, the larger beam 
width near the transducer surface contributes the initial lower slope of the experimental 
displacement curves.  
Figure 4.14 (b) and (d) illustrate the corresponding strain curves. The FEA and experimental 
curves agree reasonably well, apart from the very top and very bottom regions of the phantom. 
Although the experimental strain curves contain fluctuations resulting from the estimation 
error in the displacement functions, the presence of the stiffer inclusion can readily be 
identified.  
Average computation times from 5 independent experiments of the 3 algorithms were 
measured on PC Intel(R) Core(TM) i5 2.50 GHz (Intel Corp., Santa Clara, CA) with a MATLAB 
platform. Results show that SCC takes almost 6.85 seconds, whereas SMW takes about 0.13 
second and CCL takes about 0.27 second to process pre‐ to peak‐compression displacement 
estimates (3% maximum compression, 28 RF lines, 2536 samples for each line). Thus, the 
computational costs of the SMW method and the CCL method are 1/53 and 1/25 of that of the 
SCC method, respectively. Theoretically determined computational efficiencies are presented in 
section 4.4. The reason for the longer processing time with the SCC method is partly due to the 
interpolations required for finding peaks from cross correlation window pairs, while the 
displacement estimation for both SMW and CCL methods in the eliminated phase paths using 
interpolation consumes approximately 0.1 second.   
4.4	Computational	Efficiency	Comparison	of	Strain	Algorithms	
The computational efficiencies of the SCC, SMW and CCL algorithms are functions of: (i) the 
number of multiplications and summations required for a single RF line; (ii) the number of 
windows in each RF line; and (iii) the cost of the search ‐ specifically the search for the 
maximum in the NCC function in SCC, the search for the phase value closest to zero phase in 
SMW, and the search along paths of ones in binary phase image in CCL. For simpler comparison, 
the concept of window is applied to all three algorithms. 
Let the RF data length in number of samples be L ( 2 sD fL
c
  ), where D  is phantom depth, 
sf is the sampling rate and c the sound speed in tissue. For D = 30 mm, c =1540 m/s,  sf  105 
MHz, L ≈ 4000. Take 1% compression as an example, without temporal stretching, the deepest 
speckle moves almost 40 samples. Thus {0, 40} is a suitable search region. Without considering 
interpolation, the computational cost  SCCC  for calculating the NCC function for a single RF line is 
equal to  
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Re
( 40) 3 [ , 1]
Search gion NormalizedCorrelation
SCCC nW nI lW lW    
 
             (4.3) 
where the first and second terms in the square bracket denote the number of multiplications 
and  additions, respectively. In (4.3), the window length is 
0
sl M
flW M
f
    , where  l  is 
the number of samples in a single wavelength,  0f  3.5 MHz is the transducer center frequency 
and M is chosen as a compromise of resolution and computation efficiency. Further assume the 
shift between windows is  W , in number of samples, then the number of windows can be 
calculated directly as  {( ) / }nW floor L lW W   where the function floor(x) is the largest 
integer not greater than x. The cost factor of 3 is extracted from the formulation of normalized 
cross correlation and the cost factor of the Search Region  40nI   is based on 40 window shifts. 
In our implementation, the normalized cross correlation between signal  ( )a t  and signal  ( )b t  is 
defined as 
2 2
( ) ( )
( ) ( )
t i W
t i
t i W t i W
t i t i
a t b t
a t b t
 

   
 

  , where  t  is the iteration index,  i  is the index pointing to 
the first element of the current window and W is the window length.  
The computational cost  SCC MAXS   is based on the number of iterations in the search for the 
maximum in the NCC function. Using binary search,  SCC MAXS  is  
2log ( 40)SCC MAXS nW nI                                       (4.4) 
For SMW and CCL, the window size is actually one wavelength, i.e., 
0
sl
f
f
  . The conversion 
from real RF signals to analytical RF signals requires the Hilbert transform, here performed with 
FIR filter approach using the Matlab DSP System Toolbox. The length of the FIR filter is denoted 
as  lF  in sample numbers. The computational cost of phase abnormality detection is ignored to 
simplify the theoretical analysis, as is the calculation of interpolated phase based on neighbor 
phase tracks. Although the interpolation in fact is a significant component of the total 
computation cost for both SMW and CCL, which was experimentally validated in Section 4.2, it 
is indeed hard to estimate because of its stochastic nature. The computational cost of creating 
amplitude and phase matrices in the SMW algorithm is given as 
{( [ , ] [2,1] [1,0] )}
AnalyticConversation AmplitudeExtraction PhaseExtraction
SMW
lW lW lWC nW lF lF
M M M
      
  
    (4.5) 
where the first term represents the cost of multiplication and summation for RF signal 
conversion to analytic signal, the second and third terms represent the cost of extracting 
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amplitude and phase from analytic signal, respectively. The computation is followed by zero 
phase search within the search window. Zero phase here can be converted to minimum search. 
The computational cost  SMW MINS   is based on the iteration number of minimum search. Using 
binary search,  SMW MINS   is 
2log ( 40)SMW MINS nW nI                                              (4.6) 
The computational cost for creating the zero phase binary image in CCL algorithm is roughly 
Im
{( [ , ] [2,1] [1,0] [2,1] )}
AnalyticConversation AmplitudeExtraction PhaseBinary ageCreationPhaseExtraction
CCL
lW lW lW lWC nW lF lF
M M M M
        
   
  (4.7) 
where the first three terms are the same as in SMW, and the last term corresponds to creating 
the phase binary image for consequent connected component labeling.  
The Matlab bwlabel function with run length encoding is used twice in the implementation of 
CCL. The computational cost  CCL ONES   is based on the number of searches for ones in the 2D 
phase binary image. On average for a single RF line,  CCL ONES   is 
                                                         2 ( 40)CCL ONES nW nI                                                           (4.8)    
Using a typical 14‐point Hilbert FIR filter, i.e.,  14lF   [4.7], set window length in SCC as 5 
wavelengths, i.e., 5M  , and assume a constant  (  nW lW   ), the simplest form for the 
number of operations for each algorithm reduces to  
[120 ,120 ]SCCC     ;  [3 ,3 ]SMWC    ;  [3 ,3 ]CCLC                    (4.9) 
Based on the preceding assumptions and calculations, the computational cost of the searches 
accounts for a very small portion of the total cost, and therefore is neglected here. Then the 
computational costs of the SMW and CCL are almost 1/40 of SCC. The efficiencies of SMW and 
CCL are also superior to that of other reported algorithms such as time‐domain cross 
correlation with prior estimates (TDPE), phase root seeking (PRS) and combined autocorrelation 
method (CAM). It is noted that to improve the accuracy for SCC, interpolation should be utilized 
for the NCC function; also, window length may be chosen longer, which will further increase the 
computation load. 
4.5	Discussion	on	APTSE		
First of all, SMW and CCL can tolerate larger dynamic ranges of external compression than the 
SCC method, which generally is sensitive to small deformation and fails at high strain because of 
de‐correlation noise, as seen in Fig. 4.6 and Fig. 4.1.  
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To compare with the experimentally observed computational efficiencies, a theoretical 
computational efficiency analysis is presented in section 4.3. This analysis shows that the 
computation costs of the SMW and CCL are almost 1/40 of that of SCC, if the cost of 
maximum/minimum/ones search is excluded. To improve the estimation accuracy for SCC, 
interpolation with higher degree may be required for the normalized correlation function, as 
well as longer window length, which will increase the computation load. Thus, a good 
agreement between the experimentally observed and theoretically calculated computational 
efficiencies is found. Additionally, SMW and CCL have potential for parallel computing to 
further reduce the time consumption since zero phase bands are independent in terms of axial 
range. 
SMW and CCL also exhibit more flexibility in displacement and strain image resolution. Because 
the wrapped phase is uniformly distributed, selection of any value within  [ , ]   will be 
unbiased for phase tracking. Instead of zero phase with resolution one sample per wavelength 
in our specific implementation, phase values  / 2  and  / 2  can be used to double the 
resolution, without any impairment of the estimation accuracy. 
Between SMW and CCL, SMW is slightly faster, but is vulnerable to large noise, as illustrated in 
Fig. 4.6. It may fail at large compression (e.g. 12%) because the chosen window size of one 
wavelength (upper half for phantom under compression and bottom half for phantom during 
relax) is not large enough. Future implementation may adjust the search window based on axial 
range and a priori knowledge of the level of compression. An optimum threshold level can be 
guided by stochastic analysis of phase error and strain error in Fig 3.9 in Chapter 3. 
It should be emphasized that high fast time sampling rate and high compression time sampling 
rate are not prerequisites for SMW and CCL. Both simulation and SonixRP experiments show 
that SMW and CCL still work without noticeable reduction in accuracy at more realistic fast time 
sampling rate (e.g. f0 = 3.5 MHz and fs = 35 MHz) and compression time sampling rate (e.g. 30 
Hz). It is also to be noted that at higher compression levels and/or when compression time 
sampling rate is low, zero phase bands in CCL method must be chosen to be wider (e.g. +/ − 
0.4π) to make sure the ones component is connected within the phase tracks. 
Further research includes 2D phase tracking development based on 3D phase matrix from a set 
of lateral scan lines. Application to real time elastography is worthwhile to explore because of 
the distinct advantage of SMW and CCL in computation speed over SCC.  
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Chapter	5	
	Force	Sensor	Integration	into	Linear	Transducer	Probe	
The major focus of this research is to develop a quantitative, reproducible quasi‐static 
elastographic technique. We propose to do this by measuring the absolute force or force 
distribution applied to the tissue‐mimicking medium (e.g., ultrasound phantom) or the skin 
surface by the ultrasound transducer, and from the force distribution estimating the stress field 
under the assumption that the medium being compressed is a homogeneous medium. The 
tissue deformation, i.e., strain, will simultaneously be determined across the image plane based 
on the pulse‐echo ultrasound measurements. One very practical aspect to be considered with 
integrating a force measurement into ultrasound strain imaging includes the method by which 
the force sensors will be attached to the ultrasound transducer.  
This chapter focuses on determining the optimal force sensor selection and implementation  
and the integration of force sensors into a single linear array probe, followed by Ch. 6 with the 
description of the fast calculation of skin surface stress field into 2D stress field. Specifically, the 
tasks in this chapter include calibrating the force sensors, building circuit to acquire the applied 
force function and designing the force plate to mount the force sensors onto the transducer. 
5.1	Development	of	the	Force	(or	Pressure)	Sensors	
The development of the pressure or force sensors will be investigated on several levels. The 
desirable sensor should have a small size, high sensitivity, good linearity and fast frequency 
response and have a linear, operational range from 0 to 25 Newton. Besides, it should be easily 
integrated into the transducer. The simplest implementation will be in the form of sensors 
attached to a plate that surrounds the transducer, as shown in the bottom view of an 
ultrasound transducer in Fig. 5.1. Using this approach, four to ten sensors can be incorporated 
into the force plate, to measure the force distribution. The actual implementation involves only 
four force sensors. It is to be noted that the term “compressor” from now on is defined to 
include both the transducer and force plate as a convenient description.  
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Fig. 5.1. Implementation of a set of force sensors, mounted on a force plate and surrounding the 
ultrasound transducer. Bottom view of a rectangular ultrasound transducer, dimension of the 
compressor is denoted as length a and width b, evenly partitioned into small elements, each with size of 
length l and width w. 
One technology utilizes capacitive sensors which have high sensitivity and small element size, 
and are available in array format for robotic hand sensing, blood pressure pulse sensing and 
breast cancer screening [90]. They are deformable, so that they can be adapted to the shape 
constraints of the transducer. Their bandwidth is fully adequate for this application. One supply 
company for such technology is Pressure Profiling Systems (PPS, Los Angeles, CA) [91].  
A pressure sensing array from PPS was integrated into a Siemens Antares VFX13‐5 ultrasound 
transducer, as shown in Fig. 5.2 [92], for the purpose of measuring the applied external 
pressure. The sensing array consists of two rectangular matrices, each with sixty‐four 2.5mm by 
2.5mm sensing elements, arranged in a 4 x 16 grid. The two rectangular matrices are mounted 
on a delrin plate along a slot cut in the middle of the plate to allow for the transmission of 
ultrasound. The measured surface pressure distribution, however, has shown only modest 
agreement with FEA simulations. Geometric uncertainties on the surface of the sensor as well 
as the variability of the absolute calibration make the array poorly suited to measure accurate 
maps of the surface pressure distribution which might limit its utility for elastic modulus 
reconstruction. 
 
Fig. 5.2. A photo of the pressure sensor attached to a Siemens Antares ultrasound transducer (obtained 
from Kiessel et al [92]). 
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A very suitable technology is the micro‐electro‐mechanical system (MEMS) sensors. MEMS 
sensors can be integrated with amplification into a narrow strip onto which the actual linear 
array transducer is positioned. For example, Motorola has produced MEMS sensors with 
integrated amplification and signal conditioning for easy interfacing with a microcontroller unit 
[93]. A simple and less expensive technology is the diffused semiconductor strain gauge, which 
are often used in pressure transducers. It uses photolithography masking techniques, as well as 
the solid‐state diffusion of boron, to achieve molecular bonding to the resistance elements. By 
eliminating the adhesive bonding agents, errors due to creep and hysteresis are also 
eliminated. However, it is limited to moderate‐temperature applications and requires 
temperature compensation [94]. 
Ideally, the force detectors should be placed in the acoustic path of the transducer, which 
requires that the detector should be nearly acoustically transparent, i.e. minimum scattering 
and absorption. Tsubai et al. have demonstrated the simultaneous acquisition of tissue images 
and contact pressure distribution for the human carotid artery, aided by film‐type pressure 
sensor installed directly on probe contact surface with little effect on ultrasonic transmission as 
shown in Figure 5.3 [95]. 
 
(a)                                                                                   (b) 
Fig. 5.3. (a) Flexible film sensor; (b) outline of probe with sensor mounted on its surface (adapted from 
[94]). 
While that concept looked very promising for our force sensing application, research and 
development of the above technology was not continued by the Japanese investigators, which 
prevented us from incorporating this force sensor method.  We have also considered another 
thin film PVDF‐TrFE based pressure sensor designed by a research group at University of Texas 
at Austin [96]. This sensor has only a 1 um thickness and therefore has minimal interference 
with the ultrasound beam. The relative charge amplifier, however, has a much lower cut‐off 
frequency than what we need for the elastography application.   
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An additional possibility exists for force sensing: Using the imaging array transducer for force 
measurements. While the array is designed for operation at MHz frequencies, a piezoelectric 
material will still generate a charge from a nearly static applied force due to the direct 
piezoelectric effect. The spectrum of the force being applied during scanning to the transducer 
array is likely to be in the 0 – 10 Hz range. At frequencies this close to dc, the impedance of the 
piezoelectric elements is very high and mainly capacitive, and a charge amplifier is most 
suitably used. There will not be a charge amplifier for each element. Instead, groups of 
elements will be connected in parallel, such that between 1/4 or 1/6 of the total number of 
elements will be formed into groups. 
Assuming that the transducer elements themselves can be used for sensing, this will need to be 
done in a sampled fashion, since each element is pulsed with a large voltage at regular 
intervals, followed by a measurement period. If at all possible, we wish to access the output of 
the array elements after the Transmit/Receive switch (T/R switch), and – if possible – even after 
the low noise amplifier. This will be dependent on whether the low noise amplifier after the T/R 
switch is ac coupled or dc coupled. 
5.2	Simple	Implementation	of	Force	Sensors	with	1D	Linear	Array	Transducer	
Due to time and funding limitations, we have pursued the simplest implementation which is in 
the form of sensors attached to a plate that surrounds the transducer. A rectangular force plate 
was manufactured with slot to accommodate the array elements of the ultrasound transducer, 
as shown in Fig. 5.4. Considering the dimensions of the transducer head and force sensor, the 
geometry of the compressor was designed with length ܽ ൌ 85	݉݉ and width ܾ ൌ 50	݉݉.  The 
force sensors were mounted on either side of the slot cut into the plastic plate and connected 
to signal amplification, noise filtering, and data acquisition system. The forcing function is 
generated by the force applied by the ultrasonographer’s hand. In our initial trial, inexpensive, 
ultra‐thin (0.208 mm thickness) and flexible piezoresistive force sensors A201 (Tekscan Inc., 
South Boston, MA) with approximate force range 0‐1 lb were utilized to quantitatively measure 
the contact force. 
 
Fig. 5.4. Bottom view of transducer with four force sensors attached, two on each side. 
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The compressor can be decomposed into small individual rectangular elements as shown in Fig. 
5.1, chosen so that external pressure on each element can be assumed uniform. It is noted that 
the compressor plate is rigid, so all elements move together, while the tissue surface (or tissue 
mimicking surface) is compliant. More accurate and reasonable plate separation may be in the 
form of a coarser division in the center while finer split around the boundary where pressure is 
prone to be variable due to oscillating, shifting, or tilting of the transducer. In our simple 
implementation, the compressor was meshed into twelve elements, as illustrated in Fig. 5.1. 
Specifically, four elements with existing sensors and two elements in the center of the 
compressor without sensors were designed with length ݈ ൌ 25	݉݉ and width ݓ ൌ 16	݉݉. 
Elements on the edges without sensors were given dimensions of ݈ ൌ 17.5	݉݉ and ݓ ൌ
16	݉݉. Contact pressure on every sub‐region with a sensor was estimated by the measured 
force divided by the sensing area. For the remaining sub‐regions without sensors, the pressure 
was obtained by bilinear interpolation.    
5.2.1	Force	Plate	Design		
The force plate design has been explored by Lee Mathew Kiessel with a variety options 
including a flat plate with square or curved edges [97]. The large stress concentrations at the 
square edges which are near the surface indicate that a design with curved edges might be a 
better choice. In our design, the force plate includes three main components, as presented in 
Fig. 5.5 (a): a bracket to hold the transducer and force sensors together, top and bottom plates 
with force sensors inserted in‐between. The transducer passes through the slot in the center of 
the plates.  
The designs were created in Solidworks 2015. To show the design more clearly, the bottom 
view of the bracket itself is displayed in Fig. 5.5 (b), and the process of adding the top and 
bottom plates step by step are illustrated in Fig. 5.5 (c) and Fig. 5.5 (d). The bracket and two‐
layer plastic plates are made through 3D printing from PLA 1.75 mm and IC3D 1.75 MM 
acrylonitrile butadiene styrene (ABS) (Sainsmart Company, Lenexa, Kansas), respectively. 
Dimensions are in mm and are marked in Fig. 5.6. 
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                                               (a)                                                                             (b) 
     
                                               (c)                                                                              (d) 
Fig. 5.5. Profile of the force plate design, (a) overall outlook with transducer, (b) bottom view of the 
bracket and (c) with the top plate added and (d) the bottom plate added. 
Fig. 5.6 (a) and (b) show the top and front view of half part of the bracket, and Fig. 5.6 (c) and 
(d) show the top and front view of the bottom plate. The rectangle slot and circular holes in Fig. 
5.6 (d) are designed to accommodate the transducer and the force sensors with pucks 
attached, respectively. The puck is made of rubber and placed between the load and sensing 
area, in order to ensure that the sensor captures 100% of the applied load. Influence of the 
geometry on the stress field will be elaborated in the next section. 
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(a) 
 
(b)                                                                                   
 
(c)                                                                                   
 
 (d)                                                                                   
Fig. 5.6. Drawing of the bracket: (a) top view and (b) front view, bottom plate (c) top view and (d) front 
view. 
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In preparation for the installation of the force sensors into the force plate, we also need to keep 
in mind that water is involved in the measurements, for which reason it is desirable to place a 
perimeter seal around the sensor. A thin layer of adhesive around the perimeter may protect 
the sensor from water incursion, with options like the conventional cellophane tape, and clear 
silicone waterproof sealant used to seal aquarium tanks. 
Four A201 force sensors have been installed in the force plate. The force plate together with 
the associated breadboard layout is shown in Fig. 5.7. The analog output voltage from each 
force sensor is read by the data acquisition system and then converted into a force equivalent 
voltage, to be described in the chapter 7 with regard to experiments. 
 
Fig. 5.7. Capture of the force sensors installed into the force plate. 
5.2.2	Introduction	of	Flexi‐force	Sensor		
The FlexiForce single element force sensor A201 acts as a variable force sensing resistor in an 
electric circuit, as shown in Fig. 5.8. When no load is applied to the force sensor, its resistance is 
very high (greater than 5MΩ), while when a force is applied to the sensor, the resistance 
decreases.  
 
Fig. 5.8. Profile of Flexi‐force sensor A201, sensing area 9.53 mm diameter circle and 3‐pin male square 
pin at both ends of the sensor. 
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A201 sensors are terminated with solderable male square pins, allowing them to be easily 
incorporated into a circuit.  The active sensing area with approximately 71 mm2 is defined by 
the silver circle on top of the pressure‐sensitive ink, as shown in Fig. 5.8. Typical performances 
of the force sensor include a linearity of <+/‐ 3%, a repeatability <=/‐2.5% full scale, and a 
response time < 5 µsec. 
It is worth noting that since the top silver conductor and bottom conductor are not always 
perfectly concentric, measurement may be more accurate by placing the force through a puck 
covering roughly on 80% instead of 100% of the sensing area. The puck used in our application 
is a flat and smooth piece of surface rubber, with a thickness of 2 mm and adhered to the force 
sensor using double‐sided tape, which is easy to handle and can be trimmed to exactly the area 
of interest. The presence of the double sided tape on the active region may slightly change the 
force distribution on the surface of the sensor, so it is advantageous to calibrate the sensor with 
the tape in place. 
5.2.3	Circuits	and	Force	Sensor	Calibration	
A given A201 force sensor is integrated into our application by incorporating it into a simple 
force‐to‐voltage circuit, as illustrated in Fig. 5.9. RC circuit consisting  ௙ܴ௘௘ௗ௕௔௖௞ and 220 pF 
capacitor C1 is used to filter high frequency noise. The analog voltage output theoretically 
increases linearly with respect to the applied force on the sensor.  
                                       ௢ܸ௨௧ ൌ ௥ܸ௘௙ ∗ ሺ1 ൅ ሺ ௙ܴ௘௘ௗ௕௔௖௞/ ௙ܴ௟௘௫௜௙௢௥௖௘ሻሻ                                            (5.1) 
 
Fig. 5.9. Single source circuit schematics, depicting the force‐to‐voltage conversion circuit. The dynamic 
range of the force sensor can be modified by changing the drive voltage and adjusting the resistance of 
the feedback resistor. 
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After  the  circuit was  successfully  assembled  and  adjusted,  conditioning  and  calibration  are 
required before measurements can be performed. Conditioning breaks in the sensor and helps 
to lessen the effects of drift and hysteresis.  It usually conducted by placing 110% of the maximum 
test load onto the sensor for approximately 3 seconds and repeating 4‐5 times. Calibration is then 
established  to  covert  the  voltage  output  into  the  applied  force.  The  specific  procedure  to 
condition and calibrate the sensor can be found from the instruction manual [98].  
The easiest way to convert voltage to force is via a simple calibration curve. Firstly, we adjusted 
the feedback resistor   ௙ܴ௘௘ௗ௕௔௖௞ and the reference voltage  ௥ܸ௘௙ values, as shown in Table 5.1, in 
order to tune the circuit to the desired output voltage range. Secondly, we placed known 
weights on the sensor, recorded the resulting voltages with a multi‐meter, and repeated until 
we had nine points for each sensor, as listed in Table 5.2. We graphed the voltage vs. force 
relationships and fitted each with a line of best fit, an example of which is shown in Fig. 5.10. 
Ideally, the voltage‐force function should be linear; however, actual experiments show some 
deviation from linearity.   
Table 5.1. A201 force sensors circuit components values 
Sensors   ௙ܴ௘௘ௗ௕௔௖௞ (KΩ)  ௥ܸ௘௙ (V)  R1 (Ω)  R2 (Ω) 
Sensor_1  70.2  1.47  691  230 
Sensor_2  69.8  0.98  717  183 
Sensor_3  70.2  1.31  671  243 
Sensor_4  70.2  0.99  813  199 
 
Table 5.2. Force‐Voltage data from calibrations of four A201 force sensors. 
Weight (g)  Sensor_1 (V) Sensor_2 (V) Sensor_3 (V) Sensor_4 (V) 
0  1.48  0.97  1.31  0.99 
10  1.48  0.97  1.31  0.99 
20  1.52  0.98 1.32 1.06 
50  1.66  1.15  1.34  1.16 
100  1.87  1.46  1.45  1.39 
200  2.08  1.85  1.79  1.91 
300  2.52  2.43 2.38 2.65 
400  3.12  2.89  2.98  3.21 
500  3.58  3.45  3.49  3.69 
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Fig. 5.10. Measured points (blue dotted) of voltage (x axis, unit in Volt) and corresponding force (y axis, 
unit in Newton) from calibration of sensor 2, and linearly fitted lines (black) with equation Y=mx+b, 
where m and b represent the sensitivity and offset, respectively. 
The fitted lines will be used to map the measured voltage into the applied force in our later 
experiment.   
5.3	The	Influence	of	Compressor	Geometry	on	Stress	Distribution	
If it had been possible to make the sensors transparent through the acoustic path of the 
transducer, an alternative would be to have the sensors integrate into the transducer head 
without a force plate. That would be the smallest and most maneuverable transducer, but it 
would also produce a highly non‐uniform stress field. Alternatively, a larger plate will be less 
maneuverable, but give a more uniform stress field. In this section, we present 2D normal stress 
fields in the transducer imaging plane for various compressor dimensions. Stress was calculated 
using finite element analysis (FEA) through the module Solid Stress‐Strain Analysis of 3D 
Structural Mechanics in Comsol Multiphysics 5.3. It is noteworthy that the compressor in this 
simulation is simplified as a 1D rectangle, as illustrated in Fig. 5.11. 
The simulations are based on the following assumptions: the elastic material is assumed to be 
homogenous (Young’s modulus 16.5 KPa), isotropic and incompressible (Poisson’s ratio 0.495). 
The simulated phantom is dimensioned as 120 mm length by 100 mm width by 90 mm depth, 
with fixed bottom and free sides boundaries. It is under the uniform pressure 1000 Pa through 
the compressor. All figures are in the form of contour stress distribution and observed within 
the range of ‐50 to 50 mm in length and the top surface to 60 mm in depth.     
y = 1.9571x ‐ 1.7915
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Fig. 5.11. Physical layout of uniform phantom dimension 120 mm L by 100 mm W by 90 mm D, vertical 
pressure 1000 Pa applied to the simplified 1D compressor with geometry of 85 mm L by 50 mm W. 
Due to the transducer dimension and phantom size, three compressor geometries were chosen 
for the simulation, as listed in Table 5.3. The corresponding stress distributions are shown in 
Fig. 5. 12 (a) – (c). The first compressor includes only the transducer of which the contacting 
area with the phantom is size of 72 mm L by 16 mm W, for the extreme case that sensors are 
directly attached to the transducer head. The second and third options correspond to the cases 
that sensors are integrated through the force plate. 
Table 5.3. Different compressor geometry for stress field calculation in FEA. 
Simulation 
t
Compressor length 
( )
Compressor width (mm) 
(I)  72   16 
(II)  85 50
(III)  85 85
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(c) 
Fig. 5.12. Stress (unit: Pa) distribution along the transducer image plane (lateral distance in x direction 
and axial depth in z direction), with three compressor geometries: (a) transducer head size ܽ ൌ 72 mm, 
ܾ ൌ 16 mm, force plate geometry (b) ܽ ൌ 85 mm, ܾ ൌ 50 mm, and (c) ܽ ൌ 85 mm, ܾ ൌ 85 mm. 
Figure 5.12 (a) ‐ (c) shows that the size of the compressor, as well as the ratio of compressor 
length to width, affects the stress distribution inside the phantom. Under the same external 
pressure, larger compressor with the ratio of ܽ: ܾ equal to 1 creates more uniform stress 
distribution. Specifically, within the range of interest ‐30 to 30 mm in length and 5 mm to 60 
mm in depth, stress ranges roughly from ‐1000 Pa to ‐720 Pa in the case of ܽ ൌ 85mm, ܾ ൌ 85 
mm, as shown in Fig. 5.12 (c). In comparison, stress ranges roughly from ‐1000 Pa to ‐140 Pa in 
the case of ܽ ൌ 72 mm, ܾ ൌ 16 mm and from ‐1000 Pa to ‐480 Pa in the case of ܽ ൌ 85 mm, 
ܾ ൌ 50 mm, as displayed in Fig. 5. 12 (a) and Fig. 5. 12 (b).  
Figure 5.12 also reveals the stress concentration around the edge of the compressor near the 
phantom top surface, as indicated by the red arrows. On one hand, it appears that the stress 
concentration of rectangular compressor is higher than that of square compressor; on the other 
hand, for the rectangular compressor, the larger the ratio of ܽ: ܾ, the higher stress 
concentration on the edge of the compressor. For example, in Fig. 5.12 (a), stress value reaches 
‐1070.64 Pa at the location with lateral distance ‐33.08 mm and height 0.84 mm; in Fig. 5.12 (b) 
and (c), stress value reaches ‐1058.14 Pa and ‐1054.29 Pa, respectively, at the location with 
lateral distance 39.19 mm and depth 1.38 mm.  
-1067 73  -1067.73
  -1067 73
 -1067.73
-1
0 6
7
7 3
  -1067.73  -1067.73-1067.73
  -
10
67
.7
3
  -
10
67
.7
3
-965 37   -965.3    -965.37
  -965.37
-9
6 5
37
-965.37
   -965.37
   -
96
5.3
7
   
-9
65
.3
7
-965.37
   
-9
65
.3
7
   
-9
65
.3
7
-8 3 00   -8 3.00
   -863 00
  -863.00
-8
6 3
00
  -863.00
   -863.00
   -863.00
   
-8
63
.0
0
   
-8
63
.0
0
-8 3.00
   
-8
63
.0
0
   
-8
63
.0
0
7 0 63
   
-7
60
.6
3
   
-7
60
.6
3
7 0 63
7
0
63
7
0
6 3
  -760.63
   -760.63
 -760.63
   -760.63
   -760.63
  -760. 3
   
-6
58
.2
7
   
-6
58
.2
7
  -65
8.27
   
-6
58
.2
7
   
-6
58
.2
7
   -658.27
-6
58
27   -658.27
   -658.27
-6
58
.2
7
   -555.90
   -555.90
-55 .90
   
-5
55
.9
0
   
-5
55
.9
0
  -555.90
-5
5 5
90
   
-5
55
.9
0
   
-5
55
.9
0
   
-5
55
.9
0
   -453.53
   -453.53
   
-4
53
.5
3
   
-4
53
.5
3
   -453.53
-4
53
53
   
-4
53
.5
3
   
-4
53
.5
3
   -351.17
   
-3
51
.1
7
   
-3
51
17
   
-3
51
.1
7
-248.80
   
-2
48
.8
0146.44
-146.44
lateral distance (mm)
ax
ia
l h
ei
gh
t (
m
m
)
stress based on FEA, force plate size 85 mm by 85 mm
 
 
-40 -30 -20 -10 0 10 20 30 40
5
10
15
20
25
30
35
40
45
50
55 -1000
-900
-800
-700
-600
-500
-400
-300
-200
-100
0
Stress concentration
91 
 
In conclusion, the stress distribution inside the elastic material is influenced by the size of the 
compressor geometry, as well as the shape (ratio of compressor length to width).  
5.4	Summary	
We have integrated a set of force sensors onto the transducer head, for the purpose of 
measuring the applied force quantitatively. In the current design, we have chosen the force 
plate dimension 85 mm length by 50 mm width. To avoid the effects of possible stress 
concentrations near corners, the force sensor will be located in the center area of the force 
plate. 
There are a few topics that should be explored further in the future: 1) more sensors may be 
needed to improve the spatial resolution; 2) advanced interpolation method may provide more 
accurate force data in the region without a sensor existing, especially the region beneath the 
transducer; 3) the force plate dimension favorable for minimizing the stress concentration 
around the edges. The next step will primarily involve the stress estimation by analytical and 
simulation methods based on the measured force.   
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	Chapter	6	
Stress	Field	Calculation	Simulation	and	Analysis	
An essential and challenging task in developing quantitative elasticity imaging is the 
determination of the stress field due to the force applied by the ultrasound transducer on the 
skin surface. Specifically, the need for accurate stress calculation results from the fact that the 
tissue elasticity may be dependent on the magnitude and direction of the force exerted, 
especially if the linear stress‐strain region (up to 1‐2% strain) exceed. It is known that the stress 
distribution along the axis of a compressor is in general non‐uniform throughout the tissue 
volume, and that it decays as a function of depth.   
This chapter sets out to explain the principle of Love’s theory, mainly for the calculation of 
stress distribution across the image plane of the transducer, based on the force distribution 
[99]. It further will establish the accuracy of our proposed superposition method, using the 
Finite Element Program Comsol as the reference.  The superposition method adapts Love’s 
equation to non‐uniform external compression which usually happens in manual transducer 
operation. This method also can be extended to force plate with arbitrary shape.  
The goal is to examine the applicability of the analytical solution based on Love’s theory to the 
stress estimation in quantitative elasticity imaging. This solution is computationally fast enough 
to allow real‐time stress field estimation, but comes with the unrealistic assumption of semi‐
infinite homogeneous medium. To estimate the errors associated with using a superposition 
implementation of Love’s equation, different simulated phantoms are modeled with both 
Love’s equation and Comsol Finite Element Analysis (FEA) simulation.   
Specifically, the error as a function of lateral and axial positions in the image plane as well as 
boundary conditions will be considered. The simulated phantoms include homogenous medium 
with fixed side and free side boundaries and heterogeneous medium with fixed boundary. The 
fixed side boundary condition typically represents the commercial tissue mimicking phantoms 
such as gel‐based phantoms which generally are encapsulated into synthetic glass containers. In 
contrast, the free side boundary is closer to the human tissue motion feature.            
6.1	Finite	Element	Analysis	in	Elastography	
Finite Element Analysis (FEA) is a powerful computational tool to study the behavior of objects 
under external forces or deformations and has been applied to mechanical properties 
estimation and elasticity imaging development for human tissues by several research groups. 
Based on FEA, Parker et al. studied dynamic stress distribution and vibrational amplitudes in 
elastic media for medical applications [100]. Mutthieu Ferrant et al presented a physical‐based 
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deformable model for tracking physical deformation using image matching [101]. Yanning Zhu 
reported a novel Young’s modulus reconstruction algorithm, in which only the force distribution 
at the compression surface is necessary, thus making the new method more practical [102]. A. 
P. C. Choi simultaneously obtained Young’s modulus and Poisson’s ratio of soft tissue by 
calculation of finite deformation effect produced by indentation [103]. Mark L. Palmeri 
simulated the dynamic response of tissues with spherical inclusions to an impulsive acoustic 
radiation force excitation from a linear array transducer [104]. Jessica R. Crouch et al 
introduced algorithms that generate a high quality hexahedral finite‐element mesh and 
calculate boundary conditions automatically for prostate images registration [105]. Shengzheng 
Wang proposed an efficient approach for computing computed tomography (CT) numbers and 
calculated mechanical properties of bone tissue according to the relationship between tissue 
density and these CT numbers [106]. 
However, lacking accurate pressure or force information at the boundary, FEA methods cannot 
provide absolute measurement of the tissue modulus which can be useful in tumor 
discrimination [107]. For example, an iterative technique is used to solve the forward elasticity 
problem, of which the input to the FEA algorithm is the measured displacement field, the 
assumed boundary conditions, and an initial guess of the modulus distribution [108], [109]. For 
our work in real‐time elasticity imaging, it is important to note that computation involved with 
FEA always is computationally demanding, even if for simple 3D model with coarse mesh, which 
prevents the employment of FEA in real‐time elastography. 
Our purpose is to find an alternative technique which is capable of the fast calculation of the 2D 
stress field based on the measured skin surface stress field. The calculation of stress in elastic 
materials due to an externally applied stress distribution has been widely studied, and exact 
solutions exist for a number of specific cases. A paper by Ponnekanti et al [110] describes an 
approach based on Love’s closed form analytical solution for calculating the 2D distribution of 
longitudinal stress in an elastic, tissue‐like medium, due to a uniformly stressed rectangular 
compressor. In our research, we have further explored the superposition version of Love’s 
analytical equation and extended the application to an external surface of arbitrary shape and 
under non‐uniform compression. This method is far more efficient than FEA, which may imply 
its potential application to real time quantitative elastography [111]. 
6.2	Introduction	of	Love’s	Theory		
Theoretical stress mapping techniques for a given set of boundary conditions in an elastic 
medium have been developed by several researchers. The problem of predicting the various 
components of stress and strain in a semi‐infinite, homogeneous, elastic target that is subjected 
to a deformation using an externally applied load is known as the Boussinesq problem. A special 
case of the problem is the deformation of the target using a rectangular compressor [112].       
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This problem has been investigated in detail by Love who has developed mathematical 
expressions to describe the spatial distribution of the various components of stress as a 
function of the compressor dimensions in a semi‐infinite solid body. The material of the solid is 
taken to be elastic, homogeneous and isotropic. This section focuses on illustrating the general 
theoretical expressions of Love’s equation (LE) under the circumstance of uniformly stressed 
rectangular compressor, followed by our improved version using superposition to extend the 
solution to the cases of non‐uniform external force and arbitrary compressor shape.  
6.2.1	Basic	Version	of	Love’s	Equation	(LE)	
Assume that the force plate is of length ૛ࢇ and width ૛࢈ and that the plane boundary (the 
closed curve obtained by connecting A, B, C, D in turn) of the semi‐infinite solid is horizontal. 
Let the plane ࢠ ൌ 	૙ be the reference plane of a Cartesian coordinate system, and the positive 
direction of the axis ࢠ to be downwards. Also, let ࢞, ࢟, ࢠ be coordinates of an arbitrary field 
point within the solid, and ࢞ᇱ, ࢟ᇱ, ૙ to be those of a point on the plane boundary. The variables  
܉૚, ܊૛, ܋૜, ܌૝ and ࢘ represent the distances to field point ሺܠ, ܡ, ܢሻ from point A, B, C, D and 
ሺ࢞ᇱ, ࢟ᇱ, ૙ሻ, respectively. (see Fig. 6.1) 
1a
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0( )' ', ,x y
r
 
Fig. 6.1. Force plate geometry showing the various parameters in Cartesian coordinate system. 
Before introducing expressions for stress components, let’s firstly explain several parameters 
included in these expressions and introduce assumptions: applied pressure ݌ is assumed to be 
uniformly distributed on the compressor; Boussinesq’s 3D logarithmic potential ߯ is defined by 
the equation ߯ ൌ ∬݌	݈݋݃ሺݖ ൅ ݎሻ ݀ݔᇱ݀ݕᇱ;  ܸ is the Newtonian potential of the rectangular 
plane surface distribution to be determined, defined by equation ܸ ൌ ∬݌ݎିଵ ݀ݔᇱ݀ݕᇱ, where 
the integration is taken over the area under stress. 
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Since we focus on the axial strain in our current ultrasound technique, we are interested in the 
corresponding axial stress component, which is expressed at a point ሺݔ, ݕ, ݖሻ as  
ߪ௭௭ሺݔ, ݕ, ݖሻ ൌ ଵଶగ ሾ
డ௏
డ௭ െ ݖ
డమ௏
డ௭మሿ                                             (6.1)                           
where, డ௏డ௭ ൌ െ݌ሼ2ߨ െ cosିଵ ቎
ሺ௔ି௫ሻሺ௕ି௬ሻ
ටሾሺ௔ି௫ሻమା௭మሿඥሾሺ௕ି௬ሻమା௭మሿ
቏ െ cosିଵ ቎ ሺ௔ି௫ሻሺ௕ା௬ሻ
ටሾሺ௔ି௫ሻమା௭మሿඥሾሺ௕ା௬ሻమା௭మሿ
቏ െ
cosିଵ ቎ ሺ௔ା௫ሻሺ௕ି௬ሻ
ටሾሺ௔ା௫ሻమା௭మሿඥሾሺ௕ି௬ሻమା௭మሿ
቏ െ cosିଵ ቎ ሺ௔ା௫ሻሺ௕ା௬ሻ
ටሾሺ௔ା௫ሻమା௭మሿඥሾሺ௕ା௬ሻమା௭మሿ
቏ሽ,                                          (6.2)                   
డమ௏
డ௭మ ൌ ݌ ቄ
௔ି௫
ሺ௔ି௫ሻమା௭మ ቂ
௕ି௬
௔భ ൅
௕ା௬
ௗర ቃ ൅
௔ା௫
ሺ௔ା௫ሻమା௭మ ቂ
௕ି௬
௕మ ൅
௕ା௬
௖య ቃ ൅
௕ି௬
ሺ௕ି௬ሻమା௭మ ቂ
௔ି௫
௔భ ൅
௔ା௫
௕మ ቃ ൅
௕ା௬
ሺ௕ା௬ሻమା௭మ ቂ
௔ି௫
ௗర ൅
௕ା௬
௖య ቃቅ                                                                                                                            (6.3)                           
Detailed descriptions of how to derive these formulas are omitted here for saving space and 
can be found in [99]. It is noted that singular points in these analytical functions occur on the 
edges. The indeterminacy disappears if ݌ ൌ 0 on these edges of compressor [113]. 
6.2.2	Superposition	Version	of	Love’s	Equation	(SLE)	
The superposition principle has been applied to many types of field computation, which meet 
the requirement of linearity, such as electrical potential and field strength [114], magnetic field 
[115], electrostatic field potential [116], temperature field [117], lanthanide crystal field [118], 
and acoustic pressure field [119]. 
It is to be noted that Love’s model makes the assumption that the compressor is uniformly 
loaded, while operation for elastography inevitably involves human unintended tilting. We 
proposed a superposition method to solve the non‐uniform external pressure problem, which 
enables Love’s stress calculation model be utilized generally. The main idea is dividing the 
whole compressor into several small individual rectangular elements, and stress at each field 
point is the summation of all contributions from each force plate element. An advantage of the 
superposition method is the flexibility of employing a compressor with an arbitrary shape, such 
as an ellipse which may exhibit a lower stress concentration around the edges. 
Now let’s consider the force plate mounted with force sensors from Chapter 5, as shown in Fig. 
6.2 (a). In this design, the plate together with the transducer surface is denoted the 
compressor. The compressor is decomposed into smaller individual rectangles (elements). An 
important prerequisite is that an individual element is small enough to approximate the applied 
pressure on it to a uniformly distributed pressure. Each element is of length ܔ and width ܟ 
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resulting from even partition of the whole compressor. A more accurate way to decompose the 
compressor may be to use a coarser division in the center while using a finer split around the 
boundary where pressure is prone to be variable due to shifting or tilting of the transducer. As a 
starting point, we use the uniform partition model to implement stress field deduction. 
We also hypothesize that the stress at any field point along the compression axis, i.e. the z 
direction as shown in Fig. 6.1, is given as the summation of the contribution from each element 
of the compressor and that the behavior of each stress component is independent of the effect 
of the other. In general, let’s define the elements array size as total column number  ࢞࢔࢕ (the 
number of partitions in the x‐direction) and total row number ࢟࢔࢕ (the number of partitions in 
the y‐direction), in other words, the whole compressor is divided into ࢞࢔࢕ ∗ ࢟࢔࢕  elements. For 
example, as presented in Fig. 6.2 (b), ࢞࢔࢕ ൌ ૝ and  ࢟࢔࢕ ൌ ૜, which means the compressor is 
decomposed into 12 elements.  
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Fig. 6.2. (a) Bottom view of linear array rectangular transducer with a set of force sensors mounted 
beneath, compressor geometry of length ܽ and width ܾ, partitioned into small element with geometry of 
length ݈ and width ݓ. (b) Model physical layout for elements’ center and nodes in 2D rectangle Cartesian 
coordinate system. 
Now let’s focus on the ݅th compressor element with length ݈ and width ݓ, on which the 
uniform pressure is denoted as ݌௜.  
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Fig. 6.3. Geometry of the ith compressor element, under uniform external pressure ݌௜, with center 
(݉௜, ݊௜, 0) and nodes coordinates in 3D Cartesian coordinate system, an arbitrary field point ሺݔ, ݕ, ݖሻ and 
ሺݔ ′, ݕ ′, 0ሻ to be those of a point on the plane boundary. 
A few steps are involved in establishing the vertical stress component using superposition. 
a) Coordinates of the compressor element centers: 
X coordinates of element centers are calculated as below: 
Taking advantage of the symmetry in x axis, it is enough only to perform half space (in positive x 
direction) coordinates calculations; coordinates in negative x direction can be attained by 
multiplying by ‐1. 
Coordinates value ࢞ࢉ in positive x axis are  
࢞ࢉ ൌ ࢞࢔࢕ି૚࢞࢔࢕ ∗
ࢇ
૛ െ
ࢇ
࢞࢔࢕ ∗ ࢑ , 
where ࢑ ∊ ሾ૙, ࢞࢔࢕૛ െ ૚ሿ when ࢞࢔࢕ is odd; ࢑ ∊ ሾ૙,
࢞࢔࢕ି૚
૛ െ ૚ሿ when ࢞࢔࢕ is even. 
Then the whole x coordinates can be expressed as 
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࢞ࢉ ൌ
ቐ
ቂെ૚ ∗ ቀ࢞࢔࢕ି૚࢞࢔࢕ ∗
ࢇ
૛ െ
ࢇ
࢞࢔࢕ ∗ ࢑ቁ ;
࢞࢔࢕ି૚
࢞࢔࢕ ∗
ࢇ
૛ െ
ࢇ
࢞࢔࢕ ∗ ࢑ቃ , ࢑ ∊ ቂ૙,
࢞࢔࢕
૛ െ ૚ቃ ,when	࢞࢔࢕	is	odd;
ቂെ૚ ∗ ቀ࢞࢔࢕ି૚࢞࢔࢕ ∗
ࢇ
૛ െ
ࢇ
࢞࢔࢕ ∗ ࢑ቁ ; ૙;
࢞࢔࢕ି૚
࢞࢔࢕ ∗
ࢇ
૛ െ
ࢇ
࢞࢔࢕ ∗ ࢑ቃ , ࢑ ∊ ሾ૙,
࢞࢔࢕ି૚
૛ െ ૚ሿ,when	࢞࢔࢕	is	even.
(6.4) 
Similar expression can be made for y coordinates of element centers 
࢟ࢉ ൌ
ቐ
ቂെ૚ ∗ ቀ࢟࢔࢕ି૚࢟࢔࢕ ∗
ࢇ
૛ െ
ࢇ
࢟࢔࢕ ∗ ࢑ቁ ;
࢟࢔࢕ି૚
࢟࢔࢕ ∗
ࢇ
૛ െ
ࢇ
࢟࢔࢕ ∗ ࢑ቃ , ࢑ ∊ ቂ૙,
࢟࢔࢕
૛ െ ૚ቃ ,when	࢟࢔࢕	is	odd;
ቂെ૚ ∗ ቀ࢟࢔࢕ି૚࢟࢔࢕ ∗
ࢇ
૛ െ
ࢇ
࢟࢔࢕ ∗ ࢑ቁ ; ૙;
࢟࢔࢕ି૚
࢟࢔࢕ ∗
ࢇ
૛ െ
ࢇ
࢟࢔࢕ ∗ ࢑ቃ , ࢑ ∊ ሾ૙,
࢟࢔࢕ି૚
૛ െ ૚ሿ,when	࢟࢔࢕	is	even.
(6.5)  
After computing ࢞ࢉ, ࢟ࢉ, we should merge them into one 2D matrix, in which each column 
corresponds to center coordinate of one element. The corresponding MATLAB code is as below, 
where elecc denotes the element center coordinate: 
[xc, yc] = meshgrid(xc,yc); 
elecc = [reshape(xc,1,x_no*y_no); reshape(yc,1,x_no*y_no)]; 
 
b) Coordinates of the compressor element nodes: 
Since we know center coordinate and geometry of the ith element, we can further calculate the 
coordinates of the element nodes, as shown in Fig.6.3.  
Element center coordinate: ࢓࢏ ൌ ࢋ࢒ࢋࢉࢉሺ૚, ࢏ሻ; ࢔࢏ ൌ ࢋ࢒ࢋࢉࢉሺ૛, ࢏ሻ.                                             (6.6) 
Element geometry: ࢒ ൌ ࢇ࢞࢔࢕ ; ࢝ ൌ
࢈
࢟࢔࢕.                                                                                               (6.7) 
Element nodes coordinate:  
Node A ቀ࢓࢏ െ ࢒૛ , ࢔࢏ െ
࢝
૛ , ૙ቁ ൌ ሺࢋ࢒ࢋࢉࢉሺ૚, ࢏ሻ െ
࢒
૛ , ࢋ࢒ࢋࢉࢉሺ૛, ࢏ሻ െ
࢝
૛ሻ ; 
Node B ቀ࢓࢏ ൅ ࢒૛ , ࢔࢏ െ
࢝
૛ , ૙ቁ ൌ ሺࢋ࢒ࢋࢉࢉሺ૚, ࢏ሻ ൅
࢒
૛ , ࢋ࢒ࢋࢉࢉሺ૛, ࢏ሻ െ
࢝
૛ሻ ; 
Node C ቀ࢓࢏ ൅ ࢒૛ , ࢔࢏ ൅
࢝
૛ , ૙ቁ ൌ ሺࢋ࢒ࢋࢉࢉሺ૚, ࢏ሻ ൅
࢒
૛ , ࢋ࢒ࢋࢉࢉሺ૛, ࢏ሻ ൅
࢝
૛ሻ ; 
Node D ቀ࢓࢏ െ ࢒૛ , ࢔࢏ ൅
࢝
૛ , ૙ቁ ൌ ሺࢋ࢒ࢋࢉࢉሺ૚, ࢏ሻ െ
࢒
૛ , ࢋ࢒ࢋࢉࢉሺ૛, ࢏ሻ ൅
࢝
૛ሻ . 
c) Derivation of stress components equations for single element pressure source: 
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Assume ࢞ࢊ ൌ 	࢓࢏ െ ࢒૛ , ࢛࢞ ൌ 	࢓࢏ ൅
࢒
૛ , ࢟ࢊ ൌ 	࢔࢏ െ
࢝
૛ , ࢛࢟ ൌ 	࢔࢏ ൅
࢝
૛, these parameters will 
respectively and correspondingly replace integral limitation െࢇ, ࢇ,െ࢈, ࢈ in each double surface 
integral in Love’s equation derivation, like  
	
૚
࢖
ࣔ૛࣑
ࣔ࢞૛ ൌ ׬ ׬
ࣔ૛
ࣔ࢞ᇲ૛
ࢇ
ିࢇ
࢈
ି࢈ ሼ࢒࢕ࢍሺࢠ ൅ ࢘ሻሽࢊ࢞′ࢊ࢟′                                           (6.8) 
The integration will be in the form of  
૚
࢖
ࣔ૛࣑
ࣔ࢞૛ ൌ ׬ ׬
ࣔ૛
ࣔ࢞ᇲ૛
࢛࢞
࢞ࢊ
࢛࢟
࢟ࢊ ሼ࢒࢕ࢍሺࢠ ൅ ࢘ሻሽࢊ࢞′ࢊ࢟′                                          (6.9) 
Expressions for the distribution of vertical stress components as a result of the ith pressure 
element at a point ሺݔ, ݕ, ݖሻ are  
࣌ࢠࢠ࢏ሺ࢞, ࢟, ࢠሻ ൌ ૚૛࣊ ሾ
ࣔࢂ
ࣔࢠ െ ࢠ
ࣔ૛ࢂ
ࣔࢠ૛ሿ                          (6.10)                           
where,	 
 ࣔࢂࣔࢠ ൌ െ࢖ሼെ܋ܗܛି૚
ۏێ
ێێ
ۍ
ሺ࢛࢞ି࢞ሻሺ࢛࢟ି࢟ሻ
ඨൣሺ࢛࢞ି࢞ሻ૛ାࢠ૛൧ටൣሺ࢛࢟ି࢟ሻ૛ାࢠ૛൧ےۑ
ۑۑ
ې
൅ ܋ܗܛି૚
ۏێ
ێێ
ۍ
ሺ࢛࢞ି࢞ሻሺ࢟ࢊି࢟ሻ
ඨൣሺ࢛࢞ି࢞ሻ૛ାࢠ૛൧ටൣሺ࢟ࢊି࢟ሻ૛ାࢠ૛൧ےۑ
ۑۑ
ې
൅
܋ܗܛି૚
ۏێ
ێێ
ۍ
ሺ࢞ࢊି࢞ሻሺ࢛࢟ି࢟ሻ
ඨൣሺ࢞ࢊି࢞ሻ૛ାࢠ૛൧ටൣሺ࢛࢟ି࢟ሻ૛ାࢠ૛൧ےۑ
ۑۑ
ې
െ ܋ܗܛି૚
ۏێ
ێێ
ۍ
ሺ࢞ࢊି࢞ሻሺ࢟ࢊି࢟ሻ
ඨൣሺ࢞ࢊି࢞ሻ૛ାࢠ૛൧ටൣሺ࢟ࢊି࢟ሻ૛ାࢠ૛൧ےۑ
ۑۑ
ې
ሽ ,   (6.11) 
ࣔ૛ࢂ
ࣔࢠ૛ ൌ ࢖ ቄ
࢛࢞ି࢞
ሺ࢛࢞ି࢞ሻ૛ାࢠ૛ ቂ
࢛࢟ି࢟
ࢇ૚ െ
࢟ࢊି࢟
ࢊ૝ ቃ െ
࢞ࢊି࢞
ሺ࢞ࢊି࢞ሻ૛ାࢠ૛ ቂ
࢛࢟ି࢟
࢈૛ െ
࢟ࢊି࢟
ࢉ૜ ቃ ൅
࢛࢟ି࢟
ሺ࢛࢟ି࢟ሻ૛ାࢠ૛ ቂ
࢛࢞ି࢞
ࢇ૚ െ
࢞ࢊି࢞
࢈૛ ቃ െ
࢟ࢊି࢟
ሺ࢟ࢊି࢟ሻ૛ାࢠ૛ ቂ
࢛࢞ି࢞
ࢊ૝ െ
࢞ࢊି࢞
ࢉ૜ ቃቅ,    (6.12) 
d) Complete solution by summation of stress from each compressor element: 
Expression for the distribution of vertical normal stress components as a result of the whole 
external pressure at an arbitrary field point ሺݔ, ݕ, ݖሻ is 
ܵ௭௭ሺݔ, ݕ, ݖሻ ൌ ∑ ߪ௭௭௜௫೙೚∗௬೙೚௜ୀଵ ሺݔ, ݕ, ݖሻ ൌ ∑ ଵଶగ ሾ
డ௏
డ௭ െ ݖ
డమ௏
డ௭మሿ
௫೙೚∗௬೙೚௜ୀଵ                    (6.13) 
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As mentioned earlier, superposition also provides the analytical solution to the stress field in 
the case of a compressor with non‐rectangular shape such as ellipse, as presented in Fig. 6.4. 
The whole plate is partitioned into a group of rectangular elements on which the external 
pressure can be assumed to be uniform. A pressure/force sensor array instead of single point 
force sensors may be suitable for measuring the pressure on each element or a region of 
elements.  
 
Fig. 6.4. Elliptical compressor partitioned into a group of rectangle grids (elements), external pressure on 
each element is approximated as uniform. 
6.3	Simulation	Results	and	Analysis	
This section first presents the calculated stress distributions based on the superposition of 
Love’s equation (SLE), using the typical case where the simulated phantom is placed under a 
rectangular compressor with uniform pressure applied. Next, the stress error of the analytical 
(SLE) solution is determined and analyzed, by comparing the SLE stress field to that obtained 
with Comsol FEA simulation. Since we are not living in a semi‐infinite world, to make the 
counterpart FEA simulation realistic and implementable, we have to choose finite phantom size 
and with the bottom of the phantom fixed rather than free, which violates the semi‐infinity 
assumption of Love’s equation. 
The stress error is determined with respect to the phantom material property 
(homogeneous/heterogeneous), the phantom dimension, the external force and the boundary 
conditions. The module of 3D Structural Mechanics Solid Stress‐Strain Analysis in Comsol 
Multiphysics 4.4 is used for FEA simulation and stress calculation. A typical simulation model is 
illustrated in Fig. 6.5 with ultrasound transducer, force plate and phantom on the bottom. It is 
noted that the transducer and force plate together is termed as “compressor”.  
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Fig. 6.5. 3D simulation model with transducer, force plate and phantom in Comsol FEA simulation. 
Specifically, the error analysis includes three main parts: (I) Simulate uniform phantoms under 
uniform external pressure with different phantom dimensions (90 mm depth with varied 
lengths and widths) and two different side boundary settings (fixed and free). The objective is 
to verify the feasibility of extracting a small region of interest from a large phantom with fixed 
sides approximately as from a smaller phantom with free sides, in terms of the stress field. (II) 
Simulate uniform phantom with free side boundaries under non‐uniform external pressure, in 
order to test the application of SLE to free side boundaries and non‐uniform compression; (III) 
Simulate non‐uniform phantoms (one with stiffer inclusion and one with layers divided by a 
slanted interface) under uniform external force with fixed boundary, with the goal of examining 
if SLE is applicable to the heterogeneous phantom. Different simulation types are categorized in 
Table 6.1.  
Table 6.1. Different simulation settings for the stress error analysis of SLE. 
Simulation 
t
Material property Phantom dimension  External  Side boundary 
(I)  uniform  varied with 3 sets  uniform  fixed and free 
(II)  uniform  1 set  non‐uniform  free 
(III)  non‐uniform  1 set  uniform  fixed 
In all the following simulations, the material properties of the simulated phantoms are assumed 
as isotropic, incompressible (Poisson’s ratio set as 0.495), Young’s modulus in the range of 10‐
100 KPa and density about 1040 kg/m3 to mimick the stiffness of human soft tissue [120] [121]. 
In addition, the compressor is simplified as a 2D rectangle with dimension of 85 mm in length 
by 50 mm in width. 
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6.3.1	Stress	Distribution	based	on	SLE		
The superposition version of the basic Love’s equation (SLE) 3D is executed on to calculate the 
stress distribution on Matlab platform with space resolution of 1 mm in x, y and z directions. 
Now, let’s assume the simulated phantom dimension of 120 mm length by 100 mm width by 50 
mm depth, under the uniform pressure  ݌ ൌ 1000 Pa through a simplified 1D rectangle 
compressor 85 mm L by 50 mm W, as presented in Fig. 6.6.        
 
Fig. 6.6. Physical layout of uniform phantom dimension 120 mm L by 100 mm W by 50 mm D, vertical 
pressure 1000 Pa applied to the simplified 1D compressor with geometry of 85 mm L by 50 mm W. 
The normal stress component ܵ௭௭ was calculated using the superposition version of the basic 
Love’s equation (SLE) and displayed in a detailed 2D contour image at y = 0 mm (Fig. 6.7 (a)) and 
a 3D slice image (Fig. 6.7 (b)). In the SLE calculation, the compressor was divided into 5 equal‐
size (each with size of 17 mm L by 50 mm W) elements along y axis, and the uniform pressure 
1000 Pa was applied to each element.  
It is noted that tensile stresses are usually considered to be positive quantities and compressive 
stresses are negative quantities. Under this convention, force and displacement components 
are considered positive if directed in the positive directions of the coordinate axes. Thus, the 
calculated stress shows negative values in the presented results. Also, the slice image was 
flipped up‐down in z direction in order to view the stress distribution as fully as possible. All the 
colored images in this chapter by default take advantage of the built‐in parula colormap in 
Matlab, except in Fig. 6.7 (b) where the hsv colormap is used for better visualization.  
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(a) 
 
(b) 
Fig. 6.7. (a) 3D slice images showing the normal stress distribution (unit: Pa) along cross sections at x = 0 
mm, y = 0 mm and z = 25 mm. (b) the corresponding 2D contour image showing the normal stress 
distribution along cross sections at y = 0 mm. These results are obtained with a compressor dimension of 
85 mm L by 50 mm W. 
From Fig. 6.7, we can observe that the 3D slices overall show the typical bulb shape of stress 
reduction along with depths under uniform rectangular load. The 2D contour image further 
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exhibits the same stress pattern at the cross section y = 0 mm within the range from ‐40 mm to 
40 mm along the x axis and the range from 10 mm to 40 mm along the z axis.  
6.3.2	Uniform	Phantom	under	Uniform	Pressure	with	Various	Dimensions		
In this set of simulations, we specify the vertical compressive pressure ݌ ൌ 1000 Pa uniformly 
over the compressor, Young’s modulus for the phantom is 20 KPa and density is 1040 kg/m3. The 
phantom dimensions in length (L) and width (W) vary from 480 mm L by 400 mm W to 120 mm 
L by 100 mm W, with depth fixed as 90 mm. The representative physical layout of phantom has 
been presented in Fig. 6.6. We have two categories of fixed and free side boundary settings for 
each phantom size, each with a fixed bottom.  
Meshing in Comsol is set to be extremely fine to avoid rough contours, free tetrahedrals with 
element growth rate 1.3. A maximum element size of 9.6 mm is used for the largest phantom 
with dimension of 480 mm L by 400 mm W, and a maximum element size of 4.8 mm is used for 
the phantom with dimensions of 240 mm L by 200 mm W (run on Windows server ARCT‐
01.wpi.edu with processor Intel Xeon, CPU E5‐2643 V2 @ 3.50 GHz.). Computation consumed 
about 120 GB RAM and took approximately 3 hours for each run. For phantoms with 
dimensions of 120 mm L by 100 mm W, the maximum element size decreases to 4.2 mm (run 
on Windows server sunfire.wpi.edu, CPU 4AMD 64 Opteron processor 6274 @ 2.2 GHz 64 
cores). The calculated stress in the 2D image plane of interest is extracted from Comsol, 
imported to Matlab, filtered with 9 by 9 Gaussian filter and interpolated to the same precision 
as the stress from SLE. 
The following results are presented in the form of stress from SLE and FEA and the stress 
difference normalized to the stress data that were obtained by FEA, i.e. stress error, formulized 
as ୱ୲୰ୣୱୱ_୊୉୅ିୱ୲୰ୣୱୱ_ୗ୐୉	ୱ୲୰ୣୱୱ_୊୉୅ ൈ 100. All figures are observed in the center plane aligned with the 
transducer imaging plane within the range of ‐30 to 30 mm in the x direction (length, i.e., lateral 
distance) and ‐60 to ‐10 mm in z direction (depth, i.e., axial height). The ranges of the color bars 
for all the stress results are established as the same for convenient comparison between SLE 
and FEA results and analysis of the influence of phantom dimension and boundary setting on 
stress calculation. The stress error levels ‐10% and 10% are highlighted in red and green bold 
lines, respectively, in the following stress error figures, in order to investigate the stress error as 
a function of lateral and axial positions for different boundary conditions. The stress error levels 
‐15% and 15% are highlighted in black and blue bold lines, respectively. 
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1. Phantom dimension 480 mm L by 400 mm W by 90 mm D 
 
(a) 
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(e) 
Fig. 6.8. 2D contour images showing the vertical stress distribution for phantoms (fixed sides or free 
sides) with dimension 480 mm L by 400 mm W by 90 mm D. Fixed sides results: (a) stress from SLE, (b) 
stress from FEA and (c) stress error in %. Free sides results: (d) stress from FEA and (e) stress error in %. 
Stress error level 10% and 15% are marked in green and blue, respectively in (c) and (e). 
2. Phantom dimension 240 mm L by 200 mm W by 90 mm D 
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(c) 
 
(d) 
 
(e) 
Fig. 6.9. 2D contour images showing the vertical stress distribution for the phantoms (fixed sides or free 
sides) with dimension 240 mm L by 200 mm W by 90 mm D. Fixed sides results: (a) stress from SLE, (b) 
stress from FEA and (c) stress error in %. Free sides results: (d) stress from FEA and (e) stress error in %. 
Stress error level 10% and 15% are marked in green and blue, respectively in (c) and (e). 
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3. Phantom dimension 120 mm L by 100 mm W by 90 mm D 
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(e) 
Fig. 6.10. 2D contour images showing the vertical stress distribution for the phantoms (fixed sides or free 
sides) with dimension 120 mm L by 100 mm W by 90 mm D. Fixed sides results: (a) stress from SLE, (b) 
stress from FEA and (c) stress error in %. Free sides results: (d) stress from FEA and (e) stress error in %. 
Stress error level 10% and 15% are marked in green and blue, respectively in (c) and (e). 
Ignoring the unsmooth stress contours present in the FEA results in Fig. 6.8 and Fig. 6.9, we can 
see that overall the stress distribution from both SLE and FEA for all the simulated phantoms 
share the same pattern of decreasing stress along with depth. The range of stress values from 
FEA results for each phantom with fixed and free boundaries are listed in Table 6.2. To further 
analyze the influence of phantom dimension and side boundary on the stress error, the depth 
range of the 10% and 15% stress error levels are listed in Table 6.3 and Table 6.4, respectively. 
The larger maximum depth with lower stress error is more desirable, indicating that the stress 
estimation from SLE is closer to the FEA results within a larger area.    
Table 6.2. Range (minimum and maximum with absolute values) of stress distribution (unit: N/m2) for the 
FEA simulations. 
Phantom dimension  Fixed sides  Free sides 
480 mm L by 400 mm W  [300, 1000]  [300, 1000] 
240 mm L by 200 mm W  [300, 1000]  [300, 1000] 
120 mm L by 100 mm W  [300, 1000]  [300, 1000] 
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Table 6.3. Range of maximum depths (unit: mm) for the 10% error between the SLE and FEA stress 
results. 
Phantom dimension  Fixed sides  Free sides 
480 mm L by 400 mm  [43, 46]  [43, 46] 
240 mm L by 200 mm  [45, 48]  [43, 45] 
120 mm L by 100 mm  [25, 35]  [25, 30] 
 
Table 6.4. Range of maximum depths (unit: mm) for the 15% error between the SLE and FEA stress 
results. 
Phantom dimension  Fixed sides  Free sides 
480 mm L by 400 mm  [52, 55]  [52, 55] 
240 mm L by 200 mm  [54, 57]  [52, 54] 
120 mm L by 100 mm  [30, 40]  [30, 35] 
 
SLE produces approximately the same stress distribution for the three simulations with 
different phantom dimensions, as shown in Fig. 6.8 (a), Fig. 6.9 (a) and Fig. 6.10 (a). Compared 
to FEA results which are based on the fixed bottom, stress from SLE is underestimated due to 
its free bottom setting from the semi‐infinite prerequisite. The underestimation may be solved 
by incorporating the stress induced by the bottom pressure into the stress calculation [122]. 
As for the FEA results, with large phantoms (480 mm L by 400 mm W and 240 mm L by 200 mm 
W), the side boundary setting has no significant influence on stress distribution in the image 
plane, as presented in Fig. 6.8 (b) and (d) , and Fig. 6.9 (b) and (d). When the phantom size 
reduces to 120 mm L by 100 mm W, it is obvious that the corresponding stress from fixed sides 
is slightly higher than the stress from the free sides (Fig. 6.10 (b) and (d)) in the same region of 
interest, and stress values from both side settings are higher than their counterparts with large 
phantoms. This phenomenon is companied with larger stress error in the same region of 
interest, i.e. the 10% and 15% error occurs at smaller depth range, as listed in Table 6.3 and 6.4. 
The above emphasized observation can be explained that large dimension in FEA simulation 
resembles the semi‐infinite space for the SLE, therefore the corresponding stress error is less 
than 15% in most of the area in the contour images, as shown in Fig. 6.8 (c) and (e) and Fig. 6.9 
(c) and (e). With smaller phantom, the semi‐infinite side boundary does not hold in FEA 
simulation, resulting in large stress deviation from SLE. In addition, stress error also exhibits 
distinct height dependency, i.e. error increases along with the height, especially for the smaller 
phantom, mainly because of the fixed bottom setting in FEA simulation. 
114 
 
In summary, for the uniform phantoms, side boundary condition has no significant effect on the 
stress error in the image plane for phantoms with large dimension which supports the semi‐
infinite premise in SLE; however, phantom dimension brings about dramatic impact on the 
stress difference between SLE and FEA results, when it is small and therefore violates the semi‐
infinite assumption. Thus, we tentatively conclude that with an appropriate phantom size, SLE 
may be desirable to the stress computation for uniform phantoms. 
6.3.3	Uniform	Phantom	with	Free	Side	Boundary	under	non‐uniform	Pressure		
This section focuses on simulating a human tissue‐mimicking tofu phantom with free side 
boundaries under non‐uniform external force, using the SLE analytical solution and Comsol FEA 
calculation to provide a stress values comparison between the two methods. The tofu phantom 
was simulated with dimension of 110 mm L by 90 mm W by 45 mm D (typical size of the box‐
packed Tofu available in supermarket), and assuming free side boundary, a Young’s modulus of 
20 KPa, a density of 1040 kg/m3 and a Poisson’s ratio of 0.495. It was meshed into 130379 
tetrahedral elements.   
The compressor with dimension of 85 mm L by 50 mm W is decomposed into 4 equal size 
elements. The external pressure was set to be non‐uniform as [1000, 1250, 1500, 1750] Pa from 
left to right with each value for an element, assuming sensors are allocated on the force plate 
to measure the pressure on each element. The image plane ranges from ‐40 mm to 40 mm in 
the lateral direction and 10 mm to 40 mm in the depth. The following figures include stress 
calculated from SLE and FEA, as well as the absolute difference normalized by FEA results in 
percentage. The stress error levels ‐10% and 10% are highlighted in red and green bold lines, 
respectively, in the following normalized relative stress difference, i.e., stress error figures. The 
stress error levels ‐15% and 15% are highlighted in black and blue bold lines, respectively. 
115 
 
 
(a) 
 
(b) 
  -
15
01
.91
  -1392.85
  -
13
92
.8
5
  -128
3.78
  -
12
83
.7
8
  -1174.71
  -1
17
4.7
1
  -
11
74
.71
  -1065.64
  -1
06
5.6
4
  -
10
65
.6
4
   -956.58
   -
95
6.5
8
   
-9
56
.5
8
   -847.51
   -
84
7.5
1
   
-8
47
.5
1
   -
73
8.4
4
   
-6
29
.3
8
lateral distance (mm)
ax
ia
l h
ei
gh
t (
m
m
)
Normal stress Szz (Pa) from SLE, Tofu phantom, non-uniform pressure
 
 
-20 -10 0 10 20
10
15
20
25
30
35
-1600
-1400
-1200
-1000
-800
-600
-1565 34 -1565 34  -1565.34
-1
56
5
34
-1
5 6
5
34
  -1565.34 -1565.34  -1565.34
-1565
34
-1565
34
-1491.94 -1491 94  -1491.94
-1
49
1
94
-1
4 9
1
94
  -1491.94
  -
14
91
.94
  -1491.94
 -1491.94-1491.94
-1491
94
-1418 53 - 418 53 - 418 53
-1
41
8
53
-1
41
8
53
  -1418.53
  -
14
18
.53
  -1418
53418 53
-1418
53
-1418
53
-1 5 13 -1345 13
  -1345 13
-1
34
5
13
  -1345.13
  -1345.13
  -
13
45
.1
3
  -
13
45  -1345.1
-1345
13
-1345
13
-1271 72 -1271 72  -1271.72
-1
27
1
72
  -1271.72
  -1271.
72
  -
12
71
.72
  -
12
71
.72
  -1271.72  -12
71.72
 -1271.72
-1271
72
-1271
72
198 32 198 32
  - 198 32
19
8
32
  -1198.32
  -119
8.32
  -
11
98
.32
  -
11
98
.32
-1198
32
-1198
32
- 2 9 - 2 9
  -11 91
  -11
24
  -1124.91
  -112
4.91
  -
11
24
.91
124.9
1
-1124
91
- 051 51 1051
.51
  -1
051
.51
  -
10
51
.5
1
-1051
51
   -978 10
   -
97
8.1
0
-978
10
  - 051.51-1051 51
   -904
04.70
   -97 0-8
31
.2
9
  -1271.72
lateral distance (mm)
ax
ia
l h
ei
gh
t (
m
m
)
Normal stress Szz (Pa) from FEA, Tofu phantom, non-uniform pressure
 
 
-20 -10 0 10 20
10
15
20
25
30
35
-1600
-1400
-1200
-1000
-800
-600
116 
 
 
(c) 
Fig. 6.11. 2D contour images showing the vertical stress, from (a) SLE and (b) FEA, and (c) normalized 
relative stress difference in percentage, for the tofu phantom with dimension 110 mm L by 90 mm W by 
45 mm D and free side boundary setting, under varied pressure from 1000 Pa to 1750 Pa. Stress error 
level ‐10%, 10% and 15% are marked in red, green and blue. 
From Fig. 6.11, we can observe that stress from SLE and FEA share the same pattern that due to 
the applied pressure, the maximum occurs in the top right corner and decreases along the 
bottom left. The stress difference increases along with the stress reduction, and shows that 
stress from SLE is less than 15% deviation from FEA within about half of the region of interest, 
as outlined by the 15% stress error line in blue in Fig. 6.11(c).   
6.3.4	Non‐uniform	Phantom	with	Fixed	Side	Boundary	under	Uniform	Pressure		
In this section, we continue to explore the stress error for the heterogeneous medium based on 
the analysis for the homogeneous phantoms. There are two types of inhomogeneous phantoms 
under investigated as shown in Fig. 6.12, in order to simulate the purchased gel‐based 
phantoms which are to be used for the further experimental tests. One type is phantom with 
stiffer cylindrical inclusion and the other type is two layered phantom with a planar interface, at 
an oblique angle to the ultrasound beam direction.  
The objective is to determine how acceptable it is to use a stress field calculated for a 
homogeneous phantom of the same dimensions, in place of the actual stress field, assuming 
that SLE will give approximately the same results as FEA. There may be regions in the image 
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plane where the error for certain inhomogeneity in tissue elasticity will make the error 
unacceptable, but that would be important to know. 
 
                                        (a)                                                                                             (b) 
Fig. 6.12. Two types of non‐uniform phantoms simulated in Comsol: (a) phantom with stiffer cylindrical 
inclusion and (b) two layer phantom with slanted interface. 
First, we calculated stress distribution based on FEA as presented in Fig. 6.13 for the uniform 
phantom (120 mm L by 100 mm W by 90 mm D, fixed side, Poisson’s ratio 0.495, Young’s 
modulus 16.5 KPa), and later evaluated its accuracy by comparing with stress outputs from FEA 
for the non‐uniform phantoms. Region of interest is the center cross‐section image in the range 
of ‐30 mm to 30 mm in lateral direction and ‐80 mm to ‐10 mm in depth. 
 
Fig. 6.13. Stress contour for uniform phantom based on FEA, assuming approximate to the stress from 
SLE, used to be compared with FEA results for the non‐uniform phantoms. Phantom size is 120 mm W by 
100 mm D by 90 mm H, with fixed side boundary. 
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Part 1: Phantom with cylindrical inclusion  
The parameters of the simulated phantom are given as: overall dimension of the phantom are 
120 mm L by 100 mm W by 90 mm D (Young’s modulus 16.5 KPa, density 1012 kg/m3). The 
phantom contains a cylindrical inclusion with radius 8 mm (center is 30 mm beneath the top 
surface, Young’s modulus 90.1 KPa, density 1026 kg/m3). The simulated phantom has fixed side 
boundaries, which does not provide a realistic representation of the human body, but we wish 
to investigate the stress fields of that category of phantoms, since experimental work will be 
carried out on such phantoms. Besides, the Poisson’s ratio is 0.495, and 1000 Pa vertical 
external force is applied through a compressor (simplified as a 2D rectangle with dimension 85 
mm L by 50 mm W). 
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(b) 
Fig. 6.14. (a) Stress contour based on FEA for the phantom with fixed side boundary and an inclusion; (b) 
normalized relative stress difference in percentage from the uniform phantom. 
Part 2: layered phantom with slanted interface   
Parameters of the simulated phantom are set as: phantom (120 mm L by 100 mm W by 90 mm 
D, fix side, Poisson’s ratio 0.495) with two layers, top layer with Young’s modulus 16.5 KPa, 
density as 1012 kg/m3 and bottom layer with Young’s modulus 90.1 KPa and density as 1026 
kg/m3, 1000 Pa vertical external pressure applied through the 2D compressor. 
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(a) 
 
(b) 
Fig. 6. 15. (a) Stress contour based on FEA for the two‐layer phantom with fixed side boundary; and (b) 
normalized relative stress difference in percentage from the uniform phantom. 
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Comparing Fig. 6.14 (a) for the phantom with cylindrical inclusion with Fig. 6.13 for the uniform 
phantom, we can observe that the stiffer inclusion comes with larger stress than its softer 
surroundings, and therefore introduces larger deviation from the stress distribution, as shown 
in Fig. 6.14 (b). Specifically, stress error is less than 5% in most of the area within the phantom, 
and increases to approximately 10% within and outside of the inclusion. It reaches more than 
20% in a few small areas of the inclusion‐surrounding interface, which is termed as stress error 
singularity. Likewise, for the two‐layered phantom, large stress error occurs around the soft‐
stiffer layer interface (depth 45 mm), as in Fig. 6.15, although the stress error in overall is less 
than 10%.  
6.4	Estimated	Young’s	Modulus	Correction	on	Phantoms	with	Fixed	Sides	
In phantoms with fixed sides, the lateral motions of the viscous fluid particles are impeded by 
the presence of the fixed sides, when subjected to a compressive force by the force plate. This 
violates the conditions under which Young’s Modulus, in particular Ezz, is determined. Yet we 
wish to carry out experiments on such phantoms, with the goal of estimating Young’s modulus, 
to be described in Chapter 7.  
Several investigators have considered closed form solutions to specific cases. Ugural et al. 
provided stress calculation for thick‐walled circular cylinder when subjected to uniform internal 
or external pressure [123]. However, the phantom shape and loading are different from our 
experiments. Barbone et al. solved the 3D stiffness reconstruction as an inverse problem by 
using the measured displacement field and analytical equation [124], but they use a phantom 
with free lateral boundaries, in contrast to our fixed boundaries, and they compress the whole 
volume of the phantom, whereas we compress, at least directly, only that which is under the 
force plate. We believe that in all likelihood, closed forms solutions do not exists for an applied 
stress case of our complexity, requiring us to resort to finite element simulation.  
To be able to evaluate the validity of the experimental results from phantoms with fixed sides, 
it is the goal of this section to determine a correction factor, or rather, a correction factor field, 
as described in the next paragraph. Define Ezz*(x,z) as the ratio of the axial stress/axial strain in 
the image plane (y=0) of a given phantom with given force plate and fixed sides. Similarly, 
define Ezz(x,z) as the ratio of the axial stress/axial strain in the image plane for the same 
phantom and force plate, but with free sides. The correction factor field, R(x,z) is then defined 
as R(x,z) = Ezz*(x,z)/ Ezz(x,z).  
Therefore two versions of one of our available phantom were simulated, specifically one 
version with free side boundary and the other version with fixed side boundary. The phantom 
has the dimension of 140 mm length, 100 mm width and 90 mm depth, a uniform Young’s 
modulus of 16.5 KPa, a density of 1012 kg/m3, a sound speed of 1540 m/s, and a Poisson’s ratio 
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of 0.495. The applied external compressive pressure is uniform across all point of the force 
plate surface which is located at the center of the top surface, as shown in Fig. 6.12. External 
pressure values were set as 1000 Pa and 2000 Pa, corresponding to maximum compression of 
1.8% and 3.9%, respectively, for the phantom with fixed sides. Also, two sets of force plate 
dimensions were chosen, with one set being 85 mm length by 50 mm width and the other set 
being 85 mm length by 85 mm width, to explore the influence of force plate dimension on the 
correction factor field. 
The Young’s moduli, Ezz*(x,z) and Ezz(x,z)  were calculated in the form of axial stress divided by 
axial strain, and are displayed in Fig. 6.16 (a) and (b) – 6.18 (a) and (b), for the three cases, 
respectively. Finally, the correction factor fields, R(x,z), for the three cases, defined above, were 
calculated and shown in Fig. 6.16 (c) – 6.18 (c). 
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(b) 
 
(c) 
Fig. 6.16. Ratio between stress and strain, external pressure 1000 Pa and force plate 85 mm by 50 mm: 
(a) fixed side boundary; (b) free side boundary; (c) Young’s modulus correction factor. 
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(c) 
Fig. 6.17. Ratio between stress and strain, external pressure 1000 Pa and force plate 85 mm by 85 mm: 
(a) fixed side boundary; (b) free side boundary; (c) Young’s modulus correction factor. 
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(b) 
 
(c) 
Fig. 6.18. Ratio between stress and strain, external pressure 2000 Pa and force plate 85 mm by 50 mm: 
(a) fixed side boundary; (b) free side boundary; (c) Young’s modulus correction factor. 
As can be observed from Fig. 6.16 – Fig. 6.18, Young’s modulus is over‐estimated from the 
phantom with fixed side boundary, especially on the top and bottom areas. For example, in Fig. 
6.16 (a) at depth of 50 mm, the estimated value is about 50 KPa. The estimated Young’s 
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modulus is even more over‐estimated, as displayed in Fig. 6.17 (a) and Fig. 6.18 (a), along with 
larger compression and larger force plate, mainly due to the resistance from the fixed 
boundaries. In comparison, estimated Young’s modulus from phantom with free side boundary 
is closer to the true value, approximately 17 KPa in most regions, except larger deviation (about 
20 KPa) appearing at the top area. With larger force plate in a square shape, Young’s modulus 
from free side phantom is even closer to the true value of 16.5 KPa, as shown in Fig. 6.17 (b), 
due to less stress concentration, as have been discussed in Chapter 5 section 5.3. 
The correction factor will be applied to the experimental Young’s modulus for the phantoms 
with fixed side boundaries in chapter 7, in order to improve the estimation accuracy. Since it is 
relative to the compression level, measured external pressure will be considered into the 
correction factor field calculation. 
6.5	Computation	Efficiency	Comparison	
Since the main motivation for using SLE is its potential for real time stress calculation, this 
section provides an overview of the computation efficiency comparison between SLE and FEA. 
SLE runs in Matlab on ThinkStation P300 Tower Workstation with processor Intel Core i3‐4350 
CPU @ 3.60 GHz, while FEA runs in Comsol Multiphysics 5.2 on the server ARCT‐01.wpi.edu 
with processor Intel Xeon, CPU E5‐2643 V2 @ 3.50 GHz.  
The simulated phantom has dimensions of 140 mm length, 100 width and 90 mm depth, 
uniform (16.5 KPa), density 1012 kg/m3, sound speed 1540 m/s, Poisson’s ratio 0.495, free side 
boundaries, and uniform external pressure 1000 Pa. The phantom meshing information and the 
average total computation time in second from 20 individual running are listed in Table 6.5.             
Table 6.5. Computation time comparison between SLE and FEA. 
Method  Total element #  Element shape  Average total computation time (second) 
SLE  1260000  cuboid  0.86 
FEA  14655  tetrahedral  382 
 
According to Table 6.5, the average computation time per single element for SLE and FEA are 
6.83 × 10‐7 s/element and 2.61 × 10‐2 s/element, which indicates that on average SLE is 38190 
times faster than FEA.  
6.6	Discussion	and	Conclusion		
We have adapted Love’s model to the more practically useful case of the axial stress 
distribution where the target area is subjected to a spatially non‐uniform external force 
function during manual transducer operation. We also expect the application to compressors of 
arbitrary shapes and realistically infinite boundary settings. This is done by superposition of the 
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individual components from each individual elements of the compressor. The theoretical model 
has been corroborated by comparison with the counterpart finite element simulations. 
The simplifying assumptions built into Love’s theory gives rise to two types of errors. The first is 
due to the finite dimension of the elastic target along the transverse direction which is assumed 
semi‐infinite, and the second is due to the presence of elastic inhomogeneities in the target 
which is assumed to be completely homogeneous. Together, these are responsible for a 
reduction of the observed elastic contrast in elastograms as compared to the true contrast. The 
errors due to the finite size of the target have been discussed by Konofagou et al., who have 
shown that the semi‐infinite nature of the theoretical model could be well approximated by a 
finite element target that has a lateral dimension of at least five times the compressor size 
[125]. 
The quantitative assessment of the proposed model is mainly in terms of stress error 
magnitudes in the transducer image plane, as a function of lateral and axial positions for 
different boundary conditions and for different measurement scenarios. Different types of 
simulations have been implemented as listed in Table 6.1.  For the uniform phantoms with fixed 
and free boundaries, the model predicts the stress distribution reasonably well (no more than 
15% stress difference) within a certain region of interest (1/3 to 2/3 of the overall depth), as 
observed from the stress difference contours in Fig. 6.8 ‐ Fig. 6.11. However, the model gives 
better theoretical fits for large phantoms where the boundaries are far apart as expected. It can 
be concluded that the stress error sources are due to the approximation made when using SLE 
and assuming free boundaries, while the actual boundaries are not free. 
The stress error also based on the assumption of phantom homogeneity in SLE when it comes 
to stress calculation for non‐uniform phantoms, as presented in Fig. 6.14 and Fig. 6.15. The 
stress error from FEA between the heterogeneous phantom and the uniform phantom is less 
than 10% except the stress error singularities. Assuming that the stress distribution from SLE for 
uniform phantom is approximately the same as from FEA, it is encouraging that SLE can be 
applied to the stress estimation for the inhomogeneous phantoms. 
In conclusion, we have demonstrated that a simple superposition may be used to describe the 
non‐uniform axial stress distribution, thus allowing the correction of traditional strain imaging. 
The computation efficiency, compared to FEA, implies its potential application to real time 
quantitative elastography. We will further conduct experiments to study the accuracy and 
feasibility of this analytical solution based on phantoms with known elasticity. In principle, such 
a technique could be used to study the distribution of longitudinal stress under a loaded 
compressor of arbitrary shape and size with non‐uniform pressure.  
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Chapter	7	
Sonix	RP	Experiments	
Building on the analytical phase displacement tracking method presented in chapters 3 and 4, 
as well as forcing system configuration and stress field calculation technique in chapters 5 and 
6, respectively, chapter 7 focuses on evaluating the proposed semi‐quantitative elastography 
on selected phantoms.  
Specifically, section 7.1 introduces the data acquisition system, which mainly consists of 
collecting RF signals from the SonixRP ultrasound scanner and acquiring force data from the 
force sensors in real time. Section 7.2 describes the homogeneous and inhomogeneous 
phantoms used for the evaluation experiments. Next, section 7.3 illustrates the experiment 
setup and data processing techniques. Section 7.4 provides the estimated strain, stress and 
Young’s modulus for each type of phantom and thorough analysis. Last section discusses the 
performance of the developed elastography technique. 
7.1	Data	Acquisition	System	
The goals of the data acquisition system are to obtain RF signal frames and capture the 
corresponding externally manually applied compressive force for each frame. Although it is 
hard to exactly repeat the experiments, estimated Young’s modulus show consistency from 
repeated experiments as long as compression levels are within the 1 ‐2% range that guarantees 
a the linear stress‐strain relationship. RF signal acquisition requires the PC‐based Ultrasonix 
Sonix RP machine and linear array transducer L14‐5/38, which is a broadband linear array 
transducer with a useable frequency range from 5 to 14 MHz. The forcing system is purely 
manual, as it would be in a clinical application, where the sonographer would apply a single 
force pulse to the region of interest on the human body. In the evaluation experiments, we 
have similarly applied a single force pulse to the ultrasound phantom, via the transducer and 
the force plate. The force pulse is created so that it will reach the point of maximum 
compression fairly quickly, i.e. over 0.5 to 1 second, followed by a fast release of the applied 
force. To record the spatial distribution and time function of the force pulse, the force plate 
contains four flexi‐force A201 sensors, connected to force‐to‐voltage circuits. This was 
discussed in detail in chapter 5. 
The force data is read through the USB data acquisition module iUSBDAQ‐U120816 (HYTEK 
Automation Inc., Waterloo, Ontario, Canada). Specifically, via the data acquisition program, the 
data is first streamed from force sensor circuits to an internal PC side data buffer, then read to 
a user‐defined buffer, and eventually saved to a file. The main specifications of iUSBDAQ 
includes: 0‐4.096 V analog input range, 1 mV resolution, maximum throughput 22000 sample 
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per second for 4 channels in streaming mode. Figure 7.1 shows the SonixRP ultrasound scanner 
(left) and the hardware components for data acquisition and experiment setup (right). 
 
Fig. 7.1. Data acquisition system overview and experiment setup. 
7.1.1	Synchronization	of	RF	Signal	and	Force	Data	Acquisition	
The data acquisition program for obtaining RF signal frames and capturing the applied force 
follows the procedure presented in the flowchart in Fig. 7.2. It first assigns values to the 
transmitting and receiving parameters etc for the Sonix RP ultrasound scanner and loads the 
dynamic‐link library and opens the iUSBDAQ device. It then executes two threads in parallel, 
one to obtain RF signal and meanwhile the other to capture the force data. The data acquisition 
stops when the transducer operation is completed; following that the collected RF frames and 
force data will be processed and analyzed off line.  
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Fig. 7.2. Flowchart of the data acquisition program. 
One significant challenge has been to synchronize the RF signal and force data acquisition. Since 
the data structure and basic functions in both data acquisition programs supplied by the 
manufacturers cannot be modified, we chose instead to add time stamps to each RF frame and 
each series of force data. In the post data processing, the recorded force data will be 
interpolated to produce the instantaneous force magnitude at the acquisition time for each RF 
frame, according to the time stamps which are obtained with a resolution in the order of 
microseconds.  
Table 7.1. Example RF and force data with time tagged. 
Data type  Series number  Time stamp value (microsecond) 
force  1  140312 
force  2  171562 
force  3  202812 
RF  1  214538 
force  4  234062 
force  5  265312 
force  6  296562 
 
Table 7.1 shows a set of representative RF and force data with time stamps in an ascending 
order. The applied force at the instant of acquiring the RF frame will be calculated through 
interpolation from the three series of force data before and three series of force data after. It is 
to be noted that work load of the two data acquisition threads should be balanced in order to 
capture the RF frames and force data in an interleaving pattern for interpolation as depicted in 
Table 7.1. Important parameters influencing the workload for reading RF signal include pulse 
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repetition frequency (PRF), depth of interest, fast time sampling rate and number of scan lines 
per frame. Determining factors for obtaining force data include scan rate, channel numbers, 
length of each series and the timeout which is used to ensure there are enough valid data in the 
PC buffer to read each data series.  
7.1.2	RF	Signal	Acquisition	
The ultrasound scanner produces a sequence of individually programmed ultrasound pulses 
propagating into the soft tissue phantom along straight parallel lines and spanning the width of 
the array transducer. The resulting echoes from the tissue structures are detected by the array 
transducer, producing a corresponding sequence of RF echo signals, often referred to as scan 
lines, which are processed by the ultrasound data acquisition program. The resulting set of RF 
scan lines forms a single frame of RF data. Frames continue to be collected into a cyclic cine 
buffer, from where they can be read in real time or be saved into a file once the imaging has 
been terminated. Technically speaking, the RF signals are acquired in three dimensions, with 2 
spatial dimensions along axial and lateral directions and 1 temporal dimension along 
compression time, as illustrated in Fig. 7.3.  
 
Fig. 7.3. Illustration of 2D space (axial and lateral direction) and 1D compression time for acquired RF 
signal. 
To compensate for the loss from beam spread and attenuation by the soft tissue mimicking 
material in the phantoms, a depth dependent time gain compensation (TGC) voltage curve is 
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applied by the ultrasound scanner. As depicted in Fig. 7.4, gain increases along with depth. The 
voltage curve controls the gain of the TGC amplifier, and thus maintains a uniform magnitude of 
RF echo signal from near field to far field. Besides, PRF may be lowered to eliminate reflection 
in the RF signal. 
 
Fig. 7.4. Variable TGC curve, gain increases along with depth to reduce the attenuation. 
7.2	Phantom	Descriptions	
A set of tissue‐mimicking ultrasound phantoms was employed to evaluate the performance of 
the proposed elastography technique. Some of the phantoms contained targets of known 
stiffness relative to the background material, and of known location and diameter, as described 
in the following. Most of the phantoms were made from gel and plastic softener and hardener. 
However, tofu (where the ingredients are water, soybeans and calcium sulfate) has also been 
demonstrated to have tissue‐mimicking properties [126] and a block of tofu was also used in 
our experiments as a uniform phantom with free side boundaries.  
1. Gel based phantom  
The first group is gel based phantoms (obtained from Institute of Acoustics, Chinese Academy 
of Sciences, Beijing, China) of two different types, packed in synthetic glass, as shown in Fig. 7.5. 
The overall dimensions for both types are: length 140 mm, width 100 mm and depth 90 mm. 
One phantom is layered, with oblique interface 30° angle from the top surface, and with the 
bottom layer having a larger stiffness. The other gel based phantom contains two harder 
cylindrical inclusions (8 mm and 16 mm diameter) with 40 mm distance between the centers of 
the two cylindrical inclusions and both embedded 30 mm below the top surface. Figure 7.5 (b) 
shows side profile with the interface and two inclusions highlighted. Material properties for the 
softer and stiffer material are tabulated in Table 7.2, in which the Young’s modulus was 
measured using shear wave method by the manufacturer. 
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(a)                                                                                     (b) 
Fig. 7.5.  Gel based phantoms, one with two layers and slanted interface, and the other includes 
cylindrical inclusions: (a) top view and (b) side profile. 
Table 7.2. Physical quantities of the softer and stiffer material of the gel based phantoms. 
 
Physical quantities 
 
  unit 
Softer material  Stiffer material 
16.5 °C  23.0 °C  29.0 °C  16.5 °C  23. 0 °C  29.0 °C 
Sound speed         m/s    1534      1534   
Attenuation  dB/(cm∙MHz)    0.489      0.631   
density        Kg/m3  1012  1026 
Young’s modulus         KPa  20.5  16.5  12.6  110.3  90.1  64.2 
2. Plastic softener‐hardener based phantom  
This group of phantoms was fabricated in our laboratory using Super Soft Plastic (M‐F 
Manufacturing Co. Inc., Fort Worth, TX), where the stiffness of the surrounding tissue and the 
inclusion was controlled by mixing appropriate portions of plastic softener or plastic hardener 
with the regular plastic. Detailed manufacture information was presented in chapter 4, section 
4.2. Two types of phantoms, with density of 1020 Kg/m3 and Poisson’s ration very close to 0.5, 
were fabricated: 1) a phantom with soft properties (18 KPa) and containing a harder cylindrical 
inclusion (77 KPa) located parallel with the short side. The phantom dimensions were as 
follows: length 99.60 mm, width 61.50 mm and depth 49.5 mm: inclusion diameter of 17.25 
mm and with the top of the cylinder located 12.7 mm away from the top surface, as shown as 
the left phantom in Fig. 7.6 (a) and (b); 2) a phantom with hard properties (55 KPa, achieved by 
using only the regular plastic) and containing a softer cylindrical inclusion (18 KPa) located 
parallel with the short side. The phantom dimensions were as follows: length 105.50 mm, width 
61.50 mm and depth 49.26 mm, inclusion diameter of 17.25 mm and with the top of the 
cylinder located 10 mm away the top surface, as shown as the right phantom in Fig. 7.6 (a) and 
(b). 
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    (a)                                                                                    (b) 
Fig. 7.6. Tissue mimicking phantoms: (a) plastic softener and hardener, with cylindrical inclusions (left) 
softer background harder inclusion and (right) harder background softer inclusion; (b) side profile of 3D 
drawing, cylindrical cyst marked as a circle. 
3. Firm tofu phantom 
Tofu is a soy product (with ingredients being water, soybeans and calcium sulfate), which has 
been recognized to behave as a fluid‐saturated porous material [127]. It exhibits acoustic 
properties [128][129] similar to those of some soft biological tissues and can be modeled as a 
linear, homogeneous and isotropic medium.  
The tofu phantom material was purchased from local grocery store (produced by House Foods 
America Corporation, Garden Grove, CA). It was used as a uniform phantom with free side 
boundaries. The dimensions of the tofu block were approximately length 115 mm, width 92 mm 
and depth 40 mm. Sound speed, attenuation and density at transducer center frequency 5 
MHz, Young’s modulus and Poisson’s ration are listed in Table 7.3. 
Table 7.3. Acoustic and mechanical properties of firm tofu, range of Young’s modulus refers to [130]. 
Physical quantities  unit  value 
Sound speed  m/s  1485 
Attenuation  dB/cm  5 
density  Kg/m3  1150 
Young’s modulus  KPa  6‐14 
Poisson’s ratio    0.46 
7.3	Experiment	Implementation		
The experiments were executed following the procedure illustrated in Fig. 7.7. Hardware and 
software performance and accuracy were tested first, using the standalone iDAQ software to 
test the force sensor and circuit functionality, and the Sonix RP exam software to test the 
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phantom setup. Then the data acquisition program runs while the phantom is under external 
compression, followed by the data processing and analysis.  
 
Fig. 7.7. Flowchart of experiment procedure. 
As shown in Fig. 7.8, forcing curve is displayed in the form of voltage versus compression time. 
The voltage increases proportional to the external loading applied to the sensor. Each sensor 
and its circuit were tested before the experiments. 
 
Fig. 7.8. Standalone test software for the force sensor and relative circuit. 
7.3.1	Experiment	Setup	
Data acquisition parameters for the iUSBDAQ device and ultrasound parameters for the RF 
signal are given in table 7.4 and 7.5, respectively.  
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Table 7.4. Data acquisition parameters for iUSBDAQ. 
Parameter  Value 
Scan rate  4000 samples per second 
Number of channel   4 
Length of force data series  200 samples 
Timeout   60 ms 
Table 7.5. Ultrasound parameters for Sonix RP. 
Parameter  Value 
Depth of focus  60 mm 
Center frequency  5 MHz 
6 dB bandwidth  2.5 MHz 
Sampling frequency (fast time sampling rate)   20 MHz   
Number of scan lines in lateral direction  128 
Consider the uniform area of the purchased gel phantom with slanted interface as an example. 
The true Young’s modulus is about 16.5 KPa and the ultrasound echo acquisition depth was set 
to 40 mm. Figure 7.9 exhibits the profile of the phantom, 2D force plate and transducer head 
simplified from 3D, and force sensor locations.  
 
Fig. 7.9. Profile of the phantom with simplified 2D force plate and transducer. 
7.3.2	External	Compression	Mode	
Operation on the phantoms is categorized into four groups according to the compression 
frequency and level: slow increase, low force; slow increase, high force; fast increase, low force; 
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and fast increase, high force. It is important to note that manual axial compression almost 
always results in an unintended non‐axial component, which may cause significant de‐
correlation of the RF signals.  
A typical plot of applied external pressure as a function of compression time is provided in Fig. 
7.10. The compression is presented in an ideal sine shape, followed by a faster release. Four 
curves represent combinations of two compression levels (400 Pa and 800 Pa) and two 
frequencies (0.25 Hz and 0.5 Hz).  
 
Fig. 7.10. Typical external compression: applied pressure versus compression time, each curve represents 
one compression level and frequency. 
7.3.3	Data	Processing	Techniques	
Figure 7.11 shows the flowchart to calculate the strain and stress for a single scan line and for a 
specific time point in the compression cycle (not necessarily the moment of peak compression). 
As shown in Fig. 7.11 (a), at each compression level, firstly 2D displacement is estimated using 
connected component labeling (CCL) and smoothed using a mean filter over a rectangle of size 
9 by 9 elements. Then strain is calculated from the smoothed displacement, using 2D least 
square fitting differential filter with kernel size of 21 elements in axial direction and 11 
elements in lateral direction. Up‐sampling of 5 times is applied to improve the RF data quality. 
Define the axial displacement field as  ( , )zzu x z  and the axial strain field as  ( , )zz x z , where x 
and z are the lateral and axial direction, respectively. We will define the normal (axial) strain 
field as 
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                                                       (7.1) 
 
 
                         (a)                                                                                                 (b) 
Fig. 7.11. Flowcharts of (a) strain and (b) stress calculation. 
The main steps involved to estimate the stress are presented in Fig. 7.11 (b) and contains the 
following steps: 1) based on the time stamps, the voltage from the force sensors are 
interpolated to obtain the voltage corresponding to each RF frame; 2) the force sensors are 
calibrated using weights, and the calibrated voltage‐weight relationship in linear least square 
fitted format is expressed in a voltage/force sensitivity function and finally to a 
voltage/pressure function; 3) the pressure from sensor 2 and 3 (location highlighted in Fig. 7.8) 
are averaged and denoted as PL, and similarly pressure from sensor 1 and 4 are averaged and 
denoted as PR, also the average of PL and PR is denoted as PM, resulting in three pressure values 
on three equal size sub‐plate (assume the force plate is divided into three equal size sub‐
elements). It is worthwhile to mention that finer force plate division usually generates 
smoother surface pressure; 4) apply the pressure values to the superposition version of Love’s 
analytical equation and calculate the internal stress field.  
Let us explain the voltage‐weight‐force‐pressure conversation using mathematical formula and 
the MKS metric system of units. 
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1. Force sensor calibration using weights, with their weight given in grams. Consider the  thi , 
[1, 4]i  , force sensor with a single calibration weight,  1W ,  in grams. The applied force in 
Newton is: 
3
19.81 10 [ ]calib
iF W N                                                            (7.2) 
Naming the resulting output voltage of the  thi  force sensor,  icalibV , the sensitivity,  iSE , is given 
as follows: 
calib
calib
i
i
i
V VSE
F N
                                                                  (7.3) 
Assuming that the  , [1,4]iSE i , values have a limited spread, we may use an average 
sensitivity value,  aveSE , as follows: 
4
1
1
4ave ii
VSE SE
N
                                                            (7.4) 
2. Measurement of the applied pressure to the force plate. Let us assume that the pressure is 
distributed more or less uniformly across the force plate, which will be case if the force, or 
pressure, signals from the 4 sensors are roughly similar. 
Let the contact area of each sensor be  _force plateA , where 
2
_ [ ]force plateA ab mm                                                          (7.5) 
With the force plate, a = 85 mm and b = 50 mm,  2 2_ 4250 4.25force plateA mm m    . Now, let the 
pressure function to the  thi sensor be  ( )ip t , observed during the time‐varying manual 
compression experiment for elasticity determination. Defining the sensor output as  ( )iv t  gives 
the following pressure function: 
 2
_
( ) ( )( )
4.25
i i
i
ave force plate ave
v t v t Np t
SE A SE m
                                           (7.6) 
If the 4 pressure functions,  ( ), [1,4]ip t i , are reasonably similar, i.e., external force is uniformly 
applied to the phantom, we can choose to calculate an average pressure,  ( )avep t , as:  
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1( ) ( )
4ave ii
Np t p t
m
                                                       (7.7) 
As the last step, observe that this average pressure function is also the pressure function, 
applied to the force plate. That is,  ( ) ( )force plate avep t p t . 
3. Estimation of stress field in the image plane. In general, the stress field in visco‐elastic media 
is expressed as a time‐varying, 3 x 3 stress tensor field. However, in our simplified analysis, we 
are only interested in the normal stress field,  ( , )zz x z , where x and z are the lateral and axial 
directions, respectively.  Specifically, we wish to find  ( , )zz x z  in the image plane, shown in Fig. 
7.9, in response to the normal time‐varying pressure,  ( )force platep t . 
7.4	Results	and	Analysis		
This section presents the strain, stress and elastic modulus results, organized by type of 
phantom: two purchased gel based phantoms with fixed side boundaries, that is, a phantom 
with a slanted interface, separating two uniform layers, and a phantom with cylindrical 
inclusion embedded in a uniform soft matrix; one lab‐manufactured phantom, created from 
mixtures of plastic softener and plastic hardener, with cylindrical inclusion and free side 
boundaries; a single uniform tofu phantom with free side boundaries.  
For each phantom, to save space, data was selected from one type of transducer operation 
mode, which will be specified later in each set of results. For the phantoms with fixed sides, the 
elastic modulus correction factor field was computed based on a uniform phantom and using 
Comsol FEA simulation. This was done in order to remove the influence of fixed side boundary 
on the modulus estimation, as described in Chapter 6 Section 6.4. The average correction factor 
is calculated as a single value, Ravg, and used instead of the 2D correction factor field as shown 
in eq. (7.8). The choice of using a single value was mainly due to unexpected singularity values 
observed in the 2D field. It was also observed that, except the singularities, all the correction 
factors were close to the same constant value.  
          1 1
( , )
M N
i j
i j
avg
R x z
R
M N
  

                                                               (7.8) 
where  (x ,z )i jR  represents the single correction factor at spatial location  ,i jx= x z= z , Mand 
N  denote the dimension of the 2D matrix in x and z directions. 
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The experimental results to be presented consist of the estimated displacement (based on 
analytical phase tracking on the acquired RF frames), the estimated strain (from processing of 
strain image), the calculated stress from using Love’s equation on the applied pressure function 
by the force plate, and the calculated Young’s modulus along the axial direction, (based on the 
axial stress/strain ratio), with the correction factor Ravg applied, in the form of 2D color images. 
The estimated Young’s modulus is filtered by a 2D median filter with kernel size of 9 by 9. Since 
the stress is defined as negative for the compressive loading, a minus sign is introduced in the 
calculation of Young’s modulus. External pressure curves, acquired during the manually applied 
compression function, from the four sensors are presented, with arrows indicating the start and 
stop times for recording the frames that are used to extract the displacement. The start time is 
chosen to avoid the initial unstable compression status, and the stop time is chosen close to the 
peak compression.   
7.4.1	Gel‐based	Uniform	Phantom,	Fixed	Side	Boundary	
The uniform phantom is based on the uniform area of the phantom with the slanted interface. 
It has fixed sides and the Young’s modulus is specified by the manufacturer to be 16.5 KPa. The 
total depth of interest is 40 mm, as depicted in Fig. 7.12.  While ultrasound RF data and 
pressure (or force) data were acquired for slow increase, low force; slow increase, high force; 
fast increase, low force; and fast increase, high force operations, the data was selected from 
the “fast increase, high force” operation. Figure 7.13 shows the pressure curves versus 
compression time from four sensors, with pressure values PL = 804 Pa and PR = 276.55 Pa, and 
compression start time at sample value #26 and stop time at sample value #120, giving a 0.68 
second time interval between the start and stop. Figure 7.14 presents the experimental results, 
where the Young’s modulus is determined using average modulus correction factor calculated 
to be 2.46. In order to compare the results from two consecutive experiments on the same 
phantom, data from “slow increase, high force” was also processed and the results are shown 
in Fig. 7.15. 
 
Fig. 7.12. Layout of transducer and phantom configuration for experiment on gel‐based uniform 
phantom, fixed sides. 
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           (a)                                   (b)                                  (c)                               (d) 
Fig. 7.13. Pressure curves versus compression time, uniform phantom, fixed sides: (a) sensor #1, (b) 
sensor #2, (c) sensor #3 and (d) sensor #4. The red arrows indicate start and stop times. 
 
Fig. 7.14. Experimental results from the gel‐based uniform phantom, fixed sides: (left top) estimated 
displacement; (right top) estimated strain; (left bottom) calculated stress; (right bottom) corrected 
Young’s modulus as the ratio of the estimated stress/strain, with the correction factor applied. 
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Fig. 7.15. Experimental results from the gel‐based uniform phantom, compression “slow increase, high 
force”, fixed sides: (left top) estimated displacement; (right top) estimated strain; (left bottom) 
calculated stress; (right bottom) corrected Young’s modulus as the ratio of the estimated stress/strain, 
with the correction factor applied. 
Observations from the “fast increase, high force” experimental results: 1) displacement and 
stress both show higher compression on the left than on the right side; 2) estimated Young’s 
modulus appears roughly uniform in most of the region of interest, with a value about 50 KPa, 
which is a significant over‐estimation of about 3 times of the specified value 16.5 KPa. 
Estimated Young’s modulus from the “slow increase, high force” in Fig. 7.15 shows non‐uniform 
distribution (from 20 KPa to 60 KPa) within the region of interest, but closer to the true value. 
7.4.2	Gel‐based	Layer	Phantom	with	Slanted	Interface,	Fixed	Side	Boundary	
The layered phantom is in fact the same phantom as was used in Section 7.4.1, which has fixed 
sides and a specified Young’s modulus of 16.5 KPa and 90.1 KPa for the upper and lower layer, 
respectively. The total depth of interest is 60 mm, as depicted in Fig. 7.16.  Data was selected 
from the “fast increase, high force” operation. Figure 7.17 shows the pressure curves versus 
compression time from four sensors, with pressure values PL = 1405 Pa and PR = 955.50 Pa, and 
compression start time at sample value #16 and stop time at sample value #83, giving a 0.81 
second time interval between the start and stop. Figure 7.18 presents the experimental results, 
where the Young’s modulus is determined using average correction factor calculated to be 
2.57. 
lateral distance (mm)
ax
ia
l d
ep
th
 (m
m
)
estimated displacement (mm), compression time# 145
 
 
-20 -10 0 10 20
10
20
30
40
50
lateral distance (mm)
ax
ia
l d
ep
th
 (m
m
)
estimated strain, compression time# 145
 
 
-20 -10 0 10 20
10
20
30
40
50
lateral distance (mm)
ax
ia
l d
ep
th
 (m
m
)
analytical stress, compression time# 145
 
 
-20 -10 0 10 20
10
20
30
40
50
lateral distance (mm)
ax
ia
l d
ep
th
 (m
m
)
estimated elasticity (Pa)
 
 
-10 -5 0 5 10
20
30
40
0.2
0.4
0.6
0.8
1
0
2
4
6
x 10-3
-500
-400
-300
-200
-100
-6
-5
-4
-3
-2
x 104
145 
 
 
Fig. 7. 16. Layout of transducer and phantom configuration for experiment on gel‐based layer phantom, 
fixed sides. 
	
         (a)                                   (b)                                 (c)                                    (d) 
Fig. 7.17. Pressure curves versus compression time, layer phantom, fixed sides: (a) sensor #1, (b) sensor 
#2, (c) sensor #3 and (d) sensor #4. The red arrows indicate start and stop times. 
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Fig. 7.18. Experimental results from the gel‐based lay phantom with slanted interface: (left top) 
estimated displacement; (right top) estimated strain; (left bottom) calculated stress; (right bottom) 
corrected Young’s modulus as the ratio of the estimated stress/strain, with the correction factor applied. 
Observations from the experimental results: 1) the interface has a distinct appearance in the 
estimated displacement, the strain and the Young’s modulus images (marked as black straight 
line); 2) however, there is an abrupt increase (red color band starting from ‐20 mm and ‐10 mm 
in the lateral distance) along with the interface in strain image; 3) the abrupt strain change 
corresponds to a smaller stiffness than its surrounding in the estimated Young’s modulus, about 
15 KPa, which may be explained by the fact that the stiffness was not controlled very accurately 
during the manufacture; 4) in overall, the Young’s moduli are over‐estimated, about 60 KPa for 
the upper layer and 250 KPa for the lower layer; 5) negative values (dark blue spots) in the right 
bottom corner in the strain image, corresponding to the displacement decrease along with 
depths. This can be explained that due to the high RF signal attenuation and resulting poor 
signal noise ratio, displacement estimation was inaccurate.  
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7.4.3	Gel‐based	Phantom	with	Stiffer	Inclusion,	Fixed	Side	Boundary	
This phantom has fixed sides and a specified Young’s modulus of 16.5 KPa and 90.1 KPa for the 
surrounding and inclusion, respectively. The total depth of interest is 60 mm, as depicted in Fig. 
7.19.  The investigation was focused on the area with larger inclusion of diameter 16 mm. Data 
was selected from the “slow increase, high force” operation. Figure 7.20 shows the pressure 
curves versus compression time from four sensors, with pressure values PL = 602.20 Pa and PR = 
457 Pa, and compression start time at sample value #6 and stop time at sample value #133 
giving a 1.76 second time interval between the start and stop. Figure 7.21 presents the 
experimental results, where the Young’s modulus is determined using average modulus 
correction factor calculated to be 2.35. 
 
Fig. 7.19. Layout of transducer and phantom configuration for experiment on gel‐based uniform 
phantom with stiffer inclusions. 
 
      (a)                                   (b)                                  (c)                                (d) 
Fig. 7.20. Pressure curves versus compression time, phantom with inclusion, fixed sides: (a) sensor #1, (b) 
sensor #2, (c) sensor #3 and (d) sensor #4. The red arrows indicate start and stop times. 
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Fig. 7.21. Experimental results from the gel‐based uniform phantom with stiffer inclusion: (left top) 
estimated displacement; (right top) estimated strain; (left bottom) calculated stress; (right bottom) 
corrected Young’s modulus as the ratio of the estimated stress/strain, with the correction factor 2.35 
applied. 
Observation from the experimental results: 1) displacement and stress show consistent larger 
compression on the left side; 2) larger strain value on the left of the surrounding also reflects 
the larger compression on the left side; 3) estimated Young’s modulus‐ about 18 KPa (close to 
true) on average for the surrounding and 25 KPa (under‐estimated) on average for the cyst; c) 
estimated cyst is not in a circular shape (marked as black circle), instead, it is sort of split into 
two small ovals. 
7.4.4	Plastic‐based	Phantom	with	Stiffer	Inclusion,	Free	Side	Boundary	
This non‐uniform phantom (length 99.60 mm, width 61.50 mm and depth 49.5 mm) has free 
sides and specified Young’s modulus of 18 KPa and 77 KPa for the surrounding and the 
cylindrical inclusion, respectively. The inclusion was approximately located in the center of the 
image plane with total depth of interest 50 mm, as depicted in Fig. 7.22. Data was selected 
from the “fast increase, low force” operation. Figure 7.23 shows the pressure curves versus 
compression time from four sensors, with pressure values PL = 399.85 Pa and PR = 404.10 Pa, 
and compression start time at sample value #38 and stop time at sample value #128 giving a 
1.06 second time interval between the start and stop. Figure 7.24 presents the experiment 
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results where the Young’s modulus is determined by the ratio of estimated axial stress/axial 
strain.  
 
Fig. 7.22. Layout of transducer and phantom configuration for experiment on plastic‐based uniform 
phantom with stiffer inclusions. 
 
      (a)                                   (b)                                 (c)                                 (d) 
Fig. 7.23. Pressure curves versus compression time, phantom with inclusion, free sides: (a) sensor #1, (b) 
sensor #2, (c) sensor #3 and (d) sensor #4. The red arrows indicate start and stop times. 
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Fig. 7.24. Experimental results from the plastic‐based uniform phantom with stiffer inclusion: (left top) 
estimated displacement; (right top) estimated strain; (left bottom) calculated stress; (right bottom) 
Young’s modulus as the ratio of the estimated stress/strain. 
Observation from the results: 1) displacement, strain and modulus images reveal the existence 
of the stiffer inclusion – smaller displacement increase, less strain and Young’s modulus in the 
cyst area; 2) estimated Young’s modulus about 11 KPa for the surrounding (close to true), 
however, about 18 KPa (under‐estimated) for the inclusion; 3) negative strain in deeper area 
(below the inclusion), due to signal attenuation therefore false displacement estimation. RF 
lines at pre‐ and peak‐compression from the center of the image plane are depicted in Fig. 7.25, 
with signal deteriorated starting from about depth 30 mm. 
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Fig. 7.25. RF signal at: (top) pre‐compression in blue; and (bottom) peak‐compression in red, in order to 
show the RF signal attenuation. 
7.4.5	Uniform	Tofu	Phantom,	Free	Side	Boundary		
The tofu uniform phantom (length 115 mm, width 92 mm and depth 40 mm) has free sides and 
specified Young’s modulus in the range of 6‐14 KPa according to the reviewed literature. The 
total depth of interest is 40 mm. Data was selected from the “slow increase, low force" 
operation. Figure 7.26 shows the pressure curves versus compression time from four sensors, 
with pressure values PL = 224.70 Pa and PR = 209.25 Pa, and compression start time at sample 
value #42 and stop time at sample value #165 giving a 1.08 second time interval between the 
start and stop. Figure 7.27 presents the experimental results in the axial direction.  
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     (a)                                   (b)                                 (c)                                (d) 
Fig. 7.26. Pressure curves versus compression time, uniform phantom, free sides: (a) sensor #1, (b) sensor 
#2, (c) sensor #3 and (d) sensor #4. The red arrows indicate the start and stop times. 
 
Fig. 7.27. Experimental results from tofu uniform phantom: (left top) estimated displacement; (right top) 
estimated strain; (left bottom) calculated stress; (right bottom) Young’s modulus as the ratio of the 
estimated stress/strain. 
Observation from the results: 1) the displacement shows larger compression on the right, but 
the stress shows larger compression on the left, which may indicate inaccurate force sensor 
measurement; b) estimated Young’s modus is not quite uniform as it should be, in the range of 
12‐22 KPa. 
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7.4.6	Error	Analysis	
From the five sets of results, presented above, we can see that the proposed technique has the 
potential for estimating Young’s modulus on various phantoms. However, as currently 
implemented, the results have significant errors in many cases. The possible error resources are 
categorized as follows.  
 Fixed side boundary  
The proposed correction factor solution has been applied to decrease the large discrepancy due 
to the fixed side boundary between the estimated Young’s modulus and the Young’s modulus 
provided by the manufacturer. However, in the current implementation, possibly due to the 
insufficient meshing, the 2D correction factor contains singularities and unexpected large 
values close to the edge of the boundaries.  
 RF signal attenuation 
We have observed that many of the acquired RF frames exhibit high RF signal attenuation and 
fairly poor signal to noise ratio, resulting in erroneous displacement estimation. For example, 
the strain images in Fig. 7.16 and Fig. 7.22 show regions with negative strain values.  The low RF 
signal amplitude may be caused by the shortcomings of the Ultrasonix RP scanner, including 
low sensitivity and insufficient bandwidth of the transducer, poor noise figures for the front end 
amplifiers and insufficient TGC range. Even though the analytical phase tracking method was 
demonstrated to be robust, it is difficult to extract useful information from the signal with poor 
signal to noise ratio. This error can be fundamentally solved by applying appropriate TGC 
voltage curve to achieve uniform magnitude of RF signal through the depths. Another possible 
way is to amplify the low amplitude signal using amplitude modulation, without distorting the 
signal phase. 
 Analytical stress 
An over‐estimated stress field clearly leads to an over‐estimation of the Young’s modulus. 
However, as discussed in chapter 6, the discrepancies between the analytically determined 
stress field (i.e., Love’s Equation) and the stress field calculated with FEA (Comsol) in the image 
plane is typically less than 15%, such that the analytically determined stress field is smaller than 
the FEA determined stress field. Hence, the typical error in Ch. 6 tends to, all other things equal, 
under‐estimate Young’s modulus.   
 Force plate 
One error source is likely to be the uneven contact between the phantom and the pucks 
attached to the four force sensors. It is difficult to calibrate the insertion levels of the force 
sensors, so that the sensors detect the actual pressure that is being applied to the phantom via 
154 
 
the force plate. The force plate initially was designed with three layers, top layer to hold the 
transducer, middle layer to hold the force sensor and the bottom layer to hold the force 
sensors. However, with first several tries, we found that force sensor varied less than it should 
be during the compression with the bottom layer (the layer is made from very rigid material). 
Then we decided to remove the bottom layer, making the puck protrude and therefore be 
subject to more pressure during the compression, eventually resulting in the force sensor 
measuring a higher force than it should be and over‐estimating the stress field and thus over‐
estimating Young’s modulus. For example, over estimation can be observed in Fig. 7.13 with 
estimated Young’s modulus 50 KPa (true value 16.5 KPa) and Fig. 7.16 with estimated Young’s 
modulus about 60 KPa (true value 16.5 KPa) for the upper layer and 250 KPa (true value 90.1 
KPa) for the lower layer. 
 Phantom deterioration 
Another error source may be the deterioration of the phantoms, considering they were 
fabricated in 2014, although under good maintenance following the manufacturer instruction.  
7.5	Discussion	and	Conclusion		
This chapter focuses on preliminary investigation of the proposed quantitative elastography 
method on uniform and non‐uniform phantoms with fixed side and free side boundary settings. 
Results show that this method is able to distinguish medium with different stiffness, however, 
requires improvement on the accuracy.  
We also analyzed that there are mainly four types of error sources. The first one is unique to 
the phantom with fixed side boundary and can be, at least partially, suppressed by the 
correction factor. The second one usually is not a challenge with appropriate transducer 
scanner setup and TGC control. The third one (analytical stress error) although is hard to be 
eliminated, usually is within an acceptable range of 15% in the region of interest, as discussed 
in Chapter 6 Section 6.3.4. The fourth (force plate design) could be solved if using material with 
stiffness close to the phantom for the bottom layer and also for the puck. The phantom aging is 
the reality we cannot change currently. 
We will further conduct experiments to study the feasibility and improve the accuracy of this 
estimation technique based on phantoms with known elasticity. In principle, such a technique 
could be used to explore the distribution of Young’s modulus under quasi‐static compression. 
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Chapter	8	
	Conclusions	and	Future	Work	
This dissertation has introduced a new approach to real‐time quantitative elasticity imaging. 
The method utilizes free hand application of the external compressive force, making it a quasi‐
static ultrasound elastography system. This implementation needs only simple changes to the 
ultrasound hardware, thus taking advantage of the relatively low cost ultrasound imaging 
systems. The free hand design allows the sonographer to choose the magnitude, direction and 
duration of the applied force, thus allowing the force parameters to be optimized for a given 
clinical application. 
The research presented here can be divided into three parts. The first part was to design, 
implement and evaluate an analytical phase tracking based strain estimator to rapidly 
determine the axial strain image with desirable accuracy and high resolution. The estimator 
uses the new concept of analytical phase tracking, which is well‐suited for quasi‐static force 
applications. The second part was to develop, implement and verify an analytical stress field 
reconstruction approach which is able to calculate the stress field using the quantified external 
force function. The third part was to combine both strain and stress images and therefore 
acquire Young’s modulus which is an effective biomarker to differentiate the stiffer abnormal 
tissues, such as cancerous tumors, from the normal surrounding soft tissues.  
Although the evaluation of the individual sub‐systems revealed no major errors, the overall 
performance of our elastography system is somewhat disappointing. For several of the 
elasticity imaging experiments on purchased phantoms with fixed sides, the estimated Young’s 
modulus was as much as a factor three higher than the value specified by the manufacturer. 
8.1	Conclusions	
Our main observations for the individual systems and their implications are presented as 
follows. 
 Analytical phase tracking (APT) based strain estimator 
1) Accuracy: compared with the standard time domain cross correlation method (SCC), APT 
strain estimation can tolerate larger dynamic ranges of external compression, i.e., it is 
more robust to small deformation and survives at high strain which usually contains 
significant de‐correlation noise. 
2) Resolution: APT method exhibits more flexibility in displacement and strain image 
resolution. Because the wrapped phase is uniformly distributed, selection of any value 
within  [ , ]   will be unbiased for phase tracking. For example, zero phase achieves 
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resolution one sample per wavelength, and phase values 
2
  and 
2
   can double the 
resolution, without any impairment of the estimation accuracy. 
3) Efficiency: both experimentally observed and theoretical computational efficiency 
analysis show that the computation costs of APT method is approximately 40 times 
faster than SCC. Additionally, APT method has potential for parallel computing to 
further reduce the time consumption since analytical phase bands are independent in 
terms of axial range. 
 Stress calculation based on superposition and Love’s analytical solution 
1) Accuracy: quantitative assessments show that the proposed method, although suffers 
from stress under‐estimation due to the unrealistic semi‐infinite boundary assumption, 
predicts the stress distribution reasonably well (less than 15% error) within a certain 
region of interest (roughly 2/3 of the total depth). Also, a correction factor has been 
proposed to remove the influence of fixed side boundary on the Young’s modulus 
estimation. 
2) Efficiency: the proposed stress method has been demonstrated being able to produce 
the stress image very quickly, compared with finite element analysis, 105 times faster on 
average. 
3) Free hand: the superposition implementation allows non‐uniform external compression, 
as well as a compressor with non‐rectangular shape. Assisted with the force sensors, 
external compression is easily to be quantified for the stress field reconstruction. 
With the demonstrated efficiency and accuracy of the proposed strain and stress methods, we 
have conducted experiments on various types of homogeneous and heterogeneous phantoms, 
and observed that the quantitative elastography technique is able to distinguish medium with 
different stiffness. In conclusion, this technique is expected to be used to image the distribution 
of Young’s modulus in real time under quasi‐static compression. 
8.2	Future	work	
Here we outline several possible future works that are worthwhile to be studied. 
 How to extend the 2D phase tracking to 3D, and therefore realize real time 3D strain 
estimation 
 Better force plate design with bottom layer having stiffness close to the phantom  
 Explore force/pressure sensors with better performance in accuracy and smaller size, as 
well as optimize the force sensor configuration   
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 Improve the accuracy of the analytical stress calculation, in order to adapt the method to  
the situations where the non‐uniform medium is confined in the boundaries 
 Test the feasibility of the proposed method in clinical application 
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Appendix	A	
Notices of some concepts: 
[1] Logarithmic potential is a potential function that is proportional to the logarithm of some 
coordinate; for example, a straight, electrically charged cylinder of circular cross section and 
effectively infinite length gives rise to an electrostatic potential that is the sum of a constant 
and a term proportional to the logarithm of the distance from the cylinder's axis. 
[2] Newtonian potential is associated with an inverse square law of force such as an electronic 
force, and therefore varies with distance in the same manner as a gravitational potential. We 
can make use of this property along with harmonic function  2 0V  to simplify complicated 
integral calculation. 
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Appendix	B	
C++ code for RF signal and force data acquisition is attached in the appendix. 
//***data acquisition program: acquire RF signal and force data*** 
//2016/10/8 updated 
 
#include "stdafx.h" 
#include <stdio.h> 
#include "iUsbApi.h" 
#include "Windows.h" 
#include "time.h" 
 
//for the function gettimeoftheday  
#if defined(_MSC_VER) || defined(_MSC_EXTENSIONS) 
  #define DELTA_EPOCH_IN_MICROSECS  11644473600000000Ui64 
#else 
  #define DELTA_EPOCH_IN_MICROSECS  11644473600000000ULL 
#endif 
 
#include 
"D:\sonixRP_iUSBDAQ\iUSBDAQ_sonixRP_myDataAcquisition\texo\demo\console_yll
\console_yll\stdint.h" // portable: uint64_t   MSVC: __int64  
 
#include <iostream> 
#include <fstream> 
using namespace std; 
 
#ifdef SONIXTOUCH 
    #define NUMCHANNELS 64 
#else 
    #define NUMCHANNELS 32 
#endif 
 
#define MAXELEMENTS 128 
 
/*---soniRP function declaration----*/ 
bool selectProbe(int connector); 
bool createSequence(int sequence); 
bool run(); 
bool stop(); 
bool newImage(void*, unsigned char*, int /*frameID*/); 
bool sequenceRF(); 
void printStats(); 
bool saveData(); 
void wait(); 
 
/*---iUSB function declaration----*/ 
bool LoadDLL(void); 
int PrintError(int); 
bool InitDevice_iUSB(); 
void ReadData_iUSB(); 
bool saveData_iUSB(); 
void StopReadData_iUSB(); 
bool saveCurrentForce_iUSB(); 
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int gettimeofday(struct timeval* tp, struct timezone* tzp); 
void systemTime(); 
bool initDevice(); 
void readData();  
void stopReadData(); 
bool saveTimestamp(); 
 
//sonixRP variables 
texo tex; 
bool running = false; 
bool validprobe = false; 
bool validsequence = false; 
double motorPos = 0; 
int depth = 50;//50 for cyst, 80 for slanted, 40 mm for tofu 
int focus = 60;//keep appropriate focal-depth to aperture-size ratio 
int power = 10; 
double gain = 0.8; 
CURVE *tgctest = new CURVE();//texo TGC curve 
const int frameSize = 360448;//in byte 
 
//iUSB definition 
int frameCnt =0; 
const int Nframe = 300;//100 is roughly balanced with numLoop 30 
const int NframeLoop = 1;//200 for elasto 
const int NframeTotal = (int)(Nframe*NframeLoop); 
int Nloop = 0; 
 
#define numLoop  70 //# of loops for reading small amount of data  
#define goodDataRate  0.92//instead of 0.96, to avoid 0 
#define numCh  4 //# of channels 
#define numScan  200 
const int scanRate = 4000; 
const int numGoodDataPerLoop = (int)(numScan*goodDataRate); 
const int numGoodDataLoop = (int)(numGoodDataPerLoop*numLoop); 
const int numGoodDataTotal = (int)(numGoodDataLoop*NframeLoop); 
float voltageTotal[numCh][numGoodDataLoop]; //buffer to save force data 
 
//system time 
timeval tv_rf, tv_force; 
const int timeSize = 2;//holds sec and usec 
unsigned int sysTime_rf[NframeTotal][timeSize], 
sysTime_force[numLoop][timeSize]; 
 
//program entry point 
int main() 
{ 
 initDevice();//sonixRP 
 InitDevice_iUSB();///*iUSB*/ 
 
 system("pause"); 
  
 clock_t start = clock(); 
 for (int i = 0; i < NframeLoop; i++) 
 {  
  run();//ultrasound frames     
  ReadData_iUSB();/*iUSB*/ 
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  while((frameCnt < Nframe)||(running == true)) 
  {  
  }   
  frameCnt = 0; 
 } 
 
 clock_t stop = clock(); 
 double elapse = stop - start; 
 fprintf(stdout, "Running time %f second\n", elapse/CLOCKS_PER_SEC); 
 
 /*stop and save data*/ 
 stopReadData();//stop and clean up both data acquisition 
 StopReadData_iUSB(); 
 saveTimestamp();//save time stamps 
 
 printf("\nPress <Enter> to quit\r\n"); 
 getchar(); 
 return 0; 
} 
 
bool initDevice() 
{ 
 #ifdef SONIXTOUCH 
    // initialize and set the data file path 
    // for Sonix RP usm = 2 
    // for Sonix MDP or Sonix Touch usm = 3 or 4 
    // for Sonix Tablet usm = 4 
    if (!tex.init(FIRMWARE_PATH, 3, 4, 0, NUMCHANNELS, 0)) 
    { 
        return -1; 
    } 
 #else 
  // initialize and set the data file path??? 
  if (!tex.init(FIRMWARE_PATH, 2, 2, 0, NUMCHANNELS, 1))//??? 
  { 
   return -1; 
  } 
 #endif 
 
    // setup callback 
    tex.setCallback(newImage, 0); 
    // program defaults 
    tex.clearTGCs(); 
    tex.addTGC(tgctest, 1000*depth);//micron meter 
    tex.setPower(power, power, power); 
    //set the vca settings 
    VCAInfo vcaInfo; 
    vcaInfo.amplification = 32; 
    vcaInfo.activetermination = 4; 
    vcaInfo.inclamp = 1600; 
    vcaInfo.LPF = 1; 
    vcaInfo.lnaIntegratorEnable = 1; 
    vcaInfo.pgaIntegratorEnable = 1; 
    vcaInfo.hpfDigitalEnable = 0; 
    vcaInfo.hpfDigitalValue = 10; 
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    tex.setVCAInfo(vcaInfo); 
    selectProbe(0);//select probe connector 0, the top slot 
    createSequence(1);//load rf collection sequence 
} 
 
void readData() 
{ 
 run();//RF frames 
} 
 
void stopReadData() 
{ 
    if (running) 
    { 
        stop(); 
    } 
 
 saveData(); 
    tex.shutdown();// clean up 
} 
 
void wait() 
{ 
    printf("\npress any key to continue"); 
    while (!_kbhit()) 
    { 
    } 
    _getch(); 
    fflush(stdin); 
    system("cls"); 
} 
 
//statistics printout for after sequence has been loaded 
void printStats() 
{ 
    // print out sequence statistics 
    printf("sequence statistics:\n"); 
    printf("frame size = %d bytes\n", tex.getFrameSize()); 
    printf("frame rate= %.1f fr/sec\n", tex.getFrameRate()); 
    printf("buffer size = %d frames\n\n", tex.getMaxFrameCount()); 
} 
 
//selects a probe, the function will fail if the connector is invalid or if 
there is no probe on the specified connector. 
bool selectProbe(int connector) 
{ 
    if (!tex.activateProbeConnector(connector)) 
    { 
        fprintf(stderr, "could not activate connector %d\n", connector); 
        return false; 
    } 
 
    validprobe = true; 
 fprintf(stderr, "connector %d has been activated\n", connector); 
    return true; 
} 
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//runs a sequence 
bool run() 
{ 
    if (!validsequence) 
    { 
        fprintf(stderr, "cannot run, no sequence selected\n"); 
        return false; 
    } 
 
    if (running) 
    { 
        fprintf(stderr, "sequence is already running\n"); 
        return false; 
    } 
 
    tex.setMotorHomeActive(false); 
 
    if (tex.runImage()) 
    { 
        running = true; 
        return true; 
    } 
 
    return false; 
} 
 
//stops a sequence from running 
bool stop() 
{ 
    if (!running) 
    { 
        fprintf(stderr, "nothing to stop, sequence is not running\n"); 
        return false; 
    } 
 
    if (tex.stopImage()) 
    { 
        running = false; 
        fprintf(stdout, "acquired (%d) frames\n", 
tex.getCollectedFrameCount()); 
        return true; 
    } 
 
    return false; 
} 
 
bool createSequence(int sequence) 
{ 
    if (!validprobe) 
    { 
        fprintf(stderr, "cannot create sequence, no probe selected\n"); 
        return false; 
    } 
 
    if (depth < 10 || depth > 300) 
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    { 
        fprintf(stderr, "invalid depth entered\n"); 
        return false; 
    } 
 
    // tell program to initialize for new sequence 
    if (!tex.beginSequence()) 
        return false; 
 
    // build sequence 
    if (!sequenceRF()) 
        return false; 
 
    // tell program to finish sequence 
    if (tex.endSequence() == -1) 
        return false; 
 
    printStats(); 
 
    validsequence = true; 
    return true; 
} 
 
//transmits and receives across the entire probe to acquire focused RF data 
from each element. 
bool sequenceRF()//parameters are customized 
{ 
    int i, lineSize; 
    texoTransmitParams tx; 
    texoReceiveParams rx; 
 
    tx.centerElement = 0; 
    tx.aperture = 64; 
    int focus = 60; 
    tx.focusDistance = focus*1000; 
    tx.angle = 0; 
 
    tx.frequency = 1000 * 1000 *5; 
    strcpy(tx.pulseShape, "+-+-+-+-");//for 40MHz firmware, each pulse 25ns
    tx.speedOfSound = 1420;//1534 m/s for the purchased phantom 
    tx.useManualDelays = false; 
    tx.tableIndex = -1; 
    tx.useDeadElements = false; 
    tx.trex = false; 
 
    rx.centerElement = 0; 
    rx.aperture = NUMCHANNELS; 
    rx.angle = 0; 
    rx.maxApertureDepth = 30000; 
    rx.acquisitionDepth = depth * 1000; 
    rx.saveDelay = 0; 
    rx.speedOfSound = tx.speedOfSound; 
    rx.channelMask[0] = rx.channelMask[1] = 0xFFFFFFFF; 
    rx.applyFocus = true; 
    rx.useManualDelays = false; 
    rx.decimation = 1; 
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    rx.customLineDuration = 0; 
    rx.lgcValue = 0; 
    rx.tgcSel = 0; 
    rx.tableIndex = -1; 
 
    for (i = 0; i < tex.getProbeNumElements(); i++) 
    { 
   //*128 lines per frame*/ 
        tx.centerElement = (i * 10) + 5; 
        rx.centerElement = (i * 10) + 5; 
        lineSize = tex.addLine(rfData, tx, rx); 
 
        if (lineSize == -1) 
        { 
            return false; 
        } 
    } 
 
    return true; 
} 
 
 
//store data to disk 
bool saveData() 
{ 
    char path[99]; 
    FILE* fp; 
 
 if (NframeTotal < 1) 
    { 
        fprintf(stderr, "no frames have been acquired\n"); 
        return false; 
    } 
 
 strcpy(path, "rfSignal"); 
 
    fp = fopen(path, "wb+"); 
    if (!fp) 
    { 
        fprintf(stderr, "could not store data to specified path\n"); 
        return false; 
    } 
 
 fprintf(stdout, "cine buffer holds %d frames\n", 
tex.getCollectedFrameCount());         
 fprintf(stdout, "frame size %d bytes\n", tex.getFrameSize()); 
 fwrite(tex.getCineStart(0), frameSize, Nframe, fp); 
 
    fclose(fp); 
    fprintf(stdout, "successfully stored RF data\n"); 
 
    return true; 
} 
 
bool saveTimestamp() 
{ 
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 ofstream rf_timestamp;//RF frames time stamp 
 rf_timestamp.open("rf_timestamp.txt"); 
 for (int i = 0; i < NframeTotal; i++) 
 { 
  for (int j = 0; j < timeSize; j++) 
  { 
   rf_timestamp << sysTime_rf[i][j] << ' '; 
   if((j+1)%timeSize == 0) 
    rf_timestamp << endl; 
  } 
 } 
 rf_timestamp.close(); 
 
 ofstream force_timestamp;//force data time stamp 
 force_timestamp.open("force_timestamp.txt"); 
 for (int i = 0; i < numLoop; i++) 
 { 
  for (int j = 0; j < timeSize; j++) 
  { 
   force_timestamp << sysTime_force[i][j] << ' '; 
   if((j+1)%timeSize == 0) 
    force_timestamp << endl; 
  } 
 } 
 force_timestamp.close(); 
  
      fprintf(stdout, "successfully stored rf and force timestamp\n"); 
      return true; 
} 
 
//called when a new frame is received 
bool newImage(void*, unsigned char* data, int /*frameID*/) 
{ 
    // withhold from printing out anything right now 
 gettimeofday(&tv_rf, NULL); //(2) 
 sysTime_rf[frameCnt][0] = tv_rf.tv_sec; 
 sysTime_rf[frameCnt][1] = tv_rf.tv_usec; 
 printf("RF frame %d, time %u:%u\n", frameCnt, tv_rf.tv_sec, 
tv_rf.tv_usec); 
 
 frameCnt++; 
 if( (frameCnt == Nframe) ) 
 {  
  if(tex.stopImage()) 
   running = false; 
 } 
 
 return true; 
} 
 
/*--------------iUSB functions------------------*/ 
HINSTANCE libHandle; 
bool LoadDLL(void) 
{ 
    libHandle = NULL; 
    libHandle = LoadLibrary((LPCWSTR)L"iUSBDAQ.dll"); 
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    if(libHandle == NULL) 
    { 
        printf("Error loading iUSBDAQ.dll\r\n"); 
  return false; 
    } 
    else 
    { 
  IUSBDAQ_EnumerateDevice=(int(*)(unsigned long, unsigned 
long*))\ 
                    GetProcAddress(libHandle,"iUSBDAQ_EnumerateDev"); 
        IUSBDAQOpen=(int(*)(unsigned long,unsigned long,DevSession*))\ 
                    GetProcAddress(libHandle,"iUSBDAQ_OpenDevice"); 
        IUSBDAQReadChannels=(int(*)(DevSession*,int,int,int,float*,int*))\ 
                    GetProcAddress(libHandle,"iUSBDAQ_ReadMultiAnalogIn"); 
        
IUSBDAQStartDaqStream=(int(*)(DevSession*,int,int,int,int,int*,int))\ 
                    GetProcAddress(libHandle,"iUSBDAQ_AIStartStream"); 
        IUSBDAQStopDaqStream=(int(*)(DevSession*))\ 
                    GetProcAddress(libHandle,"iUSBDAQ_AIStopStream"); 
        IUSBDAQReadStream=(int(*)(DevSession*,int,int,float*,int*))\ 
                    GetProcAddress(libHandle,"iUSBDAQ_AIGetScans"); 
        
IUSBDAQClose=(int(*)(DevSession*))GetProcAddress(libHandle,"iUSBDAQ_Release
Device"); 
 
 
  if((IUSBDAQ_EnumerateDevice == NULL) || (IUSBDAQOpen == NULL) 
|| 
            (IUSBDAQReadChannels == NULL) || (IUSBDAQStartDaqStream == 
NULL) || 
            (IUSBDAQStopDaqStream == NULL) || (IUSBDAQReadStream == NULL) 
|| 
            (IUSBDAQClose == NULL)) 
  { 
   printf("GetProcAddress Error\r\n"); 
   return false; 
  } 
    } 
 return true; 
}//end LoadDLL 
 
 
int PrintError(int code) 
{ 
 char a; 
 printf("Error: %s\n", ErrorDesc[code]); 
 printf("Press any key to exit\r\n"); 
 scanf("%c", &a); 
 return -1; 
} 
 
//initialize device: enumerate, etc (option=0, init button on GUI)*/ 
DevSession dev; 
bool InitDevice_iUSB() 
{ 
    char selection; 
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    if (!LoadDLL()) 
 { 
  printf("Press any key to exit\r\n"); 
  scanf("%c",&selection); 
  return -1; 
 } 
 
 unsigned long devcnt=0; 
 // Device type for iUSBDAQ is 0 according to user manual 
 int rt = IUSBDAQ_EnumerateDevice(0, &devcnt); 
 if ( rt != iUSBDAQ_NOERROR) 
 { 
  return PrintError(rt);     
 } 
 printf("Found %d of iUSBDAQ connected, reading data from first 
iUSBDAQ\n", devcnt); 
 rt = IUSBDAQOpen(0, 0, &dev); 
 if ( rt != iUSBDAQ_NOERROR) 
 { 
  return PrintError(rt);     
 }  
 
    printf("HYTEK Automation 2005\r\n"); 
    printf("===============================\r\n"); 
} 
 
float value[numScan][numCh];  
void ReadData_iUSB() 
{ 
 // streaming demo section, 4% data should be discarded?  
 int rate = 0;    
 memset(value, 0.0, numScan*numCh*sizeof(float)); 
 
 IUSBDAQStartDaqStream(&dev, 0, numCh, 0, scanRate, &rate, 0);  
 for (int lp = 0; lp < numLoop; lp++) 
 {      
  IUSBDAQReadStream(&dev, numScan, 60, (float*)value, 
&rate);//rate actually is 192 
 
  gettimeofday(&tv_force, NULL); //time stamp 
  sysTime_force[lp][0] = tv_force.tv_sec; 
  sysTime_force[lp][1] = tv_force.tv_usec; 
  printf("force data loop %d, time %u:%u\n", lp, tv_force.tv_sec, 
tv_force.tv_usec);  
   
  for (int j = 0; j < numCh; j++) 
  { 
   for (int i = 0; i < numGoodDataPerLoop;  i++) 
   { 
    voltageTotal[j][numGoodDataPerLoop*lp+i] = 
value[i][j];//each channel   
   } 
  } 
   
 } 
} 
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//save force data 
bool saveData_iUSB() 
{ 
 ofstream forceDataFile; 
 forceDataFile.open("forceData.txt"); 
 
 for (int i = 0; i < numGoodDataTotal; i++) 
 { 
  for (int j = 0; j < numCh; j++) 
  { 
   forceDataFile << voltageTotal[j][i] << ' '; 
   if((j+1)%numCh == 0) 
    forceDataFile << endl; 
  } 
 } 
 
 forceDataFile.close();  
      fprintf(stdout, "successfully stored force data\n"); 
      return true; 
} 
 
//save current force data from value 
bool saveCurrentForce_iUSB() 
{ 
 ofstream forceDataFile; 
 forceDataFile.open("forceData_current.txt"); 
 
 for (int i = 0; i < 192; i++) 
 { 
  for (int j = 0; j < numCh; j++) 
  { 
   forceDataFile << value[i][j] << ' '; 
   if((j+1)%numCh == 0) 
    forceDataFile << endl; 
  } 
 } 
 
 forceDataFile.close(); 
  
      fprintf(stdout, "successfully stored force data\n"); 
      return true; 
} 
 
 
void StopReadData_iUSB() 
{ 
 IUSBDAQStopDaqStream(&dev);//end of streaming section 
 saveData_iUSB(); 
 
      //always check to close the library too. 
      if (libHandle != NULL) FreeLibrary(libHandle); 
} 
 
 
//definition of a gettimeofday function  
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struct timezone 
{ 
   int  tz_minuteswest; /* minutes W of Greenwich */ 
   int  tz_dsttime;     /* type of dst correction */ 
}; 
  
int gettimeofday(struct timeval *tv, struct timezone *tz) 
{ 
   //define a structure to receive the current Windows filetime 
   FILETIME ft; 
  
   //initialize the present time to 0 and the timezone to UTC 
   unsigned __int64 tmpres = 0; 
   static int tzflag = 0; 
  
   if (NULL != tv) 
   { 
        GetSystemTimeAsFileTime(&ft); 
   tmpres |= ft.dwHighDateTime; 
   tmpres <<= 32; 
   tmpres |= ft.dwLowDateTime; 
  
   //convert to microseconds by dividing by 10 
   tmpres /= 10;   
        tmpres -= DELTA_EPOCH_IN_MICROSECS; 
  
   //the modulus picks up the microseconds. 
   tv->tv_sec = (long)(tmpres / 1000000UL); 
   tv->tv_usec = (long)(tmpres % 1000000UL); 
   } 
  
   if (NULL != tz) 
   { 
   if (!tzflag) 
   { 
  _tzset(); 
  tzflag++; 
   } 
   
   //adjust for the timezone west of Greenwich 
   tz->tz_minuteswest = _timezone / 60; 
   tz->tz_dsttime = _daylight; 
    } 
  
    return 0; 
} 
 
// system time 
int sysTimeSize = 3; 
unsigned int* sysTime = new unsigned int[sysTimeSize]; 
void systemTime()//read system time, hour:minute:second are enough 
{ 
     struct tm     timeptr; 
     time_t        t; 
     unsigned int  timebuf[6]; 
     t = time(NULL); 
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     timeptr = *localtime(&t); 
     timebuf[0]=timeptr.tm_sec; 
     timebuf[1]=timeptr.tm_min; 
     timebuf[2]=timeptr.tm_hour; 
      
     for (int m = 0; m < sysTimeSize; m++) 
     { 
         sysTime[m] = timebuf[2-m];//hour minute second 
     } 
     printf("%d:%d:%d\n",sysTime[0],sysTime[1],sysTime[2]); 
} 
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