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Abstract--Given a positive integer M, and a set S = (~1~x2,. . . ,zn} of positive integers, the 
maximum subset sum problem is to find a subset S’ of S such that CzES, x is maxhuised under 
the constraint that the summation ls no larger than M. In addition, the cardinality of S’ is also a 
maximum among all subsets of S which achieve the maximum subeet sum. This problem is known to 
be NP-hard. We analyze the average-case performance of a simple on-line approximation algorithm 
assuming that all integers in S are independent and have the same probability distribution. We 
develop a general methodology, i.e., using recurrence relations, to evaluate the expected values of 
the content and the cardinality of S’ for any distribution. The maximum subset sum problem has 
important applications, especially in static job scheduling in multiprogrammed parallel systems. The 
algorithm studied can also be easily adapted for dynamic job scheduling in such systems. @ 1998 
Elsevier Science Ltd. All rights reserved. 
Keywords-Approximation algorithm, Knapsack, Maximum subset sum, Multiprogrammed par- 
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1. INTRODUCTION 
1.1. The Problem 
Given IL4 E Z+, and a set S = {q,q.. . ,q,), where xi E P, 1 < i I n, and Z+ is the set 
of all positive integers, the optimization version of the subset sum problem is to find a subset S’ 
of S such that u(S’) = CsES , x is maximized under the constraint that the summation is no 
larger than M. The decision version of the problem is to determine for given S, M, and a bound 
K E Z+, whether there exists a subset S’ C S, such that K 5 o(S’) 5 M. The decision problem 
is actually a special case of the knapsack problem which is defined ss follows: given a knapsack 
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of capacity M, a bound K, and a set of S = {zi, x2,. . . ,x,} of objects, where each object xi 
has a size s(x~) E Z+ and a profit u(xi) E 2 +, to determine whether there is a subset S’ G S, 
such that CIES, V(X) 2 K and ZIGS, s(x) I M. It is well known that the knapsack problem is 
NP-complete even when s(zi) = 21(x;), for all 1 5 i I n [l]. Clearly, the decision version of the 
subset sum problem is equivalent to this special case, and therefore, is also NP-complete. This 
implies that the optimization version of the subset sum problem is NP-hard. 
In this paper, we consider a problem generalized from the subset sum problem called mtimum 
subset sum defined below. 
Maximum Subset Sum. 
Instance: a set S = {x1,22,. . . , xn}, where xi E Z+, 1 5 i 5 n, and M E Z+. 
Problem: find a subset S’ of S such that 
(1) c(S’) is maximized under the constraint that o(S’) 5 M; 
(2) IS’] = maxs”(]S”]), where a(S”) = a(S’). 
In words, not only a(S’), called the content of S’, is a maximum, the curdinality of S’ is also a 
maximum among all subsets of S which achieve the maximum subset sum. It is obvious that this 
problem is no easier than the subset sum problem, and hence, is NP-hard. 
When the cardinality of S’ is the only objective function to maximize, our problem reduces to 
the selection problem [2], namely, to pack as many objects into S’ as possible under the constraint 
that the sum of sizes of items in S’ is no larger than capacity c. The selection problem can be 
generalized to the dual bin packing problem [3], i.e., to maximize the number of items packed 
into m bins of capacity c. 
1.2. Motivation and Applications 
The maximum subset sum problem has a wide range of important applications. Example 
fields are material, transportation, television and radio industries, and computer system resource 
allocation. In addition, the problem also models static job scheduling in a multiprogrammed 
parallel system. In such a system, there are M identical processors. Assume that we are given 
a set S of n jobs Jl, Jz, . . . , J,,, where job Ji requires xi processors for parallel execution. The 
problem here is to find a subset S’ of jobs to execute simultaneously in such a way that system 
utilization is maximized. Furthermore, we try to schedule as many jobs as possible to maximize 
system throughput. 
1.3. Approximate and Probabilistic 
Algorithms and Analysis 
Since it is believed that there is no time efficient algorithm to solve NP-hard problems, approx- 
imation algorithms are developed which generate near-optimal solutions. As for the performance 
of approximation algorithms, there are basically two categories of analysis, namely, combinato 
rial worst-case and probabilistic average-case performance analysis. There is a rich literature of 
heuristic algorithms for the knapsack, subset sum, and dual bin packing problems [3-51. Vari- 
ous approximation algorithms, approximation schemes, and fully-polynomial time approximation 
schemes have been discovered for these problems. 
In the last two decades, average-case performance analysis of approximation algorithms have 
attracted the attention of many researchers, and a substantial progress has been made [6,7]. Es- 
sentially, a probabilistic analysis is based on certain assumptions on the probability distribution of 
instance I. Then, we find, for example, the expectation E(A(I)), the ratios E(A(I))/E(opt(l)), 
and E@(I)/ opt(l)), and the difference E(A(1)) - E(opt(l)), where A stands for an approx- 
imation algorithm solving a maximization problem, A(I) and opt(l) denote, respectively, the 
solution produced by algorithm A and the optimal solution for instance I. Or, one can show that 
algorithm A finds an optimal solution with high probability. 
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1.4. Contributions and Significance 
In the present paper, we study the average-case performance of a simple on-line algorithm LP 
for the maximum subset sum problem, which has linear time complexity. There are three main 
contributions in thii paper. First, from the viewpoint of algorithm analysis, the key contribution 
is not the algorithm itself and its performance, but an interesting analysis technique using recur- 
rence relations for the csse when problem instances have discrete probability distributions. In 
particular, we are able to establish recurrence relations which characterize the expected content 
and cardinality of the packing produced by algorithm LP. 
Second, using these equations we can obtain analytical results for certain (e.g., uniform and 
exponential) probability distributions, and numerical data for arbitrary probability distributions. 
This is not the csse for probabilistic analysis dealing with continuous distributions, where, usually 
only uniform distributions are mathematically tractable. 
Third, algorithm LP and its analysis conducted in this paper have direct applications in 
performance evaluation of multiprogrammed parallel computer systems using queuing models. 
Therefore, we have an excellent example of interplay of combinatorial problems, approximation 
algorithms, probabilistic analysis, queuing models, and computer systems. 
1.5. Relationship with Previous Research 
Certain special cases of the subset sum problem have been studied before. d’Atri and Puech [8] 
showed that when the zi’s are drawn independently from a uniform distribution over { 1,2, . . . , m}, 
and the capacity from a uniform distribution over { 1,2,. . . , run}, there is a simple variant of LP 
which finds a full packing with probability tending to 1. Lagariss and Odlyzko [9] considered the 
case when the zi’s are independently drawn from a uniform distribution over {1,2,3,. . . ,2”“‘}, 
and the capacity is the sum of a randomly chosen subset of the items. They provided an algorithm 
which finds the solution for almost all instances with a > 1. Frieze [lo] later extended the result 
to a > l/2. 
It should be noted that in Section 4, we actually analyze the performance of an algorithm for 
the selection problem, or, the first-bin problem of the First-Fit (FF) heuristic for bin packing (61, 
i.e., the expected number of items packed into the first bin by the FF algorithm. 
Extensive work have been done for continuous random variables, where 21, 22, . . . , 2, are i.i.d. 
random variables with a common probability distribution function F(z). Coffman, Flatto and 
Weber [2] showed that there exists an on-line selection algorithm which achieves the best En(c), 
i.e., the average number of objects selected. Furthermore, if F(z) N Aza as z -+ 0 for some A, 
a > 0, then for a lixed c, E,,(c) N [A((cY + l/a)~)~n]~l(‘+~) ss n + 00. In particular, when 
A = a = 1, i.e., F(z) is the uniform distribution on [O,l], we have E,(c) N 6. They also 
proved that the off-line smallest-first algorithm, which is obviously an optimal selection algorithm, 
is asymptotically no better than the best on-line algorithm for the type of F(z) defined above. 
In [ll], Coffman et al. analyzed the largest-first selection algorithm (that is, an analysis of the 
first-bin problem of the first-fit-decreasing heuristic), and showed that if 21, 22, . . . , z,, are i.i.d. 
samples from U[O, 11, then E,(l) I 1.64659337 f 3 x 10-s for all n. 
As for the dual bin packing problem, Bruno and Downey [12] established the following re- 
sult. If s = (2i,22,. . .) cc& and the zi’s are chosen from U[O, 11, then, for any small e, the 
probability that opt(S)/FFI(S) < 1 + O(l/fi) is at least 1 - e, where FFI stands for the first-fit- 
increasing heuristic. Foster and Vohra [13] further demonstrated that for any distribution F(z), 
FFI(S)/ opt(S) --t 1 in probability ss n --t 00. They also presented an on-line selection heuristic 
whose relative error tends to zero in probability as n tends to infinity under the assumption 
that F(z) has a finite mean and zero in its compact support. 
The main departure of our analysis from previous approaches is to consider discrete random 
variables, so that we can use recurrence relations which provide certain systemutic computation 
procedures for performance measures under arbitrary object size distribution. Another reason is 
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that in certain applications such as processor allocation in a multiprogrammed parallel computing 
system, only integers are involved. 
Recurrence relations have been used in probabilistic analysis of algorithms. For example, 
Karp [14] employed probabilistic recurrence relations to study execution times of divide-and- 
conquer algorithms in which, subproblem sizes are random variables. 
1.6. Organization of the Paper 
Algorithm LP is described in Section 2, where notations for analysis are also introduced. We 
then conduct probabilistic analysis of LP in Sections 3 and 4, where we develop recurrence rela- 
tions for expected content and expected cardinality of the solution generated by Algorithm LP. In 
Section 5, we also consider the average size of objects packed based on these recurrence relations. 
Numerical data for several common probabilistic distributions are presented in Section 6. Finally, 
a summary is given in Section 7, which also includes further research topics. 
2. THE ALGORITHM 
The approximation algorithm we are going to analyze is called List Placement (LP) described 
as follows. 
Algorithm List Placement 
1. order Sintoalist L=(q,zg,...,z,,) randomly 
2. St0 
3. for (i t 1; i 5 n; i++) 
if (zi + u(S’) I M) 
S’ + S’u {Zi} 
Step 1 is almost immaterial. If the set S is given as a list L, then Step 1 can be omitted. Thus, 
LP is an on-line algorithm in the sense that it needs no information of the set S in advance, and 
it considers the Q’S in the given order. The time complexity is clearly e(n). For convenience, 
we mix the terminology of the maximum subset sum and the knapsack problems. The symbol zi 
denotes an object as well as its size. M is called the capacity of a knapsack. When zi is added 
to S’ in Step 3, we say that object xi is packed into the knapsack. 
The motivation to study Algorithm LP is two-fold. First, average-case analysis of algorithm 
performance is generally difficult [6,15]. It is feasible only for certain simple algorithms. LP is just 
such an algorithm, which permits us to investigate expected values of its solutions with reasonable 
amount of efforts. In particular, we use recurrence relations ss tools for investigation, so that 
it is possible to perform asymptotic analysis as well as to calculate numerical data. Second, its 
straightforward structure and the property of on-line placement make it possible to apply LP for 
job scheduling in a dynamic parallel system environment, and it can reduce the mean response 
time significantly compared with the First-Come-First-Serve (FCFS) queuing discipline. 
To facilitate the probabilistic analysis of Algorithm LP, we introduce the following notations. 
Let I = (S, M) denote an instance of the maximum subset sum problem. We use LPc(I) and 
LPN(I) to represent a(B) and IS’], w h ere S’ is the solution produced by Algorithm LP for I. 
We assume that the elements of S are independent, identically distributed (i.i.d.) discrete 
random variables with an arbitrary probability distribution D = (dr, dz, d3, . . . ), where dj is the 
probability that zt = j for all j > 1. Since I is a random instance, both LPc(l) and LPN(I) 
become random variables. Let %(n,m) be the set of instances 1 = (S,m), where IS] = n and 
n,m 2 1. Define C(n,m) = E(LPc(1)) and N(n,m) = E(LPN(I)) when I E S(n, m), that is, 
C(n, m) and N(n, m) are the expected content and the expected number of objects packed for 
all random instances with n objects and a knapsack of capacity m. In the next two sections, we 
analyze C(n, m) and N(n, m), respectively. 
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3. PROBABILISTIC ANALYSIS-EXPECTED CONTENT 
The following theorem provides a recurrence relation to evaluate the average content of S’. 
THEOREM 1. We have the following recurrence &&ion for C(n, m): 
( dl + 2dz + . . . + mdm, ifn=l, 
C(n,m) = 
(&a+1 + dm+2 + . . . )C(n - 1, m) 
+dl (1 + C(n - 1, m - 1)) + dz (2 + C(n - 1, m - 2)) + - - - 
I +d?+1(m-l+C(n-1,1))+&am, ifn>l. 
PROOF. If there is only one object z, then C(l,m) is the average content under the condition 
that z is packed into the knapsack, which equals to dl + 2d2 + . . . + m&, as indicated in the 
equation for C(l,m). When n > 1, let us we consider 21, which is the first object attempted by 
Algorithm LP. With probability dm+l + &+2 +a . . , object zi is too large to fit to the knapsack, 
and hence, is skipped. Therefore, we still have capacity m for the other n - 1 objects, and on 
the average, C(n - l,m) can be achieved. For 1 5 i < m, the probability that zr = i is 4. 
After zi is placed into the knapsack, we have capacity m - i left for the other n - 1 objects, and 
thus, on the average, the remaining n - 1 objects can occupy C(n - 1,m - i) of the knapsack. 
Summarizing all the above m + 1 cases, we get the equation for C(n, m) when n > 1. I 
In the following, we characterize a necessary and su&ient condition under which a knapsack 
can be fully packed by an optimal solution asymptotically. Let opt&) and opt&) denote, 
respectively, the content and cardinality of an optimal solution for instance I. Let F* (n, m) be 
the probability that opt&l) = m when I E S(n, m), and let FA = lim,+., F*(n, m). 
THEOREM 2. 8” = 1, if and only if the Diophantine equation z1 + 222 + 3q + - - - + mz.,,, = m 
has a nonnegative integer solution z = (zr , ~2, . . . , zm) such that if ~1 # 0, then 4 # 0, for all 
i<i<m. 
PROOF. It is obvious that the existence of such a solution z is necessary; otherwise, there is no 
combination of sizes which exactly fills the knapsack. Now we show that the condition in the 
theorem is also sufficient. Let z be a sequence such that ~1 + 2q + 3.~3 + . - . + rnh = m, and if 
a # 0, then di # 0, for all 1 I i I n. Assume that .ril, .zi2,. . . , zi,, are the nonzeros in z. Let A,, 
denote the event that in a random set S containing n objects, there are less than Z+ objects of 
size ij for some 1 5 j I k. It sufiices to show that Pr{A,} = 0 as n + co. Let A(n, i, z) denote 
the event that there are less than z objects of size i in a random set S of size n. Then, 
Pr{A,} = Pr{A(n, ii, zil) OT A(n, i2, Zig) or * * - or A(n, ik, Zi,,)}. 
By Boole’s equality, 
Pr{A,) 5 Pr(A(n, ii, Zil)) + Pr{A(n, i2, Zia)} + - * * + Pr{A(n, ik, Zik)}. 
Clearly, Pr{A(n, i, z)) = CjcE b(j; n, di), where 
b(j; n,di) = 
0 
; d{(l - di)“-j. 
It is well known that [16, Section 6.4-51 
and that 
In the right-hand side of the above inequality, the first term is a polynomial of n, while the second 
term is an exponential function of n with a base less than 1 if n > p/d+ Therefore, b(z;n,&) 
approaches 0, which implies that lim,,,, Pr{A,,} 5 Cl<j<k limn+oo Pr(A(n, ij, a,)} = 0. m -- 
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COROLLARY 1. For all m 11, we have lim,,, C’(n, m) = m under the condition in Theorem 2, 
where C*(n, m) is the expected content in optimsl packing of random instances with n objects 
and a knapsack of capacity m. 
PROOF. Note that C*(n, m) = (1 - Pr{A,})m + Pr{A,}m’ where m’ < m. Since lim,,+oo Pr 
{An} = 0, the claim follows. I 
Theorem 2 can be strengthened ss follows, where we consider the case when both n and m go 
to infinity. 
COROLLARY 2. Let cp = mind,+(idi). Consider those m’s such that the equation z1 + 2,~ + 
3z3 + * - * + mzm = m has a nonnegative integer solution z = (~1, ~2,. . . , zm) such that if zi # 0, 
then dd # 0, for all 1 < i 5 m. When m + 00, the probability that opt&I) = m approaches 1 
aslongasn>m/cp. 
PROOF. By the definition of cp, we know that n > m/v, > m/(idi) 2 zi/di, for all i such that 
4 # 0. This ensures that the second term in the upper bound for b(~; n, di) is an exponential 
function of n with a base less than 1. Furthermore, the value k in the proof of Theorem 2, i.e., 
the number of nonzeros in z, takes its largest value (with respect to m) when m = (1/2)k(k + 1) 
and Q = 1, di # 0, for all 1 5 i 5 k. That is, k = 1/2(dm - 1) = G(&E) = O(m. 
Hence, Pr{A,) is bounded from above by the summation of 0(,/E) terms, each is an exponential 
function of n with a base less than 1, which implies that lim,,, Pr{A,} = 0. I 
The following discussion gives a necessary and sufficient condition under which a knapsack can 
be fully packed by Algorithm LP asymptotically. Let F(n, m) be the probability that LPo(I) = m 
when I E Q(n, m). 
THEOREM 3. We have the following recurrence relation for F(n, m): 
63, ifn = 1, 
F(n,m) = 
(d,+l + &+2 + . . . )F(n - 1, m) 
+dlF(n-l,m-l)+dzF(n-&m-2)+... 
+d,-iF(n - 1,l) + d,, if n > 1,. 
PROOF. The proof follows a similar argument ss the proof of Theorem 1. I 
Define F,,, = lim,,, F(n,m). If F, = 1, then lim,,, C(n,m) = m. In this caee, we say 
that Algorithm LP is dsymptoticaZZy optimal in terms of content for knapsack capacity m and 
object size distribution D. Intuitively, the condition that dl # 0 guarantees that F, = 1, for all 
m 2 1. But this is not necessary as shown by the following corollary, which gives a necessary 
and sufficient condition for this optimality. 
COROLLARY 3. For roll m 2 1, Algorithm LP is asymptotically optimal in terms of content if 
and only if 
(Cl) mmod k = 0, where k is the smalest index such that dk # 0; and 
(C2) di#Oimpliesthatimodk=Oforalli>l. 
PROOF. Let us consider the group of values F(j-~k+l, F(+i)k+s,. . . , Fjk, for all j 2 1. When 
j = 1, we note that FI = Fz = . . . = F&r = 0 and that Fk = lim,,, (1 - (1 - dk)n) = 1. 
Generally, using Theorem 3, we know that if dl + dz + . . . + d,,, # 0, then 
F, = dlF,-1 + da&-z + . -. + d,,+1Fl + d,,, 
dl +dz+...+d,,,-l+d, ’ 
Clearly, Fm I 1, where the equality holds only when Fm-i = 1 for all 1 < i < m - 1 such that 
h#O. Whenj=2,ifthereisani,k+lsi52k- 1, such that di # 0, then, we consider the 
smallest such i and obtain 
Fi = dk&-k + & 
dk + di 
=A-<1 
dk +di ’ 
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which implies that 
F2k = d&c + (dk+lFk-1 + * * * + d2k-1Fl) + d2k < 1 
dk+(dk+l+...+d2k-l)+d2k * 
On the other hand, if there is no such i, then &k = 1 if d2k # 0. The above argument can be 
easily extended to ail j 2 2. I 
4. EXPECTED NUMBER OF OBJECTS PACKED 
We now discuss the average cardinaiity of S’. The following theorem establishes a recurrence 
relation for N(n, m). 
THEOREM 4. We have the following recurrence relation for N(n, m): 
dl + dz + s . . + dm, ifn = 1, 
(d,+i+dm+2+...)N(n-l,m)+di(l+N(n-l,m-1)) 
+dz(l+N(n-l,m-2))++*.+d,_i(l+N(n-l,l))+d,, ifn>l. 
PROOF. The proof is similar to that of Theorem 1, except that we are counting the number of 
objects packed in the knapsack instead of the content of the knapsack. I 
It is not difficult to show that Algorithm LP always has a chance to improve a packing if there 
are more objects available, and that if there are large and small objects mixed in S, then LP 
definitely improves a packing for more objects. 
COROLLARY 4. For sll m 2 1, we have N(l,m) 5 N(2,m) 5 N(3,m) 5 ... . If 0 < dl + d2 + 
- . . + di < 1 for all 1 5 i 5 m, then N(1, m) < N(2, m) < N(3, m) < a -. . 
PROOF. Both claims can be proven by induction on n. The first claim is relatively easy, and we 
omit its proof. For the second one, we prove that N(n, m) > N(n - 1, m) by induction on n 2 2. 
When n = 2, N(2, m) = N(1, m) + A + B, where 
A = dl(dl + dz + . . - + d,_l) + dz(dl + d2 + . - - + dm-2) + - . . + dm-l(h) 
and 
B = (d,+l +d,+z +...)(dl +dz +..e+dm). 
Obviously, both A and B are greater than zero. In the induction step, we note that the condition 
in the corollary ensures that N(n - 1, m) > N(n - 2, m), and that 
di (i + N (n - 1, m - i)) > di (i + N (n - 2, m - i)) , 
for ail 1 5 i 5 m - 1, which are enough to get N(n,m) > N(n - 1,m). I 
Let us perform an asymptotic analysis of N(n,m) for a uniform distribution in the range 
[l . . . r], i.e., dl = d2 = - . - = d, = l/r and d,+l = dr+2 = . . . = 0. Using Theorem 4, we get 
1 
m 
N&m)= r’ 
if 1 < m 5 r, 
1, ifr+l<_mIM, 
i 
(l-3 N(n-l,m)+~+J-[N(n-l,m-l) 
N(n, m) = 
+N(n-l,m-2)+...+N(n-l,l)], if 1 5 m 5 T, 
1 + i [N(n -l,m-l)+N(n-l,m-2)+**. 
I +N(n - 1, m - r)] , ifr+llm<M. 
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Let Nm = lim,,, N(n, m), which obviously exists by Corollary 4 and the fact that the N(n, m),s 
are bounded above by m. Then, we obtain 
l+~(N,_,+Nm--l+..‘+Nl), if 1 5 m 5 T, 
N,,, = 
1+ +,,A + N,,p2 +. a a + N,_,), r ifr+l ImSM. 
It can easily be checked that N,,., = N,_i + l/m, and hence, N, = Ni + l/2 + l/3 + . . . + l/m, 
when 1 I m I T. Since the probability that there is at least one object of size 1 among n objects 
is 1 - (1 - l/~)~, we have 
N1=J;im[l-(l-;)n] =l. 
Consequently, 
N,=l+f+5++; = &, for 1 5 m 5 T. 
That is, N, is a harmonic number 
H,=lnm+y+&-&+a, 
where 0 < cm < 1 and 7 = 0.5772156649.. . is Euler’s constant [17, Section 6.31. 
As a matter of fact, the above result can be strengthened as follows. Let fi(n,m) be the 
average number of objects packed into a knapsack by LP for the uniform distribution in [l . . . m]. 
Then one can show that R(m) m) N lnm as m + 00. If we divide all object sizes by m, then as 
m -, 00, we have an approximation of the continuous uniform distribution U(0, 11. In this case, 
the expected number of objects selected is asymptotically lnm, i.e., Inn. As noted in [2], for the 
uniform distribution U[O, 11, the first-bin problem for FF, (i.e., the cardinality of S’ produced 
by Algorithm LP) is equivalent to the record-b&ng problem: in a sequence 21,~). . . , xn of 
i.i.d. samples uniform on [0, 11, how many times is a number encountered which is larger than all 
previous numbers? It is well known [12] that the expected number of record highs is H,, and 
hence asymptotically Inn. 
Now let us consider the case when m > T. Define S, = Nm+l - Nm, for m > 1. The sequence 
&,62,63,.*. can be defined recursively as follows: 
iflLm<r-1, 
if m = r, 
I +a-1 + 6,-2 + . . . + 6,_,), if m 2 T + 1. 
The above rth-order linear homogeneous recurrence relation implies that 
6 r+j = 
aj,l& + aj,262 + * - * + aj,& 
7-j 
, 
for all j 2 1, where aj,r + aj,2 + *** + oj,r = rj, and lim. J+oo CLj,i/Tj exists for all 1 5 i 5 r. In 
other words, the sequence 61, Ss, 53, . . . converges, i.e., S = lim,,, 6, exists. 
Therefore, if r < m and as m gets large, 
NW, =l+;(N,-, + N,-c+l + Nm-r+2 + . . . + N,-I) 
= 1 + ; (T-N~_~ + &a-, + (6,-r + 6,?z-r+l) + * ’ * 
+ (&n-r + &n-r+1 + * * * L-2)) 
w 1+ ;(rN,_, + 6 + 26 + . . * + (T - l)@ 
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Since 
N” = N,_, + Lr+l + * * * + a, = Iv,_, + 9% 
we have 1 + (r - l/2)6 = r6, i.e., 
6=2 
r+l’ 
and hence, 
N,=Nr+(m--r)6=H,+ 
2(m - 7) 
r+l * 
Substituting m by M, we get 
NMww-d r+l +lnr+0.577215+~-1. 
2r 12T2 
Table 1. Estimation of NM when M = 32 (uniform distributions). 
Table 1 shows that the last equation estimates NM quite accurately, where NM is obtained by 
calculating N( 1000, M) using Theorem 4. Note that NM > 2M/(r + l), which implies that the 
average size of objects in a knapsack is less than (T+ 1)/2, i.e., the mean object size before objects 
are placed into the knapsack. In Section 5, we will show more detail on this issue. 
‘lkble 2. Egtimation of NM when M = 32 (geometric distributions). 
A similar analysis for Nm can aiso be conducted for a geometric distribution, that is, 4 = 
q(l -q)+‘, for ail i = 1,2,3,. . . . We give an outline below. It is not difficult to see that 
Nm = Nm-I + 1 _ (1”_ q)m 9 m> 1. 
Under the boundary condition that Ni = 1, we obtain 
1 1 
1 _ (1 _ q) + 1 - (1 - q)2 + -* * + 1 - (1 - q)” 1 = qa* 
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For the summation cr, we use an integration as an approximation 
=-2q -‘+l+ 2 J m 1 1+q Q(I - a)“-’ * 1 1_ (1 - q)” dx = 2q + lOg1-q 1 - (I- qp 
Consequently, 
l-q NM=Mq+- 2 +qlog1- * 
Table 2 demonstrates the quality of our estimation. Again, note that NM > Mq, and the 
difference between NM and Mq is quite noticeable for small q. 
5. THE AVERAGE SIZE OF OBJECTS PACKED 
Based on Theorems 1 and 4, we investigate R(n, m) = C(n, m)/N(n, m), i.e., the average size 
of objects placed in a knapsack, under the condition that N(n, m) # 0, i.e., dl +ds+. - .+d,,, # 0. 
It is obvious that R,,, = lim,,, R(n, m) is below B = di + 2dz + 3ds + +. . , since small objects 
have more chances to be put into a knapsack than large objects. More specifically, we have the 
following theorem. 
THEOREM 5. Assume that dl + d2 + . . . + u!,,, # 0. For al n 1 1, R(n, m) 5 &, where 
D 
m 
= dl + 2d2 + - -a + md, 
dl + dz + e. . + d,n ’ 
that is, &, is the mean object size under the condition that a size is no larger than m. 
PROOF. The theorem can be proven by induction on n using the recurrence relations in Theo 
rems 1 and 4. The base case when n = 1 is trivial: 
C(I, m) R(1,m) = - = 
NO, ml 
dl + 2dz + . -. + md, = D 
dl + d2 + a. s + d,,, ““ 
In the general csse when n > 1, we have 
C(n, 4 Rhm) = N(n,m) 
_( ) m-l C dj C(n-l,m)+J~ldj(j+C(n-l,m-j))+d~m j>m - 
N(n-l,m)+T$:dj(l+N(n-l,m-j))+d, 
m-l 
C(n-l,m)+ Jgl d&‘(n-l,m-j)+J~ljdj 
( ) m-l C dj N(n- U4 + Jgl djN( n-l,m-j)+ Fdj j>m ,_ j=l 
By the induction hypothesis, we have C(n - 1, m) < BmN(n - 1, m). Furthermore, if dj # 0 and 
dl+&+ .** + dm-j # 0, then C(n - 1,m - j) 5 Dm-jN(n - 1,m - j) 5 &N(n - 1,m - j), 
forall15j5m-1. Thus,R(n,m)<n,. I 
Let us look at the condition under which the equality R(n,m) = nrn holds when n > 1. 
Suppose that ii, is,. . . , ik are all the indices such that 1 < ii < is c ... < ik 5 m and dij # 0, 
dl f dz + - a . + dm_ij # 0, for all 1 5 j 5 k. Clearly, Drn_ik 5 Dm-i,_, 5 **a 5 Dm_il < D,. 
From the induction step in the proof of Theorem 5, we know that R(n, m) = Drn if and only if 
Dm-i, = Em-ik_r = * ** = Bm_il = Dm, that is, dm++l = d,,,-ik+2 = * ** = d, = 0. This 
proves the following result. 
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COROLLARY 5. Let k be the largest index such that 1 < k 5 m and dk # 0, dI + d0 + . . . + 
d,,,_k # 0. Then, R(n,m) = &, if and only if d,,,-k+l = d,.,,_k+g = . . - = d, = 0. 
Corollary 6 is equivalent to Corollary 5. 
COROLLARY 6. R(n, m) C & if and only if there exist ICI and ka such that 1 5 ICI 5 m, dkI # 0, 
dl +dz +..a -l-dm-k1#Oandm-ki+1<k25m,dka#0. 
The following result is quite obvious. 
COROLLARY 7. Under the condition of Theorem 5, R,,, 5 D, where the equality holds only when 
d m+i -d  m+2 = * * * = 0. 
6. NUMERICAL EXAMPLES 
In Figure 1, we display NM for various object size distributions D, using N(2000,M) as an 
approximation.’ In particular, we consider the following. 
Truncated binomial distributions binomial(r,p): di = (1) pi(l - ~)~-‘/(l - (1 - p)‘) for 
alli=l,2,..., r, and di = 0 for all i > T, where T E Z+ and 0 < p < 1. 
Geometric distributions geometric(q): di = q(l - q)‘-‘, for all i = 1,2,3,. . . , where 
O<q<l. 
Shifted Poisson distributions Poisson(o): dg = e-aai-l/(i - l)! for all i = 1,2,3,. . . , 
where (Y > 0. 
Uniform distributions uniform(r): di = l/r for all i = 1,2,. . . , T, and di = 0 for all i > r, 
where T E Z+. 
Assume that M = 32. For all these distributions, we show NM as functions of p, 1 - q, (r/10, 
and r/M, respectively. For binomial distributions, we let T = M. Essentially, NM decreases as 
the mean object size increases. 
35 I I I I I I I I I 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.0 0.9 1 
Figure 1. NM as functions of p, 1 - q, a/10, end r/M (M = 32). 
We show RM/DM as functions of p, 1 - q, o/10, and r/M in Figure 2, where RM is obtained 
using C(2000, M)/N(2000, M) as an approximation. Figure 2 reveals certain interesting facts 
‘The numerical data shown in thll section are calculated using a program written in the C programming language, 
with double precision, running on a Dell Dimension XPS D266 personal computer system with an Intel Pentium II 
microproceseor. 
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I: : : : : : : : : I 
0.4 
I I I I I I I I I 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.1 0.0 0.9 1 
Figure 2. RMM/DM as functions of p, 1 - q, a/10, and r/M (M = 32). 
not discovered in Theorem 5. For example, while RM/BM strictly decreases as the mean object 
size increases for the geometric(q), Poisson(o), and uniform(r) distributions, it varies for the 
binomial(r, p) distribution. 
In Figure 3, we further demonstrate C(n, M) as functions of n for uniform distributions. 
Basically, C(n, M) is a linear function of n when n 5 M/r. Then the curves are bent with sharp 
angles especially for large 9s. Beyond the knees, the curves become rather flat. Curves for the 
other three distributions exhibit similar phenomena. Note that all above distributions satisfy the 
condition in Corollary 3, so C(n, M) eventually approaches A4 in all cases. 
35 I I I I I I I I I 
0 2 4 8 8 10 12 14 16 18 20 
Figure 3. C(n, M) aa functions of n (A4 = 32) (uniform distributions). 
7. CONCLUDING REMARKS 
The main contribution of the paper is the finding of applications of recurrence relations in prob- 
abilistic analysis of algorithms when input data are discrete random variables. These recurrence 
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equations are able to characterize the expectations of objective functions, so that numerical values 
could be obtained easily for any probability distribution. Furthermore, for certain distributions, 
asymptotic analysis are also tractable. We hope this technique can be applied to analyze other 
on-line algorithms and off-line algorithms such as largest-object-first and smallest-object-first, 
and be extended to multidimensions, where a knapsack and objects are vectors. 
We find that Algorithm LP can be adapted easily to a dynamic scheduling algorithm in a 
multiprogrammed parallel system, where jobs arrive to the system and depart from the system 
dynamically. We analyze such a system using a queuing model [19] with a random number of 
servers (201. The mean number of servers depends on the number of jobs VI and the number of pro- 
cessors M in the system. We apply our analytical results of Algorithm LP to find an approximate 
solution to the queuing system, where the expected content C(n, M) and the expected objects 
packed N(n, M) are estimated average number of busy processors and average number servers, 
respectively. Our simulations show that the approximation solution is quite accurate, and that 
LP yields much better system performance than the ordinary FCFS scheduling algorithm. We 
have reported this part of the work in [20]. 
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