Machine learning is a field of study that uses computational and statistical techniques to enable computers to learn. When machine learning is applied, it functions as an instrument that can solve problems or expand knowledge about the surrounding world.
INTRODUCTION

27
Image classification 28 Convolutional Neural Networks (CNNs) are effective and widely used for detection and classification 29 problems with image data. When digital images are sampled, light intensity is captured at some range 30 along the electromagnetic spectrum, with multiple ranges (i.e., "channels") possibly being captured and intensity values (i.e., pixels) being stored in a two-dimensional matrix for each channel. One way
32
CNNs interact with images is by moving 2-dimensional matrices over them. These moving matrices 33 function as filters, and as they move over groups of pixels in an image, the values inside of these filters are 34 multiplied by the image pixels. In other words, they are functions that allow certain pieces of information 35 to flow from input to output. This process -combined with loss estimation, back-propagation, and other 36 mathematical processing -is a core part of how CNNs are able to learn latent patterns in data (i.e., features) 37 for classifying different inputs.
38
While CNNs emerged out of the computer vision field, CNNs can also be applied to digital audio.
39
Digital audio is a representation of waveforms in discrete samples where each sample value has some 40 amplitude, and the frequency of the sound is defined by the number of samples that fall within a cycle.
41
Digital audio is stored in a one-dimensional array in the case of mono recordings and in a two-dimensional 42 array in the case of stereo recordings. CNNs have been used on audio far less frequently than they 
Transfer learning
51
A popular way to use CNNs is to initialize models with weights pre-trained on large datasets requiring 52 vast computing resources and then "fine-tuning" them by continuing training on a smaller dataset for 53 the last few layers. This process is called "transfer learning", and it has been shown to be effective 54 in producing highly performant models that require less new data (16) , which reduces the burden on 55 computational and monetary resources. Additionally, transfer learning can be applied across domains 56 and across data modalities. In our case, we can start off using models that have been trained on images 
Neural activation visualization
68
In the last few years, researchers and artists have developed methodology for visualizing "activations", or instructions for "neural synthesis", or visualization of combined activations at different points in a network.
76
(1) provides infrastructure and tools to facilitate network interpretability and visualization .
77
METHODS
78
Data
79
In this work, we took advantage of the research demonstrating the success of transfer learning outside 80 of the task domain. In order to build our sound classifier, we used a pre-trained ResNet-50 model and was to adjust the final fully-connected layer so that it would produce a probability vector with 10 elements 121 corresponding to the 10 sound classes in the UrbanSound8K dataset. We re-scaled our input images to 122 make them 224x224 pixels, and we used a batch size of 16. We used the Stochastic Gradient Descent 
125
RESULTS
126
Sound Classification Results
127
Using the parameters identified above, we trained and tested three models on our baseline, padded, and 128 rolled datasets, and we named the models after the datasets that they were trained on. worse on the baseline data than the baseline model, this is likely due to the image resolution (i.e., sound 150 duration) problems with the baseline data that were mentioned previously.
151
Figure 4. Normalized confusion matrix of the baseline model tested on padded data.
Neural Activation Visualization
152
We explored two approaches to visualizing classified sound. First, we attempted "real-time" visualization 153 by rendering an image after each optimization step on the GPU. Second, we turned to a "pre-rendered" 154 visualization, where, for every class, we generated 100 images that had been optimized in our model and 155 wrote them to disk. In the first and second case, we used seed images that corresponded to each class (e.g., will be fed back into the network, and learning rate affects how much the image changes for each iteration.
177
Our preliminary experiments demonstrated that this was possible, but our implementation lacked the 178 efficiency required for a high-fidelity experience. All of the GPU computation was being performed on a 179 remote server, and the visualizations were being rendered locally. This meant that there was some amount 180 of delay between classifying the sound locally, sending information to the server, and receiving data back 
Real-time visualization
184
In experiments, we found that it took about 4.5 seconds to capture a live 4-second windowed time segment,
185
convert it to a spectrogram, and generate a class probability vector. At the fastest, it took about .2 seconds and the number of pixels in the image resolution. In all of these cases, fewer meant a faster render time.
190 Table 2 shows the render times for several scenarios. Table 2 . Impact of neural visualization parameters on run-time speed.
We envision the best application of this work as a toy for a child, where instead of pushing a button
208
of an animal and hearing the sound it makes, the child could make the sound of that animal and see an visualization would prove much more captivating for someone using the system.
215
In the future, we would like to reduce the amount of time needed to capture a sound sample for 216 classification. To do this would require creating a training dataset that has shorter time segments for our 217 classes of interest. This dataset could be created from the UrbanSound8K dataset, or an entirely new 218 dataset could be created using better recording conditions. Additionally, we would also like to replace 
