I. INTRODUCTION
In the design and test of complex filters, electromagnetic simulation software is usually used for validation and accurate analysis. On the other hand, the manufacturing process introduces new sources of uncertainties into the assembled filter, which are difficult to model with the electromagnetic simulator. Thus, the result may present significant differences between measured and simulated responses, and this may reflect as increased cost in the final filter design.
alternative technique is the Unscented Transform (UT), which can reduce the simulation problem substantially. The essential idea is based on the approximation of a continuous probability distribution by discrete one. Since the distribution is discrete, only a finite number of simulations will be necessary to get the statistics of the problem. Obviously, the goal is to use the discrete distribution with as few points as possible with the highest accuracy possible. Thus, the UT approach allows efficient use of electromagnetic simulation in the characterization of mapped random variables.
In this paper, the UT technique was used to characterize the effects of error tolerance on the response of the assembled microstrip filter. This quantifies the effect of uncertainty in the assembled device still into the simulation stage.
The objective of this work is to show how to include the uncertainty of the manufacturing process into the electromagnetic simulation. The inclusion of these effects allows the estimation of which fabrication tolerances are critical, and the effects of several sources of uncertainty.
This work is organized as follows: Section II presents a brief review of the modeling of errors by continuous and discrete distributions. The major part of this section presents a general UT theory. The section finishes with its application in cases where the error is modeled by an uniform distribution.
Section III presents the accuracy analysis of different electromagnetic simulators used to characterize a band pass, and band reject another. The cutoff frequency and bandwidth of these filters were the relevant parameters analyzed. Also in this section the simulators are ranked according to an assessment of the responses of the different filters. Section III closes with the presentation of the application of the Unscented Transform (UT) for the error modeling of the two filters. This analysis is done considering the major sources of uncertainty and comparing the statistics of the measured and simulated responses for each type of filter. Section IV draws the conclusions, and the last section suggests proposals for future work.
II. THEORY

A -Modeling Error
The manufacturing process always introduces discrepancies between real and expected values of the filter dimensions. A good process will introduce as little error as possible, given its technology.
However, there are always differences between the dimensions of the real and designed filter. If one desires to include the effect of possible errors in the simulation stage, this is accomplished by modeling the errors as random variables. In the one variable case, the uncertainty is modeled by a random variable with fixed mean and a certain probability distribution [2] . In most cases, the distribution should be determined a posteriori. However, it is simpler to use one of the two most common distributions: uniform or Gaussian. It is also necessary to have some knowledge about the process variation to determine a suitable standard deviation. If the actual distribution of the process is entirely characterized, then the model will have greater accuracy. As more variables are also subjected to the previously mentioned kind of error, then more random variables with suitable distributions are required. The addition of more variables raises the problem of interdependence between them. In this work, the variables were considered independent as a basic simplification. The characterization of the correlation between them is beyond the scope of this work.
The introduction of new variables also causes some troubles with the uncertainty representation. The greater the number of variables, the greater the number of simulations required. In most cases this requirement grows exponentially [3] .
The solution to this type of problem is to reduce the number of variables. This is done by identifying which are the most significant ones. The test requires different simulations for each of the variables independently. Once the main sources of uncertainty causing the major effects are identified, then only those variables will be used in the final simulation. In this work, this number was limited to two variables for each filter. Naturally, this is a necessary and common simplification.
In addition to the manufacturing error, there is also the numerical error. However, this error is either very difficult to quantify or geometry dependent. Although it seems amendable to treat this sort of uncertainty with random variables, the modeling of the distribution and representation of the error of such cases is still unclear. Therefore, in this work the effect of the numerical error was considered negligible when compared to other sources of error. Such assumption was enforced by an appropriate choice of the simulator. The procedure is detailed in section comparison between simulators.
B -Modeling a Continuous Distribution by a Discrete One
The effect of a variable x in a known process can be represented by a function G(x). This is exact provided that certain mathematical requirements such as smoothness and continuity are satisfied.
However if ones wants to characterize the effect of the uncertainty of x in G(x), the problem is equivalent to the calculation of the statistical moments of the mapping G(û) when û is a random variable. If the function G(x) can be represented by its Taylor expansion [3] , then a truncated polynomial representation can be written by:
Since the polynomial is truncated, that implies that the expected value of the mapping is:
Where p(u) is the continuous probability density function, and û is the continuous random variable.
Therefore, the calculation of the expected value using a continuous distribution results in: 
If the distribution is discrete, the expected value will be:
Where p n are the weights (probabilities) of the discrete distribution, and u n are the sigma points (discrete points of the distribution). The result of mapping will be equal provided that:
Since the mapping has the same results for the discrete and continuous representation of û:
The equation (6) shows that the moments to the mapped variable can be calculated either using a continuous or discrete distribution; the result will be the same provided that the moments of the two distributions are equal.
Since the discrete distribution only needs calculation at a finite number of points, this means that the moments of the mapped variable will be calculated in a simpler form if a discrete distribution is used.
C -The theory of UT
The UT was developed in 1997 by Julier and Uhlman [4] and is used in various areas of electrical engineering [5] , [6] . One possible interpretation for the UT is of a discrete approximation of a continuous probability density function.
Since the discrete probability density function has only a few points then the number of simulations required is minimal. As highlighted in the previous section, an important requirement is that the discrete and continuous distributions [7] have the same moments.
A comparison between discrete and continuous distributions with equal moments up to the fourth one is presented in Fig. 1 The weights p n and u n sigma points are fully available once the necessary moments are calculated.
Since (5) has to hold for all moments, the calculation of the weights and sigma points is the solution of a system:
This system has to be truncated at some point. A satisfactory compromise is limiting the system up to the fourth moment. The main reason is that most tables usually present up to the kurtosis of the distribution.
Another useful simplification is to consider that distribution has zero mean and unitary variance. In this case this system of equations becomes: 
Although the calculations were performed for zero mean, unit variance distributions, the generalization for other cases is simple. If u is a random variable with mean U and standard deviation σ, the sigma points are:
D -Applying the UT to the Uniform Distribution
Once the probability distribution is determined, the sigma points and weights are easily calculated.
The sigma points and weights for the case of the uniform distribution in the interval [-1, 1] are presented in Tables I and II [8] . The combination of the UT with an electromagnetic simulator is exemplified as follows: a particular device has a single transmission line with an average width of 2.25mm with and an error of 0.1mm
(uniform distribution). Using the second order UT, three simulations will be necessary [9] as shown in Table III . Naturally as one seeks greater accuracy, it becomes necessary to use higher orders, which require more simulations (for instance, a second order requires nine simulations). If instead of a single line, as in the case described in Table III , the problem has now two lines modeled as independent variables (both with zero mean and uniform distribution) the result is a combination of 3 by 3 sigma points (2 nd order -total of 9). The results are presented in Table IV . loss, bandwidth, center frequency, and so on. The UT allows the calculation of a number of statistical parameters, but in this work the main ones are expected value, standard deviation and cumulative distribution function (which allows to characterize the confidence interval) of the device subject to uncertainty.
Since there are a very large number of variables that may be sources of uncertainty, it is important to define what the most important ones are. The UT also provides magnitude information on which variables are responsible for random variations in the response, and how many random variables are needed for the model. This is possible using the statistical correlation and marginal statistical properties of multiple random variables [9] .
One simple form to determine the most relevant variables is to determine the proportion of variation.
If x and y are two variables, one may use the proportion:
This equation provides an approximate relationship between the significance of the variables.
Once the solutions to the set of sigma points are calculated, the results can be combined according to weighted average calculation described in the UT theory to provide a good estimate of the moments of the mapped distribution.
Naturally, the performance of uncertainty modeling using the UT is as good as the simulation tool itself. For this reason the next section begins with a comparison of results from different electromagnetic software packages.
III. RESULTS
1-COMPARISON BETWEEN DIFFERENT SIMULATORS
As discussed in section I, the UT was used to model manufacturing errors at the simulator stage instead of at the prototype stage. The main assumption is that the simulator response is a very good approximation of the one of the ideal device (without assembly errors). Naturally, that is not always true.
Therefore it is necessary to check the magnitude of the numerical errors involved in each problem.
Unfortunately the value of the numerical uncertainty may be somewhat dependent on the problem. In this work two different types of microstrip filters were assembled (one band pass and one band stop).
The band pass filter was designed with a center frequency of 1.8 GHz and 150 MHz bandwidth. The band stop one were designed with a center frequency of 1.8 GHz and a 1 GHz bandwidth. Both type of filters were designed for microstrip technology with a substrate of relative permittivity ε r = 10 and thickness h = 1.57mm.
Each type had six prototypes with identical design, which were all assembled using the same process.
The original designs were simulated in different simulation packages: CST, Sonnet-Lite, and a These reference simulations were then compared to the average result of measurements of the prototypes. The purpose of the comparison was to determine which simulator had the best response in comparison to the measurements. Naturally, all programs had their strong and weak points, so a score was devised to rank the response of each simulator. The simulations were compared to the average result of the measurements for each type of filter.
The goal of making this comparison is to choose a simulator that effectively covers most of the parameters to be simulated. It is also an objective to demonstrate that all simulators have an intrinsic error in the simulation, which can modify slightly the output response.
In fact, two additional filters based on different topologies were built. The choice of the simulation tool was based on the overall response of the four different filters. The filters that are presented in this work were chosen for its implementation and simplicity in the manufacturing process (one based on gap coupling, and the other on stub resonance).
A -Dual-mode ring gap resonator band pass filter
The first test was the simulation of dual-mode ring gap resonator with a disturbance, as shown in Fig.   2 . The introduction of disturbance allows that two modes are present within a single resonator.
Stronger coupling, ie, smaller gap, resulted in a narrowing of the bandwidth, and increased disturbance (p value) resulted in an increase in the bandwidth [10] .
All six filters have the same characteristics; each filter should be equal to the other with the same process of assembly. The construction method is described in [13] This filter was designed for 1.8 GHz of center frequency and a bandwidth of 150 MHz. The width w of the lines in the resonator ring is 1 mm and width of the coupling gaps is 0.2 mm. The disturbance p is 2.5 mm, the size of L is 17.6 mm. The plots of the average and the simulated curves are shown in Fig. 3 . As it can be seen from Fig.3 shows that there are differences of the center frequency between the measured (average) and simulated curves. Nevertheless, the CST simulation curve approximates the measurement curve better. This is also presented in Table V . This indicates that the center frequency was better calculated by the CST simulator, and the other simulators are a bit off, because they follow the same trend of the average.
A.1 -Center Frequency
A.2 -Bandwidth
The bandwidth is better represented in Table VI . Inspecting Table VI, one can concludes that the curve of the SONNET simulation has the best performance, followed by the CST result.
In order to have an overall impression of the performance of each simulator, a scoring scheme was devised: the best result would be ranked 3 and the worst result 1. After the score was calculated for each parameter, an overall mean was determined.
An analysis was also performed to determine the overall score of this filter. The results are summarized in Table VII . The conclusion is that the CST and SONNET had equal scores. Given the different results found in the review of this filter, when comparing the simulated curves of the three simulators, and the average, one can reaches the conclusion that CST and SONNET had a better score than the FDTD simulators.
B -Stub-Loaded Filter
The second example used filter with a geometry consisting of a wide central stub and lateral thin stubs [11] as shown the Fig. 4 . There are some differences between the curves, but the main shape of the curve remains the same for measurement and simulations.
B.1 -Central Frequency
The filter was designed for a center frequency of 1.8 GHz. By observing Fig. 5 , it is clear that this value is practically the same in all curves. Nevertheless there is a small difference between them, which can be seen in Table VIII . Table VIII shows the results of three simulators and are very close to the average center frequency.
However the SONNET e CST simulators results closer to measurements when compared to FDTD When looking at Fig. 5 one can see that the bandwidths are of similar size with respect to the average, nevertheless there is little difference between them as can be seen in Table IX . Table IX shows that the FDTD simulator presented the best bandwidth results. The next best result was from the CST program. The score is presented in Table X . As it may be seen, the CST simulator displayed better performance in this case. An important lesson is that the accuracy of the simulator was very dependent on the size of the filter.
B.2 -Bandwidth
This dependency had a tendency to decrease as simulation parameters were refined.
C -Which simulator presented better fidelity?
Table XI summarized the scores of the simulators for all filters. Although, no simulator package proved to be a complete solution, the CST package displayed better overall results in comparison to the other packages. It should be noted, that if commercial full versions of the programs were used, maybe the differences would not be so clear. There are two important points in this comparison. The first one is that the CST package displayed qualities that lead to its use in the UT characterization of manufacturing uncertainties. This means that once the simulation was performed, it was now time to verify which discrepancies in the response, if any, were caused by manufacturing tolerance error. The second important point is that even though the UT approach coupled with electromagnetic simulation assumes that the major source of error is the manufacturing, this is certainly not always the case. The simulation process has an intrinsic error that might be larger than the other sources of error.
However all electromagnetic simulators have intrinsic errors due to the type of numerical method that uses, but these errors in most of times are negligible.
The same geometry of the filter was analyzed by each simulator; however the convergence of each one was different. In this particular subject, the simulator CST presented better convergence.
Therefore, the CST program did show certain advantages in comparison to others because its results, its simulation speed, and its flexibility in the variation of parameters.
The topology of these filters was carefully chosen because of the different filtering principles. In the first filter, the gap coupling is instrumental for the filter response. In the second filter, the stub resonance is the main mechanism. These two filters summarize the basic ideas used in simple parameters (gap width and stub length/position).
2.-. RESULTS OF THE UT APPLICATION
As mentioned before, the main of objective of this work is the statistical characterization of device behavior at the simulation stage. The statistical characterization consisted in obtaining the expected value, standard deviation and cumulative probability function (CDF). The calculation of the CDF used the techniques developed in [12] . The manufacturing technique is a thermal transfer system described in detail in [13] .
1-Analysis of the gap ring resonator band pass filter A -Sources of uncertainty.
There are several sources of uncertainty in this filter. The filter shown in Fig. 6 presents a square shape and a sensitive coupling by the gaps. Moreover, the introduction of a disturbance in the ring makes it difficult to determine what would be the most relevant sources of uncertainty. However it is clear that these two parameters, the width of the gaps and the size of the disturbance influence the variation of response of the output. Figure 7 shows the six prototypes measurement curves, and it also shows the nine simulated curves (because of the nine required sigma-points for second order accuracy). This simulation results are close to the measured behavior do the filter, therefore as shown in Fig. 8 the standard deviations are reasonably aligned. Figure 8 indicates that there is high sensitivity on the magnitude near cutoff frequencies (both in simulation and measurement). The analysis allows one to conclude that the measurements and the behavior of UT are in good agreement; however one can make a deeper analysis using the CDF for several parameters that will be shown below. Figure 7 shows that the simulation and measurement curves are slightly displaced. However the curves keep the same trend. This is reflected in the Cumulative Density Function (CDF) curve in Fig.   9 , where one can see that the points that represent measurements are all within the confidence interval. Figure 9 shows that the oscillation is well distributed with respect to the expected value (corresponding to the point of 50% probability); therefore the modeling of errors is satisfactory.
B -Measurements and Simulations.
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C -Analysis of Results
C.1 -Center Frequency
Although the measurements are not evenly distributed, all are within the confidence interval.
The confidence interval is estimated at 95% between 1.806 and 1.837 GHz.
C.3 -Bandwidth
The CDF of the bandwidth is presented in Fig. 10 . Figure 10 shows that most of the measured points are within the 95% confidence interval. However, the two points outside this interval suggests that either the simulator response has some intrinsic errors, or that there are additional sources of error that were not modeled.
The confidence interval is estimated at 95% and that between 0.1467 and 0.1711 GHz.
-Analysis with the stub-loaded band stop filter.
A -Sources of Uncertainty.
This filter had a simple geometry, so the sources of uncertainty are likely to be either the width or position of stubs, Fig. 11 . After a series of tests it was found that changing the distance between stubs caused significant change to the results. 
B -Measurements and Simulations.
Each of the six filters was measured and then compared to simulations, as shown in Fig. 12 Brazilian As in the previous cases, Fig 13 shows that the standard deviation becomes larges near the cutoff frequencies. Since this happens both with the simulations and measurements, it is expected high sensitity of these frequencies. 
C -Analysis of Results
C.1 -Center Frequency
It is readily seen in from Fig. 14 , that all the measurements are contained in the 95% confidence interval defined by the CDF. The confidence interval is estimated at 95% and that between 1.758 and 1.796 GHz.
C.3 -Bandwidth
The CDF of the bandwidth is presented in Fig. 15 . The results are also within the 95% confidence interval, and the average bandwidth is very close to the expected value as calculated by the UT. The confidence interval is estimated at 95% and the frequency ranges between 1.18 and 1.208 MHz.
The numerical and measured results for the two filters are presented in Table XII . The data show that the measured and simulated responses are statistically consistent regarding the average result and the standard deviation. This is a clear indication that the CST program coupled with the UT approach successfully modeled the effect of manufacturing uncertainties in this case.
IV. CONCLUSIONS
Through this work presented a new simple and accurate technique for characterization of uncertainties by UT coupled with electromagnetic simulators. This approach presents the UT as a statistical consistent form to include the uncertainties produced in the manufacturing process in the electromagnetic simulation.
The validation of this method was performed including the effects of uncertainty in the simulation and comparing the effects with real measurements of the filters. The results indicate that the combination of UT and EM simulator can characterize accurately the effects of uncertainty.
The curves of the results provide suitable validation of the technique. The approach can be used to improve the design models, shorten production cycles and add external effects (such as corrosion or aging) for the electromagnetic simulation.
Because the technique is based on precise characterization of the sources of uncertainty, a study of various simulators was implemented. The objective was to determine the simulation package with the most appropriate response for a particular type of filter. After several tests, the software package CST was chosen because of the fidelity of the response in the cases studied, compared with the measurements. This package was then used to model the effect of uncertainties.
As there are different simulators, using different numerical methods, there is some degree of variation in output response. This means that even simulated filter can produce different answers, depending on the simulator used.
An important conclusion is that all simulators introduce some kind of intrinsic error that may, under certain circumstances, emerge as a dominant mechanism in the final uncertainty. This means that even if the other sources of uncertainty are adequately modeled, it may happen that the simulator error ends up masking the final results when compared with measurements. Unfortunately, although this error might still be adequately modeled using the UT, the procedure to do so is not clear at this time.
The results of the expected central frequency and bandwidth show that the UT can adequately model these parameters. This information is better represented by the CDF curve of the different filters. By observing the curves of the CDF, one can notice that the points representing the measurements are within the confidence interval and very close to the simulated expected value.
Although the combination of UT and electromagnetic simulators has been presented for microstrip filters, it also can be used for other types of microwave devices. Therefore, the initial design of the filter can be adequately characterized regarding the uncertainty of the manufacturing process with great accuracy. This can prevent the construction of several prototypes and possibly accelerate the final design to market.
V. FUTURE WORKS
As suggestions of future work, there are several studies that can be performed: the probability distribution function of the source of uncertainty has to be adequately characterized (this means building test structures to determine de cdf), other microstrip structures should also be analyzed by the UT, the UT could also be used to characterize active devices, and the concept of uncertainty modeling suggests that the use of a optimization process could lead to more robust designs.
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