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Résumé—La plupart des méthodes de diagnostic dépendent
de paramètres internes, ou hyperparamètres. Le réglage au-
tomatique de ces hyperparamètres est un problème impor-
tant qui conditionne fortement les performances de ces ap-
proches. Il est ici traité comme un problème d’optimisation,
en supposant qu’il est possible de simuler un cas test nu-
mériquement afin d’évaluer les performances des différentes
méthodes. La méthodologie proposée substitue à la simula-
tion complexe initiale un modèle de krigeage, associé à une
procédure itérative d’optimisation. Ceci permet d’aborder
ce problème à un très faible coût de calcul. Deux applica-
tions de ce réglage à des méthodes de diagnostic sont pré-
sentées. La première concerne la détection de changement
de moyenne dans un signal. La seconde a pour objet un
schéma complet de détection de défaut, construit sur l’uti-
lisation conjointe d’un générateur de résidus et d’un test
statistique. Les performances de ces méthodes de diagnostic
peuvent être ainsi comparées objectivement.
Mots-clés—détection et isolation de défauts, diagnostic, filtre
de Kalman, krigeage, observateur, optimisation globale, ré-
glage automatique, tests statistiques
I. Introduction
Les performances des méthodes de détection et isolation
de défauts dépendent fortement du réglage de leurs pa-
ramètres internes, généralement nommés hyperparamètres.
Ce réglage est la plupart du temps confié à l’expérience ou
l’intuition de l’ingénieur. L’objectif de cet article est de pro-
poser une méthodologie systématique permettant d’obtenir
un bon réglage des hyperparamètres.
La démarche consiste à définir les hyperparamètres d’une
méthode, ainsi qu’un critère de performance. Il s’agit alors
de simuler un cas test sous forme de boîte noire admet-
tant en entrée ces hyperparamètres et fournissant en sortie
le coût associé au critère de performance. Ce critère est
par exemple en diagnostic un compromis entre le taux de
fausse alarme et le taux de non détection. Il faut donc trou-
ver une procédure efficace permettant de minimiser le coût
afin de fournir une valeur optimale des hyperparamètres.
Une comparaison objective entre méthodes est ainsi rendue
possible, puisque les hyperparamètres de chaque méthode
sont définis afin d’atteindre la meilleure performance sur le
même cas test.
Le réglage des hyperparamètres a déjà été abordé par
exemple pour le réglage de filtres de Kalman. Les méthodes
de recherche utilisent des simulations de Monte Carlo [1],
des réseaux de neurones [2] ou des algorithmes d’optimi-
sation évolutionnistes [3][4]. Il faut toutefois noter que ces
approches requièrent un nombre important de simulations
du cas test, car elles nécessitent une exploration appro-
fondie de l’espace des hyperparamètres. Ceci peut poser
problème car l’évaluation du coût peut s’avérer très lourde
tout particulièrement si un degré élevé de représentativité
est visé.
L’alternative proposée ici consiste à substituer à la simu-
lation numérique un modèle de krigeage admettant comme
entrées les hyperparamètres et fournissant en sortie le cri-
tère de performance. Ce modèle est utilisé pour recher-
cher les hyperparamètres optimaux avec une méthode ité-
rative connue sous le nom de Efficient Global Optimiza-
tion (EGO) [5][6][7]. Un avantage important de cette ap-
proche est qu’elle limite considérablement le nombre de si-
mulations du cas test initial.
Suite à la description des principes de la méthodologie
dans la section II, deux exemples d’applications sont propo-
sés. En section III, le réglage de six méthodes de détection
de changement dans la moyenne d’un signal gaussien est
considéré, tandis que la section IV est consacrée au réglage
de deux schémas de diagnostic comprenant un générateur
de résidu et un test statistique afin de détecter un défaut
de capteur sur un modèle dynamique. Les conclusions et
perspectives sont discutées en section V.
II. Méthodologie de réglage
A. Formulation du problème
La méthode à régler dépend d’un vecteur d’hyperpara-
mètres noté x ∈ X, où X est un ensemble compact. Pour
chaque valeur des hyperparamètres, à partir d’un cas test
fixé, une simulation numérique fournit une valeur d’une
fonction objectif scalaire y(x). Cette valeur représente le
niveau de performance atteint sur ce cas test pour la va-
leur des hyperparamètres x. La recherche d’un bon réglage
peut ainsi se formaliser comme
x̂ = arg min
x∈X
y(x). (1)
Le coût y(·) n’est pas nécessairement différentiable et
ne peut être connu que par la valeur qu’il prend pour un
nombre fini de points échantillonnés. Le krigeage permet
de construire un modèle mathématique simple qui inter-
pole (ou approche) la fonction liant les hyperparamètres au
coût. Ce modèle se couple aisément à la procédure d’opti-
misation EGO [6]. On dispose initialement de n valeurs de
y(·), yn = [y(x1), ..., y(xn)]T, obtenues pour un ensemble
de points Xn = [x1, ...,xn ]. EGO suggère alors un nouveau
point xn+1 susceptible de faire baisser le coût. Le coût réel
est évalué par simulation du cas test complet et le résultat
obtenu est incorporé à l’ensemble initial. La procédure est
itérée jusqu’à atteindre un seuil de précision prédéfini ou à
épuiser le budget d’évaluations disponible.
B. Krigeage
Le krigeage [8] modélise la fonction inconnue y(·) par un
processus gaussien
Y (x) = fT (x)b+ Z (x), (2)
où f (x) est un vecteur de régresseurs a priori (générale-
ment choisi constant ou polynomial en x), b un vecteur
de paramètres de régression à estimer sur les données dis-
ponibles, et Z(·) un processus gaussien de moyenne nulle
et dont la covariance k (·, ·) dépend d’un vecteur de pa-
ramètres à estimer. Le krigeage consiste alors en la re-
cherche du meilleur prédicteur linéaire non biaisé (en an-
glais BLUP) de Y (·) [9].
La covariance k (·, ·) est modélisée par
k (Z (xi) , Z (xj )) = σ
2
ZR (xi ,xj ) , (3)
où σ2Z est la variance du processus et R (·, ·) une fonction de
covariance paramétrée. Il est nécessaire de choisir, ou d’es-
timer à partir des données disponibles, à la fois σ2Z et les
paramètres de R (·, ·). Sous une hypothèse de stationnarité,
R (xi,xj) ne dépend que du déplacement (xi − xj), noté
h de composantes hk dans ce qui suit. La fonction de cor-
rélation choisie dans cet article est de type exponentielle,
donnée par
R (h) = exp
(
−
d∑
k=1
∣∣∣∣hkθk
∣∣∣∣pk
)
(4)
où 0 < pk ≤ 2 et où les paramètres θk peuvent être estimés
par maximum de vraisemblance. R (h) tend vers 1 quand
‖h‖ tend vers 0, et vers 0 quand ‖h‖ tend vers l’infini.
Ce type de fonction de corrélation est largement utilisé,
bien que de nombreux autres choix pertinents soient pos-
sibles [6][10].
Soient R la matrice de dimensions n× n telle que
R|i,j = R (xi ,xj ) , (5)
r(x) le vecteur de dimension n
r (x) = [R (x,x1) , ...,R (x,xn)]
T (6)
et F la matrice de dimensions n× dim b
F = [f (x1) , ..., f (xn)]
T
. (7)
L’estimée b̂ du vecteur de paramètres de régression b sur
les données disponibles {Xn ;yn} est fournie par
b̂ =
(
FTR−1F
)−1
FTR−1yn . (8)
Fig. 1. Exemple de prédiction par krigeage
La prédiction de la moyenne du processus gaussien en tout
point x ∈ X est alors donnée par [11]
Ŷ (x) = fT (x) b̂+ r (x)
T
R−1
(
yn − Fb̂
)
. (9)
Cette prédiction est linéaire en yn (ce qui facilite son cal-
cul) et interpolation les données, puisque Ŷ (x) = y(x).
La figure 1 présente un exemple de construction d’un mo-
dèle de krigeage à partir de la connaissance de seulement 4
points échantillonnés.
Une propriété importante du krigeage, cruciale du point
de vue de l’optimisation globale, est la possibilité de calcu-
ler la variance de l’erreur de prédiction [11] en tout point
x ∈ X, par
σ̂2 (x) = σ2Z
(
1− r (x)TR−1r (x)
)
. (10)
Cette équation permet le calcul d’intervalles de confiance
sur le coût prédit en chaque point de l’espace des hyperpa-
ramètres.
C. Efficient Global Optimization (EGO)
L’idée principale de EGO [5] est d’utiliser la prédiction
par krigeage Ŷ pour trouver le (n + 1)-ème point où la
simulation doit être calculée, afin de se rapprocher d’un
minimiseur global. Ce point est à choisir en maximisant
un critère J (·) quantifiant l’intérêt d’échantillonner en x,
étant donné les résultats précédents yn obtenus pour Xn
ainsi que la prédiction par krigeage de la moyenne Ŷ (x) et
de la variance σ̂2 (x),
xn+1 = arg max
x∈X
J
(
x,Xn ,yn , Ŷ (x) , σ̂2 (x)
)
. (11)
Un choix approprié pour J (·) est l’espérance de l’amélio-
ration (EI pour expected improvement) [12]. La meilleure
estimée du minimum global de y(·) après n évaluations de
la simulation est fournie par l’estimateur empirique
ynmin = min
i=1...n
{yi = y (xi)} . (12)
Si
u =
ynmin − Ŷ (x)
σ̂ (x)
, (13)
la valeur de EI est donnée par
EI(x) = σ̂ (x) [uΦ (u) + φ (u)] , (14)
où φ est la densité de probabilité de la loi gaussienne
N (0, 1) et Φ sa fonction de répartition. La maximisation
de EI réalise un compromis entre la recherche locale (nu-
mérateur de u) et l’exploration des zones inconnues (où la
variance de prédiction σ̂2 est élevée), ce qui en fait une
stratégie appropriée pour l’optimisation globale.
L’algorithme 1 résume le déroulement de la procédure.
Un échantillonnage initial (par exemple par Latin Hyper-
cube Sampling (LHS) [13]) est requis afin d’obtenir Xn . De
nouveaux points x maximisant EI sont calculés itérative-
ment, jusqu’à ce que EI passe en dessous d’un seuil εEI ou
que le budget de simulation du cas test nmax soit dépassé.
L’estimée du réglage optimal des hyperparamètres est alors
l’argument du minimum empirique des valeurs du coût. La
convergence de ce type de procédure a été étudiée dans [14].
Algorithme 1 Efficient Global Optimization (EGO)
Choisir Xn = {x1, ...,xn} par LHS dans X
Calculer yn = [y (x1) , ..., y (xn)]
T
TantQue maxx∈X {EI(x)} > εEI et n < nmax Faire
Identifier le modèle de krigeage sur {Xn ;yn}
Déterminer ynmin = mini=1...n {y (xi)}
Déterminer xn+1 = arg maxx∈X {EI(x)}
Calculer y(xn+1), l’incorporer à yn
Incorporer xn+1 à Xn
n ← n + 1
FinTantQue
III. Réglage de méthodes d’analyse des résidus
A. Cas test
Soit un résidu représenté par un signal gaussien r ini-
tialement de moyenne nulle et de variance unitaire simulé
sur 1000 points. Ce résidu subit un changement abrupt de
moyenne d’amplitude égale à 1 à t=500 (voir figure 2). Sa
moyenne initiale est notée µ0 et son écart type σ0, ces deux
variables étant estimées sur les 100 premiers points du si-
gnal.
Fig. 2. Résidu gaussien
B. Méthodes de détection de changement de moyenne
Six méthodes permettant de détecter un changement de
moyenne de ce résidu sont à régler et comparer à l’aide de la
méthode décrite en section II. Leur principe de fonctionne-
ment est tout d’abord rappelé afin d’identifier les hyperpa-
ramètres qui y sont associés. Chacune des méthodes fournit
une fonction de décision booléenne prenant la valeur faux
si la moyenne du signal est statistiquement proche de la
moyenne initiale µ0, et la valeur vrai si le signal s’écarte
sensiblement de µ0. La table I synthétise les hyperpara-
mètres de chaque méthode, et les bornes entre lesquelles la
valeur du réglage sera recherchée.
B.1 Seuillage fixe (règle des 3–sigma)
Cette méthode fixe un seuil bilatéral égal à µ0 ± νσ0,
avec généralement ν ≥ 3 étant donné que 99.7% des points
d’une distribution gaussienne se trouvent à moins de trois
écarts type de la moyenne [15].
B.2 Test de Student
Ce test vérifie si le signal suit une distribution gaussienne
N (µ0, σ0), ce qui permet un seuillage automatique avec la
table de Student en fixant le niveau de confiance à 95% [16].
Cette règle est ici appliquée sur une fenêtre glissante de
taille N .
B.3 Test du Generalized Likelihood Ratio (GLR)
Ce test utilise le rapport Λ(r) de deux vraisemblances :
celle que la moyenne de r soit µ1 6= µ0 sur celle que la
moyenne de r soit µ0, en supposant que le signal est gaus-
sien [17][18]. La version généralisée utilise l’estimée µ̂1 au
sens du maximum de vraisemblance de µ1 afin de détecter
un changement de taille inconnue. La mise en œuvre est ici
réalisée sur une fenêtre glissante de taille N . La décision
est obtenue de la manière suivante,{ ∑N
t=1 r(t) >
σ20
µ̂1−µ0 ln (λ) +
N(µ0−µ̂1)
2 → vrai
sinon→ faux
où le seuil λ est également un hyperparamètre à régler.
B.4 Sequential Probability Ratio Test (SPRT)
Le SPRT est très proche du GLR, puisqu’il utilise égale-
ment le rapport de vraisemblance sur une fenêtre glissante
de taille N . Toutefois, la valeur moyenne du changement
attendu µ1 doit être spécifiée, et le seuil λ est calculé à par-
tir des probabilités souhaitées de fausse alarme et de non
détection, notées respectivement α et β [18]. La décision
s’effectue comme suit :
Λ < β1−α → faux
Λ > 1−βα → vrai
sinon pas de de´cision
B.5 Test du CUSUM
Aucune hypothèse statistique n’est requise pour ce test
bilatéral, qui se décline de la manière suivante [18][19]{
S1(t) = max (S1(t− 1) + r(t)− µ0 − δ/2, 0)
S2(t) = max (S2(t− 1)− r(t) + µ0 − δ/2, 0)
où δ est la moyenne minimale de changement à détecter.
La règle de décision est alors{
(S1 > λ) or (S2 > λ)→ vrai
sinon→ faux
et λ est à nouveau un hyperparamètre.
B.6 Randomised SubSampling (RSS )
Cette méthode proposée récemment [20] utilise M sous-
échantillonnages du signal sur une fenêtre glissante de
taille N . La somme des erreurs par rapport à la moyenne
attendue µ0 est calculée sur chaque séquence. Il est décidé
faux si au moins q parmi les M sommes sont supérieures à
zéro et si au moins q parmi lesM sommes sont plus petites
que zéro, sinon il est décidé vrai. Une propriété intéressante
du test est que la probabilité espérée de fausse alarme est
égale à αexp = 2q/M .
C. Résultats
Le coût à minimiser est la somme du taux de fausse
alarme et du taux de non détection, comme définis en [21].
La méthodologie de réglage a été appliquée en utilisant le
seuil minimal 10−4 sur l’EI et un budget de simulation égal
à 100. L’échantillonnage initial est effectué par LHS, en uti-
lisant 10 points par dimension de l’espace [5]. La procédure
de réglage a été effectuée 100 fois pour chaque méthode
avec une initialisation différente, afin d’analyser sa répéta-
bilité et sa convergence. Les résultats correspondants sont
répertoriés dans la table II qui indique la meilleure perfor-
mance médiane et son écart type sur ces 100 procédures, le
nombre d’évaluations requis et sa dispersion, ainsi qu’une
valeur possible des hyperparamètres correspondant à ce ni-
veau de performance.
Pour les six méthodes évaluées, la méthodologie proposée
fournit une valeur correcte du minimum de la fonction ob-
jectif. La dispersion autour de la valeur médiane est faible
sur l’ensemble des variations d’initialisation. Il est égale-
ment important de remarquer que le nombre d’évaluations
(appel de la simulation numérique) est très faible, et qu’il
n’est pas nécessairement lié à la dimension du problème,
mais plutôt à la régularité (inconnue) de la fonction objec-
tif et à l’échantillonnage aléatoire initial [22]. Par exemple,
le nombre d’évaluations pour trouver un bon réglage au
SPRT, qui dépend pourtant de 4 hyperparamètres, est ana-
logue à celui requis pour le CUSUM qui dépend de 2 hy-
perparamètres.
Les résultats de cette étude suggèrent, sur le cas test
considéré, que le test du CUSUM est la méthode la plus
adaptée à ce type de situation (plus faible taux de fausse
alarme et de non détection), suivi de près par le SPRT et le
RSS. Les critères de performance obtenus pour les tests de
Student et du GLR sont moins satisfaisants. Celui du test
du seuil fixe montre clairement que cette méthode n’est pas
adaptée à la détection d’un changement dont l’amplitude
est du même ordre de grandeur que l’écart type du bruit.
La figure 3 répertorie les six fonctions de décision obte-
nues pour le meilleur réglage de chaque méthode, tandis
que la figure 4 montre deux exemples d’exploration de l’es-
pace des hyperparamètres par la procédure de réglage, le
meilleur coût obtenu étant atteint au point rouge.
IV. Réglage de schémas complets de diagnostic
Nous nous intéressons maintenant à la comparaison de
deux schémas complets de diagnostic comprenant un géné-
rateur de résidus et un test statistique.
Fig. 3. Fonctions de décision pour les meilleurs réglages
Fig. 4. Exploration de l’espace des hyperparamètres par EGO pour
les tests de Student (gauche) et CUSUM (droite)
A. Cas test
L’illustration proposée est le modèle linéarisé du
mouvement longitudinal d’un aéronef volant à altitude
constante [23]. Le vecteur d’état est composé classique-
ment de l’angle d’incidence, de la vitesse angulaire de
tangage et du nombre de Mach soit x = [α, q,M ]T. La
commande est l’angle de gouverne u = δ, et la mesure
disponible est l’accélération normale, γ = az. Le modèle
d’état linéarisé autour du point de vol x0 = [α¯, q¯, M¯ ]T =
[20 deg, 18.4 deg/s, 3]T est, après discrétisation avec un pas
de temps de 0.02s,{
xk+1 = Axk +Buk
γk = Cxk +Duk + wk + fk
(15)
avec
A =
 0.9163 0.0194 0.0026−5.8014 0.9412 0.5991
−0.0485 −0.005 0.996
 , B =
 −0.0279−2.5585
−0.0019

C =
[ −2.54 0 −0.26 ] , D = −0.204
(16)
Ce modèle est simulé sur un horizon de temps de 50
secondes. La mesure γ = az subit un défaut progressif f de
type rampe dont la pente est égale à 0.1, à t = 25s. Cette
mesure est affectée par un bruit gaussien w, de moyenne
nulle et de variance 10−3.
B. Méthodes de diagnostic à comparer
Les deux générateurs de résidus considérés sont un ob-
servateur de Luenberger et un filtre de Kalman [24]. Un
résidu est généré par chacun de ces filtres par différence
entre la mesure disponible et la sortie prédite. Ce résidu
Fig. 5. Décisions pour les meilleurs réglages des schémas avec obser-
vateur de Luenberger (gauche) et filtre de Kalman (droite)
est ensuite analysé dans les deux schémas par un test du
CUSUM, d’après les résultats de la section III.
La performance de l’observateur de Luenberger est fonc-
tion du placement de ses 3 pôles [p1, p2, p3]. Le bon fonc-
tionnement du filtre de Kalman est quant à lui lié à l’initia-
lisation de la matrice de covariance du bruit d’état W, qui
est de dimension 3, et de la matrice de covariance du bruit
de mesure V, ici de dimension 1. Ces deux matrices sont
supposées diagonales. Le filtre de Kalman dépend donc de
4 hyperparamètres qui sont [w1, w2, w3, v1], tels que
W =
 w1 0 00 w2 0
0 0 w3
 , V = v1 (17)
La matrice P de covariance de l’erreur d’estimation est
arbitrairement initialisée à la matrice identité d’ordre 3.
L’initialisation de l’estimée de l’état est identique pour les
deux filtres.
Les hyperparamètres à régler pour chaque schéma sont
l’association de ceux du générateur de résidu et de ceux
du test statistique. Les espaces de recherche de ces va-
leurs pour chacune des deux méthodes sont indiqués dans
la table III.
C. Résultats
Comme pour l’application précédente, 100 initialisations
de la méthodologie de réglage ont été effectuées. Le nombre
d’évaluations nécessaire à l’obtention d’une bonne valeur de
réglage est encore une fois très faible (table IV), de même
que la dispersion des résultats. Le schéma avec filtre de
Kalman atteint de meilleurs performances pour la détec-
tion du défaut considéré que le schéma avec observateur
de Luenberger. La figure 5 illustre les fonctions de décision
obtenues pour le meilleur réglage médian des deux sché-
mas de diagnostic. La figure 6 présente les variations des
valeurs du coût défini comme en III-C obtenues lors des
100 répétitions de la procédure.
V. Conclusions et perspectives
Une méthodologie de réglage automatique des hyperpa-
ramètres de méthodes de diagnostic a été proposée dans
cet article. Elle s’avère particulièrement intéressante quand
l’évaluation de la performance pour une valeur donnée des
hyperparamètres est informatiquement lourde, ce qui sera
le cas chaque fois que le cas test a été choisi pour refléter
la complexité d’une situation réaliste.
La pertinence de cette méthodologie a été illustrée par
le réglage de six méthodes d’analyse des résidus et de deux
Fig. 6. Performances pour 100 initialisations de la méthodologie pour
l’observateur de Luenberger (bleu) et le filtre de Kalman (rouge)
schémas complets de diagnostic. Sur ces deux applications,
la procédure a montré sa faible sensibilité à l’initialisation.
Par ailleurs, le nombre de simulations numériques du cas
test requis est très faible. Le nombre moyen d’évaluations
nécessaire constaté est d’une vingtaine par dimension.
Les paramètres environnementaux, tels que la variance
du bruit ou la gravité du défaut ont été ici considérés
comme fixes et connus. En pratique, il est nécessaire d’être
en mesure de déterminer un réglage tenant compte du do-
maine de variation de ces variables. Ce problème est en
cours d’étude.
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