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Táto bakalárska práca analyzuje model errors-in-variables. Porovnáva metódy
odhadovania parametrov modelu, metódu najmenš́ıch štvorcov a metódu úplne
najmenš́ıch štvorcov. Hlavný rozdiel metód spoč́ıva v pŕıstupe ku chybám v me-
raniach. Prvá čast’ práce sa zameriava na porovnávanie metód z teoretického
hl’adiska. Definuje základné pojmy a graficky znázorňuje rozdiely v metódach.
Práca rozoberá aj algebraické prinćıpy riešeńı metód odhadovania parametrov.
Záver teoretickej časti obsahuje analýzu štatistických vlastnost́ı odhadov. Pro-
stredńıctvom simulácie dát je porovnaná metóda najmenš́ıch štvorcov a metóda
úplne najmenš́ıch štvorcov podl’a vel’kosti strednej kvadratickej odchýlky.
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Abstract:
This thesis analyzes an errors-in-variables model. It compares parameter estima-
tion methods least squares and total least squares. The main difference between
these methods lies in approach to the measurements errors. The first part of the
bachelor thesis focuses on theoretical aspect of methods. It defines basic terms
and shows differences in the methods graphically. Thesis also demonstrates al-
gebraic solutions of the estimation methods. The theoretical part ends up with
statistical properties of the estimating techniques. The thesis compares methods
least squares and total least squares according to the size of mean square error
by simulation study.
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1.1 Regresný model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
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1.2.1 Metóda LS . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Model errors-in-variables (EIV) . . . . . . . . . . . . . . . 6
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3.3.1 Štruktúra chyby (Error structure) . . . . . . . . . . . . . . 15
3.4 Nekonzistencia OLS . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.5 Konzistencia TLS . . . . . . . . . . . . . . . . . . . . . . . . . . 16
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Úvod
V praxi sa často vyskytuje problém odhadovania parametrov. Vhodným spôsobom
ako odhadnút’ parametre je metóda najmenš́ıch štvorcov a metóda úplne naj-
menš́ıch štvorcov. Metóda úplne najmenš́ıch štvorcov, ktorú budeme podrob-
ne analyzovat’, sa využ́ıva v mnohých vedných discipĺınach ako napr. v zdra-
votńıctve, ekonomických vedách, pol’nohospodárstve, biomedićıne a d’aľśıch od-
vetviach. Použ́ıva sa v kalibračných technikách a filtrácii signálu.
Druhé využitie metódy úplne najmenš́ıch štvorcov sa nazýva ortogonálnym
vyrovnávańım metódou najmenš́ıch štvorcov a spoč́ıva vo vyrovnávańı lineárnej
nadroviny dimenzie s, kde 1 ≤ s ≤ n, prislúchajúcej skupin bodov z Rn+1, teda
minimalizuje súčet štvorcov vzdialenost́ı od týchto bodov k nadrovine.
Ciel’om tejto práce je bližšie analyzovat’ model errors-in-variables (EIV) a pod-
robne porovnat’ dve metódy odhadovania parametrov modelu, metódu najmenš́ıch
štvorcov a metódu úplne najmenš́ıch štvorcov. Hlavný rozdiel medzi metódami
spoč́ıva v tom, že metóda úplne najmenš́ıch štvorcov berie do úvahy chyby v re-
gresoroch a aj v odozvách, narozdiel od klasickej metódy najmenš́ıch štvorcov,
ktorá poč́ıta s chybami len v odozvách.
V prvej kapitole predstav́ıme klasickú metódu najmenš́ıch štvorcov (LS) a
metódu úplne najmenš́ıch štvorcov (TLS). Graficky znázorńıme rozdiely metód a
vysvetĺıme základné prinćıpy EIV modelu.
Druhá kapitola je venovaná riešeniu algebraických prinćıpov LS a TLS. De-
finujeme metódu najmenš́ıch štvorcov a metódu úplne najmenš́ıch štvorcov. K
pochopeniu odhadu TLS je potrebné poznat’ SVD rozklad (singular value decom-
position) a tiež Eckhart-Young-Mirskeho aproximáciu. Ďalej definujeme riešenie
TLS a uzavretú formu riešenia. Na záver druhej kapitoly rozoberieme algoritmus
riešenia TLS, existenciu a jednoznačnost riešenia.
Nasledne porovnáme model klasickej regresie s EIV modelom a definujeme
zmiešaný model regresie a errors-in-variables (čiastočný EIV model). Tretia kapi-
tola rozoberá aj štatistické vlastnosti LS a TLS. Analyzujeme konzistenciu odha-
dov oboch metód. Odhad LS je narozdiel od odhadu TLS konzistentný, čo zabez-
pečuje, že odhad je bĺızko ku skutočnej hodnote. Je dôležité poznat’ konzistenčné
vlastnosti, ale je nevyhnutné poznat’ rozdelenie odhadov. Kvôli jednoduchosti
uvažujeme len o asymptotických rozdeleniach. Na záver kapitoly sa pokúsime
zhodnotit’ kvalitu odhadovania v EIV modeli z výsledkov experimentálnej si-
mulácie, na čo nadväzuje štvrtá kapitola, kde simulujeme strednú kvadratickú
odchýlku (MSE) oboch metód.
Zameriame sa na porovnávanie metód LS a TLS. Graficky, pomocou stred-
nej kvadratickej odchýlky, sledujeme, ktorá metóda vykazuje menšie chyby. Po-
rovnávat’ budeme aj jednotlivé zložky MSE, čo sú vychýlenie a rozptyl odhadu.
Skúšame rôzne kombinácie pravdepodobnostných rozdeleńı chýb, rôzne dáta a
počty simulácíı. Z dostatočného množstva kombinácíı dokážeme určit’ presneǰsiu
metódu. Pozorujeme, aký vplyv má vol’ba parametrov na chybu a ako sa meńı
vel’kost’ MSE pre rôzne hodnoty rozptylov chýb.
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1. Úvod do metódy úplne
najmenš́ıch štvorcov
1.1 Regresný model
Metóda úplne najmenš́ıch štvorcov (TLS) je technikou odhadovania lineárnych
regresných parametrov a má za úlohu vyrovnávat’ chyby v dátach. Odhadovanie
týchto parametrov rieši problémy viacero vedných discipĺın ako fyzika, ekonómia,
biológia a mnoho d’aľśıch.
Základný model lineárnej regresie zaṕı̌seme:
β0 + β1xi1 ≈ yi, (1.1)
kde xi1, i = 1, ..., n sú regresormi (kovariátmi), inak nezávislými premennými a yi
je odozvou (závislou premennou) a β0 je absolútnym členom, β1 je smernicou re-
gresnej priamky, ktorá určuje celý systém. Ďalej nebudeme poč́ıtat’ s absolútnym
členom, nazývaným interceptom, tento predpoklad sme zvolili pre zjednodušenie
modelu. Regresná priamka prechádza počiatkom sústavy. Model obsahujúci in-
tercept rozoberieme v kapitole (3.3.2). Problém, ktorým sa budeme zaoberat’ je
určenie odhadu skutočného a neznámeho parametra z určitého počtu pozoro-
vańı premenných, čo sa doč́ıtame aj v [1]. Vzniká predeterminovaný systém n
lineárnych rovńıc, matica X ∈ Rn×p, vektor pozorovańı Y ∈ Rn a β ∈ Rp, kde
n > p
Xβ ≈ Y, (1.2)
ktorý nazývame modelom regresie a môžeme ho zaṕısat’ v nasledovnom tvare:
β1xi1 + β2xi2 + ...+ βpxip ≈ yi.
V predošlej rovnosti a v rovnosti (1.2), riadkový vektor Xi = [xi1, xi2, ..., xip], i =




celú maticu, Y = [y1, ..., yn]
⊤ označuje vektor odoziev a vektor konštánt β =
[β1, ..., βp]
⊤ voláme regresnými parametrami.
Našou snahou je odhadnút’ neznámy parameter β. Môžeme zvolit’ postup
klasickou metódou najmenš́ıch štvorcov (LS) alebo metódou úplne najmenš́ıch
štvorcov (TLS). Rozdiel medzi týmito metódami spoč́ıva v tom, že pri metóde
LS neberieme do úvahy chyby v merańı X, ktoré sa nachádzajú na l’avej strane
rovnosti(1.2). Predpokladáme chyby len vo vektore Y, teda len v pravej časti
rovnosti (1.2). Chyby v matici X môžu nastat’ z rôznych dôvodov, napr. l’udský
faktor, chyby pri výbere dát, chyby pri modelovańı, chyby spôsobené pŕıstrojmi.
Predpoklad toho, že X neobsahuje chyby je nereálny. Metóda TLS berie do
úvahy chyby na oboch stranách rovnosti a hl’adá vhodný podpriestor pre me-
rania (X⊤i , yi), i = 1.....n, kde X
⊤
i je i-tým riadkom matice X.
Model lineárnej regresie (1.1) bez absolútneho člena má tvar
xβ ≈ y. (1.3)
3
1.2 Porovnanie metód LS a TLS
Pomocou jednoduchého pŕıkladu ukážeme rozdiely metód TLS a LS.
1.2.1 Metóda LS
Odhad parametru β źıskame z n merańı premenných X aY riešeńım rovńıc (1.2).
V pŕıpade, že chyba značená ε nastala len vo vektore Y a X považujeme za
presne namerané, plat́ı
Xβ = Y − ε, kde min
ε∈Rn,β∈Rm
‖ε‖2. (1.4)
Pre i-tý prvok vektoru Y bude platit’
yi = y
0
i + εi, i = 1, ..., n, (1.5)
kde y0i označuje skutočnú hodnotu premennej yi, εi je k nej prislúchajúca náhodná
chyba. Ak X bolo presne namerané, potom sa chyby nachádzajú len na pravej
strane rovnice, vo vektore Y. Hovoŕıme o chybách v merańı odoziev Y. V tom-
to pŕıpade je vhodné použitie metódy LS, pretože poskytuje najlepš́ı nestranný
lineárny odhad. Odhad β v jednodimenzionálnom pŕıpade metódou LS minima-
lizovańım súčtu štvorcov
∑n








kde xi bude itý element vektoru Xi.
Metóda LS v tomto tvare sa nazýva aj ako štandardná metóda najmenš́ıch
štvorcov z anglického názvu ordinary Least squares (OLS).








Obr. 1.1: Metóda najmenšćh štvorcov (OLS)





Doteraz sme o chybe uvažovali len v y (na pravej strane rovnosti (1.3)). Ak by
sme sa teraz analogicky pozerali na (1.7), tak by sme mohli uvažovat’ o chybe
len v x (na pravej strane rovnosti (1.7)) a y by mohlo byt’ považované za pres-
ne namerané. Tento typ LS sa nazýva metóda najmenš́ıch štvorcov v dátach z
anglického názvu data least squares (DLS), pretože chyba sa nachádza v matici
X. Poč́ıtame s chybami len v nezávislých premenných (v nezávislých dátach).
Túto chybu budeme označovat’ ṕısmenkom Ξ. K tomu aby sme mohli ukázat’ od-


















σ2i , q = min{n, p},
kde A ≡ (aij)n,pi,j=1.
Čiže β odhad pomocou DLS má tvar
(X− Ξ)β = Y, kde min
Ξ∈Rn×p,β∈Rp
‖Ξ‖F . (1.8)
Pre i-tú zložku X plat́ı
xi = x
0
i + Ξi, i = 1, ..., n. (1.9)
x0i znač́ı skutočnú hodnotu premennej xi a Ξi je jej prislúchajúcou náhodnou
chybou. Budeme minimalizovat’ súčet štvorcov rozdielov
∑n
i=1(yi/β − xi)2, čiže










Podrobnosti nájdeme v [1].








Obr. 1.2: Metóda najmenš́ıch štvorcov v dátach (DLS)
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1.2.2 Model errors-in-variables (EIV)
Ak zároveň regresory aj odozvy obsahujú chyby. Potom hovoŕıme o modeli errors-
in-variables (EIV)
Y = Zβ + ε a X = Z+Θ. (1.11)
V tomto modeli β ∈ Rp je neznámym odhadovaným parametrom, X ∈ Rn×p
znač́ı maticu náhodných kovariátov a Y ∈ Rn náhodnú odozvu. Z ∈ Rn×p je
neznámou konštantou, ktorá ma plnú hodnost’. Dvojica ε ∈ Rn a Θ ∈ Rn×p
označuje náhodné chyby a ich združené rozdelenie je absolútne spojité vzhl’adom
k Lebesgueovej miere.




‖[Θ, ε]‖F za podmienky Y − ε = (X−Θ)β. (1.12)









Obr. 1.3: Úplná metóda najmenš́ıch štvorcov (TLS)
Metóda odhadu β v tomto modeli je metóda úplne najmenš́ıch štvorcov z
anglického total least squares (TLS). Dosadeńım nášho riešenia β̂ do rovnice (1.2)
dostaneme riešenie pre p = 1. Názov TLS je pomerne nový, metóda bola najskôr
známa pod názvom ortogonálna regresia. Názov ortogonálna regresia vychádza
z toho, že uhol v ktorom je meraná vzdialenost’ medzi pozorovaným bodom a
vyrovnanou krivkou je pravý.
Model EIV (1.11) sa nazýva funkcionálnym modelom EIV, ak Z berieme ako
nenáhodné neznáme konštanty. V pŕıpade, že Z berieme ako náhodné kovariáty,
potom model označ́ıme ako Štrukturálny EIV model, ktorý už však nebudeme v
tejto práci rozoberat’.
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2. Základné prinćıpy problému
TLS
2.1 Úvod do základných prinćıpov TLS
Problém TLS je alternat́ıvou k LS v pŕıpade, že všetky dáta obsahujú chyby.
Hlavný prinćıp TLS spoč́ıva v riešeńı predeterminovanej sústavy lineárnych rovńıc
Xβ ≈ Y. Budeme sa zaoberat’ hlavne algebraickými prinćıpmi TLS a LS. Ďalej
uvažujeme, že problém má riešenie, ktoré je jednoznačne určené. Pomocou SVD
rozkladu (z anglického singular value decomposition) matice vieme určit’ riešenie
problému LS. Ukážeme taktiež algoritmus riešenia TLS pomocou SVD rozkladu.
2.2 Metóda najmenš́ıch štvorcov
Problém LS spoč́ıva v určeńı vektoru β ∈ Rp tak aby sa Xβ ≈ Y, kdeX ∈ Rn×p a
Y ∈ Rn. Ak n > p, teda v pŕıpade, že máme viac rovńıc ako neznámych, hovoŕıme
o predeterminovanom systéme. Navyše ak Y ∈ R(X), potom Xβ ≈ Y nemá
jednoznačné riešenie, kde R znač́ı lineárny obal tvorenému st́lpcovými vektormi
matice X (obor hodnôt matice X).
Defińıcia 1. (Metóda najmenš́ıch štvorcov)
min
β∈Rp
‖Xβ −Y‖2, kde X ∈ Rn×p,Y ∈ Rn. (2.1)
Metóda hl’adá l’ubovolné minimálne β′ , ktoré je riešeńım Xβ ≈ Y.
Veta 1. (Vlastnosti LS)
β′ rieši LS problém (2.1) práve vtedy, ked’ plat́ı X⊤(Y −Xβ′) = 0.
Dôkaz. Dôkaz tejto vety nájdeme v [3].
Z predošlej vety nám vyplýva, že reziduum r′ = Y−Xβ′ z riešenia LS, bude
ortogonálne k R(X), teda k lineárnemu obalu tvorenému st́lpcovými vektormi
matice X. Ďalej vieme rozložit’ vektor Y do dvoch ortogonálnych zložiek
Y = Y′ + r′ = Xβ′ + r′, r′⊥β′X
Y′ je ortogonálnou projekciou Y do R(X). Dôležité je, že aj napriek tomu, ak by
riešenie LS nebolo jednoznačné, tak tento rozklad je vždy jednoznačný.
Z tejto vety nám vyplýva d’aľsia rovnost’
X⊤Xβ = X⊤Y.
O matici X⊤X vieme, že je pozit́ıvne semidefinitná a symetrická. A z týchto
tvrdeńı nám d’alej bude plynút’ aj dôsledok.
Dôsledok 1. (Riešenie a reziduum LS)
Ak má matica X hodnost’ p potom pre (2.1) existuje jednoznačné riešenie
β̂ = (X⊤X)−1X⊤Y, kde Y′ = X(X⊤X)−1X⊤
Y′ je ortogonálnou projekciou do R(X).
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Podrobnosti dôsledku najdeme v [1].
Ak hodnost’ matice X bude r a zároveň r < p potom má riešenie sústavy
nekonečno mnoho riešeńı, pretože sústava (2.1) nemá plnú hodnost’.
2.2.1 SVD rozklad
SVD sa využ́ıva pri hl’adańı LS aj TLS odhadov.
Veta 2. (SVD rozklad)
Nech máme A ∈ Rn×p. Potom existujú ortonormálne matice U = [u1, ...,un] ∈
R
n×n a V = [v1, ...,vp] ∈ Rp×p také, že
U⊤AV = Σ = diag{σ1, ..., σq}, (2.2)
kde
Σ ∈ Rn×p
je obdĺ̌zniková matica s elementami
σ1 ≥ ... ≥ σp ≥ 0
na hlavnej diagonále a
q = min{n, p}.
Dôkaz. Dôkaz tejto vety nájdeme v [4].
Diagonálna matica Σ je jednoznačne určená maticou A, narozdiel od mat́ıc
U a V. Σ je diagonálna matica so singulárnymi č́ıslami σi na svojej diagonále,
ktoré vytvárajú singulárne spektrum. Vektor ui je i-tým l’avým singularným vek-
torom a vi je i-tým pravým singulárným vektorom. Trojica (ui, σi,vi) sa nazýva
singulárny triplet. Platnost’ rovnost́ı AV = UΣ a A⊤V = Σ⊤U si môžeme overit’
pomocou rovnost́ı:
Avi = σiui a A
⊤ui = σivi, i = 1, ..., p,
porovnávańım st́lpcových hodnôt.
Vd’aka predošlému rozkladu si môžeme definovat’ r ∈ N0 (cutting point) naj-
menšie nenulové singulárne č́ıslo v SVD rozklade matice A ∈ Rn×p (pokial’ nie sú
všetky zložky SVD rozkladu nulové, vtedy r = 0) a plat́ı:
σ1 ≥ ... ≥ σr > σr+1 = ... = σq = 0, q = min{n, p}.








Tento rozvoj sa nazýva dyadický rozklad. Je to rozklad matice A hodnosti r na
r sč́ıtancov hodnosti jedna. K preskúmaniu vlastnost́ı metódy TLS budeme po-
trebovat’ vhodnú maticovú normu. Frobeniova norma patŕı medzi typy zložkovej
maticovej normy je vyhovujúca.
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Z predošlej rovnosti SVD plat́ı
A⊤A = VΣ⊤ΣV
⊤
a AA⊤ = UΣΣ⊤U
⊤
.
Hodnoty σ2i , i = 1, ..., p sú vlastnými č́ıslami a vektory vi a ui sú pŕıslušnými
vlastnými vektormi symetrických a pozit́ıvne definitných mat́ıc A⊤A a AA⊤.
Frobeniovu normu môžeme chápat’ ako mnohorozmernú euklidovskú normu,
čiže ak budeme poč́ıtat’ Frobeniovu normu pre vektor, poč́ıtame s euklidovskou
normou.
V nasledujúcej vete budeme aproximovat’ maticu inou maticou s nižšou hod-
nost’ou.
Veta 3. (Eckhart-Young-Mirsky aproximácia)
Nech je daná matica A ∈ Rn×p s hodnost’ou r = rank(A) a nech k je prirodzené















Dôkaz. Dôkaz nájdeme v [5].
Ďalej budeme skúmat’, čo sa stane so singulárnymi č́ıslami po vymazańı st́lpca
matice.
Veta 4. (Interlacing theorem for singular values)
Nech n ≥ p, pre singulárne hodnoty matice A ∈ Rn×p plat́ı σ1 ≥ ... ≥ σp. Ak
B vznikne vymazańım jedného st́lpca matice A a pre singulárne hodnoty B plat́ı
σ′1 ≥ ... ≥ σ′p−1, potom
σ1 ≥ σ′1 ≥ σ2 ≥ σ′2 ≥ ... ≥ σ′p−1 ≥ σp.
Dôkaz. Dôkaz nájdeme v [6].
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2.3 Metóda úplne najmenš́ıch štvorcov
K lepšiemu pochopeniu problému TLS a tiež k formulácii hlavných prinćıpov je
vhodné si prepracovat’ metódu LS.
Defińıcia 2. (Klasická metóda najmenš́ıch štvorcov)





kde Y′ ∈ R(X). (2.5)
Pre nájdené minimum Y′ muśı β spĺňat’ rovnost’
βX = Y′. (2.6)
Y′ predstavuje riešenie LS,Metódy najmenš́ıch štvorcov a ε = Y −Y′ označ́ıme
ako opravu tohto riešenia. K tomu aby platili rovnosti (2.4) a (2.5), Y′ muśı byt’
ortogonálnou projekciou Y do R(X). Ak ε je minimálne, potom Y′ = Y − ε
môže byt’ odhadované st́lpcami matice X. Predpokladáme výskyt chyby len vo
vektore Y a matica X je jednoznačne určená. Toto tvrdenie však nezodpovedá
skutočnosti, pretože chyby v matici X môžu nastat’ vplyvom rôznych nepres-
nost́ı pri merańı alebo aj pri výbere a modelovańı dát. Úplná metóda najmenš́ıch
štvorcov sa ĺı̌si od klasickej metódy v tom, že TLS poč́ıta aj s chybami v matici
X.
Defińıcia 3. (Základný typ metódy úplne najmenš́ıch štvorcov)
Máme daný predeterminovaný systém n lineárnych rovńıc Xβ ≈ Y o n ne-
známych β, budeme minimalizovat’ [X,Y]− [X̂, Ŷ]:
min
[X,Y]∈Rn×(p+1)
‖[X,Y]− [X̂, Ŷ]‖F , (2.7)
pre Ŷ ∈ R(X̂) (2.8)
pre nájdené minimum [X̂, Ŷ] muśı β spĺňat’
X̂β = Ŷ (2.9)
a označuje riešenie úplnej metódy najmenš́ıch štvorcov. Zodpovedajúcu chybu
označ́ıme [Θ, ε] = [X,Y]− [X̂, Ŷ].
2.3.1 Riešenie TLS pomocou SVD
Najprv si pretransformujeme vzt’ah Xβ ≈ Y na
[X,Y][β⊤,−1]⊤ ≈ 0. (2.10)
Nech SVD rozklad pre [X,Y] bude
[X,Y] = UΣV⊤.
Ak σp+1 6= 0, tak hodnost’ [X,Y] je n+1 a priestor S generovaný riadkami mati-
ce [X,Y] je dimenzie p + 1, pre σp+1 6= 0. Nevieme riešit’ predošlý sytém rovńıc,
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lebo je neúplný. Pŕıčinou je, že neexistuje žiaden nenulový vektor ortogonálneho
doplnku S. Pomocou Eckhart-Young-Mirského vety (Vety 3) dokážeme zredu-
kovat’ hodnost’ [X,Y] na p a dospiet’ k riešeniu SVD. Minimalizujeme odchýlku
aproximácie [X̂, Ŷ] k [X,Y], kde
[X̂, Ŷ] = UΣ̂V
⊤
a Σ̂ = diag(σ1, ..., σp, 0).





[X,Y]− [X̂, Ŷ] = [Θ, ε] = σp+1up+1v⊤p+1.
Odchýlka z aproximácie TLS má hodnost’ jedna a aproximovaný systém
[X̂, Ŷ][β⊤,−1]⊤ = 0
je riešitel’ný a je jednoznačne určený vektorom vp+1 (posledným st́lpcom V, kde
vp+1 ∈ Ker([X̂, Ŷ])), teda patŕı do nulity [X̂, Ŷ], symbolom Ker označujeme




,−1]⊤ = − 1
vp+1,p+1
vp+1.
Ak vp+1,p+1 6= 0, potom Ŷ = X̂β̂ = −1/vp+1,p+1X̂[v1,p+1, ..., vp,p+1]⊤ ∈ R(X̂) teda
sṕlňa predpoklad (2.8) na to, aby β riešilo základný typ úplneho súčtu štvorcov,
čo sa spomı́na v [1]. Riešenie (2.10) plat́ı len v pŕıpade, že σp+1 6= 0, pretože ak
by sa rovnalo nule, sústava (2.10) by bola úplná a nebolo by potrebné znižovat’
hodnost’ matice k docieleniu jednoznačne určeného riešenia.
Veta 5. Veta (Riešenie základného typu TLS Xβ ≈ Y)
Nech je SV D matice X ∈ Rn×p X = ∑pi=1 σiuiv⊤i a SV D X (resp. [X,Y])
je U′ΣV⊤ (resp. UΣV⊤). Ak plat́ı σ′p > σp+1, potom plat́ı
[X̂, Ŷ] = [X−Θ,Y − ε] = UΣ̂V a Σ̂ = diag(σ1, ..., σp), (2.11)
s odpovedajúcou odchýlkou TLS
[Θ, ε] = [X,Y]− [X̂, Ŷ] = σp+1up+1v⊤p+1 (2.12)
rieši (2.7) a (2.8). Navyše




a je jednoznačným riešeńım X̂β = Ŷ.
Dôkaz. Ukážeme si, že vp+1,p+1 6= 0. Budeme dokazovat’ sporom, čiže predpo-








z toho nám vyplýva, že w⊤X⊤Xw = σ2p+1 . Vzhl’adom k tomu, že σ
′2
p je najmenšie
vlastné č́ıslo X⊤X, dochádzame k sporu s predpokladom σ′p > σp+1. Dokázali sme
existenciu riešenia.
Predpoklad Vety 5 sṕlňa podmienky Vety 4 a z toho vyplýva
σ1 ≥ σ′1 ≥ ... ≥ σp ≥ σ′p ≥ σp+1 ≥ 0.
Vid́ıme, že σp+1 je singulárne č́ıslo, ktoré sa vyskytuje v [X,Y] len raz a tiež plat́ı
σp > 0.
Ak σp+1 6= 0, potom hodnost’ matice [X,Y] je p+1. Pre minimálne ‖[X,Y]−
[X̂, Ŷ]‖F a pre β vyhovujúce rovnosti [X̂, Ŷ][β⊤,−1]⊤ = 0 hl’adáme odhad
[X̂, Ŷ]. Hodnost’ [X̂, Ŷ] je p a použit́ım Eckhart-Young-Minského vety (Vety 3)
dostname rovnosti SVD rozkladu [X̂, Ŷ] (2.11) a tiež jej odpovedajúcu odchýlku
(2.12). Posledný st́lpec V udáva riešenie TLS problému a dimenzia Ker([X̂, Ŷ])
je 1, teda rǐsenie TLS je jednoznačné.
Ak sa σp+1 = 0, potom vp+1 ∈ Ker([X,Y]) a [X,Y][β⊤,−1]⊤ = 0. Nie je po-
trebný žiaden odhad (1.2), pretože riešenie (2.13) je kompatibilné. Jednoznačnost’
riešenia vyplýva z toho, že [β⊤,−1]⊤ ⊥ Range([X,Y]⊤).
Veta 6. Veta (Uzavretá forma riešenia základného typu TLS)
Nech SV D X a [X,Y] je rovnaké ako v predošlej Vete 5. Ak plat́ı σ′p > σp+1,
potom
β̂ = (X⊤X− σ2p+1I)−1X⊤Y. (2.14)
Dôkaz. Dôkaz nájdeme v [1]. Tento dôkaz vychádza z rovnosti (2.13). Za pred-
pokladu σ′p > σp+1 nám plynie existencia a jednoznačnost’ riešenia, čo sme si
už dokázali v dôkaze Vety 5 o riešeńı základného typu TLS. Singulárny vektor
vi je vlastným vektorom [X,Y]





















Uzavretá forma riešenia vyplýva priamo z tejto rovnosti.
2.3.2 Základné algoritmy riešenia
Pomocou nasledujúceho algoritmu si ukážeme (ak to bude možné) ako sa vypoč́ıta
β̂ z Xβ ≈ Y pri minimálnych hodnotách (X−Θ)β̂ = Y − ε a ‖Θ̂, ε̂‖F .
Algoritmus 1. (Základné typy riešenia TLS Xβ ≈ Y)
Vstup:X ∈ Rn×p a Y ∈ Rn.
1.Vypoč́ıtat’ SVD, [X,Y] = UΣV⊤.
2.Ak plat́ı vp+1,p+1 6= 0 potom β̂ = − 1vp+1,p+1 [v1,p+1, ..., vp,p+1]
⊤.
END
Tento algoritmus nájdeme podrobneǰsie v [1].
Možné 3 pŕıpady:
1. σ′p > σp+1 alebo ekvivalentne σp > σp+1 a vp+1,p+1 6= 0.
2. σ′p = σp+1 a zároveň vp+1,p+1 6= 0.
3. σ′n = σn+1 a zároveň vn+1,n+1 = 0.
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Tieto 3 pŕıpady nájdeme uvedené v [2]. V prvom pŕıpade má matica X plnú
hodnost’ a vieme, že jednoznačné riešenie TLS Xβ ≈ Y existuje a algoritmus ho
dokáže vypoč́ıtat’.
V druhom pŕıpade existuje nekonečne mnoho riešeńı TLS a môžeme si vybrat’
riešenie s minimálnou normou ‖β̂‖2.
V poslednom pŕıpade riešenie tiež existuje, ale je potrebné dodefinovat’ d’aľsie
obmedzenia (predpoklady) TLS problému, ktoré zamedzia nepotrebné dáta pri
výpočte tohto problému.
V prvých dvoch pŕıpadoch, kde vp+1,p+1 6= 0, sa riešenia nazývajú generické
(všeobecné). Nie je potrebné d’aľsie dodefinovanie a je možné použit’ na poč́ıtanie
naš algoritmus. V tret’om pŕıpade, ktoré je nutné dodefinovat’, sa nazýva negene-
rické. Zo skutočných dát sú posledné dva pŕıpady málo pravdepodobné.
Ukážeme si možné postupy pri úprave negenerického typu. Ked’ X nemá plnú
hodnost’ (σ′p ≈ 0), alebo ak σ′p ≈ σp+1, v druhom pŕıpade hl’adáme najmenšie
σi, pre ktoré sa vp+1,i 6= 0. Pre prvý pŕıpad máme dve možnosti riešenia tohto
problému. Jedna z možnost́ı je odstránit’ závislost’ medzi st́lpcami matice X tým,
že odstránime niektoré jej st́lpce. St́lpce matice X, ktoré potrebujeme odstránit’,
čiže závislé premenné (regresory) v modeli určuje poźıcia nenulových zložiek vp+1.
Problém vyberania a vymazávania st́lpcov sa nazýva výber podmatice. Potom
nám zostane podmatica Xm vel’kosti n×m, m < p s plnou hodnost’ou. Namiesto
sústavy Xβ ≈ Y budeme riešit’ sústavu Xmβ ≈ Y. Druhá možnost’ riešenia je
vyhradenie obmedzeńı pre (2.7) a (2.8), tak aby sa dal riešit’.
2.3.3 Porovnanie chýb TLS a LS
Na záver kapitoly porovnáme odchýlky odhadov LS a TLS.
Veta 7. (Porovnanie odchýlky LS a TLS odhadu)
Nech sa Xβ = Y′ a X̂β = Ŷ, čǐze mysĺıme LS a TLS aproximáciu množiny
rovnost́ı Xβ ≈ Y, potom
‖Y −Y′‖2 ≥ ‖[X,Y]− [X̂, Ŷ]‖F
Dôkaz. TLS problém prevedieme do LS problému ak X = X̂, potom minimalizo-
vańım už nemôžeme dosiahnut’ menšie minimum. Podrobneǰsie sa dôkazu venuje
pozornost’ v [1].
13
3. Štatistické vlastnosti TLS
3.1 Úvod do problematiky
V tejto kapitole sa venujeme štatistickým vlastnostiam odhadov. Predpokladáme,
že všetky chyby systému Xβ ≈ Y sú po riadkoch nezávislé, rovnako rozdelené s
nulovou strednou hodnotou a s kovariančnou maticou σ2I.
Zo štatistických vlastnost́ı sme schopńı určit’ očakávanú kvalitu TLS odhadu.
Ukážeme, že TLS je tou najvhodneǰsou technikou odhadovania parametrov EIV
modelu. Metóda berie všetky pozorovania ako skutočné hodnoty a poč́ıta s chyba-
mi v merańı, ktoré prič́ıta ku skutočnej hodnote. Je potrebné poznat’ kovariančnú
maticu pŕıslušnú k chybe, pŕıpadne jej odhad. Predstav́ıme podstatné rozdiely v
modeloch EIV, regresie a ich zmiešaný typ modelu. Podrobne ukážeme štruktúru
chyby, venovat’ sa budeme aj konzistencii TLS odhadu a asymptotickému rozde-
leniu TLS odhadov.
3.2 Regresia a EIV model
Uvažujeme model (1.11). Ak Θ ≡ 0, potom hovoŕıme o lineárnej regresii. V
pŕıpade, že Θ je náhodná veličina hovoŕıme o EIV modeli.
3.2.1 Čiastočný errors-in-variables model
Čiatočný EIV model z anglického Partial errors-in-variables (PEIV) je rozš́ıreńın
EIV modelu (1.11), niektoré jeho premenné obsahujú chybu a niektoré sú zmerané
presne. Je špecifickým pŕıpadom s absolútnym členom, tento model má tvar:
Y = Wβ0 + Zβ + ε a X = Z+Θ, (3.1)
kde W ∈ Rn×s je skutočnou a pozorovanou a Z ∈ Rn×p skutočnou a nenapozo-
rovatel’nou konštantou s plnou hodnost’ou [2]. Y,X, ε a Θ sú rovnaké ako v EIV
modeli (1.11). Je potrebné odhadnút’ regresné parametre β0 ∈ Rs a β ∈ Rp.
V pŕıpade, že sa n = 0, potom hovoŕıme o modeli klasickej regresie. PEIV
model (3.1) je dôležitý z toho hl’adiska, že prináša do modelu regresie nenáhodný
absolútny člen umiestneńım jedného st́lpca matice 1 = [1, ..., 1]⊤ do matice W.
1 označuje jednotkový vektor.
3.3 Štruktúra chyby a TLS na transformované
dáta
V tejto časti bližšie poṕı̌seme štruktúru chýb EIV modelu a ukážeme iné tvary
úplnej metódy najmenš́ıch štvorcov.
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3.3.1 Štruktúra chyby (Error structure)
Nech máme daný pravdepodobnostný priestor (Ω,F ,P). Rozĺı̌sime dve úrovne
stavby chyby a to vnútro-individuálnu a medzi-individuálnu úroveň, ktoré si zhr-
nieme do jedného predpokladu. Tá prvá spomı́naná hovoŕı, že pre každý riadok
plat́ı, že [Θi,., εi] má nulovú strednú hodnotu a nesingulárnu kovariančnú maticu
σ2I, kde σ2 > 0. Tá druhá bude znázorňovat’ vzt’ahy medzi individuálnymi po-
zorovaniami, teda riadky [Θi,., εi] budú nezávislé a rovnako rozdelené. Tieto dve
úrovne stavby chyby si zhrnieme do predpokladu:
[Θi,., εi] sú iid, majú nulovú strednú hodnotu a kovariančnú maticu σ
2I, (E)
kde iid znač́ı, že riadky sú nezávislé a rovnako rozdelené a plat́ı σ2 > 0. Kova-
riančná matica σ2I je homoskedastická, čiže hovoŕıme o homogenite rozptylov,
kde sa matica bude skladat’ zo zhodných konečných rozptylov. Táto homoskedas-
tická matica môže byt’ nahradená všeobecneǰsou homoskedastickou kovariančnou
maticou Γ ∈ R(p+1)×(p+1), kde Γ > 0. Pozorované dáta sú násobené druhou od-
mocninou Γ, transformované dáta budú mat’ tvar:
[X̃, Ỹ] = [X,Y]Γ−1/2. (3.2)
Z dôvodu, že táto transformácia dát je čisto lineárna, nebudú potrebné d’aľsie
obmedzenia. Lineárna transformácia [Θi,., εi]Γ
−1/2 nevyžaduje žiadne dodatočné
špecifické predpoklady na rozdelenie chýb, až na existenciu niektorých momen-
tov týchto chýb. Ak sú transformované chyby nezávislé, potom je asymptotické
rozdelenie platné aj v homoskedastickom pŕıpade.
Odhad metódou TLS (2.14) môžeme preṕısat’ do tvaru zovšeobecnenej úplnej






kde σp+1,[X̃,Ỹ] je p+ 1-vou singulárnou hodnotou transformovanej dátovej matice
[X̃, Ỹ] (vid’ [2]). V pŕıpade, že kovariančnú maticu Γ nepoznáme, môžeme ju
odhadnút’ pomocou opakovaného pozorovania. Vzniká zložiteǰsia forma modelu
EIV:
Yl = Zβ + εl a Xl = Z+Θl, l = 1, ..., r. (3.4)
Model sa spomı́na aj v [2] a r ∈ N znač́ı počet opakovańı. Informácie k odhadnu-
tiu kovariančnej matice źıskame z opakovańı a všeobecná kovariančná matica Σ













kde δij znač́ı Kroneckerovo delta [2]. Použit́ım značenia z (3.4), môžeme rovnost’


















Na medzi-individuálnej úrovni chýb nám vzniká podobná situácia, ak existujú
vyrovnávacie matice z anglického názvu equilibration matrices Υ ∈ Rn×n a Γ ∈
R
(p+1)×(p+1), ktoré zaopatria na oboch úrovniach chýb, že chyby Υ−1/2[Θ, ε]Γ−1/2
budú nezávislé a rovnako rozdelené. Použitie TLS odhadu (2.14) na transformo-
vané dáta Υ1/2[X,Y]Γ−1/2 má nasledovný tvar:
β̂ETLS = (X̃
⊤Υ−1 − σ2p+1,Υ−1/2[X,Y]Γ−1/2I)−1X̃⊤Υ−1Ỹ, (3.7)
kde σp+1,[X̃,Ỹ] je (p+1)-vou singulárnou hodnotou transformovaných dát transfor-
movanej matice Υ−1/2[X,Y]Γ−1/2, čo je taktiež spomı́nané v [2].
3.4 Nekonzistencia OLS
Odhad LS metódou β′ je nekonzistentný odhad parametru β. Odhad β′ =
(X⊤X)−1X⊤Y za všeobecných podmienok nekonverguje v pravdepodobnosti k
β, čo dokázal Gallo v [8] s využit́ım [9], pretože plat́ı
β′
P−→ [I− ( 1
n





β′ − β P−→ −σ2( 1
n
Z⊤Z+ σ2I)−1β (3.9)
Zo vzt’ahu (3.9) nám vyplýva, že odhad LS je nekonzistentný.
3.5 Konzistencia TLS
V tejto časti sa budeme zaoberat’ asymptotickými vlastnost’ami odhadu β̂ a EIV
parametrami z hl’adiska konzistencie. Asymptotické vlastnosti odhadov sú ich
základnými charakteristikami a vieme z nich odvodit’ kvalitu odhadu. Z dosta-
točného množstva pozorovańı, ak odhad konverguje v pravdepodobnosti ku sku-
točnej hodnote, vieme, že odhad je bĺızka hodnota k tej skutočnej. Na zabez-






Z⊤Z je pozit́ıvne definitná. (3.10)
Dôležitost’ predpokladu (3.10) spoč́ıva v tom, že ak limita z predpokladu je ne-
konečno, potom rozptyl TLS odhadu (2.14) ide k nule, čo nie je pŕıpustné. Z







Pred tým ako ukážeme silnú konzistenciu v EIV modeli, definujeme σ̂2. Odhad
σ̂2 je silným konzistentným odhadom neznámeho homoskedastického rozptylu






Veta 8. (Silná konzistencia v EIV modeli s nezávislými chybami).
Nech máme EIV model (1.11), ∆ a µ je definovaná ako v (3.10) a (3.11). Nech




















Σ⊤Σ = diag(ω1, ..., ωp+1) s pravdepodobnost’ou 1, (3.15)





Σ⊤Σ = σ2I s pravdepodobnost’ou 1, (3.16)
lim
n→∞
σ̂2 = σ2 s pravdepodobnost’ou 1. (3.17)
Za platnosti predpokladov (E) a (3.10) plat́ı:
lim
n→∞
β̂ = β s pravdepodobnost’ou 1. (3.18)
Dôkaz. Dôkaz tejto vety nájdeme v [7].
V nasledujúcej časti podrobneǰsie rozoberieme Vetu 8:
Z rovnosti (3.14) vyplýva, že silno konzistentným odhadom asymptotického
priemeru nenapozorovatel’ných st́lpcov Z a Zβ je aritmetický priemer st́lpcov X
a Y.
Druhá mocnina najmenšieho singulárneho č́ısla σ2p+1 matice [X,Y] je jeho





= σ2 s pravdepodobnost’ou 1. (3.19)
Ďalej z rovnosti (3.18) vid́ıme, že odhad metódou TLS β̂ je silno konzisten-
tným odhadom β, to znamená, že β̂ konverguje ku skutočnému parametru β s
rastúcim stupňom predeterminácie.
Predpoklady (E) a (3.10) zabezpečujú, že metódou TLS dokážeme odhadnút’
kovariančnú maticu chýb [Θ, ε].
Za predpokladu, že (3.10) plat́ı:
1
n
(X⊤X− σ2p+1I) → ∆, s pravdepodobnost’ou 1, n → ∞. (3.20)
Predpoklady (E) a (3.10) sú pŕılǐs obmedzujúce, predpoklad (E) vyžaduje aby
všetky merania X,Y obsahovali chyby a tie chyby boli nekorelované a rovnakej
vel’kosti. Pri nesplneńı týchto predpokladov nemôžeme hovorit’ o konzistentnom
odhade parametrov TLS riešenia sústavy Xβ ≈ Y. Predpoklady sú silneǰsie ako
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tie, ktoré postačia na konzistenciu odhadu lineárnej regresie. Potrebujeme oslabit’
tieto predpoklady. Podstatná podmienka pre Z má tvar:
λmin(Z
⊤Z) → ∞ kde n → ∞, (3.21)
kde λmin znač́ı minimálne vlastné č́ısla Z, podmienka (3.21) je slabšia ako pod-
mienka (3.10) [1]. Predpoklad (3.21) hovoŕı len o tom, že nezávislé premenné
nemajú byt’ medzi sebou vysoko korelované.
Definujeme si konečnost’ štvrtého momentu riadkov [Θ, ε], kde pre každé i ∈






ij < ∞, ωij ∈ {Θi,1, ...Θi,p, εi}, rj ∈ N.
Z predpokladov (3.10) a (3.21) plynie slabá veta o konzistencii.
Veta 9. (Slabá konzistencia v EIV modeli s nezávislými chybami).









→ ∞, n → ∞, (3.23)
λmin znač́ı minimálne a λmax maximálne vlastné č́ıslo spojeného rozdelenia chýb
[Θ, ε]. Za predpokladu, že štvrtý moment je konečný, potom slabým konzistentným
odhadom β bude
β̂
P−→ β, n → ∞. (3.24)
Dôkaz. Dôkaz tejto vety nájdeme v [8]
Oba predpoklady (3.22) a (3.23) vyplývajú z (3.10). Zároveň z oboch predpo-
kladov zvlášt’ vyplýva podmienka (3.21). Zosilneńım predpokladu (3.22) môžeme
nahradit’ potrebu konečnosti štvrtého momentu.
3.6 Asymptotické rozdelenie
Konzistenčné vlastnosti sú dôležité, ale pri testovańı hypotéz je nevyhnutné po-
znat’ rozdelenie odhadov. Kvôli jednoduchosti budeme uvažovat’ len o asymp-
totických rozdeleniach. Za predpokladov (E), (3.10) a tiež za predpokladu ko-
nečného štvrtého momentu rozdelenia [Θ, ε], zložky 1/
√
n{[X,Y]⊤[X,Y] −
E([X,Y]⊤ [X,Y])} a 1/√n[X,Y]⊤I− [X,Y]⊤I v pŕıpade čiastočného EIV mode-
lu, majú symetrické asymptotické normálne rozdelenie s nulovou strednou hod-
notou. Asymptotické rozdelenie
√
n(β̂ − β) a √n(σ̂2 − σ2) má mnohorozmerné
normálne a normálne rozdelenie s nulovou strednou hodnotou.
Veta 10. (Asymptotické rozdelenie TLS riešenia (EIV))
Nech máme model EIV (1.11) a za predpokladu (E). Ak plat́ı (3.10) a tiež
štvrtý moment riadkov [Θ, ε] je konečný, potom
√
n(β̂ − β) má asymptotické
normálne rozdelenie s nulovou strednou hodnotou pri n → ∞, ak naviac tret́ı
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a štvrtý moment rozdelenia riadkov [Θ, ε] sa zhoduje s momentmi normálneho
rozdelenia, potom
√
n(β̂ − β) má asymptotické normálne rozdelenie s nulovou
strednou hodnotou a kovariančnou maticou:
σ2(1 + β⊤β)∆−1 + σ2∆([I,β][I,β]⊤)−1∆−1 (3.25)
Dôkaz. Dôkaz tejto vety nájdeme v [8]
Pre asymptotickú normalitu β̂ nie je potrebný predpoklad toho, že momenty
chýb sa zhodujú s momentmi s normálnym rozdeleńım. Asymptotický rozptyl
záviśı na štvrtom a tret’om momente.







Ak n bude konečné, cov(β̂) môže aproximovat’ odhadmi β̂, σ2p+1 a Z
⊤Z − σ2p+1I









Týmto problémom sa podrobneǰsie zaoberajú v [1].
Asymptotický rozptyl β̂ muśı byt’ vyšš́ı ako asymptotický rozptyl nekonzis-
tentného odhadu β′ metódy LS určený
cov(β′) = σ2(Z⊤Z)−1. (3.28)
V čiastočnom EIV modeli (3.1), kde M = σ2(I + ββ⊤)−1, sú
√
n(β̂ − β),











] a [1,X]⊤[1,X]− nσ2[0 0
0 I
] pri použit́ı rovnost́ı (3.26) a (3.27), ktoré sú
zjednodušeńım predpokladu (E).
Kovariančná matica odhadu β̂ je väčšia (v zmysle definitnosti) ako kova-
riančná matica odhadu β′, čo vid́ıme z rovnost́ı (3.26) a (3.28).
3.7 Praktická závažnost’
Zhodnotili sme kvalitu odhadovania parametrov v EIV modeli tým, že sme ukázali
a overili asymptotické vlastnosti tohto modelu. Model je platný pre vel’ké testové
modely, kde je potrebné moderovanie vel’kosti vzoriek. Podl’a experimentálnej si-
mulácie Van Huffela a Vandewalle sa zistilo, že momenty asymptotických rozde-
leńı LS odhadu sú vhodnou aproximáciou pre konečnú vzorku momentov simulácíı
(minimálne pre 20 pozorovańı).
Takisto sa simuláciou ukázalo, že konzistenčné vlastnosti TLS riešenia mode-
rujú dostatočne vhodne vel’ké testové vzorky. Budeme porovnávat’ presnost’ TLS
a LS riešenia s ohl’adom na ich vychýlenie, rozptyl a MSE.
MSE(β̂) = E((β̂ − β)⊤(β̂ − β)) (3.29)
MSE(β̂) = E((β̂ −E(β̂)⊤(β̂ −E(β̂))) + (E(β̂)− β)⊤E(β̂ − β)
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MSE(β̂) = rozptyl(β̂) + vychýlenie2(β̂) (3.30)
Porovnáme si metódy LS a TLS pri rastúcom stupni predeterminácie:
Z dôvodov asymptotickej nestrannosti TLS, pri klesajúcom n vychýlenie TLS
je menšie ako LS. S rastúcim n tento rozdiel narastá.
Rozptyl TLS je väčš́ı ako LS aj pri rastúcej hodnote n.
MSE kombinuje efekt vychýlenia a variability, ako vid́ıme aj v rovnosti (3.30).
Pri nižšej hodnote n je hodnota vychýlenia tiež nižšia a je nižšia aj ako hodnota
rozptylu. V porovnańı rozptylov TLS a LS je ten prvý väčš́ı, ale stále zostávajú
metódy za týchto okolnost́ı porovnatel’né. Zvyšujúcou sa hodnotou n sa rozdiely
v MSE zvyšujú v prospech TLS. TLS sa opät’ ukázala ako presneǰsia, pri zvýšenej
predeterminácii je hodnota MSE pre TLS nižšia ako pre LS.
Kvôli menšiemu MSE môžeme povedat’, že TLS dáva lepš́ı odhad skutočného
parametra β ako metóda LS v EIV modeli. Pre menšie vzorky rozdiel v riešeniach
LS a TLS nie je vel’ký. TLS má v tomto pŕıpade väčš́ı rozptyl, ale pri zvyšujúcom
sa n je presnost’ TLS vyššia ako pri LS. Výraznost’ presnosti rozdielu TLS a LS
v EIV modeloch je väčšia pri odhadovańı parametru β.
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4. Simulácie
Budeme porovnávat’ presnost’ metód LS a TLS simulovańım MSE a pozoro-
vańım jeho hodnôt pre obe metódy. Sledujeme ako sa meńı hodnota s rastúcim
počtom pozorovańı, taktiež nás budú zauj́ımat’ hodnoty MSE pre rôzne roz-
delenia chýb a rôzne hodnoty β pre p = 1, pre viac druhov rozptylov chýb
[Θi, εi], i = 1, ..., n. Vyberieme vhodný model Zi, i = 1, ..., n, ktorý bude sṕlnat’
podmienku (3.10). Vol’bou rôznych modelov Zi, rôznych rozdeleńı chýb a tiež β,
chceme ukázat’ hodnoty MSE za čo najrôzneǰśıch podmienok. Ďalej vypoč́ıtame
dvojicu [Xi, Yi], i = 1, ..., n a odhad β metódou LS a metódou TLS. MSE vy-











kde β̂ znač́ı odhad β a vychýlenie (bias) nahrad́ıme jeho odhadom, ktorý źıskame
z rozdielu nášho zvoleného β a odhadu strednej hodnoty β




Zam, ktoré znač́ı počet simulácíı, si zvoĺıme hodnotu 100, pretože je to dostatočne
vel’ká vzorka pre naše zvolené n, čo budú hodnoty 5, 10, 25, 40 a 100.
4.1 Chyby s normálnym rozdeleńım
Budeme simulovat’ hodnoty MSE s rôznymi hodnotami β = 0.1, 1, 10 a so




Θ chýb s hodnotou 0.01
s normálnym rozdeleńı, s modelmi Zi =
√
1/2 + (−1)i/i a Zi =
√
1− 1/i v
závislosti na rastúcej hodnote n. Za n dosadzujeme hodnoty 5 ,10, 25, 40 a 100.
Metódu LS znač́ıme červenou a metódu TLS modrou farbou.








Obr. 4.1: β = 1,Zi =
√
1/2 + (−1)i/i




















Obr. 4.3: β = 0.1,Zi =
√
1/2 + (−1)i/i







Obr. 4.4: β = 1,Zi =
√
1− 1/i







Obr. 4.5: β = 10,Zi =
√
1− 1/i







Obr. 4.6: β = 0.1,Zi =
√
1− 1/i
Pre prvý model vo všetkých pŕıpadoch hodnoty MSE s rastúcim n klesajú.
Pre β = 1 pri nižš́ıch hodnotách n je MSE pre TLS nižšie. Pre ostatné hodnoty
β sú hodnoty MSE nie vždy pre metódu TLS nižšie. Prevažne sú hodnoty MSE
pre TLS metódu nižšie ako pre LS. Pre vyššie hodnoty n sa ĺı̌sia minimálne.
V pŕıpade druhého modelu Zi budú hodnoty MSE pre obe metódy podobné.
Ĺı̌sit’ sa budú pre menšie hodnoty n.
Pre oba modely pre β = 10 sú hodnoty MSE výrazne vyššie.
V pŕıpade, že zmeńıme hodnoty rozptylov σΘ a σǫ na 0.001, pre oba spomı́nané
modely Zi.








Obr. 4.7: Zi =
√
1/2 + (−1)i/i, β = 1








Obr. 4.8: Zi =
√
1/2 + (−1)i/i, β = 10
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Obr. 4.9: Zi =
√
1/2 + (−1)i/i, β = 0.1







Obr. 4.10: Zi =
√
1− 1/i, β = 1







Obr. 4.11: Zi =
√
1− 1/i, β = 10










Obr. 4.12: Zi =
√
1− 1/i, β = 0.1
Pre model Zi =
√
1/2 + (−1)i/i sú hodnoty MSE pre metódu TLS nižšie ako
pre LS, pre vyššie hodnoty n sa rozdiel zmenšuje.
Pri modely Zi =
√
1− 1/i pre vyššie hodnoty n sa hodnoty MSE pre obe
metódy výrazne neĺı̌sia. Pre ńızke hodnoty n, pre hodnoty β 10 a 1 sú hodnoty
vyššie pre metódu LS.
V oboch pŕıpadoch modelov pre β = 10 sú hodnoty MSE výrazne vyššie a
v porovnańı s predošlými simuláciami, kde sme mali rozptyly chýb s hodnotou
0.01, sú hodnoty MSE nižšie približne o dve desatinné miesta.
4.2 Chyby s centrovaným gamma rozdeleńım
Pri simulovańı chýb s gamma rozdeleńım nemôžeme použit’ za strednú hodnotu 0.
Stredná hodnota gamma rozdelenia muśı byt’ kladná. Muśıme toto rozdelenie po-
sunút’. Posunuté rozdelenie nazývame centrovaným gamma rozdeleńım. Najprv si
vygenerejume chyby s gamma rozdeleńım s l’ubovolnou strednou hodnotou (na-
pr. 0.1) a rozptylom v našom pŕıpade s hodnotami 0.01 a 0.001 a od týchto
hodnôt odč́ıtame strednú hodnotu s rovnakou strednou hodnotou a rozptylom a
tak dostaneme centrované gamma rozdelenie.
Ďalej budeme simulovat’ dáta s chybami s centrovaným gamma rozdeleńım a
s rozptylmi s hodnotou 0.01.
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Obr. 4.13: Zi =
√
1/2 + (−1)i/i, β = 1










Obr. 4.14: Zi =
√
1/2 + (−1)i/i, β = 10







Obr. 4.15: Zi =
√
1/2 + (−1)i/i, β = 0.1









Obr. 4.16: Zi =
√
1− 1/i, β = 1







Obr. 4.17: Zi =
√
1− 1/i, β = 10







Obr. 4.18: Zi =
√
1− 1/i, β = 0.1
Hodnoty MSE pre prvý model Zi budú v pŕıpade β = 1 pre nižšie hodnoty
n pre TLS metódu nižšie, čo sa s rastúcim n obráti a budú nižšie hodnoty pre
LS. V pŕıpade β = 10 vo vyšš́ıch hodnotách n bude MSE len o málo nižšie pre
metódu LS. Jedine pre β = 0.1 sú hodnoty MSE pre TLS pre vyššie n nižšie.
Pre druhý Zi model pre ńızke hodnoty n budú hodnoty MSE nižšie so zvyšujúcou
sa hodnotou n rozdiel medzi týmito hodnotami bude vel’mi malý.
Ak zmeńıme hodnoty rozptylov na 0.001, závislost’ MSE na n bude vyzerat’
nasledovne.
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Obr. 4.19: Zi =
√
1/2 + (−1)i/i, β = 1









Obr. 4.20: Zi =
√
1/2 + (−1)i/i, β = 10







Obr. 4.21: Zi =
√
1/2 + (−1)i/i, β = 0.1







Obr. 4.22: Zi =
√
1− 1/i, β = 1










Obr. 4.23: Zi =
√
1− 1/i, β = 10







Obr. 4.24: Zi =
√
1− 1/i, β = 0.1
V pŕıpade prvého spomı́naného modelu, sú hodnoty MSE nižšie pre metódu
TLS, rozdiel sa zo zvyšujúcim n minimalizuje. Jedine v pŕıpade β = 0.1 pre malé
n je hodnota MSE pre LS nižšia.
Pre druhý model sú pre malé hodnoty n nižšie hodnoty MSE pre metódu TLS,
pri vyšš́ıch hodnotách n je rozdiel medzi hodnotami MSE oboch metód malý.
Hodnoty MSE s chybami s centrovańım gamma rozdeleńım pre β = 10 sú
výrazne nižšie. Hodnoty MSE s rozptylmi chýb 0.01 sú vyššie ako tie s 0.001.
4.3 Vychýlenie a rozptyl
Pre niektoré pŕıpady ukážeme zvlášt’ hodnoty vychýlenia a rozptylu odhadov, pre
metódu LS aj TLS.
V pŕıpade chyby s normálnym rozdeleńım, s rozptylmi s hodnotou 0.01 a pre
β = 10 a Zi =
√
1/2 + (−1)i/i vyzerá nasledovne:
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Na obrázku vid́ıme, že hodnoty rozptylu sú vyššie približne o jedno desatinné
miesto v porovnańı s vychýleńım. Obe hodnoty sú nižšie prevažne pre metódu
TLS, výrazneǰsie pri vyšš́ıch hodnotách n.
Ak zmeńıme model Zi =
√
1− 1/i a β = 1, potom bude vychýlenie a rozptyl
vyzerat’ nasledovne:


















Hodnoty vychýlenia sú výrazne nižšie najmä pre väčšie hodnoty n. Pre obe
metódy sa hodnoty výrazneǰsie ĺı̌sia pre nižšie hodnoty n.
Vychýlenie a rozptyl pre chyby s normálnym rozdeleńım s rozptylmi 0.001 a
s modelom Zi =
√
1/2 + (−1)i/i a β = 0.1 vyzerá:
















Pre metódu TLS je vychýlenie výrazne vyššie pre malé n a vyššie pre vel’ké
n. Rozptyl je prevažne nižš́ı pre TLS.
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Pre rozdelenie chýb s centrovaným gamma rozdeleńım s rozptylmi 0.01 s mo-
delom Zi =
√
1− 1/i a β = 0.1 vychýlenie a rozptyl vyzerajú nasledovne:
















V tomto pŕıpade je rozdiel hodnôt vychýlenia a rozptylu ešte výrazneǰśı, pre
TLS metódu pre malé n majú pre vychýlenie aj rozptyl nižšiu hodnotu ako pre
LS metódu a to isté bude platit’ aj v pŕıpade ak zmeńıme hodnotu rozptylov chýb
na 0.001 a model bude Zi =
√
1/2 + (−1)i/i a β = 10.



















4.4 Závislost’ MSE, vychýlenia a rozptylu na σ2ε =
σ2Θ
Doteraz sme sledovali MSE, vychýlenie aj rozptyl v závislosti na počte pozoro-
vańı n, teraz budeme sledovat’ ich závislost’ na vel’kosti rozptylov chýb σ2ε a σ
2
Θ,
kde σ2ε = σ
2
Θ. Za tieto rozptyly budeme dosádzat’ hodnoty 0.01, 0.001, 0.0001 a
0.00001.
Zoberieme si chyby s centrovaným gamma rozdeleńım a s hodnotou rozptylov
chýb 0.01, s modelom Zi =
√
1/2 + (−1)i/i, s β =, pre n = 25. Závislot’ bude
vyzerat’ nasledovne:
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Obr. 4.35: MSE v závislosti na σ2ε = σ
2
Θ
Zo zvyšujúcou sa hodnotou rozptylu odhadov je rozdiel medzi hodnotami MSE
väčš́ı, nižš́ı pre metódu TLS, pre malé royptyly je rozdiel vel’mi malý.











Obr. 4.36: vychýlenie v závislosti na σ2ε = σ
2
Θ









Obr. 4.37: rozptyl v závislosti na σ2ε = σ
2
Θ
Vychýlenie je pre TLS metódu nižšie, ale pri malých rozptyloch chýb je rozdiel
malý, to isté plat́ı aj pre rozptyly odhadov, len je rozdiel menej výrazný. Hodnoty
vychýleńı sú omnoho menšie ako rozptylu odhadov, rádovo o 10−3.
4.5 Zhrnutie
Pri porovnańı presnosti oboch metód vid́ıme, že metóda TLS je presneǰsia, pretože
hodnoty MSE boli prevažne nižšie ako u metódy LS. V ojedinelých pŕıpadoch to
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bolo opačne. S rastúcou hodnotou n sme si všimli, že rozdiely v hodnotách MSE
medzi oboma metódami boli minimálne, výrazne rozdielne hodnoty sme mali
len pri malých hodnotách n. Z Obrázku 4.36 je viditel’né, že pri vyššej hodnote
rozptylu chýb je v tomto pŕıpade hodnota MSE pre metódu TLS nižšia a pre
malé hodnoty rozptylov chýb je rozdiel vel’mi malý. Tak isto sme si všimli, že
vel’kost’ β tiež ovplyvňuje hodnoty MSE, č́ım je β vyššie tým je vyššia aj hodnota
MSE. Hodnoty vychýlenia sú výrazne nižšie ako hodnoty rozptylu odhadov a pri
vychýleńı je rozdiel medzi jednotlivými metódami výrazneǰśı (nie väčš́ı, výrazneǰśı
vzhl’adom na nižšie hodnoty vychýlenia) ako u rozptylu odhadov najmä pre malé
hodnoty n. V závislosti vychýlenia a rozptylu odhadov na rozptyloch chýb vid́ıme,




Práca predstavila EIV model a spôsoby odhadovania parametrov LS a TLS. Pod-
robneǰsie sme sa zaoberali metódou TLS, ktorá berie do úvahy aj chyby v regre-
soroch. Dôkladne boli rozobrané štatistické vlastnosti odhadov a štruktúra chyby.
Pri sledovańı simulácíı strednej kvadratickej odchýlky sme zhodnotili kvalitu od-
hadu. Na základe simulovaných dát sme porovnali metódy LS a TLS.
V praktickej časti je porovnaná presnost’ metód LS a TLS. Pokúsili sme sa
simulovat’ rôzne možné dáta. Z toho dôvodu sme volili viac typov rozdelenia
chýb, rôzne hodnoty parametrov β a modelov Zi. Ukázalo sa, že TLS pŕıstup je
ten presneǰśı. Usúdili sme tak na základe pozorovańı hodnôt strednej kvadratickej
odchýlky, ktorá bola prevažne nižšia pre metódu TLS. Rozdiel v hodnotách MSE
bol výrazný pri menš́ıch hodnotách n. Hodnoty strednej kvadratickej odchýlky
pre obe metódy sme znázornili graficky v závislosti na počte pozorovańı a v závere
aj v závislosti na rozptyle chýb. V ojedinelých pŕıpadoch boli hodnoty MSE pre
metódu LS nižšie. Zo závislosti MSE na rozptyle chýb bolo viditel’né, že s rastúcim
rozptylom rastie aj MSE. Pozorovańım zvlášt’ rozptylu odhadov a vychýlenia sa
ukázalo, že obe hodnoty v závislosti na n a tiež na rozptyle chýb sú prevažne
nižšie pre metódu TLS.
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