Abstract. We investigate heat-diffusion and Poisson integrals associated with Laguerre and special Hermite expansions on weighted L p spaces with A p weights. In this paper we consider expansions with respect to special Hermite functions and two different systems of Laguerre functions. We define (pointwise) corresponding heat-diffusion and Poisson integrals in weighted L p setting with weights from Muckenhoupt's A p class, 1 ≤ p < ∞. Then we investigate their smoothness, boundary behavior and mapping properties. In particular we show that the associated maximal operators are dominated, up to a constant, by the Hardy-Littlewood maximal function or by the strong maximal function. We follow closely the technique used in [StTo] for ordinary multi-dimensional Hermite expansions and the corresponding integrals.
1. Introduction. Heat-diffusion and Poisson integrals for Laguerre polynomial expansions were first studied by Muckenhoupt [Mu1] . Then Stempak [St] , motivated by Muckenhoupt's paper, considered one-dimensional Laguerre expansions with respect to different systems of Laguerre functions. Multi-dimensional Hermite function expansions in weighted L p setting have recently been considered by Stempak and Torrea [StTo] . Our aim is to go further and discuss multi-dimensional Laguerre and special Hermite function expansions in weighted L p setting. We note that some aspects of weighted L p theory for special Hermite and certain one-dimensional Laguerre expansions have been recently treated also by Kerman and Thangavelu [KeTh] .
In this paper we consider expansions with respect to special Hermite functions and two different systems of Laguerre functions. We define (pointwise) corresponding heat-diffusion and Poisson integrals in weighted L p setting with weights from Muckenhoupt's A p class, 1 ≤ p < ∞. Then we investigate their smoothness, boundary behavior and mapping properties. In particular we show that the associated maximal operators are dominated, up to a constant, by the Hardy-Littlewood maximal function or by the strong maximal function. We follow closely the technique used in [StTo] for ordinary multi-dimensional Hermite expansions and the corresponding integrals.
The paper is organized as follows. Section 2 contains some basic facts and notation needed in what follows. In Sections 3, 4 and 5 we treat in order special Hermite expansions, Laguerre expansions based on the system { α k }, and Laguerre expansions with respect to the system {ϕ α k }. Main results of these sections are contained in Theorems 3.10, 4.6 and 5.5. Finally, in Section 6 we give some remarks on the connection between the Hermite and Laguerre cases, including an extension of the transference studied in [Di] and [GIT] .
Preliminaries.
Throughout the paper we use standard notation. N = {0, 1, . . .} denotes the set of natural numbers, R, C real and complex numbers, respectively. Given x ∈ R n or x ∈ C n , we denote by |x| its Euclidean norm. For a multi-index α = (α 1 , . . . , α n ), |α| stands for its length, i.e. |α| =
, A p are defined in a standard manner and will consist of functions defined on C n or R d + = (0, ∞) d . For p ∈ [1, ∞) the norm in the weighted space L p (ω) is denoted by · L p (ω) . If ω ≡ 1 the notation is simplified to · p . We write p for the conjugate of p (i.e. 1/p + 1/p = 1).
We adopt the convention that constants may change their value from one use to the next. The notation c = c (α, β, γ) means that c is a constant depending only on α, β, γ. Constants are always strictly positive and finite.
Given α > −1, the one-dimensional Laguerre polynomials of type α are
Note that each L α k is a polynomial of degree k. Given a multi-index α = (α 1 , . . . , α d ), α ∈ (−1, ∞) d , the d-dimensional Laguerre polynomials of type α are tensor products of the one-dimensional Laguerre polynomials, i.e.
Similarly, multi-dimensional Hermite polynomials H k , k ∈ N d , are tensor products of one-dimensional Hermite polynomials defined by
The Hermite functions h k in R d are given by
3. Special Hermite expansions. In this section we study heat-diffusion and Poisson semigroups associated with the special Hermite operator ∆, usually called the twisted Laplacian. The operator ∆ is closely related to the sublaplacian on the Heisenberg group H n , and special Hermite expansions play an important role in a better understanding of some problems on H n (see [Th2] ).
Let n ≥ 1 and (x, y) ∈ R n × R n C n . Then we have
where
∂ 2 y j are the standard Laplacians on R n . The set of eigenfunctions of this operator contains special Hermite functions Φ α,β (α, β ∈ N n ). These form a complete orthonormal system in L 2 (C n ) and are given by the following Fourier-Wigner transform of the usual Hermite functions h α and h β :
The spectrum of ∆ is discrete and equals {2k + n : k ∈ N}. Since we have ∆Φ α,β = (2|β| + n)Φ α,β , the eigenspace corresponding to the eigenvalue 2k+n is infinite-dimensional and spanned by {Φ α,
is convergent in L 2 (C n ) and is called the special Hermite expansion of f . Denote by Q k the spectral projection operator on the eigenspace corresponding to the kth eigenvalue 2k + n. Then the series (1) may be written in a compact form
The spectral projections Q k are then expressed as
being the Laguerre functions defined by
is an eigenfunction of ∆ that corresponds to the eigenvalue 2k +n and {φ
For all of the above and further facts regarding special Hermite expansions the reader is referred to the book of Thangavelu [Th1] .
Let m ≥ 1 and define
We will make use of the estimate
which is a consequence of estimates for Laguerre functions due to Askey and Wainger [AW] , compiled by Muckenhoupt [Mu2] . Here c and γ are independent of k ∈ N and z ∈ C n . A direct calculation using (2) shows that
This estimate may be generalized by adding a proper weight to the L p norm. In fact, we have the following 6(2k+n) and Γ 2 = C n \ Γ 1 . We decompose Γ 2 into disjoint "rings":
Now, to estimate LHS in (3) we split the integration over C n into integration over Γ 1 and over each of Γ m 2 . By (2) and (4) we obtain
and
In what follows we will make use of the following lemma (cf. [S, p. 198] ).
is radial , and (radially) decreasing, with
with A independent of ε and Ψ . Moreover , A depends on ω only through the A p norm of ω.
Remark 3.3. Denote by R the class of functions Ψ satisfying the assumptions of Lemma 3.2 (notice that if Ψ belongs to R then so does Ψ ε ). Then
where M denotes the (centered) Hardy-Littlewood maximal function in R 2n C n . See [S] for details.
Now we are in a position to estimate weighted L p norms of Q k f .
with c independent of k ∈ N.
Proof. Observe that by (2),
and notice that ϑ n−1 k is radial and (radially) decreasing. Thus Lemma 3.2 may be applied to the function ϑ
For the last inequality see the proof of Proposition 3.1.
Our next objective is to obtain a pointwise estimate of Q k f .
Proof. Without loss of generality we assume f ≥ 0. For a function v on C n we define
As in the proof of Lemma 3.4 we have
To handle the integral above observe that
Consider the case 1 < p < ∞. By Hölder's inequality we obtain [D] ), similarly to the proof of Proposition 3.1 we get
and so the assertion of the lemma is justified for p > 1. 
and therefore ess sup
The conclusion follows.
Remark 3.6. Let f, p and ω be as in Lemma 3.5 and let M ≥ 0, m ≥ 1. Then, by the above proof and the estimate (2),
with c independent of k. We will make use of this fact in what follows.
Lemma 3.7. Let 1 ≤ p < ∞ and ω ∈ A p . The subspace generated by
Proof. According to Thangavelu [Th2, Theorem 1.4.4] , the finite linear combinations of Φ α,β are dense in the Schwartz class S(C n ). Thus the density in C 0 follows immediately. To prove the density in L p (ω) we observe that by (4) and the dominated convergence theorem it follows that the convergence in S(C n ) implies the convergence in L p (ω), and hence functions from
Proof. If p = 1 Lemma 3.7 gives f, g = 0 for each g ∈ C 0 (C n ) and the conclusion follows. If 1 < p < ∞ then, again by Lemma 3.7, we get
Note that the above series converges pointwise by Lemma 3.5 and in L p (ω) by Lemma 3.4. We may express g(t, z) as a twisted convolution with a kernel G t by writing
Interchanging the order of summation and integration is justified by Remark 3.6 since
Using the generating formula [L, (4.17. 3)] we get
Proof. Let E be a compact subset of C n . Then sup z∈E |Q k f (z)| grows polynomially in k by Lemma 3.5. Therefore we may differentiate term by term with respect to t the series defining g (t, z) . We obtain
RHS being continuous in (t, z) since each Q k (z) is a continuous function of z and the series is convergent almost uniformly in (t, z).
For z ∈ C n we write z = x + iy, x, y ∈ R n . To prove the smoothness of (6) in z we first focus on
We claim that the differentiation may be taken under the integral sign. Define
Observe that
where P ν are polynomials on C n × C n . Fix z ∈ C n and set e 1 = (1, 0, . . . , 0) ∈ R n . For −1 < ε < 1, by the mean value theorem we have
for some θ ∈ (−1, 1). In view of (7) the function
is bounded and rapidly decreasing. Moreover, (4) implies Υ * (z, ·) ∈ L p (ω −p /p ) and therefore integrability of Υ * (z, u)|f (u)| is justified by Hölder's inequality. Hence the dominated convergence theorem may be applied and we obtain
Our claim follows by repeating the above arguments for the remaining partial derivatives. Now our aim is to show that the series
is almost uniformly convergent. Since each term is a continuous function this will finish the proof of smoothness of g(t, z) (the continuity in z of each term is checked by the mean value theorem, (7) and the dominated convergence theorem).
We have ( [L, (4.18.6 
with c independent of k ∈ N and the convention that φ
Hence sup z∈E |∂ α x ∂ β y Q k f (z)| grows polynomially in k and the almost uniform convergence of (8) is justified.
To verify the heat equation (5) we differentiate term by term the series defining g(t, z) and use the fact that L
The computation makes no difficulties and is omitted.
z), is a strongly continuous and uniformly bounded semigroup of operators on L p (ω).
Proof. Observe that
assertions (a) and (b) follow from Lemma 3.2 and Remark 3.3. Items (c) and (d) are justified by standard arguments with the aid of (a), (b) and Lemma 3.7.
The semigroup property of {T t } t>0 is easily verified for f ∈ lin{Φ α,β }; hence it holds for any f ∈ L p (ω) in view of Lemma 3.7 and (b). Strong continuity follows by standard arguments, similarly to (c).
We now pass to Poisson integrals.
The above series converges pointwise by Lemma 3.5 and in L p (ω) by Lemma 3.4. Using the well known formula
we express f (t, z) as the twisted convolution with a kernel P t :
Interchanging the order of summation and integration is justified by Fubini's theorem since, by Remark 3.6,
Note that by (11) we obtain the following subordination formula:
Proof. The proof is very similar to that of Proposition 3.9. We omit the details.
Moreover , the family {P t } t>0 , P t f (z) = f (t, z), is a strongly continuous and uniformly bounded semigroup of operators on L p (ω).
Proof. Using the subordination formula (12) and (a) of Theorem 3.10 we get
and so (a) follows. To prove (b) we apply Minkowski's integral inequality and Theorem 3.10(b) to obtain
The rest of the proof is analogous to the proof of Theorem 3.10.
Remark 3.13. Theorem 3.10 shows that the condition ω ∈ A p is suf-
. However, it is not necessary. For 1 < p < ∞ it was proved in [KeTh] that a certain local A p condition is both necessary and sufficient for the above weighted norm inequality to hold. Some results of this type were also obtained in the case of the one-dimensional system of Laguerre functions defined in Remark 6.8 below.
Remark 3.14. Most of the results of this section are valid for the space L ∞ (C n ). More precisely, Proposition 3.1, Lemma 3.4 (and so Lemma 3.5), Proposition 3.9 and Proposition 3.11 remain valid if we replace L p (ω) by L ∞ . Moreover, Theorem 3.10 and Theorem 3.12, except (c) and (d), also remain valid with L ∞ replacing L p (ω). Concerning (c) and (d), we have
Remark 3.15. If 1 ≤ p ≤ ∞ and f ∈ L p (C n ) (the case ω ≡ 1) then Theorem 3.10(b) and Theorem 3.12(b) hold with C = 1. In particular this means that {T t } and {P t } are semigroups of contractions on L p (C n ), 1 ≤ p ≤ ∞.
Laguerre expansions; system
are the one-dimensional Laguerre functions given by
Each α k is an eigenfunction of the differential operator
The following estimate of α k is crucial for further considerations:
Here c and γ are independent of k and x. The estimate (13) is a consequence of Muckenhoupt's generalization [Mu2] of the classical estimates due to Askey and Wainger [AW] . 
Indeed, if 1 < p < ∞ and r ≥ 1 then, by Hölder's inequality and the A α p condition,
If p = 1 then the A α 1 condition (15) gives
Since µ α (Q r ) = cr d+|α| the inequality in (16) follows.
. . , d}} is a decomposition of R d + into 2 d disjoint subsets. Therefore, to finish the proof it is sufficient to obtain a proper estimate of
If S = ∅ then by (13) and (16) we have
α dp/2
α dp/2 (λ * ) (d+|α|)p ≤ c(2|k| + α + 1) (1+3 α /2)dp . (S, m) , m ∈ N, defined as follows:
Now, using (13) and (16) we obtain
)dp .
Proof. For 1 < p < ∞ Hölder's inequality implies
and since ω −p /p ∈ A α p , Lemma 4.1 gives (17). The case p = 1 is less straightforward. We use the notation from the proof of Lemma 4.1. We have
If S = ∅ then by the A α 1 condition, (13) and (16) we obtain ess sup
ess sup
If S = ∅ we use again the A α 1 condition, (13) and (16) to get ess sup
The proof is finished.
We will show that there exists a subsequence of
, there exists a subsequence S N k f convergent to f µ α -a.e. and thus S N k f → f a.e. Next, observe that by the symmetry of −L we have, for m ∈ N,
hence, by the Schwarz inequality,
Therefore, for 1 < p < ∞, by Hölder's inequality we get
Now, Lemma 4.1 implies, for m sufficiently large, We pass to the case of
e., the proof is finished once we show that S N f is uniformly fundamental.
Let 1 ≤ N < M . By (13), (18) and the Schwarz inequality we obtain
The last expression tends to 0 as N, M → ∞, if only m is chosen sufficiently large.
Proof. Apply the arguments from the proof of Corollary 3.8.
The above series converges, since by (13) and Lemma 4.2,
To obtain an integral form of g α (t, x) we write
Interchanging the order of summation and integration is easily justified by (13) and Lemma 4.2 (see (21)). The kernel G α t (x, y) may be computed explicitly since a proper generating formula is available [L, (4.17.6) ]. The result is
, where x, y ∈ R d + and I a (s) = i −a J a (is) is the Bessel function of an imaginary argument (cf. [L] ). In particular, it follows that G α t (x, y) is positive on
| grows polynomially in n, uniformly with respect to x (see (21)), we may differentiate in t term by term the series defining g α (t, x). The result is
RHS being continuous since the series converges almost uniformly in (t, x). Using the formula (cf. [L, (4.18.6 
together with (13) we obtain
| grows polynomially in n, uniformly with respect to x. Therefore we may differentiate in x j term by term the series in (23), the result being a continuous function since the convergence is almost uniform in (t, x). The same arguments apply to higher derivatives, so g α (t, x) is smooth on R + × R d + . The heat equation (22) is easily verified by differentiating term by term the series of g α (t, x).
where H is the family of all "rectangles" in R d + with sides parallel to the coordinate axes.
For 
. This seems to be well known and follows by an adaptation of the proof for the Lebesgue measure case, which may be found for instance in [GR] .
, is a strongly continuous and uniformly bounded semigroup of operators on L p (ωdµ α ).
To prove the theorem we will need a multi-dimensional analogue of a result used by Muckenhoupt. The proof is a straightforward modification of that in [Mu1] and therefore is omitted.
Lemma 4.7. Let µ be a positive, absolutely continuous measure on Proof of Theorem 4.6. We have
Thus by Lemma 4.7,
and hence (a) and (b) follow. (c) and (d) are justified by standard arguments with the aid of (a), (b) and Lemma 4.3.
The semigroup property is easily verified to hold for any α k ; hence by (b) and Lemma 4.3 it holds for all f ∈ L p (ωdµ α ). Strong continuity follows by standard reasoning, similarly to (c). 
Corollary 4.9. Let 1 ≤ p < ∞ and ω ∈ A α p . The family {T α t } t>0 is a strongly continuous semigroup of operators on L p (ωdµ α ) (note that the continuity at 0 + is not postulated here).
We now pass to Poisson integrals. Let 1 ≤ p < ∞ and ω
The above series converges (see (21)). Using (10) we obtain an integral form of f α (t, x):
We also have the subordination formula
Interchanging the order of integration and summation above is justified by (13) and Lemma 4.2.
Proof. Apply the arguments from the proof of Proposition 4.5. 
. This shows (a) and (b). The rest of the proof is similar to the proof of Theorem 4.6. 
+ , dµ α ) (the case ω ≡ 1) then Theorem 4.6(b) holds with the coefficient C exp(−t(|α| + d)/2) replaced by (cosh(t/2)) −(|α|+d) (cf. computations in [St] ) and Theorem 4.11(b) holds with C dropped. This means, in particular, that {T α t } t>0 and {P α t } t>0 are semigroups of contractions on
Note also that the above together with Lemma 4.3 implies L p convergence (part (c) in both theorems) for f ∈ L p (dµ α ), 1 ≤ p < ∞, which for p = 1 could not be concluded earlier. 
Laguerre expansions; system {ϕ
Note that only for
Each ϕ α k is an eigenfunction of the differential operator
the corresponding eigenvalue being −(4|k| + 2|α| + 2d). The operator −L is positive and symmetric in L 2 (R d + , dx). Furthermore, the system {ϕ α k : k ∈ N d } is an orthonormal basis in L 2 (R d + , dx). The following estimate of ϕ α k is essential for our considerations: Here c and γ are independent of k and x. Similarly to (13), the above estimate follows by Muckenhoupt's generalization of the estimates proved by Askey and Wainger. In this section we denote by A p = A p (R d + , dx), 1 ≤ p < ∞, the class of A p weights on R d + with respect to the Lebesgue measure dx. Let 1 ≤ p < ∞ and ω ∈ A p . The lemmas below are analogues of Lemmas 4.1-4.3. Their proofs are almost the same as for the system { α k }, the only essential difference being the estimate for Laguerre functions (27).
Lemma 5.1. There exists a constant c independent of k ∈ N d such that
Moreover , the Fourier-Laguerre coefficients
with a constant C independent of k ∈ N d . The kernel G α t (x, y) may be computed by using the formula [L, (4.17.6) ] to be 
.
and they constitute an orthonormal basis in L 2 (R + , r 2α+1 dr). If f (z) = f (r), r = |z|, is a radial function on C n , then its special Hermite expansion reduces to the Laguerre expansion of f with respect to the system {ψ n−1 k } (see [Th2] for details). Using the results of Section 3 and the fact that if ω ∈ A p (R + , r 2n−1 dr) then ω(| · |) ∈ A p (C n ), which is justified similarly to (31), we obtain for {ψ n−1 k } conclusions analogous to those from Theorem 6.5.
Remark 6.9. To treat the system {ψ α k } also in higher dimensions and for all half-integer multi-indices α (i.e. such as in Theorem 6.5) one may use the transference from Hermite function expansions described in this section, but with the quadratic transformation (30) replaced by φ(x 1 , . . . , x d ) = (|x 1 |, . . . , |x d |). In particular an analogue of Theorem 6.5 follows.
Remark 6.10. Similar analysis to those from Sections 4 and 5 may be conducted for another Laguerre system {L α k :
and was investigated in the one-dimensional, unweighted case by Stempak [St] . The interested reader should have no difficulties in formulating and proving proper statements.
