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 0$# % 0は，大脳皮質における機能地図の形成
過程を説明する数理モデルとして提案された．同様の目的の下で様々なモデルが提案されて
いるが（例えば *
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,( % .から得られたベクトル ((個から成る．競合層ユニットの数は，図
4に示すように ( (の ((個とした．図 4中の数字はユニットの番号を表す．
参照ベクトルの初期値は，一様分布 / ,(++ % (+++.から得られた値を用いて決定した．学習
回数は，(((個の入力ベクトル全てを 度ずつ提示することを学習の単位とし，(((回と
した．学習係数と近傍範囲は，次式に従い，指数関数状に単調減少させた．
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はディケイレートを表す．式中の各パラメータを，( 5 (++   5
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定量的評価を与える ,+.．学習ベクトルに対する評価値の与え方を図 +に示す．図 +
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学習を行なった．競合層ユニットは (( ( ( 個で 次元に配置した．学習回数は，+((
個の入力ベクトル全てを 度ずつ提示することを学習の単位とし，(((回繰り返した．学
習係数と近傍範囲は，次式に従い，指数関数状に単調減少させた．
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及ぶ範囲を決定する係数である．7 (と 7 (は，それぞれ引力学習と斥力

























































手順  手順 から手順 は，& と を学習回数 に応じて単調減少させながら，
学習が収束するまで繰り返される．
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で 8 5 (+(+とした場合である．正の評価値を持つデータには参照ベクトルが配置された
まま，中間の参照ベクトルが負の評価値を持つデータから遠ざかっており，望ましい学習結
果であるといえる．9は従来手法で 8 5 (+とした場合であり，8 5 (+(+の場合より，
負の評価を持つデータから参照ベクトルが遠ざかっていることが確認できる．3は従来手

































































































































































構造を表している．従来手法%8 5 (+(の場合．4従来手法%8 5 (+(+の
場合．9従来手法%8 5 (+の場合．3従来手法%8 5 (++の場合．	提案











































































































































































v − I+ 2
U− = α exp(−



























































































































































































































































































































































































































図 'に，比較に使用したデータを示す．学習データ数は全 '点であり，そのうちの 点
だけが正の評価値  5 +(を持つものとし，残りの '点は全て負の評価値  5  +(を
持つものとする．図中，正の評価値を持つデータは	によって，負の評価値を持つデータ
はの記号によって表される．競合層の次元は 次元とし，参照ベクトル数は )として ((
回の学習を行った．









図 ' 一括学習の比較に用いた学習データ集合．	は 5 +(のデータを，
























































































　 提案手法 園尾らの手法 古川らの手法







　 提案手法 園尾らの手法 古川らの手法
安定性 学習初期に振動的な 不安定な挙動を示す 比較的安定した
挙動を示す場合があるが， 場合が多い 学習が可能．
安定性は高い．
学習時間 高速 やや遅い 高速
制定時間 )#	$# 制定時間 )#	$# 制定時間 '+#	$#
A1B 6	 )(6# A1B 6	 (6# A1B 6	 (6#
パラメータ調整 やや煩雑 容易 容易
　 自由度高
パラメータ数  ) (
直感的な理解 容易 やや難しい 難しい
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操舵角度 である 図  4
図 に，学習ベクトル獲得の過程を示す．はじめに，時刻 におけるトレーラ・トラッ




















制御戦略 から が満たされている場合 トレーラ・トラックは，距離 と角度 をトレー
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は，５つのラベル，>1: 1#  *	= : 	? >1 1#  *	= 6? >E" /$$8 6	=












別の例として，ルール > (  # 1   # 1 























































































































以下に，具体的な評価値の算出例を示す 時刻  におけるトレーラ・トラックの状態が
( 5 +(
Æ
  5  (+(
Æ







が，図 + に示されるように算出される 具体的な
値は，#
!"
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#$
( 5 +( 5 (+& #
$
 5  (+( 5 (++
#

 5  (+( 5 (+'+ #
$
 5  +( 5 (+& 
3 #



























(+& 7 (+ 7 (+






















ために， (- - - -

 5 (+(- (+(- (+(- (+(- +(となる学習ベクトルを，学習ベクトル集合
に ((個恣意的に追加した．学習回数は ((回 ユニットは 次元の競合層上で ++5+
個配置した．学習係数は，( 5 +(   5 (+( ( 5 (+   5 (+((+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後の参照ベクトルの分布等を考慮し，経験的に  5 と決定した．
  獲得した入出力関係
設計した制御器の入出力関係は 次元空間（入力 出力）で表されるので，直接可視化
することはできない．そこで，を(6 (6 (6 (6 (6の +点固定とし，残りの
入力 出力の関係について図  	に示した さらに，獲得した入出力関係の説明を
分かりやすくするために，図中 &に番号を付し，図 'にその状態を示す．









とを最優先で回避する操作を表している 制御戦略  一度トレーラ・トラックがジャック
ナイフ状態に陥ってしまうと，他の状態がどんなに良い値を示そうとも，再び制御可能な状
態に復帰することはできない．





























































































































































































近する必要があるので，正の操作量が与えられている．一方，図 	の 'は，図 





























数 と の比率を変えた つの制御器を設計した．制御器 は前節で設計したものと同一
の制御器である．すなわち，結果が最良となるようにパラメータ調整された制御器である
( 5 (+，  5 (+((+ 制御器 は，学習係数 以外は制御器 と同じ条件で構
成されている．以下に条件をまとめて示す．
+
 制御器  ( 5 (+，  5 (+((+
 制御器  (5((   5 (+( （斥力学習を行わない場合）
 制御器  (5(   5 (+(（若干強い斥力学習を行う場合）
 制御器  (5(   5 (+(+（極めて強い斥力学習を行う場合）
つの制御器を用いて，つの典型的な初期状態から制御を行った結果を図 )に示す 図
) では初期状態を，(5(Æ 5)(Æ 5(6とし，図 ) 4では(5(Æ 5&(Æ 5+6
とした すべての制御器が，最終的にトレーラ・トラックを  	 : 
	に追従させること
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図 ) 斥力学習の強度の違いによる制御結果の違い．初期状態を ( 5 (Æ
 5 )(










































































































図 ( 制御器 と制御器 における入出力関係の違い．  5 +(6の場













































初期状態は，図  に示す状態 ( 5 (Æ  5 )(Æ， 5 +(6 とした．ただし，撮影の視
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図 + 適応的学習を行う "ネットワークの構成．
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従来手法において，競合層を 次元および 次元にした場合の学習条件を表 +に，提案
手法における学習条件を表 +に示す．図 +に，従来手法で競合層を 次元・次元にし
'


































































































































































































































































































図 + 従来手法による学習結果．競合層を 次元とした場合．4競合層
を 次元とした場合．





























































































































































































  #	$ で生成した入出力ベクトル対の評価関数に対する満足度を算出する．
  #	$ で算出した満足度から式 +に従って学習必要性尺度を算出する．学
習必要性尺度に基づき，引力および斥力の学習係数，近傍範囲，出力に加える
ノイズの範囲を決定する．









































































































































































,  % .，1,  % .の範囲で得られるものとする．得られた学習
ベクトルの評価値は次式によって与えるものとする．









繰り返した場合の学習結果を示す．学習のパラメータは， 5 (+(+　 5 (+((+　  5 (++































































































































































































































































図 +) 従来の "ネットワークにおける適応アルゴリズムによる学習の様子．
&
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る．実際の入力ベクトル   5 ,. 
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.とすべての参照ベクトル（の入力次元部
分
 
の類似度は次式によって算出される．
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ここで 
 
は各参照ベクトルごとに定義されるファジィ類似度のパラメータを表す．パラメー
タ 
 
は，学習後の参照ベクトルの分布を考慮して，以下の式によって求める．
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ここで，
 
は，任意の参照ベクトル
 
から 番目に近い参照ベクトルを表す．
本論文中，第 章以降における実行モードは上記の手法を用いている．
