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Multiple Mellin-Barnes Integrals as Periods of Calabi-Yau Manifolds With Several Moduli M.Passare,
A.K.Tsikh, A.A.Cheshel We give a representation, in terms of iterated Mellin-Barnes integrals, of periods on
multi-moduli Calabi-Yau manifolds arising in superstring theory. Using this representation and the theory
of multidimensional residues, we present a method for analytic continuation of the fundamental period in
the form of Horn series.
Superstring vacua with (2; 2) worldsheet supersymmetry, and also Landau-Ginzburg vacua, are deter-
mined by the special geometry of the moduli spaces of Calabi-Yau manifolds and of the corresponding
orbifolds. Moreover, the deformation moduli of the complex structure and of the Kahler metric constitute
two sectors in the moduli space, and they are in a 1  1 correspondence with the 27 and 27 multibraids of
the matter elds, which are E
6
-charged in the low energy limit of the theory.
Thanks to the mirror symmetry for Calabi-Yau manifolds the sector of deformation moduli of the Kahler
metric is identied with the sector of deformation moduli of the complex structure on the corresponding
mirror manifold [1]. The dynamics of the matter elds in the low energy theory depends on the geometry
of the moduli space, and both the kinetic term and the Yukawa coupling constants are determined by a
holomophic object on the manifold M . This object is a holomorphic (3; 0)-form 
, or more precisely the
period vector of 











are basis cycles for the homology group. Mirror symmetry allows one to study the Yukawa eld
coupling constants as (2; 1)-forms on the manifoldM , by calculating the corresponding periods of (1; 1)-forms
on the mirror manifold W .
The idea of mirror symmetry in the theory of compactications of superstrings has been intensively
developed in the papers [1] - [11]. In particular, it has been eectively used in the study of periods on
Calabi-Yau manifolds.
For a wide class of Calabi-Yau hypersurfaces (of arbitrary dimension N 1) in weighted projective space,
the fundamental period of a holomorphic (N   1)-form 
 was computed in the paper [2]. Considered as a
function on the moduli space, this period is a hypergeometric function, in fact representable as a Horn series
(cf. Sect.1), which converges for large values of the distinguished modulus '
0
. Here arises the important
problem to analytically continue the period into the region where the values of the modulus '
0
are small,
because such an analytic continuation allows one to calculate also the remaining periods of the form 
. By
means of an articial method for iterated summation of Horn series, the analytic continuation was carried
out in [2], [3], [4] and [5], for some examples of hypersurfaces with two moduli.
In this paper we present a general method for analytic continuation of periods that depend on two or
more moduli. Our approach consists in rst representing the period as a multiple Mellin-Barnes integral
(cf. Sect.3). The Mellin-Barnes integral is then in its turn calculated in terms of a series of multidimensional
Grothendieck residues, and this latter computation is based on the method of separating cycles, which was
developed by one of the authors in [13] and [14].
The idea of this method is based on the observation that the plane of integration may be viewed as the
distinguished boundary (or edge) of many dierent polyhedra, and a choice of any such polyhedron that is
also compatible with the form 
 produces its own residue formula for the Mellin-Barnes integral. (See [15]
for the rst realization of this idea in terms of a multidimensional Jordan residue lemma.) In this way, the
dierent residue formulas provide an analytic continuation of the Mellin-Barnes integral (MB), and hence of
the original period. Our study of the period may be illustrated by the following 3-step scheme:
fperiodg ! fHornseriesg ! fMBintegralg ! fnewHornseriesg
In carrying out the second and third steps of the scheme we use the simple language of combinatorial
geometry, related to the mutual positions of the polar hyperplanes of those gamma-functions that occur in
the construction of the Horn series and of the Mellin-Barnes integrals.
1. Periods on Calabi-Yau hypersurfaces in weighted projective spaces
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where  is any non-zero complex number. It is the quotient space C
N+1
= , with respect to this equivalence
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. A hypersurface in weighted projective space P
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k





of a weighted-homogeneous polynomial (or superpotential) P
0










































. We shall be interested





should have no common zeros in C
N+1








to hold, that is, the degree of the hypersurface should coincide with the sum of the components of the weight
k. Condition (1.2) guarantees that the hypersurface (1.1) is a Calabi-Yau manifold: The rst Chern class
of M is trivial, and M admits no non-trivial holomorphic dierential forms of degree p = 1; 2; : : : ; N   2.




























and the monomials x

;  2 B, that are added to P
0
(x), are chosen




g provide a parametrization of the complex structures of the





called the moduli space. In the description of the indicated complex structures, a crucial role is played by
the holomorphic dierential (N   1)-form












along which the meromorphic form =P
'
(x) has a pole [12]. In order that the quotient =P
'
(x), which is








, should be a well dened dierential form
on the weighted projective space P
N
k





















: : : [i] : : : dx
N
;
where [i] means that the index i is deleted. Since the form is dened as the residue of a meromorphic form,
it follows from the Leray residue formula ([12], Sect.21) that each period of is given by some integral of the
N -form =P
'





. Any such integral may in its turn be reduced to
2
a (N + 1)-dimensional integral of the rational form dx=P
'




: : : dx
N
, in the ane space
C
N+1
, (cf. [13], Sect. 20.1). In [16] it was proved that, if the denominator of a rational form dx=Q(x) has
xed coecients, then each vertex of the Newton polytope of Q, which does not lie on any of the coordinate
planes, determines a residue of the rational form, and also that the collection of such residues is linearly
independent. In our case some of the monomials in the denominator P
'
(x) have variable coecients '

, and




, for which  is not in a coordinate plane,
by taking the chosen coecient '

to be much bigger in absolute value than any other of the coecients.
Among the monomials with variable coecients (which contribute to the deformation of the polynomial P
0
)




: : : x
N
, which in some sense corresponds to the center of the Newton
polytope for P
0
. It turns out that the residue associated to this monomial may be computed by developing
the integrand in a Laurent series, and one calls this residue a fundamental period for the form . Its precise

















j  1; 1:4
the contour  being given as the Cartesian product of the N + 1 circles jx
i
j = 1, i = 0; 1; : : : ; N . The
coecient in front of the integral is chosen so as to simplify notation in the resulting formulas.





the monomials in the xed part P
0
of the polynomial P
'










: : : x
N
). A computation (cf. formula (2.21) in [2], where
c
i















































































in the lattice Z
N+1
. In the theory of multi-
dimensional hypergeometric functions Laurent series such as (1.5) are called  -series (cf. [17]). There exists
a standard procedure to go from  -series to Horn series by chosing a basis for the sublattice L. A Horn
series is the same as a power series with coecients of a special kind: They are quotients of products of
gamma-functions composed with linear functions of the summation variables. In most models of Calabi-Yau
manifolds the number of monomials in the polynomial P
0
is equal to N + 1, the number of variables. It
follows that in these cases one can incorporate the coecients c
i
into the variables, that is, one may assume
c
i



































, and the variables t
i















As an illustration of what has been said so far, and also to illustrate results further on in the paper, we








































































which characterizes the complex structures on the hypersurface P
0
= 0. The fundamental period of the


















































+ 1) have been put aside to facilitate later
computations.
2. Mellin-Barnes integrals and their representations as Horn series




































are vectors in R
n




are also real, and the vector  2 R
n
is chosen so that the
real n-dimensional set of integration
 + iR
n




















=  ;  = 0; 1; 2; : : : ; j = 1; : : : ; p;
nally, dz = dz
1
   dz
n





















The integral (2.2) was studied by Barnes, and it represents the inverse Mellin transform of the integrand.
The behaviour of the integrals (2.1) is to a large extent governed by the following two quantities. The rst












and the second one is the scalar quantity











where k y k= (y
2
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denotes the Euclidean norm in R
n













The number  determines the values of the complex parameters t = (t
1
; : : : ; t
n
), for which the integral (2.1)
converges, more precisely, it converges in the domain (cf. [15])















which is non-empty for  > 0. The quantity  characterizes the domain in the space of integration variables
z, in which the integrand is a decreasing function. The asymptotic Stirling formula shows namely that,
outside the polar set, the expression under the integral sign in (2.1) decreases exponentially at innity in
any proper polyhedral cone in the halfspace

;
= fz 2 C
n
;Reh; zi < h; ig:
The vector  being real, this halfspace may be viewed as the direct sum  + iR
n
of the halfspace  = fx 2
R
n




, and the imaginary subspace iR
n
. In the the case n = 1
the halfspace 
;
is just the left or right halfplane (depending on the sign of ), and  is the left or right






dx;  2 R; 2:5
which for suitable functions f(x) may be computed by means of the well known Jordan lemma ([18], Chap.5,
Sect.2), as the sum of residues in the upper or lower halfplane, depending on the sign of . Now in the
case where  = 0 this residue computation may be performed in either of the two halfplanes. We recall
that the idea of the Jordan lemma consists in the following: The integral (2.5) is represented as the limit




; the interval of integration [ R;R] is completed to a closed path by
adding a halfcircle in the upper or lower halfplane; to the obtained closed contour one then applies the
Cauchy residue theorem. Concerning the one-variable integrals (2.2), this idea was carried out by Barnes
and others (cf. [19]), by replacing the upper and lower halfplanes by the left and right ones. And here it was
the integrals (2.2) with zero characteristic  that attracted the most interest, because then they represent
all the generalized hypergeometric functions. For  = 0 the integral (2.2) as a sum of residues in the left
halfplane, as well as in the right one. It then turns out that the sum of residues in the left halfplane is a
Horn power series in the variable t, convergent in some disk jtj < r, whereas the residue sum in the right
halfplane represent another Horn series in the variable t
 1
, which converges outside the same disk; and if the
quantity  is positive (cf. (2.4a)), then each of these series is an analytic continuation of the other (cf. [19]).
In the multidimensional case the situation is somewhat more complicated and more varied. This is
because for n = 1 the vertical axis of integration Rez =  is the boundary and also the edge of precisely
two polyhedral cones, namely the left and right halfplanes. By a polyhedral cone we understand a set of the
form






; j = 1; : : : ;mg;
where g
j
(z) are linear functions with real coecients. We shall be interested in simplicial cones, which
correspond to m = n with linearly independent functions g
j
, j = 1; : : : ; n (such cones have n faces of
maximal dimension). The coecients being real, one can write a polyhedral simplicial cone as  + iR
n
,











; j = 1; : : : ; ng:
It follows that if  2 R
n
is the vertex of the octant  (cf. Fig. 1), then the \vertical" set of integration
 + iR
n
in the integral (2.1) is the edge of the cone  (cf. Fig. 2).
Since there is an innite number of possible octants that all have  as their vertex, it follows that the
\vertical" set of inegration is also the edge of innitely many polyhedral cones. For the integral (2.1) one
can accordingly obtain dierent residue formulas in cones with edge  + iR
n
. Here we refer to local residues








=  g;  = 0; 1; : : : ; j = 1; : : : ; p:2:6
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where ! is the integrand from (2.1), and 
m
J
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are the coordinates of the point z
m
J
, and jmj = m
1





!   m
n
!.
If there are more than n complex hyperplanes that meet at the point z, then this set of hyperplanes is
divided into n groups (n divisors) D
1
; : : : ; D
n







with respect to these divisors (cf. [13],[20]). In this case the residue formula becomes more complicated,
and along with powers of the variables t
j













+ : : : + p
n
at least n units less than the number of hyperplanes that intersect at the given point. Now
we notice that the expression (2.7) corresponds to a term in a Horn series (its coecient is a quotient of
products of gamma-functions with arguments that are linear in m = (m
1
; : : : ;m
n
)). In the terminology of
hypergeometric function theory [17], the formula (2.7) (i.e. the residue expression, when there are just n
intersecting polar planes) corresponds to the non-resonance case.
Next we observe that the solution z
m
J

















can be linearly parametrized also with respect to m = (m
1
























































, i = 1; : : : ; n, the expression (2.7) becomes a term of a Horn power series in the variables

1




Now we turn to the question of deciding through which residues (2.7) one should express the integral
(2.1). The case n = 2,  6= 0 was considered in [15]. In this case, just like in one variable, the integral (2.1)

























in the halfspace 
;












l = fx 2 R
2
; h; xi = h; ig
on dierent sides of the point  2 l (for this reason the cycle of integration + iR
2
is said to be a separating











Turning to the case of interest to us  = 0, we introduce the following concept. In the plane R
2
we
consider an arbitrary angle (cone)  with vertex  (cf. Fig. 1). We shall say that the angle  is compatible
with the family (2.7) of polar lines L

j
of the integrand (2.1), if each such line intersects at most one side of






are compatible with the family consisting of vertical, horizontal
and oblique lines). Then in accordance with the multi-dimensional Jordan lemma [15], we have the following







=  g of polar lines



























































In sections 3 and 4 we will present the applications of the multidimensional (n > 2) Jordan lemma that







































>From the results in section 3 it will follow that this integral represents the series (1.9), and hence the


















+ 1 =  g;
7
as indicated in Fig.3. In the cone 
1






















), and therefore, by Claim 1 and formula (2.7), the integral (t) is given by a Horn series (1.9).
In this example 
1




exist other residue formulas for (t), which also provide analytic continuation of the series (1.9). Now, in

2





















equals 3, and hence it follows from Claim 1 and formula (2.7) that the integral (2.8)
























































, which is dierent from the one for the series (1.9).
Finally, in the angle 
3






+ 1) that meet. The

































































The fact that the series (2.9) and (2.10) are analytic continuations of the series (1.9) is a consequence of a
result that we provide in section 4.
3. Representation of periods by Mellin-Barnes integrals
We know that the fundamental period $ can be expressed as a Horn series (1.6). We shall now represent
this series in the form of a Mellin-Barnes integral (2.1).
Claim 2 If in the series (1.6) the vector a have positive components, then this series admits a
























where  is any point in the polytope
 = fx 2 R
n
; 0 < x
j














To prove this claim we consider the polyhedron  =  + iR
n
, where






; j = 1; : : : ; ng;
with 
j
being the components of the vector . The integrand in (3.1) has 2n+1 families of polar hyperplanes
fz
j
=  g, f1  z
j
=  g, and f1 ha; zi =  g, of which only the rst n families intersect the polyhedron









=  g; j = 1; : : : ; n:
The collection of divisors D
j
is compatible with the polyhedron  (cf. [15]) in the sense that each D
j
is
disjoint from the corresponding face of . More precisely, if 
j
















=; j = 1; : : : ; n
8
are clearly satised. By the abstract multidimensional Jordan lemma [15] the integral (3.1) is equal to the
sum of Grothendieck residues of the integrand in the polyhedron . Each residue is located at a point
( m
1
; : : : ; m
n
































This completes the proof of our claim.
4. Analytic continuation of the periods
We observe that we have already carried out the rst two steps in our scheme for the study of the fun-
damental period, that we mentioned in the introduction of this paper. Indeed, in section 1 we went through
the rst step: fperiodg=) fHornseriesg(formula(1:6)); andinsection3thesecondstep : fHornseriesg=)
fMellin   Barnesintegralgwasaccomplished(formula(3:1:)):Theresultsofsection3willnowallowustoperformthethirdandfin
Barnesintegralsinvariousways; therebyestablishingtheanalyticcontinuationofthefundamentalperiod:
Let us assume that in the series (1.6) the vector a has positive components a
j
, and that all factors
 (m
j
+ 1) = m
j
!, j = 1; : : : ; n, are present in the denominator of the coecients. Let these be the last
factors  (m
j
+ 1) = m
j
!, j = 1; : : : ; n, where s = q   n. It is not hard to see that in this case the integral





























= (1; : : : ; 1)
for the weights. Remark. The authors are not aware of any case of a series (1.6) representing a period on a
Calabi-Yau hypersurface in weighted projective space, for which the positivity condition on the coordinate
vector a is not satised. However, in the paper [2] (formula (5.3)) an example of a period is given for
which the factorials m
i
! are missing in its series representation of type (1.6). It is conspicuous that the
corresponding Calabi-Yau manifold lacks a mirror partner in weighted projective space [2], [8]. As shown in
the paper [11], this missing mirror image may however be realized as a hypersurface in a more general toric
manifold [9].
We now formulate our main result regarding the integral (4.1):

























































are the components of the vectors a and a
k
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n
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and as usual jmj = m
1
+ : : :+m
n
and m! = m
1
!   m
n
!. Moreover, if for the integral (4.1) the quantity
, dened by formula (2.4), is positive, then each of the series $
j
(t) provides an analytic continuation of the
fundamental period $
0
(t) to its corresponding domain of convergence.
For instance, for the integral (2.8) the quantity  is equal to 2=
p
58, and hence the series (2.9), (2.10)
do give analytic continuations of the series (1.9).
To prove the formulated claim one may argue as in the proof of Claim 2. Indeed, for each j = 1; : : : ; n

















; i = 1; : : : [j] : : : ; n; ha; xi > ha; ig:
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