Purpose: To establish an inverse planning framework with adjustable voxel penalty for more conformal IMRT dose distribution as well as improved interactive controllability over the regional dose distribution of the resultant plan. Materials and Method: In the proposed coarse-to-fine planning scheme, a conventional inverse planning with organ specific parameters is first performed. The voxel penalty scheme is then "switched on" by allowing the prescription dose to change on an individual voxel scale according to the deviation of the actual voxel dose from the ideally desired dose. The rationale here is intuitive: when the dose at a voxel does not meet its ideal dose, it simply implies that this voxel is not competitive enough when compared with the ones that have met their planning goal. In this case, increasing the penalty of the voxel by varying the prescription can boost its competitiveness and thus improve its dose. After the prescription adjustment, the plan is re-optimized. The dose adjustment/re-optimization procedure is repeated until the resultant dose distribution cannot be improved anymore. The prescription adjustment on a finer scale can be accomplished either automatically or manually. In the latter case, the regions/voxels where a dose improvement is needed are selected visually, unlike in the automatic case where the selection is done purely based on the difference of the actual dose at a given voxel and its ideal prescription. The performance of the proposed method is evaluated using a head and neck and a prostate case.
Introduction
IMRT inverse planning has been envisaged as an automated process and its solution has been portrayed as optimal since the early days of its development (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) . In reality, the output of a plan optimizer often does not satisfy clinical requirements and numerous trials are needed to finalize an IMRT treatment plan. Furthermore, an irksome aspect of the trial-and-error process is that there is little steering tool permitting the planner to shape the resultant dose distribution toward a solution that meets physician's requirements. On a more fundamental level, the success of optimization reported in the literature is often mathematical in nature because of the limited solution space predetermined by the objective function (15, 16) . The underlying deficiency, which is largely responsible for the above mentioned problem, is that all currently available IMRT planning systems are very much organ based in the sense that all optimization related parameters, such as the dose prescription and weighting factors, are specified on an organ level. While it is crucial to control the resultant dose on a regional or even an individual voxel level, the use of organ specific parameters makes it difficult and often impossible to balance the inter-voxel tradeoff because, fundamentally, one cannot control the response of a system to a level smaller than the scale of the system parameters. A possible solution is to extend the scale of the parameters to a voxel level. However, the practicality of specifying an enormous number of empirical parameters in clinical settings and the dramatically increased computational burden associated with that are the immediate concerns when a voxel-based penalty scheme is introduced.
Toward establishing a truly optimal inverse planning framework, we develop a coarse-to-fine voxel-based penalty scheme for IMRT dose optimization. Our goal here is quite modest. Instead of developing a full-fledged formalism with built-in voxel-based system parameters, we split the problem into two parts: (a) optimization with organ specific parameters (i.e. conventional inverse planning) and (b) reoptimization with a voxel-specific prescription. The conventional planning provides us with a plan fairly close to our clinical goal, and usefully, with the knowledge on where and what kind of dosimetric improvements are needed (e.g., where the "hot/cold" spots are). The voxel-based scheme is only activated to tweak the final dose on a finer scale. This is what distinguishes our method from other schemes (15, 19, 28) where a voxel-based penalty is "switched on" all the time. The coarse-to-fine planning approach makes it possible for us to take the advantage of the useful features of both schemes, and to find a clinically more meaningful solution. In this work, the voxel-based penalty is realized by allowing the prescription to vary from the ideal value on a voxel-specific level. Both automated and interactive/manual dose fine-tuning schemes are implemented to facilitate clinical IMRT planning.
Methods and Materials

Conventional Inverse Planning
A conventional IMRT inverse planning is first utilized to find a solution that meets our clinical goal in the domain of organ specific system parameters. Mathematically, the problem can be cast in terms of a quadratic objective function that is minimized to find optimal beamlet intensity:
Here s is the index of a structure (i.e., an organ at risk (OAR) or a target) involved in the planning, l s is a structure-specific weighting factor, D s and d s are the calculated and prescribed doses, respectively, and x is the vector of beamlet intensities. We set the initial values of the prescription d s to 0 for all OARs, and to 1 for all targets, and refer to this prescription as the ideal prescription throughout the paper. The zero choice of the ideal dose prescription to the OARs is practically motivated by the desire to have the algorithm to continuously drive the doses to the OARs down when there is room for such an improvement. The calculated dose D s and the beamlet intensity x are related by the beamlet kernel matrix A s . The optimization of Eq. [1] is implemented on the MATLAB platform by using the MOSEK optimization package (17, 18) . The output of the optimization calculation is the vector of beamlet intensities (or fluence map of all incident beams) for any given set of prescription d s and weight l s . The initial values of the weight factors l s can be arbitrary. Our algorithm will automatically compensate for less optimal values of l s through the fine-tuning of the voxel prescription. It is, however, practically useful to set l s to a value as close to the optimal as possible. In this way, the effect of fine-tuning of voxel prescription will be more pronounced.
Adjustment of the Voxel Prescription
Our planning approach can be outlined as an iterative process with two basic operations: (a) dose optimization for a given prescription distribution; (b) updating of the voxel-specific prescription based on the comparison of the calculated and ideal doses at each voxel for the next cycle of optimization. The differential adjustment of voxel prescription is a simple way of tweaking the tradeoff between different voxels in the same or different structures. The iterative prescription adjustment can be implemented in a fully automated or manual (interactive) manner to meet different clinical needs. In the following we first outline the main idea of our prescription adjustment method, which is used in the subsequent implementations of automated or manual voxel penalty tuning method.
A set of starting dose prescriptions, say, the ideal dose distribution for the patient, {d I s }, is first assigned to the structures and the system defined by Eq.
This step is essentially the conventional inverse planning. We then adjust the prescription for individual voxels based on the deviation of the calculated dose from the ideal dose at the corresponding voxel. Mathematically, the adjusted prescription reads,
here d 1 s is the prescription used to solve Eq. [1] with D 1 s being the solution. A user-defined constant g determines the proportion of the dosimetric mismatch used to correct the prescription. In this work g is set to 1 empirically; other values of g are acceptable, but they may change the convergence behavior of the algorithm. Repeating the above adjustment procedure K times results in the voxel-specific prescription d s K+1 :
Automated Adjustment of Voxel Prescription: In this scheme, the above optimization and prescription adjustment are repeated automatically until the dose distribution cannot be improved any further or when a predefined stopping criterion is met. Practically, we choose to stop when the difference between two consecutive prescription adjustments becomes less than a pre-specified constant. That is,
Manual Prescription Adjustment: A major deficiency that hinders the current clinical IMRT planning workflow is the lack of direct control over the detailed 3D dose distribution. Thus, a considerable effort is often required to obtain a clinically acceptable plan. A voxel-specific penalty provides an interactive inverse planning scheme and offers the planner an effective mechanism to fine-tune an IMRT dose distribution towards a desirable direction of improvement. In practice, after an IMRT plan is computed, the dose in one or more sub-volumes of a structure may need to be changed locally. The key to the enhancement of the degree of control over the regional dose is to establish an effective link between the local dose and the system variables through a voxel penalty modulation. Our optimization scheme does that through a modified quadratic objective function; the voxel-dependent prescription "modulates" the inter-voxel tradeoff. But other ways of changing the voxel penalty can also be implemented (19) (20) (21) (22) . In our approach, the voxel doses that need to be modified are identified visually either on the isodose layouts or DVH curves. The local prescriptions of the relevant voxels are then increased/decreased, in order to drive the regional doses towards desired values. Upon re-optimizing the plan with adjusted prescription, the doses at the identified areas (or DVH segments) are usually improved. The planner analyses the new dose distribution and decides whether a further adjustment is necessary. The procedure can be repeated until the dose to a region (organ) cannot be further improved without severely deteriorating the dose to other regions (organs). This provides an iterative IMRT dose fine-tuning environment.
Case Study
Two clinical cases -a head and neck and a prostate casewere used to test the method in both automated and manual regimes. The running time for each optimization step was about 1 minute on a desktop computer with Intel Core 2 Duo 2.66 GHz CPU and 3.25 GB of RAM. The total planning time did not exceed 10 minutes for the cases studied. It can be further decreased by using commercial treatment planning algorithms. The results were compared with the corresponding IMRT plans obtained using a conventional method.
In the head and neck case, a beam configuration with seven treatment fields at 20, 120, 145, 180, 215, 240 and 340 degrees was chosen, each field containing an array of 16-by-20 beamlets. The sensitive structures included the brainstem, optic chiasm/nerves, optic lens, left parotid, larynx and spinal cord. They were prescribed the ideal dose of zero. The ideal dose for the PTV was set to 66 Gy. No attempt to spare the right parotid was made because it overlaps with the PTV.
For the prostate case, a setup with five treatment fields at 35, 110, 180, 250 and 325 degrees was used. The rectum, bladder, penile bulb, and seminal vesicles (SV) were included as the sensitive structures. The ideal dose d I s for them was set to zero. The inclusion of the SV into inverse planning depends on the staging of the patient. For instance, in case of the early stage prostate cancer the SV is not a part of the planning. The PTV was assigned a uniform ideal dose of 74 Gy in the conventional inverse planning calculation.
Results
Head and Neck Case
Automated Prescription Adjustment: We first produced a conventional IMRT plan with the ideal prescription of 66 to improve the dose to the brainstem and to suppress or at least move away the hot spot. For that, we first graphically locate the brainstem voxels receiving the dose of 22 Gy or higher. The prescription adjustment is then computed using Eq. [2] and re-optimization of the dose is performed with the adjusted brainstem prescription ( Figure 3B ). The new dose distribution in Figure 3B shows that the dose reduction in brainstem is achieved with a single prescription modification and re-optimization. The dose distribution in other structures remains essentially unchanged, illustrating the utility of the proposed method. In order to accomplish our second objective -to suppress the hot spot in the PTV -we adjust the prescription for the PTV voxels using Eq. [3] . The resultant dose distribution is displayed in Figure 3C . One can clearly see that the re-optimized plan with the adjusted prescription significantly reduced the hot spot and pulled it away from the sensitive structures. While it may happen that the improvement in the dose to a structure may be accompanied by adverse dosimetric effect(s) at other points in the same or different structures, from a clinical point of view, we emphasize that some dose distributions are more acceptable than others, even if they may have similar DVHs. Being able to maneuver the dose distribution to meet a specific clinical need efficiently is a highly desirable feature in clinical practice. Figure 4 and Table II represent the results of a side-by-side comparison of two treatment plans obtained using the conventional and proposed automatic voxel prescription adjustment techniques. Five cycles of re-optimization with voxel prescription adjustment to all involved structures were performed to obtain the presented results. The corresponding DVHs are plotted in Figure 4 (dashed lines). Similarly to the previous case study, we observe a substantial reduction in the dose to the rectum and bladder when compared to the conventional IMRT plan. At the same time the PTV dose conformity and uniformity are improved by adaptively adjusting the voxel prescription. According to the statistics summarized in Table II , the mean dose reduction for the bladder and rectum is as large as 20%. It is useful to note that the improvement is achieved by the enabled inter-voxel dosimetric tradeoff, not at the cost of the dose deterioration in other structures or higher PTV dose inhomogeneity.
Prostate Case
Discussion
Dose optimization is a process of finding a fine balance between various competing objectives (23) . In conventional optimization with uniform (or a fixed non-uniform) dose prescription, the accessible solution space is populated by the plans that minimize the objective function Eq. [1] with structure specific parameters. Adding mean (max) dose or Gy to the PTV and 0 Gy to the sensitive structures. The corresponding DVHs are shown in Figure 1 (solid lines) . To reduce the dose to the cord, brainstem and left parotid while improving the PTV dose coverage, the automated prescription adjustment and re-optimization were carried out for the case, using the method described in the Methods and Material section (subsection 2.1). The prescription adjustment was simultaneously applied to the PTV and the sensitive structures. The optimal plan was achieved after five cycles of re-optimizations and the results are depicted in Figure  1 (dashed lines) . A further comparison of the conventional IMRT and the automatically updated non-uniform prescription plans is illustrated in Figure 2 using the isodose plots. Here, the contour lines at 95%, 65%, and 30% of the PTV ideal dose (66 Gy) are shown. The dose distributions confirm that there is a great reduction of irradiation to the tissue surrounding the PTV in addition to the reduction of hot spots in the PTV in the plan obtained using the proposed method. The dosimetric statistics of the conventional and prescription adjusted plans is summarized in Table I . It is evident that the maximum dose to the brainstem and the cord is reduced by as much as 20% when compared to the conventional IMRT plan, without compromising the dose to other organs and the PTV.
Manual Prescription Adjustment:
The starting point for the proposed interactive planning scheme, likewise in the automated case, is a conventional IMRT plan with the structure specific ideal prescription. After the conventional planning was performed, the resulting isodose plot ( Figure 3A ) was examined visually. In this particular axial slice, a significant part of the brainstem receives a dose over 22 Gy. We also notice a hot spot in the PTV in the close proximity of the brainstem. Suppose that the clinical objectives are Figure 1 : DVHs of the head and neck IMRT plans obtained using the conventional approach with the fixed prescription (solid curves) and the proposed strategy of automated voxel prescription adjustment (dashed curves). solution and the proposed coarse-to-fine algorithm provides a method to navigate through the enlarged solution space and find the truly optimal plan.
It is important to realize that the inherent capabilities of the voxels in achieving their dosimetric goals are generally not equivalent and this causes inter-voxel competition even within the same structure (27, 28) . Depending on the patient's geometry, beam modality and field configuration, some regions may have a better chance to meet their ideal prescription than others, and vice versa. The final dose at a voxel depends on both the prescription and the dosimetric capability of the voxel. In the proposed inverse planning formalism, the inter-voxel tradeoff is effectively modified by varying the voxel prescription, leading to a significant dosimetric improvement as compared to that of the conventional inverse planning scheme. To illustrate the role of the voxel penalty, in Figure 5 we plot the mismatch between the ideal prescription and the actual dose for a few selected voxels as a function of the dose re-optimization step. The positive (negative) value of the mismatch indicates that the voxel is underdosed (overdosed) with respect to its ideal prescription. For the target voxel #1 and the cord voxel #1, the doses after conventional planning are quite far from their ideal dose values. These are the voxels that are not inherently competitive and an adjustment of their prescriptions effectively boosts their capabilities in achieving their dosimetric goals. On the other hand, for the target voxel #2 and the cord voxel #2 the prescriptions remain almost unchanged during the re-optimization process, primarily because the doses at these voxels are already very close to the ideal values. By adjusting the inter-voxel tradeoff, the doses at those less competitive voxels are improved without or with little dosimetric sacrifices at other voxels.
Convergence behavior is an important feature of any iteration-based planning algorithm. We found that, for the head and neck and the prostate cases studied here, the convergence dose -volume constraints to conventional planning can certainly improve plan's quality. However, it does not change the space of optimal solution. One simply selects a different solution according to the added constraints. On contrary, by "switching on" the voxel penalty, inter-voxel tradeoff that is "fixed" in conventional inverse planning becomes tunable, leading to an enlarged solution space and allowing us to find solutions that otherwise would not be possible. In our implementation, the voxel prescription is now a part of the optimization parameters and is optimized by using a coarseto-fine strategy. In the language of multi-objective optimization (24) (25) (26) , with the introduction of voxel-based penalty scheme, the solutions corresponding to different prescription distributions (or different inter-voxel tradeoffs) contribute to a new Pareto front. The conventional IMRT solutions represent just a subset of the enlarged solution space. In reality, there is no easy way to know which specific form of the nonuniform dose prescription can lead to a clinically optimal iterations. Similar behavior has been observed for other sensitive structures and the PTVs. Since the convergence occurs rapidly, the computational time does not constitute a major obstacle for the implementation of the proposed method. The size of the problem and the constraints used remain the major factors that influence the computational speed. In fact, the is readily achieved after 3~5 successive prescription adjustments. In Figure 6 we plot the value of the objective function for the spinal cord as a function of the number of prescription adjustments. One can see that it converges after three proposed approach has the potential of significantly reducing the time and effort of IMRT planning because of the reduced need for trial-and-errors that is necessary in conventional inverse planning.
Depending on the resultant dose distribution after the initial IMRT planning, and the clinical objective, the iterative prescription adjustment scheme can be performed on either all voxels or only the voxels in one or several selected structures. In addition, the adjustment of the local prescription can be performed sequentially or simultaneously. To illustrate this, we compare in Figure 7 the DVHs of the conventional head and neck plan and the plan with prescription modulation limited to the PTV. One can see that for the later plan the PTV Figure 5 : The difference between the ideal prescription and the calculated dose for selected voxels in the PTV and the cord for the head and neck case as a function of iteration number. dose distribution (dashed curve in Figure 7 ) becomes more uniform even when compared to the solution with prescription modulations imposed on all structures (dashed curves in Figure 1 ). Because of the improvement of overdosing in the PTV, the doses to the brainstem, cord and parotids are also, remarkably, reduced (dashed lines Figure 7 ).
Conclusions
Conventional objective function with structure specific weighting and prescription is deficient in that it "freezes" the inter-voxel tradeoff. In reality, solutions attainable in the conventional approach represent a subset of the plans accessible in a more general voxel penalty framework. IMRT dose optimization can be improved significantly in both the plan quality and the maneuverability of the planning process by allowing inter-voxel tradeoffs. Generally, there are two possible ways to include voxel penalty: (1) Introduce a voxel-based penalty function from the beginning and optimizing the system in a brute-force fashion; and (2) Switch on the voxel penalty after the conventional planning is done and then iteratively modify the voxel penalty towards a more clinically meaningful solution. In this work, the latter approach has been investigated as it is more intuitive and computationally manageable. It has been shown that the use of the voxel penalty scheme permits us to find solutions from a much larger solution space, that otherwise would be inaccessible. The presented automated voxel-based iterative prescription adjustment approach produces significantly improved treatment plans. When the voxel penalty is tuned manually, the proposed technique provides effective means for modifying the local doses and makes interactive IMRT planning (or interactive dose or DVH shaping) straightforward. This is not only significant for current IMRT and modulated arc (tomotherapy and volumetric arc therapy) practice, but even more valuable for the future on-line/off-line adaptive radiation therapy re-planning and/or biologically-conformal radiation therapy planning to "paint" and "sculpt" dose distributions in accordance with biological imaging information. The proposed method is not restricted to a quadratic objective function -it is applicable to any other forms of objective function. The intra-voxel tradeoff is a general issue in IMRT and VMAT inverse planning, and the methodologies and findings presented in the paper will have broader implications and are also useful for future investigations using biological models.
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