This paper defines the Iris function and provides two formulations of the matrix permanent. The first formulation, valid for arbitrary complex matrices, expresses the permanent of a complex matrix as a contour integral of a second order Iris function over the unit circle around zero. The second formulation is defined for the restricted set of matrices with complex or "Gaussian" integer elements. Using the second formulation, the paper shows that the computation of the permanent of an arbitrary n × n 0-1 matrix is bounded by o n 27 log n 3 6 (log 2 (n)) 2 binary operations.
Introduction
Let A be an n × n matrix with elements A .,. ∈ C, and, for i ≤ k ∈ Z, let Z i,k denote the set of consecutive integers from i to k, i.e. Z i,k = {i, . . . , k}. The permanent of A is defined as
where S n is the set of column vectors of dimension n, such that,
, σ i ∈ Z 1,n ∀ i ∈ Z 1,n , ∀ i ∈ Z 1,n and ∀j ∈ Z 1,n i = j
The elements of S n are vectors of the permutations of the first positive n integers.
The generating function of the matrix permanent is given and a contour integral formulation of the permanent is derived in [1] . Let z k ∈ C for k ∈ Z 1,n , the generating function Ψ A : C n → C of the permanent of matrix A is given by
Observe that Ψ A (.) is entire. .
Since Ψ A is entire, using the Cauchy's integral formula for several variables for Ψ A around circular contours with positive radii gives (see [2] , Theorem 2)
where j 2 = −1. Observe that (7) is an alternative, but equivalent, way of expressing (1) . This is because, the only terms that are free of a complex exponential in the integrand of (7) are those terms in (1). Any other, or alias, term in the integrand must be accompanied by a complex exponential, which, then, must be eliminated by the integral itself. Naively, (7) can be evaluated as
where the nested integral is evaluated over the discrete grid in which each dimension is sampled with n samples, thus require an exponential computational com- Define the Iris function of order t ≥ 1 for an n × n complex matrix A,
where the row vector α l denotes the l th row of the matrix α ∈ Z + t×n , i.e.
for l ∈ Z 1,t . The matrix α should only be selected such that the permanent of matrix A is equal to the mixed derivative
where
and
Since ι is entire, using the Cauchy's integral formula for positive radii r . around zero gives
Equivalently, set z . = exp (jθ . ) for 0 ≤ θ . < 2π to obtain
The generating function of the matrix permanent is an Iris function of order 15 n which uses α = I n , where I n denotes the identity matrix of size n. Clearly, the matrix α is of full rank, and in fact, Section 2 will show that any full rank matrix α ∈ Z + n×n satisfies (10). However, a full rank matrix α also leads to the formulation in (14) which involves n nested integrals, and, up to the knowledge of the author, there exists no known efficient algorithm to evaluate (14) for an 2. Theorem 1 and its proof Theorem 1. Let P be the set of prime numbers, and let P i denote the i th prime number. Define the 2 × n matrix α
where p ∈ Z + is selected such that
and ∆ min = arg min i,j∈Zp,p+n−1
then, from (10) and (14),
where α .
T is defined in (11) and S is defined in (12). Equivalently,
Proof of Theorem 1
Proof. Equivalence of (19) and (20) follows directly from (10) to (14). We will prove that (20) is true for the matrix α defined in (15). Write the integrand in (14) as the ratio P (θ 1 , . . . , θ t )
where the numerator is defined as
and the denominator is
f (θ 1 , . . . , θ t ) is constructed such that each column of the matrix A is modulated by a unique exponential, which, in fact is composed of the product of
jα l k θ l correspond to the element at row i and column k in the modulated matrix T (θ 1 , . . . , θ t ), then f (θ 1 , . . . , θ t ) can be rewritten as
Changing the order of the summation and the product gives
where Ψ n is the set of column vectors of dimension n such that
Observe that there are n n distinct elements in Ψ n . Each element corresponds to 45 a distinct product of n terms, i.e. the product of n column terms, where each column term is selected from a unique row in the modulated matrix T (θ 1 , . . . , θ t ).
n! elements in Ψ n are made up from distinct column indices, i.e., their column indices form permutations of the first n positive integers. These elements make up the set S n , defined in (2). Clearly, S n ⊂ Ψ n . DefineS n to denote the set
Define the function ϕ . :
thus the function h e τ (θ 1 , . . . , θ t ) can be expressed as
Define the function χ :
where I . is the indicator function. Let the set R B be defined as follows,
define the function B :
where β i = χ (i, τ ) is the multiplicity of column i in the vector τ . It follows from (26) and (32) that, for all τ ∈ Ψ n
where 1 1×n denotes the 1 × n matrix of all ones. From (2), and since, permutations must have unique indices, for all τ ∈ S n
SinceS n excludes permutations,
Rewrite ϕ . (τ ) in terms of B (τ ) as
From (36) and (38), ∀τ ∈ S n
Therefore, from (23) and (29), ∀τ ∈ S n h e τ (θ 1 , . . . , θ t ) = exp
In words, (40) shows that terms that correspond to the permanent in (20) are free of the complex exponential. Rewrite (20) to obtain
Ti,τ i (θ1,...,θt)
where the term nuisance is defined as
Recall from (23) and (29) that, both h e τ (θ) and g (θ) are complex exponentials.
Then, the integral inside (42) is
To prove Theorem 1, we must show that there exists no τ ∈S n such that, h e τ (θ 1 , . . . , θ t ) = g (θ 1 , . . . , θ t ) with the matrix α defined in (15) and t = 2.
The proof will use contradiction. First, assume that, ∃τ ∈S n , such that, h e τ (θ 1 , . . . , θ t ) = g (θ 1 , . . . , θ t ), then from (23), (29) and (38)
Rewrite (44) as
where the column vector x ∈ R n and C = α , and because of (37), (14) is satisfied for any matrix α ∈ Z + n×n that is of full rank. Clearly, the permanent 55 generating function is a member of this class.
The 2 × n matrix α defined in (15) is, on the other hand, of rank min (2, n).
Therefore, for n ≤ 2, x = 1 · · · 1 T must be the unique solution to (45).
However, for n > 2, (45) has infinitely many solutions. For this case, we must
Assume that x ∈ R B is a solution to (45) and x = 1 · · · 1 T , then,
where y = x − 1 n×1 and 0 i×j denotes the i × j matrix of all zeros. Define
then, to prove Theorem 1, it suffices to show that R 
From (48), the rank of α is 2 and the nullity of α is n − 2. The kernel of α is spanned by the set of n − 2 column vectors V 1 , . . . , V n−2 , where, ∀i ∈ Z 1,n the column vector
∈ R n can be written as
Write the n × n − 2 matrix
where N UP is the upper two rows of the matrix N .
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Let S ∈ R n be a linear combination of the columns of matrix N , i.e. the vectors that span the kernel of α,
where γ . ∈ R. From (47) and (50), if there exists a vector S which is both S ∈ R − B and S ∈ ∩ ker (α), then γ . ∈ Z −1,n−1 . Recall from (15) that the elements of α 1 are distinct prime numbers. Therefore, if there exists a vector S with integer elements which is both S ∈ R − B and S ∈ ∩ ker (α), the following two conditions must jointly be met
where N 1 UP is the first and N 2 UP is the second row of the 2 × n − 2 matrix N UP and the column vector γ = γ 1 . . . γ n−2 T . Let γ . ∈ Z −1,n−1 , then from (15) and (50), an upper bound for N UP . γ is given by
With the restriction (16), Condition I and Condition can be rewritten as
Therefore the first two elements of the vector S, i.e. S 1 and S 2 , must be zero.
From (50), Condition I restricted requires
and Condition II restricted requires
From (55) and (56), Condition I restricted and Condition II restricted jointly require
is the matrix α with its first two columns reduced and γ . ∈ Z −1,n−1 . But, since,
is the only solution to (45) in R B .
Theorem 2, its proof and a polynomial time implementation on 0-1 matrices
Let k (i) denote the set of complex or "Gaussian" integers, and for M ∈ Z + , let A M n to be the set of n × n matrices with bounded complex integer elements such that,
given a row vector α = α 1 . . . α n , α ∈ (Z + ) 1×n , such that x = 1 · · · 1 T is the unique solution to (45) ∀x ∈ R B , i.e. ι A 1 (z, α) satisfies (10) for an arbitrary matrix A ∈ A M n , define the function per
where z ∈ Z + , α T is defined in (11) and [.] denotes the round to the nearest integer operation.
and for a ∈ Z 0,z−1 and b ∈ Z 0,z−1 , let a + bj denote the least residue of
Since
Clearly, F + ≡ 0 ( mod z) , and
A i,τi for z > 1. Since elements of matrix A are, by definition,
Therefore, alias terms in per 
Polynomial time computational complexity for zero-one matrices
In this section, we will consider an implementation of the method in Theorem 80 2 for an arbitrary n × n zero-one matrix on a digital computer that is capable of carrying out fixed point binary arithmetic operations. The emphasis here is not to provide an efficient implementation, but to demonstrate that the permanent of a 0-1 matrix can be calculated with a polynomial time computational complexity. defined in Theorem 1 can be equivalently represented with a first order Iris function.
where p ∈ Z + is selected according to (16), and β ∈ Z + such that
If we further assume that z > 2n n is selected to be an integer power of two,
for each row in a binary matrix A in (61) corresponds to setting at most n bits on a sparse binary number, and the division 1 z αT corresponds to a right shift operation.Clearly, the computational complexity in
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(61) will be dominated by the n− 1 multiplication operations which may involve extremely large, but sparse, binary numbers.
The matrix α in Theorem 2 is constructed with prime numbers whose asymptotic distribution is given by the prime number theorem. More specifically, the prime number theorem shows that the prime counting function π (n) is asymp-
(78) is equivalent to the statement that n th prime number is asymptotic to nlog (n) (see [5] , Theorem 8), i.e.
Set p = n 3 , then P p ∼ n 3 log n 3 and
thus (16) is asymptotically satisfied. From (71) and (72),
and P p+n−1 + n(P p+n−1 ) 3 ∼ n 3 + n − 1 log n 3 + n − 1 + (n + 1) n 3 + n − 1 log n 3 + n − 1 3 ∼ n 10 log n 3 3
.
For n ≫ 2, set z = 2 k < n n+1 and from (61) and (83)
The complexity in the computation of (61) is dominated by the n−1 multiplications and from (84) the result of multiplications is o n n 13 (log(n 3 ))
3
, thus requiring o n 13 log n 3 3 log 2 (n) bits. A naive implementation of the multiplica-100 tion of two n 13 log n 3 3 log 2 (n) bit numbers requires n 13 log n 3 3 log 2 (n) 2 binary operations, therefore the computational complexity in the multiplication operations in (61) is o n 27 log n 3 6 (log 2 (n)) 2 binary operations.
Conclusions
The matrix permanent lies at the heart of many analytical combinatorics 105 methods which can describe both enumeration and optimization problems. This paper provides two solutions to the matrix permanent problem. The first solution, valid for arbitrary complex matrices, gives a formulation of the matrix permanent as a nested integral involving complex exponentials. The second solution is based on the first solution, and is intended to be implemented on a 110 digital machine using basic arithmetical operations on complex integers. The paper shows that the second method can compute the permanent of a 0-1 matrix in polynomial time. Both methods require machines that can operate on large numbers. Therefore, an important conclusion from our results is that problems related to the matrix permanent can be solved in polynomial time using a 115 classical binary digital computing machine with large registers.
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