Abstract. A new multilevelpreconditioneris proposed for the iterativesolution of linear systems whose coe cient matrix is a symmetric M{matrix arising from the discretization of a second order elliptic PDE. It is based on a recursive block incomplete factorization of the matrix partitioned in a two-by-two block form, in which the submatrix related to the ne grid nodes is approximated by a MILU factorization, and the Schur complement computed from a diagonal approximation of the same submatrix. A general algebraic analysis proves optimal order convergence under mild assumptions related to the quality of the approximations of the Schur complement on the one hand, and of the ne grid submatrix on the other hand. This analysis does not require a red black ordering of the ne grid nodes, nor a transformation of the matrices in hierarchical form.
(1.1) whose coe cient matrix is an M{matrix arising from the discretization of a second order elliptic PDE. In such cases, the conjugate gradient method combined with a suitable preconditioning is a choice method (e.g. 4, 5, 16, 35, 24] ). The preconditioner is here a symmetric positive de nite matrix B such that solving a system with B is easy whereas the (spectral) condition number of the preconditioned system (B ?1 A) = max (B ?1 A) min (B ?1 A) ; on which depends the convergence rate, has to be as small as possible 1 . In particular, a preconditioner has an optimal order of computational complexity when solving a system with B requires O(n) operations, where n is the number of unknowns;
(B ?1 A) is bounded independently of the grid size and possibly other problem dependent parameters. In this paper, we propose a method that originates from the algebraic multilevel preconditioning developed in 2, 10, 11, 12, 25, 26, 27, 38] . Like there, the key ingredient is the recursive use of a two-level preconditioner based on a block incomplete factorization of the system matrix partitioned in a two-by-two block form A = A 11 as basic two-level preconditioner where P is a modi ed ILU (MILU) factorization of A 11 (e.g. 4, 17, 20, 21, 22] ), and where S = A 22 ? A 21 K A 12 for some diagonal matrix K (see below). Note that S computed in this way does not di er much from the coarse grid matrices used in previous methods of this type, see x3 below.
The main novelty is the use of a MILU factorization to approximate the top left block A 11 , together with the fact that our method applies directly to usual nite differences or nite element matrices with a standard multilevel partitioning (say h{2h) of the unknowns. Indeed, most previous algebraic multilevel methods originate from the hierarchical basis multigrid method 8, 11, 12, 13, 14, 15, 36, 37, 38, 39] , and use as main theoretical tool the strengthened CBS constant 13, 14, 23] . They therefore essentially apply to nite element matrices computed with the hierarchical nite element basis functions, and require a basis transformation to work with standard nite di erence or nite element matrices.
On the other hand, some methods have been developed that apply directly to these matrices 6, 7, 10, 25, 26, 27, 34] . However, all of them either consider a recursive red-black like partitioning of the unknowns, or use a red-black ordering of the ne grid nodes, which amounts the same. The theoretical analysis is then facilitated, the successive top left blocks A 11 being then diagonal, thus inverted exactly. Nevertheless, this extensive use of red-black orderings is somewhat surprising, since the resulting methods are not that easy to implement and perform poorly in anisotropic cases 3, 10] .
In a recent paper 33], we develop an analysis which in some sense explains this unexpected situation. Indeed, we bring to the light that using standard techniques to approximate A ?1 11 has a dramatic e ect on the convergence rate, leading to a condition number that may grow up to O(h ?4 ) . Thus, with general approximations to A ?1 11 , preconditioners of the form (1.3) are not spectrally equivalent to A . However, we also show that problems are prevented when P satis es some given algebraic requirements that are in particular met when it is computed from a modi ed ILU factorization of A 11 .
The purpose of the present paper is to exploit these basic results to construct a multilevel preconditioner. As in most previous works quoted above, this means that we approximate the inverse of the coarse grid matrix S (needed to apply the two-level preconditioner) by a matrix polynomial that involves the preconditioner B (S) on the coarser level, and that this approach is followed recursively until an exact factorization is possible at negligible cost. Our algebraic analysis developed in x2, combined with (valid at every level) on the coarsening ratio n n2 . The method has therefore an optimal order of computational complexity as soon as p < m < for some integer m .
We stress that this analysis is purely algebraic and requires only that A is a symmetric M{matrix with nonnegative row-sum and P a MILU factorization of A 11 . In particular, we do not make use of any form of strengthened CBS inequality, nor introduce any assumption on the structure of A 11 or on the sparsity pattern of P . This makes our results essentially di erent from previous ones, even if, in the special case when A 11 is ordered red-black, one could reach similar conclusions on the basis of some alternative analyzes 6, 7, 25, 26, 27 ].
In x3, we consider more particularly the application of our method to 5 assuming only that the coe cients a x , a y are piecewise constant on the coarsest mesh. Thus 3 , and optimal convergence is achieved with simple second degree polynomials. The resulting preconditioning method is then particularly cheap, each conjugate gradient iteration being less than two times more costly than with a mere ILU(0) like preconditioner. We stress that the results (1.6) hold independently of the ratio a x =a y , i.e. the coe cients may be arbitrarily anisotropic.
The e ciency of the method is numerically illustrated in x4. 2 . Algebraic analysis. We analyze here from a purely algebraic point of view the multilevel method derived from the two-level scheme presented in the introduction.
About the latter, we have still to specify the matrix K according to which we compute the approximate Schur complement (or coarse grid matrix) S = A 22 ?A 21 K A 12 .
In fact, we use the diagonal matrix de ned by where e 1 = (1 1 : : :1) T is the vector with all components equal to unity.
As stated in the introduction, the only needed assumption is that A is a non singular symmetric M{matrix (i.e. a Stieltjes matrix) with nonnegative row-sum. In this context, note that (A 11 e 1 ) i = 0 for some i implies (A 12 ) ij = 0 for all j . Hence, letting be the diagonal matrix with same row-sum as A 11 where M is an approximate inverse of the coarse grid matrix de ned on the basis of its preconditioner B (S) , that is
where P m is a polynomial such that P m (0) = 0 .
In Theorem 2.1 below, we assume that the maximal eigenvalue of M S is not larger than 1 , which means in practice that these polynomials are to be scaled in such a way that max 2 where (S) and (S) are respectively lower and upper bounds on the eigenvalues of B (S) ?1 S (in practice, such estimates are deduced from a recursive application of the Theorem, see below).
In Theorem 2.1, we also use some technical assumptions on P , but we stress that they are all automatically satis ed when P is a MILU factorization of A 11 . To make things clear in this respect, let us recall that a modi ed ILU factorization is an ILU factorization for which the diagonal entries of the triangular factors are computed in such a way that P has same row-sum as the factorized matrix, i.e. P e 1 = A 11 e 1 .
Further, P ?1 0 holds because these triangular factors are M{matrices, whereas min ? P ?1 A 11 1 is a well known result (see e.g. 5, 17] for a proof). where is the diagonal matrix with same row-sum as A 11 (since A has non negative row-sum, ii = 0 implies (A 12 ) ij = 0 for all j ). Now, K = by (2.1), whereas P holds at every level. Theorem 2.1 shows then that (S) = is valid, i.e. the polynomial (2.4) used at a given level is properly de ned if a lower bound (S) is known. This is true at the bottom level since S is inverted exactly on the coarsest mesh. From there and from the lower bound (2.11), the recursive de nition (bottom to top) of the polynomials is straightforward. Moreover, applying the analysis of these polynomials as developed in 2, 10, 11, 12], it can be seen that min ? B ?1 A remains bounded away from 0 independently of the number of levels as long as < m 2 . This is formally proved in the following theorem. When < 4 , we consider also a somewhat simpler strategy that uses the same polynomial at every level. applications, this can be checked at the level of coarse grid elements, resulting in upper bounds independent of the grid size and of jumps in the coe cients that occur across the edges of the coarse mesh. Now, to proceed further, one need to select a particular class of applications and introduce some assumptions on the variations of the coe cients. In the following, we consider the 5 point nite di erence approximation of PDEs of the form (1.5), using the point mesh box integration scheme 29] (which, for this type of PDEs, is equivalent to a linear nite element scheme with right triangles). We also assume that the domain is the union of coarse rectangles on which the PDE coe cients a x , a y are piecewise constant, and that these coarse rectangles (which need not be very coarse) induce a Cartesian grid (whose boundary is not necessarily regular) with su ciently few nodes to allow an exact factorization of the related matrices. Successive uniform re nements (h ! h 2 ) of this initial grid de ne the node sets corresponding to the successive levels, until one reach the nest grid on which the discretization is actually performed.
Note that the coe cients may present arbitrary jumps across the edges of the coarse rectangles, whereas the ratio a x =a y may be arbitrary small or large, as well as the aspect ratio h x =h y of each coarse rectangle. We also stress that the above assumptions are introduced to obtain a rigorous and complete analysis, resulting in eigenvalue bounds whose value do not depend further of any additional constant or parameter.
In this context, the analysis of max ? S ?1 S A is particularly straightforward. Indeed, a close inspection of the concerned matrices, which we leave to the reader (see also 19]), shows that, under the given assumptions,
whence max ? S ?1 S A 2 . This result moreover applies at every level of the recursion that de nes the preconditioner, the considered matrix being by (3.1) always equal to the discretization matrix times some scaling factor.
Note that the same argument (3.1) has been previously used in 25, 26, 27] to prove a similar result for the method considered there, which incidentally use the same coarse grid matrices, although they are derived in another way.
About max ? P ?1 A 11 , we show below that max ? P ?1 A 11 3 2 when P is computed by the standard MILU(0) algorithm 20] with a natural ordering of the concerned nodes. Here again, it is readily seen from (3.1) that the proof applies at every level of the recursion. On the other hand, we further conjecture that the actual value is still better in practice since we never observed in our numerical experiments that max ? P ?1 A 11 could be larger than 4 
.
Combining both results, we can thus apply the method de ned in x2, using at Proof that max ? P ?1 A 11 3 2 . We rst note that the proposition holds if and only if A 11 ? 3 R is nonnegative de nite, where R = A 11 ? P is the error matrix that has zero row-sum by (2.6).
A typical nite di erence grid is depicted on Fig.1 where the nonzero o diagonal entries in A 11 and R are represented by respectively straight and dot lines. One sees that a MILU(0) factorization of A 11 leads to the rejection of all ll-in, i.e. letting where p (`) 3 is the diagonal entry of P p at the node with local number 3. Since nodes with local numbers 1 and 2 are eliminated exactly, there holds p (`) 3 = and using this lower bound instead of the exact value in (3.2), one gets a matrix e R (`) that is not smaller than R (`) We use the point mesh box integration scheme 29] with uniform mesh size h in both directions, except on the problem Stretched that has been retrieved from 18]. In each experiment, the reported numbers of iterations (# it.) and numbers of basic (+ or ) oating point operations ( # ops) are those necessary to reduce the relative residual error krkk kbk below 10 ?7 when using the preconditioned conjugate gradient algorithm with the zero vector as initial approximation. The reported op counts exclude preprocessing, that is the operations needed to compute the successive incomplete factorizations of A 11 and approximate Schur complements.
In each case, the multilevel preconditioner is de ned as described in x2 and x3, using the polynomials (2.20) with e = 2:66 , and factorizing exactly the approximate Schur complement S when the number of concerned nodes is not larger than 81.
We rst consider the model Poisson problem (a x = a y = f 1 ; ? 1 = @ ). The results are reported in Table 1 for the multilevel method, which is further compared on Fig. 3 the multilevel method has grid independence convergence and already outmatches standard preconditioning techniques for fairly moderate problem sizes. We relate this to the fact that our method is rather cheap for such an high quality preconditioning. A thorough inspection indeed proves that each solve B x = y does not cost more than 36 n ops. This means that the cost of each preconditioned conjugate gradient iteration is only about 55 n ops. By comparison, it is 29 n ops with a ILU(0) like preconditioner and 33 n ops with a block ILU like preconditioner (see e.g. 9] ).
We next consider the following test problems, where d is a positive parameter. Tables 2 and 3 . Comparing with the results for the model problem, the method appears nearly insensitive to jumps in the PDE coe cients. Looking more particularly at the results for the problem discontinuous, it seems that this robustness even extends to problems where these jumps do not only occur across the edges of the coarsest mesh.
Considering, on the other hand the results for Problem 2 and Problem Stretched, the method appears slightly more sensitive to anisotropy or grid stretching. However, it remains of optimal order as proved theoretically for problems like Problem 2. Further, we obtain practically grid independence convergence for the problem Stretched, which has to be considered as very di cult in this respect 18]. Table 3 results for Problem 2 and Problem Stretched
