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Uptake of Protein-Coated Graphene Oxide Nanosheets: Characterization, Mechanisms, 
Size-Dependence, and the Role of Surface Charge. Major Professor: Lam Yu. 
Graphene and graphene oxide (GO) are two-dimensional nanomaterials with 
promising biomedical application potential, including drug and gene delivery, bio-
imaging, and photothermal therapy. However, the nature of interactions between these 
materials and cells is poorly understood. Here, cell surface adhesion, subcellular 
localization, and size-dependent uptake are investigated in C2C12 cells using bovine 
serum albumin (BSA)-functionalized GO. Small BSA-GO nanosheets enter cells through 
clathrin-mediated endocytosis (CME), while large nanosheets enter cells through both 
CME and phagocytosis. Cytotoxicity is minimal. AFM-based size/thickness 
characterization of BSA-GO is performed in a systematic fashion, and a practical 
protocol for such analysis is presented. Size-dependent uptake results provide needed 
information about fundamental cellular interactions between cells and two-dimensional 
nanomaterials and will be useful in future biomedical and toxicological studies. BSA-
functionalized GO is employed as a model system for quantifying surface charge 
distribution in biologically-relevant materials, and preliminary surface potential 
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I. INTRODUCTION AND BACKGROUND 
A. Nanomaterials and biomedicine 
Materials physics and materials engineering have an important relationship with 
medicine and biomedical science. As understanding of the physics of materials properties 
and synthesis broadens and deepens, it becomes possible to produce materials with 
increasingly specific designs for biomedical applications. For example, it may be 
desirable to elicit specific biological interactions with a material, promote 
biocompatibility, or to provide functionality in devices operating within the dynamic 
environment of the living organism. 
One principal frontier in materials science is nanomaterials, an area which 
involves interdisciplinary overlap between physics, chemistry, and also biology, as 
biological systems operate inherently in the nanoscale. Nanomaterials are often defined 
as those in which the basic component(s) have one or more dimension measuring less 
than 100 nm. This includes two-dimensional structures (nanosheets or thin films), one-
dimensional structures (nanorods and nanowires), and zero-dimensional structures 
(nanoparticles). While nanomaterials are not new, the ability to tailor such structures on 
the atomic scale with an understanding of the effects on overall properties has contributed 
to an increasing role for nanomaterials in a host of fields, from manufactured goods to 
medicine to fundamental research. 
Nanomaterials exhibit many properties that differ significantly from those of bulk 
counterparts composed of the same constituents. This is due primarily to two effects: (1) 
the increased surface area to volume ratio as the size of a system (e.g., a particle) is 
reduced and (2) the increased influence of quantum mechanical effects in nanoscale 
systems. In fact, the term ―nanomaterials‖ often indicates specific reference to materials 
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in which overall properties are intrinsically linked to the nanoscale size of the system. 
The definition is also sometimes considered more broadly to include structures with 
dimensions up to several hundred to 1000 nm but in which distinct properties are still 
fundamentally linked to the small size of the structures. 
Tuning the structure and properties of nanomaterials has borne fruit across many 
fields, both for investigations of newly-accessible basic science questions, as well as the 
production and improvement of useful materials and devices. There are two obvious 
implications for biomedicine. On the one hand, nanomaterials provide an unprecedented 
ability to design improved medical devices and materials—for example, improved drug 
delivery platforms or biocompatible implant materials. On the other hand, more 
numerous and diverse applications for nanomaterials means that unintended interactions 
with living organisms, including humans, are increasingly possible [2]. Since interactions 
between living cells and nanomaterials remain, at best, partially understood, both of these 
implications underscore the importance of improved understanding of the fundamental 
dynamics of the interactions. How are biological interaction dynamics influenced by 
different nanomaterial morphology, size, surface chemistry, and surface charge? How do 
these parameters affect cellular uptake, subcellular targeting, tissue localization, and 
immune response? Such investigations are complicated by, among other factors, possible 
variation by cell type and organism and the interdependence between various 
nanomaterials properties. In addition, it remains to be established precisely if and how 
many standard assays and techniques, such as toxicity tests, may require modification for 
application to engineered nanomaterials [2–4]. 
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A wide array of specific nanomaterials preparations have been studied concerning 
biological interaction, but generally with limited organisms and/or cell types or lines. 
This means there are significant limitations on the degree to which many results may be 
directly applied more broadly. However, at the same time there is an ever-growing body 
of nanomaterials-related research providing concrete demonstrations of advanced 
therapies and diagnostics which demand further research to fully realize and apply in the 
medical field. In addition, the dynamics of the nano-bio interface and key fundamental 
properties that are important in this context continue to be explored and characterized [5]. 
Thus, this is an exciting time for all fields involved, with key questions at hand and many 
promising nanomaterials-based biomedical diagnostic and treatment approaches poised 
for refinement and possible translation into clinical practice. 
This work focuses on elucidating basic interactions between certain mammalian 
cells and functionalized graphene oxide (GO), a nanomaterial with great promise in 
biomedicine but also with many fundamental unresolved questions that are directly 
relevant to biological applications. The work described here represents a valuable, while 
narrowly-focused, contribution to a field with very broad open questions.  
B. Graphene and graphene oxide 
Graphene is one member of the growing family of carbon-based nanomaterials, 
which also includes fullerenes, nanotubes, and nanodiamonds, as well as additional 
derived structures with distinct properties such as graphene nanoribbons [6,7]. Graphene 
is an allotrope of carbon comprised of a single layer of carbon atoms in a planar, 
hexagonal (honeycomb) arrangement. Since graphene is atomically thin, it may be 
considered a two-dimensional material. 
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Graphene was first isolated and analyzed in 2004 [8], a remarkable achievement 
that was preceded by many decades of related research [9], including, for example, 
theoretical work concerning the electronic structure of individual crystallographic planes 
of graphite [10]. Since 2004, graphene has received increasingly intense research interest 
across a host of fields due to many exceptional properties, including optical, electronic, 
mechanical, and thermal aspects [11–13]. Graphene is both a platform for accessing 
intriguing basic physics phenomena [14] as well as a promising material for 
nanoelectronics [15,16]; optoelectronics [15]; composites [17]; photovoltaics [18,19]; 
hydrogen storage [20]; chemical sensors [21,22]; catalysis [19]; membranes [23]; 
supercapacitors [24,25]; biomedical imaging, diagnostics, and therapies [26–33]; and 
many other applications [34,35]. 
Graphene oxide (GO) is very closely related to graphene, but it should properly be 
thought of as a distinct material due to significantly different properties. The underlying 
structure of GO is similar to that of graphene [36] but includes many attached oxygen 
functional groups. GO does not have a specific stochiometric composition, although 
when fully oxidized, the overall C:O ratio is approximately 2:1 [37]. 
GO has a much longer history of experimental study than graphene, going back 
many decades [38], but details of its structure are still not completely understood. Recent 
work [30,37,39–41] indicates that GO, as synthesized by the commonly used Hummers 
method [42], is heterogeneous on the nanoscale, with graphene-like regions as well as 
more disordered regions containing random functionalization. This work also indicates 
that the majority of the oxygen groups may be contained in highly-functionalized 
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amorphous oxidative debris structures which are not covalently bonded to the main GO 
sheet. 
The presence of these functional groups renders GO hydrophilic and allows the 
formation of stable, well-dispersed aqueous GO colloids [43]. This is important for a 
variety of synthesis and processing techniques, since pristine graphene does not form 
stable aqueous dispersions. It is noteworthy, however, that chemical reduction of GO can 
produce graphene-like material that retains the ability to remain dispersed in water 
through electrostatic repulsion due to some remaining oxygen groups [44]. 
Reduction of GO is possible by a variety of methods, and removal of most of the 
oxygen groups can yield material with properties comparable in many respects to those of 
pristine graphene [38]. Recently a methane plasma-based process has been shown to 
repair defects in GO during reduction, leading to material with electronic properties much 
closer to that of graphene [45]. As GO is currently easier to synthesize and less costly to 
produce in bulk than pristine graphene, it has become an object of intense research in 
recent years, in part because it is a promising potential precursor for much needed large-
scale production methods for graphene or graphene-like material [15]. Synthesis methods 
of both materials continue to be improved and refined [38,43,46,47].  
Graphene and its derivatives are attractive as drug delivery platforms, as these 
materials possess an extremely high specific surface area—single-layer graphene is all 
surface, with every atom exposed on both sides of the structure. This is enticing for 
efficient drug loading and functionalization with antibodies or other molecules for 
targeting purposes [31]. The large number of reactive oxygen groups make GO 
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particularly attractive for such surface functionalization [38], and the properties of GO 
can be modified by a number of processes [15,39]. 
A variety of drugs have been loaded on GO nanosheets, sometimes with 
additional surface functionalization and/or reduction steps, and the resulting complexes 
have been shown to be effective for drug delivery in cell culture, including water-
insoluble cancer drugs [48,49] and multiple drug combinations [32], as well as 
preparations also incorporating magnetic nanoparticles to facilitate handling [50]. Very 
high drug loading ratios (i.e., the ratio of drug mass to carrier mass) are possible for GO-
based carriers, with reported values even exceeding 400%, a value which compares very 
favorably to the loading ratios for nanoparticles, which are typically under 100% [32]. 
Functionalized GO has also been employed for photothermal tumor ablation [51], 
which has been successful in vivo using radiation power densities an order of magnitude 
lower than that necessary with many other nanomaterials [28]. In addition, GO-based 
photothermal therapy has also been augmented with photodynamic therapy, which 
involves the localized generation of reactive oxygen species [33]. GO preparations have 
also been employed for biological imaging [30,52,53]. Another important area of 
research involves functionalization of graphene/GO with DNA or RNA for such purposes 
as gene delivery and label-free DNA detection [26,27,31]. In summary, a host of 
biomedical applications for graphene and GO are actively being explored, and many 
diagnostic and therapeutic approaches based on these materials show great promise. 
However, many outstanding questions remain to be answered to realize the 
potential of graphene-based biomedical applications. Among these questions, the current 
lack of understanding of the cellular uptake mechanisms and subsequent intracellular 
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distribution of graphene and GO materials, along with limited knowledge of cytotoxic 
effects, have been emphasized by a number of researchers and review authors as major 
and urgent challenges [26,27,31,54,55]. 
C. Vesicle-based cellular uptake (endocytosis) 
One key modality of interaction between cells and external particles or 
macromolecules is endocytosis, a family of uptake mechanisms that result in extracellular 
material being brought inside the cell within a closed membrane vesicle. Determining the 
involvement of various endocytic mechanisms for certain nanomaterial preparations is a 
major aspect of this investigation, so it will be useful to briefly review the outer 
membrane structure of the cell and the various means by which material may be 
transported across the membrane into the cell. 
The membrane bounding the cell, called the plasma membrane or cell membrane, 
is a bilayer lipid membrane. The cell membrane is the interface through which the cell 
interacts with its surroundings. It is composed primarily of two layers (called leaflets) of 
phospholipid molecules oriented with their hydrophobic tail sections facing together and 
hydrophilic heads forming the inner and outer surface of the membrane. This structure is 
shown schematically in Figure 1. A great number and variety of proteins are anchored 
within the membrane and usually exposed to the inner membrane surface, outer 
membrane surface, or both. Such membrane-bound proteins, called integral membrane 
proteins, are involved in roles as diverse as signaling, ion transport, cell adhesion, and 
maintenance and modulation of cellular structure. Despite being anchored within the 
membrane, integral membrane proteins are highly laterally mobile. Cell membranes 
usually contain approximately 50% protein by mass [56]. Figure 1 also illustrates several 
general configurations of integral membrane proteins relative to the membrane structure. 
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Figure 1. Schematic cross section of a cell membrane showing the lipid bilayer structure 
composed of phospholipid molecules with hydrophilic heads (illustrated as disks) and 
hydrophobic tails. The membrane separates the intracellular fluid (cytoplasm) from the 
extracellular fluid. Two types of integral membrane proteins are also illustrated.  
The cell membrane is permeable to water molecules and some small, electrically 
neutral molecules, such as O2 and CO2. However, the cell membrane is impermeable to 
ions, most polar molecules, and many larger molecules, the transport of which requires 
facilitated diffusion through gated channel structures or active transport by energy-
dependent biomolecular pumps spanning the membrane. 
Significantly larger macromolecules or structures may be internalized by a variety 
of mechanisms involving enclosure of extracellular material within a deformed portion of 
the cell membrane from which a scission event produces an independent membrane 
vesicle inside the cell containing internalized material. This process is called endocytosis, 
Integral membrane proteins






and it is one component of a complex cellular system of membrane vesicle trafficking. 
This system also involves intracellular transport and processing of membrane vesicles as 
well as exocytosis, the discharge of the contents of intracellular membrane vesicles to the 
exterior through vesicle fusion to the cell membrane. 
Because endocytosis utilizes portions of the cell membrane in the formation of 
intracellular vesicles, the process can change the overall makeup of membrane-bound 
receptors displayed on the cell surface, thus influencing the cell’s external receptor 
profile, which is a critical aspect of cellular dynamics [57,58]. Endocytosis has been 
implicated in many essential cellular processes, including adhesion, migration, mitosis, 
nutrient uptake, signaling, growth, differentiation, and drug response [57]. Endocytosed 
material undergoes sorting and routing to various areas within the cell for various 
purposes, from signaling to re-use to degradation [59]. Thus, understanding endocytic 
routes involved in the cellular uptake of a given nanomaterial represents one fundamental 
aspect of the biological interaction. 
Such knowledge may be applied in guiding nanomaterials engineering to help 
obtain or avoid certain physiological outcomes. For example, this might be leveraged to 
help promote biocompatibility or trigger programmed cell death. For therapies or 
diagnostic imaging, a more complicated outcome is usually desirable: the preferential 
targeting of specific tissue or abnormalities, for concentrated accumulation or delivery of 
therapeutic cargo. Such specificity in the case of targeting for drug delivery is desirable 
for reducing side effects and achieving lower dosage levels, among other advantages. 
These effects may even provide feasible delivery routes for drugs previously abandoned 
due to unacceptable side effects such as systemic immunotoxicity [60]. 
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There are a number of distinct endocytic mechanisms with varying degrees of 
mechanistic and functional understanding. A variety of these uptake mechanisms are 
illustrated in Figure 2. 
 
Figure 2. Schematic of various routes of endocytosis, methods by which cells take up 
external material. Phagocytosis and clathrin-mediated endocytosis are the primary 
mechanisms investigated in this study. While not critical here, CLIC stands for clathrin-
independent carrier, and GEEC stands for GPI-AP (glycosyl-phosphatidylinositol-
anchored proteins) enriched early endosomal compartment. Adapted by permission from 
Macmillan Publishers Ltd: Nature Reviews Molecular Cell Biology (S. Mayor and R. E. 
Pagano, Nature Reviews Molecular Cell Biology 8, 603 (2007)), copyright (2007) [61]. 
 The broadest distinction is between phagocytosis and pinocytosis. Phagocytosis 
involves internalization of larger solid structures, usually roughly over 250 nm in 
length [59] (500 nm is also commonly quoted as a typical lower size limit [5,62,63]). 
Phagocytic uptake occurs via extensions of the cell (pseudopodia) that develop around 
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the extracellular body and then fuse together. Phagocytosis is exhibited only by certain 
cell types and is less ubiquitous than other endocytic routes. Phagocytic cells include so-
called ―professional‖ phagocytes (neutrophils and macrophages), dendritic cells (immune 
cells which process and present antigen material to other immune cells), and microglia 
(cells providing immune response in the brain and spinal cord), as well as non-immune 
cells including fibroblasts (cells which produce the extracellular matrix and connective 
tissues) and some types of epithelial cells (cells which line the outside of the body and 
line or enclose organs and glands) [64]. 
Phagocytosis is generally triggered by an extracellular body binding to specific 
cell surface receptors, either directly or indirectly through opsonization, which involves 
antigens first coating the extracellular body and then themselves binding to receptors 
which trigger phagocytosis [59]. There are different types of phagocytosis, distinguished 
by the receptors involved, type of extracellular body, and additional cellular responses 
that occur along with uptake [65]. These sub-types of phagocytosis are not discussed 
here. 
Pinocytosis involves internalization of a pocket of extracellular fluid within an 
invagination of the cell membrane that deepens and pinches off to form an intracellular 
vesicle. This may occur by a variety of mechanisms. The categorization schema for 
subtypes of pinocytosis is shifting with improved and revised understanding of the 
mechanisms, but as shown in Figure 2, pinocytosis is currently divided into 
macropinocytosis, clathrin-mediated endocytosis (CME), and clathrin-independent 
endocytosis (CIE). In this categorization, CIE designates a diverse subfamily of generally 
12 
less-well understood vesicle-based uptake mechanisms, which are grouped together 
simply by virtue of not involving the structural protein clathrin.  
Clathrin-mediated endocytosis (CME) occurs in all mammalian cell types (and in 
fact, in all eukaryotic cell types) [58], has been particularly well-studied, and is involved 
in regulatory pathways important for many cellular processes and overall cell 
physiology [66]. CME is also referred to in the literature as clathrin-dependent 
endocytosis (CDE). CME involves the binding of extracellular ligands (of a variety of 
types) to transmembrane proteins that cluster on the cell surface, inducing membrane 
curvature and ultimately the formation of an intracellular vesicle from a portion of the 
cell membrane. In CME, the protein clathrin is critically involved with vesicle formation, 
hence the name. Due to the receptor clustering involved, CME results in a concentrated 
uptake of the receptors and bound ligands contained on the internalized fragment of cell 
membrane, in addition to possibly some volume of extracellular fluid and its contents. 
CME involves vesicles of various sizes usually up to about 200 nm in diameter [58]. 
CME was previously referred to as receptor-mediated endocytosis and sometimes still is, 
but it has now been recognized that most pinocytotic uptake routes involve receptor-
ligand interactions [65]. CME is a relatively rapid process, with the completion of 
internalization occurring within only a minute or so after the formation of a clathrin-
coated pit on the cell membrane, which is an early step in the process [59]. Cells 
generally have around 2% of their cell membrane area involved in CME at any given 
time, and cultured fibroblasts have been estimated to produce 2500 vesicles each minute 
through this uptake route [59]. 
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Macropinocytosis and clathrin-independent endocytosis (CIE) are the additional 
categories of pinocytosis. Macropinocytosis involves relatively large non-specific uptake 
of extracellular fluid volumes, producing vesicles usually 0.5-5 µm in diameter [58]. CIE 
mechanisms typically involve smaller vesicles often in the 50-80 nm diameter size range, 
at least for the most well-studied CIE mechanism which involves cell membrane surface 
features called caveolae [61]. CIE uptake methods are much less well characterized than 
CME but continue to be linked to increasingly many aspects of cellular processes [57,67]. 
Various routes of endocytic uptake all result in intracellular vesicles, but a variety 
of distinct types exist. Different types of vesicles can follow different processing stages in 
which receptors, ligands, and other endocytosed material may be shuttled to specific 
regions of the cell or left in place [59,68]. All such vesicles are finally routed into 
lysosomes, cellular compartments in which vesicle contents are digested, and indigestible 
contents are potentially ultimately expelled [59]. 
D. Nanomaterials and biological interactions 
For biomedical nanomaterials applications, such as bioimaging, biosensing, and 
treatment modes such as drug delivery and photothermal therapy, it is important to 
understand the nature of cellular interactions with nanomaterials. Key properties 
influencing the interactions between cells and nanomaterials include size, shape, surface 
area, and surface chemistry [26]. 
Cellular interactions tend to be complex, and it is somewhat difficult to generalize 
specific observations of dynamic cellular responses to different physicochemical 
properties, partly because of interdependence of various nanomaterial properties, and 
partly due to the involvement of details of the biological surroundings and differences 
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across cell types [5,69]. In addition, limited understanding of many cellular processes, 
such as endocytosis, under ―normal‖ biological conditions also poses challenges. 
1. Surface chemistry and the protein corona 
Surface chemistry is one fundamental factor influencing interactions between 
nanomaterials and cells. For example, non-functionalized GO has been shown to exhibit 
concentration-dependent in vitro cytotoxicity [70]. However, surface functionalization 
with biocompatible polymers such as polyethylene glycol (PEG) have been shown to 
mitigate in vitro cytotoxic effects [48] and produce little in vivo toxicity [28,33]. 
Graphene has shown similar results, with graphene producing cell death that can be 
avoided with suitable surface functionalization [71]. Significantly, in vitro GO 
cytotoxicity has been shown to be largely mitigated when the GO surface is 
functionalized with serum proteins introduced via supplemented cell culture medium, the 
fluid in which cells are typically grown under laboratory conditions [70,72]. This effect 
has not always been acknowledged, which likely contributed to somewhat differing 
reports regarding GO cytotoxicity. 
This particular effect of bound serum protein on the biological impact of GO is 
one example of a more general phenomena. In physiological solutions such as serum 
(both in vivo and in vitro), particles generally develop a layer of adsorbed protein and 
biomolecules, the so-called ―corona‖ [73]. The composition of the corona plays a critical 
role in nanomaterial-cell interaction, because it alters the effective surface properties and 
surface chemistry exposed to the cells and tissues; in this way, the corona may mediate or 
define biological and cellular interactions [5,74,75]. 
A number of factors influence the composition of the corona. As just one 
example, the effect of nanoparticle size and surface charge on the ―hard‖ (i.e., relatively 
15 
tightly-bound and long-lived) protein corona resulting from incubation with human blood 
plasma has been studied using systematic variation in size and surface functionality, and 
both factors were found to produce differences in corona composition, indicating 
potential for differing biological effects [76]. A study of gold nanoparticles (GNPs) of 
various sizes in cell culture medium with serum demonstrated that corona composition 
can be more important than size in determining cellular uptake rates, although the effects 
can be interrelated, with the nanoparticle size itself influencing the corona 
composition [77]. Indeed, surface shape appears to influence corona composition 
frequently, as the corona developed around nanoparticles often differs from that obtained 
on a flat surface of the same material and can vary with size (i.e., surface curvature) 
generally [74,75,78]. 
The composition of the corona can also change over time, as biomolecules with 
lower concentrations but with a greater affinity for the nanomaterial surface displace 
more common but less tightly-bound entities [73,79]. Additionally, the corona 
composition may shift as particles transition between different biological fluids [80]. 
One specific way in which surface functionalization and protein corona effects 
can be exploited for therapeutic purposes is though the so-called enhanced permeability 
and retention effect. In this effect, the increased permeability typical of newly-developing 
and imperfect vasculature near a tumor, along with reduced lymphatic drainage in that 
region, can lead to selective accumulation of nanomaterials delivered systemically. The 
effect depends on prolonged circulation lifetimes for the therapeutic particles, which 
depends, in addition to size, on the corona composition and specific surface 
functionalization [28]. 
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Intriguingly, protein binding during the formation of a nanoparticle corona has 
been shown, under the right circumstances, to be able to change protein conformation and 
expose functional regions that induce distinct biological outcomes [81]. In the cited 
study, the functional protein change depended on both particle size and protein 
concentration. Thus, protein corona effects may be dynamic, complicated, and clearly 
able to play both passive and active roles in biological interactions. 
Such interrelated and time-dependent effects, as well as various technical 
challenges, make nanomaterial protein coronas somewhat difficult to study. However, the 
phenomena plays a central role in nano-bio interactions and demands continued 
attention [82]. Evaluating the biological impact of nanomaterials generally requires 
understanding not only the intrinsic material surface properties, but also details of the 
interplay between those surface properties and the surrounding proteins and 
biomolecules. Such interactions will produce a different, and often dynamic, effective 
surface chemistry though a process of competitive adsorption and 
desorption/displacement of biomolecules. 
2. Nanomaterials and endocytosis 
In many biomedical and toxicological contexts, a key type of cellular interaction 
is endocytosis, which as summarized in Section I.C, is a family of uptake mechanisms 
that result in extracellular material being brought inside the cell within a closed 
membrane vesicle. Many nanomaterial properties have been shown to influence 
endocytosis, including surface chemistry, size, and shape [83–86]. 
Spherical nanoparticles have probably received the most attention in this regard, 
for example [84,87], although there is a great deal of work related to nanorods and one-
dimensional structures with higher aspect ratios, such as carbon nanotubes 
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(CNTs) [88,89]. However, as two-dimensional structures, graphene-based constructs are 
distinct from nanoparticles and CNTs, and it is not clear how the shape and size of two-
dimensional nanomaterials may influence uptake or other cellular interactions [26]. 
Shape has also been studied but rather less commonly than size, perhaps due to 
significant challenges in the necessary nano- and micro-fabrication. Champion and 
Mitragotri performed very interesting experimental work investigating the influence of 
shape and size on phagocytosis by macrophages [83]. Using micron-scale polystyrene 
particles prepared with a variety of sizes and anisotropic shapes, which included 
concavities, they determined that the local shape surrounding the initial point of cellular 
contact with a particle determines whether the cell initiates phagocytosis or only spreads 
on the surface, while the particle volume determines whether phagocytosis succeeds (it 
may fail if the particle volume is too large relative to the cell size). The transition 
between the two regimes was sharply defined. It remains to be seen if this dependence 
differs for significantly smaller structures. 
Further understanding of the role of basic parameters such as size and shape in 
guiding biological interactions, and especially cellular uptake, are clearly needed to assist 
with the design of more complex and targeted therapeutic agents. Additional 
understanding is also relevant for improved biological imaging and diagnostics. 
Combining various functionalities and treatment methods is a particularly exciting 
possibility. 
Graphene oxide is a prime example of a material for which fundamental 
understanding of biological interactions is generally lacking, but for which there is 
tremendous application potential driving a need for increased knowledge.   
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II. OBJECTIVE 
The overall goal of this collaborative study (see Preface) was to characterize the 
nature of interactions between cells and specific preparations of protein-coated graphene 
oxide (PCGO) nanosheets. The protein utilized was fluorescein isothiocyanate labeled 
bovine serum albumin (FITC-BSA). 
Particular focus was given to (1) cell surface adhesion, (2) dependence of cellular 
uptake mechanisms on nanosheet size, and (3) localization within the cell after uptake. 
Through cell culture experiments with mammalian cells capable of both phagocytosis and 
CME, it was of interest to determine if cellular entry occurs, if so by which major 
route(s), and if PCGO nanostructure size influences uptake. A variety of labeling, 
imaging, and quantification approaches were employed toward these ends. 
One critical baseline characterization was determining the size distribution of 
nanosheets in PCGO samples, including unfractionated samples and samples fractionated 
by size . This characterization was particularly essential for focus (2) of the collaboration, 
the elucidation of the size-dependence of cellular uptake mechanisms of PCGO. The size 
characterization also provided important baseline parameters of the PCGO samples. 
The specific objective of the size characterization was to quantify the distribution 
of area and thickness of the nanosheets within given PCGO samples based on statistical 
analysis of multiple AFM images. 
All protein coating in this study was performed with fluorescein isothiocyanate 
labelled bovine serum albumin (FITC-BSA). FITC is a small fluorescent molecule widely 
used for biological labeling and imaging. BSA is a readily available protein that 
influences few biochemical reactions and is frequently used as a reference protein in 
biological assays. One reason BSA was chosen in this study is its generally passive 
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biological nature. Another was its ability to improve the dispersibility of GO in 
physiological solutions used in cell culture. The choice of FITC-BSA will be discussed 
further in Section IV.A.1. 
While a wide range of nanomaterial surface chemistries deserve study in the 
context of cellular interactions, this work focused on exploring the role of the size of GO 
nanosheet structures in fundamental cellular interactions. 
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III. MATERIALS AND METHODS 
A. Sample preparation 
1. Protein-coated graphene oxide (PCGO) sample preparation 
Single layer GO nanosheets were supplied by Cheaptubes.com (Brattleboro, VT) 
with a nominal lateral width of 300-800 nm. They were produced via a modified 
Hummers method; see reference [42] for general information. FITC-BSA was purchased 
in conjugated form. 
To prepare protein-coated graphene oxide (PCGO) solutions, GO and FITC-BSA 
were each dissolved in Milli-Q ultrapure water (resistivity 18.2 MΩ∙cm at 25°C) at 
concentrations of 2 mg/mL. These solutions were then combined gently via pipette in 
equal volume—and therefore equal mass of GO and FITC-BSA, given identical 
concentrations—and incubated overnight at 37°C. Subsequent centrifugation at 16,000g 
for 30 minutes at 4°C produced a pellet. Three times in succession this pellet was then 
washed with phosphate buffered saline (PBS) and centrifuged at 16,000g for 10 minutes. 
The pellet was finally re-suspended in water and stored under refrigeration. In all 
biological assays, the PCGO was used the same day as it was prepared. Some delays 
were involved in spin coating preparations for atomic force microscopy (AFM) 
characterization, and in this case PCGO was stored under refrigeration until use. 
2. Separation of PCGO by size 
To facilitate study of size-dependent uptake effects, PCGO was fractionated by 
nanosheet size through differential centrifugation. Aqueous PCGO solution, prepared as 
described in Section III.A.1, was centrifuged at 2000g for 5 minutes at 4°C. The resulting 
pellet was re-suspended in water and labeled as PCGO-A (later designated PCGO1), 
while the supernatant was centrifuged at 5000g for 5 minutes, with the resulting pellet re-
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suspended and labeled as PCGO-B. The supernatant from the 5000g centrifugation was 
further centrifuged at 10,000g for 5 minutes, pellet re-suspended, and resulting solution 
labeled as PCGO-C. The last step was filtration of the final supernatant with a 5 kDa 
ultrafiltration concentrator (Corning, Inc., Corning, NY), with the resulting concentrate 
labeled as PCGO-D (later designated PCGO2). This procedure was expected to produce 
fractionations in size from largest (PCGO-A or PCGO1) to smallest (PCGO-D or 
PCGO2) nanosheets. Centrifugation was performed at 4°C. Corning ultrafiltration 
concentrator specifications are given as a molecular weight cut-off (MWCO) rather than 
pore size. However, according to general information in the product literature, a 5 kDa 
MWCO corresponds roughly to less than 2 nm. 
 The PCGO concentrations in the size-fractionated samples were quantified by 
measuring absorbance at 600 nm and applying the Beer–Lambert–Bouguer law. 
Absorption by the FITC-BSA protein coating was not detectable at 600 nm, so protein 
loading levels were not expected to affect the measurement. 
3. Synthesis of gold nanoparticles (GNPs) 
To assist with transmission electron microscopy (TEM) imaging, gold 
nanoparticles (GNPs) were synthesized for labeling. Milli-Q ultrapure water (90 mL) and 
aqueous gold chloride (HAuCl4∙3H2O) stock solution (1 mL, 10 mg/mL) were mixed in a 
200 mL flask with vigorous stirring. Sodium citrate solution (2 mL, 38.8 mM) was then 
added, and the solution was stirred for 1 minute. Following this, NaBH4 (0.75 mg) in 
38.8 mM sodium citrate solution (1 mL) was added, and the solution stirred for 
5 minutes. The resulting GNP solution was concentrated to 0.5 mg/mL via an 
ultrafiltration tube (MWCO 5 kDa) and used as a stock solution. GNPs were 
characterized by TEM and ultraviolet-visible absorption spectroscopy. 
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4. PCGO labeling with gold nanoparticles (GNPs) 
For use in TEM imaging, PCGO was labeled with GNPs by mixing equal masses 
of PCGO (or size-fractionated PCGO) and GNP in solution and shaking gently for 
20 minutes at room temperature using an Eppendorf Thermomixer heating shaker set at 
~250 rpm (Eppendorf AG, Hamburg, Germany; Eppendorf North America, New York, 
New York). The GNP-PCGO complex was stored under refrigeration and used the same 
day as preparation. TEM imaging confirmed attachment of GNPs to PCGO. This 
characterization also revealed that all GNPs appeared bound to PCGO after the 
20 minutes of mixing (see Section IV.A.4). Therefore, additional purification or 
separation of unbound GNPs from the GNP-PCGO was unnecessary. 
5. Spin coating for atomic force microscopy (AFM) imaging 
Aqueous solutions of GO or PCGO for each experimental condition were 
prepared by diluting the fractionated or as-prepared GO/PCGO to a concentration of 
0.25 mg/mL and spin-coating Si/SiO2 substrates measuring about 12 mm square. The 
SiO2 surfaces were cleaned in argon plasma for at least 10 minutes prior to spin coating. 
Spin coating was performed for 5.5 minutes at 3500 rpm with 75 µL of sample solution, 
which was enough to completely wet the cleaned substrate. 
Spin coating settings and sample concentrations were chosen after some 
experimentation so as to obtain nanosheets on the substrate densely enough to permit 
numerous nanosheets to be imaged per 20 µm  20 µm scan, while not dense enough that 
overlapping nanosheets were evident with significant frequency. 
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B. Sample characterization 
1. Steady state fluorescence spectroscopy 
GO and PCGO steady state fluorescence spectra were obtained with a Hitachi F-
7000 spectrofluorometer (Hitachi Co. Ltd., Toyko, Japan). The excitation wavelength 
was 488 nm, and the emission wavelength was scanned from 500 to 600 nm at 
1200 nm/min. The excitation slit was set to a bandpass of 5.0 nm; the emission slit was 
set to a bandpass of 10.0 nm. The photomultiplier tube voltage was 950 V. Measurements 
were performed at 23°C. 
2. Zeta potential measurements 
The zeta potentials of GO and PCGO samples were measured using a Zetasizer 
Nano-Z instrument (Malvern Instruments, Worcestershire, UK). The zeta potential was 
taken as the mean of three independent measurements of sample solutions in Milli-Q 
ultrapure water or cell culture medium. Measurements were performed at 25.0±0.2°C. 
3. Size characterization by atomic force microscopy (afm) 
AFM Imaging was performed using a Nanosurf® easyScan 2 AFM operated in 
tapping mode with VISTAProbes™ T190R 190kHz silicon cantilevers (pyramidal tip 
with radius of curvature of tip apex less than 10 nm). AFM images at 20 µm  20 µm 
scan sizes were collected from a variety of locations across Si/SiO2 wafers spin coated 
with GO or PCGO as described in Section III.A.5. Images were acquired at a scan line 
acquisition rate of 1 Hz and a resolution of 512 pixels  512 pixels. 
4. AFM image post-processing 
Atomic force microscopy (AFM) provides nanoscale topographic measurement of 
a small area of a sample surface, which is scanned in raster fashion by a nanoscale probe, 
or ―tip‖, at the end of a microscale cantilever. A variety of operational modes are possible 
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(e.g., contact mode or tapping mode), but all function by tracking some aspect of the 
cantilever motion during the scan, which is affected by changes in interaction between 
the tip and sample. Usually this information is used in a feedback loop to maintain 
constant probe-sample interaction strength. The adjustments necessary to accomplish this 
yield information about changes in the tip-sample interaction and can be used to measure 
sample topography during the scan. 
The raw topographic data generally require some degree of post-processing in 
order to obtain useful, understandable images. Topographic scan lines derived from the 
raw data are often not well-aligned in the slow scan direction due to thermal drift, 
piezocreep and piezoelectric hysteresis (for piezoelectric positioning systems), and other 
causes [90–92]. Also, when the structures being imaged involve a substrate that is flat on 
the scale of the scan size, it is often helpful to subtract a background plane from the 
data—that is, ―leveling‖ the image by removing a sloped background common to the 
entire image due to imperfect alignment of the plane of the X-Y scanning system relative 
to the sample surface. In addition, further processing may be desired for, among other 
goals, removing image artifacts. Obviously, care must be taken in such processing to 
avoid removing or changing relevant aspects of the image. 
In this work, analysis of the AFM images was performed using Gwyddion [93], 
an open source scanning probe microscopy (SPM) data analysis and visualization 
program. Gwyddion version 2.25 was utilized and was compiled with a patch [94] 
providing the capability of masked per-line curve fitting for per-line image leveling. 
Gwyddion currently provides this functionality only for single rectangular selections, not 
arbitrary masked areas. 
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In this study, the goal of the AFM image processing was to quantify the area and 
thickness of the GO and PCGO nanosheets. One obvious method for obtaining such data 
would be to measure approximate lateral nanosheet dimensions manually and obtain 
approximate thickness from height profiles. An improved method would be to utilize 
image processing software to create a mask layer identifying the nanosheets in the image, 
followed by subsequent software-driven tabulation of nanosheet area (and height, 
assuming background leveling was performed). While the mask needed for such an 
analysis could be constructed manually, in this study a uniform software-driven 
procedure was instead developed for producing the mask. This was desirable for 
improved accuracy and for helping ensure all images were processed as consistently as 
possible. 
The silica substrates upon which the nanosheets were prepared for AFM imaging 
(as described in Section III.A.5) were expected to be quite flat over the 20 µm square 
scan size used, and any deviations from a perfectly flat substrate would simply be leveled 
during the analysis procedure. The analysis protocol was designed to include aggressive 
background leveling but with the important goal of preserving the dimensions of the 
surface features (nanosheets) as much as possible, relative to the immediately 
neighboring substrate. This was the motivation for using the software patch for 
Gwyddion to enable masked per-line leveling functionality. 
The overall goal of the analysis protocol was to process raw topographic data to 
obtain images in which the background (substrate) was flattened and surface features 
(called grains, generically) were identified in a mask layer for subsequent data tabulation 
of nanosheet surface area and thickness. Details of the protocol that was developed and 
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applied here are given in Appendix A. Figure 3 shows an example of an AFM image of 
GO (no FITC-BSA functionalization) early in processing and with post-processing 
complete. Note that after processing, the substrate has been flattened, and most of the GO 
nanosheets are identified with the red mask layer. 
 
 
Figure 3. Example of an AFM image before and after post-processing. The image on the 
left has only been processed with initial scan line matching. The image on the right is 
fully processed. The red area is the mask identifying the surface features identified for 
analysis. Profiles have been extracted from both images along the indicated scan lines 
(same locations in both images) and are plotted below the AFM images. 
Checking the accuracy of the resulting masks was possible by examining 
topographic images to see whether any surface features were omitted in the final mask 
and whether any extraneous areas were included. Since manual processing was the 
alternative to the processing approach employed here, and it is easy to identify surface 
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features by eye, such a comparison was reasonable, despite its somewhat subjective 
nature. 
The analysis protocol employed is not completely automated. That is, it includes 
some steps which involve operator decision based on assessment of a given image and 
intermediate processing output. However, these steps are based on specific, defined 
goals. 
It’s worth noting that a variety of automated grain identification methods are 
possible, such as mathematical processing techniques that are sensitive to edges. These 
are more sophisticated approaches than what has been employed here. A number of such 
options were explored, but it proved difficult to reliably obtain accurate masks via these 
methods with the particular source images. 
Starting with high-quality source images was also important, as poor-quality 
images easily caused errors in the mask output. 
C. In vitro cellular interaction experiments 
1. Cell culture  
In vitro work was performed using C2C12 cells [95] (strain C3H [96]) supplied 
by ATCC (Manassas, VA). C2C12 is a non-cancerous mouse mesenchymal progenitor 
cell line (myoblast) which exhibits phagocytic and clathrin-mediated endocytic activity, 
and thus represented a reasonable model in which to explore both of these major types of 
endocytosis in a ―normal‖ (i.e., non-cancerous) mammalian cell line. As summarized in 
Section I.C, only certain mammalian cells are capable of phagocytosis. 
Cells were cultured in Dulbecco’s Minimum Essential Medium (DMEM, Gibco, 
Grand Island, NY) augmented with 10% heat-inactivated fetal bovine serum (Invitrogen, 
Carlsbad, CA), 2 mM L-glutamine, 100 U/mL penicillin, and 100 µg/mL streptomycin. 
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Unless otherwise indicated, chemicals were supplied by Acros Organics (Geel, Belgium) 
or Sigma-Aldrich (St. Louis, MO) and were used without further purification. 
2. Cytoxicity assay 
Possible cytotoxic effects of PCGO on C2C12 cell were quantified by the WST-1 
assay, which is based on enzymatic reduction of water soluble tetrazolium salt (WST) to 
formazan dye. This process occurs on the surface of metabolically active cells, so 
assuming consistent metabolic levels, the assay correlates with the number of viable cells. 
Cell viability was evaluated after 24 hour incubation with PCGO at 
concentrations ranging up to 100 µg/mL. 
3. Cell surface adhesion of PCGO by scanning electron microscopy 
Scanning electron microscopy (SEM) was used to visualize nanosheet attachment 
to cell membranes. To prepare samples for imaging, cells were first seeded onto 
Thermonox coverslips (NUNC, Rochester, NY). These were then placed at the bottoms 
of a 6-well plate, and PCGO stock solution was added to cell culture medium to a final 
PCGO concentration of 20 µg/mL and applied to cells. Control cells were fed only with 
medium. After 30 minutes, cells were washed with PBS and fixed overnight with 
2.5% (v/v) glutaraldehyde, buffered in 0.1 M sodium cacodylate. Cells were postfixed 
with 1% osmium tetroxide for 1 hour, dehydrated through a series of alcohol 
concentrations (35%, 50%, 70%, 90%, and 95%), further dehydrated with 100% ethanol, 
and finally dried in a desiccators under carbon oxide. The resulting samples were 
mounted onto SEM aluminum stubs, sputter-coated with Au/Pd, and analyzed using a 
Philips XL 30 ESEM (FEI Company, Portland, OR). 
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4. Cellular uptake of PCGO by confocal laser scanning microscopy 
Confocal laser scanning microscopy (CLSM) was employed to further examine 
the adhesion of PCGO to cells and check for entry of PCGO into cells. Samples were 
prepared by first incubating cells with PCGO (at 20 µg/mL) for 30 minutes. Then cells 
were fixed with 4% paraformaldehyde (PFA) for 1 hour at room temperature. Cells were 
stained for 5 minutes in 10 µg/mL WGA-Alexa Fluor 647 (Invitrogen, Carlsbad, CA), 
which binds to the plasma membrane and fluoresces red, and then washed three times in 
PBS for 5 minutes per wash. Cells were mounted overnight at 4°C with VECTASHIELD 
mounting medium with DAPI (Vector Laboratories, Inc. Burlingame, CA). DAPI (4',6-
diamidino-2-phenylindole) is a counterstain that fluoresces blue when bound to DNA (it 
may also bind to RNA). 
After sample preparation, CLSM images were obtained with a Laser Scanning 
Microscope LSM 510, Version 3.2 SP2 (Carl Zeiss GmbH, Germany). 
5. Cellular uptake of PCGO by flow cytometry 
Flow cytometry was used to quantify PCGO uptake via per cell quantification of 
fluorescence. To prepare cells, cultures were incubated with PCGO for a specified 
duration according to experiment. They were then washed with cold PBS three times 
followed by Trypsin digestion, which released the adherent C2C12 cells to produce a 
suspension of single cells. Cells were suspended in culture medium for flow cytometry 
analyses, which were performed on a Guava EasyCyte Mini Flow Cytometry System 
(Millipore, Billerica, MA). 
6. Cellular uptake of PCGO by inductively coupled plasma mass spectrometry (ICP-MS) 
Inductively coupled plasma mass spectrometry (ICP-MS) was used to quantify 
cellular uptake patterns of GNP-labeled PCGO. ICP-MS measurements include signal 
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from cell surface adhered GNP-labeled PCGO, but this was expected to contribute 
minimally based on flow cytometry results, as will be discussed in Section IV.B.3. 
Cells were incubated for 1 hour with GNP-PCGO appropriate to the experimental 
condition and then washed three times with cold PBS. Next, cells were detached to obtain 
a suspension and counted. Cells were then lysed and digested for 4 hours at 37°C with 
aqua regia to dissolve the GNPs. A small amount of the resulting mixture was diluted as 
necessary with the isotope bismuth-209 (
209
Bi) internal standard solution in 1.0% HNO3 
and analyzed by ICP-MS. 
A series of gold solutions (1000, 500, 100, 50, 10, 5, and 1 ppb) with 
209
Bi 
internal standard solution were prepared prior to each measurement. These were used to 
obtain a calibration curve from which to calculate gold concentrations in the samples. 
Between analyses, the instrument was washed with two injections of 
209
Bi internal 
standard solution in 1.0% HNO3. 
ICP-MS measurements were performed on a Varian 820-MS Spectrometer 
(Varian, Santa Clara, CA). Some additional information about the protocol is available in 
other reports [97–99]. Note that 
209
Bi was actually used as the internal standard in these 
cited studies, despite a different isotope being specified in them. 
7. Cellular uptake of size-fractionated PCGO by TEM 
Transmission electron microscopy (TEM) was used to investigate processes of 
PCGO adhesion and uptake, as well as subcellular location. Cells were prepared for TEM 
imaging by treatment with 50 µg/mL (amount of PCGO) GNP-labeled PCGO for 
30 minutes. Cells were then fixed in 2.5% glutaraldehyde in 0.1 M sodium cacodylate 
buffer (pH 7.4) for 1 hour at room temperature and rinsed. Following this, cells were 
postfixed for 1 hour in 2% osmium tetroxide with 3% potassium ferrocyanide and rinsed. 
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Next, cells received en bloc staining with 2% aqueous uranyl acetate solution, 
dehydration through a series of graded concentrations of alcohol, two changes of 
propylene oxide, a series of propylene oxide/Epon dilutions, and finally embedding in 
100% Epon. Thin (70 nm) sections were cut on a Leica UC6 ultramicrotome, and images 
were obtained on a JEOL 1200 EX TEM (JEOL, Ltd. Tokyo, Japan) using an AMT 2K 
digital camera. 
8. Cellular uptake of size-fractionated PCGO by chemical inhibition 
Routes of PCGO uptake were investigated using chemicals that either deplete 
adenosine triphosphate (ATP) or interfere with certain cellular processes and have been 
used as selective endocytic inhibitors. 
Pre-incubations were performed in serum-free DMEM (0.1% BSA) with each 
chemical agent. For ATP depletion, cells were pre-incubated for 1 hour with 0.1% 
sodium azide/50 mM 2-deoxyglucose (NaN3/DOG, 5 µg/mL). For cytochalasin D 
(cyto D), cells were pre-incubated for 1 hour with cyto D (5 µg/mL). For chlorpromazine, 
cells were pre-incubated for 30 minutes with chlorpromazine (10 µg/mL). Following pre-
incubation, cells were incubated for 1 hour with PCGO (50 µg/mL) in fresh medium 
containing the same chemical(s) as applied in the pre-incubation. After incubation, cells 
were washed, trypsinized, and analyzed by flow cytometry. 
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IV. RESULTS AND DISCUSSION 
A. Sample characterization 
1. Protein coating of graphene oxide 
For this study, graphene oxide (GO) was coated with fluorescein isothiocyanate 
labeled bovine serum albumin (FITC-BSA). The resulting complex is referred to here as 
protein-coated graphene oxide (PCGO). The selection of FITC-BSA for GO surface 
functionalization was driven by several factors. As a practical matter, GO does not form 
stable dispersions in physiological solutions, including cell culture medium, and BSA 
functionalization addressed this issue. BSA also functioned as a carrier for FITC 
molecules. In this carrier capacity, BSA reduced direct interactions between FITC and 
GO, reducing fluorescence quenching and enabling FITC to be used for imaging of 
PCGO. In addition, serum albumin (BSA simply being the bovine form of serum 
albumin) is considered relatively biologically inert and does not participate in most 
biochemical reactions. It does, however, serve important roles, including as a ―universal‖ 
carrier with the ability to binding to many ligands and serve as a reservoir of such 
(bound) ligands in blood plasma and tissues [100]. 
FITC-BSA is often used as a model protein drug, for example to test the targeting 
and release efficacy of potential drug delivery systems [101]. Here, FITC-BSA was a 
reasonable choice given the need for a biologically innocuous surface functionalization 
with fluorescent imaging capability. 
In the preparation of PCGO, as described in Section III.A.1, GO and FITC-BSA 
were mixed in an equal mass ratio. As shown in Figure 4, fluorescence spectra of the 
resulting aqueous PCGO colloid and plain GO preparation indicated adsorption of FITC-
BSA by the GO. 
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 GO PCGO 
 
Figure 4. Fluorescence spectra of GO and PCGO, indicating absorption of FITC-BSA by 
GO in the preparation of PCGO.  
The adsorption of BSA on GO can be attributed to some combination of 
hydrophobic and π- π stacking interactions in more graphene-like regions, as well as 
hydrogen bonding between suitable functional groups on BSA and GO [102].  
To check the efficiency of protein loading on the GO, additional fluorescence 
spectra measurements were performed with FITC-BSA solution and the supernatant from 
centrifugation of PCGO after incubation (see Figure 5). These results indicated very little 
protein present in the supernatant. Therefore, almost all protein was bound to the GO in 
the preparation of PCGO. 
These measurements show that FITC-BSA-labeled GO (denoted PCGO) was 
successfully prepared and with a high efficiency of protein loading. 
Preparations using greater and smaller relative amounts of FITC-BSA were also 
examined. It was found that at a GO:FITC-BSA mass ratio of 1:2 (i.e., twice as much 
FITC-BSA), not all protein was bound, while with a mass ratio of 2:1 (i.e., half as much 
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FITC-BSA), fluorescence intensity of the resulting PCGO was reduced. The mass ratio of 
1:1 provided a larger fluorescence signal while avoiding any significant amount of 
unbound protein molecules that might require additional separation steps. 
In addition, AFM measurements quantified the change in thickness in GO after 
adsorption of FITC-BSA. These results will be discussed more fully in Section IV.A.5, 
but briefly, the average thickness across all measured nanosheet area increased from 
1.1 nm for GO to 3.9 nm for PCGO, and the average maximum thickness per nanosheet 
increased from 1.8±0.9 nm for GO to 9.1±7.1 nm for PCGO. These results are consistent 
with substantial protein adsorption. 
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Figure 5. Fluorescence spectra of FITC-BSA before and after adsorption by GO. Red line 
(large peak): FITC-BSA solution. Blue line (mostly flat): Supernatant after mixing FITC-
BSA and GO with 1:1 mass ratio, followed by incubating and then centrifuging the 
resulting PCGO dispersion. Dilution factor was the same for both conditions. The 
supernatant exhibits very little of the fluorescent signature evident for FITC-BSA, 
indicating most FITC-BSA was adsorbed by the GO. 
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2. Stability of sample dispersions 
It was found that PCGO could be well dispersed in cell culture medium (see 
photograph, Figure 6). 
 
     DMEM PCGO      
Figure 6. Photograph of culture medium and PCGO dispersion in culture medium. Left: 
DMEM complete cell culture medium; Right: PCGO dispersed in the medium.  
The stability of aqueous PCGO was quantified by incubation of PCGO for a 
variety of durations, followed by centrifugation and ultraviolet–visible (UV-Vis) 
absorption spectroscopy on the supernatant. As shown in Figure 7, FITC-BSA was not 
released from the PCGO for at least 24 hours. 
36 
 
Figure 7. Stability of PCGO indicated by UV-Vis absorption measurements. PCGO in 
aqueous solution was incubated at 37°C for 4, 8, 14, 24 and 48 hours. Samples were then 
centrifuged at 16,000g for 30 minutes, and supernatants were used for UV-Vis absorption 
measurements at 494 nm. Relative amount of absorption from the FITC-BSA in the 
PCGO was also measured to indicate the relative total amount of protein in the PCGO 
complex.  
3. Zeta potential measurements 
The zeta potential is a quantity associated with particles in a dispersion and 
related to the formation of the electrical double layer around the particles. The electrical 
double layer is composed of a fixed layer of charge and a diffuse, more mobile layer of 
charge. This structure develops mainly due to ionization of moieties on the particle 
surface or adsorption of ions from the surrounding solution. The zeta potential is defined 
as the electrostatic potential at the surface of hydrodynamic shear, the interface between 
the fixed layer of charges and the diffuse layer of charge. The zeta potential may be taken 



















The zeta potential depends on both the surface charge properties of the particle 
and the characteristics of the surrounding solution. A larger absolute value of the zeta 
potential indicates greater stability of the dispersion due to increased effective 
electrostatic repulsion between particles operating at a longer range [77]. 
Table 1 shows measured zeta potentials for GO and PCGO in water and 
supplemented cell culture medium. 
 
Table 1. Zeta potentials of GO and PCGO.  
 Zeta Potential (mV) 
 Ultrapure Water Cell Culture Medium 
GO -48.8 -10.4 
PCGO -40.3 -9.98 
 
 The zeta potential of PCGO in water (-40.3 mV) was roughly comparable to that 
of GO in Milli-Q ultrapure water (-48.8 mV), and the zeta potentials of PCGO and GO in 
culture medium were very similar: -9.98 mV and -10.4 mV, respectively. 
It is generally accepted that zeta potentials with absolute values of 30 mV or 
greater indicate colloidal stability [103]. The values measured for here for PCGO indicate 
stability in water but little electrostatic stability in cell culture medium. However, steric 
stabilization plays an important role for PCGO due to the presence of adsorbed 
BSA [104]. The low zeta potentials measured for PCGO dispersions in culture medium is 
not inconsistent with stability due to steric effects or to a combination of electrostatic and 
steric effects. 
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A change in zeta potential between these solutions is expected due to the higher 
ionic strength of cell culture medium. Changes would also be expected for both samples 
due to adsorption of protein (BSA and others) from the cell culture medium. This would 
occur for GO, because it has the capacity for binding serum proteins and lacks surface 
functionalization beyond its intrinsic oxygen groups. For PCGO, as will be discussed in 
Section IV.A.5, the surface area coverage with FITC-BSA was estimated to be ~44% (or 
perhaps even less), leaving ample area for additional protein adsorption. BSA is a 
significant component of cell culture medium, and adsorption of serum protein would 
likely result in similar surface functionalization of nanosheets for both samples, 
consistent with the measurement of similar zeta potentials. 
In addition, the measured zeta potentials in culture medium are comparable to 
reported values for free BSA in phosphate buffered saline (PBS), two types of 
nanoparticles in culture medium (DMEM with FBS) [104], and 200 nm SiO2 
nanoparticles carrying ―hard‖ coronas from human plasma transferred to dilute human 
plasma [78]. 
4. Characterization of gold nanoparticles and GNP-PCGO  
Gold nanoparticles (GNPs) were synthesized as detailed in Section III.A.3, and 
PCGO was labeled with GNPs according to the procedure described in Section III.A.4. 
TEM was used to characterize both preparations. Micrographs of both products are 
shown in Figure 8. 
GNPs were also characterized with UV-Vis absorption spectroscopy (see Figure 
9). The absorption spectrum exhibited the shape and peak characteristic of ~5 nm 






Figure 8. TEM micrographs of gold nanoparticles (GNPs) and GNP-PCGO. A: GNPs 
(dark disks) with size ~5 nm; B: GNP-labeled PCGO, with the edge of the PCGO 





Figure 9. UV-Vis absorption spectrum of gold nanoparticles, indicating ~5 nm diameter 
and spherical shape. 
5. Characterization of PCGO thickness and lateral size 
Having confirmed the successful synthesis of PCGO and investigated its stability 
in dispersions on the time scales needed for experiments, PCGO was next separated by 
nanosheet size through differential centrifugation, as described in Section III.A.2. No 
detachment of protein was expected during the separation process due to the stability of 
the PCGO complex, as previously investigated. 
AFM and TEM imaging. Atomic force microscopy (AFM) imaging was employed 
to characterize the resulting size distributions of the separated nanosheets, as well as their 
thickness. Undecorated GO and unfractionated PCGO were also imaged and analyzed as 
baseline references. TEM provided images for qualitative comparison to AFM results. 
As described in Section III.B.3, AFM images were acquired from a variety of 
locations across small Si/SiO2 wafers spin-coated with aqueous GO or PCGO 
dispersions. These images were processed as detailed in Section III.B.4 and Appendix A 
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to yield measurements and statistics for the identified surface features (GO or PCGO 
nanosheets). 
One type of artifact possible in AFM imaging occurs when structures are scanned 
which are smaller or sharper than the tip apex itself. In this situation, images of these 
structures primarily reflect the tip apex geometry, rather than that of the sample [107]. 
This is often called reverse imaging. The hallmark of such artifacts is the presence of 
nearly identical image features of similar shape and orientation which reflect the tip 
geometry. Tip contamination can change the effective size and shape of the tip apex and 
increase the size of the reversed tip images (producing a smaller effective tip is also 
possible, but generally less likely. 
AFM operation in tapping mode, in which the tip of a vibrating probe makes only 
intermittent contact with the sample, is often attractive in biological imaging in order to 
reduce the amount of direct interaction between the tip and sample and minimize damage 
to the sample and tip contamination [108]. In this study, despite utilization of tapping 
mode AFM imaging and extensive experimentation with AFM settings, tip contamination 
was an ongoing imaging issue. Affected images were often discarded, but the problem 
was persistent enough that it required some careful management, and ultimately sets of 
surface features identified as reversed tip images were removed. It is possible that some 
of these features were due to FITC-BSA which may have detached from the nanosheets 
while in refrigerated storage prior to preparation for AFM imaging, or during the 
preparation process. 
The samples to be characterized consisted of GO, PCGO, and the four size-
fractionated samples PCGO-A through PCGO-D. However, during the process of 
42 
developing the analysis protocol, it became apparent from preliminary data that only two 
distinct populations of size existed within these four size-fractionated samples. PCGO-A, 
PCGO-B, and PCGO-C were essentially all comparable, while PCGO-D clearly had a 
different lateral size distribution than the other three. 
Therefore, in the interests of efficiency, only PCGO-A and PCGO-D were 
analyzed along with GO and PCGO using the final protocol. (At this point in the 
collaboration, with work having proceeded in parallel, changing the size-fractionation 
parameters to utilize different fractionated samples was not workable.) 
The sample with the largest nanosheets, PCGO-A, was named PCGO1, while the 
sample with the smallest nanosheets, PCGO-D, was named PCGO2. These numeric 
designations will be used throughout the rest of this work, but parenthetical notes for 
large (L) and small (S) nanosheets will usually be included for clarity. 
Representative AFM and TEM images. Figure 10 shows representative 
topographic AFM images and profile traces for lists all sample types retained for the final 
analysis—that is, unlabeled GO; PCGO (FITC-BSA-labeled GO); and PCGO1 (L) and 
PCGO2 (S), the largest and smallest PCGO size-fractionations, respectively. 
PCGO1 (L) and PCGO2 (S) were also imaged with TEM. Figure 11 shows 
representative TEM micrographs. The difference in nanosheet lateral size between the 












 Figure 10. AFM images and thickness profiles of GO and PCGO nanosheets.  
A: GO; B: PCGO; C: PCGO1 (L); D: PCGO2 (S). Scale bars represent 5 µm. Imaging 




Figure 11. TEM micrographs of size-fractionated PCGO. Outlining identifies examples 
of nanosheets in the images. Some possible folding of PCGO1 (L) nanosheets is evident.  
AFM image analysis results. To obtain statistics for the size and thickness of GO 
and PCGO nanosheets, multiple AFM images were acquired for each sample and 
analyzed systematically. The measurements obtained included the area of each identified 
nanosheet, represented as the area of one side of the nanosheet, or the size of the 
―footprint‖ of the nanosheet on the substrate. 
An alternative way in which to characterize nanosheet area is to calculate the 
diameter of a disk with the equivalent area. Figure 12 shows box-and-whisker plots 
revealing the distributions of equivalent-area disk diameters for the various sample 
preparations. Appendix B shows such plots for the area measurements, which show the 
same pattern but exhibit a non-linear difference in scale from Figure 12 due to the r-
squared dependence of the area. 
Figure 12 reveals that the lateral size distributions are highly positively skewed, 
with a great many more small surface features identified than large ones. It is also evident 
that the size-fractionation was successful, with PCGO1 (L) containing larger nanosheets 
and PCGO2 (S) containing smaller ones. Also, the distributions of both PCGO1 (L) and 
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PCGO2 (S) are reasonable in relationship to the distribution of PCGO, the sample 
preparation from which they were obtained. 
 
 
Figure 12. Distributions of lateral sizes of nanosheets in GO and PCGO preparations. GO 
is unlabeled, PGCO is GO labeled with FITC-BSA, and PCGO1 (L) and PCGO2 (S) are 
the large and small size fractionations of PCGO, respectively. Lateral size is represented 





 percentiles. Lines dividing the boxes indicate the median. 









 percentiles. Short horizontal bars indicate data range (minimum 
value data range markers are not discernible). 
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It is also important to note that Figure 12 reveals substantial overlap between the 
PCGO1 (L) and PCGO2 (S) size distributions. For example, the range of size from the 
first quartile to the median of PCGO1 (L) largely overlaps the size range from the median 
to third quartile of PCGO2 (S). 
Table 2 summarizes the total number of images analyzed per sample, total 
number of surface features identified, and various statistics for the sets of identified 
nanosheets. Many more additional images than indicated here were acquired, but these 
lacked sufficient quality for successful analysis. Due to the very highly-skewed 
distributions for area and equivalent-area disk diameter, the mean was a poor measure of 
central tendency. The median was more appropriate and is therefore listed instead. 
 
Table 2. Summary of AFM analysis of GO and PCGO nanosheet size and thickness. 














AFM images analyzed 6 6 6 6 
Nanosheets analyzed 402 166 105 437 
Median area per nanosheet† 
(one side only, µm
2
) 
0.30 0.14 0.21 0.07 
Median equivalent-area 
disk diameter† (µm) 
0.61 0.42 0.52 0.31 
Mininum thickness per 
nanosheet (mean ± SD, nm) 
0.5 ± 0.3 1.1 ± 0.2 1.2 ± 0.6 1.1 ± 0.3 
Maximum thickness per 
nanosheet (mean ± SD, nm) 
1.8 ± 0.9 9.1 ± 7.1  9.6 ± 7.2 5.2 ± 3.2 
Mean thickness on all 
nanosheet surface (nm) 
1.1 3.9 5.2 3.2 
† Due to high skewness of the nanosheet area distributions, the median is a much better 
representation of central tendency than the mean. 
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The average thickness measured across all measured all GO nanosheet surface 
(i.e., average thickness calculated collectively over all the GO surface) was 1.1 nm, 
which is consistent with monolayer GO thickness reported in other work as 0.8-
1.4 nm [24,30,39,49,54,70,72,109–112]. The average thickness across all PCGO 
nanosheet area was higher, at 3.9 nm, consistent with protein adsorption and results 
described in Section IV.A.1. The average maximum thickness per nanosheet increased as 
well, from GO (1.8±0.9 nm) to PCGO (9.1±7.1 nm). The standard deviations of the 
maximum thickness of PCGO and PCGO1 (L) nanosheets are fairly large (7.1 nm and 
7.2 nm, respectively). This suggests that larger nanosheets may have one or more layers 
of functionalized nanosheet present at some point on their surface, which could be due to 
separate nanosheets or folded areas within single nanosheets. Multiple layers of adsorbed 
protein or protein adsorbed in an orientation increasing the local thickness could also be 
involved. 
The average thickness measured here for PCGO is consistent with a report by 
another group mentioning the thickness of BSA-functionalized GO as about 
4.0 nm [102]. That measurement was also performed by AFM, but the amount of data 
taken was not indicated. These results are also consistent with another report in which 
coating GO with BSA increased the GO thickness by ~3-8 nm [70]. 
Estimation of protein number density on PCGO. The protein loading information 
from Section IV.A.1 can be applied to estimate the number density of FITC-BSA on the 
GO surface in PCGO as prepared. This also requires an estimate of the specific surface 
area of GO. The theoretical specific surface area of pristine graphene is approximately 
2600 m
2
/g [17]. Monolayer GO would be expected to have a lower specific surface area 
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due to additional mass with little increase in surface area. Assuming a C:O ratio of 2:1 for 
fully oxidized material [37] and no significant change in surface area accompanying this 
increased mass yields a theoretical GO specific surface area of 1560 m
2
/g. Lattice 
distortion accompanying the oxygen groups and nanoscale rippling might reduce the 
surface area somewhat, but this is likely a small effect. Experimental measurements have 
been reported, usually for GO reduced by various methods, and these values are generally 
much lower still and somewhat variable, in large part to the frequent formation of 
structures with multiple layers [24,35,113]. Here we will use 900 m
2
/g [35,113], which is 
probably a conservative choice given that the AFM results indicate monolayer GO. It is 
quite possible that the actual value for the GO samples used in this study is much higher. 
Assuming all protein was adsorbed, as suggested by earlier fluorescence 
measurements, and taking the specific surface area of GO as 900 m
2
/g, as discussed 
above, yields a number density of about 10
4
 protein molecules per square micrometer of 
GO surface area, which would mean 10
4
 protein molecules on each side of a 1 µm
2
 
nanosheet. Regardless of the exact protein loading level, based on the ratio of median 
(one-sided) nanosheet areas, PCGO1 (L) nanosheets should typically contain about three 
times as many bound nanosheets as typical PCGO2 (S) nanosheets. 
Protein coverage in PCGO based on surface area. It is also possible to estimate 
the amount of surface area coverage of the bound FITC-BSA protein on GO in the PCGO 
preparation. The BSA molecule is roughly a prolate ellipsoid with approximate overall 
dimensions 14.0 nm  4.0 nm  4.0 nm [114] and a molecular weight of 66.4 kDa. 
Fluorescein isothiocyanate (FITC) has a molecular weight of 389 Da. The loading ratio of 
FITC-BSA is specified by the supplier as at least 7:1 (FITC:BSA). The effect of FITC 
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labeling on the molecular weight of BSA has been studied and while the increase was 
found to be statistically significant [115], the relative change is small enough that for 
purposes here of rough estimation it is reasonable to assume the overall dimensions of 
FITC-BSA are the same as unlabeled BSA. 
Assuming FITC-BSA molecules to be bound to the GO across the area of an 
ellipse with major diameter 14.0 nm and minor diameter 4.0 nm and using the previous 
result of about 10
4
 FITC-BSA molecules on 1 µm
2
 of GO surface area, the coverage of 
protein on the GO surface is about 44%. However, this is sensitive to the number density 
of the protein molecules (or the specific surface area of the GO sample), and given the 
uncertainty about that parameter as well as details of binding orientation, the coverage 
could very well be lower. Incomplete coverage appears consistent with the AFM-based 
mean thickness measurements, as the mean thickness would presumably be greater than 
that observed if all surface area was covered with protein, even assuming all protein 
molecules were oriented as ―flat‖ as possible against both sides of the GO surfaces. 
This estimation of surface area coverage means that although PCGO contains a 
high density of protein covering the GO surface, some direct interaction between GO and 
the cell membrane may still be possible. Also, when PCGO is the presence of serum (e.g., 
FBS in culture medium), additional protein binding may very well occur.  
B. In vitro cellular interactions 
1. Cytoxocity assessment 
An important first step before biological experimentation was to assess possible 
cytotoxicity of the PCGO. The WST-1 assay with PCGO concentrations up to 100 µg/mL 
showed little reduction of cell viability with increasing PCGO concentration (see Figure 
13).  
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Figure 13. Cytotoxicity of PCGO evaluated by WST-1 assays after 24 hour incubations 
with PCGO at various concentrations. GO-FITCBSA designates PCGO. 
PCGO in this concentration range does not appear to seriously impact cell 
viability. While some reports have indicated toxicity of GO for mammalian cells, the 
presence of bound BSA mediating the cellular interaction might moderate such effects. 
Such an effect was found in a study with A549 cells, in which preincubation of GO at 
100 µg/mL with FBS (BSA is a major component of FBS) improved cell viability as 
much as 20 percentage points above GO alone, a 30% increase [70]. For additional 
discussion about this effect for GO, as well as more generally, see Section I.D.1. 
2. Cell surface adhesion 
Next, it was of interest to investigate PCGO adhesion to cell surfaces. Such 
interactions are important first steps for possible subsequent cellular uptake through 
endocytosis (except for the macropinocytic route, which was not expected to play a large 
role for PCGO and was not investigated). SEM imaging was employed for this purpose. 
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SEM imaging of C2C12 cells incubated with PCGO for 30 minutes revealed large 
nanosheets frequently adhered face-to-face with the cells. Nanosheet adhesion in an edge-
wise orientation was never observed. Figure 14 shows representative SEM images. 
 
 A. B. C. 
 
Figure 14. Cell surface adhesion of PCGO observed by SEM. A: SEM micrograph of 
C2C12 cells with cell culture medium only. B: C2C12 cells after 30 minute incubation 
with 20 µg/mL PCGO. C: Closer view of one PCGO nanosheet adhered to a C2C12 cell. 
A-C: Small structures on the cell surface are microvilli, which are small membrane 
protrusions involved in a variety of cellular processes. Some damage to the overall 
cellular structure is evident due to the fixation and dehydration process.  
Nanosheet-cellular binding could be driven by a variety of factors, including 
ligand-receptor binding between proteins within the PCGO complex and membrane 
receptors as well as electrostatic or hydrophobic interactions. 
As a side note, while the uptake method of clathrin-mediated endocytosis (CME) 
has been shown, at least in certain types of cells, to occur in spatially distinct regions of 
the cell surface relative to the cytoskeleton and membrane domains associated with other 
functions [116], in general it may be unlikely that a given location of PCGO adhesion 
carries special significance.  
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3. Cellular uptake by confocal microscopy and flow cytometry 
Given evidence of adhesion between PCGO nanosheets and cells in culture based 
on SEM observations, confocal laser scanning microscopy (CLSM) was employed next 
to visualize this adhesion further and to check for PCGO entry into cells. CLSM utilized 
the fluorescence of PCGO due to FITC in conjunction with staining specific to various 
cellular components. This revealed PCGO on cell membranes, as indicated by thin arrows 
in Figure 15B, providing confirmation of the SEM observations. 
Fluorescent particles were also found inside cells, as indicated by thick arrows in 
Figure 15C, showing that PCGO was entering cells. This also revealed that cellular entry 
was possible within 30 minutes, since that was the duration of incubation with PCGO 
prior to preparation of cultures for imaging. 
 
A. B. C.  
 
Figure 15. Cellular adhesion and uptake of PCGO observed by confocal microscopy. A: 
C2C12 cells with cell culture medium only. B: Surface adhesion of PCGO on C2C12 
cells after 30 minute incubation with 20 µg/mL PCGO. C: Internalization of PCGO into 
cells after the same incubation. Arrows indicate PCGO. Red: cell membrane; blue: 
nucleus; green: PCGO.  
Based on the size and morphology of PCGO and in the context of previous work, 
as reviewed in Sections I.C and I.D, PCGO likely entered cells via active cellular 
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endocytic processes. Such processes can be inhibited by adenosine triphosphate (ATP) 
depletion or by low temperature [62,117]. To confirm involvement of active (energy-
dependent) cellular uptake processes, PCGO uptake was quantified by flow cytometry at 
37°C and 4°C, as the low temperature inhibits cellular metabolism. The flow cytometry 
results are shown in Figure 16. 
A. B.  
 
Figure 16. Cellular uptake of PCGO by flow cytometry. Measurements are for C2C12 
cells after the following incubation conditions: (1) culture medium only, (2) 20 µg/mL 
PCGO at 37°C, and (3) 20 µg/mL PCGO at 4°C. A: Fluorescence intensity counts for 
cells from experimental conditions 1-3. B: Mean fluorescence intensity for conditions 1-
3. Cell surface-adhered PCGO is included in results for 2 and 3, but as evident by low 
fluorescence intensity for condition 3, this contributed little to fluorescence for 
condition 2, assuming adhesion is similar at both temperatures. 
The mean fluorescence intensities (MFI) in Figure 16B indicate relative amounts 
of PCGO (via FITC) residing both inside cells and adhered to cell surfaces. The MFI at 
37°C was reduced at least 80% at 4°C. Since adhesion of PCGO to cells is not inhibited 
at the lower temperature, flow cytometry measurements for both temperatures include 
fluorescence from surface-adhered PCGO. However, since very little PCGO was found at 
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4°C, the large signal at 37°C may be ascribed primarily to active, energy-driven cellular 
uptake processes. Thus, the major route(s) of cellular uptake of PCGO involve active 
cellular processes of endocytosis, rather than direct penetration of the cell membrane. 
4. Size-dependent cellular uptake by flow cytometry 
Having established that PCGO undergoes endocytic cellular internalization, it was 
next of interest to characterize which route or routes of uptake were utilized, and if 
nanosheet size influenced the method and relative amount of uptake. 
To this end, PCGO was fractionated by differential centrifugation, as described in 
Section III.A.2, separating the samples according to nanosheet size. Fractionated samples 
were analyzed as described in Section IV.A.5. The median surface area of PCGO1 (L) 
nanosheets was three times that of median PCGO2 (S) nanosheets (see Table 2 and 
associated discussion). 
Cellular uptake of PCGO1 (L) and PCGO2 (S) was compared using flow 
cytometry after incubations of 1, 2, and 14 hours (at 37°C). As shown in Figure 17, the 
mean fluorescence intensity (MFI) was dependent on both nanosheet size and incubation 
time. The difference in MFI between PCGO1 (L) and PCGO2 (S) at each time point was 
statistically significant, as evidenced by the p-values listed in the caption (indicating low 
probabilities of obtaining MFI values differing by at least as much as was found, if there 
were no underlying differences between the PCGO1 (L) and PCGO2 (S) conditions). 
Note that MFI values in Figure 17 reflect combined effects of uptake rates, 
protein loading, and distribution of nanosheet size for the two samples. Uptake of 
20 µg/mL PCGO samples (data not shown) exhibited the same pattern as shown in Figure 
17 for 50 µg/mL PCGO. Another way to view these same data is to plot them over time, 
as shown in Figure 18. 
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Figure 17. Cellular uptake of size-fractionated PCGO by flow cytometry. C2C12 cells 
were incubated with PCGO1 (L) or PCGO2 (S) (50 µg/mL) for 1, 2, or 14 hours as 
indicated. *: p < 0.05; **: p < 0.01. 
These results clearly indicate much greater accumulation of PCGO2 (S) over 
time, as compared with PCGO1 (L), considering the smaller size of PCGO2 (S). This 
suggests that the uptake rate of larger nanosheets drops considerably within the first 
several hours of exposure. These results also suggest the involvement of two distinct 




Figure 18. Cellular uptake of size-fractionated PCGO plotted over time, based on the 
mean values from Figure 17. C2C12 cells were incubated with PCGO1 (L) or PCGO2 (S) 
(50 µg/mL). 
5. Cellular uptake and subcellular localization by TEM and ICP-MS 
Next, the cellular interactions and subcellular localization of PCGO was 
investigated using TEM imaging. Due to the low electron density of PCGO, it was 
difficult to distinguish within the cellular structure, so gold nanoparticle (GNP) labeling 
of PCGO was employed. The capacity of GNPs to bond with BSA in PCGO-like 
preparations (i.e., BSA-functionalized GO) has been previously characterized [102]. For 
labeling, GNPs with a diameter of 5 nm were prepared as described in Section III.A.3, 
and PCGO was labeled as detailed in Section III.A.4. 
First, the short-term stability of the GNP-PCGO complex in an aqueous 
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Figure 19. Stability of GNP-PCGO indicated by UV-Vis absorption measurements. GNP-
PCGO in aqueous solution was incubated at 37°C for 1 and 2 hours. Samples were then 
centrifuged at 16,000g for 30 minutes and equal amounts of supernatant were used for 
UV-vis absorption measurement at 518 nm. Relative amount of GNP in GNP-PCGO was 
measured to characterize the total amount of GNP in the GNP-PCGO complex.  
Next, the size-dependent uptake of GNP-PCGO was measured by ICP-MS, as 
described in Section III.C.6. The pattern of uptake was very similar to that obtained by 
flow cytometry measurements of PCGO1 (L) and PCGO2 (S) uptake (see Figure 20). 
This is at least consistent with GNP labeling causing no difference in uptake pattern 
according to size. 
Finally, having confirmed that GNP-labeling does not appear to change the uptake 
pattern, cells were incubated with GNP-PCGO and imaged via TEM. This captured 
various stages of internalization of GNP-PCGO of both size-fractionations. Examples are 

























Figure 20. Size-dependent PCGO cellular uptake by ICP-MS and flow cytometry. A. 
Quantification of cellular uptake of PCGO1 (L) and PCGO2 (S) by flow cytometry; B. 
Quantification of cellular uptake of GNP-labeled PCGO1 (L) and PCGO2 (S) by ICP-
MS. Cells were incubated for 1 hour with PCGO or GNP-labeled PCGO. 
 
Figure 21. Ultrastructural images of cells incubated with size-fractionated GNP-PCGO 
(50 µg/mL) for 30 minutes. A-C: PCGO1 (L); D-F: PCGO2 (S). Red arrows indicate 
PCGO1 or PCGO2 (A) adhered to cell surface, (B) in cell membrane invaginations, and 
(C) in intracellular vesicles. Scale bars represent 100 nm in A-E and 500 nm in F.  
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Based on the TEM images, nanosheets attached to the cell membrane (Figure 21A 
and D), consistent with SEM and CLSM observations. Membranes underwent 
specialization (development of distinct local morphology) and invagination, displaying 
features of phagocytosis and CME in Figure 21B and E, respectively. Vesicles containing 
GNP-PCGO1 (L) and GNP-PCGO2 (S) were observed (Figure 21C and F), again 
consistent with other observations indicating uptake. No PCGO was found in the 
cytoplasm, mitochondria, or nucleus in any observations. After internalization, PCGO 
appears be contained within endosomes and phagosomes. 
6. Size-dependent cellular uptake by chemical inhibition 
It was hypothesized based on the preceding observations that the mechanism of 
PCGO uptake depends on nanosheet size. This was investigated in vitro by separate 
chemical treatments intended to produce one of the following effects: ATP depletion 
(which inhibits both phagocytosis and CME), selective inhibition of phagocytosis, or 
selective inhibition of CME. The resulting impact on uptake was quantified by flow 
cytometry and is shown in Figure 22. 
(a) ATP depletion. A mixture of sodium azide and 2-deoxyglucose (NaN3/DOG) 
was used to deplete ATP in cells, inhibiting energy-dependent processes. After 
incubation of one hour, this resulted in approximately 80% inhibition of cellular uptake 
of both PCGO1 (L) and PCGO2 (S), as compared to untreated cells and measured by 
MFI ratio from flow cytometry. This was consistent with the reduction of uptake of 
unfractionated PCGO at 4°C (Figure 16). This indicates that PCGO of both sizes appears 




Figure 22. Chemical inhibition of cellular uptake of size-fractionated PCGO. The 
percentage of inhibition was calculated as the ratio between mean fluorescence intensities 
of cells incubated with PCGO1 (L) or PCGO2 (S) (50 µg/mL) for 1 hour with and 
without any chemical inhibitor. Treatment conditions are ATP depletion (inhibition of 
phagocytosis and endocytosis) for NaN3/DOG, phagocytosis inhibition for cyto D, and 
clathrin-mediated endocytosis inhibition for chlorpromazine. Results indicate PCGO2 (S) 
enters cells mainly by CME, while PCGO1 (L) nanosheets enter by CME and 
phagocytosis. See text for further discussion, including possible chemical inhibitor 
drawbacks. All results plotted as mean ± SD; *: p < 0.05. 
To characterize if nanosheet size influences uptake mechanism, ostensible 
chemical inhibitors for phagocytosis and CME were used. These two uptake mechanisms 
received focus because they are well-studied and generally accepted to be the most 
important route for uptake of objects on the size scale of PCGO nanosheets. Some 
importants drawbacks to chemical inhibition of endocytosis pathways have been 
recognized. These are noted briefly below and will be addressed in greater detail later. 
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(b) Phagocytosis inhibition. Cytochalasin D (Cyto D) has been shown to inhibit 
phagocytosis by suppressing actin microfilament formation [118]. Cyto D inhibited 
cellular uptake of PCGO1 (L) much more strongly than in PCGO2 (S) (Figure 22), 
suggesting that uptake of larger PCGO nanosheets occurs mainly through phagocytosis. 
(c) CME inhibition. Chlorpromazine has been characterized as a CME 
inhibitor [119]. It reduced uptake of both PCGO1 (L) and PCGO2 (S), with greater 
reduction for PCGO2 (S). 
These results, along with microscopy observations and assays previously 
described, suggest that small nanosheets enter cells mainly through CME, while large 
nanosheets enter cells through both CME and phagocytosis. As established through the 
AFM analysis, there is some substantial overlap of the size distributions of nanosheets in 
PCGO1 (L) and PCGO2 (S). This means the large portion of uptake of PCGO1 (L) 
inhibited by chlorpromazine could reasonably be due to the substantial fraction of 
nanosheets in PCGO1 (L) that are comparable in size to those in PCGO2 (S). 
The results for PCGO1 (L) and PCGO2 (S) uptake over time (Figure 18) may be 
reasonable in light of the uptake patterns with chemical inhibitors, considering that 
phagocytic uptake is metabolically intensive, requiring actin remodeling and typically 
involving large membrane areas. 
It is also worth noting that in Figure 22 the inhibition percentages for PCGO1 (L) 
and PCGO2 (S) with cyto D and chlorpromazine each add to roughly 100%. Assuming 
effective and specific inhibition, this suggests that most of the uptake is well-accounted 
for in these results. 
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However, it must be noted that the chemical inhibition results should be 
interpreted with some caution and taken as somewhat preliminary. While these agents are 
widely used as selective inhibitors of endocytic pathways, there are reports of a range of 
responses in different cell types and lines, as well as less inhibitory specificity than would 
be ideal [120,121]. Thus, it is worth examining this issue more closely. 
The agents used here, cytochalasin D and chlorpromazine, are often taken as 
selective inhibitors of phagocytosis (and macropinocytosis) and CME, respectively. 
However, it has been recognized that these agents often have less specificity than often 
presumed [120]. Specifically, chlorpromazine has been linked in at least one study to 
(increased) caveolae-mediated endocytosis [121], a relatively well-studied form of 
clathrin-independent endocytosis (CIE). In addition, chlorpromazine has also been shown 
to produce cell type-dependent cytotoxicity [121] and inhibit phagocytosis in certain 
types of cells [122,123]. 
Cytochalasin D blocks actin polymerization. Actin forms cytoskeletal 
microfilaments which are necessary for phagocytosis. However, actin has also been 
implicated in CME in mammalian cells, in which actin disruption causes at least partial 
CME inhibition in some cell types [124,125]. 
In summarizing these drawbacks, Ivanov [120] suggests that, in the absence of 
cell-line specific controls, chlorpromazine is useful for initial discrimination between 
CME and other uptake pathways and that cytochalasin D be taken as a nonspecific 
endocytic inhibitor. Since publication of Ivanov’s review, chlorpromazine has been, as 
mentioned above, linked in at least one study to (increased) caveolae-mediated 
endocytosis [121]. While this seems unlikely to impact distinction in this study between 
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phagocytosis and CME, it does cast additional doubt on the specificity of these agents, 
particularly in the absence of cell line-specific characterization as controls. 
Overall, these size-dependent uptake results can be taken as useful preliminary 
indications of size-dependence of the uptake route of such nanostructures as studied here. 
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V. CONCLUSION AND FUTURE DIRECTIONS 
 In summary, protein-coated graphene oxide (PCGO) nanosheets (GO 
functionalized with FITC-BSA) have been shown to adhere to C2C12 cells in culture and 
undergo endocytic uptake. Cytoxocity after 24 hour exposure was minimal, with the cells 
exhibiting little decrease in metabolic activity up to the 100 µg/mL maximum PCGO 
concentration tested. Although not specifically studied here, based on related work the 
functionalization with BSA, along with possible binding of additional serum proteins in 
culture, is likely an important factor in the lack of cytotoxicity [70]. 
Cellular uptake was studied further using confocal microscopy, flow cytometry, 
TEM with GNP-labeling, and chemical endocytic inhibitors. Results indicate that the 
method of cellular uptake appears to be size-dependent, with smaller nanosheets 
internalized via clathrin-mediated endocytosis (CME) and larger nanosheets taken up 
through both CME and phagocytosis. The two size fractionations studied here exhibited 
some substantial overlap, and the mix of uptake routes for large nanosheets in this study 
is likely due to this overlap. That is, PCGO samples containing large nanosheets included 
a substantial number of nanosheets with sizes within the size range present in the smaller 
size fractionation, which exhibited mostly CME uptake. After uptake, all nanosheets 
appear to be contained within endosomes or phagosomes and routed to the lysosomal 
network. 
The size-dependence of endocytic uptake routes for two-dimensional 
nanostructures is an important and useful result, demonstrating that simply the size of 
such structures may influence biological localization and outcomes. Such dependence 
could also be important in the design of nanostructures for drug or gene delivery or in the 
development of other nanoscale biomedical devices or treatment platforms. Since 
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phagocytosis is exhibited by a subset of mammalian cell types, size-dependent uptake 
could be exploited for preferential cellular uptake by certain tissues or biological systems. 
It is also worth noting that two-dimensional nanomaterials have been isolated from other 
materials than carbon [126], and since nanomaterial uptake is generally mediated strongly 
by size, shape, and the protein corona composition, non-carbon two-dimensional 
nanomaterial preparations functionalized in similar fashion to PCGO may well produce 
similar uptake response (of course, bulk preparations of such materials may be 
challenging). 
Much remains to be understood regarding the influence of two-dimensional 
nanosheet size on cellular interactions and uptake, as well as the impact of size and 
morphology of nanostructures more generally. In addition to such critical aspects as 
surface chemistry, these basic physical parameters can clearly play a role in guiding 
nano-bio interactions. 
It is also worth noting that the AFM image analysis protocol developed and 
utilized during the course of this study could be applied in future work. The procedure 
provides a consistent method for extracting statistical information on area and thickness 
in a uniform manner from AFM images of very thin two-dimensional samples. (This 
would work for thicker structures, too, of course, but they would be easier to analyze in 
general.) The protocol is based around a software package that is open source, freely 
available at no cost, and supports a broad range of file formats. Thus, it could be applied 
immediately to data obtained using microscopy hardware and software from a variety of 
manufacturers. 
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There are also several immediate future directions suggested by the biological 
results presented here. It would be interesting to perform finer-grained quantification of 
size-dependent uptake over time, and it would be useful to test narrower size distributions 
to better determine the size threshold for increasing phagocytic activity. 
The determination of a size-dependent uptake response was based in significant 
part on selective chemical inhibition of endocytic uptake and, as mentioned previously, 
potential drawbacks have been identified with this approach. In future work, it may be 
beneficial to employ more elaborate methods for inhibition. For example, McMahon and 
Boucrot summarize alternative specific approaches for suppressing CME [58]. 
In addition, some caution must of course also be applied in generalizing 
interaction results to other cell lines, and it would be of benefit to examine size-
dependent uptake effects in additional types of cells. 
Also, there are reports of uptake of large (even few micron-size) particles in 
experiments with non-phagocytic cells, in which macropinocytosis was believed to play a 
minor role, if any [85,127]. Investigating those results further in the context of the intial 
information obtained here may be useful for a broader understanding of the uptake of 
such large structures. 
Additionally, it would be of interest to examine exocytosis (the expulsion of 
endocytosed material) in conjunction with endocytosis. It is possible that exocytosis 
could play some role in the flow cytometry-based observations of uptake over time, as 
well as other experiments performed here, and quantifying any such impact could assist 
with (re)-interpetation of the results. This knowledge could also be generally beneficial 
for development of practical biomedical applications that rely on two-dimensional 
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nanomaterial accumulation or delivery of cargo leveraging the large specific surface area 
of two-dimensional nanostructures. Compared to endocytosis, exocytosis can have very 
different dependence on parameters such as size, as evidenced by studies of both 
processes for gold nanoparticles and carbon nanotubes [84,88]. 
Lastly, a broad range of additional parameters influence nanomaterial-biological 
interactions, including surface chemistry, surface charge, roughness, porosity, aspect 
ratio, and heterogeneity of various properties, all of which deserve improved 
understanding (see Appendix C for some relevant discussion of surface potential and its 
measurement). Continued exploration of the effects of these parameters in the context of 
such a basic characteristic as size, or at least guided by some knowledge of the impact of 
size in biological interactions, will be increasingly important for both continued 
development of nanoscale biomedicine, as well as contributing to safe utilization of 
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APPENDIX A: AFM IMAGE POST-PROCESSING ANALYSIS PROTOCOL 
The following analysis protocol describes the post-processing steps used in the 
scanning probe microscopy (SPM) analysis software Gwyddion [93] to tabulate data 
from topographic atomic force microscopy (AFM) images collected in this study. 
Gwyddion version 2.25 was utilized and was compiled with a patch [94] to provide a 
masked per-line linear leveling feature (used here in Step 9). 
Note that the term ―grain‖ used here refers to a region of an AFM image 
identified as a surface feature of interest within the image. 
1. Fix any point defects. If there are obvious point defects in the image, fix these 
via the ―Interpolate small defects‖ option. 
2. Correct scan lines via: Data Process > Correct Data > Median Difference Line 
Correction. This function shifts the scans lines relative to each other to 
achieve a value of zero for the median of the differences between each pair of 
pixels that are vertical neighbors. This is one of several line corrections 
options in Gwyddion, and this one better preserves large features. 
3. Create a mask of surface features, taking care to include large area features 
and particularly tall features. Include the edges of features within the mask--
that is, err on the side of masking some of the substrate, as opposed to leaving 
some of the feature or its edges unmasked. For the samples in this study, the 
tool for drawing disk-shaped mask areas worked well. It was often impractical 
to mask off all surface features. The reason to create this mask is for 
subsequent use in background removal. 
4. Fix image scars if necessary via the ―Correct Horizontal Scars (strokes)‖ tool 
in the Data Process group. Correct Data > Mark Scars can be used to set the 
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parameters for this operation. When used, a one-pixel maximum width was 
the most common setting for data processing in this study. 
5. Remove background curvature via the ―Remove polynomial background‖ 
option. In this study, 3
rd
 order fitting was used in both the horizontal and 
vertical directions. Use the ―include only masked region‖ for Masking Mode 
in order to omit the masked area from the fit. 
6. Set the image zero via Data Process > Level > Fix Zero. 
7. Select grains within the image via Data Process > Grains > Mark by Theshold 
using an appropriate threshold mask based on the image being processed. This 
step creates a mask for use in the next step, so in setting the threshold height, 
try to include as many surface features as possible, even if some of the 
substrate is included in the mask. This effectively creates an improved version 
of the mask created manually in Step 3. 
8. Fill voids in masked grains via the ―Edit Mask‖ option in the Tools group, 
using the ―Fill Voids‖ button. If the image contains voids in masked areas that 
are clearly substrate and not surface features, then omit this step. 
9. Perform masked linear line correction via Data Process > Correct Data > 
Masked Linear Line Correction. This option is provided by the patch [94] 
discussed in above. Note that the Gwyddion user interface contains a ―Level 
X or Y lines with polynomial‖ tool with an ―Exclude area‖ option that 
performs a similar function, but at the present time, this supports only a single 
rectangular selection, not an arbitrary mask. 
10. Set the image zero via Data Process > Level > Fix Zero. 
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11. Select grains for final analysis via Data Process > Grains > Mark by Theshold 
using an appropriate threshold mask based on the image being processed. The 
mask created in this step will be used to provide statistics for the surface 
features in the image. Setting the threshold height can be done in conjunction 
with an examination of how well the surface features are matched by the 
mask. Here it is important to obtain as close a match as possible. It is also 
important to be roughly consistent with the threshold settings used in other 
images. 
12. Fill voids in masked grains via the ―Edit Mask‖ option in the Tools group, 
using the ―Fill Voids‖ button. If the image contains voids in masked areas that 
are clearly substrate and not surface features, then omit this step. 
13. Set the image zero via Data Process > Level > Fix Zero. 
14. Determine the mean value of the background. First, inverting the mask (Data 
Process > Mask > Invert Mask) to select the background (substrate). Then, 
using the Statistical Quantities tool, with a Masking Mode of ―Include only 
masked region‖, note the average value of the background region. 
15. Adjust the mean background value to zero via Data Process > Basic 
Operations > Dimensions and Units. To make the change, enter the negative 
of the average value of the background (obtained in Step 14) as the Z shift and 
press ―OK‖. The reason for adjusting the mean background value is to obtain 
meaningful values for the height measurements within the surface features. 
16. Obtain grain statistics by first inverting the mask again (Data Process > 
Mask > Invert Mask) to return to the positive mask of surface features. If there 
81 
are any features identified as artifacts that were not previously removed from 
the underlying data themselves, remove them from the mask at this point. 
Finally, using the Data Process > Grains > Distributions dialog box, select 
quantities of interest and export the data for further aggregation and analysis.  
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APPENDIX B: NANOSHEET SIZE DISTRIBUTIONS – ADDITIONAL PLOTS 
Below are box-and-whisker plots revealing the structure of the distributions of 
measured nanosheet areas (one side of the nanosheets, as deposited on a substrate) via 
systematic analysis of AFM images. 
 
 
Figure 23. Distributions of areas of GO and PCGO nanosheets. GO is unlabeled, PGCO 
is GO labeled with FITC-BSA, and PCGO1 (L) and PCGO2 (S) are the largest and 
smallest size fractionations of PCGO, respectively. Areas were obtained from AFM data 







Figure 24. Distributions of areas of GO and PCGO nanosheets (detail), showing the 
lower portion of Figure 23. GO is unlabeled, PGCO is GO labeled with FITC-BSA, and 
PCGO1 (L) and PCGO2 (S) are the largest and smallest size fractionations of PCGO, 




APPENDIX C: NANOSCALE SURFACE POTENTIAL MEASUREMENT BY 
KELVIN PROBE FORCE MICROSCOPY (KPFM) 
A. Preface to Appendix C 
This Appendix describes preliminary work with Kelvin probe force microscopy 
(KPFM), which is a method of mapping surface electrical properties—surface potential 
or work function—on the nanoscale. KPFM is an extension of atomic force microscopy 
(AFM), and here familiarity with AFM is assumed. For a detailed discussion of general 
dynamic (i.e., non-contact or intermittent contact) AFM operating modes, see [128]. 
KPFM was investigated partly as a follow up to the protein-coated graphene oxide 
(PCGO) size-dependent cellular uptake study described in the main body of this work. It 
was of interest to investigate the surface potential of the size-fractionated PCGO samples. 
One motivation was to check for surface charge as a possible uncontrolled variable. The 
size-fractionated samples would presumably be very similar in this regard, but if for some 
reason they differed, this might have effects on their cellular interactions, either directly 
or through differences in the make-up of the additional protein corona they likely 
acquired from cell culture serum. The PCGO system was also viewed as a model system 
in which to explore the KPFM technique as applied to biological specimens and 
biomedical nanomaterials research. 
Only a little progress was made on this specific front, primarily due to technical 
challenges with the measurement. However, substantial understanding was gained 
through setting up the measurement apparatus and working to optimize the settings. 
The results of the effort are summarized here. Hopefully, this may benefit others 
new to the technique. Effort has been made to describe the approach in an accessible 
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manner, and references are amply provided, along with some specific key suggestions for 
resources from the literature with further details. 
B. Key to abbreviations for Appendix C 
AM amplitude modulation 
CPD contact potential difference 
FM frequency modulation 
HOPG highly oriented pyrolytic graphite 
KPFM Kelvin force probe microscopy 
LCPD local contact potential difference 
Q quality factor 
PCGO protein-coated graphene oxide 
SP surface potential 
SPM scanning probe microscopy 
TC time constant 
UHV ultra high vacuum 
WF work function 
C. Objective for Appendix C 
The objective of this Appendix is to (1) provide some brief background on 
KPFM, (2) record some practical details about performing and optimizing KPFM 
measurements, and (3) present some preliminary measurement data. Background is 
provided from the literature, as well as some details based on the measurement apparatus 
with which the work described here was performed. 
D. Surface charge and biological/cellular interactions 
As mentioned in Chapter 1, surface charge and overall charge distribution are 
important properties in the context of nanomaterials and biological interactions [5]. 
Zeta potential measurements are often used to obtain the effective surface 
potential of particles in a dispersion, but this does not reveal the structure of the actual 
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surface potential, which may be important and is likely not uniform for heterogenous 
nanoscale objects, including many biological entities. Hence, measurements of actual 
surface potential may be complementary to zeta potential measurements in quantifying 
surface charge properties. 
Better methods for mapping the charge distribution within biological entities on 
the nanoscale would be beneficial [129]. Kelvin probe force microscopy (KPFM) is a 
technique for measuring nanoscale surface electrical properties. As just one example of 
existing application of KPFM in a biological context, the surface potential of films of a 
pulmonary surfactant have been studied [129,130]. These films are important in the 
respiratory process and implicated in the biological response to inhaled nanoparticles, and 
these studies elucidated the role of excess cholesterol in the film’s surface potential 
properties, which affect its function. This is just one example of biologically-relevant 
KPFM imaging. 
In a study relevant to this work, Sinensky and Belcher used KPFM to measure 
variations in surface potential for various biomolecules prepared on gold substrates [131]. 
The measurements were able to clearly distinguish single- and double-stranded DNA, 
because, as expected, the double-stranded DNA carried double the surface potential of 
single strands (100 mV and 50 mV lower than the substrate, respectively, after treatment 
to remove positive ions leaving the negative charge of the DNA phosphate backbone). 
They also imaged various preparations of the biomolecule biotin alone, as well as bound 
to avidin (a protein with a high isoelectric point carrying a positive charge near neutral 
conditions) and to neutravidin (a neutral version of avidin), and the expected differences 
in surface potential were observable by KPFM. Besides providing proof-of-concept work 
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for KPFM as a label-free biological nanoarray analysis method, this work provides 
confirmation of KPFM applicability to the measurement of biomolecule electrical 
properties. 
E. Introduction to Kelvin probe force microscopy 
Kelvin probe force microscopy (KPFM), credited to Abraham and Weaver [132] 
and Nonnenmacher, O’Boyle, and Wickramasinghe [133], is an extension of atomic force 
microscopy (AFM) to map surface electrical properties on the nanoscale. Specifically, the 
surface electrical potential (surface potential, SP) is measured for insulating samples, 
while for conducting samples, the measurement provides the contact potential difference 
(CPD) between the sample and AFM probe, or tip. With calibration of the tip properties, 
the work function (WF) of a conductive sample may be found from a KPFM 
measurement. 
The CPD is the electrical potential difference between two electrically connected 
conductors with differing work functions. The work function is defined for clean, 
uniform metal surfaces and is the potential energy difference for an electron between the 
Fermi level and a state at rest outside the surface of the metal, in vacuum, and just far 
enough away that its interaction with the bulk is negligible.  
There are some nuances related to interpretation of the KPFM measurement and 
resulting limitations on the simple statements above. This will be discussed more, 
primarily in Section Appendix C:F.3. 
The operating principle of KPFM is the nullification, via a feedback loop, of a 
particular component of local electrostatic interaction between a conductive AFM tip and 
a sample surface, which need not itself be conductive. KPFM produces a two-
dimensional map of the CPD/SP measured across a region of the sample along with 
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corresponding topography, which is acquired as well and is itself necessary for the KPFM 
measurement. 
The ability to operate on non-conductive samples, in contrast with scanning 
tunneling microscopy (STM), is a primary strength of the KPFM technique [134]. This 
capability makes KPFM potentially applicable to many biological samples [130,135]. It 
also allows for measurements of heterogeneous structures, such as nanoscale electronic 
devices that include conducting, semiconducting, and insulating regions. Non-conductive 
nanoscale samples, such as thin films or biological entities, are generally prepared for 
KPFM imaging on conductive substrates, sometimes with insulating thin films applied 
first [134,136]. 
KPFM is often reported to achieve CPD resolution in the few millivolt (mV) 
range with nanometer-range lateral resolution, at least for ideal operational conditions 
under ultra high vacuum (UHV) [134,135,137,138]. Sub-nanometer (atomic scale) 
measurements are also reported and continued work in this direction is an important 
imaging frontier [134,136]. Ambient conditions reduce performance due to effects such 
as a lower quality factor for AFM cantilever resonance in air, the ubiquitous presence of 
surface water film, and the inescapable impact of surface adsorbed material along with 
possible environmental chemical changes (e.g., oxidation), all of which can affect the 
measurement [133,139]. Best results are obtained under UHV [140], but useful 
information can be acquired under ambient conditions [134]. Performing the 
measurement under inert gas can also improve results under ambient conditions. 
An impressive recent report describes using KPFM in conjunction with some 
supporting techniques to image variation in the sub-molecular charge distribution in the 
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naphthalocyanine molecule, which has been used as a molecular switch and possesses a 
selectable dual-configuration sub-structure that was exploited in this study for 
verification of the origin of the observed KPFM image contrast [136]. This is an example 
of what seems to be a trend toward utilizing multiple nano-imaging methods to resolve 
surface electrical properties unattainable by a single method alone [134]. 
F. Measurement technique 
1. Overview 
As mentioned above, a KPFM measurement requires a topographic measurement. 
The two may be performed either simultaneously or in two sequential passes for each 
scan line (an interleaved scan), in which case the topography is acquired in the first pass 
and the Kelvin measurement acquired in the second pass,. In this case the second pass is 
performed in lift mode, which refers to retracing the measured topography with the tip 
held at a given constant vertical offset from the sample surface. Two-pass lift mode 
measurements are sometimes denoted electrostatic force microscopy (EFM), as distinct 
from KPFM, but also sometimes included under the designation KPFM. 
Simultaneous topographic measurement may be performed in non-contact mode 
or tapping mode, which is also called intermediate or dynamic force mode. Two-pass 
KPFM (EFM) could potentially be performed with any topographic measurement mode, 
but non-contact mode appears to be employed most commonly [134]. 
2. Description and simple model 
KPFM operates in a manner analogous to macroscopic Kelvin probe 
measurements utilizing vibrating parallel plates to measure CPD [141]. KPFM involves 
performing a similar measurement with an AFM tip at each point within a scanned 
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region, producing a two-dimensional image representing the CPD/SP across the sample 
surface. 
As mentioned before, the Kelvin measurement on a conductor yields the contact 
potential difference (CPD) between the sample and tip. The CPD, denoted here VCPD, can 
be defined using the work function of the sample,        , referenced to the WF of the 
tip,     :  
 
     
            
 
 (1) 
Here e is the elementary charge and  denotes the work function of the tip or sample, as 
indicated. As formulated this way, VCPD represents the effective bias on the tip relative to 
the sample, due to the difference in work functions. A larger VCPD corresponds to a larger 
       , relative to     . Figure C-1A illustrates the relevant electronic structure 
between tip and sample without electrical connection. 
If      is known, then         may be calculated from VCPD (the result of the 
KPFM measurement) according to Equation (1). Note that we might also define the CPD 
the other way around—that is,     relative to        , which results in the net difference 
of an overall minus sign but describes the same relative relationship between the work 
functions. Different authors use different treatments, which can also result in a sign 
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Figure C-1. Electronic energy levels for a conductive sample and AFM tip. Ev is the 
vacuum energy level. EFs and EFt are the Fermi levels of sample and tip, respectively. The 
work functions of sample and tip are denoted s and t, respectively. VCPD is the contact 
potential difference expressed as a bias on the tip, relative to the sample (i.e., VCPD > 0 for 
s > t). VDC is an external bias applied to the tip, relative to the sample. A: Sample and 
tip situated in close proximity but with no electrical contact. Vacuum energy levels are 
the same. B: Upon electrical contact, charge transfer occurs between tip and sample until 
equilibrium is established, with charge accumulated on tip and sample. C: Applying an 
external bias to the tip, VDC, relative to the sample, of VDC     VCPD just compensates the 
CPD. The figure is similar to a diagram from [138] but created with modifications.  
The essence of the KPFM technique is the simultaneous application to the AFM 
tip of an AC electrical signal and a DC offset, VDC, which is adjusted via a feedback loop: 
                      (2) 
Here VAC is the AC amplitude,  is the angular frequency of the AC signal, and t 
is time. Conducting samples (or conducting substrates supporting insulating samples) are 




































the tip, although bias will be introduced between them during the measurement). The 
electrical connection forces alignment of the Fermi levels. Unequal original Fermi levels 
for the tip and sample mean that electrical connection will produce some charge transfer 
between tip and sample until equilibrium is established. See Figure C-1B. Note that in 
situation diagrammed in Figure C-1, VCPD > 0 because the tip work function is smaller 
than that of the sample. 
The AC voltage applied to the tip induces tip vibration due to varying electrostatic 
force between the tip and charge on the sample. An instructive and frequently used model 
for the electrostatic interaction in the measurement is that of a parallel plate capacitor 
with constant CPD between the plates, with one plate representing the sample and the 
other the AFM tip [132,137,138,142–145]. Under this simple model, the electrostatic 





     (3) 
where C is the capacitance between the sample and the tip (or more properly, the entire 
cantilever-probe-tip complex) and ΔV is the potential difference between them. 
The electrostatic (or capacitive) force on the tip is: 
 










where z is the distance between the sample and tip. 
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The voltage difference ΔV between the sample and tip is: 
                                   (5) 
 
Note that both Vtip and VCPD are defined here as electrical bias on the tip relative to the 
sample. Hence their sum is used above and not their difference (as sometimes used in 
treatments in the literature). 
Substituting Equation (5) into Equation (4) yields: 
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  (6) 
Expanding this, applying a double angle formula, and grouping terms by time 
dependence gives three components of the electrostatic force on the tip: 
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          (9) 
Here, F is the component of interest for the KPFM measurement. 
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Again, note that the   sign in          in these equations is because VDC and 
     have both been defined as bias on the tip relative to the sample, with VDC being 
applied directly to the tip and      having been defined as the bias on the tip produced 
from the difference in work functions between tip and sample. This point is worth 
keeping in mind, as differing      definitions are mentioned in the literature, as are 
experimental setups involving biasing either the tip or the sample. Depending on the 
combination of circumstances, the sum          might well instead be a difference. 
The oscillating force F will produce tip vibration at the same frequency. The 
amplitude of this vibration can be extracted from the AFM cantilever deflection signal 
and monitored. If VDC is adjusted such that F = 0, then Equation (8) implies that 
          , and thus the value of VDC to accomplish this nullification yields the 
negative of VCPD, the quantity desired. VDC necessary to nullify F is recorded as the 
result of the measurement at a given spatial location (i.e., one pixel in the Kelvin image), 
and from this VCPD can be immediately obtained. 
In practice, a lock-in amplifier is used to accomplish the nullification of F by 
isolating the Fourier component of interest (at angular frequency ) of a chosen 
cantilever vibrational property that is modulated by F. Either the frequency shift or 
amplitude may be used (the frequency shift at  also depends on a          
factor [146,147]). Whichever vibrational property is monitored, the lock-in output is used 
as the error signal for a feedback loop, which continually adjusts VDC, compensating the 
electrostatic interaction, which in general changes as the tip scans the surface. Note that 
this means the nullification process is really a minimization process. Also, it’s worth 
noting that the in-phase output from the lock-in amplifier (the real or ―X‖ signal) is 
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utilized for feedback, as opposed to the amplitude output, because the signal needs to be 
able to adopt both positive and negative values to guide the feedback loop. 
As mentioned above, either the cantilever deflection or frequency shift may be 
used as the lock-in input, as both quantities are modulated at  [137,138,146]. 
Performing the measurement using the cantilever deflection signal is termed amplitude 
modulation (AM-KPFM), while using the frequency shift is called frequency modulation 
(FM-KPFM). AM mode is generally accepted to provide greater resolution for the Kelvin 
measurement (energy resolution for the WF, voltage for CPD/SP), while FM mode is 
generally accepted to provide greater lateral spatial resolution [143]. Other factors are 
important in the selection as well [138,143] and will be discussed later. 
To obtain an absolute measurement for the work function of a sample,   , by 
measurement of a sample with known work function,   , we may perform KPFM 
measurements of both samples using the same AFM tip. Applying Equation (1), the 
definition of VCPD, to both samples gives: 
 
      




      
       
 
 (11) 
Combining these to eliminate      and solve for    yields: 
 
                      (12) 
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In terms of measured Kelvin voltages, VDC1 and VDC2 (the opposites of VCPD1 and 
VCPD2, respectively),    is given as: 
                    (13) 
It should be emphasized that the preceding description of the KPFM measurement 
represents a very simple model. Results for more elaborate models and relevant 
theoretical work on the tip-sample interaction in a variety of contexts are available, for 
example [142,148–152]. 
Lastly, it’s worth noting that 
  
  
 in the force equations is generally unknown, 
which makes the nullification approach attractive. 
3. KPFM measurement setup 
As mentioned above, the KPFM measurement is often performed simultaneously 
with a topographic scan but can also be obtained in a second scan, in which the 
topography is first acquired for one scan line, followed by re-tracing the scanned 
topography with the tip at a set height above the surface and performing electrical 
measurements. This discussion focuses on simultaneous single-pass operation. However, 
see Ziegler and Stemmer for a very useful discussion of FM mode two-pass ambient 
measurement [147]. 
Key operating parameters are the choice of AM vs FM mode [138,143,146] and 
the values of the frequency (     ⁄ ).and amplitude (VAC ) of the AC signal. The 
operational difference between AM and FM mode is the quantity governing the Kelvin 
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measurement feedback loop: cantilever amplitude (deflection signal) vs frequency shift, 
respectively. 
In AM mode, electrostatic forces produce tip vibration at  (which is minimized 
during the measurement), and this excitation occurs at a frequency different than the one 
used for topographic measurement. In AM mode operation, the Kelvin measurement 
frequency is usually at the second resonance of the cantilever to maximize the 
mechanical response (as the first resonance of the cantilever is usually employed for 
topographic imaging). Alternatively, the AM mode KPFM frequency may also be chosen 
well below the first resonant frequency (i.e., not at resonance). 
FM-KPFM is generally performed in conjunction with topographic measurement 
obtained in non-contact mode by frequency modulation (typically under UHV). In this 
approach, the tip is mechanically excited at resonance (or at a constant frequency shift 
from resonance) with a feedback loop maintaining constant vibration amplitude. Changes 
in tip-sample interaction produce shifts in the resonant frequency of the tip, and z-
adjustment compensates these shifts to yield topographic data. The KPFM measurement 
can be performed simultaneously because this frequency shift signal is modulated at   
via the AC signal supplied for the Kelvin measurement. Minimizing the frequency shift at 
  by varying VDC results in a measurement of the CPD, similar to AM mode. 
Alternatively, using the second resonance for FM-KPFM has also been reported [140]. 
Table C-1 summarizes the general differences in parameters and environmental 




Table C-1. Comparison of AM-KPFM and FM-KPFM. 




Amplitude near f0 Frequency shift near f0 
Source of KPFM 
feedback 
Amplitude (cantilever deflection 
signal) at f (usually f1), 
electrostatically excited 





Electrostatic force Electrostatic force gradient 
AC amplitude 
(VAC) 
UHV: Can be small (~100mV) 
Ambient: > 2 V for sufficient 
sensitivity [143] 
~1-5V 
AC frequency (f) Second resonance (f1  6.24f0) 
optimal [137], or low enough to 
not interfere with the 
topographic feedback loop 
electronics (~ few kHz) [143] 
~1-3 kHz [143] 
> bandwidth of topographic 




Good (using resonant detection) Poor [138] 
Spatial resolution 
for CPD/SP 








Good Not often reported, but see [147] 






In AM mode, it has been advised that the AC reference amplitude must be ≥ 2 V 
for sufficient sensitivity when operating at lower (non-resonant) values of f in the few 
kHz range [143]. However, under UHV in AM mode using the second resonance 
frequency, it is possible to obtain good sensitivity with AC reference amplitudes as low 
as 100 mV, due to the amplified physical response at resonance [143]. A low AC 
reference voltage is particularly significant on semiconducting samples due to impact on 
electronic states (band-bending), hence AM mode is attractive for that application. 
In FM mode, the frequency shift is monitored. This quantity depends on the 
gradient of the electrostatic force. In practice in single pass mode, the frequency shift of 
the first resonance is modulated at , and it is this modulation that is extracted from the 
frequency shift signal enabling FM-KPFM imaging. See elaboration in [146]. 
FM mode is preferred in UHV because cantilever amplitude response is slow 
under these conditions [134,138]. Specifically, the time scale for changes in the 
amplitude response is proportional to the quality factor (Q), which may be ~50,000 in 
UHV compared to ~100 in air, while the time scale for frequency changes is independent 
of Q [153]. 
Under FM mode, Kelvin frequencies of a few kHz are usually used. Cross talk 
with the topographic signal increases at lower f, because the same frequency shift is also 
being used for topographic imaging in single pass FM-KPFM. This means at lower f, the 
tip sample distance begins oscillating at f [143]. This effect is quantified in [143], where f 
=1-3 kHz is recommended. As in AM mode, an AC reference amplitude ≥ 2 V is reported 
as generally necessary for acceptable sensitivity with FM mode [143]. 
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As in topographic AFM imaging, FM-KPFM is ascribed better lateral resolution 
than AM mode, due to the detection of the force gradients in FM mode [143,154]. In FM 
mode, the lateral resolution is approximately the lateral size of the tip apex [138]. In AM 
mode, there is an averaging effect because the body of the tip, not just its apex, 
contributes to the force, in addition to more of the sample surface contributing to the 
interaction. Furthermore, the cantilever itself may also contribute to the measurement in 
AM mode [138]. Direct effects from this have been observed in lift-mode [147]. Some 
work indicates that AM mode vs FM mode differences may be less significant in atomic-
scale measurements [137]. 
It has been reported that AM mode has a strong dependence on tip-sample 
distance, while FM mode measurements are much more stable with tip-sample separation 
up to 30 nm [154]. 
4. Interpreting KPFM measurements 
Interpretation of the actual quantity measured by KPFM has developed 
substantially since the introduction of the technique. It is now understood that the 
measurement differs in an important conceptual way from the macroscopic CPD [137]. 
The distinction primarily concerns atomic scale imaging [134,138]. 
To recap, the value of VDC required for nullification represents the result of the 
KPFM measurement for a given point in the acquired image. For conducting samples, 
VDC corresponds to the contact potential difference (CPD) between the sample and tip. 
For insulating samples, VDC corresponds to the surface potential (SP) of the sample 
resulting from the combined effects of surface charges, bulk charges near the surface, and 
surface dipoles [135,142]. 
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There are several issues to keep in mind regarding interpretation. First, the KPFM 
measurement includes the effects from surface contamination, oxidation, trapped charges, 
etc [133,155], as well as effects due to the water film present if the measurement was 
performed under ambient conditions [139,156]. In contrast, the CPD by definition is a 
property of clean conductive surfaces. 
Second, and more subtly, the basic nature of the KPFM measurement introduces 
some complications for the interpretation of results. The essential issue is that VDC does 
not correspond precisely to the CPD, because the CPD is defined as a macroscopic 
quantity [137]. In contrast, the quantity obtained in a KPFM measurement is a nanoscale 
property that is convoluted with tip properties. Particularly in AM mode operation, the 
region of the sample contributing to the measurement may extend some appreciable 
distance beyond the area directly below the tip apex [135], producing a strong averaging 
effect in which the measured quantity reflects an average of the sample surface potentials, 
weighted according to the gradient of the capacitances of each sample region with the 
probe [157]. It has been stated that AM and FM modes may be expected to measure, in 
general, different absolute and relative values given the same tip and sample, due to AM 
mode involving the electrostatic force and FM mode its gradient [143]. One particular 
issue is that the tip-sample separation impacts the measurement, primarily in AM 
mode [147]. It has also been asserted that, at least in the context of imaging bulk 
insulating samples (ionic crystals), while AM and FM measurements obtain different 
quantities, the distinction is significant in practice only for sub-nanometer cantilever 
vibration amplitudes (associated with atomic-scale imaging) [137]. 
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 The literature has centered about the term local CPD (LCPD) for high resolution 
KPFM, in which atomic-scale electrostatic interaction is implicated [158]. LCDP is also 
taken to involve short-range forces, the nature of which depends on the type of system 
under measurement [138]. This is significant enough that it is a matter of ongoing debate 
in the literature, specifically regarding KPFM imaging performed with atomic spatial 
resolution [134,135,137,159]. 
As alluded to above, some portion of the apex-tip-cantilever system, and the 
specific geometry thereof, is intimately involved in the measurement and the measured 
quantity, but the nature and extent of this is difficult to establish [137]. One example 
from a study of such geometric artifacts involved imaging a gold film, which although an 
equipotential surface, yielded a lift-mode KPFM image closely mirroring the 
topography [160]. This was explained by differences in the tip-sample capacitance 
gradient according to the local topography over which the tip was positioned (e.g., a 
concave or convex surface below the tip) [160,161]. 
One of the approaches that has been proposed for addressing such geometric 
artifacts is based on operation of the feedback loop to minimize the ratio of the first and 
second harmonics of the amplitude or frequency shift signals [162]. This has been 
demonstrated in practice [145] and shown to have the additional benefit of greatly 
reducing the dependence of the KPFM measurement on the tip-sample separation 
distance, a related imaging issue. This is just one example of continuing improvement of 
KPFM imaging modes to improve resolution and ameliorate various artifacts [161], but it 
also points toward general caution in the interpretation of KPFM images. 
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Another approach to work around such effects involves post-processing KPFM 
images to deconvolute the impact of tip geometry. For example, Shen, Barnett, and 
Pinsky have performed work on the interpretation of KPFM data for insulating samples 
and provided frameworks for both deconvolution of experimental images as well as 
predicting the KPFM image for a specified charge distribution [142]. They note the 
former is an ill-posed problem that, strictly speaking, lacks sufficient data for solution in 
the general case, but they obtain results for some special cases (e.g., assuming only a 
trapped charge layer or only a surface dipole layer). As another example, Liscio, 
Palermo, and Samor  have proposed methods for deconvolution of measurements of 
charged nanoscale features with sizes below detectable instrumental limits by modeling 
the influence of the tip and extracting the ―true‖ potentials [135]. 
Lastly, it is worth mentioning that non-conductive samples may be prepared on a 
conductive backing substrate, possibly with an insulating film first covering the 
substrate [134,136]. It also appears possible to image bulk insulating materials 
directly [163]. Alternatively, if a bulk insulator is chemically modified or given an 
adsorbed layer with enough conductivity, and that surface is of interest, the modified 
surface itself may also be used for the sample electrical connection [163]. In 
measurements of insulating films and/or nanostructures located above a conductive 
substrate, these materials presumably affect the local electric field and capacitance 
between tip and sample, leading to observed KPFM contrast [134,136]. However, 
interpreting such contrast quantitatively may require applying a reasonable model based 
on pre-existing knowledge of the system [134,135,149,151,164]. 
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5. Recommended literature 
As this Appendix focuses largely on practical, useful information for applying the 
KPFM technique and is limited in scope, several additional resources are worth specific 
recommendation. 
Melitz, Shen, Kummel, and Lee [138] and Barth, Foster, Henry, and 
Shluger [134] provide excellent reviews. Glatzel, Sadewasser, and Lux-Steiner [143] 
provide a very practical, informative overview of AM vs FM mode operation. Ziegler and 
Stemmer [147] provide very useful and clear discussions of lift-mode AM and FM-
KPFM (recommended reading even if not performing lift mode scans). Jacobs, Knapp, 
and Stemmer [165] describe a useful optimization mode, which is summarized and 
discussed in Section Appendix C:G.1. 
At least one book [166] is available devoted to KPFM and related techniques (this 
author has not had the opportunity to access it). 
Lastly, it’s important to be aware that KPFM is referred to in the literature by a 
wide variety of terms, including scanning Kelvin probe microscopy (SKPM), scanning 
surface potential microscopy (SSPM), scanning electric potential microscopy (SEPM), 
Kelvin probe microscopy (KFM), and other variations. Some names can be ambiguous 
due to multiple uses or occasional use in non-standard ways. A distinguishing 
characteristic of KPFM is the use of nullification of effects of an electrostatic force 
component, as opposed to direct measurement of the force. Sometimes KPFM is used to 
refer only to single-pass scan modes, while other times it is taken to include two-pass 
scans. 
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G. Practical notes on KPFM measurements 
1. Optimization techniques 
Just as it’s important to select operating and feedback loop parameters 
appropriately to optimize the quality and accuracy of topographic AFM measurements, 
it’s also necessary to select the KPFM feedback loop and other parameters with care. In 
fact, many of these parameters are interdependent and must be chosen with both imaging 
modes in mind. In order to produce stable KPFM measurement output, it is important that 
the topographic scan be well-configured [137,146]. Even with well-configured 
topographic scan parameters, abrupt changes in topography can lead to KPFM imaging 
issues because of changes to the capacitance gradient when the tip-sample distance 
changes [138]. 
One useful technique for optimizing KPFM operating parameters is based on a 
suggestion by Jacobs et al. [165]. The approach is also very instructive for immediately 
seeing the effect of changes to various settings. 
The basic principle is to apply a known periodic electrical bias, for example a 
square wave, to a conductive sample with stable surface electrical properties (e.g., highly 
oriented pyrolytic graphite, HOPG). Then, with the AFM probe approached to the sample 
surface but stationary (not scanning), the response of the measurement system to this 
known signal may be used to optimize various settings. First, the lock-in phase may be 
optimized with the KPFM equipment operating but the feedback loop not operating (i.e., 
the DC bias is not applied to the tip to compensate the AC signal). Under these 
conditions, while examining the lock-in amplifier output with an oscilloscope, the phase 
may be varied in order to maximize the amplitude of the lock-in output. Then, with the 
feedback loop operating (i.e., the compensating DC bias applied to the tip), the result of 
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the measurement (i.e., the Kelvin bias) may be observed with the oscilloscope along with 
the sample bias signal. Such an arrangement makes it very easy to see how well the 
KPFM feedback loop tracks changes in sample potential and reveal whether the feedback 
loop overshoots with rapid sample bias changes or the extent to which it lags behind. 
Adjusting the KPFM settings under these conditions provides an immediate sense 
of the impact. It can also indicate how well the system will perform for given changes in 
sample SP properties during image acquisition. For this purpose, varying the frequency, 
amplitude and slope of the sample bias signal can serve as a proxy for different maximal 
changes in sample SP under the tip that are anticipated during measurement of a given 
sample at a given scan rate. Noise and drift can also be very apparent. 
Key parameters for the KPFM setup include the phase of the lock-in amplifier, 
magnitude of the AC reference signal, lock-in time constant (TC), and gain for the KPFM 
feedback loop. The scan rate must be adjusted according to the image resolution and TC, 
allowing sufficient time for the lock-in-based Kelvin feedback loop to operate (i.e., time 
per pixel ≥ ~3  TC). This means acquiring a single image may take an hour or even 
more. Such long scan times can exacerbate the impact of thermal drift or other effects 
that can negatively impact prolonged scanning probe microscopy (SPM) image 
acquisition in general, so it is worth speeding up the scan if measurement conditions 
permit. Typical time per pixel has been mentioned as 15-20 ms [146], but an appropriate 
value depends greatly on scan speed, resolution, etc. 
Some additional notes: the lock-in auto-phase function can be very useful in 
setting the phase. Temporarily selecting a larger TC may help if the auto-phase function 
fails. The desired operating phase is ±90° from the auto-phase value, or where maximal 
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range in response (over some range of input) is obtained from the lock-in output. Note 
that the output of the feedback loop may require negation according to which phase value 
(±) is chosen, as one option will provide the wrong sense of feedback and saturate 
feedback loop output (i.e., the DC bias). 
Other techniques for optimizing settings and information specific to the AFM 
system used here can be found in the easyScan 2 user manual and other publications from 
NanoSurf (Nanosurf AG, Liestal, Switzerland). Those approaches may be useful in 
conjunction with the approach above for certain situations or performing single-point 
spectroscopic measurements, but the approach suggested by Jacobs et al. [165] and 
summarized above is highly recommended. 
2. Probes 
Probes for KPFM must be conductive. One primary distinction is between probes 
with metallic coatings vs probes formed from a homogenous conductive material (solid 
probes). Coated probes are susceptible to damage to the coating, which can significantly 
change the WF of the tip apex and cause abrupt jumps in the measurement (up to 350 mV 
between scan lines) [165]. Solid probes do not suffer this issue. 
It is reported that AM mode benefits from stiffer cantilevers (at least for operation 
at the second resonance, as off-resonant operation presumably might be better with less 
stiff cantilevers) as well as lower cantilever areas with longer tips and small opening 
angles [143,165]. The rationale on the latter would be to increase the relative contribution 
of the tip apex to the KPFM signal, as opposed to the tip body and the cantilever itself. A 
slightly blunt apex, approximately the same size as the smallest features to be imaged, 
provide best results with AM mode due to the averaging effect, while sharp tips are 
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preferable for FM mode [154,157]. High-aspects tips created from CNTs have been 
reported to improve spatial resolution [167]. 
3. Calibration 
It must be stressed that KPFM provides a relative measurement, with the resulting 
values dependent on generally unknown properties of the tip. Scans of multiple samples 
with the same tip can be used to characterize CPD/SP differences between the samples. 
For heterogeneous samples, a single scan can provide relative CPD/SP differences across 
the scanned area. 
Absolute measurements can be obtained by using the same tip to image a 
reference sample with a known WF as well as an experimental sample. Because the 
Kelvin measurement is highly sensitive to details of the tip geometry as well as any 
surface modification of the tip that would change its electrical properties, such as 
contamination, it is important to perform reference measurements frequently and 
preferably immediately before experimental measurements. It may even be worth 
performing reference scans before and after experimental measurements. 
For absolute CPD/SP measurements, highly oriented pyrolytic graphite (HOPG) 
has been shown to be a suitably stable reference material, usable under both ambient 
conditions and vacuum, with a WF of 4.475 ± 0.005 eV [168]. In addition, HOPG is 
convenient for this purpose, as the surface is easy to renew as required by cleaving with 
adhesive tape. 
Calibration can be performed simply by obtaining the mean Kelvin bias from a 
scan of the reference surface. Alternative approaches have also been described, for 
example Experiment 3 in the supplementary information from reference [169]. 
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4. Additional practical notes 
Note that in mathematical treatments of the KPFM measurement, applying the DC 
offset to the sample vs tip leads to an overall minus sign difference. This is not always 
mentioned and is important to keep in mind. 
Jacobs et al. mentioned effects of humidity on ambient KPFM 
measurements [165]. They note that trapped charges on insulators may be evident in 
measurements performed at low (~10%) relative humidity and indicate this is greatly 
reduced at higher (~80%) humidity. However, higher humidity carries other issues, as 
ambient water films may produce a screening effect. Using silicon pn-structures covered 
with a 2 nm oxide layer, it was found that the ambient water film on a hydrophilic surface 
(relative humidity about 54%) could shield KPFM contrast of about 50 mV that was 
detectable on a hydrophobic surface under similar conditions or under nitrogen [156]. In 
that study, greater KPFM contrast than 50 mV was not studied, so it may be possible for 
screening effects to be stronger. 
H. Description of KPFM system 
The work described here was performed with a Nanosurf® easyScan 2 AFM 
operating under ambient conditions (i.e., not under vacuum). The AFM was equipped 
with the so-named Signal Module A, which is break-out box providing access to various 
electrical signals required for KPFM operation. The AFM system had built-in software 
support for KPFM but required external hardware, primarily a lock-in amplifier. Here, a 
Stanford Research Systems SR830 lock-in amplifier was used. Additional equipment 
employed during optimization included a WaveTek Model 164 sweep/waveform 
generator, Tektronix TDS220 digital oscilloscope, Keithley 177 Microvolt digital 
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multimeter, and laboratory power supply. Vibration isolation, as typical for SPM 
imaging, and electromagnetic shielding (Faraday cage) were used and are recommended. 
Figure C-2 shows a diagram of the KPFM system used in this study, including 
additional equipment for optimizing the imaging settings. See Section Appendix C:G.1 
for a discussion of methods for optimizing settings. 
In the KPFM imaging performed here, the following types of probes were 
utilized: AppNano ANSCM-PT (Pt or Pt/Ir coated silicon probes, tip radius <30 nm, tip 
height 14-16 µm, f: 50-70 kHz, k:1-5 N/m), NaugaNeedles HAR-NP NN-T190 (Ag2Ga 
nanowire needle probe, 1-3 µm needle, needle diameter unspecified but probably 
~50 nm, 48 N/m, f~190 kHz, based on VISTAProbes™ T190 tips), and NaugaNeedles 
HAR-NP NN-T300 (Ag2Ga nanowire needle probe, 1-3 µm needle length, 50-100 nm 




Figure C-2. Diagram of the KPFM system used in this study. The labels in orange (along 
the left side of the large dotted box) denote electrical connections provided by the Signal 
Module A, a break out box available from the AFM manufacturer. The KPFM controller 
was an integrated part of the AFM system and is referred to as the User Controller. The 
oscilloscope and waveform generator are used for tuning and optimizing KPFM imaging 
settings. S1-4 denote switchable or changeable connections. S1 selects FM-KPFM or 
AM-KPFM. S2 selects whether the lock-in output or KPFM feedback loop output is 
monitored during tuning. S3 is selectable in software and determines whether the KPFM 
feedback loop output is sent to the AFM probe. S3 is closed for imaging and may be open 
or closed for different types of tuning. S4 selects whether the sample is grounded (for 
imaging) or connected to the waveform generator (for tuning).  
  









































The KPFM system was operated off-resonance in AM-KPFM mode with tapping 
mode topographic measurement and also in FM-KPFM mode but again with amplitude-
modulation-based tapping mode topographic measurements. The latter seems to be an 
unusual setup judging from the literature. 
AM-KPFM mode was the manufacturer’s recommendation for KPFM with this 
instrument. However, the second resonance could not be used because the electronics in 
the easyScan 2 system will not pass frequencies above a few kHz to the tip from the 
external electrical connection provided. Due to this, the mechanical response of the 
cantilever to the electrostatic force was not self-amplifying, and this would be expected to 
reduce the sensitivity of the AM-KPFM measurements. 
All measurements were performed in single-pass mode. This system is unable to 
perform a true lift mode scan. The closest possibility to lift mode is described in 
NanoSurf technical note TN000031, which describes how to perform a linear scan at a set 
height from the sample surface, but this is based on a single-point measurement at the 
beginning of the scan line acquisition, not on retracing a previously obtained topographic 
scan. Except for extremely flat samples, and perhaps at small scan sizes, this generally 
would not be expected to perform well for KPFM. It should be noted that lift mode 
carries its own drawbacks, so it is not necessarily a more desirable operating mode. 
I. Preliminary results (and challenges) 
1. Calibration and reference 
All KPFM in this work was performed under ambient conditions. Achieving 
reasonable stable results proved quite challenging, but it was possible to obtain repeatable 
measurements that gave reasonable values in terms of mean measurements for large 
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regions, or relative measurements within the same sample. However, it is apparent that 
the KPFM system as utilized here demands further tuning for improved results. 
In beginning with KPFM measurements, it was first of interest to utilize 
conductive samples with well-established work functions to confirm if reasonable values 
were obtained. HOPG and gold were available and well-suited for this purpose. The gold 
samples utilized had been previously prepared as patterns on Si/SiO2 wafers and the 
wafer surfaces sealed with photoresist. Before using the gold samples, the photoresist was 
removed by brief (~30 s) soaks in first acetone then 2-propanol, followed by drying under 
N2. For the measurements described here, the gold samples were cleaned in argon plasma 
for ~10 minutes, removing any solvent residue and organic debris. 
Two different approaches were used to confirm the basic measurement technique. 
Both were performed with coated ANSCM tips (details listed in Section Appendix C:H). 
First, single-point spectroscopic sweeps were used. This involved first approaching the 
sample surface with the tip. Then, with the tip not scanning and the KPFM feedback loop 
disabled, so no DC Kelvin bias was applied to the tip (i.e., S3 in Figure C-2 was open), 
the tip voltage was swept from -4 V to +4 V, while the output from the lock-in amplifier 
(the KPFM error signal) was recorded. This produced a plot, expected to be linear, of the 
KPFM error signal according to tip voltage. During this process, the cantilever amplitude 
signal was typically used as the lock-in input, as for AM-KPFM. 
Figure C-3 shows results of this type of measurement for the following three 
sample conditions: gold held at ground, HOPG held at ground, and gold biased to +1.0 V. 
This figure first shows results for these three samples separately (A-C), and they are 




Figure C-3. Spectroscopic AM-KPFM measurements on HOPG and gold. These 
measurements were obtained by sweeping the tip voltage while the sample was 
approached but the AFM probe was not scanning. The x-axis (tip voltage) intercepts (at 
dashed vertical lines) correspond to the CPD measurement. D shows A, B, and C on the 
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sweeps for each sample type, as noted. Each set of sweeps was performed at a single 
sample location. These are simply representative measurements; similar results were 
obtained numerous times at different locations on different samples. 
For each averaged trace, the x-axis (tip voltage) intercept corresponds to the 
KPFM measurement condition. That is, the tip voltage that produced a zero error signal 
was the DC Kelvin bias required to compensate the CPD, so the tip voltage intercept is 
what would ideally have been recorded for the Kelvin measurement. The CPD, as defined 
in Section Appendix C:F.2, is the negative of this. 
Intercepts were located via linear fits and found to be -0.385 V, -0.007 V, and 
0.736 V for grounded gold, grounded HOPG, and gold at +1 V, respectively. Using 
Equation (13) with the first two values, along with the work function of HOPG as 
4.475 eV [168], this gives the work function of gold as 4.85 eV. This is a reasonable 
value, as the literatures reports a WF for gold as measured by KPFM of 4.8 to 
5.2 eV [170] and 4.7 to 4.8 eV [171]. 
As a further check, the gold sample was biased to +1.0 V, and this shifted the 
measured Kelvin voltage up as well, as would be expected. Note that the shift in Kelvin 
voltage is in the same direction as the bias because the Kelvin bias must compensate the 
tip to match the new potential of the sample. 
This manual biasing of the gold sample by 1.0 V is fairly well accounted for, as 
0.385 V + 0.736 = 1.1V. The error evident here is probably due to averaging only two 
sweeps for the +1.0V bias condition. Also, the +1.0V bias measurements were performed 
with VAC of 1.0V, which would result in lower sensitivity compared to VAC of 3.5V used 
for the other two measurements. Again, note that the results shown here are just 
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representative measurements. Similar calibration measurements and shifts were observed 
consistently at many different times across different samples, with different measurement 
settings. The measured Kelvin voltage for biased samples could be very well accounted 
for, in general. 
Next, KPFM images were acquired on both HOPG and gold. Figure C-4 shows 
topographic and AM-KPFM images obtained using the same tip (ANSCM), acquired 
with VAC of 1.0 V at 0.17 Hz (6 s/line). The topographic images are leveled, as is usual 
for AFM data. However, the KPFM images have not been processed at all. 
A. AM-KPFM on HOPG (topography on left, Kelvin voltage on right) 
  
B. AM-KPFM on Gold (topography on left, Kelvin voltage on right) 
  
Figure C-4. AM-KPFM images of HOPG and gold surfaces. A: HOPG. B: Gold. 
Topographic images are on the left, and corresponding KPFM images are on the right. In 
A, the diagonal lines are steps between graphite layers. In B, there appeared to be a step 
near the bottom the topographic image, apparently coincidentally aligned with the 
scanning direction. See text for additional discussion.  
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The mean Kelvin voltage measured for HOPG was 24 mV, and for gold was 
-419 mV. Using the established work function for HOPG and again Equation (13), gives 
a work function for gold of 4.9 eV. This is again a reasonable value, as well as consistent 
with the spectroscopic measurements. 
However, the standard deviations of the HOPG and gold CPD measurements were 
501 mV and 672 mV, respectively. As minimal variation would be expected for the CPD 
measured on these uniform surfaces, these standard deviation values are far higher than 
expected. Based on this, poor result would be expected for attempts to image other 
samples containing CPD/SP differences with much smaller magnitude than the variation 
evident here. Thus, a good deal of effort was devoted to reducing this variation. A higher 
reference voltage (VAC) in the range 3-5 V was helpful, as well as using the optimization 
procedure described in Section Appendix C:G.1 for setting the lock-in amplifier phase, 
etc. Adjustment of the topographic gain to a more optimal (in this case, lower for the 
slower scans) was also helpful. Together, these allowed for obtaining Kelvin voltage 
standard deviations in the range of 50 mV, and less frequently around 25 mV, but usually 
only across a smaller set of scan lines in an image, rather than the whole image. 
Reducing the variation in the measurement also made apparent two other imaging 
issues. First, the Kelvin voltage signal tended to wander over time, and second, there 
appeared to be intermittent interference in the amplitude signal that sometimes affected 
the KPFM measurement. Primarily for these reasons, KPFM measurements under the 
system used here proved challenging, and these two issues remain largely unresolved. 
The literature sometimes mentions difficulty with KPFM measurement stability 
and reproducibility under ambient conditions. For example, Beerbom, Lägel, Cascio, 
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Doran, and Schlaf noted that KPFM measurements tend to drift over time, even under 
unbroken vacuum conditions (but did not quantify this) and recommended frequent 
calibration [172]. They also reported poor reproducibility under ambient conditions. 
In the following two sections, preliminary measurements obtained on PCGO are 
presented, and these images are examples of these two issues. Following the preliminary 
PCGO measurements, an example of a different imaging mode is presented, and the 
apparent problems are discussed. 
2. Protein-coated graphene oxide (PCGO) 
Figure C-5 shows results of an AM-KPFM scan of PCGO2 (S), smaller size 
fractionated PCGO, spin-coated on an SiO2 surface. The silicon layer was grounded for 
this measurement, VAC was 3.0 V, f was 1 kHz, and the scan was performed at 0.17 Hz 
(6 s/line). In this figure, A shows the topography, B shows the cantilever amplitude 
signal, and C shows the measured Kelvin signal, which is in theory the surface potential. 
Here the topography (A) has been leveled as usual, while the Kelvin measurement (C) 
has not been leveled, as it represents absolute measurements. 
One imaging issue clearly evident in Figure C-5B is that the amplitude signal 
reflects intermittent noise. Part D of this Figure shows that the standard deviation for 
each scanned line of the amplitude signal increases greatly during the noise. Note that the 
arrows in the graphs in D and E and AFM/KPFM images above them indicate which 
directions correspond. The arrows represent the slow scan axis (they point in the direction 
opposite of the slow scan acquisition direction). The gain values used here for both 
topography and Kelvin measurement were fairly low (for Figure C-5, KPFM I-gain=150 
and topographic I-gain=200, P-gain=501, and D-gain=0), and it seems unlikely that the 
amplitude interference originates in oscillations similar to those which can be produced in  
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A.  B. C. 
 
 D. E. 
 
Figure C-5. AM-KPFM measurement of PCGO2 (S) showing imaging problems. 
PCGO2 (S) was spin coated on Si/SiO2, the Si was grounded for the measurement. VAC = 
3.0V, f = 1 kHz, scan speed 0.17 Hz (6 s/line). A-C show data from a single scan. A: 
Topography. B: Cantilever amplitude signal, showing intermittent interference. C: 
Measured Kelvin voltage (ostensibly the surface potential). D: Graph of the standard 
deviation of the amplitude signal (B) per scan line in the slow scan direction, showing 
increases in amplitude signal variation corresponding to the intermittent noise evident in 
the amplitude signal. E: Graph of the average of measured Kelvin voltage (C) per scan 
line, showing the measured Kelvin voltage changing both higher and lower during the 
various bands of amplitude interference. Note that the arrows indicate the correspondence 






the topography if the topography gain is too high causing ―ringing‖. More work is needed 
to continue to attempt to identify the source of this interference. In particular, it would be 
useful to perform additional imaging with much higher gain settings to confirm that it is 
not possible to reliably reproduce the problem with high gain settings, and it would also 
be useful to relocate the system, preferably to another building, in case external 
mechanical vibration is causing the problem. 
Time limitations and imaging issues, such as those described above, prevented 
acquisition of full images with clean data for  the size-fractionated PCGO samples. 
However, some preliminary data can extracted from images such as those shown in 
Figure C-5. Note that the Kelvin measurement appears stable during the periods without 
amplitude interference, so one approach would be to utilize only those portions of the 
image and compare the measured Kelvin voltage for the PCGO nanosheets with the 
surrounding SiO2. This approach is taken here as an initial step toward quantifying if the 
surface potential of PCGO1 (L) differs from PCGO2 (S). 
Figure C-6 shows images from the same scan as shown in Figure C-5, with A and 
D showing topography (as scanned left to right), with D including a mask layer. B and C 
show the Kelvin image scanned left to right and right to left, respectively, except that 
here the background in the Kelvin images has been leveled (using the topographic mask, 
which is shown super-imposed on B and C in E and F, respectively). The regions in 
yellow boxes in E were used for obtaining measurements, since these regions contain 
portions of nanosheets that were scanned without amplitude signal interference. 
The portions of nanosheet within the yellow boxes have measured mean Kelvin 
voltages of 10-13 mV greater than the surrounding substrate. However, the standard 
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deviation of the Kelvin voltage on both on the nanosheet surface and substrate is in the 
range 50-65 mV, much larger than the difference in mean values. 
Figure C-7 shows AM-KPFM of PCGO1 (L) and PCGO2 (S). As usual, these 
were spin-coated on Si/SiO2 substrates, but here the imaging was performed with the 
silicon layer electrically floating. These are partial images due to image acquisition 
problems. The images in Figure C-7 contain very few nanosheets but will be used simply 
as preliminary information and a test of KPFM imaging of these samples.  
 
A. B. C. 
 
D. E. F. 
 
Figure C-6. AM-KPFM of PCGO2 (S) with additional image processing. These images 
are from the same image acquisition as Figure C-5, and major scan settings are listed 
there. D, E, and F are the same as A, B, and C, respectively, but with processing masks 
shown. A and D are topography (scanned left to right). B and E are Kelvin voltage 
(scanned left to right). C and F are Kelvin voltage (scanned right to left). In B, C, E, and 
F, the background has been leveled. The yellow boxes in E indicate where measurements 
were performed. These locations were chosen to work around the interference evident in 
Figure C-5. The goal is to measure the surface potential of PCGO2 (S) nanosheets 
relative to the SiO2 substrate. 
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A. PCGO1 (L) 
 




Figure C-7. AM-KPFM of PCGO1 (L) and PCGO2 (S) with floating substrate. The SiO2 
substrates were electrically floating. Scans were obtained with VAC = 3.0 V, f = 1 kHz, 
and a scan speed of 0.17 Hz (6 s/line). See text for discussion. 
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In Figure C-7, the SiO2 surface potential has been leveled, so the KPFM images 
show measured surface potential relative to the substrate surface potential. For the 
PCGO1 (L) nanosheets (Figure C-7A), the measured mean surface potential per 
nanosheet was about 15 mV above the surface potential of the substrate. The central large 
nanosheet in A had a measured SP of about 25 mV above substrate. The standard 
deviation of the measured SP within each nanosheet in A (after per-line leveling of SiO2 
SP) was about 16 mV. This is very scant data, but it appears at least possible to detect the 
PCGO SP. 
The PCGO2 (S) nanosheets (Figure C-7B) had a measured mean SP per 
nanosheet of around 16 mV above the substrate SP, with a per nanosheet standard 
deviation of about 13 mV. Thus, these PCGO1 (L) and PCGO2 (S) measured SP values 
are roughly consistent with each other, as well as the PCGO1 (L) measurement with the 
silicon layer grounded. However, the Kelvin voltage resolution is not sufficient to 
determine much about the surface charge distribution across the nanosheets, and the 
sample sizes are much too small to conclude anything definitive about the PCGO SPs. 
However, this indicates the ability to at least detect SP differences correlated with the 
PCGO nanosheets. Further optimization should allow for increasing the measurement 
resolution and providing more useful and definitive information. 
 There are some additional caveats regarding these preliminary PCGO KPFM 
measurements. First, the PCGO samples used were old. They had been stored under 
refrigeration for around five months. A more general issue worth noting is that protein 
conformation and surface charge obtained after spin coating doesn’t necessarily 
correspond to that under physiological conditions. Even under physiological conditions, a 
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protein molecule will generally possess different effective change according to pH. Thus, 
KPFM measurements on dry samples are rather removed from physiological conditions 
of interest. 
However, reasonable results were obtained with reference samples, and some 
initial measurements in this biological test system of interest provided fairly consistent, if 
not high-resolution, results. A good number of difficulties were also encountered, not all 
of which are yet resolved.  
3. Imaging challenges 
Figure C-8 shows an example of another imaging mode attempted and illustrates 
some of the continued challenges. The image here was taken of HOPG using a nanowire 
AFM tip. The Kelvin measurement was performed in FM mode, while the topography 
was AM mode. In the Figure, A shows the leveled topography, B shows the measured 
Kelvin voltage, and C and D show the Kelvin voltage mean and standard deviation, 
respectively. The arrows indicate the slow scan direction and correspondence between the 
graphs and images. 
It’s evident that the Kelvin signal seems unstable, with the mean drifting nearly a 
volt over part of the scan and a lot of variation generally evident. The topographic image 
shows some surface debris on the HOPG sample, and even omitting these regions, the 
Kelvin voltage image had an overall standard deviation of almost 400 mV. Note that the 
cantilever amplitude signal for this image (not shown) displayed none of the interference 
shown in Figure C-5 and exhibited uniform variation. The set of scan lines outlined in 
yellow in B are the one area of this image where the Kelvin voltage seems stable, with a 
relatively low standard deviation of about 50 mV. This is suggestive that perhaps this 
band corresponds to a ―real‖ measurement, but there is currently insufficient data to 
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determine whether this is the case and whether this measured CPD in this band is 
realistic. This was, again, just one example of an alternate imaging mode that was tried. 
So far, an imaging mode and settings providing consistently stable results with low 
variation (on uniform samples) has not been determined for the system in use in this 
work. 
 
A. Topography (leveled) B. Kelvin voltage 
 
C. Kelvin voltage, mean per scan line D. Kelvin voltage, SD per scan line 
 
Figure C-8. FM-KPFM of HOPG using a nanowire probe. Topography was performed 
using amplitude modulation. VAC = 5 V, scan rate 0.5 Hz, time constant 1 ms. Arrows 
indicate slow scan direction. Yellow box and shading indicate the stable band referenced 
in the text. See text for discussion.  
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J. Future directions 
One possible next step with KPFM on this system would be to try applying the 
AC signal for the KPFM measurement to the sample instead of the tip, in order to operate 
at the second cantilever resonance, as long as this is filtered out by the topographic 
controller electronics so as to not impact the topography signal. For nanoscale insulating 
samples, the bias would be applied to a conductive substrate with insulating layer 
supporting the sample. When biasing the sample, the NanoSurf AFM documentation 
specifies a 15 kHz signal in this case, but the reason for this frequency seems unclear. It 
may have to do with the bandwidth of the electronics processing the photodiode signal 
(although it clearly can handle much higher frequencies because many AFM tip have 
much higher resonant frequencies, and the lower limit was around several kHz). This 
may be worth clarifying before investing time in such an attempt. It is also worth thinking 
through possible charge accumulation issues with the Si/SiO2 substrates (for example 
see [155]). 
The issue of KPFM signal drift over time is a major issue to be addressed to allow 
for absolute measurements. It may be worth relocating the system temporarily in the 
hopes that the intermittent noise evident in the amplitude signal would be removed. It 
also may be worth improving the electromagnetic shielding (some prior work toward this 
did not appear to improve the shielding). 
Pseudo-lift mode scans on HOPG might be attempted. However, this is unlikely 
to work well with this instrument in a more general case for less flat samples, given the 
limitations on not being able to follow the surface closely. 
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Experimentation with different cantilever vibration amplitudes could also be 
worthwhile. In this study, the excitation amplitudes were chosen automatically by the 
imaging software. However, this may not be optimal. 
It is probably also worth communication with the manufacturer or vendor to seek 
more information about the bandwidth of the topographic feedback loop electronics, as 
well as their overall experience with KPFM with this particular instrument. 
K. Conclusion 
The distribution of localized charges within biological materials impacts their 
function and structure, making measurement of their nanoscale surface potential a 
possibly quite useful. KPFM is a suitable technique, but it remains relatively infrequently 
applied in the biological context [135]. 
Improved understanding of KPFM measurements on the atomic scale and 
increased imaging resolution and rates would allow for exciting investigations involving 
dynamic, time-dependent effects in a variety of types of systems, with application in 
nanotechnology and nano-bio systems. However, even imaging at currently established 
resolutions as commonly reported in the literature is adequate to provide useful insight 
for a variety of application areas under ambient conditions. 
As found in this work, realizing this in practice may be somewhat challenging, 
although the effort here was probably hampered by some equipment-related restrictions 
on operating modes and settings. Nonetheless, reasonable results were consistently 
obtained for conductors with known work functions, at least when these results were 
taken as the average over an imaging area. Consistent KPFM results were obtained with 
PCGO size-fractionated samples imaged in two different modes. However, these results 
are currently very sparse, so no definitive conclusions can be reached. As a proof-of-
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principle measurement with the AFM system available, these results represent a 
significant initial step toward a more stable, reliable KPFM measurement approach with 
this AFM system. 
