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AUTOMORPHISM AND COHOMOLOGY II: COMPLETE
INTERSECTIONS
XI CHEN†, XUANYU PAN, AND DINGXIN ZHANG
Abstract. We prove that the automorphism group of a general com-
plete intersection X in Pn is trivial with a few well-understood excep-
tions. We also prove that the automorphism group of a complete in-
tersection X acts on the cohomology of X faithfully with a few well-
understood exceptions.
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1. Introduction
In this paper we prove two results concerning automorphisms of complete
intersections in projective spaces: one on their “generic triviality” and the
other on the faithfulness of their actions on cohomology groups.
The earliest result in the first direction, to the best of our knowledge, is
due to H. Matsumura and P. Monsky [MM64]:
Theorem 1.1 (Matsumura and Monsky). Let X be a smooth hypersurface
in Pn of degree d over a field k. Then
• Aut(X) is finite if n ≥ 3, d ≥ 3 and (n, d) 6= (3, 4);
• Aut(X) = {1} if X is generic, n ≥ 3 and d ≥ 3 except the case that
(n, d) = (3, 4) and char(k) > 0.
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Naturally, one may ask whether this result generalizes to complete inter-
sections. Let us first make the following definition.
Definition 1.2. Let k be a field and X be a closed subscheme of Pnk . The
linear automorphism group of X with respect to the projective embedding
X ⊂ Pnk , denoted by AutL(X) for L = OX(1), is the subgroup of PGLn+1(k)
whose linear action on Pnk takes X onto X itself.
The first part of Theorem 1.1 was generalized to complete intersections by
O. Benoist [Ben13]. He proved that AutL(X) is finite for a smooth complete
intersection X ⊂ Pn with some well-known exceptions. His proof came down
to the computation H0(TX), which was achieved by an induction argument
based on the spectral sequence associated to the Koszul complex.
The generalization of the second part of Theorem 1.1, i.e., the triviality
of the automorphism group of a general complete intersection is going to be
settled in this paper. Our theorem shows that, away from some exceptions,
the generic number of automorphisms is 1. When char(k) = 0, our result
is optimal. When char(k) > 0, there are only a very limited number of
exceptions which we believe can be settled in a case-by-case manner if the
need arises; but we will not pursue these cases in this paper.
Theorem 1.3. Let X be a smooth complete intersection in Pnk of type
(d1, d2, . . . , dc), i.e., X = X1 ∩X2 ∩ . . .∩Xc with degXi = di. If dimX ≥ 2,
degX ≥ 3 and 2 ≤ d1 ≤ d2 ≤ . . . ≤ dc, then
(1) AutL(X) = {1} when k = C and X is a general complete intersection
of type (d1, d2, . . . , dc) 6= (2, 2),
(2) AutL(X) = (Z/2Z)
n for X general of type (2, 2) and char(k) 6= 2,
and
(3) AutL(X) = {1} when X is a general complete intersection of type
(d1, d2, . . . , dc) except
• d1 = d2 = . . . = dc = 2, or
• (n, d1, d2, . . . , dc) = (5, 2, 3), (6, 2, 3), (6, 2, 4), (6, 3, 3), (7, 2, 2, 3),
(7, 2, 3), (8, 2, 3), (8, 3, 3), (9, 2, 2, 3), (10, 2, 3).
Remark 1.4. Retain the hypotheses and notations of Theorem 1.3 and sup-
pose that X is one of the following smooth complete intersections in CPn:
• dimX ≥ 3, or
• dimX ≥ 2 and ωX 6= OX , or
• dimX = 2, ωX ∼= OX and rankZ Pic(X) = 1, i.e., X is a K3 surface
of Picard rank 1.
Then it is known that Aut(X) = AutL(X). Thus, by Theorem 1.3, when X
is general in its moduli, the automorphism group of X is trivial.
The triviality of AutL(X) for a general complete intersection X ⊂ CP
n,
to the best of our knowledge, was only known in some special cases:
• aforementioned hypersurface case [MM64];
• 3 ≤ d1 < d2 ≤ ... ≤ dc [JL, Lemma 2.12];
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• (d1, d2, ..., dc) = (2, 2, 2) [JL, Lemma 2.13].
For a very general complete intersection X of Calabi-Yau or general type,
we have a stronger statement: there are no non-trivial dominant rational
self maps σ : X 99K X [Che13].
For the automorphisms and cohomology of a variety, the following ques-
tion is fundamental.
Question 1.5. Is the natural action of the automorphism group of a variety
on its cohomology faithful?
Our second result, which is derived from Theorem 1.3 above and the
method in the papers [Pan15] and [Pan16] of the second author, concerns
about the question. Historically speaking, this fundamental question is first
explored for varieties of low dimension. For example, Burns, Rapoport, Sha-
farevich, Ogus . . . confirm this question for K3 surfaces. Few high-dimensional
varieties are known to have a positive answer to this question. We answer
this question for complete intersections completely.
Theorem 1.6. Let k be an algebraically closed field and X be a smooth
complete intersection in Pnk of type (d1, d2, . . . , dc). Suppose that degX ≥ 3
and 2 ≤ d1 ≤ d2 ≤ . . . ≤ dc.
(1) If (d1, d2, . . . , dc) = (2, 2), char(k) 6= 2 and dim(X) = m(> 1) is odd
(resp. even), then the kernel of
Aut(X)→ Aut(Hmét(X,Qℓ))
is (Z/2Z)m+1 (resp. trivial) for X general, where ℓ is a prime differ-
ent from char(k).
(2) Suppose that X is not an elliptic curve. If (d1, d2, . . . , dc) 6= (2, 2),
then the map
(1.6.1) Aut(X)→ Aut(Hmét(X,Qℓ))
is injective.
Let us remark that the validity of item 1.6 (2) relies on certain infinitesi-
mal Torelli results for complete intersections, i.e., the injectivity of the cup
product map
(1.6.2) H1(X,TX)→
⊕
p+q=m
Hom(Hq(X,ΩpX),H
q+1(X,Ωp−1X )).
The injectivity indeed holds true for all smooth complete intersections except
some trivial cases when the characteristic of the ground field k is zero (result
of [Fle86]). In fact, Flenner’s idea also generalizes to an algebraically closed
field without assuming k = C. We include a proof of this result in an
appendix to the paper.
Let us briefly describe the structure of this paper.
As we find both illuminating, we present two different approaches to the
generic triviality theorem. In Section 2, we prove the generic triviality of
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AutL(X) by studying the action of Aut(X) on H
1(TX). This works only in
char(k) = 0 but we are able to settle the generic triviality of AutL(X) for
all complete intersections over C and thus Theorem 1.3(1). We also take
care of Theorem 1.3(2) in Section 2. In Sections 3 and 4, we prove the
generic triviality of AutL(X) via a degeneration argument. This approach
has the advantage of working in all characteristics but it does not work for
intersections of quadrics. Thus we are able to obtain Theorem 1.3(3).
In Section 5, we use equivariant deformation theory to derived Theo-
rem 1.6 from Theorem 1.3 when the varieties are over a field of characteris-
tic zero. The last section addresses varieties over an arbitrary field, where
some special cases are carefully studied and the lifting theory as developed
in [Pan16] is applied.
Acknowledgments. The second author thanks Prof. Johan de Jong for
proposing the questions about automorphism and cohomology in the Sum-
mer school 2014 Seattle.
The authors were informed that recently Ariyan Javanpeykar and Daniel
Loughran [JL], independent of what we have done here, are also able to
prove the injectivity of the Betti analogue of (1.5.1) assuming the “generic
triviality” hypothesis (i.e., assuming the validity of our Theorem 1.3(1)). In
this paper, we settle the “generic triviality” issue, and bootstrap this to get
the results that hold true even in positive characteristics by a systematical
use of the lifting technique developed by the second author.
The paper of Ariyan Javanpeykar and Daniel Loughran cited above also
discerns that the faithfulness of (1.5.1) has some interesting consequences in
the realm of arithmetic of algebraic varieties. In fact, assuming (1.5.1), the
curvature property of the period space implies that the moduli stack of these
complete intersections is Brody hyperbolic. In particular, all subvarieties of
this moduli stack are log-general type. This makes the moduli stack, when
descends to a number field K, meet the hypothesis of the conjecture of Lang-
Vojta. As argued as in Theorem 6.6 of [JL], Lang-Vojta conjecture would
then imply the Shafarevich conjecture for these complete intersections. We
thank A. Javanpeykar and D. Loughran for some email exchange explaining
their work.
2. Equivariant Kodaira Spencer Map
In this section, we will show that AutL(X) = {1} for X ⊂ CP
n general
with the exception of X of type (2, 2). This is achieved by studying the nat-
ural action Aut(X) on H1(TX). We make the following simple observation
on this action: if σ ∈ Aut(X) can be “deformed” as X deforms in a family,
then σ preserves the Kodaira-Spencer classes of this family at X.
Proposition 2.1. Let π : X → B be a flat family of projective varieties over
a smooth variety B with π smooth and proper, where X and B are varieties
over an algebraically closed field. Then for a very general point b ∈ B, the
image of the Kodaira-Spencer map κ : TB,b → H
1(TXb) is invariant under
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the actions of Aut(Xb). If we fix a line bundle L of X relatively ample over
B, then for a general point b ∈ B, κ(TB,b) is invariant under the actions of
AutL(Xb).
Proof. Note that Aut(Xb) is a locally Noetherian scheme. At a very general
point b, every σb ∈ Aut(Xb) can be “deformed” over B. That is, after shrink-
ingB and a base change unramified over b, there exists a σ ∈ Aut(X/B) such
that σb is the restriction of σ to b, where Aut(X/B) is the automorphism
group of X preserving B. This gives us the commutative diagram
(2.1.1) X
σ
//
π
  ❆
❆❆
❆❆
❆❆
❆ X
π

B
which leads to the commuting exact sequences
(2.1.2) 0 // TXb
σb,∗

// TX
∣∣∣
Xb
σ∗

// NXb/X
// 0
0 // TXb
// TX
∣∣∣
Xb
// NXb/X
// 0
where NXb/X
∼= π∗TB,b. Consequently, the resulting Kodaira-Spencer map
commutes with the action of σb, i.e., the diagram
(2.1.3) TB,b
κ
// H1(TXb)
σb,∗

TB,b
κ
// H1(TXb)
commutes. Therefore, the image of κ is invariant under the action of σb.
If we fix a polarization L, AutL(Xb) is a scheme. Therefore, at a general
point b, every σb ∈ AutL(Xb) can be “deformed” over B. Then the above
argument shows that κ(TB,b) is invariant under the action of σb. 
The above proposition holds in all characteristics. In the rest of the
section, with the exception of Proposition 2.5, we work over k = C.
As a complete intersection X ⊂ Pn of type (d1, d2, . . . , dn) deforms in P
n,
the image of the Kodaira-Spencer map is exactly the cokernel coker(JX) of
JX given in the diagram
(2.1.4) H0(OX(1))
⊕n+1

JX
//
c⊕
i=1
H0(OX(di))
0 // H0(TX) // H
0(TPn
∣∣∣
X
) // H0(NX/Pn)
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where H0(OX(1))
⊕n+1 → H0(X,TPn) is induced by the Euler sequence and
NX/Pn is the normal bundle of X ⊂ P
n.
Thus, by Proposition 2.1, coker(JX) is invariant under the action AutL(X),
i.e., AutL(X) acts trivially on coker(JX) for X general.
Since we have known that AutL(X) is finite, every σ ∈ AutL(X) has finite
order. If AutL(X) 6= {1}, then there exists σ ∈ AutL(X) of order p for some
p prime. That is, σp = 1 and σ 6= 1. Since σ ∈ Aut(Pn), it has a dual
action on PH0(O(1)) and hence on PH0(O(m)) for all m ∈ Z+. A lift of σ
to H0(O(m)) is diagonalizable and we may choose a lift such that
(2.1.5) H0(O(m)) =
⊕
Em,ξ
where Em,ξ is the eigenspace of σ acting on H
0(O(m)) corresponding to the
eigenvalue ξ satisfying ξp = 1.
Since σ ∈ AutL(X), σ ∈ AutL(X1 ∩ X2 ∩ . . . ∩ Xl) for all dl < dl+1.
Therefore, σ also acts on the subspace H0(IX1∩X2∩...∩Xl(m)) ⊂ H
0(O(m))
and this action is also diagonalizable, where IX1∩X2∩...∩Xl is the ideal sheaf
of X1 ∩ X2 ∩ . . . ∩ Xl in P
n. Thus, we can choose the defining equations
F1, F2, . . . , Fc of X1,X2, . . . ,Xc such that
(2.1.6)

σ(F1)
σ(F2)
...
σ(Fc)
 =

ξ1
ξ2
. . .
ξc


F1
F2
...
Fc

for some ξpi = 1. That is, Fi ∈ Edi,ξi for i = 1, 2, . . . , c.
Note that JX is explicitly given by
(2.1.7) JX

s0
s1
...
sn
 =
[
∂Fi
∂zj
]
c×(n+1)

s0
s1
...
sn

for (z0, z1, ..., zn) the homogeneous coordinates of P
n.
Under our choice of the defining equations of X, the action of σ on
coker(JX) is induced by
(2.1.8)

G1
G2
...
Gc

σ
=

ξ−11
ξ−12
. . .
ξ−1c


σ(G1)
σ(G2)
...
σ(Gc)

for Gi ∈ H
0(O(di)). This comes from the observation that σ sends an
infinitesimal deformation {Fi + tiGi = 0} of X to
{σ(Fi + tiGi) = 0} = {Fi + tiξ
−1
i σ(Gi) = 0}.
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The fact that σ acts trivially on coker(JX) is equivalent to saying that
(2.1.9)

σ(G1)− ξ1G1
σ(G2)− ξ2G2
...
σ(Gc)− ξcGc
 ∈ Im JX
for all Gi ∈ H
0(O(di)). In other words,
(2.1.10)
Im JX + (EX,d1,ξ1 ⊕ EX,d2,ξ2 ⊕ . . .⊕ EX,dc,ξc)
= H0(OX(d1))⊕H
0(OX(d2))⊕ . . .⊕H
0(OX(dc)),
where Im(JX) is the image of JX and EX,d,ξ is the restriction of Ed,ξ to
H0(OX(d)). We will show that this cannot hold by a dimension count.
That is, we are going to show that
(2.1.11)
dim (Im JX + (EX,d1,ξ1 ⊕ EX,d2,ξ2 ⊕ . . .⊕ EX,dc,ξc))
< h0(OX(d1)) + h
0(OX(d2)) + ...+ h
0(OX(dc)).
Let
(2.1.12) aj = dimE1,ηj
where η0, η1, . . . , ηp−1 are the p-th roots of unit. Note that
∑
aj = n+1 and
at least two aj ’s are positive, i.e., µ ≥ 2 for
(2.1.13) µ = # {j : aj > 0, 0 ≤ j ≤ p− 1}
since σ 6= 1. Our argument for (2.1.11) is based on the following inequalities:
Lemma 2.2. Let X, JX , σ, ξi, EX,di,ξi and aj be given as above. Then
dim Im JX − dim (Im JX ∩ (EX,d1,ξ1 ⊕ EX,d2,ξ2 ⊕ . . .⊕ EX,dc,ξc))
≤ (n+ 1)2 −
p−1∑
j=0
a2j .
(2.2.1)
Proof of Lemma 2.2. We choose homogeneous coordinates (z0, z1, ..., zn) of
Pn such that σ(zi) = λizi for each i, where λi ∈ {η0, η1, ..., ηp−1}. We may
identify H0(OX(1))
⊕n+1 with the space of (n+ 1)× (n+ 1) matrices via
[
bkl
]
0≤k,l≤n

z0
z1
...
zn
 ∈ H0(OX(1))⊕n+1.
For each j, let
Vj =
{[
bkl
]
: bkl = 0 for λk 6= ηj or λl 6= ηj
}
⊂ H0(OX (1))
⊕n+1
Then by (2.1.7), we see that
JX(V0 ⊕ V1 ⊕ . . .⊕ Vp−1) ⊂ EX,d1,ξ1 ⊕ EX,d2,ξ2 ⊕ . . .⊕ EX,dc,ξc.
Combining with the fact that dimVj = a
2
j , we arrive at (2.2.1). 
8 X. CHEN, XUANYU PAN, AND D. ZHANG
Lemma 2.3. Let σ, Ed,ξ and aj be given as above. Then
(2.3.1)
(
n+ d
d
)
− dimEd,ξ > (n+ 1)
2 −
p−1∑
j=0
a2j
if d, n ≥ 3 and
(2.3.2)
(
n+ 2
2
)
− dimE2,ξ ≥
(n+ 1)2
2
−
1
2
p−1∑
j=0
a2j
for all ξ ∈ C.
Proof of Lemma 2.3. WLOG, we may assume that a0 ≥ a1 ≥ . . . ≥ ap−1.
We let Vj = E1,ηj and write
(2.3.3)
H0(O(d)) = Symd V0 ⊕
∑
j 6=0
Symd−1 V0 ⊗ Vj
⊕ Symd V1 ⊕
∑
j 6=1
Symd−1 V1 ⊗ Vj
⊕ ...⊕ Symd Vp−1 ⊕
∑
j 6=p−1
Symd−1 Vp−1 ⊗ Vj
⊕
∑
i<j<k
Symd−2 Vi ⊗ Vj ⊗ Vk ⊕ ...
when d ≥ 3. Note that Symd V0, Sym
d−1 V0⊗V1, ..., Sym
d−1 V0⊗Vp−1 have
different weights under the action of σ. Therefore,
(2.3.4)
dimEd,ξ ∩
Symd V0 ⊕∑
j 6=0
Symd−1 V0 ⊗ Vj

≤ max
(
dimSymd V0,dim Sym
d−1 V0 ⊗ V1,
. . . , dimSymd−1 V0 ⊗ Vp−1
)
= max
((
a0 + d− 1
d
)
,
(
a0 + d− 2
d− 1
)(
a1
1
))
.
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In other words,
(2.3.5)
dim
Symd V0 ⊕∑
j 6=0
Symd−1 V0 ⊗ Vj

− dimEd,ξ ∩
Symd V0 ⊕∑
j 6=0
Symd−1 V0 ⊗ Vj

≥
(
a0 + d− 1
d
)
+
∑
j 6=0
(
a0 + d− 2
d− 1
)(
aj
1
)
−max
((
a0 + d− 1
d
)
,
(
a0 + d− 2
d− 1
)(
a1
1
))
.
By the same argument, we have
(2.3.6)
dim
Symd Vi ⊕∑
j 6=i
Symd−1 Vi ⊗ Vj

− dimEd,ξ ∩
Symd Vi ⊕∑
j 6=i
Symd−1 Vi ⊗ Vj

≥
(
ai + d− 1
d
)
+
∑
j 6=i,j≥1
(
ai + d− 2
d− 1
)(
aj
1
)
for all i ≥ 1 and
(2.3.7)
dim
Symd−2 Vi ⊗ Vj ⊗∑
k>j
Vk

− dimEd,ξ ∩
Symd−2 Vi ⊗ Vj ⊗∑
k>j
Vk

≥
∑
k>j+1
(
ai + d− 3
d− 2
)(
aj
1
)(
ak
1
)
for all i < j. Combining (2.3.5), (2.3.6) and (2.3.7), we conclude
(2.3.8)
(
n+ d
d
)
− dimEd,ξ ≥
∑
i
(
ai + d− 1
d
)
+
∑
i6=j
j≥1
(
ai + d− 2
d− 1
)
aj
−max
((
a0 + d− 1
d
)
,
(
a0 + d− 2
d− 1
)
a1
)
+
∑
i<j<k−1
(
ai + d− 3
d− 2
)
ajak.
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Note that the right hand side of (2.3.1) is simply
∑
i<j 2aiaj. So it suffices
to verify the following:
(2.3.9)
(
ai + d− 2
d− 1
)
aj +
(
aj + d− 2
d− 1
)
ai ≥ 2aiaj for 1 ≤ i < j(
a0 + d− 2
d− 1
)
aj +
(
aj + d− 1
d
)
≥ 2a0aj for j ≥ 2
min
((
a0 + d− 1
d
)
,
(
a0 + d− 2
d− 1
)
a1
)
+
(
a1 + d− 1
d
)
≥ 2a0a1
∑
i<j<k−1
(
ai + d− 3
d− 2
)
ajak ≥ 0.
Therefore, we conclude
(2.3.10)
(
n+ d
d
)
− dimEd,ξ ≥
∑
i<j
2aiaj = (n+ 1)
2 −
p−1∑
j=0
a2j .
And the equality in (2.3.10) holds only if all equalities hold in (2.3.5), (2.3.6),
(2.3.7) and (2.3.9), which cannot happen. So (2.3.1) follows.
The proof of (2.3.2) is quite straightforward and we leave it to the readers.

Lemma 2.4. Let σ, Ed,ξ, aj and µ be given as above. Then
(2.4.1)
dimEd,ξ ≤
n+1−µ∑
k=0
(µ− 1)k
µk+1
(
n+ d− k
d
)
+
(µ− 1)n+1−µ
µn+2−µ
(
d+ µ− 1
d+ 1
)
for all ξ ∈ C.
Proof of Lemma 2.4. We let e(d, a0, a1, ..., ap−1) be the maximum of dimEd,ξ
for all ξ ∈ C and all σ such that aj = dimE1,ηj .
We choose homogeneous coordinates (z0, z1, . . . , zn) of P
n such that σ(zi) =
λiz0 and λ0, λ1, ..., λµ−1 are distinct. We observe that for each monomial
zb00 z
b1
1 ...z
bn
n with b0 > 0, z
b0
0 z
b1
1 ...z
bn
n (zi/z0) have different weights under the
action of σ for i = 0, 1, ..., µ − 1. This observation leads to the recursive
inequality
(2.4.2) e(d, a0, a1, . . . , ap−1) ≤
1
µ
(
n+ d
d
)
+
µ− 1
µ
e(d, a0 − 1, a1, . . . , ap−1)
where we assume that a0 = max(aj) and λ0 = η0.
It is easy to check that (2.4.1) follows from (2.4.2) by induction. 
Now we are ready to prove Theorem 1.3. By induction, we just have to
deal with the following cases:
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• d1 = d2 = · · · = dc = d (d ≥ 3 or d, c ≥ 2)
• 2 = d1 = d2 < d3 = · · · = dc = d and
• 2 = d1 < d2 = · · · = dc = d.
We only need to prove (2.1.11) in these cases.
The case d1 = d2 = · · · = dc = d. By (2.2.1), we have
(2.4.3)
dim (Im JX + (EX,d,ξ1 ⊕ EX,d,ξ2 ⊕ . . . ⊕ EX,d,ξc))
≤ (n+ 1)2 −
p−1∑
j=0
a2j +
c∑
i=1
dimEX,d,ξi .
Thus, in order to prove (2.1.11), it suffices to prove
(2.4.4) (n + 1)2 −
p−1∑
j=0
a2j +
c∑
i=1
dimEX,d,ξi < ch
0(OX(d)) = c
(
n+ d
d
)
− c2.
If ξi1, ξi2 , ...ξik are distinct, we observe that
(2.4.5) dimEX,d,ξi1 + dimEX,d,ξi2 + . . . + dimEX,d,ξik ≤ h
0(OX(d)).
We write {1, 2, ..., c} = B1 ⊔B2 ⊔ . . . as a disjoint union of sets Bi such that
ξk = ξl if and only if {k, l} ⊂ Bi for some i. Let bi = |Bi|. Note that
(2.4.6) dimEd,ξk − dimEX,d,ξk ≥ bi for k ∈ Bi.
Suppose that b1 ≥ b2 ≥ . . .. Combining (2.4.5) and (2.4.6), we derive
c∑
i=1
dimEX,d,ξi ≤ b2h
0(OX(d)) +
∑
k∈B
dimEX,d,ξk
≤ b2h
0(OX(d)) +
∑
k∈B
dimEd,ξk − b1(b1 − b2)
for all B ⊂ B1 with |B| = b1 − b2. Note that b1 + b2 ≤ c. So it comes down
to verifying
(2.4.7) (n+ 1)2 −
p−1∑
j=0
a2j + (b1 − b2) dimEd,ξ + 2b1b2 < b1
(
n+ d
d
)
for all ξ ∈ C, b1 ≥ b2 ∈ N and b1 + b2 = c.
It is easy to check that (2.4.7) follows from (2.3.1) when d ≥ 3 for all
n ≥ c+2 ≥ 3 and from (2.3.2) when d = 2 for all n ≥ c+1 ≥ 4. This proves
(2.4.7) and hence (2.4.4).
We are left with the only exceptional case d = c = 2, which is settled by
the following proposition.
Proposition 2.5. For a general smooth intersection X of two quadrics in
Pn, Aut(X) = (Z/2Z)n if n ≥ 4 and char(k) 6= 2.
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Proof. LetW ⊂ Pn×P1 be a pencil of quadrics whose base locus is X. Since
Aut(X) acts H0(IX(2)), every σ ∈ Aut(X) induces an automorphism of W
with diagram
(2.5.1) W
σ
//

W

P1
g
// P1
Let D = {b ∈ P1 : Wb singular} be the discriminant locus of the pencil W .
Clearly, g(D) = D.
We can make everything explicit. Let QA and QB be two members of the
pencil whose defining equations are given by two symmetric matrices A and
B. Obviously, we may take A = I and assume that a member of pencil is
given by B − tI. Then D consists of exactly the eigenvalues λ0, λ1, . . . , λn
of B. By [Rei72, Proposition 2.1], the set D = {λ0, λ1, . . . , λn} is a set of
n+1 ≥ 5 general points on P1. Therefore, g ∈ Aut(P1) sendingD to D must
be the identity map and σ preserves the fiberation W/P1, i.e., it induces an
automorphism of Wb for each b. In particular, σ maps Wb to Wb for each
b ∈ D. Every Wb has exactly one node, i.e., an ordinary double point pi for
b = λi, which is given by the eigenvector of B corresponding to λi. Clearly,
σ fixes p0, p1, . . . , pn.
The matrix B can always be orthogonally diagonalized (this follows from
[Rei72, Proposition 2.1]). Therefore, W is given by
(λ0z
2
0 + λ1z
2
1 + · · ·+ λnz
2
n)− t(z
2
0 + z
2
1 + · · ·+ z
2
n) = 0(2.5.2)
after some action of Aut(Pn). Since σ fixes p0, p1, . . . , pn, it has to be a
(k∗)n+1 action on (z0, z1, . . . , zn). And since it preserves the fibers of W/P
1,
it must be
(2.5.3) σ(z0, z1, . . . , zn) = (±z0,±z1, . . . ,±zn)
and we then conclude that Aut(X) = (Z/2Z)n+1/{±1} = (Z/2Z)n. 
Example 2.6 (A (2,2)-complete intersection with an extra automorphism).
Let k be an algebraically closed field. Assume that the characteristic of k is
not equal to 2. Let n > 0 be an integer prime to the characteristic of k. Let
η be a primitive nth root of unit. Consider the quadric hypersurfaces
D = {z ∈ Pn−1 :
∑n−1
i=0 z
2
i = 0} and E = {z ∈ P
n−1 :
∑n−1
i=1 η
iz2i = 0}
and the linear transformation σ on Pn−1 given by
zi 7→ η
1/2zi+1,
where the subscripts are understood as integers modulo n. Then σ sends∑
i∈Z/n
z2i 7→
∑
i∈Z/n
η · z2i+1 and
∑
i∈Z/n
ηiz2i 7→
∑
i∈Z/n
ηi · η · z2i+1.
It follows that σ is simultaneous automorphisms of D and E and hence an
automorphism of the (2,2)-complete intersection X = D∩E. It is elementary
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to check that X is nonsingular. This automorphism is not induced from the
standard automorphism of X obtained by “flipping the factors”.
The case 2 = d1 = d2 < d3 = · · · = dc = d. By (2.2.1), it suffices to prove
(n+ 1)2 −
p−1∑
j=0
a2j + dimEX,2,ξ1 + dimEX,2,ξ2 +
c∑
i=3
dimEX,d,ξi
< 2h0(OX(2)) + (c− 2)h
0(OX(d))
(2.6.1)
where
h0(OX (d)) =
(
n+ d
n
)
− 2
(
n+ d− 2
n
)
+
(
n+ d− 4
n
)
− (c− 2).
Applying the same argument as before to EX,d,ξi for i ≥ 3, we can further
reduce (2.6.1) to
(2.6.2)
(n+ 1)2 −
p−1∑
j=0
a2j +
2∑
i=1
dimEX,2,ξi + (b1 − b2) dimEd,ξ + 2b1b2
< 2h0(OX(2)) + b1
((
n+ d
n
)
− 2
(
n+ d− 2
n
)
+
(
n+ d− 4
n
))
for all ξ ∈ C, b1 ≥ b2 ∈ N and b1 + b2 = c− 2.
For EX,2,ξ1 and EX,2,ξ2 , it follows from (2.3.2) that
(2.6.3)
(n+ 1)2 −
p−1∑
j=0
a2j +
2∑
i=1
dimEX,2,ξi
≤ (n+ 1)2 −
p−1∑
j=0
a2j +
2∑
i=1
dimE2,ξi − 2
≤ 2
(
n+ 2
2
)
− 2 = 2h0(OX(2)) + 2.
Suppose that µ ≥ 3. We have
(2.6.4)
(
n+ d
d
)
− dimEd,ξ ≥
2
3
(
n+ d− 1
d− 1
)
+
4
9
(
n+ d− 2
d− 1
)
for n ≥ 3 by (2.4.1). It is easy to check that
(2.6.5)
2
3
(
n+ d− 1
d− 1
)
+
4
9
(
n+ d− 2
d− 1
)
> 2
(
n+ d− 2
n
)
+ 2
for all d ≥ 3 and n ≥ 4. Thus, (2.6.2) follows from (2.6.3), (2.6.4) and (2.6.5)
for all d ≥ 3 and n ≥ c+ 1 ≥ 4.
Suppose that µ = 2. If ξ1 6= ξ2,
(2.6.6) dimEX,2,ξ1 + dimEX,2,ξ2 ≤ h
0(OX(2))
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and hence
(2.6.7)
(n+ 1)2 −
p−1∑
j=0
a2j +
2∑
i=1
dimEX,2,ξi
≤ (n+ 1)2 −
p−1∑
j=0
a2j + h
0(OX(2))
≤
(n+ 1)2
2
+ h0(OX(2)) = 2h
0(OX (2))
for n ≥ 3. On the other hand, if ξ1 = ξ2,
(2.6.8) dimEX,2,ξ1 + dimEX,2,ξ2 ≤ dimE2,ξ1 + dimE2,ξ2 − 4
and (2.6.7) still holds by (2.3.2).
By (2.4.1), we have
(2.6.9)
(
n+ d
d
)
− dimEd,ξ ≥
1
2
(
n+ d− 1
d− 1
)
+
1
4
(
n+ d− 2
d− 1
)
+
1
8
(
n+ d− 3
d− 1
)
for µ ≥ 2 and n ≥ 3. It is easy to check that
(2.6.10)
1
2
(
n+ d− 1
d− 1
)
+
1
4
(
n+ d− 2
d− 1
)
+
1
8
(
n+ d− 3
d− 1
)
> 2
(
n+ d− 2
n
)
for all d ≥ 3 and n ≥ 4. Thus, (2.6.2) follows from (2.6.7), (2.6.9) and
(2.6.10) for all d ≥ 3 and n ≥ c+ 1 ≥ 4.
The case 2 = d1 < d2 = d3 = · · · = dc = d. By (2.2.1), it suffices to prove
(2.6.11)
(n+ 1)2 −
p−1∑
j=0
a2j + dimEX,2,ξ1 +
c∑
i=2
dimEX,d,ξi
< h0(OX(2)) + (c− 1)h
0(OX (d))
where
h0(OX(d)) =
(
n+ d
n
)
−
(
n+ d− 2
n
)
− (c− 1).
By (2.3.2), we have
(2.6.12)
(n+ 1)2 −
p−1∑
j=0
a2j + dimEX,2,ξ1 − h
0(OX(2))
≤ (n+ 1)2 −
p−1∑
j=0
a2j + dimE2,ξ1 − 1−
((
n+ 2
2
)
− 1
)
≤
(n+ 1)2
2
−
1
2
p−1∑
j=0
a2j .
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So (2.6.11) holds if
(2.6.13)
(n+ 1)2
2
−
1
2
p−1∑
j=0
a2j +
c∑
i=2
dimEX,d,ξi < (c− 1)h
0(OX(d)).
Applying the same argument as before to EX,d,ξi for i ≥ 2, we can further
reduce (2.6.13) to
(n+ 1)2
2
−
1
2
p−1∑
j=0
a2j + (b1 − b2) dimEd,ξ + 2b1b2
< b1
((
n+ d
n
)
−
(
n+ d− 2
n
))(2.6.14)
for all ξ ∈ C, b1 ≥ b2 ∈ N and b1 + b2 = c− 1.
By (2.6.9) and (2.6.10), we have
(2.6.15)
(
b1 − b2 −
1
2
)
dimEd,ξ + 2b1b2
<
(
b1 −
1
2
)(
n+ d
n
)
− b1
(
n+ d− 2
n
)
for all d ≥ 3 and n ≥ c+ 2 ≥ 4. Combining (2.6.15) with (2.3.1), we obtain
(2.6.14). This finishes the proof of Theorem 1.3(1).
3. Resolution of Relative Birational Maps
3.1. Triviality of Aut(X) via Degeneration. A naive idea for proving
the generic triviality of automorphism is to use the degeneration method
specializing a complete intersection to a special one, and then verify that
the specialization does not admit any automorphism. However this method
relies on the separatedness of the moduli space (i.e., one has to deal with
the issue on when automorphisms specialize along with the complete inter-
section).
O. Benoist’s paper [Ben13] addresses this issue, but restricted to the realm
of smooth complete intersections, where an automorpism-free example is
hard to come up with; on the other hand, deducing separatedness in gen-
eral requires some restrictions to singularities and may well fit into another
article. To solve our problem, we only pursue this analysis in a simple
degeneration situation: we only consider degenerations to double point sin-
gularities, and verify that in this process the automorphisms do specialize
with the variety as well. With the presence of the singularities it is then
easy to prove the triviality of the automorphism group.
Having said our idea and motivation, the key question is thus the follow-
ing:
Question 3.1. Let B be a smooth curve over an algebraically closed field
k, 0 be a closed point of B and B∗ = B\{0}. Under what conditions
can f ∈ AutL(X
∗/B∗) be extended to f ∈ AutL(X/B) for a flat family
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X ⊂ Pnk × B of closed subschemes in P
n over B? Here X∗ = X\X0 and
AutL(X/B) and AutL(X
∗/B∗) are the automorphism groups of X and X∗
preserving L = O(1) and the bases B and B∗, respectively.
Let t be the local coordinate of a formal neighborhood of B at 0. Assuming
that Xt is linearly nondegenerate, we may regard f as a birational self-map
f : Pn×B 99K Pn×B preserving the base B, which is also an automorphism
over B∗. Namely, we have the diagram
(3.1.1) Pn ×B∗
⊂

∼
// Pn ×B∗
⊂

Pn ×B
f
//❴❴❴

Pn ×B

B B.
We want to show that if f sends Xt to itself for t 6= 0 and some X ⊂ P
n×B,
f extends to an automorphism over t = 0, i.e., f is regular. Let us first
figure out how to resolve the indeterminacy of f .
Let P = Pn × B. The indeterminacy of f can be resolved by a sequence
of blowups over linear subspaces
(3.1.2) Λf,1 ) Λf,2 ) . . . ) Λf,l
of P0 = P
n. To see it, we choose homogeneous coordinates (z0, z1, . . . , zn) of
Pn such that f∗H0(OP (1)) is spanned by
tµ0z0, t
µ0z1, . . . , t
µ0za1 ,
tµ1za1+1, t
µ1za1+2, . . . , t
µ1za2 ,
. . .
tµl−1zal−1+1, t
µl−1zal−1+2, . . . , t
µl−1zal ,
tµlzal+1, t
µlzal+2, . . . , t
µlzn
(3.1.3)
for 0 = µ0 < µ1 < · · · < µl−1 < µl and 0 ≤ a1 < a2 < · · · < al−1 < al < n.
That is, f is simply given by
(3.1.4)
f(z0, z1, ..., zn) = (t
µ0z0, t
µ0z1, . . . , t
µ0za1 ,
tµ1za1+1, t
µ1za1+2, . . . , t
µ1za2 , . . . ,
tµl−1zal−1+1, t
µl−1zal−1+2, . . . , t
µl−1zal ,
tµlzal+1, t
µlzal+2, . . . , t
µlzn).
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Then the indeterminacy of f is resolved by subsequently blowing up P along
the subschemes
z0 = z1 = · · · = za1 = t
µ1−µ0 = 0,
z0
tµ1−µ0
=
z1
tµ1−µ0
= · · · =
za1
tµ1−µ0
= za1+1 = · · · = za2 = t
µ2−µ1 = 0,
... =
...
z0
tµl−1−µ0
= · · · = zal−1+1 = · · · = zal = t
µl−µl−1 = 0,
(3.1.5)
with Λf,i in (3.1.2) given by
(3.1.6) Λf,i = {z0 = z1 = · · · = zai = 0} for i = 1, 2, . . . , l.
Let ρf : P̂f → P be the resulting resolution of f : P 99K P such that f ◦ ρf
is regular.
Let us also consider the inverse g = f−1 of f :
(3.1.7)
g(z0, z1, ..., zn) = (t
−µ0z0, t
−µ0z1, . . . , t
−µ0za1 ,
t−µ1za1+1, t
−µ1za1+2, . . . , t
−µ1za2 , . . . ,
t−µl−1zal−1+1, t
−µl−1zal−1+2, . . . , t
−µl−1zal ,
t−µlzal+1, t
−µlzal+2, . . . , t
−µlzn).
Similarly, the indeterminacy of g can be resolved by a sequence of blowups
over linear subspaces
(3.1.8) Λg,1 ) Λg,2 ) . . . ) Λg,l
with Λg,i given by
(3.1.9) Λg,i = {zn = zn−1 = · · · = zal+1−i+1 = 0} for i = 1, 2, . . . , l.
Let ρg : P̂g → P be the resulting resolution of g : P 99K P such that g ◦ ρg
is regular. Clearly,
(3.1.10) dimΛf,i = n− ai − 1, dimΛg,i = al+1−i,
(3.1.11) dimΛf,i + dimΛg,l+1−i = n− 1 and Λf,i ∩ Λg,l+1−i = ∅
for 0 ≤ i ≤ l + 1, where we set Λf,0 = Λg,0 = P0 and Λf,l+1 = Λg,l+1 = ∅.
Indeed, it is not hard to see that ρ−1g ◦ (f ◦ ρf ) : P̂f 99K P̂g is regular and
we have the diagram
(3.1.12) P̂f
ρf
   
❅❅
❅❅
❅❅
❅❅
∼
// P̂g

❄❄
❄❄
❄❄
❄
ρg

P
f
//❴❴❴
id
::P
g
//❴❴❴ P
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Furthermore, the maps f ◦ ρf and g ◦ ρg can be decribed as follows. Let
ρ∗fP0 = F0 + F1 + · · · + Fl
ρ∗gP0 = G0 +G1 + · · · +Gl
(3.1.13)
where F0 and G0 are the proper transforms of P0 under ρf and ρg and Fi and
Gi are the exceptional divisors satisfying ρf (Fi) = Λf,i and ρg(Gi) = Λg,i
for i = 1, 2, . . . , l, respectively. Then
•
∑
Fi and
∑
Gi has simple normal crossings, where Fi ∩ Fj 6= ∅ and
Gi ∩Gj 6= ∅ if and only if |i− j| ≤ 1.
• The map ρ−1g ◦ (f ◦ ρf ) : P̂f → P̂g induces isomorphisms
(3.1.14) Fi ∼
ρ−1g ◦(f◦ρf )
// Gl−i
and hence
(3.1.15) f ◦ ρf (Fi) = Λg,l−i and g ◦ ρg(Gi) = Λf,l−i
for i = 0, 1, . . . , l.
• We have the commutative diagram
(3.1.16) Fi
ρf

f◦ρf
// Λg,l−i
πΛg,l−i+1,Λf,i

✤
✤
✤
Λf,i
πΛf,i+1,Λg,l−i
//❴❴❴❴❴❴❴ Λf,i ∩ Λg,l−i
where we use the notation πΛ,Λ′ to denote the linear projection
(3.1.17) πΛ,Λ′ : P
n
|IΛ(1)|
//❴❴❴❴❴ Λ′ ⊂ Pn
of Pn through a linear subspace Λ ⊂ Pn to a linear subspace Λ′ ⊂ Pn
satisfying dimΛ + dimΛ′ = n − 1 and Λ ∩ Λ′ = ∅. We simplify the
notation and let πΛ = πΛ,Λ′ if Λ
′ is irrelevant or obvious by context.
So we write πΛf,i+1 = πΛf,i+1,Λg,l−i and πΛg,l−i+1 = πΛg,l−i+1,Λf,i in
(3.1.16). The fiber of πΛg,l−i+1 over a point q ∈ Λf,i ∩ Λg,l−i is the
linear subspace spanned by q and Λg,l−i+1, i.e.,
(3.1.18) π−1Λg,l−i+1(q) = Cq,Λg,l−i+1
for q ∈ Λf,i ∩ Λg,l−i, where we use CA,B to denote the chord variety
(3.1.19) CA,B =
⋃
a∈A
b∈B
a 6=b
lab
of two subschemes A and B in Pn, i.e., the closure of the union of
all lines lab joining a ∈ A and b ∈ B with a 6= b.
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• In addition, f ◦ ρf maps a fiber ρ
−1
f (p) ∩ Fi of ρf : Fi → Λf,i over
p ∈ Λf,i\Λf,i+1 isomorphically to the fiber π
−1
Λg,l−i+1
(q):
(3.1.20) ρ−1f (p) ∩ Fi ∼
f◦ρf
// Cq,Λg,l−i+1
∼= Pai+1
for all p ∈ Λf,i\Λf,i+1 and q = πΛf,i+1(p). Note that
(3.1.21) dim(ρ−1f (p) ∩ Fi) = dimFi − dimΛf,i = dimCq,Λg,l−i+1
by (3.1.11). In summary, f ◦ ρf : Fi → Λg,l−i is characterized by the
diagram (3.1.16) and it maps the fibers of Fi/Λf,i isomorphically to
those of Λg,l−i/(Λf,i ∩ Λg,l−i) over the open set Λf,i\Λf,i+1.
• Similarly, the map g ◦ ρg : Gi → Λf,l−i can be characterized in the
same way by the diagram
(3.1.22) Gi
ρg

g◦ρg
// Λf,l−i
πΛf,l−i+1,Λg,i

✤
✤
✤
Λg,i
πΛg,i+1,Λf,l−i
//❴❴❴❴❴❴❴ Λg,i ∩ Λf,l−i
Our main purpose of the above discussion is to estimate dim f ◦ ρf (V ) of
an irreducible variety V ⊂ Fi. Suppose that ρf (V ) 6⊂ Λf,i+1. By (3.1.20),
f ◦ ρf maps a fiber V ∩ ρ
−1
f (p) of V/Λf,i over p ∈ Λf,i\Λf,i+1 isomorphically
onto its image. So dim f ◦ ρf (V ) has at least a lower bound
(3.1.23) dim f ◦ ρf (V ) ≥ dimV − dim ρf (V ).
If f ◦ ρf (V ) 6⊂ Λg,l−i+1, it has a better lower bound
(3.1.24)
dim f ◦ ρf (V ) ≥ dim πΛf,i+1(ρf (V )\Λf,i+1) + dim V − dim ρf (V )
= dim V − dim
(
(ρf (V )\Λf,i+1) ∩Cq,Λf,i+1
)
for a general point q ∈ ρf (V ), where we use the fact that the fibers of the
linear projection πΛ through Λ are Cq,Λ.
3.2. Extensibility of f ∈ AutL(X
∗/B∗). Based on the above description of
how f ∈ Aut(Pn×B∗/B∗) is resolved as a birational map f ∈ Bir(Pn×B/B),
we can prove a criterion on the extensibility of f ∈ AutL(X
∗/B∗).
Let us first introduce some more notations. Let Λ be a linear subspace in
Pn and D be a local complete intersection scheme in Pn containing Λ. We
denote the map between the normal sheaves of Λ and D by ξD,Λ in
(3.1.25) OΛ(1)
⊕r NΛ
ξD,Λ
// ND
∣∣∣
Λ
where r = codimPn Λ and NΛ and ND are the normal sheaves of Λ and D
in Pn, respectively. Let us consider the condition
(3.1.26) ξD,Λ ◦ α 6= 0 for all α ∈ Hom(OΛ(1), NΛ) and α 6= 0.
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In particular, when D = {Φ(z0, z1, . . . , zn) = 0} is a hypersurface defined by
a homogeneous polynomial Φ and Λ = {z0 = z1 = . . . = zr−1 = 0}, the map
ξD,Λ is explicitly given by
(3.1.27) ξD,Λ(s0, s1, . . . , sr−1) =
r−1∑
i=0
si
∂Φ
∂zi
and the condition (3.1.26) is equivalent to saying that
(3.1.28)
∂Φ
∂z0
,
∂Φ
∂z1
, . . . ,
∂Φ
∂zr−1
are linearly independent in H0(OΛ(d− 1))
for d = degD.
Indeed, for a local complete intersection X ⊂ Pn containing a linear sub-
space Λ ⊂ Pn,
(3.1.29) ξX,Λ ◦ α 6= 0 for all α ∈ Hom(OΛ(1), NΛ) and α 6= 0
if and only if there exists a hypersurface D ∈ |IX(d)| for some d ∈ Z
+
satisfying (3.1.26), where IX is the ideal sheaf of X in P
n.
We are ready to state our criterion. Its hypotheses are quite technical
and seemingly awkward but they will be made more understandable by its
proof.
Proposition 3.2. Let B be a smooth curve over an algebraically closed field
k, 0 be a closed point of B and B∗ = B\{0}. Let X and Y ⊂ Pnk ×B be two
flat families of closed subschemes of pure dimension 0 < m < n in Pn over
B and let f ∈ Aut(Pn×B∗/B∗) be an automorphism inducing isomorphisms
ft : Xt
∼
−→ Yt for t 6= 0. Suppose that when Z is one of X0 and Y0,
(3.2.1)
dim(Z ∩ Λ) ≤ max
(
m
2
,m+ dimΛ− n
)
for all linear subspaces Λ ⊂ Pn,
(3.2.2)
dim πΛ((Z\Λ) ∩ Λ
′) ≥ dim(Z ∩ Λ′)
−min
(
max
(
m− 1
2
,m+ dimΛ− n+ 1
)
,
max
(
dimΛ, n− 1− dimΛ′
) )
for all pairs of linear subspaces Λ ( Λ′ ⊂ Pn of dimΛ′ > n−
m
2
,
and
(3.2.3)
for all pairs of linear subspaces Λ and Λ′ ⊂ Pn satisfying
dimΛ = n− dimΛ′ ≥
m
2
− 1 either Λ 6⊂ X0 or Λ ⊂ X0,
there exists a hypersurface D ∈ |IX0(d)| in P
n containing X0
with the property (3.1.26) and Y0 ∩ Λ
′ is not contained
in the union of two proper linear subspaces in Λ′,
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where πΛ is the linear projection of P
n through Λ defined in (3.1.17) and
IX0 is the ideal sheaf of X0 in P
n. Then f extends to an automorphism f ∈
Aut(Pn×B/B) inducing an isomorphism f : X
∼
−→ Y . Here all intersections
are set theoretic intersections.
Proof. Suppose that f is not regular. We resolve the indeterminacies of f
and g = f−1 as in 3.1 with the same notations. Then l > 0.
Let X̂ ⊂ P̂f be the proper transform of X under ρf and Ŷ ⊂ P̂g be
the proper transform of Y under ρg. Since ρ
−1
g ◦ (f ◦ ρf ) is an isomorphism
between P̂f and P̂g, it induces an isomorphism between X̂ and Ŷ . Therefore,
by (3.1.14) and (3.1.15), we conclude that
(3.2.4)
f ◦ ρf (X̂ ∩ Fi) = ρg(Ŷ ∩Gl−i) = Y0 ∩ Λg,l−i and
g ◦ ρg(Ŷ ∩Gi) = ρf (X̂ ∩ Fl−i) = X0 ∩ Λf,l−i
for i = 0, 1, ..., l. Note that
(3.2.5) X0 ∩ Λf,l 6= ∅ and Y0 ∩ Λg,l 6= ∅
since X̂ ∩ F0 6= ∅ and Ŷ ∩G0 6= ∅ as X0 and Y0 are not linearly degenerate
by (3.2.1).
The basic idea of the proof is to apply (3.1.23) and (3.1.24) to give a lower
bound for dim f ◦ ρf (X̂ ∩Fi) and then compare it with the upper bound on
dim(Y0 ∩ Λg,l−i) given by (3.2.1).
For an irreducible component V of X̂ ∩ Fi satisfying ρf (V ) 6⊂ Λf,i+1,
(3.2.6)
dim f ◦ ρf (V ) ≥ m− dim(X0 ∩ Λf,i)
≥ m−min
(
dimΛf,i,max
(
m
2
,m+ dimΛf,i − n
))
= max
(
m+ dimΛg,l−i+1 − n+ 1,
min
(
m
2
,dimΛg,l−i+1 + 1
))
by (3.1.23) and (3.2.1). If f ◦ ρf (V ) ⊂ Λg,l−i+1, then
(3.2.7)
dim f ◦ ρf (V ) ≤ dim(Y0 ∩ Λg,l−i+1)
≤ min
(
dimΛg,l−i+1,max
(
m
2
,m+ dimΛg,l−i+1 − n
))
by (3.2.1). Clearly, (3.2.6) and (3.2.7) hold if and only if
(3.2.8)
dimΛg,l−i+1 ≥
m
2
= dim(Y0 ∩ Λg,l−i+1) = dim f ◦ ρf (V )
≥ m+ dimΛg,l−i+1 − n+ 1.
In conclusion,
(3.2.9)
ρf (V ) 6⊂ Λf,i+1 ⇒ f ◦ ρf (V ) 6⊂ Λg,l−i+1
if 2 ∤ m or dimΛf,i ≥ n−
m
2
or dimΛf,i ≤
m
2
− 1
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for all integers i and irreducible components V ⊂ X̂ ∩ Fi, where we set
Λf,i = Λg,i = P
n for i ≤ 0 and Λf,i = Λg,i = ∅ for i > l. Similarly,
(3.2.10)
ρg(W ) 6⊂ Λg,i+1 ⇒ g ◦ ρg(W ) 6⊂ Λf,l−i+1
if 2 ∤ m or dimΛg,i ≥ n−
m
2
or dimΛg,i ≤
m
2
− 1
for all integers i and irreducible components W ⊂ Ŷ ∩Gi.
Let i be an integer such that
(3.2.11) dimΛf,i > n−
m
2
.
Note that ρf (V ) 6⊂ Λf,i+1 by (3.2.1) and f ◦ ρf (V ) 6⊂ Λg,l−i+1 by (3.2.9) for
all irreducible components V ⊂ X̂ ∩ Λf,i.
Then by (3.1.24), (3.2.1) and (3.2.2), we have
(3.2.12)
min
(
dimΛg,l−i,max
(
m
2
,m+ dimΛg,l−i − n
))
≥ dim(Y0 ∩ Λg,l−i) = dim f ◦ ρf (X̂ ∩ Fi)
≥ m− dim(X0 ∩ Λf,i) + dim πΛf,i+1((X0\Λf,i+1) ∩ Λf,i)
≥ m−min
(
max
(
m− 1
2
,m+ dimΛf,i+1 − n+ 1
)
,
max (dimΛf,i+1, n− 1− dimΛf,i)
)
= max
(
min
(
m+ 1
2
,dimΛg,l−i
)
,
min (m+ dimΛg,l−i − n+ 1,m− dimΛg,l−i+1)
)
.
This leads to two cases: either
(3.2.13) m+ dimΛg,l−i − n ≥ max
(
m+ 1
2
,m− dimΛg,l−i+1
)
or
(3.2.14)
m
2
≥ dim(Y0 ∩ Λg,l−i) = dimΛg,l−i.
Suppose that (3.2.13) holds. Then
(3.2.15) dimΛg,l−i + dimΛg,l−i+1 ≥ n and dimΛg,l−i > n−
m
2
.
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Hence we may apply the same argument to estimate dim g ◦ ρg(Ŷ ∩ Gl−i)
and obtain
(3.2.16)
min
(
dimΛf,i,max
(
m
2
,m+ dimΛf,i − n
))
≥ dim(X0 ∩ Λf,i) = dim g ◦ ρg(Ŷ ∩Gl−i)
≥ max
(
min
(
m+ 1
2
,dimΛf,i
)
,
min (m+ dimΛf,i − n+ 1,m− dimΛf,i+1)
)
.
And since dimΛf,i > n−m/2, we must have
(3.2.17) m+ dimΛf,i − n ≥ m− dimΛf,i+1 ⇒ dimΛf,i + dimΛf,i+1 ≥ n.
On the other hand,
(3.2.18) (dimΛf,i + dimΛf,i+1) + (dimΛg,l−i + dimΛg,l−i+1) = 2(n− 1).
So (3.2.15) and (3.2.17) cannot hold simultaneously. Consequently, we must
have (3.2.14), i.e., Λg,l−i is a linear subspace contained in Y0 of dimension
no more than m/2. In summary, we conclude that
(3.2.19) dimΛg,l−i ≤
m
2
and Λg,l−i ⊂ Y0 if dimΛf,i > n−
m
2
.
Applying the same argument to g, we obtain
(3.2.20) dimΛf,l−i ≤
m
2
and Λf,l−i ⊂ X0 if dimΛg,i > n−
m
2
.
We may start to apply (3.2.20) to i = 0 since dimΛg,0 = n. For every
integer i satisfying the conclusion of (3.2.20), if dimΛf,l−i < m/2− 1, then
dimΛg,i+1 > n − m/2 and we can continue to apply (3.2.20) to i + 1 to
obtain
(3.2.21) dimΛf,l−i−1 ≤
m
2
and Λf,l−i−1 ⊂ X0.
This process has to stop for some i since dimΛf,0 = n. Therefore, there
exists i ∈ Z such that
(3.2.22)
m
2
≥ dimΛf,l−i ≥
m
2
− 1 and Λf,l−i ⊂ X0.
Note that
(3.2.23) Λf,l−i = {z0 = z1 = · · · = zal−i = 0}
by (3.1.6) with dimΛf,l−i = n− al−i − 1.
By (3.2.3), there exists a hypersurface D = {Φ(z0, z1, ..., zn) = 0} ⊂ P
n
containing X0 as a scheme and satisfying (3.1.28). Therefore,
(3.2.24)
∂Φ
∂zal−i
∣∣∣∣∣
Λf,l−i
6≡ 0.
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Thus, the fiber ρ−1f (p) ∩ X̂ ∩ Fl−i over a general point p ∈ Λf,l−i is linearly
degenerate in ρ−1f (p) ∩ Fl−i, i.e.,
(3.2.25)
ρ−1f (p) ∩ X̂ ∩ Fl−i ⊂ Γp
∼= Pal−i
⊂ ρ−1f (p) ∩ Fl−i
∼= Pal−i+1
for a hyperplane Γp in P
al−i+1.
By (3.1.20), f ◦ ρf induces an isomorphism
(3.2.26) ρ−1f (p) ∩ Fl−i ∼
f◦ρf
// Cq,Λg,i+1
∼= Pal−i+1
for all p ∈ Λf,l−i\Λf,l−i+1 and q = πΛf,l−i+1(p). Consequently, f ◦ ρf (Γp) is
a hyperplane in Cq,Λg,i+1.
Let V and W be irreducible components of X̂ ∩ Fl−i and Ŷ ∩Gi, respec-
tively, such that
(3.2.27) W = ρ−1g ◦ f ◦ ρf (V ) and V = ρ
−1
f ◦ g ◦ ρg(W ).
Note that
(3.2.28) dimΛg,i ≥ dimΛg,i+1 + 1 = n− dimΛf,i ≥ n−
m
2
.
By (3.2.3), Y0∩Λg,i is not contained in a union of two proper linear subspaces
in Λg,i. Hence Y0 ∩ Λg,i 6⊂ Λg,i+1.
Let W be an irreducible component of Ŷ ∩Gi satisfying ρg(W ) 6⊂ Λg,i+1.
Similar to (3.1.23), we have
(3.2.29)
dim g ◦ ρg(W ) ≥ dimW − dim ρg(W ) = m− dim(Y0 ∩ Λg,i)
= n− dimΛg,i = dimΛf,l−i+1 + 1.
Therefore, dim g ◦ ρg(W ) 6⊂ Λf,l−i+1. Then, similar to (3.1.24), we have
(3.2.30)
dim g ◦ ρg(W ) ≥ dim πΛg,i+1(ρg(W )\Λg,i+1)
+ dimW − dim ρg(W )
= dimW − dim
(
(ρg(W )\Λg,i+1) ∩ Cq,Λg,i+1
)
for a general point q ∈ ρg(W ). Combining with (3.2.1), we have
(3.2.31)
dim ρf (V ) = dim g ◦ ρg(W )
≥ m− dim(ρg(W ) ∩ Cq,Λg,i+1)
≥ m−max
(
m
2
,m+ dimΛg,i+1 + 1− n
)
= min
(
m
2
,dimΛf,l−i
)
= dimΛf,l−i
for a general point q ∈ ρg(W ). Therefore, ρf (V ) = Λf,l−i and hence
(3.2.32) Γp ⊃ ρ
−1
f (p) ∩ V 6= ∅
AUTOMORPHISM AND COHOMOLOGY: COMPLETE INTERSECTIONS 25
by (3.2.25) for a general point p ∈ Λf,l−i. Thus,
(3.2.33) ρg(W ) ∩ Cq,Λg,i+1 = f ◦ ρf (ρ
−1
f (p) ∩ V ) ⊂ f ◦ ρf (Γp)
for q = πΛf,l−i+1(p), where f ◦ρf (Γp) is a proper linear subspace in Cq,Λg,i+1,
as pointed out above. Consequently,
(3.2.34) Z ∩Cq,Λg,i+1 ⊂ f ◦ ρf (Γp)
for every irreducible component Z of Y0∩Λg,i satisfying Z 6⊂ Λg,i+1, a general
point p ∈ Λf,l−i and q = πΛf,l−i+1(p).
Let Λ′q = Cq,Λg,i+1. Then it follows from (3.2.34) that
(3.2.35) Y0 ∩ Λ
′
q ⊂ Λg,i+1 ∪ f ◦ ρf (Γp)
for p ∈ Λf,l−i general and q = πΛf,l−i+1(p). This contradicts (3.2.3) because
(3.2.36) dimΛ′q = dimΛg,i+1 + 1 = n− dimΛf,l−i.

Remark 3.3. The condition in (3.2.3) on Y0 ∩ Λ
′ is implied by (3.2.1) when
dimΛ < m/2: for dimΛ′ > n−m/2, no components of Y0 ∩ Λ
′ are linearly
degenerate in Λ′. So that part of the hypothesis is only relevant in the case
that dimΛ = m/2.
4. Complete intersections with nodes
4.1. Singular locus of X ∩ Λ. To show the triviality of AutL(X) for a
general complete intersection X, it suffices to produce a special X0 satisfying
the hypotheses of Proposition 3.2 and AutL(X0) = {1}. Here we consider
a complete intersection X0 ⊂ P
n
k with n+ 1 nodes (ordinary double points)
in general position. An automorphism in AutL(X0) permutes these n + 1
points and hence lies in the subgroup (k∗)n ⋉ Σn+1 of Aut(P
n
k). Then it is
easy to show that AutL(X) = {1} for a general deformation of X0. The
trickier part is the verification of the hypotheses (3.2.1), (3.2.2) and (3.2.3).
The key to prove these statements for a complete intersection X in Pn is to
bound the dimension of the singular locus of X ∩ Λ for a linear subspace
Λ ⊂ Pn.
Throughout this section, we work over an algebraically closed field k.
Although we are only interested in the singular locus of complete inter-
sections in Pn, we can study the problem in a more general setting. Let
X1,X2, . . . ,Xr be r local complete intersection subschemes of a smooth pro-
jective variety Y and X = X1 ∩ X2 ∩ . . . ∩ Xc. We do not assume that
X1,X2, . . . ,Xr meet properly. Let us consider the natural map
(4.0.1) TY
∣∣∣
X
ψX
// NX1
∣∣∣
X
⊕NX2
∣∣∣
X
⊕ . . . ⊕NXc
∣∣∣
X
where NXi = (IXi/I
2
Xi
)∨ are normal sheaves of Xi in Y . We let
(4.0.2) ΨX1,X2,...,Xc,r =
{
p ∈ X : rank(ψX,p) = c− r
}
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be the r-th strata of the locus along which ψX drops rank, or equivalently,
Xi fail to meet transversely in Y . And we write
(4.0.3) ΨX1,X2,...,Xc =
⋃
r≥1
ΨX1,X2,...,Xc,r.
When there is no ambiguity, we simply write
(4.0.4) ΨX,r = ΨX1,X2,...,Xc,r and ΨX = ΨX1,X2,...,Xc.
Note that ΨX is the singular locus Xsing of X and ΨX,r is independent of
the choices of Xi if X1,X2, ...,Xc meet properly in Y .
When Xi are hypersurfaces in Y = P
n, ΨX1,X2,...,Xc,r is given by
(4.0.5) ΨX1,X2,...,Xc,r =
{
p ∈ X : rank
[
∂Fi
∂zj
(p)
]
c×(n+1)
= c− r
}
where Fi(z0, z1, . . . , zn) are the homogeneous defining polynomials of Xi.
To describe ΨX,r in general, we let
(4.0.6)
PX = P(NX1
∣∣∣
X
⊕NX2
∣∣∣
X
⊕ . . .⊕NXc
∣∣∣
X
)∨
= Proj
(
Sym•(NX1
∣∣∣
X
⊕NX2
∣∣∣
X
⊕ . . . ⊕NXc
∣∣∣
X
)
)
and let UX ⊂ PX be the image of the map
(4.0.7) Proj (Sym• coker(ψX))) // PX
induced by NX1
∣∣
X
⊕NX2
∣∣
X
⊕ . . .⊕NXc
∣∣
X
→ coker(ψX). Then
(4.0.8) ΨX = π(UX)
under the projection π : PX → X. Indeed, the fiber of UX → X over a point
p ∈ ΨX,r is simply
(4.0.9) UX ∩ π
−1(p) ∼= Pr−1.
Another way to define UX is defining it as the vanishing locus of the section
(4.0.10) ψX ∈ Hom(π
∗TY
∣∣
X
,OPX (1)) = H
0(π∗ΩY
∣∣
X
⊗OPX (1)),
which is the lift of ψX ∈ Hom(TY
∣∣
X
, NX1
∣∣
X
⊕NX2
∣∣
X
⊕ . . . ⊕NXc
∣∣
X
).
In the special case that Xi = {Fi(z) = 0} are hypersurfaces of degree di
in Y = Pn, we have
(4.0.11) PX = P (OX(−d1)⊕OX(−d2)⊕ · · · ⊕ OX(−dc)) .
We may replace TY by O(1)
⊕n+1 via the Euler sequence. Then
(4.0.12) ψX ∈ H
0(π∗OX(−1)⊗OPX (1))
⊕n+1
AUTOMORPHISM AND COHOMOLOGY: COMPLETE INTERSECTIONS 27
and UX is cut out by n + 1 sections in |π
∗OX(−1) ⊗OPX (1)|. Actually, it
is very explicitly given by
(4.0.13)
UX = {G0(y, z) = G1(y, z) = · · · = Gn(y, z) = 0}
= G0 ∩G1 ∩ . . . ∩Gn
Gj(y, z) =
c∑
i=1
yi
∂Fi
∂zj
∈ H0(π∗OX(−1)⊗OPX (1))
and ψX = G0(y, z)dz0 +G1(y, z)dz1 + · · ·+Gn(y, z)dzn,
where Gj = {Gj(y, z) = 0} for j = 0, 1, . . . , n.
Back to the general case, we let Λ ⊂ Y be another local complete inter-
section in Y and write
(4.0.14) ΨX∩Λ,r = ΨX1,X2,...,Xc,Λ,r
with PX∩Λ and UX∩Λ defined accordingly. To order to compare ΨX,r and
ΨX∩Λ,r, we let ρX,Λ : PX∩Λ 99K PX be the rational map induced by
(4.0.15)
c⊕
i=1
NXi
∣∣∣
X∩Λ
//
c⊕
i=1
NXi
∣∣∣
X∩Λ
⊕NΛ
∣∣∣
X∩Λ
.
Suppose that Λ is smooth. Then ρX,Λ is regular along UX∩Λ and let us
consider its image
(4.0.16) VX,Λ = ρX,Λ(UX∩Λ).
It is not hard to see that
(4.0.17) ΨX∩Λ = π(VX,Λ) and VX,Λ ∩ π
−1(p) ∼= Pr−1
for p ∈ ΨX∩Λ,r. More importantly, VX,Λ is the vanishing locus of
(4.0.18) ζX,Λ ∈ Hom(π
∗TΛ
∣∣∣
X∩Λ
,OPX (1)) = H
0(π∗ΩΛ
∣∣∣
X∩Λ
⊗OPX (1))
which is the lift of the map ζX,Λ given by
(4.0.19) 0 // TΛ
∣∣∣
X∩Λ
//
ζX,Λ $$■
■■
■■
■■
■■
TY
∣∣∣
X∩Λ
ψX

// NΛ
∣∣∣
X∩Λ
// 0
⊕NXi
∣∣∣
X∩Λ
where the top row is, of course, exact. By (4.0.19), we see that ζX,Λ drops
rank wherever ψX does. So the vanishing locus of ζX,Λ contains that of ψX
over X ∩ Λ. That is,
(4.0.20) UX ∩ π
−1(X ∩ Λ) ⊂ VX,Λ.
Furthermore, if the top row of (4.0.19) splits, ψX − ζX,Λ is a section in
(4.0.21) ψX − ζX,Λ ∈ H
0(π∗N∨Λ
∣∣∣
X∩Λ
⊗OPX (1))
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and its vanishing locus cuts out UX on VX,Λ, i.e.,
(4.0.22) UX ∩ π
−1(X ∩ Λ) = VX,Λ ∩
{
ψX − ζX,Λ = 0
}
.
When Xi = {Fi(z) = 0} are hypersurfaces of degree di in Y = P
n and Λ
is a linear subspace of Pn, we may choose
(4.0.23) Λ = {z0 = z1 = · · · = zl−1 = 0}
for simplicity. Then
(4.0.24) ΨX∩Λ,r =
{
p ∈ X ∩ Λ : rank
[
∂Fi
∂zj
(p)
]
1≤i≤c
l≤j≤n
= c− r
}
,
(4.0.25)
VX,Λ =
{
Gl(y, z) = Gl+1(y, z) = · · · = Gn(y, z) = 0
}
= Gl ∩Gl+1 ∩ . . . ∩Gn,
ζX,Λ = Gl(y, z)dzl +Gl+1(y, z)dzl+1 + · · · +Gn(y, z)dzn,
and
(4.0.26)
UX ∩ π
−1(X ∩ Λ) = VX,Λ ∩
{
ψX − ζX,Λ = 0
}
= VX,Λ ∩G0 ∩G1 ∩ ... ∩Gl−1
with Gj given in (4.0.13).
Lemma 4.1. Let X = X1 ∩X2 ∩ . . . ∩Xc be a complete intersection in P
n
k
of degrees di = degXi ≥ 2 for i = 1, 2, ..., c. Then
• For all linear subspaces Λ ⊂ Pn, r ∈ Z+ and irreducible components
W of ΨX∩Λ,r,
(4.1.1) min(dimW,dimW + r+dimΛ−n− 1) ≤ max(−1,dim(ΨX ∩W ))
and hence
(4.1.2) dimΨX∩Λ ≤ n− dimΛ +max(−1,dim(ΨX ∩ Λ)),
where we set dim ∅ = −∞ and ΨX∩Λ,r is the closure of ΨX∩Λ,r.
• For all linear subspaces Λ ⊂ Pn,
(4.1.3) dim(X ∩Λ) ≤ max
(
n− c
2
,
n− c+ 1 + dim(ΨX ∩ Λ)
2
,dimΛ− c
)
.
In particular, if dimX = n− c and X has at worst isolated singular-
ities, then
(4.1.4) dim(X ∩ Λ) ≤

max
(
dimX
2
,dimΛ− c
)
if Λ ∩Xsing = ∅
max
(
dimX + 1
2
,dimΛ− c
)
otherwise.
Proof. Without loss of generality, we may assume that Λ is given by (4.0.23)
for some choice of the homogeneous coordinates (z0, z1, . . . , zn) of P
n with
dimΛ = n− l. Let Fi ∈ H
0(O(di)) be the defining polynomials of Xi and let
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PX , U = UX and V = VX,Λ be defined as above in (4.0.6), (4.0.11), (4.0.13),
(4.0.16) and (4.0.25).
For an irreducible component W of ΨX∩Λ,r, the general fibers of V over
W are Pr−1 by (4.0.17). Therefore,
(4.1.5) dim
(
V ∩ π−1(W )
)
≥ dimW + r − 1.
By (4.0.26), V ∩R = U ∩ π−1(X ∩ Λ) and hence
(4.1.6) V ∩ π−1(W ) ∩R ⊂ U ∩ π−1(W )
for R = G0 ∩G1 ∩ . . . ∩Gl−1. And since π(U) = ΨX by (4.0.8),
(4.1.7) π
(
V ∩ π−1(W ) ∩R
)
⊂ ΨX ∩W.
Since di ≥ 2, π
∗OX(−1) ⊗OPX (1) is ample and hence each Gj is an ample
divisor in PX . Therefore,
(4.1.8) dim
(
V ∩ π−1(W ) ∩R
)
≥ dimW + r − 1− l
by (4.1.5) and
(4.1.9) dim π
(
V ∩ π−1(W ) ∩R
)
≥ min (dimW,dimW + r − 1− l) .
Then (4.1.1) follows from (4.1.7) and (4.1.9).
Obviously, dim(X ∩ Λ) = dimΛ− c if
(4.1.10) dimΛ− c ≥ dimΨX∩Λ.
Otherwise, dim(X ∩ Λ) > dimΛ − c and a general point p ∈ X ∩ Λ lies in
ΨX∩Λ,0, where X1,X2, ...,Xr ,Λ meet transversely, which is a contradiction.
By (4.1.2), (4.1.10) holds when
(4.1.11) dimΛ ≥
⌈
max
(
n+ c− 1
2
,
n+ c+ dim(ΨX ∩ Λ)
2
)⌉
and (4.1.3) follows.
Finally, when dimX = n − c and X has at worst isolated singularities,
dimΨX = dimXsing ≤ 0. So we have (4.1.4). 
The condition di ≥ 2 is crucial in Lemma 4.1. It ensures that the divisors
Gj are ample and so we have (4.1.8) and (4.1.9). On the other hand, the
lemma trivially fails when one of di = 1.
We see that (4.1.4) is just short of giving us (3.2.1), although the bound
is optimal for complete intersections with isolated singularities. So it needs
a little improvement for complete intersections with nodes.
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4.2. Complete intersections in Pn with n+ 1 nodes.
Lemma 4.2. Let X = X1 ∩X2 ∩ . . . ∩Xc be a complete intersection in P
n
k
of degrees di = degXi ≥ 2 for i = 1, 2, ..., c. Suppose that
• d1 ≤ d2 ≤ . . . ≤ dc, dc ≥ 3,
• X is smooth of dimension n− c outside of a linearly non-degenerate
set of n+ 1 points p0, p1, . . . , pn,
• X has n+ 1 nodes at p0, p1, . . . , pn,
• X1,X2, . . . ,Xc−1 meet transversely everywhere and
• X does not contain the line pipj for all 0 ≤ i < j ≤ n.
Then for all linear subspaces Λ ( Pn, r ∈ Z+ and irreducible components W
of ΨX∩Λ,r,
(4.2.1) either W ⊂ {p0, p1, . . . , pn} or dimW ≤ n− dimΛ− r
and hence
(4.2.2) dimΨX∩Λ ≤ n− dimΛ− 1
(4.2.3) dim(X ∩ Λ) ≤ max
(
dimX
2
,dimΛ− c
)
.
In addition, if X1,X2, . . . ,Xa meet transversely everywhere for a ∈ Z satis-
fying da = 2 < da+1, then X ∩ Λ is not contained in a union of two proper
linear subspaces in Λ for all linear subspaces Λ ⊂ Pn of 2 dimΛ = n+ c.
Proof. Without loss of generality, we may choose Xc such that Xc has n+1
double points at p0, p1, . . . , pn.
We use the same setup of the proof of Lemma 4.1. Let Y = P2 and
f : Ŷ → Y be the blowup of Y at p0, p1, . . . , pn.
Let X̂i be the proper transforms of Xi under f for i = 1, 2, . . . , c. By our
hypotheses on Xi, we see that
(4.2.4)
X̂i ∈
∣∣∣O
Ŷ
(dif
∗L− E0 − E1 − · · · − En)
∣∣∣
=
∣∣∣O
Ŷ
(dif
∗L− E)
∣∣∣ for i < c
X̂c ∈
∣∣∣O
Ŷ
(dcf
∗L− 2E)
∣∣∣
and X̂ = X̂1 ∩ X̂2 ∩ . . . ∩ X̂c is smooth, where L = OY (1), Ei are the
exceptional divisors of f over pi for i = 0, 1, . . . , n and E =
∑
Ei. Let
(4.2.5) P̂X = P
(
O
Ŷ
(−X̂1)⊕OŶ (−X̂2)⊕ . . .⊕OŶ (−X̂c)
)
and f̂ : P̂X 99K PX be the rational map in
(4.2.6) P̂X
f̂
//❴❴❴
π̂

PX
π

X̂
f
// X
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Let V̂ be the proper transform of V under f̂ . Note that Ψ
X̂
= U
X̂
= ∅ since
X̂ is smooth. Thus,
(4.2.7) V̂ ∩ R̂ ⊂ U
X̂
= ∅ for R̂ = Ĝ0 ∩ Ĝ1 ∩ . . . Ĝl−1,
where Ĝj ∈
∣∣∣π̂∗O
Ŷ
(−f∗L+ E)⊗O
P̂X
(1)
∣∣∣ are the proper transforms of Gj
for j = 0, 1, . . . , n.
Let W be an irreducible component of ΨX∩Λ,r and Ŵ ⊂ Ŷ be its proper
transform under f . By (4.2.7), we necessarily have
(4.2.8) V̂ ∩ π̂−1(Ŵ ) ∩ R̂ = ∅.
Note that the divisor (dc − 1)f
∗L − E is ample for dc > 3 and big and
numerically effective (nef) for dc = 3; ((dc − 1)f
∗L − E).Γ = 0 for an
irreducible curve Γ ⊂ Ŷ only if Γ is the proper transform of one of lines
pipj. Therefore, the divisors Ĝj are big and nef on P̂X and Ĝj .Γ = 0 for an
irreducible curve Γ ⊂ P̂X only if π̂(Γ) ⊂ E or f ◦ π̂(Γ) is one of lines pipj.
Consequently, Ĝj are big and nef on every subvariety Z ⊂ P̂X satisfying
that f ◦ π̂(Z) 6= pi, pipj and hence
(4.2.9) Ĝ0Ĝ1...Ĝl−1Z > 0
for all such subvarieties Z of dimZ = l.
If W is one of pi, there is nothing to prove. Suppose that W 6= pi for
i = 0, 1, . . . , n. Since X does not contain the lines pipj, W 6= pipj for all
0 ≤ i < j ≤ n. Therefore,
(4.2.10) l > dim
(
V̂ ∩ π̂−1(Ŵ )
)
≥ dimW + r − 1
by (4.2.8) and (4.2.9). This proves (4.2.1) and (4.2.2) follows. Using the
same argument for (4.1.3), we obtain (4.2.3).
When 2dimΛ = n+ c, X and Λ meet properly and
(4.2.11) dimΨX∩Λ ≤ n− dimΛ− 1 < dim(X ∩ Λ) =
n− c
2
by (4.2.2) and (4.2.3). So X ∩ Λ is reduced.
Suppose that X ∩Λ is contained in a union Λ1 ∪Λ2 for two proper linear
subspaces Λi in Λ for i = 1, 2. With loss of generality, we may assume that
dimΛi = dimΛ − 1 for i = 1, 2. Since X ∩ Λ is reduced, Λ1 ∪ Λ2 contains
X ∩ Λ as a scheme. That is,
(4.2.12) Λ1 ∪ Λ2 ∈
∣∣IX∩Λ(2)∣∣
where IX∩Λ is the ideal sheaf of X ∩ Λ in Λ. Since X ∩ Λ is the complete
intersection of Xi in Λ, we see that
(4.2.13) Λ1 ∪ Λ2 ∈
∣∣IX1∩X2∩...∩Xa∩Λ(2)∣∣.
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So Λ1 ∪ Λ2 is a member of the linear system spanned by X1,X2, . . . ,Xa in
Λ. Therefore, Λ1 ∩ Λ2 ∩X2 ∩ . . . ∩Xa ⊂ ΨX1∩X2∩...∩Xa∩Λ and hence
(4.2.14)
dimΨX1∩X2∩...∩Xa∩Λ ≥ dim(Λ1 ∩ Λ2 ∩X2 ∩ . . . ∩Xa)
=
n+ c
2
− a− 1.
On the other hand, since X1 ∩X2 ∩ . . . ∩Xa is smooth,
(4.2.15) dimΨX1∩X2∩...∩Xa∩Λ ≤ n− dimΛ− 1 =
n− c
2
− 1
by (4.1.2), which contradicts (4.2.14) as a < c. 
Of course, the above lemma takes care of (3.2.1) and part of (3.2.3) in
Proposition 3.2. Next, let us verify (3.2.2).
Lemma 4.3. Let X = X1 ∩X2 ∩ ... ∩Xc be a complete intersection in P
n
k
with the properties in Lemma 4.2. Then
(4.3.1)
dimπΛ((X\Λ) ∩ Λ
′) ≥ min
(
2 dimΛ′ − n− c,
dimΛ′ − dimΛ− 1
)
for all linear subspaces Λ ( Λ′ ⊂ Pn satisfying 2 dimΛ′ > n+ c.
Furthermore,
(4.3.2)
dimπΛ((X\Λ) ∩ Λ
′) ≥ min
(
dimΛ′ − dimΛ− c,
2 dimΛ′ + 1− n− c
)
for all linear subspaces Λ ( Λ′ ⊂ Pn satisfying 2 dimΛ′ > n+ c if one of the
following is true:
• c ≥ 3;
• c = 2 and d1 ≥ 3;
• c = 2, d1 = 2 and
(4.3.3) (X.Λ′.A)p < 2d2
for all p ∈ {p0, p1, . . . , pn}, all hyperplanes Λ
′ ⊂ Pn passing through
p and a general linear subspace A ⊂ Pn with p ∈ A and dimA = 3,
where (V1.V2. . . . .Vm)p is the intersection multiplicity of V1, V2, . . . , Vm
at a point p;
• c = 1 and
(4.3.4) CΛ,X∩Λ′ 6⊂ X
for all linear subspaces Λ ( Λ′ of Pn satisfying dimΛ+dimΛ′ = n−1
and dimΛ′ − dimΛ > 2, where CA,B is the chord variety defined in
(3.1.19).
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Proof. Let Λ∗ be a general linear subspace in Λ′ satisfying
(4.3.5) dimΛ + dimΛ∗ = dimΛ′ − 1 and Λ∗ ∩ Λ = ∅.
We may consider the restriction πΛ to Λ
′ as the linear projection Λ′ 99K Λ∗
through Λ. Let Γ ⊂ Λ∗ be the closure of the reduced image πΛ((X\Λ) ∩Λ
′)
of (X\Λ) ∩ Λ′ under πΛ. Then
(4.3.6) X ∩ Λ′ ⊂ CΓ,Λ.
By (4.2.2) and (4.2.3), X ∩ Λ′ is reduced of expected dimension dimΛ′ − c
and a general fiber of πΛ : (X\Λ) ∩Λ
′ → Γ is (X\Λ) ∩Cq,Λ with dimension
(4.3.7) dim
(
(X\Λ) ∩ Cq,Λ
)
= dim(X ∩ Λ′)− dimΓ = dimΛ′ − c− dimΓ
for q ∈ Γ general.
If Γ = Λ∗, then (4.3.1) follows. Otherwise, we let L ⊂ Λ∗ be a hyperplane
in Λ∗ tangent to Γ at a general point q ∈ Γ. Then Σ = CL,Λ is tangent to
CΓ,Λ along Cq,Λ, where Σ is the linear subspace spanned by L and Λ and
hence of dimΣ = dimΛ′ − 1. Therefore, Σ and X fail to meet transversely
along (X\Λ) ∩ Cq,Λ, i.e.,
(4.3.8) ΨX∩Σ ⊃ (X\Λ) ∩ Cq,Λ
and consequently,
(4.3.9) dimΨX∩Σ ≥ dim((X\Λ) ∩ Cq,Λ) = dimΛ
′ − c− dimΓ
by (4.3.7). Combining with (4.2.2), we obtain
(4.3.10) dimΛ′ − c− dimΓ ≤ dimΨX∩Σ ≤ n− dimΣ− 1 = n− dimΛ
′
and (4.3.1) follows.
To prove (4.3.2), we observe that
(4.3.11)
dimπΛ((X\Λ) ∩ Λ
′) = dim(X ∩ Λ′)− dim((X\Λ) ∩Cq,Λ)
≥ dimΛ′ − c− dimCq,Λ
= dimΛ′ − dimΛ− c− 1
for a general point q ∈ X ∩ Λ′. So it suffices to prove (4.3.2) when
(4.3.12) dimΛ′ − dimΛ− c ≤ 2 dimΛ′ + 1− n− c
i.e., dimΛ + dimΛ′ ≥ n− 1. Moreover, when dimΛ + dimΛ′ ≥ n,
(4.3.13)
dimπΛ((X\Λ) ∩ Λ
′) ≥ min
(
2 dimΛ′ − n− c,
dimΛ′ − dimΛ− 1
)
≥ dimΛ′ − dimΛ− c
by (4.3.1). Thus, we have reduced (4.3.2) to
(4.3.14)
dim πΛ((X\Λ) ∩ Λ
′) ≥ dimΛ′ − dimΛ− c
for Λ ( Λ′, dimΛ + dimΛ′ = n− 1 and dimΛ′ >
n+ c
2
.
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Suppose that (4.3.14) fails. Then the equality in (4.3.11) holds, which
happens if and only if Cq,Λ ⊂ X for q ∈ X ∩ Λ
′ general. That is, Cq,Λ ⊂ X
for all q ∈ X ∩ Λ′ and hence
(4.3.15) CX∩Λ′,Λ ⊂ X and X ∩ Λ
′ = CΛ,Γ
for Γ = X ∩ Λ∗. This settles the case c = 1 by (4.3.4). Suppose that c ≥ 2.
Since X ∩ Λ′ is reduced, X ∩ Λ′ = CΛ,Γ as schemes. Therefore, X ∩ Λ
′ is
a complete intersection
(4.3.16) X ∩ Λ′ =
c⋂
i=1
(Xi ∩ Λ
′) =
c⋂
i=1
CΛ,X∗
i
of c cones over X∗i = Xi ∩ Λ
∗ with vertices Λ in Λ′. It is then easy to see
(4.3.17) (X.Λ′.A)p = d1d2 . . . dc
for all p ∈ Λ and a general linear subspace A ⊂ Pn with p ∈ A and dimA =
n+ c− dimΛ′.
It is also easy to see from (4.3.16) that
(4.3.18) Λ ⊂ ΨX∩Λ′,c
and hence either Λ ⊂ {p0, p1, . . . , pn} or
(4.3.19) dimΛ ≤ dimΨX∩Λ′,c ≤ n− dimΛ
′ − c
by (4.2.1), which contradicts the assumption dimΛ + dimΛ′ = n− 1.
So Λ = p ∈ {p0, p1, . . . , pn} and dimΛ
′ = n − 1. If Λ′ meets one of Xi
transversely at p, then one of Xi ∩ Λ
′ is smooth at p, while all Cp,X∗
i
are
singular at p; it is impossible by (4.3.16). So Λ′ has to be tangent to all of
X1,X2, . . . ,Xc−1 at p. And since X1,X2, . . . ,Xc−1 meet transversely at p,
this is only possible when c = 2. Since X has a node at p, X2 ∩ Λ
′ has a
node at p. Comparing the two sides of (4.3.16), we see that one of Cp,X∗
i
must have a double point at p. Namely, d1 = degX1 = 2. Then we have
(4.3.3), which contradicts (4.3.17). This proves (4.3.2). 
Clearly, (4.3.1) and (4.3.2) imply (3.2.2). Of course, we still need to take
care of the hypotheses on X in Lemma 4.2 and 4.3 and also (3.2.3). This is
achieved by taking X generic.
Lemma 4.4. Let {p0, p1, . . . , pn} be a linearly non-degenerate set of n + 1
points in Pnk and c, d1, d2, ..., dc be integers satisfying n ≥ c + 2 ≥ 3, dc ≥ 3
and dc ≥ dc−1 ≥ ... ≥ d1 ≥ 2. Suppose that X1,X2, . . . ,Xc are general
members of
(4.4.1)
Xi ∈ |O(di)⊗O(−p0 − p1 − · · · − pn)| for i = 1, 2, . . . , c− 1
Xc ∈ |O(dc)⊗O(−2p0 − 2p1 − · · · − 2pn)|
in Pn and X = X1 ∩X2 ∩ . . . ∩Xc. Then
• X1,X2, . . . ,Xi meet transversely everywhere for all i < c.
• X is smooth of dimX = n− c outside of the nodes at p0, p1, . . . , pn.
• The lines pipj 6⊂ X for all 0 ≤ i < j ≤ n if dc ≥ 4 or c ≥ 2.
AUTOMORPHISM AND COHOMOLOGY: COMPLETE INTERSECTIONS 35
• X satisfies (4.3.3) when c = 2 and d1 = 2.
• X satisfies (4.3.4) when c = 1 and (n, d1) 6= (4, 3), (5, 3).
• X satisfies (3.2.3) except
– n− c = 2, or
– 3 ≤ n− c ≤ 4 and 2
∑
di ≤ 4n− c− 3, or
– (n, d1, d2, . . . , dc) = (6, 3), (7, 3), (8, 3), (9, 3), (7, 4), (7, 2, 3),
(8, 2, 3), (8, 3, 3), (9, 2, 2, 3), (10, 2, 3), (11, 3).
Proof. It follows from Bertini’s theorem on hyperplane sections, which holds
in all characteristics, that X1,X2, . . . ,Xi meet transversely everywhere for
i = 1, 2, . . . , c− 1.
Without loss of generality, we let
(4.4.2)
p0 = (1, 0, 0, ..., 0)
p1 = (0, 1, 0, ..., 0)
... =
...
pn = (0, 0, 0, ..., 1)
under the homogeneous coordinates (z0, z1, ..., zn) of P
n. Then
(4.4.3)
H0(O(d)⊗O(−
n∑
i=0
mpi)) = Span
{
n∏
i=0
zmii :
n∑
i=0
mi = d,
0 ≤ mi ≤ d−m
}
.
It is easy to see from (4.4.3) that pipj 6⊂ Xc for Xc general and dc ≥ 4
and pipj 6⊂ X1 for X1 general and c ≥ 2. So pipj 6⊂ X for all 0 ≤ i < j ≤ n
if dc ≥ 4 or c ≥ 2.
When n ≥ 3, d ≥ 3 and m = 2, the linear series (4.4.3) gives a rational
map Pn 99K PN , which is an isomorphism onto its image outside of the union
of 2-planes Λpqr spanned by three distinct points p, q, r in {p0, p1, . . . , pn}.
So by Bertini’s theorem, Xc is smooth outside of the union of Λpqr. On the
other hand, it is easy to check that a general member of (4.4.3) is smooth
on Λpqr outside of p, q, r. Therefore, Xc is smooth outside of p0, p1, . . . , pn.
When n ≥ 2, d ≥ 2 and m = 1, the linear series (4.4.3) gives a rational
map Pn 99K PN , which is an isomorphism onto its image outside of the
union of lines pipj for 0 ≤ i < j ≤ n. So by Bertini’s theorem, X is smooth
outside of pipj. More precisely, when d ≥ 3 and m = 1, the linear series
(4.4.3) gives a rational map that is an isomorphism onto its image outside
of p0, p1, . . . , pn. When d ≥ 2 and m = 1, a general member of (4.4.3) meets
each pipj only at pi and pj. Therefore, X is smooth outside of p0, p1, . . . , pn.
And it is easy to see from (4.4.3) that X has nodes at p0, p1, . . . , pn.
The existence of such X also shows that the locus of such complete inter-
sections with n+ 1 moving nodes in general position has codimension n+ 1
in the total space of complete intersections of type (d1, d2, . . . , dc).
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When c = 2 and d1 = 2, (4.3.3) follows easily from (4.4.3).
To see (4.3.4), we do some simple dimension counting. We construct the
correspondence
(4.4.4)
Σ =
{
(X,Λ′,Λ) : Λ ( Λ′ and CΛ,X∩Λ′ ⊂ X
}
⊂ |O(d)| ×G(n− l − 1, n)×G(l, n)
where d = dc, n ≥ 2l + 4 and G(a, n) is the Grassmannian of a-dimensional
linear subspaces of Pn. Its dimension dimΣ can be easily computed by
projecting it to G(n− l − 1, n)×G(l, n):
(4.4.5)
dimΣ = (2n − 3l − 1)(l + 1) + dim |O(d)|
−
((
n+ d− l − 1
d
)
−
(
n+ d− 2l − 2
d
))
< dim |O(d)| − (n+ 1)
for d ≥ 4 and n ≥ 2l+4 or d = 3 and n ≥ max(6, 2l +4). So the projection
of Σ to |O(d)| has codimension bigger than n + 1, while the subvariety
parameterizing hypersurfaces in |O(d)| with n + 1 nodes has codimension
n+ 1. So X = Xc satisfies (4.3.4).
Similarly, to see (3.2.3), we construct the correspondence
(4.4.6)
Σ =
{
(X1,X2, ...,Xc,Λ) : Λ ⊂ X = X1 ∩X2 ∩ . . . ∩Xc
X and Λ fail (3.1.29)
}
⊂
c∏
i=1
|O(di)| ×G(l, n).
Again, dimΣ can be computed by projecting Σ to G(l, n). If the codimension
of the projection of Σ to
∏
|O(di)| is larger than n + 1 for 2l ≥ n − c − 2,
then X satisfies (3.2.3).
Note that (3.1.29) fails if
(4.4.7) ξX,Λ ◦ α = 0 for some α ∈ Hom(OΛ(1), NΛ) and α 6= 0.
If Λ = {z0 = z1 = . . . = zn−l−1 = 0}, then it translates to
(4.4.8)
[
∂Fi
∂z0
]
1≤i≤c
,
[
∂Fi
∂z1
]
1≤i≤c
, . . . ,
[
∂Fi
∂zn−l−1
]
1≤i≤c
are linearly dependent in
c⊕
i=1
H0(OΛ(di − 1)),
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where Xi = {Fi(z0, z1, . . . , zn) = 0} for i = 0, 1, . . . , n. Therefore,
(4.4.9)
dim
c∏
i=1
|O(di)| − dimΣ =
c∑
i=1
(
di + l
di
)
− (n− l)(l + 1)
+ max
(
0,
c∑
i=1
(
di + l − 1
l
)
+ l + 1− n
)
.
In the range n− c ≥ 2l ≥ n− c− 2, the right hand side of (4.4.9) is greater
than n+ 1 except
• l = 0 and n− c = 2, or
• l = 1, 2 ≤ n− c ≤ 4 and 2
∑
di ≤ 4n− c− 3, or
• l = 2 and (n, d1, d2, . . . , dc) = (5, 3), (6, 3), (7, 3), (7, 4), (7, 2, 3),
(8, 2, 3), (8, 3, 3), (9, 2, 2, 3), or
• l = 3 and (n, d1, d2, . . . , dc) = (8, 3), (9, 3), (10, 2, 3), or
• l = 4 and (n, d1, d2, . . . , dc) = (11, 3).
This shows that X satisfies (3.2.3) with the above exceptions. 
4.3. Completion of the proof of Theorem 1.3(3). We also need the
following lemma in linear algebra.
Lemma 4.5. Let V ∼= kn+1 be a vector space of dimension n + 1 over an
algebraically closed field k and let (k∗)n act on V by
(4.5.1) (a1, a2, ..., an)
n∑
i=0
biei =
n∑
i=0
aibiei
for a fixed basis {e0, e1, ..., en} of V , where a0 = 1. Let G(m,V ) be the
Grassmannian of m-dimensional subspaces of V . Then the induced action
of (k∗)n on G(m,V ) has generically trivial stabilizers for all m. That is, for
a general Λ ∈ G(m,V ),
(4.5.2) stab(Λ) = {ξ ∈ (k∗)n : ξ(Λ) = Λ} = {1}.
Proof. Let us consider the Plücker embedding π : G(m,V )→ P(∧mV ). For
a general Λ ∈ G(m,V ), it is easy to see that λI 6= 0 for all I in
(4.5.3) π(Λ) =
∑
I⊂{0,1,...,n}
|I|=m
λI
(∧
i∈I
ei
)
.
For ξ = (a1, a2, ..., an) ∈ (k
∗)n, we have
(4.5.4) π(ξ(Λ)) =
∑
I⊂{0,1,...,n}
|I|=m
aIλI
(∧
i∈I
ei
)
for aI =
∏
i∈I
ai.
Therefore, ξ ∈ stab(Λ) if and only if aI = aJ for all I, J ⊂ {0, 1, ..., n} with
|I| = |J | = m, which implies that a1 = a2 = ... = an = 1. 
Now we are ready to prove Theorem 1.3(3).
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Proof of Theorem 1.3(3). Let p0, p1, . . . , pn be n+1 general points in P
n and
let X1,X2, ...,Xc be general members of (4.4.1).
Since Xsing = {p0, p1, . . . , pn}, AutL(X) is a subgroup of Aut(P
n) preserv-
ing {p0, p1, . . . , pn}. Namely, we have
(4.5.5)
AutL(X) ⊂ {ξ ∈ Aut(P
n) : ξ(pi) ∈ {p0, p1, . . . , pn} for 0 ≤ i ≤ n}
= (k∗)n ⋉ Σn+1
with an obvious group homomorphism
(4.5.6) AutL(X)
ϕ
// Σn+1
where Σn+1 is the symmetric group acting on {p0, p1, . . . , pn} and ϕ(ξ) sends
pi to ξ(pi) for i = 0, 1, . . . , n.
We claim that ker(ϕ) = {1}. Clearly, ker(ϕ) is a subgroup of (k∗)n, which
acts on Pn simply by
(4.5.7) ξ(z0, z1, ..., zn) = (z0, a1z1, . . . , anzn) for ξ = (a1, . . . , an).
This action can be lifted to a dual action on H0(O(1)) by
(4.5.8) ξ(zi) = a
−1
i zi for ξ = (a1, ..., an) and i = 0, 1, ..., n
where a0 = 1. Thus, we have an induced action of ker(ϕ) on H
0(O(d)) for
all d ∈ N. In particular, it preserves the subspace
(4.5.9) Vn,d,m = H
0(Pn,O(d) ⊗O(−mp0 −mp1 − . . .−mpn))
for all d,m ∈ N. Furthermore, since ker(ϕ) ⊂ AutL(X), it preserves the
subspace H0(IX(d)).
When d = d1 = d2 = ... = dl < dl+1, ker(ϕ) preserves
(4.5.10) H0(IX(d)) = Span{F1, F2, ..., Fl}
where Fi ∈ H
0(O(di)) are the defining polynomials of Xi. Therefore,
(4.5.11) Span{ξ(F1), ξ(F2), ..., ξ(Fl)} = Span{F1, F2, ..., Fl}
for Fi ∈ Vn,d,1 general and all ξ ∈ ker(ϕ). Applying Lemma 4.5 to V =
Vn,d,1, we see that ker(ϕ) acts trivially on PVn,d,1. By (4.4.3) and (4.5.8), we
conclude that ker(ϕ) is trivial.
When d = d1 = d2 = ... = dc, the same argument as above shows that
(4.5.12) Span{ξ(F1), ..., ξ(Fc−1), ξ(Fc)} = Span{F1, ..., Fc−1, Fc}
for all ξ ∈ ker(ϕ). Note that F1, ..., Fc−1 ∈ Vn,d,1 and Fc ∈ Vn,d,2.
Let π : H0(O(d)) → Vn,d,2 be the projection given by the decomposition
of H0(O(d)) into monomials in z0, z1, ..., zn. Then ξ ◦ π = π ◦ ξ for all
ξ ∈ ker(ϕ). Therefore,
(4.5.13) Span{ξ(G1), ..., ξ(Gc−1), ξ(Fc)} = Span{G1, ..., Gc−1, Fc}
for all ξ ∈ ker(ϕ) andGi = π(Fi). Clearly, for Fi ∈ Vn,d,1 general, Gi = π(Fi)
is general in Vn,d,2. Again, applying Lemma 4.5 to V = Vn,d,2, we see that
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ker(ϕ) acts trivially on PVn,d,2. By (4.4.3) and (4.5.8), we again conclude
that ker(ϕ) is trivial.
In conclusion, we have proved that ker(ϕ) = {1} and hence AutL(X) is a
subgroup of Σn+1.
Let X ⊂ Pn×B be a flat family X ⊂ Pn×B of complete intersections of
type (d1, d2, . . . , dc) over a smooth quasi-projective curve B with X0 = X for
0 ∈ B. Here we exclude the hypersurface cases settled by Matsumura and
Monsky’s Theorem 1.1 and the exceptional cases listed in Theorem 1.3(3).
In the remaining cases, either X satisfies the hypotheses of Proposition 3.2
by Lemma 4.2, 4.3 and 4.4 or KX/B is nef. When KX/B is nef, a birational
map f : X 99K X over B is an isomorphism in codimension 2. Therefore,
every f ∈ AutL(X
∗/B∗) induces an automorphism on H0(OX (1)) and is
hence an automorphism of X/B itself. Therefore, in all remaining cases, we
conclude that every f ∈ AutL(X
∗/B∗) can be extended to f ∈ AutL(X/B).
Consequently, AutL(Xb) is a subgroup of Σn+1 for b ∈ B general. To further
show AutL(Xb) = {1}, we use the following argument.
Let X ⊂ Pn × B be a complete family of complete intersections in Pn of
type (d1, d2, ..., dc), let Ti ⊂ B be the locus of X = X1 ∩X2 ∩ ... ∩Xc with
(4.5.14)
Xi ∈ |O(di)⊗O(−p0 − p1 − · · · − pn)| for i = 1, 2, . . . , c− 1
Xc ∈ |O(dc)⊗O(−2pi −
∑
j 6=i
pj)|
for i = 0, 1, ..., n and let S ⊂ B be the locus of X = X1 ∩X2 ∩ ...∩Xc given
by (4.4.1). Clearly, S = T0 ∩ T1 ∩ ...∩ Tn and Xt has only one node at pi for
t ∈ Ti general by Bertini’s theorem as in the proof of Lemma 4.4.
Suppose that there exists ξb 6= 1 ∈ AutL(Xb) for b ∈ B general. Then ξb
can be extended to ξ ∈ AutL(XU/U) over an open set U ⊂ B after a finite
base change such that U ∩ S 6= ∅, where XU = X ×B U .
Let s ∈ U ∩ S be a general point of S. Clearly, ξs 6= 1. And since
ker(ϕ) = 1, we see that ξs acts non-trivially on the set {p0, p1, ..., pn}, i.e.,
ξs(pi) 6= pi for some 0 ≤ i ≤ n. On the other hand, for a general point
t ∈ U ∩ Ti, Xt has only one node at pi and hence ξt(pi) = pi. This is a
contradiction since s ∈ U ∩ Ti.
Therefore, AutL(Xb) = {1} for b ∈ B general. This finishes the proof of
Theorem 1.3(3). 
The main missing case for generic triviality of AutL(X) is intersections
of quadrics in positive characteristic.
5. Equivariant Deformations
In this section, we use equivariant deformation theory to show that the
automorphism group of a complete intersection (except some cases) acts on
the cohomology groups faithfully over complex numbers.
Let us first recall equivariant deformation theory from [Ill72b, Ill72a]
and [Wew05]. We refer to [AJ00] for a more elementary introduction of
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equivariant deformation theory for smooth varieties. We freely use the nota-
tions and results from [Wew05]. Suppose Y is a scheme over a field k with
a group action
G× Y → Y.
Let LGY/k be the equivariant cotangent complex with respect to the group
action. The complex LGY/k is a complex of G-OY -module, moreover, the
underlying complex of LGY/k is the ordinary contangent complex LY/k. There
is a forget map F which is the identity on the underlying complex
F : LGY/k
∼=
// LY/k .
It gives rise to a natural forgetful map
F : ExtqG−OY (L
G
Y/k,OY )→ Ext
q
OY
(LY/k,OY ).
In the following, we assume k = C. Recall that there is a natural forget-
ful map from the equivariant deformation space Def(Y,G) to the ordinary
deformation space Def(Y):
Def(Y,G)→ Def(Y ).
Note that there is a spectral sequence as follows
(5.0.1) Ep,q2 = H
p(G,ExtqY (A,B))⇒ Ext
p+q
G (A,B)
where A,B are two complexes of G-OY -modules, cf. [Wew05, Page 1163]. In
particular, if G is a finite group, then the spectral sequence (5.0.1) degener-
ates at the E2 page for A = L
G
Y and B = OY . Therefore, we have
ExtqY (LY ,OY )
G
 v
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
ExtqG(L
G
Y ,OY )
F

ExtqY (LY ,OY )
.
The map F is injective. Moreover, it follows from equivariant deformation
theory that the map
Ext2G(L
G
Y ,OY )
  F
// Ext2Y (LY ,OY )
associates to the obstruction obs(Yn, G) the obstruction obs(Yn) with re-
spect to the small extension 0 → C → R′ → R → 0 of an Artin C-algebra
R, where Yn is a deformation of Y over R with G action. So if Y is un-
obstructed (obs(Yn) = 0), then (Y,G) is unobstructed. By the Kodaira
vanishing theorem, we have that
Ext2(LY ,OY ) = H
2(Y, TY ) = H
l−2(Y,Ω1Y ⊗KY ) = 0
if Y is a Fano variety over complex numbers C and of dimension l. If Y is a
proper Calabi-Yau algebraic manifold, then Y is unobstructed by [Kaw92]
and [Tia87]. Therefore, in both cases, the equivariant deformation of (Y,G)
is unobstructed, i.e., the deformation space Def(Y,G) is smooth.
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Suppose that the finite group G is generated by an automorphism g of Y
such that H∗(g) = Id on H∗(Y,Q). Then we have the following diagram
H1(Y, TY )
G
 _

// Hom(Hq(Y,ΩpY ),H
q+1(Y,Ωp−1Y ))
G
H1(Y, TY ) // Hom(H
q(Y,ΩpY ),H
q+1(Y,Ωp−1Y ))
where p + q = dim(Y ). By the infinitesimal Torelli theorem [Fle86], the
bottom arrow is injective for some p and q if Y is a complete intersection in
Pn of type (d1, . . . , dc) with (n, d1, . . . , dc) 6= (3, 3) or (n, 2, 2). In particular,
we have H1(Y, TY )
G = H1(Y, TY ).
Note that the tangent space of Def(Y,G) is given by
Ext1Y (L
G
Y ,OY ) = H
1(Y, TY )
G.
It follows that
(5.0.2) Def(Y,G) = Def(Y )
if Y is a Fano or Calabi-Yau complete intersection in Pn of type (d1, . . . , dc)
with (n, d1, . . . , dc) 6= (3, 3) or (n, 2, 2).
Proposition 5.1. Let X be a smooth complete intersection in CPn of type
(d1, d2, . . . , dc) for (d1, d2, . . . , dc) 6= (2, 2). If X is not a cubic surface or an
elliptic curve, then the map
Aut(X)→ Aut(Hm(X,Q))
is injective where m = n− c.
Proof. The proposition is well-known for smooth algebraic curves of genus
at least two and K3 surfaces. If X is a surface with nontrivial canonical
bundle, or the dimension of X is at least 3, then we have
Aut(X) = AutL(X).
Suppose g is a linear automorphism of X acting trivially on Hm(X,Q). If
X is a Fano or Calabi-Yau complete intersection, then we know that g is
extendable to any nearby deformation Y of X by (5.0.2). It follows from
Theorem 1.3 that g is a specialization of the identity maps. Therefore, we
conclude that g is the identity.
Note that the induced action of g on the ring
SX =
⊕
n≥0
Symd(H0(X,ωX))
is trivial. If X is a complete intersection of general type, then it follows
that g induces the identity on the scheme X(⊆ Proj(SX)), thanks to the
fact that X has very ample canonical bundle. 
Remark 5.2. By [Pan16, Theorem 3.2 and Corollary 3.3], we have an alter-
native way to show this theorem.
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6. Automorphism and Cohomology
Lemma 6.1. Let X be a smooth cubic surface over an algebraically closed
field k. If g is an automorphism of X such that g∗ = Id on H2ét(X,Ql) for
a prime l 6= char(k), then g = Id.
Proof. It is clear that X is the blow-up of P2 at general six points p1, . . . , p6.
Denote by Bl : X → P2 the blow-up. It is clear that H2(X) has a basis
{Bl∗(OP2(1)), l1, . . . , l6} where li is the exceptional line corresponding to the
point pi. By the hypothesis, the automorphism g fixes the lines l1, . . . , l6. It
induces an automorphism ĝ : P2 → P2 such that ĝ ◦ Bl = Bl ◦g. It follows
that ĝ(pi) = pi. Since the six points pi are in general position, we conclude
ĝ = Id. Therefore, we have g = Id. 
Intersection of quadrics. In the following, we deal with the automor-
phism groups of intersections of quadrics. We freely use the notations fol-
lowing [Rei72]. We work over an algebraically closed field k and assume the
characteristic of k is not equal to 2.
Let X be a smooth complete intersection of type (2, 2) in Pnk . Suppose the
dimension of X is m. By [Rei72, Proposition 2.1], the complete intersection
X is projectively equivalent to Q1 ∩Q2 with
(6.1.1) Q1 = V (
n∑
i=0
X2i = 0), Q2 = V (
n∑
i=0
λiX
2
i = 0)
where {λi} are distinct elements in k. We assume the intersection X of two
quadrics is general. By Theorem 1.3, the automorphisms of X are given by
(±X0,±X1, . . . ,±Xn). In other words, we have
Aut(X) ∼= (Z/2Z)n+1/{±1} ∼= (Z/2Z)n = G.
Let us denote the automorphism (X0, . . . ,Xi−1,−Xi,Xi+1 . . . ,Xn) by σi
(cf. [Rei72, Page 37]). Suppose Auttr(X) is the kernel of
Aut(X)→ Aut(Hmét (X,Ql)).
We have the following lemma.
Lemma 6.2. If m is even, then Auttr(X) is trivial.
Proof. Let g ∈ Auttr(X). By [Rei72, Chapter 3, Definition on Page 48], we
have a commutative diagram
A(X)
 _

ĝ
// A(X)
 _

Hm(X)
g∗=Id
// Hm(X)
We refer to [Rei72, Chapter 3, Page 48] for the precise definition of A(X).
It follows from the remark [Rei72, Chapter 3, Page 49] that the map
A(X)→ Hm(X)
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is injective. In particular, we have ĝ = Id. By [Rei72, Proposition 3.18], we
have an injection
G →֒ Aut(Σ) ∼= Aut(A(X), ·, η) →֒ Aut(A(X)).
We refer to [Rei72, Chapter 3 Page 41] for the precise definition of Σ. There-
fore, we have g = Id. 
Lemma 6.3. If m is odd and at least 3, then Auttr(X) is (Z/2Z)
m+1. Sup-
pose an automorphism g of X is given by σi1 ◦ . . . ◦ σis . Then g ∈ Auttr(X)
if and only if s is even.
Proof. Suppose m = 2e+1. Let S be the variety parameterizing e-planes in
X. By [Rei72, Chapter 4, Page 55], the variety S is nonsingular of dimension
e+ 1. The obvious incidence subvariety T = {(s, x)|x ∈ s} ⊂ S ×X
T
p1
⑧⑧
⑧⑧
⑧⑧
⑧⑧ p2
  
❅❅
❅❅
❅❅
❅
S X
induces an isomorphism H1(S) ∼= H2e+1(X) with respect to the action of
g ∈ AutL(X), cf. [Rei72, Theorem 4.14]. Namely, the map g induces ĝ :
S → S and a commutative diagram
H1(S)
ĝ∗

∼=
// H2e+1(X)
g∗

H1(S)
∼=
// H2e+1(X).
We claim that if ĝ has a fixed point and ĝ∗ = Id, then g = Id on X. In
fact, by [Rei72, Theorem 4.8], we know S is an abelian variety. From the
injection
End(S) →֒ End(H1ét(S)),
it follows that ĝ = Id. On the other hand, a general point p ∈ X is the
intersection of e-planes in X which contain p, cf. Lemma 6.4. In other
words, we have p = ∩Pi where Pi goes through e-planes in X containing p.
It follows that
g(p) = g(∩p∈PiPi) = ∩p∈Pi ĝ(Pi) = ∩p∈PiPi = p
for a general point p ∈ X. We conclude that g = Id.
We claim that σ∗i = − Id on H
m(X) ∼= H1(S). In fact, since the auto-
morphism σi fixes {Xi = 0} ∩ X (cf. (6.1.1)) which is a smooth complete
intersection of type (2, 2) of dimension 2e, it is clear that σi fixes all the
e-planes in {Xi = 0} ∩X. Let s be a e-plane in {Xi = 0} ∩X. It follows
that σ̂i([s]) = [s]. Let C be the hyperelliptic curve (cf. [Rei72, Page 56])
given by:
z2 = Πni=0(x− λiy).
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For the point [s] ∈ S, by [Rei72, Proposition 4.2], we have a map
Ψ : C → S
whose image is the closure of C1
′
s = {t ∈ S|dim(s ∩ t) = n − 1}. Therefore,
the automorphism σ̂i : S → S maps C
1′
s to C
1′
s . It induces an automorphism
gi : C → C
such that σ̂i ◦Ψ = Ψ ◦ gi.
C
Ψ
//
gi

S
σ̂i

C
Ψ
// S
By [Rei72, Proposition 4.2, Corollary 4.5, Lemma 4.7 and Theorem 4.8], we
conclude that the morphism Ψ induces an isomorphism
Ψ∗ : H1ét(C,Ql)→ H
1
ét(S,Ql).
By the main theorem of [Poo00], there are some λi such that
Aut(C) = {1, ι}
where ι is the natural involution. In particular, it follows from the previous
claim that (σ̂i)
∗ 6= Id. We conclude gi 6= Id. Therefore, we have gi = ι. It
follows that σ̂i
∗ = − Id on H1(S) = Hm(X). So we show the claim holds for
one particular intersection X = X{λi} of two quadrics which is determined by
{λi}
n
i=0. In general, we consider the smooth family of complete intersections
of two quadrics
X{λi}

⊆ X̂ = {
∑
X2i = 0,
∑
λiX
2
i = 0}

{λi} ∈ B
Obviously, the automorphism σi acts on X̂ fiberwisely. Therefore, for any
smooth complete intersection X of two quadrics, we have σ∗i = − Id on
Hm(X). We prove the claim.
Hence, for an automorphism g = σi1 ◦ . . . ◦ σis of X, we conclude that
g ∈ Auttr(X) if and only if s is even. 
Lemma 6.4. Suppose that X is a smooth complete intersection of type (2, 2).
If dim(X) = m = 2e+1 is odd, then a general point p ∈ X is the intersection
of two e-planes in X.
Proof. Suppose TX,p is the projective tangent space to X at p. By a remark
in [Rei72, Page 65], the intersection TX,p ∩ X is a cone of a nonsingular
intersection Y of two quadrics in TX,p if p is a general point of X. It is
clear that dim(Y ) = m− 3 is even. By [Rei72, Theorem 3.8], there are two
(e − 1)-planes s and t in Y such that s ∩ t is empty. Note that the cones
Cone(s) and Cone(t) with vertex p are two e-planes in X containing p. It
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is clear that the intersection Cone(s)∩Cone(t) is the point p. We show the
lemma. 
Proof of Theorem 1.6.
Proof. According to the lemmas in this section and Proposition 5.1, it suf-
fices to show that the theorem holds for the complete intersection X over an
algebraically closed field k of positive characteristic when X is not a cubic
surface or a complete intersection of type (2, 2).
In fact, it follows from [DM69, Lemma 1.14] that the theorem holds if the
dimension of X is one and (n, d1, . . . , dc) 6= (3, 2, 2) (in this case, X is an
elliptic curve). If the dimension of X is two, then we have
Aut(X) = AutL(X)
for X being Fano or of general type. If X is a K3 surface, then the theorem
follows from [Riz06, Theorem 3.4.2] if we assume char(k) 6= 2. However, we
do not need this assumption for a complete intersection K3 surface. In fact,
if an automorphism g of X is fixing H2ét(X,Ql), then g is fixing the natural
polarization OX(1), i.e., g ∈ AutL(X) since the map
Pic(X) →֒ H2ét(X,Ql)
is injective. Therefore, we are reduced to proving the action of AutL(X) on
the cohomology is faithful.
Suppose that f : X → X is a linear automorphism. Then it is of finite
order, cf. [Ben13]. We can apply the same method as [Pan15, Lemma 2.2]
to show that Hmét(f) = Id if and only if H
m
cris(f) = Id.
Let g : X → W (k) be a lifting of X over the Witt ring W (k) and π be
the uniformizer of W (k). Assume Hmét(f) = Id. If the infinitesmal Torelli
Theorem holds for X, i.e., the cup product
(6.4.1) Ψ0 : H
1(X,TX )→
⊕
p+q=m
Hom(Hq(X,ΩpX),H
q+1(X,Ωp−1X ))
is injective, cf. Appendix A, then, by [Pan16, Theorem 5.5 and Corollary
5.6], such an automorphism f can be lifted from X over k to a lifting X of
X over the Witt ring W (k) =W .
For the sake of completeness, we sketch the proof of [Pan16, Theorem 5.5]
here. We have smooth morphisms
gn : Xn →Wn
where gn = g|Wn is the restriction of g to Wn = W/(π
n+1). It follows from
the injection (6.4.1) that we have an injective cup product
R1g0∗(f
∗
0TX0/k)⊗k (π
n+1)
Ψ̂n
⊕
p+q=m
Hom(Rqg0∗(Ω
p
X0/k
), Rq+1g0∗(Ω
p−1
X0/k
)⊗k (π
n+1))
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where we use the fact that the Hodge spectral sequence of Xn/Wn degener-
ates at E1 and are locally free so that the Hodge and de Rham cohomology
sheaves commute with base change ([SGA73, Exp IX]).
On the other hand, the map fn : Xn/Wn+1 → Xn/Wn+1 induces a map
Hp+qcris (fn) as follows
Hp+qcris (Xn/Wn+1)
// Hp+qcris (Xn/Wn+1)
Hp+qDR (Xn+1/Wn+1)
Hp+q
cris
(fn)
// Hp+qDR (Xn+1/Wn+1).
Therefore, the map Hp+qcris (fn)⊗Wn(= Id) can be identified with H
p+q
DR (fn)(=
Id) and hence it preserves the Hodge filtrations. The map Hp+qcris (fn) ⊗Wn
induces a diagram
F pHodgeH
p+q
DR (Xn+1/Wn+1)
//
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
grp−1F H
p+q
DR (Xn+1/Wn+1)
⊗
Wn+1(π
n+1)
Hq+1(Xn,Ω
p−1
Xn/Wn
)
⊗
Wn(π
n+1)
by the fact that (πn+1) is a square zero ideal in Wn+1. In particular, we
have the map ρ(fn)q as follows.
F pHodgeH
p+q
DR (Xn/Wn)
//
proj


Hq+1(Xn,Ω
p−1
Xn/Wn
)
⊗
Wn(π
n+1)
Hp(Xn,Ω
q
Xn/Wn
)
ρ(fn)q
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From [Pan16, Theorem 4.6], it follows that⊕
q
ρ(fn)q = ±Ψ̂n(obs(fn))
where obs(fn) is the obstruction element in
H1(Xn, f
∗
nTXn/Wn)⊗ (π
n+1) = H1(X0, f
∗
0TX0/k)⊗k (π
n+1).
Since Hmcris(f0) = Id preserves the Hodge filtrations, we conclude that ρ(fn)
is zero. It follows from the injectivity of Ψ̂n that obs(fn) is zero. Hence, we
have a formal automorphism lim
←
fn on the formal scheme lim
←
Xn.
By the Grothendieck existence theorem, the formal automorphism comes
from an automorphism f : X/W → X/W . In other words, we can lift
f over k to f over W (k). Let fK be the lifting over the fraction field
K = f.f(W (k)) of W (k). By Proposition 5.1, we conclude that fK is the
identity. Consequently, the specialization f of fK is also the identity. We
prove the theorem. 
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Appendix A. The infinitesimal Torelli theorem in arbitrary
field
We give an exposition on infinitesimal Torelli theorem of complete inter-
sections, a precise statement is given in Theorem A.1 and Theorem A.9. We
present these notes because we need to apply a positive characteristic ver-
sion of Theorem A.9 to deduce the faithfulness of automorphism actions on
cohomology groups of certain complete intersections.
Flenner shows the infinitesimal Torelli theorem holds for certian complex
manifolds [Fle86]. We find that the infinitesimal Torelli theorem is algebraic
and one can show it for algebraic varieties over an arbitrary field as long as
one takes a bit care with the duality between symmetric powers. The proof
we exposed in §A.5 is different from that of Flenner’s (we find the spectral
sequence argument makes the book-keeping less painful).
A.1. Divided powers. Recall that the rth divided power of a locally free
sheaf E on a scheme, notation Dr(E), is defined to be the dual
(A.1.1) Dr(E) = Sym
r(E∗)∗.
If e1, . . . , en is a local frame of E, then we write
e
(i1)
1 · · · e
(in)
n
to be the element dual to the basis elements
(e∗1)
i1 · · · (e∗n)
in .
If u =
∑
uiei, one defines
(A.1.2) u(r) =
∑
p1+···pn=r
up11 · · · u
pn
n e
(p1)
1 · · · e
(pn)
n .
This definition does not depend on the choice of basis. There is a natural
pairing between divided power and symmetric power:
(A.1.3) Symp+s(E)⊗Ds(E
∗)→ Symp(E),
dual to the algebra structure on D∗(E
∗).
The bialgebra structure on the symmetric algebra Sym∗(E) defines a bial-
gebra structure on D∗(E).
Situation A.2. Let X be a smooth, proper scheme pure dimension n over
a field k. Assume that there exists a short exact sequence of locally free
sheaves
0→ G → F → Ω1X → 0.
Let p be a positive integer no larger than n. We make the following two
hypotheses:
(i) the map
H0(X,Dn−p(G
∗)⊗ ωX)⊗H
0(X,Dp−1(G
∗)⊗ ωX)→ H
0(X,Dn−1(G
∗)⊗ ω2X)
is surjective;
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(ii) for all 0 ≤ j ≤ n− 2, we have
Hj+1(X,Symj(G) ⊗
∧n−1−j(F) ⊗ ω−1X ) = 0.
We have a long exact sequence of locally free sheaves
(A.2.1) 0→ Symp−1(G)→ · · · → G ⊗
∧p−2(F)→ ∧p−1(F)→ Ωp−1X → 0.
Dualizing (A.2.1), replacing p by p+ 1, we get
(A.2.2) (ΩpX)
∗ →
∧p(F∗)→ G∗ ⊗∧p−1(F∗)→ · · · → Dp(G∗)→ 0.
Since the pairing
ΩpX ⊗ Ω
n−p
X → ωX
is a perfect pairing, tensoring ωX to (A.2.2) and change p by n− p yields
(A.2.3) 0→ ΩpX →
∧n−p(F∗)⊗ ωX → · · · → Dn−p(G∗)⊗ ωX → 0.
When p = 1, dualize (A.2.3) yields
(A.2.4) 0→ ω∗X ⊗ Sym
n−1(G)→ · · · → ω∗X ⊗
∧n−1 F → TX → 0.
A.3. Three resolutions. Following Flenner, we introduce three complexes
T , A and B of locally free sheaves that resolve the sheaves TX , Ω
p
X and Ω
p−1
X
respectively. Let notations be as in Situation A.2. Define
(A.3.1) T• = {ω
∗
X ⊗ Sym
n−1(G)→ · · · → ω∗X ⊗
∧n−1F}
placed at cohomological degree −(n− 1), . . . ,−1, 0;
(A.3.2) A• = {
∧n−p(F∗)⊗ ωX → · · · → Dn−p(G∗)⊗ ωX}
placed at cohomological degree 0, 1, . . . , n − p; and
(A.3.3) B• = {Sym
p−1(G)→ · · · → G ⊗
∧p−2(F)→ ∧p−1(F)}
placed at cohomological degree −(p − 1), . . . ,−1, 0. Then we have quasi-
isomorphisms
T → TX [0], Ω
p
X [0]→ A, B → Ω
p−q
X [0].
The contraction
TX ⊗ Ω
p
X → Ω
p−1
X
thus induces a morphism
(A.3.4) 〈·, ·〉 : T ⊗A→ B,
in the derived category DbCoh(X). The morphism 〈., .〉 has an explicit de-
scription: By mulitilinear algebra, there are natural contractions∧s+t(E)⊗∧s(E∗)→ ∧t(E), Syms+t(E)⊗Ds(E∗)→ Symt(E).
Note that the hypothesis A.2(ii) says precisely that
Hj+1(X,Tj) = 0, 0 ≤ j ≤ n− 2.
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Remark A.4. The map uij : Ti⊗A
j → Bi−j is precisely induced by the above
contractions of the summands of the source; and u is the totalization of uij
when i and j vary. Although one would put faith on it as “what else could
it be”, the verification is a bit annoying. Flenner did this in his paper, but
since we rarely use this description, let’s not reproduce the lengthy proof.
A.5. Spectral sequences. We shall prove the infinitesimal Torelli theorem
by an induction argument with the help of certain spectral sequences. There
are spectral sequences
TE−i,j1 = H
j(X,Ti),
AEi,j1 = H
j(X,Ai),BE−i,j1 = H
j(X,Bi)
abutting to H∗(X,TX), H
∗(X,ΩpX) and H
∗(X,Ωp−1X ) respectively. The map (A.3.4)
thus induces a morphism
〈·, ·〉m :
TE−i,jm ⊗
AEs,tm →
BEs−i,j+tm .
on the level of spectral sequences (i.e., compatible wit differentials). This
follows from the construction of the spectral sequences (since the naïve fil-
tration, which is used to define these spectral sequences is preserved under
the tensor product).
Ultimately we are interested in the map
(A.5.1) 〈·, ·〉 : H1(X,TX)⊗H
n−p(X,ΩpX)→ H
n−p+1(X,Ωp−1X ).
The product structure on the spectral sequences eventually computes the
tensor product of assoicated graded vector spaces for the infinitesimal Torelli
map.
We wish to prove that (A.5.1) is injective on the first factor, in the sense
that if an element ξ ∈ H1(X,TX) induces the zero linear function, i.e.,
〈ξ, ·〉 = 0, then ξ must be zero. The relevant terms in TE−i,jm are those
with j − i = 1.
Hypothesis A.2(ii) says that TE−i,j1 = 0 for all j− i = 1 and i 6= −(n− 1).
Since (−(n− 1), n) is the left highest edge of the spectral sequence, we infer
that H1(X,TX ) =
TE
−(n−1),n
∞ and is the intersection⋂
m
Ker(d−(n−1),nm ) ⊂
TE
−(n−1),n
1 .
We shall denote by Vn−1−m the subspace Ker(d
−(n−1),n
m ) of Vn−1 =
TE
−(n−1),n
1 .
Then Vm ⊂ Vm−1 and H
1(X,TX) is V0. It turns out Flenner’s condition (i)
of Hypothesis A.2 puts some nondeneneracy on the first stage of the spectral
sequences.
Lemma A.6. Let notations be as above. The pairing
〈·, ·〉 : V0 ⊗
AEn−p,01 →
BE
−(p−1),n
1
is injective on the first factor.
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Proof. By the definition of the spectral sequence, the pairing is
Hn(X,ω∗X ⊗ Sym
n−1(G)) ⊗H0(X,Dn−p(G
∗)⊗ ωX)→ H
n(X,Symp−1(G)).
But saying the injectivity on the first factor amounts to saying, thanks to
the Serre duality, that the pairing in Situation A.2 (i) is surjective. We
win. 
Lemma A.7. For all m > 0, we have
Vn−m ⊗
AEn−p,0m →
BE−(p−1),nm
is injective on the first factor.
Proof. We have the following diagram
Vn−m+1 ⊗
AEn−p,0m−1
BE
−(p−1),n
m−1
Vn−m ⊗
AEn−p,0m
BE
−(p−1),n
m
The right vertical arrow in injective since the coordinate (−(p−1), n) of the
spot forces so (it’s the left-most highest spot for BE). By the definition of
Vn−m, an element v of it satisfies the property
〈v, dm−1a〉 = 0.
Since AEn−p,0m is defined to be the quotient
AEn−p,0m−1 /Im(dm−1), we see the
second horizontal pairing is indeed injective on the first fact, by induction
on m. 
Theorem A.1. Let notations be as in Situation A.2. The pairing
H1(X,TX)⊗H
n−p(X,ΩpX)→ H
n−p+1(X,Ωp−1X )
is injective on the first factor.
Proof. Let ξ be an element in E
−(n−1),n
∞ = V0 = H
1(X,TX ) that pairs to zero
with the second factor. Then it kills all elements AEn−p,0∞ (the right lowest
edge of the spectral sequence) since this is a subspace of Hn−p(X,ΩpX). By
Lemma A.7, ξ is zero. This completes the proof. 
A.8. Applications to complete intersections. Flenner’s theorem has
several applications. Most notably is the validity of the infinitesimal Torelli
for complete intersections in projective spaces. Using Theorem A.1, Flenner,
in his original paper, proves the infinitesimal Torelli theorem for complete
intersections by verifying the his conditions (i) and (ii) for them. The proof
is about linear algebra of polynomials, and only uses the Bott vanishing
theorem for the projective space as extra input, hence does not depend on
the ambient field. The only possible issue is the duality between symmetric
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power and divided power, but this is readily resolved by noticing the fol-
lowing fact: If L1, . . . , Lr are line bundles on a variety X, then there is an
isomorphic of bialgebra
D∗(L1 ⊕ · · · ⊕ Lr) ∼=
⊕
Li11 ⊗ · · · ⊗ L
ir
r .
This is true, since the dual algebra of D∗ is the symmetric algebra, and the
symmetric algebra version of this isomorphism is well-known.
Proposition A.9. Let k be any algebraically closed field. Let X be a com-
plete intersection of type (d1, . . . , dc) in a projective space P
n+c. Then the
conditions (i), (ii) of Hypothesis A.2 are verified for the exact sequence
0→
c⊕
i=1
OX(−di)→ Ω
1
Pn+c|X → Ω
1
X → 0.
except the cases listed below. Hence the infinitesimal Torelli theorem holds
for all complete intersections except for the ones listed below.
There are a few cases that (i) and (ii) do not verify, these exceptions are:
(1) (2,2) complete intersections,
(2) even dimensional (2,3) complete intersections,
(3) even dimensional (2,2,2) complete intersections,
(4) cubic fourfolds,
(5) quartic K3 surfaces, and
(6) quadrics.
As is well-known, the infinitesimal Torelli fails for quadrics and even dimen-
sional (2,2) complete intersections.
We need the infinitesimal Torelli to apply our theorem to complete inter-
sections in projective space of a field of positive characteristic. Since cubic
fourfolds has been dealt with in the paper of the second-named author, for
that application we shall still verify the infinitesimal Torelli holds true for
(2,2,2) and (2,3) complete intersections of even dimension. Flenner, in his
original paper, already proves these cases by other means (modifying his
scheme of proofs). But we decide to provide an exposition to these facts for
the sake of completeness. Both cases are proven similarly. Flenner treated
the case (2,2,2); so we shall illustrate our method by dealing with (2,3)
complete intersections in P2p+2.
Recall that the Bott vanishing theorem asserts that the cohomology groups
Hb(Pr,ΩaPr(ℓ))
vanish except in the following cases:
• b = a, ℓ = 0,
• b = 0, ℓ > a, or
• b = r, ℓ < a− r.
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For a smooth (2,3) complete intersection X in P = P2p+2, there might be
one extra term in TE1 that is nonzero, namely
TE
−(p−1),p
1 . This term is
Hp(X,ΩpP|X ⊗ Sym
p−1(OX (−2)⊗OX(−3)) ⊗OX(2p − 2)).
By binomial theorem, this cohomology group can be decomposed into a
direct sum
p−1⊕
i=0
Hp(X,ΩpP(−i)|X)
⊕(p−1i )
By the Bott vanishing theorem and the spectral sequence associated to the
Koszul complex, one sees that the only nontrivial summand in the decom-
position is
k ∼= Hp(X,Ω
p
P|X).
If this 1-dimensional space is killed by some differential of TE, then it
won’t contribute anything to the eventual infinitesimal Torelli map, and
we already win. If the contrary holds, and suppose ξ 6= 0 kills all the
space Hp(X,ΩpX). Let’s derive a contradiction. Then each element η ∈
Hp(X,ΩpX ) = H
0(X,ΩpX [p]) induces a homomorphism of spectral sequences
〈·, η〉 : TEa,bm →
BEa,b+pm .
At the E1-stage, by identifying
BE
−(p−1),2p
1 with H
2p(X,ωX) and
TE
−(p−1),p
1
with Hp(X,ΩpP|X), this map is identified with the cup-product map
(A.9.1) ∪ η : Hp(X,ΩpP|X)→ H
2p(X,ωX).
Since TE
−(p−1),p
1 =
TE
−(p−1),p
∞ , the image of the above map actually falls
in BE
−(p−1),2p
∞ ⊂ H2p(X,ωX). The map (A.9.1) is not always zero as the
pairing
Hp(X,ΩpP|X)⊗H
p(X,ΩX)→ H
2p(X,ωX).
is not identically zero (which also yields H2p(X,ωX) survives in
BE∞).
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