The spectral and Jordan structures of the web hyperlink matrix G(c) = cG + (1 − c)ev T have been analyzed when G is the basic (stochastic) Google matrix, c is a real parameter such that 0 < c < 1, v is a nonnegative probability vector, and e is the all-ones vector. Typical studies have relied heavily on special properties of nonnegative, positive, and stochastic matrices. There is a unique nonnegative vector
Introduction
The web can be regarded as a huge directed graph whose n nodes are webpages and whose edges are the links between pages [Langville and Meyer 04] (a dangling node), then G ij = 1/n for all j = 1, . . . , n. This definition corresponds to the following web user behavior: a user visiting page i moves, if deg(i) > 0, with probability 1/deg(i) to one of the deg(i) pages linked to page i and, if deg(i) = 0, with probability 1/n to any page in the web.
Since all of the row sums of G are 1, the n-vector e of all ones is a right eigenvector of G associated with the eigenvalue 1, that is, Ge = e. Since all the entries of G are nonnegative, the Perron-Frobenius Theorem ensures that no eigenvalue of G has modulus greater than 1 and that there is a nonnegative n-vector y such that y T G = y T and y T e = 1; y T denotes the transpose of y.
PageRank is a nonnegative n-vector whose individual entries are interpreted as a measure of importance of the webpages corresponding to them. One way to define the importance of a given page is to let it be the limit probability that a generic user reaches that page after infinitely many clicks. In this surfing model of the web, PageRank is a nonnegative left eigenvector y of G associated with the eigenvalue 1, that is, y T G = y T (normalized so that y T e = 1). Ideally, to compute PageRank one would like to compute a normalized nonnegative solution of the system of linear equations y T G = y T . The good news is that a solution always exists; the bad news is that there might be multiple independent solutions. And even if there is a unique solution, computing it by standard methods such as the power method may fail because G has one or more eigenvalues different from 1 that have modulus 1 [Golub and Van Loan 83, Langville and Meyer 05] . The standard resolution of these difficulties is to modify G: for a given c ∈ [0, 1] and a given nonnegative n-vector v such that v T e = 1, define the parametric Google matrix
G(c) = cG + (1 − c)ev
T , (1.1) which corresponds to the following user behavior: with probability c, a user visiting page i moves according to the rule described by the basic Google matrix G; with probability 1 − c the user moves according to the rule described by the nonnegative probability vector v = [v j ] (that is, moves to page j with probability v j ). The value c = 0.85 is often considered in the literature. (See [Langville and Meyer 04] and the references therein.) If 0 ≤ c < 1, it turns out that 1 is the only eigenvalue of G(c) that has modulus 1 and it is associated with a unique nonnegative normalized left eigenvector y(c), which can be computed reliably by the power method; see [Langville and Meyer 04] and the references therein. Indeed, the error in the computed value of y(c) at step k is at most a fixed constant times c k . Of course, the computation could be quite slow if c is very close to 1.
We have three expository goals. The first is to describe the eigenvalues and Jordan blocks of G(c) as a function of a complex parameter c; we begin by analyzing a class of complex matrices that contains G(c) as a special case. Second, we want to explain how one can analyze the behavior (regularity, limits, expansions, conditioning, etc.) of the normalized left eigenvector y(c) of G(c) as a function of the complex variable c. Finally, we describe an algorithm to compute PageRank that exploits the complex analytical properties of y(c).
The paper is organized as follows. In Section 2, we set notation and terminology for the basic matrix-theoretic concepts that we employ to analyze a generalization of G(c): for a square complex matrix A, nonzero complex vectors x and v such that Ax = λx and v * x = 1, and a complex variable c, we study A(c) = cA + (1 − c)λxv * . In Section 3 we explain how Alfred Brauer used the classical principle of biorthogonality in 1952 to prove a theorem that reveals the eigenvalues of A(c). In Section 4 we introduce the complete principle of biorthogonality and use it to obtain the Jordan blocks of A(c) under the assumption that there is a nonzero vector y such that y * A = λy * and y * x = 1. In particular, such a vector y exists if λ is a simple or semisimple eigenvalue of A. In Section 5 we derive a representation for a distinguished left λ-eigenvector y(c) of A(c); this representation is an explicit rational vector-valued function of the complex variable c. In Section 6 we study lim c→1 y(c), and in Section 8 we focus on the special case in which A is the basic Google matrix G, x = e, and v is a nonnegative probability vector. In Section 9, we propose an algorithm to compute PageRank that exploits properties of G(c) as a function of a complex variable c. Our final section mentions some prior work.
Terminology and Notation
All the matrices and vectors that we consider have real or complex entries. We denote the conjugate transpose of an m × n matrix X = [x ij ] by X * = [x ji ]. If A is a square matrix, its characteristic polynomial is p A (t) := det(tI − A); the (complex) zeroes of p A (t) are the eigenvalues of A. A complex number λ is an eigenvalue of A if and only if there are nonzero vectors x and y such that Ax = λx and y * A = λy * ; x is said to be an eigenvector (more specifically, a right eigenvector ) of A associated with λ and y is said to be a left eigenvector of A associated with λ. If λ is an eigenvalue of A, its algebraic multiplicity is its multiplicity as a zero of p A (t); its geometric multiplicity is the maximum number of linearly independent eigenvectors associated with it. The geometric multiplicity of an eigenvalue is never greater than its algebraic multiplicity. An eigenvalue whose algebraic multiplicity is one is said to be simple. An eigenvalue whose algebraic and geometric multiplicities are equal is said to be semisimple; an eigenvalue λ of A is semisimple if and only if rank(A − λI) = rank(A − λI) 2 . We let e 1 indicate the first column of the identity matrix I:
T denote the all-ones vector. Whenever it is useful to indicate that an identity or zero matrix has a specific size, e.g., r × r, we write I r or 0 r .
Two vectors x and y of the same size are orthogonal if x * y = 0. The orthogonal complement of a given set of vectors is the set (actually, a vector space) of all vectors that are orthogonal to every vector in the given set.
An n × r matrix X has orthonormal columns if X * X = I r . A square matrix U is unitary if it has orthonormal columns, that is, if U * is the inverse of U . A square matrix A is a projection if A 2 = A. A square matrix A is row stochastic if it has real nonnegative entries and Ae = e, which means that the sum of the entries in each row is 1; A is column stochastic if A T is row stochastic. We say that A is stochastic if it is either row stochastic or column stochastic.
The direct sum of k given square matrices X 1 , . . . , X k is the block diagonal matrix ⎡ ⎢ ⎣
The k × k Jordan block with eigenvalue λ is
Each square complex matrix A is similar to a direct sum of Jordan blocks, which is unique up to permutation of the blocks; this direct sum is the Jordan canonical form of A. The algebraic multiplicity of λ as an eigenvalue of J k (λ) is k; its geometric multiplicity is 1. If λ is a semisimple eigenvalue of A with multiplicity m, then the Jordan canonical form of A is λI m ⊕ J, in which J is a direct sum of Jordan blocks with eigenvalues different from λ; if λ is a simple eigenvalue, then m = 1 and the Jordan canonical form of
Suppose that a square matrix A is similar to the direct sum of a zero matrix and a nonsingular matrix, that is,
The matrix
is called the Drazin inverse of A; it does not depend on the choice of S or B in the representation (2.1) [Campbell and Meyer 79, Chapter 7] For a systematic discussion of the terms defined in this section as well as a broad range of matrix analysis issues, see [Horn and Johnson 85] .
Basic Biorthogonality and Eigenvalues
The following observation about left and right eigenvectors associated with different eigenvalues is the basic principle of biorthogonality [Horn and Proof. In the statement of Brauer's Theorem, replace A and v by cA and (1−c)λv, respectively. The eigenvalues of cA are cλ, cλ 2 , . . . , cλ n , x is an eigenvector of cA associated with the eigenvalue cλ, and Brauer's Theorem tells us that the eigen-
Robert Reams revisited Brauer's theorem in 1996 [Reams 96, p. 368] . He observed that the Schur triangularization theorem [Horn and Johnson 85, Theorem 2.3 .1] can be used to prove Brauer's Theorem without a continuity argument: Let S = [x S 1 ] be any nonsingular matrix that upper triangularizes A as
and whose first column is an eigenvector x associated with the eigenvalue λ.
Therefore, the similarity
reveals both the eigenvalues of A + xv * and their multiplicities.
Complete Biorthogonality and Jordan Blocks
Brauer used the basic principle of biorthogonality to analyze the eigenvalues of A + xv * . We now want to analyze the Jordan blocks of A + xv * . The basic principle of biorthogonality is silent about what happens when λ = µ. In that event, there are three possibilities:
2. y * x = 0 (we can normalize so that y * x = 1); or 3. x = αy (we can normalize so that x = y and x * x = 1).
The following complete principle of biorthogonality addresses all the possibilities and describes reduced forms for A that can be achieved in each case.
Theorem 4.1. Let A be an n × n complex matrix, and let x and y be nonzero complex vectors such that Ax = λx and y * A = µy * .
(a) Suppose that λ = µ and 
, in which the columns of U 1 are any given orthonormal basis for the orthogonal complement of x and y. Then, U is unitary, the algebraic multiplicity of λ is at least two, and 
Proof.
(a) Lemma 3.1 ensures that x and y are orthogonal. Let U = [x y U 1 ], in which the columns of U 1 are a given orthonormal basis for the orthogonal complement of x and y. The n columns of U are an orthonormal set, so U is unitary. Compute the unitary similarity
, in which the columns of U 1 are a given orthonormal basis for the orthogonal complement of x and y. The reduced form of A under unitary similarity via U is the same as in (a), but with λ = µ. The characteristic polynomial of A is
A Laplace expansion by minors down the first column gives
Finally, a Laplace expansion by minors across the first row gives
so λ is a zero of p A (t) with multiplicity at least two. 
Thus, the n − 1 columns of Z 1 , necessarily linearly independent, are orthogonal to x, so they are a basis for the orthogonal complement of x. Also, η * S 1 = 0 means that η is orthogonal to the orthogonal complement of y, so η = αy. But, 1 = η * x = (αy) * x =ᾱy * x =ᾱ, so α = 1 and η = y. Finally, compute the similarity
Let the columns of U 1 be a given orthonormal basis for the orthogonal complement of x. Then, the n columns of U = [x U 1 ] are an orthonormal set, so U is unitary. Compute the unitary similarity
We now use the complete principle of biorthogonality to establish an analog of Theorem 3.2 for Jordan blocks.
Theorem 4.2. Let A be an n × n complex matrix. Let λ, λ 2 , . . . , λ n be the eigenvalues of A, and let x and y be nonzero complex vectors such that Ax = λx and y * A = λy * . Assume that y * x = 1. Then, the Jordan canonical form of A is
for some positive integers k, n 1 , . . . , n k and some set of eigenvalues Proof. The hypotheses and Theorem 4.1(c) ensure that
for some nonsingular S of the form S = [x S 1 ], so that S −1 x = e 1 . The eigenvalues of B are λ 2 , . . . , λ n ; let
be the Jordan canonical form of B. Just as in Reams's proof of Brauer's Theorem, we have
in which we set w * := v * S 1 . Combining the similarities (4.5) and (4.6), we see that
Now let ξ be any given (n − 1)-vector, verify that
and compute the similarity
We have assumed that λ + v * x is not an eigenvalue of B, so we may take 
Then, for any nonzero complex number c such that
the Jordan canonical form of A(c) is
Proof. We proceed as in the proof of Corollary 3.3. In the statement of Theorem 4.2, replace A and v by cA and (1 −c)λv, respectively. For any c, cA is similar to
but if c = 0, we can say more: this direct sum is similar to
Moreover, x is an eigenvector of cA associated with the eigenvalue cλ, the remaining eigenvalues of cA are cλ 2 , . . . , cλ n , and
Thus, our assumption (4.7) and Theorem 4.2 ensure that the Jordan canonical form of
The Normalized Left λ-Eigenvector of A(c)
If λ = 0, Corollary 3.3 ensures that it is a simple eigenvalue of A(c) for all but finitely many values of c. We would like to have an explicit expression for its associated left eigenvector y(c), normalized so that y(c) * x = 1. 
is a projection that is determined uniquely by A and λ, regardless of the choice of columns of X. Define the vector y(c) by
and the derivative of y(c)
(5.10)
If m = 1 and y(·) is defined by (5.1), then the four preceding identities are correct if we replace E with B, S 2 with S 1 , and Z 2 with Z 1 . For each given vector norm · there is a positive constant M (depending on A, λ, v, and
(a) The similarity (4.1) shows that the eigenvalues of B are λ 2 , . . . , λ n , so our assumption that λ = cλ j for all j = 1, . . . , n ensures that λ is not an eigenvalue of cB. If λ is an eigenvalue of B, it must have multiplicity at least two as an eigenvalue of A, so if it is a simple eigenvalue of A, it is not an eigenvalue of B. The vector y(c) defined by (5.1) satisfies the condition y(c) * x = 1 because y * x = 1 and Z * 1 x = 0. To show that it is a left λ-eigenvector of A(c), we begin by combining (4.5) and (4.6):
A calculation verifies that the vector η(c) defined by 
is a normalized left λ-eigenvector of A(c), and if c = 1 it is the only vector that satisfies the conditions (5.2). 
, and notice thatŶX * = Y X * . We draw two conclusions from these observations:
(1) We are free to let the columns of X be any linearly independent set of right λ-eigenvectors of A.
(2) Regardless of the choice of columns of X, the product Y X * remains the same. Moreover,
This second conclusion also follows from a useful representation for XY * . We have 
Let the first column of X be the given λ-eigenvector x that satisfies v * x = 1, and write X = [xX]. Then, x is the first column of S, so S −1 x = e 1 and
Thus, 13) and so
The assumption (5.3) (which is satisfied for c = 1) ensures that λ is not an eigenvalue of cE, and a calculation verifies that η(c) defined by
is a left λ-eigenvector of the matrix in (5.14) and that η(c) * e 1 = 1; if c = 1 it is the unique such vector. Therefore, y(c) defined by
satisfies the conditions (5.2); if c = 1 it is the only vector that satisfies these conditions.
If A and λ are real, the matrix S = [X S 2 ] that gives the reduced form (5.4) may be taken to be real (one may reduce to the real Jordan form [Horn and Johnson 85, Theorem 3.4.5] ). Then, (S −1 ) * = [Y Z 2 ] is real, so the uniquely determined product XY * must always be real, regardless of the choice of X.
(c) Using the identity αR
This identify verifies (5.7). One obtains (5.8) by lettingc → c; (5.9) and (5.10) follow by setting c = 1 and c = 0, respectively. The bound (5.11) follows from taking the norm of both sides of (5.7) and observing that the right-hand side is a continuous function on a compact set, so it is bounded.
The vector function y(c) defined by (5.6) is a complex analytic function at all but finitely many points in the complex plane, provided that λ is a nonzero semisimple eigenvalue of A. The points c = 0 and c = 1 are of special interest.
• The condition (5.3) is satisfied for all c such that |c| < min{|λµ 
This representation reveals all of the derivatives of y(c) at c = 0.
• The condition (5.3) is also satisfied for all c such that |c−1| < min{|λµ 
as a power series in γ, we obtain This series reveals all the derivatives of y(c) at c = 1. We can use the Drazin inverse to write this series as
In particular, the first derivative is
6. The Behavior of y(c) as c → 1
We are interested in the behavior of the left eigenvector y(c) defined by (5.1) as c → 1 in the complex plane, and to understand it better, we consider two examples.
• Example 1. Consider
The hypotheses of Theorem 5.1 are satisfied for all complex c / ∈ {1, 1/2}, and the vector y(c) defined by
is the normalized left eigenvector of
Although λ = 1 is not a simple eigenvalue of A, it is semisimple.
• Example 2. Consider is the normalized left eigenvector of
associated with the eigenvalue λ = 1. However, lim c→1 y(c) * does not exist unless α = 0. In this case, λ = 1 is not semisimple.
These two examples are not exceptional: when λ = 0, semisimplicity of λ is the essential hypothesis required to ensure that lim c→1 y(c) exists for all choices of v. The following theorem verifies this assertion and gives an explicit formula for the limit. 
Proof. (b) The assertion follows from (5.1) since λ is not an eigenvalue of B:
(c) This assertion follows in the same way from (5.6): 
Another Representation of the Projection
Proof. is valid whenever I − B is nonsingular. If we employ this identity with B = λ −1 J or B = λ −1 ν j I mj = e iθj I mj , we find in either case that
When the theorem's hypotheses about A's eigenvalues of maximum modulus are satisfied, the representation (7.1) reveals two important facts about the projection XY * : (a) if λ and A are real, then XY * is real (we have a more general result in Theorem 5.1(b)); and (b) if λ > 0 and the entries of A are nonnegative, then the entries of XY * are nonnegative.
A Special Case: The General Parametric Google Matrix
We begin with a summary of the properties of a row-stochastic matrix that are relevant to our analysis of the general parametric Google matrix. Proof.
(a) Clearly, Ae = e.
(b) The sum of the (nonnegative) entries in each row of A is 1, so no entry can be greater than 1. 
is the Jordan canonical form of A and that A = SJS −1 . It follows from (c) that the entries of
, which is unbounded as k → ∞ if |λ i | = 1. Thus, every Jordan block associated with any eigenvalue with modulus 1 must be 1 × 1, that is, every eigenvalue with modulus 1 is semisimple. For a different proof, see [Meyer 00, p. 696] (g) The Perron-Frobenius Theorem [Horn and Johnson 85, Theorem 8.3.1] ensures that there is a unique nonnegative (and by definition nonzero) left eigenvector y associated with the eigenvalue 1 that is normalized so that y T e = 1.
Since the basic Google matrix G has all the properties stated in the preceding lemma, and since these properties are special cases of the key hypotheses in our analyses in the preceding sections, specialization of our general results permits us to identify several pleasant and useful properties of the general parametric Google matrix G(c) = cG + (1 − c)xv * with complex c and v. 
(e) Suppose either that |c| < 1 or that 
is a real projection with nonnegative entries.
(f ) Suppose either that |c| < 1 or that It has been said that the "PageRank problem is closely related to Markov chains" [Brezinski and Zaglia 06, p. 553] . However, framing the PageRank problem in the general setting of standard matrix-analytic properties of complex matrices can liberate one's imagination and stimulate novel approaches that might not be considered in the context of Markov chains.
Computational Suggestions
We propose the following algorithm for experimentation and further research.
Choose a positive integer p (let us say, p = 10), and use the power method to compute the left 1-eigenvectors y j := y(re 2πij/p ), j = 0, . . . , p − 1, at p equally-spaced points on the complex circle of (small) radius r (let us say, r = 0.5 or 0.25). These computations are extremely fast since the standard power method at the kth iteration converges with a relative reduction error of at least r k [Golub and Van Loan 83, p. 330] . Moreover, one could employ a vector-valued Fast Fourier Transform procedure, whose numerical stability is excellent. Now use the p computed vectors y 0 , . . . , y p−1 as a starting point for an extrapolation algorithm to compute (an approximation to) y(c) at c = 0.85 (or even c = 0.99) [Brezinski and Zaglia 06, Brezinski et al. 05] . The idea is to choose linear combinations of y 0 , . . . , y p−1 that zero out certain terms in an expansion of the remainder y(c) − Y X * v [Brezinski and Zaglia 91, Chapter 4] . Now extract the real part of y(c), set to zero any entries that are negative, and normalize so that the sum of the entries (the l 1 norm) is 1. Finally do iterative refinement to increase precision [Del Corso et al. 05, Ipsen and S. Kirkland 06, Langville and Meyer 05] .
Computing the PageRank with c very close to 1 is difficult by straightforward techniques, due to slow convergence (see [Del Corso et al. 05 ]-and references therein-and [Langville and Meyer 04, Section 6 .1] for a discussion of the case lecturing at the University of Utah on November 11, 2005. It is a special pleasure to congratulate him on the occasion of his 75th birthday and to thank him for many years of mentoring and friendship.
