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Abstract
The aim of this work is to present a practical guide to implement a controller for an industrial manipulator.
The contents here presented are especially dedicated to a beginner in robotics. The necessary equations
and methodologies are presented, although sometimes the explicit derivations are omitted, as this could
lead to a loss of interest. The reader is encouraged to work in his or her speciﬁc control problem while
reading this work. Of course, whenever the urge of knowing the steps leading from one expression to
another appears, the source is available so that the person concerned may ﬁnd what is looking for.
Along with the theory, during the course of the explanations a controller for a real manipulator is
designed. After every step, the results of applying the presented equations to the example are shown.
This work ends with the numerical simulation of the aforesaid manipulator, including the recording
of the movements of a 3D model of the robot. Even when no experimental results are presented, by the
use of the 3D model it is possible to have an insight on how the robot would react with the designed
controller.
Also, some other control strategies diﬀerent from the main one are introduced. Furthermore, the
reader will ﬁnd in the bibliography all the necessary to keep learning long after ﬁnished reading these
pages.
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Chapter 1
Introduction
1.1 Objective and motivation
The objective of the thesis is to present a guided path to control an industrial manipulator.
A non-initiated person seeking to know how to implement the control system for a robot can have
trouble looking for a step to step procedure. The handbooks that consider all the aspects of the control
have to present a lot of theory, which requires a great amount of time and eﬀort for the reader to become
able to apply it. On the other hand, searching for those aspects separately could lead the interested to a
cloud of research papers, where each one uses a diﬀerent approach in order to have the best performance.
When trying to ﬁgure out which approach is the best to design a controller, facing such amount of diﬀerent
opinions can be discouraging. For example, let's imagine that we could split the problem in three steps,
and in any of these there were lots of diﬀerent ways to proceed. Considering every each of them at the
beginning makes the design diﬃcult and probably slower.
For that reason, the intention of this work is to brieﬂy sum up the main ideas of the control but
considering as many aspects of it as possible. Choices have to be made which means that some alternatives
are not explored. However, in those cases, if the reader feels the need for deeper knowledge, a reference
to a book or paper will be given.
1.2 Structure of this thesis
This work is divided into three main parts. The approach is more practical, with the use of a real
manipulator as example. By the end of this thesis, the presented robot will be able to follow pre-design
trajectories or to move from a given point to another. Every part will have a resume of the necessary theory
and then, this knowledge will be applied to the manipulator to obtain the expressions and equations.
The sections are like follows:
1. Theoretical study . The start is always the same: derivation of the mathematical expressions that
describe the kinematics and dynamics of the robot. A common method is presented and applied to
the sample manipulator.
2. Control design . From the expressions obtained in 1 , a widely used strategy is presented along
with some improvements that can be added. Other control strategies are brieﬂy commented.
3. Simulation . Here, the reader will ﬁnd the simulation model, as well as the trajectory path maker
algorithm. Moreover, the results of applying the designed control to the sample manipulator's
model are also shown.
1
Chapter 2
Theoretical study of the manipulator
In this section, the manipulator is presented. The frames that describe the position and orientation,
as well as the kinematics and dynamics expressions of interest, are deduced and shown in the following
subsections.
Figure 2.1: 3D model of the manipulator
2
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2.1 Robot manipulator model
The manipulator robot is a six-degree-of-freedom industrial manipulator. However, only the ﬁrst three
degrees of freedom (DOF) will be considered. That means that the joints 4, 5 and 6 will be considered
ﬁxed to the default position. The remain degrees of freedom are, from bottom to top, rotation 1, 2 and
3. From now on, as there are only three movements, the robot will be associated to a human arm. Terms
like forearm or shoulder can appear.
The robot has four parts: in black, the two parts of the base, one ﬁxed to the ground and the other,
mobile; in grey, the upper-arm and the forearm. The ﬁrst DOF is a rotation of the whole arm with
respect to the ﬁxed base. That is, the joint 1 is the one that makes the hole arm rotate about the vertical
axis. The second rotation allows relative movement, about an axis parallel to the ground, of the upper
arm with respect to the moving base. Finally, the last rotation acts like an elbow, allowing the movement
of the forearm with respect to the upper arm. That last rotation axis also remains parallel to the ground.
The point that is the objective of the positioning control could be though as the wrist1, or end-eﬀector,
and is situated at the end of the forearm.
A description like the one given above is not enough to describe the system with precision. For that
reason, a mathematical description is required. However, the shape of the manipulator will change for
sure, function of the relative angle that the servo-motors impose between one part and the adjacent. A
way of describing the robot with precision is by using coordinate systems. These coordinate systems, or
frames, are attached to the diﬀerent parts, or links, of the manipulator. That means that, considering a
robot with three degrees of freedom, there will be four links that are together thanks to the joints. That
means, at least 4 frames have to be deﬁned.
Going back to the human reference, is like a skeleton where the links represent the bones and the
articulations allow relative motion. The force that makes the links approach or separate is given by
the servo-motors and their torques. These frames are attached to the links, making possible to know
the position of one of the points, the frame's origin, and orientation. For further information, a more
accurate deﬁnition of the frames and links can be found at [3].
The frames that describe the position and orientation of the links of the sample robot are allocated
as shown in 2.2. Frame {4} is at the wrist. It will be useful to know where the wrist is in space when
designing the trajectories, although adding it does not make the description more accurate. As it was
commented before, the minimum required number of frames is n + 1, being n the number of degrees of
freedom or, for most serial robots, the number of joints.
The frame that comes before {4} is frame {3}, located at the rotation axis 3. Both {3} and {4}
have the same orientation because, as said before, the joints 4, 5 and 6 will be considered ﬁxed. The
axis of frame {3}, then, are such that the Y-axis is collinear with the rotation-3 axis and the X-axis is
perpendicular to the surface of the wrist. The Z-axis is then chosen to point upwards, which in turns
determines the direction the Y-axis is pointing to. To see it clearer, at 2.2 it is noticeable how the X-axis
is perpendicular to the frontal face of the wrist.
The previous frame is {2}, which has its origin on the rotation axis 2. Its Y-axis is also collinear with
the rotation axis and points in the same direction as the Y-axis of {3}. The X-axis and Z-axis are such
that, when all the rotation angles are set to zero (0-conﬁguration from now on), both {2} and {3} have
the same orientation.
Frame {1} is also chosen to be the same as {2} and {3} while being in the 0-conﬁguration. However,
its Z-axis is collinear with the rotation axis 1 and the whole frame is ﬁxed to the moving part of the
1This is a common notation for the last frame of the kinematic chain. Usually, the robot is holding a tool. That tool is
thought to be in a hand so that is why the last frame at the free end of the robot is called wrist.
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Figure 2.2: Frames location as seen from the 0-conﬁguration.
base. At last, frame {0}, or standard base, is exactly the same as {1} when rotation angle 1 is zero. As
it is ﬁxed to the still part of the base, whenever the base moves, there will be a rotation among Z-axis
between {0} and {1}.
Once the frames are deﬁned, it is time to create a way of describing them in numbers. For that reason
there is a stand frame. All the transformations are relative to each other. If there was no ﬁxed base, it
would be diﬃcult to understand and post-process some results. As frame {0} is so important, let's begin
by deﬁning the ﬁrst transformation from {1} to {0}. Those transformation matrices have three parts:
1. Rotation (Rii+1): A 3x3 matrix describes how the axis of the frame i+1 are seen from the base i.
Each of its columns express the corresponding base-vector of i+1 in terms of base i.
2. Position (P ii+1): A vector which locates the origin of frame i+1 as seen from frame i.
3. Vector v: It is used in other ﬁelds to compute perspective and scaling operations whenever it is
diﬀerent from [0 0 0 1] (More information available at [4]).
Then, those three parts come together into a single matrix called transformation, deﬁned as follows:
T ii+1 =
[
Rii+1 P
i
i+1
v
]
The transformations that result from the chosen frames described above are the following. Multiplying
any of those matrices with a position vector, expressed on the subscript base, yields a vector expressed
on the superscript base.
T 01 =

cosθ1 −sinθ1 0 0
sinθ1 cosθ1 0 0
0 0 1 0
0 0 0 1
 (2.1)
T 12 =

cosθ2 0 sinθ2 LB
0 1 0 0
−sinθ2 0 cosθ2 Lac
0 0 0 1
 (2.2)
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T 23 =

cosθ3 0 sinθ3 0
0 1 0 Ld
−sinθ3 0 cosθ3 Le
0 0 0 1
 (2.3)
T 34 =

1 0 0 L
0 1 0 −Lf
0 0 1 h
0 0 0 1
 (2.4)
where θi, joint angle 'i', is the angle that describes a rotation along Z-axis of frame i-1 and goes from the
X-axis of frame i − 1 to the X-axis of frame i. Those variables are selected in such way that when the
manipulator is in the 0-conﬁguration described before, all joint angles are zero.
By multiplying2 those four matrices, the orientation and position of the wrist as seen from the standard
base is obtained:
T 04 = T
0
1 T
1
2 T
2
3 T
3
4 =

cosθ1cos(θ2 + θ3) −sinθ1 cosθ1sin(θ2 + θ3) px
sinθ1cos(θ2 + θ3) cosθ1 sinθ1sin(θ2 + θ3) py
−sin(θ2 + θ3) 0 cos(θ2 + θ3) pz
0 0 0 1
 (2.5)
px = cosθ1[LB + Lesinθ2 + Lcos(θ2 + θ3) + hsin(θ2 + θ3)]
py = sinθ1[LB + Lesinθ2 + Lcos(θ2 + θ3) + hsin(θ2 + θ3)]
pz = Lac + Lecosθ2 + hcos(θ2 + θ3)− Lsin(θ2 + θ3)
2It is interesting to note how the subscript of the previous matrix is canceled by the following matrix's superscript.
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2.2 Kinematics of robot manipulator
In order to describe the velocity of the wrist, the Jacobian is used to relate the joint angular velocities
and the linear velocities at frame {4}, as seen from the standard frame. As a result of diﬀerentiating the
point 2.6,
P 04 =
cosθ1[LB + Lesinθ2 + Lcos(θ2 + θ3) + hsin(θ2 + θ3)]sinθ1[LB + Lesinθ2 + Lcos(θ2 + θ3) + hsin(θ2 + θ3)]
Lac + Lecosθ2 + hcos(θ2 + θ3)− Lsin(θ2 + θ3)
 (2.6)
which describes the position of the wrist as seen from the standard frame, the Jacobian is obtained:
J04 =

δpx
δθ1
δpx
δθ2
δpx
δθ3
δpy
δθ1
δpy
δθ2
δpy
δθ3
δpz
δθ1
δpz
δθ2
δpz
δθ3
 (2.7)
δpx
δθ1
= −sinθ1[LB + Lesinθ2 + Lcos(θ2 + θ3) + hsin(θ2 + θ3)]
δpy
δθ1
= cosθ1[LB + Lesinθ2 + Lcos(θ2 + θ3) + hsin(θ2 + θ3)]
δpz
δθ1
= 0
δpx
δθ2
= cosθ1[Lecosθ2 + hcos(θ2 + θ3)− Lsin(θ2 + θ3)]
δpy
δθ2
= sinθ1[Lecosθ2 + hcos(θ2 + θ3)− Lsin(θ2 + θ3)]
δpz
δθ2
= −[Lesinθ2 + Lcos(θ2 + θ3) + hsin(θ2 + θ3)]
δpx
δθ3
= cosθ1[hcos(θ2 + θ3)− Lsin(θ2 + θ3)]
δpy
δθ3
= sinθ1[hcos(θ2 + θ3)− Lsin(θ2 + θ3)]
δpz
δθ3
= −[Lcos(θ2 + θ3) + hsin(θ2 + θ3)]
With those deﬁnitions, then it can be proved that:
v04 =
vxvy
vz
 = J04 ·
θ˙1θ˙2
θ˙3
 (2.8)
where θ˙i is the angular velocity at joint 'i' and v
0
4 is the linear velocity of the end-eﬀector as seen from
{0}.
2.3. DYNAMICS OF ROBOT MANIPULATOR 7
2.3 Dynamics of robot manipulator
In order to understand the dynamics of the manipulator, one option is to obtain the closed-form of the
force-torque vector acting on each joint.
To obtain those results, the iterative Newton-Euler dynamic formulation is used. The idea is to do
two iterations, a forward one where all the accelerations are derived, and a backward one where the forces
and torques acting on the frame's origin are deduced. A formal deﬁnition of the method can be found at
[3].
However, there are some preparations to be done:
1. Rotation matrices:
R01 =
cosθ1 −sinθ1 0sinθ1 cosθ1 0
0 0 1
 R10 =
 cosθ1 sinθ1 0−sinθ1 cosθ1 0
0 0 1

R12 =
 cosθ2 0 sinθ20 1 0
−sinθ2 0 cosθ2
 R21 =
cosθ2 0 −sinθ20 1 0
sinθ2 0 cosθ2

R23 =
 cosθ3 0 sinθ30 1 0
−sinθ3 0 cosθ3
 R32 =
cosθ3 0 −sinθ30 1 0
sinθ3 0 cosθ3

2. Rotation axis, expressed on its own joint frame:
Zˆ1 =
00
1
 Zˆ2 =
01
0
 Zˆ3 =
01
0

3. Spatial relations:
P 01 =
00
0
 P 12 =
LB0
Lac
 P 23 =
 0Ld
Le
 P 34 =
 L−Lf
h

4. Center of mass (CoM) and inertia tensors at the CoM 3:
P 1c1 =
Xc1Yc1
Zc1
 P 2c2 =
Xc2Yc2
Zc2
 P 3c3 =
Xc3Yc3
Zc3

I1c1 =
I
c1
xx 0 0
0 Ic1yy 0
0 0 Ic1zz
 I2c2 =
I
c2
xx 0 0
0 Ic2yy 0
0 0 Ic2zz
 I3c3 =
I
c3
xx I
c3
xy I
c3
xz
Ic3xy I
c3
yy I
c3
yz
Ic3xz I
c3
yz I
c3
zz

With those deﬁnitions, the next step is to apply the Newton-Euler iteration.
Outward iteration (From i=0 to i=n-1):
ωi+1i+1 = R
i+1
i · ωii + θ˙i+1 · Zˆi+1 (2.9)
ω˙i+1i+1 = R
i+1
i · ω˙ii +Ri+1i · ωii × θ˙i+1 · Zˆi+1 + θ¨i+1 · Zˆi+1 (2.10)
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v˙i+1i+1 = R
i+1
i [ω˙
i
i × P ii+1 + ωii × (ωii × P ii+1) + v˙ii ] (2.11)
v˙i+1ci+1 = ω˙
i+1
i+1 × P i+1ci+1 + ωi+1i+1 × (ωi+1i+1 × P i+1ci+1) + v˙i+1i+1 (2.12)
Fi+1 = mi+1 · v˙i+1ci+1 (2.13)
Ni+1 = I
i+1
ci+1 · ω˙i+1i+1 + ωi+1i+1 × Ii+1ci+1 · ωi+1i+1 (2.14)
where the subscript i means the frame the vector is refereed to. The symbol ω stands for the angular
velocity of the link as a rigid body. On the other hand, v˙ is the linear acceleration. Equation 2.11 is the
acceleration of the frame origin whereas 2.12 expresses the acceleration of the link's centre of mass.
Finally, once those values are known, it is possible to derive the force, Fi, and torque, Ni, acting at
the centre of mass of the link. These will be used during the inward iteration to obtain the forces and
torques acting at each joint.
To begin the iteration, the initial values have to be deﬁned. In this case is easy because the link {0}
is not moving, so any velocity or acceleration that refers to this body is equal to zero.
Inward iteration (From i=n to i=1):
f ii = R
i
i+1 · f i+1i+1 + Fi (2.15)
nii = N
i
i +R
i
i+1 · ni+1i+1 + P ici × Fi + P ii+1 ×Rii+1 · f i+1i+1 (2.16)
The vectors f and n express, respectively, the force and torque exerted on link i by link i-1, and applied
to the origin of frame i. That implies that the external force that is acting on the wrist, has to be:
F 4ext = −f44 = −
fXfY
fZ
 (2.17)
N4ext = −n44 = −
nXnY
nZ
 (2.18)
Torque calculation Once the Newton-Euler iteration is ﬁnish, the torques applied to each joint can
be found as:
τi = (n
i
i)
T · Zˆi
By applying the appropriated simpliﬁcations and aggregations, it becomes visible that it is possible to
simplify even more. If instead of using the values of the inertia tensor at the centre of mass of each link,
the values of the Inertia tensor at the origin of each respective frame are used, the expressions become
simpler. The new variables obey the parallel-axis theorem, which describes the changes on the Inertia
tensor when a translation is applied:
Iii = I
ci
i +mi
Y
2
ci + Z
2
ci −XciYci −XciZci
−XciYci X2ci + Z2ci −YciZci
−XciZci −YciZci X2ci + Y 2ci

The justiﬁcation for these change will be explained after in the subsection 3.5.
Once the changes are introduced the following expressions are obtained:
3For the manipulator considered in this thesis, the inertia tensors of links 1 and 2 are diagonal. However, other robots
could have all the terms. As it will be seen later, it will not suppose a loss of generality.
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Torque at joint 3:
τ3 = [I
3
yzcos(θ2 + θ3)− I3xysin(θ2 + θ3) +m3Xc3Ldsin(θ2 + θ3)−m3Zc3Ldcos(θ2 + θ3)]θ¨1 + [I3yy +
m3Zc3Lecosθ3 −m3Xc3Lesinθ3]θ¨2 + [I3yy]θ¨3 + [ 12 (I3zz − I3xx)sin(2(θ2 + θ3)) + I3xzcos(2(θ2 + θ3)) +
m3Xc3(LB + Lesinθ2)sin(θ2 + θ3)−m3Zc3(LB + Lesinθ2)cos(θ2 + θ3)]θ˙21 + [m3Xc3Lecosθ3 +
m3Zc3Lesinθ3]θ˙
2
2 −m3Xc3gcos(θ2 + θ3)−m3Zc3gsin(θ2 + θ3) + h · fX − L · fZ + nY (2.19)
Torque at joint 2:
τ2 = [I
2
yzcosθ2 − I2xysinθ2 + I3yzcos(θ2 + θ3)− I3xysin(θ2 + θ3)−m3LdLecosθ2 +m3Xc3Ldsin(θ2 + θ3)−
m3Yc3Lecosθ2−m3Zc3Ldcos(θ2+θ3)]θ¨1+[I2yy+I3yy+m3L2e+m3Zc32Lecosθ3−m3Xc32Lesinθ3]θ¨2+[I3yy+
m3Zc3Lecosθ3 −m3Xc3Lesinθ3]θ¨3 + [ 12 (I2zz − I2xx)sin(2θ2) + I2xzcos(2θ2) + 12 (I3zz − I3xx)sin(2(θ2 + θ3)) +
I3xzcos(2(θ2 + θ3)) +m2Xc2LBsinθ2 −m2Zc2LBcosθ2 −m3(LB +Lesinθ2)Lecosθ2 +m3Xc3(LBsin(θ2 +
θ3)− Lecos(2θ2 + θ3))−m3Zc3(LBcos(θ2 + θ3) + Lesin(2θ2 + θ3))]θ˙21 + [−m3Xc3Lecosθ3 −
m3Zc3Lesinθ3]θ˙
2
3 + [−m3Xc32Lecosθ3 −m3Zc32Lesinθ3]θ˙2θ˙3 −m2Xc2gcosθ2 −m2Zc2gsinθ2 −
m3Legsinθ2 −m3Xc3gcos(θ2 + θ3)−m3Zc3gsin(θ2 + θ3) + (Lecosθ3 + h) · fX + (Lesinθ3 − L) · fZ + nY (2.20)
Torque at joint 1:
τ1 = [I
1
zz + I
2
xxsin
2θ2 + I
2
zzcos
2θ2 − I2xzsin(2θ2) + I3xxsin2(θ2 + θ3) + I3zzcos2(θ2 + θ3)− I3xzsin(2(θ2 +
θ3)) +m2L
2
B +m2Xc22LBcosθ2 +m2Zc22LBsinθ2 +m3(L
2
d + (LB + Lesinθ2)
2) +m3Xc32(LB +
Lesinθ2)cos(θ2 + θ3) +m3Yc32Ld +m3Zc32(LB + Lesinθ2)sin(θ2 + θ3)]θ¨1 + [I
2
yzcosθ2 − I2xysinθ2 +
I3yzcos(θ2 + θ3)− I3xysin(θ2 + θ3)−m3LdLecosθ2 +m3Xc3Ldsin(θ2 + θ3)−m3Yc3Lecosθ2 −
m3Zc3Ldcos(θ2 + θ3)]θ¨2 + [I
3
yzcos(θ2 + θ3)− I3xysin(θ2 + θ3) +m3Xc3Ldsin(θ2 + θ3)−m3Zc3Ldcos(θ2 +
θ3)]θ¨3 + [−I2xycosθ2 − I2yzsinθ2 − I3xycos(θ2 + θ3)− I3yzsin(θ2 + θ3) +m3Xc3Ldcos(θ2 + θ3) +
m3Yc3Lesinθ2 +m3Zc3Ldsin(θ2 + θ3)]θ˙
2
2 + [−I3xycos(θ2 + θ3)− I3yzsin(θ2 + θ3) +m3Xc3Ldcos(θ2 + θ3) +
m3Zc3Ldsin(θ2+θ3)]θ˙
2
3+[(I
2
xx− I2zz)sin(2θ2)−2I2xzcos(2θ2)+(I3xx− I3zz)sin(2(θ2+θ3))−2I3xzcos(2(θ2+
θ3)) +m2Zc22LBcosθ2 −m2Xc22LBsinθ2 +m32(LB + Lesinθ2)Lecosθ2 +m3Zc32(LBcos(θ2 + θ3) +
Lesin(2θ2 + θ3))−m3Xc32(LBsin(θ2 + θ3)− Lecos(2θ2 + θ3))]θ˙1θ˙2 + [(I3xx − I3zz)sin(2(θ2 + θ3))−
2I3xzcos(2(θ2 + θ3)) +m3Zc32(LB + Lesinθ2)cos(θ2 + θ3)−m3Xc32(LB + Lesinθ2)sin(θ2 + θ3)]θ˙1θ˙3 +
[−2I3xycos(θ2 + θ3)− 2I3yzsin(θ2 + θ3) +m3Xc32Ldcos(θ2 + θ3) +m3Zc32Ldsin(θ2 + θ3)]θ˙2θ˙3 + (LB +
Lesinθ2 + Lcos(θ2 + θ3) + hsin(θ2 + θ3)) · fY − nXsin(θ2 + θ3) + nZcos(θ2 + θ3) (2.21)
Lagrange Formulation Once the expression of the torque is obtained in the closed-form, then it can
be rearranged to match the Lagrange formulation of the manipulator's dynamics. That is:
τ¯ =
τ1τ2
τ3
 = M(q) · q¨ +B(q) · [q˙q˙] + C(q) · [q˙]2 +G(q) + Ff(q, q˙) + f(q) (2.22)
where the matrix M is called mass matrix of the manipulator, B contains the Coriolis coeﬃcients and
C is formed by the centrifugal coeﬃcients. The other terms are G, which contains terms related with
the own weight of the manipulator, f , the external force's contribution to the torque, and the dissipative
forces Ff .
For the rest of this work, q will be a 3x1 column vector containing the value of the joint angles:
q =
θ1θ2
θ3
 [q˙]2 =
θ˙
2
1
θ˙22
θ˙23
 [q˙q˙] =
θ˙1θ˙2θ˙1θ˙3
θ˙2θ˙3

This expression will be useful for the next section as it will be the starting point from which the
controller will be built. However, it is important to note that the closed-form presented above is not a
complete model of the real manipulator. There are several non-linearities that have not been considered
such as ﬂexible gears and others. It is important to remember that the model is just partial.
Chapter 3
Controller design
There are several ways to approach the motion control of a robot manipulator. There are those that work
with a linear model of the robot and consider the non-linearities as a perturbation. Others are based on
a non-linear control so that the model of the system can also be a non-linear one.
The control chosen on this work is a commonly used for trajectory following, named Computed Torque
Control. The response, as the system is not linear, will depend not only of the controller, but also the
input. This chapter discusses the control law and brieﬂy comment how to design the gains. The input,
or trajectories, will be discussed further.
Some other strategies are also commented.
3.1 Computed torque control (PD)
This method takes advantage of knowing the non-linear character of the system. As the acceleration
of the input aﬀects directly to the command intensity, as it will be shown afterwards, signals such as
steps or ramps with a high slope are not suitable. Due to the abrupt discontinuity present on this type of
inputs, the acceleration can reach undesirable high values, making the controller useless. On the contrary,
smooth signals should be used. The main applications are those which involve following a trajectory, such
as spray painting or welding. This control technique was proposed in [14].
If we consider that the robot obeys the equation 2.221, once the noise is added, the system as a
function of the torque is:
q¨ = M(q)−1 · (τ control + τ¯dist −B(q) · [q˙q˙]− C(q) · [q˙]2 −G(q)− Ff(q, q˙)− f(q)) (3.1)
Then, by applying the following control law
τ¯control = M(q) · v +B(q) · [q˙q˙] + C(q) · [q˙]2 +G(q) + Ff(q, q˙) + f(q) = M(q) · v +N(q, q˙) (3.2)
v = q¨d +Kv (q˙d − q˙) +Kp(qd − q) = q¨d +Kv e˙+Kpe (3.3)
by substituting 3.2 in 3.1, the hole system with the control and the feedback reduces to the second order
diﬀerential equation:
e¨+Kv e˙+Kpe = wdist = −M(q)−1 · τ¯dist (3.4)
e = qd − q
where e, a 3x1 vector, is deﬁned as the diﬀerence between the desired trajectory and the actual trajectory,
and wdist is some external disturbance or noise. This is a second-order diﬀerential equation with selectable
1Note that the dynamics of the joint actuators are neglected. It is a common practice to simplify the problem.
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coeﬃcients , so that the response can be shaped at will. That means that, if one manage it to make the
servo-motors deliver a torque that behave as 3.2, then the angular positioning error should behave as 3.4.
This equation is always stable as long as both matrix Kv and Kp are positive deﬁned. Furthermore,
those matrices are usually chosen to be diagonal, so the equation 3.4 is in fact decoupled:
e¨i + kvie˙i + kpiei = wdisti (3.5)
As it can be seen in [3], a property of stable linear systems known as bounded-input (bounded-
output (BIBO) stability) exists. The result of this property states that if the disturbance is bounded,
then also the solution of the diﬀerential equation is bounded. In fact, in the case that the disturbance
is constant, when the system achieves the steady-state of the system, the error between the desired
trajectory and the real trajectory would be:
eiss = wdisti/kpi (3.6)
By this equality it possible to see that as bigger the proportional constant is the smaller the steady-
state error will be.
−
+
Kvs
Kp
+ M(q)
N(q˙, q)
+
+
Mq¨ +N = τ
Manipulator
qd
q
q˙
v τ
q¨d
Figure 3.1: Block diagram of the computed torque control.
Equation 3.4 can be seen in a state-space form
d
dt
[
e
e˙
]
=
[
0 I3
−Kp −Kv
][
e
e˙
]
+
[
0
I3
]
wdist (3.7)
where I3 is the identity matrix of dimension 3.
The closed-loop characteristic polynomial is
4c(S) =
∣∣s2I3 +Kvs+Kp∣∣
As the matrix Kv and Kp are diagonal, then:
4c(S) =
∏
(s2 + kvis+ kpi)
and the error is always asymptotically stable as long as the kvi and kpi are positive. To give an idea of
how those parameters aﬀect the evolution of the error over time, it is necessary to think of the standard
form for the second-order characteristic polynomial:
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p(s) = s2 + 2ξωns+ ω
2
n = 0
s2 + kvis+ kpi = 0 (3.8)
By inspection,
kvi = 2ξωni kpi = ω
2
ni (3.9)
The most common choice is to design for critical damping (ξ = 1). That means that there will be,
theoretically, no overshooting or, in other words, that the trajectory will never surpass the desired one.
This is important if high precision is required as an overshooting could result in a collision.
Then, both coeﬃcients are function of the natural frequency. This frequency governs the speed of
response: the higher it is, the faster the system will response and the error will decrease to zero in less
time. However, the value of ωn has a limitation. Although the servo-motors are mostly massive, they
have some ﬂexibility. That means that, as all the oscillating systems, a resonance frequency exists [2].
Figure 3.2: Simple model vs 2-mass model of a servomotor.
In the picture above, in the left, the basic model for a motor is shown. However, a more realistic one
is presented at the right. In this model, the position and velocity of the load and the motor are not the
same due to the ﬂexibility of the transmission. This compliance in the coupling is the cause for which a
resonance frequency exists, as now the excitation frequency plays a role in the way the load is moved by
the motor.
3.1.1 Selection of the natural frequency
To avoid exciting the resonance mode, an consider the rigidly coupled model without many error, usually
the natural frequency is selected so that:
ωn ≤ ωar2 (3.10)
Below that frequency, the system will behave mostly like there is no compliance in the coupling. As
the frequency approaches the anti-resonance frequency, the amplitude of the response decreases. Once
surpassed this frequency, the amplitude will increase more and more, until it reaches its maximum at the
resonance frequency.
If the 2-mass model is considered, the block diagram resulting is the following:
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KT
+
−
1
JMs+DM
1
s
1
Rgn
+
−
1
sKS
1
Rgn
1
JLns+DLn
1
s
τm ωM
θS
ωL
θM
θL
Icmd
Figure 3.3: Block diagram of the 2-mass model motor.
Then, the transfer function from the intensity to the angular speed of the load is:
G(s) = ωL(s)Icmd(s) =
Kn(s
2+2ζ2ωars+ω
2
ar)
(τns+1)(s2+2ζ1ωress+ω2res)
(3.11)
where the resonance (ωres) and anti-resonance (ωar) frequencies are:
ωres =
√
KS
JL
+ KSJMR2gn
(3.12)
ωar =
√
KS
JL
(3.13)
where KS is the rotational stiﬀness [
Nm
rad ], KT is the motor torque constant [
Nm
A ], J is the inertia [Kg ·m2]
and Rgnis the gear ratio (q˙m → q˙ when no compliance exists).
As the resonance frequency depends on the inertia which varies in function of the conﬁguration, the
maximum inertia value should be considered when computing ωar.
If those values are not given by the manufacturer, now a method to measure them is proposed.
However, the inertia of the motor and the gear ratio are values that must be included in the characteristics
of the servomotors. The nominal values are good enough so those are the ones that should be considered.
Measurement of the resonance frequency To measure resonance frequency and the anti-resonance
frequency for each joint:
1. Input a sinusoidal signal of increasing frequency over time of intensity2 to the motor under test,
while the rest stay blocked.
2. Read, by the position coders, the angular position of the motor. Then, by applying 3.14, the angular
speed of the motor can be obtained.
ωL(k) =
θL((k+1)Ts)−θL(kTs)
TS
, for all k. (3.14)
where TS is the sampling period and k is the kth value of the vector.
3. Plot the angular speed versus the intensity frequency at that time. The resulting ﬁgure should show
an oscillation the amplitude of which changes with the frequency.
2The amplitude of the intensity should not be small to avoid possible damage to the manipulator when the resonance
frequency is reached. However, if it is too small it can be diﬃcult to read the output.
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4. Read the frequency at which the amplitude is minimum and maximum. Those values are the
anti-resonance and resonance frequency, respectively.
5. Repeat 1 to 4 for the other joints.
6. With the values of both ωresand ωar, the value of KS can be calculated for each joint. To obtain
those frequencies with diﬀerent loads, a parameter estimation algorithm can derive JL.
Once the maximum for Kpand Kv is known, their exact value should be selected depending on the desired
performance. The trajectory that the manipulator will have to follow also plays a role here.
3.2 Computed torque control (PID)
Until now, the controller proposed was a proportional-derivative one. Nevertheless, equation 3.5 showed
that the noise is part of the diﬀerential equation. Whenever there is a noise with a non-zero continuous
component or, in other words, that has some oﬀset, it will make the robot unable to reach the desired
point by some diﬀerence (3.6).
The system itself is a low-pass ﬁlter due to the integers it has. That means that high-frequency noise
will not be able to aﬀect the position. Still, if high precision is required it would be better to eliminate
it completely instate of just reducing it.
To eliminate the noise, the controller should be a PID one. The integrative part is added as it can be
seen in ﬁgure 3.4:
−
+
Kvs
Kp
Ki
s
+ M(q)
N(q˙, q)
+
+
Mq¨ +N = τ
Manipulator
qd
q
q˙
v τ
q¨d
Figure 3.4: Block diagram of the PID-CT controller
The diﬀerential equation has to be rewritten:
e¨i + kvie˙i + kpiei + kii
´
e = wdisti (3.15)
That means that, by diﬀerentiating both sides:
...
e i + kvie¨i + kpie˙i + kiiei = w˙disti (3.16)
So now, the disturbance aﬀects the system in a diﬀerent way: the continuous part of the noise will
not aﬀect in steady-state. By assuming a constant noise as in 3.6, now:
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kiieiss = 0
However, adding another constant to the controller means that the error no longer obeys a second
order diﬀerential equation, but a third order one. Replicating the process from 3.7 to 3.9:ee˙
e¨
 =
 0 I3 00 0 I3
−Ki −Kp −Kv


´
e
e
e˙
+
 00
wdist
 (3.17)
4c(S) =
∣∣s3I3 +Kvs2 +Kps+Ki∣∣
4c(S) =
∏
(s3 + kvis
2 + kpis+ kpi)
A third order system has three poles. One is real and the other two are complex that can, eventually,
have the imaginary part equal to zero. That means it is possible to associate that characteristic polynomial
to:
p(s) = (s+
1
τ
)(s2 + 2ξωns+ ω
2
n) = 0
s3 + kvis
2 + kpis+ kii = 0 (3.18)
By doing the necessary manipulations, then:
kv =
1
τ + 2ζωn kp =
2ζωn
τ + ω
2
n ki =
ω2n
τ (3.19)
Knowing these relations allows allocating the poles of the diﬀerential equation with precision. As a
consequence, the response can now be shaped at will.
p1 = − 1τ p2,3 = −ωnζ ± ωn
√
1− ζ2 (3.20)
As in the case of the PD controller, the equation is stable as long as ωn, ζ and τ are positive, which
will make the gain constants positive as well. On the other hand, those values are always positive by
deﬁnition so as long as the constants are positive the diﬀerential equation will be stable.
3.3 PID calibration
In equation 3.19 and 3.20, the relation between the pole location and the PID gains was shown. However,
there are many strategies to design the poles. For example, it is possible to make the ﬁrst pole, p1, fast
enough so that the system behaves almost like a second order one. In other words, with a real part
signiﬁcantly smaller than the real part of p2,3. By doing this, the response is much easier to shape.
Nevertheless, is a loose of freedom and, also, make the gains bigger.
To design the gains, whatever the strategy is, is necessary to know the relationship between the
response and the controller. As said before, a non-linear system such as the one that is being controlled
depends on both the PID and the input. That means that the responds cannot be characterized in terms
only of the gains. Nevertheless, some aspects can be known. It is beyond the scoop of this work to go
deeper in this matter, so the next few lines will give a hint on how the gains can be design based on
speciﬁcation.
A parameter that is almost independent of the input signal is the settling time of the error. Whether
the steady-state error is zero or not depends on whether the acceleration of the desired trajectory is zero
or not, and noise as well. The settling time, though, can be considered independent and just a function
of the pole allocation. When there is a fast pole and a slow one, the slow will dictate when the error
achieves the steady-state. Considering the settling time as the instant when the error signal enters the
region of ±2% its ﬁnal value, then it can be approximated by:
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ts(2%) ≈ 6|Real(dominant pole)|
where Real(x) is a function that returns the real part of x.
However, the accuracy of this expression relies on how dominant is the pole. The numerator will
change from 6 to 10 depending on the distance in the real-imaginary plane between the poles, being 10
the case when the three poles have the same real part. The real value of ts can only be approximated,
but is enough if a factor of safety is considered. The need for this time to be respected, even to the
point of considering a safety factor, is because if the trajectory ends before reaching the steady-state, the
remaining error is accumulated. By exiting with diﬀerent trajectories too close to each other, the error
could grow unsustainable. For that reason, is important to respect the settling time. To sum up, the
error should be stable before the trajectory ends, and the next input should not start before ts seconds.
Once the real part of the dominant pole has been decided, how far the other pole is placed will aﬀect
the maximum error. The bigger it is its absolute value, the smaller the error response will be. Whether
the dominant pole is p1or p2,3 is arbitrary and maybe the best choice would be that one that lead to
smaller gains. Usually, making p1 = − 1τ the fast pole and p2,3 the dominant, the resulting gains are
smaller. To avoid vibrations, the best alternative is to design for the critical dumping case, just as the
PD case in section 3.1. That means, p2 = p3 ∈ R. By doing so, the poles have no imaginary part and
the error response will not oscillate.
The maximum value of the gains will be limited by two factors: the maximum current admissible and
the maximum acceleration possible of the actuators.
Whatever the strategy is, though, solving equation 3.17 with a mathematical tool will give an accurate
idea of how the error will evolve under certain conditions. Now, an example is presented. The solver
used is ode45, a MATLAB R© function that returns a vector of time and a vector containing the solution
of the given diﬀerential equation. The function demands a function that computes the derivation, given
a state, the initial and ﬁnal time as well as the initial conditions (IC).
IC =

´
e(0)
e(0)
e˙(0)
 (3.21)
For the following results, the system begins at rest at the 0-conﬁguration. Then, a ramp of slope m
is applied at time zero. For this case, the initial conditions are [0, 0,m]T . The vector time is [0 tf ] and
the function is deﬁned as:
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function de=odefunc(t,e)
%gain values
ki=150;
kp=100;
kv=25;
%noise
a=0.5; b=2*pi*50;
noise=a*sin(b*t);
%differential equation
de=zeros(3,1);
de(1)=e(2);
de(2)=e(3);
de(3)=- ki*e(1) - kp*e(2) - kv*e(3) + noise;
end
Once the gain values are deﬁned, the ode45 function can be executed, obtaining the response. It is
important to note that the error is, in fact, the second column of the vector MATLAB R© returns. By
trying diﬀerent sets, this procedure is repeated until the desired performance is achieved. Of course, the
function can be modiﬁed so that instead of deﬁning the PID gains, the program itself derived them from
the pole allocation as seen in 3.19.
Let's consider that, for diﬀerent sets as the ones in table 3.1, the expected response is computed. The
corresponding poles can be seen in ﬁgure 3.5.
Set Kp Ki Kv
1 9 5 5.25
2 114 1000 24
3 208 640 44.8
4 954 900 55
Table 3.1: PID's set of gains for testing.
Figure 3.5: Pole allocation of the sets in table 3.1
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Figure 3.6: Computed error response to a ramp of slope 1 rad/s for four PID gain sets.
For those sets, the error will behave as shown in ﬁgure 3.6. By taking the time of the last to peaks
of set 2 and 3, the oscillation frequency can be calculated: 6,920 rads and 3,200
rad
s respectively. On the
other hand, the pole's location reveals also an oscillation frequency: the one the system would have if it
was a second order one. The expected frequencies are, then: 7,141 rads for set 1 and 3,200
rad
s for set 2.
As commented before, when the ﬁrst pole is fast enough the response is almost like a second order one.
It is also interesting to note a few more things:
• For the ﬁrst set, although there should be no overshooting base on the poles, it exists due to the fact
that what is actually being shaped is the integral of the error. This is because of the diﬀerential
equation's nature, where the less order variable is, in fact,
´
e as it was shown in 3.15.
• For the last set, the overshooting is almost null as the dominant pole is just one: p1.
To sum up, although there are many ways to assign the PID gains, solving the diﬀerential equation as
explained above is recommended to have an idea of what to expect.
3.4 Dissipative forces
Before going any further, let's take the change to include a new part to the system's model: the dissipative
forces.
Until now, the friction was not part of the model. Moreover, given the chance to estimate the
parameters as it will be seen in 3.5, adding it is a possibility. C. Makkar and her team at the University
of Florida proposed a model in 2005 ([5]). The equation is:
ff (q˙) = γ1(tanh(γ2q˙)− tanh(γ3q˙)) + γ4tanh(γ5q˙) + γ6q˙ (3.22)
where:
1. γi ∈ R∀i = 1, 2, ..6 are unknown positive constants.
2. Friction model is symmetric about the origin.
3. The static coeﬃcient of friction can be approximated by the term γ1 + γ4.
4. The term tanh(γ2q˙)− tanh(γ3q˙) captures the Stribeck eﬀect where the friction coeﬃcient decreases
from the static coeﬃcient of friction with increasing slip velocity near the origin.
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5. A viscous dissipation term is given by γ6q˙.
6. The Coulombic friction coeﬃcient is present in the absence of viscous dissipation and is modelled
by the term γ4tanh(γ5q˙).
This is a useful model as it is continuous, unlike others such as Stribeck model, which allows its inclusion
into digital controllers without risk. Otherwise, discontinuous models are sensitive to quantization.
Equation 3.22 can be shaped at will. It is interesting to note, however, how the diﬀerent components
aﬀect the function:
Figure 3.7: Friction model: γ = [80, 400, 5, 40, 50, 10]
where:
• The ﬁnal value of the green curve is γ4.
• The slope of the red curve is γ5.
• The width of the blue curve is proportional to the relation γ2γ3 , considering γ2 > γ3. Otherwise, the
blue component will be reversed with respect to the x-axis.
• The spike of the function is related not only with the previous point, but also with γ1 and the
Coulombic friction coeﬃcient.
In order to be able to estimate the friction parameters easily, a more suitable form for 3.22 is:
τfi = aiFi(θ˙i) + biθ˙i (3.23)
where,τfi is the friction torque at joint 'i', Fi is a known non-linear function and ai and biare the values
that are to be estimated. The relation between 3.22 and 3.23 is:
• a = γ1
• b = γ6
• F (q˙) = tanh(γ2q˙)− tanh(γ3q˙) + γ4γ1 tanh(γ5q˙)
That means that {γi, i = 2, 3, 5 } as well as
γ4
γ1
have to be deﬁned beforehand.
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3.5 Parameter Estimation
A key point in order to design a good controller is knowing the manipulator's parameters. There are
two kinds of parameters: Kinematic and Dynamic. The kinematic parameters are usually provided by
the manufacturer or can be measured directly on the robot. Some of those are link lengths, link oﬀsets
or twist angle. Basically, are those values involved in the computation of the end-eﬀector position and
velocity (2.5, 2.8). On the other hand, all the dynamic of the parameters are rarely provided.
For that reason, the following lines propose one of the possible ways to estimate those parameters.
3.5.1 Estimation of kinematic parameters
To estimate the kinematic parameters, a simple way to do it is the Least Square Method (LSM). To
use it, it is necessary to have a vector containing the real position, measured by sensors, and an estimation
based on equation 2.5, the forward kinematics equation.
Pn = f(α, a, d, θ) (3.24)
E =
∑m
k=1[4P ]T [4P ] 4P = [Pr − Pn]k (3.25)
where Pr is the measured position, Pn is the estimated position and m is the number of samples used.
Diﬀerent algorithms to solve this problem exist. However, some are known to work better for large-
scale non-linear problems such as the interior-reﬂective Newton method or the Levenburg-Marquardt
algorithm.
For a further look into the matter, in [6] diﬀerent methods are explained along with an example to
compare results.
3.5.2 Estimation of dynamic parameters
In this case, the idea is more or less the same. However, some previous work was done allowing the use
of a lineal estimation algorithm. In sections 2.3 and 3.4, some changes were done so that the torque was
always linear with respect to the dynamic parameters. Those dynamic parameters are, for each joint:
pi = [mimiXcimiYcimiZci I
i
xx I
i
xy I
i
xz I
i
yy I
i
yz I
i
zz || ai bi]T (3.26)
As a result of the changes, the torque can be expressed3 as:
τ = φ(q, q˙, q¨)P (3.27)
P = [pT1 p
T
2 · · · pTn ]T
where P is a column vector which contains the dynamic parameters4 of all the links, and φ is the regress
function that computes the torque at a certain time given the position, speed and acceleration of the
joints.
Then, some exciting trajectories are given to the robot and the pairs of data q and τ are collected.
By doing so, since equation 3.27 holds, for each sample instant, the torque value as a function of the
parameters:
Γ = W · P =

φ(q(t1), q˙(t1), q¨(t1))
φ(q(t2), q˙(t2), q¨(t2))
...
φ(q(tN−1), q˙(tN−1), q¨(tN−1))
φ(q(tN ), q˙(tN ), q¨(tN ))

P (3.28)
3It is important to note that expression 3.29 is only valid when there is no load.
4When the estimation has to be done online, it is recommended to use a reduce set of parameters. Their physical
meaning changes, as the new parameters are a linear combination of the old ones. In [9], the reader will ﬁnd a guide to
calculate the minimum set of dynamic parameters (BPS). By using the BPS, the computation becomes faster and increases
the robustness of the identiﬁcation. However, the classical or original parameters cannot be assessed separately then.
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where N is the number of samples used, W is the observation matrix andΓ = [τ(t1)
T τ(t2)
T · · · τ(tN )T ]T .
Assuming that the only available sensors are position sensors, it is important to note that, as the
measured position has noise, trying to numerically diﬀerentiate the velocity and acceleration is not a
good option. That would yield very noise signals. On the other hand, if the manipulator follows the
trajectory closely enough, then it better to use the exciting trajectory as the source. So, whenever it is
possible, is advisable to obtain the velocity and acceleration from the exciting trajectory.
As the real torque values have been collected empirically, an error function can be deﬁned, just as
3.25. There are diﬀerent ways to solve the problem, just as LSM or others. However, the proposed one is
based on the maximum likelihood estimation (MLE). The following method can be seen with more detail
in [7].
Before the optimization of 3.28 by the MLE, the exciting trajectories must be deﬁned and the data
must be processed. All this is to reduce the negative eﬀect of the measurement noise and others disturb-
ances.
Design of the exciting trajectories The trajectories must be carefully design to reduce impact of
the measurement noise and not modelled phenomena. The idea is to make the manipulator follow a
periodic, continuous trajectory by using a decentralized PID controller while the values of q and τ are
being sampled. Usually, the design is divided in two steps: parametrize the trajectories and optimize
them.
1. Parametrization
Among the possible options5, the chosen one is a modiﬁed Fourier series, MFS. Normal FFS, when applied
periodically, present discontinuities that cause vibration. Therefore, it makes it harder for the robot to
follow closely the trajectories. To avoid that, continuity conditions are forced to the FFS by adding
another term, cik∀k = 0, 1, ..5 .
qi(t) =
∑N
l=1(
ail
ωf l
sin(ωf lt)− b
i
l
ωf l
cos(ωf lt)) +
∑5
k=0 c
i
k(t− (j − 1)tf )k (3.29)
tf =
2pi
ωf
j =
⌈
t
tf
⌉
q(0) = q(tf ) = qinit (3.30)
q˙(0) = q˙(tf ) = 0 (3.31)
q¨(0) = q¨(tf ) = 0 (3.32)
where j counts the cycles, qinit is the initial conﬁguration to which the joints return at the end of each
cycle, tf is the period of the excitation trajectory and a
i
l, b
i
l are the constants used to optimize.
Solving equation 3.29 to 3.32, the constants cik∀k = 0, 1, ..5 are deﬁned as a function of ail, bil and qinit.
With this, now the exciting trajectory can be optimized and, at the same time, be a perfect loop.
2. Optimization
Although the reasons will not be commented, as they can be found in [7], the optimization is based on
the following idea: To minimize the condition number of the observation matrix. The condition number
measures how much the output value of a function can change for a small change in the input. It directly
aﬀects the convergence rate and noise immunity of the identiﬁcation process.
By inputting the desired trajectory inside W , the resulting observation matrix is function of the
optimization parameters, ail, b
i
l. Therefore, this matrix can be modiﬁed by changing those values. The
ﬁnal objective is to obtain the lowest condition number possible for a set of ail, b
i
l, or in other words, the
best exciting trajectories. A formal description is presented:
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minail ,bilcond(W ), (3.33)
s.t. {s(q(t))} ⊂ S,6
q(0) = qinit, q˙(0) = 0, q¨(0) = 0,
q(tf ) = qinit, q˙(tf ) = 0, q¨(tf ) = 0,
qmin ≤ q(t) ≤ qmax, q˙min ≤ q˙(t) ≤ q˙max, q˙min ≤ q˙(t) ≤ q˙max
where the ﬁrst condition stands for the need that the robot has to remain inside its workspace (S), and
the last one is to guarantee that the physical limitations of the manipulator are not exceeded.
This constrained non-linear optimization problem is the one to be solved. One way is using a genetic
algorithm (GA) optimization, a method to solve constrained and unconstrained optimization problems
based on a natural selection progress that mimics biological evolution. It is recommended when the ob-
jective function is discontinuous, non-diﬀerentiable, stochastic or highly non-linear. For more information,
the MATLAB R© help tool provides a deﬁnition and some examples.
Data pre-processing It is expected that the sampled conﬁguration, qm, and torque,τm, are corrupted
by measurement noise, causing uncertainty and bias errors in parameter estimation. However, the use of
periodic trajectories allows averaging the data to improve the signal-to-noise ratio:
q(k) = 1M
∑M
j=1 qmj (k) τ(k) =
1
M
∑M
j=1 τmj (k) (3.34)
where 'k' is the kth measurement in each period and M is the number of cycles used.
Once the average values are calculated, it is possible to estimate the variance of the noise, at each
joint, by:
σ2qi =
1
NM−1
∑M
j=1
∑N
k=1(qmij (k)− qi(k))2 (3.35)
σ2τi =
1
NM−1
∑M
j=1
∑N
k=1(τmij (k)− τ i(k))2 (3.36)
where N is the number of samples in one cycle and σ2qi, σ
2
τi are, respectively, the noise variance in the
measured position and torque.
Parameter estimation By assuming that the noise is an independent zero-mean Gaussian noise[8],
then:
qi(k) = qi(k) + nqi(k) τ i(k) = τi(k) + nτi(k) (3.37)
where nqi and nτi are the remaining noise at the measured values after the transformation 3.34. τi is the
torque estimated by equation 3.28, and is a function of the parameters. It requires to calculate W, by
using (q, q˙, q¨), where q˙, q¨ are calculated from the excitation trajectory7, qi.
To solve this problem, the method used is LSM. However, it has to be modiﬁed to include the results
in 3.35 and 3.36 in order to reduce the deterioration of the results. After doing some considerations such
as assuming that the noise in the torque is much bigger than the noise in the position8, the parameters
can be obtained by:
Pˆ = (WTmΣ
−1Wm)−1WTmΣ
−1Γm (3.38)
5Some of them are ﬁfth-order polynomials and Fast Fourier Series (FFS).
6s(q(t)) is in fact calculating, by forward kinematics (2.5), the end-eﬀector position and orientation.
7As said before, this method is valid only if the manipulator follows the trajectories closely.
8The process can be seen in [7]. Here, only the results are presented for simpliﬁcation.
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Σ =

σ2τ
σ2τ
. . .
σ2τ
 σ2τ =

σ2τ1
σ2τ2
. . .
σ2τn

where Wm is the observation matrix once it has been computed as said before, Σ ∈ MNn,Nn is the
diagonal variance matrix of the measurement noise on joint torques, and Pˆ are the estimated parameters.
After obtaining the parameters, a model veriﬁcation experiment should be conducted. That is, using
the estimated parameters to estimate a torque and comparing it with the measured torque, when both
the model and the manipulator are excited with the veriﬁcation trajectories. A quality item should be
deﬁned such as the root-mean-square (RMS) of the estimation error, τm − τest.
All that is left to apply this method is to deﬁne the regress function deﬁned in 3.27. To build the φ
matrix, the torque expressions obtained from the Newton-Euler iteration (2.19, 2.20 and 2.21) have to
be rewritten in terms of the variables in P . It is more than likely that some of those variables do not
appear in the expressions of the torque. As they will be impossible to assess, it is better to remove them
from the parameter vector to reduce the computing time of W and, therefore, Pˆ .
For the manipulator used for this work, this regress function is the one shown in 3.40. In 3.39 are
deﬁned those parameters that will be estimated.
P = [pT1 p
T
2 p
T
3 ]
T (3.39)
p1 = [I
1
zz a1 b1]
T
p2 = [I
2
xx I
2
xy I
2
xz I
2
yy I
2
yz I
2
zzm2m2Xc2m2Zc2 a2 b2]
T
p3 = [I
3
xx I
3
xy I
3
xz I
3
yy I
3
yz I
3
zzm3m3Xc3m3Yc3m3Zc3 a3 b3]
T
φ = [Ci,j ] (3.40)
C1,1 = θ¨1 C1,2 = F1(θ˙1) C1,3 = θ˙1
C1,4 = s
2
2θ¨1 + s22θ˙1θ˙2 C1,5 = −s2θ¨2 − c2θ˙22 C1,6 = −s22θ¨1 − 2c22θ˙1θ˙2 C1,7 = 0 C1,8 =
c2θ¨2 − s2θ˙22 C1,9 = c22θ¨1 − s22θ˙1θ˙2 C1,10 = L2B θ¨1 C1,11 = 2LBc2θ¨1 − 2LBs2θ˙1θ˙2 C1,12 =
2LBs2θ¨1 + 2LBc2θ˙1θ˙2 C1,13 = 0 C1,14 = 0
C1,15 = s
2
23θ¨1 + s2(23)θ˙1(θ˙2 + θ˙3) C1,16 = −s23(θ¨2 + θ¨3)− c23(θ˙22 + θ˙23)− 2c23θ˙2θ˙3 C1,17 =
−s2(23)θ¨1 − 2c2(23)θ˙1(θ˙2 + θ˙3) C1,18 = 0 C1,19 = c23(θ¨2 + θ¨3)− s23(θ˙22 + θ˙23)− 2s23θ˙2θ˙3 C1,20 =
c223θ¨1− s2(23)θ˙1(θ˙2+ θ˙3) C1,21 = (L2d+(LB +Le ∗ s2)2)θ¨1−LdLec2θ¨2+2(LB +Les2)Lec2θ˙1θ˙2 C1,22 =
2(LB +Les2)c23θ¨1 +Ld(s23(θ¨2 + θ¨3) + c23(θ˙
2
2 + θ˙
2
3))− 2(LB −Les2)s23θ˙1(θ˙2 + θ˙3) + 2Ldc23θ˙2θ˙3 C1,23 =
2Ldθ¨1 − Lec2θ¨2 + Les2θ˙22 C1,24 = 2(LB + Les2)s23θ¨1 + Ld(−c23(θ¨2 + θ¨3) + s23(θ˙22 + θ˙23)) + 2(LB +
Les2)c23θ˙1(θ˙2 + θ˙3) + 2Lds23θ˙2θ˙3 C1,25 = 0 C1,16 = 0
C2,1 = 0 C2,2 = 0 C2,3 = 0
C2,4 = − 12s22θ˙21 C2,5 = −s2θ¨1 C2,6 = c22θ˙21 C2,7 = θ¨2 C2,8 = c2θ¨1 C2,9 = 12s22θ˙21 C2,10 =
0 C2,11 = LBs2θ˙
2
1 − gc2 C2,12 = −LBc2θ˙21 − gs2 C2,13 = F2(θ˙2) C2,14 = θ˙2
C2,15 = − 12s2(23)θ˙21 C2,16 = −s23θ¨1 C2,17 = c2(23)θ˙21 C2,18 = θ¨2 + θ¨3 C2,19 = c23θ¨1 C2,20 =
1
2s2(23)θ˙
2
1 C2,21 = −LdLec2θ¨1 + L2eθ¨2 − (LB + Les2)Lec2θ˙21 − gLes2 C2,22 =
Lds23θ¨1 − Les3(2θ¨2 + θ¨3) + (LB + Les2)s23θ˙21 + Lec3(θ˙23 + 2θ˙2θ˙3)− gc23 C2,23 = −Lec2θ¨1 C2,24 =
−Ldc23θ¨1 + Lec3(2θ¨2 + θ¨3)− (LB + Les2)c23θ˙21 − Les3(θ˙23 + 2θ˙2θ˙3)− gs23 C2,25 = 0 C2,26 = 0
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C3,1 = 0 C3,2 = 0 C3,3 = 0
C3,4 = 0 C3,5 = 0 C3,6 = 0 C3,7 = 0 C3,8 = 0 C3,9 = 0 C3,10 = 0 C3,11 = 0 C3,12 =
0 C3,13 = 0 C3,14 = 0
C3,15 = − 12s2(23)θ˙21 C3,16 = −s23θ¨1 C3,17 = c2(23)θ˙21 C3,18 = θ¨2 + θ¨3 C3,19 = c23θ¨1 C3,20 =
1
2s2(23)θ˙
2
1 C3,21 = 0 C3,22 = Lds23θ¨1 − Les3θ¨2 + (LB + Les2)s23θ˙21 + Lec3θ˙22 − gc23 C3,23 =
0 C2,24 = −Ldc23θ¨1 + Lec3θ¨2 − (LB + Les2)c23θ˙21 + Les3θ˙22 − gs23 C1,25 = F3(θ˙3) C1,26 = θ˙3
3.6 Robust control
The computed torque control technique is a really powerful control law. However, it relies on a perfect
knowledge of the dynamic model of the manipulator. Even when a precise estimation is carried out, there
is some uncertainty. Furthermore, the unmodeled dynamics can never be assessed and the unknown
disturbances cannot be compensated.
To overcome this handicap, in [15] a compensation method called H∞ is explained. Now a resume
containing the main ideas of that paper is presented, to give the reader a quick look on the matter.
DC servo-motor dynamic model To begin with, the dynamic model presented in 3.2 is improved
by adding the dynamics of the DC servo-motors (3.41 to 3.43):
JMi q¨mi +DMi q˙mi +
1
Rgni
τi = τmi (3.41)
τmi = KTiIcmdi (3.42)
qmi = Rgniqi (3.43)
where JM is the motor side inertia, DM is the viscous friction coeﬃcient, Rgn is the gear ratio and all
the variables with a sub-script 'm' belong to the motor side, whereas τ is the torque acting on the link
calculated in section 2.3. i ∈ [1, n], being n the number of actuators on the manipulator.
Also, the electrical equations of the typical DC motor, when considering that the armature inductance
is negligible, are like:
Icmdi =
Ei−Kbi q˙mi
Ri
(3.44)
where E is the input voltage, R is the armature resistance and Kb is the back-EMF constant.
Then, substituting equation 3.42, 3.43 and 3.44 inside 3.41 and combining the result with equation
3.2, the result is:
[

JM1Rgn1
. . .
JMnRgnn
+M(q) ]q¨ + [

KT1Kb1+R1DM1
R1
Rgn1q1
...
KTnKbn+RnDMn
Rn
Rgnnqn
+N(q, q˙) ] =

KT1
R1
Rgn1
. . .
KTn
Rn
Rgnn


E1
...
En
 (3.45)
Or, naming the matrices and rearranging,
E = Q(p(t))[D(q(t), p(t)) · q¨(t) + h(q(t), q˙(t), p(t))] (3.46)
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where p(t) is a time-varying vector containing the parameters of the manipulator and the motor, and
which could be uncertain in the dynamic equations.
This is the new dynamic equation for the manipulator, a diﬀerential equation which relates the voltage
at each actuator with the angular acceleration vector.
Although the compliance is not considered in equation 3.45, adding it to the model should be easier
now using this extended version of 3.2.
Equivalent computed torque control To obtain the same feedback linearisation as in 3.4, the input
voltage of the servo-motor should form an inner loop such that:
E = Q(p(t))[D(q(t), p(t)) · v + h(q(t), q˙(t), p(t))] (3.47)
where v is in fact the same control law used before9: v = q¨d +Kv e˙+Kpe, e = qd − q.
Then, the block diagram for the computed torque control which considers the dynamics of the servo-
motors is:
−
+
−
+
Kvs
Kp
+ D(q)
h(q˙, q)
+
+
Q Q[Dq¨ + h] = E
Manipulator
q˙d
qd
q
q˙
v τ E
q¨d
Figure 3.8: PID computed torque control with motor dynamics included.
Formulation of uncertainty As the real parameters are never available due to uncertainty, the
matrices in equation 3.47 are calculated using only the nominal values of the parameters, pˆ. Then,
Q(pˆ) = Qˆ, D(pˆ) = Dˆ and h(pˆ) = hˆ. Substituting 3.47, with the approximated matrices, inside the
manipulator's model (3.46), yields:
q¨ = v + η (3.48)
η = (D−1Q−1QˆDˆ − In)v +D−1(Q−1Qˆhˆ− h) (3.49)
where Qˆ, Dˆ and hˆ are constant matrices used inside the controller, calculated with the estimated para-
meters pˆ.In is an identity matrix with dimension n.
It can be seen how, due to uncertainty, the feedback linearisation disagree from the expected one by
the time-varying vector η.
Computed torque plus H∞ compensation method By splitting the control signal v into two, it is
possible to design a loop that deals with the disturbances. Basically, the main idea is that it is possible
to create a controller to give the right value to ∆v in order to reduce the η disturbance. This feedback
is design using a H∞ controller.
v = v′ +∆v (3.50)
9As the main focus of this strategy is to make the system robust to noise and disturbances, there is no need to add the
integrative part.
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where v′ = q¨d +Kv e˙+Kpe.
Then, the linearised system in state-space form is (similarly to 3.7):
d
dt
[
e
e˙
]
=
[
On In
−Kp −Kv
][
e
e˙
]
+
[
On
In
]
(∆v + η) = A
[
e
e˙
]
+B(∆v + η) (3.51)
d
dt
e = Ae+B(∆v + η), e =
[
e
e˙
]
Which has the following block diagram representation,
+
+
B
+
+
1
s
A
∆v
η
δe
δt e
Figure 3.9: Block diagram of the linearised system after applying the CTC.
Figure 3.9 shows how, if it is possible to design ∆v in such a way that it compensates the disturbances,
then the system would be self-governed. The only signal aﬀecting the manipulator's movement would be
qd, contained inside e.
Deﬁning P = (sIn−A)−1B, this diagram can be simpliﬁed. Then, the closed-loop H∞ control system
is added and the result is shown in ﬁgure 3.10. The objective of this uncertain dynamic system is to ﬁnd
a dynamic control law ∆v such that the closed-loop system is asymptotically stable and the eﬀects of the
uncertainty η and noise n on the output e are minimized.
+
+
P
Wd
Wi We
Wn
+ +
Kˆ
∆v
η
∆v¯
η¯
e¯
n¯n
y' e
Figure 3.10: Weighted H∞ control conﬁguration.
The schematic in ﬁgure 3.10 can be rearranged to match the standard H∞ control conﬁguration.
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G
Kˆ
w˜ z˜
u˜ y˜
Figure 3.11: Standard H∞ control conﬁguration.
Where G is usually called the augmented plant and Kˆ is the controller to be designed. The following
equations relate ﬁgures 3.10 and 3.11, showing the value of G in state-space representation.
w˜ =
[
η¯
n¯
]
u˜ = ∆v¯ z˜ =
[
e¯
∆v¯
]
y˜ = y′
G =
 A B1 B2C1 D11 D12
C2 D21 D22
 (3.52)
with
A =
[
On In
−Kp −Kv
]
2n x 2n
B1 =
[
On On On
Wd On On
]
2n x 3n
B2 =
[
On
Wi
]
2n x n
C1 =
[
We
On On
]
3n x 2n
C2 = I2n D11 = O3n D12 =
OnOn
In

3n x n
D21 =
[
On
On
Wn
]
2n x 3n
D22 =
[
On
On
]
2n x n
Then, to obtain a stabilizing controller, it is necessary that the following conditions are guaranteed:
a) (A,B2) is stabilisable and (C2, A) is detectable.
b) D12is full column rank and D21 is full row rank.
c)
[
A− jωI2n B2
C1 D12
]
has a full column rank for all frequencies.
d)
[
A− jωI2n B1
C2 D21
]
has a full column rank for all frequencies.
Hence, the weighting matrices Wn, We, Wd and Wi should be full rank so that this assumptions can be
true.
Finally, the steps to obtain a robust computed torque control are:
1. Select Kp, Kv like there was no compensator, and obtain the numerical value of the linear plant
P (s) = (sIn −A)−1B.
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2. Design the internal weighting Wi = α(
s+β
s+γ ) ·In, where α, β and γ (β >> γ) are arbitrary constants.
Then, using this Wi, ﬁnd a provisional stabilizing controller Kˆ which grants that the condition for
robust stabilization (3.5410) is fulﬁlled.∥∥∥∥∥
[
In
Kˆ
]
(In − PWiKˆ)−1
[
I2n P
]∥∥∥∥∥
∞
≤ −1 (3.53)
3. Select proper values of Wd,Wn, and We for ﬁne tuning, according to the importance of each signal.
4. Evaluate a state space realization of the augment plant G (3.52).
5. Find the ﬁnal stabilizing controller Kˆ using the program HINFSYN in MATLAB toolbox [17].
6. Calculate the dynamic controller KC = WiKˆ, KC ∈ Mn x 2n and simulate the system to evaluate
the performance.
7. If the performance does not achieve the expected requirements, go back to step 2 and choose another
weightings.
Once the KC is design, then the ﬁnal block diagram for the computed torque plus H∞ compensation
method is11:
−
+
−
+
Kvs
Kp
KC
+ Dˆ(q)
hˆ(q˙, q)
+
+
Qˆ(q) Q[Dq¨ + h] = E
Manipulator
q˙d
qd
q
q˙
v τ E
q¨d
e
e˙
Figure 3.12: Block diagram for the computed torque plus H∞ compensation method.
3.7 Other control strategies
Force control
This control strategy is useful whenever the end-eﬀector has to make contact with the environment.
In those cases, the position control may not suﬃce. For that reason, an introduction to the hybrid
position/force controller is now presented. The reader will ﬁnd more about this topic in [12].
During contact, some constrains to the free movement of the end-eﬀector appear, referred as kin-
ematic constraints. When that constrains exist, then it is called a constrained motion. Under these
circumstances, only a very well planned motion control could work. Otherwise, it is more than likely that
high contact forces will occur, damaging either the servo or the environment.
Before introducing the hybrid control, let's take the time to take a look to the indirect force control.
The indirect force control can be divided into two: passive and active.
10The operator ‖•‖∞ denotes the H∞ norm which is the supremum of the largest singular value over all frequencies. 
is the stability margin of the uncertain dynamic system, deﬁned in [16].
11KC multiplies the vector e =
[
e
e˙
]
.
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• Passive: The inherent compliance of the robot grants some adaptation capacity. By enhancing
this compliance with the use of elastic joints, as the soft robots for human interaction, or using
mechanical devices attached to the end-eﬀector, such as the RCC [13]), the desired trajectory is
modiﬁed automatically. The robot itself absorbs the energy as to avoid that the contact forces
surpass a certain threshold. No force/torque sensors are involved. It is fast and cheap, but every
application needs a speciﬁc design, so it lacks some ﬂexibility. Also, only a certain amount of energy
can be absorbed and, as the contact forces are not being tracked, it is not guaranteed that high
forces do not appear.
• Active: The compliance is ensured by the controller, which requires measuring the contact forces.
Then, the desired trajectory is modiﬁed, or even generated, online. This overcomes the problems
of the passive interaction control. On the other hand, this approach is slower, more expensive and,
of course, more sophisticated.
As both passive and active have strong and weak points, the most suitable option is to combine them
appropriately.
The hybrid control lies inside the direct force control approach, as an alternative of the indirect
force control. The direct force control requires a model of the interaction task. That means that the user
has to specify the desired motion and the desired contact forces in a consistent way with respect to the
constraints imposed by the environment. The hybrid position/force control is a widely adopted strategy
to do so.
Direct force control In a real contact situation, there are a lot of forces actuating on the end-eﬀector
and can be classiﬁed by their nature (friction, local deformation, constrains violation, etc.). However,
the common approach is to simplify the interaction and only consider two cases: both the robot and
the environment are perfectly rigid, or the robot is rigid and the environment compliant. Those are just
ideal models and any of them does not even consider the friction. Nevertheless, it is expected that the
robustness of the controller can cope with the non-modelled eﬀects, and the control laws may be adapted.
After deﬁning properly the environment as explained in [12], the task is speciﬁed. To do that, a
special frame called task frame is deﬁned. Such frame can be attached to the end-eﬀector or to the
environment. It is used because it makes it much easier to deﬁne the task. The main idea is to obtain the
desired forces and torques (hd) and the velocities and angular velocities (veld) at the end-eﬀector. Both
are 6x1 vectors, describing the wrenches and twists in every axis of the task frame. When the end-eﬀector
replicates those desired hd and veld, then for sure the task will be well performed. This vectors, though,
have to be consistent with the kinematic constrains, and that is why equations 3.54 and 3.55 are for.
hd = Sfλd (3.54)
veld = Svνd (3.55)
where λd ∈ Mmx1 , νd ∈ M(n−m)x1, being n the number of degrees of freedom and m the number of
constrains, express the value of the constrains. Matrices Sf and Sv are used to translate from one to
another.
Let's consider, for example, the case of inserting a cylindrical peg into a hole with a 6-degrees of
freedom robot. Once the peg is well located over the hole, the insertion begins. During this stage, it is
important that the peg only moves perpendicular to the hole (along z-axis). Rotation about the z-axis is
not prohibited. However, the force in the rest of the axis has to be zero.
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n-m=2
1. Move along z-axis with a certain speed.
2. Rotate about z-axis with an arbitrary angular speed.
m=4
1. Force in x-axis equal to zero.
2. Force in y-axis equal to zero.
3. Torque in x-axis equal to zero.
4. Torque in y-axis equal to zero.
Then,
λd =

0
0
0
0
 νd =
[
vz
ωz
]
(3.56)
Which turn into,
Sf =

1 0 0 0
0 1 0 0
0 0 0 0
0 0 1 0
0 0 0 1
0 0 0 0

Sv =

0 0
0 0
1 0
0 0
0 0
0 1

(3.57)
And ﬁnally,
hd =

0
0
Fz
0
0
Γz

vd =

0
0
vz
0
0
ωz

(3.58)
As the performance relies on knowing with precision matrices in equation 3.58, using the measured
values to update them online is common.
The hybrid force/motion control is based on splitting the task of controlling the motion and the
contact forces into two decoupled sub-problems.
For the case where the environment is rigid, the control law is the one in 3.59, where αv and fλ are
the input signals deﬁned in equations 3.60 and 3.61.
τcmd = J(q)[(J(q)M(q)
−1J(q)T )−1(Svαv + S˙vν) + Sffλ +N(q, q˙)] (3.59)
αv = ν˙(t) = ν˙d(t) +KPv[νd(t)− ν(t)] +KIv
´ t
0
[νd(τ)− ν(τ)]δτ (3.60)
fλ = λ(t) = λ˙d(t) +KPλ[λd(t)− λ(t)] +KIλ
´ t
0
[λd(τ)− λ(τ)]δτ (3.61)
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where the system is stable as long as the four gain matrix, KPv, KIv, KPλ and KIλ, are positive-deﬁnite.
Then, by the use of this control law, it is possible to control, independently, both the velocity and the
contact forces by inputting the desired values in the task frame.
To create a position control, is as easy as replacing equation 3.60 for equation 3.62.
αv = r¨d(t) +KDr[r˙d(t)− ν(t)] +KPr[rd(t)− r(t)] (3.62)
For the details, please refer to [12]12.
Linear control
This controller is especially useful with input signals such as steps or ramps. As it considers the behaviour
of the servo motors, and the response can be shaped with precision, high speed response times are possible.
In this strategy, the motors are modelled as in ﬁgure 3.2 and controlled independently. Once each
motor is turned into a transfer function, such as the one in ﬁgure 3.3, a PID controller can be used to
control the speed and, afterwards, another one to control the position. All this together can be seen in
ﬁgure 3.13, where both the noise and the non-linear phenomena, such Coriolis or friction, are considered
a disturbance on the load side, τdist.
PID KT
+
−
1
JMs+DM
1
s
1
Rgn
+
−
1
sKS
1
Rgn
1
JLns+DLn
1
s
−
+
FF
+
+
PID
Fpd
−
+
+
−
Icmd ωM
θS
ωL
θM
θL
ω∗cmd
ωcmd
θref
ωref
τdist
Figure 3.13: Block diagram of the control for one joint.
There are also two more blocks, called feed-forward (Fpd andFF ), used to gain more degrees of
freedom. By using those feed-forward it is possible to avoid overshooting.
Equations 3.63 to 3.68 present the most relevant transfer functions of the system. In 3.64, the
feed-forward blocks are deﬁned. The mathematical work of deriving the equations is given as an exercise
for the reader.
Fdp = Fdp FF =
KF (s+pα1)(s+pα2)
(s+pα3)(s+pα4)
(3.63)
ωL
ωM
= F (s) = KSJLnRgn(s2+ωLs+ω2ar)
(3.64)
ωM
ωcmd
= G(s) = KF
(s+pα1)(s+pα2)(s
2+ωLs+ω
2
ar)(KDvs
2+KPvs+KIv)
(s+pα3)(s+pα4)(V4s4+V3s3+V2s2+V1s+V0)
= N(G)D(G) (3.65)
12The notation adopted in that book diﬀers from the one here presented. For that reason, it was necessary to adapt it:
M(q) = H(q); N(q, q˙) = µ(q, q˙);
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V4 = JM +KT
V3 = DM + (JM +KT )ωL +KTαv
V2 = (JM +KT )ω
2
ar + (DM +KTαv)ωL +
KS
R2gn
V1 = (DM +KTαv)ω
2
ar + (βv +
KS
R2gn
)ωL
V0 = βvω
2
ar
where:
ωL =
DLn
JLn
; ωM =
DM
Jm
; ωar =
√
KS
JLn
(3.66)
αv =
KPv
KDv
; βv =
KIv
KDv
(3.67)
θL
θref
= H(s) = KSKFJLnRgn
(FDp+KDp)s
2+KPps+KIp
s2+ωLs+ω2ar
N(G)
D(G)+N(G)(KDps2+KPps+KIp)
(3.68)
By using an appropriated method to assign the poles, all the gains can be calculated to obtain the
desired response of the system. Which one is the desired response is deﬁned by a set of speciﬁcations
such as, for example, response time or maximum overshooting allowed. Which one is the appropriated
method is hard to say, as the system has up to 8 poles in the case of 3.68. However, the best procedure
is to split the assignation in two stages. First, the speed control is solved by using {KDv, KPv, KIv}
and {pα1, pα2, pα3, pα4}. This means, allocating up to 4 poles and 3 zeros. There are other options,
depending on how the DOF are used. Still, the problem is of great complexity. Once the speed loop is
controlled, solving 3.68 should be easier as there are only 4 DOF left, {FDp, KDp, KPp, KIp}.
A method to design the gains is the coeﬃcient diagram method13, proposed by S. Manabe in [18].
This is a quick way to assign the gains and, at the same time, make the system robust.
There are some possible upgrades to make to this control. Here are two of them:
1. Observer: Using a system that, from the values of Icdm and ωM , can calculate some intermediate
states, such as the derivative part of the PID's. The idea is to avoid using the derivative part inside
the PID by computing it inside the observer.
2. Feed-forward compensator: A feed-forward thought to compensate the disturbance generated by
eﬀects such as Coriolis or the centrifugal forces.
13It also have a Wikipedia article resuming the main advantages of this method.
Chapter 4
Simulations
Before going any further, let's sum up what has been done until now. First thing was ﬁnding the
closed-form of the joint torques which describes the torque required at a certain position, velocity and
acceleration. Also, some other valuable expressions were derived such as the position of the end-eﬀector
and its velocity. The next step was to create a controller from a certain speciﬁcations: steady-state
error, settling time, or others. It was shown how to estimate the response without even considering the
manipulator. If the approach is diﬀerent, with a linear model, then the response will not depend on the
input and it can be fully determined by the pole allocation of the system.
All that is left then is to simulate the whole system, as if the controller would be acting directly on
the robot. That will be useful to gain some experience and to prevent future problems, when the control
is applied in the real manipulator. It allows the designer to introduce disturbances, such as noise, to see
how the system reacts.
Nevertheless, some previous work is necessary: deﬁne the simulation model used, create an algorithm
to design the desired trajectories and chose the evaluation items that measure the performance.
4.1 Numerical simulation model
The simulations run on MATLAB R© R2013a1. The Simulink R© model is an analogue system that includes
the model of the manipulator (friction included), a control law as the one shown in ﬁgure 3.4, with
dissipative force compensation (considered inside the feed-forward block N(q, q˙) of the controller). The
manipulator is considered to behave following the equation 3.1. Some gains are added at the output of
the controller and, inverted, at the input of the manipulator. Those gains allow the control signal to be
a current, which is the input to the servomotors and what can really be modiﬁed through the external
power source.
Figure 4.1 and 4.2 show the model by parts. The reader will see that some sources of noise are added.
This noise can be generated by the motor itself, or created by the supplying net. Also, the eﬀect of the
load is considered2: a steady mass 'm' attached to frame {4} with its centre of mass at coordinates 'S',
as seen from frame {4}.
1This version comes with a bug that makes impossible the compilation of SimulinkR© models. Fortunately, it is solved
and a patch is available at the MATLABR© support website (registration may be required).
2The fact that the load can be deﬁned as a mass plus a CoM permits deﬁning its shape, which actually have an impact
on the torques.
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Figure 4.1: Simulink R© model of the system.
Figure 4.2: Simulink R© model of the controller.
where the block called external force computes, at each time, the vectors F 4ext and N
4
ext deﬁned in 2.17
and 2.18. KT (i) = [
Nm
A ] is the constant that relates the torque given by motor 'i' and the intensity is
circulating through it. gr(i) = wmwL = [φ] is the gear rate and describes how many revolutions the motor
does for every revolution of joint 'i'. The saturation block is used to guarantee that the current does not
surpass the maximum allowed.
Also, in this work, another model will be used as well: a 3D model of the real manipulator. The
objective is to evaluate, visually, the performance. By linking the 3D model to the Simulink R© model of
the manipulator, it is possible to have and accurate idea, as accurate as the model is, of the behaviour
of the robot. To do so, a tool called Simulink R© 3D animation is used. It allows shaping a virtual world
and moving the objects that it contains from both the terminal and a Simulink R© model.
In ﬁgures 4.3 and 4.4, the model of the manipulator is presented. In appendix A, a brief tutorial on
how this model was build can be found.
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Figure 4.3: Snapshot of the 3D model.
Figure 4.4: Interface Simulink R©-Virtual world
In ﬁgure 4.4, the input is the conﬁguration of the manipulator at each sample time, q. The blocks at
the right-side are the ones that modify the virtual world (VR). Each link has a position and orientation
that can be modiﬁed inside VR and, as it can be read in appendix A, the model is built in such way that
those values match the frame's position and orientation. That means that by computing the orientation
and position of each frame at every time (q-> T matrix) it is possible to move the manipulator's 3D
model. Matrices (T-> r) and (T-> p) are, respectively, one that maps the rotation vectors3 and one
that maps the position of the frames. It is important to note that, as the translations and rotations are
referred to the standard frame in VR, the transformation matrices have also to be from {0} to {i}. This
is possible by using equations (2.1) to (2.3).
T1 = T 01 T2 = T
0
2 T3 = T
0
3 (4.1)
Using a virtual world allows the user, by implementing some physics, to simulate interaction between
the manipulator and the environment. This is not necessary if the objective is just to see how the robot
is moving. However, it is interesting to know that a deeper and more realistic simulation is possible.
3The Simulink R©3D AnimationTM requires to express the orientation as a vector through the space origin and a certain
angle. The toolbox, however, incorporates a function to translate rotation matrices to rotation vectors.
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4.2 Trajectory path and evaluation items
In this section, the evaluation items are proposed along with some examples of possible trajectory path-
maker algorithms. The evaluation items can diﬀer depending on the goals. However, an industrial
manipulator has a myriad of applications. For that reason, in this work only to examples will be con-
sidered:
1. General case: The manipulator has to move a load from point A to point B following a predeﬁned
trajectory, as fast as possible.
2. Liquid containers: The manipulator has to move, for example, an open barrel full of liquid. That
means that the load has to remain parallel to the ground within a certain tolerance. No dynamics
eﬀects on the liquid will be considered, so there is no limitation to the acceleration. However, this
eﬀect could be also considered if required. In this work, it will be considered that the acceleration
is smooth and not high enough to make the liquid spill, even if the barrel is almost full.
4.2.1 Evaluation items
The evaluation items must summarize the quality of the performance into a one or more variables, each of
one has to be perfectly deﬁned. By doing so, experiments carried on diﬀerent situations can be compared.
For this work, the main evaluation item (EI) will be the magnitude of the error vector, deﬁned
in 4.2. As this variable is a function of time, two more variables are used: the average and the variance
of the main EI (4.3 and 4.4). Other applications may require speciﬁc EI such as: maximum error (in any
desired direction), overshooting value, etc.
E(t) = |p04desired(t)− p04measured(t)| (4.2)
µe =
1
K
∑K
k=1E(k · Ts) (4.3)
σe =
1
K−1
∑K
k=1(E(k · Ts)− µe)2 (4.4)
where K is the number of samples recorded at the sample period Ts. p
0
4desired and p
0
4measured are
calculated, respectively, from the exciting trajectory and the measured conﬁguration, using equation 2.6
to translate from joint angles to Cartesian coordinates.
In the case of the manipulating liquid containers, the second main evaluation item will be the barrel's
tilt, αe. It is measured as the angle between the vector normal to the base of the barrel and the Z-axis
of the standard frame. It is logic to assume that the ﬁrst vector is the Z-axis of frame {4} as seen from
{0} and, therefore, also from {3}. This angle cannot exceed a certain value, because otherwise the liquid
could be spilled. Equations 4.5 and 4.6 deﬁne this threshold.
cos(αe) =< {Z}0, {Z}4 >= cos(θ2 + θ3) (4.5)
αe = θ2 + θ3 ≤ arctan(Hb−hlrb ) (4.6)
where < v,w >is the scalar product of v and w. {Z}i stands for the Z-axis of frame 'i', a unit vector.
Parameters Hb, rb and hl are, respectively, the height and radius of the barrel and the height of the liquid
it contains. αe is zero when the water surface is perpendicular to the gravity vector. Whence, {Z}0 is
considered to point in the same direction as the gravity.
4.2.2 Trajectory path
As the main purpose of the control strategy proposed on chapter 3 was to follow trajectories, the problem
of generating the mentioned trajectories arises. In this work, two approaches are presented: oine or
online. The implemented algorithms can be seen in appendix B, along with an example to see the output.
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4.2.2.1 Oine trajectory path maker
The ﬁnal goal of the algorithm is to generate a matrix, with 4 column vectors containing a time vector
and the joint values at each time, from the points the end-eﬀector has to go through and the interval
times between points. That matrix can be used as an input for the control shown in section 3.1. In other
words, from a list of sets of coordinates deﬁned in the standard frame4 and a vector containing the
interval times from one point to the next, the algorithm generates the desired trajectories for each joint.
The set of reference points are given by the user, which selected them by some criteria. For example,
the manipulator has to move a load from point A to point B. However, an obstacle forces the manip-
ulator to pass through a certain point C. Then, the input should be the matrix
AC
B
 and the vector
[tA→C , tC→B ].
The steps necessary to obtain the results are:
1. Compute the inverse kinematics to obtain the conﬁguration that leads the manipulator to have its
end-eﬀector at the desired reference point: That creates a matrix of conﬁgurations, one for each
reference point speciﬁed.
2. Solve a linear system to obtain the coeﬃcient of the diﬀerent polynomials: Each polynomial ex-
presses the desired joint values as a function of time. Then, a set of curves that takes the manipulator
from one conﬁguration to the next, in the speciﬁed time, is obtained.
3. Calculate the desired values of the joint by evaluating the diﬀerent polynomials and concatenate
them into one single signal, for each joint: That is, create a vector that, for each joint, describe the
desired value of the joint angle at a certain time. It can be used as a desired trajectory.
Those three points are discussed one by one on the following lines.
Inverse Kinematics Solving the inverse kinematics of a manipulator could just consist of solving
equation 2.6 to ﬁnd the joint angles from the desired end-eﬀector position. However, this non-linear
system can be diﬃcult to solve, and some other strategies may be necessary, such as using the cosine law
to obtain a useful equation. Also, the way it is solve can vary from one robot to another. Furthermore,
some of the equations obtained may only by valid for a subspace of the available workspace, which requires
a full identiﬁcation of the subspaces and adapt the equations to each one of them. It may seem obvious,
but the subspaces have to be deﬁned only as a function of the given point.
Another consideration is the existence of diﬀerent solutions, or even if a single solution exists. To
solve the ﬁrst problem, the inverse kinematics may have to consider also the previous conﬁguration to
choose the closest one in order to optimize the resources. For the second one, if the point is not reachable
by the manipulator, then one option is to run the inverse kinematics with one that is close enough. Of
course, whether the closest point is valid or not will depend on the application. For more information,
the interested reader will ﬁnd a more formal description of the problematic in [3]. Is beyond the scope of
this work doing a deep analysis on this matter.
For this reason, what follows is a brief introduction to some of the most common strategies. After
that, the inverse kinematics will be solved for the example manipulator.
• Algebraic approach: From the equations that express the end-eﬀector position as function of the
joint angles, some manipulations are done so that joint angles become an explicit function of the
given point. A common one is to sum the components, px, py and pz, powered to 2. That can allow
4As it can be read in [3], usually the points are referred to a diﬀerent and more comfortable frame named station frame.
However, this frame depends entirely of the application and, as it remains constant, the transformation from the station
frame to the base frame is also constant. That is why in this work, it is considered that the reference points are given in
the base frame.
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to ﬁnd whether the cosine or the sine of one joint angle. Then, a good strategy is to calculate the
sine(cosine) from the cosine(sine) and use the function atan2. Once one angle is solved, it can be
used immediately, so the system becomes easier. To keep going, some change of variables may be
necessary, such as: u = tan( θ2 ) ⇒ cos(θ) = 1−u
2
1+u2 ; sin(θ) =
2u
1+u2 . That allows to transform an
equation like 4.7 to the one like 4.8, which leads to the solution shown in 4.9.
a · cos(θ) + b · sin(θ) = c (4.7)
(a+ c)u2 − 2bu+ (c− a) = 0 (4.8)
θ = 2tan−1( b±
√
b2+a2−c2
a+c ) (4.9)
Equation 4.9 has two solutions and which one is the valid can diﬀer from one point to another. To
complete the inverse kinematics, some other manipulations may be necessary.
• Geometric approach: The idea is to draw the manipulator in a convenient plane and work with
trigonometric properties such as cosine law. Diﬀerent conﬁguration may lead to changes in the
equations, especially when the joint angles surpass a certain threshold and the equalities vary. It
can be a good complement to the algebraic solution whenever it seems like no other manipulation
is possible, or it can be used to solve the inverse kinematics entirely.
For the speciﬁc case of this work, the equations to be solved are:
px = cosθ1[LB + Lesinθ2 + Lcos(θ2 + θ3) + hsin(θ2 + θ3)] (4.10)
py = sinθ1[LB + Lesinθ2 + Lcos(θ2 + θ3) + hsin(θ2 + θ3)] (4.11)
pz = Lac + Lecosθ2 + hcos(θ2 + θ3)− Lsin(θ2 + θ3) (4.12)
The maximum and minimum values for the joint angles are now deﬁned. Although the real ones are
a little wider, for the sake of simplicity only a fraction is considered. Considering the full range causes
the inverse kinematics to become much more diﬃcult to solve and, as said before, each case is diﬀerent.
Showing the full complexity of the problem hinders the understanding of the example. That is the main
reason behind the use of a reduce joint range5.θ1θ2
θ3

MAX
=

pi
2
5pi
9
4pi
9

θ1θ2
θ3

MIN
=
 −
pi
2
− 4pi9
−1.3
 (4.13)
The ﬁrst manipulation is in order to obtain the ﬁrst joint angle, which can easily be done by dividing
4.11 and 4.10. From the geometric approach, it can be seen as well the relation express in equation 4.14.
θ1 = tan
−1( pypx ) (4.14)
As equations 4.10 and 4.11 express almost the same, and in order to avoid using θ1, the next step is to
calculate
√
p2x + p
2
y. This will yield the magnitude of the projection of the point on plane XY. Then, by
using (
√
p2x + p
2
y − LB)2 + (pz − Lac)2, the only variable left is θ3. To reach that point, it was necessary
to expand the cosine and sine of (θ2 + θ3)
6 once the addition was done.
Solving for the third joint angle:
θ3 = acos(
(±
√
p2x+p
2
y−LB)2+(pz−Lac)2−L2e−L2−h2
2Le
√
L2+h2
)− acos( h√
L2+h2
) (4.15)
where the sign before the term LB changes depending on the position of the end-eﬀector relative to
frame {1}, as can be seen in equation 4.16. This equation expresses the x-component of the end-eﬀector's
position as seen from frame {1}. Basically, if the speciﬁed point is P 04 , then P
1
4 = T
1
0P
0
4 .
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pxcos(θ1) + pysin(θ1) ≥ 0⇒ positive ; pxcos(θ1) + pysin(θ1) ≤ 0⇒ negative (4.16)
Another way, maybe easier, is to apply the cosines law to the triangle formed by the following vectors:
{2}->{3}, {3}->{4} and {4}->{2}. The angle between the ﬁrst two is in fact acos( h√
L2+h2
)− θ3.
To obtain θ2, from either 4.10 or 4.11, the equation is rearranged so that it looks like an equation
such as 4.7. Once more, the cosine and sine of the sum of variables has to be expanded in terms of the
individual variables. In this example, equation 4.10 will be used:
(Lcosθ3 + hsinθ3)cosθ2 + (Le + hcosθ3 − Lsinθ3)sinθ2 = ( pxcosθ1 − LB) (4.17)
Then, by using the change u = tan( θ22 ), the solution is:
θ2 = 2tan
−1(
Le+hcosθ3−Lsinθ3±
√
L2e+L
2+h2+2Le(hcosθ3−Lsinθ3)−( pxcosθ1−LB)2
Lcosθ3+hsinθ3+
px
cosθ1
−LB ) (4.18)
Equation 4.18 has two solutions. To know which one is the valid, an option is to use the ﬁrst solution
and then recalculate θ2 with a recursive expression such as 4.19. If both 4.18 and 4.19 are close enough,
then that has to be the right value. If not, the other solution should be used.
θˆ2 = tan
−1( Lac+Lecosθ2−pz
±
√
p2x+p
2
y−LB−Lesinθ2
) + pi2 − acos( h√L2+h2 )− θ3 (4.19)
where the condition for the sign is also 4.16. This equation is obtained by geometrical analysis as well.
To sum up, by using equations 4.14, 4.15 and 4.18, it is possible to calculate the conﬁguration cor-
responding to a certain end-eﬀector's position express in {0}. This method is applied to every given
reference point to obtain a list of reference conﬁgurations.
Calculation of the coeﬃcients From the last step, a list of conﬁgurations was obtained. In this step,
the N conﬁgurations will be connected by using N − 1 third grade polynomials for each joint, which are
subject to some notation and restrictions:
• Each conﬁguration vector is separated into n, where n is the number of DOF. That results into n
vectors of N joint values each one.
• The notation for the desired joint angle's vector is: [θkini, θkv1 , .., θkvN−2 , θkend].
• The notation for the polynomials is: θki (t) = ai0 + ai1t + ai2t2 + ai3t3 where k = 1, 2, .., n , i =
1, 2, .., N − 1 and t = 0..tfi . That makes 4(N − 1) unknowns for each joint.
1. The ith polynomial begins at the joint angle i of the list and ends at joint angle i+1, for i=1,2,..,N-1.
2. The initial and the ﬁnal velocity are zero.
3. The acceleration and velocity have to remain continuous. That means that the ﬁnal velocity and
acceleration of polynomial i and the initial velocity and acceleration of the polynomial i+1 are the
same.
From this three conditions,4(N − 1) equations can be written as:
θk1 (0) = a10 = θ
k
ini θ
k
N−1(tfN−1) = aN−1,0 + aN−1,1tfN−1 + aN−1,2t
2
fN−1 + aN−1,3t
3
fN−1 = θ
k
endθ˙
k
1 (0) = (4.20)
a11 = 0 θ˙
k
N−1(tfN−1) = aN−1,1 + 2aN−1,2tfN−1 + 3aN−1,3t
2
fN−1 = 0 (4.21)
for i=1,..,N-2
θki (tfi) = θ
k
i+1(0) = θ
k
vi ⇒ ai0 + ai1tfi + ai2t2fi + ai3t3fi = ai+1,0 = θkvi (4.22)
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θ˙ki (tfi) = θ˙
k
i+1(0)⇒ ai1 + 2ai2tfi + 3ai3t2fi − ai+1,1 = 0 (4.23)
θ¨ki (tfi) = θ¨
k
i+1(0)⇒ 2ai2 + 6ai3tfi − 2ai+1,2 = 0 (4.24)
By rearranging these equations into a linear system as the one in equation 4.25, the coeﬃcients can
be calculated. Then, the process is repeated for the other degrees of freedom.
A ·

a10
a11
...
aN−1,2
aN−1,3

= b (4.25)
Generation of the trajectories Once the coeﬃcients are known, those polynomials are evaluated
from t = 0..tfi , with a certain time step deﬁned by the user. Once all the polynomials are evaluated,
they are link together properly to generate one vector of joint angles for each DOF. Also, a time vector
should be generated from time zero to time Tend =
∑N−1
i=0 tfi , with the same time step used before. In
order to use this inside Simulink R©, one option is to place those vectors together in one single matrix of
the form:
qdes =
 | | |time θ1 · · · θn
| | |

4.2.2.2 Online trajectory path maker
The objective of the online option is to create a vector of points, P 04 (t), and use it to generate, on the
ﬂy, the desired reference for the control to follow. This method is based in two things, which are also the
steps that lead to the ﬁnal result:
1. Bézier curves: From a ﬁnite number of checkpoints, a continuous trajectory is generated. This curve
contains all the checkpoints and also guarantees the continuity of both velocity and acceleration.
2. Inverse Jacobian matrix: This matrix maps the joint angular velocities from the linear velocity of
the end-eﬀector, as saw in section 2.2.
Bézier curves To create a C3 Bézier curve, the following procedure was to be performed for every
coordinate. That means, three independent functions will be generated: x(t), y(t), z(t). In the explana-
tion, only the ﬁrst coordinate will be shown, as the other two will have the same aspect. First, though,
some theory on deﬁning the basic aspects of the Bézier curve (or Bernstein-Bézier curve) is presented.
The topic is covered deeply in [10].
A Bézier curve is such that it can be deﬁned as:
C(t) =
∑n
i=0 PiBi,n(t) (4.26)
where Bi,n(t) is a Bernstein polynomial, and t ∈ [0, 1].
Those Bernstein polynomials are deﬁned as:
Bi,n(t) =
(
n
i
)
ti(1− t)n−i (4.27)
5The reduced has the following diﬀerences with respect to the original: − 11pi
12
≤ θ1 ≤ 11pi12 and −pi2 ≤ θ3.
6cos(θ2 + θ3) = c2c3 − s2s3 ; sin(θ2 + θ3) = c2s3 + s2c3
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This variable 't' will not be used as time. Rather, is can be seen as a ratio which is zero at the
beginning of the trajectory and 1 at the end. The time will be used in the next step.
Now that the curves are formally presented, the temptation to create a high grade spline that connects
all the point may appear. However, the literature recommends the use of several low grade polynomials
linked together, rather than using a single high grade one. For that reason, there will be a polynomial
for every pair of points in space. Also, as the goal is to achieve a C3 Bézier curve, the optimal solution
is a third grade polynomial (n=3).
Because of this reasons, given N reference points, N − 1 polynomials will be created (for each co-
ordinate). That is, for k ∈ [1, N − 1],
xk(t) = P
k
0 (1− t)3 + 3P k1 t(1− t)2 + 3P k2 t2(1− t) + P k3 t3 (4.28)
x˙k(t) = 3(P
k
1 − P k0 )(1− t)2 + 6(P k2 − P k1 )t(1− t) + 3(P k3 − P k2 )t2 (4.29)
x¨k(t) = 6(P
k
0 − 2P k1 + P k2 )(1− t) + 6(P k1 − 2P k2 + P k3 )t (4.30)
Considering that the given list of checkpoints is pj = [pxjpyjpzj ], j = 1, 2, .., N , then the following
relations can be written:
xk(0) = pxk xk(1) = pxk+1 (4.31)
x˙1(0) = x˙N−1(1) = 0 (4.32)
x˙k(1) = x˙k+1(0) x¨k(1) = x¨k+1(0), k ∈ [1, N − 2] (4.33)
This set of equations is enough to deﬁne all the parameters and thus, by solving them, the trajectory
is obtained. The easiest way to solve this linear problem is by expressing it in matrix form. Then, once
the system is solved, the only thing left is to evaluate all the polynomials in order, with a certain time
step for 't'7, and store those sampled values into a vector.
To evaluate the polynomial, the representation of Bézier as matrix operations may be more suitable.
Although the detailed derivation of the expression is not shown here, it can be found at [11]. The main
idea is to expand 4.27 and combine it with 4.26 to obtain a polynomial of the type C(t) =
∑
cit
i. The
matrix form is, then, for n=3:
C(t) =
[
1 t t2 t3
]

1 0 0 0
−3 3 0 0
3 −6 3 0
−1 3 −3 1


P0
P1
P2
P3
 (4.34)
where t is a column vector from 0 to 1.
Once the process is repeated for the other two coordinates, a matrix with 3 columns is generated.
Each column refers to one coordinate causing each row to be, in fact, a point in space through which the
end-eﬀector should pass.
Inverse Jacobian matrix Once the matrix containing all the reference points is available, the time
vector is created by concatenating consecutive vectors of the form:
tk = tk−1(end) : h : tk−1(end) +4tk
where h is the time step used before to sample the spline, ∆tk is the desired cost time to take the
manipulator from pk → pk+1 given by the user. This notation means that tk is a vector starting where
7The time step should be constant and stored into a variable as it will be used afterwards to generate the time vector.
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the tk−1 ended, and gradually increases its value, h seconds at a time, until ∆tk seconds have passed.
Also,t0 = 0 and tN−1(end) = UN−1k=1 tk.
Then, both the matrix of reference points and the assembled time vector are introduced to the
Simulink R© model shown in ﬁgure 4.5.
Figure 4.5: Online computation of the inverse Jacobian.
It is important to note that, at some points called singularities, the inverse Jacobian cannot be
inverted. It would be wise to prevent this problem when creating the trajectories by adapting the spline
to avoid them.
4.2.2.3 Online vs Oine
In this part, both alternatives are compared. First of all, a ﬂow chart will show schematically the process
followed by the two algorithms. On the left, the oine alternative. On the right, the online alternative
where the oine stage has been framed in red.
Figure 4.6: Flow chart comparison: oine vs online.
Table 4.1 contains a quick overview on the good and bad points of each alternatives.
Table 4.1: Pros and Cons of the trajectory maker alternatives.
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4.3 Numerical simulation results
The system that will be simulated was described at section 4.1. Also, a load will be considered. By
deﬁning its weight, material and shape, both the mass and the gravity centre are implicit.
The simulations will be divided into four runs, and each run will be performed four times under
diﬀerent circumstances. Tables 4.2 and 4.3 describe in detail the contents of each run. The third
simulation is the special case of transporting a liquid, which requires the use of the special evaluation
item described before.
Run
ωn τ Load
Joint1 Joint2 Joint3 Joint1 Joint2 Joint3
1 10 12 15 0.1 0.08 0.07 Steel( 7850kgm3 )/50Kg/Cube
2 10 12 15 0.01 0.008 0.007 Steel( 7850kgm3 )/50Kg/Cube
3 100 120 150 0.1 0.08 0.07 Steel( 7850kgm3 )/50Kg/Cube
4 8 7 9 0.025 0.03 0.02 Gasoline( 680kgm3 )/70Liters/
φ=0.4m
h=0.6m
Table 4.2: Contents of the simulations (I).
Sub-run Noise Parameter Error
1 X X
2 O X
3 X O
4 O O
Table 4.3: Contents of the simulations (II).
The noise is generated by randomly selecting values of a normal distribution with 0-mean and a
variance equal to the 10% of the maximum intensity of the motor it acts on. The parameter error
assumes an error of 10% over the parameter estimation.
About the loads, the containers are considered to be of negligible mass and the grip can be seen in
ﬁgure 4.7. The relative position between frame {4} and the load's centre of mass creates the external
torque and is considered by the parameter 'S' (ﬁgure 4.1).
Figure 4.7: On the left, the load for runs 1, 2 and 3. On the right, load for run 4.
Before starting the simulations, there is some previous work: Calculate the gains and the poles, and
generate the trajectories.
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4.3.1 Gains and poles
By using equations 3.19 and 3.20, the gains and poles are calculated:
Run
kv kp ki
Joint1 Joint2 Joint3 Joint1 Joint2 Joint3 Joint1 Joint2 Joint3
1 30.00 36.50 44.29 300 444 653 1e3 1.8e3 3.2e3
2 120 149 173 2100 3144 4511 1e4 1.8e4 3.2e4
3 210 252.5 314.3 1.2e4 1.74e4 2.68e4 1e5 1.8e5 3.2e5
4 56 47.3 68 704 515.67 981 2.56e3 1.63e3 4.1e3
Table 4.4: Gains used for the simulations.
Run
p1 p2
Joint1 Joint2 Joint3 Joint1 Joint2 Joint3
1 -10 -12.5 -14.29 -10 -12 -15
2 -100 -125 -142.9 -10 -12 -15
3 -10 -12.5 -14.29 -100 -120 -150
4 -40 -33.33 -50 -8 -7 -9
Table 4.5: Pole allocation for the simulations.
4.3.2 Trajectories
For the simulations, the algorithm chosen is the oﬀ-line path maker. As the trajectories used are diﬀerent
depending on the load, the following lines describe those trajectories and present a 3D representation in
ﬁgures 4.8 and 4.9.
• For the steel cube, the manipulator grabs the load at the 0-conﬁguration and takes to station A.
After one second, the load is transported to station B, where the process ends.
Figure 4.8: Trajectory for load 1.
• For the barrel, the priority is to transport it horizontally. By specifying, to the path maker al-
gorithm, points where the sum of θ2 and θ3 is zero, then the sum will remain zero all along the
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trajectory. That is because the input for both joints will be exactly the same but opposite sign.
Figure 4.9: Trajectory for load 2.
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4.3.3 Simulation results
For the sake of simplicity, this subsection only shows results for sub-runs 1 and 4, as those two are the
most interesting ones. The rest of the plots can be seen in appendix C. Also, at the beginning of each
run, the poles are shown in the real-imaginary plane.
4.3.3.1 Run 1
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Figure 4.10: Pole allocation for run 1.
Run 1.1
Figure 4.11: Performance of run 1.1.
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Run 1.4
Figure 4.12: Performance of run 1.4.
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4.3.3.2 Run 2
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Figure 4.13: Pole allocation for run 2.
Run 2.1
Figure 4.14: Performance of run 2.1.
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Run 2.4
Figure 4.15: Performance of run 2.4.
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4.3.3.3 Run 3
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Figure 4.16: Pole allocation for run 3.
Run 3.1
Figure 4.17: Performance of run 3.1.
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Run 3.4
Figure 4.18: Performance of run 3.4.
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4.3.3.4 Run 4
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Figure 4.19: Pole allocation for run 4.
Run 4.1
Figure 4.20: Performance of run 4.1.
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Figure 4.21: Tilt of the barrel over time for run 4.1
Run 4.4
Figure 4.22: Performance of run 4.4.
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Figure 4.23: Tilt of the barrel over time for run 4.4
4.3.4 Comments on the results
Table 4.6 shows the mean and variance of the main evaluation item for the ﬁgures shown above. By
packing the basic statistics in one table, comparing results becomes much easier.
Run Sub-run Mean [mm] Variance [mm^2] Standard deviation [mm]
1
1 2.2540 7.2721 2.6967
4 4.0522 7.0203 2.6496
2
1 0.2744 0.1236 0.3516
4 0.6352 0.1510 0.3886
3
1 0.0338 0.0028 0.0529
4 0.1596 0.0081 0.0900
4
1 2.0087 4.1897 2.0469
4 3.0546 4.2138 2.0528
Table 4.6: Statistics of the simulations.
It is easy to see that the run with less error is run 3. That is, the one with the bigger gains (see table
4.4). However, by comparing the ﬁgures of the ﬁrst sub-runs, it can be seen how the settling time is
more or less the same, as expected. This fact conﬁrms that, only by watching the pole allocation of the
diﬀerential equation, it is possible to know some aspects of the expected performance. The value of the
maximum error, though, depends on the reference signal. Yet what it is sure is that for the same settling
time, the alternative with higher gains will for sure present a lower error mean, as run 2 and 3 certify.
On the other hand, the higher the gains are, the more demanding the performance for the servo-motors
is. The relative current ﬁgures (lower-right corner) show how the main diﬀerence among runs is nothing
more than the peaks of intensity. In other words, what makes the diﬀerence is not the value of the
intensity itself, but the derivative of the intensity. For big gains, the intensity can change much faster
than for low gains. How fast can change is limited by the motors, and it must be taken into account when
designing the controller. To sum up this point about the current limitations, basically the boundaries
of amperage aﬀect basically the maximum weight and acceleration, whereas the maximum value of the
derivative of the current restricts the PID gains.
Another aspect of the simulations can only be seen by comparing the sub-runs 1 and 3 (appendix
C), where it becomes visible that, even though there is a permanent error on parameter estimation of
10%, the steady-state error still goes to zero. That is due to the work done by the integrative part of
the controller. However, the maximum error does increase by a certain amount, always depending on the
gains of course.
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Finally, the results for run 4 are commented. Even with a noise with a variance equal to the 10% of
the maximum intensity, the tilt does never exceed 0.67 degrees. That means that, by just inputting points
where θ2 = θ3 at the trajectory making stage, and using appropriated gains, it is possible to transport
liquid containers ﬁlled almost to the top.
Chapter 5
Conclusions and recommendations
In this thesis, a basic guide to successfully implement a controller for an industrial manipulator was
presented. The explanations given and the equations presented can be used for general cases so, even
though the example used is for a 3-degrees-of-freedom robot, this guide is useful for any type of manipu-
lator.
Throughout the text, how the PID gains and the perturbations aﬀect the performance has been shown.
The main idea is that, by calculating the gains based on the pole allocation of the error's diﬀerential
equation, it is easy to set the settling time as well as how imperturbable the system will be.
The examples and simulations used are just to give and idea of what to expect when working with
the given tools. Still, it has been proved that the designed controller is capable of performing the tasks.
Basically, following trajectories given by a set of 3D points. Those type of inputs could be used for
welding, spray painting, moving loads inside an ever-changing environment with obstacles and many
other applications.
Although the robust control based on the H∞ compensator was not used, the integrative part of
the controller could reject the error caused by noise and uncertainty successfully. Nevertheless, this was
in part possible because the mass and shape of the load were known. When it is better to use the
robust control or just use a PID depends on the application. However, when the load is unknown or
the parameters are clearly a rough estimation of the real values, it may be better to take the time and
implement the compensator.
Future work The lack of experimental results makes this work somehow incomplete. It deprives the
reader from knowing the steps necessary to take the theory to reality.
Also, the strategies commented should be explained more deeply and other control strategies and
techniques should be added.
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Appendix A
Simulink R©3D AnimationTM tutorial
This brief tutorial will show the process followed to create the 3D model of the manipulator shown in
section 4.1.
It will be considered that a 3D model is already available. The format that the Simulink R©3D
AnimationTM used is one called .wrl. There are programs that can create virtual worlds by using Vir-
tual Reality Modelling Language (VRML). However, some CAD software such as Solid Works R© allows
exporting in this format. The example presented begins from a Solid Works R© model.
1) Post-procesing of the Solid Works R© model. The parts of the manipulator are created by
separated for reasons that will be presented afterwards. Each part is a link of the robot. Once created,
the link is orientated so that the axes of its frame are aligned with the axis of the default coordinate
system, as it can be seen in the ﬁgures below. Also, the origin of the frame has to be located at the origin
of the piece. By doing that, when the piece is exported to VRML, the coordinate system that will deﬁne
it will be the frame chosen at the theoretical study stage. In other words, the orientation and position of
each link will be modiﬁed by the transformations found in section 2.2.
Figure A.1: CAD pieces of the manipulator: link 0 and 1.
As it can be seen clearly in the link 3 at ﬁgure A.2, the frame orientation (the big axis attached to
the piece) is the same as the default one (left-down corner). Also, both the origin of the frame and the
piece are the same, as the blue point is on the frame origin.
Once the pieces are ready, they are exported from the CAD in format .wrl. It is important to bear in
mind the units. When saving in .wrl format, the option button (ﬁgure A.3) allows to modify two things:
version and units. For the latest releases of MATLAB R©, the version chosen should be VRML97. About
the units, in this example the measures introduced for the drawings were in millimetres. However, when
exporting, the units speciﬁed were meters as to obtain them in real scale inside the virtual world.
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Figure A.2: CAD pieces of the manipulator: link 2 and 3.
Figure A.3: Export options.
2) Pre-processing of VR model Once the pieces are saved in the appropriate format, then it is time
to switch to MATLAB R©. To open the virtual reality editor, there are two ways: type on the command
line vredit and then open from the menu the saved model or open the desired document directly. If
the model is opened from MATLAB R©, then it is not the editor but the viewer windows that will pop up
(ﬁgure A.41). From there, by clicking File>>Open in editor the editor shall appear.
1The ﬁgures have been modiﬁed with GIMP to change the black background to a white background to save ink.
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Figure A.4: Viewer window.
Figure A.5 shows the inside of the editor. Let's explain a little bit this window:
• On the right-upper side, a screen shows the current viewpoint: It is also possible to move freely
by using the left-click+mouse or the arrows and the keyboard keys shift and alt.
• The bottom part is for the descriptions and options: From there, it is possible to modify the
properties of the diﬀerent objects.
• Left-upper part is where the objects, or nodes, are listed: The basic object used in this example
is the transformation. These objects have orientation and position2. A wide variety of nodes is
available, and those of interest for the example will be explained when necessary.
Figure A.5: Editor window.
2As the origin and orientation of the links match the position and orientation of the CAD piece, now the transformation
for one link is controlled easily.
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As it can be seen, however, the imported piece has been split into several transformations. To avoid
unnecessary work, the diﬀerent parts are combined into one single object by selecting them all and
then Right-click>>Wrap by>>Transformation. This new object can be named by Right-click>>Edit
name. Once done, copy the object by also Right-click>>Copy (ctrl+c is not available).
Then, a new virtual world is created (File>>New...). It will be empty with only the ROOT. To
paste here the object, select the ROOT and Edit>>Paste. The process is repeated with all the links.
The result is shown in ﬁgure A.6. In that ﬁgure, though, the origins of the frames have already been
modiﬁed.
To modify the position of the origin, the vector used is translation. For example, Link3 has a
translation of [0.145 0.124 0.868], which corresponds to the vector P 03 (0 − configuration). So, to move
the robot, the ﬁrst important thing is to introduce inside each link#.translation the value of P 0#, using
the same joint angles for all of them. The orientation is governed by the vector rotation. This is a vector,
not a matrix as the ones used since now, yet MATLAB R© incorporates a function called vrrotmat2vec that
deals with this problem for us. By inputting the matrix R0# to this function, the vector it returns can
be used directly inside the VR. Furthermore, this function has a Simulink R© equivalent called Rotation
Matrix to VRML Rotation inside the Simulink R©3D AnimationTM toolbox.
To sum up, the orientation of a link is controlled by a rotation vector obtained from the rotation
matrix, R0i , and its position can be modiﬁed by a translation vector equal toP
0
i .
Figure A.6: Virtual world with all the links and 3 viewpoints.
3) How to use the editor The basic idea behind virtual worlds is the concept of nodes and trees.
Nodes can be shapes, properties or even the background. Basically, anything the user wants to deﬁne
has to be done through nodes. On the other hand, each node possess an inside tree called children. Inside
one node's children, more nodes can be added.
For example, in ﬁgure A.6 it can be seen how the main nodes are transformations. Inside link3,
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however, there are more nodes. The ﬁrst transformations are the result of the wrap by operation done
before. There are two more transformations linked to the axis (in grey) and a camera (right-upper part
of the grill) called cameraLink3. As these nodes are inside the main one, they describe link3 and all their
coordinates are now with respect to this transformation origin and main axis. In other words, all the
nodes under the sub-tree of another node will move only with respect to their superior. In the case of
Camera3, this means that it will move as if ﬁxed to link3.
This property also applies to appearance. To create a moving box with an attached image, the tree
would be:
Figure A.7: Tree of a moving box with texture.
where the blue is for the main node, green for the nodes inside the sub-tree and orange for the ﬁelds of
a node.
By using this same tree, the environment is created as it will be shown in the next step.
4) Layout and ﬁnal aspects. By creating diﬀerent objects, like walls and the ﬂoor, with the tree seen
in ﬁgure A.7, and moving them by the appropriated translation, the scene is created. Figure A.8 shows
the ﬁnal result.
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Figure A.8: Virtual world.
In this picture, it is possible to see all the nodes involved. There is the ﬂoor, the metal base for
the robot and the four walls. Each one of them has a picture in the ﬁeld Image Texture that can be
scaled and panned with texture Transform. There are more nodes, however. The cameras can be situated
hanging from the ROOT, which means total freedom of position and orientation, or from another node
like cameraLink3. The SpotLight is used to guarantee a good illumination of the scene. Also, to make it
easier, a good option is to set, inside the ﬁeld Material, a certain emissivity for the walls and ﬂoor. By
doing so, those objects will have no shadow and always be visible no matter the lack of light.
Finally, three more nodes are added:
• WorldInfo: contains two ﬁelds, info and title. The ﬁrst one is a matrix of strings that describe the
model and the second one is the given name.
• NavigationInfo: describe the defaults for the free navigation inside the virtual world. Basically, how
you move when panning or rotating the scene. By Right-click inside the viewer, these options can
be changed.
• Background: deﬁnes the colours and their shape on the background of the scene.
5) Connection with Simulink R©. From a new Simulink R©model, inside the Simulink R©3D AnimationTM
toolbox there are all the block necessary. In this example only two are used: VRsink and Rotation Matrix
to VRML Rotation.
The function of the second block has already been commented. About the ﬁrst block, each VRsink
acts as a bridge between Simulink R© and one virtual world. When setting this block for the ﬁrst time, a
window like the one in ﬁgure A.9 will appear.
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Figure A.9: VR Sink parameters.
From this window, the virtual world is selected as source ﬁle. Now, the list of nodes is loaded on the
right-side to select the desired parameters to modify during the simulation. Once ﬁnished, the Simulink R©
model should look like this:
Figure A.10: Simulink R© model.
The virtual model of the manipulator is ready to be connected to a Simulink R© model through q.
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6) Recording Once the model is connected to a simulation, it is time to prepare the recording. To do
so, double click on the VRSink to open the viewer (ﬁgure A.11). To modify the block parameters again,
click Simulation>>Block parameters.
To record a video, press Recording>>Capture and Recording Parameters. A window like the one
in ﬁgure A.12 will pop up. To create a video, enable the option Record to AVI and then name the ﬁle.
There are many options available such as the frames per second (FPS), quality and compression. Those
factors will aﬀect how good the video will be. The better, the bigger the ﬁle will result. Another critic
factor is the sampling time of the simulation. A big sampling time will lead to rough movement whereas
to achieve a smooth motion a low one is required. The lower it is, the more time the simulation will
consume and the bigger the video ﬁle will be. It is all about ﬁnding the middle term between comfort
and beauty.
Figure A.11: Viewer windows with the ﬁnal model.
Figure A.12: Recording settings.
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7) Some advice. Now that the tutorial is over, let's take the time to expose some common mistakes:
• The manual control of the camera is in fact pretty diﬃcult. The best way to set the cameras is by
their translation and rotation vectors. However, exploring freely the scene can inspire. Is better to
do that in the viewer window because on the low part it shows the actual location and orientation
of the camera. So it can be copied and used afterwards to create new Viewpoints.
• Also regarding the camera controls, it is important to take the time and set and appropriated speed
and method. Also, the arrows are really useful. Arrows: orientation / Up&Down+shift: Zoom
In&Out / Ctrl+arrows: pan.
• Before recording, remember to close the navigation panel. Else, the panel will appear on the footage.
• Depending on the integration step, or sampling, and the simulation length, recording a video may
take hours. It is advisable to ﬁrst be sure that what is about to be recorded is correct and second,
to try diﬀerent step sizes from big to small until the manipulator moves smooth enough. As the
viewer will show the movement while simulating, it is not necessary to wait until the footage is
ready. Just waiting a few seconds watching the viewer will reveal if the motion is rough or not.
• A way to record from diﬀerent viewpoints to diﬀerent ﬁle at the same time has not been found.
To get a full tutorial on the topic, please refer to www.mathworks.com or consult the manual Simulink R©3D
AnimationTM: User's Guide, available in PDF.
Appendix B
Trajectory maker algorithms
B.1 Oine algorithm
Main
%P: a matrix containing the desired checkpoints - 3 rows / N columns.
%Tf: a row vector of N-1 interval times.
%h: time step to generate the trajectories.
function [traj,time]=posdes2qdes(P,Tf,h)
%memory allocation
q=zeros(3,size(P,2));
%Inverse kinematics
for i=1:1:size(P,2)
q(:,i)=pos2ang(P(:,i));
end
%trajectory generator
traj(1,:)=Qdes(q(1,:),Tf,h);
traj(2,:)=Qdes(q(2,:),Tf,h);
[traj(3,:),time]=Qdes(q(3,:),Tf,h);
end
Subfunction pos2ang
function q=pos2ang(P)
%Parameters
Lb= ; Le= ; Lg= ; Lh1= ; Lh2= ; Lii= ; Lj= ; Lac= ;
L=Lh1+Lh2+Lj; h=Lg+Lii;
%coord
px=P(1);py=P(2);pz=P(3);
%theta1
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theta1=atan(py/px);
%theta3
if px*cos(theta1)+py*sin(theta1)>=0
n=(sqrt(px^2+py^2)-Lb)^2+(pz-Lac)^2-Le^2-L^2-h^2;
else
n=(sqrt(px^2+py^2)+Lb)^2+(pz-Lac)^2-Le^2-L^2-h^2;
end
d=2*Le*sqrt(L^2+h^2);
theta3=acos(n/d)-acos(h/sqrt(L^2+h^2));
%theta2
a=L*cos(theta3)+h*sin(theta3); b=Le+h*cos(theta3)-L*sin(theta3); c=px/cos(theta1)-Lb;
theta2=2*atan((b-sqrt(b^2+a^2-c^2))/(a+c));
%check
if px*cos(theta1)+py*sin(theta1)>=0
t2=atan2((Lac+Le*cos(theta2)-pz),(sqrt(px^2+py^2)-Lb-Le*sin(theta2)))+0.2094-theta3;
else
t2=atan2((Lac+Le*cos(theta2)-pz),(-sqrt(px^2+py^2)-Lb-Le*sin(theta2)))+0.2094-theta3;
end
%selecting the best solution
if abs(theta2-t2)>0.005
theta2=2*atan((b+sqrt(b^2+a^2-c^2))/(a+c));
end
q=[theta1;theta2;theta3];
end
Subfunction Qdes
function [traj,time]=Qdes(Q,Tf,h)
%Use the desired points and interval times to calculate the
%coefficients of the polynomials
[A,b]=calcAb(Q,Tf);
coef=linsolve(A,b);
%Evaluate the polinomials
j=1; i=1;
taux=0:h:Tf(i);
qaux=coef(j)+coef(j+1)*taux+coef(j+2)*taux.^2+coef(j+3)*taux.^3;
traj=qaux; time=taux;
j=j+4;
for i=2:1:size(Q,2)-1;
taux=0:h:Tf(i);
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qaux=coef(j)+coef(j+1)*taux+coef(j+2)*taux.^2+coef(j+3)*taux.^3;
traj=[traj,qaux];
time=[time,ones(1,size(taux,2)).*time(end)+taux];
j=j+4;
end
end
B.2 Online algorithm
Main
%P: vector of desired checkpoints -> each row is a 3D point. size(P,1)=N
%T: vector of interval times from one point to the next. size(T,1)=N-1
function [Tdes,Pdes]=BezierCurve(P,T,h)
%memory allocation
C=zeros(4*(size(P,1)-1),1);
%calculation of all the polynomials
for i=1:1:3
[A,b]=calcAbBezier(P(:,i));
C(:,i)=linsolve(A,b);
end
%memory allocation
Tdes=zeros(sum(T)/h+2,1);
Pdes=zeros(sum(T)/h+2,3);
M=[1 0 0 0;-3 3 0 0; 3 -6 3 0; -1 3 -3 1];
for k=1:1:3
n=1;i=1;
for j=1:4:size(C,1)-3
%creating the time vector for the Bézier curve: 0->1
tb=(0:h/T(i):1)';
%Evaluating the real time vector and stacking it
if n==1
Tdes(n:n+size(tb,1)-1,1)=(0:h:T(i))';
else
Tdes(n:n+size(tb,1)-1,1)=(Tdes(n-1):h:Tdes(n-1)+T(i))';
end
%evaluation of the Bézier polynomial and stacking it
Pdes(n:n+size(tb,1)-1,k)=[ones(size(tb,1),1) tb tb.^2 tb.^3]*M*C(j:j+3,k);
i=i+1; n=n+size(tb);
end
end
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end
Subfunction calcAbBezier
function [A,b]=calcAbBezier(p)
n=size(p,1)-1;
%memory allocation
A=zeros(4*n); b=zeros(4*n,1);
%equation 4.26
j=1; i=1;
for k=1:2:2*n
A(k,j)=1; b(k,1)=p(i);
A(k+1,j+3)=1; b(k+1,1)=p(i+1);
j=j+4; i=i+1;
end
k=2*n+1;
%equation 4.27
A(k,1:2)=[-1 1]; b(k,1)=0;
k=k+1;
A(k,4*n-1:4*n)=[-1 1]; b(k,1)=0;
%equation 4.28
k=k+1; j=1;
while k<=4*(n)
A(k,j+2:j+5)=[-1 1 +1 -1]; b(k,1)=0;
k=k+1;
A(k,j+1:j+6)=[1 -2 1 -1 +2 -1]; b(k,1)=0;
k=k+1;
j=j+4;
end
end
Appendix C
Remaining simulation results
Run 1.2
Figure C.1: Performance of run 1.2.
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Run 1.3
Figure C.2: Performance of run 1.3.
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Run 2.2
Figure C.3: Performance of run 2.2.
Run 2.3
Figure C.4: Performance of run 2.3.
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Run 3.2
Figure C.5: Performance of run 3.2.
Run 3.3
Figure C.6: Performance of run 3.3.
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Run 4.2
Figure C.7: Performance of run 4.2.
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Figure C.8: Tilt of the barrel over time for run 4.2
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Run 4.3
Figure C.9: Performance of run 4.3.
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Figure C.10: Tilt of the barrel over time for run 4.3
