The basic principle underlying quantitative language variation is the idea that the realization of a linguistic variable ("dependent variable") will be influenced by factors such as its linguistic context, stylistic level, and social identity ("independent variables"; cf. Sigley 1997, 19) . These factors can be divided into categorical and variable factors. While the former always co-occur with only one variant of the linguistic variable, the latter merely favor or inhibit the realization of a particular variant. For any linguistic variable, the categorical factors can be seen as delimiting the area within which variation is actually possible.
For example, an interesting case of language-internal variation within British English concerns the placement of prepositions in relative clauses.
(1) a. They found the knife which the victim had been killed with b. They found the knife with which the victim had been killed
In both (1a) and (1b), the relativizer which relates the phrase the knife to the preposition with. Yet, in (1b), the preposition precedes which, whereas in (1a), it follows killed. Hence, the dependent variable "preposition placement" has two variants: the preposition in (1a) is said to be "stranded" (i.e., it appears without an adjacent NP complement) or (as in 1b) "drawn" to the clause-initial position by a WH-relativizer and "pied piped"-a term coined by Ross (1986, 126, fn. 23 ) that refers to the children of Hamlin who followed the pied piper in the well-known fairy tale.
The literature on the placement of prepositions in sentences such as (1a) and (1b) offers many competing suggestions, ranging from "stranding is not really an option with WH-[. . .] relatives" (Van den Eynden 1996, 444) to "the preposition at the front is common only in <formal> writing" (Leech 1996, 375) . A look at the following examples, however, reveals that the situation is in fact much more complex:
(2) a. we were anxious # about the way in which we would make a living # (LLC:6.4.621-622; taken from Johansson and Geisler 1998, 75) b. *we were anxious about the way which we would make a living in 1 (3) a. She's a girl whom I get on with very well b. She's a girl with whom I get on very well c. *She's a girl on with whom I get very well
In (2a), the preposition introduces the relative clause, even though the example is taken from the London-Lund Corpus (LLC), a corpus consisting of spoken English rather than formal writing. Indeed, as can be seen in (2b), stranding the preposition would lead to the ungrammaticality of the sentence, regardless of the level of formality. Conversely, preposition stranding and pied piping of with yields grammatical sentences in (3a) and (3b) but an ungrammatical sentence (3c) if on is pied piped with with.
As the examples above show, preposition placement in WH-relative clauses is a highly complex grammatical phenomenon that exhibits categorical restrictions (2 and 3) as well as optional variation (1). Furthermore, while preposition stranding also occurs in other environments (e.g., prepositional passives such as John was talked about or WH-questions such as Who did she talk to?), there are a number of unique independent factors that call for an in-depth analysis of the phenomenon in relative clauses (such as the set of competing non-WH-relativizers that and Ø, which do not allow pied piping; cf. the man to whom/*that/*Ø she talked, or the restrictiveness of a relative clause).
In order to provide an adequate analysis of the stranding-pied piping variation in English relative clauses, data extracted from the British English component of the International Corpus of English (ICE-GB) were subjected to a statistical GOLDVARB analysis. As the analysis revealed, the area of actual variation is tightly constrained due to a large number of categorical environments. Among the categorical factors, the GOLDVARB analysis identified an important ordering of constraints: while some apply to all types of relative clauses, others are only secondary in that they pertain only to a subset of tokens. Within the data that exhibited variation, the syntactic function of the PP, the level of formality, the type of phrase in which the PP is contained, and the restrictiveness of the entire RC were found to have significant effects on the placement of the preposition. In the following discussion, however, it will have to be kept in mind that corpora are obviously great tools for detecting variable factors. In contrast to this, the negative data problem (i.e., the fact that the absence of a phenomenon does not entail its ungrammaticality) means that claims of apparent categorical effects will need to be tested by future experimental studies (cf. Hoffmann 2005 for an online Magnitude Estimation Study). As the present study will show, however, even different types of categorical data found in a corpus can help distinguish apparent from systematic categorical effects (as a contrast of categorical effects with that/zero vs. WHrelativizer tokens will reveal).
In the discussion below, I first give a short introduction to the ICE-GB corpus and the GOLDVARB software. Then I discuss the various categorical factors and the variable factors identified by the GOLDVARB analysis. Within these sections, an overview of previous research findings on each factor precedes the discussion of the coding decisions and the GOLDVARB results.
The ICE-GB Corpus
The corpus that was chosen for the study was the British English component of the International Corpus of English (Nelson, Wallis, and Aarts 2002) . Initiated by Sidney Greenbaum in 1988, the International Corpus of English project is an attempt to compile comparable corpora for various varieties of English around the world. In addition to British English, ICE corpora have been compiled for varieties such as Canadian, Hong Kong, or Indian English. Based on identical design principles, all these corpora employ a common annotation scheme "in order to ensure maximum comparability" (Nelson, Wallis, and Aarts 2002, 3) . Unlike the other ICE corpora, ICE-GB has been tagged for part-of-speech and parsed for syntactic structure. 2 Retrieval software called ICECUP is included with ICE-GB to allow for the searching of individual words as well as abstract syntactic structures (Nelson, Wallis, and Aarts 2002) .
ICE-GB was "compiled and grammatically analyzed at the Survey of English Usage, University College of London, between 1990 and 1998" (Nelson, Wallis, and Aarts 2002, 3) , with all texts dating from 1990 to 1993 inclusive. It is a millionword corpus consisting of spoken (about 637,000 words) as well written (about 423,000 words) material. All the speakers and writers in the corpus are adults (age eighteen or over) and, with few exceptions, have been born in England, Scotland, or Wales. All informants have completed second-level schooling, with many having "received tertiary education as well" (Nelson, Wallis, and Aarts 2002, 5) . ICE-GB is thus intended to be a representative sample of educated British English in the 1990s. As a result, although the corpus contains texts from all levels of formality (from private conversations to academic writings), all data from the ICE-GB corpus undeniably constitute samples of the most educated end of the British English sociolect. If, as is sometimes claimed, the pied piping preference is indeed to a great extent dependent on education (McDaniel, McKee, and Bernstein 1998, 309) , then, regardless of the level of formality, the current study can be said to investigate the sociolect with the greatest pied piping tendency. As such, it will describe the upper end of a continuum against which further studies investigating less educated British English sociolects can be compared.
The detailed parsing of the ICE-GB corpus and its powerful retrieval program ICECUP had two advantages for the present study. First of all, during the parsing of the corpus, all instances of a complement not immediately following its governing preposition have been assigned an extra syntactic function "stranded preposition (PS)." Instead of having to check all 9,688 relative clauses for a stranded preposition, this meant that only 1,195 instances of a preposition parsed as stranded had to be investigated.
The second advantage of ICECUP was that it has a so-called "fuzzy tree fragment" option that allows the user to search the corpus for abstract syntactic structures. Instead of having to limit the search for pied piped constructions to specific preposition-relativizer constructions (e.g., in which, to which, of which, etc.) , it was possible to design fuzzy tree fragments that found all instances in the corpus where a given relativizer was governed by a preposition (i.e. "P + which," "P + who," etc.).
groups and helps to find the model that best described the data (Sigley 1997, 248-50; Paolillo 2002 ).
An initial run of the GOLDVARB program ("NO RECODE") revealed that the ICE-GB corpus contained 1,169 relative clauses exhibiting the investigated variable. In 685 (69.0 percent) of these cases, the preposition was pied piped; in 484 (41.0 percent) cases, it was stranded. As was to be expected, this run included many categorical effects, which GOLDVARB cannot compute (Young and Bayley 1996, 272-4; Sigley 1997, 240) . Consequently, tokens exhibiting such factors either had to be eliminated from the data or grouped together ("recoded") with other noncategorical factors from the same factor group, provided there were sufficient linguistic reasons supporting such a regrouping 3 (Young and Bayley 1996, 272-4; Sigley 1997, 240; Paolillo 2002) .
In the following section, I will first give an overview of the different types of categorical factors that were identified before presenting the model that GOLDVARB yielded for the variable factors.
Corpus Results I: Categorical Factors

Choice of Relativizer
It has often been noted that one of the most important categorical factors influencing preposition placement in English relative clauses is the choice of relativizer (e.g., Van der Auwera 1985; Pesetsky 1998; Huddleston, Pullum, and Peterson 2002) . As the sentences in (1) show, relative clauses introduced by WH-relativizers like which or who generally allow both preposition stranding and pied piping. In relative clauses introduced by that or Ø "ZERO" (i.e., no overt relative marker), however, only preposition stranding produces a grammatical result: (4) a. They found the knife that the victim had been killed with b. *They found the knife with that the victim had been killed (5) a. They found the knife Ø the victim had been killed with b. *They found the knife with Ø the victim had been killed Categorical effects, like those in (4) and (5), make it fairly easy to identify the factor responsible for a phenomenon: as a comparison of (1) with (4) and (5) shows, the presence of that and Ø in a relative clause categorically leads to preposition stranding.
However differently linguists analyze this categorical effect, they always attribute it somehow to the presence of that and Ø (for competing analyses cf., e.g., Pesetsky 1998; Van der Auwera 1985) . 4 Missing from these analyses, however, is a "secondary" influence on preposition placement in relative clauses: the factors fa-voring the choice of that and Ø. If a speaker, for instance, prefers that or Ø in informal contexts, then due to the categorical effect of these relativizers on the placement of the preposition, the level of formality can be said to exert an indirect stranding effect. An interesting question arising from this observation is whether these secondary influences also have consequences for the WH-relative clauses: (6) That and Ø can, for instance, not appear in nonrestrictive relative clauses like (6) (Olofsson 1981; Schmied 1991) . Accordingly, in nonrestrictive relative clauses, WH-relativizers might occur more frequently in contexts favoring both stranding and that/Ø. This could potentially lead to nonrestrictive relative clauses being identified as a factor independently favoring stranding with WH-relativizers. On the other hand, the recurrent overt "relativizer + stranded preposition" model with that or Ø in restrictive contexts might exert an analogical influence that could cause restrictive WH-relative clauses to favor stranding. As the examples in (6) illustrate, the potential influence of a factor determining the relativizer choice, the restrictiveness of the relative clause, for instance, might sometimes even allow the postulation of competing predictions with respect to preposition placement in WH-relative clauses. For that reason, although such potential effects of factors influencing the relativizer choice have so far been neglected in the literature on preposition stranding/pied piping, 5 it was decided to include them in the ICE-GB corpus analysis of WH-relative clauses.
The factors "level of formality" and "restrictiveness" are well known to exhibit different effects with respect to the WH-versus that-/Ø-dichotomy. The former appears in restrictive and nonrestrictive relative clauses and is favored in formal contexts; the latter is categorically confined to restrictive relative clauses 6 and strongly favored in informal contexts (Schmied 1991; Guy and Bayley 1995; Ball 1996) . This might result in the secondary effects mentioned above. Consequently, it was decided to include the factor groups "level of formality" and "restrictiveness" in the ICE-GB data analysis (but cf. below for further reasons).
In contrast to this, the factors in the "type of antecedent" category cut across the binary WH-versus that-/Ø-distinction: who(m) and Ø are preferred with human antecedents, 7 while which and that are favored with nonhuman antecedents (Guy and Bayley 1995; Ball 1996) . Therefore, instead of investigating the data for this factor group, the tokens were only indirectly analyzed for it by coding the type of relativizer (i.e. who, whom, which, Ø "zero," and that) .
A closer look at the next factor group "finiteness" reveals that nonfinite relative clauses impose much stronger restrictions on the relativizer choice and preposition placement than finite ones: first of all, nonfinite relative clauses can be introduced by Ø (again with obligatory preposition stranding, (7a)) but do not allow a that relativizer (7b) (Huddleston, Pullum, and Peterson 2002, 1057) : (7) a. a day to arrive on b. *a day that to arrive on
In addition to not allowing that, nonfinite relative clauses exhibit an interesting categorical effect on the preposition placement if introduced by a WH-relativizer: whereas WH-relativizers in finite relative clauses permit both stranding and pied piping (cf. 1), they cannot co-occur with a stranded preposition in non-finite clauses (8b) (Huddleston, Pullum, and Peterson 2002, 1067) : (8) a. a day on which to arrive b. *a day which to arrive on As expected, the GOLDVARB analysis of the ICE-GB data identified nonfinite relative clauses as the first categorical factor: out of the ninety-five nonfinite relative clause tokens, all twenty-six WH-tokens have a pied piped preposition and all sixty-nine Ø-tokens a stranded preposition. This stable categorical effect of nonfinite relative clauses can be attributed to the lack of an overt relativizer + P stranded model: diachronic studies show that originally, WH-relativizers obligatorily pied piped prepositions (e.g., Allen 1980, 92; Fischer et al. 2000, 59) . Since there are no that + P stranded nonfinite relative clauses, preposition stranding could not be analogically transferred to WH-relativizer nonfinite relative clauses.
In the remaining 1,074 finite relative clauses, the preposition was pied piped in 659 (61.4 percent) tokens and stranded in 415 (38.6 percent) tokens. These relative clauses exhibited the expected categorical effect of that and Ø-relativizer relativizers: all 176 tokens with a that-relativizer and all 177 tokens with a Ø-relativizer have a stranded preposition. Consequently, 85.1 percent (353/415) of all stranded prepositions in finite relative clauses occur in a categorical environment in which no pied piped alternative is possible.
The majority of the remaining 721 WH-relative clauses have a which-relativizer (678/721, i.e., 94.0 percent), of which 624 (92.0%) have pied piped the preposition, and 54 (8.0 percent) have left it stranded. Furthermore, as might be expected, who and whom display an almost complementary distribution with respect to preposition placement: all of the uninflected who-tokens have left the preposition stranded (7 tokens), while the inflected whom pied pipes the preposition in 35 out of 36 instances. Since these relativizers can be argued to be allomorphic realizations of the same underlying relativizer, the who-and whom-tokens were recoded into a single category for the subsequent analyses.
PP Complements vs. PP Adjuncts
After the tokens with categorical effects caused by the choice of relativizer had been excluded from the data, the syntactic function of the relativized PP also exhibited several further categorical factors. In contrast to earlier studies (e.g., Hornstein and Weinberg 1981; Johansson and Geisler 1998; Trotta 2000) , a careful analysis of the ICE-GB data revealed that these effects receive a straightforward explanation once the semantic properties of PPs are taken into account.
In the literature on preposition placement, researchers usually emphasize a distinction between the behavior of PP complements and PP adjuncts. Hornstein and Weinberg (1981) , for instance, contend that stranding is only possible with PP complements, while PP adjuncts are supposed to cause categorical pied piping.
(9) John decided on the boat (10) a. 'John decided while standing on the boat' b. 'John decided to buy or look at the boat' (11) The boat which John decided on As (10) shows, the PP on the boat in sentence (9) is ambiguous: it can either be interpreted as a PP adjunct referring to the location of the event (10a) or as a PP object that is affected by the decision process (10b). According to Hornstein and Weinberg (1981) , however, the relative clause in (11) is unambiguous, the only grammatical reading available being the one in which the PP headed by on functions as an object (i.e., in which the boat is seen as an object affected by the decision process; Hornstein and Weinberg 1981, 58-9) .
Apart from the fact that it is debatable whether a PP adjunct reading is really unavailable for (11), Hornstein and Weinberg's (1981) complement-adjunct distinction is also faced with several other problematic counterexamples. Trotta (2000) , for instance, points out that there is a "mixed" group of PPs expressing certain, specifiable semantic roles that are usually classified as adjuncts but do nevertheless allow both preposition stranding and pied piping (12): "These are PPs which have an affected preposition complement, locative PPs expressing goal or target, PPs of accompaniment, and instrumental PPs" (Trotta 2000, 182) : (12) locative PP (with C affected ) a. The grass on which they walked was just planted
The grass which they walked on was just planted locative PP (A goal/target ) b. The bank to which he was rushing was closed
The bank which he was rushing to was closed PP Advbl (A accompaniment ) c. The group with which I came here has disappeared
The group which I came here with has disappeared PP Advbl (A instrumental ) d. There are many tools with which you can skin a cat There are many tools which you can skin a cat with (taken from Trotta 2000, 183) Furthermore, even temporal PP adjuncts seem to strand prepositions occasionally, as in the day which he arrived on (Quirk et al. 1985 (Quirk et al. , 1254 . This leads Trotta (2000, 60) to claim that the complement-adjunct constraint on preposition placement is not a strictly categorical one but should rather be conceived of as a continuum. Trotta's position is supported by Johansson and Geisler's (1998) study on preposition stranding versus pied piping in which-relative clauses in several spoken corpora (the London-Lund Corpus, as well as the spoken component of the Birmingham Corpus and the British National Corpus). Employing a binary complementadjunct distinction, Johansson and Geisler's results show that pied piping is clearly favored with adjunct PPs in all three, but definitely not obligatory. Furthermore, in complement PPs, the prepositions were in fact much more prone to stranding, but again the result is not a categorical one.
Since Trotta (2000, 59) claims that the intermediate "mixed" PP group allows equally for both preposition stranding and pied piping, and since the complementadjunct distinction "itself is a scalar rather than simply binary," it was decided to devise a more fine-grained classification of PPs for the present study.
The first criterion used to subclassify the syntactic functions of PPs concerned their obligatoriness: while adjuncts are generally considered optional, the obligatoriness of a phrase identifies it as a complement (Huddleston 2002, 221-2) . However, as can be seen in Figure 1 , the class of obligatory PPs is itself a rather heterogeneous one.
Even though all the PPs in Figure 1 are obligatory, they obviously differ with regard to their subcategorization status: whereas verbs like live and be simply require some sort of complement (*He lived vs. He lived happily ever after/alone/with his girlfriend/on the moon/in the 16th century), rely and consist only license PPs with on and of, respectively (*It consists with sugar and water; Huddleston 2002, 220 As Figure 2 shows, the group of optional PPs also consists of several subgroups: first of all, there are "complement"-like PPs as in (13): (13) a. John talked to Bill b. They worked at the job Even though the omission of the PPs in (13) does not result in an unsystematic change in the verb meaning (he worked/talked), the main verbs can nevertheless be said to subcategorize for the given prepositions: in work at the job (13b), for instance, the PP introduced by at does not specify the location of the action but rather provides a theme-like object. Verbs like talk, on the other hand, usually realize their theme as an about-PP ((13a); cf. also he spoke about/thought about/dreamt about sth.). Consequently, verbs licensing an optional PP theme argument must specify which theme-preposition they can co-occur with (cf. *he worked about the job). Furthermore, (13a) does not mean that John talked at Bill but to him: the PP to John does not simply denote the goal of the event but refers to John as also taking an active role in the communication. The verbs in (13) thus play an important role for the identification of the semantic roles of the prepositional complements: "the choice of the preposition is not arbitrary, but nor is its content sufficient to identify the role by itself" (Huddleston 2002, 228 
Figure 2 The Different Types of V-PP optional Relationships
On the other hand, the most prototypical "sentence adjunct" PPs are optional locative and temporal expressions that can appear with virtually any verb while always maintaining a constant, independent meaning (Bill killed the cat/left his family/ thought about suicide/was drunk[on Saturday] PP ; adapted from Radford 1988, 235) . These PPs do not add thematic arguments to a predicate but instead "localize" events on a time-location scale (Ernst 2002, 328 ; "sentence adjuncts" in Quirk et al.'s [1985, 511-2] terminology). One way to illustrate the relative independence of such PPs is Brown and Miller's (1991, 90) This happened-test: assuming that events can be paraphrased by this happened, any PP in the original sentence that can combine with the paraphrase will have to be analyzed as modifying the entire event: (14) (14) through (16), not only the locative and temporal PPs in (15) but also the manner adverbials in (16) modify entire events. This agrees with Ernst's (2002, 59) claim that manner adverbials compare events "to other possible events of V-ing." The adverbials in (16) indicate that in comparison to other killings, the murders referred to are carried out comparatively fast or brutal. Furthermore, just as with locative and temporal adjuncts, the meaning of the manner PP in (16) appears to be independent from the event's predicate. In other words, the semantic role of the prepositional complement in such sentence adjuncts is exclusively determined by the preposition. (17), the theta role of the prepositional complement also seems to depend solely on the preposition: even without context, the (prototypical) meaning of these PPs can be established: in the bed and to the church are location PPs, with John expresses accompaniment, and with a knife refers to an instrument. Nevertheless, the this happened-test indicates that the "mixed" PPs do not modify events: The mixed status of the PPs in (18) derives from the fact that, similar to the sentence adjunct PPs in (15) and (16), the semantic role of the prepositional complement is determined by the preposition, but the entire PP also establishes a thematic relationship with the predicate, just like the complement PPs in (13). In a bed (18a), for instance, does not merely specify a location but also an object affected by the "sleeping" event. Therefore, the "mixed" adjuncts in (18) (Quirk et al.'s [1985, 511-2] "predication adjuncts") can be said to "add participants to an event beyond the arguments of the predicate (which are also participants in the event)" (Ernst 2002, 131) .
In addition to the effect of the syntactic function of a PP, several idiosyncratic lexical effects on preposition stranding and pied piping have been mentioned in the literature (Ross 1986; Ungerer et al. 1996; Johansson and Geisler 1998) . Basically, three types of factors can be identified: (1) prepositions that pied pipe obligatorily, (2) verbs triggering obligatory stranding, and (3) antecedents causing obligatory pied piping.
Scattered in several publications, one can come across the following set of prepositions, all of which are said to require obligatory pied piping (Ross 1986, 134ff.; Ungerer et al. 1996, 206; Johansson and Geisler 1998, 75) : certain temporal (e.g., during), location (e.g., beyond, under, underneath) , means (by means of), and contingency 9 prepositions (because of, due to, owing to, in spite of). In light of the discussion above, it should be obvious that one factor 10 leading to the obligatory pied piping of these prepositions has to do with the prototypical function of the PPs that they head: during-PPs, for instance, always function as temporal adjuncts (19), whereas under-PPs are often used as "domain/respect" adjuncts, which "identify a relevant point of reference in respect of which the clause concerned derives its truth value" (Quirk et al. 1985, 483; (20) ):
(19) a. The lecture during which John finished his homework b. *The lecture which John finished his homework during (20) a. I can't believe the conditions under which people have to work b. *I can't believe the conditions which people have to work under 11 So the prepositions above normally head sentence adjuncts, which, as pointed out earlier, do not add participants to an event but modify it with respect to its temporal and physical location, its causes or truth value.
12 Since sentence adjuncts were predicted to be the most resistant with respect to stranding, the fact that some infre-quent and complex Ps heading such adjuncts should obligatorily cause pied piping should not come as a surprise.
In contrast to the "sentence adjunct" prepositions that are obligatorily pied piped, there are also prepositions that have to strand obligatorily. These include prepositions that "are part of long multi-word expressions such as transitive phrasal-prepositional verbs . . . e.g. fob N off with, fix N up with, put N down to, let N in on, put N up to" (Trotta 2000, 185) : The old car which we fobbed him off with versus *The old car with which we fobbed him off (Trotta 2000, 185) .
As Johansson and Geisler (1998, 77) point out, the class of obligatorily stranding prepositions also includes "highly idiomatic constructions such as the verb + particle + preposition in (get) rid of": a really old Victorian suite which we got rid of (BNC:J8G.489; from Johansson and Geisler 1998, 77 , emphasis added) versus *a really old Victorian suite of which we got rid. Further complex idioms with obligatorily stranding prepositions include make light of (V-Adj-P), let go of (V-V-P), and get wind of (V-N-P) (Ross 1986, 135) .
Due to their noncompositional meaning, the above complex verbs were all treated as "multiword verbs" in the present study. With respect to their status in the mental lexicon, one might be tempted to claim that all these multiword verbs are stored as single lexicon entries without internal structure, out of which it is then generally impossible to extract prepositions and pied pipe them. Yet, while pied piping both postverbal elements is generally considered ungrammatical (cf. the girl on with whom I get well or a suite rid of which we got), some speakers allow pied piping of the prepositional postverbal element (cf. the girl with whom I get on well or a suite of which we got rid). It could be argued that for such speakers, multiword verbs might then be V-X-P idioms with the P being a separate slot. (This view also allows for a single speaker to fossilize some [highly frequent] multiword verbs while treating others as V-X-P idioms with internal structure.)
Interestingly, in addition to relative clause internal factors, there are also a number of antecedent nouns that obligatorily demand preposition pied piping: for example, way, manner, extent, degree, sense, point, time, moment (Ross 1987, 132; Johansson and Geisler 1998, 74) .
(21) Oh absolutely not. The degree to which a school does or doesn't have immigrants is irrelevant (BIRM:GS0001; from Johansson and Geisler 1998, 74 , emphasis added) (22) Oh absolutely not. *The degree which a school does or doesn't have immigrants to is irrelevant 13
As (22) shows, stranding a preposition in relative clauses with an antecedent from the above set always produces an ungrammatical result. However, instead of attributing these effects to the idiosyncratic behavior of certain lexical items, the Hoffmann / Variable vs. Categorical Effects 269 obligatory pied piping in these cases seems to be derivable from the syntactic functions of the PPs: they are all sentence adjuncts either of manner (way, manner), degree (extent, degree), or respect/time (point, time, moment).
14 By now, it should have become apparent that a simple dichotomous complement-adjunct classification is insufficient for the syntactic description of PPs in English. Because of the complexity of possible V-PP relationships, it was decided to employ the fine-graded classification outlined in Table 1 for the ICE-GB data analysis.
Within the 721 finite WH-relative clauses in the ICE-GB, four types of PPs turned out to be categorical pied piping environments: respect, manner, frequency, and degree adjuncts (cf. Table 2 ).
As can be seen in Table 2 , all respect, manner, frequency/duration, and degree adjuncts exclusively demand pied piping. This constraint even seems to have an effect on the relativizer choice since in the ICE-GB corpus, none of these adjuncts allows for a that-/Ø-relativizer alternative, which would have led to a stranded preposition. Taking a closer look at each of these adjunct categories, (23) first provides an example from the respect adjunct token set: (23) (pfrhv3br 15 Will he undertake to look at this matter with a view to improving the regime **[under which]** they seek jobs <ICE-GB:S1B-059 #59:1:M> 16 Seven of all tokens with a respect adjunct PP were introduced by under, whose apparently idiosyncratic pied piping effect presented above can-at least for the corpus investigated-be reduced to its syntactic function (it was, e.g., found stranded in the prepositional verb construction The amount of pressure that the disc is brought **[under]** <ICE-GB:S1B-068 #117:2:B>). Since stranding the preposition in (23) would produce an ungrammatical result (*which they seek jobs under), it seems possible to argue that for this particular class of sentence, adjunct stranding is generally impossible, a claim that is supported by the fact that this class of adjunct does not even allow stranding with that-/Ø-relativizers (*that they seek jobs under/Ø they seek jobs under).
The great majority of the eighty manner adjuncts in the corpus have a way(s) antecedent (fifty-six tokens/70.0 percent; (24a)). In contrast to this, the second most frequent antecedent manner only appears in six tokens (7.5 percent).
(24) a. (pfrhvabn Again I'm w not really concerned so much with meaning but the ways **[in which]** the satire is <,> achieved <ICE-GB:S1B-014 #5:1:A> b. (pfrhv3nn The ease **[with which]** the Saxons overran lowland England can possibly be explained in the following terms <ICE-GB:W1A-001 #87:1>
Earlier, it was mentioned that way and manner are sometimes described as antecedents obligatorily requiring pied piping. Yet, as (24b) shows, pied piping is not Quirk et al. (1985, 479-86) .
only obligatory with way and manner antecedents but with all PPs functioning as manner adjuncts. The reason why way and manner are claimed to exert an idiosyncratic effect simply seems to be due to their frequency (in the ICE-GB data, 77.5 percent of all manner PPs had either of the two antecedents). Note that, just like respect adjuncts, manner adjuncts never allow stranding regardless of the relativizer (*the way which/that/Ø the satire is achieved in).
The frequency/duration token set extracted from the corpus contained twentyone pied piped prepositions. The most frequent antecedent in the duration/frequency tokens is period (25a) with five instances, while the second most frequent one is frequency (three instances). Furthermore, the frequency/duration data contain eight instances in which during is pied piped, another preposition whose allegedly idiosyncratic behavior turns out to be perfectly explicable by the syntactic function of the PP it projects. Note that stranding is also generally impossible with this group of adjunct PPs: *the post-war period which/that/Ø we have faced dictator after dictator in.
Finally, all the twenty-eight degree adjuncts in the ICE-GB corpus appear only with one of the following four antecedents: extent (eleven tokens/39.3 percent; (26a)), rate (ten tokens/35.7 percent; (26b)), degree (five tokens/17.9 percent), and amount (two tokens/7.1 percent). The reason for the categorical behavior of respect, manner, frequency, and degree adjuncts seems to be that stranding a preposition with these adjunct PPs leads to an uninterpretable V-P stranded complex. For manner and degree adjuncts, such an explanation receives support from the fact that these do not add thematic participants to a predicate but compare events "to other possible events of V-ing" (Ernst 2002, 59 ). Furthermore, frequency/duration adjuncts and respect adjuncts do not contribute thematic participants to a predicate either. Instead, the former have scope over the temporal information of an entire clause, while the latter identify the "relevant point of reference in respect of which the clause concerned derives its truth value" (Quirk et al. 1985, 483) . This, of course, has important repercussions for preposition placement in general: a preposition can only be stranded if it heads a PP that contributes interpretable thematic information to the predicate.
After the exclusion of the above categorical factors of the first NO RECODE run (that-/zero-relativizers, manner/respect/degree/frequency PPs), only 474 (1,074 -177 -176 -247) tokens remained. After the exclusion of those tokens that exhibited the categorical effects discussed above, a second GOLDVARB run was conducted. As this second run showed, even the 474 remaining tokens included further categorical effects that surfaced once the that-/Ø-tokens had been excluded. Table 3 gives the distribution of stranding and pied piping with subcategorized PPs (put something into/on/under), affected locations (he sat on the chair), location sentence adjuncts (he killed the cat in the garden), and direction adjuncts (he ran through the woods) in the finite token set. As the table reveals, in the ICE-GB corpus, these PP types allow for stranding with that-/Ø-relativizers, but if the clause contains a WH-relativizer, pied piping becomes obligatory.
While the precise distribution of the that/Ø + P stranded and P pied + WH-relativizer options will be evaluated below in light of the results of the corpus analysis, it should be noted that, in contrast to manner, respect, degree, and frequency adjuncts, all of these PP adjuncts add thematic information to a predicate by specifying, for example, the location of an event (in the garden). Furthermore, as the that-/Ø-to- Hoffmann / Variable vs. Categorical Effects 273 kens in this adjunct group show, stranding is generally possible with these PPs (the garden which/that/Ø he killed the cat in).
Nevertheless, the categorical effect displayed toward preposition stranding with WH-relativizers made it necessary to exclude these adjunct tokens from the GOLDVARB analysis, leaving only 386 (474 -88) tokens that actually displayed any pied piping-stranding variation with respect to finite WH-relative clauses. Comparing this figure with the number of tokens extracted from the corpus, it becomes apparent that the area of actual variation between stranding and pied piping within the ICE-data is limited to 33.0 percent of all tokens (386/1,169). Due to this, the actual area of variation of preposition placement in relative clauses is constrained by large areas of categorical environments (for the question of what conclusions can be drawn from such a small sample size; cf. the "Sample Size" section below).
Complexity
In addition to the factors discussed so far, the complexity of a relative clause is sometimes claimed to favor pied piping: "the distance between landing and extraction site may exert a small influence on the fronting/stranding choice" (Trotta 2000, 187 , emphasis added). Trotta (2000, 188) , for instance, gives the following examples, in which stranding the preposition with seems generally acceptable (27c) but becomes ungrammatical, or at least problematic, if the relative clause is complex As (27a) shows, complexity does not affect the grammaticality of a construction if the preposition is pied piped. Trotta (2000) argues that especially for noncomplement PPs (i.e., sentence adjuncts), pied piping becomes virtually obligatory if the distance between extraction site and WH-relativizer is too long. He attributes this to the fact that pied piping ensures that the preposition and WHrelativizer are correctly analyzed as a single constituent whose syntactic function can immediately be established. If the preposition is stranded, however, too much intervening syntactic material might prevent the discontinuous PP from being interpreted as a single constituent (Trotta 2000, 188) . Trotta's (2000) view is shared by Johansson and Geisler (1998, 76) , who argue that "[o]n the whole, stranding is disfavored if the relative clause contains complex complementation in the VP." Nevertheless, it has to be pointed out that these are all impressionistic statements since none of the researchers mentioned actually tried to systematically investigate the influence of complexity on preposition stranding/ pied piping. Furthermore, in contrast to sentence adjuncts that have an independent meaning, one might argue that for prepositional verbs like rely on, complexity should actually have the reverse effect: since the interpretation of the preposition in these constructions depends largely on the verb, it would not be surprising to find that complexity increases the stranding tendency for these prepositions.
To evaluate the actual influence of this factor group within a GOLDVARB analysis, the complexity of the ICE-GB data was analyzed by adapting Lu's (2002) parsing-orientated "mean chunk number" hypothesis. Basically, Lu assumes that in order to reduce the number of units in the working memory, a parser will, whenever possible, combine smaller units into a single larger one, a so-called "chunk." Take, for instance, the calculation for (28): (28) on whom I think I had some designs or intentions chunks 1 1 2 3 4 5 6 6 7 6
After encountering the preposition on, the parser has to store one chunk. Since the following WH-relativizer and the preposition can be grouped together into a complete PP, the parser still only has to retain a single chunk after processing whom. All the following elements up to some cannot be grouped together as chunks, so that after processing some, the parser already has six chunks in the working memory. In the following string of words, only the coordinating or requires for an extra chunk to be stored, while the others (i.e., design and intentions) can always be grouped into a noun phrase with the preceding chunk (i.e., some design and some design or intention). Adding up the number of chunks that the parser has to store at different times during the processing gives the "instant chunk number" (or ICN): 1 + 1 + 2 + 3 + 4 + 5 + 6 + 6 + 7 + 6 = 41 in (28). In a next step, the ICN is then divided by the number of words that had to be integrated. This formula gives a sentence's "mean chunk number" (or MCN): [ICN]/[S words ] = 41/10 = 4.1 for (28).
Taking a look at the stranded alternative of (28) reveals that, according to the mean chunk number hypothesis, stranding a preposition does in fact lead to a higher complexity of the relative clause: (29) whom I think I had some designs or intentions on chunks 1 2 3 4 5 6 6 7 6 7 17 Even though the sentence in (29) contains the same words as (28), the different position of the preposition leads to a more complex sentence with an MCN that equals (1 + 2 + 3 + 4 + 5 + 6 + 6 + 7 + 6 + 7)/10 = 47/10 = 4.7.
Consequently, applying the above version of the MCN calculation to the ICE-GB data would have had an undesirable effect for the GOLDVARB analysis: according to the above, pied piping could be identified as a strategy employed to reduce the complexity of a relative clause. If, however, the tokens above were coded for their actual MCN, all clauses with pied piping would be categorized as less complex, and the effect of the underlying complexity would be lost. In order to overcome this problem, it was decided to reconstruct the base position of pied piped prepositions and to always take the MCN of the stranded alternative as a measure for the complexity of a construction. Consequently, the MCN for the pied piped alternative in (28) was assumed to be 4.7 and not 4.1.
Finally, another problem arising from the calculation of the MCN concerned the fact that GOLDVARB can only process discrete variables, which means that a continuous variable like the MCN has to be arbitrarily divided into discrete categories. As Sigley (1997, 20) points out, however, such an arbitrary division of continuous variables is unproblematic for the GOLDVARB analysis, "provided that decisions are made consistently." In order to guarantee a consistent classification of the various MCNs, standard rounding procedures were employed, which produced the categorical factors in Table 4 .
Having a reconstructed MCN of 4.7, tokens like (28) was coded for "c." Even though the fact that continuous factors are not a problem for the GOLDVARB analysis per se, attention must be drawn to the fact that any result involving factor group #6 will have to be interpreted carefully.
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After the exclusion of the above categorical factors of the first NO RECODE run (that-/zero-relativizers, manner/respect/degree/frequency PPs), only 474 (1,074 -177 -176 -247) tokens remained. In these data, some factors in #6 "complexity" had also shown categorical effects in the first run (6, e, f, 8 , g all appearing exclusively with pied piped prepositions). This made it necessary to recode the factors in this group: all tokens with an MCN ³ 5.5 were combined into a single factor 6, which can be paraphrased as "most complex relative clauses." Table 4 The Factor Group "Complexity" The exclusion of that-/Ø-relative clauses then lead to a more interesting categorical effect in group #6: all the prepositions in the least complex WH-relative clauses (25 tokens; i.e., factor 2) are pied piped:
(30) (pfrmv2mp This morning Lord Whitelaw the man **[on whom]** Mrs Thatcher relied for so long as a trusty lieutenant revealed his own preference to succeed her <ICE-GB:S2B-009 #59:1:E> Due to the mentioned flaws of the MCN calculation, it was decided not to exclude these tokens at this point, making it necessary to recode factors 2 and a into a single "least complex" factor. Nevertheless, data such as (30) seem to imply that in such short and simple clauses, the preposition will always be pied piped, even if it is the complement of a prepositional verb. After the exclusion and recoding processes, the data set serving as input to the first "binomial up-and-down" GOLDVARB run contained 386 tokens, 324 (83.9 percent) of which had the pied piped variant of the dependent variable and 62 (16.1 percent) the stranded one. Such a low overall token size raises, of course, the question of the validity of any model provided by GOLDVARB for the data. Here it should be noted that Freeman (1987) argues that a model with S parameters requires a number of tokens n > 10 (S + 1). For the present token size, this would mean that a model for the data should not use more than 37 (386/10 -1 = 37.6) parameters. As Sigley (2003, 251) points out, however, this figure is too high for linguistic data since it assumes complete independence of tokens. Furthermore, such a low token size also increases the possibility of multicollinearity, that is, a (combination of) factors describing the same subset of tokens, thus accounting for the same effect.
19 (I will return to the issue of validity in the "Sample Size" section.) For this initial run, GOLDVARB came up with a model 20 for the data, which, due to its highly insignificant Fit:c 2 result (p = .0000), turned out to be an extremely poor fit for the data. As a severe factor interaction effect was suspected to be responsible for this result, the data were subjected to an interaction detection procedure (Sigley 1997 (Sigley , 2003 .
21
Subjecting every possible pairing of the original factor groups to an individual GOLDVARB analysis showed that all but one of the fifteen two-group models had a good model fit. Only the model including the groups #6 "complexity" and #8 "X-PP relationship" yielded a bad model fit (Fit:c 2 = 43.020, df = 36, rejected, p = .0222), indicating a potential factor interaction between these two groups.
In order to identify potentially interacting factors, this meant combining #6 "complexity" and #8 "X-PP relationship" into a cross-product model (i.e., a model consisting of all possible factor combinations). However, since factor group #6 has 15 factors and group #8 has 14 factors, the result of all factor cross-products would have given a new factor group with 210 factors (15 • 14) for data with only 386 to-kens. Instead, the factors in #6 had to be recoded in such a way as to guarantee a computable result. This was achieved by combining the various factors of the "complexity" group into 2 factors: "less complex," with a mean chunk number < 3.0 (the former factors 2 and a), and "more complex," with a mean chunk number ³ 3.0 (the former factors [3] [4] [5] [6] [7] [8] [9] . For the sake of transparency, the new "less complex" • "X-PP"-factor was always assigned a lower letter (i.e., p), and the "more complex" • "X-PP"-factor was represented by a capital letter (i.e., P).
After having created the new factor group #9 "complexity" • "X-PP relationship," a subsequent GOLDVARB run found several interesting categorical effects that up to this point had not been identified: within the recoded "less complex" factors in #9, the more "complement"-like PPs-that is, prepositional verbs p (e.g., rely on), obligatory complements b (be/live), and optional complements c (talk to)-show variation, while for all the remaining "non-complement"-like prepositional phrases-that is, accompaniment o (John with whom she had worked), movement m (the school into which he walked), instrument/means i (the knife with which they killed her), temporal t (the year in which they found the mummy), and cause/reason/purpose y (a war for which they drilled)-PPs always pied pipe the preposition in "less complex" (MCN < 3) environments.
This seems to suggest that preposition pied piping WH-relativizers is obligatory with noncomplement PPs in such simple constructions. While the database for this observation is extremely small (thirty-two tokens), the potential implications of such an effect for syntactic theories would be considerable: in a generative account of such a phenomenon (e.g., the Minimalist Program as described in Chomsky 1995), pied piping the preposition over a small number of nodes to the front of the clause could then be said to be more economic for noncomplement PPs (e.g., the man with whom she had worked) than a stranding operation, which would have to create an interpretable V-P stranded complex (e.g., the man whom she had [worked with]). In other words, interpreting such a V-P stranded complex would be derivationally more "expensive" for prepositions that are not lexically selected by a verb (i.e., noncomplement PPs) than for prepositions that are lexically associated with the verb (e.g., prepositional verbs such as rely on).
Contrary to previous claims in the literature, the analysis of the ICE-GB data shows that the factor complexity does not have an independent effect on preposition placement. Complexity only exhibited a significant interaction effect in combination with adjunct PPs.
Corpus Results II: Variable Factors
Since categorical environments prevent GOLDVARB from running its inferential statistics, the categorical interaction effect between the factor "less complex" and the "noncomplement" PP-types made it necessary to exclude the 32 "less comHoffmann / Variable vs. Categorical Effects 279 plex" • "noncomplement" tokens. As a result, only 354 (386 -32) tokens remained that actually exhibited variation (292/82.5 percent pied piped tokens and 62/17.5 percent stranded ones).
Subjecting this reduced token set to a new binomial up-and-down run, GOLDVARB came up with a model for the data that was a good fit (Fit:c 2 test: p = .2039). This model (cf . Table 5 ) included the factor groups #1 "restrictiveness," #3 "type of PP contained in," and #4 "text type," 22 which will now be discussed in detail.
Level of Formality
Taking a closer look at the step-up/step-down runs revealed that "text type" is the first factor group to be retained, which means that it is the environment with the greatest significant influence on the dependent variable. Because the level of formality has always been considered a prominent factor in the discussion of preposition placement, this result is less than surprising. However, in contrast to earlier studies, the GOLDVARB analysis allowed a careful examination of the gradient nature of this effect.
In some prescriptive circles, preposition stranding is generally considered unacceptable, an opinion that became encapsulated in the prescriptive rule that "it is incorrect to end a sentence with a preposition" 23 (Pullum and Huddleston 2002, 627) . Modern usage guides, however, reject this strict ban on stranded prepositions, calling the prescriptive rule "one of the most persistent myths about prepositions in English" (Burchfield 1996, 617) , which "should be disregarded" (Weiner 1983, 166) . Instead, the choice between preposition stranding and pied piping with WHrelativizers is seen as a matter of style: preposition stranding is usually associated with speech and informal written contexts, whereas pied piping is preferred in formal writing (e.g., Leech 1996, 375; Biber et al. 1999, 107) .
Since modern usage guides tend to limit pied piping to formal written registers, it is interesting to compare the results of several corpus studies on preposition stranding with WH-relativizers in written language, with studies examining spoken corpora. Bergh and Seppänen (2000, 306-7) , for instance, present an overview of five corpus studies on preposition stranding with WH-relativizers (Van den Eynden 1996; Johansson and Geisler 1998; Trotta 2000) . 24 Upon comparing the various studies, Bergh and Seppänen point out that the most striking finding concerns the fact that preposition pied piping is always preferred over stranding, regardless of the particular mode: on average, 98 percent of the prepositions are pied piped in the written corpora and 82 percent in the spoken corpora.
However, a closer look at the actual data of the individual studies reveals a potential association between factors: as pointed out above, all three of Johansson and Geisler's (1998, 70 ) studies on stranding in spoken English indicated an influence of the syntactic function of a PP. In their LLC data, for instance, 61.8 percent (47/ 76) of prepositions in a complement PP were stranded). Consequently, out of the 50 stranded prepositions in the LLC, 94 percent (47/50) are the head of a prepositional complement, while only 6 percent are part of an adjunct PP (3/50). Because of this complex situation, one of the main goals of the current study was to find out whether both the syntactic function of the relativized PP and the level of formality can be said to have an independent significant effect on the dependent variable or whether the apparent influence of one of the two factor groups can be explained as an association between factors.
Furthermore, the figures given in Bergh and Seppänen (2000, 306-7) show that there is a considerable difference between the results from written and spoken corpora: in the written data, the percentage of stranded prepositions is extremely low (ranging from 1 to 5 percent in the studies surveyed). In spoken language, stranding is a more viable option (making up 14-31 percent). All in all, the above data indicate a potential influence of stylistic factors on preposition stranding. However, since not all written registers are more formal than spoken ones (take, for example, private correspondence, which cannot be said to be more formal than legal presentations; Biber 1988, 47; Nelson, Wallis, and Aarts 2002, 6-7) , a simple spokenwritten dichotomy might not suffice to assess the precise extent of this influence.
Hoffmann / Variable vs. Categorical Effects 281 Note: Factor weights > 0.5 favoring and factor weights < 0.5 inhibiting pied piping. The following remaining factor groups did not yield significant results: "type of relativizer" (which vs. who(m); p = .287), X-PP relationship (p = .099), a simplified complexity factor group C S (simple [i.e., factors 2 and a] vs. complex [i.e., [3] [4] [5] [6] [7] [8] [9] ; p = .981), and the crossproduct group C S • X-PP relationship (p = .195).
For the analysis of the ICE-GB data, it was instead decided to not only classify data according to their mode (spoken/written) but also with regard to their level of formality using the various ICE-GB text types as factors. As Table 6 shows, this made it possible to differentiate between various stylistic levels of formality for both spoken and written English. Finally, before discussing the output of the GOLDVARB statistics, two important recode decisions need to be mentioned: first of all, after the exclusion of the that-/Ø-tokens, almost all prepositions in the printed text categories are pied piped, the only exception being (31): (31) (sfrhaaop The latter is something which many healthy people are aware **[of]** from time to time-the feeling that you have been in a particular place or situation before, but at the same time knowing that you haven't. <ICE-GB:W2B-023 #64:1>
Since all printed texts are subject to similar editorial processes, the other printed text categories that all exhibit categorical preposition pied piping were not excluded from the analysis. Instead, it was decided to recode all printed text categories into a single factor. Table 7 provides the factor weights that the GOLDVARB analysis assigned to the factors in the "level of formality" factor group.
In Table 7 , the factors of the group "text type" have been ordered according to the strength and direction of their effect on the dependent variable. As the table illustrates, the GOLDVARB analysis confirms the great importance of the level of formality on preposition placement. On one hand, the most informal contexts (i.e., private dialogue and private correspondence) are also the factors that disfavor pied piping the most. On the other end of the scale, one finds the category of printed texts, which is by far the most favoring pied piping environment. The remaining spoken text types exhibit a clear difference between public dialogues and unscripted speeches, on one hand, and the extremely formal category of scripted speeches (which, for example, includes the queen's speech at the opening of parliament), on the other hand: while the former clearly favors stranding (inhibiting pied piping with a factor weight of 0.157), the latter seems to favor pied piping (although it must be pointed out that its factor weight of 0.552 is only slightly higher than the reference value of 0.5, which indicates no influence). Moreover, nonprofessional writing (student essays and examination scripts) slightly favors pied piping (0.572), while, rather surprisingly, business correspondence, which might be expected to be of a more formal nature, seems to disfavor pied piping with a factor weight of 0.223.
However, upon interpreting factor weights, one must always remember that they are expressions of the relative weight of a factor's influence compared to the other 282 JEngL 33.3 (September 2005) factors in a group. As was pointed out earlier, the factor "printed texts" is almost categorical in its influence (with only a single stranded preposition in the printed subcorpus). As a result, the factor weights of the other factors in this group only indicate that, compared to printed texts, they do not favor pied piping as much. To illustrate this, for another GOLDVARB run, the 140 printed texts were excluded from the analysis so that only the spoken and nonprinted texts were analyzed. This produced a model with the same factor groups as before, with basically the same Hoffmann / Variable vs. Categorical Effects 283 (10) technology ( factor weights for the other factor groups (i.e., "restrictiveness" and "type of XP contained in").
After the exclusion of the printed texts, the factors in the "level of formality" group still kept their relative position on the "pied piping tendency" scale: private dialogues (factor weight: 0.016) and private correspondence (0.059) still had a lower factor weight than public dialogues (0.483) and unscripted speeches (0.449). The next factor was business correspondence, with a weight of 0.551. Finally, the formal text types "scripted monologues" and "nonprofessional writing" now turned out to have a strong favoring effect on pied piping (0.840 and 0.835, respectively). Hence, it can be concluded that the GOLDVARB analysis statistically confirms the great influence of the level of formality on preposition placement in WHrelative clauses, while at the same time quantifying the continuous, scale-like character of this influence (i.e., there is no simple dichotomous formal-informal effect).
Excluding the printed material uncovered an additional finding: in the printed texts, the corpus contained one token in which the preposition of an idiomatic "V-X-P" idiom was pied piped (36):
(32) (pfrhvbez Though he does not deserve to, he has struck a note in the Arab world **[to which]** we must pay heed <ICE-GB:W2E-007 #31:1>
An important point to note about (32) is that, in contrast to the majority of "V-X-P" idioms such as look forward to or run one's fingers over, which are informal, the expression pay heed to is clearly limited to formal contexts. Thus, despite claims to the contrary, formal "V-X-P"s actually allow preposition pied piping, which is itself a formal phenomenon. In the section on the choice of relativizer, it was pointed out that the restrictiveness of a WH-relative clause might have an independent effect on preposition placement (with the ban on that and Ø in nonrestrictive relative clauses potentially leading to stranding being favored with WH-relativizers in these contexts). However, none of the previous studies had investigated the influence of the restrictiveness of the relative clause on preposition placement.
The only reference to a potential effect can be found in Ungerer et al. (1996, 206) , who claim that "[a]s non-defining relative clauses are mainly used in formal English, the preposition normally comes before the relative pronoun [in these formal nondefining RCs]." This statement, however, implies that the restrictiveness of a clause has no independent influence on preposition placement and that an increased percentage of pied piped tokens in nonrestrictive relative clauses would be due to other factors (e.g., the level of formality). Once again, this illustrates the need for a thorough statistical interpretation of corpus data in order to assess the actual influence of apparently influential factors. For that reason (and because of potential secondary influences; cf. above), the ICE-GB data were also coded for the factor group restrictiveness.
Surprisingly, the GOLDVARB step-up/step-down run yielded the factor group "restrictiveness" as having a significant independent effect on the choice of the dependent variable: while restrictive relative clauses were identified as favoring pied piping with a weight of 0.575, nonrestrictive clauses were assigned an inhibiting factor weight of 0.288. Now it is important to realize that this effect cannot be attributed to the fact that that-and Ø-relativizers do not occur in nonrestrictive relative clauses. While the lack of that-and Ø-relativizers might result in an increased total number of nonrestrictive tokens with WH-relativizers, the preposition placement variable should not be affected by this. In fact, if Van den Eynden (1996, 444) was right in claiming that "stranding is not really an option with WH-[. . .] relatives," one might expect that nonrestrictive relative clauses should only exhibit pied piped prepositions. However, since GOLDVARB corrects for associations between factors, and since the good Fit:c 2 furthermore indicates the independence of all factors in the model, restrictiveness can in fact be said to have an additional, independent influence on preposition placement.
As argued above, one reason why nonrestrictive WH-relatives could be identified as a factor favoring stranding has to do with the ban on that/Ø in these nonrestrictive clauses: since nonrestrictive WH-relativizers occur more frequently in contexts that, in restrictive relative clauses, favor both stranding and that/Ø, the factor nonrestrictive itself might become interpreted as favoring stranding.
In addition to this, nonrestrictive clauses also have weaker semantic ties with their antecedent (see, for instance, Olofsson 1981, 18; Quirk et al. 1985 Quirk et al. , 1239 . As Hoffmann / Variable vs. Categorical Effects 285 is well known, these weaker semantic ties even have prosodic effects since in speech, nonrestrictive relative clauses are often separated from their antecedent by a pause (Huddleston, Pullum, and Peterson 2002, 1058) . A pied piped preposition might, however, be interpreted as establishing a closer relationship between the antecedent and the relative clause, fulfilling a kind of connective function. Take, for example, the following sentence:
(33) (sfnhvdbi <#167:1:B><sent> And uhm <,,> he left me there with this packet of Durex <,> which I hadn't got a clue what to do **[with]** to be totally honest <ICE-GB:S1B-049 #167:1:B> In (33), pied piping could be said to be eschewed since the relative clause does not restrict the reference of the antecedent. According to this hypothesis, the pied piped alternative to (33), ?this packet of Durex with which I hadn't got a clue what to do, might be avoided since the pied piped preposition induces a restrictive reading, which is not possible for this relative clause since it clearly contains an additional comment. In other words, the data from the ICE-GB corpus suggest that preposition placement in British English has developed an additional function: indicating the restrictiveness of a WH-relative clause.
PPs Embedded in NPs and APs
The final factor group that was investigated was the type of phrase in which a PP is embedded, an effect that many researchers tend to ignore. In fact, whereas most corpus studies investigate the influence of the syntactic function of complement and adjunct PPs embedded in VPs, only Trotta (2000, 184-5) explicitly draws attention to the fact that the prepositions of PPs embedded/contained in N(oun)Ps and A(djective)Ps might behave differently with regard to stranding and pied piping.
In his analysis of relative clauses in written American English (using the BROWN corpus), Trotta (2000, 182) found that prepositions were pied piped in 99 percent of all cases (1,054 out of 1,066 tokens). Interestingly, all the stranded prepositions were part of prepositional verbs, that is, VP-embedded PPs (12 out of 1,066 tokens; Trotta 2000, 182) . At first sight, this seems to indicate that NP-and AP-contained PPs constituted a categorical pied piping environment (examples 34 and 35, respectively). However, taking a closer look at the PPs embedded in NPs and APs, Trotta claims that for the majority of the examples in his corpus, there would be "nothing ungrammatical about a stranded preposition" (p. 184).
(34) These inwardly dramatic moments showed the kind of "opera style" of which Beethoven was genuinely capable, but which did not take so kindly to the mechanics of staging ( Trotta's (2000) findings raise an interesting question for the ICE-GB corpus study: do PPs embedded in NPs and APs, like VP-contained PPs, show a complementadjunct asymmetry with respect to preposition placement, and/or is there an extra effect that separates NP-and AP-embedded PPs from those contained in VPs?
In the GOLDVARB step-up/step-down run, the "type of XP contained in" factor group was in fact chosen as significantly contributing to the distribution of the dependent variable. The model, however, did not support the AP-/NP-versus VPembedded PP dichotomy. Instead, only PPs contained in NPs were found to strongly favor pied piping (with a factor weight of 0.941). In the ICE-GB corpus, out of the thirty-two NP-contained PPs, only two tokens (e.g., 36) exhibited a stranded preposition:
(36) (sfnhndpc And we were supposed to be trying to get it ready to let in that three months before Christmas with a new baby at Christmas which we weren't going to just take no notice **[of]** <ICE-GB:S1A-056 #296:4:B> (37) (pfnhn4bc Yes it was an extra production that season **[for which]** there was really no proper budget <ICE-GB:S1B-023 #106:1:C> As (36) illustrates, stranding is possible with NP-contained PPs, but as the GOLDVARB analysis indicates, normally the preposition is pied piped to the front of the clause as in (37). This might be a consequence of a deeply embedded stranded preposition (within an NP that itself is embedded in a VP), making a sentence more difficult to process. In contrast to the strong effect displayed by NPcontained PPs, the influence of the remaining independent variables in this group (v: 0.433 and a: 0.411) becomes negligible (since their effects have to be seen in relation to that of the NP-contained PPs).
Sample Size
Since the sample size of the tokens actually exhibiting variation is rather small (354 tokens), a few notes on the reliability of the findings of the present study seem necessary. First of all, it should be kept in mind that all relevant tokens had been extracted from the ICE-GB corpus. Now if ICE-GB can in fact be considered representative of present-day educated British English, then the grammatical analysis of all relevant tokens from the corpus should mirror the distribution of the phenomenon under investigation in the population (i.e., educated BE speakers). One important result of the present study, then, is that the variation of preposition placement is tightly constrained: in the corpus, the majority of relative clause tokens exhibited various types of categorical effects (69.72 percent; i.e., 815 out of 1,169 tokens).
Second, small sample sizes (less than 500 tokens) increase the probability of a Type II error in GOLDVARB analyses, that is, the rejection of weak independent factor effects that would turn out to be significant if a larger sample were investigated (e.g., Young and Bayley 1996, 259) . Conversely, the effects that GOLDVARB identified as significant can be considered strong and consistent.
Finally, it might be objected that the number of factors of the proposed model (13) is rather large for a sample size of 354 tokens. Note, however, that the number of parameters employed in the model is significantly lower than the Freeman threshold value of 34 (354/10 -1 = 34.4) parameters. Nevertheless, using the GOLDVARB model, it was decided to conflate categories with similar weights: due to their similar effects, the factors v (VP-contained PPs) and a (AdjP-contained PPs) were combined into a single category v, and the eight factors in the "level of formality" group were divided up into an "informal" factor i (the former factors private dialogue, private correspondence, public dialogues, business correspondence unscripted speeches) and a "formal" factor f (the former factors nonprofessional writing, scripted monologues, printed texts). A subsequent GOLDVARB run (loglikelihood = -111.541; Fit:c 2 (5) = 6.865, accepted, p = .2346) confirmed the earlier results: informal contexts disfavored pied piping (0.122), while formal contexts favored it (0.792); nonrestrictive relative clauses strongly inhibited pied piping (0.293), while NP-contained PPs favored it (0.858). Yet, as a G 2 test showed, this simpler model was less successful at describing the data than the more complex model (log-likelihood = -88.439) presented in Table 5 (G  2 = So while the low token size might not allow the detection of further influential contextual factors (cf. fn. 21), the final model discussed in the previous section can be said to have identified strong and consistent effects since it (1) is a good fit for the data (as indicated by its Fit:c 2 value), (2) employs reasonably fewer factors than the Freeman threshold value (13 vs. 34), and (3) is also a significantly better fit for the data than the simpler one presented in this section (with p << .001).
Conclusion
It was pointed out in the introduction that for any linguistic variable, the categorical factors can be seen as delimiting the area within which variation is actually possible. As the ICE-GB corpus analysis has shown, in standard British English, the area of variation of preposition placement in relative clauses is tightly constrained by a great number of categorical factors: out of 1,169 tokens, only a subset of 354 WH-relative clauses actually exhibited variation.
An important fact to note, however, is the different status of the various categorical factors. Nonfinite relative clauses, for example, act as a kind of global, firstorder constraint. While that-relativizers obligatorily lead to stranding in finite relative clauses, the ban on that in nonfinite relative clauses means that these have no model in which an overt relativizer appears with a stranded preposition. Consequently, WH-relativizers retained their diachronically attested categorical pied piping effect in these contexts. Furthermore, nonfinite relative clauses offer no area of variation since the remaining tokens in this category all have a Ø-relativizer, which induces obligatory stranding.
In contrast to this, the 1,074 finite relative clauses exhibited variation effects. However, as a closer inspection of the data revealed, in many linguistic environments, there also was no choice between pied piping and stranding. Instead, as can be seen in Figure 3 , 335 WH-tokens exhibited a categorical pied piping effect and 353 that-/Ø-relativizers demanded categorical stranding.
A careful analysis of the categorical pied piped WH-tokens showed that these consisted of two subgroups that slightly differed with respect to their effect: those that were exclusively constructed with a WH-relativizer (respect, manner, frequency, and degree adjuncts) and those that allowed for a that/Ø + P stranded alternative (location sentence adjuncts, affected locations, subcategorized PPs, and direction adjuncts). The important conclusion from this result is that the main effect of PP types does not lie in the complement versus adjunct distinction but in the thematic properties of a PP: since respect, manner, frequency, and degree adjuncts do not add thematic participants to a predicate, stranding is categorically prohibited with these PPs.
In contrast to this, location sentence adjuncts, affected locations, subcategorized PPs, and direction adjuncts add thematic participants to a predicate, which explains why these allow a that/Ø + P stranded alternative. The only reasons why this group of adjuncts categorically pied pipes prepositions with WH-relativizers in the ICE-GB corpus seems to be due to the distributional effects: the tokens in question almost exclusively occur in contexts that the final GOLDVARB model identified as favoring pied piping. For example, thirty-four out of the fifty-eight location sentence adjuncts (58.6 percent), fourteen out of twenty-one affected location PPs (66.7 percent), four out of five subcategorized PPs (80 percent), and all four direction PPs (100 percent) occur in printed texts, which strongly favor pied piping. Moreover, all four direction PPs are restrictive, and the affected location and subcategorized PPs also occur almost exclusively in restrictive relative clauses (twenty out of twentyone tokens/95.2 percent and four out of five tokens/80 percent, respectively). With location sentence adjuncts, it is at least a considerable majority that appears in restrictive relative clauses (forty-four out of fifty-eight, 75.9 percent). 
