A simple method for retrieving information in Hopfield neural network is discussed. Numerical simulations for different network sizes were performed in order to test the ability of the model in retrieving patterns. It is shown that an imposed external field (stimulus) enhances the retrieval results of the neural network. For random and unbiased patterns the critical saturation parameter is enhanced from α = 0.14 up to α = 0.5. Also, important enhancements of the critical saturation parameter are obtained low-activity patterns.
Introduction
After the famous paper of Hopfield, 1 a great deal of work has been done for enhancing retrieval of information in this model.
The Hopfield model of neural networks presents properties of storage and retrieval of information; i.e. can work as content-addressable memories. The patterns are formal vectors in an N -dimensional Euclidean space, X = [x k ] (k = 1, 2, . . . , M). The components of these vectors take the values +1 and −1. The system is a completely connected set of basic operators (neurons) with discrete time and nonlinear output function. The dynamics in the traditional Hopfield model is governed by
where sign(x) = +1 if x ≥ 0
and W is the synaptic matrix corresponding to the neural network.
Hopfield has shown that starting with an initial state vector s(0) the system converges in a few steps towards a final state s, reaching a local minimum of the Hamiltonian:
Suppose that we want to "memorize" a set of N -dimensional vectors X = [x k ], (k = 1, 2, . . . , M). The synaptic matrix is constructed according to the general principle proposed by Hebb 2 about the synaptic plasticity of nervous cells, the coefficient W ij being the analog of the synaptic efficacity:
Then all M patterns (vectors) will be among the steady states of this system. If all the prototype patterns are orthogonal, the maximal number of stored patterns in the model can be easily estimated. Every such a pattern is a vector in an N -dimensional Euclidian space. Since the total number of orthogonal vectors in this space cannot be larger than its dimensionality, we immediately see that the maximal number of stored patterns in a network of N formal neurons is N .
The requirement of rigorous orthogonality of memorized patterns imposes severe restrictions on possible prototypes, which are difficult to satisfy in concrete applications. An analysis undertaken by Amit et al. 3 for uncorrelated patterns shows that the maximum memory capacity of the Hopfield network with the Hebbian rule is achieved at M/N ∼ = 0.14, when the retrieval quality is sharply deteriorated. Also, even for M < 0.14 · N the system can occasionally receive a wrong (spurious) pattern. Similar difficulties arise when the stored patterns are "correlated" or "biased". 4 
Enhancing Retrieval in Hopfield Neural Network
To improve the performance of the network in such situations, one can try to replace the Hebb learning rule by something better. One possibility is the pseudo-inverese rule discussed by Kohonen and Personnaz et al. 5, 6 The algorithm is a particular version of the Widrow-Hoff "delta" rule. 7 The minimization of quadratic error
is carried on iteratively, at every time step of the learning phase:
where µ is a small constant, which controls the speed of learning. In this case, Kinzel 8 has shown that the learning time (i.e. the number of required iterations) is minimal
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for an optimal value of the parameter µ, which is given by
These estimates were derived for random, uncorrelated and unbiased patterns. From (7) one can see that the learning time diverges when the total number of prototype patterns comes closer to N , i.e. if we try to make use of the full memory capacity of the network.
Other possibilities are based on alterations of the synaptic matrix (4). Amit,
4
Tsodyks and Fiegelman, 9 have proposed simple modifications:
where b is the bias of the stored patterns. Some complicated forms have been proposed by Tsodyks, 10 Penna and Oliveira, 11 Kanter and sompolinsky, 12 but even for these complicated forms the retrieval performance is far from the optimal value, α ∼ = √ N/N 10 and α ∼ = 0.28.
11
In this paper we propose a new simple method to enhance retrieving in Hopfield model of auto-associative memories, by introducing a modification in the storage of patterns do to a constant external field (stimulus).
We will consider the following simple modification of the Hebb learning rule (4):
or in matriceal notation
where, I ij = δ ij is the N × N identity matrix.
One can see that the local mechanism of learning, corresponding to the Hebbian principle, is maintained. In fact, the rule (10) is the average between the Hebb relation (4) and an external field (stimulus) which is equal to I. The imposed external stimulus remains persistent during the dynamical evolution of the system.
In case of unbiased patterns, every component of the corresponding vectors x k (k = 1, 2, . . . , M) is an independent binary random variable which takes the values +1 and −1 with equal probabilities. The biased patterns are constructed as follows:
Here {ξ k i = 0; 1} are independent random variables with probabilities:
Obviously for unbiased patterns we have p = 1/2 and for low-level activity (or biased) patterns 0 < p < 1/2. In Fig. 1(a) we give the overlap m, between the protopype and retrieved patterns, as function of α = M/N , obtained for the traditional Hopfield model with the Hebb learning rule (4) and biased patterns. We have considered an 100-neuron network and 100 runs with different inputs were averaged for each α. One can see that the maximal storing and retrieving capacity of the traditional Hopfield network is obtained for α ∼ = 0.14 and unbiased patterns (p = 0.5).
The overlap function is defined as follows: 
Here, x k andx k are the prototype and the corresponding retrieved pattern. We have used the overlap function, given by (13), instead of the traditional correlation function
because it emphasis much better the critical transition.
In Fig. 1(b) we give the retrieval overlap m(α), obtained for the Hopfield model with the learning rule (10) and biased patterns. An excellent result is obtained for unbiased patterns (p = 0.5). In this case the storing and retrieving capacity of the Hopfield network is enhanced from α ∼ = 0.14 up to α ∼ = 0.5. Also, important enhancements are obtained for low-level activity (or biased) patterns, but for p ≤ 0.3 the retrieval performance is sharply deteriorated.
We will try now to enhance retrieval of low-activity patterns. First, we define the bias of a pattern x k as follows:
For the patterns generated with relations (11) and (12) , the average bias is obviously given by:
Let us now consider the following learning rule:
One can see that the relation (18) is the average between the learning rule proposed by Amit 4 (Eq. (9)) and the external field I. Also, for unbiased patterns (p = 0.5), the learning rule (18) reduces to the learning rule (10).
In Fig. 2 we give the retrieval overlap m(α), obtained for the Hopfield model with the learning rule (18). One can see the improvements of retrieval for low-activity patterns (small p). Also we have obtained an interesting result: for 0.2 < p ≤ 0.5 the retrieval capacity decrease as the value of p decrease ( Fig. 2(a) ), but for 0 < p ≤ 0.2 the retrieval capacity increase as the value of p decrease ( Fig. 2(b) ). This result is in contrast with the traditional Hopfield model.
Another important problem which appears here refers to the set of the fixed points (the basin of attraction) of the synaptic matrix W given by (10) or (18). All the prototype patterns will be among the steady states of the neural network but, 
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the number of steady states of the network could be larger than this set, i.e. it is possible to exist a pattern z for which we have:
wherez is the corresponding retrieving result. This means that this pattern is "recognized" by the network even if it is not included in the set of the prototype vectors X = [x k ]. In this situation the pattern recognition with the Hopfield neural network is impossible becuase we must have
The mumerical simulations have shown that the condition (20) is not always satisfied. We have tested the system for different values of M and α = 0.5 and we have found that the condition (20) is 100% satisfied only for large enough values of M .
We have performed numerical simulations with random and unbiased Ndimensional patterns p = 0.5, with N = α −1 · M = 2 · M. In this case the retrieval overlap of the prototype patterns is m = 1 ( Fig. 1(b) ) and the learning rules (10) and (18) coincides.
In Fig. 3 we give the dependence
where e is the error obtained imposing the condition (20). All data have been obtained using numerical simulations. The error (21) of the network is defined as the number of wrong answers over the total number of tests:
where, z q andz q are the test and the corresponding retrieved patterns; Q is the total number of test patterns and the δ function is given by (14). The data obtained by numerical simulation were fitted using the least-squares procedure relative to the function:
The best fit was obtained for β = 0.23025. For example, after the system learns a set of M = 50 prototype patterns (with N = 2 · M = 100) it will make an error of e(50) = 10 −3 % in recognizing that a given patterns is included or not in the set of prototypes. Results that the error of pattern recognition is practically zero after the system has learned a large enough number of prototype patterns.
We will like to note here that in all simulations we have used an 100-neuron network and 100 runs with different inputs were averaged for each parameter in order to obtain good statistical results. Similar results were obtained for networks with different number of neurons. In fact, for large enough networks the critical transitions in the dependence m = m(α) do not depend of the number of neurons.
Conclusion

