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QUASISTATIC DYNAMICS WITH INTERMITTENCY
JUHO LEPPÄNEN AND MIKKO STENLUND
Abstract. We study an intermittent quasistatic dynamical system composed of nonuni-
formly hyperbolic Pomeau–Manneville maps with time-dependent parameters. We prove
an ergodic theorem which shows almost sure convergence of time averages in a certain
parameter range, and identify the unique physical family of measures. The theorem also
shows convergence in probability in a larger parameter range. In the process, we estab-
lish other results that will be useful for further analysis of the statistical properties of
the model.
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1. Introduction
In recent years time-dependent dynamical systems have gained an increasing amount
of attention in the mathematics — especially mathematical physics — literature; see, for
instance, [1–3, 5–8, 11, 12, 15, 16]. On the other hand, nonuniformly hyperbolic dynam-
ical systems with neutral fixed points have been studied extensively at least since the
Pomeau–Manneville map was proposed as a model of the intermittent behavior of turbu-
lent fluids [4,13]. In this paper we introduce a class of intermittent quasistatic dynamical
systems, which combines the two, and initiate the study of their statistical properties. We
begin the section by introducing the constituent intermittent dynamics and then proceed
to defining their quasistatic conglomerate system.
Notations and conventions. The sigma-algebra on a topological space will always
be that of the Borel sets. We denote the Lebesgue measure on [0, 1] by m and write
m(f) =
∫
f dm =
∫
f dx for the Lebesgue integral of a function f : [0, 1]→ R, as well as∫ b
a
f dx = m(f1[a,b]) for 0 ≤ a ≤ b ≤ 1. The L
p spaces are defined in terms of the Lebesgue
measure. In particular, ‖f‖1 =
∫
|f | dx. The space of continuous functions from [0, 1]
to R, denoted by C([0, 1]), is equipped with the uniform norm and the resulting Borel
sigma-algebra.
We use the usual floor and ceiling functions for rounding real numbers x to the nearest
integer:
⌊x⌋ = max{n ∈ N : n ≤ x} and ⌈x⌉ = min{n ∈ N : n ≥ x}.
System constants, whose values are determined solely by the parameters defining the
model, are distinguished by a subindex (e.g., C0) from generic constants (e.g., C), whose
values may change from one expression to the next.
Key words and phrases. Quasistatic dynamical system, intermittency, Pomeau–Manneville map, er-
godic theorem, physical family of measures.
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1.1. A class of intermittent maps. As in [9], let us define, for each α ∈ (0, 1), the
map Tα : [0, 1]→ [0, 1] :
Tα(x) =
{
x(1 + 2αxα) x ∈ [0, 1
2
)
2x− 1 x ∈ [1
2
, 1].
(1)
It follows from [9] that Tα has an invariant SRB (Sinai–Ruelle–Bowen) measure µˆα.
This probability measure is equivalent to the Lebesgue measure m. We denote the density
by hˆα.
The word “intermittent” derives from the dynamical characteristics of such maps: The
dynamics is strongly chaotic due to expansion except near the neutral (or indifferent) fixed
point at the origin, where the derivative equals 1. Once the orbit lands near the origin,
it stays in its small neighborhood for a very long time before expansion has a noticeable
effect again. The parameter α dictates how neutral the fixed point is; the larger α the
longer it takes for the orbit to return to the expanding region of the interval. Consequently,
correlation functions decay at a slower and slower rate (roughly as n−(
1
α
−1), where n is the
time) and the invariant density becomes more and more concentrated around the origin
as α increases (with an estimate hˆα(x) . x
−α). In the parameter range 0 < α < 1 studied
here, the invariant density is nevertheless integrable. Pomeau–Manneville-type maps were
originally proposed as models of the intermittent behavior observed in studies of turbulent
fluids; see [4, 13]. Since then, such maps have been investigated to the extent that we do
not even attempt to cover the liteature here, besides the references cited below.
1.2. Quasistatic dynamical systems. The notion of an abstract quasistatic dynamical
system, which we now recall, was introduced in [3]. Discussions on its physical interpre-
tation and significance can be found in [3, 14].
Definition 1.1. Let (X,F ) be a measurable space, M a topological space whose elements
are measurable self-maps T : X → X, and T a triangular array of the form
T = {Tn,k ∈M : 0 ≤ k ≤ n, n ≥ 1}.
If there exists a piecewise continuous curve Γ : [0, 1]→M such that
lim
n→∞
Tn,⌊nt⌋ = Γt
we say that (T,Γ) is a quasistatic dynamical system (QDS) with state space X and
system space M.
Before describing the dynamics, let us define the intermittent QDS promised.
Definition 1.2 (An intermittent QDS). Let X = [0, 1] and M = {Tα : 0 ≤ α ≤ 1}
(equipped, say, with the uniform topology). Next, let
{αn,k ∈ [0, 1] : 0 ≤ k ≤ n, n ≥ 1}
be a triangular array of parameters and
γ : [0, 1]→ [0, 1]
a piecewise continuous curve satisfying
lim
n→∞
αn,⌊nt⌋ = γt.
Finally, define Γt = Tγt and
Tn,k = Tαn,k .
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It will often be convenient to use the parameter representation instead of the system-
space representation, i.e., to refer to αn,k and γ instead of Tn,k and Γ.
The time evolution of an initial state x ∈ [0, 1] is now given by the triangular array T,
separately on each level of the array. That is, given n ≥ 1, the point
xn,k = Tn,k ◦ · · · ◦ Tn,1(x) ∈ [0, 1]
is the state after k ∈ {0, . . . , n} steps on the nth level of T. (We define xn,0 = x.)
Introducing the continuous parameter t ∈ [0, 1] and setting k = ⌊nt⌋, the piecewise
constant curve t 7→ αn,⌊nt⌋ approximates γ with ever-increasing accuracy, as n → ∞. In
the physics terminology, it is helpful to think of t as macroscopic time and, with n fixed,
of k = ⌊nt⌋ as the corresponding microscopic time.
Given a measurable function f : [0, 1]→ R, we denote
fn,k = f ◦ Tn,k ◦ · · · ◦ Tn,1, 0 ≤ k ≤ n.
(We define fn,0 = f .) We define the functions Sn : [0, 1]× [0, 1]→ R by
Sn(x, t) =
∫ nt
0
fn,⌊s⌋(x) ds, n ≥ 1.
Note that, given x, the function Sn(x, · ) is a piecewise linear interpolation of the Birkhoff-
type sums
∑⌊nt⌋−1
k=0 fn,k(x), t ∈ [0, 1], and, as such, an element of C([0, 1]). Next, we define
ζn(x, t) = n
−1Sn(x, t) =
∫ t
0
fn,⌊ns⌋(x) ds.
Given an initial distribution µ for x, we can view ζn as a random element of C([0, 1]).
In this paper we are interested in identifying conditions under which
lim
n→∞
ζn = ζ
almost surely with respect to an initial measure, where ζ ∈ C([0, 1]) has the expression
ζ(t) =
∫ t
0
µˆγs(f) ds.
For a heuristic argument why such a result might be true, see [14]. In the fully degen-
erate case, in which Tn,k = Tα for some α and all k and n, Birkhoff’s ergodic theorem
guarantees that, given an L1 function f , limn→∞ ζn(x, t) = t
∫
f dµˆα for almost every x
with respect to the SRB measure µˆα (equivalently m), for all t ∈ [0, 1]. Due to the lack of
an invariant measure, our approach in the proper QDS setup is not based on Birkhoff’s
ergodic theorem.
The notion of a physical family of measures, proposed in [14], is closely related to the
problem above. Specializing to the setting of the current paper, let us recall the definition.
Definition 1.3. Let P = (µt)t∈[0,1] be a one-parameter family of measures on [0, 1],
and suppose that the map t 7→ µs(f) is measurable for all bounded continuous functions
f : [0, 1]→ R. Suppose there exists a measurable set A ⊂ [0, 1] with m(A) > 0 such that
lim
n→∞
∫ t
0
fn,⌊ns⌋(x) ds =
∫ t
0
µs(f) ds, t ∈ [0, 1],
holds for all x ∈ A and all bounded continuous functions f : [0, 1] → R. Then we say
that P is a physical family of measures for the QDS. The set A is called a basin of P.
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Thus, a physical family of measures captures, in the limit n → ∞, the mean behavior
of the observations fn,k(x), k ≥ 0, for a notable fraction of initial points x with respect to
the Lebesgue measure m, which we point out is not invariant in any sense.
1.3. Main theorem. The following theorem is the main result of our paper, which we
choose to present here because it can now be understood without additional preparation.
In the course of its proof, we establish other results, interesting in their own right, that
will be beneficial to further research on the statistical properties of the intermittent QDS
introduced above (or similar models).
Theorem 1.4. Suppose that the curve γ : [0, 1] → [0, 1] is piecewise Hölder continuous1
with exponent θ ∈ (0, 1], that
γ([0, 1]) ⊂ [0, β∗] (2)
for some β∗ ∈ (0, 1), and that
lim
n→∞
nθ sup
t∈[0,1]
|αn,⌊nt⌋ − γt| <∞. (3)
(i) If β∗ ≥
1
2
, then for each f ∈ C([0, 1]),
lim
n→∞
sup
t∈[0,1]
|ζn(x, t)− ζ(t)| = 0 (4)
in probability, with respect to the Lebesgue measure. That is,
lim
n→∞
m
(
sup
t∈[0,1]
|ζn(x, t)− ζ(t)| ≥ ε
)
= 0
for all ε > 0.
(ii) If β∗ <
1
2
, then (4) holds for almost every x ∈ [0, 1] with respect to the Lebesgue mea-
sure. The one-parameter family of measures P = (µˆγt)t∈[0,1] is the unique physical
family of measures, and it has a basin A of full measure, i.e., m(A) = 1.
The condition in (2) is needed to maintain uniform control in certain estimates, mainly
on the polynomial correlation decay, while the convergence rate in (3) is the natural one
suggested by the “equipartition” αn,k = γkn−1. The assumption that the curve γ is Hölder
continuous has a physical motivation: it could, for instance, be a Brownian path, as a
consequence of external forcing on the system, and allowing jumps to occur accommodates
for rare, sudden, changes in the forcing. Regarding the uniqueness of the physical family
of measures, we recall that two such families, (µγt)t∈[0,1] and (µ
′
γt
)t∈[0,1], are considered the
same if µγt = µ
′
γt
except for a zero-measure set of parameters t.
We reiterate that the rate of correlation decay for the intermittent QDS is polynomial.
The essential distinction between cases (i) and (ii) is the summability of this rate in
case (ii), which yields stronger results.
As a matter of fact, we prove a bit more regarding case (i). Namely, if f ∈ C1([0, 1]),
there exists a subsequence (nk)k≥1 along which the convergence in (4) is almost sure
and limk→∞ nk+1/nk = 1. Thus, the sequence converges almost surely, save for gaps of
sublinearly growing length. One would like to patch the gaps and promote the result to
almost sure convergence of the entire sequence, say, with the aid of the Borel–Cantelli
lemma. We have been unable to do so. Alternatively, one could directly try to appeal to a
sufficiently general strong law of large numbers for triangular arrays of random variables,
1Precisely, there exists a finite partition of [0, 1] into disjoint intervals I1, . . . , Im such that γ is Hölder
continuous on each Ii with exponent θ.
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but we have failed to find a suitable one in the probability theory literature. Either way,
the critical difficulties encountered in establishing almost sure convergence in case (i) have
to do with the necessity of controlling
ζn(t)− ζm(t) =
∫ t
0
f ◦ Tn,⌊ns⌋ ◦ · · · ◦ Tn,1 − f ◦ Tm,⌊ms⌋ ◦ · · · ◦ Tm,1 ds
with n 6= m, which involves comparing different levels of the arrayT, consisting of different
maps.
In view of (2), let us also point out that the QDS changes its nature if the curve is
allowed to meet the right-hand boundary of [0, 1]. For instance, the invariant density
of T1 is non-integrable. Nevertheless, it is possible that the result remains true, even in
the almost sure sense, if the curve makes some isolated visits to the boundary. As we have
tried to convey above, investigating this admittedly interesting question would require a
notable amount of technical innovation.
Similar results for certain uniformly hyperbolic QDSs, enjoying exponential correlation
decay, were obtained in [14]. The most significant difference here is that the intermittent
QDS is nonuniformly hyperbolic. Nonuniformly hyperbolic systems are inherently more
difficult to analyze due to the intermittent character of the dynamics alluded to above.
To make matters worse, the system at issue — as a QDS — is time dependent. The
study of time-dependent Pomeau–Manneville maps was recently initiated in [1], where a
statistical memory-loss result for compositions of such maps was established; that result
will have a role in the proof of Theorem 1.4.
Finally, the polynomial rate of correlation decay discussed above will also have an im-
pact on other kinds of limit theorems in the future, including the assortment of techniques
suitable for their proofs. For instance, one expects a central limit theorem to hold (only)
in case (ii).
How the paper is organized. In Section 2 we discuss technical facts needed for un-
derstanding the subsequent sections. In Section 3 we elaborate on the connection of two
classes of functions appearing in the proofs; this section also facilitates bounding multiple
correlation functions, which is carried out in Section 4. In Section 5 we study the param-
eter dependence of the transfer operator and of the SRB density. The proof of the main
result, Theorem 1.4, is finally given in Section 6.
2. Preliminaries
We denote the transfer operator associated to Tα and the Lebesgue measure by Lα.
That is,
Lαf(x) =
∑
y∈T−1α x
f(y)
T ′α(y)
=
f(yα)
T ′α(yα)
+
f(x
2
+ 1
2
)
2
,
where yα = yα(x) is the preimage of x under the left branch Tα|[0, 1
2
). The following result
establishes an important invariance property for the transfer operator:
Lemma 2.1. Let 0 < β < 1 and a(β) = 2β(β + 2). The transfer operator Lα maps the
convex cone
C∗(β) = {f ∈ C((0, 1]) ∩ L
1 : f ≥ 0, f decreasing,
xβ+1f increasing, f(x) ≤ a(β)x−βm(f)}
into itself, provided 0 < α ≤ β.
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For a proof of Lemma 2.1, see [9] for the original case of a single parameter (α = β)
and [1] for the above adaptation to a range of parameters (0 < α ≤ β).
It follows from [9] that the SRB density of Tα satisfies
hˆα ∈ C∗(α).
Note that the cone is increasing, i.e., C∗(α) ⊂ C∗(β) if α ≤ β. In particular, hˆα ∈ C∗(β)
whenever α ≤ β.
We will always consider β∗ ∈ (0, 1) fixed, and write
a = a(β∗) and C∗ = C∗(β∗)
for brevity. We will call a sequence (Tαi)i≥1 of Pomeau–Manneville maps an admissible
sequence if αi ≤ β∗ for all i. To keep notations simple, we write
Ti = Tαi and Li = Lαi
for such a sequence. We also denote
T˜n,m = Tn ◦ · · · ◦ Tm and L˜n,m = Ln · · · Lm, m < n,
together with
T˜n = Tn ◦ · · · ◦ T1 and L˜n = Ln · · · L1.
Nearly all the results below apply for general admissible sequences, without additional
restrictions on β∗. Only in Section 6 do we need to assume β∗ <
1
2
in order to check
Condition (A) of Lemma 6.4, which requires a summable rate of correlation decay.
Let us already recall the following key estimate from [1]; see also [9] for a similar result
in the case of a single map instead of a sequence.
Lemma 2.2. There exists a constant C0 = C0(β∗) > 0 such that the following holds.
Let (Ti)i≥1 be admissible and f, g ∈ C∗ with
∫
f dx =
∫
g dx. Then, for all n ≥ 0,
‖L˜n(f − g)‖1 ≤ C0(‖f‖1 + ‖g‖1)ρ(n)
where
ρ(n) = n−(
1
β∗
−1)(logn)
1
β∗ , n ≥ 2,
and ρ(0) = ρ(1) = 1.
3. C1 functions and the cone C∗
Because of the invariance property (Lemma 2.1), much of the initial technical work
is carried out for functions belonging to the cone C∗. However, in applications a more
familiar class of functions is preferred. The following lemma — which yields a recipe for
passing results from C∗ to C
1 — is (essentially) from [9]. Since a detailed proof seems not
to have been published, we provide it below as community service.
Lemma 3.1. There exists a constant C1 = C1(β∗) > 0 such that the following holds.
Suppose A,B ≥ 0. There exist numbers λ < 0, ν > 0 and δ > 0 such that
(f + λx+ ν)h + δ ∈ C∗
with
‖(f + λx+ ν)h + δ‖1 ≤ C1AB
for every f ∈ C1([0, 1]) with ‖f‖C1 ≤ A and every h ∈ C∗ with m(h) ≤ B. In particular,
(λx+ ν)h + δ ∈ C∗ with ‖(λx+ ν)h + δ‖1 ≤ C1AB.
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Remark 3.2. The proof shows that there exist system constants λ1 < 0, ν1 > 0 and δ1 > 0
such that
λ = Aλ1, ν = Aν1, and δ = ABδ1.
While it is true that a similar result can be obtained with λ = ‖f‖C1λ1, ν = ‖f‖C1ν1
and δ = ‖f‖C1m(h)δ1 without imposing bounds on ‖f‖C1 and m(h), there is some virtue
in having the constants depend on the upper bound only. For example, in the current
formulation the function (λx+ ν)h + δ is automatically in the cone.
Proof of Lemma 3.1. First note that fixing
λ ≤ −‖f ′‖∞
implies that f + λx is decreasing. The core idea of the proof is now that, for large ν > 0,
the function (
f + λx
ν
+ 1
)
h
is very close to h ∈ C∗, and thus belongs to the cone after a small modification. To
implement this idea rigorously, we write
(f + λx+ ν)h + δ = ν
((
f + λx
ν
+ 1
)
h +
δ
ν
)
= ν(gh+ δ′),
where
g =
f + λx
ν
+ 1 and δ′ =
δ
ν
. (5)
It now suffices to show that if g ∈ C1([0, 1]) is an arbitrary function such that ‖g − 1‖C1
is sufficiently small and g′ ≤ 0, there exists δ′ > 0 such that
ψ = gh+ δ′ ∈ C∗.
Step 1. Suppose g ≥ 0 and g′ ≤ 0. Then ψ ≥ 0 and ψ is decreasing.
Step 2. We identify a condition which guarantees that xα+1ψ is increasing. To that end,
let x < y and observe that
yα+1ψ(y)− xα+1ψ(x)
= g(y)yα+1h(y)− g(x)xα+1h(x) + δ′(yα+1 − xα+1)
= g(y)[yα+1h(y)− xα+1h(x)]− (g(x)− g(y))xα+1h(x) + δ′(yα+1 − xα+1)
≥ −(g(x)− g(y))xα+1h(x) + δ′(yα+1 − xα+1),
where we used that xα+1h is increasing and g ≥ 0. Since g is a decreasing C1 function
and 0 ≤ h(x) ≤ ax−αm(h),
−(g(x)− g(y))xα+1h(x) ≥ −‖g′‖∞(y − x)axm(h).
On the other hand,
yα+1 − xα+1 = (α + 1)
∫ y
x
ξα dx ≥ (α + 1)(y − x)xα ≥ (α + 1)(y − x)x.
Thus, we arrive at
yα+1ψ(y)− xα+1ψ(x) ≥ [−‖g′‖∞am(h) + δ
′(α + 1)](y − x)x,
which is ≥ 0, provided that
δ′ ≥
a
α + 1
m(h)‖g′‖∞.
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Step 3. We identify a condition which guarantees ψ(x) ≤ ax−αm(ψ), the latter being
equivalent to gh(x)+ δ′ ≤ ax−α(m(gh)+ δ′). Let us assume throughout that ‖g−1‖ ≤ 1
3
.
Note that
1− ‖g − 1‖∞ ≤ g ≤ 1 + ‖g − 1‖∞.
Thus, using h(x) ≤ ax−αm(h),
gh(x) ≤ (1 + ‖g − 1‖∞)ax
−αm(h),
which yields
gh(x) + δ′ ≤
1 + ‖g − 1‖∞
1− ‖g − 1‖∞
ax−αm(gh) + δ′ =
(
1 +
2‖g − 1‖∞
1− ‖g − 1‖∞
)
ax−αm(gh) + δ′,
We now make the assumption
δ′ ≥
4a
a− 1
m(h)‖g − 1‖∞.
It yields
2‖g − 1‖∞
1− ‖g − 1‖∞
ax−αm(gh) + δ′
≤ 2‖g − 1‖∞
1 + ‖g − 1‖∞
1− ‖g − 1‖∞
ax−αm(h) + x−αδ′
≤ (4‖g − 1‖∞am(h) + δ
′) x−α ≤ ax−αδ′,
which gives the desired bound gh(x) + δ′ ≤ ax−α(m(gh) + δ′).
Final step. Let us revert to the function f and translate the above conditions to condi-
tions on λ, ν and δ via (5). First of all,
λ ≤ −‖f ′‖∞ and ν ≥ ‖f‖∞ − λ =⇒ g ≥ 0 and g
′ ≤ 0.
Secondly,
ν ≥ 3(‖f‖∞ − λ) =⇒ ‖g − 1‖∞ ≤
1
3
.
Finally,
δ ≥
a
α + 1
m(h)(‖f ′‖∞ − λ) =⇒ δ
′ ≥
a
α + 1
m(h)‖g′‖∞
and
δ ≥
4a
a− 1
m(h)(‖f‖∞ − λ) =⇒ δ
′ ≥
4a
a− 1
m(h)‖g − 1‖∞.
Choosing
λ = −A, ν = 6A and δ = 2ABmax
(
a
α + 1
,
4a
a− 1
)
is enough to satisfy all the conditions. Since
‖(f + λx+ ν)h + δ‖1 ≤ (‖f‖∞ + |λ|+ ν)m(h) + δ1
≤ (A+ A+ 6A)B + 2ABmax
(
a
α + 1
,
4a
a− 1
)
,
the proof is complete. 
Let us immediately give an example of how Lemma 3.1 can be put to use. We will
in fact need a more general result for our purposes, in order to prove certain correlation
estimates later on. But proving the special case first already reveals the basic idea.
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Lemma 3.3. Let (Ti)i≥1 be admissible, f1, f2 ∈ C
1([0, 1]), h ∈ C∗ and n ≥ 0. There exist
g1, . . . , g4 ∈ C∗ such that
f2 · L˜n(f1h) = g1 − g2 + g3 − g4
and
‖gi‖1 ≤ C
2
1‖f1‖C1‖f2‖C1m(h).
Proof. Let us write
L˜n(f1h) = u1 − u2
with
u1 = L˜n[(f1 + λ1x+ ν1)h+ δ1] and u2 = L˜n[(λ1x+ ν1)h+ δ1].
With λ1, ν1 and δ1 as in Lemma 3.1, where we set A = ‖f1‖C1 and B = m(h), the
functions in the square brackets are in C∗. Since C∗ is preserved by L˜n, also u1, u2 ∈ C∗.
Moreover, there exists a system constant C1 > 0 such that
m(ui) ≤ C1‖f1‖C1m(h), i = 1, 2.
We now apply Lemma 3.1 once more, with A = ‖f2‖C1 and B = C1‖f1‖C1m(h): There
exist constants λ2, ν2 and δ2 such that
f2ui = [(f2 + λ2x+ ν2)ui + δ2]− [(λ2x+ ν2)ui + δ2], i = 1, 2,
where the functions in the square brackets are in C∗ and the L
1 norm of each is bounded
by C21‖f2‖C1‖f1‖C1m(h). The proof is complete. 
The abovementioned necessary generalization of Lemma 3.3 is the following:
Theorem 3.4. Let (Ti)i≥1 be admissible, f1, . . . , fk ∈ C
1([0, 1]), h ∈ C∗ and 0 ≤ n1 ≤
· · · ≤ nk. There exist functions gi ∈ C∗ and constants σi ∈ ±1, 1 ≤ i ≤ 2
k, such that 2
fkL˜nk−1,nk−2+1 · · · f3L˜n2,n1+1f2L˜n1,1f1h =
2k∑
i=1
σigi
with
‖gi‖1 ≤ C
k
1‖f1‖C1 · · · ‖fk‖C1m(h).
Proof. The proof proceeds by induction. By Lemma 3.3, the claim holds true for k = 2.
Suppose it holds true for some fixed k ≥ 2 and note that
fk+1L˜nk,nk−1+1 · · · f3L˜n2,n1+1f2L˜n1,1f1h =
2k∑
i=1
σifk+1 · L˜nk,nk−1+1(gi),
where ‖L˜nk,nk−1+1gi‖1 = ‖gi‖1 ≤ C
k
1‖f1‖C1 · · · ‖fk‖C1m(h) holds. Mimicking the proof of
Lemma 3.3, we apply Lemma 3.1 with A = ‖fk+1‖C1 and B = C
k
1‖f1‖C1 · · · ‖fk‖C1m(h):
There exist constants λ, ν and δ such that
fk+1 · L˜nk,nk−1+1gi = [(fk+1 + λx+ ν)L˜nk,nk−1+1gi + δ]− [(λx+ ν)L˜nk,nk−1+1gi + δ]
for 1 ≤ i ≤ 2k, where the two functions in the square brackets are in C∗ and the L
1 norm
of each is bounded by C1‖fk+1‖C1C
k
1‖f1‖C1 · · · ‖fk‖C1m(h). This finishes the proof. 
2In order to avoid cumbersome notation involving k − 1 pairs of parentheses, the convention here is
that each operator acts on the entire expression to its right.
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4. Correlation decay
Given Theorem 3.4, we are now prepared to prove the following result on correlation
decay. In addition to being necessary for our immediate needs, it will be applicable to
proving limit theorems beyond this paper, such as a central limit theorem.
Theorem 4.1. Let (Ti)i≥1 be admissible, f0, f1, . . . , fm ∈ C
1([0, 1]) and fm+1, fm+2 . . . , fk ∈
L∞. Moreover, let 0 ≤ n1 ≤ · · · ≤ nk. Denote
Fm = fm ◦ T˜nm · · ·f1 ◦ T˜n1 · f0
and
Gm = fk ◦ T˜nk · · · fm+1 ◦ T˜nm+1 .
Then ∣∣∣∣∫ GmFm dµ− ∫ Gm dµ ∫ Fm dµ∣∣∣∣
≤ 4C0(2C1)
m+1
(
k∏
i=m+1
‖fi‖∞
)(
m∏
i=0
‖fi‖C1
)
ρ(nm+1 − nm)
for any probability measure dµ = h dm with h ∈ C∗.
Proof. First note that, writing
G˜m = fk ◦ T˜nk,nm+1+1 · fk−1 ◦ T˜nk−1,nm+1+1 · · · fm+1,
we have Gm = G˜m ◦ T˜nm+1 and, for any constant c,∣∣∣∣∫ GmFm dµ− ∫ Gm dµ ∫ Fm dµ∣∣∣∣ = ∣∣∣∣∫ (Gm − ∫ Gm dµ) (Fm − c) dµ∣∣∣∣
=
∣∣∣∣∫ (G˜m − ∫ Gm dµ) ◦ T˜nm+1(Fm − c) dµ∣∣∣∣
=
∣∣∣∣∫ (G˜m − ∫ Gm dµ) L˜nm+1(Fmh− ch) dx∣∣∣∣
≤ 2‖G˜m‖∞‖L˜nm+1(Fmh− ch)‖1
≤ 2
(
k∏
i=m+1
‖fi‖∞
)
‖L˜nm+1,nm+1(L˜nm(Fmh)− ch˜)‖1
where we have introduced h˜ = L˜nmh ∈ C∗. Choosing
c =
∫
L˜nm(Fmh) dx =
∫
Fmh dx
guarantees ∫
(L˜nm(Fmh)− ch˜) dx = 0.
Using the basic identity L˜n(f ◦ T˜n g) = f L˜ng, note that
L˜ni(Fih) = L˜ni(fi ◦ T˜niFi−1h) = fiL˜ni,ni−1+1L˜ni−1(Fi−1h).
By induction,
L˜nm(Fmh) = fmL˜nm,nm−1+1 · · · f2L˜n2,n1+1L˜n1(F1h)
= fmL˜nm,nm−1+1 · · · f2L˜n2,n1+1f1L˜n1f0h.
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We can now apply Theorem 3.4, according to which
L˜nm(Fmh) =
2m+1∑
i=1
σigi
for suitable functions gi ∈ C∗ and constants σi ∈ ±1, 1 ≤ i ≤ 2
m+1, satisfying
‖gi‖1 ≤ C
m+1
1 ‖f0‖C1 · · · ‖fm‖C1.
Writing ci =
∫
gi dx,
L˜nm(Fmh)− ch˜ =
2m+1∑
i=1
σi(gi − cih˜).
Each function in the parentheses on the right side satisfies the assumptions of Lemma 2.2.
This yields
‖L˜nm+1,nm+1(L˜nm(Fmh)− ch˜)‖1 ≤
2m+1∑
i=1
‖L˜nm+1,nm+1(gi − cih˜)‖1
≤ C0
2m+1∑
i=1
(‖gi‖1 + |ci|)ρ(dm)
≤ 2C0
2m+1∑
i=1
‖gi‖1ρ(dm)
≤ 2C02
m+1Cm+11 ‖f0‖C1 · · · ‖fm‖C1ρ(dm).
Collecting the estimates proves the theorem. 
5. Perturbation of transfer operator and SRB density
Here we prove that the SRB density hˆα and the pushforward Lαh of any initial den-
sity h ∈ C∗ depend Hölder continuously on the parameter α in the L
1 norm. To the
authors’ knowledge these are new results.
Theorem 5.1. Let 0 < β∗ < 1. There exists a constant C2 = C2(β∗) > 0 such that
‖(Lα −Lβ)h‖1 ≤ C2‖h‖1(β − α)
1
3
(1−β∗)|log(β − α)| ∀h ∈ C∗ (6)
and
‖hˆα − hˆβ‖1 ≤ C2(β − α)
1
3
(1−β∗)2 |log(β − α)|
1
β∗ (7)
hold whenever 0 ≤ α < β ≤ β∗.
We do not claim the result to be optimal regarding the exponents.
From Theorem 5.1 we immediately get
Corollary 5.2. Let 0 < β∗ < 1 and let C2 > 0 be as in Theorem 5.1. For every bounded
measurable function f : [0, 1]→ R,∣∣∣∣∫ f dµˆα − ∫ f dµˆβ∣∣∣∣ ≤ C2‖f‖∞|(β − α) 13 (1−β∗)2 |log(β − α)| 1β∗
holds whenever 0 ≤ α < β ≤ β∗.
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Proof of Theorem 5.1. The proof is given in the same order as the claims in the theorem.
Part 1: perturbation of the transfer operator. Let us first assume ‖h‖1 = 1. Since
the maps Tα and Tβ agree on [
1
2
, 1],
(Lα −Lβ)h(x) =
h(yα)
T ′α(yα)
−
h(yβ)
T ′β(yβ)
,
where yα is the preimage of x under the left branch Tα|[0, 1
2
) and yβ is defined similarly.
We begin by fixing ε ∈ (0, 1) and noting that∫
[0,ε]
h(yα)
T ′α(yα)
dx =
∫
{y:Tα(y)∈[0,ε]}
h(y) dy ≤
∫
[0,ε]
h(y) dy ≤ Cε1−β∗,
where the last inequality uses the fact that h ∈ C∗, and the constant C depends only
on β∗. A similar bound holds for yβ in place of yα and Tβ in place of Tα. Hence,∫
[0,ε]
∣∣∣∣∣ h(yα)T ′α(yα) − h(yβ)T ′β(yβ)
∣∣∣∣∣ dx ≤ 2Cε1−β.
We are left with an L1 estimate on (ε, 1]. To that end, we bound∣∣∣∣∣ h(yα)T ′α(yα) − h(yβ)T ′β(yβ)
∣∣∣∣∣ =
∣∣∣∣∣h(yα)− h(yβ)T ′α(yα) − h(yβ)T ′β(yβ) 1T ′α(yα) (T ′α(yα)− T ′β(yβ))
∣∣∣∣∣
≤ |h(yα)− h(yβ)|+
h(yβ)
T ′β(yβ)
|T ′α(yα)− T
′
β(yβ)|.
Observe that
T ′α(yα) = (1 + α)xy
−1
α − α,
where
1 ≤ xy−1α ≤ 2,
because x = Tα(yα) = yα(1 + 2
αyαα). Using this together with ‖Lβh‖1 = 1, we estimate∫
(ε,1]
h(yβ)
T ′β(yβ)
|T ′α(yα)− T
′
β(yβ)| dx
≤ ‖Lβh‖1‖((1 + α)xy
−1
α − α− (1 + β)xy
−1
β + β)1(ε,1](x)‖∞
≤ (β − α) + ‖((1 + α)xy−1α − (1 + β)xy
−1
β )1(ε,1](x)‖∞
= (β − α) + ‖((1 + α)(xy−1α − xy
−1
β )− (β − α)xy
−1
β )1(ε,1](x)‖∞
≤ 3(β − α) + 2‖(xy−1α − xy
−1
β )1(ε,1](x)‖∞
≤ 3(β − α) + 2‖xy−1α xy
−1
β x
−1(yα − yβ)1(ε,1](x)‖∞
≤ 3(β − α) + 8‖x−1(yα − yβ)1(ε,1](x)‖∞
≤ 3(β − α) + 8ε−1‖(yα − yβ)1(ε,1](x)‖∞.
Note that, because Tβ is expanding,
|yβ − yα| ≤ |Tβ(yβ)− Tβ(yα)| = |Tα(yα)− Tβ(yα)|.
On the other hand, x ≥ ε implies yα, yβ ≥
ε
2
, so
|Tα(yα)− Tβ(yα)| =
∣∣2αyα+1α − 2βyβ+1α ∣∣ = 12 ∣∣(2yα)1+α − (2yα)1+β∣∣
≤
∣∣log(2yα)∣∣|β − α| ≤ log(ε−1)(β − α)
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The function u(x) = x1+β∗h(x) is Lipschitz continuous with a Lipschitz constant C de-
pending only on β∗.
3 For x ≥ ε (and yα, yβ ≥
ε
2
) this implies
|h(yα)− h(yβ)|
= |y−1−β∗α u(yα)− y
−1−β∗
β u(yβ)|
≤ |(y−1−β∗α − y
−1−β∗
β )u(yα)|+ |y
−1−β
β (u(yβ)− u(yα))|
≤ (Cε−2−β + Cε−1−β)|yβ − yα|
≤ Cε−2−β|yβ − yα|,
where C > 0 still depends only on β∗. We now have (with new constants)
‖(Lα −Lβ)h‖1 ≤ C(ε
1−β + (β − α)ε−2−β log ε−1) ≤ C(ε1−β + (β − α)ε−2−β) log ε−1,
and setting ε = (β − α)
1
3 yields
‖(Lα −Lβ)h‖1 ≤ C(β − α)
1
3
(1−β)|log(β − α)| ≤ C(β − α)
1
3
(1−β∗)|log(β − α)|.
The case ‖h‖1 6= 1 is recovered by scaling, which finishes the proof of the first part.
Part 2: perturbation of the SRB density. Since Lαhˆα = hˆα for each α, we have, for
any n ≥ 0,
hˆα − hˆβ = L
n
α(hˆα − 1)−L
n
α(hˆβ − 1) + (L
n
α −L
n
β)hˆβ.
Here hˆα, hˆβ and 1 are in C∗ with
∫
hˆα dx =
∫
hˆβ dx = 1, so Lemma 2.2 yields
‖Lnα(hˆα − 1)−L
n
α(hˆβ − 1)‖1 ≤ 4C0n
−( 1
β∗
−1)(log n)
1
β∗ ,
where the constant depends only on β∗. Since
(Lnα − L
n
β)hˆβ =
n∑
k=1
Lk−1α (Lα −Lβ)L
n−k
β hˆβ =
n∑
k=1
Lk−1α (Lα − Lβ)hˆβ
and Lα is an L
1 contraction, we also have
‖(Lnα − L
n
β)hˆβ‖1 ≤ n‖(Lα − Lβ)hˆβ‖1.
Applying the first part of the theorem and collecting all the estimates, we arrive at
‖hˆα − hˆβ‖1 ≤ Cn(n
− 1
β∗ (logn)
1
β∗ + (β − α)
1
3
(1−β∗)|log(β − α)|)
≤ Cn(n−
1
β∗ + (β − α)
1
3
(1−β∗))max((log n)
1
β∗ , |log(β − α)|),
where C depends on β∗ only. Choosing n = ⌊(β − α)
− 1
3
β∗(1−β∗)⌋ ≥ 1 yields
‖hˆα − hˆβ‖1 ≤ C(β − α)
− 1
3
β∗(1−β∗)(n−
1
β∗ + (β − α)
1
3
(1−β∗))max((logn)
1
β∗ , |log(β − α)|)
≤ C(β − α)
1
3
(1−β∗)2 max(|log(β − α)|
1
β∗ , |log(β − α)|)
≤ C(β − α)
1
3
(1−β∗)2 |log(β − α)|
1
β∗
with C depending on β∗ only, where the last estimate uses β − α ≤ β∗ < 1. This finishes
the proof of the second part.
The proof of Theorem 5.1 is now complete. 
3See the footnote in the proof of Lemma 2.3 in [9].
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6. Proof of main theorem
We are now ready to enter the proof of Theorem 1.4. We begin by recording certain
facts concerning general values β∗ ∈ (0, 1), which are essential for the proof, in Section 6.1.
Parts (i) and (ii) of the theorem are proved in Sections 6.2 and 6.3, respectively.
6.1. Preliminaries (0 < β∗ < 1). Notice first that it will be enough to establish the
theorem for all f ∈ C1([0, 1]): Since C1([0, 1]) is a subalgebra of C([0, 1]) which contains
the constant functions and separates points, it is dense by the Stone–Weierstrass theorem.
Hence, given g ∈ C([0, 1]) and ε > 0, there exists f ∈ C1([0, 1]) such that
sup
t∈[0,1]
∣∣∣∣∫ t
0
gn,⌊ns⌋(x) ds−
∫ t
0
µˆs(g) ds
∣∣∣∣ ≤ sup
t∈[0,1]
∣∣∣∣∫ t
0
fn,⌊ns⌋(x) ds−
∫ t
0
µˆs(f) ds
∣∣∣∣+ ε
holds for all x and all n.
Let {I1, . . . Im} be the regularity partition of [0, 1] associated to γ. We may assume
0 = τ1 < τ2 < · · · < τm < τm+1 = 1, where τℓ and τℓ+1 are the endpoints of the interval Iℓ.
There exists a constant Cγ > 0 such that
|γt − γs| ≤ Cγ |t− s|
θ (8)
holds for all τℓ < s, t < τℓ+1 and all ℓ, and
sup
t∈[0,1]
|αn,⌊nt⌋ − γt| ≤ Cγn
−θ
holds for all n ≥ 1. Since |αn,k−αn,j| ≤ |αn,nkn−1−γkn−1|+|αn,njn−1−γjn−1|+|γkn−1−γjn−1|,
the bounds above imply that
|αn,k − αn,j| ≤ Cγn
−θ(2 + |j − k|θ) (9)
whenever nτℓ < j, k < nτℓ+1 holds for some ℓ.
Note that there exist 0 < β∗ < 1 such that γ([0, 1]) ⊂ [0, β∗] and αn,k ∈ [0, β∗] for
0 ≤ k ≤ n and sufficiently large values of n. Since we are only interested in the limit
n → ∞, we will assume — without loss of generality — that the latter condition holds
starting from n = 1.
We will shortly need the next lemma. For brevity, denote Ln,k = Lαn,k and hˆn,k = hˆαn,k .
Lemma 6.1. Let µ be a probability measure with density h ∈ C∗, and let µn,k be its
pushforward with density hn,k = Ln,k · · · Ln,1h. There exist constants c0, c1 > 0 and
p0, p1 ∈ (0, 1) such that
‖hn,k − hˆn,k‖1 ≤ c0n
−p0 (10)
whenever n(τℓ + c1n
p1−1) < k < nτℓ+1 holds for some ℓ. Moreover, given a bounded
function f : [0, 1]→ R,
|µ(fn,⌊nt⌋)− µˆγt(f)| ≤ c0‖f‖∞n
−p0 (11)
whenever τℓ + c1n
p1−1 < t < τℓ+1 holds for some ℓ.
For the purposes of this paper, the error rate in (11) is unnecessary. Moreover, (10)
is only used in the proof of (11). However, both bounds will be useful for establishing
finer statistical properties of the intermittent QDS later on. Information on the system-
parameter dependence of the constants can be extracted from the proof below, which we
leave to the interested reader.
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Proof of Lemma 6.1. Since Ln,khˆn,k = hˆn,k, we have
hn,k − hˆn,k = Ln,k · · · Ln,k−K+1(hn,k−K − hˆn,k) + (Ln,k · · · Ln,k−K+1 −L
K
n,k)hˆn,k
whenever 1 ≤ K < k. In order to bound hn,k − hˆn,k in L
1, note that Lemma 2.2 implies
‖Ln,k · · ·Ln,k−K+1(hn,k−K − hˆn,k)‖1 ≤ C0(‖hn,k−K‖1 + ‖hˆn,k‖1)ρ(K) ≤ 2C0ρ(K)
Recalling that Lα is an L
1 contraction and using (6) in Theorem 5.1,
‖(Ln,k · · ·Ln,k−K+1 −L
K
n,k)hˆn,k‖1
=
∥∥∥∥∥
k∑
j=k−K+1
Ln,k · · · Ln,j+1(Ln,j − Ln,k)L
j−(k−K+1)
n,k hˆn,k
∥∥∥∥∥
1
≤
k∑
j=k−K+1
‖(Ln,j − Ln,k)hˆn,k‖1 ≤ K max
k−K+1≤j≤k
‖(Ln,j − Ln,k)hˆn,k‖1
≤ C2K max
k−K+1≤j≤k
|αn,j − αn,k|
1
3
(1−β∗)|log |αn,j − αn,k||
≤ CK max
k−K+1≤j≤k
|αn,j − αn,k|
1
4
(1−β∗)
for a constant depending on β∗. Assuming
nτℓ +K < k < nτℓ+1 (12)
for some ℓ, we can now use (9), which yields
‖(Ln,k · · ·Ln,k−K+1 −L
K
n,k)hˆn,k‖1 ≤ CK[Cγn
−θ(2 +Kθ)]
1
4
(1−β∗)
≤ CK[3Cγn
−θKθ]
1
4
(1−β∗) ≤ Cn−θ
1
4
(1−β∗)K1+θ
1
4
(1−β∗)
for constants C depending only on β∗ and θ and γ. Writing κ =
1
4
(1− β∗), we thus get
‖hn,k − hˆn,k‖1 ≤ 2C0K
−( 1
β∗
−1)(logK)
1
β∗ + Cn−θκK1+θκ
≤ CK
(
K−
1
β∗ (logK)
1
β∗ + n−θκKθκ
)
whenever (12) holds. Fixing K = ⌈nθκ(
1
β∗
+θκ)−1⌉ (so that K−
1
β∗ ≈ n−θκKθκ) yields
‖hn,k − hˆn,k‖1 ≤ Cn
θκ( 1
β∗
+θκ)−1(1− 1
β∗
)(logn)
1
β∗ ≤ c0n
−p0,
where p0 depends on θ and β∗, and c0 depends additionally on γ. This proves the first
claim of the lemma, the values of c1 and p1 being determined by the choice of K.
In order to prove second claim, note first that µ(fn,⌊nt⌋) = µn,⌊nt⌋(f). Thus it suffices
to bound ‖hn,⌊nt⌋ − hˆγt‖1. But, for k = ⌊nt⌋ satisfying (12), we have
‖hn,⌊nt⌋ − hˆγt‖1 ≤ ‖hn,⌊nt⌋ − hˆn,⌊nt⌋‖1 + ‖hˆn,⌊nt⌋ − hˆγt‖1
≤ c0n
−p0 + C|αn,⌊nt⌋ − γt|
1
4
(1−β∗)2
≤ c0n
−p0 + Cn−θ
1
4
(1−β∗)2 ,
with the aid of (7). The constant C depends only on β∗ and θ and γ. Redefining c0 and p0
proves also the second claim. 
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Our task is to bound
ζn(x, t)− ζ(t) = ζ¯n(x, t) +
∫ t
0
µ(fn,⌊ns⌋)− µˆγs(f) ds
uniformly in t, where
ζ¯n(x, t) =
∫ t
0
f¯n,⌊ns⌋(x) ds and f¯n,⌊ns⌋(x) = fn,⌊ns⌋(x)− µ(fn,⌊ns⌋).
Since f is bounded, there are no integrability issues; in particular, Corollary 5.2 and the
regularity of the curve γ imply that s 7→ µˆγs(f) is piecewise continuous. We can proceed
with an application of (11) in Lemma 6.1:
sup
t∈[0,1]
∣∣∣∣∫ t
0
µ(fn,⌊ns⌋)− µˆγs(f) ds
∣∣∣∣ ≤ ∫ 1
0
|µ(fn,⌊ns⌋)− µˆγs(f)| ds
=
m∑
ℓ=1
∫ τℓ+c1np1−1
τℓ
|µ(fn,⌊ns⌋)− µˆγs(f)| ds+
m∑
ℓ=1
∫ τℓ+1
τℓ+c1n
p1−1
|µ(fn,⌊ns⌋)− µˆγs(f)| ds
≤ 2‖f‖∞mc1n
p1−1 + c0‖f‖∞n
−p0,
where the last bound tends to zero with increasing n.
Thus, it remains to bound ζ¯n in what follows. For convenience, we write ζ¯n(t) for the
function x 7→ ζ¯n(x, t). Roughly, the common strategy in the two cases of the theorem is
to obtain moment bounds on ζn(t), for fixed values of t. The uniform Lipschitz continuity
|ζ¯n(x, t)− ζ¯n(x, s)| =
∣∣∣∣∫ t
s
f¯n,⌊nr⌋ dr
∣∣∣∣ ≤ 2‖f‖∞|t− s|
is then exploited for dealing with the uncountably many values t can assume.
6.2. Case 1
2
≤ β∗ < 1: proof of part (i). This case is based on the following second
moment bound:
Lemma 6.2. Suppose β∗ ∈ [
1
2
, 1). Given δ ∈ (0, 1
β∗
− 1), there exists a constant C∗ =
C∗(β∗, δ) > 0 such that
µ
(
|ζ¯n(t)|
2
)
≤ C∗‖f‖∞‖f‖C1n
−δt2−δ (13)
for all n and t.4
Proof. Fix δ ∈ (0, 1
β∗
− 1) and define the auxiliary function
φ(u) =
{
u−δ, u ≥ 2
1, 0 ≤ u < 2.
There exists a constant Cφ = Cφ(β∗, δ) such that ρ(n) ≤ Cφφ(n) holds for all n ≥ 0.
Moreover, elementary computations show that
φ(⌊v⌋ − ⌊u⌋) ≤ φ(1
2
(v − u)) ≤ 8δφ(v − u), u ≤ v.
4For completeness, we remark that if β∗ ∈ (0, 12 ), the corresponding bound is C(β∗)‖f‖∞‖f‖C1n
−1t,
which follows from the summability of ρ.
QUASISTATIC DYNAMICS WITH INTERMITTENCY 17
Thus, by Theorem 4.1,
µ(|ζ¯n(t)|
2) =
∫ t
0
∫ t
0
µ(f¯n,⌊ns⌋f¯n,⌊nr⌋) dr ds = 2
∫ t
0
∫ s
0
µ(f¯n,⌊ns⌋f¯n,⌊nr⌋) dr ds
≤ 64C0C1
∫ t
0
∫ s
0
‖f − µ(fn,⌊ns⌋)‖∞‖f − µ(fn,⌊nr⌋)‖C1ρ(⌊ns⌋ − ⌊nr⌋) dr ds
≤ 64C0C18
δCφ4‖f‖∞‖f‖C1
∫ t
0
∫ s
0
φ(ns− nr) dr ds
= 256C0C18
δCφ‖f‖∞‖f‖C1
∫ t
0
∫ s
0
φ(nr) dr ds
= 256C0C18
δCφ‖f‖∞‖f‖C1 · n
−1
∫ t
0
∫ ns
0
φ(r) dr ds
≤ 256C0C18
δCφ‖f‖∞‖f‖C1 · n
−1t
∫ nt
0
φ(r) dr
Assuming nt ≥ 2,∫ nt
0
φ(r) dr = 2 + 1
1−δ
((nt)1−δ − 21−δ) ≤ 2 + 1
1−δ
(nt)1−δ ≤ (2δ + 1
1−δ
)(nt)1−δ.
The same bound applies in the case 0 ≤ nt < 2, as∫ nt
0
φ(r) dr = nt = (nt)δ(nt)1−δ ≤ 2δ(nt)1−δ ≤ (2δ + 1
1−δ
)(nt)1−δ.
Collecting the bounds proves the lemma. 
Let (Kn)n≥1 be an increasing sequence of positive integers, to be fixed later. Define the
finite parameter sets
Tn = {jK
−1
n : j = 1, . . . , Kn}, n ≥ 1.
Given t ∈ [0, 1], let tn be the smallest element of Tn larger than t. Then
sup
t∈[0,1]
|ζ¯n(t)| ≤ sup
t∈Tn
|ζ¯n(t)|+ sup
t∈[0,1]
|ζ¯n(t)− ζ¯n(tn)|
≤ sup
t∈Tn
|ζ¯n(t)|+ 2‖f‖∞K
−1
n .
Since Kn is increasing, we thus have
lim sup
n→∞
sup
t∈[0,1]
|ζ¯n(x, t)| ≤ lim sup
n→∞
sup
t∈Tn
|ζ¯n(x, t)| (14)
for every x. Next, following [10], we recall a Cauchy condensation criterion for the summa-
bility of a subsequence.
Lemma 6.3. Let the numbers an ≥ 0, n ≥ 1, satisfy
∞∑
n=1
an
n
<∞.
Then there exists an increasing sequence (nk)k≥1 such that
∞∑
k=1
ank <∞ and lim
k→∞
nk+1
nk
= 1.
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We implement the lemma with an = µ((supt∈Tn |ζ¯n(t)|)
2). Observe that
µ
((
sup
t∈Tn
|ζ¯n(t)|
)2)
= µ
(
sup
t∈Tn
|ζ¯n(t)|
2
)
≤
∑
t∈Tn
µ
(
|ζ¯n(t)|
2
)
together with (13) yields
∞∑
n=1
1
n
µ
((
sup
t∈Tn
|ζ¯n(t)|
)2)
≤ C∗‖f‖∞‖f‖C1
∞∑
n=1
1
n1+δ
∑
t∈Tn
t2−δ
≤ C∗‖f‖∞‖f‖C1
∞∑
n=1
Kn
n1+δ
.
Choosing, say, Kn = ⌊log n⌋ guarantees that
∑∞
n=1Kn/n
1+δ <∞. By Lemma 6.3,
µ
 ∞∑
k=1
(
sup
t∈Tnk
|ζ¯nk(t)|
)2 = ∞∑
k=1
µ
( sup
t∈Tnk
|ζ¯nk(t)|
)2 <∞,
for some increasing sequence (nk)k≥1 satisfying limk→∞ nk+1/nk = 1. This implies that
lim
k→∞
sup
t∈Tnk
|ζ¯nk(x, t)| = 0
for almost every x with respect to µ. In view of (14),
lim
k→∞
sup
t∈[0,1]
|ζ¯nk(t)| = 0
almost everywhere.
Finally, recall that a sequence of random variables converges in probability if and only
if every subsequence has a further subsequence which converges almost surely. Repeating
the above proof, mutatis mutandis, for an arbitrary subsequence supt∈[0,1] |ζ¯nk(t)|, k ≥ 1,
yields a further subsequence supt∈[0,1] |ζ¯nkj (t)|, j ≥ 1, which converges almost surely.
The proof of part (i) of Theorem 1.4 is now complete. 
6.3. Case β∗ <
1
2
: proof of part (ii). In this case we cannot resort to the same method
as in the previous one, because we want to prove almost sure convergence of the entire
sequence, not just a subsequence. Following the approach of [14] for abstract QDSs, we
take advantage of fourth moment bounds.
Given f and µ, let
cℓ,jn (k1, . . . , kℓ) = µ(fn,k1 · · · fn,kℓ)− µ(fn,k1 · · · fn,kj)µ(fn,kj+1 · · · fn,kℓ)
for all integers 2 ≤ ℓ ≤ 4, j ∈ {1, ℓ − 1} and k1, . . . , kℓ ≥ 0. Note that if c
ℓ,j
n (k1, . . . , kℓ)
is small, then the products fn,k1 · · · fn,kj and fn,kj+1 · · · fn,kℓ are nearly uncorrelated with
respect to the initial distribution µ. We also introduce the function
Φ(s) =
{
s−1(log s)−2, s ≥ 2
2−1(log 2)−2, 0 ≤ s < 2.
The key property of Φ is its integrability.
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Lemma 6.4. Let f : [0, 1] → R be a bounded measurable function and µ a probability
measure on [0, 1]. Suppose the following condition holds:
(A) There exists C > 0 such that
|cℓ,jn (k1, . . . , kℓ)| ≤ CΦ(kj+1 − kj)
for all integers 2 ≤ ℓ ≤ 4, j ∈ {1, ℓ− 1} and 0 ≤ k1 ≤ · · · ≤ kℓ.
Then
lim
n→∞
sup
t∈[0,1]
|ζ¯n(x, t)| = 0
for almost every x with respect to µ.
Proof. By Lemma 5.1 in [14], Condition (A) implies
∞∑
n=1
µ(|ζ¯n(t)|
4) <∞
for all t ∈ [0, 1]. In particular, given t, limn→∞ ζ¯n(x, t) = 0, for almost every x with
respect to µ. Moreover, the functions t 7→ ζ¯n(x, t) are uniformly Lipschitz continuous. By
Lemma 4.1 in [14], limn→∞ supt∈[0,1] |ζ¯n(x, t)| = 0. 
It remains to check that Condition (A) holds with f ∈ C1([0, 1]) and µ = m. To that
end, we set f0 = 1 and fi = f , i ≥ 1, in Theorem 4.1. This yields
|cℓ,jn (k1, . . . , kℓ)| ≤ 4C0(2C1)
j+1‖f‖ℓC1ρ(kj+1 − kj)
≤ 4C0 max(1, 2C1)
4 max(1, ‖f‖C1)
4ρ(kj+1 − kj).
Since ρ is dominated by Φ under the standing assumption β∗ <
1
2
, we obtain (A).
The result we have just proved also shows that the one-parameter family of measures
P = (µˆγt)t∈[0,1] is a physical family of measures with a basin of full measure. Its uniqueness
follows from the latter property of the basin and Corollary 2.5 in [14].
The proof of part (ii), and thus of Theorem 1.4, is now complete. 
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