Some vector optimization problems in Banach spaces with generalized convexity  by Yu, Guolin & Liu, Sanyang
Computers and Mathematics with Applications 54 (2007) 1403–1410
www.elsevier.com/locate/camwa
Some vector optimization problems in Banach spaces with
generalized convexityI
Guolin Yua,b,∗, Sanyang Liua
aDepartment of Applied Mathematics, Xidian University, Xi’an, PR China
b Research Institute of Information and System Computation Science, The North University for Ethnics, Yinchuan 750021, PR China
Received 30 October 2006; received in revised form 10 May 2007; accepted 16 May 2007
Abstract
In this paper, we consider a vector optimization problem where all functions involved are defined on Banach spaces. New
classes of generalized type-I functions are introduced for functions between Banach spaces. Based upon these generalized type-I
functions, we obtain a few sufficient optimality conditions and prove some results on duality.
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1. Introduction
In recent years, there has been an increasing interest in generalizations of convexity in connection with optimality
conditions and duality theory. Using the properties needed as definitions of new classes of functions, it is possible
to generalize the notion of convexity and extend the validity of theorems to larger classes of optimization problems.
Consequently, several classes of generalized convex functions are introduced in literatures [1–16]. More specifically,
Hanson and Mond defined a new class of function called type-I functions in [1]. Later, other classes of generalized
type-I functions have been introduced [2–8].
Let E, F and G be three topological linear spaces. Considering the following mathematical programming problem:
(P)
min f (x)s.t. −g(x) ∈ K ,x ∈ X
where f and g are mappings from E into F and G, respectively, and where X and K are two subsets of E and G. This
problem has grown remarkably in the setting of optimality conditions and duality theory since the 1980s. When F and
G are finite-dimensional linear spaces, and f and g are generalized type-I, the investigated results are abundant [1–8].
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When F and G are infinite-dimensional, and f and g are generalized convex, this problem has been considered in
the literature [12–16].
Our purpose in present paper is to extend those results given in [1–3], for arbitrary Banach spaces. This paper is
divided into four sections. In Section 2, we fix some basic notation and terminology. Sections 3 and 4 are devoted to
establishing sufficient conditions of optimality and duality theorems, respectively.
2. Preliminaries and definitions
From now on, the real number set is denoted by R. It is assumed that E , F and G will be real Banach spaces with
topological duals E∗, F∗ and G∗, respectively. We assume that the spaces F and G are ordered by cones Q ⊂ F ,
K ⊂ G and that these cones are closed, pointed, convex and with a nonempty interior. The dual cone of Q denoted by
Q∗ = {µ∗ ∈ F∗ : 〈µ∗, x〉 > 0,∀x ∈ Q}.
The cone Q induces a partial order 6Q on F given by
y, z ∈ F, y5Q z if and only if z − y ∈ Q
y, z ∈ F, y6Q z if and only if z − y ∈ Q \ {0F }
y, z ∈ F, y<Q z if and only if z − y ∈ intQ.
Analogously, K induces a partial order on G.
The following Lemma 2.1 is from [17], and it will be used in the next two sections.
Lemma 2.1 (See [17]). Let Q ⊂ F be a convex cone with intQ 6= ∅ and Q∗ the dual cone of Q. Then,
(i) ∀µ∗ ∈ Q∗ \ {0F∗}, x ∈ intQ ⇒ 〈µ∗, x〉 > 0;
(ii) ∀µ∗ ∈ intQ∗, x ∈ Q \ {0F } ⇒ 〈µ∗, x〉 > 0.
Let us recall some definitions.
Definition 2.1 (See [12]). The function θ : X ⊂ E → R is called preinvex with respect to η on X , if for all x1,
x2 ∈ X and for each λ ∈ (0, 1), there exists a vector function η : X × X → E , such that
θ(x2 + λη(x1, x2)) 6 λθ(x1)+ (1− λ)θ(x2).
Moreover, if the set X ⊂ E has the following property:
x2 + λη(x1, x2) ∈ S, ∀x1, x2 ∈ X,∀λ ∈ (0, 1),
it is said that X is invex with respect to the vectorial function η.
Definition 2.2 (See [12]). Let f : X ⊂ E → F . It is said that f is directionally differentiable at x0 in the direction
d , denoted by f ′(x0, d), if the following limit exists:
lim
t→0+
f (x0 + td)− f (x0)
t
.
Definition 2.3. The function θ : X ⊂ E → R is called invex at x ∈ X with respect to η on X , if for all y ∈ X , there
exists a vector function η : X × X → E , such that
θ(y)− θ(x) > θ ′(x, η(y, x)).
θ is invex on X if this inequality holds for every x, y ∈ X .
We extend Definition 2.3 for functions between Banach spaces in a broad sense, as follows:
Definition 2.4. f : E → F and g : E → G are invex if µ∗ ◦ f and ν∗ ◦ g are invex in the sense of Definition 2.3, for
all µ∗ ∈ Q∗ and ν∗ ∈ K ∗.
Now, let us extend the notions of type-I [1], pseudo-type-I, quasi-type-I [2], and pseudoquasi-type-I and
quasipseudo-type-I [3] to the functions between Banach spaces.
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Throughout the rest of this paper, we always assume that f : X ⊂ E → F and g : X ⊂ E → G are two
vector-valued functions, and directionally differentiable.
Definition 2.5. ( f, g) is said to be type-I at x ∈ X with respect to η, if for each y ∈ X , there exists a vector function
η : X × X → E , such that for all µ∗ ∈ Q∗ and ν∗ ∈ K ∗
〈µ∗, f (y)− f (x)〉 > (µ∗ ◦ f )′(x, η(y, x));
−〈ν∗, g(x)〉 > (ν∗ ◦ g)′(x, η(y, x)).
Definition 2.6. ( f, g) is said to be quasi-type-I at x ∈ X with respect to η, if for each y ∈ X , there exists a vector
function η : X × X → E , such that for all µ∗ ∈ Q∗ and ν∗ ∈ K ∗
〈µ∗, f (y)〉 6 〈µ∗, f (x)〉 ⇒ (µ∗ ◦ f )′(x, η(y, x)) 6 0;
−〈ν∗, g(x)〉 6 0 ⇒ (ν∗ ◦ g)′(x, η(y, x)) 6 0.
Remark 2.1. If ( f, g) is type-I at x ∈ X with respect to η, then ( f, g) is quasi-type-I at x ∈ X with respect to the
same η. In fact, assume that for each y ∈ X , 〈µ∗, f (y)〉 6 〈µ∗, f (x)〉 for all µ∗ ∈ Q∗ and −〈ν∗, g(x)〉 6 0 for all
ν∗ ∈ K ∗. Since ( f, g) is type-I it follows that (µ∗ ◦ f )′(x, η(y, x)) 6 0 and (ν∗ ◦ g)′(x, η(y, x)) 6 0.
Definition 2.7. ( f, g) is said to be pseudo-type-I at x ∈ X with respect to η, if for each y ∈ X , there exists a vector
function η : X × X → E , such that for all µ∗ ∈ Q∗ and ν∗ ∈ K ∗
(µ∗ ◦ f )′(x, η(y, x)) > 0 ⇒ 〈µ∗, f (y)〉 > 〈µ∗, f (x)〉;
(ν∗ ◦ g)′(x, η(y, x)) > 0 ⇒ −〈ν∗, g(x)〉 > 0.
Remark 2.2. If ( f, g) is type-I at x ∈ X with respect to η, then ( f, g) is pseudo-type-I at x ∈ X with respect to the
same η. In fact, assume that for each y ∈ X , (µ∗ ◦ f )′(x, η(y, x)) > 0 for all µ∗ ∈ Q∗ and (ν∗ ◦ g)′(x, η(y, x)) > 0
for all ν∗ ∈ K ∗. Since ( f, g) is type-I it follows that 〈µ∗, f (y)〉 > 〈µ∗, f (x)〉 and −〈ν∗, g(x)〉 > 0.
Definition 2.8. ( f, g) is said to be quasipseudo-type-I at x ∈ X with respect to η, if for each y ∈ X , there exists a
vector function η : X × X → E , such that for all µ∗ ∈ Q∗ and ν∗ ∈ K ∗
〈µ∗, f (y)〉 6 〈µ∗, f (x)〉 ⇒ (µ∗ ◦ f )′(x, η(y, x)) 6 0;
(ν∗ ◦ g)′(x, η(y, x)) > 0 ⇒ −〈ν∗, g(x)〉 > 0.
If in the above definition, we have
(ν∗ ◦ g)′(x, η(y, x)) > 0 ⇒ −〈ν∗, g(x)〉 > 0.
Then, we say that ( f, g) is quasistrictlypseudo-type-I at x ∈ X .
Definition 2.9. ( f, g) is said to be pseudoquasi-type-I at x ∈ X with respect to η, if for each y ∈ X , there exists a
vector function η : X × X → E , such that for all µ∗ ∈ Q∗ and ν∗ ∈ K ∗
(µ∗ ◦ f )′(x, η(y, x)) > 0 ⇒ 〈µ∗, f (y)〉 > 〈µ∗, f (x)〉;
−〈ν∗, g(x)〉 6 0 ⇒ (ν∗ ◦ g)′(x, η(y, x)) 6 0.
3. Optimality conditions
In this section, we establish a Karush–Kuhn–Tucker type sufficient optimality condition for the following problem:
(P)
min f (x)s.t. −g(x) ∈ K ,x ∈ X ⊂ E
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where f and g are mappings from E into F and G, respectively. Let F denote the feasible set of (P), assumed to be
nonempty, that is
F = {x ∈ X : −g(x) ∈ K }.
Definition 3.1. It is said that x¯ ∈ F is a weakly efficient solution [or, an efficient solution] of problem (P), if there
exists no x ∈ F such that
f (x)<Q f (x¯) [or, f (x)6Q f (x¯)].
Definition 3.2 (See [12]). It is said that problem (P) satisfy the Slater regularity condition if there exists x ′ ∈ F such
that g(x ′)<K 0.
The following necessary optimality condition for problem (P) is from [12]. It will be used in the sequel.
Theorem 3.1 (Necessary Optimality). Assume that in problem (P) f and g are preinvex respect to the same η, are
directionally differentiable, and the set X is invex with respect to η. Moreover, problem (P) satisfy the Slater regularity
condition. If x¯ is a weakly efficient solution of (P) , then there exist µ∗ ∈ Q∗, µ∗ 6= 0, ν∗ ∈ K ∗, such that
(µ∗ ◦ f )′(x¯, η(x, x¯))+ (ν∗ ◦ g)′(x¯, η(x, x¯)) > 0, ∀x ∈ F, (1)
and
〈ν∗, g(x¯)〉 = 0. (2)
Now, we establish the sufficient optimality conditions of (P) involving generalized type-I functions between Banach
spaces.
Theorem 3.2 (Sufficient Optimality). Suppose that there exist x¯ ∈ F and µ∗ ∈ Q∗\{0F∗} [or,µ∗ ∈ intQ∗], ν∗ ∈ K ∗,
such that (1) and (2) hold. Moreover, if any of the following conditions are satisfied:
(a) ( f, g) is type-I at x¯ ∈ F with respect to the same η;
(b) ( f, g) is pseudoquasi-type-I at x¯ ∈ F with respect to the same η;
(c) ( f, g) is quasistrictlypseudo-type-I at x¯ ∈ F with respect to the same η.
Then x¯ is a weakly efficient solution [or, an efficient solution] of (P).
Proof. We proceed by contradiction. Suppose that x¯ is not a weakly efficient solution [or, an efficient solution] of (P).
Then there is a feasible solution xˆ of (P) such that
f (xˆ)<Q f (x¯) [or f (xˆ)6Q f (x¯)].
Since µ∗ ∈ Q∗ \ {0F∗} [or, µ∗ ∈ intQ∗], we get from Lemma 2.1 that
〈µ∗, f (xˆ)− f (x¯)〉 < 0. (3)
By the type-I hypothesis on f at x¯ , there is η(xˆ, x¯) ∈ E , such that
(µ∗ ◦ f )′(x¯, η(xˆ, x¯)) 6 〈µ∗, f (xˆ)− f (x¯)〉.
From the above inequality and (3), we have
(µ∗ ◦ f )′(x¯, η(xˆ, x¯)) < 0. (4)
Moreover, the type-I assumption on g at x¯ implies that, for the same η(xˆ, x¯) ∈ E , we obtain
(ν∗ ◦ g)′(x¯, η(xˆ, x¯)) 6 −〈ν∗, g(x¯)〉.
From (2), we get
(ν∗ ◦ g)′(x¯, η(xˆ, x¯)) 6 0. (5)
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From (4) and (5), we get
(µ∗ ◦ f )′(x¯, η(xˆ, x¯))+ (ν∗ ◦ g)′(x¯, η(xˆ, x¯)) < 0,
which is a contradiction to (1).
By condition (b) and (2), we get
(ν∗ ◦ g)′(x¯, η(xˆ, x¯)) 6 0.
Combing this with (1), we obtain
(µ∗ ◦ f )′(x¯, η(xˆ, x¯)) > 0.
By the pseudoquasi-type-I hypothesis on f at x¯ , we have
〈µ∗, f (xˆ)− f (x¯)〉 > 0,
which contradicts (3).
By condition (c) and (3), we get
(µ∗ ◦ f )′(x¯, η(xˆ, x¯)) 6 0.
From (1), the above inequality imply that
(ν∗ ◦ g)′(x¯, η(xˆ, x¯)) > 0.
By condition (c) again, we obtain
−〈ν∗, g(x¯)〉 > 0,
which is a contradiction to (2). This completes the proof. 
4. Duality results




s.t. (µ∗ ◦ f + ν∗ ◦ g)′(y, η(x, y)) > 0 for all x ∈ F,
〈ν∗, g(y)〉 > 0
y ∈ X, µ∗ ∈ Q∗, ν∗ ∈ K ∗.
In this section, we provide weak, strong and converse duality relations between problems (P) and (D).
Theorem 4.1 (Weak Duality). Suppose that µ∗ ∈ Q∗ \ {0F∗} [or, µ∗ ∈ intQ∗]. Let x and (y, µ∗, ν∗) be feasible
solutions for (P) and (D), respectively. Moreover, we assume that any one of the following conditions holds:
(a) ( f, g) is type-I at y ∈ F with respect to the same η;
(b) ( f, g) is pseudoquasi-type-I at y ∈ F with respect to the same η;
(c) ( f, g) is quasistrictlypseudo-type-I at y ∈ F with respect to the same η.
Then
f (x) 6<Q f (y) [or f (x)
Q f (y)].
Proof. We proceed by contradiction. Suppose that there are feasible solution xˆ and (y, µ∗, ν∗) for problems (P) and
(D), respectively, such that
f (xˆ)<Q f (y) [or f (xˆ)6Q f (y)].
Since, µ∗ ∈ Q∗ \ {0F∗} [or, µ∗ ∈ intQ∗], we get from Lemma 2.1 that
〈µ∗, f (xˆ)− f (y)〉 < 0. (6)
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Since (y, µ∗, ν∗) is feasible for (D), it follows that
−〈ν∗, g(y)〉 6 0. (7)
On the other hand, since (µ∗ ◦ f + ν∗ ◦ g)′(y, η(x, y)) > 0 for all x ∈ F , and observing that xˆ ∈ F , we get
(µ∗ ◦ f )′(y, η(xˆ, y))+ (ν∗ ◦ g)′(y, η(xˆ, y)) > 0. (8)
By condition (a), (6) and (7) imply that there exist η(xˆ, y) such that
(µ∗ ◦ f )′(y, η(xˆ, y)) < 0,
(ν∗ ◦ g)′(y, η(xˆ, y)) 6 0.
The above two inequalities give
(µ∗ ◦ f )′(y, η(xˆ, y))+ (ν∗ ◦ g)′(y, η(xˆ, y)) < 0,
which contradicts (8). Therefore, f (x) 6<Q f (y) [or, f (x)
Q f (y)].
By condition (b), and noticing that −〈ν∗, g(y)〉 6 0, we get
(ν∗ ◦ g)′(y, η(xˆ, y)) 6 0.
From (8), we have
(µ∗ ◦ f )′(y, η(xˆ, y)) > 0.
By condition (b) again, the above inequality implies that
〈µ∗, f (xˆ)− f (y)〉 > 0,
which contradicts (6).
By condition (c), (6) implies that
(µ∗ ◦ f )′(y, η(xˆ, y)) 6 0.
From the above inequality and (8), it follows that
(ν∗ ◦ g)′(y, η(xˆ, y)) > 0.
By the second part of the hypothesis of quasistrictlypseudo-type-I on g at y, we get
−〈ν∗, g(y)〉 > 0,
which is a contradiction to (7). The proof is completed. 
Theorem 4.2 (Strong Duality). Let x¯ be a weak efficient solution of (P). In problem (P), it is assumed that the
functions f and g are preinvex with respect to the same η, are directionally differentiable, the set X is invex with
respect to η, and problem (P) satisfy the Slater regularity condition. Moreover, if any of the following conditions are
satisfied:
(a) ( f, g) is type-I at all feasible points x of problem (P) with respect to η;
(b) ( f, g) is pseudoquasi-type-I at all feasible points x of problem (P) with respect to η;
(c) ( f, g) is quasistrictlypseudo-type-I at all feasible points x of problem (P) with respect to η.
Then, there exist (µ¯∗, ν¯∗) ∈ Q∗ × K ∗ with µ¯∗ 6= 0F∗ such that 〈ν¯∗, g(x¯)〉 = 0, (x¯, µ¯∗, ν¯∗) is a weakly efficient
solution for (D), and the objective values of the two problems are the same.
Proof. Since x¯ satisfies all the conditions of Theorem 3.1, there exist µ¯∗, ν¯∗ such that 〈ν¯∗, g(x¯)〉 = 0 and (x¯, µ¯∗, ν¯∗)
is feasible for (D). Also, by the weak duality, it follows that (x¯, µ¯∗, ν¯∗) is a weakly efficient solution solution for (D). It
is obvious that the objective function values of (P) and (D) are equal at their respective weakly efficient solutions. 
Theorem 4.3 (Converse Duality). Suppose that µ¯∗ ∈ Q∗ \ {0F∗} [or, µ¯∗ ∈ intQ∗]. Let (y¯, µ¯∗, ν¯∗) be a weakly
efficient solution [or, an efficient solution] for (D). Moreover, we assume that the hypotheses of Theorem 4.1 hold at
y¯, then y¯ is a weakly efficient solution [an efficient solution] for (P).
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Proof. We proceed by contradiction. Suppose that y¯ is not a weakly efficient solution [or, an efficient solution] for
(P), that is, there exists yˆ ∈ F such that
f (yˆ)<Q f (y¯) [or f (yˆ)6Q f (y¯)].
Since µ¯∗ ∈ Q∗ \ {0F∗} [or, µ¯∗ ∈ intQ∗], we get from Lemma 2.1 that
〈µ¯∗, f (yˆ)− f (y¯)〉 < 0. (9)
On the other hand, by the feasibility of (y¯, µ¯∗, ν¯∗), we get
(µ¯∗ ◦ f )′(y¯, η(yˆ, y¯))+ (ν¯∗ ◦ g)′(y¯, η(yˆ, y¯)) > 0, (10)
and
〈ν¯∗, g(y¯)〉 > 0. (11)
Since the condition (a) of Theorem 4.1 holds, from (9), we have
(µ¯∗ ◦ f )′(y¯, η(yˆ, y¯)) < 0. (12)
By the feasibility of yˆ for (P) and (y¯, µ¯∗, ν¯∗) for (D), respectively; it yields that the following inequality holds in light
of condition (a) of Theorem 4.1,
(ν¯∗ ◦ g)′(y¯, η(yˆ, y¯)) 6 0. (13)
From (12) and (13), we get
(µ¯∗ ◦ f )′(y¯, η(yˆ, y¯))+ (ν¯∗ ◦ g)′(y¯, η(yˆ, y¯)) < 0,
which contradicts (10).
When condition (b) or (c) of Theorem 4.1 holds, by the similar argument as in that of Theorem 4.1, we get
〈µ¯∗, f (yˆ)− f (y¯)〉 > 0, (14)
or
−〈ν¯∗, g(y¯)〉 > 0. (15)
The inequalities (14) and (15) contradict (9) and (11), respectively. This completes proof. 
5. Conclusions
In this note, we extend some known results concerning sufficiency and duality for a multi-objective programming
problems on finite dimension spaces to Banach spaces. In fact, some researchers have paid much attention on
extending some known results on finite dimension spaces to Banach spaces, for example: Batista Dos Santos, et al. [12]
generalized those results given in [9,10], for arbitrary Banach spaces. Furthermore, the results in [11] has been
extended by L. Batista dos Santos, R. Osuna-Go´mez, M.A. Rojas-Medar and A. Rufia´n-Lizana (This work’s title is
“Invexity generalized and weakly efficient solutions for some vectorial optimization problem in Banach spaces”, and it
can be obtained in “http://www.ime.unicamp.br/”). Hence, for this purpose, we may conclude that this paper enriched
optimization theory in the view of mathematics. On the other hand, as pointed out in [12], the vector optimization
problems between Banach spaces have many applications in mathematical economies and engineering. An example
in the multi-objective control problems was given to show this [12, p. 887]. Hence, although there are some difficulties
(for example: constructing the suitable examples or counter examples to show the existence), the vectorial problems
on infinite dimension spaces are very interesting.
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