Abstract-Inspired by the natural phenomenon of multiplication of biological population, a population multiplication particle swarm optimization (PMPSO) is presented. The proposed algorithm (PMPSO) has four phases of migration, selection, elimination and reproduction, evolution. Using searching optimal model of PSO in the migration phase; introducing LEVEL SET theory dividing population to be able to facilitate the selection operation in the selection phase; speeding up the algorithm convergence by abandoning the inferior population, reproducing superior population and making full use of population resource in the phase of elimination and reproduction; creating new population to keep the diversity to avoid monotone of the algorithm in the last evolutionary phase. Finally, PMPSO is applied to some test functions comparing with GA and SPSO algorithm, which is proved that the PMPSO is feasible and effective.
INTRODUCTION
The particle swarm optimization (PSO) algorithm originally was developed by Kennedy and Eberhart in 1995 [1] . PSO is suitable to both scientific research and engineering applications [2] . Moreover very few parameters are needed to be adjusted, which makes it particularly easy to implement. However, it is pointed out that although PSO can show significant performance in the initial iteration, it might encounter problems in reaching optimum solutions efficiently for several approximation problems. It is obvious that the particle swarm loses its diversity and all the particles are attracted towards the best position so far by any of particles.
A lot of research work is made in order to overcome the disadvantage of PSO. Ref. [3] proposed a 'stretching' function, which consists of a two-stage transformation of the objective function, to alleviate the local minima problem. Ref. [4] presented a predator prey model to maintain diversity in the swarm and prevent premature convergence to local minimum. Ref. [5] introduced a PSO model with passive congregation to help individuals to avoid misjudging information and becoming trapped by poor local minima. Other studies on dealing with this issue were undertaken using multiple populations in [6] and survival density concept in [7] .
In nature, each population will search food in order to multiply. As we all know that the rule of survival of the fittest, original but effective, exits in the process of searching food. In this paper, we introduced this rule to PSO algorithm eliminating inferior population and keeping superior population. It is helpful to make full use of population resources and speed up the algorithm convergence. In the selection phase, classifying successfully by using LEVEL SET theory make the algorithm accord with the principle of survival of the fittest. At the same time, we also take into account the evolution of population to keep the diversity of the population which can prevent the monotone and prematurity of the algorithm. Finally, the algorithm is applied to some test functions to verify its feasibility and effectiveness.
II. A PSO ALGORITHM

A. Standard particle swarm optimization (SPSO)
PSO was presented by Kennedy and Eberhart [1] in 1995. In the PSO system, a number of particles coexist and cooperate to find optimization. Each particle "flies" to a better position in problem space in accordance with its own "experience" and the best "experience" of the adjacent particle swarm, searching the optimal solution.
Mathematical notation of PSO is defined as follow: Assume searching space is D-dimensional and the total number of particles is n. The ith particle location is denoted by the vector: X i =(x i1 , x i2 ,…, x iD ); The past optimal location of the ith particle in the "flight" history (that is, the location corresponds optimal solution) is P i =(p i1 , p i2 ,…, p iD ). The past optimal location P g of the gth particle is optimal in all of P i (i=1,2,…,n); The location changing rate (speed) of the ith particle is denoted by the vector V i =(v i1 , v i2 ,…, v iD ).The location of each particle changes by the following formula: to a wide range of exploration to solution space while smaller is suited to a small range.
B. The shortcomings of conventional PSO algorithm
As shown in Fig. 1 , each particle of PSO closes to historical optimal location and global optimal location. This makes PSO algorithms have many advantages, such as that their computational complexity doesn't increase with the rising of the dimension of the problem, and rapid convergent speed, etc. However, they still have some shortcomings, which are listed as follows:
Shortcoming 1: When the conventional PSO searches, the particles tend to get close to the better particles. This property would make the algorithm find out the optimal solution as soon as possible, however, this property is also a flaw that could result in premature convergence. That is, when all the particles constantly get close to the better ones, all the particles in the system would be probably concentrated in a local optimal solution. At this situation, it is a pity that all the particles can not jump out of the local optimal solution they have approached. Fig. 2 illustrates such phenomenon:
From Fig. 2 , it can be seen clearly that particles don't find the global optimal solution but concentrate to a local optimal solution. At this time, they no longer have the abilities to get rid of the attraction of the local optimal solution, and result in premature convergence.
Shortcoming 2: The speeds of particles are too great. When particles are located in some local, the objective function is quite sensitive to the slight changes of particles. Thus, at this time, too great speed of the particle is not suitable; meanwhile, too little speed would influence the speed of convergence.
We can see from Fig. 3 that though particle is attracted by the optimal solution, and motion toward the optimal solution. Nevertheless, because the speed of particle is too great, it would easily miss the optimal solution. The above shortcomings in PSO algorithm are like some flies in the ointment. To make up those weaknesses existing in PSO, the following text would give some concrete schemes, which include MDPSO algorithm to overcome the first shortcoming. as well as numericallevel weight to control the speed for deal with the second shortcoming.
III. A PSO ALGORITHM BASED ON BIOLOGICAL POPULATION MULTIPLICATION
A. Biological population multiplication
In nature, populations search food in order to multiply. As we all know the rule of survival of the fittest, original but effective, exits in the process of searching food.
First of all, we assume that some biomes are dotted in a region. Each of them migrates to search food as well as a more suitable place for survival. In the Fig. 4 , this article assumes that there are four communities, p1, p2, p3, p4, in a region, Because of the need looking for food, community migration is called respectively: P1, P2, P3, and P4. And after that, the survival of the fittest begins. Among them, P3 and P4 successfully accepted the test to continue to survive, besides P3 takes further reproduction to extend the community due to good environment; P1, tortured by the nature, evolves eventually to become P1' adapting to the environment; but P2 has to be eliminated because it is hard to find suitable places to survive. This mode of biomes multiplication not only washes out the inferior population and keeps the superior ones, but also stimulates the evolution of population to adapt to the survival environment. For this right mode, hundreds of thousands of biological communities could survive and continue. 
B. Improved PSO Algorithm Based on the Population Multiplication
We know that in PSO algorithm, each particle moves towards the global optimal location and the optimal location of individual history as a criteria to find a better location for survival. This model allows algorithm has a good convergence, but also maintains a good searching performance. In Fig. 5 , after a round of movement, the particles all have new locations A1, B1, C1, D1, E1 and F1. However, each new particle continues to search optimization directly without the process of survival of the fittest in the next movements, illustrated as shown in Fig. 6 .
However, this movement in PSO makes some inferior particles continue to reproduce to become inferior communities unable to be eliminated which affects the algorithm convergence rate. At the same time the resource of particle swam can not be fully utilized. That is because the quantity of particles affects the algorithm efficiency while the quality of particles does the same. In order to overcome this disadvantage, the paper presented an improved PSO algorithm with the principles of biologic population multiplication. The algorithm is divided into four phases: migration, selection, elimination and reproduction, evolution.
1) Migration
We introduce the concept of migration to the new algorithm. The population migration is similar to the changes of the particles location in PSO, one changes for the survival of population while the other is for a better location. And the migration of population is also affected by two factors: history experience and communication experience. The history experience just means searching the optimal location of individual and communication experience is for the global optimal location in PSO. So Figure 5 . The movement of first generation particles, each of them moves to search a better place Figure 6 . Traditional PSO algorithm: Each particle gets location of the next particle after the previous round and continues to move at this phase, the new algorithm and PSO algorithm look like the same (maybe only the name is different). We will still use the speed changing (1) and location changing (2) of PSO. In the (1), the value w is fixed. w, set a litter larger, is suit to a wide range of exploration to solution space while smaller is suit to a small range. At the early convergence, the larger w can speed up the convergence, while in the latter the smaller w can improve the capacity of searching optimization. Therefore, this paper defines the w as follow:
Here, w(i) is alterable (maybe degressive more exactly), w max , w min ∈(0, 1).
2) Selection
At selection phase, we need to judge which population will be eliminated and reproduce and how much they reproduce. This requires that all population should be divided into two parts: the superior ones and the inferior ones. LEVEL SET theory is introduced here.
For the tth-generation P(t) = (P1, P2, ..., Pn), n denots the number of particles, the fitness function of of particles is set to f i (x), order 1 ( )
Where t denotes tth-generation. e) The population number in X d is nd. So we select randomly nd-pm in X a +X b +X c for reproducing. pm is the number of evolution population discussed below.
3) Elimination and Reproduction
When population arrives in a new environment, which is too bad to adapt to, the entire population has to be extinct which is called elimination. However, when they arrive an eminent environment, they will be developed and reproduce. This concept introduced in new algorithm is completely different with the PSO algorithm. The difference between Fig. 6 and Fig. 7 is B1, D1, and F1 are all eliminated and disappear while A1, C1, and E1 take a further reproduction because of good environment and continue to the next migration.
At the reproduction phase, combining the merits of PSO algorithm (memory individual information) and the characteristics of biomes multiplication (population reproduction) makes the post-breeding population memory the mother possible. For example C1 reproduces two populations: C1' and C1'', both of them will inherit the memory of C1 (memory includes the individual optimal location and current location of C1), and then migrate respectively to get C11 and C12.
4) Evolution
The reason why biological population is able to keep balance is not only the extinction of population but also the evolution of population. This constant evolution creates a lot of new population, which makes the whole system keep balance. This evolution is worth thinking, the phase of that is also contained in our algorithm. It makes the number of population hold the line, of course, more important; it will not become the monotonous population.
Mentioned above, it is said that there are pm populations to evolve, that is to say, it will creates pm new populations. However, we know that only the location can distinguish the differences in solution space. So pm populations evolve means generating randomly pm new solutions. 
IV. EXPERIMENT AND RESULT
In order to verify the feasibility and effectiveness of the algorithm, consider the following two aspects. Among them, the feasibility of the algorithm is measured by the times converging to the optimal solution; while the effectiveness of the algorithm is measured by the average AVE of function value satisfying the iteration times and average time-consuming time.
A. Experiment 1
Choose 
f 1 has numerous local maxima points, only the point (0,0) for the global maximum 1. Around it there are a number of ridges whose peak changes gradually. The values near to the global optimal are all 0.990283 making it easy to stop at this local maximum point.
f 2 has more peaks in the definition region , where f (0,0) = 1 is the global maximum, the rest peaks are all quite near the highest point.
f 3 has six local minimum points, two global minimum points f(-0.0898, 0.7126)= f(0.0898, -0.7126)=-1.031628.
The parameters in PMPSO and PSO are set as follows: the greatest migration algebra c1=c2=2, wmax=0.9, N=200, wmin=0. 4, vmax=0.5, vmin=-0.5 ; in PMPSO pm= 5; the number of population is 100.
Comparing PMPSO and PSO with DSGA of [9] , get the following experimental results (repeat running 100 times as follows in Tab. 1. From Tab. 1 it can be seen that PMPSO is better than PSO and DSGA on the performance of global convergence. Moreover, reaching optimization 100% on testing f 1 and f 3 showed this algorithm is stable. Therefore, PMPSO is feasible on searching optimization.
B. Experiment 2
Choose the following functions: Comparing PMPSO with StPSO and StdGA in [9] get the following experimental results (the average running 100 times), illustrated as Tab. 2. From Tab. 2 we can see that PMPSO is better than PSO and DSGA on the performance of the global convergence as well as the relatively less time. This shows the algorithm is effective.
V. CONCLUSIONS AND FUTURE WORK
This article introduces the survival of the fittest rules of biomes multiplication to PSO algorithm, eliminating inferior population and keeping superior population. It is helpful to make full use of population resources and speed up the algorithm convergence. At selection phase, the successful classification of the population by LEVEL SET theory makes the algorithm accord with the principle of survival of the fittest. At the same time, taking into account the evolution of population can make it keep diversity, which prevents the algorithm becoming monotonous and precocious. These new improvements enhance optimization accuracy and convergence speed of the traditional PSO as well as the capacity PSO algorithm solves complex problems. Finally, we verified with an example for the feasibility and effectiveness of the new algorithm PMPSO.
