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Resumo
Este trabalho trata de testes estat´ısticos na˜o parame´tricos para a detecc¸a˜o de de-
pendeˆncia na˜o-linear entre duas varia´veis. Estudos de Monte Carlo foram realizados
para avaliar e comparar o desempenho de testes do tipo distribution-free. Foram
considerados testes que se baseiam no crite´rio de Crame´r-von Mises e tambe´m uma
variac¸a˜o do teste de Kolmogorov-Smirnov (KS). Os resultados mostram que o teste
proposto por Matsushita et al. (2012) e o de KS apresentam bom poder para detecc¸a˜o
de estruturas de dependeˆncia na˜o-linear.
Palavras Chave: Dependeˆncia na˜o linear, Teste distribution-free.
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Abstract
This dissertation deals with nonparametric tests for the detection of nonlinear de-
pendence between two variables. Monte Carlo studies were performed to evaluate
and compare the performance of some distribution-free tests. Here, we considered
test that are based on the criterion of Crame´r-von Mises and also a variation of the
Kolmogorov-Smirnov (KS) test. The results show that the our new suggested tests
have good power to detect nonlinear bivariate dependence.




BKR estat´ıstica do teste de HBKR
CHI estat´ıstica do teste com distribuic¸a˜o assinto´tica igual ao LR
Corr correlac¸a˜o
CORR estat´ıstica do teste baseado na correlac¸a˜o de Pearson
Cov covariaˆncia
FC func¸a˜o caracter´ıstica
FDA func¸a˜o de distribuic¸a˜o acumulada
FDE func¸a˜o de distribuic¸a˜o emp´ırica
gl graus de liberdade
H0 hipo´tese nula
Ha hipo´tese alternativa
HBKR (teste de dependeˆncia de) Hoeffding, Blum, Kiefer e Rosenblatt
KAC estat´ıstica do teste proposto por Kac (1951)
KS estat´ıstica do teste de kolmogorov-Smirnov
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Os testes para avaliac¸a˜o de independeˆncia entre realizac¸o˜es de varia´veis aleato´rias
(v.as.) absolutamente cont´ınuas sa˜o fundamentais na ana´lise estat´ıstica de dados.
Eles comumente se aplicam, por exemplo, na fase de diagno´sticos de uma ana´lise de
regressa˜o ou de se´ries temporais — para a avaliac¸a˜o da independeˆncia residual, ou
entre as covaria´veis do modelo (Brockwell e Davis, 2006; Draper e Smith, 1998). Eles
tambe´m sa˜o u´teis para casos em que a pro´pria estrutura de dependeˆncia seja objeto da
modelagem, como em ana´lise de se´ries temporais (Brockwell e Davis, 2006), ana´lise de
dados longitudinais (Diggle et al., 1996), estat´ıstica espacial (Cressie, 1993) e co´pulas
(Nelsen, 2006).
No ambiente gaussiano e linear — sob o qual muitos modelos se fundamentam —
a dependeˆncia pode ser medida e avaliada com base na correlac¸a˜o linear de Pearson
ou de suas variac¸o˜es, como a func¸a˜o de autocorrelac¸a˜o, a func¸a˜o de autocorrelac¸a˜o
parcial e o semivariograma. Isso porque, nesse ambiente, a correlac¸a˜o nula implica
independeˆncia. Pore´m, fora desse ambiente, em que a correlac¸a˜o nula na˜o implica
independeˆncia, outras medidas estat´ısticas sa˜o necessa´rias.
Embora o problema de se testar a independeˆncia multivariada entre m varia´veis
seja relativamente antigo, remetendo-nos a trabalhos a partir da de´cada de 1950
(Ghoudi et al., 2001), a oferta desses testes multivariados ainda e´ pequena (Beran et
al., 2006), principalmente aqueles que sa˜o aplica´veis para m ≥ 3.
Assim, como objetivo geral deste trabalho, sentimo-nos desafiados a ajudar a
preencher uma pequena parte dessa lacuna, mediante estudo de um novo teste de
independeˆncia entre duas varia´veis, que seja aplica´vel para qualquer tipo de distri-
buic¸a˜o.
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Conceito Ba´sico e Exemplo
Define-se como dependeˆncia na˜o linear entre duas v.as. X e Y a situac¸a˜o em que
Cov(X, Y ) = 0 e F(X,Y )(x, y) 6= FX(x)FY (y), ∀(x, y) ∈ R2, ou se Cov(X, Y ) inexiste.
Exemplo 0.1. (Casella e Berger, 2010) Seja Y = X2 + Z, em que X ∼ U [−1, 1]
e Z ∼ U [0, 1/10] sa˜o varia´veis aleato´rias mutuamente independentes. Por causa da
independeˆncia, podemos considerar que Z|X = x ∼ U [0, 1/10], sendo x o paraˆmetro
de locac¸a˜o da regressa˜o Y |X = x. Portanto, Y |X = x ∼ U [x2, x2 + 1/10]. A distri-
buic¸a˜o conjunta entre x e y e´ f(x, y) = f(Y |X = x)f(X = x) = 5, e a covariaˆncia
entre X e Y pode ser obtida como:
Cov(X, Y ) = E(XY )− E(X)E(Y ) (1)
= E[X(X2 + Z)]− E(X)E[X2 + Z]
= E[X3] + E[XZ]− 0E[X2 + Z]
= 0 + E(X)E(Z) = 0E(Z) = 0
Assim, embora a Eq. (1) indique que a correlac¸a˜o entre as varia´veis seja nula, a Fig. 1
mostra uma forte associac¸a˜o em forma de para´bola (na˜o linear) entre elas.
Figura 1: Func¸a˜o f(x, y).
2
O exemplo acima, portanto, mostra uma situac¸a˜o em que a covariaˆncia nula na˜o
implica independeˆncia entre as varia´veis em estudo. Ha´ tambe´m situac¸o˜es em que
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na˜o se pode definir a covariaˆncia por causa da inexisteˆncia dos momentos, como e´ o
caso, por exemplo, da distribuic¸a˜o de Cauchy.
E´ relevante destacar tambe´m a importaˆncia do diagrama de dispersa˜o ao se tra-
balhar com varia´veis quantitativas. Esse gra´fico projeta a distribuic¸a˜o conjunta de
duas varia´veis, fornecendo uma ide´ia da forma de associac¸a˜o existente entre elas. Por
exemplo, se as varia´veis forem independentes e gaussianas, e´ poss´ıvel notar a presenc¸a
de uma nuvem de pontos aleato´ria (ou quando muito) um conjunto de pontos dispos-
tos sobre uma reta horizontal. Na existeˆncia de uma correlac¸a˜o linear, a disposic¸a˜o
dos pontos tende a ser uma reta. Mas na dependeˆncia na˜o linear observam-se padro˜es
a`s vezes muito complexos que nem sempre sa˜o claramente vis´ıveis em diagramas de
dispersa˜o.
O caso de dependeˆncia linear pode ser avaliado com base em medidas bem conhe-
cidas como a correlac¸a˜o linear de Pearson, os escores normais de Fisher-Yates ou os
coeficientes de Spearman e de Kendall. Pore´m, para o caso na˜o linear ainda ha´ um
campo aberto a ser estudado.
Formulac¸a˜o do problema e uma breve revisa˜o
Considerando a amostra aleato´ria (X1, Y1); · · · , (Xn, Yn), em que X e Y sa˜o veto-
res cujos elementos sa˜o v.as. absolutamente cont´ınuas com func¸a˜o de distribuic¸a˜o
acumulada (FDA), o propo´sito e´ testar a hipo´tese nula de independeˆncia bivariada
F(X,Y )(x, y) = FX(x)FY (y) (2)
para todo x, y, em que FX(x) e´ a FDA marginal da v.a. X e FY (y) e´ a FDA marginal
da v.a. Y .
Por exemplo, com base em me´todos cla´ssicos, para se testar (2) calcula-se a
distaˆncia entre as Tab. 1 e 2, ou seja, qua˜o longe esta˜o os valores esperados, sob
a hipo´tese de independeˆncia, dos valores realmente observados.
Nessa formulac¸a˜o cla´ssica, para se medir a distaˆncia entre as Tabelas 1 e 2 ∀x,
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Tabela 1: Distribuic¸a˜o bivariada para um par (x, y)
Eventos Y ≤ y Y > y Total
X ≤ x o11 o10 n1•
X > x o01 o00 n0•
Total n•1 n•0 n
Tabela 2: Distribuic¸a˜o esperada para o par (x, y) sob a hipo´tese de independeˆncia
Eventos Y ≤ y Y > y Total
X ≤ x e11 e10 n1•
X > x e01 e00 n0•
Total n•1 n•0 n















Esse teste possui razoa´vel poder estat´ıstico para detectar diversas formas de de-
pendeˆncia na˜o linear (Matsushita et al., 2012), e e´ frequentemente considerado como
base de comparac¸a˜o para novos testes. Cso¨rgo˝ (1985) propoˆs um teste equivalente
ao de Blum, Kiefer e Rosenblatt (BKR) com base na func¸a˜o caracter´ıstica emp´ırica.
Skaug e Tjøstheim (1993) e Delgado (1996) aplicaram o teste de HBKR para detec-
tar dependeˆncia serial. Esse u´ltimo avaliou o desempenho do teste para pequenas




W (xi, yi)[Q(xi, yi)]
2, (5)
em que W (xi, yi) e´ uma func¸a˜o peso que permite elevar a eficieˆncia do teste.
Outro teste cla´ssico e´ o que se baseia no teste de Kolmogorov-Smirnov cuja es-







O problema desses testes e´ que o processo emp´ırico Q(x, y) na˜o considera os even-
tos complementares mostrados nas Tabelas 1 e 2 e na˜o sa˜o, portanto, a melhor medida
para se avaliar independeˆncia em um dado ponto (x, y). Recentemente, Matsushita
et al. (2012) propuseram um teste assinto´tico bivariado em que o processo emp´ırico
tem a forma



















Ambas as medidas sa˜o bastante conhecidas na literatura estat´ıstica. L2(x, y) e´ a
estat´ıstica do teste da raza˜o de verossimilhanc¸a generalizada para uma distribuic¸a˜o
multinomial em uma tabela 2 × 2. χ2(x, y) e´ o qui-quadrado de Pearson que, assin-















Essas estat´ısticas sa˜o do tipo distribution-free e seus proponentes apresentaram suas
distribuic¸o˜es exatas para o caso bivariado. Mostraram tambe´m, mediante exemplos,
que esse teste apresenta maior poder que o teste de HBKR para detectar dependeˆncia
na˜o linear.
Objetivos
O principal objetivo deste trabalho, no que se refere ao problema de detecc¸a˜o de de-
pendeˆncia na˜o linear, consiste em comparar o teste de HBKR com o que foi proposto
por Matsushita et al. (2012) mediante simulac¸o˜es de Monte Carlo. Aqui, sera˜o acres-
centadas a estat´ıstica de Kolmogorov-Smirnov e a que foi proposta por KAC (1951).
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Neste trabalho, mostraremos que a estat´ıstica de Kolmogorov-Smirnov e´ uma alter-
nativa ta˜o boa como a que foi proposta por Matsushita et al. (2012), e que a de Kac
e´ equivalente a` que se baseia na estat´ıstica χ2.
Este trabalho na˜o considera formulac¸o˜es alternativas para se testar (2). Por exem-
plo, o teste poderia ser constru´ıdo com base em densidades emp´ıricas obtidas pelo
me´todo de suavizac¸a˜o por Kernel (Gretton e Gyo¨rfi, 2010; Skaug e Tjøstheim, 1993;
Robinson, 1991; Chan e Tran, 1992). Em outro contexto, abordagens por co´pulas
foram feitas por Schweizer e Wolff (1981), Scaillet (2005), Schmid e Schmidt (2007).
Outros processos emp´ıricos ou crite´rios para mensurac¸a˜o da independeˆncia foram pro-
postos por Ghoudi et al. (2001), Beran et al., (2006), Gieser e Randles (1997), Um e
Randles (2001), Bakirov et al., (2006), Zhang (2008), entre outros.
Estrutura do trabalho
O Cap. 1 apresenta algumas medidas cla´ssicas de dependeˆncia entre varia´veis aleato´rias.
Elas sa˜o ferramentas importantes para a ana´lise estat´ıstica de dados, e muitas delas se
aplicam na elaborac¸a˜o de testes para a hipo´tese de independeˆncia. Por isso, o Cap. 1
tambe´m faz refereˆncia a alguns testes de independeˆncia. Esses testes foram divididos
entre parame´tricos e na˜o-parame´tricos, sendo adequados apenas para a identificac¸a˜o
de dependeˆncia linear.
O Cap. 2 apresenta o teste de HBKR, que e´ um dos poucos testes com considera´vel
poder estat´ıstico para a detecc¸a˜o de estruturas de dependeˆncia na˜o linear. Esse teste
e´ do tipo Crame´r-von Mises, ou seja, considera a distaˆncia ao quadrado entre a
distribuic¸a˜o conjunta emp´ırica e o produto das marginais emp´ıricas.
No entanto, segundo Matsushita et al. (2012), e´ poss´ıvel encontrar um teste as-
sinto´tico com maior poder estat´ıstico. Nesse caso, o teste tambe´m e´ do tipo Crame´r
von-Mises, mas e´ constru´ıdo com base na estat´ıstica χ2 da raza˜o de verossimilhanc¸a
(Cap. 3).
O Cap. 4 apresenta os resultados do estudo de Monte Carlo. O Cap. 5 mostra
algumas aplicac¸o˜es dos testes utilizando taxas de caˆmbio de algumas moedas frente
ao do´lar americano. Por fim, tem-se as considerac¸o˜es finais que incluem, tambe´m,
algumas perspectivas para trabalhos futuros.
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Cap´ıtulo 1
Medidas e testes de dependeˆncia
Medidas de dependeˆncia sa˜o utilizadas para medir quanto de informac¸a˜o uma varia´vel
aleato´ria (v.a.), digamos X, pode ser explicada por outra Y . Essas medidas, quando
expressas na forma de um escalar, sa˜o comumente denominadas ı´ndices. A de-
pendeˆncia, por ser um problema de fundamental interesse, encontra aplicac¸o˜es em
diferentes campos, tais como estat´ıstica, demografia, economia, f´ısica, processamento
de sinais, epidemiologia, entre outros.
Em geral, para as varia´veis qualitativas, a mensurac¸a˜o e´ realizada por medidas
de associac¸a˜o. Quando as varia´veis sa˜o quantitativas (foco deste trabalho), utilizam-
se as medidas de correlac¸a˜o. No entanto, como veremos nos pro´ximos cap´ıtulos, as
medidas de associac¸a˜o tambe´m podem ser aplicadas para varia´veis quantitativas.
I´ndices de dependeˆncia podem na˜o assegurar se existe realmente independeˆncia
entre as varia´veis, mas fornecem alguma ide´ia quantitativa de proximidade. Em geral
o ı´ndice varia de 0 a 1, indicando, respectivamente, auseˆncia de dependeˆncia mu´tua
e total dependeˆncia mu´tua.
Neste cap´ıtulo apresentamos duas medidas cla´ssicas de dependeˆncia: coeficiente
de correlac¸a˜o de Pearson e medida χ2. O Anexo A apresenta outras medidas de
dependeˆncia, tais como: coeficiente de correlac¸a˜o ma´xima e tetraco´rico e medidas
de dependeˆncia de Crame´r e Hoeffding Apresentamos, ainda, alguns testes de de-
pendeˆncia que sera˜o utilizados no Cap. 4 como base de comparac¸a˜o com o novo teste
proposto por Matsushita et al. (2012).
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1.1 Coeficiente de Correlac¸a˜o
O coeficiente de correlac¸a˜o de Person (ρ) e´ uma medida natural da dependeˆncia linear
entre duas v.as. (X e Y ) conjuntamente gaussianas, sendo definido como
ρ =





em que |ρ| ≤ 1, e σ2X > 0 e σ2Y > 0 sa˜o as variaˆncias de X e Y , respectivamente.
Quanto mais pro´ximo dos extremos, maior a correlac¸a˜o (positiva ou negativa) entre
essas varia´veis.
Definic¸a˜o 1.1. Se F(X,Y )(x, y) = FX(x)FY (y) enta˜o ρ = 0, isto e´, ha´ independeˆncia
entre X e Y . A rec´ıproca, no entanto, na˜o e´ verdadeira.
O coeficiente ρ se relaciona com o conceito de regressa˜o linear. A me´dia condi-
cional E[Y |X = x] denomina-se curva de regressa˜o, e sua aproximac¸a˜o de primeira
ordem, E[Y |X = x] ≈ ax + b, e´ chamada reta de regressa˜o de Y em x. Nessa forma
linear, a = ρσY /σX e´ o coeficiente angular e b e´ o intercepto. Essa te´cnica permite ex-
plorar e inferir a relac¸a˜o de uma varia´vel dependente (varia´vel resposta) com varia´veis
independentes espec´ıficas (varia´veis explicato´rias). O percentual da variaˆncia de Y
que pode ser explicado pela variaˆncia de X e´ dado pelo coeficiente de determinac¸a˜o
(ρ2).
Se X e Y sa˜o conjuntamente gaussianas, tem-se E[Y |X = x] = ax + b. Mas
fora desse ambiente, que e´ o caso na˜o linear, a aproximac¸a˜o de primeira ordem nem
sempre e´ boa o suficiente. Nesse contexto, ρ = 0 na˜o necessariamente significa inde-
pendeˆncia, pois e´ poss´ıvel haver situac¸o˜es em que E(XY ) = E(X)E(Y ), mesmo que
haja dependeˆncia entre X e Y (veja exemplo 0.1).
Definic¸a˜o 1.2. Em nosso trabalho, dizemos existir dependeˆncia na˜o linear entre X e
Y se Cov(X, Y ) = 0 e F(X,Y )(x, y) 6= FX(x)FY (y), ∀(x, y) ∈ R2, ou se Cov(X, Y ) ine-
xiste. Por outro lado, define-se como dependeˆncia linear a situac¸a˜o em que F(X,Y )(x, y) 6=
FX(x)FY (y) implica, necessariamente, Cov(X, Y ) 6= 0.
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1.2 Qui-quadrado
Qui-quadrado (χ2) e´ uma medida de associac¸a˜o que se baseia em comparac¸o˜es entre










sendo oij a frequeˆncia observada para cada uma das caselas (linha i, coluna j) e eij
a frequeˆncia esperada correspondente a cada oij, obtida pelo produto da frequeˆncia
das marginais i,j dividido pela frequeˆncia global. Valores altos de χ2 indicam forte
associac¸a˜o entre as varia´veis e, por outro lado, se a hipo´tese de na˜o-associac¸a˜o for
verdadeira, o valor para essa medida deve ser pro´ximo de zero.
1.3 Testes de dependeˆncia
Testes estat´ısticos permitem a tomada de deciso˜es sobre determinada hipo´tese, definindo-
se objetivamente a probabilidade de se cometer erros estat´ısticos. Em linhas gerais,
os testes podem ser classificados como parame´tricos ou na˜o-parame´tricos.
Testes parame´tricos sa˜o utilizados quando e´ poss´ıvel identificar a distribuic¸a˜o
teo´rica da varia´vel em estudo. Esses testes sa˜o, em geral, mais rigorosos, exigindo
condic¸o˜es muitas vezes restritivas para a sua utilizac¸a˜o. Os testes na˜o-parame´tricos,
tambe´m chamados de testes de distribuic¸a˜o livre, sa˜o baseados nas posic¸o˜es que os
dados ordenados recebem. Os testes na˜o-parame´tricos na˜o fazem suposic¸a˜o sobre a
natureza ou forma das distribuic¸o˜es populacionais e sa˜o menos sens´ıveis a outliers.
Um dos testes de grande relevaˆncia e´ o de independeˆncia, para o qual a hipo´tese
de independeˆncia bivariada pode ser escrita como
H0 : F (x, y) = F (x)F (y), ∀(x, y) (1.3)
Para a realizac¸a˜o desse teste, supo˜e-se que cada um dos pares de observac¸a˜o (xi, yi) se-
jam provenientes da mesma populac¸a˜o bivariada, com func¸a˜o de distribuic¸a˜o cont´ınua,
havendo independeˆncia mu´tua entre todos os pares de observac¸o˜es considerados.
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Dentre os testes na˜o-parame´tricos citam-se os de adereˆncia, que em sua forma
padra˜o sa˜o indicadores para verificar se uma distribuic¸a˜o se ajusta bem ou na˜o aos
dados amostrais. No entanto, adaptac¸o˜es podem ser feitas a fim de identificar a
existeˆncia de dependeˆncia, conforme apresentado na Subsec¸a˜o 1.4.2.
A Sec¸a˜o 1.3.1 apresenta o teste parame´trico baseado no coeficiente de correlac¸a˜o
de Pearson. Alguns testes na˜o-parame´tricos constam na Sec¸a˜o 1.4.
1.3.1 Teste baseado no coeficiente de correlac¸a˜o de Pearson




Vˆ ar(X)Vˆ ar(Y )
(1.4)
No entanto, uma amostra aleato´ria de pontos, retirada de uma distribuic¸a˜o bivariada
cujas varia´veis na˜o sejam correlacionadas, certamente produzira´ r 6= 0. Por isso, e´
necessa´rio testar se, de fato, a amostra foi colhida de uma populac¸a˜o para qual o
coeficiente de correlac¸a˜o e´ nulo.
Assumindo que (X, Y ) possui distribuic¸a˜o normal bivariada, para testar as hipo´teses




1− r2 , (1.5)
em que T ∼ t de Student(n−2) e, portanto, rejeita-se H0 se |T | ≥ tα/2,(n−2) quando o
teste e´ bilateral. Para o caso unilateral, a regia˜o cr´ıtica e´ alterada conforme a hipo´tese
alternativa.
A pro´xima sec¸a˜o apresenta os testes na˜o-parame´tricos χ2 e uma adaptac¸a˜o do
teste de ajustamento de Kolmogorov-Smirnov para avaliar dependeˆncia.
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1.4 Testes na˜o-parame´tricos
Para se testar hipo´teses estat´ısticas com teste na˜o-parame´trico, nenhuma suposic¸a˜o
sobre a forma da distribuic¸a˜o populacional e´ feita. De acordo com Hoeffding (1948),
as propriedades de um bom teste na˜o-parame´trico devem incluir a auseˆncia de v´ıcio e
a consisteˆncia. Para ele, um teste com hipo´tese nula (H0) e´ consistente (com respeito
a uma classe espec´ıfica de hipo´teses admiss´ıveis) se a probabilidade de aceitar H0,
com o aumento do tamanho da amostra, tende a zero sempre que houver evideˆncias
para na˜o se rejeitar a hipo´tese alternativa (Ha).
1.4.1 Teste baseado na estat´ıstica χ2
Para o teste de dependeˆncia χ2 utiliza-se a estat´ıstica (1.2). Esse teste mede o desvio
entre os valores observados e os valores esperados (sob a hipo´tese de independeˆncia)
em uma tabela de contingeˆncia.
O valor encontrado deve ser comparado com o valor tabelado (veja, por exemplo
Tab. IV de Bussab e Morettin, 2006) de acordo com os graus de liberdade existentes e
o n´ıvel de significaˆncia (α) escolhido. Para valores de χ2 maiores que o valor tabelado,
existem evideˆncias de que a hipo´tese de independeˆncia deve ser rejeitada. O teste de
χ2 pode ser usado se as frequeˆncias esperadas forem maiores ou iguais a 5. Caso
contra´rio, aplica-se a correc¸a˜o de Yates.
1.4.2 Testes de Kolmogorov para independeˆncia
A hipo´tese testada pelos testes de adereˆncia tradicionais refere-se a` forma da distri-
buic¸a˜o da populac¸a˜o que a amostra em estudo representa. Ou seja, a hipo´tese nula
afirma que determinada distribuic¸a˜o se ajusta bem ou na˜o aos dados amostrais. A ve-
rificac¸a˜o e´ feita atrave´s da comparac¸a˜o das frequeˆncias amostrais com as frequeˆncias
teo´ricas esperadas pelo modelo probabil´ıstico que se esta´ julgando va´lido para des-
crever os dados observados. Dentre os testes de adereˆncia mais comuns cita-se o de
Kolmogorov-Smirnov. Neste trabalho, a ide´ia consiste, portanto, em adaptar esse
teste para verificar independeˆncia.
O teste de ajustamento de Kolmogorov-Smirnov segundo Conover (1999) e Parzen
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(1962), em sua forma cla´ssica, consiste em mensurar a maior distaˆncia entre a func¸a˜o
de distribuic¸a˜o emp´ırica Fˆ (x) e a func¸a˜o de distribuic¸a˜o teo´rica hipotetizada, isto
porque Fˆ (x) pode ser um estimador de F (x) (desconhecida). Esse teste pode ser
dividido em va´rias classes: i) os testes com amostra u´nica; ii) os testes com duas
amostras e iii) os testes com 3 ou mais amostras.
Para a situac¸a˜o de duas amostras, (X1, . . . , Xn) e (Y1, . . . , Ym), em que se deseja
testar se as func¸o˜es de distribuic¸a˜o de cada populac¸a˜o sa˜o ou na˜o iguais, tem se a
seguinte estat´ıstica para o teste bilateral:
BKS = sup
x,y
|Fˆ (x)− Fˆ (y)|. (1.6)
Portanto, a hipo´tese nula deve ser rejeitada a um n´ıvel α de significaˆncia se a
estat´ıstica do teste (T ) for maior que o quantil 1 − α tabelado em A20 de Conover
(1999), se n = m, e em A21, se n 6= m.
Adaptando esse teste de adereˆncia convencional com estat´ıstica do tipo Kolmogorov-
Smirnov para identificar a existeˆncia de independeˆncia entre duas amostras, tem-se:
H0 : Fˆ (x, y) = Fˆ (x)Fˆ (y) (1.7)
com a estat´ıstica Parzen (1962)
BKS =
√
n sup |Fˆ (x, y)− Fˆ (x)Fˆ (y)|. (1.8)
Nesse caso, pore´m, na˜o dispomos de tabelas para os n´ıveis cr´ıticos. Para o nosso
trabalho, esses valores sera˜o obtidos por simulac¸a˜o de Monte Carlo no Cap´ıtulo 5.
1.5 Considerac¸o˜es
As medidas de dependeˆncia e os testes χ2 e o baseado no coeficiente de Pearson visam
identificar a existeˆncia de dependeˆncia linear entre as varia´veis. No entanto, o teste χ2
tambe´m pode ser utilizado para avaliar dependeˆncia na˜o linear, como apresentado no
Cap. 3. A versa˜o do teste de Kolmogorov-Smirnov (KS) apresentado nesse cap´ıtulo
20
visa a identificac¸a˜o de dependeˆncia na˜o linear. Em geral, quando utilizados como
testes de adereˆncia, o teste de Kolmogorov-Smirnov (KS) e´ mais adequado que o qui-
quadrado para tamanhos de amostra pequenos. O teste KS tende a ser mais poderoso
que o qui-quadrado na maior parte das situac¸o˜es, mas na˜o se sabe se esse padra˜o
se mante´m para testes de independeˆncia bivariada. O desempenho do teste KS se
sobressai quando a func¸a˜o de distribuic¸a˜o hipote´tica e´ completamente especificada,
ou seja, tanto a forma como seus paraˆmetros sa˜o conhecidos. Mas, para a nossa
aplicac¸a˜o, na˜o ha´ especificac¸a˜o da forma funcional da distribuic¸a˜o sob a hipo´tese
nula.
Por outro lado, o teste χ2 requer grandes amostras, mas proporciona bons resul-
tados para a detecc¸a˜o de dependeˆncia na˜o linear (Matsushita et al., 2012).
Outros testes ou te´cnicas (como co´pulas) poderiam ser considerados, mas pre-
ferimos restringir nossa atenc¸a˜o a` classe dos testes discutidos aqui. Nos pro´ximos
cap´ıtulos sera˜o apresentados testes capazes de identificar dependeˆncias na˜o lineares.
No Cap. 2 trataremos do teste de HBKR (Blum et al., 1960) e no Cap. 3 apresentamos
a variac¸a˜o do teste de HBKR proposta por Matsushita et al. (2012).
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Cap´ıtulo 2
O teste de HBKR
Em geral, a aplicac¸a˜o dos me´todos estat´ısticos para a ana´lise e modelagem de dados
requer diagno´sticos acerca da presenc¸a de dependeˆncia entre as varia´veis envolvidas
no estudo. Portanto, e´ importante que se disponha de um bom instrumento para a
detecc¸a˜o da dependeˆncia linear e na˜o linear entre duas ou mais varia´veis aleato´rias.
Neste trabalho, nos restringimos ao caso bivariado.
Segundo Bakirov et al. (2006), entre os poucos me´todos estat´ısticos que possuem
poder estat´ıstico suficiente para detectar as diversas formas de dependeˆncia na˜o li-
near, encontra-se o teste de HBKR (Hoeffding, Blum, Kiefer e Rosenblatt) proposto
por (Blum et al., 1960) como uma variac¸a˜o do teste de Hoeffding (1948). Esse teste e´
do tipo Crame´r-von Mises (veja Genest, 2006) que considera um processo aleato´rio ge-
rado pela diferenc¸a entre a distribuic¸a˜o conjunta emp´ırica e o produto correspondente
entre as marginais emp´ıricas.
Neste cap´ıtulo, considerando que E(XY ) = E(X)E(Y ) na˜o necessariamente indica
independeˆncia, e que os momentos da distribuic¸a˜o podem na˜o existir, a Sec¸a˜o 2.1
apresenta resumidamente o teste de HBKR para o caso bivariado como ferramenta
para a identificac¸a˜o de dependeˆncia na˜o linear.
2.1 O teste de independeˆncia
Considere a amostra aleato´ria (a.a) (X1, Y1); . . . ; (Xn, Yn) de vetores aleato´rios bi-
dimensionais com func¸a˜o de distribuic¸a˜o acumulada cont´ınua (FDA) F (x, y) ∈ <2.
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O interesse consiste em testar a hipo´tese nula de independeˆncia:
H0 : F (x, y) = F (x)F (y),∀(x, y) ∈ <2. (2.1)
Ou seja, deseja-se testar se as varia´veis que compo˜em a func¸a˜o F sa˜o ou na˜o inde-
pendentes. Isso ocorre quando as func¸o˜es de distribuic¸a˜o sa˜o resultantes do produto
de suas correspondentes marginais unidimensionais.
Para testar essa hipo´tese, utilizam-se as func¸o˜es de distribuic¸a˜o amostral ou emp´ıricas
(FDE). A estimac¸a˜o das func¸o˜es de densidades e´ uma alternativa via´vel que nos re-
mete a outras abordagens, e por isso na˜o sera´ discutida neste trabalho. Considerando
a amostra aleato´ria definida anteriormente, a FDE nesse caso pode ser obtida como:






em que a func¸a˜o indicadora de X se define como
IX(x) =
 1 se X ≤ x0 se X > x.
Portanto, a Eq.(2.2) representa a proporc¸a˜o de valores observados das varia´veis X e
Y que sa˜o menores ou iguais a x e y. A representac¸a˜o da func¸a˜o indicadora de Y e´
feita de forma semelhante a` de X, realizando apenas a troca de x por y.
Considere FˆX,Y (x, y) = P (X ≤ x, Y ≤ y) como a func¸a˜o de distribuic¸a˜o conjunta
emp´ırica entre x e y. Assim, a estat´ıstica que mede a distaˆncia entre a distribuic¸a˜o
conjunta e o produto de suas marginais e´ dada por
TX,Y (x, y) = |FˆX,Y (x, y)− FˆX(x)FˆY (y)|. (2.3)
De acordo com Blum et al. (1960), testes baseados em (2.3) tera˜o boas proprieda-
des de poder. Os testes de Kolmogorov-Smirnov e de Crame´r von-Mises satisfazem
essas propriedades e sa˜o similares sob a hipo´tese de independeˆncia.
Blum et al. (1960) desenvolveram o teste utilizando a estat´ıstica do tipo Crame´r-
von Mises, conforme (2.4), e obtiveram os n´ıveis cr´ıticos da distribuic¸a˜o assinto´tica de
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[Fˆ (xi, yi)− Fˆ (xi)Fˆ (yi)]2, (2.4)




pi4nBHBKR: Valores (α) e n´ıveis cr´ıticos correspondentes
α(%) 0.1 1.0 2.0 5.0 10.0
b 6.32 4.23 3.62 2.84 2.29
Embora os resultados aqui apresentados se limitem ao caso bivariado, Blum et
al. (1960) e tambe´m publicaram alguns resultados para o caso trivariado, e argu-
mentam que, para os casos com dimenso˜es superiores a 3, basta realizar as devidas
modificac¸o˜es.
2.2 Considerac¸o˜es
Este cap´ıtulo apresentou o teste cla´ssico para a identificac¸a˜o de dependeˆncia na˜o linear
conhecido como HBKR. Existem outros testes desenvolvidos para esse mesmo obje-
tivo, mas a maior parte deles e´ equivalente ao teste de HBKR para o caso bivariado
ou na˜o e´ do tipo distribution-free.
Levando-se em considerac¸a˜o o princ´ıpio da ma´xima verossimilhanc¸a, o teste de
HBKR apresenta caracter´ısticas que na˜o o tornam o´timo, pois na˜o utiliza todas as
informac¸o˜es dispon´ıveis. Em 2012, foi desenvolvido por Matsushita et al. (2012) um
teste que apresentou poder superior ao de HBKR, como apresentaremos a seguir.
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Cap´ıtulo 3
Uma variac¸a˜o do teste de HBKR
Como discutimos no Cap. 2, o teste de HBKR e´ um dos poucos que possui bom
desempenho para identificar estruturas de dependeˆncia na˜o linear. E muitos dos
outros testes sa˜o, essencialmente, equivalentes ao de HBKR para o caso bivariado
(para mais detalhes consulte Bakirov et al. (2006); Beran et al. (2006); Bilodeau e
Micheaux (2005) e Ghoudi et al. (2001)).
Em 2012, Matsushita et al. (2012) desenvolveram um novo teste de independeˆncia
assinto´tico do tipo Crame´r-von Mises, cujo processo emp´ırico se baseia na estat´ıstica
χ2 da raza˜o de verossimilhanc¸a (veja Mood et al. (1987)).
Este cap´ıtulo apresenta, de maneira sucinta, a ide´ia geral desse teste distribution
free que, conforme demonstrado em Matsushita et al. (2012), possui poder estat´ıstico
superior ao do teste de HBKR para a detecc¸a˜o de diferentes tipos de dependeˆncia na˜o
linear, inclusive em situac¸o˜es com observac¸o˜es extremas.
A Sec¸a˜o 3.1 trata desse teste de independeˆncia para o caso bivariado (m = 2),
apresentando um exemplo para ilustrar o ca´lculo da estat´ıstica do teste. No que se
refere a distribuic¸a˜o amostral do novo teste, os valores para a me´dia e a variaˆncia,
assim como os n´ıveis cr´ıticos encontrados constam na Sec¸a˜o 3.2.
3.1 O teste de independeˆncia
Considere novamente a amostra aleato´ria de vetores aleato´rios bi-dimensionais (X1, Y1);
. . . ; (Xn, Yn) com FDA F (x, y) ∈ <2. O propo´sito e´ testar a hipo´tese nula de inde-
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pendeˆncia bivariada
H0 : F (x, y) = F (x)F (y),∀(x, y) ∈ <2. (3.1)
As Tabelas 3.1 e 3.2 representam, respectivamente, a distribuic¸a˜o bivariada
observada e a distribuic¸a˜o esperada sob a hipo´tose de independeˆncia para um dado
ponto (x, y) ∈ <2. Os ı´ndices 11, 10, 01 e 00 se relacionam com a func¸a˜o indicadora
de X e Y , conforme descrito no Cap. 2.
Tabela 3.1: Distribuic¸a˜o bivariada para um par (x, y)
Eventos Y ≤ y Y > y Total
X ≤ x o11 o10 n1•
X > x o01 o00 n0•
Total n•1 n•0 n
Tabela 3.2: Distribuic¸a˜o esperada para o par (x, y) sob a hipo´tese de independeˆncia
Eventos Y ≤ y Y > y Total
X ≤ x e11 e10 n1•
X > x e01 e00 n0•
Total n•1 n•0 n
Os elementos da Tab. 3.2 sa˜o obtidos considerando a distribuic¸a˜o emp´ırica da





Os elementos que formam as tabelas acima sa˜o contagens dadas pelas equac¸o˜es


















1− I(y − Yi)}1−k2Ik2(y − Yi); (3.5)
em que k1 e k2 = 0, 1, e I(y) = 1, se y ≥ 0; e I(y) = 0, caso contra´rio. Por exemplo,










I(y − Yi)︸ ︷︷ ︸
δy
, (3.6)
sendo δx = I( x︸︷︷︸
fixo
−Xi) = 1 se Xi ≤ xi.
Como ja´ foi discutido, os testes do tipo Crame´r-von Mises se definem com base
no quadrado da distaˆncia entre a distribuic¸a˜o hipote´tica e a distribuic¸a˜o emp´ırica.
Portanto, diferentes testes podem ser obtidos a partir das Tabelas 3.1 e 3.2. A









em que a soma acima se da´ sobre todos os pares (x, y) encontrados na amostra. E´
noto´rio pela Eq. (3.7) que apenas os eventos [X ≤ x] e [Y ≤ y] sa˜o considerados.
Como alternativa a esse teste, Matsushita et al. (2012) propuseram um novo teste
que considera tambe´m os eventos complementares [X > x] e [Y > y] e possui como
estat´ıstica de teste a seguinte expressa˜o










A estat´ıstica χ2 de Pearson possui equivaleˆncia assinto´tica com L2(x, y) (Agresti,









As estat´ısticas L2(x, y) e χ2(x, y) possuem propriedades o´timas relacionadas com
o princ´ıpio da ma´xima verossimilhanc¸a (Roussas, 1997) e foram propostas por Mat-















Matsushita et al. (2012) encontraram a func¸a˜o caracter´ıstica teo´rica da distri-










em que j = 1, 2, . . .
3.1.1 Uma representac¸a˜o alternativa do processo χ2(x, y)
Com base nas Tabelas 3.1 e 3.2, temos as relac¸o˜es
o10 = n1• − o11, (3.13)
o01 = n•1 − o11, (3.14)
o00 = n− o11 − o10 − o01
= n− n•1 − n1• + o11, (3.15)
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e, de modo semelhante,
e10 = n1• − e11, (3.16)
e01 = n•1 − e11, (3.17)
e00 = n− n•1 − n1• + e11. (3.18)
Consequentemente, as diferenc¸as entre as frequeˆncias observadas e as esperadas sa˜o
todas iguais,
o10 − e10 = e11 − o11, (3.19)
o01 − e01 = e11 − o11, (3.20)
o00 − e00 = e11 − o11. (3.21)
Assim, para uma tabela de contingeˆncia 2× 2, o processo emp´ırico χ2(x, y) definido







































= (o11 − e11)2




(o11 − e11)2 · n
n•0n0•n•1n1•
=
(o11 − e11)2 · n · n4
n•0n0•n•1n1• · n4
=
(Fˆ (x, y)− Fˆ (x)Fˆ (y))2
n · (1− Fˆ (x))(1− Fˆ (y))Fˆ (x)Fˆ (y) ,
em que o11/n = Fˆ (x, y), n•1/n = Fˆ (y) e n1•/n = Fˆ (x).
Portanto,
χ(x, y) =
|Fˆ (x, y)− Fˆ (x)Fˆ (y)|√
n · (1− Fˆ (x))(1− Fˆ (y))Fˆ (x)Fˆ (y)
, (3.22)
representa uma versa˜o padronizada do processo emp´ırico do teste de HBKR, tratado




Apenas para ilustrar a operacionalizac¸a˜o das estat´ısticas BHBKR e Bχ2 , considere o
seguinte exemplo.






Tabela 3.3: Poss´ıveis valores para x e y
1. Escolher um par (x, y) para ser o valor fixo de refereˆncia. Aqui sera´ feita na
ordem em que aparecem na Tab. 3.3
2. Montar as tabelas de contingeˆncia
3. Calcular as estat´ısticas e tomar a decisa˜o de rejeitar ou na˜o a hipo´tese de in-
dependeˆncia
As tabelas 3.4 a 3.7 sa˜o as tabelas de contingeˆncia montadas a partir dos pares
escolhidos para ser os valores de refereˆncia, em que e´ feita a comparac¸a˜o com todos
os demais elementos da amostra.
x/y y ≤ 6 y > 6 Total
x ≤ 5 1 (1/4) 1 (1/4) 2 (2/4)
x > 5 1 (1/4) 1 (1/4) 2 (2/4)
Total 2 (2/4) 2 (2/4) 4 (1)
Tabela 3.4: Primeiro par (5,6) - valores observados e (frequeˆncias relativas)
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x/y y ≤ 7 y > 7 Total
x ≤ 4 1 (1/4) 0 2 (1/4)
x > 4 2 (2/4) 1 (1/4) 2 (3/4)
Total 3 (3/4) 1 (1/4) 4 (1)
Tabela 3.5: Segundo par (4,7) - valores observados e frequeˆncias relativas
x/y y ≤ 3 y > 3 Total
x ≤ 6 1 (1/4) 0 2 (1/4)
x > 6 2 (2/4) 1 (1/4) 2 (3/4)
Total 3 (3/4) 1 (1/4) 4 (1)
Tabela 3.6: Terceiro par (6,3) - valores observados e frequeˆncias relativas
x/y y ≤ 8 y > 8 Total
x ≤ 7 4 (1) 0 4 (1)
x > 7 0 0 0
Total 4 (1) 0 4 (1)
Tabela 3.7: Quarto par (7,8) - valores observados e frequeˆncias relativas
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Consultando as Tab. 2.1 e 3.9 para BHBKR e Bχ2, respectivamente, para qualquer
α escolhido, na˜o ha´ evideˆncia para se rejeitar a hipo´tese de independeˆncia.
3.2 Valores cr´ıticos assinto´ticos
Como consta em Matsushita et al. (2012), a Eq. (3.12) sugere que a estat´ıstica Bχ2
seja uma soma de v.as. independentes gama com paraˆmetros de forma iguais a 1/2,
mas com paraˆmetros de escala iguais a 2/{j(j + 1)k(k + 1)}, j, k ≥ 1. Os autores,
para efetuar a soma numericamente, utilizaram o software SAS 9.3 para gerar 100.000
replicac¸o˜es de amostras tamanho 200 com correc¸a˜o de v´ıcio decorrente do truncamento
da soma.
A Tab. 3.8 mostra que a me´dia e a variaˆncia dos dados simulados sa˜o bem pro´ximos
dos valores obtidos pela teoria assinto´tica.






Com base na distribuic¸a˜o emp´ırica, a hipo´tese nula de independeˆncia (3.1) deve
ser rejeitada se B > b, onde b e´ o valor cr´ıtico relativo ao n´ıvel de significaˆncia
desejado ns. Os valores cr´ıticos b, apo´s a correc¸a˜o do v´ıcio, para os n´ıveis cr´ıticos
ns = 0, 1%, 1%, 2%, 2, 5%, 5%, e 10% esta˜o apresentados na Tab. 3.9
Tabela 3.9: Estat´ıstica BLR: n´ıveis de significaˆncia ns e os valores cr´ıticos correspondentes
b para se testar a hipo´tese de independeˆncia
ns(%) 0,1 1,0 2,0 2,5 5,0 10,0
b 3,527 2,468 2,164 2,072 1,778 1,507
A validac¸a˜o e o poder do teste em Matsushita et al. (2012) tambe´m foram obtidos
por meio de experimentos de Monte Carlo, comparando o teste proposto com o teste
de HBKR e o teste para o coeficiente de correlac¸a˜o ρ. A partir dos resultados e´ poss´ıvel
verificar que o teste proposto e´ consistente e poderoso em identificar estruturas de
dependeˆncia na˜o linear de varia´veis aleato´rias bivariadas na˜o gaussianas.
3.3 Considerac¸o˜es
Esse cap´ıtulo apresentou o teste proposto por Matsushita et al. (2012) que, embora
seja do tipo Crame´r-von Mises (assim como o teste de HBKR do Cap. 2) e´ baseado
na raza˜o de verossimilhanc¸a da estat´ıstica cla´ssica χ2 de Pearson. Os resultados apre-
sentados sa˜o todos baseados na teoria assinto´tica. O Cap. 4 apresentara´ resultados




O Cap. 3 apresentou os resultados teo´ricos obtidos com o aux´ılio computacional para
o teste proposto por Matsushita et al. (2012), com base na func¸a˜o caracter´ıstica
encontrada para o caso bivariado. Os estudos de validac¸a˜o e poder do teste, realizados
por simulac¸o˜es de Monte Carlo, mostraram, a partir de comparac¸o˜es com o teste do
coeficiente de Pearson e o de HBKR que o teste proposto possui melhor desempenho.
Neste cap´ıtulo e´ feita a validac¸a˜o do teste e a avaliac¸a˜o do poder do teste comparando-
se a estat´ıstica do teste proposto baseado na raza˜o de verossimilhanc¸a (LR) com a
estat´ıstica cla´ssica χ2 de Pearson (CHI), com a estat´ıstica do teste de HBKR (BKR),
com a estat´ıstica de Kolmogorov-Smirnov (KS), com a correlac¸a˜o de Pearson (CORR)
e com a estat´ıstica KAC proposta por KAC (1951). No entanto, na Sec¸a˜o 3.1.1, ob-
servamos que a estat´ıstica KAC equivale a` estat´ıstica CHI, o que justifica o fato de
os resultados para essas duas estat´ısticas serem semelhantes.
A Sec¸a˜o 4.1 define as estat´ısticas utilizadas no estudo. A validac¸a˜o e o poder do
teste esta˜o descritos na Sec¸a˜o 4.2.
Todas as simulac¸o˜es deste cap´ıtulo foram realizadas em linguagem Fortran com
compilador g95, por possibilitar maior velocidade de execuc¸a˜o. Os ca´lculos e gra´ficos,
no entanto, foram realizados no software livre R (R Core Team, 2014).
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[Fˆ (xi, yi)− Fˆ (xi)Fˆ (yi)]2
















KS = max |Fˆ (xi, yi)− Fˆ (xi)Fˆ (yi)| (4.6)
4.2 Validac¸a˜o do teste
Para a validac¸a˜o do teste foram geradas 50.000 replicac¸o˜es de duas distribuic¸o˜es
uniformes independentes (x e y) de tamanhos varia´veis. Isto e´, replicac¸o˜es de amostras
aleato´rias supondo que a hipo´tese (3.1) seja verdadeira.
A Tab. 4.1 mostra que os valores convergem para o valor teo´rico, no entanto, sa˜o
ligeiramente piores que os valores emp´ıricos encontrados por Matsushita et al. (2012)
(Tab. 3.8), apresentando erro apenas na terceira casa decimal para amostras de ta-
manho iguais ou superiores a 2.500.
A Tab. 4.2 apresenta os valores cr´ıticos encontrados via simulac¸a˜o de Monte Carlo
para a estat´ıstica KS, segundo n´ıveis de significaˆncia (α) para diferentes tamanhos de
amostra. Por ser um teste bilateral, as letras a e b indicam, respectivamente o valor
a` esquerda e o valor a` direita da distribuic¸a˜o.
Os valores da Tab. 4.3 sa˜o referentes ao percentual de re´plicas para o qual o teste
na˜o aceitou a hipo´tese de independeˆncia ao comparar os valores das estat´ısticas (4.2)
a (4.4) com os respectivos n´ıveis cr´ıticos esperados para determinado valor de α. Para
todas as estat´ısticas, os valores de α nominais esta˜o flutuando em torno dos valores
teo´ricos, exceto para o KS onde, por desconhecimento dos n´ıveis cr´ıticos, apo´s adaptar
o teste de Kolmogorov-Smirnov para testar independeˆncia, optou-se por utilizar os
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Tabela 4.1: Me´dia da estat´ıstica BLR simulada para amostras variando, sob H0



















Tabela 4.2: Estat´ıstica KS: n´ıveis de significaˆncia (ns) e valores cr´ıticos bilaterais para se
testar a hipo´tese de independeˆncia com diferentes tamanhos de amostra
ns(%)
Tamanho da amostra
1000 2500 5000 7500 10000
0.1 a 0.009 0.006 0.004 0.004 0.003
b 0.033 0.022 0.015 0.012 0.011
1.0 a 0.009 0.007 0.005 0.004 0.004
b 0.029 0.019 0.013 0.011 0.009
2.0 a 0.010 0.007 0.005 0.004 0.004
b 0.027 0.018 0.013 0.010 0.009
2.5 a 0.010 0.007 0.005 0.004 0.004
b 0.027 0.017 0.012 0.010 0.009
5.0 a 0.011 0.007 0.005 0.004 0.004
b 0.025 0.016 0.012 0.010 0.008
10.0 a 0.008 0.007 0.006 0.005 0.004
b 0.024 0.015 0.011 0.009 0.008
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Tabela 4.3: Validac¸a˜o (%) para tamanhos de amostra varia´veis
α(%) Estat´ıstica
Tamanho da amostra
1.000 2.500 5.000 7.500 10.000
CORR 0.102 0.112 0.086 0.082 0.112
BKR 0.11 0.104 0.088 0.092 0.102
0.1 CHI 0.106 0.098 0.088 0.08 0.122
KAC 0.106 0.098 0.088 0.08 0.122
LR 0.092 0.094 0.084 0.074 0.12
KS 0.1 0.1 0.1 0.1 0.1
CORR 0.992 1.062 0.972 0.944 0.986
BKR 1.012 1.058 0.932 0.912 0.984
1.0 CHI 1.13 1.15 0.986 0.964 1.068
KAC 1.13 1.15 0.986 0.964 1.068
LR 0.984 1.066 0.962 0.936 1.048
KS 1.0 1.0 1.0 1.0 1.0
CORR 2.084 2.11 1.938 1.894 1.994
BKR 2.062 2.12 1.96 1.886 1.932
2.0 CHI 2.316 2.264 2.04 1.982 1.994
KAC 2.316 2.264 2.04 1.982 1.994
LR 2.000 2.116 1.974 1.914 1.946
KS 2.0 2.0 2.0 2.0 2.0
CORR 2.586 2.588 2.35 2.394 2.414
BKR 2.638 2.67 2.416 2.396 2.456
2.5 CHI 2.878 2.776 2.57 2.454 2.408
KAC 2.878 2.776 2.57 2.454 2.408
LR 2.448 2.604 2.474 2.382 2.362
KS 2.5 2.5 2.5 2.5 2.5
CORR 5.114 5.134 4.892 4.982 4.854
BKR 5.082 5.074 4.85 4.814 4.784
5.0 CHI 5.792 5.468 4.998 5.092 5.008
KAC 5.792 5.468 4.998 5.092 5.008
LR 5.01 5.114 4.812 4.966 4.896
KS 5.0 5.0 5.0 5.0 5.0
CORR 10.07 10.058 9.942 9.872 9.824
BKR 10.072 10.1 9.8 9.848 9.834
10.0 CHI 11.26 10.74 10.124 10.134 10.094
KAC 11.26 10.74 10.124 10.134 10.094
LR 9.616 10.04 9.686 9.828 9.864
KS 10.0 10.0 10.0 10.0 10.0
quantis da pro´pria distribuic¸a˜o simulada.
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Figura 4.1: Valores gerados para a verificac¸a˜o de poder do teste
4.3 Poder do teste
Para avaliar o poder do teste foram realizadas simulac¸o˜es para dois exemplos distintos:
para o primeiro caso, a forma da distribuic¸a˜o imita um sorriso e, no segundo caso,
possui semelhanc¸a com um cata-vento.




se |x| ≤ 1 (4.7)
f(y|x) = 1
1− x2 para 2x
2 − 1 ≤ y ≤ x2
Portanto, foram gerados dois vetores x = 2u− 1 e y = (u− 1)(1− x2) + x2, em que
u possui distribuic¸a˜o uniforme[0,1]
A Fig. 4.1 mostra a forma da distribuic¸a˜o gerada e a Tab. 4.4 mostra os resul-
tados. Dentre os testes semelhantes (LR,CHI e KAC) todos apresentaram excelente
desempenho em detectar a estrutura de dependeˆncia na˜o linear. Para esse exemplo,
o teste de BKR e KS tambe´m apresentaram bom desempenho. No entanto, o CORR
na˜o apresentou bons resultados, confirmando na˜o ser o teste ideal para a identificac¸a˜o
de estruturas de dependeˆncia na˜o linear.
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Tabela 4.4: Poder do teste (%) para tamanhos de amostra varia´veis
α(%) Estat´ıstica
Tamanho da amostra
1.000 2.500 5.000 7.500 10.000
CORR 0.55 0.528 0.454 0.5 0.504
BKR 100 100 100 100 100
0.1 CHI 100 100 100 100 100
KAC 100 100 100 100 100
LR 100 100 100 100 100
KS 100 100 100 100 100
CORR 2.794 2.764 2.692 2.8 2.76
BKR 100 100 100 100 100
1.0 CHI 100 100 100 100 100
LR 100 100 100 100 100
KAC 100 100 100 100 100
KS 100 100 100 100 100
CORR 4.698 4.784 4.758 4.71 4.62
BKR 100 100 100 100 100
2.0 CHI 100 100 100 100 100
LR 100 100 100 100 100
KAC 100 100 100 100 100
KS 100 100 100 100 100
CORR 5.508 5.684 5.622 5.554 5.518
BKR 100 100 100 100 100
2.5 CHI 100 100 100 100 100
LR 100 100 100 100 100
KAC 100 100 100 100 100
KS 100 100 100 100 100
CORR 9.4 9.556 9.598 9.274 9.328
BKR 100 100 100 100 100
5.0 CHI 100 100 100 100 100
LR 100 100 100 100 100
KAC 100 100 100 100 100
KS 100 100 100 100 100
CORR 15.732 16.266 16.2 16.038 15.952
BKR 100 100 100 100 100
10.0 CHI 100 100 100 100 100
LR 100 100 100 100 100
KAC 100 100 100 100 100
KS 100 100 100 100 100










se |y| ≤ 1
g(x) = A× sign(x)
h(x) = x




+ A× [sign(x)y − sign(y)x] se |x| e |y| ≤ 1
f(x, y) ≥ 0 → 0 ≤ A ≤ 1/4 (4.8)
Para a gerac¸a˜o dos dados, consideramos o tamanho da amostra igual a 5.000 e a
quantidade de re´plicas em 10.000. O paraˆmetro A sofreu variac¸a˜o de 0 a 0.25 com
incremento de 0.05, sendo que A = 0 indica auseˆncia de dependeˆncia e A = 0.25
indica dependeˆncia extrema. A Fig. 4.2 mostra treˆs cena´rios para distintos valores de
A.
A Tab. 4.5 reu´ne os resultados para o poder do teste sob essas condic¸o˜es. Nota-
se que os testes semelhantes (LR,CHI e KAC) apresentam melhor desempenho, em
identificar estruturas de dependeˆncia, que o teste cla´ssico de HBKR. Os resultados
para o KS (conforme realizado) foram muito bons, sendo mais sens´ıveis em pontos
pro´ximos da mediana da distribuic¸a˜o do que nas caudas.
A estat´ıstica CORR, assim como no Ex. 4.1, na˜o foi capaz de identificar estruturas
de dependeˆncia na˜o linear. Entre as demais estat´ısticas, todas tiveram 100% de acerto
para valores de A ≥ 0.15. Para valores da constante menores que 0.15, as estat´ısticas
semelhantes LR,CHI e KAC registraram valores um pouco melhores que os de KS.
4.4 Considerac¸o˜es
Este cap´ıtulo apresentou um estudo de validac¸a˜o e poder do teste proposto por Mat-
sushita et al. (2012), realizando comparac¸o˜es com outros testes: o que se baseia no
coeficiente de correlac¸a˜o (e, portanto, na˜o ideal para a detecc¸a˜o de dependeˆncia na˜o
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(a) A = 0 (b) A=0.13
(c) A=0.25
Figura 4.2: Representac¸o˜es gra´ficas para os dados gerados no exemplo do Cata-vento,
sendo a) auseˆncia de dependeˆncia, b) dependeˆncia moderada e c) dependeˆncia extrema
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Tabela 4.5: Poder emp´ırico (%) para diferentes valores de A
α(%) Estat´ıstica
Variac¸o˜es do paraˆmetro
A = 0 A = 0.05 A = 0.10 A = 0.15 A = 0.20 A = 0.25
CORR 0.102 0.04 0.04 0.05 0.06 0.06
BKR 0.11 0.5 49.28 100 100 100
0.1 CHI 0.106 0.78 72.23 100 100 100
KAC 0.106 0.78 72.23 100 100 100
LR 0.092 0.76 71.62 100 100 100
KS 0.1 2.98 79.9 100 100 100
CORR 0.992 1.02 1.01 1.05 1.1 1.1
BKR 1.012 5.48 97.87 100 100 100
1.0 CHI 1.13 8.99 99.25 100 100 100
KAC 1.13 8.99 99.25 100 100 100
LR 0.984 8.68 99.19 100 100 100
KS 1.0 13.01 97.77 100 100 100
CORR 2.084 1.94 1.96 1.9 1.87 1.96
BKR 2.062 11.84 99.71 100 100 100
2.0 CHI 2.316 18.71 99.88 100 100 100
KAC 2.316 18.71 99.88 100 100 100
LR 2.000 18.09 99.87 100 100 100
KS 2.0 19.64 99.44 100 100 100
CORR 2.586 2.52 2.56 2.55 2.47 2.45
BKR 2.638 15.61 99.85 100 100 100
2.5 CHI 2.878 22.99 99.94 100 100 100
KAC 2.878 22.99 99.94 100 100 100
LR 2.448 22.27 99.94 100 100 100
KS 2.5 22.4 99.63 100 100 100
CORR 5.114 5.01 4.93 4.89 4.88 4.78
BKR 5.082 32.29 100 100 100 100
5.0 CHI 5.792 42.18 100 100 100 100
KAC 5.792 42.18 100 100 100 100
LR 5.01 41.04 100 100 100 100
KS 5.0 34.12 99.94 100 100 100
CORR 10.07 9.79 9.81 9.73 9.68 9.81
BKR 10.072 58.6 100 100 100 100
10.0 CHI 11.26 65.01 100 100 100 100
KAC 11.26 65.01 100 100 100 100
LR 9.616 63.94 100 100 100 100
KS 10.0 50.49 99.99 100 100 100
linear); teste cla´ssico de HBKR (que possui desempenho um pouco inferior ao teste
proposto). Ale´m disso, buscou-se comparar, ainda, o desempenho da adaptac¸a˜o feita
ao teste de Kolmogorov-Smirnov a fim de testar a hipo´tese de independeˆncia entre
duas varia´veis.
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Para a validac¸a˜o, gerou-se duas distribuic¸o˜es uniformes independentes conside-
rando diferentes tamanhos de amostra. Ao aplicar os testes, como esperado, os valo-
res nominais flutuaram em torno dos valores teo´ricos, com excec¸a˜o dos valores para a
estat´ıstica KS que tiveram valores coincidentes, devido o desconhecimento dos n´ıveis
cr´ıticos.
Para o poder do teste foram utilizados dois exemplos. No primeiro caso, em que o
gra´fico da func¸a˜o imita um sorriso, todos os testes foram capazes de identificar a es-
trutura de dependeˆncia na˜o linear, exceto o teste baseado no coeficiente de correlac¸a˜o
linear (ideal apenas para identificar dependeˆncias lineares). A distribuic¸a˜o dos dados
no segundo exemplo possui semelhanc¸a com um cata-vento, representando uma es-
trutura de dependeˆncia na˜o linear mais complexa: a formulac¸a˜o da func¸a˜o apresenta
uma contante de calibrac¸a˜o do grau de dependeˆncia existente entre as varia´veis. Den-
tre os testes utilizados neste trabalho, novamente o teste baseado no coeficiente de
correlac¸a˜o de Pearson na˜o foi capaz de identificar a estrutura de dependeˆncia na˜o li-
near. Os demais testes apresentaram bons resultados, no entanto, o teste proposto por




Como ilustrac¸a˜o dos testes apresentados, foram utilizadas algumas taxas de caˆmbio
das principais moedas em relac¸a˜o ao do´lar americano.
Taxa de caˆmbio e´ definida como o prec¸o da moeda de um pa´ıs em relac¸a˜o a`
moeda de outro pa´ıs. Em geral, essa taxa e´ determinada no mercado de caˆmbio e
as transac¸o˜es, com o exterior, influenciam diretamente as variac¸o˜es na mesma. Sa˜o
participantes do mercado de caˆmbio: importadores/exportadores; turistas/empresas
de turismo, investidores estrangeiros, participantes de empre´stimos, entre outros.
A taxa de caˆmbio possui papel important´ıssimo para o come´rcio internacional.
Ela estabelece a competitividade entre os produtos e, portanto, os governos buscam
manteˆ-la de forma que possa trazer benef´ıcios para o pa´ıs. Assim, se a taxa esta´
elevada, e´ mais vantajoso importar que exportar. Caso a taxa esteja baixa, ocorre o
inverso. Outra relac¸a˜o ocorre com a taxa de juros: quanto maior for a taxa de juros
interna, em relac¸a˜o a` externa (mantendo a taxa de caˆmbio fixa), maior a chance da
entrada de capitais externos no pa´ıs.
Intervenc¸o˜es na moeda local para determinada direc¸a˜o por causa de uma outra
moeda, cria uma espe´cie de dependeˆncia entre elas. Por exemplo, a ocorreˆncia de
recessa˜o em um pa´ıs tende a aumentar a dependeˆncia entre pares de moedas. Se o
do´lar fortalece, os investidores passam a adquir´ı-lo mais, causando depreciac¸a˜o nas ou-
tras moedas e gerando, portanto, dependeˆncia entre as mesmas. Essas dependeˆncias,
em geral, na˜o pertencem a um ambiente gaussiano e, de tal forma, na˜o podem ser
corretamente mensuradas com medidas que captam apenas o grau de dependeˆncia
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Figura 5.1: Evoluc¸o˜es dia´rias das taxas de caˆmbioXt do real em relac¸a˜o ao do´lar americano
linear.
Neste cap´ıtulo na˜o abordaremos o caso de dependeˆncia entre as moedas. Em vez
disso, abordaremos o caso de dependeˆncia entre os retornos de lag 1.
A Tab. 5.1 apresenta informac¸o˜es sobre diversas moedas, das quais utilizaremos
algumas para fazer a demonstrac¸ao dos testes estudados. Esses dados de taxas de
caˆmbio, cotadas pelo Federal Reserv Bank of New York, indicam o valor necessa´rio
de cada moeda para adquirir um do´lar ao meio-dia em Nova York. Por exemplo, se
a taxa de caˆmbio em determinado dia e´ equivalente a R$1.5, enta˜o sa˜o necessa´rios 1
real e 50 centavos para adquirir 1 do´lar nessa data.
Indicaremos por Xt o valor registrado como a taxa de caˆmbio, sendo t o tempo de
refereˆncia para cada taxa, ignorando per´ıodos sem registros. O retorno logar´ıtmico,
portanto, sera´ representado por Rt = ln(Xt)− ln(Xt−1).
Tabela 5.1: Se´ries de taxas de caˆmbio
Pa´ıs Moeda Data in´ıcio Data fim Tamanho da amostra
A´frica do Sul Rand 04-01-1971 20-06-2014 11.341
Austra´lia Do´lar australiano 04-01-1971 20-06-2014 11.340
Brasil Real 02-01-1995 20-06-2014 6.385
Canada´ Do´lar canadense 04-01-1971 20-06-2014 11.340
Me´xico Peso 08-11-1993 20-06-2014 5.380
Suic¸a Franco Su´ıc¸o 04-01-1971 20-06-2014 10.343
Taiwan Do´lar de Taiwan 30-10-1983 20-06-2014 8.015
Zona do Euro Euro 04-01-1999 20-06-2014 6.385
As Fig. 5.1 e 5.2 representam, respectivamente, as se´ries referentes a` taxa de
caˆmbio do real e o retorno logar´ıtmico dessa taxa.
Ao plotar o gra´fico de dispersa˜o entre os retornos Rt e Rt−1 da taxa de caˆmbio bra-
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Figura 5.2: Evoluc¸o˜es dia´rias dos retornos logar´ıtmicos Rt do real
Figura 5.3: Retornos Rt e Rt−1 para o real
sileira e´ poss´ıvel ver que as autocorrelac¸o˜es de primeira ordem, isto e´, ρ = Corr(Rt, Rt−1)
na˜o apresentam nenhum padra˜o, como mostra a Fig. 5.3
O teste baseado no coeficiente de correlac¸a˜o na˜o e´ estatisticamente significativo,
apresentando estat´ıstica CORR=0.0136. No entanto, como e´ sabido, a auseˆncia de
correlac¸a˜o linear na˜o implica independeˆncia entre as varia´veis, pois pode existir, ainda,
alguma espe´cie de associac¸a˜o na˜o linear entre elas. Para efeito de comparac¸a˜o, nesse
exemplo foi considerada a se´rie de taxa de caˆmbio brasileira truncada (utilizando os
dados ate´ a data de 16 de marc¸o de 2012), assim como apresentado em Matsushita
et al. (2012).
Portanto, embora o teste de correlac¸a˜o continue a na˜o rejeitar a hipo´tese nula de
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Figura 5.4: Evoluc¸o˜es dia´rias das taxas de caˆmbio Xt do euro em relac¸a˜o ao do´lar ameri-
cano
independeˆncia, ao aplicar os testes de dependeˆncia na˜o linear, foram obtidos resul-
tados significativos. A estat´ıstica BKR registrou o valor 0.69 (valor superior a` 0.12
-valor cr´ıtico a 1% de significaˆncia). As estat´ısticas semelhantes CHI e KAC registra-
ram valores pro´ximo a 25 e a estat´ıstica LR tambe´m. Todos esses valores sa˜o altos e
indicam que a hipo´tese de independeˆncia deve ser rejeitada.
As Fig. 5.4 e 5.5 sa˜o referentes a` taxa de caˆmbio e seu retorno logar´ıtmico para
a Zona do euro. Assim como para o real, a Fig. 5.6 tambe´m na˜o apresenta nenhum
padra˜o que indique algum tipo de dependeˆncia linear. De fato, o teste baseado na cor-
relac¸a˜o de Pearson (CORR=0.009) na˜o apresenta evideˆncias para se rejeitar a hipo´tese
nula de independeˆncia. Para essa moeda, os testes capazes de identificar dependeˆncia
na˜o linear tambe´m na˜o apresentaram resultados significativos. As estat´ısticas LR,
CHI, KAC e BKR registraram valores muito baixos, inferiores aos n´ıveis cr´ıticos des-
sas estat´ısticas para todos os n´ıveis cr´ıticos citados nas Tab. 3.9 e 2.1, respectivamente.
Resultado semelhante foi registrado por Matsushita et al. (2012) para um tamanho
de amostra menor.
Analisando os dados para a moeda de Taiwan, a Fig. 5.9 tambe´m na˜o apresenta
nenhum padra˜o de dependeˆncia linear entre os retornos (CORR= -0.027). Pore´m, ao
aplicar os testes citados, capazes de identificar estruturas de dependeˆncia na˜o linear
entre as observac¸o˜es, foi constatado que ha´ fortes ind´ıcios para se rejeitar a hipo´tese
de independeˆncia. O valor para as estat´ısticas semelhantes foi 16.69 e, para o teste
de Matsushita et al. (2012), a estat´ıstica LR apresentou valor igual a 16.55. Ja´ a
estat´ıstica do teste de HBKR registrou o valor 0.75. Enfim, todos esses resultados
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Figura 5.5: Evoluc¸o˜es dia´rias dos retornos logar´ıtmicos Rt do euro
Figura 5.6: Retornos Rt e Rt−1 do euro
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Figura 5.7: Evoluc¸o˜es dia´rias das taxas de caˆmbio Xt do do´lar de Taiwan em relac¸a˜o ao
do´lar americano
Figura 5.8: Evoluc¸o˜es dia´rias dos retornos logar´ıtmicos Rt do do´lar de Taiwan
sa˜o grandes o suficiente para se rejeitar a hipo´tese de independeˆncia bivariada.
Outra moeda para o qual se identificou a existeˆncia de dependeˆncia na˜o linear,
mesmo na auseˆncia de dependeˆncia linear, como mostra a Fig. 5.12, foi o Do´lar
Canadense. A estat´ıstica CORR foi igual a 0.019, valor bem menor que os das outras
moedas - indicando que na˜o se deve rejeitar a hipo´tese nula de independeˆncia. Ja´
os demais testes, apresentaram valores ainda maiores para as estat´ısticas em estudo,
variando de 0.44, para a estat´ıstica BKR, a 92.96, para as estat´ısticas semelhantes
(CHI e KAC). A estat´ıstica LR tambe´m apresentou valor grande o suficiente para
indicar a existeˆncia de dependeˆncia na˜o linear entre os retornos de lag1.
5.1 Considerac¸o˜es
Este cap´ıtulo apresentou ilustrac¸o˜es, com um exemplo real utilizando o software R, ao
buscar identificar a existeˆncia de dependeˆncia na˜o linear em dados relacionados a` taxa
de caˆmbio. Os exemplos comprovam que mesmo na auseˆncia de dependeˆncia linear,
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Figura 5.9: Retornos Rt e Rt−1 do do´lar Taiwan
Figura 5.10: Evoluc¸o˜es dia´rias das taxas de caˆmbio Xt do do´lar canadense em relac¸a˜o ao
do´lar americano
Figura 5.11: Evoluc¸o˜es dia´rias dos retornos logar´ıtmicos Rt do do´lar canadense
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Figura 5.12: Retornos Rt e Rt−1 do do´lar canadense
os dados ainda podem apresentar dependeˆncia na˜o linear. Ou seja, o teste baseado no
coeficiente de correlac¸a˜o linear de Pearson na˜o e´ suficiente para determinar se duas
varia´veis sa˜o ou na˜o independentes.
Todos os demais testes, baseados nas estat´ısticas BKR, CHI, KAC e LR se mos-
traram eficientes em identificar estruturas de dependeˆncia na˜o linear, quando de fato
existiam. Embora a estat´ıstica KS tenha mostrado bons resultados nas simulac¸o˜es
apresentadas no Cap. refcap:simu, optou-se por na˜o utiliza´-la neste cap´ıtulo, devido
ao desconhecimento de seus n´ıveis cr´ıticos teo´ricos, apo´s a adaptac¸a˜o da estat´ıstica
de Kolmogorov-Smirnov para avaliac¸a˜o de estruturas de dependeˆncia.
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Considerac¸o˜es Finais
Este trabalho abordou me´todos estat´ısticos para a detecc¸a˜o de dependeˆncia na˜o li-
near. Estudamos, mediante simulac¸o˜es de Monte Carlo, o desempenho de testes
na˜o parame´tricos do tipo distribution-free. Consideramos duas classes de testes;
uma se baseia na forma de Cra´mer-von Mises, e a outra e´ uma variac¸a˜o do teste
de Kolmogorov-Smirnov (KS).
Discutimos que ha´ diversos testes que permitem identificar a dependeˆncia linear
entre as observac¸o˜es, mas aqueles que se destinam a` detecc¸a˜o do caso na˜o linear sa˜o
mais escassos. Neste trabalho nos restringimos ao teste de HBKR e a uma variac¸a˜o
dele. Ambos sa˜o capazes de detectar a presenc¸a de dependeˆncia na˜o linear com poder
de teste significativo. No entanto, o segundo, proposto por Matsushita et.al (2012),
possui poder estat´ıstico ainda maior que o de HBKR.
O teste proposto por Matsushita et al. (2012), apresentado no Cap. 3, esta´ for-
malizado para o caso bivariado, pois a func¸a˜o de covariaˆncia e´ conhecida. A nossa
contribuic¸a˜o foi considerar a estat´ıstica de KS, e buscar outros exemplos de estruturas
de dependeˆncia para o estudo do poder dos testes.
Pore´m, na˜o ha´ conhecimento da distribuic¸a˜o da estat´ıstica de KS para o teste
de independeˆncia bivariada. Sugere-se que estudos posteriores sejam realizados com
o propo´sito de determina´-la. A utilizac¸a˜o dos quantis das distribuic¸o˜es simuladas
apresenta resultados menos confia´veis do que a dos n´ıveis cr´ıticos fornecidos pela
distribuic¸a˜o assinto´tica teo´rica da estat´ıstica de Kolmogorov-Smirnov sob H0.
Outra contribuic¸a˜o deste trabalho foi a demonstrac¸a˜o de semelhanc¸a entre as es-
tat´ısticas CHI e KAC, possibilitando assim um ganho no tempo de processamento
computacional. A utilizac¸a˜o da linguagem de programac¸a˜o Fortran tambe´m propor-
cionou maior velocidade na execuc¸a˜o das simulac¸o˜es.
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As simulac¸o˜es de Monte Carlo desenvolvidas neste trabalho confirmam os resulta-
dos obtidos por Matsushita et al. (2012): o teste baseado na raza˜o de verossimilhanc¸a
apresenta melhor desempenho que o teste cla´ssico de HBKR, e confirma tambe´m a
equivaleˆncia assinto´tica entre as estat´ısticas CHI e LR.
As ilustrac¸o˜es a partir de dados de taxa de caˆmbio de algumas moedas em relac¸a˜o
ao do´lar americano torna visivelmente mais clara a ide´ia defendida de que a na˜o
existeˆncia de correlac¸a˜o linear na˜o implica independeˆncia entre as varia´veis.
Em virtude da escassez de bons testes para a identificac¸a˜o de dependeˆncia entre
treˆs ou mais varia´veis, tem-se grande interesse em estender esse teste e, caso a func¸a˜o
de covariaˆncia na˜o seja encontrada, o estudo da distribuic¸a˜o amostral da estat´ıstica
LR podera´ ser feito empiricamente mediante simulac¸o˜es de Monte Carlo.
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Apeˆndice A
Medidas e I´ndices de Dependeˆncia
A.1 Condic¸o˜es para ı´ndices de dependeˆncia
1. O ı´ndice δ(X, Y ) pode ser obtido para qualquer par de v.as., isto e´, nenhum
dos termos deve ser uma constante
2. δ(X, Y ) = δ(Y,X) representa a propriedade sime´trica de independeˆncia mu´tua.
No entanto, a dependeˆncia completa considera a direc¸a˜o da associac¸a˜o. Por
exemplo, Y = ±X se X ∼ N(0, 1)
3. O intervalo de valores para o ı´ndice e´ definido como 0 ≤ δ(X, Y ) ≤ 1
4. δ(X, Y ) = 0 se, e somente se, X e Y forem mutuamente independentes. Se o
ı´ndice assume o outro valor extremo (δ(X, Y ) = 1), enta˜o essas varia´veis sa˜o
completamente associadas
5. Caso X e Y sejam conjuntamente normais enta˜o a na˜o-correlac¸a˜o implica inde-
pendeˆncia, portanto δ(X, Y ) = |ρ|
6. Se as func¸o˜es mensura´veis Borel g(X) e h(Y ) sa˜o func¸o˜es de < em <, 1-1
(biun´ıvocas) enta˜o δ(g(X), h(Y )) = δ(X, Y ). Ou seja, o ı´ndice permanece inva-




O coeficiente de correlac¸a˜o ma´xima foi introduzido por Gebelein como ρ∗(X, Y ) =
sup Corr(g1(X), g2(Y )). O supremo e´ calculado sobre todas as func¸o˜es Borel men-
sura´veis g1 e g2 : < → < ambas com variaˆncia positiva e finita.
O coeficiente de correlac¸a˜o ma´xima possui fundamental importaˆncia em diferen-
tes a´reas da estat´ıstica, tais como: obter transformac¸o˜es o´timas para a ana´lise de
regressa˜o, ale´m de estar relacionado a` teoria de convergeˆncia do algoritmo amostra-
dor de Gibbs em ana´lise bayesiana (Papadatos e Xifara, 1994).
Segundo Johnson e Wichern (2007) a ana´lise de correlac¸a˜o canoˆnica foi inicial-
mente desenvolvida por H. Hotelling e a correlac¸a˜o ma´xima coincide com o primeiro
par de varia´veis canoˆnicas. Esse par e´ composto pelas v.as. U = a′X e V = b′Y tais
que U e V maximizem a correlac¸a˜o ρ = Corr(U, V ).
Apesar de sua importaˆncia, o ca´lculo do coeficiente de forma expl´ıcita na˜o e´ trivial,
como afirmou Papadatos e Xifara.
A.2.2 Correlac¸a˜o tetraco´rica
O coeficiente de correlac¸a˜o tetraco´rico foi introduzido por Karl Pearson e pode ser
considerado como uma estimativa do coeficiente de correlac¸a˜o entre duas varia´veis
latentes1, ambas originalmente cont´ınuas e normais, pore´m efetivamente observadas
como varia´veis dicotoˆmicas, ou seja, o coeficiente e´ uma medida de associac¸a˜o para
varia´veis cont´ınuas, pore´m transformadas em tabela 2× 2.
O ca´lculo do coeficiente e´ facilitado pelo uso de tabelas de contingeˆncia que permite
utilizar o valor das frequeˆncias para cada par de modalidade poss´ıvel entre as varia´veis
em estudo.
As suposic¸o˜es ba´sicas quanto a` utilizac¸a˜o desse coeficiente sa˜o: as varia´veis la-
tentes devem ser cont´ınuas e normalmente distribu´ıdas, com relac¸a˜o linear entre si;
as varia´veis devem ser dicotomizadas (ao serem medidas) o mais pro´ximo poss´ıvel a`
1Varia´vel que na˜o pode ser mensurada diretamente, tais como inteligeˆncia, ansiedade, conheci-
mento. Assim, constroem-se construtos capazes de serem medidos
59
mediana.
O Coeficiente de Correlac¸a˜o Tetraco´rico e´ menos confia´vel (possui erro padra˜o
maior) do que o de Pearson, pois sua variabilidade e´ aproximadamente 50% maior
quando o coeficiente de Pearson e´ igual a zero. Assim, para obter a mesma confiabi-
lidade que a obtida no Coeficiente de Correlac¸a˜o de Pearson, e´ necessa´rio o dobro do
tamanho da amostra.
A.2.3 Crame´r
O ı´ndice de dependeˆncia de Crame´r e´ definido por:
µ = σxσy
∫ ∫
(f(x, y)− r(x)c(y))2dxdy (A.1)
em que r(x) e c(y) sa˜o func¸o˜es cont´ınuas escolhidas para tornar o valor da Eq. (A.1)
mı´nimo.
Esse ı´ndice pode ser utilizado para avaliar a capacidade de ajustamento de uma
func¸a˜o de distribuic¸a˜o acumulada F (x) comparada com uma func¸a˜o de distribuic¸a˜o
emp´ırica S(x) (amostra u´nica), para se comparar duas distribuic¸o˜es emp´ıricas (2
amostras) ou ate´ mesmo em algoritmos que buscam a estimac¸a˜o de distaˆncia mı´nima.
A.2.4 Hoeffding







(F (x, y)− xy)2dxdy (A.2)
No caso em que as varia´veis na˜o possuem essa distribuic¸a˜o e´ necessa´rio utilizar
uma transformac¸a˜o mono´tona para obteˆ-la. Essa e´ uma medida consistente de de-
pendeˆncia, pois Φ2 = 1 se, e somente se, as varia´veis forem perfeitamente dependentes.
2Apresenta a mesma densidade para todos os valores dentro do intervalo [µ− a;µ+ a] e zero fora
do intervalo.
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Uma outra forma de definir essa medida, como consta em Santos (2012), e´ con-
hecida como medida D de Hoefding - medida de associac¸a˜o entre duas v.as que e´
calculada a partir das amostras x e y .
D =
(n− 2)(n− 3)D1 +D2 − 2(n− 2)D3





= 1nQi(Qi − 1)




= 1n(Ri − 1)(Ri − 2)(Si − 1)(Si − 2)
Ri o posto de xi




= 1n(Ri − 2)(Si − 2)Qi
D e´ uma medida da distaˆncia entre F (XY ) e F (X)F (Y ). Caso essa distaˆncia seja




B.1 Validac¸a˜o do teste
c 1 2 3 4 5 6 7
c23456789012345678901234567890123456789012345678901234567890123456789012 !linha de comenta´rio
program BKRv5 ! begin the program named BKRv5
use ieee_arithmetic ! intrinsic module providing IEEE arithmetic
integer,parameter :: seed = 81348530 ! default seed
integer i,j,k,l ! contadores
integer n,m ! sample size (n) e number of replications (m)
integer seed2 ! user defined seed
real T0,TF ! initial time (T0) and end time (TF)
real deltax,deltay ! indicators
real C1, C2, C3, C4, Chisq ! auxiliar variables
real L1, L2, L3, L4, LL ! auxiliar variables
real KAK ! auxiliar variables
real n00,n11,n10,n01,e00,e01,e10,e11,nx,ny ! absolute frequencies
real MeanX, MeanY, MeanXY, MeanX2, MeanY2,VarX, VarY ! mean and variance
real fx,fy,fxy,fcx,fcy,fcxy,fxcy,fcxcy ! relative frequencies
real,dimension(10000) :: x,y,KS1,KS2,KS3,KS4 ! dataset (x,y) and auxiliar vectors
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real,dimension(50000) :: BKR,CHI,LR,KS,KSM,CORR,KAC ! vector of statistics
character*25 output ! name of the output file
call system(’cls’) ! clear screen
print*, ’BKR versao 1.5 -----------------------------------------’
print*, ’R. Matsushita/L.Rocha 2014’
print*, ’--------------------------------------------------------’
print*, ’Simulacao das estatisticas de testes de independencia ’
print*, ’para amostras IID’
print*, ’--------------------------------------------------------’
print*, ’--------------------------------------------------------’
print *, ’ ’
print *, ’(1) entre com o tamanho da amostra (max=10000)’
read *, n
print *, ’ ’
print *, ’(2) entre com a quantidade de replicacoes (max=50000)’
read *, m
print *, ’ ’
print *, ’(3) entre com a semente (no. inteiro)’
read *, seed2
print *, ’ ’
print *, ’(4) nome do arquivo de saida (max=25 char)’
read *, output
print *, ’ ’
print*, ’calculando...’






call cpu_time(T0) ! initial time
do l = 1,m,1
63






do i = 1,n,1 ! ------------------------------------------------
x(i) = rand() ! gera um vetor aleato´rio x



























do k = 1,n,1 ! percorre os vetores x e y
deltax=0
deltay=0
if(x(k) .le. x(i)) deltax=1
if(y(k) .le. y(i)) deltay=1
nx = nx + deltax
ny = ny + deltay
n11 = n11 + deltax*deltay
n00 = n00 + (1-deltax)*(1-deltay)
n10 = n10 + deltax*(1-deltay)





fcx = 1 - fx
fcy = 1 - fy
fcxy = fy - fxy
fxcy = fx - fxy





BKR(l) = BKR(l) + (fxy-fx*fy)**2
KAK = ((fxy-fx*fy)**2)/((1-fx)*(1-fy)*fx*fy)
if (ieee_is_nan(KAK) ) KAK=0










Chisq = C1 + C2 + C3 + C4
LL = L1 + L2 + L3 + L4
if (ieee_is_nan(Chisq) ) Chisq=0
if (ieee_is_nan(LL) ) LL=0
CHI(l) = CHI(l) + Chisq










c print *, ’rep’, l, ’ de ’, m
write(*,"(a)",advance="no") ’.’
end do
print *, ’ --- ok ---’
call cpu_time(TF)
print *, ’tempo de execucao ’, TF-T0, ’segundos.’
print *, ’gravando...’
open(unit=10,file=output,status=’UNKNOWN’)
write(10,*) ’BKR ’,’CHI ’,’LR ’,’KS ’,’KSM ’,’Corr ’,’KAC’






c do i = 1,n,1





end ! The End
B.2 Poder do teste: Smile
c 1 2 3 4 5 6 7
c23456789012345678901234567890123456789012345678901234567890123456789012 !linha de comenta´rio
program PowerSmilev1 ! begin the program named PowerSmilev1
use ieee_arithmetic ! intrinsic module providing IEEE arithmetic
integer,parameter :: seed = 81398984 ! default seed
integer i,j,k,l ! contadores
integer n,m ! sample size (n) e number of replications (m)
integer seed2 ! user defined seed
real T0,TF ! initial time (T0) and end time (TF)
real deltax,deltay ! indicators
real C1, C2, C3, C4, Chisq ! auxiliar variables
real L1, L2, L3, L4, LL ! auxiliar variables
real KAK ! auxiliar variables
real n00,n11,n10,n01,e00,e01,e10,e11,nx,ny ! absolute frequencies
real MeanX, MeanY, MeanXY, MeanX2, MeanY2,VarX, VarY ! mean and variance
real fx,fy,fxy,fcx,fcy,fcxy,fxcy,fcxcy ! relative frequencies
real,dimension(10000) :: x,y,KS1,KS2,KS3,KS4 ! dataset (x,y) and auxiliar vectors
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real,dimension(50000) :: BKR,CHI,LR,KS,KSM,CORR,KAC ! vector of statistics
character*25 output ! name of the output file
call system(’cls’) ! clear screen
print*, ’PowerSmile versao 1.0-----------------------------------’
print*, ’R. Matsushita/L. Rocha 2014’
print*, ’--------------------------------------------------------’
print*, ’Simulacao das estatisticas de testes de independencia ’
print*, ’para amostras dependentes (modelo smile)’
print*, ’--------------------------------------------------------’
print*, ’--------------------------------------------------------’
print *, ’ ’
print *, ’(1) entre com o tamanho da amostra (max=10000)’
read *, n
print *, ’ ’
print *, ’(2) entre com a quantidade de replicacoes (max=50000)’
read *, m
print *, ’ ’
print *, ’(3) entre com a semente (no. inteiro)’
read *, seed2
print *, ’ ’
print *, ’(4) nome do arquivo de saida (max=25 char)’
read *, output
print *, ’ ’
print*, ’calculando...’






call cpu_time(T0) ! initial time
do l = 1,m,1
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do i = 1,n,1 ! ------------------------------------------------
x(i) = 2*rand()-1 ! gera um vetor aleato´rio x



























do k = 1,n,1 ! percorre os vetores x e y
deltax=0
deltay=0
if(x(k) .le. x(i)) deltax=1
if(y(k) .le. y(i)) deltay=1
nx = nx + deltax
ny = ny + deltay
n11 = n11 + deltax*deltay
n00 = n00 + (1-deltax)*(1-deltay)
n10 = n10 + deltax*(1-deltay)





fcx = 1 - fx
fcy = 1 - fy
fcxy = fy - fxy
fxcy = fx - fxy





BKR(l) = BKR(l) + (fxy-fx*fy)**2
KAK = ((fxy-fx*fy)**2)/((1-fx)*(1-fy)*fx*fy)
if (ieee_is_nan(KAK) ) KAK=0










Chisq = C1 + C2 + C3 + C4
LL = L1 + L2 + L3 + L4
if (ieee_is_nan(Chisq) ) Chisq=0
if (ieee_is_nan(LL) ) LL=0
CHI(l) = CHI(l) + Chisq












print *, ’ --- ok ---’
call cpu_time(TF)
print *, ’tempo de execucao ’, TF-T0, ’segundos.’
print *, ’gravando...’
open(unit=10,file=output,status=’UNKNOWN’)
write(10,*) ’BKR ’,’CHI ’,’LR ’,’KS ’,’KSM ’,’Corr ’,’KAC’












end ! The End
B.3 Poder do teste: Cata-vento
c 1 2 3 4 5 6 7
c23456789012345678901234567890123456789012345678901234567890123456789012 !linha de comenta´rio
program PowerKolmogorov1 ! begin the program named PowerKolmogorov1
use ieee_arithmetic ! intrinsic module providing IEEE arithmetic
integer,parameter :: seed = 81398984 ! default seed
integer i,j,k,l ! contadores
integer n,m ! sample size (n) e number of replications (m)
integer seed2 ! user defined seed
real T0,TF ! initial time (T0) and end time (TF)
real deltax,deltay ! indicators
real C1, C2, C3, C4, Chisq ! auxiliar variables
real L1, L2, L3, L4, LL ! auxiliar variables
real KAK ! auxiliar variables
real sgny,U,A,delta,F0x,Ix,Iy,beta2,beta1,beta0,ypos,yneg ! auxiliar variables
real n00,n11,n10,n01,e00,e01,e10,e11,nx,ny ! absolute frequencies
real MeanX, MeanY, MeanXY, MeanX2, MeanY2,VarX, VarY ! mean and variance
real fx,fy,fxy,fcx,fcy,fcxy,fxcy,fcxcy ! relative frequencies
real,dimension(10000) :: x,y,KS1,KS2,KS3,KS4, xaux ! dataset (x,y) and auxiliar vectors
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real,dimension(50000) :: BKR,CHI,LR,KS,KSM,CORR,KAC ! vector of statistics
character*25 output ! name of the output file
call system(’cls’) ! clear screen
print*, ’PowerSmile versao 1.0-----------------------------------’
print*, ’R. Matsushita/L.Rocha 2014’
print*, ’--------------------------------------------------------’
print*, ’Simulacao das estatisticas de testes de independencia ’
print*, ’para amostras dependentes com densidade conjunta’
print*, ’f(x,y) = 0.25 + A*[sgn(x)*y - sgn(y)*x]’
print*, ’--------------------------------------------------------’
print*, ’--------------------------------------------------------’
print *, ’ ’
print *, ’(0) entre com o parametro A (0<A<=0.25)’
read *, A
print *, ’ ’
print *, ’(1) entre com o tamanho da amostra (max=10000)’
read *, n
print *, ’ ’
print *, ’(2) entre com a quantidade de replicacoes (max=50000)’
read *, m
print *, ’ ’
print *, ’(3) entre com a semente (no. inteiro)’
read *, seed2
print *, ’ ’
print *, ’(4) nome do arquivo de saida (max=25 char)’
read *, output
print *, ’ ’
print*, ’calculando...’







call cpu_time(T0) ! initial time
do l = 1,m,1






do i = 1,n,1 ! ------------------------------------------------
x(i) = 2*rand()-1 ! gera um vetor aleato´rio x
Ix = 1
Iy = 1
if(x(i) < 0) Ix = 0
F0x = (0.5 - sign(1.0,x(i))*A + 2*A*x(i))
U = rand()
if(U < F0x) Iy = 0
beta2 = A*(2*Ix-1)
beta1 = 2*A*x(i)-4*A*x(i)*Iy+0.5
beta0 = 0.5-A*sign(1.0,x(i))+2*x(i)*A - U
delta=beta1**2-4*beta0*beta2
ypos = (-beta1 + sqrt(delta))/(2*beta2)
yneg = (-beta1 - sqrt(delta))/(2*beta2)
y(i) = ypos



























do k = 1,n,1 ! percorre os vetores x e y
deltax=0
deltay=0
if(x(k) .le. x(i)) deltax=1
if(y(k) .le. y(i)) deltay=1
nx = nx + deltax
ny = ny + deltay
n11 = n11 + deltax*deltay
n00 = n00 + (1-deltax)*(1-deltay)
n10 = n10 + deltax*(1-deltay)






fcx = 1 - fx
fcy = 1 - fy
fcxy = fy - fxy
fxcy = fx - fxy





BKR(l) = BKR(l) + (fxy-fx*fy)**2
KAK = ((fxy-fx*fy)**2)/((1-fx)*(1-fy)*fx*fy)
if (ieee_is_nan(KAK) ) KAK=0









Chisq = C1 + C2 + C3 + C4
LL = L1 + L2 + L3 + L4
if (ieee_is_nan(Chisq) ) Chisq=0
if (ieee_is_nan(LL) ) LL=0
CHI(l) = CHI(l) + Chisq













print *, ’ --- ok ---’
call cpu_time(TF)
print *, ’tempo de execucao ’, TF-T0, ’segundos.’
print *, ’gravando...’
open(unit=10,file=output,status=’UNKNOWN’)
write(10,*) ’BKR ’,’CHI ’,’LR ’,’KS ’,’KSM ’,’Corr ’,’KAC’











end ! The End
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