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Resumen
El presente trabajo de Tesis aborda el estudio de correlaciones cua´nticas en
sistemas generales bipartitos. El objetivo es cuantificar dichas correlaciones a trave´s
de la mı´nima pe´rdida de informacio´n, inducida en el estado del sistema, al realizar
sobre e´ste una medida local completa. Esta pe´rdida de informacio´n se define en base
a formas entro´picas generales. La medida as´ı obtenida posee propiedades ana´logas
a la medida conocida como Quantum Discord, pero se enmarca en un concepto
distinto, ma´s directo y completamente general. Adema´s, ofrece en ciertos casos la
posibilidad de una evaluacio´n ma´s sencilla.
A continuacio´n se detallan los contenidos de los cap´ıtulos que componen esta
Tesis:
• Los cap´ıtulos I y II contienen la introduccio´n y los conceptos ba´sicos utilizados
en esta Tesis: Entrop´ıa, entrelazamiento, Quantum Discord, y algunos aspectos
de la teor´ıa de mayorizacio´n y su relacio´n con formas entro´picas generales.
• El cap´ıtulo III contiene el punto central de esta Tesis. En el se define el De´ficit
de Informacio´n Generalizado y la mı´nima pe´rdida de informacio´n por medida
local, basadas en formas entro´picas generales y conceptos de teor´ıa de mayo-
rizacio´n. Se incluyen ejemplos ilustrativos.
• En el cap´ıtulo IV se dan las condiciones necesarias para la obtencio´n de la
medida optimizante del De´ficit de Informacio´n Generalizado, deriva´ndose una
ecuacio´n general que debe satisfacer la misma. Se obtienen aqu´ı resultados
finales anal´ıticos para entrop´ıas particulares. Se discuten tambie´n en detalle
diversos ejemplos.
• En los cap´ıtulos V y VI se analizan las medidas anteriormente introducidas
para un par de espines, inmersos en cadenas de espines finitas con interaccio´n
XY y XX, en un campo magne´tico transverso. El resultado central es que las
correlaciones cua´nticas detectadas por estas medidas alcanzan, a diferencia del
entrelazamiento, un valor comu´n finito en el entorno del campo factorizante.
Se analizan asimismo los cambios de fase asociados a la medida optimizante.
• El cap´ıtulo VII contiene las conclusiones de esta Tesis.
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I Introduccio´n
En los u´ltimas dos de´cadas, el intere´s por los llamados estados cua´nticos en-
trelazados [1] aumento´ considerablemente a ra´ız del descubrimiento de su potencial
para permitir nuevas formas de transmisio´n y procesamiento de la informacio´n, tales
como la teleportacio´n cua´ntica [2] y la computacio´n cua´ntica [3–6]. Se han desarro-
llado algoritmos computacionales cua´nticos que reducen sustancialmente el nu´mero
de pasos requeridos en los mejores algoritmos cla´sicos conocidos [5, 7, 8]. En algu-
nos casos, los algoritmos cua´nticos logran reducir la complejidad de problemas que
cla´sicamente se consideran “duros” o Hard, tal como la factorizacio´n prima de un
nu´mero entero [5, 7]. Esta requiere un nu´mero exponencial de pasos en los algorit-
mos conocidos de la computacio´n cla´sica basada en bits (el nu´mero de pasos para
factorizar un nu´mero de n bits crece exponencialmente con n), pero el nu´mero de
pasos pasa a ser polinomial en el algoritmo cua´ntico introducido por Peter Shor [7],
basado en qubits (quantum bits).
El entrelazamiento cua´ntico denota las correlaciones sin ana´logo cla´sico que pue-
den ser exhibidas por sistemas cua´nticos compuestos. Hasta hace poco tiempo, se
cre´ıa que un requisito esencial para que una computadora cua´ntica fuera ma´s efi-
ciente que una cla´sica (es decir, para que no pudiera ser simulada eficientemente
por una computadora cla´sica), era que el entrelazamiento, al menos en alguna eta-
pa intermedia del proceso, deb´ıa ser no nulo. Si bien esto es cierto para algoritmos
cua´nticos basados en estados cua´nticos puros, en los que el entrelazamiento debe
crecer con el taman˜o del sistema para que se logre una reduccio´n exponencial del
nu´mero de pasos [9], no lo es necesariamente para algoritmos basados en estados
cua´nticos no puros o “mezcla”, tal como el algoritmo disen˜ado por Knill y Laflam-
me [10]. Este u´ltimo, si bien logra reducir la complejidad de un cierto problema
(el de la evaluacio´n de la traza de una matriz unitaria de 2n × 2n), no exhibe en-
trelazamiento sustancial en ninguna etapa [11]. Adema´s, a diferencia del caso de
estados puros, donde el entrelazamiento puede ser cuantificado mediante la entrop´ıa
de entrelazamiento (entanglement entropy) [12, 13], el entrelazamiento cua´ntico en
estados no puros [14,15] puede ser dif´ıcil de detectar en el caso general, no existiendo
un criterio general computable necesario y suficiente de entrelazamiento ni tampoco
una medida general rigurosa computable del mismo [6].
Surge entonces la necesidad de contar con una nueva medida que de cuenta de
las correlaciones cua´nticas residuales, presentes en estados no puros, que no son cap-
turadas por el entrelazamiento y que puedan estar presentes en el algoritmo de Knill
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y Laflamme. En 2001, Ollivier y Zurek [16] proponen una medida de correlaciones
cua´nticas a la que denominan Quantum Discord, que identifica aquellos estados que
permanecen invariantes frente a una medida local. Esta medida, definida en ba-
se a dos extensiones distintas de la informacio´n mutua cla´sica al terreno cua´ntico,
tendr´ıa en cuenta, en principio, estas correlaciones cua´nticas residuales. Una medida
similar fue paralelamente propuesta por Henderson y Vedral [17]. La presencia de
dichas correlaciones queda verificada en un importante trabajo de Datta, Shaji y Ca-
ves [18], en el cual se vuelve a estudiar el circuito original de Knill y Laflamme [10],
mostra´ndose que e´ste exhibe un valor finito y apreciable del Quantum Discord. Es
importante destacar que esta medida no tuvo una inmediata repercusio´n. So´lo des-
pue´s de la publicacio´n del trabajo de Caves en 2008 [18] es que el Quantum Discord
comienza a tener gran difusio´n.
La determinacio´n del Quantum Discord resulta, no obstante, tambie´n dif´ıcil en
el caso general, ya que requiere una minimizacio´n sobre todas las medidas locales
posibles en un sistema compuesto. En este trabajo de Tesis Doctoral, se propone una
medida entro´pica generalizada de correlaciones cua´nticas, mediante el denominado
De´ficit de Informacio´n generalizado por medida local, basado en el uso de formas
entro´picas generales. Esta u´ltima cantidad posee propiedades ana´logas a las del
Quantum Discord, anula´ndose para el mismo tipo de estados, es decir, para estados
cla´sicamente correlacionados (un subtipo de estados separables), y coincidiendo con
la entrop´ıa generalizada de entrelazamiento en el caso de estados puros. Y si bien,
al igual que en el caso del Quantum Discord, su evaluacio´n resulta dif´ıcil en el caso
general, la extensio´n propuesta permite considerar ciertas entrop´ıas para las cuales
la evaluacio´n resulta mucho ma´s accesible. Adema´s, la generalizacio´n del concepto de
De´ficit de Informacio´n permite identificar ciertas propiedades universales, es decir,
independientes de la entrop´ıa, o´ medida de desorden, o´ mezcla utilizada. Esta medida
entro´pica generalizada se introduce y discute en detalle en el cap´ıtulo III. Asimismo,
el cap´ıtulo IV trata sobre la determinacio´n de la medicio´n local o´ptima para este tipo
de medidas, es decir, aquella que minimiza la perturbacio´n promedio en el sistema
provocada por una medida local, y las correspondientes ecuaciones estacionarias.
Estos desarrollos dieron lugar a los trabajos [19, 20].
Los cap´ıtulos V y VI examinan el comportamiento, tanto del Quantum Discord
como de las medidas entro´picas generalizadas anteriores, para el caso de un par
de espines o qubits en el estado fundamental de un sistema finito de espines en
interaccio´n, bajo la accio´n de un campo magne´tico. Los resultados correspondientes
dieron lugar a los trabajos [21–24]. Con este objetivo, se evalu´an previamente estas
cantidades, en forma anal´ıtica, para un estado mezcla t´ıpico de dos espines en estos
sistemas, y en particular, para una superposicio´n estad´ıstica de dos estados de dos
espines alineados en direcciones distintas. Este resulta ser el estado real exacto de
un par de espines arbitrario en la vecindad del denominado campo factorizante del
sistema [25,26]. Esto permite comprender el comportamiento del Quantum Discord
y el De´ficit de Informacio´n Generalizado en su vecindad, y en cierto modo en toda la
regio´n por debajo del campo cr´ıtico. Los resultados muestran que el comportamiento
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de estas medidas difiere significativamente del mostrado por el entrelazamiento del
par justamente para campos menores que el campo cr´ıtico. Ma´s au´n, se muestra que
estas medidas adquieren, a diferencia del entrelazamiento, un valor finito apreciable
en la vecindad del campo factorizante, que resulta independiente de la separacio´n
del par y del alcance de la interaccio´n [21]. Por otro lado, mientras que el Discord y
el De´ficit de Informacio´n Generalizado tienen un comportamiento cualitativamente
similar, se muestra tambie´n que pueden exhibir diferencias sustanciales en la medida
local o´ptima que las determina. En particular, en el caso del De´ficit de Informacio´n
Generalizado, esta medida puede exhibir una transicio´n de “fase” que refleja cambios
importantes en el estado reducido del par de espines, tal como se discute en detalle
en el cap´ıtulo VI.
El cap´ıtulo II contiene una resen˜a general sobre entrop´ıas y medidas afines, tan-
to en sistemas cla´sicos como cua´nticos, conceptos que resultan esenciales a la hora
de definir el Quantum Discord y el De´ficit de Informacio´n Generalizado. Contiene
tambie´n una breve resen˜a sobre entrelazamiento cua´ntico y sus medidas en estados
puros y no puros, la definicio´n del Quantum Discord, junto con sus principales pro-
piedades, y finalmente un resumen de los conceptos esenciales asociados a la teor´ıa
de la mayorizacio´n y entrop´ıas generalizadas. Las conclusiones generales se discuten
en el cap´ıtulo VI.
Los desarrollos realizados en esta Tesis dieron lugar a las siguientes publicaciones
cient´ıficas en revistas internacionales con referato:
1) Quantum Discord in finite XY chains,
L. Ciliberti, R. Rossignoli, N. Canosa,
Physical Review A 82 042316 (2010).
2) Generalized entropic measures of quantum correlations,
R. Rossignoli, N. Canosa, L. Ciliberti,
Physical Review A 82 052342 (2010).
3) Quantum correlations and least disturbing local measurements,
R. Rossignoli, N. Canosa, L. Ciliberti,
Physical Review A 84 052329 (2011).
4) Generalized measures of quantum correlations for mixed states,
L. Ciliberti, N. Canosa, R. Rossignoli,
Journal of R. Laser Research 52, 212 (2011).
5) Quantum discord and related measures of quantum correlations in XY chains,
N. Canosa, L. Ciliberti, R. Rossignoli,
International Journal of Modern Physics B 27 1345033 (2013).
6) Quantum Discord and Information Deficit in XX chains,
L. Ciliberti, N. Canosa, R. Rossignoli,
Physical Review A 88 012119 (2013).
7) Quantum Discord and Information Deficit in Spin Chains,
N. Canosa, L. Ciliberti, R. Rossignoli, Entropy 17, 1634 (2015).
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II Conceptos Ba´sicos
En este cap´ıtulo daremos una breve resen˜a de los principales conceptos ba´sicos
utilizados en esta Tesis. Espec´ıficamente, entrop´ıa y medidas afines en sistemas
cua´nticos y cla´sicos, entrelazamiento y discordancia cua´ntica (Quantum Discord), y
finalmente, entrop´ıas generalizadas y su relacio´n con la teor´ıa de Mayorizacio´n.
2.1. Entrop´ıa y medidas afines en sistemas cla´sicos
2.1.1. Entrop´ıa
Comenzaremos describiendo ciertos conceptos ba´sicos de la teor´ıa de la informa-
cio´n. Dada una distribucio´n de probabilidad (d.p.) {pi, i = 1, . . . , n}, con pi ≥ 0,∑
i pi = 1, que consideraremos asociada a una cierta variable aleatoria (v.a.) dis-
creta X, (tal que pi = p(X = xi) es la probabilidad de que X tome el valor xi), la
entrop´ıa de Shannon se define como [5, 27–29]
S(X) = −
∑
i
pi log pi . (2.1)
Utilizaremos en lo sucesivo el logaritmo en base 2, siguiendo la convencio´n usual en
Informacio´n Cua´ntica e Informa´tica, de forma que la entrop´ıa de una v.a. binaria
equiprobable (es decir, que toma dos valores con igual probabilidad) es S(X) = 1 [5].
Como es bien sabido, S(X) es una medida de la falta de informacio´n asociada a la
d.p. Se tiene obviamente
S(X) ≥ 0 (2.2)
con S(X) = 0 si y so´lo si pi = δij para un cierto j, (es decir, si X toma un valor
xj con probabilidad 1, siendo entonces 0 la probabilidad de que tome cualquier otro
valor). Adema´s, S(X) es ma´xima para una distribucio´n equiprobable pi = 1/n ∀i,
en cuyo caso S(X) = log n. En una descripcio´n estad´ıstica de un sistema f´ısico, X
puede representar un cierto observable, convenientemente discretizado.
Dada una distribucio´n de probabilidad conjunta {pij, i = 1, . . . , n, j = 1, . . . ,m}
asociada a dos v.a. X e Y sobre el mismo sistema, de forma que pij = p(X = xi, Y =
yj) es la probabilidad de que X tome el valor xi e Y el valor yj simulta´neamente, la
correspondiente entrop´ıa conjunta es
S(X, Y ) = −
∑
i,j
pij log pij . (2.3)
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Las distribuciones marginales son
pXi =
∑
j
pij, p
Y
j =
∑
i
pij (2.4)
de forma que pXi es la probabilidad de que X tome el valor xi (independientemente
del valor que toma Y ) y pYj la probabilidad de que Y tome el valor yj , es decir,
pXi = p(X = xi), p
Y
j = p(Y = yj). Las correspondientes entrop´ıas marginales son
entonces
S(X) = −
∑
i
pXi log p
X
i , S(Y ) = −
∑
j
pYj log p
Y
j . (2.5)
Dos v.a. son independientes si y so´lo si pij = p
X
i p
Y
j ∀i, j. En tal caso, (2.3)
implica S(X, Y ) = S(X) + S(Y ). Esta es la propiedad de aditividad de la entrop´ıa
de Shannon, va´lida para v.a. independientes.
2.1.2. Entrop´ıa Condicional e Informacio´n Mutua
Para el caso general, podemos definir la entrop´ıa condicional [5, 27, 29]
S(X|Y ) =
∑
j
pYj S(X/Y = yj) = −
∑
i,j
pYj p
X
i/j log p
X
i/j (2.6)
donde
pXi/j = p(X = xi/Y = yj) = pij/p
Y
j (2.7)
es la probabilidad condicional de que X tome el valor i dado que Y tomo´ el valor
j (pXi/j ≥ 0,
∑
i p
X
i/j = 1) y S(X/Y = yj) = −
∑
i p
X
i/j log p
X
i/j la correspondiente
entrop´ıa condicional. S(X|Y ) es pues el promedio de estas entrop´ıas condicionales
particulares, es decir, el promedio de la falta de informacio´n sobre X al conocer un
dado valor de Y , y es claramente una cantidad positiva:
S(X|Y ) ≥ 0 . (2.8)
Si X e Y son v.a. independientes entonces pXi/j = p
X
i ∀j y S(X|Y ) = S(X).
Reemplazando (2.7) en (2.6) obtenemos una fo´rmula alternativa de la entrop´ıa
condicional, expresada puramente en te´rminos de la entrop´ıa conjunta y la entrop´ıa
marginal de Y :
S(X|Y ) = S(X, Y )− S(Y ). (2.9)
La positividad de la entrop´ıa condicional implica pues una propiedad ba´sica de toda
entrop´ıa conjunta:
S(X, Y ) ≥ S(Y ) (2.10)
y ana´logamente, tambie´n
S(X, Y ) ≥ S(X) (2.11)
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es decir, la falta de informacio´n asociada al par de v.a. es no menor que la asociada
a cada una de ellas.
La informacio´n mutua se define como [5, 27, 29]
I(X : Y ) = S(X) + S(Y )− S(X, Y ) (2.12)
y es una medida de las correlaciones entre X e Y . Si X e Y son independientes,
entonces S(X, Y ) = S(X) + S(Y ) y por lo tanto I(X : Y ) = 0.
En general, se tiene
I(X, Y ) ≥ 0 (2.13)
con I(X, Y ) = 0 so´lo si X e Y son independientes, como se demuestra matema´ti-
camente en la siguiente seccio´n. La positividad de I(X, Y ) es, no obstante, concep-
tualmente necesaria, ya que S(X)+S(Y ) representa la falta de informacio´n sobre el
sistema conjunto cuando so´lo se dispone de la informacio´n marginal (asociada a X e
Y por separado y determinada por las distribuciones marginales) sin informacio´n al-
guna sobre las correlaciones entre X e Y , y debe ser por lo tanto mayor que S(X, Y )
(ya que la d.p. conjunta contiene adema´s la informacio´n sobre las correlaciones).
En base a (2.9), podemos expresar la informacio´n mutua tambie´n en te´rminos
de la entrop´ıa condicional como
I(X : Y ) = S(X)− S(X|Y ) (2.14)
= S(Y )− S(Y |X). (2.15)
La positividad de I(X : Y ) implica pues S(X) ≥ S(X|Y ), S(Y ) ≥ S(Y |X).
Aplicacio´n a sistemas cla´sicos. Consideremos un sistema f´ısico cla´sico A, que
puede estar en un cierto conjunto de estados Ai, i = 1, . . . , n. En una descripcio´n
estad´ıstica [30], podemos asociar al mismo una d.p. tal que pi sea la probabilidad de
que el sistema este´ en el estado Ai. Por ejemplo, en el caso de una part´ıcula en una
dimensio´n, el ı´ndice i puede enumerar recta´ngulos en el espacio de fases elemental
Q,P convenientemente discretizado (siendo Q la coordenada y P el impulso de la
part´ıcula), de forma que pi sea la probabilidad de que la part´ıcula tenga coordenada
e impulso Qi, Pi pertenecientes al recta´ngulo. En el caso general, i enumerara´ las
celdas o hipervolumenes elementales del espacio de fases. La entrop´ıa de Shannon
correspondiente es entonces
S(A) = −
∑
i
pi log pi (2.16)
y el valor medio de un observable O del sistema A es 〈O〉 =∑i piOi, con Oi el valor
en la celda i.
Consideremos ahora dos sistemas cla´sicos A y B. Estara´n caracterizados por una
d.p. conjunta {pij}, tal que pij es la probabilidad de queA yB este´n simulta´neamente
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en los estados Ai y Bj, respectivamente. Tenemos en mente el caso t´ıpico de dos
sistemas A y B espacialmente separados, pero los resultados siguientes son generales
y aplicables a todo par de sistemas cla´sicos. La entrop´ıa conjunta o global es entonces
S(A,B) = −
∑
ij
pij log pij (2.17)
mientras que las entrop´ıas marginales o locales son
S(A) = −
∑
i
pAi log p
A
i , S(B) = −
∑
j
pBj log p
B
j (2.18)
con pAi =
∑
j pij, p
B
j =
∑
i pij las distribuciones marginales (p
A
i representa pues la
probabilidad de que A este´ en el estado Ai).
Las consideraciones anteriores permiten definir la entrop´ıa condicional
S(A|B) =
∑
j
pBj S(A/Bj) = −
∑
i,j
pBj p
A
i/j log p
A
i/j (2.19)
= S(A,B)− S(B) (2.20)
que es una cantidad no negativa. Esto implica una propiedad fundamental de todo
sistema cla´sico compuesto: La entrop´ıa global es siempre no menor que la entrop´ıa
local:
S(A,B) ≥ S(A), S(A,B) ≥ S(B). (2.21)
Como veremos, esta propiedad no se cumple necesariamente en sistemas cua´nticos.
Por otro lado, la informacio´n mutua del sistema sera´
I(A : B) = S(A) + S(B)− S(A,B) (2.22)
que es tambie´n una cantidad positiva: S(A : B) ≥ 0, con I(A : B) = 0 si y so´lo si
A y B no esta´n correlacionados, es decir, si pij = p
A
i p
B
j ∀ i, j. I(A : B) es pues una
medida de las correlaciones entre A y B. Se obtiene as´ı la cadena de desigualdades:
S(A) + S(B) ≥ S(A,B) ≥ S(A) (y S(B)). (2.23)
So´lo la primera desigualdad sera´ tambie´n va´lida en sistemas cua´nticos.
La propiedad aditiva usual S(A,B) = S(A) + S(B) es va´lida so´lo en el caso
no correlacionado. Un ejemplo t´ıpico de sistema no correlacionado es el de dos sis-
temas A y B sin interaccio´n a temperatura finita [30] en el que pij ∝ e−Eij/kT =
e−E
A
i /kT e−E
A
j /kT , donde T es la temperatura absoluta y Eij = E
A
i + E
B
j , con E
A
i la
energ´ıa del estado i de A y EBj la energ´ıa del estado j de B. Cuando Eij 6= EAi +EBj ,
debido a la presencia de una interaccio´n, pij 6= pAi pBj y entonces S(A,B) < S(A) +
S(B).
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2.1.3. Entrop´ıa Relativa
Consideremos dos distribuciones de probabilidad p = (p1, . . . , pn), q = (q1, . . . , qn)
asociadas a un mismo conjunto de eventos elementales. La entrop´ıa relativa (tambie´n
denominada divergencia de Kullback-Leibler [29, 31]) se define como
S(p||q) =
∑
i
pi log pi/qi (2.24)
y satisface S(p||q) ≥ 0, con S(p||q) = 0 si y so´lo si pi = qi, para i = 1, . . . , n (en
realidad, es finita so´lo si qi > 0 ∀ pi > 0, tendiendo a +∞ si qi → 0 para pi finito).
Demostracio´n: Debido a la concavidad del logaritmo, se tiene log x ≤ x−1 (1−x
es la recta tangente al logaritmo en x = 1), con el igual va´lido so´lo si x = 1. Por lo
tanto, − log qi/pi ≥ 1− qi/pi y
S(p||q) = −
∑
i
pi log qi/pi ≥
∑
i
pi(1− qi/pi) = 0
donde el igual vale so´lo si qi = pi ∀ pi > 0. Notemos que S(p||q) 6= S(q||p).
La informacio´n mutua (2.22) puede ahora escribirse como la entrop´ıa relativa
entre la distribucio´n producto qij = p
A
i p
B
j y la distribucio´n conjunta pij:
I(A : B) = −
∑
i,j
pij log
pXi p
Y
j
pij
= S(p||q).
La positividad de S(p||q) demuestra as´ı la positividad de la informacio´n mutua,
siendo entonces e´sta u´ltima nula so´lo si pij = p
A
i p
B
j ∀ i, j, es decir, so´lo si A y B son
independientes.
La entrop´ıa relativa no es una distancia, al no ser sime´trica. No obstante, puede
definirse una versio´n simetrizada de la misma, denominada divergencia de Jensen
Shannon [32, 33], dada por: DJS(p||q) = 12 [S(p||(p + q)/2) + S(q||(p + q)/2)]. Esta
cantidad es obviamente sime´trica, y d(p, q) =
√
DJS(p||q) satisface la desigualdad
triangular d(p, q) ≤ d(p, r) + d(r, q), siendo por lo tanto una me´trica para distribu-
ciones de probabilidad [32].
2.2. Entrop´ıa y medidas afines en sistemas cua´nticos
2.2.1. Entrop´ıa en sistemas cua´nticos
Discutiremos ahora la extensio´n de las definiciones previas a sistemas cua´nticos
[5, 6, 27, 29]. Consideraremos sistemas cua´nticos con espacio de Hilbert accesible de
dimensio´n finita n. El sistema puede pues estar en cualquier estado del espacio. El
conocimiento sobre el estado del sistema se caracteriza no ya por una distribucio´n
de probabilidad, si no por un operador densidad (o matriz densidad) ρ, que es un
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operador semidefinido positivo (y por lo tanto autoadjunto) en dicho espacio (es
decir, todos sus autovalores son no negativos), de traza 1:
ρ ≥ 0 , Trρ = 1 . (2.25)
Este operador determina el valor medio de cualquier observable O por medio de la
expresio´n
〈O〉 = Tr ρO . (2.26)
En particular, la probabilidad de encontrar al sistema en un estado particular |i〉,
(que supondremos normalizado) es entonces
pi = 〈Pi〉 = Tr ρPi = 〈i|ρ|i〉 (2.27)
donde Pi = |i〉〈i| es el proyector ortogonal sobre el estado |i〉.
En el caso de un sistema cua´ntico en un estado puro |i〉 (tal que la probabilidad
de encontrarlo en tal estado es 1), ρ es entonces el proyector ortogonal sobre el
subespacio generado por |i〉:
ρ = |i〉〈i| (2.28)
y satisface ρ2 = ρ. En el caso general, la descomposicio´n espectral de ρ la escribiremos
como
ρ =
∑
i
pi|i〉〈i| (2.29)
donde {pi, i = 1, . . . , n} son los autovalores de ρ (pi ≥ 0,
∑
i pi = 1) y {|i〉, i =
1, . . . , n} los correspondientes autovectores normalizados (〈i|i′〉 = δii′).
El caso puro corresponde a pi = 1 para un cierto estado y 0 para todos los dema´s.
En el caso general, tenemos ρ2 ≤ ρ (es decir, ρ2 − ρ es un operador con autovalores
−pi(1− pi) negativos o nulos).
La entrop´ıa de Shannon se reemplaza ahora por la entrop´ıa de von Neumann
[5, 27, 34], definida como
S(ρ) = −Tr ρ log ρ (2.30)
= −
∑
i
pi log pi . (2.31)
Al igual que en el caso cla´sico, S(ρ) ≥ 0, con S(ρ) = 0 u´nicamente para un estado
puro (ρ2 = ρ). S(ρ) sera´ por el contrario ma´ximo (S(ρ) = log n) para un estado
ma´ximamente “mezclado” ρn = In/n, donde In denota el operador identidad, tal
que pi = 1/n ∀ i.
Dados dos sistemas cua´nticos distinguibles, que denotaremos nuevamente como
A y B (lo cual sigue la notacio´n usual en informacio´n cua´ntica, referida a Alicia
(Alice) y Benito (Bob) [5]), con sendos espacios de Hilbert HA y HB, y espacio de
Hilbert conjunto HA ⊗ HB, el estado conjunto estara´ determinado por una cierta
matriz densidad conjunta ρAB. La entrop´ıa conjunta es por lo tanto
S(A,B) = S(ρAB) = −Tr ρAB log ρAB . (2.32)
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Tenemos en mente, como caso t´ıpico, dos sistemas distinguibles A, B espacialmente
separados, au´nque las siguientes expresiones son va´lidas para todo par A, B, con
espacio conjunto accesible HA ⊗ HB. Un observable local en el sistema A es un
observable de la forma OA ≡ oA⊗ IB, donde IB denota la identidad en HB. Su valor
medio es entonces
〈OA〉 = Tr ρABOA = TrA ρAoA (2.33)
donde hemos definido la matriz densidad reducida [5, 27]
ρA = TrB ρAB (2.34)
ana´loga a la distribucio´n marginal en sistemas cla´sicos, la cual determina completa-
mente los valores medios de todo observable local en A. Expl´ıcitamente, 〈i|ρA|j〉 =∑
k〈ik|ρAB|jk〉, donde |ik〉 ≡ |i〉 ⊗ |k〉 = |i〉|k〉 son los estados de una base producto
ortonormal de HA ⊗HB. Ana´logamente,
ρB = TrA ρAB
determina los valores medios de cualquier operador local OB en B. Las entrop´ıas
locales son
S(A) = S(ρA) = −Tr ρA log ρA , S(B) = S(ρB) = −Tr ρB log ρB .
El estado conjunto es no correlacionado si y so´lo si ρAB = ρA ⊗ ρB, es decir, si y
so´lo si es un estado producto, en cuyo caso sus autovalores son pij = p
A
i p
B
j con p
A
i y
pBj los autovalores de ρA y ρB, respectivamente. En tal caso las entrop´ıas cua´nticas
satisfacen tambie´n S(A,B) = S(A)+S(B), como es fa´cil ver de la definicio´n (2.32).
2.2.2. Entrop´ıa Condicional e Informacio´n Mutua
Para el caso general, podemos ahora definir la primera versio´n cua´ntica de la
entrop´ıa condicional utilizando directamente la fo´rmula (2.9) [5, 27, 29]:
S1(A|B) ≡ S(A,B)− S(B) (2.35)
= S(ρAB)− S(ρB) . (2.36)
No obstante, es fundamental notar que en el caso cua´ntico, esta cantidad no es
necesariamente positiva. Es decir, en el caso cua´ntico la entrop´ıa global S(A,B)
puede ser mayor, pero tambie´n menor que las entrop´ıas locales. El caso menor se da
en los estados entrelazados, que definiremos en detalle en la pro´xima seccio´n, y del
cual se dara´ en este cap´ıtulo un ejemplo.
La segunda versio´n cua´ntica de la entrop´ıa condicional fue introducida por Zurek
en 2001 [16] y la discutiremos ma´s adelante.
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En forma ana´loga, la primera versio´n cua´ntica de la informacio´n mutua puede
definirse siguiendo las ecuaciones (2.12)–(2.14):
I(A : B) = S(ρA) + S(ρB)− S(ρAB) (2.37)
= S(A)− S1(A|B) = S(B)− S1(B|A) (2.38)
la cual es tambie´n una medida de las correlaciones entre A y B [5,27]. Si A y B son
no correlacionados, S(ρAB) = S(ρA) + S(ρB) y por lo tanto I(A : B) = 0.
A diferencia de S1(A|B), I(A : B) continu´a siendo positiva en el caso cua´ntico, al
igual que en el caso cla´sico: I(A : B) ≥ 0, con I(A : B) = 0 si y so´lo si ρAB = ρA⊗ρB,
tal como se demuestra a continuacio´n. Este resultado es tambie´n conceptualmente
evidente y necesario, ya que S(A) + S(B) es nuevamente una medida de la falta de
informacio´n si so´lo se dispone de informacio´n sobre los valores medios de observables
locales, mientras que S(A,B) mide la falta de informacio´n cuando se conoce adema´s
toda la informacio´n sobre las correlaciones, es decir, sobre los valores medios de
observables generales del tipo OAB = oA⊗ oB. Por lo tanto S(A,B) ≤ S(A)+S(B).
A modo de ejemplo, consideremos un par de qubits o espines 1/2 en un estado
de Bell, por ejemplo
|Ψ〉 = |↑↑〉+ |↓↓〉√
2
(2.39)
donde |↑↑〉 = |↑〉⊗|↑〉 denota un estado con ambos espines en la direccio´n z positiva.
Este estado lo reescribiremos, siguiendo la notacio´n acostumbrada en informacio´n
cua´ntica, como
|Ψ〉 = |00〉+ |11〉√
2
. (2.40)
En tal caso,
S(ρAB) = 0
(pues ρAB = |Ψ〉〈Ψ| corresponde a un estado puro (ρ2AB = ρAB)) pero
ρA = ρB =
1
2
I =
1
2
(|0〉〈0|+ |1〉〈1|)
es decir, las matrices densidad reducidas esta´n ma´ximamente mezcladas y por lo
tanto
S(ρA) = S(ρB) = 1 .
Esto implica
S1(A|B) = 0− 1 = −1 .
Este estado es, como veremos luego, un estado ma´ximamente entrelazado de dos
qubits, en el que el sistema conjunto esta´ “ma´ximamente ordenado” (esta´ en un
estado puro) pero el sistema local esta´ ma´ximamente desordenado. Esto es imposible
en el caso cla´sico, ya que si pij = 1 para un cierto par (i, j) (y 0 para los restantes)
entonces necesariamente pAi = p
B
j = 1 y entonces S(A) = S(B) = 0. Este estado
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conduce pues a un caso extremo de no extensividad: Mientras que S(A) = S(B) = 1,
la entrop´ıa global S(A,B), lejos de ser igual a la suma, es nula.
Puede tambie´n afirmarse que el estado de Bell corresponde a un caso de corre-
lacio´n extremo, sin ana´logo cla´sico, en el que
I(A : B) = S(A) + S(B)− 0 = 2 .
En el caso de dos sistemas cla´sicos binarios, el valor ma´ximo de I(A : B) es 1 y
corresponde a pij = δij/2, es decir a un sistema en el que ambos esta´n, o bien en el
estado 0, o bien en el estado 1, con igual probabilidad.
Finalmente, mencionemos que todo el formalismo estad´ıstico cla´sico se recupera
como caso particular del cua´ntico si nos restringimos a operadores densidad conjun-
tos de la forma
ρ =
∑
i,j
pij|ij〉〈ij| (2.41)
es decir, diagonales en una base producto {|ij〉 = |i〉 ⊗ |j〉}, y a observables que
son diagonales en esta base (y por lo tanto conmutantes y simulta´neamente me-
dibles). En este caso, las matrices densidad reducidas son ρA =
∑
i p
A
i |i〉〈i|, ρB =∑
j p
B
j |j〉〈j| y quedan completamente determinadas por las distribuciones margi-
nales pAi =
∑
j pij, p
B
j =
∑
i pij, como en el primer cap´ıtulo. Los valores medios
de observables diagonales OAB, OA y OB son pues determinados puramente por la
distribuciones pij, p
A
i y p
B
i , respectivamente.
2.2.3. Entrop´ıa relativa cua´ntica
Para demostrar la positividad de la informacio´n mutua cua´ntica es conveniente
demostrar primeramente la positividad de la entrop´ıa relativa cua´ntica, definida
como [5, 27, 29,35]
S(ρ||ρ′) = Trρ[log ρ− log ρ′] . (2.42)
Se tiene S(ρ||ρ′) ≥ 0, con S(ρ||ρ′) = 0 sii (si y so´lo si) ρ = ρ′ [5, 27, 29]:
S(ρ||ρ′) =
∑
ν
pν [log pν −
∑
µ
|〈ν|µ′〉|2 log p′µ] ≥
∑
ν
pν [log pν − log qν ] = S(p||q) ≥ 0
donde hemos utilizado las descomposiciones espectrales ρ =
∑
ν pν |ν〉〈ν|, ρ′ =∑
ν p
′
ν |ν ′〉〈ν ′|, definido qν = 〈ν|ρ′|ν〉, y utilizado la concavidad del logaritmo, que im-
plica log qν = log[
∑
µ |〈ν|µ′〉|2p′µ] ≥
∑
µ |〈ν|µ′〉|2 log p′µ. En la u´ltima desigualdad he-
mos utilizado la positividad de la entrop´ıa relativa cla´sica. La igualdad rige so´lo si los
autovalores y las bases en que ρ y ρ′ son diagonales coinciden, es decir, so´lo si ρ = ρ′.
Al igual que en el caso cla´sico, puede definirse la divergencia de Jensen-Shannon co-
mo la entrop´ıa relativa simetrizada [32,36] D(ρ||ρ′) = 1
2
[S(ρ||ρ+ρ′
2
) + S(ρ′||ρ+ρ′
2
)].
A partir de la entrop´ıa relativa, es fa´cil ver que la informacio´n mutua cua´ntica
(2.37) puede escribirse como [35]
I(A,B) = S(ρAB||ρA ⊗ ρB) (2.43)
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y por lo tanto, I(A,B) ≥ 0, con I(A,B) = 0 sii ρAB = ρA ⊗ ρB.
2.3. Entrelazamiento
En esta seccio´n definimos, en forma general, el concepto de estado cua´ntico en-
trelazado [1, 5, 6, 12, 15, 37] y en la seccio´n siguiente introduciremos el concepto de
discordancia cua´ntica o Quantum Discord.
2.3.1. Entrelazamiento de estados puros
Un estado cua´ntico puro |Ψ〉 de un sistema conjunto A+B es un estado entrela-
zado (entangled) si no es posible escribirlo como estado producto. En caso contrario
se lo denomina separable:
|Ψ〉 = |ΨA〉|ΨB〉 ⇒ |Ψ〉 separable (2.44)
|Ψ〉 6= |ΨA〉|ΨB〉 ⇒ |Ψ〉 entrelazado. (2.45)
El entrelazamiento de un estado puro de un sistema bipartito puede medirse por
medio de la entrop´ıa de entrelazamiento [5, 12], definida como la entrop´ıa de cual-
quiera de los subsistemas (ya que son siempre ide´nticas cuando el estado global es
puro, como se demuestra luego):
E(A,B) = S(A) = S(B) . (2.46)
donde S(A) = S(ρA) con ρA = TrB |Ψ〉〈Ψ|. E(A,B) es una medida de las co-
rrelaciones cua´nticas en el estado: Si |Ψ〉 es separable, entonces ρA = |ΨA〉〈ΨA|,
ρB = |ΨB〉〈ΨB| y E(A,B) = 0.
En el caso puro E(A,B) coincide, pues, con el opuesto de la entrop´ıa condicional:
S1(A|B) = S(A,B)− S(B) = −E(A,B)
dado que S(A,B) = 0. Asimismo, la correspondiente informacio´n mutua es
I(A : B) = S(A)− S(A|B) = 2S(A) = 2E(A,B) .
Podemos considerar a I(A : B) como una medida de todas las correlaciones en
el sistema, mientras que a E(A,B) como una medida de correlaciones puramente
cua´nticas en el mismo.
Para determinar efectivamente si un estado cua´ntico es entrelazado, debe uti-
lizarse la denominada descomposicio´n de Schmidt del estado [5]: Existen siempre
bases locales {|kA〉} y {|kB〉} ortonormales en las que |Ψ〉 puede escribirse en la
forma
|Ψ〉 =
ns∑
k=1
σk|kA〉|kB〉 (2.47)
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donde ns es el nu´mero de Schmidt y σk > 0 , donde
∑ns
k=1 σ
2
k = 1. Las matrices den-
sidad reducidas esta´n entonces dadas por ρA =
∑
k σ
2
k|kA〉〈kA|, ρB =
∑
k σ
2
k|kB〉〈kB|,
siendo pues siempre isospectrales (considerando sus autovalores no nulos) lo que im-
plica S(A) = S(B). El caso separable corresponde a ns = 1, donde E(A,B) = 0,
mientras que el caso entrelazado a ns ≥ 2, en el que
E(A,B) = −
ns∑
k=1
σ2k log(σ
2
k). (2.48)
En el caso general, la descomposicio´n de Schmidt puede obtenerse mediante la des-
composicio´n en valores singulares de la matriz, que contiene los coeficientes de ex-
pansio´n de |Ψ〉 en una base ortogonal producto arbitraria [5], siendo los σk los valo-
res singulares de dicha matriz. En el caso del estado de Bell, la ecuacio´n (2.39) ya
esta´ expresando el estado en la forma (2.47), por lo que ns = 2, con σ1 = σ2 = 1/
√
2.
Como se menciono´ previamente, el entrelazamiento es considerado un recurso
esencial en informacio´n cua´ntica [5,6], pues permite formas radicalmente nuevas de
comunicacio´n y procesamiento de la informacio´n, tales como teleportacio´n cua´ntica
[2] y computacio´n cua´ntica [5].
2.3.2. Entrelazamiento de estados no puros
En el caso de estados ρ generales, no necesariamente puros (ρ2 ≤ ρ), la definicio´n
de entrelazamiento cua´ntico es ma´s compleja. Ma´s au´n, en el caso general no es
posible obtener un me´todo computable para determinar si el estado es entrelazado
en un nu´mero finito de pasos, y por lo tanto tampoco una medida computable del
mismo.
Segu´n la definicio´n introducida por R.F. Werner en 1989 [14], un estado cua´ntico
general es separable si puede ser escrito como una combinacio´n convexa de estados
producto, es decir, una superposicio´n estad´ıstica de estados no correlacionados. En
caso contrario, e´ste sera´ entrelazado:
ρ =
∑
α
qαρ
α
A ⊗ ραB, qα ≥ 0, ⇒ ρ separable (2.49)
ρ 6=
∑
α
qαρ
α
A ⊗ ραB, qα ≥ 0, ⇒ ρ entrelazado (2.50)
donde
∑
α qα = 1. En particular, un estado producto ρAB = ρA ⊗ ρB, es decir,
un estado no correlacionado, es un estado separable. Pero tambie´n lo es cualquier
combinacio´n convexa de los mismos. El argumento [14] es que los estados separables
pueden ser generados mediante operaciones locales y comunicacio´n cla´sica (es decir,
por LOCC (local operations and classical communication) [5]) y por lo tanto no
contienen correlaciones “genuinamente” cua´nticas.
En otras palabras, dos personas espacialmente separadas, pueden acordar, me-
diante llamadas telefo´nicas (comunicacio´n cla´sica) preparar un estado producto
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|ΨA〉|ΨB〉, pero tambie´n una combinacio´n estad´ıstica de estados producto: A tira
un dado y de acuerdo al valor de este prepara |ΨαA〉, α = 1, . . . , 6, y avisa a B, quien
prepara el correspondiente estado |ΨαB〉, originando as´ı una combinacio´n convexa del
tipo (2.49) (ρ =
∑6
α=1
1
6
|ΨαA〉〈ΨαA| ⊗ |ΨαB〉〈ΨαB|).
Un estado entrelazado en cambio, no puede ser escrito en la forma anterior con
coeficientes qα positivos. Los estados entrelazados se generan u´nicamente por medio
de una interaccio´n cua´ntica entre los sistemas. Por ejemplo, surgen naturalmente
como autoestados de un Hamiltoniano que contenga te´rminos de interaccio´n
∑
α o
α
A⊗
oαB, o´ sencillamente al hacer evolucionar un estado inicialmente separable con un
Hamiltoniano del tipo anterior [5,38] (de forma tal que el operador evolucio´n U(t) =
exp[−iHt/~] no se pueda expresar como un producto de operadores de evolucio´n
locales UA(t)⊗ UB(t) ).
Los estados ρ diagonales en una base producto tal como (2.41) son un caso
particular de estado separable. En el caso general, los distintos te´rminos en (2.49)
no son necesariamente conmutantes.
En el caso puro, la definicio´n (2.49) coincide por supuesto con la previa dada en
la ecuacio´n (2.45): Si ρ2AB = ρAB, la combinacio´n convexa (2.49) es necesariamente
un estado producto ρA ⊗ ρB, con ρA y ρB puros.
2.3.3. Criterios ba´sicos de separabilidad
Dada una matriz densidad ρAB correspondiente a un estado no puro, no es en
general nada fa´cil determinar si ρAB es separable o entrelazado, excepto en casos
sencillos, tal como el de dos qubits. Este es en realidad un problema considerado en
general “ hard ” [39].
El criterio de la traspuesta parcial, introducido por Asher Peres en 1996
[40], proporciona un criterio de separabilidad simple, computable y necesario, pero
en general no suficiente. Es decir, es un criterio suficiente pero no necesario de
entrelazamiento:
ρAB separable ⇒ ρtAAB ≥ 0 (2.51)
donde tA denota trasposicio´n parcial [5] (〈ij|ρtAAB|kl〉 = 〈kj|ρAB|il〉). Es decir, si
ρtAAB tiene algu´n autovalor negativo entonces ρAB es entrelazado. Pero si todos sus
autovalores son no-negativos puede ser au´n entrelazado. So´lo en el caso de dos qubits
o qubit/qutrit, el presente criterio es necesario y suficiente [40, 41].
El criterio entro´pico esta´ndar se basa en una caracter´ıstica cla´sica funda-
mental de los estados separables: Al igual que los sistemas cla´sicos, son siempre ma´s
desordenados globalmente que localmente [42]:
ρ separable ⇒ S(A,B) ≥ S(A) (2.52)
y ana´logamente, S(A,B) ≥ S(B). Corresponden pues a una entrop´ıa condicional
S1(A|B) (y S1(B|A)) positiva. Los estados entrelazados, pueden satisfacer, como
vimos anteriormente S(A,B) < S(A), pero a diferencia del caso puro, en el caso no
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puro esta condicio´n no es necesaria: Existen tambie´n estados entrelazados que son
ma´s desordenados globalmente que localmente (S(A,B) > S(A), S(A,B) > S(B)).
Notemos tambie´n que en el caso no puro, S(A) no es necesariamente igual a S(B).
El presente criterio entro´pico puede extenderse a otras entrop´ıas mucho ma´s
generales, como veremos en la sec. 2.5.
2.3.4. Entrelazamiento de formacio´n. Concurrencia
Medir el entrelazamiento en estados no puros es au´n ma´s dificil y no es un
tema cerrado. Una medida comunmente utilizada es el entrelazamiento de formacio´n,
definido por la denominada extensio´n de techo convexo (“convex roof extension”) de
la definicio´n para estados puros [6, 15]:
E(ρAB) = Min
ρAB=
∑
α qα|Ψα〉〈Ψα|
∑
α
qαE(|Ψα〉〈Ψα|) (2.53)
es decir, es el mı´nimo, entre todas las representaciones posibles de ρAB como com-
binacio´n convexa (qα ≥ 0) de estados puros |Ψα〉 (no necesariamente ortogonales),
del promedio del entrelazamiento en los mismos, definido de acuerdo a (2.46). La
cantidad (2.53) no es en general computable en forma exacta, salvo en el caso de dos
qubits, donde W.K. Wootters logro´ obtener, en 1998, una fo´rmula general compu-
table por medio de la llamada concurrencia C [43, 44]:
E(A,B) = −
∑
ν=±
qν log qν , q± =
1±
√
1−C2(A,B)
2
(2.54)
C(A,B) = Max[2λM − TrR, 0] (2.55)
donde λM es el autovalor ma´ximo de la matriz R =
√
ρ
1/2
ABρ˜ABρ
1/2
AB, con ρ˜AB =
σy ⊗ σyρ∗ABσy ⊗ σy en la base esta´ndar (compuesta por autoestados producto de
σz ⊗ σz).
Se cumple 0 ≤ C(A,B) ≤ 1, 0 ≤ E(A,B) ≤ 1, con E(A,B) = C(A,B) = 1
para un estado de Bell (que es, por lo tanto, un estado ma´ximamente entrelazado),
y E(A,B) = C(A,B) = 0 para un estado separable, siendo E(A,B) una funcio´n
estrictamente creciente de C(A,B).
Para un estado puro arbitrario de dos qubits, puede verse que (2.54) se reduce a
la entrop´ıa S(A) = S(B) de cualquiera de los qubits, dada por la expresio´n (2.48)
con ns = 2. En tal caso C(A,B) = 2
√
σ1σ2, con
C2(A,B) = 4σ1σ2 = 2(1− Tr ρ2A) . (2.56)
2.4. Quantum Discord
Hasta hace poco tiempo se pensaba que el entrelazamiento capturaba todas las
correlaciones cua´nticas entre las componentes de un sistema. Y para que un algorit-
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Figura II.1: Circuito del algoritmo de Knill y Laflamme para calcular la traza de un
operador unitario Un: TrUn/2
n = 〈σx〉 + i〈σy〉, donde σµ son las matrices de Pauli
del primer qubit. H denota la compuerta de Hadamard (H = (σx + σz)/
√
2) y la
u´ltima operacio´n la medida sobre el primer qubit.
mo cua´ntico pudiera realizar una tarea de forma mucho ma´s eficiente que un algo-
ritmo cla´sico (es decir, para que la dependencia del nu´mero de pasos con el taman˜o
del “input” pasara, por ejemplo, de exponencial a polinomial), se cre´ıa necesario
que existiera entrelazamiento apreciable en al menos algu´n paso del circuito cua´nti-
co. Esto es efectivamente cierto en el caso algoritmos basados en estados cua´nticos
puros [9]. Sin embargo, se mostro´ luego que esto no es necesariamente va´lido para
algoritmos cua´nticos basados en estados no puros [11, 18].
Este hecho surgio´ en el modelo de computacio´n cua´ntica propuesto por Knill
y Laflamme en [10], basado en estados cua´nticos no puros (mixed state quantum
computation). El modelo consta de un u´nico qubit de control en un estado inicial
puro (o al menos no completamente mezclado) junto con un conjunto de n qubits en
el estadoma´ximamente mezclado In/n. Si bien este esquema no es universal, es decir,
no puede implementar un algoritmo arbitrario, el mismo s´ı es capaz de resolver en
forma eficiente ciertos problemas que cla´sicamente son considerados duros, como por
ejemplo el de la evaluacio´n de la traza de una matriz unitaria U de 2n × 2n [10]. La
ventaja es que este modelo resultar´ıa en general ma´s robusto frente a la decoherencia
que los esquemas basados en estados puros, resultando adema´s particularmente apto
para ser implementado en computadoras cua´nticas basadas en resonancia magne´tica
nuclear [45], ya que estas trabajan con estados no puros muy cercanos al l´ımite
ma´ximamente mezclado [5]. El modelo ha sido tambie´n implementado en pequen˜a
escala con fotones o´pticos [46].
Datta y Caves mostraron [11] que el modelo original de Knill y Laflamme [10]
exhib´ıa un entrelazamiento despreciable entre el denominado qubit de control y
cualquier subconjunto de los restantes. Este resultado centro´ la atencio´n en una
medida alternativa de correlaciones cua´nticas, propuesta originariamente por Ollivier
y Zurek [16], y paralelamente por Henderson y Vedral [17], en 2001, denominada
Quantum Discord (discordancia cua´ntica), la cual, a diferencia del entrelazamiento
de formacio´n (2.53), capturar´ıa todas las correlaciones cua´nticas presentes en un
estado no puro. Datta y Caves mostraron en 2008 [18] que el circuito de Knill y
Laflamme, si bien no conten´ıa entrelazamiento apreciable, si exhib´ıa una cantidad
sustancial de Quantum Discord (una fraccio´n considerable del ma´ximo valor posible)
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entre el qubit de control y el resto. En otras palabras, ser´ıa el Quantum Discord, y
no el Entrelazamiento Cua´ntico, el que permitir´ıa la realizacio´n en forma eficiente de
tareas cla´sicamente duras, en la computacio´n cua´ntica basada en estados no puros.
A partir de ese momento, el Quantum Discord desperto´ un gran intere´s en el campo
de la Informacio´n Cua´ntica [21, 47–54].
2.4.1. Definicio´n General
En lo que sigue emplearemos las definiciones dadas en las secciones previas. La
extensio´n cua´ntica (2.35) de la entrop´ıa condicional no es plenamente satisfactoria,
ya que puede ser negativa. Zurek propuso [16] una extensio´n alternativa de la de-
finicio´n cla´sica (2.6). Las probabilidades condicionales cla´sicas indican el grado de
conocimiento de X (A) dado el conocimiento de Y (B). Cua´nticamente, debemos
primero seleccionar una base local b = {|j〉, j = 1, . . . , nb} en B, es decir, realizar
una medida de un cierto observable local OB = IA ⊗ oB, con oB =
∑
j oj|j〉〈j| dia-
gonal en esta base (asumiremos que los autovalores oj de oB son no degenerados) y
luego medir el grado de conocimiento de A una vez realizada esta medida en B.
El estado del sistema conjunto luego de medir el resultado oj en B es [5]
ρAB/j = P
B
j ρABP
B
j /pj, pj = Tr ρAB P
B
j (2.57)
donde PBj = IA ⊗ |j〉〈j| es el correspondiente proyector y pj precisamente la proba-
bilidad de haber medido oj. El estado reducido de A luego de esta medicio´n es
ρA/j = TrB ρAB/j . (2.58)
Podemos entonces definir una segunda versio´n cua´ntica de la entrop´ıa condicional
como
S2(A|Bb) =
∑
j
pjS(ρA/j) (2.59)
= S(ρDbAB)− S(ρDbB ) (2.60)
donde el sub´ındice b indica la base local en B definida por oB y ρ
Db
AB, ρ
Db
B matrices
densidad diagonales respecto de esta base:
ρDbAB =
∑
j
pj ρAB/j =
∑
j
PBj ρABP
B
j (2.61)
ρDbB = TrA ρ
Db
AB =
∑
j
pj|j〉〈j| . (2.62)
El estado (2.61) representa el estado conjunto del sistema luego de esta medicio´n en
B, si no se conoce el resultado de dicha medicio´n. Se ve de (2.59) que S2(A|Bb) ≥ 0,
es decir, es no negativa, a diferencia de S1(A|B).
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Podemos definir ahora una segunda extensio´n cua´ntica de la informacio´n mutua
como
I2(A : Bb) = S(A)− S2(A|Bb) . (2.63)
La diferencia entre las dos versiones cua´nticas (2.37) y (2.63) de la informacio´n
mutua, denominada Quantum Discord (dependiente de la medida) por Zurek [16,17],
puede escribirse como
D(A|BM) = I(A : BM)− I2(A : B) (2.64)
= S2(A|Bb)− S1(A|B) (2.65)
= S(ρDbAB)− S(ρAB)− [S(ρDbB )− S(ρB)] (2.66)
= S(ρDbAB)− S(ρDbB )− [S(ρAB)− S(ρB)] , (2.67)
donde hemos escrito por conveniencia (ver abajo) las dos formas obviamente equiva-
lentes (2.66) y (2.67). Esta discordancia cua´ntica depende de la densidad de proba-
bilidad conjunta ρAB y del conjunto de proyectores {PBj } determinados por la base
ortonormal b.
En el caso de medidas locales generalizadas tipo POVM definidas por un conjunto
de operadores locales MBj = IA ⊗ Mj, con
∑
M †jMj = IB, deben utilizarse las
fo´rmulas (2.59),(2.64),(2.65), con ρAB/J = M
B
j ρABM
B†
j /pj, pj = Tr ρABM
B†
j M
B
j .
El mı´nimo de la cantidad anterior respecto de todas las posibles medidas locales
M = {Mj} es el verdadero Quantum Discord (QD), que depende so´lamente de
ρAB [16, 18]:
D(A|B) = Min
M
D(A|BM) . (2.68)
Se puede demostrar [52] que el mı´nimo se obtiene para operadores Mj de rango
1 (es decir, que en caso de medidas proyectivas, e´stas estara´n basadas en proyecto-
res localmente unidimensionales). En lo sucesivo nos restringiremos a este tipo de
medidas.
2.4.2. Quantum Discord de estados puros
En el caso de estados puros, el Quantum Discord se reduce exactamente al en-
trelazamiento (2.45) [16]:
ρ2AB = ρAB ⇒ D(A|B) = D(B|A) = E(A,B) . (2.69)
Efectivamente, si ρAB = |Ψ〉〈Ψ|, escribiendo en una base producto arbitraria |Ψ〉 =∑
i,j Cij|ij〉 =
∑
j
√
pj|jAj〉, con |jA〉 ≡
∑
iCij|i〉/
√
pj y pj =
∑
i |C2ij|, tenemos
ρA/j = |jA〉〈jA| (estado puro) y por lo tanto S(ρA/j) = 0 (es decir, S(ρDbAB) = S(ρDbB )).
Esto implica
D(A,Bb) = 0− S1(A|B) = S(B) = E(A,B) . (2.70)
24
2.4.3. Quantum Discord de estados no puros
So´lo en el caso de estados no puros puede la discordancia cua´ntica ser distinta
al entrelazamiento, definido en el caso de estados generales por (2.53).
La cantidad (2.53) satisface las siguientes propiedades fundamentales [16]:
D(A|B) ≥ 0 (2.71)
D(A|B) = 0 ⇔ ρAB = ρDbAB (2.72)
donde ρDbAB denota un operador separable de la forma especial (2.61), es decir, diago-
nal en una cierta base producto condicional {|ijj〉 = |iAj 〉 ⊗ |jB〉, i = 1, . . . , nA, j =
1, . . . , nB}. La propiedad (2.71) es consecuencia de una sutil propiedad de la en-
trop´ıa de von Neumann [27]: La entrop´ıa condicional S1(A|B) = S(ρAB) − S(ρB)
(con ρB = TrA ρAB) es una funcio´n co´ncava de ρAB. Si bien la concavidad de S(ρAB)
con respecto a ρAB es consecuencia directa de la concavidad de la funcio´n −x log x, la
propiedad de concavidad de la entrop´ıa condicional S1 no es trivial y fue demostrada
por Lieb [55] (en realidad se desprende de su demostracio´n de la conjetura de Wigner-
Yanase-Dyson sobre la concavidad conjunta de la funcio´n G(ρ1, ρ2) = tr ρ
t
1Kρ
1−t
2 K
∀ t ∈ (0, 1) para cualquier operador K, como puede verse en [27]). Dado que ρDbAB
puede ser considerada la parte “diagonal” de ρAB en una cierta base producto, la
ec. (2.67), que expresa el Discord como una diferencia de entrop´ıas condicionales S1,
junto con la concavidad de la entrop´ıa condicional S1, implica D(A|B) ≥ 0.
Con respecto a (2.72), es claro de (2.66) que si ρAB es de la forma separable par-
ticular (2.61), es decir ρAB = ρ
Db
AB para un cierto conjunto de proyectores, entonces
D(A,B) = 0, eligiendo como base de B aquella definida por estos proyectores. Para
el camino inverso, puede seguirse el argumento original de Zurek [16].
Se tiene pues que si D(A|B) = 0, ρAB es de la forma (2.61) y por lo tanto es
separable, lo que implica E(A,B) = 0. Por el contrario, si E(A,B) = 0, esto no
implica que ρAB sea de la forma (2.61) y que el Quantum Discord sea nulo, ya que lo
distintos te´rminos en (2.49) no son necesariamente conmutantes. Notemos finalmente
que para cualquier estado producto ρAB = ρA ⊗ ρB, obviamente D(A|B) = 0.
Debido a la minimizacio´n sobre el conjunto completo de medidas locales, el Dis-
cord (2.68) es, al igual que el entrelazamiento de formacio´n, dif´ıcil de evaluar en el
caso general, habie´ndose mostrado recientemente que es un problema “hard” (NP
completo [56]). Por esta razo´n, ser´ıa conveniente el desarrollo de medidas con propie-
dades ana´logas pero de evaluacio´n ma´s simple, algo que en parte se desarrollara´ en
el cap´ıtulo siguiente.
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2.5. Teor´ıa de la mayorizacio´n y entrop´ıas generalizadas
2.5.1. El concepto de orden e informacio´n
Resulta dif´ıcil dar una definicio´n rigurosa de orden de un sistema. Desde el
enfoque de la teor´ıa de la informacio´n, un sistema se dice ordenado con respecto
a otro sistema dado, si poseemos ma´s informacio´n acerca del primero que de este
u´ltimo. As´ı, el concepto de informacio´n esta´ intimamente ligado al concepto de
orden.
Para precisar el concepto de informacio´n vamos a apelar a su definicio´n axioma´ti-
ca dada por una funcio´n I(p), cuyo dominio es el espacio de las distribuciones de
probabilidades, y cuya imagen es el conjunto ℜ+.
A continuacio´n enumeramos los llamados axiomas de Khinchin-Shannon [57] que
deben ser satisfechos por una medida de informacio´n.
Sea el simplex ∆n = {(p1, p2, ..., pn) |pi ≥ 0,
∑n
i=1 pi = 1}1
• I) Axioma de continuidad
∀ n ∈ N ; la funcio´n I(p) debe ser continua para p ∈ ∆n
• II) Maximizacio´n:
Dado un valor de n ∈ N, p = (p1, p2, ..., pn) ∈ ∆n, la funcio´n I(p) debe
alcanzar su ma´ximo para pi = 1/n ∀i ∈ (1, ..., n)
• III) Expandibilidad
I(p1, p2, ..., pn) = I(p1, p2, ..., pn, 0)
• IV) Aditividad
I(p1, p2, ..., pm, pm+1, . . . , pn) = I(q1, q2) + q1I(
p1
q1
, . . . , pm
q1
) + q2I(
pm+1
q2
, . . . , pn
q2
)
donde q1 = p1 + . . .+ pm, q2 = pm+1 + . . .+ pn.
I) Expresa que distribuciones de probabilidad pro´ximas llevaran informaciones
cercanas.
II) Asegura que cuando todos los eventos son equiprobables la falta de informa-
cio´n sera´ ma´xima.
III) Establece que si aumentamos el espacio muestral con eventos que no tienen
probabilidad de ocurrencia esto no suma informacio´n alguna.
IV) Da cuenta de que la cantidad de informacio´n, asociada a un proceso aleato-
rio, es igual a la suma pesada de la informacio´n asociada a los subprocesos en los
que e´ste se puede dividir. Es decir, que si la informacio´n es adquirida en dos etapas
(la primera surge de elegir entre el grupo 1 y 2 y la segunda de elegir dentro de cada
grupo) la informacio´n debe ser sumada.
1Un simplex es la envoltura convexa de un conjunto de puntos de ℜn. Si el conjunto de pun-
tos elegidos es la base esta´ndar de ℜn {e1, ..., en}, el simplex se dice esta´ndar. El conjunto de
distribuciones de probabilidad de un espacio de n eventos forman un simplex esta´ndar.
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Bajo estos requisitos puede deducirse que la u´nica medida de informacio´n posible
resulta la entrop´ıa de Shannon
I(p) = S(p) ≡ −k
∑
i
piln pi (2.73)
donde la constante k > 0 puede absorberse en la base utilizada para el logaritmo
(loga p = k ln p, con k = 1/ ln a > 0 para a > 1).
Si la distribucio´n de probabilidades p asociada a la variable aleatoria X cambia,
la informacio´n asociada a la misma va a ser tambie´n modificada. Resulta natu-
ral entonces definir la informacion ganada o perdida como la diferencia entre las
informaciones en una y otra situacio´n. De esta manera la ganancia o pe´rdida de
informacio´n estara´ dada por:
∆I = Sfinal − Sinicial . (2.74)
Si se omite el postulado IV, existen muchas funciones I(p) que satisfacen los pos-
tulados I, II y III so´lamente. Llamaremos a estas funciones entrop´ıas generalizadas,
que sera´n discutidas en la pro´xima seccio´n.
2.5.2. Teor´ıa de la mayorizacio´n
Si p = (p1, ...pn) y q = (q1, ..., qn) son dos distribuciones de probabilidad, podemos
preguntarnos cual de las dos conlleva ma´s informacio´n, o lo que es lo mismo, cual
de las dos distribuciones es la ma´s ordenada.
Existe el llamado principio de transferencia, introducido a comienzos del siglo
XX, por el cual, dada una distribucio´n de probabilidad p, si transferimos parte de la
probabilidad de un suceso ma´s probable pi ∈ p a otro menos probable pj ∈ p, de tal
manera que la cantidad transferida sea menor que
pi−pj
2
, se obtiene otra distribucio´n
que es ma´s dispersa o menos concentrada, y por ende ma´s desordenada o con menor
informacio´n. Si volvemos ahora al caso de dos distribuciones de probabilidad, y
mediante procesos de transferencia sucesivos obtenemos la distribucio´n q a partir de
la distribucio´n p, se dice que q es menos ordenada o “ma´s mezclada” que p. Existen
varias maneras de precisar esto.
Si ordenamos las componentes de p y q en forma decreciente, de manera que
p1 ≥ p2 ≥ ... ≥ pn y q1 ≥ q2 ≥ ... ≥ qn, y se satisface que:
i∑
j=1
qj ≤
i∑
j=1
pj ∀ i ∈ (1, ..., n) (2.75)
se dice que p mayoriza a q [58, 59] o, en s´ımbolos,
q ≺ p. (2.76)
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Figura II.2: Ejemplo de distribucio´n de probabilidad (ordenada) q = (q1, . . . , qn)
mayorizada por la distribucio´n p. El panel derecho muestra las sumas parciales
sqi =
∑i
j=1 qj, spi =
∑i
j=1 pj.
De esta forma, si pi = δi,j para un cierto j = 1, . . . , n (ma´xima certeza) ⇒ q ≺ p
para toda distribucio´n q, mientras que para una distribucio´n equiprobable qi = 1/n
∀ i (ma´xima incerteza) se tiene q ≺ p para toda distribucio´n p.
En la Fig. (II.2) [59] se puede ver el significado geome´trico de la mayorizacio´n.
Si q ≺ p, el a´rea acumulada de la distribucio´n p (sus sumas parciales) es siempre
mayor que la correspondiente a la distribucio´n q.
Existen otras definiciones equivalentes a la anterior, como por ejemplo la siguien-
te: si existe un conjunto de matrices de permutacio´n {Πi}, con coeficientes αi ≥ 0,∑
i αi = 1 tal que q =
∑
i αiΠip, entonces q ≺ p y viceversa:
q ≺ p⇐⇒ q =
∑
i
αiΠip (2.77)
O, en forma equivalente,
q ≺ p⇐⇒ q = Dp (2.78)
siendo D una matriz doblemente estoca´stica, o sea, una matriz tal que todas sus
entradas son no negativas y tal que todas sus filas y columnas suman uno. Por este
motivo, si q ≺ p se dice tambie´n que la distribucio´n q es “ma´s mezclada” que p.
Notemos que dadas dos distribuciones de probabilidad p, q, puede cumplirse
que q ≺/p y p ≺/q, es decir, que ninguna mayorice a la otra. Se dice entonces que
la mayorizacio´n constituye una relacio´n de orden parcial entre distribuciones de
probabilidad. Es decir, la mayorizacio´n no es un orden total. No puede establecerse
una estricta relacio´n de “ma´s mezclado” entre dos distribuciones cualesquiera.
Finalmente, mencionamos que el concepto de mayorizacio´n se aplica tambie´n a
distribuciones p = (p1, . . . , pn) y q = (q1, . . . , qm) au´n cuando m 6= n. En este caso
se completa con ceros la distribucio´n asociada al mı´nimo entre m y n.
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2.5.3. Entrop´ıas Generalizadas
Otra manera, muy conveniente, de presentar la mayorizacio´n es la siguiente.
Sea F el conjunto de funciones f : [0, 1]→ R co´ncavas y derivables que satisfacen
f(0) = f(1) = 0. Luego, puede demostrarse [59, 60]
q ≺ p⇐⇒
∑
i
f(qi) ≥
∑
i
f(pi) para toda f ∈ F. (2.79)
Recordemos que la concavidad significa
f [qp1 + (1− q)p2] ≥ qf(p1) + (1− q)f(p2) ∀ q ∈ [0, 1] (2.80)
con la igualdad va´lida (en el caso estricto) so´lo si p1 = p2 o´ q(1 − q) = 0. Para f
derivable, la concavidad equivale a f ′(p) decreciente para p ∈ (0, 1).
Para f ∈ F , la funcio´n [27, 59–61]
Sf (p) =
∑
i
f(pi) (2.81)
es una medida del grado de “mezcla” asociada a la distribucio´n de probabilidad p,
y la denotaremos como entrop´ıa generalizada. Estas entrop´ıas satisfacen
Sf (p) ≥ 0
con Sf (p) = 0 so´lo si pi = δij para un cierto j = 1, . . . , n (ma´xima certeza) y Sf (p)
ma´xima para pi = 1/n ∀ i (ma´xima incerteza). Ma´s au´n, la ecuacio´n (2.79) puede
escribirse como [60]
q ≺ p⇐⇒ Sf (q) ≥ Sf (p) para toda f ∈ F (2.82)
por lo que todas estas entrop´ıas son sensibles al grado de “mezcla” de la distribucio´n:
Si q ≺ p entonces Sf (q) ≥ Sf (p), para toda Sf . Y adema´s, si Sf (q) ≥ Sf (p) para toda
Sf entonces q ≺ p. Es decir, son suficientes para asegurar la relacio´n de mayorizacio´n.
Por otro lado, Sf (q) > Sf (p) para una f determinada no implica necesariamente
q ≺ p. La relacio´n de mayorizacio´n no puede capturarse con una so´la entrop´ıa, siendo
por lo tanto ma´s estricta que la relacio´n de “ desorden” que emerge de un so´lo tipo
de entrop´ıa.
Las entrop´ıas (2.81) satisfacen as´ı los axiomas I, II y III (III es consecuencia
inmediata de (2.82)). Pero obviamente, IV se satisface so´lo si f(p) = −k p ln p, con
k > 0.
El concepto de mayorizacio´n es una relacio´n de orden muy fuerte, que segu´n
veremos luego, nos permitira´ capturar el concepto de informacio´n cua´ntica contenida
en un cierto estado cua´ntico no puro. Es una idea de orden cualitativo, en el sentido
de que si la distribucio´n p mayoriza a la distribucio´n q, estamos en condiciones
de afirmar que existira´ ma´s informacio´n contenida en la distribucio´n p que en la
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distribucio´n q, pero no sabemos cuanto vale esa cantidad de informacio´n. La clave
se encuentra en las ec. (2.79)–(2.81). Estas nos dicen que si para toda funcio´n suave y
co´ncava siempre se mantiene la relacio´n de desigualdad entre las entrop´ıas Sf , luego
esto impone un orden entre ambas distribuciones, pero desde luego no sabemos
cuanto ma´s ordenada esta´ una distribucio´n con respecto a la otra, y por ello se
dice que es un orden cualitativo. Esto no nos impide elegir una de entre el conjunto
infinito de funciones co´ncavas y asi expresar en nu´meros tal desigualdad. Al haber
hecho esto hemos elegido una medida arbitraria de informacio´n, al igual que se
hace cuando se elige la entrop´ıa de Shannon. Es por esta razo´n que la mayorizacio´n
es un orden cualitativo ma´s general. Necesitamos precisar que funcio´n co´ncava se
elige para dar un nu´mero preciso de cuanta informacio´n habra´ en cada distribucio´n.
Esto, al contrario de lo que podr´ıa parecer, es realmente una gran ventaja ya que
podemos elegir como medir la informacio´n de acuerdo a la naturaleza de la misma
y a los recursos de ca´lculo. Adema´s nos revela algo ma´s profundo. Si omitimos el
cuarto postulado, la cuantificacio´n de la informacio´n estad´ıstica va a depender de
como se elija medir tal propiedad.
Por ejemplo, si q = (0,4 , 0,4 , 0,2) y p = (0,5 , 0,25 , 0,25), se tiene q ⊀ p, ya que
q1 < p1 pero q1+ q2 > p1 + p2. Sin embargo, se verifica S(q) ≈ 1,52 > S(p) = 1,5, lo
que muestra que al emplear so´lamente la entrop´ıa de Shannon, no se logra detectar la
ausencia de una relacio´n de orden estricta entre ambas distribuciones. No obstante,
existen funciones “entro´picas” f tales que Sf (q) < Sf (p), detectando as´ı la ausencia
de mayorizacio´n.
El ejemplo ma´s t´ıpico de entrop´ıa generalizada de la forma (2.81) es la que
corresponde a elegir la funcio´n co´ncava (en lo sucesivo emplearemos la normalizacio´n
2f(1/2) = 1)
fq(p) =
p− pq
1− 21−q , q > 0 (2.83)
que conduce a la usualmente denominada entrop´ıa de Tsallis [62],
Sq(p) =
1−∑i pqi
1− 21−q , q > 0 . (2.84)
Como casos particulares, podemos resaltar la entrop´ıa cuadra´tica (q = 2),
S2 = 2(1−
∑
i
p2i ) (2.85)
la cual surge de utilizar
f2(p) = p(1− p) = p− p2 . (2.86)
Esta entrop´ıa tambie´n se denomina usualmente entrop´ıa lineal, porque puede ser
obtenida a partir de la aproximacio´n lineal log p ≈ p− 1 +O(p− 1)2 , o sea,
−p ln p ≈ p− p2 +O(p(p− 1)2) para p→ 1.
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Por otro lado, al tomar el l´ımite q → 1 en (2.83)–(2.84), se recupera la entrop´ıa
de Shannon: fq(p)→ −p log(p) para q → 1, y entonces
Sq(p) →
q→1
S(p) = −
∑
i
pi log(pi) . (2.87)
Las muy conocidas entrop´ıas de Renyi SRq [63], si bien no son de la forma (2.81),
son una funcio´n creciente de una forma Sf :
SRq (p) =
1
1− q log2
∑
i
pqi (2.88)
=
log2[1− (1− 21−q)Sq(p)]
1− q , q > 0 . (2.89)
Estas entrop´ıas cumplen SRq (p × p′) = SRq (p) + SRq (p′), pero no cumplen el cuarto
postulado. Adema´s, al ser funciones crecientes de Sq, satisfacen S
R
q (p
′) ≥ SRq (p) si
p′ ≺ p. Toda funcio´n real I(p) que satisfaga I(p′) ≥ I(p) cuando p′ ≺ p se denomina
“Schur-co´ncava” [58]. Tales funciones son sime´tricas pero no necesariamente co´nca-
vas. De hecho, las entrop´ıas de Renyi no son necesariamente co´ncavas. No obstante,
el conjunto de entrop´ıas de la forma (2.81) (entrop´ıas “tipo traza”) es ya suficiente
para determinar si dos distribuciones exhiben un orden de mayorizacio´n, por lo que
capturan completamente este concepto. Nos restringiremos a este tipo de entrop´ıas
generalizadas en lo sucesivo.
2.5.4. Mayorizacio´n y entrop´ıas generalizadas en el caso cua´ntico
En el caso cua´ntico, se define la relacio´n de mayorizacio´n entre dos operadores
densidad ρ =
∑
i pi|i〉〈i|, ρ′ =
∑
i p
′
i|i′〉〈i′| en te´rminos de sus autovalores pi, p′i,
ordenados en orden decreciente:
ρ′ ≺ ρ⇐⇒
i∑
j=1
p′j ≤
i∑
j=1
pj, i = 1, . . . , n . (2.90)
Si las dimensiones son distintas, se completa con ceros el conjunto de autovalores
del operador de menor dimensio´n. De esta forma, si ρ = |Ψ〉〈Ψ| es un estado puro,
ρ′ ≺ ρ ∀ ρ′, mientras que si ρ′ = In/n es el estado ma´ximamente mezclado, ρ′ ≺ ρ ∀
ρ.
La entrop´ıa generalizada (2.81) se define ahora como [27,59,64]
Sf (ρ) = Tr f(ρ) =
∑
i
f(pi) (2.91)
donde hemos escrito ρ =
∑
i pi|i〉〈i| (descomposicio´n espectral). Se satisface (para
f(0) = 0)
ρ ≺ ρ′ ⇐⇒ Sf (ρ) ≥ Sf (ρ′) ∀ f ∈ F . (2.92)
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Se cumple entonces Sf (ρ) ≥ 0, con Sf (ρ) = 0 sii ρ es puro, mientras que Sf (ρ) es
siempre ma´xima para ρ = In/n, con n la dimensio´n del espacio de Hilbert del siste-
ma. Resulta tambie´n obvio que Sf (ρ) permanece invariante ante transformaciones
unitarias ρ→ UρU †.
Podemos ahora enunciar el criterio entro´pico generalizado de separabilidad, men-
cionado previamente: Si ρAB es separable, entonces se cumple [60, 65]
Sf (ρAB) ≥ Sf (ρA), Sf (ρAB) ≥ Sf (ρB) (ρAB separable) (2.93)
∀ Sf , es decir [66]
ρAB ≺ ρA, ρAB ≺ ρB . (2.94)
Los estados separables son as´ı rigurosamente ma´s desordenados globalmente que
localmente, en el sentido que verifican la relacio´n de mayorizacio´n, al igual que todo
sistema compuesto cla´sico, es decir, descripto por una distribucio´n de probabilidad
conjunta [29]. El criterio (2.93), equivalente a (2.94), es ma´s fuerte que el criterio
entro´pico esta´ndar (2.52) [60, 65, 66].
La versio´n cua´ntica de la entrop´ıa cuadra´tica (2.85),
S2(ρ) = 2(1− Trρ2) (2.95)
esta´ directamente relacionada con la pureza P (ρ) = Trρ2 del estado. La condicio´n
S2(ρ) = 0, satisfecha so´lo si ρ
2 = ρ, es obviamente equivalente a P (ρ) = 1.
Esta entrop´ıa posee una gran ventaja sobre otras entrop´ıas: puede ser determi-
nada sin necesidad de calcular los autovalores de ρ, requiriendo so´lo la evaluacio´n de
la traza de ρ2. Adema´s, desde el punto de vista experimental, puede ser determinada
en forma directa, sin necesidad de una tomograf´ıa completa del estado [67].
Esta entrop´ıa esta´ tambie´n directamente relacionada con la concurrencia. La ec.
(2.56) muestra que el cuadrado de la concurrencia de un estado puro no es otra cosa
que la entrop´ıa cuadra´tica de los estados marginales:
C2(A,B) = S2(ρA) = S2(ρB) . (2.96)
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III Medidas entro´picas generalizadas de
correlaciones cua´nticas
En este cap´ıtulo definiremos primero el concepto de de´ficit o pe´rdida de informa-
cio´n ocasionado por una medicio´n sobre un sistema cua´ntico. Luego se utilizara´ este
concepto para definir una medida entro´pica generalizada de correlaciones cua´nticas,
que se reduce a la correspondiente entrop´ıa de entrelazamiento en el caso de esta-
dos puros. No obstante, para estados no puros difiere del entrelazamiento, teniendo
propiedades ana´logas a las de la discordancia cua´ntica. Esta medida generalizada
comprende como casos particulares medidas ma´s simples que la discordancia, en el
sentido de que admiten una evaluacio´n ma´s sencilla. Los resultados expuestos en
este cap´ıtulo dieron lugar a los trabajos [19, 24].
3.1. De´ficit de informacio´n
Una de las caracter´ısticas fundamentales de la meca´nica cua´ntica es que un sis-
tema cua´ntico no queda invariante luego de una medicio´n. La medicio´n implica una
interaccio´n entre el aparato de medida y el sistema, quedando luego el sistema entre-
lazado con el aparato de medida. Como consecuencia, el estado reducido promedio
del sistema cua´ntico luego de la medicio´n es no puro y, como veremos, de mayor
entrop´ıa que el estado original.
Consideremos primero una medida esta´ndar, es decir, proyectiva, definida por
un conjunto de proyectores ortogonales
M = {Pν} , Pν Pµ = δνµPν ,
∑
ν
Pν = I . (3.1)
Luego de esta medicio´n, si se obtiene el resultado ν, el sistema queda en el estado
ρ′ν =
Pν ρPν
TrPν ρ
(3.2)
donde pν = TrPν ρ es la probabilidad de obtener este resultado. Al repetir estas
mediciones sobre estados igualmente preparados, el estado promedio del sistema
luego de la medida es entonces
ρ′ =
∑
ν
pνρ
′
ν =
∑
ν
Pν ρPν . (3.3)
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La Ec. (3.3) representa as´ı el estado del sistema posmedida, cuando no se conoce el
resultado de la medida.
Una caracter´ıstica ba´sica de (3.3) es que su entrop´ıa de von Neumann nunca
sera´ menor que la del estado original, y sera´ normalmente mayor:
S(ρ′) ≥ S(ρ) (3.4)
con S(ρ′) = S(ρ) so´lo si ρ′ = ρ. Este resultado es en realidad un caso particular
del resultado mucho ma´s general que discutiremos en la pro´xima seccio´n. Refleja el
hecho de que luego de la medida, se pierden los elementos “no diagonales” de ρ en
la base definida por los proyectores (decoherencia). La diferencia
IM(ρ) = S(ρ′)− S(ρ) (3.5)
se denomina De´ficit de Informacio´n [68, 69], y es una cantidad no negativa. Es una
medida de la informacio´n perdida en los elementos no diagonales en dicha base.
A continuacio´n extenderemos este resultado a entrop´ıas generalizadas, lo que
permitira´ apreciar que la desigualdad (3.4) no es consecuencia de la forma parti-
cular de la entrop´ıa de von Neumann. Luego, se utilizara´ esta nocio´n de De´ficit de
Informacio´n para definir una medida general de correlaciones cua´nticas, basada en
la pe´rdida de informacio´n debido a una medida local en el sistema.
3.2. De´ficit de informacio´n generalizado
3.2.1. Concepto general
Como hemos visto, la mayorizacio´n no es un orden total en un conjunto de
distribuciones de probabilidad u operadores densidad, ya que pueden existir casos
en los que, siendo p y q dos distribuciones de probabilidad, p ≺/ q y q ≺/ p.
Sin embargo, una medida proyectiva s´ı induce un orden entre los operadores pre
y posmedida ρ y ρ′ (Ec. (3.3)), segu´n el criterio de mayorizacio´n: Se cumple siempre
ρ′ ≺ ρ (3.6)
y esto implica
Sf (ρ
′) ≥ Sf (ρ) (3.7)
para cualquier forma entro´pica generalizada
Sf (ρ) = Tr f(ρ) (3.8)
con f : [0, 1] → ℜ, co´ncava y definida positiva en (0, 1), y f(0) = f(1) = 0. La
ecuacio´n (3.7) refleja de manera ma´s rigurosa que (3.4) el hecho de que ρ′ pierde
los elementos no diagonales de ρ en la base definida por los proyectores, y que por
lo tanto, tiene menos informacio´n que ρ: Esta pe´rdida es detectada por cualquier
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forma entro´pica (3.8). Recordemos que la validez de (3.7) ∀ Sf implica (3.4), pero
la relacio´n inversa no es necesariamente va´lida.
Demostremos la relacio´n (3.6), o equivalentemente, (3.7). Eligiendo adecuada-
mente la base de cada subespacio definido por Pν (no necesariamente unidimensio-
nal), tal que dentro de ese subespacio ρ sea diagonal en dicha base, podemos escribir
el operador (3.3) como
ρ′ =
∑
j
qj|j′〉〈j′| , qj = 〈j′|ρ|j′〉 (3.9)
donde {|j′〉} es un conjunto de estados ortonormales tal que Pν =
∑
|j′〉∈Hν |j′〉〈j′| y
〈j′|ρ|k′〉 = δjk〈j′|ρ|j′〉, con Hν el soporte de Pν . Esto permite ver que ρ′ es la parte
diagonal del operador ρ en alguna base particular.
Que esto implica (3.6) (Teorema de Schur [58]) no es obvio en forma inmediata,
pero puede demostrarse fa´cilmente probando la desigualdad (3.7) para toda Sf [19],
lo que es equivalente a (3.6). Rigurosamente, si las descomposicio´n espectral de ρ es
ρ =
∑
i
pi|i〉〈i| (3.10)
entonces, para toda f co´ncava,
Sf (ρ
′) =
∑
j
f(qj) =
∑
j
f(
∑
i
pi |〈i|j′〉|2) (3.11)
≥
∑
i,j
|〈i|j′〉|2f(pi) =
∑
i
f(pi) = Sf (ρ) . (3.12)
Por lo tanto, toda medida de falta de informacio´n sobre la distribucio´n q, o sea sobre
el estado promedio despue´s de la medicio´n, sera´ mayor o igual que aquella sobre la
distribucio´n p, o sea, sobre el estado antes de la medicio´n. Y para f estrictamente
co´ncava, la igualdad en (3.12) se cumple so´lo si |〈i|j′〉| = δij ∀ j (para una eleccio´n
adecuada de los estados |i〉 si existe degeneracio´n), en cuyo caso qj = pj y entonces
ρ′ = ρ.
Resulta ahora natural definir el De´ficit de Informacio´n generalizado como [19]
IMf (ρ) = Sf (ρ
′)− Sf (ρ) (3.13)
que cumple IMf (ρ) ≥ 0 ∀ M proyectiva, con IMf (ρ) = 0 si y so´lo si ρ′ = ρ, esto es,
so´lo si ρ queda en promedio invariante luego de la medida, lo que implica que ρ debe
ser ya diagonal en la base definida por la medida.
3.2.2. Casos particulares: Entrop´ıas de von Neumann, cuadra´tica y q
De la definicio´n (3.13) surgen distintas medidas de De´ficit de Informacio´n, cada
una asociada a una determinada entrop´ıa generalizada Sf . En el caso de la entrop´ıa
de von Neumann,
Sf (ρ) = S(ρ) = −Tr ρ log2 ρ
35
IMf es el De´ficit de Informacio´n esta´ndar (3.5). Puede verse que para ρ
′ dado por
(3.3), esta cantidad es igual a la entrop´ıa relativa de ρ a ρ′:
IM(ρ) = S(ρ′)− S(ρ) (3.14)
= Trρ(log2 ρ− log2 ρ′) = S(ρ||ρ′) . (3.15)
Se verifica entonces que IM(ρ) es no negativa ∀ ρ, ρ′, anula´ndose sii ρ′ = ρ.
Otro ejemplo muy importante es el de la entrop´ıa cuadra´tica (2.95)
S2(ρ) = 2 (1− Tr ρ2) . (3.16)
La correspondiente pe´rdida de informacio´n puede escribirse como [19]
IM2 (ρ) = S2(ρ
′)− S2(ρ)
= 2Tr (ρ2 − ρ′2) = 2Tr ρ(ρ− ρ′)
= 2 ‖ρ− ρ′‖2 (3.17)
donde ‖A‖2 = Tr(A†A) es el cuadrado de la norma de Hilbert-Schmidt (norma
Frobenius). Por lo tanto, IM2 (ρ) es proporcional al cuadrado de la norma esta´ndar
de la parte no diagonal de ρ en la base de medida, perdida en la misma. Al igual
que en el caso de von Neumann, se verifica entonces que IM2 (ρ) ≥ 0, con IM2 (ρ) = 0
sii ρ′ = ρ.
En general, podemos definir, para la entrop´ıa (2.84),
Sq(ρ) = cq(1− Tr ρq) (3.18)
donde q > 0 y cq = 1− 21−q, la pe´rdida de informacio´n como [19]
IMq (ρ) = Sq(ρ
′)− Sq(ρ) (3.19)
= cq Tr (ρ
q − ρ′q) = cq Tr ρ(ρq−1 − ρ′q−1) . (3.20)
Esta cantidad se reduce a (3.17) para q = 2 y a (3.15) para q → 1.
Otra cantidad estrechamente relacionada con IMq es [70]
IMRq(ρ) = S
R
q (ρ
′)− SRq (ρ) =
1
1− q log2
Tr ρ′q
Tr ρq
(3.21)
=
1
1− q log2
[
1− I
M
q (ρ)
cq − Sq(ρ)
]
(3.22)
donde SRq es la entrop´ıa de Renyi (2.89), que posee esencialmente el mismo significado
que IMq (ρ). Esta cantidad tambie´n satisface I
M
Rq
≥ 0, con IMRq = 0 sii ρ′ = ρ (tal
como se desprende de la desigualdad IMq (ρ) ≥ 0, con IMq (ρ) = 0 sii ρ′ = ρ), con
l´ımq→1 IMRq(ρ) = I
M(ρ).
No´tese que si ρ = ρS ⊗ ρE y la medida M afecta so´lo a ρS, es decir, M → MS,
definida por proyectores Pν = P
S
ν ⊗ IE ∀ ν, entonces IMSRq (ρS ⊗ ρE) = IMSRq (ρS),
ya que Trρq = TrS ρ
q
S TrE ρ
q
E. El cociente en (3.21) y por lo tanto (3.22) resulta
as´ı independiente del estado del “entorno” descripto por ρE, tal como sucede para
IM(ρ) (IMS(ρS ⊗ ρE) = IMS(ρS)).
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3.2.3. El caso general para pequen˜as perturbaciones del estado
Remarquemos que la positividad de (3.13) surge de la relacio´n de mayorizacio´n
ρ′ ≺ ρ y de la estricta concavidad de Sf , y no de la forma particular de Sf . De hecho,
si en la base definida por la medida, los elementos de ρ fuera de la diagonal son
suficientemente pequen˜os (o sea, si ρ no es fuertemente modificado por la medicio´n),
una expansio´n perturbativa esta´ndar (a segundo orden en estos elementos) de (3.13)
muestra que [19]
IMf (ρ) ≈
∑
j<k
f ′(qk)− f ′(qj)
qj − qk |〈j
′|ρ|k′〉|2 (3.23)
donde qj = 〈j′|ρ|j′〉. La fraccio´n en (3.23) es positiva ∀ qj 6= qk, dada la concavidad
de f , y si qk → qj, debe ser reemplazada por su l´ımite −f ′′(qj) > 0.
La Ec. (3.23) representa el cuadrado de una norma ponderada de los elementos
de ρ fuera de la diagonal. En el caso (3.16), el peso es uniforme para todo qj, qk
(f ′(q) = −4q) y la Ec. (3.23) se reduce, por supuesto, a la Ec. (3.17). Para otras f ,
el cociente dependera´ de qj y qk.
3.2.4. Medidas no proyectivas
Hasta ahora hemos considerado so´lo medidas proyectivas. Si utilizamos medidas
generalizadas tipo POVM (positive operator valued measurements) [5], definidas por
un conjunto de operadores
M = {Mk},
∑
k
M †kMk = I (3.24)
entonces el estado luego de medir el resultado k es ρk = p
−1
k MkρM
†
k , con pk =
Tr ρM †kMk la probabilidad de medir este resultado. El estado promedio luego de la
medida es entonces
ρ′ =
∑
k
MkρM
†
k . (3.25)
La positividad de (3.13) en este caso queda garantizada si se cumple adema´s que
[19,71] ∑
k
MkM
†
k = I (3.26)
es decir, si la medida deja invariante el estado ma´ximamente mezclado ρm = I/Tr(I)
(
∑
kMkρmM
†
k = ρm).
Demostracio´n [19]: Si |i〉 y |j′〉 son los autovectores de ρ y ρ′ respectivamente,
se cumple, por (3.24) y (3.26), que
∑
j, k |〈j′|Mk|i〉|2 =
∑
i, k |〈j′|Mk|i〉|2 = 1 y por lo
tanto, ∀ Sf ,
Sf (ρ
′) =
∑
j
f(
∑
k, i
pi |〈j′|Mk|i〉|2) ≥
∑
i, j, k
|〈j′|Mk|i〉|2 f(pi) =
∑
i
f(pi) = Sf (ρ)
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por lo que ρ′ ≺ ρ.
La primera condicio´n (3.24),
∑
kM
†
kMk = I, asegura la conservacio´n de la traza,
mientras que la segunda condicio´n (3.26) garantiza que los autovalores de ρ′ sean
combinacio´n convexa de los autovalores de ρ, implicando entonces la mayorizacio´n.
Para medidas proyectivas esta´ndar, los operadores Mk son proyectores ortogonales
y se cumplen ambas identidades.
3.3. De´ficit de Informacio´n por medida local
Hasta aqu´ı hemos presentado una medida general de pe´rdida de informacio´n
debido a una medicio´n arbitraria sobre un sistema cua´ntico. Veremos en lo que sigue
que si tenemos un sistema bipartito A+B, y realizamos una medida local en alguno
de los dos subsistemas, digamos B, podemos relacionar la pe´rdida de informacio´n
con la correlaciones existentes entre ambos subsistemas antes de realizar la medida
local.
3.3.1. Pe´rdida de informacio´n por medida local en un sistema bipartito
Sea ρAB el estado de un sistema bipartito A + B. Una medida proyectiva local
completa en el subsistema B queda definida por un conjunto completo de proyectores
locales unidimensionales PBj = |jB〉〈jB|, con PBj PBj′ = δjj′ ,
∑
j P
B
j = IB. Luego, los
operadores de medida sobre el sistema conjunto son
Pj = IA ⊗ PBj (3.27)
que no son unidimensionales, sino de rango dA. Si el resultado de la medida local es
j, el estado conjunto posmedida es
ρ′AB/j = ρA/j ⊗ PBj (3.28)
donde
ρA/j =
TrB PjρABPj
TrAB ρAB Pj
(3.29)
es el estado reducido del sistema A luego de esta medida, y
qj = TrAB ρAB Pj = TrB ρB P
B
j
la probabilidad de obtener este resultado. Por lo tanto, el estado promedio luego de
la medicio´n resulta
ρ′AB =
∑
j
PjρABPj =
∑
j
qjρA/j ⊗ PBj . (3.30)
La diferencia
IMBf = S(ρ
′
AB)− S(ρAB) (3.31)
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cuantifica la pe´rdida de informacio´n debido a esta medida local. Esta cantidad es
no negativa, y es nula so´lo si ρ′AB = ρAB, esto es, so´lo si ρAB permanece invariante
frente a esta medida local. Para que esto u´ltimo suceda, ρAB tiene que ser por lo
tanto de la forma (3.30), es decir, un estado cla´sicamente correlacionado respecto
de B, con ρB diagonal en la base local definida por los proyectores.
Notemos que el estado (3.30) puede escribirse como
ρ′AB =
∑
i,j
qjpi/j P
A
ij
⊗ PBj (3.32)
con pi/j los autovalores de ρAB/j y P
A
ij
= |ijA〉〈ijA| el proyector sobre los auto-
vectores normalizados de ρA/j. El estado (3.30) es entonces diagonal en una base
producto condicional {|iA(j)〉 ⊗ |jB〉}, y una vez elegida esta base queda completa-
mente determinado por una distribucio´n de probabilidad conjunta pij = qjpi/j , tal
como un sistema bipartito cla´sico. Como se menciono´ previamente, todo estado que
permanece invariante en promedio frente a una medida local es de esta forma.
3.3.2. Mı´nima pe´rdida de informacio´n por medida local
Al realizar una medida proyectiva sobre B, los elementos perdidos fuera de la
diagonal principal son entonces
〈i′Aj′B|ρAB|iAjB〉 = Tr ρAB|iAjB〉〈i′Aj′B| , j 6= j′ (3.33)
que conectan estados distintos de B. Al anularse estos te´rminos en el operador
posmedida, se destruyen las correlaciones cua´nticas entre A y B.
Si la medida local y completa MB realizada sobre B deja a ρAB inalterado, es
decir, si ρAB ya es de la forma (3.30), tenemos I
MB
f (ρAB) = 0 para una medida local
basada en los proyectores PBj . Si por el contrario, el estado original ρAB no es de
la forma (3.30), luego de aplicar la medida proyectiva se tendra´ que IMBf (ρAB) > 0,
cantidad que sera´ menor cuanto menor sea la perturbacio´n producida por dicha
medida sobre el sistema. Habra´ al menos una medida que sea la que menos perturbe
al sistema, es decir, la que lleve al menor aumento posible de entrop´ıa. Esta medida
particular producira´ un estado posmedida ma´s cercano al estado original, en el
sentido de haber conservado ma´s informacio´n entre todos los estados posmedida
posibles. En base a lo discutido previamente definimos
IBf (ρAB) = Min
MB
IMBf (ρAB) (3.34)
es decir, la mı´nima pe´rdida de informacio´n IMBf entre todas las medidas locales en
B. Tenemos entonces
IBf (ρAB) ≥ 0
con IBf (ρAB) = 0 si y so´lo si ρAB es de la forma (3.30), o sea, un estado cla´sica-
mente correlacionado respecto de B. La cantidad (3.34) se anula entonces para los
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mismos estados para los que se anula el Quantum Discord, y so´lo para ellos. La me-
dida IBf (ρAB) puede ser interpretada como el mı´nimo apartamiento entre el estado
posmedida ρ′AB y ρAB, bajo el orden inducido por la entrop´ıa Sf .
Recordemos que los estados (3.30) son casos particulares de estados separa-
bles, es decir, de estados que son combinaciones convexas de estados producto
(ρsAB =
∑
α qαρ
α
A ⊗ ραB, qα > 0). En general, las componentes ραA ⊗ ραB de estas
combinaciones son no conmutantes (a diferencia del estado (3.30)) y por ende un
estado separable no es necesariamente de la forma (3.30), teniendo t´ıpicamente au-
toestados entrelazados. Por lo tanto IBf (ρAB) sera´ positiva no so´lo en estados no
separables (entrelazados), sino tambie´n en todos los estados separables que no son
de la forma (3.30), detectando as´ı las correlaciones emergentes de la mezcla de pro-
ductos ραA ⊗ ραB no conmutantes entre s´ı.
En forma ana´loga podemos definir la cantidad
IAf (ρAB) = Min
MA
IMAf (ρAB) (3.35)
para medidas locales realizadas en A. IAf (ρAB) se anula so´lo para estados cla´sicamen-
te correlacionados respecto de A, es decir, para los que existe al menos una medida
local completa en A que los deja inalterados. En general, IAf (ρAB) 6= IBf (ρAB).
Notemos finalmente que tanto IBf (ρAB) como I
A
f (ρAB) son obviamente invariantes
frente a transformaciones unitarias locales ρAB → UA ⊗ UBρABU †A ⊗ U †B. Solo se
debe “rotar” la base de medida o´ptima (PBj → UBPBj U †B) para que ρ′AB → UA ⊗
UBρ
′
ABU
†
A ⊗ U †B, conserva´ndose su entrop´ıa.
3.3.3. Estados puros y entrop´ıa de entrelazamiento generalizada
Si el estado del sistema es inicialmente puro (ρ2AB = ρAB), probaremos a conti-
nuacio´n que [19]
IBf (ρAB) = I
A
f (ρAB) = Sf (ρA) = Sf (ρB) (3.36)
es decir, la mı´nima pe´rdida de informacio´n por medida local se reduce a la entrop´ıa
Sf del subsistema (Entrop´ıa de entrelazamiento generalizada), que mide el entrelaza-
miento entre A y B segu´n la medida Sf . En el caso de la entrop´ıa de von Neumann,
(3.36) es la entrop´ıa de entrelazamiento esta´ndar [13] EAB = S(ρA) = S(ρB), mien-
tras que en el caso de la entrop´ıa cuadra´tica, (3.36) es el cuadrado de la concurrencia
del estado puro, C2AB = S2(ρA) = S(ρB) [72].
Demostracio´n: Para un estado puro ρAB = |ψAB〉〈ψAB|, Sf (ρAB) = 0 y tanto
ρA como ρB tienen los mismos autovalores no nulos. Por otra parte, dado que el
operador posmedida (3.30) es separable, para toda medida local MB se satisfacen
siempre las desigualdades cla´sicas [60, 64] (el criterio entro´pico generalizado (2.93))
Sf (ρ
′
AB) ≥ Sf (ρ′B) , Sf (ρ′AB) ≥ Sf (ρ′A)
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con ρ′A = ρA y Sf (ρ
′
B) ≥ Sf (ρB) ya que ρ′B es la parte diagonal de ρB en la base
definida por MB. Por lo tanto, para toda medida MB sobre un estado puro,
IMBf (ρAB) ≥ Sf (ρA)− Sf (ρAB) = Sf (ρA) = Sf (ρB) . (3.37)
Adema´s, existe una medida local que satura esta desigualdad: Es aquella determi-
nada por la representacio´n de Schmidt del estado [5]:
|ΨAB〉 =
ns∑
k=1
√
pk|kAs 〉|kBs 〉 (3.38)
donde ns es el nu´mero o rango de Schmidt y pk representan los autovalores no nulos
de ρA y ρB , donde ρA =
∑
k pk|kAs 〉〈kAs | , y ρB =
∑
k pk|kBs 〉〈kBs |. Eligiendo los
proyectores locales de la medida como PBk = |kBs 〉〈kBs |, obtenemos
ρ′AB =
∑
k
pkP
A
k ⊗ PBk (3.39)
que conduce a estados locales ρ′A = ρA, ρ
′
B = ρB, con
Sf (ρ
′
AB) = Sf (ρA) = Sf (ρB) =
∑
k
f(pk) (3.40)
lo que implica la ec. (3.36). Luego, la entrop´ıa de entrelazamiento de un estado puro
puede ser considerada como la mı´nima pe´rdida de informacio´n debido a una medida
completa local. Y la medida que lleva a ese mı´nimo es universal, es decir, es la misma
para toda entrop´ıa Sf .
Para verificar la ecuacio´n (3.36), notamos que si realizamos una medida local por
medio de proyectores PBj = |jB〉〈jB|, el estado puede ser reescrito como
|ΨAB〉 =
∑
j
√
qj|ΨA/j〉 ⊗ |jB〉, (3.41)
donde
|ΨA/j〉 =
∑
k
√
pk/qj〈jB|kBs 〉|kAs 〉 , qj =
∑
pk|〈jB|ksB〉|2
de manera que ρA/j = |ΨA/j〉〈ΨA/j| en la ecuacion (3.30). Por lo tanto, por concavi-
dad,
Sf (ρ
′
AB) =
∑
j
f(qj) ≥
∑
j,k
|〈jB|ksB〉|2f(pk) =
∑
k
f(pk) = Sf (ρA) ∀Sf (3.42)
es decir, las distribuciones q = {qk} y p = {pk} satisfacen la relacio´n de mayorizacio´n
q ≺ p . (3.43)
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Entonces, para estados puros la medida sobre la base que diagonaliza a ρB (base
de Schmidt local) provee un mı´nimo para la ecuacio´n (3.13) ∀Sf . Para un estado
ma´ximamente entrelazado, el estado local ρB es ma´ximamente mezclado ( pk =
1/dB ∀k ) y por lo tanto toda medida MB completa realizada en B lleva al mı´nimo
anterior.
Para dar un significado a la entrop´ıa de entrelazamiento generalizada, destaque-
mos que un estado puro |ΨIAB〉 puede considerarse absolutamente ma´s entrelazado
que un estado |ΨIIAB〉 si [19]
Sf (ρ
I
A) ≥ Sf (ρIIA ) ∀ Sf (3.44)
es decir, si ρIA ≺ ρIIA . Este concepto posee un claro significado f´ısico: De acuerdo al
teorema de Nielsen [73], un estado puro |ΨIIAB〉 puede ser obtenido de otro |ΨIAB〉 por
LOCC so´lo si ρIA ≺ ρIIA , es decir, so´lo si |ΨIAB〉 es absolutamente ma´s entrelazado que
|ΨIIAB〉. Y esta condicio´n no puede ser asegurada por ninguna eleccio´n individal de en-
trop´ıa, requiriendo medidas generales Sf para su formulacio´n en te´rminos entro´picos
(validez de (3.44)) [19].
3.3.4. Mı´nima pe´rdida de informacio´n por medida local conjunta
Podemos fa´cilmente extender los conceptos anteriores a una medida local conjun-
ta definida por un conjunto de proyectores producto MAB = {PAi ⊗ PBj }, realizada
sobre ambas partes del sistema. Aqu´ı PA,Bk son proyectores ortogonales unidimen-
sionales. La matriz densidad promedio posmedida es entonces
ρ′AB =
∑
i,j
pijP
A
i ⊗ PBj (3.45)
donde pij = 〈ij|ρAB|ij〉. La correspondiente pe´rdida de informacio´n es
IMABf (ρAB) = Sf (ρ
′
AB)− Sf (ρAB) (3.46)
y su mı´nimo
IABf (ρAB) = Min
MAB
IMABf (ρAB) (3.47)
es una cantidad no negativa, que se anula so´lo si el estado permanece invariante
frente a esta medida, es decir, so´lo si el estado es de la forma (3.45). Este estado
representa un sistema cla´sicamente correlacionado, tanto desde A como B, siendo
diagonal en una base producto esta´ndar y estando caracterizado por una densidad de
probabilidad conjunta pij. Para tales estados existe una medida local en A, as´ı como
tambie´n en B, que deja al estado inalterado (en promedio), y por lo tanto, para
estos estados IABf (ρAB) = I
B
f (ρAB) = I
A
f (ρAB) = 0.
Notemos que los estados del tipo (3.45) son un caso particular de (3.30), es decir
aque´l en que los ρA/j son mutuamente conmutantes. A su vez los estados producto
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ρA ⊗ ρB son un caso particular de los estados de la forma (3.45): Aque´l donde
pij = pipj ∀ i , j.
La medida conjunta puede ser considerada como una medida local en A (B),
luego de una medida local en B (A), lo que implica en el caso general
IMABf (ρAB) ≥ IMBf (ρAB), IMABf (ρAB) ≥ IMAf (ρAB) (3.48)
para MAB =MAMB. El mı´nimo (3.47) satisface entonces
IABf (ρAB) ≥ IB(A)f (ρAB) (3.49)
con IABf (ρAB) = 0 si y so´lo si ρAB es de la forma (3.45). La medida (3.47) es
entonces una medida de todas las correlaciones cua´nticas presentes en el sistema
(tanto respecto de A como de B).
Sin embargo, en el caso de estados puros ρ2AB = ρAB, se tiene tambie´n
IABf (ρAB) = I
B
f (ρAB) = S(ρA) = S(ρB) (3.50)
ya que para una medida local conjunta, en las bases determinadas por la descom-
posicio´n de Schmidt, el estado posmedida vuelve a ser el estado (3.39). En otras
palabras, para estados ρAB puros, el estado (3.39) resultante de una medida local
en B con los proyectores PBk , ya es de la forma (3.45), y no cambia por una nueva
medida local a izquierda en la base definida por los proyectores de Schmidt PAk′ . El
entrelazamiento de un estado puro puede entonces ser tambie´n visto como la mı´nima
pe´rdida de informacio´n debido a una medida local conjunta.
Para una medida en una base producto esta´ndar arbitraria {|iA〉|jB〉}, la expan-
sio´n
|ΨAB〉 =
∑
i,j
cij|iA〉|jB〉 (3.51)
donde cij =
∑
k
√
pk〈iA|kAs 〉〈jB|kBs 〉, conduce a pij = |cij|2 en (3.45). Por lo tanto, la
ecuacio´n (3.50) implica
Sf (ρ
′
AB) =
∑
i,j
f(|cij|2) ≥
∑
k
f(pk) = Sf (ρA) (3.52)
∀ Sf . Y dado que IMABf (ρAB) ≥ IMBf (ρAB) ≥ IBf (ρAB) ∀ Sf (ecuaciones (3.42), (3.43),
(3.48) y (3.49)), obtenemos
|c|2 ≺ q ≺ p. (3.53)
donde |c|2 denota la distribucio´n {|cij|2}. La primera relacio´n es evidente ya que
qj =
∑
i |cij|2 es la distribucio´n marginal de la distribucio´n conjunta |cij|2, y se
cumple siempre que la u´ltima es mayorizada por la primera.
El estado resultante luego de una medida local en la base de Schmidt, Ec. (3.39)
puede ser entonces rigurosamente considerado como el estado cla´sico ma´s cercano al
estado puro ρAB, ya que proporciona la mı´nima pe´rdida de informacio´n entre todas
43
las medidas locales o´ conjuntas ∀ Sf . Los estados puros tienen por lo tanto asociado
un estado “cla´sico” que es el menos mezclado, de entre todos los estados obtenidos
de e´ste por una medida completa local. Este estado “cla´sico” mayoriza a todo otro
estado promedio resultante de una medida local.
Mencionamos finalmente que es posible realizar medidas conjuntas locales MA/B
ma´s generales que (3.45), basadas en proyectores producto condicionales de la forma
PAij ⊗PBj (que implican un conocimiento en A del resultado de la medida en B). Esto
conduce a un estado posmedida ρ′AB diagonal en una base producto condicional:
ρ′AB =
∑
i,j
pi,jP
A
ij
⊗ PBj (3.54)
donde pi,j = 〈ijj|ρAB|ijj〉. La correspondiente pe´rdida de informacio´n satisfara´ nue-
vamente I
MA/B
f (ρAB) ≥ IMBf (ρAB), ya que (3.54) puede ser considerada como la
parte diagonal de (3.30) en una base producto condicional |ijj〉, donde |iAj 〉 no son
necesariamente los autovectores de ρA/j. Sin embargo, si as´ı los elegimos tenemos
que I
MA/B
f (ρAB) = I
MB
f (ρAB) y por lo tanto
I
A/B
f (ρAB) = Min
MA/B
I
MA/B
f (ρAB) = I
B
f (ρAB) (3.55)
ya que (3.30) permanece inalterada en promedio, si se la mide localmente en A en
la base condicional formada por los autovectores de ρA/j.
3.3.5. Medidas basadas en la entrop´ıa de von Neumann
Si Sf (ρ) es elegida como la entrop´ıa de von Neumann (2.73), la ecuacio´n (3.13)
resulta [ver Ec. (3.15)]
IMB(ρAB) = S(ρ
′
AB)− S(ρAB) = S(ρAB||ρ′AB) . (3.56)
Esta cantidad se denomina tambie´n De´ficit de Informacio´n direccionado (one way
Information Deficit [69]).
El correspondiente mı´nimo IB(ρAB) es adema´s la mı´nima entrop´ıa relativa entre
el estado ρAB y cualquier estado ρ
d
AB diagonal en una base producto condicional:
IBf = Min
MB
IMB(ρAB) = Min
ρdAB
S(ρAB||ρdAB) (3.57)
donde ρdAB denota un estado diagonal de la forma (3.54) siendo qj y ρA/j arbitrarias.
Demostracio´n: Para una dada eleccio´n de la base producto condicional, el mı´nimo
de la entrop´ıa relativa es obtenido cuando ρdAB tiene los mismos elementos diagonales
que ρAB en esa base (ya que −
∑
i pi log qi es minimizado cuando pi = qi). Por lo
tanto, S(ρAB||ρdAB) ≥ S(ρAB||ρ′AB) = I
MA/B
f (ρAB) ≥ IBf (ρAB), donde ρ′AB denota el
estado posmedida (3.54) en esa base.
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La misma propiedad se mantiene para IAB(ρAB) si se restringe ρ
d
AB a estados
diagonales en bases producto esta´ndar:
IAB = Min
MAB
IMAB(ρAB) = Min
ρdAB
S(ρAB||ρdAB) (3.58)
donde aqu´ı ρdAB es de la forma (3.45) con pij arbitraria. La ecuacio´n (3.58) es pre-
cisamente la versio´n bipartita de la cantidad D discutida en [51], como medida de
correlaciones cua´nticas en sistemas compuestos.
La cantidad (3.15) esta´ estrechamente relacionada con el Quantum Discord el
cual puede ser escrito en la presente notacio´n, y para medidas proyectivas en B,
como DB(ρAB) = MinMBD
MB(ρAB), con
DMB(ρAB) = S(ρ
′
AB)− S(ρ′B)− [S(ρAB)− S(ρB)] ,
= IMB(ρAB)− IMB(ρB) (3.59)
donde ρ′AB es el estado (3.30), y los estados ρB y ρ
′
B son los estados reducidos en B
antes y despue´s de la medida, respectivamente. Luego
DB(ρAB) ≤ IB(ρAB) .
Estos cuantificadores DB y IB van a coincidir cuando las medidas optimizantes
sean las mismas para ambos, y correspondan a la base donde ρB es diagonal, tal
que ρ′B = ρB
[
IMB(ρB) = 0
]
. Esta coincidencia tiene lugar si, por ejemplo, ρB es
ma´ximamente mezclado (en este caso ρ′B = ρB para cualquier eleccio´n de bases).
Ambos DB(ρAB) y I
B(ρAB) se anulan en el mismo conjunto de estados [es decir
aquellos de la forma (3.30)] y ambos se reducen a la entrop´ıa de entrelazamiento
esta´ndar E(A,B) = S(ρA) para estados puros [au´nque en este caso la Ec.(3.13)
requiere que se mida en la base local de Schmidt y la Ec. (3.59) se vuelve indepen-
diente de la eleccio´n de base local, ya que ρA/j es puro y resulta S(ρ
′
AB) = S(ρ
′
B)
para cualquier medida local].
Una generalizacio´n directa de la Ec. (3.59) para entrop´ıas generales Sf no es
posible, ya que la positividad de (3.59) esta´ garantizada por la concavidad de la
entrop´ıa condicional de von Neumann S(A|B) = S(ρAB) − S(ρB), la cual no se
sostiene en general para una eleccio´n arbitraria de entrop´ıa Sf .
En la referencia [47] fueron consideradas las distancias mı´nimas entre el estado
ρAB y estados cla´sicos de la forma (3.45), donde se analizo´ el decrecimiento de la
informacio´n mutua I(A : B) = S(ρA)+S(ρB)−S(ρAB), luego de realizar una medida
conjunta MAB en la base formada por los autoestados de ρA y ρB. Esta cantidad
coincide con IMAB(ρAB) para tal eleccio´n de bases, ya que ρA y ρB permanecen
inalteradas. Sin embargo, para ρAB general el mı´nimo de I
M
AB(ρAB) y (3.59) puede
ser alcanzado en una base diferente.
45
3.3.6. Medidas basadas en la entrop´ıa cuadra´tica
Si Sf es elegida como la entrop´ıa cuadra´tica (2.95), la Ec. (3.13) resulta (ver Ec.
(3.17))
IMB2 (ρAB) = 2Tr (ρ
2
AB − ρ′2AB)
= 2 ‖ρAB − ρ′AB‖2 (3.60)
donde ‖ρAB − ρ′AB‖2 =
∑
j 6=j′,i,k |〈ij|ρAB|kj′〉|2 es la norma cuadrado de los elemen-
tos fuera de la diagonal que se pierden por la medida local. Esta eleccio´n de entrop´ıa
proporciona por lo tanto una medida simple de la pe´rdida de informacio´n.
Adema´s, su mı´nimo es el mı´nimo del cuadrado de la distancia de Hilbert-Schmidt
entre ρAB y cualquier estado ρ
d
AB diagonal en una base producto general:
IB2 (ρAB) = Min
MB
IMB2 (ρAB) = 2Min
ρdAB
∥∥ρAB − ρdAB∥∥2 (3.61)
donde nuevamente la minimizacio´n es sobre todos los estados de la forma (3.30)
para Pj, qj y ρA/j arbitrarios. La cantidad I
B
2 (ρAB) coincide por lo tanto (a menos
de una constante) con el denominado Discord geome´trico [52, 74].
Demostracio´n:
Para una base producto general,
∥∥ρAB − ρdAB∥∥2 = ‖ρAB − ρ′AB‖2 + ∥∥ρ′AB − ρdAB∥∥2,
donde nuevamente ρ′AB es la parte diagonal de ρAB en esa base. Por lo tanto, la
eleccio´n de o´ptima es ρdAB = ρ
′
AB, de donde
2
∥∥ρAB − ρdAB∥∥2 ≥ 2 ‖ρAB − ρ′AB‖2 = IMA/B2 (ρAB) ≥ IB2 (ρAB) .
Por otro lado, si la minimizacio´n en (3.61) se hace sobre todos los operadores ρdAB
diagonales en una base producto esta´ndar, la mı´nima distancia coincidira´ con el
de´ficit IAB2 :
IAB2 (ρAB) = Min
MAB
IMAB2 (ρAB) = 2Min
ρdAB
∥∥ρAB − ρdAB∥∥2 (3.62)
donde ρdAB es aqu´ı de la forma (3.45). En el caso de estados puros, ambos mı´nimos
(3.61) y (3.62) se reducen al cuadrado de la concurrencia del estado puro [72], segu´n
la ec. (2.96): IB2 (ρAB) = S2(ρA) = C
2(A,B).
Recientemente se han introducido nuevas medidas de correlaciones cua´nticas
“no entro´picas” basadas en la minimizacio´n de una distancia generalizada al estado
cla´sicamente correlacionado ma´s cercano [75], que pueden satisfacer propiedades
adicionales.
3.3.7. Interpretacio´n operacional del De´ficit de Informacio´n generaliza-
do
Daremos aqu´ı una interpretacio´n operativa del De´ficit de Informacio´n, la cual
muestra que If puede ser interpretado como una medida del entrelazamiento entre
el sistema y el aparato de medicio´n, creado por la medida (Fig. III.1).
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En primer lugar, notamos que el estado posmedida de un sistema S,
ρ′S =
∑
k
MkρSM
†
k (3.63)
puede ser obtenido mediante la traza parcial de una evolucio´n unitaria conjunta del
sistema cerrado, compuesto por el sistema original S y el aparato de medida (C).
En efecto, si inicialmente el sistema S se encuentra en el estado ρS y el aparato en
un estado puro que denotaremos por |0C〉, tal que el estado inicial conjunto es
ρSC = ρS ⊗ |0C〉〈0C | (3.64)
luego de una evolucio´n unitaria conjunta descripta por el operador U , obtenemos
ρ′SC = UρSCU
† = UρS ⊗ |0C〉〈0C |U † . (3.65)
El estado de S luego de esta evolucio´n es
ρ′S = TrC ρ
′
SC =
∑
k
〈kC |U |0C〉ρS〈0C |U †|kC〉 =
∑
k
MkρSM
†
k (3.66)
donde {|kC〉} denota una base ortonormal de C yMk = 〈kC |U |0C〉 es un operador de
S (〈i|Mk|j〉 = 〈ikC |U |j0C〉). Estos operadores forman un conjunto de operadores de
medida, ya que
∑
kM
†
kMk =
∑
k〈0C |U †|kC〉〈kC |U |0C〉 = 〈0C |U †U |0C〉 = IS, donde
hemos utilizado
∑
k |kC〉〈kC | = IC y U †U = IS ⊗ IC .
La entrop´ıa generalizada Sf inicial del sistema es Sf (ρS ⊗ |0C〉〈0C |) = Sf (ρS).
Dado que la evolucio´n es unitaria, e´sta es igual a la entrop´ıa del estado final Sf (ρ
′
SC).
La diferencia
Sf (ρ
′
S)− Sf (ρ′SC) = Sf (ρ′S)− Sf (ρS) = IMf (ρS) ≥ 0 (3.67)
es justamente el De´ficit de Informacio´n definido en (3.13), asociado a la medida
M . Vemos entonces que esta diferencia representa la resta entre la entrop´ıa Sf del
subsistema S y la del sistema completo S + C luego de la evolucio´n.
Si ρSC fuese separable, el criterio entro´pico generalizado (2.93) implica
Sf (ρ
′
SC)− Sf (ρ′S) ≥ 0 (ρ′SC separable) (3.68)
es decir, la entrop´ıa del sistema conjunto es no menor que la de un subsistema.
Por lo tanto, si la igualdad anterior no se cumple, como sucede en (3.67) cuando
IMf (ρs) > 0, el estado ρ
′
SC es entrelazado.
Para medidas de tipo proyectivas, o bien POVM que satisfacen la condicio´n
(3.26), la diferencia (3.67) es no negativa y t´ıpicamente positiva, violando entonces
la desigualdad (3.68). Esto implica que ρ′SC es entrelazado, es decir, que la evolucio´n
unitaria ha creado entrelazamiento entre S y C. En otras palabras, el De´ficit de
Informacio´n es una medida o indicador del entrelazamiento entre S y C creado por
la medida.
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Figura III.1: Esquema del proceso (3.65)–(3.66).
En el caso de una medida proyectiva en la base {|i〉} de S, puede tomarse U tal
que U |0C〉|iS〉 = |iC〉|iS〉, con |iC〉 estados ortogonales de C. Por ejemplo, en el caso
de un qubit, U corresponder´ıa a un operador CNOT. Para una medida proyectiva,
S(ρ′S) > S(ρS) , salvo que la medida sea en la base de autoestados de ρS, en cuyo
caso ρ′S = ρS =
∑
i pi|is〉〈is| y ρ′SC =
∑
i pi|iCiS〉〈iCiS| es un estado cla´sicamente
correlacionado. Por lo tanto, si el De´ficit de Informacio´n IMf (ρS) se anula para una
medida proyectiva, la medicio´n no genera entrelazamiento entre S y el aparato de
medida.
As´ı, en el caso de un sistema S = A+B, los estados que tienen IBf > 0 (equivalen-
te a Discord D(A|B) no nulo) tienen pues, la capacidad de generar entrelazamiento
con el aparato de medida, para cualquier medida proyectiva completa local en B.
Por el contrario, para los estados con IBf = 0, o sea D(A|B) = 0, existe una medida
proyectiva local en B que no lo entrelaza con el sistema C.
3.4. Mezcla de un estado puro general con el estado de en-
trop´ıa ma´xima
Para finalizar este cap´ıtulo, discutiremos un ejemplo ilustrativo y a la vez muy
importante: El de una mezcla estad´ıstica de un estado puro arbitrario con el estado
ma´ximamente mezclado [19]. Si el estado puro es entrelazado, esta mezcla sera´ en-
trelazada so´lo a partir de un cierto valor umbral del peso del mismo en la mezcla.
En cambio, veremos que la medida IBf sera´ no nula para cualquier peso no nulo del
mismo, mostrando un comportamiento inicial universal, es decir, independiente de
la eleccio´n de entrop´ıa Sf .
3.4.1. El caso general d-dimensional
Consideremos la mezcla del estado
|ΨAB〉 =
ns∑
k=1
√
pk|kAs 〉|kBs 〉
48
[Ec.(3.38)] con el estado ma´ximamente mezclado Id/d, es decir,
ρAB(x) = x|ΨAB〉〈ΨAB|+ 1− x
d
IA ⊗ IB (3.69)
donde x ∈ [0, 1] y d = dAdB es la dimensio´n del espacio de Hilbert total. Mos-
traremos [19] que: i) el mı´nimo IBf (x) ≡ IBf (ρAB(x)) corresponde, para toda Sf ,
nuevamente a la medida local realizada en la base de Schmidt de |ΨAB〉 (es decir,
en la base de autoestados de ρB), y esta´ dada por
IBf (x) =
ns∑
k=1
[
f(xpk +
1− x
d
)− f(xδk1 + 1− x
d
)
]
(3.70)
con
IAf (x) = I
AB
f (x) = I
B
f (x)
y ii) la Ec.(3.70) es una funcio´n estr´ıctamente creciente de x ∀ Sf si ns ≥ 2 (es
decir, si el estado |ΨAB〉 es entrelazado), lo que implica IBf (x) > 0 ∀x ∈ (0, 1].
Demostracio´n: Utilizando la descomposicio´n de Schmidt (3.38), el estado luego
de una medida local en la base {|kBs 〉} resulta
ρ′AB(x) = x
ns∑
k=1
pkP
A
k ⊗ PBk +
1− x
d
IA ⊗ IB, (3.71)
con P
A(B)
k = |kA(B)s 〉〈kA(B)s |, que es diagonal en la base producto {|kAs 〉 ⊗ |k′sB〉}, con
autovalores pkk′ = δkk′xpk +
1−x
d
. Para cualquier otra medida completa local, ρ′AB
sera´ diagonal en una base {|iAj 〉⊗|jB〉}, donde |iAj 〉 = |ΨA/j〉 [Ec. (3.41)], con elemen-
tos diagonales p′ij = δijxqj +
1−x
d
. Los u´ltimos esta´n siempre mayorizados por pkk′
(p′ ≺ p}), ya que {qj} ≺ {pk} [Ec.(3.53)] y x ≥ 0. Por lo tanto, Sf (ρ′AB) sera´ mı´nimo
para una medida hecha en la base {|kBs 〉}, lo que conduce a la Ec. (3.70). Adema´s,
IABf (x) = I
A
f (x) = I
B
f (x), ya que (3.71) es diagonal en una base producto esta´ndar.
La ecuacio´n (3.71) es entonces el estado cla´sico ma´s cercano al estado (3.70), en
el sentido de mayorizar cualquier otro estado obtenido luego de una medida local o
producto, y por lo tanto minimizar la entrop´ıa del estado posmedida ∀ Sf .
Para verificar la monoton´ıa, notamos que
dIBf
dx
=
ns∑
k=1
[(
pk − 1
d
)
f ′(pxk)−
(
δk1 − 1
d
)
f ′(λxk)
]
(3.72)
≥

n′s − 1
d
+
∑
pk<1/n
pk

 [f ′(λx2)− f ′(λx1)] ≥ 0 (3.73)
donde pxk = xpk +
1−x
d
, n′s ≥ 1 es el nu´mero de pk’s no menores que 1/d y λx2 = 1−xd ,
λx1 = x +
1−x
d
, ya que λx2 ≤ pxk ≤ λx1 y por lo tanto f ′(λx2) ≥ f ′(pxk) ≥ f ′(λx1). La
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Ec.(3.70) es entonces estr´ıctamente creciente si f es co´ncava y si ns ≥ 2, implicando
que IBf (x) = 0 si x = 0 o´ ns = 1.
Una expansio´n en serie de potencias de (3.70) muestra que
IBf (x) =
1
2
x2|f ′′
(
1
d
)
|
(
1−
∑
k
p2k
)
+O(x3) (3.74)
en acuerdo con Ec.(3.23), indicando un aumento universal cuadra´tico de IBf (x) para
pequen˜os valores de x [asumiendo f ′′(1/d) 6= 0]. Para la medida cuadra´tica (3.61),
se encuentra una simple dependencia cuadra´tica ∀ x ∈ [0, 1]:
IB2 (x) = x
2IB2 (1) = 2x
2
(
1−
∑
k
p2k
)
. (3.75)
Por lo tanto, para |ΨAB〉 entrelazado, IBf (x) > 0 tan pronto como (3.70) se aparta
del estado ma´ximamente mezclado.
En contraste, cualquier medida de entrelazamiento, tal como el entrelazamiento
de formacio´n (3.90) o la negatividad [37], requieren un valor finito umbral x ≥ xc > 0
para ser no nula, ya que la Ec. (3.70) es separable para valores suficientemente
pequen˜os de x: cualquier estado bipartito ρAB es separable si [76]
Tr (ρ− Id/d)2 < 1
d(d− 1)
lo que asegura aqu´ı separabilidad para el caso x ≤ 1
d−1 ≤ xc (d ≥ 4). Por ejemplo,
en el caso ma´ximamente entrelazado pk = 1/dA (suponiendo dA = dB =
√
d), el
estado (3.69) es de hecho separable sii x ≤ 1/(dA + 1) [76]. En el caso general, la
negatividad va a ser positiva para
x > xc =
1
1 + d
√
p1p2
ordenando los pk en orden decreciente [19].
Notamos finalmente que dados dos estados puros |ΨIAB〉 y |ΨIIAB〉, las correspon-
dientes mezclas (3.69) van a satisfacer, para un valor fijo de x ∈ (0, 1],
IBIf (x) ≥ IBIIf (x) (3.76)
∀ Sf si y so´lo si |ΨIAB〉 es absolutamente ma´s entrelazado que |ΨIIAB〉, esto es, si y
so´lo si
Sf (ρ
I
A) ≥ Sf (ρIIA ) , ∀ Sf (3.77)
({pIk} ≺ {pIIk }).
Demostracio´n: Obviamente, Sf (ρ
I
AB(x)) = Sf (ρ
II
AB(x)), mientras que ρ
′I
AB(x) ≺
ρ′IIAB(x), s´ı y so´lo si {pIk} ≺ {pIIk }, como se ve de la ec. (3.71), en cuyo caso Sf (ρ′IAB(x)) ≥
Sf (ρ
′II
AB(x)).
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3.4.2. El caso de dos qubits y relacio´n con el entrelazamiento
Consideremos ahora la mezcla (3.69) en el caso de dos qubits, donde el estado
|ΨAB〉 puede ser siempre escrito como
|ΨAB〉 = √p|00〉+
√
1− p|11〉 (3.78)
con |ij〉 ≡ |iAs 〉|iBs 〉 y p ∈ [0, 1], siendo |0〉, |1〉 los autoestados de σz (σz|i〉 = (−1)i|i〉
para i = 0, 1). Para una medida local de esp´ın, a lo largo de un eje cuya direccio´n
forma un a´ngulo θ con el eje z, se puede mostrar fa´cilmente que la pe´rdida de
informacio´n esta´ dada por:
IθBf (x) =
∑
ν=±
[
f
(
1 + x(1 + 2ν cos θ(2p− 1))
4
)
− f
(
1 + (1 + 2ν)x
4
)]
. (3.79)
Se verifica que para p 6= 1/2, IθBf (x) es mı´nimo para θ = 0, esto es, para medidas
realizadas en la base local de Schmidt (autoestados de ρB) ya que ρ
′(θ) ≺ ρ′(0),
mientras que para p = 1/2 (estado de Bell), IθBf (x) es independiente de θ, ya que la
base de Schmidt se vuelve arbitraria. El mı´nimo resulta entonces
IBf (x) = f
(
1 + x(4p− 1)
4
)
+ f
(
1 + x(3− 4p)
4
)
− f
(
1 + 3x
4
)
− f
(
1− x
4
)
(3.80)
(Ec.(3.70)), siendo una funcio´n estrictamente creciente de x si f es estrictamente
co´ncava y p ∈ (0, 1) (si p = 0 o´ p = 1, |ΨAB〉 es separable y IθBf (x) = 0 ∀x), siendo
adema´s una funcio´n decreciente de p para p ∈ [1/2, 1] y x fijo. En particular, si
Sf (ρ) = S2(ρ), la Ec.(3.80) resulta
IB2 (x) = 4x
2p(1− p). (3.81)
Podemos comparar (3.81) con el Entrelazamiento de Formacio´n asociado (3.90),
que es el cuadrado de la concurrencia (Tangle) (ver Ape´ndice). Para este estado,
(2.55) conduce a
C(x) = Max[2x
√
p(1− p)− 1−x
2
, 0] (3.82)
la cual se anula para
x ≤ xc = 1
1 + 4
√
p(1− p) . (3.83)
Puede verificarse que
IB2 (x) ≥ C2(x)
∀ p, x, con IB2 (x) = C2(x), so´lo para x = 0 o´ x = 1, si p ∈ (0, 1), como puede
apreciarse en el panel superior de la figura (III.2). En contraste, la medida basada
en la entrop´ıa de von Neumann IB(x) (Ec.(3.15)) no es una cota superior del Entre-
lazamiento de Formacio´n E(x) de ρAB(x), como puede verse en el panel central, au´n
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Figura III.2: Medidas de correlaciones cua´nticas y entrelazamiento para la mezcla
(3.69) del estado puro (3.39) con el estado ma´ximamente mezclado, para p = 1/2
y p = 0,9. Panel superior: El De´ficit de Informacio´n IB2 (x) asociado a la entrop´ıa
cuadra´tica (Eqs. (3.61), (3.81)), y el cuadrado de la concurrencia C2(x) (Eq. (3.82)),
que es no nula para x > xc (Eq. (3.83)). Se satisface I
B
2 (x) > C
2(x) para x ∈ (0, 1).
Panel Central: El De´ficit de Informacio´n basado en la entrop´ıa de von Neumann
IB(x) (Ecs. (3.15), (3.80) para f(p) = −p log2 p) y el entrelazamiento de formacio´n
E(x), nuevamente coincidentes para x = 1 pero sin mostrar una relacio´n de orden fija
para x ∈ (0, 1). Panel inferior: Comportamiento del De´ficit de Informacio´n asociado
a la entrop´ıa (2.84), IBq (x) (Ec. (3.80) para f(p) =
p−pq
1−21−q ), para diferentes valores
de q y p = 1/2.
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cuando ambas cantidades coincidan en x = 1 ∀ p. Recordemos que para cualquier
estado de dos qubits, el Entrelazamiento de Formacio´n E(A,B) puede ser evaluado
en te´rminos de la concurrencia C(A,B) por la ec. (2.54) [44].
Por consiguiente, para x pro´ximo a 1 se obtiene
E(x)− IB(x) ≈ −1− x
4
log2(1− x) > 0
dado que E(x) decrece linealmente, mientras IB(x) decrece en forma logar´ıtmica, a
medida que 1−x aumenta desde cero. Notemos que IB(x) coincide con el Quantum
Discord ∀ p, x, dado que la Ec. (3.59) es tambie´n minimizada para una medida a lo
largo del eje z (θ = 0), en cuyo caso ρ′B = ρB.
El panel inferior de la figura muestra el comportamiento de la Eq. (3.80) para
el caso de la entrop´ıa de Tsallis f(p) = fq(p) ≡ p−pq1−21−q . A medida que q aumenta
y toma valores mayores que 2, IBq (x) se vuelve menos sensible a las correlaciones
cua´nticas de´biles (ya que f ′′q (1/d) en (3.74) se vuelve pequen˜a), a semejanza del
comportamiento exhibido por las medidas de entrelazamiento.
Si Eq(x) es el entrelazamiento de formacio´n asociado a Iq(x) (ver ape´ndice), la
desigualdad IBq (x) ≥ Eq(x) ∀ x ∈ [0, 1] valdra´ en un cierto intervalo finito alrededor
de q = 2, a saber 1,27 <∼ q
<
∼ 3,5 para p = 1/2 y 1,3
<
∼ q
<
∼ 4,3 para p = 0,9. Estos
l´ımites son determinados de la condicio´n entre las pendientes: IBq
′
(1) < E ′q(1). Por
ejemplo, para p = 1/2 y una funcio´n f general tal que (3.91) sea convexa, tenemos,
para x→ 1,
IBf (x) ≈ 1− 14 [f ′(0) + 2f ′(12)− 3f ′(1)](1− x) (3.84)
Ef (x) ≈ 1 + 34f ′′(12)(1− x) (3.85)
tal que IBf (x) > Ef (x) en este l´ımite, sii
f ′(0) + 2f ′(1/2)− 3f ′(1) < −3f ′′(1/2) .
Esto deja de lado la entrop´ıa de von Neumann (f ′(0) → ∞) as´ı como todos los
valores q < 1 en el caso de la entrop´ıa de Tsallis, lo que conduce al intervalo anterior
1 ,27 <∼ q
<
∼ 3,5 .
3.4.3. Decoherencia de un estado de Bell
Consideremos finalmente el estado
ρAB(z) =
1
2
[|00〉〈00|+ |11〉〈11|+ z(|00〉〈11|+ |11〉〈00|)]
= 1+z
2
|Ψ+〉〈Ψ+|+ 1−z2 |Ψ−〉〈Ψ−| (3.86)
donde |z| ≤ 1 y
|Ψ±〉 = |00〉 ± |11〉√
2
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Figura III.3: Las mismas cantidades de la Fig. III.2 para los estados (3.86).
Aqu´ı IB2 (z) = C
2(z) mientras que E(z) > IB(z) ∀ z ∈ (0, 1).
son estados de Bell. Esto corresponde a la decoherencia parcial de |Ψ±〉 y puede ser
visto, adema´s, como una mezcla de estos dos estados de Bell. au´nque los estados
reducidos ρA y ρB son ma´ximamente mezclados ∀ z, una medida local de spin a lo
largo de un eje formando un a´ngulo θ con el eje z conduce a ρ′(θ) con autovalores do-
blemente degenerados
1±
√
1−sin2 θ(1−z2)
4
, y por lo tanto a una pe´rdida de informacio´n
θ-dependiente
IθBf (z) =
∑
ν=±
[2f(
1+ν
√
1−sin2 θ(1−z2)
4
)− f(1+νz
2
)] . (3.87)
Esta cantidad es mı´nima, para z ∈ (−1, 1) y f co´ncava, nuevamente para θ = 0,
ya que ρ′(θ) ≺ ρ′(0) = 1
2
(|00〉〈00| + |11〉〈11|) ∀ θ. Obtenemos entonces, fijando
nuevamente 2f(1/2) = 1,
IBf (z) = 1− f(1+z2 )− f(1−z2 ) (3.88)
con IABf (z) = I
A
f (z) = I
B
f (z) ya que ρ(0) es diagonal en una base producto esta´ndar.
Por lo tanto, IBf (z) > 0 , si z 6= 0, con IBf (z) = −14f ′′(12)z2 + O(z3) para z → 0.
Adema´s, IBf (z) es una funcio´n convexa (I
B
f
′′
(z) > 0) y creciente de z (IBf
′
(z) > 0) ∀
Sf . En el caso de la entrop´ıa cuadra´tica, la Ec. (3.88) se reduce a
IB2 (z) = z
2 = C2(z) (3.89)
donde C(z) = |z| es la concurrencia de (3.86). En consecuencia, aqu´ı IB2 (z) y E2(z)
coinciden exactamente ∀ z ∈ [0, 1]. En contraste, la medida de von Neumann IB(z)
es menor que el Entrelazamiento de Formacio´n asociado,
E(z) =
∑
ν=±
f(
1 + ν
√
1− z2
2
)
(con f(p) = −p log p) ∀ z ∈ (0, 1) (Fig. III.3). Para pequen˜os z tenemos, en parti-
cular,
E(z) ≈ −1
2
z2 log2 z
2 > IB(z) ≈ 1
2
z2/ ln 2 .
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Nuevamente, IB(z) coincide aqu´ı con el QD ya que ρB es ma´ximamente mezclado.
Finalmente, las Ecs. (3.93) y (3.88) del Ape´ndice implican, adema´s,
IB3 (z) = z
2 = E3(z) .
Puede verse que para 2 < q < 3, IBq (z) > Eq(z) ∀ z ∈ (0, 1) (au´nque la diferencia
es pequen˜a) mientras que si q < 2 or q > 3 (dentro de los l´ımites permitidos
por la velidez de (3.91)), IBq (z) < Eq(z) ∀ z ∈ (0, 1). Estos intervalos pueden ser
corroborados de las expansiones
IBf (z)− Ef (z) = 14 [−f ′′(12)− f ′(0) + f ′(1)]z2 +O(z3)
= 1
4
[−f ′′(1
2
)− f ′(0) + f ′(1)](1− z) +O(1− z)2
para z → 0 y z → 1, lo que implica IBf (z) > Ef (z) dentro de esos l´ımites si y solo
si f ′(0)− f ′(1) < −f ′′(1/2), conduciendo a 2 < q < 3 en el caso de Tsallis.
3.5. Ape´ndice: Entrelazamiento de formacio´n generalizado
La extensio´n de techo convexo (Convex roof extension) [72, 77], aplicada a las
medidas entro´picas generalizadas Sf , conduce a una medida de entrelazamiento ge-
neralizada para estados no puros, dada por
Ef (ρAB) = Min∑
α qα|Ψα〉〈Ψα|=ρAB
∑
α
qαEf (|Ψα〉〈Ψα|) (3.90)
donde qα ≥ 0 y Ef (ραAB) = Sf (ραA) = Sf (ραB) es la entrop´ıa de entrelazamien-
to generalizada de |Ψα〉. La minimizacio´n es sobre todas las representaciones de
ρAB como combinacio´n convexa de estados puros del sistema. La cantidad (3.90)
es semi-definida positiva y se anula so´lo en el caso que ρAB sea separable, es decir
combinacio´n convexa de estados producto. Es adema´s un “mono´tono de entrelaza-
miento” (Entanglement monotone) [77], en el sentido de que no se incrementa por
operaciones locales o comunicacio´n cla´sica (LOCC): El entrelazamiento generalizado
de estados puros Ef (ρ
α
AB) es una funcio´n co´ncava de ρ
α
A, invariante bajo operaciones
unitarias locales, satisfaciendo entonces las condiciones de la referencia [77] para
asegurar la monoton´ıa de la correspondiente extensio´n de techo convexo.
En el caso de la entrop´ıa de von Neumann, la ec. (3.90) es el entrelazamiento de
formacio´n usual (2.53) [15], mientras que en el caso de la entrop´ıa cuadra´tica, la ec.
(3.90) es el denominado tangle τ(ρAB) [72, 78]. Recordemos que en el caso de dos
qubits, el entrelazamiento de formacio´n esta´ dado en te´rminos de la concurrencia
por (2.54), mientras que el tangle es directamente el cuadrado de la concurrencia:
τ(ρAB) = C
2(A,B).
Puede preguntarse aqu´ı si es posible utilizar la extensio´n directa de la Ec. (2.54),
es decir,
Ef =
∑
ν=±
f(1+ν
√
1−C2
2
) (3.91)
55
para evaluar el entrelazamiento de formacio´n asociado a una funcio´n co´ncava f
general. De acuerdo a los argumentos de [44] y [79], esto es posible si se cumple que
la Ec. (3.91), la cual es una funcio´n estrictamente creciente de la concurrencia C
∀ f co´ncava, es adema´s convexa. En el caso de la entrop´ıa de Tsallis f(p) = fq(p)
(2.84), esto permite la aplicabilidad de (3.91) para [19]
5−√13
2
≤ q ≤ 5 +
√
13
2
(3.92)
(que surge de la condicio´n E ′′(C) ≥ 0 ∀ C ∈ [0, 1]), es decir, 0,7 <∼ q <∼ 4,3, que esta´ de
acuerdo con los resultados nume´ricos de [79].
Denotando a la cantidad resultante como Eq, se obtiene, con la presente norma-
lizacio´n,
E2 = E3 = C
2 (3.93)
dado que para cualquier estado de un qubit ρ, se verifica S2(ρ) = S3(ρ) = 4 det(ρ)
(ver pro´ximo cap´ıtulo).
Mientras que If (ρAB) = 0 implica Ef (ρAB) = 0 (ya que (3.30) es separable),
la rec´ıproca no es necesariamente cierta, ya que If (ρAB) puede ser no nula au´n
en estados separables (Ef (ρAB) = 0). No obstante, y au´nque ambas cantidades
coinciden para estados puros, If (ρAB) y Ef (ρAB) no guardan necesariamente una
relacio´n de orden entre s´ı, para estados ρAB no puros. Esto sucede en particular con
la entrop´ıa de von Neumann.
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IV Ecuaciones generales para la determinacio´n
de medidas o´ptimas
En el cap´ıtulo precedente vimos que dado un sistema bipartito A + B, la rea-
lizacio´n de una medida local sobre cualquiera de los subsistemas, A o´ B, conduce
a una pe´rdida de informacio´n sobre el operador densidad conjunto ρAB, salvo que
el estado posmedida ρ′AB coincida con el original, y que es posible relacionar esta
pe´rdida de informacio´n con las correlaciones existentes entre A y B antes de realizar
la medida, por medio de IMBf . La menor de todas las posibles I
MB
f es la que en
verdad cuantifica las correlaciones netamente cua´nticas presentes en el sistema, ya
que esta informacio´n mı´nima perdida, es la que separa al estado cua´ntico ρAB del
conjunto de todos los estados cla´sicos. La medida local que minimiza IMBf , puede
entonces considerarse como la medida local que menos perturba al sistema, segu´n
la entrop´ıa Sf . En este cap´ıtulo analizaremos como determinar esta medida. Los
desarrollos expuestos en este cap´ıtulo dieron lugar al trabajo [20].
4.1. Ecuacio´n estacionaria general
A continuacio´n derivaremos las ecuaciones que permiten determinar la medida
local o´ptima, es decir la que conlleva la mı´nima perturbacio´n, definida por la Ec.
(3.34).
Resultado 1. Dada funcio´n entro´pica f , la medida local que menos perturba al
sistema satisface la ecuacio´n
TrA[f
′(ρ′AB), ρAB] = 0 (4.1)
donde f ′ es la derivada de f y ρ′AB el estado posmedida (3.30).
Demostracio´n: La entrop´ıa generalizada del estado (3.30) es, utilizando (3.32),
Sf (ρ
′
AB) =
∑
i,j
f(pij) , p
i
j = qjpi/j = 〈ijj|ρAB|ijj〉 (4.2)
donde 〈ijj|ρAB|kjj〉 = δikpij. Considerando una pequen˜a variacio´n unitaria de la base
local de medida, tal que δ|jB〉 = (eiδhB − 1)|jB〉 ≈ iδhB|jB〉, con δhB un operador
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hermı´tico local pequen˜o, tenemos δpij ≈ i〈ijj|[ρAB, δh]|ijj〉 a primer orden en δh,
con δh = IA ⊗ δhB. Por lo tanto,
δIMBf =
∑
i,j
f ′(pij)δp
i
j = iTr [f
′(ρ′AB), ρAB]δh
= iTrB (TrA[f
′(ρ′AB), ρAB])δhB .
La condicio´n δIMBf = 0 ∀ δhB conduce a la Ec. (4.1).
La Ec. (4.1) implica expl´ıcitamente que∑
i
f ′(pij)〈ijj|ρAB|ijk〉 =
∑
i
f ′(pik)〈ikj|ρAB|ikk〉
∀ k, j, y determina un cierto conjunto de bases locales factibles {|jB〉}. El significado
es que f ′(ρ′AB) y ρAB “conmutan localmente”, es decir, el estado reducido en B de
su conmutador es nulo.
Los estados correspondientes |ij〉 de A dependen en general de j. La base local
minimizante {|jB〉} no diagonalizara´ en general al estado reducido ρB. Sin embargo,
los autoestados locales sera´n o´ptimos en algunos casos importantes: Si en una base
producto esta´ndar {|ij〉 = |iA〉|jB〉}, formada por los autoestados de ρA y ρB los
u´nicos elementos fuera de la diagonal de ρAB son 〈ij|ρAB|kl〉, con i 6= k, y j 6= l, tal
que
〈ij|ρAB|ik〉 = δjkpij , 〈ij|ρAB|lj〉 = δilpij (4.3)
entonces la Ec. (4.1) se satisface trivialmente ∀ Sf , para una medida en la base
{|jB〉}. Tal base proporcionar´ıa entonces un punto estacionario universal de IBf .
Este es precisamente el caso de un estado puro, escrito en la base de Schmidt co-
mo |ΨAB〉 =
∑
k
√
pk|kAkB〉, y tambie´n el de una mezcla de |ΨAB〉 con el estado
ma´ximamente mezclado, visto en la sec. 3.4:
ρAB = x|ΨAB〉〈ΨAB|+ 1−xn I , x ∈ [0, 1]
donde las Ecs. (4.3), y por lo tanto (4.1), se satisfaran ∀ f para una medida en
la base {|kB〉}. Se mostro´ justamente en 3.4 que tal base proporciona la medida
universal local de perturbacio´n mı´nima para estos estados, minimizando IMBf ∀ Sf .
En el caso de la entrop´ıa cuadra´tica, f ′(ρ′AB) ∝ I − 2ρ′AB y la Ec. (4.1) da como
resultado justamente
TrA[ρ
′
AB, ρAB] = 0
indicando que el estado posmedida ρ′AB debe conmutar localmente (en B) con el
estado original.
En el caso del Discord original (3.59), el te´rmino adicional local conduce en la
variacio´n a la ecuacio´n modificada
TrA[f
′(ρ′AB), ρAB]− [f ′(ρ′B), ρB] = 0 (4.4)
donde f ′(ρ) = − log ρ.
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4.2. El caso de dos qubits
Analizaremos a continuacio´n el caso de dos qubits en detalle. Cualquier estado
de un sistema de dos qubits puede ser escrito como
ρAB =
1
4
(I + rA · σA + rB · σB + σtAJσB) (4.5)
donde aqu´ı σA ≡ σ⊗ I, σB ≡ I ⊗σ, con σt = (σx, σy, σz) los operadores de Pauli e
I el operador identidad (en el espacio correspondiente). Las trazas ba´sicas tr σµ = 0,
tr σµσν = 2δµν para µ, ν = x, y, z, implican que
rA = 〈σA〉 , rB = 〈σB〉 , J = 〈σAσtB〉 (4.6)
esto es, Jµν = 〈σAµ σBν〉, donde 〈O〉 = Tr ρAB O.
Cualquier medida proyectiva completa local en B, puede ser considerada como
una medida de esp´ın a lo largo de la direccio´n de un vector unitario k, representado
por medio de los proyectores ortogonales P±k = 12(I ±k ·σ). Esto deja so´lo aquellos
elementos de ρAB proporcionales a k · σ, y conduce al estado posmedida
ρ′AB =
1
4
[I + rA · σA + (rB · k)k · σB + (σtAJk)(k · σB)] (4.7)
el cual corresponde a rB → kktrB y J → Jkkt en (4.5). La pe´rdida de informacio´n
debida a esta medida sera´ expresada como
Ikf ≡ Sf (ρ′AB)− Sf (ρAB) . (4.8)
Mostraremos ahora que empleando la Ec. (4.1), se obtiene la siguiente condicio´n:
Resultado 2: La condicio´n general estacionaria para la direccio´n k de medida en
B satisface
α1rB + α2J
trA + α3J
tJk = λk (4.9)
es decir,
k × (α1rB + α2J trA + α3J tJk) = 0 (4.10)
donde λ es un factor de proporcionalidad y los coeficientes αi esta´n dados por [20]
(α1, α2, α3) =
1
4
∑
µ, ν=±1
f ′(pµν )(ν,
νµ
|rA+νJk| ,
µ
|rA+νJk|) (4.11)
con pµν (µ, ν = ±1) los autovalores de (4.7):
pµν =
1
4
(1 + νrB · k + µ|rA + νJk|) . (4.12)
Demostracio´n: El estado (4.7) es diagonal en la base producto condicional for-
mada por los autoestados de k ·σB y (rA+νJk) ·σA, donde ν = ±1, lo cual conduce
a los autovalores Ec.(4.12). Podemos escribir entonces
f ′(ρ′AB) =
1
4
∑
ν, µ
f ′(pµν )(I + µ
rA+νJk
|rA+νJk| · σA)(I + νk · σB)
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Usando las relaciones ba´sicas de la traza y la relacio´n [r · σ, s · σ] = 2i(r × s) · σ,
obtenemos TrA[(r · σA)(s · σB),σAJσB] = 4i(s× J tr) · σB, resultando entonces
TrA[f
′(ρ′AB), ρAB] = i[k × (α1rB + α2J trA + α3J tJk)] · σB
con αi dado por la Ec. (4.11). La ecuacio´n (4.1) conduce entonces a la Ec. (4.9).
Podemos verificar la Ec. (4.9) directamente. De (4.12), tenemos que
δpµν =
ν
4
(rB + µ
J t(rA + νJk)
|rA + νJk| ) · δk
para cambios δk en la direccio´n del aparato de medida local, con k · δk = 0 ya que
k es un vector unitario. La condicio´n δIkf =
∑
ν,µ f
′(pµν )δp
µ
ν = 0 implica entonces
(α1rB + α2J
trA + α3J
tJk) · δk = 0
lo que conduce a la Ec. (4.9), ya que δk es ortogonal a k.
Escribiendo k = (sin γ cosφ, sin γ sinφ, cos γ), la Ec. (4.9) conduce a una ecuacio´n
trascendente para γ, φ (tan γ = dz/
√
d2x + d
2
y, tanφ = dy/dx, con d el lado izquierdo
de (4.9)). La Ec. (4.9) puede ser vista, adema´s, como una ecuacio´n autoconsistente
de autovalores para la matriz (α1rB + α2J
trA)k
t + α3J
tJ .
El estado inicial reducido local ρB = TrA ρAB =
1
2
(I + rB · σ) cambia a
ρ′B =
1
2
[I + (rB · k)(k · σ)] (4.13)
luego de la medida local. La direccio´n minimizante k dependera´ de la matriz J y
puede obviamente desviarse de rB, cambiando el estado local. Se espera entonces
una “transicio´n” en la direccio´n de menor perturbacio´n k, de rB a la direccio´n del
autovector principal de J tJ , a medida que J aumenta, tal como se aprecia en la Ec.
(4.9). El tipo de transicio´n dependera´ en general de la eleccio´n de entrop´ıa.
En el caso del Quantum Discord original (3.59), la contribucio´n adicional local
(4.4) conducira´ a una condicio´n estacionaria modificada [20,80])
(α1 − η)rB + α2J trA + α3J tJk = λk (4.14)
donde η = 1
2
∑
ν=± νf
′(pν) = 12 log(p−/p+), con pν =
∑
µ p
µ
ν =
1
2
(1 + νrB · k)
los autovalores de ρ′B. El te´rmino extra −ηrB tendera´ a disminuir el efecto de rB,
favoreciendo la direccio´n determinada por J tJ .
4.3. Medida cuadra´tica
4.3.1. Caso de dos qubits
Mientras que la evaluacio´n de una entrop´ıa general Sf (ρ) requiere la determi-
nacio´n de los autovalores de ρ, para aquellas elecciones de f que involucran so´lo
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potencias enteras pequen˜as de ρ, tal como la entrop´ıa cuadra´tica (2.95), Sf (ρ) pue-
de ser determinada sin el conocimiento expl´ıcito de los autovalores.
Por ejemplo, usando nuevamente los resultados ba´sicos tr σµ = 0, tr σµσν =
2δµν , la entrop´ıa cuadra´tica (3.16) de un estado cualquiera de dos qubits puede ser
evaluada como
S2(ρAB) =
3
2
− 1
2
(|rA|2 + |rB|2 + ||J ||2) (4.15)
donde ||J ||2 = tr J tJ y |r|2 = r · r = rtr. Para el estado posmedida (4.7), la Ec.
(4.15) resulta
S2(ρ
′
AB) =
3
2
− 1
2
|rA|2 − 12ktM2k, (4.16)
M2 = rBr
t
B + J
tJ (4.17)
donde M2 es una matriz sime´trica semidefinida positiva. La pe´rdida de informacio´n
puede entonces ser expresada como una forma cuadra´tica en k, ma´s un te´rmino
constante:
Ik2 =
1
2
(|rB|2 + ||J ||2 − ktM2k) = 12(trM2 − ktM2k) . (4.18)
El mı´nimo de Ik2 corresponde luego a k dirigido a lo largo del autovector asociado
con el mayor autovalor de la matriz M2:
IB2 (ρAB) = Min
k
Ik2 =
1
2
(trM2 − λ1) = 12(λ2 + λ3) (4.19)
donde (λ1, λ2, λ3) son los autovalores deM2 ordenados en forma decreciente. Mencio-
nemos que el mı´nimo IB2 es proporcional al Discord geome´trico, como se mostro´ en
el cap´ıtulo anterior.
Un estado ρAB que es ya de la forma (4.7), es decir, un estado cla´sicamente
correlacionado respecto de B, conduce a IBf (ρAB) = 0 ∀ Sf , y esta´ entonces ca-
racterizado por una matriz M2 de rango 1 (tal que λ2 = λ3 = 0). Se verifica que
para f ′(pµν ) ∝ 1 − 2pµν , la Ec. (4.9) se reduce a la presente ecuacio´n de autovalores
M2k = λk, dado que (α1, α2, α3) ∝ (rB · k, 0, 1).
Vemos as´ı que en el caso de la entrop´ıa cuadra´tica, la determinacio´n de la medida
local minimizante de IB2 (ρAB) es anal´ıtica para cualquier ρAB, ya que requiere so´lo
la diagonalizacio´n de una matriz M2 de 3× 3.
4.3.2. Extensio´n a un sistema qudit-qubit
Consideremos ahora el caso en que A es un sistema cuyo espacio de Hilbert es de
dimensio´n arbitraria dA (qudit). Considerando nuevamente un conjunto ortogonal
de d2A − 1 operadores σA que satisfagan
TrσA = 0 , Tr σAiσAj = dAδij
podemos escribir un estado conjunto general en forma similar al caso de dos qubits:
ρAB =
1
2dA
[I + rA · σA + rB · σB + σtAJσB] (4.20)
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con rA = 〈σA〉, rB = 〈σB〉, y J = 〈σAσtB〉 una matriz de dA × 3.
El resultado (4.15) puede extenderse directamente:
S2(ρAB) =
2dA − 1
dA
− 1
dA
(|rA|2 + |rB|2 + ||J ||2) (4.21)
donde ||J ||2 = tr J tJ y |r|2 = r · r = rtr. El estado posmedida sigue siendo de la
forma (4.7) y por lo tanto la Ec. (4.16) se generaliza a
S2(ρ
′
AB) =
2dA − 1
dA
− 1
dA
|rA|2 − 1
dA
ktM2k (4.22)
donde nuevamente
M2 = rBr
t
B + J
tJ
es una matriz de 3 × 3, tal como en el caso de dos qubits, ya que los grados de
libertad de A esta´n contraidos. Por lo tanto,
Ik2 =
1
dA
(trM2 − ktM2k) . (4.23)
La determinacio´n de la medida o´ptima es entonces anal´ıtica tambie´n en este caso,
requiriendo nuevamente la diagonalizacio´n de una matriz de 3× 3.
4.4. Medida cu´bica
Otra entrop´ıa que puede ser fa´cilmente evaluada para cualquier estado de dos
qubits es la correspondiente al caso q = 3 en (2.84),
S3(ρ) =
4
3
(1− Tr ρ3) . (4.24)
Lema 1. La entrop´ıa (4.24) de un estado general de dos qubits (4.5) es [20]
S3(ρAB) =
1
2
[S2(ρAB) + 1− (rtA J rB − det J)] (4.25)
donde S2(ρAB) es la entrop´ıa (4.15).
Demostracio´n: Aplicando nuevamente las relaciones ba´sicas de la traza y notan-
do que tr σµσνστ = 2iǫµντ , con ǫ el tensor completamente antisime´trico (µ, ν, τ ∈
{x, y, z}), los u´nicos te´rminos con traza no nula en ρ3 son
Tr(rtAσA)(σ
t
AJσB)(r
t
BσB) = 4r
t
AJrB
(y lo mismo para sus 3! permutaciones) y
Tr(σtAJσB)
3 = 3!(2i)2det J
estos resultados junto con las contracciones cuadra´ticas, conducen a la Ec. (4.25).
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Resultado 3. Para la entrop´ıa (4.24) y el estado general de dos qubits (4.5), la
mı´nima pe´rdida de informacio´n asociada a una medida local en B, esta´ dada por [20]
IB3 (ρAB) = Min
k
Ik3 =
1
4
(trM3 − 2 det J − λ1)
= 1
4
(λ2 + λ3)− 12 det J (4.26)
donde (λ1, λ2, λ3) son los autovalores, ordenados en forma decreciente, de la matriz
semidefinida positiva
M3 = rBr
t
B + J
tJ + rBr
t
AJ + J
trAr
t
B . (4.27)
Demostracio´n. Usando la Ec. (4.25), la entrop´ıa cu´bica del estado posmedida (4.7)
puede ser expresada como
S3(ρ
′
AB) =
5
4
− 1
4
(|rA|2 + ktM3k) (4.28)
donde M3 es la matriz (4.27), ya que r
t
AJrB = tr rBr
t
AJ = tr J
trAr
t
B y
det(Jkkt) = 0 .
La matriz M3 es claramente sime´trica y adema´s semidefinida positiva, pues
ktM3k ≥ (|k · rB| − |Jk|)2 ≥ 0 , ∀ k
ya que |rA| ≤ 1. La pe´rdida de informacio´n Ik3 = S3(ρ′AB)−S3(ρAB) es, por lo tanto,
Ik3 =
1
4
(trM3 − 2 det J − ktM3k) (4.29)
donde trM3 = |rB|2 + ||J ||2 + 2rtAJrB. Su mı´nimo se obtiene luego para k paralelo
al autovector correspondiente al mayor autovalor de M3, lo cual conduce a la Ec.
(4.26). A diferencia de Ik2 , la medida minimizante puede ahora depender, adema´s,
de rA a trave´s de los u´ltimos terminos de M3.
Se verifica que la Ec. (4.9) conduce, en el presente caso, a la misma ecuacio´n de
autovalores M3k = λk, ya que (α1, α2, α3) ∝ (rtBk + rtAJk, rtBk, 1) para f ′(pµν ) ∝
1− 3(pµν )2. Y se verifica que un estado cla´sicamente correlacionado de la forma (4.7)
se caracteriza por matrices M3 y J de rango 1, tal que la Ec. (4.26) se anula.
Notemos que bajo rotaciones arbitrarias locales
σα → Rασα , α = A,B
con RαR
t
α = I, detRα = +1, tenemos rα → Rtαrα y J → RtAJRB en (4.5), tal
que M2 → RtBM2RB y M3 → RtBM3RB. Sus autovalores permanecen por lo tanto
invariantes. Por supuesto, det J y todos los otros te´rminos en las Ecs. (4.15) y (4.25)
permanecen inalterados.
Las Ecs. (4.15) y (4.25) proporcionan de hecho l´ımites estrictos a estos invarian-
tes. Como S2(ρAB) ≥ 0 ∀ ρAB, La Ec. (4.15) implica
|rA|2 + |rB|2 + ||J ||2 ≤ 3 (4.30)
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con |rA|2+ |rB|2+ ||J ||2 = 3 si y so´lo si ρAB (asumido semidefinido positivo) es puro
(ρ2AB = ρAB, S2(ρAB) = 0). Adema´s, como Tr ρ
q′ ≤ Tr ρq si q′ > q > 0, obtenemos
para la presente normalizacio´n, S3(ρ) ≥ 23S2(ρ), lo cual, para el caso de dos qubits,
implica
rtAJrB − det J ≤ 1− 13S2(ρAB) (4.31)
con rtAJrB − det J = 1 si y solo si ρAB es puro.
Podemos verificar estos resultados escribiendo el estado puro de dos qubits en la
base de Schmidt, |ΨAB〉 = √p |00〉+
√
1− p |11〉, con p ∈ [0, 1], lo que conduce a
|rA| = |rB| = |2p− 1|, ||J ||2 = 1 + 8p(1− p), rtAJrB = (2p− 1)2
con det J = −4p(1− p), y por lo tanto a la igualdad en (4.30)–(4.31).
Un aspecto importante acerca de las entrop´ıas cuadra´tica y cu´bica es que resultan
iguales para un estado arbitrario de un qubit ρA =
1
2
(I2 + rA · σ), ya que tr σmµ = 0
para m impar:
S2(ρA) = S3(ρA) = 1− |rA|2 . (4.32)
Esto implica que los entrelazamientos de formacio´n asociados (3.90) para un estado
de dos qubits son ide´nticos [19], coincidiendo con el cuadrado de la concurrencia
CAB [44, 72]. Ambas cantidades I
B
2 e I
B
3 se reducen entonces al cuadrado de la
concurrencia C2AB en el caso de un estado puro de dos qubits.
Este u´ltimo resultado puede ser directamente verificado usando la descomposi-
cion de Schmidt: Ambas matrices M2 y M3 son diagonales en la correspondiente
base z, y sus dos autovalores ma´s bajos son ide´nticos λ2 = λ3 = 4p(1− p) = −det J .
Las Ecs. (4.19) y (4.26) conducen entonces a
IB2 = I
B
3 = 4p(1− p) = −det J
que coinciden con el cuadrado de CAB = 2
√
p(1− p).
4.5. Ejemplos
4.5.1. Estados con densidades reducidas ma´ximamente mezcladas
Como primer ejemplo vamos a considerar estados de dos qubits con rA = rB = 0
en (4.5), tal que ρA = ρB =
1
2
I son ma´ximamente mezclados y
ρAB =
1
4
(I + σtAJσB) =
1
4
(I +
∑
µ,ν=x,y,z
JµνσAµσBν) . (4.33)
Estos estados son diagonales en la base de Bell.
Mostraremos que para el estado (4.33) es va´lido el siguiente Teorema [20]:
a) La direccio´n de medida k en el sistema B que minimiza IBf es universal, es decir,
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es la misma para cualquier entrop´ıa Sf , y esta´ dada por la direccio´n del autovector
con el autovalor ma´s grande de la matriz J tJ .
b) La mı´nima pe´rdida de informacio´n resultante esta´ dada por
IBf (ρAB) = 2f(
p1+p2
2
) + 2f(p3+p4
2
)− f(p1)− f(p2)− f(p3)− f(p4) (4.34)
donde (p1, p2, p3, p4) son los autovalores de (4.33) ordenados en orden decreciente.
c) IAf = I
B
f ∀ f , siendo la direccio´n minimizante en A aquella del autovector con
autovalor ma´s grande de JJ t.
Demostracio´n de a): Para rA = rB = 0, los autovalores (4.12) del estado posmedida
ρ′AB =
1
4
[I + σtAJk(k · σB)] son
pµν (k) =
1
4
(1 + νµ|Jk|) , µ, ν = ±1
siendo entonces doblemente degenerados. Si km es el autovector normalizado aso-
ciado al autovalor ma´s grande (J2m) de J
tJ , tenemos
|Jk| =
√
ktJ tJk ≤
√
ktmJ
tJkm = |Jm|
para cualquier vector unitario k, y por lo tanto pµµ(k) ≤ pµµ(km). Esto implica que
la distribucio´n {pνµ(k)} es mayorizada por {pνµ(km)}, es decir,
ρ′AB(k) ≺ ρ′AB(km) = 14 [I + Jm(k˜m · σA)(km · σB)] (4.35)
donde k˜m = Jkm/Jm es el correspondiente autovector de JJ
t. Esto implica
Sf (ρ
′
AB(k)) ≥ Sf (ρ′AB(km))
y por lo tanto Ikf ≥ Ikmf ∀ k y Sf . El estado ρ′AB(km) es entonces el estado cla´sica-
mente correlacionado menos mezclado asociado con ρAB, y la medida a lo largo de
km es la medida local (en B) que menos perturba al sistema para cualquier Sf . Se
verifica que la condicio´n general estacionaria (4.9) conduce en este caso a la ecuacio´n
de autovalores J tJk = λk ∀ f , con M2 = M3 = J tJ en las ecuaciones (4.17) y
(4.27).
El resultado (4.35) es natural: Los ejes locales pueden ser siempre elegidos tales
que la matriz J sea diagonal. Esto puede ser logrado a trave´s de su descomposicio´n
de valores singulares J = UAJ
dU tB, donde J
d
µν = Jµδµν , con J
2
µ los autovalores de
J tJ (los mismos que los de JJ t) y UA, UB matrices ortonormales (UαU
t
α = I para
α = A,B). Los signos de Jµ deben ser elegidos tal que las Uα sean matrices de
rotacio´n (detUα = +1). Sustituyendo σA,B → UA,BσA,B en (4.33), obtenemos la
representacio´n diagonal
ρAB =
1
4
(I +
∑
µ=x,y,z
JµσAµσBµ) . (4.36)
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Dado que |Jm| = Max{|Jµ|}, la medida universal que menos perturba al sistema es,
por lo tanto, aquella a lo largo de la direccio´n de ma´xima correlacio´n, dejando so´lo
el te´rmino ma´s grande de (4.36) en el estado posmedida (4.35). Notemos que la Ec.
(4.36) satisface las ecuaciones estacionarias (4.3) en la base producto formada por
los autoestados de σAµσBµ, para cualquier µ = x, y, z.
Demostracio´n de b): La Ec. (4.36) es diagonal en la base de Bell
{|Ψ1,2〉 = |00〉±|11〉√2 , |Ψ3,4〉 =
|01〉±|10〉√
2
}, es decir,
ρAB =
4∑
i=1
pi|Ψi〉〈Ψi| (4.37)
con autovalores
p1, 2 =
1 + Jz ± (Jx − Jy)
4
, p3, 4 =
1− Jz ± (Jx + Jy)
4
.
Sin pe´rdida de generalidad podemos siempre elegir los ejes locales x, y, z tales que
|Jm| = |Jz| ≥ |Jx| ≥ |Jy|, con Jz ≥ 0, Jx ≥ 0 (rotaciones de a´ngulo π alrededor
de uno de los ejes en A o B conducen a Jµ → −Jµ para el otro eje). En tal caso
p1 ≥ p2 ≥ p3 ≥ p4, y la medida que menos perturba es a lo largo del eje z, tal que
la ecuacio´n (4.35) resulta
ρ′AB(km) =
1
4
(I + JzσAzσBz) . (4.38)
Este estado posee los autovalores doblemente degenerados
1 + Jz
4
=
p1 + p2
2
,
1− Jz
4
=
p3 + p4
2
.
La mı´nima pe´rdida de informacio´n IBf (ρAB) = Sf (ρ
′
AB(km))− Sf (ρAB) conduce por
lo tanto a la Ec. (4.34), donde (p1, p2, p3, p4) son en general los autovalores de ρAB
ordenados en orden decreciente.
Demostracio´n de c): Dado que la Ec. (4.34) queda completamente determinada
por los autovalores ordenados de ρAB, se obtiene obviamente I
A
f = I
B
f , un resultado
que es evidente de la representacio´n sime´trica (4.36). De (4.35) se ve que la medida
minimizante en A es a lo largo de k˜m.
Ana´lisis del resultado (4.34): Discutiremos ahora las principales propiedades de
la Ec. (4.34). Se verifica que la estricta concavidad de f asegura IBf (ρAB) ≥ 0 ∀ Sf ,
con IBf (ρAB) = 0 so´lo si p1 = p2 y p3 = p4, es decir, so´lo si Jx = Jy = 0, en cuyo
caso el estado (4.37) se reduce a
ρAB = p1(|00〉〈00|+ |11〉〈11|) + p3(|01〉〈01|+ |10〉〈10|)
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que es un estado cla´sicamente correlacionado, es decir, con Discord nulo.
En el caso de la entrop´ıa de von Neumann f(p) = −p log2 p, la Ec. (4.34) es
justamente el Quantum Discord D(A|B) = D(B|A) del estado, coincidiendo con el
resultado de la ref. [47], ya que para los estados (4.33), ρ′B = ρB =
1
2
I para cualquier
medida local MB, lo que implica que el Quantum Discord de la ecuacio´n (3.59) se
reduce al De´ficit de Informacio´n.
En el caso cuadra´tico (4.15), las Ec. (4.19) o (4.34) conducen a
IB2 (ρAB) =
1
2
(J2x + J
2
y ) = (p1 − p2)2 + (p3 − p4)2 (4.39)
resultado que representa justamente el Discord geome´trico (normalizado) del estado.
Y en el caso de la entrop´ıa cu´bica, (4.25), las Ecs. (4.26) o (4.34) conducen a
IB3 (ρAB) =
1
4
(J2x + J
2
y )− 12JxJyJz (4.40)
= (p1 − p2)2(p1 + p2) + (p3 − p4)2(p3 + p4) (4.41)
el cual es el promedio de los te´rminos en (4.39) e implica IB3 (ρAB) ≤ IB2 (ρAB).
Notemos tambie´n que para J suficientemente pequen˜o, el resultado exacto (4.34)
resulta proporcional a (4.39) para cualquier entrop´ıa Sf : Si Jm = Jz,
IBf (ρAB) ≈ 12cf (J2x + J2y ) +O(J3) = cfIB2 (ρAB) +O(J3) (4.42)
con cf = −14f ′′(14) > 0. Esto implica un comportamiento universal en las vecindades
del estado ma´ximamente mezclado I/4.
Relacio´n con el entrelazamiento. Es bien sabido que el estado (4.33) es entrela-
zado s´ı y so´lo s´ı su autovalor ma´s grande p1 satisface
p1 > 1/2 .
Su concurrencia [44] esta´ dada por
CAB = Max[2p1 − 1, 0] (4.43)
con 2p1 − 1 = p1 − p2 − p3 − p4. Esto implica
IB2 ≥ C2AB, IB3 ≥ C2AB (4.44)
con la igualdad va´lida (para CAB > 0) so´lo si p3 = p4 = 0 (C
2
AB ≤ (p1− p2)2− (p1−
p2)(p3+p4) ≤ (p1−p2)2(p1+p2) si p3+p4 ≤ p1−p2). La Ec. (4.44) significa que para
los estados (4.33), IB2 e I
B
3 son cotas superiores de su correspondiente entrelazamiento
de formacio´n (3.90). Esta no es una propiedad general. Por ejemplo, esto no es va´lido
en el caso de von Neumann f(ρ) = −ρ log2 ρ, donde la Ec. (4.34) puede ser menor
que el entrelazamiento de formacio´n EAB =
∑
ν=± f(
1+ν
√
1−C2AB
2
) para los presentes
estados.
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Figura IV.1: Valores ma´ximos y mı´nimos alcanzados por los De´ficit de Informacio´n
generalizados IB2 (ρAB) e I
B
3 (ρAB), en el estado (4.33), como funcio´n de su auto-
valor ma´ximo p1. El mı´nimo comu´n es justamente el cuadrado de la concurrencia
C2AB, mientras que los ma´ximos esta´n indicados por las l´ıneas de trazos y de trazos-
punteadas, respectivamente. El panel interior representa los valores ma´ximos y mı´ni-
mos alcanzados por IB1 en el caso de von Neumann (q = 1), en donde coincide con
el Quantum Discord. La linea continua representa el entrelazamiento de formacio´n.
La Figura (IV.1) representa los valores ma´ximos y mı´nimos alcanzados por IB2 e
IB3 en los estados (4.33) para valores fijos del autovalor ma´ximo p1. El mı´nimo comu´n
es justamente el cuadrado de la concurrencia C2AB, alcanzado para p3 = p4 = 0 si
p1 ≥ 1/2 (y p2 = p1, p3 = p4 si p1 ≤ 1/2). El ma´ximo es alcanzado para p2 = p3 = p4
si p1 ≥ 7/13 ≈ 0,54 para I2 y p1 & 0,44 para I3, y para p2 = p3, p4 = 0, para p1
por debajo de los valores previos y por arriba de 1/3. Como resultado, los valores
ma´ximos para concurrencia 0 de I2 e I3 son 1/8 y 2/27 respectivamente, obtenidos
para p1 = 1/2.
En contraste, en el caso de von Neumann, el mı´nimo (obtenido nuevamente
para p3 = p4 = 0 si p1 ≥ 1/2) yace claramente por debajo del entrelazamiento de
formacio´n E(A,B) ∀ p ∈ (1/2, 1), e incluso el ma´ximo (obtenido para p2 = p3 = p4
si p & 0,86 y para p2 = p3, p4 = 0 si 1/3 ≤ p1 . 0,86) yace por debajo de E(A,B)
si p1 & 0,91. Para p ≤ 1/3 el ma´ximo para las tres entrop´ıas se alcanza cuando
p2 = p3 = p1.
4.5.2. Estados con simetr´ıa de paridad (estados X)
Vamos a considerar ahora el caso donde ambos vectores de Bloch rA y rB esta´n
direccionados a lo largo de un mismo eje principal de J , es decir, rB a lo largo de k
y rA a lo largo de Jk, con k un autovector de J
tJ (y por lo tanto, Jk un autovector
de JJ t). Eligiendo a estos ejes como el eje z local, tal que rA = rAkz, rB = rBkz y
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Jµν = Jµδµν , tal estado puede ser escrito como
ρAB =
1
4
(I + rAσAz + rBσBz +
∑
µ=x,y,z
JµσAµσBµ) (4.45)
=
1
4


a+ 0 0 α+
0 c+ α− 0
0 α− c− 0
α+ 0 0 a−

 ,
a± = 1 + Jz ± (rA + rB)
c± = 1− Jz ± (rA − rB)
α± = Jx ∓ Jy
(4.46)
donde la matriz es la representacio´n de ρ en la base esta´ndar de autoestados producto
de σAzσBz. Por la forma de la matriz (4.46) estos estados se denominan usualmente
estados X [81]. Las condiciones de positividad del estado implican a± ≥ 0, c± ≥ 0,
con |α+| ≤ √a+a−, |α−| ≤ √c+c−.
Notemos que estos estados conmutan con el operador paridad de esp´ın:
[ρ, Pz] = 0 , Pz = − exp[iπ(σAz + σBz)/2] (4.47)
para todo valor de los para´metros α±, a±, c±. Por esta razo´n, estos estados emergen
naturalmente en muchos sistemas f´ısicos, como por ejemplo al considerar estados
reducidos de pares de espines en sistemas con interaccio´n XY o XYZ en un campo
magne´tico transverso, como veremos en el pro´ximo cap´ıtulo.
Mostraremos que una medida de σB a lo largo de cualquiera de los ejes princi-
pales x, y, z, provee un punto estacionario de Ikf ∀ Sf [20].
Demostracio´n: Para una medida a lo largo del eje z (k = kz), es decir, a lo lar-
go del vector de Bloch de ρB, J
tJkz = J
2
zkz, rA y rB esta´n todos a lo largo de este
eje y la Ec. (4.9) es entonces satisfecha trivialmente. Este es un caso particular de
la Ec. (4.3), la cual se satisface para este estado en la base esta´ndar.
Para una medida a lo largo del eje x (k = kx), J
tJkx = J
2
xkx mientras que
rB · kx = 0 y |rA + νJkx| =
√
r2A + J
2
x . Por lo tanto p
µ
ν =
1
4
(1 + µ|rA + νJkx|) es
independiente de ν. Esto conduce a α1 = α2 = 0 en (4.11), en cuyo caso la Ec. (4.9) es
nuevamente satisfecha. Para k = ky el argumento es similar. Remarcamos aqu´ı que
adema´s, estos argumentos resultan tambie´n va´lidos para el Quantum Discord, dado
que η = 0 en (4.14) para k = kx o ky, y entonces la condicio´n estacionaria resulta
ide´ntica a la de IB1 .
Si bien pueden existir tambie´n otras direcciones estacionarias, los ejes principales
de J son fuertes candidatos a minimizar Ikf . T´ıpicamente, los mı´nimos sera´n alcan-
zados para medidas a lo largo del eje z si Max[|Jx|, |Jy|] es suficientemente pequen˜o,
mientras en el caso opuesto sera´n preferidas las medidas a lo largo de los ejes x o y.
Una transicio´n entre estos dos reg´ımenes surgira´ a medida que Jx o Jy se incremen-
ten. Los detalles de la transicio´n dependera´n, no obstante, de la eleccio´n de entrop´ıa.
Puede suceder que en la regio´n de transicio´n se prefieran valores intermedios de k.
Escribiendo k = (sin γ cosφ, sin γ sinφ, cos γ), estas soluciones intermedias pue-
den ser encontradas desde la Ec. (4.9), la cual conduce a φ = 0 o φ = π/2 (si
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|Jx| > |Jy| el mı´nimo corresponde a φ = 0 para toda Sf , ya que la correspondiente
distribucio´n mayoriza aquella para φ = π/2), y para γ = 0 o
cos γ =
α1rB + α2JzrA
α3(J2x − J2z )
(4.48)
donde hemos asumido |Jx| > |Jy| tal que φ = 0. Las soluciones intermedias |γ| ∈
(0, π/2) de (4.48), si existen, son degeneradas, ya ambas elecciones ±γ conducen a
la misma Ikf . Solo las soluciones coincidentes con los ejes principales son no degene-
radas.
La expresio´n final para IBf (k) es formalmente
IBf (k) =
∑
µ,ν=±
f(pµν )− f(λµν ) (4.49)
donde
pµν =
1
4
(1 + νrBkz + µ
√
(rA + νJzkz)2 + J2xk
2
x) (4.50)
son los autovalores (4.12) de ρ′AB y λ
µ
ν los de ρAB:
λµν =
1
4
[1 + νJz + µ
√
(rA + νrB)2 + (Jx − νJy)2] . (4.51)
Podemos verificar los resultados previos en los casos cu´bico y cuadra´tico. Para un
estado X ambas matrices M2 y M3 (Ecs. (4.17), (4.27)) son diagonales en la base
de los ejes principales:
M2µν = δµν(J
2
µ + δµzr
2
B) ,
M3µν = δµν [J
2
µ + δµz(r
2
B + 2rBrAJz)] .
Por lo tanto, la medida o´ptima sera´ a lo largo del eje que corresponda al valor
ma´ximo de la diagonal y no surgira´n soluciones intermedias (para autovalores no
degenerados), a diferencia del caso general. Asumiendo |Jy| < |Jx|, tendra´ lugar una
transicio´n abrupta z → x para la medida que menos pertuba al sistema, al aumentar
Jx. El eje x sera´ preferido para
J2x > J
2
z + r
2
B , q = 2 (4.52)
en el caso cuadra´tico, y para
J2x > J
2
z + r
2
B + 2rBrAJz , q = 3 (4.53)
en el caso de la entrop´ıa cu´bica, tal que el mı´nimo es
IB2 (ρAB) =
1
2
{J2y +Min[J2x , r2B + J2z ]} , (4.54)
IB3 (ρAB) =
1
4
{J2y − 2JxJyJz +Min[J2x , r2B + J2z + 2rArBJz]} . (4.55)
70
ΘΓ
z
x
MBHΓL
Θ
Figura IV.2: Esquema del estado (4.57) y de la direccio´n de la medida local de esp´ın
MB .
Estas expresiones no son en general cota superior del cuadrado de la concurrencia,
la cual para estos estados es
CAB =
1
2
Max[|α+| − √c+c−, |α−| − √a+a−, 0] .
Sin embargo, IB2 permanece cota superior de C
2
AB en la fase“z”, dado que
C2AB ≤
1
4
α2± =
1
4
(Jx ± Jy)2 ≤ 1
2
(J2x + J
2
y ) . (4.56)
4.5.3. Mezcla de estados alineados
Como un caso particular relevante de la Ec. (4.45), consideraremos la mezcla
de dos estados con espines alineados a lo largo de dos diferentes direcciones [20].
Eligiendo el eje z como la bisectriz (Fig. IV.2) tal estado puede ser escrito como
ρAB =
1
2
(|θθ〉〈θθ|+ | − θ − θ〉〈−θ − θ|) (4.57)
=
1
4


a+ 0 0 c
0 c c 0
0 c c 0
c 0 0 a−

 , a± = (1± cos θ)2c = sin2 θ (4.58)
el cual corresponde a (Jx, Jy, Jz) = (sin
2 θ, 0, cos2 θ) y rA = rB = cos θ en (4.45).
Aqu´ı
|θ〉 = exp[−i θ
2
σy]|0〉 = cos θ2 |0〉+ sin θ2 |1〉 (4.59)
es el estado con el espin formando un a´ngulo θ con el eje z en el plano x, z. Este
estado representa, aproximadamente, el estado reducido de un par de espines en el
estado fundamental de una cadena finita de n espines con interaccio´n XY de tipo
ferromagne´tica, en un campo magne´tico trasversal |B| < Bc, tal como se vera´ con
ma´s detalle en el pro´ximo cap´ıtulo. Adema´s representa el estado exacto de cualquier
par de espines en la inmediata vecindad del denominado campo factorizante [26]
71
0 pi/4 pi/2
Θ
0
0.2
0.4
I qB
I1B
I2B
I3B
DB
0 pi/4 pi/2
Θ
0
pi/4
pi/2
Γ
I1B
I2B
I3B
DB
Figura IV.3: Panel Superior: El De´ficit de Informacio´n IBq (ρAB) en la mezcla de
estados alineados (4.57), en funcio´n del a´ngulo θ que define el estado, para q = 1
(caso de von Neumann), q = 2 (entrop´ıa cuadra´tica) y q = 3. DB = D(A|B) denota
el Quantum Discord. Todas las cantidades se anulan para θ = 0 (estado producto)
y θ = π/2 (estado cla´sicamente correlacionado). El entrelazamiento es nulo ∀ θ.
Panel inferior: Se muestra el a´ngulo de medida minimizante γ entre el eje z y la
direccio´n en la que se mide el esp´ın en B , que produce la mı´nima perturbacio´n, en
funcio´n de θ para las cantidades mostradas en el panel superior. Se puede observar
que γ exhibe una transicio´n abrupta desde 0 a π/2 (es decir, desde el eje z al eje
x) en los casos cuadra´tico (q = 2) y cu´bico (q = 3), mientras que en el caso de von
Neumann (q = 1) la transicio´n es suavizada por la existencia de una estrecha zona
de transicio´n donde 0 < γ < Π/2. Ninguna transicio´n ocurre en el caso del Discord,
donde se prefiere una medida a lo largo del eje x (γ = π/2) ∀ θ.
(despreciando pequen˜os te´minos de coherencia ∝ cosn−2 θ), como tambie´n veremos
en el pro´ximo cap´ıtulo.
Este estado es separable, es decir, es una combinacio´n convexa de estados produc-
to (Cap. II) y la concurrencia CAB en consecuencia se anula ∀ θ. Sin embargo, posee
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Figura IV.4: El a´ngulo que produce la medida de mı´nima perturbacio´n γ vs. θ para
diferentes valores de q, incluyendo los l´ımites asinto´ticos q = 0 y q =∞.
Discord no nulo [21] si θ ∈ (0, π/2). Adema´s, IBf sera´ no nula en este intervalo, para
cualquier eleccio´n de entrop´ıa, con IBf = I
A
f ∀ Sf dada la simetr´ıa de estos estados.
Para θ = 0 este es obviamente un estado puro producto, mientras que para θ = π/2
es un estado cla´sicamente correlacionado, es decir, diagonal en una base producto
esta´ndar, implicando IBf (θ) ≡ IBf (ρAB(θ)) = 0 para θ = 0 o θ = π/2 ∀ Sf .
Se espera que para θ creciente, la medida minimizante cambie de z a x. En el
caso cuadra´tico y cu´bico, la transicio´n es abrupta. Obtenemos, de acuerdo a las Ecs.
(4.52)–(4.55),
I2 =
{
1
2
sin4 θ θ < θc2
1
2
(cos2 θ + cos4 θ) θ > θc2
, (4.60)
I3 =
{
1
4
sin4 θ θ < θc3
1
4
(cos2 θ + 3 cos4 θ) θ > θc3
, (4.61)
donde
cos2 θc2 = 1/3 (4.62)
(θc2 ≈ 0,61π/2) y
cos2 θc3 = (
√
17− 3)/4
(θc3 ≈ 0,64π/4), con la medida minimizante cambiando de z a x para θ > θci.
Estas dos cantidades exhiben entonces un ma´ximo tipo cu´spide en θ = θci, es decir,
ligeramente por encima de π/4, como se aprecia en la figura IV.3.
Por otra parte, para otras entrop´ıas puede surgir una transicio´n ma´s suave de la
direccio´n z hacia la x. Por ejemplo, en el caso de von Neumann, la direccio´n z es
preferida para θ ≤ π/4, pero la direccio´n x es mı´nima para θ > 0,64π/2. Entremedio,
la medida o´ptima es obtenida para un a´ngulo intermedio γ, determinado por la Ec.
(4.48), el cual var´ıa continuamente desde 0 hasta π/2, como puede apreciarse en la
Fig. IV.3. Esto conduce a un ma´ximo suave, localizado cerca de π/4. En el caso del
Quantum Discord, el a´ngulo minimizante es γ = π/2 ∀ θ, exhibiendo entonces un
73
comportamiento muy distinto debido al efecto del te´rmino local en (4.4). En este
caso se minimiza una entrop´ıa condicional en lugar de una entrop´ıa global. Se dara´n
ma´s detalles sobre el Discord de este estado en el pro´ximo cap´ıtulo.
Para el presente estado no existe, en general, un estado posmedida ρ′AB menos
mezclado, y la medida menos perturbadora depende, por lo tanto, de la funcio´n
entro´pica. Con el fin de apreciar los resultados previos desde una perspectiva ma´s
general, se muestra en la Fig. IV.4 el comportamiento del a´ngulo minimizante para
diferentes valores de q en las entropias (2.84). La transicio´n abrupta z → x (es decir,
0→ π/2) ocurre para 2 ≤ q ≤ 3, indicando un comportamiento cr´ıtico especial para
estos dos valores. Una transicio´n suave como aquella encontrada en el caso de von
Neumann surge para 1/2 < q < 2 y adema´s q > 3, donde γ var´ıa continuamente
desde 0 a π/2, dentro de una ventana de valores de θ, la cual se estrecha para q
cerca de 2 o 3.
Para 0 < q ≤ 1/2, el a´ngulo minimizante cambia abruptamente desde 0 hasta un
valor intermedio γ ≈ θ, creciendo casi linealmente con θ (γ ≈ θ). Esto se debe a que
para valores bajos de q, Sq(ρ
′
AB) es mı´nimo cuando el autovalor ma´s bajo de ρ
′
AB se
anula, y esto ocurre precisamente para γ = θ. Por otra parte, para valores grandes
de q, Sq(ρ
′
AB) es minimizado cuando el autovalor ma´s grande de ρ
′
AB es ma´ximo, y
este u´ltimo es maximizado para γ = 0 si θ ≤ θc ≈ 0,66π/2, y para un γ intermedio si
θ > θc, el cual var´ıa continuamente de 0 a π/2 para θc < θ < π/2. En consecuencia,
para valores grandes pero finitos de q, γ = 0 para θ < θc, creciendo entonces con
θ y alcanzando π/2 para valores mayores de θ. En este caso diferentes criterios de
desorden (distintas Sf ) conducen a diferentes medidas minimizantes, a diferencia de
lo que sucede con el estado (4.33).
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V Correlaciones cua´nticas en sistemas de
espines con interaccio´n XY
Las cadenas de espines interactuantes [82] ofrecen un escenario atractivo para el
campo de la informacio´n cua´ntica [83,84], y actualmente pueden ser tambie´n simu-
ladas mediante distintos me´todos, en particular redes o´pticas [85]. En este cap´ıtulo
se examinara´n las correlaciones cua´nticas entre dos espines, en el estado fundamen-
tal exacto de una cadena finita de espines 1/2 con acoplamiento anisotro´pico tipo
XY en un campo magne´tico transversal B. Dado que el estado fundamental es en
general entrelazado, el estado reducido de un par de espines en la cadena sera´ un
estado no puro, y por lo tanto el Discord y el entrelazamiento del par no sera´n en
general coincidentes. Analizaremos entonces el Discord y el entrelazamiento del par,
as´ı como tambie´n el correspondiente De´ficit de Informacio´n generalizado. Para este
u´ltimo nos concentraremos en las entrop´ıas de von Neumann y cuadra´tica.
Estas cadenas pueden exhibir un peculiar campo factorizante (o de separabili-
dad) Bs [25, 26], en el que el sistema posee un estado fundamental exacto comple-
tamente separable, es decir un estado producto. Este estado violara´ una simetr´ıa
fundamental del Hamiltoniano, siendo por lo tanto degenerado. En su vecindad, el
entrelazamiento de pares es pra´cticamente nulo. Mostraremos que en contraste con
el entrelazamiento, en la vecindad del campo factorizante tanto el Discord como el
De´ficit de Informacio´n se acercan a un l´ımite finito no nulo y no despreciable, el
cual es independiente de la separacio´n del par y del alcance del acoplamiento. Esto
indica un claro comportamiento cr´ıtico de estas cantidades en este punto. Se deriva
una expresio´n anal´ıtica de las medidas de correlaciones en este l´ımite.
Se muestra tambie´n que los resultados de estas medidas, para pares de espines
inmersos en una cadena, pueden ser comprendidos esencialmente en te´rminos de la
mezcla de pares de espines alineados en dos direcciones diferentes, considerada en el
cap´ıtulo anterior (sec. 4.5.3). Se analiza, asimismo, la inclusio´n de correcciones en
el estado anterior de´bido a te´rminos de coherencia, relevantes en cadenas pequen˜as,
que son responsables de la aparicio´n de un entrelazamiento pequen˜o, pero no nulo,
entre cualquier par de espines en la vecindad de Bs, as´ı como del desdoblamiento de
paridad (tanto en el entrelazamiento como el Discord y el De´ficit de Informacio´n) en
el mismo. El estado reducido exacto de un par de espines con acoplamiento de pri-
meros vecinos, se evalua por medio de la fermionizacio´n de Jordan-Wigner [86] (ver
ape´ndice), y mediante diagonalizacio´n exacta, en el caso de cadenas completamente
conectadas. Los resultados de este cap´ıtulo dieron lugar a los trabajos [21, 23].
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5.1. Sistemas XY
Consideraremos sistemas de espines 1/2 con acoplamiento XY de rango arbitra-
rio, en un campo magne´tico transverso uniforme B, actuando a lo largo del eje z.
El Hamiltoniano del sistema toma la forma
H = B
∑
i
siz − 12
∑
i 6=j
(J ijx sixsjx + J
ij
y siysjy) (5.1)
donde siµ, µ = x, y, son las componentes del esp´ın en el sitio i (en unidades de ~).
El Hamiltoniano (5.1) conmuta siempre con el operador paridad de esp´ın
Pz = exp[iπ
∑
i
(siz + 1/2)] =
∏
i
(−σiz) (5.2)
donde σiz = 2siz, el cual cambia siµ por −siµ para µ = x, y ∀ i. Los autoestados
no degenerados |Ψν〉 de H tendra´n luego paridad de esp´ın definida Pz = ±1, una
simetr´ıa que jugara´ un rol fundamental en este cap´ıtulo. Destaquemos tambie´n que
esta simetr´ıa de paridad se mantiene au´n en presencia de acoplamientos J ijz sizsjz
(sistema XY Z).
5.1.1. Entrelazamiento y Discord de pares en estados de paridad definida
Primeramente describiremos los elementos ba´sicos para poder evaluar el entrela-
zamiento y el Discord de un par de espines, en un autoestado t´ıpico de una cadena
finita de n espines, donde el resto de los espines jugara´n el papel de entorno.
La matriz densidad reducida de un par arbitrario i, j en tal autoestado,
ρij = Tr (i,j) |Ψν〉〈Ψν | (5.3)
no contendra´ elementos que conecten estados de paridad opuesta, conmutando por
lo tanto con el operador paridad del par P ijz = σizσjz. En la base esta´ndar
{|00〉, |01〉, |10〉, |11〉}, ρij sera´ luego un estado X de la forma (4.46), que reescribi-
remos aqu´ı como
ρij =


a 0 0 α
0 c β 0
0 β¯ c′ 0
α¯ 0 0 b

 (5.4)
donde, si 〈O〉 ≡ tr ρij O y si± = six ± isiy, obtenemos
(ab ) =
1
4
± 1
2
〈siz + sjz〉+ 〈sizsjz〉 (5.5)
(cc′) =
1
4
± 1
2
〈siz − sjz〉 − 〈sizsjz〉 (5.6)
(αβ) = 〈si−sj∓〉 (5.7)
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con a+ b+ c+ c′ = 1. Consideraremos aqu´ı sistemas con invarianza traslacional, tal
que 〈siz〉 = 〈sjz〉 y por lo tanto c = c′ = 12(1 − a − b). Adema´s, α y β son reales
ya que H puede ser representado por una matriz real en la base producto esta´ndar
del espacio completo. Recordemos que la semipositividad de ρij implica |α| ≤
√
ab,
|β| ≤ c, con a, b, c, no negativos.
El entrelazamiento interno del par de espines puede ser medido mediante el entre-
lazamiento de formacio´n (2.53), el cual, como hemos visto en el caso de dos qubits,
puede ser calculado expl´ıcitamente mediante la expresio´n (2.54). La concurrencia
(2.55) esta´ dada ahora por
C = 2Max[|α| − c, |β| −
√
ab, 0] . (5.8)
El entrelazamiento del par es del tipo paralelo (como en los estados de Bell |00〉±|11〉√
2
)
si la primera entrada en (5.8) es positiva y de tipo antiparalelo (como en los estados
de Bell |01〉±|10〉√
2
) si la segunda entrada es positiva [26,87]. So´lo una de estas entradas
puede ser positiva para un ρij semidefinido positivo.
Por otra parte, para evaluar el Discord del par, necesitamos conocer los autova-
lores de ρij, dados para c = c
′, por λij = (1−a−b2 ± |β|, a+b2 ±
√
(a−b
2
)2 + |α|2) (Ec.
(4.51) para rA = rB) y aquellos de la matriz densidad de un u´nico esp´ın,
ρj = Triρij =
(
a+ c 0
0 c+ b
)
(5.9)
los cuales son obviamente λj =
1
2
[1 ± (a − b)]. Necesitamos adema´s considerar una
medida de esp´ın en el sitio j, a lo largo de un eje arbitrario z′, definido por los
a´ngulos (γ, φ) (k′z = (sin γ cosφ, sin γ sinφ, cos γ)) (Consideraremos so´lo medidas
proyectivas). El estado del par luego de tal medida (Ecs. (3.45)), (4.7)) es
ρ′ij = P
j
0′ρijP
j
0′ + P
j
1′ρijP
j
1′ (5.10)
donde P jk′ = Ii ⊗ |k′〉〈k′| para k = 0, 1, con
|0′〉 = cos(1
2
γ)|0〉+ eiφ sin(1
2
γ)|1〉 (5.11)
|1′〉 = cos(1
2
γ)|1〉 − e−iφ sin(1
2
γ)|0〉 (5.12)
tal que sjz′ |k′〉 = 12eipik|k′〉 para sjz′ = sjz cos γ + sjx sin γ cosφ+ sjy sin γ sinφ.
Para α y β reales, los autovalores de ρ′ij son (Ecs. (4.12)-(4.50))
λ′ij =
1+ν(a−b) cos γ+µ
√
[(2(a+b)−1) cos γ+ν(a−b)]2+4|α+β|2 sin2 γ
4
(5.13)
donde ν = ±1, µ = ±1 y |α+β|2 ≡ α2+β2+2αβ cos 2φ, correspondiendo ν = 1 (−1)
a los autovalores del primer (segundo) te´rmino en (5.10). Finalmente, los autovalores
de ρ′j = Tri ρ
′
ij son
λ′j =
1
2
[1± (a− b) cos γ].
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Tenemos entonces todos los elementos necesarios para evaluar la diferenciaD(γ, φ) ≡
D(A|BM), dada por
D(γ, φ) = S(ρ′ij)− S(ρ′j)− [S(ρij)− S(ρj)] (5.14)
cuyo mı´nimo (con respecto a θ, φ) es el Discord D (Eq. (2.68)). Para αβ ≥ 0, la
minimizacio´n con respecto a φ conduce a cos 2φ = 1, por lo que finalmente so´lo se
requiere una minimizacio´n sobre γ, la cual puede ser restringida al intervalo [0, π/2].
El mı´nimo para la matriz densidad del par, que se empleara´ en la seccio´n (5,2), se
obtiene para γ = π/2 (z′ = x), donde los autovalores (5.13) resultan
λ′ij =
1 + µ
√
(a− b)2 + 4(α + β)2
4
(5.15)
con µ = ±1, siendo independientes de ν y por lo tanto doblemente degenerados.
5.1.2. El caso de la mezcla de dos estados alineados
Un caso particular de (5.4) que sera´ de suma importancia para comprender los
resultados exactos es el de la mezcla estad´ıstica (4.57) de dos estados alineados a lo
largo de direcciones arbitrarias, no necesariamente opuestas,
ρij(θ) =
1
2
(|θθ〉〈θθ|+ |−θ−θ〉〈−θ−θ|) (5.16)
que corresponde a α = β = 1
4
sin2 θ, y a, b = 1
4
(1± cos θ)2, tal que los estados locales
involucrados son no ortogonales. Como veremos, la Ec. (5.16) es el estado reducido
exacto de dos espines cualquiera de la cadena, en la inmediata vecindad del campo
factorizante (ver sec. 5.2), si los efectos de los te´rminos de coherencia (relevantes
so´lo en cadenas muy pequen˜as) son despreciados. Adema´s, este estado proporciona
una descripcio´n ba´sica aproximada del estado de un par en la fase con simetr´ıa de
paridad rota (en la aproximacio´n de campo medio) |B| < Bc.
Como se menciono´ en 4.5.3, el estado (5.16) es obviamente separable y por lo
tanto su concurrencia y entrelazamiento son identicamente nulos. Sin embargo, su
Discord es positivo para θ ∈ (0, π/2), anula´ndose para θ = 0 (en el que (5.16) es
un estado producto y por lo tanto D(γ, φ) = 0 ∀ γ, φ) o´ θ = π/2 (en el que (5.16)
resulta cla´sicamente correlacionado, con D(γ, φ) = 0 para γ = π/2 y φ = 0).
En el caso general, los autovalores de (5.16) son λij = (
1
2
(1 ± cos2 θ), 0, 0), con
los de ρj(θ) dados por λj =
1
2
(1 ± cos θ), mientras los autovalores correspondientes
(5.13) de ρ′ij son, para cos 2φ = 1,
λ′ij =
1+ν cos θ cos γ+µ
√
[(1+ν cos θ cos γ)2 cos2 θ+sin2 γ sin4 θ
4
(5.17)
con los de ρ′j dados por λ
′
j =
1
2
(1±cos θ cos γ). Para θ ∈ (0, π/2], el mı´nimo de (5.14)
es siempre alcanzado para γ = π/2 y φ = 0, es decir, para una medida local a lo largo
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Figura V.1: La diferencia (5.14), cuyo mı´nimo es el Discord, evaluada en el estado
(5.16) como funcio´n de γ y φ, para θ = π/4 fijo (panel superior), y como funcio´n
de γ y θ para φ = 0 (panel inferior). D(γ, φ) es mı´nimo en γ = π/2 y φ = 0 ∀
θ ∈ (0, π/2].
del eje x, como puede verse en la figura V.1, conD(γ, 0) aplana´ndose apreciablemente
para pequen˜os valores de θ. Ambos, γ = π/2 y γ = 0 son puntos estacionarios de
D, con el ma´ximo en γ = 0. La Fig. V.2 muestra el mı´nimo D ≡ D(π/2, 0) (que es
el verdadero Discord), como funcio´n de θ, que esta´ dado expl´ıcitamente por
D =
∑
µ=±1
{[2f(
1 + µ
√
1− 1
4
sin2 2θ
4
)− f(1
2
)]
−[f(1 + µ cos
2 θ
2
)− f(1 + µ cos θ
2
)]} (5.18)
donde f(p) = −p log2 p. D es ma´ximo para θ = θm ≈ 1,15π/4, donde D ≈ 0,15.
Mientras S(ρ′ij)−S(ρ′j) (el primer pare´ntesis en (5.18)) es una funcio´n par de θ−π/4,
S(ρij) − S(ρj) (el u´ltimo pare´ntesis) no lo es, siendo ma´ximo para θ ≈ 0,91π/4, y
originando una desviacio´n de θm desde π/4, como se aprecia en el panel inferior de
la figura. Para θ → 0, D se anula cuadra´ticamente (D ≈ 1
2
θ2), mientras que para
θ → pi
2
, D ≈ −1
4
(pi
2
− θ)2[log2(pi2 − θ)2 + log2 e− 2].
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Figura V.2: El panel superior muestra el Discord D ≡ D(π/2, 0) en funcio´n de θ
para el estado (5.16). D es ma´ximo en θ = θm ≈ 1,15π/4. En el panel inferior se
muestran las entrop´ıas condicionales S(ρ′ij)−S(ρ′j) (curva superior) y S(ρij)−S(ρj)
(curva inferior) como funcio´n de θ, siendo la diferencia entre ambas el Discord del
panel superior.
5.1.3. Efecto de los te´rminos de coherencia
El estado reducido de dos espines en el campo factorizante contiene en realidad
un pequen˜o te´rmino de coherencia ∝ ε(|θθ〉〈−θ−θ|+ | − θ−θ〉〈θθ|) (ver seccio´n 5.2),
que conduce al estado
ρεij(θ) =
|θθ〉〈θθ|+ |−θ−θ〉〈−θ−θ|+ ε(|θθ〉〈−θ−θ|+ h.c.)
2(1 + ε〈θθ|−θ−θ〉) (5.19)
=


a 0 0 α
0 β β 0
0 β β 0
α 0 0 b

 , (
a
b ) =
(1+ε)(1±cos θ)2
4(1+ε cos2 θ)
(αβ) =
(1±ε) sin2 θ
4(1+ε cos2 θ)
(5.20)
donde |ε| ≤ 1. El te´rmino ε depende de la paridad Pz y genera una pequen˜a
correccio´n a los resultados previos. Los autovalores de ρij y ρj son ahora λij =
(a+ b, 2β, 0, 0), λj = (a+β, b+β), mientras que los de ρ
′
ij y ρ
′
j pueden ser obtenidos
de la Ec. (5.13). El mı´nimo de la Ec. (5.14) se obtiene nuevamente para γ = π/2 (y
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φ = 0), (la superficie es nuevamente similar a la de la Fig. V.1), conduciendo a
D =
∑
µ=±1
{[2f(1
4
+ µ
√
cos2 θ(1 + ε)2 + sin4 θ
4(1 + ε cos2 θ)
)− f(1
2
)]
−[f((1 + µ cos
2 θ)(1 + µε)
2(1 + ε cos2 θ)
)− f((1 + µ cos θ)(1 + µε cos θ)
2(1 + ε cos2 θ)
)]} . (5.21)
Para ε 6= 0 surge adema´s un entrelazamiento de pares no nulo, con la concurrencia
dada por
C =
|ε| sin2 θ
1 + ε cos2 θ
(5.22)
la cual es paralela para ε > 0 y antiparalela para ε < 0.
En el l´ımite ε→ ±1, la Ec. (5.19) resulta un estado puro, a saber, ρij → |Ψ±〉〈Ψ±|
con
|Ψ±〉 = |θθ〉 ± | − θ − θ〉√
2(1± cos2 θ) =


cos2 θ
2
|00〉+sin2 θ
2
|11〉√
(1+cos2 θ)/2
|01〉+|10〉√
2
.
Por lo tanto, D y E coinciden ∀ θ en este l´ımite. Mientras que |Ψ−〉 es un estado
de Bell independiente de θ, conduciendo a D = E = C = 1, el entrelazamiento de
|Ψ+〉 depende de θ (con C = sin2 θ/(1 + cos2 θ) ≤ 1), aumentando con θ creciente
para θ ∈ [0, π/2].
La respuesta de D y E a los te´rminos de coherencia se muestra en la Fig. V.3 [21].
Para ε suficientemente pequen˜o, la correccio´n a D es lineal en ε para θ lejos de
π/2, con el Discord creciendo (decreciendo) para ε < 0 (> 0), mientras que para
θ = π/2 la correccio´n es cuadra´tica y positiva para ambos signos (en θ = π/2,
D = 1−∑µ=±1 h(1+µε2 ) ≈ 12ε2 log2 e). El entrelazamiento, por otra parte, se vuelve
finito tan pronto como |ε| se aparta de 0, hacie´ndose incluso ma´s grande que el
Discord para θ cerca de π/2 (donde C = |ε| y E ∝ −ε2 log ε2 para ε pequen˜o).
Como puede verse en el panel inferior de la Fig. V.3, para un θ intermedio, el
entrelazamiento es menor que el Discord so´lo en un intervalo alrededor de ε = 0,
torna´ndose ligeramente superior antes de alcanzar el l´ımite de un estado puro ε =
±1, donde D y E coinciden.
5.2. Discord de pares en cadenas XY
Contamos ahora con los elementos para evaluar y entender el comportamiento
del Discord de un par de espines arbitrario, en el estado fundamental de una cadena
finita. Consideramos primero una cadena unidimensional c´ıclica, de n espines, con
acoplamiento de primeros vecinos tipo XY, donde
J ijµ = δj,i±1Jµ, µ = x, y (5.23)
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Figura V.3: Efecto del te´rmino de coherencia. El Discord (D) y el entrelazamiento de
formacio´n (E) del estado como funcio´n de θ para ε = 0,2; 0 y −0,2 (panel superior)
y como funcio´n de ε para θ = π/4 (panel inferior). El entrelazamiento se anula para
ε = 0, pero se hace mayor que el Discord en el l´ımite en el que el estado se aproxima
a un estado puro ε = ±1, donde D y E coinciden.
con n + 1 ≡ 1. La solucio´n exacta para n finito puede ser obtenida a trave´s de la
fermionizacio´n de Jordan-Wigner [86] (ver Ape´ndice). El estado fundamental exacto
tiene paridad de esp´ın definida (dependiente del campo), y el estado reducido de
cualquier par de espines sera´ de la forma (5.4), donde los elementos (5.5)–(5.7)
pueden ser evaluados con las expresiones del Ape´ndice.
Para acoplamiento de primeros vecinos y n par, el signo de Jx puede ser cam-
biado por medio de una transformacio´n local s2i,µ → −s2i,µ para µ = x, y (rotacio´n
de a´ngulo π alrededor del eje z) en sitios pares, de manera que ambos, el caso ferro-
magne´tico (Jx > 0) y el caso antiferromagne´tico (Jx < 0), exhibira´n, para un valor
fijo de la anisotrop´ıa
χ = Jy/Jx
exactamente el mismo entrelazamiento y Discord. Los resultados son adema´s inde-
pendientes del signo de B (B → −B al rotar el sistema alrededor del eje x un a´ngulo
π), y es posible elegir, sin pe´rdida de generalidad, |Jy| ≤ |Jx| (|χ| ≤ 1). Asumiremos
en lo sucesivo Jx > 0, con |Jy| < Jx.
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Figura V.4: Discord (D) y entrelazamiento (E) de pares de esp´ınes con separacio´n
L en el estado fundamental exacto de una cadena c´ıclica de n = 100 espines, con
acoplamiento de primeros vecinos XY y anisotrop´ıa Jy/Jx = 0,5, como funcio´n del
campo magne´tico transversal. L = 1 indica primeros vecinos, L = 2, segundos
vecinos, etc. En el campo factorizante Bs =
√
JyJx ≈ 0,71Jx, E se anula mientras
queD aproxima el mismo l´ımite finito (5.21) ∀ L, con θ determinado por las ecuacio´n
(5.26). El panel inferior muestra el Discord para todas las separaciones L. Este
alcanza un l´ımite finito de saturacio´n para L grande si |B| < Bc.
5.2.1. Entrelazamiento y Discord en la vecindad del campo factorizante
Los resultados exactos para el Discord y el entrelazamiento de pares en el estado
fundamental de la cadena anterior se muestran en las Figs. V.4–V.5 para χ = 0,5
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y dos valores del nu´mero de espines n [21]. Se ve inmediatamente que el entrelaza-
miento y el Discord de pares exhiben diferencias significativas para campos
|B| < Bc = 12(1 + χ)Jx
donde Bc denota el campo cr´ıtico del l´ımite termodina´mico n→∞ [86]. En primer
lugar, se observa que el entrelazamiento del par se anula (veremos luego que en
realidad es muy pequen˜o) para toda separacio´n L, en un valor particular del campo.
Este campo es precisamente el denominado campo factorizante [25, 26, 87–91]
Bs =
√
JyJx (5.24)
existente para χ > 0, donde la cadena posee un estado fundamental exacto comple-
tamente separable y degenerado, con ruptura de paridad [26] (ver Ec. (5.25)). No
obstante, el Discord permanece no nulo, alcanzando de hecho un ma´ximo en su ve-
cindad. Adema´s, el entrelazamiento decrece ra´pidamente a medida que la separacio´n
L entre los espines aumenta, siendo no nulo para L > 2 so´lo en la vecindad inmedia-
ta de Bs, donde es muy pequen˜o. En contraste, el Discord decrece so´lo ligeramente
con la separacio´n para |B| < Bc, alcanzando un valor de saturacio´n para L grande y
siendo estrictamente independiente de la separacio´n L en el campo factorizante Bs.
Para entender estos resultados, es fundamental destacar que en B = Bs, el estado
producto uniforme con simetr´ıa de paridad rota
|Θ〉 = ⊗ni=1|θ i〉 = |θθ . . . θ〉, |θ〉 = exp[iθsiy|0〉 , (5.25)
cos θ = Bs/Jx =
√
χ (5.26)
donde sz|0〉 = −12 |0〉, es un estado fundamental exacto de la cadena [26] (hemos
asumido aqu´ı Jx > 0; si Jx < 0, θi → (−1)iθ, por las consideraciones de simetr´ıa ya
mencionadas). Este es un estado con los espines totalmente alineados a lo largo de
un eje que forma un a´ngulo θ con el eje −z original. Debido a la simetr´ıa de paridad,
su estado asociado
| −Θ〉 = Pz|Θ〉 = | − θ − θ . . .− θ〉 (5.27)
es tambie´n un estado fundamental exacto en Bs. Estos dos estados, no ortogonales,
pueden ser por lo tanto autoestados exactos de H so´lo cuando niveles de paridad
opuesta se cruzan [26]. El estado fundamental de esta cadena sufre en realidad n/2
transiciones de paridad de esp´ın cuando el campo B crece desde 0 (reminiscencia de
las m/2 transiciones de Sz en el l´ımite XX [92]), la u´ltima precisamente en el campo
factorizante Bs. La diferencia de energ´ıa entre los estados de energ´ıa ma´s baja de
cada paridad, es muy pequen˜a para |B| . Bc, au´nque no nula en cadenas finitas.
En la inmediata vecindad de Bs, el estado fundamental exacto posee por lo tanto
paridad definida, y los l´ımites laterales correctos en Bs esta´n determinados por los
estados de paridad definida
|Θ±〉 = |Θ〉 ± |−Θ〉√
2(1± 〈−Θ|Θ〉) (5.28)
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donde | ±Θ〉 son los estados (5.25)–(5.27) y 〈−Θ|Θ〉 = cosn θ. El estado reducido de
un par de espines cualesquiera derivado del estado (5.28) estara´ dado precisamente
por la mezcla de estados alineados ρ(θ), Ec. (5.16), si se desprecia el solapamiento
complementario
〈−Θn−2|Θn−2〉 = cosn−2 θ (5.29)
el cual es despreciable si θ 6= 0 y n no es muy pequen˜o.
Podemos entonces entender inmediatamente la diferencia cualitativa entre el en-
trelazamiento y el Discord en las cercan´ıas de Bs. Cuando B se acerca a Bs, el
Discord entre dos espines cualesquiera se acercara´ a un l´ımite finito comu´n para
cualquier separacio´n L, dada por la Ec. (5.18) con θ obtenido de (5.26) (D ≈ 0, 145
en el caso de la Fig. V.4, donde θ = π/4 en Bs). En contraste, el entrelazamiento
de pares se anulara´ para B → Bs (para un solapamiento complementario (5.29)
despreciable), ya que el estado (5.16) es separable.
Remarcamos aqu´ı que la misma matriz densidad reducida ρ(θ), Ec. (5.16), surge
tambie´n de la mezcla estad´ıstica
ρ0 =
1
2
(|Θ+〉〈Θ+|+ |Θ−〉〈Θ−|) (5.30)
si se desprecia el solapamiento (5.29). ρ0 representa el l´ımite T → 0+ del estado
te´rmico ρ(T ) ∝ exp[−H/kT ] del sistema en Bs. Por lo tanto, el l´ımite comu´n (5.18)
del Discord en Bs permanece tambie´n va´lido para temperaturas T suficientemente
bajas.
En las Figs. V.4-V.5 hemos empleado el estado fundamental exacto con su pari-
dad correcta. El valor no despreciable del Discord entre un par de espines cualquiera,
para |B| < Bc, puede ser entendido de manera similar. En esta fase, la aproximacio´n
de campo medio, basado en estados productos de la forma (5.25), rompe la simetr´ıa
de paridad (θ 6= 0). El estado fundamental puede ser entonces visto, aproxima-
damente, como una combinacio´n (5.28) con paridad definida de estados de campo
medio con simetr´ıa rota (5.25), con el a´ngulo θ dado por
cos θ = B/Jx .
El estado reducido de un par de espines puede entonces ser aproximado nuevamente
por la mezcla ρ(θ) (Ec. (5.16)), ma´s correcciones no despreciables au´nque de orden
menor. El valor no nulo del Discord para |B| < Bc surge entonces esencialmente de
ρ(θ), aunque las correcciones son no despreciables (ver Fig. V.6) (curva b).
5.2.2. Entrelazamiento y Discord para campos intensos
Por otra parte, para campos intensos B ≫ Jx, el estado fundamental es esen-
cialmente el estado con todos los espines completamente alineados con el eje −z,
|Ψ0〉 = |00 . . . 0〉, ma´s pequen˜as correcciones perturbativas. Como se ve en la Fig.
V.4, el Discord en esta regio´n es bastante pequen˜o y decrece ra´pidamente con la
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separacio´n, ya que los efectos de superposicio´n derivados de (5.28) ya no esta´n pre-
sentes. Adema´s, el Discord entre primeros vecinos es muy cercano al entrelazamiento
de formacio´n, ya que el estado reducido es casi puro.
Esto puede verificarse por medio de una expansio´n perturbativa del estado re-
ducido del par. En el caso de acoplamientos de primeros vecinos obtenemos, para
|B| ≫ Jx y L = 1, el estado fundamental aproximado
|Ψp0〉 ∝ |Ψ0〉+ η
∑
i
|1i1i+1〉 , η = Jx − Jy
8B
≪ 1 (5.31)
donde |1i1i+1〉 representa el estado con los espines i e i+1 paralelos al campo. Este
estado conduce a un estado reducido del par de la forma (5.4) con α ≈ η + O(η3),
a = c ≈ η2 y β ≈ 0. Obtenemos as´ı las expresiones asinto´ticas (tomando log = log2)
[19]
D ≈ η2(− log η2 + log e− 2) (5.32)
E ≈ η2(− log η2 + log e) . (5.33)
Por consiguiente, en esta regio´n el entrelazamiento del par es ligeramente mayor
que el Discord del par, como puede apreciarse en el panel superior de las Figs. V.4–
V.5. Ambos decrecen esencialmente como (Jx/B)
2. Veremos luego que, para otras
medidas de correlaciones cua´nticas tales como el De´ficit de Informacio´n, la relacio´n
de orden con el entrelazamiento de formacio´n asociado puede invertirse.
5.2.3. Efectos de te´rminos de coherencia en cadenas pequen˜as
Los resultados para cadenas pequen˜as de n = 10 espines se muestran en la
Fig. V.5. au´nque el comportamento es similar al del caso n = 100, los efectos de
taman˜o finito se vuelven importantes, y el solapamiento (5.29) ya no puede ser
despreciado. Estos efectos son visibles en el Discord y el entrelazamiento de pares
en el estado fundamental especialmente para |B| < Bs, donde pueden apreciarse
ahora las transiciones de paridad a trave´s de los pequen˜as discontinuidades en estas
cantidades. La u´ltima transicio´n tiene lugar justamente en el campo factorizante
B = Bs, donde D exhibe ahora una discontinuidad finita comu´n independiente de
la separacio´n L del par, debido al efecto del te´rmino de coherencia (sec. 5.1.3), que
depende de la paridad y que ya no es ma´s despreciable. El estado reducido exacto
de un par de espines derivado de los estados (5.28) esta´ dado por la Ec. (5.19) con
ε = ± cosn−2 θ (5.34)
donde los signos − (+) corresponden al lado izquierdo (derecho) de Bs, es decir,
paridad de espin negativa (positiva). Los l´ımites laterales de D en Bs esta´n dados
por la Ec. (5.21) para los valores (5.26)–(5.34) de θ y ε (dando lugar a D− ≈ 0,153,
D+ ≈ 0,137 en el caso de la Fig. V.5) [21].
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Figura V.5: Las mismas cantidades de la figura (V.4) para una cadena con n = 10
espines. Ahora se pueden apreciar los diferentes l´ımites laterales comunes de D en
el campo factorizante, dados por la ecuacio´n (5.21) con factor de coherencia (5.34),
y las transiciones de paridad.
En Bs tambie´n surgen l´ımites laterales finitos, au´nque de pequen˜a magnitud,
del entrelazamiento entre dos espines cualesquiera [26], que son tambie´n indepen-
dientes de la separacio´n y esta´n determinados por la Ec. (5.22). En contraste con el
Discord, la Eq. (5.22) satisface, por supuesto, las relaciones de monogamia [93, 94],
que implican que Cij no puede ser grande cuando todos los pares esta´n igualmente
entrelazados. De hecho, el ma´ximo valor que puede alcanzar en este caso es [21]
Cmax = 2/n
el cual disminuye al aumentar el nu´mero n de espines. Este ma´ximo es alcanzado
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Figura V.6: Panel superior: El Discord de un par de espines en un sistema de n = 100
espines para acoplamiento XY de rango completo (curva a, sistema completamente
conectado) y de primeros vecinos (curva b, para separacio´n L ≈ 4), para Jy/Jx = 0,5.
Los l´ımites laterales en el campo factorizante Bs coinciden exactamente en ambos
casos. La curva (c) muestra el resultado de campo medio, es decir, el Discord (5.18)
para el estado (5.16) con cos θ = B/Jx; Panel inferior: Detalles similares para n = 10
espines. La curva (c) corresponde al resultado (5.21) para la mezcla dada por (5.19),
que incluye el te´rmino de coherencia. Los l´ımites laterales en Bs de nuevo coinciden.
en el l´ımite XX (Jy → Jx), donde θ → 0 y C(ε) → 0 mientras que C(−ε) → 2/n.
En este l´ımite el estado |Θ+〉 es separable mientras que |Θ−〉 se acerca a un estado
W [26]. El Discord, en cambio, no esta´ sujeto a relaciones de monogamia, por lo
que puede tomar un valor finito constante entre cualquier par de espines, que no
disminuye con n, tal como sucede en los estados (5.28).
5.2.4. Sistemas XY o XYZ generales
Los valores del Discord en el campo factorizante, determinado por las Ecs. (5.18),
o en general (5.21), son en realidad mucho ma´s generales: Cadenas uniformes o
sistemas XY con acoplamiento ferromagne´tico (J ijx > 0) de rango arbitrario pero
anisotrop´ıa comu´n
χ = J ijy /J
ij
x ∈ (0, 1)
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presentara´n tambie´n un campo factorizante transverso, que para el caso de esp´ın
1/2 estara´ dado por [26, 88,90,91]
Bs =
√
χ
∑
j 6=i
J ijx . (5.35)
En el mismo, la cadena posee nuevamente el estado fundamental degenerado separa-
ble (5.25). Los l´ımites laterales en Bs estara´n determinados por los mismos estados
con paridad definida (5.28). Lo mismo ocurre en cadenas XY Z si
χ = (J ijy − J ijz )/(J ijx − J ijz )
es constante [26], con el campo factorizante transverso dado por
Bs =
√
χ
∑
j 6=i
(J ijx − J ijz ).
Como resultado, el Discord del par en el estado fundamental en todos estos sistemas
es finito, e independiente de la separacio´n del par y del rango del acoplamiento en las
vecindades de Bs, y se obtiene de las Ecs. (5.18) o (5.21), con los valores dados por
las Ecs. (5.26)–(5.34). Argumentos similares se aplicara´n en la vecindad de campos
factorizantes ma´s generales [90].
En la Fig. V.6 se muestran los resultados para un sistema de espines completa-
mente conectados mediante una interaccio´n tipo XY uniforme y de rango completo
(ana´logo al modelo de Lipkin-Meshkov-Glick (LMG) para fermiones [95]),
J ijµ = (1− δij)Jµ/(n− 1) , µ = x, y (5.36)
con la misma anisotrop´ıa Jy/Jx = 0,5. Los resultados exactos pueden ser obtenidos
en este caso mediante diagonalizacio´n directa, ya que H puede ser expresado en
te´rminos de los operadores del esp´ın total Sµ =
∑
i siµ. La matriz densidad reducida
del par resulta obviamente independiente de la separacio´n, para cualquier valor de
campo. El entrelazamiento de pares es pequen˜o para valores no muy pequen˜os de n,
y la concurrencia es O(n−1).
El Discord, sin embargo, es no despreciable y pra´cticamente independiente de n
para valores de n grandes. En la Fig. V.6 se verifica que para B = Bs, se obtienen
los mismos l´ımites (5.18) para n = 100, y los mismos l´ımites laterales (5.21)–(5.34)
para n = 10. Adema´s, los modelos simples (5.16) (para n grande) o (5.19) (para
n pequen˜o) para la matriz densidad reducida de un par de espines son capaces de
describir el Discord con precisio´n en toda la regio´n |B| < Bc = Jx (y no solamente
en Bs) si se emplea para θ el valor del campo medio cos θ = B/Jx, como se ve en
la Fig. V.6. Esto indica que los efectos sobre el Discord de las correlaciones que
van ma´s alla´ de la descripcio´n de campo medio, con simetr´ıa de paridad restaurada,
(5.28), resultan muy pequen˜os para este sistema, y se tornan despreciables para
grandes valores de n. En contraste, el modelo de campo medio no puede describir en
forma precisa el Discord de pares en el caso de un acoplamiento de primeros vecinos,
excepto cerca de Bs, au´nque s´ı proporciona una descripcio´n cualitativa.
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Figura V.7: A la izquierda se muestran el De´ficit de Informacio´n I2 (arriba) e I1
(abajo), en funcio´n del campo magne´tico escalizado B/Jx, entre pares de esp´ınes
con separacio´n L = 1, 2, . . . , n/2, en el estado fundamental exacto de una cadena
c´ıclica de 40 esp´ınes, con interaccio´n XY de primeros vecinos y anisotrop´ıa χ = 0,5.
A la derecha se muestra tambie´n el Discord D (arriba) y la concurrencia C (abajo).
Los resultados para distintas separaciones se superponen exactamente en el campo
factorizante Bs =
√
JyJx ≈ 0, 71Jx.
5.3. De´ficit de Informacio´n de pares en cadenas XY
5.3.1. Comportamiento general
Pasaremos ahora a examinar el comportamiento del De´ficit de Informacio´n de
pares de espines en la cadena XY [23]. Nos concentraremos en los De´ficits de Informa-
cio´n I2 e I1, correspondientes a la entrop´ıa cuadra´tica y de von Neumann, respecti-
vamente. Por la simetr´ıa del estado, se tiene obviamente IAf (ρij) = I
B
f (ρij) ≡ If (ρij)
∀ i, j y Sf .
En la Fig. V.7 se muestran resultados de I2 e I1, junto con el Discord y la
concurrencia, en funcio´n del campo transverso, para pares de espines en el estado
fundamental exacto de una cadena c´ıclica con n = 40 esp´ınes, con interaccio´n XY de
primeros vecinos. Se puede apreciar que estas cantidades exhiben un comportamiento
cualitativo similar al del Discord, tomando valores finitos apreciables para cualquier
separacio´n entre los espines, en la regio´n |B| < Bc. Este efecto emerge nuevamente de
la simetr´ıa de paridad. Todas la medidas convergen a un valor finito independiente
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Figura V.8: Las mismas cantidades que en la figura V.7 para n = 10 espines. Se
aprecian las discontinuidades originadas por las transiciones de paridad del estado
fundamental.
de la separacio´n L en el campo factorizante, punto donde la concurrencia es nula.
El De´ficit I2 resulta ma´s fa´cil de evaluar que el Quantum Discord. Recordemos
que para ρij de la forma (5.4), I2 puede evaluarse en forma anal´ıtica mediante la
expresio´n (4.54) para estados X. Y en el campo factorizante, es posible utilizar
directamente (4.60) con el a´ngulo (5.26). Por lo tanto, en B = Bs y asumiendo que
se cumple en el mismo la condicio´n (4.52) (χ > 1/3), obtenemos, despreciando el
sobrelapamiento complementario, el valor comu´n [70]
I2(Bs) =
(1− χ)2
2
(5.37)
va´lido ∀ L.
En el caso de cadenas pequen˜as, Fig. V.8, los resultados son similares, pero se
aprecian los efectos de las transiciones de paridad en el estado fundamental, que
inducen, en particular, una discontinuidad finita visible en I2 e I1 en el campo facto-
rizante. Estas transiciones esta´n en realidad presentes para todo n finito, pero dejan
de ser apreciables para n no muy pequen˜o (Fig. V.7). En el caso de I2, utilizando
(4.54), (5.19), (5.26) y (5.34), obtenemos el resultado comu´n exacto
I2(Bs) =
(1− χ)2
2
1 + χn−2
(1± χn/2)2 (5.38)
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donde el signo − (+) corresponde al lado izquierdo (derecho) del campo factorizante.
El salto de I2 en B = Bs es entonces proporcional a χ
n/2.
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Figura V.9: Izquierda: Comparacio´n entre D e I2 para un par de esp´ınes en el estado
fundamental exacto del sistema de esp´ınes completamente conectado de la Fig. V.6.
Las l´ıneas punteadas representan nuevamente el resultado para la mezcla de dos
estados alineados, con el a´ngulo de campo medio cos θ = B/Jx, que pra´cticamente
coincide con el resultado exacto para |B| < Jx (y coincide exactamente en el cam-
po factorizante). Derecha: Las mismas cantidades para acoplamiento de primeros
vecinos, y separacio´n L = 4.
Al igual que en el caso del Discord, el valor de If para B < Bc puede compren-
derse esencialmente por medio del estado de campo medio con simetr´ıa de paridad
restaurada (5.28). La estimacio´n de campo medio es en realidad pra´cticamente exac-
ta en el caso de la cadena completamente conectada (Fig. V.9), mientras que en el
caso de acoplamientos de primeros vecinos, el acuerdo es cualitativo.
5.3.2. Medida minimizante
A pesar de que el comportamiento cualitativo de I2 e I1 es similar al del Discord,
tanto I1 como especialmente I2 exhiben un ma´ximo absoluto ma´s pronunciado que
el Discord D, como se observa en las Figs. V.7-V.8. A diferencia del Discord, I2
presenta en realidad una transicio´n abrupta en la orientacio´n de la medida de espin
local que la determina, pasando de una orientacio´n paralela al eje x (γ = π/2), a
una direccio´n paralela al eje z (γ = 0) al aumentar el campo, tal como se aprecia en
la Fig. V.10. Esta transicio´n se origina en la expresio´n (4.52) y ocurre, en el caso de
la Fig. V.7, para B ≈ 0,65Jx. En el caso del Deficit de Informacio´n I1, en cambio,
esta transicio´n no es abrupta, pasando el a´ngulo γ por todos lo valores intermedios
entre 0 y π/2, como tambie´n se observa en la figura. Por el contrario, el Discord
no presenta transicio´n en la medida minimizante, para ninguna separacio´n, siendo
la o´ptima siempre a lo largo del eje x, au´n para valores intensos del campo. Esto
tambie´n se indica en la Fig. V.10.
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Figura V.10: Panel superior: el a´ngulo γ que determina la medida local de esp´ın
o´ptima para el Discord (D) y los De´ficit de Informacio´n I2 e I1, en funcio´n del campo
magne´tico transversal escalizado, para la cadena de n = 40 espines y anisotrop´ıa
χ = 0, 5. Se muestra el resultado para todas las separaciones L del par. Panel inferior:
El campo en el cual se produce la transicio´n en la medida minimizante para I2, en
funcio´n de la anisotrop´ıa χ = Jy/Jx. Se muestra tambie´n el campo factorizante Bs.
El campo donde se produce la transicio´n en la medida optimizante depende de
la anisotrop´ıa y so´lo ligeramente de la separacio´n L, como se observa en el panel
inferior de la Fig. V.10, excepto en el l´ımite XX, que se discutira´ en detalle en
el pro´ximo cap´ıtulo. Esta transicio´n en la medida minimizante refleja un cambio
cualitativo en el estado reducido del par. De acuerdo a la Ec. (5.22), la medida
o´ptima paralela al eje x ocurre para J2x > J
2
z +r
2
B, lo que implica un estado reducido
con una correlacio´n sustancial en la direccio´n x (ya que 〈six〉 = 0), de forma que el
estado cla´sicamente correlacionado ρ′ij ma´s “cercano” a ρij es diagonal en la base
de autoestados de sjx. Por el contrario, la medida o´ptima paralela al eje z significa
que el ρ′ij ma´s “cercano” es diagonal en la base esta´ndar. El Discord, en cambio, es
sensible so´lo a la correlacio´n [96], que en este caso es mayor en la direccio´n x por la
forma del acoplamiento. Se dara´n ma´s detalles en el caso particular XX (Cap. VI).
El campo de transicio´n para la medida no coincide en general con el campo fac-
torizante, au´nque ambos exhiben una tendencia creciente al disminuir la anisotrop´ıa
(o sea, al aumentar χ), excepto en el l´ımite XX para separaciones L > 1. En el caso
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Figura V.11: Comparacio´n entre el De´ficit de Informacio´n I2 (panel superior), I1
(panel central) y Discord (panel inferior) y la correspondiente medida de entrelaza-
miento, para un par de espines contiguos (L = 1) en el estado fundamental de una
cadena de n = 40 espines, con acoplamiento XY de primeros vecinos y anisotrop´ıa
χ = 0,5. Se observa que I2 es cota superior de C
2 (cuadrado de la concurrencia),
mientras que I1 es cota superior del entrelazamiento de formacio´n E so´lo para cam-
pos intensos y D no es cota de E incluso en este u´ltimo l´ımite.
de I2, el punto de cruce entre ambos puede obtenerse directamente de las ecuaciones
(4.62) y (5.26), dado que en B = Bs el estado de todo par es de la forma (5.16)
(despreciando el solapamiento (5.29)). Esto conduce inmediatamente a χ = 1/3, y
B = Jx/
√
3 en el punto de cruce (Fig. V.10).
Finalmente, mostramos en la Figura V.11 el comportamiento de I2, I1 y D en
relacio´n con la medida de entrelazamiento asociada, (el cuadrado de la concurrencia
C para I2, y el entrelazamiento de formacio´n E para I1 y D), para un par de espines
contiguos. Se observa que I2 es cota superior de C
2 para todo campo, mientras que
I1 deja de serlo en la regio´n de campos de´biles [70]. En contraste, D no es cota de
E, au´n para campos intensos, tal como se menciono´ previamente.
Para |B| ≫ Jx, se obtiene, a partir de (5.31), C ≈ 2(η − η2), mientras que
I2 ≈ 4η2, verifica´ndose que I2 − C2 = O(η3) > 0. Esto esta´ de acuerdo con los
resultados generales del cap´ıtulo III para estados X, que prueban I2 ≥ C2 cuando
la medida optimizante para I2 es a lo largo del eje z (Eq. 4.56).
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5.4. Ape´ndice: Solucio´n exacta de la cadena XY c´ıclica finita
La transformacio´n de Jordan-Wigner [86] permite reescribir el Hamiltoniano
(5.1), en el caso de primeros vecinos y para cada valor ± de la paridad de espin
total Pz, como una forma cuadra´tica en operadores fermio´nicos c
†
i , ci, definidos por
c†i = si+ exp[−iπ
i−1∑
j=1
sj+sj−] . (5.39)
La transformacio´n inversa es
si+ = c
†
i exp[iπ
i−1∑
j=1
c†jcj] . (5.40)
El resultado es
H± =
n∑
i=1
B(c†ici − 12)− 12η±i (J+c†ici+1 + J−c†ic†i+1 + h.c.)
=
∑
k∈K±
λk(a
†
kak − 12) (5.41)
donde J± = 12(Jx ± Jy) y, en el caso c´ıclico n + 1 ≡ 1, η−i = 1, η+i = 1 − 2δin [86].
En (5.41), K+ = {12 , . . . , n− 12}, K− = {0, . . . , n− 1} , con [21,26,92]
λk =
√
(B − J+ cosωk)2 + J2− sin2 ωk, ωk = 2πk/n .
La forma diagonal (5.41) se obtiene por medio de una transformada de Fourier
discreta dependiente de la paridad,
c†j =
eipi/4√
n
∑
k∈K±
e−iωkjc′†k (5.42)
seguida por una transformacio´n de Bogoliubov
c′†k = uka
†
k + vkan−k , c
′
n−k = ukan−k − vka†k
a operadores fermio´nicos de cuasipart´ıcula ak, a
†
k, con(
u2k
v2k
)
= 1
2
[1± (B − J+ cosωk)/λk] .
Para B ≥ 0, puede fijarse λk ≥ 0 para k 6= 0 y λ0 = J+ − B, en cuyo caso el
vac´ıo de cuasipart´ıculas en H− es impar y la energ´ıa ma´s baja para cada paridad
esta´ dada por
E± = −1
2
∑
k∈k±
λk .
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En el campo factorizante, B = Bs =
√
JxJy, λk = J+ − Bs cosωk y E± = −nJ+/2
[26].
El estado reducido de un par de espines en el estado fundamental de paridad
definida puede ser obtenido a partir de las contracciones 〈a†kak′〉 = 0, 〈a†kak′〉 = 0,
que conducen a 〈c′†kc′k′〉 = v2kδkk′ , 〈c′†kc′†k′〉 = ukvkδk,−k′ y (L = i− j)
fL ≡ 〈c†icj〉 − 12δij =
1
n
∑
k∈K±
e−iωkLv2k − 12δij (5.43)
gL ≡ 〈c†ic†j〉 =
1
n
∑
k∈K±
e−iωkLukvk . (5.44)
A partir de estos resultados y el Teorema de Wick, se obtiene [21, 86]
〈siz〉± = f0, 〈sizsjz〉± = f 20 − f 2L + g2L (5.45)
〈si+sj±〉 = 14 [det(A+L)∓ det(A−L)] (5.46)
con (A±L)ij = 2(fi−j±1 + gi−j±1) matrices de L × L. Todos estos resultados, va´lidos
para n arbitrario, fueron verificados mediante diagonalizacio´n directa exacta para
un nu´mero n pequen˜o de espines.
En el l´ımite termodina´mico n → ∞, pueden despreciarse los efectos de paridad
y reemplazar directamente 1
n
∑
k∈K± F (ωk)→ 12pi
∫ 2pi
0
F (ω)dω.
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VI Correlaciones cua´nticas en sistemas de
espines con interaccio´n XX
En este cap´ıtulo final examinaremos en detalle las correlaciones cua´nticas de
pares en una cadena de espines 1/2 con acoplamiento XX, es decir, isotro´pico en
el plano x, y. Este sistema posee entonces una mayor simetr´ıa que la cadena XY,
conservando la componente z del esp´ın total. Esta simetr´ıa origina propiedades es-
peciales del estado fundamental y del estado reducido de un par de espines en dicho
estado, que merecen un estudio detallado. Los principales resultados derivados en
este cap´ıtulo fueron publicados en el trabajo [22].
6.1. Sistemas XX
Consideramos un sistema de N espines si con acoplamiento de primeros vecinos
XX en un campo magne´tico tranversal uniforme. El hamiltoniano correspondiente
es
H = B
∑
i
siz − 1
2
∑
i,j
J ij(sixsjx + siysjy) . (6.1)
Este hamiltoniano es obviamente invariante bajo rotaciones globales alrededor del
eje z, por lo que
[H,Sz] = 0
con Sz =
∑
i siz la componente z del espin total. Sus autoestados pueden ser entonces
caracterizados por la magnetizacio´n total M a lo largo del eje z. El signo del campo
magne´tico B puede ser cambiado mediante una rotacio´n global alrededor del eje x
eipiSx , que no afecta la interaccio´n.
En este cap´ıtulo nos concentraremos en el caso de una cadena de primeros veci-
nos,
H = B
∑
i
siz − J(sixsi+1,x + siysi+1,y) . (6.2)
En esta cadena, el signo del acoplamiento J puede ser invertido por medio de una
rotacio´n alrededor del eje z, aplicada so´lo a los espines pares (asumiendo N par en
el caso c´ıclico N + 1 ≡ 1). Por lo tanto, en lo que sigue haremos B ≥ 0, J ≥ 0.
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6.1.1. Estados reducidos de un par de espines
Examinaremos el caso de esp´ın 1/2, donde los resultados exactos tanto para
valores finitos de N , como tambie´n en el l´ımite termodina´mico N → ∞ pueden
ser obtenidos por medio de la transformacio´n de Jordan-Wigner (ver ape´ndice del
cap´ıtulo anterior). Nos enfocaremos en el caso c´ıclico N + 1 ≡ 1, donde las correla-
ciones de pares entre espines i y j en el estado fundamental, o´ en el estado te´rmico
ρ ∝ exp[−βH], dependera´n so´lo de la separacio´n L = |i− j|.
Para cualquier estado global ρ que satisface [ρ, Sz] = 0, el estado reducido ρij =
Tr{ij} ρ de un par de espines i 6= j conmutara´ con siz+sjz. En el caso c´ıclico, ρL ≡ ρij
tendra´ la forma
ρL =


p+L 0 0 0
0 pL αL 0
0 αL pL 0
0 0 0 p−L

 (6.3)
= p+L |↑↑〉〈↑↑|+ p−L |↓↓〉〈↓↓|+ (pL + αL)|Ψ+〉〈Ψ+|+ (pL − αL)|Ψ−〉〈Ψ−|
(6.4)
donde (6.3) es la representacio´n en la base esta´ndar y (6.4) es la expansio´n en
autovectores, con |Ψ±〉 = |↑↓〉±|↓↑〉√2 estados de Bell. Aqu´ı p+L + p−L + 2pL = 1, con
p±L =
1
4
± 〈sz〉+ 〈sizsjz〉 (6.5)
αL = 〈sixsjx + siysjy〉 (6.6)
donde 〈sz〉 = 〈Sz〉/N representa la magnetizacio´n intensiva promedio a lo largo del
eje z. El estado (6.4) corresponde a rA = rB = (0, 0, 2〈sz〉) y Jµν = δµνJµ en (4.45),
con 2〈sz〉 = p+L − p−L , Jx = Jy = 2αL, Jz = 1− 4pL.
Luego, los autovectores de ρL en el estado fundamental, o´ en el estado te´rmico,
no dependera´n de la separacio´n ni del campo. S´ı dependera´, por supuesto, el orden
de los autovalores. Para B ≥ 0 y J ≥ 0 en (6.2), p−L ≥ p+L y αL ≥ 0. El autovalor
ma´s grande de ρL correspondera´ al estado de Bell |Ψ+〉 si
αL > α
c
L = p
−
L − pL (6.7)
y al estado separable alineado |↓↓〉 si αL < αcL. Por lo tanto, en el estado funda-
mental podemos esperar que, a medida que el campo disminuye, se produzca una
transicio´n en el autoestado dominante de ρL, desde |↓↓〉 al estado |Ψ+〉, para cierto
valor del campo BLc ≤ Bc. Aqu´ı Bc = J representa el campo cr´ıtico a temperatura
T = 0, a partir del cual el estado fundamental es el estado con todos los espines
completamente alineados, o sea M = −N/2. Veremos tal cruce reflejado en las
transiciones exhibidas por la medida optimizante de los De´ficit de Informacio´n I2 e
I1, pero no por el Discord. Tambie´n encontraremos el mismo efecto a temperatura
finita.
98
6.1.2. De´ficit de Informacio´n paralelo y perpendicular
Vamos a discutir primero las propiedades del Discord y del De´ficit de Informacio´n
para los estados (6.4). Debido a la simetr´ıa de permutacio´n de ρij, omitiremos en lo
que sigue el super´ındice B en If y en D (ya que I
B
f = I
A
f , D(A|B) = D(B|A)). Para
αL = 0, ρL es diagonal en la base esta´ndar y tendra´ por lo tanto entrelazamiento
y Discord nulos: E = D = If = 0 ∀ Sf . Este sera´, sin embargo, cla´sicamente
correlacionado, siendo un estado producto ρi⊗ρj so´lo cuando pL =
√
p+Lp
−
L (es decir,
so´lo cuando pL/p
+
L = p
−
L/pL). En este caso, ρi = ρj =
√
p+L |↑〉〈↑ |+
√
p−L |↓〉〈↓ |).
Las correlaciones cua´nticas se debera´n solamente a αL, y conducira´n a un valor
finito de If y D ∀ αL 6= 0. El valor de I2, Ec. (3.61), para este estado puede
ser evaluado inmediatamente con la Ec. (4.19). Aqu´ı la matriz M2 es diagonal,
(M2)µν = δµνλµ, con λx = λy = J
2
x , λz = J
2
z + |rB|2, resultando
I2 =
{
Iz2 = 4α
2
L , |αL| ≤ αtL
I⊥2 = 2(α
2
L + α
t
L
2
) , |αL| ≥ αtL
(6.8)
donde el valor de transicio´n es
αtL =
√
λz
2
=
√
(p−L − pL)2 + (pL − p+L)2
2
(6.9)
y el super´ındice en I2 indica la direccio´n de la medida local de esp´ın minimizante (a
lo largo del eje z si |αL| < αtL y a lo largo de cualquier direccio´n k en el plano xy
si |αL| > αtL). Por consiguiente, I2 crece cuadra´ticamente con αL y exhibe entonces
una transicio´n paralela→ perpendicular para αL = αtL, correspondiente a un campo
de transicio´n BLt . Para p
−
L > pL tal transicio´n se correlaciona con la exhibida por
el autoestado dominante de ρL (Eq. (6.7)). De hecho, si |p+L − pL| = |p−L − pL| y
p−L > pL, α
t
L = α
c
L.
La Ec. (6.8) puede ser comparada con la concurrencia de ρL, la cual requiere un
valor umbral finito αL:
C = 2Max[|αL| −
√
p+Lp
−
L , 0] . (6.10)
Por lo tanto, surgira´n correlaciones no nulas tipo Discord, con entrelazamiento nulo,
para 0 < |αL| ≤
√
p+Lp
−
L .
El comportamiento del De´ficit de Informacio´n generalizado If es similar al de I2.
Para una medida de esp´ın a lo largo del vector k, formando un a´ngulo γ con el eje
z, los autovalores del estado posmedida ρ′L son, definiendo
δ = 〈sz〉 = (p+L − p−L)/2
y µ, ν = ±1,
p′νµ =
1+2νδ cos γ+µ
√
[(1−4pL) cos γ+2νδ]2+4α2L sin2 γ
4
.
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Se verifica entonces que
Iγf =
∑
µ,ν=±1
f(p′νµ)− f(p+L)− f(p−L)− f(pL + α)− f(pL − αL) (6.11)
satisface ∂Iγf /∂γ = 0 para γ = 0 y γ = π/2: ambas medidas, paralela (γ = 0) y
perpendicular (γ = π/2), son siempre estacionarias, en acuerdo con las considera-
ciones generales [20]. Para una dada Sf pueden surg´ır, adema´s, puntos estacionarios
intermedios, pero la competencia es esencialmente entre Izf ≡ I0f e I⊥f ≡ Ipi/2f .
Para pequen˜os valores de αL y δ 6= 0, el mı´nimo Iγf , para cualquier Sf , se obtiene
para γ = 0, con
Izf = 2f(pL)− f(pL + αL)− f(pL − αL) ≈ kfα2L (6.12)
donde kf = |f ′′(pL)| (asumimos aqu´ı pL 6= 0). Por consiguiente, cuando αL crece
desde 0, todas las If exhibira´n un crecimiento inicial cuadra´tico con αL, como ocurre
con I2.
Por otra parte, si δ = 0, como en el caso de campo cero (para el estado fun-
damental o te´rmico), el mı´nimo Iγf para cualquier Sf es alcanzado para γ = 0 si
|αL| < αtL y para γ = π/2 si |αL| > αtL, donde αtL = |12 − 2pL| = |p−L − pL| (Ec.
(6.9)). Por lo tanto, todas las If exhibira´n, como ocurre con I2, una transicio´n
paralela → perpendicular para el mismo valor de αL. Adema´s, para p−L > pL, αtL
coincide exactamente en este caso con αcL, es decir, con el valor donde el autoestado
dominante de ρL se vuelve un estado de Bell.
El mismo comportamiento ocurre cuando p±L =
1
4
± δ (implicando pL = 14), con
αL y δ pequen˜o, una situacio´n t´ıpica que se encuentra para temperaturas altas o
grandes separaciones. Una expansio´n en serie de Iγf conduce a
Iγf ≈ kf [α2L +
1
2
(α2L − δ2) sin2 γ]
donde kf = |f ′′(1/4)|, implicando nuevamente
If =
{
Izf ≈ kf α2L , |αL| < |δ|
I⊥f ≈ 12kf (α2L + δ2) , |αL| > |δ|
(6.13)
con αt = |δ| = αLc si p−L > pL. Por lo tanto, en este caso obtenemos una transicio´n
paralela → transversal universal para |αL| = αt ∀ Sf y L. En otras palabras, todas
las medidas If se comportan como I2 en este l´ımite.
En contraste, la medida proyectiva minimizante del DiscordD = Dγ ≡ D(A|BMγ )
no exhibira´ tal transicio´n para el Hamiltoniano estudiado. Para una medida proyec-
tiva de esp´ın obtenemos, fijando ahora f(p) = −p log2 p,
Dγ = Iγ1 −
∑
ν=±
[f(1
2
+ νδ cos γ)− f(1
2
+ νδ)] . (6.14)
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Por lo tanto, Dz ≡ D0 = I01 = Iz1 , pero Dγ < Iγ1 si | cos γ| < 1 y δ 6= 0 (so´lo a
campo cero, donce δ = 0, se tiene Dγ = Iγ1 ∀ γ, implicando D = I1). Mientras
que, nuevamente, ambos γ = 0 y γ = π/2 son siempre estacionarios, el mı´nimo Dγ
se obtendra´ siempre para γ = π/2 (D = D⊥) para los estados reducidos deriva-
dos del estado fundamental o te´rmico de la cadena determinado por H, reflejando
directamente la “direccio´n” de la correlacio´n (el acoplamiento XX de un esp´ın con
otro). Esto ocurrira´ tambie´n para valores pequen˜os de αL, ya que en este l´ımite p
±
L
se correspondera´ con el estado producto, no habiendo una direccio´n preferencial en
Dγ para αL = 0. De hecho, para pequen˜os valores de αL y γ = π/2, la Ec. (6.14)
conduce, para pL =
√
p+Lp
−
L > 0, a
D⊥ ≈ 1
ln 2
( 1
pL
− arctanh 2δ
δ
)α2L (6.15)
el cual es siempre ma´s pequen˜o que
Dz = Izf ≈ 1pL ln 2α
2
L .
Sin embargo, se presenta tambie´n un crecimiento cuadra´tico con αL.
6.2. Resultados en el l´ımite termodina´mico
Analizaremos primero las medidas previas en los estados fundamental y te´rmico
de (6.2) en el l´ımite de valores de n grandes. Por medio de la fermionizacio´n de Jordan
Wigner, en este l´ımite podemos expresar todos los elementos del ρL exacto, tanto
a temperatura cero como a temperatura finita T , en te´rminos de las integrales [22].
(En este caso J− = 0 en el ape´ndice del cap´ıtulo previo, con L = i− j).
fL = 〈c†icj〉 − 12δij =
1
π
∫ pi
0
cos(Lω)
1 + eβ(B−J cosω)
dω − 1
2
δL0 (6.16)
donde β = 1/kBT y, en te´rminos de operadores de esp´ın, f0 = 〈sz〉 = 〈Sz〉/n es la
magnetizacio´n intensiva y f 2L = 〈sz〉2 − 〈sizsjz〉. Obtenemos as´ı
p±L = (f0 ± 12)2 − f 2L , pL = 14 − f 20 + f 2L (6.17)
αL =
1
2
Det(AL), Aij = 2fi−j+1 (6.18)
con AL el primer bloque de la matriz L × L de elementos Aij (i, j = 1, . . . , L). De
esta forma, α1 = f1, α2 = f2f0 + 2f
2
1 , etc.
6.2.1. Correlaciones cua´nticas de pares en el estado fundamental
A temperatura cero, todas las correlaciones se anulan para |B| > J , ya que el
estado fundamental en esta zona es el estado con todos los espines completamente
alineados a lo largo del eje z (αL = 0, p
+
L = 1 ∀ L). Para |B| < J , de (6.16)
obtenemos en cambio
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fL =
sin(ωL)
Lπ
− 1
2
δL0 , ω = arc cos(B/J) (6.19)
con f0 = ω/π − 12 .
Los resultados para I2, I1,D y los autovalores de ρL se muestran en las Figs. VI.1–
VI.2 para L = 1 y 3. Se verifica primero que, mientras el Discord mı´nimo corresponde
a D⊥ ∀ |B| < J , el mı´nimo de I2 exhibe, para B decreciente, la transicio´m abrupta
Iz2 → I⊥2 . Adema´s, para L = 1, esta transicio´n tiene lugar exactamente en el punto
donde el estado de Bell |Ψ+〉 se vuelve dominante en ρL, es decir, BLc = BLt .
Notablemente, esta coincidencia para L = 1 es exacta tanto a temperatura cero
como a temperatura finita. Esto puede apreciarse en las Ecs. (6.17)–(6.18): En este
caso α1 = f1 y la condicio´n de cruce (6.7), α1 = p
−
1 − p1, implica
f1 = −f0 (6.20)
en este punto. En tal caso p1 − p+1 = p−1 − p1 = α1, de manera que αc1 = αt1 (Ec.
(6.8)) y por lo tanto BLt = B
L
c para L = 1. A T = 0 tenemos, expl´ıcitamente,
α1 =
sinω
π
=
√
1−B2/J2
π
(6.21)
y esta transicio´n ocurre en el campo
Bt ≈ 0,67J
es decir, sinω = π/2 − ω, correspondiendo a una magnetizacio´n intensiva 〈sz〉 ≈
−0,235. Se ve, adema´s, que I2 ≥ C2 ∀ B, es decir, I2 permanece mayor que la
correspondiente medida de entrelazamiento.
El comportamiento del De´ficit de Informacio´n I1 es similar, excepto que el
cambio abrupto anterior se suaviza a trave´s de una pequen˜a regio´n de transicio´n
0,55 . B/J . 0,67 donde una medida intermedia (0 < γ < π/2) provee el mı´ni-
mo correspondiente: A medida que B decrece, el a´ngulo de minimizacio´n γ crece
suavemente desde 0 a π/2 en este intervalo.
Para separaciones grandes, el comportamiento es similar excepto que los valores
de If y D son menores, y que el campo de transicio´n B
L
t disminuye en magnitud, en
acuerdo con el decrecimiento del campo BLc donde |Ψ+〉 se vuelve dominante, como
se ve en la Fig. VI.2 para L = 3. BLt permanece pro´ximo a B
L
c , pero el acuerdo no
es exacto. El Discord continu´a siendo minimizado por la medida perpendicular ∀
|B| < J . Notemos que en este caso, la concurrencia es muy pequen˜a y diferente de
cero so´lo en la vecindad de B = J , mientras que todas las If y la D permanecen
diferentes de cero ∀ |B| < J , ∀ L.
Los resultados para separaciones grandes L & 3 pueden ser completamente en-
tendidos por medio de las expresiones para αL y δ (6.12), (6.13) y (6.15). Para L
grande podemos despreciar fL en p
±
L y pL, en cuyo caso
pL ≈
√
p+Lp
−
L =
ω
π
(1− ω
π
)
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Figura VI.1: Resultados para los De´ficit de Informacio´n I2 (arriba izquierda) e I1
(arriba derecha), el Discord D (abajo derecha), y los autovalores de la matriz den-
sidad reducida ρL (abajo izquierda) para un par de espines contiguos (L = 1), en
el estado fundamental de la cadena XX en el l´ımite termodina´mico, en funcio´n del
campo magne´tico escalizado. Los sub´ındices z y ⊥ representan los resultados para
medidas de esp´ın paralelas y perpendiculares al campo. En el panel superior derecho
se muestra el mı´nimo intermedio Iγ1 correspondiente a la pequen˜a regio´n de tran-
sicio´n. La l´ınea de trazos en el panel superior izquierdo muestra el cuadrado de la
concurrencia C. El mı´nimo Iν (ν = 1, 2) corresponde a I
⊥
ν esencialmente en la regio´n
donde el autovalor dominante de ρL es el estado de Bell |Ψ+〉.
mientras que
αL = ηL/
√
L (6.22)
con ηL acerca´ndose a valores finitos a medida que L crece ( ηL → 0,294 en B = 0, y
disminuyendo cuando B crece). Para L suficientemente grande, la Ec. (6.12) conduce
entonces a
If = I
z
f ≈ kfη2L/L , |B| > BLt (6.23)
con kf = |f ′′(pL)| (kf = 4 en I2 y 1pL ln 2 en I1). Por lo tanto, todas las If decrecen
como L−1 para separaciones crecientes L.
Para grandes L el campo de transicio´n BLt se vuelve pequen˜o, de manera que
para |B| < BLt podemos emplear la segunda fila de la Ec. (6.13), con δ ≈ −B/(πJ),
ya que (6.19) implica aqu´ı ω ≈ π/2−B/J y por lo tanto p±L ≈ 14 ∓ B/(πJ):
If = I
⊥
f ≈ 12kf [η2L/L+B2/(πJ)2] |B| < Bt (6.24)
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Figura VI.2: Las mismas cantidades de la Fig. VI.1 para terceros vecinos (L = 3).
donde kf = |f ′′(1/4)| y
BLt ≈ πηLJ/
√
L (6.25)
determinada de la condicio´n I⊥f = I
z
f (ηL ≈ 0,294 en(6.24)–(6.25)). Esta u´ltima
ecuacio´n coincide para grandes L con la condicio´n αL = p
−
L − pL (Ec. (6.7)), de
manera que en este l´ımiteBLt = B
L
c , como se ve en el panel izquierdo de la Fig. (VI.3).
El campo (6.25) determina, adema´s, el surgimiento de |Ψ+〉, cuando B decrece, como
autoestado dominante de ρL. Este campo decrece entonces como L
−1/2.
Por otra parte, el Discord no exhibe transicio´n para |B| < J : se verifica que
D = D⊥ ∀ L y |B| < J . Su expresio´n para valores de L grandes puede ser obtenida
directamente de la Ec. (6.15) e implica D ∝ L−1 (para L grande), al igual que If :
D = D⊥ ≈ kD η2L/L (6.26)
donde kD =
1
ln 2
( 1
pL
− arctanh 2δ
δ
) con δ = ω/π− 1/2. Para B → 0, δ → 0 mientras que
pL → 1/4, y D⊥ → I⊥1 .
Notamos finalmente que para B → J , la Ec. (6.19) conduce a ω ≈√2(1−B/J),
y por lo tanto αL ≈ fL ≈ ω/π ∀ L, a orden ma´s bajo. Obtenemos entonces el l´ımite
comu´n independiente de L
I2 ≈ 8(1− B/J)/π2 , I1 ≈
√
I2 , (B → J) (6.27)
con D ≈ I1, a orden ma´s bajo. La independencia de la separacio´n para B → J , en
el caso finito, puede ser verificada y fa´cilmente entendida (ver siguiente seccio´n).
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Figura VI.3: Izquierda: El campo de transicio´n BLt donde la medida minimizante de
I2 cambia de perpendicular a paralela, en funcio´n de la separacio´n L (l´ınea so´lida),
junto con el campo BLc donde el autovector dominante de ρL cambia desde un estado
de Bell a un estado alineado (l´ınea de trazos). Los resultados corresponden al estado
fundamental (T = 0). Ambos campos coinciden para L = 1 y L→∞. El resultado
asinto´tico (6.25) para L grande esta´ representado por la l´ınea de puntos. Derecha:
Los campos de transicio´n BLt (T ) de I2 a temperatura finita, para L = 1, 2, 3 y 5,
tal que I2 = I
⊥
2 (I
z
2 ) para B < B
L
t (T ) (> B
L
t (T )). Las l´ıneas de trazos representan
nuevamente los campos BLc (T ) por debajo de los cuales el estado de Bell es el
autovector dominante de ρL. Para L = 1, ambos campos coinciden exactamente ∀
T , aproxima´ndose a J/2 para T →∞, mientras que para L ≥ 2 son muy pro´ximos,
coincidiendo exactamente en el l´ımite de altas temperaturas, donde se anulan como
(J/T )L−1 (Eq. (6.30)).
6.2.2. Correlaciones cua´nticas de pares a temperatura finita
Al aumentar la temperatura, αL decrece para campos |B| < J (en realidad para
|B| < J−εL, con εL pequen˜o), implicando el decrecimiento de todas las correlaciones
cua´nticas en esta regio´n. Sin embargo, mientras que la concurrencia (y por lo tanto
el entrelazamiento) desaparecen a temperatura finita T [92], el Discord y todas las
If se anulan so´lo asinto´ticamente para temperaturas altas. Adema´s, para T > 0
surgen valores pequen˜os pero finitos de D e If para B > J (Fig. VI.4), debido a que
estados excitados correlacionados se vuelven accesibles.
A temperaturas altas T ≫ Max[J,B], fijando kB = 1, las Ecs. (6.17)–(6.18)
conducen a
f0 ≈ − B4T , f1 ≈ J8T
con fL = O(T
−3) o superiores para L ≥ 2. Por lo tanto, en este l´ımite obtenemos,
al orden no nulo ma´s bajo,
p±L ≈ 14(1∓B/T ) , pL ≈ 14 , αL ≈ 12(J/4T )L (6.28)
implicando que podemos aplicar directamente las ecuaciones (6.13) y (6.15). Por
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Figura VI.4: El De´ficit de I nformacio´n I2 en funcio´n de la temperatura, para valores
fijos (indicados) del campo, para primeros y terceros vecinos. Para campos B < Bc =
J (panel izquierdo), I2 decrece a medida que T aumenta, ocurriendo una transicio´n
I⊥2 → Iz2 para L = 3. Para campos intensos B > Bc, I2 = Iz2 , creciendo inicialmente
al aumentar la temperatura, au´nque este resurgimiento se torna muy pequen˜o a
medida que L aumenta, como puede apreciarse en el panel interno de la figura
derecha para L = 3. Para temperaturas altas, I2 ∝ (T/J)−2L (Eq. (6.29)).
lo tanto, If y D se anulara´n exponencialmente a medida que L crece, es decir,
If , D ∝ (T/J)−2L. Sin embargo, para todas las If existe au´n un campo de transicio´n
BLt ∀ T , tal que I⊥f < Izf para |B| < BLt , con BLt decreciendo para T creciente y
acerca´ndose al campo BLc , con el surgimiento de |Ψ+〉 como autoestado dominante
de ρL. El resultado final para T altas derivados de la Ec. (6.13) es
If =
{
Izf ≈ kf4 ( J4T )2L , |B| > BLt
I⊥f ≈ kf2 (14( J4T )2L + B
2
(4T )2
) , |B| < BLt
(6.29)
donde kf = |f ′′(pL)| ≈ |f ′′(1/4)| y
BLt ≈
J
2
(
J
4T
)L−1 (6.30)
determinado de la condicio´n I⊥f = I
z
f , el cual coincide en este l´ımite con el derivado
de la condicio´n de cruce (6.7). Por lo tanto, para primeros vecinos (L = 1) BLt se
acerca, para temperaturas T altas, al l´ımite finito J/2, mientras que para L ≥ 2,
e´ste decrece como (J/T )L−1, como se puede apreciar en el panel derecho de la Fig.
VI.3 para I2. En este l´ımite el campo de transicio´n B
L
t se acerca a B
L
c ∀ If . Para T
baja ambos campos permanecen bastante pro´ximos. Se muestra en la Fig. VI.3 que
en el caso de I2, B
L
t = B
L
c ∀ T para L = 1, como fue´ demostrado previamente.
En contraste D = D⊥ ∀ B, T , con (Ec. (6.15))
D⊥ ≈ kD
4
( J
4T
)2L (6.31)
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para T altas, donde kD ≈ 2ln 2 . Nuevamente, D⊥ ≈ I⊥1 para B → 0.
Finalmente, notamos que para T > 0 y campos intensos B ≫ J, T , tenemos
fL +
1
2
δL0 ≈ e
−βB
π
∫ pi
0
eβJ cosω cos(Lω)dω = e−βBIL(βJ)
donde IL(x) denota la funcio´n de Bessel modificada de primera especie (IL(x) ≈
ex/
√
2πx, para x → ∞, mientras IL(x) ≈ (x/2)L/L! para x → 0). Por lo tanto, en
este l´ımite fL +
1
2
δL0 decrece exponencialmente a medida que crece el campo, con
pL ≈ f0 + 12 y αL ≈ fL. I2 resulta entonces
I2 ≈ 4e−2B/T I2L(J/T ) (6.32)
decreciendo para campos intensos como e−2B/T , y decreciendo tambie´n muy ra´pida-
mente con la separacio´n L si B ≫ T ≫ J (IL(J/T ) ≈ (J/2T )L/L!). Por otra parte,
para campos intensos, I1 y D decrecera´n como αL (∝ e−B/T ).
6.3. Resultados para cadenas finitas
6.3.1. Correlaciones cua´nticas de pares en el estado fundamental
En una cadena finita, el estado fundamental exacto tiene una magnetizacio´n
finita discreta M . En consecuencia exhibira´ N transiciones M → M + 1, a medida
que el campo decrece desde Bc = J , comenzando en M = −N/2 para B > Bc. En
el caso c´ıclico, los campos cr´ıticos esta´n dados por [92]
Bk = J
cos[π(k − 1/2)/N ]
cos[π/(2N)]
, k = 1, . . . , N (6.33)
tal que M = k −N/2 para Bk+1 < B < Bk, con B1 = J , BN = −J . Para N → ∞
la Ec. (6.33) se reduce a la Ec. (6.19) (B = J cosω, con ω/π = k/N = 1/2+M/N).
Los detalles del ca´lculo exacto para la cadena de taman˜o finito [92] pueden obtenerse
del ape´ndice del cap´ıtulo anterior, fijando J− = 0 y J+ = J .
En consecuencia, todas las medidas If y D exhiben a T = 0 un comportamiento
escalonado, anula´ndose para B > Bc, que puede apreciarse en la Fig. VI.5. Los
valores son muy cercanos al resultado para el l´ımite termodina´mico si L . N/4. Para
grandes valores L & N/4, el resultado en la cadena finita es mayor. En contraste,
para grandes separaciones L la concurrencia es no nula so´lo en la inmediata vecindad
de Bc = J . Como se muestra en los paneles internos, todas las medidas If , D y C
adquieren un valor finito comu´n para todas las separaciones L para B → J , es decir,
en el primer intervalo B2 < B < B1, donde M = −N/2+ 1 y el estado fundamental
es un estado W :
|Ψ0〉 = 1√
N
(|↑↓↓ . . .〉+ . . .+ | . . . ↓↓↑〉) .
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Figura VI.5: De´ficit de Informacio´n mı´nimo I2 (panel superior izquierdo), e I1 (pa-
nel superior derecho), y Discord D (panel inferior derecho) para pares de espines
con separacio´n L = 1, . . . , N/2 , en el estado fundamental de una cadena finita de
N = 40 espines, en funcio´n del campo magne´tico escalizado. Como referencia, se
muestra tambie´n la concurrencia en el panel inferior izquierdo. Las l´ıneas de puntos
representan el l´ımite termodina´mico para las separaciones L = 1, 2, 3 y N/2. En
cada panel se incluye un gra´fico mostrando el comportamiento en la vecindad del
campo cr´ıtico Bc = J , donde todas las curvas alcanzan un valor comu´n para todas
las separaciones L (Ecs. (6.34)–(6.35)).
Este estado conduce a un estado reducido de rango 2, independiente de L, con
p+L = 0, p
−
L = 1 − 2/N y pL = αL = 1/N en (5.4). Para tal estado obtenemos, si
N ≥ 4,
I2 = I
z
2 =
4
N2
= C2, I1 = I
z
1 =
√
I2 (6.34)
de acuerdo con el resultado del l´ımite termodina´mico (6.27) (para grandes N el
segundo campo cr´ıtico es B2 ≈ J(1 − pi2N2 ) y por lo tanto, 8pi2 (1 − BJ ) ≈ 4N2 si
B = B1+B2
2
). Notemos que para este estado, αL ≤ αc = p−L − pL ∀ N ≥ 4 (para
N = 3, donde αL > αc, se prefiere una medida perpendicular en ambas cantidades,
I2 y I1). En contraste, D es minimizado por una medida perpendicular ∀ N , con
D⊥ ≈ 2
N
− 1
N2
log2(N/e) (6.35)
para grandes N (au´nque D⊥ ≈ Dz = Iz1 a orden ma´s bajo).
Podemos ver tambie´n que para separaciones L ≥ 2, I2 es ma´ximo en la transi-
cio´n de la medida paralelo-perpendicular. Tal ma´ximo se vuelve plano en I1, y se
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encuentra ma´s cercano a Bc = J en el Discord D, en el que la medida optimizante
es perpendicular ∀ B < J y L.
Los a´ngulos minimizantes para I2 y D, correspondientes al caso finito de la
Fig. VI.5, se muestran en la Fig. VI.6. Para I2, el a´ngulo exhibe una transicio´n
abrupta desde γ = 0 (fase z) a γ = π/2 (fase ⊥) al decrecer el campo. Dicho
cambio coincide ahora con una de las transiciones de magnetizacio´n (6.33) del estado
fundamental (BLt = Bk para algu´n k independiente de L). Para L = 1 la medida de
transicio´n sen˜ala exactamente la transicio´n de estado M →M +1 donde ρL cambia
su autoestado dominante, como se aprecia claramente en el panel superior derecho de
la Fig. VI.6 (donde la transicio´n corresponde a k = 11 en (6.33)), mientras que para
valores de L grandes ambas transiciones son muy cercanas. Como se aprecia en la
parte izquierda de la Fig. VI.6, el campo de transicio´n para separaciones L crecientes
tiende a saturar, siendo constante para L & N/4, mientras que cuando N crece el
campo se acercan al resultado del l´ımite termodinamico para L . N/4, siendo luego
constante. Un resultado similar se obtiene para el a´ngulo de minimizacio´n de I1,
au´nque en este caso la medida de transicio´n puede ocurrir en dos o tres “escalones”,
reminiscencias de la transicio´n suavizada del l´ımite termodina´mico.
6.3.2. Correlaciones cua´nticas de pares a temperatura finita
La parte inferior derecha de la Fig. VI.6 muestra el diagrama de “fase” para el
De´ficit de Informacio´n I2 a temperatura finita, de acuerdo a la medida minimizante
para una cadena de N = 40 espines (campo BLt ), junto con el campo B
L
c , donde
el autoestado dominante del estado reducido cambia del estado de Bell al estado
alineado. Para L = 1 se produce nuevamente una coincidencia exacta entre ambos
campos para todas las temperaturas T , ya que la desviacio´n de la condicio´n (6.20)
del l´ımite termodina´mico es pequen˜a. Para separaciones mayores el acuerdo para
temperaturas bajas es aproximado, pero los valores coinciden para temperaturas al-
tas, en las que el apartamiento del resultado correspondiente al l´ımite termodina´mico
es muy pequen˜o.
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Figura VI.6: Panel superior: Izquierda: El a´ngulo minimizante para I2 en funcio´n
del campo magne´tico para pares de espines con separaciones L = 1, . . . , N/2, en
la cadena finita de la Fig. VI.5. Las l´ıneas de puntos indican la transicio´n abrupta
⊥→ z para diferentes L. Ninguna transicio´n ocurre para el Discord D (l´ıneas de
trazos), donde γ = π/2 ∀ B y L. Derecha: Resultados para I⊥2 y Iz2 (l´ıneas so´lidas)
para N = 40 y L = 1, junto con los dos autovalores dominantes de ρ1 (l´ıneas
punteadas). Ambos se cruzan en el mismo punto. Panel inferior: Izquierda: Campo
exacto de transicio´n BLt delimitando las fases ⊥ y z de I2 a T = 0, para N = 40 y
N = 100, junto con el resultado para el l´ımite termodina´mico. Derecha: Diagrama
de fase T−B de I2 en la cadena finita de N = 40 espines, para todas las separaciones
L = 1, . . . , N/2 (l´ıneas so´lidas). Las fases z (⊥) yacen a la derecha (izquierda) de
las curvas. Las l´ıneas de trazos representan los campos BLc (T ) para L ≤ 4, debajo
de los cuales el estado de Bell se vuelve el estado dominante en ρL.
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VII Conclusiones
En primer lugar, hemos introducido una medida general de correlaciones cua´nti-
cas basada en conceptos entro´picos. La misma representa la mı´nima pe´rdida de
informacio´n, medida en base a una entrop´ıa general Sf , en el estado ρAB del sistema
tras realizar sobre el mismo una medida local completa. Sus propiedades ba´sicas son
similares a las del Discord, anula´ndose para el mismo tipo de estados. Ma´s au´n, coin-
cide con la entrop´ıa de entrelazamiento generalizada Ef (A,B) en el caso de estados
puros. No obstante, mientras que en el Discord se minimiza una entrop´ıa condicional,
aqu´ı se minimiza una diferencia entro´pica global. De acuerdo a la entrop´ıa Sf selec-
cionada, esta cantidad se reduce, por ejemplo, al De´ficit de Informacio´n esta´ndar I1
o al Discord geome´trico I2, o tambie´n a la cantidad que hemos denominado De´ficit
de Informacio´n Iq. El formalismo permite identificar cierta propiedades universales
de algunos estados (por ejemplo, estados puros o mezcla de un estado puro con el
estado ma´ximamente mezclado), tales como la existencia de una medida local de
perturbacio´n mı´nima, u´nica para todas las entrop´ıas, as´ı como la de un estado cla´si-
camente correlacionado (respecto del sistema medido) menos mezclado, cualquiera
sea la entrop´ıa utilizada para medir el grado de mezcla. En estos casos, no existe
pues ambigu¨edad en la eleccio´n de la medida optimizante o del estado cla´sico ma´s
pro´ximo. Todas las medidas exhiben tambie´n un crecimiento cuadra´tico en la ve-
cindad del estado ma´ximamente mezclado, a diferencia del entrelazamiento, que es
siempre nulo en un entorno del estado ma´ximamente mezclado. Tambie´n hemos dis-
cutido generalizaciones a medidas locales conjuntas, que permiten identificar estados
cla´sicamente correlacionados respecto de ambas componentes.
Se ha derivado, asimismo, una ecuacio´n estacionaria general para hallar la medida
local de perturbacio´n mı´nima, la cual ha permitido, para ciertas entrop´ıas, obtener
expresiones anal´ıticas cerradas para dicha medida y el correspondiente De´ficit de
Informacio´n, en estados generales de dos qubits o qudit-qubit. Ejemplos concretos
para estados con marginales ma´ximamente mezclados y estados X fueron discutidos
en detalle. Una conclusio´n general importante es que si bien el De´ficit de Informacio´n
exhibe un comportamiento cualitativo similar al del Discord, la correspondiente
medida minimizante puede diferir sustancialmente de la que optimiza la cantidad
anterior.
En la segunda parte de esta Tesis, se ha investigado el comportamiento de es-
tas medidas en sistemas de espines. El primer resultado importante a destacar es la
existencia de Quantum Discord y De´ficit de Informacio´n finito entre dos espines arbi-
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trariamente separados, en la vecindad del campo magne´tico factorizante transverso,
en cadenas y sistemas de espines con acoplamientos anisotro´picos tipo XY. Ma´s au´n,
para campos uniformes, el valor en este punto es independiente de la separacio´n en-
tre los espines y del alcance de la interaccio´n. Es decir, se obtiene un correlacio´n
cua´ntica finita au´n para espines distantes, no vinculados directamente por la in-
teraccio´n. Este resultado es adema´s ana´l´ıtico, habie´ndose derivado una expresio´n
anal´ıtica para el Discord y las otras medidas en dicho punto. El mismo fue corro-
borado mediante ca´lculos nume´ricos obtenidos por diagonalizacio´n directa as´ı como
por otros me´todos, tal como la fermionizacio´n de Jordan-Wigner. Hemos tambie´n
proporcionado una visio´n aproximada simple del estado del par para |B| < Bc, por
medio de su aproximacio´n en te´rminos de una mezcla de estados alineados, que re-
sulta exacta en el campo factorizante, y que permite comprender el valor apreciable
de estas medidas en toda la zona |B| < Bc, au´n para separaciones significativas del
par.
El comportamiento anterior del Discord y las medidas afines desarrolladas difiere
sustancialmente del exhibido por el entrelazamiento, mostrando que estas medidas
son libres de la restriccio´n usual de monogamia que afecta al entrelazamiento. En
otras palabras, los resultados muestran que es posible un valor finito apreciable
del Discord y el De´ficit de Informacio´n para varias separaciones simulta´neamente.
Notemos que el entrelazamiento tambie´n exhibe un valor finito constante (igual para
todo par) en las proximidades del campo factorizante transverso, au´nque su valor es
muy pequen˜o y tiende a cero al aumentar el taman˜o, precisamente por la restriccio´n
de monogamia. Los resultados para el Discord y el De´ficit de Informacio´n corroboran
que el campo factorizante transverso constituye un punto cr´ıtico cua´ntico especial
para la cadena o sistema finito, en el que el estado fundamental “ se olvida” del
alcance de la interaccio´n de pares y en el que todo par tiende al mismo estado
reducido. Destaquemos que el campo factorizante es rigurosamente independiente
del taman˜o de la cadena, existiendo ya para un par de espines.
El segundo resultado destacable es que si bien el Discord y el De´ficit de Infor-
macio´n generalizado de pares exhiben un comportamiento cualitativamente similar
en estas cadenas, la medida optimizante puede diferir sustancialmente. Mientras
que en el caso del Discord es normalmente constante para todo valor del campo
(una medida de espin en la direccio´n de ma´ximo acoplamiento, es decir el eje x
en los casos considerados), en el caso del De´ficit de Informacio´n la medida optimi-
zante exhibe una “transicio´n” entre dos direcciones perpendiculares (la del campo
transverso y la de ma´ximo acoplamiento). Esta transicio´n (que puede ser abrupta
o gradual dependiendo del tipo de media entro´pica), indica un cambio cualitativo
importante en el estado reducido del par. En el caso de las cadenas con interaccio´n
tipo XX, se mostro´ que esta transicio´n coincide (exactamente para primeros vecinos
y aproximadamente para pares ma´s distantes) con el punto en el cual el autovector
dominante de la matriz densidad reducida cambia de un estado Bell a un estado ali-
neado. Es decir, esta´ indicando un cambio significativo en el estado reducido. Este
efecto tambie´n se observa (au´nque en forma menos pronunciada) en cadenas XY.
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En resumen, se ha desarrollado una nueva herramienta general para cuantificar
correlaciones cua´nticas bipartitas e identificar puntos cr´ıticos del sistema y cambios
de estructura en estados reducidos de sistemas cua´nticos fuertemente interactuan-
tes. Quedan muchos problemas abiertos por investigar, entre ellos la evaluacio´n de
estas medidas para sistemas de espin ma´s alto o en sistemas ma´s complejos, y tam-
bie´n para particiones generales de estos sistema, au´nque las ecuaciones estacionarias
desarrolladas han permitido ya avances en esta l´ınea.
Un u´ltimo comentario se refiere a la relacio´n entre el De´ficit de Informacio´n
(un concepto estr´ıctamente cua´ntico) y el de aumento de entrop´ıa de un sistema.
La meca´nica cua´ntica nos dice que si bien la evolucio´n temporal de un sistema
compuesto aislado es unitaria, la evolucio´n de un subsistema del mismo no lo es en
general. Si el estado inicial es un producto de un estado del subsistema por uno del
complemento (como en el caso de conocer el estado inicial del subsistema, es decir,
de haberlo medido), tal evolucio´n queda entonces determinada por los operadores
Mk vistos en el cap´ıtulo III, producie´ndose un aumento de la entrop´ıa del subsistema
si se satisface la condicio´n (3.26). Ma´s au´n, este aumento de entrop´ıa es, en realidad,
universal, en el sentido de que toda entrop´ıa de la forma Sf aumenta. Y tal evolucio´n
puede ser vista como una medida del subsistema, al satisfacerse la condicio´n (3.24).
Este aumento de entrop´ıa es justamente el De´ficit de Informacio´n. Quiza´s el origen de
la denominada flecha del tiempo pueda tambie´n asociarse a este efecto. Se contempla
abordar en profundidad esta tema´tica en el futuro.
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