We introduce a plane, which we call the delta-sigma plane, that is indexed by the norm of the estimator bias gradient and the variance of the estimator. The norm of the bias gradient is related to the maximum variation in the estimator bias function over a neighborhood of parameter space. Using a uniform Cramer-Rao (CR) bound on estimator variance a delta-sigma tradeo curve is speci ed which de nes an \unachievable region" of the delta-sigma plane for a speci ed statistical model. In order to place an estimator on this plane for comparison to the delta-sigma tradeo curve, the estimator variance, bias gradient, and bias gradient norm must be evaluated. We present a simple and accurate method for experimentally determining the bias gradient norm based on applying a bootstrap estimator to a sample mean constructed from the gradient of the log-likelihood. We demonstrate the methods developed in this paper for linear Gaussian and non-linear Poisson inverse problems.
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I. Introduction
The goal of this work is to quantify fundamental tradeo s between the bias and variance functions for parametric estimation problems. Let = 1 ; :::; n ] T 2 be a vector of unknown and non-random parameters which parameterize the density f Y (y; ) of an observed random variable Y . The parameter space is assumed to be an open subset of n-dimensional Euclidean space I R n . For xed lett =t (Y ) be an estimator of the scalar t , where t : ! I R is a speci ed function. Let this estimator have bias b = E t ] ? t and variance 2 = E (t ? t ) 2 ]. Bias is due to`mismatch' between the average value of the estimator and the true parameter while variance arises from uctuations in the estimator due to statistical sampling.
In most applications, estimator designs are subject to a tradeo between bias and variance. For example, in nonparametric spectrum estimation 1], smoothing methods have long been used to reduce the variance of the periodogram at the expense of increased bias 2], 3]. In image However, the plane parameterized by the bias and variance b and 2 is not useful for studying fundamental tradeo s since an estimator can always be found which makes both the bias and variance zero at a given point . Furthermore, the bias value b unfairly penalizes estimators that may have large but constant, and hence removable, biases. In this work we consider the plane parameterized by the norm or length of the bias gradient = krb k and the square root variance q 2 , which we call the delta-sigma or plane. The norm of the bias gradient is directly related to the maximal variation of the bias function over a neighborhood of induced by the norm and is una ected by constant estimator bias components. By appropriate choice of norm, the bias gradient length can be related to the overall bias variation over any ellipsoidal prior region of parameter values. For the inverse problems studied here we select the norm to correspond to an a priori smoothness constraint on the object. This paper provides a means for specifying unachievable regions in the plane via fundamental delta-sigma tradeo curves. These curves are generated using an extension of the Cramer-Rao (CR) lower bound on the variance of biased estimators presented in 15] . This extension is called the uniform CR bound. In 15] the bound was derived only for an unweighted Euclidean norm on the bias gradient and for non-singular Fisher information. Therein the reader was cautioned that the resulting bound will generally depend on the units and dimensions used to express each of the parameters. It was also pointed out in 15] that the user should identify an ellipsoid of expected parameter variations, which will depend in the user's units, and perform a normalizing transformation of the ellipsoid to a spheroid prior to applying the bound. This parameter transformation is equivalent to using a diagonally weighted bias gradient norm constraint in the original untransformed parameter space. The uniform CR bound presented in this paper generalizes 15] to allow functional estimation, to cover the case of singular or ill-conditioned Fisher matrices, and to account for a general norm constraint on bias gradient. Some elements of the latter generalization were rst presented in 16]. The methods described herein can be used for system optimization, i.e., to choose the system which minimizes the size of the unachievable region, when estimator unbiasedness is an overly stringent or unrealistic constraint 17], or they can be used to gauge the closeness to optimality of biased estimators in terms of their nearness to the unachievable region 18]. Alternatively, as discussed in more detail in 15], these results can be used to investigate the reliability of CR bound studies when small estimator biases may be present. Finally, these results can be used for validation of estimator simulations by empirically verifying that the simulations do not place estimator performance in the unachievable region of the plane.
In order to place an estimator on the plane we must calculate estimator variance and bias gradient norm. For most nonlinear estimators computation of these quantities is analytically intractable. We present a methodology for experimentally determining these quantities which uses the gradient of the log-likelihood function r lnf Y (y; ) and a bootstrap-type estimator to estimate the bias gradient norm.
We illustrate these methods for linear Gaussian and nonlinear Poisson inverse problems. Such problems arise in image restoration, image reconstruction, and seismic deconvolution, to name but a few examples. Note that even for the linear Gaussian problem there may not exist unbiased estimators when the system matrix is ill-conditioned or rank de cient 19] . For each model we compare the performance of quadratically penalized maximum likelihood estimators to the fundamental delta-sigma tradeo curve. We show that the bias gradient rb of these estimators is closely related to the point spread function of the estimator when one wishes to estimate a single component t = k . For the full rank linear Gaussian case the quadratically penalized likelihood estimator achieves the fundamental delta-sigma tradeo in the plane when the roughness penalty matrix is matched to the norm chosen by the user to measure bias gradient length. In this case the bias gradient norm constraint is equivalent to a constraint on bias variation over a roughness constrained neighborhood of . We thus have a very strong optimality property: the penalized maximum likelihood estimator minimizes variance over all estimators whose maximal bias variation is bounded over the neighborhood. For the rank de cient linear Gaussian problem the uniform CR bound is shown to be achievable by a di erent estimator under certain conditions. Finally, for the non-linear Poisson case an asymptotic analysis shows that the penalized maximum likelihood estimator of 20] achieves the fundamental delta-sigma tradeo curve for sufciently large values of the regularization parameter and a suitably chosen penalty matrix. We present simulation results that empirically validate our asymptotic analysis.
A. Variance, Bias and Bias Gradient
Lett be an estimator of the scalar di erentiable function t . The mean-square-error (MSE) is a widely used measure of performance for an estimatort and is simply related to the estimator bias b and the estimator variance 2 
where the norm k k C is is de ned in terms of a symmetric positive de nite matrix C kuk 2 C = u T Cu:
We will use the notation kuk 2 to denote the Euclidean norm obtained when C = I.
The norm of the bias gradient at a point u = is a measure of the sensitivity of the estimator mean m u = E u t ] to changes in u over a neighborhood of . Below we derive a relation between bias gradient norm and maximal bias variation over an arbitrary ellipsoidal neighborhood.
De ne the ellipsoidal region of parameter variations C = C( ; C) = fu : (u ? The above discussion suggests that the choice of norm k k C should re ect the range C of joint parameter variations which are of interest to the user. This will be illustrated in Section IV. (18) below).
The biased CR bound (7) only applies to the class of estimatorst which have a particular bias gradient function rb . Therefore (7) cannot be used to simultaneously bound the variance of several estimators, each of which have di erent but comparable bias gradients.
B. The Uniform CR Bound
In 15] a \uniform" CR bound was presented as a way to study the reliability of the unbiased CR bound under conditions of very small estimator bias. In 34] this uniform bound was used to trace out curves over the sigma-delta plane which includes both large and small biases. 
In (9) and (10) It is important to point out that the delta-sigma tradeo curve can be generated without solving the non-linear equation (11) , which generally must be solved numerically. It is much easier to continuously vary over the range (0; 1) and sweep out the curve by using the -parameterizations of g( ) = 2 and B( ; ) speci ed by relations (11) and (9), respectively.
Comments:
The uniform bound B( ; ) is always less than or equal to the unbiased CR bound B( ; 0) = r T t F + Y rt . An estimator is said to locally achieve a bound in a neighborhood of a point if the estimator achieves the bound whenever the true parameter lies in the neighborhood. It has been shown 15] that if F Y is non-singular, if is small, if t = 1 , and if the unbiased matrix CR bound is locally achievable by an unbiased estimator^ in a neighborhood of a point , then one can construct an estimator that locally achieves the uniform bound in this neighborhood by introducing a small amount of bias into^ . However, since unbiased estimators may not exist for singular F Y , the uniform CR bound for singular F Y may not be locally achievable. An example where the bound is globally achievable over all is presented in Section IV. While we will not use it in this paper, a more general form of Theorem 1 holds for the case that C may be non-negative de nite. This situation is relevant for cases where the user does not wish to penalize the estimator for high bias variation over certain hyperplanes in the parameter space. 
C. Recipes for Uniform Bound Computation
As written in Theorem 1 expressions (9)- (11) are not in the most convenient form for computation as they involve several matrix multiplications and inversions. An equivalent form for the pair B( ; ) and g( ) in (9) and (11) was obtained in the process of proving the theorem ( (46) and (47) The eigendecomposition of G can be used in (17) to produce a pair of expressions similarto (15)- (16) for computing the delta-sigma tradeo curve for non-singular F Y . Alternatively, the right hand sides of (17) Since step 2 must be repeated for each value of , this method is competitive when one is interested in evaluation of the curve B( ; ) at only a small number of values of = ( ). When a denser sampling of the curve is desired an eigendecomposition method, e.g. as in (15)- (16), becomes more attractive since, once the quantities i and jr T t C 1 2 i j 2 are available, the curve can be swept out over without performing additional vector operations.
III. Estimation of Bias Gradient Norm
To be able to compare the performance of an estimator against the uniform CR bound of Theorem 1, we need to determine the estimator variance and the bias gradient length. In most cases the bias gradient cannot be determined analytically and it is therefore important to have a computationally e cient method to estimate it either experimentally or via simulations. A brute force estimate would be to estimate the nite di erence approximation rb 1 b + e 1 ? b ; : : :; b + e n ? b but this requires performing a simulation run for each coordinate perturbation + e k . In the following we describe a more direct method for estimating the bias gradient which does not require performing multiple simulation runs nor does it require making a nite di erence approximation. The method is based on the fact that for any random variable Z with nite mean E Z @ lnf Z (Z; ) (19) for any random variable statistically independent of Y . As explained in the following discussion, the quantity can be used to control the variance of the bias gradient estimate.
Substituting sample averages for ensemble averages in (19) we obtain the following unbiased and consistent esti- (21) decays as 1=L and is independent of the mean m . The second term (in brackets \ ]) also decays as 1=L but is unbounded in the mean m . It is easily shown that this term can be eliminated by setting i = m = constant but this is not a practical since the mean m = E t (Y i )] is unknown to the user. However, we can use the punctured sample mean estimate of m , i = 1
j6 =it (Y j ) which, as required for the validity of (19) , is statistically independent of Y i . Substitution of this i into (20) and simplifying gives the following unbiased and consistent sample mean estimate of rb
A simple calculation shows that the covariance of (22) is the matrix sum
Note that the second term in (23) depends on m only through its gradient and decreases to zero at the much faster asymptotic rate of 1 L 2 as compared to the rate 1 L in (21) . 
IV. Application to Inverse Problems
We use the theory developed above to perform a study of fundamental bias-variance tradeo s for three general classes of inverse problems. First we consider well-posed linear Gaussian inverse problems which have non-singular Fisher information. Next we consider ill-posed Gaussian inverse problems where the Fisher matrix is singular. For these two linear applications an exact analysis is possible since all curves in the delta-sigma tradeo plane have analytic expressions. Finally we study a non-linear Poisson inverse problem to illustrate the empirical bias-gradient norm approximations discussed in the previous section. 
This matrix is non-singular when A is of full column rank n. We will consider estimation of the linear combination t = h T where h is a xed non-zero vector in I R n . Since The minimizer of (29) Consider the special case of estimation of a single component k of for which h = e k = 0; : : :; 0; 1; 0; :: :; 0] T .
When the matrices F Y and P commute, as occurs for example when P = I, the bias gradient (31) is seen to be equal to the di erence between the mean response P + F Y ] ?1 F Y e k of the PLS estimator to a point source = e k , i.e., the point spread function of the estimator, and the ideal point response e k . Thus, under the commutative assumption the bias gradient norm can be viewed as a measure of the geometric resolution oft 16].
A.1 Non-Singular Fisher Matrix
Assume that F Y is non-singular and compare (32) and (33) to the equations (13) and (12) for d min and the bound B( ; ), respectively. Identifying rt = h, = 1= , it is clear that when P is chosen as C ?1 the PLS estimator achieves the bound B( ; ) and has optimal bias gradient d min . Thus for linear functions t the uniform bound is achievable and the region above and including the fundamental delta-sigma tradeo curve is an achievable region. Furthermore, since the bias gradient is a linear function, from relation (6) we have a very strong optimality property: the QPML estimatort is a minimum variance biased estimator in the sense that it is an estimator of minimum variance among estimators which satisfy the maximal bias constraint sup u2C jb u ? b j 2 , where 2 = g(1= ) and C is the ellipsoid de ned above (3).
We used the Computational Recipe presented in Section II to trace out the delta-sigma tradeo curve (uniform bound) parametrically as a function of > 0. Figure 2 shows the delta-sigma tradeo curve for the case of pixel intensity estimation (h = e 67 ), = I, and a well conditioned full rank discrete Gaussian system matrix. Specif- 
With this norm the restriction krb k C corresponds to a constraint on maximal bias variation max 2C j b j over a roughness constrained neighborhood C( ; C) of (recall relation (6)). Also plotted in Fig. 2 . A lower bound on the norm of the bias gradient can derived (see Appendix C) using the relation (6) between the norm and the maximal bias variation over a region of parameter space. Since the uniform CR bound is nite and equal to the unbiased CR bound at = 0, we cannot expect the delta-sigma tradeo curve to be achievable for all as in the non-singular case.
To illustrate we repeat the study of by a factor of 4. This yields the ill-posed problem of estimating a vector of 128 pixel intensities based on only 32 observations Y . We used the singular value decomposition of A to compute the delta-sigma tradeo curve and the minimal bias gradient norm. The results for pixel intensity estimation (t = e 67 ) are plotted in Figure 3 along with the performance curves associated with the smoothed QPML (P = C ?1 of (34)) and unsmoothed QPML (P = I) estimators. Note that neither of the estimators achieve the uniform bound for any value of the parameter . The minimal bias gradient norm is an asymptote on estimator performance which forces a sharp knee in the estimator performance curves. At points close to this knee maximal reduction in bias is only achieved at the price of signi cant increase in the variance. For comparison, in Fig. 5 we plot the analogous curves for smoothed and unsmoothed QPML estimation of the contrast function de ned as t = h T , where the elements of h are plotted in Fig. 4 . Observe that the smoothed QPML estimator of contrast comes much closer to the uniform bound than does the smoothed QPML estimator of pixel intensity shown in Fig. 3 .
Under certain conditions the uniform CR bound is ex- 43] . Noting that here rt = h, we conclude that the estimator variance is equal to the lower bound expression B( ; ) given in (9) when P = C ?1 and = 1= . Furthermore, under these conditions the bias gradient (36) di ers from the optimal bias gradient d T min , given in (10), only by the presence of the second additive term on the right hand side of (36) . Thus the estimator (35) with P = C ?1 is an optimal biased estimator when this second additive term is equal to zero.
We summarize these results in a theorem which applies to both singular and non-singular F Y . This vector is shown in Fig. 6 . In view of Theorem 2 we know that the estimator (35) of h T should achieve the uniform bound for the chosen value of . In Fig. 7 we plot the uniform bound for estimators of h T and the performance curve of two estimators of the form (35), one smoothed (P = C ?1 ) and one unsmoothed (P = I). Observe that the smoothed estimator essentially achieves the uniform bound for < 0:2.
B. Poisson Model
In some applications the observations Y are given by the linear model (27) but with non-Gaussian additive noise. Here we consider the case of Poisson noise which arises in emission computed tomography and other quantum limited (y j ln( j ( )) ? j ( )) + c: (38) In (38) c is a constant independent of the unknown source and the mean number of counts is assumed to obey the linear model ( ) = A + r: (39) In emission computed tomography is a vector of mean object projections measured over m detectors, A is a m n system matrix that depends on the tomographic geometry, is an unknown image intensity vector, and r is a m 1 vector representing background noise due to randoms and scattered photons.
The Fisher information has the form 45]
where A T j is the j-th row of A.
To investigate the achievability of the region above the delta-sigma tradeo curve, and to illustrate the empirical computation of bias gradient, we consider again the QPML strategy. The QPML estimator studied ist = t^ where^ is the vector which maximizes the penalized likelihood function
where P is a nonnegative de nite matrix. In the simulations below we used P = C = I.
Exact analytic expressions for the variance, bias, and bias gradient of the QPML estimator are intractable. However, it will be instructive to consider asymptotic approximations to these quantities. In Appendix D expressions for asymptotic bias, bias gradient and variance are derived under the assumption that the di erence between the projection AE ^ ] of the mean QPML image and the projection A^ of the true image is small { frequently a very good approximation in image restoration and tomography. Specializing the results (57)-(59) in Appendix D to the case of linear functions t = h T , we obtain the following expressions for the asymptotic variance oft (43) where O(1= ) is a remainder term of order 1= .
When we identify P = C ?1 and = 1= we see that the estimator variance is identical to the optimal variance (12) , and that for linear t the bias gradient is identical to the optimal bias gradient (13) to order O(1= ). Therefore, assuming the bias gradient and variance approximations (43) and (42) are accurate, for linear t we can expect that the fundamental delta-sigma tradeo curve will be approximately achieved by the QPML estimator for large values of the regularization parameter if P = C ?1 . To examine the performance of the methods for estimating bias gradient norm described in Section III, and to verify the asymptotic bias and variance performance predictions, we generated simulated Poisson measurements with means given by (39) . In these simulations A was a 128 128 tri-diagonal blurring matrix with kernel (0:23; 0:54; 0:23), for which the condition number is 12:5. The source intensity is shown in Fig. 8 . The function of interest was chosen as t = 65 , the intensity of pixel 65 in Fig. 8 . We generated L = 1000 realizations of the measurements each having a mean total of P m j=1 j ( ) = 2100 counts, including a 5% background representing random coincidences 20].
We computed three types of estimates of : the quadratically penalized maximum likelihood estimator using the \energy penalty" (P = I), a truncated SVD estimator, and a \deconvolve/shrink" estimator. We maximized the nonquadratic penalized likelihood objective using the PML-SAGE algorithm, a variant of the iterative space alternating generalized expectation-maximization (SAGE) al- where ranges from 0 to 1. We applied each estimator to the L = 1000 measurement realizations and computed the standard sample variancê 2 = 1
is the estimator sample mean. We estimated the estimator bias gradient length (BGL) (the norm k k C with C = I) via the methods described in Section III. We traced out the estimator performance curves in the delta-sigma plane by varying the regularization parameter . Figure 9 illustrates the bene ts of using the bootstrap estimate of BGL as compared with the ordinary methodof-moments BGL estimator for the identity penalized likelihood estimator. Included are standard error bars (twice the length gives 95% con dence intervals) for bias (horizontal lines) and variance (vertical lines smaller than plotting symbol) of the bootstrap BGL estimator for L = 500 and L = 1000 realizations. The BGL error bars were computed under a large L Gaussian approximation to the bias gradient estimates and a square root transformation. In general as the smoothing parameter is decreased QPML estimator bias decreases while QPML estimator variance increases. This increase in variance produces an increasingly large positive bias in the ordinary BGL estimator causing the curve to abruptly diverge to the right. However, the bias of the bootstrap BGL estimator remains small as decreases so that it extends the range of reliable estimation of the ordinary BGL estimator.
In Figure 10 we compare the three di erent estimators to the uniform CR bound. As predicted by the asymp- totic analysis the uniform bound is virtually achieved by the identity penalized likelihood estimator in the high bias and low variance region (large ). The identity penalized maximum likelihood estimator visibly outperforms the other two estimators. Unfortunately, for xed L = 1000 as the estimator performance curves approach the left side of the delta-sigma plane, the bootstrap BGL estimates become increasingly variable (recall error bars in Figure 9 ), so an increasingly large number of realizations is required to make reliable comparisons between the estimator performance and the bound. On the other hand ECT images corresponding to such highly variable estimates of are unlikely to be of much practical interest.
V. Conclusions
We have presented a method for specifying a lower bound in the delta-sigma plane de ned as the set of pairs ( ; ) where is the estimator bias gradient norm and 2 is the estimator variance. For two inverse problems, one linear and one non-linear, we have established that the bound is achievable under certain circumstances.
There remain several open problems. In ill-posed problems the Fisher matrix is singular and an eigendecomposition appears to be required to compute the bound. For small ill-posed problems this is not a major impediment. However, for large problems with many parameters, which includes many image reconstruction and image restoration problems, the eigendecomposition is not practical and faster numerical methods are needed. Another problem is that the variance of the bootstrap estimator for bias gradient norm increases rapidly with the number of unknown parameters. Since the bootstrap estimator is not guaranteed to be non-negative this high variance can make the estimator useless for estimating small valued bias gradient norms. In such cases, asymptotic bias and variance formulas may be useful and can be derived along similar lines as described in Appendix D. Finally, we established a general relation between bias gradient norm and maximal bias variation. Although for general estimation problems the interpretation of the bias gradient norm may be dicult, for the two applications considered in this paper, the bias gradient norm was interpreted as a measure of spatial resolution of the estimator. 
Now given the random sample Y 1 = y 1 ; : : :; Y L = y L , the resampled estimate^ 2 =^ 2 (Y 1 ; : : :; Y L ) is 37] 
where
is the sample mean and we have identi ed^ 2 = kzk 2 C . Plugging this last expression into (25) we obtain:
which is identical to the expression (26).
Appendix C: Lower Bound on Bias Gradient
Here we derive a simple lower bound on the maximal bias variation over the region C = fu : (u? where u = u? . Now, using an extremal property of the Rayleigh quotient, the right hand side of (53) 
Here we derive the following asymptotic formulas for variance, bias, and bias gradient of the Poisson QPML estimator of a general di erentiable function t . 
