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Let FN and F be the empirical and limiting spectral distributions of an N × N Wigner matrix.
The Crame´r-von Mises (CvM) statistic is a classical goodness-of-fit statistic that characterizes the
distance between FN and F in L
2-norm. In this paper, we consider a mesoscopic approximation of
the CvM statistic for Wigner matrices, and derive its limiting distribution. In the appendix, we also
give the limiting distribution of the CvM statistic (without approximation) for the toy model CUE.
1. Introduction and main result
1.1. Background. Let H = (Hij)N,N be a Wigner matrix, i.e., Hij = H
∗
ji and Hij ’s are independent (up
to symmetry). Further, we assume
(1) EHij = 0 for all i, j.
(2) E|Hij |2 = 14N for i 6= j, and E|Hii|2 = σ
2
4N for all i.
(3) E|Hij |a = O(N−a/2) for all i, j and all fixed positive integer a.
We distinguish the real symmetric case (β = 1) where Hij ∈ R for all i, j from the complex Hermitian case
(β = 2) where EH2ij = 0 for i 6= j. We further assume the fourth moments of Hij are homogeneous, i.e.
E|Hij |4 = m4/N2 for all i 6= j, and denote c4 = m4 − (4− β)/16. Let
λ1 > λ2 > . . . > λN
be the ordered eigenvalues of H. Denote the empirical spectral distribution of H by
FN (x) :=
1
N
N∑
i=1
1(λi 6 x).
Arguably, the most fundamental result in Random matrix Theory (RMT) is Wigner’s semicircle law [41].
It states that almost surely FN (x) converges weakly to the semicircle law F (x) with the density function
given by
ρsc(x) =
2
pi
√
(1− x2)+.
Based on this fundamental weak convergence result, some natural questions can be asked further. For
instance, one can ask how to characterize the distance between FN and F . In addition, if a specific
distance is chosen, we can take one more step to ask: What is the limiting behaviour of this distance
between FN and F? The first question has a rich answer, considering that there are many widely used
statistical distances for distributions in the literature. However, it could be very challenging to answer the
second question for some specific distances, especially when one aims at some fine result like the limiting
distributions of these distances between FN and F .
In applied probability and statistics theory, two widely used distances (or statistics) between the em-
pirical distribution and the limiting one, are the Crame´r-von Mises (CvM) statistic and the Kolmogorov-
Smirnov (KS) statistic, which are L2 and L∞ distances, respectively. More specifically, the CvM statistic
for the spectral distribution of H is defined as
AN :=
∫
(FN (t)− F (t))2dF (t), (1.1)
and the well-known KS statistic is defined by
KN := max
t
|FN (t)− F (t)|.
We remark here that most of the literature on these two statistics are about the empirical distribution of
the i.i.d. samples of a random variable. Here we consider the same distances for the empirical distribution
of the highly correlated eigenvalues of random matrices. In the statistics literature, both AN and KN
belong to the category of the goodness-of-fit statistics, which can be used to test how well the empirical
distribution fits a given distribution. Specifically, both two statistics are fundamental for the following
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2hypothesis testing problem: test if or not a random variable X follows a given distribution (F ), based on
the empirical distribution (FN ) of its i.i.d. samples; see [2] for instance. Here we use FN and F to denote
the empirical and limiting distribution for the i.i.d. samples as well, with certain abuse of notations. For
the i.i.d. setting, identifying the limiting distributions of AN and KN and their variants had been the
primary task for this topic, due to their importance for the hypothesis testing problems. Nowadays, in the
classical i.i.d. setting, under the null hypothesis, it is well-known that the limiting distributions of both
AN and KN follow from the classical Donsker’s theorem. Specifically, since
√
N(FN (t)− F (t)) converges
to the Brownian bridge, AN and KN converge to the corresponding functionals of Brownian bridge, after
appropriate normalization. In the classical i.i.d. case, the weight dF (t) in (1.1) is chosen to make the
statistic nonparametric. That means, after a simple change of variable in (1.1), no matter the distribution
of the i.i.d. sample, it is always the same as the case of i.i.d. uniformly distributed samples. But in the
literature, there are indeed many other choices of the weights. We refer to the reference [2, 39]. In general,
for the i.i.d. case, the distribution of the CvM type statistics with general weight is given by an infinite
sum of independent weighted χ2 random variables. The characteristic function of this distribution can be
written as a Fredholm determinant; see [2, 39] for instance.
To the best of our knowledge, in the context of RMT, the limiting distribution of AN and KN for the
empirical spectral distribution have never been obtained. Nevertheless, many recent results in RMT are
related to this topic in one way or another. For Wigner matrices, as a consequence of the rigidity of the
eigenvalues, a large deviation result for KN has been established in [16]. It states that KN is bounded by
(logN)O(log logN)/N with high probability. We also refer to [22, 14, 15, 1] for some related developments
on KN . More precise bound of KN is available for unitarily invariant ensembles. For instance, in the recent
work [8], it is proved that the bound logN/N holds for KN with high probability, for a class of unitarily
invariant ensembles. However, to identify the limiting distribution of KN precisely is still far beyond the
current studies. It is worth mentioning that KN can also be written as
KN = max
t
∣∣∣ 1
Npi
Im log det
(
H − (t+ i0+)IN
)− F (t)∣∣∣,
with the convention Im log(x+i∞) = pi2 . In contrast to the maximum of the random field for the imaginary
part of log characteristic polynomial stated above, more research has been devoted to understanding
the maximum of the random field for the real part of log characteristic polynomial of random matrices
[3, 7, 19, 37, 18, 21, 30, 9, 28]. But none of these works are on generally distributed Wigner matrices,
and also no rigorous result on the limiting distribution (fluctuation) is obtained, although conjectures have
been made in [18, 19, 21] for CUE and GUE. The related study for AN is even less. In [38] (see (1.1)
therein), Rains discussed a quadratic goodness-of-fit statistic for CUE, which is constructed in the same
spirit as AN . But only the expectation of Rains’ statistic was derived in [38]. In Appendix A, we will
show that CUE is actually a toy model for the CvM statistic. We can derive the limiting distribution of a
CvM statistic explicitly in this case.
From the application perspective, unlike the i.i.d. case where the distribution of a random variable is the
central object for the hypothesis testing, we can use the goodness-of-fit statistics of the spectral distribution
to test the goodness-of-fit for general features of the matrix ensembles rather than the limiting spectral
distribution itself. For instance, for the sample covariance matrix, one often uses spectral statistics to test
the structure of the population covariance matrix; for a random graph, one can use spectral statistics of the
adjacency matrix to test the graph parameters. Although the limiting distribution of the CvM statistic for
Wigner type or covariance type matrices is not available so far, it has already been used in some statistics
works, such as [36, 40], where the applications are based on numerical simulation of the CvM statistic.
For Wigner matrices, it is known that FN (t) behaves asymptotically as a log-correlated Gaussian field
in the finite-dimensional sense, on both macroscopic and mesoscopic scale; see [26, 4, 31, 23, 35, 6] for
instance. However, unlike the i.i.d. case, this log-correlated Gaussian field asymptotic for random matrix
is not precise enough to tell the fluctuation of AN and KN . It can be viewed as a common difficulty for AN
and KN , whose distributions both rely on a rather delicate understanding of the limiting behaviour of the
field FN (t), t ∈ R. On the other hand, an elementary calculation leads to the alternative representation
AN = 1
N
N∑
i=1
(
F (λi)−
N − i+ 12
N
)2
+
1
12N2
,
3which together with the spectral rigidity in [16] allows us to write
AN = 1
N
N∑
i=1
ρsc(µi)
2(λi − µi)2 + 1
12N2
+O(N−3+ε) (1.2)
with high probability, where ρsc represents the density function of F and µi’s represent the quantiles of
F , i.e., F (µi) = (N − i+ 12 )/N . Hence, one can also regard AN as certain quadratic eigenvalue statistic.
In this paper, we take a first step to understand the limiting distribution of the CvM type statistics for
Wigner matrices. Instead of AN , we turn to study a more accessible mesoscopic approximation of AN , see
Definition 1.1. Our aim is to derive the limiting distribution for this approximated AN . Numerical study
strongly suggests that the fluctuation of this approximation shall be the same as the fluctuation of the
original AN . The mesoscopic approximation can be regarded as a regularization of FN (t) on mesoscopic
scale, which resembles the classical idea in RMT of using the imaginary part of Stieltjes transform on
mesoscopic scale to regularize the eigenvalue density. Similar ideas of regularizing the entire field FN (t)
can also be found in [29, 20], for instance.
To study the mesoscopic approximation of AN , we first use the Fourier-Chebyshev expansion to fac-
torize it into linear statistics of Chebychev polynomials. The main step of the proof lies at analyzing the
covariance of squares of linear statistics of Chebychev polynomials with N -dependent degrees (see Propo-
sition 3.1 below). To this end, we explicitly compute the four-point correlation functions for mesoscopic
linear statistics of Green functions, by the cumulant expansion formula. We present a simple argument
that analyzes the four-point correlation functions both in the bulk and near the edge of the spectrum; the
result is precise in the sense that it reveals the cancellations coming from the orthogonality of Chebychev
polynomials, for all degrees k  N1/3. We remark here that the fact that the Chebyshev polynomials form
an orthogonal basis for the covariance structure of the linear eigenvalue statistics for random Hermitian
matrix was first noticed in [26], for general β ensembles. It was recently rigorously shown in [20] that the
field of log characteristic polynomial of GUE converges to log correlated Gaussian fields, on macroscopic
and mesoscopic scales. Especially, on macroscopic scale, the limiting log correlated Gaussian field is given
by a random Fourier-Chebyshev series, and the convergence is understood in the sense of distributions in
a suitable Sobolev space. Fourier-Chebyshev expansion of the test function plays a significant role in [20]
as well.
Finally, we remark here that except for the classical distances AN and KN often used in applied
probability and statistics, some other distances between FN and F such as Wasserstein distance has
also been considered in the random matrix literature; see [33, 34] for instance. Especially, very precise
large deviation results are obtained in these works for various random matrix models such as Wigner
matrices, Wishart matrices, Haar-distributed matrices from the compact classical groups. We believe that
further study on the explicit limiting distributions for all these statistical distances is appealing from both
theoretical and applied point of view.
1.2. Mesoscopic approximation of CvM statistics and main result. In this paper, we will turn
to study a mesoscopic approximation of the CvM statistic for Wigner matrix. The construction of our
mesoscopic statistic in Definition 1.1 is inspired by a CvM statistic for the Circular Unitary Ensemble
(CUE), whose limiting distribution is established in Appendix A in details. Here we provide a brief outline
of the derivation for this limiting law for CUE and explains how it inspires the construction in Definition
1.1 for Wigner matrix.
Let U be a N -dimensional CUE, i.e., a Haar distributed random unitary matrix on unitary group U(N),
and denote its eigenvalues by eiθi , 1 6 i 6 N . Here θi’s are unordered eigenphases. With certain abuse
of notation, we still denote by FN (x) = ]{i : 0 6 θi 6 x}/N, x ∈ [0, 2pi] the empirical distribution of
eigenvalues of CUE. The CvM statistic for CUE is defined as
ACUEN :=
∫ 2pi
0
∫ 2pi
0
((
FN (y)− FN (x)
)− y − x
2pi
)2
dxdy
instead; we refer to Appendix A for an explanation on the double integral construction. The basic idea
of the derivation for the limiting distribution of ACUEN is from [11]. Using the Fourier transform of the
indicator function, one can write for any x 6 y,
FN (y)− FN (x)− y − x
2pi
7→ 1
2Npii
∞∑
j=1
e−ijx − e−ijy
j
TrU j +
1
2Npii
∞∑
j=1
eijy − eijx
j
TrU
j
.
4Then simple orthonormality leads to
ACUEN =
4
N2
∞∑
j=1
1
j2
TrU jTrU
j
. (1.3)
It is known from [11] that the collection { 1√
j
TrU j}N1−εj=1 behaves like independent complex Gaussian vari-
ables, in the sense of moments. In addition, the expectations and covariances of TrU jTrU
j
’s can be
computed for any j even if j is larger than N , say. Such a calculation is elementary by using the explicit
kernel for the determinantal point process of the eigenvalues of CUE (c.f. (A.5)). The result shows that
the fluctuations of the large j terms in the sum (1.3) are negligible. Hence, the fluctuation of ACUEN is ac-
tually governed by the asymptotic Gaussianity of { 1√
j
TrU j}N1−εj=1 for relatively small j’s. After appropriate
normalization, one can get the limiting law for ACUEN in (A.7).
The above strategy is based on the fact that the basis {TrU j}∞j=1 decomposes the randomness of the
linear eigenvalue statistics of CUE, and the information on the joint distribution of {TrU j}∞j=1 can be
precisely extracted from Theorem 2.1 of [11] or the explicit jpdf of the eigenvalues of CUE (c.f. (A.4)).
It is well known that for Winger matrices, the set of statistics {TrTj(H)}∞j=1 serves as an analogue of
{TrU j}∞j=1 for CUE; see [26] for instance. Here Tj ’s defined in (2.10) are the Chebyshev polynomials of
the first kind. Hence, using the basis {TrTj(H)}∞j=1, one can get a similar expansion as (1.3) for the CvM
statistic of Wigner matrices. Unfortunately, the limiting distribution of TrTj(H)’s is only known for fixed
j; see [26] and [4], and the limiting behaviour of TrTj(H)’s with large j is very hard to get due to the lack
of explicit jpdf of eigenvalues for general Wigner matrices. Although our analysis allows us to extend the
limiting behaviour of TrTj(H)’s from fixed j to some moderately growing j, say j . N
1
3−ε, the analysis
does not allows us to establish a limiting result for arbitrarily large j. Hence, our mesoscopic statistic
defined in Definition 1.1 is constructed to suppress the contribution of the large j terms of TrTj(H) in the
expansion of the CvM statistics. We use the classical idea in Fourier theory to use the convolution with a
Poisson kernel to suppress the large j terms. The construction is detailed in the sequel.
Our statistic is constructed via a Poisson convolution. Specifically, we set the Poisson type kernel on
(−1, 1)
P±ω (x, y) =
1− r2ω
1− 2rω(xy ±
√
(1− x2)(1− y2)) + r2ω
, rω = 1− ω.
Then we define the transformation for any real function f(y) which is square integrable on (−1, 1) w.r.t.
the weight function 1/
√
1− y2,
fω(x) =
1
2pi
∫ 1
−1
(
P+ω (x, y) + P
−
ω (x, y)
) f(y)√
1− y2 dy. (1.4)
Observe that fω(cos θ) is the Poisson transform of f(cos θ) on (−pi, pi). Hence, fω(x) is an approximation
of f(x) on scale ω. Especially, for any x ∈ (−1, 1) which is a continuity point of f , we have fω(x)→ f(x)
if ω ↓ 0. In addition, observe that the domain of the integral in the definition (1.1) is t ∈ (−1, 1). For any
t ∈ (−1, 1). We can also write
FN (t) =
1
N
N∑
i=1
1(λ¯i 6 t),
where x¯ = −1 ∨ x ∧ 1 for any x ∈ R. In order to raise our mesoscopic approximation of CvM statistic,
we approximate the indicator function 1(· 6 t) by a smooth approximation in the sense of (1.4). More
specifically, we denote by
χtω(x) =
1
2pi
∫ t
−1
(
P+ω (x, y) + P
−
ω (x, y)
) 1√
1− y2 dy, x ∈ (−1, 1), t ∈ (−1, 1). (1.5)
Then we define the approximation of FN (t) and F (t) on scale ω as the following
FN,ω(t) :=
1
N
N∑
i=1
χtω(λ¯i), Fω(t) :=
∫ 1
−1
χtω(x)dF (x). (1.6)
With these approximations, we are ready to define our mesoscopic approximation of AN .
5Definition 1.1 (MCvM statistic). We call the statistic
AN,ω :=
∫ (
FN,ω(t)− Fω(t)
)2
dF (t)
the mesoscopic approximation of the CvM statistic on scale ω, which will be abbreviated as MCvM statistic
(on scale ω).
In this paper, we will investigate the limiting distribution of AN,ω when ω ≡ ωN = N−α with some
constant α > 0. Let (Zi) be a sequence of independent standard real Gaussian random variables. Our
main theorem is as following.
Theorem 1.2. Let H be a Wigner matrix, and AN,ω be as in Definition 1.1. Let ω = N−α. For any fixed
α ∈ (0, 13 ), we have
N2AN,ω − α logN
βpi2
− bβ d−→ 1
βpi2
∞∑
k=1
(
1
k
(Z2k − 1)−
1√
k(k + 2)
ZkZk+2
)
+
2− β
pi2
∞∑
k=1
( k + 2
4k3/2(k + 1)
Z2k − 1
4k
√
k + 1
Z2k+2
)
+ aβ , (1.7)
where
aβ :=
1
8pi2
(
(4σ2 − 16c4 − 6 + β)(β−1 + 8c4)1/2 + 3(β − 2)
)
Z2 +
2
√
2√
βpi2
(
c4 − σ
2 + β − 3
16
)
Z4
− 2√
3βpi2
c4Z6 +
1
pi2
(3(σ2 + β − 3)
4
+
1
2β
)
(Z21 − 1)−
1√
3pi2
( σ√
2β
− 1
β
)
Z1Z3
+
4
pi2
c4(Z
2
2 − 1)−
1
2
√
2βpi2
(
(1 + 8c4β)
1/2 − 1)Z2Z4 ,
and
bβ := − log 2− 1/2
βpi2
+ (2− β)
( 1
48
− 1
8pi2
)
+
1
16pi2
(σ2 + β − 3)(2σ2 − β + 12) + 19− 2β − 3σ
2
3pi2
c4 +
8
pi2
c24 .
Remark 1.3. Note that in the Gaussian case where σ2 = 3− β and c4 = 0, Theorem 1.2 simplifies to
N2AN,ω − α logN
βpi2
+
log 2− 1/2
βpi2
− (2− β)
( 1
48
− 1
8pi2
)
d−→ 1
βpi2
∞∑
k=1
(
1
k
(Z2k − 1)−
1√
k(k + 2)
ZkZk+2
)
+
2− β
pi2
∞∑
k=1
( k + 2
4k3/2(k + 1)
Z2k − 1
4k
√
k + 1
Z2k+2
)
+
1
2βpi2
(Z21 − 1) .
Remark 1.4. We also remark here that our proof of the main theorem will rely on the local semicircle law
on scale ω. We believe that a finer argument shall allow one to push the scale ω to 1N , i.e., α = 1, which
is the optimal scale of local law. However, within the framework of the current proof strategy, getting the
limiting distribution of the original AN requires one to go even below the scale 1N .
Finally, we remark here that although α logNβpi2 + bβ shall be far away from the expectation of the original
CvM statistic AN , the fluctuation in the RHS of (1.7) is believed to be the same as the fluctuation of AN .
We refer to Figures 1 and 2 for some simulation results for the random matrices H = (W + W ′)/2
√
2N .
Here for Figure 1 we take W = (wij) to be a N × N random matrix with i.i.d. standard real Gaussian
elements; for Figure 2, we take W = (wij) to be a N ×N random matrix with i.i.d. standard Rademacher
elements, i.e., P(wij = 1) = P(wij = −1) = 12 . For the simulation purpose, we truncate the series on the
RHS of (1.7) at k = 300 and its density function is given by the blue curve. Green curve is a smooth
approximation of the histogram of the original CvM statistic AN for H with dimension N = 400. Both
curves are plotted based on 6000 repetitions of simulation study. The red curve is a shift of the Green one
to mean 0. We notice that the centered histogram of the original AN (red curve) matches perfectly the
plot of the density of the random variables on the RHS of (1.7) (blue curve) in both two figures.
6Figure 1. Gaussian case Figure 2. Rademacher case
1.3. Organization. The paper is organized as follows. In Section 2, we state some preliminaries. Section
3 will be devoted to the proof of the main result, Theorem 1.2, based on Propositions 3.1 and 3.2, whose
proofs will be stated in Section 4. In Section 5, we prove our main technical result, Proposition 4.2, which
is used in the proofs in Section 4. In Section 6 we provide some further discussion on the CvM statistics
for generally distributed random matrices and in Appendix A we derive the limiting distribution of a CvM
type statistic for the toy model CUE.
1.4. Conventions. Throughout this paper, we regard N as our fundamental large parameter. Any quan-
tities that are not explicit constant or fixed may depend on N; we almost always omit the argument N
from our notation. We use ‖A‖ to denote the operator norm of a matrix A and use ‖u‖2 to denote the
L2-norm of a vector u. We use τ to denote some generic (small) positive constant, whose value may change
from one expression to the next. Similarly, we use C to denote some generic (large) positive constant. For
A ∈ C, B > 0 and parameter a, we use A = Oa(B) to denote |A| 6 CaB with some positive constant Ca
which may depend on a and A  B to denote C−1B 6 |A| 6 CB. When we write A  B and A  B,
we mean |A| 6 CN−τB and |A| > C−1NτB for some constants C, τ > 0 respectively.
2. Preliminaries
Throughout the paper, for an N×N matrix A, we write A := 1N TrA, and we abbreviate Amij := (Aij)m.
We emphasize here that Amij is different from (A
m)ij in general, where the latter apparently means the
(i, j) entry of Am. For u,v ∈ CN , we abbreviate
Auv := 〈u, Av〉 Aui := 〈u, Aei〉 and Aiu := 〈ei, Au〉 , (2.1)
where ei is the standard i-th basis vector of RN . We denote 〈X〉 := X − EX for any random variable X
with finite expectation.
2.1. Green function and the local semicircle law. For z ∈ C \R, we denote the Green function of H
and the Stieltjes transform of its empirical eigenvalue distribution by
G(z) := (H − z)−1, G(z) = 1
N
TrG(z) =
1
N
N∑
i=1
1
λi − z .
Correspondingly, we denote the Stieltjes transform of the semicircle law by
m(z) =
∫
1
x− z ρsc(x)dx = 2(−z +
√
z2 − 1) . (2.2)
For any positive integer n, we use the shorthand notation J1, nK := {1, 2, ..., n}. We also adopt the notion
of stochastic domination introduced in [13]. It provides a convenient way of making precise statements of
the form “X(N) is bounded by Y(N) up to small powers of N with high probability”.
Definition 2.1 (Stochastic domination). Let
X = (X(N)(u) : N ∈ N, u ∈ U(N)), Y = (Y(N)(u) : N ∈ N, u ∈ U(N)),
7be two families of random variables, where Y is nonnegative, and U(N) is a possibly N -dependent parameter
set. We say that X is stochastically dominated by Y, uniformly in u, if for all small ε > 0 and large D > 0,
we have
sup
u∈U(N)
P
(∣∣X(N)(u)∣∣ > NεY(N)(u)) 6 N−D,
for large enough N > N0(ε,D). If X is stochastically dominated by Y, uniformly in u, we use the notation
X ≺ Y , or equivalently X = O≺(Y). Note that in the special case when X and Y are deterministic, X ≺ Y
means that for any given ε > 0, |X(N)(u)| 6 NεY(N)(u) uniformly in u, for all sufficiently large N > N0(ε).
Throughout this paper, the stochastic domination will always be uniform in all parameters (mostly are
matrix indices and the spectral parameter z) that are not explicitly fixed.
We have the following elementary result about stochastic domination.
Lemma 2.2. Let
Xi = (X
(N)
i (u) : N ∈ N, u ∈ U(N)), Yi = (Y(N)i (u) : N ∈ N, u ∈ U(N)), i = 1, 2
be families of random variables, where Yi, i = 1, 2, are nonnegative, and U
(N) is a possibly N -dependent
parameter set. Let
Φ = (Φ(N)(u) : N ∈ N, u ∈ U(N))
be a family of deterministic nonnegative quantities. We have the following results:
(i) If X1 ≺ Y1 and X2 ≺ Y2 then X1 + X2 ≺ Y1 + Y2 and X1X2 ≺ Y1Y2.
(ii) Suppose X1 ≺ Φ, and there exists a constant C > 0 such that |X(N)1 (u)| 6 NCΦ(N)(u) a.s. uniformly
in u for all sufficiently large N . Then EX1 ≺ Φ.
Proof. Part (i) is obvious from Definition 2.1. For any fixed ε > 0, we have
|EX1| 6 E|X11(|X1| 6 NεΦ)|+ E|X11(|X1| > NεΦ)| 6 NεΦ +NCΦP(|X1| > NεΦ) = O(NεΦ)
for sufficiently large N > N0(ε). This proves part (ii). 
Fix τ > 0, let us define the spectral domains
S := {E + iη : |E| 6 10, 0 < η 6 10}
and
So ≡ So(τ) := {E + iη ∈ S : |E| > 1 +N−2/3+τ} .
We also define the distance to spectral edge by
κ ≡ κE := |E2 − 1| .
We have the following isotropic local semicircle law for Wigner matrices from [27, Theorems 2.2, 2.3] and
[5, Theorem 10.3].
Theorem 2.3 (Local semicircle law). Let u,v ∈ CN be deterministic with ‖u‖2 = ‖v‖2 = 1. For Green
function, we have the following estimates
|Guv(z)−m(z)〈u,v〉| ≺
√
Imm(z)
Nη
+
1
Nη
and |G(z)−m(z)| ≺ 1
Nη
(2.3)
uniformly for z = E + iη ∈ S. Moreover, outside the bulk of the spectrum, we have the stronger estimates
|Guv(z)−m(z)〈u,v〉| ≺ 1√
N(κ+ η)1/4
and |G(z)−m(z)| ≺ 1
N(η + κ)
uniformly for z = E + iη ∈ So.
Remark 2.4. (i) From Theorem 2.3, one can easily deduce (see e.g. [5, Theorems 2.8, 2.9]) that
|λi − µi| ≺ N− 23
(
i ∧ (N − i+ 1))− 13 (2.4)
uniformly in i ∈ J1, NK, and ∣∣∣∣∣{i : λi ∈ I}∣∣−N ∫
I
ρsc(x)dx
∣∣∣ ≺ 1 (2.5)
uniformly for any interval I ⊂ R.
8(ii) Combining with Lemma 2.2 and the deterministic bound G(z) 6 1η , Theorem 2.3 can be used to
estimate the moments of the Green function. For example, (2.3) and Lemma 2.2 imply
E|G(z)−m(z)|n ≺
( 1
Nη
)n
(2.6)
for any fixed n ∈ N. Note that
|G− EG| 6 |G−m(z)|+ E|G−m(z)| ≺ 1
Nη
,
thus the shift m(z) in (2.6) can also be replaced by the expectation EG.
If h is a real-valued random variable with finite moments of all order, we denote by Cn(h) the nth
cumulant of h, i.e.
Cn(h) := (−i)n ·
( dn
dλn
logEeiλh
)∣∣∣
λ=0
.
Below we state the cumulant expansion formula, whose proof is given in e.g. [25, Appendix A].
Lemma 2.5 (Cumulant expansion). Let f : R → C be a smooth function, and denote by f (n) its nth
derivative. Then, for every fixed ` ∈ N, we have
E
[
h · f(h)] = ∑`
n=0
1
n!
Cn+1(h)E[f (n)(h)] +R`+1, (2.7)
assuming that all expectations in (2.7) exist, where R`+1 is a remainder term (depending on f and h),
such that for any t > 0,
R`+1 = O(1) ·
(
E sup
|x|6|h|
∣∣f (`+1)(x)∣∣2 · E ∣∣h2`+41(|h| > t)∣∣)1/2 +O(1) · E|h|`+2 · sup
|x|6t
∣∣f (`+1)(x)∣∣ .
The following result gives bounds on the cumulants of the entries of H, whose proof follows by the
homogeneity of the cumulants.
Lemma 2.6. For every n ∈ N∗ we have
Cn(Hij) = On(N−n/2)
uniformly for all i, j.
We conclude this subsection with a standard complex analysis result from [10].
Lemma 2.7 (Helffer-Sjo¨strand formula). Let q ∈ C2(R), and let q˜ be the almost analytic extension of q
defined by
q˜(x+ iy) := q(x) + iyq′(x) . (2.8)
Let χ ∈ C∞c (R) be an arbitrary cutoff function satisfying χ(0) = 1, and by a slight abuse of notation write
χ(z) ≡ χ(Im z). Then for any λ ∈ R we have
q(λ) =
1
pi
∫
C
∂z¯(q˜(z)χ(z))
λ− z d
2z ,
where ∂z¯ :=
1
2 (∂x + i∂y) is the antiholomorphic derivative and d
2z the Lebesgue measure on C.
2.2. Chebyshev’s Polynomial. Suppose that a function f : [−1, 1] → R is square integrable on [−1, 1]
w.r.t to the weight function 1/
√
1− x2. In the sequel, we will consider the Fourier-Chebyshev expansion
of f which admits
f(x) =
1
2
c0 +
∞∑
k=1
ckTk(x) =:
′∑
k
ckTk(x), a.e. (2.9)
where we used the notation
∑′
k to denote the sum from k = 0 to∞ with the first summand (k = 0) halved
and Tk’s are the Chebyshev polynomials of the first kind, i.e.,
Tk(cos θ) = cos(kθ). (2.10)
Here the coefficients ck’s are defined as
ck =
2
pi
∫ 1
−1
f(s)Tk(s)
1√
1− s2 ds. (2.11)
9By setting g(θ) = f(cos θ) for 0 6 θ 6 pi and requiring g(θ + 2pi) = g(θ) together with g(−θ) = θ, one
gets an even periodic function g of period 2pi. Then the Fourier-Chebyshev expansion of f(x) in (2.9) is
equivalent to the Fourier expansion of g(θ) by identifying x with cos θ. Hence, the theory of Fourier series
can be applied to the Fourier-Chebyshev expansion. Especially, the identity in (2.9) holds in the almost
everywhere sense by Carleson’s theorem. We refer to Chapter 5 of the monograph [32] for a more detailed
introduction of the Fourier-Chebyshev expansion. In the whole C, one can also write the Chebyshev
polynomials of the first kind as
Tk(z) =
1
2
((
z −
√
z2 − 1)k + (z +√z2 − 1)k), z ∈ C (2.12)
where the square root
√
z2 − 1 is chosen with a branch cut in the segment [−1, 1] so that √z2 − 1 ∼ z as
z →∞. The above representation is easy to check by setting z = cos θ = (eiθ + e−iθ)/2 when z ∈ [−1, 1],
and as a polynomial the extension of the representation to all z ∈ C is obvious. Note from (2.2) that
Tk(z) =
(−1)k
2
((m(z)
2
)k
+
(m(z)
2
)−k)
.
Let us denote
tk(A) :=
1
N
TrTk(A)−
∫
Tk(x)ρsc(x)dx (2.13)
for a matrix A ∈ CN×N . We shall use the following results from [4].
Theorem 2.8 (Corollary 6.1 of [4]). For any fixed k ∈ N, the random vector (Nt1(H), . . . , Ntk(H))
converges weakly to Gaussian vector (g1, . . . , gk) with independent components and the means and variances
are given by
Egk =
2− β
4
(1 + (−1)k) + 1
2
(σ2 + β − 3)δk2 + 8c4δk4,
Var(gk) =
1
4
(
(3− β)k + (σ2 + β − 3)δk1 + 32c4δk2
)
,
where the parameters β, σ2 and c4 are defined in Section 1.1.
Finally, with the eigendecomposition H =
∑
i λiuiu
∗
i , we set
H¯ :=
∑
i
λ¯iuiu
∗
i
Hereafter we set the notation
x¯ := −1 ∨ x ∧ 1 (2.14)
for any x ∈ R. We have the following comparison result.
Lemma 2.9. For k  N1/3, we have
tk(H)− tk(H¯) ≺ k2N−5/3 .
Proof. By definition in (2.13), we have
N(tk(H)− tk(H¯)) =
N∑
i=1
(
Tk(λi)− Tk(λ¯i)
)
=
N∑
i=1
(
Tk(λi)− Tk(λ¯i)
)
1(|λi| > 1)
≺ k2 max
i
|λi − 1|
∣∣{i : |λi| > 1}∣∣ ≺ k2N− 23 .
where in the last two steps we used (2.4) and its consequence (2.5). 
3. Proof of Theorem 1.2
For the rest of this paper we set
ζ := (1/3− α) ∧ α > 0 .
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Let f be a function satisfying (2.9). Recall the definition of fω in (1.4). We have
fω(cos θ) =
1
2pi
∫ pi
0
( 1− r2ω
1− 2rω cos(θ − t) + r2ω
+
1− r2ω
1− 2rω cos(θ + t) + r2ω
)
f(cos t)dt
=
1
pi
∫ pi
0
(
1 +
∞∑
k=1
rkω
(
cos(k(θ − t)) + cos(k(θ + t))))f(cos t)dt
=
1
pi
∫ pi
0
(
1 + 2
∞∑
k=1
rkω cos(kθ) cos(kt)
)
f(cos t)dt
=
1
2
c0 +
∞∑
k=1
ckr
k
ω cos(kθ), (3.1)
where in the last step we used (2.11), and in the second step we used the following elementary identity for
Poisson kernel
1− r2
1− 2r cosφ+ r2 = 1 + 2
∞∑
k=1
rk cos(kφ), 0 6 r < 1.
Also, in the last step of (3.1), we interchanged the sum over k with the integral over t, which can be
justified by the uniform convergence of the series. Hence, for any x ∈ [−1, 1], we have
fω(x) =
1
2
c0 +
∞∑
k=1
ckr
k
ωTk(x).
Recall the notation in (2.14). Set
ft(x¯) := 1(x¯ 6 t).
Observe that ft(x¯) = ft(x) for any t ∈ (−1, 1). Note that χtω(x¯) = (ft)ω(x¯), see (1.5) for the definition of
χtω(x). It is then easy to compute
χtω(x¯) =
1
2
dt0 +
∞∑
k=1
dtkr
k
ωTk(x¯),
dtk :=
2
pi
∫ t
−1
Tk(s)
1√
1− s2 ds = −
2
pik
sin(k cos−1 t). (3.2)
According to the definitions in (3.2) and (1.6), we can write
FN,ω(t) =
1
2
dt0 +
1
N
∞∑
k=1
dtkr
k
ωTrTk(H¯), Fω(t) =
1
2
dt0 +
∞∑
k=1
dtkr
k
ω
∫
Tk(x)ρsc(x)dx.
Therefore, from Definition 1.1, we have
AN,ω =
∫ (
FN,ω(t)− Fω(t)
)2
dF (t) =
∞∑
j,k=1
rj+kω tj(H¯)tk(H¯)
∫
dtjd
t
kdF (t),
where we used the notation in (2.13).
In light of the definition of dtk in (3.2), we have∫
dtjd
t
kdF (t) =
8
pi3jk
∫ 1
−1
sin(j cos−1 t) sin(k cos−1 t)
√
1− t2dt
=
8
pi3jk
∫ pi
0
sin(jθ) sin(kθ)(sin θ)2dθ
=
2
pi2jk
(
1(j = k)− 1
2
1(j = k ± 2) + 1
2
1(j + k = 2)
)
.
Therefore, we have
AN,ω = 2
pi2
∞∑
k=1
1
k2
r2kω
(
tk(H¯)
)2 − 2
pi2
∞∑
k=1
r2k+2ω
1
k(k + 2)
tk(H¯)tk+2(H¯) +
1
pi2
r2ω
(
t1(H¯)
)2
. (3.3)
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According to the definition in (2.13), we have |tj(H¯)| 6 2. Further, recall rω = 1− ω and ω = N−α. We
can trivially truncate the sum in (3.3) to
AN,ω = 2
pi2
nω∑
k=1
1
k2
r2kω
(
tk(H¯)
)2 − 2
pi2
nω∑
k=1
r2k+2ω
1
k(k + 2)
tk(H¯)tk+2(H¯) +
1
pi2
r2ω
(
t1(H¯)
)2
+ o(N−K) (3.4)
for any large constant K when N is sufficiently large. Here
nω := bω−1(logN)2c.
Now for k ∈ J1, nωK and fixed a > 0, we define
γ
(1)
a,k := {E + iη ∈ C : E ∈ (−1, 1), η = ±ak−1
√
1− E2 + k−2} ,
and
γ
(2)
a,k := {E + iη ∈ C : |E| > 1,dist(γ(2)a,k, {−1, 1}) = ak−2} .
We then consider the (counterclockwise) contour
γa,k := γ
(1)
a,k ∪ γ(2)a,k
whose figure is sketched below
x
y
−1 1
We further define γ̂a,k, which is obtained from γa,k by deleting the part |η| < N−10, i.e.,
γ̂a,k := {E + iη ∈ γa,k : |η| > N−10} . (3.5)
The induced path-integral on γ̂a,k is defined by∮
γ̂a,k
f(z)dz :=
∮
γa,k
1γ̂a,k(z)f(z)dz ,
where 1γ̂a,k(z) = 1 if z ∈ γ̂a,k and 1γ̂a,k(z) = 0 otherwise. Accordingly, we set
t̂k(H) :=
i
2pi
∮
γ̂a,k
Tk(z)
(
G(z)−m(z))dz =: i
2pi
∮
γ̂a,k
Tk(z)m
∆
N (z)dz . (3.6)
By (2.4) and Cauchy’s integral formula, with high probability, we have
tk(H) =
i
2pi
∮
γa,k
Tk(z)
(
G(z)−m(z))dz
= t̂k(H) +
i
2pi
∮
γa,k
Tk(z)
(
G(z)−m(z))(1− 1γ̂a,k(z))dz . (3.7)
For z ∈ γ(1)a,k satisfying 1− E2 > |η|, we have
z ±
√
z2 − 1 = E + iη ±
√
E2 − 1
√
1− 2Eη
1− E2 i +
η2
1− E2
= E + iη ±
√
E2 − 1
(
1 +Oa
( |η|
1− E2
))
= E ±
√
E2 − 1 +Oa(k−1) , (3.8)
where in the second step we used |η2| = Oa(|η|). For z ∈ γ(1)a,k satisfying 1− E2 < |η| or z ∈ γ(2)a,k, we have
|E2 − 1|, |η| = Oa(k−2). Thus
z ±
√
z2 − 1 = E + iη ±
√
E2 − 1 + 2Eηi− η2 = 1 +Oa(k−1) . (3.9)
The estimates (3.8) and (3.9), together with (2.12), imply
sup
z∈γa,k
|Tk(z)| = Oa(1) (3.10)
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for all k 6 nω. Furthermore, by Theorem 2.3 and (3.7) one easily deduces that
tk(H) ≺ k
N
and tk(H) = t̂k(H) +O≺(N−10) .
Together with Lemma 2.9, (3.4), and ωN1/3 > Nζ , we arrive at
AN,ω = 2
pi2
nω∑
k=1
1
k2
r2kω
(
tk(H)
)2 − 2
pi2
nω∑
k=1
r2k+2ω
1
k(k + 2)
tk(H)tk+2(H) +
1
pi2
r2ω
(
t1(H)
)2
+O≺(N−2−2ζ)
=
2
pi2
nω∑
k=1
1
k2
r2kω
(
t̂k(H)
)2 − 2
pi2
nω∑
k=1
r2k+2ω
1
k(k + 2)
t̂k(H)t̂k+2(H) +
1
pi2
r2ω
(
t̂1(H)
)2
+O≺(N−2−2ζ).
By the trivial bound |m∆(z)| 6 |m(z)|+ |G(z)| 6 2|η|−1 6 2N10, we also have the deterministic bound
|t̂k(H)| 6 CN10 .
For the rest of this paper, we shall only work on the case when H is real and symmetric (β = 1); in the
complex Hermitian case (β = 2), one only needs to apply the complex analogue of Lemma 2.5 (see e.g. [24,
Lemma 7.1]) and the proof works in the same way. Therefore, without further explanation, the discussions
from the rest of this section till Section 5 will be stated for the real H only.
Now Theorem 1.2 (the real case) follows easily from the following results, whose proofs will be given in
Section 4.
Proposition 3.1. For any k, l ∈ J1, nωK, we have
Cov
(
(t̂k(H))
2, (t̂l(H))
2
)
= 4
(
1
4N
(1 + (−1)k) + 8c4
N
δk4 +
σ2 − 2
2N
δk2
)2(
k
2N2
+
8c4
N2
δk2 +
σ2 − 2
4N2
δk1
)
δkl
+ 2
(
k
2N2
+
8c4
N2
δk2 +
σ2 − 2
4N2
δk1
)2
δkl +O≺(klN−4−ζ) (3.11)
and
Cov
(
t̂k(H)t̂k+2(H), t̂l(H)t̂l+2(H)
)
=
(
1
4N
(1 + (−1)k+2) + 8c4
N
δk2
)2(
k
2N2
+
8c4
N2
δk2 +
σ2 − 2
4N2
δk1
)
δkl
+
(
1
4N
(1 + (−1)k) + 8c4
N
δk4 +
2(σ2 − 2)
N
δk2
)2
k + 2
N2
δkl
+
k + 2
N2
(
k
2N2
+
8c4
N2
δk2 +
σ2 − 2
4N2
δk1
)
δkl +O≺(klN−4−ζ) ,
as well as
Cov
(
t̂k(H)t̂k(H), t̂l(H)t̂l+2(H)
) ≺ klN−4−ζ .
Furthermore, we also need the following proposition on the estimate of the expectations.
Proposition 3.2. For any k ∈ J1, nωK, we have
E(t̂k(H))2 =
k
2N2
+
8c4
N2
δk2 +
σ2 − 2
4N2
δk1 +
(
1
4N
(1 + (−1)k) + 8c4
N
δk4 +
σ2 − 2
2N
δk2
)2
+O≺(kN−2−ζ)
and
Et̂k(H)t̂k+2(H) =
(
1
4N
(1 + (−1)k) + 8c4
N
δk4 +
σ2 − 2
2N
δk2
)(
1
4N
(1 + (−1)k) + 8c4
N
δk2
)
+O≺(kN−2−ζ) .
With the discussion above, we can now prove Theorem 1.2.
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Proof of Theorem 1.2. In the sequel, we state the proof of the real case only. For the complex case, the
proof is analogous. Fix an even integer M > 4. Recall the notation 〈X〉 := X − EX. We have
N2AN,ω = N2
(
2
pi2
M∑
k=1
1
k2
r2kω 〈
(
t̂k(H)
)2〉 − 2
pi2
M∑
k=1
1
k(k + 2)
r2k+2ω 〈t̂k(H)t̂k+2(H)〉+
1
pi2
r2ω〈
(
t̂1(H)
)2〉)
+N2
(
2
pi2
nω∑
k=M+1
1
k2
r2kω 〈
(
t̂k(H)
)2〉 − 2
pi2
nω∑
k=M+1
1
k(k + 2)
r2k+2ω 〈t̂k(H)t̂k+2(H)〉
)
+ EN2
(
2
pi2
nω∑
k=1
1
k2
r2kω
(
t̂k(H)
)2 − 2
pi2
nω∑
k=1
r2k+2ω
1
k(k + 2)
t̂k(H)t̂k+2(H) +
1
pi2
r2kω (t̂1(H))
2
)
+O≺(N−2ζ) = :X(1,M) +X(2,M) +X(3) +O≺(N−2ζ) . (3.12)
By Proposition 3.2 we have
X(3) =
1
pi2
nω∑
k=1
1
k
r2kω +
4
pi2
c4r
4
ω +
σ2 − 2
2pi2
r2ω +
1
2pi2
bnω/2c∑
n=1
1
4n2
r4nω +
8
pi2
c24r
8
ω
+
(σ2 − 2)2
8pi2
r4ω +
1
pi2
c4r
8
ω +
σ2 − 2
4pi2
r4ω −
1
2pi2
bnω/2c∑
n=1
1
4n(n+ 1)
r4n+2ω −
1
pi2
c4r
6
ω −
1
3pi2
c4r
10
ω
− σ
2 − 2
16pi2
r6ω −
σ2 − 2
pi2
c4r
6
ω +
1
2pi2
r2ω +
σ2 − 2
4pi2
r2ω +O≺(N
−ζ)
= − log(2ω)
pi2
+
4
pi2
c4 +
σ2 − 2
2pi2
+
1
48
+
8
pi2
c24 +
(σ2 − 2)2
8pi2
+
1
pi2
c4 +
σ2 − 2
4pi2
− 1
8pi2
− 1
pi2
c4
− 1
3pi2
c4 − σ
2 − 2
16pi2
− σ
2 − 2
pi2
c4 +
1
2pi2
+
σ2 − 2
4pi2
+O≺(N−ζ)
=
α logN
pi2
+ b1 +O≺(N−ζ) , (3.13)
where b1 is defined in Theorem 1.2.
Let (Zi)i∈N∗ be independent standard real Gaussian random variables, and by Theorem 2.8 we see that
X(1,M)
d−→ 2
pi2
M∑
k=1
1
k2
(k
2
+
σ2 − 2
4
δk1 + 8c4δk2
)
(Z2k − 1)
+
4
pi2
M∑
k=1
1
k2
(1
4
(1 + (−1)k) + 1
2
(σ2 − 2)δk2 + 8c4δk4
)(k
2
+
σ2 − 2
4
δk1 + 8c4δk2
)1/2
Zk
− 2
pi2
M∑
k=1
1
k(k + 2)
(k
2
+
σ2 − 2
4
δk1 + 8c4δk2
)1/2(k + 2
2
)1/2
ZkZk+2
− 2
pi2
M∑
k=1
1
k(k + 2)
(1
4
(1 + (−1)k) + σ
2 − 2
2
δk2 + 8c4δk4
)(k + 2
2
)1/2
Zk+2
− 2
pi2
M∑
k=1
1
k(k + 2)
(1
4
(1 + (−1)k+2) + 8c4δk2
)(k
2
+
σ2 − 2
4
δk1 + 8c4δk2
)1/2
Zk +
1
pi2
(1
2
+
σ2 − 2
4
)
(Z21 − 1)
=
1
pi2
M∑
k=1
(
1
k
(Z2k − 1)−
1√
k(k + 2)
ZkZk+2
)
+
1
pi2
M/2∑
n=1
( n+ 2
4n3/2(n+ 1)
Z2n − 1
4n
√
n+ 1
Z2n+2
)
+
1
8pi2
(
(4σ2 − 16c4 − 5)(1 + 8c4)1/2 − 3
)
Z2 +
2
√
2
pi2
(
c4 − σ
2 − 2
16
)
Z4 − 2√
3pi2
c4Z6
+
1
pi2
(3(σ2 − 2)
4
+
1
2
)
(Z21 − 1)−
1
2
√
3pi2
(
(2(σ2 − 2) + 4)1/2 − 2)Z1Z3
+
4
pi2
c4(Z
2
2 − 1)−
1
2
√
2pi2
(
(1 + 8c4)
1/2 − 1)Z2Z4 = :Y (M) + a1
14
as N →∞. Here we recall the definition of a1 in Theorem 1.2. Let us denote
Y :=
1
pi2
∞∑
k=1
(
1
k
(Z2k − 1)−
1√
k(k + 2)
ZkZk+2
)
+
1
pi2
∞∑
n=1
( n+ 2
4n3/2(n+ 1)
Z2n − 1
4n
√
n+ 1
Z2n+2
)
,
and it is easy to see that
E
[∣∣Y − Y (M)∣∣2] = Var(Y − Y (M)) 6 CM−1
for some constant C > 0 independent of N,M . By Proposition 3.1 we have
E
[∣∣X(2,M)∣∣2] = Var(X(2,M)) 6 CM−1 .
Thus for any fixed t > 0,∣∣ lim
N→∞
E(exp(it(X(1,M) +X(2,M))))− E(exp(it(Y + a1)))
∣∣
6 lim
N→∞
∣∣E(exp(it(X(1,M) +X(2,M))))− E(exp(it(X(1,M))))|
+ |E(exp(it(Y (M) + a1)))− E(exp(it(Y + a1)))|
6 tE[|X(2,M)|] + tE[|Y − Y (M)|] 6 2t
√
C
M
.
Since X(1,M) +X(2,M) is independent of M , we have
X(1,M) +X(2,M)
d−→ Y + a1 (3.14)
as N →∞. We conclude the proof of Theorem 1.2 by combining (3.12) – (3.14). 
4. Proof of Propositions 3.1 and 3.2
In this section, we prove (3.11) in detail, based on Proposition 4.2. The other statements in Proposition
3.1 and 3.2 can be proved in the same manner with the aid of Proposition 4.2, and thus we omit the
details. We shall rewrite all quantities in terms of the Green function, and then proceed the proof using
some estimates of the 4-points and 2-points correlation functions of the Green functions.
Let k, l ∈ J1, nωK, and without loss of generality assume k > l. Recall the definition of γ̂a,k in (3.5) for
a > 0. According to (3.6), we can write
Cov
(
t̂k(H)t̂k(H), t̂l(H)t̂l(H)
)
=
1
16pi4
∮
γ̂1,k
∮
γ̂2,k
∮
γ̂3,l
∮
γ̂4,l
Tk(z1)Tk(z2)Tl(z3)Tl(z4)
× Cov
(
m∆N (z1)m
∆
N (z2),m
∆
N (z3)m
∆
N (z4)
) 4∏
i=1
dzi . (4.1)
Here we choose a to be 1, 2, 3, 4 for four contours respectively such that they are well separated in case
k > l. Analogously, we can write
Et̂k(H)t̂k(H) = − 1
4pi2
∮
γ̂1,k
∮
γ̂2,k
Tk(z1)Tk(z2)E
(
m∆N (z1)m
∆
N (z2)
)
dz1dz2 .
In the following we shall abbreviate γi := γi,k, γ̂i := γ̂i,k for i = 1, 2 and γi := γi,l, γ̂i := γ̂i,l for i = 3, 4.
Also, we write zi = Ei + iηi for i = 1, 2, 3, 4. Let us define
ui =
√
|E2i − 1|+ |ηi| (4.2)
for i = 1, ..., 4. We set
ti,j :=
1
u2iu
2
j
+
1
u2i |zi − zj |
+
1
u2j |zi − zj |
(4.3)
for i 6= j ∈ {1, 2, 3, 4}. For the rest of the paper we will often encounter the following fundamental error
E := kl(t1,2t3,4 + t1,3t2,4 + t1,4t2,3)
N4+ζ
, (4.4)
which will be used to bound various error terms. The following lemma states an elementary estimate
concerning ti,j , whose proof is omitted due to its triviality.
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Lemma 4.1. For i 6= j ∈ {1, ..., 4}, we have∮
γ̂i
∮
γ̂j
ti,j dzi dzj ≺ 1 . (4.5)
Next, for zi ∈ γi, zj ∈ γj , i 6= j, we define the following two functions
f(zi, zj) :=
(zi − zj)2 − (
√
z2i − 1−
√
z2j − 1)2
2N2(zi − zj)2
√
z2i − 1
√
z2j − 1
− 2
N2
c4m(zi)m
′(zi)m(zj)m′(zj)− σ
2 − 2
4N2
m′(zi)m′(zj) ,
(4.6)
and
g(zi) := − 1
4N
√
z2i − 1
(
m′(zi) + 4 c4(m(zi))4 + (σ2 − 2)(m(zi))2
)
. (4.7)
With the notations defined in (4.3), (4.4), (4.6) and (4.7), we can state our main technical estimate as the
following proposition, whose proof will be postponed to Section 5.
Proposition 4.2. Let zi ∈ γ̂i for i = 1, ..., 4, we have
E
(
m∆N (z1)m
∆
N (z2)
)
= f(z1, z2) + g(z1)g(z2) +O≺(kt1,2N−2−ζ) . (4.8)
and
Cov
(
m∆N (z1)m
∆
N (z2),m
∆
N (z3)m
∆
N (z4)
)
= f(z1, z3)f(z2, z4) + f(z1, z4)f(z2, z3) + g(z1)g(z3)f(z2, z4) + g(z1)g(z4)f(z2, z3)
+ g(z2)g(z3)f(z1, z4) + g(z2)g(z4)f(z1, z3) +O≺(E) = :F (z1, z2, z3, z4) +O≺(E) . (4.9)
Based on Proposition 4.2, we can now prove (3.11).
Proof of (3.11). By (3.10) and Lemma 4.1, we have∮
γ̂1
∮
γ̂2
∮
γ̂3
∮
γ̂4
∣∣Tk(z1)Tk(z2)Tl(z3)Tl(z4)∣∣ E 4∏
i=1
dzi ≺ kl
N4+ζ
.
This together with (4.1) and (4.9) leads to
Cov
(
t̂k(H)t̂k(H), t̂l(H)t̂l(H)
)
(4.10)
=
1
16pi4
∮
γ̂1
∮
γ̂2
∮
γ̂3
∮
γ̂4
Tk(z1)Tk(z2)Tl(z3)Tl(z4)F (z1, z2, z3, z4)
4∏
i=1
dzi +O≺(klN−(4+ζ))
=
1
16pi4
∮
γ1
∮
γ2
∮
γ3
∮
γ4
Tk(z1)Tk(z2)Tl(z3)Tl(z4)F (z1, z2, z3, z4)
4∏
i=1
dzi +O≺(klN−(4+ζ)) ,
where in the second step we used (3.5) and (3.10) to replace the domain of integration
∮
γ̂1
∮
γ̂2
∮
γ̂3
∮
γ̂4
by∮
γ1
∮
γ2
∮
γ3
∮
γ4
, with an error of O(N−10) abosorbed by O≺(klN−(4+ζ)).
Let us denote by qi = m(zi)/2 for i = 1, ..., 4. To compute the RHS of (4.10), we first consider∮
γ1
∮
γ3
Tk(z1)Tl(z3)f(z1, z3)dz1dz3 =
∮
|q1|=ρ1
∮
|q3|=ρ3
Tk(z1)Tl(z3)f(z1, z3)dz1dz3 (4.11)
for some 0 < ρ1 < ρ3 < 1. Here we used the assumption k > l, and the fact that Tk(z1)Tl(z3)f(z1, z3) is
analytic for z1, z3 ∈ C\[−1, 1]. Let q′i denote the derivative of qi with respect to zi. By
zi =
−qi − q−1i
2
,
√
z2i − 1 =
qi − q−1i
2
, and q′i = −
qi√
z2i − 4
,
we can write
f(z1, z3) =
q′1q
′
3
2N2q1q3
(
1−
( 1 + q1q3
1− q1a3
)2)
− 32
N2
c4q1q
′
1q3q
′
3 −
σ2 − 2
N2
q′1q
′
3,
Tk(z1) =
1
2
(qk1 + q
−k
1 ).
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Thus
(4.11) =
∮
|q1|=ρ1
∮
|q3|=ρ3
1
4
(
qk1 + q
−k
1
)
(ql3 + q
−l
3 )
×
(
1
2N2q1q3
(
1−
(1 + q1q3
1− q1q3
)2)
− 32
N2
c4q1q3 − σ
2 − 2
N2
)
dq1dq3 = :(I) + (II) + (III) .
By writing qi = ρie
iθi and using ρ1, ρ3 ∈ (0, 1), we have
(I) =
∫ pi
−pi
∫ pi
−pi
1
4
(
ρk1e
ikθ1 + ρ−k1 e
−ikθ1)(ρl3eilθ3 + ρ−l3 e−ilθ3)
×
(
i2
2N2
(
1−
(
1 + ρ1ρ3e
i(θ1+θ3)
1− ρ1ρ3ei(θ1+θ3)
)2))
dθ1dθ3
=
∫ pi
−pi
∫ pi
−pi
1
4
(
ρk1e
ikθ1 + ρ−k1 e
−ikθ1)(ρl3eilθ3 + ρ−l3 e−ilθ3)
× −1
2N2
(−4)
∞∑
n=1
n(ρ1ρ3)
nein(θ1+θ3)dθ1dθ3 =
2pi2k
N2
δkl .
Similarly, we can show that
(II) =
32pi2
N2
c4δk2δl2 , and (III) =
(σ2 − 2)pi2
N2
δk1 ,
which imply∮
γ1
∮
γ3
Tk(z1)Tl(z3)f(z1, z3)dz1dz3 =
2pi2k
N2
δkl +
32pi2
N2
c4δk2δl2 +
(σ2 − 2)pi2
N2
δl1δk1 .
Similarly, we have
g(z1) =
q1q
′
1
N(1− q21)
+
16c4q
3
1q
′
1
N
+
(σ2 − 2)q1q′1
N
.
Therefore,∮
γ1
Tk(z1)g(z1)dz1 =
∮
|q1|=ρ1
1
2
(qk1 + q
−k
1 )
( q1
N(1− q21)
+
16c4q
3
1
N
+
(σ2 − 2)q1
N
)
dq1
=
∫ pi
−pi
1
2
(qk1 + q
−k
1 )
( 1
N
∞∑
n=1
q2n−11 +
16c4q
3
1
N
+
(σ2 − 2)q1
N
)
iq1dθ1
=
pii
2N
(1 + (−1)k) + 16pic4i
N
δk4 +
pi(σ2 − 2)i
N
δk2 ,
where in the second step we used the change of variable q1 = ρ1e
iθ. Plugging the above into (4.10) we
have (3.11) as desired. 
5. Proof of Proposition 4.2
In this section, we prove Proposition 4.2. We will state the proof of (4.9) in detail. The proof of (4.8)
is similar and simpler, and thus we omit the details. Recall zi = Ei + iηi for i = 1, 2, ..., 4. For simplicity,
we denote by
G = G(z1), S = G(z2), T = G(z3), V = G(z4).
In sections 5.1 – 5.3, we shall first prove the following estimate for the centered quantities.
Proposition 5.1. Let zi ∈ γ̂i for i = 1, ..., 4, we have
Cov
(〈G〉〈S〉, 〈T 〉〈V 〉) = f(z1, z3)f(z2, z4) + f(z1, z4)f(z2, z3) +O≺(E) , (5.1)
where f(·, ·) is defined in (4.6) and E is defined in (4.4).
We emphasize here that all the Green functions have deterministic upper bound N10 in operator norm
in this section, since we are working on γ̂i’s (c.f. (3.5)). According to Lemma 2.2 (ii), it will be clear that
all the high probability bounds on the functionals of Green functions in this section will be still valid after
one takes expectation of the functionals.
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5.1. The first step. To study the LHS of (5.1), it suffices to estimate the 4-point and 2-point correlation
functions of the Green functions
E〈G〉〈S〉〈T 〉〈V 〉, E〈G〉〈S〉.
By the resolvent identity
zG = HG− I ,
we have
z1E〈G〉〈S〉〈T 〉〈V 〉 = 1
N
∑
i,j
EHijGji
〈〈S〉〈T 〉〈V 〉〉 .
We compute the RHS of the above using Lemma 2.5 with ` = 3, h = Hij , f ≡ fij = Gji
〈〈S〉〈T 〉〈V 〉〉, and
get
z1E〈G〉〈S〉〈T 〉〈V 〉 =
3∑
n=1
1
n!
1
N
∑
i,j
Cn+1(Hij)E∂nij
(
Gji
〈〈S〉〈T 〉〈V 〉〉)+R = : 3∑
n=1
Ln +R , (5.2)
where we abbreviate ∂nij :=
∂n
∂Hnij
, and R is the remainder term satisfying
R ≺ 1
N
∑
i,j
(
E sup
|x|6|Hij |
∣∣∂4ijf(Hij + x∆ij)∣∣2 · E∣∣H10ij 1(|Hij | > t)∣∣)1/2
+
1
N
∑
i,j
E|Hij |5 · E sup
|x|6t
∣∣∂4ijf(Hij + x∆ij)∣∣ (5.3)
for any t > 0. Here we define ∆ij ∈ CN×N such that ∆ijxy = (δxiδjy + δxjδiy)(1 + δxy)−1, and Hij :=
H − Hij∆ij . In other words, Hij is obtained from H by setting both (i, j) and (j, i) entries to 0. Note
that
L1 =
1
N
∑
i,j
1 + δij
4N
E(∂ijGij)
〈〈S〉〈T 〉〈V 〉〉+ 1
N
∑
i,j
1 + δij
4N
EGij∂ij
〈〈S〉〈T 〉〈V 〉〉+K = :(A)+(B)+K ,
where
K :=
σ2 − 2
4N2
∑
i
E∂ii
(
Gii
〈〈S〉〈T 〉〈V 〉〉) . (5.4)
By the differential rule
∂ijGxy = −(GxiGjy +GxjGiy)(1 + δij)−1 , (5.5)
we have
(A) = − 1
4N2
∑
i,j
E(GiiGjj +G2ij)
〈〈S〉〈T 〉〈V 〉〉
= −1
4
(
2E〈G〉〈S〉〈T 〉〈V 〉+ E〈G〉2〈S〉〈T 〉〈V 〉 − E〈G〉2E〈S〉〈T 〉〈V 〉+ 1
N
E〈G2〉〈S〉〈T 〉〈V 〉
)
and
(B) = −1
4
( 2
N2
EGS2〈T 〉〈V 〉+ 2
N2
EGT 2〈S〉〈V 〉+ 2
N2
EGV 2〈S〉〈T 〉
)
.
Thus we arrive at
E〈G〉〈S〉〈T 〉〈V 〉 = 1−4s1
(
E〈G〉2〈S〉〈T 〉〈V 〉 − E〈G〉2E〈S〉〈T 〉〈V 〉+ 1
N
E〈G2〉〈S〉〈T 〉〈V 〉
+
2
N2
EGS2〈T 〉〈V 〉+ 2
N2
EGT 2〈S〉〈V 〉+ 2
N2
EGV 2〈S〉〈T 〉 − 4L2 − 4L3 − 4K − 4R
)
, (5.6)
where
si := zi +
1
2
EG(zi)
for i = 1, ..., 4. On the RHS of (5.6), the first three terms and L2/s1, R/s1 are the error terms, while other
terms contain the leading contributions. The analysis of the error terms in (5.6) is broken down into the
estimates in the following section.
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5.2. The estimates. We begin with some preliminary estimates on Green functions. Recall ui, i = 1, ..., 4
defined in (4.2) and also the notations introduced in (2.1). In this section, most estimates are explicitly
stated for z1 ∈ γ̂1 only for convenience, but they also hold if we replace (z1, γ̂1) by any other (zi, γ̂i), i =
2, 3, 4.
Lemma 5.2. Let w,v ∈ CN be deterministic satisfying ‖w‖2 = ‖v‖2 = 1. We have
1
|s1| 
1
u1
6 k , |G(z1)−m(z1)| ≺ k
Nu1
, |Gwv(z1)−m(z1)〈w,v〉| ≺
√
k
Nu1
, |Gwv(z1)| ≺ 1
and
|(G2)wv(z1)| ≺ 1
u
3/2
1
, G2(z1) ≺ 1
u1
, G3(z1) ≺
√
N
u
3/2
1
.
uniformly for z1 ∈ γ̂1.
Proof. The first four relations are simple consequences of Theorem 2.3 and the construction of our contour
γ̂1. In order to prove the fifth estimate, we write
G2 =
(
(H − E)/η + i
(H − E)2/η2 + 1
)2
· η−2 = q
(
H − E
η
)
· η−2 ,
where we defined q(x) :=
(
x+i
x2+1
)2
. Note that q : R → C is smooth, and for any n ∈ N, |q(n)(x)| =
O((1 + |x|)−2). We write qη(x) := q
(
x−E
η
)
, and define q˜η to be the almost analytic extension of qη (see
also (2.8)). Let ξ ∈ C∞c (R) be a fixed (N -independent) smooth cutoff function which satisfies ξ(0) = 1.
Set χ(z) := ξ(y/η), where z = x+ iy. Then, applying Helffer-Sjo¨strand formula in Lemma 2.7, we have
qη(H) =
1
pi
∫
C
∂z¯(q˜η(z)χ(z))
H − z d
2z,
due to the arbitrariness of the cutoff χ(z). Therefore, we have
(G2)wv(z)−m′(z)〈w,v〉
=
1
2piη2
∫
R2
(
iyq′′η (x)ξ(y/η) +
i
η
qη(x)ξ
′(y/η)− y
η
q′η(x)ξ
′(y/η)
)(
Gwv(x+ iy)−m(x+ iy)〈w,v〉
)
dxdy .
By the above equation and Theorem 2.3, it can be shown (see e.g. [24, Lemma 4.4]) that
(G2)wv(z1) ≺ |m′(z1)〈w,v〉|+
√
1
Nη1
|η1| ≺
1
u
3/2
1
when |E1| 6 1 + 1/(2k2). On the other hand, (2.3) and k 6 nω imply
(G2)wv(z1) =
∑
i
GwiGiv
≺
∑
i
|〈w, ei〉〈ei,v〉|+
∑
i
(|〈w, ei〉|+ |〈ei,v〉|) 1√
N(|E21 − 1|+ |η1|)1/4
+
1√
|E21 − 1|+ |η1|
≺ 1
u1
(5.7)
when |E1| > 1 + 1/(2k2). This prove the fifth estimate. By Theorem 2.3 and Lemma 2.7, we see that
G2(z1) ≺ |m′(z1)|+ 1
N |η1|2 ≺
1
u1
when |E1| 6 1 + 1/(2k2). Together with (5.7) we deduce the sixth estimate. The proof of the last relation
follows in a similar fashion and we omit the details. 
In the sequel, we will show that the first three terms, L2/s1, R/s1 on the RHS of (5.6) are small. The
results are stated in Lemmas 5.3, 5.5 and 5.6, followed by the proofs.
Lemma 5.3. Let R be as in (5.6). We have
R/s1 ≺ E .
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Proof. Recall that ∆ij ∈ CN×N such that ∆ijxy = (δxiδjy + δxjδiy)(1 + δxy)−1, and Hij := H − Hij∆ij .
Fix i, j and set Θ = Hij∆
ij , Ĝ ≡ Ĝ(z1) := (Hij − z1)−1. We omit the i, j dependence from the notations
Θ and Ĝ for convenience. By resolvent expansion we have
Ĝ = G+
99∑
k=1
(GΘ)kG+ (GΘ)100Ĝ .
Note that at most two entries of Θ are nonzero, and they are stochastically dominated by N−1/2. Together
with the trivial bound maxx,y∈[[1,N ]] |Ĝxy| 6 N10 and Lemma 5.2 we have
|Ĝ(z1)−m(z1)| ≺ |G(z1)−m(z1)|+N−3/2 max
x,y∈[[1,N ]]
|(G2)xy|+N−50 max
x,y∈[[1,N ]]
|Ĝxy| ≺ k
Nu1
(5.8)
as well as
max
x,y∈[[1,N ]]
|Ĝxy(z1)− δxym(z1)| ≺ max
x,y∈[[1,N ]]
|Gxy(z1)− δxym(z1)|+N−1/2 +N−50 max
x,y∈[[1,N ]]
|Ĝxy| ≺
√
k
Nu1
(5.9)
uniformly for z1 ∈ γ̂1,k. Using (5.9) and the fact that Ĝ is independent of Hij , we have
max
x,y∈[[1,N ]]
sup
|Hij |6N−1/2+ζ
|Ĝxy| ≺ 1 . (5.10)
Further, we apply the resolvent expansion formula which also says
G = Ĝ− (ĜΘ)Ĝ+ (ĜΘ)2G . (5.11)
By (5.10) and (5.11), it is easy to check the bound
max
x,y∈[[1,N ]]
sup
|Hij |6N−1/2+ζ
|Gxy| ≺ 1 +N−1+2ζ max
x,y∈[[1,N ]]
sup
|Hij |6N−1/2+ζ
|Gxy| ,
which further implies
max
x,y∈[[1,N ]]
sup
|Hij |6N−1/2+ζ
|Gxy| ≺ 1 .
Inserting the above into the RHS of (5.11) and applying (5.8), (5.9), we have
max
x 6=y∈[[1,N ]]
sup
|Hij |6N−1/2+ζ
|Gxy| ≺
√
k
Nu1
, max
x∈[[1,N ]]
sup
|Hij |6N−1/2+ζ
|Gxx| ≺ 1 , (5.12)
sup
|Hij |6N−1/2+ζ
|G−m(z1)| ≺ k
Nu1
, (5.13)
and
max
x,y∈[[1,N ]]
sup
|Hij |6N−1/2+ζ
|(G2)xy| ≺ k
u1
. (5.14)
Similar bounds also hold when G is replaced by S, T, V . By setting t = N−1/2+ζ in (5.3), we see that
R/s1 ≺ R/u1 ≺ 1
Nu1
∑
i,j
(
E sup
|x|6|Hij |
∣∣∂4ijf(Hij + x∆ij)∣∣2 · E∣∣H10ij 1(|Hij | > N−1/2+ζ)∣∣)1/2
+
1
Nu1
∑
i,j
E|Hij |5 · E sup
|x|6N−1/2+ζ
∣∣∂4ijf(Hij + x∆ij)∣∣ , (5.15)
where we recall f ≡ fij = Gji
〈〈S〉〈T 〉〈V 〉〉. Let us first estimate the second term on the RHS of (5.15).
By our assumption E|Hij |a = O(N−a/2), this term is bounded by
O≺(N−3/2u−11 ) · max
i,j∈[[1,N ]]
E sup
|x|6N−1/2+ζ
∣∣∂4ijf(Hij + x∆ij)∣∣ . (5.16)
Using (5.5) and (5.12) – (5.14), we have
sup
|Hij |6N−1/2+ζ
|∂nijGij | ≺ 1 , sup
|Hij |6N−1/2+ζ
|∂nij〈S〉| ≺
k
Nu2
, sup
|Hij |6N−1/2+ζ
|∂nij〈T 〉| ≺
l
Nu3
20
for all fixed n ∈ N, and the same bound holds if we replace T by V in the last inequality. These bounds
further imply
sup
|x|6N−1/2+ζ
∣∣∂4ijf(Hij + x∆ij)∣∣ ≺ kl2N3u2u3u4 .
Using the above bound and Lemma 2.2, we see that (5.16) is bounded by
O≺(N−3/2u−11 ) ·
kl2
N3u2u3u4
≺ kl
N4+ζu1u2u3u4
≺ E
as desired. Further, note that maxi,j |Hij | ≺ N−1/2, which by definition implies P(|Hij | > N−1/2+ζ) =
O(N−D) for any fixed D > 0. Also recall our moment bound E|Hij |a = O(N−a/2) for all i, j and all fixed
a. By Cauchy-Schwarz inequality we have
E
∣∣H10ij 1(|Hij | > N−1/2+ζ)∣∣ = O(N−5−D/2) (5.17)
for any fixed D > 0. Moreover, as we mentioned earlier, since z1 ∈ γ̂1, we have the trivial deterministic
bound
sup
i,j
|Gij(z1)| 6 ‖G(z1)‖ 6 |η1|−1 6 N10
which together with (5.5) implies
sup
|x|6|Hij |
∣∣∂4ijf(Hij + x∆ij)∣∣2 6 sup
x∈R
∣∣∂4ijf(Hij + x∆ij)∣∣2 = O(N1000) . (5.18)
Using (5.18) and (5.17) with sufficiently large D, the first term on the RHS of (5.15) can be easily bounded
by O(N−10). This finishes the proof. 
Remark 5.4. The method presented in Lemma 5.3 of treating the remainder term was introduced in [24,
Lemma 4.6], and it is generally effective in estimating the remainder terms from cumulant expansions. In
particular, the method applies to R(1), R(2,ij), R(3,ij),R(4),R(5), and R(6) in the sequel, and we shall omit
the details of the estimation for those terms.
Lemma 5.5. The first three terms on the RHS of (5.6) are bounded by O≺(E).
Proof. We only show the details for the first term on the RHS of (5.6). The proof for the other two terms
is similar. Applying z4V = HV − I and the cumulant expansion in Lemma 2.5, we can get
1
−4s1E〈G〉
2
〈
S〉〈T 〉〈V 〉 = 1
16s1s4
(
E〈G〉2〈S〉〈T 〉〈V 〉2 − E〈V 〉2E〈G〉2〈S〉〈T 〉
+
1
N
E〈G〉2〈S〉〈T 〉〈V 2〉+ 4
N2
EV G2〈G〉〈S〉〈T 〉+ 2
N2
EV S2〈G〉2〈T 〉+ 2
N2
EV T 2〈G〉2〈S〉 − 4R(1)
)
.
(5.19)
By Lemmas 2.2 and 5.2, it is easy to see that the first three terms on the RHS of (5.19) are bounded by
O≺(E). Further, note that
m(z1)−m(z4)
z1 − z4 ≺ 1 +
|
√
z21 − 1|+ |
√
z24 − 1|
|z1 − z4| ≺ 1 + (u1 + u4)
( k
u1
∧ l
u4
)
≺ k + l
uniformly for z1 ∈ γ̂1 and z4 ∈ γ̂4. This together with Lemma 5.2 and resolvent identity leads to
V G2 =
V −G
(z4 − z1)2 −
G2
z4 − z1 =
m(z4)−m(z1)
(z4 − z1)2 +
V −m(z4) +m(z1)−G
(z1 − z4)2 −
G2
z4 − z1
≺ k + l|z1 − z4| +
1
|z1 − z4|2
( k
Nu1
+
l
Nu4
)
+
1
|z1 − z4|u1 ≺
k + l
|z1 − z4| (5.20)
uniformly for z1 ∈ γ̂1 and z4 ∈ γ̂4. Hence by Lemmas 2.2 and 5.2, the fourth term on the RHS of (5.19)
is bounded by
1
u1u4
1
N2
k + l
|z1 − z4|
k2l
N3u1u2u3
≺ E .
Similarly, the fifth and sixth terms on the RHS of (5.19) are also bounded by O≺(E). As in Lemma 5.3,
we can apply Lemma 5.2 to show that
R(1)
s1s4
≺ 1
u1u4
· k
3l
N4u21u2u3
· 1
N1/2+1/6
≺ E .
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This completes the proof. 
Lemma 5.6. Let L2 be as in (5.2), we have
L2/s1 ≺ E .
Proof. By definition in (5.2) and the differential rule (5.5), it is elementary to compute
L2/s1 =
1
2s1N
∑
i,j
C3(Hij)(1 + δij)−2E
(
〈6GiiGjjGij〉〈S〉〈T 〉〈V 〉+ 〈2G3ij〉〈S〉〈T 〉〈V 〉
+
4
N
(GiiGjj +G
2
ij)
(
(S2)ij〈T 〉〈V 〉+ (T 2)ij〈S〉〈V 〉+ (V 2)ij〈S〉〈T 〉
)
+
2
N
Gij
(
(S2)iiSjj + (S
2)jjSii + 2(S
2)ijSij
)
〈T 〉〈V 〉
+
2
N
Gij
(
(T 2)iiTjj + (T
2)jjTii + 2(T
2)ijTij
)
〈S〉〈V 〉
+
2
N
Gij
(
(V 2)iiVjj + (V
2)jjVii + 2(V
2)ijVij
)
〈S〉〈T 〉
+
8
N
Gij
(
(S2)ijT
2
ij〈V 〉+ (S2)ijV 2ij〈T 〉+ (T 2)ijV 2ij〈S〉
))
.
(5.21)
The most dangerous terms on the RHS of the above equation appear in the second line, for example
L2,1/s1 :=
2
s1N2
∑
i,j
C3(Hij)(1 + δij)−2EGiiGjj(S2)ij〈T 〉〈V 〉
=
2
s1N7/2
∑
i,j
aijEGiiGjj(S2)ij〈T 〉〈V 〉 ,
where in the second step we write aij := N
3/2C3(Hij)(1 + δij)−2. Observe that maxi,j |aij | = O(1).
Applying z4V = HV − I and the cumulant expansion in Lemma 2.5, we obtain
L2,1/s1 =
1
−2s1s4N7/2
∑
i,j
aij
(
EGiiGjj(S2)ij〈T 〉〈V 〉2 − E〈V 〉2EGiiGjj(S2)ij〈T 〉
+
1
N
EGiiGjj(S2)ij〈T 〉〈V 2〉+ 2
N2
EV T 2GiiGjj(S2)ij +
2
N2
(G2V )iiGjj(S
2)ij〈T 〉
+
2
N2
(G2V )jjGii(S
2)ij〈T 〉+ 4
N2
(S3V )ijGiiGjj〈T 〉 − 4R(2,ij)
)
. (5.22)
We can rewrite the first term on the RHS of the above equation as
−1
2s1s4N7/2
∑
i,j
aijE
(
(Gii −m(z1))(Gjj −m(z1)) +m(z1)(Gii −m(z1))
+m(z1)(Gjj −m(z1)) +m(z1)2
)
(S2)ij〈T 〉〈V 〉2 . (5.23)
By Lemmas 2.2 and 5.2, the first term in (5.23) is stochastically dominated by
1
s1s4N7/2
·N2 ·
√
k
u1N
·
√
k
u1N
· 1
u2
· l
3
u3u24N
3
 kl
3
u21u2u3u
3
4N
11/2
≺ kl
u21u2u3u
2
4N
4+ζ
6 E .
In order to estimate the others terms in (5.23), we first define the vector vj = (vj1, . . . , v
j
N )
> by vji :=
N−1/2aij , for convenience. Note that we have supj ‖vj‖2 = O(1). Then by Lemma 5.2 we have∑
i
aijSij = N
1/2〈vj , Sej〉 ≺ N1/2 (5.24)
and ∑
i
aij(S
2)ij = N
1/2〈vj , (S2)ej〉 ≺ N
1/2
u
3/2
2
(5.25)
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as well as∑
i
aij(S
3)ij =
∑
i,k
aij(S
2)ikSkj =
∑
k:k 6=j
N1/2〈vj , (S2)ek〉Skj +N1/2〈vj , (S2)ej〉Sjj ≺ Nk
1/2
u22
. (5.26)
Using (5.25), the last term in (5.23) is stochastically dominated by
1
s1s4N7/2
·N · N
1/2
u
3/2
2
· l
3
u3u4N3
 l
3
u1u
3/2
2 u3u
3
4N
5
≺ l
u1u
3/2
2 u3u
2
4N
4+ζ
6 E .
The second and third term in (5.23) can be estimated in the same way. This implies
(5.23) ≺ E .
This concludes the estimate of the first term on the RHS of (5.22). In the same way, the second and third
terms on the RHS of (5.22) can also bounded by O≺(E).
The estimates for the fourth to seventh terms on RHS of (5.22) follows a similar fashion. As in (5.20),
we can show that
V T 2 ≺ l|z3 − z4| . (5.27)
By Lemma 5.2, (5.25) and (5.27), together with the identity
V T 2GiiGjj(S
2)ij
= V T 2
(
(Gii −m(z1))(Gjj −m(z1)) +m(z1)(Gii −m(z1)) +m(z1)(Gjj −m(z1)) +m(z1)2
)
(S2)ij ,
we can bound the fourth term on RHS of (5.22) by O≺(E). The fifth term on RHS of (5.25) can be
rewritten into
−1
s1s4N11/2
∑
i,j
aijE
[(
(G2)ii
z1 − z4 −
Gii −m(z1) +m(z4)− Vii
(z1 − z4)2 +
m(z1)−m(z4)
(z1 − z4)2
)
× (m(z1) +Gjj −m(z1))(S2)ij〈T 〉]
which is bounded by O≺(E) using Lemma 5.2 and (5.25). The sixth term on RHS of (5.22) equals the fifth
term. Using the identity
(S3V )ijGiiGjj〈T 〉 =
(
(S3)ij
z2 − z4 −
(S2)ij
(z2 − z4)2 +
Sij − Vij
(z2 − z4)3
)
×
(
(Gii −m(z1))(Gjj −m(z1)) +m(z1)(Gii −m(z1)) +m(z1)(Gjj −m(z1)) +m(z1)2
)
〈T 〉
together with Lemma 5.2, (5.24) – (5.26), as well as the bound
1
|z2 − z4| = O(k
2 ∧ l2) ,
the seventh term on RHS of (5.22) can also be bounded by O≺(E). Similar to the proof of Lemma 5.3, we
can apply Lemma 5.2 to show that
1
s1s4N7/2
∑
i,j
aijR(2,ij) ≺ E .
Thus we conclude the estimate of L2,1/s1.
Similarly we can show that
2
s1N2
∑
i,j
C3(Hij)(1 + δij)−2EGiiGjj
(
(T 2)ij〈S〉〈V 〉+ (V 2)ij〈S〉〈T 〉
) ≺ E .
The estimates for other terms on the RHS of (5.21) are easier, namely one only needs to apply Lemma
5.2 and no further cumulant expansion is needed. For example, the first term on the RHS of (5.21) can
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be rewritten into
3
s1N
∑
i,j
C3(Hij)(1 + δij)−2E
(
(Gii −m(z1))(Gjj −m(z1)) +m(z1)(Gii −m(z1))
+m(z1)(Gjj −m(z1)) +m(z1)2
)
Gij〈S〉〈T 〉〈V 〉2 .
Similar as in (5.23), the above can be easily bounded by O≺(E) using Lemma 5.2. The second term on
the RHS of (5.21) is stochastically dominated by
1
u1N
·N−3/2
(
N +
∑
i,j:i 6=j
E|G3ij |
)
· kl
2
u2u3u4N3
≺ kl
2
u1u2u3u4N9/2
+
k5/2l2
u
5/2
1 u2u3u4N
5
≺ E .
One readily checks that all terms on the RHS of (5.21) are bouned by O≺(E). This completes the proof. 
In the sequel, we estimates the terms L3/s1 and K/s1 in (5.6), which are not negligible. The results
are stated in Lemmas 5.7 and 5.8, followed by the proofs.
Lemma 5.7. Let L3 be as in (5.2), we have
L3/s1 = − 2
s1N2
∑
i,j
C4(Hij)EGiiGjj
(
(S2)iiSjj〈T 〉〈V 〉+(T 2)iiTjj〈S〉〈V 〉+(V 2)iiVjj〈S〉〈T 〉
)
+O≺(E) .
(5.28)
Proof. By definition
L3/s1 =
1
6s1N
∑
i,j
C4(Hij)E∂3ij
(
Gji
〈〈S〉〈T 〉〈V 〉〉) . (5.29)
Using (5.5), we easily see that the leading terms on the RHS of (5.28) come from applying one ∂ij on Gij ,
and then applying the remaining two ∂ij either both on 〈S〉, 〈T 〉, or 〈V 〉. For example, the first term on
the RHS of (5.28) is contained in
1
6
1
N
∑
i,j
C4(Hij)E
(
3(∂ijGji)(∂
2
ij〈S〉)〈T 〉〈V 〉
)
.
Aside from the explicit terms we have on RHS of (5.28), the remaining terms on the RHS of (5.29) are the
error terms. Among them, the most difficult term comes from applying ∂3ij all on Gij , which may generate
four diagonal entries of the Green function. More specifically, the following term is the most dangerous on
for the estimation
L3,1/s1 := − 1
s1N
∑
i,j
C4(Hij)E〈G2iiG2jj〉〈S〉〈T 〉〈V 〉 .
To estimate this term, we need one additional expansion. By writing z1Gii = (HG)ii − 1 and using the
cumulant expansion in Lemma 2.5, we have
L3,1/s1 =
1
(4z1 + EG)s1N
∑
i,j
C4(Hij)E
(〈
G2iiG
2
jj〈G〉+ 3N−1(G2)iiG2jj + 5N−1Gij(G2)ij
〉〈S〉〈T 〉〈V 〉
+ 2N−2(GS2)iiGiiG2jj〈T 〉〈V 〉+ 2N−2(GT 2)iiGiiG2jj〈S〉〈V 〉+ 2N−2(GV 2)iiGiiG2jj〈S〉〈T 〉 − 4R(3,ij)
)
.
Note that Lemma 2.6 implies C4(Hij) = O(N−2), uniformly in i, j. By 1/|4z1 + EG| ≈ 1/|4z1 +m(z1)| =
O(1) and Lemma 5.2, one readily follows the approach in Lemma 5.3 and checks that
−4
(4z1 + EG)s1N
∑
i,j
C4(Hij)R(3,ij) ≺ E .
Again by 1/|4z1 + EG| = O(1) and Lemma 5.2, other terms in L3,1/s1 can also be shown to satisfy the
same bound. This implies
L3,1/s1 ≺ E .
Other error terms on the RHS of (5.29) can be estimated directly using Lemma 5.2, as in the proofs of
Lemmas 5.5 and 5.6. For example, we will have terms of the types
− 1
s1N
∑
i,j
C4(Hij)E〈GiiGjjG2ij〉〈S〉〈T 〉〈V 〉 (5.30)
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and
− 1
s1N2
∑
i,j
C4(Hij)EGiiGjj(S2)ijSij〈T 〉〈V 〉 (5.31)
as well as
− 1
s1N3
∑
i,j
C4(Hij)EGiiGjj(S2)ijSij(T 2)ijTij〈V 〉 . (5.32)
Applying Lemma 5.2, we can easily get
(5.30) ≺ 1
u1N
·N−2
(
N +
∑
i,j:i 6=j
E|G2ij |
)
· kl
2
u2u3u4N3
≺ kl
2
u1u2u3u4N5
+
k2l2
u21u2u3u4N
5
≺ E
and
(5.31) ≺ 1
u1N2
·N−2
(
N +
∑
i,j:i 6=j
E|Sij |
)
· 1
u
3/2
2
· l
2
u3u4N2
≺ l
2
u1u
3/2
2 u3u4N
5
+
k1/2l2
u1u22u3u4N
9/2
≺ E
as well as
(5.32) ≺ 1
u1N3
·N−2
(
N +
∑
i,j:i 6=j
E|Sij |
) 1
u
3/2
2
· 1
u
3/2
3
· l
Nu4
≺ E .
Using the above argument, we can bound all the error terms on the RHS of (5.29) by O≺(E). This
completes the proof. 
Lemma 5.8. Let K be as in (5.4), we have
K/s1 = −σ
2 − 2
4s1N3
∑
i
E
(
Gii(S
2)ii〈T 〉〈V 〉+ EGii(T 2)ii〈S〉〈V 〉+ EGii(V 2)ii〈S〉〈T 〉
)
+O≺(E) .
Proof. The estimate can be done similarly to those of Lemmas 5.6 and 5.7, and thus we only give a sketch.
From the definition and (5.5), it is easy to derive
K/s1 = −σ
2 − 2
4s1N2
∑
i
(
E〈G2ii〉〈S〉〈T 〉〈V 〉
+
1
N
EGii(S2)ii〈T 〉〈V 〉+ 1
N
EGii(T 2)ii〈S〉〈V 〉+ 1
N
EGii(V 2)ii〈S〉〈T 〉
)
. (5.33)
By Theorem 2.3 and Lemma 5.2, the first term on the RHS of (5.33) can be bounded by
O≺
( 1
u1N2
·N ·
√
k
Nu1
kl2
N3u2u3u4
)
= O≺(E) .
This completes the proof. 
5.3. Proof of Proposition 5.1. Now we insert Lemmas 5.3 – 5.8 to (5.6), and we get after rearranging
the terms
E〈G〉〈S〉〈T 〉〈V 〉 = − 1
2s1N2
E
(
GS2 + 4
∑
i,j
C4(Hij)GiiGjj(S2)iiSjj + σ
2 − 2
2N
∑
i
Gii(S
2)ii
)
〈T 〉〈V 〉
− 1
2s1N2
E
(
GT 2 + 4
∑
i,j
C4(Hij)GiiGjj(T 2)iiTjj + σ
2 − 2
2N
∑
i
Gii(T
2)ii
)
〈S〉〈V 〉
− 1
2s1N2
E
(
GV 2 + 4
∑
i,j
C4(Hij)GiiGjj(V 2)iiVjj + σ
2 − 2
2N
∑
i
Gii(V
2)ii
)
〈S〉〈T 〉+O≺(E) . (5.34)
The terms on the RHS of (5.34) can be further computed using the following lemma. The proof is again
done by cumulant expansion and Lemma 5.2. We omit the details.
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Lemma 5.9. We have
− 1
2s1N2
E
(
GS2 + 4
∑
i,j
C4(Hij)GiiGjj(S2)iiSjj + σ
2 − 2
2N
∑
i
Gii(S
2)ii
)
〈T 〉〈V 〉
=
1
4s1s3N4
E
(
GS2 + 4
∑
i,j
C4(Hij)GiiGjj(S2)iiSjj + σ
2 − 2
2N
∑
i
Gii(S
2)ii
)
×
(
TV 2 + 4
∑
i,j
C4(Hij)TiiTjj(V 2)iiVjj + σ
2 − 2
2N
∑
i
Tii(V
2)ii
)
+O≺(E)
= f(z1, z2)f(z3, z4) +O≺(E) ,
where f(·, ·) is defined as in (4.6).
Note that the first three leading terms on the RHS of (5.34) have the same form. Applying Lemma 5.9
to all three terms in (5.34) with appropriate permutations of z1, z2, z3, z4, we obtain
E〈G〉〈S〉〈T 〉〈V 〉 = f(z1, z2)f(z3, z4) + f(z1, z3)f(z2, z4) + f(z1, z4)f(z2, z3) +O≺(E) .
By repeating the above proof, one also gets that
E〈G〉〈S〉 = f(z1, z3) +O≺(kt1,2N−2−ζ) (5.35)
and
E〈T 〉〈V 〉 = f(z3, z4) +O≺(lt3,4N−2−ζ) .
The above three equations conclude the proof of (5.1).
5.4. The explicit shift. In this section we replace the centered random variables 〈G(zi)〉 in (5.1) by the
one with an explicit shift G(zi) − m(zi) = 〈G(zi)〉 + EG(zi) − m(zi), which is needed for the proof of
Proposition 4.2 according to the definition of m∆N in (3.6). The following result is stated for z1 only for
convenience, but it still holds if we replace (z1, γ̂1) by any other (zi, γ̂i), i = 2, 3, 4.
Lemma 5.10. Recall g(·) from (4.7). We have
EG−m(z1) = g(z1) +O≺
( k
N3/2u31
)
.
uniformly for z1 ∈ γ̂1.
Proof. Using z1EG = EHG− 1 and the cumulant expansion formula, we have
(EG)2 + 4z1EG+ 4 +
1
N
EG2 + E〈G〉2 − 4L(4)2 − 4L(4)3 − 4K(4) − 4R(4) = 0 , (5.36)
where
L(4)n :=
1
n!
1
N
∑
i,j
Cn+1(Hij)E∂nijGji , K(4) = −
σ2 − 2
4N2
∑
i
EG2ii
and R(4) is the remainder term. By Lemma 5.2 we can easily check
− 4L(4)3 =
4c4
N
(m(z1))
4 +O≺
( k
N2u1
)
, (5.37)
− 4K(4) = σ
2 − 2
N
(m(z1))
2 +O≺
( k1/2
N3/2u1/2
)
, (5.38)
and
− 4L(4)2 − 4R(4) ≺
( k
Nu1
)3/2 1√
N
+
1
N3/2
. (5.39)
Similarly, by cumulant expansion and Lemma 5.2, we have
E〈G〉2 = 1−4z − 2EG
(
E〈G〉3 + 1
N
E〈G〉〈G2〉+ 2
N2
EG3 − 4R(5)
)
≺ k
N3/2u21
(5.40)
and
EG2 =
1
−4z − 2EG
(
4EG+
1
N
EG3 + 2E〈G〉〈G2〉 − 4R(6)
)
= m′(z1) +O≺
( k
N1/2u21
)
. (5.41)
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In (5.39) – (5.41) above, we estimate the remainder terms R(4), R(5), R(6) using the method presented in
the proof of Lemma 5.3; see also the discussion in Remark 5.4. By (5.37) – (5.41), we can rewrite (5.36)
as
(EG)2 + 4z1EG+ 4 +
1
N
(
m′(z1) + 4 c4(m(z1))4 + (σ2 − 2)(m(z1))2
)
= O≺
( k
N3/2u21
)
,
which implies the desired result. 
Combining Proposition 5.1 with Lemma 5.10, we can now prove Proposition 4.2 in the sequel.
Proof of Proposition 4.2 . Equipped with Lemma 5.10, we can follow a similar computation as in Section
5.2 to show that (
EG−m(z1)
)
E〈S〉〈T 〉〈V 〉 = O≺(E) ,
which implies
E
(
m∆N (z1)m
∆
N (z2)m
∆
N (z3)m
∆
N (z4)
)− E〈G〉〈S〉〈T 〉〈V 〉
=
1
2
∑
{a,b,c,d}={1,2,3,4}
(EG(za)−m(za))(EG(zb)−m(zb))E〈G(zc)〉〈G(zd)〉
+ (EG−m(z1))(ES −m(z2))(ET −m(z3))(EV −m(z4)) +O≺(E) ,
and
E
(
m∆N (z1)m
∆
N (z2)
)
E
(
m∆N (z3)m
∆
N (z4)
)− E〈G〉〈S〉E〈T 〉〈V 〉
= (EG−m(z1))(ES −m(z2))E〈T 〉〈V 〉+ (ET −m(z3))(EV −m(z4))E〈G〉〈S〉
+ (EG−m(z1))(ES −m(z2))(ET −m(z3))(EV −m(z4)) +O≺(E) .
Thus we have
Cov
(
m∆N (z1)m
∆
N (z2),m
∆
N (z3)m
∆
N (z4)
)− Cov (〈G〉〈S〉, 〈T 〉〈V 〉)
= (EG−m(z1))(ET −m(z3))E〈S〉〈V 〉+ (EG−m(z1))(EV −m(z4))E〈S〉〈T 〉
+ (ES −m(z2))(EV −m(z4))E〈G〉〈T 〉+ (ES −m(z2))(ET −m(z3))E〈G〉〈V 〉+O≺(E) .
By computing E〈G(zi)〉〈G(zj)〉 as in (5.35) and applying Lemma 5.10, we have
Cov
(
m∆N (z1)m
∆
N (z2),m
∆
N (z3)m
∆
N (z4)
)− Cov (〈G〉〈S〉, 〈T 〉〈V 〉)
= g(z1)g(z3)f(z2, z4) + g(z1)g(z4)f(z2, z3)
+ g(z2)g(z4)f(z1, z3) + g(z2)g(z3)f(z1, z4) +O≺(E) .
Using the above relation and Proposition 5.1, we conclude the proof of (4.9). The proof of (4.8) is similar
and simpler. We thus omit the details. Hence, we conclude the proof of Proposition 4.2. 
6. Further discussion
In this section, we make some further remarks on the CvM statistics.
• Shortcoming of the CvM statistics
From application point of view, although the original CvM statistic AN is a robust statistic, it has its
own shortcoming. For instance, the statistic AN is not sensitive to the strength of a low rank deformation
of Wigner matrix. By Cauchy interlacing property, a rank one deformation can only cause a change of
order 1N for FN (t). This fact does not depend on the strength of the deformation of the Wigner matrix.
Hence, the power of the statistic AN will not be significantly good even if the rank one deformation is very
large, if we use AN to test the existence of the deformation, say. In other words, the statistic AN is not
sensitive to the possible outlier of the spectrum. The same problem exists for our MCvM AN,w since we
use λ¯i instead of λi in the definition of FN,ω in (1.6). However, from the proof of the main result Theorem
1.2, it is clear that we indeed have the same convergence as Theorem 1.2 for the following partial sum
A˜N,ω = 2
pi2
nω∑
k=1
1
k2
(
tk(H)
)2 − 2
pi2
nω∑
k=1
1
k(k + 2)
tk(H)tk+2(H) +
1
pi2
(
t1(H)
)2
.
as long as nω 6 N
1
3−ε, where H¯ is replaced by H. From the application point of view, if we use the
statistic A˜N,ω, it is expected to be sensitive to the strength of the low rank deformation since now we have
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H instead of H¯. In this sense, the partial sum statistic such as A˜N,ω has its own advantage in contrast to
the original AN .
• On expectation of AN
According to the simulation result in Figures 1 and 2, we can formulate the following conjecture
Conjecture 6.1. Under the assumption of Theorem 1.2, we conjecture that the following holds
N2(AN − EAN ) d−→ 1
βpi2
∞∑
k=1
(
1
k
(Z2k − 1)−
1√
k(k + 2)
ZkZk+2
)
+
2− β√
βpi2
∞∑
k=1
( k + 2
4k3/2(k + 1)
Z2k − 1
4k
√
k + 1
Z2k+2
)
+ aβ ,
where aβ is defined in Theorem 1.2.
In addition to the proof of the above conjecture (in case it is true), for application purpose, it is also
necessary to identify N2EAN up to the constant order, since the RHS is an order 1 random variable.
According to the definition of AN in (1.1) and the rigidity in (2.5), one can cut the integral in (1.1) to the
domain t ∈ [−1+N−ε, 1−N−ε]. Hence, roughly speaking, in order to identify N2EAN up to the constant
order, it would be enough to estimate E(FN (t) − F (t))2 for t ∈ [−1 + N−ε, 1 − N−ε], up to the order of
1
N2 . Write
E(FN (t)− F (t))2 = Var(FN (t))2 + (EFN (t)− F (t))2.
Even in the case of GUE/GOE, only the first order term of Var(FN (t))
2 is known ( see [23, 35]), which is
of order logNN2 in the bulk. The subleading order is not available so far. Starting from the representation in
(1.2), for N2EAN , one can also turn to identify N2E(λi − µi)2 up to the constant order. However, again,
from the reference such as [23, 35], only the leading term of order logN is precisely available. It is worth
mentioning that in the recent work [31], a precise estimate on the constant order of N2(Var(λi(H)) −
Var(λi(GOE))) is obtained in the bulk, see Theorem 1.4 therein. Here λi(H) means the i-th largest
eigenvalue of a general Wigner matrix H and λi(GOE) means the counterpart for a GOE. Unfortunately,
the constant order term of N2Var(λi(GOE)) itself is not available so far.
• Sample covariance matrices counterpart
We remark here that all the discussion and result of the current work for Wigner matrix can be adapted
to the sample covariance matrices. Considering the importance of covariance matrices in statistics theory,
the CvM statistic and the mesoscopic approximations are potentially useful in many hypothesis testing
problems. Especially, as we mentioned earlier, such a statistic has been used in [40] for testing the structure
of the covariance matrices. Specifically, for an analogue of the result in this paper for covariance matrix,
one needs to consider the expansion of the spectral distribution using the basis of the shifted Chebyshev
polynomials of the first kind. For instance, we refer to [12] for the fact that the shifted Chebyshev
polynomials diagonalize the covariance structure of the linear spectral statistics of the sample covariance
matrices. The detailed derivation for the counterpart of the current result for sample covariance matrices
and the discussion for its applications will be considered in a future work.
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Appendix A. A toy model: CUE
In this appendix, we consider a Crame´r-von Mises type statistic for the Circular Unitary Ensemble
(CUE). Let U be a N -dimensional CUE, which is a Haar distributed unitary matrix. And we denote its
(unordered) eigenvalues by eiθi , 1 6 i 6 N . Let FN (x) = ]{i : 0 6 θi 6 x}/N, x ∈ [0, 2pi]. Since the
eigenvalues of CUE are on a unit circle and all the eigenvalues shall be regarded as “bulk” eigenvalues, we
shall modify the definition of AN to avoid the accumulation of the fluctuation of the eigenvalues around
the origin. Hence, we choose the statistic
ACUEN :=
∫ 2pi
0
∫ 2pi
0
((
FN (y)− FN (x)
)− y − x
2pi
)2
dxdy. (A.1)
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One can also consider the Rains’ statistic in [38], or the following Watson’s statistic∫ (
FN (x)− F (x)−
∫
(FN (t)− F (t))dF (t)
)2
dF (x)
which is independent of the choice of the origin; see [39]. In the sequel, we discuss ACUEN in (A.1) only.
Our result is stated as the following theorem.
Theorem A.1. Let ACUEN be as in (A.1). Let {Yi}∞i=1 be a collection of i.i.d. NC(0, 1), i.e. complex
standard Gaussian random variables with i.i.d. N(0, 12 ) real and imaginary parts. We have
N2
4
ACUEN − (logN + γ + 1) =⇒
∞∑
j=1
1
j
(|Yj |2 − 1),
where γ is the Euler’s constant.
The proof of Theorem A.1 will be given at the end of this appendix, after we introduce some necessary
preliminary results.
Consider a square integrable function f : [0, 2pi] → R. We denote the Fourier expansion of f(θ) by∑
j∈Z f̂je
ijθ, where
f̂j :=
1
2pi
∫ 2pi
0
f(θ)e−ijθdθ.
It is elementary to check the following Fourier expansion of the indicator function
1[α,β](θ) 7→ 1
2pi
(β − α) + 1
2pii
∞∑
j=1
e−ijα − e−ijβ
j
eijθ +
1
2pii
∞∑
j=1
eijβ − eijα
j
e−ijθ, 0 6 α < β 6 2pi.
It is well known that the series on the RHS above converges to the indicator function pointwise except for
only two points α and β. Therefore, for x 6 y, we have
FN (y)− FN (x)− y − x
2pi
7→ 1
2Npii
∞∑
j=1
e−ijx − e−ijy
j
TrU j +
1
2Npii
∞∑
j=1
eijy − eijx
j
TrU
j
.
Consequently, we have
ACUEN =−
1
2N2pi2
∫ 2pi
0
(∫ y
0
( ∞∑
j=1
e−ijx − e−ijy
j
TrU j +
∞∑
j=1
eijy − eijx
j
TrU
j
)2
dx
)
dy
=
4
N2
∞∑
j=1
1
j2
TrU jTrU
j
=
4
N2
N∑
j=1
1
j2
TrU jTrU
j
+
4
N2
∞∑
j=N+1
1
j2
TrU jTrU
j
To study the expectation and fluctuation of ACUEN , we need the following result from [11].
Theorem A.2 (Theorem 2.1, [11]). (a) Consider a = (a1, · · · , ak) and b = (b1, · · · , bk) with aj , bj ∈
{0, 1, · · · }. Let Y1, Y2, . . . , Yk be independent standard complex normal random variables. Then N >
(
∑k
j=1 jaj) ∨ (
∑k
j=1 jbj),
E
( k∏
j=1
(TrU j)aj
(
TrU j
)bj)
= E
( k∏
j=1
(
√
jYj)
aj (
√
jYj)bj
)
= δab
k∏
j=1
jajaj !
(b) For any j, k,
E
(
TrU jTrUk
)
= δjk(j ∧N).
With the above facts, we now state our proof of Theorem A.1.
Proof of Theorem A.1. First, based on Theorem A.2, it is elementary to compute
EACUEN =
4
N2
N∑
j=1
1
j
+
4
N
∞∑
j=N+1
1
j2
=
4
N2
(logN + γ + 1) +O
( 1
N3
)
. (A.2)
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Next, we need to identify the limiting distribution of ACUEN after centering. We write
ACUEN − EACUEN =
4
N2
M∑
j=1
1
j2
(
TrU jTrU
j − j)+ 4
N2
N∑
j=M+1
1
j2
(
TrU jTrU
j − j)
+
4
N2
∞∑
j=N+1
1
j2
(
TrU jTrU
j −N), (A.3)
where we can choose M to be sufficiently large. Our aim is to show that the last two terms in (A.3) are
negligible in probability when M is large. It would be sufficient to show that their second moments are
negligible. To this end, we first recall the jpdf of the (unordered) eigenvalues {eiθj}Nj=1 of CUE (see e.g.
[17])
pN (e
iθ1 , . . . , eiθN ) =
1
N !(2pi)N
∏
16i<j6N
∣∣eiθi − eiθj ∣∣2, θi ∈ [0, 2pi], i = 1, . . . , N. (A.4)
It is also well known that {eiθj}Nj=1 is a determinantal point process with kernel (see e.g., [17])
KN (θ, θ
′) =
1
2pi
ei
(N−1)(θ−θ′)
2
sin N(θ−θ
′)
2
sin θ−θ′2
=
1
2pi
N−1∑
k=0
eik(θ−θ
′). (A.5)
More specifically, for any n ∈ J1, NK, the n-point correlation function of the point process {eiθj}Nj=1 can
be written as
p
(n)
N (e
iθ1 , . . . , eiθn) :=
∫
[0,2pi]N−n
pN (e
iθ1 , . . . , eiθN )dθn+1 · · · dθN
=
(N − n)!
N !
det(KN (θi, θj))16i,j6n, θi ∈ [0, 2pi], i = 1, . . . , n.
Apparently, in order to compute Cov
(
TrU jTrU
j
,TrUkTrU
k
)
, it suffices to use the formula of p
(n)
N with
n 6 4. Applying the explicit formula (A.5), it is elementary to check
Cov
(
TrU jTrU
j
,TrUkTrU
k
)
=
 j
2δjk, if 1 6 j + k 6 N
j2δjk +N − j − k, if j + k > N + 1, j, k 6 N
N2δjk − (N − |k − j|) ∨ 0, if j or k > N.
(A.6)
Then, using Theorem A.2, we can first conclude that { 1√
j
TrU j}Mj=1 converges jointly to i.i.d. NC(0, 1)
variables for any large fixed M . Further, using (A.6) to the second and the third parts in (A.3), one can
easily check that these two part are negligible (in M) in probability when M is large. Similarly to the
discussions in (3.12) – (3.14), we can conclude that
N2
4
(
ACUEN − EACUEN
)
=⇒
∞∑
j=1
1
j
(|Yj |2 − 1), (A.7)
where Yi’s are i.i.d. NC(0, 1). Combining (A.2) with (A.7) we can complete the proof. 
References
[1] Ajanki, O. H., Erdo˝s, L., Kru¨ger, T. (2017). Universality for general Wigner-type matrices. Probability Theory and
Related Fields, 169(3-4), 667-727.
[2] Anderson, T. W., Darling, D. A. Asymptotic theory of certain “goodness of fit” criteria based on stochastic processes.
The annals of mathematical statistics, 23(2), 193-212 (1952).
[3] Arguin, L.-P., Belius, D. , Bourgade, P. Maximum of the Characteristic Polynomial of Random Unitary Matrices. Comm.
Math. Phys., 349:703-751, 2017.
[4] Bai, Z.D. , Yao, J.F.: On the convergence of the spectral empirical process of Wigner matrices. Bernoulli 11(6), 1059-1092
(2005).
[5] Benaych-Georges, F., Knowles, A.: Lectures on the local semicircle law for Wigner matrices. Advanced Topics in Random
Matrices. Panoramas et Synthses 53 (2016).
[6] Bourgade, P., Mody, K. Gaussian fluctuations of the determinant of Wigner Matrices. arXiv:1811.06815 (2018).
[7] Chhaibi, R., Madaule, T., Najnudel, J.: On the maximum of the CβE field. Duke Math. J. 167, no. 12 (2018), 2243-2345.
[8] Claeys, T., Fahs, B., Lambert, G., Webb, C. How much can the eigenvalues of a random Hermitian matrix fluctuate?.
arXiv:1906.01561, (2019).
30
[9] Cook, N., Zeitouni, O. Maximum of the characteristic polynomial for a random permutation matrix. arXiv:1806.07549
(2018).
[10] E.B. Davies. The functional calculus. J. London Math Soc. (2) 52 (1), 166–176 (1995).
[11] Diaconis, P., Evans, S.: Linear functionals of eigenvalues of random matrices. Transactions of the American Mathematical
Society, 353(7), 2615-2633 (2001).
[12] Dumitriu, I., Edelman, A. Global spectrum fluctuations for the β-Hermite and β-Laguerre ensembles via matrix models.
Journal of Mathematical Physics, 47(6), 063302 (2006).
[13] Erdo˝s, L., Knowles, A., and Yau, H.-T.:Averaging fluctuations in resolvents of random band matrices. Annales Henri
Poincare´. Vol. 14. No. 8. Springer Basel, 2013.
[14] Erdo˝s, L., Knowles, A., Yau, H. T., Yin, J. Spectral statistics of Erdo˝s-Re´nyi graphs I: local semicircle law. The Annals
of Probability, 41(3B), 2279-2375 (2013).
[15] Erdo˝s, L., Knowles, A., Yau, H. T., Yin, J. The local semicircle law for a general class of random matrices. Electron. J.
Probab 18, 1-58 (2013).
[16] Erdo˝s, L., Yau, H. T., Yin, J. Rigidity of eigenvalues of generalized Wigner matrices. Advances in Mathematics, 229(3),
1435-1515. (2012).
[17] Forrester P. J. Log-gases and random matrices (LMS-34). Princeton University Press; 2010 Jul 1.
[18] Fyodorov, Y. V., Hiary G. A., Keating, J. P. Freezing transition, characteristic polynomials of random matrices, and
the Riemann zeta function. Phys. Rev. Lett., 108:170601, Apr 2012.
[19] Fyodorov, Y. V., Keating, J. P. Freezing transitions and extreme values: random matrix theory, and disordered land-
scapes. Philos. Trans. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci., 372(2007):20120503, 32, 2014.
[20] Fyodorov, Y. V., Khoruzhenko, B. A., and Simm, N. J. Fractional Brownian motion with Hurst index H = 0 and the
Gaussian unitary ensemble. The Annals of Probability, 44(4), 2980-3031 (2016).
[21] Fyodorov, Y. V., Simm, N. J.: On the distribution of the maximum value of the characteristic polynomial of GUE
random matrices. Nonlinearity 29 (Sept. 2016), p. 2837.
[22] F. Go¨tze and A. Tikhomirov.: On the Rate of Convergence to the Semi-circular Law. Progress in Probability, 139. (2013)
[23] Gustavsson, J.: Gaussian fluctuations of eigenvalues in the GUE. Ann I H Poincare-PR. 41(2),151-178 (2005).
[24] He, Y., Knowles, A.: Mesoscopic eigenvalue statistics of Wigner matrices. Annals of Applied Probability, 2017.
[25] He, Y., Knowles, A., Rosenthal, R.: Isotropic self-consistent equations for mean-field random matrices. Probability
Theory and Related Fields, 171 (2018), 203-249.
[26] Johansson, K.: On fluctuations of eigenvalues of random Hermitian matrices. Duke mathematical journal, 91(1), 151-204
(1998).
[27] Knowles, A., Yin, J.: The Isotropic Semicircle Law and Deformation of Wigner Matrices. Communications on Pure and
Applied Mathematics, 2013 (66), 1663-1749.
[28] Lambert, G. The law of large numbers for the maximum of the characteristic polynomial of the Ginibre ensemble.
arXiv:1902.01983 (2019).
[29] Lambert, G., Ostrovsky, D., Simm, N. Subcritical Multiplicative Chaos for Regularized Counting Statistics from Random
Matrix Theory. Commun. Math. Phys. 360, 154 (2018)
[30] Lambert, G., Paquette, E. The law of large numbers for the maximum of almost Gaussian log-correlated fields coming
from random matrices. Probability Theory and Related Fields, 173(1-2), 157-209 (2019).
[31] Landon, B., Sosoe, P. Applications of mesoscopic CLTS in random matrix theory. arXiv:1811.05915 (2018).
[32] Mason, J. C., Handscomb, D. C. Chebyshev polynomials. CRC press; 2002 Sep 17.
[33] Meckes, E. S., Meckes, M. W. Concentration and convergence rates for spectral measures of random matrices. Probability
Theory and Related Fields, 156(1-2), 145-164, (2013).
[34] Meckes, E. S., Meckes, M. W. Rates of convergence for empirical spectral measures: A soft approach. Convexity and
Concentration, 157-181 (2017).
[35] O’Rourke, S. Gaussian fluctuations of eigenvalues in Wigner random matrices. Journal of Statistical Physics, 138(6),
1045-1066 (2010).
[36] Pan, G. M., Gao J. T.: Asymptotic theory for sample covariance matrix under cross-sectional dependence. Preprint
(2012).
[37] Paquette, E., Zeitouni, O. The maximum of the CUE field. International Mathematics Research Notices, 2018(16),
5028-5119 (2017).
[38] Rains, E. M. High powers of random elements of compact Lie groups. Probability theory and related fields, 107(2),
219-241 (1997).
[39] Stephens, M. A.: Asymptotic results for goodness-of-fit statistics with unknown parameters. The Annals of Statistics,
1976: 357-369.
[40] Wang, L, L. , and Debashis, P. Limiting spectral distribution of renormalized separable sample covariance matrices when
p/n→ 0. Journal of Multivariate Analysis 126 : 25-52 (2014).
[41] Wigner, E. P. On the distribution of the roots of certain symmetric matrices. Ann. Math, 67(2), 325-327, (1958).
