We have recently proved that there is a bound for the sequence equivalence problem of polynomially bounded D0L systems depending only on the cardinality of the underlying alphabet. In this paper we deduce a similar bound for the language equivalence problem of polynomially bounded D0L systems. More generally, we prove that if a given class of D0L systems (satisfying certain natural conditions) has a uniform bound for sequence equivalence then it also has a uniform bound for language equivalence.
Introduction
The D0L equivalence problems are the first deep problems in the study of free monoid morphisms and their iterations. The D0L sequence equivalence problem was solved by Culik II and Fris [1] . New solutions have been given later in [2, 3, 5, 12, 13] . The D0L language equivalence problem is reducible to the D0L sequence equivalence problem as shown by Nielsen [9] (see also [10, 15] ).
We have recently proved that there is a bound for the sequence equivalence problem of polynomially bounded D0L systems depending only on the size of the alphabet (see [7] ). Here, by a bound we understand an integer which indicates how many initial words in the sequences have to be considered to decide the equivalence of the systems.
In this paper we show that the language equivalence problem for polynomially bounded D0L systems has a similar bound. More precisely, if L 1 ⊆ X * and L 2 ⊆ X * are languages generated by polynomially bounded D0L systems G 1 and G 2 , respectively, then there is an integer n depending only on the cardinality of X such that L 1 = L 2 if and only if the first n words in the sequence of G 1 belong to L 2 and the first n words in the sequence of G 2 belong to L 1 .
More generally, we show that if any class of D0L systems (satisfying certain natural conditions explained below) has a uniform bound for the sequence equivalence problem then it also has a uniform bound for the language equivalence problem. As is well known, it is conjectured that the class of all D0L systems over an alphabet of a fixed number of letters has a uniform bound for sequence equivalence. Hence, the conjecture implies that there is a bound for the D0L language equivalence problem which depends only on the size of the alphabet.
Our results lead to algorithms which have essentially lower complexity than the previous algorithms.
We assume that the reader is familiar with the basics concerning D0L systems and elementary morphisms (see [3, 10, 11 ] ). For earlier bounds concerning the D0L sequence equivalence problem see also [4, 6, 13] .
Definitions and earlier results
We use standard language-theoretic notation and terminology. In particular, the cardinality of a finite set X is denoted by card(X ) and the length of a word w is denoted by |w|. By definition, the length of the empty word ε equals zero. If w ∈ X * and x ∈ X , then |w| x is the number of occurrences of the letter x in the word w.
Suppose X = {x 1 , . . . , x m } is an alphabet with m 1 letters. The Parikh vector (w) of a word w ∈ X * is defined by
If u and v are words over the same alphabet, then the notation u P v is used to mean that the Parikh vector of u is less than or equal to the Parikh vector of v. In other words, for each letter x we have |u| x |v| x . If u P v and v P u, then we write u = P v. If u P v, but not u = P v, then we write u < P v.
A morphism h :
where X is a finite alphabet, h : X * −→ X * is a morphism and w ∈ X * is a word. The sequence S(G) generated by G consists of the words
The language L(G) of G is defined by
is called polynomially bounded if there exists a polynomial P(n) such that |h n (w)| P(n) for all n 0.
Let G = (X , h, w) be a D0L system and let p > 0 and q 0 be integers. Then G(p, q) is the D0L system defined by
In the sequel we assume that all alphabets are subsets of a fixed countably infinite alphabet. Hence we may talk about subsets of the set of D0L systems. Of special interest are sets of D0L systems having uniform bounds for the sequence equivalence problem. More precisely, let U be a set of D0L systems and let n be a positive integer. Then U is an n-uniform family if, whenever G 1 = (X , h 1 , w 1 ) and G 2 = (X , h 2 , w 2 ) are in U, then we have for any integers a 1 and b 0, Hence, inside an n-uniform family the equivalence of two given D0L sequences can be decided by checking whether the ith words in the two sequences coincide for i = 0, 1, . . . , n − 1.
Let n be a positive integer and let A n be the family of D0L systems G = (X , h, w) such that card(X ) = n. Further, let P n be the family of D0L systems G = (X , h, w) such that card(X ) = n and G is polynomially bounded. The famous 2n-conjecture (see [14] ) can now be stated as follows.
Conjecture 1.
If n 1 is an integer, then the family A n is 2n-uniform.
It is known that A 2 is 4-uniform (see [8] ). Otherwise, Conjecture 1 remains open. The following result is proved in [7] .
More precisely, it is shown in [7] that we can take
D0L Parikh sequences
Let G be a D0L system such that L(G) is infinite. Denote S(G) = (w i ) i 0 . The following properties concerning Parikh vectors are easy to see: (P1) There are no words w i and w j , i < j, such that w j P w i .
(P2) Whenever, for some i and j with i < j, w i < P w j , then also w i+n < P w j+n for all n 0.
Indeed, if we have i < j and w j P w i , then for every k i there exists an (k), i (k) < j, such that w k P w (k) . Hence L(G) is finite.
If L ⊆ X * is an arbitrary infinite language, then there exist two words u, v ∈ L such that
Lemma 4 below gives this result for D0L languages in an effective way. To prove Lemma 4 we use elementary morphisms (see [3, 10] ). By definition, a morphism h : X * −→ Y * is elementary if there does not exist an alphabet Z smaller than X and two morphisms h 1 :
Let h : X * −→ X * be a morphism. The set of cyclic letters is defined by For the proof of Lemma 3 see [7] . Lemma 4. If X is an alphabet with at most m letters and h : X * −→ X * is a morphism, then there is a nonnegative integer k C(m) such that
Proof. If there is a positive integer i such that h i (x) = ε for all x ∈ X , then the existence of k is clear. Suppose h i is nontrivial for all i 1 and let f , p and k be as in Lemma 3. Let w ∈ X * be an arbitrary word. Because CYCLIC(fp) = Y , we have
or, equivalently,
This proves the first claim.
Suppose next that f(w) < P fpf(w). Because p and fp are nonerasing, we get
for all n 0. Hence the set {h n (w) | n 0} is infinite. Suppose finally that {h n (w) | n 0} is finite. By the previous observation, we have
and, hence,
This proves the second claim.
The D0L language equivalence problem
Consider two D0L systems G i = (X , h i , w i ), i = 1, 2, such that L(G 1 ) and L(G 2 ) are infinite. Denote S(G 1 ) = (u i ) i 0 and S(G 2 ) = (v i ) i 0 . In this section we recall the algorithm for deciding whether or not L(G 1 ) = L(G 2 ). Our algorithm differs slightly from the one given in [10] .
As in [10] , the algorithm operates with the parameters t, p i and q i , i = 1, 2. Intuitively, t gives the length of the initial part excluded from both sequences, p i is the currently scanned period of G i based on the comparison of Parikh vectors, and q i indicates the first position where such a comparison is possible. The algorithm consists of the following seven steps: 1. Set t = 0. 2. Find the smallest integer q 1 > t for which there exists an integer p such that u q 1 −p < P u q 1 and 1 p q 1 − t.
Let p 1 be the smallest integer p satisfying (1). Determine integers q 2 and p 2 in the same way for the system G 2 . 3. If {u i | t i < q 1 } / = {v i | t i < q 2 }, then stop with the conclusion L(G 1 ) / = L(G 2 ). Otherwise, continue to step 4.
If {u
, then set t = q 1 (= q 2 ) and return to step 2. Otherwise, continue to step 5. 5. Let be the permutation defined on {0, 1, . . . , p 1 − 1} such that
If, for all j = 0, 1, . . . , p 1 − 1, the first card(X ) + 1 words in the sequences S(G 1 (p 1 , q 1 + j)) and S(G 2 (p 1 , q 1 + (j))) coincide pairwise, then continue to step 6. Otherwise, set t = p 1 + q 1 (= p 2 + q 2 ) and return to step 2. 6. If, for all j = 0, 1, . . . , p 1 − 1,
then stop with the conclusion L(G 1 ) = L(G 2 ). Otherwise, continue to step 7. 7. Stop with the conclusion L(G 1 ) / = L(G 2 ). We shall now establish the correctness and termination of the above algorithm. We start with some preliminary remarks.
By Lemma 4, step 2 can always be accomplished. Whenever step 4 is entered, we know that q 1 = q 2 . Similarly, whenever step 5 is entered then both q 1 = q 2 and p 1 = p 2 . Whenever we enter step 3, we know that
These facts are not difficult to see and are explained more fully in [10] . It is also easy to see that if we stop in step 6 then indeed L(G 1 ) = L(G 2 ). To prove the correctness of the algorithm it remains to show that if we stop in step 3 or in step 7 then L(G 1 ) / = L(G 2 ). For our purposes it is also necessary to find explicitly a term of S(G 1 ) which does not belong to S(G 2 ) or to find a term of S(G 2 ) which does not belong to S(G 1 ).
Claim 1. Assume that the algorithm stops in step 3 because
Then there is an integer j, t j < max{q 1 , q 2 } such that
Proof. The situation being symmetric, we assume without loss of generality the existence of an integer m, t m < q 1 , such that
If u m ∈ L(G 2 ) then we are through. Assume that u m ∈ L(G 2 ) and let n be an integer such that
Clearly, n < t or n q 2 . By (2) we have n t and, therefore, n q 2 . Because of property (P2) concerning Parikh vectors, there is an integer r such that v r < P v n and t r < q 2 .
Indeed, (P2) and the choice of p 2 and q 2 imply that v q 2 −p 2 +i < P v q 2 +i for all i 0. To conclude it suffices to show that v r ∈ L(G 1 ). Assume on the contrary that v r ∈ L(G 1 ). Then there is an integer s t such that v r = u s .
Because u s < P u m we have s < m by (P1). Hence we have found integers s and m such that t s < m < q 1 and u s < P u m , contradicting the choice of q 1 . This shows that indeed v r ∈ L(G 1 ).
Claim 2.
Assume that G 1 and G 2 belong to some n-uniform family of D0L systems and assume that the algorithm stops in step 7. Then there is an integer s, q 1 s < np 1 + q 1 such that
Proof. When step 6 or 7 is entered, for all j = 0, 1, . . . , p 1 − 1, the first card(X ) + 1 words in the sequences S(G 1 (p 1 , q 1 + j) ) and S(G 2 (p 1 , q 1 + (j))) coincide pairwise. Hence S (G 1 (p 1 , q 1 + j) ) and S(G 2 (p 1 , q 1 + (j))) are Parikh equivalent for all j = 0, 1, . . . , p 1 − 1. Because step 7 is entered there is a value of j such that S(G 1 (p 1 , q 1 + j)) and S(G 2 (p 1 , q 1 + (j))) are not equivalent. Fix such a value of j. Because G 1 and G 2 belong to some n-uniform family, there is an integer m, 0 m < n, such that
Because u mp 1 +q 1 +j = P v mp 1 +q 1 + ( j) , property (P1) of Parikh vectors stated in Section 3 implies that
Hence we can take s = mp 1 + q 1 + j.
In this paper we will use the algorithm explained above only for D0L systems belonging to some n-uniform family. For such D0L systems we have now shown the correctness of the algorithm. Further, we have seen how to find an element in the symmetric difference of L(G 1 ) and L(G 2 ) if L(G 1 ) / = L(G 2 ). For arbitrary D0L systems the correctness of the algorithm is seen similarly.
The termination of the algorithm follows by the next claim. In what follows, k is a nonnegative integer such that h k+1 i (w) P h 2k+2 i (w) for all w ∈ X * , i = 1, 2. The existence of such a k follows by Lemma 4. First, if step 2 is entered from step 4 and the pair (p 1 , p 2 ) is not changed, then the algorithm stops during the next visit to step 3.
Assume now that the algorithm visits step 2 at least (4k + 1)(card(X ) + 2) times. Because the pair (p 1 , p 2 ) can be changed at most 4k times, the same pair (p 1 , p 2 ) is defined at least at card(X ) + 2 visits to step 2. Consider these visits to step 2. If we ignore the first and the last visits, step 2 is always entered from step 5. During these visits we see that
for all ÿ, 0 ÿ < 2card(X ). (Here q 1 refers to the value of this parameter during the first among the considered visits to step 2.) Let be the permutation defined on {0, 1, . . . , p 1 − 1} such that u q 1 +j = v q 1 + ( j) for 0 j < p 1 . Because the distance between two terms with comparable Parikh vectors in the sequence (u i ) (resp. (v i )), q 1 i q 1 + 2card(X )p 1 , is at least p 1 , we have u q 1 +ÿp 1 +j = v q 1 +ÿp 1 + ( j) for 0 j < p 1 , 0 ÿ card(X ). Hence for all j, 0 j < p 1 , the first card(X ) + 1 words in the sequences S(G 1 (p 1 , q 1 + j)) and S(G 2 (p 1 , q 1 + (j))) coincide pairwise. Therefore the algorithm enters step 6 and never returns to step 2. This contradiction proves the claim. Now we are ready for the main result.
Theorem 5. For every positive integer n there is an integer L(n) having the following property. If G i = (X , h i , w i ), i = 1, 2, are D0L systems belonging to some n-uniform family and card(X ) n, then
if and only if
Proof. Let n be a positive integer and let G i = (X , h i , w i ), i = 1, 2, be D0L systems such that card(X ) n. Assume that G 1 and G 2 belong to some n-uniform family and denote S(G 1 ) = (u i ) i 0 and S(G 2 ) = (v i ) i 0 . As before, define
By Lemma 4 there are nonnegative integers k i C(n), i = 1, 2, such that
for all w ∈ X * , i = 1, 2. Further, if L(G 1 ) (resp. L(G 2 )) is finite, then L(G 1 ) ⊆ {u i | 0 i < 2k 1 + 2} (resp. L(G 2 ) ⊆ {v i | 0 i < 2k 2 + 2}). If k 1 / = 0 or k 2 / = 0 define k = k 1 k 2 + k 1 + k 2 . If k 1 = k 2 = 0 take k = 1. Then k (C(n) + 1) 2 and
Next, define S(n) = (4(C(n) + 1) 2 + 1)(n + 2) and L(n) = n + 3S(n) + 2(n + 2S(n))(C(n) + 1) 2 .
We assume that L(G 1 ) / = L(G 2 ) and show the existence of an integer i L(n) − 1 such that u i or v i belongs to the symmetric difference of L(G 1 ) and L(G 2 ). Because L(n) > 2k + 2, such an integer i exists if L(G 1 ) or L(G 2 ) is finite. Suppose L(G 1 ) and L(G 2 ) are infinite and consider the algorithm described at the beginning of Section 4.
Suppose the algorithm visits step 2 exactly ÿ times. By Claim 3 we have ÿ < (4k + 1)(card(X ) + 2) S(n).
Next, for = 1, . . . , ÿ, denote the values of t, p i , q i , i = 1, 2, during the th visit to step 3 by t ( ) , p ( ) i and q ( ) i , i = 1, 2, respectively. By the description of the algorithm we have
Further, t (1) 
Because L(G 1 ) / = L(G 2 ) and the algorithm visits step 2 exactly ÿ times, it terminates in step 3 or in step 7 following the ÿth visit to step 2. By Claim 1, if the algorithm stops in step 3, then there is an integer i such that i < max{q and u i belongs to the symmetric difference of L(G 1 ) and L(G 2 ). Hence, in both cases, i < n(2k + 1) + (4k + 3)ÿ < n + 3S(n) + 2(n + 2S(n))(C(n) + 1) 2 = L(n), which proves the theorem. Theorems 2 and 5 imply the following result. Theorem 6. For every positive integer n there is an integer D(n) such that if G i = (X , h i , w i ), i = 1, 2, are polynomially bounded D0L systems and card(X ) n, then
if and only if h i 1 (w 1 ) ∈ L(G 2 ) for all i = 0, 1, . . . , D(n) − 1 and h i 2 (w 2 ) ∈ L(G 1 ) for all i = 0, 1, . . . , D(n) − 1.
Intuitively, there is a bound for the language equivalence problem of polynomially bounded D0L systems which depends only on the cardinality of the alphabet. More generally, if Conjecture 1 holds, then there is a bound for the D0L language equivalence problem which depends only on the size of the alphabet. Further, to prove the existence of such a bound in the general case, it would suffice to show that there is a bound for the D0L sequence equivalence problem depending only on the cardinality of the alphabet.
