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Abstract
Polymer composites are becoming increasingly attractive to the aerospace indus-
try as a lighter alternative to metal. They allow better fuel efficiency, so reduce
environmental impact and operating costs. To create strong and fracture-resistant
composites, blends of branched epoxy resin thermosets and linear thermoplastics
are used. As the mechanical properties of these materials are largely determined
by their morphologies, it is important to understand the phase separation that
takes place within the blends.
Unfortunately, the usual techniques for studying phase separation, such as the
Flory-Huggins model, are not particularly applicable to branched polymers, so
predictions of the behaviour of such blends are limited. Even the lattice cluster
theory can only be used for polymers with simple, regular architectures, rather
than the randomly branched thermosets relevant to the aerospace industry.
In this work, a computational approach was developed to calculate the entropy
and free energy of branched polymers with arbitrary shapes and sizes. Although
these calculations are currently only valid for polymers in infinitely dilute solution,
they provide systematic corrections to the Flory-Huggins predictions.
Concentration fluctuations, which are the precursor for phase separation, have
also been studied directly using Monte Carlo simulations based on the bond fluc-
tuation model. Properties such as total interaction energies, radii of gyration, ra-
dial distribution functions and structure factors have been determined for blends
containing molecules with various amounts of branching, and various combina-
tions of interaction energies.
v
Finally, a model experimental system based on an industrially-relevant blend
has been designed and characterised. This allowed measurements of concentration
fluctuations to be carried out using small-angle neutron scattering, and for the
competing influences of temperature and cure extent on miscibility behaviour to
be studied separately. In the future, it is hoped that the results from these exper-
iments could be compared with structure factors produced using the simulation
method mentioned above.
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Chapter 1
Introduction
In recent years, there has been a driving trend to replace traditional aluminium-
based aircraft components with carbon-fibre reinforced polymer composites (CFRPs).
There are several advantages of doing this. Firstly and most importantly, poly-
mers offer a 20–40 % weight saving compared to metals. [1,2] This allows greater
fuel efficiency, which reduces operating costs and environmental impact. Reduc-
ing the aircraft weight has a domino effect on the amount of fuel required, so that
each kilogram of fuselage weight saved can result in a fourfold reduction in take-off
weight. [1,3]. It has been estimated that a 1 kg reduction aircraft in weight can save
over 2900 L of fuel per year. [2] The manufacture of polymer-based components is
becoming more cost effective, [4] and techniques such as injection moulding allow
greater design flexibility. [2]
Extensive research is being done into self-healing resins, which polymerise
healing agents into cracks to close them up, reducing maintenance requirements. [5]
Another advantage of CFRPs is the naturally corrosion resistant nature of poly-
mers, [2] which allows a greater humidity in the aircraft cabin, making for a more
pleasant passenger experience. Polymers also fatigue less than metals under re-
peated applied loads, [2] meaning that fewer cracks are formed and less structural
1
2weakness is introduced. Consequently, the cabins do not have to be kept as highly
pressurised as in traditional aircraft, again improving passenger comfort.
Aerospace composites consist of continuous straight fibres embedded in a host
matrix containing of a blend of different types of polymers. The aim is to com-
bine the characteristics of the different materials together to produce improved
mechanical properties. Rudimentary composite technology based on glass fibres
has been around since the 1940s, first in the military and later in commercial air-
craft. [1] Initially, composites were employed only in radomes and bullet-proofing of
fuel tanks, [1] but by the early 1970s, after the discovery of carbon fibre in 1964, [2]
their usage had progressed to flaps, tails, floor panels and wing fairings. [1] By
the 1990s, 15–20 % of the structural weight of commercial aircraft consisted of
composites. [1] In the last decade, the more advanced Boeing 787 Dreamliner and
Airbus A350 XWB have come into service. These famously contain 50 wt.% of
structural composite in their fuselages and wings, [6] equivalent to over 80 % by
volume. Engine areas and leading edges of wings are still composed of aluminium
alloy due to its ability to withstand high levels of heat and bird strikes. [7] A pic-
torial showing the material construction of a Boeing 787 Dreamliner is given in
Figure 1.1. [8]
Figure 1.1: A schematic showing the construction materials for each area of a
Boeing 787 Dreamliner aircraft. Reproduced from Tanasa et al. [8]
Although great progress has been made, the behaviour of aerospace compos-
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ites is still poorly understood, both in terms of predicting structural morphologies
from the thermodynamics and kinetics of the starting chemistries, and of predict-
ing mechanical properties from known morphologies. In fact, the Boeing 787 uses
essentially the same composite for all aircraft parts, with no optimisation for
specific purpose. [9] There is therefore a large scope for research towards a fuller
understanding of CFRPs, with the aim of developing composites with improved
mechanical and thermal properties that are easier to process, maintain and recy-
cle.
This thesis will be focused on developing our understanding of the impact of
thermodynamics on the morphology of aerospace composites. The introductory
chapter will be divided into five sections. The first will discuss the types of poly-
mers that are used in aerospace materials, and why controlled phase separation
is important to give optimal mechanical properties. The second will describe the
theory of phase separation in polymer blends, both in general and in the specific
case of aerospace composites. The third section will then look at some kinetic
behaviours of the type of composites used in aerospace that complicate our un-
derstanding of phase separation. The fourth section will discuss Monte Carlo
modelling, a computational simulation technique that will be used in the first
two results chapters. The fifth and final section of this chapter will be a brief
overview of the thesis, discussing the aims and some of the methodology.
1.1 Polymers
1.1.1 Types of polymers
Polymers are macromolecules which consist of repeating monomer units. They
are usually hydrocarbons and have molecular weights ranging from thousands to
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millions of atomic mass units. There are two main classes with distinct molec-
ular architectures: thermoplastics and thermosets, each of which contain many
different types of chemistries. [10,11]
1.1.1.1 Thermoplastics
The thermoplastic polymer class covers most everyday plastics, such as packaging,
clothing, toys, glass substitutes, signs, building materials, and components in
paints and lubricants. [11]
Thermoplastics are composed of linear polymer chains which are physically
entangled together, as shown in Figure 1.2a. Depending on temperature, there
is a movement of chains through these entanglements that allows the materials
to retain some flexibility in their structures. [12] This gives a desirable feature of
impact resistance, but also causes some structural weakness, characterised by a
moderate value of the elastic modulus. The elastic modulus measures the ability
of a material to resist non-permanent elastic deformation (i.e. to hold its shape)
when a stress is applied. [13] Therefore, if a thermoplastic is hit by an external
force, it will tend to change in shape but not fracture.
(a) Thermoplastic (b) Thermoset
Figure 1.2: Schematic of the arrangement of chains in thermoplastic and ther-
mosetting polymers.
Thermoplastics melt to a liquid when exposed to high enough temperatures. [11]
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This can be beneficial, as it allows them to be reshaped and recycled, but means
they cannot generally be used for high temperature applications.
Recently, high performance thermoplastics such as the PAEK (polyaryl ether
ketone) family have been developed. These are semi-crystalline polymers with
unusually high mechanical strengths and temperature stabilities. [14] They exhibit
melting points of between 340 ◦C and 390 ◦C, [15] and can withstand constant op-
erating temperatures of up to 250 ◦C and short term exposure to 350 ◦C. [14] This
allows them to be used for non-structural applications within the aerospace in-
dustry such as ducts, pipes and clamps, but the technology has not yet progressed
to the stage where they are strong enough to be used for construction of the main
fuselage. [16]
1.1.1.2 Thermosets
Thermosetting polymers tend to be used for more specialised purposes than ther-
moplastics. Bakelite is well known as the first thermoset polymer to be invented
in the early 1900s. [17] Due to its heat resistance, it was widely used in electrical
equipment, for handles of cookware, and in weapons manufacture during World
War II. Thermosets are still used as electrical components, and now also see
purposes in adhesives, construction equipment, furniture, sports products, the
energy sector, and of course, in automotive and aerospace materials. [18]
In terms of molecular structure, thermosetting polymers are similar to thermo-
plastics, with the addition of irreversible covalently-bonded chemical cross-links
between the chains, as shown in Figure 1.2b. These cross-links are branching
points that fix the structure of thermosets into 3D networks. A high degree
of cross-linking makes a thermoset extremely structurally strong, which can be
characterised by a high elastic modulus. [18]
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The covalent bonds in the cross-links between the chains are as strong as
those within the chains. This prevents the polymer network from breaking into
its constituent strands, making thermosets insoluble in any choice of solvent. It
also means they cannot be melted, as their melting temperatures are raised higher
than their degradation temperatures. [11,18] Structurally, this is very beneficial, as
it allows the materials to retain their strength at increased temperatures, but it
also makes them extremely difficult to recycle.
When thermosets are exposed to very high temperatures of several hundred
degrees Celsius, there is enough thermal energy to overcome the bond dissociation
energies, both of the cross-linking and intra-chain covalent bonds. The chemi-
cal bonds tying the polymer networks together are broken, and the thermosets
decompose into elemental or small molecular constituents. If temperatures are
only high enough to permit partial degradation, thermoset materials can appear
intact but lose a large proportion of their strength. [19]
In a thermosetting polymer, the rigidity of the 3D network is highly desirable
for structural strength, but also causes brittleness. In fact, one of the major
challenges in aerospace engineering is the difficulty of increasing the fracture
toughness (i.e. decreasing the brittleness) of the materials without compromising
their moduli (strength). [18] Methods to mitigate this problem will be discussed in
detail in the Section 1.1.3.1.
Thermosetting polymers are generally produced from monomers or oligomers
(small chains) of linear polymer. These are heated to induce polymerisation
chemical reactions, which form the cross-links between the chains that give the
characteristic network structure. [18]
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1.1.2 States of polymers
Even an unblended material containing only one type of polymer molecule can
be found in several different states, depending on chemical composition and tem-
perature.
1.1.2.1 Semi-crystalline polymers
Most thermoplastics, particularly those with regular repeating chemistries in their
backbones, are susceptible to chain alignment, which gives a spatially ordered
crystalline structure. Due to the long length of entangled polymer chains, it is
difficult for them to align along the full backbone, even when folded. Instead,
thermoplastic polymers tend to be semi-crystalline in nature, with a degree of
crystallinity typically ranging from 10-80 %. [20,21] Small crystallites of ordered
lamellae are separated by disordered, amorphous (non-crystalline) regions, as
shown in Figure 1.3. [22]
Figure 1.3: A schematic showing the orientation of polymer chains in a semi-
crystalline polymer. Small crystallites of ordered lamellae are interspersed with
disordered amorphous regions.
Crystalline behaviour can only occur below the melt temperature, where there
is a favourable free energy for crystallisation. Here, the additional entropy aris-
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ing from disordered chains becomes less important than the reduced interaction
energy from optimally organising the polymers. Melt temperatures vary consid-
erably, but are usually above room temperature. [20]
Crystallites tend to enhance the rigidity and strength of thermoplastics, at
the cost of increased brittleness. [23] They also affect the chemical resistance of
the polymers. Solubility is reduced as it is hard for solvent to penetrate through
crystalline regions, and the binding force in the crystal provides an energy barrier
for dissolution. [24]
Semi-crystalline polymers are opaque, due to the scattering of light from many
boundaries between various crystallites and non-crystalline regions in the mate-
rial. [25]
1.1.2.2 Polymer melts
A polymer melt occurs when a semi-crystalline polymer is raised above its melt
temperature. The crystalline order is broken, and the polymer becomes liquid. A
common analogy to aid visualisation is to imagine the polymer chains as strands
of spaghetti; the individual chains are structurally distinct from one another, but
are entangled together. [25] In a melt, polymer chains generally move smoothly
past each other except at these entanglement points. Various theoretical models
have described entanglements as temporary cross-links, [26,27] as tubes surrounding
the polymer chains to confine motion, [28,29] or by introducing an effective friction
at entanglement points. [30]
In thermosetting polymers, the strong cross-links binding the network together
prevent the polymer chains from flowing past each other, so thermosets cannot
be found in the melt state.
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1.1.2.3 Glasses
Polymer glasses are amorphous (non-crystalline) polymeric solids. Similarly to
liquids, they exhibit no long-range order, but do possess short-range atomic-scale
order due to the chemical bonds holding the polymer segments together. [20]
On cooling a polymer from a melt state, the amount of heat energy in the
system decreases, and restricts the kinetic energy available to the molecules. This
reduces the mobility, so that the molecular positions are fixed and the polymer
transitions from a melt to a glass. [22] This glass transition will be discussed in
more detail in Section 1.3.2, but it is important to note that it is not a true phase
transition, so glasses do not exhibit a melting point.
Polymer glasses are either transparent or translucent. [25] They are very strong,
although less so than equivalent crystalline polymers. [20,23] They are also brittle,
as their irregular structures mean there are no planes of atoms that can slip past
each other to reduce stress. [31] Glasses tend to possess relatively low temperature
resistances, and soften as the temperature increases.
Almost any substance can be forced into an glassy form, if it is cooled rapidly
enough from a liquid that the constituent molecules are not able to reach their
equilibrium crystalline form before mobility is arrested due to lack of kinetic en-
ergy. [20] However, some materials are inherently unable to form a crystalline state
and therefore exhibit an intrinsically glassy solid form. Thermosetting polymers
are prime candidates for this behaviour, as the random network arrangement of
the covalent cross-links prevents the substance from aligning into a crystal. [32]
As mentioned in Section 1.1.1.2, a thermosetting polymer is formed by cross-
linking short-chain oligomers. This initially takes place in the melt state, where
the linear structure of the oligomers allows flow. When cross-links begin to form
into a loose network, this flow is restricted, and the material becomes rubbery
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in behaviour (see Section 1.1.2.4). As more cross-links form and the network be-
comes more tightly bound and rigid, the material becomes glassy. The thermoset
is then unable to ever return to its melt state due to the strength of the covalently
bonded cross-links binding its structure into place.
1.1.2.4 Elastomers / rubbers
Elastomers, also known as rubbers, are technically a subset of both the thermo-
plastic and thermosetting polymer classes. They are simply amorphous polymers
maintained above their glass transition temperature. [20]
However, due to their vastly different mechanical properties to other poly-
mer states, elastomers are often regarded as being a class of their own. The
term elastomer is a contraction of the words ‘elastic’ and ‘polymer’, which gives
a good indication of their behaviour. Due to weak intermolecular bonds, elas-
tomers exhibit low elastic moduli, meaning they lack stiffness and can easily be
deformed. [20,33] However, they spring back to their original shapes once the exter-
nal stress is removed. [34] Their extremely high flexibilities naturally lead to high
fracture resistances.
Traditional elastomers are formed from thermosets. [20] If a polymer melt can
be visualised as spaghetti, elastomers can be similarly described as strands of
spaghetti where some sections have clumped and stuck together. The spaghetti
strands are the polymer chains, and these clumps are the cross-links that prevent
the chains from long-distance flow. The sections of ‘spaghetti’ chain between the
‘clump’ cross-links maintain some level of mobility, which allows the material to
deform by stretching out the polymer chains when an external stress is applied.
On removal of this stress, the presence of cross-links and requirement to maximise
entropy causes the elastomer to spring back to its original equilibrium shape. [20,34]
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A thermoset that is elastomeric at room temperature will tend to have fewer
cross-links than one in its glassy form, as longer stretches of chain between the
cross-links enable the small-scale mobility that is necessary for a rubber. How-
ever, nearly all thermosetting polymer glasses exhibit elastomeric behaviour when
raised above their glass transition temperatures. [20]
Thermoplastic elastomers (TPEs) also exist. These are similar to thermoset
elastomers, but instead of the cross-links being chemically bonded, they are in-
stead formed from physical, non-covalent interactions such as ionic or hydrogen
bonds. [35,36] As these weaker bonds can be broken by thermal energy, TPEs can
be repeatedly heated into a liquid state (i.e. a polymer melt) and cooled back to
a rubber. They are also soluble in certain solvents. These characteristics allow
them to be reused and recycled. [37] TPEs offer a wide range of properties that
can be tuned to suit their purpose.
1.1.3 Aerospace composites
Aerospace composite materials are subject to, and must withstand, extreme op-
erating conditions. There is commonly a pressure difference of approximately
60 kPa between the inside and outside of the aircraft cabin, [38] which the struc-
tural material must be strong enough to withstand without deformation. A
combination of high speeds and air turbulence, as well as the impact of bird
strikes, means that sudden forces are frequently applied, so the composite must
be fracture-resistant. The aircraft material is also exposed to a large range of
temperatures. Ground temperatures of up to 50 ◦C are common, and cabins are
kept around 20 ◦C. Commercial aircraft fly at an altitude of approximately 11 km,
where ambient air temperature drops to −55 ◦C, [39] but friction causes the leading
edges to equilibrate at −25 ◦C. Engine areas of the aircraft experience extremely
high temperatures of hundreds of degrees, and have to be made out of metal, as
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current composites are unable to maintain their structural integrity and provide
adequate fire resistance in these conditions. [7]
Aerospace composites are made from carbon fibre reinforced polymer, or
CFRP. Much of the strength and rigidity of these composites comes from the
reinforcing carbon fibres, but these are surrounded and bound together by a
polymer resin matrix, which must also exhibit excellent mechanical properties. [2]
This thesis will focus solely on the matrix component of the CFRP composite,
although it must be noted that combining the polymer resin with the carbon
fibres also leads to unique challenges, such as ensuring adequate adhesion at the
interface, and managing the effect of disrupting the matrix structure with fibres
on the mechanical properties [2]
The bulk, typically 70 wt.%, of the polymer matrix is composed of a ther-
mosetting polymer resin network. This provides the structural strength and stiff-
ness necessary to hold the composite in shape, even when exposed to the extreme
environments detailed above. The thermoset must be maintained well below its
glass transition temperature so that it can benefit from the strength of the glassy
state without becoming rubbery. [18]
Unfortunately, as mentioned in Section 1.1.2.3, thermosetting polymer net-
works in the glassy state suffer from brittleness, so provide little protection against
cracks caused by vibrations from engines, air turbulence or bird strikes. This low
fracture resistance is characterised by low values of KIC , the critical strength
intensity factor, which is the lowest stress that will propagate a crack, and GIC ,
the critical elastic energy release rate, which describes the energy per unit area
of crack surface at fracture initiation. [40]
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1.1.3.1 Toughening of thermoset matrices
Various attempts at improving the fracture toughness of thermosets have been
made. The most straightforward is to simply cure the polymer at a higher temper-
ature, once the material has undergone thermal expansion. This loosens the net-
work, giving greater flexibility and reducing brittleness, but has limited scope. [41]
Another traditional method of toughening is to add regions of rubbery elas-
tomer into the thermoset network. This prevents crack propagation by deforming
the matrix in the vicinity of the crack tip via a method known as localised cav-
itation, and therefore allowing the impact energy to dissipate. [41] This works ef-
fectively in many cases, but has the disadvantage that the elasticity of the rubber
greatly reduces the modulus of the material, so that it is structurally weakened.
Also, if the thermoset matrix is highly cross-linked, its ability to deform reduces
significantly and the main mechanism of crack prevention is lost. [41,42] These
shortcomings make rubber-toughening unsuitable for use in aerospace compos-
ites.
Instead the aerospace industry has turned to using high-performance duc-
tile thermoplastics as toughening additives [41,42], usually in quantities of about
30 wt.%. Thermoplastic modifiers do not rely on distorting the thermoset net-
work to aid fracture resistance, but instead dissipate energy via other mecha-
nisms which are less prevalent in rubber modifiers. [41] The effect varies with the
structural morphology of the material. Some thermoplastic chains are usually
dispersed homogeneously through the thermoset matrix, which loosens the net-
work and changes its intrinsic properties. [41] However, as this mechanism doesn’t
affect the fracture mechanism, it has limited effect: Bucknall and Partridge found
that for a system with homogeneous morphology, KIC was barely increased.
[43]
More significant improvements are apparent in inhomogeneous blends of ther-
mosets and thermoplastics. [41,42] Bucknall and Gilbert found that introducing a
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thermoplastic modifier to a thermoset, so that an inhomogeneous morphology
was formed, caused an increase in both KIC and GIC , with minimal reduction
in elastic modulus. [42] An addition of 16.6 vol.% thermoplastic modifier increased
GIC by a factor of 8 compared to the unmodified resin. Incidentally, this is far
superior to the doubling of GIC observed when adding rubber modifiers.
[42]
The creation of such an inhomogeneous morphology takes place when phase
separation (see Section 1.2) occurs to give distinct regions with different molecular
compositions. In phase separated systems, regions rich in thermoplastic prevent
the propagation of cracks using methods such as crack tip blunting or bridging [41].
Crack tip blunting occurs when plastic deformation in a thermoplastic-rich region
widens a crack, reducing the stress intensity at the tip and making it harder for
the crack to propagate. Crack bridging takes place when a material is not fully
cleaved along a crack, leaving some ligaments connecting the two faces together;
this reduces the pressure pushing the two faces apart, lowering the driving force
for crack propagation.
The effectiveness of these toughening processes greatly depends on the sizes
and compositions of the different regions in the material, so the mechanical prop-
erties of a thermoset/thermoplastic blend are strongly affected by miscibility
and phase separation. [41,42] Therefore, in order to improve the performance of
aerospace composites, it is vitally important to understand the process of phase
separation within the material.
1.1.4 Chemistry of aerospace composites
Various types of thermosetting polymers have been considered for the network
component of the aerospace composite matrix. They have different chemistries,
each with benefits and drawbacks, but all are formed via a chemical cross-linking
reaction known as curing.
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1.1.4.1 Curing
Curing describes the polymerisation chemical reaction that joins monomers or
short chain oligomers together and cross-links them into a thermoset network.
In some cases, the thermoset monomers can react directly with each other, but
often a curative or hardener is used as a co-reactant to aid the process. Curatives
are usually multifunctional amine molecules, which contain two or more primary
amine groups (a nitrogen attached to two hydrogens). [44]
Depending on the chemistries involved, curing can sometimes be undertaken
at room temperature, but generally application of heat is required to drive the
reaction. This can either be at a constant raised temperature (an isothermal
cure), or under temperature ramping conditions. Most commonly, there is an
initial increasing temperature ramp, followed by an isothermal cure for several
hours at 150-180 ◦C and then a decreasing ramp to room temperature. [45,46]
The ramp before reaching peak temperature is beneficial for several reasons.
The most important is safety. The type of polymerisation reactions used in the
curing process are exothermic, meaning that they give out heat energy. If the
reaction proceeds too fast, a huge amount of heat energy can be released at once,
causing a fire or explosion. [47] By curing at initially low temperatures, the reaction
can proceed in a more controlled manner. The temperature can then be safely
raised to ensure full reaction once the majority of the available reactants have
been used up.
The second reason for using an initial temperature ramp, rather than jumping
straight to an isothermal high temperature cure, is to improve control over the
morphology of the material. In Section 1.1.3.1, we saw that the presence of phase
separated regions with different compositions greatly affects mechanical proper-
ties such as strength and toughness. The sizes of these regions are influenced by
cure temperature. When curing at a high temperature, cross-links connect the
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network very quickly, so there is little time for the component molecules to mi-
grate through the material into their separated regions before they become fixed
in place, and the resultant regions are very small. Conversely, curing at a low
temperature allows for a long migration time, so that the regions can become very
large. [41] For good mechanical properties, micrometre-scale regions are required,
and this is most easily achieved by using a temperature ramp.
A third reason for not immediately curing at high temperature is to avoid
causing residual stresses in the material due to a mismatch of expansion between
the epoxy resin matrix and carbon fibres. The epoxy resin component can shrink
by up to 6 vol.% during cross-linking, so it is beneficial to cure at lower temper-
ature. This reduces the thermal expansion of the carbon fibre, and slows the
cure rate to avoid shocking the system. For this reason, an isothermal dwell or
soak is sometimes carried out at 120-140 ◦C for approximately an hour during
the increasing temperature ramp. This first dwell can be also used to allow the
material to flow and let volatiles escape the matrix, but has now mainly been
replaced by a steady temperature ramp. [45,46,48]
After the main cure cycle is completed, thermoset resins are usually subject to
a high temperature isothermal postcure. This increases the cross-linking density
by ensuring as much of the thermoset reacts as possible, and therefore improves
material properties such as rigidy, strength and chemical resistance. [46]
1.1.4.2 Benzoxazine resins
Benzoxazine resins are a type of thermosetting polymer that are of much interest
with regards to their viability for aerospace materials.
Benzoxazine monomers are formed by chemical reactions between phenols,
formaldehyde and primary aromatic amines, a generic example of which is shown
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in Figure 1.4. The resultant monomer contains a characteristic oxazine group,
which is a doubly unsaturated six-membered heterocyclic ring composed of four
carbon atoms along with one nitrogen and one oxygen. [49]
Curing is then carried out by applying heat to the benzoxazine monomers
to cross-link them via a thermal ring-opening polymerisation. Figure 1.4 shows
this reaction and the general structure of the resulting benzoxazine resin, but the
chemistry can be altered by changing the side groups on the initial phenol and
amine molecules. [49]
Figure 1.4: The reaction scheme of a phenol, formaldehyde and primary aromatic
amine to give a benzoxazine monomer, and the following polymerisation reaction
to give benzoxazine resin.
Benzoxazines typically perform well in increased temperature conditions due
to high glass transition and decomposition temperatures. They are also extremely
strong and have other beneficial properties, including flame retardancy and chemi-
cal resistance. However, they require very high cure temperatures of over 200 ◦C,
making production of large quantities undesirable, and are extremely brittle.
This low fracture toughness means they are currently unsuitable for structural
purposes, but are ideal for use inside the aircraft cabin as overhead lockers and
window frames. [49]
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1.1.4.3 Bismaleimide resins
An alternative thermoset material is bismaleimide (BMI) resin. These materials
are formed by a condensation curing reaction between maleic anhydride and a
diamine curative (see Figure 1.5) at a maximum ramp temperature of 180 ◦C,
followed by a postcure at 230 ◦C. [45]
Figure 1.5: The reaction scheme for a bismaleimide resin. First maleic anhy-
dride is reacted with diamine curative to give bismaleimide monomer, then this
is reacted again with diamine curative to produce bismaleimide resin.
BMIs are high-end thermosets that offer extremely high strength, as well as
both temperature and chemical resistance. They offer operation temperatures
of up to 180 ◦C, which is beyond the capabilities of most aerospace resins. [50]
However, they are difficult to toughen and have a particularly long cure cycle of
approximately 6 h, compared to the industry standard of 2-3 h. [51] These features
mean that BMIs tend to only be used in military jet fighters and engine parts,
and not for structural components of regular commercial aircraft. [52]
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1.1.4.4 Epoxy resins
Epoxy resins are by far the most widely used type of thermoset in aerospace
materials, [50] and are therefore the one the work in this thesis will focus on. They
are strong, and have the benefit of being easier to toughen than other types of
thermoset.
Epoxy resins are made from epoxy monomers or oligomers. These molecules
have at least two epoxide functional end groups, which are three-membered hete-
rocyclic rings containing one oxygen atom attached to two adjacent carbon atoms
(see Figure 1.6a). A basic example of an epoxy monomer that will be used during
this thesis is bisphenol A diglycidyl ether (DGEBA), the chemical structure of
which is shown in Figure 1.6b. [11]
(a) Epoxide group (b) DGEBA
(c) TGAP (d) TGDDM
Figure 1.6: Chemical structures of (a) an epoxide group and commonly used epoxy
monomers: (b) DGEBA, (c) TGAP and (d) TGDDM.
Epoxide groups can self-react with each other, but tend not to until tempera-
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tures of approximately 300 ◦C. Instead, they are generally reacted with multifunc-
tional amine curatives to bring about polymerisation and cross-linking. [11] The
cure cycle generally used for aerospace epoxy resins involves an increasing temper-
ature ramp, followed by an isothermal cure at 150–180 ◦C for 2–3 h, a decreasing
ramp to room temperature and then finally a postcure at above 200 ◦C. [51]
The ring-opening reaction scheme of a epoxide group with an amine group is
shown in Figure 1.7a. [11] Both hydrogens of the primary amine group are able to
react with a separate epoxy, but the second hydrogen often has a lower rate of
reaction due to steric hindrance. [53] Therefore, most of the primary amines in the
system may react before any of the secondary ones, which can give initially linear
polymers. [54]
(a) Epoxide–amine reaction
(b) Etherification
Figure 1.7: Reaction schemes for (a) an epoxide group with an amine group, and
(b) an epoxide group with a hydroxyl group, also known as etherification.
Some epoxy resins monomers, such as DGEBA, are difunctional, meaning
that they contain two epoxide functional groups, so all cross-links are due to
the functionality of the curative. Others have higher functionality, allowing
for a more tightly bound network. [50] In aerospace, a combination of trifunc-
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tional triglycidyl-p-aminophenol (TGAP) and tetrafuctional tetraglycidyl 4,4-
diaminodiphenyl-methane (TGDDM) molecules is common. [55,56] Molecular struc-
tures for these are shown in Figures 1.6cand 1.6d.
In addition to the desired epoxide-amine reaction, a secondary unwanted side
reaction called etherification can sometimes also take place. Here, an epoxide
group reacts with a hydroxyl (OH) group formed from a previous epoxide-amine
reaction, as shown in Figure 1.7b. [57] This uses up some of the epoxide groups in
the material, so weakens the cross-linking and leaves leftover unreacted amines,
which can be toxic. [44] The chemical stoichiometry of such systems is often altered
to ensure that no unreacted amines remain.
1.1.4.5 Amine curatives
A range of amine curatives can be reacted with epoxies and other thermosets,
all with different characteristics that affect the final properties of the resin. [58]
Diamines with primary two amine groups per molecule, each containing two hy-
drogen atoms, are generally used. [59] This means four branches can form from each
curative molecule, allowing for an extensively branched network to be formed.
Aliphatic amines, which consist of a hydrocarbon chain between two amine
end groups, allow fast curing and can often harden resins at room temperature. [60]
An example of an aliphatic amine is hexamethylenediamine, which is shown in
Figure 1.8a. Aliphatic amines such as hexamethylenediamine are used in the
automotive industry, but due to relatively low temperature resistance, [60] they
are not found in aerospace resins.
Benzene rings are six-membered carbon rings where each carbon is attached
to one hydrogen atom or hydrocarbon side-chain; the remaining carbon electrons
become delocalised above and below the ring, providing a stabilising resonance
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(a) Hexamethylenediamine (b) 3,3’-DDS
(c) 4,4’-DDS (d) MDEA
Figure 1.8: Chemical structures of commonly used diamine curatives: (a) hexam-
thylenediamine (b) 3,3’-DDS, (c) 4,4’-DDS and (d) MDEA.
structure. Aromatic amines, which contain at least one of these benzene rings,
are much more suited to the high temperature applications of the aerospace in-
dustry, and also offer greater chemical resistance than their aliphatic relatives. [60]
The high temperature stability is caused by an increase in the glass transition
temperature due to the rigidity of the benzene rings. [61] Two aromatic amines
commonly used in aerospace are 3,3’-diaminodiphenylsulfone (3,3’-DDS) and 4,4’-
diaminodiphenylsulfone (4,4’-DDS), shown in Figures 1.8b and 1.8c. [55,56] These
have very similar structures, both possessing two benzene rings, each of which
is connected to a separate primary amine and a shared central sulfonyl (SO2)
group, differing only in the positions of the amines. However, even such a small
change in molecular architecture can lead to vastly different performance. 3,3’-
DDS reacts much more quickly with epoxy than 4,4’-DDS, and different amounts
of phase separation are observed for each. [62] The presence of sulfur in amine
curatives is desirable to improve the fire retardancy of epoxy resins, especially in
combination with phosphorus, [63] but other aromatic amines are sometimes used,
such as methylene bis(2,6-diethylaniline) or MDEA, shown in Figure 1.8d. [58]
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1.1.4.6 PES/PEES thermoplastic tougheners
The type of thermoplastic used as a toughening agent will affect the properties of
an epoxy resin matrix. Not only will the intrinsic characteristics of the thermo-
plastic directly influence the mechanical properties, but the chemistry will also
affect the solubility and therefore the amount of phase separation.
A combination of poly(ether sulfones), PES, and poly(ether ether sulfones),
PEES, are usually used, often with a mixture of both monomers in the same
chain. [58,64] The chemical structures for these polysulfones are shown in Figure
1.9. PEES groups are more flexible than PES, so introducing them into the
structure desirably reduces the viscosity of the material without compromising
thermal stability. [64]
(a) PES (b) PEES
Figure 1.9: Chemical structure of (a) poly(ether sulfone), PES, and (b) poly(ether
ether sulfone), PEES.
PES polymers are high performance thermoplastics which offer excellent me-
chanical properties and toughness over a wide range of temperatures from −50 ◦C
to 180 ◦C, and have good thermal stability with glass transition temperatures of
around 200 ◦C. [65] They also dissolve well into unreacted epoxy monomer/oligomers,
allowing control over phase separation during the curing process.
The end groups of thermoplastic tougheners can be tuned to give optimal
morphologies. In many cases, they have amine end groups, which react into
the epoxy network in the same way as the curative to prevent too much phase
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separation. [66] They can also be capped with hydroxyl groups, so that the reaction
only happens partway through the cure at about 150 ◦C, or chlorine-ended so that
no reaction takes place.
1.1.4.7 Thermoplastic composites
Although toughened thermoset matrices currently provide the best option for
aerospace, there is interest in extending the use of high performance thermoplastic
composites to structural purposes. These materials consist of carbon fibres which
are bound together with thermoplastic resin, but contain no thermoset. The
aim of this transition to thermoplastics is to provide better recyclability, and
faster and easier processing, without the hurdle of the extremely high viscosities
experienced when curing thermosets. [16,67]
As mentioned in Section 1.1.1.1, high performance thermoplastics such as
PAEK are already used for non-structural or semi-structural purposes such as
interiors, clips and brackets. However, the industry is now beginning to con-
sider them for primary structural components like wing boxes and fuselage pan-
els. However, they currently require extremely high processing temperatures of
around 600 ◦C, and do not yet offer a cost-effective or mechanically sound solu-
tion. [16]
1.2 The Flory-Huggins model for phase separa-
tion in polymer blends
In the previous sections, we discussed the types of polymers used in the aerospace
industry, along with their properties and characteristics. In Section 1.1.3.1, we
saw that toughening of aerospace resins can be achieved by developing a mate-
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rial with optimally sized regions of structurally strong thermoset and fracture-
resistant thermoplastic. Therefore, control over phase separation during the ma-
terials’ creation is necessary to give the required mechanical properties. We will
now discuss the science behind phase separation, both in general and in the more
specific case of aerospace resins.
A polymer solution is defined as a polymer in a simple solvent, and a blend
is a mixture of polymers. A polymer solution or blend containing two or more
components can either be found in a homogeneously mixed state, or in a het-
erogeneous phase separated state with regions of different compositions. [22] The
state adopted by the system depends on the chemistry of the components of the
blend, the volume fractions (concentrations) of each of these, and the tempera-
ture. These factors are combined together to give a free energy for mixing, which
determines the miscibility of the components. This section will present the most
well-known method for calculating this free energy of mixing, the Flory Huggins
model, along with its limitations and some improvements and alternatives.
1.2.1 Free energy
In equilibrium, whether a blend is found in a mixed or demixed state is entirely
determined by which is lowest in free energy. [22] There are two definitions of free
energy, depending on system conditions.
The Helmholtz free energy (F , given by Equation 1.1) is defined for sys-
tems with constant volume and temperature. [68] It is a temperature-dependent
competition between the internal energy of the system (E, the sum of the kinetic
energies and interactions of the constituent atoms) and the entropy (S, a measure
of disorder derived from the number of microstates available to the atoms). [69]
Theoretical models tend to use the Helmholtz free energy, because incompress-
ible (constant volume) systems are much easier to treat via lattice models than
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compressible ones.
F = E − TS (1.1)
The Gibbs free energy (G, given by Equation 1.2) is defined at constant pres-
sure and temperature. [68] It is the type of free energy generally used for describing
physical systems, because it is easier to conduct experiments at constant pres-
sure than constant volume, meaning that the system volume adjusts in order to
keep the pressure constant (except in extreme cases such as explosions where the
pressure changes too quickly to be compensated for). The equation for the Gibbs
free energy is similar to that of the Helmholtz free energy, except that enthalpy
(H) is used instead of internal energy to account for the volume changes.
G = H − TS (1.2)
Enthalpy is the total heat content of a system, and is defined in Equation 1.3
as the sum of the internal energy and the product of pressure (p) and volume
(V ). [68]
H = E + pV (1.3)
As we develop the theory for this thesis, we will use the Helmholtz free energy
and treat our systems as incompressible with constant volume and temperature,
but it is worth noting the distinction between the two.
1.2.2 Fundamentals of phase separation
To determine whether a blend will phase separate or not, we need to calculate
the free energy of mixing (Fmix), which describes the difference in free energy
between the mixed and demixed states. When Fmix < 0, the blend will be stable
in a homogeneously mixed state, and when Fmix > 0, the system will tend to
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phase separate. [22]
By specialising Equation 1.1 to the case of blend miscibility (Equation 1.4),
it is clear that Fmix depends on the the energy and entropy of mixing, Emix and
Smix, which are defined similarly to Fmix as the difference between the mixed and
demixed states. [22]
Fmix = Emix − TSmix (1.4)
Therefore, the challenge of determining the phase behaviour of a blend in
equilibrium lies in accurately calculating the entropy and energy of mixing.
1.2.3 The Flory-Huggins model
The Flory-Huggins model is the most commonly used theory for predicting the
free energy of mixing, and therefore the likelihood of phase separation, due to
its relative simplicity and effectiveness in most cases. It is a mean-field lattice
theory, which treats polymers as random self avoiding walks on a simple cubic
lattice, with one segment per lattice cell, as shown in Figure 1.10. The entropy
and energy of mixing are calculated separately, and then added together to give
Fmix according to Equation 1.4.
1.2.3.1 Entropy of mixing
To investigate the entropy of mixing for a polymer blend, we will first recap the
basic definition of entropy, before moving on to the calculations in the Flory-
Huggins model.
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Figure 1.10: A schematic of polymers treated as random self avoiding walks on
a simple cubic lattice as in the Flory-Huggins model. All empty lattice sites are
treated as solvent molecules.
Definition of Entropy
In statistical physics, the macrostate of a system describes its macroscopic prop-
erties, with physically measurable values such as temperature, pressure, volume
and density. In our case, the macrostate will be either mixed or demixed. On
the other hand, a microstate describes a microscopic configuration of the system,
with atomic positions and momenta taken into account. [69]
A simple way of visualising this is with an example of tossing two coins, as in
Figure 1.11. There are three possible macrostates for this system: (1) both coins
are heads, (2) both coins are tails, and (3) one coin is heads and the other is tails.
When both coins are the same, there is only one way of organising the system,
so there is only one microstate available for macrostates 1 and 2. However, for
macrostate 3, where the coins are different, there are two possible microstates
available, depending on which coin is heads and which is tails.
Using the Gibbs formula (Equation 1.5), the entropy of a macrostate can be
characterised by the probabilities pi of each constituent microstate i occurring.
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Figure 1.11: A pictorial showing the three macrostates available for a system
of two simultaneous coin tosses. Macrostates 1 and 2 have only one microstate
available to them as both coins are the same, but macrostate 3 has two available
microstates depending on which coin is heads and which is tails.
kB is the Boltzmann constant.
[70]
S = −kB
∑
i
pi ln pi (1.5)
The Gibbs entropy formula works for all systems. However, a simplification
can be made in the case where all microstates of the system are equally proba-
ble. This is true when the system is in global thermodynamic equilibrium and
all macrostates have the same energy. Here, the probability pi of being in one
particular microstate i is simply the inverse of the total number of microstates
(Ω) available to the macrostate (Equation 1.6). [70]
pi =
1
Ω
(1.6)
We can subsitute this relation into Equation 1.5, and as our probabilities pi
are all now equal, we can replace the sum over the states with a multiplication
by the number of states. This gives us Equation 1.7, the Boltzmann formula for
entropy, which expresses the entropy of a macrostate in terms of its number of
constituent microstates. [69,70]
S = kB ln Ω (1.7)
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Flory Huggins Entropy
The entropy considered in the Flory-Huggins model is purely a configurational
entropy generated from the geometric arrangements of the constituent molecules.
The derivation for the Flory-Huggins entropy of mixing shown here follows closely
that presented by Flory. [71].
In order to develop the theory for calculating the entropy of polymeric solu-
tions and blends, it is prudent to begin by first considering the similar but more
basic case of a blend of two simple liquids A and B. We will treat this system as
a regular solution, which has random mixing similar to an ideal solution, but has
energetic interactions that result in a non-zero enthalpy of mixing. [72]
We will assume these liquids have equivalently sized molecules, which each
occupy one cell on the Flory-Huggins lattice (see Figure 1.12). There are nA
identical molecules of species A and nB of species B. In total, there are n =
nA + nB molecules, and as all cells are occupied, n is also the total number of
cells on the lattice.
Figure 1.12: A pictorial showing the constituent molecules of two simple liquids
on a Flory Huggins lattice. Molecules of species A are shown as red squares, and
molecules of species B as blue circles.
The number of microstates ΩM available to the mixed system is the number
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of indistinguishable arrangements for all n molecules.
ΩM =
n!
nA!nB!
(1.8)
The unmixed state consists of the pure components A and B on their own
individual lattices. Due to the identical nature of their molecules, each of these
components can only be arranged in one way, so ΩA and ΩB are both equal to 1.
From Equation 1.7 (S = kB ln Ω), the absolute configurational entropies of both
pure components, and therefore also that of the unmixed state, are then zero.
The change in entropy due to mixing (Smix) is the difference between the con-
figurational entropies of the mixed and unmixed states. As we have determined
that the unmixed state has no entropy, Smix only has a contribution from the
absolute entropy of the mixed state.
Smix = kB ln ΩM
= kB ln
[
n!
nA!nB!
]
= kB [lnn!− lnnA!− lnnB!] (1.9)
Stirling’s approximation (lnx! ≈ x lnx − x) can be used to simplify the fac-
torials in Equation 1.9. Remembering that n = nA + nB, the equation can then
be rearranged.
Smix = kB [n lnn− n− (nA lnnA − nA)− (nB lnnB − nB)]
= −kB
[
nA ln
(
nA
nA + nB
)
+ nB ln
(
nB
nA + nB
)]
(1.10)
The volume fraction (φ) of a component in a mixture is defined as the volume
of that component divided by the total volume of all components. Therefore, in
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our blend of two simple liquids, the volume fractions of the components A and B
are given by Equations 1.11 and 1.12.
φA =
nA
nA + nB
(1.11)
φB =
nB
nA + nB
(1.12)
Substituting these definitions into Equation 1.10 gives us the change in con-
figurational entropy when mixing two simple liquids.
Smix = −kB [nA lnφA + nB lnφB] (1.13)
The value for Smix given by Equation 1.13 is the entropy of mixing for the
whole system, so is an extensive variable that depends on system size. Therefore,
it is more appropriate to redefine S ′mix as an intensive variable, the change in
entropy on mixing per molecule (or equivalently per lattice site). To achieve this,
we can simply divide Equation 1.13 by n = nA + nB.
S ′mix = −kB [φA lnφA + φB lnφB] (1.14)
Now that the basic principles have been established, we can extend the theory
to a polymer solution by replacing one of the simple liquid components B with
polymer, and retaining the simple molecules of the solvent component A. In the
lattice model, a polymer can be described as a series of NB chain segments, each
equivalent in size to a simple molecule, which must be placed on contiguous sites.
An example is shown in Figure 1.13. Therefore, if we continue to define nB as the
number of molecules of species B, we now have NBnB sites occupied by segments
of polymer B. The total number of lattice sites is then n = nA +NBnB.
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Figure 1.13: A pictorial showing the constituent molecules of a polymer solution
on a Flory Huggins lattice. Segments of the polymer, shown as blue circles, are
placed on contiguous sites on the lattice. Solvent molecules, shown as red squares,
are placed on all remaining empty sites.
The number of microstates of the mixed system ΩM can be calculated as the
number of ways to arrange the nB polymer molecules on the lattice, which is
simply the product of the number of possible positions to place each segment.
There is only one way to place the nA indistinguishable solvent molecules on the
remaining empty lattice sites, so the solvent gives no contribution to ΩM .
If we assume that i of the nB polymer molecules have already been placed on
the lattice, the first step of each new polymer (i+ 1) can then be placed on any
of the (n−NBi) remaining empty lattice sites.
The number of available sites for the second segment of the polymer is more
restricted, due to the necessity for placing it on one of the z neighbouring sites
to the first segment. We must also take into account the probability fi that this
cell may already be occupied by a segment of a previous polymer. This gives
us z(1 − fi) possible positions for the second step of polymer (i + 1). fi can be
evaluated as the average expectancy that a random cell is occupied, assuming an
even distribution of molecules across the lattice.
fi =
NBi
n
(1.15)
The number of possible positions for the third and subsequent polymer seg-
34 1.2. The Flory-Huggins model for phase separation in polymer blends
ments are calculated in a similar manner to the second segment, bearing in mind
that one of the z neighbouring sites to the last segment is already occupied by
the preceding chain. For the sake of simplicity, we will ignore the possibility that
the chosen site could be occupied by any other previously-placed segments of the
same chain, and retain our definition of fi from Equation 1.15. Therefore, the
number of available sites for each of the remaining (NB− 2) segments of polymer
(i+ 1) is (z − 1)(1− fi).
Overall, the number of possible arrangements νi+1 for polymer (i + 1) is cal-
culated as a product of the number of possible positions for each constituent
segment.
νi+1 = (n−NBi)z(1− fi)(z − 1)NB−2(1− fi)NB−2 (1.16)
We can then substitute in the definition of fi from Equation 1.15, for the sake
of simplicity, replace the lone factor of z in Equation 1.16 with (z − 1).
νi+1 = (n−NBi)(z − 1)NB−1(1− fi)NB−1
= (n−NBi)(z − 1)NB−1
(
n−NBi
n
)NB−1
= (n−NBi)NB
(
z − 1
n
)NB−1
(1.17)
Assuming that n  NB, i.e. that a single polymer is small compared to
size of the lattice, we can approximate the first term in 1.17 as (n − NBi)NB ≈
(n−NBi)!
(n−NB(i+1))! .
Now that we have calculated the number of arrangements for one polymer on
the lattice, we can calculate the number of arrangements ΩM for all nB polymers,
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bearing in mind their indistinguishability from one another.
ΩM =
1
nB!
nB−1∏
i=0
νi+1
=
1
nB!
nB−1∏
i=0
(n−NBi)!
(n−NB(i+ 1))!
(
z − 1
n
)NB−1
=
n!
nB!(n−NBnB)!
(
z − 1
n
)nB(NB−1)
=
(nA + nB)!
nA!nB!
(
z − 1
n
)nB(NB−1)
(1.18)
The absolute configurational entropy of the mixed state (SM) can then be
obtained from the value of ΩM , and simplified using Stirling’s approximation and
similar logic to Equation 1.10. In Equation 1.19, e is a mathematical constant,
the base of the natural logarithm.
SM = kB ln ΩM
= −kB ln
[
nA!nB!
(nA + nB)!
(
n
z − 1
)nB(NB−1)]
= −kB
[
nA ln
(
nA
nA +NBnB
)
+ nB ln
(
nB
nA +NBnB
)
− nB(NB − 1) ln
(
z − 1
e
)]
(1.19)
In the case of the simple liquids at the beginning of this section, the configura-
tional entropy of the pure components was zero, so the entropy change on mixing
was equal to the absolute configurational entropy of the mixed state. This is no
longer true when one of the components is polymeric. Here, the pure polymer
component has zero entropy only when all the polymer molecules are perfectly
aligned into a crystal. Therefore, even the pure polymer B has an inherent en-
tropy associated with disordering the crystalline structure (Sdisorder), which must
be subtracted from the absolute entropy of the mixed state (SM) to give the
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change entropy for mixing (Smix).
The entropy of the disordered pure polymer (Sdisorder) is equivalent to the
entropy of the mixed state (SM) when there is no solvent present, i.e. Equation
1.19 with nA = 0.
Sdisorder = kBnB
[
lnNB + (NB − 1) ln
(
z − 1
e
)]
(1.20)
This allows the calculation of the change in configurational entropy when
mixing a disordered pure polymer with a solvent.
Smix = SM − Sdisorder
= −kB
[
nA ln
(
nA
nA +NBnB
)
+ nB ln
(
nB
nA +NBnB
)
− nB(NB − 1) ln
(
z − 1
e
)]
−kBnB
[
lnNB + (NB − 1) ln
(
z − 1
e
)]
= −kB
[
nA ln
(
nA
nA +NBnB
)
+ nB ln
(
NBnB
nA +NBnB
)]
(1.21)
We must redefine the volume fractions of solvent A and polymer B from
Equations 1.11 and 1.12 to take account of the fact that the each polymer occupies
NB lattice sites.
φA =
nA
nA +NBnB
(1.22)
φB =
NBnB
nA +NBnB
(1.23)
We then arrive at the simplified equation for the Flory-Huggins configurational
entropy change on mixing a polymer with a simple solvent.
Smix = −kB [nA lnφA + nB lnφB] (1.24)
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This expression for the extensive configurational entropy of mixing for a poly-
mer solution (Equation 1.24) is identical to that for a blend of two simple liquids
(Equation 1.13). However, a slight difference occurs when we rescale the value
of Smix to give an intensive expression. As the polymer and solvent molecules
are different sizes, it is most prudent to take the entropy of mixing per lattice
site (i.e. per molecule of solvent or segment of polymer). Therefore we divide
Equation 1.24 by n = nA +NBnB.
S ′mix = −kB
[
φA lnφA +
φB
NB
lnφB
]
(1.25)
The theory can be extended further to treat the solvent as a second polymer
component, giving the intensive change in configurational entropy of mixing two
polymers together as Equation 1.26.
S ′mix = −kB
[
φA
NA
lnφA +
φB
NB
lnφB
]
(1.26)
Here, the volume fractions of each species are once again rescaled to take into
account that each of the nA molecules of polymer A consists of NA segments.
φA =
NAnA
NAnA +NBnB
(1.27)
φB =
NBnB
NAnA +NBnB
(1.28)
1.2.3.2 Energy of mixing
Section 1.2.2 showed that in order to predict phase separation via the free energy
of mixing (Fmix), it is important to know the change in both entropy and energy
during the mixing process. In Section 1.2.3.1, we calculated the configurational
entropy of mixing for a blend of two polymers, so we must now focus on the energy.
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The derivation given in this section will again follow the work of Flory. [71]
We need to calculate the change in energy (Emix) when going from the sepa-
rated pure components of polymers A and B to a miscible blend containing both
polymer species. Therefore, we are only interested in the difference between the
interaction energy in the miscible blend and that of the pure components.
As intermolecular forces in non-electrolytes decrease very rapidly with dis-
tance, it is reasonable to only consider the energetic interactions arising from near-
est neighbour contacts between segments on the Flory-Huggins lattice. Therefore,
the change in energy on mixing will originate from replacing some of the nearest
neighbour contacts between segments of like species (A − A and B − B) with
unlike ones (A−B), as shown in Figure 1.14. The energy change associated with
forming one such contact (∆) can be described simply as a combination of the
interaction energies between two segments of each type of polymer: AB, AA and
BB.
∆ = AB − 1
2
(AA + BB) (1.29)
(a) Demixed (b) Mixed
Figure 1.14: Simple schematic showing the energetic interactions arising from
nearest neighbour contacts in a demixed phase separated system and a mixed sys-
tem. During mixing, nearest neighbour contacts between like species are replaced
by those between unlike species.
Emix will depend not only on the change in energy when forming one nearest
neighbour contact of unlike segments, but also on the number of such contacts
formed. We will calculate this as the number of nearest neighbours that segments
of polymer species A have with segments of polymer species B in the mixed state,
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but this could equivalently be carried out the other way around.
Each polymer segment has z nearest neighbours on the lattice, but two of these
are already occupied by the preceding and following segments of the same chain.
As the energetic interactions between chemically bonded segments are irrelevant
here (they are the same for both the mixed and unmixed states), each segment
has (z − 2) nearest neighbours available to form energetic contacts. Segments at
the end of the chains have one additional contact available, but as polymers are
long, the effect of this will be negligible. Note that for mathematical ease, the
original Flory-Huggins model approximated the number of contacts per segment
as z, [71] but it is more accurate to retain the value of (z − 2). [73] Some sources
suggest that as interactions with other chains are more important to mixing than
interactions with the same chain, an ‘effective coordination number’ zeff should
be used, which includes only the mean number of inter-chain nearest neighbours
and therefore decreases in magnitude as the chain length is extended. [73,74]
We can calculate the total number of nearest neighbour contacts involving
segments of polymer type A (cA) from the number of type A segments in the
system (NAnA).
cA = (z − 2)nANA (1.30)
Each of these contacts originating from type A segments leads to a segment
of either species A or B. In the mixed state, we are interested in the number
of contacts between unlike species, i.e. from A to B segments (cAB). As in the
derivation for the entropy Smix, we will again assume that the molecules of each
species are evenly distributed across the lattice. Therefore, the probability that
a nearest neighbour to a type A segment will be a type B segment is equal to the
probability that any random site on the lattice will be occupied by a B segment,
i.e. the volume fraction of polymer B (φB). Therefore, the total number of
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contacts between unlike species on the lattice can be estimated as Equation 1.31.
cAB = cAφB
= (z − 2)nANAφB (1.31)
We can now calculate the energy of mixing (Emix) from the number of contacts
between unlike species (cAB) and the change in interaction energy of creating each
such contact (∆).
Emix = cAB∆
= (z − 2)nANAφB∆ (1.32)
Emix in Equation 1.32 is an extensive variable that depends on the size of the
lattice. Therefore, we must divide by the total number of segments (or lattice
sites) to give the intensive value of Emix per segment. This can then be simplified
using the definition for the volume fraction of species A from Equation 1.27.
E ′mix =
(z − 2)nANAφB∆
NAnA +NBnB
= (z − 2)φAφB∆ (1.33)
Finally, we can remove the dependence on the lattice geometry by combining
(z − 2) and  into a single factor, the dimensionless χ interaction parameter. It
is also customary to express the size of the interaction energies in units of kBT .
E ′mix = kBTχφAφB (1.34)
χ =
(z − 2)∆
kBT
=
(z − 2)(AB − 12(AA + BB))
kBT
(1.35)
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1.2.3.3 The Flory-Huggins equation and χ interaction parameter
The theories developed in Sections 1.2.3.1 and 1.2.3.2 for the entropy and energy
of mixing can be substituted into Equation 1.4 to give the Flory-Huggins equation
for the free energy change of mixing two polymers together, Equation 1.36.
Fmix
kBT
=
φA
NA
lnφA +
φB
NB
lnφB + χφAφB (1.36)
As previously discussed, when Fmix < 0, the blend is stable in its mixed state,
and when Fmix > 0, it will phase separate. The two configurational entropy terms
on the right hand side are always negative, so drive the system towards mixing.
As we saw in Section 1.2.3.1, they arise purely from the combinatorial entropy of
non-interacting polymer chains.
The third term can be either positive or negative, depending on interactions
between molecules in the blend. The derivation in the pure Flory-Huggins theory
(Section 1.2.3.2) treats this interaction as purely energetic in origin. However,
more modern approaches show us that the χ parameter also has an entropic
contribution arising from sources other than the combinatorial entropy described
in Section 1.2.3.1. [10] Therefore, an alternative temperature-dependent definition
for the χ interaction parameter is generally used. [75]
χ = a+
b
T
(1.37)
Here, b is taken from the derivation of the energetic χ parameter in Section
1.2.3.2. It describes the energetic molecular interactions between polymer seg-
ments, where b > 0 if interactions between segments of the same species are
more favourable than different species, and b < 0 if interspecies interactions are
preferred over intraspecies ones.
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The variable a in Equation 1.37 describes a non-combinatorial entropy in the
system that can result from interactions between species. There are several pos-
sible sources for this. One of the most important factors is non-uniformity in the
blend caused by energetic interactions, which then affects molecular packing. [71]
For example, polymers with favourable interspecies interactions are likely to be
found in more open conformations than those with unfavourable interspecies in-
teractions. Some purely theoretical attempts to adjust the entropy of mixing to
these energetic interactions have been made, but these are relatively complex, are
only designed for simple mixtures or polymer-solvent systems, and are inaccurate
at high concentration. [76,77] Similarly, strong energetic interactions such as hydro-
gen bonding in polar polymers can cause a regular structure to occur, reducing
the entropy of mixing. [10]
Another possible contribution to the non-combinatorial entropy arises from
the two blended polymers having different segment volumes, stiffnesses or ge-
ometries, necessitating one to contract in order to mix with the other. [10] This
reduces the amount of free volume available to the polymer segments, and there-
fore gives an unfavourable entropy of mixing, with a positive a value. This be-
haviour cannot be described using a regular lattice model, but can be treated
mathematically with equation of state theories, such as the Flory, [78–80] Patter-
son, [81,82] Prigogine, [83] or lattice-fluid [84–86] models. Equation of state theories
describe each component of the blend by a characteristic temperature, pressure
and specific volume, and calculate thermodynamic properties via the partition
function. [87] Unlike the Flory-Huggins model, they treat blended systems as com-
pressible due to the inclusion of free volume, which is necessary for studying
unfavourable entropies of mixing.
It is also possible that changes in entropy could occur if the accessibility of
energy levels or freedom of rotation are affected by mixing two polymers to-
gether. [88] Purely theoretical approaches to calculating χ tend to ignore these
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entropic contributions.
The enthalpic part of the χ interaction parameter from Equation 1.35 is also
non-trivial to calculate. It is proportional to the change in energy on mixing
(∆ = AB − 12(AA + BB)). The intraspecies interaction energies AA and BB
can be measured experimentally for simple liquids using the cohesive energy den-
sity, which is the energy of vaporisation (Ev) per unit volume (V ) of material.
Taking the square roots of cohesive energy densities gives Hildebrand solubility
parameters (δp, Equation 1.38), which must be matched between materials to
allow miscibility. [89–91]
δp =
√
Ev
V
(1.38)
As polymers do not vaporise, the Hildebrand solubility parameters are in this
case determined by testing the swelling of a cross-linked sample in a series of
solvents, and assigning δp to be equal to Hildebrand solubility parameter of the
solvent which induces the best swelling, i.e. the most miscible solvent. [92]
The calculation of the interspecies interaction parameter AB has little the-
oretical basis. It is often estimated as the geometric mean of the intraspecies
interactions (Equation 1.39), sometimes biased by a weighting factor g, which
can be adjusted to fit with experimental data. [93] This methodology is purely
empirical in nature, and is known to often give inaccurate results. [94]
AB = g
√
AABB (1.39)
The resulting χ parameter is then given by Equation 1.40, where A is a weight-
ing coefficient. [90,91]
χAB = A(δpA − δpA)2 (1.40)
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Due to the hydrocarbon nature of polymers, many are polar and able to form
strong, directional hydrogen bonds which greatly affect the value of the χ param-
eter. One method for including these is via a three-dimensional (i.e. directional)
Hansen solubility parameter, [95] which works well for many polymer-solvent mix-
tures, but is usually inaccurate for polymer-polymer blends. [92] Another approach
is to use the infrared spectra of hydrogen-bonded blends to calculate their specific
free energy contribution. [96,97]
Assuming independence of chain length, χ can also be determined by fitting
small-angle scattering data to theoretically produced structure factors, or calcu-
lated from atomistic simulations. [73]
In addition to the temperature dependence of the χ parameter outlined in
Equations 1.35 and 1.37, there can also be a dependence on the volume fractions
or concentrations of the components in the blends, approximated mathematically
as a power series of φ, but this is often neglected for ease. [98]
1.2.3.4 Assumptions and limitations of Flory-Huggins
Although the Flory-Huggins model works relatively well in many cases, its deriva-
tion requires some assumptions that can act as limitations or shortcomings in
some situations. Here, these assumptions will be listed along with their implica-
tions.
 The same lattice can be used for the segments of all types of molecule. The
use of a lattice is not inherently inaccurate, as only the first shell of nearest
neighbours on the lattice is taken into account in the calculations, and
this is similar to the well-defined solvation layer around each molecule in
a real liquid. The lattice geometry is also irrelevant, as the number of
nearest neighbours z drops out of the Equation 1.34 if a phenomenological
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approach to calculating the χ interaction parameter is used. However, the
assumption that all segments of each type of polymer or solvent molecule
are equal in size and geometry to each other, both in the pure components
and mixtures, has no physical basis and is a fundamental drawback of the
lattice description. [71]
 The conformations of the polymers in the solution are random. This is
equivalent to the assumption that the χ parameter has no entropic contri-
bution, which was shown to be inaccurate in Section 1.2.3.3. It ignores the
effect of energetic interactions on polymer conformation.
 The local concentration of occupied lattice sites is equivalent to the lattice-
wide average. This is a mean-field assumption. It treats the segments
of each polymer species as being randomly distributed over the lattice,
and ignores the fact that previous polymer segments will have been placed
on contiguous sites. This is usually a reasonable approximation, but if
the volume fraction of one polymer is low, the segments will be clustered
together with regions of much higher and lower concentration than the
average. [71] Some corrections to this have been attempted by applying a
field theory involving series expansions in volume fraction and number of
nearest neighbours, [99,100] which give an improvement to the Flory-Huggins
model for high density systems, but still overestimate the entropy. [101,102].
 The theory is designed for linear polymers. The number of available sites for
each polymer segment used in the derivation for Smix assumes each polymer
segment is connected to two others. This is true for linear thermoplastic
polymers, but does not well represent branched ones (e.g. polymer stars,
combs or thermosets), where some of the segments have higher functionali-
ties. In addition, the different architectures of branched polymers will affect
the packing, and therefore the prevalence of each type of nearest neighbour
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energetic interaction. Taken together, these features mean that the calcu-
lated free energies are less accurate for branched polymers than for linear
ones.
 The interaction energy term is poorly defined. The geometric mean con-
struction for calculating interspecies energetic interactions has little the-
oretical basis and is often inaccurate, meaning that calculations for the
energy of mixing are unreliable.
1.2.3.5 Developments to the Flory-Huggins model
During the last few sections, we have seen that several attempts to improve on
the Flory-Huggins model have been made, particularly in the area of improving
the calculation of the χ interaction parameter. Although these methods have
improved predictions of phase separation, the limitations of the model ensure
that theoretical developments and alternatives are still being sought.
Self-consistent field theory
One such alternative is the self-consistent field theory method, or SCFT, first
applied to polymers by Edwards. [103] SCFT is a numerical implementation of a
mean-field theory, and allows an iterative approach to deriving the interactions
between polymer segments. An initial prediction for the segment-segment in-
teraction is chosen, and this, along with the segment concentration, is used to
calculate a potential. A non-interacting polymer chain is then added into the
system, and the concentration profile is checked for consistency with the calcu-
lated potential. The interactions are then turned on for the added chain, and
the concentration profile and potential are repeatedly adjusted until consistency
is achieved. [29]
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Edwards’ initial use of the SCFT model [103] was to predict the conformations
of linear polymers, treating them as random walks with an excluded volume
interaction between the polymer segments. Various SCFTs have since been used
to study phase separation in multicomponent systems. They are among the most
successful theories in polymer blend research, but are held back by their reliance
on mean-field assumptions. [104]
Lattice cluster theory
The lattice cluster theory or LCT, attributed to Dudowic and Freed, is a method
of improving the calculation of the entropic contribution to the χ parameter. It
aims to reproduce experimental observations by introducing non-random mixing
effects and a χ dependence on molecular weight, composition and pressure. [105]
It is one of the very few theories capable of taking the architecture of branched
polymer into account in free energy calculations.
An extended lattice model that allows each polymer segment to cover multiple
lattice sites is used, where each site represents a ‘united atom group’ containing
fewer atoms than a monomer, allowing more detailed chemical structures to be
included. Examples of the united atom groups in poly(propylene) are shown in
Figure 1.15. A partition function is then calculated in the high temperature limit
(T →∞), where all possible positions for the bonds between united atom groups
are summed over, with respect to excluded volume constraints. This produces a
cluster expansion for the partition function, and subsequently the free energy, as
a double power series of the inverse coordination number z and the interaction
energy . A coefficient can be chosen so that the first term in the free energy
expansion is equivalent to the combinatorial entropy in the Flory-Huggins model,
and further terms then provide corrections for non-random mixing. [105]
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Figure 1.15: The chemical structures of the monomer propylene and two possible
architectures of its resulting polymer polypropylene, depending on the relative ori-
entations of the monomer units. The lattice cluster theory ‘united atom groups’
for these molecules are also given. Here, each united atom group represents one
carbon atom with its attached hydrogens, allowing the chemical structure of the
monomer to be included in the model.
The lattice cluster theory is a well-renowned model that can be adapted to
both incompressible and compressible systems, and is able to reproduce experi-
mental mixing behaviour in many cases. [106] However, due to the truncation of
the power series in  (required because of the difficulty of calculating the cluster
expansion), it is only valid at high temperatures. [105] Due to the lengthy mathe-
matics required for calculating all possible bond orientations, it also only works
well for branched polymers with a simple and repetitive architecture, so has lim-
ited applicability in the case of randomly and heavily branched thermosets.
1.2.3.6 Computational alternatives to the Flory-Huggins model
In addition to theoretical methods, there are various modelling techniques avail-
able that may potentially allow insight to be gained into the phase behaviour of
polymer blends.
The most widely-known technique is molecular dynamics, which is designed
to simulate the physical movements of atoms and molecules to give informa-
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tion about the dynamic evolution of the system’s morphology. Force fields are
used to characterise interactions between particles, and trajectories are calculated
according to Newton’s laws of motion. Due to the realistic nature of the move-
ments, molecular dynamics simulations have the potential to be highly accurate,
although this of course depends on the choice of force field. [107–109] Their draw-
back lies in the computational expense of carrying out the calculations. Only
very small simulation boxes with a few tens or hundreds of molecules can be
used; unfortunately this is not large enough to study phase separation, which
involves long-range, collective motion. In addition, timesteps must be taken on
the order of a femtosecond to avoid inaccuracies due to discretisation, with the
result that the entire simulations can only span a time period of nanoseconds or
microseconds. These inefficiencies can be combatted to some extent by coarse
graining, where large parts of a molecule are incorporated into a single particle
rather than treating each atom individually, but this is not sufficient to allow
simulations long enough to cover the phase separation process. [110]
Dissipative particle dynamics is a related mesoscopic technique that has ex-
perienced more success in the area of phase behaviour. This method treats entire
molecules or groups of molecules as single particules, and no longer employs the
use of complex forcefields. Instead, simplified soft pairwise potentials are used for
particles within a cut-off distance of each other. These consist of a combination
of conservative, dissipative and random forces, such that mass and local momen-
tum are conserved but energy is not. The effect of these simplified calculations
means that longer lengthscales (100 nm) and time periods (tens of microseconds)
can be studied than in molecular dynamics. [111] Dissipative particle dynamics
has been applied successfully to the study of phase behaviour in diblock copoly-
mers [112] and simple binary blends, [113,114] but has not been extended to systems
containing more complex polymers or branching.
Most computational modelling of phase behaviour in polymeric systems has
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been restricted to Monte Carlo simulations. Instead of tracking small, realistic
movements of molecules, Monte Carlo uses larger-scale, often unphysical, struc-
tural reorganisations according to a random sampling methodology (see Section
1.4 for more detail). This means that the kinetics of the phase behaviour can-
not usually be tracked with time, but equilibrium morphologies of the materials
can be found much more quickly than with other techniques. There are many
different algorithms available to simulate polymers with Monte Carlo methods,
most of which take place using a self-avoiding walk on a lattice for ease of simu-
lation. [109] Off-lattice techniques using the bead-spring model also exist, however,
where bond lengths between polymer segments are allowed to vary with an a po-
tential relating to the spring constant of the bond. [110] There are several examples
of the use of Monte Carlo modelling to study phase behaviour of multicomponent
polymer blends in the literature, [74,115,116] although finite-size scaling techniques
are often required to account for the small size of the simulation boxes, and little
research has been undertaken into systems containing branched molecules. [117]
1.2.4 Mechanisms of phase separation
We have already discovered that the value of the free energy of mixing is sufficient
evidence to determine whether or not a polymer blend in equilibrium is susceptible
to phase separation. However, more information is required to ascertain the
mechanism by which the phase separation takes place. This section will discuss
the two possible mechanisms, nucleation and growth and spinodal decomposition,
as well as circumstances required for each to take place and the compositions of
the resulting phases.
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1.2.4.1 Upper and lower critical solution temperatures
Blend composition can be described via the volume fraction of one of the compo-
nents. For ease of notation, we can denote this volume fraction simply as φA = φ,
where in an incompressible blend, the volume fraction of the other component is
φB = (1− φ).
By plotting Fmix = 0 onto a graph of temperature against blend composition,
a U-shaped curve called the binodal is produced. This characterises the stability
of the blend: for temperatures and blend compositions inside the binodal curve,
the blend will be driven towards phase separation, but outside the binodal curve,
it will be stable in the mixed state. [22] The binodal curve can be approximated
experimentally by the cloud-point curve, or CPC, which denotes the first tem-
perature at which phase separation is observed for each blend composition. This
is often carried out by using microscopy to observe the point where the material
becomes clouded and reduces in transmittance due to scattered light from phase
boundaries. [118]
Two possible examples of binodal curves for different types of blend are shown
in Figure 1.16.
The typical, intuitive case is that of the inverted U-shape shown in Figure
1.16a, where the blend is phase separated at low temperatures and mixed at
high temperatures. This generally occurs when b > 0 in Equation 1.37, so that
intraspecies energetic interactions are favoured over interspecies ones. [119] There-
fore, energetics tend to drive the system towards phase separation, but entropy,
which favours disorder, encourages mixing. As entropy has more impact on free
energy at higher temperatures (F = E−TS), there will be a certain temperature
for each blend composition above which entropy will dominate and the system
will transition from a demixed to mixed state. This is called upper critical solu-
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Figure 1.16: Phase diagrams of a blends exhibiting (a) upper critical solution
behaviour and (b) lower critical solution behaviour. The solid line represents the
binodal curve and the dashed line the spinodal curve.
tion temperature (USCT) behaviour, where the UCST describes the temperature
above which the blend components are miscible in all proportions. [11]
The less intuitive case is lower critical solution temperature (LCST) be-
haviour, shown in Figure 1.16b. Here, the blend is miscible at low temperatures,
but will phase separate as temperature increases. This behaviour can occur when
b < 0, so that interspecies interactions are favoured over intraspecies ones, which
encourages mixing when energy is dominant at low temperatures. [119] An exam-
ple of this is a system where there are strong hydrogen bonds that can only form
with the involvement of both species, [10] such as in an amine-water blend. [120]
Another origin of LCST behaviour is a non-combinatorial entropy that dis-
courages mixing (see Section 1.2.3.3). This is usually due to compressibility
effects, where the components experience different amounts of thermal expansion
at high temperatures, so that the more expanded component must contract to
mix with the other, reducing free volume and freedom of motion. This is par-
ticularly prevalent in polymer-solvent blends close to the boiling point of the
1.2. The Flory-Huggins model for phase separation in polymer blends 53
solvent, where the solvent molecules become diffuse, but the polymer segments
are covalently bonded together so cannot easily move apart. [10,121]
LCST behaviour is very rare for blends of small molecules, but is surprisingly
common for polymers due to these compressibility effects. In fact, many polymer
blends that exhibit UCST behaviour also have an LCST at higher temperatures,
producing a graph with two U-shaped curves of different inversions (see Figure
1.17). [122]
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Figure 1.17: An example phase diagram of a polymer blend showing both lower
and upper critical solution behaviour. UCST behaviour is observed at low temper-
atures due to configurational entropy, and LCST behaviour is observed at higher
temperatures when compressibility effects come into play.
1.2.4.2 Concentration fluctuations
Even in a homogeneous miscible blend of two or more components, molecular
motion causes small spatial variations in the concentrations of each component.
These variations typically have a characteristic domain size for each blend com-
position and temperature, typically ranging from 1 nm to 1 µm. The fluctuations
become larger as the spinodal is approached from the miscible part of the phase
diagram, so increase upon cooling for systems with UCST behaviour and in-
crease upon heating for systems with LCST behaviour. The sizes and shapes of
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the constituent molecules can also affect concentration fluctuations, as covalent
bonds between polymer segments introduce connectivity that cannot be broken
by molecular motion, which then affects the entropy. [123]
Concentration fluctuations are often visualised both theoretically and exper-
imentally using radial distribution functions and structure factors, which will be
described in detail in Sections 3.2.3.3 and 3.2.3.4. The radial distribution func-
tion, abbreviated RDF or g(r), describes the variation of density (overall or of a
particular species) with distance from a reference particle. The structure factor,
S(q), is the Fourier transform of the RDF and can be determined experimentally
by x-ray or neutron scattering. [70]
Concentration fluctuations give insight into the mechanisms behind phase
separation. Inside the binodal curves in Figure 1.16, there is a second U-shaped
curve called the spinodal curve, which is defined where there is no curvature
of Fmix, i.e. when
∂2Fmix(φ)
∂φ2
= 0. Using the Flory-Huggins equation for Fmix
(Equation 1.36), an expression for the spinodal curve can be obtained.
1
NAφA
+
1
NBφB
− 2χ = 0 (1.41)
Inside the spinodal, the curvature is negative, and between the spinodal and
binodal, the curvature is positive. [22] The effect of this is seen most easily by
plotting Fmix against composition, as in Figure 1.18.
Concentration fluctuations involve a small change in composition from φ to φ+
δφ and φ−δφ, with the overall free energy an average of the two new compositions.
Inside the spinodal curve, where the curvature is negative
(
∂2Fmix(φ)
∂φ2
< 0
)
, small
changes in concentration cause the overall free energy to decrease, meaning that
any small fluctuations are amplified and the mixed blend is completely unstable.
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Figure 1.18: Figure (a) shows the free energy of mixing against blend composition.
Inside the spinodal, the curvature of Fmix is negative and between the spinodal
and binodal, the curvature is positive. (b) For a blend inside the spinodal, small
fluctuations in concentration will decrease the overall free energy of the system,
so the blend will be unstable. (c) Between the spinodal and binodal, small changes
in composition increase the free energy, so the blend is metastable and will only
separate if large enough fluctuations are experienced that the free energy barrier
can be overcome.
However, where the curvature is positive, between the binodal and the spinodal(
∂2Fmix(φ)
∂φ2
> 0
)
, small changes in concentration cause an increase in the average
free energy. Therefore, there is a free energy barrier that must be overcome by
56 1.2. The Flory-Huggins model for phase separation in polymer blends
sufficiently large concentration fluctuations before a reduction in free energy can
be achieved. This causes the mixed blend to be metastable, meaning that it is
not thermodynamically stable, but is stable to small fluctuations. [22]
1.2.4.3 Nucleation and growth
In the metastable region between the binodal and spinodal, phase separation takes
place via a nucleation and growth mechanism, which can be explained relatively
well by classical nucleation theory, which describes homogeneous nucleation. [22]
This theory has some limitations, including the fact that it assumes small clusters
of material exhibit bulk-like properties for the interfacial tension and the stability
of the interior phase, when there is little evidence that this is the case. [124] It also
assumes that spherical clusters are formed by a stepwise addition of particles,
and ignores the possibility of merging and fragmentation. [125]
However, the theory provides a simple and effective description for the process
of nucleation and growth, so will be described here. Fluctuations in concentra-
tion cause a droplet of a new phase to form. This is associated with a drop in
free energy, due to the formation of a bulk core phase in its thermodynamically
favourable state. However, there is also a free energy penalty for creating new
interface around the droplet. Both of these effects are included in Equation 1.42,
which describes the change in free energy for forming a droplet of radius r, and is
plotted in Figure 1.19. ∆Fv is the free energy change per unit volume of forming
thermodynamically stable phase from the metastable phase, so is negative, and
γ is the interfacial energy per unit area of the new surface, so is positive. [22]
∆F (r) =
4
3
pir3∆Fv + 4pir
2γ (1.42)
For small droplets, the surface area is large compared to the bulk, so ∆F (r) >
1.2. The Flory-Huggins model for phase separation in polymer blends 57
0 and the droplet dissipates in order to decrease the free energy back to the orig-
inal value. However, if a droplet caused by random concentration fluctuations
has a radius larger than the critical size rc (which can be obtained by setting
∂∆F (r)
∂r
= 0), the change in free energy due to the bulk stable phase is large com-
pared to the size of the new interface. Here, the free energy barrier in Figure 1.19
can be overcome, and the free energy is then reduced by growing the droplet. [22]
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Figure 1.19: A plot showing the free energy change during nucleation and growth
as a function of droplet size. The total free energy change is given, along with
the contributions from the formation of a favourable new bulk phase and an un-
favourable interface. Droplets of new phase smaller than the critical radius rc will
dissipate, and those larger than rc will be amplified.
Throughout growth, the droplets remain spherical in order to minimise inter-
facial area. Therefore, a nucleation and growth morphology is characterised by
dispersed spheres, but if enough growth takes place for the spheres to touch, they
can interconnect to form a continuous structure. During nucleation and growth,
the composition of the droplet phase remains constant over time. [10]
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1.2.4.4 Spinodal decomposition
In the unstable region of the phase diagram inside the spinodal curve, any spatial
variations in composition are amplified. This is unusual because it involves the
flow of material from regions of low to high concentration, but the driving force
of free energy reduction remains unchanged. [22]
During spinodal decomposition, systems become inhomogeneous. The total
free energy can then be expressed as the integral of the spatially-varying local free
energy density f(x) over the volume of the blend, where x is a vector denoting
position. [22]
F =
∫
V
f(x)dx (1.43)
f(x) encapsulates both the thermodynamic stability of the local phase at
position x (with a bulk free energy f0 per unit volume for a uniform blend of
average composition φ), and also the unfavourable interfaces within the system
(via a concentration gradient across the interfaces with respect to position x).
A phenomenological equation was proposed by Cahn and Hilliard in 1958 as the
simplest mathematical form capable of reproducing these effects. This is given
by Equation 1.44, where κ is the gradient energy coefficient, which is treated
as a constant, a reasonable assumption if the concentration gradients are fairly
shallow. ∇φ denotes the concentration gradient across phase boundaries with
respect to position x. [22,126]
f(x) = f0(φ) + κ [∇φ(x)]2 (1.44)
Chemical potential (µ) is the free energy change associated with adding or
removing particles of a given species, which happens for each region during the
composition changes of a phase transition. Therefore, µ can be defined as the
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derivative of free energy F with respect to composition φ. [126]
µ =
(
∂F (φ)
∂φ
)
T,V,N
(1.45)
Using the definition for free energy density in Equation 1.44, we have a de-
scription for the chemical potential during spinodal decomposition. [22,126]
µ =
∂f0(φ)
∂φ
+ 2κ∇2φ(x) (1.46)
To maintain equilibrium, chemical potential must remain constant across the
whole system. [126] Therefore, the flux (J , the rate of flow of material through
the system), is proportional to the gradient of the chemical potential, with a
coefficient M that describes the mobility of the particles in the system. M is
called the Onsager transport coefficient and is treated as a constant. [22] The
negative sign in Equation 1.47 is introduced to ensure that M is always positive.
J = −M∇µ (1.47)
By substituting Equation 1.46 for the chemical potential into Equation 1.47,
we get an expression for the flux in a spinodally decomposing system in the limit
of small fluctuations.
J(φ(x)) = −M
[
∂2f0(φ)
∂φ2
∇φ(x) + 2κ∇3φ(x)
]
(1.48)
Finally, we can introduce the concept of a continuity equation for conservation
of mass, which states that the material inside a region can only change when there
60 1.2. The Flory-Huggins model for phase separation in polymer blends
is a flux of material flowing in or out through the region’s boundaries. [22,126]
∂φ(x)
∂t
= −∇ · J(φ(x)) (1.49)
By substituting in our expression for flux (Equation 1.48), this allows us to
arrive at the well-known Cahn-Hilliard equation, which describes the early stage
time evolution of the composition at each point of a system undergoing spinodal
decomposition. [22,126]
∂φ(x)
∂t
= M
∂2f0(φ)
∂φ2
∇2φ(x) + 2Mκ∇4φ(x) (1.50)
We can compare the Cahn-Hilliard equation with Fick’s second law, the stan-
dard diffusion equation, where D is the diffusion coefficient. [22]
∂φ(x)
∂t
= D∇2φ(x) (1.51)
The equivalence of the leading terms in Equations 1.50 and 1.51 shows us
that during spinodal decomposition, diffusion occurs with an effective diffusion
coefficient of Deff = M
∂2f0(φ)
∂φ2
. [22] M is defined to always be positive, but we know
from Section 1.2.4.2 that the curvature of the free energy is negative inside the
spinodal. Therefore, during spinodal decomposition, Deff < 0, and matter flows
from areas of low to high concentration. [22] This causes each phase to become
more and more rich in one component, aiding the phase separation process.
Solutions to the Cahn-Hilliard equation are given by Equations 1.52 and
1.53. [22] These describe the time and position dependent local compositions in the
system, against a reference of the average composition φ0. q denotes the wavevec-
tor of the variation in composition; the magnitude of this is the wavenumber q,
which is related to the wavelength or lengthscale of the concentration fluctua-
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tions by q = 2pi
λ
. As only the scalar product of q with itself appears in Equation
1.53, the directional properties of wavevector q are unimportant and only the
magnitude, i.e. the wavenumber q, is of interest. A is an amplitude coefficient.
φ(x, t)− φ0 = Acos(q · x) exp(R(q)t) (1.52)
R(q) = −Mq2
[
∂2f0(φ)
∂φ2
+ 2κq2
]
(1.53)
R(q) is an amplification factor, which determines the stability of composition
variations with wavenumber q. According to Equation 1.52, concentration fluc-
tuations below a critical wavenumber, where R(q) > 0, will grow exponentially
in the blend. This defines a characteristic domain size for the phase separated
regions during spinodal decomposition. [22] Fluctuations with smaller wavelengths
are unstable as they cause a large amount of costly surface area between the
phases, and those with higher wavelengths are unfavourable as they require mat-
ter to be transported over large distances.
The absence of the vector form of q in Equation 1.53 implies that spinodal
decomposition is direction-independent. Therefore, a random pattern of bicontin-
uous phases is formed with a characteristic lengthscale, as in the schematic shown
in Figure 1.20a. [22] Over time, higher order terms in the Cahn-Hilliard equation
come into play, and the lengthscale of the phase separation increases in order
to reduce interfacial energy in the system. This process is known as coarsening,
and can eventually lead to the bicontinuous morphology breaking down, first to
interconnected globules and then to fully separated spherical regions, as shown
in Figure 1.20. [22,127]
Spinodal decomposition can be tracked experimentally via x-ray or neutron
scattering, an example of which is shown in Figure 1.21. Initially, an intensity
peak appears at the characteristic wavenumber for spinodal decomposition. Over
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time, the peak moves towards lower q as the lengthscale of the phase separation
increases, and the intensity increases as the compositions of the phases become
more distinct. [22]
Figure 1.20: A schematic of the spinodal decomposition coarsening process to give
dispersed spheres and then an interconnected globule structure. Reproduced with
permission from Yamanaka et al. [127]
Figure 1.21: The characteristic changes with time in the height and position of
the intensity peak in a scattering experiment for a system undergoing spinodal
decomposition. Reproduced with permission from Yamanaka et al. [127]
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1.2.4.5 Compositions of phase separated regions
It is a common misconception that unstable blends phase separate into regions
containing pure components. Instead, the regions are just richer in one species
than the system average. We have already stated that the composition of the
droplet phase remains constant during nucleation and growth, and that the com-
positions of the bicontinuous phases become increasingly divergent during spin-
odal decomposition. Here, we will discuss a method for determining the exact
compositions of the phase-separated regions.
If we plot the Flory-Huggins equation (Equation 1.36) for the free energy of
mixing Fmix onto a graph against composition φ when χ is less than a critical
value χc, we get a U-shaped curve with a single minimum at a mixed composition
(see Figure 1.22a). The lowest free energy state that will be adopted is at this
minimum, so phase separation will not occur. [22]
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Figure 1.22: Plots of free energy of mixing for systems with different χ interaction
parameters. (a) For χ < χc, there is a single free energy minimum, so the
mixed state will be stable. (b) For χ > χc, there are two free energy minima, so
the system will phase separate into the two compositions which share a common
tangent.
However, for χ ≥ χc, we have two minima, with the mixed state appearing at
a local maximum between them. For this case, shown in Figure 1.22b it is most
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favourable for the system to separate into two phases. For two phases to coexist
in equilibrium, their chemical potentials must be equal. As chemical potential
can be described as the derivative of free energy with respect to composition
(Equation 1.45), the compositions of the coexisting phases can be determined as
the two points on the free energy curve that share a common tangent (see Figure
1.22b). [22]
By plotting these common tangent points onto a graph of temperature against
composition (Figure 1.23), we can view the compositions of the separated phases
as a coexistence curve. A blend at a point on the graph susceptible to phase
separation (i.e. inside the binodal), will split into two phases α and β along a
horizontal tie-line. The compositions of the new phases (φα and φβ) are deter-
mined by the φ values at the coexistence curve along this tie-line. [22]
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Figure 1.23: Coexistence curve for an example UCST system. An unstable blend
will separate along a horizontal tie-line into two phases with equal chemical po-
tential, the compositions of which are determined using a common tangent con-
struction.
The volume fraction of each new phase can be determined by the lever rule.
Working along the tie line, the closer a stable composition is to the starting
composition, the more of that phase will be present. The volume fraction of new
phase α can be calculated as the difference in compositions between the overall
starting composition and the other new phase β, divided by the total length of
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the tie line. [22]
φα =
φ− φβ
φβ − φα (1.54)
For a two component system, the coexistence curve is identical to the bin-
odal, so anything inside the coexistence curve will phase separate. However, for
multicomponent systems, or those with heterogeneities in molecular size (poly-
dispersity), the two curves are different. [128]
1.2.5 Reaction-induced phase separation
In most cases where phase separation is experienced, the temperature is altered
to move the system into an unstable region of the phase diagram. However, the
picture can be more complicated if one of the components undergoes a polymeri-
sation reaction, as is the case during curing of an aerospace resin. Thermoplastic
polymers are dissolved into a mixture of epoxy monomers or oligomers and curing
agent. The molecular weight and degree of polymerisation of the thermosetting
epoxy component B increases over time. [129] This affects the Flory-Huggins equa-
tion (Equation 1.36, repeated in Equation 1.55) by increasing the value of NB.
Fmix
kBT
=
φA
NA
lnφA +
φB
NB
lnφB + χφAφB (1.55)
The configurational entropy terms (the first two terms on the right hand side
of Equation 1.55) are always negative and drive mixing. Therefore, increasing the
value of NB causes the term
φB
NB
lnφB to become less negative, increasing the free
energy of mixing Fmix. During this process, the entropy per polymer segment
decreases, but the entropy per molecule increases.
The shape of the phase separation diagram is affected as Fmix changes, with
the binodal and spinodal curves both shifted up for blends with UCST behaviour,
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and down for those with LCST behaviour. In all cases, the size of the unstable
region of the phase diagram increases as the polymerisation reaction proceeds.
This means that over time, a reacting mixture tends to become unstable and
phase separation begins to take place, even when operating at a constant cure
temperature with initially miscible polymers. This process is called reaction-
induced phase separation, or RIPS. [130]
1.3 Complications in aerospace blends
We now have a basic understanding of how and why phase separation takes place,
but there are two features of aerospace resins that complicate the picture by re-
ducing the mobility of the molecules in the system: gelation and glass transitions.
These effects mean that blends cannot always reach their equilibrium states, caus-
ing the final morphology to be affected by kinetics as well as thermodynamics. [130]
1.3.1 Gelation
Gelation of a thermoset describes the formation of cross-links to produce a 3D
network. Initially, cross-linking causes a collection of individual clusters known as
a sol to appear. Further bonding reactions then attaches these clusters together
into a large macromolecule called a gel. Theoretically, the gel point, or sol-gel
phase transition, describes the critical point at which an infinite macromolecule
spanning the entire width of the material is formed. [131] Experimentally, it is
usually determined by rheological measurements, where a sharp increase in vis-
cosity occurs so that the material can no longer flow. [132] The material effectively
transitions from a viscous liquid to a solid.
Models of gelation are known as percolation theories, because they describe
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percolation of bonds forming through the material. Classical percolation theories
were initially put forward by Flory and Stockmayer in the 1940s and are still
widely used today. [133–135] They allow both the position of the gel point and the
molecular weight distribution in the material to be predicted. Flory’s work [133] re-
quires the calculation to be started with trifunctional or tetrafunctional monomer
units, and is only valid in the latter case for long chains of uniform length. Stock-
mayer presents an alternative and superior approach that allows monomers of
any functionality, [134] and that was later extended to allow any arbitrary initial
size distribution. [135]
These classical theories make several assumptions. One notable example is
that they neglect cyclic bonds, so intramolecular bonds cannot be formed. [131,134]
There is some experimental justification for this assumption, because only a small
percentage of bonds are observed to be intramolecular at gelation [133], but it is
still a restriction for thermosetting polymers. Another important assumption is
that all unreacted functional groups are assumed to be equally reactive, indepen-
dent of excluded volume interactions or steric hindrance, [131,134] so this limits the
applicability of the model to systems that conform with these requirements. The
relative speeds of diffusion and reaction are also not considered, meaning that
the resulting molecular size distributions are temperature-independent. [131]
The omission of cyclical bonds allows classical percolation theories to be rep-
resented by a Bethe lattice or Cayley tree (see Figure 1.24), where each vertex
represents a monomer with a number of branches according to its functionality
f . Note that f must be greater than or equal to 3 to allow cross-linking to take
place. If p is the conversion, or fraction of bonds that have already formed, then
assuming equal reactivity, it is also the probability of each individual bond being
formed. The critical gel point is then given by the percolation threshold pc, the
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lowest value of p that allows an infinite network to be formed.
pc =
1
f − 1 (1.56)
Figure 1.24: A Bethe lattice or Cayley tree where each monomer has a function-
ality of 3. Cyclical bonds are forbidden.
This relation holds for systems where all monomers can react with each other
and have the same functionality. It also works in situations where there are
two types of functional group that can only react with each other and not with
themselves, such as in an epoxy resin and curative system under normal reaction
conditions. [134] Here, one type of monomer must be bifunctional (f = 2) so that
it cannot increase the number of cross-links, which is a good representation of
some epoxy monomers such as DGEBA. The other type of functional group must
reside on monomers with f ≥ 3, such as a diamine curative with f = 4.
These treatments also allow the molecular weight distributions within the
reacting mixture to be calculated. We work with Stockmayer’s model, [134] as
we have shown its functionality requirements match those of an epoxy-diamine
blend. The volume fraction φ(N) of each cluster containing N monomers is given
by Equation 1.57, where n is the number of diamine curative monomers in each
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cluster, s the number of bifunctional epoxy monomers in each cluster, m(n, s) is
a distribution law, and k is a normalisation constant that ensures a total volume
fraction of 1. [136]
φ(N) = kN
nmax∑
nmin
m(n, s) (1.57)
Following some “tedious” mathematics outlined by Stockmayer [134] and then
simplified, a formula for the distribution law m(n, s) can be obtained for our
situation of bifunctional epoxy monomers and tetrafunctional diamines. This is
given by Equation 1.58. As before, p represents the conversion in terms of the
fraction of possible amine groups that have reacted. r describes the stoichiometry
as the ratio of reactive amine hydrogens to epoxide groups in the system.
m(n, s) =
(1− p)(1+3n−s)(1− rp)(1+s−n)r(n−1)p(n+s−1)(3n)!
n!(3n+ 1− s)!(s− n+ 1)! (1.58)
The comparative values of n and s are restricted by the possible architectures
of clusters that can be formed from monomers with the required functionali-
ties. [134] As demonstrated in Figure 1.25, the possible values of s in a non-cyclical
cluster containing n curative monomers range from smin = n−1 to smax = 3n+1.
For a cluster with a total of N monomers, the maximal value of n occurs when s
is minimised, and vice versa.
Substituting these constraints into Equation 1.57 allows the volume fraction
of clusters with each degree of polymerisation N to be determined. If we assume
the epoxy and curative monomers have equal molecular weights, it allows us to
also calculate a molecular weight distribution for the clusters during cross-linking.
Due to some simplifying assumptions made during the derivation, this model is
only valid during the early stages of cure, when the conversion is low and the
system is well below the gel point. [134]
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Over the years, various improvements to the classical percolation theories
have been attempted. [137] Most of these involve percolation of nearest-neighbour
bonds on a regular square lattice rather than a Cayley tree, so they can include
the effects of excluded volume, steric hindrance and cyclic bonds neglected by
the previous classical models. However, they are more complex, requiring Monte
Carlo simulations or series expansions to evaluate, and do not always give im-
proved results. [131,138]
(a) n = 1, s = 0→ 4
(b) n = 2, s = 1→ 7
(c) n = 3, s = 2→ 10
Figure 1.25: The number of epoxy (s) and amine (n) molecules that can be found
in a non-cyclical cluster are restricted by geometry. For a particular number
of tetrafunctional amine molecules, the number of attached difunctional epoxy
molecules can range from smin = n − 1 to smax = 3n + 1. Epoxies necessary to
maintain connectivity are shown in black and optional ones are shown in blue.
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Gelation can also be incorporated into the Flory-Huggins model by intro-
ducing a polydispersity to the molecular sizes in the branched component that
depends on the level of cure. This causes an adjustment to the combinatorial en-
tropy term for the branched component in the Flory-Huggins equation (Equation
1.36 or 1.55), so that it is now represented as a sum over the sizes of the branched
molecules, as shown in Equation 1.59. [139,140]
φB
NB
lnφB →
∑
i
φBi
NBi
lnφBi (1.59)
Another method of introducing the effect of gelation, attributed to Binder
and Frisch, is to add an elastic term to the free energy. [141] This generates an
energy penalty for deviations in the positions of the polymer segments from their
optimum locations, and therefore represents the rigid network nature of the gelled
thermoset. This theory was later extended by Henderson et al., [142], who intro-
duced both a time evolution of gelation and a local dependency, so that the elastic
term only appears in domains where cross-linking has taken place.
Molecular weight distributions within a polymerised material can be charac-
terised by several types of average molar weight. The three simplest are Mn,
the number average molar weight (Equation 1.60), Mw, the weight average mo-
lar weight (Equation 1.61), and Mz, the Z or centrifugal average molar weight
(Equation 1.62), where Ni is the number of molecules with molecular weight Mi.
Taken together, these characterise the overall shape of the distribution. Typically
Mn < Mw < Mz, and the polydispersity of a polymerised material can be de-
scribed via a polydispersity index of Mw/Mn. Different experimental techniques
measure different averages; for example NMR expresses molecular weight in terms
of Mn, and GPC can measure both Mn and Mw.
Mn =
∑
iMiNi∑
iNi
(1.60)
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Mw =
∑
iM
2
i Ni∑
iMiNi
(1.61)
Mz =
∑
iM
3
i Ni∑
iM
2
i Ni
(1.62)
1.3.2 Glass transitions
In addition to gelation, there is another phenomenon that causes polymer viscos-
ity to diverge, arresting molecular motion and suppressing phase separation. Vit-
rification describes the rapid decrease in mobility when a material passes through
its glass transition temperature (Tg) to become an amorphous solid, as discussed
in Section 1.1.2.3.
The glass transition is a poorly understood feature of soft matter research. It
occurs when a material is cooled without freezing, so that there is no structural
change but the mobility of the constituent molecules falls to effectively zero. This
is often explained using the theory of cooperativity. Each molecule in an amor-
phous material is held within a shell, or cage, of nearest neighbour molecules, as
demonstrated in Figure 1.26. Many ‘cage’ molecules must move together, cooper-
atively, to allow the captured molecule to escape, which produces a large energy
barrier for molecular motion. At temperatures above Tg, random Brownian mo-
tion is enough to allow the molecules to move past each other, so each molecule
is able to easily hop between cages. However, when the temperature falls below
Tg, the molecules have less kinetic energy, so Brownian motion is no longer suf-
ficient to allow the molecules to escape their cages, and mobility is drastically
reduced. The glass transition marks the point at which no mobility is observed
on an experimental timescale. [22]
This means that the exact position of the glass transition depends on the
experimental technique used to measure it. It is therefore not generally regarded
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(a) Molecular cages in
an amorphous material.
(b) T > Tg, material
can flow.
(c) T > Tg, material
cannot flow
Figure 1.26: (a) Each molecule (shown in black) in an amorphous material is
held in place by a shell or cage of other molecules (shaded in grey) that must
be escaped in order for the material to flow. (b) At temperatures above Tg, the
molecules have enough Brownian motion to allow the caged molecule to escape
its shell and contribute to flow. The cooperative motion required for this move is
shown by the shaded molecules. (c) At temperatures below Tg, the molecules do
not have enough kinetic energy to perform this cooperative motion, so the material
cannot flow and behaves like a solid.
as a true phase transition, but as more of a kinetic transition. It describes the
point at which the system can no longer sample all of its microstates on the ex-
perimental timescale, and is therefore not necessarily measured in its equilibrium
state. [22]
Although glass transitions do not exhibit structural transformations, they are
associated with sudden changes in material properties, such as discontinuities in
heat capacity and thermal expansivity. [20,22] This allows Tg to be measured ex-
perimentally, usually by DSC (differential scanning calorimetry, which considers
the change in heat capacity), TMA (thermal mechanical analysis, which looks
at thermal expansivity), or DMA (dynamic mechanical analysis, which examines
the dynamic modulus, or strength under vibration). [143]
Because glass transition behaviour is governed by molecular motion, the Tg
of a material is dependent on the types of molecules present and therefore the
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composition. [143] Generally, larger molecules inhibit molecular motion to a greater
extent, so materials containing larger polymers will have a higher Tg. This means
that as the thermoset component of a polymer blend is cured, the Tg of all phases
containing thermoset will be increased. If the Tg of a particular phase rises above
the cure temperature, that phase will become vitrified and the local morphology
will be frozen in place.
The Tg of a homogeneous blend can be calculated from those of the pure
components, along with their volume fractions, using empirical formulae such
as the Fox, [144] Gordon-Taylor [145] or Kwei [146] equations. Heterogeneous blends
have a separate glass transition for each phase, with the Tg of each dependent on
its local composition. [143]
1.3.3 The effect of gelation and Tg on RIPS
Both gelation and glass transitions can cause a diverging viscosity to occur in any
or all phases during the cure of a thermoset/thermoplastic blend. This drastically
decreases the mobility of molecules within the blend, so that phase separation
is suppressed and morphologies become locked in, with higher miscibility than
would be expected from the thermodynamics. Polymer chains are unable to re-
arrange into their lowest free energy conformations and a ‘quasi-equilibrium’ is
reached. [138] This makes systems undergoing reaction-induced phase separation
extremely difficult to study, as there is a complex balance between the compet-
ing effects of thermodynamically-favourable phase separation and the mobility
restriction of the curing reaction. [127]
This competition has been described in terms of a ‘K value’ which is the
ratio between the rates of phase separation and polymerisation, where the poly-
merisation reaction controls the changes in the phase diagram during curing. [41]
A high K value means that the kinetics of phase separation are much faster
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than the reaction kinetics, so the system is always in its equilibrium state and a
large amount of phase separation can occur. On the other hand, a low K value
implies that the system increases in molecular weight quickly, so that viscosity
suppresses phase separation before equilibrium is reached and the blend will be
more miscible than the thermodynamics suggest. [41] The most interesting case is
at intermediate values of K, where the critical temperature for phase separation
to occur is only just below the temperature at which the viscosity diverges. [129]
This means the cure rate greatly affects the amount of phase separation that can
take place before structure fixation occurs, so that the final morphology can be
controlled by changing the curative or cure temperature. [129]
In corroboration with this, Henderson et al. [142] found (with their model for
gelation with an evolving elastic term mentioned in Section 1.3.1) that as the cure
proceeds, phase separation becomes unfavourable due to energetically-costly de-
formations in the network. In some cases, this not only prevents phase separation
from occurring, but also causes previously-separated phases to remix. Increasing
the volume fraction of the branched thermoset allows more network to form, so
reduces the amount of phase separation that can take place.
Another peculiarity of the arrested mobility of polymer molecules is the occur-
rence of secondary phase separation. This arises when curing causes the molecular
weight to increase within a particular phase such that the previously-separated
phase becomes unstable itself. Mobility restrictions prevent the entire system
from rearranging, so instead a secondary level of phase separation takes place
within the unstable phase, usually by nucleation and growth. [138] This can pro-
duce complex and unusual morphologies (e.g. smalls spheres inside a larger bi-
continuous structure), which makes determining the mechanical properties of the
resulting materials very difficult.
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1.4 Monte Carlo simulations
Now that we have described the physical properties of phase separating systems,
we will discuss one of the main computational techniques used to study them
in this thesis, Monte Carlo modelling. This is a type of molecular simulation
that aims to use a model system to predict the properties of a real experimental
system. A stochastic method based on random numbers is used to move the
model system between a variety of possible states, and the expectation values
of thermodynamic variables are estimated as averages of the simulated system
passing through these states. [108]
1.4.1 Importance sampling
Due to restrictions based on computational efficiency, a Monte Carlo simulation
is not able to visit all possible microstates of a system in the same way an ex-
perimental system can. Therefore, only a small subset of the states is considered
when calculating expectation values for variables, which introduces inaccuracy
into the results. In order to minimise this inaccuracy, an appropriate probability
distribution must be chosen for the subset of states. [147]
A simple choice would be to choose all states with equal probability, but this
would lead to very poor results. High energy states would be frequently sampled
in the simulation, when in real life they are only rarely experienced due to the
domination of the ground state.
Instead, an importance sampling technique is used to ensure that the prob-
ability of each state occurring in the simulation is approximately equal to the
statistical weight that the state would have in the equivalent real life system. To
achieve this, states are chosen with a Boltzmann probability distribution using a
Markov chain process. [147]
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1.4.2 Markov chains
A Markov chain is a stochastic process that randomly generates a new state ν
from the current state of the system µ, with a transition probability P (µ → ν).
Transition probabilities are constant over time and only depend on the states µ
and ν, so are independent of any previous conditions of the system. At each step
of the simulation, a new state ν is chosen, although this can be equivalent to the
previous state µ. [147]
1.4.3 Acceptance ratios
In a Monte Carlo simulation, we randomly choose a new target state ν and
attempt to transition to it from the current state µ. We then choose whether
or not to accept this transition based on the desired probability distribution.
Therefore, the overall probability of transitioning from state µ to state ν consists
of two parts.
P (µ→ ν) = g(µ→ ν)A(µ→ ν) (1.63)
g(µ → ν) is the selection probability, or the probability of choosing the target
state ν from the initial state µ. A(µ→ ν) is the acceptance ratio, or probability of
accepting the transition, given that the target state ν has already been chosen. [147]
1.4.4 Metropolis algorithm
The Metropolis algorithm is generally used to calculate acceptance ratios in statis-
tical mechanics simulations, due to its ability to create a Boltzmann distribution
using a simple methodology. Here, all selection probabilities g(µ→ ν) are taken
to be equal, and acceptance ratios are chosen using the equivalent definitions in
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Equations 1.64 [147] and 1.65. [108]
A(µ→ ν) =
exp
(
−Eν−Eµ
kBT
)
if Eν > Eµ.
1 otherwise.
(1.64)
A(µ→ ν) = min
[
1, exp
(
−Eν − Eµ
kBT
)]
(1.65)
Therefore, if a new state ν is chosen with a lower energy than the previous
state µ, it is always accepted. If ν has a higher energy than µ, it is accepted
with a probability of exp
(
−Eν−Eµ
kBT
)
. In practice, this is achieved by selecting a
random number between 0 and 1, and accepting the move if this is lower than
the calculated value of A(µ→ ν). [108,147]
1.4.5 Ergodicity
In order for a Monte Carlo simulation to be valid, it must obey the condition of
ergodicity. An ergodic system is defined as one which has the same properties
when either a time average or an ensemble average is taken. [108] In practice,
maintaining ergodicity means the Markov process must be able to reach any
state of the system from any other state, if the simulation is left to run long
enough. [147]
1.4.6 Detailed balance
The transition probabilities for a Markov chain must ensure that an equilibrium
Boltzmann distribution is maintained. To remain in equilibrium, the average
number of accepted moves leaving a state must be equal to the number of ac-
cepted moves entering it from any other state. In practice, a stronger equilibrium
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condition of detailed balance is usually applied, because this is more convenient
to enforce. In this case, the total number of transitions between states in one
direction (µ → ν) must be exactly equal to the number of transitions in the
reverse direction (ν → µ). The total number of transitions depends both on the
probability of the system being in the initial state, and the transition probability
from that state to the other. The detailed balance condition can therefore be
expressed by Equation 1.66, where Ni is the number of molecules in state i.
[108]
NµP (µ→ ν) = NνP (ν → µ) (1.66)
1.5 Aims
The work in this thesis will focus on investigating the thermodynamics of phase
separation in blends of branched and linear molecules.
The change in free energy associated with the mixing process is one of the
most important factors governing the phase behaviour of polymer blends. Unfor-
tunately, current techniques used to calculate this are designed for linear polymers
or those with very simple, regular branching structures, and are not applicable
to the randomly branched architectures of the polymers used in aerospace com-
posites. Therefore, Chapter 2 aims to develop a computational method to allow
the entropy and free energy of polymers with arbitrary branching points to be
calculated.
The work in Chapter 3 develops a Monte Carlo modelling methodology to di-
rectly simulate concentration fluctuations within polymer blends. Concentration
fluctuations are the precursor for phase separation, so by comparing their sizes
between different systems, an indication of the relative stabilities of the blends
can be obtained. The aim here was to design a process for simulating these con-
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centration fluctuations in blends containing branched and linear polymers, and
to characterise the sizes of the fluctuations using radial distribution functions.
Structure factors can then be calculated, which should in the future allow com-
parison between computational predictions and neutron scattering experimental
data. By calibrating the model to these experimental results, information about
industrially-relevant blends could be obtained with fewer expensive and time-
consuming experiments.
The aim of Chapter 4 was to design a simple model experimental system,
similar to an aerospace blend, that would enable concentration fluctuations to be
measured by neutron scattering. The system should allow the competing effects
of temperature and cure extent on phase behaviour to be isolated and compared.
An attempt will also be made to extract χ interaction parameters for each of
the blends. This data would be very useful, as the experimental system will
ideally be used to validate the computational model designed in Chapter 3, and
knowledge of the χ interaction parameters would allow the intersegment energetic
interactions to be calibrated.
Chapter 2
Entropy and free energy
2.1 Introduction
We saw in Section 1.2 that the phase behaviour of polymer solutions and blends in
equilibrium depends entirely on their free energy of mixing. A mean-field lattice
theory known as the Flory-Huggins model is usually used to calculate this, but
it has shortcomings that make it unsuitable for studying branched polymers. It
calculates entropy and energy completely separately, each according to mean-field
assumptions. This is often inaccurate, because it does not account for the inter-
play between the two: polymers with strongly attractive segment interactions
will form compact conformations with correspondingly low entropy; those with
strongly repulsive segment interactions will form very stretched out conforma-
tions, also with low entropy; and polymers with intermediate interaction energies
will form open coils with higher entropy. Similarly, strong entropic effects will
influence the most likely polymer conformations and therefore the prevalence of
each type of energetic interaction.
The Flory-Huggins model was designed for linear polymers, so it calculates
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the entropy based on each segment having two connections to neighbours along
the chain. This makes the entropy calculations inaccurate for branched poly-
mers, where some segments have higher functionalities. There are fewer ways to
place segments around a higher functionality branch point, so branching reduces
entropy. In addition, branching influences the packing of the segments on the lat-
tice, and therefore the interactions between the segments of polymer (and solvent
where relevant), meaning that energy calculations are also unreliable.
The lattice cluster theory, discussed in Section 1.2.3.5, is the only relatively
successful theoretical approach to calculating the free energy of branched poly-
mers. [105] Unfortunately, it relies on series expansions that become mathemati-
cally complex for intricately branched polymers, so is only really applicable to
those with simple and repetitive architectures.
Due to the difficulty of adding variability in segment functionality into a the-
oretical model for entropy and free energy calculations, the most sensible way
to include more detail is to use computer simulation. Unfortunately, the most
commonly used methods for computationally calculating free energy do not ap-
ply to branched polymers. For example, thermodynamic integration calculates
free energy compared to that of a known reference state, by integrating along a
thermal path between the two states. [108] The ideal chain can be used as a ref-
erence state for linear polymers, [148,149] but no suitable reference state exists for
branched polymers.
Another widely used method for calculating free energy is the Widom particle
insertion method, which examines the effect of adding ghost particles into the
system. [150] The analogue for polymer systems is to attempt to insert an entire
polymer molecule into the system. This has been done successfully for small linear
molecules, [151–153] but is difficult without causing overlaps in even moderately
dense systems of branched polymers or long linear chains. An alternative is to
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add a single test segment onto the end of one of the polymers in the system, [154]
but this is not so simple for branched polymers, where adding the segment onto
different parts of molecule would produce different results.
The most promising starting point for calculating the free energy of branched
molecules is to adapt the hypothetical scanning simulation method, [155,156] de-
signed for linear polymers and also applicable to simple molecules, to more
complex architectures. This chapter will discuss the theory behind the origi-
nal method, the developments required to adapt it to branched molecules, and
the resulting entropies and free energies calculated for a series of small molecules
with various architectures and energetic interactions.
2.2 Background theory
A good theoretical representation of a polymer is a self-avoiding walk (SAW)
on a lattice, used in the Flory-Huggins model and shown in Figure 2.1a. The
polymer is split into Kuhn length segments, where one Kuhn length is defined
as the longest section of the chain that can be treated as freely-jointed with its
neighbouring segments. [22] To maintain connectivity, each segment is placed on
a neighbouring lattice site to the previous segment. Only one segment may be
placed on each site, to represent the excluded volume of the atoms in the segments.
An analogy can be made in the case of branched polymers by depicting them as
self-avoiding trees (SATs, see Figure 2.1b), which are similar to SAWs but with
different bonding.
In the purely entropic case, the polymers segments are placed randomly ac-
cording to the rules defined above. Nearest neighbour energetic interactions may
also be included, which bias the segment positions towards conformations with
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(a) Self-avoiding walk (b) Self-avoiding tree
Figure 2.1: Lattice representations of (a) a linear polymer as a self-avoiding walk,
and (b) a branched polymer as a self-avoiding tree.
favourable energies.
2.2.1 Statistical mechanics of self avoiding walks
In this section, thermodynamic variables for self-avoiding walks and trees will be
defined. Assuming the canonical ensemble, the partition function (Z) for a SAW
or SAT is given by Equation 2.1, where i runs over all possible conformations (mi-
crostates) of the polymer, Ei is the total interaction energy for that conformation,
kB is the Boltzmann constant and T is the temperature.
[157]
Z =
∑
i
exp(−Ei/kBT ) (2.1)
Therefore, the probability (PBi ) of finding a particular conformation i of the
SAW or SAT in a Boltzmann distributed ensemble is given by Equation 2.2.
PBi =
exp(−Ei/kBT )
Z
=
exp(−Ei/kBT )∑
i exp(−Ei/kBT )
(2.2)
The expectations values for energy (E) and entropy (S) are given by Equations
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2.3 and 2.4 respectively, and the free energy (F ) is calculated by combining these
together into Equation 2.5. [157]
E =
∑
i
PBi Ei (2.3)
S = −kB
∑
i
PBi lnP
B
i (2.4)
F = E − TS
=
∑
i
PBi Ei − T
[
kB
∑
i
PBi lnP
B
i
]
=
∑
i
PBi
[
Ei + kBT lnP
B
i
]
(2.5)
In the purely entropic case with no energetic interactions (i.e. all Ei = 0),
the partition function is simply equal to the total number of conformations for
the self-avoiding walk or tree, so PBi = 1/Z and the probability of finding each
conformation is equal. Free energy can be expressed by F = −kBT lnZ, and as
all states have an equal energy of zero here, the entropy follows as in Equation
2.6. [149]
S = −F/T = kB lnZ = −kB lnPBi (2.6)
2.2.2 The hypothetical scanning method
For an exact calculation of the free energy of a SAW or SAT according to Equa-
tion 2.5, it is necessary to know PBi . However, as this involves summing over
all the possible conformations, the quantity of which grows exponentially with
the number of polymer segments, the calculation quickly becomes intractable.
Instead, it is more appropriate to estimate the value of Pi by simulation, for
example using the hypothetical scanning (HS) method. [155,156]
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The basis of HS relies on the principle that samples of the same equilibrium
system produced by different simulation methods will have the same proper-
ties. [149] Therefore, a Boltzmann distributed ensemble of self-avoiding walks or
trees can be produced by any method, such as a Monte Carlo simulation (see
Section 2.2.4). The free energy can then be calculated and averaged over this
ensemble to give an estimate of the true value, with larger ensembles generally
giving more accurate results.
An estimate of the probability (Pi(f)) of creating one conformation in the
ensemble can be made using a similar method to the Flory-Huggins model (see
Section 1.2.3.1), by multiplying together the probabilities of placing each segment
of the polymer in turn.
In the HS methodology, the single segment probabilities (Pj(f), where j de-
notes the position of the segment in the polymer) are calculated by rebuilding
each polymer one segment at a time, holding all the previously placed segments
before j frozen in space. All of the possible positions for the next f segments
that maintain the required connectivity are searched using a scanning simula-
tion, a simple example of which is given in Figure 2.2. Each of these routes is
allocated a weighting according to the Boltzmann factor (e−E/kBT ) of the nearest
neighbour interaction energies it induces. These interaction energies can either
occur between two polymer segments (PP ) or between a polymer segment and
solvent (PS). For simplicity, an implicit solvent is used, which occupies all lat-
tice sites not taken up by polymer segments, so all solvent-solvent interactions
are assumed to be zero. Pj(f) can then be calculated as the ratio between the
sum of the weightings for the routes that place step j in its correct position, and
the sum of the weightings for all possible routes.
Once the probabilities Pj for placing all of the segments in their specified
positions have been calculated, they are multiplied together to give the confor-
2.2. Background theory 87
(a) Polymer to
rebuild.
(b) Possible positions
for sixth segment
(c) Possible routes
starting right = 3
(d) Possible routes
starting right = 0
(e) Possible routes
starting down = 2
(f) Possible routes
starting left = 3
Figure 2.2: Simple example of the hypothetical scanning methodology in 2D. (a)
shows the polymer being rebuilt, where the probability of placing the sixth poly-
mer segment in its specified direction (up), is being calculated. The previous five
segments (shown in black) are frozen in space, and we are interested in calcu-
lating the number of possible self-avoiding routes for the next f = 2 segments.
(b) shows the three possible positions for placing the sixth segment. (c), (d), (e)
and (f) show all of the possible positions for the seventh segment in light green,
starting from each direction of the sixth segment (dark green). Positions for the
chain that result in overlaps and are therefore not self-avoiding are shown as red
crosses.
mational entropy of the polymer Pi(f) =
∏
j Pj(f).
The value of f is restricted by computational efficiency to around 10, so
for polymers with many more segments than this, an error is incurred by not
searching all the possible states. Ways to mitigate this include adding a mean-
field parameter to account for the rest of the chain, [155] or using a Monte Carlo
simulation to estimate Pj instead of numerical counting methods.
[149].
An additional step in the calculations for Pi(f) that is necessary for branched
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polymers, and new to this work, is the requirement to account for indistinguish-
able polymer conformations. When scanning the possible routes for the polymer
chains, each segment is treated as distinguishable, so that two conformations
which look exactly the same but have differently-labelled segments in each posi-
tion are counted separately. However, in reality, polymers are made up of repeat-
ing monomer units, so their constituent segments are generally identical to each
other. This leads to an over-counting of the number of possible conformational
states for the polymer, and a corresponding underestimation of Pi(f).
In order to account for this and obtain the true Pi(f), the values for Pi(f)
initially calculated using the HS method should be multiplied by the number of
ways the polymer architecture could be assembled. As we start the HS simulations
from a specified segment of the polymer (usually one of the ends), we need to
divide by the number of equivalent starting sites. In linear polymers, this number
is always two, because there are two ends to every chain. For branched polymers,
the number varies with both architecture and the chosen starting point.
This is the only step required for linear polymers, but for branched polymers,
there may also be indistinguishablilty caused by having two or more side-branches
of the same size and shape emanating from the same segment. In this case, it
is necessary to multiply Pi(f) by the number of ways they could be labelled,
namely x! where x is the number of indistinguishable side-branches. This step
should be repeated for every occasion where indistinguishable side-branches are
experienced when moving along the polymer from the starting position.
An example of these calculations can be seen in Figure 2.3. Although the
chosen starting point determines the balance between starting position indistin-
guishability and side-branch indistinguishability, the overall value that Pi(f) must
be multiplied by is independent of starting position for each polymer architecture.
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(a)
Pi(f)→ P ′i (f) ·
1 · 3! = 6Pi(f)
(b)
Pi(f)→ P ′i (f) ·
3 · 2! = 6Pi(f)
Figure 2.3: Indistinguishability calculations for an example branched polymer with
six segments. Equivalent starting segments are shown as red crosses, and identical
side-branches are highlighted in red. In (a), the starting position is taken as the
left hand end of the polymer, which has no other equivalent segments. However,
there are 3 identical side-branches along the chain, so Pi(f) must be multiplied
by 3! = 6. If the starting position is taken as any of the other ends, as in (b),
Pi(f) must be multiplied by 3 to account for their equivalence. Two identical side
branches are then encountered, so Pi(f) must be divided again by 2! = 2.
In addition to calculating Pi(f), the total energy for each conformation in
the Boltzmann-distributed ensemble (Ei) should also be determined to allow cal-
culations of thermodynamic variables. Ei is simply the sum of all the polymer-
polymer and polymer-solvent nearest neighbour interaction energies incurred along
the chain.
2.2.3 Entropy and free energy calculations
Once the probabilities for each conformation in the Boltzmann distributed ensem-
ble (Pi(f)) have been determined using the hypothetical scanning methodology,
the values of energy, entropy and free energy can then be calculated by averaging
over all of the n conformations in the ensemble. Since we only have approxi-
mate values (Pi(f)) rather than the exact values (P
B
i ), the resulting calculations
will also be inexact. Therefore, two calculations will be carried out for each of
the thermodynamic variables, one of which can be shown to underestimate the
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correct values, and one to overestimate them.
In the first set of calculations, the first occurrence of PBi in Equation 2.5
(which refers to the probability of finding the polymer in the ensemble) is taken
to be equal for all polymers in the ensemble, so PBi → 1/n, where n is the
ensemble size. The second occurrence of PBi (which refers to the probability of
constructing each polymer) is estimated using the Pi(f) values calculated from
the HS simulation. The resulting expressions for energy (EA), entropy (SA) and
free energy (FA) are given by Equations 2.7, 2.8 and 2.9 respectively. SA provides
a rigorous upper bound for the true entropy, and EA and FA provide rigorous
lower bounds for the true energy and free energy. [158,159]
EA =
1
n
n∑
i=1
Ei (2.7)
SA = −kB
n
n∑
i=1
lnPi(f) (2.8)
FA =
1
n
n∑
i=1
[
Ei + kBT
n∑
i=1
lnPi(f)
]
(2.9)
In the second set of calculations, the probability of finding the polymer in
the ensemble is approximated by the normalised value of Pi(f)/
∑n
i=1 Pi(f). The
resulting expressions for the energy (EB), entropy (SB) and free energy (FB) are
given by Equations 2.10, 2.11 and 2.12. [149,157–159] These values are not rigorous
bounds for the true energy, entropy and free energy, although it is always true
that EB > EA, SB < SA and FB > FA. SB, EB and FB are usually found to
also underestimate the true entropy and overestimate the true energy and free
energy respectively when compared to other calculation methods such as direct
Monte Carlo. [157,160]
EB =
∑n
i=1 Pi(f)Ei∑n
i=1 Pi(f)
(2.10)
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SB = −kB
∑n
i=1 Pi(f) lnPi(f)∑n
i=1 Pi(f)
(2.11)
FB =
∑n
i=1 Pi(f)[Ei + kBT lnPi(f)]∑n
i=1 Pi(f)
(2.12)
Therefore, the most accurate estimates of the true expectation values of the
thermodynamic variables can be found by taking the arithmetic mean of the two
approximations, as the true value will most likely lie somewhere in the middle.
These means will be denoted EM , SM and FM
2.2.4 Creating a sample ensemble of branched polymers
In order for correct free energy values to be obtained, an average must be taken
over an ensemble of systems arranged according to the Boltzmann distribution,
as this best represents the real distribution of states. The best way to do this
is to initially arrange the polymers on lattices in any position (for example with
the backbone placed in a straight line), and then equilibrate using a Metropolis
Monte Carlo method (see Section 1.4.4).
A range of different Monte Carlo moves for self-avoiding walks are available in
the literature, each with advantages and disadvantages [109] Some commonly used
options are reptation, corner flips, crankshafts, and pivots, shown in Figure 2.4.
Unfortunately, choosing a suitable algorithm that worked effectively for branched
polymers without breaking or altering the connectivity of the bonds proved dif-
ficult. The only technique found to work was an adapted version of the pivot
algorithm. [161] Here, a segment along the polymer is chosen at random, and a
symmetry operation (e.g. a rotation or reflection) is applied to all subsequent
segments. A schematic of this is shown in Figure 2.4d. In the case of branched
polymers, only segments located on the same branch as the chosen segment were
moved during each pivot operation.
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(a) Reptation (b) Corner flip (c) Crankshaft (d) Pivot
Figure 2.4: Examples of Monte Carlo algorithms available to linear self-avoiding
walks. Sections of polymer held steady during the moves are shown in black, new
segment positions in blue, and old segment positions as a blue dashed line. The
only technique found to maintain connectivity in the case of branched self-avoiding
trees is the pivot move.
2.3 Results and discussion
In order to produce reliable results for entropy and free energy, a large ensemble
of Boltzmann distributed systems had to be produced and measured. To reduce
the computational time required, parallel programming using a CUDA supported
graphics processing unit (GPU) was employed, where repeats were run in separate
processing threads. The Tesla K40c GPU used for this work allowed 15 360
threads to run simultaneously, so 16 batches were performed to achieve a total of
245 760 repeats for each simulation.
To create the initial distribution of states, 15 360 copies of the chosen polymer
were placed onto separate lattices with their backbones lying along the x-axes.
Monte Carlo pivot moves were then carried out on each polymer to equilibrate
with the energetic interaction parameters. One end of each polymer was teth-
ered to the lattice origin. The conformations of the polymers were then recorded
16 times, with a large number of equilibration steps in between each sampling to
avoid correlations. For the samples in 3D, 1000N initial equilibration pivot moves
were attempted, and a further 100N moves between each sampling, where N was
the number of bonds between segments in the polymer being tested. In 2D, a
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lower percentage of the pivot moves were successful due to higher excluded vol-
ume, so twice as many pivot moves were attempted, with 2000N during the initial
equilibration, and 200N between each sampling. These values produced compa-
rable distributions to ensembles that had been simulated for 10 times as many
steps, so were deemed to provide sufficient equilibration for the small molecules
used here. Longer run times may be required to fully equilibrate larger polymers.
Hypothetical scanning simulations were then carried out on each of the re-
peats. The possible positions of the next eight segments were considered when
calculating the probabilities for placing the current segment in its specified posi-
tion (f = 8). As all of the polymers used during this work were small, this meant
these calculations were exact, and that the only errors arose from the reliability of
producing the Boltzmann distributed ensemble, and from the assumptions of the
shape of this distribution made while deriving Equations 2.7 to 2.12. Calculated
values for the entropy of linear polymers were found to be consistent to at least
10 significant figures with accepted literature values via enumeration methods for
all lengths of polymer studied. [162,163]
Calculations were carried out for all possible architectures of polymers up to
nine segments in size, with the maximum functionality of each segment limited
only by the number of nearest neighbour sites available on the lattice, to four in
2D (simple square) and six in 3D (simple cubic). As each segment represents a
Kuhn length of polymer which may contain many reactive groups, this condition
is physically feasible.
The size of the polymers studied here, although very small compared to fully
reacted epoxy resin thermosets, is nevertheless of interest to aerospace resins,
where much of the phase behaviour of the blends is observed to take place during
the early stages of cure. [62] The methodology developed is applicable to polymers
of arbitrary size, dependent only on computational power. As an example, using
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the methodology and equipment described above, the full simulation for single
polymer architecture containing 50 Kuhn segments was found to take approxi-
mately three days.
The number of possible polymer architectures increases very quickly with size,
so only polymers with up to seven segments will be shown here for the sake of
clarity. This will allow the main trends to be observed without becoming hindered
by a large amount of data.
2.3.1 Entropy of branched polymers
The main case that will be studied here is a purely entropic system with no
energetic interactions. This is relevant to aerospace resins, where all constituent
polymers have relatively similar chemistries. This means there are roughly equiv-
alent energetic interactions between the different types of segments, which cancel
out to leave a system mostly governed by entropy.
Energetic interactions between polymer segments are also notoriously diffi-
cult to determine, as they require in-depth calculations of all the atomic inter-
actions between two segments, each of which depends on the relevant separation
distance. Segment interactions can also be estimated from cohesive energy den-
sities, which determine intermolecular interactions by measuring the amount of
energy required to completely separate molecules into an ideal gas state, but this
method requires accurate vapour pressure data and lengthy calculations. [164] The
interaction potentials of the segments also depend on their local environments,
so vary with the position of the segments within the molecule and the amount of
polymerisation that has taken place.
Therefore, the work here focussed mostly on entropy, in order to avoid the
use of inaccurate energy parameters. The calculated entropies for all possible
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architectures of polymers between four and seven segments in size are shown in
Figure 2.5, for both 2D and 3D lattices. Results are given as entropy per molecule
in units of kB.
It is clear that this method is able to show significant differences between the
entropies of polymers with different architectures, whereas classical models such
as Flory-Huggins would predict the same value for all polymers with an equal
number of segments. As intuitively expected, a higher prevalence of branching
points generally reduces entropy. This is because there are fewer ways to organise
branches around a central segment with higher functionality, due to the possible
positions for each new segment being restricted by the excluded volume of the
segments that have already been placed. In general, it can be observed from
Figure 2.5 that the presence of higher functionality branching points causes a
larger reduction in entropy than multiple lower functionality branching points.
There are some exceptions to these trends due to molecular symmetry, ex-
amples of which can be found in the calculated entropies of polymers with seven
segments, shown in Figure 2.5d. The first polymer on the left has a single tri-
functional branching point placed such that none of the branches are equivalent,
and this actually has higher entropy than a linear polymer of the same size. This
is due to the indistinguishability effects discussed at the end of Section 2.2.2:
the two ends of the linear polymer are identical, so the number of distinguish-
able microstates is lower than for the architecture where no segments are placed
equivalently. This effect is large enough to overcome the reduced choice of ways
to place segments on the lattice in the branched molecule, so the entropy of the
linear polymer is ultimately lower. There are a few other trend-breaking or-
derings evident in Figure 2.5d, all of which are also a result of the number of
indistinguishable symmetries.
Another factor that can influence the entropy, although to a lesser extent than
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(a) 4 segments
(b) 5 segments
(c) 6 segments
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(d) 7 segments
Figure 2.5: Entropy per segment for polymers with all possible architectures and
sizes of between four and seven segments.
the other reasons mentioned above, is the ability of the architecture to fold in
on itself and produce overlaps. In the self-avoiding model of a polymer that we
are using, such intersections are forbidden. This means that geometries capable
of overlapping have fewer permitted conformations, and correspondingly lower
entropies. An example of this is the difference between the polymers with the
second and third highest entropies for six segments in Figure 2.5c. These each
have one trifunctional branching point, and equal amounts of indistinguishability.
However, as shown in Figure 2.6, the architecture with the branching point close
to one end of the backbone has more propensity to intersect than the one with
the branching point in the centre. This causes the former to have slightly lower
entropy.
The entropy is higher for all polymers on 3D lattices than 2D lattices, as a
result of the increased degrees of freedom and lower excluded volume. In general,
the values are approximately one and a half times higher in 3D, because there
are six neighbouring sites from which to choose segment positions on a cubic
lattice, compared to four on a square lattice. The impact of branching is greater
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(a) (b)
Figure 2.6: Schematic of two polymers with six segments and equivalent amounts
of branching. Each of the two polymers are shown in their most open and most
folded conformations. The architecture in (a) has the propensity to intersect when
folded in either direction, but (b) is only geometrically capably of intersecting when
folded downwards, and not upwards.
in 2D than 3D, resulting in larger differences in entropy between the different
architectures. This is because the reduced degrees of freedom mean that there
is a more severe restriction on the number of ways to place segments around
branching points. This suggests that lattice symmetry in general will affect the
quantitative values for entropy, with a greater coordination number resulting in
higher entropy, but trends within a series of molecules would be expected to
remain consistent.
2.3.2 Entropy changes during polymerisation
Intuitively, and in traditional theories such as the Flory-Huggins model, the en-
tropy of a molecule increases with polymerisation, because an increased number of
segments generally leads to more degrees of freedom. However, the hypothetical
scanning model demonstrates that this is not always true of branched molecules.
Figure 2.7 shows all the possible geometric ways a polymer of x segments can be
polymerised to a molecule of x + 1 segments (where here x ranges from 3 to 6),
along with the corresponding entropies for each molecule.
In most cases, the entropy per molecule increases during polymerisation, as
expected. However, there are a few examples where a counter-intuitive decrease
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is observed, due to increased symmetry of the larger, polymerised molecule com-
pared to the smaller, unpolymerised one. This effect is more prevalent in 2D
than 3D, because the variation between the entropies of different architectures
is already more pronounced, as mentioned above. These deviations from the
usual trend during polymerisation suggest that a mean-field model based on lin-
ear polymers may not be sufficiently detailed to accurately predict the behaviour
of branched molecules.
2.3.3 Free energy of linear polymers
Another limitation of the Flory-Huggins model mentioned in Section 2.1 is that
it treats entropy and energy individually according to separate mean-field the-
ories, and ignores any interplay between the two. The hypothetical scanning
model includes the true local conditions of all the polymer segments during the
calculations, so is likely to improve on this shortcoming.
(a) 3→ 4 segments (b) 4→ 5 segments
(c) 4→ 5 segments (d) 5→ 6 segments
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(e) 5→ 6 segments (f) 5→ 6 segments
(g) 6→ 7 segments (h) 6→ 7 segments
(i) 6→ 7 segments (j) 6→ 7 segments
(k) 6→ 7 segments (l) 6→ 7 segments
Figure 2.7: The entropy changes when polymerising a molecule of x segments to
x+ 1 segments. All the possible geometric ways to add a single segment to initial
molecules with 3, 4, 5 and 6 segments are included. The shapes of each molecule
are shown, where the purple represents newly-added segments. The entropy on a
2D square lattice is given by black squares, and the entropy on a 3D cubic lattice is
given by red diamonds. The dashed lines show the entropy of the initial molecule
before polymerisation.
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The free energies for linear polymers of several lengths were calculated us-
ing the hypothetical scanning method. The polymer-polymer segment interac-
tion was held at zero, so that the only energetic interactions in the system were
between polymer segments and solvent. The value of this PS interaction was
varied between −5kBT and 5kBT . In a mean-field model, energetic interactions
would not influence the conformations of the polymer, so a linear trend would
be observed between the overall free energy of the polymer and the size of the
polymer-solvent segment interaction. The results calculated using the hypotheti-
cal scanning method (see Figure 2.8) deviate from this straight line, with the free
energy reduced where strong polymer-solvent interactions are experienced.
These deviations from the linear trend indicate the interplay between energy
and entropy. When interactions are strong, the polymer conformations are no
longer random and become biased towards those with lower overall energy. In the
case of repulsive (positive) polymer-solvent interactions, compact conformations
are favoured, and when polymer-solvent interactions are attractive (negative),
stretched, open conformations are more likely.
This has two competing effects on the overall free energy. The dominating
effect is the expected reduction in the average energy of each polymer. There
is also a small decrease in entropy due to there being fewer possible microstates
for polymers with preferentially compact or stretched conformations than with
entirely random conformations. However, as energy dominates, the average free
energy per molecule drops compared to the mean-field predictions.
The effect is larger for longer chains, because there is more flexibility over
conformation, so any biases are correspondingly stronger. Bearing in mind that
the polymers studied here are extremely small, with a maximum of seven Kuhn
segments, this suggests that traditional methods used to predict free energy are
likely to be inaccurate in the presence of strong energetic interactions, even for
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(h) 7 segments, 3D
Figure 2.8: Free energies calculated for linear polymers of various lengths using
the hypothetical scanning method, in both 2D and 3D. The polymer-polymer seg-
ment interaction was held at zero, and the polymer-solvent interaction (PS) was
varied between −5kBT and 5kBT . Calculated values of FM are shown in black,
with error bars representing the lower and upper bounds of the free energy, FA
and FB. The linear trends between the overall free energy and the size of the
polymer-solvent interaction predicted by mean-field models are shown in red.
2.4. Conclusions and further work 103
linear polymers.
More pronounced deviation is observed for polymers on 2D square lattices
than on 3D cubic ones. In 2D, the entropy of the polymer chains is already
small in comparison to 3D due to the reduced degrees of freedom. Therefore,
biasing the distribution of conformations towards energetically favourable ones
causes a smaller decrease in entropy than in the 3D case. This means there is
less competition against the reduction in energy from having more favourable
conformations, even though this is also smaller. The decrease in free energy is
therefore larger, resulting in more deviation from the mean-field predictions.
2.4 Conclusions and further work
In this chapter, the hypothetical scanning method [155,156] was adapted to provide
calculations for the entropy and free energy of branched polymers. Results for
small branched molecules of up to seven segments were presented here, but the
methodology can be extended to polymers of arbitrary shape and size.
The entropies of branched polymers were shown to vary with architecture;
more symmetrical molecules with higher branching had lower entropies. Although
the trends were generally intuitive, these calculations allowed the differences to
be quantified, and small effects to be discerned.
It was also observed that in the case of branched molecules, polymerisation
sometimes led to a decrease in the entropy per molecule, as opposed to the increase
always experienced with linear polymers. This implies that models based on linear
polymers do not always well represent branched ones, and may not predict the
correct trends.
Lastly, we saw that the hypothetical scanning method indicates deviation
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from the mean-field free energy calculations, as a result of including the local
conditions of the polymer segments in the model. This allowed the conforma-
tions of the polymer segments to become biased towards those with favourable
interaction energies, and caused a significant decrease in the free energy when
these interactions were strong.
This methodology is currently only valid for single polymers in implicit sol-
vent, and does not consider interactions with other polymers on the same lattice.
This means that it cannot yet be used to calculate free energies of mixing, which
relate to how well molecules pack together when mixed compared to demixed. In
order to rectify this shortcoming, multiple molecules would have to be placed onto
the same lattice, and the entropy or free energy for each polymer calculated with
consideration of the positions of the other polymers. This has previously been
carried out in the literature for the entropies of linear molecules with moderate
densities of up to 0.63 total volume fraction. [165,166]
A major problem with this method in the case of branched polymers is the
difficulty associated with finding a Monte Carlo algorithm that allows a Boltz-
mann distribution to be produced ready for the free energy calculations. The
only common algorithm for self-avoiding walks that could be adapted to the
branched case is the pivot algorithm, as the other techniques in the literature
do not allow molecular architectures to be maintained around branching points.
Unfortunately, the pivot algorithm is not suitable for simulating multiple poly-
mers on the same lattice, as it does not provide a mechanism for molecules to
easily translate across the lattice. Therefore, the initial distribution of polymer
positions cannot be equilibrated effectively. It also performs poorly in dense sys-
tems because it attempts to produce large changes in a single move, and most of
these are not accepted in a dense system with high excluded volume. Therefore,
the system becomes stuck in a non-equilibrium state, and will not give accurate
results.
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Methods to simulate linear polymers in dense systems are numerous, [167–170]
but as the algorithms all involve cutting the molecules and swapping sections
with other molecules or other parts of the same molecule, they would break the
connectivity within branched architectures.
Therefore, it is preferable to use a calculation method for the free energy
that does not require equilibration to a Boltzmann distribution via Monte Carlo
moves. A potential option is the scanning method [165] which directly calculates
the entropy and free energy using a construction procedure. The probabilities
for placing each segment of the polymer are calculated by scanning the possible
locations for the next f segments, and counting the percentage of these that
start in each neighbouring site to the current segment. A position for the next
segment is then chosen randomly, with probabilities biased by these values. The
probability of creating the whole polymer chain (Pi(f)) is then the product of
the probabilities for placing each constituent segment in its chosen position. The
drawback of this method is a high attrition rate, because positions can be chosen
for polymer segments that do not geometrically allow the rest of the polymer to fit
onto the lattice. This would reduce the efficiency of the simulation, meaning that
the density of the system would be limited and less interaction between different
molecules would be experienced than in an equivalent real system. However, this
method remains a viable option and will likely form the next part of the work.
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Chapter 3
Monte Carlo modelling of
concentration fluctuations
3.1 Introduction
In the previous chapter, a method for calculating entropy and free energy of
infinitely dilute solutions of branched polymers was developed. However, this
cannot yet provide the free energy of mixing, and does not provide the whole pic-
ture because it neglects the interactions between polymers that would be present
in industrially relevant blends.
Therefore, it is important to also study systems with higher polymer con-
centrations. We saw in Section 2.4 that the previously discussed Monte Carlo
methods for the simple cubic model with one polymer segment per lattice site
cannot be used for dense systems containing branched polymers. Instead, a tech-
nique called the bond fluctuation model (BFM) can be employed, which will be
described in detail in Section 3.2.1. [171] Due to the large number of potential
nearest neighbour bonding sites available (108 rather than 6 for the simple cu-
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bic model), the BFM would be extremely inefficient for the type of free energy
calculations detailed in Chapter 2, but it can be used to study inhomogeneities
within a blend via variations in the local concentrations of each component.
Limits on computational efficiency severely restrict the size of lattice that can
be simulated, even when using a course-grained model where each monomer or
Kuhn segment of polymer is represented as one simulation bead. A widely-used
trick to combat this is to use periodic boundary conditions (PBCs), where any
material that leaves one side of the simulation box immediately re-enters from
the opposite side. This method allows the properties of the bulk material to be
investigated, whereas if PBCs are not used, the boundaries of the simulation box
represent the edges of the material, and only surface effects can be investigated.
Even when using a small simulation box, PBCs are very effective for studying
properties that depend mainly on short range interactions between particles in
the simulation, such as energy, diffusion and conductivity. However, they can-
not be used to accurately calculate properties where long range interactions are
important, due to correlations between particles in the main simulation box and
their images in the neighbouring boxes. Therefore, phase transitions, which in-
volve large-scale restructuring of the material, cannot be investigated unless a
large simulation box is used.
Therefore, to prevent excessively long simulation times, the work in this chap-
ter will focus on modelling concentration fluctuations, which are the precursor
for phase separation, rather than simulating the phase behaviour directly. As
described in Section 1.2.4.2, concentration fluctuations become larger and more
pronounced as miscible blends approach the spinodal and become closer to phase
separating. Therefore, by comparing differences in concentration fluctuations
between systems, an indication of their relative stability can be obtained.
The aim of this work was to develop a computational methodology that would
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allow concentration fluctuations to be studied in blends of linear and branched
polymers. This would mean that in the future, with appropriate characterisa-
tion and calibration with neutron scattering data, information about morpholog-
ical properties and phase separation behaviour could be gained for industrially-
relevant aerospace polymer blends with fewer expensive and time-consuming ex-
periments.
3.2 Background theory
In this section, the background theory required to understand the simulations
used during this part of the work will be described. The general Monte Carlo
algorithm, the specific usage of it in this work, and the methods employed to
calculate system properties will be covered.
3.2.1 The bond fluctuation model
The bond fluctuation model (BFM) is a dynamic Monte Carlo algorithm de-
veloped in 1988 by Carmesin and Kremer. [171] It has seen wide-spread use for
simulating various features of polymer systems such as glass transitions [172–174],
phase behaviour [175], chain dynamics, [176] and structural properties that change
with chemical reaction. [177]
The BFM uses a simple cubic lattice, where each polymer segment occupies a
unit cube of eight lattice sites instead of the single site used for Flory-Huggins type
models. Neighbouring chain segments are connected by one of 108 different bond
vectors, which are composed of all the permutations and sign inversions of the
following six vector families: P±(2, 0, 0) ∪ P±(2, 1, 0) ∪ P±(2, 1, 1) ∪ P±(2, 2, 1)
∪ P±(3, 0, 0) ∪ P±(3, 1, 0). Resulting bond lengths can vary between 2,
√
5,
√
6,
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3 and
√
10 lattice units. The intermediate bond vector P±(2, 2, 0), of length
√
8
lattice units is not permitted, as this positioning lets other segments pass through
the gap between the bonded ones, allowing chain intersections (which should be
prohibited in self-avoiding models of polymers) to occur. [171,175]
The BFM algorithm is carried out as follows. A segment is selected at random
and an attempt is made to move it by one lattice site in any of the six nearest
neighbour directions (see Figure 3.1). If none of the lattice sites required by the
new position of the segment are already occupied, and all bond vectors remain
within the families specified above, the move is carried out according to normal
Metropolis Monte Carlo acceptance rules (see Section 1.4.4). Otherwise, the move
is rejected and the segment position remains unchanged. [171,175]
Figure 3.1: Schematic of the bond fluctuation model for a simple molecule of three
segments A, B and C. Dashed lines represent bond vectors between segments. An
attempted Monte Carlo move of segment B is shown, from the blue to the black
position. None of the newly-used lattice sites are already occupied, so the move is
self-avoiding. The bond vector between segments A and B changes from (1,2,0)
and (1,3,0), and the bond vector between segments B and C changes from (3,0,0)
to (3,-1,0). Both these new bond vectors are within the permitted set, so the move
will be accepted according to normal Metropolis Monte Carlo rules.
The bond fluctuation model is well designed for studying phase behaviour
in blends containing branched molecules. In 3D, the model maintains ergodicity
(see Section 1.4.5) and bond connectivity for both branched and linear molecules.
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Note that in 2D, reorganisation of multiple bonds originating from the same
segment is impossible, so the BFM is only ergodic in 3D for branched molecules.
The high number of 108 possible bond vectors and 87 possible bond angles in the
BFM also allows more flexibility than in the set-up used in Chapter 2, so higher
density systems can be studied. In addition, none of the attempted moves are
unphysical, so dynamic properties such as diffusion coefficients can be studied as
well as static properties. [171]
3.2.2 Model design
In this work, the 3D bond fluctuation model was used to simulate concentra-
tion fluctuations in blends of linear thermoplastic and branched theromosetting
polymers.
Due to difficulties associated with laying branched molecules onto lattices
without overlap, the branched components were inserted as monomer units which
were then reacted in situ. Strictly speaking, including irreversible bonding re-
actions in Monte Carlo simulations is mathematically invalid due to a lack of
equilibrium and detailed balance (see Section 1.4.6), but there is prior usage in
the literature. [177] Unfortunately, the reactive canonical Monte Carlo methodol-
ogy [179] cannot be used, as it relies on equilibrium with a reverse reaction which
is not present when curing thermosets. In any case, as long as the bonding sim-
ulations are only used to populate the lattice with the desired molecules and not
for any property calculations, their usage is acceptable, although the resulting
molecular shapes and size distributions may not accurately represent those that
would be present in equivalent experimental systems.
To set up the simulations used in this chapter, chains of linear thermoplas-
tic molecules were placed onto a cubic lattice with a side length of L lattice
units in a snake-like, end-to-end fashion. Segments were spaced by bond vectors
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of P±(2, 0, 0) to comply with the restrictions of the BFM. Single unconnected
segments representing epoxy monomers and amine curative molecules were then
placed in the same manner, following on from the thermoplastic molecules.
The system was then allowed to equilibrate using the BFM algorithm. In
order to reduce equilibration times, systems should first be equilibrated without
energetic interactions (equivalent to an infinite temperature regime) to mix the
molecules effectively on the lattice, then the temperature may be reduced and a
further equilibration carried out with the desired energetic interactions between
segments switched on as required. Due to time constraints, all systems used
during this chapter were initially equilibrated and reacted without the presence of
energetic interactions, which were only switched on after the bonding simulation
was complete.
Once equilibration had been carried out, the bonding simulation was run.
Each segment was allocated a maximum functionality to restrict the amount of
bonds it could form. All thermoplastic segments were assumed to be unreactive.
Difunctional epoxy molecules were allowed to form a maximum of two bonds and
tetrafunctional diamine curatives a maximum of four bonds. Epoxy molecules
were only allowed to react with amines and vice versa. To ensure ergodicity in
the resulting cured system, no cyclical bonds were allowed to form. Optionally,
an upper limit on the size of each molecule could also be enforced, but that was
not deemed necessary here as the resulting molecules remained relatively small
anyway.
During the bonding simulations, the BFM algorithm was performed as nor-
mal, but the possibility of a bonding reaction was also included with a certain
probability. During an attempted bonding step, an epoxy and amine segment
were chosen at random, and if the distance between them was within the allowed
set of bond vectors and both molecules had remaining functionality, they were
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reacted with a chosen probability. Reaction probabilities could be varied with
the number of bonds already formed by the chosen amine segment (to represent
steric hindrance), but were all assumed to be equal to one here. Theoretically,
interaction energies and bonding probabilities could be altered to match the final
molecular weight distributions to those measured by experiment.
Once the bonding simulations were complete, the systems were then equi-
librated using the normal BFM algorithm, including the desired energetic in-
teractions between the segments, so that the morphological properties could be
investigated.
In order to investigate differences between systems at various stages of cure,
the amount of amine segments added to the lattice was limited to well below that
required to give a stoichiometric full reaction. By varying the amount of amine
molecules and reacting until all possible amine bonds had formed, the extent
of cure and molecular weight distribution could be controlled. Any unreacted
epoxy molecules remained as single segments. Due to the functionalities of the
chosen epoxy and amine, a 2:1 ratio of epoxy to amine segments would allow a
full reaction of 100 % cure extent. Ratios of 40:1, 20:1 and 10:1 were used during
these simulations, with final cure extents of 5 %, 10 % and 20 % respectively.
The cure extent was kept low in order to maintain ergodicity and prevent the
formation of molecules large in size compared to the simulation box, which would
introduce correlations by interacting with their images in neighbouring simulation
cells. Investigating properties at low cure extent is also valuable when studying
aerospace resins, as much phase separation often happens during the early stages
of the cure cycle. [62]
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3.2.3 Calculating system properties
Although entropy and free energy cannot be measured efficiently using the BFM,
several other properties can be calculated that give an indication of the phase
behaviour.
3.2.3.1 Total energy
The total interaction energy in the system can be calculated by summing over
all nearest neighbour segment interactions, where each type of component pair
is allocated a different energy. In this work, three types of neighbour interac-
tions energies are allocated: epoxy-epoxy (EE), epoxy-thermoplastic (ET ) and
thermoplastic-thermoplastic (TT ). To simplify the model, all segments of the
same type were allocated the same interaction energies, even though in reality
their properties would depend slightly on their positioning within a molecule.
Amine curative segments were assumed to interact similarly to epoxy segments.
The interaction energies may be designed to decrease with increasing distance
between segments by using a Lennard-Jones potential [172], or tuned to favour
particular bond lengths to study glass formation [173] or account for structural
constraints. [174] However, a simpler step potential can also be used. Here, all seg-
ments within a certain distance of each other are allocated a constant interaction
energy (dependent on the type of segments involved), and all interactions outside
of this distance contribute zero energy. In addition to being computationally
cheaper, this method is also analogous to the nearest neighbour interactions used
in the Flory-Huggins model, which assumes that interactions within a polymer
blend die off very quickly with distance. [71] Therefore, for these simulations, a
maximum energetic interaction distance of
√
6 was used to correspond to the
first shell of neighbouring segments.
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For systems of the same size with equivalent volume fractions of each compo-
nent and equal values for nearest neighbour interactions energies, the difference
in total energy depends only the relative proportions of each type of interaction
present. Total energy therefore constitutes a measure of the amount of inter-
face between the components, and, correspondingly, the size of the concentration
inhomogeneities present.
3.2.3.2 Radius of gyration
In general, the radius of gyration (Rg) of a body is the distance away from
the axis of rotation at which all the mass of the body can be assumed to be
concentrated in order to give the correct moment of inertia. For polymers, Rg
describes the conformational dimensions of the chains, and can be measured by
scattering experiments. Rg can be calculated equivalently by Equations 3.1 and
3.2, where ri and rj denote the positions of each of the polymer segments, rCOM
gives the polymer’s centre of mass, and N is the number of segments in the
polymer. [180] Equation 3.2 is generally used to calculate Rg in simulations, as
periodic boundary conditions make it difficult to calculate the centre of mass for
molecules that cross the boundaries of the simulation box. [181]
R2g =
1
N
N∑
i=1
(ri − rCOM)2 (3.1)
R2g =
1
2N2
N∑
i=1
N∑
j=1
(ri − rj)2 (3.2)
Rg is a particularly appropriate measure of size for branched polymers, be-
cause other commonly-used measures such as the average end-to-end distance are
undefined for molecules with more than two ends.
The Rg of a polymer gives information about the local environment, as poly-
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mers with unfavourable nearest-neighbour interactions tend to form compact con-
formations with low Rgs in order to minimise the interfacial area, and vice versa.
Therefore, polymers in more miscible blends tend to have higher Rgs. At higher
temperatures, the importance of energetic interactions reduces, so Rg is also tem-
perature dependent.
3.2.3.3 Radial distribution functions
The radial distribution function, also known as the pair correlation function and
abbreviated RDF or g(r), is given by Equation 3.3, where ρ(r) is the radially
averaged local density at distance r from a reference particle and ρ is the overall
average density of the system.
g(r) =
ρ(r)
ρ
(3.3)
g(r) therefore describes how the local density (total density or in terms of
the concentration of a particular species) varies with distance from a reference
particle, with peaks at distances exhibiting high local concentration (such as
coordination shells of well-defined nearest neighbours) and troughs depicting low
local concentration. [70]
RDFs are useful for characterising inhomogeneities in blends because, if a
separate value of g(r) is calculated for each combination of components, the
characteristic sizes of regions containing each component can be determined. Due
to the radial averaging process, the final value g(r) is isotropic, which is an
appropriate average for phenomena such as concentration fluctuations or spinodal
decomposition.
In these simulations, three types of RDF are calculated, with the same break-
down as for the energetic interactions. gEE(r) gives the average concentration
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of epoxy segments at distances relative to epoxy reference segments and gTT (r)
gives the average concentration of thermoplastic segments at distances relative to
thermoplastic reference segments. The interspecies radial distribution function
is independent of which species is taken as the reference particle, so only one of
gET (r) = gTE(r) needs to be calculated. As with energy, amine segments are
classed as epoxy segments for the sake of simplification.
Computationally, RDFs between two species A and B (where A and B can be
identical) are calculated by taking each A particle in turn and summing together
all the B particles within a shell of thickness dr at distance r from that A particle.
The number of B particles in each shell (NB,r) are placed into histogram bins
corresponding to distances from the A particle. The values for g(r) at each
distance are then calculated according to Equation 3.4. [108]
gAB(r) = NB,r
4pi
3
[
(r + dr)3 − dr3] L3
NANB
(3.4)
The 4pi/3 [(r + dr)3 − dr3] term denotes the volume of the spherical shell used
to count B particles, and NB/L
3 gives the average density of B particles in the
system, where L is the length of one side of a cubic simulation box. The final
value of g(r) must be divided by NA to account for the fact that we carried out
calculations over all A particles in order to take an average. For lattice models,
the final values of g(r) should also be normalised against the number of lattice
points present within each shell. In this work, histogram bins of two lattice units
in size were used.
For simulations with periodic boundary conditions, it is important to avoid
correlations between the relative positions of particles with their images in neigh-
bouring cells, so, RDFs should only be calculated up to a distance of L/2 from
the reference particle.
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3.2.3.4 Structure factors
Radial distribution functions provide an easy-to-interpret picture of composition
variations within the system, but cannot easily be measured experimentally. In
order to validate simulation results against results from scattering experiments,
the Fourier transform of the pair correlation function (h(r) = g(r) − 1) in re-
ciprocal space, known as the static structure factor S(q), should be calculated.
This can be derived directly from the particle positions, but is computationally
cheaper to calculate from the RDF, as in Equation 3.5, where rmin and rmax
are the minimum and maximum shell distances considered in the RDF compu-
tations. [182,183] The values used for wavenumber q are evenly spaced in reciprocal
space between 2pi/rmax and 2pi/rmin, using the same total number of q denomi-
nations as r denominations.
S(q) = 1 + 4piρ
∫ ∞
0
r [g(r)− 1] sin qr
q
dr
= 1 + 4pi
√
NANB
L3
rmax∑
rmin
r [g(r)− 1] sin qr
q
dr (3.5)
3.3 Results and discussion
During the work in this chapter, simulations of the type described in Section 3.2.2
were carried out under different conditions. Initial screening tests were run for
simulation boxes with side lengths of L = 64, L = 96 and L = 128 lattice units.
No significant differences were observed in any of the measured properties between
otherwise equivalent systems, so a box size of L = 64 was used throughout the
rest of the work to reduce computation times.
Simulations were performed on systems with cure extents of 5 %, 10 % and
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20 % by limiting the amount of amine curative, as described in Section 3.2.2.
The effect of varying the density was also investigated by considering systems
with total volume fractions φ of 0.7, 0.8 and 0.9, where the ratio between the
thermoplastic and epoxy components was held constant at 20 vol.% thermoplastic
and 80 vol.% epoxy. Relatively short thermoplastic molecules with chain lengths
of 10 segments were used throughout, in order to prevent correlations between
molecules with their images in neighbouring simulation boxes.
In systems with volume fractions of φ = 0.8 and φ = 0.9, all simulations
were carried out with no energetic interactions, so only entropic effects were
considered. In the systems with φ = 0.7, three different energy combinations
were used for all cure extents. The zero energy case was tested, with EE = TT =
ET = 0. A combination with attractive intraspecies and repulsive interspecies
interactions was also used (EE = TT = −1, ET = 1), as well as one with
repulsive intraspecies and attractive interspecies interactions (EE = TT = 1,
ET = −1).
Nine repeats of each simulation condition were run, all with separate initial
equilibration and bonding simulations, and quoted uncertainties represent the
standard deviation between these repeats. In every case, equilibration was carried
out until the radial distribution functions and total energies (where relevant)
became constant.
3.3.1 Molecular weight distributions
Bonding simulations were carried out to cure the systems before their properties
could be investigated. The resulting molecular size distributions were analysed
to ensure that valid comparisons could be drawn between the systems. In these
simulations, all monomer weights are assumed to be equal to 1 in reduced units,
so molecular weight distributions are equivalent to size distributions.
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The first step was to test how the molecular weight distribution varied with
the length of the bonding simulation. Two ratios between the rate of bonding
steps to movement steps were used for a system with 5 % cure and φ = 0.7.
The longer simulation had pbonding = 0.001, or 0.1 % probability of attempting to
bond at each simulation step. The shorter simulation had pbonding = 0.1, or 10 %
probability of attempting to bond. It is worth noting that there is a very low
chance of actually forming a bond during a bonding step, as the selected epoxy
and amine are likely to be situated far apart from each other, so the ratio of bond
formation to equilibration is still relatively low in both cases.
The resulting molecular weight distributions are compared in Figure 3.2a, in
terms of number average molecular weight Mn, weight average molecular weight
Mw, and centrifugal average molecular weight Mz (defined in Section 1.3.1). The
resultant Mns were equal within experimental error between the two simulations,
and Mw and Mz showed small but significant differences. The simulations with
more bonding steps compared to movement steps produced larger molecules. This
is expected, because there is less time to equilibrate between each bond formation,
so reactions are more likely to form between epoxy and curative segments that
are already part of larger molecules.
However, the difference in molecular weight distributions between the two sim-
ulations was deemed small enough to warrant taking advantage of the much faster
computation times of the higher bonding probability option (hours rather than
days or weeks, depending on the system). In an attempt to produce consistent
molecular weight distributions, the ratio of accepted reaction and equilibration
steps for all simulations was approximately maintained by changing pbonding from
from 0.1 in systems with φ = 0.7 to 0.067 in systems with φ = 0.8 to 0.033 in
systems with φ = 0.9. This was necessary because systems with higher overall
volume fraction have more excluded volume, so therefore more movement steps
are rejected and they equilibrate slower.
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The molecular weight distributions produced by the bonding simulations with
various volume fractions and final cure extents are shown in Figure 3.2. In all
cases, the average molecular weight increased with cure extent, as expected. The
rate of increase is observed to speed up at higher cure extent, particularly for Mz,
which is biased towards the presence of larger molecules. This makes sense as
there is a higher probability of reacting segments that are already part of larger
molecules, implying an exponential rate of increase in molecular weight.
The molecular weight distributions are approximately consistent between sys-
tems with the same amount of cure but different overall volume fractions. There
is a slight trend towards a larger average molecular weight in the higher volume
fraction systems. This is likely to be because more closely-packed molecules are
within reaction distance of each other more frequently, so the effective rate of
reaction compared to equilibration movement is increased. This is particularly
evident in the traces for Mz, which is more biased by the presence of a few
very large molecules than the other averages. However, any differences observed
were within the experimental uncertainty quantified by the standard deviation
between repeats, so all molecular weights distributions were classed as equivalent
for systems with the same amount of cure.
Comparisons between the molecular weight distributions produced by simula-
tion and those predicted using the theoretical Stockmayer model for gelation [134]
(see Section 1.3.1) are given in Table 3.1 for each final cure extent. The molecular
weights produced by simulation are significantly larger than those predicted by
theory. This could be due to an oversimplification of the theory, but is likely to be
an effect of not fully equilibrating the system between each bonding step. There-
fore, the molecular weight distributions used during these simulations are unlikely
to be perfect representations of experimental systems with the same overall cure
extent. However, the trends are in the correct direction.
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Figure 3.2: Molecular weight distributions created by the bonding simulation using
the BFM. (a) shows a comparison between the molecular weight distributions of
simulations with different probabilities of bonding to movement steps. The blue
bars represent a long cure where only 0.1 % of the steps attempt to form bonds,
whereas the red bars represent a shorter cure where 10 % of the steps attempt to
form bonds. The other plots show the molecular weight distributions formed for
systems with various overall volume fractions and cure extents.
3.3.2 Energies
Total interaction energy was also calculated for systems with φ = 0.7 and vari-
ous cure extents of 5 %, 10 % and 20 %. Two combinations of nearest neighbour
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Cure
extent
Mn Mw Mz
Theory Simulation Theory Simulation Theory Simulation
5 % 1.1065
1.1082
± 0.0001 1.56
1.64
± 0.01 3.3
4.1
± 0.1
10 % 1.2332
1.2353
± 0.0001 2.33
2.73
± 0.05 6
10
± 1
20 % 1.5383
1.5715
± 0.0002 4.6
8.7
± 0.3 12
41
± 4
Table 3.1: Number, weight and centrifugal average molecular weights for the clus-
ter distributions in the simulations compared to theoretical predictions made using
Stockmayer’s model for gelation [134].
interaction energies were used, one with attractive intraspecies and repulsive in-
terspecies (EE = TT = −1, ET = 1), and one with repulsive intraspecies and
attractive interspecies interactions (EE = TT = 1, ET = −1), where energy
values are given throughout this chapter in reduced units of kBT . The resultant
total energies are shown in Figure 3.3.
Due to the high volume fraction of epoxy compared to thermoplastic, the
epoxy-epoxy interactions dominate in all cases, so the sign of the total energy
follows that of EE. The absolute value of the total energy is 2–3 orders of
magnitude higher in the cases with repulsive interspecies interactions (Figure
3.3a) than those with attractive interspecies interactions (Figure 3.3b). This
implies that the former has large regions of each species and a small amount of
interface, in order to maximise the number of favourable attractive interactions
and minimise the number of unfavourable repulsive ones. The latter case tries
to increase the amount of favourable interface by having smaller regions of each
species, but due to the mismatch between the volume fractions of the components
and the requirement to maintain connectivity causing some areas of high local
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density, many unfavourable intraspecies interactions remain. This means that
here there is more of a balance between the number of attractive and repulsive
nearest neighbour interactions, so the absolute value of the total energy is smaller.
In both cases, the magnitude of the total energy reduces linearly with increas-
ing cure extent. This is almost entirely due to a reduction in the total number
of nearest neighbour interactions in the system, where bonds are formed between
segments that could otherwise have interacted with each other. The lack of devi-
ation from the linear trend provides little evidence that changing the cure extent
affects the sizes of the regions of each component, or equivalently the lengthscale
of the concentration fluctuations.
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Figure 3.3: Plots of total energy against cure extent in systems with (a) attractive
intraspecies and repulsive interspecies interactions, and (b) repulsive intraspecies
and attractive interspecies interactions.
3.3.3 Radii of gyration
The average radius of gyration (Rg) of the linear thermoplastic polymer also gives
some insight into the structure of the blend.
Figure 3.4 shows the effect of changing the values of the nearest neighbour
interaction energies within the system on Rg. As the intraspecies interactions be-
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come more repulsive and the interspecies interactions become more attractive, the
average Rg increases significantly. This suggests that the thermoplastic molecules
are spreading out in order to seek more interspecies epoxy contacts, so that the
sizes of the regions of each component are reduced. This result is in line with the
implications of the total energy calculations. Due to the large scale of the Rg axis
in Figure 3.4, it is difficult to determine the effect of changing the cure extent on
radius of gyration. Expanded versions are shown in Figure 3.5 for systems with
volume fraction φ = 0.7 and each set of nearest neighbour interactions.
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Figure 3.4: Effect of changing the energetic interactions between segments on
radius of gyration for linear thermoplastic polymers in systems with energetic
interactions. Green represents repulsive intraspecies and attractive interspecies
interactions, red represents no interaction energies, and blue represents attractive
intraspecies and repulsive interspecies interactions. The volume fractions of the
systems used here were φ = 0.7.
It can be seen from Figure 3.5 that increasing the cure extent causes a small
but significant decrease in Rg. This is because there is more widespread connec-
tivity within the epoxy component, which causes the epoxy component to cluster
together and decreases the conformational entropy of mixing. The thermoplastic
molecules are excluded, so can no longer easily spread out as easily into the epoxy
component, and have reduced Rgs. This effect is most pronounced in the case
with no interaction energies (Figure 3.5b) as this system is purely controlled by
entropy. Where energetic interactions are present, (Figures 3.5a and 3.5c) any
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changes to the entropy are countered by the dominating effects of energy, and the
impact of changing the cure extent is reduced.
The last case studied here is the effect on Rg of changing the overall volume
fraction for purely entropic systems with no interaction energies, shown in Figure
3.6.
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Figure 3.5: Close ups of the data series in Figure 3.4. Effect of changing the
cure extent on radius of gyration for linear thermoplastic polymers in systems
with various energetic interactions. (a) has repulsive intraspecies and attractive
interspecies interactions, (b) has no interaction energies, and (c) has attractive
intraspecies and repulsive interspecies interactions. The plots shown here are for
systems with volume fractions of 0.7, but the trends are the same for the other
tested volume fractions of 0.8 and 0.9. All graphs are plotted on the same scale,
but the Rg axis is shifted for each.
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Figure 3.6: Effect of changing the overall volume fraction from 0.7 to 0.8 to 0.9 on
radius of gyration for linear thermoplastic polymers in systems with no energetic
interactions and various cure extents All graphs have the same scales.
It is clear for all cure extents that as volume fraction is increased from φ = 0.7
to φ = 0.8 to φ = 0.9, the average Rg of the thermoplastic component decreases.
This is expected, because the molecules are more spatially restricted and have
less free volume in which to expand into. In corroboration with this, the average
length of the bond vectors in the system decreases from 2.56 to 2.52 to 2.49 lattice
units with increasing volume fraction from φ = 0.7 to φ = 0.8 to φ = 0.9.
Increasing the overall volume fraction has a smaller impact on systems with
higher cure extent. Here, the entropic effects of bonding have already reduced
the values of Rg for the lower volume fraction systems with φ = 0.7, and the radii
of gyration cannot reduce much further in the higher volume fraction cases due
to the spatial restrictions on the bond vectors already in place.
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3.3.4 Radial distribution functions
Radial distribution functions offer the clearest picture of morphology, because
they directly measure how the concentrations of each species vary with distance.
RDFs were calculated for all the systems previously mentioned, with cure extents
of 5 %, 10 % and 20 %, and overall volume fractions of φ = 0.7, 0.8 and 0.9. In
the φ = 0.7 case, several combinations of interaction energies were also tested.
Three types of RDF were calculated for each system. gEE(r) shows how the
average concentration of epoxy segments varies with distance from other epoxy
segments, gTT (r) shows how the average concentration of thermoplastic segments
varies with distance from other thermoplastic segments, and gET (r) = gTE(r)
shows how the average concentration of epoxy segments varies with distance from
thermoplastic segments or vice versa.
We will first examine the effect of changing the interaction energies on the
RDFs between each pair of components, shown in Figure 3.7. Increasing the
favourableness of the intraspecies interactions (decreasing EE and TT ) and de-
creasing the favourableness of the interspecies interactions (increasing ET ) would
intuitively cause larger regions rich in each species to form. This behaviour is
indeed evident from the peaks in gEE(r) and gTT (r), and the trough in gET (r) at
short distances. For the systems with zero interaction energies and also with at-
tractive interpecies interactions, all RDFs are relatively flat at distances above 7
lattice units, suggesting that only small composition inhomogeneities are present.
For the systems with repulsive interspecies interactions, gEE(r) and gTT (r) are
much greater than one for distances up to 13 lattice units, and then lower than
one for distances of 13–26 lattice units. The opposite is true for gET (r). Taken to-
gether, these indicate more long range order and larger structural inhomogeneities
than the systems with other types of nearest neighbour interaction energies. The
zero energy system behaves more similarly to that with attractive interspecies
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interactions than that with repulsive interspecies interactions, because entropies
of mixing are always positive for incompressible systems and tend to enhance
homogeneity.
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Figure 3.7: Epoxy-epoxy, epoxy-thermoplastic and thermoplastic-thermoplastic
radial distribution functions for three combinations of nearest neighbour inter-
action energies. Repulsive intraspecies and attractive interspecies interactions
are shown in green, zero energetic interactions are shown in red, and attractive
intraspecies and repulsive interspecies interactions are shown in blue. All simu-
lations shown here were carried out at a volume fraction of φ = 0.7 and a cure
extent of 5 %, but similar trends were evident for systems with 10 % and 20 %
cure extent.
We will now consider each combination of interaction energies in more detail.
The first case to be examined is the one shown in shown in Figure 3.8, with
attractive intraspecies and repulsive interspecies interactions (EE = TT = −1,
ET = 1). Figure 3.8a shows the relationship between the different types of RDF
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in a system with an overall volume fraction of φ = 0.7 and a cure extent of
5 %, although the traces are similar in shape for all cure extents. As mentioned
above, gET (r) is depleted within distances 13 lattice units and augmented between
13 and 16 lattice units, indicating the formation of relatively large regions of
each component of approximately 13 lattice units in diameter. This result is
corroborated by the large peak in gTT (r) at short lengthscales of up to 13 lattice
units, and the trough at longer lengthscales. gEE(r) is also increased at short
distances, suggesting clustering, but as the average concentration is already high
due to the large amount of epoxy in the system, the peak is not as pronounced
as in the thermoplastic case.
Figures 3.8b, 3.8c and 3.8d show how gEE(r), gET (r) and gTT (r) change with
cure extent. For more highly cured systems, gEE(r) and gTT (r) are slightly lower
at short distances. Also, the depletion region in gET (r) becomes slightly smaller,
implying better mixing. This is counter-intuitive, because the entropy of mixing
is lower for systems with higher molecular weight, so drives separation. However,
as the behaviour of this system is dominated by energetic interactions rather
than entropy, the explanation for the increased mixing also lies with energy.
As the extent of cure increases, the number of bonds in the epoxy component
increases. Directly bonded segments do not energetically interact with each other,
so the number of attractive epoxy-epoxy interactions is reduced, resulting in less
energetic drive towards demixing, and a more homogeneous system.
The next case to be investigated (shown in Figure 3.9) is one with no interac-
tion energies, where all effects are purely entropic. The RDFs are very flat here,
suggesting mostly random homogeneous mixing, which would be intuitively ex-
pected for a system without energetic interactions. There are, however, still peaks
in gEE(r) and gTT (r) at short distances, due to geometric constraints caused by
connectivity within molecules forcing small clusters to occur. This time, chang-
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Figure 3.8: RDFs for systems with attractive intraspecies and repulsive inter-
species interactions, EE = TT = −1, ET = 1. (a) shows the relationship
between the RDFs of all pairs of components for a system with a constant cure
extent of 5 %. (b), (c) and (d) show the impact of changing the cure extent on
the epoxy-epoxy, epoxy-thermoplastic and thermoplastic-thermoplastic RDFs re-
spectively. All systems shown here have an overall volume fraction of φ = 0.7.
ing the cure extent has an intuitive effect on the RDFs; as the epoxy component
increases in molecular weight, the decreased entropy of mixing causes inhomo-
geneities to become more distinct. This is evidenced by a slight increase in gEE(r)
and gTT (r) and a slight depletion in gET (r) at short distances.
The final combination of interaction energies studied was one with respulsive
intraspecies interactions and attractive interspecies interactions (EE = TT = 1,
ET = −1), shown in Figure 3.10. The RDFs here are still very flat, which is
expected because the system is driven towards mixing by both the energetics
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Figure 3.9: RDFs for systems with no energetic interactions. (a) shows the
relationship between the RDFs of all pairs of components for a system with a
constant cure extent of 5 %. (b), (c) and (d) show the impact of changing the cure
extent on the epoxy-epoxy, epoxy-thermoplastic and thermoplastic-thermoplastic
RDFs respectively. All systems shown here have an overall volume fraction of
φ = 0.7.
and entropics. Although there is generally a well mixed morphology, there are
still small-scale inhomogeneities caused by molecular connectivity and solvation
shells. This short distance peak is higher in gTT (r) than gEE(r) because the
thermoplastic molecules are generally larger, causing clustering and enhancing the
local concentration. Also, there are fewer thermoplastic segments overall, so any
inhomogeneities have a more pronounced effect on the height of the peak. Altering
the cure extent does not have much effect on morphology, because energetic effects
dominate over entropic ones. Therefore, increasing molecular connectivity only
enhances inhomogeneity very slightly.
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Figure 3.10: RDFs for systems with repulsive intraspecies and attractive inter-
species interactions, EE = TT = 1, ET = −1. (a) shows the relationship
between the RDFs of all pairs of components for a system with a constant cure
extent of 5 %. (b), (c) and (d) show the impact of changing the cure extent on
the epoxy-epoxy, epoxy-thermoplastic and thermoplastic-thermoplastic RDFs re-
spectively. All systems shown here have an overall volume fraction of φ = 0.7.
The final comparison that will be considered is the difference between systems
with varying overall volume fraction and otherwise equal parameters, shown in
Figure 3.11. Increasing the volume fraction enhances the correlations between
segments, so that all RDFs for the φ = 0.9 and φ = 0.8 systems have greater
variation at long distances than for φ = 0.7. For all types of RDF, increasing the
volume fraction also causes a decrease in the size of the initial peak, corresponding
to the first shell of nearest neighbours around each segment. This is because the
overall concentration of each species is higher, but geometric constraints spatially
restrict the number of segments that can fit closely together. Therefore, the ratios
between the concentrations in the nearest neighbour shell and the overall average
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concentrations are lower.
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Figure 3.11: The effect of changing the overall volume fraction from φ = 0.7
(green) to φ = 0.8 (red) to φ = 0.9 (blue) on the epoxy-epoxy, epoxy-thermoplastic
and thermoplastic-thermoplastic RDFs. All systems shown here have no energetic
interactions and a cure extent of 5 %.
3.4 Conclusions and further work
In this chapter, a Monte Carlo model based on the bond fluctuation model has
been developed to investigate concentration fluctuations in blends of branched
epoxy and linear thermoplastic molecules. The effects of changing the cure ex-
tent, the nearest neighbour energetic interactions and the overall volume fraction
of the system have been investigated. Calculations for molecular weight distribu-
tions within the epoxy components, total interaction energies, radii of gyration
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of the thermoplastic molecules, and radial distribution functions for all pairs of
components have been carried out.
The epoxy molecular weight distributions varied significantly between the
simulation values and theoretical calculations using the Stockmayer model for
gelation, [134] even though the trends were in the right direction. This can be
partially explained by the invalidity of using Monte Carlo methods for strictly
non-equilibrium processes like irreversible bonding. It is possible that by using a
larger simulation box and allowing more equilibration moves between each bond-
ing step, distributions closer to the theoretical predictions could be gained. A
truer representation of the range of molecular weights in an experimental system
could also be obtained by running the bonding simulation in the presence of near-
est neighbour energetic interactions, and adjusting the relative reactivity rates of
the primary and secondary hydrogen on each amine.
The simulations produced sensible results for the total interaction energies,
radii of gyration and radial distribution functions. Structure factors were cal-
culated, but not shown here as they contain the same information as the radial
distribution functions in a less approachable way. They would, however, allow
comparison between the model and experimental results measured by small-angle
neutron scattering if the initial conditions were chosen appropriately. This allows
the three structure factors (SEE(q), SET (q) and STT (q)) to be combined into a
single trace using Equation 3.6, giving the scattering intensity (I(q)) expected at
each q value during experimental measurement. [184] bE and bT denote the scat-
tering lengths of the epoxy and thermoplastic segments respectively.
I(q) = b2ESEE(q) + b
2
TSTT (q) + 2bEbTSET (q) (3.6)
It is worth noting that these comparisons would only be valid for systems
exhibiting upper critical solution temperature behaviour (see Section 1.2.4.1),
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because the compressibility effects required to study systems with lower critical
solution temperature behaviour are not included in the model. It may be possible
to extend the model to encompass these compressibility effects by allowing the
number of molecules to vary on a lattice of constant size, but no reliable way of
adding branched molecules to an already dense system has yet been found.
Chapter 4
Design and measurement of a
model experimental system
4.1 Introduction
The work in this chapter takes a detour from the more theoretically-based com-
putational methodologies of the previous chapters, in order to demonstrate that
using complementary techniques can offer a fuller understanding.
4.1.1 Small angle neutron scattering
One of the most commonly used experimental techniques to investigate the mor-
phology of polymer blends is small angle neutron scattering, or SANS. Scattering
techniques are more appropriate for determining structural properties than di-
rect measurement methods, such as microscopy, because they are quantitative
and average over many particles in the material, so give more representative re-
sults. [185] However, scattering is often used in conjunction with microscopy in
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order to corroborate the findings and give a more complete picture. [186]
Neutron scattering has several advantages over more traditional methods such
as X-ray or light scattering. Firstly, a major benefit lies in the fact that neutrons
are scattered by atomic nuclei rather than electrons as in X-ray scattering. X-
ray scattering intensity is directly related to electron density, so heavy atoms
which contain many electrons appear clearly, but there is negligible scattering
from light atoms with few electrons such as hydrogen. Unfortunately most poly-
mers are hydrocarbons with only a few atoms other than carbon or hydrogen
present in their structures. Due to the lack of heavy atoms and the similarity
between the chemistries in all components of a polymer blend, it can be difficult
to gain enough contrast to distinguish the phases in X-ray measurements. Light
scattering depends on polarisability, [187] which is related to refractive index, and
is in turn dependent on the size and structures of the constituent monomers of
each polymer. Therefore the amount of contrast in a light scattering experiment
is again highly dependent on the differences between the chemical structures of
the polymers. [188]
Neutron scattering offers a simple solution to the lack of contrast between
components, due to the fact that the neutron-nucleus interaction (characterised
by the ‘scattering length’ of the nucleus) varies quite haphazardly across the pe-
riodic table. In particular, hydrogen and deuterium have very different scattering
lengths, so by replacing (or labelling) the hydrogen atoms in one component of the
blend with deuterium, good contrast between even chemically similar components
can be observed. [184]
Another variation between the different types of scattering lies in the size of
the structures that can be studied. Scattering techniques are most effective when
the wavelength of the radiation is approximately equal to the lengthscales of the
structures of interest. [185] Visible light has a wavelength of approximately 400–
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700 nm, so only structures larger than 100 nm can be probed. [187] Both X-rays
and neutrons have much smaller wavelengths and are able to probe structures
within the 1-600 nm range. [186,187] Therefore, although all scattering techniques
can be used to investigate phase separation, neutron scattering is by far the best
for studying concentration fluctuations in the single phase region of the phase
diagram, as it offers good contrast and and probes appropriate lengthscales.
The ‘small angle’ part of small angle neutron scattering refers to the angle
θ between the incident and scattered wave. This is related to the wavevector
change q of the scattered radiation by Equation 4.1, where λ is the wavelength of
the radiation. The magnitude of q describes the wavenumber q of the radiation,
which is related to distance in real space by d = 2pi/q. The relationship between
q and θ is shown pictorially in Figure 4.1. [184]
|q| = q = 4pi
λ
sin(θ/2) (4.1)
(a) (b)
Figure 4.1: Schematic showing the relationship between the wavevector change q
of the scattered light and the scattering angle θ. ki and kf refer to the wavevectors
of the initial and final scattered radiation beam. Figure (a) shows the real space
positions of the vectors, and (b) shows them shifted to demonstrate the value of
q more clearly.
In SANS measurements, the value of θ is controlled as the angle between the
sample and detector relative to the incident neutron beam (practically altered
by changing the distance between the sample and detector), and the q–range
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is determined from this using Equation 4.1. In order to probe the mesoscopic
length scales required for studying phase separation, the value of q and therefore
the value of θ must be minimised. A practical lower limit on θ is imposed by a
requirement to protect the detector from the large amount of unscattered neutrons
experienced at θ = 0. [184]
4.1.2 The Random Phase Approximation
The Random Phase Approximation (RPA) is a mean field theory developed by de
Gennes [29] that describes the q dependence of the scattering of interacting, slightly
inhomogeneous polymer mixtures, and allows the χ interaction parameter from
the Flory-Huggins model to be obtained experimentally.
In the RPA, the structure factor S(q) for a blend of components A and B is
given by Equation 4.2. It is a combination of the ideal chain structure factors
for each component (SA(q) and SB(q)), biased by their volume fractions (φA and
φB). A term involving the χ parameter is included to account for interactions
between the components.
1
S(q)
=
1
φASA(q)
+
1
φBSB(q)
− 2χ (4.2)
The ideal chain structure factors for each species are given by Equation 4.3,
where Ni is the number of segments in a molecule of polymer species i, and
gDi(q) is the Debye scattering function for that species (i.e. the radial distribution
function for a non-interacting polymer chain of Ni segments). gDi(q) is given by
Equation 4.4, where Rgi is the radius of gyration for a chain of species i, and q is
the wavenumber of the radiation used for scattering.
Si(q) = NigDi(q) (4.3)
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gDi(q) =
2
R2giq
2
[
R2giq
2 − 1 + e−R2giq2
]
(4.4)
In the low q limit where R2giq
2 tends to zero, a Taylor expansion of the expo-
nential in Equation 4.4 can be carried out, such that gDi(q)q→0 = 1 − R2giq2/3.
The ideal chain structure factors are then given by Equation 4.5.
Si(q)q→0 = Ni
(
1− R
2
giq
2
3
)
(4.5)
Substituting Equation 4.5 for each component A and B into Equation 4.2
gives the structure factor for the interacting blend in the low q limit as Equation
4.6.
1
S(q)q→0
=
1
φANA(1− R
2
gAq
2
3
)
+
1
φBNB(1− R
2
gBq
2
3
)
− 2χ (4.6)
Further Taylor expansions can then be carried out for the (1 − R2giq2/3)−1
terms in the low q limit where R2giq
2 tends to zero, to give (1 + R2giq
2/3) in each
case. Simplifying the expression gives then Equation 4.7.
1
S(q)q→0
=
1
φANA
+
1
φBNB
− 2χ+ 1
3
(
R2gA
φANA
+
R2gB
φBNB
)
q2 (4.7)
This implies that in the low q regime, a plot of 1/S(q) against q2 should
produce a linear trend with a 1/S(0) intercept given by Equation 4.8.
1
S(0)
=
1
φANA
+
1
φBNB
− 2χ (4.8)
If the degree of polymerisation and volume fraction of each component are
known, this methodology therefore allows χ interaction parameters to be deter-
mined from neutron scattering experiments.
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4.1.3 Aim
As described in Chapter 1, aerospace resins are created by mixing together epoxy
monomers and thermoplastics and curing under a temperature ramp, usually with
a diamine curative. During the curing process, the molecular weight of the epoxy
component increases, raising the free energy of mixing and causing the system to
undergo reaction-induced phase separation. Shifts in phase behaviour can also be
caused by temperature changes, such as those in the curing temperature ramp.
Therefore, it can be difficult to differentiate between the competing effects of
changing temperature and cure extent on the phase separation process.
The work in this chapter develops a model system capable of separating the
effects of temperature and cure. Cure extent can be controlled independently of
temperature by restricting the amount of either the epoxy or curative available
to the system. Once the epoxy has been cured to the full extent allowed by
the stoichiometry in each sample, the temperature can then be altered without
changing the chemistry of the system. For accurate results, a well-behaved system
was required that cured without unwanted side-reactions such as etherification,
and did not undergo any chemical changes on heating.
The aim of this work was develop a model system for studying the competing
effects of cure extent and temperature on concentration fluctuations using small
angle neutron scattering, and to make estimates of the χ interaction parameters
for each blend. These results are important, as it is hoped that the resultant
structure factors could later be compared to those simulated using the model
outlined in Chapter 3, in order to test the model’s predictions of concentration
fluctuations. The model must be run in equilibrium at fixed temperatures and
cure extents, so the experimental system should be measured in the same con-
ditions. χ interaction parameters extracted from the experimental data would
allow calibration of the intersegment energetic interactions in the model.
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4.2 Materials and methods
Firstly, the materials and characterisation methods used during this part of the
work will be detailed, and descriptions of the experimental procedures will be
given.
4.2.1 Materials
Bisphenol A diglycidyl ether (DGEBA with an epoxide equivalent weight of
172) was purchased under the brand name of Tactix 123 from Huntsman. Hex-
amethylenediamine (HMDA) was purchased from Sigma Aldrich. Deuterated
poly(ether sulfone-D8) with an Mn of 4000 g mol
−1 and Mw of 6000 g mol−1 was
purchased from Polymer Source, Inc. Isophorone diamine (IPDA) was purchased
under the brand name of Aradur 42 B2 from Huntsman. PES/PEES polymer was
sourced internally from Solvay. 4,4’-Dichlorodiphenyl sulfone (DCDPS), bisphe-
nol S, sulfolane, methanol and potassium carbonate were purchased from Sigma
Aldrich. J-B Kwik Weld epoxy glue was purchased from J-B Weld, and 0.1 mm
thick, 99.5 % pure aluminium foil of EN-AW 1050 A (Al 99,5) alloy and H0 (soft)
temper was purchased from Aluxfoil Ba´zis Ltd. All materials were used as sup-
plied.
4.2.2 Characterisation
NMR analysis was carried out by Intertek by measuring 1H spectra on an Eclipse
+500 instrument at 80 ◦C with d6-DMSO used as the solvent. GPC analysis was
carried out by Sheffield Analytical and Scientific Services using a 650 mm PLgel
5 µm Mixed-C column with a chloroform solvent, and a PLgel 3µm Mixed-E
column with a tetrahydrofuran (THF) solvent. Microscopy was undertaken using
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a Zeiss Axio Imager M2m. DSC was performed using a Mettler Toledo DSC3+
instrument, under a temperature ramp of 10 ◦C min−1 unless otherwise stated.
Rheology was carried out using an Ares-G2 rheometer, under a frequency sweep
from 0.628 rad s−1 to 628 rad s−1 with a constant shear strain of 10 %. SANS was
performed using the D33 massive dynamic q-range small-angle diffractometer at
the Institut Laue-Langevin in monochromatic mode.
4.2.3 Synthesis of poly(ether sulfone)
Non-deuterated poly(ether sulfone) was synthesised with a similar molecular
weight to the deuterated version used for SANS, in order for initial tests to
be carried on the system without purchasing large amounts of very expensive
deuterated material.
65 g of 4,4’-dichlorodiphenyl sulfone (DCDPS) was weighed into a 500 ml 3
necked round-bottom flask with side arms. 50.756 g of bisphenol S was weighed
into a 120 ml glass jar, then transferred to the round-bottom flask through the
central arm with a powder funnel. The glass jar and powder funnel were rinsed
into the round-bottom flask with approximately 50 ml of sulfolane, and a fur-
ther 150 ml of sulfolane was added. A metal paddle stirrer was inserted into the
round-bottom flask via the central arm, and stirred by hand to break up ag-
glomerates. The contents of the flask were then left to stir overnight at room
temperature using the paddle stirrer powered by compressed air, while applying
nitrogen through one of the side arms.
28.852 g of sieved, oven-dried potassium carbonate was weighed into an oven-
dried 120 ml glass jar. This was then slowly added to the round-bottom flask
over a 10 min period through a side-arm powder funnel, while stirring fast to
avoid clumping. Residual potassium carbonate was rinsed from the glass jar and
powder funnel into the round-bottom flask with approximately 50 ml of sulfolane.
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The round-bottom flask was transferred to a Julabo SL-12 oil bath, and stir-
ring and nitrogen flow were reapplied. The oil bath was heated to 180 ◦C for
30 min, then 210 ◦C for 1 h and finally 230 ◦C for 4 h to allow the monomers to
polymerise. The round-bottom flask was then removed from the oil bath and
clamped on a cork ring to cool.
After cooling enough to handle, the contents of the round-bottom flask were
precipitated in 3.5 l of hot water in a 5 l glass beaker, using a Silverson L5M high
shear mixer with a large hole head. The fine particles and most of the water
were then decanted, and the beaker refilled to 3.5 l with hot water. The contents
were macerated for another 20 minutes using a medium hole Silverson head. The
precipitate was then passed through a Bu¨cher funnel with Whatman grade 3 filter
paper into a 4 l Bu¨cher flask under vacuum to remove the water.
The precipitated polymer was washed once with 3.5 l of cold water and 2 ml
of acetic acid with a medium sized Silverson head and filtered using the Bu¨cher
funnel and grade 3 filter paper, then washed and filtered a further 4 times with
cold water in the same manner, the final time using a fine hole Silverson head.
After filtering the last time, the filter funnel was filled with 400 ml of methanol to
wash the polymer. This was filtered through, and vacuum was applied to remove
the last of the methanol. The resulting polymer was added to a 500 ml glass jar
and the top covered in 2 layers of foil with holes poked through. This was placed
in a vacuum oven at 85 ◦C for two days, turning every hour to dry the polymer.
The resulting polymer was submitted for NMR analysis. It was determined to
consist of 100% poly(ether sulfone) groups with chlorine end groups as expected.
The molecular weight was 5452 g mol−1 and there was 1.16 wt.% of residual sul-
folane solvent.
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4.2.4 Solubility tests
The solubility of poly(ether sulfone) thermoplastic (PES) was measured in both
pure DGEBA epoxy monomer and a partially cured mixture of DGEBA epoxy
monomer with one hexamethylenediamine (HMDA) molecule per 20 DGEBA
molecules. This was carried out to ensure solubility of the thermoplastic for SANS
measurements, and to determine the thermoplastic concentration and tempera-
tures required for these measurements.
1 g of PES was added to a 60 ml glass jar, and 19 g of DGEBA monomer or
partially cured DGEBA was added to give 5 wt.% of PES. This was placed in an
oil bath and stirred using a compressed air powered metal stirrer. The mixture
was left to stir for one hour at 60 ◦C to see if the PES dissolved. If not, the
temperature was raised by 10 ◦C and the mixture left to stir for a further hour.
This process was repeated until the PES dissolved, at which point further PES
was added to raise the concentration by 5 wt.%, and the mixture left to stir at
the same temperature for another hour.
This method was iterated until 20 wt.% of PES (the preferred concentration of
the deuterated component in SANS measurements) was dissolved at 90 ◦C. The
solution was then left to cool. The PES did not precipitate out as the temperature
was reduced.
4.2.5 Curing of DGEBA with hexamethylenediamine
In order to make measurements at varying levels of epoxy cure, DGEBA was
reacted with HMDA curative with a limited amount of curative and a large epoxy
excess. The curing reaction was carried out in the following manner.
DGEBA was weighed into glass jars, one for each sample and one additional
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jar of approximately 20 g for grinding with HMDA and adjusting concentrations.
These solid samples were melted in an oil bath or oven at 60 ◦C until liquid,
and then left to cool to become viscous. Equal masses of HMDA and viscous
DEGBA were weighed into a mortar, usually with approximately 3 g of each.
They were then ground to a paste with a pestle until a small, well-distributed
particle size could be seen under the microscope, working quickly to ensure the
DGEBA and curative did not start reacting while being ground. This mixture
was then added to the jars of melted DGEBA to give the required ratio of HMDA
to DGEBA in each, bearing in mind that the paste also contained some DGEBA.
Additional DGEBA was added to the jars to adjust the ratio if necessary. The
DGEBA/HMDA was then placed in an oil bath at 60 ◦C and stirred using a
compressed air powered metal stirrer for 2 h to cure.
4.2.6 Storage tests
Storage tests were carried out on equivalent systems to those measured by SANS,
in order to determine how long and under what conditions the samples could be
stored prior to the SANS measurements.
Two 60 g batches each of partially cured DGEBA with a 20:1 and a 40:1 ratio
of DGEBA to HMDA were prepared according to the method in Section 4.2.5 in
250 ml glass jars.
Using the first batch of each cure ratio, two subsamples were prepared, one
containing 10 wt.%, and one 20 wt.% of non-deuterated PES. For the 10 wt.%
samples, 2 g of PES was weighed into 60 ml glass jars, and 18 g of partially cured
DGEBA was added. These were then stirred in an oil bath at 90 ◦C for 1 h until
the PES had dissolved. The same process was repeated for each of the 20 wt.%
samples, except this time using 4 g of PES and 16 g of partially cured DGEBA.
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Samples were prepared for storage by weighing approximately 2 g of each
material into 8 ml glass vials, placing under nitrogen to expel excess air and
sealing the caps with parafilm. 6 samples were made for each batch of partially
cured DGEBA, and 3 for each mixture of partially cured DEGBA with added
PES.
The samples were then placed in their designated storage conditions: ambient,
desiccator and −28 ◦C freezer. Two repeats were carried out for each batch of
partially cured DGEBA in each storage condition, and one for each sample with
dissolved PES in each storage condition.
Glass transition temperatures were measured by DSC for each of the samples
to determine if any changes had taken place in the systems. DSC measurements
were made for all samples before storage and after 66 days in their designated
storage conditions. A measurement was also taken for one of the samples of each
batch of partially cured DGEBA in ambient conditions after 10 days.
4.2.7 Design of SANS sample holders
Considerable thought was put into the design of the sample holders for the SANS
measurements. In order to measure at a range of temperatures, the samples had
to be inserted into a metal adaptor that was then placed in a heating block,
shown in Figure 4.2.
The initial idea was to use quartz cells as the sample holders, but this was
impossible due to the opening being too small to insert the viscous samples.
Instead aluminium sample holders were made by the workshop at the University
of Sheffield, as aluminium tends to induce only weak scattering by neutrons. The
bottom layers of the sample holders were made out of single 2.75 mm thick pieces
of aluminium, with small wells cut into them to contain the samples. After sample
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(a) Adaptor (b) Heating block
Figure 4.2: Photos of the (a) the adaptor the sample holders were placed inside
and (b) the heating block used for the SANS measurements, with four sample wells
in two independently controlled temperature regions.
insertion, a 0.5 mm thick top layer of aluminium would be glued in place to seal
the samples inside the holder. However, a trial run of an empty sample holder in
the neutron beam showed strong scattering, likely from polycrystalline structures
in the aluminium, which would have obscured the results from the samples.
Therefore, the bottom layer of the sample holder was trimmed to leave a
piece with a hole all the way through, and a layer of 0.1 mm thick, 99.5 % pure
aluminium foil was attached to the base instead, using J-B Kwik Weld epoxy
glue applied with a paintbrush. After sample insertion, another layer of foil was
glued onto the top of the holder to seal in the sample. Once this glue had cured, a
further layer of glue was applied around the edges of the sample holder to contain
any leaks. Photos showing the sample holder before the top layer of foil had been
glued in place are shown in Figure 4.3. The dimensions of the sample well were
17.6 mm by 8.8 mm by 2 mm.
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(a) Before sample insertion (b) After sample insertion
Figure 4.3: Photos of the final design of the sample holders used for the SANS
experiments. The pictures were taken before the top layer of foil was glued in
place to seal the samples inside.
4.2.8 Preparation of samples for SANS
Samples containing blends of partially cured DGEBA in 80:1, 40:1, 20:1 and 10:1
stoichiometric ratios of DGEBA to HMDA curative, and 20 wt.% of deuterated
PES, were prepared for SANS measurements.
20 g of each ratio of partially cured DGEBA were made in 60 ml glass jars
according to the procedure detailed in Section 4.2.5. These were then stored in
the freezer for 3 weeks until the deuterated PES was delivered.
The partially cured DGEBA samples were removed from the freezer and
heated to 60 ◦C in an oven to reduce their viscosity. For each of the four DEGBA
to curative ratios, 0.13 g of deuterated PES was weighed into a small aluminium
dish and 0.52 g of partially cured DGEBA was added. These samples were mixed
by hand using small aluminium nails and placed in the oven at 90 ◦C for 1 h
to dissolve. Incomplete dissolution was observed, so the oven temperature was
raised to 100 ◦C for a further 30 min to ensure the PES was fully dissolved. Disso-
lution was tested for by checking by eye that the samples were transparent, and
by running a DSC to ensure that only one Tg was present for the mixed phase.
The samples were moved to a vacuum oven at 100 ◦C and degassed to remove
air bubbles for approximately 30 min until no further air bubbles were expelled.
The samples were then transferred to the aluminium SANS sample holders using a
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metal spatula, periodically returning to the 90 ◦C oven to reduce their viscosities.
The sample holders were placed into the vacuum oven to degas again, before
being sealed by attaching the top layer of foil and leaving the glue to cure in the
fridge overnight. The samples were shipped to the Institut Laue-Langevin in dry
ice and stored in a −20 ◦C freezer for 7 days before measurement.
4.2.9 SANS measurements
The scattering from the blends of partially cured DGEBA and deuterated PES
was measured using small angle neutron scattering (SANS). Measurements were
performed using the D33 small-angle diffractometer at the Institut Laue-Langevin.
A wavelength filter of 5A and two detector distances were used, allowing a q range
from 0.04A
−1
to 0.57A
−1
to be measured. Data was collected for 30 min at a
detector distance of 12.8 m and 15 min at a detector distance of 5 m to ensure
good counting statistics. The path length of the beam within the samples was
approximately 2 mm, and the diameter of the beam was 7.7 mm.
A heating block with two independent Eurotherm temperature controllers
was used (see Figure 4.2b). The four samples were split into two sets (10:1 and
20:1 epoxy to amine ratios, and 40:1 and 80:1 epoxy to amine ratios), with each
set placed in a separately heated region. The first set was heated through the
entire cycle detailed below, with one measurement taken for each sample at each
temperature, and the process was then repeated for the second set of samples.
Each sample was measured at temperatures of 60 ◦C, 80 ◦C, 100 ◦C, 120 ◦C and
140 ◦C before reducing the temperature back to 60 ◦C and taking a final repeat
measurement to check whether the system had changed from its initial state.
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4.3 Results and discussion
In this section, the development and characterisation of the model system de-
signed for small-angle neutron scattering measurements will be discussed, as well
as the results from these experiments.
4.3.1 Development of a model experimental system
In order to work with as simple a model system as possible, difunctional DGEBA
was chosen as the epoxy monomer, so that any branching was controlled by the
curative. Hexamethylenediamine (HMDA) was chosen as the preferred curative,
due its ability to cure epoxy resins at low temperatures without unwanted side-
reactions such as etherification, and its availability in a deuterated form for SANS
experiments. HMDA is not a curative used in aerospace as it results in mate-
rials without adequate temperature resistance, but it is frequently used in the
automotive industry and is representative enough for a model system. The ther-
moplastic of choice was either a PES/PEES copolymer, used as a toughener most
aerospace applications, or PES as a chemically simpler substitute. In order to
measure concentration fluctuations within the blends, it was imperative that the
chosen thermoplastic was soluble in the epoxy component at the temperatures
measured during SANS.
In Section 4.1.3, it was stated that the level of cure in the system would be
controlled by limiting the quantity of either the epoxy or the diamine curative. A
prerequisite of the chosen system was that it would not undergo further reaction
with temperature once cured to the prescribed extent. Epoxy groups are generally
more reactive than amine groups and can undergo self-reaction, although usually
only at high temperatures. Therefore, an amine excess was preferred to epoxy, as
the remaining unreacted material would be less likely to experience any undesired
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or unexpected further reaction.
4.3.1.1 Amine excess
As stated above, HMDA was the desired curative for this system, due to the abil-
ity to buy it in deuterated form. HMDA is a crystalline solid at room tempera-
ture, with a documented melting point of approximately 42 ◦C and boiling point
of 205 ◦C. [189] Measurements of concentration fluctuations or phase behaviour re-
quire the material to be in liquid form, so the first step was to melt the HMDA.
This was attempted by placing a few grams of crystalline HMDA into an 8 ml
glass vial and submerging partway in an oil bath set to 60 ◦C.
Unfortunately, although the HMDA melted to a liquid, it remained cloudy
instead of turning clear, and a crust of crystalline material appeared around
the top rim of the vial (see Figure 4.4). Two possible causes of the cloudiness
were suspected. Firstly, HMDA is hygroscopic and absorbs moisture from the
atmosphere, so the cloudiness may have been due to incorporated water droplets.
Secondly, although the quoted boiling point of HMDA is 205 ◦C, there is evidence
in the literature that it undergoes sublimation, which is sometimes used as a
purification method. [190] This would explain both the cloudiness and the solid
crust as recrystallised sublimated material.
In order to determine the cause of HMDA’s poor melting behaviour, the ma-
terial was analysed using differential scanning calorimetry (DSC) under a tem-
perature ramp of 10 ◦C min−1. The resulting trace can be seen in Figure 4.5.
An endothermic melting peak is evident at the expected temperature of approx-
imately 45 ◦C, but no boiling peak is present. Instead there is a shallow, broad
endothermic peak at around 100 ◦C which is likely to be due to evaporation of
absorbed water, and another endothermic peak at roughly 180 ◦C which has the
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Figure 4.4: Photo of HMDA after melting in an oil bath at 60 ◦C. The material
remained cloudy and formed a solid crust around the rim of the vial.
characteristic shape for sublimation. [191] To try and mitigate these problems, a
new batch of HMDA was purchased, as the previous batch had been stored in
ambient conditions for several years and may have expired. The DSC trace for
the new batch is also shown in Figure 4.5, and it can be seen that although the
melting peak is sharper and there appears to be no absorbed moisture, subli-
mation is still observed. On melting a sample of this batch in an oil bath, the
material remained cloudy, even when raised above 100 ◦C to eliminate any ab-
sorbed water. Lastly, HMDA was melted under a nitrogen atmosphere to prevent
moisture absorption, but as this still produced cloudy results, the attempt to use
HMDA as the excess material in the experiment was abandoned.
As the problems with using HMDA as an excess material revolved around an
inability to melt it without unwanted side-effects, there was a proposal to instead
use a diamine that is already liquid at room temperature: isophorone diamine,
or IPDA, which also reacts with DGEBA at low temperatures of around 60 ◦C.
Unfortunately, even 5 wt.% of PES/PEES thermoplastic polymer was found to
be insoluble in IPDA at all temperatures up to 160 ◦C (see Figure 4.6), so IPDA
was deemed unsuitable for purpose.
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Figure 4.5: DSC traces of HMDA at a heating rate of 10 ◦C min−1. The blue trace
shows a batch of HMDA that had been in storage for several years and the red
trace shows a new batch purchased from Sigma Aldrich for this experiment.
Figure 4.6: Photo of 5% of PES/PEES thermoplastic polymer mixed with IPDA.
The thermoplastic was insoluble in IPDA at all temperatures tested up to 160 ◦C,
and instead clumped together.
4.3.1.2 Epoxy excess
As attempts to use an amine excess in the model system had proved unsuccess-
ful, an epoxy excess was instead chosen by default. It was not possible to pur-
chase a deuterated version of DGEBA, and using HMDA as the limiting reactant
meant that there would not be enough of it present to show sufficient contrast be-
tween the thermoplastic and partially cured epoxy phases in SANS measurements.
Therefore, the only remaining option was to use a deuterated thermoplastic. A
PES polymer with an Mn of 4000 g mol
−1 and an Mw of 6000 g mol−1 was chosen.
The low molecular weight increased the likelihood of dissolution in epoxy, and
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allowed closer comparison with simulation, where the size of the polymers in the
system is limited by computational efficiency.
For the model system to be useful for investigating concentration fluctuations,
the PES had to be soluble in the partially cured epoxy component, and the
system was required to be chemically stable before and during measurement.
Deuterated materials are very expensive, so in order to run tests on the system,
a non-deuterated PES with similar molecular weight to the deuterated version
was synthesised according to the procedure in Section 4.2.3. This polymer had
chlorine end groups and an Mn of 5452 g mol
−1.
Solubility tests (detailed in Section 4.2.4) were carried out with the non-
deuterated PES in pure DGEBA and partially cured epoxy with a 20:1 stoi-
chiometric ratio of DGEBA to HMDA. In both cases, 20 wt.% of PES was ob-
served to dissolve at temperatures of above 90 ◦C, which was sufficient in terms
of deuterated material for SANS measurements. After cooling the mixtures to
room temperature, the PES remained dissolved, as shown in Figure 4.7.
Figure 4.7: Photo of 20 wt.% PES dissolved in pure DGEBA (left) and partially
cured epoxy with a 20:1 stoichiometric ratio of DGEBA to HMDA (right). In
both cases, the PES became soluble at 90 ◦C, and remained dissolved after cooling
to room temperature.
Next, the reactivity of the thermoplastic with unreacted epoxy groups was
tested. It was unclear from the material data sheet whether the end groups of
the detuerated PES were mostly chlorine or OD (hydroxyl OH groups where the
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hydrogen is replaced with deuterium). From experience, it is known that chlorine
does not react with epoxy groups, but that hydroxyl, and therefore OD, groups
do. The end groups of the PES could have been determined by NMR, but this
would have been expensive (as it would have to be purchased externally) and
would have used up some of the valuable deuterated material, so the worst case
scenario that the end groups were reactive OD was assumed instead.
Even if this were the case, the stoichiometry-controlled low cure extent sug-
gests that reactive end groups would simply cause a chain extension of the PES
rather than an incorporation of thermoplastic into a branched network. How-
ever, to ensure consistency between measurements, it was preferred that the PES
molecules remained independent. Therefore, the reactivity of epoxy with hy-
droxyl groups (assumed to be the comparable to that of OD) was tested by mix-
ing 20 wt.% of bisphenol S (the hydroxyl capped monomer of PES) with DGEBA,
and running DSCs with heating rates of both 1 ◦C min−1 and 10 ◦C min−1. Both
of these traces, shown in Figure 4.8, display an exothermic peak which can be
safely assumed to represent the reaction of epoxy and hydroxyl groups. These
peaks have an onset of approximately 150 ◦C, so to ensure the thermoplastic PES
did not react with the epoxy in the model system, an upper temperature limit
of 140 ◦C was adopted for measurements, as no reaction was observed below this
temperature.
Once the model system had been chosen, a procedure for preparing samples
was developed. A detailed description of this can be seen in Section 4.2, but a
brief overview will be given here. DGEBA was melted to a liquid and left to
cool to room temperature to become more viscous. Equal masses of HMDA and
DGEBA were ground together to a paste in a pestle and mortar, and a subsample
of this was added to pure DGEBA to give the correct stoichiometric ratio. The
system was cured for 2 h at 60 ◦C, and PES could then be added as necessary by
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Figure 4.8: DSC traces for 20 wt.% of bisphenol S in DGEBA at heating rates
of 1 ◦C min−1 (blue) and 10 ◦C min−1 (red). An exothermic reaction peak for the
epoxy and hydroxyl groups onsets at roughly 150 ◦C in both cases. The beginning
of the epoxy self-reaction peak can also be seen at approximately 320 ◦C for the
sample with the 10 ◦C min−1 heating rate.
dissolving at 90–100 ◦C.
It was noticed that after approximately 2 weeks of storing partially cured
epoxy samples at room temperature, the viscosity increased significantly so that
the materials appeared solid. These solid samples were found to be soluble in
dichloromethane, and upon heating to 160 ◦C, they became rubbery. These ob-
servations suggest that the materials had not gelled, but that a slow chemical
reaction had taken place that raised the glass transition temperatures (Tg) of the
samples to above room temperature over the course of a few weeks.
The nature of this reaction could not be determined. DSCs traces of two
partially cured epoxy samples with 40:1 DGEBA to HMDA stoichiometic ratios
were measured immediately after preparation, and are given in Figure 4.9. The
first exothermic peak observed is the epoxy self-reaction at above 320 ◦C, so these
traces show no evidence of a reaction that could take place at room temperature.
Near-infrared spectroscopy was also performed on one of these samples before
and after storage to see if there had been any change in the presence of reactive
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groups (see Figure 4.10), but any differences between the spectra were smaller
than the expected 5 % measurement uncertainty.
One possibility was that the changes in the sample could be due to further
cure caused by an epoxy-self reaction, catalysed by tertiary amines in the reacted
HMDA. Tertiary amines can act as a Lewis acids, which cure epoxy resins by
catalytically induced ionic polymerisation, [192]. However, the DSC and near-
infrared traces show little evidence of this. In the interest of developing a working
system before the deadline of the neutron beamline date, a decision was made
to mitigate the effects of any undesired reactions rather than trying to explain
them.
Figure 4.9: DSC traces of two partially cured epoxy samples with 40:1 DGEBA to
HMDA stoichiometic ratios, measured immediately after preparation. The onset
of the glass transition in both cases is approximately −14 ◦C, and the epoxy self-
reaction is the lowest temperature exothermic peak with an onset of approximately
320 ◦C. The sharp dip at the end of the red trace is likely to be an instrument
artefact.
Storage tests
Storage tests were carried out to find out whether and under what conditions the
material for SANS measurements could be stored inertly. Samples were prepared
with 40:1 and 20:1 stoichiometric ratios of DGEBA to HMDA, with 0 %, 10 %
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Figure 4.10: Near-infrared spectra of partially cured epoxy samples with a 40:1 sto-
ichiometric ratio of DGEBA to HMDA before (blue) and after (red) storage. Little
difference can be seen between the traces, apart from at the the low wavenumber
end where more uncertainty is expected due to baseline corrections.
and 20 % of added PES. Repeat batches and subsamples were made for all for-
mulations without PES. The detailed methodology used for running these tests
can be found in Section 4.2.6. DSC traces were measured for each of the samples
immediately after preparation, and after 66 days in the following conditions: in a
freezer at −28 ◦C, under ambient conditions, and in a desiccator at room temper-
ature. For some of the samples without PES, a measurement was also taken after
10 days in ambient conditions. The temperatures of the glass transition onsets
for each of the samples are given in Table 4.1.
It is clear that all samples were relatively stable when stored in the freezer,
but significant increases in Tg were observed for the samples stored at room
temperature, both under ambient conditions and in the desiccator. Therefore,
it was determined that material for the SANS experiments could be made in
advance, as long as the samples were stored in a freezer after preparation.
It was observed that the samples with a 20:1 DGEBA to HMDA ratio had a
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slightly higher initial Tgs than the samples with a 40:1 ratio. This is expected,
because they should have a higher cure extent and larger molecules which require
more energy to move (see Section 1.3.2). A larger increase in Tg was seen when
adding PES thermoplastic, which was expected for the same reason. Only one
distinct Tg was observed for each sample, suggesting complete miscibility of the
epoxy and thermoplastic components.
As a matter of interest, it is also apparent that there was a greater increase
in the Tgs of the samples with the 20:1 DGEBA to HMDA ratios than the 40:1
ratios after storage under ambient conditions. Therefore, the more highly cured
samples were less stable, which corroborates the theory that there could be an
epoxy self-reaction catalysed by tertiary amines, as more of these would have
been present in the samples with higher cure extents.
There was concern that whatever chemical changes taking place at room tem-
perature would be accelerated by the high temperatures of the ramp in the SANS
measurements, and alter the system during the experiment. Therefore, subsam-
ples of the material prepared for the storage tests (and kept in the freezer) were
placed in an oven and exposed to the full temperature ramp expected during
the SANS measurements. All Tgs remained constant within experimental error
for these measurements, so it was concluded that no significant chemical changes
would take place in the samples during the SANS experiments.
4.3.2 Characterisation of the system
20 g of partially cured epoxy was prepared for the SANS samples in each of 80:1,
40:1, 20:1 and 10:1 stoichiometric ratios of DGEBA to HMDA, according to the
method described in Section 4.2.8. Assuming complete reaction of the HMDA,
which is expected as it was used as a limiting reactant, these ratios correspond
to cure extents of 2.5 %, 5 %, 10 % and 20 % respectively. These low levels of
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cure were used for two reasons. Firstly, the viscosity of epoxy resins is very high,
especially after the addition of thermoplastic, and less cured material is easier
to handle. Secondly, remaining well below the gel point of the material allows
the system to remain in equilibrium with a small cluster size, which is simpler
to simulate computationally so that comparisons between model and experiment
can be made.
Although the overall cure extent is known, the sizes of the clusters and the
resulting molecular weight distribution are unknown. These can be estimated
theoretically (see Section 1.3.1), but such calculations ignore factors like steric
hindrance, cure temperature and relative reactivity of amine hydrogens.
Therefore, an attempt to determine the molecular weight distribution of the
partially cured epoxy samples via gel permeation chromatography was made.
4.3.2.1 Gel permeation chromatography
Gel permeation chromatography (GPC) is an analytical technique that measures
the amount of material with each molecular weight within a sample. The analyte
is dissolved in a solvent, filtered, and passed through a column packed with porous
beads. The amount of material exiting the column is measured against time, with
smaller particles spending more time captured within pores and therefore having
a longer retention time. The characteristic directly measured by GPC is the
hydrodynamic volume, but by calibrating the peaks against a known standard,
these values can be converted to molecular weight.
In the case of our samples of DGEBA cured with a limited amount of HMDA,
no appropriate calibration standard was available, and a non-optimal PMMA
(poly(methyl methacrylate)) standard was used instead. However, as we know
that all amine groups in the sample should have reacted, the peak with the longest
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retention time and an apparent Mn of 178 g mol
−1 can be assigned to sole DGEBA
molecules, with a known molecular weight of 340 g mol−1. The peak with the next
longest retention time and an apparent Mn of 1235 g mol
−1 can be assigned to
a cluster of one HMDA and four DGEBAs, with a known molecular weight of
1476 g mol−1. The peak with the third longest retention time and an apparent Mn
of 2595 g mol−1 can be asssigned to a cluster of two HMDA and seven DGEBAs,
with a known molecular weight of 2612 g mol−1. The area of each peak represents
the number of molecules with that molecular weight.
The partially cured epoxy samples were found to be soluble in both chloroform
and tetrahydrofuran (THF). GPC traces were first measured using a chloroform
solvent, but only one peak, likely corresponding to sole DGEBA molecules, was
present in each sample. This suggested that larger clusters were insoluble in chlo-
roform and were therefore filtered out before measurement. In order to produce
more useful data, the procedure was repeated in a THF solvent, and the result-
ing traces are given in Figure 4.11. Here, we can see two peaks in the samples
with 2.5 %, 5 % and 10 % cure, with the relative areas of the peaks corresponding
to clusters containing one HMDA to no HMDA molecules increasing with cure
extent. In the sample with 20 % cure, we can also see a third peak, indicating
the presence of clusters containing two HMDA molecules.
These results allow us to determine the relative quantities of each cluster size
in the samples with different cure extents. It is possible that larger, insoluble
clusters were also initially present and filtered out, but this seems unlikely given
the relative sizes of the visible peaks. The calculated percentages of each cluster
size present are shown in Table 4.2 (by number of molecules) and Table 4.3 (by
weight). This data is also displayed graphically in Figure 4.12. The Mn and Mw
for each of the samples are given in Table 4.4, and a plot of Mn against Mw is
shown in Figure 4.13. Both Mn and Mw increase linearly with cure extent, and
Mw has a higher rate of increase because the presence of large molecules has a
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greater impact on Mw than Mn.
The values of the percentage of each cluster size in the system (shown in
Table 4.2) were compared against theoretical predictions from the Stockmayer
model of gelation, described in Section 1.3.1. [134] In general, the theoretical model
makes reasonable predictions with the correct trends, although it underestimates
number of molecules with low molecular weight and overestimates the number
with high molecular weight, with larger discrepancies for the samples with higher
cure extent. These inconsistencies may be partially explained by uncertainty in
the GPC measurements and analysis, where some user interpretation was required
to determine the beginning and end points of each peak. This was more subjective
for the higher molecular weight peaks, which are more important for higher cure
extent samples. Discrepancies may also be caused by errors in the theoretical
approach, due to neglected variables such as steric hindrance, cure temperature,
and relative reactivities of primary and secondary amine hydrogens. Stockmayer’s
model also includes approximations that mean it is only valid well below the gel
point, so the predictions are likely to be more accurate at lower cure extents.
Number of
HMDA
molecules
in cluster
Molecular
weight
of cluster
/ g mol−1
Percentage by number of clusters of
each size for each cure extent
2.5 % cure 5 % cure 10 % cure 20 % cure
0 340 96.3 93.8 92.5 88.1 86.4 77.2 75.8 59.5
1 1476 3.7 5.6 7.5 9.9 13.6 15.6 17.6 19.0
2 2612 0 0.5 0 1.6 0 4.6 6.6 8.8
Table 4.2: Percentage by number of clusters of each size for each cure extent,
measured by GPC (in the left column) and compared against theoretical predictions
using Stockmayer’s model for gelation (in the right column). [134]
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Figure 4.11: GPC traces for partially cured epoxy samples with each cure extent.
Peaks are labelled by the number of HMDA molecules in the cluster size they
represent.
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Figure 4.12: Bar charts showing the percentage by (a) number of molecules and
(b) weight of clusters of each size for cure extent, measured by GPC.
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Number of
HMDA
molecules
in cluster
Molecular
weight
of cluster
/ g mol−1
Percentage by weight of clusters of
each size for each cure extent
2.5 % cure 5 % cure 10 % cure 20 % cure
0 340 85.8 74.1 59.4 37.3
1 1476 14.2 25.9 40.6 37.5
2 2612 0 0 0 25.2
Table 4.3: Percentage by weight of clusters of each size for each cure extent,
measured by GPC.
DGEBA:HMDA ratio Cure extent Mn / g mol
−1 Mw / g mol−1
80:1 2.5 % 382 501
40:1 5 % 425 635
20:1 10 % 495 801
10:1 20 % 691 1339
Table 4.4: Number and weight average molecular weights for the cluster distribu-
tions in samples with each DGEBA to HMDA ratio and cure extent, measured by
GPC.
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Figure 4.13: Number and weight average molecular weights for the cluster distri-
butions in samples with each cure extent, measured by GPC. Both Mn and Mw
increase linearly with cure extent, with Mw exhibiting a higher rate of increase.
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4.3.2.2 Rheology
In addition to GPC measurements, the viscosities of the partially cured epoxy
samples were also characterised using rheology to allow comparison between the
different cure extents. Pure uncured DGEBA, and samples with the previously
mentioned 2.5 %, 5 %, 10 %, and 20 % cure extents were studied. A series of
viscosity measurements was taken for each sample at 5 ◦C temperatures intervals,
between limits imposed by the range of viscosities the rheometer was capable of
measuring. A frequency sweep was used for each measurement, and the viscosities
quoted are the mean values for the flat portion of the resulting traces.
The viscosities measured for each sample at each temperature can be seen in
Figure 4.14, noting the logarithmic scale on the viscosity axis. Viscosity is ob-
served to rise increasingly rapidly with cure extent, as would be expected because
larger and more branched molecules require more energy to flow past each other.
For all samples, viscosity decreases with temperature, which makes sense as more
energy is being supplied to drive the cooperative motions that allow molecules to
flow (see Section 1.3.2 for background information).
15 20 25 30 35 40 45 50 55 60
Temperature
10 1
100
101
102
103
Vi
sc
os
ity
 / 
Pa
.s
0% cure
2.5% cure
5% cure
10% cure
20% cure
(a) Raw data
15 20 25 30 35 40 45 50 55 60
Temperature
10 1
100
101
102
103
Vi
sc
os
ity
 / 
Pa
.s
0% cure
2.5% cure
5% cure
10% cure
20% cure
(b) Data with WLF-fitted curves
Figure 4.14: Viscosity measurements at a range of temperatures for partially cured
epoxy samples with various cure extents. Viscosity is presented on a logarithmic
scale. (a) shows the raw data and (b) shows the fit with empirically determined
WLF parameters.
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A commonly-used expression to characterise viscosity curves is the Williams-
Landel-Ferry (WLF) equation, given by Equation 4.9 where µ(T ) is the viscosity
at temperature T , and µr is the viscosity at a chosen reference temperature Tr.
C1 and C2 are empirical parameters determined by curve fitting of experimental
data. This equation allows viscosity to be predicted for any arbitrary temperature
T for an amorphous material above its Tg.
[193]
µ(T ) = µr exp
(−C1(T − Tr)
C2 + T − Tr
)
(4.9)
The WLF equation relies on the concept of time-temperature superposition
(a principle which states that the viscosity behaviour of polymers is equivalent
as a function of either time or temperature), which is only valid for homogeneous
systems. In addition to allowing an indirect measure of the amount of cure
in the system and giving an indication of the range of materials that can be
easily worked with at each temperature, viscosity measurements can therefore
also highlight compositional inhomogeneities (such as concentration fluctuations
or phase separation) via deviations from the WLF curve. [194]
Curve fitting to the WLF expression was carried out by non-linear regression
for each of the samples of partially cured epoxy, using a reference temperature
of 50 ◦C in all cases. The calculated fit parameters are given in Table 4.5, and
the resulting curves are shown in Figure 4.14b and 4.15. It is clear that the
fits are generally very good and the data follows WLF behaviour. This suggests
that the polymerised molecules within the partially cured material had mixed
homogeneously with the unpolymerised epoxy monomers, and that there was no
segregation by particle size.
In order to provide more useful data, similar experiments could be carried
out after blending the PES thermoplastic with the partially cured epoxy. Here,
checking for miscibility via deviations from the WLF equation fit would poten-
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tially highlight concentration fluctuations within the blends. However, this was
not possible in this work, as the high viscosities of the materials prevented mea-
surements from being taken at a suitable range of temperatures without installing
an oven onto the rheometer.
Fit parameter
Cure extent
0 % 2.5 % 5 % 10 % 20 %
µr / Pa s 0.321 0.476 0.660 1.51 10.6
C1 7.7± 0.1 8.6± 0.3 9.5± 0.1 8.67±0.03 13.6± 0.6
C2 104± 1 111± 3 112± 1 95.6± 0.2 112± 4
Table 4.5: WLF fit parameters determined by non-linear regression in Origin-
Pro for samples of partially cured epoxy with various cure extents. A reference
temperature of Tr = 50
◦C was used for all samples.
4.3.3 SANS measurements
Once the model system had been chosen and characterised, samples were prepared
for small-angle neutron scattering measurements using the procedure outlined in
Section 4.2.8. The design of the sample holders developed for this work can be
seen in Section 4.2.7.
Glass transition temperatures were measured for each of the samples of partially-
cured DGEBA before and after storage to check that no changes had occurred.
A further measurement was taken after heating the PES thermoplastic with the
partially-cured DGEBA to ensure full dissolution with presence of only a single
glass transition temperature. Results for these measurements are given in Table
4.6.
4.3. Results and discussion 171
10 15 20 25 30 35 40 45 50 55
Temperature
0
5
10
15
20
25
Vi
sc
os
ity
 / 
Pa
.s
(a) 0%, linear scale.
10 15 20 25 30 35 40 45 50 55
Temperature
100
101
Vi
sc
os
ity
 / 
Pa
.s
(b) 0%, logarithmic scale.
10 15 20 25 30 35 40 45 50 55
Temperature
0
5
10
15
20
25
30
35
40
Vi
sc
os
ity
 / 
Pa
.s
(c) 2.5%, linear scale.
10 15 20 25 30 35 40 45 50 55
Temperature
100
101
Vi
sc
os
ity
 / 
Pa
.s
(d) 2.5%, logarithmic scale.
10 20 30 40 50 60
Temperature
0
10
20
30
40
50
60
70
80
Vi
sc
os
ity
 / 
Pa
.s
(e) 5%, linear scale.
10 20 30 40 50 60
Temperature
100
101
102
Vi
sc
os
ity
 / 
Pa
.s
(f) 5%, logarithmic scale.
10 20 30 40 50 60
Temperature
0
50
100
150
200
250
300
350
400
Vi
sc
os
ity
 / 
Pa
.s
(g) 10%, linear scale.
10 20 30 40 50 60
Temperature
100
101
102
Vi
sc
os
ity
 / 
Pa
.s
(h) 10%, logarithmic scale.
20 30 40 50 60
Temperature
0
500
1000
1500
2000
2500
Vi
sc
os
ity
 / 
Pa
.s
(i) 20%, linear scale.
20 30 40 50 60
Temperature
101
102
103
Vi
sc
os
ity
 / 
Pa
.s
(j) 20%, logarithmic scale.
Figure 4.15: WLF curve fits calculated by non-linear regression for samples with
partially cured epoxy samples with cure extents of 0 %, 2.5 %, 5 %, 10 % and 20 %.
Fits are shown on both a linear and logarithmic scale for each sample, with raw
data represented by points and fitted curves by smooth lines.
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Cure extent
Onset temperature of glass transition / ◦C
Partially-cured DGEBA After dissolving
PES
Before storage After storage
2.5 % -18.72 -18.29 -6.48
5 % -17.62 -17.49 -5.36
10 % -15.72 -15.64 -1.52
20 % -11.27 -11.38 7.62
Table 4.6: Glass transition temperatures measured by DSC for the samples of
partially-cured epoxy before and after 3 weeks storage in a −28 ◦C freezer, and
after dissolution of 20 wt.% deuteratured PES thermoplastic. Measurement un-
certainties are approximately ± 1 ◦C in all cases.
Details of the SANS measurement procedure can be found in Section 4.2.9.
Scattering intensity was measured for a q range of 0.04A
−1
to 0.57A
−1
. Four
samples were used, with cure extents of 2.5 %, 5 %, 10 % and 20 % respectively,
each containing 20 wt.% of deuterated PES. Measurements were made at 60 ◦C,
80 ◦C, 100 ◦C, 120 ◦C and 140 ◦C, before taking a final measurement at 60 ◦C
to determine whether the systems had changed from their initial states during
heating.
The data was treated by subtracting the incoherent background, and then
normalising between traces, using a reference at a high q value of approximately
0.4A
−1
where the traces are relatively smooth and featureless. This normalisa-
tion was necessary because the design of the sample holders meant that it was
impossible to prepare samples with consistent thickness and path length.
The general shapes of all the traces are similar, with a typical plot of scattering
intensity I(q) against q given by Figure 4.16. I(q) decreases steeply with q at
low q, then there is a peak at 0.02A
−1
, and a shallow decrease of I(q) with q at
higher q values, which is expected for scattering from concentration fluctuations.
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Figure 4.16: The general shape of the plots of scattering intensity I(q) against q
gained from SANS of a blend of partially cured epoxy and deuterated PES. The
sample represented here was prepared with a 10:1 stoichiometric ratio of DEGBA
to HMDA, corresponding to a cure extent of 20 %, and was measured at 60 ◦C.
Both axes are plotted on a logarithmic scale.
4.3.3.1 Low q behaviour
First, the low q behaviour of the blends will be examined. Typical traces of
I(q) against q for the initial low q slope can be seen in Figure 4.17, where each
plot shows a range of measurement temperatures with the same sample. Similar
trends are seen for all cure extents. In all samples, it is clear that as temperature
increases, scattering intensity decreases, suggesting that inhomogeneities within
the material are becoming less distinct. This is indicative of blends exhibiting
upper critical solution temperature (UCST) behaviour that become more misci-
ble at higher temperatures (see Section 1.2.4.1). The final repeat measurements
at 60 ◦C return to roughly the same intensity values as the initial 60 ◦C mea-
surements, suggesting that this effect is an equilibrium behaviour and that no
chemical changes are taking place within the samples.
This evidence of UCST-like behaviour was surprising, because other reports
of phase separation in DGEBA/PES blends have shown a lower critical solution
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temperature (LCST), where the blends become more miscible at low temperatures
and phase separated at higher ones. [43,127] However, the previous studies used
significantly different systems to this one, with much higher molecular weight PES
(Mn ranging from 14 700 g mol
−1 to 23 800 g mol−1 as opposed to the 4000 g mol−1
here) and diamine curatives with different chemical structures. In particular, the
presence of high molecular weight polymers would be expected to increase the
prevalence of LCST-like behaviour due to compressibility effects. [10]
It was expected that the materials used in this study would exhibit behaviour
according to the Random Phase Approximation (RPA) for slightly inhomoge-
neous blends, as described in Section 4.1.2. The RPA states that at zero q, the
structure factor S(0) can be given by Equation 4.10, where φA and φB are the vol-
ume fractions of each component, NA and NB are their degrees of polymerisation
and χ is the Flory-Huggins interaction parameter.
1
S(0)
=
1
φANA
+
1
φBNB
− 2χ (4.10)
Scattering intensity I(q) is directly proportional to the structure factor S(q),
so extrapolating a Zimm plot of 1/I(q) against q2 as a straight line to the limit
of q2 = 0 allows the χ interaction parameter to be determined from the 1/I(0)
intercept. By evaluating systems with a range of temperatures and cure extents,
as used in this experiment, the temperature and composition dependence of the
χ parameter can also be investigated. Zimm plots for all of the experimental
samples can be seen in Figure 4.18. One graph is given for each cure extent, with
measurements at multiple temperatures plotted for each sample. Best fit straight
lines are presented using a least-squares approach at low q.
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Figure 4.17: I(q) against q for polymer blends with a range of cure extents,
focussing on the low q behaviour. Values are given for measurements at a range
of increasing temperatures at 20 ◦C intervals between 60 ◦C and 140 ◦C, as well as
a repeat measurement at 60 ◦C after completion of the temperature ramp. Data
are given by points, and lines are drawn directly between these without fitting as
a guide to the eye.
Unfortunately, in addition to the deviations from the straight line fits at the
high q end of the graphs (expected because the RPA is only valid in the low q
limit), there is also a deviation for the two measurements at lowest q. It is possible
that this could be caused by the tail end of another peak in the trace at a q value
lower than the experimental qmin of 0.04A
−1
. In any case, the inconsistency
with a linear trend at low q values makes any predictions of the 1/I(q) intercept
invalid, so no meaningful χ parameters could be gained from this experiment. In
order to make accurate estimates of χ, additional measurements at lower q values
would be required in order to locate the linear regime and allow extrapolation of
the fit to zero q.
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Figure 4.18: Zimm plots of 1/I(q) against q2 for samples with various cure extents
at a range of temperatures.
4.3.3.2 Peak at q = 0.02A
−1
In addition to the low q behaviour, the other interesting feature of the SANS
traces is the peak at 0.02A
−1
, present in all samples except for the highest tem-
perature measurement (140 ◦C) of the sample with the lowest cure extent (2.5 %).
Traces of I(q) against q focussing on this peak are given in Figure 4.19.
In all traces, there is an overall increase in scattering intensity as temperature
decreases, meaning that inhomogeneities become larger and more distinct at lower
temperatures. The effect of changing the temperature is more pronounced in the
lower cure samples. Due to the difference in lengthscales involved, this peak
represents a distinct effect from the UCST-like behaviour observed at low q. As
the peak occurs at approximately 30 nm, on the order of ten molecules, it is likely
to be caused by molecular organisation or microphase separation, but the exact
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Figure 4.19: Plots of I(q) against q for polymer blends with a range of cure
extents, focussing on the peak at 0.02A
−1
. Values are given for measurements at
a range of increasing temperatures at 20 ◦C intervals between 60 ◦C and 140 ◦C, as
well as a repeat measurement at 60 ◦C after completion of the temperature ramp.
Data are given by points, and lines are drawn directly between these without fitting
as a guide to the eye.
origin remains unknown. The repeat measurement at 60 ◦C after the temperature
ramp is approximately equivalent to the initial 60 ◦C measurement, implying that
any structural changes are in equilibrium.
The same data, given as comparisons between different cure extents at con-
stant temperature, is shown in Figure 4.20a (at 60 ◦C) and Figure 4.20b (at
140 ◦C). In both cases, more inhomogeneity is observed in the more highly cured
samples. This is expected from the Flory-Huggins model, which states that the
free energy of mixing increases with increasing degree of polymerisation (or equiv-
alently increasing molecular weight). Both graphs in Figure 4.20 are plotted on
the same scale, so it is evident that changing the cure extent has a larger impact
on the amount of inhomogeneity at higher than lower temperature.
4.4. Conclusions and further work 181
4.4 Conclusions and further work
In this chapter, a model epoxy resin and thermoplastic system has been devel-
oped. DGEBA was used as the epoxy, and by limiting the stoichiometric ratio of
hexamethylenediamine curative to DGEBA monomer, the extent of cure in the
epoxy component could be controlled. Poly(ether sulfone) was then added as the
thermoplastic component, in deuterated form where necessary.
The partially cured epoxy component was characterised using rheology, and
was found to follow WLF behaviour, implying good miscibility within the mate-
rial. If an oven was installed onto the rheometer to allow measurements at higher
temperatures, similar experiments could be performed after blending thermo-
plastic with the epoxy samples, to test for concentration fluctuations within the
epoxy/thermoplastic blends. Viscosity in the partially cured epoxy material was
also observed to increase rapidly with cure extent, implying the presence of larger
molecules in the more highly cured material. The molecular weight distribution
within the samples, and therefore the sizes of clusters formed by the curing poly-
merisation reaction, were also determined by gel permeation chromatography.
Storage tests were carried out on samples of partially cure epoxy, with and
without added PES. All samples were stable for over two months in−28 ◦C freezer,
allowing material to be prepared in advance and stored before measurement.
However, a significant increase in Tg was observed for the samples stored at room
temperature, suggesting that a slow chemical change was taking place, but the
cause of this could not be determined.
Small-angle neutron scattering was carried out on the model system with
samples at various temperatures and cure extents. The low q behaviour suggests
that UCST-like behaviour was taking place in the system, and an intensity peak
at approximately q = 0.02A
−1
provides evidence for a molecular organisation
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or microphase separation at a lengthscale of 30 nm, also exhibiting UCST-like
behaviour. These results were inconsistent with previous studies on DGEBA/PES
systems which observed LCST behaviour, [43,127] but these discrepancies are likely
to be explained by the much higher thermoplastic molecular weight in the previous
studies compared to the current work.
χ interaction parameters could not be determined from these SANS measure-
ments because deviations were observed from the linear trends of Zimm plots at
low q, meaning that the intercepts of 1/I(q) at zero q could not be evaluated
accurately.
Further SANS measurements would allow greater insight to be gained from
the model system. Measurements of the same samples could be taken at lower q
to identify the cause of the deviations from the expected behaviour and make a
better attempt at calculating the χ interaction parameter. The D11 instrument
at the Institut Laue-Langevin would allow an order of magnitude reduction in
qmin from 0.004A
−1
to 0.0001A
−1
to carry out these experiments.
The behaviour of the microscale phase separation observed at 0.02A
−1
(30 nm)
could also be further elucidated by running in situ SANS measurements. Here,
samples of the model system with a stoichiometric ratio of epoxy to curative
would be cured in the beamline, so that the development of the peak with cure
extent could observed in real time.
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Figure 4.20: Plots of I(q) against q for polymer blends at the same temperature
with a range of cure extents, focussing on the peak at 0.02A
−1
. Comparison
between samples with different cure extent are shown at temperatures of (a) 60 ◦C,
and (b) 140 ◦C. Data are given by points, and lines are drawn directly between
these without fitting as a guide to the eye.
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Chapter 5
Conclusions and further work
This aim of this project was to further understanding of the phase behaviour in
blends of branched and linear polymers, which are used extensively in structural
aerospace materials.
Much of the phase behaviour of polymer blends is controlled by the free en-
ergy of mixing for its components. However, this can only be calculated theoret-
ically for linear polymers or those with simple, regular architectures. In Chap-
ter 2, a computational technique based on the hypothetical scanning simulation
method [155,156] was developed to allow the entropy and free energy of randomly
branched polymers (like those found in aerospace composites) to be determined.
Calculations were carried out for small molecules with a range of architectures
and interaction energies on 2D and 3D lattices.
This method allowed the intuitively-expected differences between the entropies
and free energies of molecules with different architectures to be quantified, and in-
tricate effects to be determined. This is impossible with more traditional methods
such as the Flory-Huggins model, which does not account for any architectures
other than linear, and therefore gives inaccurate results that are independent of
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polymer shape. It was also shown that in the case of some branched molecules,
polymerisation can cause a decrease in entropy. This contradicts the usual logic
that more segments possess more degrees of freedom and therefore higher entropy,
suggesting that classical models may not predict accurate trends in behaviour.
The model also allowed the local conditions of the polymer segments to be
included in much more detail than the Flory-Huggins model, which treats the
energy and entropy calculations completely separately according to mean-field
assumptions. This meant that the interplay between the two could be highlighted
as small deviations from the mean-field linear trend between energetic interactions
and free energy. This was particularly evident when the energetic interactions
were strong, so that the likely polymer conformations became biased from the
random distribution predicted by the mean-field methodology towards those with
more favourable energies.
The model currently only considers single polymers in an infinitely dilute
solution of implicit solvent, so is not yet able to account for interactions between
molecules or calculate free energies of mixing. Aerospace polymers contain a high
density of branched material, and as both entropy and energy are expected to be
strongly impacted by molecular packing, this is a fairly major shortcoming.
It is hoped that in the future, calculations for free energy could be carried out
for multiple branched polymer molecules on the same lattice, as has been done
previously for linear ones. [165,166] It is unlikely that the hypothetical scanning
method could be used for this, as it relies on dynamic Monte Carlo moves to create
a Boltzmann distributed ensemble of systems. An adapted version of the pivot
algorithm [161] was used to create the ensemble of single molecules, but this would
not work for systems with multiple polymers as it does not allow for effective
translation of material across the lattice. No other suitable dynamic Monte Carlo
moves [109] exist for branched molecules using the simple cubic lattice model with
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one segment per lattice site, because they cannot be adapted to maintain the
connectivity of polymer segments with functionalities higher than two.
Therefore a scanning simulation, which calculates entropy and free energy
by constructing each polymer segment by segment on the lattice, [165] appears
more promising. The problem here is likely to be a high attrition rate for even
moderately dense systems. This would reduce computational efficiency such that
only low density systems with little interaction between the polymers could be
simulated. However, lattices containing a total volume fraction of up to φ = 0.63
were previously studied using linear polymers, [165] and although the attrition rate
is expected to be higher for branched polymers, this remains a viable option.
There is also a possibility of using the bond fluctuation model, which allows
dynamic Monte Carlo moves of branched polymers, to prepare an ensemble for
calculations. This has not been attempted, however, because it allows much more
flexibility in the positions of the polymer segments, with 108 different potential
bond vectors between neighbouring chain segments, rather than 6 in the simple
cubic representation. This would cause a dramatic decrease in the efficiency of
computing the probabilities for placing each polymer segment, and extend already
long simulation times.
In Chapter 3, a coarse-grained Monte Carlo model based on this bond fluctu-
ation technique was used to directly simulate concentration fluctuations in blends
of branched and linear polymers. As concentration fluctuations are the precursor
for phase separation, comparing their size allows the relative stabilities of differ-
ent blends to be estimated. The aim was to develop a computational model that,
with appropriate calibration, could be used to gain information about the phase
behaviour of industrially-relevant blends with less experimental work.
In the model, thermoplastic polymers, epoxy monomers and curative molecules
were placed on a 3D cubic lattice, and a bonding simulation was carried out to
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replicate the curing reaction of difunctional epoxy monomers with tetrafunctional
diamines. The amount of curative in the system was limited, so that the final
epoxy cure was controlled to 5 %, 10 % and 20 %.
This produced a polydisperse distribution of molecular weights, as would occur
during an experimental curing reaction. Unfortunately, the molecular weight
distributions obtained (characterised by the averages Mn, Mw and Mz) were
significantly different to those predicted by the theoretical Stockmayer model. [134]
Reasons for this could be insufficient equilibration between each bonding step,
and the technical invalidity of Monte Carlo simulations for studying systems
undergoing non-equilibrium effects like irreversible bonding reactions, even when
all moves are physically possible. In the future, attempts could be made to
improve the accuracy of the resulting molecular weights by altering the bonding
probabilities and energetic interactions until distributions approximating those
of theoretical predictions or experimental results (measured by gel permeation
chromatography) are reached.
Nevertheless, the trends in molecular weight were correlated correctly with
cure extent, so simulations of concentration fluctuations were carried out for
systems with each of the cure extents mentioned above, and a range of different
interaction energy combinations and overall densities. Total interactions energies,
radii of gyration and radial distribution functions were calculated in each case.
These were shown to follow the expected trends, establishing the model’s validity
for studying concentration fluctuations in blends that exhibit upper critical solu-
tion behaviour. Structure factors, although not shown here, were also calculated
from the radial distribution functions. These would allow comparison between
simulation and experimental results measured by small-angle neutron scattering,
if suitable parameters for thermoplastic length, epoxy molecular weight distribu-
tion and interaction energies were chosen.
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Finally, in Chapter 4, model experimental system was designed for investi-
gating concentration fluctuations in blends similar to those that could be studied
using the the computational model designed in Chapter 3. The simulation needs
to be run in equilibrium conditions of fixed temperature and low cure extent, so
the experimental system should also be able to be measured under these con-
ditions. In addition, this method allows the competing effects of temperature
and cure extent on phase behaviour to be isolated and compared. χ interaction
parameters can also often be gained from neutron scattering experiments, which
would be useful for calibrating the energetic interactions in the simulations, and
providing a basis for effective validation of the model.
The chosen experimental system consisted of partially cured DGEBA epoxy
resin and poly(ether sulfone) thermoplastic, where the cure extent was controlled
to 2.5 %, 5 %, 10 % and 20 % by limiting the amount of hexamethylenediamine
curative.
This is a good model system because it cures quickly at low temperatures
without unwanted side reactions, and allows for at least 20 wt.% of thermoplastic
to be dissolved. Storage tests were carried out, showing all samples to be stable
over a period of two months in a −28 ◦C freezer, but increases in glass transition
temperatures were observed during room temperature storage. This suggests
that the samples underwent a slow chemical reaction at room temperature, but
the cause of this was not determined. The samples were, however, found to be
chemically stable for several hours at raised temperatures of up to 140 ◦C.
The molecular weight distributions within the partially cured epoxy compo-
nents were measured using gel permeation chromatography, and found to compare
favourably to theoretical predictions using the Stockmayer model for gelation, [134],
although some deviation was observed. The viscosities of the epoxy components
were also measured at a range of temperatures, and observed to increase ex-
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ponentially with cure extent, and decrease with temperature. By and large,
the epoxy components followed time-temperature superposition behaviour, sug-
gesting good miscibility between the unreacted monomers and reacted clusters.
Williams-Landel-Ferry parameters were calculated for each cure extent.
Small-angle neutron scattering (SANS) was carried out on blends of the par-
tially cured epoxy samples with 20 wt.% dissolved deuterated poly(ether sulfone).
The four different cure extents mentioned above were tested, each at a range of
five temperatures between 60 ◦C and 140 ◦C. A final repeat measurement at 60 ◦C
suggested that no non-equilibrium chemical changes took place in the samples
during the heating cycle. This procedure allowed the normally convoluted effects
of the curing reaction and temperature changes to be isolated.
A decreasing slope in scattering intensity I(q) with wavenumber q was ob-
served at low q values of under 0.02A
−1
in all samples. The intensity decreased
with temperature, which suggested the blends exhibited upper critical solution
temperature behaviour, with better miscibility at higher temperatures. An at-
tempt to extract χ interaction parameters for the blends was made by extrapo-
lating Zimm plots to zero q. However, deviation from the expected linear trend
was observed at the lowest q values of approximately 0.004A
−1
, so reliable ex-
trapolations could not be obtained, and the intercepts and χ values could not be
accurately determined. Another SANS experiment is planned to probe the same
systems at q values an order of magnitude lower, in an attempt to determine the
cause of these deviations and allow the χ interaction parameters to be calculated.
An intensity peak was also observed at a q value of about 0.02A
−1
, corre-
sponding to a real space lengthscale of roughly 30 nm. It is suspected that this
may represent some sort of molecular organisation or microscale phase separation,
although the exact cause remains unknown. An attempt to further elucidate this
behaviour will hopefully be made by measuring in situ curing of the system in
191
the beamline. This would allow the development of the peak to be observed over
the full course of the curing reaction, rather than only at the four discrete points
during the early stages of the cure cycle measured here.
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