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Abstract-Teleconferencing systems are becoming increasing 
realistic and pleasant for users to interact with geographically 
distant meeting participants. Video screens display a complete 
view of the remote participants, using technology such as wra-
paround or multiple video screens. However, the correspond-
ing audio does not offer the same sophistication: often only a 
mono or stereo track is presented. This paper proposes a tele-
conferencing audio recording and playback paradigm that 
captures the spatial location of the geographically distributed 
participants for rendering of the remote soundfields at the 
users’ end. Utilizing standard 5.1 surround sound playback, 
this paper proposes a surround rendering approach that 
‘squeezes’ the multiple recorded soundfields from remote tele-
conferencing sites to assist the user to disambiguate multiple 
speakers from different participating sites. 
I. INTRODUCTION 
Teleconferencing is an efficient and effective technology 
for connecting geographically distributed participants in 
meetings for business, education, or for connecting remote 
communities. Commercial teleconferencing systems cur-
rently available, although offering sophisticated video sti-
mulus of the remote participants, commonly employ only 
mono and stereo audio playback for the user; however, tele-
presence can be greatly improved by spatializing the audio 
(using headphones or loudspeakers) to assist listeners to 
distinguish between (concurrent) participating speakers 
[1][2][3].  
A recent system that addresses spatialized teleconferenc-
ing audio uses online avatars to co-locate remote partici-
pants over the Internet in virtual space with (binaural) audio 
spatialized over headphones [4]. Vocal Village [4] adds 
speaker location cues to monaural speech to create a user-
manipulable soundfield that matches the avatar’s position in 
the virtual space; in contrast, the proposed approach in this 
paper ‘squeezes’ the original recorded meeting speech 
soundfield into ‘sectors’ of the users listening soundfield 
(where the sector width depends on how many remote meet-
ings need to be spatially disambiguated). A different ap-
proach was introduced in [5], which applied the Directional 
Audio Coding (DirAC) technique to record, efficiently 
transmit, and render the remote spatial soundfield; however, 
the DirAC approach did not address the spatialization of 
multiple remote sites, and required specific Ambisonic re-
cording hardware, which can be expensive.  
To improve the users’ feel of telepresence, this paper pro-
poses a teleconferencing recording and playback system that 
spatially records and unambiguously renders multiple re-
mote auditory soundfields. For maximum flexibility, the 
system proposed in this paper utilizes a standard 5.1 play-
back system for rendering and does not require specific re-
cording hardware, analysis algorithms or software at partici-
pating sites: only a mono speech stream accompanied by 
speaker azimuth metadata is required for spatial rendering in 
5.1 surround. This paper merges multiple remote sound-
fields unambiguously into a 5.1 surround setup at the users’ 
end: a novel algorithm to ‘squeeze’ multiple soundfields 
together is introduced, adopted from the authors’ Spatially 
Squeezed Surround Audio Coding (S3AC) technique [6]. 
In the remainder of this paper, Section II describes the 
proposed system and the core technologies required for spa-
tial teleconferencing speech recording and the proposed 
spatial rendering of participants at remote sites at the users’ 
end. Section III details the simulations and speech record-
ings used to demonstrate the proposed system, with the re-
sults presented in Section IV. Section V thus concludes this 
paper. 
II. PROPOSED SYSTEM 
Fig. 1 illustrates the proposed teleconferencing recording 
and playback system. With N geographically distributed 
sites concurrently participating in the teleconference of Fig. 
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Fig. 1. Proposed teleconferencing system 
Fig. 2. The squeezing approach of S3AC [6] 
1, each site must thus unambiguously spatialize N - 1 remote 
sites. The two main components of the proposed system are: 
(spatial) recording and efficient transmission of speech and 
spatial metadata between sites e.g., over the Internet, and 
merging the N – 1 remote soundfields at each site using the 
proposed ‘squeezing’ approach adopted from S3AC. 
A. Spatial Meeting Speech Recording 
Multiparty meetings are generally recorded with multiple 
(omnidirectional) microphones, arranged in an array for 
signal enhancement and processing e.g., beamforming, loca-
lization, etc. For the system proposed in this paper, to spa-
tially render and merge multiple soundfields from remote 
sites, the only recording requirements of participating sites 
are a mono speech stream transmitted with the speaker azi-
muth metadata. Thus, any recording hardware setup and 
speaker azimuth estimation algorithm can be employed: 
without loss of generality the sites in this paper each employ 
a four-element array of omnidirectional microphones, with 
the speaker azimuths estimated using the Steered Response 
Power with PHAse Transform (SRP-PHAT [7]) algorithm. 
SRP-PHAT is widely used for speech source localization, as 
it has been shown to accurately localize (multiple) speakers 
utilizing short analysis frames and in reverberant acoustic 
environments (e.g., most meeting rooms) [6].  
 SRP-PHAT builds upon the Generalized Cross Correla-
tion with PHAT (GCC-PHAT) algorithm, a well known 
time-delay estimation (TDE) technique shown to reliably 
estimate TDE with reverberant speech (due to the PHAT 
weighting function) [8]. The performance of GCC-PHAT 
improves with longer analysis frames, which is suboptimal 
for real-time or delay-sensitive applications such as telecon-
ferencing. Furthermore, GCC-based techniques cannot esti-
mate TDE from multiple concurrent speakers; rather, TDE 
techniques detect the strongest speaker in each analysis 
frame [6].  
SRP-PHAT overcomes the shortcomings of GCC-PHAT 
by employing the PHAT weighting to a delay-and-sum 
beamforming approach for speech source azimuth estima-
tion. For the microphone pair between channels m and n 
































where the Discrete Fourier Transform (DFT) of the mth mi-
crophone channel xm(n) is denoted by Xm(ω). SRP-PHAT 
thus employs GCC-PHAT in a delay-and-sum beamformer 
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where C is total number of microphone channels, )(qmnΔ is 
the steering delay between each candidate source location q 
of the SRP search space and microphone pair between 
channels m and n. It has been shown that the SRP P(q) in (2) 
can be formed by summing the GCC from all possible mi-
crophone pairs time-shifted by the steering delays for each 
location q [6]. The estimated source location q̂  is thus 




P=  (3) 
 
Such an exhaustive search of all q defined a priori in the 
SRP search space can be computationally expensive; how-
ever, recent work in search space reduction and search op-
timization has enabled real-time implementations of SRP-
PHAT [9][10]. SRP-PHAT thus requires knowledge of the 
microphone array geometry and room dimensions to gener-
ate the SRP search space, but it is assumed that this will 
generally be known (or easily calculated) for teleconferenc-
ing rooms. 
In addition, echo cancellation at each site must be per-
formed to remove the 5.1 surround playback of remote sites 
from the microphone array recordings at each site. This pa-
per does not implement echo cancellation as experiments 
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(a) First simulation scenario: N = 3 
 
 
(b) Second simulation scenario: N = 5 
 




Fig. 4. Simulated recording setup for each meeting 
simulate the remote site recordings and re-spatialized 
‘squeezed’ soundfield at the user’s site; however, any echo 
cancellation approach may be employed e.g., directional-
nulling as used in [5] (since the 5.1 speaker locations are 
known).   
The system proposed in this paper requires the speaker 
azimuth location estimate to be transmitted accompanying a 
mono meeting speech signal e.g., one of the microphone 
channels or an enhanced speech signal as derived from the 
array. Without loss of generality, this paper spatialized and 
transmitted channel one with the SRP-PHAT estimated 
speaker azimuth. Although not implemented in this paper 
for simplicity, further transmission bandwidth savings can 
be achieved by compressing the transmitted speech using 
any standard speech coding techniques e.g., AMR-WB [11], 
Speex [12]. 
B. S3AC 
Spatially Squeezed Surround Audio Coding (S3AC) was 
originally proposed as an efficient compression technique 
for 5.1 multi-channel spatial audio coding [6]. The main 
goal in designing this technique is to achieve highly accu-
rate localization of spatial sound objects. The core principle 
of S3AC is to maintain the equivalence between an original 
large soundfield (360˚) and a ‘squeezed’ soundfield in a 
psychoacoustic manner. To achieve this, S3AC exploits a 
psychoacoustic phenomenon called ‘localization blur’, 
where human ears have limited resolution ability in precise-
ly locating sound source [13]. Generally, to compress a 5.1 
multi-channel signal, S3AC applies an azimuth estimation 
algorithm based on inverse amplitude panning in the fre-
quency domain; the resulting frequency domain virtual 
sound source is squeezed into a smaller soundfield, as illu-
strated in Fig. 2. Due to the limited localization resolution of 
human ears, the source localization resolution information 
saved in the squeezed soundfield is sufficient for recovering 
a full 360˚ soundfield without any perceptual localization 
distortion [6]. 
For the teleconferencing application of this paper, the 
S3AC technique is used to reproduce the ‘squeezed’ sound-
field representing multiple remote teleconference sites. As 
illustrated in Fig. 3, two speakers at different sites may be 
located too close to be disambiguated if spatialized with the 
original speaker azimuths at a third site. To enhance discri-
minated speaker localization between different conference 
sites, soundfield information transmitted from each remote 
site containing full 360˚ localization information is squeezed 
into a unique sector for the user. This is achieved by apply-
ing a bijective azimuth mapping function, nΘ , on the 
transmitted azimuth of each remote site: 
  
)( nnn aA Θ=  (4) 
 
where An and an are the squeezed and original azimuths 
from the nth site, respectively, and the azimuth mapping 
function nΘ  is adaptively defined depending on the num-
ber of sites and number of participants per site to be spatial-
ly rendered. For example, while ‘squeezed’ sectors of equal 
widths are allocated to remote sites in Fig. 3, the azimuth 
mapping function can be modified such that remote sites 
with a large number of speakers can be assigned a larger 
sector for unambiguous rendering between speakers from 
this site. In this squeezing process, while speakers from dif-
ferent remote sites are displaced, the spatial relationship 
between speakers at each site remains intact.  
The transmitted speech stream from each remote site is 
then rendered by the S3AC amplitude panning process to the 
squeezed sector, using the two loudspeakers closest to each 
mapped azimuth. This processed is performed in the fre-
quency domain, where time-frequency transform can be 

















where LS1(t,k) and LS2(t,k) are the two loudspeaker signals, 
S(t,k) is the transmitted mono speech, η is the azimuth sepa-
ration between the two loudspeakers, An(t,k) is the mapped 
speech azimuth in the squeezed sector obtained by (4), and t 
and k are frame and frequency indexes, respectively. LS1(t,k) 
and LS2(t,k) are then transformed back to time-domain to 
form the loudspeaker feed signal.  
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(a) Original speaker azimuths  
 
 
(b) Estimated speaker azimuths from multiple sites  




(c) ‘Squeezed’ speaker azimuths from multiple sites 
(Note: Legend from Fig. 5a applies) 
 






To illustrate the proposed teleconferencing system, simu-
lations were conducted from the point of view of a telecon-
ference with N-1 remote participating sites. That is, there are 
N teleconference sites in total: N-1 remote sites plus the user 
site spatializing the N-1 remote sites. Two simulation scena-
rios were thus conducted with this paradigm, from the point 
of view of Site 1 (as shown in Fig. 3): firstly, two remote 
sites of two participants each (N=3 as shown in Fig. 3a); 
secondly, with four remote sites, two from the first simula-
tion scenario plus two more of three and four participants 
each (N=5, as shown in Fig. 3b).  
Ground-truth speaker azimuths (as measured from the 
positive x-axis) are shown underneath each speaker in Fig. 3. 
Speakers at the four remote sites were placed at similar azi-
muths to maximally illustrate the advantage of ‘squeezing’ 
soundfields that would otherwise overlap if remote site 
soundfields were simply resynthesized using the original 
speaker azimuths. 
Meeting recordings at each site were simulated using ane-
choically recorded speech; all sites spatialized speech to a 
meeting room of dimensions 3m×3m×3m. Reverberation 
times (RT60) from 0s (anechoic) to 0.5s were modeled us-
ing Allen & Berkeley’s image method [14]. To record the 
‘meeting’ speech at remote sites, each site modeled four 
omnidirectional microphones placed 20cm apart centred 
around the origin, with speakers located on the unit circle; 
this recording setup is shown in Fig. 4. 
A total of eleven different speakers were thus required for 
the two simulated teleconferencing scenarios. Each telecon-
ference site played out each speaker in turn, without any 
speaker overlap. Eleven anechoic speech sentences from 
different speakers, six female and five male, each approx. 5s 
in duration were sourced from the Australian National 
Database of Spoken Languages (ANDOSL) [15]. Speech 
sentences were normalized and downsampled from 20kHz 
to 16kHz, and stored at 16 bits/sample.  
IV. RESULTS 
For both simulation scenarios (N=3 and N=5), SRP-
PHAT analysis frames were chosen to be 32ms in length 
and Hamming-windowed with 50% overlap. Thus, an azi-
muth estimation is given and thus re-spatialized at the user’s 
end every 16ms. 
For each of the two simulation scenarios, results are pre-
sented as graphical plots of the speaker azimuths from all 
participating teleconference sites as estimated from SRP-
PHAT (i.e., original azimuth) and after ‘squeezing’ into the 
user’s soundfield (i.e., Site 1 in Fig. 3) for site and speaker 
disambiguation. To illustrate the effect of increasing rever-
beration time, the speaker azimuths are plotted in concentric 
circles of increasing reverberation time (RT60=0s to 0.5s in 
0.1s increments) with increasing circle radius. 
A. First simulation scenario (N=3) 
Fig 5 shows the results obtained from spatializing two 
remote sites to a third site (see Fig. 3a). Fig 5a illustrates the 
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(a) Original speaker azimuths  
(Note: microphones are hidden at circle centre) 
 
 
(b) Estimated speaker azimuths from multiple sites  
(Note: Legend from Fig. 6a applies) 
 
 
(c) ‘Squeezed’ speaker azimuths from multiple sites 
(Note: Legend from Fig. 6a applies) 
 





ground truth speaker azimuths for both remote sites, with 
the azimuths estimated from SRP-PHAT shown in Fig. 5b 
(note that the legend from Fig. 5a also applies to Figs. 5b 
and 5c). It can clearly be seen from Fig. 5b that simply res-
patializing the speakers to their original azimuths will cause 
spatial overlap for the user at Site 1, where the user will not 
be able to easily disambiguate between speakers 1 or 2 from 
either Site 2 or 3. 
Fig. 5c shows the azimuths ‘squeezed’ by the approach 
proposed in this paper. Site 2 has been squeezed to the top 
half of the listening circle, whilst Site 3 is squeezed to the 
bottom half. The speakers within each site and between sites 
are clearly spatially separated, even in higher reverberation 
times where the azimuth estimations from SRP-PHAT exhi-
bit greater variance due to the reverberant signal degradation. 
B. Second simulation scenario (N=5) 
The results of the first simulation scenario in Fig. 5 
showed that the proposed squeezing approach can spatially 
disambiguate speakers from within a site as well as between 
sites; however, this was only a simple scenario with two 
remote sites with two participants each. This second simula-
tion aims to explore the squeezing approach with more re-
mote sites and more participants at a remote site. 
Fig. 6 exhibits the results obtained from the second simu-
lation scenario with four remote sites of two to four partici-
pants (see Fig. 3b). Similar to Fig. 5a, Fig. 6a shows the 
ground truth speaker azimuths for all four sites; the legend 
in Fig. 6a also applies to Figs. 6b and 6c, and differentiates 
between remote sites with different plot point symbols 
whilst speakers at the same site are differentiated by colour. 
Fig. 6b shows the speaker azimuths for all remote sites as 
estimated by SRP-PHAT, and similar to Fig. 5b it can clear-
ly be seen that with more participants the spatial separation 
of speakers between sites is ambiguous.  
Fig. 6c thus shows the re-spatialized speaker azimuths as 
rendered by the squeezing approach proposed in this paper. 
The four remote sites were squeezed to: 
• Site 2 (two participants): top right quadrant; 
• Site 3 (two participants): top left quadrant; 
• Site 4 (four participants): bottom left quadrant;  
• Site 5 (three participants): bottom right quadrant. 
The four quadrants of sites and speakers in Sites 2, 3, and 
5 are clearly spatially separated, even with the greater va-
riance in SRP-PHAT azimuth estimates at higher reverbera-
tion times. However, the four speakers of Site 4 in the bot-
tom left quadrant are more ambiguously placed, owing to 
the larger number of speakers squeezed into the equally-
sized site sectors.  
A second spatialization result employing a different 
squeezing function is illustrated in Fig. 7, where the 
squeezed sector sizes are adjusted according to the number 
of speakers per site to be spatialized. Fig. 7 shows that al-
lowing for smaller sectors for sites with fewer participants 
(Site 2, 3) does not ambiguously reduce speaker spatial se-
paration within the site, whilst sites with more participants 






Fig. 7. Simulation scenario 2 with unequal ‘squeezed’ sectors 
 
V. CONCLUSION 
This paper proposed a teleconferencing system that 
‘squeezes’ the original speech soundfields from multiple 
distributed remote sites to unambiguously spatially merge 
sites together for the user’s 5.1 surround playback. Simula-
tion results presented show that the proposed squeezing ap-
proach spatially separates speakers of a remote site and be-
tween sites. However, remote sites with a greater number of 
participants can exhibit spatial overlap between speakers, 
thus ‘squeezed’ sectors that are sized according to the num-
ber of participants at each site achieve improved intra-site 
speaker spatial separation, whilst maintaining inter-site spa-
tial disambiguation. 
Currently, user listening tests are being conducted in addi-
tion to investigations into ‘squeezed’ rendering that can dis-
ambiguate multiple active talkers at the same remote site. 
The authors also intend to implement the proposed ‘squeez-
ing’ approach for surround rendering over headphones, and 
compare the speaker and remote site spatial disambiguation 
of binaural versus 5.1 surround loudspeaker rendering.  
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