ABSTRACT
INTRODUCTION
Image Segmentation is part of Image analysis which leads us to automated comprehension of the image by the computer. There has been tremendous work done in the field of Image analysis. Many researchers have developed numerous algorithms to achieve segmentation but till this date no algorithm has surpassed the segmentation performed by the humans. Also there are issues regarding the execution time of these algorithms. Since tremendous amount of time is spent in performing the various complex tasks it takes more time. There has been always a quest for segmentation algorithm which will work with all types of images and give good performance. In this paper we had modified the pixel relabeling algorithm in such a way it ultimately leads to faster execution which gives comparable results with the original existing algorithm [1] .
Related Work
Available image segmentation algorithms can be classified into two groups: contour-based approaches and region-based approaches. Contour-based approaches try to find the boundaries of objects in an image, while region-based approaches attempt to split an image into connected regions. In contour-based approach we generally start with some spline curve and we refine it by shrink and expansion operations minimizing energy function. One problem existing in these algorithms is that they are easy to get trapped in local minima. In addition, they need manually specified initial curves close to the objects of interest. Region-based approaches try to classify an image into multiple consistent regions or classes. Thresholding is the simplest segmentation method but its performance is usually far from satisfactory.
Watershed segmentation [2] is one of the traditional region-based approaches. It is used for images containing touching objects. It finds high intensity regions and low intensity regions. It suffers from over-segmentation. The various morphological operations are used to handle this problem. Usually, watershed is used for the segmentation of foreground and background (twoclass) of an image. For a general color image with many different regions, it often gives a bad result. Hence it is not used widely.
The K-means algorithm [3] is the basic one. However, the K-means is not good enough because it does not take account of the spatial proximity of pixels. It is, thus, often used in the initialization step for other approaches.
Expectation-maximization (EM) [4] performs segmentation by finding a Gaussian mixture model in an image feature space. EM is not suitable for images containing different number of regions. The disadvantage of EM is that it does not change the number of regions during the segmentation, which leads to wrong segmentation. Theoretically, the minimum description length (MDL) principle [4] can be used to alleviate this problem, but the segmentation has to be carried out many times with different region numbers to find the best result. This takes a large amount of computation, and the theoretically best result may not accord with this perception.
In [5] , a mean shift algorithm is proposed for image segmentation. Mean shift is a nonparametric clustering technique which neither requires to know the number of clusters in advance nor constrains the shapes of the clusters However, it often obtains over-segmented results for many natural images.
Recently, a number of graph-based approaches are developed for image segmentation. Shi and Malik's [6] normalized cuts are able to capture intuitively salient parts in an image. Normalized cuts are one of the popular spectral clustering algorithms. Normalized cuts are not suitable for image segmentation because adhoc approximations are to be considered to relax the NP-hard computational problem. These vague approximations are ambiguous leading to unsatisfactory results. Also, due to this, spectral clustering algorithms suffer from the expensive computational cost.
Another popular segmentation approach based upon MRFs is graphcut algorithm [7] . This algorithm relies on human interaction, and solves the two-class segmentation problem only, i.e., separating an image into only background and object regions, with some manually given seed points.
In [9] , authors have used Fuzzy Rule based graphcut to achieve perfect segmentation. This method definitely gives better results but is time consuming for segmenting large number of images.
All of the above techniques have their advantages and disadvantages. Some techniques suffer from over-segmentation while some of the techniques suffer from under-segmentation. The MAP-ML [1] algorithm overcomes the disadvantages in above algorithms and gives result more closely to human perception.
We are going to implement the MAP-ML algorithm on the Berkeley database containing 500 natural images of size 321 x 481 (or 481x321), with ground truth segmentation results obtained from human subjects for evaluating segmentation algorithm and we will compare the results with those obtained by state-of-the-art image segmentation algorithms such as Mean Shift and Normalized Cuts. Section 2 introduces the probability framework used in the algorithm. Section 3 discusses the proposed modified MAP-ML Algorithm. Section 4 discusses the results obtained. Section 5 concludes our work.
PROBABILISTIC MODEL
For a given image P, the features of every pixel p are expressed by a 4-D vector
where ‫ܫ‬ (p), ‫ܫ‬ (p), ‫ܫ‬ (p) are the components of p in the L*a*b*color space, and ‫ܫ‬ ௧ (p) denotes the texture feature of p. In this seminar, the texture contrast defined in [2] The task of image segmentation is to group the pixels of an image into relevant regions. If the problem is formulated as a labeling problem, the objective is then to find a label configuration ݂ = ൛݂ ห‫‬ൟ where ݂ is the label of pixel p denoting which region this pixel is grouped into.
Generally speaking, a "good" segmentation means that the pixels within a region i should share homogeneous features represented by a vector ߮(݅) that does not change rapidly except on the region boundaries. The introduction of ߮(݅) allows the description of a region, with which high level knowledge or learned information can be incorporated into the segmentation. Suppose that there are k possible region labels.
is used to describe the properties of label (region), where the four components of ߮(݅) have the similar meanings to those of the corresponding four components of I(p).
Let ߮ = {߮(݅)} be the union of the region features. If P and ߮ are known, the segmentation is to find an optimal label configuration݂ መ , which maximizes the posterior possibility of the label configuration.
where ߮ can be obtained by either a learning process or an initialized estimation. However, due to the existence of noise and diverse objects in different images, it is difficult to obtain ߮ that is precise enough. Thus, an iterative method is used to solve the segmentation problem.
Suppose that ߮ and ݂ are the estimation results in the nth iteration. Then the iterative formulas for optimization are defined as
This iterative optimization is preferred because (4) can be solved by the MAP estimation, and (5) by the ML estimation.
MAP Estimation
Given an image P and the potential region features ߮, f is inferred by the Bayesian law, i.e., Pr(݂|߮, ܲ) can be obtained by
which is a MAP estimation problem and can be modeled using MRFs.
Assuming that the observation of the image follows an independent identical distribution, Pr(߮, ܲ|݂) is defined as
where ‫,‪൫‬ܦ‬ ݂ , ߮൯ is the data penalty function which imposes the penalty of a pixel p with a label ݂ for given ߮. The data penalty function is defined as
MRF's whose clique potentials involve pairs of neighboring pixels only is considered. Thus
where N(p) is the neighborhood of pixel p. ܸ , (݂ , ݂ ), called the smoothness penalty function, is a clique potential function, which describes the prior probability of a particular label configuration with the elements of the clique(p, q). The smoothness penalty function is defined as follows using a generalized Potts model [7] :
where ‫,(∆‬ ‫)ݍ‬ = ‫ܫ|−‬ ‫)(‬ − ‫ܫ‬ ‫,|)ݍ(‬ called brightness contrast, denotes how different the brightnesses of p and q, c>0 is a smoothness factor, σ > 0 is used to control the contribution of ‫,(∆‬ ‫)ݍ‬ to the penalty, and T(.) is 1 if its argument is true and 0 otherwise. ܸ , (݂ , ݂ ), depicts two kinds of constraints. The first enforces the spatial smoothness; if two neighboring pixels are labeled differently, a penalty is imposed. The second considers a possible edge between p and q; if two neighboring pixels cause a larger ∆, then they have greater likelihood to be partitioned into two regions.
In this algorithm, the boundaries of the segmentation result are pulled to match the darker pixels which are more likely to be edge pixels.
From (6), (7), and (9) the equation can be written as,
Taking the logarithm of (11), the following energy function is as:
where ‫,݂(ܧ‬ ߮) ∝ − log Pr (݂|߮, ܲ). It includes two parts: the data term
and the smoothness term
From (12), it is clear that maximizing Pr(݂|߮, ܲ) is equivalent to minimizing the Markov energy ‫,݂(ܧ‬ ߮) for a given ߮ .In this paper, graphcut algorithm is used to solve this minimization problem.
ML Estimation
A 4-D vector ߮(i) given by equation 2 is used to describe the properties of label (region). The ML estimation ߮ = ߮(݅) is obtained, where
with ‫݉ݑ݊‬ being the number of pixels within region i. Here (15) is exactly the equation to obtain ‫ܫ‬ ̅ (i), ‫ܫ‬ ̅ (i), ‫ܫ‬ ̅ (i) and ‫ܫ‬ ̅ ௧ (i) and in (2).
PROPOSED MODIFIED MAP-ML ALGORITHM
The MAP-ML [1] is used to segment the image by each object in the same image. The algorithm starts with finding the texture and contrast feature of every pixel present in the image. The texture and contrast feature is used to segment the outline of the each object in the image and labelling is used to delete the unwanted portion of the image and segment each object by each color. The Kmeans Algorithm is used for initializations of the regions. The MAP estimation is used to detect the edges of the image and the color space is used to segment the images by colors. The graph cut algorithm is an unsupervised algorithm used for over segmentation and computation problem. We had modified the existing MAP-ML [1] algorithm and the modified algorithm is given below:
After step 4.1, it is possible that two non adjacent regions are given the same label. The MAP estimation is an NP-hard problem. Boykov et al. [8] proposed to obtain an approximate solution via finding the minimum cuts in a graph model. Minimum cuts can be obtained by computing the maximum flow between the terminals of the graph. In [8] , an efficient Maxflow algorithm is given for solving the binary labelling problem. In addition, an algorithm, called α expansion with the Maxflow algorithm embedded, is presented to carry out multiple labelling iteratively. In this algorithm, the α expansion algorithm is used to perform step 4.1. To increase the speed of the algorithm we had used Maxflow 3.01 algorithm.
In the original MAP-ML Algorithm [1] , the authors had initiated the MAP-ML algorithm with default 10 labels and then in the iteration each region is labelled uniquely. Since the number of labels is unique and increases with each iteration, the time to execute the MAP Estimation goes up. So instead of that we had kept the initial number of labels=10 by default but we had not uniquely labelled the regions so thereby the image will have utmost 10 or less than 10 labels hence the time to take the MAP Estimation is less comparative to original MAP-ML Algorithm. To achieve the equivalent result as the original we had calculated the standard deviation (camera noise) for each image automatically since it will be different for each image. It is calculated by taking expectation of all the pairs of neighbors in an image. So we had obtained results as near as possible to the original algorithm in less amount of time.
Briefly we can say that the modified algorithm has three enhancements over Original MAP-ML:
1) Use of Maxflow 3.01 Algorithm with the reuse trees option 2) Unlike original algorithm the regions are not labelled uniquely 3) For every image sigma (standard deviation) is calculated. Sigma is an important factor used in deciding the smoothness penalty for an image. Here it is calculated based on average value of all pairs of neighbors in an image.
EXPERIMENTAL RESULTS
Our algorithm is tested on the Berkeley benchmark for evaluating segmentation algorithms and compares the results with those obtained by state-of-the-art image segmentation algorithms. The Berkeley database contains 500 natural images of size 321 x 481 (or 481 x 321), with ground truth segmentation results obtained from human subjects.
The compared algorithms in these experiments include: Mean Shift (MS) [5] and Normalized cuts (NC) [6] . In this algorithm, the initial cluster number in the K-means algorithm is set to 10 and the smoothness factor c is 100. The region number in NC is set to 20, which is the average number of segments marked by the human subjects in each image.
In the MS algorithm the default parameters used are hs=15, hr=13, and the minimal region=20 pixels are chosen. Since NC cannot handle an image of size 321 x 481(or 481 x 321) due to the overflow of the memory, all the input images for them are shrunk into a size 214 x 320 (or 320 x 214), and the segmentation results are enlarged to their original sizes.
All the above experiments had been conducted on Intel Core 2 Duo 2.2 GHz 4GB RAM Windows 7 platform. The code has been developed in JAVA which makes it portable.
Qualitative Comparison Results
The part of the images in the Berkeley benchmark is classified into 7 sets ("Landscape", "Grassplot and Sky", "Craft", "Human", "Bird", "Felid" and "Buildings"), and show the segmentation results obtained by the three algorithms in Figure 1-7 . From these examples, the following observations are seen:
NC tends to partition an image into regions of similar sizes, resulting in the region boundaries different from the real edges. MS give strongly over-segmented results. Compared with these other algorithms, it is easy to see that this algorithm obtains the best results, in which the generated boundaries match the real edges well and the segmented regions are in accordance with human perception.
Quantitative Comparisons Results
Quantitative comparisons are also important for objectively evaluating the performance of the algorithms. There have been several measures proposed for this purpose. Region differencing and boundary matching are two of them. Region differencing measures the extent to which one segmentation can be viewed as a refinement of the other. Boundary matching measures the average displacement error of boundary pixels between the results obtained by an algorithm and the results obtained from human subjects. However, these two measures are not good enough for segmentation evaluation. For example, a segmentation result with each pixel being one region obtains the best score using these two measures. A strongly over-segmented result, which does not make sense to human visual perception, may be ranked good.
In these experiments, two more stable and significant measures, variation of information (VoI) and probabilistic rand index (PRI) are used to compare the performances of the three algorithms, to objectively evaluate image segmentation algorithms. Consider a set of ground truths, labelled by K persons, {S 1 , S 2 … S K }, of an image consisting of N pixels. Let S test be the segmentation result to be compared with the ground truths. Then the PRI value is defined as is regarded as the probability of p and q having the same label. The VoI value is defined as
where H and I denote the entropy and the mutual information, respectively.
VoI is an information-based measure which computes a measure of information content in each of the segmentations and how much information one segmentation gives about the other. It is related to the conditional entropies between the region label distributions of the segmentations. PRI compares an obtained segmentation result with multiple ground truth images through soft non uniform weighting of pixel pairs as a function of the variability in the ground truth set. To demonstrate the performances of these algorithms on each image, the PRI and VOI curves are shown in Figure 8 (default 10 labels) and Figure 9 (default 20 labels). It is clearly observed that modified algorithm performs the best. There is slight trade off between speed and accuracy in the modified MAP-ML Algorithm. The elapsed time calculated between original MAP-ML and modified MAP-ML Algorithm is shown in Figure 10 . 
Application
So far, general segmentation has two main applications. The first one is the group of algorithms for specific objects, like for medical image. The second one is as a part of the algorithms for the other algorithms, like recognition, classification; et al. Good segmentation results may improve the final results. This image segmentation can be used as a part of video surveillance system such that our final goal is to cutout the moving objects video sequences and track the objects.
CONCLUSION
We had implemented our modified MAP-ML algorithm which gives comparable results with the original MAP-ML algorithm performing the image segmentation. Thus from the experimental results we had successfully shown that the modified MAP-ML algorithm takes less time to execute as compared to the original MAP-ML algorithm giving nearly same results as the original algorithm.
