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Introduction
Since almost as early as its first appearance, it has been clear that string
theory can be a suitable theory for the unification of general relativity with
quantum mechanics. Indeed the quantum fluctuations of a closed fundamen-
tal string always contain a graviton in their spectrum. Apart from requiring
gravity in its formulation, string theory has been proven to have several de-
sirable properties. For example, the dimension of the string acts as a natural
cut-off, making the theory free of ultraviolet divergences.
It is known that in order to include fermions in the theory, the presence
of supersymmetry is required. This, together with the requirement of the
absence of anomalies, allows one to fix the number of permitted space-time
dimensions to d = 10. Whilst on the one hand this is somewhat appealing,
it implies that a certain number of dimensions have to be ‘compactified’,
with the size of the compactification manifold sufficiently small to make the
theory compatible with the contemporary experimental evidences. Another
important feature of (super-)string theory is that it has been shown that its
low energy limit gives rise to supergravity - a theory with local supersym-
metry. This theory, which is also a theory in its own right, can therefore
be very useful both in understanding basic properties of string theory and
in looking for its possible experimental evidences. It is then clear that 10-
dimensional supergravity theories are particularly interesting in the context
of string theory and string phenomenology. Despite all the good properties
of these theories, both string theory and supergravity are not yet fully un-
derstood. For example, one of the problems is that it is not yet clear in
what manner they can be compactified to successfully reproduce the effec-
tive theory in four dimensions represented by the Standard Model. This is
just one example, but there are many more features which are still obscure.
For this reason, string theory and supergravity are nowadays still intensely
researched.
In recent years a process of geometrisation of string theory has been carried
out. This process is performed by means of that part of geometry that falls
under the name of ‘generalised geometry’. Generalised geometry is essen-
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tially the study of structures on a generalised tangent space E ≈ TM⊕T ∗M
of a manifold M . It originated as an evolution of the main geometrical
structures of mechanics in the work of Courant [Co1990] and was later fur-
ther extended by the Hitchin’s school (see e.g. [Hi2003, Gu2004, Hi2010]).
At that time it was already known that supergravity could be reformulated
with a larger symmetry group and with a structure reflecting the duality
symmetries of string theory (see [CoStWa2011] and references therein), but
generalised geometry gave a perfect framework upon which one could found
these reformulations. For example, in the paper [CoStWa2011] it is shown
how Type IIA and IIB supergravity theories, to leading order in the fermions,
can be reformulated as generalised geometrical analogues of Einstein gravity.
It turned out that many more features of supergravity theories can be de-
scribed through its formalism. For example, (an extension of) generalised ge-
ometry can also be used to describe 11-dimensional supergravity compactified
to a d-dimensional manifold ([CoStWa2013, CoStWa2013n2]). Furthermore,
problems of compactification of string and supergravity theories, especially
with fluxes, appear to have a clearer description and intelligibility in its lan-
guage. More generally it is believed that a geometrical reformulation of string
theory and supergravity will help us deal with their difficult aspects and ex-
tension, in the same manner that a geometric reformulation has helped us
understand problems that range from the domain of mechanics to the ones
of high energy theoretical physics.
In this thesis we will first describe some general features of generalised ge-
ometry, like the generalised tangent bundle and the natural geometric struc-
tures one can define on it, namely the natural metric, the Courant bracket,
the Dorfman derivative and the generalised metric. Then we will introduce
some of the aspects of Type IIA and IIB supergravity theories and show the
relation that is present between the generalised geometrical structures and
the field content and symmetries of the physical theories. Later we will de-
scribe, following closely the article by Waldram at al. [CoStWa2012], how the
NSNS sector of Type IIA and Type IIB supergravity theories can be viewed
as a gravitational theory for a generalised metric. This will lead us to the
definition of a generalised Levi-Civita connection and to a brief discussion
about generalised curvature operators.
After this we will consider the problem of consistent truncations ([DNP86])
and in particular we will focus on the generalised Scherk-Schwarz reduction
(see [ScSc1979, LeStWa2014]). We will describe some general properties of
this construction and derive some simple original results; we will then re-
derive with our formalism the known result on compactifications on compact
Lie groups ([BaPoSa2015]). Then we will consider a known non-Lie group-
like solution and will show that it is actually obtained from a Lie group by
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Inonu-Wigner contraction. Motivated by this analysis we will then try to un-
derstand the conditions under which similar contractions can be performed
on other Lie groups in order to obtain non-Lie group homogeneous spaces.
This will also contain original contributions.
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Chapter 1
Generalised Geometry
In this chapter, we will introduce the generalised tangent bundle E and the
main geometric structures that can be defined on it. After the introduc-
tion of the natural metric, we will then present the Courant bracket and the
Dorfman derivative as suitable extensions to E of the Lie bracket and Lie
derivative respectively: the first for integrability and the second for symme-
try reasons. We will then introduce a ‘generalised’ metric and see how the
resulting structure encodes the degrees of freedom of a metric and a two-form
(or ‘B-field’). In the end of the chapter, we will also present a generalisation
of the construction of E used until that moment.
We hope that such an exposition will clarify the reason why the common
geometric structures used in generalised geometry are legitimate. Moreover,
by presenting in this chapter generalised geometry as a purely mathematical
theory, i.e. that does not rely on any physical assumption, we would like to
emphasise its striking feature of being able to perfectly describe the NSNS
sector of Type II supergravity theories; a feature that will be presented in
chapter 2.
Finally, we would like to note that every time a new structure will be intro-
duced, we will also consider its effect on the reduction of the frame bundle
associated to E. This will turn out to be a very useful manner to keep track
of the symmetries of the theory and to find connections with the related
physical theories.
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1.1 The natural structures of the generalised
vector bundle
1.1.1 The natural metric
Let M be a differential manifold. Generalised geometry is the study of the
geometrical structures that can be defined on the generalised tangent bundle
E ≈ TM⊕T ∗M , where TM and T ∗M are the tangent and cotangent bundle
associated to the manifold M respectively. We did not use the equality
symbol because in general the generalised tangent bundle is defined as an
extension of the tangent bundle via the cotangent, as we will see later in
section 1.3.
For now let us consider the vector bundle E = TM ⊕T ∗M over M . In what
follows we will denote sections of E with capital Latin letters (X, Y, Z ∈
Γ(E)), sections of TM with lower-case Latin letters (v, w, z ∈ Γ(TM)) and
sections of T ∗M with lower-case Greek letters (µ, ν, ρ ∈ Γ(T ∗M)). We will
call sections of E ‘generalised vectors’. There is a natural metric defined on
sections of E induced by the canonical pairing between vectors and covectors.
Definition 1.1 (Natural Metric). If we denote by iv the inner product on
covariant tensor fields that associates each tensor T with the contraction of
the vector v with the first component of T , we define the metric η as follows:
η(X, Y ) := 12(ivν + iwµ) =
1
2(ν(v) + µ(w))
∀ X = v + µ, Y = w + ν ∈ Γ(E)
If d is the dimension of M , then η has signature (d, d) and is therefore
indefinite. One easy way to see it is as follows. If we write the generic
generalised vector as a column vector where the first argument is the section
of TM and the second the one of T ∗M we can write:
η = 12
(
0 1
1 0
)
= 1√
2
(
1 1
1 −1
)
1
2
(
1 0
0 −1
)
1√
2
(
1 1
1 −1
)
and clearly 1√
(2)
(
1 1
1 −1
)
is an orthogonal as well as symmetric matrix. This
fact also implies that the group preserving this indefinite metric is O(d, d).
From this early fact we immediately see how this generalised tangent bundle
is definitely not a generic vector bundle but instead is a very particular one.
We now want to show in more details some of these particularities. To clarify
our terminology we recall some definitions.
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Definition 1.2 (3.9.1 [AbTo2011]). Let E,M, S three differential manifolds.
A fibre bundle of typical fibre S is a differential surjective map pi : E → M
such that ∀p ∈ M there exists a neighbourhood U of p and a diffeomor-
phism χ : pi−1(U) → U × S such that the following diagram commutes:
pi−1(U) U × S
U
pi
χ
pi1
where pi1 is the projection on the first coordi-
nate.
Given a collection of pairs {(Uα, χα)} as above such that {Uα} forms an open
covering of M , called atlas, we can find ∀ Uα ∩ Uβ 6= {} maps ψαβ, called
transition functions, that associate each p ∈ Uα ∩ Uβ with a diffeomorphism
ψαβ(p) : S → S such that: χα ◦ χ−1β (p, s) = (p, ψαβ(p)(s)) ∀p ∈ Uα ∩ Uβ and
s ∈ S. The transition functions satisfy the cocycle conditions: ψαα(p) = idS
and ψαβ(p) ◦ ψβγ(p) = ψαγ(p) ∀ p ∈ Uα ∩ Uβ ∩ Uγ.
Definition 1.3 (3.9.6 and 3.9.9 [AbTo2011]). Given an action θ : G×S → S
of a Lie group G on S, the fibre bundle pi : E →M has a G-structure if there
exists a family of differential maps φαβ : Uα ∩ Uβ → G associated with the
atlas {(Uα, χα)}, called transition functions of the G-structure, such that the
transition functions ψαβ of the fibre bundle are given by the action of G:
ψαβ(p, s) = θ(φαβ(p), s) = φαβ(p) · s.
A principal fibre bundle of structure group G is a fibre bundle with typical
fibre G endowed with a G structure such that the action θ : G × G → G is
given by the left translation.
For every vector bundle E (of rank n) there is an associated natural prin-
cipal GL(n) fibre bundle, called the frame bundle. It can be thought of as
the bundle with typical fibre given by the ordered set of frames of the vector
bundle. Specifically, chosen the canonical basis of Rn and fixed one point
p ∈M , there is one and only one frame of Ep, associated with each element
of GL(n), that corresponds to the image of the canonical basis of Rn via that
element of GL(n). A natural action of GL(n) is then defined on the frames
of the tangent bundle and it can be proved that this construction actually
satisfies the assumptions of the definition of a principal fibre bundle (see e.g.
[AbTo2011] Example 3.9.13).
In some situations we might also be interested in whether the structure group
of the frame bundle can be consistently reduced to a subgroup of GL(n), i.e.
in whether we are able to find choices of local frames in the different patches
that are connected with transition functions induced only by a subgroup
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G ⊂ GL(n). The possibility of the reduction of the structure group is clearly
related to topological properties of the vector bundle. For example, if we
are able to find a global frame, reducing therefore the structure group to the
identity subgroup of GL(n), the vector bundle is actually a trivial one, i.e.
it is the direct product M × Ep, for any p ∈ M (see for example [Ko2011]).
Sometimes the possibility of the reduction of the structure group can be con-
veniently encoded in the existence of some globally defined non-degenerate
tensor fields, for then we can require to allow only transition functions that
keep these tensor fields invariant.
Let us now consider again our generalised tangent bundle E = TM ⊕ T ∗M
and the natural metric η defined therein. We have already noted that the
group preserving this indefinite metric is O(d, d) - the structure group can
therefore be reduced to O(d, d). This reduction can be further extended as
follows (see [Gu2004]). The highest exterior power can be decomposed as:
∧2d(TpM ⊕ T ∗pM) = ∧d TpM ⊗∧d T ∗pM
where ∧d(V ) with d ∈ N indicates the space of the alternating d-contravariant
tensors on the vector space V . We can therefore identify ∧2d(TpM ⊕ T ∗pM)
with R via the following natural pairing between ∧d T ∗pM and ∧d TpM :
(v∗, u) = det(v∗i (uj)), with v∗ = v∗1 ∧ .. ∧ v∗d ∈
∧d T ∗pM and u = u1 ∧ ... ∧
ud ∈ ∧d TpM . The number 1 ∈ R then defines a canonical orientation on
TpM ⊕ T ∗pM and we can restrict the structure group to the subgroup of
transition functions that preserve both η and the canonical orientation, i.e.
construct an oriented atlas. Note that the orientability of the generalised
tangent bundle depends only on the canonical pairing between vectors and
1-forms, in particular it does not imply the orientability of the underlying
manifold.
We restricted in this very natural way the structure group of the generalised
tangent bundle to SO(d, d). Now consider its Lie algebra so(d, d). It is clearly
given by the anti-adjoint endomorphisms of the vector space TpM ⊕ T ∗pM ,
i.e. {O : TpM ⊕ T ∗pM → TpM ⊕ T ∗pM | O∗ = −O}. Using the splitting
TpM ⊕ T ∗pM we can write the matrix of O in block form as: O =
(
P Q
R S
)
.
Now, the adjoint is O∗ =
(
P ∗ R∗
Q∗ S∗
)
, but we need to remember that the ele-
ments of the dual tangent space have now the first component belonging to
T ∗M and the second one to TM , because (TpM ⊕ T ∗pM)∗ ≈ T ∗pM ⊕ TpM .
So, considering that O∗ is a map O∗ : T ∗pM ⊕ TpM → T ∗pM ⊕ TpM , the
condition O∗ = −O becomes: S = −P ∗, Q = −Q∗ and R = −R∗. Recall
that, from the definition of O, P is an endomorphism of TpM , S of T ∗pM ,
while Q : T ∗pM → TpM and R : TpM → T ∗pM . Calling them with more
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standard names P =: A, Q =: β and R =: B we have that the most general
element of so(d, d) takes the form:
O =
(
A β
B −A∗
)
(1.1)
where A ∈ End(TpM), B is a two-form and β is a bi-vector. We have
therefore recovered the fact that: so(TpM ⊕ T ∗pM) =
∧2(TpM ⊕ T ∗pM) =
End(TpM) ⊕ ∧2 T ∗pM ⊕ ∧2 TpM , as long as the structure of vector space is
concerned.
We can now find by exponentiation the most important subgroups of SO(d, d),
which together generate its connected component to the identity. Noting that(
0 β
0 0
)
and
(
0 0
B 0
)
are nilpotent and that
(
A 0
0 −A∗
)
is diagonal, we immediately
find, for X = v + µ ∈ TpM ⊕ T ∗pM :
1. (B-transform): exp(B) ·X =
(
1 0
B 1
)
·
(
v
µ
)
= v + (µ− ivB)
2. (β-transform): exp(β) ·X =
(
1 β
0 1
)
·
(
v
µ
)
= (v − iµβ) + µ
3. (GL(d)-action): exp(A) · X =
(
exp(A) 0
0 exp(−A∗)
)
·
(
v
µ
)
= exp(A)(v) +
exp(−A∗)(µ)
We can indeed extend this action to the full action of GL(d), so that it,
with both its two connected components, can be viewed as a subgroup
of SO(d, d).
What is shown here is quite remarkable: the natural structure group of the
generalised tangent bundle can be thought of as an extension of the ordinary
structure group of the usual tangent bundle, i.e. an extension of GL(d), that
also includes other ‘symmetries’ - β and B transforms.
1.1.2 Courant algebroid
Our process of ‘natural reduction’ of the structure group is however not done
yet. In fact we know that on the tangent bundle there is a bilinear map
that associates each pair of vector fields v, w ∈ TM with another vector field
[v, w] ∈ TM , namely the Lie bracket. This map is natural in the sense that it
is invariant under the action of the diffeomorphisms (see [AMR1988]). More-
over it can be shown ([Gu2004] Prop 3.22) that these are also all the possible
symmetries of the bracket. It is also well known that the Lie derivative on
tensors, once restricted on vector fields, coincides with the Lie bracket. We
would like to find something analogous to this construction also for the gen-
eralised vector bundle.
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To guide ourselves in our quest for a generalised Lie bracket we will use an-
other concept, which is also deeply related to the Lie bracket of vector fields:
integrability. Recall that a k-dimensional (k ≤ d) (smooth) distribution is a
subbundle of the tangent bundle which is locally spanned by k-vector fields.
Definition 1.4 ([AbTo2011] 3.7.7). An integral submanifold of a smooth
k-dimensional distribution D is an immersed submanifold S ↪→M such that
TpS = Dp ∀p ∈ S. We will say that D is integrable if every p ∈M is contained
in an integral submanifold of D.
D is completely integrable if ∀p ∈M there exists a local chart (U, φ), p ∈ U ,
such that φ(U) = V 1×V 2 ⊂ Rk×Rd−k and such that
(
∂
∂x1 , ...,
∂
∂xk
)
span Dp
∀p ∈ U .
A distribution D is involutive if for all pairs of local vector fields X, Y with
value in D the vector field [X, Y ] is a local vector field with value in D.
It is a classical result of differential geometry the fact that the following
chain of implications holds:
completely integrable integrable involutive completely integrableFr.
where the last implication takes the name of ‘Frobenius theorem’ (see e.g.
[AbTo2011]). The point is that (complete) integrability is equivalent to clo-
sure under Lie bracket. Moreover a completely integrable distribution D
defines a ‘foliation’ of M , composed of all the maximal integrable submani-
folds of D.
We want to develop a concept of integrability in the case of the generalised
tangent bundle that is an extension of the one known for the tangent bun-
dle. One of the simplest but non-trivial situations is the one given by the
presence of an integrable distribution D on a smooth manifold M . Take the
subbundle L of the tangent bundle generated by the integral distribution of
a leaf Σ of the foliation induced by D in M , i.e. L = TΣ. Then the dif-
ferential of the inclusion map i : Σ ↪→ M is a map di : Γ(TΣ) → Γ(TM)
such that: di([v, w]) = [di(v), di(w)] ∀ v, w ∈ Γ(L). Moreover [v, fw] =
f [v, w] + di(v)(f)w ∀v, w ∈ Γ(L), f ∈ C∞(M). These are actually the defin-
ing properties of what is called a Lie algebroid, i.e. a vector bundle L on M
endowed with a Lie bracket and a bundle map a˜ : L → TM that induces a
map a : Γ(L)→ Γ(TM), called anchor, that is a Lie algebra homomorphism
and that also satisfies a Leibniz rule [v, fw] = f [v, w] + a(v)(f)w ∀v, w ∈
Γ(L), f ∈ C∞(M).
The reason why it is thought that Lie algebroids give the right extension of
the construction is that they induce a ‘generalised foliation’ (in the sense of
Sussmann [Su1973]) of the manifold M (see [Gu2004] or [Co1990]), i.e. the
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distribution a(L) still induces a foliation but now the dimension of the leafs
can vary from point to point in the manifold (more specifically the dimension
is a semi-continuous function on the manifold).
The problem for the generalised tangent bundle is that non-trivial brackets
(that at least preserve some of the symmetries of the natural metric η) are
plagued by the incapacity to satisfy the Jacobi identity.
Even if in general it is difficult to provide a significant bracket that gives
a correspondence between closure and (generalised) integrability, there is a
natural kind of subbundles of E for which the construction works.
These are the maximally isotropic distributions.
Definition 1.5. Let η be a bilinear form on the product V × V of a finite-
dimensional vector space V over the field K. A subspace W ⊂ V is called
isotropic if η|W×W = 0. A subspace P ⊂ V is called maximally isotropic
if it is maximal with respect to inclusion, i.e. P is such that if it exists an
isotropic vector space W ⊂ V such that P ⊂ W , then W = P .
Remark 1. Note that for us K will always be R, or exceptionally C.
It is well known that all maximal isotropic subspaces of V have the same
dimension (see Prop. 1.4.3 [Ch1996]). If m is the dimension of V , the com-
mon dimension r of all maximal isotropics is such that r ≤ [m2 ] ([ · ] gives the
closest integer from below)(from Prop. 1.3.2 [Ch1996]). Consider now our
generalised tangent bundle. ∀p ∈ M the tangent space TpM has dimension
d, whilst the vector space Ep has dimension 2d. It is also clear that the
tangent bundle is an isotropic subbundle of E (with respect to the natural
metric η). Therefore, since dimTM = dimE2 , maximal isotropics of η have
(the maximal) dimension d. Note that with this reasoning we also found
that the simplest example of maximal isotropic of η in E is given by TM . It
is worth noting that this is another feature of the particularity of the gen-
eralised tangent bundle: not only is there present a natural metric, but also
this metric admits maximal isotropic subbundles of the maximal possible di-
mension; moreover the tangent bundle (as well as the cotangent one) is one
of its maximal isotropics. This property of E is also strongly used in the
discussion about spinors that appears in the appendix B.
Maximal isotropic subbundles of E = TM ⊕ T ∗M were first studied by
Courant in [Co1990], where they were given the name of almost-Dirac struc-
tures. In his paper of 1990 he also introduced the following bracket on sec-
tions of E:
Definition 1.6. The Courant bracket is a bilinear map Γ(E)×Γ(E)→ Γ(E)
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defined as follows:q
X, Y
y
= [v, w] + Lvν − Lwµ− 12
(
d(ivν − iwµ)
)
∀X = v + µ, Y = w + ν ∈ Γ(E)
This bracket is manifestly antisymmetric and, if we denote by pi the natu-
ral projection pi : TM⊕T ∗M → TM , satisfies pi(qX, Y y) = qpi(X), pi(Y )y =
[v, w]. As it was anticipated, the Courant bracket does not satisfy the Jacobi
identity. We can encode the failure of the bracket to satisfy this identity in
the following trilinear operator, called Jacobiator:
Jac(X, Y, Z) =
qq
X, Y
y
, Z
y
+
qq
Y, Z
y
, X
y
+
qq
Z,X
y
, Y
y
(1.2)
Gualtieri shows in his thesis [prop 3.27] that, for a maximal isotropic subbun-
dle L of E, involutivity of the Courant bracket is equivalent to the condition
Jac|L = 0. In the case where the Courant bracket satisfies the Jacobi iden-
tity, it also becomes a Lie bracket and so it induces a Lie algebroid structure
on the almost-Dirac structure L (and the related generalised foliation on M).
An involutive almost-Dirac structure is called (integrable) Dirac structure.
Apart from being natural, maximal isotropic subbundles of E are relevant
in some important situations. (Almost-)Dirac structures were first intro-
duced to give a unifying description of symplectic and Poisson geometries.
In this description pre-symplectic and ‘almost-Poisson’ structures were seen
as maximally isotropic subbundles of E. The condition of integrability of
these structures was then given in terms of the bracket in definition 1.6, i.e.
the two-form defining the pre-symplectic structure is closed and the Poisson
bracket satisfies the Jacobi identity if and only if the corresponding maximal
isotopic subbundles are involutive with respect to the Courant bracket (see
[Co1990] or [Gu2004]).
Later, in the work of Hitchin and Gualtieri ([Hi2003, Gu2004]), a complex-
ified version of the generalised tangent bundle - (TM ⊕ T ∗M) ⊗ C - was
considered. Maximal isotropic subbundles of this vector bundle, i.e. com-
plex (almost-)Dirac structures, were shown to unify, together with symplectic
and Poisson geometries, also complex geometry. Even in that case the in-
tegrability condition was expressed in terms of closure under the Courant
bracket.
The important point to understand for us is that the Courant bracket can be
sensibly viewed as the extension of the Lie bracket to E. So, from now on, we
will always think of the generalised tangent bundle as the triple (E, η,
q
,
y
).
This triple satisfies a number of properties that are the motivating examples
for the following definition.
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Definition 1.7 (Courant Algebroid). (see [Gu2004] and reference therein)
A Courant algebroid is a vector bundle E equipped with a non-degenerate
symmetric bilinear form η, as well as a skew-symmetric bracket
q
,
y
on Γ(E),
and with a smooth bundle map pi : Γ(E) → Γ(TM) called the anchor.
This induces a natural differential operator d : C∞(M) → Γ(E) via the
definition η(df,X) = 12pi(X)f ∀ f ∈ C∞, X ∈ Γ(E). These structures must
be compatible in the following sense:
1. pi([X,Y ]) = [pi(X), pi(Y )] ∀X,Y ∈ Γ(E)
2. 3Jac(X,Y, Z) = d
(
η
(q
X,Y
y
, Z
)
+ cyclic permutations
) ∀X,Y, Z ∈ Γ(E)
3.
q
X, fY
y
= f
q
X,Y
y
+ pi(X)(f)Y − η(X,Y )df ∀X,Y ∈ Γ(E), f ∈ C∞
4. pi ◦ d = 0, i.e. η(df,dg) = 0 ∀f, g ∈ C∞
5. pi(X)
(
η(Y, Z)
)
= η
(q
X,Y
y
+ dη(X,Y ), Z
)
+ η
(
Y,
q
X,Z
y
+ dη(X,Z)
)
∀X,Y, Z ∈ Γ(E)
Remark 2. Note that in our case d = d, i.e. it is the differential; in fact
η(df,X) = 12
(
df(pi(X)) + 0
)
= 12pi(X)(f). For a proof for the identities in 2,
3 and 5 see Prop.s 3.16, 3.17, 3.18 in [Gu2004]. So we can see that our triple
(E, η,
q
,
y
) is actually a Courant algebroid.
We saw that the symmetries (in the connected component to the identity)
of η are generated by diffeomorphisms, B-transforms and β-transforms. Are
these symmetries also symmetries of the whole Courant algebroid? I.e. are
these symmetries also symmetries of the Courant bracket? We will give an
answer to this question in two steps.
Proposition 1.1.1. Let B be a two-form on M . The B-transform is a
symmetry of the Courant bracket if and only if B is closed, i.e.q
exp(−B)(X), exp(−B)(Y )y = exp(−B)(qX,Y y) ∀X,Y ∈ Γ(E) ⇔ dB = 0
(1.3)
Proof. Let us write X, Y ∈ Γ(E) as X = v + µ, Y = w + ν. Recalling the
definition of Courant bracket 1.6:q
X, Y
y
= [v, w] + Lvν − Lwµ− 12
(
d(ivν − iwµ)
)
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We have:q
exp(−B)(X),exp(−B)(Y )y = qX + ivB, Y + iwBy
=
q
X, Y
y
+
q
ivB, Y
y
+
q
X, iwB
y
+
qivB, iwBy=0
=
q
X, Y
y− Lw(ivB)− 12d(−iwivB) + Lv(iwB)− 12d(iviwB)
=
q
X, Y
y
+
(
Lviw − Lwiv
)
B − d(iviwB)
=
q
X, Y
y
+
(

Lviw − Lwiv
)
B −LviwB + ivdiwB
=
q
X, Y
y− LwivB + ivLwB − iviw(dB)
=
q
X, Y
y
+ i[v,w]B − iviw(dB)
Requiring therefore
q
exp(−B)(X), exp(−B)(Y )y = exp(−B)(qX, Y y) to
hold ∀X, Y ∈ Γ(E) is equivalent to require iviw(dB) = 0 ∀v, w ∈ Γ(TM).
The result then follows by the total antisymmetry of dB.
Remark 3. Note that we used implicitly some relations from ordinary differ-
ential geometry. These are the following (for a proof and discussion see e.g.
[AMR1988] sec. 6.4)
Lvω = (div + ivd)ω (Cartan′s ‘magic′ formula) (1.4)
i[v,w]ω = (Lviw − iwLv)ω (1.5)
where ω is an arbitrary differential form on M and v, w ∈ Γ(TM).
We saw that B-transforms with B closed and diffeomorphisms are com-
mon symmetries of η and
q
,
y
. They are actually the only transformations
having this property:
Theorem 1.1.2 ([Gu2004] 3.24). The group of orthogonal Courant auto-
morphisms of E is the semidirect product of the group of diffeomorphisms
of M , Diff(M), with the abelian group under addition of closed two-forms,
Ω2closed(M), G = Diff(M)n Ω2closed(M).
Proof. Note that by definition the Courant bracket is invariant under the
diffeomorphism group embedded in SO(d, d). So if f ∈ Diff(M), then fc :=(
f∗ 0
0 (f∗)−1
)
is an orthogonal Courant automorphism. Suppose F
q
X, Y
y
=q
F (X), F (Y )
y ∀X, Y ∈ Γ(E). Then also O := f−1c ◦ F has this property. If
h ∈ C∞(M) then from OqhX, Y y = qO(hX), O(Y )y and from property 3 of
the Courant algebroid we obtain the two members of the following equation
respectively:
hO(
q
X, Y
y
)− pi(Y )(h)O(X) + η(X, Y )O(dh) =
= hO(
q
X, Y
y
)− pi(O(Y ))(h)O(X) + η(O(X), O(Y ))dh
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which by orthogonality is equivalent to
pi(Y )(h)O(X)− η(X, Y )O(dh) = pi(O(Y ))(h)O(X)− η(X, Y )dh (1.6)
Restricted to Γ(TM) (i.e. setting X = v ∈ Γ(TM), Y = w ∈ Γ(TM)) it
becomes: w(h)O(v) = pi(O(w))(h)O(v) ∀v, w ∈ TM and ∀ h ∈ C∞. This
implies pi(O(w)) = w ∀w ∈ Γ(TM) and hence it allows us to write for the
matrix form of O: O =
(
1 ∗∗ ∗
)
. Similarly, if we restrict 1.6 to Γ(T ∗M) by
setting X = λ ∈ Γ(T ∗M) and Y = µ ∈ Γ(T ∗M) we find: pi(O(µ)) = 0
∀µ ∈ Γ(T ∗M) and the matrix form of O becomes: O =
(
1 0∗ ∗
)
. With this
result equation 1.6 becomes:
η(X, Y )O(dh) = η(X, Y )dh
which in turn implies O =
(
1 0∗ 1
)
, since h is arbitrary. But then by orthogo-
nality O21 must be a two-form B. By proposition 1.1.1 for O to be a Courant
automorphism B must in addition be closed. We have therefore proven that
if F is an orthogonal Courant automorphism, then F takes the general form
of F = fc ◦ exp(B), with B closed.
In sight of theorem 1.1.2 we are now able to say that the requirement
of a concept of involutivity in our formulation of the generalised tangent
bundle has led us to further restrict its structure group from SO(d, d) to
G = Diff(M)n Ω2closed(M).
Let us go back for a while to the proposition 1.1.1. The calculation given in
the proof showed that:q
exp(−B)(X), exp(−B)(Y )y = qX, Y y+ i[v,w]B − iviw(dB)
= exp(−B)
(q
X, Y
y− iviw(dB))
= exp(−B)
(q
X, Y
y)− iviw(dB)
So if we define a new bracket:q
X, Y
y
H
:=
q
X, Y
y− iviwH ∀X = v+µ, Y = y+ ν ∈ Γ(E) (1.7)
with H a three-form on M , we see thatq
exp(−B)(X), exp(−B)(Y )y
H
=
q
exp(−B)(X), exp(−B)(Y )y− iviwH
= exp(−B)
(q
X, Y
y
H
)
− iviw(dB)
since exp(−B) does not modify the vector component of a generalised vector.
We conclude then that the ‘twisted’ bracket in 1.7 has the same symmetries
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of the Courant bracket. One can also show that this new bracket, together
with η, defines again a Courant algebroid for E if and only if dH = 0 (see
[Gu2004] sec. 3.7 and references therein). Clearly involutivity for the un-
twisted Courant bracket does not imply involutivity for the twisted one. One
easy way to see this is that the tangent bundle TM is Courant integrable if
and only if H = 0.
What is relevant to us is that one can naturally introduce a closed three-form
in the context of generalised geometry, which is also invariant under shifts
by exact two-forms (because of the symmetry under B-transforms). This is
a general feature of generalised geometry that will also appear later under
different circumstances.
1.1.3 Generalised Lie Derivative
Since the Courant bracket does not in general satisfy the Leibniz rule, it can
not be viewed as, or extended to, a derivation over the generalised tensor
algebra. We recall that in the case of the standard tangent bundle we had
the Lie bracket and the Lie derivative, which coincided on the space of the
vector fields. Now, consider the group of diffeomorphisms of M : Diff(M).
As a group it is generated (modulo topological technicalities) by all its one-
dimensional subgroups. It is well known that we can (from the ∃! theorem
of ordinary differential equations) think of each one-parameter subgroup of
Diff(M) as the flow of a vector field v ∈ TM , where, if fλ ∈ Diff(M),
v is defined as dfλ
dλ
= v|fλ . From this definition it is also clear that the Lie
algebra of Diff(M) is given by the Lie algebra of vector fields. The group
of diffeomorphisms acts on the algebra of tensor fields via pull-back:
θ : Diff(M)× T rs (M) −→ T rs (M)
(fλ, t) 7−→ f ∗λt
Generators of this action are found making use of the following classical
result, which we include here for completeness.
Theorem 1.1.3 (Lie Derivative Theorem). ([AMR1988] 5.4.1)
Consider a vector field v ∈ Γ(TM) and a tensor field t ∈ T rs (M) both of class
Ck, k ≥ 1, and let fλ be the flow of v. Then, on the domain of the flow, we
have:
d
dλ
f ∗λt = f ∗λLvt (1.8)
Evaluating equation 1.8 at λ = 0 we find:
d
dλ
f ∗λt
∣∣∣
λ=0
= Lvt (1.9)
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which manifestly says that the generators for this action are given by the Lie
derivatives of the corresponding tensors. We can therefore say that the Lie
derivatives generate the action of diffeomorphisms on M . We have therefore
seen that the Lie bracket induces the notion of integrability onM , whilst the
Lie derivative generates the symmetries of the Lie algebra of vector fields on
the manifold (Γ(TM), [, ]).
What is the object that corresponds to the Lie derivative in our generalised
tangent bundle? We want to find an object that generates the symmetries
of the Courant algebroid
(
E, η,
q
,
y)
. This in turn implies that this object
must be a derivation, i.e. it must be bilinear and satisfy the Leibniz rule.
We can then already see that it cannot be the Courant bracket, since it does
not satisfy the Leibniz rule. As we already noticed that it is difficult to
find a bracket that satisfies the Jacoby identity, it is likely that if such an
object exists it will not be antisymmetric. Instead of giving a ‘derivation’
for such a generalised Lie derivative (we are not aware of the existence of
such an approach), we will instead postulate a definition for this operator
and then show that it satisfies the aforementioned properties. We will then
try to give an argument that shows that this generalised Lie derivative is in
a sense a ‘natural’ extension of the concept of Lie derivative to sections of
the generalised tensor bundle of M .
The following bracket (Dorfman bracket) appears in the work of Dorfman
[Do1987].
Definition 1.8 (Dorfman Derivative).
The generalised Lie derivative, called also Dorfman derivative, is the follow-
ing bilinear map on sections of the generalised tangent bundle E:
L : Γ(E)× Γ(E) −→ Γ(E) (1.10)
(X=v+µ, Y=w+ν) 7−→ LXY := [v, w] + Lvν − iw(dµ) (1.11)
We will now describe the main properties of the Dorfman derivative in
sight of the previous discussion.
Proposition 1.1.4.
The Dorfman derivative satisfies the following properties:
1. (Symmetrization) LXY + LYX = 2d
(
η(X, Y )
)
∀ X, Y ∈ Γ(E)
2. (Leibniz rule) LX
(
LYZ
)
= L(LXY )Z + LY (LXZ) ∀ X, Y, Z ∈ Γ(E)
3. (B − transform) The B-transform is a symmetry of the generalised
Lie derivative if and only if the two-form B is closed.
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4. (Prop. 3.18 [Gu2004]) Differentiation of the natural inner product can
be expressed as follows:
pi(X)η(Y, Z) = η(LXY, Z) + η(Y, LXZ) ∀X, Y, Z ∈ Γ(E)
5. LX(fY ) = f(LXY ) + pi(X)(f)Y ∀X, Y ∈ Γ(E), ∀ f ∈ C∞
Proof. 1. Let us write as usual X = v + µ, Y = w + ν ∈ Γ(E). Then
LXY + LYX =((((((
((([v, w] + [w, v])|=0 + (Lvν − iw(dµ) + Lwµ− iv(dν))∣∣∣Cartan′s formula
= Lvν −Lwµ+ d(iwµ) +Lwµ− Lvν + d(ivν)
= d(iwµ+ ivν) = 2d
(
η(X, Y )
)
2. Defining X and Y as above and Z = z+λ ∈ Γ(E) we can write for the
different terms:
LX(LYZ) = [v, [w, z]] + (Lv(Lwλ− izdν)− i[w,z]dµ) (1.12)
LLXYZ = [[v, w], z] +
{
L[v,w]λ− iz
(
d(Lvν − iwdµ)
)}
LY (LXZ) = [w, [v, z]] + Lw
(
Lvλ− izdµ
)
− i[v,z]dν
Adding the last two equations together we get:
LLXY Z + LY (LXZ) =
(
[[v, w], z] + [w, [v, z]]
)
+
+
(
(LvLw −LwLv)λ− iz
{Lvdν − d(iwdµ)}+LwLvλ− Lwizdµ− i[v,z]dν)
where we used the fact that the Lie derivative is a homomorphism of
Lie algebras and the fact that the differential commutes with the Lie
derivative. Now we use the Jacobi identity for the Lie derivative in the
vector term, the Cartan formula, the fact that d2 = 0 and the relation
i[v,z] = Lviz − izLv (see remark 3), to write:
LLXYZ + LY (LXZ) = −[v, [z, w]] + LvLwλ−izLvdν + izLwdµ+
− Lwizdµ− (Lviz −izLv)dν
= [v, [w, z]] + Lv(Lwλ− izdν)− i[w,z]dµ
which is exactly the same expression as the one in equation 1.12.
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3. We have :
exp(−B) · (LXY ) = [v, w] + Lvν − iw(dµ) + i[v,w]B
= [v, w] + Lvν − Lwµ+ d(iwν) + Lv(iwB)− iw(LvB)
Moreover we can also write:
Lexp(−B)·X(exp(−B) · Y ) = [v, w] + Lv(ν + iwB)− iwd(µ+ ivB)
= [v, w] + Lvν + Lv(iwB)− iw(dµ)− iw(d(ivB))
= [v, w] + Lvν + Lv(iwB)− Lwµ+ d(iwµ)− iwLvB + iwiv(dB)
We have therefore shown that, ∀ two form B, exp(−B) · (LXY ) =
Lexp(−B)·X(exp(−B) · Y )− iviw(dB) ∀X, Y ∈ Γ(E). The result follows
again by total antisymmetry of dB.
4. Writing X = v + µ, Y = w + ν, Z = z + λ we can write:
η(LXY,Z) + η(Y,LXZ) =
= 12
(
i[v,w]λ+ iz(Lvν −iw(dµ)) + i[v,z]ν + iw(Lvλ−iz(dµ))
)
= 12
(
[Lv, iw]λ+ iz(Lvν) + [Lv, iz]ν + iw(Lvλ)
)
= 12
(Lv(iwλ+ izν))
5. It follows very easily by direct computation.
Proposition 1.1.4 confirms what we stated before: the Dorfman deriva-
tive satisfies the Leibniz property (property 2) but fails to be antisymmetric
(property 1). Nevertheless we can see that this failure happens only up to
an exact term; more specifically, the symmetrisation of the generalised Lie
derivative equals the differential of the natural metric evaluated on the rele-
vant generalised vector fields.
There is a strong relationship between the Courant bracket and the Dorfman
derivative. We will collect its two most important features in the following:
Proposition 1.1.5.
1. The antisymmetrisation of the Dorfman bracket is the Courant bracket,
i.e. q
X, Y
y
= 12
(
LXY − LYX
)
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2. The Courant bracket and the Dorfman derivative satisfy the following
identity:
LX
q
Y, Z
y
=
q
LXY, Z
y
+
q
Y, LXZ
y ∀X, Y, Z ∈ Γ(E) (1.13)
Proof. 1. The statement follows immediately from the definitions. Recall
that for X = v + µ, Y = w + ν ∈ Γ(E) we defined:
LXY := [v, w] + Lvν − iwdµ = [v, w] + Lvν − Lwµ+ d(iwµ)q
X,Y
y
:= [v, w] + Lvν − Lwµ− 12d
(
ivν − iwµ
)
2. Setting X = v + µ, Y = w + ν, Z = z + λ ∈ Γ(E) we have:
LX
q
Y,Z
y
= [v, [w, z]] + Lv
(Lwλ− Lzν − 12d(iwλ− izν))− i[w,z](dµ)
Instead for the right hand side we have:q
LXY, Z
y
+
q
Y, LXZ
y
=
= [[v, w], z] +
(
L[v,w]λ− Lz(Lvν − iwdµ)
)
− 1
2
d
(
i[v,w]λ− iz(Lvν − iwdµ)
)
+
+ [w, [v, z]] +
(
Lw(Lvλ− izdµ)− L[v,z]ν
)
− 1
2
d
(
iw(Lvλ− izdµ)− i[v,z]ν
)
= [v, [w, z]] +
(
Lv(Lwλ− Lzν)
)
+ Lziwdµ− Lwizdµ+
− 1
2
d
(
i[v,w]λ︸ ︷︷ ︸− ︷ ︸︸ ︷izLvν+iziwdµ+ iwLvλ︸ ︷︷ ︸−iwizdµ− ︷ ︸︸ ︷i[v,z]ν)
= [v, [w, z]] +
(
Lv(Lwλ− Lzν)
)
+ Lziwdµ− Lwizdµ− 12d
(
Lv( iwλ︸︷︷︸− ︷︸︸︷izν ) + 2iziwdµ)
The result then follows because Lziwdµ − Lwizdµ − d
(
iziwdµ
)
=
−i[w,z]dµ; this can be easily shown using the Cartan formula.
Property 1 of proposition 1.1.4, together with property 1 of proposition
1.1.5, implies that the the Courant bracket and the Dorfman derivative differ
from each other only up to an exact term, i.e.q
X, Y
y
= LXY + dη(X, Y ) ∀X, Y ∈ Γ(E) (1.14)
Most importantly equation 1.13, together with property 4 of proposition
1.1.4, allows us to state that the generalised Lie derivative can be used to
generate the symmetries of the Courant algebroid (inspired by [Ba2012]).1
1Recall that we stated before that the ordinary Lie derivative generates the symmetries
of the Lie algebra
(
TM, [ ]
)
. Now we see that the generalised Lie derivative generates the
symmetries of the Courant algebroid
(
E, η, J K).
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This fact will be used later in the thesis, especially when will be dealing
with supergravity. There is still one point that needs to be clarified. In
fact the Dorfman derivative is a map Γ(E) × Γ(E) → Γ(E), whilst the
generators of the action of the group G = Diff(M)nΩ2closed(M) should cor-
respond to a map: g× Γ(E)→ Γ(E), where g is the Lie algebra of G. Here
g = Γ(TM)⊕Ω2closed(M), which appears to be different from Γ(E). They can
nevertheless be identified since a closed two-form is always locally equal to the
differential of a one-form. In particular when we say that X = v+ µ ∈ Γ(E)
generates an element of Diff(M)nΩ2closed(M) we are really thinking of the
element X˜ ∈ g associated with X through the identification (v+µ) 7→ (v−dµ)
and at the Lie algebra action: (v−dµ) · (w+ν) = Lv(w+ν)− iwdµ [Hi2010],
where the sum of the generators of a GL(d) transformation and of a (−B)-
transform are now evident.2
To complete the previous discussion we are only left with the question of the
naturalness of the generalised Lie derivative. It is fair to make it clear at this
point that we will only use the Dorfman derivative in the rest of the thesis.
The reason relies on the fact that it will work as the generator of the symme-
tries of the NS-NS sector of the Type IIA and IIB supergravity theories. This
is the physical naturalness. From a mathematical point of view the reason of
the naturalness originates from the theory of the representation of Lie alge-
bras. In order to explain this we first need to express the Dorfman derivative
in an O(d, d) covariant manner. First embed the action of the partial deriva-
tive operator into the generalised tangent bundle (see [CoStWa2011]) using
the immersion T ∗M → E.3 Recalling that E∗ ≈ T ∗M × TM and that the
partial derivative operator is a covariant tensor one can write:
∂M =
∂µ for M = µ0 for M = µ+ d
Note that we will denote the generalised vector indices with capital Latin
letters from the middle of the alphabet (M,N, ...) and the usual (co)vector in-
dices with lower-case Greek letters from the middle of the alphabet (µ, ν, ρ, ...).
Proposition 1.1.6. The generalised Lie derivative can be expressed in the
following O(d, d)-covariant manner:(
LXY
)M
= XN∂NY M +
(
∂MXN − ∂NXM
)
YN (1.15)
where the indices are risen and lowered with the natural inner product η.
2The Lie algebra bracket of g is [v − dµ,w − dν]g = [v, w]Γ(TM) − Lvdν + Lwdµ
3Note that this map will still be present when we will consider the generalised tangent
bundle as an extension of the tangent bundle by the cotangent one and it is in fact the
pullback of the ‘anchor map‘.
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Proof. The left hand side of equation 1.15 is already known to be, for X =
v + µ, Y = w + ν: (
LXY
)M
=
(
[v,w]
Lvν−iw(dµ)
)M
Recall that ηMN = 12
(
0 1
1 0
)
so that ηMN = 2
(
0 1
1 0
)
. This implies that if
∂N =
(
∂µ
0
)
∈ Γ(E∗) then ∂R = ηRN∂N = 2
(
0 1
1 0
)(
∂µ
0
)
=
(
0
2∂µ
)
∈ Γ(E).
Then the first term of the right hand side of 1.15 reads:
XN∂NY
M = vµ∂µY M =
(
vµ∂µw
ν
vµ∂µνν
)
whilst the second part is:(
∂MXN − ∂NXM
)
YN =
(
(∂MV N)WN − (∂NV M)WN
)
=
( 0− (∂Nvµ)WN(
2∂µvν 2∂µµν
)
1
2
(
0 δρν
δνρ 0
)(
wρ
νρ
)
− (∂Nµµ)WN
)
=
( −(∂ρvµ)wρ(
2∂µvρ 2∂µµρ
)
1
2
(
νρ
wρ
)
− (∂ρµµwρ)
)
=
( −(∂ρvµ)wρ
(∂µvρ)νρ + (∂µµρ)wρ − (∂ρµµ)wρ
)
=
( −(∂ρvµ)wρ
(∂µvρ)νρ − (iwdµ)µ
)
Recalling the standard formula for the Lie derivative of a 1-form (Lvµ)ν =
vρ(∂ρµν) + (∂νvρ)µρ, we can finally see that:
XN∂NY
M +
(
∂MXN − ∂NXM
)
YN =
(
[v, w]ν
(Lvν)ν − (iwdµ)ν
)
If we define the action of the Dorfman derivative on a function as the
action of the Lie derivative of the vector component, i.e. LXf := Lvf, ∀X =
v+ µ ∈ Γ(E), f ∈ C∞, we can easily extend the action of the generalised Lie
derivative to the whole tensor algebra of E (Willmore theorem). Let us now
consider the expression of the generalised Lie derivative given in equation
1.15 and compare it with the standard Lie derivative. In the standard Lie
derivative we have: (Lvw)µ = vρ∂ρwµ − (∂ρvµ)wρ. In the second term of
the right hand side of the former equation we can see the action of the gl(d)
matrix aµρ := −∂ρvµ. In the expression given in 1.15 we can instead see the
action of so(d, d); one way to see it is to notice the antisymmetric combination
of indices that appears in the second part of the equation. A more direct
approach is to look back at the proof of the proposition 1.1.6. In that proof
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we showed that the second part of the covariant expression of the Dorfman
derivative can be expressed as:
(
∂MXN − ∂NXM
)
YN =
( −(∂ρvµ)wρ
(∂µvρ)νρ + (∂µµρ)wρ − (∂ρµµ)wρ
)
=
( −(∂ρvµ) 0
(∂µµρ − ∂ρµµ) (∂µvρ)
)(
wρ
νρ
)
Recalling the general form of an element of SO(d, d) given in 1.1, we see that
the previous equation yields the one in 1.1 if one sets: Aµρ = −∂ρvµ, Bµρ =
∂µµρ−∂ρµµ and βµρ = 0. In particular, since β = 0 we see that the Lie algebra
action connected with the generalised Lie derivative is actually the one of the
symmetry group of the Courant algebroid, i.e. G = Diff(M)nΩ2closed(M).4
To conclude this subsection we note that we were able to introduce two
geometric objects acting on the generalised vector bundle. The first one is the
Courant bracket, used in the literature to express integrability of distributions
in E; we saw that this bracket corresponds to an extension of the Lie bracket
to E. The second one is the Dorfman derivative, which is used to generate
the symmetries of the Courant algebroid; this derivative can be viewed as
an extension of the Lie derivative to sections of E (and relative tensors).
While in the case of the standard tangent bundle the Lie derivative and
the Lie bracket coincided when evaluated on vector fields, in the case of the
generalised tangent bundle these objects are manifestly distinct.
1.2 Generalised Metric Structure
In the previous section we have only discussed structures that arise canoni-
cally from the definition of generalised vector bundle. We now want to make
a step forward and add more structure in a manner that is akin to the intro-
duction of a metric structure in an ordinary vector bundle. Let us introduce
a generalised matrix PMN ∈ Γ(E)× Γ(E∗) such that:
PMN P
N
Q = δMQ (1.16)
PMR ηMNP
N
S = ηRS (1.17)
where clearly 1.17 implies that the matrix P ∈ O(d, d). This new structure is
called a ‘generalised product structure’ because it is the generalised geomet-
ric analogue of an ordinary product structure (see e.g.[Ko2011]). From the
4Note that this has to be the case, since we said that the generalised Lie derivatives
generate the symmetries of the Courant algebroid.
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defining properties 1.16 and 1.17 of P one can then construct the following
projectors:
PM±N =
1
2
(
δMN ± PMN
)
(It is clear that P 2± = P± and that P+P− = P−P+ = 0). These projectors
project E onto two subspaces: C± = {PM±NV N ∀V ∈ Γ(E)}. We now want
to show what the generic form for the P matrix is.
Proposition 1.2.1. The generic5 form for the P matrix defined by the con-
ditions 1.16 and 1.17 is the following:
P =
(
g−1B g−1
g −Bg−1B −Bg−1
)
(1.18)
where g is a non-degenerate symmetric covariant two-tensor and B is a two-
form.
Proof. To prove the statement we will work in matrix notation. Let us make
use of the splitting E ≈ TM ⊕ T ∗M writing P in block form: P =
(
A B
C D
)
.
Then the constraints 1.16 and 1.17 become respectively:(
A B
C D
)(
A B
C D
)
=
(
A2 +BC AB +BD
CA+DC CB +D2
)
=
(
1 0
0 1
)
(
AT CT
BT DT
)(
0 1
1 0
)(
A B
C D
)
=
(
ATC + CTA ATD + CTB
BTC +DTA BTD +DTB
)
=
(
0 1
1 0
)
From these we can read off eight equations:
a) A2 +BC = 1 i)ATC + CTA = 0
b) AB +BD = 0 ii) BTD +DTB = 0
c) CA+DC = 0 iii) ATD + CTB = 1
d) CB +D2 = 1 iv) BTC +DTA = 1
It is clear that iii) and iv) are equivalent to each other. Now consider iii)
5We use the word ‘generic’ and not ‘general’ because of one subtlety that will appear
in the proof.
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and multiply it by D from the right:
ATD2 + CTBD =using d) AT (1− CB) + CTBD = D∣∣multiply byC
⇔ ATC −ATCBC + CTBDC = DC∣∣using i)
⇔ CT (−A+ABC +BDC) = DC∣∣using b)
⇔ −CTA = DC∣∣using i)
⇔ ATC = DC
Now let us assume that C is invertible. Note that this is not the most
general eventuality, but it is the generic case: a matrix is not invertible only
if its determinant is equal to zero, i.e. only if its determinant takes value in a
set of zero measure (one point in the entire real axis). With this assumption
we are able to state that AT = D. Making use of this fact and of relations
iii) and d) we can also write:
D2 + CB = ATD + CB = 1 = ATD + CTB
This implies that CB = CTB. If we further assume that B is invertible we
can also state CT = C, i.e. C is symmetric. Taking the transpose of d),
using AT = D, comparing it with a), and recalling that C is symmetric and
invertible, we also find BT = B.
The three relations we have proven so far allow us to restrict to the
relations a)-c) only, because they cause i) to be equivalent to c), ii) to b),
iii) to a) and d) to a). From a) we see that A commutes with BC:
ABC = A(1− A2) = (1− A2)A = BCA
We can then prove that b) is equivalent to c). First write AB + BD =
AB +BTAT = 0 and CA+DC = CA+ ATCT = 0. Then b)⇒ c), because
BCA = ABC =b) −BTATC = −BATCT and B is assumed to be invertible.
Vice-versa BT (ATCT ) =c) −B(CA) = −ABC = −ABCT and C is assumed
to be invertible.
We have therefore been able to reduce the defining equations of P to the
following constraints:
P =
(
A B
C AT
)
withC = CT B = BT
andA2 +BC = 1 AB = −(AB)T
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Since B is invertible we can define the following matrix α := B−1A, i.e.
A = Bα. In this way
BαTB = (BαB)T = (AB)T = −AB = −BαB
Since B is invertible this implies αT = −α, i.e. α is antisymmetric. From a)
we get BαBα +BC = 1 and so
C = B−1 − αBα
and it is also clear that AT = (Bα)T = αTB = −αB.
Calling the various objects with more standard names, i.e. g−1 := B and
B6 := α we see that we can generically write P as follows:
P =
(
g−1B g−1
g −Bg−1B −Bg−1
)
(1.19)
where B is an antisymmetric covariant tensor, i.e. a two-form, and g is a
non degenerate symmetric covariant tensor, i.e. a metric.
It is worthwhile at this point to note that, even though the symmetric
covariant two-tensor g introduced by the generalised product structure P de-
fines a metric on TM , there is no constraint that imposes a certain signature
on it. We will then assume for now g to be Riemannian, but we will also
keep the freedom of changing this signature to the one we prefer (usually
Lorentzian) whenever it is needed.
Let us consider again the matrix P we have introduced so far. We can con-
struct a covariant generalised two-tensor by simply lowering the upper index
with the natural metric η. Let us define: GMN := ηMRPRN . This matrix is
symmetric, because, since P 2 = 1 and P TηP = η, we can write:
G = ηP = P−Tη = P Tη = P TηT = (ηP )T = GT
Since both P and η are non-degenerate we can then view G as another metric
on E, called the generalised metric. This metric has the following general
form:
G = ηP = 12
(
g −Bg−1B Bg−1
−g−1B g−1
)
(1.20)
and so the generalised metric is described by an ordinary metric together
with a two-form. This implies that this metric describes d(d+1)2 +
d(d−1)
2 = d
2
degrees of freedom in contrast with the fact that an ordinary metric in 2d
dimensions should have 2d(2d+1)2 free parameters. This fact is better explained
by the following statement concerning the structure group induced by the
generalised metric.
6Note that this B has nothing to do with the B used in the calculation for the proof.
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Proposition 1.2.2. The pair of metrics (η,G) is invariant under O(d) ×
O(d) transformations, i.e. the structure group of E induced by the couple of
metrics (η,G) is O(d)×O(d) ⊂ O(d, d).
Proof. We want to find the group of matrices whose elements satisfy the
following relations:
A ∈ GL(2d) | AT ηA = η (1.21)
ATGA = G (1.22)
where η = 12
(
0 1
1 0
)
and G is as in 1.20. The expression for G is nevertheless
quite cumbersome. The idea of the proof is then to try to find an easier
system of equations to solve, instead of the one given by 1.21 and 1.22.
Clearly 1.21 is the defining relation for an element of O(d, d). If we were
able to simplify the expression of G via an O(d, d) transformation we would
then be able to simplify the whole system as well. Noting the presence of a
two-form in the definition of the generalised metric we can then try to make a
B-transform. It turns out that a transform like this permits to considerably
simplify the situation:
1
2
(
1 −B
0 1
)(
g −Bg−1B Bg−1
−g−1B g−1
)(
1 0
B 1
)
= 12
(
g 0
0 g−1
)
=: G0
We can adsorb this transformation as follows:
ATGA = AT (exp(−B)TG0exp(−B))A
= (exp(−B)A)TG0(exp(−B)A) = (exp(−B)TG0exp(−B))
This happens if and only if
A˜TG0A˜ :=
(
exp(−B)Aexp(B)
)T
G0
(
exp(−B)Aexp(B)
)
= G0
Moreover, since both exp(±B) belong to O(d, d) we also have that ATηA = η
if and only if A˜TηA˜ = η. Let us write A˜ =
(
a b
c d
)
. Because of the symmetry
of the matrices η and G0 from the system of equations:A˜TηA˜ = ηA˜TG0A˜ = G0
we only get six independent equations:
i) aTga+ cTg−1c = g α) aT c+ cTa = 0
ii) aTgb+ cTg−1d = 0 β) aTd+ cT b = 1
iii) bTgb+ dTg−1d = g−1 γ) bTd+ dT b = 0
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We will from now on assume that a is invertible.7 We can then proceed
and express cT in terms of a. Eq α) implies that cT = (−aT c)a−1. Then
from ii) we see that
aT [gb− ca−1g−1d] = 0 ⇔a invertible gb = ca−1g−1d ⇔ b = g−1ca−1g−1d
Now we can express d i terms of a:
cT b = (cTg−1c)a−1g−1d =i) (g − aTga)a−1g−1d = ga−1g−1d− aTd
and so, using β) we can say that 1 = aTd+ cT b = ga−1g−1d, i.e. d = gag−1.
Again via ii), together with the new relation for d, we see that
0 = aTgb+ cTg−1(gag−1) = aTgb+ (cTa)g−1
=α) aTgb− aT cg−1 = aT (gb− cg−1)
Since a is assumed to be invertible we then have b = g−1cg−1.
We now show that the initial system of equations is equivalent to the following
set of equations (if a is invertible):
b = g−1cg−1
d = gag−1
i) aTga+ cTg−1c = g
α) aT c+ cTa = 0
We have already proven the first implication in the first part of the proof.
For the second implication one can easily see that the new relations for b and
d are sufficient to make i) equivalent to β) (gb = cg−1 and g−1d = ag−1),
ii) to α) (in a similar manner), iii) to the (transpose of) β) and γ) to α).
To show the last equivalence (which is probably the less obvious one) let us
express first a and c in terms of d and b: a = g−1dg and c = gbg. Then from
α) we have: 0 = aT c+ cTa = g(dT b+ bTd)g.
The relations b = g−1cg−1 and d = gag−1 say explicitly that the only two
independent submatrices can be chosen to be a and c. We now want to
show that the other two remaining equations ( i) and α) ) are equivalent to
a system of equations for two independent matrices M and N that has the
following form: MTgM = gNTgN = g
7For a justification of this see the discussion in the proof of proposition 1.2.1
29
It is then clear that the group of matrices preserving both (η,G) is diffeo-
morphic to O(d)×O(d)8
Consider aTga+ cTg−1c = gaT (gg−1)c+ cT (g−1g)a = 0
This is equivalent to:
aTg(a± g−1c) + cTg−1(c± ga) = g
⇔ aTg(a± g−1c) + cT (g−1c± a) = g
⇔ aTg(a± g−1c)± cT (a± g−1c) = (aTg ± cT )(a± g−1c)
= (aT ± cTg−1)g(a± g−1c)
= (a± g−1c)Tg(a± g−1c) = g
The previous statement then follows defining M := a + g−1c and N :=
a− g−1c.
We have proven that there is a diffeomorphism. We now want to show that
the diffeomorphism induces also an isomorphism. The relation between the
matrices A of the fundamental representation defined by 1.21 and 1.22 and
the matrices A˜ is of the type: A = UA˜U−1, with U = exp(B), and so the two
representations are isomorphic. We can then focus on A˜. We have shown
that we can write it as: A˜ =
(
a b
c d
)
=
(
a g−1cg−1
c gag−1
)
. Now, the product between
two matrices with this form is again a matrix with this form:
AA′ =
(
a g−1cg−1
c gag−1
)(
a′ g−1c′g−1
c′ ga′g−1
)
=
(
aa′+g−1cg−1c′ ag−1c′g−1+g−1ca′g−1
ca′+gag−1c′ cg−1c′g−1+gaa′g−1
)
=
(
a′′ g−1c′′g−1
c′′ ga′′g−1
)
Finally, we know that M := a + g−1c,M ′ = a′ + g−1c′, N = a − g−1c and
N ′ = a′ − g−1c′ are orthogonal. We now want to know whether even M ′′ :=
a′′+ g−1c′′ and N ′′ = a′′− g−1c′′, with a′′, c′′ coming from the relation AA′ =
A′′, are also orthogonal. We have indeed:
(a′′ ± g−1c′′) = ((aa′ + g−1cg−1c′)± (g−1ca′ + ag−1c′))
=
(
(a± g−1c)a′ + (g−1c± a)g−1c′)
= (a± g−1c)(a′ ± g−1c′)
that directly shows thatM ′′ and N ′′ are orthogonal. It actually shows much
more: if A′′ = AA′, then N ′′ = NN ′ and M ′′ = MM ′. We have therefore
clearly proven the isomorphism.
8Recall that we have chosen g to be Riemannian, but we could have made another choice
of signature as well. In that case the group would have been G = O(d−k, k)×O(k, d−k)
with k ∈ Z, 0 ≤ k ≤ d. The difference in signature between the first and the second
orthogonal groups is such that G ⊂ O(d, d).
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Let us go back now to the discussion that appears before the proposition.
Recall that in Riemannian geometry the structure group is reduced from
GL(d) to O(d) by the presence of the (standard) metric. In generalised
geometry, instead, we need to consider that our generalised tangent bundle
is naturally equipped with the metric η. This metric reduces in a natural
manner the structure group from GL(2d) to O(d, d). If, in addition to η,
we introduce a generalised metric, the structure group is further reduced to
O(d) × O(d). We have already seen previously in the chapter that we can
view O(d, d) as an extension of the group of diffeomorphisms; we are now
induced to think of O(d) × O(d) as the generalised geometric analogous of
O(d). We can represent this chain of analogies in the following diagram:
GR O(d) ⊂ GL(d)
l l
GenG O(d)×O(d) ⊂ O(d, d)
As we will see in the next chapter, one of the important applications of gen-
eralised geometry to physics is the fact that it can describe the (bosonic)
NSNS sector of Type IIA and IIB supergravity theories as the generalised
geometric analogue of general relativity, with the O(d − 1, 1) structure re-
placed by an O(d− 1, 1)×O(1, d− 1) structure.9
We would like to end this section with a remark concerning possible exten-
sions of the theory that we have outlined until now. If one considers the
expression for the generalised Lie derivative (but the same reasoning works
equally well for the Courant bracket):
LXY = [v, w] + Lvν − iw(dµ) X = v + µ, Y = w + ν ∈ Γ(E)
one can notice that the operators that appear in the one-form component of
this formula are operators that are defined in total generality for the whole
exterior algebra, i.e. for forms of any order. One can then try to extend the
definition of the generalised vector bundle to the following vector bundle:
TM ⊕ ∧p T ∗M , with p any non-negative integer. In this case we will have
that the additional symmetries are given by the action of the abelian group
under addition of closed p + 1-forms: if X = v + α ∈ TM ⊕ ∧p T ∗M and if
A ∈ ∧p+1 T ∗M is closed, then the A-transform: exp(A) · X = v + α + ivA
preserves the Courant bracket (see [Hi2003]). One can also consider more
complicated generalised vector bundles in which the form part is composed
of a direct sum of forms of different order, in which case one also needs
to modify the definition of the generalised Lie derivative in order to con-
form it to the new symmetries of the new vector bundle. One can then
9See the previous footnote for an explanation of the signatures used here.
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enter the domain of the so-called ‘exceptional generalised geometry’ in which
the relevant structure can be related to the exceptional Lie groups (see
[CoStWa2013, CoStWa2013n2]). What is important to us is that one can
extend the construction we have made till now to include in the framework
of generalised geometry also structure groups that are related to the excep-
tional Lie groups E6(6), E7(7), E8(8). What turns out is that also from them
one can construct a generalised general relativity, that now is related to 11-
dimensional supergravity.
1.3 Extension of E
We have seen that we can define a Courant algebroid on TM⊕T ∗M , namely
that TM ⊕T ∗M can be endowed with the natural metric η and the Courant
bracket J, K (in a compatible manner). Until now we have only worked with
E = TM ⊕ T ∗M , but this description can be made slightly more flexible.
We have indeed shown that the Courant algebroid structure is preserved by
the group Diff(M)nΩ2closed(M). In particular, in addition to the symmetry
induced by the invariance under change of coordinates, there is an additional
symmetry (that does not commute with the diffeomorphisms) which is given
by the (closed) B-transforms. We now want to redefine the structures that
we have introduced until now in a local manner and then try to extend them
via appropriate patching rules and see the consequences of this.
Let us introduce an open covering {U(i)} of our manifold M . We would like
to be able to write the sections of E on each U(i) as the sum of a vector field
with a one-form. For instance, on U(i) we could write a section X ∈ Γ(E) as:
X(p) = v(i)(p) + µ(i)(p) ∀p ∈ U(i) (1.23)
Since we are defining E starting from a local point of view we need to specify
what happens in the case of a intersection of two elements of the open cover-
ing. We can surely set that for each U(i), U(j) ∈ {U(i)} the following condition
holds:
v(i)(p) + µ(i)(p) = v(j)(p) + µ(j)(p) ∀p ∈ U(i) ∩ U(j)
In this case the definition of X ∈ Γ(E) given by 1.23 holds globally and we
can say that E = TM ⊕ T ∗M . On the other hand we could also make use
of the additional symmetry that is intrinsic in the definition of the Courant
algebroid and define E in such a way that in the intersection of two sets of
the open covering we have:
v(i)(p) + µ(i)(p) = v(j)(p) + µ(j)(p)− iv(j)(p)dΛ(ij)(p) ∀p ∈ U(i) ∩ U(j),∀j
(1.24)
32
for an opportune set of patching one-forms {Λij} defined on the various non
empty intersections U(i)∩U(j). Equation 1.24 says that the two expressions for
the section of E have the same form, modulo a B-transform with B = dΛ(ij).
Note that in the generic symmetry of the Courant algebroid the two-form
must be closed, but since we are dealing with a local problem we can assume
this to be exact (possibly even by choosing a suitable refinement of {U(i)}).
From equation 1.24 we can see that the vector part of the section of E is
well defined in all patches U(i), whilst the form part does not define a proper
section of T ∗M , since it varies from patch to patch. It is also clear that the
one-forms Λ(ij) have to satisfy: Λ(ij) = −Λ(ji) ∀ i, j. In order for equation 1.24
to be consistent, {Λ(ij)} needs to satisfy another condition. Let us consider
a triple intersection of patches U(i)∩U(j)∩U(k). Then, equation 1.24 implies:
v(i) + µ(i) = v(j) + µ(j) − iv(j)dΛ(ij)
= v(k) + µ(k) − iv(k)dΛ(ik) = (v(j) + µ(j) − iv(j)dΛ(kj))− ivkdΛ(ik)
This implies: iv(i)(dΛij + dΛjk + dΛki) = 0, which can be integrated to yield:
Λ(ij) + Λ(jk) + Λ(ki) = dΛ(ijk) for a Λ(ijk) ∈ C∞(M)
These conditions resemble the cocycle conditions for a U(1)-bundle and there-
fore one sometimes defines exp(iΛijk) =: g(ijk) ∈ U(1) and writes:
Λ(ij) + Λ(jk) + Λ(ki) = −ig−1(ijk)dg(ijk) in U(i) ∩ U(j) ∩ U(k) (1.25)
It is clear that, even if one can locally (i.e. on each patch) write a section of
our new generalised vector bundle E as the sum of a vector field and a one-
form, this is not the general (global) form that a section of E will assume. We
are still interested though in finding how to write a section of E as a section
of TM⊕T ∗M , i.e. in finding an isomorphism between E and TM⊕T ∗M . In
order to do that first recall that Λ(ij) = −Λ(ji). We can therefore introduce
a collection of two-forms B = {B(i)}, where each B(i) is defined on U(i), such
that:
dΛ(ij) =: B(i) −B(j) ∀ i, j (1.26)
From this definition we see that, even if the different two-forms B(i) are only
locally (i.e. on each patch) defined, the collection B defines a globally defined
closed three-form H: H|U(i) = dB(i) ∀i, a definition that is consistent thanks
to 1.26. Now, let us consider the section X ∈ Γ(E) that we defined in 1.23
on U(i). In the intersection U(i)∩U(j) with another patch it will take the form
(recall that v(i) = v(j)):
v(i) + µ(i) = v(j) + µ(j) − iv(j)dΛ(ij) = v(j) + µ(j) + iv(j)B(j) − iv(i)B(i) (1.27)
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If we consider a new section Y ∈ Γ(E) that on U(i) equals v(i) + µ(i) +
iv(i)B(i) ∈ Γ(TU(i)⊕T ∗U(i)), then it will have the same form in all the patches
thanks to equation 1.27. This section defines therefore a section of the whole
TM ⊕ T ∗M . Moreover since for all patches E|U(i) = TU(i) ⊕ T ∗U(i) and
{v(i) + µ(i) + iv(i)B(i)} generates TU(i) ⊕ T ∗U(i) we have found and explicit
isomorphism between E and TM ⊕ T ∗M . We would like to stress the fact
that even thought there is an isomorphism between the two vector bundles,
this isomorphism is not canonical, since it depends on the choice of the
B = {B(i)}.
Making use of all the symmetries of the Courant bracket in the way the
patching is made, we ended up with a new definition of generalised vector
bundle. The sections of this new bundle, after a choice of B, can be identified
with sections of TM ⊕ T ∗M of the form X = v + µ + ivB = exp(−B)(X),
where we used the definition of B-transform to write the last equality. Re-
calling the definition of the twisted Courant bracket 1.7, we can see that
on the new generalised vector bundle there is a new Courant bracket given
by the old Courant bracket J, K on TM ⊕ T ∗M now twisted with a globally
defined closed three-form H = dB.
Now consider again the generalised metric introduced in section 1.2. We
know that it has the form:
G = 12
(
g − B˜g−1B˜ B˜g−1
−g−1B˜ g−1
)
(1.28)
with g a metric and B˜ a two-form. The new patching of E now implies
that B˜ satisfies the patching conditions 1.26 up to a sign. In particular,
from proposition 2.3.1 it will be clear that the B˜ in 1.28 may be identified
with minus the collection B = {B(i)} that defines the isomorphism between
E and TM ⊕ T ∗M ; thus a generalised metric defines a particular splitting
of the generalised tangent bundle [GGP2010]. In particular a section X of
E can now be represented as a section of TM ⊕ T ∗M of the form: X(i) =
v(i) +λ(i)− iv(i)B˜(i); in this notation the patching 1.26 takes the form: Λ(ij) =
B(i) − B(j) =: −B˜(i) + B˜(j).10 To conclude this section we would like to
note that the new structure we have just introduced is well known in the
literature and can be explained in much more formal terms. The generalised
tangent bundle can be defined as an extension of the tangent bundle via the
cotangent bundle. In particular the following short exact sequence holds:
0 −→ T ∗M −→ E −→ TM −→ 0
10In particular we could redefine B˜ in 1.28 to be minus itself, i.e. B˜ 7→ −B˜. In this way
we will obtain the usual patching with sections of the form X = v + µ+ ivB˜.
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where the the first map is the natural inclusion and the second one is the
natural projection and the extension depends on the patching one forms Λ(ij)
as explained earlier. Then one defines a splitting, via the splitting lemma
[MLa1975], making use of the homomorphism exp(−B)|TM : TM → E, after
choosing local two-forms patched as in 1.26. Just for completeness we note
that the relation 1.25 together with 1.26 makes B a ‘connection structure
on a gerbe’[Hi2001], the description of which is far beyond the scope of this
thesis.
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Chapter 2
Supergravity as Generalised
Geometry
The analysis developed in the previous chapter was mainly mathematical in
nature. In particular, we discussed the main features of the generalised vec-
tor bundle that will be relevant to us in the remaining of the thesis. Starting
from this chapter, instead, we will try to explore some of the possible appli-
cations that this mathematical theory can have to physical theories. More
specifically, in this chapter we will deal with Type IIA and Type IIB su-
pergravity theories and show how the generalised geometry developed in the
previous chapter can be used to ‘geometrise’ their NSNS sector.
In the first part of the chapter, we will try to give a justification for the field
content of the type II theories. The ideas and arguments we will use there
are mainly taken from the first part of the course of String Theory of Pro-
fessor Amihay Hanany that the author attended during the academic year
2015/2016 at Imperial College London. We will then focus on the bosonic
degrees of freedom of the theories. We will give for them a ‘pseudo-action’
making use of the ‘democratic formalism’ of [BKORV01]. This formalism
turns out to be well suited to the description of the RR-sectors of the type
II supergravity theories in terms of generalised geometry.1 Our use of it will
nevertheless be just for a reason of completeness because we will then mainly
focus on the common NSNS sector. We will show that generalised geome-
try is able to naturally describe its field content, its symmetries and also its
pseudo-action. The construction of the latter will be done by means of a ‘gen-
eralised Levi-Civita’ connection in a manner that is the closest analogue as
possible with the construction used for the standard Einstein-Hilbert action
1More specifically the democratic formalism allows one to explicitely treat the RR-field
strengths as Spin(10, 10) spinors; see also the end of subsection 2.2.2
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of ordinary geometry.
2.1 Field Content
2.1.1 Supersymmetry Multiplets
Let us start with supersymmetry. Supersymmetry is basically founded upon
an extension of the usual theory of symmetries that allows one to include gen-
erators that are defined to satisfy, together with commutation relations, also
anticommutation relations. In more formal terms this fact means that the
ordinary Lie algebra of the symmetry generators becomes a ‘graded’ algebra.
The graded algebra to which we are usually interested in, in supersymmetry
(and also in supergravity), is the super-Poincaré algebra, i.e. a graded algebra
extension of the Poincaré algebra.2 Recall that the generators of the Poincaré
group are: a vector P µ and an antisymmetric tensor Mµν . These transform
in tensorial representations of the Poincaré group. We know that there are
also other possible representations: the spin representations. Extending to
super-Poincaré allows one to include spinorial generators, i.e. generators, say
{QIα}, that transform in the spin representation, where we could potentially
have I = 1, ..., N for a certain N ∈ N (extended supersymmetry). Since in
supersymmetry we have (fermionic) spinorial generators, we can send, acting
with an infinitesimal transformation, a boson to a fermion and vice-versa.
This is a clear evidence that irreducible super-Poincaré representations3 are
not labelled by spin (or helicity, in the case of massless particles) any more.
In particular, irreducible representations of the super-Poincaré algebra will
be labelled by mass (like in the Poincaré case) and superspin. This allows
having (super-)multiplets in the theory that contain states of different (ordi-
nary) spin (or helicity).
We have already said that the QIα,∀ I, belong to a spin representation. For
each space-time dimension d we can find the smallest spin representation
that can be introduced in that dimension. If we call kd the real dimension of
this representation, kd is equal to twice the (complex) dimension of a Dirac
representation (that is equal to 2[ d2 ]), divided by a factor 2 if a Weyl con-
dition can be applied, and divided by another factor 2 if an (independent)
Majorana condition can be imposed (see [Po1998], Appendix B, for more
2There is also a theorem (Haag, Lopussaski and Sohnus) that states that the direct
product of super-Poincaré and internal symmetries forms the most general group of sym-
metries for an S-matrix (at least in 4 dim)
3In four dimensions: we recall here that the notion of spin only makes sense in three
or four dimensions where we can connect the (complexified) Lorentz algebra to the group
SU(2).
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details). For example in d=4, where the Weyl and Majorana conditions are
known to be equivalent, and where the complex Dirac dimension is 4, we
have k4 = 4 real components. For simplicity, we will choose each of the N
d 2 3 4 5 6 7 8 9 10 11 12
kd 1 2 4 8 8 16 16 16 16 32 64
Table 2.1: Minimal real dimension kd for a spin representation in d space-time
dimensions. Table taken from [Po1998], Appendix B.
QIα to transform in this smallest spin representation. We will consider in
the following only massless multiplets because they describe the low energy
limit degrees of freedom of the theory. Moreover we will call the number
kd the number of ‘supercharges’. Now, in the supersymmetry algebra these
spinorial generators satisfy some anticommutation relations. Chosen the mo-
mentum, for a massless multiplet these anticommutation relations allow one
to show that half of the supersymmetry generators annihilate all the vec-
tors in the representation, whilst the other half split in kd×N4 creation and
kd×N
4 annihilation operators, that act on the state of minimal helicity of the
multiplet. Moreover in d = 4, where we can consider the Qs to be of spin
1
2 , each different creation operator increases the helicity by
1
2 . For example
in d = 4, N = 1 we have 4 supercharges and one creator operator. There-
fore, massless multiplets will be couples of massless particles with helicities
(λ, λ+ 12). The crucial point is that there is a ‘strong belief’ that there are no
interacting theories - with a finite number of fields4 - for massless particles
with helicity greater that 2.5 6 Consider a supersymmetric theory in d = 4.
We have seen that we have in general N × 4 supercharges; this implies the
existence of N(= k44 ×N) creation operators. If we do not want helicities λ
with modulus greater than two, then we need to have: −|λmax|+ N2 ≤ |λmax|,
i.e. N ≤ 2 × 2|λmax| = 8. We can rephrase this result stating that we can
not have more than N × k4 = 32 supercharges. If we now look back at table
2.1, we see that this also impose an upper dimension limit for the supersym-
metry to be present in our theory. In particular, d = 11 appears to be the
uppermost dimension that admits a supersymmetry multiplet. Let us con-
sider explicitly the N = 1 supersymmetric theory in d = 11. This theory has
4There are, for example, non-local interacting theories in AdS that admit spins higher
than 2, but they make use of an infinite number of fields; see e.g. [So2005]
5We are actually only able to construct renormalizable theories with massless particles
that have maximum helicity equal to 1.
6There are several arguments for this statement. One of these looks at the ‘soft-limit’
of interacting particles, see Weinberg.
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only one supermultiplet, that contains 2 324 = 28 = 256 polarisation modes.
There is a very simple, but also very general, theorem in supersymmetry
that states that the number of bosonic and fermionic degrees of freedom in
a given multiplet are always equal to each other. This implies that in this
multiplet there are 128 bosonic and 128 fermionic degrees of freedom.
2.1.2 Irreducible Representations
We are trying to find the field content of the supergravity theories. Until
now we have only explored supersymmetric theories. Nevertheless, we can
generically say that supergravity theories are supersymmetric theories that
have, instead of global supersymmetry, a local supersymmetry. It can be
shown that local supersymmetry implies general coordinate transformation
invariance, and therefore it implies gravity; this is the reason of the name
‘supergravity’. Nevertheless, since we are only considering questions about
the field content of the theory, we can ‘ignore’ the difference between su-
persymmetry and supergravity and consider the supergravity multiplets as
they were the same as the supersymmetry multiplets, i.e. irreducible repre-
sentations of super-Poincaré. In fact, since we are very used to work with
Poincaré representations, and not with the ones of super-Poincaré, we would
also like to find the decompositions of the supermultiplets into irreducible
representations of the Poincaré group. These are indeed the representations
that tell us what kind of particles are present in the theory.
In order to decompose the supermultiplets into irreducible representations of
the Poincaré group, we will make use of the little group theorem by Wigner.
This theorem states that the irreducible representations of the Poincaré group
P , once the mass is fixed, are classified by the irreducible representations of
the little group (the isotropy group) of the Lorentz subgroup SO(d− 1, 1) of
P .7 Now recall the Cartan classification of the simple Lie algebras. There are
An ≈ sl(n+1,C), Bn ≈ so(2n+1,C), Cn ≈ sp(n,C) andDn ≈ so(2n,C), and
also the exceptional Lie algebras that we will not consider here. The index
n in each series is the rank of the algebra, i.e. the dimension of the maxi-
mal Cartan subalgebra associated with that algebra (see e.g. [SaWe1986]).
What is relevant to us here is that the irreducible representations for each
of these simple algebras are classified by n positive integers, that represent
what is called the ‘highest weight’ of the representation. We will therefore
denote representations of so(d− 1, 1,C) ≈ so(d,C) in the following manner:
7We recall that we are considering unitary representations of the Poincaré group P.
Since P is not compact its irreducible unitary representations are infinite-dimensional and
therefore give rise to fields.
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[i1, ..., in], where ij ∈ Z≥0 and n is the rank of the the algebra, i.e. n =
[
d
2
]
.
Representations of so(k,C)
Highest Weight Representation Dim. of the Rep.
Bn [0, . . . , 0] scalar 1
≈so(2n+1,C) [1, 0, . . . , 0] 1-form (i.e. vector) k
[0, 1, 0, . . . , 0] 2-form k(k − 1)/2
[0, ..., 1|jth, 0, ..., 0] j-form (kj)
[0, . . . , 0, 1] spinor 2[ k2 ]
[2, 0, . . . , 0] 2-tensor symmetric traceless k(k+1)2 − 1
[1, 0, . . . , 0, 1] spinor-vector (k − 1)× 2[ k2 ]
Dn [0, . . . , 0] scalar 1
≈so(2n,C) [1, 0, . . . , 0] 1-form (i.e. vector) k
[0, ..., 1|jth, 0, ..., 0] j-form (kj)
[0, . . . , 0, 1, 1] (n−1)-form ( kn−1)
[0, . . . , 0, 1, 0] left-handed spinor 2[ k2 ]−1
[0, . . . , 0, 0, 1] right-handed spinor 2[ k2 ]−1
[2, 0, . . . , 0] 2-tensor symmetric traceless k(k+1)2 − 1
[1, 0, . . . , 0, 1, 0] left-handed spinor-vector (k − 1)× 2[ k2 ]−1
[1, 0, . . . , 0, 0, 1] right-handed spinor-vector (k − 1)× 2[ k2 ]−1
Table 2.2: Irreducible representations of so(k,C) in the highest weight nota-
tion. Note that we found all the usual representations: vector, form, spinor,
and also graviton (2nd rank symmetric traceless) and gravitino (here indi-
cated with ‘spinor-vector’).
In table 2.2 one can find the principal, lower dimensional, irreducible
representations of so(k,C) in the highest weight notation. Note that in even
dimensions, where one can define a non-trivial equivalent of the 4-dimensional
γ5, one can find Weyl representations and therefore the irreducible spin rep-
resentations split in even and odd. Let us go back to our problem: we need
to find irreducible representations of the Poincaré group in d dimensions. We
have already said that we are only left with the problem of finding the irre-
ducible representations of the little group. In fact, since the little group for
a massless particle is non-compact - and therefore does not admit any finite
dimensional unitary representation - one usually considers only its maximally
compact subgroup, which in our case is (a real form of) so(d − 2,C). Now
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consider our supermultiplet in d = 11. The (maximally compact subgroup
of the) little group is generated by (a real form of) so(9,C). We can then set
k = 9 in the table 2.2 and find the various dimensions for the representations
that are listed there. Since 9 is odd we are dealing with B4 and we have:
1. [1, 0, 0, 0]: 9-dimensional vector representation
2. [0, 1, 0, 0]: 36-dimensional 2-form representation
3. [0, 0, 1, 0]: 84-dimensional 3-form representation
4. [2, 0, 0, 0]: 44-dimensional 2-tensor symmetric traceless representation
5. [0, 0, 0, 1]: 16-dimensional spinor representation
6. [1, 0, 0, 1]: 128-dimensional spinor-vector representation
where here ‘dimension’ means both the dimension of the irreducible rep-
resentation of the little group and the on-shell degrees of freedom of the
corresponding field. If we now recall that the N = 1, d = 11 supermultiplet
contained 128 fermionic and 128 bosonic degrees of freedom, we see that there
is one and only one possibility for the decomposition of the representations
of super-Poincaré in irreducible representations of the subgroup P :
N = 1, d = 11 Supermultiplet 7−→ ([2, 0, 0, 0], [0, 0, 0, 1], [1, 0, 0, 1])
Since this multiplet contains a graviton ([2, 0, 0, 0]), we will call this the
11-dimensional supergravity multiplet. We can only embed these on-shell
degrees of freedom inside fields that include off-shell degrees of freedom. The
field content of the 11d SUGRA multiplet will then be: (gµν , Cµνρ, ψαµ), i.e.
graviton, 3-form (bosons) and gravitino (fermion).
Till now we have only described the unique supermultiplet that is possible in
d = 11. What we actually wanted at the beginning of the chapter was instead
to study some supergravity theories in d = 10. Let us try to compactify one
dimension to obtain a theory in d = 10 starting from the one in d = 11. More
in detail we will use a toroidal compactification of one dimension to obtain
a theory in d = 10 with a process known as ‘dimensional reduction’ (see
also chapter 3). To clarify how it works let us start with a vector of SO(9)
Aµ. By dimensional reduction we will consider one of its component, say
A9, to be fixed8 and the remaining 8 components, say Ai with i = 1, . . . , 8,
transforming in the SO(8) vector representation. Now consider the graviton
gµν . Under dimensional reduction we will obtain g99, g9i, gij, i.e. a scalar, an
SO(8) vector and an SO(8) graviton. For the three-form, instead, we will
8Actually transforming in the SO(1) representation, i.e. not transforming
41
only have an SO(8) three-form and an SO(8) two-form, since the index µ = 9
can only appear once in the set of three indices, due to the total antisymmetry
of C(3). Now consider the spinors. By dimensional counting we can see that
the product of a spinor and a vector representation decomposes into the sum
of a gravitino and a spinor: [1, 0, 0, 0] ⊗ [0, 0, 0, 1] = [1, 0, 0, 1] + [0, 0, 0, 1].9
Again by dimensional counting and also by parity arguments we can also
state that the dimensional reduction for the SO(9) spinor works as follows:
[0, 0, 0, 1]9 7→ [0, 0, 1, 0]8 ⊕ [0, 0, 0, 1]8. We can then write:
[1,0, 0, 0]9 ⊗ [0, 0, 0, 1]9 7→ ([1, 0, 0, 0]8 ⊕ [0, 0, 0, 0]8)⊗ ([0, 0, 1, 0]8 ⊕ [0, 0, 0, 1]8)
= ([1, 0, 0, 0]8 ⊕ [0, 0, 0, 0]8)⊗ [0, 0, 1, 0]8 ⊕ ([1, 0, 0, 0]8 ⊕ [0, 0, 0, 0]8)⊗ [0, 0, 0, 1]8
= ([1, 0, 1, 0]8 ⊕ [0, 0, 0, 1]8)⊕ [0, 0, 1, 0]8 ⊕ ([1, 0, 0, 1]8 ⊕ [0, 0, 1, 0])⊕ [0, 0, 0, 1]
[1,0, 0, 1]9 ⊕ [0, 0, 0, 1]9 7→ (?)⊕ ([0, 0, 1, 0]8 ⊕ [0, 0, 0, 1]8)
We can clearly see that
[1, 0, 0, 1]9 7→ (?) = [1, 0, 0, 1]8 ⊕ [1, 0, 1, 0]8 ⊕ [0, 0, 1, 0]8 ⊕ [0, 0, 0, 1]8
The following multiplet of SO(8) representations is the result of the per-
formed dimensional reduction:
[2000]⊕[1000]⊕[0000]⊕[0011]⊕[0100]⊕[1010]⊕[1001]⊕[0010]⊕[0001] (2.1)
These representations are embedded (in the order above) in the following
fields (as it could have been read directly from table 2.2): a graviton gµν , a
one-form C(1)µ , a scalar φ, a three-form C(3)µνρ, a two-form Bµν , a left-handed
gravitino ψαµ , a right-handed gravitino ψα
′
µ , a left-handed fermion λα and a
right-handed fermion λα′ . Since this multiplet contains a graviton we will
call it: (Type IIA) supergravity multiplet.
Proposition 2.1.1. The Type IIA supergravity multiplet can be factorised
in the following manner:10
([1000]⊕ [0010])L ⊗ ([1000]⊕ [0001])R (2.2)
Proof. We have already seen what the mixed terms are. Consider now the
square V 2 := [1000] ⊗ [1000]. We have the tensor product of two vector
9This is a general feature that appears in every dimension. For example for so(4,C) ≈
so(3,C) ⊕ so(3,C) ≈ su(2,C) ⊕ su(2,C), where we can use the standard spin notation
(s1, s2) and the usual spin product rules, we have: ( 12 ,
1
2 ) ⊗ ( 12 , 0) = (1, 12 ) ⊕ (0, 12 ). Note
also that in the sum appears a spinor with a chiraity that is opposite to the one of the
spinor in the product.
10Note that we will drop from now on all the commas in the highest weight notation.
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representations. It is then well known that this decomposes in a direct sum
of the antisymmetric part, the trace and the symmetric traceless part. We
can then write: V 2 = [2000]⊕ [0100]⊕ [0000].
Now consider the product S2 := [0010] ⊗ [0001]. We do not know how to
calculate this expression yet. In order to calculate it we can use the decom-
position of products of spin representations into sum of form representations
as given in the Appendix B of [Po1998]. Otherwise we can make use of the
following trick. The Dynkin diagram11 for B4 is the following:
D4
We can note that this diagram is symmetric under the permutations of the
external nodes. Since each node in the diagram is associated with one of the
entries in the highest weight notation, we can state that there is a symmetry
under permutations of the first, third and fourth indices in the highest weight
notation (‘triality’). This means that [0010] ⊗ [0001] 7→ [1000] ⊗ [0010] =
[1010] ⊕ [0001]. Permutating back the indices we obtain: [0010] ⊗ [0001] =
[0011]⊕ [1000].12 These ingredients allow us to write:
([1000]⊕ [0010])⊗ ([1000] + [0001]) =
= ([1000]⊗ [1000])NSNS ⊕ ([1000]⊗ [0001]⊕ [0010]⊗ [1000])NSR−RNS ⊕ ([0010]⊗ [0001])RR
Where NSNS stands for (Neveu-Schwarz)-(Neveu-Schwarz) sector, RR for
Ramond-Ramond sector and NSR − RNS are the mixed sectors. We can
then write:
([1000]⊗ [1000])NSNS = [2000] + [0100] + [0000] ∼ (gµν , Bµν , φ)
([1000]⊗ [0001]⊕ [0010]⊗ [1000])NSR−RNS =
= [1001]⊕ [0010]⊕ [1010]⊕ [0001] ∼ (ψα′µ , λα, ψαµ , λα)
([0010]⊗ [0001])RR = [0011]⊕ [1000] ∼ (C(3)µνρ, C(1)µ )
and this is the actual field content of the Type IIA supergravity multiplet.
11The Dynkin diagrams are the diagrams used to classify the possible simple algebras;
they can also be used to construct the Cartan matrix from which one can derive all the
properties of the algebra representations, see [SaWe1986]. The Dynkin diagram for the
Dn series is
Dn
where there are as many nodes as the rank of the algebra.
12Which is actually the sum of a three form and a one form, as indicated in the appendix
of [Po1998].
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The factorisation given in proposition 2.1.1 indicates that the theory fac-
torises in a left-handed component times a right handed component, yielding,
therefore, a non-chiral theory. The factorisation in the chiral components is
typical of any massless theory; recall for example the theory in d = 4 where
the massless right and left-handed spinors are factorised. The multiplet ap-
pearing in each factor of the product in 2.2 is called ‘vector multiplet’. We
note that there is another possible independent product that can be per-
formed with the vector multiplets we have found: the product of vector
multiplets with the same chirality. Let us consider the field content of the
theory that is obtained in this way:
([1000]⊕ [0001])⊗ ([1000]⊕ [0001]) = (2.3)
= ([2000]︸ ︷︷ ︸
∼gµν
⊕ [0100]︸ ︷︷ ︸
∼Bµν
⊕ [0000]︸ ︷︷ ︸
∼φ
)NSNS ⊕ 2([1001]︸ ︷︷ ︸
ψα′µ
⊕ [0010]︸ ︷︷ ︸
λα
)NSR−RNS⊕
(2.4)
⊕ ([0002]︸ ︷︷ ︸
∼C?(4)µνρσ
⊕ [0100]︸ ︷︷ ︸
∼C(2)µν
⊕ [0000]︸ ︷︷ ︸
∼C(0)
)RR (2.5)
where to calculate the Ramond-Ramond sector we used again the ‘triality’
propriety explained in the proof of proposition 2.1.1. The representation
[0002] was not included in the table 2.2. It represents a self-dual four-form:13
both its field strength and the Hodge dual of the latter are five-forms, since
we are in d = 10, and they are set to be equal to each other. The self-duality
condition reduces the propagating degrees of freedom of the representation
by 12 .
14 The equation 2.3 defines another supergravity multiplet in d = 10,
which is called Type IIB supergravity multiplet. Note that this multiplet is
chiral by construction and it did not derive from a procedure of dimensional
reduction. We have found in this way the field content of the two theories
we were interested in.
To conclude this section we will make a few comments about these results.
The first is that the NSNS-sectors of the TypeIIA and TypeIIB supergravity
theories are exactly the same: they both derive by squaring a vector repre-
sentation. The second fact is that, whilst in Type IIA we have spinors of
both the chiralities, in Type IIB we have a ‘doublet’ of (gravi)fermions and
a doublet of gravitinos, each doublet composed of spinors of the same chi-
rality. Finally, both the Ramond-Ramond sectors are formed by the sum of
form representations. While in Type IIA the forms are of even homogeneous
degree, in Type IIB they are of odd homogeneous degree.
13Note that if [0002] is the self-dual then [0020] is the anti-self-dual, which clearly has
the same number of degrees of freedom.
14We can also make a check of the degrees of freedom of this decomposition: [0001] has
24−1 d.o.f., so it squares to 64; the sum of forms is instead:
(8
4
)
/2+28+1 = 35+28+1 = 64.
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2.2 Properties of the Theories
2.2.1 (Pseudo-)Action
Now that we know the field content of the theories, we would also like to
write an action. In what follows, we will only focus on the bosonic part of
the supermultiplet. There is a standard manner to write the kinetic term
for the forms. Each form C(i), where i indicates the degree of the form,
is associated with a field strength F (i+1) = dC(i)(+ an additional term in
the case of RR forms); for example in electromagnetism we had the one-form
potential Aµ, which was associated with the two-form (dF )µν = ∂µAν−∂νAµ.
The action is then written in the form:
∫
F ∧∗F , where the star indicates the
Hodge dual. This kind of action can not be written, though, when the form
is (anti-)self-dual, because in that case the action will be identically zero.
In particular, because of the presence of the self-dual 5-form field strength,
the construction of the action for type IIB theory is not straightforward
and requires either to sacrifice manifest diffeomorphism invariance or to use
auxiliary fields (see[PeSc1997, PSTDL]). For our purposes, however, we will
use a different procedure that is somehow standard. We will write the action
as if the five-form did not satisfy any self-duality relation and will then impose
the self-duality constraint ‘by hand’ after the action has been varied. This
procedure gives rise to what is called a ‘pseudo-action’, that reduces to be
only a mnemonic object, used to remember the equations of motion.
Since for Type IIB we will use a pseudo-action, we will write a pseudo-action
also for Type IIA. This approach allows for a unified treatment of the two
theories that in addition has no Chern-Simons terms in the action - terms,
topological in nature, that are instead present in the standard construction.
With this procedure, these Chern-Simons terms will instead be hidden in the
definition of the field strengths of the dual RR fields. The approach we are
referring to is the one of the ‘democratic formalism’ (given in [BKORV01])
where forms of all the orders are treated ‘democratically’. Democratically
here means that forms of all the orders, odd for Type IIA and even for Type
IIB, appear in the (extended) field content and that self-duality constraints,
that allow keeping the degrees of freedom the same as in the original theory,
are added again ‘by hand’ alongside a pseudo-action. More explicitely the
bosonic content of the two theories is:
(
gµν , Bµν , φ, {A(n)}
)
, where g is the
metric, B is the NSNS two-form, φ is the scalar (‘dilaton’) and {A(n)} is
the democratic collection of forms, with n ∈ {0, 1, . . . , 9} and that is odd for
TypeIIA and even for TypeIIB, in the so called ‘A-basis’. This basis is just
another manner of writing the RR degrees of freedom, which is related to the
forms {C(n)} of the more standard ‘C-basis’ by A(n−1) := e−B ∧ C(n−1), ∀n.
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The field strengths {F(n)} are related to the C-forms by F(n) = dC(n−1) −
dB ∧ C(n−1), a relation that also explicitly includes the RR potential C. By
using the ‘A-basis’ we can instead obtain a relation for F that depends on
the potentials only through their derivatives: F(n) ≡ FB(n) = eB ∧ dA(n−1).
The bosonic pseudo-action can be written as follows (see [CoStWa2011] and
[BKORV01]):
SB =
1
2κ
∫ √
−detg
[
e−2φ
(
R+ 4(∂φ)2 − 112H
2
)
− 14
∑
n
1
n! (F
(B)
(n) )2
]
(2.6)
In equation 2.6 we can easily recognise the standard kinetic terms of the
various fields, including the the Ricci scalar R for the metric g, the H2, that
stands for H ∧ ∗H 15, for the NSNS two-form B and analogous terms for
the other forms. The additional constraints that need to be added to the
pseudo-action 2.6 are:
F
(B)
(n) = (−1)[
n
2 ](∗F (B))(10−n) ∀n (2.7)
The justification for the use of the A-basis of the democratic formalism to
write the bosonic action will be given at the end of the following subsection.
2.2.2 Symmetries of the NSNS sector and the RR sec-
tor
Apart from the pseudo-action we can also say something about the bosonic
symmetries.16 The NSNS two-form B is a potential for the field strength
H = dB. In general, H is only closed and so B is only locally defined. In
particular shifts of the local Bs by exact two-forms give rise to the same
field strength. This is very akin to what happens in electromagnetism: the
four-potential Aµ is in general only locally defined and shifts by exact one-
forms give rise to equivalent four-potentials (gauge transformations). This
means that on different patches the Aµs can differ from each other, but in
the intersections they are glued together by compatible ‘transition functions’
(whose differentials yield the patching). The cocycle (compatibility) condi-
tions on the various transition functions then endow the manifold with the
structure of a principal (U(1)) bundle, and Aµ defines a connection struc-
ture on this bundle. In the case of the NSNS two-form B the construction
is very similar, but now instead of ‘transition functions’ we have patching
one-forms {Λ(ij)}, defined for each intersection U(i) ∩ U(j) of two elements of
15Recall that to be integrated the integrand must be a volume form.
16(see [CoStWa2011], Section 2.2)
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a given open covering {U(i)} of the manifold M . These patching one-forms
are therefore such that B(i) − B(j) = dΛ(ij), ∀ i, j. The cocycle conditions
are now: Λ(ij) + Λ(jk) + Λ(ki) = dΛ(ijk) on triple intersections of the form
U(i) ∩ U(j) ∩ U(k). This is not a connection structure on a principal bundle
any more, but instead a ‘connection structure on a gerbe’ [Hi2001]. The
fields of the A-basis have a similar patching: A(i)(n) = e−dΛ(ij) ∧A(j)(n) + dΛ˜(ij)(n−1),
where the {Λ˜(ij)(n−1)} are other (n − 1)-forms, clearly different from the one-
forms Λ(ij). Finally, note that even if the gauge symmetry has been used for
the patching, there is still a ‘residual’ gauge symmetry of the B-field, that
consists of shifts by one forms whose differentials coincide in the two-fold
intersections of the covering sets:
B′(i) = B(i) + dλ(i), A′(i) = e−dλ(i)A(i) s.t. dλ(i) = dλ(j) for U(i) ∩ U(j)
Local exact two-forms that coincide in the intersections of the patches define
a global closed two form. Recalling that there is also a symmetry under
diffeomorphisms and that this and the gauge symmetry of shifts by closed
two forms do not commute with each other, one finds that the group of
symmetries of the NSNS bosonic sector is G = Diff(M) n Ω2closed(M).
Moreover the symmetry generators have the form:
δv+λg = Lvg, δv+λφ = Lvφ, δv+λB(i) = LvB(i) + dλ(i) (2.8)
where we again recall that the Lie algebra g = TM ⊕ Ω2closed(M) of G can
be written as TM ⊕ T ∗M by locally identifying closed two-forms with exact
one-forms (v + λ 7→ v − dλ ∈ g).
From what we have stated until now it should be already clear that there is
a very close relationship between the NSNS bosonic sector of the Type II
supergravity theories and the generalised geometry we have presented in the
former chapter. The patching that defines the field strength H = dB in the
Type II theories has exactly the same geometric structure as the patching
of the generalised tangent bundle defined as an extension of the tangent
bundle via the cotangent one introduced in section 1.3, where the collection
B = {B(i)} defined a closed three form H on the entire generalised vector
bundle. Moreover the symmetries of the Courant algebroid are exactly the
same symmetries of the NSNS sector: Diff(M)nΩ2closed(M). But there is
much more. In section 1.2 we noted that the introduction of a generalised
metric corresponds to the introduction of a pair of fields (g,B) that are a
metric and a two-form and that the B defines an isomorphism between E and
TM ⊕ T ∗M . This means that the B in the generalised metric can actually
correspond to the B-field of Type II theories. The generalised metric seems
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to be able to unify two of the NSNS fields in a single generalised geometric
object GMN . A strong argument in this direction is given by the fact that the
generalised geometric formulation can also include the symmetries of these
fields. We know that the symmetries of the Courant bracket are generated
by the generalised Lie derivative. It turns out that the Dorfman derivative
of the generalised metric encodes the action of the infinitesimal generators of
Diff(M)nΩ2closed(M) on both g and B. We indeed know that we can write
the generalised Lie derivative of the generalised metric as follows:
LVGRS = V N∂N(GRS)+(∂RV N−∂N(ηRQV Q))GNS+GRN(∂SV N−∂N(ηSQV Q))
If we then calculate, for example, this expression for the vector-vector com-
ponent of GMN (for which we are using the expression 1.20) we obtain (for
V = v + λ ∈ Γ(E) ≈ g):
2LVGµν = LV (g −Bg−1B)µν
= vρ∂ρ(g −Bg−1B)µν +
((
∂µv
ρ, ∂µλρ
)− (0, 2∂ρ(12λµ))
)
·
(
(g −Bg−1B)ρν
(−g−1B)ρν
)
+
+
(
(g −Bg−1B)µρ, (Bg−1)ρµ
)
·
((
∂νv
ρ
∂νλρ
)
−
(
0
∂ρλν
))
= vρ∂ρ(g −Bg−1B)µν + (∂µvρ)(g −Bg−1B)ρν + (g −Bg−1B)µρ(∂νvρ)+
− (∂µλρ − ∂ρλµ)(g−1B)ρν − (Bg−1)ρµ(∂ρλν − ∂νλρ)
=
(Lv(g −Bg−1B))µν − (dλ)µρ(g−1B)ρν − (Bg−1)ρµ(dλ)ρν
One can also calculate:
2LVG νµ = LV (Bg−1) νµ
= vρ∂ρ(Bg−1) νµ +
((
∂µvρ
∂µλρ
)
−
(
0
∂ρλµ
))T ((Bg−1) νρ
(g−1)ρν
)
+
(
(g −Bg−1B)µρ
(Bg−1) ρµ
)T ( 0
−∂ρvν
)
= Lv((Bg−1) νµ ) + (dλ)µρ(g−1)ρν
and similarly for the others. These are exactly the infinitesimal symmetry
transformations one would have obtained by using the symmetry generators
given in equation 2.8.
We can finally state that the generalised metric incorporates the degrees of
freedom of the metric and B-field and that the symmetries of these two last
objects are generated on the former by generalised Lie derivatives. At this
point it is natural to ask oneself whether one can also build the (pseudo-) ac-
tion making use of the generalised metric GMN . Since, as we saw in chapter
1, the generalised metric induces an O(d − 1, 1) × O(1, d − 1) structure on
E, which is the generalised geometric analogue of the O(d − 1, 1) structure
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used to construct general relativity, one can hope that he can also extend
the procedure used to build the Einstein-Hilbert action to the case of the
generalised metric. This is exactly what we are going to do in the remaining
of this chapter.
To conclude this subsection let us consider the remaining bosonic fields. First,
even though we said that generalised geometry seems to be able to unify two
of the NSNS fields in a single generalised geometric object GMN , it can actu-
ally be easily extended (using a ‘weighted‘ version of the generalised tangent
bundle) to also include the dilaton and hence the whole field content of the
NSNS sector. We will deal with this extension in subsection 2.3.3.
Finally let us briefly deal with the RR sector. Note that we will follow here
parts of [CoStWa2011]. One might wonder why we have made use of the
democratic formalism when we wrote down the bosonic action in subsection
2.2.1. The reason is because, as it is known from studying the action of T-
duality (see [BMZ1999, FOT2000, Ha2000, HuTo95]), the RR field strengths
transform as Spin(10, 10) spinors and, as such, can be easily treated col-
lectively and simmetrically in Type IIA and Type IIB with the language of
generalised geometry. Before going forward, let us recall some notions about
the Spin(d, d) spinor representation. As it is explained in appendix B, the
O(d, d) Clifford algebra, i.e. {ΓA,ΓB} = 2ηAB, can be realised on each coordi-
nate patch U(i) of an open covering {U(i)} of M by indentifying spinors with
weighted sums of forms ψ(i) ∈ Γ((detT ∗U(i))− 12 ⊗ ∧• T ∗U(i)), with Clifford
action:
XAΓAψ(i) = iv(i)ψ(i) + λ(i) ∧ ψ(i)
As it was explained in section 1.3, we defined the extesion of TM via T ∗M
by requiring that if X ∈ Γ(E) that can be written in E
∣∣∣
U(i)
as v(i) + λ(i) and
in E
∣∣∣
U(j)
as v(j) + λ(j), then in E
∣∣∣
U(i)
⋂
U(j)
it holds:
v(i) + λ(i) = exp(dΛ(ij))(v(j) + λ(j)) = v(j) + λ(j) − iv(j)dΛ(ij)
where exp(dΛ(ij)) indicates and action of a B-transform. This implied that
we could introduce a collection of two-forms B = {B(i)}, patched such that
B(i)−B(j) = dΛ(ij), such that this B defined an isomorphism ϕB : E→˜TM⊕
T ∗M as follows:
ϕB(X) = exp(−B(i))(v(i) + λ(i)) = v(i) + λ(i) + iv(i)B(i) in U(i)∀i
since in U(i)
⋂
U(j) we have: v(i) + λ(i) + iv(i)B(i) = v(i) + λ(j) + iv(j)B(j) ∀i, j.
Now, as it is written in appendix B, the action of a B-transform (say BTr) on
a spinor is such that: BTr : (B(i), ψ(i)) 7→ exp(−B(i))ψ(i), where now exp(B(i))
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stands for:
exp(B(i))ψ(i) = (1 +B(i) +
1
2B(i) ∧B(i) + · · · ) ∧ ψ(i)
This means that, with our definition of the extended generalised tangent
space E, a section of the spin bundle that on U(i) is ψ(i) and on U(j) is ψ(j) is
such that, on U(i)
⋃
U(j), it satisfies: ψ(i) = BTr(dΛ(ij), ψ(j)) = exp(−dΛ(ij))ψ(j).
Hence, given the collection B = {B(i)} as above, we have that
ψ(B) := ϕ˜B(ψ) = BTr(−B(i), ψ(i)) = exp(B(i))ψ(i) on U(i)∀i
is a well defined spinor on the spin bundle on E (or, better, on the spin
bundle isomorphic to the one on E via ϕB), since in U(i)
⋂
U(j) we have:
exp(B(i))ψ(i) = exp(B(j))ψ(j) ∀i, j. Moreover, as we know from appendix B,
the Spin(d, d) spinor representation is not irreducible. We can project the
spin representation into two irreducible spinor representations of the spin
group: the ones generated by the chiral spinors. These representations are
isomorphic (after we have made a choice of B) to weighted sums of even and
odd forms respectively: S±1
2
≈ (detT ∗M)− 12 ⊗ ∧even/odd T ∗M .
Now let us go back to our RR fields. We can encode all the RR field strengths
is a single polyform:
F (B) :=
∑
(n=even/odd)
F (B)n =
∑
(n=even/odd)
eB ∧ dA(n−1)
The patching of the A(i) =
∑
m=odd/evenA
(i)
(m) on U(i)
⋂
U(j), i.e. A(i)(n) =
e−dΛ(ij) ∧A(j)(n) + dΛ˜(ij)(n−1), implies that the polyform F(i) = dA(i) is patched as
a spinor: F(i) = exp(−dΛij)F(j). Hence, as generalised spinors:
F IIA/IIB ∈ Γ(S±1
2
)
where the upper sign is for Type IIA and the lower for Type IIB. Fur-
thermore the RR field strengths FB(n) that appear in the action are symply
F expressed in terms of the isomorphism ϕ˜B: F (B) = exp(B(i)) ∧ F(i) =
exp(B(i)) ∧∑n=even/odd dA(i)(n−1).
Unlike F(i), A(i) does not globally define a section of S±1
2
because of the addi-
tional gauge transformations dΛ˜(ij)(n−1). In order to be able to ‘geometrise‘ this
additional gauge symmetry, one needs to make use of the Ed(d) generalised
geometry (see [CoStWa2013, CoStWa2013n2]).
Finally, as it is mentioned at the end of the appendix B, there is a natu-
ral Spin(d, d)-invariant bilinear on these spinor spaces, which is sometimes
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called ‘Mukai pairing’. If ψ, ψ′ are weighted poliforms with homogeneous
n-form components: {ψ(n)}, {ψ′(n)}, the Mukai pairing is defined as follows:〈
ψ, ψ′
〉
=
∑
(n)
(−1)[(n+1)/2]ψ(d−n) ∧ ψ′(n)
This will be used at the end of the chapter to rewrite the RR term of the
action in a more generalised geometrical manner.
2.3 Geometrisation of the NSNS Sector
Recall that the standard process used to describe general relativity is to find
the Levi-Civita connection on TM and then to construct the Ricci tensor and
scalar in order to build the action and equations of motion. In this section,
we will try to replicate this process in the context of generalised geometry.
We will therefore start with the notion of ‘generalised frames’ and then will
try to define a ‘generalised Levi-Civita’ connection on E and to briefly discuss
the possibility of constructing the generalised versions of the Riemann and
Ricci tensors and of the Ricci scalar.
2.3.1 Generalised Frames
We first recall what a standard frame is. A frame is a (local) basis {eˆa}, a =
1, . . . , d, of the tangent bundle TM . Clearly such an object exists in general
only locally, because if there exists a frame of TM that is globally defined
then the manifold is parallelisable and TM is a trivial vector bundle. A frame
allows every section of TM to be written locally as: V µ(p) = V a(p) eˆµa(p), ∀ p
in a certain open subset U ⊂M , where {V a} is a collection of scalar functions
on U that represent ∀ p the coefficients of the vector V µ with respect to the
frame {eˆa}. As we mentioned at the beginning of chapter 1, the set of frames
at each point in the manifold can be viewed as a GL(d) principal bundle (the
frame bundle). In particular any two frames {eˆ′a} and {eˆa} are connected
with a (local) GL(d) transformation: eˆ′a = R ba eˆb, i.e. GL(d) is the structure
group that relates the frames. If we introduce a Riemannian metric on M
we can define the subbundle of the frame bundle defined by the frames that
satisfy (orthonormal frames):
gµν eˆ
µ
a eˆ
ν
b = δab
This reduces the structure group to O(d), because any two orthonormal
frames are connected with a (local) O(d) transformation: eˆ′a = R ba eˆb such
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that RTR = 1. Note that ‘local transformation’ here means that this O(d)
transformation can vary from point to point.17
Now consider generalised geometry. In this case we need to consider the
generalised vector bundle E ≈ TM ⊕ T ∗M . A generalised frame for E will
be a (local) basis for it: {EˆA}, where we have A = 1, . . . , 2d, since now the
dimension of the vector bundle is twice the dimension of M . Recall that in
generalised geometry we have a natural metric. The generalised geometric
analogue for the standard GL(d) bundle is therefore an O(d, d) bundle com-
posed of frames that satisfy: ηMN EˆMA EˆNB = ηAB, with frames connected with
local O(d, d) transformations. Finally the generalised geometric analogue of
the standard O(d) structure is the subbundle of the O(d, d)-frame bundle
composed of ‘doubly orthonormal’ E-frames:
EˆMA ηMN Eˆ
N
B =
1 0
0 −1

EˆMA GMN Eˆ
N
B =
1 0
0 1

where we also imposed to the frames to diagonalise both the metrics. It
is clear that this further request does not modify the structure of the frame
subbundle that will therefore have an O(d)×O(d) structure group (see Prop.
1.2.2).
Proposition 2.3.1. A solution of the former system of equations is:
EˆMA =
(
g−1e+ −g−1e−
Bg−1e+ + e+ −Bg−1e− + e−
)
=
(
eˆ+ −eˆ−
Beˆ+ + e+ −Beˆ− + e−
)
(2.9)
where {eˆ± a} are frames for the metric g and {ea±} are their dual frames:
eˆµ± aeb±µ = δba.18 Moreover if the metric g is Riemannian the solution given
in equation 2.9 is the only solution of the system.19
Proof. Instead of simply checking whether the solution given in 2.9 is a so-
lution of the system we will give a constructive proof, that will also serve to
17This means that if our metric has Lorentzian signature the description of the tan-
gent bundle via orthonormal frames explicitly realise the symmetry under local Lorentz
transformations, typical of general relativity.
18Note that both eaµ and eaµ are one-forms and that the Latin indices are risen and
lowered with δab and δab in the Riemannian case and with the Minkowski metric in the
Lorentzian case.
19See also section 3.2.1 for another proof of the Riemannian case.
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show the second statement of the proposition and to clarify the sign of B in
the isomorphism E ≈ TM ⊕ T ∗M induced by G. Recall that we can write:
(e−B)TG0e−B :=
(
1 B
0 1
)(
g 0
0 g−1
)(
1 0
−B 1
)
=
(
g −Bg−1B Bg−1
−g−1B g−1
)
= G
and that the (−)B-transform e−B is an O(d, d) transformation, i.e. it pre-
serves η. Defining  := e−BEˆ we can rewrite the system of equations as: (Eˆ)
T (e−B)Tηe−B(Eˆ) = Tη =
(
1 0
0 −1
)
(Eˆ)T (e−B)TG0e−B(Eˆ) = TG0 =
(
1 0
0 1
)
Writing  =
√
2
(
a b
c d
)
we get the following system of equations:
i)
(
aT cT
bT dT
)(
c d
a b
)
=
(
aT c+cT a aT d+cT b
bT c+dT a bT d+dT b
)
=
(
1 0
0 −1
)
ii)
(
aT cT
bT dT
)(
ga gb
g−1c g−1d
)
=
(
aT ga+cT g−1c aT gb+cT g−1d
bT ga+dT g−1c bT gb+dT g−1d
)
=
(
1 0
0 1
)
Let us consider equations i)(11) and ii)(11). We can write them as:
aTgg−1c+ cTg−1ga = 1
aTga+ cTg−1c = 1
Then subtracting the second from the first we get:
aTg(g−1c− a) + cTg−1(ga− c) = 0
⇔ aT (c− ga)− cTg−1(c− ga) = 0
⇔ (cTg−1 − aT )(c− ga) = 0
⇔ (g−1c− a)Tg(g−1c− a) = 0
Clearly a solution of this equation is given by: a = g−1c. Moreover we note
that if g is Riemannian, i.e. positive definite, this has to be the solution.
Similarly from equations i)(22) and ii)(22) we have
bTgg−1d+ dTg−1gb = −1 and bTgb+ dTg−1d = 1
⇒ bTg(g−1d+ b) + dTg−1(gb+ d) = 0
⇔ bTg(g−1d+ b) + dT (b+ g−1d) = (bTg + dT )(b+ g−1d) = 0
⇔ (bT + dTg−1)g(b+ g−1d) = 0
and this has again b = −g−1d as a solution, which has to be the solution
in the case g is positive definite. Note that the relations a = g−1c and
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b = −g−1d make the systems i) and ii) equivalent. We can then focus only
on i). Summing and subtracting i)(12) with i)(11) we get (using a = g−1c and
b = −g−1d):
aT (c± d) + cT (a± b) = 1 ⇔ aTg(a∓ b) + cT (a± b) = 1
⇔ cT (a∓ b+ a± b) = 1 ⇔ cTa = 12
And in a similar way with i)(22) instead of i)(11):
(dT ± cT )b+ (bT ± aT )d = −1 ⇔ (−bT ± aT )gb+ (bT ± aT )d = −1
⇔ (bT ∓ aT )d+ (bT ± aT )d = −1 ⇔ bTd = −12
We have therefore reduced the system of equations to cTg−1c =
1
2
dTg−1d = 12
together with the constraints a = g−1c and b = −g−1d. The former system
means that c and d are respectively proportional to the matrices of the dual
of some orthonormal frames {eˆ+} and {eˆ−} for g, i.e. (c)a µ = 1√2e+ a µ and
(d)b ν = 1√2e− b ν . This implies that we can write:  =
(
g−1e+ −g−1e−
e+ e−
)
and:
Eˆ = eB =
(
1 0
B 1
)(
g−1e+ −g−1e−
e+ e−
)
=
(
g−1e+ −g−1e−
Bg−1e++e+ −Bg−1e−+e−
)
We have now found an explicit expression for a collection {EˆA} of 2d gen-
eralised vectors that (locally) span the generalised tangent bundle and that
are ‘doubly orthonormal’ in the sense expressed before. From the structure
of the solution outlined in proposition 2.3.1 it is useful to split the capital
index A in two sub-indices a, a¯: A = a forA = 1, . . . , dA = d+ a¯ forA = d+ 1, . . . , 2d
We can then divide {EˆA} in {Eˆ+a }∪{Eˆ−a¯ }, where {Eˆ+a } are the orthonormal
frames that correspond to the first ‘block-column’ of {EˆA} in 2.9 and {Eˆ−a¯ }
to the second. In other words can write (where we redefined e− 7→ −e−
without losing any generality):
Eˆ+a = eˆ+a + e+a − ieˆ+aB (2.10)
Eˆ−a¯ = eˆ−a¯ − e−a¯ − ieˆ−a¯ B (2.11)
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and from the proof of proposition 2.3.1 they satisfy:
η(Eˆ+a , Eˆ−b¯ ) = 0 G(Eˆ
+
a , Eˆ
−
b¯
) = 0
η(Eˆ+a , Eˆ+b ) = ηab G(Eˆ+a , Eˆ+b ) = ηab
η(Eˆ−a¯ , Eˆ−b¯ ) = −ηab G(Eˆ−a¯ , Eˆ−b¯ ) = ηab
where here we have chosen g to be of Lorentzian signature and where ηab
is the Minkowski metric. Moreover the previous system of equations is still
satisfied if we apply separate local Lorentz transformations to the {Eˆ+a } and
{Eˆ−a¯ }, i.e. the set {Eˆ ′+a } ∪ {Eˆ
′−
a¯ } given by: Eˆ
′+
a = Λ+ ba Eˆ+b s.t.Λ+ ∈ O(d− 1, 1)
Eˆ
′−
a¯ = Λ− b¯a¯ Eˆ−b¯ s.t.Λ
− ∈ O(1, d− 1)
is still a double orthonormal frame. This is another way to state that the
structure group induced by the pair of metrics (η,G) in E is O(d − 1, 1) ×
O(1, d− 1), as we already know from proposition 1.2.2.
The two collection of sections {Eˆ+a } and {Eˆ−a¯ } generate two subbundles C+
and C− of E; since η(Eˆ+a , Eˆ−b¯ ) = 0 and G(Eˆ
+
a , Eˆ
−
b¯
) = 0 ∀a, b¯ = 1, . . . , d, we
have that E = C+ ⊕ C−. We could also introduce a matrix P (like we have
actually done in chapter 1) that satisfies P2 = 1, such that C± = 12(1±P)E =:
P±E and then find the subgroup of O(d, d) that separately preserves these
two subbundles. We would again find:
O(p, q)×O(q, p) ⊂ O(d, d) with p+ q = d
The subbundles C±, the projectors P±, the generalised metric G and the
frames Eˆ±a/a¯ are all equivalent manners to define a metric g and a B field, i.e.
to introduce in the geometric theory (part of) the field content of the NSNS
sector of the Type II theories.
Remark 4. We would like to stress that in the remaining of the chapter we
will use a generalised metric that has the two form component equal to minus
the one given in 1.20. In other words we will use the following generalised
metric:
G = 12
(
g −Bg−1B −Bg−1
g−1B g−1
)
(2.12)
that, together with η, admits the following generalised frames (according to
proposition 2.3.1):
Eˆ+a = eˆ+a + e+a + ieˆ+aB (2.13)
Eˆ−a¯ = eˆ−a¯ − e−a¯ + ieˆ−a¯ B (2.14)
This means that a section X of E will be represented by the following section
of TM ⊕ T ∗M : X = v + λ+ ivB.
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2.3.2 Generalised Levi-Civita Connection
We recall that an affine connection on TM is an operator ∇ : TM × TM →
TM that is C∞(M)-linear in the first component, R-linear in the second
component and that satisfies a Leibniz property: ∇(X, fY ) ≡ ∇X(fY ) =
X(f)Y + f∇XY .20 Since ∇ is tensorial in the first component, we can
equivalently define it in the following manner: ∇ : TM → T ∗M ⊗ TM ≈
Λ1(M)⊗TM such that ∇(αX+βY ) = α∇X+β∇Y and ∇(fX) = f∇X+
df ⊗ X, where α, β ∈ R, f ∈ C∞(M) and X, Y ∈ Γ(TM). So it can be
viewed as a map that associates a one-form with values in the tangent space
with each section of TM . From its definition it can be shown that an affine
connection is a local operator, i.e. its value in one point depends only on
the values its arguments assume in a neighbourhood of that point21. We
can therefore define it through its expressions in the coordinate bases of an
atlas. In this way {∇∂µ(∂ν) =: Γρµν∂ρ}, with Γρµν called Christoffel symbols,
completely determines the connection. We can also give a local expression for
our second definition of connection. This is usually done by means of a non-
coordinate basis (i.e. a frame) {eˆa} of TM . It is then written: ∇eˆa = ωbaeˆb,
where now the omegas are one-forms, called ‘connection one-forms’, and the
connection expressed in this way is called, in the physics literature, ‘spin
connection’. We can also easily find the relation between the Christoffel
symbols and the connection one forms. We have:
i∂µ∇eˆa = (i∂µωba)eˆb = ω bµ aeˆρb∂ρ
= ∇∂µ(eˆνa∂ν) = ∂µ(eˆρa)∂ρ + eˆνaΓρµν∂ρ
and so we have found:
ω bµ aeˆ
ρ
b = ∂µ(eˆρa) + eˆνaΓρµν (2.15)
which is sometimes referred to as ‘tetrad postulate’. Now let us go back to
generalised geometry.
Definition 2.1. A generalised (affine) connection is a map
D : E −→ E∗ ⊗ E
V M 7−→ DNV M
where we have expressed its image in coordinates, that satisfies the two
following properties:
20This definition appeared for the first time in the paper [No1954].
21It is actually much more ‘locally defined’ than this, see [AbTo2011]
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1. D(αX+βY ) = αDX+βDY ∀α, β ∈ R, X, Y ∈ Γ(E); (R-linearity)
2. D(fX) = fDX +
(
df
0
)
⊗X ∀ f ∈ C∞(M), X ∈ Γ(E). (Leibniz rule)
Note that in definition 2.1 we used the fact that since a section of E is
of the form X =
(
v
λ
)
, with v ∈ Γ(TM) and λ ∈ Γ(T ∗M), then an element
of Γ(E∗) is of the form V ∗ =
(
v∗
λ∗
)
, with v∗ ∈ Γ(T ∗M) and λ∗ ∈ Γ(TM).
So
(
df
0
)
is consistently an element of E∗ and in particular it is the image
of df ∈ Γ(T ∗M) under the pull-back of the ‘anchor map’ onto the tangent
space pi : E → TM , i.e. of pi∗ : T ∗M → E∗.
If we indicate with ξM a coordinate basis on E, i.e. (with µ, µ˜ = 1, . . . , d): ξM = ∂µ + i∂µB if M = µξM = dxµ˜ if M = d+ µ˜
then we define D(ξM , ξN) ≡ DξM ξN ≡ DMξN =: Γ RM NξR. Therefore, if
V ∈ Γ(E), V = V MξM , V = v + λ, we get
iξMD(V NξN) = iξM (V NDξN +
(
dV N
0
)
ξN) = V NΓ RM NξR + i∂µ(dV R)ξR
This implies that: DMV N = ∂MV N + Γ NM PV P (recall that ∂M =
(
∂µ
0
)
). We
can also write this expression more explicitly:
i) DµV N =
∂µvν + Γ νµ ρvρ + Γ νρµ λρ
∂µλν + Γµνρvρ + Γ ρµν λρ

ii) DµV N =
0 + Γµνρvρ + Γµνρλρ
0 + Γµνρvρ + Γµ ρν λρ

Note that the gammas that appear in the relation ii) are tensors (as opposed
to the case of ordinary Christoffel symbols) because the expression is already
tensorial since there are no partial derivatives.
Until now we have only talked about connections without mentioning any
metric. We know that in the case of ordinary Riemannian geometry there
is a unique connection that is compatible with the metric and torsion-free:
the Levi-Civita connection. We would like to develop an analogous con-
cept in the framework of generalised geometry. In ordinary geometry metric
compatibility can be expressed as: ∇µg = 0. This implies, for example, that
orthogonal vectors at one point onM will remain orthogonal if parallel trans-
ported along a path in M (see e.g. [AbTo2011]), and, most importantly, the
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following differential condition: ∂µ[gνρ] := ∇µ[g(∂ν , ∂ρ)] = Γ σµν gσρ + Γ σµρ gνσ.
The ordinary torsion can be expressed in terms of the Chrstoffel symbols as:
T νµρ = (Γνµρ − Γνρµ), that is a tensorial object. Clearly imposing it to be zero
corresponds to have the symmetry of the Christoffel symbols in their lower
two indices (algebraic condition). We can also express the torsion with a
more coordinate-invariant formula. Indeed:
vλ∇λwµ−wλ∇λvµ − [v, w]µ =
= vλ(∂λwµ + Γµλρwρ)− wλ(∂λvµ + Γµλρvρ)− (vλ∂λwµ − wλ∂λvµ)
= Γµλρvλwρ − Γµλρwλvρ = T µλρ vλwρ
Indicating with [ , ]∇ the Lie bracket calculated using covariant derivatives
(∇µ) instead of partial derivatives (∂µ), we can now write: [v, w]µ∇−[v, w]µ =:
T µλρv
λwρ. This definition extends also on general tensors:
(L∇v −Lv)αµ1,...,µpν1,...,νq = T (v)µ1ρ αρ,...,µpν1,...,νq + . . .−T (v)ρν1αµ1,...,µpρ,...,νp − . . .−T (v)ρνpαµ1,...,µpν1,...,ρ
where T (v)µν := vλT
µ
λν and L∇ is the Lie derivative calculated using the
covariant derivatives instead of partial derivatives. We will therefore formally
write: (L∇v − Lv) = T (v).
In generalised geometry the metric compatibility condition can be translated
in:
DMη = 0 and DMG = 0 (2.16)
In particular the first of these two equations implies that the generalised
indices can be freely lowered and raised also when they are of tensors acted
upon with generalised covariant derivatives. We can also define a generalised
torsion tensor in a manner that is akin to the one we have just described
in ordinary geometry. If L indicates the generalised Lie derivative,22 we will
then define the generalised torsion as:
T (V ) := LDV − LV (2.17)
where LD means that in the covariant expression of the generalised Lie deriva-
tive, given in 1.15, we are using the generalised covariant derivatives (DM)
instead of the partial derivatives (∂M). We can also find an expression for
the generalised torsion in terms of the generalised Christoffel symbols. We
said that T PMNV MWN := (LVW )PD − (LVW )P . Now:
(LVW )PD = V NDNW P + (DPV N −DNV P )WN
= V N(∂NW P + Γ PN RWR) + (∂PV N + ΓPNRV R − ∂NV P − ΓNPRV R)WN
22Recall that for X = v + λ, Y = w + µ ∈ Γ(E) we have LXY = [v, w] + Lvµ− iw(dλ)
or, covariantly,
(
LXY
)M = XN∂NYM + (∂MXN − ∂NXM)YN
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and since (LVW )P = V N∂NW P + (∂PV N − ∂NV P )WN all the terms with
partial derivatives cancel out and we have that:
T PMNV
MWN = V MWNΓ PM N + (ΓPMN − ΓMPN)V NWM (2.18)
Let us consider one of the conditions of metric compatibility: DMη = 0. This
implies that:
∂Mη
NP + Γ NM QηQP + Γ PM QηNQ = 0 ⇔ Γ NPM + Γ PNM = 0 (2.19)
because ∂MηNP = 0, since the matrix of η is a constant. From equations 2.18
and 2.19 we can then write:
TMPN = ΓMPN + ΓPNM − ΓNPM
= ΓMPN + ΓPNM + ΓNMP = 3Γ[MPN ]
This argument shows that T ∈ Λ3E ≈ Λ3(TM ⊕ T ∗M). This is somewhat
different from the standard case where we have Tstd ∈ TM ⊗ Λ2(T ∗M). In
fact we have:
TMNP = {T µνρ, T µνρ, T µνρ, Tµνρ}
where T µνρ ∈ Λ3(TM), T µνρ ∈ Λ2(TM)⊗T ∗M,T µνρ ∈ TM⊗Λ2(T ∗M), which
is the same tensor as the conventional torsion, and Tµνρ ∈ Λ3(T ∗M), which
has the same tensorial properties of H = dB.
We have shown what two of the three required conditions on D, namely
Dη = 0, T = 0, imply in terms of generalised Christoffel symbols (the last
one remaining is a differential condition that involves the generalised metric).
Next, we would like to see explicitly whether the conditions for a generalised
Levi-Civita connection determine it completely or not. In order to answer
this question we will use the definition of a connection in terms of a spin
connection. Consider for a moment the case of ordinary geometry. If {eˆa} is
a frame for g, then the metric compatibility condition implies that:
∇µ(g(eˆa, eˆb)) = ∇µηab = 0
= (∇µg)(eˆa, eˆb) + g(ω cµ aeˆc, eˆb) + g(eˆa, ω cµ beˆc) = ω cµ aηcb + ω cµ bηac
= ωµba + ωµab
Note that the metric compatibility implies an algebraic condition for the spin
connection, while it implies a differential condition if one uses the Christoffel
symbols. Moreover the fact that the matrices (ωµ)ba, once the upper index
is lowered by means of the Minkowski metric, are antisymmetric means that
they are infinitesimal generators for the Lorentz group. The condition of
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the connection to be torsionless implies instead that: [eˆa, eˆb]∇ − [eˆa, eˆb] = 0,
which is a differential condition, whilst it was algebraic in the case of the
Christoffel symbols.
In the case of generalised geometry we can consider the E = C+ ⊕ C− split
frames, i.e. EˆA = {Eˆ+a }∪{Eˆ−a¯ }. We will define a generalised spin-connection
as follows: DM EˆA := Ω BM AEˆB. With exactly the same procedure as before,
we obtain that the generalised covariant derivative of a vector expressed in
generalised frame indices can be written as:
DMX
A = ∂MXA + Ω AM BXB
We can write the former equation even more explicitly by decomposing the
generalised vector under the splitting E = C+⊕C−, i.e. XA =
(Xa+
X a¯−
)
, where
Xa+ ∈ C+ and X a¯− ∈ C−:23 DMXa+ = ∂MXa+ + Ω aM bXb+ + Ω aM b¯X b¯−DMX a¯− = ∂MX a¯− + Ω a¯M bXb+ + Ω a¯M b¯X b¯−
In the remaining of the section we would like to explicitly solve the constraints
for a generalised Levi-Civita connection, expressed as a generalised spin-
connection. We first deal with the metric compatibility. We know from
subsection 2.3.1 that we can introduce E = C+⊕C−-split frames {EˆA} such
that G(EˆA, EˆB) =
(
ηab 0
0 ηa¯b¯
)
=: GAB and η(EˆA, EˆB) =
(
ηab 0
0 −ηa¯b¯
)
=: ηAB.
Note that ηAB and GAB are constant matrices. Metric compatibility, DMη =
0 = DMG, then implies:
DM(G(EˆA, EˆB)) = DMGAB = 0
= G(Ω CM AEˆC , EˆB) +G(EˆA,Ω CM BEˆC) = Ω CM AGCB +GACΩ CM B
=
(
Ω cM a Ω c¯M a
Ω cM a¯ Ω c¯M a¯
)(
ηcb 0
0 ηc¯b¯
)
+
(
ηac 0
0 ηa¯c¯
)(
Ω cM b Ω cM b¯
Ω c¯M b Ω c¯M b¯
)
=
(
ΩMba ΩMb¯a
ΩMba¯ ΩMb¯a¯
)
+
(
ΩMab ΩMab¯
ΩMa¯b ΩMa¯b¯
)
=
(
0 0
0 0
)
(2.20)
and, considering that the case for η gives rise to the same calculation with
23X = XAEˆA = Xa+Eˆ+a +X a¯−Eˆ−a¯ .
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ηa¯b¯ 7→ −ηa¯b¯, also:
0 = DM(η(EˆA, EˆB)) =
=
(
Ω cM a Ω c¯M a
Ω cM a¯ Ω c¯M a¯
)(
ηcb 0
0 −ηc¯b¯
)
+
(
ηac 0
0 −ηa¯c¯
)(
Ω cM b Ω cM b¯
Ω c¯M b Ω c¯M b¯
)
=
(
ΩMba −ΩMb¯a
ΩMba¯ −ΩMb¯a¯
)
+
(
ΩMab ΩMab¯
−ΩMa¯b −ΩMa¯b¯
)
=
(
0 0
0 0
) (2.21)
These relations show that the ‘mixed components’ of the spin connection
vanish, since we have: −ΩMb¯a = ΩMab¯ = ΩMb¯a and −ΩMa¯b = ΩMba¯ = ΩMa¯b.
Moreover the diagonal submatrices of ΩMAB are antisymmetric in the frame
indices: ΩMab = −ΩMba and ΩMa¯b¯ = −ΩMb¯a¯; note that these are algebraic
conditions and that they indicate that the ΩM are generators of the Lorentz
group.
Let us now consider the torsionless constraint on the generalise spin-connection.
This constraint corresponds to the following statement:
T (EˆA, EˆB) ≡ LDEˆAEˆB − LEˆAEˆB = 0 ∀A,B
In particular we want to work out the conditions on ΩMAB that are imposed
by the vanishing of the generalised torsion. Recalling the explicit covariant
expression for the generalised Lie derivative, the first term reads off as (note
that by definition EˆNAEBN = ηAB):
LD
EˆA
EˆB = EˆNADN EˆMB + (DM EˆNA −DN EˆMA )EBN
= EˆNA Ω CN BEˆMC + (ΩMCAEˆNC − ΩNCAEˆMC )EN B
= Ω CA BEˆMC + ΩMCAηCB − Ω CB AEˆMC
Since the natural metric η is non-degenerate we will use the fact that
T ≡ 0⇔ η(TAB, EˆD) = 0 ∀ EˆD,∀A,B
Let us consider for now η(LD
EˆA
EˆB, EˆD). We will consider the different possible
split values ({A} = {a} ∪ {a¯}) of the generalised indices separately. Note
that the off-diagonal submatrices of ηAB are zero.24
1. (A=a,B=b,D=d)
η(LD
Eˆa
Eˆb, Eˆd) = Ω Ca bEˆMC EM d + ΩMCaηCbEM d − Ω Cb aEˆMC EM d
= Ω ca bηcd + Ω cd aηcb − Ω cb aηcd
= Ωadb + Ωdba − Ωbda = Ωadb + Ωdba + Ωbad = 3Ω[adb]
24Note that we will use an abuse of notation and indicate with Eˆa the C+-split frames
(instead of Eˆ+a ) and with Eˆa¯ the C−-split frames (instead of Eˆ−a¯ )
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2. (A=a¯,B=b¯,D=d¯)
η(LD
Eˆa¯
Eˆb¯, Eˆd¯) = Ω
C
a¯ b¯
EˆMC EM d¯ + Ω
MC
a¯ηCb¯EM d¯ − Ω Cb¯ a¯EˆMC EM d¯
= −Ω c¯
a¯ b¯
ηc¯d¯ − Ω c¯d¯ a¯ηc¯b¯ + Ω c¯b¯ a¯ηc¯d¯ = −Ω[a¯d¯b¯]
3. (A=a¯,B=b,D=d)
η(LD
Eˆa¯
Eˆb, Eˆd) = Ω Ca¯ bEˆMC EM d + ΩMCa¯ηCbEM d − Ω Cb a¯EˆMC EM d
= Ω ca¯ bEˆMc EM d + Ω c¯d a¯ηc¯b − Ω c¯b a¯EˆMc¯ EM d = Ωa¯db
4. (A=a¯,B=b,D=d¯)
η(LD
Eˆa¯
Eˆb, Eˆd¯) = Ω
c¯
a¯ bEˆ
M
c EM d¯ + Ω
c¯
d¯ a¯
ηc¯b − Ω c¯b a¯EˆMc¯ EM d¯ = Ωbd¯a¯
5. (A=a,B=b¯,D=d)
η(LD
Eˆa
Eˆb¯, Eˆd) = Ω
c¯
a b¯
EˆMc¯ EM d + Ω cd aηcb¯ − Ω cb¯ aEˆMc EM d = −Ωb¯da
6. (A=a,B=b¯,D=d¯)
η(LD
Eˆa
Eˆb¯, Eˆd¯) = Ω
c¯
a b¯
EˆMc¯ EM d¯ + Ω
c
d¯ a
ηcb¯ − Ω cb¯ aEˆMc EM d¯ = −Ωad¯b¯
From the expressions we have found we can already say something very im-
portant. We note that, whilst every component of the generalised spin-
connection with mixed (i.e. from both C+ and C−) frame indices appears in
the above formulas, the components with indices that come from only one
subbundle (i.e. only form C+ or only from C−) appear only in a totally an-
tisymmetric combination. This means that, while the mixed components of
the generalised spin-connection will be uniquely determined, the components
with non-mixed indices will only have their totally antisymmetric combina-
tion fixed by the Levi-Civita conditions. Now, let us focus on the generalised
Lie-derivative terms.
(LEˆAEˆB)
MEM D = EˆNA (∂N EˆMB )EM D + EˆMD (∂M EˆNA )EBN − EˆNB (∂N EˆMA )EM D
= EˆNA (∂N EˆMB )EM D + EˆMD (∂M EˆNA )EBN + EˆNB (∂N EˆMD )EM A
= 3EˆN[A(∂|N |EˆMB )ED]M
where to go from the first to the second line we used the Leibniz rule and the
fact that the matrix ηAD is constant. To work out this second constraint we
will use the explicit expressions for the frames given in 2.13 and 2.14. For
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example, we will have:
EˆNd =
(
eˆ+ ν
d
e+
d ν
+eˆ+ ρ
d
Bρν
)
and EMa ∂M EˆNb =
(
eˆ+µa (∂µeˆ+ νb )
eˆ+µa ∂µ(e+b ν+eˆ
+ ρ
b
Bρν)
)
. Then we have:
η(EMa ∂M Eˆb,Eˆd) =
= 1
2
(
eˆ+µa (∂µeˆ+ νb )e
+
d ν
+ eˆ+µa (∂µeˆ+ νb )eˆ
+ ρ
d
Bρν + eˆ+ νd (eˆ
+µ
a ∂µe
+
b ν
) + eˆ+ ν
d
(eˆ+µa ∂µeˆ+ ρb )Bρν
+ eˆ+ ν
d
eˆ+ ρ
b
(eˆ+µa ∂µBρν)
)
|B−antisymmetry
= 1
2
(
eˆ+µa (∂µeˆ+ νb )e
+
d ν
+ (eˆ+µa ∂µ(e+ ρb gρν))eˆ
+ ν
d
+ (∂µBρν) eˆ+µa eˆ+ ρb eˆ
+ ν
d
)
|
eˆ+ ν
d
gρν=e+d ρ
= 1
2
(
2eˆ+µa (∂µeˆ+ νb )e
+
d ν
+ eˆ+µa (∂µgρν)e+ ρb eˆ
+ ν
d
+ (∂µBρν) eˆ+µa eˆ+ ρb eˆ
+ ν
d
)
If we now take the totally antisymmetric part in {a, b, d} of the previous
relation the term involving the metric becomes zero. The term containing the
B-field instead becomes: 12((∂µBρν) eˆ
+µ
[a eˆ
+ ρ
b eˆ
+ ν
d] ) = 12((∂[µBρν]) eˆ
+µ
[a eˆ
+ ρ
b eˆ
+ ν
d] ) =
1
2((
1
3dBµρν) eˆ
+µ
[a eˆ
+ ρ
b eˆ
+ ν
d] ) = 16Habd.
The other term instead is:(
eˆ+µ[a (∂µeˆ
+ ν
b
)e+
d] ν
)
=
= 1
6
(
(eˆ+µa ∂µeˆ+ νb − eˆ+µb ∂µeˆ+ νa )e+d ν + (eˆ+µb ∂µeˆ+ νd − eˆ+µd ∂µeˆ+ νb )e+a ν + (eˆ+µd ∂µeˆ+ νa − eˆ+µa ∂µeˆ+ νd )
)
e+
b ν
|Levi−Civita is torsion−free
= 1
6
(
(eˆ+µa ∇µeˆ+ νb − eˆ+µb ∇µeˆ+ νa )e+d ν + cyclic permutations in a, b, d
)
= 1
6
(
(eˆ+µa ω cµ beˆ
+ ν
c − eˆ+µb ω cµ aeˆ+ νc )e+d ν + cyclic permutations
)
= 1
6
(
(ω ca bηcd − ω cb aηcd) + (ω cb dηca − ω cd bηca) + (ω cd aηcb − ω ca dηcb)
)
= 1
3
(
ωadb + ωbad + ωdba
)
= ω+[adb]
where ω+aµ b is the ordinary Levi-Civita spin-connection for the metric g and
the + indicates that it is the one derived from the {eˆ+a }-frames. We have
therefore that (after rearranging the indices):
Ω[abd] = ω+[abd] −
1
6Habd (2.22)
The case with all the barred indices is very similar. We have:
EˆNd¯ =
( eˆ− ν
d¯
−e−
d¯ ν
+eˆ− ρ
d¯
Bρν
)
and EMa¯ ∂M EˆNb¯ =
( eˆ−µa¯ (∂µeˆ− νb¯ )
eˆ−µa¯ ∂µ(−e−b¯ ν+eˆ
− ρ
b¯
Bρν)
)
Similarly we get
η(EˆNa¯ ∂N Eˆb¯, Eˆd¯) =
1
2
(
−2eˆ−µa¯ (∂µeˆ− νb¯ )e
−
d¯ ν
− eˆ−µa¯ (∂µgρν)eˆ− ρb¯ eˆ
− ν
d¯
+ (∂µBρν)eˆ−µa¯ eˆ
− ρ
b¯
eˆ− ν
d¯
)
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The antisymmetrisation works exactly as before, but now we have an extra
minus sign in front of the first (and the second - which vanishes anyway)
term. Recalling that there is an extra minus sign even in front of the Ω-term
(but no extra sign in front of the H-term) we finally have:
Ω[a¯b¯d¯] = ω−[a¯b¯d¯] +
1
6Ha¯b¯d¯ (2.23)
where now ω−a¯
µ b¯
is the Levi-Civita spin-connection calculated with the {eˆ−a¯ }-
frames.
It is clear that of the four remaining cases we are left to solve, only two
are independent. This can be easily seen considering that the torsionless
condition is the defining property of the mixed-indices generalised connection
one-forms Ω. For example −Ωb¯da = (LDEˆaEˆb¯)M EˆdM := 3EˆN[a (∂|N |EˆMb¯ )Eˆd]M =
−3EˆN[b¯ (∂|N |EˆMa )Eˆd]M =: −(LDEˆb¯Eˆa)
M EˆdM = −Ωb¯da. So we are left with: i) Ωa¯db = 3Eˆ[a¯(∂|N |EˆMb )Eˆd]Mii) − Ωad¯b¯ = 3Eˆ[a(∂|N |EˆMb¯ )Eˆd¯]M
Let us consider ii).
EˆNa ∂N Eˆ
M
b¯ =
( eˆ+µa (∂µeˆ− νb¯ )
eˆ+µa ∂µ(−e−b¯ ν+eˆ
− ρ
b¯
Bρν)
)
and EˆMd¯ =
( eˆ− ν
d¯
−e−
d¯ ν
+eˆ− ρ
d¯
Bρν
)
The particularity of the mixed-indices part is that the antisymmetrisation
is not straightforward any more and we have to calculate explicitly all the
contributing terms.
η(EˆNa ∂N Eˆb¯,Eˆd¯) =
= 1
2
(
−eˆ+µa (∂µeˆ− νb¯ )e
−
d¯ ν
+ eˆ+µa (∂µeˆ− νb¯ )eˆ
− ρ
d¯
Bρν − eˆ− ν
d¯
(eˆ+µa ∂µe−b¯ ν) + eˆ
− ν
d¯
eˆ+µa (∂µeˆ− ρb¯ )Bρν
+ eˆ− ν
d¯
eˆ− ρ
b¯
eˆ+µa (∂µBρν)
)
= 1
2
(
−eˆ+µa (∂µeˆ− νb¯ )e
−
d¯ ν
− eˆ+µa (∂µgνρ)eˆ− ρb¯ eˆ
− ν
d¯
− eˆ+µa (∂µeˆ− νb¯ )e
−
d¯ ν
+ eˆ− ν
d¯
eˆ− ρ
b¯
eˆ+µa (∂µBρν)
)
= 1
2
(
−2eˆ+µa (∂µeˆ− νb¯ )e
−
d¯ ν
− eˆ+µa (∂µgνρ)eˆ− ρb¯ eˆ
− ν
d¯
+ eˆ− ν
d¯
eˆ− ρ
b¯
eˆ+µa (∂µBρν)
)
And one can obtain in the same fashion (recall that there are always two
terms that cancel out because of the antisymmetry of the B-field):
η(EˆN
b¯
∂N Eˆd¯, Eˆa) =
1
2
(
eˆ−µ
b¯
(∂µeˆ− νd¯ )e
+
a ν − eˆ−µb¯ (∂µe−d¯ ν)eˆ+ νa + eˆ+ νa eˆ
−µ
b¯
eˆ− ρ
d¯
(∂µBρν)
)
= 12
(−eˆ−µ
b¯
eˆ− ν
d¯
(∂µe+a ν) + eˆ
−µ
b¯
e−
d¯ ν
(∂µeˆ+ νa ) + eˆ+ νa eˆ
−µ
b¯
eˆ− ρ
d¯
(∂µBρν)
)
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η(EˆN
d¯
∂N Eˆa, Eˆb¯) =
1
2
(−eˆ−µ
d¯
(∂µeˆ+ νa )e−b¯ ν + eˆ
−µ
d¯
(∂µe+a ν)eˆ− νb¯ + eˆ
−µ
d¯
eˆ+ ρa eˆ
− ν
b¯
(∂µBρν)
)
= 12
(
((((
((((−eˆ−µ
d¯
(∂µeˆ+ νa )e−b¯ ν + eˆ
−µ
d¯
(∂µgρν)eˆ+ ρa eˆ− νb¯ +


eˆ−µ
d¯
(∂µeˆ+ νa )e−b¯ ν+
+ eˆ−µ
d¯
eˆ+ ρa eˆ
− ν
b¯
(∂µBρν)
)
Adding these three terms together we get:
3η(EˆN[a ∂|N |Eˆb¯, Eˆd¯) =
= 12
(−2eˆ+µa (∂µeˆ− νb¯ )e−d¯ ν − eˆ+µa (∂µgνρ)eˆ− ρb¯ eˆ− νd¯ − eˆ−µb¯ eˆ− νd¯ (∂µe+a ν) + eˆ−µb¯ (∂µeˆ+ νa ))e−d¯ ν
+ eˆ−µ
d¯
(∂µgρν)eˆ+ ρa eˆ− νb¯ + (∂µBρν + ∂ρBνµ + ∂νBµρ)eˆ
+µ
a eˆ
− ρ
b¯
eˆ− ν
d¯
)
=
= 12
(−2eˆ+µa (∂µeˆ− νb¯ )e−d¯ ν − eˆ+µa (∂µgνρ)eˆ− ρb¯ eˆ− νd¯ − eˆ−µb¯ eˆ− νd¯ (∂µgνρ)eˆ+ ρa
−



eˆ−µ
b¯
e−
d¯ ν
(∂µeˆ+ νa ) +


eˆ−µ
b¯
(∂µeˆ+ νa )e−d¯ ν + eˆ
−µ
d¯
(∂µgρν)eˆ+ ρa eˆ− νb¯ +Hab¯d¯
)
=
= 12
(−2eˆ+ ρa (∂ρeˆ− νb¯ )e−d¯ ν − 2(eˆ+ ρa eˆ−µb¯ eˆ−βd¯ gβα)gαν2 (∂µgρν + ∂ρgνµ − ∂νgµρ)+Hab¯d¯) =
= −eˆ+ ρa
(
(∂ρeˆ− νb¯ ) + eˆ
−µ
b¯
Γνµρ
)
e−
d¯ ν
+ Hab¯d¯2
but, recalling equation 2.1525 we find:
−Ωad¯b¯ = 3η(EˆN[a ∂|N |Eˆb¯, Eˆd¯]) = −eˆ+ ρa (ω−c¯ρ b¯ eˆ− νc¯ )e−d¯ ν +
1
2Hab¯d¯ = −ω
−
ad¯b¯
+ 12Hab¯d¯
and therefore:
Ωad¯b¯ = ω−ad¯b¯ +
1
2Had¯b¯ (2.24)
The other case is calculated in an analogous manner, but for matter of space
we will omit the calculation and will only quote the result:
Ωa¯db = ω+a¯db −
1
2Ha¯db (2.25)
From this calculation we have found that the generalised Levi-Civita connec-
tion exists and that it depends on both the ordinary Levi-Civita connection
(and therefore on the ordinary metric) and the three-form field strength
H = dB. Even if this connection exists, it is not uniquely defined. In par-
ticular only the mixed index components of the generalised Levi-Civita spin-
connection are uniquely defined, whilst the same-index components are only
defined up to an arbitrary three-tensor, say A±, i.e. one for each subbundle
C±, that satisfies A+[abd] = 0 = A−[a¯b¯d¯] and A
+
abd = −A+adb and A−a¯b¯d¯ = −A−a¯d¯b¯,
where the first condition derives from the torsionless requirement and the
second one from the metric-compatibility.
25ω bµ aeˆ
ρ
b = ∂µ(eˆρa) + eˆνaΓρµν
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2.3.3 NSNS Sector and Generalised Curvature
Until now, we have included in the generalised geometric description only the
metric g and the B-field. Nevertheless, we had previously stated that the
generalised geometric approach is able to describe the whole NSNS bosonic
sector of the Type II supergravity theories. We would then like to introduce
the dilaton in our discussion and see how the results we have found so far
are modified by its presence.
In order to add the dilaton we need to introduce an extra degree of freedom
in the structure group.26 This is achieved by considering a weighted version
of the generalised vector bundle: E 7→ E˜ := det(T ∗M) ⊗ E. Note that this
extended generalised vector bundle has the same dimension as the previous
one. The difference is that it has a natural principal bundle structure with
fibre O(d, d) × R+. One can indeed restrict its frame bundle to the bundle
of conformal frames, i.e. {EˆA} such that:
η(EˆA, EˆB) = Φ2ηAB
for some frame-dependent conformal factor Φ ∈ det(T ∗M), so that changes
of basis that preserve the natural metric up to an overall positive factor are
now allowed. Tensors of E˜, that now are representations of O(d, d)×R+, are
tensors of E with definite weight (say p) under R+:
E⊗n(p) = (det(T ∗M))p ⊗ E . . .⊗ E
In this context it is clear that a choice of splitting for E, i.e. a choice of B =
{B(i)} well patched, defines an isomorphism E˜ ≈ det(T ∗M)⊗ (TM ⊕T ∗M).
Note that now generalised orthonormal frames are defined by requiring them
to diagonalise both η and G up to an overall frame dependent conformal
factor Φ ∈ det(T ∗M), i.e. EˆMA ηMN EˆNB = Φ2 ηAB and EˆMA GMN EˆNB = Φ2GAB.
This clearly defines an (O(p, q) × O(q, p)) × R+ structure and is solved by
simply rescaling by Φ the frames found in proposition 2.3.1. It is also clear
how we can get an O(p, q) × O(q, p) structure from this: it is sufficient to
impose to Φ to be a fixed density. We can then see that an O(p, q)×O(q, p)-
structure for E˜ defines not only a splitting of E, and so an isomorphism
E˜ ≈ det(T ∗M) ⊗ (TM ⊕ T ∗M), but also a choice of Φ, and therefore an
isomorphism E˜ ≈ E ⇒ E˜ ≈ TM ⊕ T ∗M . We can write the fixed conformal
factor Φ as Φ =: e−2φ
√−detg, because √−detg can be viewed as a global
basis of det(T ∗M) (since it transforms as a tensor density of weight w = −1)
and e−2φ as the coefficient of the section of det(T ∗M) in this basis.
To summarise we have seen how an O(d, p)×O(p, d) structure determines an
26We will follow here quite closely the discussion in [CoStWa2011]
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isomorphism between E˜ and TM ⊕T ∗M , and therefore a choice of B and φ;
we can represent this structure as the triple (η,G,Φ), with G the generalised
metric and Φ the chosen det(T ∗M)-density.
Let us try to understand what the differences between E˜ and E in the con-
struction of a generalised Levi-Civita connection are. We start again with
a (conformally) orthonormal frame {EˆA} for E˜ and define the generalised
spin connection as follows: DM EˆA := Ω BM AEˆB. For what concerns the met-
ric compatibility, we need to consider that the O(d, p)×O(p, d)-structure is
specified by the triple (η,G,Φ). It is then natural to require
Dη = DG = DΦ = 0
If we consider again equations 2.20 and 2.21, we see that we cannot use any
more the fact that η(EˆA, EˆB) and G(EˆA, EˆB) are constant to set their covari-
ant derivative to zero, because now we have an extra Φ2 factor: η(EˆA, EˆB) =
Φ2 ηAB and G(EˆA, EˆB) = Φ2GAB. Nevertheless, the additional condition
DΦ = 0 we have previously imposed keeps the value of their covariant
derivative equal to zero, and thus the old results on Ω BM A remain valid:
Ω bM a¯ = 0 = Ω b¯M a and ΩMab = −ΩMba, ΩMa¯b¯ = −ΩMb¯a¯.27 Next, let us con-
sider the torsionless condition. We first need to recall that tensors of E˜ are
tensors of E with definite weight, say p, under det(T ∗M). Recall that the
action of the ordinary Lie derivative on weighted vector fields and one-forms
is:
Lvwµ = vν∂νwµ − wν∂νvµ + p(∂νvν)wµ
Lvλµ = vν∂νλµ + (∂µvν)λν + p(∂νvν)λµ
where v ∈ Γ(TM), w ∈ Γ
((
det(T ∗M)
)p ⊗ TM) and λ ∈ Γ((det(T ∗M))p ⊗
T ∗M
)
. We can then see how the covariant expression of the Dorfman
derivative is modified. From its definition: LXY = Lvw + Lvλ − iw(dµ),
if X = v + µ ∈ Γ(E) and Y = w + λ ∈ Γ
((
det(T ∗M)
)p ⊗ E), we can see
that the two new terms combine into:
p(∂νvν)wµ + p(∂νvν)λµ = p(∂νvν)(wµ + λµ) = p(∂NXN)Y M
This implies that the general covariant form of the generalised Lie derivative
on E˜, for generalised vectors of weight p, is:
(LXY )M = XN∂NY M + (∂MXN − ∂NXM)YN + p(∂NXN)Y M (2.26)
27This should not come as a surprise: imposing metric compatibility with an O(p, q)×
O(q, p), p+ q = d, structure implies that its connection one forms are infinitesimal gener-
ators of this group.
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We are now ready to express the torsionless condition in the context of the
extended generalised tangent bundle E˜. From equation 2.26 we can see that
to determine completely the generalised Lie derivative it is sufficient to use
generators for E in the first component and generators for E˜ in the second
one. More concretely if {EˆA} is now a conformally orthonormal frame for
the O(p, q)×O(q, p)-structure, then every EˆA is a section of det(T ∗M)⊗E,
whilst {Φ−1 EˆA} are sections of E and are orthonormal frames that can be
chosen to be the ones of proposition 2.3.1. Then, to completely determine the
Dorfman derivative we can just calculate the expressions LΦ−1 EˆAEˆB, ∀A,B.
Thus, the torsionless condition is:
LDΦ−1 EˆAEˆB = LΦ−1 EˆAEˆB ∀A,B
⇔ η(LDΦ−1 EˆAEˆB, EˆC) = η(LΦ−1 EˆAEˆB, EˆC) ∀A,B,C
⇔ η(LDΦ−1 EˆAEˆB,Φ
−1 EˆC) = η(LΦ−1 EˆAEˆB,Φ
−1 EˆC) ∀A,B,C
(2.27)
Let us explicitly calculate these expressions.
LΦ−1 EˆAEˆB = (LΦ−1 EˆAΦ)Φ
−1 EˆB + Φ(LΦ−1 EˆAΦ
−1 EˆB)
=
(
(Φ−1 EˆA)N∂NΦ + (∂N (Φ−1 EˆA)N )Φ
)
Φ−1 EˆB + ΦLΦ−1 EˆAΦ
−1 EˆB
= (∂N EˆNA )Φ−1 EˆB + ΦLΦ−1 EˆAΦ
−1 EˆB
So η(LΦ−1 EˆAEˆB,Φ
−1 EˆC) = (∂N EˆNA )ηBC+Φη(LΦ−1 EˆAΦ
−1 EˆB,Φ−1 EˆC). Note
that the last term in this equation is exactly the same term we calculated
in the previous subsection (times Φ) because the old frames of E take now
the new formal expression: {EˆA} 7→ {Φ−1 EˆA}. For the other term, recalling
that DΦ = 0 (and that p = 1 for EˆB), we have instead:
LDΦ−1 EˆA
EˆMB =
= (Φ−1 EˆA)NDN EˆMB +
(
DM (Φ−1 EˆA)N −DN (Φ−1 EˆA)M
)
EBN +DN (Φ−1 EˆNA )EˆMB
= Φ−1
(
EˆNA Ω PN BEˆMP + (ΩMPAEˆNP − ΩNPAEˆMP )EBN + Ω PN AEˆNP EˆMB
)
So we get
η(LDΦ−1 EˆAEˆB,Φ
−1 EˆC) =
= EˆNA Ω PN BηPC + EˆMC Ω PM AηPB − EˆNB Ω PN AηPC + EˆNP Ω PN AηBC
= Φ
(
3Ω[ACB] + Ω PP AηBC
)
where we used the fact that to pass from a frame index A to a coordinate
index M we use the orthonormal frame of E {Φ−1 EˆA}, and that ΩMAB =
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−ΩMBA because of the compatibility with η and Φ. We have eventually
obtained that the torsionless condition is now equivalent to:
3Ω[ACB] + Ω PP AηBC = η(LΦ−1 EˆAΦ
−1 EˆB,Φ−1 EˆC) + Φ−1 (∂N EˆNA )ηBC
= 3(Φ−1 EˆN[B)(∂|N |(Φ−1 EˆMC ))(Φ−1EA]M) + Φ−1 (∂N EˆNA )ηBC
(2.28)
Since the two terms on each side of equation 2.28 have different properties
of symmetry, we can split this in two separate equations:
3Ω[ACB] = 3(Φ−1 EˆN[B)(∂|N |(Φ−1 EˆMC ))(Φ−1EA]M) ∀A,B,C (2.29)
Ω PP AηBC = Φ−1 (∂N EˆNA )ηBC ∀A,B,C (2.30)
Equation 2.29 is the one we solved in the previous subsection. Equation 2.30
is instead a completely new condition. It implies that Ω DD A = Φ−1 ∂N EˆNA , ∀A.
Recalling the metric compatibility constraints, we have that it is equiva-
lent to the two following equations: Ω dd a = Φ−1 ∂N Eˆ+Na ,∀ a and Ω d¯d¯ a¯ =
Φ−1 ∂N Eˆ−Na¯ ,∀ a¯. The vector component of Eˆ+Na is e−2φ
√−detg eˆ+µa = Φ eˆ+µa
and similarly for Eˆ−Na¯ . We have therefore:
Ω dd a = Φ−1 ∂N Eˆ+Na = Φ−1 ∂µ(e−2φ
√
−detg eˆ+µa )
= −2Φ−1 (∂µφ)e−2φ
√
−detg eˆ+µa + Φ−1 e−2φ∂µ(
√
−detg eˆ+µa )
= Φ−1
√
−detg e−2φ(−2(eˆ+µa ∂µφ) +∇µeˆ+µa )
= −2eˆ+µa (∂µφ) + ω dµ aeˆ+µd
= ω dd a − 2∂aφ
(2.31)
and similarly Ω d¯
d¯ b¯
= ω d¯
d¯ b¯
− 2∂b¯φ. We can now write the most general
generalised Levi-Civita spin-connection on E˜. We note that these two last
conditions are on the components with non-mixed indices of the Ωs, com-
ponents that were left partially undetermined by the conditions found in
subsection 2.3.2. These new conditions concern the contraction of the first
two indices and are therefore completely independent of the ones we had
previously found. To include them in the expression of the Ωs we need to
remember that metric compatibility implies antisymmetry on the last two
indices. We can then write: Ωabc − Ω[abc] = −29 (ηab∂cφ − ηac∂bφ), where the
constant in front of the parentheses is such that the contraction with ηab
yields the result in 2.31. We can now summarise the results of this and the
last subsection in the following:
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Theorem 2.3.2. Let E˜ = det(T ∗M)⊗E be the weighted generalised tangent
bundle and let (η,G,Φ) be an O(p, q) × O(q, p), p + q = d, structure on
it. A generalised torsion free, metric compatible connection D on E˜ always
exists, but it is not uniquely defined. Its expression in terms of a conformally-
orthonormal frame {EˆA} = {Eˆ+a } ∪ {Eˆ−a¯ } can be written as:
Dav
b
+ = ∇avb+ − 16H ba cvc+ − 29(δ ba ∂cφ− ηac∂bφ)vc+ + A+ba cvc+
Da¯v
b
+ = ∇a¯vb+ − 12H ba¯ cvc+
Dav
b¯
− = ∇avb¯− + 12H b¯a c¯vc¯−
Da¯v
b¯
− = ∇a¯vb¯− + 16H b¯a¯ c¯vc¯− − 29(δ b¯a¯ ∂c¯φ− ηa¯c¯∂ b¯φ)vc¯− + A−b¯a¯ c¯vc¯−
where A± are arbitrary tensors that satisfy: A+[abc] = 0 = A−[a¯b¯c¯], A
+
abc = −A+acb,
A−
a¯b¯c¯
= −A−
a¯c¯b¯
and A+aa b = 0 = A−a¯a¯ b¯.
Remark 5. Note that the conditions on A± correspond to the constraints on
the non-mixed indices components of Ω BA C .
Now that we have found the expression for the generalised Levi-Civita
connection, it is natural to ask ourselves whether we can build a gener-
alised analogous of the Riemann tensor and, more in general, of other cur-
vature tensors from it. The analogous of the Riemann tensor would be (see
[CoStWa2011]):
R(X, Y, Z) := [DX , DY ]Z −DJX,Y KZ
where J , K is the Courant bracket. One of the problems of this quantity is
that it is not tensorial. Indeed:
R(fX, gY, hZ) := fgh([DX , DY ]Z −DJX,Y KZ)− 12hη(X, Y )D(f dg−g df)Z
and this shows that R is not tensorial unless its first two arguments are
restricted to two η-orthogonal subspaces. For example R ∈ ((C± ⊗ C∓) ⊗
o(d, d)) is a tensor. Nevertheless, according to theorem 2.3.2, the tensorial
properties of R are not its only problem: since the generalised Levi-Civita
connection is not unique, R is not unique either.28 Since the uniqueness is
essential for a physical theory to be developed, we will restrict ourselves to the
use of only the unique operators that can be constructed from the generalised
28Note that this lack of uniqueness may also be related to the geometrical meaning of
the generalised curvature: while the ordinary Riemann tensor encodes the failure of the
parallel transport along an infinitesimal loop to be the identity map, it is not clear yet
how the generalised Riemann operator should be interpreted.
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Levi-Civita connection. The first set of such operators is composed of the
ones involving mixed-indices and contractions of the non-mixed indices, i.e.:
Da¯v
b
+ = ∇a¯vb+ − 12H ba¯ cvc+
Dav
b¯
− = ∇avb¯− + 12H b¯a c¯vc¯−
Dav
a
+ = ∇ava+ − 2(∂aφ)va+
Da¯v
a¯
− = ∇a¯va¯− − 2(∂a¯φ)va¯−
There are actually more operators than these. In appendix B it is explained
how to introduce Spin(d, d) spinor representations in E:29 the Clifford alge-
bra associated with η, i.e. {ΓA,ΓB} = 2ηAB, can be realised on each patch
U(i) of the open covering {U(i)} of M by identifying spinors with weighted
sums of forms Ψ(i) ∈ Γ((detT ∗U(i))−12 ⊗ Λ·T ∗U(i)) with the Clifford action:
XAΓAΨ(i) = iv(i)Ψ(i) + λ(i) ∧Ψ(i) forX = v + λ ∈ Γ(E|U(i))
where the patching works as follows: Ψ(i) = edΛij ∧ Ψ(i).30 This means that
Ψ(B) := e−B(i) ∧Ψ(i) is a well defined spinor of E. Note that, as explained in
the appendix, the chiral spinors are associated with two Spin(d, d) spinor
bundles S±(E) that are isomorphic, when a splitting of E is chosen, to
weighted sums of even or odd forms: S±(E) ≈ (detT ∗M)−12 ⊗Λeven/oddT ∗M .
Finally we could also extend these spinors to spinors of E˜ by considering
spinor representations of Spin(d, d)× R+, that are weighted spinors of defi-
nite weight p.
Now, the O(p, q)×O(q, p)-structure, i.e. the decomposition of E = C+⊕C−,
allows for the introduction of Spin(p, q) spinors. These are associated with
the spinor bundles S(C±) associated with the C± subbundles. Let γa, γa¯ the
corresponding gamma matrices and ± ∈ Γ(S(C±)). We then have that, by
definition, a generalised connection acts as:
DM
+ = ∂M+ + 14Ω abM γab+ (2.32)
DM
− = ∂M− + 14Ω a¯b¯M γa¯b¯− (2.33)
Then, according to what we stated before, there are four more uniquely
determined operators:
Da¯
+ = ∂a¯+ + 14(ωa¯bc − 12Ha¯bc)γbc+ = (∇a¯ − 18Ha¯bcγbc)+ (2.34)
Da
− = ∂a− + 14(ωab¯c¯ + 12Hab¯c¯)γ b¯c¯− = (∇a + 18Hab¯c¯γ b¯c¯)− (2.35)
29But the present argument is taken from [CoStWa2011]
30To understand why the patching works in this manner see, for instance, Example 2.10
in [Gu2004].
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and
γaDa
+ = γa
(
∂a + 14Ω bca γbc
)
+
= γa
(
∂a + 14(ω bca − 16H bca − 29(ηab∂c − δca∂b)φ+ A+bca )γbc
)
+
=
(
γa∇a − 124γ[aγbc]Habc − 236(γb∂c − γc∂b)φγbc + γaγbcA+abc
)
+
=
(
γa∇a − 124γabcHabc − 19γb∂cφ 12(γbγc − γcγb)+
+ (γabc + ηabγc − ηacγb)A+abc
)
+
|γb 12 (γbγc−γcγb)=γbγbγc−γbηbc=9γc
=
(
γa∇a − 124γabcHabc − γc∂cφ+ γabcA+[abc] + A+aa cγc + ηacγbA+acb
)
+
=
(
γa∇a − 124γabcHabc − γc∂cφ
)
+
(2.36)
and with the same calculation:
γa¯Da¯
− =
(
γa¯∇a¯ + 124γa¯b¯c¯Ha¯b¯c¯ − γ c¯∂c¯φ
)
− (2.37)
These are all the possible uniquely defined operators. From them we can try
to build four possible Ricci tensors:
Rab¯v
a
+ := [Da, Db¯]va+
Ra¯bv
a¯
− := [Da¯, Db]va¯−
1
2Rab¯γ
a+ := [γaDa, Db¯]+
1
2Ra¯bγ
a¯− := [γa¯Da¯, Db]−
What turns out is that all these four equations actually define the same
object. We cannot take any contraction of the generalised Ricci tensor. The
Ricci scalar can nevertheless be defined in one of the following (equivalent)
manners:
− 14S
+ := (γaDaγbDb −Da¯Da¯)+
− 14S
− := (γa¯Da¯γ b¯Db¯ −DaDa)−
The fact that the generalised Ricci tensor and scalar are actually a tensor
and a scalar can be seen by giving to them an explicit expression. In the
gauge where eˆ+a ≡ eˆ−a¯ these can be found to be (see [CoStWa2011]):
Rab = Rab− 14HacdH cdb + 2∇a∇bφ+ 12e2φ∇c(e−2φHcab)
S = R+ 4∇2φ− 4(∂φ)2− 112H2
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From the second expression it is now clear that we can express the bosonic
pseudo-action 2.6 as:
SB =
1
2κ2
∫ (
ΦS − √−detg4
∑
n
1
n!(FBn )2
)
(2.38)
This finally shows what we promised at the beginning of the chapter. To con-
clude, we would like to make some final considerations. We see that without
considering the extension E˜ of the generalised tangent bundle, and there-
fore including also the dilaton in our discussion, we could not have obtained
all the uniquely defined operators needed to construct the Ricci tensor and
scalar. This is another striking feature of the generalised geometry descrip-
tion: in order for the geometrisation of the NSNS sector to be successful, we
have to take into account the whole NSNS field content inside the geometric
construction.
In this chapter we described the geometrisation of the NSNS sector. We
introduced both a Ricci tensor and a Ricci scalar, whilst we have only used
the second one. It can be shown that the Ricci tensor arises in the equations
of motion obtained from the variation of the pseudo-action.
It is even possible a generalised covariant rewriting of the RR and fermionic
sectors and a reformulation of all the equations of motions and supersymme-
try variations in an explicit O(9, 1)× O(1, 9) covariant manner. These were
not covered in the project and will take us too much space to be explained
here. For a matter of completeness we will however disscuss very briefly how
one can rewrite the RR term in the action via generalised geometry. Recall
from the end of subsection 2.2.2 that the sum of the democratic RR field
strengths can be treated collectively in the formalism of generalised geome-
try as a section of the chiral spin representation of Spin(d, d), F ∈ Γ(S±1
2
)31.
Now, an O(p, q) × O(q, p) structure (with p + q = d) provides two addi-
tional chirality operators (see [CoStWa2011] and references therein) Γ(±) on
Spin(d, d)× R+ spinors which one can define as:
Γ(+) = 1
d!
a1···adΓa1···ad Γ(−) =
1
d!
a¯1···a¯dΓa¯1···a¯d
In the conformally orthonormal frame the Clifford action takes the form:
Γa · ψ(B) = ieˆ+a ψ(B) + e+a ∧ ψ(B) Γa¯ · ψ(B) = ieˆ+a¯ ψ
(B) − e+a¯ ∧ ψ(B)
31One can actually straightforwardly take in consideration the weighted extension of
E, E˜, and consider the Spin(d, d) × R+ (chiral) spinors of weight p, i.e. sections of
S±(p) = (detT ∗M)p ⊗ S±(E).
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What is important for us is that, evaluated on the weighted n-form compo-
nents of ψ, they become:
Γ(+)ψ(B)(n) = (−1)[n/2] ∗ ψ(B)(n) Γ(−)ψ(B)(n) = (−1)(d)(−1)[(n+1)/2] ∗ ψ(B)(n)
Recalling the form of the Mukai pairing given at the end of section 2.2.2 we
can finally state that the bosonic (pseudo-)action in the democratic formalism
can be written in terms of generalised geometrical objects as follows:
SB =
1
2κ2
∫ (
ΦS + 14
〈
F,Γ(−)F
〉)
(2.39)
Moreover, the self-duality conditions satisfied by the RR field strengths F ∈
Γ(S±1
2
) become a chirality condition under the operator Γ(−): Γ(−)F = −F .
The interested reader can look up further details in the main references
[CoStWa2011, CoStWa2012]. Finally, for a further reading about the gener-
alised curvature operators one can for instance read [HoZw2012], where they
are dealt in the very similar framework of ‘double field theory’.
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Chapter 3
Consistent Truncation
Like we mentioned in the introduction, it is known that consistency of the
superstring theory on the worldsheet, and in particular the requirement of
the absence of the conformal anomaly, requires having d = 10 space-time di-
mensions. There are only five string theories in 10-dimensions and all these
theories have been proven to be related to an 11-dimensional theory, called
‘M-theory’, by ‘dualities’. If we look at the supergravity theories as low-
energy limits of string theories, their formulations in d = 10 and d = 11
acquire then a particular relevance. It is clear that, if these theories are re-
ally meant to describe our real world, it has to be possible to obtain from
them a realistic effective theory in four dimensions. We need, therefore, to
find a way to perform a sort of ‘dimensional reduction’.
The idea that extra dimensions could be used to construct a unified the-
ory of the fundamental interactions is not new and goes back to the times
of Kaluza and Klein [Ka21Kl26]. In their works, they try to argue that
electromagnetism and gravity together could be viewed as the effective four-
dimensional theory of a five-dimensional pure gravitational theory. To obtain
the effective theory in four dimensions they compactified the fifth dimension
on a circle, and then sent its radius to zero.
Let us consider for a while this S1-compactification. We can write the space-
time coordinates as: xM = (xµ, x4), with µ = 0, ..., 3 and where x4 is iden-
tified with x4 + 2piR0. Since x4 is periodic, we can expand a generic scalar
field Φ(xM) in a Fourier series:
Φ(xM) =
∑
n∈Z
φn(xµ)ein
x4
R0
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Plugging this expression into the the Klein-Gordon equation for Φ, 5Φ =
M2Φ, we obtain:
4φn − n2R20φn = M
2φn ⇔ 4φn =
(
M2 + n2
R20
)
︸ ︷︷ ︸
m2n
φn (3.1)
This means that from a single scalar Φ in five dimensions we have obtained
an infinite ‘tower’ of Kaluza-Klein (K-K) fields φn in four dimensions with
masses m2n. In particular, from a massless scalar field in d = 5, i.e. with
M = 0, we obtain another massless scalar (m0 = 0) in four dimensions
together with an infinite number of other fields, with masses mn = nR0 . If we
now take the radius R0 to be very small, we can neglect the massive modes
and keep only the massless one. Note that the fact of retaining only the
massless mode means that we are ‘truncating’ the field content of the full
theory to a subset of it. Moreover, since from a massless scalar field Φ(xM) in
five dimensions we only get a massless scalar field in four dimensions φ0(xµ),
it is reasonable to state that the procedure of compactifying on a circle and
then taking the small radius limit effectively corresponds to eliminating from
the field(s) the dependence from the compactified coordinate. In sight of this,
we can also see what happens to the metric. Consider a set of (dual) frames
in five dimensions {eAN(xM)}. Because of the local Lorentz invariance, it is
possible to choose the following triangular parametrisation of the vielbeins
[ScSc1979]
eAM(xν) =
(
eaµ Aµ(xν)exp(σ(xν))
0 exp(σ(xν))
)
(3.2)
This implies that the five-dimensional metric can be written as:
ds2 = (gµν + exp(2σ)AµAν)dxµdxν + 2exp(2σ)Aµdxµdx4 + exp(2σ)dx4dx4
= gµνdxµdxν + exp(2σ)(dx4 + Aµdxµ)2
The five-dimensional diffeomorphism invariance now reduces to four-dimensio-
nal diffeomorphism invariance plus the following gauge transformation: x4 7→ x4 − λ(xµ)Aµ 7→ Aµ + ∂µλ
If one also calculates how the action is transformed assuming the indepen-
dence of the fields from the compact dimension, one can easily find that there
are no obstructions to this procedure and that the resulting four-dimensional
theory contains the gravitational, gauge boson and scalar kinetic terms plus a
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scalar dependent potential. Moreover, the resulting theory possesses a U(1)-
gauge invariance. This process can easily be extended to the case in which k
dimensions out of d + k are compactified in a similar way. This means that
the compactification now takes place on a k-dimensional torus Tk. Looking
at the complete metric GMN , we see that now we get a d-dimensional metric
Gµν , k vectors Gµi = Aiµ, i = 1, ..., k, and k(k+1)2 scalars Gij; the gauge group
will now be the abelian U(1)k.
From the toroidal dimensional reduction, we can understand some general
phenomena typical of dimensional reductions. The first thing is that one usu-
ally truncates some degrees of freedom. For example, in the Kaluza-Klein
theory the massive modes were eliminated taking the small radius limit. The
second thing is that, in general, dimensional reductions give rise to gauge
theories in the lower dimensions. The gauge group of the lower dimensional
theory is related to the isometry group of the compactified manifold; for
example in the toroidal case we had Tk ≈ U(1)k. Finally, the process of
a compactification followed by a truncation can usually be encoded in the
restriction of the dependence of the fields on the compactified dimensions.
For instance, in the K-K theory the dimensional reduction corresponded to
eliminating this dependence from the fields.
We have said that a dimensional reduction is usually performed together
with a truncation of the degrees of freedom of the theory. This means that
the reduced theory is now different from the original one. We can then ask
ourselves a natural question: when is a solution of the truncated system a
solution of the full dimensional theory? If the solutions of the truncated
system are also solutions of the complete theory we say that the truncation
is consistent. To clarify the problem we can make an easy example. Let us
consider a theory described by the following Lagrangian density:
L = 12(∂φ)
2 + 12(∂λ)
2 − λφ2 (3.3)
The Euler-Lagrange (E-L) equations of motion are easily found to be: ∂2φ = −2λφ∂2λ = −φ2
If we now set λ ≡ 0 the Lagrangian reduces to L = 12(∂φ)2, with E-L equation
∂2φ = 0, whilst the former equations of motion become ∂2φ = 0 and φ2 = 0;
the truncation is then inconsistent unless φ ≡ 0 as well. On the other hand if
we instead set φ ≡ 0 we now get L = 12(∂λ)2. The equations of motion of the
truncated Lagrangian are the same equations that one would have obtained
if he had set φ ≡ 0 in the non-truncated E-L equations, i.e. ∂2λ = 0. Thus
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truncating φ is consistent, whilst truncating λ is inconsistent.
Now that we have understood the problem, let us go back to the question
of when it is possible to have a consistent truncation. From the point of
view of the restricted dependence of the various fields on the compactified
coordinates {yi}, we can see that this question can be translated to the
following one: when can we factorise the {yi} dependence out from the action
and transformation laws? There is no complete answer to this question yet,
but there is a standard class of cases where this is always possible: (local)
group manifolds. By local group manifolds we mean the quotients of the type:
G/Γ, where G is a Lie group and Γ is a discrete, freely-acting subgroup of
G [CoStWa2012]. Let us suppose that Γ acts on G from the left. The main
reason why the truncation results to be consistent can be identified in the fact
that such a (local) Lie group admits a parallelisation given by the generators
of the right translation, i.e. given by the dimG left-invariant vector fields
{eˆa(y)}. This is a very special kind of parallelisation because these frames
satisfy:
[eˆa(y), eˆb(y)] = f cab eˆc(y)
where [ , ] is the Lie bracket and f cab are the structure constants. Their dual
frames, given by the left-invariant one forms {ea(y)}, satisfy the following
Cartan structure equation: dea = −12f abc (eb ∧ ec)1, where the f abc are still
the structure constants associated with G. Let us consider again the generic
triangular parametrisation of the vielbeins for the total metric GMN of equa-
tion 3.2. In that case we assumed that all the fields were independent of
y. The classical result of Scherk and Schwarz [ScSc1979], instead, says that
it is possible to allow for a y-dependence, as long as this is encoded in the
left-invariant vielbeins:(
ωmµ (x) Aαµ(x)Φiα(x)
0 Φiα(x)
)
7→
7→
(
ωmµ (x) [Aaµ(x)eˆαa (y)][ebα(y)Φib(x)]
0 eaα(y)Φia(x)
)
=:
(
ωmµ (A′)αµ(x, y)(Φ′)iα(x, y)
0 (Φ′)iα(x, y)
)
where ωmµ are the vielbeins for the d-dimensional metric gµν , and where
µ = 1, ..., d and α, β = d+ 1, ..., d+ k are spacetime indices, m = 1, ..., d and
i, a, b = d+ 1, ..., d+ k are tangent space indices.
In practice the Scherk and Schwarz reduction prescribes an ansatz for the
allowed y-dependence. This ansatz requires the space-time indices related to
1Indeed we have:
dea(eˆb, eˆc) = eˆb(ea(eˆc))− eˆc(ea(eˆb))− ea([eˆb, eˆc]) = −f dbc δad
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the y-coordinates to be replaced by the corresponding tangent space indices
and then to be contracted with the relative left-invariant vielbeins. Since we
are imposing a restriction on the y-dependence, this also implies a restriction
on the symmetry under general coordinate transformations. Using the pre-
scription on the generators ξM(x, y) of the d+k diffeomorphisms themselves,
we can now identify two different generators: ξµ(x, y) ≡ ξµ(x)ξ˜α(x, y) = eˆαa (y)ξ˜a(x)
If one now computes the resulting algebra he will find that {ξµ(x)} generates
the d-dimensional general coordinates transformations, whilst for the other
generators we have: [ξ˜1(x, y), ξ2(x)]α = eˆαa (y)(−ξ
µ
2 (x)∂µξ˜a1(x)) := eˆαa (y)ξa3(x)
[ξ˜1(x, y), ξ˜2(x, y)] = (ξ˜a1(x)ξ˜b2(x) f cab )eˆαa (y) := eˆαa (y)ξa3(x)
or, in other words, under d-dim diffeomorphisms ξ˜a2 7→ ξ˜a3(x) = −ξµ(x)∂µξa2(x),
i.e. they are scalars, and under the restricted transformations ξ˜a2(x) 7→
ξ˜a3(x) = f abc ξ˜b(x)ξ˜c(x). This fact shows how important the fact that the
f cab are constants is: if they were not constant we could not have factorised
the y dependence out of these transformation laws. In particular, one could
now also calculate the transformation laws of the x-dependent parts of the
fields − e.g., if (A′)αµ(x, y) = eˆαa (y)Aaµ(x), the transformation of Aaµ(x) −
and see that the y dependence actually factors out of everywhere. Moreover
δAaµ(x) ∼ ∂µξ˜a(x) + fabcξ˜b(x)Acµ(x), i.e. the Aaµ(x) are now gauge potentials
for the gauge group G. Finally the action (see equation (38) in [ScSc1979]),
that results to be just the non abelian generalisation of the action of the
traditional toroidal reduction plus a potential term, is, up to an factor, y-
independent. This fact happens exactly because the f cab are constants. Re-
quiring the invariance of the action under ξ˜α(x, y) transformations can be
shown to be equivalent to ∂α[eˆαadet(e)] = 0. This, in turn, can be translated
into the ‘unimodularity’ condition on the structure constants: f bab = 0.2
We have given the idea of how, in the Scherk-Schwarz reduction, the y-
dependence factors out of the action and transformation laws. This clearly
shows that this truncation is consistent. Moreover, the ordinary Scherk-
Schwarz reduction can be easily shown to be valid not only for pure gravity
but also for gravity coupled to other fields [ScSc1979]. In particular, it can be
used for supergravity theories. Finally, we note that we can also set Aaµ ≡ 0
2Note that this relation is often satisfied by Lie algebras; one remarkable example is
given by semisimple Lie algebras.
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in the Scherk-Schwarz ansatz for the full-dimensional vielbeins. In that case,
we will obtain a split metric:3
ds2d+k = ds2d + ds2k = gµνdxµdxν + (Φia(x)δijΦ
j
b(x))e
a(y)eb(y)
= gµνdxµdxν + hab(x)ea(y)eb(y)
The matrix hab is the matrix that determines the scalar degrees of freedom
in the truncated theory and is completely determined by the ‘twist’ matrix
Φia(x).
Apart from the ordinary Scherk-Schwarz reduction, only a few other cases are
known to admit a consistent truncation. For example, consistent reductions
on S7 and S4 for 11-dimensional supergravity, S5 for Type IIB and S3 for
the NSNS sector of Type II supergravity, where the resulting gauge group
G can be either SU(2) (from the ordinary Scherk-Schwarz reduction) or
SU(2)×SU(2). The idea of the work [LeStWa2014] is that all these cases can
be described as the generalised geometrical analogue of the Scherk-Schwarz
reduction. Indeed, in each of the previous cases the compactification manifold
is equipped with a global doubly orthonormal generalised frame {EˆA} of a
generalised tangent bundle of the form E ≈ TM ⊕ Λp(T ∗M), with p ∈ Z,
that satisfies the following generalised geometric analogue of the Lie algebra
relations:
LEˆAEˆB = X
C
AB EˆC (3.4)
with constant X CAB and where L indicates the generalised Lie derivative.
Since we know that the Dorfman derivative is generally not antisymmetric,
equation 3.4 does not in general define a Lie algebra, but instead a Leibniz
(or Loday) algebra. Such a parallelisation of E will be called from now on:
‘generalised Leibniz parallelisation’4. Since the {EˆA} are globally defined,
the generalised tangent bundle is trivial. It admits, therefore, a trivial spinor
bundle (see appendix B) and also globally defined spinors. This suggests that
these ‘generalised Scherk-Schwarz’ reductions preserve the number of super-
symmetries. These ideas inspired the following conjecture [LeStWa2014]:
Conjecture 3.0.1. Let be EˆA be a global generalised frame for the generalised
tangent bundle E of a manifold M that generates a Leibniz algebra accordingly
to equation 3.4. Then, there is a consistent truncation on M preserving the
same number of supersymmetries of the original theory. Moreover, the scalars
of the theory are encoded by: (Φ′)IM(x, y) = ΦIB(x)EBM(y).
3Note that these terms are also present in the general case. We set Aaµ ≡ 0 just for
simplicity.
4See also definition 3.1.
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In what follows we will only be concerned with E ≈ TM ⊕ T ∗M . We
will first show that the SU(2) × SU(2) gauging of an S3 compactification
comes from a generalised Scherk-Schwarz reduction. We will then discuss
some general properties of the generalised Leibniz parallelisations and re-
derive with our formalism the known result that on any (compact) Lie group
G we can produce a G × G gauging. We will then focus on the generalised
Leibniz parallelisation of S2 × S1, found by De Felice [De2014], and show
that this actually derives from a particular Inonu-Wigner contraction of the
S3 case. Finally, in the next chapter, we will try to explore the possibility of
other ‘particular’ Inonu-Wigner contractions for general Lie groups, with the
hope that this will eventually lead us to new examples of generalised Leibniz
parallelisations.
3.1 Generalised Leibniz Parallelisation of S3
In this section, we will present one particular case of the result in [LeStWa2014],
which asserts that S3 admits a generalised Leibniz parallelisation on E ≈
TM ⊕ T ∗M . This parallelisation will actually turn out to generate a Lie
algebra. Instead of the su(2) that one would have obtained with the ordi-
nary Scherk-Schwarz reduction, the resulting algebra will be su(2) × su(2).
In this section, many general aspects of generalised Leibniz parallelisations
on E will implicitly come out. In the following sections, we will then try to
better understand how this example fits in with the bigger picture and how
it can be possibly extended.
In order to find a generalised Leibniz parallelisation, we need to find a
global generalised frame {EˆA} for E that satisfies equation 3.4, i.e.: LEˆAEˆB =
X CAB EˆC , with constant X CAB . We recall from section 1.3 that the isomor-
phism between E and TM ⊕ T ∗M depends on a choice of a collection of
well patched two forms B = {B(i)}, where each B(i) is defined on the patch
U(i) of an open covering {U(i)} of M . Therefore, once the choice of B is
made, a general section X of E is represented, through the isomorphism
onto TM ⊕ T ∗M , by X = v + λ + ivB, with v ∈ Γ(TM), λ ∈ Γ(T ∗M).
Now, let us again consider equation 3.4. Once the isomorphism between E
and TM ⊕ T ∗M is taken into account, the generalised Lie derivative can be
expressed as: (from the proof of proposition 1.1.4):
Lexp(−B)(X˜)exp(−B)(Y˜ ) = exp(−B)
(
[v, w] + Lvµ− iw(dλ)− iviwH
)
X, Y ∈ Γ(E), X˜ = v + λ, Y˜ = w + µ ∈ Γ(TM ⊕ T ∗M)
(3.5)
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It then appears that, if we want equation 3.5 to be satisfied, the choice of
B cannot be arbitrary, but instead it has to be rigorously made in order to
give rise to a well behaved three-form flux H = dB. Consider for a moment
the vector part of equation 3.4. We need to find 2d = 2 · 3 = 6 vectors on
S3 that close into a Lie algebra. This is not a difficult quest: imagine to
immerse S3 in R4. Then the action of the rotation group in four-dimensions,
i.e. G = SO(4), spans the three-sphere. In other words S3 is an orbit of
the action of SO(4) on R4. Since the dimension of G is 4×32 = 6, we can try
to use the generators of this action on S3 as the vector components of our
generalised parallelisation.5 Since we are looking at S3 as the orbit of the
action of SO(4) on R4, it is then natural for us to use neither a parametric, nor
a coordinate description of the manifold, but instead its definition through
Cartesian equations. In particular we will use Cartesian coordinates {y} on
R4 subjected to the constraint: ∑4i=1 yiyi = 1. For the same reason we will
induce on S3 a metric from R4. We want to remark that the choice of the
metric is very important in order to find a generalised Leibniz parallelisation.
The right choice turns out to be the metric induced from the Euclidean one
on R4, that is also equal to the standard round metric on the three-sphere: ds23 = dy21 + dy22 + dy23 + dy24∑
i yiyi = 1
(3.6)
Let us find the generators of the SO(4) action, which is actually given by the
vector representation. Take the vector representation of the Lie algebra so(4).
This is composed of the matrices of components: (vij)ab := (δjaδib − δiaδjb),
i.e. of antisymmetric matrices. The components of the generators of the
SO(4) action on R4 are then given by:
[v#ij (y)]a =
d
dt
[
exp(tvij)
]
ab
yb
∣∣∣
t=0
= [vij]abyb = (δajyi − δaiyj)
We can eventually say that the generators of this action are:
v#ij (y) = (δajyi − δaiyj)∂a = (yi∂j − yj∂i)
From the way we found them, viewing S3 as an SO(4) orbit, it is then clear
that, even if they are expressed in coordinates of R4, these generators are
5Note that this gives an idea of the reason why to produce a generalised parallelisation
of a d-sphere one makes use of a different generalised tangent bundle, namely E′ ≈ TM ⊕
Λd−2(T ∗M), whose dimension is actually d +
(
d
d−2
)
= d + d(d−1)2 =
d(d+1)
2 . In that case
we have that the d-sphere is related to the action of SO(d + 1) on Rd+1, and SO(d + 1)
is d(d+1)2 -dimensional.
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actually vectors of the tangent bundle of S3. To simplify the notation we
will drop from now on the # superscript and will indicate them simply by
vij. We can now show that the metric 3.6 has SO(4) as a group of isometries.
We will do this by showing that these generators are actually killing vectors
for 3.6. Indeed we have: Lvij(g(∂k, ∂l)) = Lvijδkl = 0. Moreover, since
Lvij∂k = δkj∂i − δki∂j, we have:
g(δkj∂i − δki∂j, ∂l) + g(∂k, δlj∂i − δli∂j) = δkjδil − δkiδjl + δkiδlj − δjkδli = 0
thus proving that Lvijg = 0. The group SO(4) is then the isometry group of
S3 and, since its action is clearly transitive, S3 is a Riemannian homogeneous
space (see e.g. [Pe2006]).
The only thing we are still left to specify is the three-form flux H. This will
be chosen to be the following one:
H := 13 i1i2i3i4 y
i1 dyi2 ∧ dyi3 ∧ dyi4
where  is the Levi-Civita tensor. We are now ready to prove the main
statement of this section.
Proposition 3.1.1. The following frame is a generalised Leibniz paralleli-
sation for S3:
Eˆij := vij + σij + ivijB (3.7)
with
vij = (yi∂j − yj∂i) and σij = ?(dyi ∧ dyj) = ijkl yk dyl
where the star indicates the Hodge star operator and  the Levi-Civita tensor.
Proof. Since the frames in 3.7 are labelled by two antisymmetric indices (ij)
that range from 1 to 4, we see that they are 6 in total. Since they are linearly
independent, they form a basis for E. Let us first verify that they are also
globally defined. If vij(y) = (yi∂j − yj∂i) = 0 then yi = yj = 0. If also
σij = ijkl yk dyl = ijkˆlˆ(ykˆ dy lˆ − ykˆ dy lˆ) = 0, where the hat indicates that
the summation convention is not understood any more (recall that we only
have four possible values for the indices), this in turn implies yk = yl = 0.
Therefore Eˆij(y) = 0 if and only if yi = 0∀ i. But this is impossible, since the
constraint on the coordinates imposes: ∑i yiyi = 1. So Eˆij(y) 6= 0∀ y ∈ S3.
Let us now consider the Leibniz algebra relation. The vector part is straight-
forward and can be easily proven to give:
[vij , vkl] = (δjkδmi δnl − δjlδmi δnk − δikδmj δnl + δilδmj δnk )(ym∂n − yn∂m) =: C mnij kl vmn
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where C mnij kl are clearly the so(4) structure constants. We are therefore left
with:
LEˆij Eˆkl = C
mn
ij kl (vmn + ivmnB) +
[(
Lvijσkl︸ ︷︷ ︸
J
+−ivkl(dσij)
)
+ ivklivijH︸ ︷︷ ︸
I
]
Now consider I = ivkl(ivijH − dσij). The first term in the parenthesis is:
ivij (
1
3 i1i2i3i4 y
i1 dyi2 ∧ dyi3 ∧ dyi4) = 13 i1i2i3i4 y
i1(dyi2(vij) ∧ dyi3 ∧ dyi4+
− dyi2 ∧ dyi3(vij) ∧ dyi4 + dyi2 ∧ dyi3 ∧ dyi4(vij))
= 13 i1i2i3i4 y
i1
(
(yiδi2j − yjδi2i )dyi3 ∧ dyi4 − (yiδi3j − yjδi3i )dyi2 ∧ dyi4+
+ (yiδi4j − yjδi4i )dyi2 ∧ dyi3
)
= i1i2i3i4 yi1
(
(yiδi2j − yjδi2i )dyi3 ∧ dyi4
)
= −i2i1i3i4 (yiδi2j − yjδi2i ) yi1 dyi3 ∧ dyi4
= −(yijk1k2k3 − yjik1k2k3) yk1 dyk2 ∧ dyk3
= −(yijk1k2k3 − yjik1k2k3) y[k1 dyk2 ∧ dyk3]
But the total antisymmetrisation of five indices out of four is zero, and so:
0 = 5 y[ijk1k2k3] = (yijk1k2k3 − yjik1k2k3) + yk1ijk2k3 − yk2ijk1k3 + yk3ijk1k2︸ ︷︷ ︸
3y[k1|ij|k2k3]
And hence we get:
ivijH = 3yk1ijk2k3 y[k1 dyk2 ∧ dyk3]
= 3yk1ijk2k3
(1
3
[yk1 dyk2 ∧ dyk3 +((((((
(
yk2 dyk3 ∧ dyk1 +((((((
(
yk3 dyk1 ∧ dyk2︸ ︷︷ ︸
d
∑
i
yiyi=0 ⇒
∑
i
yidyi=0
]
)
= ijk2k3dyk2 ∧ dyk3
The other term in I is therefore equal an opposite to this, since: dσij =
d
(
?(dyi ∧ dyj)
)
= d
(
ijk2k3 y
k2 dyk3
)
= ijk2k3 dyk2 ∧ dyk3 . We have therefore
proven that I = 0. We are now left with J = Lvijσkl. But since the vij are
killing vectors, the Lie derivative commutes with the Hodge star operator:
Lvij ? (dyk ∧ dyl) = ?
(
(Lvijdyk) ∧ dyl + dyk ∧ (Lvijdyl)
)
= ?
(
(dLvijyk) ∧ dyl + dyk ∧ (dLvijyl)
)
= ?
(
(dyiδkj − dyjδki ) ∧ dyl + dyk ∧ (dyiδlj − dyjδli)
)
=
(
δkj σil − δki σjl + δljσki − δliσkj
)
=
(
δkj σil − δki σjl − δljσik + δliσjk
)
=
(
δjkδ
m
i δ
n
l − δikδmj δnl − δjlδmi δnk + δilδmj δnk
)
σmn = C mnij kl σmn
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This proves that
LEˆij Eˆkl = C
mn
ij kl
(
vmn + σmn + ivmnB
)
which is what we wanted.
We have found that these generalised frames generate an so(4) Lie alge-
bra. This is however not enough to assert that they form a Leibniz paral-
lelisation: we also need the double orthonormality condition to be respected.
One can easily check that these generalised vector fields are not doubly or-
thonormal. However if one considers, instead, their self-dual and antiself-dual
combinations: E±ij := Eij + 12ijklEkl, he can find that only six of them are
different from each other. Let us isolate these six generalised vectors:
E±1 = E12 ± E34,
E±2 = E14 ± E23,
E±3 = E42 ± E13
Then it is straightforward to show that they satisfy: [E±a , E±b ] = 2abcE±c
and [E±a , E∓b ] = 0. Moreover η(E±a , E±b ) = ±δab, G(E±a , E±b ) = δab and
G(E±a , E∓b ) = η(E±a , E∓b ) = 0. They are therefore the generalised parallelisa-
tion we were looking for.
This shows, as it is known, that so(4) ≈ so(3)×so(3) = su(2)×su(2). So we
have eventually found the gauging we stated at the beginning of the section.
3.2 General properties of Leibniz parallelisa-
tions on E
Let us start with a clear definition of a Leibniz parallelisation on E.
Definition 3.1. Let be E ≈ TM ⊕ T ∗M the (standard) generalised vector
bundle on the manifold M . A generalised Leibniz parallelisation on E is
a global generalised frame {EˆA} on E that is ‘doubly orthonormal’, in the
sense that:
η(EˆA, EˆB) = ηAB (3.8)
G(EˆA, EˆB) = GAB (3.9)
and that satisfies equation 3.4 with constant X CAB for all A,B.
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We will use here the following generalised metric:
G = 12
(
g −Bg−1B −Bg−1
g−1B g−1
)
(3.10)
which differs from the one in equation 1.20 by a redefinition of: B 7→ −B,
in order to reproduce the isomorphism: φ : E → TM ⊕ T ∗M such that
φ(X) = vX + λX + ivXB.
The generalised Leibniz frame we gave for S3 in section 3.1 generated actu-
ally a Lie algebra. Even if this in not always the case for general generalised
tangent bundles (like the ones that appear in exceptional generalised geom-
etry), for E ≈ TM ⊕ T ∗M this is always true. Indeed from point 1. of
proposition 1.1.4 we have:
LEˆAEˆB + LEˆBEˆA = 2d
(
η(EˆA, EˆB)
)
= 0 (3.11)
This means that X DAB EˆD = LEˆAEˆB = −LEˆBEˆA = X DBA EˆD. Thus con-
tracting with η(EˆC , ) we find antisymmetry in the first two indices: XABC =
−XBAC . Recalling that the Dorfman derivative satisfies the Leibniz rule, we
see that the Leibniz algebra relation reduces on (the standard) E to be a Lie
algebra relation, i.e. the generalised structure constants X CAB can be viewed
as structure constants for a Lie algebra. Moreover, from equation 3.8, the
point 4. of proposition 1.1.4 and equation 3.4, we can write
0 = LEˆAη(EˆB, EˆC) = X
D
AB ηDC + ηBDX DAC = XABC +XACB
This, together with equation 3.11, implies that the X are totally antisym-
metric: XABC ≡ X[ABC]. Let us now consider again equation 3.4 once the
isomorphism between E and TM ⊕T ∗M has been chosen. Then, from equa-
tion 3.5 we can write:6
Lexp(−B)(E˜A)exp(−B)(E˜B) = exp(−B)
(
[vA, vB] + LvAλB − ivB (dλA)− ivAivBH
)
= X CAB (vC + λC + ivCB)
where we have written the frames {EˆA} as {EˆA = exp(−B)E˜A = vA+λA+ivAB}
in light of the isomorphism E ≈ TM ⊕ T ∗M . If we now compare the vector
components of the last equation we find [vA, vB] = X CAB vC . This means
that the vector components of the Leibniz parallelisation generate a Lie al-
gebra with constant structure coefficients; they can therefore be viewed as
generators of an action of a Lie group onM . Moreover, since {EˆA} generates
E, {vA} generates TM . This implies that, locally, the manifold is an orbit of
6Where the hat has been removed from the frames for notational convenience.
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the Lie group action and, therefore, that M is locally a homogeneous space.
It is then reasonable to focus our attention on homogeneous spaces. They
can always be represented as coset spaces of the type: G/H, where both
G,H are Lie groups and where H is a closed subgroup of G. In particular, G
is a group that acts transitively onM and H is the ‘isotropy subgroup’ of the
action of G on M . This means that, at each point in the manifold, there will
be a subgroup of G isomorphic to H whose action is trivial on M . We called
H ‘the’ isotropy subgroup because, if a manifold is connected, one can prove
that if H is the isotropy group at p ∈M then it is also the isotropy group at
every other point in M . We will from now on always assume that our man-
ifold is connected (possibly by restricting ourselves to one of its connected
components).
3.2.1 Double Orthonormality and Generalised Killing
Frames
Double Orthonormality
We now want to solve the constraints given by the equations 3.8 and 3.9
in the case where the metric g on M is Riemannian. Note that this is the
general case used in compactification problems. We have already found a
solution of this problem in proposition 2.3.1. We will however solve this
problem again, by means of a much easier proof, and will also explain some
interesting consequences of the solution in the context of generalised Leibniz
parallelisations.
Let {EˆA = vA + λA + ivAB}7 be a doubly orthonormal frame for E. We can
then see that:
G(EˆA, EˆB) = (vTA, λTA − (BvA)T )
1
2
(
g −Bg−1B −Bg−1
g−1B g−1
)(
vB
λB −BvB
)
= (vTA, λTA + vTAB)
1
2
(
gvB −Bg−1λB
g−1λB
)
= 12
(
vTA g vB + λTA g−1λB
)
and similarly:
η(EˆA, EˆB) = (vTA, λTA − (BvA)T )
1
2
(
0 1
1 0
)(
vB
λB −BvB
)
= (vTA, λTA + vTAB)
1
2
(
λB −BvB
vB
)
= 12
(
vTAλB + λTAvB
)
7Recall that the inner product makes use of the contraction with the first covariant
component of B, whilst the product of a matrix with a vector from the right makes use
of the second component. Therefore, we have ivB ≡ −Bv.
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Let us now take into account the isomorphism between TM and T ∗M in-
duced by g. We can then write: λA = iwAg ≡ gwA for some {wA}. This
allows us to write:
GAB = G(EˆA, EˆB) =
1
2
(
vTAgvB + wTAgwB
)
= 12
(
g(vA, vB) + g(wA, wB)
)
(3.12)
ηAB = η(EˆA, EˆB) =
1
2
(
vTAgwB + wTAgvA
)
= 12
(
g(vA, wB) + g(wA, vB)
)
(3.13)
Recall that, for the Riemannian case, we defined Gab = ηab = δab and
Ga¯b¯ = −ηa¯b¯ = δa¯b¯. We then have:
0 = Gab − ηab = 12
(
g(va, vb) + g(wa, wb)− g(va, wb)− g(wa, vb)
)
=
= 12
(
g(va − wa, vb − wb)
)
(3.14)
0 = Ga¯b¯ + ηa¯b¯ =
1
2
(
g(va¯, vb¯) + g(wa¯, wb¯) + g(va¯, wb¯) + g(wa¯, vb¯)
)
=
= 12
(
g(va¯ + wa¯, vb¯ + wb¯)
)
(3.15)
But since g is Riemannian, it is positive definite and thus equations 3.14
and 3.15, evaluated for A = B, imply: va = wa ∀ a and va¯ = −wa¯ ∀a¯.
Moreover, plugging this equation in the definitions 3.12 and 3.13 we get:
δab = g(va, vb) and δa¯b¯ = g(va¯, vb¯), thus implying that {va} and {va¯} are both
orthonormal frames for g. Finally these solutions automatically satisfy the
mixed indices constraints because: Gab¯ = 12(g(va, vb¯) + g(va,−vb¯)) = 0 and
ηab¯ = 12(g(va,−vb¯) + g(va, vb¯)) = 0.
Consequences We now want to point out an important consequence of
this result. We know that a manifold is parellalisable if it admits a nowhere
vanishing frame on it. In the generalised geometrical context we can in-
troduce the notion of ‘generalised parallelisability’: a manifold will be con-
sidered generalised parallisable if it admits a nowhere vanishing generalised
frame for its generalised tangent bundle. One can expect the generalised
notion of parallelisability to be more general than the standard one, since
each generalised vector is composed of twice the components of a standard
vector field. This is actually the case in the context of exceptional gener-
alised geometry, where it can be proved that all the spheres are generalised
parallelisable (see [LeStWa2014]).8 In the case of E ≈ TM ⊕ T ∗M , in-
stead, the requirement of double orthogonality requires the frames to be of
the form: {EˆA} = {Eˆa} ∪ {Eˆa¯}, with Eˆa(x) = va(x) + iva(x)(g + B) and
8As opposed to the case of ordinary geometry, where it is well known that the only
spheres that are parallelisable are S1, S3 and S7.
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Eˆa¯ = va¯(x) + i−va¯(x)(g − B). This implies that if vA(x) = 0 then also
EˆA(x) = 0. In particular, for E, (orthogonal) generalised parallelisability
implies (orthogonal) ordinary parallelisability.
Even if generalised parallelisability implies ordinary parallelisability, we need
to stress out that, in problems of consistent truncation, we look for gener-
alised Leibniz parallelisations. In the ordinary case, the presence of a global
frame {vi} for TM whose Lie brackets have constant structure coefficients,
i.e. with [vi(x), vj(x)] = f kij vk(x) with constant f kij , implies that the man-
ifold has a structure of (local) Lie group. To distinguish this parallelisation
from the generalised one, we will call it ‘Lie parallelisation’. In the gener-
alised case instead, a generalised Leibniz parallelisation still implies that the
underlying manifold is parallelisable, but in general it will only be a (local)
homogeneous space.
Example We now want to make a simple example of an application
of the result we have just proven, that will exclude some (very) particular
cases from the set of the possible generalised Leibniz parallelisations. Let M
be a homogeneous space M = G/H and let G be for simplicity a compact
group. We can then endow it with a Riemannian bi-invariant metric and
induce a metric on G/H in such a way that G acts by isometries on G/H,
i.e. such that the generators of the action of G on G/H - induced by the left
translation on G itself - are killing vectors (see e.g. [Pe2006]). We then have:
LEˆAEˆB = [vA, vB] + LvAλB − ivB(dλA − ivAH) + i[vA,vB ]B (3.16)
Let us further suppose that, like in the case of S3, ivAH = dλA.9 Since the
(bi-invariant) metric g on G induces an isomorphism between the tangent
and the cotangent spaces, we can write {λA = iwAg} for some vector fields
{wA}. Hence:
(LvAλB)(v) = LvA(λB(v))− λB(LvAv)
= LvA(g(wB, v))− g(wB,LvAv)
= LvA(g)︸ ︷︷ ︸
=0
(wA, v) + g(LvAwB, v) +((((((g(wB,LvAv)−((((((g(wB,LvAv)
= (i(LvAwB)g)(v)
(3.17)
Since both {wA} and {vA} form a basis of TM we can always find a change
of basis R CA such that wA = R CA vC . In fact, from what we proved before,
9Note that, sinceH is closed, this implies that LvAH = 0. Indeed: 0 = d(dλA−ivAH) =
−divAH = −LvAH.
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this change of basis needs to have the form: R ba = δ ba , R b¯a¯ = −δ b¯a¯ , with the
other components equal to zero. This, in particular, says that R is a constant
matrix and therefore we can write:
X CAB (vC +R DC ivDg + ivCB) = LEˆAEˆB = [vA, vB] + LvAλB︸ ︷︷ ︸
=i[vA,R CB vC ]
g
+i[vA,vB ]B
= X CAB (vC + ivCB) +X DAC R CB ivDg
This can be true if and only if: X CAB R DC − R CB X DAC = 0 ∀A,B,D, or
in other words, iff [XA, R] = 0, where XA is the A-th matrix of the adjoint
representation. We note that if G were simple, then [XA, R] = 0,∀A would
require R, through the Schur’s lemma, to be proportional to the identity.
But this is clearly inconsistent with the form of R required by double or-
thogonality. Hence such a G cannot be simple. A similar fact will be also
found under different circumstances, after the discussion about generalised
killing vectors, which will be now addressed.
Generalised Killing Frames
Let us proceed with the next relevant property. Recall that an ordinary
vector field v(x) is killing if the Lie derivative of the metric g with respect to
v(x) is zero, i.e. if Lvg = 0. Moreover, if a Lie parallelisation10 is composed
of killing vectors the (local) group acts upon itself by isometries. Consider
now the generalised case. A section X of the generalised tangent bundle is
called generalised killing if the generalised Lie derivative of the generalised
metric G with respect to X is zero, i.e. if LXG = 0. Let us now consider
a generalised Leibniz frame {EˆA} for E. We have already seen that 0 =
LEˆAη(EˆB, EˆC) = X
D
AB ηDB + ηBDX DAC . Let us express this relation by
explicitly splitting the indices in barred and unbarred:
X dAb δdc + δbdX dAc = 0 forB = b, C = c
−X d¯
Ab¯
δd¯c¯ − δb¯d¯X d¯Ac¯ = 0 forB = b¯, C = c¯
−X d¯Ab δd¯c¯ + δbdX dAc¯ = 0 forB = b, C = c¯
So thatXAbc = −XAcb, XAb¯c¯ = −XAc¯b¯ andXAbc¯ = XAc¯b. Let us now consider
the Dorfman derivative of the generalised metric. We have:
0 = LEˆAG(EˆB, EˆC) = (LEˆAG)(EˆB, EˆC) +G(X
D
AB EˆD, EˆC) +G(EˆB, X DAC EˆD)
= (LEˆAG)(EˆB, EˆC) +X
D
AB GDC +GBDX DAC
10In the sense discussed before.
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We then find:
0 = (LEˆAG)(Eˆb, Eˆc) +X
d
Ab δdc + δbdX dAc︸ ︷︷ ︸
=0
⇔ (LEˆAG)(Eˆb, Eˆc) = 0
0 = (LEˆAG)(Eˆb¯, Eˆc¯) +X
d¯
Ab¯
δd¯c¯ + δb¯d¯X
d¯
Ac¯︸ ︷︷ ︸
=0
⇔ (LEˆAG)(Eˆb¯, Eˆc¯) = 0
0 = (LEˆAG)(Eˆb, Eˆc¯) +X
d¯
Ab δd¯c¯ + δbdX
d
Ac¯ ⇔ (LEˆAG)(Eˆb, Eˆc¯) = −2XAbc¯
These easy calculations show that the generalised Leibniz frames are gen-
eralised killing if and only if the mixed-indices components of the structure
constants X CAB vanish.
We can draw some useful conclusions from this fact. We already know that
our generalised paralelisable manifolds is locally a homogeneous space. As
such, it can always be written (locally) as G/H, where G is a group with
structure constants given by X CAB and where H is a closed subgroup of G. If
the Leibniz parallelisation is also generalised killing, we can locally represent
our manifold M as M = G/H with G a direct product of Lie groups. Re-
call now that both {va} and {va¯} are global frames for TM . The generalised
killing relation tells us that each of these frames closes into a Lie algebra with
constant structure coefficients, i.e. [va, vb] = X cab vc and [va¯, vb¯] = X c¯a¯b¯ vc¯.
Since each of these frames also generates TM , both of them are actually Lie
parallelisations. This means that the manifold M can also be locally repre-
sented as a Lie group, say K. For consistency, the two Lie algebras have to
be equal to each other. Since this implies that G = K ×K, and M can be
expressed in both M = G/H and M = K, we find that M = K ×K/K, and
in particular that H = K.
Another consequence that we would like to show is that if a generalised
Leibniz frame {EˆA} = {Eˆa = va + iva(g + b)} ∪ {Eˆa¯ = va¯ + i−va¯(g − B)} is
generalised killing, then both {va} and {va¯} are composed of killing vectors.
Indeed, since the mixed-indices components of X CAB are zero, we have:
0 = Lva(g(vb, vc)) = (Lvag)(vb, vc) +X dab δdc + δbdX dac︸ ︷︷ ︸
=0
∀ a, b, c ⇒ Lvag = 0 ∀ a
and similarly for the barred indices. This means that such a generalised
Leibniz parallelisation on a (local) Lie group can only occur if the vector
components of the generalised frames are killing vector fields.
Finally, we note that the relationXABC = −XACB means that the Lie algebra
of the group G in the coset representation of M = G/H is a subalgebra of
O(d, d). The maximal compact subgroup of O(d, d) is O(d)×O(d). We know
that G is the direct product of a group times itself, i.e. G = K × K. It is
then clear that if K is compact and the dimension of K is grater then dimO(d)2 ,
then each K needs to be a subgroup of O(d), for maximality of O(d)×O(d)
and the direct product structure of G.
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3.2.2 Constructive Point of View
Now that we have proven some general features of the generalised Leibniz
parallelisations, we would like to pause for a moment from the main argument
and try to sketch an idea concerning a constructive manner of producing
these generalised parallelisations. We note, however, that this ‘constructive
procedure’ is far to be complete and therefore it only represents a first step
in this direction.
The first phase of the construction is to find a parallelisable manifold that is
(locally) a homogeneous space M ≈ G/H; the group G needs to have twice
the dimension of M . We note that the representation of M as a coset space
is by no means unique; for instance, if K is another Lie group, we can also
write G = (G×K)/(H×K). By fixing the dimension of G, dimG = 2dimM ,
we also fix the dimension of H - in particular dimH = dimM - together with
their Lie algebras. These conditions are not enough, though, since we need
the much stronger condition that requires the generators of the G-action on
M to be nowhere vanishing and be separable in two sets of orthonormal
frames for M . Recall that the space of vector fields on M is a Lie algebra for
the Lie bracket. Then, these conditions can be easily seen to be equivalent
to finding a set of global frames {va} for TM with opportune anholonomy
coefficients. More specifically we know that:
[va(x), vb(x)] = C cab (x)vc
for some functions C cab (x), sometimes called ‘anholonomy coefficients’. Then
we can find a generalised Leibniz parallelisation if we can encode the x-
dependence of C cab (x) in a suitable orthogonal, symmetric, point-dependent
matrix P (x) such that:
C cab (x) = X cab +X c¯ab P cc¯ (x)
and
[P aa¯ va¯, P bb¯ vb¯] =
(
(va¯(P cb¯ )P
c¯
c − vb¯(P ca¯ ))P c¯c + P aa¯ P bb¯ C cab (x)P c¯c
)
vc¯
!=
!= (X c¯
a¯b¯
+X c
a¯b¯
P c¯c (x))vc¯
with constant X coefficients. If these relations are satisfied we can define
another set of global frames {va¯ := P aa¯ va} and a metric g such that both
{va} and {va¯} are orthonormal frames for it. Indeed it is simply necessary
(since these frames are globally defined) to define g with: g(va, vb) := δab,
because this will also imply g(va¯, vb¯) = δa¯b¯. Moreover the matrix P encodes
the products of elements of the two frames: g(va¯, vb) = P aa¯ δab.
Note that until this point we have only dealt with the vector part of the
generalised parallelisation. In fact, the one-form part comes almost for free:
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one term is given by the dual frame, whilst the other is determined by the
two form B. So, the only part we need to find is the two form B, or, better,
the closed three form H, since B stands in general for a collection of two
forms such that dB = H.
Suppose for a moment to have the desired couple of global orthonormal
frames for M that close into a Lie algebra with constant coefficients. How
can we find an H that permits to define a generalised Leibniz parallelisation?
The answer is that the Leibniz relation LEˆAEˆB = X
C
AB EˆC can be viewed as
a definition for such an H. More in the specific, since we assumed [vA, vB] =
X CAB vC , the vector part cancels from the Leibniz relation, that becomes:
LvAλB − ivB(dλA − ivAH) = X DAB λD
Since {vA} are globally defined vector fields we can define H as follows:
ivB ivAH := X DAB λD + ivBdλA − LvAλB (3.18)
The problem of this definition is that it is redundant, since both {va} and
{va¯} are separately bases for TM . One can calculate that definition 3.18
leads to the following definitions:
Habc = −X dab δdc −X d¯ab g(vd¯, vc)−X d¯bc g(vd¯, va)−X d¯ca g(vd¯, vb) (3.19)
Habc¯ = (Lvbg)(va, vc¯)− (Lvag)(vb, vc¯)− 2X d¯ab δd¯c¯ −X Dab g(vD, vc¯) (3.20)
Hab¯c = (Lvag)(vc, vb¯)− (Lvcg)(va, vb¯) + 2X dab¯ δdc −X Dca g(vD, vb¯) (3.21)
Hab¯c¯ = (Lvb¯g)(va, vc¯)− (Lvc¯g)(va, vb¯)− 2X d¯ab¯ δd¯c¯ +X Db¯c¯ g(vD, va) (3.22)
Ha¯bc = (Lvcg)(va¯, vb)− (Lvbg)(va¯, vc) + 2X da¯b δdc +X Dbc g(vD, va¯) (3.23)
Ha¯bc¯ = (Lvc¯g)(vb, va¯)− (Lva¯g)(vb, vc¯)− 2X d¯a¯b δd¯c¯ +X Dc¯a¯ g(vD, vb) (3.24)
Ha¯b¯c = (Lva¯g)(vc, vb¯)− (Lvb¯g)(vc, va¯) + 2X da¯b¯ δdc +X Da¯b¯ g(vD, vc) (3.25)
Ha¯b¯c¯ = X
d¯
a¯b¯
δd¯c¯ +X
d
a¯b¯
g(vd, vc¯) +X db¯c¯ g(vd, va¯) +X
d
c¯a¯ g(vd, vb¯) (3.26)
For example:
ivc ivb ivaH =
= X dab g(vd, vc) +X
d¯
ab g(vd¯, vc) + (dλa)(vb, vc)︸ ︷︷ ︸
=vb(λa(vc))︸ ︷︷ ︸
=0
− vc(λa(vb))︸ ︷︷ ︸
=0
−λa([vb,vc])
−Lva (λb(vc))︸ ︷︷ ︸
=0
+λb([va, vc])
=X dab δdc −X d¯ab g(vd¯, vc)−X dbc δda −X d¯bc g(vd¯, va) +X dac δdb +X d¯ac g(vd¯, vb)
= −X dab δdc −X d¯ab g(vd¯, vc)−X d¯bc g(vd¯, va)−X d¯ca g(vd¯, vb)
(3.27)
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and
ivc¯ ivb ivaH = X
d
ab g(vd, vc¯)−X d¯ab δd¯c¯ + (dλa)(vb, vc¯)− Lva (λb(vc¯)) + λb([va, vc¯])
= X dab g(vd, vc¯)−X d¯ab δd¯c¯ + Lvb (g(va, vc¯))−(((((vc¯ g(va, vb))− λa([vb, vc¯])− Lva (g(vb, vc¯)) +X Dac¯ g(vb, vD)
= [(Lvbg)(va, vc¯)− (Lvag)(vb, vc¯)] +X dab g(vd, vc¯)−X d¯ab δd¯c¯ +X Dba g(vD, vc¯) +((((
((
X Dbc¯ g(va, vD)+
−(((((
(
X Dbc¯ g(va, vD)−X Dab g(vD, vc¯)−X Dac¯ g(vb, vD) +X Dac¯ g(vb, vD)
= [. . . ] +
X dab g(vd, vc¯)−X d¯ab δd¯c¯ + 2X dba g(vd, vc¯) + 2X d¯ba δd¯c¯
= [(Lvbg)(va, vc¯)− (Lvag)(vb, vc¯)]− 2X d¯ab δd¯c¯ −X Dab g(vD, vc¯)
The point is that all these definitions for H are consistent with one another.
Indeed, recall that we defined {va¯ := P aa¯ va}, for a suitable orthogonal and
symmetric tensor P . We then have:
Pc
c¯Habc¯ = (Lvbg)(va, vc)︸ ︷︷ ︸
((((Lvbg(va,vc)−X Dba gvD,vc−X Dbc g(va,vD)
−(Lvag)(vb, vc)− 2X d¯ab g(vd¯, vc)−X Dab g(vD, vc)
= −X Dba gvD,vc −X Dbc g(va, vD) +((((
((
X Dab g(vD, vc) +X
D
ac g(vD, vb)− 2X d¯ab g(vd¯, vc)−((((
((
X Dab g(vD, vc)
= X dab g(vd, vc) +

X d¯ab g(vd¯, vc)−X dbc δda −X d¯bc g(vd¯, va)−X dca δdb −X d¯ca g(vd¯, vc)− 2X d¯ab g(vd¯, vc)
= −X dab δdc −X d¯ab g(vd¯, vc)−X d¯bc g(vd¯, va)−X d¯ca g(vd¯, vb) = Habc
so 3.19 is equivalent to 3.20. 3.20 is clearly equivalent to 3.21 noting that
by total antisymmetry we have Habc¯ = −Hac¯b. Moreover 3.21 is equivalent
to 3.22, since we have:
P c¯c Hab¯c¯ = (Lvb¯g)(va, vc)− P c¯c (Lvc¯g(vb¯, va))− 2X d¯ab¯ g(vd¯, vc) + P c¯c X Db¯c¯ g(vD, va)
= −X D
b¯a
g(vD, vc)−X Db¯c g(vD, va)− 2X d¯ab¯ g(vd¯, vc)+
− P c¯c [ (Lvc¯g)(vb¯, va)︸ ︷︷ ︸
Lvc¯ (g(vb¯,va))−((((
(
X D
c¯b¯
g(vD,va)−X Dc¯a g(vb¯,vD)
−
X D
b¯c¯
g(vD, va)]
∣∣P c¯c Lvc¯ (g(vb¯, va)) = Lvc (g(vb¯, va))
= −X D
b¯a
g(vD, vc)−
X D
b¯c
g(vD, va)− 2X d¯ab¯ g(vd¯, vc)− (Lvcg)(vb¯, va)−
X D
cb¯
g(vD, va)+
−X Dca gb¯D +X Dc¯a gDb¯P c¯c
= X d
ab¯
δdc −X d¯ab¯ g(vd¯, vc)− (Lvcg)(vb¯, va)−X Dca g(vb¯, vD)+
+ P c¯c g([vc¯, va], vb¯)︸ ︷︷ ︸
−((((
(Lva (g(vc¯,vb¯))+(Lvag)(vc¯,vb¯)+X Dab¯ (vc¯,vD)
= (Lvag)(vc, vb¯)− (Lvcg)(va, vb¯) + 2X dab¯ δdc −X Dca g(vD, vb¯) = Hab¯c
and we can proceed like this till 3.26, thus proving that equation 3.18 is
actually a consistent definition for a three-form H˜. Although this definition
consistently defines a three-form, it is not clear whether it can be actually
used to define the three-form flux H, since this has not only to be a three
form, but has also to be closed. Note that we used the Leibniz relation
to define H. This means that once we have found the two sets of global
frames {va} ∪ {va¯} =: {vA} that satisfy [vA, vB] = X CAB vC , we can build a
generalised Leibniz parallelisation if and only if the three form defied in 3.18
is closed.
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3.2.3 Lie Group Example
Let us now consider the simple case where our manifold M is a compact Lie
group G. Note that this case is strongly related to the one in [BaPoSa2015].
In this case we have two natural actions of G onto itself: the right and
left translations. Their generators, say {va} and {va¯}, being left and right
invariant vector fields respectively, are globally defined. By definition, these
vector fields satisfy:
[va, vb] = X cab vc
[va¯, vb¯] = X c¯a¯b¯ vc¯
where both X cab and X c¯a¯b¯ are the structure constants of the Lie group G.
Since a left translation followed by a right translation gives the same result as
the same right translation followed by the same left translation, in addition
to X c¯ab = X ca¯b¯ = 0 we also have X
C
ab¯
= 0. This means that the structure
constants11 and the generators are well suited to being extended to a gen-
eralised Leibniz parallelisation. Since all the mixed-terms X vanish, we see
that the future Leibniz parallelisation {EˆA} is going to be composed of gen-
eralised killing vector fields, i.e. such that LEˆAG = 0, ∀ EˆA. This also implies
that {vA} is composed of (ordinary) killing vectors for the metric g. Hence,
this metric will have to be a bi-invariant (Riemannian) metric on G, whose
existence is guaranteed by the fact that G is compact. Since all the requisites
on the vector part of EˆA are satisfied by {vA} := {va} ∪ {va¯}, in order to
prove that this construction admits a generalised Leibniz parallelisation we
only need to prove that the three-form defined by 3.18 is closed. In the previ-
ous subsection we showed that all the particular definitions for H that range
from 3.19 to 3.26 are equivalent. We can then choose the one we prefer the
most. Let us take the one in 3.19. Since all the mixed-indices components
of X are zero, we get: Habc := −Xabc. Moreover from the calculation in 3.27
we can also see that: Habc = X dab δdc + dλa(vb, vc) + X dac δdb = dλa(vb, vc),
or, in other words, ivaH = dλa. Requiring dH ≡ 0 is equivalent to requiring
ivddH = 0∀ vd, and is therefore equivalent to:
ivddH = LvdH − d(ivdH) = LvdH − d(dλd) = LvdH = 0 ∀ vd ∈ {vd}
11Recall that for a Leibniz parallelisation we need to have: Xab¯c = Xacb¯.
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Let us evaluate this Lie derivative. Recalling that vd is a killing vector and
3.17, we obtain:
6LvdH = −XabcLvd(λa ∧ λb ∧ λc)
= −Xabc[(X kda )λk ∧ λb ∧ λc + (X kdb )λa ∧ λk ∧ λc + (X kdc )λa ∧ λb ∧ λk]
= X abc X dka λk ∧ λb ∧ λc +XabcX kdb λk ∧ λa ∧ λc −XabcX kdc λk ∧ λa ∧ λb
= X lbc X dkl λk ∧ λb ∧ λc +X lac X dkl λk ∧ λa ∧ λc +X lab X dkl λk ∧ λa ∧ λb
= 3(X l[bcX dk]l︸ ︷︷ ︸
=0
)λk ∧ λb ∧ λc
thanks to the Jacobi identity. Note that even if we are considering a Lie
group manifold, according to the discussion is the last part of subsection 3.2.1,
we are actually treating it as the homogeneous space M = GL ×GR/G.
To conclude this subsection we note that there are two more ‘easy’ cases
where the H defined through 3.18 is closed. Let us suppose that only one of
the two sets of global frames, say {va}, leads to generalised killing vectors,
i.e. let us suppose that:
(LEˆaG)(Eˆb¯, Eˆc) = −2X dab¯ δdc = −2X d¯ac δd¯b¯ = 0
(LEˆa¯G)(Eˆb¯, Eˆc) = −2X da¯b¯ δdc = −2X d¯a¯c δd¯b¯ 6= 0
If this is possible then we can still define H such that:
ivaH = dλa
Habc = −Xabc
Since X d¯ac δd¯b¯ = 0, this still implies dH = 0. Nevertheless, this is not some-
thing really new. Indeed, since the {va} are global frames that close a Lie al-
gebra with constant structure coefficients, they form a Lie parallelisation and,
hence, our manifoldM is still a (local) group manifold. The most straightfor-
ward example of this case is the one of a conventional flux compactification
on a group manifold. Consider a bi-invariant (Riemannian) metric g on a
(compact) group manifold G. We can then choose a frame for g composed
of a set of generators of the left-translations {va}. This clearly provides a
conventional (Lie) parallelisation for G composed of killing vectors. We can
then construct a generalised Leibniz parallelisation as follows:
EˆA :=
 Eˆa = va + λa + ivaB a = 1, . . . , dimGEˆa¯ = va¯ − λa¯ + iva¯B a¯ = dimG+ 1, . . . , 2dimG
where we take va ≡ v(a+dimG) and ivag = λa = λ(a+dimG) (both ∀ a), i.e.
we take the same vector components for the {Eˆa} and {Eˆa¯}. If we choose
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ivaH = dλa, we can then easily calculate:
LEˆa Eˆb = [va, vb] + Lvaλb −ivb (dλa)−iva ivbH + i[va,vb]B = X
c
ab (vc + λc + icB) = X
c
ab Eˆc
LEˆa¯ Eˆb¯ = [va¯, vb¯]− Lva¯λb¯ + ivb¯ (dλa¯)− iva¯ ivb¯H + i[va¯,vb¯]B = X
c¯
a¯b¯
(vc¯ − 3λc¯ + ic¯B) = 2X c¯a¯b¯ Eˆc¯ −X ca¯b¯ Eˆc
LEˆa Eˆb¯ = [va, vb¯]− Lvaλb¯ −ivb¯ (dλa)−iva ivb¯H + i[va,vb¯]B = X
c
ab¯
(vc − λc + icB) = X c¯ab¯ Eˆc¯
If one further considers (similarly to what is done in [LeStWa2014]):
EˆA :=
 E˜a =
1
2
(
Eˆa + Eˆa+dimG
)
= va + ivaB
E˜a = 12
(
Eˆa − Eˆa+dimG
)
= λa for a = 1, . . . , dimG
he will find:
LE˜aE˜b = X
c
ab E˜c −HabcE˜c
LE˜aE˜
b = −X bac E˜c
LE˜aE˜
b = 0
This is the usual description of a conventional flux compactification and,
hence, it defines a G gauging.
The other example is instead related to the dimension of the manifold M .
Indeed in dimension d = 3 all the three-forms are closed. But there is also
something more interesting going on: every (closed) orientable manifold of
dimension d = 3 is parallelisable (see Stiefel’s theorem, [ViFu2004], page 193).
In sight of this, every homogeneous space of dimension three becomes relevant
to the quest for generalised Leibniz parallelisations. Nevertheless, three-
dimensional (Riemannian) homogeneous spaces have already been classifies
(at least the simply connected ones) [Pa1996] and the only possible new
example (related to S2×R) is already known and will be treated in the next
section.
3.3 Another Example of Generalised Leibniz
Parallelisability
We will now describe another example of generalised Leibniz parallelisability:
the generalised parallelisability of M = S2 × R, from which one can easily
find the one of S2×S1. As opposed to the case of S3, this manifold is only an
homogeneous space and not a Lie group. As such, this represents a purely
generalised geometric construction. We will present this example making
explicit reference to the general features we have described in the previous
sections, thus showing that it perfectly fits in that description of generalised
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Leibniz parallelisability.
Let us start with the generalised parallelisation found by De Felice in his
thesis [De2014]. He considered the following metric on S2 × R:12 g = dyidyi + dψ2 with i = 1, 2, 3yiyi = 1
and the following three-flux13:
H := −12ijky
i dyj ∧ dyk ∧ dψ (3.28)
where we used, again, constrained coordinates {yi} on the sphere S2. Note
that, apart from the constraint, this metric assumes the form of an Euclidean
metric. De Felice noted that the following generalised vectors are globally
defined:14
Ei = vi − iviB + λi := ijkyj∂k − iijkyj∂kB + yidψ
E ′i = v′i − iv′iB + λ′i := yi∂ψ − iyi∂ψB + ijkyjdyk
(3.29)
as it is evident from their explicit expressions:15
v1 = (λ′1)# =
 0−y3
y2
0
 , v2 = (λ′2)# =
 y30−y1
0
 , v3 = (λ′3)# =
−y2y1
0
0
 ,
(λ1)# = v′1 =
 00
0
y1
 , (λ2)# = v′2 =
 00
0
y2
 , (λ3)# = v′3 =
 00
0
y3
 ,
(3.30)
For example E1 = 0 if and only if v1 = λ1 = 0, i.e. if and only if yj = 0
for j = 1, 2, 3, which is impossible since yiyi = 1 by definition. De Felice
[De2014] calculated that:
LEiEj = −ijkEk
LEiE
′
j = −ijkE ′k
LE′iE
′
j = 0
12Note that everything we are going to say can actually be applied also to S2×S1. The
only thing one needs to add is the compactification of the last coordinate, which is simply
implemented by requiring: ψ = ψ + 2pi.
13Note that it is sufficient to give the expression of H, since B is never explicitly used.
14Note that he used a B that is the opposite to the one used by us in subsection 3.2.1.
15Note that we are using the ‘musical notation’ indicating by (·)# the image of a one-
form under the isomorphism between T ∗M and TM given by the metric g, i.e. λ 7→
iλg
−1 ∈ Γ(TM).
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This shows that the Lie algebra of the group G in the coset representation of
our homogeneous space S2×R = G/H is g = iso(3), i.e. the semidirect sum
so(3) ⊕s R3. As one can easily notice, the form of these generalised frames
differs from the general form we presented in subsection 3.2.1. In fact these
generalised vector fields satisfy:
η(Ei, Ej) = η(E ′i, E ′j) = 0 and η(Ei, E ′j) =
1
2δij
G(Ei, Ej) = G(E ′i, E ′j) =
1
2δij and G(Ei, E
′
j) = 0
Indeed:
η(Ei, Ej) =
1
2
(
iyj∂4 (iklykdyl) + iyi∂4 (jklykdyl)
)
= 1
2
(
iklykyjdyl(∂4) + jklykyidyl(∂4)
)
= 0
η(E′i, E′j) =
1
2
(
iiklyk∂l (yjdy4) + ijklyk∂l (yidy4)
)
= 0
η(Ei, E′j) =
1
2
(
iiklyk∂l (jmnymdyn) + iyj∂4 (yidy4)
)
= 1
2
(
ikl yk jml ym + yjyi
)
= 1
2
(
(δijδkm −δimδkj)ykym +yjyi
)
= 1
2
δij
and noting that G(Ei, Ej) = g(vi, vj) + g−1(λi, λj), and similarly for the
others, we also have: G(Ei, Ej) = G(E ′i, E ′j) = η(Ei, E ′j) and G(Ei, E ′j) =
η(Ei, Ej). We therefore see that the double orthonormality condition is not
satisfied. We can nevertheless still try to use some linear combinations of Ei
and E ′j in order to find doubly orthonormal frames. The right choice turns
out to be:
E±i = Ei ± E ′i
because
η(E±i , E
±
j ) = η(Ei ± E′i, Ej ± E′j) = η(Ei, Ej)± η(E′i, Ej)± η(Ei, E′j) + η(E′i, E′j) = ±δij
η(E±i , E
∓
j ) = η(Ei, Ej)± η(E′i, Ej)∓ η(Ei, E′j)− η(E′i, E′j) = ±δij ∓ δij = 0
G(E±i , E
±
j ) = δij
G(E±i , E
∓
j ) = 0
Writing E±i = v±1 − iv±i B + λ
±
i we can see that:
v±1 =
 0−y3
y2
±y1
 , v±2 =
 y30−y1
±y2
 , v±3 =
−y2y1
0
±y3
 , (λ±1 )# =
 0∓y3±y2
y1
 , (λ±2 )# =
±y30∓y1
y2
 , (λ±3 )# =
∓y2±y1
0
y3

and therefore, as expected, v±i = ±(λ±)#. Thus, using our former notation,
we can write: {v+i ≡ va} and {v−i ≡ va¯}. Moreover the {v±i } are actually
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frames, because one can easily see that: g(v±i , v±j ) = δij. We can now try to
calculate the matrix P of subsection 3.2.1. One finds:
g(v+1 , v−1 ) = y23 + y22 − y21 = 1− 2y21
g(v+1 , v−2 ) = −y1y2 − y1y2 = −2y1y2
g(v+1 , v−3 ) = −2y1y3 . . .
and more in general: Pij := g(v+i , v−j ) = δij − 2yiyj. This matrix is clearly
symmetric and it also squares to the identity:
(δij − 2yiyj)(δjk − 2yjyk) = δik − 2yiyk − 2yiyk + 4yi(yjyj)yk = δik
thus implying its orthogonality. One could calculate the Lie algebra gener-
ated by {v±i } from scratch, but since part of the work has already be done
by De Felice, we will make use of his results given in 3.29. We can quickly
see that:
LE±i
E±j = LEi±E′i(Ej ± E
′
j) = LEiEj +
LE′iE
′
j ± LEiE′j ± LE′iEj = −ijk(Ek ± 2E
′
k)
LE±i
E∓j = LEi±E′i(Ej ∓ E
′
j) = LEiEj −
LE′iE
′
j ∓ LEiE′j ± LE′iEj = −ijk(Ek)
and making use of the inverses of the definitions of E±i : Ek = 12
(
E+k + E−k
)
and E ′k = 12
(
E+k − E−k
)
we can write:
LE±i
E±j = −ijk
(3
2E
±
k −
1
2E
∓
k
)
LE+i
E−j = −ijk
(1
2E
+
k +
1
2E
−
k
)
So, using the old notation: {Eˆa ≡ E+i } and {Eˆa¯ ≡ E−i }, we can see that the
structure constants have the following expressions:
Xabc = −32abc; Xa¯b¯c¯ = −
3
2a¯b¯c¯; Xab¯c = −
1
2ab¯c; Xab¯c¯ = −
1
2ab¯c¯
We can also see that the frames {v±i } are not composed of killing vectors.
Indeed:
X Dab g(vD, vc) +X Dac g(vD, vb) = −
3
2
 dab δdc +
1
2
d¯
ab Pd¯c +
1
2
d¯
ac Pd¯b −
3
2
 dac δdb
= 12
(
abd¯(  δd¯c − 2yd¯yc) + acd¯(  δd¯b − 2yd¯yb)
)
= −[abc(y2cˆ − y2bˆ )] 6= 0 = Lva(g(vb, vc))
where the hat indicates that we are suppressing the summation convention
and where to go from the second to the third line we used the fact that there
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are only three possible values for the indices. We now want to show that
the three-flux H in 3.28 actually comes from definition 3.18 (as it is obvious,
since 3.18 comes from the Leibniz relation). Indeed, using 3.19, we get:
Habc = −X dbc δda −X d¯ab g(vd¯, vc)−X d¯ca g(vd¯, vb)−X d¯bc g(vd¯, va)
= 32abc −
1
2abd¯(δd¯c − 2yd¯yc)−
1
2cad¯(δd¯b − 2yd¯yb)−
1
2bcd¯(δd¯a − 2yd¯ya)
= abd¯ yd¯yc + cad¯ yd¯yb + bcd¯ yd¯ya
= abcy2cˆ + caby2bˆ + bcay
2
aˆ = abc(y2cˆ + y2bˆ + y
2
aˆ) = abc
Now, consider H = 16Habcλa ∧ λb ∧ λc = 123λ1 ∧ λ2 ∧ λ3. We then have:
H = (−y3dy2 + y2dy3 + y1dy4) ∧ (y3dy1 − y1dy3 + y2dy4) ∧ (−y2dy1 + y1dy2 + y3dy4)
= (−y23dy2dy1 + y1y3dy2dy3 − y2y3dy2dy4 + y2y3dy3dy1 + y22dy3dy4 + y1y3dy4dy1 − y21dy4dy3)∧
∧ (−y2dy1 + y1dy2 + y3dy4)
= −y23dy2dy1dy4 −(((((
((
y1y2y3dy2dy3dy1 + y1y23dy2dy3dy4 + y22y3dy2dy4dy1 +((((
(((y1y2y3dy3dy1dy2
+ y2y23dy3dy1dy4 − y32dy3dy4dy1 + y1y22dy3dy4dy2 + y21y3dy4dy1dy2 + y21y2dy4dy3dy1 − y31dy4dy3dy2
= (y33 + y22y3 + y21y3)dy1dy2dy4 + (y1y23 + y1y22 + y31)dy2dy3dy4 − (y2y23 + y32 + y21y2)dy1dy3dy4
= (y3dy1dy2 + y1dy2dy3 − y2dy1dy3)dy4
which is minus the three-flux given in 3.28. This is because De Felice used
minus our B to construct the isomorphism between E and TM ⊕ T ∗M and
H = dB.
3.4 First Considerations About Contractions
We have already shown that it is possible to have generalised Leibniz paralleli-
sations on a (compact) Lie group manifoldM = G. In that case, we represent
our manifold as a homogeneous space of the type: M = G ∼ (GL ×GR)/G,
and use as vector components of the generalised frames the generators of the
action on M induced by the left and right translations on G. The Leibniz
relation then defines the three-flux as: H = 13!(−Xabc)λa ∧ λb ∧ λc, with Xabc
the structure constants related to G. This construction is the one we built
for S3.
We also know that there are some other examples of generalised Leibniz
parallelisations that are not built on group manifolds. As an example, we
presented the Leibniz parallelisation of S2 × R, which is strongly related to
the one of S2×S1. In what follows we will show that this example is indeed
related to the one on S3 and that the relation is based on an Inonu-Wigner
group contraction.
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Let us start again with the three-sphere. Recall that, as a manifold, it is
diffeomorphic to SU(2), and hence we know that it is generalised Leibniz par-
allelisable in the standard manner: S3 ∼ SU(2) ∼ (SU(2)L×SU(2)R)/SU(2).
From an algebraic point of view we can also write: SU(2) ∼ (SU(2)L ×
SU(2)R)/SU(2) := (SO(3) × SO(3))/SO(3) ∼ SO(4)/SO(3). The last
coset representation is the one we actually used to construct our first gen-
eralised Leibniz parallelisation in section 3.1. Indeed, if we consider the
action of SO(4) on R4, given by the vector representation, the generators
are vij = yi∂j − yj∂i, with i, j = 1, ..., 4. We know that these generators are
also vector fields for S3. Evaluating them at the north pole −→y = (0, 0, 0, 1)T
we find that, of the six vectors, only the three containing y4 are not zero.
The three vanishing vectors are vab with a, b = 1, ..., 3. If a generator van-
ishes at one point p ∈ M , it means that the action of the group elements
generated by that vector field leaves that point invariant. Since {vab} are
actually generators of an SO(3) subgroup of SO(4), we can state that the
isotropy subgroup at the north pole, and therefore also at every other point,
is SO(3). This confirms the diffeomorphism: S3 ≈ SO(4)/SO(3). We can
make a similar reasoning for M = S2 × R. Indeed, we have shown that
there is a transitive action of G = SO(3) n R3 on M , viewed as a man-
ifold immersed in R4. Its generators (that are also generators of the ac-
tion of G on R4) were: va = abcyb∂c and v′a = ya∂4 with a, b, c = 1, ..., 3.
Considering the point −→y = (0, 0, 1, 0), i.e. at the north pole of S2 and at
the origin of R, we find that v3 = v′1 = v′2 = 0, and that these three to-
gether generate an iso(2) Lie algebra. Therefore, we can view M as the
coset space: S2 × R ≈ (SO(3) n R3)/(SO(2) n R2). Since it is known that
Sd ≈ SO(d + 1)/SO(d) we can see that: (SO(3) n R3)/(SO(2) n R2) ≈
(SO(3)/SO(2))×R.16 Nevertheless, for dimensional reasons, we have to use
the representation S2 ×R ≈ (SO(3)nR3)/(SO(2)nR2) in order to be able
to construct a generalised Leibniz paralleisation.
Let us now briefly explain what a Inonu-Wigner contraction is (see
[InWi1953] and also [Gi1974] for more details). The idea of contraction orig-
inated from the conviction that if a physical theory is a limiting case of
another one, then also its group of symmetries must be a limiting case of the
group of symmetries of the other. For example, if the Newtonian physics can
be obtained from special relativity in the limit c → ∞, then the Galilean
group should be obtained in the same manner from the Poincaré group. An-
16This diffeomorphism is actually something non-trivial and is due to the fact that the
normal Rn subgroups are abelian and to the fact that the subgroup of SO(3) appearing
in the quotient group is actually one dimensional (and therefore abelian).
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other example is the relation between the de Sitter group and the Poincaré
group. The idea of Inonu-Wigner was to consider a change of basis of the
Lie algebra of the group that becomes singular under a certain limit, i.e. a
certain U() such that:  det
(
U()
)
6= 0 for  > 0
det
(
U()
)
= 0 for  = 0
The singularity of the transformation at  = 0 is essential if one wants to
obtain a non isomorphic Lie group as a result of the lim→0 operation. Con-
sider the Lie algebra g associated with G and let d = dimG. Let also r
be the rank of the singular transformation U(0) resulting from the limiting
procedure. We can choose a basis of g such that U(0)g is generated by the
first r elements of the basis. More specifically, as vector spaces, we can split
g = r⊕ h such that U(0)r = r and U(0)h = 0. We can then always represent
U(), after a suitable (invertible) change of coordinates, in block form as:
U =
(
1+V 0
0 1
)
. Inonu and Wigner then found the conditions under which
the limit under → 0 of the Lie algebra g exists as follows. Divide the gen-
erators of g under the splitting g = r ⊕ h, i.e. set {Iµ} = {Iα} ∪ {Ia}, with
µ = 1, ..., d, α = 1, ..., r and a = r+ 1, ..., d. Then Jµ := U()νµIν is such that: Jα = (δβα + V βα )IβJa = Ia
We can then calculate:
[Jα, Jβ] = [Iα, Iβ] + ([V γα Iγ , Iβ] + [Iα, V
γ
β Iγ ]) + 
2[V γα Iγ , V δβ Iδ]
= X γαβ Iγ +X
a
αβ Ia + V γα (X δγβ Iδ +X aγβ Ia) + . . .
= X γαβ Jγ +
1

X aαβ Ja + V γαX aγβ Ja + V
γ
β X
a
αγ Ja +O()
(3.31)
and
[Jα, Ja] = [Iα, Ia] + 2[V γα Iγ , Ia] = X bαa Jb +O() (3.32)
[Ja, Jb] = 2[Ia, Ib] = O() (3.33)
From equation 3.31 we can see that the limit exists if and only if X aαβ = 0,
i.e. if and only if the subspace r in the split of g is a (closed) subalgebra. If
this is the case, then the resulting algebra has U(0)h as an invariant abelian
subalgebra, since from equations 3.32 and 3.33 we have: [U(0)h, U(0)h] ≡ 0
and [U(0)g, U(0)h] ⊂ U(0)h. In other words, the resulting algebra is the
103
semidirect sum: U(0)g = r ⊕s Rd−r. By exponentiating these new genera-
tors we see that, whilst the ones of U(0)r remain unaltered and generate a
subgroup R ⊂ G, the ones of U(0)h for an infinite range of exponentiation
parameter generate group elements ‘infinitely’ close to the identity. This is
the origin of the name ‘contraction’: the resulting manifold consists in an
infinitesimal neighbourhood of the subgroup R of G and hence the group G
has been contracted. Going back to the limit c→∞ of special relativity, it
can be shown that the Galilei group derives from a contraction of the Poicaré
group with respect to its subgroup generated by spatial rotations and time
translations.
Let us now proceed with our examples of generalised Leibniz parallelisability.
The three-sphere was represented as SO(4)/SO(3), whilst M = S2 × R as
(SO(3) n R2)/(SO(2) n R2) = ISO(3)/ISO(2). We also know that we can
perform Inonu-Wigner contractions to obtain: SO(4) 7−→ ISO(3)SO(3) 7−→ ISO(2)
At this point it is natural to suspect thatM can be obtained by S3 by Inonu-
Wigner (I-W) contraction. Nevertheless we can notice a substantial difference
between the procedure of an ordinary Inonu-Wigner contraction and the one
we would need to obtain M from S3. The former is indeed performed on Lie
groups, while the second should be applied on a homogeneous space. This
means that we should find a way to gain control on both the action group
and its isotropy group. This is in general something complicated to do. Part
of the difficulty is related to the problem of how group (and algebra) rep-
resentations behave under I-W contractions. Indeed, it is clear that if we
simply apply the singular transformation U on the representation generators
I˜µ, i.e. J˜α 7→ I˜α and J˜a = lim→0 I˜a = 0, we only get a representation of
the subgroup R and not of the entire contracted group. Like I-W suggest, to
‘save’ a representation it is sometimes useful to perform some  dependent
transformations on it, before taking the limit. What we will do, instead,
is trying to encode this operation in a limit procedure on the homogeneous
space. To explain what this means we will use an example inspired by Ex-
ample 1. in section 10.3 of [Gi1974]. Let us consider an n-sphere immersed
in Rn+1, i.e. described by the Cartesian equation: yiyi = 1. This manifold is
acted upon by SO(n+1) with generators: vij = yi∂j−yj∂i. We then take the
‘north pole approximation’, i.e. we take a limit where we constrain ourselves
to an infinitesimal neighbourhood of the north pole : −→y = (0, . . . , 1). To
perform this we rescale the coordinates y1, . . . , yn by a factor of  and then
take the limit  → 0. If we then plug this into the defining relation of the
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sphere, we find: lim→0(
∑
i 6=n+1 2yiyi) + y2n+1 = y2n+1 = 1; this means that
by taking this limit we imposed yn+1 to be equal to 1, whilst eliminating the
constraint from the rest of the coordinates. Let us consider the group action
generators:  vab 7→
(
ya
∂
∂b
− yb ∂∂a
)
= vab for a, b = 1, . . . , n
vn+1 a 7→ yn+1 ∂a − ya∂n+1
we then see that to ‘save’ the construction we need to rescale vn+1 a 7→ vn+1 a,
obtaining vn+1 a = ∂a. In other words we need to perform a contraction of
the action group SO(n+ 1):
vab 7→ vab and vn+1 a 7→ vn+1 a
Conversely we can also say that, after taking the contraction, the ‘north pole’
approximation saves the representation. The space we have obtained is Rn,
with action group ISO(n). It is then clear that the isotropy group is SO(n);
a fact that is also easily verifiable evaluating the ISO(n) generators at the
origin of Rn: vab|0 = 0, vn+1 a|0 6= 0.
The merit of this example was that it was useful to show that it is indeed
possible to make a contraction of a homogeneous space, through a contraction
of its action group. The disappointing feature was, instead, that it only
permitted to contract the action group but not the isotropy subgroup SO(n).
In our specific case instead, we would like to find a procedure that results
in the effective contraction of both the action and the isotropy groups. It
is worth noting that to have a contraction of the isotropy group we have to
contract the action group as well, since, for a coset space of the type G/H
to be a manifold, we need H to be a (closed) subgroup of G. Let us now go
back to our S3 contraction. We still want to take the contraction: vab 7→ vabv4 a 7→ v4 a with a, b = 1, . . . , 3
but we need to save the representation in another manner. In this case,
inspired by the work of Kim and Wigner [KiWi1987],17 we will take the
‘equatorial belt approximation’. This approximation is clearly the opposite
limit to the one of the north pole approximation. To constrain ourselves on
the equatorial belt we rescale the y4-coordinate by . The defining relation
of the sphere becomes then: lim→0(
∑
i 6=4 yiyi + 2y24) =
∑
i 6=4 yiyi = 1. This
17Note that in their work, even if they were dealing with little groups (i.e. with isotropy
groups), they took usual I-W contractions.
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implies that the resulting manifold is S2 × R, as desired. This is because
now y4 is unconstrained, whilst the other variables still satisfy a sphere-like
relation. Moreover, the representation is indeed saved, because:
v4 a 7→ lim
→0 
(
y4∂a − ya

∂4
)
= ya∂4
Note that these generators, together with vab, exactly coincide with the vec-
tor part of the generalised parallelisation of S2 × R of 3.30; thus, as before,
evaluating these generators at the north pole of S2 times the origin of R, we
see that the little group has been effectively contracted to ISO(2).
From what we have said it is now clear that the S2 × R case can be ob-
tained from the S3 one by group contraction. We would like to remark that
the manners in which a representation is saved are strongly representation-
dependent. Therefore, from our point of view, they are less fundamental
than the contraction itself. This is to mean that, even if we have obtained
the two contractions by the same rescaling of the Lie algebra generators, but
with different limits on the manifold itself, the difference between the two
cases - north pole and equatorial belt approximations - has to be attributed
to different contractions on the action group. This last fact will be properly
dealt in the next chapter.
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Chapter 4
Some particular Contractions
of Homogeneous Manifolds
In the previous section, we provided a direct verification that the generalised
Leibniz parallelisation of S2 × R comes from a contraction of the one of
S3 ≈ (SU(2)L × SU(2)R)/SU(2). In that discussion, we were relying on
a particular representation of the coset space and had, therefore, to save
the representation through a limit procedure on the contracted manifold.
Moreover, the resulting homogeneous space was strongly related to how we
saved the representation. In particular, we obtained two different results for
the north pole and the equatorial belt approximations respectively. In this
section, we would like to start to investigate whether other contractions of
homogeneous manifolds could lead to new examples of generalised Leibniz
parallelisations. The homogeneous manifolds we are interested in are the
ones isomorphic to a (compact) Lie group, i.e. of the type: M = (GL ×
GR)/G ≈ G, since we know that these are Leibniz parallelisable. There are
probably some trivial contractions one can perform on them: contractions of
the action group with respect to one of the direct product factors are likely
to produce a manifold diffeomorphic to RdimG. Here, instead, we would like
to develop a formalism to understand when we can contract, together with
the action group, also its isotropy group. It will turn out that these ‘non-
trivial’ contractions are allowed if one considers as quotient group action and
contraction subgroup some ‘diagonal’ subgroups of (GL × GR). Since we
are considering a generic G we will not rely on any specific representation.
We will find a criterion that allows us to determine whether such a ‘mixed’
contraction can provide a specific contraction of the isotropy group or not.
Finally, we will study again the example of G = SU(2) and, in addition
to that, we will also argue that such a non-trivial contraction can also be
performed on SU(3), of which we will provide a particular example.
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4.1 Quotient Manifold
Let G be a Lie group. Our starting point is the following space: GL×GR/G,
where we are taking the right coset by G of the group manifold Q := GL×GR.
This quotient can be divided in the following three cases:
1. Action on the right factor: φR : (g, (gL, gR)) 7→ (gL, gRg−1)
2. Action on the left factor: φL : (g, (gL, gR)) 7→ (gLg−1, gR)
3. Mixed diagonal action: φg0 : (g, (gL, gR)) 7→ (gLg0g−1g−10 , gRg−1)
Note that, in the case of the actions given by φR and φL, the subgroup G
with respect to which we are taking the right quotient is a normal subgroup
of the total group GL × GR. Therefore, the quotient manifold in the first
two cases inherits the structure of a group manifold from the total space. In
particular the quotient manifold of case 1 is isomorphic to GL and the one
of case 2 is isomorphic to GR.
In the last case, instead, we have an action by a subgroup which is not
in general a normal subgroup and therefore, even if the resulting quotient
manifold is diffeomorphic to a Lie group, the group product is not the one
induced by the product on GL × GR. Moreover it is clear that the third
case also includes the case in which the image of the action is given by
[(gLg0g−1g−10 , gRh0g−1h−10 )] after one has rescaled the group element g 7→
h0gh
−1
0 and redefined g0 7→ g0h−10 .
Even if the resulting manifold has not an evident group product, it has a left
action of the group GL ×GR given by left multiplication:
ΛLR : ((g′L, g′R), [(gLg0g−1g−10 , gRg−1)]) 7→ [(g′LgLg0g−1g−10 , g′RgRg−1)] (4.1)
and similarly for the other two cases. In what follows it is sometimes useful to
introduce the choice of gauge in which we choose to set the right factor equal
to the group identity, making use of the quotient action. For example, for
the generic group element of the quotient in 3 we will set g = gR, obtaining:
[(gLg0g−1g−10 , gRg−1)] 7→ (gLg0g−1R g−10 , eR).
We can also translate the action in equation 4.1 in the language of this gauge:
ΛgaugeLR : ((g′L, g′R), (gLg0g−1R g−10 , eR)) 7→ (g′LgLg0(g′RgR)−1g−10 , eR) (4.2)
Basically the left action of the left component becomes the left action on the
manifold element, and the left action on the right component of Q becomes
a sort of right action.
Similarly, in case 1 we can rewrite the left Q-action in this gauge: (g′L, g′R) ·
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(gL, gRg−1) = (g′LgL, g′RgRg−1) ∼gauge (g′LgL, eR), which is obviously the left
multiplication in the left component GL.
The origin of the homogeneous space is the projection of the identity of Q
under the map pi : Q = GL ×GR → GL ×GR/G = M . This is given by:
pi(eL, eR) = [(eLg0g−1g−10 , eRg−1)] ∼gauge (eLg0e
−1
R g
−1
0 , eR) = (eL, eR) (4.3)
4.2 Contractions for A=G
4.2.1 Contraction Submanifold
We now want to deal with contractions of the action group Q. In order to
make a Inonu-Wigner contraction we need to select a subgroup A ⊂ Q with
respect to which we will perform it. In the case of A = G, as before, there
are three different types of contractions we can perform:
1. A = GL × {eR}
2. A = {eL} ×GR
3. A = {(a0aa−10 , a)|a ∈ G}, for a fixed a0 ∈ G
It is clear that the subgroup A defines a submanifold in Q, which we will
call contraction submanifold (CS). The left translation of Q induce a left
translation in A as well, which is given by: (Ada0(a′), a′) · (Ada0(a), a) =
(Ada0(a′a), a′a). This action is transitive on CS and induces vector fields
that span its tangent bundle. These induced vector fields are as follows:
L#i (Ada0(a), a) =
d
dt
(a0exp(tλi)aa−10 , exp(tλi)a)|t=0 =: (Ada0(λ˜i(a)), λ˜i(a))
(4.4)
where {λi}1≤i≤dimG form a basis for the Lie algebra g of G. In particular, for
a linear group, these become: (a0λiaa−10 , λia).
Next we want to see what happens to the CS after we take the quotient.
Clearly:
pi((Ada0(a), a)) = [(Ada0(a)Adg0(g−1), ag−1)] ∼gauge (Ada0(a)Adg0(a
−1), eR)
The left action becomes:
ΛLR|A :(Ada0(a′), a′) · [(Ada0(a)Adg0(g−1), ag−1)] =
= [(Ada0(a′a)Adg0(g−1), a′ag−1)] ∼gauge (Ada0(a
′a)Adg0((a′a)−1), eR)
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The generators of this action become, in this gauge, the following vector
fields:
dpi(L#i )([(Ada0(a)Adg0(g−1), ag−1)]) ∼gauge
∼
gauge
d
dt
(a0exp(tλi)aa−10 g0a−1exp(−tλi)g−10 , eR)|t=0 (4.5)
which in the case of a linear group become
(a0λiaa−10 g0a−1g−10 − a0aa−10 g0a−1λig−10 , 0)
Now assume that we are dealing with connected groups. Then, in order to
study the kind of homogeneous space Q′/G′ we get after the contraction of
Q with respect to A, we only need to know what the action group and the
isotropy group at one single point in the manifold are. Since there is a pre-
ferred point in a homogeneous space, i.e. the origin, we will investigate these
properties at this point (recall that pi(eL, eR) ∼gauge (eL, eR)). For simplicity,
assume from now on that we are dealing with a linear group. At the origin,
the generators of the left action in CS become:
dpi(L#i )(eL, eR) =gauge (a0λia
−1
0 − g0λig−10 , 0) (4.6)
Remark 6. We want to remark that all the matrices of the adjoint repre-
sentation Ada0 : g → g (for a0 ∈ G) are always automorphisms of the Lie
algebra g of G. In particular Ada0(g) = g ∀a0 ∈ G and Ada0 sends bases into
bases.
4.2.2 Total Tangent Space and its Contractions
The remark allows us to choose as a basis for the tangent space a completion
of the set of the vectors in 4.4. More specifically, the following vectors span
the tangent space TQ of the Q-manifold restricted to CS:
TQ
∣∣∣
CS
= {(Ada0(λ˜i(a)), λ˜i(a)), (Ada0(λ˜i(a)),−λ˜i(a))} = VCS ⊕ V CS (4.7)
and we want to underline the fact that the first dimG vectors span the integral
distribution of CS. Note that, at the identity, these vectors become:
T(eL,eR)Q = {(Ada0(λi), λi), (Ada0(λi),−λi)} (4.8)
We further note that the action by left translation of Q on itself is transitive
and that also its generators form a basis for its tangent bundle TQ. The
110
action can be divided in two commuting actions:
ΛLR((g′L, eR), (gL, gR)) = (g′LgL, gR)
ΛLR((eL, g′R), (gL, gR)) = (gL, g′RgR)
So the generators of this action are:
li(gL, gR) =
d
dt
(exp(tλi)gL, gR)|t=0 = (λ˜i(gL), 0)
ri(gL, gR) =
d
dt
(gL, exp(tλi)gR)|t=0 = (0, λ˜i(gR))
If the basis {λi} satisfies the commutation relations: [λi, λj] = f kij λk, then
even these vector fields satisfy the same commutation relations, with the
same structure constants f kij :
[li(q), lj(q)] = f kij lk(q)
[ri(q), rj(q)] = f kij rk(q) q ∈ Q
We can so deduce that even the vectors λ˜i(g) satisfy the same relations:
[λ˜i(g), λ˜j(g)] = f kij λ˜k(g) (4.9)
Let us now study the commutation relations of the basis in 4.7. We have:
[(Ada0(λ˜i(a)), λ˜i(a)), (Ada0(λ˜j(a)), λ˜j(a))] = f kij (Ada0(λ˜k(a)), λ˜k(a))
[(Ada0(λ˜i(a)),−λ˜i(a)), (Ada0(λ˜j(a)),−λ˜j(a))] = f kij (Ada0(λ˜k(a)), λ˜k(a))
[(Ada0(λ˜i(a)), λ˜i(a)), (Ada0(λ˜j(a)),−λ˜j(a))] = f kij (Ada0(λ˜k(a)),−λ˜k(a))
This is because of equation 4.9 together with the fact that Ada0 : g → g is
an automorphism of the Lie algebra g. So, with respect to the splitting of
equation 4.7, we have that:
[VCS, VCS] ⊂ VCS
[V CS, V CS] ⊂ VCS
[VCS, V CS] ⊂ V CS
From these equations we can see that VCS is a subalgebra of TQ, whilst V CS
is only a subspace of TQ. Recall that we are going to take the contraction
with respect to the group that is generated by the vectors in VCS.
After the contraction we have the following algebra:
[VCS, VCS] ⊂ VCS (4.10)
[V ′CS, V ′CS] = 0 (4.11)
[VCS, V ′CS] ⊂ V ′CS (4.12)
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where V ′CS is the subspace that contains the contracted vectors. Note that
now it actually forms an invariant abelian subalgebra of the algebra of the
vector fields over the contracted Q (say Qc).
4.2.3 Results of the Contraction
Now that the contraction is performed on the total manifold Q, we want to
see its effects on the quotient manifold M . We know that the left translation
on A induces an action on the quotient manifold and therefore generators of
the former action induce generators of the induced action (by projection),
see equation 4.5. These vector fields evaluated at the origin for a matrix Lie
group become the vectors in equation 4.6.
In what follows we will only consider the cases 3 at the beginning of section
4.1 and 3 at the beginning of subsection 4.2.1. This is because they are the
most interesting cases; for a discussion of the remaining cases, see appendix
A. Depending on the choices of the contraction and quotient groups (i.e.
choices of a0 and g0) we can find the following three cases:
1. Ada0(λi)− Adg0(λi) never equal to zero
2. Ada0(λi)− Adg0(λi) always equal to zero
3. Ada0(λi)− Adg0(λi) = 0 for 1 ≤ i ≤ k < d = dimG
Ada0(λi)− Adg0(λi) 6= 0 for k + 1 ≤ i ≤ d
Remark 7. Note that once the map Ada0−Adg0 : g→ g is chosen, its kernel is
also chosen. Now, since till now the basis {λi} has been completely arbitrary,
we can choose without loosing generality the first k vectors to span its kernel
and the remaining d − k to be in the complement of the kernel. That is
assumed to be done in case 3.
1. When Ada0 − Adg0 has trivial kernel the tangent space of the CS (i.e.
VCS) span the horizontal subspace (at the identity). By dimensional
arguments (recall that we chose the contraction group to be equal to
G) its complement (i.e. V ′CS) span the vertical subspace. Therefore,
the isotropy group after the contraction is isomorphic to Rd, and so the
quotient manifold is isomorphic to A = G.
2. When Ada0 −Adg0 is always zero it means that we are contracting the
manifold Q by the same group with respect to which we are quotienting
it out. Therefore the left translation of A onto itself is projected to the
trivial action in the quotient manifold. The tangent space to CS at the
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origin span the vertical subspace and so the isotropy group is A, and
the quotient manifold is diffeomorphic to Rd.
3. It is easy to see that the vector fields in V ′CS can be projected in a
similar way as the ones in VCS yielding (at the origin): (Ada0(λi) +
Adg0(λi), 0), where one has to notice the difference in the relative sign
when compared to vectors in equation 4.6. Since, by dimensional count-
ing, the vertical space needs to have other d − k basis vectors, in the
same spirit of remark 7, we can choose the basis {λi} in such a way that
the first k vectors annihilate Ada0 −Adg0 and the last d− k annihilate
Ada0 + Adg0 . (In this way the vectors (Ada0(λi), λi) for 1 ≤ i ≤ k < d
and (Ada0(λi),−λi) for k + 1 ≤ i ≤ d (which are contracted) span the
vertical subspace at the origin).
Call {τa}|1≤a≤k the generators of the kernel of Ada0−Adg0 . In order for
the contracted quotient to be a manifold we need the isotropy group
to be a closed subgroup of the action group. Note that, after the con-
traction, this is satisfied iff the generators of the kernel of Ada0 −Adg0
close a subalgebra of the algebra a = g.
We are now only left with the existence question, i.e. given a subalge-
bra p ∈ a when can we find a (a0, g0) ∈ G×G such that the kernel of
Ada0 − Adg0 coincides with the subalgebra p with respect to which we
want to contract g.
We can easily find some necessary conditions, which are useful to
restrict our field of research. Looking at the equation Ada0(τa) =
Adg0(τa) ∀a we see that the only important parameter is b0 := g−10 a0
because the equation is equivalent to Adb0(τa) = τa ∀a. We also note
that, upon exponentiation, this is also equivalent to:
exp(tτa)b0exp(−tτa) = b0
which implies:
[τa, b0] = 0 ∀a (4.13)
(Note that in a similar way we can also find: {λi, b0} = 0 ∀k+ 1 ≤ i ≤
d).
4.3 Examples
We will now use this formalism with the only example discussed so far: G =
SU(2). Let us use as generators the antihermitian λi = iσi, where σi are
the Pauli matrices. We want to describe the three examples we know, i.e.
S3, R3 and S2 × R, in a unified manner. Consider the total manifold Q =
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SU(2)×SU(2) and let us take the quotient of it with respect to the diagonal
subgroup G = {(g, g) ∈ Q|g ∈ G} (this means that we are setting g0 = eG).
1. The case M = SU(2) ∼ S3 is clearly obtained without taking any con-
traction. It has already been described in the past and we are not going
into details here. We just note that the left action of Q in our gauge,
since g0 = eG, becomes (g′L, g′R) · (gLg−1R , eR) 7→ (g′L(gLg−1R )(g′R)−1, eR),
i.e. the (direct) product of left and right translations.
2. The case M ∼ R3 is obtained by choosing as the contraction group the
same group as the diagonal subgroup we are taking the quotient with.
We simply set a0 = g0. This case gives a result which is the same result
as the north pole approximation.
3. We want to obtain an isotropy group isomorphic to ISO(2) by contrac-
tion. We note that the vector fields: (Ada0(λ1), λ1), (Ada0(λ2),−λ2)contr.
and (Ada0(λ3),−λ3)contr. form a subalgebra of the total algebra. We
now only need to find an a0 ∈ SU(2) such that:
a0λ1a
−1
0 = λ1 (4.14)
a0λ2a
−1
0 = −λ2 (4.15)
a0λ3a
−1
0 = −λ3 (4.16)
This system has a unique solution given by a0 = iσ1 and our ba-
sis for the vertical subspace at the origin takes the form: {(λ1, λ1),
(−λ2, λ2)contracted, (−λ3, λ3)contracted}.
Remark 8. The last example pointed out one fact that is general: except
in the case where G is abelian, there always exists at least one non-
trivial subgroup of H with respect to which we can contract H. Indeed,
if we take g−10 a0 = b0 = exp(λj) for some fixed j, then it will certainly
commute with λj, thus implying dim
(
ker(Adb0 − AdeG)
)
≥ 1.
4. If what we said till now makes any sense, then we can try to make
new predictions. Let us try to work with G = SU(3). Consider the
Gell-Mann matrices:
λ1 =
0 1 01 0 0
0 0 0
 , λ2 =
0 −i 0i 0 0
0 0 0
 , λ3 =
1 0 00 −1 0
0 0 0
 , λ4 =
0 0 10 0 0
1 0 0
 ,
λ5 =
0 0 −i0 0 0
i 0 0
 , λ6 =
0 0 00 0 1
0 1 0
 , λ7 =
0 0 00 0 −i
0 i 0
 , λ8 = 1√3
1 0 00 1 0
0 0 −2
 .
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Consider now the following SU(3) matrix: b0 =
( −1 0 0
0 −1 0
0 0 1
)
. It is clear
that b−10 = b0 = b†0. It is also clear that b0λab−10 = λa ∀a = 1, 2, 3, 8.
Moreover we have b0λkb−10 = −λk ∀k = 4, 5, 6, 7. So we should be able
to contract the isotropy group SU(3) with respect to the subgroup
generated by exponentiation of: {λ1, λ2, λ3, λ8}. The first three clearly
span an SU(2) subgroup, while the last one commutes with all the other
three (and obviously with itself). Since all the matrices are traceless
the subgroup should be: S(U(2)×U(1)). This means that the resulting
manifold will be: (SU(3)nR8)/(S(U(2)× U(1))nR4).1
1Note that one could naively think this is diffeomorphic to SU(3)/S(U(2)×U(1))×R4 ≈
G1(C3)×C2, where G1(C3) is the complex Grassmannian of the complex lines (or planes)
in C3 (see e.g. [Pe2006]). However we think this is not the case, since S(U(2) × U(1)) is
not abelian.
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Conclusion
In this thesis, we have seen some of the roles of generalised geometry in super-
gravity theories. In particular, we have seen how generalised geometry is well
suited to geometrically describing the large group of symmetries of Type II
supergravities and how it can be used to view these theories as a generalised
geometrical analogue of Einstein’s gravity ([CoStWa2011, CoStWa2012]). All
this gave evidence that the generalised tangent bundle E is a good bundle
to work with while dealing with supergravity theories. Using a better fitted
geometrical formalism not only permits one to rewrite the theories in a more
compact manner but can also be useful in controlling its difficult features
and unclear aspects. An example of this is the problem of when a trunca-
tion is consistent. Generalised geometry has been proven to be a useful tool
in understanding why some ‘mysterious’ consistent reductions were possible.
Its generalised Scherk-Schwarz reduction ([LeStWa2014]) can be used to per-
form all the known consistent truncations and possibly many more. In this
work, we analysed in some detail what general features a generalised Leibniz
parallelisation should have if E ≈ TM⊕T ∗M and studied two explicit exam-
ples: a Lie group and a homogeneous space. Then, having showed that these
are connected by a non-standard Inonu-Wigner contraction ([InWi1953]) of a
Lie group viewed as a homogeneous space, we tried to understand how such
non-standard contractions can be performed and provided a new example
of that. We have not proven that this new example leads to a generalised
Leibniz parallelisation. We believe nevertheless that, since a contraction is
essentially a limit process on a Lie group, such a process is likely to provide
the desired result, i.e. a Leibniz parallelisation.
In this thesis, we have only covered the basic material on the subject of gener-
alised geometry. Apart from a little discussion in the appendix B, we have not
covered spinors (see e.g. [Ch1996, Gu2004, Ko2011]). They are clearly essen-
tial to describing a supergravity theory. Once they are taken into account one
can describe the entire Type II theories in a O(d−1, 1)×O(1, d−1) covariant
manner ([CoStWa2011]). Other possible extensions of the formalism we pre-
sented here are given by the so-called exceptional generalised geometries (see
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[CoStWa2013, CoStWa2013n2]). These theories have been proven to be well
suited to describing compactifications of the 11-dimensional supergravity in
a manner that is similar to the one conventional generalised geometry uses
to describe the Type II supergravities. There are also problems that are still
open. To give a few examples we can mention the geometrical interpretation
of the generalised Riemann tensor, the question of generalised holonomy and
clearly the proof of the conjecture in 3.0.1 (of [LeStWa2014]), not to men-
tion the discovery of a necessary condition for a manifold to admit consistent
truncation.
What is most striking for us is nevertheless how a purely mathematical the-
ory, developed to understand the geometric structures of mechanics, turned
out to perfectly describe supergravity theories. The purely mathematical
development of chapter 1 was indeed meant to emphasise this fact: whilst
in the construction of generalised geometry we only gave some considera-
tion to the generalised vector bundle − in particular we never mentioned
supersymmetry − the resulting theory turned out to automatically describe
a supersymetric theory.
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Appendix A
A.1 The Other Cases
In this appendix we will briefly deal with the cases that are not dealt in
chapter 4; the result of this discussion will simply be that no interesting
feature arises.
Consider the following quotient action:
φR : (g, (gL, gR)) 7→ (gL, gRg−1) ∼gauge (gL, eR)
The left translation on Q translates then in the quotient manifold as follows:
ΛLR : ((g′L, g′R), [(gL, gRg−1)]) 7→ [g′LgL, g′RgRg−1] ∼gauge (g
′
LgL, eR)
So, basically, the vertical space is generated by the right part of the left
translation, while the horizontal space is generated by the left one. Consider
now the subgroup A ∈ Q, A = {(a0aa−10 , a)|a ∈ G}. This is projected on the
quotient manifold M as follows:
pi(a0aa−10 , a) = [(a0aa−10 , ag−1)] ∼gauge (a0aa
−1
0 , eR)
From this we can easily see that, upon projection, the manifold Q and its
submanifold A coincide (recall that for a0 fixed, the conjugation is an inner
automorphism of the Lie group). The action onM induced by the restriction
of the left translation onto A is:
(Ada0(a′), a′) · pi(Ada0(a), a) := pi((Ada0(a′), a′) · (Ada0(a), a))
= [(Ada0(a′a), a′ag−1)] ∼gauge (Ada0(a
′a), eR)
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which is clearly isomorphic to the left translation on the left component.
This implies that its generators span the tangent space of the quotient
(group) manifold M and are never equal to zero. Since their complement
(Ada0(λ˜i(q)),−λ˜i(q)) are projected to the same vector fields, it is more con-
venient to choose as a basis for TQ the following one:
{(Ada0(λ˜i(q)), λ˜i(q)), ri(q) := (0, λ˜i(q))}
which clearly maintains good commutation relations, i.e. with the same
structure constants. Moreover ri(q) form a basis for the vertical space. The
isotropy group is therefore isomorphic, after the contraction, to Rd. We
found that contraction with respect to a diagonal G-subgroup gives rise to a
quotient manifold M that is isomorphic to G.
Similarly a contraction with respect to A = GL×{eR} gives rise to the same
result, while the one with respect to A = {eL} ×GR gives an isotropy group
isomorphic to G and an M diffeomorphic to Rd.
We also note that, since the construction is symmetric in the exchange of the
left with the right factor, we have analogous results if we use the quotient
action given by:
φL : (g, (gL, gR)) 7→ (gLg−1, gR) ∼gauge (eL, gR)
Finally we would like to deal with the diagonal quotient and left/right con-
traction. We already know that the generic element in M is:
[(gLg0g−1g−10 , gRg−1)] ∼gauge (gLg0g
−1
R g
−1
0 , eR)
Consider the contraction submanifold given by:
A = {eL} ×GR = {(eL, gR)|gR ∈ G}
The projection takes the form:
pi(eL, gR) = [(eLg0g−1g−10 , gRg−1)] ∼gauge (g0g
−1
R g
−1
0 , eR)
In particular, the integral distribution of CS is never projected to a zero
vector (recall that the induced left translation on A corresponds to a trans-
lation of the right factor and therefore sends (g′R, gR) 7→ (g′RgR). This
means that TCS = {(0, λ˜i(q))} coincides with the horizontal distribution.
We can choose as generators of the vertical distribution the vector fields:
(Adg0(λ˜i(q)), λ˜i(q)), which are then contracted. Therefore the isotropy group
becomes isomorphic to Rd and M to G.
For A = GL × {eR}, pi|A =gauge idA. Therefore TCS = {(λ˜i(q), 0)} forms a
basis for the horizontal distribution and we can use as a basis for the vertical
distribution: {(λ˜i(q), Adg−10 (λ˜i(q)))}, and the result is the same as before.
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Appendix B
B.1 Spinors
In the development of chapter 1, we outlined some general properties of some
geometrical objects that can be defined on the generalised tangent bundle
E. There is still at least one important object that can be introduced: a
spin structure. This argument was not dealt in the project on which this
thesis is based. Nevertheless, for a reason of completeness, we think it is
worth at least mentioning the fact that spinors can naturally be included
in the contest of generalised geometry. This appendix is therefore meant to
give the basic notions about the Clifford algebra and spin representations
that are related to our discussion. It will essentially be a summary of the
principal results that can be found in the main reference about the argument
[Ch1996], and thought to be an easier reference for a reader that comes from
a physics background. For this reason many results are only quoted, in order
to simplify the discussion and to make it easier to follow the construction of
the general theory. Moreover, we will also use some results from [Gu2004].
In general, in order to be able to introduce spinors on a manifold we
first need to identify a special orthogonal group. This implies that we need
to have a metric, which enables one to introduce an orthogonal group, and
an orientation, which in turn enables one to restrict this structure group to
the special orthogonal group. In the specific case of the generalised vector
bundle, we have seen that we can introduce these two structures ‘for free’:
the canonical pairing between vectors and covectors allows one to define the
natural metric η and the orientation without any further assumption. This
implies that an SO(d, d) comes naturally together with the generalised vector
bundle. Secondly, for a manifold to admit a spin bundle it is necessary that
some topological conditions are satisfied. In the special case of E, however,
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where the relevant metric η has signature (d, d), it can be shown that a
Spin(d, d) structure always exists (see Props 2.27 and 2.28 in [Gu2004] and
reference therein). In the rest of the subsection, we would like to introduce
the main ideas regarding the Clifford algebra and its relevant representations
that are useful to deal with spinors in supergravity.
To define a Clifford algebra one usually makes use of quadratic forms.
These forms are closely related to bilinear forms.
Definition B.1 (Section 1.2 [Ch1996]). Let V be a vector space over a
field K.1 A quadratic form on V is a map Q : V → K with the following
properties:
1. Q(ax) = a2Q(x) ∀ a ∈ K, x ∈ V
2. The mapping (x, y) 7→ Q(x+ y)−Q(x)−Q(y) is a bilinear form B on
V ×V , called the bilinear form associated to Q (which is symmetric by
definition).
Proposition B.1.1 (I.2.2 [Ch1996]). Let B0 be any bilinear form on V ×V .
Then x 7→ B0(x, x) is a quadratic form on V and any quadratic form may be
represented in this manner.
Proof. The first statement is easily proven using the definitions. Let {x1, ..., xn}
be a basis of V . For the second part one can show (for example by induction)
that
Q(
n∑
i=1
aixi) =
n∑
i=1
a2iQ(xi) +
∑
i<j
aiajB(xi, xj)
and we may define a bilinear form B0 on V × V as follows:
B0(
n∑
i=1
aixi,
n∑
j=1
a′jxj) =
n∑
i=1
aia
′
iQ(xi) +
∑
i<j
aia
′
jB(xi, xj)
and clearly Q(x) = B0(x, x) ∀x ∈ V .2
Proposition B.1.2 (I.3.2 [Ch1996]). Assume that the bilinear form B is
non-degenerate. Let N be an isotropic subspace of V of dimension r. Then
there exists an isotropic subspace P of dimension r such that N∩P = {0} and
N+P is not isotropic. If {x1, ..., xr} is a basis of N and P has the properties
stated above, there is a basis {y1, ..., yr} of P such that B(xi, yj) = δij, for
1 ≤ i, j ≤ r.
1We, as opposed to the discussion given in [Ch1996], will only consider fields of char-
acteristic 0, usually R
2Note that this B0 such that B0(x, x) = Q(x) ∀x ∈ V , as opposed to B, does not have
to be symmetric.
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It is clear that in this notation the orthogonal group is the set of linear
mappings s : V → V such that Q(s · x) = Q(x), i.e. B(s · x, s · y) = B(x, y).
We now want to introduce the Clifford algebra. Recall that if A is an algebra,
the ideal generated in A by a subset X ⊂ A is the set of all elements of A
which are sums of products of the form a · x · a′, with a, a′ ∈ A, x ∈ X.
Definition B.2 (Section 2.1 [Ch1996]). Let Q be a quadratic form as above.
Let T be the tensor algebra of the vector space V and I the ideal generated
in T by the elements x ⊗ x − Q(x) · 1 ∀x ∈ V . Then the factor algebra
C = T/I is called the Clifford algebra of the quadratic form Q.
The proposition we will quote in the following will allow us to choose a
convenient representation of the Clifford algebra.
Proposition B.1.3 (II.1.1 and II.1.2 [Ch1996]). Let φ be a linear mapping
φ : V → C ′, where C ′ is an algebra over K. Assume that (φ(x))2 = Q(x) · 1
for x ∈ V . Then φ may be extended to a homomorphism ψ of C into C ′. If
φ(V ) generates C ′, then ψ(C) = C ′. If {x1, ..., xn} is a basis of V , the set
B = {xi1 ...xih for 1 ≤ i1 < i2 < ... < ih ≤ n, ij ∈ N ∀j}
is a basis of C, which is therefore of dimension 2n.
Relation between the Clifford and the exterior algebras. Con-
sider the exterior algebra ∧ on V . Recall that it admits a basis of decom-
posable tensors, which are homogeneous. Since the ideal I with respect to
which we take the quotient of the tensor algebra T to create the Clifford
algebra C is generated by a sum of elements of even degree (i.e. 0 and 2),
every element of I may be written as a sum of elements of I+ := I∩Teven and
I− := I ∩ Todd. Then C is the direct sum of C+ := T/I+ and C− := T/I−.
If λ is a linear function on V , there exists an antiderivation δ of ∧ such that
δx = λ(x) · 1 for x ∈ V ; δ is homogeneous of degree −1 and δ2 = 0. If B0 is
a bilinear form on V × V such that B0(x, x) = Q(x) ∀x ∈ V , let us denote
by δx the antiderivation of
∧ such that δx · y = B0(x, y) · 1 ∀ y ∈ V and let
us denote also by Lx the operator of left (exterior) multiplication by x in
∧.
We can define a linear map φ as follows:
φ :V −→ C∧(= C ′)
x 7−→ L′x = Lx + δx
where C∧ is the algebra of the endomorphisms of the vector space ∧. This
map satisfies the following property: (φ(x))2 = Lxδx+δxLx = Q(x) ·I, where
I is the identity map and x ∈ V . For, L2x = δ2x = 0 and, if u ∈
∧, we have
δxLx · u = δx(x ∧ u) = (δxx) ∧ u− x ∧ (δxu) = Q(x)u− Lxδxu
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From proposition B.1.3 we can then state that there is an homomorphism
ψ : C → C∧. Moreover if x ∈ V , since δx ·1 = 0, we have φ(x) ·1 = L′x ·1 = x
and so x 7→ L′x is an isomorphism of V . We can then think of V as a subspace
of C and write x2 = Q(x) · 1 if x ∈ V or, similarly:
xy + yx = {x, y} = B(x, y) · 1 for x, y ∈ V
We can then define a linear map θ : C → ∧ such that θ(u) = ψ(u) ·1 ∀u ∈ ∧.
Since, from proposition B.1.3, dimC = 2n = dim∧, θ is a linear isomorphism
which coincides with the identity on K · 1 and on V . Consider the image of
a product in C of h elements of V under the homomorphism ψ:
ψ(x1...xh) = (Lx1 + δx1)...(Lxh + δxh)
= Lx1 ...Lxh +
h−1∑
k=−h
Φk
where Φk is of degree k 3. It follows that θ(x1...xh) = x1 ∧ ...∧ xh +∑h−1k=0 ξk,
where ξk is of degree k. In particular, since Lx is homogeneous of degree 1
and δx of degree −1, Φk will always be of degree (h−r)+(−r) = h−2r. This
means that, for h even (odd), only terms of even (odd) degree k will appear
in the sum. The next proposition follows from what we have said until now.
Proposition B.1.4 (II.1.6 [Ch1996]). Let there be given a bilinear form
B0 on V × V such that Q(x) = B0(x, x) ∀x ∈ V . We can then identify
the underlying vector space of the Clifford algebra C with that of the exterior
algebra ∧ of V in such a way that, ∀x ∈ V , the operator of left multiplication
by x in C is Lx+δx defined as above. Moreover we have that C+ =
∑
k even
∧
k
and C− =
∑
k odd
∧
k.
We now want to show that, in the specific case that is of concern to us, we
can define a faithful representation of the Clifford algebra into a particular
exterior algebra (cfr. with the proof of Prop II.2.1 in [Ch1996]). Suppose that
V is of even dimension 2d, that the bilinear form B associated with Q is non-
degenerate and that the dimension of its maximal isotropic subspaces is d.
Note that with these assumptions the center of the Clifford algebra coincides
with the field K [Prop II.2.1]4. Let N and P be two maximal isotropic
subspaces of V which are supplementary to each other. Let {x1, ...xd} and
{y1, ...yd} be bases of N and P respectively such that B(xi, yj) = δij for
3Which means that it sends an homogeneous element of degree l into one of degree
l + k, l ∈ Z≥0
4I.e. in this case the Clifford algebra is a ‘central simple’ algebra.
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1 ≤ i, j ≤ r (recall proposition B.1.2). Let B0 the bilinear form on V × V
defined by the conditions:
B0(xi, xj) = B0(yi, yj) = B0(xi, yj) = 0 and B0(yi, xj) = δij ∀1 ≤ i, j ≤ d
This bilinear form is such that B0(x, x) = Q(x) ∀x ∈ V . Therefore, it can
be used to identify the space C to the underlying vector space of the exterior
algebra ∧ on V (proposition B.1.4). Let us call ∧N and ∧P the exterior
subalgebras of ∧ generated by N and P respectively. Since, by construction,
if x ∈ N δx(∧N) = {0} (B0 vanishes on N × N), it follows that ∀u ∈ ∧N
xu = x∧ u and the algebra ∧N is identical to the subalgebra of C generated
by N . We can see in a similar way that ∧P is a subalgebra of C. If we define
f := y1...yd = y1 ∧ ... ∧ yd, we have yif = 0 ∀ i (f corresponds to a top form
on P ) and so the set of elements of the form xi1 ...xikf form a basis of the
left ideal Cf , i.e. for u ∈ ∧N the map u 7→ uf is a linear isomorphism of∧N with Cf , which is therefore of dimension 2d. Let us define the following
(linear) representation of C into the space C∧ of the endomorphisms of ∧:
ρ : C −→ C∧
w 7−→ ρ(w) such that wuf = (ρ(w) · u)f ∀u ∈
N∧
Let us describe this representation. Since ∧N can be viewed as a subalgebra
of C and since B0 vanishes on both N × N and N × P , it is clear that if
w ∈ ∧N then ρ(w) is the operator of left multiplication by w in ∧N . Similarly
we can deduce that if x ∈ N and v ∈ ∧P then xv = x ∧ v. This in turn
implies that uf = u∧f ∀u ∈ ∧N . Now consider the case where y ∈ P . Since
B0 vanishes also on P ×P we can write: (ρ(y)u)f = yuf = (δy +Ly)u∧ f =
δy(u ∧ f) = (δyu)f , since f is a top form in ∧P and δy is an antiderivation.
Proposition B.1.5 (In the proof of Prop. II.2.1 [Ch1996]).
The representation ρ is a faithful representation. In particular if σ and σ1 are
elements of the basis B = {xi1 ...xih for 1 ≤ i1 < i2 < ... < ih ≤ n, ij ∈ N ∀j}
of CN there is one w ∈ C such that ρ(w)σ = σ1 and ρ(w)σ′ = 0 if σ′ ∈ B
and σ′ 6= σ; moreover ρ(C) has dimension 22d.
Proof. We know that ρ(f) is homogeneous of degree −d and that, defined
e := xd...x1, we have ρ(f)e = 1. If σ is a product of h elements, let τ be the
product of the elements of the basis of N not appearing in σ. Then:
ρ(τ)σ′ = ±e if σ′ = σ
ρ(τ)σ′ = 0 if length of σ′ ≥ length of σ and they are
products of 2 different sets of elements of N
ρ(τ)σ′ = homog. of degree < d if length of σ′ < length of σ
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Then w = ±σ1fτ has the desired properties. From what we said it follows
also that ρ(C) sends the basis of ∧N to itself, and so it is equal to the
algebra of all vector-space endomorphisms of ∧N and is therefore of dimension
22d.
In the case of the generalised vector bundle we have the decomposition
E ≈ TM ⊕ T ∗M , where we saw that TM and T ∗M are maximally isotropic
subbundles of E with respect to η. We can then identify N with T ∗M and
P with TM .5 The space of representation of ρ is therefore the space of
differential forms on M . Let us choose a local chart on M . We can then
choose as a basis of TM {∂1, ..., ∂d} and as a basis of T ∗M {dx1, ..., dxd}.
According to the definition of the bilinear form B0 we see that δdxi∂j = 0
and δ∂idxj = δij. We can see that in our case the antiderivation δ coincides
with the inner product on differential forms. In conclusion we have the
following representation of the Clifford algebra: if X = v + µ ∈ Γ(E) and
ω ∈ ∧•(M) we have
ΓX · ω := ρ(X) · ω = ivω + µ ∧ ω
and this defines a faithful representation. It is now also clear why we have
just used the gamma to label this representation: if {X1, . . . , Xn} is a basis
for E, {ΓX1 , . . . ,ΓXn} generates the (representation of the) Clifford algebra
and we have: {ΓXi ,ΓXj} · ω = η(Xi, Xj)ω.
B.1.1 The Clifford Group
Definition B.3. Let the bilinear formB associated withQ be non-degenerate
and let G be the orthogonal group of Q. The Clifford group of G, denoted
by Γ, is the group of invertible elements s ∈ C such that sxs−1 ∈ V ∀x ∈ V .
The linear automorphism χ(s) : x 7→ sxs−1 is a linear representation of Γ,
called the vector representation.
Prop II.3.1 of [Ch1996] then states that, for dimV even, χ(Γ) = G. We
shall denote by Γ+ the group Γ∩C+, and set G+ = χ(Γ+). Proposition II.3.3
of [Ch1996] states that G+ is the group of operations of determinant 1 in G,
i.e. it is the special orthogonal group.
Let us define αT as the linear map of the tensor algebra T of V into it-
self that reverts the order of the products in the decomposable tensors (e.g.
αT (t1 ⊗ t2) = t2 ⊗ t1) extended to the whole tensor algebra by linearity.
5All these identifications are to be understood as taken pointwise on M , i.e. each TpM
is identified with P , etc.
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Since the generators of the ideal used to define the Clifford algebra are left
invariant by the action of αT (they are homogeneous of even degree), αT nat-
urally induces an automorphism of C, that is called main automorphism of
C. Since αT preserves the homogeneous degree of the decomposable tensors,
we also have that α(C±) = C±.
Proposition B.1.6 (II.3.5 [Ch1996]). If s ∈ Γ, then α(s) ∈ Γ and α(s)s is
an element of the center of C
Proof. Let x ∈ V . We can clearly write: sx = (sxs−1)s = (χ(s) · x)s.
Applying α to both sides of the equation we find:
xα(s) = α(x)α(s) =eq α(s)α(χ(s) · x︸ ︷︷ ︸
∈V
) = α(s)χ(s) · x = α(s)sxs−1
i.e. xα(s)s = α(s)sx, which is exactly what we wanted.
Since in our case (even dimension of V ) the center of C is K · 1, this
proposition shows that α(s)s ∈ K · 1 whenever s ∈ Γ. We can therefore
define the following norm homomorphism6: α(s)s =: λ(s) · 1 ∀s ∈ Γ, where
clearly λ(s) ∈ K and λ(c · 1) = c2 if c ∈ K∗6 and λ(x) = Q(x) if x ∈ V ,
Q(x) 6= 0.
Definition B.4. We will denote by Γ0 the group of elements s ∈ Γ such that
λ(s) = 1 and call Γ+0 = Γ0 ∩ Γ+ the reduced Clifford group of Γ.
B.1.2 Spinors
[Section 2.4] It is known that all irreducible representations of the simple
algebra C are equivalent. Let us select one of them, say ρ, and call its
space of representation S the space of spinors of Q. The representation
ρ is called spin representation of C. This representation induces several
representations of different spaces, namely ρ+ of C+, ρΓ of Γ, ρΓ+ of Γ+ and
ρΓ+0
of Γ+0 . All these representations are also called spin representations.
Nevertheless, we are particularly interested in the spin representations of the
special orthogonal group and so will focus on ρΓ+ and ρΓ+0 .
7‘Consider now the representation ρ+ of C+. This representation is either
simple or the sum of two simple representations’ (Prop. II.2.3 [Ch1996]). ‘If
6The homomorphism is between Γ and the multiplicative group of invertible elements
of the center (K) of C, say K∗.
7Quoted from the discussion before proposition II.4.2 in [Ch1996]. Note that here the
term ‘simple’ means irreducible.
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C+ is not simple, then C+ has two inequivalent simple representations, and
both must occus in ρ+, since ρ+ is faithful. In that case, ρ+ is the sum of two
inequivalent simple representations. It follows that S may be represented in
one and only one way as the sum of two subspaces each of which yields a
simple representation of C+. These two spaces are then called the spaces
of half-spinors, and the corresponding representations of C+ the half-spin
representations. The representations of Γ+ and Γ+0 induced by the half-spin
representations of C+ are called the half-spin representations of these groups’.
Proposition B.1.7 (II.4.2 and II.4.3). The spin representation ρΓ+0 (or ρΓ+)
of Γ+0 (Γ+) is either simple or the sum of two simple representations. If C+
is not a simple algebra, then the half-spin representations of Γ+0 (Γ+) are
simple and they are inequivalent to each other.
Consider again our specific case in which E ≈ TM ⊕ T ∗M . This is a
direct sum of two maximally isotropic subspaces with respect to the metric
η. Let us define at each point p ∈M in the manifold fp as the product in C
on the elements of some basis of TpM , then Cfp is a minimal left ideal of C,
and we have Cfp = CT
∗
pM , where CT ∗pM is the subalgebra of C generated by
T ∗pM . There is a representation ρ of C on CT
∗M such that vuf = (ρ(v) · u)f
∀ v ∈ C, u ∈ CT ∗M . We will choose this representation to be the one de-
scribed previously in the appendix. Since Cfp ∀p ∈ M is a minimal left
ideal, ρ is irreducible. We may therefore take the space of spinors S to be
CT
∗M , which may be identified with the exterior algebra of T ∗M ; moreover
CT
∗M
± = CT
∗M ∩ C± may be identified with the even (+) and odd (-) el-
ements of CT ∗M . Clearly for x ∈ V we have: ρ(x) : CTpM± → CTpM∓ ; this
implies that, for u ∈ C+, ρ(u) maps CTpM+ and CTpM− into themselves. One
can then deduce that the spin representation ρ+ of C+ is not irreducible. In
this case, from prop B.1.7 we can deduce that the half-spin representations
of Γ+ and Γ+0 on CT
∗M
+ and CT
∗M
− are inequivalent irreducible representations.
Let us now summarise the findings of this section using a terminology
that is more understandable to physicists. SO(d, d) spinors can be repre-
sented by elements of the exterior algebra of T ∗M . The Clifford algebra
(i.e. the ‘gamma matrices’ in the physics terminology) is represented by the
endomorphisms ρ(x) ≡ Γx acting on ∧• T ∗M , with x ∈ E, and where the
bilinear form is obviously η. The identity component of Spin(d, d) is Γ+0 .
The vector representation χ : s 7→ sxs−1, s ∈ Spin(d, d), x ∈ E is the ho-
momorphism that defines the double cover of SO(d, d) by Spin(d, d). Since
so(d, d) = ∧2(TM ⊕ T ∗M) sits naturally inside the Clifford algebra we can
see its action on the spin representation [Gu2004]. It turns out that the ac-
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tion of a B, β and GL(d)-transforms are as follows (see [Gu2004] examples
2.10-2.12):
1. If B = 12Bije
i ∧ ej: B · φ = (−B ∧ φ)
This exponentiates to: e−Bφ = (1−B + 12B ∧B + ...)φ
2. If β = 12β
ijei ∧ ej: β · φ = 12βijiej(ieiφ) = iβφ.
This exponentiates to eβφ = (1 + iβ + 12i
2
β + ...)φ.
3. For GL(d) the problem is that the diagonal GL(d) subgroup of SO(d, d)
has two fibres GL1(d) and GL2(d) in Spin(d, d) under the homomor-
phism (covering map) χ. If we consider their common connected in-
tersection GL+(d) we have, for A = Ajiei ⊗ ej an endomorphism of
TM : A · φ = 12Aji (iej(ei ∧ φ) − ei ∧ iejφ) = 12Ajiδijφ − Ajiei ∧ iejφ =−A∗φ+ 12(TrA)φ.
By exponentiation the action of GL+(d) on the exterior algebra of T ∗M
is by: g · φ = √detg(g∗)−1φ. This means that as a GL+(d) representa-
tion the spinor representation decomposes as:
S =
•∧
(T ∗M)⊗ (detTM)1/2
This last fact shows that the spin representation is actually almost equal to
the exterior algebra - i.e. modulo a little technicality.
B.2 Bilinear Pairing on Spinors
Let α be the main automorphism of C. CT ∗M is isomorphic to the exterior
algebra of T ∗M . Consider f as above and u, v ∈ ∧(T ∗M). Then we have:
α(uf)vf = α(f)α(u)vf = (−1) d(d−1)2 fα(u)vf
since f = ∂1...∂d is the product in C of d elements of a (local) basis of TM .
We have α(u)v ∈ ∧•(T ∗M) ≈ CT ∗M and fα(u)vf = (ρ(f) ·α(u)v)f , where ρ
is the usual representation. Let e be the product of the elements of a (local)
basis {dx1, ..., dxd} of T ∗M . ρ(f) is of degree −d and so it maps upon 0 every
homogeneous element of degree < d of CT ∗M . So, if pe is the homogeneous
component of degree d of α(u)v, then ρ(f) · α(u)v = (−1) d(d−1)2 p · 1. Let us
denote by β(u, v)e the homogeneous component of degree d of α(u)v, whence:
α(uf)vf = β(u, v)f , where β is a bilinear form on CT ∗M × CT ∗M .
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Proposition B.2.1 (III.2.1 and following discussion in [Ch1996]). The bi-
linear form β : CT ∗M × CT ∗M → K such that α(uf)vf = β(u, v)f satisfies
the following properties:
1. β is a bilinear invariant of the spin representation of Γ+0 ;
2. β is non-degenerate;
3. β has the following antisymmetry property: β(v, u) = (−) d(d−1)2 β(u, v).
Proof. 1. If s ∈ Γ we have β(ρ(s)·u, ρ(s)·v) = α(suf)svf = α(uf)α(s)svf =
λ(s)α(uf)vf = λ(s)β(u, v), by the definition of the norm homomor-
phism λ.
2. If 0 6= u ∈ ∧(T ∗M), then α(u) 6= 0 and there exists an v ∈ ∧(T ∗M)
such that α(u)v = e, i.e. such that β(u, v) = 1.
3. Since α2 is the identity we have that α(v)u = α(α(u)v) = α(e)p =
(−1) d(d−1)2 pe, where pe is the homogeneous component of degree d of
α(u)v.
Note that point 1 of proposition B.2.1 implies that the B-transform is a
symmetry of the bilinear pairing because B ∈ so(d, d).
To conclude consider the generalised vector bundle as an extension of the
tangent bundle via the cotangent one as in section 1.3. Let {Λ(ij)} be the
patching one-forms and define B = {B(i)} the patching two-forms that satisfy
B(i) − B(j) = dΛ(ij) ∀ i, j. This B defines an isomorphism between spinors
of E and spinors of (detT ∗M)−1/2 ⊗ ∧•(T ∗M). Let {Ψ(i)} be TM ⊕ T ∗M
spinors defined on each patch of {U(i)}. The patching rules introduced in
section 1.3 then imply that Ψ(i) = e−dΛ(ij)Ψ(j). Then e+B(i) ∧ Ψ(i) are well
defined spinors of E (or, better, they are the image under the isomorphism
between E and TM ⊕ T ∗M defined by B). This is clear from the action of
B-transform on spinors written in the previous subsection.
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