This article contributes to clustering and fuzzy modelling of data such that specific characteristics of each datum can be incorporated. Particularly, each object may exhibit an individual area of influence in its feature space, for which it is representative. For such objects, a similarity measure is introduced, which is used to modify common clustering algorithms to take each object's extent into account when finding clusters. A real-world example demonstrates the practical usability of the presented methods, which deliver results in accordance to findings of experts in that field.
Introduction

Motivation, context and goal
Clustering algorithms provide powerful means to gain data-based insights into structures of a set of objects (e. g. measurements) [1] . Most algorithms and their users, however, do not account for the individual characteristics of single data points (objects) in the clustering process, which might be present for different reasons. In Fig. 1 , we can identify two groups of objects with an identical geometrical layout in the feature space. Each object, however, covers a different area of the feature space. One object may be representative for a certain phenomenon in a larger area of the feature space (more on the interpretation in section 2.2). Therefore even very few objects might already constitute one cluster on their own right.
Provided the dataset of Fig. 1 is representative, one could therefore argue that the left-hand side objects should form a cluster while the other three objects should, as long as no other data become available, remain separate "clusters" on their own.
It appears reasonable that the individual extent of an object should be considered in a clustering process. A suitable clustering algorithm should therefore deliver groups of objects that cover a compact region of the feature space. For this, it would be required that information about the objects' extent is available. Given that even the objects' position will be subject to uncertainties in real-world datasets, it furthermore seems appropriate not to treat their extent in the feature space in a precise manner, but assume soft boundaries, which calls for a fuzzy representation of an object.
While there is a variety of existing fuzzy clustering algorithms [2] , our approach specifically focuses on a fuzzy description of each object, rather than the cluster as a whole. In contrast to works like [3] , we will also be able to effortlessly work with fuzzy objects in a higher-dimensional feature space. Commonly used clustering algorithms do not take the distinct characteristics of each object into account. In this regard our paper also aims to advertise for a paradigm shift towards an individual modelling and treatment of uncertain data.
In this article we will provide means to model the individual extent of objects in their feature space in a fuzzy manner by means of multivariate membership functions, and present ideas how to use these fuzzy descriptions in common existing hierarchical clustering algorithms in order to incorporate the individual characteristics of objects.
Structure of this article
As the basis for the ideas of this article, we will provide means to model the extent of objects in a feature space in a fuzzy manner using multivariate membership functions, which will be introduced in section 2.1. In order to be compatible with existing hierarchical clustering algorithms, we will discuss the replacement of distance measures by a fuzzy dissimilarity in section 3. An academic as well as a real-world example will be presented in sections 4.1 and 4.2, respectively.
Fuzzy description of objects
As already touched upon in section 1.1, an object might-apart from its position in the feature space-be characterised by a certain extent in the feature space. This extent may be used to model an object's representativeness for a certain phenomenon, spanning a region in the feature space, cf. section 2.2.
In practical applications, it appears reasonable that precise information about the borders of this region will rarely be available. We therefore propose to individually model each object and its extent in a fuzzy manner. While it has to be noted that the approach presented in section 3 is independent of the type of membership function chosen to model such objects, we will introduce (and employ throughout this article) a multivariate membership function in the following. Main advantages of this function are its adjustability by interpretable parameters, its versatile and consistent use in a uniand multivariate form.
A multivariate parametric fuzzy set
As a generalisation of Aizerman's potential function [4] , (1) defines a parameterisable asymmetric fuzzy set µ : R → (0, a]:
The effect of the modal point r, the maximum membership value a and the side-specific parameters b, c and d in (1) can be understood from Fig. 2a . To create a multivariate (N -dimensional) membership function, N normalised fuzzy sets of this type are being combined using a compensatory Hamacher intersection (2) and being assigned a joint maximum membership value a. As shown in [4] and [5] , this results in an N -dimensional parametric membership function µ : R N → (0, 1]. Visual examples for N = 2 are given in Fig. 3 .
For the fuzzy description of objects with an associated area of influence in their feature space, we propose to employ the multivariate membership function based on (1). The a parameter may be used to describe objects with sub-normal significance (a < 1), e. g. if one is uncertain about the validity or existence of an object. More importantly, the parameters c l/r can be used to quantify an object's individual extent in the feature space. The b and d parameters may furthermore be employed to modify the fuzziness of the object's extent. Throughout the examples of this article, however, we will use normalised (a = 1), symmetric membership functions with b l/r = 0.5, d l/r = 2 to model fuzzy objects.
2 With these assumptions, the multivariate (N -dimensional) membership function is being reduced to (3). α-cuts of these fuzzy sets accordingly have the form of hyper-ellipses.
Interpretation of fuzzy objects
As already mentioned in section 1.1, each object may be representative for a certain area of the feature space. A natural question that arises concerns the origin or determination of such an area. One possible interpretation relates to uncertainties stemming from the underlying measurement process. For example, a nonlinear sensor characteristic could lead to non-uniform inaccuracies among several measured objects, which have to be treated individually for each object. In this case, each datum is considered as a single point known to lie somewhere in this area.
In our article, however, we consider each object as representative for all of its associated area. For example, such an object may be an abstract description for a phenomenon characterised by varying feature values within a certain area of the feature space. Therefore the aggregation of repeated measurements (which may, of course, be afflicted with uncertainties as described above) provides one possible access to obtain an object's area of influence or its fuzzy representation, respectively. For this case, [6] presents an aggregation procedure that directly results in membership functions of the type used in this article. In the spirit of fuzzy set theory, another approach to the determination of an object's area lies in the inclusion of domain-specific expert knowledge for each object. This will also be the case in our example in section 4.2.
Clustering of fuzzy objects
In order to identify clusters of fuzzy objects, we have to identify groups of objects whose joint extents form a (more or less) compact region of the feature space. One approach to this lies in the determination of a fuzzy degree of inclusion, which indicates adjacent or overlapping fuzzy objects.
Fuzzy degree of inclusion
As visible in Fig. 4 , one fuzzy object may be "contained" in another object, but this relation is-in general-asymmetric. In order to identify overlapping fuzzy regions in the feature space, we have to take this asymmetry into account, and examine both if one object "contains" the other, or vice versa. To quantify the degree of inclusion of a fuzzy set µ 1 (x) in a set µ 2 (x), we propose the following fuzzy degree of inclusion:
For the operator ∩, we employ a standard minconjunction, which also guarantees an interpretable range of values for g ∈ [0, 1], with g → 1 indicating high degrees of inclusion.
To identify adjacent fuzzy objects, it is sufficient if one of the degrees of inclusion g(µ 1 , µ 2 ) or g(µ 2 , µ 1 ) is high. Hence the decision whether the two objects are adjacent can be obtained by a standard disjunction (e. g. using the max-operator) of the two values:
As future work, further properties and relations of (4) to existing indicators of fuzzy set inclusion as well as axioms for such indicators (cf. [7, 8] ) remain to be examined.
Approximation by membership of r
Unfortunately, an analytic or numeric computation of (4) will be costly, especially in higher-dimensional feature spaces. If a computationally efficient alternative to (4) is needed, we propose to approximate the degree of inclusion by the degree of membership of the first set's modal point to the second set. When using the membership function (1) of this article, this corresponds to the membership of the r parameter:
Equation (7) is the fuzzy measure that will be used in the following examples of section 4. While we did not obtain different results in our examples when using the original (5) instead, a thorough comparison of (7) and (5) will be left as an open issue for future work.
Application in clustering algorithms
Hierarchical clustering algorithms employ a metric to determine the distance of objects in a pairwise manner. When objects with individual extentsmodelled by fuzzy sets-are to be treated, the actual distance of the object locations is less relevant, and their extents have to be considered.
With (5) or (7), possible fuzzy measures for the mutual inclusion of two fuzzy objects are available. A dissimilarity measure h, which may be used to replace the distance of two objects in a clustering procedure, can be obtained by the natural complement [9] of (5) or (7):
In contrast to the common Euclidean distance (or other members of the Minkowski family), h is a normalised dissimilarity measure h ∈ [0, 1]. The interpretation of (8) is that two objects are considered dissimilar (h → 1) if neither of these objects contains the other object in the sense of fuzzy inclusion discussed in section 3.1, and similar (h → 0) if so. Equation (8) may directly be used as a replacement for the distance measure in any hierarchical clustering algorithm, now taking the individual extent of fuzzy objects into account.
Examples
Artificial dataset
In a first example, we will examine an artifically generated set of two-dimensional objects with individual extents (depicted in Fig. 5 ) and subject these to a cluster analysis employing the dissimilarity measure of section 3.3. Each datum is being described by a membership function as given in (3) with individual uncertainties (parameter c).
On the lower edge of Fig. 5 , we can observe a large fuzzy object which obviously connects the two object pairs at its sides to form one single-albeit somewhat stretched-cluster. What could furthermore be seen from Fig. 5 is that the upper-left three objects intuitively form a cluster, as these objects are significant and representative for a large and connected region of the feature space. In contrast, the three-object group in the upper-right corner does probably not form a connected region, these three fuzzy objects appear isolated. Because of the identical intra-group geometry, none of the standard clustering algorithms could identify the left-hand side group as a cluster and the right-hand side group as single objects at the same time without considering their individual characteristics.
The dataset of Fig. 5 was subjected to hierarchical single linkage clustering twice, using the Euclidean distance and the membership-based approach of this article. To illustrate the effects, Fig. 6 depicts the results for a configuration of C = 7 classes side by side. Fig. 6b confirms that the membership-based clustering approach is capable of finding structures similar or identical to the intuitive judgement of a human. The five fuzzy objects on the lower edge are being connected by the middle object to form one cluster, and the overlapping three-object group in the upper-left corner is also being correctly identified as one cluster. A purely distance-based approach, as visible in Fig. 6a , must obviously fail in these aspects of this task, since the objects' individual extent or representativeness is not taken into account.
For an objective assessment of clustering results, measures comparing two partitions (such as the Rand index and its fuzzy extensions [10] ) are available. The additional information contained in ob- jects with a fuzzy extent, however, is essential to the proposed type of data representation. Thus measuring the similarity between partitions without this information will not reveal the performance of a clustering result. A prospective suitable performance measure should also incorporate these individual characteristics of the data. Throughout the remainder of this article, we will therefore confine ourselves to a visual assessment.
Analysing geodetic movement patterns
The dataset for the second example stems from a geodetic observation network which monitors the impact of the continental drift in Iceland [11] . Fig. 7a shows the tectonic movement of reference points (measured by GPS over the years 1993-2004), and one can clearly observe different movement patterns caused by the Mid-Atlantic Ridge. The feature space in Fig. 7b consists of the length of movement vectors and their direction. 3 In [12] , individual fuzzy representations for all measurements were determined, which will be used here and which are also depicted in Fig. 7b as ellipses around the objects in the feature space. All objects are being modelled as fuzzy sets using (3). To compare the membership-based distance (i. e. the fuzzy dissimilarity measure as proposed in this article) against the common Euclidean distance, a series of experiments with hierarchical clustering al-gorithms was carried out. The data from Fig. 7b were subjected to single and complete linkage clustering procedures. Results for a five-, six-, and seven-class configuration (complete linkage), and an eight-class configuration (single linkage) are presented visually in Fig. 8 , where the results using Euclidean distance measure are displayed on the lefthand side, and the corresponding results using the fuzzy approach on the right-hand side.
For the distance-based approach the features were scaled to fit unity intervals, whereas the membership-based approach works independently of any scaling factors, since the fuzzy dissimilarity is expressed in truth values and therefore independent of the actual distance. This is a huge benefit, since the scaling (and thus their weight in the clustering process) of the features does not have to be defined by experts anymore.
For a C = 5 class configuration, both approaches deliver good, albeit different results. In Fig. 8b , the two groups in the lower-left corner form one p -cluster due to their larger extents, whereas the u -cluster-being much tighter in its extent-is separated from the c -cluster and forms a cluster on its own right. Experts confirm that this does make sense also from a semantic point of view, since all pobjects exhibit barely any movement (feature x 1 ), but higher variations in their measurements, while the u -objects actually do form a movement pattern on their own [12] .
Beginning from a configuration of C = 6 classes, distance-based complete linkage clustering leads to results which are not acceptable both formally and from a semantic point of view, since the cluster in the centre is being split up in Fig. 8c into two clusters ( u and p ). Similar objections can be raised to the results in Fig. 8e and Fig. 8g . For all class configurations C = 6, C = 7 and C = 8, the membership-based approach delivers wellinterpretable results which are also in accordance with an expert's assessment in the field of geodesy [12] . Taking the individual extents for all objects into account-as made possible by the contributions of this paper-does very closely follow the approach of humans in this field.
As mentioned in section 4.1, an objective verification of our visual assessment would be desirable, but requires suitable performance measures incorporating individual characteristics of data, whose definition has to be left open for future work.
Conclusion
As shown in this article, multivariate membership functions are a suitable tool for a fuzzy modelling of objects in a feature space and their individual extents in a sense of representativeness. Such individual extents may stem both from data and expert knowledge. Contrary to the vast majority of data mining approaches, the distinct characteristics of every object can thus be modelled and incorporated into subsequent steps of data analysis. Based on the fuzzy description of data, we derived a fuzzy dissimilarity measure for a pair of objects, which can effortlessly be used as a plugin replacement for distance measures in hierarchical clustering algorithms. As the main benefit of this approach, the individual extent of each object is now being considered in the clustering process. Regardless of the absolute distances of object locations, a group of objects is now considered as a cluster if the extents of its objects jointly form a (more or less) compact region of the feature space.
As a very useful side-effect of working with truth values instead of actual (e. g. Euclidean) distances for the dissimilary of objects, one can omit the scaling of features prior to a clustering analysis. The scaling is implicitely performed by an object's extent, and-even more importantly-individually for each pair of objects.
