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BAB III 
 PERANCANGAN SISTEM 
 
3.1 Rancangan Sistem 
Pada bab ini akan membahas tentang metode perancangan sistem 
dalam pembuatan Samba File Server dengan Auto Failover Network 
File Sistem (NFS) berbasis Linux.  Metode perancangan sistem yang 
akan digunakan adalah sebagai berikut: 
1. Merancang sistem 
2. Persiapan alat dan bahan materi 
3. Penjadwal kegiatan 
4. Implementasi sistem 
Berikut merupakan gambaran rancangan pelaksanaan dan  
rancangan system pembuatan Samba File Server dengan Auto Failover 
Network File Sistem (NFS) berbasis Linux dapat dilihat pada gambar 
dibawah ini. 
a. Rancangan Pelaksanaan 
             
Merancang sistem
Implementasi sistem Persiapan alat dan 
bahan materi
Penjadwalan kegiatan
 
Gambar 3.1 Rancangan Pelaksanaan 1.0 
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b. Rancangan Sistem 
Server 1 / Node 1
Server 2 / Node 2
Client / Windows 7
Server Samba
 
Gambar 3.2 Rancangan Sistem 1.0 
3.2 Implementasi Sistem 
Dalam metode analisa ini adapun beberapa tahapan yang harus 
dilakukan antara lain: 
1. Mengistal Virtual Box 
2. Menginstal linux dan windows 7 di Virtual Box 
3. Melakukan penginstalan paket – paket yang akan digunakan 
pada linux, paket tersebut antara lain yaitu  : 
a. Drbd 
b. Nfs Server 
c. Heartbeat 
d. Samba Server 
e. Samba Client 
4. Melakukan  konfigurasi paket – paket yang digunakan pada 
linux, antara lain konfigurasi: 
a. Drbd  
Pertama – tama lakukan konfigurasi interface LAN 
dan CrossOver (DRBD) dengan perintah : 
“nano /etc/network/interfaces” 
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Gambar 3.3 Konfigurasi Drbd 1.0 
 
 
Gambar 3.4 Konfigurasi Drbd 1.1 
 
Cek koneksi untuk bukti terhubung internet dengan 
perintah : 
“ping 8.8.8.8” 
 
Gambar 3.5 Konfigurasi Drbd 1.2 
 
Gambar 3.6 Konfigurasi Drbd 1.3 
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Lakukan konfigurasi DNS pada ke dua server, dengan 
perintah : 
“nano /etc/hosts” 
 
Gambar 3.7 Konfigurasi Drbd 1.4 
Cek koneksi ke dua server dengan perintah : 
- Node 1  
melalui interface LAN : “ping node2”  
 
Gambar 3.8 Konfigurasi Drbd 1.5 
melalui CrossOver (DRBD) : “ping 172.16.0.3” 
 
Gambar 3.9 Konfigurasi Drbd 1.6 
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- Node 2 
melalui interface LAN : “ping node2”  
 
Gambar 3.10 Konfigurasi Drbd 1.7 
Melalui CrossOver (DRBD) : “ping 172.16.0.2” 
 
Gambar 3.11 Konfigurasi Drbd 1.8 
Konfigurasi DRBD pada ke dua server dengan perintah: 
“nano /etc/drbd.conf” 
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Gambar 3.12 Konfigurasi Drbd 1.9 
Lalu simpan dengan perintah : 
“CTRL+O, Enter, CTRL + X” 
Kemudian. Untuk membuat metadata / partisi pada 
ke dua server, dengan perintah : 
“drbdadm create-md postgres” 
- Server 1 
 
Gambar 3.13 Konfigurasi Drbd 1.10 
- Server 2 
 
Gambar 3.14 Konfigurasi Drbd 1.11 
Aktifkan DRBD pada ke dua server, dengan 
perintah : 
“/etc/init.d/drbd start” 
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- Server 1 
 
Gambar 3.15 Konfigurasi Drbd 1.12 
- Server 2 
 
Gambar 3.16 Konfigurasi Drbd 1.13 
Buat node 1 menjadi primary server, dengan 
perintah : 
“drbdadm-- --overwrite-data-of-peer primary all” 
 
Gambar 3.17 Konfigurasi Drbd 1.14 
Tambahkan file system pada disk /dev/drbd0, 
dengan perintah mount : 
“mkfs.ext3 /dev/drbd0” 
“mount /dev/drbd0 /srv” 
Lalu dilanjut dengan perintah : 
“nano /etc/fstab” 
 
Gambar 3.18 Konfigurasi Drbd 1.15 
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Lalu masukkan perintah : 
“dd if=/dev/zero of=/dev/sdb bs=10M count=10” 
 
Gambar 3.19 Konfigurasi Drbd 1.16 
Cek sinkronisasi ke dua server, dengan perintah : 
“/cat/proc/drbd” 
- Server 1 
 
Gambar 3.20 Konfigurasi Drbd 1.17 
- Server 2 
 
Gambar 3.21 Konfigurasi Drbd 1.18 
b. Nfs Server 
Lakukan pengeksporan data pada ke dua server, 
dengan perintah : 
“nano /etc/exports” 
- Server 1 
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Gambar 3.22 Konfigurasi Nfs Server 1.0 
- Server 2 
 
Gambar 3.23 Konfigurasi Nfs Server 1.1 
c. Heartbeat 
Konfigurasi heartbeat pada ke dua server, dengan 
perintah : 
“nano /etc/heartbeat/ha.cf” 
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Gambar 3.24 Konfigurasi Heartbeat 1.0 
Membuat ip virtual yang menandakan primary server 
pada ke dua server, dengan perintah : 
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“node1 IPaddr::192.168.1.171/24/enp0s3 
drbddisk::postgres 
Filesystem::/dev/drbd0::/mnt/drbd::ext3 nfs-kernel-
server”  
 
Gambar 3.25 Konfigurasi Heartbeat 1.1 
Pemberian password pada heartbeat agar aman pada ke 
dua server dan hanya bekerja pada root, dengan 
perintah : 
“nano /etc/heartbeat/authkeys 
 
Gambar 3.26 Konfigurasi Heartbeat 1.2 
“chmod 600 /etc/heartbeat/authkeys” 
- Server 1 
 
Gambar 3.27 Konfigurasi Heartbeat 1.3 
- Server 2
 
Gambar 3.28 Konfigurasi Heartbeat 1.4 
Konfigurasi selesai, pengaktifan DRBD dan heartbeat 
pada ke dua, dengan perintah: 
“/etc/init.d/drbd start” 
“/etc/init.d/heartbeat start” 
- Server 1 
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Gambar 3.29 Konfigurasi Heartbeat 1.5 
- Server 2 
 
Gambar 3.30 Konfigurasi Heartbeat 1.6 
Cek disk pada ke dua server, dengan perintah : 
- Server 1 
 
Gambar 3.31 Konfigurasi Heartbeat 1.7 
- Server 2 
 
Gambar 3.32 Konfigurasi Heartbeat 1.8 
d. Samba Server 
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Untuk menyetting folder yang dapat ditgunakan, 
dengan perintah : 
“nano /ect/samba/smb.conf” 
 
Gambar 3.33 Konfigurasi Samba Server 1.0 
Untuk membuat ip virtual yang menandakan 
terhubung dengan server, dengan perintah : 
“nano /etc/fstab” 
 
Gambar 3.34 Konfigurasi Samba Server 1.1 
Lalu koneksikan secara otomatis samba dengan NFS, 
dengan perintah : 
“mount –a” 
“mount /dev/dm-0 / -o remount,rw 
Dan cek disk, dengan perintah :  
“df” 
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Gambar 3.35 Konfigurasi Samba Server 1.2 
Kemudian membuat network drive pada client, 
dengan cara : 
- Buka explore 
- Pilih network 
- Klik kanan dan pilih add a network location 
 
Gambar 3.36 Konfigurasi Samba Server 1.3 
- Pilih choose a custom network location dan next 
 
Gambar 3.37 Konfigurasi Samba Server 1.4 
- Beri nama network drive dan pilih next 
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Gambar 3.38 Konfigurasi Samba Server 1.5 
- Lakukan next terus hingga finish. 
e. Samba Client 
Ubah ip client satu kelas dengan samba server, dengan 
membuka network sharing and center. 
 
Gambar 3.39 Konfigurasi Samba Client 1.0 
Hingga menghasilkan network drive yang sinkron 
dengan samba 
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Gambar 3.40 Konfigurasi Samba Client 1.1 
5. Melakukan pengujian system yang telah dibuat. 
Untuk cek ip virtual heartbeat 192.168.1.1 yang ada pada 
primary server. Ketika server 1 down, server 2 dapat 
mengambil alih menjadi server primary, cek dengan 
perintah :  
“ifconfig” 
- Server 1 
 
Gambar 3.41 Testing Failover 1.0 
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- Server 2 
 
Gambar 3.42 Testing Failover 1.1 
Cek partisi /dev/drbd0 yang harus ada pada primary 
server, ketika server 1 down, maka server 2 harus dapat 
mengambil alih menjadi server primary. berikut perintah : 
“df" dan cek juga “cat /proc/drbd” 
- Server 1 
 
Gambar 3.43 Testing Failover 1.2 
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- Server 2 
 
Gambar 3.44 Testing Failover 1.3 
