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Abstract
This master's thesis at the Department of Economics, University of Oslo devel-
ops and estimates a Hybrid Wage New Keynesian Phillips Curve (Wage-NKPC)
with staggered wages and prices using Norwegian data (provided by Statistics Nor-
way). The diﬀerent econometric methods discussed in the thesis are generalized
method of moments (GMM), generalized instrumental variable estimation (GIVE)
and Maximum Likelihood (ML)  in particular the Kalman-ﬁlter. The model is
estimated using key macroeconomic variables such as gross domestic output, em-
ployment, wages, productivity, import prices and consumption.
All Stata-codes and Eviews-codes used in this thesis are available from the au-
thor upon request.
Keywords: New Keynesian Phillips Curve, generalized method of moments, gener-
alized instrumental variable estimation, Kalman-ﬁlter, dynamic stochastic general
equilibrium models
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1 Introduction
The study of macroeconomic ﬂuctuations has been a key interest for several economists
over the last century. Dynamic stochastic general equilibrium (DSGE) models are
by many considered the state-of-the-art models. Because the models are built
on microeconomic foundations, they are able to explain important decision mak-
ing processes down to individual levels. The models are thus able to generate
quantitative predictions about macroeconomic ﬂuctuations and about the behav-
ior of the underlying shocks. The aggregation over individual behavior typically
leads to a link between short run inﬂation and overall real activity in the economy.1
Starting with the seminal paper of Kydland and Prescott (1982), which introduced
the concept of multi-period production cycles and introduced a general equilibrium
to the existing growth and business cycle theory, the DSGE literature has since
become the state-of-the-art models of macroeconomic ﬂuctuations. Several papers
have contributed towards the formulation of a benchmark model. The ultimate
goal is to build a model of ﬂuctuations which includes all the strengths of the
so-far proposed models combined. However, there is no consensus about the ingre-
dients that are critical to include in such a model. For instance Erceg, Henderson
and Levin (2000), Smets and Wouters (2003) and Christiano, Eichenbaum and
Evans (2005) all contributed to the standing literature with diﬀerent variations of
the DSGE models. The result has often been quite complicated models, but with
absence of pure empirical evidence of relevance for the macroeconomic ﬂuctuations.
Most of the literature focuses on staggered price setting. This thesis will instead
consider staggered wages, and will use a number of econometric methods to eval-
uate the hybrid Wage New Keynesian Phillips Curve (Wage-NKPC) using annual
Norwegian data. Emerging from the recent interest of several economists, such
as Galí and Gertler (1999), in the dynamics of short-run inﬂation, early work by
for instance Fischer (1977), Taylor (1980) and Calvo (1983) have given important
advances in the theoretical modeling of staggered nominal price and wage setting.
In line with the microfoundation, the proposed theoretical framework by these
economists and others cast the staggered prices and wages into an individual op-
timization problem.
1Of course, it is possible to debate the microfoundation. For instance, one could question the
microfoundation because the models rely on a simplifying assumption of self-interested hyper-
rational agents and no coordination problem.
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This thesis oﬀers two distinctive features. First, it develops and estimates a hy-
brid Wage New Keynesian Phillips Curve with staggered nominal wage and price
setting using a Norwegian data set, embedding Calvo-style staggered prices and
wages. Second, it uses three econometric modeling techniques to provide detailed
insight into the dynamics of the model. I use generalized instrumental variables es-
timation (GIVE), generalized method of moments (GMM) and the Kalman-ﬁlter,
all econometric tools which will be discussed in detail in Section 3. The ﬁrst two
are the main tools used in most of the existing literature, see for instance Galí
and Gertler (1999). The third tool, namely the Kalman-ﬁlter, is a tool which just
recently has had an upswing in popularity due to improved computer software.
It involves an iterative process using maximum likelihood techniques, and proves
extremely valuable in the modeling of unobserved components which so often ap-
pear in macroeconomic models. Hence, the importance of this contribution to the
literature of macroeconomic ﬂuctuations can be paramount.
The ﬁndings in this thesis are several. I ﬁnd that the important coeﬃcients of
lead and lagged inﬂation are statistically signiﬁcant and robust with a positive
sign, forward-dominance and are not jointly rejected as summing to one, all ac-
cording to theory. These results apply to all the estimation methods, which give
strong support to the model. Furthermore the GMM procedure generally performs
better than GIVE on the model because of considerable autocorrelation and the
more general structure of the GMM residual correlation matrix. Noteworthy is
that some of the coeﬃcients are estimated with opposite sign of the theoretical
ones and are insigniﬁcant at conventional levels. However, none of the speciﬁca-
tions or the estimation methods jointly reject the forcing variables. I ﬁnd that
the dynamic system consisting of inﬂation forcing variables has a stable stationary
solution in both GIVE and GMM with no unit roots and no moduli greater than
one. On the other hand, by calculating the rational expectations solution based on
the standard assumption about exogenous forcing variables, I am able to plot fun-
damental and actual inﬂation. Robustness checks show that the model is robust
to several alternative speciﬁcations. The Kalman-ﬁlter returns a signiﬁcant coeﬃ-
cient on the unobservable component in the model, the desired wage rate, which
is a quite strong result. The Kalman ﬁlter also returns coeﬃcients on the lead and
lagged inﬂation which sums roughly to one and involves forward dominance. The
Kalman-ﬁlter shows a reasonable pattern when plotting fundamental and actual
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inﬂation. The thesis shows that this recursive maximum likelihood principle suc-
ceeds in modeling an unobservable component with reasonable parameter values.
Thus, this thesis will show that the wage version of the price-NKPC can also give
accurate predictions about the macroeconomic dynamics of inﬂation. It also sug-
gests the Kalman-ﬁlter as an improved method to most of the literature, which
mainly focus on GMM.
The remainder of this thesis is organized as follows. In Section 2, I describe
the model framework and derive some of the relationships that will be key to the
modeling of the staggered wages. In particular, I describe how the nominal wage
rigidity will enter and derive the hybrid Wage New Keynesian Phillips Curve. In
Section 3, I establish some econometric methodology necessary for the modeling
and empirical work. In Section 4, I report the results of the empirical studies and
analyze them. Section 5 concludes.
2 Theoretical framework
This section will describe the model, the economy and the framework that will be
used in this thesis. First, I establish the description of the economy and describe
the behavior of the agents. Then I describe how this model diﬀers from the stan-
dard literature, in particular by describing how the nominal wage rigidity enters.2
Finally, I discuss the hybrid Wage New Keynesian Phillips Curve and how this
thesis will cope with its unobservable components.
2.1 Description of the model
The economy is assumed to consist of utility maximizing households who oﬀer
(monopolistically) their specialized labor supply and consume the ﬁnal goods pro-
duced by ﬁrms. The production side consists of monopolistically competitive ﬁrms
employing the specialized labor service to produce an intermediate good used in
the production of a ﬁnal good sold in a competitive market. Furthermore, there is
a policy making authority who conducts monetary policy according to some rule
set. In the literature, it is established that nominal rigidities such as barriers to
price adjustment can cause monetary changes to have real eﬀects (Romer 2012, ch.
2See for instance Galí and Gertler (2007), Goodfriend (2007) or Mankiw (2006) for a historical
overview of the concensus on the new neo-classical synthesis. See Clarida, Galí and Gertler
(1999) for a more analytical evaluation of the synthesis.
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7). In the macroeconomic model that I will refer to in my econometric modeling
of wages, the main nominal rigidities will be staggered price and wage setting,
leading to dynamic (rather than instantaneous) adjustment of price and wage lev-
els. There are two reasons for this assumption. First, standard economic theory
indicates a relationship between wage changes and inﬂation. Hence, modeling the
inﬂation ﬂuctuations with wage changes as the forcing variable should be equally
important to the modeling using prices as the forcing variable. Second, since most
changes to wages in Norway take place on an annual basis, it is clearly worth
considering wages to be staggered across time. An immediate implication of this
is that wages are not only state dependent, but also time dependent. The latter
shall be a main focus in the empirical testing of the relevance of staggered wages
using general method of moments and generalized instrumental variable estima-
tion. The former shall be important when using the Kalman-ﬁlter method, which
will require the model to be speciﬁed on the state space form.
In the model, the economy is assumed to consist of a ﬁxed number of inﬁnitely lived
households obtaining utility from consumption and disutility from labor. They fol-
low standard textbook utility maximization for which the complete derivation is
readily available elsewhere, see for instance Romer (2012). Firms are owned by
the households, and produce according to a production function with labor as the
only input. They follow standard textbook optimization for which the complete
derivation is readily available elsewhere, see for instance Romer (2012).
I assume that prices and wages are contracted over a period of time, using so-
called Calvo-pricing, cf. Calvo (1983). This means that the privilege of adjusting
nominal wage and prices from one period to the next is a random event with a
constant probability. It is implied that the marginal cost will be stochastic since
it is dependent of the current wage rate.
It remains to explain the behavior of the policy making authority (the central
bank), which determines the real interest rate. In practice, the central bank sets
the nominal interest rate, but if we assume that the inﬂation expectations follow
the forecast of the central bank, the central bank can at least set the expected
real interest rate. In the model, I will assume that this is the case. A standard
assumption is that the central bank follows some rule for how it sets the real in-
terest rate as a function of macroeconomic conditions. For instance, the central
4
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bank can have a target path for the GDP and conducts monetary policy to achieve
that target. The determination of the real interest rate will not be a main aspect
in this thesis, however, and for further reading see for instance Clarida, Galí and
Gertler (1999) or Romer (2012).
2.2 Nominal wage rigidity
There are a number of diﬀerent ways to implement wage rigidity. One classical
way of implementing staggered wages is the Taylor model, cf. Taylor (1979). Tay-
lor used a model framework where wage contracts are set for two periods at a
time, and where it is known that the contract will be renegotiated when those
two periods have passed. This deterministic approach can be both fruitful and
highly tractable; however it is perhaps not very realistic. Another way of imple-
menting staggered wages is to use the Calvo model, Calvo (1983). Calvo assumes
that instead of a ﬁxed deterministic number of periods between wage settings, the
privilege of renegotiating wages will be given stochastically. More speciﬁcally, the
opportunity will follow a Poisson process, and the probability to renegotiate will
therefore be assumed to be constant across time periods. This means that the
probability of being allowed to renegotiate the wage is the same regardless of how
many periods have passed since the last negotiation. The importance of the Calvo
assumption is twofold. First, the degree of price stickiness can easily be altered by
changing the parameter value, i.e. the probability. Second, it leads to a tractable
derivation of the hybrid Wage New Keynesian Phillips Curve with staggered wages.
Wages are set using the Calvo mechanism, so that every period θ ∈ (0, 1) house-
holds randomly drawn from the population, are allowed to re-optimize their wage
rate.
2.3 The Wage New Keynesian Phillips Curve
In this section and the rest of the thesis, bold-fonted variables are matrices and
the operator E denotes the expecations-operator. A superscript > denotes the
transposed of a matrix.
In most of the established literature, one uses staggered prices instead of stag-
gered wages. In each period, a fraction θ ∈ (0, 1) of ﬁrms can set new prices with
those ﬁrms chosen at random, see for instance Romer (2012, ch. 7.4).
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Instead of focusing on staggered prices, the focus in this model shall be stag-
gered wages. A main diﬀerence from the literature focusing on staggered prices
is that households now hold some market power in setting wages for the diﬀeren-
tiated labor services they supply. The households supply monopolistically their
specialized type of labor. Firms now only decide how many working hours they
want given the wage rate set by households. The relationship which will be studied
allows for some degree of backward-looking wage setting, which nests the original
NKPC as a special case (in particular when αb = 0 in (5)). Following Galí and
Gertler (1999), the wage-NKPC can be derived using the following relationships:
Let the logarithm of the aggregate wage (wt) evolve according to:
wt = θwt−1 + (1− θ)w¯∗t (1)
Where w¯∗t is the index for the wage newly set in period t. Then let w
f
t be the wage
set by a forward-looking household, and wbt be the wage set by a backward-looking
household. We can then write the index as:
w¯∗t = (1− ω)wft + ωwbt (2)
According to the Calvo-model, the forward-looking households set the wage ac-
cording to:
wft = (1− βθ)
∞∑
k=0
(βθ)kEt{w∗t+k − wt+k} (3)
The structural term β is the households' subjective discount factor. This means
that the forward-looking households set their wage rate knowing the probability
of being randomly selected to reoptimize in the future. The backward-looking
households set the wage according to:
wbt = w¯
∗
t−1 + pi
w
t−1 (4)
Which says that the backward-looking households set the wage equal to the most
recent optimal wage adjustment with a correction for the wage inﬂation.
Combining these rules lead to the following hybrid wage New Keynesian Phillips
Curve (hereafter Wage-NKPC) relationship, see Brubakk and Sveen (1/2009), in
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logarithmic terms:
piwt = αbpi
w
t−1 + αfEpiwt+1 + τ(w∗t − wt) + εwpit (5)
Where αb, αf , τ ≥ 0. The wage growth (inﬂation) is dependent on lagged inﬂation
and expected future inﬂation, i.e. the inﬂation rate in period t+1 forecasted using
information available at the end of period t. Wage growth is also driven by the dif-
ference in desired wage rate by the households, which hold some market power in
setting the wages, and the actual wage rate at the current time. The labor market
is characterized by monopolistic competition. By the desired wage rate, I mean
the wage level that would be realized if wages were fully ﬂexible. In a precise and
theoretical sense, it is the marginal rate of substitution between consumption and
leisure, so that it measures the households' loss of utility in terms of consumption
units from providing one extra unit of labor supply.
Note that some of the existing literature operates with the exact form of this
equation, where the error term εwpit is omitted. For the purpose of this thesis, how-
ever, we stick to this form where the interpretation of the error term has relevance
in the econometric modeling. The hybrid term is characterized by αb > 0. In the
rest of the paper, it will be assumed that the model is on the hybrid form because
assuming αb = 0 implies unrealistically low inﬂation persistence.
The hybrid New Keynesian Phillips curve includes a backward-looking term of
inﬂation, so that αb > 0.
2.3.1 Operationalization of the desired wage rate
The desired wage rate is not directly observable, since it is a highly theoretical
measure. Hence, one important aspect of the thesis will be how we should oper-
ationalize the desired wage rate w∗t using econometric methodology. Since the
forcing variable in the presented model is the diﬀerence in desired and current
wage rate, how we estimate the desired wage rate is key. Wage growth is driven by
the diﬀerence in the desired wage rate and the actual wage compensation in the
current time period. The options of how to operationalize this theoretical term
are several, and this thesis most likely does not cover all of them. I will, however,
come up with some suggestions and pursue them empirically.
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To cope with the problem of operationalizing the unobservable desired wage rate,
we can restate the model in a more ad hoc manner which includes a pressure
indicator and ability to pay wages, cf. Brubakk and Sveen (1/2009). In this
approach, I use a linear combination of private consumption, change in private
consumption between periods and employment level as the pressure indicator. We
can also note that the actual wage paid is the sum of the real marginal costs and
the productivity. In this sense, the change in wages from one period to another is
a combination of the households' pressure indicator and the ﬁrms' ability to pay
wages. This gives us the following equation for the wage growth:
piwt = αbpi
w
t−1 + αfEtpiwt+1 + τ [φct + ψ∆ct + γlt − κ(yt − lt)− ζmct] + εwpit (6)
Where the ﬁrst three terms in the brackets constitute the pressure indicator or
the households' negotiation power, and the last two are the ability to pay wages
by the ﬁrms, and αb, αf , τ, φ, ψ, γ, ζ ≥ 0, κ ≤ 0. Now the forcing variables are the
consumption level, the change in consumption level, productivity and the marginal
cost. The theory suggests a strong contemporaneous correlation between marginal
cost and inﬂation. This suggests that the marginal cost should enter the structural
equation signiﬁcantly. It is of course possible to question this re-parameterization
of the model. Even if we reparameterize in this way, some of the components in
(6) are not directly observable either. For instance, the marginal cost mct must be
proxied using some other measure. Even if we could observe all the components
directly, it is still possible to question the link between these components and the
theoretical term desired wage rate. Thus, ﬁnding parameter values for (6) does
not necessarily reﬂect a solution to (5). Even if we can question the reparameteri-
zation (6) and its relevance for the modeling of (5), it is still worthwhile to pursue
(6) and ﬁnd parameter values. This will be done in Section 4.
Another way of operationalizing the desired wage rate, besides the reparameteriza-
tion proposal (6), is to use a Kalman-ﬁlter. This will allow us to use the model (5),
where the unobservable marginal rate of substitution between consumption and
leisure can be extracted from observables using maximum likelihood principles.
This is a iterative process where information about the process will recursively
added and updated. Provided that the noise in the observed variables is Gaussian
white noise, a Kalman-ﬁlter is optimal in the sense that it minimizes the mean
square error of the estimated parameters. If the noise is not Gaussian white noise,
8
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then the Kalman-ﬁlter is the best linear estimator, but there may be non-linear
estimators which are better. We shall assume that the noise is Gaussian white
noise and proceed using a Kalman-ﬁlter to estimate our unobserved component in
the desired wage rate.
2.3.2 Joint dynamics of piwt and the desired wage rate w
∗
t
Galí and Gertler (1999) estimate a hybrid price-NKPC using generalized method of
moments (GMM). They ﬁnd that models where inﬂation is a function of expected
future inﬂation and real marginal costs today is a good approximation of inﬂation
dynamics in the U.S. and Europe. According to Nymoen et al. (2012), the typical
empirical result for the hybrid-NKPC is that forward-dominance is supported by
data, i.e. αf ≥ αb. Typically, the hypothesis of αf + αb = 1 is not rejected at
conventional levels of signiﬁcance, which is also theoretically implied if β = 1, cf.
Galí and Gertler (1999). The literature establish a number of ways to model the
term Etpiwt+1. One simple possibility is to propose rational expectations in the sense
that:
Etpiwt+1 = piwt+1 + ηt+1 (7)
This will allow us to rewrite the Wage-NKPC in (5) as:
piwt+1 =
1
αf
piwt −
αb
αf
piwt−1 −
τ
αf
(w∗t − wt)−
1
αf
εwpit − ηt+1 (8)
This method will allow us to estimate the model using non-linear least squares
(NLS), at least provided αf 6= 0. The following relationship suggests that the
desired wage rate is a backward-looking relationship where there may be feedback
from inﬂation. The relationship is proposed for the purpose of illustrating the joint
dynamics of the wage inﬂation and the desired wage rate.
w∗t − wt = υpiwt−1 + ρ(w∗t−1 − wt−1) + εwt (9)
Following Bårdsen et al. (2004)3 we get that these two equations (8) and (9) have
the characteristic polynomial:
piw(λ) = λ3 −
[
1
αf
+ ρ
]
λ2 +
1
αf
[αb + τυ + ρ]λ− αb
αf
ρ (10)
3They use this setup in a framework with price inﬂation and with marginal cost as the forcing
variable.
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There exists a stationary solution if and only if none of the three roots are on the
unit circle. If we follow Bårdsen et al. (2004) and use the theoretically suggested
coeﬃcients αb = 0.25, αf = 0.75, υ = 0, ρ = 0.7 we get the roots {3.0, 1.0, 0.7},
which suggests that there is no (stable) stationary solution for the two variable
system consisting of wage inﬂation and the gap between the desired wage rate and
the actual wage. This can be imposed on the system by restricting αf + αb = 1.
With this homogeneity assumption, the forcing variable thus has to have an equi-
librating mechanism for the system to be stationary, and the υ cannot be zero in
this particular model.
Another way of operationalizing the forward-term is to use instrumental vari-
ables to compute a proxy for the forward-term Etpiwt+1. Since we know that adding
instruments will numerically move instrumental variable (IV) estimation towards
ordinary least squares (OLS), which is by the Gauss-Markov theorem the best
linear unbiased estimator (BLUE), using the IV-method can be both fruitful and
lead to the best result. Using this method also allow us to disregard the way the
households form their expectations, and rather use proxies to model their expec-
tations. This will be discussed in detail in section 3 and applied to the model in
Section 4.
2.3.3 A rational expectations solution for wage-inﬂation
The following section uses repeated substitution to ﬁnd the rational expectations
solution of the Wage-NKPC. The data generating process leading to the brute
force solution of (6) needs to deﬁne the process of all the forcing variables. Note
that this solution assumes strongly exogenous forcing variables. This assumption
may be unrealistic, but necessary to display the rational expectations solution.
However, this assumption follows the seminal work of Galí and Gertler (1999) who
applied a rational expectations solution to the price-NKPC and emphasized a high
degree of ﬁt for the NKPC in the US. The forcing variables are strongly exogenous
if they are at least weakly exogenous in (6) and pi is not Granger-causing the
forcing variables, which means pit−1 does not aﬀect any of the forcing variables.
This may not be consistent with the idea that inﬂation is a variable that feed-back
to several important macroeconomic variables. The entire system, including (6),
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is presented for completeness:
piwt = αbpi
w
t−1 + αfEtpiwt+1 + τ [φct + ψ∆ct + γlt − κ(yt − lt)− ζmct] + εwpit (11)
ct = ρcct−1 + εct (12)
∆ct = (ρc − 1)ct−1 + εct = ρ∆cct−1 + εct (13)
lt = ρllt−1 + εlt (14)
At = ρAAt−1 + εAt (15)
mct = ρmcmct−1 + εmct (16)
Where we let At = yt − lt and, without loss of generality, let τ = 1 since it is
a multiplicative positive constant which may very well be incorporated into the
other coeﬃcients. Following Bårdsen et. al (2005, Appendix A.2.1) with some
diﬀerence in notation, we start by getting rid of the lagged dependent variable by
implicitly deﬁning a new variable p˜it = pit − α˜bpit−1. Then apply the expectation
one period ahead:
Etpiwt+1 = Etp˜iwt+1 + α˜bEtpiwt
Etpiwt+1 = Etp˜iwt+1 + α˜bp˜iwt + α˜2bpiwt−1 (17)
Then we substitute for (17) into (6) to get:
p˜iwt + α˜bpi
w
t−1 = αf
(
Etp˜iwt+1 + α˜bp˜iwt + α˜2t−1piwt−1
)
+ αbpi
w
t−1
+ [φct + ψ∆ct + γlt − κ(yt − lt)− ζmct] + εwpit
(18)
p˜iwt =
(
αf
1− αf α˜b
)
Etp˜iwt+1 +
(
αf α˜
2
b − α˜b + αb
1− αf α˜b
)
piwt−1
+
(
1
1− αf α˜b
)
[φct + ψ∆ct + γlt − κ(yt − lt)− ζmct] +
(
1
1− αf α˜b
)
εwpit
(19)
We have deﬁned the parameter α˜b as:
α˜2b −
1
α f
α˜b +
αb
αf
= 0 (20)
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Which has the solution:
α˜b,i =
1±√1− 4αfαb
2αf
, i ∈ {1, 2} (21)
Where the stable backward solution is characterized by |α˜b,i| < 1 for either i = 1
or i = 2. We then have a pure forward looking model:
p˜iwt =
(
αf
1− αf α˜b
)
Etp˜iwt+1 +
(
1
1− αf α˜b
)
· [φct + ψ∆ct + γlt − κ(yt − lt)− ζmct] +
(
1
1− αf α˜b
)
εwp˜it
(22)
Then, by imposing a unit root (by forcing αf+αb = 1), we have that α˜b,1+α˜b,2 =
1
αf
so that the model becomes:
p˜iwt =
(
1
α˜b,2
)
Epiwt+1 +
(
1
αf α˜b,2
)
· [φct + ψ∆ct + γlt − κ(yt − lt)− ζmct] +
(
1
αf α˜b,2
)
εwp˜it
(23)
Which can be written compactly as:
p˜iwt = βfEtp˜iwt+1 + βcct + β∆c∆ct + βllt −+βA(yt − lt)− βmcmct + υwp˜it (24)
Then the solution can be found by ﬁnding Etp˜iwt+1 and then solve for p˜iwt . The
intermediary steps are cumbersome and uninformative. An alternative method is
to use the method of undetermined coeﬃcients, which will lead to the same result.
Both methods are presented in Bårdsen et. al (2005, Appendix A.2.1 and A.2.2).
The end result is the following:
piwt = α˜b,1pi
w
t−1 +
(
φ
αf (α˜b,2 − ρc)
)
ct +
(
ψ
αf (α˜b,2 − ρ∆c)
)
∆ct +
(
γ
αf (α˜b,2 − ρl)
)
lt
−
(
κ
αf (α˜b,2 − ρA)
)
At −
(
ζ
αf (α˜b,2 − ρmc)
)
mct +
(
1
αf α˜b,2
)
εwpit
(25)
By using this solution to the system we can plot what is often referred to in the
literature as fundamental inﬂation and compare to actual inﬂation, as in Galí
and Gertler (1999). We can then evaluate whether fundamental inﬂation tracks
the behavior of actual inﬂation well. Naturally, this solution can be applied with
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the estimation results from both GIVE and GMM. The solution for the model in
(5) which relies on maximum likelihood and the Kalman-ﬁlter follows the same
pattern, but with a more compact solution equation:
piwt = α˜b,1pi
w
t−1 +
(
1
αf (α˜b,2 − ρ)
)
(w∗t − wt) +
(
1
αf α˜b,2
)
εwpit (26)
2.4 Shortcomings
There are a number of shortcomings to these approaches which should be men-
tioned. First and foremost, due to the unobservability of the desired wage rate,
the conventional measures will be ridden with error. Even if we use instrumen-
tal variables, Kalman-ﬁlter or the suggested re-parameterization into a pressure
indicator and ability to pay wages, the estimation is still likely to involve a consid-
erable measurement error. We have to take into account that we might not fully
cover the way households form their desire of some wage rate. The link between
households desired wage rate and the pressure indicator and ability to pay wages
can be weak (or at least not strong). Another issue is that even if we could observe
the desired wage rate exactly, the link between this term and the marginal cost of
the ﬁrms could have limited support in the data. Movements in marginal costs do
not necessarily have to be met by co-movements in real wages, and thus the ability
to pay wages-term can in itself have limited support. If this is true, then this will
likely result in poor estimation results and support in the data for the NKPC.
The model relies on a simplifying assumption to avoid interdependency between
price and wage setting decisions, cf. Carlsson and Westermark (2011). Introducing
both Calvo-type staggered prices and wages when wages are set within the ﬁrm
is complicated, because there will be a dependency between current and future
wage and price decisions. If the ﬁrm changes prices today, it aﬀects both current
and future proﬁts. This will also aﬀect the future wage setting through the ﬁrm's
future surpluses. This, then, will aﬀect the ﬁrm's marginal cost, leading to changes
in optimal prices. Hence, we get a dependency between price and wage setting.
This will be a problem for all models where price and wage setting occurs within
the same sector. However, following Gertler et al. (2008), we can separate price
and wage setting into diﬀerent sectors, so that households decide their wage rate
for their specialized labor supply and ﬁrms decide their optimal price level.
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The following proposed estimation methods are meant to cope with the two prob-
lems of an unobservable lead in inﬂation and the operationalization of the desired
wage rate. Because the lead inﬂation is not directly observable, we use econo-
metric methods to proxy for this variable when estimating the model. Without
the re-parameterization proposal (6), the model (5) demands a direct modeling of
the unobservable desired wage rate. This section proposes the Kalman-ﬁlter as a
solution.
3.1 The generalized instrumental variables estimator
The relationship we want to estimate is a special case of the following linear model:
y = Xβ + u, E(uu>) = σ2I (27)
We need at least one entry in X not to be predetermined with respect to the error
terms. For various reasons, it is very often so that a list of l variables suggest
themselves as relevant IV estimators for the predetermined regressors. Let W
denote an n× l matrix of instruments, and let there be k < l number of regressors
in the model. We then have overidentiﬁcation because we in general can formulate
the moment conditions in more than one way. This, however, is not a problem,
since we can always choose exactly k linear combinations of the l columns ofW and
treat the system as just identiﬁed. We then seek the optimal l × k matrix J such
that WJ is a valid instrument matrix and such that the asymptotic covariance
matrix obtained using WJ∗ is minimized using J. This asymptotic covariance
matrix of the IV estimator using WJ as an instrument is, following Davidson and
Mackinnon (2009, ch. 8.3):
σ20plimn→∞(n
−1X¯>PWJX¯)−1 (28)
where PWJ is an orthogonal projection matrix. An orthogonal projection matrix
is an idempotent (PWJ = P
2
WJ) matrix which maps a vector to one speciﬁc point
in the plane.
We can test the overidentifying restrictions by using a test statistic based on the
IV criterion function. For any just identiﬁed model, the IV residuals are orthogo-
nal to the full set of instruments. A test based on the criterion function is often
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called a Sargan-Hansen test after Sargan (1958). The Sargan-Hansen test may
reject the null hypothesis if the model is misspeciﬁed, one or more instruments
are invalid, some instruments may be regressors or the ﬁnite sample distribution
is substantially diﬀerent from the asymptotic distribution.
A natural solution to the problem of ﬁnding the best solution of the instrument
matrix is to project X¯ orthogonally on to the space S(W), which yields the in-
strument matrix WJ = PWX¯ = W(W
>W)−1W>X¯ , which immediately implies
that:
J = (W>W)−1W>X¯ (29)
If we use PWX as the matrix of instrumental variables, the moment condition
deﬁning our GIV estimator is X>PW(y −Xβ) = 0, which can be solved to yield
our GIV estimator:
βˆ
GIVE
= (X>PWX)−1X>PWy (30)
3.2 Generalized method of moments
The relationship we want to estimate is a special case of the following linear model:
y = Xβ + u, E(uu>) = Ω (31)
There are n observations, and Ω is the n×n covariance matrix. The main diﬀerence
in (31) from (27) is that we in (31) assume a general covariance matrix where
variances are allowed to be diﬀerent and covariance between the residuals can
be present. In (27), we instead assumed constant variance and no covariance
between the residuals, in particular we assumed that the covariance matrix was
proportional to the identity matrix. Some of the variables in the n × k matrix
X may not be predetermined with respect to the error terms u. We assume that
there exists a n× l matrix of predetermined instrumental variables W with n > l
and l ≥ k, such that E(ut |Wt) = 0. We assume that for all t, s = 1, . . . , n we have
E(ut, us |WtWs) = ωts, where ωts is the tsth element of Ω. Following Davidson
and Mackinnon (2009, ch. 9.2) we get that:
var(n−1/2W>u) =
1
n
E(W>uu>W) =
1
n
n∑
t=1
b∑
s=1
E(utusWt>Ws) (32)
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=
1
n
n∑
t=1
b∑
s=1
E(E(utusW>t Ws|Wt,Ws)) (33)
=
1
n
n∑
t=1
b∑
s=1
E(ωtsW>t Ws) =
1
n
E(W>ΩW) (34)
Note that we need to add n−1/2 inside the variance operator in the ﬁrst term in or-
der to solve for moment conditions which converge when n grows large (approaches
inﬁnity). And then since E(ut |Wt) = 0, we have that for all t = 1, . . . , n
E(W>t (yt −Xtβ)) = 0 (35)
These n equations form the theoretical moment conditions. They correspond to
the empirical moments on the form:
1
n
n∑
t=1
w>ti (yt −Xtβ) =
1
n
w>i (y −Xβ) (36)
Now let J be the l × k full column rank k matrix in (29) such that:
J>W>(y −Xβ) = 0 (37)
This is referred to as the sample moment conditions. Let us assume that the
data generating process (DGP) is the one introduced in (31) and that β0 is the
coeﬃcient vector and Ω0 is the covariance matrix. We then have that:
n1/2(βˆ − β0) = (n−1J>W>X)−1n−1/2J>W>u (38)
Now using E(W>t (yt −Xtβ)) = 0 we get the covariance matrix of the probability
limit
plim
n→∞
n1/2(βˆ − β0) =(
plim
n→∞
1
n
J>W>X
)−1(
plim
n→∞
1
n
J>W>Ω0WJ
)(
plim
n→∞
1
n
X>WJ
)−1
(39)
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We now need to ﬁnd the J which minimizes this covariance matrix. Following
Davidson and Mackinnon (2009, ch. 9.2) we can choose:
J = (W>Ω0W)−1W>X (40)
We then get:
plim
n→∞
n1/2(βˆ − β0) = plim
n→∞
(
1
n
X>W(W>Ω0W)−1W>X
)−1
(41)
With the eﬃcient GMM estimator as:
βˆGMM =
(
X>W(W>Ω0W)−1W>X
)−1
X>W(W>Ω0W)−1W>y (42)
Note that the GMM estimator reduces to the GIV estimator in (30) if Ω0 = σ
2I.
3.3 The Kalman-ﬁlter
The method of ﬁltering should be viewed as an art stemming from the seminal
work of Gauss (1809) and the famous Gauss Markov Theorem. Gauss shows that
it is possible to detect, with increased probability, changes of an unknown event
when a new equation is incorporated with some ex-ante computed weights. The
Gaussian properties of random variables are the building blocks for the Kalman
ﬁlter in probabilistic theory. Kalman (1960) proposed a criterion of minimizing the
norm of the state vector covariance matrix recursively. The process is to estimate
the new state by adding a correction term to the previous state estimate.
In the application that I have in mind the theory suggests that the unobservable
component the desired wage rate, can be accurately extracted from information
about the process it follows (or the process it is assumed to follow). To cope with
this, I use a Kalman-ﬁlter to update the estimates of this unobservable component
as we get more information about the process. This means that Kalman-ﬁltration
is an iterative process, where we recursively apply additional information to up-
date the information we have about how the component aﬀects the inﬂation. The
Kalman-ﬁlter, besides providing mean-squared error forecasts of the endogenous
variables and optimal recursive estimates of the unobserved states, is a crucial
building block in the prediction error decomposition of the likelihood.
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The Kalman-ﬁlter assumes that the system can be described by a linear stochastic
model with an error term following the normal distribution with zero mean and
known variance. The state contains all relevant information relative to the system
at a given point in time (Jalles, 2009).
What we are interested in is update on the states ξt, ξt+1, ξt+2, . . . where we set
ξ0 = 0. We want to minimize the noise by ﬁltering the ξt. The purpose is then
to infer the relevant properties of the ξ's through ex-ante knowledge about the
available observations. We need to employ maximum likelihood to estimate the
variance of ut and vt. Then the general formulation of the relevant system is, for
t = 1, 2, . . .
ξt+1 = Ftξt + BtXt + vt+1 (43)
yt = Htξt + AtXt + ut (44)
Here, ξt is the state equation (often referred to as the transition equation (Lütke-
pohl 2005) because it describes the transition between periods) and yt are observ-
able variables (often referred to as the observation equation). Xt represents the
observable inputs or instruments, Ht is a measurement matrix, At and Bt are the
input matrix of the observation equation and the state equation respectively and
Ft is the transition matrix.
Let the positive and semi-deﬁnite covariance matrix of vt = Qt and that of ut = Rt
and let vt, ut be Gaussian white noise, and be uncorrelated with the history and
each other. Written compactly, we have:
vt+1 ∼WN(0,Qt) ut ∼WN(0,Rt) (45)
Note that some of the literature will assume the two error terms to be multinor-
mally distributed, which  among other things  implies that uncorrelatedness can
be replaced by independence.
ξˆt | t and Et | t = cov(ξt − ξˆt | t) are the estimate of the state at time t based on
y0, . . . , yt−1 and the error covariance matrix respectively. Some additional nota-
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tion useful to describe the recursions of the ﬁlter:
ξˆt | s := E(ξˆt | y1, . . . , ys) (46)
yt | s := E(yt | y1, . . . , ys) (47)
Following Lütkepohl (2005, ch. 18), the initialization of the iteration will be ξ0|0 =
µ0 and Q0|0 = Q0 The Kalman-ﬁlter algorithm can then be formulated as:
Zt = yt −Htξˆt+1 | t (48)
St = HtEt+1 | tH>t + Rt (49)
Kt = Et+1 | tH>t S
−1
t (50)
ξˆt+1 | t+1 = ξˆt+1 | t + KtZt (51)
Et+1 | t+1 = (I−Ktβ)Et+1 | t (52)
Equation (48) is the innovation, (49) is the innovation covariance, (50) is the
Kalman-gain, (51) is the updated state estimate and (52) is the updated state
covariance.
For a complete presentation of the Kalman-ﬁlter algorithm, see Lütkepohl (2005,
ch. 18.3.2). Given initial parameter values, the Kalman-ﬁlter can be recursively
used to construct the likelihood function and gradient methods can be employed
to provide new estimates of the parameters. The two-step method can then be
repeated until the gradient or the parameters do not change across iterations.
3.3.1 ARMA(p,q) processes and maximum likelihood estimation
To give an example of how one analytically can apply the Kalman-ﬁlter, this section
will show how to avoid losing information when estimating an ARMA(p,q)-process
using the Kalman-ﬁlter. For general multivariate ARMA(p,q) processes, we can
use a Kalman-ﬁlter to evaluate the successive contributions to the loglikelihood
for given parameter values. Thus, the Kalman-ﬁlter can serve as the basis of an
algorithm for maximizing loglikelihood. Let an ARMAX(p,q) model take the form:
yt = Xtβ + ut ut ∼ ARMA(p, q) E(ut) = 0 (53)
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Then the easiest estimation method is just to drop the ﬁrst p observations and use
non-linear least squares to estimate the non-linear regression model:
yt = Xtβ +
p∑
i=1
ρi(yt−i −Xt−iβ) + εt (54)
Now, we do not want to lose the information in the ﬁrst p observations if we can
avoid it. Thus, under the assumption that ut is stationary and εt is white noise,
we can use maximum likelihood estimation. When we assume that εt are normally
distributed, it follows directly that the ARMA(p, q) process in the error terms ut
are normally distributed, and then also the dependent variable yt conditional on the
explanatory variables. Let y denote the n-dimensional vector of which the elements
are y1, . . . , yn. Then the expectation of y is Xβ and Ω is the autocovariance matrix
of the vector y:
Ω =

v0 v1 v2 · · · vn−1
v1 v0 v1 · · · vn−2
v2 v1 v0 · · · ...
...
...
...
. . .
...
vn−1 vn−2 vn−3 · · · v0

(55)
where vi is the stationary covariance of ut and ut−i and v0 is the stationary variance
of ut. If we now use the multivariate normal density function, we get that the log
of the joint density of the observed sample is:
−n
2
log 2pi − 1
2
log |Ω | − 1
2
(y −Xβ)>Ω−1(y −Xβ) (56)
The problem of estimating this model is that Ω is a n × n matrix. We can solve
this by ﬁnding an upper triangular matrix Ψ such that ΨΨ> = Ω−1. It is then
possible to solve a system where all contributions are additive.
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4 Empirical results
This section will use the proposed econometric methodology to the framework pre-
sented in Section 2. First, I describe how the empirical work has been conducted,
and then the results are presented.
4.1 Data description
There are a number of choices to be made when modeling the hybrid Wage-NKPC,
and this section will thoroughly cover which choices have been made and why. The
system will be estimated and calibrated based on annual Norwegian data from
1970-2014 available from Statistics Norway. In this section, I present how the
annual data has been constructed. wt is estimated using log of wages in millions
of kroner divided by man-year, full-time equivalents (1000 man-years) so that:
wt = ln
(
Wages in 1000 kroner
Man-years
)
(57)
Already here, a choice has been made. I chose to use man-years (full time equiv-
alents) instead of the actual number of employed persons, because the man-year
variable will calculate part-time workers into full-time equivalents. Thus, using
the actual number of employed persons would possibly lead to an underestimation
of the wage because we would divide by a too large number, seeing as part-time
workers would be counted equal as full-time workers. The wage-inﬂation variable
piwt is then the one-period diﬀerence of wt, pi
w
t−1 is the one-period lag of pi
w
t , pi
w
t+1 is
the one-period lead of piwt which will be estimated with instrumental variables, ct
is estimated using log of consumption in millions of kroner (in 2005 price-levels),
divided by man-year, full-time equivalents (1000 man-years) so that:
ct = ln
(
Consumption in 1000 kroner
Man-years
)
(58)
∆ct is the one-period diﬀerence of ct, lt is measured as log of man-year, full time
equivalents (1000 man-years), yt is log of gross domestic product (in 2005-price
levels) divided by man-year, full time equivalents (1000 man-years), so that:
yt = ln
(
GDP in 1000 kroner
Man-years
)
(59)
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Finally mct is measured as log of wage costs divided by gross domestic product
in current prices in millions of kroner. This stems from a simplifying assumption
of Cobb-Douglas technology where the marginal costs are the unit labor cost, so
that:
mct = ln
(
Wage bill
GDP
)
(60)
This is the log of the wage share of income (or equivalently the labor share of
income) and is a standard proxy for real marginal costs which is unobservable.
This is of course a simpliﬁcation and a choice made to derive a tractable and inter-
pretable measure of the marginal costs. Both the numerator and denominator are
in current prices. The speciﬁcation presented here uses man-year as denominator
value. As a test of robustness, I will also present some results using the number
of hours worked as denominator.
Figure 1 shows the time series plot for all the variables used in the analysis. Panel
a is the time series for the (log of) inﬂation, panel b is the time series for the
(log of) consumption, panel c is the ﬁrst diﬀerence of panel b, panel d is the time
series for the (log of) productivity, and panel e is the time series for the (log of)
marginal costs. All variables are following reasonable patterns over time as Figure
1 displays.
4.2 Application of GIVE to the Hybrid Wage-NKPC
When the expected rate of wage inﬂation is substituted by the actual rate of wage
growth in period t + 1, we get an endogeity problem since the lead-in-wage in-
ﬂation is correlated with the error term in the NKPC. Hence, it is necessary to
use an instrumental variable approach. The procedure is based on the orthogo-
nality conditions that evolve from the underlying theory as introduced in chapter 3.
When applying the general IV estimator to the hybrid-NKPC, we construct the
imported inﬂation using annual data on import prices (constructed by taking the
ratio of the import in current prices to import in 2005 price levels, taking the
logarithm of this and one-period diﬀerence it). We further use the ﬁrst diﬀerence
of the log of the productivity level in the manufacturing sector as an instrument.
From business cycle theory, we know that this indicator is a leading indicator in
the cycle, see for instance Acemoglu (2009) or Roth (1986). We take the ﬁrst
diﬀerence to get rid of non-stationary trends. We also use the logarithm of the
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Figure 1: Plot of all the variables used in the analysis, constructed as described
above.
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unemployment which has a correlation of 0.7578 with the lead inﬂation. Following
Galí and Gertler (1999), we add two lags of inﬂation as instruments. These in-
struments work as the IV estimators for the lead inﬂation (or the expected future
inﬂation). We naively skip the Kalman-ﬁlter for now and will use the results from
this approach as a benchmark for both the GMM and when applying Kalman-ﬁlter.
In the code, we let At = (yt − lt) denote the measure of productivity (in logs).
This is also how productivity in the manufacturing sector is constructed.
Figure 2 shows clear indications of imported inﬂation leading the inﬂation, so
that imported inﬂation today should be a good indicator of inﬂation tomorrow.
The correlation between imported inﬂation and lead inﬂation was estimated to be
0.7221. Figure 3 show the same indication for the productivity in the manufac-
turing also leading the inﬂation and thus could be a good proxy for the inﬂation
tomorrow.
Figure 2: Time series plot of imported inﬂation and actual inﬂation.
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Figure 3: Time series plot of the ﬁrst-diﬀerence of the log of productivity in the
manufacturing sector and the actual inﬂation.
4.3 Application of GMM to the Hybrid Wage-NKPC
The application of GMM follows much of the procedure of GIVE, except that we
specify the GMM-procedure in the software (Stata SE13.1). We use the same
instrumental variables for numerically consistent and comparable results. The
only real advantage of using the GMM procedure rather than the two-stage least
squares (2SLS) in the general IV is to correct for potential autocorrelated residuals.
Following Galí and Gertler (1999), we know that under rational expectations, the
error in the forecast of piwt+1 is uncorrelated with information dated t (and earlier),
which gives us that:
Et
{
(piwt − αbpiwt−1 − αfpiwt+1 − τ(w∗t − wt)− εwpit)zt
}
= 0 (61)
Where zt is a vector of variables dated t and earlier. This orthogonality property
is the basis for the GMM-procedure.
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Note that past empirical work, such as Hornstein (2008) argues that lagged in-
ﬂation tends to be a good forecast of expected future inﬂation and that it is hard
to improve on that forecast. This will suggest that the instruments in both GIVE
and GMM will be quite weak. To cope with this issue, the Sargan-Hansen-test
of overidentifying restrictions, the Kleibergen-Paap LM-test of underidentifying
restrictions and the Cragg-Donald Wald F-test of weak identiﬁcation will be re-
ported for the GIVE and GMM. The Kleibergen-Paap LM test was proposed by
Kleibergen and Paap (2006) and ultimately tests the rank of a matrix, which leads
to testing the underidentiﬁcation of the model. The Cragg-Donald Wald F test
was proposed by Cragg and Donald (1993) and explores moment speciﬁcations for
the identiﬁability of parameters estimable by instrumental variables. It thus tests
for weak identiﬁcation of the model. The full reports in the following sections will
be for the Norwegian mainland economy. Reports for the total Norwegian econ-
omy, the public sector and the manufacturing sector will be added to Appendix B.
The wage equations have been augmented by dummies for the years 1988 and
1989. These were extremely diﬃcult years for the Norwegian economy, and among
the measures taken was the Norwegian parliament stipulated the wage growth
for 1988, in the form of a wage law. The parlament passed a wage-law also in
1989, hence these two years can be charaterized by supercentralizeed wage set-
ting, see Stokke (1997). Of course, the theoretical model does not incorporate
highly centralized wage negotiation, but assumes instead independent wage set-
ting by the households and respondent ability to pay wages by ﬁrms. Including
the years 1988 and 1989 in the sample would thefore mean that the evidence is
tilted against the model. Econometrically, they would also represent outliers that
can adversely aﬀect the properties of estimators. The dummies are partialled-out
because adding them would result in a robust covariance matrix with less than full
rank, and thus not a valid Sargan-test and uninterpretable standard errors. By
the Frisch-Waugh-Lovell theorem (Frisch and Waugh, 1933) the coeﬃcients for the
remaining exogenous regressors are the same as those that would be obtained if the
variables were not partialled out, hence no econometric value is lost in partialling
out those dummies.
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Table 1: GIVE and GMM on the Wage-NKPC using annual data. Man-year
denominator, full sample
GIVE (1970-2014) GMM (1970-2014)
Epit+1 0.6186*** 0.6583***
(0.1232) (0.1120)
pit−1 0.5016*** 0.3795***
(0.1046) (0.0755)
c -0.0347 -0.0601**
(0.0327) (0.0273)
∆c -0.2345** -0.1751***
(0.0938) (0.0673)
l 0.0420 0.0652**
(0.0351) (0.0295)
A 0.0636 0.0537
(0.0634) (0.0494)
mc 0.0837 0.1590**
(0.0783) (0.0685)
N 40 40
R2 0.968 0.966
adj. R2 0.959 0.956
Sargan J-statistic 5.915 5.915
Chi-sq(4) P-val 0.2056 0.2056
Standard errors in parentheses
Instruments used to instrument for lead inﬂation: log of imported inﬂation,
log of unemployment rate, log of productivity in the manufacturing sector
and two lags of inﬂation.
* p<0.10, ** p<0.05, *** p<0.01
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Table 2: Arellano-Bond test of autocorrelation
GIVE (1970-2014)
Arellano-Bond test for AR(1): z = -1.79 Pr > z = 0.0730
Arellano-Bond test for AR(2): z = 1.26 Pr > z = 0.2079
Arellano-Bond test for AR(3): z = -0.00 Pr > z = 0.9967
Arellano-Bond test for AR(4): z = -0.94 Pr > z = 0.3465
Arellano-Bond test for AR(5): z = 1.08 Pr > z = 0.2783
GMM (1970-2014)
Arellano-Bond test for AR(1): z = -0.93 Pr > z = 0.3507
Arellano-Bond test for AR(2): z = 0.91 Pr > z = 0.3632
Arellano-Bond test for AR(3): z = -0.67 Pr > z = 0.5010
Arellano-Bond test for AR(4): z = -1.00 Pr > z = 0.3189
Arellano-Bond test for AR(5): z = 0.87 Pr > z = 0.3821
The null hypothesis is
no autocorrelation between the residuals.
4.4 Results of the GIVE approach
The ﬁrst thing to notice in Table 1 is that we get coeﬃcient estimates of the
lead- and lagged inﬂation which are signiﬁcant at any conventional level of signif-
icance (even without robust standard errors, but this output is omitted). These
coeﬃcients sum to 1.1201 which is fairly close to the homogeneity restriction 1.
Consistent with theory is also the fact that the forward-term is larger than the
backward-term as mentioned earlier. An F-test of the joint probability that the
two coeﬃcients of the expected future inﬂation and the lagged inﬂation sum to
1 cannot be rejected at any conventional level of signiﬁcance (p-value = 0.4125).
The joint test of signiﬁcance of the forcing variables returns a p-value of 0.0336,
which means that we can reject the null of joint insigniﬁcance at a 5 percent level,
but not at a 1 percent level. We can thus conclude, if being liberal in the choice of
signiﬁcance level, that the coeﬃcients of the forcing variables are jointly signiﬁcant
We can then see that none of the other explanatory variables are signiﬁcant at
conventional signiﬁcance levels except the change in consumption; however they
are close to signiﬁcance. This is a puzzle, because all the forcing variables should
be signiﬁcant using GIVE. This can be an indication of highly (negatively) auto-
correlated residuals. The Sargan-Hansen J-statistic (the χ2J(4)-test) is 5.915 with
a p-value of 0.2056. This suggests that the instruments included are relevant, be-
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cause we cannot reject the null hypothesis of valid over-identiﬁcation. We also see
from the Kleibergen-Paap LM-statistic that we can reject the null hypothesis of
underidentiﬁcation at any conventional level of signiﬁcance4.
We also present the Arellano-Bond test for autocorrelation in Table 2. This test
was proposed by Arellano and Bond (1991) and was originally proposed as a test
for a particular GMM dynamic panel data estimator, but has been proven general
in its applicability, see for instance Roodman (2006) for an overview. It applies
to GMM estimators in general, and since GIVE is a special case of GMM it also
applies to GIVE (as well as 2SLS and OLS). It is robust to various patterns of
error covariance. We test for autocorrelation in the ﬁrst 5 lags of the residuals.
The null hypothesis of the test is no autocorrelation, so if we cannot reject the
null, it indicates that we have no autocorrelation. In the GIVE-results, we can
reject the null of no autocorrelation for the ﬁrst lag at a 10 percent level, but not
at a 5 percent level. Closer inspection shows that the autocorrelation is negative
if it is present, which would cause us to overestimate the standard errors. This
indicates that if anything, we have too little signiﬁcance in the GIVE results.
4.5 Results of the GMM approach
The coeﬃcients on the lead- and lagged inﬂation are both signiﬁcant at any con-
ventional signiﬁcance level also for the GMM approach (see Table 1). These co-
eﬃcients now sum to 1.0378. The forward-term is still larger compared to the
backward-term, which is consistent with the theory. We can note that the robust
standard errors are changed in magnitude. This may be a sign of autocorrelation
in the model, which suggests that we should trust the GMM. Note that the esti-
mates in the GMM approach are eﬃcient for arbitrary heteroskedasticity, while the
GIVE-estimates are eﬃcient for homoskedasticity only. In the GMM approach, all
forcing variables except the productivity are signiﬁcant down to a 5 percent level,
but only the change in consumption is signiﬁcant at a 1 percent level.
All signs in the GMM results are the same as with the GIVE approach.
The Sargan Hansen J-test again suggests that the null is not rejected, so we can
conclude that the overidentifying restrictions are not invalid.
4For the full table of results, see Appendix A
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An F-test of the joint probability that the two coeﬃcients of the expected future
inﬂation and the lagged inﬂation sum to 1 cannot be rejected at any conventional
level of signiﬁcance (p-value = 0.7557). The joint test of signiﬁcance of the forc-
ing variables returns a p-value of 0.0013 (and a χ2J(5)-statistic of 19.88), which
means that we can reject the null of joint insigniﬁcance at any conventional level
of signiﬁcance. This suggests that the GMM procedure performs better due to the
optimization of the residual covariance matrix. With the GMM procedure, the
forcing variables are at least jointly signiﬁcant down to conventional (but possibly
conservative) levels5.
The Arellano-Bond test in Table 2 shows that we cannot reject the null of no
autocorrelation at any conventional level of signiﬁcance for the ﬁrst 5 lags of the
residuals.
4.5.1 Actual versus fundamental inﬂation
Equation (25) shows the solution for the actual inﬂation implied by the model.
As a way to assess the model's goodness-of-ﬁt, we follow Galí and Gertler (1999)
and plot this actual inﬂation versus the fundamental inﬂation estimated by the
model. The model-based estimation is termed fundamental inﬂation, since this
is analogous to how Galí and Gertler (1999) presents their model estimations.
In order to solve the estimated version of (25), we need to ﬁnd parameter values
for the AR(1)-coeﬃcients of the process of all the forcing variables in (12)-(16).
The results are reported in Table 9. We get reasonable AR(1)-coeﬃcients, all sig-
niﬁcant at any level of signiﬁcance, for all the variables. All the other components
needed to solve (25), namely the estimated coeﬃcients, are taken from Table 1.
The plot6 in Figure 4 shows that overall fundamental inﬂation is much more
volatile than actual inﬂation. We have some trouble with the sum of the lead
and lagged coeﬃcients summing to more than 1, which results in the roots in (21)
both being smaller than 1 in magnitude; α˜b,1 = 0.739 and α˜b,2 = 0.780. As we can
see from (25) this means that the contribution to the fundamental inﬂation from
5For the full table of results, see Appendix A
6In the discussion, we have seen that GMM generally performs better than GIVE due to the
more general covariance matrix of the residuals. Thus, only the plot for GMM is reported.
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each of the forcing variables is scaled up. Thus, the implied fundamental inﬂation
is unable to track actual wage inﬂation well in this approach. The correlation
between fundamental inﬂation and actual inﬂation in this approach is only 0.1810
which is quite low.
Table 3: AR(1)-processes of the forcing variables
AR(1)-coeﬃcient
c 0.986***
(0.013 )
l 0.9***
( 0.0188)
A 0.909***
( 0.0423)
mc 0.743***
(0.06894)
Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01
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Figure 4: Inﬂation: Actual vs. Fundamental, GMM method predicting funda-
mental inﬂation.
32
4.6 Discussion of the forcing variables used in GIVE and GMM
4.6 Discussion of the forcing variables used in GIVE and
GMM
The annual data gives coeﬃcients on the forcing variables which contradict the
theory to some extent, both using GIVE and GMM. The coeﬃcients on two of the
components of the pressure indicator are negative, even though theory suggests
they be positive. From the estimation, a percentage increase in consumption or a
percentage change in consumption signiﬁcantly decreases wage inﬂation. This has
no immediately obvious interpretation; theory suggests that higher consumption
implies a higher demand and thus a higher demand for labor to increase supply of
the ﬁnal good.
The two components in the ability to pay wages indicator are both positive, con-
tradicting the theoretical negative sign on the marginal costs, but verifying the
theoretical positive sign on productivity. This indicates that a percentage increase
in productivity or the marginal costs will increase wage inﬂation.
Productivity is highly linked to output, so that if output is high it may be that
the reason for that is an increasing demand which would incentivize ﬁrms to hire
more workers and produce more to increase the surplus. This would correspond
to an increase in the ﬁrms' ability to pay wages. If that is the case, then the
positive sign can be justiﬁed. Then there is also the counter argument that a
higher productivity means the ﬁrm needs to hire fewer workers to produce the
same amount, which would put a downward pressure on wages. It seems from this
data that the former eﬀect dominates the latter, which is consistent with theory.
However, note that the coeﬃcient on productivity is insigniﬁcant at conventional
levels of signiﬁcance in both GIVE and GMM.
The marginal costs are closely linked to the ﬁrms' proﬁts. If marginal costs in-
crease, the ﬁrms will respond by increasing the price of the ﬁnal good. This,
then, drives up wage inﬂation because wage-earners want to catch up to the ris-
ing prices to avoid a downfall in the real wages. This eﬀect seems to dominate,
contradicting the theory. The counter argument is that a higher marginal cost
will dis-incentivize the ﬁrms to hire more workers and rather let some workers go.
This puts a downward pressure on wages, because workers will accept a lower wage
in order to be employed rather than risk being unemployed and thus receive zero
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payment. Seemingly, this estimation provides an argument for marginal cost to
have a diﬀerent interpretation than being a component in the ﬁrms' ability to pay
wages. It seems as if high marginal costs will increase prices and in turn increase
wage pressure, a contradicting eﬀect to the one proposed by Brubakk and Sveen
(1/2009), which would imply that the eﬀect of ﬁrms letting workers go and de-
crease production is a dominating eﬀect.
The coeﬃcient on the employment level is consistent with the theory; positive
and signiﬁcant for GMM, and positive and insigniﬁcant for GIVE. This suggests
that a high level of employment puts pressure on the labor market and gives nego-
tiation power to the households. Since the employment level is high, the workers
who are currently unemployed possess a negotiation power because more ﬁrms wish
to employ their specialized labor supply and they compete with fewer households
in providing it.
4.6.1 Robustness checks
To test the robustness of these results, a number of diﬀerent analyses can be con-
ducted. First and foremost, we should test whether the forward-dominance is a
result of using two lags of inﬂation as instruments. The forward-dominance could
be a result of not allowing for suﬃcient dependency on lagged inﬂation in the
structural equation. We address this by adding two additional lags to the right
hand side of the structural equation and see if they have any predictive power
beyond the signaling power they have on the expected future inﬂation.
The results are reported in Table 4. We can see that none of the coeﬃcients
on the forcing variables or the lead and one-period-lagged inﬂation change dra-
matically. In addition, the joint signiﬁcance of the two additional lags is rejected
for both procedures at any conventional level of signiﬁcance (p-values 0.7394 and
0.8156 respectively). It seems as if the model accounts for inﬂation inertia without
the need of reliance on arbitrary lags. The Arellano-Bond test is reported in Table
5 and indicates the same pattern as in the model without additional lags included
as explanatory variables.
Another test of the speciﬁcation is whether the model is robust to a diﬀerent
denominator (which has been man-years, full time equivalents). The model has
been re-estimated using man-hours (millions of man-hours). The results are re-
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ported in Appendix A. Tables B.5 and B.6 show the results. The signiﬁcance of
some of the forcing variables in the GMM approach disappears in these models,
however in the GIVE approach some variables are closer to signiﬁcance with the
new speciﬁcation of the denominator. Some of the coeﬃcients are not robust to
the use of this alternative denominator, for instance labor supply. However, that
coeﬃcient was not signiﬁcant when using man-years as denominator value and is
still insigniﬁcant for both GIVE and GMM. In sum, few conclusions can be drawn
from this. However, we do note that the coeﬃcients on the lead and lagged in-
ﬂation are still signiﬁcantly diﬀerent from 0 and we still have forward dominance.
The magnitude of these coeﬃcients are not dramatically changed. Thus, this ro-
bustness check seems to be in favor of the model.
The third test of robustness is to estimate diﬀerent subsamples. Table 6 shows the
results of using GMM on the sample from 1970-1989 (adding dummies for 1988
and 1989) and 1990-2014 respectively. Evidently, the results are not robust to the
subsample test at all. All coeﬃcients dramatically change, which at ﬁrst sight un-
dermine the previous results. This test, though, is of limited importance because
of the number of observations compared to the number of explanatory variables
in the ﬁrst-stage regression. There are only 16 observations in the ﬁrst sample
and 24 in the second. In the ﬁrst-stage regression of the subsamples, there are 11
explanatory variables. Hence, the estimations are likely to be ridden with consid-
erable error, and we can draw few statistically signiﬁcant concluding remarks from
this, if any at all.
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Table 4: GIVE and GMM on the Wage-NKPC using annual data, adding addi-
tional lags as explanatory variables. Denominator man-year, full sample
GIVE (1970-2014) GMM (1970-2014)
Epit+1 0.5830*** 0.6746***
(0.1336) (0.1263)
pit−1 0.5117*** 0.3249***
(0.1451) (0.1186)
c -0.0319 -0.0547*
(0.0339) (0.0300)
∆c -0.2047** -0.1811*
(0.1001) (0.0958)
l 0.0316 0.0579*
(0.0378) (0.0349)
A 0.0235 0.0380
(0.0604) (0.0595)
mc 0.0392 0.1439
(0.1088) (0.0939)
pit−2 0.0033 0.0634
(0.1166) (0.1127)
pit−3 -0.1113 -0.0671
(0.1564) (0.1241)
N 40 40
R2 0.969 0.966
adj. R2 0.957 0.953
Sargan J-statistic 5.538 5.538
Chi-sq(4) P-val 0.0627 0.0627
Standard errors in parentheses
Instruments used to instrument for lead inﬂation: log of imported inﬂation,
log of unemployment rate, log of productivity in the manufacturing sector
* p<0.10, ** p<0.05, *** p<0.01
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Table 5: Arellano-Bond test of autocorrelation, with additional lags of inﬂation
as explanatory variables
GIVE (1970-2014)
Arellano-Bond test for AR(1): z = -1.79 Pr > z = 0.0742
Arellano-Bond test for AR(2): z = 1.11 Pr > z = 0.2654
Arellano-Bond test for AR(3): z = 1.19 Pr > z = 0.2354
Arellano-Bond test for AR(4): z = -1.04 Pr > z = 0.2994
Arellano-Bond test for AR(5): z = 0.87 Pr > z = 0.3848
GMM (1970-2014)
Arellano-Bond test for AR(1): z = -0.93 Pr > z = 0.3507
Arellano-Bond test for AR(2): z = 0.91 Pr > z = 0.3632
Arellano-Bond test for AR(3): z = -0.67 Pr > z = 0.5010
Arellano-Bond test for AR(4): z = -1.00 Pr > z = 0.3189
Arellano-Bond test for AR(5): z = 0.87 Pr > z = 0.3821
The null hypothesis is
no autocorrelation between the residuals.
37
4.6 Discussion of the forcing variables used in GIVE and GMM
Table 6: GMM on the Wage-NKPC using annual data, robustness checks. De-
nominator man-year, subsamples sample
GMM (1990-2014) GMM (1970-1989)
Epit+1 1.1893*** 1.0829***
(0.3360) (0.3534)
pit−1 0.2829 0.5876***
(0.2977) (0.1925)
c 0.0260 0.0265
(0.0623) (0.1670)
∆c 0.0418 -0.4965*
(0.0875) (0.2597)
l -0.0317 0.0625
(0.0752) (0.1600)
A -0.0692 0.2898
(0.1068) (0.3476)
mc 0.0327 0.5680
(0.1417) (0.3485)
N 24 16
R2 0.964 0.958
adj. R2 0.949 0.941
Sargan J-statistic 5.538 5.538
Chi-sq(4) P-val 0.0627 0.0627
Standard errors in parentheses
Instruments used to instrument for lead inﬂation: log of imported inﬂation,
log of unemployment rate, log of productivity in the manufacturing sector
and two lags of inﬂation.
* p<0.10, ** p<0.05, *** p<0.01
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4.6.2 Unit root test of stationarity
We should test for unit root stationarity in (10) by inserting for the empirical
coeﬃcients. Doing this gives:
Table 7: Unit root test of stationarity
αf αb υ ρ Roots
GIVE 0.6186 0.5016 0 0.842 {0.842, 0.808 + 0.397i, 0.808− 0.397i}
GMM 0.6583 0.3795 0 0.842 {0.874, 0.743 + 0.0516i, 0.743− 0.0516i}
As we can see, we get only one non-imaginary root for both the methods. Thus,
we need to calculate the module of the two imaginary roots for each method.
The formula to calculate the module of an imaginary root is if the root is on the
form a − bi, then the module is m = √a2 + b2. The modules for GIVE are thus
m1 =
√
0.8082 − 0.3972 = 0.495,m2 =
√
0.8082 + 0.3972 = 0.810. The modules
for GMM are: m3 =
√
0.7432 − 0.05162 = 0.549,m4 =
√
0.7432 + 0.05162 = 0.555
Since none of the modules are larger than 1 and the root is not 1, the system has
a stationary solution for both GIVE and GMM.
4.7 Restricting the sum of coeﬃcients on lead and lagged
inﬂation
Since the results show that the sum of the coeﬃcients exceeds 1 for both GIVE and
GMM, and we know that there are several properties of the model which change
if the sum is below 1, this section will impose the restriction that the sum of the
coeﬃcients on the lead and lagged inﬂation is αb+αf = 0.99. This casts the model
into the following form:
piwt − 0.99piwt−1 = αf (Etpiwt+1 − piwt−1) + τ [φct + ψ∆ct + γlt − κ(yt − lt)− ζmct] + εwpit
(62)
Which means that we have to reformulate the speciﬁcation to estimate with a
transformed left-hand-side variable and a transformed right-hand-side variable.
The results are reported in Table 8. We can see that GMM still exihibits forward-
dominance, however GIVE does not. Hence the precise estimate of the fraction
of backward-looking wage-setters is sensitive to the use of this restriction, at least
in GIVE. The Sargan-Hansen J-test returns a p-value of 0.5297 which means that
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the instruments included are still relevant.
Now addressing whether this method provides better estimates of tracking ac-
tual inﬂation, the fundamental inﬂation is calculated and ﬁtted. With reference
to Nymoen et al. (2012), the restriction we have imposed must mean that the
second root in (21) must be greater than 1 in magnitude. By re-calculating the
roots, we get that α˜b,1 = 0.732 and α˜b,2 = 1.067. The resulting fundamental versus
actual inﬂation plot is displayed in Figure 5. The correlation between fundamen-
tal inﬂation and actual inﬂation is 0.7667 which is quite high. The ﬁgure shows,
however, that the correlation may stem from fundamental inﬂation overestimating
and underestimating in almost equal portions. Fundamental inﬂation is able to
track actual inﬂation at least to some extent, and seems to do well on average over
time.
Figure 5: Inﬂation: Actual vs. Fundamental, GMM method predicting funda-
mental inﬂation. Restricted coeﬃcients.
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Table 8: GMM and GIVE on the Wage-NKPC using annual data, restricted
coeﬃcients. Denominator man-year, full sample
GIVE (1970-2014) GMM (1970-2014)
Epit+1 0.4852*** 0.5559***
(0.1048) (0.0725)
pit−1 0.5048*** 0.4341***
(0.1048) (0.0725)
c -0.0238 -0.0431
(0.0317) (0.0279)
∆c -0.2019** -0.2295***
(0.0961) (0.0585)
l 0.0227 0.0466
(0.0344) (0.0295)
A 0.0194 0.0317
(0.0539) (0.0412)
mc 0.0084 0.1203*
(0.0937) (0.0663)
N 40 40
R2 0.543 0.533
adj. R2 0.429 0.416
Sargan J-statistic 3.170 3.170
Chi-sq(4) P-val 0.5297 0.5297
Standard errors in parentheses
Instruments used to instrument for lead inﬂation: log of imported inﬂation,
log of unemployment rate, log of productivity in the manufacturing sector
and two lags of inﬂation.
* p<0.10, ** p<0.05, *** p<0.01
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4.8 Application of the Kalman-ﬁlter to desired wage rate
Let us ﬁrst apply the Kalman-ﬁlter theoretically to the Wage-NKPC. The model
contains two observation equations, namely the hybrid-NKPC and decomposition
of the forcing variable into a stationary trend and the desired wage (which is a
cyclical non-stationary component). The two unobservable components are the
trend and the desired wage. We deﬁne the desired wage as an AR(1) process and
the trend as a random walk with drift. This means that we can write the state
space representation of the (simple) Wage-NKPC as follows, where the periods are
rewritten and restructured so we get a two-period lagged form instead of one lag
and one lead:
piwt =
1
αf
piwt−1 −
αb
αf
piwt−2 −
τ
αf
Φt − 1
αf
εwpit (63)
Φt = w
∗
t − wt + wˆt (64)
The second equation is the forcing variable, and the state equation in this model.
The ﬁrst equation is the observation equation, which we partly observe in data.
Note that Φt has taken the place of the desired wage rate.
The transition laws are:
w∗t = vw
∗
t−1 + εw∗t (65)
wˆt = ρwwˆt−1 + εwˆt (66)
The error terms are restricted:
εwpit ∼N(0, σ2pi) (67)
εw∗t ∼N(0, σ2w∗) (68)
εwˆt ∼N(0, σ2wˆ) (69)
4.8.1 Calibration of the Kalman-ﬁlter
It is necessary to perform calibration of the parameters and the remaining coef-
ﬁcients in the observation equations. It is also necessary to set initial conditions
for the variances in the transition laws based on economic theory and previous
research.
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The parameter v measures the persistence of the desired wage rate over time.
If v approaches 1, then the desired wage rate becomes a simple random walk.
I undertake an intermediary step to estimate the magnitude of this persistence
parameter by using a ﬁltering method. The following table presents the Kalman-
ﬁltered iteration using state space modeling (the sspace method in Stata SE13.1).
Table 9: Kalman-ﬁlter on the AR(1) process of the desired wage
Coef Std. Err. z P>|z| 95 % CI
w∗t−1 0.8421359 0.0813962 10.35 0.000 [0.6826022, 1.001669]
N 44
Wald Chi2(1) 103.84
Prob > Chi2 0.000
Log-likelihood 111.24167
We can see from Table 9 that the test gives a coeﬃcient signiﬁcant at any conven-
tional level. It thus seems reasonable to assume that the persistence parameter
v = 0.842. Values of the variances are set to σ2pi = 0.9 σ
2
w∗ = 0.4 σ
2
wˆ = 0.1. They
compare the volatility of the desired wage rate with respect to trend, and it is
reasonable to assume that the volatility of the desired wage rate be much higher
than the volatility of the trend. Here, it is assumed to be four times larger.
4.9 Results of the Kalman-ﬁlter approach
Also with Kalman-ﬁlter we get forward dominance. The coeﬃcients sum to 0.949
which is close to the theoretical 1. The iteration process needed 24 iterations to ﬁnd
a converging solution, and the program reported that the solution with the initial-
ization described earlier was unique. This is a strong evidence of the Kalman-ﬁlter
actually ﬁnding the unobserved component and reporting signiﬁcant and inter-
pretable results. The coeﬃcients comparable to the GIVE and GMM approaches
(lead and lagged inﬂation) are not signiﬁcantly diﬀerent in the Kalman-ﬁlter ap-
proach.
The forcing variable in the GMM approach, namely the unobserved component
desired wage rate is signiﬁcant at any conventional level of signiﬁcance (p-value
0.0000). This is a strong result, and the coeﬃcient is positive which is in line with
the theory.
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Table 10: Kalman-ﬁlter on the Wage-NKPC using annual data. Denominator
man-year, full sample
KF (1990-2014)
Epit+1 0.569591**
(0.258732)
pit−1 0.379184*
(0.227092 )
(w∗t − wt) 0.999998***
(2.49E-06)
N 40
Log likelihood -95.65469
Akaike information criterion -4.373399
Schwarz criterion -4.122633
Hannan-Quinn criterion -4.282084
Standard errors in parentheses, * p<0.10, ** p<0.05, *** p<0.01
The log likelihood is quite high, indicating that the model is ﬁtting quite well.
Note that negative numbers closer to zero indicates a better ﬁtting model. The
Akaike information criterion is:
AIC = ln
SSR
N
+
2K
N
(70)
where N is the number of observations, SSR is the sum of squared residuals and
K is the number of regression coeﬃcients. Since the information criterions all are
negative, it must mean that the sum of squared residuals is so small we are taking
the logarithm of a number between 0 and 1. Hence, the model ﬁts well.
4.9.1 Actual versus fundamental inﬂation with the Kalman-ﬁlter
Figure 6 shows the relationship between the fundamental inﬂation and the actual
inﬂation using the Kalman-ﬁlter method. Comparing this to Figure 4, we can see
that the Kalman-ﬁlter smooths out the pattern better than the GMM method.
The Kalman-ﬁlter generally performs better than GMM in tracking the actual
inﬂation. It is at least clear from the ﬁgure and estimation output that the Kalman-
ﬁlter succeeds in predicting how the unobservable component aﬀects the wage
inﬂation, both since the coeﬃcient is signiﬁcant at any level and since the ﬁgure
shows a reasonable relationship to the actual inﬂation. The correlation between
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4.9 Results of the Kalman-filter approach
the fundamental inﬂation and the actual inﬂation was estimated to be 0.9064 which
is a very good ﬁt. The AR(1)-coeﬃcient of the desired wage rate was estimated
to be ρ = 0.907 in (26). We then get α˜b,1 = 0.554 and α˜b,2 = 1.202 in (21) using
the estimated coeﬃcients of the Kalman-ﬁlter method in Table 10.
Figure 6: Inﬂation: Actual vs. Fundamental, Kalman-ﬁlter predicting funda-
mental inﬂation.
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4.10 Comparison of sectors
4.10 Comparison of sectors
Appendix B reports results for the industry sector, the total economy and the
public sector. This section will discuss how those sectors compare to the Norwegian
mainland sector. This is an interesting discussion because it can give an indication
of the robustness of the results and possible diﬀerences in the driving of forces of
inﬂation.
4.10.1 The total economy
As we see in Table B.1 and Table B.2, the theoretical result of forward dominance
is preserved also for the total economy. Both coeﬃcients on the lead and lagged
inﬂation are almost identical to the ones for the mainland economy in the GIVE
approach, and fairly close in the GMM approach. The coeﬃcient on consumption
has switched sign. This is a possible sign of weakness in the speciﬁcation. However,
the coeﬃcient is insigniﬁcant both for the mainland economy and for the total
economy. The rest of the coeﬃcients seem to reﬂect the results we had for the
mainland economy. The statistical signiﬁcance of the marginal cost term has
vaporized in the GMM approach, which is unfortunate. This likely stems from
the fact that the petroleum industry is now added and this sector follows a quite
diﬀerent pattern in the wage setting than the rest of the economy. Note that, in
line with the results for mainland Norway, the signs on the forcing variables are
jointly signiﬁcant. Thus, a reasonable explanation for the diﬀerences found could
be the high variance in the wages in the petroleum industry.
4.10.2 The manufacturing sector
The manufacturing sector seem to have a higher degree of forward dominance
than all the other sectors. Evident from Table B.3 and Table B.4, we see that
this sector also has a sum of coeﬃcients on lead and lagged inﬂation exceeding
1 by a signiﬁcant amount. We can reject the null of homogeneity at any level
of signiﬁcance in both GIVE and GMM (p-value 0.3544 and 0.5248 respectively).
Again, however, all the forcing variables are jointly signiﬁcant at any conventional
level of signiﬁcance. Forward dominance in the manufacturing sector is perhaps
not a surprising result, as this sector leads the wage negotiations in Norway.
46
4.10.3 The public sector
The public sector has a pattern quite similar to the mainland economy. Table
B.5 and Table B.6 show forward dominance and coeﬃcients on lead and lagged
inﬂation summing closely to 1. We once again get coeﬃcients on the forcing
variables which are jointly signiﬁcant at any conventional level of signiﬁcance both
in GIVE and GMM. The Sargan-Hansen test indicates a misspeciﬁed model for
the public sector. This is a puzzle, but may be due to manufacturing sector
productivity being too closely linked to the public sector wages and thus is not a
valid instrumental variable.
5 Concluding remarks
In this master's thesis, I have studied the Hybrid Wage New Keynesian Phillips
Curve and how to model the dynamics of wage inﬂation. The thesis has made use
of three econometric estimation methods; GIVE, GMM and the Kalman-ﬁlter. I
have shown that all three methods perform reasonably well on annual data. The
Kalman-ﬁlter performs exceptionally well in the sense that it allows for a recursive
estimation of an unobserved component rather than remodeling the system with
new exogenous variables. It is also evident that the Kalman-ﬁlter does the better
job in tracking actual inﬂation, with a markedly higher correlation than obtained
by GMM.
The results suggest that the Hybrid Wage New Keynesian Phillips Curve dis-
plays reasonable coeﬃcient estimates of both the expectations variable and the
lagged inﬂation term, regardless of estimation method. GIVE and GMM relies
on a re-speciﬁcation of the model using the pressure indicator and the ability
to pay wages, whereas the Kalman-ﬁlter provides an estimation method which
allows to directly use a model with unobservable components and achieve reason-
able results. All estimation methods return reasonable coeﬃcients on the lead and
lagged inﬂation, where the coeﬃcients sum closely to 1 for all methods. The results
are robust to various alterations, although the sample size is too small to provide
a reasonable subsample test. The empirical work shows that forward-looking be-
havior is dominant across all estimation methods and in all samples, which is in
line with earlier research such as Bårdsen et al. (2004), Galí and Gertler (1999)
and Nymoen et al. (2012). An important discovery is that even if the implied
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size of the backward-looking wage setters group is small, it is statistically signiﬁ-
cant across speciﬁcations. The forcing variables are quantitatively important and
jointly signiﬁcant in almost all speciﬁcations and samples.
The fundamental wage inﬂation versus actual wage inﬂation plots are evidently
reporting a somewhat weak ﬁt for all estimation procedures, perhaps except the
Kalman-ﬁlter which at least shows signs of high correlation. The fundamental
solution is, however, based on an assumption of strongly exogenous forcing vari-
ables, which may not be entirely realistic or consistent with the idea that inﬂation
is a variable that feed-back to several important macroeconomic variables. On the
other hand, it is the same assumption that Galí and Gertler (1999) use in their
seminal papers that emphasize the high degree of ﬁt of the NKPC in the US. If
the wage-NKPC is cast into a larger DSGE framework, the results could possibly
improve.
On the balance of evidence, I am inclined by the econometric analysis to be-
lieve it is worth pursuing staggered wages within the context of DSGE models.
This econometric evaluation has at least not disproven staggered wages as a driv-
ing force of inﬂation in such models. The model framework and the econometric
analysis can readily be applied to quarterly data, and future work should apply
such improved data sets.
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Appendix A - Output for the Mainland Economy
Table A.1: GIVE, full sample
IV (2SLS) estimation
--------------------
Estimates efficient for homoskedasticity only
Statistics robust to heteroskedasticity
Number of obs = 40
F( 7, 31) = 195.52
Prob > F = 0.0000
Total (centered) SS = .0508084909 Centered R2 = 0.8691
Total (uncentered) SS = .2073968109 Uncentered R2 = 0.9679
Residual SS = .0066503951 Root MSE = .01289
------------------------------------------------------------------------------
| Robust
pi | Coef. Std. Err. z P>|z| [95% Conf. Interval]
-------------+----------------------------------------------------------------
pi_lead | .6185503 .1231566 5.02 0.000 .3771677 .8599329
pi_1 | .5015902 .1046326 4.79 0.000 .2965141 .7066663
c | -.0346564 .0327188 -1.06 0.289 -.098784 .0294712
dc | -.2344918 .0938022 -2.50 0.012 -.4183408 -.0506429
l | -.0215806 .0430473 -0.50 0.616 -.1059517 .0627906
A | .0636044 .0633642 1.00 0.315 -.0605871 .1877959
mc | .0837332 .0782529 1.07 0.285 -.0696397 .2371062
------------------------------------------------------------------------------
Underidentification test (Kleibergen-Paap rk LM statistic): 15.400
Chi-sq(5) P-val = 0.0088
------------------------------------------------------------------------------
Weak identification test (Cragg-Donald Wald F statistic): 11.019
(Kleibergen-Paap rk Wald F statistic): 11.210
Stock-Yogo weak ID test critical values: 5% maximal IV relative bias 18.37
10% maximal IV relative bias 10.83
20% maximal IV relative bias 6.77
30% maximal IV relative bias 5.25
10% maximal IV size 26.87
15% maximal IV size 15.09
20% maximal IV size 10.98
25% maximal IV size 8.84
Source: Stock-Yogo (2005). Reproduced by permission.
NB: Critical values are for Cragg-Donald F statistic and i.i.d. errors.
------------------------------------------------------------------------------
Hansen J statistic (overidentification test of all instruments): 5.915
Chi-sq(4) P-val = 0.2056
------------------------------------------------------------------------------
Instrumented: pi_lead
Included instruments: pi_1 c dc l A mc
Excluded instruments: import_inf logarb dffA pi_2 pi_3
Partialled-out: D88 D89
nb: small-sample adjustments account for
partialled-out variables
------------------------------------------------------------------------------
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Table A.2: GMM, full sample
2-Step GMM estimation
---------------------
Estimates efficient for arbitrary heteroskedasticity
Statistics robust to heteroskedasticity
Number of obs = 40
F( 7, 31) = 289.70
Prob > F = 0.0000
Total (centered) SS = .0508084909 Centered R2 = 0.8615
Total (uncentered) SS = .2073968109 Uncentered R2 = 0.9661
Residual SS = .0070354386 Root MSE = .01326
------------------------------------------------------------------------------
| Robust
pi | Coef. Std. Err. z P>|z| [95% Conf. Interval]
-------------+----------------------------------------------------------------
pi_lead | .6583463 .1120379 5.88 0.000 .438756 .8779366
pi_1 | .3794636 .0754797 5.03 0.000 .2315261 .5274012
c | -.0601222 .0273201 -2.20 0.028 -.1136687 -.0065758
dc | -.1751414 .0672669 -2.60 0.009 -.306982 -.0433007
l | .011515 .0308193 0.37 0.709 -.0488896 .0719197
A | .053711 .0493508 1.09 0.276 -.0430147 .1504368
mc | .1590083 .0685251 2.32 0.020 .0247016 .293315
------------------------------------------------------------------------------
Underidentification test (Kleibergen-Paap rk LM statistic): 15.400
Chi-sq(5) P-val = 0.0088
------------------------------------------------------------------------------
Weak identification test (Cragg-Donald Wald F statistic): 11.019
(Kleibergen-Paap rk Wald F statistic): 11.210
Stock-Yogo weak ID test critical values: 5% maximal IV relative bias 18.37
10% maximal IV relative bias 10.83
20% maximal IV relative bias 6.77
30% maximal IV relative bias 5.25
10% maximal IV size 26.87
15% maximal IV size 15.09
20% maximal IV size 10.98
25% maximal IV size 8.84
Source: Stock-Yogo (2005). Reproduced by permission.
NB: Critical values are for Cragg-Donald F statistic and i.i.d. errors.
------------------------------------------------------------------------------
Hansen J statistic (overidentification test of all instruments): 5.915
Chi-sq(4) P-val = 0.2056
------------------------------------------------------------------------------
Instrumented: pi_lead
Included instruments: pi_1 c dc l A mc
Excluded instruments: import_inf logarb dffA pi_2 pi_3
Partialled-out: D88 D89
nb: small-sample adjustments account for
partialled-out variables
------------------------------------------------------------------------------
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Table A.3: GIVE, full sample, including two additional lags
IV (2SLS) estimation
--------------------
Estimates efficient for homoskedasticity only
Statistics robust to heteroskedasticity
Number of obs = 40
F( 9, 29) = 194.25
Prob > F = 0.0000
Total (centered) SS = .0508084909 Centered R2 = 0.8738
Total (uncentered) SS = .2073968109 Uncentered R2 = 0.9691
Residual SS = .0064122311 Root MSE = .01266
------------------------------------------------------------------------------
| Robust
pi | Coef. Std. Err. z P>|z| [95% Conf. Interval]
-------------+----------------------------------------------------------------
pi_lead | .5830185 .1336142 4.36 0.000 .3211395 .8448976
pi_1 | .5117298 .1451025 3.53 0.000 .227334 .7961256
c | -.0318606 .033886 -0.94 0.347 -.0982759 .0345546
dc | -.2047101 .1001063 -2.04 0.041 -.400915 -.0085053
l | .0080816 .0336183 0.24 0.810 -.057809 .0739722
A | .023479 .0603546 0.39 0.697 -.0948139 .1417719
mc | .0391777 .1088472 0.36 0.719 -.1741589 .2525143
pi_2 | .0033119 .1166105 0.03 0.977 -.2252405 .2318643
pi_3 | -.1112677 .1563655 -0.71 0.477 -.4177385 .195203
------------------------------------------------------------------------------
Underidentification test (Kleibergen-Paap rk LM statistic): 11.884
Chi-sq(3) P-val = 0.0078
------------------------------------------------------------------------------
Weak identification test (Cragg-Donald Wald F statistic): 15.769
(Kleibergen-Paap rk Wald F statistic): 14.056
Stock-Yogo weak ID test critical values: 5% maximal IV relative bias 13.91
10% maximal IV relative bias 9.08
20% maximal IV relative bias 6.46
30% maximal IV relative bias 5.39
10% maximal IV size 22.30
15% maximal IV size 12.83
20% maximal IV size 9.54
25% maximal IV size 7.80
Source: Stock-Yogo (2005). Reproduced by permission.
NB: Critical values are for Cragg-Donald F statistic and i.i.d. errors.
------------------------------------------------------------------------------
Hansen J statistic (overidentification test of all instruments): 5.538
Chi-sq(2) P-val = 0.0627
------------------------------------------------------------------------------
Instrumented: pi_lead
Included instruments: pi_1 c dc l A mc pi_2 pi_3
Excluded instruments: import_inf logarb dffA
Partialled-out: D88 D89
nb: small-sample adjustments account for
partialled-out variables
------------------------------------------------------------------------------
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Table A.4: GMM, full sample, including two additional lags
2-Step GMM estimation
---------------------
Estimates efficient for arbitrary heteroskedasticity
Statistics robust to heteroskedasticity
Number of obs = 40
F( 9, 29) = 238.39
Prob > F = 0.0000
Total (centered) SS = .0508084909 Centered R2 = 0.8614
Total (uncentered) SS = .2073968109 Uncentered R2 = 0.9660
Residual SS = .0070430665 Root MSE = .01327
------------------------------------------------------------------------------
| Robust
pi | Coef. Std. Err. z P>|z| [95% Conf. Interval]
-------------+----------------------------------------------------------------
pi_lead | .674584 .1263194 5.34 0.000 .4270024 .9221655
pi_1 | .3249166 .1186494 2.74 0.006 .092368 .5574651
c | -.054682 .02999 -1.82 0.068 -.1134613 .0040973
dc | -.1811009 .095771 -1.89 0.059 -.3688086 .0066069
l | .0198393 .0332092 0.60 0.550 -.0452496 .0849282
A | .0380331 .0595345 0.64 0.523 -.0786523 .1547186
mc | .1438625 .0939184 1.53 0.126 -.0402143 .3279393
pi_2 | .0634476 .1126693 0.56 0.573 -.1573802 .2842754
pi_3 | -.0670669 .1240668 -0.54 0.589 -.3102333 .1760995
------------------------------------------------------------------------------
Underidentification test (Kleibergen-Paap rk LM statistic): 11.884
Chi-sq(3) P-val = 0.0078
------------------------------------------------------------------------------
Weak identification test (Cragg-Donald Wald F statistic): 15.769
(Kleibergen-Paap rk Wald F statistic): 14.056
Stock-Yogo weak ID test critical values: 5% maximal IV relative bias 13.91
10% maximal IV relative bias 9.08
20% maximal IV relative bias 6.46
30% maximal IV relative bias 5.39
10% maximal IV size 22.30
15% maximal IV size 12.83
20% maximal IV size 9.54
25% maximal IV size 7.80
Source: Stock-Yogo (2005). Reproduced by permission.
NB: Critical values are for Cragg-Donald F statistic and i.i.d. errors.
------------------------------------------------------------------------------
Hansen J statistic (overidentification test of all instruments): 5.538
Chi-sq(2) P-val = 0.0627
------------------------------------------------------------------------------
Instrumented: pi_lead
Included instruments: pi_1 c dc l A mc pi_2 pi_3
Excluded instruments: import_inf logarb dffA
Partialled-out: D88 D89
nb: small-sample adjustments account for
partialled-out variables
------------------------------------------------------------------------------
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Table A.5: GIVE, full sample, using man-hours as denominator value
IV (2SLS) estimation
--------------------
Estimates efficient for homoskedasticity only
Statistics robust to heteroskedasticity
Number of obs = 40
F( 7, 31) = 185.39
Prob > F = 0.0000
Total (centered) SS = .0586070326 Centered R2 = 0.8897
Total (uncentered) SS = .2403402652 Uncentered R2 = 0.9731
Residual SS = .0064655299 Root MSE = .01271
------------------------------------------------------------------------------
| Robust
pi | Coef. Std. Err. z P>|z| [95% Conf. Interval]
-------------+----------------------------------------------------------------
pi_lead | .7039462 .1235917 5.70 0.000 .4617109 .9461815
pi_1 | .6285056 .105082 5.98 0.000 .4225486 .8344626
c | -.1158023 .0647948 -1.79 0.074 -.2427978 .0111932
dc | -.3362794 .1295164 -2.60 0.009 -.5901268 -.082432
l | -.0428329 .0308061 -1.39 0.164 -.1032118 .017546
A | .1744828 .0973317 1.79 0.073 -.0162837 .3652494
mc | .1380799 .0935778 1.48 0.140 -.0453292 .321489
------------------------------------------------------------------------------
Underidentification test (Kleibergen-Paap rk LM statistic): 20.793
Chi-sq(5) P-val = 0.0009
------------------------------------------------------------------------------
Weak identification test (Cragg-Donald Wald F statistic): 5.920
(Kleibergen-Paap rk Wald F statistic): 4.573
Stock-Yogo weak ID test critical values: 5% maximal IV relative bias 18.37
10% maximal IV relative bias 10.83
20% maximal IV relative bias 6.77
30% maximal IV relative bias 5.25
10% maximal IV size 26.87
15% maximal IV size 15.09
20% maximal IV size 10.98
25% maximal IV size 8.84
Source: Stock-Yogo (2005). Reproduced by permission.
NB: Critical values are for Cragg-Donald F statistic and i.i.d. errors.
------------------------------------------------------------------------------
Hansen J statistic (overidentification test of all instruments): 1.414
Chi-sq(4) P-val = 0.8417
------------------------------------------------------------------------------
Instrumented: pi_lead
Included instruments: pi_1 c dc l A mc
Excluded instruments: import_inf logarb dffA pi_2 pi_3
Partialled-out: D88 D89
nb: small-sample adjustments account for
partialled-out variables
------------------------------------------------------------------------------
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Table A.6: GMM, full sample, using man-hours as denominator value
2-Step GMM estimation
---------------------
Estimates efficient for arbitrary heteroskedasticity
Statistics robust to heteroskedasticity
Number of obs = 40
F( 7, 31) = 234.56
Prob > F = 0.0000
Total (centered) SS = .0586070326 Centered R2 = 0.8879
Total (uncentered) SS = .2403402652 Uncentered R2 = 0.9727
Residual SS = .0065706224 Root MSE = .01282
------------------------------------------------------------------------------
| Robust
pi | Coef. Std. Err. z P>|z| [95% Conf. Interval]
-------------+----------------------------------------------------------------
pi_lead | .7046097 .1122273 6.28 0.000 .4846482 .9245712
pi_1 | .5859449 .0865108 6.77 0.000 .4163868 .755503
c | -.0842345 .0568701 -1.48 0.139 -.1956979 .0272289
dc | -.2614737 .1061166 -2.46 0.014 -.4694584 -.053489
l | -.0281113 .0242612 -1.16 0.247 -.0756623 .0194398
A | .1259126 .0825178 1.53 0.127 -.0358194 .2876445
mc | .1444957 .0793308 1.82 0.069 -.0109898 .2999812
------------------------------------------------------------------------------
Underidentification test (Kleibergen-Paap rk LM statistic): 20.793
Chi-sq(5) P-val = 0.0009
------------------------------------------------------------------------------
Weak identification test (Cragg-Donald Wald F statistic): 5.920
(Kleibergen-Paap rk Wald F statistic): 4.573
Stock-Yogo weak ID test critical values: 5% maximal IV relative bias 18.37
10% maximal IV relative bias 10.83
20% maximal IV relative bias 6.77
30% maximal IV relative bias 5.25
10% maximal IV size 26.87
15% maximal IV size 15.09
20% maximal IV size 10.98
25% maximal IV size 8.84
Source: Stock-Yogo (2005). Reproduced by permission.
NB: Critical values are for Cragg-Donald F statistic and i.i.d. errors.
------------------------------------------------------------------------------
Hansen J statistic (overidentification test of all instruments): 1.414
Chi-sq(4) P-val = 0.8417
------------------------------------------------------------------------------
Instrumented: pi_lead
Included instruments: pi_1 c dc l A mc
Excluded instruments: import_inf logarb dffA pi_2 pi_3
Partialled-out: D88 D89
nb: small-sample adjustments account for
partialled-out variables
------------------------------------------------------------------------------
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Appendix B - Output for other sectors
Table B.1: GIVE, full sample, Total Norwegian economy
IV (2SLS) estimation
--------------------
Estimates efficient for homoskedasticity only
Statistics robust to heteroskedasticity
Number of obs = 40
F( 7, 31) = 314.98
Prob > F = 0.0000
Total (centered) SS = .0488785407 Centered R2 = 0.8745
Total (uncentered) SS = .2029192029 Uncentered R2 = 0.9698
Residual SS = .0061349045 Root MSE = .01238
------------------------------------------------------------------------------
| Robust
pi | Coef. Std. Err. z P>|z| [95% Conf. Interval]
-------------+----------------------------------------------------------------
pi_lead | .6038785 .1062467 5.68 0.000 .3956389 .8121182
pi_1 | .5098203 .1108756 4.60 0.000 .2925081 .7271326
c | .0106399 .022212 0.48 0.632 -.0328949 .0541747
dc | -.2364611 .0898084 -2.63 0.008 -.4124823 -.0604399
l | -.0037558 .0166127 -0.23 0.821 -.036316 .0288045
A | .0136172 .023949 0.57 0.570 -.033322 .0605564
mc | .0305865 .0299286 1.02 0.307 -.0280725 .0892455
------------------------------------------------------------------------------
Underidentification test (Kleibergen-Paap rk LM statistic): 14.266
Chi-sq(5) P-val = 0.0140
------------------------------------------------------------------------------
Weak identification test (Cragg-Donald Wald F statistic): 12.198
(Kleibergen-Paap rk Wald F statistic): 13.806
Stock-Yogo weak ID test critical values: 5% maximal IV relative bias 18.37
10% maximal IV relative bias 10.83
20% maximal IV relative bias 6.77
30% maximal IV relative bias 5.25
10% maximal IV size 26.87
15% maximal IV size 15.09
20% maximal IV size 10.98
25% maximal IV size 8.84
Source: Stock-Yogo (2005). Reproduced by permission.
NB: Critical values are for Cragg-Donald F statistic and i.i.d. errors.
------------------------------------------------------------------------------
Hansen J statistic (overidentification test of all instruments): 7.728
Chi-sq(4) P-val = 0.1021
------------------------------------------------------------------------------
Instrumented: pi_lead
Included instruments: pi_1 c dc l A mc
Excluded instruments: import_inf logarb dffA pi_2 pi_3
Partialled-out: D88 D89
nb: small-sample adjustments account for
partialled-out variables
------------------------------------------------------------------------------
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Table B.2: GMM, full sample, Total Norwegian economy
2-Step GMM estimation
---------------------
Estimates efficient for arbitrary heteroskedasticity
Statistics robust to heteroskedasticity
Number of obs = 40
F( 7, 31) = 342.71
Prob > F = 0.0000
Total (centered) SS = .0488785407 Centered R2 = 0.8707
Total (uncentered) SS = .2029192029 Uncentered R2 = 0.9688
Residual SS = .0063222355 Root MSE = .01257
------------------------------------------------------------------------------
| Robust
pi | Coef. Std. Err. z P>|z| [95% Conf. Interval]
-------------+----------------------------------------------------------------
pi_lead | .6669038 .0974233 6.85 0.000 .4759576 .85785
pi_1 | .4575476 .0765632 5.98 0.000 .3074865 .6076087
c | .0113511 .0204735 0.55 0.579 -.0287763 .0514785
dc | -.209209 .0681434 -3.07 0.002 -.3427675 -.0756504
l | -.0042698 .01554 -0.27 0.783 -.0347276 .0261879
A | .0094131 .0171164 0.55 0.582 -.0241344 .0429607
mc | .038638 .0244014 1.58 0.113 -.0091878 .0864638
------------------------------------------------------------------------------
Underidentification test (Kleibergen-Paap rk LM statistic): 14.266
Chi-sq(5) P-val = 0.0140
------------------------------------------------------------------------------
Weak identification test (Cragg-Donald Wald F statistic): 12.198
(Kleibergen-Paap rk Wald F statistic): 13.806
Stock-Yogo weak ID test critical values: 5% maximal IV relative bias 18.37
10% maximal IV relative bias 10.83
20% maximal IV relative bias 6.77
30% maximal IV relative bias 5.25
10% maximal IV size 26.87
15% maximal IV size 15.09
20% maximal IV size 10.98
25% maximal IV size 8.84
Source: Stock-Yogo (2005). Reproduced by permission.
NB: Critical values are for Cragg-Donald F statistic and i.i.d. errors.
------------------------------------------------------------------------------
Hansen J statistic (overidentification test of all instruments): 7.728
Chi-sq(4) P-val = 0.1021
------------------------------------------------------------------------------
Instrumented: pi_lead
Included instruments: pi_1 c dc l A mc
Excluded instruments: import_inf logarb dffA pi_2 pi_3
Partialled-out: D88 D89
nb: small-sample adjustments account for
partialled-out variables
------------------------------------------------------------------------------
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Table B.3: GIVE, full sample, Manufacturing sector
IV (2SLS) estimation
--------------------
Estimates efficient for homoskedasticity only
Statistics robust to heteroskedasticity
Number of obs = 40
F( 7, 31) = 112.16
Prob > F = 0.0000
Total (centered) SS = .0517213909 Centered R2 = 0.8061
Total (uncentered) SS = .2082243957 Uncentered R2 = 0.9518
Residual SS = .0100312266 Root MSE = .01584
------------------------------------------------------------------------------
| Robust
pi | Coef. Std. Err. z P>|z| [95% Conf. Interval]
-------------+----------------------------------------------------------------
pi_lead | .843319 .1689784 4.99 0.000 .5121275 1.17451
pi_1 | .370331 .133371 2.78 0.005 .1089286 .6317334
c | .0247558 .0286893 0.86 0.388 -.0314742 .0809858
dc | -.0486106 .0951863 -0.51 0.610 -.2351723 .1379511
l | -.0254919 .033018 -0.77 0.440 -.0902059 .0392221
A | -.0186415 .0579608 -0.32 0.748 -.1322426 .0949597
mc | .121022 .0701247 1.73 0.084 -.01642 .258464
------------------------------------------------------------------------------
Underidentification test (Kleibergen-Paap rk LM statistic): 8.571
Chi-sq(5) P-val = 0.1274
------------------------------------------------------------------------------
Weak identification test (Cragg-Donald Wald F statistic): 6.419
(Kleibergen-Paap rk Wald F statistic): 6.800
Stock-Yogo weak ID test critical values: 5% maximal IV relative bias 18.37
10% maximal IV relative bias 10.83
20% maximal IV relative bias 6.77
30% maximal IV relative bias 5.25
10% maximal IV size 26.87
15% maximal IV size 15.09
20% maximal IV size 10.98
25% maximal IV size 8.84
Source: Stock-Yogo (2005). Reproduced by permission.
NB: Critical values are for Cragg-Donald F statistic and i.i.d. errors.
------------------------------------------------------------------------------
Hansen J statistic (overidentification test of all instruments): 2.177
Chi-sq(4) P-val = 0.7032
------------------------------------------------------------------------------
Instrumented: pi_lead
Included instruments: pi_1 c dc l A mc
Excluded instruments: import_inf logarb pi_2 pi_3
Partialled-out: D88 D89
nb: small-sample adjustments account for
partialled-out variables
------------------------------------------------------------------------------
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Table B.4: GMM, full sample, Manufacturing sector
2-Step GMM estimation
---------------------
Estimates efficient for arbitrary heteroskedasticity
Statistics robust to heteroskedasticity
Number of obs = 40
F( 7, 31) = 183.76
Prob > F = 0.0000
Total (centered) SS = .0517213909 Centered R2 = 0.8105
Total (uncentered) SS = .2082243957 Uncentered R2 = 0.9529
Residual SS = .0098011701 Root MSE = .01565
------------------------------------------------------------------------------
| Robust
pi | Coef. Std. Err. z P>|z| [95% Conf. Interval]
-------------+----------------------------------------------------------------
pi_lead | .7888179 .1362102 5.79 0.000 .5218507 1.055785
pi_1 | .3221217 .0982303 3.28 0.001 .1295938 .5146496
c | .0217929 .0259915 0.84 0.402 -.0291494 .0727353
dc | -.0538917 .0904341 -0.60 0.551 -.2311394 .1233559
l | -.0207978 .0295746 -0.70 0.482 -.078763 .0371674
A | -.019851 .0505666 -0.39 0.695 -.1189598 .0792578
mc | .1135555 .0615423 1.85 0.065 -.0070651 .2341762
------------------------------------------------------------------------------
Underidentification test (Kleibergen-Paap rk LM statistic): 8.571
Chi-sq(5) P-val = 0.1274
------------------------------------------------------------------------------
Weak identification test (Cragg-Donald Wald F statistic): 6.419
(Kleibergen-Paap rk Wald F statistic): 6.800
Stock-Yogo weak ID test critical values: 5% maximal IV relative bias 18.37
10% maximal IV relative bias 10.83
20% maximal IV relative bias 6.77
30% maximal IV relative bias 5.25
10% maximal IV size 26.87
15% maximal IV size 15.09
20% maximal IV size 10.98
25% maximal IV size 8.84
Source: Stock-Yogo (2005). Reproduced by permission.
NB: Critical values are for Cragg-Donald F statistic and i.i.d. errors.
------------------------------------------------------------------------------
Hansen J statistic (overidentification test of all instruments): 2.177
Chi-sq(4) P-val = 0.7032
------------------------------------------------------------------------------
Instrumented: pi_lead
Included instruments: pi_1 c dc l A mc
Excluded instruments: import_inf logarb pi_2 pi_3
Partialled-out: D88 D89
nb: small-sample adjustments account for
partialled-out variables
------------------------------------------------------------------------------
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Table B.5: GIVE, full sample, Public sector
IV (2SLS) estimation
--------------------
Estimates efficient for homoskedasticity only
Statistics robust to heteroskedasticity
Number of obs = 40
F( 7, 31) = 196.35
Prob > F = 0.0000
Total (centered) SS = .0419084744 Centered R2 = 0.8617
Total (uncentered) SS = .1750146929 Uncentered R2 = 0.9669
Residual SS = .0057949382 Root MSE = .01204
------------------------------------------------------------------------------
| Robust
pi | Coef. Std. Err. z P>|z| [95% Conf. Interval]
-------------+----------------------------------------------------------------
pi_lead | .5976268 .1069368 5.59 0.000 .3880344 .8072192
pi_1 | .5029074 .1078999 4.66 0.000 .2914274 .7143873
c | -.0428926 .0414693 -1.03 0.301 -.124171 .0383858
dc | -.1477132 .0728942 -2.03 0.043 -.2905831 -.0048432
l | .0603721 .056457 1.07 0.285 -.0502817 .1710259
A | .0337135 .0384871 0.88 0.381 -.0417198 .1091468
mc | .3735231 .3452136 1.08 0.279 -.3030832 1.050129
------------------------------------------------------------------------------
Underidentification test (Kleibergen-Paap rk LM statistic): 8.774
Chi-sq(5) P-val = 0.1184
------------------------------------------------------------------------------
Weak identification test (Cragg-Donald Wald F statistic): 4.288
(Kleibergen-Paap rk Wald F statistic): 3.938
Stock-Yogo weak ID test critical values: 5% maximal IV relative bias 18.37
10% maximal IV relative bias 10.83
20% maximal IV relative bias 6.77
30% maximal IV relative bias 5.25
10% maximal IV size 26.87
15% maximal IV size 15.09
20% maximal IV size 10.98
25% maximal IV size 8.84
Source: Stock-Yogo (2005). Reproduced by permission.
NB: Critical values are for Cragg-Donald F statistic and i.i.d. errors.
------------------------------------------------------------------------------
Hansen J statistic (overidentification test of all instruments): 12.568
Chi-sq(4) P-val = 0.0136
------------------------------------------------------------------------------
Instrumented: pi_lead
Included instruments: pi_1 c dc l A mc
Excluded instruments: import_inf logarb dffA pi_2 pi_3
Partialled-out: D88 D89
nb: small-sample adjustments account for
partialled-out variables
------------------------------------------------------------------------------
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Table B.6: GMM, full sample, Public sector
2-Step GMM estimation
---------------------
Estimates efficient for arbitrary heteroskedasticity
Statistics robust to heteroskedasticity
Number of obs = 40
F( 7, 31) = 260.14
Prob > F = 0.0000
Total (centered) SS = .0419084744 Centered R2 = 0.8572
Total (uncentered) SS = .1750146929 Uncentered R2 = 0.9658
Residual SS = .0059851183 Root MSE = .01223
------------------------------------------------------------------------------
| Robust
pi | Coef. Std. Err. z P>|z| [95% Conf. Interval]
-------------+----------------------------------------------------------------
pi_lead | .609287 .1010654 6.03 0.000 .4112025 .8073715
pi_1 | .5657783 .0815706 6.94 0.000 .4059027 .7256538
c | -.016346 .0281623 -0.58 0.562 -.0715431 .0388511
dc | -.1467844 .0640918 -2.29 0.022 -.272402 -.0211668
l | .017796 .0396565 0.45 0.654 -.0599294 .0955213
A | -.0058544 .0329629 -0.18 0.859 -.0704605 .0587518
mc | .0197037 .2758407 0.07 0.943 -.5209342 .5603415
------------------------------------------------------------------------------
Underidentification test (Kleibergen-Paap rk LM statistic): 8.774
Chi-sq(5) P-val = 0.1184
------------------------------------------------------------------------------
Weak identification test (Cragg-Donald Wald F statistic): 4.288
(Kleibergen-Paap rk Wald F statistic): 3.938
Stock-Yogo weak ID test critical values: 5% maximal IV relative bias 18.37
10% maximal IV relative bias 10.83
20% maximal IV relative bias 6.77
30% maximal IV relative bias 5.25
10% maximal IV size 26.87
15% maximal IV size 15.09
20% maximal IV size 10.98
25% maximal IV size 8.84
Source: Stock-Yogo (2005). Reproduced by permission.
NB: Critical values are for Cragg-Donald F statistic and i.i.d. errors.
------------------------------------------------------------------------------
Hansen J statistic (overidentification test of all instruments): 12.568
Chi-sq(4) P-val = 0.0136
------------------------------------------------------------------------------
Instrumented: pi_lead
Included instruments: pi_1 c dc l A mc
Excluded instruments: import_inf logarb dffA pi_2 pi_3
Partialled-out: D88 D89
nb: small-sample adjustments account for
partialled-out variables
------------------------------------------------------------------------------
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