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ABSTRACT
Growing global energy demands have necessitated the search for alternative
sources of renewable fuels. Dye-sensitized photocatalysis (DSP) is a promising
low cost, sustainable method that directly converts solar energy to readily usable
forms of energy such as hydrogen fuel. While DSP is a promising technology, its
efficiency is limited by dispersive ET kinetics. In order to fully understand these
processes, single-molecule spectroscopy (SMS) is used to probe the electron
transfer (ET) dynamics of photosensitizers. In particular, eosin Y (EY), a
brominated fluorescein derivative that undergoes intersystem crossing, is
investigated using SMS to understand the effect of a triplet state (T 1) on kinetic
dispersion. In this approach, blinking dynamics - stochastic fluctuations in
emissive and nonemissive intensities under continuous photoexcitation - are
measured for single molecules of EY on glass, TiO , and in oxic and anoxic
environments. The emission dynamics are parsed into emissive (“on”) and
nonemissive (“off”) events and fit to cumulative probability distributions using a
maximum likelihood estimation and Kolmogorov-Smirnov test approach. For EYsensitized TiO , the on- and off-time distributions best described by a lognormal
distribution, consistent with a Gaussian distribution of activation barriers to ET
(i.e., the Albery model). Monte Carlo simulations based on the Albery model
quantify the operative ET kinetics. Our results show that the T1 of EY does not
appear to increase dispersion relative to sensitizers without an accessible T 1.
These results are contextualized physically using Marcus-Gerischer theory.
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Chapter 1: Introduction
I.

Motivation: Mitigating Climate Change with Renewable Energy
Global temperatures are rising rapidly due to human activity, and there is an urgent

need to take decisive action. To mitigate irreversible effects of climate change on the
planet, it is critical to limit the global average temperature to 1.5 ˚C above preindustrial
levels.1 It is widely accepted that CO2 emissions from anthropogenic sources cause
warming by trapping heat in the atmosphere. 2–5 As such, one primary avenue for slowing
climate change is curbing the emissions of CO 2 and other greenhouse gases. Cutting CO2
has proven a lofty goal so far, though, as cumulative global CO2 emissions have more than
doubled in the past 50 years alone.2 As reported by the Intergovernmental Panel on Climate
Change, fossil fuel usage plays a large part in the CO 2 emission spike.2 By all metrics,
burning fossil fuels is clearly not sustainable for the planet, but cutting down on global
energy consumption may not be a viable solution either. Indeed, global energy demand is
expected to double by 2050.5 Meeting this need with our current fossil fuel usage would
lead to a corresponding 67% increase in CO2 emissions.5 Earth cannot afford such a large
uptick in atmospheric greenhouse gas while we already struggle to keep warming below
1.5 ˚C.3 To combat the combination of growing energy demand and warming temperatures,
a novel, sustainable approach to energy production must replace fossil fuels.
Solar energy is a promising candidate to power the world’s energy demand. Its
natural abundance far surpasses that of fossil fuels: solar radiation provides more energy
to Earth in an hour than used by humans in a year.5 However, harnessing the available solar
energy and converting it into a usable form remains challenging. Silicon photovoltaics (PV)
lead today’s solar energy conversion market. The PV system works by photoexciting
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electrons from an n-type semiconductor that contains excess electrons to a p-type
semiconductor with excess holes, to produce a current. The International Renewable
Energy Agency reported that the U.S. had over 41,000 GWh of PV capacity installed as of
2017, on an upward trend from previous years.6 Falling manufacturing costs have led to
similar increases around the world.6,7 In fact, the falling cost of PV has made it competitive
with fossil fuels, driving large-scale implementation plans throughout the European Union,
with the goal of reaching a 55% reduction in greenhouse gases by 2030. 7
However, PV technology alone cannot solve the issue of rising global energy
demand. While the n-p semiconductor model has proven useful for many applications that
involve continuous solar irradiation, photovoltaics lack the capacity for long-term energy
storage in the form of fuel. To implement solar energy on a broader scale, a framework for
storage in sustainable, clean chemical fuels is necessary. 5 One of the most promising
renewable fuel sources is hydrogen. H2 gas is energy dense and its combustion with oxygen

Figure 1. Schematic showing three types of photoredox catalysis systems: (A) homogeneous
catalysis, where a molecular dye is adsorbed to the catalyst; (B) heterogeneous catalysis,
where a semiconductor is adsorbed to the catalyst; (C) DSP, where the dye and semiconductor
are coadsorbed to the catalyst.
2

produces only water as a byproduct.8,9 While H2 itself releases no CO2 upon combustion,
its low natural abundance means that it is typically obtained from sources such as fossil
fuels and biomass.8–11 A more renewable strategy for H2 generation involves water splitting
into H2 and O2.9,12 The water splitting reaction requires considerable energy input, but
Fujishima and Honda first demonstrated in 1972 that it can be catalyzed by light. 13
Dye-sensitized photocatalysis (DSP) builds on photocatalytic water splitting to
meet two critical needs in tandem: the need for long-term fuel storage from solar energy
and the need for sustainable production of H2 fuel. Figure 1 presents schematics of three
photoredox catalysis systems. DSP bridges the concepts of homogeneous catalysis (Fig.
1A), where a molecular photosensitizer (i.e., dye) is adsorbed directly to the catalyst, and
heterogeneous catalysis (Fig. 1B), where a semiconductor absorbs light rather than a dye.
In DSP (Fig. 1C), a dye and catalyst are co-adsorbed to a semiconductor.14 This design
leverages the strong visible absorption of the dye along with the charge carrier transport
capabilities of the semiconductor.14 Many studies have successfully employed the dyesemiconductor films used here for electricity generation (i.e., without catalytic fuel
production), namely the dye-sensitized solar cell (DSSC) developed by Grätzel and
O’Regan in 1991.15 The front end of the DSP system operates on the same principles, and
dye film design is largely informed by DSSC studies.14 In particular, TiO2 is the most
widely used semiconductor in DSSCs and DSP because it is inexpensive, abundant, and its
wide band gap affords photochemical stability.14,16 However, the wide band gap of TiO2
means that its absorption maximum occurs in the UV, motivating the use of a visibleabsorbing dye sensitizer.14,16 Many DSP systems are constructed using a visible-absorbing
dye anchored to TiO2, which is coupled to an inorganic catalyst to drive the production of
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hydrogen gas (Fig. 1C).14 When the dye absorbs sunlight, the photoexcited electron is
injected into the conduction band (CB) of TiO2, which then goes on to reduce H+ to H2
with the help of a catalyst.
DSP presents a number of advantages over conventional PV technology. First and
foremost, the end product of H2 fuel allows for integration of solar energy conversion into
a broad range of applications, such as transportation, and it also allows for solar energy use
when the sun is not shining. In addition, dye-sensitized TiO2 films have the potential to be
both mechanically robust and flexible, perform better in diffuse lighting, and exhibit
stronger visible absorption relative to silicon-based PV.17,18 Dye sensitization often
employs rare earth metals such as ruthenium.15,19,20 Alternatively, implementation of Earthabundant organic photosensitizers21–27 reduces overall cost of DSP systems relative to
inorganic materials and PV. The photophysical efficacy of organic photosensitizers in a
DSP context, specifically their electron transfer dynamics, is the focus of this thesis.
Although
promising, the best DSP
systems currently exhibit
only

about

19%

efficiency.28
Figure 2. Energy-level diagram of states and photophysical
transitions at the dye-semiconductor interface of DSP.
Injection occurs from the dye excited state (dye*) to the
conduction band (CB) of the semiconductor, which can occur
to an exponentially-distributed density of acceptor states,
g(E). Transitions are labeled with their respective timescales;
i.e., decay from the dye excited state (~ns), injection to the
semiconductor (~ps-ns), and recombination (~μs-ms).
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This

efficiency is driven by the
rates of electron transfer
(ET)

occurring

at

the

interface between the dye
and semiconductor. Figure

2 provides a schematic of the relevant ET pathways for a photosensitizer. Once the dye has
reached its excited state, which can be a singlet excited state (S 1) or a low-lying triplet
excited state (T1), efficient DSP requires that injection to the CB of TiO 2 out-competes
other excited-state decay pathways. That is, long-lived charge separation optimizes DSP
efficiency.29–31 Charge recombination from TiO2 to repopulate the dye ground state, known
as back electron transfer (BET), is possible, but DSP seeks to minimize this unwanted
pathway. Overall, in terms of the kinetics described in Figure 2, fast injection (ET from
dye* → CB) and slow recombination (BET from CB → dye) maximize DSP
performance.14
Yet, fast injection from dye* → CB is only desirable up to a point. Mismatched
timescales between injection (i.e., ps-ns) and catalysis (i.e., μs-ms) can diminish DSP
efficiency through a phenomenon known as kinetic redundancy.32,33 Essentially, fast
excitations and injections at the dye-semiconductor interface are wasted when catalysis on
the back end proceeds much more slowly. The more mismatched these rates, the further
the efficiency of the system deviates from the ideal (i.e., one photon in yields one H2
molecule out). To minimize kinetic redundancy, strategies have been implemented to
prolong the excited-state lifetime and slow injection.32,33 For instance, slowing injection to
~ns rather than ~ps timescales in ruthenium-based DSSCs was found to improve overall
device efficiency.32
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The

seemingly

straightforward kinetic targets of fast
injection and slow recombination are
further

complicated

by

the

observation that ET dynamics at the
dye-semiconductor interface often
exhibit

dispersion

about

their

average values. This phenomenon,
which has been observed in various
systems,32,34–41

is

known

as

Figure 3. Normalized rate areas of DSP-relevant
photosensitizer ET processes, adapted from
reference 34. Electron injection to TiO2 and
recombination with the ground-state dye span
several orders of magnitude in time within the same
system.

dispersive ET kinetics. Figure 3
shows area normalized rates for several DSP-relevant ET processes.42 Here, the reported
injection and recombination kinetics of an individual system span several orders of
magnitude in time. This dispersion then circumvents the long-lived charge separation that
is needed for effective DSP. In other words, if the ET kinetics are dispersive, then injection
can occur too slowly (or recombination too quickly) for an electron to reach the desired
catalysis step. To design efficient systems for DSP, the origin and extent of kinetic
dispersion must be understood so that it can be controlled and minimized.18,42,43 The goal
of this thesis is to understand the origin and extent of dispersion in organic dye-sensitized
systems, which can further inform the development of more efficient DSP. To accomplish
this goal, single-molecule spectroscopy is used to examine the full distribution of ET
dynamics of DSP photosensitizers and unravel the fundamental processes occurring in
promising systems for solar energy conversion.
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II.

Photosensitizer Electron Transfer Kinetics & Marcus-Gerischer Theory
A fundamental understanding of ET kinetics is necessary for the development of

viable DSP systems. Unraveling the complex trends influencing ET kinetics at the dyesemiconductor interface informs the careful design of molecular systems that optimize DSP
efficiency. This section will provide background on currently accepted ET models and the
physical factors that influence kinetics.
Developed in 1956, Marcus theory describes the energetics and kinetics of an ET
reaction.44 A many-dimensional potential energy surface models this process, where ET
occurs at the intersection of the reactant and product surfaces. In this formalism, the rate
of ET is derived from the probability of reaching the intersection and then crossing from
the reactant surface to the product. One surprising but important consequence of classical
Marcus theory is known as the inverted region: past a certain point, the ET rate constant
(𝑘𝐸𝑇 ) decreases with increasing driving force (−Δ𝐺). Inverted region kinetics were
observed years after Marcus first predicted them in intramolecular ET between a biphenyl
electron donor group and varying acceptors.45 More recently, the inverted region has been
demonstrated to enhance ET efficiency in photosystem I. 46 The inverted region illustrates
the complexity of ET dynamics, and further highlights the need for principled study of
these processes.
In 1969, Gerischer applied Marcus theory to ET at a semiconductor interface. 47 In
this treatment, rather than the electron acceptor being an isolated species, the
semiconductor density of states (DOS) acts as the acceptor. In Marcus-Gerischer theory,
𝑘𝐸𝑇 is given by:
2

𝑘𝐸𝑇 𝛼 ∫ 𝑉 2 (1 − 𝑓(𝐸, 𝐸𝑓 )) 𝑔(𝐸) exp (
7

−(Δ𝐺 0−𝜆)
4𝜆𝑘𝐵 𝑇

) 𝑑𝐸

(1)

Here, 𝑉 is the electronic coupling between donor and acceptor states. In the case of a dyesemiconductor interface, the spatial overlap of the dye excited state LUMO (dye*) and
semiconductor DOS determines coupling.18 Studies have shown that the dye anchoring
group and the distance between the dye LUMO and the semiconductor surface determines
the wavefunction overlap that gives rise to electronic coupling. 18,43,48 In a DSP system,
strong coupling between the dye and semiconductor can be achieved by localizing the
excited state near the adsorption site (i.e., minimizing donor-acceptor distance).17,18,43,48
Enhancing coupling in this way increases 𝑘𝐸𝑇 , and reduces competition between ET and
other routes of excited-state decay.48 𝑔(𝐸) is the exponentially distributed semiconductor
DOS. The exponential form of 𝑔(𝐸) has been studied by varying potential with electrolytes
𝐸

in solution, revealing that 𝑔(𝐸) 𝛼 exp ( ),34,49–51 where 𝐸0 typically takes on values
𝐸0

between 60-100 meV.49 The Fermi occupancy factor, 𝑓(𝐸, 𝐸𝑓 ), accounts for the fact that
only unoccupied states in 𝑔(𝐸) can accept an electron from the dye. Thus, whereas the
original formalism of Marcus theory models ET between a single reactant and product,
Gerischer accounted for the energetic continuum present in a semiconductor by integrating
over 𝑔(𝐸).
In Marcus-Gerischer theory, 𝛥𝐺 0 is the driving force for ET, determined by the free
energy difference between the dye excited state and the semiconductor DOS. The driving
force describes the thermodynamic favorability of the ET process. The reorganization
energy (𝜆) is the energy required to shift the system from initial to final coordinates without
making the charge transfer, and is typically on the order of 100 meV for rigid organic dyes.

8

The value of 𝜆 is intrinsic to a given
ET reaction, dependent on the reactant
and product force constants, atomic
radii, amount of charge transferred,
and solvent dielectric constant.44,52
Furthermore, it has been shown that
reorganization energy can govern
photovoltaic

efficiency

by

suppressing charge recombination.53
However, often reorganization energy
is so small that its effect on the ET
kinetics is minimal.18,54 Its importance

Figure 4. Schematic demonstrating the alignment
between dye excited states (donors) and
semiconductor density of states (DOS, acceptors).
Adapted from reference 40.

arises mainly in its relationship to driving force: the exponential term in the MarcusGerischer equation demonstrates that optimal, barrierless ET occurs from the dye excited
state to an acceptor at energy Δ𝐺 0 − 𝜆.49 Importantly, driving force, coupling,
reorganization energy, and DOS overlap all arise from the identity of the sensitizer. The
complexity of the dye-semiconductor interface results in interconnected variations in these
variables, all of which contribute to ET kinetics. 36,55,56 For instance, both reorganization
energy and electronic coupling depend on donor-acceptor distance,52,56 such that the
coordinate shifts involved in changing one of these quantities will also affect the other.
Figure 4 demonstrates a schematic of the alignment of dye redox states and
semiconductor acceptor states in a study by Bangle and Meyer. 48 The shaded Gaussian
distribution represents injection from the dye excited state to the semiconductor DOS

9

shown on the left. Here, the authors found that the large overlap between donor and
acceptor gives fast injection.48 Indeed, other studies have seen the same relationship:
energy overlap between the photosensitizer and semiconductor DOS plays a key role in
interfacial ET kinetics, and ultimately the device efficiency. 18,43 Thus, the choice of
sensitizing molecule – including its energetics, attachment moiety, and interaction with the
TiO2 surface – is crucial to optimizing the ET kinetics and DSP performance. 14,17 When
considering dispersive ET kinetics in DSP systems, we must consider how driving force,
coupling, reorganization energy, and DOS vary over space and time within a system.
While Marcus-Gerischer theory provides a strong framework for understanding
interfacial ET dynamics, it is important to note that this treatment predicts a single rate
constant for ET. If, however, the ET kinetics are dispersive (i.e., rate constants are not
single-valued, but vary along spatial and temporal coordinates), Marcus-Gerischer theory
does not provide a description of the kinetic dispersion within the system. Mathematically,
integrating over the entire DOS assumes that a given sensitizer molecule has access to the
entire exponential tail of acceptor states. Some studies have found this interpretation to be
problematic, as it conflicts with the localized nature of sub-band gap states.40,43 While
considering distributed acceptor states represents an improvement on classical Marcus
theory, we must further account for the complexity of the dye-semiconductor interface to
truly measure and understand dispersive kinetics, and ultimately inform DSP efficiency
improvements.
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III.

Dispersive Kinetics at Dye-Semiconductor Interfaces
While Marcus-Gerischer theory describes factors that influence ET kinetics, it must

be noted that 𝑘𝐸𝑇 only defines the average rate constant of the system. However, at the
dye-semiconductor interface, ET dynamics can be more complex. In many cases where
kinetics obey a distinct zero-, first-, or second-order rate law, the average rate description
holds sufficiently. However, in heterogeneous systems, traditional kinetic methods often
do not reveal a single rate constant for the ensemble. For instance, various dyes have been
found to exhibit multiexponential photoluminescence decays that indicate dispersive
kinetics; i.e., rate constants that are not single-valued, but vary across spatial or temporal
coordinates.34,35,37,38,57–61 Colloidal semiconductor systems are also known to demonstrate
dispersive ET kinetics.62,63 Several models have been used to explain dispersive kinetics,
such as a distribution of acceptor states36,40,41 on the substrate surface or distributed
activation barriers to ET.32,59,62 These models and others will be discussed in further detail
in Chapter 3.
Dispersive kinetics may also arise from multiple available pathways for ET at the
dye-semiconductor interface. For instance, ET can occur from both S1 and T1 excited states,
as well as from vibrationally excited states within an electronic excited state. 18,64 In the
present studies, we investigate the role of fast intersystem crossing to a long-lived T1 in
dispersive kinetics. To observe ET from T1, intersystem crossing rates must be fast enough
to compete with ET from S1 (i.e., ps-ns), and the relationship between these rates dictate
whether one pathway will be preferred over the other.18 In general, then, probable injection
pathways are a consequence of the choice of photosensitizer. For example, studies have
observed ET from T1 of inorganic dyes with heavy metal centers to TiO2.64–66 Long T1
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lifetimes present the opportunity for highly efficient T 1 injection as compared to S1.18
However, opening a parallel injection pathway to S1 also serves as a source of kinetic
dispersion, as demonstrated by biphasic injection kinetics. 18,64,65 Despite observations of
T1 injection in DSP-relevant systems, little is known about how T 1 influences the extent of
dispersion in ET kinetics. This is an important quantity to probe, as dispersion diminishes
overall DSP performance. For this study, the organic photosensitizer eosin Y was chosen
because of its accessible, stable T1, as discussed in further detail below. Overall, dispersive
kinetics indicate a distribution of ET rates that are not accurately represented by an
ensemble average measurement, and pose issues for applications such as DSP.

IV.

Eosin Y as a DSP Photosensitizer
Eosin Y (EY) is a photosensitizer of particular

interest for DSSC and DSP applications. Figure 5
presents the structure of EY, shown here in its dianion
form (i.e., at neutral pH; pK a = 2.02, 3.80).67 As an
organic sensitizer, EY presents an inexpensive
alternative to ruthenium-based sensitizers. Various

Figure 5. Structure of eosin Y.

studies have successfully implemented EY for photocatalytic H2 generation.21–24,68–72 For
instance, Misawa et al. irradiated EY in the presence of methyl viologen (MV 2+), reducing
MV2+ to MV+. with a quantum yield of ~0.3. MV+. then reduces water to H2 in the presence
of a colloidal platinum catalyst.21 More recently, Sun et al. implemented EY as a
photosensitizer for H2 evolution with a partially oxidized TiO2/Ti3C2 catalyst, showing that
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DSP can function without noble metals such at Pt. 72 In general, the stability of EY over a
broad pH range makes it a popular choice for catalytic systems. 8
EY exhibits a strong visible absorption maximum (𝜆𝑚𝑎𝑥 ) at 516 nm in aqueous
solution.39,73 Its four bromine atoms facilitate rapid intersystem crossing (𝑘𝑖𝑠𝑐 = 8.4x108 s1

in H2O)74 to a stable T1). Relative to nonbrominated fluorescein, EY demonstrates a

tenfold increase in the quantum yield for intersystem crossing (i.e., 𝜙𝑖𝑠𝑐 is 0.08 for
fluorescein, as compared to 0.8 for EY).73,74 In early work on the photophysics of EY,
Moser and Grätzel demonstrated that the introduction of colloidal TiO 2 modifies the
spectroscopic properties of EY considerably.39 The addition of 100 mg/L TiO2 to aqueous
EY redshifts 𝜆𝑚𝑎𝑥 to 548 nm.39 TiO2 also quenches fluorescence from EY, consistent with
electron injection to the CB of TiO2. Moser and Grätzel initially found the rate constant for
EY/TiO2 injection to be 𝑘𝑖𝑛𝑗 = 8.50 x 108 s-1 at pH 3, though the time resolution was
limited to nanoseconds in this work.39 The quantum yield for EY+ formation (i.e., electron
injection to TiO2) exhibited dependence on both TiO2 concentration and pH, reaching a
plateau of 𝜙(𝐸𝑂 +) = ~0.4 at pH 3 and 3 g/L TiO2.39 They established that charge
recombination occurs more slowly, with 𝑘𝑟𝑒𝑐 = 2 x 105 s-1.39 Grätzel and coworkers
repeated these experiments with sub-picosecond time resolution to reveal that injection
from S1 to TiO2 takes place on much faster timescales than previously measured (𝑘𝑖𝑛𝑗 =
3.80 x 1012 s-1).38 In both cases, while injection from T 1 to TiO2 is energetically feasible,
they did not observe this transition.38,39
Overall, ensemble-averaged experiments (e.g. transient absorption spectroscopy,
time-correlated single photon counting) observe multiexponential kinetics that indicate
kinetic dispersion in EY/TiO2 injection.38,39,75 However, the individual contributions of S1
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and T1 to kinetic dispersion (along with other factors from Marcus-Gerischer theory) are
still unclear. This thesis aims to investigate the extent and origin of kinetic dispersion in
the ET dynamics of EY. Ensemble average experiments like those described above provide
limited insight into the source and extent of dispersion. In these studies, single-molecule
spectroscopy (SMS) is employed to unravel the contributions from both injection
pathways, S1 and T1, in the complex ET dynamics of the EY/TiO2 system.

V.

Probing Dispersive Kinetics with Single-Molecule Spectroscopy
We have seen thus far that dispersion in photosensitizer ET kinetics can diminish

DSP efficiency. While ensemble experiments reveal the timescales of ET, they obscure the
contributions from dispersive kinetics to the overall dynamics of the system. EY is no
exception: while multiexponential luminescence decays have indicated the presence of
dispersive kinetics,38,39,75 the extent and origins of dispersion remain unclear. Singlemolecule spectroscopy (SMS) is often employed to probe the full distribution of behavior
in heterogeneous systems. Since single molecules act as nanoreporters on their local
environment, SMS informs on otherwise hidden heterogeneity within complex systems. 76
Observations of single molecules have led to advances in understanding protein
conformation77 and nanophotonics,78 and has even enabled imaging beyond the diffraction
limit in biological systems79 and solid-state materials.80 Likewise, our group55,81–83 and
others61,84–93 have shown that SMS can unravel contributions from the entire distribution
of ET kinetics at the dye-semiconductor interface. By probing the distribution of ET
dynamics, SMS can be used to quantify kinetic dispersion, and connect the data to a
physical mechanism for ET.40,41,55,62,81–83 To probe dispersive ET dynamics using SMS,
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most studies employ “blinking” experiments, which measure stochastic fluctuations in
single-molecule emissive intensity over time. Chapter 2 will discuss SMS experimental
methods in further detail.

VI.

Thesis Outline
This thesis investigates the blinking dynamics of EY on a TiO 2 substrate using

single molecule spectroscopy. In Chapter 2, SMS methods are outlined in further detail,
along with robust statistical analysis and interpretation of single-molecule data. In Chapter
3, experimental studies probe the distribution of ET dynamics present at the EY/TiO 2
interface. To identify the role of T 1 in the ET dynamics of EY and identify sources of
kinetic dispersion, EY/TiO2 on and off distribution fits are compared to previous SMS
studies of other sensitizers. Furthermore, Monte Carlo simulations are employed here to
replicate experimental observations of blinking, and connect them to quantitative kinetic
parameters within a physical model for ET.

15

References
(1) Global Warming of 1.5 Degrees C. Intergovernmental Panel on Climate Change
2019.
(2) Climate Change 2014: Synthesis Report; Pachauri, R. K., Mayer, L.,
Intergovernmental Panel on Climate Change, Eds.; Intergovernmental Panel on
Climate Change: Geneva, Switzerland, 2015.
(3) Fuss, S.; Canadell, J.; Peters, G.; Andrew, R.; Ciais, P.; Jackson, R.; Jones, C. D.;
Kraxner, F.; Nakicenovic, N.; Le Quere, C.; Raupach, M.; Sharifi, A.; Smith, P.;
Yamagata, Y. Betting on Negative Emissions. Nature Climate Change 2014, 4,
850–853.
(4) Allen, M. R.; Frame, D. J.; Huntingford, C.; Jones, C. D.; Lowe, J. A.;
Meinshausen, M.; Meinshausen, N. Warming Caused by Cumulative Carbon
Emissions towards the Trillionth Tonne. Nature 2009, 458 (7242), 1163–1166.
https://doi.org/10.1038/nature08019.
(5) Lewis, N. S.; Nocera, D. G. Powering the Planet: Chemical Challenges in Solar
Energy Utilization. Proceedings of the National Academy of Sciences 2006, 103
(43), 15729–15735. https://doi.org/10.1073/pnas.0603395103.
(6) Renewable Capacity Statistics 2018. International Renewable Energy Agency 2018.
(7) Hansen, K.; Breyer, C.; Lund, H. Status and Perspectives on 100% Renewable
Energy Systems. Energy 2019, 175, 471–480.
https://doi.org/10.1016/j.energy.2019.03.092.
(8) Chen, X.; Shen, S.; Guo, L.; Mao, S. S. Semiconductor-Based Photocatalytic
Hydrogen Generation. Chem. Rev. 2010, 110 (11), 6503–6570.
https://doi.org/10.1021/cr1001645.
(9) Han, Z.; Eisenberg, R. Fuel from Water: The Photochemical Generation of
Hydrogen from Water. Acc. Chem. Res. 2014, 47 (8), 2537–2544.
https://doi.org/10.1021/ar5001605.
(10) Coughlin, R. W.; Farooque, M. Hydrogen Production from Coal, Water and
Electrons. Nature 1979, 279 (5711), 301–303. https://doi.org/10.1038/279301a0.
(11) Wang, D.; Czernik, S.; Montané, D.; Mann, M.; Chornet, E. Biomass to Hydrogen
via Fast Pyrolysis and Catalytic Steam Reforming of the Pyrolysis Oil or Its
Fractions. Ind. Eng. Chem. Res. 1997, 36 (5), 1507–1518.
https://doi.org/10.1021/ie960396g.
(12) Eckenhoff, W. T.; Eisenberg, R. Molecular Systems for Light Driven Hydrogen
Production. Dalton Trans. 2012, 41 (42), 13004.
https://doi.org/10.1039/c2dt30823a.
(13) Fujishima, A.; Honda, K. Electrochemical Photolysis of Water at a Semiconductor
Electrode. Nature 1972, 238 (5358), 37–38. https://doi.org/10.1038/238037a0.
(14) Willkomm, J.; Orchard, K. L.; Reynal, A.; Pastor, E.; Durrant, J. R.; Reisner, E.
Dye-Sensitised Semiconductors Modified with Molecular Catalysts for LightDriven H 2 Production. Chem. Soc. Rev. 2016, 45 (1), 9–23.
https://doi.org/10.1039/C5CS00733J.
(15) O’Regan, B.; Gratzel, M. A Low-Cost, High-Efficiency Solar Cell Based on DyeSensitized Colloidal Ti02 Films. 1991, 353, 4.

16

(16) Young, K. J.; Martini, L. A.; Milot, R. L.; Snoeberger, R. C.; Batista, V. S.;
Schmuttenmaer, C. A.; Crabtree, R. H.; Brudvig, G. W. Light-Driven Water
Oxidation for Solar Fuels. Coordination Chemistry Reviews 2012, 256 (21–22),
2503–2520. https://doi.org/10.1016/j.ccr.2012.03.031.
(17) Hagfeldt, A.; Boschloo, G.; Sun, L.; Kloo, L.; Pettersson, H. Dye-Sensitized Solar
Cells. Chem. Rev. 2010, 110 (11), 6595–6663. https://doi.org/10.1021/cr900356p.
(18) Listorti, A.; O’Regan, B.; Durrant, J. R. Electron Transfer Dynamics in DyeSensitized Solar Cells. Chem. Mater. 2011, 23 (15), 3381–3399.
https://doi.org/10.1021/cm200651e.
(19) Gao, F.; Wang, Y.; Shi, D.; Zhang, J.; Wang, M.; Jing, X.; Humphry-Baker, R.;
Wang, P.; Zakeeruddin, S. M.; Grätzel, M. Enhance the Optical Absorptivity of
Nanocrystalline TiO 2 Film with High Molar Extinction Coefficient Ruthenium
Sensitizers for High Performance Dye-Sensitized Solar Cells. J. Am. Chem. Soc.
2008, 130 (32), 10720–10728. https://doi.org/10.1021/ja801942j.
(20) Amadelli, R.; Argazzi, R.; Bignozzi, C. A.; Scandola, F. Design of AntennaSensitizer Polynuclear Complexes. Sensitization of Titanium Dioxide with
[Ru(Bpy)2(CN)2]2Ru(Bpy(COO)2)22-. J. Am. Chem. Soc. 1990, 112 (20), 7099–
7103. https://doi.org/10.1021/ja00176a003.
(21) Misawa, H.; Sakuragi, H.; Usui, Y.; Tokumaru, K. PHOTOSENSITIZING
ACTION OF EOSIN Y FOR VISIBLE LIGHT INDUCED HYDROGEN
EVOLUTION FROM WATER. Chem. Lett. 1983, 12 (7), 1021–1024.
https://doi.org/10.1246/cl.1983.1021.
(22) Lazarides, T.; McCormick, T.; Du, P.; Luo, G.; Lindley, B.; Eisenberg, R. Making
Hydrogen from Water Using a Homogeneous System Without Noble Metals. J. Am.
Chem. Soc. 2009, 131 (26), 9192–9194. https://doi.org/10.1021/ja903044n.
(23) Lewandowska-Andrałojć, A.; Larowska, D.; Gacka, E.; Pedzinski, T.; Marciniak, B.
How Eosin Y/Graphene Oxide-Based Materials Can Improve Efficiency of LightDriven Hydrogen Generation: Mechanistic Aspects. J. Phys. Chem. C 2020, 124 (5),
2747–2755. https://doi.org/10.1021/acs.jpcc.9b09573.
(24) Wang, J.; Liu, Y.; Li, Y.; Xia, L.; Jiang, M.; Wu, P. Highly Efficient Visible-LightDriven H 2 Production via an Eosin Y-Based Metal–Organic Framework. Inorg.
Chem. 2018, 57 (13), 7495–7498. https://doi.org/10.1021/acs.inorgchem.8b00718.
(25) Mishra, A.; Fischer, M. K. R.; Bäuerle, P. Metal-Free Organic Dyes for DyeSensitized Solar Cells: From Structure: Property Relationships to Design Rules.
Angew. Chem. Int. Ed. 2009, 48 (14), 2474–2499.
https://doi.org/10.1002/anie.200804709.
(26) Koops, S. E.; Barnes, P. R. F.; O’Regan, B. C.; Durrant, J. R. Kinetic Competition
in a Coumarin Dye-Sensitized Solar Cell: Injection and Recombination Limitations
upon Device Performance. J. Phys. Chem. C 2010, 114 (17), 8054–8061.
https://doi.org/10.1021/jp910972x.
(27) Ding, W.-L.; Wang, D.-M.; Geng, Z.-Y.; Zhao, X.-L.; Yan, Y.-F. Molecular
Engineering of Indoline-Based D–A−π–A Organic Sensitizers toward High
Efficiency Performance from First-Principles Calculations. J. Phys. Chem. C 2013,
117 (34), 17382–17398. https://doi.org/10.1021/jp402645h.
(28) Chowdhury, P.; Gomaa, H.; Ray, A. K. Dye-Sensitized Photocatalyst: A
Breakthrough in Green Energy and Environmental Detoxification. In Sustainable
17

(29)

(30)

(31)

(32)

(33)
(34)

(35)

(36)

(37)

(38)

(39)

(40)

Nanotechnology and the Environment: Advances and Achievements; ACS
Symposium Series; 2013; Vol. 1124, pp 231–266.
Sun, H.; Liu, D.; Wang, T.; Lu, T.; Li, W.; Ren, S.; Hu, W.; Wang, L.; Zhou, X.
Enhanced Internal Quantum Efficiency in Dye-Sensitized Solar Cells: Effect of
Long-Lived Charge-Separated State of Sensitizers. ACS Appl. Mater. Interfaces
2017, 9 (11), 9880–9891. https://doi.org/10.1021/acsami.6b14993.
Cowan, A. J.; Durrant, J. R. Long-Lived Charge Separated States in Nanostructured
Semiconductor Photoelectrodes for the Production of Solar Fuels. Chem. Soc. Rev.
2013, 42 (6), 2281–2293. https://doi.org/10.1039/C2CS35305A.
Yan, S. G.; Hupp, J. T. Semiconductor-Based Interfacial Electron-Transfer
Reactivity: Decoupling Kinetics from PH-Dependent Band Energetics in a DyeSensitized Titanium Dioxide/Aqueous Solution System. J. Phys. Chem. 1996, 100
(17), 6867–6870. https://doi.org/10.1021/jp953180l.
Haque, S. A.; Palomares, E.; Cho, B. M.; Green, A. N. M.; Hirata, N.; Klug, D. R.;
Durrant, J. R. Charge Separation versus Recombination in Dye-Sensitized
Nanocrystalline Solar Cells: The Minimization of Kinetic Redundancy. J. Am.
Chem. Soc. 2005, 127 (10), 3456–3462. https://doi.org/10.1021/ja0460357.
Koops, S. E.; O’Regan, B. C.; Barnes, P. R. F.; Durrant, J. R. Parameters
Influencing the Efficiency of Electron Injection in Dye-Sensitized Solar Cells. 11.
Tachibana, Y.; Rubtsov, I. V.; Montanari, I.; Yoshihara, K.; Klug, D. R.; Durrant, J.
R. Transient Luminescence Studies of Electron Injection in Dye Sensitised
Nanocrystalline TiO2 Films. Journal of Photochemistry and Photobiology A:
Chemistry 2001, 142 (2–3), 215–220. https://doi.org/10.1016/S10106030(01)00516-0.
Asbury, J. B.; Wang, Y.; Lian, T. Multiple-Exponential Electron Injection in
Ru(Dcbpy) 2 (SCN) 2 Sensitized ZnO Nanocrystalline Thin Films. J. Phys. Chem. B
1999, 103 (32), 6643–6647. https://doi.org/10.1021/jp991625q.
Asbury, J. B.; Hao, E.; Wang, Y.; Ghosh, H. N.; Lian, T. Ultrafast Electron Transfer
Dynamics from Molecular Adsorbates to Semiconductor Nanocrystalline Thin
Films. J. Phys. Chem. B 2001, 105 (20), 4545–4557.
https://doi.org/10.1021/jp003485m.
Wenger, B.; Grätzel, M.; Moser, J.-E. Rationale for Kinetic Heterogeneity of
Ultrafast Light-Induced Electron Transfer from Ru(II) Complex Sensitizers to
Nanocrystalline TiO 2. J. Am. Chem. Soc. 2005, 127 (35), 12150–12151.
https://doi.org/10.1021/ja042141x.
Pelet, S.; Grätzel, M.; Moser, J.-E. Femtosecond Dynamics of Interfacial and
Intermolecular Electron Transfer at Eosin-Sensitized Metal Oxide Nanoparticles. J.
Phys. Chem. B 2003, 107 (14), 3215–3224. https://doi.org/10.1021/jp027358x.
Moser, J.; Graetzel, M. Photosensitized Electron Injection in Colloidal
Semiconductors. J. Am. Chem. Soc. 1984, 106 (22), 6557–6564.
https://doi.org/10.1021/ja00334a017.
McNeil, I. J.; Ashford, D. L.; Luo, H.; Fecko, C. J. Power-Law Kinetics in the
Photoluminescence of Dye-Sensitized Nanoparticle Films: Implications for Electron
Injection and Charge Transport. J. Phys. Chem. C 2012, 116 (30), 15888–15899.
https://doi.org/10.1021/jp3030717.

18

(41) McNeil, I. J.; Alibabaei, L.; Ashford, D. L.; Fecko, C. J. Investigation of Factors
That Affect Excited-State Lifetime Distribution of Dye-Sensitized Nanoparticle
Films. J. Phys. Chem. C 2013, 117 (34), 17412–17420.
https://doi.org/10.1021/jp404876k.
(42) Martinson, A. B. F.; Hamann, T. W.; Pellin, M. J.; Hupp, J. T. New Architectures
for Dye-Sensitized Solar Cells. Chem. Eur. J. 2008, 14 (15), 4458–4467.
https://doi.org/10.1002/chem.200701667.
(43) Ardo, S.; Meyer, G. J. Photodriven Heterogeneous Charge Transfer with TransitionMetal Compounds Anchored to TiO 2 Semiconductor Surfaces. Chem. Soc. Rev.
2009, 38 (1), 115–164. https://doi.org/10.1039/B804321N.
(44) Marcus, R. A. On the Theory of Oxidation‐Reduction Reactions Involving Electron
Transfer. I. The Journal of Chemical Physics 1956, 24 (5), 966–978.
https://doi.org/10.1063/1.1742723.
(45) Closs, G. L.; Miller, J. R. Intramolecular Long-Distance Electron Transfer in
Organic Molecules. Science 1988, 240 (4851), 440–447.
https://doi.org/10.1126/science.240.4851.440.
(46) Makita, H.; Hastings, G. Inverted-Region Electron Transfer as a Mechanism for
Enhancing Photosynthetic Solar Energy Conversion Efficiency. Proc Natl Acad Sci
USA 2017, 114 (35), 9267–9272. https://doi.org/10.1073/pnas.1704855114.
(47) Gerischer, H. Charge Transfer Processes at Semiconductor-Electrolyte Interfaces in
Connection with Problems of Catalysis. Surface Science 1969, 18 (1), 97–122.
https://doi.org/10.1016/0039-6028(69)90269-6.
(48) Bangle, R. E.; Meyer, G. J. Factors That Control the Direction of Excited-State
Electron Transfer at Dye-Sensitized Oxide Interfaces. J. Phys. Chem. C 2019, 123
(42), 25967–25976. https://doi.org/10.1021/acs.jpcc.9b06755.
(49) Durrant, J. R.; Haque, S. A.; Palomares, E. Towards Optimisation of Electron
Transfer Processes in Dye Sensitised Solar Cells. Coordination Chemistry Reviews
2004, 248 (13–14), 1247–1257. https://doi.org/10.1016/j.ccr.2004.03.014.
(50) Fabregat-Santiago, F.; Mora-Seró, I.; Garcia-Belmonte, G.; Bisquert, J. Cyclic
Voltammetry Studies of Nanoporous Semiconductors. Capacitive and Reactive
Properties of Nanocrystalline TiO 2 Electrodes in Aqueous Electrolyte. J. Phys.
Chem. B 2003, 107 (3), 758–768. https://doi.org/10.1021/jp0265182.
(51) Redmond, G.; Fitzmaurice, D. Spectroscopic Determination of Flatband Potentials
for Polycrystalline Titania Electrodes in Nonaqueous Solvents. J. Phys. Chem.
1993, 97 (7), 1426–1430. https://doi.org/10.1021/j100109a029.
(52) Marcus, R. A. On the Theory of Electron‐Transfer Reactions. VI. Unified Treatment
for Homogeneous and Electrode Reactions. The Journal of Chemical Physics 1965,
43 (2), 679–701. https://doi.org/10.1063/1.1696792.
(53) Fujisawa, J. Large Impact of Reorganization Energy on Photovoltaic Conversion
Due to Interfacial Charge-Transfer Transitions. Phys. Chem. Chem. Phys. 2015, 17
(18), 12228–12237. https://doi.org/10.1039/C5CP00953G.
(54) Tachibana, Y.; Haque, S. A.; Mercer, I. P.; Moser, J. E.; Klug, D. R.; Durrant, J. R.
Modulation of the Rate of Electron Injection in Dye-Sensitized Nanocrystalline TiO
2 Films by Externally Applied Bias. J. Phys. Chem. B 2001, 105 (31), 7424–7431.
https://doi.org/10.1021/jp010173q.

19

(55) Tan, J. A.; Rose, J. T.; Cassidy, J. P.; Rohatgi, S. K.; Wustholz, K. L. Dispersive
Electron-Transfer Kinetics of Rhodamines on TiO 2 : Impact of Structure and
Driving Force on Single-Molecule Photophysics. J. Phys. Chem. C 2016, 120 (37),
20710–20720. https://doi.org/10.1021/acs.jpcc.6b01960.
(56) Clifford, J. N.; Palomares, E.; Nazeeruddin, Md. K.; Grätzel, M.; Nelson, J.; Li, X.;
Long, N. J.; Durrant, J. R. Molecular Control of Recombination Dynamics in DyeSensitized Nanocrystalline TiO 2 Films: Free Energy vs Distance Dependence. J.
Am. Chem. Soc. 2004, 126 (16), 5225–5233. https://doi.org/10.1021/ja039924n.
(57) Easter, J. H.; Detoma, R. P.; Brand, L. NANOSECOND TIME-RESOLVED
EMISSION SPECTROSCOPY OF A FLUORESCENCE PROBE ADSORBED TO
L-a-EGG LECITHIN VESICLES. 13.
(58) Isenberg, I.; Dyson, R. D. The Analysis of Fluorescence Decay by a Method of
Moments. Biophysical Journal 1969, 9 (11), 1337–1350.
https://doi.org/10.1016/S0006-3495(69)86456-8.
(59) Koops, S. E.; Durrant, J. R. Transient Emission Studies of Electron Injection in Dye
Sensitised Solar Cells. Inorganica Chimica Acta 2008, 361 (3), 663–670.
https://doi.org/10.1016/j.ica.2007.05.021.
(60) Antila, L. J.; Myllyperkiö, P.; Mustalahti, S.; Lehtivuori, H.; Korppi-Tommola, J.
Injection and Ultrafast Regeneration in Dye-Sensitized Solar Cells. J. Phys. Chem.
C 2014, 118 (15), 7772–7780. https://doi.org/10.1021/jp4124277.
(61) Bott, E. D.; Riley, E. A.; Kahr, B.; Reid, P. J. Proton-Transfer Mechanism for
Dispersed Decay Kinetics of Single Molecules Isolated in Potassium Hydrogen
Phthalate. ACS Nano 2009, 3 (8), 2403–2411. https://doi.org/10.1021/nn900596a.
(62) Albery, W. J.; Bartlett, P. N.; Wilde, C. P.; Darwent, J. R. A General Model for
Dispersed Kinetics in Heterogeneous Systems. J. Am. Chem. Soc. 1985, 107 (7),
1854–1858. https://doi.org/10.1021/ja00293a008.
(63) Albery, W. J.; Calvo, E. J. Ring-Disc Electrodes. Part 21. PH Measurement with the
Ring. J. Chem. Soc, Faraday Trans. I 79, 2583.
(64) Kallioinen, J.; Benkö, G.; Sundström, V.; Korppi-Tommola, J. E. I.; Yartsev, A. P.
Electron Transfer from the Singlet and Triplet Excited States of Ru(Dcbpy) 2 (NCS)
2 into Nanocrystalline TiO 2 Thin Films. J. Phys. Chem. B 2002, 106 (17), 4396–
4404. https://doi.org/10.1021/jp0143443.
(65) Tachibana, Y.; Moser, J. E.; Grätzel, M.; Klug, D. R.; Durrant, J. R. Subpicosecond
Interfacial Charge Separation in Dye-Sensitized Nanocrystalline Titanium Dioxide
Films. J. Phys. Chem. 1996, 100 (51), 20056–20062.
https://doi.org/10.1021/jp962227f.
(66) Listorti, A.; López-Duarte, I.; Martínez-Díaz, M. V.; Torres, T.; DosSantos, T.;
Barnes, P. R. F.; Durrant, J. R. Zn(Ii) versus Ru(Ii) Phthalocyanine-Sensitised Solar
Cells. A Comparison between Singlet and Triplet Electron Injectors. Energy
Environ. Sci. 2010, 3 (10), 1573. https://doi.org/10.1039/c0ee00083c.
(67) Nishikiori, H.; Tagami, K.; Matsunaga, S.; Teshima, K. In Situ Probing of
Photoinduced Hydrophilicity on Titania Surface Using Dye Molecules. ACS Omega
2019, 4 (3), 5944–5949. https://doi.org/10.1021/acsomega.9b00151.
(68) Islam, S. D.-M.; Konishi, T.; Fujitsuka, M.; Ito, O.; Nakamura, Y.; Usui, Y.
Photosensitized Reduction of Methyl Viologen Using Eosin-Y in Presence of a
Sacrificial Electron Donor in Water-Alcohol Mixture. Photochemistry and
20

(69)

(70)

(71)

(72)

(73)

(74)

(75)

(76)

(77)

(78)

(79)

(80)

(81)

Photobiology 2007, 71 (6), 675–680. https://doi.org/10.1562/00318655(2000)0710675PROMVU2.0.CO2.
Min, S.; Lu, G. Dye-Sensitized Reduced Graphene Oxide Photocatalysts for Highly
Efficient Visible-Light-Driven Water Reduction. J. Phys. Chem. C 2011, 115 (28),
13938–13945. https://doi.org/10.1021/jp203750z.
Li, Q.; Jin, Z.; Peng, Z.; Li, Y.; Li, S.; Lu, G. High-Efficient Photocatalytic
Hydrogen Evolution on Eosin Y-Sensitized Ti−MCM41 Zeolite under Visible-Light
Irradiation. J. Phys. Chem. C 2007, 111 (23), 8237–8241.
https://doi.org/10.1021/jp068703b.
Liu, X.; Zhao, L.; Lai, H.; Wei, Y.; Yang, G.; Yin, S.; Yi, Z. Graphene Decorated
MoS 2 for Eosin Y-Sensitized Hydrogen Evolution from Water under Visible Light.
RSC Adv. 2017, 7 (74), 46738–46744. https://doi.org/10.1039/C7RA09009A.
Sun, Y.; Sun, Y.; Meng, X.; Gao, Y.; Dall’Agnese, Y.; Chen, G.; Dall’Agnese, C.
Eosin Y-Sensitized Partially Oxidized Ti3C2 MXene for Photocatalytic Hydrogen
Evolution. Catal. Sci. Technol. 2019, 9, 310–315.
Fleming, G. R.; Knight, A. W. E.; Morris, J. M.; Morrison, R. J. S.; Robinson, G.
W. Picosecond Fluorescence Studies of Xanthene Dyes. J. Am. Chem. Soc. 1977, 99
(13), 4306–4311. https://doi.org/10.1021/ja00455a017.
Penzkofer, A.; Beidoun, A.; Daiber, M. Intersystem-Crossing and Excited-State
Absorption in Eosin Y Solutions Determined by Picosecond Double Pulse Transient
Absorption Measurements. Journal of Luminescence 1992, 51 (6), 297–314.
https://doi.org/10.1016/0022-2313(92)90059-I.
Ramakrishna, G.; Ghosh, H. N. Emission from the Charge Transfer State of
Xanthene Dye-Sensitized TiO 2 Nanoparticles: A New Approach to Determining
Back Electron Transfer Rate and Verifying the Marcus Inverted Regime. J. Phys.
Chem. B 2001, 105 (29), 7000–7008. https://doi.org/10.1021/jp011291g.
Moerner, W. E. (William E. ). Nobel Lecture: Single-Molecule Spectroscopy,
Imaging, and Photocontrol: Foundations for Super-Resolution Microscopy. Rev.
Mod. Phys. 2015, 87 (4), 1183–1212. https://doi.org/10.1103/RevModPhys.87.1183.
Ha, T.; Enderle, T.; Ogletree, D. F.; Chemla, D. S.; Selvin, P. R.; Weiss, S. Probing
the Interaction between Two Single Molecules: Fluorescence Resonance Energy
Transfer between a Single Donor and a Single Acceptor. Proceedings of the
National Academy of Sciences 1996, 93 (13), 6264–6268.
https://doi.org/10.1073/pnas.93.13.6264.
Kinkhabwala, A.; Yu, Z.; Fan, S.; Avlasevich, Y.; Mullen, K.; Moerner, W. E.
Large Single-Molecule Fluorescence Enhancements Produced by a Bowtie
Nanoantenna. Nature Photonics 2009, 3, 654–657.
Schmidt, T.; Schutz, G. J.; Baumgartner, W.; Gruber, H. J.; Schindler, H. Imaging
of Single Molecule Diffusion. Proceedings of the National Academy of Sciences
1996, 93 (7), 2926–2929. https://doi.org/10.1073/pnas.93.7.2926.
Werley, C. A.; Moerner, W. E. Single-Molecule Nanoprobes Explore Defects in
Spin-Grown Crystals †. J. Phys. Chem. B 2006, 110 (38), 18939–18944.
https://doi.org/10.1021/jp057570b.
Wong, N. Z.; Ogata, A. F.; Wustholz, K. L. Dispersive Electron-Transfer Kinetics
from Single Molecules on TiO 2 Nanoparticle Films. J. Phys. Chem. C 2013, 117
(41), 21075–21085. https://doi.org/10.1021/jp405899v.
21

(82) Tan, J. A.; Garakyaraghi, S.; Tagami, K. A.; Frano, K. A.; Crockett, H. M.; Ogata,
A. F.; Patterson, J. D.; Wustholz, K. L. Contributions from Excited-State Proton and
Electron Transfer to the Blinking and Photobleaching Dynamics of Alizarin and
Purpurin. J. Phys. Chem. C 2017, 121 (1), 97–106.
https://doi.org/10.1021/acs.jpcc.6b09818.
(83) Lynch, P. G.; Richards, H.; Wustholz, K. L. Unraveling the Excited-State Dynamics
of Eosin Y Photosensitizers Using Single-Molecule Spectroscopy. J. Phys. Chem. A
2019, 123 (13), 2592–2600. https://doi.org/10.1021/acs.jpca.9b00409.
(84) Yip, W.-T.; Hu, D.; Yu, J.; Vanden Bout, D. A.; Barbara, P. F. Classifying the
Photophysical Dynamics of Single- and Multiple-Chromophoric Molecules by
Single Molecule Spectroscopy. J. Phys. Chem. A 1998, 102 (39), 7564–7575.
https://doi.org/10.1021/jp981808x.
(85) Bout, D. A. V.; Yip, W.-T.; Hu, D.; Fu, D.-K.; Swager, T. M.; Barbara, P. F.
Discrete Intensity Jumps and Intramolecular Electronic Energy Transfer in the
Spectroscopy of Single Conjugated Polymer Molecules. Science 1997, 277 (5329),
1074–1077. https://doi.org/10.1126/science.277.5329.1074.
(86) Messin, G.; Hermier, J. P.; Giacobino, E.; Desbiolles, P.; Dahan, M. Bunching and
Antibunching in the Fluorescence of Semiconductor Nanocrystals. Opt. Lett. 2001,
26 (23), 1891. https://doi.org/10.1364/OL.26.001891.
(87) Wang, S.; Querner, C.; Emmons, T.; Drndic, M.; Crouch, C. H. Fluorescence
Blinking Statistics from CdSe Core and Core/Shell Nanorods. J. Phys. Chem. B
2006, 110 (46), 23221–23227. https://doi.org/10.1021/jp064976v.
(88) Cordones, A. A.; Leone, S. R. Mechanisms for Charge Trapping in Single
Semiconductor Nanocrystals Probed by Fluorescence Blinking. Chem. Soc. Rev.
2013, 42 (8), 3209. https://doi.org/10.1039/c2cs35452g.
(89) Zondervan, R.; Kulzer, F.; Orlinskii, S. B.; Orrit, M. Photoblinking of Rhodamine
6G in Poly(Vinyl Alcohol): Radical Dark State Formed through the Triplet. J. Phys.
Chem. A 2003, 107 (35), 6770–6776. https://doi.org/10.1021/jp034723r.
(90) Riley, E. A.; Hess, C. M.; Pioquinto, J. R. L.; Kaminsky, W.; Kahr, B.; Reid, P. J.
Proton Transfer and Photoluminescence Intermittency of Single Emitters in Dyed
Crystals. J. Phys. Chem. B 2013, 117 (16), 4313–4324.
https://doi.org/10.1021/jp306392e.
(91) Verberk, R.; van Oijen, A. M.; Orrit, M. Simple Model for the Power-Law Blinking
of Single Semiconductor Nanocrystals. Phys. Rev. B 2002, 66 (23), 233202.
https://doi.org/10.1103/PhysRevB.66.233202.
(92) Bott, E. D.; Riley, E. A.; Kahr, B.; Reid, P. J. Unraveling the Dispersed Kinetics of
Dichlorofluorescein in Potassium Hydrogen Phthalate Crystals. J. Phys. Chem. A
2010, 114 (27), 7331–7337. https://doi.org/10.1021/jp102194u.
(93) Riley, E. A.; Bingham, C.; Bott, E. D.; Kahr, B.; Reid, P. J. Two Mechanisms for
Fluorescence Intermittency of Single Violamine R Molecules. Phys. Chem. Chem.
Phys. 2011, 13 (5), 1879. https://doi.org/10.1039/c0cp01716g.

22

Chapter 2: Methods
I.

Single Molecule Spectroscopy (SMS)
Several experimental methods have been used to probe the ET dynamics occurring

at the dye-semiconductor interface in materials for DSSCs and DSP. For the purposes of
this thesis, methods for characterizing photosensitizer ET kinetics are categorized as either
ensemble-averaged or single-molecule measurements. The former methods are considered
to be “bulk” approaches that determine average values for an observable of interest (e.g.,
the average injection timescale). Among the most common ensemble-averaged methods in
the literature are transient absorption spectroscopy (TAS) 1–9 and time-correlated single
photon counting (TCSPC).2,9–12 TAS tracks formation of products and/or the depletion of
reactants in time, with resolution on the timescales of injection dynamics (i.e., ~ps-fs).
TCSPC can be used to determine excited-state lifetimes and decay rates by counting
individual photon emissions over time. Typically, the photon counts are fit to an
exponential decay to give a time constant 𝜏, which corresponds to the lifetime of a firstorder process. Studies using both of these techniques have precisely measured the ps-ns
timescales of photosensitizer electron injection. Although such ensemble-averaged
measurements provide useful information about the average kinetics in the system, they
impose inherent limitations to understanding heterogeneous systems such as the dyesemiconductor interface. In particular, single-molecule spectroscopy (SMS) affords the
ability to measure the full distribution of behavior in a complex system, revealing
heterogeneity that would be otherwise hidden underneath the averaging over an ensemble.
For example, the ET dynamics of eosin Y (EY) on TiO2 are known to exhibit
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multiexponential TCSPC decays that hint at kinetic complexity, 3,8,13 but further insight is
needed to discern the sources and extent of this dispersion.
SMS can reveal the full distribution of kinetics in heterogeneous systems by using
individual emitters as nanoreporters of their local environment. W.E. Moerner first
demonstrated single-molecule nanoreporting in 1989 by supercooling terylene molecules
in a terphenyl crystal lattice.14,15 At low temperatures, the vibrational transitions of terylene
became inaccessible, collapsing the normally broad electronic absorption band into a few
distinct peaks. The same molecules, in the same lattice, exhibited fine differences in
absorption frequency. Moerner attributed the shifts to factors such as local stresses and
strains, crystal defects, or local electric and magnetic fields, all of which cause slight
spectral shifts from the average. In this case, spectral differences arising from interactions
with a unique local environment are a source of static heterogeneity (i.e., variations from
molecule to molecule across a sample) even within the seemingly simple crystal matrix.
In addition to distinct behavior of separate molecules across spatial coordinates,
heterogeneity can also manifest within an individual molecule in time. For instance, the
first example of a single-molecule optical switch at room temperature was observed for
green fluorescent protein (GFP) in 1997.14,16 Transitions between two states of the GFP
chromophore result in time-dependent fluorescence intensity fluctuations. Because these
spectral changes result from structural evolutions within the same molecule over time, GFP
presents an example of dynamic heterogeneity. SMS reveals instances of both static and
dynamic heterogeneity that are otherwise obscured by ensemble averaging. Since
dispersive ET may involve kinetics that vary in both space and time. 7,11,17–21 SMS is a
powerful tool for probing the distribution of kinetics at the dye-semiconductor interface.
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Indeed, many studies have shown that SMS can reveal contributions from the full
distribution of photophysical behavior to dispersive ET in heterogeneous systems.22–34

II.

Single-Molecule Confocal Microscopy
In a typical single-molecule experiment, individual emitters are localized using a

confocal microscope and illuminated with continuous laser excitation. Prior to SMS
measurements, the sample must be diluted to ≤nM concentrations to ensure that singlemolecule resolution is achieved. The dilution can then be spun coat onto a substrate,
leaving single molecules immobilized on the surface. The sample is mounted in a customdesigned flow cell and placed on the inverted microscope objective for measurements.
Figure

1

presents

a

schematic of a typical singlemolecule confocal microscope.
The defining characteristic of a
confocal microscope is that light
is focused through two pinhole
apertures conjugated in the same
image plane.35 The excitation
beam

passes

through

an

excitation filter and a dichroic
beam splitter. A high-numerical
Figure 1. Schematic of a confocal microscope for singlemolecule resolution.

aperture (𝑁𝐴 = 1.3) objective
focuses the beam to form a
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diffraction-limited spot on the sample. The sample emits fluorescent photons, which travel
back through the objective and beam splitter. The emission beam passes through an
emission filter to eliminate any background from the back-scattered laser beam. Finally,
the emission beam is focused through a 50-μm aperture onto an avalanche photodiode
detector (APD). In this case, the aperture acts as the pinhole to provide confocal resolution.
Confocal microscopy offers
several advantages that facilitate
fluorescence detection on the singlemolecule level. First, the two-pinhole
operating principle of a confocal
microscope

means

that

only

fluorescence from the focal plane of
the single molecules will be detected.
As

a

result,

background

is

minimized, and the signal-to-noise
ratio is increased. This is especially

Figure 2. Representative false-colored singlemolecule image of 5x10-10 M EY on a glass
substrate. This image was obtained using a confocal
microscope and rastering over a 6x6 μm2 area.

important for the detection of single
molecules, where fluorescence signal is much lower as compared to a bulk sample of many
fluorophores. Additionally, focusing the emission beam through a pinhole aperture
provides improved axial resolution that is dependent on the pinhole size. 36 The ~fL focal
volume provided by confocal microscopy makes it possible to observe one molecule at a
time.37 Overall, the focus, resolution, and signal-to-noise ratio provided by confocal
microscopy enables the observation of fluorescence from single molecules.
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Since confocal microscopy only focuses on one diffraction-limited spot at a time,
either the sample or the laser is raster scanned over a ~10-100 μm2 area using a
piezoelectric stage to obtain a two-dimensional image. Intensity is measured in photon
counts per dwell time of the scan, which is typically set to 1-100 ms. Figure 2 shows a
representative false-colored image of the fluorescence of several single EY molecules on
a glass substrate.
While sensitive, confocal microscopy remains a diffraction-limited technique. This
means that the microscope can only resolve objects on the order of half the excitation
wavelength,

𝜆

. In our case of 532 nm excitation, we observe diffraction-limited spots

2∗𝑁𝐴

on the order of ~300 nm. A high numerical aperture microscope (i.e., 𝑁𝐴 = 1.3) helps to
decrease the diffraction limit slightly to improve resolution, but the wavelength of light
still limits the length scales visible. The single-molecule length scale, orders of magnitude
below the diffraction limit, cannot be directly observed here, but confocal microscopy
provides avenues to achieve and confirm single-molecule resolution. The first criterion for
single-molecule resolution in images like Figure 2 is the observation of diffraction-limited
spots on the fluorescence scan. A bulk sample (i.e., > μM) of fluorophores will show a film
of consistent fluorescence intensity, and a less concentrated but still aggregated sample
(i.e., μM-nM) will show more distinct fluorescence spots that exceed the diffraction limit
in size. At single-molecule concentrations, background is minimized and signal-to-noise
ratio increased by the axial resolution of the confocal microscope. This enables the
observation of diffraction-limited spots corresponding to single molecules. Once
diffraction-limited spots are observed, single-molecule resolution is further supported by
observing a concentration dependence of spot density. For example, a 1 nM false-colored
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confocal image should show approximately double the diffraction-limited spots relative to
a 0.5 nM image.
Furthermore, the observation of “blinking dynamics” at diffraction-limited spots
establishes that the spots do, in fact, correspond to single-molecules. Under continuous
excitation, single molecules exhibit stochastic switches between emissive (“on”) and
nonemissive (“off”) states in time, termed “blinking.” Single molecules show sharp
fluorescence intensity changes between on and off, whereas the blinking of an ensemble
shows an averaged effect over the emission intensities of multiple molecules. Single
molecules also eventually undergo irreversible single-step photobleaching, at which point
photochemistry has made the molecule permanently nonemissive and blinking is no longer
observed. Some molecules take longer to photobleach than others, but ultimately all reach
this point. As such, photobleaching is the final confirmation that a diffraction-limited spot
represents a single molecule.

III.

Blinking Dynamics

To probe dispersive ET dynamics using SMS, most studies employ blinking
experiments. Blinking is defined as the stochastic fluctuations in emissive intensity over
time exhibited by single molecules under continuous excitation. Figure 3A presents a
typical blinking trace for a single EY molecule on a glass substrate. Blinking arises from
the population and depopulation of bright and dark states in time, and can be modeled by
a simple three-level system (Figure 3B).25 On events occur when the molecule fluoresces
(i.e., S1 → S0), and off events occur when the molecule enters a dark state (D) and stays
there for some time. For the molecule in Figure 3, long-lived off events occur where photon

28

counts

are

~5

corresponding

per
to

10

ms,

background

counts from glass. In some cases,
the triplet state (T1) has been
reported as a dark state responsible
for blinking.26,27,38 However, the
off times here (i.e., ranging from 1
to 80 s) are much longer than the
reported T1 lifetime of EY (e.g., 55
μs in water,39 3.6 ms in PMMA,40
and 1 ms on alumina41), indicating
Figure 3. (A) Representative blinking trace of EY on
glass. The black line represents photon counts per 10
ms bin. “On” events are approximated with a green
line through the data, and “off” events with a red line.
(B) Energy-level diagram showing the photophysical
transitions that give rise to the blinking shown in (A).
The singlet ground (S0) and excited (S1) states are
considered to be the “on” manifold here, and a general
dark state (D) is responsible for off times.

contributions from another dark
state. Examples of more long-lived
dark states responsible for blinking
include traps on glass and the CB
of TiO2.22,23,25 Regardless of the
particular

mechanism,

random

switches between on and off events continue until a molecule undergoes irreversible singlestep photobleaching. At this point, some photochemistry has caused the molecule to lose
photoactivity, meaning that it can no longer be observed at the excitation wavelength. The
“time to death” of a single molecule derived from photobleaching can also reveal the
underlying photophysics.23,24
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Previous studies show that distributions of on- and off-event durations can be used
to connect to the underlying photophysics of the molecules that contribute to DSP
efficiency.23–34,42–44 On-event durations arise from fluorescence, which is an undesirable
recombination pathway for DSP. The durations of on events are also related to the rate of
injection, so their distribution describes otherwise hidden dispersion in this value. Off
events occur when the molecule undergoes ET to the conduction band (CB) of TiO2, and
the durations of off events are related to BET rates. Thus, the off-event distribution reveals
kinetic dispersion in BET that is otherwise difficult to probe. Single-molecule blinking
dynamics quantify dispersive kinetics and identify the mechanisms that give rise to this
behavior. Fitting the on- and off-time distributions to a functional form is crucial for
determination of the kinetics, and thus requires a robust statistical analysis. Ultimately,
unraveling the sources of dispersive ET kinetics in EY photosensitizers will inform the
development of more efficient DSP systems.
The first step toward
compiling the blinking events
into distributions is to accurately
parse blinking traces into on and
off times. Traditionally, a simple
threshold is imposed to separate
on from off intensities.26,45–47
However, previous studies have
shown that single emitters often
exhibit multiple on intensities,

Figure 4. Representative CPD-analyzed blinking trace
for a single molecule of EY on a glass substrate. The
black line is the experimental data, and the red line
represents the intensity trajectory detected by CPD.
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and applying a simple threshold analysis to establish the on and off event durations is
problematic25,32,34,48,49 For example, thresholding is known to generate artificial shortduration events.50 To circumvent this issue, the blinking dynamics of single molecules are
analyzed using the change point detection (CPD) method, an approach that provides a more
accurate determination of emissive and non-emissive events as compared to thresholding.50
Importantly, the CPD approach employed in this thesis is an extension of that used for our
previously published work.22–25 While CPD previously assumed a blinking trace composed
of single-photon arrival times (i.e., using a method such as single-molecule TCSPC), the
new method accounts for photon binning used in our experiments (Appendix). Figure 4
presents representative CPD-analyzed blinking data for a single EY molecule. The results
of the CPD analysis are overlaid with a red line on the blinking data and demonstrate that
7 distinct intensity levels are detected. The first and last events detected by CPD in the 200
s trace are not included in the final analysis because they are artificially set by the
observation window. Furthermore, the CPD algorithm parses the blinking events into two
categories, termed segments and intervals. Segments correspond to the duration of an event
at a particular intensity. Intervals are the duration of successive segments that occur prior
to a switch between on and off (i.e., intervals are longer than segments). Since the intervals
correlate directly with dark-state production and decay corresponding to ET,32 they will be
the focus of discussion in this thesis and simply referred to as “times” hereafter.

IV.

Statistical Interpretation of Blinking Dynamics
Once the on and off times are accurately quantified, they can be compiled into

distributions whose functional forms connect to the underlying mechanism of blinking.
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Since the functional forms and their parameters reveal otherwise hidden details about the
physical system, their accurate determination is crucial. This section will examine the
physical meaning of several prevalent on- and off-time distribution functional forms, and
outline statistically principled methods for fitting on- and off-time distributions to these
functions.
For a simple example of a blinking mechanism tied to a functional form, we may
consider the “off” state to be a long-lived T1.26,27,38 In this case, blinking occurs through a
first-order intersystem crossing process from the S1 to T1. Consistent with first-order
[𝑆 ]

kinetics, the concentration of 𝑆1 is represented in general terms as ln ([𝑆1] 𝑡 ) = 𝑘𝑜𝑓𝑓 𝑡,
1 0

where 𝑘𝑜𝑓𝑓 represents the rate of transition to the off state. Rearranging the integrated rate
law shows that if the dark state is a triplet state, then the off times will follow an exponential
decay. Exponential behavior provides a straightforward example of how the functional
form of on and off distributions connects to a physical mechanism for blinking; i.e., triplet
blinking. Exponentially distributed times
are also easy to identify in distributions of
single-molecule

event

durations:

on

semilog axes, an exponential distribution
will appear linear.
However, the broad on and off
time distributions representing single-

Figure 5. Off-time histogram for 141
molecules of R6G on TiO2, adapted from
reference 22. The nonlinearity of the data on
semilog axes indicates that off times are not
exponentially distributed, motivating
investigation of other functional forms for
fitting.

molecule blinking are often not well
described by exponential functions. For
instance, Figure 5 presents an off-time
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histogram for 141 rhodamine 6G (R6G) molecules on TiO 2 on semilog axes.22 While the
majority of events are clustered at short times, non-negligible probabilities of observing
events as long as 10 to 100 s exist on the tail end of the histogram as well. Such broad
distributions require a heavy-tailed function (e.g. power law, Weibull, lognormal) to ensure
that the fit captures all events present, especially at the long times that often arise from
dispersive kinetics. Therefore, consistent with prior studies,22–25 we examined various
heavy-tailed test functions for fitting the EY/TiO2 distributions (i.e., power law with onset
time 𝑡𝑚𝑖𝑛 , Weibull, and lognormal functions).
Power laws have been utilized extensively to describe on- and off-time distributions
of single fluorophores.28,30,47,51–53

many previous studies, distributions have been

In

qualitatively fit to power laws on log-log axes.28,30,52,53 Indeed, the power law form has
been regarded as a “universal” characteristic of single-molecule blinking.47,51 The power
law normalized from the onset time of 𝑡𝑚𝑖𝑛 is given by:
𝛼−1

𝑃 (𝑡 ) = 𝑡

𝑚𝑖𝑛

(𝑡

𝑡
𝑚𝑖𝑛

−𝛼

)

, 𝛼>1

(1)

Power law distributions appear linear with slope −𝛼 over the full range of timescales when
plotted on log-log axes. This makes them easy to qualitatively identify in the blinking
dynamics of many systems and least-squares (LS) fitting provides for quantification of the
hypothesized power law fit in the parameter 𝛼. Although power laws are almost universally
applied to single-emitter data,47,51 their physical interpretation remains unclear. 54
Furthermore, previous studies have shown that blinking data that appears to follow power
laws on log-log axes (i.e., linear) may not actually be power-law distributed.22,29,32,44,54,55
Further studies have worked to alleviate this issue through the specification of an onset
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time (𝑡𝑚𝑖𝑛 ) for power law behavior and the pursuit of improved fitting procedures relative
to LS fitting.22,44,54,56 24,57
In addition to the widely applied power law fit, previous studies showing fits to
Weibull and lognormal distributions motivate the investigation of these functional forms
in this work.22–25,54 The Weibull distribution is given by:
𝐴

𝑡 𝐴−1

𝑃(𝑡) = 𝐵 (𝐵)

𝑡 𝐴

𝑒 −(𝐵) , 𝑡 > 0

(2)

Inspection of the above equation reveals that the Weibull distribution is the product of
power law and stretched exponential functions. In terms of ET dynamics, the Weibull fit
parameters 𝐴 and 𝐵 provide insight to dispersion through statistical aging. Specifically, the
value of the shape parameter 𝐴 dictates how the probability of the molecule leaving its
emissive state evolves with time (i.e., the “survival” of the emissive state). If 𝐴 > 1, the
probability increases with time, and if 𝐴 < 1, the probability decreases.54 The scale
parameter 𝐵 dictates the spread of the distribution. Weibull-distributed blinking events
have been observed for perylenediimide dyes in a PMMA matrix, which connect to radical
ion pair intersystem crossing via charge hopping to trap sites.46 In this case, the measured
𝐴 value of 0.94 indicates that the probability of charge hopping decreases with time.
The lognormal distribution arises from a normally distributed logarithm of event
durations:
𝑃 (𝑡 ) =

1
√2𝜋𝜎𝑡

𝑒

1 log(𝑡)−𝜇 2
] )
2
𝜎

(− [

(3)

Here, the fit parameters 𝜇 and 𝜎 represent the geometric mean and standard deviation of
the variable’s natural logarithm, respectively. Lognormally distributed on and off times
have been observed for several xanthene dyes, including rhodamines on glass and TiO 2
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substrates and violamine R in a potassium acid phthalate crystal matrix. 22,23,32 Previous
studies have shown that the observation of lognormally-distributed blinking data is
consistent with a dispersive kinetics model for ET. 22,23,25 In this case, ET occurs over
Gaussian-distributed barrier heights (i.e., the Albery model). 20 Chapter 3 will discuss the
physical interpretation of the lognormal distribution in further detail.
Overall, various functional forms have been observed for single-molecule on and
off times in the literature, and each connects to a different physical model for blinking. To
contextualize photosensitizer blinking dynamics within an overarching ET scheme, we
must first determine which of these heavy-tailed distributions is operative in the system.
Determination of functional form first requires accurate determination of fit parameters.
Here, a combined maximum likelihood estimation/Kolmogorov-Smirnov (MLE/KS)
method is used to determine fit parameters for each functional form. 56 A 𝑝 value evaluates
goodness of fit of the hypothesized fit parameters.58 In cases where a 𝑝 value is insufficient
to determine a statistically significant fit, the log-likelihood ratio (LLR) test can compare
the goodness of fit for two candidates.24,57
To begin analysis of the distributions of on and off times, histograms of the raw
data are compiled. To test the qualitative fit of the data to a power law, a continuous eventduration probability density (i.e., PDF) can be obtained by dividing each value in the
distribution by the average time of its nearest neighbors. However, nonlinearity in the PDF
on log-log axes suggests that the data may not actually be power-law distributed.
Furthermore, observation of nonlinearity on the semilog plot motivates the use of the
MLE/KS fitting method for heavy-tailed functions.
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MLE has been shown to estimate fit parameters more accurately than LS
fitting.32,42,43,54,56 In addition, the resulting parameters and their uncertainties are not
dependent on the time span of the distribution, making it attractive for analyzing blinking
that spans orders of magnitude in time.56 However, accurate determination of the power
law onset time (𝑡𝑚𝑖𝑛 ) has been found to be critical for the accuracy of the MLE fit
parameters.58 For a power law fit, a KS test is used to determine the combination of 𝛼 and
𝑡𝑚𝑖𝑛 . To perform the KS test, event-duration histograms are transformed into cumulative
distribution functions (CDFs) that describe the probability of an event occurring in a time
less than or equal to 𝑡:
𝑡

𝑆(𝑡) = ∫𝑡

𝑚𝑖𝑛

1

𝑃(𝑡 ′ )𝑑𝑡 ′ = 𝑁 ∑𝑖 𝑡𝑖 ≤ 𝑡

(4)

where 𝑆(𝑡) is the CDF and 𝑃 (𝑡 ′) is the corresponding PDF. The KS statistic is defined as
the maximum distance (𝐷) between two CDFs, in this case the empirical data (𝑆(𝑡)𝑑𝑎𝑡𝑎 )
and hypothesized fit (𝑆(𝑡)𝑓𝑖𝑡 ):
𝐷 = max |𝑆(𝑡)𝑑𝑎𝑡𝑎 − 𝑆(𝑡)𝑓𝑖𝑡 |

(5)

The best fit to a power law, for instance, is the combination of 𝛼 and 𝑡𝑚𝑖𝑛 that minimizes
𝐷. The same combined MLE/KS approach can be used for any differentiable function, and
has been implemented for Weibull and lognormal distributions. 23–25,42,54 For a Weibull
distribution, the best fit parameters are given by the combination of 𝐴 and 𝐵 that minimizes
𝐷, and the lognormal fit aims to do the same with 𝜇 and 𝜎. The complementary CDF
(𝐶𝐶𝐷𝐹 = 1 − 𝑆(𝑡)), which describes the probability of observing an event greater than 𝑡,
is used to visualize the data since blinking events are most probable at short times.
Once fit parameters are identified, goodness of fit must be evaluated to determine
which model best represents the on- and off-time distributions. Clauset et al. have described
36

an approach for quantifying the distance between the hypothesized and observed
distributions using a KS statistic and 𝑝 value.58 Here, many synthetic datasets are generated
using the MLE-determined parameters. Each synthetic dataset is then fit using the same
procedure as above, and a KS statistic (𝐷𝑠𝑦𝑛𝑡ℎ ) is determined. The KS statistics of the
synthetic datasets are used to calculate a 𝑝 value representing the fraction of synthetic
datasets where 𝐷𝑠𝑦𝑛𝑡ℎ > 𝐷𝑜𝑏𝑠 :
𝑝=

∑ 𝐷≤𝐷𝑠𝑦𝑛𝑡ℎ
𝑁𝑠

(6)

𝑁𝑠 is the number of synthetic datasets, typically set to 10 4. Ultimately, the 𝑝 value
quantifies the probability that the hypothesized parameters truly represent the experimental
data. As a general rule, 𝑝 values less than 0.05 are rejected as statistically insignificant.
Comparing 𝑝 values for various hypothesized fits to on and off distributions (i.e., power
law, Weibull, lognormal) determines which function best represents the data, and
ultimately the operative physical mechanism behind blinking.
In cases where the 𝑝 value provided by MLE/KS fitting gives insignificant results,
the log-likelihood ratio (LLR) test may distinguish between two candidate fits for a
distribution. Previous studies have used the LLR test to establish lognormal fits to on and
off distributions for alizarin and purpurin.24 As outlined by Vuong,57 the logarithm of the
ratio of two likelihoods (ℛ) will be positive or negative depending on which distribution is
a better fit, or zero in the event of a tie. To determine whether values of ℛ are statistically
significant, a 𝑝-value (𝑝ℛ ) must be calculated to consider the standard deviation of ℛ. If
𝑝ℛ < 0.1, then the sign of ℛ is a good indicator of which model is better. The LLR test
provides a further metric, in addition a 𝑝 value, to directly compare on and off distribution
fits to one another.
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Overall, measuring single-molecule blinking dynamics allows us to probe the
distribution of ET dynamics at the complex dye-semiconductor interface. Blinking traces
are parsed into on and off times using CPD, and the times found are compiled into
distributions. The functional form of the on- and off-time distributions are determined
using a statistically robust MLE/KS method, which is used to establish the mechanisms
responsible for blinking; i.e., dispersive ET. The next chapter will measure, analyze, and
interpret the blinking dynamics and on/off time distributions of EY on TiO 2 in order to
understand the origin and extent of dispersive ET kinetics in this important system.
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Chapter 3. Single Molecule Spectroscopy of Eosin Y on TiO2
Introduction
Global temperatures are rising due to human activity, and there is an urgent need to
minimize warming to avoid irreversible effects on the planet. 1,2 As CO2 emissions from
fossil fuels play a large part in climate change, alternatives to fossil fuels are needed to
slow warming while meeting growing global energy demand. 2–5 Solar energy has been
identified as a promising alternative to fossil fuels due to its abundance and renewability:
the sun provides more energy to Earth’s surface in an hour than we use in a year. 4 However,
capturing solar energy and converting it to a usable form remains a challenge. Currently,
silicon photovoltaics (PV) lead the market for solar energy conversion, and their falling
cost makes them an attractive option for a wide-scale shift to a renewable grid.6,7 The PV
system works well to produce electricity, but lacks the capacity for long-term fuel storage.
Next-generation solar energy conversion technology requires the output of a clean fuel in
order to integrate solar energy into a broader range of applications, such as transportation,
and effectively handle the intermittency issues of sunlight. 4 One promising fuel target is
energy-dense, clean-burning hydrogen gas.8,9 To avoid using conventional carbon-based
sources for H2 refinement (e.g., fossil fuels,10 biomass11), photocatalytic water splitting has
become the focus of extensive research.8,9,12,13
Dye-sensitized photocatalysis (DSP) builds on the concept of water splitting to
meet two critical needs in tandem: the need for fuel from solar energy conversion, and the
need for a sustainable method for H2 generation. A DSP system consists of a visibleabsorbing dye and catalyst co-adsorbed to a semiconductor, typically TiO2.13,14 The dye
absorbs light, enabling electron injection to the semiconductor. The semiconductor then
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facilitates charge transport to the
catalyst, which drives the production of
H2 fuel.14 DSP presents advantages over
currently

popular

PV

technology

mainly through its clean-burning fuel
output, as well as the strong visible
absorption and mechanical robustness
of the dye film.

15,16

While promising,

the best DSP systems exhibit only

Figure 1. Density of states, g(E), of TiO2 with
the indicated redox states of the sensitizers
employed in this study: eosin Y (EY), rhodamine
123 (R123), and 5-carboxy-X-rhodamine
(5ROX).

~19% efficiency.17 Efficiency of the
DSP system is largely driven by electron transfer (ET) kinetics at the dye-semiconductor
interface.14–16 Diminished efficiency results from unwanted recombination pathways such
as back electron transfer (BET), as well as kinetic redundancy between injection and
catalysis rates.14,18 These problems would be difficult enough to target if ET rates were
single-valued, but dispersion in ET kinetics (i.e., rate constants that are not single-valued
but evolve along spatial and temporal coordinates) poses further issues for DSP
efficiency.19 To move forward in making DSP a viable solar energy conversion technology,
the extent and origin of kinetic dispersion at the dye-semiconductor interface must be
understood.
While ruthenium-based sensitization is popular in the literature, 20–22 cost can be
reduced by implementing more Earth-abundant organic sensitizers.23–29 Therefore, these
studies focus on the dispersive ET kinetics of organic photosensitizer eosin Y (EY). EY
has been implemented in various photocatalytic systems for H 2 generation.23–26,30–34 Its four
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heavy bromine atoms facilitate intersystem crossing to a stable triplet state (T 1).35 Previous
studies have found that injection from both the S1 and T1 excited states of EY to the
conduction band (CB) of TiO2 is energetically feasible (Fig. 1).36,37 While the ET kinetics
of EY on TiO2 (EY/TiO2) have been found to be dispersive in ensemble-averaged studies,
the influence of the T1 injection pathway on kinetic dispersion is not known.36–38 Studying
the dispersive ET kinetics of EY alongside sensitizers without the opportunity for T 1
injection (i.e., rhodamine 123 (R123) and 5-carboxy-X-rhodamine (5-ROX), Fig. 1) can
probe the effect of T1 injection on kinetic dispersion.
To understand the extent and origin of kinetic dispersion in EY, we must probe the
full distribution of kinetics at the dye-semiconductor interface. Ensemble-averaged
measurements obscure contributions from dispersive kinetics to the overall behavior of the
system. In these studies, single-molecule spectroscopy (SMS) is employed to remove
ensemble averaging and probe the full distribution of ET kinetics. Specifically, the timedependent fluctuations of emissive intensity in single molecules (i.e., “blinking”) are
measured. Previous studies have shown that the durations of emissive (“on”) and
nonemissive (“off”) events connect to the underlying photophysics of the molecule 39–55
Distributions of on- and off-event durations are fit to functional forms (e.g. power law,
Weibull, and lognormal distributions) that reveal the physical mechanism responsible for
blinking. Fitting is performed using a statistically robust maximum likelihood
estimation/Kolmogorov-Smirnov (MLE/KS) test, consistent with previous studies. 39–
41,51,56

Finally, Monte Carlo (MC) simulations based on the Albery model for dispersive

ET57 (i.e., a Gaussian distribution of activation barriers to ET) are used to quantify the
average kinetics and their dispersion that give rise to observed EY/TiO 2 blinking dynamics.
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SMS and MC simulations reveal the source and extent of kinetic dispersion in the ET of
EY/TiO2, and ultimately aim to identify the contribution of T 1 to dispersion to inform
improvements in DSP efficiency.

Methods
I.

Sample Preparation

EY (~99%) was used as received from Sigma-Aldrich. R123 (99+%) was used as
received from Acros Organics. 5-ROX (5-carboxy-X-rhodamine, triethylammonium salt)
was obtained from ThermoFisher Scientific. Ethanol (absolute anhydrous, 200 proof) was
obtained from Pharmaco-Aaaper. Glass coverslips (Fisher Scientific, 12-545-102) were
cleaned in a base bath for 12-24 h, rinsed in deionized water (ThermoScientific, EasyPure
II, 18.2 MΩ cm), and dried with clean air (Wilkerson, X06-02-000). Nanocrystalline
anatase TiO2, with particle diameters of approximately 15-20 nm, was used as received
from Solaronix (Ti-Nanoxide HT-L-SC). TiO2 substrates were prepared by diluting
nanocrystalline TiO2 to 1 g/L in deionized water and spin coating three 100 μL aliquots
onto a clean coverslip using a spin coater (Laurell Technologies, WS-400-6NPP-LITE)
operating at 3000 rpm. The coverslip was then sintered using a muffle furnace
(ThermoScientific, Thermolyne) operating at 500˚C for 30 min. EY stock solutions (1x10 4

M) were prepared in ethanol, and the stock was diluted stepwise in deionized water to

obtain nanomolar concentrations appropriate for single-molecule studies. All R123 and 5ROX solutions were prepared in deioinized water. All stock solutions and dilutions were
prepared using base-bathed glassware. For single-molecule measurements, samples were
prepared by spin-coating 35 μL of a 5x10-10 M EY solution onto a sintered TiO2 substrate.
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The resulting samples were mounted in a custom designed flow cell and continuously
flushed with N2 (Airgas, 100%) at a rate of 0.2 – 0.5 scfh (Key Instruments,
MR3A01AVVT).

II.

Single-Molecule Spectroscopy and Data Analysis

For single-molecule studies, samples were placed on a nanopositioning stage (Physik
Instrumente, LP E-545) on top of a confocal microscope (Nikon, TiU). Laser excitation at
532 nm (Spectra Physics, Excelsior) was focused to a diffraction-limited spot using a high
numerical aperture (NA) 100x oil-immersion objective (Nikon Plan Fluor, NA = 1.3).
Excitation powers of 0.37 μW and 23 μW at the sample was used for single-molecule
measurements for EY on glass and TiO2 substrates, respectively. Excitation power of ~5
μW at the sample was used for R123 and 5-ROX. Emission from the sample was collected
through the objective, spectrally filtered using an edge filter (Semrock, LP03-532RS-2S),
and focused to an avalanche photodiode detector (APD) with a 50 μm aperture (MPD,
PDM050CTB) to provide confocal resolution. A z-axis microscope lock (Applied Science
Instruments, MFC-2000) was used to maintain the focal plane of the objective during raster
scans. A custom LabView program was used to control the nanopositioning stage and
collect emission intensity at each point using a 30 ms dwell time. Single-molecule emission
was established based on the observation of diffraction-limited spots, blinking dynamics,
irreversible single-step photobleaching, and concentration dependence of the spot density
in control experiments on glass
Blinking dynamics were collected using a 10 ms bin time for a 200 s observation
window and analyzed using the change point detection (CPD) method. 58 Previous studies
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have shown that the use of a simple threshold to distinguish between on and off intensities
is problematic, and that CPD provides a more accurate determination of the number and
duration of intensities exhibited in blinking dynamics. 48,50,59,60 CPD can detect up to 20
statistically significant intensity levels. The lowest deconvolved intensity is defined as a
nonemissive (“off”) event. Levels with intensities greater than one standard deviation
above the root-mean-square (rms) noise are considered to be on.
The on and off times determined by CPD are compiled into distributions, which are
converted into complementary cumulative distribution functions (CCDFs). A CCDF gives
the probability of an event occurring in a time greater than or equal to t, according to
1

CCDF = 1- N ∑i ti ≤ t. The fit parameters of the CCDFs to test functions (i.e., power law,
Weibull, lognormal distributions) are quantified using a combined MLE/KS approach. 51
All data analyses and fitting procedures were completed in Matlab (version R2019a).

Results & Discussion
I.

Blinking Statistics of EY on TiO2

A confocal microscope employing continuous 532 nm laser excitation is used to
probe the photophysics of single EY molecules adsorbed on glass or nanocrystalline TiO 2
substrates. In this approach, a nanopositioning stage is used to raster the sample over a
~6x6 μm2 area to construct a false-colored image of the fluorescence intensity from several
single molecules. Intensity is measured in photon counts per dwell time of the scan, which
is typically set to 30 ms. Figure 1A presents representative single-molecule data for 5x1010

M EY spun coat on glass (EY/glass). The observation of diffraction-limited spots with

full width at half maximum on the order of 300 nm (i.e., ~λ/2) is consistent with single-
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molecule resolution. Another indicator of single-molecule behavior is the observation of
blinking dynamics, random fluctuations between on and off events due to the population
and depopulation of bright and dark states.
Figure 1B presents a typical blinking trace for EY/glass, which appears to exhibit
a single emissive intensity (i.e., at ∼45 counts) and a single non-emissive intensity (i.e.,
<10 counts). However, previous studies have shown that single emitters often exhibit
multiple on intensities,41,48,50,59,60 and applying a simple threshold analysis to establish the
on- and off-event durations is problematic. Therefore, the blinking dynamics of single EY
molecules are analyzed using the change point detection (CPD) method, an approach that
provides a more accurate determination of emissive and non-emissive events as compared
to thresholding.58 The
results

of

the

CPD

analysis for the molecule
in Figure 1B are overlaid
on the blinking data, and
demonstrate

that

7

distinct intensity levels
are detected. The CPD
algorithm further parses
Figure 1. Representative single-molecule data for EY in N2 on
glass and TiO2. (A) and (C) show false-colored 6x6 μm2 images
of the fluorescence from 5x10-10 M EY on glass (A) and TiO2
(C) in N2 under continuous 532 nm excitation. (B) and (D) show
200 s of blinking for an individual EY molecule on glass (B) and
TiO2 (D), measured using a 10 ms integration time. The black
line shows the fluorescence intensity trajectory in counts per 10
ms. CPD analysis reveals 14 statistically significant intensities
and 346 distinct segments (green line).
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the blinking events into
two categories termed
segments and intervals.
Segments correspond to

the duration of an event at a particular intensity. Intervals are defined as the duration of
successive segments that occur prior to a switch between on and off (i.e., intervals are
longer than segments). Since the intervals correlate directly with dark-state production and
decay,48 they are the focus of this discussion and simply referred to as “times” hereafter.
For the molecule shown in Figure 1B, 11 on and 10 off events are observed. The event rate
for this molecule, defined as the number of switches between on and off (i.e., intervals) per
second, is 0.10 s-1. On times ranging from 440 ms to 23.43 s, and off times ranging from
1.06 s to 80 s are observed. The measured off times are much longer than the reported T1
lifetime of EY (i.e., 55 μs in water,61 3.6 ms in PMMA,62 1 ms on alumina63), suggesting
that another dark state is responsible for blinking in the EY/glass system. For example, the
molecule undergoes a long off event in the middle of the 200-s observation window and
then emission is recovered at ~160 s.
Figure 1C presents a representative false-colored image of 5x10-10 M EY spun coat
on nanocrystalline TiO2 (EY/TiO2). Unlike the case for EY/glass, round, diffractionlimited spots are not observed. Rather, the emission is found in more isolated bright pixels,
giving the image an overall pixelated appearance as compared to Figure 1A. This image
quality is consistent with frequent off times exceeding the 30-ms dwell time of the
experiment. Indeed, Figure 1D presents a representative blinking trace for EY/TiO 2 that is
analyzed with CPD as described above. For this molecule, CPD finds 14 distinct intensity
levels, including 59 on events and 58 off events, and an event rate of 0.72 s-1. For this
molecule, on times ranging from 20 ms to 7.25 s and off times from 20 ms to 10.41 s are
observed. Short emission events (i.e., <100 ms) occur frequently throughout the trace and
are interspersed with longer off times. No photobleaching is evident within the 200 s
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measurement. Comparing representative single-molecule data for EY on glass to TiO2
reveals a number of distinctions in blinking dynamics between the two systems. For
instance, in Figure 1A, the observation of round, diffraction-limited spots for EY/glass
indicates that single molecules are undergoing frequent emission events throughout the
raster scan. Indeed, the observation of sustained emission in the first ~25 s of the EY/glass
blinking trace (Fig. 1B) is consistent with this interpretation. On TiO 2, however, the lack
of round diffraction-limited spots corresponds to short emission events interspersed with
longer off times, also evident in blinking (Fig. 1D). While EY appears to exhibit similar
emission intensities on glass and TiO2 substrates in both scans, the excitation power (𝑃𝑒𝑥𝑐 )
for these experiments is not equivalent (i.e., 𝑃𝑒𝑥𝑐 is 0.37 μW and 23 μW for glass and TiO2,
respectively). EY/TiO2 studies required higher 𝑃𝑒𝑥𝑐 relative to EY/glass to obtain sufficient
signal. The average fluorescence intensity of EY in Figure 1 is 1.06 counts/μW on TiO2 as
compared to 25.4 counts/μW on glass. Previous studies have shown that intensity depends
on the fraction of time a single molecule spends in an emissive state. 54,64 A substantial
intensity reduction for EY on TiO2 as compared to glass is then consistent with electron
injection to TiO2. Taken together, the representative single-molecule fluorescence images
and blinking traces shown in Fig. 1 demonstrate that adsorption to a TiO2 substrate strongly
influences the blinking dynamics of EY. The substrate-dependent behavior for EY
described here is consistent with the addition of a dark state due to electron injection to the
CB of TiO2.
Previous studies42–50,52,55,59 have shown that the durations of on and off events
during blinking connect to the photophysics of the molecule. To quantify the photophysics
of EY/TiO2, blinking dynamics for many molecules are measured, analyzed with CPD, and
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collected into on- and off-time distributions. The CPD analysis of blinking dynamics of 62
EY molecules on TiO2 revealed a total of 3134 on events and 3128 off events. The average
event rate is 0.50 ± 0.2 s-1 molecule-1, where the error corresponds to the standard deviation
of the mean. Individual on times in the 62-molecule data set range from 10 ms to 28.67 s,
with an average on time of 1.0 ± 0.9 s. Corresponding EY/TiO2 off times for this collection
of molecules range from 10 ms s to 88.24 s, with an average value of 3.9 ± 4 s.
The average off time for EY/TiO2 is orders of magnitude longer than the reported
T1 lifetimes of EY in several systems (i.e., μs-ms),61–63 suggesting that T1 is not the dark
state responsible for blinking. Rather, another dark state and blinking mechanism must
produce nonemissive events. On glass, long off times likely result from ET to trap
states.39,47,51,65 On TiO2, previous single-molecule studies have attributed long-lived dark
states to electron injection to the CB of the semiconductor. 39,51,54,64 We expect to observe
less emission intensity for EY/TiO2, which could be apparent in short on times and low
intensities.54,64 In comparison to the EY/glass controls, the observation of short average on
times, long average off times, and reduced emission intensities for EY/TiO 2 (Fig. 1) are
consistent with a dark state involving ET to the CB of TiO 2. The single-molecule data
presented here indicates that our blinking experiments probe ET between EY and TiO2.
Single-molecule on and off times allow for the investigation of the entire distribution of
EY/TiO2 blinking dynamics, as the next section will further discuss.

II.

Fitting the On and Off Time Distributions of EY/TiO2

The on and off events observed during single-molecule blinking connect to the
underlying photophysics of the molecule. Fitting the on- and off-time distributions to a
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functional form is crucial to identifying the underlying ET mechanisms of the system. The
EY/TiO2 event durations span a wide range of values, with both on and off times occurring
from ~10-2 to ~102 s. Attempts to fit both distributions to an exponential function
demonstrate that the on and off times are not well described by simple first-order kinetics
(i.e., triplet blinking). The observation of long on and off times, consistent with dispersive
ET kinetics, motivates the use of heavy-tailed test functions to fit the data. For EY/TiO2,
we attempt to fit the distributions to power law, lognormal, and Weibull distributions,
consistent with previous studies.39–41,51 A robust combined maximum likelihood
estimation/Kolmogorov-Smirnov (MLE/KS) test identifies fit parameters, and a 𝑝 value
quantifies goodness of fit for each functional form. Fitting methods are described in further
detail in Chapter 2.

Figure 2. Best fits of the on- and off-time distributions for 62 molecules of EY/TiO2 to (A,
B) power law, (C, D) Weibull, and (E, F) lognormal distributions. Power-law fits apply to
<10% of the data. The Weibull and lognormal CCDFs better represent the entire dataset but
deviate at long times.
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Figure 2 shows attempts to fit the on- and off-time distributions obtained for 62
molecules of EY/TiO2 to power law, Weibull, and lognormal functions. Table 1 presents
the corresponding fit parameters and goodness of fit values for each functional form. For
both the on -and off-time distributions, power laws yield statistically signficant 𝑝 values,
but the onset times for power-law behavior are so late that they leave the majority of the
data unaccounted for. For instance, the off-time distribution for EY/TiO2 is best fit to a
power law (𝑝 = 0.6750), indicating a high probability that the experimental data is powerlaw distributed. However, the power law is operative only after an onset time 𝑡𝑚𝑖𝑛 of 7.48
s, revealing that the fit only applies to ~9% of the data. As a result, power law fits are noted
for completeness but not regarded as a good description of the photophysical behavior of
EY/TiO2. These results are consistent with previous studies that find power laws to be poor
representations of on- and off-time distributions for EY on glass, rhodamine 6G on glass
and TiO2 substrates, and violamine R in potassium acid phthalate crystals. 41,51,56
Although Figure 2 shows better qualitative fits to Weibull and lognormal
distributions, Table 1 demonstrates that the on and off distributions of EY/TiO 2 are not
particularly well represented by these functions, as all fits produce 𝑝 values of zero. In
cases where the 𝑝 value gives insignificant results, the log-likelihood ratio (LLR) test may
Table 1. Best-fit Parameters and p-Values for Power Law, Weibull, and Lognormal
Distributions. Errors represent one standard deviation.
Power Law:

𝑡min (𝑠)

𝛼−1

(

𝑡

𝑡𝑚𝑖𝑛 𝑡𝑚𝑖𝑛

)−𝛼

𝐴

𝑡 𝐴−1

Weibull: 𝐵 (𝐵)

𝑡 𝐴

𝑒 −(𝐵)

Lognormal:

1
𝑡𝜎√2𝜋

(ln(𝑡)−𝜇)2
2𝜎2

𝑒−

𝛼

𝜇

𝐴

𝐵

𝑝

𝜇

𝜎

𝑝

ON

3.48

2.91 ± 0.03

-1.11 ± 0.03

0.700 ± 0.004

0.71 ± 0.02

0

-1.11 ± 0.03

1.49 ± 0.02

0

OFF

7.47

3.01 ± 0.04

1.80 ± 0.02

0.630 ± 0.003

1.86 ± 0.04

0

1.80 ± 0.02

1.80 ± 0.02

0
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distinguish between two candidate fits for a CCDF. 66 Previous studies have used the LLR
test to establish the functional form of the on- and off-time distributions for alizarin and
purpurin.40 Here, the logarithm of the ratio of two likelihoods (ℛ) will be positive or
negative depending on which distribution is a better fit, or zero in the event of a tie. In
order to determine whether values of ℛ are statistically significant, a 𝑝 value (𝑝ℛ ) must be
calculated to consider the standard deviation of ℛ. If 𝑝ℛ < 0.1, then the sign of ℛ can be
used to compare the two models.66
Table 2. ℛ and 𝑝ℛ Values for
Fits to Weibull Alternative to
the Lognormal (Null)
Distribution

Table 2 presents the LLR test results for on- and
off-time distributions of EY/TiO2. Since power laws do
not describe enough of the data to be considered good

Weibull
ℛ

𝑝ℛ

fits, only Weibull and lognormal distributions are

ON

390.63

0

considered as candidates here. In both cases, 𝑝ℛ values

OFF

73.21

~0

close to zero (i.e., << 0.01) show that LLR may
differentiate between the two fits. Indeed, both on- and

off-time distributions are better fit to lognormal functions relative to Weibull functions, as
demonstrated by a positive ℛ. For instance, for the off times, the hypothesis that lognormal
is better than Weibull yields ℛ = 73.21, where positive ℛ confirms a better fit, and 𝑝ℛ ~ 0
confirms statistical significance.
Ultimately, these analyses point to the lognormal distribution as the best fit to the
EY/TiO2 data. The on- and off-time distributions for EY/glass are also well represented by
lognormal functions (Appendix).41 Previous SMS studies of rhodamine dyes on TiO2 also
show that lognormal fits are a better representation of on and off CCDFs than power
laws.39,51 Considering the broad merits of the lognormal fit for similar systems, the next
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section will focus on the fit parameters of the lognormal distribution to understand the
effect of substrate (e.g., EY/TiO2 vs. EY/glass) and sensitizing molecule (e.g., EY vs.
rhodamines) on the average ET dynamics and their dispersion.

III.
interpretation

of

Physical
lognormal

fitting
Figure 3. Schematic of the Albery model for dispersive
electron transfer, where barriers to electron transfer
follow a Gaussian distribution. Here, S1 corresponds to
the singlet excited state of EY and D corresponds to the
conduction band of TiO2.

Previous
have

shown

studies39,51
that

the

observation of lognormally-

distributed on and off events is consistent with the Albery model57 for dispersive ET. Figure
3 demonstrates a schematic of this model, where energetic barriers follow a Gaussian
distribution according to:
Δ𝐺𝑖𝑗‡ = (Δ𝐺0‡)𝑖𝑗 + 𝛾𝑥𝑘𝐵 𝑇
Here, 𝑖 and 𝑗 are the initial and final states, Δ𝐺0‡ is the average activation energy, and 𝛾
defines the energetic dispersion about Δ𝐺0‡. 𝑥 is a random number selected from a Gaussian
distribution, which gives the activation barriers their Gaussian spread. From the Arrhenius
equation, we find that 𝑘𝑖𝑗 = 𝜅𝑖𝑗 𝑒 −𝛾𝑥 , where 𝜅𝑖𝑗 is a first-order rate constant derived from
‡

the mean activation barrier (i.e., the ensemble median value; 𝜅 = 𝑒 −Δ𝐺0 /𝑅𝑇 ). Thus, in the
Albery model, the rate constants for ET are lognormally distributed.
While the Albery model predicts lognormally distributed ET rates, on and off times
do not follow the exact same form. In the past, we have assumed that lognormal rates
directly yield lognormal on and off times as well. However, a closer inspection of the
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conditional probabilities that connect the distribution of rates to times reveals that Albery
on and off distributions are better described by the product of a lognormal and exponential
distribution, given by:67
∞

1

𝑃 (𝑡) = ∫0 (𝑘𝑒 −𝑘𝑡 ) (𝑘

1
√2𝜋𝜎

𝑒
2

(ln(𝑘)−𝜇)2
2𝜎2

−

∞

) 𝑑𝑘 = ∫0

1
√2𝜋𝜎

𝑒
2

−(ln(𝑘)−𝜇)2
−𝑘𝑡
2𝜎2

𝑑𝑘

(1)

Unfortunately, this function has no analytical solution. For the purposes of the present
discussion, this function serves to demonstrate that poor lognormal fitting (i.e., low 𝑝
values) is not necessarily inconsistent with
the Albery model for dispersive ET. While
the functional form retains some lognormal
character, on- and off-time divergence from
the lognormal functional form is expected
within the Albery model. We will use
lognormal fit parameters as a simple method
to compare dispersive ET kinetics in this
context, with the caveat that they are not
expected to completely describe the data.
Previous studies have shown that the
mean of the lognormal distribution is
proportional to the logarithm of the average
rate

constant;

i.e.

−𝜇𝑜𝑛/𝑜𝑓𝑓 =

ln (𝑘𝑜𝑛/𝑜𝑓𝑓 ).39,51 𝑘𝑜𝑛 relates to the rate
constant

for

electron

injection

(𝑘𝑖𝑛𝑗 )

according to
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Figure 4. (A) On- and (B) off-time
CCDFs for EY on (black) glass and (red)
TiO2 substrates, presented with the best
fit to the data by lognormal distributions
(dashed lines). The CCDFs are derived
from CPD analysis of the blinking
dynamics of 127 and 62 molecules on
glass and TiO2, respectively.

𝑘𝑜𝑛 = 𝑘𝑖𝑛𝑗 (𝑘

𝑘𝑒𝑥𝑐

𝑖𝑛𝑗 +𝑘𝑓𝑙

)

(2)

If 𝑘𝑒𝑥𝑐 and 𝑘𝑓𝑙 are relatively constant, then an increase in −𝜇𝑜𝑛 corresponds to an increase
in 𝑘𝑖𝑛𝑗 . Similarly, 𝑘𝑜𝑓𝑓 corresponds to the rate of charge recombination, where 𝑘𝑜𝑓𝑓 =
𝑘𝑟𝑒𝑐 . An increase in −𝜇𝑜𝑓𝑓 is consistent with an increase in 𝑘𝑟𝑒𝑐 . The standard deviation
of the lognormal distribution, 𝜎𝑜𝑛/𝑜𝑓𝑓 , is proportional to the value of 𝛾 prescribed by the
Albery model.39,51
To understand the effects of the semiconducting substrate on the ET kinetics of EY,
the on- and off-time distributions of EY/glass and EY/TiO2 are compared in Figure 4. Table
3 compares the fit parameters of the on- and off-time distributions for EY on TiO2 and
glass. Whereas the EY/TiO2 distributions probe ET to/from the semiconductor, the
EY/glass experiment probes ET to traps on the glass substrate. Figure 4 shows on- and offtime distributions for each dataset overlaid with their respective lognormal fits. Both −𝜇𝑜𝑛
and −𝜇𝑜𝑓𝑓 are larger for EY/TiO2, indicating faster forward and reverse ET kinetics

ON

OFF

Substrate

−𝝁

𝝈

Glass

-0.28 +/- 0.09

2.22 +/- 0.06

TiO2

0.11 +/- 0.03

1.50 +/- 0.02

Glass

0.1 +/- 0.1

2.53 +/- 0.07

TiO2

0.23 +/- 0.03

1.80 +/- 0.02

Table 3. Comparison of lognormal fit parameters for EY/glass and EY/TiO2.

relative to glass. The increase is more dramatic for the on times, where the electron
injection rate (𝑘𝑖𝑛𝑗 ) influences 𝑘𝑜𝑛 according to Eq. 2. In this case, a greater −𝜇𝑜𝑛 for
59

EY/TiO2 is consistent with fast injection to the CB of TiO2. More specifically, the increase
in −𝜇𝑜𝑛 compared to EY/glass suggests that ET to the CB of TiO2 is faster than ET to traps
on glass. −𝜇𝑜𝑓𝑓 exhibits a more modest increase moving from the EY/glass distribution to
EY/TiO2. The difference observed indicates an increase in recombination rate, 𝑘𝑟𝑒𝑐 , on
TiO2 relative to glass. Interestingly, both the 𝜎𝑜𝑛 and 𝜎𝑜𝑓𝑓 values are much smaller for
EY/TiO2 relative to EY/glass. The narrowing of both on and off distributions on TiO2
indicates a lower value of 𝛾, and therefore a narrower distribution of activation barriers to
ET. That is, ET to the CB of TiO2 appears less dispersive than ET to traps on glass. The
dispersion change could arise from differences in substrate surface structures (i.e., static
heterogeneity), or from differences in the energetics of each ET pathway (i.e., dynamic
heterogeneity). Section V of this chapter will further discuss the physical origins of
dispersion in ET kinetics.
After establishing the effect of a semiconducting substrate, we turned our attention
to the influence of the sensitizing molecule on ET kinetics and kinetic dispersion.
Corresponding SMS studies of rhodamine dyes on TiO2 provide a helpful comparison.39 In
contrast to EY, rhodamines do not undergo fast intersystem crossing, as demonstrated by
quantum yields that typically approach unity. 68,69 Therefore, R123 and 5-ROX represent
photosensitizers with a far less accessible T 1. Single-molecule blinking dynamics were
obtained for 98 molecules of 142 molecules of 5-ROX. CPD analysis of rhodamine
blinking dynamics revealed 223 on events and 203 off events for R123, as well as 361 on
events and 353 off events for 5-ROX. The on and off times for R123 and 5-ROX on TiO2
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are best fit to lognormal distributions. Therefore, comparison of the fit parameters inform
on relative relationships between dispersive ET kinetics of different sensitizer molecules.
Figure 5 presents the on- and off-time distributions for EY overlaid with R123 and 5-ROX,
all on TiO2 substrates. The corresponding fit parameters are given in Table 4. −𝜇𝑜𝑛 and
−𝜇𝑜𝑓𝑓 are both greater for EY than R123 and 5-ROX, consistent with previous studies. As
described above, −𝜇𝑜𝑛/𝑜𝑓𝑓 is proportional to ln (𝑘𝑜𝑛/𝑜𝑓𝑓 ), so EY undergoes faster
injection and BET relative to the rhodamines. Both R123 and 5-ROX give 𝜎𝑜𝑛 and 𝜎𝑜𝑓𝑓
values within error of one another.
However,

EY

demonstrates

less

dispersion for both on- and off-time
distributions

relative

to

the

rhodamines. This is a surprising result:
the addition of a T1 injection pathway
does not appear to increase ET kinetic
dispersion

relative

to

molecules

without a long-lived T1. Introducing
another dark state in addition to the
TiO2 CB should, in principle, increase
dynamic heterogeneity within the
system and increase 𝜎. Since we do not
observe this effect, other physical
factors must drive kinetic dispersion in
the EY/TiO2 system. Section V will

Figure 5. (A) On- and (B) off-time CCDFs for
EY, R123, and 5ROX on TiO2 (solid lines),
presented with best fits to the data by
lognormal distributions (EY = red, dashed;
R123 = green, squares; 5ROX = blue, circles).
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Table 4. Lognormal fit parameters for EY/TiO2 compared to R123 and 5-ROX.

ON

OFF

Substrate

−𝝁

𝝈

EY

0.11 ± 0.03

1.50 ± 0.02

R123

1.0 ± 0.1

1.67 ± 0.08

5-ROX

0.43 ± 0.09

1.69 ± 0.06

EY

0.23 ± 0.03

1.80 ± 0.02

R123

-1.3 ± 0.2

2.4 ± 0.1

5-ROX

-0.4 ± 0.1

2.39 ± 0.09

further discuss possible sources of dispersion, given that T 1 does not appear to be the sole
origin.
Ultimately, while 𝜇 and 𝜎 provide relative insights into the factors affecting onand off-time distributions, without a significant 𝑝 value they fall short in quantifying the
operative kinetics. Indeed, since the Albery model will not yield a truly lognormal
distribution of on- and off-times, we turn to simulations of EY/TiO2 blinking data to close
the gap between the experimental distributions and the underlying photophysics. In the
next section, Monte Carlo simulations based on the Albery model are used to match the
experimental data and quantify the ET kinetics responsible for EY/TiO 2 blinking dynamics.
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IV.

Monte Carlo Simulations of EY/TiO2 Blinking Dynamics

Monte Carlo (MC) simulations can be used to simulate blinking dynamics of single
molecules that match the experimental dataset by inputting kinetic parameters into a
hypothesized ET scheme. The general MC method involves random sampling of a physical
variable. For blinking studies, MC simulations have been used to model electron tunneling
to an exponential distribution of trap states, reproducing experimentally observed powerlaw distributed event durations.70–72 Another study implemented MC simulations based on
Marcus theory to investigate a protontransfer mechanism for blinking.59 To
model the dispersive ET dynamics that
give rise to blinking in EY/TiO2, we
randomly

sample

from

a

Gaussian

distribution of rates according to the
Albery model, consistent with previous

Figure 6. Schematic energy level diagram of
the three-level system used to simulate EY.

MC studies of rhodamine dyes.39,51
The MC model employed for EY/TiO2 uses a three-level system, presented in
Figure 6. Here, state 1 is the EY ground state (S0) and state 2 is the EY excited state (S1).
State 3 is the dark state, corresponding to ET to the CB to populate a nonemissive radical
cation of the dye. The excitation rate constant (𝑘12) is set to 5.81x106 s-1, based on the
extinction coefficient of EY, excitation wavelength, and 𝑃𝑒𝑥𝑐 . The fluorescence rate
constant (𝑘21 ) is set to 2.6x109 s-1 based on the fluorescence lifetime of EY. 𝜅23 and 𝜅31
are the median injection and recombination rates, respectively, corresponding to the
average energetics of the system. To model kinetic dispersion (i.e. ET rate constants that
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evolve in time), 𝜅23 and 𝜅31 are set to a hypothesized value, and the dispersed rates 𝑘23
and 𝑘31 are varied in time about their corresponding medians according to the Albery
model (𝑘𝑖𝑗 = 𝜅𝑖𝑗 𝑒 −𝛾𝑥 ). Here, 𝛾 is the dispersion parameter prescribed by the Albery
model. By testing various combinations of input parameters, the MC simulation aims to
identify the values of 𝜅23 , 𝜅31 , and 𝛾 that produce the closest match to experimentally
observed blinking. That is, MC simulations quantify the average kinetics and their
dispersion. The MC simulation models the time-dependent trajectory of the molecule
through the three states. The probability of a transition from state 𝑖 to state 𝑗 is calculated
according to the rate constant and computational timestep, 𝑡 (usually 1 ns), as 𝑃𝑖𝑗 = 1 −
𝑒 −𝑘𝑖𝑗 𝑡 . Comparing 𝑃𝑖𝑗 with a random number determines whether the molecule will
undergo a transition between states. Transitions from state 2 to state 1 produce a photon,
as a real blinking molecule would. Photons occurring throughout the 200 s observation
window are counted in 10 ms bins, as in an experiment, and then compiled into a blinking
trace.
After blinking traces are generated using MC simulations, they are analyzed with
CPD, and then evaluated in the context of the experimental dataset. Single molecule
blinking statistics (e.g. average on time, average off time, and event rate) provide helpful
diagnostics for determining whether the simulated blinking dynamics are qualitatively
similar to experimental values. Replicating the on- and off-time distributions probed by
SMS is also important, as they connect to a physical mechanism for blinking. If the Albery
model yields accurate distributions of on and off times, for instance, then the MC
simulations support the Albery model as a mechanism of EY/TiO 2 blinking. To evaluate
the simulated on- and off-time distributions, a double-empirical KS test quantifies their
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Glass

TiO2

𝜿𝟐𝟑 (s-1)

1 × 104

1 × 1010

𝜿𝟑𝟏 (s-1)

1 × 102

1 × 103

𝜸

3.0

2.5

Table 5. Kinetic inputs for MC simulations that give the best match to
experimentally observed blinking dynamics of EY/glass and EY/TiO 2.

agreement with
experiment.
Here, the null
hypothesis

is

that the two

observed distributions are drawn from the same population (i.e., that the simulated blinking
exactly matches the experiment). The KS statistic 𝐷 represents the maximum distance
between the experimental and simulated distributions, which we aim to minimize.
Importantly, in the double-empirical KS test, neither of the distributions are fit to a
functional form. This fitting approach provides an advantage for evaluating statistical
agreement between on and off times that are not well described by a functional form, like
EY/TiO2. To ensure a physically accurate model of blinking dynamics in addition to the
resulting distribution, the reported model is that with the best overall blinking statistics and
distribution matches. The “best” simulation for a single metric (e.g. blinking statistics or
distribution fits) may be discarded if others disagree with experimental values.
The kinetic inputs giving rise to the most accurate representations of EY blinking
are summarized in Table 5. Figure 7 presents the best MC simulations of EY blinking on
a glass substrate, evaluated by both blinking statistics and distribution metrics. The best
representation of EY/glass blinking resulted from parameters 𝜅23 = 104 s-1, 𝜅31 = 102 s-1,
and 𝛾 = 3. Here, it is evident that the simulated kinetics produce realistic blinking relative
to experimental results, characterized by long event durations and infrequent on/off
switching. The simulated kinetics demonstrate quantitatively that injection to TiO2 is faster
than ET to traps on glass, consistent with experimental observations in single-molecule
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images and blinking. For EY/TiO2, the
best

results

were

obtained

using

parameters 𝜅23 = 1010 s-1, 𝜅31 = 103 s-1,
and 𝛾 = 2.5. Faster injection and lower
dispersion for EY/TiO2 than EY/glass is
consistent with the experimental 𝜇 and 𝜎
values for each lognormal fit (Table 4).
The

simulated

trace

captures

the

qualitative characteristics of EY/TiO2
outlined earlier in this chapter: frequent
switching between short on events and
longer-lived off events. Indeed, the
quantified blinking statistics support the
visual agreement between simulated and

Figure 7. Comparison of experimental and
simulated blinking traces for EY/glass,
obtained using 𝑘12 = 5.18x106 s-1, 𝑘21 =
2.76x108 s-1, 𝜅23 = 1x104 s-1, 𝜅31 = 1x102 s-1,
and 𝛾 = 3.0.

experimental blinking traces. Accurate blinking achieved with a three-level system is
consistent with EY injecting to TiO2 from S1.36,37 Using the Albery model equation 𝑘𝑖𝑗 =
𝜅𝑖𝑗 𝑒 −𝛾𝑥 , assuming 𝑥 to be drawn from a Gaussian distribution with 𝜎 = 1, the range in
which 95% of 𝑘23 and 𝑘31 values fall (i.e., 𝜅 ± 2𝜎) may be determined for EY/TiO2. Using
the values for 𝜅23 , 𝜅31 , and γ values, the resulting 𝑘23 values span from 6.7x107 s-1 to
1.5x1012 s-1, and 𝑘31 from 6.7x100 s-1 to 1.5x105 s-1. These ranges fall slightly short of
kinetics reported by Grätzel and coworkers in ensemble averaged studies (i.e., 𝑘𝑖𝑛𝑗 =
3.8x1012 s-1 and 𝑘𝑟𝑒𝑐 = 2x105 s-1).36,37 This discrepancy may be attributed in part to issues
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with CPD analysis of simulated blinking traces. Efforts to improve CPD analysis of
simulations are currently underway, and are detailed in the Appendix.
Figure 8 also shows
the

experimental

and

simulated on- and off-time
distributions for EY/TiO2
overlaid on the same axes.
The on times in Fig. 8C
appear to fit well to the
experimental distribution at
short times. The simulated
on-time distribution also has
a

similar

shape

to

experiment, but it extends

Figure 8. Representative (A) experimental and (B)
simulated blinking dynamics of EY/TiO2, the latter
obtained using 𝑘12 = 5.18 × 106 𝑠 −1 , 𝑘21 = 2.76 ×
108 𝑠 −1, 𝜅23 = 1 × 1010 𝑠 −1, 𝜅31 = 1 × 103 𝑠 −1 , and
𝛾 = 2.5. The corresponding (C) on- and (D) off-time
CCDFs for 20 simulated traces are presented (black lines)
alongside the experimental data (red lines).

slightly farther out to longer
times. Figure 8D demonstrates that the simulated off times are less probable at short times
and more probable at long times relative to the experimental data. The off-time fit is
quantified by a KS statistic of 𝐷𝑜𝑛 = 0.479, while the on times give 𝐷𝑜𝑓𝑓 = 0.190. Thus,
the simulated off-time distribution better represents the experimental observations than
does the on-time distribution. Since both simulated average on and off times are within
error of the experimental value, the distribution fitting provides insight into which types of
events are better represented by the MC simulation.
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MC simulations of EY/TiO2 and EY/glass demonstrate that the dispersive ET
kinetics in these systems follow the Albery model. Albery model-based simulations
produce blinking that matches experimental observations with kinetic inputs close to
literature values. In addition, the accurate three-level modeling of the blinking dynamics
further supports a lack of T1 participation in EY blinking. Although the distribution
matches are not perfect, more robust analysis techniques are in development to improve
modeling on this level. 𝛾 values indicate that ET kinetics of EY exhibit less dispersion on
TiO2 than on glass, suggesting that 𝛾 accounts for static heterogeneity in surface structure.
While the Albery model provides an elegant quantification of dispersion in a single
parameter, 𝛾, this value must be further examined to understand the physical origins of
dispersive ET kinetics in EY/TiO2. The T1 of EY appears to not participate in electron
injection, as evidenced by the performance of the three-level MC model as well as the
comparison to rhodamine dispersion. Further MC simulations of R123 and 5-ROX should
also be conducted to compare their dispersive kinetics to EY on the quantitative basis of 𝛾.
However, the present evidence is sufficient to hypothesize that T1 injection does not play
a major role in the dispersive kinetics of EY. With injection from T1 ruled out, what
quantities drive kinetic dispersion in the EY/TiO2 system? What factors make ET kinetics
in EY less dispersive than rhodamines, when we would expect T 1 to drive dispersion
higher? As MC simulations have quantified dispersion in the value of 𝛾, the next section
will discuss the physical meaning of 𝛾 to answer these questions.
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V.

Physical Origins of Dispersive ET Kinetics

Probing the distribution of ET dynamics with SMS has shown that the T 1 of EY
surprisingly does not increase kinetic dispersion relative to molecules without a long-lived
T1 (i.e., R123, 5-ROX). MC simulations based on a three-level system (i.e., S0, S1, D)
capture the observed EY/TiO2 blinking dynamics without the need to account for ET from
T1. This suggests that kinetic dispersion at the EY/TiO 2 interface does not originate from
injection from multiple states. Both experimental and simulated results are consistent with
the Albery model for dispersive ET, where rate constants follow a lognormal distribution
according to 𝑘𝑖𝑗 = 𝜅𝑖𝑗 𝑒 −𝛾𝑥 . The dispersion parameter presented in the Albery model, γ,
serves as a general parameter for quantifying all sources of dispersion present in the system,
but does not specify the extent of influence of different physical factors. In order to identify
the physical origins of dispersion in ET kinetics, recall the influences on the average ET
rate outlined by Marcus-Gerischer theory:
2

2

𝑘𝐸𝑇 𝛼 ∫ 𝑉 (1 − 𝑓(𝐸, 𝐸𝑓 )) 𝑔(𝐸) exp (

−(Δ𝐺 0−𝜆)
4𝜆𝑘𝐵 𝑇

) 𝑑𝐸

(3)

In this equation, 𝑉 2 corresponds to electronic coupling between the dye and semiconductor,
Δ𝐺 0 is the driving force for ET, (1 − 𝑓(𝐸, 𝐸𝑓 )) 𝑔(𝐸) describes the semiconductor density
of states (DOS) and its occupation, and 𝜆 is the reorganization energy.73 Marcus-Gerischer
theory describes only the average ET kinetics of the system, but dispersive kinetics may
arise from fluctuations in any of these variables. This section will contextualize the Albery
model in terms of 𝑉, 𝑔(𝐸), Δ𝐺 0, and 𝜆 to understand the origins of kinetic dispersion at
the EY/TiO2 interface.
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The Albery model was formulated in 1985 and attributes dispersive ET kinetics to
a Gaussian distribution of activation barriers to ET (∆𝐺 ‡).57 ∆𝐺 ‡ depends on driving force
and reorganization energy, as described in the exponential term of the Marcus-Gerischer
2

equation: ∆𝐺 ‡ =

−(Δ𝐺 0 −𝜆)
4𝜆𝑘𝐵 𝑇

. Albery attributed dispersion in activation barriers to a

distribution of TiO2 particle sizes, which acts as a source of static heterogeneity for
adsorbed dye molecules.57,74 In our SMS studies, sintering nanocrystalline TiO2 substrates
gives rise to differing particle sizes throughout the sample. 75,76 Thus, heterogeneity in the
size and surface chemistry of nanocrystalline TiO2 may account for some level of
dispersion in EY/TiO2 ET rates. Further examination of Marcus-Gerischer physical
variables is still needed to determine whether this is the only factor driving dispersive ET
kinetics. Effects of sensitizing molecule (e.g., EY, R123, 5-ROX) on lognormal fit
parameters 𝜇 and 𝜎 suggest that the TiO2 substrate alone does not account for all
heterogeneity in the system.
Whereas the Albery model attributes dispersive kinetics to a Gaussian distribution
in ∆𝐺 ‡, Lian and coworkers described dispersion in terms of Gaussian-distributed
electronic coupling strengths (𝑉) in 1999.77 This formalism gives dispersive ET rates as
𝑉 2

𝑘 = 𝜅 exp ( ) , where 𝜅 is the average ET rate and 𝑉0 is the average coupling strength.
𝑉0

Varying ET rates quadratically with coupling strength does not give the lognormally
distributed rates predicted by the Albery model and observed in our EY/TiO 2 data. The
Gaussian distribution of coupling is ruled out as a factor determining dispersion in
EY/TiO2.
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Durrant and coworkers applied Lian’s coupling model to tetracarboxyphenyl zinc
porphyrin (ZnTCPP) sensitized TiO2 films in 2001, and found a distribution so broad that
negative values of V were predicted.78 This unphysical result led them to seek an alternative
explanation for dispersive ET kinetics: the DOS in TiO 2, as described by 𝑔(𝐸). They
attribute kinetic dispersion to a Gaussian distribution of energetic shifts of 𝑔(𝐸). This
distribution is centered at zero, and dispersion is quantified by its full width at half
maximum, ∆. ET rates are given by 𝑘 = 𝜅 𝑒 𝛥/𝐸0 , where 𝐸0 typically takes on values 60100 meV. The formalism developed by Durrant et al. is mathematically equivalent to the
Albery model: an average rate multiplied by an exponential dependence on a Gaussiandistributed dispersion factor. Quantitatively, we can relate the dispersion factors in the two
Δ

models to one another by 𝛾𝑥 = 𝐸 , The correspondence between Albery and Durrant’s
0

models demonstrate that lognormally distributed on and off times observed for EY/TiO 2
could

result

from

random fluctuations in
𝑔(𝐸) in addition to
∆𝐺 ‡.
Since
Gaussian-distributed
shifts in ∆𝐺 ‡ and 𝑔(𝐸)
give

mathematically

equivalent lognormal
distributions of rate
constants, 𝜅 and 𝛾

Figure 9. (A) Schematic of the dispersive ET model, showing
variations in the energies of the dye and TiO2 density of states
relative to the mean values, as indicated by red arrows. In the
model, values of x represent the energetic dispersion, which are
selected at random from a normal distribution with mean 0 and
variance 𝛾. (B) Corresponding kinetic model employed in the
MC simulations involving a ground state (1), excited state (2)
and dark state (3) corresponding to ET to TiO2. Since the
relative energies of the dye and semiconductor states vary
according to a normal distribution, the rate constants for darkstate population (𝑘23 ) and depopulation (𝑘31 ) are lognormally
distributed.
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determined through MC simulations can be used to quantify both of these sources of kinetic
dispersion. The Albery model serves as a simple formalism to account for energetic
fluctuations at the dye-semiconductor interface. Importantly, these energetic fluctuations
can originate from relative shifts in either the dye or semiconductor energetics, affecting
their overlap. Figure 9 presents a schematic of this model (A) and the dispersive ET kinetics
that it predicts (B).
Since the Albery model predicts lognormally distributed ET rate constants, the
standard deviation of the lognormal distribution, 𝜎, is proportional to the value of 𝛾. We
have quantified 𝜎 and 𝛾 for EY/TiO2 with SMS experiments and MC simulations, and have
found that injection from T1 does not appear to contribute to either quantity.
Experimentally, 𝜎 is smaller for EY than for molecules without a viable T 1 injection
pathway (i.e., R123, 5-ROX). Computationally, MC simulations replicated EY/TiO 2
blinking dynamics without the need to account for injection from T 1 (Fig. 8B), and found
that 𝛾 = 2.5. These findings, contextualized with the model in Figure 8, allow us to explain
the extent and origin of dispersion in the EY/TiO2 system.
The correspondence between Albery and Durrant’s dispersive ET models connects
the MC-modeled 𝛾 value to an energetic spread. Durrant et al. find that

Δ
𝐸0

= 1.5 in

ZnTCPP.78 With E0 on the order of 60-200 meV for TiO2, this means that Δ can range from
Δ

90-300 meV. We have established that 𝛾 = 𝐸 , and have modeled EY/TiO2 blinking with
0

𝛾 = 2.5. By the same logic applied for the Δ range of ZnTCPP, an energetic distribution
width of Δ = 150-500 meV is then expected for EY/TiO2. This range of values is consistent
with previously reported energetic dispersion arising from two distinct adsorption
geometries of EY to TiO2.79 Zhang and coworkers have found that EY can adsorb to TiO2
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in either a monodentate hydrogen-bonded or bidentate bridging conformation, and that
these geometries are separated in energy by ~100 meV. 79 In that study, addition of water
to the EY/TiO2 interface promoted interconversion between the two geometries, favoring
the bidentate bridging form that undergoes fast injection and slow BET. In our study, EY
is diluted in deionized water and spun coat onto a TiO2 substrate. The quantification of
Δ

dispersion presented by MC simulations, and the relation 𝛾 = 𝐸 , suggests that protonation
0

and deprotonation of EY by coadsorbed water contributes to dynamic heterogeneity in the
ET kinetics of EY/TiO2.
Through SMS and MC studies, we have shown that a dispersive ET model based
on distributed shifts in dye and semiconductor energetics (i.e., ∆𝐺 ‡ and/or 𝑔(𝐸)) accounts
for the kinetic dispersion observed in EY/TiO2, without the need to consider injection from
T1. This model is also consistent with possible sources of dispersion for R123 and 5-ROX.
With an ester rather than a carboxyl group, R123 exhibits nonspecific adsorption to TiO 2.39
Similar to the two distinct adsorption modes of EY to TiO2, this likely creates a spread of
energetics at the dye-semiconductor interface. 5-ROX and other rhodamines undergo
photoinduced dealkylation, meaning that different structures with distinct energetics
contribute to ET kinetics at the dye-semiconductor interface.80,81
The Albery model and Durrant’s mathematically equivalent findings provide
quantitative insight into the physical factors driving dispersion in the ET dynamics of
EY/TiO2.57,78 SMS experiments and MC simulations suggest that T 1 does not increase
kinetic dispersion in EY relative to previously studied rhodamines. Little to no previous
work has studied the relationship between T 1 and dispersive kinetics to our knowledge, and
the results observed for a triplet sensitizer like EY are surprising. Rather than the T 1
73

injection pathway, dispersive ET kinetics in EY/TiO 2 originate from random shifts in
relative energetics of the dye and semiconductor, ∆𝐺 ‡ and 𝑔(𝐸). These results are
consistent with the energetic separation of two distinct adsorption modes of EY to TiO 2
identified by Zhang et al.79

Conclusions
In this work, SMS and MC simulations are used to probe the full distribution of ET
kinetics in EY photosensitizers on TiO2. The SMS experiments employed here measure
stochastic fluctuations in emissive intensity over time, known as blinking. The durations
of on and off events connect to the underlying photophysics of the EY/TiO 2 system. In
particular, lognormally distributed on and off times demonstrate that EY/TiO 2 dispersive
ET kinetics follow the Albery model (i.e., a Gaussian distribution of activation barriers to
ET). Relative values of lognormal fit parameters μ and μ demonstrate effects of substrate
and sensitizing molecule on ET kinetics and their dispersion. For instance, EY undergoes
faster ET on semiconducting TiO2 than on glass, and EY exhibits less kinetic dispersion
than previously studied R123 and 5-ROX. Importantly, the smaller σon/off values for EY
relative to R123 and 5-ROX suggests that the energetically accessible T 1 injection pathway
unique to EY does not solely contribute to kinetic dispersion in ET to TiO 2.
Furthermore, MC simulations model blinking dynamics of EY/TiO2 using the
Albery model, further supporting this mechanism for the observed dispersive ET. The MC
simulations captured the experimentally observed blinking dynamics without accounting
for ET from T1, consistent with experimental σon/off values suggesting that T1 injection
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does not influence kinetic dispersion. MC simulations also quantify the operative ET
kinetics for EY/TiO2 as 𝜅23 = 1010 s-1, 𝜅31 = 103 s-1, and 𝛾 = 2.5. Comparison of the
Albery model to another dispersive ET kinetics model proposed by Durrant et al. reveals
that the Albery dispersion parameter 𝛾 is a general quantity describing fluctuations in
relative dye-semiconductor energetics. Specifically, Gaussian-distributed shifts in the
2

activation barrier to ET (i.e., ∆𝐺 ‡ =

−(𝛥𝐺 0 −𝜆)
4𝜆𝑘𝐵 𝑇

) and the exponential semiconductor DOS

(𝑔(𝐸)) give rise to the dispersion observed in the EY/TiO2 system. The general model
presented in Fig. 8 allows us to attribute EY/TiO2 kinetic dispersion at least in part to static
heterogeneity of the TiO2 surface, as well as dynamic heterogeneity in EY/TiO2 adsorption
geometry in the presence of water.
These studies open further questions regarding dispersive ET dynamics at the dyesemiconductor interface. The findings that T 1 injection does not contribute to dispersion is
especially intriguing, and future studies should work to further understand the effect of T 1
on blinking dynamics and DSP efficiency. SMS studies of rhodamine 560 (R560) would
be ideal to provide the most robust comparison to EY, and determine whether the T 1
injection pathway contributes to kinetic dispersion. R560 has a carboxyl attachment to TiO 2
analogous to EY and does not undergo photoinduced dealkylation, removing confounding
sources of dispersion introduced by R123 and 5-ROX. However, R560 exhibits blueshifted
absorption relative to EY, so studying these two molecules under the same conditions
would be difficult. Efforts to improve CPD analysis of MC simulations are currently
underway, and should yield more accurate modeling in future work. Furthermore, MC
modeling of the blinking dynamics of other photosensitizer molecules, such as rhodamines,
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will provide more quantitative insight into the sources and extent of kinetic dispersion
across DSP-relevant systems.
On the whole, unraveling the physical characteristics contributing to dispersive ET
kinetics at the EY/TiO2 interface informs improvements in DSP efficiency. The findings
that the relative energetics of the dye and semiconductor dictate kinetic dispersion, rather
than the number of injection pathways, provide avenues for future research to make DSP a
viable solar energy conversion technology.
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Appendix I. Single Molecule Spectroscopy of Eosin Y on Glass
SMS experiments of EY on a glass substrate were originally carried out in 2018
(see Polly Lynch’s Honors thesis, JPCC 2019 paper). Analysis of this data was performed
and reported in terms of segments, whereas we found EY/TiO2 data to be best understood
in terms of intervals. To compare the blinking dynamics of EY on different substrates, then,
we must first express EY/glass data in terms of intervals. Furthermore, updates to the CPD
code in summer 2020 called for a re-analysis of the EY/glass blinking data for a more
accurate determination of segment and interval durations. In particular, the new CPD code
adapts Watkins and Yang’s original approach based on photon arrival times (i.e., singlemolecule TCSPC) to better account for binning used in our experiments. This results in the
detection of more change points, which also means that events tend to be shorter following
updated CPD analysis of the same set of blinking traces. This Appendix presents the reanalyzed data for 127 molecules of EY on a glass substrate, in an anoxic (N2) environment.

Figure 1. Comparison of the same EY/glass/air blinking trace analyzed with (A)
summer 2020 updated and (B) previous CPD code. Events that were previously
missed with the previous CPD code are now accounted for. For instance, CPD finds
2091 on segments and 573 off segments in blinking trace (A), compared to only 793
on segments and 184 off segments in blinking trace (B).
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The on- and off-time (interval) distributions and single-molecule blinking statistics
described here are the ones used for comparison to EY/TiO2 in Chapter 3.
Table 1. Best fit parameters for on- and off-time distributions of 127 EY molecules on
glass in an anoxic environment. Errors represent one standard deviation.
Power Law:
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ON
intervals

57.9

3.8 ± 0.1

0.7600

0.482 ±
0.006

3.9 ± 0.2
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0.28 ±
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0.0230
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intervals
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ON
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Table 2. Single-molecule blinking statistics for EY/glass. Errors represent one standard
deviation.
Intervals

Segments

Non

658

4282

Noff

625

1017

Events per molecule

10

41.7

Average on time (s)

16 ± 26

2.55 ± 4.2

Average off time (s)

21 ± 35

13.9 ± 24

Event frequency (s-1)

0.048 ± 0.066

0.2 ± 0.2
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Appendix II. Single Molecule Spectroscopy of Rose Bengal
To further investigate the effect of T1 on dispersive ET kinetics, I began preliminary
SMS studies of Rose Bengal (RsBg) on a glass substrate. RsBg has the same xanthene
backbone as EY but more heavy atoms. Whereas EY has four bromine atoms in the 2’,4’,5’,
and 7’ positions, RsBg replaces these with iodine, and includes four chlorine atoms at
positions 4, 5, 6, and 7. These heavy atoms result in even faster intersystem crossing to T1
for RsBg relative to EY (𝑘𝑖𝑠𝑐 ~ 𝑘𝑛𝑟 = 1.03 × 1010 𝑠 −1 ), as measured by Fleming et al. in
1977. While our findings for EY suggest that T1 does not contribute appreciably to
Table 3. Preliminary single-molecule blinking statistics for RsBg/glass, segments
only. Errors correspond to one standard deviation.
Air

N2

# on segments

14,338

858

# off segments

4,534

541

Events per molecule

168

32

Average on time (s)

0.38 ± 0.93

1.4 ± 1.9

Average off time (s)

10.8 ± 22.6

12.8 ± 10.2

-1

0.84 ± 1.25

0.16 ± 0.11

Event frequency (s )

Figure 2. Representative false-colored image (A) and blinking trace (B) for single
molecules of RsBg on glass in N2. Maximum counts on the scan are 308 per 30 ms
dwell time.
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dispersive ET kinetics, continuing studies with an analogous photosensitizer like RsBg
could provide further support for this hypothesis.
I studied 5x10-10 M
RsBg under air and N2 at an
excitation power of 1.52 μW.
In air, I collected blinking
traces for 112 molecules,
which

gave

segments

and

14,338

on

4,534

off

segments. In N2, under the
same conditions otherwise, I
observed blinking from 43
molecules, and CPD found
858 on segments and 541 off

Figure 3. Representative low-density (A) and high-density
(C) false-colored images for single molecules of RsBg on
glass in air. Scans are scaled to a maximum of 200 counts
per 30 ms dwell time. Low-density dye films seem to give
rise to lower-frequency blinking traces (B), while higherdensity films result in higher-frequency blinking traces (D).

segments. Analysis of the
intervals in this dataset, rather than segments, would be straightforward and may yield
additional insight into the mechanism of dark-state production and decay. However, I
originally only analyzed this data in the context of segment durations, so they will be the
focus of discussion here.
Despite all of the molecules and blinking observed, I never got to a point where I
felt that my RsBg datasets were reliable enough to draw real conclusions before turning
back to EY. In particular, I never went back through the scans and blinking traces I
collected in the same way that I did for EY to check that spot size was consistent with
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single molecules, or that all of the blinking traces I’ve included here are truly blinking.
Overall, I still don’t feel completely confident that I know what “representative” RsBg data
is – perhaps conditions should be further varied or optimized in the future to make sure that
we can achieve consistent qualities to scans and blinking traces. However, some
discrepancies in the single-molecule RsBg data turned out to be quite interesting: for
instance, very different blinking dynamics were observed for different dye film densities
in air. Figure 3 demonstrates this relationship, where more dense films correlate with a
higher event frequency. At that point, we had only observed this kind of blinking for
EY/glass in air, but it also looks like what we would later see for EY/TiO2 in N2. I tried to
test the hypothesis that more dense films gave higher-frequency blinking by starting with
a high-density film and stepping down concentration from the same dilution to lower the
density. However, controlling the film density that actually ended up on the glass slide
proved difficult, and I was unable to replicate the original high-density films enough to
continue down that path. This could have just been bad dilutions or spin coats on my part,
or perhaps a less than optimal excitation power, so I’d be interested to see how this
experiment turns out given more time to optimize conditions.
Figure 4 presents the distributions of RsBg on and off segments overlaid with their
lognormal fits, and all fit parameters are given in Table 4. Note again that these are
preliminary: I have not gone back through the dataset to take a closer look at spot size and
intensity as I did many times with EY to ensure we’re looking at single molecules, or get
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rid of any molecules that didn’t appear to be blinking. Regardless, these should provide a
general starting point for interpretation of this dataset in the context of EY.

Figure 4. Preliminary on- and off-time distributions for RsBg on glass, in N2 and in air. The
CCDFs are presented in blue, and lognormal fits are given by red dashed lines. Note that only
segments are included here.

Table 4. Preliminary best-fit parameters for on- and off-segment distributions of RsBg in N2
and in air. Errors correspond to one standard deviation.
Power Law:
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57.9
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0.7600

0.482 ±
0.006

3.9 ± 0.2

0

0.28 ± 0.09

2.22 ± 0.06

0.023

N2, OFF

12.8

1.89 ± 0.04

0

0.403 ±
0.006

3.2 ± 0.2

0

-0.1 ± 0.1

2.53 ± 0.07

0

Air, ON

0.59

2.70 ± 0.01

0.4630

0.940 ±
0.001

0.135 ±
0.003

0

-2.574 ±
0.008

0.997 ±
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0

Air, OFF

1.86

1.89 ± 0.01
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0.570 ±
0.003

1.37 ± 0.03
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-0.56 ± 0.02
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0
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Appendix III. Monte Carlo Simulations and Analysis
I.

Monte Carlo (MC) Simulation Code

The MC simulation code copied below was originally written by Harrison Tuckman in
2019-2020. The main code responsible for the simulation is main.c, and the other files are
called within main.c. All are included in a RunMaker folder (names of those are getting a
little long, but the currently used directory is copied below) so that they can be uploaded
to the cluster together. Harrison wrote two simulations, one based on a three-level system
and the other based on a four-level system. The original thought was that including a fourth
level in the MC simulation was necessary since EY can inject from T1, and that the fourlevel system (i.e., two dark states) would account for the multiple emissive intensities we
see experimentally. Importantly, however, Harrison’s four-level code only accounted for
injection from T1 (i.e., sequential following intersystem crossing), and none from S1.
The four-level system did not appear to give any realistic blinking even over several
broad ranges of kinetics (see KMK-IV-34 for summary). In particular, we had trouble
simulating any buildup of sustained emission, which motivated us to take a step back to
the three-level system. To do this, I adapted Harrison’s main.c code for the four-level
system to “skip” the triplet and inject straight from state 2 to state 4 – effectively making
it three levels. Therefore, in this code, and in all of my analysis outside my thesis, I refer
to the dark state in the three-level system as state 4, injection as 𝑘24 and recombination as
𝑘41 . I’m so sorry for any confusion that this may cause in the future. I do think this
nomenclature could be useful, though, if future simulations need to account for parallel
injection from both S1 (state 2) and T1 (state 3) to the dark state (state 4). For most
simulations, I used the code found in RunMaker3StageDisp. I also showed that we can
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account for spectral diffusion in principle using the code in RunMaker3StageDispSD, and
I think that that could be a really interesting rabbit hole for someone to check out in the
future. The most updated code is found in RunMakerDisp3CorrectStage, which corrects
for the error discussed below.
One final note on simulation code: Grayson, Professor Wustholz and I discovered a
few weeks ago that Harrison’s RunMaker.m file (that I was using to set parameters and
search spaces for all of my simulations) was systematically underestimating 𝜅 values. To
account for rates being lognormally distributed, Harrison had divided the desired 𝑘𝑖𝑛𝑗 and
𝑘𝑟𝑒𝑐 values by

𝛾2
2

to obtain the “prefactor” (i.e., 𝜅) referred to in the code below. However,

since 𝜅 was used throughout the code to calculate dispersed rate constants according to the
Albery model (i.e, 𝑘𝑖𝑗 = 𝜅𝑖𝑗 𝑒 −𝛾𝑥 ), the actual average rates ended up being slower than
what we aimed to simulate. This effect is more drastic with larger values of 𝛾. The
simulations still worked fine, just with different kinetics than we intended, so this should
be kept in mind when looking back at any simulation results prior to July 2021.
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C:/Users/Datamuncher/Desktop/1ADocs/MATLAB CODES
FINAL/RunMakerDisp3CorrectStage/function.c
#include "Function.h"
double* getNormRand() {
double rand1 = (double)rand() / (double)RAND_MAX;
double rand2 = (double)rand() / (double)RAND_MAX;
static double vec[2];
vec[0] = sqrt(-2.0 * log(rand1))*cos(2.0*pi*rand2);
vec[1] = sqrt(-2.0 * log(rand1))*sin(2.0 * pi*rand2);
return vec;
}
C:/Users/Datamuncher/Desktop/1ADocs/MATLAB CODES
FINAL/RunMakerDisp3CorrectStage/Function.h
#pragma once
#include <stdlib.h>
#include <stdio.h>
#define pi 3.14159265358979323846
double* getNormRand();
C:/Users/Datamuncher/Desktop/1ADocs/MATLAB CODES
FINAL/RunMakerDisp3CorrectStage/parameters.c
#include "Parameters.h"
C:/Users/Datamuncher/Desktop/1ADocs/MATLAB CODES FINAL/RunMakerDisp3CorrectStage/main.c
#pragma warning(disable:4996)
#include <stdio.h>
#include <stdlib.h>
#include <time.h>
#include "Parameters.h"
#include "Function.h"
#include "mkl_vsl.h"
int main(int argc, char* argv[]) {
//Command Line Parser. This is used to delegate tell the program what to call the
file when a batch is run on the cluster
int run;
int node;
int cores;
if (argc > 1) {
run = atoi(argv[2]);
node = atoi(argv[1]);
cores = atoi(argv[3]);
}
else {
run = 0;
node = 1;
cores = 1;
}
run = cores * (node - 1) + run;
srand(time(NULL) * run * 333);
//Random Number Generators
double uniforms[(int)(2 * bin_time / timestep / resolution)];
double normals[(int)(bin_time / timestep / resolution / 2)];
double* uniform_pointer = uniforms;
double* normal_pointer = normals;
VSLStreamStatePtr stream;
vslNewStream(&stream, VSL_BRNG_MT19937, (time(NULL) * run * 333));
vdRngGaussian(VSL_RNG_METHOD_GAUSSIAN_ICDF, stream, 2, normals, 0.0, 1.0);
//clocks for timing purposes only
clock_t start, end, algos, algoe;
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start = clock();
char str[80];
sprintf(str, "./Data/Photon_Data_%d.txt", run);
FILE* file = fopen(str, "w");
sprintf(str, "./Data/Triplet_Quenching_%d.txt", run);
FILE* file2 = fopen(str, "w");
sprintf(str, "./Data/BET_%d.txt", run);
FILE* file4 = fopen(str, "w");
sprintf(str, "./Data/Photons_Between_%d.txt", run);
FILE* file3 = fopen(str, "w");
//Datastructure and variable initiation
long long int timein, timeout;
double
double
double
double
double
double
int
int
int
int

prob12
prob21
rate24
rate41
prob24
prob41

=
=
=
=
=
=

1 - exp(-rate12 * timestep);
1 - exp(-rate21 * timestep);
prefactor24 * exp(-gamma * (*normal_pointer++));
prefactor41 * exp(-gamma * (*normal_pointer));
1 - exp(-rate24 * timestep);
sqrt(1 - exp(-rate41 * timestep));

point = 1;
counter = 0;
photon_counter = 0;
photonbetweencounter = 0;

//loop variables
long long int looper = (long long int)(bin_time / timestep / resolution);
long long int looper2 = (long long int)(sim_length / bin_time);
long long int helper = (long long int)(bin_time / timestep);
algos = clock();
//main simulation
long long int i, j, k;
for (i = 0; i < looper2; i++)
{
for (k = 0; k < resolution; k++) {
vdRngUniform(VSL_RNG_METHOD_UNIFORM_STD_ACCURATE, stream, 2 *
looper, uniforms, 0.0, 1.0);
vdRngGaussian(VSL_RNG_METHOD_GAUSSIAN_ICDF, stream, looper/2,
normals, 0.0, 1.0);
uniform_pointer = uniforms;
normal_pointer = normals;
for (j = 0; j < looper; j++)
{
switch (point)
{
//ground state
case 1:
if (*uniform_pointer++ < prob12) {
//excitation
point = 2;
}
break;
//excited state
case 2:
if (*uniform_pointer++ < prob21 + prob24) {
//event will occur, looking at quantum yield
to determine what event it will be
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if (*uniform_pointer++ < (rate21 / (rate21 +
rate24))) {
//photon emission
point = 1;
photon_counter += 1;
photonbetweencounter += 1;
}
else {
//injection to dark state
point = 4;
fprintf(file3, "%d\n",
photonbetweencounter);
photonbetweencounter = 0;
timein = j + k * looper + i * helper;
}
}
break;
//dark state
case 4:
if (*uniform_pointer++ < prob41 &&
*uniform_pointer++ < prob41) {
//return to ground state. Dispersive
kinetics recalculated
point = 1;
rate24 = prefactor24 * exp(-gamma *
(*normal_pointer++));
rate41 = prefactor41 * exp(-gamma *
(*normal_pointer++));
prob24 = 1 - exp(-rate24 * timestep);
prob41 = sqrt(1 - exp(-rate41 * timestep));
timeout = j + k * looper + i * helper;
fprintf(file4, "%lld \t %e\n", timein,
(timeout - timein) * timestep);
}
break;
}
}
}
//photons for bin_step updated
fprintf(file, "%d\n", photon_counter);
photon_counter = 0;
}
//timing information only
algoe = clock();
printf("Time for Algorithm: %f\n", (((double)(algoe - algos)) / CLOCKS_PER_SEC));
//print the times on the first run
if (run == 1) {
FILE * file5 = fopen("./Data/times.txt", "w");
double t = bin_time;
while (t <= sim_length) {
fprintf(file5, "%f\n", t);
t += bin_time;
}
fclose(file5);
FILE * file6 =
fprintf(file6,
fprintf(file6,
fprintf(file6,
fprintf(file6,
fprintf(file6,
fprintf(file6,
fprintf(file6,
fprintf(file6,
fclose(file6);

fopen("./Data/parameters.txt", "w");
"rate12: %.5e\n", (double)rate12);
"rate21: %.5e\n", (double)rate21);
"prefactor24: %.5e\n", (double)prefactor24);
"prefactor41: %.5e\n", (double)prefactor41);
"sim_length: %.5e\n", (double)sim_length);
"bin_time: %.5e\n", (double)bin_time);
"timestep: %.5e\n", (double)timestep);
"gamma: %.5e\n", (double)gamma);

}
fclose(file);
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fclose(file2);
fclose(file3);
fclose(file4);
end = clock();
printf("Time for Whole Program: %f\n", (((double)(end - start)) /
CLOCKS_PER_SEC));
return 0;
}
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II.

CPD and Blinking Statistics Analysis

Early MC simulations of EY were limited in their representation of blinking dynamics.
For instance, we could never seem to replicate the long-lived on events characteristic of
EY/glass blinking traces with a four-level system. When we did, it was because the
molecule never turned off. In some cases, on- and off-time distribution matches were
achieved with acceptable accuracy, but the blinking traces giving rise to these distributions
did not appear to qualitatively match the experimental observations of EY. We have
previously found in SMS experiments that single-molecule blinking statistics (e.g., average
on time, average off time, event frequency) are characteristic of the molecule under study,
as well as its substrate and environment. For example, EY shows a distinct change in
blinking statistics between glass and TiO2 substrates, characterized largely by a high event
frequency on TiO2 (Chapter 3).
With all of this in mind, I set out to close the gap between experimental and simulated
blinking dynamics by analyzing simulated single-molecule blinking statistics. There were
a few main goals of this project, the first being to streamline the analysis of large simulated
datasets. Furthermore, I wanted to provide a holistic evaluation of simulation performance
bridging quantitative and qualitative metrics. As an experimentalist first, I often found
myself paying attention to the qualitative appearance of the simulated blinking traces in
my analysis. Evaluating the blinking statistics in the simulated traces can quantitatively
direct attention towards what the experimentalist identifies by eye and intuition. In the
search for an overall metric, we can identify which aspects of blinking are performing well
and which are performing poorly, and identify kinetic trends that give rise to blinking
dynamics. Combining single-molecule blinking statistics with double-empirical KS
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statistics for on- and off-time distributions ultimately quantifies the accuracy of the
simulation from two equally important perspectives.
The Matlab code copied below iterates through the CPD output files of each simulated
molecule to extract and calculate single-molecule blinking statistics, and tabulate them
with their kinetic input parameters. Average on time, average off time, and event frequency
are all calculated in terms of both segments and intervals. I have found intervals to be more
informative, since our simulations do not yet explicitly account for the intensity
fluctuations within intervals that give rise to segments. In addition, both time-averaged
intensity (i.e., weighted by CPD output) and raw average intensity (i.e., calculated from
raw data points) are calculated and tabulated. These values have not been as diagnostic of
realistic behavior as times, since simulated intensities tend to be higher than experimental
ones on the whole. I ran a lot of control experiments (see KMK-III-40 for summary) to
understand where simulated photon counts come from, and future work could certainly
build on this, so I would still recommend calculating and keeping average intensities for
future reference.
The Matlab code outputs two Excel sheets. One records the blinking statistics of all
individual molecules simulated, and the other records average values over (typically) 20
molecules per experiment (i.e., a set of simulated blinking traces run with the same
parameters). I typically make more use of the latter sheet for further analysis and
visualization. Once blinking statistics are organized alongside their input parameters in
Excel, I add columns to calculate the distance of each individual value from the
experimental blinking we hope to simulate. This is typically quantified as standard
deviations or standard errors from the mean. The match of the on- and off-time distributions
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to experimental observations is quantified in another code, DoubleEmpiricalKS3.m, but
the on- and off-time KS statistics are typically added to the Excel sheet alongside blinking
statistics as well. This presents an opportunity for quantification of “deviation from
experiment” in terms of blinking statistics and distributions in a single value. After testing
out the predictive fidelity of several combinations of metrics, I landed on the product of
two sums, blinking statistic standard errors and on- and off-time distribution KS statistics.
I calculated the number of standard errors each blinking statistic fell from the experimental
𝜇𝑠𝑖𝑚 −𝜇𝑒𝑥𝑝𝑡

mean using |𝑆𝐸|𝑏𝑙𝑖𝑛𝑘𝑖𝑛𝑔 = | (𝑆/

√𝑁)𝑒𝑥𝑝𝑡

| for each blinking statistic of interest. Here, 𝜇𝑠𝑖𝑚 is

the average value over the simulated dataset, 𝜇𝑒𝑥𝑝𝑡 is the average experimental value, and
(𝑆/√𝑁)𝑒𝑥𝑝𝑡 is the experimental standard error. The absolute value ensures that positive
and negative deviations do not cancel out to give artificially low sums. KS statistics are
defined as the maximum distance between CDFs, 𝑆(𝑡)𝑒𝑥𝑝𝑡 and 𝑆(𝑡)𝑠𝑖𝑚: 𝐷 =
max |𝑆(𝑡)𝑒𝑥𝑝𝑡 − 𝑆(𝑡)𝑠𝑖𝑚 |. These are calculated for both on- and off-time distributions, so
we can add both KS statistics and seek to minimize the sum for the best holistic match to
experimental data. For a mathematical expression of “total deviation” we can write:
Total deviation = ∑|𝑆𝐸|𝑏𝑙𝑖𝑛𝑘𝑖𝑛𝑔 ∗ ∑ 𝐷

My evaluations focused on average on interval time, average off interval time, and interval
event frequency, so these were included in my standard error sum. However, future studies
could easily adapt this to include more metrics, such as average segment times or
intensities. To ensure equal weighting of blinking statistics and distribution fitting, I
decided to combine the two sums by multiplying rather than adding since ∑|𝑆𝐸|𝑏𝑙𝑖𝑛𝑘𝑖𝑛𝑔 is
typically much larger than ∑ 𝐷. The lowest value of this metric corresponds to the best
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match between experiment and simulation. Importantly, the total deviation was empirically
determined – I tested out combinations of variables to see what led me towards “good”
blinking, but didn’t follow much of a statistical protocol for doing so. I talked to Harrison
about this and he said that my use of sums and products were reasonable, but did suggest
an approach based on a 𝑡-test in the future for a more standardized method (see KMK-III127 for meeting notes). Seeing as I combined variables empirically based on EY datasets
alone, there isn’t yet an absolute scale for total deviation. This means that the best
interpretation of these values is a relative one in the context of a simulated dataset, and a
different metric may be needed for different simulations in the future. However, I hope that
the general framework remains helpful going forward.
Once all statistics are prepared in the Excel sheet, I visualize the data over our kinetic
search space using a scatter plot in Matlab. The scatter plot is displayed as a log-scale grid
of the input parameters 𝜅23 and 𝜅31 for a single value of 𝛾, and the blinking statistics are
visualized using a color scale. Starting with the total deviation allows us to see which
parameters give rise to the best holistic results. Visualizing individual metrics can help to
understand where the overall trend comes from, as well as how individual metrics perform
relative to one another. Examples of color-scaled scatter plots are given for EY/TiO2
simulations in Figure 5. These came from Grayson Hoy’s 07022021 simulation (slides in
Google Drive). Note that the figures are for illustrative purposes only – they were run with
the

𝛾2
2

underestimation, and also prior to making the changes in CPD analysis that will be

discussed shortly. Regardless, from visualizations of blinking statistics, we can direct our
attention to realistic blinking, and identify kinetic trends in simulated blinking dynamics.
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Figure 5. Examples of color-scaled scatter plots visualizing results of simulated EY/TiO 2
blinking dynamics. The color bar of each plot is scaled to best visualize the minimum and
maximum values shown for each quantity. The top left plot, ∑|𝑆𝐸| ∗ ∑ 𝐾𝑆, provides a
holistic evaluation of simulated blinking, and the rest break down contributions from
different blinking statistics and distribution matches.

A final consideration for analysis of simulated blinking dynamics is the use of CPD.
We have noticed recently that CPD misses blinking events in simulated blinking traces.
Primarily, short, low-intensity on times are skipped, as demonstrated in Figure 6. For
EY/TiO2 simulations, this tended to be the case in cases where injection was fast (i.e.,
𝜅23 = 1011 – 1012 s-1). While all events in the simulated blinking trace are real, the CPD
algorithm is designed for experimental data, where not all photon counts result from real
blinking events (i.e., experiments have noise whereas simulations do not). Efforts are
underway to adapt CPD to account for these differences. Upon correcting CPD, we
primarily expect a more accurate determination of and accounting for short on events.
Since currently these short on times are being included as part of longer off times, their
accurate determination should also result in shorter observed off events relative to the
current analysis. It is difficult to predict how this change would manifest in on- and off100

time distributions,

and if the

kinetics ultimately giving rise to the
most accurate blinking dynamics
will change. However, for EY/TiO2
in particular, a more accurate
analysis of faster injection kinetics
opens the opportunity to more fully
consider simulations closer to the
literature

values

for

injection.

Whether or not improved CPD

Figure 6. Simulated EY/TiO2 blinking trace with
parameters 𝜅23 = 1 × 1012 𝑠 −1 , 𝜅31 = 1 ×
105 𝑠 −1 , 𝛾 = 2.5. CPD only detects 6 on times and 2
intensity levels here, which is not an accurate
representation of the blinking dynamics observed.

analysis of these blinking dynamics
reveals these kinetics as more
accurate representations than those reported in Chapter 3, further questions will be opened.
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III.

Simulation Analysis Code

C:/Users/Datamuncher/Desktop/1ADocs/MATLAB CODES
FINAL/ComputationStarterPack/DataAnalysis/BlinkingStats/BlinkingStatsDisp3Stage
function BlinkingStatsDisp3Stage(filename,start,finish)
%{
Extract blinking statistics (time-averaged intensity, average on/off time,
event frequency) from cluster CPD output, along with their corresponding
input parameters (k_34, k_41, gamma). See KMK-II-58-59 for more details and
notes from writing/debugging.
%}
cd('C:/Users/Datamuncher/Desktop/1ADocs/MATLAB CODES
FINAL/ComputationStarterPack/DataAnalysis/Analyzed');
%cd('C:/Users/kelly/Documents/MATLAB/ComputationStarterPack/ComputationStarterPack/DataAn
alysis/Analyzed');
%specify bin time for in s - usually 10 ms
bin_time=0.01;
%specify time of simulated blinking traces - usually 200 s
trace_time=200;
sim_table =
table('Size',[0,12],'VariableTypes',{'string','double','double','double','double','double
','double','double','double','double','double','double'},'VariableNames',{'expt','k_24','
k_41','gamma','t_avg_intensity','raw_avg_intensity','avgOnSeg','avgOffSeg','eventFreqSeg'
,'avgOnInt','avgOffInt','eventFreqInt'});
all_expt_table =
table('Size',[0,12],'VariableTypes',{'string','double','double','double','double','double
','double','double','double','double','double','double'},'VariableNames',{'expt','k_24','
k_41','gamma','t_avg_intensity','raw_avg_intensity','avgOnSeg','avgOffSeg','eventFreqSeg'
,'avgOnInt','avgOffInt','eventFreqInt'});
for j=start:finish
expt=strcat(filename,string(j));
disp(expt);
cd(strcat(pwd,'/',expt));
%extract parameters from txt file - super messy but hopefully works
%load file
if exist('parameters.txt','file')
%disp('finding parameters');
fileID=fopen('parameters.txt');
formatspec='%s';
params=fscanf(fileID,formatspec);
%find indices in single string output
prefactor_24_index=strfind(params,'prefactor24');
prefactor_41_index=strfind(params,'prefactor41');
g_index=strfind(params,'gamma');
%convert to doubles; convert prefactors to k's
% changed 070821 - no longer doing the gamma^2/2 conversion
k_24=double(string(params(prefactor_24_index+12:prefactor_24_index+22)));
k_41=double(string(params(prefactor_41_index+12:prefactor_41_index+22)));
gamma=double(string(params(g_index+6:g_index+8)));
%k_24=prefactor_24*exp(gamma^2/2);
%k_41=prefactor_41*exp(gamma^2/2);
fclose(fileID);
end
% read Photon_Data* files (i.e., didn't go through CPD), calculate raw
% average intensity
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raw_avg_intensities=zeros(20,1);
if exist('Photon_Data_1.txt','file')
disp('Photon_Data exists');
for i=1:20
fileID=fopen(strcat('Photon_Data_',string(i),'.txt'));
formatspec='%f';
raw_intensities=fscanf(fileID,formatspec);
fclose(fileID);
sum=0;
for j=1:size(raw_intensities)
sum=sum+(raw_intensities(j)*bin_time);
end
raw_avg_intensities(i)=sum/trace_time;
end
raw_avg_intensity=mean(raw_avg_intensities);% may want better names for these
variables
elseif exist('Data','dir')
cd('Data');
disp('in data folder condition');
for i=1:20 %there's definitely a better way to do this than copying 10 lines of
code
fileID=fopen(strcat('Photon_Data_',string(i),'.txt'));
formatspec='%f';
raw_intensities=fscanf(fileID,formatspec);
fclose(fileID);
sum=0;
for j=1:size(raw_intensities)
sum=sum+(raw_intensities(j)*bin_time);
end
raw_avg_intensities(i)=sum/trace_time;
end
raw_avg_intensity=mean(raw_avg_intensities);
cd('../');
end
%look for CPDyfixed90 directory
if exist('CPDyfixed90','dir')
cd('CPDyfixed90');
%if CPDyfixed90 does not exist, look for Data - some CPD output has ended up
%there
elseif exist('Data','dir')
%
disp('Data exists');
cd('Data');
if exist('CPDyfixed90','dir')
%
disp('CPD exists');
cd('CPDyfixed90');
%
disp(pwd);
else
cd('../../');
end
else
cd('../');
continue;
end
%expt_table=table('VariableNames',{'average_intensity','average_on_segment_time','average
_off_segment_time','event_frequency'});
expt_table =
table('Size',[0,12],'VariableType',{'string','double','double','double','double','double'
,'double','double','double','double','double','double'},'VariableNames',{'expt','k_24','k
_41','gamma','t_avg_intensity','raw_avg_intensity','avgOnSeg','avgOffSeg','eventFreqSeg',
'avgOnInt','avgOffInt','eventFreqInt'});
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for k=1:20
molecule=strcat('CPDPhoton_Data_',string(k),'.txt');
if exist(molecule,'file')
%disp(molecule);
fullOutput=importdata(molecule);
else
%cd('../../');
%disp(pwd);
continue;
end
% extract list of intensities, calculate time-averaged intensity
intensities = fullOutput(:,1);
%disp('intensities: ')
%disp(intensities);
if isa(intensities,'double')
times = fullOutput(:,2);
%
disp('times: ');
%
disp(times);
t_avg_intensity = 0;
for m=1:numel(intensities)
t_avg_intensity = t_avg_intensity + (intensities(m)*times(m)/trace_time);
%
disp('tai = ')
%
disp(t_avg_intensity);
end
else
continue;
end
% extract list of on segments, calculate average on-time
onsegs = fullOutput(:,3);
onints = fullOutput(:,5);
onsegs(onsegs==0) = [];
onints(onints==0) = [];
%disp(onsegs);
try
avgOnSeg=mean(onsegs,'omitnan');
avgOnInt=mean(onints,'omitnan');
end
% extract list of off segments, calculate average off-time
offsegs = fullOutput(:,4);
offsegs(offsegs==0) = [];
offints = fullOutput(:,6);
offints(offints==0) = [];
try
avgOffSeg=mean(offsegs,'omitnan');
avgOffInt=mean(offints,'omitnan');
end
%disp(avgOff);
% calculate event frequency
eventFreqSeg = (numel(onsegs)+numel(offsegs))/trace_time;
eventFreqInt = (numel(onints)+numel(offints))/trace_time;
%disp(event_freq);
% add variables to experiment table
new_expt_row =
table(expt,k_24,k_41,gamma,t_avg_intensity,raw_avg_intensity,avgOnSeg,avgOffSeg,eventFreq
Seg,avgOnInt,avgOffInt,eventFreqInt);
expt_table=[expt_table ; new_expt_row];
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end
all_expt_table=[all_expt_table ; expt_table];
% calculate average values of experiment and add to simulation table
new_sim_row =
table(expt,k_24,k_41,gamma,mean(table2array(expt_table(:,5)),'omitnan'),mean(table2array(
expt_table(:,6)),'omitnan'),mean(table2array(expt_table(:,7)),'omitnan'),mean(table2array
(expt_table(:,8)),'omitnan'),mean(table2array(expt_table(:,9)),'omitnan'),mean(table2arra
y(expt_table(:,10)),'omitnan'),mean(table2array(expt_table(:,11)),'omitnan'),mean(table2a
rray(expt_table(:,12)),'omitnan'),'VariableNames',{'expt','k_24','k_41','gamma','t_avg_in
tensity','raw_avg_intensity','avgOnSeg','avgOffSeg','eventFreqSeg','avgOnInt','avgOffInt'
,'eventFreqInt'});
sim_table=[sim_table ; new_sim_row];
%cd('C:/Users/kelly/Documents/MATLAB/ComputationStarterPack/ComputationStarterPack/DataAn
alysis/Analyzed');
cd('C:/Users/Datamuncher/Desktop/1ADocs/MATLAB CODES
FINAL/ComputationStarterPack/DataAnalysis/Analyzed');
end
disp(sim_table);
%export to excel sheet
cd('../');
excelfile_sim=strcat('BlinkingStats_sim_',filename);
writetable(sim_table,strcat(excelfile_sim,'.xlsx'));
excelfile_expts=strcat('BlinkingStats_expts_',filename);
writetable(all_expt_table,strcat(excelfile_expts,'.xlsx'));
end
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C:/Users/Datamuncher/Desktop/1ADocs/MATLAB CODES
FINAL/ComputationStarterPack/DataAnalysis/DoubleEmpiricalKS3
intervals=1;
sims=25;
date='07022021';
datadir='C:\Users\Datamuncher\Desktop\1ADocs\MATLAB CODES
FINAL\ComputationStarterPack\DataAnalysis\Analyzed\EY-TiO2-N2 FINAL';
home=pwd;
%Off Segs---------------------failed=[];
cd(datadir);
files=dir('CPD*');
data=[];
for i=1:size(files)
temp=importdata(files(i).name());
if intervals
data=[data;temp(:,6)];
else
data=[data;temp(:,4)];
end
end
data=sort(data);
while data(1)==0
data(1)=[];
end
realcdf=[1/size(data,1):1/size(data,1):1]';
realccdf=1-realcdf;
real=data;
chart=[data,realcdf];
to_del=[];
for i=2:size(chart,1)
if chart(i,1)==chart(i-1,1)
to_del=[to_del;i-1];
end
end
for i=size(to_del):-1:1
chart(to_del(i),:)=[];
end
passed=[];
best=zeros(10,2);
alldists=zeros(sims,2);
for i=1:10
best(i,2)=inf;
end
for k=1:sims
try
cd(strcat(home,'\Analyzed\',date,int2str(k),'\CPDyfixed90'));
files=dir('CPD*');
data=[];
for i=1:size(files)
temp=importdata(files(i).name());
if intervals
data=[data;temp(:,6)];
else
data=[data;temp(:,4)];
end
end
data=sort(data);
while size(data,2)~=0 && data(1)==0
data(1)=[];
end
if size(data,2)~=0
cdf=[1/size(data,1):1/size(data,1):1]';
ccdf=1-cdf;
chart2=[data,cdf];
to_del=[];
for i=2:size(chart2,1)
if chart2(i,1)==chart2(i-1,1)
to_del=[to_del;i-1];
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end
end
for i=size(to_del):-1:1
chart2(to_del(i),:)=[];
end
maxdist=0;
points2test=[chart(:,1);chart2(:,1)];
points2test=sort(points2test);
indexdata=1;
indexreal=1;
for i=1:size(points2test,1)
if points2test(i)<chart2(1,1)
while indexreal<=size(chart,1) && chart(indexreal,1)<points2test(i)
indexreal=indexreal+1;
end
if indexreal>size(chart,1)
dist=1;
else
dist=chart(indexreal,2);
end
elseif points2test(i)>=chart2(end,1)
while indexreal<=size(chart,1) && chart(indexreal,1)<points2test(i)
indexreal=indexreal+1;
end
if indexreal>size(chart,1)
dist=0;
else
dist=abs(chart(indexreal,2)-1);
end
else
while indexreal<=size(chart,1) && chart(indexreal,1)<points2test(i)
indexreal=indexreal+1;
end
while indexdata<=size(chart2,1) && chart2(indexdata,1)<points2test(i)
indexdata=indexdata+1;
end
if indexreal>size(chart,1)
if indexdata>size(chart2,1)
dist=0;
else
dist=abs(1-chart2(indexdata,2));
end
else
if indexdata>size(chart2,1)
dist=abs(1-chart(indexreal,2));
else
dist=abs(chart(indexreal,2)-chart2(indexdata,2));
end
end
end
if dist>maxdist
maxdist=dist;
end
end
if maxdist<best(10,2)
best(10,1)=k;
best(10,2)=maxdist;
best=sortrows(best,2);
end
if
maxdist<1.949*sqrt((size(real,1)+size(data,1))/(size(real,1)*size(data,1)))
passed=[passed;k];
end
alldists(k,1)=k;
alldists(k,2)=maxdist;
figure('name','Comparison')
loglog(data,ccdf,'color','r','MarkerSize',10,'LineStyle','none','Marker','.');
hold on
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loglog(real,realccdf,'color','k','MarkerSize',10,'LineStyle','none','Marker','.');
if intervals
saveas(gcf,'OffIntComparison.jpg');
saveas(gcf,'OffIntComparison.fig');
else
saveas(gcf,'OffComparison.jpg');
saveas(gcf,'OffComparison.fig');
end
close(gcf);
end
catch
failed=[failed;k];
end
end
disp(best)
disp(passed)
disp(alldists);
%On Segs---------------------cd(datadir);
files=dir('CPD*');
data=[];
for i=1:size(files)
temp=importdata(files(i).name());
if intervals
data=[data;temp(:,5)];
else
data=[data;temp(:,3)];
end
end
data=sort(data);
while data(1)==0
data(1)=[];
end
realcdf=[1/size(data,1):1/size(data,1):1]';
realccdf=1-realcdf;
real=data;
chart=[data,realcdf];
to_del=[];
for i=2:size(chart,1)
if chart(i,1)==chart(i-1,1)
to_del=[to_del;i-1];
end
end
for i=size(to_del):-1:1
chart(to_del(i),:)=[];
end
passedon=[];
beston=zeros(10,2);
alldistson=zeros(sims,2);
for i=1:10
beston(i,2)=inf;
end
for k=1:sims
try
cd(strcat(home,'\Analyzed\',date,int2str(k),'\CPDyfixed90'));
files=dir('CPD*');
data=[];
for i=1:size(files)
temp=importdata(files(i).name());
if intervals
data=[data;temp(:,5)];
else
data=[data;temp(:,3)];
end
end
data=sort(data);
while size(data,2)~=0 && data(1)==0
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data(1)=[];
end
if size(data,2)~=0
cdf=[1/size(data,1):1/size(data,1):1]';
ccdf=1-cdf;
chart2=[data,cdf];
to_del=[];
for i=2:size(chart2,1)
if chart2(i,1)==chart2(i-1,1)
to_del=[to_del;i-1];
end
end
for i=size(to_del):-1:1
chart2(to_del(i),:)=[];
end
maxdist=0;
points2test=[chart(:,1);chart2(:,1)];
points2test=sort(points2test);
indexdata=1;
indexreal=1;
for i=1:size(points2test,1)
if points2test(i)<chart2(1,1)
while indexreal<=size(chart,1) && chart(indexreal,1)<points2test(i)
indexreal=indexreal+1;
end
if indexreal>size(chart,1)
dist=1;
else
dist=chart(indexreal,2);
end
elseif points2test(i)>=chart2(end,1)
while indexreal<=size(chart,1) && chart(indexreal,1)<points2test(i)
indexreal=indexreal+1;
end
if indexreal>size(chart,1)
dist=0;
else
dist=abs(chart(indexreal,2)-1);
end
else
while indexreal<=size(chart,1) && chart(indexreal,1)<points2test(i)
indexreal=indexreal+1;
end
while indexdata<=size(chart2,1) && chart2(indexdata,1)<points2test(i)
indexdata=indexdata+1;
end
if indexreal>size(chart,1)
if indexdata>size(chart2,1)
dist=0;
else
dist=abs(1-chart2(indexdata,2));
end
else
if indexdata>size(chart2,1)
dist=abs(1-chart(indexreal,2));
else
dist=abs(chart(indexreal,2)-chart2(indexdata,2));
end
end
end
if dist>maxdist
maxdist=dist;
end
end
if maxdist<beston(10,2)
beston(10,1)=k;
beston(10,2)=maxdist;
beston=sortrows(beston,2);
end
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if
maxdist<1.949*sqrt((size(real,1)+size(data,1))/(size(real,1)*size(data,1)))
passedon=[passedon;k];
end
alldistson(k,1)=k;
alldistson(k,2)=maxdist;
figure('name','Comparison')
loglog(data,ccdf,'color','r','MarkerSize',10,'LineStyle','none','Marker','.');
hold on
loglog(real,realccdf,'color','k','MarkerSize',10,'LineStyle','none','Marker','.');
if intervals
saveas(gcf,'OnIntComparison.jpg');
saveas(gcf,'OnIntComparison.fig');
else
saveas(gcf,'OnComparison.jpg');
saveas(gcf,'OnComparison.fig');
end
close(gcf);
end
catch
disp(k);
end
end
disp(beston)
disp(passedon)
disp(alldistson);
cd(home);
if intervals
excelfileon=strcat('KSValuesOnIntervals_',date);
excelfile=strcat('KSValuesOffIntervals_',date);
else
excelfileon=strcat('KSValuesOn_',date);
excelfile=strcat('KSValuesOff_',date);
end
writematrix(alldistson,strcat(excelfileon,'.xlsx'));
writematrix(alldists,strcat(excelfile,'.xlsx'));
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C:/Users/Datamuncher/Desktop/1ADocs/MATLAB CODES
FINAL/ComputationStarterPack/DataAnalysis/Scatter Plots/ScatterBlinkingStats

function ScatterBlinkingStats(source, xvar, yvar, zvar, var, currentval)
% Create a 3D scatter plot of a blinking statistic zvar.
% This version scales colors based on the range of acceptable values,
% based here on EY-glass-N2 experiments.
filtered_table = source(source.(var) == currentval, :);
x = filtered_table.(xvar);
y = filtered_table.(yvar);
z = filtered_table.(zvar);
figure;
scatter3(x,y,z,200,z,'filled');
view(2);
xlabel('k_2_4');
ylabel('k_4_1');
title(strcat(zvar, ', ', var, '=', string(currentval)));
set(gca,'XScale','log','YScale','log','ColorScale','log');
axis([10^7.75,10^12,10^2,10^6])
colormap(jet);
%log color scale to match 12/15, 12/29/20 simulations
if strcmp(zvar,'t_avg_intensity')
caxis([10^-1,5*10^2]);
end
if strcmp(zvar,'raw_avg_intensity')
caxis([10^-1,5*10^2]);
end
if strcmp(zvar,'avgOnSeg')
caxis([10^-2,5*10^0]);
end
if strcmp(zvar,'avgOffSeg')
caxis([10^-2,3*10^1]);
end
if strcmp(zvar,'eventFreqSeg')
caxis([10^-2,5*10^1]);
end
if strcmp(zvar,'KSO*')
caxis([0,1]);
end
if strcmp(zvar,'KSSum')
caxis([0,2]);
end
if strcmp(zvar,'avgOnInt')
caxis([10^-2,5*10^1]);
end
if strcmp(zvar,'avgOffInt')
caxis([10^-2,5*10^1]);
end
if strcmp(zvar,'eventFreqInt')
caxis([10^-3,10^0]);
end
colorbar;
end
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