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Active force generation by actin-myosin cortex coupled to the cell-membrane allows the cell to de-
form, respond to environment, and plays an important role in cell motility and cell division. Several
membrane bound activator proteins move along the membrane and couple to its local curvature. In
addition, they can act as nucleating sites for the growth of filamentous actin. While actin polymer-
ization can generate outward push on the membrane, inward pull from the contractile acto-myosin
cortex can propagate to the membrane via actin filaments. Using linear stability analysis and nu-
merical calculations we demonstrate the existence of three different dynamical phases depending on
the activity. The spherical membrane gets destabilized towards pattern formation, generation of
localized pulsation and traveling waves. We present our results in terms of various phase diagrams,
and evolution of the coupled fields. Our results have implications for living cells and can be verified
in experiments on artificial cell-like constructs.
I. INTRODUCTION
Living systems display a spectacular variety of shapes,
from organism level macro-scale to tissues and individ-
ual cells. Formation and maintenance of morphologies
are often associated with diffusing molecules, e.g., local-
ization of proteins in development of cell polarity [1–3],
and morphogens in tissue development [4, 5]. In his semi-
nal paper Turing [6] showed how simple reaction-diffusion
system of molecules can lead to a wide variety of spatio-
temporal pattern formation [7]. Although the impor-
tance of mechano- chemical coupling was realized early
on [6], its impact on molecular organization and emergent
shapes has been revealed slowly in past decades [3, 8–10].
Molecular organization of membrane bound activator
proteins, and associated deformation of cells are crucial
factors in cell division, and motility [11]. Several phys-
ical forces are involved in membrane remodeling [12].
Membrane shapes may be directly sculpted by the in-
duction and association of local membrane curvature by
protein domains, e.g., the BAR- domain proteins [13–
15]. This kind of mechanism alone can already gen-
erate supramolecular organization, as has been shown
recently in the context of spherical coccal bacteria S.
aureus [16, 17]. In eukaryotes, actin polymerization is
stimulated locally on the membrane by molecular com-
plexes like Arp2/3 complex and WASP family activa-
tors [15, 18]. The growth of F-actins, the rate of which
is controlled by cofilin and profilin, can push the mem-
brane outward. Association of Arp2/3 complex along F-
actins can generate branched filament structure beneath




the cytoskeleton [15, 19] can pull the membrane inward
via membrane associated actin filaments [20]. Such com-
peting effects determine the membrane shape and dy-
namics. Membrane ruffles and traveling waves on cell
membranes have been observed in many cell types [21–
24]. The theoretical description of active surfaces and
its application in cell membranes and epithelial tissues
have seen significant advancement in recent years [25–
31]. The combination of curvature sensing proteins and
transverse active forces due to membrane pumps or cy-
toskeleton showed possibility of instability and traveling
waves on flat membranes [32–38]. On closed membranes
the emergent features may depend on the superposition
of deformation modes.
In this paper, we consider active shape deformations of
spherical membranes in the presence of curvature sensing
activator proteins (AP) and cytoskeleton. Many of the
immune system cells including lymphocytes, neutrophils,
basophils are naturally spherical in shape. Other cells
adopt spherical shape near cell division due to an increase
in surface tension [39]. In addition, in bottom up syn-
thetic biology approach, cell sized vesicles, liposomes and
emulsion droplets encapsulating cytoskeletal proteins can
be developed as simple models of artificial cells [40–44].
The equilibrium properties of spherical membranes can
be characterized by their surface tension, bending rigid-
ity and osmotic pressure. The passive coupling of APs
with local membrane curvature preferring hills or valleys
can bring APs together to deform the membrane. In ad-
dition, active force due to actin polymerization can sup-
port hill formation, while the contractile pull by motor
proteins from within the cytoskeleton can generate local
valleys. In this paper, we explore the resultant coupled
dynamics of the membrane deformation, concentrations
of APs, and motor proteins using linear stability analysis
and numerical calculations.
Depending on control parameters, the system shows

























instability towards pattern formation, localized pulsation
and running pulsation. The spontaneous localization of
valley forming APs coupled with cytoskeletal pull can
lead to strong inward deformations. Such membrane
instabilities can be assisted by the reduction of stabi-
lizing properties like surface tension. Pulsation on the
membrane can be induced by the competition between
hill and valley forming activities coupled to a feedback
mechanism and phase lag in the dynamics. We observe
traveling waves as was found in earlier studies of open
and flat membranes. On a closed membrane, in con-
trast, counter propagating waves can superpose to form
standing waves. We find such localized pulsations on
the spherical membrane. A living cell may exploit these
properties in producing intended cell deformations, e.g.,
during cell migration and cell division. On the other
hand, the mechanisms we study can be incorporated in
artificial cells, making our predictions amenable to direct
experimental verifications.
In Sec. II we present the continuum model for the mem-
brane coupled to APs, the impact of non-equilibrium pro-
cesses, and the coupled differential equations describing
the dynamics. In Sec. III we use a linear stability analysis
to first find a general phase diagram identifying regions of
linear instability, and unstable spirals. Using particular
examples, we explore formation of localized and running
pulsations, and the membrane deformations associated
with instability. Finally, in Sec. IV we conclude present-
ing an outlook.
II. MODEL
We consider deformations of a spherical fluid mem-
brane coupled with activator proteins (AP), under active
drive from growing filaments and contractile cytoskele-
tal pull. The mechanical properties of the membrane are
characterized by surface tension σ and bending rigidity
κ. The osmotic pressure Π maintains the volume. The
APs diffuse on the membrane and in the process deform
the membrane and localize depending on the local mem-
brane curvature. Moreover, they act as nucleation sites
of actin filaments that polymerize inwards to generate
local outward push on the membrane. In addition, the
F-actins are pulled inward actively by the cortical layer
of cytoskeleton.
A. Equilibrium description of the membrane and
APs
The bending energy contribution can be expressed us-






ds (2cm − cs)2,
where, cm denotes the local mean curvature, cs is the
spontaneous curvature of the undeformed sphere, and ds
denotes the area element. Here κ is the bending rigidity.
The Gaussian curvature term is omitted as we consider
deformations that do not change the spherical topology.




where ds denotes the change in area element, and σ is
the surface tension. The osmotic pressure Π maintains




The presence of APs change the local curvature and
bending rigidity of the membrane (Appendix-A), lead-








ds (2cm − cs)ψ,
where, ψ denotes the area fraction of APs, Λ is the inverse
compressibility, and the coupling constant H̄ controls
whether the APs promote and prefer local hill (H̄ < 0)
or valley (H̄ > 0) on the membrane (see Fig.1(a)).
The small relative deformations u(θ, φ, t) around an
unperturbed sphere of radius r0, describes the coordi-
nates on the deformed sphere r(θ, φ, t) = r0[1+u(θ, φ, t)]
in the spherical polar coordinates. Keeping up to












integrated over the solid angle dΩ = sin θdθdφ. We use
two-dimensional gradient ∇2 and Laplace-Beltrami op-
erator ∆2 on the unit sphere (Appendix B).
The change in area element is ds =
r20
(
2u+ u2 + 12 (∇2u)2
)
dΩ. Using a constraint
(1/4π)
∫
dΩ r = r0, which may arise due to tether-
ing of the membrane to a cell wall or cortex, one gets∫











The volume element dV = (4π/3)r30(1 + u)
3 ≈
(4π/3)r30(1 + 3u + 3u
2) up to quadratic order. As in
the surface term, we use
∫
udΩ = 0. Absorbing the nu-
merical factors within the definition of osmotic pressure
Π, the corresponding energy cost up to quadratic order






Keeping up to bilinear order in u and ψ, and using


















The total free energy of the coupled fields of the mem-
brane deforming activator proteins ψ(Ω) and the defor-
mation u(Ω) is
F = Fb + Fπ + Fs + FAP. (5)
This describes the equilibrium morphologies of spherical
membranes [17] and in the limit of large r0 reproduces
known results for flat membranes [32] (see Appendix-C).
B. Active forces
In addition to the equilibrium forces, the APs by initi-
ating actin polymerization with a rate fr generate push-
ing forces on the membrane towards the local outward
normal (Fig.1). Thus frψ corresponds to a force imbal-
ance causing deformation of the membrane. In addition,
the inward growing actin filaments experience active in-
ward pull with a rate fp due to the contractile activity of
actomyosin [15, 19] via attached myosin of density ϕ(Ω).
This force propagates to the membrane via the actin ca-
bles (Fig.1). It is reasonable to assume that the maxi-
mum of such force on the membrane would be located
at the same orientational location Ω as the site of force
generation in the cortex. Therefore, we use a Gaussian








where α parameterizes the angular spread over which the
active force gets distributed. Note that in the limit of
α = 0, the completeness condition of spherical harmonics
makes the Greens function G0 = δ(Ω − Ω′) absolutely




′)[−fp]ϕ(Ω′)dΩ′. Thus, the total







The non-conservative dynamics of the membrane can
be expressed as ∂u/∂t = −Γ [δF/δu] + fact + ηu(Ω, t),
where ηu is a thermal noise obeying 〈ηu(Ω, t)〉 = 0,
〈ηu(Ω, t)ηu(Ω′, t′)〉 = 2ΓkBTδ(Ω − Ω′)δ(t − t′). In the
absence of active forces this dynamics leads to the equi-
librium fluctuations. The evolution of the displacement






























′) + frψ + ηu(Ω, t). (8)
FIG. 1: (a) Schematic diagram showing the significance of
geometric shape of APs leading to inward (H̄>0) and out-
ward (H̄<0) bulging of the membrane. (b) Schematic diagram
showing a cross section of the spherical membrane and essen-
tial components. u and ψ are local deformation of the mem-
brane and local AP density respectively. fr and fp are active
rates due to forces, whose directions are shown with arrows
coming out of actin polymerization and myosin contractility
respectively. r0 is the radius of the undeformed sphere.
We assume that the number of APs on the membrane
is conserved. Its dynamics can be expressed as ∂ψ∂t =
µ∆2
δF
δψ +ηψ(Ω, t) where µ is the angular mobility of APs,
and the stochastic noise obeys the relations 〈ηψ(Ω, t)〉 =
0, 〈ηψ(Ω, t)ηψ(Ω′, t′)〉 = −2µkBT∆2δ(Ω − Ω′)δ(t − t′).
Performing the functional differentiation and keeping
terms up to linear order
∂ψ
∂t







+ ηψ(Ω, t), (9)
with D = µΛr20. The cortical myosin undergoes turnover
between a passive detached state to an active cross-linked
state in which it can pull the actin filament grown from
the APs inward. The variation of myosin density can be
described by ∂ϕ∂t = −koffϕ + konψ + ηϕ(Ω, t), where ηϕ
denotes thermal noise in the myosin on-off rate [34]. In
writing this equation, ψ is used as a proxy to the avail-
ability of F-actin grown from the APs. The attachment
rate kon of myosin to F-actin is diffusion limited, and is
assumed to be constant. The detachment rate may in-
crease with local load f` as koff = k0 exp(f`/fd) where
fd sets the scale of detachment force. The elastic load
force due to membrane deformation f` ∼ |u|. Thus up to
linear order, we replace koffϕ by k0ϕ, to get
∂ϕ
∂t
= −k0ϕ+ konψ + ηϕ(Ω, t). (10)
III. RESULTS
The analysis of the coupled partial differential equa-
tions can be simplified by using expansion of the fields
u, ψ, ϕ in terms of the spherical harmonics Ylm(Ω)
basis with amplitudes ulm(t), ψlm(t) and ϕlm(t) (see
Appendix-D and E). Within mean field approximation,
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ignoring the stochastic noise, the equations can be ex-
































= −k̃0ϕlm + k̃onψlm (11)
where, L := l(l + 1), τ = tD, κ̃ = ΓκD , σ̃ =
σΓr20
D , Π̃ =
ΠΓr30
D , f̃r =
fr
D , f̃p =
fp
D , H̃ = H̄r0, µ̃ =
µ





D . In the following we perform stability analysis
of the fixed points of these equations to determine the
dynamical phase behaviors that depend on the control
parameters.
A. Stability analysis and dynamical phases
We can determine the evolution of the vector |Ψ〉lm =
(ulm, ψlm, ϕlm)
T analyzing the properties of the sta-
bility matrix Sl governing the evolution in Eq.(11),
d|Ψ〉lm/dτ = Sl|Ψ〉lm. The stability matrix is a function
of l alone, as a result the evolution of |Ψ〉lm is indepen-
dent of m. The eigenvalues can be determined from the
characteristic equation
λ3 + alλ
2 + blλ+ cl = 0 (12)







noting elements of the matrix Sl, and cl = −det(Sl). A
summation over repeated indices is assumed. The de-
tailed expressions for the components of Sl, and al, bl, cl
are listed in Appendix-F.
As can be seen from these expressions al > 0 always,
while bl and cl can change sign. The possible dynamical
phases in the bl-cl plane can be determined in terms of the
three roots of the cubic polynomial p(λ) = λ3 +alλ
2 +blλ
obeying the condition p(λ) = −cl. For bl > 0, one of the
roots remains real negative (positive), if cl > 0 (cl < 0).
The other two roots could be either real negative, or
appear as complex conjugate pairs. The dynamics cor-
responding to all real negative (or at least one posi-
tive) roots is linearly stable (unstable). On the other
hand, the dynamics displays stable spiral (unstable spi-
ral) behavior if the real part of the complex conjugate
solutions, when they are present, is negative (positive).
These conditions can be directly verified by noting that in
terms of the solutions λ1,2,3, the coefficients must obey
al = −(λ1 + λ2 + λ3), bl = λ1λ2 + λ2λ3 + λ3λ1 and
cl = −λ1λ2λ3.
The above mentioned dynamical phases and phase-
boundaries in the bl-cl plane are illustrated in Fig.2 us-













FIG. 2: The schematic diagram indicates different possibili-
ties of phases on the bl-cl plane. The solid line denotes the
phase boundary between the stable-spiral (ss) and unstable-
spiral (us) phases. The dash-dotted (dashed) line denotes
the phase boundary between the linearly stable s (unstable
u) and the stable-spiral ss (unstable-spiral us) phase in the
first (second) quadrant.
boundary between the linearly stable (s) and linearly un-
stable (u) phases appears at
cl = 0. (13)
In the regime of bl > 0, another phase boundary between





















Both these phase are stable in long time. The same equa-
tion, however, describes a more interesting phase bound-
ary between the linearly unstable (u) and the unstable
spiral (us) phase, for bl < 0. Finally, the boundary be-
tween the stable spiral (ss) and unstable spiral (us) phase
is described by
fl := cl − albl = 0. (15)
The instabilities determine the shape deformations1.
Further details of the determination of these phase
1 The diagonalization of Sl via the similarity transformation D can
be used to obtain the time dependent solution in terms of the
stochastic noise. Writing |Φ〉lm = D|Ψ〉lm, noise |ζ〉lm = D|η〉lm
and DSlD−1 = λ1, Eq.(11) leads to d|Φ〉lm/dτ = λ|Φ〉lm +
|ζ〉lm providing solution |Φ(τ)〉lm = eλ1(τ−τ0)|Φ(τ0)〉lm +∫ τ
τ0
eλ1(τ−τ
′)|ζ(τ ′)〉lmdτ ′. The existence of instabilities quickly
start to dominate.
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boundaries are described in Appendix-G. The growing
instabilities within linearized analysis can be stabilized
by the non-linearities in the system, e.g., up to O(u3) or-
der terms in volume energy, or up to O(u6) order terms in
bending energy (Appendix-B). They allow steady state
pattern formation in the linearly unstable (u) phase and
generation of limit cycle oscillations in unstable spiral
(us) phase [47, 48].
In the following, using the generalized phase diagram
obtained in the bl-cl plane, we explore the specific dynam-
ical phase transitions by varying fr, fp and σ, keeping
all other parameters fixed at biologically realizable val-
ues (Table-II). As we show in Appendix-H the l = 0, 1
modes are always stable. The morphological changes in-
volve higher l- modes.
TABLE I: In this table we specify the exact values of the
dimensionless parameters that have been used in our calcu-
lations. Throughout the paper we have kept the values of κ̃,
k̃on, k̃0 and α fixed as given here. Values marked with (A) cor-
respond to instabilities involving unstable spirals (e.g., Fig.3)
and those marked with (B) correspond to pattern formation
(e.g., Fig. 8). A full list of values of dimensional parameters
is provided in a table in the ESI.
bending modulus κ̃ 25 [34]
Attachment rate k̃on 3× 104 [34, 37]
Bare detachment rate k̃0 10 [34]
angular spread of myosin force α 0.001
AP induced curvature H̃ −1(A), 1(B) [34]
AP mobility µ̃ 0.15(A), 0.02(B)
pressure Π̃ 500(A), 1000(B)
B. Pulsatory deformations
We first consider a negative coupling H̃ = −1 between
AP and curvature, such that APs prefer and induce lo-
cal hills on the membrane. In addition, we assume a
strong myosin contractility with f̃p = 50. We inves-
tigate the deformations in the f̃r-σ̃ plane in Fig. 3(a).
In this figure, we show transitions from ss to us phase
depending on l-modes, in the long wavelength limit of
l ≤ 4. The change in parameters maintain bl > 0 and
cl > 0, with the transition lines denoted by fl = 0, where
fl := cl−albl. The system remains in ss phase for fl < 0,
and transits to us phase for fl > 0. The function fl varies
non-monotonically with a maximum at l = lmax (inset in
Fig. 3(a) ) displaying the presence of a band of l cor-
responding to us phase, such that the system is stable
(ss) for all other l-values. The deformations displayed in
the us phase thus depend on which of the l-modes are
excited in the system. Setting flmax = 0 we obtain a
phase boundary above which all l-modes are stable (ss).
This is shown by the dash-dotted line denoted by lind
in Fig.3(a). Due to the presence of unstable bands, the
different regions in Fig.3(a) correspond to us- phase as-
sociated with l = 2 (ii), l = 3 (iii), l = 2, 3 (iv), and
l = 2, 3, 4 (v) modes. The phase diagram in Fig. 3(a)
depicts a competition between a destabilizing active pa-
rameter f̃r and a stabilizing thermodynamic property σ̃,
the surface tension. Similarly, phase diagrams in other
parameter planes can be explored. We demonstrate two
other phase diagrams in f̃p-σ̃ plane in Fig.3(b) and f̃r-f̃p
plane in Fig.3(c).
The existence of an unstable l band in Fig.3(a) is re-
flected in the dependence of eigenvalues λ1,2,3(l). We
show this in Fig.4 at parameter values σ̃ = 30 and
f̃r = 70. It shows λ1 < 0 for all l in Fig.4(a). On the
other hand λ2,3 < 0 for l = 0, 1 (Fig.4(d) ). λ2,3 shows
complex conjugate values for l > 1. Fig.4(b) shows that
the real parts of λ2,3 > 0 only for l = 2, 3 and 4, sup-
porting instability in us phase. For l > 4 they become
negative, and the system shows ss phase. The imaginary
part of λ2,3 shown in Fig.4(c) controls the frequency of
oscillations.
Fig. 3 predicts the existence of oscillatory pattern
formation in the us- phase. However, while exploring
specifics, we come across two different natures of such
oscillations on the spherical membrane, a spatially local-
ized pulsation, and a traveling oscillation. We character-
ize them separately, in the following.
1. Localized pulsations
As can be seen in Fig. 3(a), at low growth rate of F-
actin f̃r = 10.0, and high surface tension σ̃ = 86 (point
denoted by filled # ) only the l = 2 mode gets excited
into us oscillations. In Fig. 5 we show the correspond-
ing time-periodic deformation of the membrane between
prolate to oblate shapes. The localized nature of time-
periodic pulsation is captured better in Fig.(6), showing
kymographs of the deformation u and the variation of
AP concentration ψ along the polar angle θ at a fixed az-
imuthal angle φ = π/2. They show localized pulsations
with a small time-lag between the dynamics of u and ψ,
as it takes time for APs to deform the membrane, and
accumulate or disperse depending on the membrane cur-
vature. Time evolution of l = 3 mode and corresponding
kymograph, at f̃r = 94.5, and σ̃ = 113 denoted by the
filled O in Fig.3(a), are shown in Fig.s 2 and 3 of ESI.
The physical mechanism behind the localized pulsation
can be ascribed to the following feedback mechanism. A
local cluster of APs generate outward push via F-actin
polymerization to form a hill. The coupling of APs to
local curvature via H̃ < 0 brings in more APs, a positive
feedback mechanism growing the hill further. However,
the F-actins eventually encounter an inward pull due to
actomyosin contractility. As a result, the hill turns into
a valley, and the APs start to move out to neighboring
locations with a time lag. This allows the membrane to
relax locally towards the spherical shape, as a new hill
starts to form in the neighborhood. The cycle repeats to
sustain oscillations. The specific l-mode that is excited






























































FIG. 3: Phase diagrams with AP-coupling H̃ = −1 showing ss-us transitions, at fixed parameter values µ̃ = 0.15, Π̃ = 500.
(a) In σ̃ − f̃r plane keeping f̃p = 50. It shows only ss and us phases depending on l-mode as denoted by regions (i)-(v). The
line lind marks the onset of unstable band of spherical harmonics. In region (i) above this line, all the l- modes show stable
spiral behavior. In the region (ii), only l = 2 mode shows unstable spiral. In region (iii), only l = 3 mode shows unstable
spiral. In region (iv), both l = 2 and l = 3 modes show unstable spiral. In region (v), all the modes l = 2, 3, 4 display
unstable spiral behavior. The dynamics corresponding to points denoted by # (Fig.s 5 and 6), O (Fig.s 2 and 3 in the ESI),
and 3 (Fig.s 7 and 11 in the main text and Fig.4 in ESI) are illustrated separately. The inset shows plots of fl := cl − albl
corresponding to these three points, using the same symbols for each parameter. (b) In σ̃− f̃p plane, keeping f̃r = 50. Different
regions marked with different color shades as in (a) indicate stability and instability of different l modes. In (i) all the modes
show stable spiral; (iv) both l = 2 and l = 3 modes show unstable spiral and (v) all the modes l = 2, 3, 4 show unstable spiral.
Other regions denoted by (ii) and (iii) have shrunk. (c) In f̃r − f̃p plane with σ̃ = 50. Different regions show stability and
instability of different l modes: (i) all the modes show stable spiral, (ii) only l = 2 mode shows unstable spiral; (iii) only l = 3
mode shows unstable spiral; (iv) both l = 2 and l = 3 modes show unstable spiral; (v) the modes l = 2, 3, 4 show unstable











































FIG. 4: Plots showing the variation of real eigen-value λ1,
real and imaginary part of the complex conjugate eigenvalues
for different l modes. Plots indicate that one of the spherical
harmonics are maximally unstable in the parameter space,
where σ̃ = 30, f̃p = 50, f̃r = 70. Also, the Im(λ2,3) gives
the frequency of oscillations of different l modes here. The
dashed line in (b) denotes Re(λ2,3) = 0.
localized pulsations. In most of the parameter space in
Fig. 3, a single l-mode dominates, effectively controlling
the localized pulsations of the sphere. In the presence of
localized pulsations, the dynamics on closed membrane
differs qualitatively from the open flat membranes that
FIG. 5: Plots showing a half cycle of a localized pulsation
governed by l = 2 mode on a spherical membrane when the
APs prefer hills in the presence of a strong myosin contractil-
ity. Parameter values are, σ̃ = 86, f̃p = 50, f̃r = 10.0 (point
denoted by filled # in region (ii) of Fig. 3(a ). The time for
each snapshot is denoted by τ values shown in the figure. The
snapshots here correspond to the movie local puls.avi in the
ESI.
cannot support such standing waves, but shows traveling
waves of membrane protrusions [34, 38].
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FIG. 6: Localized pulsation: Kymographs depicting the time
evolutions of r = r0(1 + u) and ψ along the polar angle θ at
a fixed azimuthal angle φ = π
2
, at the same parameter values
as in Fig.5. The system excites only the l = 2 mode to us
phase.
FIG. 7: Running pulsation: Kymographs depicting the time
evolution of membrane deformation r and change in AP den-
sity ψ along the polar angle at a fixed φ = π
2
when a run-
ning pulsation is generated due to superposition of l = 2, 3
modes on the spherical membrane. Here, the parameter val-
ues σ̃ = 96, f̃p = 50, f̃r = 55 correspond to the point denoted
by 3 in Fig. 3(a ). The connected nature of deformations
and their slope, e.g., the troughs in (a) capture the traveling
wave. The deformations on the sphere is depicted in Fig. 11
of Appendix-I and in the movie run puls.avi in the ESI.
2. Running pulsations
A remarkable modification of the pulsatory dynam-
ics appears when two modes of similar amplitudes and
nearby frequencies are excited together on the closed
membrane. For example, we consider the phase-point
f̃r = 55 and σ̃ = 96 where both l = 2 and l = 3 modes
are excited together in the us phase. The parameter val-
ues correspond to the point denoted by 3 in Fig. 3(a ).
As a result, a running pulsation appears, which can be
seen most clearly in the kymograph Fig. 7. The evolution
of the deformations on the sphere is shown in Fig. 11 of
Appendix-I and movie run puls.avi in the ESI. As can
be seen clearly from the movie, the deformations on the



















FIG. 8: Phase diagram for the spherical membrane, with val-
ley preferring APs H̃ > 0 in σ̃ − f̃p plane where dynamical
transition form s to u phase takes place. As the actomyosin
pull gets coupled with inward curvature producing APs, it
brings about linearly unstable phase in the system through an
uncontrolled positive feedback. Parameter values are, H̃ = 1,
µ̃ = 0.02, Π̃ = 103, f̃r = 10. The region with cyan shade
above the line lind is linearly stable for all l modes. Inset:
magnification of the phase diagram near small f̃p. The dy-
namics at the point denoted by filled magenta # is illustrated
in detail in Fig.s 9, 10.
The physical mechanism leading to running pulsation
is equivalent to that of localized pulsation, in the feed-
back control and phase lag. The main difference is that
here two l- modes of similar amplitudes and nearby fre-
quencies are excited together, and they superpose. As
a result the hills and valleys are formed in a connected
manner, in both space and time, allowing the deforma-
tions to continuously flow over the membrane surface giv-
ing rise to a traveling wave. The small difference in their
wavelength (q−1 ≈ r0/l) and frequency (ω = Im(λ2,3))
maintains a traveling wave packet, whose velocity in the
flat membrane limit is given by dω/dq. Lateral waves on
cell membranes of a variety of cell types, including mouse
embryonic fibroblasts, T-cells and wing disk cells of fruit
fly, have been observed in experiments [23].
C. Pattern formation
Apart from pulsation, Fig. 2 allows formation of steady
patterns, characterized by linear instability. Here we con-
sider a positive membrane- AP coupling H̃ = 1, such
that APs prefer and induce local valleys on the spherical
membrane. Other parameters are fixed at biologically
accessable values µ̃ = 0.02, Π̃ = 103 and f̃r = 10 (see
Table-II). In Fig. 8, we explore deformations as a func-
tion of surface tension σ̃ and the rate of contractile pull
f̃p. Within the parameter range explored in this figure
bl > 0. The transition from stable s-phase (cl > 0) to
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FIG. 9: Plots showing pattern formation on a spherical mem-
brane due to linear instability of l = 3, 4 modes when the
APs prefer valleys (H̃ = 1). Parameter values are, σ̃ = 700,
f̃p = 2.2 corresponding to the point denoted by filled # in the
inset of Fig. 8. The snapshots here correspond to the movie
pattern.avi in the ESI.
linearly unstable u-phase (cl < 0) is determined by the
condition cl = 0. Here cl varies non-monotonically with
l showing a minimum at l = lmin. If the value at mini-
mum clmin < 0, this mode and possibly a band of modes
around it obeying cl < 0 can show linear instability to-
wards pattern formation. The resultant deformations of
the sphere is controlled by this unstable band. In addi-
tion, the condition clmin = 0 provides a phase boundary
independent of l, indicated by the dash-dotted line de-
noted by lind in Fig. 8, such that the region above this
line corresponding to larger surface tension σ̃ is stable for
all l-modes. Instability appears only below this line. The
lines for a constant l in Fig. 8 denote the phase bound-
aries for particular l-modes, with regions above (below)
such lines denoting stable (unstable) phase correspond-
ing to the mode. The crossing of different lines show
how instability with respect to l- modes shifts from one
to another.
The APs prefer to accumulate at valleys. The F-actins
grown from the APs are pulled inward more strongly at
larger f̃p. This bends the membrane further inward re-
cruiting more APs, a positive feedback mechanism that
induces linear instability. The initial progression of de-
formation at σ̃ = 700, f̃p = 2.2 is shown in Fig. 9. At
this parameter value, the modes l = 3, 4 dominate, and
determine the observed deformations. Similar deforma-
tions, more so for l = 2 (Fig.7 in ESI), are observed
during cytokinesis in cell division [49]. The onset of in-
stability can be clearly seen from the kymograph Fig. 10.
The high AP density ψ region is associated with inward
contraction characterized by small r, and vice-versa. As
expected, deformations at smaller σ̃ are easier to set in,
and instability appears at smaller values of pulling rate
f̃p. In Fig. 1 of ESI we show a phase diagram due to the
competition between σ̃ and f̃r for a fixed f̃p, displaying
transitions between s- and u- phases.
FIG. 10: Kymographs depicting the time evolution of mem-
brane deformation r and change in local AP concentration ψ
along the polar angle θ values at a fixed φ = π
2
corresponding
to parameter values as in Fig. 9.
IV. DISCUSSION
In this paper we have discussed deformations of a
model for spherical membrane described by its surface
tension, bending rigidity and an osmotic pressure, under
the influence of membrane associated APs that couple to
the local membrane curvature and generate active forces
via actin polymerization, and a contractile actin-myosin
cortex. We performed linear stability analysis within a
mean field approximation and obtained a general phase
diagram involving stable, unstable, stable spiral and un-
stable spiral phases. A closer investigation within a bio-
logically accessible parameter regime revealed formation
of localized and traveling pulsation associated with the
unstable spiral phase, and pattern formation due to lin-
ear instability. The pulsatory patterns are maintained
by a negative feedback between membrane deformation
and AP accumulation. Unlike in flat membranes, in the
spherical membrane we find localized pulsation at most
of the parameter values corresponding to unstable spi-
ral phase. Only at parameter values that allow more
than one spherical harmonics of similar amplitudes and
nearby frequencies to superpose, the system shows trav-
eling pulsations. On the other hand, the linear insta-
bility is generated due to a positive feedback between
membrane deformation and AP accumulation. The am-
plitudes of growing instabilities found within the linear
stability analysis are expected to get saturated by the
stabilizing non-linearities in volume energy and bending
energy terms. A direct demonstration of this using nu-
merical simulations will be presented elsewhere.
In living cells, structural asymmetry of membrane
bound protein complexes can couple their positioning
with membrane curvature. In addition, they may ini-
tiate actin assembly. For example, scaffolding protein
Tuba that has BAR domains can bend the cell membrane
inwards, and can mediate F-actin nucleation by recruit-
ing N-WASP [13, 14, 50, 51]. On the other hand, the
membrane bound proteins containing inverse-BAR do-
main can curve the membrane outwards, and couple with
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actin nucleators through cascading mechanisms[52, 53].
Membrane waves, ruffles and instabilities, e.g., at cytoki-
nesis are observed in living cells [23, 49, 50]. Moreover,
recent advances towards building synthetic cells allowed
controlled assembly of vesicles encapsulating and anchor-
ing cytoskeletal elements [40, 43, 54]. While our anal-
ysis incorporating the coupled dynamics of membrane
shape, membrane bound proteins, and active forces due
to actin polymerization and myosin has implications for
living cells, our predictions are amenable to direct exper-
imental verification in such synthetic cell systems. For
example, our predictions for localized pulsation as shown
in Fig. 5 leads to an oscillation amplitude of ∼ 1µm
and period ∼ 3 s for spherical cells of diameter 10µm in
the presence of actin polymerization rate 0.1 s−1, myosin
mediated contraction rate 0.5 s−1 and surface tension
≈ 0.01 kBT/µm2.
Appendix A: Membrane energetics
Assume a flat membrane in the presence of APs that
modifies the local intrinsic curvature and bending stiff-
ness. The APs with an excess area fraction ψ induces a
spontaneous curvature ψ c̄, and changes bending rigidity
κ to κ̄ = κ(1−ψ)+κ′ψ, such that at places where ψ = 0,
κ̄ = κ, and where ψ = 1 (maximal packing), κ̄ = κ′. The






[κ(1− ψ) + κ′ψ] (c− ψc̄)2 .
After some straightforward algebra the resultant Hamil-




























dS (2cm − cs)2 − κc̄
∫







In the main text we used H̄ = −c̄, and Λ = κc̄2.
Appendix B: Quadratic expansion
Let n denotes the normal to the surface defined by
Φ ≡ r(θ, φ, t) − r0u(θ, φ, t) = r0. The sum of principle
curvatures is proportional to the three dimensional diver-
gence of the normal to the surface, 2cm = ∇3 · n, where


















where r̂, θ̂, φ̂ are the unit vectors in the r, θ, φ direc-







(∇3 · n)2 ds− κ
∫




























with nr the radial component of the normal n. In the
above relations ∇2 denotes the two-dimensional gradient
on the surface of a sphere and ∆2 denotes the correspond-



























Using the above equations we can express the total bend-
ing energy in terms of the function u(Ω, t) where Ω de-






















with dΩ = sin θdθdφ.
Appendix C: Equilibrium fluctuations and the flat
membrane limit












denoting non-uniform distribution of ψ coupled with
membrane deformation. We expand the fields into
spherical harmonics Ylm(θ, φ) (with l = 0, 1, . . . ,∞ and
m = −l, . . . , l) such that u = ∑l,m ulm(t)Ylm(θ, φ),
ψ =
∑
l,m ψlm(t)Ylm(θ, φ), and use the eigenvalue equa-
tion ∆2Ylm = −l(l + 1)Ylm on a unit sphere. Using
Eq.(C1) in the expression of free energy Eq.(5), and∫
dΩ (∇2u)2 = −
∫


























where L := l(l + 1). This relation allows us
to determine the equilibrium fluctuations 〈|ulm|2〉 =
kBT/Kl using the equipartition theorem. The ex-
pression 〈|ulm|2〉 = kBT/Kl denotes the equilibrium
deformation of the membrane due to the membrane
bound activator proteins. The corresponding non-







〈|ulm|2〉, which is obtained by using
Eq.(C1). Implementation of volume constraint modi-
fies the stretching energy contribution [29]. The asso-
ciated pattern formation in the presence of a finite corre-
lation length for density fluctuations of APs has captured
supramolecular organization on the membrane of spher-
ical bacteria Staphylococcus aureus [16, 17].
In the limit of large l one obtains the flat membrane
limit by replacing l by qr0, where q denotes the wave
number corresponding to a mode [29]. The above ex-






with a reduction of effective bending rigidity κeff =
κ − κ2H̄2/4Λ, in agreement with flat membrane result
in Ref. 32.
Appendix D: Actin-myosin pull





′)Ylm(Ω) exp[−αl(l+1)]. Here we find the re-























Appendix E: Linearized dynamics
Expanding the fields u, ψ, ϕ in spherical harmonics
with amplitudes ulm(t), ψlm(t) and ϕlm(t), respectively,







































= −k0ϕlm + konψlm. (E3)
where we used L := l(l + 1). In deriving the above













lm L|ulm|2. The last term on the
right hand side of Eq.(E1) involving ϕlm, appears af-












′)Ylm(Ω) exp[−αL], along with




the integral, and using the orthonormality condition∫
Y ∗lm(Ω
′)Yl′m′(Ω









Appendix F: Stability matrix





















, sl22 = −L, sl23 =
0, sl31 = 0, s
l
32 = k̃on, s
l
33 = −k̃0, where L := l(l + 1).
The linear stability of the system are determined by
the nature of the eigenvalues of Sl. The eigenvalue
equation p(λ) = 0, with the characteristic polynomial,
p(λ) = λ3 + alλ
2 + blλ + cl. The mathematical expres-






































































Appendix G: Linear stability analysis involving a
cubic polynomial
Here we present the details of calculating the generic
phase diagram in Fig. 2. We rewrite Eq.(12) as
p(λ) = λ3 + alλ
2 + blλ (G1)
p(λ) = −cl (G2)
Intersections between Eq.(G1) and Eq.(G2) give real
roots of Eq.(12). Eq.(G1) is a cubic polynomial passing
through the origin in λ-p(λ) plane. As has been shown
in Eq.(F1) al > 0. The cubic polynomial can have one
minimum at λm = − 13al+ 13
√
a2l − 3bl and one maximum
at λM = − 13al − 13
√
a2l − 3bl with λM < λm. Eq.(G2)
denotes a straight line parallel to λ axis.
Eq.(F1) shows that although al > 0, bl and cl can
change sign. We can construct a generalized stability di-
agram in cl-bl plane as their signs hold the key to the
properties of Eq.(G1) and Eq.(G2) leading to various
possible combinations of roots of Eq.(12), determining
the nature of stability. The roots λ1,2,3 come in the fol-
lowing combinations: (i) λ1,2,3<0 give rise to a linearly
stable (s) phase where the perturbation exponentially de-
cays with time. The two cases (ii) λ1>0 and λ2,3<0 and
(iii) λ1,2>0 and λ3<0 correspond to linearly unstable
(u) phase as small perturbations grow exponentially with
time. The case (iv) λ1<0 and λ2,3 = −α± iβ, with real
α, β denotes a (un-)stable spiral ss (us) phase if α < 0
(α > 0) as the amplitude of oscillation decays (grows)
with time. Let us define G(λ) := (λ−λ1)(λ−λ2)(λ−λ3).
The factor theorem gives G(λ) = p(λ) + cl leading to
cl = −λ1λ2λ3, bl = (λ1λ2 + λ2λ3 + λ3λ1), and al =
−(λ1 + λ2 + λ3).
Boundary between stable (s) and unstable (u)
phase: A transition from s to u phase takes place when
among the three negative real roots one changes sign and
becomes positive. The condition for s phase is satisfied
when both cl, bl> 0. The instability appears (u phase) if
any one of the roots turns positive requiring cl <0. Thus
the phase boundary between the s to u phase is given by,
cl = 0. (G3)
The function cl depends on l and Eq.(G3) denotes a s
to u transition for a specific l- mode. The general condi-
tion for the onset of instability can be identified by set-
ting the minimum of cl to zero. Minimizing cl, using the
discretized condition [cl+1 − cl]lmin = 0 numerically, we
obtain an estimate of lmin, to identify the l-independent
phase boundary by setting clmin = 0.
Boundary between linearly stable (s) and stable
spiral (ss) phases: A transition from s to ss phase
happens when the line in Eq.(G2) touches the minimum
of the polynomial Eq.(G1) in the negative side of the λ
axis in λ-p(λ) plane making the complex conjugate roots
to be real and degenerate at λm. As we compare the
coefficients of the function G(λ) := (λ − λ1)(λ − λm)2
with al, bl and cl we end up with equations,
al = −(λ1 + 2λm)
bl = λm(2λ1 + λm)
cl = −λ1λ2m
In s phase all eigenvalues are negative. Thus all coeffi-
cients al, bl, cl are positive. Solving the first two equa-
tions for λ1 and using it in the last equation, we obtain




















with bl ≥ 0.
Boundary between stable spiral (ss) and unsta-
ble spiral (us) phase: The dynamic phase, unstable
spiral(us) is characterized by λ1<0 and λ2,3 = g ± i h.
The ss to us transition takes place when g changes sign.
Consequently, the phase boundary is at g = 0 leading
to λ2,3 = ±i h. Comparing the coefficients, al, bl and cl
with G(λ) := (λ − λ1)(λ2 + h2) we get conditions that
read as,
al = −λ1, bl = h2, cl = −λ1h2.
These conditions lead us to the equation of the phase
boundary,
cl − albl = 0. (G5)
As al > 0, the above condition requires both bl > 0 and
cl > 0, therefore the ss-us phase boundary lies in the
first quadrant of Fig.2.
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The shape fluctuation is determined by the superposi-
tion of all unstable l modes. The behavior is controlled
by fl := cl − albl. In the presence of a small non-zero
real part g of λ2,3, we can write fl ≈ g (λ21 + a2l ) + 2g h2,
i.e., fl ∼ g. For l-modes giving fl > 0 corresponding to
g > 0 the system shows us-phase. On the other hand,
fl < 0 (g < 0) corresponds to ss-phase. The phase
boundary, as shown above, is at fl = 0. For a system
in which fl varies non-monotonically with l displaying
a maximum, a band of l-modes obeying fl ≥ 0 shows
us- behavior. This happens for parameter values, e.g.,
in Fig. 3. In such a case, one can maximize fl using the
discretized condition [fl+1−fl]lmax ≈ 0 to find lmax. The
condition flmax = 0 gives the phase boundary between ss
and us phase, above which all l-modes are stable.
Boundary between unstable spiral (us) and un-
stable (u) phase: The transition between us and a lin-
early unstable u phase requires bl<0, as this transition is
possible only if the minimum of the cubic polynomial lies
at a positive λ value (note that for bl = 0, λm = 0). The
instability appears as the minimum of the polynomial in
Eq.(G1) crosses Eq.(G2). At that point the two dege-
narte roots λ2,3 become real positive while λ1 is still real
negative. The positive roots make the perturbation grow
in time exponentially and the system becomes linearly
unstable.
The boundary between us and u phase in second quad-
rant of Fig.2 can be calculated as we did for s to ss tran-
sition in the first quadrant and end up with the same
mathematical expression as in Eq.(G4), but now with
bl<0. Eq.(G5) and Eq.(G4) meet at origin and this is
the only point, where a direct transition from s phase in
first quadrant to u phase in the second quadrant possible.
Appendix H: Stability of the modes l = 0 and l = 1
The l = 0 mode of spherical harmonics corresponding
to uniform expansion is associated with the coefficients
a0 = 4κ̃+ 2σ̃ + 2Π̃ + k̃0
b0 = k̃0[4κ̃+ 2σ̃ + 2Π̃]
c0 = 0. (H1)
Eq.(H1) indicates that one eigenvalue would always be 0
as the coefficient c0 = 0. The positive definite coefficients
a0 and b0 ensures that the other two eigenvalues are ei-
ther real negative or a complex conjugate pair with neg-
ative real part expressed as λ± = [−a0 ±
√
a20 − 4b0]/2.
Since the discriminant, a20 − 4b0 = (m033 −m011)2 > 0, it
eliminates the possibility of decaying oscillation, ensuring
linear stability.
Similarly for l = 1 one can calculate the coefficients of
the eigenvalue equation and get
a1 = 4σ̃ + 2Π̃ + k̃0
b1 = (2 + k̃0)[4σ̃ + 2Π̃] + 2k̃0
c1 = 4k̃0[2σ̃ + Π̃]. (H2)
These coefficients are always positive, limiting all the
eigenvalues to be either real negative, or one real neg-
ative and a pair of complex conjugates eigenvalues with
negative real part. Consequently, l = 1 mode is either
linearly stable or would show a decaying oscillation in
time and thus eliminating any possibility of instability
or pattern formation.
Appendix I: Running pulsation
In Fig.11 we show changes in the spherical shape as a
pulsation runs between the two poles of the sphere. Asso-
ciated with such deformations, as the movie run puls.avi
in the ESI shows, the spherical membrane performs for-
ward and backward somersaults with time.
FIG. 11: Plots showing the traveling wave generated on spher-
ical membrane due to the superposition of l = 2 and 3 modes
with nearly equal amplitude. The parameter values are the
same as in Fig. 7. The snapshots here correspond to the movie
run puls.avi in the ESI.
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“Pattern formation, pulsation and traveling wave on active spherical membranes”
Additional Phase Diagrams and time evolutions
In Fig.1 in this ESI, we explore the impact of changing active parameter f̃r and the passive stabilizing factor of
surface tension σ̃ keeping f̃p fixed. Due to the positive H̃ = 1, clustering of APs bulge in the membrane locally. The
active reaction f̃r due to F-actin polymerization, on the other hand, pushes the membrane outward. Large surface

















FIG. 1: Phase diagram for spherical membrane, using valley preferring APs with H̃> 0 in σ̃ − f̃p plane showing dynamical
transition form linearly stable (s) to unstable (u) phase indicating pattern formation. As the actomyosin pull gets coupled
with inward curvature producing APs, it brings about linear instability in the system through a positive feedback. Parameter
values are, H̃ = 1, and a fixed f̃p = 10, µ̃ = 0.02, Π̃ = 10
3. All other parameters are fixed as in Table-1 of the main text. Each
line corresponds to a s-u boundary for a specific l-mode as indicated in the figure legend. In the region above these lines the
system is stable corresponding to the particular l-mode. The shaded region is linearly stable for all l modes.
Fig. 2 of ESI shows localized pulsation corresponding to the excitation of l = 3 mode alone at the phase space point
denoted by O in Fig.3(a). The parameter values are κ̃ = 25, k̃on = 3 × 104, k̃0 = 10, α = 0.001, H̃ = −1, µ̃ = 0.15,
Π̃ = 500, σ̃ = 113, f̃r = 94.5, f̃p = 50. The corresponding kymograph in Fig. 3 of ESI shows the evolution of u and
ψ along the polar angle θ at a fixed φ = π/2.
In the main text, we have shown a kymograph of running pulsation in Fig. 7. In that figure we plotted the
kymograph at φ = π/2. Instead in Fig. 4 of ESI, we show the kymograph corresponding to the same set of parameter
values, but at φ = π. This again shows connected running pulsations, as expected.
Fig. 5 of ESI shows parametric plots comprising of deformation field u and local AP density field ψ in a fixed set of
θ and φ locations on top of the sphere corresponding to running pulsation. The parameter values are listed in figure
caption, and correspond to Fig.7 in main text. We note the existence of multiple periodicity at different locations.
Note the difference in amplitude of the oscillations in r and ψ in various θ-φ points.
The l-mode dependence of real and imaginary parts of eigenvalues λ2,3 are shown in Fig. 6 of ESI. This corresponds
to the running pulsation and parameter values of Fig.s 7 and 11 of main text.
Finally in Fig. 7 of ESI we depict conformational changes due to linear instability corresponding to the phase
diagram Fig.8 of main text, at σ̃ = 530, f̃p = 5.0, where l = 2 mode shows the instability. The corresponding
evolution is similar to deformations of a cell at cytokinesis.
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FIG. 2: Plots showing localized pulsations corresponding to l = 3 mode for a spherical membrane in which the APs prefer hills.
The parameter values are, κ̃ = 25, k̃on = 3× 104, k̃0 = 10, α = 0.001, H̃ = −1, µ̃ = 0.15, Π̃ = 500, σ̃ = 113, f̃r = 94.5, f̃p = 50.
FIG. 3: Kymographs depicting the time evolution over azimuthal angle θ at φ = π
2
. The parameter values are the same as in
Fig. 2.
FIG. 4: Kymographs of running pulsation corresponds to Fig. 7. It shows evolutions of membrane deformation r and change
in AP density ψ over polar angle θ at a fixed φ = π, an azimuthal coordinate different from Fig. 7 of the main text. A running
pulsation is generated due to superposition of l = 2, 3 modes. Here, the parameter values correspond to Fig. 7 and 11 of main
text and are given by σ̃ = 96, Π̃ = 500, f̃p = 50, f̃r = 55, H̃ = −1, µ̃ = 0.15. The connected nature of deformations over space


























FIG. 5: Parametric plots of the field variables u and ψ showing oscillations with multiple periodicity as the system displays
traveling waves on the membrane surface. The plots are at azimuthal angles, (a) θ = 0, (b) θ = π
6
, (c) θ = π
3
and (d) θ = π
2
.




























FIG. 6: The eigenvalues corresponding to running pulsation in Fig. 7 of main text. λ2,3 are real negative for l = 1 and are
denoted by the filled D (λ2) and # (λ3). They have complex conjugate values with real part shown in (a) and the imaginary
part in (b). λ1 < 0 for all l.
FIG. 7: Plots showing pattern formation on a spherical membrane due to linear instability in l = 2 mode with H̃ = 1, i.e.,
when the APs prefer local valleys. Parameter values are the same as in Fig.8 of main text, with σ̃ = 530, f̃p = 5.0.
Description of videos
The three video in the ESI depict the time evolution in the three distinct dynamical regimes of the spherical
membrane predicted by our model. The consecutive frames in localized pulsation (local pulse.avi), and the running
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Parameters Definition Values Scaled parameters Scaled values
D [s−1] Angular diffusivity 10−2
r0 [µm] radius 10
Γ [(kBT-s)
−1] membrane mobility 1
H̄ [µm−1] AP induced curvature ±0.1 [34], -50 [37] H̃ = H̄r0 ±1,−500
µ [(kBT-s)

















0.75, 2.5 [37] 75, 250
fr [s





−1] myosin contraction 0.1 (O[fr] ) f̃p = fpD 10
kon [s









TABLE II: Various parameters and their typical values used in the numerical calculations. (i) We consider Γ = (ηd3)−1 with
viscosity η = 100 × ηw where ηw ≈ 1 mPa-s is the viscosity of water, and d ≈ 0.35µm a length scale of fluid confinement
in actomyosin layer [34] leading to a value of the order of unity. The pressure Π ∼ σ/r0, with surface tension σ. (ii) Two
dimensional diffusivity of APs is 1µm2/s [34, 37]. Considering a vesicle of radius r0 ≈ 10µm this gives the angular diffusivity
D = 1µm2s−1/r20 = 10
−2 s−1. (iii) Actin polymerization rate varies from ≈ 2−20 subunit/s [55]. Considering subunit size 8 nm
the actin growth rate is between 16 to 160 nm/s. If this directly translates to protrusion of membrane segment with radius of
r0 = 10µm, the relative growth rate is ∼ 10−3 − 10−1 s−1.
pulsation (run puls.avi) are separated by dimensionless time gaps ∆τ = 5× 10−4 and ∆τ = 2× 10−4, respectively. In
the main text, snapshots from these movies are depicted in Fig.s 5, 6 and Fig.s 7, 11 respectively. The figure captions
mention the values of the parameters used.
On the other hand, the consecutive frames in the movie of pattern formation due to linear instability (pattern.avi)
is separated by ∆τ = 5 × 10−3. The snapshots from this movie and corresponding parameter values are shown in
Fig.9 of the main text.
Appendix J: Parameter values
In Table-II we list the parameter values used in our analysis.
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