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Abstract
We introduce semi-infinite Lakshmibai-Seshadri paths by using the semi-infinite Bruhat
order (or equivalently, Lusztig’s generic Bruhat order) on affine Weyl groups in place of the
usual Bruhat order. These paths enable us to give an explicit realization of the crystal basis
of an extremal weight module of an arbitrary level-zero dominant integral extremal weight
over a quantum affine algebra. This result can be thought of as a full generalization of our
previous result (which uses Littelmann’s Lakshmibai-Seshadri paths), in which the level-
zero dominant integral weight is assumed to be a positive-integer multiple of a level-zero
fundamental weight.
1 Introduction.
In our previous papers [NS1, NS3], we gave a combinatorial realization of the crystal basis
B(mi̟i) of the extremal weight module V (mi̟i) of extremal weight mi̟i, where mi ∈ Z≥1
∗2010 Mathematics Subject Classification. Primary: 17B37, Secondary: 17B67, 81R50, 81R10.
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and ̟i is the i-th level-zero fundamental weight for i ∈ I, over the quantum affine algebra
Uq(gaf) in terms of Lakshmibai-Seshadri (LS for short) paths of shape mi̟i in the sense of [Li2];
however, in [NS4], we showed that it is impossible to give a realization of the crystal basis B(λ)
of the extremal weight module V (λ) of a general level-zero dominant integral extremal weight
λ in terms of Littelmann’s LS paths of shape λ. The purpose of this paper is to overcome this
difficulty, and to give an explicit realization of the crystal basis of the extremal weight module
V (λ) for a level-zero dominant integral weight λ in full generality; however, we assume that an
affine Lie algebra gaf is of untwisted type throughout this paper.
Extremal weight modules over the quantized universal enveloping algebras of symmetrizable
Kac-Moody algebras were introduced by Kashiwara [Kas1] in his study of the level-zero part of
the modified quantized universal enveloping algebra (see [Lu2]) of an affine Lie algebra.
Let λ be an integral weight for an affine Lie algebra gaf . If λ is of positive (resp., negative)
level, then the extremal weight module V (λ) is just the integrable highest (resp., lowest) weight
module over Uq(gaf). However, in the case when λ is of level-zero, the structure of V (λ) is
much more complicated than in the case of positive or negative level. In fact, it is known ([N2,
Remark 2.15]; see also [CP, Proposition 4.5]) that V (λ) is isomorphic to the quantum Weyl
module Wq(λ) introduced by Chari and Pressley ([CP]).
Also, in the case when gaf is an untwisted affine Lie algebra of type A, D, or E, an extremal
weight module can be thought of as a universal standard module. Here standard modules MP ,
parametrized by Drinfeld polynomials P , were constructed by Nakajima ([N1]) by use of quiver
varieties, as a new basis of the Grothendieck ring RepUq(Lg) of finite-dimensional modules (of
type 1) over the quantum loop algebra Uq(Lg), where g ⊂ gaf is the canonical finite-dimensional
subalgebra (of type A, D, or E), and Lg = C[t, t−1]⊗C g; unique irreducible quotients LP of the
standard modules MP form another basis of RepUq(Lg).
More precisely, for a level-zero dominant integral weight λ =
∑
i∈I mi̟i withmi ∈ Z≥0, i ∈ I,
the universal standard module M(λ) is defined to be the Grothendieck group KGλ×C
∗
(L(λ)) of
Gλ×C
∗-equivariant coherent sheaves on a certain Lagrangian subvariety L(λ) of the quiver vari-
ety M(λ), where Gλ :=
∏
i∈I GLmi(C). For an I-tuple P = (Pi(u))i∈I of monic polynomials with
coefficients in C(q) such that degPi(u) = mi (called a Drinfeld polynomial), the correspond-
ing standard module MP is obtained from M(λ) as the specialization M(λ) ⊗R(Gλ)[q,q−1] C(q),
where R(Gλ) ∼=
⊗
i∈I Z[x
±1
i,1 , . . . , x
±1
i,mi
]Smi is the representation ring of Gλ, and by the alge-
bra homomorphism R(Gλ)[q, q
−1] → C(q), the indeterminates xi,1, . . . , xi,mi are sent to the
roots of the polynomial Pi(u) for i ∈ I. In [N2, Theorem 2], Nakajima proved that there
exists a Uq(g
′
af) ⊗Z[q,q−1] R(Gλ)[q, q
−1]-module isomorphism between the extremal weight mod-
ule V (λ) and M(λ) ⊗Z[q,q−1] C(q), as a by-product of his proof of Kashiwara’s conjecture (see
[Kas5, §13]) on the structure of extremal weight modules of level-zero extremal weights, where
g′af =
(
C[t, t−1]⊗C g
)
⊕ Cc.
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Now, let λ be a level-zero dominant integral weight of the form λ =
∑
i∈I mi̟i, withmi ∈ Z≥0
for all i ∈ I. In [BN], Beck and Nakajima proved Kashiwara’s conjecture above for all affine Lie
algebras, and in particular, showed that there exists an isomorphism of crystals
B(λ) ∼=
⊗
i∈I
B(mi̟i). (1)
Soon afterward, in [NS1, NS3], we gave a combinatorial realization of the crystal basis B(mi̟i)
for each i ∈ I in terms of LS paths of shape mi̟i. Namely, we proved that the set B(mi̟i) of
LS paths of shape mi̟i is isomorphic as a crystal to B(mi̟i), though neither of (the crystal
graphs of) these two crystals is connected if mi > 1. However, it turned out in [NS4] that the
crystals B(λ) and B(λ) are not necessarily isomorphic for a general level-zero dominant integral
weight λ; for example, if λ is of the form
∑
i∈K ̟i for K ⊂ I with #K ≥ 2, then the crystals
B(λ) and B(λ) are never isomorphic, though both of these crystals are connected (for details,
see [NS4, Appendix]). This is mainly because each connected component of the crystal B(λ) has
fewer extremal elements than that of the crystal B(λ) has.
Let us explain the situation above more precisely. As a consequence of the isomorphism
(1), we see (Proposition 5.1.1) that the set
{
ux := xuλ | x ∈ Waf
}
of extremal elements in the
connected component B0(λ) of B(λ) containing the extremal element uλ of extremal weight λ is
in bijective correspondence with the quotient set Waf/(WJ)af , where Waf = W ⋉
{
tξ | ξ ∈ Q
∨
}
is the (affine) Weyl group of gaf , and (WJ)af := WJ ⋉
{
tξ | ξ ∈ Q
∨
J
}
, with J :=
{
i ∈ I |
mi = 0
}
, is identical to the stabilizer
{
x ∈ Waf | xuλ = uλ
}
of uλ in Waf . In contrast, the
set
{
πxλ := (xλ ; 0, 1) | x ∈ Waf
}
of extremal elements in the connected component B0(λ) of
B(λ) containing the straight line path πλ := (λ ; 0, 1) of weight λ is in bijective correspondence
with the quotient set Waf/(Waf)λ, where (Waf)λ is the stabilizer of λ in Waf , and is identical to
WJ ⋉
{
tξ | 〈ξ, λ〉 = 0
}
. Here, we have (WJ)af ⊂ (Waf)λ in general, with equality if and only if λ
is a nonnegative integer multiple of ̟i for some i ∈ I.
In order to overcome the difficulty mentioned above, we introduce the notion of semi-infinite
Lakshmibai-Seshadri (SiLS for short) paths of shape λ. A SiLS path of shape λ is, by definition,
a pair (x;a) of a decreasing sequence x : x1 >∞
2
x2 >∞
2
· · · >∞
2
xs in the set (W
J)af of Peterson’s
coset representatives for the cosets in Waf/(WJ)af , equipped with the semi-infinite Bruhat order
≥∞
2
, and an increasing sequence a : 0 = a0 < a1 < · · · < as = 1 of rational numbers, while a
(usual) LS path of shape λ is a pair (λ;a) of a decreasing sequence λ : λ1 > λ2 > · · · > λs
of elements in the affine Weyl group orbit Wafλ through λ, equipped with the partial order ≥
which Littelmann defined in [Li2], and an increasing sequence a of rational numbers as above.
The coset representatives (W J)af were originally introduced by Peterson ([P]; see also [LS]) in
his study of the relationship between the T -equivariant homology (ring) of the affine Grassman-
nian G(C((t)))/G(C[[t]]) and the T -equivariant (small) quantum cohomology ring QH•T (G/P ) of
the partial flag variety G/P , where G denotes a simply-connected simple algebraic group over
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C, P ⊂ G a parabolic subgroup, and T ⊂ G a maximal torus. Also, we see from [S, Claim 4.14]
that the semi-infinite Bruhat order on the affine Weyl group Waf is a slight modification of
Lusztig’s generic Bruhat order on Waf (for details, see Appendix A); the generic Bruhat order
was originally introduced by Lusztig ([Lu1]) in his study of the conjectural character formula for
the irreducible quotient of the Weyl module of a simply-connected almost simple algebraic group
over an algebraically closed field of positive characteristic. As for the geometric meaning of the
semi-infinite Bruhat order, it is known ([FFKM, §5]; see also [FF, §4]) that the semi-infinite
Bruhat order describes the closure relation among the fine Schubert strata, parametrized by
Waf , of the Drinfeld compactification of the variety of algebraic maps of a fixed degree from the
complex projective line P1 to the flag variety G/B. In addition, we remark that in Peterson’s lec-
ture note ([P]), the semi-infinite Bruhat order (or, stable Bruhat order in his terminology) plays
an important role, and that some of our arguments in the study of SiLS paths use (parabolic)
quantum Bruhat graphs ([BFP, LNS31]), which appear in the equivariant quantum Chevalley
formula for QH•T (G/P ) ([Mi]).
Now we are ready to state our main results. First, we prove that the natural surjection
from the poset (W J)af (equipped with the semi-infinite Bruhat order) onto the poset Wafλ
(equipped with Littelmann’s partial order) is order-preserving, and hence that there exists a
surjection from the set B
∞
2 (λ) of SiLS paths of shape λ onto the set B(λ) of LS paths of shape
λ (Proposition 3.1.3). Next, we define a crystal structure on B
∞
2 (λ) for Uq(gaf) in such a way
that this surjection becomes a morphism of crystals (Theorem 3.1.5). Then, each connected
component of the resulting crystal B
∞
2 (λ) indeed has as many extremal elements as that of the
crystal B(λ) has (Proposition 3.2.2). Also, we can prove that the crystal B
∞
2 (λ) has as many
connected components as the crystal B(λ) has (Proposition 3.2.4). Combining the results above,
we finally obtain the following (Theorem 3.2.1).
Theorem. Let gaf be an untwisted affine Lie algebra, and λ =
∑
i∈I mi̟i a level-zero dominant
integral weight, with mi ∈ Z≥0 for all i ∈ I. Let B(λ) denote the crystal basis of the extremal
weight module V (λ) over Uq(gaf), and let B
∞
2 (λ) denote the set of SiLS paths of shape λ, equipped
with the Uq(gaf)-crystal structure as above. Then, we have an isomorphism of crystals
B(λ) ∼= B
∞
2 (λ). (2)
Remark that for each i ∈ I, we have a natural identification B
∞
2 (mi̟i) = B(mi̟i), since
the equality (WI\{i})af = (Waf)mi̟i holds. Hence we recover our previous results in [NS2, NS3].
Also, we should mention that Hernandez and Nakajima ([HN]) gave a monomial realization of
the connected component B0(λ); however, their realization is given in a recursive way, and it is
difficult to determine all the elements in B0(λ) explicitly in this realization.
As an application of the isomorphism theorem above, in our paper [NS5] sequel to the present
one, we prove that the graded character of a particular Demazure submodule V +w0(λ) of V (λ)
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for the longest element w0 ∈ W is identical to a q-Whittaker function, which is nothing but
the graded character of a global Weyl module over the current algebra (see [BF] for simply-
laced cases). This result yields a purely crystal-theoretical explanation of the relation between
a q-Whittaker function and the specialization at t = 0 of a symmetric Macdonald polynomial,
which is nothing but the graded character of a local Weyl module over the current algebra (see
[LNS32]).
This paper is organized as follows. In §2, we fix our notation for untwisted affine root data,
and review some basic facts about LS paths and (parabolic) semi-infinite Bruhat graphs. In §3,
we introduce SiLS paths and define a crystal structure on them, postponing to §4 the proof of the
stability property of the set of semi-infinite LS paths under root operators. Also, we state our
main result, i.e., the isomorphism theorem above between B(λ) and B
∞
2 (λ). In §4, we first study
some fundamental properties of semi-infinite Bruhat graphs, and then prove that there exists a
canonical surjection from B
∞
2 (λ) to B(λ). Using this surjection, we give the postponed proof of
the stability property above of SiLS paths. In §5, we prove that the connected component B0(λ)
of B(λ) containing uλ is isomorphic, as a crystal, to the connected component B
∞
2
0 (λ) of B
∞
2 (λ)
containing the element ηe := (e ; 0, 1). In §6, we obtain a condition for the existence of a directed
path in a (parabolic) semi-infinite Bruhat graph from a translation to another translation; this
result is used in §7 to give a parametrization of the connected components of B
∞
2 (λ). Finally, in
§7, by combining the results in §4, §5, and §6, we obtain the desired isomorphism B(λ) ∼= B
∞
2 (λ).
In Appendix A, we give another (but equivalent) definition of semi-infinite Bruhat graphs, and
also mention the relation between the semi-infinite Bruhat order and Lusztig’s generic Bruhat
order.
Acknowledgements. The second and third authors would like to thank Christian Lenart,
Anne Schilling, and Mark Shimozono for related collaborations. The third author thanks Pro-
fessor Peter Littelmann, Professor Ghislain Fourier, Dr. Deniz Kus, and students attending at
Professor Littelmann’s seminar for giving us valuable comments on this work.
2 LS paths and semi-infinite Bruhat graphs.
2.1 Untwisted affine root data.
Let gaf be an untwisted affine Lie algebra over C with Cartan subalgebra haf . Let {αi}i∈Iaf ⊂
h∗af := HomC(haf , C) and {α
∨
i }i∈Iaf ⊂ haf be the sets of simple roots and simple coroots, re-
spectively. Let 〈· , ·〉 : haf × h
∗
af → C denote the canonical pairing. Throughout this paper,
we take and fix an integral weight lattice Paf ⊂ h
∗
af satisfying the conditions that αi ∈ Paf
and α∨i ∈ HomZ(Paf , Z) for all i ∈ Iaf , and that for each i ∈ Iaf there exists Λi ∈ Paf such that
〈α∨j , Λi〉 = δij for all j ∈ Iaf . Let δ =
∑
i∈Iaf
aiαi ∈ h
∗
af and c =
∑
i∈Iaf
a∨i α
∨
i ∈ haf be the null root
5
and the canonical central element, respectively. We take and fix 0 ∈ Iaf such that a0 = a
∨
0 = 1,
and set I := Iaf \ {0}; note that the subset I of Iaf corresponds to the index set for the finite-
dimensional simple Lie subalgebra g of gaf . For each i ∈ I, we define ̟i := Λi − 〈c, Λi〉Λ0; note
that 〈c, ̟i〉 = 0 for all i ∈ I. Set
Q :=
⊕
i∈I
Zαi, Q
∨ :=
⊕
i∈I
Zα∨i , P
+ :=
∑
i∈I
Z≥0̟i;
we call an element of P+ a level-zero dominant integral weight.
Let Waf := 〈ri | i ∈ Iaf〉 be the (affine) Weyl group of gaf , where ri denotes the simple
reflection with respect to αi, and set W := 〈ri | i ∈ I〉 ⊂ Waf , which can be regarded as the
Weyl group of g. Let e ∈ Waf be the unit element, and ℓ : Waf → Z≥0 the length function. For
ξ ∈ Q∨, denote by tξ ∈ Waf the translation with respect to ξ (see [Kac, §6.5]). We know from
[Kac, Proposition 6.5] that
{
tξ | ξ ∈ Q
∨
}
forms an abelian normal subgroup of Waf , for which
tξtζ = tξ+ζ , ξ, ζ ∈ Q
∨, and Waf = W ⋉
{
tξ | ξ ∈ Q
∨
}
; remark that for w ∈ W and ξ ∈ Q∨, we
have
wtξµ = wµ− 〈ξ, µ〉δ if µ ∈ h
∗
af satisfies 〈c, µ〉 = 0. (2.1.1)
Denote by ∆af the set of real roots of gaf , and ∆
+
af the set of positive real roots of gaf ; we
know from [Kac, Proposition 6.3] that
∆af =
{
α + nδ | α ∈ ∆, n ∈ Z
}
,
∆+af = ∆
+ ⊔
{
α + nδ | α ∈ ∆, n ∈ Z>0
}
,
where ∆ := ∆af ∩Q is the (finite) root system corresponding to I, and ∆
+ := ∆ ∩
∑
i∈I Z≥0αi.
For β ∈ ∆af , denote by β
∨ ∈ Q∨ the coroot of β, and by rβ ∈ Waf the reflection with respect to
β; if β ∈ ∆af is of the form β = α + nδ with α ∈ ∆ and n ∈ Z, then
rβ = rαtnα∨ . (2.1.2)
For a subset J of I, we set
QJ :=
⊕
j∈J
Zαj , Q
∨
J :=
⊕
j∈J
Zα∨j , Q
∨+
J :=
∑
j∈J
Z≥0α
∨
j ,
∆J := ∆ ∩QJ , ∆
+
J := ∆J ∩
∑
i∈I
Z≥0αi, WJ := 〈rj | j ∈ J〉.
Let W J denote the set of minimal(-length) coset representatives for W/WJ ; we see from [BB,
§2.4] that
W J =
{
w ∈ W | wα ∈ ∆+ for all α ∈ ∆+J
}
. (2.1.3)
For w ∈ W , we denote by ⌊w⌋ = ⌊w⌋J ∈ W J the minimal coset representative for the coset wWJ
in W/WJ .
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2.2 Lakshmibai-Seshadri paths.
In this subsection, we briefly review some basic facts about crystals of Lakshmibai-Seshadri (LS
for short) paths, introduced by Littelmann [Li1], [Li2]. In this subsection, we fix λ ∈ P+.
Definition 2.2.1 ([Li2, §4]). We define a partial order ≤ on Wafλ as follows: for µ, ν ∈ Wafλ,
we write µ ≤ ν if there exists a sequence µ = ν0, ν1, . . . , νk = ν of elements in Wafλ and a
sequence β1, . . . , βk of elements in ∆
+
af such that νm = rβmνm−1 and 〈β
∨
m, νm−1〉 ∈ Z>0 for all
m = 1, 2, . . . , k. We call the poset (Wafλ, ≤) the level-zero weight poset of shape λ.
Remark 2.2.2. Let ν ∈ P , and β, γ ∈ ∆+af . If rβν = rγν 6= ν, then β = γ. Indeed, we have
ν − 〈β∨, ν〉β = ν − 〈γ∨, ν〉γ, and hence 〈β∨, ν〉β = 〈γ∨, ν〉γ. Also, since rβν 6= ν and rγν 6= ν,
it follows immediately that 〈β∨, ν〉 6= 0 and 〈γ∨, ν〉 6= 0. Hence, by [Kac, Proposition 5.1 b)], we
obtain β = γ.
Definition 2.2.3.
(1) Define LZ(λ) to be the ∆+af-labeled, directed graph with vertex set Wafλ and ∆
+
af -labeled,
directed edges of the following form: µ
β
−−→ ν for µ, ν ∈ Wafλ, where ν covers µ in the
poset Wafλ, and the label β of the edge is a unique positive real root β ∈ ∆
+
af such that
ν = rβµ and 〈β
∨, µ〉 > 0 (see Remark 2.2.2).
(2) Let 0 < a ≤ 1 be a rational number. Define LZ(λ ; a) to be the subgraph of LZ(λ) with
the same vertex set but having only the edges of the form:
µ
β
−−→ ν with a〈β∨, µ〉 ∈ Z; (2.2.1)
note that LZ(λ ; 1) = LZ(λ).
Definition 2.2.4 ([Li2, §4]). An LS path of shape λ is, by definition, a pair (ν ; a) of a decreasing
sequence ν : ν1 > · · · > νs of elements in Wafλ and an increasing sequence a : 0 = a0 < a1 <
· · · < as = 1 of rational numbers satisfying the condition that there exists a directed path from
νu+1 to νu in LZ(λ ; au) for each u = 1, 2, . . . , s − 1. Let B(λ) denote the set of LS paths of
shape λ.
We identify π = (ν1, . . . , νs ; a0, . . . , as) ∈ B(λ) with the piecewise-linear, continuous map
π : [0, 1] → R⊗Z Paf whose “direction vector” for the interval [au−1, au] is equal to νu for each
1 ≤ u ≤ s, that is,
π(t) =
u−1∑
p=1
(ap − ap−1)νp + (t− au−1)νu for t ∈ [au−1, au], 1 ≤ u ≤ s. (2.2.2)
We also express π = (ν1, . . . , νs ; a0, . . . , as) ∈ B(λ) as:
0 = a0
ν1
------- a1
ν2
------- · · ·
νs−1
------- as−1
νs
------- as = 1.
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Now, we equip the set B(λ) with a crystal structure with weights in Paf as follows (for the
definition of crystals, see [Kas2, §7.2] and [HK, Definition 4.5.1] for example). First, we define
wt : B(λ) → Paf by wt(π) := π(1) ∈ Paf ; we know from [Li2, Lemma 4.5 a)] that π(1) ∈ Paf for
all π ∈ B(λ). Next, for π ∈ B(λ) and i ∈ Iaf , we set{
Hπi (t) := 〈α
∨
i , π(t)〉 for t ∈ [0, 1],
mπi := min
{
Hπi (t) | t ∈ [0, 1]
}
.
(2.2.3)
Remark 2.2.5. We see from [Li2, Lemma 4.5 d)] that for each π ∈ B(λ) and i ∈ Iaf , all local
minima of the function Hπi (t), t ∈ [0, 1], are integers. In particular, the minimum m
π
i is a
nonpositive integer (recall that π(0) = 0, and hence Hπi (0) = 0).
Following [Li2, §1] (see also [NS3, §1]), we define the root operators ei, fi, i ∈ Iaf , on
B(λ) ⊔
{
0
}
as follows. Here, 0 is an additional element not contained in any crystal.
Definition 2.2.6. Let π = (ν1, . . . , νs ; a0, . . . , as) ∈ B(λ), and i ∈ Iaf .
(1) If mπi = 0, then we define eiπ := 0. If m
π
i ≤ −1, then set{
t1 := min
{
t ∈ [0, 1] | Hπi (t) = m
π
i
}
,
t0 := max
{
t ∈ [0, t1] | H
π
i (t) = m
π
i + 1
}
;
(2.2.4)
we deduce from Remark 2.2.5 that Hπi (t) is strictly decreasing on [t0, t1]. Notice that there
exists 1 ≤ q ≤ s such that t1 = aq. Let 1 ≤ p ≤ q be such that ap−1 ≤ t0 < ap. Then we
define eiπ to be
0 = a0
ν1
------- · · ·
νp−1
------- ap−1
νp
------- t0
riνp
------- ap
riνp+1
------- · · ·
riνq
------- aq = t1︸ ︷︷ ︸
“reflected” by ri
νq+1
------- · · ·
νs
------- as = 1,
that is,
eiπ := (ν1, . . . , νp, riνp, riνp+1, . . . , riνq, νq+1, . . . , νs;
a0, . . . , ap−1, t0, ap, . . . , aq = t1, . . . , as);
if t0 = ap−1, then we drop νp and ap−1, and if riνq = νq+1, then we drop νq+1 and aq = t1.
(2) If Hπi (1)−m
π
i = 0, then we define fiπ := 0. If H
π
i (1)−m
π
i ≥ 1, then set{
t0 := max
{
t ∈ [0, 1] | Hπi (t) = m
π
i
}
,
t1 := min
{
t ∈ [t0, 1] | H
π
i (t) = m
π
i + 1
}
;
(2.2.5)
we deduce from Remark 2.2.5 that Hπi (t) is strictly increasing on [t0, t1]. Notice that there
exists 0 ≤ p ≤ s − 1 such that t0 = ap. Let p ≤ q ≤ s − 1 be such that aq < t1 ≤ aq+1.
Then we define fiπ to be
0 = a0
ν1
------- · · ·
νp
------- ap = t0
riνp+1
------- · · ·
riνq
------- aq
riνq+1
------- t1︸ ︷︷ ︸
“reflected” by ri
νq+1
------- aq+1
νq+2
------- · · ·
νs
------- as = 1,
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that is,
fiπ := (ν1, . . . , νp, riνp+1, . . . , riνq, riνq+1, νq+1, . . . , νs;
a0, . . . , ap = t0, . . . , aq, t1, aq+1, . . . , as);
if t1 = aq+1, then we drop νq+1 and aq+1, and if νp = riνp+1, then we drop νp and ap = t0.
(3) Set ei0 = fi0 := 0 for all i ∈ Iaf .
We know from [Li2, Corollary 2 a)] that the set B(λ) ⊔
{
0
}
is stable under the action of the
root operators ei, fi, i ∈ Iaf . Now we define{
εi(π) := max
{
n ∈ Z≥0 | e
n
i π 6= 0
}
,
ϕi(π) := max
{
n ∈ Z≥0 | f
n
i π 6= 0
} (2.2.6)
for π ∈ B(λ) and i ∈ Iaf . We know from [Li2, §2 and §4] that the set B(λ), equipped with the
maps wt, ei, fi, i ∈ Iaf , and εi, ϕi, i ∈ I, defined above, is a crystal with weights in Paf .
2.3 Peterson’s coset representatives.
Let J be a subset of I. Following [P] (see also [LS, §10]), we define
(∆J)af :=
{
α + nδ | α ∈ ∆J , n ∈ Z
}
⊂ ∆af , (2.3.1)
(∆J)
+
af := (∆J)af ∩∆
+
af = ∆
+
J ⊔
{
α + nδ | α ∈ ∆J , n ∈ Z>0
}
, (2.3.2)
(WJ)af := WJ ⋉
{
tξ | ξ ∈ Q
∨
J
}
, (2.3.3)
(W J)af :=
{
x ∈ Waf | xβ ∈ ∆
+
af for all β ∈ (∆J )
+
af
}
. (2.3.4)
Remark 2.3.1. We can easily show, using (2.1.2), that (WJ)af = 〈rβ | β ∈ (∆J)
+
af〉.
We know the following proposition from [P] (see also [LS, Lemma 10.6]).
Proposition 2.3.2. For each x ∈ Waf , there exist a unique x1 ∈ (W
J)af and a unique x2 ∈
(WJ)af such that x = x1x2.
We define a (surjective) map ΠJ :Waf → (W
J)af by Π
J(x) := x1 if x = x1x2 with x1 ∈ (W
J)af
and x2 ∈ (WJ)af .
Lemma 2.3.3 ([P]; see also [LS, Proposition 10.10]).
(1) ΠJ(w) = ⌊w⌋ for every w ∈ W .
(2) ΠJ(xtξ) = Π
J(x)ΠJ (tξ) for every x ∈ Waf and ξ ∈ Q
∨.
Definition 2.3.4 (see [LNS31, Lemma 3.8]). An element ξ ∈ Q∨ is said to be J-adjusted if
〈ξ, γ〉 ∈
{
−1, 0
}
for all γ ∈ ∆+J . Let Q
∨, J-ad denote the set of J-adjusted elements.
Lemma 2.3.5.
(1) For each ξ ∈ Q∨, there exists a unique φJ(ξ) ∈ Q
∨
J such that ξ + φJ(ξ) ∈ Q
∨, J-ad. In
particular, ξ ∈ Q∨, J-ad if and only if φJ(ξ) = 0.
(2) For each ξ ∈ Q∨, the element ΠJ(tξ) ∈ (W
J)af is of the form Π
J(tξ) = zξtξ+φJ(ξ) for some
zξ ∈ WJ . Therefore, by Lemma 2.3.3, Π
J(wtξ) = ⌊w⌋zξtξ+φJ (ξ) for every w ∈ W and
ξ ∈ Q∨.
(3) We have
(W J)af =
{
wzξtξ | w ∈ W
J , ξ ∈ Q∨, J-ad
}
. (2.3.5)
Proof. Parts (1), (2), and (3) follow immediately from [LNS31, (3.6), (3.7), and Lemma 3.7],
respectively.
Now we prove a few easy lemmas, which will be used later.
Lemma 2.3.6. Let x ∈ (W J)af and i ∈ Iaf . Then, x
−1αi /∈ (∆J)af if and only if rix ∈ (W
J)af .
Proof. First, let us show the “only if” part; by definition (2.3.4) of (W J)af , it suffices to show
that rixβ ∈ ∆
+
af for all β ∈ (∆J)
+
af . Let β ∈ (∆J)
+
af . Since x ∈ (W
J)af , we have xβ ∈ ∆
+
af .
Also, since x−1αi /∈ (∆J)af by the assumption, it follows that x
−1αi 6= β, and hence xβ 6= αi.
Therefore, we obtain rixβ ∈ ∆
+
af .
Next, let us show the “if” part. Suppose, for a contradiction, that x−1αi ∈ (∆J)af . Then,
since rx−1αi ∈ (WJ)af , we see by Proposition 2.3.2 that Π
J(rix) = Π
J(xrx−1αi) = Π
J(x). Since
rix, x ∈ (W
J)af by the assumption, we have Π
J(rix) = rix and Π
J(x) = x. Therefore, we obtain
rix = x, which is a contradiction. Thus, x
−1αi 6∈ (∆J)af . This proves the lemma.
Lemma 2.3.7. Let x ∈ Waf , and ξ ∈ Q
∨, J-ad. Then, xzξtξ ∈ (W
J)af if and only if x ∈ (W
J)af .
Proof. First, we remark that
ΠJ(xzξtξ) = Π
J(xzξ)Π
J(tξ) by Lemma 2.3.3 (2)
= ΠJ(x)zξtξ by Lemmas 2.3.3 (1) and 2.3.5 (1), (2). (2.3.6)
Let us prove the “only if” part. Assume that xzξtξ ∈ (W
J)af ; note that Π
J(xzξtξ) = xzξtξ.
Combining this equality and (2.3.6), we obtain ΠJ(x)zξtξ = xzξtξ, and hence Π
J(x) = x, which
implies that x ∈ (W J)af . Now, let us prove the “if” part. Assume that x ∈ (W
J)af ; note that
ΠJ(x) = x. Combining this equality and (2.3.6), we obtain ΠJ(xzξtξ) = Π
J(x)zξtξ = xzξtξ,
which implies that xzξtξ ∈ (W
J)af . This proves the lemma.
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2.4 Semi-infinite Bruhat graphs.
Definition 2.4.1 ([P]). Let x ∈ Waf , and write it as x = vtζ with v ∈ W and ζ ∈ Q
∨. Then we
define the semi-infinite length ℓ
∞
2 (x) of x by
ℓ
∞
2 (x) := ℓ(v) + 2〈ζ, ρ〉,
where ρ := (1/2)
∑
α∈∆+ α.
Definition 2.4.2. Let J be a subset of I.
(1) Define the (parabolic) semi-infinite Bruhat graph SiBJ to be the ∆+af -labeled, directed graph
with vertex set (W J)af and ∆
+
af-labeled, directed edges of the following form: x
β
−−→ rβx
for x ∈ (W J)af and β ∈ ∆
+
af , where rβx ∈ (W
J)af and ℓ
∞
2 (rβx) = ℓ
∞
2 (x) + 1.
(2) The semi-infinite Bruhat order is a partial order ≤∞
2
on (W J)af defined as follows: for
x, y ∈ (W J)af , we write x ≤∞
2
y if there exists a directed path from x to y in SiBJ .
3 Isomorphism theorem.
3.1 Semi-infinite Lakshmibai-Seshadri paths.
Definition 3.1.1. Let λ ∈ P+, and set J = Jλ :=
{
i ∈ I | 〈α∨i , λ〉 = 0
}
⊂ I. For a rational
number 0 < a ≤ 1, define SiB(λ ; a) to be the subgraph of SiBJ with the same vertex set but
having only the edges of the form:
x
β
−−→ y with a〈β∨, xλ〉 ∈ Z; (3.1.1)
note that SiB(λ ; 1) = SiBJ .
Definition 3.1.2. Let λ ∈ P+, and set J := Jλ =
{
i ∈ I | 〈α∨i , λ〉 = 0
}
. A semi-infinite
Lakshmibai-Seshadri (SiLS for short) path of shape λ is, by definition, a pair (x;a) of a de-
creasing sequence x : x1 >∞
2
· · · >∞
2
xs of elements in (W
J)af and an increasing sequence
a : 0 = a0 < a1 < · · · < as = 1 of rational numbers satisfying the condition that there exists a
directed path from xu+1 to xu in SiB(λ ; au) for each u = 1, 2, . . . , s− 1; we express this element
as:
0 = a0
x1
------- a1
x2
------- · · ·
xs−1
------- as−1
xs
------- as = 1.
Denote by B
∞
2 (λ) the set of all SiLS paths of shape λ.
For the rest of this subsection, we fix λ ∈ P+, and set J := Jλ =
{
i ∈ I | 〈α∨i , λ〉 = 0
}
. For
η = (x1, . . . , xs; a0, . . . , as) ∈ B
∞
2 (λ), we set
η := (x1λ, . . . , xsλ; a0, . . . , as).
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Proposition 3.1.3 (which will be proved in §4.2). It holds that η ∈ B(λ) for every η ∈ B
∞
2 (λ).
Thus we obtain a map : B
∞
2 (λ)→ B(λ), η 7→ η.
We equip the set B
∞
2 (λ) with a crystal structure with weights in Paf as follows. We define
wt : B
∞
2 (λ)→ Paf by: wt(η) := wt(η) = η(1) ∈ Paf . We define operators ei, fi, i ∈ Iaf , which we
call root operators for B
∞
2 (λ), in the same manner as for B(λ).
Definition 3.1.4. Let η = (x1, . . . , xs; a0, . . . , as) ∈ B
∞
2 (λ), and i ∈ Iaf .
(1) If mηi = 0, then we define eiη := 0. If m
η
i ≤ −1, then define t0, t1 ∈ [0, 1] by (2.2.4), with
π = η. Let 1 ≤ p ≤ q ≤ s be such that ap−1 ≤ t0 < ap and t1 = aq. Then we define eiη to
be
0 = a0
x1
------- · · ·
xp−1
------- ap−1
xp
------- t0
rixp
------- ap
rixp+1
------- · · ·
rixq
------- aq = t1︸ ︷︷ ︸
“reflected” by ri
xq+1
------- · · ·
xs
------- as = 1,
that is,
eiη := (x1, . . . , xp, rixp, rixp+1, . . . , rixq, xq+1, . . . , xs;
a0, . . . , ap−1, t0, ap, . . . , aq = t1, . . . , as);
if t0 = ap−1, then we drop xp and ap−1, and if rixq = xq+1, then we drop xq+1 and aq = t1.
(2) If Hηi (1)−m
η
i = 0, then we define fiη := 0. If H
η
i (1)−m
η
i ≥ 1, then define t0, t1 ∈ [0, 1]
by (2.2.5), with π = η. Let 0 ≤ p ≤ q ≤ s − 1 be such that t0 = ap, and aq < t1 ≤ aq+1.
Then we define fiη to be
0 = a0
x1
------- · · ·
xp
------- ap = t0
rixp+1
------- · · ·
rixq
------- aq
rixq+1
------- t1︸ ︷︷ ︸
“reflected” by ri
xq+1
------- aq+1
xq+2
------- · · ·
xs
------- as = 1,
that is,
fiπ := (x1, . . . , xp, rixp+1, . . . , rixq, rixq+1, xq+1, . . . , xs;
a0, . . . , ap = t0, . . . , aq, t1, aq+1, . . . , as);
if t1 = aq+1, then we drop xq+1 and aq+1, and if xp = rixp+1, then we drop xp and ap = t0.
(3) Set ei0 = fi0 := 0 for all i ∈ Iaf .
Theorem 3.1.5 (which will be proved in §4.3).
(1) The set B
∞
2 (λ) ⊔
{
0
}
is stable under the action of the root operators ei and fi, i ∈ Iaf .
(2) For each η ∈ B
∞
2 (λ) and i ∈ Iaf , we set{
εi(η) := max
{
n ≥ 0 | eni η 6= 0
}
,
ϕi(η) := max
{
n ≥ 0 | fni η 6= 0
}
.
Then, the set B
∞
2 (λ), equipped with the maps wt, ei, fi, i ∈ Iaf , and εi, ϕi, i ∈ Iaf , defined
above, is a crystal with weights in Paf .
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3.2 Isomorphism theorem between B(λ) and B
∞
2 (λ).
Let V (λ) denote the extremal weight module of extremal weight λ ∈ P+ over the quantized
universal enveloping algebra Uq(gaf) associated with gaf , which is an integrable Uq(gaf)-module
generated by a single element vλ with the defining relation that vλ is an “extremal weight vector”
of weight λ (for details, see [Kas1, §8] and [Kas5, §3]). We know from [Kas1, §8] that V (λ) has
a crystal basis B(λ). The main result of this paper is the following theorem.
Theorem 3.2.1. Let λ ∈ P+. The crystal basis B(λ) of the extremal weight module V (λ) of
extremal weight λ is isomorphic, as a crystal, to the crystal B
∞
2 (λ) of SiLS paths of shape λ.
Let us give an outline of the proof of Theorem 3.2.1. Let B
∞
2
0 (λ) denote the connected
component of B
∞
2 (λ) containing ηe := (e; 0, 1) ∈ B
∞
2 (λ). Also, let uλ be the element of B(λ)
corresponding to the generator vλ of V (λ), and let B0(λ) denote the connected component of
B(λ) containing uλ ∈ B(λ).
Proposition 3.2.2 (which will be proved in §5). There exists a unique isomorphism B0(λ)
∼
→
B
∞
2
0 (λ) of crystals that maps uλ to ηe.
We write λ ∈ P+ as λ =
∑
i∈I mi̟i with mi ∈ Z≥0, i ∈ I, and define
Par(λ) :=
{
ρ = (ρ(i))i∈I | ρ
(i) is a partition of length less than mi for each i ∈ I
}
; (3.2.1)
we understand that ρ(i) is the empty partition if mi = 0. We equip the set Par(λ) with a crystal
structure as follows: for each ρ = (ρ(i))i∈I ∈ Par(λ), we set{
eiρ = fiρ := 0, εi(ρ) = ϕi(ρ) := −∞ for i ∈ Iaf ,
wt(ρ) := −
∑
i∈I |ρ
(i)|δ,
(3.2.2)
where for a partition χ = (χ1 ≥ χ2 ≥ · · · ≥ χk ≥ 0), we set |χ| :=
∑k
l=1 χl. By Proposition
3.2.2, we have the isomorphism
Par(λ)⊗ B0(λ) ∼= Par(λ)⊗ B
∞
2
0 (λ) (3.2.3)
of crystals. Let B be either B0(λ) or B
∞
2
0 (λ). For each ρ ∈ Par(λ), we set {ρ} ⊗ B :=
{
ρ ⊗ b |
b ∈ B
}
⊂ Par(λ)⊗ B. Then it is easily seen from the tensor product rule for crystals that
Par(λ)⊗ B =
⊔
ρ∈Par(λ)
{ρ} ⊗ B
is the decomposition of Par(λ) ⊗ B into its connected components. Moreover, the map B →
{ρ} ⊗ B, b 7→ ρ⊗ b, is bijective and commutes with Kashiwara operators.
Now, we know the following proposition from [BN, Theorem 4.16 (i)].
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Proposition 3.2.3. For λ ∈ P+, there exists an isomorphism B(λ)
∼
→ Par(λ)⊗B0(λ) of crystals.
Also, we have the following proposition.
Proposition 3.2.4 (which will be proved in §7.2). For λ ∈ P+, there exists an isomorphism
B
∞
2 (λ)
∼
→ Par(λ)⊗ B
∞
2
0 (λ) of crystals.
Combining all the results above, we finally obtain
B(λ) ∼= Par(λ)⊗ B0(λ) by Proposition 3.2.3
∼= Par(λ)⊗ B
∞
2
0 (λ) by (3.2.3)
∼= B
∞
2 (λ) by Proposition 3.2.4,
as desired.
In the remainder of this paper, we will give proofs of the results above; we prove Propo-
sition 3.1.3 in §4.2, Theorem 3.1.5 in §4.3, Proposition 3.2.2 in §5, and Proposition 3.2.4 in
§7.2.
4 Proofs of Proposition 3.1.3 and Theorem 3.1.5.
4.1 Some technical lemmas.
Lemma 4.1.1 ([BFP, Lemma 4.3]). We have ℓ(rα) ≤ 2〈α
∨, ρ〉 − 1 for all α ∈ ∆+.
Lemma 4.1.2. Let x = vtζ ∈ Waf with v ∈ W and ζ ∈ Q
∨, and let β = α + nδ ∈ ∆+af with
α ∈ ∆ and n ∈ Z≥0. Then, ℓ
∞
2 (rβx) > ℓ
∞
2 (x) if and only if v−1α is a positive root. In particular,
if β = αi for some i ∈ Iaf (note that α = αi and n = 0 if i ∈ I, and α = −θ and n = 1 if i = 0),
then
ℓ
∞
2 (rix) =
{
ℓ
∞
2 (x) + 1 if v−1α is a positive root,
ℓ
∞
2 (x)− 1 if v−1α is a negative root.
(4.1.1)
Proof. Assume that α ∈ ∆ is a negative root; note that n ≥ 1. We see by (2.1.2) that rβx =
rαtnα∨vtζ = vrv−1αtnv−1α∨+ζ . If v
−1α is a positive root, then we have
ℓ
∞
2 (rβx) = ℓ(vrv−1α) + 2〈nv
−1α∨ + ζ, ρ〉 ≥ ℓ(v)− ℓ(rv−1α) + 2n〈v
−1α∨, ρ〉 + 2〈ζ, ρ〉
≥ ℓ(v)− 2〈v−1α∨, ρ〉 + 1 + 2n〈v−1α∨, ρ〉+ 2〈ζ, ρ〉 by Lemma 4.1.1
≥ ℓ(v) + 2〈ζ, ρ〉+ 1 since v−1α ∈ ∆+ and n ≥ 1
= ℓ
∞
2 (x) + 1 > ℓ
∞
2 (x).
If v−1α is a negative root, then we have
ℓ
∞
2 (rβx) = ℓ(vrv−1α) + 2〈nv
−1α∨ + ζ, ρ〉 ≤ ℓ(v) + ℓ(rv−1α) + 2n〈v
−1α∨, ρ〉+ 2〈ζ, ρ〉
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≤ ℓ(v) + 2〈v−1α∨, ρ〉 − 1 + 2n〈v−1α∨, ρ〉 + 2〈ζ, ρ〉 by Lemma 4.1.1
≤ ℓ(v) + 2〈ζ, ρ〉 − 1 since −v−1α ∈ ∆+ and n ≥ 1
= ℓ
∞
2 (x)− 1 < ℓ
∞
2 (x).
The proof for the case that α ∈ ∆ is a positive root is easier.
In order to show (4.1.1), it suffices to verify that ℓ
∞
2 (rix) = ℓ
∞
2 (x) ± 1. If i ∈ I, then it is
obvious. Assume that i = 0. We see from [LNS31, Proposition 5.11] that if v−1θ is a negative
root, then ℓ(rθv) = ℓ(v)− 2〈−v
−1θ∨, ρ〉+ 1. The desired equality above for i = 0 follows easily
from this equality, together with the computation above. This proves the lemma.
Remark 4.1.3. Let λ ∈ P+, and set J := Jλ =
{
i ∈ I | 〈α∨i , λ〉 = 0
}
. For each x ∈ (W J)af and
i ∈ Iaf , we deduce from Lemma 2.3.6 that rix ∈ (W
J)af if and only if 〈α
∨
i , xλ〉 6= 0, and from
(4.1.1) that{
x
αi−−→ rix in SiB
J ⇐⇒ 〈α∨i , xλ〉 > 0 ⇐⇒ xλ
αi−−→ rixλ in LZ(λ),
rix
αi−−→ x in SiBJ ⇐⇒ 〈α∨i , xλ〉 < 0 ⇐⇒ rixλ
αi−−→ xλ in LZ(λ).
(4.1.2)
We prove the “diamond lemma” for SiBJ (cf. [Li2, Lemma 4.1] and [LNS31, Lemma 5.14]).
Lemma 4.1.4. Let J be a subset of I. Let x ∈ (W J)af , β ∈ ∆
+
af , and i ∈ Iaf . Assume that
x
β
−−→ rβx =: y and x
αi−−→ rix in SiB
J . If we write y−1αi ∈ ∆af as y
−1αi = γ + nδ with γ ∈ ∆
and n ∈ Z, then γ /∈ ∆+J . Moreover, if γ ∈ ∆
+ \∆+J , then β 6= αi, and we have dotted edges in
SiBJ as in the following diagram:
x y
rix riy
❄
αi
✲
β
♣
♣
♣
♣
♣
♣
♣
♣
♣
❄
αi
♣ ♣ ♣ ♣ ♣ ♣ ♣✲
riβ
If γ is a negative root, then β = αi.
Proof. First, suppose, for a contradiction, that γ ∈ ∆+J . Then, we must have y
−1αi ∈ ∆
+
af .
Indeed, suppose that y−1αi is a negative real root. Since γ ∈ ∆
+
J by our assumption, we obtain
y−1αi ∈ (∆J)af ∩ (−∆
+
af). Since y ∈ (W
J)af by the assumption, it follows from the definition
of (W J)af that αi = yy
−1αi is a negative real root, which is a contradiction. Thus, we have
y−1αi ∈ ∆
+
af , and hence y
−1αi ∈ (∆J )
+
af . Here, since x ∈ (W
J)af , we see that ∆
+
af ∋ xy
−1αi =
rβαi = αi − 〈β
∨, αi〉β. Therefore, we deduce that 〈β
∨, αi〉 ≤ 0; in particular, β 6= αi. We write
x−1αi and x
−1β as x−1αi = γ1 + n1δ and x
−1β = γ2 + n2δ, with γ1, γ2 ∈ ∆ and n1, n2 ∈ Z,
respectively. Since we have x
β
−−→ rβx = y and x
αi−−→ rix in SiB
J by the assumption, we see by
Lemma 4.1.2 that γ1, γ2 ∈ ∆
+. Also, since x, rβx = xrx−1β , and rix = xrx−1αi are contained in
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(W J)af , we see from Proposition 2.3.2 that x
−1β, x−1αi /∈ (∆J)af , and hence γ1, γ2 ∈ ∆
+ \∆+J .
Therefore, we deduce that γ1 − 〈β
∨, αi〉γ2 /∈ ∆
+
J , since 〈β
∨, αi〉 ≤ 0 as seen above. Because
γ + nδ = y−1αi = x
−1rβαi = x
−1αi − 〈β
∨, αi〉x
−1β
=
{
γ1 − 〈β
∨, αi〉γ2
}
+
{
n1 − 〈β
∨, αi〉n2
}
δ,
we obtain γ = γ1 − 〈β
∨, αi〉γ2 /∈ ∆
+
J , which contradicts our assumption that γ ∈ ∆
+
J . Thus, we
conclude that γ /∈ ∆+J , as desired.
Assume that γ ∈ ∆+ \ ∆+J . Suppose, for a contradiction, that β = αi. Then we have
γ + nδ = y−1αi = x
−1rβαi = x
−1riαi = −x
−1αi. Since x
αi−−→ rix in SiB
J by the assumption,
it follows immediately from Lemma 4.1.2 that x−1αi = γ1 + n1δ for some γ1 ∈ ∆
+ and n1 ∈ Z.
Hence we obtain γ = −γ1 ∈ (−∆
+), which contradicts our assumption. Thus, we conclude that
β 6= αi. Also, since 〈α
∨
i , yλ〉 = 〈y
−1α∨i , λ〉 = 〈γ
∨, λ〉 > 0, it follows immediately from (4.1.2)
that y
αi−−→ riy in SiB
J . Therefore, we have
ℓ
∞
2 (riy) = ℓ
∞
2 (riy)− ℓ
∞
2 (y)︸ ︷︷ ︸
=1
+ ℓ
∞
2 (y)− ℓ
∞
2 (x)︸ ︷︷ ︸
=1
+ℓ
∞
2 (x)
= ℓ
∞
2 (x) + 2 = ℓ
∞
2 (rix)− 1 + 2 = ℓ
∞
2 (rix) + 1.
From this equation, we conclude that rix
riβ
−−−→ riy.
Assume that γ is a negative root, and suppose, for a contradiction, that β 6= αi. Then we
have riβ ∈ ∆
+
af . Since x
β
−−→ y in SiBJ by the assumption, it follows from Lemma 4.1.2 that
ℓ
∞
2 (rix) < ℓ
∞
2 (riy). Since 〈α
∨
i , riyλ〉 = −〈y
−1α∨i , λ〉 = −〈γ
∨, λ〉 > 0, we see by (4.1.2) that
riy
αi−−→ y in SiBJ . Therefore, we have ℓ
∞
2 (x) < ℓ
∞
2 (rix) < ℓ
∞
2 (riy) < ℓ
∞
2 (y), which contradicts
the equality ℓ
∞
2 (y) = ℓ
∞
2 (x) + 1. This completes the proof of the lemma.
The following lemma can be proved in exactly the same way as Lemma 4.1.4.
Lemma 4.1.5. Let J be a subset of I. Let x ∈ (W J)af , β ∈ ∆
+
af , and i ∈ I. Assume that
y := rβx
β
−−→ x and rix
αi−−→ x in SiBJ . If we write y−1αi ∈ ∆af as y
−1αi = −γ+nδ with γ ∈ ∆
and n ∈ Z, then γ /∈ ∆+J . Moreover, if γ ∈ ∆
+ \∆+J , then β 6= αi, and we have dotted edges in
SiBJ as in the following diagram:
riy rix
y x
♣
♣
♣
♣
♣
♣
♣
♣
♣
❄
αi
♣ ♣ ♣ ♣ ♣ ♣ ♣✲
β
❄
αi
✲
β
If γ is a negative root, then β = αi.
An inductive argument, which uses Lemmas 4.1.4 and 4.1.5, proves the following proposition.
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Lemma 4.1.6. Let λ ∈ P+, and set J := Jλ =
{
i ∈ I | 〈α∨i , λ〉 = 0
}
. Let 0 < a ≤ 1 be a
rational number. Let x, y ∈ (W J)af , and assume that there exists a directed path x = y0
β1
−−→
y1
β2
−−→ · · ·
βk−−→ yk = y from x to y in SiB(λ ; a). Let i ∈ Iaf .
(1) If 〈α∨i , ymλ〉 > 0 for all 0 ≤ m ≤ k, or if 〈α
∨
i , ymλ〉 < 0 for all 0 ≤ m ≤ k, then there
exists a directed path from rix to riy in SiB(λ ; a) of the form:
rix = riy0
riβ1
−−−→ riy1
riβ2
−−−→ · · ·
riβk−−−→ riyk = riy.
(2) Assume that 〈α∨i , xλ〉 > 0, and 〈α
∨
i , ymλ〉 ≤ 0 for some 1 ≤ m ≤ k; let l denote the
minimum of all such m’s. Then, βl = αi, and there exists a directed path from rix to y in
SiB(λ ; a) of the form:
rix = riy0
riβ1−−−→ · · ·
riβl−1
−−−−−→ riyl−1 = yl
βl+1
−−−→ · · ·
βk−−→ yk = y.
(3) Assume that 〈α∨i , yλ〉 < 0, and 〈α
∨
i , ymλ〉 ≥ 0 for some 0 ≤ m ≤ k − 1; let l denote the
maximum of all such m’s. Then, βl+1 = αi, and there exists a directed path from x to riy
in SiB(λ ; a) of the form:
x = y0
β1
−−→ · · ·
βl−−→ yl = riyl+1
riβl+2
−−−−−→ · · ·
riβk−−−→ riyk = riy.
Lemma 4.1.7. Let J be a subset of I. Let ξ ∈ Q∨, J-ad, and β ∈ ∆+af . If zξtξ
β
−−→ rβzξtξ in SiB
J ,
then β = αi for some i ∈ I \ J .
Proof. Write β as β = α + nδ, with α ∈ ∆ and n ∈ Z≥0. Since zξtξ, rβzξtξ ∈ (W
J)af by the
assumption, we see by Lemma 2.3.7 that rβ ∈ (W
J)af , which implies that β /∈ (∆J)af and hence
α /∈ ∆J . Also, since ℓ
∞
2 (rβzξtξ) = ℓ
∞
2 (zξtξ) + 1 > ℓ
∞
2 (zξtξ) by the assumption, we see from
Lemma 4.1.2 that z−1ξ α is a positive root. Because α /∈ ∆J as seen above, and zξ ∈ WJ , we
deduce that α ∈ ∆+, and hence α ∈ ∆+ \∆+J . We claim that rα ∈ W
J . Indeed, if n = 0, then we
have rα = rβ ∈ (W
J)af . Hence we obtain rα = Π
J(rα) = ⌊rα⌋ by Lemma 2.3.3 (1), which implies
that rα ∈ W
J . Assume that n ≥ 1. By (2.1.2), we have rβ = rαtnα∨ . Since rβ ∈ (W
J)af as seen
above, we have nα∨ ∈ Q∨, J-ad by (2.3.5). Therefore, we have 〈nα∨, γ〉 ∈
{
0, −1
}
for all γ ∈ ∆+J ,
and in particular, 〈α∨, γ〉 ≤ 0 for all γ ∈ ∆+J . From this, we see that rαγ = γ − 〈α
∨, γ〉α ∈ ∆+
for all γ ∈ ∆+J since α ∈ ∆
+, which implies that rα ∈ W
J by (2.1.3), as claimed. Now we
compute
ℓ
∞
2 (rβzξtξ) = ℓ
∞
2 (rαzξtξ+nz−1
ξ
α∨) = ℓ(rαzξ) + 2〈ξ + nz
−1
ξ α
∨, ρ〉
= ℓ(rα) + ℓ(zξ) + 2〈ξ, ρ〉︸ ︷︷ ︸
=ℓ
∞
2 (zξtξ)
+2n〈z−1ξ α
∨, ρ〉 since rα ∈ W
J and zξ ∈ WJ .
Since ℓ
∞
2 (rβzξtξ) = ℓ
∞
2 (zξtξ) + 1 by the assumption, it follows from this equation that ℓ(rα) +
2n〈z−1ξ α
∨, ρ〉 = 1. Here, recall that z−1ξ α is a positive root, and that n ≥ 0. Therefore, we obtain
ℓ(rα) = 1 and n = 0, which implies that β = αi for some i ∈ I \ J . This proves the lemma.
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4.2 Proof of Proposition 3.1.3.
In this subsection, we fix λ ∈ P+, and set J := Jλ =
{
i ∈ I | 〈α∨i , λ〉 = 0
}
.
Let η = (x1, x2, . . . , xs; a0, a1, . . . , as) ∈ B
∞
2 (λ); recall that
η = (x1λ, x2λ, . . . , xsλ; a0, a1, . . . , as).
Hence it suffices to show that xuλ > xu+1λ, and that there exists a directed path from xu+1λ to
xuλ in LZ(λ ; au). This follows immediately from the next proposition.
Proposition 4.2.1. Let 0 < a ≤ 1 be a rational number, x ∈ (W J)af , and β ∈ ∆
+
af . Then,
x
β
−−→ rβx in SiB(λ ; a) if and only if xλ
β
−−→ rβxλ in LZ(λ ; a).
Proof. In view of conditions (2.2.1) and (3.1.1), we need only show that
x
β
−−→ rβx in SiB
J if and only if xλ
β
−−→ rβxλ in LZ(λ); (4.2.1)
write β ∈ ∆+af as β = α + nδ with α ∈ ∆ and n ∈ Z≥0. We deduce from [AK, Lemma 1.4] that
there exist i1, i2, . . . , ik ∈ Iaf such that
xλ = µk
αik−−−→ µk−1
αik−1
−−−−→ · · ·
αi2−−−→ µ1
αi1−−−→ µ0 in LZ(λ), (4.2.2)
with µ0 ≡ λ mod Qδ, where µm = rim+1 · · · rikxλ for 0 ≤ m ≤ k. We will show (4.2.1) by
induction on the length k of the directed path (4.2.2).
Step 1. If k = 0, then we have xλ ≡ λ mod Qδ, which implies that x ∈ (W J)af is of the form
x = zξtξ for some ξ ∈ Q
∨, J-ad (see (2.3.5)). First, let us show the “only if” part of (4.2.1) in this
case. By Lemma 4.1.7, we have β = αi for some i ∈ I \ J . Hence it follows immediately from
(4.1.2) that xλ
αi=β
−−−−→ rixλ = rβxλ in LZ(λ).
Next, let us show the “if part” of (4.2.1) in the case that x = zξtξ with ξ ∈ Q
∨, J-ad. We see
from [NS4, Lemma 2.11] that β is of the form β = α with α ∈ ∆+, or β = −α+ δ with α ∈ ∆+.
Since 〈β∨, xλ〉 > 0, and xλ ≡ λ mod Qδ, it follows immediately that β = α ∈ ∆+ \∆+J . Let
⌊rα⌋ = rjp · · · rj1 be a reduced expression of ⌊rα⌋ ∈ W ; since xλ ≡ λ mod Qδ, we have
〈α∨jq , rjq−1 · · · rj1xλ〉 = 〈α
∨
jq
, rjq−1 · · · rj1λ〉 > 0
for all 1 ≤ q ≤ p. Then, by (4.1.2), we deduce that
xλ
αj1−−−→ rj1xλ
αj2−−−→ · · ·
αjp
−−−→ rjp · · · rj1xλ = ⌊rα⌋xλ in LZ(λ). (4.2.3)
Noting that xλ ≡ λ mod Qδ, we see that ⌊rα⌋xλ = rαxλ = rβxλ, and hence (4.2.3) is a
directed path from xλ to rβxλ. However, we have xλ
β
−−→ rβxλ by the assumption. From these,
we deduce that p = 1, and hence ⌊rα⌋ = ri for some i ∈ I. Since 〈α
∨, λ〉 = 〈β∨, xλ〉 > 0 and
rαλ = riλ, we see that β = α = αi (see Remark 2.2.2). Therefore, it follows from (4.1.2) that
x
αi=β−−−−→ rix = rβx in SiB
J .
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Step 2. Assume that the length k of the directed path (4.2.2) is greater than 0; for simplicity
of notation, we set i := ik in (4.2.2). Since we have xλ
αi−−→ rixλ in LZ(λ) as the initial edge of
(4.2.2), we have 〈α∨i , xλ〉 > 0. Hence it follows from (4.1.2) that x
αi−−→ rix in SiB
J .
First, let us show the “only if” part of (4.2.1). Set y := rβx, and write y
−1αi as y
−1αi =
γ+mδ, with γ ∈ ∆ and m ∈ Z; we see by Lemma 4.1.4 that γ /∈ ∆+J . If γ is a negative root, then
β = αi by Lemma 4.1.4, and hence we have xλ
αi=β
−−−−→ rixλ = rβxλ. Assume that γ ∈ ∆
+ \∆+J .
Then, by Lemma 4.1.4, β 6= αi, and we obtain the following diagram in SiB
J :
x y
rix riy
❄
αi
✲
β
♣
♣
♣
♣
♣
♣
♣
♣
♣
❄
αi
♣ ♣ ♣ ♣ ♣ ♣ ♣✲
riβ
By our induction hypothesis applied to rix, we have rixλ
riβ−−−→ riyλ in LZ(λ). Also, since
y
αi−−→ riy in SiB
J , it follows from (4.1.2) that yλ
αi−−→ riyλ in LZ(λ). Because xλ
αi−−→ rixλ in
LZ(λ) as the initial edge of (4.2.2), we deduce that xλ
β
−−→ yλ by [Li2, Lemma 4.1 c)], as desired.
Next, let us show the “if” part of (4.2.1). Recall that 〈α∨i , xλ〉 > 0. If 〈α
∨
i , yλ〉 ≤ 0, then
it follows from [Li2, Corollary 1 in §4] that β = αi, and hence x
αi=β−−−−→ rix = rβx. Assume
that 〈α∨i , yλ〉 > 0. Then we have y
αi−−→ riy by (4.1.2). It follows immediately from [Li2,
Lemma 4.1 c)] that β 6= αi, and rixλ
riβ
−−−→ riyλ. By our induction hypothesis applied to rix,
we have rix
riβ−−−→ riy. Therefore, we deduce from Lemma 4.1.5 that x
β
−−→ y, as desired. This
completes the proof of the proposition.
The next corollary follows immediately from Proposition 4.2.1 and [NS4, Lemma 2.11].
Corollary 4.2.2. Let J be a subset of I. Let x ∈ (W J)af and β ∈ ∆
+
af be such that x
β
−−→ rβx.
Then, β is either of the following forms: β = α with α ∈ ∆+, or β = α + δ with −α ∈ ∆+.
Moreover, if x = wzξtξ with w ∈ W
J and ξ ∈ Q∨, J-ad (see (2.3.5)), then w−1α ∈ ∆+ \ ∆+J in
both cases.
4.3 Proof of Theorem 3.1.5.
We prove part (1) only for ei; the proof for fi is similar. Let η = (x1, . . . , xs; a0, . . . , as) ∈ B
∞
2 (λ)
and i ∈ Iaf be such that m
η
i ≤ −1. Define t0, t1 ∈ [0, 1] by (2.2.4) (for η and i ∈ Iaf), and let
1 ≤ p ≤ q ≤ s be such that ap−1 ≤ t0 < aq and t1 = aq. By the definition of ei, we have
0 = a0
x1
------- · · ·
xp−1
------- ap−1
xp
------- t0
rixp
------- ap
rixp+1
------- · · ·
rixq
------- aq = t1︸ ︷︷ ︸
“reflected” by ri
xq+1
------- · · ·
xs
------- as = 1;
if t0 = ap−1, then we drop xp and ap−1, and if rixq = xq+1, then we drop xq+1 and aq = t1. We
need to show that
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(i) rixu ∈ (W
J)af for all p ≤ u ≤ q;
(ii) if t0 6= ap−1 (resp., t0 = ap−1 and p > 1), then there exists a directed path from rixp to xp
(resp., to xp−1) in SiB(λ ; t0);
(iii) for each p ≤ u ≤ q − 1, there exists a directed path from rixu+1 to rixu in SiB(λ ; au);
(iv) if rixq 6= xq+1, then there exists a directed path from xq+1 to rixq in SiB(λ ; t1) =
SiB(λ ; aq).
Proof of (i). As mentioned in Definition 2.2.6 (1), the function Hηi (t) is strictly decreasing on
[t0, t1]. Therefore, we see that 〈α
∨
i , xuλ〉 < 0 for all p ≤ u ≤ q. This implies that x
−1
u αi /∈ (∆J)af ,
and hence rixu ∈ (W
J)af by Lemma 2.3.6.
Proof of (ii). Since 〈α∨i , xpλ〉 < 0 as above, we have rixp
αi−−→ xp in SiB
J by (4.1.2). By applying
[Li2, Lemma 4.5 c)] to η ∈ B(λ) and t0 ∈ [0, 1], we deduce that t0〈α
∨
i , xpλ〉 ∈ Z, which implies
that the edge rixp
αi−−→ xp above is an edge in LZ(λ ; t0). Thus we have shown (ii) in the case
that t0 6= ap−1. Assume next that t0 = ap−1 and p > 1. By the assumption, there exists a
directed path from xp to xp−1 in SiB(λ ; ap−1) = SiB(λ ; t0). By concatenating this directed path
with rixp
αi−−→ xp obtained above, we obtain a directed path from rixp to xp−1 in SiB(λ ; t0).
Thus we have shown (ii).
Proof of (iii). Fix p ≤ u ≤ q − 1. Let xu+1 = y0
β1
−−→ y1
β2
−−→ · · ·
βk−−→ yk = xu be a directed
path from xu+1 to xu in SiB(λ ; au). Since H
η
i (t) is strictly decreasing on [t0, t1], we see that
〈α∨i , xu+1λ〉 < 0. Also, since H
η
i (t0) = m
η
i + 1 and H
η
i (t1) = m
η
i , we see that H
η
i (au) /∈ Z.
Therefore, it follows from [Li2, Remark 4.6] that 〈α∨i , ylλ〉 > 0 for all 0 ≤ l ≤ k, and hence that
there exists a directed path from rixu+1 to rixu in SiB(λ ; au) by Lemma 4.1.6 (1).
Proof of (iv). By the definition, there exists a directed path from xq+1 to xq in SiB(λ ; aq). By
the definition of t1, we see that 〈α
∨
i , xq+1λ〉 ≥ 0 and 〈α
∨
i , xqλ〉 < 0. Therefore, it follows from
Lemma 4.1.6 (3) that there exists a directed path from xq+1 to rixq in SiB(λ ; aq).
Thus we have proved part (1) of Theorem 3.1.5. Next, let us prove part (2). We see from
the definition of root operators that for all η ∈ B
∞
2 (λ) and i ∈ Iaf ,
wt(η) = wt(η),
eiη = eiη, fiη = fiη,
εi(η) = εi(η), ϕi(η) = ϕi(η),
(4.3.1)
where we understand that 0 = 0. From (4.3.1), we can easily deduce that the set B
∞
2 (λ) satisfies
the axioms for crystals, except for the axiom that
eiη1 = η2 if and only if η1 = fiη2 for η1, η2 ∈ B
∞
2 (λ) and i ∈ Iaf . (4.3.2)
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Now we define t10, t
1
1 ∈ [0, 1] (resp., t
2
0, t
2
1 ∈ [0, 1]) by (2.2.4) (resp., (2.2.5)) for η1 (resp., η2) and
i ∈ Iaf ; note that H
η1
i (t) (resp., H
η2
i (t)) is strictly decreasing (resp., increasing) on [t
1
0, t
1
1] (resp.,
[t20, t
2
1]). Then we deduce from the definitions that t
1
0 = t
2
0 and t
1
1 = t
2
1. Therefore, (4.3.2) follows
immediately from the definition of the root operators ei and fi. This completes the proof of
Theorem 3.1.5.
Remark 4.3.1.
(1) By (4.3.1), the map : B
∞
2 (λ)→ B(λ), η 7→ η, is a strict morphism of crystals in the sense
of [Kas1, §1.5]; also, this map is surjective.
(2) By (4.3.1) and [Li2, Lemma 2.1 c)], we have εi(η) = −m
η
i and ϕi(η) = H
η
i (1)−m
η
i for all
η ∈ B
∞
2 (λ) and i ∈ Iaf .
5 Proof of Proposition 3.2.2.
Throughout this section, we fix λ ∈ P+, and set J := Jλ =
{
i ∈ I | 〈α∨i , λ〉 = 0
}
.
5.1 Extremal elements in B0(λ) and B
∞
2
0 (λ).
We know from [Kas1, §7] that the affine Weyl group Waf acts on B(λ) by
rib :=
{
fni b if n = 〈α
∨
i , wt(b)〉 ≥ 0,
e−ni b if n = 〈α
∨
i , wt(b)〉 ≤ 0,
(5.1.1)
for each b ∈ B(λ) and i ∈ Iaf .
Proposition 5.1.1 (cf. [Kas5, Conjecture 5.11]; see also Remark 2.3.1). The following equality
holds:
(WJ)af =
{
x ∈ Waf | xuλ = uλ
}
.
Proof. Write λ ∈ P+ as λ =
∑
i∈I mi̟i with mi ∈ Z≥0, i ∈ I. Then we know from [BN, Remark
4.17] (see also [Kas5, §13]) that there exists an embedding Ψ : B0(λ) →֒
⊗
i∈I B(̟i)
⊗mi of crystals
such that Ψ(uλ) =
⊗
i∈I u
⊗mi
̟i
. Recall that for each i ∈ I, u̟i ∈ B(̟i) is an extremal element
of weight ̟i in the sense of [Kas1, Definition 8.1.1]; in particular, we have wt(xu̟i) = x̟i,
εj(xu̟i) = max
{
0, −〈α∨j , x̟i〉
}
, and ϕj(xu̟i) = max
{
0, 〈α∨j , x̟i〉
}
for every x ∈ Waf and
j ∈ Iaf . From these, using the tensor product rule for crystals, we can show by induction on
ℓ(x) (see also [AK, Lemma 1.6]) that Ψ(xuλ) =
⊗
i∈I(xu̟i)
⊗mi for all x ∈ Waf . Therefore, we
deduce that {
x ∈ Waf | xuλ = uλ
}
=
⋂
i∈I\J
{
x ∈ Waf | xu̟i = u̟i
}
. (5.1.2)
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Also, we know from [Kas5, Lemma 5.6] that{
x ∈ Waf | xu̟i = u̟i
}
= 〈rβ | β ∈ ∆
+
af , 〈β
∨, ̟i〉 = 0〉. (5.1.3)
If β ∈ (∆J)
+
af , then 〈β
∨, ̟i〉 = 0, and hence rβ ∈
{
x ∈ Waf | xu̟i = u̟i
}
for all i ∈ I \ J .
Because (WJ)af = 〈rβ | β ∈ (∆J)
+
af〉 by Remark 2.3.1, it follows immediately that (WJ)af ⊂
{
x ∈
Waf | xuλ = uλ
}
.
Let us show the opposite inclusion. Let x ∈ Waf be such that xuλ = uλ. By (5.1.2), we have
xu̟i = u̟i for all i ∈ I \ J ; in particular, x̟i = ̟i for all i ∈ I \ J since the weight of xu̟i
is equal to x̟i. We write x as x = wtξ with w ∈ W and ξ ∈ Q
∨. Then, for all i ∈ I \ J , we
have ̟i = x̟i = w̟i − 〈ξ, ̟i〉δ by (2.1.1), and hence w̟i = ̟i and 〈ξ, ̟i〉 = 0. Therefore,
we deduce that w ∈ WJ ⊂ (WJ)af , and ξ ∈ Q
∨
J , which implies that tξ ∈ (WJ)af . Thus we
obtain x ∈ (WJ)af , and hence (WJ)af ⊃
{
x ∈ Waf | xuλ = uλ
}
. This completes the proof of the
proposition.
Recall that uλ ∈ B0(λ) is an extremal element of weight λ in the sense of [Kas1, Defini-
tion 8.1.1]. From Proposition 5.1.1, we see that the set
{
yuλ | y ∈ Waf
}
is in bijective correspon-
dence with the quotient set Waf/(WJ)af , and hence with the set (W
J)af by Proposition 2.3.2.
Hence we set ux := xuλ for x ∈ (W
J)af ; remark that
wt(ux) = xλ, εi(ux) = max
{
0, −〈α∨i , xλ〉
}
, ϕi(ux) = max
{
0, 〈α∨i , xλ〉
}
(5.1.4)
for all x ∈ (W J)af and i ∈ Iaf . It follows from Proposition 5.1.1 that yuλ = uΠJ(y) for all y ∈ Waf .
Now, we set ηx := (x; 0, 1) ∈ B
∞
2 (λ) for x ∈ (W J)af . By Remark 4.3.1 (2) and (5.1.4), we see
that for each x ∈ (W J)af and i ∈ Iaf ,
wt(ηx) = xλ = wt(ux), εi(ηx) = max
{
0, −〈α∨i , xλ〉
}
= εi(ux),
ϕi(ηx) = max
{
0, 〈α∨i , xλ〉
}
= ϕi(ux).
(5.1.5)
Next, for x ∈ (W J)af and i ∈ Iaf , we set
riηx :=
{
fni ηx if n = 〈α
∨
i , xλ〉 ≥ 0,
e−ni ηx if n = 〈α
∨
i , xλ〉 ≤ 0;
observe that riηx 6= 0 for any x ∈ Waf and i ∈ Iaf . Then we have
riprip−1 · · · ri2ri1ηx = ηΠJ (riprip−1 ···ri2ri1x) (5.1.6)
for all x ∈ Waf and i1, . . . , ip ∈ Iaf . Let us show (5.1.6) by induction on p. If p = 0, then
(5.1.6) is obvious. Assume that p > 0. By our induction hypothesis, we have rip−1 · · · ri2ri1ηx =
ηΠJ (rip−1 ···ri2ri1x); for simplicity of notation, we set y := Π
J (rip−1 · · · ri2ri1x) ∈ (W
J)af . If n =
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〈α∨ip, yλ〉 > 0, then y
−1αip /∈ (∆J)af , and hence ripy ∈ (W
J)af by Lemma 2.3.6. Therefore, we
obtain
ripy = Π
J(ripy) = Π
J(ripΠ
J (rip−1 · · · ri2ri1x)) = Π
J(riprip−1 · · · ri2ri1x).
Also, it is easily shown by induction on k that fkipηy = (ripy, y ; 0, k/n, 1) for 0 ≤ k ≤ n; in
particular, we obtain fnipηy = ηripy. From these, we deduce that
riprip−1 · · · ri2ri1ηx = ripηy = f
n
ip
ηy = ηripy = ηΠJ(riprip−1 ···ri2ri1x),
as desired. The proof for the case that n = 〈α∨ip, yλ〉 < 0 is similar. If n = 〈α
∨
ip
, yλ〉 = 0, then we
have ripηy = ηy by the definition. Also, we see that y
−1αip ∈ (∆J)af , and hence ry−1αip ∈ (WJ)af
(see Remark 2.3.1). Hence it follows that ΠJ(ripy) = Π
J(yry−1αip ) = Π
J(y) = y. Therefore, we
deduce that
riprip−1 · · · ri2ri1ηx = ripηy = ηy = ηΠJ (ripy) = ηΠJ(riprip−1 ···ri2ri1x),
as desired.
Remark 5.1.2. It follows from (5.1.6) that ηx ∈ B
∞
2
0 (λ) for all x ∈ (W
J)af .
5.2 N-multiple maps.
Proposition 5.2.1. Let N ∈ Z>0. There exists a unique injective map σN : B0(λ) →֒ B0(λ)
⊗N
such that σN(uλ) = u
⊗N
λ , and
wt(σN (b)) = N wt(b), εi(σN (b)) = Nεi(b), ϕi(σN (b)) = Nϕi(b), (5.2.1)
σN (eib) = e
N
i σN (b), σN (fib) = f
N
i σN(b), (5.2.2)
for b ∈ B0(λ) and i ∈ Iaf , where we understand that σN (0) = 0.
Proof. We know from [NS1, Theorem 3.7] that there exists an injective map ιN : B0(λ) →֒
B0(Nλ) such that ιN (uλ) = uNλ, and
wt(ιN (b)) = N wt(b), εi(ιN (b)) = Nεi(b), ϕi(ιN(b)) = Nϕi(b),
ιN (eib) = e
N
i ιN (b), ιN (fib) = f
N
i ιN (b),
for b ∈ B0(λ) and i ∈ Iaf , where we understand that ιN (0) = 0. Write λ as λ =
∑
i∈I mi̟i,
with mi ∈ Z≥0, i ∈ I0. We deduce from [BN, Remark 4.17] (see also [Kas5, §13]) that there
exists an embedding B0(Nλ) →֒ B˜ :=
⊗
i∈I B(̟i)
⊗Nmi of crystals that maps uNλ to u˜ :=⊗
i∈I u
⊗Nmi
̟i
, Also, we know from [Kas5, §10] that for every i, j ∈ I, there exists an isomorphism
B(̟i)⊗B(̟j)
∼
→ B(̟j)⊗B(̟i) of crystals that maps u̟i⊗u̟j to u̟j⊗u̟i. Therefore, we obtain
an isomorphism B˜
∼
→ B̂ :=
(⊗
i∈I B(̟i)
⊗mi
)⊗N
of crystals that maps u˜ to û :=
(⊗
i∈I u
⊗mi
̟i
)⊗N
.
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Combining the above, we see that B0(Nλ) is isomorphic, as a crystal, to the connected component
of B̂ containing û.
From [BN, Remark 4.17], we deduce that there exists an embedding B0(λ)
⊗N →֒ B̂ of crystals
that maps u⊗Nλ to û; note that the connected component of B̂ containing û (which is isomorphic
as a crystal to B0(Nλ)) is contained in the image of the embedding B0(λ)
⊗N →֒ B̂ of crystals.
Hence we obtain an embedding ι′ : B0(Nλ) →֒ B0(λ)
⊗N that maps uNλ to u
⊗N
λ . Now it is clear
that the composite ι′ ◦ ιN : B0(λ) →֒ B0(λ)
⊗N satisfies conditions (5.2.1) and (5.2.2) required of
σN . The uniqueness follows from the connectedness of B0(λ). This proves the proposition.
Because σMN = σ
⊗N
M ◦ σN for all M, N ∈ Z>0, we can prove the following proposition in
exactly the same way as [Kas4, Proposition 8.3.2 (3)] and [NS1, Proposition 3.12].
Proposition 5.2.2. Let b ∈ B0(λ). There exists Nb ∈ Z>0 such that for every multiple N ∈ Z>0
of Nb, the element σN(b) ∈ B(λ)
⊗N is of the form σN(b) = ux1 ⊗ ux2 ⊗ · · · ⊗ uxN for some
x1, x2, . . . , xN ∈ (W
J)af .
Since 〈c, λ〉 = 0, we see that
{
〈β∨, λ〉 | β ∈ ∆af
}
=
{
〈α∨, λ〉 | α ∈ ∆
}
is a finite set.
Define Nλ ∈ Z>0 to be the least common multiple of the integers in the finite set
{
〈β∨, λ〉 | β ∈
∆+af
}
\
{
0
}
.
Lemma 5.2.3. Let N ∈ Z>0 be a multiple of Nλ. If η = (x1, . . . , xs; a0, . . . , as) ∈ B
∞
2 (λ), then
Nau ∈ Z for all 0 ≤ u ≤ s.
Proof. If u = 0 or s, then the assertion is obvious. Assume that 1 ≤ u ≤ s − 1. By the
definition of a SiLS path, there exists a directed path from xu+1 to xu in SiB(λ ; au); in particular,
there exist x, y ∈ (W J)af and β ∈ ∆
+
af such that x
β
−−→ y in SiB(λ ; au). By the definition
of Nλ, it suffices to show that au〈x
−1β∨, λ〉 ∈ Z \ {0}. But, since x
β
−−→ y is contained in
SiB(λ ; au), we have au〈x
−1β∨, λ〉 = au〈β
∨, xλ〉 ∈ Z by the definition. Suppose now that
〈x−1β∨, λ〉 = 0. Then, x−1β ∈ (∆J )af , and hence rx−1β ∈ (WJ)af by Remark 2.3.1. Therefore,
y = rβx = xrx−1β /∈ (W
J)af , which is a contradiction. This proves the lemma.
Let N ∈ Z>0 be a multiple of Nλ. We define σN : B
∞
2 (λ) →֒ B
∞
2 (λ)⊗N as follows. Let
η = (x1, . . . , xs; a0, . . . , as) ∈ B
∞
2 (λ). Note that ku := Nau ∈ Z for all 0 ≤ u ≤ s by
Lemma 5.2.3. Now we set
σN (η) := ηx1 ⊗ · · · ⊗ ηx1︸ ︷︷ ︸
(k1 − k0) times
⊗ ηx2 ⊗ · · · ⊗ ηx2︸ ︷︷ ︸
(k2 − k0) times
⊗ · · · ⊗ ηxs ⊗ · · · ⊗ ηxs︸ ︷︷ ︸
(ks − ks−1) times
∈ B
∞
2 (λ)⊗N .
Proposition 5.2.4. Keep the notation and setting above. The map σN : B
∞
2 (λ) →֒ B
∞
2 (λ)⊗N
above is an injective map such that σN (ηe) = η
⊗N
e , and
wt(σN(η)) = N wt(η), εi(σN (η)) = Nεi(η), ϕi(σN (η)) = Nϕi(η), (5.2.3)
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σN(eiη) = e
N
i σN (η), σN (fiη) = f
N
i σN(η), (5.2.4)
for all η ∈ B
∞
2 (λ) and i ∈ Iaf , where we understand that σN (0) = 0.
Proof. First, we define a map B
∞
2 (λ)⊗N → B(λ)⊗N by η1⊗· · ·⊗ηN 7→ η1⊗· · ·⊗ηN ; by abuse of
notation, we also denote this map by : B
∞
2 (λ)⊗N → B(λ)⊗N . We see from Remark 4.3.1 (1) and
the tensor product rule for crystals that this map : B
∞
2 (λ)⊗N → B(λ)⊗N is a strict morphism
of crystals.
For π1, . . . , πN ∈ B(λ), define the concatenation π1 ∗ · · · ∗ πN by
(π1 ∗ · · · ∗ πN )(t) :=
K−1∑
L=1
πL(1) + πK(Nt−K + 1)
for
K − 1
N
≤ t ≤
K
N
and 1 ≤ K ≤ N,
and set B(λ)∗N :=
{
π1 ∗ · · · ∗ πN | πK ∈ B(λ), 1 ≤ K ≤ L
}
. For π˜ ∈ B(λ), we set wt(π˜) := π˜(1).
Also, for π˜ ∈ B(λ) and i ∈ Iaf , we define eiπ˜ and fiπ˜ in exactly the same way as in Definition 2.2.6;
we deduce from [Li2, Lemma 2.7] that eiπ˜, fiπ˜ ∈ B(λ)
∗N ∪ {0}. Now, for π˜ ∈ B(λ) and i ∈ Iaf ,
define εi(π˜) and ϕi(π˜) as in (2.2.6). Then we deduce from [Li2, Lemma 2.7] that the set B(λ)
∗N ,
equipped with the maps wt, ei, fi, i ∈ I, and εi, ϕi, i ∈ I, is a crystal with weights in Paf , and
that the map κ : B(λ)⊗N → B(λ)∗N , π1⊗· · ·⊗πN 7→ π1 ∗ · · · ∗πN , is an isomorphism of crystals.
For π ∈ B(λ), we define ιN (π) by (ιN (π))(t) := Nπ(t) for t ∈ [0, 1]; it is easily seen that
Nπ ∈ B(Nλ). Thus we obtain an injective map ιN : B(λ) →֒ B(Nλ). We know from [Li2,
Lemma 2.4] that
wt(ιN (π)) = N wt(π), εi(ιN(π)) = Nεi(π), ϕi(ιN(π)) = Nϕi(π),
ιN (eiπ) = e
N
i ιN(π), ιN (fiπ) = f
N
i ιN (π),
for π ∈ B
∞
2 (λ) and i ∈ Iaf , where we understand that ιN(0) = 0.
Observe that for every η ∈ B
∞
2 (λ), the element ιN(η) ∈ B(Nλ) is identical to the element
κ(σN (η)) ∈ B(λ)
∗N (as a piecewise-linear, continuous map from [0, 1] to R⊗Z P ). The equalities
in (5.2.3) follow immediately from this fact and Remark 4.3.1 (2). Let us show the equalities in
(5.2.4). We give a proof only for ei, i ∈ Iaf ; the proof for fi, i ∈ Iaf , is similar. Let η ∈ B
∞
2 (λ)
and i ∈ Iaf be such that eiη 6= 0; note that eiη 6= 0, and e
N
i σN (η) 6= 0. Write σN(η) ∈ B
∞
2 (λ)⊗N
as σN(η) = ηy1 ⊗ · · · ⊗ ηyN with y1, . . . , yN ∈ (W
J)af , and assume that
eNi σN (η) = e
N
i (ηy1 ⊗ · · · ⊗ ηyN ) = e
p1
i ηy1 ⊗ · · · ⊗ e
pN
i ηyN (5.2.5)
for some p1, . . . , pN ∈ Z≥0 such that p1 + · · ·+ pN = N . Then we see that
eNi κ(σN (η)) = κ(e
N
i σN (η)) = e
p1
i ηy1 ∗ · · · ∗ e
pN
i ηyN . (5.2.6)
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Next, let us define t0, t1 ∈ [0, 1] by (2.2.4), with π = η. It follows from Lemma 5.2.3 and the
definition of the root operator ei that t0 = L/N and t1 = K/N for some 0 ≤ L < K ≤ N ; note
that 〈α∨i , yMλ〉 < 0 for all L + 1 ≤ M ≤ K since the function H
η
i (t) is strictly decreasing on
[t0, t1]. It is easily seen from the definition of the root operator ei that σN (eiη) ∈ B
∞
2 (λ)⊗N is of
the form:
σN (eiη) = ηy1 ∗ · · · ∗ ηyL ∗ ηriyL+1 ∗ · · · ∗ ηriyK︸ ︷︷ ︸
“reflected” by ri
∗ηyK+1 ∗ · · · ∗ ηyN , (5.2.7)
and hence κ(σN(eiη)) ∈ B(λ)
∗N is of the form:
κ(σN (eiη)) = ηy1 ∗ · · · ∗ ηyL ∗ ηriyL+1 ∗ · · · ∗ ηriyK︸ ︷︷ ︸
“reflected” by ri
∗ηyK+1 ∗ · · · ∗ ηyN . (5.2.8)
Here, we have
κ(σN (eiη)) = ιN (eiη) = ιN (eiη) = e
N
i ιN (η) = e
N
i κ(σN (η)).
Combining this with (5.2.6) and (5.2.8), we obtain
ηy1 ∗ · · · ∗ ηyL−1 ∗ ηriyL ∗ · · · ∗ ηriyK︸ ︷︷ ︸
“reflected” by ri
∗ηyK+1 ∗ · · · ∗ ηyN = e
p1
i ηy1 ∗ · · · ∗ e
pN
i ηyN .
Therefore, if we set nM := 〈α
∨
i , yMλ〉 < 0 for L+ 1 ≤M ≤ K, then
pM =
{
−nM if L+ 1 ≤M ≤ K,
0 otherwise,
for 1 ≤ M ≤ N . From this and (5.2.5), we deduce that
eNi σN(η) = ηy1 ⊗ · · · ⊗ ηyL ⊗ e
−nL+1
i ηyL+1 ⊗ · · · ⊗ e
−nK
i ηyK ⊗ ηyK+1 ⊗ · · · ⊗ ηyN
= ηy1 ⊗ · · · ⊗ ηyL ⊗ ηriyL+1 ⊗ · · · ⊗ ηriyK ⊗ ηyK+1 ⊗ · · · ⊗ ηyN by (5.1.6)
= σN (eiη) by (5.2.7).
This completes the proof of the proposition.
5.3 Proof of Proposition 3.2.2.
Lemma 5.3.1. Let X be a monomial in the Kashiwara operators, i.e., X = gmgm−1 · · · g2g1 with
gk ∈
{
ei, fi | i ∈ Iaf
}
for 1 ≤ k ≤ m.
(1) If Xuλ 6= 0, then Xηe 6= 0. We set bk := gkgk−1 · · · g1uλ for 0 ≤ k ≤ m, and let N ∈ Z>0
be a common multiple of Nbk , 0 ≤ k ≤ m, and Nλ (see Proposition 5.2.2 and the comment
preceding Lemma 5.2.3). If σN(Xuλ) = ux1 ⊗ · · · ⊗ uxN with x1, . . . , xN ∈ (W
J)af , then
σN(Xηe) = ηx1 ⊗ · · · ⊗ ηxN .
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(2) If Xηe 6= 0, then Xuλ 6= 0. Let N ∈ Z>0 be a multiple of Nλ, and write σN (Xηe) as
σN(Xηe) = ηx1⊗· · ·⊗ηxN for some x1, . . . , xN ∈ (W
J)af . Then, σN(Xuλ) = ux1⊗· · ·⊗uxN .
Proof. We give a proof only for part (1); the proof for part (2) is similar. We proceed by
induction on m. If m = 0, then the assertion is obvious. Assume that m > 0, and take
i ∈ Iaf for which gm = ei or fi. Set Y := gm−1 · · · g2g1, and write σN(Y uλ) = σN (bm−1) as
σN (Y uλ) = uy1 ⊗ · · · ⊗ uyN for some y1, . . . , yN ∈ (W
J)af . Then, by our induction hypothesis,
Y ηe 6= 0, and σN(Y ηe) = ηy1 ⊗ · · · ⊗ ηyN . Also, we see from the tensor product rule for crystals,
using (5.1.5), that εi(σN (Y uλ)) = εi(σN(Y ηe)) and ϕi(σN(Y uλ)) = ϕi(σN(Y ηe)), and hence that
εi(Y uλ) = εi(Y ηe) and ϕi(Y uλ) = ϕi(Y ηe) by (5.2.1), (5.2.3). Therefore, Xuλ = gmY uλ 6= 0
implies that Xηe = gmY ηe 6= 0. Furthermore, if
σN(Xuλ) = g
N
m(uy1 ⊗ · · · ⊗ uyN ) = g
p1
muy1 ⊗ · · · ⊗ g
pN
m uyN
for some p1, . . . , pN ∈ Z≥0 with p1 + · · ·+ pN = N , then it follows from the tensor product rule
for crystals, together with (5.1.5), that
σN(Xηe) = g
N
m(ηy1 ⊗ · · · ⊗ ηyN ) = g
p1
m ηy1 ⊗ · · · ⊗ g
pN
m ηyN .
Since gp1muy1 ⊗ · · · ⊗ g
pN
m uyN = σN(Xuλ) = ux1 ⊗ · · · ⊗ uxN by the assumption, we deduce, by
using (5.1.6), that gpLm ηyL = ηxL for all 1 ≤ L ≤ N . This proves part (1).
Proof of Proposition 3.2.2. It suffices to show the following for monomialsX , Y in the Kashiwara
operators (cf. [Kas3, Proof of Theorem 4.1] and [NS1, Proof of Theorem 5.1]):
(i) Xuλ 6= 0 in B0(λ) if and only if Xηe 6= 0 in B
∞
2
0 (λ);
(ii) Xuλ = Y uλ in B0(λ) if and only if Xηe = Y ηe in B
∞
2
0 (λ).
Part (i) has already been shown in Lemma 5.3.1. Let us show part (ii). Assume that Xuλ =
Y uλ 6= 0. By Lemma 5.3.1 (1), we have Xηe 6= 0 and Y ηe 6= 0. Take a multiple N ∈ Z>0 of Nλ
such that the assumption of Lemma 5.3.1 (1) is satisfied for both of the elements Xuλ and Y uλ,
and write σN (Xuλ) and σN (Y uλ) as:
σN(Xuλ) = ux1 ⊗ ux2 ⊗ · · · ⊗ uxN , σN (Y uλ) = uy1 ⊗ uy2 ⊗ · · · ⊗ uyN ,
for some x1, . . . , xN ∈ (W
J)af and y1, . . . , yN ∈ (W
J)af . Then, by Lemma 5.3.1 (1),
σN (Xηe) = ηx1 ⊗ ηx2 ⊗ · · · ⊗ ηxN , σN (Y ηe) = ηy1 ⊗ ηy2 ⊗ · · · ⊗ ηyN .
Since Xuλ = Y uλ, we have xL = yL for all 1 ≤ L ≤ N . Therefore, we deduce that σN (Xηe) =
σN (Y ηe), and hence Xηe = Y ηe by the injectivity of σN . Thus, we have proved the “only if” part
of part (ii). The “if” part can be shown similarly; use Lemma 5.3.1 (2) instead of Lemma 5.3.1 (1).
This completes the proof of Proposition 3.2.2.
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Remark 5.3.2. Since B0(λ) ∼= B
∞
2
0 (λ) as crystals, we can define the action of the Weyl group Waf
on B
∞
2
0 (λ) by the same formula as (5.1.1) for the one on B0(λ). Moreover, from equation (5.1.6),
we see that the element ηe = (e ; 0, 1) ∈ B
∞
2
0 (λ) is an extremal element.
6 Directed paths in SiB(λ ; a).
6.1 Some technical lemmas.
Let J , K be subsets of I such that K ⊂ J ; we see by the definitions that (W J)af ⊂ (W
K)af .
Lemma 6.1.1. Let J , K be subsets of I such that K ⊂ J , and let x ∈ (WK)af and β ∈ ∆
+
af be
such that x
β
−−→ rβx in SiB
K. Then there exists a directed path from ΠJ(x) to ΠJ(rβx) in SiB
J .
Proof. Let λ and Λ be (arbitrary) elements in P+ such that Jλ =
{
i ∈ I | 〈α∨i , λ〉 = 0
}
= J ,
and JΛ =
{
i ∈ I | 〈α∨i , Λ〉 = 0
}
= K.
Claim 1. If β is a simple root, then the assertion of the lemma holds.
Proof of Claim 1. Assume that β = αi for some i ∈ Iaf . Because x
αi−−→ rix in SiB
K , we
see from (4.1.2) that 〈α∨i , xΛ〉 > 0, and hence 〈α
∨
i , xλ〉 ≥ 0 since K ⊂ J . Assume that
〈α∨i , xλ〉 > 0. Since xλ = Π
J(x)λ, we see from Lemma 2.3.6 and (4.1.2) that riΠ
J(x) ∈ (W J)af ,
and ΠJ(x)
αi−−→ riΠ
J(x) in SiBJ ; note that riΠ
J(x) = ΠJ(riΠ
J(x)) = ΠJ(rix). Thus we obtain
ΠJ(x)
αi−−→ ΠJ(rix) in SiB
J . If 〈α∨i , xλ〉 = 0, then we see that x
−1αi ∈ (∆J)af , which implies
that ΠJ(rix) = Π
J(xrx−1αi) = Π
J(x). This proves Claim 1.
Let us consider the case of general β ∈ ∆+af . By [AK, Lemma 1.4], there exist i1, i2, . . . , ik ∈
Iaf such that
xΛ = µk
αik−−−→ µk−1
αik−1
−−−−→ · · ·
αi2−−−→ µ1
αi1−−−→ µ0,
with µ0 ≡ Λ mod Qδ, where µm = rim+1 · · · rikxΛ for 0 ≤ m ≤ k. We show the assertion by
induction on k. Assume that k = 0; observe that in this case, x = zξtξ for some ξ ∈ Q
∨, K-ad
since xΛ ≡ Λ mod Qδ. It follows from Lemma 4.1.7 that β = αi for some i ∈ I \K, and hence
the assertion follows immediately from Claim 1. Assume that k > 0. For simplicity of notation,
we set y := rβx ∈ (W
K)af and i := ik. Then, by (4.1.2), we have x
αi−−→ rix in SiB
K . Write
y−1αi = α + nδ with α ∈ ∆ and n ∈ Z; by Lemma 4.1.4, α /∈ ∆
+
K . If α is a negative root, then
β = αi by Lemma 4.1.4, and hence the assertion follows immediately from Claim 1. Assume that
α ∈ ∆+ \∆+K . By Lemma 4.1.4 applied to the subset K of I, we obtain the following diagram
in SiBK :
x y
rix riy
❄
αi
✲
β
♣
♣
♣
♣
♣
♣
♣
♣
♣
❄
αi
♣ ♣ ♣ ♣ ♣ ♣ ♣✲
riβ
(6.1.1)
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We see from Claim 1 that there exists a directed path from ΠJ(x) to ΠJ(rix) in SiB
J . Also, by
our induction hypothesis applied to rix, there exists a directed path from Π
J(rix) to Π
J(riy)
in SiBJ . Concatenating these, we obtain a directed path from ΠJ(x) to ΠJ(riy) in SiB
J , which
proves the lemma in the case that ΠJ(riy) = Π
J(y). Now, let us assume that ΠJ(riy) 6=
ΠJ(y). We see from (6.1.1) and (4.1.2) that 〈α∨i , yΛ〉 > 0, and hence 〈α
∨
i , yλ〉 ≥ 0. Since
ΠJ(yry−1αi) = Π
J(riy) 6= Π
J(y) by our assumption, it follows from Proposition 2.3.2, together
with Remark 2.3.1, that 〈α∨i , yλ〉 6= 0, and hence 〈α
∨
i , yλ〉 > 0. Since Π
J(y)λ = yλ, we see
from Lemma 2.3.6 that riΠ
J(y) ∈ (W J)af ; note that riΠ
J(y) = ΠJ(riΠ
J(y)) = ΠJ(riy), and
〈α∨i , Π
J(riy)λ〉 < 0. Similarly, we can show that 〈α
∨
i , Π
J(x)λ〉 ≥ 0 since x
αi−−→ rix in SiB
K .
Therefore, by applying Lemma 4.1.6 (3) to the directed path from ΠJ(x) to ΠJ(riy) in SiB
J
obtained above, we see that there exists a directed path from ΠJ(x) to riΠ
J(riy) = Π
J(y) in
SiBJ . This proves the lemma.
Here, we make the following remark.
Remark 6.1.2. Let J be a subset of I. Let x, y ∈ (W J)af and β ∈ ∆
+
af be such that x
β
−−→ y in
SiBJ . Write x and y as x = wzξtξ and y = vzζtζ , with w, v ∈ W and ξ, ζ ∈ Q
∨, J-ad (see (2.3.5)).
We see from Corollary 4.2.2 that β = wγ + nδ for some γ ∈ ∆+ \∆+J and n ∈
{
0, 1
}
. Also, it
follows easily that ζ−ξ = nz−1ξ γ
∨. In particular, we have [ζ−ξ] = n[γ∨] ∈ Q∨+Jc =
∑
j∈Jc Z≥0α
∨
j ,
where Jc := I \ J , and [ · ] = [ · ]Jc : Q
∨
։ Q∨Jc =
⊕
j∈Jc Zα
∨
j denote the projection from
Q∨ = Q∨Jc ⊕Q
∨
J onto Q
∨
Jc with kernel Q
∨
J .
Lemma 6.1.3. Let J be a subset of I. For each i ∈ Jc = I \ J and ξ ∈ Q∨, J-ad, there exists a
positive real root β ∈ ∆+af of the form β = −γ + δ, with γ ∈ ∆
+ \∆+J , satisfying the conditions
that [γ∨] = α∨i , rβzξtξ ∈ (W
J)af , and rβzξtξ
β
−−→ zξtξ in SiB
J .
Proof. Let i ∈ I \J , and let ξ ∈ Q∨, J-ad. Since ℓ
∞
2 (ritξ−α∨i ) = ℓ(ri)+2〈ξ−α
∨
i , ρ〉 = 2〈ξ, ρ〉−1 =
ℓ
∞
2 (tξ) − 1, we see that ritξ−α∨i = rβ′tξ
β′
−−→ tξ in SiB
∅, with β ′ = −αi + δ. Therefore, by
Lemma 6.1.1, there exists a directed path from ΠJ(ritξ−α∨i ) to Π
J(tξ) in SiB
J . Since i ∈ I \ J ,
we see from Lemma 2.3.5 (2) that ΠJ(ritξ−α∨i ) = rizξ−α∨i tζ′, with ζ
′ = ξ − α∨i + φJ(ξ − α
∨
i ).
Also, we see from Lemma 2.3.5 (1), (2) that ΠJ(tξ) = zξtξ. Remark that [ξ − ζ
′] = α∨i . Let
x
β
−−→ y := zξtξ, x ∈ (W
J)af , β ∈ ∆
+
af , be the final edge of the directed path in SiB
J from
ΠJ(ritξ−α∨i ) to Π
J(tξ) = zξtξ above:
ΠJ(ritξ−α∨i )→ · · · → x
β
−−→ y = zξtξ in SiB
J . (6.1.2)
Here, let us write x as x = vzζtζ , with v ∈ W
J and ζ ∈ Q∨, J-ad. By applying Remark 6.1.2 to
each edge of the directed path from ΠJ(ritξ−α∨
i
) = rizξ−α∨
i
tζ′ to x = vzζtζ (resp., the final edge
x = vzζtζ
β
−−→ y = zξtξ), we obtain [ζ − ζ
′] ∈ Q∨+Jc (resp., [ξ − ζ ] ∈ Q
∨+
Jc ). Therefore, we deduce
that
α∨i = [ξ − ζ
′] = [ξ − ζ ]︸ ︷︷ ︸
∈Q∨+
Jc
+ [ζ − ζ ′]︸ ︷︷ ︸
∈Q∨+
Jc
,
which implies that [ξ − ζ ] = 0 or α∨i . Now, let λ ∈ P
+ be an (arbitrary) element such that
Jλ = J . It follows immediately from Proposition 4.2.1 that xλ
β
−−→ yλ = zξtξλ in LZ(λ). Since
zξtξλ ≡ λ mod Qδ, we see that β is of the form β = −γ + δ for some γ ∈ ∆
+ \ ∆+J . Hence a
direct computation shows that ζ = ξ − z−1ξ γ
∨; note that [z−1ξ γ
∨] = [γ∨] 6= 0. Since [ξ − ζ ] = 0 or
αi as seen above, we conclude that [γ
∨] = αi. This proves the lemma.
6.2 Directed paths from a translation to another translation.
In this subsection, we fix λ ∈ P+, and set J := Jλ =
{
i ∈ I | 〈α∨i , λ〉 = 0
}
. Recall that
[ · ] = [ · ]Jc : Q
∨
։ Q∨Jc denote the projection from Q
∨ = Q∨Jc ⊕ Q
∨
J onto Q
∨
Jc with kernel Q
∨
J ,
where Jc = I \ J . Also, for a rational number 0 < a ≤ 1, we set
Jc(λ ; a) :=
{
i ∈ Jc | a〈α∨i , λ〉 ∈ Z
}
, I(λ ; a) :=
{
i ∈ I | a〈α∨i , λ〉 ∈ Z
}
= Jc(λ ; a) ∪ J.
Lemma 6.2.1. Let ζ, ξ ∈ Q∨, J-ad, and let 0 < a ≤ 1 be a rational number. If [ξ− ζ ] ∈ Q∨+
Jc(λ ; a),
then there exists a directed path from zζtζ to zξtξ in SiB(λ ; a).
Proof. For α∨ =
∑
i∈I ciα
∨
i with ci ∈ Z≥0, i ∈ I, we set ht(α
∨) :=
∑
i∈I ci ∈ Z≥0. We prove the
lemma by induction on ht([ξ− ζ ]). Assume first that ht([ξ− ζ ]) = 0. Then, we have [ξ− ζ ] = 0,
which implies that ξ−ζ ∈ Q∨J , and hence ξ = ζ by Lemma 2.3.5 (1). Thus there exists a directed
path (of length zero) from zζtζ to zξtξ = zζtζ in SiB(λ ; a).
Assume next that ht([ξ − ζ ]) > 0. Take i ∈ Jc(λ ; a) such that [ξ − ζ ] − α∨i ∈ Q
∨+
Jc(λ ; a),
and set ξ′ := ξ − α∨i + φJ(ξ − α
∨
i ) ∈ Q
∨, J-ad (see Lemma 2.3.5 (1)); note that [ξ′] = [ξ] − α∨i ,
and hence ht([ξ′ − ζ ]) = ht([ξ − ζ ]) − 1. Therefore, by our induction hypothesis, there exists
a directed path from zζtζ to zξ′tξ′ in SiB(λ ; a). Hence it suffices to show that there exists a
directed path from zξ′tξ′ to zξtξ in SiB(λ ; a). We take β = −γ + δ of Lemma 6.1.3 (for the
ξ ∈ Q∨, J-ad and the i ∈ Jc(λ ; a) above). Since [γ∨] = α∨i and i ∈ J
c(λ ; a), we see that the edge
rβzξtξ
β
−−→ zξtξ in SiB
J is in fact an edge in SiB(λ ; a). Write rβzξtξ as rβzξtξ = wzξ′′tξ′′, with
w ∈ W J and ξ′′ ∈ Q∨, J-ad. Since rβzξtξ = rγt−γ∨zξtξ by (2.1.2), we have ξ
′′ = ξ−z−1ξ γ
∨. Because
[ξ′−ξ′′] = ([ξ]−α∨i )−([ξ]−[z
−1
ξ γ
∨]) = ([ξ]−α∨i )−([ξ]−α
∨
i ) = 0, we deduce from Lemma 2.3.5 (1)
that ξ′′ = ξ′. Also, we see that w ∈ W J is equal to rγzξz
−1
ξ′ . Since [γ
∨] = α∨i and i ∈ J
c(λ ; a), it
follows immediately that γ ∈ ∆I(λ ; a), and hence rγ ∈ WI(λ ; a) = 〈rj | j ∈ I(λ ; a)〉. This implies
that w = rγzξz
−1
ξ′ ∈ WI(λ ; a) since zξz
−1
ξ′ ∈ WJ ⊂ WI(λ ; a). Therefore, if w = ri1ri2 · · · rik is a
reduced expression of w, then il ∈ I(λ ; a) for all 1 ≤ l ≤ k. From this, it follows (see also the
argument in Step 1 in the proof of Proposition 4.2.1) that
zξ′tξ′
αik−−−→ rikzξ′tξ′
αik−1
−−−−→ rik−1rikzξ′tξ′
αik−2
−−−−→ · · ·
αi1−−−→ ri1ri2 · · · rikzξ′tξ′ = wzξ′tξ′
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is a directed path in SiB(λ ; a). Concatenating this directed path with wzξ′tξ′ = rβzξtξ
β
−−→ zξtξ
above, we obtain a directed path from zξ′tξ′ to zξtξ in SiB(λ ; a), as desired.
Proposition 6.2.2. Let ζ, ξ ∈ Q∨, J-ad, and let 0 < a ≤ 1 be a rational number. There exists a
directed path of nonzero length from zζtζ to zξtξ in SiB(λ ; a) if and only if the set J
c(λ ; a) ={
i ∈ Jc | a〈α∨i , λ〉 ∈ Z
}
is not empty, and [ξ − ζ ] ∈ Q∨+
Jc(λ ; a) \ {0}.
Proof. We prove the “only if” part. Let
zζtζ = y0
β1
−−→ y1
β2
−−→ · · ·
βk−−→ yk = zξtξ
be a directed path of nonzero length from zζtζ to zξtξ in SiB(λ ; a). By Lemma 4.1.7, we see
that β1 = αi for some i ∈ J
c. Since a〈α∨i , λ〉 = a〈β
∨
1 , zζtζλ〉 ∈ Z, it follows immediately that
i ∈ Jc(λ ; a), and in particular, Jc(λ ; a) 6= ∅. We write yl ∈ (W
J)af , 0 ≤ l ≤ k, and βl ∈ ∆
+
af
(see Corollary 4.2.2), 1 ≤ l ≤ k, as:{
yl = wlzξltξl with wl ∈ W
J and ξl ∈ Q
∨, J-ad,
βl = wl−1γl + nlδ with γl ∈ ∆
+ \∆+J and nl ∈
{
0, 1
}
.
Then we deduce from Remark 6.1.2 that
ξ − ζ =
k∑
l=1
(ξl − ξl−1) =
k∑
l=1
nlz
−1
ξl−1
γ∨l , and hence [ξ − ζ ] =
k∑
l=1
nl[γ
∨
l ] ∈ Q
∨+
Jc . (6.2.1)
Also, using (2.3.5), we see by direct computation that wl = ⌊wl−1rγl⌋ for all 1 ≤ l ≤ k. Let
us show by induction on l that wl ∈ WI(λ ; a) and γl ∈ ∆I(λ ; a) for all 1 ≤ l ≤ k. Since w0 = e,
and since β1 = αi with i ∈ J
c(λ ; a) ⊂ I(λ ; a) as seen above, it follows immediately that
γ1 = αi ∈ ∆I(λ ; a) and w1 = ⌊w0rγ1⌋ = ⌊ri⌋ ∈ WI(λ ; a). Assume that l > 0. By Proposition 4.2.1,
we have yl−1λ
βl−−→ ylλ in LZ(λ ; a). We deduce from [NS4, Lemma 3.11], together with [NS4,
Lemma 2.13], that wl−1γl ∈ ∆I(λ ; a). Since wl−1 ∈ WI(λ ; a) by our induction hypothesis, we
obtain γl ∈ ∆I(λ ; a). Also, since wl = ⌊wl−1rγl⌋ with wl−1 ∈ WI(λ ; a) and γl ∈ ∆I(λ ; a), it follows
immediately that wl ∈ WI(λ ; a). Thus we have shown that wl ∈ WI(λ ; a) and γl ∈ ∆I(λ ; a) for
all 1 ≤ l ≤ k. Combining this fact and (6.2.1), we conclude that [ξ − ζ ] ∈ Q∨+
Jc(λ ; a). Suppose,
for a contradiction, that [ξ − ζ ] = 0. Then, we have ξ − ζ ∈ Q∨J . This implies that ξ = ζ
by Lemma 2.3.5 (1), which contradicts the assumption. Thus we have proved the “only if”
part. The “if” part follows immediately from Lemma 6.2.1. This completes the proof of the
proposition.
7 Connected components of B
∞
2 (λ).
Throughout this section, we fix λ ∈ P+, and set J := Jλ =
{
i ∈ I | 〈α∨i , λ〉 = 0
}
. Write λ ∈ P+
as λ =
∑
i∈I mi̟i with mi ∈ Z≥0, i ∈ I, and set
Turn(λ) :=
{
k/mi | i ∈ J
c = I \ J, 0 ≤ k ≤ mi
}
;
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note that mi = 〈α
∨
i , λ〉. Also, for simplicity of notation, we set Tξ := Π
J(tξ) = zξtξ ∈ (W
J)af for
ξ ∈ Q∨, J-ad.
7.1 An extremal element in each connected component.
The next proposition follows immediately from Proposition 6.2.2.
Proposition 7.1.1. Let ξ1, . . . , ξs−1, ξs ∈ Q
∨, J-ad. An element
η = (Tξ1 , . . . , Tξs−1, Tξs ; a0, a1, . . . , as−1, as) (7.1.1)
is contained in B
∞
2 (λ) if and only if au ∈ Turn(λ) for all 0 ≤ u ≤ s and [ξu−ξu+1] ∈ Q
∨+
Jc(λ ; au)
\{0}
for all 1 ≤ u ≤ s− 1.
Proposition 7.1.2. Each connected component of B
∞
2 (λ) contains a unique element of the form
(7.1.1) with ξs = 0.
In order to prove this proposition, we need some lemmas. Let N ∈ Z>0. For simplicity of
notation, we set [y1, y2, . . . , yN ] := ηy1 ⊗ ηy2 ⊗ · · · ⊗ ηyN ∈ B
∞
2 (λ)⊗N for y1, y2, . . . , yN ∈ (W
J)af .
Lemma 7.1.3. Let N ∈ Z>0 be a multiple of Nλ (see the comment preceding Lemma 5.2.3).
Let η ∈ B
∞
2 (λ), and write σN(η) ∈ B
∞
2 (λ)⊗N as σN (η) = [y1, y2, . . . , yN ], with y1, y2, . . . , yN ∈
(W J)af . Let X be a monomial in the root operators ei and fi, i ∈ Iaf , and assume that Xη 6= 0.
Then, σN (Xη) = [v1y1, v2y2, . . . , vNyN ] for some v1, v2, . . . , vN ∈ Waf such that vMyM ∈ (W
J)af ,
1 ≤M ≤ N .
Proof. It suffices to show the assertion in the case when X = ei or fi, i ∈ Iaf ; the assertion for
a general X follows immediately by induction. From the definition of root operators, we obtain
σN (Xη) = [y1, . . . , yL, riyL+1, . . . , riyK , yK+1, . . . , yN ]
for some 1 ≤ L < K ≤ N , with riyM ∈ (W
J)af for all L + 1 ≤ M ≤ K. This proves the
lemma.
Let N ∈ Z>0 be a multiple of Nλ. Let η ∈ B
∞
2 (λ) be of the form (7.1.1). Then, σN(η) is
of the form σN (η) = [Tζ1 , Tζ2 , . . . , TζN ] for some ζ1, ζ2, . . . , ζN ∈ Q
∨, J-ad. Let X be a monomial
in the root operators ei and fi, i ∈ Iaf , such that Xη 6= 0; by Lemma 7.1.3, σN (Xη) is of
the form σN (Xη) = [v1Tζ1 , v2Tζ2 , . . . , vNTζN ] for some v1, v2, . . . , vN ∈ Waf such that vMTζM =
vMzζM tζM ∈ (W
J)af , 1 ≤M ≤ N ; note that vM ∈ (W
J)af for all 1 ≤ M ≤ N by Lemma 2.3.7.
Lemma 7.1.4. Keep the notation and setting above. Let η′ ∈ B
∞
2 (λ) be another element of the
form (7.1.1), and write σN (η
′) as σN (η
′) = [Tζ′1 , Tζ′2 , . . . , Tζ′N ] for some ζ
′
1, ζ
′
2, . . . , ζ
′
N ∈ Q
∨, J-ad.
Then, Xη′ 6= 0, and σN(Xη
′) = [v1Tζ′1 , v2Tζ′2 , . . . , vNTζ′N ]; note that vMTζ′M ∈ (W
J)af for all
1 ≤M ≤ N by Lemma 2.3.7 since vM ∈ (W
J)af .
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Proof. Let X = gmgm−1 · · · g2g1, where gk ∈
{
ei, fi | i ∈ Iaf
}
for each 1 ≤ k ≤ m. We show the
assertion by induction on m. If m = 0, then the assertion is obvious since X = id. Assume that
m > 0. Set Y := gm−1 · · · g2g1. Since Xη 6= 0, it follows that Y η 6= 0. By Lemma 7.1.3, we
can write σN(Y η) as σN (Y η) = [u1Tζ1 , u2Tζ2 , . . . , uNTζN ] for some u1, u2, . . . , uN ∈ Waf such that
uMTζM = uMzζM tζM ∈ (W
J)af , 1 ≤M ≤ N . By our induction hypothesis, we have Y η
′ 6= 0, and
σN (Y η
′) = [u1Tζ′1 , u2Tζ′2 , . . . , uNTζ′N ]. Now, let us take i ∈ Iaf for which gm = ei or fi. We see
from the definition of the root operator ei or fi that σN(Xη) = σN (gmY η) is of the form:
σN (Xη) = [u1Tζ1 , . . . , uLTζL, riuL+1TζL+1 , . . . , riuKTζK , uK+1TζK+1 , . . . , uNTζN ]
for some 0 ≤ L < K ≤ N , with riuMTζM ∈ (W
J)af for all L + 1 ≤ M ≤ K; remark that L and
K are determined by the function HY ηi (t) = 〈α
∨
i , Y η(t)〉 (see the definitions of t0, t1 ∈ [0, 1] in
Definition 3.1.4). Because
〈α∨i , uMTζ′Mλ〉 = 〈α
∨
i , uMλ〉 = 〈α
∨
i , uMTζMλ〉 for all 1 ≤ M ≤ N,
we deduce that HY ηi (t) = H
Y η′
i (t) for all t ∈ [0, 1], which implies that t0, t1 for Y η
′ coincide
with those for Y η. Therefore, it follows from the definition of the root operator ei or fi that
Xη′ = gmY η
′ 6= 0, and that
σN (Xη
′) = σN(gmY η
′)
= [u1Tζ′1 , . . . , uLTζ′L , riuL+1Tζ′L+1 , . . . , riuKTζ′K , uK+1Tζ′K+1 , . . . , uNTζ′N ].
This proves the lemma.
Proof of Proposition 7.1.2. First, we prove that each connected component of B
∞
2 (λ) contains an
element of the form (7.1.1) with ξs = 0. Let η ∈ B
∞
2 (λ); recall that η ∈ B(λ) by Proposition 3.1.3.
From [NS4, Theorem 3.1 (2)], we know that there exists a monomial X in the root operators ei
and fi, i ∈ Iaf , such that (Xη)(t) ≡ tλ mod Rδ for t ∈ [0, 1]. Because the map : B
∞
2 (λ)→ B(λ)
is a strict morphism of crystals (see Remark 4.3.1 (1)), it follows immediately that Xη 6= 0, and
that Xη ∈ B
∞
2 (λ) is of the form:
Xη = (Tξ′1 , Tξ′2 , . . . , Tξ′s−1, Tξ ; a0, a1, . . . , as−1, as)
for some ξ′1, ξ
′
2, . . . , ξ
′
s−1, ξ ∈ Q
∨, J-ad.
Since ηTξ = (Tξ ; 0, 1) ∈ B
∞
2
0 (λ) by Remark 5.1.2, there exists a monomial Y in the root
operators ei and fi, i ∈ Iaf , such that Y ηTξ = ηe. Let N be a multiple of Nλ (see the comment
preceding Lemma 5.2.3). Then, σN(ηTξ) = [Tξ, . . . , Tξ] ∈ B
∞
2 (λ)⊗N and σN (ηe) = [e, . . . , e] ∈
B
∞
2 (λ)⊗N . Also, we see from Lemma 7.1.3 that σN (Y ηTξ) = [v1Tξ, v2Tξ, . . . , vNTξ] for some
v1, v2, . . . , vN ∈ Waf such that vMTξ ∈ (W
J)af for all 1 ≤ M ≤ N . Since Y ηTζ = ηe, and hence
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σN (Y ηTζ ) = σN (ηe), we deduce that vMTξ = e for all 1 ≤ M ≤ N . Thus, we obtain vM = T
−1
ξ
for all 1 ≤M ≤ N .
It follows that σN (Xη) is of the form σN(Xη) = [Tζ′1 , Tζ′2 , . . . , Tζ′N ] for some ζ
′
1, ζ
′
2, . . . , ζ
′
N ∈
Q∨, J-ad with ζ ′N = ξ. Therefore, from Lemma 7.1.4 applied to ηTξ and Xη, we deduce that
σN(Y Xη) = [v1Tζ′1 , v2Tζ′2 , . . . , vNTζ′N ] = [T
−1
ξ Tζ′1 , T
−1
ξ Tζ′2 , . . . , T
−1
ξ Tζ′N︸ ︷︷ ︸
=e
],
where vMTζ′
M
= T−1ξ Tζ′M ∈ (W
J)af for all 1 ≤M ≤ N ; using (2.3.5), we see by direct computation
that T−1ξ Tζ′M ∈ (W
J)af is of the form:
T−1ξ Tζ′M = zζM tζM = TζM for some ζM ∈ Q
∨, J-ad. (7.1.2)
Hence we obtain σN (Y Xη) = [Tζ1 , Tζ2 , . . . , TζN−1 , e]. Because the final factor of σN (Y Xη) is
identical to e = T0, we conclude that Y Xη is of the form (7.1.1) with ξs = 0. Thus, we have
proved that each connected component of B
∞
2 (λ) contains an element of the form (7.1.1) with
ξs = 0.
Next, we prove the uniqueness statement. Let η, η′ ∈ B
∞
2 (λ), η 6= η′, be of the form (7.1.1)
with ξs = 0, and suppose that Xη = η
′ for some monomial X in the root operators ei and fi,
i ∈ Iaf . As above, let N ∈ Z>0 be a multiple of Nλ. Then, σN (η) and σN(η
′) are of the form
(note that T0 = e):
σN(η) = [Tζ1 , Tζ2 , . . . , TζN−1 , T0], σN (η
′) = [Tζ′1 , Tζ′2 , . . . , Tζ′N−1 , T0],
for some ζM , ζ
′
M ∈ Q
∨, J-ad, 1 ≤ M ≤ N − 1, respectively. Since η 6= η′ and the map σN :
B
∞
2 (λ) →֒ B
∞
2 (λ)⊗N is injective, there exists 1 ≤ M ≤ N − 1 such that ζM 6= ζ
′
M ; let 1 ≤
L ≤ N − 1 be the maximum of all such M ’s. Then we deduce from Lemma 2.3.5 (1) that
ζ ′L − ζL /∈ Q
∨
J , and hence [ζ
′
L − ζL] 6= 0; here, by interchanging η and η
′ if necessary, we may
assume that [ζ ′L − ζL] /∈ Q
∨+
Jc .
From Lemma 7.1.3, we have
σN (Xη) = [v1Tζ1 , v2Tζ2 , . . . , vN−1TζN−1 , vNT0]
for some v1, v2, . . . , vN ∈ Waf such that vMTζM ∈ (W
J)af , 1 ≤ M ≤ N − 1, and vNT0 ∈ (W
J)af ;
note that v1, v2, . . . , vN ∈ (W
J)af by Lemma 2.3.7. Since Xη = η
′ by our assumption, it follows
that vMTζM = Tζ′M for all 1 ≤M ≤ N−1, and vNT0 = T0. Therefore, we obtain vM = Tζ′MT
−1
ζM
for
all 1 ≤M ≤ N−1, and vN = e; in particular, vL+1 = · · · = vN−1 = vN = e by the definition of L.
Also, the same reasoning as for (7.1.2) shows that for each 1 ≤M ≤ N , vM = Tζ′
M
T−1ζM ∈ (W
J)af
is of the form vM = Tζ′′
M
for some ζ ′′M ∈ Q
∨, J-ad such that [ζ ′′M ] = [ζ
′
M − ζM ]. Therefore, from
Lemma 7.1.4 applied to η and ηe, we deduce that Xηe 6= 0, and that
σN(Xηe) = [v1, v2, . . . , vN ] = [Tζ′′1 , Tζ′′2 , . . . , Tζ′′L, e, . . . , e],
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which implies that Xηe ∈ B
∞
2 (λ) is of the form:
Xηe = (Tξ1 , . . . , Tξs−1 , e; a0, a1, . . . , as−1, as),
for some ξ1, . . . , ξs−1 ∈ Q
∨, J-ad, with ξs−1 = ζ
′′
L. Hence we obtain [ξs−1 − 0] = [ζ
′′
L] = [ζ
′
L − ζL] /∈
Q∨+Jc , which contradicts Proposition 7.1.1. This completes the proof of Proposition 7.1.2.
7.2 Proof of Proposition 3.2.4.
Recall that Turn(λ) =
{
k/mi | i ∈ J
c = I \ J, 0 ≤ k ≤ mi
}
; we enumerate the elements of
Turn(λ) in increasing order as:
Turn(λ) =
{
0 = τ0 < τ1 < · · · < τp = 1
}
.
Let 0 ≤ q ≤ p. Note that i ∈ Jc(λ ; τq) if and only if i /∈ J and τq = k/mi for some 0 ≤ k ≤ mi.
Proposition 7.2.1. There exists a bijective correspondence between the set Par(λ) and the set
of all connected components of B
∞
2 (λ).
Proof. Let Conn(λ) denote the set of all connected components of B
∞
2 (λ). First, we define
a map Θ : Conn(λ) → Par(λ) as follows. Take an arbitrary C ∈ Conn(λ). By Proposi-
tions 7.1.1 and 7.1.2, the connected component C contains a unique element η of the form η =
(Tξ1 , Tξ2, . . . , Tξs−1 , e ; a0, a1, . . . , as−1, as), with ξ1, ξ2, . . . , ξs−1 ∈ Q
∨, J-ad, such that au ∈ Turn(λ)
for all 0 ≤ u ≤ s, and such that [ξu − ξu+1] ∈ Q
∨+
Jc(λ ; au)
for all 1 ≤ u ≤ s − 1, where we set
ξs := 0. For each 0 ≤ u ≤ s, let 0 ≤ qu ≤ p be such that au = τqu . Then we define ζq, 1 ≤ q ≤ p,
by ζq := ξu if qu−1 + 1 ≤ q ≤ qu, that is,
ζ1, . . . , ζq1︸ ︷︷ ︸
:=ξ1
, ζq1+1, . . . , ζq2︸ ︷︷ ︸
:=ξ2
, . . . , ζqs−2+1, . . . , ζqs−1︸ ︷︷ ︸
:=ξs−1
, ζqs−1+1, . . . , ζp︸ ︷︷ ︸
:=ξs=0
;
remark that for all 1 ≤ q ≤ p− 1,
[ζq − ζq+1] ∈ Q
∨+
Jc(λ ; τq)
. (7.2.1)
Fix i ∈ Jc = I \ J , and let c
(i)
q , 1 ≤ q ≤ p, be the coefficient of α∨i in ζq; we see from (7.2.1) that
c
(i)
1 ≥ c
(i)
2 ≥ · · · ≥ c
(i)
p−1 ≥ c
(i)
p = 0, and that c
(i)
q = c
(i)
q+1 for 1 ≤ q ≤ p− 1 such that i /∈ J
c(λ ; τq),
i.e., τq /∈
{
k/mi | 0 ≤ k ≤ mi
}
. For each 1 ≤ k ≤ mi, let 1 ≤ pk ≤ p be such that τpk = k/mi.
Then we define ρ
(i)
k , 1 ≤ k ≤ mi − 1, in the following way:
c
(i)
1 = · · · = c
(i)
p1︸ ︷︷ ︸
=:ρ
(i)
1
≥ c
(i)
p1+1 = · · · = c
(i)
p2︸ ︷︷ ︸
=:ρ
(i)
2
≥ · · · · · ·
· · · · · · ≥ c(i)pmi−2+1 = · · · = c
(i)
pmi−1︸ ︷︷ ︸
=:ρ
(i)
mi−1
≥ c(i)pmi−1+1 = · · · = c
(i)
pmi
= 0.
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Thus we obtain a partition ρ(i) := (ρ
(i)
1 ≥ ρ
(i)
2 ≥ · · · ≥ ρ
(i)
mi−1
) of length less than mi. Now we
define Θ(C) := (ρ(i))i∈I ∈ Par(λ), where for every j ∈ J , we define ρ
(j) to be the empty partition.
Next, we define a map Ξ : Par(λ) → Conn(λ) as follows. Take an arbitrary ρ = (ρ(i)) ∈
Par(λ), with ρ(i) = (ρ
(i)
1 ≥ ρ
(i)
2 ≥ · · · ≥ ρ
(i)
mi−1
) for i ∈ I \ J . Define ζq ∈ Q
∨, 1 ≤ q ≤ p,
inductively by
ζp := 0, and ζq := ζq+1 +
∑
i∈Jc(λ ; τq)
(ρ(i)τqmi − ρ
(i)
τqmi+1
)α∨i for 1 ≤ q ≤ p− 1;
note that for 1 ≤ q ≤ p−1, if i ∈ Jc(λ ; τq), then τqmi = τq〈α
∨
i , λ〉 ∈ Z, with 1 ≤ τqmi ≤ mi−1.
We write the set
{
1 ≤ q ≤ p− 1 | ζq 6= ζq+1
}
in the form
{
q1 < q2 < · · · < qs−1
}
, i.e.,
ζ1 = · · · = ζq1 6= ζq1+1 = · · · = ζq2 6= · · · · · · 6= ζqs−1+1 = · · · = ζp = 0.
Then we define (for the definition of φJ(ζpu), see Lemma 2.3.5){
ξs := 0, ξu := ζqu + φJ(ζqu) for 1 ≤ u ≤ s− 1,
a0 := 0, au := τqu for 1 ≤ u ≤ s− 1, as := 1;
it follows from Proposition 7.1.1 that
ηρ := (Tξ1 , Tξ2 , . . . , Tξs−1 , e ; a0, a1, . . . , as−1, as) ∈ B
∞
2 (λ). (7.2.2)
Now we define Ξ(ρ) to be the connected component of B
∞
2 (λ) containing this ηρ.
We deduce from the definitions that the maps Θ and Ξ are inverses of each other. This
completes the proof of the proposition.
Proof of Proposition 3.2.4. For ρ ∈ Par(λ), let ηρ ∈ B
∞
2 (λ) be as defined by (7.2.2), which
is a unique element of the form (7.1.1) with ξs = 0 contained in the connected component
B
∞
2
ρ (λ) := Ξ(ρ). We prove that there exists a unique isomorphism B
∞
2
ρ (λ)
∼
→ {ρ} ⊗ B
∞
2
0 (λ) of
crystals that maps ηρ to ρ ⊗ ηe. As in the proof of Proposition 3.2.2, it suffices to show the
following for monomials X , Y in the Kashiwara operators:
(i) Xηρ 6= 0 if and only if X(ρ⊗ ηe) 6= 0;
(ii) Xηρ = Y ηρ if and only if X(ρ⊗ ηe) = Y (ρ⊗ ηe).
Part (i) follows immediately from Lemma 7.1.4 and the equality X(ρ⊗ ηe) = ρ⊗Xηe. Let us
show part (ii). We give a proof only for the “only if” part; the proof for the “if” part is similar.
Assume that Xηρ = Y ηρ 6= 0. Let N ∈ Z>0 be a multiple of Nλ (see the comment preceding
Lemma 5.2.3), and write σN(ηρ) as σN(ηρ) = [Tξ1 , Tξ2 , . . . , TξN ] for some ξ1, ξ2, . . . , ξN ∈ Q
∨, J-ad.
By Lemma 7.1.3, σN (Xηρ) and σN(Y ηρ) are of the form:
σN(Xηρ) = [u1Tξ1 , u2Tξ2 , . . . , uNTξN ], σN (Y ηρ) = [v1Tξ1 , v2Tξ2 , . . . , vNTξN ],
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for some u1, u2, . . . , uN ∈ (W
J)af and v1, v2, . . . , vN ∈ (W
J)af , respectively. Then, by Lemma
7.1.4, we have
σN(Xηe) = [u1, u2, . . . , uN ], σN (Y ηe) = [v1, v2, . . . , vN ],
respectively. Since Xηρ = Y ηρ by the assumption, we have uM = vM for all 1 ≤ M ≤ N .
Therefore, we see that σN (Xηe) = σN (Y ηe), and hence Xηe = Y ηe by the injectivity of σN .
Thus, we obtain X(ρ ⊗ ηe) = ρ ⊗ Xηe = ρ ⊗ Y ηe = Y (ρ ⊗ ηe), as desired. Finally, from the
existence of the isomorphism B
∞
2
ρ (λ)
∼
→ {ρ} ⊗ B
∞
2
0 (λ) of crystals for each ρ ∈ Par(λ), together
with Proposition 7.2.1, we conclude that
B
∞
2 (λ) =
⊔
ρ∈Par(λ)
B
∞
2
ρ (λ) ∼=
⊔
ρ∈Par(λ)
{ρ} ⊗ B
∞
2
0 (λ) = Par(λ)⊗ B
∞
2
0 (λ).
This completes the proof of Proposition 3.2.4.
Remark 7.2.2. Since B(λ) ∼= B
∞
2 (λ) as crystals, we can define the action of the Weyl group Waf
on B
∞
2 (λ) by the same formula as (5.1.1) for the one on B(λ). Let ρ ∈ Par(λ). Then, as shown
in the proof of Proposition 3.2.4, there exists a unique isomorphism B
∞
2
ρ (λ)
∼
→ {ρ} ⊗ B
∞
2
0 (λ) of
crystals that maps ηρ to ρ⊗ ηe. Hence it follows from the tensor product rule for crystals that
x(ρ ⊗ ηe) = ρ ⊗ (xηe) for every x ∈ Waf . From this equality, again using the tensor product
rule for crystals, we deduce that ηρ is an extremal element of weight λ + wt(ρ), since ηe is an
extremal element of weight λ by Remark 5.3.2.
A Appendix.
A.1 Relation between the semi-infinite Bruhat graph and the quan-
tum Bruhat graph.
In this subsection, we fix a subset J ⊂ I. Set ρJ :=
1
2
∑
α∈∆+
J
α; note that
〈ξ, ρ− ρJ〉 = 0 for all ξ ∈ Q
∨
J . (A.1.1)
Definition A.1.1 ([LNS31, §4]; see also [BFP, §6]). Let J be a subset of I. Define the (parabolic)
quantum Bruhat graph QBJ to be the (∆+ \ ∆+J )-labeled, directed graph with vertex set W
J
and (∆+ \ ∆+J )-labeled, directed edges of the following form: w
γ
−−→ ⌊wrγ⌋ for w ∈ W
J and
γ ∈ ∆+ \∆+J such that either (i) ℓ(⌊wrγ⌋) = ℓ(w)+1, or (ii) ℓ(⌊wrγ⌋) = ℓ(w)+1−2〈γ
∨, ρ−ρJ〉;
we call an edge w
γ
−−→ ⌊wrγ⌋ satisfying condition (i) (resp., (ii)) a Bruhat (resp., quantum) edge.
Combining Proposition 4.2.1 and [LNS31, Theorem 6.5], we obtain the following.
Proposition A.1.2.
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(1) Let x = wzξtξ ∈ (W
J)af with w ∈ W
J and ξ ∈ Q∨, J-ad, and β ∈ ∆+af . Assume that
x
β
−−→ rβx in SiB
J ; note that β = wγ + nδ for some γ ∈ ∆+ \ ∆+J and n ∈
{
0, 1
}
by
Corollary 4.2.2. If n = 0 (resp., n = 1), then we have a Bruhat edge (reps., quantum edge)
w
γ
−−→ ⌊wrγ⌋ in QB
J .
(2) Let w ∈ W J , and γ ∈ ∆+ \∆+J . Assume that w
γ
−−→ ⌊wrγ⌋ in QB
J . Set β := wγ (resp.,
β := wγ + δ) if the edge is a Bruhat edge (resp., quantum edge). Then, β ∈ ∆+af , and
wzξtξ
β
−−→ rβwzξtξ in SiB
J for every ξ ∈ Q∨, J-ad.
A.2 Another definition of the semi-infinite Bruhat order.
In this subsection, we fix a subset J ⊂ I. For vtζ ∈ Waf with v ∈ W and ζ ∈ Q
∨, we define
ℓ
∞
2
J (vtζ) := ℓ(⌊v⌋) + 2〈ζ, ρ− ρJ〉. (A.2.1)
Lemma A.2.1. The equalities ℓ
∞
2
J (x) = ℓ
∞
2
J (Π
J(x)) = ℓ
∞
2 (ΠJ(x)) hold for all x ∈ Waf .
Proof. We write ΠJ(x) as ΠJ (x) = wzξtξ, with w ∈ W
J and ξ ∈ Q∨, J-ad. The second equality
follows from [LNS31, (3.11)] and the equality ℓ(wzξ) = ℓ(w) + ℓ(zξ).
In order to prove the first equality, we write x = x1x2 with x1 ∈ (W
J)af and x2 ∈ (WJ)af ;
note that ΠJ(x) = x1. We have x1 = w1zξ1tξ1 for some w1 ∈ W
J and ξ1 ∈ Q
∨, J-ad by (2.3.5),
and x2 = w2tξ2 for some w2 ∈ WJ and ξ2 ∈ Q
∨
J by (2.3.3). Since x = x1x2 = w1zξ1w2tw−12 ξ1+ξ2 ,
we compute
ℓ
∞
2
J (x) = ℓ(⌊w1zξ1w2⌋) + 2〈w
−1
2 ξ1 + ξ2, ρ− ρJ〉
= ℓ(w1) + 2〈w
−1
2 ξ1 + ξ2, ρ− ρJ〉 since w1 ∈ W
J and zξ1w2 ∈ WJ
= ℓ(w1) + 2〈ξ1, ρ− ρJ〉 since ξ2 ∈ Q
∨
J and w2 ∈ WJ (see (A.1.1))
= ℓ
∞
2
J (w1zξ1tξ1) = ℓ
∞
2
J (x1) = ℓ
∞
2
J (Π
J(x)).
This proves the lemma.
Proposition A.2.2. Let x, y ∈ (W J)af and β ∈ ∆
+
af . We have x
β
−−→ y in SiBJ if and only if
the following three conditions are satisfied:
(a) y = ΠJ(rβx);
(b) ℓ
∞
2
J (rβx) = ℓ
∞
2
J (x) + 1;
(c) if we write x as x = wzξtξ with w ∈ W
J and ξ ∈ Q∨, J-ad, then β = wγ + nδ for some
γ ∈ ∆+ \∆+J and n ∈
{
0, 1
}
.
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Proof. The “only if” part follows immediately from Corollary 4.2.2 and Lemma A.2.1. We show
the “if” part. By condition (c), we have rβx = wrγzξtξ+nz−1
ξ
γ∨ . We compute
1 = ℓ
∞
2
J (rβx)− ℓ
∞
2
J (x) by (b)
= ℓ(⌊wrγ⌋) + 2〈ξ + nz
−1
ξ γ
∨, ρ− ρJ〉 − ℓ(w)− 2〈ξ, ρ− ρJ〉
= ℓ(⌊wrγ⌋)− ℓ(w) + 2n〈γ
∨, ρ− ρJ〉 (see (A.1.1)).
From this, using the condition that n ∈
{
0, 1
}
, we deduce that w
γ
−−→ ⌊wrγ⌋ in QB
J ; observe
that this edge is a Bruhat (resp., quantum) edge if and only if n = 0 (resp., n = 1). Therefore, by
Proposition A.1.2 (2), we have x = wzξtξ
β
−−→ rβwzξtξ = rβx in SiB
J ; in particular, rβx ∈ (W
J)af .
Thus, by condition (a), we obtain y = ΠJ(rβx) = rβx, and hence x
β
−−→ y in SiBJ . This proves
the proposition.
A.3 Relation between the semi-infinite Bruhat order and the generic
Bruhat order.
In this subsection, we assume that J = ∅; note that (W J)af = Waf . Fix an (arbitrary) element
ξ ∈ Q∨ such that 〈ξ, αi〉 > 0 for all i ∈ I. We know from [P] (see also [LNS
31, Theorem 5.2],
and Proposition A.1.2) that for x, y ∈ (W J)af = Waf , x ≤∞
2
y if and only if there exists
N ∈ Z≥0, depending on x, y, and ξ, such that yt−nξ ≤ xt−nξ (or equivalently, tnξy
−1 ≤ tnξx
−1)
for all n ∈ Z≥N , where ≤ is the (ordinary) Bruhat order on Waf . Also, in [Lu1, §1.5], Lusztig
introduced a partial order ≤L on Waf , which we call Lusztig’s generic Bruhat order; we know
from [S, Claim 4.14 in the proof of Lemma 4.13] that x ≤L y if and only if there exists N ∈ Z≥0,
depending on x, y, and ξ, such that tnξx ≤ tnξy for all n ∈ Z≥N . Combining these facts, we
obtain the following.
Lemma A.3.1. Let x, y ∈ Waf . We have x ≤∞
2
y if and only if y−1 ≤L x
−1.
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