We introduce a matrix-operator formulation of the Anderson model in d = 2. In a single slice, we can then derive an analogy between our model and a standard random matrices problem. This enable us to construct and control the Green function in one slice which is an important prerequisite to a full multi-scale study of the problem using the Renormalization Group approach.
Introduction
The electronic structure of disordered materials is very complex. In trying to investigate this problem, one generally make the two basic assumptions that the potential felt by the electron can be approximated by a random variable and that the electron-electron interactions can be neglected ( [And] ). Then the problem is reduced to the study of the Schrödinger operator
where V (x) is a random potential (in the simplest case V is a white noise). The properties of H are established through the behaviour of the kernel of the resolvent operator or Green function ([Tho1] , [Aiz] , [Fra] )
and the physical quantities are given by their expectation value with respect to the random potential. Thus we can consider the problem as a field theory for V . The important feature is that the presence of disorder localizes the eigenstates. This is true whatever the disorder in dimension d = 1 ( [GMP] , [KS] , [FP] ), but for dimension d 2, this was shown only for large disorder or low energy ( [FS] , [FMSS] , [DLS] , [SW] , [Spe] , [Dre] , [DK] ). The conjecture is that in d = 2 (critical dimension) all the eigenstates are localized, while in d 3 some extended states survive at weak disorder. This implies a transition between the localized and extended regimes for a critical strength of the disorder ( [MT] , [Tho1] , [Tho2] , [Weg] , [AALR] ).
The existence of extended states is linked to the decay of the mean modulus of the Green function and to the presence of a Goldstone mode in it ( [DLS] , [SW] , [Fra] ). Perturbations alone fail to give us this result, but it is believed that a careful Renormalization Group analysis should succeed. Applying field theoretical methods to statistical and solid state physics is not new ( [AGD] , [Par] ) but a rigorous implementation of the RG approach is rather complex and painful ( [Riv] , [Bry] ) . A good starting point, in order to see if this heavy machinery can be helpful here, is to study the mean Green function which is expected to decay exponentially as predicted by perturbation theory (this merely reflects the fact that the electron looses the memory of the phase of its wave function). Furthermore, we will restrict ourselves to the case d = 2.
Use of the RG relies on a multi-scale analysis which begins in dividing the free propagator 1 p 2 −E according to how close we are from its singularity. This is formally close to the problem of renormalization around a Fermi sphere for a many Fermions system ([FMRT1] , [FMRT2] ). In fact, there is the same connection between the Anderson model and the many body problem as between the self-avoiding random walk in 4 dimensions and the φ 4 theory ( [IM] ). An important prerequisite to a full constructive multi-scale expansion is to treat the case of the so called single slice model where we force |p 2 − E| to have a fixed scale. This is what we accomplish in this paper which is organized as follows. First, we replace the standard iε regularization by a finite volume one, then we introduce a matricial formulation of the model that will enable us to perform a very careful analysis of the size of the various operators. Then we make a cluster expansion with large field versus small field conditions in order to control the thermodynamic limit. The crucial point in the demonstration is the analogy between our problem and a standard random matrix one. When d = 3, this analogy can also be developed but leads to a new class of random matrices (where the entries are no longer independent) and therefore the problem is more subtle. Nevertheless the extension of the single-slice result to d = 3 is in preparation.
We intend to continue this study by a multi-scale analysis, and this will be part of a larger program, in collaboration with J. Feldman, J. Magnen, V. Rivasseau and E. Trubowitz, whose ultimate goal is to show the existence of extended states and thus of the Anderson-Mott transition in dimension d = 3.
I am specially grateful to J. Magnen and V. Rivasseau who introduced me to constructive methods and played an important part in getting the following results.
The Model
In order to make explicit the strength of the disorder, we take our Hamiltonian to be
where V is a white noise, i.e. a random Gaussian field with covariance δ. The density of states will be given by the imaginary part of the mean Green function G ≡ lim
In order to have a well defined starting point, we place ourselves into IR 2 / ΛZ Z 2 and define
In the following we will note < . > for the integration on V .
It is important to remark that we will have to put somehow a kind of ultraviolet cut-off because we are treating a non-relativistic problem.
Perturbations
The perturbative analysis is very simple and the result is that G should behave like
Thus the main effect of V should be to add a mass term in O(λ 2 ) which screens the singularity of the free propagator, thus G becomes a fast decaying function with a decay rate O(λ 2 ). It tells us also that in the slicing of our theory we should stop as soon as |p 2 − E| ∼ λ 2 because under this scale, the mass term screens the singularity.
Complex translation and the limit ε → 0
We can make an a priori partial renormalization by generating a non vanishing imaginary part in the denominator thanks to a "complex translation" of V . In order to do so, we need the following identity dµ C (X) F (X) = e 1 2 aCa dµ C (X) F (X + iCa) e −iaX (8) which is easily proved for F polynomial and then extended with a density argument to meromorphic functions provided we meet no pole. Now, if we translate V by −i δ λ 1, we get
the cost of this operation is the bad factor e |Λ|δ 2 /2λ
2 that we will have to compensate. Then, provided we can control the limit Λ → ∞, the limit over ε becomes trivial and commutes with the limit over Λ. Thus we will perform the limit ε → 0, this yields
δ will be fixed later on, but we will have δ ≪ λ 2 . This is not a problem because, in a multi-scale analysis, δ has to be renormalized and should flow towards η as we integrate on V .
UV cut-off
We choose to put the ultra-violet cut-off on the partially renormalized free propagator, i.e. we perform the change
Then we can factorize C and rewrite G as
The UV cut-off on each side of V induce an effective cut-off on it. To make this explicit, we perform an orthogonal decomposition of V by splitting its covariance (which is 1 in p space).
whereη U V has its support around 2η U V , so that the operator η
U V is null with probability 1. In the following, we will note V instead ofṼ .
Rhombus rule
We want to study G thanks to a multi-scale analysis. In order to do so, we will cut the propagator into slices around p 2 = E and "integrate" the contribution of high slices as an "effective action" for the lower ones. In momentum space V , seen as an operator, is V (p, q) ≡ V (p − q). The key point is that, when p and q have the same fixed norm (they are in a slice), there are only two possible pairs {p, q} which give the sum p − q (cf [FMRT2] ).
In fact, since the slices have a finite width, there can be some error but we can see that essentially V has a matricial behaviour with respect to the angular direction of the momentum and we would like to have this feature appears in the model at the very beginning.
The matricial model
Because of its smooth covariance V is almost surely bounded thus for a given V , R(V ) is analytic in λ in a small domain around the real axis, this implies that R is the unique analytic continuation of the operator series
Now, suppose that we have a set I of indices and a decomposition η U V = i∈I η 3 i which allow us to define
I will correspond to slices and angular sectors indices. We can insert this decomposition and get
where now the operator multiplication takes place in L 2 (IR 2 ) ⊗ l 2 (I). We can go one step further, suppose that for each i ∈ I we have a dual partition of unity in x-space (because sectors in p-space call for tubes of dual size in x-space)
again, by insertion we get
and now the operator multiplication takes place in L 2 (IR 2 ) ⊗ l 2 (J ). We can compute back the series in order to get
The analytic continuation of S is trivial and is precisely R(V ) so that finally we have.
The Single Slice Model
From now on we set E = 1. The slicing of our theory will be made with a function η which satisfies
• η is C • η and all its derivative are O(1) then we define  
Theorem
For any large m fixed, there are constants ε 0 and λ 0 which are O(1) and such that ∀λ λ 0 , ∀j j 0 (where
we can show (with the choice δ ≡ λM −j ) that
is asymptotic to it's perturbative expansion, i.e. it admits a limited development up to some large order N ∼ O(1)
and the rest term satisfies
It is easy to see that this result can be directly derived from the following lemma Lemma 1
This will be shown by an appropriate cluster expansion on R
Λ with non trivial large field / small field conditions. We will expose in details the demonstration of the first two points then we will explain the slight modifications which would allow to show the last point.
Sector Decomposition

The Sectors
The slice Σ j is defined by |p
We define θ 0 = πM −j/2 and construct sectors S α of size 2ϕ
A sector is included in a tube, of center k α and whose direction is orthogonal to the direction α, of size length :
A pair {α, β} is uniquely defined by (x, θ). It's important to notice that the
−j from a rhombus R αβ of center k αβ and of diagonals
We define also S 0 = ∪(S α + Sᾱ) (we will noteᾱ ≡ α + π). S 0 is included in the ball of center k 0 = 0 and of radius θ 0 (1 + 2 M ). A small development enable us to prove that
• S αβ and S 0 overlap only if |β −ᾱ| 2θ 0
Symmetric sectors
In order to avoid degeneracy, it is better to define S α = S α ∪ Sᾱ then we can easily verify that S αβ ≡ S α + S β is made of the union of four domains which have the same size that S αβ and that the overlapping rules remain unchanged.
For the "diagonal" case we define S αα = S αα ∪ Sᾱᾱ and S 0 = S 0 . The partition that goes along with those new sectors is
Then we will choose I ≡ {α} 0 α<π .
Cell decomposition
We can make a smooth partition of unity 1 = ξ 0 + {α,β} ξ αβ + ξ R which verifies
• ξ αβ has its support around S αβ
• ξ 0 has its support around S 0
• ξ R has its support outside the ball of radius 2 + 2M
• analogous conditions of overlapping with ξ 0 and with S 0
Thus we have a decomposition of the covariance of V to which corresponds an orthogonal decomposition of V
the 1/2 is because we sum on all (α, β) ∈ [0, π[ 2 with the convention that V αβ = V βα . Now, if we put this decomposition of V into the operator H, momentum conservation will tell us that almost surely we can write
where
5 Tube Decomposition
Periodized functions
Letf be a smooth function with good decay. We can define
f (x) = dp e −ipx f (p) (
Then we have the following identity
The demonstration is straightforward,
function thus it can be written as a Fourier series. A small calculation leads tô g(p) =f (p) which implies g = f .
Anisotropic Decay
We callC the propagator in infinite volumē C α (x, y) = dp e
It is a standard integration by part exercise to show thatC α has fast anisotropic decay. We obtain for any fixed n
Where α // is the direction parallel to α. The previous section (eq. 37) allows us to write
which leads us to a bound on C α
|x−y+q| • is the "correct" notion of distance in IR 2 / ΛZ Z 2 . In the same way, we can show that
αα (x, y)
C m and C n stand as generic names for constants which are O(1) and depend only of m or n.
Tube decomposition
In "x-space", the anisotropic decay tied to a direction α calls for an anisotropic partition of the space into tubes of direction α and of size M j × M j/2 . First we construct infinite tubes T α of width M j/2 , then we cut them into tubes T α of length M j with a smooth partition
then we set J α ≡ {T α } and we can construct our matricial model given by
where we can notice that ij A 
Pair of cubes operator
For a given point, the tubes containing it span a ball of size M j . Therefore, it is natural to consider a partition of the space into cubes ∆ of side M j and to distribute the tubes into those cubes. Then A, D and C will be seen as collection of links between cubes.
We say that a tube belongs to a cube if its center belongs to the cube. It is easy to check that for each sector α every cube possesses O(1)M j/2 tubes T α with no more than 2 T α 's belonging to the same T α . We define
then we symmetrize
and we do the same for A and C.
Test functions
It's time to define more precisely the space we are working in,
We can easily check that G Λ is restricted to act in the space E of functions f of the form
(52) In fact, it's more convenient to consider a wider space. Therefore we define H as the space of functions f of the form
with its natural inner product.
Finite dimensional approximation
We consider f ∈ E with unit norm and define
Because of its momentum restriction, we expect thatf α will vary over regions of the size of a tube T α . Therefore, any piecewise constant approximation of f α on a smaller scale should be excellent. Then, restricting the operator A to act on a finite dimensional space amounts more or less to see it as an almost orthogonal sum of finite dimensional operators. Thus we will be able to use a random matrix argument for those operators. We divide each tube
and we construct
We obtain the first identity by a simple Schwarz argument
For the second, we will use the fact that ∇f α is small because its momentum is restricted to be near zero. (66) then Schwarz inequality gives us
Now we perform the change of variables
which has a Jacobian of 1 (du ∧ dv = dx ∧ dy). If we callT 
we get
But since
we can bound
and in the same way
this leads to
Now we just have to remark that
7 The matrix operator A
The key point in evaluating the size of A is that, because of the anisotropic decay, two tubes T α ⊂ T α and T β ⊂ T β will be coupled mainly by the V αβ restricted to the region T α ∩ T β whose size corresponds to the natural size of V αβ . Therefore, the coupling for two distinct pairs {T α , T β } and {T α ′ , T β ′ } will almost be independent. Then, up to some small error term, we can see A as a symmetric Gaussian random matrix with independent coefficients and get much better bounds that the ones we would expect naively.
The αβ paving and the
We consider a given pair of sectors {α, β} (α = β) and the corresponding paving of the space given by the rhombuses
|sin(α−β)| . We make a smooth partition of unity
Then we write
this gives us an orthogonal decomposition V αβ = V 3 αβ αβ which induces A ab = A 3 αβ ab . Finally, we introduce the cube ∆ z which contains the center of 3 αβ and get
We fix the cubes ∆ x , ∆ y and ∆ z . Each pair {T α , T β } Tα∈∆x,T β ∈∆y defines a pair {T α , T β } and this correspondence has a maximum degeneracy of 4. We can momentarily forget about the degeneracy to derive the size of A providing we put this factor 4 back in the end. For each pair {T α , T β }, we fix T α ∩ T β as origin and construct the corresponding isomorphism between the αβ paving and Z Z 2 which allows us to define
It is convenient to express the decrease ofη α ,η β and ξ 1/2 αβ in terms of the αβ coordinates. In fact we do not really haveη α andη β but rather someη α−i andη β−j . Fortunately, since |i| 3 and |j| 3,η α−i andη β−j have the same bounds thatη α andη β with some constant slightly bigger and a power rate of decay slightly worse, but we can forget about this.
If x ∈ 3 and y ∈ 3 + (p, q) (i.e. you make p steps in the direction α and q steps in the direction β) then
Furthermore, convexity tells us that
7.2 The αα degenerate paving
In the degenerate case αα it is natural to consider a paving with 3 αα ≡ T α and the orthogonal decomposition of V αα that goes along. Then for a pair
We note that T α ′′ depends in fact of k − l and can be empty if the tubes (T α + l) and (T ′ α + k) are different. Here again we have a maximum degeneracy of 4 that we will forget. The decays in the αα paving are the same than in the αβ case, provided we take the convention that sin
Reblocking
We can rearrange the various sums on the 3 αβ 's
The crucial point in this reblocking is that, for fixed k and l, the non zero operators A kl ∆ ab are now independent (remember that i, j and ∆ are also fixed). This comes from the fact that they depend on some V 3 kl ab αβ 's which are all different.
We managed to get independent entries for our matrix operator, but we have still a little problem which forces us to perform one further decomposition. As we will see the various "coefficients" do not have the same size, thus we introduce the band-diagonal operators
A nice property of the r A's is that they are not only band-diagonal in the sectors but also in the tubes. A band-diagonal matrix with a band of width 2n + 1 can be written as the sum of two block-diagonal matrices with blocks of size (2n + 1) × (2n + 1). If we decompose r A in such a way, a given block can be define as α = α 0 ± O(1)M r θ 0 . Then we divide ∆ z into big tubes T α0 of width M r θ 0 M j . It's now easy to see that for fixed k and l, two tubes T α and T β will be coupled only if the T ′ α and T ′ β they define in ∆ z belong to neighbouring T α0 's. But for any α, a big tube contains at most O(1)M r tubes T α so that r A can be seen as a band-diagonal matrix of width O(1)M 2r . We put all our decompositions together
where the indices i, j, k, l, r, ∆ x , ∆ y and ∆ z will be implicit in the following.
Size of the operator A
What we want to bound is |f Af |, with f ∈ E having unit norm. We know (cf eq. 59) that
Thus
The matricial part
In order to deal with real quantities, we define
and M st is a random real matrix (with respect to the indices a and b) which is formally
Finally we have
(98) where now we deal with real symmetric matrices.
We will treat the case of σ s Aσ s in details, the other cases being similar. The matrix elements are of the form
But we must remember that we have
thus i,i+δi V ab is correlated to ij V a+δi,b−δi and to ij V a−δi,b+δi . Anyway, it is possible to partition M into 2 matrices M 1 and M 2 where the coefficients of M 1 are independent and so are the coefficients of M 2 . Then we can write
where IP (X) stands for the probability of the event X with respect to the measure dµ(V )
We will forget this in the following and pretend that the m ab 's are independent, we know that in the end we will have only to adjust some factors.
m ab is a Gaussian random variable distributed according to
Now we have to bound
To evaluate those integrals, we will suppose that N is large enough so that the support of the σ s a 's are contained in a rhombus of the αβ paving, maybe overlapping with the nearest neighbours but we don't take this into account. We assume that σ s a ∈ ∆ x and σ s b ∈ ∆ y , and we take as origin (
with the constraints
For z ∈ 3 z and x ∈ σ s a , we have
with u = k − l a + l cos(α − β) and µ = p + q cos(α − β). This leads to
In the same way,
with v = l − l b + k cos(α − β) and ν = q + p cos(α − β). Finally we get
If we take for instance m = 5n and remark that |µ|, |ν| max(|p + q|, |p − q|) then we can easily show by convexity arguments that
Thus we can sum over p and q. We perform the change
Then, if we allow some loss in the power rate of decay, we get
with
We have seen that σAσ is a sector-tube band diagonal matrix, with a band of width O(1) M r × M r . The problem can thus be reduced to the evaluation of the size of a random symmetric matrix of size O(1)M 2r whose coefficients are independent Gaussian variables with uniformly bounded covariances. Deviation from the Wigner law and a convexity argument allow us to show (cf. Appendix A, lemma 4)
General case
In the same way, we can show the same kind of bounds for M st with a slightly different c and O(1). We define
Bound on the matricial part
If for fixed r, all the
The lemma 2 tells us that
This doesn't occur as soon as one of the
(131) To perform the sum on r we divide it in two parts • 0 r j 4 : we take a ≡ aM j/4 M −3r/4 , this gives us a typical size M −j/2 M −r/4 and a power M j/2 M r/2 in the probability factor, thus we can sum up.
• j 4 r j 2 : the typical size is M −3j/4 M r/2 and the power is M 2r = M j/2 M 2r−j/2 , here again we can sum up.
In the end, we get
We can see that we must not take N to be too large.
Hilbert-Schmidt bound on A
We know that we can bound the main part of A by a random matrix argument.
For the rest terms we can use rougher estimates because then A acts on functions whose norm is smaller (lemma 2 insures that we have earned at least a factor 1 N ), thus a Hilbert-Schmidt bound should be enough. We have
with 
αβ . Then we can rewrite
Therefore we have the bound
To evaluate Γ we can proceed like in the previous section since we have the same product of decreases then we would get the following bounds
Since A is band diagonal we can restrict ourselves to blocks of size
We have 
Now a simple minimization on n gives us
We take a ≡ a Γ kl ∆ −1 and perform the sum over i, j, k and l
Then we split the sum over r, taking a ≡ aM j/2 M −3r/2 M −r/4 when r j/4. This yields
Size of A
We use the fact that IP ( A K) = IP (∃f ∈ E/ |f Af | K) and the eq. 92 and 126 in order to write
Therefore, using eq. 132 and 151, we can see that with the choice N = M j/2
we can derive the following probabilistic estimate on A D is a band-diagonal matrix of width O(1) in the sectors. Thus we will work within a given block α = α 0 ± 3. The difference with the previous section is that now the coefficients are strongly correlated. We introduce the αβ paving and the indices k and l in order to be band diagonal in the tubes. We define
Then we can see that the study can be restricted to block diagonal matrices that have only O(1) coefficients, a Hilbert-Schmidt bound should work quite well. In order to evaluate the Hilbert-Schmidt norm of a matrix element, we will have to compute quantities of the form
If we compare this expression to those we had in the previous section, we can see that we have an extra factor (M j/2 ) p coming from the choices of the 2's inside 3 kl ab but we have also an extra factor (M −j/2 ) p coming from the fact that in the trace we have replaced integrations on the 3's by integration on the 2's. Thus we obtain
which is equivalent to the 0 A case. Thus we can derive the following estimate
Summary of the Probabilistic estimates
Crude estimates give us (remember that we have change the power rate n into 2n + 1, cf eq. 120)
We call
(161) The analysis we have done on H in the previous sections (eq. 154 and 159) allows us to write
We perform one final change by taking
ε 0 } (ε 0 will be fixed later on) (163) Thus
where Γ
Objects of the expansion
In the following we will expand the resolvent by deriving explicit Q ∆ 's which will be our basic objects in the development. Each object is labeled by a ∆ that we will consider either as a sequence of four cubes or as a set of three links between those cubes.
In fact, the ∆'s are not always tri-links because two successive cubes can collapse giving a "tadpole". We can make an exhaustive list of the various cases (we suppose that ∆ x = ∆ u , ∆ u = ∆ v and ∆ v = ∆ y ).
• no tadpole:
Improved Cluster Expansions
Cluster expansions in constructive field theory lay heavily on a clever application of the Taylor formula with integral remainder. Writing the full Taylor series would amount to completely expand the perturbation series which most often diverges, and therefore should be avoided. A rather instructive example of minimal convergent expansion is the Brydges-Kennedy forest formula: you have a function defined on a set of links between pair of cubes and you expand it not on all possible graphs but only on forests (cf [Bry] ). For more complex objects a way to generalize such a formula can be found in [AR] . Let us assume that our objects (let us call them our blobs) are some sets of cubes which are connected together by some links in a complicated way. The "equivalent" of making no loop (which defines a forest) is to never take down a blob which is totally contained in a connected region of our graph. Then we can show inductively that
where the G i 's are the connected components of G, H(G, h) is given by (167) and the sum extends on all admissible graphs, i.e. those where we never take down a blob totally contained in a connected region.
We could also impose some kind of initial condition for that expansion (e.g. some cubes have already been connected). Then we can derive the same kind of formula where we take into account this initial condition. Then there will be some h b (G)'s which are equal to 1, i.e. the initial condition tells you that you don't want to expand them at all.
Sliced large field / small field expansion
The key point is that convergent semi-perturbative expansion (like cluster expansions) are convergent only when the "perturbation" is small (in our case it is the operator Q). Thus it is very important to distinguish between the so called small field regions where perturbations will work and the large field regions where we must find other estimates (they will come mostly from the exponentially small probalistic factor attached to those regions).
We would like to test the various sizes of the Q ∆ 's, but we mustn't forget that unfortunately they are not totally independent from each other. Their correlations come from the V 's and it is easy to check that
When a Q ∆ is large we must insure that all the other correlated Q ∆ ′ 's either are small or can be controlled by some fraction of the probabilistic factor coming from Q ∆ . In order to do so, we will test first the long ∆'s because they spread over larger regions and bring smaller probabilistic factors. We take a C ∞ 0 function ε such that
It is easy to see that they are integrable with respect to dµ(V ).
We define the sets I n = { ∆ / n− 1 | ∆| < n}. The family (I n ) 1 n N forms a partition of { ∆} (with N = [ √ 6ΛM
−j ] + 1). We define also
so that
Now we make a first expansion with the tri-links ∆ and the function
But with the convention that when we take down ∆ we connect all the cubes of Ω ∆ . Furthermore, we consider that a cube is not connected with himself until a link anchors in it. Afterwards, we expand F N −1 in the same way but with the previously connected cubes as initial condition, then we iterate this process until F 1 . In the end (cf. 166 we get something of the form
Then for G Ω fixed, we define the large field region Ω = ∆∈GΩ Ω ∆ .
Cluster Expansion
We want to evaluate
We fix δ = λM −j and introduce our large field / small field decomposition
Then we expand on R(x) = 1 1 + λ x ∆ Q ∆ with the connections of the large field region as initial condition. The expansion of the resolvent gives a graph G s connected to some part Ω eff of Ω. This selects a part G eff of G Ω . We define the domain D ≡ Supp(G s ) ∪ Ω eff . The crucial point is that if we want to evaluate R Λ (x, y) (i.e. we want to bound (R Λ ) ∆x∆y ) then D must be connected and include the cubes ∆(x) and ∆(y). Otherwise the interpolated resolvent either would contain a product of two operators with disjoint supports or would not have (x, y) in its support, both things leading to a null contribution. We rearrange the sums on G Ω and G s so as to fix D first.
GΩ Gs
Then we can sum back the "non-contributing" part
(176) This is true because (cf eq. 167)
(177) Now we are still left with
which somehow hooks the region D to the region D c and prevent us from being able to integrate the phase factor e iM −j .V in the region D c (to pay the normalisation factor). For this reason, we must make a further development to decouple D and D c . We write
Then we expand this expression in the same way we expanded the large field /small field conditions, i.e. we take down first the longest ∆ and we connect Ω ∆ around each ∆. Of course we take as initial condition the fact that D is connected.
Thus G b defines another large field region
We define the new total large field region asΩ = Ω(G D ) ∪ Ω b . Then our expansion looks like (cf eq. 166 and 167)
G defines a domainD where the connections are either explicit (through some ∆) or implicit (through some Ω ∆ ). By constructionD is connected and contains ∆(x) and ∆(y). Our expansion insures that
• there is at most one tri-tadpole per cube of Supp(G)
• there exists a forest F on Supp(G) and an application
This comes from the fact that a non tri-tadpole tri-link can come down only if it draws at least one link between two non previously connected cubes. This property is most important because it will allow us to see G as a decorated forest so that we will be able to prove that there are not too many graphs.
A nice feature would be to haveD explicitly connected. In order to do that, we introduce for each pair of cubes {∆, ∆ ′ } ∆ =∆ ′ ⊂D the functions ε ∆∆ ′ = 1 if ∆ and ∆ ′ have a common edge 0 otherwise and
with the initial condition that the cubes explicitly connected by G are connected.
•F is a forest linking adjacent cubes
• T =F ∪F is a tree onD (if two adjacent cubes ∆ and ∆ ′ are not connected by T then the corresponding W ∆∆ ′ is zero and we are left with a factor η ∆∆ ′ which is zero) Finally we rewrite the derivatives coming from G s as Cauchy integrals
Bounds
Paying the complex translation
We know that we must pay a normalization factor which is e
1δ(x−y)1 coming from the complex translation of V . We have divided V into a large col-lection of fields through a decomposition of its covariance
(187) An important property of our expansion is that any V linked to a cube ∆ ∈D doesn't appear anymore in the resolvent. Thus it appears only in the phase factor e iM −j .V and we can perform the integration explicitly and get a factor which will eat up a piece of the normalization. When all these decoupled variables have been integrated, we are left with a normalization factor
Thus, it is enough to have a small constant per cube ofD to pay the normalization.
Action of the C's and the iδ protection
Let us compute the action of C ∆x∆y on a function f .
Now we use the fact that C α =η
The same property holds for C ∆x∆y f αTα .
Radii of analyticity of the z ∆ 's
We define
so that our large field / small field conditions (169) give us
Lemma 3 We can integrate z ∆ on a circle of radius
then we have the following bound on the resolvent
Proof
We can decompose every function into f = fΩ ⊕ fΩc, where f A has support A. Then we have
• IfΩ = Ø we get easily R Then we have the bound
Summation factors
Small field region
From the integrations on the z ∆ 's, we have earn a factor εΓ 1/2 ∆ per link of G s . We will split this factor in order to
• pay the complex translation (ε 1/3 = (ε 1/9 ) 3 )
• have a small constant per link (ε 1/3 )
• sum over the links (Γ coming from our large field condition. We use the fact that
Therefore we can distribute a fraction of the probabilistic factor among the cubes ofΩ and get (forgetting for a while the factor M (j0−j)/6 )
• A factor e To get the small factors on the links ofF we need just to remark thatF is a forest onΩ and thus it has at most Vol(Ω) − 1 links. Therefore a small constant per cube ofΩ can be traded for a small constant per link ofF .
Accumulation of links into the large field region
If we have a large field cube ∆ ∈Ω and p+1 links of G s ending in ∆, we generate a dangerous factor
that we must control. One of these links could be a tri-tadpole, but each of the p others must explore a new cube. Thus at least p 2 of them explore a cube which is at a distance at least 
It is quite easy to see that if we fix ε, then for n and a large enough and λ small enough (but still O(1)), we have A 1.
Remaining factors
We have a collection of trivial bounds for the remaining factors e iλ 2 .V ,
Then we can perform the integration on the remaining V 's and get something which is bounded by R × (summation factors).
16 Resummation and bound on R Λ Using the bounds from the previous section, it is easy to show that if n and a are large enough and ε small enough and if we take λ small enough then we have
where G is an admissible graph. G is partially ordered in the sense that inside G D , G s , G b andF some sets of links are ordered. But when we have a set (l 1 , . . . l k ) of ordered links, we have a factor 1>x1>...xn>0 d x = 1 k! . Then we can enlarge the sums and suppose that every permutation of (l 1 , . . . l k ) is admissible, this gives us k! times the same graph.
We set the number of cubes in Supp(G) to be m 2. The term m = 0 corresponds to the first term in the development of the resolvent, i.e 1 ≡ δ(x−y). The term m = 1 corresponds to an explicit tri-tadpole on ∆(x) and behaves like εδ ∆(x),∆(y) . Both terms do not contribute to the large distance behaviour of the resolvent.
We define G 1 = G D ∪ G s ∪ G b which has its support over m 1 cubes. If in the summation on G 1 we want to forget about where the ∆ come from, then we would get several times the same graph because each ∆ could have been obtained in 3 different ways. Thus, if G 1 has q tri-links
If we forget about tri-tadpoles, each tri-link must connect a least a new cube so that there are at most m 1 − 1 of them. And since there are at most m 1 tri-tadpoles, we have q 2m 1 − 1 2m − 1. Thus, forgetting the factor 5/4 we have
where now we sum over unordered graphs. We can also get rid of the tritadpoles because there is at most one of them for each cube. Let us call G 2 = (G 1 \tri-tadpoles) and sum over the tri-tadpoles at fixed G 2 . When there are k tri-tadpoles, there are m k ways of placing them among the cubes but we get a factor (
Now, remember that we have a tree T = F ∪F on Supp(G) and an application L(G 2 → F ) which realizes a partition of F and such that L( ∆) = Ø. For each tri-link of G 2 , we represent the tadpoles as tadpoles, the set L( ∆) as strong links and the other links as dashed links. Then we can make a list of all the possible tri-links of G 2 .
If we use to represent the links ofF (they are short links) then it is quite immediate to see that the sum over G is a restriction of the sum over all possible tree T made of the following links In this picture, a dashed link must contract back to a cube of Supp(T ). There are 7 oriented links, each of them counts for 2. Therefore, T is made of 18 different species of links.
We can remark that Γ ∆ factorizes
thus we have the bound
we have notedT the enlarged graph made of T and of the dashed links. We fix the number of dashed links to be p. The support of T spreads over m cubes {∆ 1 , . . . ∆ m } which contain ∆(x) and ∆(y). The p dashed links will contract back to some cubes ∆ ′ 1 , . . . , ∆ ′ p ⊂ Supp(T ). Now, in order to perform the summation, we fix first the form of T then we sum over the positions of
Since the cubes are now labeled, we get m! times the desired sum. Therefore
In order to sum over the cubes, we forget that ∆ ′ 1 , . . . , ∆ ′ p must contract back, so that we considerT as an enlarged tree with m − 1 + p links. We are now in front of a well known problem, namely we want to sum over the position of the cubes of a tree when 2 of them are fixed and still retain a decreasing factor between these two fixed cubes. This is done by starting from the leaves, the summations are possible thanks to the decreasing factors Γ 1/4 l on the "long links". For the "short ones", the summation costs only a factor 4. We end with the summation over the path going from ∆(x) to ∆(y). For this last summation, we use only a fraction Γ 1/8 l to sum over the long links, the remaining will give us a decreasing factor between x and y (the short links give much stronger decreasing factor because of their ε 2/3 : going from ∆ u to ∆ v through short links gives at least a factor ε 2 3 |∆u−∆v| ). In the end, we get
(216) The sum on T is done using Cayley's theorem and the fact that for each link of T we have 18 possible choices. Thus
The bound is uniform in Λ and thus will extend to the limit Λ → ∞. In order to show that the limit exists, we consider |R Λ − R Λ ′ |(Λ Λ ′ ) on a region of size less than Λ/2. The difference in the expansions of R Λ and of R Λ ′ will come from links that explore the region Λ ′ \Λ and therefore will bare a factor (Λ/2) −p .
Perturbations
The perturbative expansion can be obtained thanks to the resolvent identity
and the "integration by part" formula
(if V has covariance δ). Let us make explicitly the first step of perturbation on R Λ
We can see that now we have 2 resolvents instead of one with a link between them whose end cubes we will fix as well as the cube of x. We will be able to make the same kind of development as before with an initial condition which is the link between the two resolvents. An important point is that we expand both resolvents at the same time (with the same interpolating parameters) in order to generate only one graph. The only difference is that now, the bad factor coming from the norm of the resolvent is (5/4) 2 or λ −2 instead of (5/4) and λ −1 (this reflect that perturbations are dangerous when there are large field regions). But remember that when we have a large field region we have at least a factor e −O(1)M j 0 /2 M (j 0 −j)/6 to control the norm of the resolvent. Thus we will be able to perturb up to some large order.
This holds provided perturbations give small factors which seems not to be the case naively since one could think that we have earned more or less a factor λ 2 M 2j coming from the coupling constant and the two free propagators. In fact this is not the case thanks to the 4-legged vertex in x. We have a very important "ultra-local" vertex operator
In momentum space, it means that the four corresponding momenta must add to zero. But the rhombus rule tells us that if we know 2 of the 4 sectors, the 2 others are fixed (up to a small error of 2 or 3 sectors). Therefore, in the "contraction" of the resolvent with itself, we can follow the angular direction of the momentum and unfold it accordingly. We can express this diagrammatically as
Taking this into account allows us to prove that in fact each perturbation step brings down a factor O(1)λ 2 M j which is small and add one resolvent which costs a factor λ −1 ∼ 
Finally, we must take into account that at step n the V we have taken down can contract with n possible resolvents thus we will generate a N !.
Going to the multi-scale
The control we have over the perturbations should be largely sufficient in the context of a multi-scale analysis since the Renormalization Group approach usually lays on second or third order perturbations which means that we will have to control a low order rest term. In order to perform a full multi-scale analysis of the problem, we will have to
• implement the RG step in order to determine the flows of the functions which have to be renormalized
• extend our result to a collection of slices, in order to control the rest term
• develop a special treatment for the last scale (|p 2 − E| ≫ λ 2 ) where we will have to use the fact that the renormalized imaginary part of the propagator has grown enough to screen the singularity A Size of a symmetric random matrix A.1 Equally distributed coefficients A.1.1 Coefficients of size 1
We consider M a n × n symmetric random matrix whose elements are Gaussian variables independent and identically distributed according to the density ρ(x) = 1 √ 2π e −x 2 /2 . We suppose n = 2m, then
Proof
According to [Meh] the eigenvalue density is It's clear that we have
We write ϕ i (x) = i! 2 i √ π 
The sup k gives us |f i,k | 
By a simple scaling 
A.2 Convexity
We consider M a n × n symmetric random matrix whose elements are Gaussian iid variables (with σ = 1, n = 2m), and a set {ω ij } of real with |ω ij | 1 and ω ij = ω ji . Then we define the matrix ωM as
We have IP ( ωM a √ n) Cste e is equivalent to ω ij → −ω ij , therefore we can take all the ω ij 's to be positive. Now we put the ω ij 's in ascending order ω i1 . . . ω i n(n+1)/2 and define θ k = ω i k − ω i k−1 , with θ 1 = ω i1 . We can write
where M k is the matrix M with the elements m i1 , . . . , m i k−1 put to zero, and M 1 = M . Since θ k = ω i n(n+1)/2 1, if ωM is in norm greater than a √ n then at least one of the M k is greater than a √ n. Thus
(238) The probability measure factorizes as the product of a measure on M k and a measure on a matrix N k which is the "complement" of M k , i.e. the non zero elements of N k are the zero ones of M k . Then we write
again we write
and the previous sections tell us that
and finally we obtain IP ( ωM a √ n) n(n + 1)2e 
Proof Again, we make a simple scaling. We define σ ij = ω ij σ where |ω ij| 1 , then 
A.4 Band diagonal matrices
In order to treat the case of band diagonal matrices, it is enough to remark that a band diagonal matrix with a band of width 2m + 1 can be written as the sum of two block diagonal matrices with blocks 2m × 2m. Then the matrix is large if one block is large. Finding which block costs a factor n/2m, then we can work inside this block.
