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Absmct. Families of confined rotating monopolar vortices are characterized using a 
variational formulation with the angular momentum as the driving force for 
confinement. The characterization for positive monopolar vortices given in this paper 
can be extended to negative vortices or to vortices within a rotating frame of reference. 
restricting the dynamics to level sets of both the angular momentum and the quadratic 
enstraphy. The rotation rate of the smooth vorticity structures depends on the vorticity 
profile. This is made perceptible by considering both minimum-energy vortices and 
maximizing vortices, rotating anticlockwise and clockwise. respectively. 
the dissipation of the integrals of the inviscid system. This description enables us to 
consider dissipation of vortices without loss of confinement. The elliptical Kirchhaff 
patches are found to symmetrize into circular patches. The minimum energy vortices 
gradually diminish while expanding their support, while the maximum energy vortices 
are unstable for the dissipative evolution. 
AMS classification scheme numbers: 76W5,35R35,49H05 
Besides the uniform Kirchhoff patches, new branches of vorticity solutions are found 
An approximation for the decay of the vortices due to dissipation is given in terms of 
1. Introduction 
A well-known feature in two-dimensional fluid dynamics is the emergence of 
coherent flow structures, phenomena which seem to have only a few degrees of 
freedom involved. The generation, interaction and stability of isolated vortices have 
been subject to many studies. Numerical simulations [19] reveal the emergence of 
such isolated vortices from initial random flow. The vortices, both with vanishing 
and non-vanishing circulation, often tend to an axisymmetric shape, although some 
instability can break the axisymmetry quite suddenly. The stability of the vortices 
seems to depend on the internal structure of the vorticity [2,14]. 
Most of the attention has been directed to the monopole vortex and the dipole 
vortex, both found to arise in a variety of situations. Besides monopolar and dipolar 
structures, a tripolar vortex was found in several numerical calculations [12,22, 161, 
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and this structure was also observed in laboratory experiments with a rotating tank 
by Kloosteaiel and Van Heijst [lo, 111. The experiments show the transformation 
of a rotating vortex into a tripolar structure due to dissipation. The formation of the 
tripole depends on the vorticity distribution and the rotation of the original vortex. 
The aim of our investigation is to understand the decay and dynamics of rotating 
vorticity structures due to dissipation. In this paper the study is restricted to 
monopolar vortices of one sign only. 
We give a variational characterization of several families of confined vortices by 
using only a few (but physically relevant) parameters. The parameters are the values 
of constants of motion for the inviscid evolution equation. The relative equilibria of 
the energy are exact, confined vorticity solutions of the inviscid equation. 
One of the main parameters is the angular momentum P, which can be 
considered as a driving force for confinement. It admits a rotation as flow, while the 
corresponding Lagrange multiplier within the variational formulation gives the 
rotation rate of the vorticity structure. In this way rotating structures of uniform 
vorticity (circular and elliptical Kirchhoff patches, e.g. see [15]) are found restricting 
the dynamics to level sets of the angular momentum. The rotation of the patches is 
anticlockwise for non-negative vorticity. Distributed, smooth vortices are found 
using both enstrophy and angular momentum (see also [17]). They are found to 
rotate either clockwise or anticlockwise. 
Adding viscosity to the system, the dissipation of the vortices is studied by 
considering dissipation of the integrals of the conservative system. In this description 
the elliptical Kirchhoff patches are found to symmetrize into circular patches. The 
dissipative decay of the smooth vortices is shown to be dependent on the direction 
of rotation. 
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2. Variational characterization of vortices 
2.1. Inviscid dynamics 
The Euler equations, describing the motion of an incompressible, inviscid flow with 
unit density in a plane, can be written in terms of the stream function v and 
vorticity w as follows. Denote by U =(U, U )  the velocity field, then 
V = ( I &  -Vr)=Jv+ and w = -AV. 
The Euler equations in the vorticity formulation then read 
a,w + JV* * vo = 0. (1) 
It is well known and can be verified directly from (1) that time-independent 
solutions are given by vorticity distributions that are constant on streamlines. 
Including steadily rotating configurations, the following proposition is well known. 
Proposition 2.1. If and w are functionally related, say 
v = f ( w )  
for some function f ,  then w is a time-independent solution of (1) v, for some a # 0, ly and w are functionally related as 
II, = f ( w )  + !cur’ 
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for some function f, then w is a solution of (l), steadily rotating with angular uelocity 
ff: 
The rotation of the uortex is clockwise if LY > 0, anticlockwise if (Y < 0. 
We will be interested in confined vortices on W 2 ,  by which we mean vorticity 
distributions w with bounded support supp(w). For confinement the function f in 
proposition 2.1 must be multivalued in w = 0. 
We will characterize the vortices in a variational way, using the following 
integrals (constants of the motion) for (1): 
((excess) energy) 
r(o)=j w (circulation) 
W ( w )  = A I w2 
~ ( w )  = -I r2w 
~ ( w )  = (~,(o),  ~ ~ ( 0 ) )  = ( I x w ,  I y w )  
((quadratic) enstrophy) 
(angular momentum) 
!(linear momentum). 
2 
1 
2 
(r2 = x2 + y') 
Instead of the kinetic energy we will use the so-called excess energy H. Note that for 
the motion of a fluid in a bounded domain with Dirichlet conditions at the 
boundary, the kinetic energy is given by 
For a fluid in an unbounded domain the kinetic energy becomes infinite whenever 
the total circulation does not vanish. Since we are only interested in vorticity 
distributions with confined support, consider an area C which contains the support 
of the vortex. The kinetic energy of the fluid within C i s  then given by 
The first of the two integrals converges whenever C is taken to be infinitely large, 
but the second integral diverges for non-zero circulation. If ly is such that the second 
integral only depends on the total vorticity and not on the vorticity distribution, we 
can choose for H the first, finite part of E. However, the stream function is only 
determined up to a constant and adding a constant to the stream function would 
change the value of :I vu. Since we only consider confined vorticity solutions, it is 
natural to prescribe the behaviour of the stream function at infinity such that far 
from the origin its behaviour is the same as if there were a point vortex of strength 
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r(o) at the origin. The conditions on I$ are then given by 
B W van de FIiert and E van Groesen 
av and -continuous ay, *, z a y  
Procedure. The following precedure will be followed to generate confined vortices: 
the confined structures are found as critical points of H on sets of vorticity 
distributions that satisfy certain pointwise or integral constraints. 
A motivation for this procedure is given by the following arguments: 
(i) The Euler equations (1) can be viewed as a Poisson system (a generalized 
Hamiltonian system) with Hamiltonian Hand Poisson bracket given by 
(F,  C } ( W ) =  (~F(o), -VO . J V  S C ( w ) ) .  
With additional integrals, say I , ,  . . . , I,, that are in involution {I,, Ii}  = 0, it is 
known that solutions of 
crit{H(o) I I : ( o )  = y ? ;  . . . ; 4(0)  = y:) (4) 
are solutions of the reduced dynamics. They are called relative equilibria and will be 
denoted by P(y,, . . . , yJ. They are special solutions of (1) when the evolution is 
adjusted by flow of the integrals I,. 
(ii) The solutions Q ( y l ,  . . . , y3) determine manifolds that are invariant for the 
flow. Steady vortices are in this way characterized by only a few (physically relevant) 
minima) are under certain conditions stable for the evolution equation. 
vortices will be approximated by 
parameiers. ~uiutions of (4j that are in faet (maxima or 
(iii) As will be described below, when adding viscosity to (l), the dissipation of 
r-  Q ( n ( t ) ,  . . . , y m )  
... LA-.. *La -..-I..*:--. -6 +Lo ..mra.rrntnrr frill _.., 0 f--- +ha A&&..-+&m -f +ha :-.ra-rll- 
W,,G,G L U G  G""l",,"ll "L LIlG ~,a, ,a""C'bLU I"II"W.7 LL".I. L.LC U.U".y'XuV.. "L Ulr '.L'C~''lL" 
I,. 
For our purpose, looking for steadily rotating vortices, we want to exclude 
translation. If the total vorticity (circulation) is nor equal to zero then, without loss 
of generality, one can choose the origin such that the linear momentum equals zero. 
The centre of vorticity is then fixed in the origin. The Lagrange multiplier belonging 
:c :he !icea: F.czeE&z L Pq"e!s zero mr zere va!ue of L. 
We will introduce the notation 
&,= ( O  E L * ( I W ~ )  I r (w)  = y ;  L ( W )  = 0; o ao}  
and we will consider variational problems of the form 
crit{H(w) 10 E 4;. . .}. 
Recalling Lagrange's multiplier rule and assuming some smoothness, we note the 
following relation between multiplier and value function. Considering (4), the 
solutions P ( y l , .  . . , y,) satisfy 
SH(Q) = A, 61,(52). 
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Here 6 denotes the variational derivative with respect to w. Defining the value 
function 
h(y i , .  . . 7 Y ~ ) = H ( Q ( Y , , .  . . , Y ~ ) )  
then Ai = ahlay,  holds. In particular, proposition 2.2 is true. 
Proposition 2.2. Consider 
h ( w , p ) = c r i t ( H ( w ) I  F ( w ) = w ;  P ( w ) = p ;  w e & }  ( 5 )  
where F is a (any) Casimir integral of the form F ( w )  = f (0) for  some function f of 
w. Then Lagrange multipliers p and a exist such that 
where w > 0. 1v = p S F ( w )  + im' 
For (local) maxima, resp. minima, the following inequalify holds, where w = 0: 
lye p 6 F ( w )  + !m2 
The multipliers satisfy p = ahlaw,  a = ahlap.  
resp. q b pSF(w)  + 4m'. 
The proposition is proved by direct appliance of Lagrange's multiplier rule to the 
obstacle problem with w b 0. 
The inequalities given above hold outside the confined support of a solution Q, 
i.e. at least for r-m.  The asymptotic behaviour of the stream function, however, is 
given by - -(y/2n)logr, which implies that for maximizing solutions of (5) 
necessarily arO, in order to satisfy the inequality for large r. Since ab0 
corresponds to clockwise rotating vorticity structures (see proposition 2.1), the 
maximum energy soiutions on ievei sets oi the anguiar momentum are ciockwise- 
rotating vortices. Analogously, for minimizing solutions holds, i.e. corresponding 
(Y < 0 to anticlockwise rotating vortices. 
Choosing in (5) instead of F the pointwise constraint w < K, uniform vorticity 
solutions are found, as will be shown in section 3. Choosing F ( w )  = U', the 
solutions are smooth vorticity distributions (see section 4). 
2.2. Background rotation 
In this paper, configurations without background rotation are considered and a 
restriction is made to the constraint w 0. As will be shown in this section, the 
results are easily generalized to systems with background rotation or to vortices with 
w s 0. The variational characterization gives rise to a h,-symmetric system, 
irrespective of the presence of a background rotation. This is shown in particular for 
the variational problem (5) with F ( w )  = W ( w ) ,  since we are particularly interested 
in smooth distributed vortices. 
.,"Y""...Y.. D-nnnritinn -.". 7 2 -.-..-.., PtonAih, .V._ rntniino .... *mrtirm -".._-_I within n . s y ! p m  with hnrkgr~!md ro!&gn 
can be found by solving the variational problem ( 5 )  for a system without background 
rotation, when considering the relative vorticify. 
Proof. We will formulate the variational characterization for vortices in a system 
with background rotation. First consider the Euler equation for the fluid velocity 
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vector U in a rotating frame of reference, rotating with constant angular velocity R. 
This is given by 
1 
P 
Here the term 2 0  A U is the Coriolis acceleration. The term P A (a A r) denotes the 
centrifugal force, which can be included into the pressure term by using the identity 
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a,V + V ’ VV + 2 9  A V = - -vp  + F - A (n A r). (6) 
R A  (n A r )  = -V?(n A r ) .  (R A r) .  
Taking the curl of (6) and using the incompressibility condition V . v = 0, the Euler 
equation in vorticity formulation is obtained as in (1). 
Then putting R = -mue,, the following notation is used for the vorticity and 
stream function: 
w = ci, - 2 m ,  v = $ + !mor2. 
Here ci, is the vorticity additional to the background rotation and ?jJ the 
corresponding stream function. The values of the integrals H ,  I-, . . . are infinite for 
the vorticity w, which means that other invariants must be found to give a similar 
variational formulation for the system with background rotation. We will consider 
finite parts of the divergent integrals by subtracting constant divergent parts. 
The total circulation in a system with background rotation is 
r(0) = 1 G - 12e0.  
Since the last divergent term is constant in time, considering only the first part of the 
circulation yields a constant of the motion for the flow. We define 
F(o) = r(ci,). 
The condition on the stream function Q then reads 
as r - a .  (7) r(6) 1 2  + imur2 -  --log1 + zmur 2n q~ - 
At infinity the behaviour of q~ only depends on the total (additional) vorticity T ( 6 )  
and the amount of background rotation but not on the vorticity distribution. We 
therefore consider the following integrals for the system: 
H ( 0 )  = H ( O )  + nuP(6) 
F(w) = r(d) 
W ( w ) =  W ( c i , ) - 2 a J ( 6 )  
P(0) = P(6) 
i ( w )  = L ( 6 ) .  
crit{H(o) I W ( w ) s w ;  ?(w)=J?; F(w)=?; i ( w ) = O ;  (w+2mn)aO} 
Steadily rotating solutions within the rotating frame are found by solving the 
variational problem 
which can also be formulated as 
crit(H(6)I W ( 6 ~ ) s h ;  P ( 6 ) = P ;  T(G)=?;  L(O)=O; O a O }  (8) 
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which is the same variational problem as (5) but for the additional vorticity 6. We 
write = a(*, p ,  7) for a solution of (8) and observe that the relative vorticity a 
satisfies the same variational characterization as a solution Q of (5) in a system 
without background rotation. In particular, the rotation rate relative to the rotating 
frame is equal to the Lagrange multiplier &= ahlap.  The (relative) rotation is 
clockwise if 6 > 0 and anticlockwise if & < 0. 
Proposition 2.4. Denoting by a(*, p .  y )  a solution of (8), the system admits Hz 
symmetry given by a(*, -p, -7) = -a(&, p ,  v). 
Proof. The result is easily observed since, if a(*, p ,  7) is a minimizing solution to 
variational problem (8), with rotation rate & i o ,  then -0 is a solution to the 
problem 
0 
min{H(ui) I w(ui) < a; P(o) = -p ;  r(6) = -?; ~ ( 6 )  = 0; ui s o ]  
with rotation rate -& > 0. An analogous result is obtained for maximizing solutions. 
0 
Remark. Batchelor [l] calls a vortex cyclonic if (&ao) > O  and anticyclonic if 
(&ao) < 0. Since the Zz symmetry is independent of the background rotation, no 
antisymmetry is observed for cyclonic and anticyclonic vortices. What will be shown 
in this paper, however, is an antisymmetry in maximizing solutions (with & B O  and 
6 > 0 or with & S 0 and ui < 0) and minimizing solutions (with iu < 0 and 0 B 0 or 
with & > 0 and 6 S 0). This antisymmetry in maximizing and minimizing solutions is 
observed when adding dissipation to the flow. 
The result is independent of the amount of background rotation. 
2 3. Viscous decay 
The selective dissipation of the integrals of the Euler equations will be used to give a 
description of the decay of the vortices. The dissipative equations for the integrals 
can be found directly from the Navier-Stokes (NS) equations with kinematic 
viscosity coefficient v. (See [15, 41 for the proof.) 
Proposition 2.5. For smooth solutions of the NS equations, the following hold: 
H = -2vw 
F = O  
P = 2vr  
L = O .  
W = -2vD 
Here D ( o )  = $ (Vu)’. 
In this paper we will investigate the following simplified description of dissipating 
vortices. Let Q ( y , ,  . . . , yJ be a family of vortices, corresponding to exact solutions 
of the Euler equations and found variationally from 
crit{H(o) I [,(U) = y,;  . . . ; [,(U) = us). 
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Starting with a vorticity distribution of this form we will consider the evolution 
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I+ Q(Yl (0 ,  . . . , Y,(t)) (9) 
where the evolution of the parameters is determined from the initial data and the 
evolution equations for the integrals 
Y,(I) = t(Q) 
the cv&~Ga eqiia:ioii fGr ;, for the +,jioiia evaiuaie(j ai 9, ?"is 
description is motivated by the following: 
(i) The choice of the initial conditions implies that, at I = 0, y,(O) is the correct 
decay rate for 4. so (9) may be a good approximation for small times. 
(ii) For periodic plane flows, (9) is exact for planar Taylor vortices (see [8]). On 
Wz the description cannot be exact, due to the exponentially unconfining decay of 
L U G  ""1UrGD. .c nu., L L " " r . r . ,  l l " L  .L'*G"UB'LC '.B"L"U"LJ L U G  v,a.uurry "I \7,, "U, r t y  
to give a qualitative description of the decay rates. 
(iii) The large-time behaviour of the vorticity in viscous flow is given by the 
Oseen diffusing vortex cod, given by 
+ha XXra ..All h - . . z a . z a r  -nt :-..a.i:nn+n rin---...rl.. 6L.. ..-1:.4:&.. -6 /O\ I-. L-.. 
Y r2 
4nvt 4VI 
od(r, t )  = - exp( -) 
which is an exact, but unconfined solution to the NS vorticity equation and a solution 
to the diffusion equation a,w = vAo (see [21,7]). Denoting the NS equation by 
d , o = X N s ( ~ ) =  -JVV.VW+ VAO. 
The diffusing vortex, being an exact solution of the NS equation satisfies &od- 
.. X,,(Od) = n; while for an arbitrary function Q ( t )  a residua! is found: 
&Q -XNs(Q) = Res(Q). 
(61(Q), Res@)) =i(Q) - (WQ), X N ~ Q ) )  
For a functional I 
gives the amount of residual in the direction of 61. The diffusing vortex satisfies the 
exact decay in the direction of all integrals of the inviscid system. For the dissipation 
of the relative equilibria the evolution is chosen such that ( 6I,(Q), Res(Q)) = 0 for 
the constraints Ii. 
(iv) The different (selective) dissipation of the inegrals I, can be investigated, 
especially in their effect on the evolution (9). For instance, extension of the number 
of parameters may indicate for a specific family its stability due to the dissipation. 
3. Patches 
Vortices with uniform vorticity, called patches or Rankine vortices, are found to be 
steady solutions of the Euler equations. This was first stated by Kirchhoff (see [15]), 
wno studied circuiar and eiiipticai patches. Other studies on paiciies can, for 
example, be found in [4,6,23,25], or in [3] for m-fold symmetric patches. 
We will use the notation la for the characteristic function for an area A c W2: 
Monopolar vortices 481 
where we will use A = C(R) for the circle with radius R and A = E(a,  b )  for the 
ellipse with axis a and b. Both the circle and ellipse Centre at the origin. 
3.1. Circular patches 
Proposition 3.1. A solution of the maximization problem 
m a x { H ( w ) I w < ~ ; w E & }  
is giuen by the circular patch Q ( K )  of height K ,  giuen by 
R(K) = KI,-(~, with R = &. 
The value function h(K) = H(R(K)) i.~ found to be 
h(K) =-- Y2 2 Y  log-. 
16n 8n XK 
Proof. For a maximizing solution w there exists a Lagrange multiplier o>0 such 
that 
*'U W = K  
Y,<o w = 0. 
We obtain a free-boundary problem for 1/, and w with two regions, 
Eo = {X E R2 I w ( x )  = 0) and E+= {X E R2 I W ( X )  = K }  
which are separated by a streamline. 
With a symmetrization argument [9,13, 181 one can show that the vortex is 
necessarily axisymmetric. The conditions on 11) as formulated in (2) and (3), together 
with the constraint r(u) = y and the relation -A* = U ,  yield the values of 
multiplier o and radius R of the support, yielding the circular solution given above. 
0 
We want to describe the dissipation of the circular patches by using the 
dissipative equations for the integrals. The dissipation rate of the height of the 
vortex, however, is not obtained directly from the NS equations. We use the 
dissipative equation for the angular momentum P to find an equation for K. The 
choice for the integral P stems from the observation that the circular patches are 
also found as minimizing solutions of the following problem. 
Proposition 3.2. A minimizing solution of 
min(H(w) I P(u) = p ;  w E 4) 
is found by the circular patch Q ( p )  given by 
Y2 
4nP 
for K ( p )  = -Q ( P )  = Q ( K ( P ) )  
482 
The value function in terms of parameter p is 
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The solution is found to rotate with angular velocity a = - y2/Snp. 
froof. Solving the minimization problem we find multipliers a and U such that 
w > O  
w = o .  
1~ - !a r2  - U =  0 
qJ - ?ffr' - a 3 0 
1/, - !a r2  - a =  0 
I - $cur- - a 3 0 
With w = -AV, this yields 
w = -2a 
w = 0. 1 7  
Conditions (2) and (3)  for together with the constraints f ( w ) = p  and r ( w )  = y 
yield the values of the multipliers U and a, and radius R. We find a patch with 
w = -2a = y2/4np within the circle with radius R = w y .  Substitution of ~ ( p )  = 
y2/4np yields the result. U 
Remark. Also, the variational problem min{P(w) I w =z K ;  w E M,,} attains its 
minimum for the same circular uniform solution. For values of p larger than the 
minimal value P ( K )  = y2/4nrc one can consider the following unfolding: 
cnt{H(o) I P ( o )  = p ;  w S K ;  w E 4). This will be considered in section 3.2. 
3.1.1. Viscous decay. Motivated by the dissipative equations 
F = O  P = 2vl- 
t - *Q(P( t ) )  where y = 0 p = 2vy. (11) 
we consider the dissipative evolution 
Observations. 
h(p) satisfies 
(i) For the evolution of the vorticity according to (11) the decrease of the energy 
Here w = w(Q(p) )  is the value of the quadratic enstrophy of the solution Q(p) .  
This is in agreement with the dissipative evolution of the energy: a ( Q ( p ) )  = 
(ii) The dissipative decay of the patch is given in terms of dissipation for R2, K ,  
w and a, which are the squared radius, height, enstrophy and angular velocity for 
the solution Q ( p ) ,  as follows: 
-2vW(Q(p) ) .  
Owing to the dissipation the circular vortex loses height while the support expands. 
There is no indication that the vortices would become unstable and lose their 
rotational symmetry. 
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(iii) In terms of vt the same dissipation rates are found for the patches as for the 
diffusing vortex wa (see also section 2.3); indeed, 
1 
H ( W d )  = O(I0g vt) qo,) = q i )  ~ ( 0 , )  = o(;) P ( ~ ~ )  = q v t ) .  
Furthermore, for every chosen finite radius in the infinite support of the vorticity 
distribution R2 = B(vt). 
3.2. Elliptical rotating patches 
It was first noticed by Kirchhoff that a patch bounded by an ellipse E(a ,  b) = 
{x* /a*+y2 /b2=  l}, is an exact solution of the Euler equations when rotating 
without change oi shape and with anguiar veiocity K&/(o + bj', where K is the 
height of the vortex. We find Kirchhoff ellipses unfolding from the circular 
patches, when considering variational problems with both constraints P = p  and 
0 < o S K. Proofs of the following propositions are straightforward and will be 
omitted. 
Proposition 3.3. A solution of the variational problem 
Cl'it{ff(OJ))P(W)=p; W S K ;  U€&} (12) 
is given by 
C O ,  K) = K I ~ ( ~ . ~ ~ .  
For this S&t'"r. !F.. c.: 9f the e!!iptic.! $Z'qQ't .!.e uniq.e!y '&!..l tQ ' h p  
parameters y, p and K by 
p = {y(a2+ b'). Y ab =- 
ZK 
The value function h ( p ,  K) and the angular velocity a are given by 
16n 8n 
ah Y'K w = - = -  
ap 8pnK+2y2'  
Remark. 
function q is given by (see [U]) 
(i) In elliptical coordinates (x = c cosh 5 cos q ;  y = c sinh 5 sin q )  the stream 
- loga(a + b)'], O = K  
0 = 0. Y 
2n 
*= 
cos2q--[~-!log!(a'- b')], 
The boundary of the vortex and every streamline are ellipses, rotating with angular 
velocity a. Note that for all solutions a<O, which corresponds to anticlockwise 
rotating vortices. 
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(ii) The expressions for the axis in terms of p ,  y and K are 
Since the axis of the ellipse must have non-negative length, a minimal value for p is 
found for p = y 2 / 4 1 c ~ ,  which is the value of the angular momentum P ( B ( K ) )  of the 
circular patch found before, giving a minimum value for P. 
(iii) It can be shown that the elliptical patches are saddlepoints for the problem 
with constraint O S  w S K .  They are also found as maxima when restricted to the set 
of vortices with uniform vorticity K .  This means that the elliptical patch is a solution 
of 
max{H(w) I p ( w )  = p ;  w = K I ~ ;  w E 4) 
where I, is the characteristic function of some set A c W 2  (see 123,241). 
(iv). In the same way as the ellipse, we expect the m-fold symmetric patches as 
found by Deem and Zabusky [3] to be solutions of ( 1 2 ) .  This idea has not been 
verified since no analytical description is available. 
In an integral diagram for Hand P the m-fold symmetric patches can be found as 
in figure 1. Here they are drawn for a fixed value of K = ~ ( p ) .  At the point 
corresponding to the circular patch the slope of the value function corresponding to 
these m-fold symmetric solutions is equal to the angular velocity of the mth mode 
near this point and is given by 
K(m - 1) 
a = -  m =i, 3 , 4 . .  . . 
2m m 
For the circular patch this slope is a= - ; K  (see proposition 3.2). So the ellipse 
(corresponding to the m = 2 mode) rotates with half the speed of the fluid particles 
at the boundary of the circular patch (see [U, 31). 
3.2.1. Viscous decay. Motivated by the dissipative equations 
F = O  P = 2vr if = - 2 v w  
Figurr 1. Value function h ( p ,  K )  for the m-fold symmetric patches, being solutions of 
crit(H(w) I P(o) = p ;  w e  X ;  w E &), far one value of x = I&). The bold line gives 
the value function h ( p )  = min(H(w) I P(o) = p ;  o E A). All lines join for the circular 
patch Q ( p )  = Q ( x ( P ) )  of propasition 3.2. 
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we consider the dissipative evolution 
t -  Q ( P ( 0 ,  K ( 0 )  where y = 0 p = 2vy h = -2vw. (13) 
Observations. 
(i) The dissipative equation for the height K is unknown. We use the dissipative 
decay for the energy to obtain an equation for K. The compatibility requirement for 
!he dissipatinn of k ( p ,  K )  given by 
. a h .  a h .  ah . 
h = -  p + - Y f - K =  -2Vw ap ay aK 
yields, for the dissipation of K, 
which yields the same dissipation rate as for the height of the circular patch: 
(ii) The dissipative equations for the axis a and b of the ellipse are  completely 
K = o ( l / V f ) .  
determined by the decay of he parameters p,  y and K :  
d 16vi’CKp ( 1 -  d w )  
d 16vnKp ( + J4”cp) 
- ( b Z )  = 4v +- 
$(az) = 4v + -Y 4nKp f yz 
dt Y 4XKp f y z  ‘ 
d d 
df dr 
- (b‘) >-(U*).  
(iii) A relaxation towards axisymmetry for the Kirchhoff ellipse is also shown in 
numerical calculations by Melander et a1 [20]. They remark that since the dissipation 
relaxes the vorticity gradients, thereby generating a growing perturbation on the 
steady-state solution, after some time the misymmetrization of the vortices is 
- + P  
Figure 2. The value function h ( p ,  K ) .  The three thin lines correspond to elliptical 
solutions for different values of IC. The arrows indicate the dissipative path through 
quasi-stationary solutions Q(p(r) ,  ~ ( t ) ) .  
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dominated by generation of filaments. This filamentation process, of course, cannot 
be described by the decay through the quasistationary solutions B ( p ,  K). 
(iv) The dissipation of the angular velocity of the ellipse is given by &= 
- 8 v n Z ~ n / y  or (Y = O(l/vt), which is equal to that of the circular patch. 
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In figure 2 the dissipative evolution through the quasistationary states is shown in 
the integral diagram for H a n d  P. 
4. Smooth vorticity distributions 
To find smooth vorticity distributions instead of the discontinuous patches, one can 
use the constraint of quadratic enstrophy. The choice for the enstrophy is based on 
investigate the time-asymptotic behaviour of solutions. For the asymptotics of 
solutions on a periodic domain, accurate results can be obtained from the behaviour 
of the energy Hand  the enstrophy W (see [8] and references therein). For the case 
of Rz the two integrals Hand Ware not sufficient, since the eigenvalue problem that 
has to be solved in this case allows for an eigenvalue approaching zero, which 
corresponds to an unconfined eipenfunction. For confinement; another integral is 
needed for which, as in the case of the patches, the angular momentum is used. 
With an additional constraint for P, smooth vortices are found rotating either 
clockwise or anticlockwise. The characterizations for the smooth rotating vortices 
follow straight from the variational formulation; most proofs of the following 
propositions are therefore omitted. 
Remark. It might seem more appealing to look for minimum enstrophy solutions at 
level sets of the energy, because of the cascading enstrophy toward small scales. The 
minimum enstrophy vortices studied by Leith [17] can also be given as maximum 
energy vortices at level sets of the enstrophy. In fact, all maximum and minimum 
energy vortices studied in this section could be formulated as minimum enstrophy 
solutions. We prefer the formulation of constrained critical points for the Hamil- 
tonian, because of the underlying Poisson structure. Furthermore, the difference in 
clockwise or anticlockwise rotating solutions is easier to observe in this formulation 
since they correspond to, respectively, minimizing and maximizing solutions. 
the se!f-organiza!jon principlej where the se!ective d&p&E of ifitegra!s is .sed $0 
4.1.  Quadratic enstrophy constraint 
Proposition 4.1.  Leith's minimum enstrophy vortices [17] are found a8 solutions of 
max{H(w)l W(w)Sw; w ~ d k } .  
These circular solutions are given by 
Here Jo is a Bessel function of the first kind and of zeroth order, p 0 , ,  itsfirst zero and 
c=Y P0.l 
2n R2J& 1) 
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The value function is given by 
Y 2  Y 2  h(w)  = - - --log 
8n 8n 
The angular momentum of fhis solution is 
p ( w ) = - ( 7 - 2 ) .  Y 3  dl 
8nw 
Remark. 
w :  
(i) For the solution, besides -AW = o, the following relation holds for o and 
qJ=jIo+u w > o  
$ l < j I U l + U  w = 0. 
The functional relation between w and o shows that the vortex is a time- 
independent (stationary) solution of the Euler equations (a = 0). 
(ii) From a symmetrization argument [9,13,18] it is known a priori that a 
solution must be spherically symmetric. The value w in the inequality constraint for 
the enstrophy is indeed attained: W(Q) = w. 
We consider the dissipative evolution of a solution Q(w)  of proposition 4.1 using 
the dynamics for its parameter w. 
Proposition 4.2. Dissipation along the family of Leith’s vortices, determined by the 
enstrophy dissipation, is not compatible with the dynamics for the angular 
momentum. 
Proof Using W ( Q )  = -2vD(Q) or I+ = -2vd we find for p ( w )  
For solution Q(w), Q = -pAQ holds for the Lagrange multiplier p = y2/8nw. From 
this it follows that p = W ( Q ) / D ( Q )  = w / d ,  which yields 
2 
p = 2 4 y -  2) <2vy = P(Q), 
In terms of the residual (see section 2.3) this is 
2 
(SP(Q),  Res(Q)) =p(w)- (SP(Q) ,X, , (Q))  = 2 v y ( y - 2 )  -2vy<O. 0 
The proposition shows that the dynamics for the stationary solutions Q ( w )  is 
incorrect in the direction of SP = +r2, i.e. the expansion of the vortex domain is 
insufficient to meet the necessary growth of the angular momentum. In order to 
characterize vortices that satisfy the correct dynamics for P, we will consider the 
following unfolding: 
crit(H(w) I W ( w ) 2 w ;  P ( o ) = p ;  WE&}. (14) 
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Since the choice for the values of the integrals is restricted, we first solve a 
minimization problem for P at level sets of W and r. The minimal value po(w) for P 
gives an explicit hound for the value of P for which one can consider the variational 
problems (14). For values p smaller than po(w) no vorticity distributions can be 
found at the level sets of W, P and r. 
Proposition 4.3. The constrained minimum for P ,  
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min{P(w)IW(w)sw;  WE&] 
is obtained for  the axisymmetric, parabolic vorticiry distribution Qo(w) given by 
The values of P(R,) and H(Qo) are given by 
11 yz 2 y' 
ho(w) = -- - log Y 3  
128n 8n 3 n w  P d W )  = 
For suitable values of p the unfolding (14) is studied in the next section. We find two 
new classes of solutions by considering both maximization and minimization 
problems. 
4.2. Enstrophy and angular momentum constraints 
Recall that for a tixed value of the parameter w, the following notation is used for 
the value of the angular momentum: 
p ( w )  = P(Q(w))  
PO(W)  = P(Qu(w)) 
(see proposition 4.1) 
(see proposition 4.3). 
Furthermore, we will use the notation 
corresponding to P ( Q ( K ) )  in proposition 3.1 or 3.2, where we made use of the 
relation w = Y K / ~  which holds for the circular patch. 
Proposition 4.4. For p satisfying po(w) < p  ~ p ( w )  a solution of the constrained 
maximization 
max{H(w) I W(w) S w ;  P ( w )  = p ;  w E 4) 
is given by 
The function J,, is the Bessel function of the first kind, of order n. The values of the 
radius R of the circular support and of p = 1/12, the multiplier corresponding to the 
comtraint W < w, are implicitly determined by the values of the parameters w and p .  
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The angular velocity (Y is given by 
Remark. 
(i) The solutions are  necessarily axisymmetric, as can be shown by a symmetri- 
zaiioii argiimeiii. Foi ail soiiiiioiis ir 3 0, corresponding io ciockwise rotation. For 
the inequality constraint the equality W ( Q ( w ,  p ) )  = w always holds. 
(ii) Consider the limit f o rp -p (w) .  This is obtained for I+ m, in which 
case IR+po,,. Here cr+O and the stationary solution Q ( w )  of proposition 4.1 is 
found in the limit. 
(iii) The limit p+po(w) is obtained for 1-0. Here a+ +m and the parabolic .. ,...LA*.. A:"+AL..*:,... n I...\ -4. --,.-,. -:*;,. " 9 :..I -I 
"U,,,b,LJ " l D L l l V U L l U l l  "LO\", U, yL"y"~'L'u,, 9.2 LD LUU,,". 
Quite analogously, one can find a class of solutions from the constrained 
minimization. 
Proposition 4.5. Forp  satisfying p.(w) S p  S P ( K )  an misymmetric solution of 
min{H(o) I w ( w ) < w ; P ( o ) = p ;  W E & }  
is given by 
-. tnefunction in is tire modijied Besseifunction of thejirsr kind, of order n. i h e  radius 
R and 1/12 = - p  are determined by the values w and p .  The angular velocity a is 
given by 
Y I@) 
2nR2 12(lR)' 
a=--- 
For a < 0 the solutions correspond to anticlockwise rotating vortices. 
Remark. 
(i) The limit p - + p ( r r )  is found for 1-m. In this case we find a- -y2/8np and 
the vorticity distribution in this limit is a circular patch with height ~ ( p )  = y2/4np, 
which corresponds to the solution in proposition 3.2. The constraint W ( w ) s  w is 
obviously no longer effective. 
(ii) The limit p - + p o ( w )  is obtained for l + O .  We find a+ --m and the parabolic 
vorticity distribution Q.(w) is found in the limit. Comparing this result with the limit 
case for p+po(w) in the maximizing case, we find that both limits are attained for 
Q,(w) but with rotation rates of, respectively, +m and -m. In a neighbourhood of 
the 'singn!ar' vortex Q,(W) the difference between maximizing energy vortices and 
minimizing energy vortices is therefore striking when considering the rotation rates. 
However, comparing only the shape of the vortices or  their energy value, no 
singularity would be observed at all, as can be seen in figures 3 and 4 respectively. In 
figure 3 the maximizing and minimizing solutions are given as functions of r. In this 
figure the distributions are normalized by taking the radius of their support equal to 
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hi 
Figure 3. Solutions Q(w, p) as functions of r ;  the 
solutions are normalized such that the radius of 
their support is equal to 1. The broken line 
indicates the 'singular' distribution Q,(w). The 
lines helow the dashed line wr respnd  to maxi- 
mizing solutions, the lines above the dashed line to 
minimizing solutions Q ( w , p )  of problem (14) for 
different values of parameter p. The upper and 
lower lines give the patch Q ( x )  and the stationary 
solution Q(w), respectively. 
F i i  4. The value function h(w, p )  at fixed value 
for w and y.  The upper pan of the graph with 
positive slope a = ahlap 2 0  corresponds to maxi- 
mizing solutions; a < 0 corresponds to minimizing 
solutions. 
1 instead of a normalization for the total vorticity y. The integral diagram for H and 
P is shown in figure 4. 
An important diffcrence between the smooth vortices with internal vorticity 
smooth vortices to rotate either clockwise or anticlockwise, despite the non-negative 
vorticity. When adding a dissipation term we expect to see a difference in stability 
behaviour between these solutions. This will be studied in the next section. 
sirGccGrc and ihe voi~ices .Wiiploiii ik,is sirGciiire jibe iiaii~,esj is iiie aE,bcy of ik,e 
A 9 n:"":-"L-.. ^ C ^  ...--. L L".." 
7.3. "u~ryu'wn U, Jll'"Ull, "U, I'L.SJ 
Proposition 4.6. For [he distributed solutions Q(w, p )  the dissipative equations are 
compatible, i.e. the dksipatiue equations 
h = -2vw j ,=O W = -2vd p = 2vy 
H = -2vW F = O  W -2vD P = 2vr.  
L - I J  :.. "-----..-..,I".."" ... 'I_^ J: ":--L.." CA. .L^ :*+""-A" 
,'"'U, I,, ~ U r r s ~ y u r ' u c r ' L c  I" ,115 u w q " r v c  LYUUL'V'W ,U' .r.C L'..C~'"," 
Proof. For a solution Q(w, p) there exist multipliers such that, where Q > 0, 
U, = us1 ++cur2 or AQ = -- ('2 + ~ L Y ) .  1 
P '  
Therefore, with W ( Q )  = - 2 v D ( Q )  we find 
V 
(Q2+ 2 d 2 )  = - - ( 2 ~  + 2c~y) .  
c1 
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On the other hand, since ahlaw = p and ahlap = a, we have 
= -2vw - 2vny + 2vny 
= -2vw. U 
The compatibility means that there is no contradiction with the dissipative 
equations when we assume the dynamics to decay through the quasistationary states. 
However, for the maximum energy vortices a discontinuity is observed for the 
dissipative behaviour. 
Proposition 4.7. The maximum energy vortices Q(w(t), p ( t ) )  dissipate, within finite 
time, towards Leith's vortices R(w(t)), which cannot furfil the growth in angular 
momentum. 
Proof. As was remarked after proposition 4.4, the stationary Leith vortex Q(w) can 
be seen as a limit of R(w, p )  for p-p(w). For Q(w) the following equality holds: 
On the other hand, using (15), we find for maximizing solutions Q(w(t), p(t)) 
-=-=- aP P 2VY 
a w  v(2w +zny) ip  
aP 2VY 
Considering the limit p - + p ( w )  for this expression we find 
lim -= - 
p-p(v) a w  VILI(W)(~W) 
where p(w) = y2/Xnw is the multiplier p belonging to the vortex Q(w). Thus, 
We observe that aplaw in (16) is strictly smaller than the limit (17), which indicates 
that the solutions Q(w.p) dissipate to a Leith vortex that, as was shown in 
proposition 4.2, does not satisfy the P-dynamics. 
The maximum energy vortices Q(w(t), p ( t ) )  dissipate into the Leith vortices 
within finite time. Starting at t = O  in Q(w(O), p(0)), the vortex has lost its rotational 
speed for time t :  
2 
t =  y3c/8nw(0) - p(0)  with c = (Y- 2) > 1. 0 
2vy( 1 - c) 
In figure 5 a projection on the PW plane is shown for the dissipating solutions 
Q(w, p). The angles between the curves indicate the discontinuity in dissipative 
behaviour. 
Regarding proposition 4.7, the question arises whether the minimum energy 
vortices dissipate (within finite time) towards patch-shaped vortices. A dissipation 
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P d 
figure 5. The PW diagram. Line C gives the Leith 
vortices Q(w(r) ) .  The other lines correspond to dis- 
sipating solutions Q(w(r) ,  p(t)). The dotted lines 
indicate a wrrect decay for the p-parameter: (6P(Cl), 
Res(Q)) = 0. This can be established by wntinuation 
with a solution of the diffusion equation. 
towards vortices of constant vorticity and a further adiabatic decay through these 
uniform states (as was discussed in section 3) might seem far from 'reality'. 
Considering the residual for the patches in the direction of the enstrophy 
integral, 
(6W(R), Res(P))=w(p)- ( 6 W ( B ) , X N , ( Q ) ) = - w + 2 v d + + m  
it is found that the dynamics of the uniform patch R ( p )  is incorrect in the direction 
6W, which means that the vorticity is not correctly distributed when modelling the 
dynamics with patches. The incompatibility in the direction of 6W can be dealt with 
by losing the steepness of the vortex boundary and eroding away of the edges. From 
this the idea arises that the smooth minimum energy vortices B(w, p )  will not evolve 
towards uniform patches hut even that the opposite will occur. In analogy to 
proposition 4.7, the dissipative behaviour of the smooth solutions near a patch-like 
shape is studied. 
Proposition 4.8. The minimum energy vortices Q(w(t) ,  p ( t ) )  do not dissipate 
towardr patches of uniform vorticity. 
Proof. To make the PW diagram for solutions near the manifold of uniform states, 
consider the derivative 
8ZP 
aw w w+ruy 
aP P PY 
- -  
Then substitute 
and take the limit for l - t m ,  using the following asymptotic expansion for I.: 
e" (-l)'"(n, m) 4nz- 1 +. . .) 
for n fixed and x+m. This results in - 
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from which it follows that the minimum-energy vortices dissipate away from the 
0 
Remark. In sections 3.1 and 3.2 a model was given for the viscous adiabatic decay 
of uniform vortices. It might need emphasis that in section 3 an explicit restriction 
was made to patches, using only the dissipation of the parameter p. Remember that 
we model an infinite-dimensional problem with only a few dimensions, hoping to 
describe the main characteristics of the vortices and the dissipation thereof. For the 
model of dissipating patches, these main characteristics are the rotation rate and the 
height and width of the vortices. In numerical calculations with viscous dissipation, 
patches are observed to decay by eroding away of the edges. It might be clear that 
this feature is not accounted for in this model with uniform states in section 3. 
In the model using smooth vortices, the distribution of vorticity is another 
feature of the vortices that is taken into account. A measure for the steepness of the 
vorticity distribution can be found by D ( w )  =$I IVwJ’. The dissipative equation for 
this functional is given by d = -VI (Am)’ < 0. from which one concludes that the 
steepness of the vorticity decreases in time due to the dissipation. This feature is 
indeed observed in the model using decaying solutions of Euler’s equation. 
In figure 7 the integral diagram is given for H ,  W and P. For the two- 
dimensional manifolds of relative equilibria between the curves A and B (minimum 
energy vortices Q(w, p)) and between B and C (maximum energy vortices Q(w, p)) ,  
it is assumed that the solutions dissipate approximately through the quasistationary 
states, following a path as indicated in the diagram. 
For the solutions at curve C the dissipative equations showed not to be 
compatible. Since the dissipating maximum energy vortices Q(w,  p )  dissipate 
towards Leith’s vortices at curve C, one can expect the solutions to become unstable 
when they reach this curve. The nature of the instability is still to be investigated, 
but it can be expected that the vortices will instantaneously become unconfined, due 
to the unconfining effect of the diffusion and the lack of rotation, being a driving 
force for confinement. Since ( s P ( Q ( w ) ,  Res(P(w))) = ( i r * ,  Res(P(w))) #0, a 
correction for large r might be necessary, indeed indicating a loss of confinement. 
The description of the dissipation for the maximum energy vortices passing curve C 
can be extended by solving the NS equation with, as the initial condition, the 
axisymmetric, confined Leith vortex Q(w). Owing to  the axisymmetry of the initial 
condition is suffices to solve the diffusion equation o, = vAo. 
Concluding, we have found that for positive monopolar vortices rotating 
manifold of uniform patches. This is shown in figure 6. 
P - Figure 6. The PW diagram. Line A gives the uniform patches Q(p(r) ) .  The other lines correspond to dissipat- ing solutions Q(w(r) ,  p(r ) ) .  
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... .... 
Figure 7. The value function h(w,  p).  Line A corresponds to 
the patches, line B to the singular distributions Q,(w), line C 
to Leith's stationary solutions Q ( w ) .  The arrows indicate the 
... '...- -P 
A 
'w dissipation far Q(w( t ) ,  p ( t ) ) .  
clockwise, a viscous instability is observed when the rotation rate is lost due to the 
dissipation within finite time. The vortices rotating anticlockwise will not lose their 
rotation rate (only asymptotically in time) and will remain viscously stable. 
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