Aplicación móvil de realidad aumentada para mejorar la conciencia situacional en el ámbito militar by Mitaritonna, Alejandro Daniel
  
APLICACIÓN MÓVIL DE REALIDAD 
AUMENTADA PARA MEJORAR LA CONCIENCIA 
SITUACIONAL EN EL ÁMBITO MILITAR 
 











Trabajo Final presentado para obtener el grado de Especialista en 













Diversos proyectos militares han centrado sus esfuerzos en diseñar un sistema digital integrado 
como soporte para la toma de decisiones del personal militar, para afrontar el reto de poseer un 
Conciencia Situacional (CS) degradada. En este trabajo se propone un framework de Realidad 
Aumentada (RA) denominado RAIOM (Realidad Aumentada para la Identificación de Objetivos 
Militares) –entendiéndose por identificación de objetivos militares a todos los objetivos militares 
del enemigo circundantes a los soldados que representan una amenaza bélica- cuyo objetivo es 
mejorar la CS de los soldados en el campo de batalla mediante el uso de la RA. Para el desarrollo 
del framework se consideró como principal característica a la CS, y a la RA como tecnología de 
visualización e interpretación contextual.  La aplicación de metodologías tales como SCRUM y 
Diseño Centrado en el Usuario (DCU) permitió desarrollar los despliegues correspondientes. En 
particular, este trabajo presenta una recopilación actualizada de diferentes sistemas utilizados en 
el ámbito militar y se analizan las características principales que debe poseer un framework de 
software basado en RA para uso militar. Se diseña un framework basado en RA que permite la 
visualización de objetivos tácticos tales como visualización de objetivos tácticos en un radar en 
360 grados, posicionamiento y orientación espacial de los objetos y del operador, ayudas visuales 
mediante iconografía/simbología adaptable, uso de menús interactivos mediante reconocimiento 
gestual y vocal, reconocimientos de objetos edilicios y uso de cartografía en 3D mediante uso de 
RA. Se utiliza una arquitectura basada en capas para facilitar la integración tecnológica como tam-
bién una arquitectura de sistemas distribuida donde la principal característica se centra en realizar 
el procesamiento de imágenes en un componente de hardware externo. Se realizan los despliegues 
utilizando el framework de RA propuesto en el presente trabajo y, finalmente, se arriba a las con-
clusiones finales y a las futuras líneas de investigación. 
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En este capítulo se da inicio a la primera parte del informe que se centra en detallar la moti-
vación, objetivos, hipótesis y la metodología de investigación adoptada para organizar el tra-
bajo, los aportes realizados tanto a la comunidad militar como civil, las pruebas efectuadas y 
por último la organización del informe, las partes y las secciones que conforman al presente 
trabajo. 
 Motivación 
Como se menciona en [1], la Conciencia Situacional (CS) es una representación mental 
y comprensión de los objetos, eventos, gente, estados de los sistemas, interacciones, condi-
ciones ambientales y cualquier otro tipo de factores de una situación específica que puedan 
afectar al desarrollo de las tareas humanas, bien sean complejas o dinámicas. Logrando man-
tener la CS se potencia la adquisición, la representación, la interpretación y la utilización de 
cualquier información relevante con el objeto de poner sentido a los eventos que ocurren, 
pudiéndose anticipar a los acontecimientos futuros, dando la capacidad de poder tomar deci-
siones inteligentes y de poder mantener el control. La CS es crucial para la mayoría de las 
operaciones militares, pero tiene diferentes requisitos en los diferentes niveles de las opera-
ciones militares y las diferentes funciones.  
El equipamiento del futuro soldado debe consistir en un conjunto integrado de compo-
nentes electrónicos modulares para mejorar, de manera equilibrada, sus habilidades de co-
municación, observación, letalidad, movilidad y protección. La interacción del soldado con 
el medio ambiente también significa que debe ser capaz de procesar la información contex-
tual sin que afecte su capacidad cognitiva. Esto dio lugar a una variedad de programas de 
Sistemas de “Future Soldier" lanzados por diferentes ejércitos. Estos programas tienen un 
alto grado de diferencia de sofisticación tecnológica y desarrollo. En general, todos estos 
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programas tienen como objetivo mejorar sustancialmente la eficacia de combate y supervi-
vencia del soldado. Una regla de los programas de modernización de los soldados es que el 
soldado no opera solo, sino como parte de un equipo para llevar a cabo una determinada tarea 
en un entorno determinado. Adicionalmente en [1] se menciona que el fratricidio sigue siendo 
una amenaza muy real en los campos de batalla actuales. Para hacer frente a esto, los militares 
han puesto mucho esfuerzo en el desarrollo de tecnologías de identificación de combate para 
mejorar la capacidad de los soldados en identificar al enemigo con precisión. Debido a la 
naturaleza asimétrica de los conflictos recientes, estos sistemas utilizan cada vez más los 
dispositivos móviles sensibles al contexto para mejorar esta capacidad. 
Como se detalla en [2], muchas de las operaciones militares se desarrollan en entornos 
desconocidos. Estos complejos campos de batalla son muy exigentes e introducen desafíos 
para el combatiente, entre ellos el hecho de tener una CS tridimensional amplia del terreno 
es vital para que la operación sea un éxito, minimizando los efectos colaterales. Un reto im-
portante en el desarrollo de herramientas eficaces de apoyo de decisiones radica en la forma 
en que se presenta la información, siendo uno de los principales objetivos reducir la carga 
cognitiva en momentos de estrés para ello las soluciones tecnológicas apoyadas en mejorar 
la CS permiten a los soldados hacer un uso efectivo de la información variada en un contexto 
de batalla. La nueva tecnología ofrece métodos innovadores de obtener información contex-
tual y representarla visualmente de una manera natural y no invasiva sin afectar el proceso 
cognitivo del combatiente. 
Por su parte, las aplicaciones de Realidad Aumentada (RA) son cada vez más populares 
debido a los notables progresos en los dispositivos de computación móviles, como celulares 
inteligentes, asistentes digitales personales y computadoras portátiles ligeras [3]. La posibi-
lidad de acceso a Internet en todas partes, incluso desde los dispositivos móviles motiva el 
desarrollo con la disponibilidad de los dispositivos electrónicos que combinan las tecnologías 
necesarias en una sola unidad integrada. Generalmente las aplicaciones de RA se ejecutan en 
un ambiente externo, y el tracking del usuario se basa en utilizar sistema de posicionamiento 
global (GPS), brújula electrónica y/o acelerómetros, así como también análisis del vídeo de 
la escena real capturada en tiempo real. Asimismo, puede requerir el acceso directo a infor-
mación geo-referenciada. La aplicación también debe permitir visualizar la realidad con la 
superposición de objetos 3D generados. El punto principal dentro del desarrollo de la RA es 
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un sistema de seguimiento de movimiento o Tracking System. Desde el principio hasta ahora 
la RA se apoya en “Marcadores” o un arreglo de Marcadores dentro del campo de visión de 
las cámaras para que el dispositivo tenga un punto de referencia sobre el cual superponer las 
imágenes. Recién en los últimos años el desarrollo de RA sin marcadores (en inglés, marker-
less) está madurando, pues la gran capacidad computacional de los nuevos dispositivos tec-
nológicos permite reconocer formas geométricas, pudiendo el sistema de seguimiento captar 
un objeto y superponer información o una imagen [4]. 
De acuerdo a lo que mencionan Livingston et al [5], en lo que respecta al ámbito militar, 
recientemente se está utilizando la RA como soporte para mejorar la CS en la toma de deci-
siones en particular en operaciones militares. Muchas de las operaciones militares se desa-
rrollan en entornos desconocidos. Estos complejos campos de batalla en 3D son muy exigen-
tes e introducen muchos desafíos para el combatiente. Estos incluyen visibilidad limitada, 
falta de familiaridad con el medio ambiente, amenazas de francotirador, ocultamiento de 
fuerzas enemigas, mala comunicación y un problema de la localización e identificación de 
los enemigos y de las fuerzas aliadas. Para ello tener una CS amplia del terreno es vital para 
que la operación sea un éxito minimizando los efectos colaterales. De acuerdo a la investiga-
ción previa efectuada, el único centro de investigación en América que está llevando adelante 
proyectos de este tipo es el DARPA (Defense Advanced Research Projects Agency) pues 
considera a la RA como una tecnología que ayudará a realizar con éxito las operaciones mi-
litares [2]. 
En este contexto se evidencia la falta, en el ámbito de la Defensa, en Argentina, de 
especialistas que puedan aportar los conocimientos necesarios para el desarrollo de un soft-
ware que implemente la RA para ayudar a mejorar el desempeño militar en operaciones mi-
litares. Por esto, la motivación principal del informe es contribuir a desarrollar un framework 
de software que utilice la RA a fin de desarrollar aplicaciones que se utilicen en el ámbito 
militar, considerando requisitos importantes en este contexto, como son la CS, las facilidades 




El objetivo del informe es aportar los conocimientos necesarios sobre RA en el ámbito 
de la Defensa para que sean implementados en soluciones concretas como apoyo a las acti-
vidades militares. Para lograr lo antes mencionado se propone desarrollar un framework cen-
trado en el desarrollo de aplicaciones móviles con una arquitectura distribuida e integrador 
de tecnologías. Por lo tanto, esto último trae aparejado los siguientes objetivos específicos: 
- Explorar y analizar la bibliografía existente sobre RA y CS en el ámbito militar 
- Estudiar y analizar las características funcionales de la RA para que sean aplicadas sobre 
dispositivos móviles utilizados por personal militar en el proceso de obtención de infor-
mación circundante en un terreno desconocido y hostil. 
- Diseñar e implementar un framework de software específico que tome como funcionali-
dades principales lo aportado por personal militar cumpliendo con las necesidades ope-
rativas propuestas. 
- Desarrollar y probar artefactos desarrollados teniendo en cuenta el framework propuesto. 
- Generar el conocimiento necesario en el tema para posteriormente transferir al personal 
militar las experiencias adquiridas. 
 Aportes realizados 
En cuanto al aporte del presente informe se pueden listar las principales contribuciones: 
a) Recopilación de aplicaciones utilizadas en el ámbito militar para apoyar la CS y aná-
lisis de frameworks de RA disponibles, así como definición de características desea-
bles de un software basado en RA como soporte a la CS para la toma de decisiones 
en el sector militar aprovechando el avance del software y de los dispositivos móviles 
actuales;  
b) La utilización Diseño del software antedicho utilizando una metodología combinada 
SCRUM-DCU para la identificación y clasificación de requisitos funcionales y para 
la construcción de los despliegues; 
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c) Implementación del software antedicho considerando una arquitectura basada en ca-
pas a fin facilitar la integración tecnológica, el cual es un sistema distribuido utili-
zando como servidor componentes de hardware externo (ODROID-XU3) en donde 
se ejecuta el tracking, procesamiento de imágenes y reconocimiento de objetos mien-
tras que en el cliente se ejecutan las tareas de captura de video, rendering y visualiza-
ción (display). En el servidor se ejecutan las tareas de tracking y de procesamiento de 
imágenes mientras que en el cliente se ejecutan las tareas de captura de video, rende-
ring y visualización (display).  
d) Pruebas de los despliegues ejecutados en dos arquitecturas de componentes de hard-
ware, por un lado, gafas de RA + ODROID-XU3, y por el otro, el uso de glass car-
dboard y smartphone + ODROID-XU3. 
Cabe aclarar que el trabajo se realizó en el laboratorio del LIDI de la UNLP en conjunto 
con el laboratorio de investigación del CITEDEF, con el apoyo de las FF.AA para la concre-
ción del presente trabajo. 
 Organización del informe 
El desarrollo del presente trabajo fue dividido en etapas con el fin de lograr el objetivo 
final propuesto. A continuación, se describen cada una de estas etapas que pueden verse re-
flejadas a lo largo de los distintos capítulos. 
La parte I del informe está conformada por el Estado de Situación del trabajo de in-
vestigación en donde se encuentra el Capítulo 1 y se detallan la motivación del tema selec-
cionado, los objetivos, los aportes realizados, la hipótesis, y, finalmente, la organización del 
presente informe. 
En el Capítulo 2 se investiga en profundidad los fundamentos de la RA. Dentro de 
los fundamentos se detallan algunas definiciones de RA, los métodos de entrada de un sis-
tema de RA, las partes que componen a un sistema de RA, los sistemas de coordenadas uti-
lizados en un sistema de RA, el proceso de tracking, el proceso de reconocimiento de objetos 
y gestual, el modelo de referencia y la arquitectura de software utilizadas para el desarrollo 
de aplicaciones de RA. 
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En el Capítulo 3 se realiza un estudio de la aplicación de la RA en proyectos militares 
y se realiza una comparación de algunos proyectos militares que utilizan la RA como tecno-
logía principal.  
En el Capítulo 4 se detalla la importancia de la arquitectura de software y el diseño 
de un framework basado en capas y componentes. 
En la parte II del informe se detalla el Framework Propuesto.  
En el Capítulo 5 se detalla el diseño de la arquitectura del framework, la metodología 
de desarrollo utilizada, los componentes de hardware empleados en los despliegues y la im-
plementación del proceso distribuido. 
En el Capítulo 6 se detalla el despliegue de la solución, los dispositivos utilizados en 
las pruebas y la integración tecnológica. 
En el Capítulo 7 se mencionan las conclusiones finales y las futuras líneas de inves-
tigación. 






En este Capítulo se hace una introducción a los aspectos técnicos relacionados con la RA. 
Se menciona que es la RA, las partes de una aplicación de RA como también los métodos 
de entrada de datos, visualización de información contextual y las tecnologías actuales para 
lograr este objetivo. Adicionalmente, se detalla qué es el tracking, el reconocimiento ges-
tual y se detalla la arquitectura de software para aplicaciones e RA. 
2.1 ¿Qué es la RA? 
De acuerdo a [6], la Realidad Aumentada (RA) proporciona al usuario información 
superpuesta que se puede visualizar en el mundo real, es decir, complementa al mundo real 
con información virtual. La RA mejora la percepción del mundo natural mediante el agregado 
de información a los sentidos, ya sean visuales, sonidos, olores o sensaciones táctiles. La RA 
se refiere a la mezcla de las señales virtuales a partir del entorno tridimensional real en la 
percepción del usuario. Denota la fusión 3D de imágenes sintéticas en la visión natural del 
usuario del mundo circundante utilizando gafas, dispositivos móviles o un HMD (en inglés, 
Head-Mounted Display). Antes de continuar detallando en qué consiste la RA, es importante 
mencionar el uso de dispositivos móviles que implementan técnicas de RA. De acuerdo a [7] 
existen diferentes tipos de implementación de RA en dispositivos móviles. En este caso MAR 
(en inglés, Mobile Augmented Reality) puede ser entendido como cualquier dispositivo mó-
vil que utiliza RA. Estos dispositivos móviles puede ser HDM, HMAR (en inglés, Handheld 
Mobile Augmented Reality), CAR (en inglés, Contact-lens augmented reality) o cualquier 
tipo de tecnología móvil que utilice RA para visualizar el mundo aumentado. Cabe destacar 
que HMAR es un subconjunto de MAR específicamente referido al uso de dispositivos hand-




Figura 2.1– La RA abarca un amplio espectro de sistemas. Dentro del dominio MAR 
Se encuentran sistemas tales como CAR, HMAR y HMD basadas en RA  
(fuente: Gjosaeter, T. [7]) 
 
A través de la capacidad de presentar la información superpuesta, integrados en el 
entorno del usuario, la RA tiene el potencial de proporcionar beneficios significativos en 
muchas áreas de aplicación. Muchos de estos beneficios surgen del hecho de que las señales 
virtuales presentadas por un sistema de RA pueden ir más allá de lo que es físicamente visi-
ble. 
La información espacial puede estar alineada directamente con el medio ambiente. A 
través de la capacidad de presentar la información superpuesta, integrada en el entorno del 
usuario, la RA tiene el potencial de proporcionar beneficios significativos en muchas áreas 
de aplicación. Muchos de estos beneficios surgen del hecho de que las señales virtuales pre-
sentadas por un sistema de estas características pueden ir más allá de lo que es físicamente 
visible. 
Un sistema de RA es un tipo de sistema de visión sintética que mezcla gráficos gene-
rados por una computadora (anotaciones) con el mundo real. Las anotaciones proporcionan 
información destinada a ayudar a la toma de decisiones. El sistema de RA debe decidir qué 




Un sistema de RA móvil consiste en un dispositivo móvil, un sistema de seguimiento 
(tracking) y un HMD, handheld o smartphone. El sistema hace tracking de la posición y 
orientación del usuario y superpone, dentro del campo de visión del usuario, gráficos y ano-
taciones que están alineados con los objetos en el medio ambiente. Este enfoque tiene muchas 
ventajas. La información puede ser presentada de una manera intuitiva y directamente inte-
grada con el medio ambiente [8]. 
Cuando se implementa correctamente, la RA proporciona al usuario una experiencia de 
inmersión y permite la interacción entre el mundo virtual y el mundo real. Azuma [9] pone 
restricciones en la definición de la RA con la adición de tres criterios: combina lo real y lo 
virtual, interactiva en tiempo real, y están registrados y alineados en 3D. 
En [10] se define a la RA como una herramienta moderna que están explorando los in-
vestigadores es la tecnología de aumentación o ampliación de la percepción humana conocida 
como Realidad Aumentada. Esta tecnología combina datos virtuales con el ambiente real 
observado por el usuario. Se produce la registración de información virtual con la escena real 
desde el punto de vista del usuario. 
En [11] se introduce un término más genérico, realidad mixta, y lo definen como un 
continuum en donde uno de los extremos persiste el ambiente real y en el extremo opuesto 
persiste el ambiente virtual. La Realidad Aumentada y la Virtualidad Aumentada constituyen 
la realidad mixta o intermedia entre estos dos extremos. 
 
 
Figura 2.2– Continuum de la virtualidad 
(fuente: Carmigniani, J. et al [4]) 
 
Azuma define tres requerimientos para las aplicaciones de RA: 
1) Se deben combinar los aspectos real y virtual 
2) La aplicación debe ser en tiempo real e interactiva, y 
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3) Los objetos deben estar registrados en el mundo tridimensional (3D) 
 
Aunque el término RA deriva de la industria aeronáutica, otras industrias y aplicaciones 
rápidamente adoptaron el término. Los simuladores de vuelo se citan como ejemplos de RA. 
No obstante, se considera a la RA a aquellas aplicaciones que combinan en una pantalla los 
escenarios reales y virtuales. Un buen ejemplo de representación visual de RA son los HMD. 
La información es proyectada de tal manera que un operador puede observar el mundo real 
directamente.  
En el año 1992 Tom Caudell crea el término RA para describir una pantalla que usarían 
los técnicos electricistas de Boeing que mezclaba gráficos virtuales con la realidad física. La 
RA agrega información sintética a la realidad. La diferencia principal entre RV (Realidad 
Virtual) y RA es que por una parte RV implica inmersión del participante en un mundo to-
talmente virtual y por otra parte la RA implica mantenerse en el mundo real con agregados 
virtuales. 
A diferencia de las aplicaciones de RV las aplicaciones de RA generalmente necesitan 
la movilidad del usuario, incluso hacia ambientes externos- en inglés se denominan aplica-
ciones outdoor. En dichas aplicaciones de realidad aumentada puede ser necesaria conocer 
la posición global del participante utilizando dispositivos como GPS y brújulas digitales. 
Dependiendo del dispositivo de visualización usado las aplicaciones de realidad aumen-
tada pueden basarse en: 
• Gafas de video see-through 
• Gafas de optical see-through 
• Proyector 
• Monitor 
• Dispositivos móviles o HandHeld 
 
En [12] se detalla que el ambiente real enriquecido o guiado con objetos virtuales puede 
resultar de mayor utilidad a los usuarios. Esta tecnología tiene diversas aplicaciones para la 
industria, la educación, el arte, etc. La principal diferencia con la realidad virtual es que no 
sustituye la realidad física, sino que superpone datos informáticos al mundo real. 
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El resultado final obtenido, permite al usuario el poder reconocer un objeto que este 
siendo apuntado en ese momento con la cámara del dispositivo y mostrar sobre éste, mediante 
realidad aumentada, información sobre el objeto. Específicamente la información extraída 
del escenario consiste de puntos característicos de la escena real detectados utilizando alguna 
técnica de tracking. En términos de tracking, existen dos categorías de registros: 
- Basados en sensores (mecánicos, magnéticos, ultrasónicos, etc.) 
- Basados en visión por computador. 
En los basados en sensores se deben calibrar los mismos y son pesados y caros y los 
niveles de precisión son pobres. 
En cambio, los basados en visión por computador pueden evitar la calibración de senso-
res externos y ofrecen un muy nivel de precisión sin ser equipos pesados y costosos. De 
acuerdo a la calibración de la cámara se puede mencionar: 
1) No requiere calibración de los parámetros de la cámara (ya sean parámetros intrín-
secos o extrínsecos), el cual involucra el uso de un objeto conocido de calibración 
3D. Un método para resolver este problema es calcular los parámetros de la cámara 
y estructuras 3D en un espacio Euclidiano directamente de la información contenida 
en las secuencias de imágenes de entrada desde la cámara. Otra alternativa es ejecutar 
la tarea de RA en un espacio proyectivo o afín en vez de en un espacio Euclidiano. 
2) Asume que los parámetros intrínsecos de la cámara están pre calibrados. 
 
Bajo esta aproximación pragmática actual, para componer un servicio de RA son nece-
sarios 4 ingredientes básicos [3]: 
Para diseñar un servicio de RA se necesitan 4 elementos básicos: 
- Por un lado, un elemento que capture las imágenes de la realidad que están viendo 
los usuarios.  
- Por otro, un elemento sobre el que proyectar la mezcla de las imágenes reales con 
las imágenes sintetizadas. 
- En tercer lugar, es preciso tener un elemento de procesamiento, o varios de ellos 
que trabajan conjuntamente. 
- Finalmente se necesita un elemento al que podríamos denominar «activador de 
realidad aumentada». En un mundo ideal el activador sería la imagen que están 
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visualizando los usuarios, ya que a partir de ella el sistema debería reaccionar. 
Pero, dada la complejidad técnica que este proceso requiere, en la actualidad se 
utilizan otros elementos que los sustituyen. Se trata entonces de elementos de lo-
calización como los GPS que en la actualidad van integrados en gran parte de los 
Smartphone, así como las brújulas y acelerómetros que permiten identificar la 
posición y orientación de dichos dispositivos, así como las etiquetas o marcadores 
del tipo RFID o códigos bidimensionales, o en general cualquier otro elemento 
que sea capaz de suministrar una información equivalente a la que proporcionaría 
lo que ve el usuario, como por ejemplo sensores.  
 
De acuerdo a [13] hasta hace muy poco tiempo las aplicaciones de RA se ejecutaban en 
poderosas computadoras de escritorio. La introducción de RA en los smartphones permitió 
nuevas experiencias de RA a los usuarios. La RA se ha transformado en una comodidad 
ubicua para el ocio y para el aprendizaje. Con esta capacidad de ubicuidad, los móviles de 
RA permiten idear y diseñar escenarios de aprendizaje innovadores en entornos del mundo 
real. 
Por otro lado se puede definir a la RA como un sistema que mejora los sentidos primarios 
de las personas, es decir, visión, audición y táctil. Estos sentidos son mejorados o aumentados 
con información digital visible para el usuario. En este contexto, la información virtual in-
cluye información como geo-localización, sobreimpresión visual/audio o información visual 
en 3D, entre otras. 
Cabe destacar que al igual que los sistemas sensibles al contexto, las aplicaciones de RA 
permiten filtrar información y presentar información superpuesta relativa al contexto actual 
del usuario. La información del contexto puede ser filtrada de acuerdo a la ubicación, camino 
a recorrer, objeto en foco, período de tiempo o cualquier otra meta información tales como 
intereses o el perfil personal de la persona.  
Por lo tanto se define a la RA móvil como una especialización de los sistemas sensibles 
al contexto ya que existe una relación muy cercana entre los sentidos del humano y la per-
cepción con la información digital presentada en RA.  




- Sistemas de pantalla flexible, incluyendo un sistema HMD, cámaras en los 
Smartphone, y proyectores de mano.  
- Sistemas de sensores en los dispositivos móviles tales como GPS, brújulas elec-
trónicas, micrófono inclusive sistemas de tracking. 
- Conexión a las redes de datos mediante tecnología inalámbrica. 
- Poder computacional alto para el procesamiento de imágenes y visualización de 
objetos en 3D y sobreimpresión de información. 
- Tecnología de tracking con 6 grados de libertad, tracking multi marcador y siste-
mas de tracking híbrido. 
- Vinculación de la información de RA basada en localización 
- Integración de navegadores de RA con los medios sociales. 
 
La RA ha sido ampliamente demostrada y aplicada en dispositivos móviles, ejecutándose 
diversas aplicaciones tales como juegos, navegación, referencias, etc. Otro aspecto que está 
influyendo en las aplicaciones de RA es la tendencia a dirigirse hacia entornos donde se 
requiera la movilidad del usuario. Estas nuevas aplicaciones basadas en la computación mó-
vil requieren acceder a servicios independientemente del lugar o del tiempo.   
2.2 Partes de una aplicación de RA 
De acuerdo a [15] una aplicación de realidad aumentada tiene las siguientes partes: 
• Captura de la escena real: El video capturado puede utilizarse para tracking basado en 
visión, es decir basado en el análisis de la imagen mediante algoritmos de visión 
• Tracking del usuario: puede realizarse mediante dispositivos específicos o puede reali-
zarse tracking basado en visión para lo cual es necesaria la captura de la escena real. 
• Generación de la escena virtual: se tiene un mundo virtual, con la información de la po-
sición y orientación del participante se genera una vista acorde del mismo  
• Rendering: se combinan las imágenes del mundo real con los objetos virtuales. Los ob-





Figura 2.3 – Diagrama de las partes de una aplicación de RA 
(fuente: propia) 
 
Adicionalmente se agrega un componente más: 
• Entrada de datos: se captura el video y se toma como entrada de datos el reconoci-
miento gestual o el reconocimiento por voz para ejecutar un comando determinado 
 
Por otro lado en [9] especifica las partes o componentes principales de un Sistema de RA: 
1. Generador de Escena: En los sistemas de RA las imágenes virtuales complementan al 
mundo real a diferencia de los entornos de RV que necesitan mayor requerimientos para 
las imágenes ya que reemplazan completamente al mundo real.  En el caso de los sistemas 
de RA las anotaciones, textos, dibujos en 3D podría ser suficiente para representar cierta 
información. 
2. Dispositivo de visualización: En los sistemas de RA los dispositivos de visualización 
puede ser menos rigurosos que los utilizados en RV ya que no reemplazan el mundo real 
sino que lo complementa. Por ejemplo, pantallas monocromáticas puede ser útiles para 
algunos sistemas de RA, mientras que los sistemas de RV deben utilizan pantallas a color. 
Otro ejemplo son los HMD de visión óptica (HMD optical see-through), incluso pueden 
ser satisfactorios debido que el usuario puede ver el mundo real con su visión periférica. 




3. Tracking (seguimiento) y detección: En este caso el tracking y la detección juega un rol 
importante en los sistemas de RA. En esta área los requerimientos para los sistemas de 
RA son muchos más estrictos que los sistemas de RV. La principal razón es el problema 
de registración de la información. 
 
Modelo de referencia 
Un Modelo de Referencia en ingeniería de sistemas y en ingeniería de software es un 
modelo de algo que contiene un objetivo o idea básica de algo, y que se puede establecer 
como una referencia para múltiples propósitos.  
También se puede definir como un marco de referencia abstracto para entender el 
significado de las relaciones entre entidades de algún ambiente. Permite el desarrollo de re-
ferencias específicas o de arquitecturas por medio del uso de estándares o especificaciones 
que soportan el ambiente en cuestión.  Un Modelo de Referencia consiste de un conjunto 
mínimo de conceptos, axiomas y relaciones propios de un dominio particular de problema, y 
es independiente de estándares específicos, tecnologías, implementaciones, o de cualquier 
otro detalle concreto.  
Un estudio de varios sistemas de RA reveló que a pesar de ser bastante diferentes en los 
detalles, la mayoría de los sistemas de RA existentes comparten una estructura arquitectónica 
en común. En base a esto, se diseñó una arquitectura de referencia [16] como la que se mues-




Figura 2.4 – Modelo de referencia. Componentes de software requeridos en un sis-
tema de RA ubicua 
(fuente: MacWilliams, A. [16]) 
 
El Modelo de Referencia se organiza en seis subsistemas lógicos: 
• Subsistema de seguimiento (tracking): Responsable de responder a los cambios de 
posición y orientación del usuario. 
• Aplicación: Responsable del control de flujo, la lógica de la aplicación y la coordina-
ción. 
• Modelo del mundo: provee acceso a la representación digital del mundo.  
• Presentación: Sistema responsable de la presentación de los resultados. Incluye ren-
derizado 2D/3D y salida de audio o táctil. 
• Contexto: provee a la aplicación con contexto tanto del estado como de la situación 
del usuario. 
• Interacción: representa la interacción del usuario con el sistema de RA. 
 
 
Figura 2.5– Arquitectura de referencia genérica de sistemas de RA 
(fuente: MacWilliams, A. [16]) 
 
Cada subsistema está formando por varios componentes. Los subsistemas se mues-
tran como un paquete en UML lo cuales están compuestos por componentes. Por otro lado, 
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cada componente a su vez puede ser obtenido por medio de otros componentes. Hay relacio-
nes de dependencia entre los subsistemas. Una dependencia muestra que un subsistema se 
basa en las interfaces de otro subsistema. 
El modelo de referencia describe a nivel abstracto los componentes generales y la 
estructura de los sistemas de realidad aumentada. Sin embargo, dependiendo de los requisitos 
funcionales de un sistema particular, algunos de los componentes pueden dejarse afuera [17]. 
2.3 Métodos de entrada de datos en un sistema de 
RA 
Resulta importante entender los métodos de entrada de datos en un sistema de RA. Esta 
importancia se denota ya que poder ingresar comandos para una determina acción sin utilizar, 
por ejemplo, el teclado se transforma en una posibilidad a tener en cuenta sobre todo cuando 
es primordial tener las manos libres de periféricos para el ingreso de información.  En los 
sistemas de RA se pueden mencionar los siguientes mecanismos de toma de datos: 
De acuerdo a [15] se establece los siguientes mecanismos de entrada: 
• Controles físicos 
• Control del habla 
• Control por gestos 
 
En un sistema de RA podemos encontrar dentro de los controles físicos a los dispositivos 
móviles, sean estos smartphones, tablets, etc. Por otro lado el control del habla es muy ade-
cuado cuando se tienen las manos ocupadas. Mientras que el control por gestos es un método 
natural de comunicar la información en el que se basan nuevas metáforas de interacción. 
Requiere de dispositivos especiales para el tracking o en su lugar de la aplicación de 
técnicas de visión por computador. 
Kölsch et al [18] mencionan la existencia de las interfaces multimodales donde se com-




• Aquellas tareas que requieren parámetros adimensionales, es decir, no se debe indicar 
nada en el espacio, pueden indicarse adecuadamente mediante el habla 
• Las tareas que requieren parámetros espaciales de una dimensión como un desplaza-
miento en un eje (por ejemplo, indicar un zoom) 
• Pueden indicarse adecuadamente mediante un dispositivo como un trackball unidi-
reccional. 
• Las tareas que requieren parámetros espaciales de dos dimensiones y tres dimensio-
nes (posicionamiento, escalado y orientación de objetos en el mundo virtual) requie-
ren utilizar diferentes tipos de entrada combinando gestos, movimientos de cabeza y 
trackball unidireccional. 
 
Hay muchos tipos de dispositivos de entrada los sistemas de RA. Algunos sistemas utili-
zan guantes para ingresar datos, otros utilizan algún sistema inalámbrico. En el caso de los 
smartphones pueden ser utilizados como dispositivos de orientación o posicionamiento como 
es el caso de Google Sky Map para el sistema operativo Android [4]. 
La interacción humana con la computadora ha sido por años una manera de comunica-
ción centrada en las máquinas. El reconocimiento gestual es una forma natural de expresión 
humana, por lo humano-computadora (en inglés, Human-Computer Interaction –HCI-). Una 
solución es utilizar técnicas de visión para el reconocimiento gestual. La mayoría de las 
estrategias de reconocimiento gestual basadas en visión por computador se centran en reco-
nocimiento de gestos estáticos conocido como posturas. Sin embargo, se ha argumentado 
que el movimiento de los gestos transmite tantos significado como la propia postura. Los 
movimientos incluyen, por ejemplo, movimiento global de la mano y análisis del movi-
miento del dedo [10]. La interpretación de los gestos puede dividirse en tres fases: modelado, 
análisis y reconocimiento.  
- Modelado: El modelado de los gestos involucra la descripción esquemática de un sistema 
de gestos que da cuenta de sus propiedades conocidas o inferidas. 
- Análisis: el análisis del gesto involucra el cálculo de los parámetros del modelo basado 
en las características de la imagen detectada por la cámara. 
- Reconocimiento: esta fase involucra la clasificación de los gestos basado en los paráme-




Figura 2.6 – Sistema de reconocimiento gestual 
(fuente: McDonald, C. [10]) 
 
Un acercamiento muy interesante es el que se menciona en [19] donde se detalla una 
interacción más precisa en el reconocimiento gestual en lo que se refiere al tracking para la 
interacción de la interfaz del usuario en RA dónde se evalúa la usabilidad y la precisión. Esta 
solución combina algoritmos para la extracción del contorno de la mano para aplicarlo en 
una aplicación de RA. De esta manera, se ocupa de los siguientes requisitos: 
• Selección de los ítem del menú utilizando reconocimiento gestual 
• Robustez y precisión en la detección de la mano y tracking en condiciones de varia-
ción de la iluminación con oclusión limitada 
• Uso de la mano como un puntero en 3D 
 
La facilidad de uso y la independencia de los gestos se abordan mediante la definición 
de cuatro posturas intuitivas de las manos que sirven para la navegación de los menús y la 
selección. Las tareas de navegación y selección son soportadas por detección automática de 
objetos de la mano y extracción de formas de la mano. 
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Una de las técnicas más populares y robustas utilizadas para la detección de la mano es la 
propuesta por Viola & Jones. Este método utiliza Adaboost un método supervisado que eje-
cuta clasificación binaria. Durante el entrenamiento, se genera iterativamente un clasificador 
denominado fuerte agregando un clasificador débil cuya función es adivinar al azar. Cada 
clasificador débil es entrenado en un conjunto de datos generado donde se aplica muestreo o 
ponderación en los casos del conjunto de datos original de la mano. 
Active Appearance Model (AAM) es un modelo estadístico que maneja variaciones de 
formas y texturas de la apariencia foto realística. AAM utiliza un conocimiento previo de la 
apariencia en escalas de grises, estructura de la forma inclusive sus relaciones, con el obje-
tivo de construir modelos generativos para un análisis global de una clase específica de ob-
jetos. Esta técnica se utiliza para recuperar formas en 2D de la postura de la palma y puño 
de la mano en un sistema de RA, siguiendo una serie de análisis locales, alrededor del área 
rectangular de la mano utilizando la técnica de Viola & Jones. En RA cuando se utiliza el 
detector Viola & Jones de la palma de la mano para estimar la ubicación de la punta del dedo 
índice, y AAM para permitir un puntero basado en el dedo. 
2.4 Visualización 
Sistemas de Coordenadas 
El principal desafío para los sistemas de RA es cómo combinar el mundo real y el mundo 
virtual en un único entorno.  
Como menciona [15] existen dos tipos de proyecciones más conocidas y utilizadas en infor-
mática gráfica: proyección ortogonal y proyección perspectiva. 
La proyección perspectiva puede describirse por un modelo matemático sencillo deno-
minado “modelo de Pinhole”.  Este modelo de cámara es utilizado en computación gráfica y 
permite modelar la transformación proyectiva de una escena de tres dimensiones en un plano 
de dos dimensiones. En este modelo de cámara, el lente de la cámara (pin-hole) se encuentra 
en el origen y un punto p se proyecta sobre la película en el punto p´ 





Usando este modelo, se puede definir la relación entre las coordenadas 3D en la escena vir-
tual, x e y, y el resultado de las coordenadas de la imagen en 2D, x’ e y’ 
 
En su forma general, esta relación puede ser representada a través de la siguiente transfor-
mación homogénea: 
 
donde p y p’ son puntos homogéneos y M es la matriz de proyección 4x4: 
 
 
Para obtener esta matriz de proyección para una posición arbitraria de la cámara en el 
espacio, los parámetros intrínsecos y extrínsecos de la cámara se deben extraer independien-
temente. 
Para mantener esta ilusión al usuario, de que los objetos virtuales en realidad son parte 





Figura 2.7 – Sistemas de Coordenadas de un sistema de RA 
(fuente: McDonald, C. [10]) 
 
El principal requisito es determinar las relaciones entre ambos mundos. Estas relaciones 
son del sistema de coordenadas objeto a mundo O, de mundo a cámara C, y de cámara a una 
imagen plana P. De objeto a mundo se refiere a la posición y orientación de un objeto virtual 
con respecto al sistema de coordenadas del mundo que define la escena real. La de mundo a 
cámara define la posición de la videocámara que apunta hacia la escena real. Por último, de 
cámara a una imagen plana especifica la proyección que la cámara realiza para crear una 
imagen 2D a partir de la escena real en 3D. 
La creación de una imagen tridimensional de un objeto virtual en consonancia con la 
vista actual del usuario en el mundo real y la colocación del objeto que está viendo en dicho 
mundo, requiere la definición de las relaciones geométricas entre los objetos virtuales y los 
físicos. 
Como también se especifica en [10] el sistema de coordenadas del mundo es el punto de 
referencia inicial. Luego, el sistema de coordenadas del video cámara se debe determinar 
utilizando alguna estrategia de visión por computador.  La transformación del sistema de 
coordenadas del mundo al sistema de coordenadas de la cámara está representado por C. 
La transformación proyectiva definida por medio del modelo de cámara está represen-
tada por P. La transformación final necesaria para llevar a cabo la registración de manera 
adecuada es la transformación del sistema de coordenadas centrado en el objeto al sistema 
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de coordenadas del mundo, O. Las coordenadas 3D del objeto virtual son asignadas a priori, 
por lo que esta transformación se construye en ese momento.  
Con las dos cámaras alineadas, la fusión de los componentes reales y sintéticos de la 
escena será debidamente registrada. 
De acuerdo a [15], en el proceso de formación de imágenes, reales o sintéticas, existe: 
• una escena compuesta por diversos objetos (en diferentes posiciones y orientaciones) 
• una cámara, con una cierta posición y orientación en la escena 
• una imagen resultante de proyectar la escena de acuerdo a la cámara 
 
Sistema de coordenadas local 
Es un sistema de coordenadas 3D utilizado para referenciar los puntos de un objeto. Si 
se modela un árbol seguramente lo haremos situando un sistema de coordenadas centrado en 
el árbol o en la base del mismo, con un eje alineado con el tronco.  
 
Sistema de coordenadas mundo 
La posición y orientación de los objetos de una escena suele expresarse en relación a un 
sistema de coordenadas 3D situado en algún lugar del mundo. Todos los objetos que integran 
una escena se posicionan, orientan y escalan en relación al mismo sistema de coordenadas 
mundo. 
 
Sistema de coordenadas cámara 
El sistema de coordenadas cámara 3D tiene el origen en el centro óptico de la cámara. 
El eje de proyección de la cámara pasa por el centro óptico y es perpendicular al plano de 
formación de la imagen. El eje Z del sistema de coordenadas cámara está alineado con el eje 
de proyección, con Z+ hacia donde se ubica la escena. El eje Y tiene dirección vertical y el 
eje X dirección horizontal. 
El sistema de coordenadas mundo 3D puede expresarse en relación al sistema de coor-
denadas cámara 3D mediante transformaciones geométricas. De forma equivalente, el sis-





Sistema de coordenadas de la imagen 
Los puntos de la imagen se expresan en relación a un sistema de coordenadas 2D con 
los ejes alineados con los bordes de la imagen. 
 
Es importante destacar lo que menciona [20] en lo que se refiere a los sistemas de coor-
denadas cuando se manipulan objetos 3D. Los autores evalúan el impacto de los tres sistemas 
de coordenadas: cámara, objeto y mundo, sobre la rotación y la traslación de un objeto 3D 
en un escenario de RA. Los ejes del Sistema de coordenadas de la cámara dependen de la 
pose actual del dispositivo móvil, también conocido como la vista del usuario. La vista del 
usuario se utiliza frecuentemente como sistema de referencia en los dispositivos móviles de 
RA. Cada objeto en el espacio tiene su pose 3D específica. La característica del sistema de 
coordenadas del objeto es la dependencia de los ejes entre la traslación y la rotación. El Sis-
tema de coordenadas del mundo es el único sistema de coordenadas estático y representa el 
espacio en el mundo real. 
Por otro lado en [4] se mencionan algunos métodos de visión por computador utilizados 
en RA. La registración de la imagen en RA utiliza diferentes métodos de visión por compu-
tador generalmente relacionado con el tracking de video. Estos métodos usualmente consis-
ten de dos etapas: tracking y reconstrucción/reconocimiento. Primero, los marcadores fidu-
ciarios, imágenes ópticas o puntos de interés son detectados en las imágenes de la cámara. El 
tracking puede utilizar métodos de procesamiento de imágenes tales como detección de ca-
racterísticas, detección de contornos u otros métodos a fin de interpretar las imágenes de la 
cámara. 
En visión por computador la mayoría de las técnicas de tracking pueden separarse en dos 
clases: basados en características y basados en modelos. El primer método consiste de des-
cubrir la conexión entre las características de la imagen en 2D y su las coordenadas del mundo 
en 3D. El segundo método utiliza modelos de los objetos a trackear tales como modelos CAD 
o plantillas en 2D.  
Una vez que se realiza la conexión entre la imagen en 2D y el frame del mundo en 3D, 
es posible encontrar la pose de la cámara proyectando las coordenadas 3D de la característica 
en las coordenadas de la imagen en 2D y minimizando las distancias a sus características 
correspondientes en 2D. 
38 
 
Las limitaciones de la estimación de la pose de la cámara son frecuentemente determi-
nadas utilizando las características de los puntos. 
La etapa de reconstrucción/reconocimiento utiliza los datos obtenidos de la primera 
etapa para reconstruir el sistema de coordenadas del mundo real. 
 
Registro de información 
La RA se ha transformado en una tecnología prometedora para soportar tareas en 3D. La 
registración es una de las claves más importantes de esta tecnología. El proceso de registro 
es la superposición de objetos virtuales en una escena real utilizando información extraída de 
la escena [21]. 
Como menciona [15] la información virtual tiene que estar vinculada espacialmente al 
mundo real de manera coherente, lo que se denomina registro de imágenes (“registration” en 
inglés). Por esto se necesita saber en todo momento la posición del usuario, tracking, con 
respecto al mundo real.  
Cuando se habla de posición y orientación de un objeto o de una cámara debe existir un 
sistema de referencia en base al cual se expresan. En RA, al hablar de imágenes registradas 
significa que tanto las imágenes sintéticas como el mundo real estén en referencia al mismo 
sistema de coordenadas. Es importante destacar la registración geométrica de los objetos sin-
téticos en la escena real. Para ello [22] detalla que la registración geométrica del contenido 
virtual dentro del ambiente real del usuario es la base para una aplicación de RA. Una correcta 
registración geométrica le permite al observador aceptar el contenido virtual como una me-
jora del ambiente real más que una separada o superpuesta capa de información. La escena 
virtual se registra geométricamente midiendo o estimando la pose actual del punto de vista 
del usuario o la cámara con respecto al sistema de coordenadas del contenido virtual. 
2.5 Tecnologías para visualizar la RA 
Azuma, R [9] menciona para construir un sistema de RA es importante determinar 
qué tecnología utilizar para combinar el mundo real con el digital. Para ello existen dos tipos 
de tecnologías: óptica y video. Un HMD see-through es un dispositivo que se utiliza para 
para combinar el mudo real con el digital. Este tipo de dispositivo permite ver el mundo real 
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sobreimprimiendo objetos digitales a través del uso de la tecnología óptica o por video. La 
tecnología óptica trabaja combinando objetos digitales en frente del campo visual del usuario. 
Generalmente se utiliza un combinador óptico transparente del tipo Head-Up Displays 
(HUDs) como se utiliza en los cascos de los pilotos de aviones de combate. El combinador 
óptico, usualmente reduce la cantidad de luz que usuario visualiza en el mundo real para 
lograr una alta absorción de la luz se utilizan proyectores del tipo monocromáticos o gafas 
oscuras donde directamente reducen la onda de luz proveniente del mundo real. 
En la siguiente figura se muestra el diagrama conceptual del uso de la tecnología 
optical see-through utilizando un HMD: 
 
Figura 2.8 – Diagrama conceptual de la tecnología optical see-through  
(fuente: Azuma, R [9]) 
 
 Por otro lado la tecnología video see-through trabaja combinando, en un HDM ce-
rrado, una o más video cámaras (monocular o binocular, respectivamente) montadas en el 
casco. Las videos cámaras proveen al usuario la vista del mundo real. El video de estas cá-
maras se combina con las imágenes gráficas creadas por el generador de escenas, mezclando 
el mundo real con el digital. El resultado se envía a los monitores (o pantallas) en frente de 
los ojos del usuario.  





Figura 2.9– Diagrama conceptual de la tecnología video see-through 
(fuente: Azuma, R [9]) 
 
Cabe aclarar que si bien la técnica de proyección recomendada es optical see-
through, a través del uso de gafas de RA ya que el principal desafío es que el operador no 
pierda la percepción de la realidad pues al ejecutarse operaciones militares de alto riesgo 
como premisa principal es no perder la conciencia y percepción del entorno, adicional-
mente, y a fin de evaluar la versatilidad tecnológica, se realizaron pruebas mediante video 
see-through utilizando las cardboard box. 
2.6 Tracking 
En [15] define al tracking (seguimiento) como el proceso de seguimiento de un objeto 
en movimiento, es decir, la estimación de la posición y orientación (pose) del mismo en cada 
instante. 
En una aplicación de RA se necesita el tracking del participante para conocer la matriz 
de transformaciones geométricas y así realizar el registro de imágenes sintéticas y reales. 
En la mayoría de aplicaciones de RA se trata de realizar un tracking de la cámara que 
captura la escena. Aunque también puede tratarse del tracking de la cabeza del usuario o de 
algún objeto manipulado por este. 
Los autores también mencionan que el tracking en una aplicación de realidad aumentada 
puede hacerse: 
• mediante dispositivos físicos específicos 
41 
 
• tracking basado en visión  
• tracking híbrido, que combina las salidas de dispositivos físicos con el análisis de la 
imagen 
 
Por otro lado [4] menciona que aunque el tracking visual tiene la habilidad para recono-
cer y seguir varias cosas, mayormente utiliza tecnologías tales como GPS y acelerómetros. 
También en [23] menciona métodos de visión por computador se utilizan para el tracking 
de RA. A diferencia de otras tecnologías, los métodos de visión pueden estimar la pose di-
rectamente de la misma imagen que el usuario observa. 
En [4] detalla que los métodos de tracking en RA dependen mayormente del tipo de 
ambiente que el dispositivo móvil se encuentre inclusive el tipo de sistema de RA. El am-
biente puede ser interior, exterior o una combinación de ambos. De la misma manera, el 
sistema puede ser móvil o estático (con una posición fija). Si el dispositivo de RA es móvil 
y se diseñó para ambientes exteriores. El tracking será mucho más duro y dependiendo de las 
técnicas implementadas ofrecerán algunas o desventajas. 
El tracking por visión por computador es eficiente para calcular la pose de la cámara en 
relación a la escena objetivo. Si bien el poder de hardware de los dispositivos móviles aún 
no es del todo poderoso se han explorado técnicas de tracking mediante características natu-
rales.  
En [24] menciona que el tracking de objetos mediante visión por computador es uno de 
los tópicos de investigación más activos en visión por computador por su importancia en 
teleconferencias, vigilancias, seguridad, interacción humano computadora, comprensión de 
video y edición de video, etc.  
La tarea de encontrar correspondencias entre las imágenes de una misma escena o el 
objeto es esencial en las aplicaciones de visión por computador. Esto puede ser implementado 
utilizando tres pasos: detección, descripción y comparación (matching) 
En el paso de detección se seleccionan los puntos de interés de distintos lugares de la 
imagen tales como esquinas y bordes. Estos puntos de interés deben ser distintivos y repeti-
bles, es decir, deben poder detectarse bajo diferentes condiciones visuales. 
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En el paso de descripción, los puntos vecinos de cada punto de interés se representan por 
medio de un vector de características. Este proceso debe ser robusto a ruidos, detección de 
errores y deformaciones geométricas y fotométricas. 
Por último, en la etapa de comparación, los vectores de características de las diferentes 
imágenes son comparadas. Esto se hace usualmente calculando la distancia Euclidiana entre 
los vectores de características. 
En [25] recientes técnicas de comparación (matching) de imágenes tal como BRIEF re-
ducen el tiempo omitiendo el cálculo del factor invariante de la escala, y en cambio, se con-
sidera variaciones multiescala de la imagen destino en el pre-procesamiento. 
En [26] determina que el tracking de objetos es pertinente en las tareas de: 
• Reconocimiento basado en movimiento, es decir, identificación humana basada en el 
paso, detección automática de objeto, etc.: 
• Vigilancia automatizada, es decir, monitorear una escena para detectar actividades 
sospechosas; 
• Indexación de video, es decir, anotación automática y recupero de los videos desde 
una base multimedia; 
• Interacción humano computadora, es decir, reconocimiento gestual, seguimiento del 
iris ocular para ingresar datos a la computadora, etc. 
• Monitoreo de tráfico, es decir, obtener en tiempo real las estadísticas de tráfico vehi-
cular con el objetivo de redirigir el flujo de tráfico. 
• Navegación vehicular, es decir, planificación del camino basado en video con capa-
cidades de evitar los obstáculos. 
 
Tracking puede ser definido como el problema de estimar la trayectoria y como se mueve 
un objeto en la imagen alrededor de una escena. Adicionalmente, un tracker puede proveer 
información del objeto como ser la orientación, área, forma, etc., de ese objeto. El tracking 
de objetos puede ser complejo debido a: 
• Pérdida de información causada por la proyección del mundo 3D en una imagen 2D, 
• Ruido en las imágenes, 
• Complejidad en el movimiento del objeto, 
• Oclusión total o parcial del objeto, 
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• Complejidad en las formas del objeto, 
• Cambios en la iluminación de la escena, y 
• Requerimientos de procesamiento en tiempo real. 
 
Se puede simplificar el tracking mediante la imposición de restricciones en el movi-
miento y/o la apariencia de los objetos. Por ejemplo se puede aplicar una restricción en el 
movimiento del objeto para que sea constante basado en información previa. En conclusión 
información preliminar de los objetos, como el tamaño, la apariencia y la forma puede ser 
utilizado para simplificar el problema. 
Se han propuesto diferentes soluciones para el tracking de objetos. Para llegar a una 
solución adecuada las diferentes propuestas se basan al menos en las siguientes preguntas: 
• ¿Cuál representación del objeto es adecuado para tracking? 
• ¿Cuáles características de la imagen debe ser utilizada? 
• ¿Cómo debería ser modelado el movimiento, apariencia y forma del objeto? 
 
Las respuestas a estas preguntas dependen del contexto/entorno en el que se realiza el 
seguimiento y el uso final para el que se solicita la información del tracking. 
Como menciona [15] según la aplicación de RA que se desarrolle el tracking puede estar 
implementado en función de lo que se interesa conocer: 
• La posición y orientación de la cámara en un sistema de coordenadas global 
• La posición y orientación de la cámara en relación a un objeto de la escena real en 
cuestión 
• La posición y orientación de la cámara en relación a la posición y orientación del 
cuadro de video anterior 
2.6.1 Tracking mediante dispositivos físicos especí-
ficos 
Los sensores provén otra interesante oportunidad o soporte a los desarrolladores de apli-
caciones de visión por computador. Muchos dispositivos cuentan con sensores tales como: 
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acelerómetros, giróscopos, brújulas y GPS. Estos sensores son muy útiles a la hora de re-
construir la orientación de la cámara o la trayectoria en 3D. 
El problema de extraer el movimiento de la cámara a partir de un conjunto de frames es 
desafiante, en términos de performance y precisión. Por ejemplo, SLAM (simultaneous lo-
calization and mapping), SfM (structure from motion) y otras soluciones pueden calcular la 
posición de la cámara e incluso la forma de los objetos que ve la cámara, pero estos métodos 
no son fáciles de implementar, calibrar y optimizar y además necesitan mucho poder de pro-
cesamiento. 
Los sensores, no obstante, pueden proporcionar una estimación bastante precisa de la 
orientación del dispositivo. Para obtener resultados precisos el sensor debe ser utilizado sólo 
como punto de partida, para ser refinado mediante técnicas de visión por computador [27]. 
Por otro lado [28] detalla la fusión de tracking utilizando métodos visuales e inerciales 
y menciona como superar algunas limitaciones fundamentales en el tracking visual utilizando 
la combinación de estas dos técnicas. 
- Gran poder de cómputo: el procesamiento de imagen usado para generar mediciones de 
la cámara es computacionalmente intensivo, sobre todo sin una secuencia de imagen con-
tinua y una predicción razonable de la pose de la cámara. Mediante la explotación de la 
información proporcionada por los sensores inerciales se puede obtener una predicción 
más exacta de la cámara. La predicción mejorada permite reducir el costo computacional 
del procesamiento de imágenes. 
- Movimientos lentos de la cámara: los sistemas de tracking basados puramente en visión 
usualmente pueden manejar únicamente movimientos lentos de la cámara. Esto es debido 
a la demanda computacional y también debido a las características inherentes de la cá-
mara tales como el desenfoque de movimiento. Los sensores inerciales pueden ser mues-
treados a una tasa mucho más alta que las cámaras y los algoritmos son computacional-
mente menos intensivos. 
- Oclusión: si muchas características están ocluidas, la pose de la cámara no puede ser 
estimada utilizando técnicas de visión por computador. Los sensores inerciales, en gene-




- Jitter: las técnicas de visión por computador tienden a introducir saltos (jitter). La razón 
es que la estimación actual de la pose por lo general se basa sólo en el conjunto de carac-
terísticas visible. La cantidad de jitters aumenta cuando el conjunto de características 
cambia significativamente entre los frames. 
2.6.2 Tracking basado en visión 
Existen diferentes técnicas para realizar tracking basado en visión. Las mismas pue-
den categorizarse en dos grandes ramas: 
• Tracking de marcadores 
• Tracking basado en características naturales 
 
Tracking de marcadores 
  Un marcador en el contexto de RA se refiere a lo que se conoce en idioma ingles 
como “fiducial markers”. Es tipo de maracador es cualquier objeto que se puede colocar en 
una escena para proporcionar un punto fijo de referencia. En RA, estos marcadores pueden 
proporcionar una interfaz entre el mundo físico y el contenido virtual que proporciona la RA, 
tales como modelos 3D o vídeos. Estos marcadores permiten al dispositivo que está gene-
rando el contenido virtual calcular la posición y la orientación, de su cámara. Cuando este 
cálculo se realiza en tiempo real, este proceso se conoce como tracking. El tracking de mar-
cadores se puede lograr utilizando sólo información visual. En la práctica esto significa que 
el tracking de marcadores se puede lograr con sólo una cámara y una PC de escritorio; no es 
necesario ningún sensor adicional. 
De acuerdo a [29] menciona que la información que proviene de la imagen de entrada 
se compone básicamente de características de la imagen que son fáciles de extraer de la es-
cena. Las técnicas de tracking basadas en marcadores y las de características naturales (sin 
marcadores) se basan en este principio, con la diferencia de que el primero añade algunos 
marcadores o plantillas que originalmente no pertenecen a la escena con el fin de permitir el 
tracking. 
En [15] se señala que el algoritmo de tracking basado en marcadores está formado 
por dos pasos principales: 
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• Detección e identificación de marcadores 
• Estimación de la matriz de transformaciones geométricas de cada marcador detectado 
 
En cada cuadro capturado se aplica un algoritmo de detección de marcadores seguido de 
una identificación de cada marcador.  
Adicionalmente en [15] se detalla los tipos de marcadores utilizados: Template, ID-
marker, DataMatrix y QR. Los marcadores ID-marker codifican un número de 9-bits (hasta 
512 diferentes) en un patrón de 6 x 6, repitiendo los 9 bits 4 veces completando los 36 bits. 
Los marcadores DataMatrix y marcadores QR no fueron diseñados específicamente para RA, 
sino que su propósito inicial es codificar una serie de caracteres ASCII, como por ejemplo, 
una dirección URL. 










Figura 2.10 – Diferentes tipos de marcadores: a) Template; b) ID-marker; c) DataMa-
trix y d) QR 
(fuente: varias) 
 
Tracking de características naturales  
Las aplicaciones de visión por computador, incluido el reconocimiento de objetos, recu-
peración de imagen, odometría visual y RA, se basan, en gran medida, en el establecimiento 
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de correspondencias entre puntos del mundo real similares que aparecen en las diversas imá-
genes. El método más aceptado y reconocido para lograr esto se basa en el reconocimiento 
de puntos claves que comprende dos etapas fundamentales: 
• El primer paso corresponde a la detección de puntos clave (keypoints) en una imagen 
que contiene el objeto de interés. 
• El segundo paso corresponde a la extracción de características cuya función en cal-
cular una característica para describir la región que abarca el punto clave. Por lo tanto 
se pueden encontrar correspondencias comparando las características de una imagen 
fuente y una imagen de consulta. 
 
Ambos pasos han recibido una considerable cantidad de atención en las últimas décadas, 
con algoritmos que han sido diseñados para que sean más robustos a las variaciones minimi-
zando el tiempo de procesamiento. En general, los descriptores de características pueden ser 
categorizados en dos clases: 
• Los basados en descriptor 
• Los basados en clasificación 
 
Basados en Descriptor: se basa en el diseño de la característica sea robusta contra espe-
cíficos tipos de deformaciones. Por lo general se centran en la escala o tamaño, rotación, 
corrección y normalización de la intensidad. Algunos enfoques basados en descriptores son: 
SIFT, GLOH y SURF. Las grandes necesidades computacionales de estos descriptores gene-
ralmente limitan su aplicabilidad a las aplicaciones en tiempo real. Los recientes intentos se 
han hecho para reducir el tiempo de procesamiento: ORB, BRISK, y FREAK. 
Basado en Clasificación: a diferencia del anterior, requiere una etapa de entrenamiento 
off-line para aprender un conjunto de características provenientes de imágenes (del objeto de 
origen) lo que permite lograr insensibilidad a determinados tipos de deformaciones. Estos 
enfoques están diseñados para transferir gran parte de la carga computacional a la fase de 
entrenamiento con el fin de reducir el costo de comparación (matching) ejecutado de manera 
on-line al tiempo que aumenta su robustez. 
48 
 
Es bien sabido que lograr el reconocimiento de objetos invariantes ha sido uno de los 
mayores desafíos en visión por computador. Recientemente, ha habido un progreso signifi-
cativo en el uso e implementación de algoritmos hacia la detección de características inva-
riables en imágenes más complejas. 
Como menciona [30] es importante saber que los algoritmos basados en características 
han sido ampliamente utilizados como detectores de puntos debido a que las esquinas y bor-
des corresponden a las ubicaciones de imagen con alto contenido de información , lo que 
significa esto que pueden ser comparados entre las imágenes. Los detectores basados en ca-
racterísticas son precisos cuando los objetos a ser comparados tienen una esquina o borde 
distinguibles. En otras palabras, los detectores basados en características tienden a ser más 
adecuados sobre superficies planas y objetos dentro de una imagen dada. Además, los algo-
ritmos basados en características no se desempeñan tan bien cuando las imágenes están su-
jetas a variaciones en la escala, la iluminación, la rotación o transformación afín. Para superar 
estas limitaciones, una nueva clase de algoritmo de comparación de imagen fue desarrollado 
simultáneamente. Estos algoritmos son conocidos como algoritmos basados en la textura de-
bido a su capacidad para comparar características entre diferentes imágenes a pesar de la 
presencia de fondos texturizados y bordes bien definidos. 
En [22] menciona que los trackers sin marcadores están basados en puntos de caracte-
rísticas naturales (frecuentemente llamado puntos de interés o puntos clave) visibles en el 
ambiente del usuario. A fin de obtener una precisión adecuada en la determinación de la pose, 
dichos puntos de características naturales deben reunir los siguientes requerimientos: 
Procesamiento veloz 
Debe ser posible para calcular grandes cantidades de características de los puntos y los 
descriptores asociados en tiempo real a fin de calcular la estimación de la pose en un tiempo 
aceptable. 
Robustez con respecto a los cambios en las condiciones de luminosidad e imagen bo-
rrosa 
El conjunto de características de puntos inclusive los descriptores calculados no deben 
variar significativamente bajo condiciones diferentes de luz o imagen borrosa. Ambos efectos 
son bastante comunes en particular en ambientes abiertos o exteriores. 
Robustez frente a la observación de diferentes ángulos de visión. 
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Invariancia en la escala 
En RA, los objetos que proporcionan los puntos característicos necesarios a menudo se 
observan desde diferentes distancias. La invariancia de escala se refiere al hecho de que los 
puntos característicos visibles desde una distancia bastante grande no desaparecerán. 
 
Se debe considerar una buena característica local cuando cumple con las siguientes con-
diciones: 
• Localidad: regiones pequeñas son menos sensibles a las deformaciones de la imagen 
deformaciones, y otras partes del objeto pueden ser ocluidas. 
• Pose invariancia: El detector características de puntos puede seleccionar una posición 
canónica, la escala y la orientación para comparación subsecuente. 
• Distinción: Los descriptores de características deberían permitir una alta tasa de de-
tección (0,7 a 0,9) y una baja tasa de falsos positivos. 
• Repetitividad: Debemos ser capaces de detectar los mismos puntos a pesar de los 
cambios en las condiciones de visión 
 
El proceso de tracking en aplicaciones de RA consiste en comparar (matching) puntos 
2D-3D y estimar la pose de la cámara. El matching determina una relación entre pares de 
puntos 2D-3D para establecer una restricción geométrica entre la imagen y los frames de 
referencia del objeto 3D.  Diferentes algoritmos de estimación de la pose se desarrollaron, 
sin embargo, hay dos clases de algoritmos: analítico e iterativo. Los métodos analíticos son 
algoritmos que admiten un número finito de soluciones. Mientras que los métodos iterativos 
se basan en la minimización de un cierto criterio de error. La estimación de la pose de la 
cámara se basa en la extracción geométrica de primitivas lo que permite hacer el matching 
de los puntos 2D extraídos de la imagen con los puntos 3D conocidos del objeto. Para deter-
minar la pose, los pares de puntos 2D-3D deben ser conocidos y la cámara se supone cali-
brada.  
La calibración de la cámara determina el modelo geométrico de un objeto y el sistema 




Figura 2.11– Marco de referencia usado para estimación de la pose 
(fuente: Maidi, M. et al [31]) 
2.6.3 Tracking híbrido 
Como menciona [32], los sistemas que utilizaban el tracking híbrido se hicieron dis-
ponibles durante la década de los noventa y utilizan por ejemplo compases electromagnéti-
cos (magnetómetros), sensores de inclinación gravitatoria (inclinómetros) y giroscopios 
(mecánicos y ópticos) para el seguimiento de orientación y el seguimiento de posición ul-
trasónica, magnética y óptica, respectivamente. La utilización de técnicas de tracking híbri-
dos son actualmente la manera más prometedora de lidiar con las dificultades que plantean 
los entornos de MRA en interiores y exteriores en general.  
Por otro lado en  [15] mencionan que en algunas aplicaciones de RA las técnicas de 
visión por computador no brindan una solución de tracking adecuada y por esta razón se 
han desarrollado métodos de tracking híbrido que consisten en combinar las salidas de dis-
positivos físicos y el análisis de video. Este tipo de tracking resulta efectivo para aplicacio-
nes que requieren estimar la posición de la cámara con respecto a una escena estática, pero 
no se aplica al tracking de objetos en movimiento con una cámara estática.  
De acuerdo a [33], las tecnologías de tracking pueden agruparse en tres categorías: 
active-target, pasive-target e inercial. Los sistemas de active-target incorporan emisores de 
señal y sensores puestos en un entorno preparado y calibrado. Ejemplos de tales sistemas 
utilizan señales magnéticas, ópticas, radio y acústicas. 
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Los sistemas pasive-target utilizan señales ambientales o de origen natural.  Ejem-
plos incluyen brújulas que detectan el campo de la tierra y sistemas de visión que detectan 
marcadores fiduciarios intencionalmente colocados (por ejemplo, círculos, cuadrados) o ca-
racterísticas naturales. Los sistemas inerciales son aquellos que detectan fenómenos físicos 
creados por aceleración lineal y movimiento angular. Los sistemas híbridos intentan com-
pensar las deficiencias de cada tecnología usando mediciones múltiples para producir resul-
tados robustos combinando estas tecnologías con tracking basado en visión. 
2.7 Reconocimiento de Objetos 
De acuerdo a [10] algunos sistemas utilizan objetivos para ayudar en el tracking. Este 
tipo de tracking se conoce como tracking de landmark. Se conoce la posición Euclidiana de 
cada objetivo en el ambiente y esta información puede ser utilizada para inferir la posición 
de la cámara. Esta técnica requiere que estén visible dos o más características del objetivo 
proporcionando un registro preciso. 
El número de características del objetivo depende del número de grados de libertad del 
punto de vista. El foco de los sistemas es determinar la posición de los objetos en la escena 
con respecto a la cámara. 
Utilizar las características naturales del ambiente en lugar de objetivos elimina la restric-
ción del movimiento de la cámara. Sin embargo, la detección de características naturales 
normalmente agrega suficiente complejidad computacional. En ambos casos, es decir, siste-
mas de tracking por características naturales o por objetivo, las características deben ser en-
contradas antes que sean rastreadas (tracked). 
El enfoque basado en objetivos tiene ventajas y desventajas. Una desventaja es que el 
ambiente observado debe tener un mínimo número de objetivos sin obstrucción. También, la 
estabilidad de la pose disminuye con menos características visibles. La razón para el uso de 
las características naturales es eliminar el requisito de colocar objetivos en el medio am-
biente. Para reconocer un objetivo es primordial obtener las características principales o atri-
butos más relevantes de un objeto específico y compararlo contra una base de características 
de los objetos almacenados a fin de determinar la similitud alcanzada. 
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Como menciona [12] la extracción de puntos característicos es un paso usado frecuente-
mente para llegar a definir el objeto en sí dentro de una imagen. El objetivo principal es la 
obtención de los puntos característicos del objeto que nos permitan identificarlo nuevamente 
a partir de estos puntos. 
Para la extracción de puntos característicos, existen una serie de pasos: 
- Detección: consiste en encontrar el lugar de la imagen donde existen puntos caracte-
rísticos. La detección es el proceso en el cual se localizan las regiones de la imagen 
que contienen unas características determinadas, debido a su forma o textura. 
Los retos actuales de los detectores son encontrar regiones características de distintos 
tamaños y con cualquier orientación. De esta forma se consigue ser invariante a tales 
efectos, lo cual permite detectar las mismas regiones en escenas donde varía el ta-
maño de los objetos y donde puedan estar orientados de cualquier forma. Asimismo 
es importante que la detección de puntos no se vea afectada por cambios de ilumina-
ción en la escena. 
- Descripción: se realiza tras la detección. Una vez localizado el lugar, se procede a 
describir mediante una o más características la región situada alrededor del punto 
característico detectado. Estas características se almacenan frecuentemente en un 
vector para su uso posterior. Este proceso se lleva a cabo mediante el cómputo de la 
región característica que rodea a cada punto, concepto conocido como descripción 
local. 
- Comparación (Matching): para obtener resultados fiables en el proceso de compara-
ción (matching) entre un par de imágenes es la tarea que algunos de los métodos de 
matching más populares están tratando de lograr. Pero ninguno de ellos ha sido uni-
versalmente aceptado. Es de destacar que la selección del método adecuado para 
completar una tarea de matching depende en gran medida del tipo de imagen y en las 
variaciones dentro de una imagen. 
 
Algunos descriptores de características se han convertido en populares para el uso de 
navegación de robots en el interior y exterior de construcciones, tracking de objetos y reco-
nocimiento, y algunas otras tareas que incluyen la comparación y registro de imágenes o 
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secciones de imágenes. Es importante mencionar que los smartphones también utilizan re-
conocimiento de objetos en aplicaciones de, por ejemplo, RA, seguridad en basada en reco-
nocimiento facial, e interfaz de usuario basados en reconocimiento gestual. Entre otros mé-
todos y por su precisión se podría utilizar el método SIFT como extractor de puntos de interés 
de los objetos y los describe de manera robusta contra cambios de traslación, escala y rota-
ción. A este método se lo considera robusto con respecto a cambios geométrico gracias a su 
detector de región invariante y a su descriptor basado en la distribución de orientación. Sin 
embargo SIFT consume mucho poder de procesamiento debido a la generación del descrip-
tor y al proceso de matching. La detección e identificación de objetos sigue siendo un desafío 
en las aplicaciones de visión por computador debido al cambio de condiciones del ambiente.  
Adicionalmente hay que considerar al reconocimiento de patrones como técnica para 
identificar y clasificar un objeto. En [12] se define al Reconocimiento de Patrones como la 
ciencia que se ocupa de los procesos sobre ingeniería, computación y matemáticas relacio-
nados con objetos físicos o abstractos, con el propósito de extraer información que permita 
establecer propiedades de entre conjuntos de dichos objetos. Los patrones se obtienen a partir 
de los procesos de segmentación, extracción de características y descripción, donde cada 
objeto queda representado por una colección de descriptores. El sistema de reconocimiento 
debe asignar a cada objeto su categoría o clase (conjunto de entidades que comparten alguna 
característica que las diferencia del resto). Por lo tanto una definición formal de Reconoci-
miento de objetos englobado dentro del reconocimiento de Patrones es la siguiente: es la 
categorización de datos de entrada en clases identificadas, por medio de la extracción de 
características significativas o atributos de los datos extraídos de un medio ambiente que 
contiene detalles irrelevantes. 
En un problema de clasificación de patrones tradicional, se tienen varias clases que se 
caracterizan por sus estadísticas. Es decir, se asume que se ha observado en el pasado más de 
un ejemplo de cada clase y por lo tanto se puede clasificar cada clase por algunas propiedades 
del conjunto de observaciones pasadas (llamado un conjunto de entrenamiento). Un conjunto 
de entrenamiento puede estar caracterizado por un modelo paramétrico, en la que todo el 
conjunto está representado por un pequeño conjunto de parámetros tales como un vector de 




Descriptores de características 
Una de las características del framework propuesto, es reconocer e identificar objetos, 
tales como construcciones edilicias y vehículos de combate. Para lograr este objetivo una 
tarea importante es codificar la estructura local en un conjunto de puntos de una imagen con 
el fin de comparar entre las imágenes a pesar de los cambios visuales tales como cambios de 
escala, orientación, contraste, etc.  
Los descriptores locales para cálculo de puntos de interés han demostrado ser muy exi-
tosos en aplicaciones tales como reconocimiento de objetos, reconocimiento de texturas, ubi-
cación de robots, minería de datos de video, reconocimiento de categorías de objetos, entre 
otros. Son distintivos, robustos a oclusión y no requieren segmentación. Recientes trabajos 
se han concentrado en hacer de estos descriptores invariantes a la transformación de imáge-
nes. La idea es detectar áreas de imagen covariantes a una clase de transformaciones, que 
luego se utilizan como zonas de soporte para calcular descriptores invariantes [34]. 
Considerando a los detectores de regiones invariantes, la pregunta que resta hacer es cuál 
descriptor es el más apropiado para distinguir las regiones y si la selección del descriptor 
depende del detector de región. Hay un gran número de posibles descriptores y medidas de 
distancia asociados que hacen hincapié en diferentes propiedades de la imagen como inten-
sidades de los píxeles, color, textura, bordes, etc. 
Una característica local es un patrón en una imagen que difiere de su vecino inmediato. 
Está usualmente asociado con un cambio de la propiedad de la imagen o diversas propiedades 
simultáneamente, aunque no esté necesariamente localizado exactamente en este cambio. Las 
propiedades de la imagen comúnmente consideradas con la intensidad, color y la textura. 
Características locales pueden ser puntos, bordes o pequeñas porciones de una imagen. La 
invariancia en las características locales es una poderosa herramienta que ha sido aplicado 
exitosamente en un amplio rango de sistemas y aplicaciones [35]. 
Existen tres clases de categorías de detectores de características: 
1) un tipo específico de características locales, que puede tener una interpretación se-
mántica específica en el contexto de una determinada aplicación. Por ejemplo, bordes 
detectados en imágenes aéreas a menudo corresponden a las carreteras; detección de 
regiones se puede utilizar para identificar impurezas en algunas tareas de inspección; 
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etc. Estas fueron las primeras aplicaciones para las que han sido propuestos detectores 
de características locales. 
2) lo que las características representan realmente no es realmente relevante, siempre y 
cuando su ubicación puede determinarse con precisión y de manera estable en el 
tiempo. Esto es, por ejemplo, la situación en la mayoría de las aplicaciones de mat-
ching o de tracking, y en especial para la calibración de la cámara o reconstrucción 
3D. 
3) un conjunto de características locales puede ser utilizado como una representación 
robusta de la imagen, permite reconocer objetos o escenas sin la necesidad de seg-
mentar. 
 
Las 3 categorías anteriores impone sus propias limitaciones, y una buena característica 
de una aplicación puede ser inútil en el contexto de un problema diferente. Estas categorías 
pueden ser consideradas cuando se busca un detector de características adecuado para una 
aplicación determinada. Tradicionalmente, el término detector ha sido utilizado para referirse 
a la herramienta que extrae las características de una imagen, por ejemplo, una esquina, una 
región o un detector de bordes. La evaluación de los descriptores se ejecuta en el contexto de 
matching y reconocimiento de misma escena u objeto observado bajo diferentes condiciones 
de vista. 
Muchas características son seleccionadas manualmente por el usuario dependiendo del 
dominio de aplicación. Sin embargo, el problema de la selección automática de característi-
cas ha recibido atención significativa en la comunidad de reconocimiento de patrones. Los 
métodos de selección automática de características pueden dividirse en métodos de filtro y 
métodos de contenedor. El método de filtro intenta seleccionar las características basadas en 
un criterio general, por ejemplo, las características deben ser no correlacionadas [26]. 
Los métodos de contenedor seleccionan las características basadas en la utilidad de las 
características en un dominio específico del problema, por ejemplo, la performance en la 
clasificación utilizando un subconjunto de características.  
PCA es un ejemplo de métodos de filtro para la reducción de características. PCA im-
plica la transformación de un número de variables correlacionadas en un número (pequeño) 
de variables no correlacionadas llamada componentes principales. El primer componente 
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principal representa la mayor cantidad de variabilidad en los datos como sea posible y cada 
componente subsiguiente representa como gran parte de la variabilidad restante como sea 
posible.  
Un método de contenedor selecciona las características de manera discriminatoria para 
seguir (tracking) una clase particular de objetos es el caso del algoritmo Adaboost.  
Adaboost es un método para encontrar un clasificador fuerte basado en una combinación 
de clasificadores débiles moderadamente inexactos. Teniendo en cuenta un amplio conjunto 
de características, un clasificador puede ser entrenado para cada característica. Adaboost, 
descubrirá una combinación ponderada de los clasificadores (características que representan) 
que maximizan el rendimiento de la clasificación del algoritmo.  
2.8 Arquitectura de software para aplicaciones de 
RA 
De acuerdo a [17] un sistema de RA requiere de un conjunto de componentes para 
cumplimentar con sus objetivos básicos: el reconocimiento en tiempo real del contexto del 
mundo físico, la registración de los objetos físicos de destino con sus objetos virtuales co-
rrespondientes, visualización del contenido de RA y el manejo de la interacción del usuario. 
También, hay que considerar que la arquitectura global de una aplicación de RA es respon-
sable por: 
• Procesar el contenido incluyendo contenido adicional multimedia 
• Procesar las entradas de los usuarios 
• Procesar el contexto provisto por los sensores  
• Administrar la presentación del resultado final (auditivo, visual, háptico, etc) 
• Administrar la comunicación con los servicios adicionales 
 
En cuanto a los procesos o tareas centrales que debe realizar una aplicación de RA se 
pueden ubicar la carga principal del lado del cliente, del lado del servidor o una distribución 
de carga equilibrada. Si consideramos una aplicación típica de RA que utiliza una sola fuente 
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de vídeo, tanto para el tracking como para la proyección visual, el “pipeline” de procesa-
miento se debería componer de las siguientes tareas principales: adquisición de vídeo, tra-
cking, cómputo de aplicaciones, renderizado y visualización. La descarga de algunas de estas 
tareas a un servidor permite ejecutar aplicaciones distribuidas pero para ello se debe tener 
cautela en el uso del ancho de banda de red disponible. En [14] se detalla que existen 4 niveles 
diferentes de externalizar las tareas al servidor: 
1. Toda la carga es procesada por el cliente independizándose del servidor y de la infra-
estructura que lo soporta.  
2. Se externaliza al servidor únicamente la tarea de tracking. En este caso se enviará una 
imagen pre-procesada o un video comprimido para calcular la posición y orientación 
correspondiente. La ventaja de este tipo de externalización es que la tarea compu-
tacional es cargada al servidor mientras que los otros detalles de la aplicación son 
manejados por el cliente. Las dependencias entre el cliente y el servidor son mínimas. 
Por ejemplo, mientras que el tracking de un marcador puede ser ejecutado en tiempo 
real desde el cliente a través de un dispositivo móvil, el tracking de características 
naturales se puede beneficiar si se ejecuta desde el servidor por su gran capacidad de 
cómputo. No obstante los procesadores de los nuevos dispositivos móviles son muy 
poderosos y esta tendencia podría cambiar drásticamente. 
3. Se externaliza al servidor las tareas de tracking y de la aplicación. En este caso la 
aplicación envía al cliente un flujo de comandos gráficos o de información gráfica 
para que sea, posteriormente, renderizado el objeto virtual en el lado del cliente 
4. Las tareas de tracking, el cómputo de la aplicación y el renderizado es enviado al 
servidor. Estas 3 tareas resultan las de mayor procesamiento de cómputo y el objetivo 
es enviar toda la carga al servidor. 
 
En la siguiente figura se grafica los cuatro niveles de tareas para el procesamiento de RA 




Figura 2.12 – Diferentes niveles de procesamiento de las tareas de RA. a) las tareas se 
ejecutan en el cliente; b) en el server se ejecuta la tarea de tracking; c) en el servidor 
se ejecutan las tareas de tracking y la lógica de  la aplicación y d) todas las tareas se 
realizan en el servidor 







En este Capítulo se detallan algunos proyectos militares que utilizan la RA como tecnología 
principal para mejorar la CS. Se explica que es la CS y cómo impacta la RA en la CS. Pun-
tualmente se estudian diferentes tecnologías militares que aplican RA para mejorar la CS. Se 
realiza una tabla comparativa entre los diferentes proyectos militares que utilizan RA con-
trastada con la tecnología propuesta (framework de software y los componentes tecnológicos 
que le dan soporte) en el informe. 
3.1 Realidad Aumentada para mejorar la Concien-
cia Situacional 
Brown, David Wm [1] menciona que la CS (en inglés, situation awareness o también 
situational awareness) se refiere a la percepción, la comprensión, y la previsión de los ele-
mentos dentro de un entorno operacional requerido para actuar con eficacia dentro de ese 
ambiente. 
Tremblay, Sébastien et al [36] definen que la CS es un requisito previo para la opor-
tuna y correcta toma de decisiones en el rápido y altamente estresante contexto de los entor-
nos operativos de infantería. Se espera que la introducción de las tecnologías de soporte elec-
trónico en el campo de batalla mejore la CS, proporcionando la información correcta, en el 
momento adecuado y en el formato correcto.  




Figura 3.1– Modelo de la CS en la toma de decisión dinámica 
(fuente: Masoud, G. et al  [37]) 
 
Endsley, M. R. et al [38] determinan que uno de los factores más importantes que 
subyacen en el desarrollo de una adecuada CS es la presencia de los modelos mentales y 
esquemas de situaciones prototípicas. Proporcionan una construcción mental fundamental 
para dirigir la forma de asignar la atención y destacar los temas críticos. 
 Los principales atributos de la CS son: 
• Visión global en todo momento con la posibilidad de obtener detalles en cualquier 
momento 
• El uso de interfaz  estándar para el acceso y el intercambio de datos 
• Los datos organizados para alcanzar los objetivos 
• Fácil transición entre los objetivos 
 
Endsley, M. R [39] [40] menciona que la CS es la percepción de los elementos en el 
medio ambiente dentro de un volumen de tiempo y espacio, la comprensión de su significado 
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y la proyección de su situación en un futuro próximo. Es importante detallar los tres niveles 
de la CS propuestos. El modelo sugerido se estructura en tres niveles jerárquicos de la CS, 
cada uno de los cuales es necesario, pero no suficiente, precursor del nivel siguiente y supe-
rior. El mismo se basa en el establecimiento de una cadena de procesamiento de la informa-
ción que, dividida en tres niveles, comienza con la percepción de la misma, prosigue con la 
interpretación y finaliza con la predicción. 
Los procesos están formados por tres niveles aplicables a la CS, estos son: 
• Nivel 1: percepción de los elementos del entorno. Se refiere a la percepción de la 
información recibida a través de la instrumentación disponible, del comporta-
miento del entorno, de la información asociada a otros sujetos del entorno, a ame-
nazas circundantes, en definitiva, al entendimiento del ambiente. En este estadio 
no se interpretan los datos, sólo se almacenan en forma “bruta”, sin elaborar. Al-
gún dato puede servir para confirmar el estado de una variable, pero sin ser inte-
grado todavía por el individuo. 
• Nivel 2: comprensión de la situación actual. Se alcanza a través de la percepción 
de los elementos del entorno. En este estadio no es necesario que se produzca una 
comprensión relevante para el desarrollo de su tarea por parte del operador. Es el 
nivel en el que se produce el proceso de integración de los datos. La CS va más 
allá de la percepción, contemplando también el proceso mediante el cual los su-
jetos combinan, interpretan, almacenan y retienen información. De esta manera 
la CS incluye no solo la percepción de la información del entorno, sino también 
la integración de múltiples piezas de información y la determinación de su rele-
vancia en función de los objetivos del sujeto. 
• Nivel 3: predicción del estatus futuro. Este es el nivel más elevado de la CS, que 
se asocia con la habilidad para proyectar el estatus futuro de los elementos del 
entorno. La precisión en la predicción depende enormemente de la información 
obtenida en los niveles 1 y 2. La anticipación proporciona al sujeto el tiempo 






Figura 3.2 – Modelo de los tres niveles de la CS 
(fuente: Endsley, M. R. [39] [40]) 
 
Por otro lado, los problemas más frecuentes asociados con la mala CS están dados 
por la ausencia en la recolección de la información necesaria, los problemas de percibir la 
información clave en la situación y la falta de comunicación. Las soluciones de CS permiten 
a los soldados hacer un uso efectivo de la información variada en un contexto de batalla.  
De acuerdo a [41], la nueva tecnología ofrece métodos innovadores de obtener infor-
mación contextual y representarla visualmente de una manera natural y no invasiva sin afec-
tar el proceso cognitivo del combatiente. 
En [42] el concepto de Soldado del Futuro fue desarrollado para identificar las capa-
cidades de un soldado y llevarlas al campo de batalla. Es un concepto de cómo podría estar 
equipado el Soldado del Futuro. El Soldado del Futuro estará adaptado a cada área tecnoló-
gica teniendo especial énfasis en el rendimiento cognitivo para mejorar la eficacia del sol-
dado y un aumento en el ritmo operativo. 
Hay siete áreas principales aplicable al soldado: 
• Rendimiento Humano y Entrenamiento 
• Protección 
• Letalidad 





• Potencia y energía 
 
Es importante resaltar el área de Rendimiento Humano ya que está relacionado con 
el desempeño de los soldados en el campo de batalla. Tener un correcto desempeño en una 
operación militar depende en gran medida en tener una correcta CS. La CS incluye la pérdida 
o percepción incompleta o cambio a elementos presentes en el entorno operacional del sol-
dado. Este factor puede estar relacionado con las percepciones limitadas de un individuo de 
su entorno operacional así como su capacidad de mantener un nivel alto de vigilancia de una 
serie de elementos. 
Las futuras operaciones militares se apoyarán en herramientas de Comando, Control, 
Comunicaciones, Computación, Información, Inteligencia (C4I2) para un rendimiento óp-
timo en sus tareas asignadas en ambientes versátiles y hostiles. Los soldados portarán dimi-
nutas y potentes unidades centrales de procesamiento donde procesarán toda la información, 
capaz de controlar desde los parámetros fisiológicos, pasando por la gestión de las comuni-
caciones hasta la navegación o los datos de los subsistemas de armas y demás sensores aso-
ciados. En [43] se menciona que las soluciones críticas están centradas en mejorar:  
• Comunicación  
• Conciencia Situacional (CS)  
• Comando y Control (C2)  
 Los ambientes virtuales y aumentados estarán en todas partes (ubicuidad) y apoyarán 
casi todas las facetas de la guerra incluyendo comunicaciones, visualización de datos, el con-
trol del sistema y capacitación.  
 El incremento en el uso de sensores de vehículos tanto en vehículos no tripulados 
como en lugares estratégicos se combinan para aumentar los requisitos de información a fin 
de proveer a los soldados datos que les sirva para cumplimentar su misión en el campo de 
batalla. Las unidades de combate se vuelven más dispersas y especializadas por lo que ad-
quirir y mantener la Conciencia Situacional se vuelve más difícil. Por ejemplo, el aspecto 
predictivo de la Conciencia Situacional se hace especialmente difícil en las operaciones ur-
banas, donde la línea de contacto visual con las fuerzas aliadas o amigas se hace difícil man-
tenerla durante un largo período de tiempo. En principio, algunas de estas dificultades se 
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pueden superar mediante el uso de una tecnología que puede organizar y presentar la infor-
mación al usuario de forma automática. Un enfoque prometedor es la RA [44]. 
Por otro lado se puede mejorar la CS por medio del envío de información a través de 
los sensores dispersos geográficamente para luego visualizar dicha información utilizando 
como técnica la RA [45]. 
 Es importante entender que la CS juega un papel crítico en las operaciones militares 
en cualquier terreno donde se desarrolle una misión.  El comando y control dependen en gran 
medida de la CS, ya que las decisiones tienen que hacerse sobre la base de la situación actual. 
 La literatura apoya el potencial de la RA para mejorar la CS. Con el uso de la RA 
podría producir mejoras dramáticas en el rendimiento del soldado y proporcionar una gran 
ventaja en el combate. 
3.2 Principales proyectos militares que aplican la 
RA 
En lo que respecta al ámbito militar, recientemente se está utilizando la RA como soporte 
para mejorar la CS en la toma de decisiones en particular en operaciones militares. Muchas 
de las operaciones militares se desarrollan en entornos desconocidos. Estos complejos cam-
pos de batalla en 3D son muy exigentes e introducen muchos desafíos para el combatiente. 
Estos incluyen visibilidad limitada, falta de familiaridad con el medio ambiente, amenazas 
de francotirador, ocultamiento de fuerzas enemigas, mala comunicación y un problema de la 
localización e identificación de los enemigos y de las fuerzas aliadas. Para ello tener una 
conciencia situacional amplia del terreno es vital para que la operación sea un éxito minimi-
zando los efectos colaterales.  
Livingston [5] [44] pasó a especificar diez observaciones importantes para el desa-
rrollo de un exitoso sistema digital: 
• No existen modelos maduros para la comunicación en ambientes urbanos 
• Ningún modelo coherentemente integra la información del terreno, el clima, los 
océanos y el espacio para las operaciones urbanas conjuntas. 
• Las unidades necesitan poder comunicarse entre sí y con unidades cercanas 
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• El seguimiento (tracking) de fuerzas aliadas en ambientes urbanos es importante 
• Personalizar el cuadro de operaciones común (en inglés, common operating pic-
ture –COP-) 
• La obtención de información debe ser automatizado de acuerdo a las prioridades 
y los roles del individuo. 
• Las unidades deben actualizar los mapas y las bases de datos 
• Existe la necesidad de información en 3D dentro de los edificios y bajo tierra 
• La información debe estar rotulada  
• Ayudar al usuario encontrar objetos de interés dentro del desorden visual 
 
Una serie de programas de investigación han explorado los medios por los cuales la 
información de navegación y coordinación se pueden enviar al soldado utilizando técnicas 
de RA. Los programas del Soldado del Futuro han incursionado en la investigación y el desa-
rrollo de componentes electrónicos aplicando la RA como tecnología para visualizar infor-
mación del medio ambiente donde se produce el combate y de esta manera facilitar la toma 
de decisión ante situaciones hostiles. 
3.2.1 Proyecto Eyekon 
Hicks, Jeffrey et al [46] definen al proyecto EyeKon como un sistema de soporte a la 
toma de decisiones basado en agentes inteligentes instalados en una computadora portátil que 
transporta el soldado. El soldado visualiza información de objetivos y otra información en su 
armamento. El soldado no sólo ve objetos y posiciones sino también los medios para designar 
nuevos objetos como posibles amenazas y coordinar las acciones del equipo en respuesta a 
una situación que cambia dinámicamente. El proyecto tiene como objetivo desarrollar iconos 
inteligentes y descripciones que se superponen en el video del arma del soldado.  
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Los sistemas de armas deben ser optimizados no sólo para reducir al mínimo el peso 
total transportado por el soldado, sino también para reducir al mínimo la sobrecarga cogni-
tiva. Demasiados datos en su pantalla y el soldado rápidamente se siente abrumado con de-
masiada información afectando su conciencia situacional del medio que lo rodea. 
Las funciones básicas se encuentran en una computadora portátil conectada, a través 
de una red inalámbrica segura, a una base de datos local y remota. Incorpora sensores que 
brindan información en tiempo real (ej. Inercial, GPS, IR, etc). El software está compuesto 
por agentes que realizan consultas a la red a fin de monitorear información de amenazas y 
otros tipo de información estratégica para el soldado (ej. misión, estados, etc). Sobre la visión 
del arma se sobreimprime información utilizando técnicas de RA o a través del uso de una 
gafa monocular. 
EyeKon implica el diseño de una interfaz avanzada de usuario y es un subconjunto 
de RA de mejoras visuales aplicadas al concepto de Land Warrior. 
Las características conceptuales son: 
• Superponer iconos de situación en el armamento de un soldado 
• Mejorar la conciencia situacional analizando el rango de  amenazas 
• Maximizar la capacidad de respuesta y minimizar los requisitos de peso y poten-
cia 
3.2.2 Proyecto BARS 
El Naval Research Laboratory (NRL) desarrolló un sistema prototipo de realidad au-
mentada conocido como BARS (en inglés, Battlefield Augmented Reality System) [2]. Este 
sistema conecta a múltiples usuarios móviles junto con un centro de mando. BARS se centró 
en el desarrollo de un sistema digital para ayudar a resolver el creciente énfasis en las opera-
ciones militares en terreno urbano. BARS realiza el seguimiento (tracking) de la posición y 
orientación de la cabeza del usuario y superpone gráficos junto con anotaciones que se ali-
nean con los objetos reales en el campo visual del usuario. Varias unidades compartían una 
base de datos común, donde las personas podían optar por unirse a un canal determinado para 
acceder a los datos gráficos. 
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Una característica importante es que se utilizaron componentes comerciales con el objetivo 
de acceder a las mejoras o actualización de hardware apenas estuviesen disponibles en el 
mercado. 
De acuerdo a [47] el proyecto se centró en la investigación de los aspectos relativos 
al Factor Humano e Interfaz de Usuario, haciendo principal énfasis en las siguientes caracte-
rísticas: 
• Visión “rayos X” y percepción de la profundidad: una ventaja del proyecto era 
saber dónde se encontraban las tropas distribuidas en un terreno urbano; como 
también establecer los puntos de interés en el entorno de los miembros del equipo. 
Ambas objetivos requiere que el sistema de Realidad Aumentada identifique ob-
jetos que se encuentran ocluidos a la visión del usuario. Para lograr se utilizó 
como principio la metáfora “visión de rayos X de superman”. La investigación se 
centró en el estudio de la profundidad de objetos gráficos. 
• Percepción Básica: con el objetivo de mejorar la visión que se obtenía por medio 
del video provisto por las gafas, se investigó la posibilidad de perfeccionar la per-
cepción del entorno. Para ello se analizaron aspectos como sensibilidad al con-
traste, percepción de los colores y percepción circundante. 
• Filtrado de la Información: la sobre carga de información puede resultar un factor 
negativo a la hora de tomar una decisión. La cantidad de información puede llegar 
a ser demasiada para procesar en el ritmo dinámico de las operaciones militares, 
hasta el punto en que inhibe la capacidad del personal militar para completar las 
tareas asignadas. Se han desarrollado algoritmos para restringir la información 
que se muestra a los usuarios. El algoritmo de filtrado evolucionó a partir de un 
filtro basado en regiones a uno híbrido que se centra en el modelo de interacción 
espacial, un filtro basado en reglas y el concepto militar de un área de operaciones. 
• Selección de Objetos: Para consultar, manipular, o actuar sobre los objetos, el 
usuario debe primero seleccionar estos objetos. El proyecto BARS permite a un 
usuario seleccionar objetos mediante la combinación de visión (utilizando el tra-
cking de la cabeza) y señalización relativa dentro del campo visual utilizando tra-
cking ocular o mouse 2D o 3D. La compleja naturaleza de la operación de selec-
ción hace que sea susceptible a errores. Para mitigar estos errores, se diseñó un 
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algoritmo de selección probabilística multimodal (voz y gesto). Este algoritmo 
incorpora una jerarquía de objetos, diversos algoritmos de reconocimiento gestual 
y reconocimiento por voz. 
• Colaboración: El sistema incluye una base de datos de información, que puede 
ser actualizado por otros usuarios. El intercambio de información a través del área 
de operación es un componente crítico del equipo para mejorar la Conciencia Si-
tuacional. Se diseñó un sistema de distribución de información de modo que estas 
actualizaciones se envían a través de la red de acuerdo con un esquema de priori-
dades. Por otro lado, se utilizó Google Earth como API ya que ofrecía una ade-
cuada visualización de edificios en 3D y, adicionalmente, permitió la rápida crea-
ción de prototipos. 
• Entrenamiento: el entrenamiento requiere que los participantes se desempeñen en 
terrenos urbanos reales. El objetivo es realizar los entrenamientos en sitios reales 
con la superposición de objetos sintéticos (edificios, armamento, enemigos, etc). 
Un desafío en el entrenamiento utilizando Realidad Aumentada es que las fuerzas 
simuladas tienen que aparecer en la pantalla del usuario para dar la ilusión de que 
existen en el mundo real. 
3.2.3 Proyecto iARM 
En el año 2009, el Defense Advanced Research Projects Agency (DARPA) contrató 
a la empresa Tanagram Partners para desarrollar el proyecto Intelligent Augmented Reality 
Model (iARM) [48]. Básicamente, el objetivo de iARM era desarrollar un sistema digital 
integrado que podría mejorar significativamente la toma de decisiones del personal militar 
en entornos complejos a través de un sistema operativo integrado, un modelo de servicios de 
datos, y un HMD mejorado. El objetivo era que todos estos componentes trabajen juntos de 
una manera transparente permitiendo a los soldados percibir, comprender y, lo más impor-
tante, proyectar el mejor curso de acción para un mayor rendimiento para alcanzar los obje-
tivos tácticos. El proyecto iARM abarcaba muchos de los atributos de la inteligencia artifi-
cial. En la siguiente figura se muestra el diseño conceptual del HMD y la visión del soldado 
a través de las gafas. 
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Figura 3.3- Diseño conceptual del proyecto iARM 
(fuente: Juhnke, J. et al  [48]) 
3.2.4 Proyecto ULTRA-Vis 
En [49] se detalla que el programa Urban Leader Tactical Response, Awareness and 
Visualization (ULTRA-Vis), soportado por el DARPA en su fase 1, ha desarrollado un pro-
totipo de un sistema de RA para los soldados en el campo de batalla. El sistema ULTRA-Vis 
superpone iconografía gráfica a todo color en la escena local observada por el soldado. El 
programa desarrolló e integró un sistema de poco peso, una pantalla see-through holográfica 
de bajo consumo con un sistema de visión de tracking de posición y orientación. Usando el 
sistema ULTRA-Vis, un soldado puede visualizar la ubicación de otras fuerzas, los vehícu-
los, los peligros y las aeronaves en el medio ambiente local, incluso cuando éstos no son 
visibles para el soldado. Además, el sistema puede ser utilizado para comunicar al soldado 
de una variedad de información tácticamente significativa incluyendo imágenes, rutas de na-
vegación y alertas. El prototipo estará dotado para el reconocimiento gestual mediante el uso 
de un guante. Permitirá sobreimprimir símbolos en el campo de batalla en 3D, localizar ob-
jetivos enemigos y ubicar a las fuerzas aliadas. ULTRA-Vis provee a los escuadrones una 
ventaja táctica muy clara permitiendo la colaboración entre los integrantes del escuadrón. 
Posibilitará una alta conciencia situacional y la habilidad de tomar decisiones mientras se 
está en movimiento en el campo de operaciones.  
En cuanto al equipamiento que forma parte del proyecto se destaca: 
• Casco de combate con tecnología optical see-through con pantalla color 




El sistema ULTRA-Vis incorpora un peso adicional adecuado al conjunto de 
componentes militares que lleva el combatiente. El prototipo procvesa información obtenida 
de la red militar de datos obtenida por radio y sobreimprimie información georegistrada por 
medio de iconos sobre el campo de visión del usuario. 
En la siguiente figura se detalla los componentes del prototipo. 
 
Figura 3.4 – Componentes del prototipo ULTRA-Vis 
(fuente: Roberts, R. et al [50]) 
 
De acuerdo a [50] ULTRA-Vis posee una avanzada interfaz de usuario, que consta 
de las siguientes características: 
• Alertas operacionales: informa al soldado sobre la inoperatividad de la radio; dis-
turbios magnéticos que afectan a los componentes; GPS dañado, entre otros. 
• Sistema de información de estado de los componentes: informa sobre el nivel de 
batería de la unidad de procesamiento; tiempo operacional; tiempo regional. El 
sistema de información es activado a demanda del usuario por medio de un botón 
que se encuentra en el casco. 
• Acceso a los menús del sistema: los usuarios pueden acceder a los diferentes me-
nús a fin de cambiar, por ejemplo, configuraciones del sistema. 
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• Visualización de iconos de puntos de interés geo-referenciados: los iconos o sim-
bología militar son representados gráficamente dentro del campo de visión de la 
pantalla del usuario 
• Anillo de Conciencia Situacional: es una herramienta gráfica intuitiva que permite 
al soldado tener un entendimiento en tiempo real de los aspectos circundantes en 
3600. Estos aspectos están relacionados con el conocimiento de la ubicación de 
fuerzas aliadas, fuerzas enemigas y la ubicación de otros puntos de interés. Los 
iconos que se encuentran alrededor del anillo corresponden a la ubicación del sol-
dado y la rotación del mismo. 
 
En el siguiente se encuentra representada la interfaz de usuario del proyecto 
ULTRA-Vis 
 
Figura 3.5 – Interfaz de usuario del prototipo ULTRA-Vis 
(fuente: Roberts, R. et al [50]) 
 
La evolución del proyecto ULTRA-Vis se denomina ARC4. Este proyecto, desarro-
llado por la empresa ARA1, se caracteriza por mostrar íconos geo-registrados e información 
                                                 
1 ARA: Applied Research Associates, Inc. http://www.ara.com/ 
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estratégica superponiéndose en el campo de visión del usuario. Se trata de un sistema de 
software que toma información provista por sensores externos, pudiéndose visualizar a través 
del HMD (Head-Mounted Dsiplay) del soldado.  Una ventaja del software es que permite 
ejecutarse sobre dispositivos que soporten visión nocturna. 
 
 
Figura 3.6 – Información provista y componentes de hardware del proyecto ACR4 
(fuente: ARA) 
 
Las características principales del software ACR4 son las siguientes: 
- Visualización agnóstica: permite renderizar información en cualquier disposi-
tivo móvil de visión transparente –incluyendo dispositivos de visión nocturna- 
- Head Tracking: implementa algoritmos de alta precisión para calcular la pose 
del usuario en ambientes externos 
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- Visualización a través de visores (Heads-up): toda la información como iconos, 
anotaciones, etc., son visualizadas por medio de visores especiales. 
- Coordinación: el software permite proyectar, entre los usuarios, la información 
como los iconos, las anotaciones y los mensajes en el campo de visión corres-
pondiente. 
3.3 Comparativa de proyectos militares que utilizan 
RA 
Luego de haber analizado las tecnologías digitales que utilizan a la RA como so-
porte tecnológico para mejorar la CS en operaciones militares se construyó una tabla com-
parativa a fin de determinar la necesidad concreta de construir un framework propio de RA 
que sea aplicado en la construcción de aplicaciones y que sean ejecutables en tecnologías 
digitales provistas por el Ejército Argentino. Cabe destacar que los proyectos que se en-
cuentran en las tablas comparativas forman parte de tecnologías integradas, muchas de ellas 
son parte de programas de Soldado del Futuro explicado en la sección ¡Error! No se en-
cuentra el origen de la referencia. ¡Error! No se encuentra el origen de la referencia.. El 
uso de RA para mejorar la CS, en alguno de los proyectos, es solo una pieza importante del 
conjunto.  
A continuación se confeccionó una lista de elementos que hacen a la CS. Estos ele-
mentos deben ser tratados para poder tener un mejor control y entendimiento del contexto 
del campo de operaciones con el objetivo de mejorar la CS en operaciones militares.  
Estos elementos son los siguientes: 
• Reconocimiento del lugar de operaciones: es de vital importancia tener una referen-
cia precisa del lugar de operaciones. Conocer el terreno de operaciones aumenta la 
confianza y la percepción del entorno. 
• Identificación de infraestructura: en un terreno hostil y poco conocido es de impor-
tancia identificar infraestructura con el objeto de utilizarlo ya sea como referencia 
de ubicación o para ejecutar una misión determinada.  
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• Identificación de elementos del ambiente geográfico: además de la identificación de 
infraestructura es importante obtener información contextual adicional para ello se 
debe identificar objetos, tales como referencias geográficas, piezas de artillería, u 
otro. 
• Alerta de amenazas mediante el uso de simbología descriptiva: comprender el am-
biente y sus amenazas circundantes le permite al operador tomar decisiones en el 
momento justo. Para ello se debe contar con una simbología militar, clara y precisa 
de las amenazas y alertas dentro de un área de acción establecida. 
• Localización de miembros aliados: conocer la ubicación del resto de los operadores 
es de vital importancia desde un punto de vista estratégico y de seguridad para el 
conjunto de operadores 
• Tracking del trayecto de operaciones: como método de reconocimiento del terreno 
y de puntos de chequeo operativos una opción es marcar en un mapa digital el tra-
yecto que realizaron los operadores.  
• Comunicación entre el mando superior y el JPat: la comunicación entre el mando 
central y el JPat forma parte de las tareas de comando y control. La comunican de-
ber hecha directamente con el jefe del grupo ya que será quién tomará las decisiones 
operativas principales. 
• Prioridad (filtrado) de información: para no abrumar la capacidad de procesar la in-
formación contextual a la que debe someterse el operador, debe existir una primer 
capa de información, tal como, el radar e información contextual como las alertas. 
Las capas restantes deben visualizarse a pedido del operador a través de la introduc-
ción de gestos o de un comando vocal. 
 
En la siguiente Tabla se compara las funcionalidades implementadas en el resto de 
los frameworks militares: 
 
Tabla 3.1 Elementos imprescindibles para mantener un alto nivel de CS 
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Elementos de la Conciencia 
Situacional (requerimientos 
funcionales) 
Eyekon BARS iARM ULTRA-
Vis 
RAIOM 
Reconocimiento del lugar de 
operaciones 
X X X X X 
Identificación de infraestructura   X X X 
Identificación de elementos del 
ambiente geográfico 
X  X X X 
Alerta de amenazas mediante el 
uso de simbología descriptiva 
X  X X X 
Localización de miembros alia-
dos 
  X X X 
Tracking del trayecto de opera-
ciones 
    X 
Comunicación entre miembros 
y superiores 
 X X X X 
Prioridad (filtrado) de informa-
ción 
X X X X X 
 
 A continuación se listan la tecnología que deben utilizarse para dar soporte técnico a 
los elementos que se detallaron precedentemente: 
 
Tabla 3.2 Tecnologías utilizadas como soporte a la CS 
Tecnología utilizada como 
soporte a la CS 
Eyekon BARS iARM ULTRA-
Vis 
RAIOM 
Visualización mediante RA X  X X X 
Dispositivos liviano     X 
Procesamiento distribuido     X 
Sensores (GPS, acelor., iner-
ciales, etc) 
X  X X X 
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Reconocimiento vocal  X X X X 
Reconocimiento gestual  X X  X 
Reconocimiento facial     X 
Reconocimiento de objetivos   X X X 
Reconocimiento del lugar    X X 
Comunicación colaborativa  X X X X 
Software libre     X 
Seguridad X   X X 
Uso dual  X  X X 
Componentes COTS  X X  X 
 
Analizando las dos tablas comparativas precedentes, es decir, por un lado los elemen-
tos necesarios que forman parte de tener una CS amplia para tener el estado de situación de 
las amenazas circundantes y, por el otro lado, las tecnologías que dan soporte para que se 
cumpla lo antes detallado, se desprende que no todas las tecnologías cumplen con los reque-
rimientos operacionales. Antes esta situación se optó por desarrollar un framework de RA, 
denominado RAIOM (Realidad Aumentada para la Identificación de Amenazas y Objetivos 
Militares) centrado en resolver la problemática de la CS con el objetivo de poder desarrollar 








En este Capítulo se detallan la arquitectura de software propuesta. La importancia de dise-
ñar un framework de uso específico. Adicionalmente se menciona la arquitectura en capas y 
componentes propuesto como también el ambiente de desarrollo. 
4.1 Framework y su importancia 
La palabra inglesa "framework" (marco de trabajo, en español) define, en términos 
generales, un conjunto estandarizado de conceptos, prácticas y criterios para enfocar un tipo 
de problemática particular que sirve como referencia, para enfrentar y resolver nuevos pro-
blemas de índole similar2. 
Al centrarnos en las definiciones desde la perspectiva de desarrollo de software se 
puede afirmar que un framework es un diseño a gran escala que describe cómo una aplicación 
de software se descompone en un conjunto de objetos que interactúan y se relacionan. Gene-
ralmente está representado por un conjunto de clases abstractas cuyas instancias (objetos) 
interactúan entre sí. Una característica importante de un framework es el diseño de compo-
nentes que lo soporta. Adicionalmente se puede reutilizar la implementación pero quedaría 
en un segundo plano ya que lo destacable de un framework es la reutilización de las funcio-
nalidades y de los componentes que lo conforman. 
Los frameworks se centran en respetar las características de los lenguajes orientados 
a objetos, es decir, abstracción de datos, polimorfismo y herencia. En este caso una clase 
abstracta representa una interfaz detrás de la cual las implementaciones pueden cambiar; el 
polimorfismo se refiere a la propiedad por la que es posible enviar mensajes sintácticamente 
iguales a objetos de tipos distintos mientras que la herencia es el mecanismo más utilizado 
para alcanzar la reutilización y la extensibilidad. Por medio de la herencia se pueden crear 




nuevas clases partiendo de una clase o de una jerarquía de clases preexistente evitando con 
ello el rediseño, la modificación y verificación de la parte ya implementada. La herencia 
facilita la creación de objetos a partir de otros ya existentes e implica que una subclase ob-
tiene todo el comportamiento (métodos) y eventualmente los atributos (variables) de su su-
perclase. 
Un framework describe la arquitectura de un sistema orientado a objetos; las clases 
de objetos y cómo interactúan entre ellos. Describe como un software se descompone en 
objetos. Los frameworks se encuentran representados por un conjunto de clases, usualmente 
abstractas [51]. Adicionalmente [52] pone énfasis en definir a un framework como un con-
junto de clases abstractas, especificando a una clase abstracta como una clase que no se ins-
tancia sino que es utilizada únicamente como una superclase. Debido que una clase abstracta 
no tiene instancias, se utiliza como un “modelo” para la creación de subclases en lugar de un 
“modelo” para la creación de objetos. Los frameworks los utilizan como diseños de sus com-
ponentes. Una manera en que una clase abstracta actúa como un diseño es que ésta especifica 
la interfaz de sus subclases. Cuando se indica que se desea utilizar una instancia de una clase 
abstracta, siempre significa una instancia de una clase que cumple con la interfaz de la clase 
abstracta. Adicionalmente menciona que los frameworks provén componentes reutilizables 
de software para el desarrollo de aplicaciones, integrando un conjunto de clases abstractas y 
definiendo una manera estándar de cómo las instancias de estas clases deben colaborar. Cabe 
destacar que el alcance de la reutilización en un framework puede ser significativamente 
mayor que el uso de librerías de funciones tradicionales o librerías convencionales de clases 
orientadas a objetos.  
Generalmente, los frameworks se diferencian de las librerías de clases tradicionales 
ya que los primeros definen una aplicación “semi completa” que encierra estructuras de ob-
jetos de un dominio específico mientras que las librerías de clases proporcionan una pequeña 
granularidad de reutilización. Por otro lado los componentes que forman parte de un frame-
work colaboran entre ellos a fin de proveer un modelo arquitectónico que sea familiar a un 
conjunto de aplicaciones específicas. 
Es importante remarcar que un framework reduce la cantidad de código de una apli-
cación específica que pertenece a un dominio específico. 
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En la práctica, los frameworks y las librerías de clases son tecnologías complemen-
tarias. Los frameworks de manera frecuente utilizan librerías de clases internamente para 
simplificar el diseño del framework. 
Por otro lado [53] resalta que la reutilización de arquitecturas software se define den-
tro un framework. En general, un framework se suele definir de la siguiente forma: “Es un 
diseño reutilizable de todo o parte de un sistema, representado por un conjunto de clases 
abstractas y la forma en la cual sus instancias interactúan” 
Otra forma de expresar este concepto es: “Es el esqueleto de una aplicación que debe ser 
adaptado a necesidades concretas por el programador de la aplicación” 
En ambas definiciones podemos ver que un framework encapsula el patrón de la ar-
quitectura software de un sistema o de alguna de sus partes, que puede además estar parcial-
mente instanciada. 
Las principales ventajas que ofrecen los framework son la reducción del costo de los 
procesos de desarrollo de aplicaciones software para dominios específicos, y la mejora de la 
calidad del producto final. 
En [54] define un framework de software como un esqueleto de programa que puede 
ser reutilizado o adaptado de acuerdo a reglas bien definidas para resolver un conjunto de 
problemas similares.  
Los frameworks tienen como objetivo ofrecer una funcionalidad definida, auto con-
tenido, siendo construidos usando patrones de diseño, y su característica principal es su alta 
cohesión y bajo acoplamiento. Para acceder a esa funcionalidad, se construyen piezas, obje-
tos, llamados objetos calientes, que vinculan las necesidades del sistema con la funcionalidad 
que este presta. Esta funcionalidad, está constituida por objetos llamados fríos, que sufren 
poco o ningún cambio en la vida del framework, permitiendo la portabilidad entre distintos 
sistemas.  
Por otro lado es relevante destacar la importancia de la abstracción para construir un 
framework. Por último [54] detalla que la abstracción es un proceso conceptual por el cual 
un diseñador construye una vista simplificada de un sistema como un conjunto de interfaz. 
La implementación de esta interfaz en términos de entidades más detalladas se deja poste-
riormente para un mayor refinamiento. Un sistema complejo puede por lo tanto ser descrito 
en diferentes niveles de abstracción. 
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Uno de los objetivos principales en el diseño de un software es la reutilización del 
código y de las funcionalidades particulares para desarrollar una aplicación determinada. 
Como detalla [51], una visión original en la reutilización de software se basó en la 
utilización de componentes. El interés comercial en el desarrollo orientado a objetos se centró 
también en la reutilización de código, de hecho, los diseños de software se focalizaron en 
esta idea dando lugar a los patrones de diseño. El concepto comenzó a madurarse en el tiempo 
dando lugar a la creación de estructuras de diseño más complejas que posteriormente se de-
nominarían frameworks. 
Pero los frameworks son formas intermedias, es decir, se reutiliza parte de código y 
parte del diseño.  Lo destacado de un framework es que elimina la necesidad de realizar un 
nuevo diseño por completo utilizando como lenguaje de programación el paradigma orien-
tado a objetos. 
Cabe mencionar que la reutilización y los frameworks tienen muchas motivaciones. 
El principal de todas es la de optimizar y acelerar el tiempo de desarrollo que conlleva a 
ahorrar dinero. En el desarrollo de aplicaciones comerciales el tiempo de mercado (time to 
market) es de vital importancia estratégica y muchas compañías se encargan de desarrollar 
sus propios frameworks (o reutilizar algunos existentes) a fin de achicar el tiempo de salida 
al mercado de una producto de software específico.  
Debemos considerar que el diseño de un framework se asemeja al diseño de la mayo-
ría del software reutilizables. Generalmente se da comienzo con al análisis del dominio que 
se encarga, entre otras funciones, de obtener un número considerable de ejemplos. La primera 
versión del framework generalmente se diseña a fin de poder implementar los ejemplos, ob-
teniéndose un framework de “caja blanca”. A partir de ese momento se puede utilizar el 
framework para construir aplicaciones de software. Sin embargo, estas aplicaciones son du-
ras de desarrollar. La experiencia y el método de prueba y error, conduce a mejoras en el 
diseño del framework pasando a ser un framework de “caja negra”. Este proceso puede con-
tinuar durante mucho tiempo hasta que, finalmente, el framework es lo suficientemente 
bueno donde las sugerencias de mejoras son raras. En este punto el diseñador tiene que deci-
dir la finalización del framework para liberar una versión final [51]. 
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Por último es importante mencionar la diferencia entre librerías (Biblioteca), APIs y 
frameworks. Una biblioteca es un conjunto de elementos (funciones, clases, tipos predefini-
dos, constantes, variables globales, macros, etc.) que es posible utilizar en un programa para 
facilitar la implementación de ese programa. 
API viene del inglés "Application programming interface" que significa "Interfaz 
para programación de aplicaciones". Es la parte de una biblioteca a la que accede un pro-
grama que usa la biblioteca; haciendo así el uso de la biblioteca independiente de los detalles 
de implementación. Una API puede ser implementada por distintas bibliotecas. Un frame-
work es un conjunto integrado de herramientas que facilitan un desarrollo software. Puede 
incluir APIs y bibliotecas. Pero también puede incluir otros elementos como herramientas de 
depuración, diseño gráfico, prototipado, edición, etc. 
4.2 Comparativa de frameworks de RA más utiliza-
dos 
Conocidos también como SDK o simplemente frameworks, en [55] mencionan que 
estas herramientas están compuesta por varios componentes, tales como: reconocimiento, 
tracking y rendering, entre los principales. Teniendo en cuenta el ascenso en el uso de esta 
tecnología en diferentes segmentos, se concluye que existen diversos frameworks de RA en 
el mercado, sean estos de libre uso o comerciales. Cabe aclarar que existen en la actualidad 
una cantidad interesante de frameworks que ejecutan de manera óptima las características 
necesarias para desarrollar una aplicación de RA.   
Analizando los cuadros comparativos realizados en la sección 3.3 - Comparativa de 
proyectos militares que utilizan RA correspondiente a los framework de RA para el uso mi-
litar, en las siguientes tablas comparativas se representan los aspectos importantes para desa-
rrollar aplicaciones completas de RA. Por otra parte, tomando como criterio de comparación 
lo aportado por [56], se definen un conjunto de parámetros funcionales tecnológicos entre los 
frameworks seleccionados:  
- Reconocimiento de objetos 3D: reconocer formas tridimensionales de objetos. Los fra-
meworks evaluados deben poder realizar tracking de objetos en 3D. 
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- Reconocimiento de imágenes: de la misma forma que el parámetro anterior, los frame-
works seleccionados deben poder soportar el reconocimiento de imágenes en 2D. 
- Geolocalización: se evaluó cuáles frameworks admiten el uso de geolocalización. 
- Reconocimiento sin uso de marcadores: los frameworks seleccionados se evaluaron para 
identificar si soportan el uso de tecnología de RA que no requiera un marcador. 
- Reconocimiento de objetivos vía internet: Se analizaron los frameworks hacen posible 
el reconocimiento de objetivos disponibles solo a través de internet en tiempo real. 
 









Reconocimiento de objetos 3D - X - - X 
Reconocimiento de imágenes X X X X X 
Geolocalización X X X X X 
Reconocimiento sin uso de mar-
cadores 
- X - - - 
Reconocimiento de objetivos vía 
internet 
- X - X - 
 
Adicionalmente a las funcionalidades antes mencionadas lo aportado por [57], ofrece 
una lista de parámetros comparativos centrándose en los aspectos no funcionales. Estos pa-
rámetros son los siguientes: 
- Disponibilidad off-line: En el caso de operaciones militares en regiones donde la cone-
xión es limitada, es necesario contar con aplicaciones que accedan a fuentes de datos 
almacenados en los dispositivos móviles. 
- Facilidad de integración con otras aplicaciones: Aunque esto no es esencial, la integra-
ción con otros productos facilitarían el acceso o el intercambio de información. Por ejem-
plo, la aplicación desarrollada podría acceder directamente a la información de una base 
de datos y mostrar el resultado mediante el uso de RA. 
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- Facilidad en ampliar el framework: En general, no es fácil ampliar los frameworks ya 
que el código no está disponible y las restricciones de licencia prohíben extender el 
marco. 
- Tipo de licencia: La mayoría de los frameworks están disponibles bajo una licencia pro-
pietaria, aunque algunos ofrecen una opción desarrollo libre (freeware) con funcionali-
dades limitadas y otros de código abierto (open source) que facilitan ampliar o modifi-
cara el framework. 
- Procesamiento distribuido: La capacidad de procesar las imágenes en una arquitectura 
cliente servidor resulta de gran utilidad para computar grandes volúmenes de informa-
ción. 
 
Tabla 4.2 Parámetros no funcionales 






Disponibilidad off-line X - - - X 
Facilidad de integración - - - - - 
Facilidad en extender el frame-
work 











- - - - - 
 
Si se toma como referencia principal la tabla comparativa detallada en la sección 3.3 
-  Comparativa de proyectos militares que utilizan RA. De este análisis se llega a la conclu-
sión que ninguno de ellos es completo en cuanto al aporte de funcionalidades que sirvan para 
hacer frente a la problemática central.  Si bien los frameworks se acercan bastante a lo soli-
citado por los usuarios claves, el esfuerzo por completar las funcionalidades necesarias se 
consideró muy grande pues estos frameworks no fueron específicamente diseñados para el 
ámbito militar pues poseen particularidades que difieren bastante de aquellos frameworks 
utilizados para desarrollar aplicaciones en el ámbito civil. Cabe aclarar que los framework 
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evaluados aportan parte de las funcionalidades e incluso la información como se debe pre-
sentar en los dispositivos de visualización, sean estos, smartphone, gafas de RA, etc,  
Por último corresponde señalar que siguiendo lo propuesto por [57], en la evaluación 
se desestimaron los frameworks que: 
- No soportaban GPS,  
- No soportan dispositivos móviles, 
- No soportaba Android como plataforma de desarrollo, 
- No poseían soporte para sensores inerciales,  
- Eran únicamente del tipo browser o visualizador 3D de RA, 
- Estaban inactivos o eran considerados irrelevantes 
4.3 Arquitectura de software por capas y compo-
nentes 
En [58] definen el estilo en capas como una organización jerárquica tal que cada capa 
proporciona servicios a la capa inmediatamente superior y se sirve de las prestaciones que le 
brinda la inmediatamente inferior. En algunos ejemplares, las capas internas están ocultas a 
todas las demás, menos para las capas externas adyacentes, y excepto para funciones puntua-
les de exportación; en estos sistemas, los componentes implementan máquinas virtuales en 
alguna de las capas de la jerarquía. En otros sistemas, las capas pueden ser sólo parcialmente 
opacas. En la práctica, las capas suelen ser entidades complejas, compuestas de varios pa-
quetes o subsistemas. También mencionan que las ventajas del estilo en capas son obvias. 
Primero que nada, el estilo soporta un diseño basado en niveles de abstracción crecientes, lo 
cual a su vez permite a los implementadores la partición de un problema complejo en una 
secuencia de pasos incrementales. En segundo lugar, el estilo admite muy naturalmente op-
timizaciones y refinamientos. En tercer lugar, proporciona amplia reutilización. 
Como menciona [54] un sistema de software se encuentra organizado por un conjunto 
de partes o componentes. El sistema en su conjunto, y cada uno de sus componentes, cumple 
una función que puede ser descrito como la prestación de un servicio. Con el fin de propor-
cionar su servicio, un componente por lo general se basa en los servicios prestados por otros 
componentes. Por el bien de la uniformidad, el sistema en su conjunto puede considerarse 
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como un componente, que interactúa con un entorno definido externamente; el servicio pro-
visto por el sistema se basa en suposiciones acerca de los servicios que el ambiente provee al 
sistema. 
Un componente de software individual es un paquete de software, un servicio web, o 
un módulo que encapsula un conjunto de funciones relacionadas (o de datos)3. 
Todos los procesos del sistema son colocados en componentes separados de tal ma-
nera que todos los datos y funciones dentro de cada componente están semánticamente rela-
cionados. Debido a este principio, con frecuencia se dice que los componentes son modulares 
y cohesivos. 
Con respecto a la coordinación a lo largo del sistema, los componentes se comunican 
uno con el otro por medio de interfaz. Cuando un componente ofrece servicios al resto del 
sistema, éste adopta una interfaz proporcionada que especifica los servicios que otros com-
ponentes pueden utilizar, y cómo pueden hacerlo. Esta interfaz puede ser vista como una 
firma del componente - el cliente no necesita saber sobre los funcionamientos internos del 
componente (su implementación) para hacer uso de ella. Este principio resulta en componen-
tes referidos como encapsulados. 
La reusabilidad es una importante característica de un componente de software de 
alta calidad. Los programadores deben diseñar e implementar componentes de software de 
una manera tal que diversos programas puedan reutilizarlos. Además, cuando los componen-
tes de software interactúan directamente con los usuarios, debe ser considerada la prueba de 
usabilidad basada en componentes. 
4.4 Ambiente de Desarrollo 
El sistema operativo Android es un proyecto de código abierto iniciado por Google, 
Inc. Es una plataforma diseñada principalmente para dispositivos móviles con pantalla táctil, 
como teléfonos inteligentes o tabletas, y también para relojes inteligentes, televisores y au-
tomóviles. Android contiene una pila de software donde se incluye un sistema operativo, 
middleware y aplicaciones básicas para el usuario. Android es desarrollado por la Open 




Handset Alliance (OHA) un consorcio compuesto por fabricantes y desarrolladores de hard-
ware, software y operadores de servicio., entre las que se encuentran Google, Inc., Motorola, 
HTC y Qualcomm. La arquitectura de Android está basada en el kernel de Linux versión 2.6. 
La plataforma de hardware principal de Android es la arquitectura ARM.  
La estructura del sistema operativo Android se compone de aplicaciones que se eje-
cutan en un framework Java de aplicaciones orientadas a objetos sobre el núcleo de las bi-
bliotecas de Java en una máquina virtual Dalvik con compilación en tiempo de ejecución. 
Las bibliotecas escritas en lenguaje C incluyen un administrador de interfaz gráfica (surface 
manager), un framework OpenCore, una base de datos relacional SQLite, una interfaz de 
programación de API gráfica OpenGL ES 2.0 3D, un motor de renderizado WebKit, un motor 
gráfico SGL, SSL y una biblioteca estándar de C Bionic. 
El siguiente gráfico muestra la arquitectura de Android. Como se puede ver está formada 
por cuatro capas. Una de las características más importantes es que todas las capas están 
basadas en software libre.  
 





Entonces, los componentes principales del sistema operativo de Android 4: 
• Aplicación: un conjunto de aplicaciones núcleo están en esta capa de alto nivel. In-
cluye, cliente de email, aplicación de SMS, calendario, aplicación de mapas, web 
browser, etc. Todas estas aplicaciones están escritas en lenguaje Java. 
• Framework de Aplicación: el framework de Aplicación es la base para el desarrollo 
de aplicaciones Android. Los principales componentes del Framework de Aplicación 
son: El Administrador de Actividades, el Administrador de Ventanas, Los Proveedo-
res de Contenidos, el Sistema de Vistas, el Administrador de Notificaciones, el Ad-
ministrador de Paquetes, el Administrador de Telefonía, el Administrador de Recur-
sos, el Administrador de Locación y el Servicio de XMPP. 
• Librerías: Android incluye un conjunto de librerías en C/C++ utilizados por varios 
componentes del sistema Android. Las librerías principales son: Framework de Me-
dios, WebKit, SGL, OpenGL ES, FreeType, SQLLite, etc. Los desarrolladores pue-
den acceder a estas librerías por medio del Framework de Aplicación. 
• Android Runtime: cada Aplicación Android se ejecutan en su propio proceso otorgado 
por el SO y su propia instancia de la máquina virtual Dalvik. La máquina virtual 
Dalvik ha sido escrita para que un dispositivo pueda ejecutar múltiples máquinas vir-
tuales eficientemente. La máquina virtual Dalvik ejecuta archivos de formato .dex 
(Dalvik Executable) el cual fue optimizado para utilizar mínimamente los recursos de 
cpu y memoria. 





Figura 4.2 – Secuencia de ejecución de una aplicación Android 
(fuente: http://techbooster.jpn.org) 
 
• Kernel de Linux: Android está basado en Linux (Kernel versión 2.6) atendiendo ser-
vicios de sistemas tales como Administración de memoria, Administración de pro-
cesos, Pila de Red, Seguridad y Modelo de Controlador. El núcleo actúa como una 















Se considera una arquitectura basada en capas para el diseño del middleware del framework 
propuesto pues facilita la integración tecnológica. Adicionalmente una de las características 
relevantes del framework propuesto radica en la arquitectura Cliente / Servidor, es decir, la 
capacidad de implementar (desplegar) las aplicaciones que se desarrollen en una arquitectura 
distribuida en donde en el lado del Servidor se ejecutarán las tareas más intensivas que co-
rresponden al procesamiento de imágenes, tal cual se menciona en la sección 2.8 - Arquitec-
tura de software para aplicaciones de RA.  
Por último se plantea como será la arquitectura y los componentes de hardware que 
forman parte del sistema en el cual se implementarán las soluciones de software que extien-
dan del framework de RA. 
5.2 Metodología de desarrollo utilizada 
Para el desarrollo del framework se evaluaron diferentes métodos, sobre todo aquellos que 
se ajustaban mejor al cambio constante por parte de los usuarios de las funcionalidades ya 
que al tratarse de la construcción de un marco de trabajo y de aplicaciones de prueba nuevas 
sin tener un conocimiento previo de la tecnología propuesta se hacía difícil interpretar tanto 
las necesidades como lo que deseaba experimentar el usuario. Para llevar a cabo el proceso 
de construcción del framework se basó en el desarrollo de pruebas de concepto individuales 
a modo de prototipos con el fin de que se demuestre el funcionamiento y el cumplimiento de 
lo solicitado. Para ello el diseño del framework y el desarrollo de las aplicaciones se basaron 
en una metodología combinada entre el uso de un método ágil y las técnicas de DCU. Por 
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otro lado, se escogió este método de trabajo debido a que el segmento militar era poco ex-
plorado y era necesario diseñar, programar y mostrar a los usuarios claves el funcionamiento 
de cada parte del framework como unidades independientes, que posteriormente, se integra-
rían en el framework final.  
Como menciona [59] el interés en la integración de DCU y los enfoques de desarrollo 
ágil está creciendo. Aunque las metodologías ágiles y DCU son dos enfoques de desarrollo 
de software diferentes, comparten principios comunes, tales como: diseño iterativo, partici-
pación del usuario, pruebas continuas y creación de prototipos. DCU es un proceso de diseño 
UX para interfaz de usuario (software) que se puede ejecutar de forma diferente. Sin em-
bargo, es fundamental para esto la alineación con las necesidades del usuario y el procedi-
miento iterativo (incluso utilizando un método ágil), con pasos de proceso repetitivos. 
Por las razones mencionadas anteriormente se optó por utilizar SCRUM5 como mé-
todo ágil de desarrollo de software en conjunto con los principios de diseño que aporta el 
DCU resultando una metodología combinada SCRUM-DCU. Siguiendo el criterio de 
SCRUM-DCU, una de las principales tareas es la realización de prototipos evolutivos. Desa-
rrollar prototipos de conceptos de diseño permite entender un diseño particular, un entendi-
miento en común de lo que el sistema podría hacer y cómo podría verse. Estos prototipos 
proporcionan la base para detectar problemas de diseño y deficiencias al principio del pro-
ceso de diseño. Sin el desarrollo de estos prototipos y modelos, se detectarán muchos proble-
mas y deficiencias importantes en etapas tardías del proceso de diseño y desarrollo de la 
interfaz.  
 
                                                 




Figura 5.1 – SCRUM + DCU  
(fuente: scrum.org) 
 
En la figura anterior se encuentra cada tarea del proceso SCRUM, incluido los prin-
cipios de diseño del DCU.  
Al tratarse del diseño de una interfaz avanzada es importante interactuar con el o los 
usuarios claves en el proceso de diseño. Para ello es importante trabajar con prototipos de 
diseño conceptual de lo que será la interfaz y el tipo de información que formará parte de la 
misma. Es importante considerar que es necesario realizar un diseño orientado a la CS que 
sea eje central en el proceso de DCU. Cabe destacar que sin un análisis sistemático de los 
requisitos operacionales de los usuarios, sin una guía de factores humanos sólidos, y un pro-
grama de pruebas sistemático y objetivo, es casi imposible crear un sistema centrado en el 
usuario.  
En [60] detalla que la CS solo existe en la mente del operador humano, presentar 
grandes cantidades de datos no servirá de nada a menos que la persona lo transmita, absorba 
y asimile de manera oportuna para formar la CS. Uno de los beneficios clave de observar la 
CS es que ésta le transmite al diseñador cómo deben combinarse todos los datos disponibles 
para facilitar la comprensión del usuario. Proporcionar sistemas que respalden el proceso de 
la CS es esencial para enfrentar un desafío crítico en los entornos complejos de la actualidad. 
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En entornos complejos en donde la CS es un factor clave para la toma de decisiones deter-
mina que el desarrollo de software se centre en un enfoque estructurado que incorpore las 
consideraciones de la CS en el proceso de diseño, incluya la determinación de los requisitos 
de CS, el diseño para la mejora de CS y la medición y evaluación de la CS en el proceso de 
construcción.  
5.3 Arquitectura del Framework. Middleware 
El principal trabajo es diseñar la arquitectura de la capa intermedia, es decir, el middle-
ware que está compuesto por la capa de los Módulos y la capa de las Librerías que se detallan 
más abajo. Cada capa representa un nivel de abstracción en la arquitectura y está formada 
por un conjunto de componentes específicos. Las capas de software están formadas por las 
aplicaciones (que se desarrollarán tomando como base el framework) en la capa de más alto 
nivel, middleware (es decir, el framework propiamente dicho), librerías (bibliotecas de pro-
cesamiento de imágenes o visión artificial, manejo de mapas, comunicaciones, desarrollo de 
librearías propias, etc.) y el sistema operativo, en el nivel más bajo. Cada una de estas capas 
utiliza servicios ofrecidos por las anteriores, y ofrece a su vez los suyos propios a las capas 
de niveles superiores. De la misma manera, los componentes que forman parte del middle-
ware se comunican entre sí ofreciéndose servicios entre ellos.  
5.3.1 Capa: Módulos 
Tomando como base el Modelo de Referencia para un Sistema de RA detallado en la 
sección 2.2 - Partes de una aplicación de RA, se diseñaron los componentes de software o 
módulos que forman parte del middleware: 
- Input: Este módulo permite que se puedan ingresar datos al sistema, ya sea en forma 
de voz o gestos. La entrada vocal es útil a la hora de dar instrucciones simples al 
sistema (acciones que no requieran una comprensión total del entorno), por ejemplo 
mostrar u ocultar un mapa, mostrar la ruta recorrida, establecer algún recordatorio o 
punto de referencia, etc. Este módulo cuenta con las clases relacionadas con el reco-




- Location/Tracking: Este módulo provee una interfaz unificada para la obtención de 
información de georeferenciación del dispositivo y al mismo tiempo devuelve la in-
formación (si se encuentra disponible) del sensor magnético y de la unidad de medi-
ción inercial (IMU). Permite realizar el tracking del usuario a través del uso de los 
sensores del dispositivo. 
- Mapping: El módulo de mapeo implementa una interfaz a un SIG completamente 
funcional que permite cargar cartas prediseñadas a la aplicación (creadas con cual-
quier aplicación GIS compatible como ser ArcGIS, QGIS, OSM, GRASS, etc) y ubi-
car elementos fácilmente para su posterior visualización y manipulación ya sea en 
una carta 2D como en un mundo 3D. 
- Communications: El módulo de comunicaciones consta de una simple abstracción 
que permite a dos o más dispositivos comunicarse entre sí mediante mensajes estruc-
turados. El objetivo es testear la comunicación entre un cliente (implementado en 
JAVA-Android) y un servidor (implementado en JavaScript-Node.js). Como tecno-
logía de comunicación entre estos componentes se utiliza Socket.io 
- Visualization: Representación gráfica del lado del Cliente (dispositivo móvil) de la 
simbología u objeto renderizado. Radar 360 grados con alertas y amenazas, mapas de 
operaciones, estados del dispositivo, etc., son representados visualmente en la panta-
lla del dispositivo móvil. El filtrado de información prioritaria es procesada en este 
módulo para su visualización. 
- Vision: El objetivo de este módulo es brindar las implementaciones de las clases ne-
cesarias para el reconocimiento de objetos. Se implementarán diferentes algoritmos, 
por ejemplo, detección y extracción de características, de matching (emparejamiento) 
y de clasificación. La finalidad es brindar al desarrollar de aplicaciones la mayor can-






Figura 5.2 – Diseño basado en componentes de la arquitectura del framework  
(fuente: propia) 
 
 A continuación se detallan las características principales de los módulos de Visuali-
zation y Vision: 
Módulo Visualization 
El filtrado de información prioritaria corresponde a aquellos datos que el operador puede 
visualizar como primer capa de información contextual. El objetivo principal es de no abru-
mar al operador con abundantes datos del contexto ya que lo puede llevar a perder la concen-
tración en las tareas que está ejecutando. De acuerdo a lo detallado por [61], el DCU no sólo 
significa presentar a los usuarios la información que necesitan en un momento dado sino que 
un intento bien intencionado para ayudar a administrar el problema de sobrecarga de infor-




Figura 5.3 – Filtrado de información. Cierto conjunto de información es prioritaria. 
Se excluye el resto de información 
(fuente: Endsley at al. [61]) 
 
En el framework propuesto se implementó la funcionalidad para que soporte hasta 2 ca-
pas de información. El diseño y disposición de los objetos en la pantalla se desarrolló si-
guiendo el criterio de DCU focalizado en la CS de los usuarios tal cual se detalló en la sección 
mencionada con anterioridad. 
La primera capa de información se visualiza siempre directamente en la pantalla del dis-
positivo móvil Cliente.  
En cuanto a la segunda capa, la información es solicitada a demanda por el operador ya 
sea a través de reconocimiento gestual o vocal. 
 
Filtro de información 1: 
La primera capa de información está compuesta por: 
- Radar 360 grados con información de alertas y amenazas 
- Ubicación del operador y de los soldados en el Radar 
- Información de geolocalización 
- Comunicación con el CII 
- Información del estado general del dispositivo e información del lugar y fecha 
 
En la siguiente figura se detalla la estructura de visualización del radar de 360 que consta 
de una elipse que representa la orientación del usuario. El observador u operador se ubica en 
el centro de dicha elipse. Un punto rojo marca el norte y sobre la línea verde se sitúan los 
objetivos precargados en el sistema (o recibidos mediante mensajería). Por otro lado el radar 
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está provisto de información de goelocalización y, además, posee los límites del campo visual 
en donde los objetivos son mostrados en el campo visual del observador. Los elementos den-
tro del campo visual son representados espacialmente en pantalla mientras que el resto son 
ocultados.  
 
Figura 5.4 – Simbología del radar. Estructura de la visualización del radar 
(fuente: propia) 
El radar es la parte central del sistema y es lo que facilita la navegación, marcando la 
dirección y distancia de los distintos elementos que el sistema reconoce. Utilizando la API 
de localización, provista por el módulo Location, el sistema obtiene las coordenadas GPS del 
usuario y al mismo tiempo su orientación y velocidad de desplazamiento. Esta información 
es la que permite calcular los diferentes rumbos y distancias necesarios para construir la vi-
sualización.  
En la siguiente figura se puede apreciar que en la parte inferior de la pantalla se encuentra 





Figura 5.5 – Mapa 360 grados del Prototipo desarrollado utilizando el framework 
(fuente: propia) 
Uno de los principales problemas o limitaciones de este radar es la precisión que puede 
obtener un GPS de dispositivo móvil. La precisión de la ubicación siempre es mayor a los 10 
metros, haciendo que la ubicación de los objetivos cercanos sea poco confiables y experi-
menten cambios repentinos durante la marcha. Para mitigar estos errores se utiliza un filtro 
pasabajos en la ubicación del GPS, evitando así los saltos bruscos. No es una solución al 
problema real, pero evita los saltos repentinos de los objetos, brindando una experiencia más 
amigable al usuario. 
Dentro de la simbología militar utilizada se dispuso un conjunto de símbolos con el ob-
jetivo de probar el fácil intercambio de éstos en la configuración de la aplicación. Para una 
mejor interpretación de los mismos se los diferenció del tipo de alerta / amenaza.  
Filtro de información 2: 
La segunda capa de información está compuesta por: 
- Mapas del área de operaciones  
- Información contextual ampliada 
- Reconocimiento de objetos 




La capa de información siguiente está compuesta por acciones que se solicitan a de-
manda por el usuario a través de comandos gestuales o vocales. El framework soporta 
hasta 5 comandos gestuales diferentes cada una asociada a un dedo de la mano. 
 
 












Radar de 360 grados 
de alertas y amena-
zas 
 
Figura 5.6 – Simbología gestual 
 (fuente: propia) 
 
En la siguiente figura se presenta el diseño completo de la estructura de paquetes / 





Figura 5.7 – Diseño de la estructura de paquetes / módulos del framework  
(fuente: propia) 
 
Una de las características más relevantes de la arquitectura del framework es que el 
diseño arquitectónico soporte el despliegue de las aplicaciones que se desarrollen (y utilicen 
al framework) en un ambiente distribuido del tipo Cliente / Servidor. Más detalles en la sec-
ción 5.5 - Proceso distribuido. Se decidió que el framework sea desarrollado bajo el sistema 
operativo Android pues al ser de código abierto permitirá tener mayor libertad de integración 
de las clases de este marco de trabajo con los recursos de las capas más bajas. En cuanto al 
lenguaje de programación principal utilizado en el diseño del framework será Java ya que 
estará basado en Android, en el lado del Cliente y Python en el lado del Servidor.  
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A continuación se detalle el módulo de Vision que es el más complejo y más ex-
tenso del framework propuesto: 
Módulo Vision 
El módulo de Vision y el módulo de Input se apoyan en el uso de la librería OpenCV que 
se encuentra en la capa de Liberías (ver sección 5.3.2 - Capa: Librerías) del framework pro-
puesto. 
Como se mencionó en la sección 5.5 - Proceso distribuido, el procesamiento de imágenes 
se realiza del lado del Servidor ejecutándose sobre un dispositivo ODROID-XU3. Se han 
experimentado con diversos algoritmos de extracción de características con el objetivo de 
reconocer objetos determinados y se ha evaluado tanto su nivel de invariancia como de per-
formance. Se tomó como referencia para determinar cuál o cuáles algoritmos son los más 
adecuados las características del ambiente. Estas características estaban determinadas por la 
luminosidad del entorno, tamaño y rotación de los objetos.  
El framework posee un componente de entrada (módulo Input) que le permite al usua-
rio ingresar datos a través del reconocimiento gestual y vocal. Con gestos simples se le puede 
indicar al dispositivo que se quiere ejecutar uno de varios comandos posibles. Al colocar la 
palma de la mano abierta frente a la cámara se presentan hasta un máximo de 5 opciones de 
menús. Para elegir una opción basta con flexionar el dedo en cuestión, pasando a otro menú 
o ejecutando una acción específica. Existen varios métodos de reconocimiento gestual. Todos 
presentan un paso de segmentación, y la mayor parte de ellos utiliza segmentación por color. 
La segmentación por color consiste en buscar en la imagen todas las regiones que contienen 
colores parecidos a la piel. Luego de encontradas las regiones se analizan con técnicas que 
varían desde reconocimiento por forma hasta reconocimiento por clasificador de imágenes 
utilizando características o PCA (Principal Component Analysis). El problema central de casi 
todos los algoritmos en esta área es que están pensados o desarrollados para ser utilizados en 
ambientes controlados. Cuando se utilizan en ambientes exteriores y/o con movimientos 
bruscos de cámara los resultados son pobres.  Para el reconocimiento gestual se utiliza una 
técnica de segmentación adaptativa por color. Esta técnica requiere una calibración inicial 
con una imagen de la mano en cuestión. La calibración extrae un clúster de colores de la 
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mano. El procedimiento incluye una conversión de la imagen al espacio de color HSV. Me-
diante esta conversión se obtienen los rangos de HS (Hue y Saturation) que nos interesan 
para la mano, admitiendo cambios en V (Value) que permite que el reconocimiento sea me-
dianamente robusto ante cambios de brillo.  
Para realizar la segmentación de la mano se aplica la misma transformación a HSV y 
se buscan los sectores de la imagen con el rango HS adecuado. Se extraen los sectores can-
didatos (blobs) y se analiza la forma del contorno obtenido. Si se puede considerar que el 
sector corresponde a una mano se sigue con el procedimiento utilizando un algoritmo de 




Figura 5.8 – Pruebas iniciales de reconocimiento gestual y visualización de iconos 
(fuente: propia) 
 
El reconocimiento de objetos se lleva a cabo mediante técnicas de emparejamiento 
de características. Estas técnicas consisten en extraer un conjunto de características de una 
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serie de imágenes de entrenamiento del objeto en cuestión. Cada conjunto de características 
está asociada al objeto de cuya imagen fueron extraídas.  
Una vez extraídas todas las características se arma un modelo Bag of Word (BoW) 
[62], que es una técnica de clasificación de documentos aplicado a clasificación de imágenes. 
Cada imagen es tratada como un documento, mientras que cada característica como una pa-
labra. El conjunto de todas las características componen el vocabulario. Con este vocabulario 
se arma un índice invertido o un hash que permita la recuperación de las imágenes a las que 
pertenece. BoW es un algoritmo utilizado originalmente para clasificación de documentos de 
texto. Cada documento es considerado una bolsa de palabras, donde no importa el orden de 
cada una. En procesamiento de imágenes se utiliza de manera similar, considerando a cada 
grupo de imágenes que represente un objeto como un documento, y por lo tanto como una 
bolsa. En vez de utilizar palabras se utilizan las características extraídas de la imagen me-
diante algún método de extracción de características como SURF, SIFT, FREAK o FAST. 
Para realizar el reconocimiento se extraen las características de la imagen en cuestión 
y se realiza la búsqueda en el índice. La técnica entonces permite encontrar imágenes simi-
lares y además clasificar imágenes según su parecido con otras.  
En la siguiente figura se ilustra el modelo utilizado. Las características (features o 
landmarks) son descripciones de vértices, esquinas o algún otro punto saliente de una imagen.  
En definitiva son una descripción de puntos particulares (puntos clave, keypoints o interest 
points) que pueden ser fácilmente distinguidos (estas descripciones en la práctica son vecto-





Figura 5.9 – Representación del modelo Bag Of Words utilizado para clasificación. 
(Fuente: Jun Yang et al [62]) 
 
 
Figura 5.10 – Explicación gráfica de Bag Of Words: (i) imágenes representando una 
palabra visual (ii) características (iii) descriptores ubicados en el espacio (iv) agrupa-
ción en clusters (v) imagen a clasificar (vi) características (vii) correspondencias con 
los descriptores conocidos (viii) histograma de correspondencias 




En general se quiere que estas características sean reconocibles aun habiendo sufrido 
la imagen cambios en el punto de vista, rotaciones o cambios de iluminación (es decir, que 
sean invariantes ante tales cambios).  
Existen muchos algoritmos diferentes tanto para búsqueda de puntos clave como para 
extracción de características.  
Del lado de la búsqueda de puntos clave se encuentran algoritmos como los detectores 
de esquinas de Harris y Shi-Tomasi, los detectores LoG (Laplacian of Gaussian), DoG (Dif-
ference of Gaussians), DoH (Determinant of Hessian), FAST (Features from Accelerated 
Segment Test), PCBR (Principal Curvature-Based Region detector) o MSER (Maximally 
Stable Extremal Regions) entre otros. Algunos de los algoritmos son más estables que otros 
ante cambios de brillo y orientación, algunos son más lentos que otros, pero en definitiva 
ninguno es perfecto y el uso de cada uno depende en gran parte de una elección personal y el 
compromiso que se pueda tomar entre velocidad y precisión necesaria [63].  
Por el lado de los descriptores de puntos clave se encuentran algoritmos como SIFT, 
SURF, ORB, GLOH y LESH entre otros. Cada uno de los algoritmos realiza una o varias 
operaciones en los puntos clave encontrados.  
SIFT [64] por ejemplo (el más popular y preciso, pero a la vez el que más proceso 
computacional requiere) calcula histogramas orientados en vecindades de 4x4 pixeles dentro 
de un parche de 16x16 pixeles en torno al punto clave. En total calcula 16 histogramas con 8 
posibles orientaciones cada uno, resultando en un vector de características de 128 elementos.  
Por otro lado, SURF utiliza sumas de transformadas Wavelet Harr, resultando en un 
algoritmo mucho más rápido. En este trabajo se optó por utilizar el detector FAST con el 
descriptor FREAK.  
FAST [65] es ideal para aplicaciones de RA en dispositivos móviles gracias al escaso 
tiempo de procesamiento requerido. Es significativamente más rápido que los detectores tra-
dicionales como DoG o Harris.  
FREAK [66] es un descriptor que intenta imitar el funcionamiento del ojo humano. 
Utiliza un patrón de muestreo centrado en el punto clave que consiste en zonas circulares con 
un incremento en el tamaño y superposición de las zonas a medida que se alejan del centro, 
similar a la distribución de células receptivas en el ojo: alta concentración de conos (muy 
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sensibles) en el centro y luego en disminución hasta quedar solo bastones (menos sensibles). 
Esta forma de muestreo permite tener mejor resolución en el centro (el punto de interés) pero 
sin perder los detalles que lo rodean.  
Adicionalmente el algoritmo introduce una búsqueda rápida de correspondencia: bús-
queda sacádica. Esta técnica también intentando imitar la forma en la que funciona el ojo: el 
ojo no se queda generalmente fijo en un punto, si no que recorre la escena con movimientos 
rápidos (sacádicos).  
El algoritmo busca correspondencias primero comparando la parte del descriptor co-
rrespondiente a la zona de menor resolución, si esta zona presenta cierta similitud dentro de 
márgenes razonables el algoritmo continúa la comparación con los niveles de mayor resolu-
ción. Si la zona de menor resolución no presenta parecido, pasa a otro descriptor. De esta 
forma los descriptores sin correspondencias se descartan rápidamente.  
En contrapartida a todas las ventajas que presenta, FREAK tiene la desventaja de no 
ser tan robusto ante cambios de escala para factores de 2.5 en adelante como lo son otros 
descriptores como SIFT, SURF o BRIEF.  
En las siguientes figuras se muestra una prueba de concepto implementada en un dis-
positivo móvil para la identificación de objetos utilizando los algoritmos antes mencionados 
(FAST + FREAK). 
 
Figura 5.11 –Prueba de identificación del edificio de Electrónica del CITEDEF utili-




5.3.2 Capa: Librerías 
Por otro lado en la capa de Librerías se han integrado al framework propuesto un con-
junto de librerías entre las que se destacan: 
- OpenCV: librería de procesamiento de imágenes y visión por computador. 
 
- Mapsforge: ofrece una librería libre, offline y de código abierto para el sistema ope-
rativo Android. El objetivo es la creación de aplicaciones basadas en OpenStreetMap6 
(OpenStreetMap es un proyecto perteneciente a la comunidad open source que per-
mite crear y editar mapas de manera libre). Las herramientas y APIs proporcionadas 
incluyen soluciones para representación en mapas, planificación y navegación de ru-
tas, indexado y búsqueda de POI, capas en los mapas entre otras opciones. También 
soportan capas (POIs y polígonos arbitrarios). 
 
- Libstreaming: es una API que permite realizar stream de la cámara y/o del micrófono 
para aplicaciones que se ejecutan en el sistema operativo Android utilizando el pro-
tocolo RTP7. 
 
- Socket.io 8: permite la comunicación bidireccional en tiempo real basada en eventos. 
Funciona en todas las plataformas, navegadores o dispositivos, centrándose igual-
mente en la fiabilidad y la velocidad. 
 
- ZeroMQ 9: esta biblioteca utiliza tecnología de comunicación sobre sockets TCP/IP. 
Además es un sistema completo de colas de mensaje, concurrencia, balanceo de car-
gas, enrutamiento muy eficaz y rápido que abre la oportunidad para crear aplicaciones 
de cómputo distribuido. Es una tecnología GPL y de código abierto. 
 
                                                 
6 OpenStreetMap: https://www.openstreetmap.org/ 
7 RTP: Real-time Transport Protocol. Es un protocolo de nivel de sesión utilizado para la transmisión de in-
formación en tiempo real) sobre UDP. 
8 Socket.io: https://socket.io/ 
9 ZeroMQ: http://zeromq.org/ 
108 
 
- PocketSphinx10: es un motor ligero de reconocimiento de voz, específicamente adap-
tado para dispositivos de mano y dispositivos móviles. 
5.4 Arquitectura del Sistema. Componentes de 
hardware utilizados 
La arquitectura del sistema propuesta está representada por un conjunto de compo-
nentes de hardware en dónde se ejecutarán las aplicaciones desarrolladas que extenderán el 
funcionamiento del framework propuesto. Estos componentes de hardware principales de la 
arquitectura del sistema está compuesta por: 
- Smart Glasses Moverio BT-300 Smart Glasses: gafas de RA donde integra sensores 
inerciales, GPS, brújula magnética, luminosidad. Estas gafas oficiarán de prototipo 
para la proyección y visualización de los elementos digitales desarrollados en las 
pruebas de concepto. 
- Cardboard box: soporte para el dispositivo móvil que se encargará de proyectar y 
visualizar las imágenes sobreimpresas. Adicionalmente, de los dispositivos móviles 
se utilizarán los sensores que trae incorporado en la mayoría de los modelos, tales 
como, sensores inerciales (acelerómetros y giróscopos), GPS, brújula magnética, en-
tre los principales. Dichos dispositivos oficiarán de pantalla y, adicionalmente como 
parte de la arquitectura de componentes de hardware propuesta, se utilizarán los di-
ferentes sensores IMU. 
- Procesador/es externo (ODROID-XU3): este dispositivo se encargará de procesar las 
imágenes capturadas por la cámara. El resultado es enviado al dispositivo móvil 
(smartphone o smart glasses) para su proyección y visualización.  
- Cámara HD: este componente capturará las escenas exteriores. Posteriormente las 
imágenes obtenidas serán procesadas por los dispositivos ODROID XU3. 
- Micrófono: se utilizará para la entrada de comandos vocales mediante la utilización 
de reconocimiento de voz. 
                                                 
10 PocketSphix: https://github.com/cmusphinx/pocketsphinx 
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- Sensores externos: estos componentes son provistos por el Ejército y básicamente son 
todos aquellos dispositivos que toman datos del contexto (UAV, Cámaras, Magnéti-
cos, etc.) y los datos son enviados al CII para su procesamiento. 
- Medio de comunicación: en los prototipos desarrollados (aplicaciones que utilizan el 
framework diseñado) se utilizaron antenas Wireless para transmitir datos desde el CII 
y el JPat. 
 
A continuación en la siguiente figura se representa la Arquitectura del sistema sugerida 
en su totalidad. Se detallan los principales componente de hardware propuesto: 
 
 
Figura 5.12 – Arquitectura del Sistema de RA propuesto  
(fuente: propia) 
 
El propósito del presente trabajo es centrarse en el diseño del framework para que las 
aplicaciones desarrolladas sean ejecutadas en dispositivos móviles con sistema operativo An-
droid y en procesadores con arquitectura ARM. El framework deberá estar diseñado de ma-
nera tal que pueda paralelizar funciones de visión por computador en procesadores ARM 
distribuidos en la arquitectura de sistemas propuesto.  
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Cabe aclarar que en esta primera etapa se evaluó el uso de componentes de hardware del 
tipo COTS, ya que los mismos se encuentran muy probados por los usuarios finales y los 
costos de adquisición son muy inferiores a los componentes de hardware militares. 
La arquitectura del sistema está pensada para que las aplicaciones que utilicen el frame-
work propuesto en el presente trabajo puedan ejecutarse tanto en gafas de RA como también 
en dispositivos móviles tales como smartphone, tablets, etc. 
Siguiendo la arquitectura planteada en la sección 3.2.3 - Proyecto iARM y en la arquitec-
tura de sistemas detallado en la sección 3.2.4 - Proyecto ULTRA-Vis, se decidió desarrollar 
una arquitectura similar pero con procesamiento distribuido con el objetivo de optimizar las 
tareas de procesamiento de imágenes. 
 
Figura 5.13 – Diseño de las capacidades del framework propuesto  
(fuente: propia) 
 
Esta arquitectura responde a las necesidades de derivar carga de trabajo intensivo a pro-
cesadores externos bajo una arquitectura distribuida para, por ejemplo, procesar los algorit-
mos necesarios de visión por computador y devolver el resultado al dispositivo móvil que se 
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encargará de proyectar el resultado correspondiente. La razón principal de enviar parte del 
procesamiento a los procesadores externos distribuyendo la carga se debe a que los compo-
nentes móviles cuentan con procesadores de bajo poder de cómputo con lo cual dificulta 








Por lo tanto, para ejecutar el procesamiento distribuido se optó por los procesadores 
ODROID-XU3 de la empresa Hardkernel co., Ltd de Corea del Sur. Estos componentes de 
hardware fueron los seleccionados para formar parte de la arquitectura integral del sistema y 
cuya función será la de procesar externamente imágenes y otras funciones. Se escogió este 
procesador por su alto poder de cómputo y por las dimensiones pequeñas del componente lo 
que era fácil integrarlo, por ejemplo, a un casco militar.  
La arquitectura del ODROID-XU3 presenta un bloque multimedia soportado por una 
poderosa GPU. El GPU es un componente de hardware con características multi-core que 
puede paralelizar cómputos en dicha unidad de proceso gráfico (GPGPU). En la actualidad 




ODROID-XU3 es una nueva generación de dispositivos poderosos, eficientes en el 
consumo de energía y factor de forma pequeños. Una característica interesante es que este 
procesador tiene soporte para ejecutar diferentes sistemas operativos tales como Ubuntu y 
Android versión 4.4.x. y superior. Está equipado con 4 núcleos grandes (Samsung Exynos-
5422 ARM Cortex-A15 hasta 2.0 GHz) y 4 núcleos pequeños (ARM Cortex-A7 hasta 1.0 
GHz). Posee capacidades de procesamiento mejoradas a bajo consumo de energía. Como 
parte de la arquitectura tienen una solución denominada big.LITTLE HMP (Heterogeneous 
Multi-Processing (HMP) solution) lo que permite que los procesadores Exynos-5422 puedan 
utilizar los 8 cores para administrar computacionalmente las tareas intensivas. 
 
 





Una de las características principales del ODROID-XU3, además de su poder de pro-
cesamiento, es que posee un pequeño factor de forma reduciendo de manera considerable el 
tamaño del dispositivo. Las dimensiones de la plaqueta de circuito impreso son de 
94x70x18mm, lo que permite adaptarlo a un casco militar o dispositivo de transporte externo 








El ODROID XU3, posee el GPU ARM Mali-T628 MP6 y ofrece soporte para 
OpenGL ES 1.1, OpenGL ES 2.0 y OpenGL ES 3.0, OpenCL 1.1 como también Google 
RenderScript. El GPU Mali-T628 está optimizado para procesar aplicaciones gráficas en 3D, 
computación visual, RA, generación de texturas y reconocimiento de voz, entre otros. 
5.5 Proceso distribuido 
Como parte de la arquitectura del sistema propuesta y siguiendo los niveles de pro-
cesamiento de RA sugeridos por [14], el proceso distribuido planteado está soportado por el 
diseño de una arquitectura Cliente / Servidor.  
Del lado del Cliente de ejecutan los procesos menos intensivos tales como: 
- Captura de video 
- Uso de sensores (ubicación, tracking) 
- Comunicación 
- Mapeo 





Figura 5.17 – Diagrama de despliegue 
(fuente: propia) 
 
Mientras que del lado del Servidor se implementó el módulo de Vision (y algunas fun-
cionalidades del módulo Input de entrada de datos) ya que en este módulo se instauró el 
procesamiento de imágenes pues el ODROID-XU3 soporta cargas intensivas de cómputo 
permitiendo distribuir dicha carga sobre sus procesadores. 
Con el objetivo de implementar el procesamiento distribuido se evaluó la comunicación 
de datos entre un Cliente (implementado en JAVA-Android) y un Servidor (implementado 
en JavaScript-Node.js), utilizando Socket.io como tecnología de comunicación entre estos 
componentes. Cabe aclarar que en el lado del Servidor se ejecutarán los algoritmos pertene-
cientes al módulo de Vision. El funcionamiento entre el Cliente y el Servidor se ejecuta me-
diante el envío de un frame (imagen) desde la aplicación Cliente hacia la aplicación Servidor. 
Para lograr esta acción se codifica en formato JSON de la siguiente manera: 
 
private void sendImage(Uri uri) throws JSONException, FileNotFoundException { 
 
      JSONObject data = new JSONObject(); 
      data.put("image", encodeImage(uri)); 
 





El servidor recibe el mensaje con la imagen. Guarda el archivo en el filesystem y 
luego crea un proceso donde se ejecuta el algoritmo (implementado en Python) para el pro-
cesamiento de la imagen. En este caso se utiliza el algoritmo FAST. El resultado se guarda 
como una imagen y por otro lado, la respuesta (en formato JSON) es enviada al Cliente.  
Los componentes de software instalados en el lado de Cliente fueron Android 6.0, 
OpenCV 3.1, Socket.io y librerías (ver sección 5.3.2 - Capa: Librerías); mientras que en la 





Figura 5.18 – Extrayendo características de una imagen mediante procesamiento dis-








En este capítulo se ha trabajado el despliegue de la solución propuesta. Para ello se han 
seleccionado e integrado distintas tecnologías, nodos de procesamiento y facilidades de co-
municación e interacción necesarias para poder utilizar la tecnología descripta en el capítulo 
anterior.  
Los despliegues propuestos en este capítulo tienen en cuenta las distintas exigencias, tanto 
funcionales como no funcionales, identificadas en capítulos previos, especialmente aquellas 
recogidas en el capítulo quinto y que tienen que ver con la CS, la RA y la usabilidad general 
de los desarrollos y despliegues propuestos en este informe. En este sentido, en este capítulo 
se remarcan las facilidades logradas y relacionadas con: 
• Identificación de la localización del usuario, 
• Identificación del entorno (construcciones edilicias, aliados, enemigos, etc.), 
• Facilidades de operación, considerando técnicas interactivas basadas en gestos, 
• Compatibilidad e interoperabilidad de dispositivos. 
 
El objetivo de este capítulo es demostrar la viabilidad de la solución propuesta y de su 
distribución.  
6.2 Dispositivos utilizados 
A la hora de realizar el despliegue de la misma se ha trabajado inicialmente en la selec-
ción de los dispositivos, las características comunes entre ellos serían nodos de procesa-
miento móviles, basados en Android y con distintas características. Concretamente, los dis-
positivos seleccionados se recogen en la siguiente tabla:
117 
 
Tabla 6.1 Dispositivos móviles. Características técnicas.  
Dispositivo Cámara SO CPU GPU Conectividad Sensores 
Epson Move-





Intel® Cherry Trail 












ción 13 Mp – 30 







4 x 1.5 GHz ARM Cor-
tex-A53 




GPS con soporte A-
GPS y GLONASS. 
4G/LTE. WiFi (b, g, 
n). Bluetooth 4.0 
Acelerómetro, giróscopo 
(emulado), proximidad, 
brújula, luz ambiente, lec-
tor de huellas dactilares 
Samsung SM-
G930F 
Principal de 12 
megapíxeles con 
apertura f/1.7, tec-
nología Dual Pixel 
Sensor, OIS y 
dual-LED. Secun-
daria de 5 megapí-










Samsung: 4 núcleos 
Exynos M1 Mongoose 
a 2,6/2,3 GHz + 4 nú-
cleos ARM Cortex-A53 
a 1,5 GHz (GTS) 
Samsung: 
Mali-T880 
MP12 a 650 
MHz 
4G LTE Cat.12/13, 
Wi-Fi doble banda, 
Wi-Fi Direct, Blue-
tooth 4.2, NFC, GPS 
con A-GPS y 
GLONASS, Micro-
USB 2.0, USB Host, 
jack de 3,5 mm 
Acelerómetro, giróscopo, 








Samsung Exynos 5422 
4 x 2.0 GHz ARM Cor-
tex-A15 
4 x 1.4 GHz ARM Cor-
tex-A7 








Módulo USB externo 
GPS. Módulo USB 
externo WiFi (b, g, 
n). Módulo USB ex-






Figura 6.1 – Dispositivos móviles utilizados para en los despliegues 




 En la figura anterior se muestran los dispositivos móviles que se han seleccionado para el 
despliegue. Los cuatro móviles se han usado como dispositivos de adquisición de video, utilización 
de sensores y visualización de imágenes en la pantalla de los mismos, en el caso de la gafa Epson 
Moverio BT 300 la proyección del video se realiza sobre el lente mientras que en los smartphone 
se utiliza el cardbox como adaptador para la proyección y visualización. 
6.3 Despliegues considerados 
Las arquitecturas hardware utilizadas para realizar el despliegue se centraron en dos tipos, por 
un lado, optical see-through mediante la utilización de la gafa de RA y un mini board ODROID-
XU3 como servidor para el procesamiento de imágenes y, por el otro, video see-through mediante 
el uso de un glass cardbox como soporte a los diferentes smartphone propuestos más un mini board 
ODROID-XU3 con el mismo fin propuesto en la arquitectura anteriormente mencionada. 
A continuación, se detallan los dos despliegues que se han realizado y que serán utilizados en 
el próximo capítulo para realizar la validación de la solución propuesta: 
 
Tabla 6.2 Despliegues utilizados para validar la solución propuesta.  
Opción 1 Opción 2 
• Componentes de hardware: 
o Gafa de RA 
 Antena WiFi 
 Cámara HD 
• Componentes de hardware: 
o Glass cardboard 
o Smartphone  
 Antena WiFi 
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 Sensores: Sensores: GPS, aceleró-
metro, giróscopo, brújula magné-
tica 
o ODROID XU3 
 Antena Bluetooth 
 Antena WiFi 
 Cámara HD 
 Sensores: GPS, acelerómetro, gi-
róscopo, brújula magnética 
o ODROID XU3 
 Antena Bluetooth 
 Antena WiFi 
• El ciclo de captura de video se procesa de la 
siguiente manera: 
1) El video es capturado desde la cámara 
de la gafa de RA 
2) Los frames del video capturado desde 
la cámara de la gafa de RA son envia-
dos al mini board ODROID XU3  
• Se utilizó el módulo de Communication del 
framework que utiliza Socket.io como tecnolo-
gía de comunicación entre la gafa de RA y el 
mini board ODROID XU3. 
• El ciclo de captura de video se procesa de la 
siguiente manera: 
1) El video es capturado desde la cá-
mara del Smartphone  
2) Los frames del video capturado 
desde la cámara del smartphone son 
enviados al mini board ODROID 
XU3  
• Se utilizó el módulo de Communication del 
framework que utiliza Socket.io como tecno-
logía de comunicación entre el Smartphone 
y el mini board. 
 
Los smartphone seleccionados se acoplaron al glass cardboard emulando la técnica de video 
see-through: 
 
Figura 6.2 – Glass cardbox acoplado a los smartphone utilizado en los despliegues 
(fuente: propia) 




Opción 1: Optical see-through. 1. Gafa de RA EPSON MOVERIO BT-300; 2. ODROID 




Opción 2: Video see-through. 1. Glass cardboard; 2. Smartphone; 3. ODROID XU3; 4. 
Comunicación entre los ODROID XU3; 5. Smartphone utilizando la cámara HD. 
Figura 6.3 – Opciones de arquitecturas de sistemas propuestos  
(fuente: varias) 
 
Una vez mencionadas las componentes hardware utilizadas para el despliegue de la solución, 
se está en condiciones de detallar los prototipos evolutivos como parte de la metodología sugerida 
y la implementación de las funcionalidades obtenidas para dar soporte a facilidades relacionadas 
con la CS. 
Además de la infraestructura descrita se utilizó un access point dentro de un mismo segmento 
de red (LAN) desde donde se conectaban los dispositivos móviles. 
Seguidamente, se analiza, de manera más detenida, algunos aspectos que se consideran funda-
mentales para el éxito de la solución propuesta. Concretamente se discute el despliegue de los 
módulos de comunicaciones, de visión y de integración de la tecnología. 
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6.4 Módulo Vision 
En el tercer prototipo desarrollado se integraron los algoritmos de extracción de caracterís-
ticas en el módulo de Vision del framework. Para ello se utilizó la librería OpenCV y algunas 
estrategias de optimización. El algoritmo de detección de características utilizado fue SIFT. Se 
entrenaron cinco construcciones edilicias, de las cuales se extrajeron características las que fueron 
almacenas en una base de datos. A medida que se iba recorriendo las instalaciones edilicias, se 
visualizaba una imagen representativa donde visualmente se daba a conocer al operador de la apli-
cación que dicho objeto se estaba procesando, tanto el reconocimiento como la clasificación de 
dicho objeto. Luego la aplicación imprimía en la parte superior izquierda de la pantalla, el texto 
del objeto reconocido y clasificado. 
 
  
Figura 6.4 – Prueba de extracción de características utilizando SIFT. Reconocimiento y 
Clasificación de objetos edilicios 
(fuente: propia) 
 
En el despliegue realizado se integró una aplicación de visualización de alertas y amenazas 
mediante el uso de iconografía y simbología militar. Para ello se implementó en la aplicación una 
función de visualización donde se imprime en el campo de visión del operador la información 
contextual obtenida remotamente desde una unidad de comunicación. El objetivo es potenciar las 









Adicionalmente, se integró el framework propuesto en una aplicación para el manejo de 
menús a través de reconocimiento gestual. Por ejemplo, en la siguiente figura se puede apreciar 
como el dedo índice de la mano izquierda del operador controla la activación y desactivación de 
un mapa digital. El objetivo es potenciar la CS y la usabilidad de la solución desarrollada. 
 
Figura 6.6 – Activación de un mapa por medio de reconocimiento gestual 
(fuente: propia) 
6.5 Integración de tecnologías 
Se integró una aplicación software para que sea ejecutada en cada uno de los dispositivos 
propuestos utilizando la arquitectura de sistema mencionada en la Sección 6.3 - Despliegues. 
Entre las funcionalidades desarrolladas en la aplicación y extendidas del framework se im-
plementaron las siguientes características: 
- Visualización de objetivos tácticos en un radar en 360 grados: los objetivos tácticos son 
cargados en la aplicación para que sean visualizados en la misma mediante la iconografía, 
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que por defecto, se diseñó. Los objetivos representan coordenadas latitud y longitud que 
son interpretados por el paquete Location del framework. Luego, los símbolos tácticos son 
impresos en el radar en 360 grados, permitiendo al operador tener una “visión” perimetral 
de las amenazas u objetivos tácticos. 
- Posicionamiento y orientación espacial de los objetos y del operador: el norte magnético 
sirve de referencia para ubicar y orientar al operador. Mientras el operador se desplaza, se 
calcula su posición relativa con respecto al norte magnético. De la misma manera que en 
la funcionalidad anterior, se utiliza el paquete Location a fin de calcular la ubicación y 
orientación del usuario.  
- Ayudas visuales mediante iconografía/simbología adaptable: la iconografía o símbolos 
tácticos utilizados en el radar de 360 grados, son adaptables y configurables permitiendo 
identificar la/s amenaza/s u objetivo/s táctico/s de acuerdo a la simbología militar, en este 
proyecto en particular. No obstante, se puede utilizar otra simbología, como por ejemplo, 
iconos logísticos u otros que sirvan de referencia para el operador. 
- Uso de menús interactivos mediante Reconocimiento Gestual: mediante la utilización de 
técnicas de reconocimiento gestual se puede obtener información a demanda. Esta funcio-
nalidad se implementó en el paquete Input del framework. Si bien esta funcionalidad posee 
características de procesamiento de imágenes y visión por computador, no fue implemen-
tado en el paquete de Vision ya que se analizó dentro de la lógica del framework que era 
una mejor opción de diseño implementarlo en el paquete Input. 
- Reconocimientos de objetos edilicios: como parte principal de esta prueba de concepto se 
implementó en la aplicación desarrollada la posibilidad de reconocer varios objetos edili-
cios previamente entrenados. Esta funcionalidad fue implementada en el módulo de Vision. 
No obstante, para reconocer el primer frame del objeto a clasificar, se utilizó la técnica de 
reconocimiento gestual donde, a través de la detección del dedo anular y del dedo índice 
del operador, se especifica el área aproximada de captura del primer frame. A partir de esta 
detección inicial, el siguiente paso es la clasificación del objeto en cuestión utilizando las 
técnicas de reconocimiento de objetos adecuada implementadas en le framework y exten-
dida en la aplicación de prueba. 
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- Uso de cartografía en 3D mediante uso de RA: esta funcionalidad se encuentra implemen-
tada en el módulo de Mapeo. Este módulo implementa una interfaz a un SIG completa-
mente funcional que permite cargar cartas prediseñadas a la aplicación y ubicar elementos 
para su posterior visualización y manipulación ya sea en una carta 2D como en un mundo 
3D. 
Básicamente se integraron en una aplicación todas las funcionalidades demostradas en cada 
uno de los prototipos desarrollados anteriormente.  
En las siguientes figuras se puede observar cada una de las características implementadas en 
la aplicación utilizando el framework propuesto: 
 
 
a) Radar 360 grados 
 
b) Reconocimiento de objeto (Edificio) 
 
c) Reconocimiento gestual e iconografía 
 
 
d) Visualización de mapa activado por gesto 
 
 
Figura 6.7 – QRCode para acceder a vídeo en el cual se muestra la integración de las fun-















7.1 Conclusión del Trabajo 
En el presente trabajo final, se ha profundizado en los fundamentos de procesamiento de imá-
genes y visión por computador dándole principal importancia a los aspectos técnicos relacionados 
con la Realidad Aumentada.  
Se ha analizado diferentes proyectos militares que utilizan tecnología de visión artificial y RA 
en la ayuda de la toma de decisiones en terrenos hostiles. Se han listado y comparado diferentes 
proyectos militares que utilizan estas tecnologías para dar soporte al personal militar. Luego de 
haber analizado estas tecnologías se construyó una tabla comparativa a fin de determinar la nece-
sidad concreta de construir un framework propio de RA que sea aplicado en la construcción de 
aplicaciones. Por otro lado, se analizaron los elementos necesarios que forman parte de tener una 
CS amplia para tener el estado de situación de las amenazas circundantes y, por el otro lado, las 
tecnologías que dan soporte para que se cumpla lo antes mencionado. De este análisis se concluyó 
que no todas las tecnologías cumplen con los requerimientos operacionales, es decir, ninguno de 
ellos es completo en cuanto al aporte de funcionalidades que sirvan para hacer frente a la proble-
mática de ayudar al personal militar a tomar decisiones en casos de estrés.  Por lo tanto, se optó 
por desarrollar un framework de RA, centrado en resolver la problemática de la CS con el objetivo 
de poder desarrollar aplicaciones de RA que se ejecuten en una arquitectura Cliente / Servidor. En 
resumen, se realizó un framework propio para que soporte lo que la mayoría de las tecnologías 
militares mencionadas no soportan.  
Para solucionar la carencia de frameworks que utilicen componentes reutilizables para desarro-
llar aplicaciones de RA, se consideró una arquitectura basada en capas para el diseño del middle-
ware del framework propuesto que facilita la integración tecnológica. Adicionalmente una de las 
características relevantes del framework fue la arquitectura Cliente / Servidor, es decir, la capaci-
dad de implementar (desplegar) las aplicaciones que se desarrollen en una arquitectura distribuida 
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en donde en el lado del Servidor se ejecutarán las tareas más intensivas que corresponden al pro-
cesamiento de imágenes. 
Para llevar a cabo el proceso de construcción del framework se basó en el desarrollo de pruebas 
de concepto individuales a modo de prototipos con el fin de que se demuestre el funcionamiento 
y el cumplimiento de lo solicitado. Para ello el diseño del framework y el desarrollo de las aplica-
ciones se basaron en una metodología combinada entre el uso de un método ágil y las técnicas de 
DCU. Por otro lado, se escogió este método de trabajo debido a que el segmento militar era poco 
explorado y era necesario diseñar, programar y mostrar a los usuarios claves el funcionamiento de 
cada parte del framework como unidades independientes, que posteriormente, se integrarían en el 
framework final. Se optó por utilizar SCRUM como método ágil de desarrollo de software en 
conjunto con los principios de diseño que aporta el DCU resultando una metodología combinada 
SCRUM-DCU. Siguiendo el criterio de SCRUM-DCU, una de las principales tareas es la realiza-
ción de prototipos evolutivos.  
El principal trabajo fue diseñar la arquitectura de la capa intermedia, es decir, el middleware que 
está compuesto por la capa de los Módulos y la capa de las Librerías. Se centró en el diseño del 
framework para que las aplicaciones desarrolladas sean ejecutadas en dispositivos móviles con SO 
Android y en procesadores con arquitectura ARM. Por otro lado se logró implementar una arqui-
tectura Cliente / Servidor en donde se derivó, del lado del Servidor, la carga de trabajo más inten-
sivo, por ejemplo, procesar los algoritmos necesarios de visión por computador y devolver el re-
sultado al dispositivo móvil que se encargará de proyectar el resultado correspondiente.  
Una vez diseñado el framework con los módulos correspondientes se procedió a realizar dife-
rentes Despliegues a fin de poner a prueba lo propuesto. Para ello se han seleccionado e integrado 
distintas tecnologías, nodos de procesamiento y facilidades de comunicación e interacción nece-
sarias para poder utilizar la tecnología sugerida. Se utilizaron para tal fin hardware que diera so-
porte a técnicas basadas en optical see-through mediante el uso de gafas de RA y video see-through 
mediante el uso de glass cardbox y en los 2 casos complementados por mini board ODROID-XU3. 
Se trabajó intensamente sobre el Módulo de Visión en donde se encontraban los principales 
algoritmos de procesamiento de imágenes. 
Se logró implementar funcionalidades con las siguientes características: 
- Visualización de objetivos tácticos en un radar en 360 grados 
- Posicionamiento y orientación espacial de los objetos y del operador  
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- Ayudas visuales mediante iconografía/simbología adaptable 
- Uso de menús interactivos mediante Reconocimiento Gestual y Vocal 
- Reconocimientos de objetos edilicios 
- Uso de cartografía en 3D mediante uso de RA 
Básicamente se integraron en una aplicación todas las funcionalidades demostradas en cada uno 
de los prototipos desarrollados.  
Por lo tanto y a modo de conclusión final se demostró la viabilidad de la solución propuesta 
cumpliendo el objetivo principal de aportar un soporte a la toma de decisiones. 
7.2 Líneas futuras de trabajo 
Como línea de trabajo futura, se propone la posibilidad de desarrollar un conjunto de funciona-
lidades que no fueron implementadas en el framework propuesto ya sea por tiempos y/o por el 
alcance definido. Estas funcionalidades están relacionadas con potenciar el uso de la CS y brindar 
un soporte más amplios y efectivo en los procesos de toma de decisiones.  
Estas funcionalidades adicionales permitirán ampliar el uso pues las aplicaciones que extiendan 
del framework estarán preparadas para ser utilizadas en misiones en donde, por ejemplo, la falta 
de luz visible es un factor clave en las operaciones nocturnas.  
Por otro lado, la utilización de mecanismos más efectivos de clasificación conlleva a pensar en 
nuevas herramientas que sean incorporadas en la estructura middleware del framework.  
Por lo tanto, y de acuerdo a lo expresado anteriormente, existen diversas líneas de investigación 
que quedan abiertas luego de la finalización del informe, a saber:  
- Diseñar un modelo que sirva para la identificación, selección y clasificación de requisitos 
de la CS. 
- Evaluar el cumplimiento de la CS mediante el uso de distintas técnicas de evaluación donde 
se contemple la experiencia del usuario. 
- Capacidad de reconocimiento de objetos en modalidad nocturno: esta funcionalidad impli-
caría desarrollar un Módulo para operaciones nocturna implementando algoritmos especí-
ficos en el módulo de Vision. De esta manera se ampliará la capacidad del módulo lo que 
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posibilitará desarrollar aplicaciones extendiendo del framework esta característica. Se po-
drán desarrollar aplicaciones que requieran la utilización de reconocimiento de objetos bajo 
condiciones de poca luz o la carencia total de ésta. 
- Deep Learning (DL): se propone la implementación de técnicas de clasificación basado en 
la utilización de redes neuronales implementada en el módulo de Vision o en su defecto en 
un módulo específico de DL diseñado separadamente. La idea principal es sustituir los 
algoritmos de clasificación utilizados en el framework actual por técnicas de DL tales como 
Convolutional Neural Network (CNN) para el procesamiento de imágenes. Se propone 
CNN ya que debido a que su aplicación es realizada en matrices bidimensionales, son muy 
efectivas para tareas de visión artificial, como en la clasificación y segmentación de imá-
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