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Introduction
The main purpose of this thesis is the study of several properties concerning the
scales of 2-microlocal Besov and Triebel-Lizorkin spaces with variable integrability,
which are the result of conjugating two classes of function spaces: 2-microlocal spaces
and spaces with variable integrability.
Function spaces with variable integrability, also called variable exponent function
spaces Lp(·), made the first appearance in 1931 in the work [41] of Orlicz. However, sev-
eral decades stand between this emergence and their substantial development, partially
motivated by the applications in diverse fields such as fluid dynamics, image process-
ing, PDEs and variational calculus. The resurgence of the spaces Lp(·) is then due to
the paper [32] of Kova´cˇik and Ra´kosn´ık, as well as [14] of Edmunds and Ra´kosn´ık and
[9] of Diening. For a complete overview on these spaces, we refer to the monographs
[8, 11].
Concerning spaces with variable smoothness, Sobolev and Besov type spaces have
been introduced in the works of Unterberger [54], Viˇsik and Eskin [55], Unterberger
and Bokobza [53] and also in the work of Beauzamy [5]. Leopold in [33, 34] has
considered Besov spaces where the smoothness is determined by a symbol a(x, ξ) of
a certain class of hypoelliptic pseudo-differential operators. In the particular case
a(x, ξ) = (1 + |ξ|2)s(x)/2, these spaces coincide with the variable smoothness Besov
spaces B
s(·)
p,q , explicitly studied by Besov in [6] along with the Triebel-Lizorkin scale
F
s(·)
p,q .
The fusion between function spaces with variable smoothness and variable integra-
bility was developed in a recent past, with the definition of spaces which generalize
the classical Besov and Triebel-Lizorkin spaces with constant exponents Bsp,q and B
s
p,q,
but now with all the three indices variable. Diening, Ha¨sto¨ and Roudenko in [12]
introduced Triebel-Lizorkin spaces F
s(·)
p(·),q(·), while Almeida and Ha¨sto¨ fixed attention
on defining Besov spaces B
s(·)
p(·),q(·) in [1]. Besides the important unification provided by
these new scales of function spaces, it is quite interesting to observe the interaction
between the integrability and smoothness indices clearly explicit in the trace theorem
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stated in [12] and the Sobolev embeddings proved in [57] and [1] for both scales.
As for 2-microlocal function spaces Bwp,q and F
w
p,q, they represent a more general
approach to spaces of variable smoothness. These spaces, where the smoothness is
measured by a weight sequence w = (wν)ν∈N0 , are due to Bony in [7] and Jaffard in
[23]. Curiously, the first suggestion to the study of such spaces was given by Peetre
in [42] about ten years before. Connected with the study of regularity properties of
functions, 2-microlocal spaces were also used by Jaffard and Meyer in [24] and Le´vy
Ve´hel and Seuret in [35, 36].
2-microlocal spaces with variable integrability arose in the work [27] of Kempka,
providing a unification of many function spaces studied so far. Despite the fact that in
this first work [27] the study of Besov spaces was restricted to the case where the pa-
rameter q is still constant, nowadays there are already several works studying the more
general scales Bwp(·),q(·) and F
w
p(·),q(·). We mention for instance [2, 3, 18, 19, 20, 21, 29].
Here we intend to develop some important results concerning 2-microlocal Besov
and Triebel-Lizorkin spaces with variable integrability Bwp(·),q(·) and F
w
p(·),q(·). Highly
useful in the resolution of several key problems are the local representations of the
spaces, such as atomic representations, since a correspondence between the function
spaces and the corresponding sequence spaces are achieved. The underlying idea of
such representations is the decomposition of each function f in the spaces under con-
sideration as a linear combination of (simpler) functions aν,m with compact support in
some cube, as
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m,
where the coefficients (λν,m)ν∈N0,m∈Zn ⊂ C are elements of the corresponding sequence
space. As for concrete applications of this characterization, one has trace results as
well as different types of embeddings.
In the case of embeddings, the big advantage about resorting on the atomic de-
composition is that, due to the correspondence between function and sequence spaces
there expressed, the proofs of the embeddings can be carried out in the more practical
sequence spaces. This will be observable in the proofs of some general embeddings, as
well as in Sobolev type and Franke-Jawerth embeddings.
Sobolev embeddings are not new for spaces with variable exponents and represent
an important tool to deal with some subjects. In fact, the Franke-Jawerth embeddings
are part of the list of those applications, constituting indeed a novelty in the frame of
spaces with variable exponents. They go back to Franke in [16] and Jawerth in [25]
and there are different proofs for the classical spaces Bsp,q(Rn) and F sp,q(Rn) relying
on distinct techniques, such as interpolation theory, duality or the concept of non-
increasing rearrangement. None of those methods are available in the field of function
spaces with variable exponents, which paves the way for a completely new procedure.
Afterwards, Jawerth and Franke embeddings will not only exploit the fine properties
of Besov and Triebel-Lizorkin spaces, but also exhibit an interesting interplay between
these two scales of function spaces.
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In regard to traces, we can similarly take advantage of the atomic decomposition
theorem, as we will investigate traces of Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn) on hyperplanes.
The trace theorem proved in [12] for Triebel-Lizorkin spaces with variable exponents
F
s(·)
p(·),q(·)(R
n) is, in fact, one of the results where the interaction between the smoothness
and the integrability parameters is more evident. Namely, the authors proved the
following
TrF
s(·)
p(·),q(·)(R
n) = F
s(·)− 1
p(·)
p(·),p(·) (R
n−1), with s− − 1
p−
> (n− 1)
( 1
min(1, p−)
− 1
)
,
where we use the notation r− = ess-infx∈Rn r(x). From this result we can easily un-
derstand the necessity of taking s and q variable if p is at first variable. In this work
we extend this result for the scale of 2-microlocal Triebel-Lizorkin spaces with variable
integrability and also provide the counterpart for the Besov scale.
Smooth atomic decompositions are without a doubt of great use in the investigation
of properties of the spaces Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn). However, it is not a tool for
every task, since the conditions on the atoms can be quite strong. This is the case
when studying the multiplication operator
Pϕ : f 7→ ϕ · f
for a bounded function ϕ on Rn and f ∈ Bwp(·),q(·)(Rn) or f ∈ Fwp(·),q(·)(Rn). For such an
f and for φ : Rn → Rn being a k-diffeomorphism with k big enough in dependence of
w, p and q, the superposition mapping
Dφ : f 7→ f ◦ φ,
is another example where the smooth atomic decomposition is not useful.
An easy proof would resort on the atomic decomposition theorems, for which one
would have to prove that the multiplication of an atom aν,m with a function ϕ or
a superposition with φ would still be an atom with similar properties. However, in
certain situations, the atoms have to fulfill moment conditions, i.e.∫
Rn
xβaν,m(x) dx = 0, for 0 ≤ |β| < L and ν ≥ 1,
for L ∈ N0 big enough (in dependence of w, p and q), which, in general, are not pre-
served by multiplication or superposition. The suggestion of replacing this conditions
by more general ones goes back to Skrzypczak in [46]. In this work we use an extended
version of those conditions given by Scharf in [44], which reads as∣∣∣ ∫
dQν,m
ψ(x)aν,m(x)dx
∣∣∣ ≤ c 2−ν(L+n)‖ψ | CL(Rn)‖,
for all Ho¨lder functions ψ ∈ CL(Rn). Now the multiplication and the superposition no
longer affect the veracity of these conditions.
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Moreover, we generalize the definition of the atoms also in another direction. Namely,
we replace the usual CK(Rn)-conditions by Ho¨lder conditions such as
‖aν,m(2−ν ·) | CK(Rn)‖ ≤ c, (1.0.1)
for K ≥ 0. In this way, as in [44], we extend and adapt to our needs the known
definitions of the atoms from [50, 46, 52].
The substitution of the usual CK(Rn)-conditions by conditions of type (1.0.1) in
the definition of the atoms was suggested by Triebel and Winkelvoß in [52], in a way
of giving an intrinsic definition of the spaces Bsp,q(Ω) and F
s
p,q(Ω) on a class of (non-
smooth) domains Ω via atomic decompositions.
Once in the possession of the more general atomic decomposition result for
Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn), it seems natural the idea of extending the results from
[52] to the scales of 2-microlocal Besov and Triebel-Lizorkin spaces with variable inte-
grability. This means that, instead of defining the spaces on a domain Ω by restrictions
of the corresponding spaces on Rn, we aim to characterize Bwp(·),q(·)(Ω) and Fwp(·),q(·)(Ω)
using atomic decompositions. The modification in the definition of the atoms will al-
low one to use the Whitney extension method in a matter of extending the atoms from
the domains Ω to the whole space Rn. Considering then the scale of regular domains,
which includes bounded connected Lipschitz domains as well as (, δ)-domains, we give
a quite easy but significantly solid answer to this problem.
This work is organized as follows: in Chapter 2 we present the Fourier analytical
definition of Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn), after presenting all the needed background
for such task. Characterizations of the spaces via maximal functions and local means
are also stated. The significant aspect in this chapter is the proof of the independence
of the definition of the spaces from the dyadic resolution of unity, usually (but not
completely correct) claimed as a consequence of the local means characterization.
In Chapter 3 we give a survey on smooth atomic decompositions, meaning that the
functions in Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn) are decomposed via smooth atoms, as it will
constitute the backbone of the proofs in the following chapters concerning embeddings
and traces.
Chapter 4 is then devoted to the study of different sorts of embeddings. Alongside
with some well known general embeddings, we prove Sobolev type as well as Franke-
Jawerth embeddings. While Sobolev embeddings can be found in [18] for Fwp(·),q(·)(Rn)
and in [3] for Bwp(·),q(·)(Rn), the Franke and the Jawerth embeddings are published in
[21].
In Chapter 5 we rely on the content of the previous two chapters to study traces
of Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn) on hyperplanes. Naturally, the starting point is the
clarification of the definition of the trace operator on the whole sets Bwp(·),q(·)(Rn) and
Fwp(·),q(·)(Rn), which will be done by the use of density and completion arguments. Ad-
ditionally to the main statements, we will complete the chapter with the consideration
of some limiting cases. As far as the spaces Fwp(·),q(·)(Rn) are concerned, all the results
of this chapter can be found in [18]. Concerning the Besov type spaces, the results
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here constitute a novelty, since only the case where q is constant was considered in
literature (see [38] and [18]).
In Chapter 6 we will present the more general results on atomic representations
of 2-microlocal spaces of Besov and Triebel-Lizorkin type with variable integrability,
which were mentioned before. As corollaries, we are able to state a very general result
on pointwise multipliers as well as on diffeomorphisms. The content of this chapter is
partially published in [19].
Lastly, in Chapter 7, we consider 2-microlocal Besov and Triebel-Lizorkin spaces
Bwp(·),q(·)(Ω) and F
w
p(·),q(·)(Ω), where Ω is a regular domain. We develop an atomic
characterization of the spaces intrinsically, which can be found in [20].
15
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2.2.4 Admissible weights . . . . . . . . . . . . . . . . . . . . . 26
2.2.5 2-microlocal spaces with variable integrability . . . . . . . . 28
2.2.6 Maximal functions and local means . . . . . . . . . . . . . 32
2.1 Preliminaries
We shall start by adopting some general notation. We denote by N the set of all
natural numbers, by N0 we mean N∪ {0}, Z denotes the set of integers and C the set
of complex numbers. Rn stands for the n-dimensional real Euclidean space and Zn
denotes the set of all lattices points in Rn having integer components.
The points of the Euclidean space Rn are denoted by x = (x1, ..., xn), y = (y1, ..., yn),
.... If β = (β1, ..., βn) ∈ Nn0 is a multi-index, then its length is denoted by
|β| = ∑nν=1 βν . The derivatives Dβ = ∂|β|/(∂β1 · · · ∂βn) have to be understood in
the distributional sense. We put xβ = xβ11 · · · xβnn .
The Schwartz space S(Rn) is the space of all complex-valued rapidly decreasing
17
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infinitely differentiable functions on Rn. Its topology is generated by the norms
‖ϕ‖k,l = sup
x∈Rn
〈x〉k
∑
|β|≤l
|Dβϕ(x)|, k, l ∈ N0,
where 〈x〉 := (1 + |x|2) 12 . A linear mapping f : S(Rn) → C is called a tempered
distribution if there are a constant c > 0 and k, l ∈ N0 such that
|f(ϕ)| ≤ c‖ϕ‖k,l
holds for all ϕ ∈ S(Rn). The collection of all such mappings is denoted by S ′(Rn).
The Fourier transform is defined on both spaces S(Rn) and S ′(Rn) and it is given by
(Ff)(ϕ) := f(Fϕ), ϕ ∈ S(Rn), f ∈ S ′(Rn),
where
Fϕ(ξ) = ϕˆ(ξ) = 1
(2pi)n/2
∫
Rn
e−ix·ξϕ(x) dx.
Here, x · ξ = x1ξ1 + · · · + xnξn stands for the inner product. Analogously, we define
the inverse Fourier transform on S(Rn) and S ′(Rn) as follows:
(F−1f)(ϕ) := f(F−1ϕ), ϕ ∈ S(Rn), f ∈ S ′(Rn),
with
F−1ϕ(ξ) = ϕ∨(ξ) = 1
(2pi)n/2
∫
Rn
eix·ξϕ(x) dx.
Moreover, the convolution of a distribution f ∈ S ′(Rn) and a Schwartz function
ϕ ∈ S(Rn) is defined by
(f ∗ ϕ)(x) =
∫
Rn
f(y)ϕ(x− y) dy =
∫
Rn
f(x− y)ϕ(y) dy.
Remark 2.1.1. Note that we have the following relation:
(ϕ∨ν ∗ f)(x) = (2pi)n/2(ϕν fˆ)∨(x), x ∈ Rn,
for f ∈ S ′(Rn) and ϕ ∈ S(Rn).
We say a vector space E is a quasi-Banach space if it is quasi-normed by ‖ · | E‖
and complete. That means that ‖ · | E‖ fulfills the norm conditions but the triangle
inequality is replaced by
‖x+ y | E‖ ≤ c
(
‖x | E‖+ ‖y | E‖
)
, for c ≥ 1. (2.1.1)
If c = 1 in (2.1.1), then ‖ · | E‖ is a norm and E is a Banach space.
18
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For q ∈ (0,∞], `q stands for the linear space of all complex sequences
f = (fν)ν∈N0 endowed with the quasi-norm
‖f | `q‖ =

( ∞∑
ν=0
|fν |q
)1/q
, if 0 < q <∞
sup
ν∈N0
|fν |, if q =∞.
All unimportant (i.e. independent of appropriate quantities) positive constants are
denoted by c or C, occasionally with subscripts. For two non-negative expressions (i.e.,
functions or functionals) A, B, the symbol A . B (or A & B) means that A ≤ cB (or
cA ≥ B), for some c > 0. If A . B and A & B, we write A ∼ B and say that A and
B are equivalent.
2.2 Definitions and basic properties
In this section we define 2-microlocal Besov and Triebel-Lizorkin spaces with variable
exponents, which we will do after presenting all the necessary background. Namely,
we start by introducing semimodular spaces, variable and mixed Lebesgue-sequence
spaces as well as the notion of admissible weight sequence. Afterwards we will finish
this section by presenting an equivalent characterization of the spaces via maximal
functions and local means.
2.2.1 Modular spaces
Since our spaces suit in the framework of semimodular spaces, we give a small
introduction on this subject, with elementary definitions and results. For a deeper
exposition of this theory, we refer to the monographs [8], [11] and [40].
Definition 2.2.1. Let X be a vector space over R or C. A function % : X → [0,∞]
is called a semimodular on X if it satisfies:
(i) %(0) = 0;
(ii) %(λf) = %(f) for all f ∈ X and λ ∈ C with |λ| = 1;
(iii) %(λf) = 0 for all λ > 0 implies f = 0;
(iv) λ 7→ %(λf) is left-continuous on [0,∞) for every f ∈ X, namely
lim
λ→1−
%(λf) = %(f).
A semimodular % is called a modular if
(v) %(f) = 0 implies f = 0.
19
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A semimodular % is called continuous if
(vi) for every f ∈ X, the mapping λ 7→ %(λf) is continuous on [0,∞).
A semimodular % can be additionally qualified by the term (quasi-)convex. This
means that there exists A ∈ (1,∞) such that, for all θ ∈ [0, 1] and all f, g ∈ X,
%(θf + (1− θ)g) ≤ A[θ%(f) + (1− θ)%(g)].
Here A = 1 stands for the convex case, while A ∈ [1,∞) stands for the quasi-convex
case.
Definition 2.2.2. Let % be a (semi)modular on X. Then
X% :=
{
f ∈ X : ∃λ > 0 such that %(λf) <∞}
is called a (semi)modular space.
Theorem 2.2.3. Let % be a (quasi-)convex semimodular on X. Then X% is a (quasi-
)normed space with the Luxemburg (quasi-)norm given by
‖x‖% := inf
{
λ > 0 : %
(
f
λ
)
≤ 1
}
,
where the infimum of the empty set is, by definition, infinity.
For simplicity, we will refer to semimodulars as modulars and, similarly, we will also
drop the word ”quasi” later.
One key method dealing with the definition of the norm is the following relationship,
known as the unit ball property :
%(f) ≤ 1 if, and only if, ‖f‖% ≤ 1. (2.2.2)
As proved in [11, Lemma 2.1.14], it follows from the definition of the norm and the
properties of the modular, namely, the left-continuity property.
2.2.2 Lebesgue spaces with variable exponents
We proceed by clarifying the notion of spaces with variable integrability. By P(Rn)
we denote the class of exponents which are measurable functions p : Rn → (c,∞] for
some c > 0. For E ⊂ Rn and p ∈ P(Rn), we denote
p+E := ess-sup
x∈E
p(x) and p−E := ess-inf
x∈E
p(x).
We use the abbreviations
p+ = p+Rn and p
− = p−Rn .
20
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The variable exponent Lebesgue space Lp(·)(Rn) consists of all measurable functions f
such that
%p(·)
(
f
λ
)
:=
∫
Rn0
( |f(x)|
λ
)p(x)
dx+ ess-sup
x∈Rn∞
|f(x)|
λ
is finite for some λ > 0. Here Rn∞ denotes the subset of Rn where p(x) = ∞ and
Rn0 = Rn \ Rn∞. The Luxemburg (quasi-)norm of a function f ∈ Lp(·)(Rn) is given by
‖f | Lp(·)(Rn)‖ := inf
{
λ > 0 : %p(·)
(
f
λ
)
≤ 1
}
.
It is known from [11, Remark 3.2.3] that %p(·) defines a modular (on the vector space
consisting of all measurable functions on Rn which are finite a.e.), and Lp(·)(Rn) be-
comes a quasi-Banach space with respect to the quasi-norm just defined. In fact,
when p− ≥ 1, that same functional becomes a norm. If p(x) ≡ p is constant, then
Lp(·)(Rn) = Lp(Rn) is the classical Lebesgue space. The fundamental properties of the
spaces Lp(·)(Rn), at least in the case p− ≥ 1, can be found in [32] as well as in the
recent monographs [11, 8]. We list now some of those which are of special interest
throughout this work.
Remark 2.2.4. Let p ∈ P(Rn).
(a) For any r ∈ (0,∞), we have
‖f | Lp(·)(Rn)‖r =
∥∥|f |r | L p(·)
r
(Rn)
∥∥ (2.2.3)
and, for any f, g ∈ Lp(·)(Rn),
‖f + g | Lp(·)(Rn)‖ ≤ max
(
1, 2
1
p−−1
) (‖f | Lp(·)(Rn)‖+ ‖g | Lp(·)(Rn)‖).
(b) Since %p(·) is a semimodular, the unit ball property follows as a natural conse-
quence of (2.2.2) (see [11, Lemma 3.2.4]):
%p(·)(f) ≤ 1 if, and only if, ‖f | Lp(·)(Rn)‖ ≤ 1. (2.2.4)
(c) Let p ∈ P(Rn) with p− < ∞. If %p(·)(f) > 0 or p+ < ∞, then from the previous
property it follows that
min
(
%p(·)(f)
1
p− , %p(·)(f)
1
p+
)
≤ ‖f | Lp(·)(Rn)‖ ≤ max
(
%p(·)(f)
1
p− , %p(·)(f)
1
p+
)
.
(d) Assume that p− ≥ 1. For variable exponents, Ho¨lder’s inequality was proved in
[11, Lemma 3.2.20] and it is stated in the following way. If f ∈ Lp(·)(Rn) and
g ∈ Lp′(·)(Rn), then fg ∈ L1(Rn) and∫
Rn
|f(x)g(x)| dx ≤ C ‖f | Lp(·)(Rn)‖ · ‖g | Lp′(·)(Rn)‖ (2.2.5)
where p′(·) denotes the conjugate exponent of p(·) defined pointwise by
1
p(·) +
1
p′(·) = 1, x ∈ Rn, with 1/∞ = 0.
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(e) If p(·) ≤ 1, then for all non-negative functions f, g ∈ Lp(·)(Rn) the following
reverse Minkowski inequality holds true:
‖f | Lp(·)(Rn)‖+ ‖g | Lp(·)(Rn)‖ ≤ ‖f + g | Lp(·)(Rn)‖. (2.2.6)
(f) The space Lp(·)(Rn) has the lattice property. Namely, if |f | ≤ |g|, then
‖f | Lp(·)(Rn)‖ ≤ ‖g | Lp(·)(Rn)‖.
We introduce now the Hardy-Littlewood maximal operatorMt, which is defined for
a locally integrable function f ∈ Lloc1 (Rn) and for 0 < t ≤ 1 by
Mt(f)(x) =
(
sup
x∈Q
∫
Q
|f(y)|t dy
)1/t
,
where the supremum is taken over all dyadic cubes Q (or balls) in Rn and
M(f)(x) = M1(f)(x). Since the boundedness of many operators follows from the
boundedness of the maximal operator, the later plays an important role in the study
of function spaces. The establishment of the boundedness of Mt on the variable
Lebesgue space Lp(·)(Rn) in [9] was therefore of enormous importance for the develop-
ment of this field. The parameter p is naturally required to satisfy certain regularity
conditions, which can be expressed by the classes defined below.
Definition 2.2.5. Let g ∈ C(Rn). We say that g is locally log-Ho¨lder continuous,
abbreviated g ∈ C logloc (Rn), if there exists clog(g) > 0 such that
|g(x)− g(y)| ≤ clog(g)
log(e+ 1/|x− y|) for all x, y ∈ R
n. (2.2.7)
We say that g is globally log-Ho¨lder continuous, abbreviated g ∈ C log(Rn), if g is locally
log-Ho¨lder continuous and there exists g∞ ∈ R such that
|g(x)− g∞| ≤ clog
log(e+ |x|) for all x ∈ R
n. (2.2.8)
We use the notation p ∈ P log(Rn) if p ∈ P(Rn) and 1/p ∈ C log(Rn). Note that all
(exponent) functions in C logloc (Rn) are bounded.
Remark 2.2.6. Let p ∈ P(Rn). If p+ < ∞, then p ∈ C log(Rn) if, and only if,
1/p ∈ C log(Rn). If p satisfies (2.2.8), then
p∞ = lim|x|→∞
p(x).
The boundedness of the maximal operator can then be stated as follows.
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Proposition 2.2.7 ([10, Theorem 3.6]). Let p ∈ P log(Rn) with 1 < p− ≤ p+ ≤ ∞.
Then, M is bounded in Lp(·)(Rn), i.e., there exists a constant c > 0 such that, for all
f ∈ Lp(·)(Rn),
‖Mf | Lp(·)(Rn)‖ ≤ c ‖f | Lp(·)(Rn)‖.
If p(·) ∈ P log(Rn), then M is bounded on Lp(·)/p0(Rn) for every p0 < p− or, equiva-
lently, Mt is bounded on Lp(·)(Rn), where t = min(1, p0).
According to [11, Corollary 4.5.9], we can estimate the quasi-norms of characteristic
functions on cubes Q (or balls) in Rn, for p ∈ P log(Rn), as follows:
‖χQ | Lp(·)(Rn)‖ ∼
{
|Q| 1p(x) , if |Q| ≤ 1 and x ∈ Q
|Q| 1p∞ , if |Q| ≥ 1, (2.2.9)
where 1
p∞ = lim|x|→∞
1
p(x)
.
2.2.3 Variable exponent mixed sequence spaces
In order to define variable Besov and Triebel-Lizorkin scales, we need to consider
suitable mixed sequence spaces. For p, q ∈ P(Rn) and a sequence (fν)ν∈N0 of complex-
valued Lebesgue measurable functions on Rn, we define the mixed Lebesgue-sequence
space Lp(·)(`q(·)(Rn)) through the quasi-norm
‖(fν)ν∈N0 | Lp(·)(`q(·)(Rn))‖ =
∥∥∥( ∞∑
ν=0
|fν |q(·)
)1/q(·)
| Lp(·)(Rn)
∥∥∥.
This intuitive definition introduced in [12] takes the `q(x)-norm of (fν(x))ν∈N0 for every
x ∈ Rn, followed by the Lp(·)-norm with respect to x ∈ Rn. If min(p−, q−) ≥ 1, then
Lp(·)(`q(·)(Rn)) is a normed space.
Regarding the counterpart `q(·)(Lp(·)(Rn)), one can not handle the task so easily.
Instead, one has to define another modular. For p, q ∈ P(Rn) and a sequence (fν)ν∈N0
of Lp(·)(Rn), we define
%`q(·)(Lp(·))
(
(fν)ν∈N0
)
=
∞∑
ν=0
inf
{
λν > 0 : %p(·)
(
fν
λ
1/q(·)
ν
)
≤ 1
}
. (2.2.10)
If q+ <∞, then we can replace (2.2.10) by the simpler expression
%`q(·)(Lp(·))
(
(fν)ν∈N0
)
=
∞∑
ν=0
∥∥∥|fν |q(·) | L p(·)
q(·)
(Rn)
∥∥∥. (2.2.11)
The quasi-norm in the mixed sequence-Lebesgue space `q(·)(Lp(·)(Rn)) is defined as usual
by
‖(fν)ν∈N0 | `q(·)(Lp(·)(Rn))‖ = inf
{
µ > 0 : %`q(·)(Lp(·))
(
1
µ
(fν)ν∈N0
)
≤ 1
}
.
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According to [1], where these spaces where introduced, this is a norm if q(·) ≥ 1 is
constant a.e. and p− ≥ 1, or if 1
p(x)
+ 1
q(x)
≤ 1 a.e. on Rn. More recently, it was
shown in [31] that it also becomes a norm if 1 ≤ q(x) ≤ p(x) ≤ ∞. Contrarily
to the situation when q is constant, the expression above is not necessarily a norm
when min(p−, q−) ≥ 1. In [31] the authors present an example for which the triangle
inequality may fail in this case.
One can see that, for a given sequence (fν)ν∈N0 of measurable functions, finiteness
of ‖(fν)ν∈N0 | `q(·)(Lp(·)(Rn))‖ implies (fν)ν∈N0 ∈ `q(·)(Lp(·)(Rn)), which in turn implies
fν ∈ Lp(·)(Rn) for each ν ∈ N0. Moreover, we also have a analogous unit ball property,
cf. [1]:
%`q(·)(Lp(·))((fν)ν∈N0) ≤ 1 if, and only if, ‖(fν)ν∈N0 | `q(·)(Lp(·)(Rn))‖ ≤ 1. (2.2.12)
As for the variable Lebesgue spaces Lp(·)(Rn), it is also possible to derive from this
property an estimate of the norm by the semimodular.
Lemma 2.2.8. Let p, q ∈ P(Rn) with q− <∞. If %`q(·)(Lp(·))
(
(fν)ν∈N0
)
> 0 or q+ <∞,
then
‖(fν)ν∈N0 | `q(·)(Lp(·)(Rn))‖ ≤ max
(
%`q(·)(Lp(·))
(
(fν)ν∈N0
) 1
q− , %`q(·)(Lp(·))
(
(fν)ν∈N0
) 1
q+
)
.
We further note that both mixed sequence spaces `q(·)(Lp(·)(Rn)) and Lp(·)(`q(·)(Rn))
satisfy the lattice property.
Although the Hardy-Littlewood maximal operator Mt constitutes a great tool in
the theory of classical function spaces and also in the scale of variable Lebesgue
spaces, it is not, in general, a good instrument in the mixed spaces Lp(·)(`q(·)(Rn))
and `q(·)(Lp(·)(Rn)). It was actually proved in [1] and in [12] that this operator is
not bounded in these spaces if one considers q non-constant. However, this adversity
can be overcome by the use of convolution inequalities involving radially decreasing
kernels, namely the so-called η-functions, defined by
ην,R(x) :=
2nν
(1 + 2ν |x|)R , x ∈ R
n,
for ν ∈ N0 and R > 0. In particular, for R > n we have ην,R ∈ L1(Rn) and
‖ην,R | L1(Rn)‖ = cR,n is independent of ν.
We present now some technical lemmas involving η-functions, which will be useful
later on. The first two lemmas were proved in [12]. While the first one shows that
two convolutions are often as good as one, the second lemma is a usual way of dealing
with exponents which are smaller than 1.
Lemma 2.2.9 ([12, Lemma A.3]). For ν0, ν1 ≥ 0 and R > n, we have
ην0,R ∗ ην1,R ∼ ηmin(ν0,ν1),R
with the constants depending only on R and n.
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Lemma 2.2.10 ([12, Lemma A.6]). Let r > 0, ν ≥ 0 and R > n. Then there exists
c > 0, depending only on r, R and n, such that
|g(x)| ≤ c (ην,R ∗ |g|r(x))1/r, x ∈ Rn,
for all g ∈ S ′(Rn) with supp gˆ ⊂ {ξ ∈ Rn : |ξ| ≤ 2ν+1}.
The next result states a convolution inequality which appeared first in [28, Lemma
5.5], when the author dealt with the 2-microlocal Triebel-Lizorkin spaces with variable
exponents. The slightly different version we present here can be found in [3] and
consists in a more appropriate formulation.
Lemma 2.2.11 ([3, Lemma 7.1]). Let 0 < t ≤ 1, j, ν ∈ N0 and (hν,m)ν∈N0,m∈Zn be
positive real numbers. Then we have for R > n/t and x ∈ Rn that∑
m∈Zn
hν,m(1+2
min(ν,j)|x− 2−νm|)−R
≤ c max(1, 2(ν−j)R)
(
ην,Rt ∗
∣∣∣ ∑
m∈Zn
hν,mχν,m(·)
∣∣∣t)1/t (x),
with the implicit constants independent of j, ν, x and (hν,m)ν∈N0,m∈Zn.
Still within the scope of η-functions, the following two results show that they are
well suited for the mixed Lebesgue-sequence and sequence-Lebesgue spaces, and hence
for Triebel-Lizorkin and Besov spaces as well, as it will be observable as soon as we
provide the definitions of the spaces. Due to the impossibility of using the maximal
operator, these are the results which will be used as a replacement.
Lemma 2.2.12 ([12, Theorem 3.2]). Let p, q ∈ P log(Rn) with 1 < p− ≤ p+ <∞ and
1 < q− ≤ q+ <∞. Then the inequality
‖ην,R ∗ fν | Lp(·)(`q(·)(Rn))‖ ≤ c ‖fν | Lp(·)(`q(·)(Rn))‖
holds for every sequence (fν)ν∈N0 of L
loc
1 (Rn) functions and constant R > n.
Lemma 2.2.13 ([30, Lemma 10]). Let p, q ∈ P log(Rn) with p− ≥ 1. For all
R > n + clog(1/q), there exists a constant c > 0 such that for all sequences
(fν)ν∈N0 ∈ `q(·)(Lp(·)(Rn)) it holds
‖ην,R ∗ fν | `q(·)(Lp(·)(Rn))‖ ≤ c ‖fν | `q(·)(Lp(·)(Rn))‖.
Lastly, we present a discrete convolution inequality and refer to [2] for a detailed
proof.
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Lemma 2.2.14 ([2, Lemma 3.4]). Let p, q ∈ P(Rn) and δ > 0. Let (gk)k∈Z be a
sequence of non-negative measurable functions on Rn and denote
Gν(x) =
∑
k∈Z
2−|ν−k|δgk(x), for x ∈ Rn and ν ∈ Z.
Then there exist constants C1, C2 > 0, depending on p(·), q(·) and δ, such that
‖Gν | `q(·)(Lp(·)(Rn))‖ ≤ C1 ‖gk | `q(·)(Lp(·)(Rn))‖
and
‖Gν | Lp(·)(`q(·)(Rn))‖ ≤ C2 ‖gk | Lp(·)(`q(·)(Rn))‖.
Remark 2.2.15. Naturally, this statement holds also true if the indices k and ν run
only over natural numbers.
2.2.4 Admissible weights
Here we introduce the notion of admissible weight sequence, which is fundamental
to define 2-microlocal spaces.
Definition 2.2.16. Let α ≥ 0 and α1, α2 ∈ R with α1 ≤ α2. A sequence of posi-
tive measurable functions in Rn w = (wν)ν∈N0 belongs to the class Wαα1,α2(Rn) if the
following conditions are satisfied:
(i) There exists a constant c > 0 such that
0 < wν(x) ≤ cwν(y)(1 + 2ν |x− y|)α for all ν ∈ N0 and all x, y ∈ Rn.
(ii) For all ν ∈ N0 it holds
2α1wν(x) ≤ wν+1(x) ≤ 2α2wν(x) for all x ∈ Rn.
Such a system (wν)ν∈N0 ∈ Wαα1,α2(Rn) is called admissible weight sequence.
Remark 2.2.17. If we do not require any condition on w ∈ Wαα1,α2(Rn), then α ≥ 0
and α1, α2 ∈ R are arbitrary but fixed numbers.
We list some properties of the admissible weight sequences which will frequently be
used throughout this manuscript. We adapt the properties in [26, Remark 2.4] due to
the slightly different definition of admissible weight sequences.
Remark 2.2.18. Let w ∈ Wαα1,α2(Rn), w˜ ∈ Wββ1,β2(Rn) and λ > 0. Then it is not
difficult to check that:
(a) the sequence w−1 = (w−1ν )ν∈N0 belongs to the class Wα−α2,−α1(Rn);
(b) the sequence λ ·w = (λ · wν)ν∈N0 belongs to the class Wαα1,α2(Rn);
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(c) the sequence wλ = (wλν )ν∈N0 belongs to the class Wλαλα1,λα2(Rn);
(d) the sequence w + w˜ = (wν + w˜ν)ν∈N0 belongs to the class Wγγ1,γ2(Rn), with
γ = max(α, β), γ1 = min(α1, β1) and γ2 = max(α2, β2);
(e) the sequence w · w˜ = (wν · w˜ν)ν∈N0 belongs to the class Wα+βα1+β1,α2+β2(Rn).
Example 2.2.19. A fundamental example of an admissible weight sequence is given
by the 2-microlocal weights. For a fixed nonempty set U ⊆ Rn and s, s′ ∈ R they are
given by
wν(x) := 2
νs(1 + 2νdist(x, U))s
′
,
where dist(x, U) = infz∈U |x − z| is the distance of x ∈ Rn from U . In this case,
w ∈ W |s′|min{0,s′},max{0,s′}(Rn). A special case is U = {x0} for x0 ∈ Rn. Then
dist(x, U) = |x− x0| and we get the well known 2-microlocal weights
wν(x) = 2
νs(1 + 2ν |x− x0|)s′ for ν ∈ N0, (2.2.13)
cf. [4, 24], studied as well by many other authors. If U is an open subset of Rn, we
get the weight sequence used by Moritoh and Yamada in [39].
Example 2.2.20. Let (σν)ν∈N0 be a sequence of non-negative real numbers satisfying
d1σν ≤ σν+1 ≤ d2σν , ν ∈ N0,
for some d1, d2 > 0 independent of ν. Then the (constant) sequence w defined by
wν(x) ≡ σν , x ∈ Rn, ν ∈ N0,
is an admissible weight sequence belonging to the class W0log2 d1,log2 d2(Rn).
Example 2.2.21. If s : Rn → Rn is in class C logloc (Rn), then the weight sequence given
by
wν(x) := 2
νs(x), x ∈ Rn, ν ∈ N0,
is in the class Wαα1,α2(Rn) with α1 = s− and α2 = s+. Concerning the third index α,
using Lemma 2.2.22 with R = 0 we obtain α = clog(s).
Actually, the reverse direction is also true and it was proved in [28, Lemma 2.6].
Therefore, we have an equivalence between s ∈ C logloc (Rn) and
w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) defined as above.
Lemma 2.2.22. Let s ∈ C logloc (Rn) and let d ≥ clog(s). Then
2νs(x)ην,R+d(x− y) ≤ c 2νs(y)ην,R(x− y), x, y ∈ Rn, ν ∈ N0,
with c > 0 independent of x, y ∈ Rn and ν ∈ N0.
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Proof. Choose k ∈ N0 as small as possible such that 2ν |x − y| ≤ 2k. Then
1 + 2ν |x− y| ∼ 2k and we obtain the following estimate
ην,R+d(x− y)
ην,R(x− y) = (1 + 2
ν |x− y|)−d ≤ c 2−kd.
Moreover, since s is a locally log-Ho¨lder continuous function, we have
2ν(s(x)−s(y)) ≤ 2
ν
clog(s)
log(e+ 1|x−y|) ≤ 2kclog(s)|x− y|
− clog(s)
log(e+ 1|x−y|) ≤ c 2kclog(s).
The desired estimate follows by combining the above two estimates provided that
d ≥ clog(s). 
The previous result is a variant of [12, Lemma 6.1] and it can be transferred also to
the case where elements of an admissible weight sequence are used, as stated in the
next result. The proof follows easily from the properties of the sequence according to
Definition 2.2.16, and for that reason we will skip it.
Lemma 2.2.23 ([30, Lemma 19]). Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and let d ≥ α.
Then
wν(x)ην,R+d(x− y) ≤ cwν(y)ην,R(x− y),
with c > 0 independent of x, y ∈ Rn and ν ∈ N0.
A useful and direct consequence of this estimate is the possibility of moving the
weights inside the convolution as follows:
wν(x) ·
(
ην,R+d ∗ f
)
(x) ≤ c (ην,R ∗ (wν(·)f) )(x) (for d ≥ α). (2.2.14)
2.2.5 2-microlocal spaces with variable integrability
Let ϕ0 ∈ S(Rn) be such that
ϕ0(x) = 1 if |x| ≤ 1 and supp ϕ0 ⊂ {x ∈ Rn : |x| ≤ 2}. (2.2.15)
Now define
ϕ(x) := ϕ0(x)− ϕ0(2x), x ∈ Rn
and, for all ν ∈ N, set
ϕν(x) := ϕ(2
−νx), x ∈ Rn.
Then, since
supp ϕν ⊂ {x ∈ Rn : 2ν−1 ≤ |x| ≤ 2ν+1}, ν ∈ N, (2.2.16)
and ∞∑
ν=0
ϕν(x) = 1, for all x ∈ Rn, (2.2.17)
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(ϕν)ν∈N0 is a smooth dyadic resolution of unity. By the Paley-Schwartz theorem,
(ϕν fˆ)
∨, ν ∈ N0, is an entire analytic function on Rn, for any f ∈ S ′(Rn). In particular,
(ϕν fˆ)
∨ makes sense pointwise. Moreover,
f =
∞∑
ν=0
(ϕν fˆ)
∨ (convergence in S ′(Rn)),
which means that a distribution f can always be decomposed in entire analytic func-
tions. The spaces we are about to introduce will then be defined by studying the
behavior of these functions with respect to x ∈ Rn and ν ∈ N0.
We introduce now the Fourier analytical definition of the Besov and Triebel-Lizorkin
spaces with variable exponents.
Definition 2.2.24. Let (ϕν)ν∈N0 be as above, w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and
p, q ∈ P log(Rn).
(i) The space Bwp(·),q(·)(Rn) is defined as the collection of all f ∈ S ′(Rn) such that
‖f | Bwp(·),q(·)(Rn)‖ϕ := ‖(wν(ϕν fˆ)∨)ν∈N0 | `q(·)(Lp(·)(Rn))‖
is finite.
(ii) If p+, q+ < ∞, then the space Fwp(·),q(·)(Rn) is defined as the collection of all
f ∈ S ′(Rn) such that
‖f | Fwp(·),q(·)(Rn)‖ϕ := ‖(wν(ϕν fˆ)∨)ν∈N0 | Lp(·)(`q(·)(Rn))‖
is finite.
Remark 2.2.25. Equipped with the quasi-norms just defined, the sets Bwp(·),q(·)(Rn)
and Fwp(·),q(·)(Rn) are quasi-normed spaces.
Remark 2.2.26. (a) These spaces include very well known spaces. For p =const
and wν(x) = 2
νs we get back to the classical Besov and Triebel-Lizorkin spaces
Bsp,q(Rn) and F sp,q(Rn). Also the spaces of generalized smoothness are contained
in this approach (see [15, 37]) by taking
wν(x) = 2
νsΨ(2−ν) or, more general, wν(x) = σν .
Here, (σν)ν∈N0 is an admissible sequence as in Example 2.2.20 and Ψ is a slowly
varying function, which means that Ψ : (0, 1] → (0,∞) is a positive measurable
function satisfying
lim
t→0+
Ψ(st)
Ψ(t)
= 1, for all s ∈ (0, 1].
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(b) It is particularly worth to mention the connection with the spaces of variable
smoothness and integrability B
s(·)
p(·),q(·)(R
n) and F
s(·)
p(·),q(·)(R
n), introduced in [1] and
[12], respectively. Due to Example 2.2.21, if one considers wν(x) = 2
νs(x), for all
x ∈ Rn and ν ∈ N0, with s ∈ C logloc (Rn), then 2-microlocal spaces coincide with the
spaces of variable smoothness and integrability. Note that the equivalence men-
tioned in Example 2.2.21 does not imply the equivalence of these two classes of
function spaces. In fact, there are examples of admissible weight sequences which
cannot be expressed in terms of variable smoothness functions. For instance, the
2-microlocal weight sequence as in (2.2.13).
Clearly, the quasi-norms in the Definition 2.2.24 depend on the function ϕ0 chosen
according to (2.2.15). However, this is not the case for the spaces Bwp(·),q(·)(Rn) and
Fwp(·),q(·)(Rn) (in the sense of equivalent quasi-norms), as shown in the next result.
Theorem 2.2.27. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and p, q ∈ P log(Rn). Then the
spaces Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn) do not depend on the smooth dyadic resolution of
unity (ϕν)ν∈N0, i.e. different partitions yield equivalent quasi-norms.
Proof. Let (ϕν)ν∈N0 and (φν)ν∈N0 be two resolutions of unity as before. We will
consider the case of F -spaces since the B-case follows similarly. The aim is to show
that
‖f | Fwp(·),q(·)(Rn)‖ϕ ∼ ‖f | Fwp(·),q(·)(Rn)‖φ.
By symmetry, it suffices to prove that
‖f | Fwp(·),q(·)(Rn)‖ϕ . ‖f | Fwp(·),q(·)(Rn)‖φ.
Define K := {−1, 0, 1}. From the support conditions (2.2.16) we know that
ϕν · φj = 0 when |ν − j| > 1.
Setting φ−1 ≡ 0 and using condition (2.2.17) we have
ϕν(x) = ϕν(x)
∞∑
k=0
φk(x) = ϕν(x)
∑
k∈K
φν+k(x), ν ∈ N0.
Then, we can rewrite (ϕν fˆ)
∨ as follows
(ϕν fˆ)
∨ =
(
ϕν
∑
k∈K
φν+k · fˆ
)∨
= (2pi)−n/2
∑
k∈K
(
ϕν · ( ̂φ∨ν+k ∗ f)
)∨
= (2pi)−n
∑
k∈K
ϕ∨ν ∗ φ∨ν+k ∗ f.
since, by Remark 2.1.1, we have ̂(φ∨ν+k ∗ f) = (2pi)n/2φν+k · fˆ .
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Now, fix r ∈ (0,min(1, p−, q−)) and d > max(n, α). Because ϕ∨ ∈ S(Rn), we know
that, for all x ∈ Rn and M > 0, there exists a constant c > 0 such that
|ϕ∨(x)| ≤ c (1 + |x|)−M .
For our convenience, we take M = 2d
r
. Therefore, for all ν ∈ N0, it follows that
|ϕ∨ν (x)| := |2νnϕ∨(2νx)| ≤ c 2νn(1 + 2ν |x|)−
2d
r = c ην, 2d
r
(x), x ∈ Rn,
with c independent of ν. Moreover,
supp ̂(φ∨ν+k ∗ f) ⊂ {ξ ∈ Rn : 2ν+k−1 ≤ |ξ| ≤ 2ν+k+1},
and we can apply Lemma 2.2.10 to φ∨ν+k ∗ f obtaining
|ϕ∨ν ∗ φ∨ν+k ∗ f | ≤ |ϕ∨ν | ∗ |φ∨ν+k ∗ f | ≤ c ην, 2d
r
∗ |φ∨ν+k ∗ f |
≤ c ην, 2d
r
∗ (ην+k,2d ∗ |φ∨ν+k ∗ f |r)1/r.
Denote by Φν+k := |φ∨ν+k ∗ f |. Note that, by Minkowski’s integral inequality, we have[
ην, 2d
r
∗(ην+k,2d ∗ Φrν+k)1/r(x)]r =
=
[ ∫
Rn
(∫
Rn
ηr
ν, 2d
r
(x− y) · ην+k,2d(y − z) · Φrν+k(z) dz
) 1
r
dy
]r
≤
∫
Rn
[∫
Rn
(
ηr
ν, 2d
r
(x− y) · ην+k,2d(y − z) · Φrν+k(z)
) 1
r
dy
]r
dz
=
∫
Rn
Φrν+k(z)
[(
ην, 2d
r
∗ η1/rν+k,2d
)
(x− z)
]r
dz
=
[
(ην, 2d
r
∗ η1/rν+k,2d)r ∗ Φrν+k
]
(x). (2.2.18)
Note that, since k ∈ K := {−1, 0, 1}, simple computations together with Lemma 2.2.9
give the following estimate
ην, 2d
r
∗ η1/rν+k,2d ∼ η1/rν,2d.
Combining the previous estimates, we get
|ϕ∨ν ∗ φ∨ν+k ∗ f |r ≤ c [ην, 2d
r
∗ η1/rν+k,2d]r ∗ |φ∨ν+k ∗ f |r ∼ ην,2d ∗ |φ∨ν+k ∗ f |r.
With this estimate in mind, we are in the position of getting the desired estimate for
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the norm. We have
‖f | Fwp(·),q(·)(Rn)‖ϕ =
∥∥(wν(ϕν fˆ)∨)ν∈N0 | Lp(·)(`q(·)(Rn))∥∥
=
∥∥(|wν(ϕν fˆ)∨|r)ν∈N0 | L p(·)r (` q(·)r (Rn))∥∥1/r
≤ c
∑
k∈K
∥∥(|wν(ϕ∨ν ∗ φ∨ν+k ∗ f)|r)ν∈N0 | L p(·)r (` q(·)r )(Rn)∥∥1/r
≤ c
∑
k∈K
∥∥(wrν(ην,2d ∗ |φ∨ν+k ∗ f |r))ν∈N0 | L p(·)r (` q(·)r (Rn))∥∥1/r
≤ c
∑
k∈K
∥∥(ην,d ∗ |wν · φ∨ν+k ∗ f |r)ν∈N0 | L p(·)r (` q(·)r (Rn))∥∥1/r,
where we have used, in the last step, (2.2.14) with R = d. Now, we can apply Lemma
2.2.12 and finish the proof:
‖f | Fwp(·),q(·)(Rn)‖ϕ ≤ c
∑
k∈K
∥∥(wrν |φ∨ν+k ∗ f |r)ν∈N0 | L p(·)r (` q(·)r (Rn))∥∥1/r
= c
∑
k∈K
∥∥(wν(φν+kfˆ)∨)ν∈N0 | Lp(·)(`q(·)(Rn))∥∥
∼ 3c ‖f | Fwp(·),q(·)(Rn)‖φ.

Remark 2.2.28. As pointed out in [2], this independence is frequently claimed in the
literature as a result of the characterization via maximal functions, which in fact is
not completely true. We devote some more lines to this subject in the next subsection,
where we present the invoked characterization.
As a consequence of the previous result, from now on we omit the subscript ϕ in
our notation. Moreover, we notice that the somehow unusual condition q+ <∞ in the
definition of the Triebel-Lizorkin spaces Fwp(·),q(·)(Rn) is mainly a consequence of the
application of Lemma 2.2.12 in the previous result.
2.2.6 Maximal functions and local means
If (ϕν)ν∈N0 is a smooth dyadic resolution of unity as in (2.2.15)-(2.2.17), then one
must know f in the whole Rn in order to compute (ϕν fˆ)∨, since by Remark 2.1.1 we
have
(ϕν fˆ)
∨(x) =
1
(2pi)n/2
∫
Rn
ϕ∨ν (y)f(x− y) dy. (2.2.19)
Hence, it would be desirable to shift the compactness of the support of ϕν to ϕ
∨
ν
in (2.2.19). This is possible by the local means characterization, which will be de-
rived later in this subsection as a corollary of another characterization of the spaces
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Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn). We mean the characterization via maximal functions,
that we start describing now.
For each system (ψν)ν∈N0 ⊂ S(Rn), for each distribution f ∈ S ′(Rn) and to each
number a > 0, we define the Peetre maximal operator by
(ψ∗νf)a(x) = sup
y∈Rn
|(ψν ∗ f)(y)|
1 + |2ν(y − x)|a , for ν ∈ N0 and x ∈ R
n.
Proposition 2.2.29. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn), p, q ∈ P log(Rn) and let a > 0,
R ∈ N0 with R > α2. Further, let ψ0, ψ belong to S(Rn) with
Dβψ̂(0) = 0, for 0 ≤ |β| < R, (2.2.20)
and
|ψ̂0(x)| > 0 on {x ∈ Rn : |x| ≤ k ε}, (2.2.21)
|ψ̂(x)| > 0 on {x ∈ Rn : ε/2 ≤ |x| ≤ k ε} (2.2.22)
for some k ∈ (1, 2] and ε > 0. Define ψν := 2νnψ(2ν ·), for ν ∈ N.
(i) For a > n
p− + clog(1/q) + α and for all f ∈ S ′(Rn) we have
‖f | Bwp(·),q(·)(Rn)‖ ∼ ‖((ψν ∗ f)wν)ν∈N0 | `q(·)(Lp(·)(Rn))‖
∼ ‖((ψ∗νf)awν)ν∈N0 | `q(·)(Lp(·)(Rn))‖.
(ii) If p+, q+ <∞, then for a > n
min(p−,q−) + α and for all f ∈ S ′(Rn) we have
‖f | Fwp(·),q(·)(Rn)‖ ∼ ‖((ψν ∗ f)wν)ν∈N0 | Lp(·)(`q(·)(Rn))‖
∼ ‖((ψ∗νf)awν)ν∈N0 | Lp(·)(`q(·)(Rn))‖.
Remark 2.2.30. (a) The conditions (2.2.20) are usually called moment conditions,
while (2.2.21) and (2.2.22) are the so-called Tauberian conditions.
(b) If R = 0, then no moment conditions (2.2.20) on ψ are required. The notation
clog(1/q) stands for the constant from (2.2.7) with 1/q(·).
This result was firstly proved in [27] for the spaces Fwp(·),q(·)(Rn) and later in [30]
for the spaces Bwp(·),q(·)(Rn), but only the case k = 2 was actually considered. The
modification stated here can be found in [2] and it is justified mainly by the different
approach used to define the spaces. There, instead of a resolution of unity as described
in the beginning of Subsection 2.2.5, the authors use a system (ϕν)ν∈N0 built upon an
admissible pair, which consists of a pair (ϕ, ϕ0) of functions in S(Rn) satisfying
supp ϕ̂ ⊂ {ξ ∈ Rn : 1
2
≤ |ξ| ≤ 2} and |ϕ̂(ξ)| ≥ c > 0 when 3
5
≤ |ξ| ≤ 5
3
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and
supp ϕ̂0 ⊂ {ξ ∈ Rn : |ξ| ≤ 2} and ϕ̂0(ξ)| ≥ c > 0 when |ξ| ≤ 5
3
.
It is not hard to see that any admissible pair forms systems satisfying (2.2.21) and
(2.2.22) with ε = 6
5
and k = 25
18
. Since condition (2.2.20) is also satisfied, one can
follow the same approach as in [27] and [30] and get the independence of the spaces
from such admissible pairs. On the other hand, if one restricts to the case k = 2, no
choice for ε leads to the same situation and thus the independence of the spaces from
the admissible pairs cannot be proved via maximal functions.
As referred in Remark 2.2.28, the independence of the definition of the spaces from
the dyadic resolution of unity is usually claimed in the literature as a consequence of
Proposition 2.2.29. However, since not all such resolutions produce systems satisfying
conditions (2.2.20)-(2.2.22) (not even if k is allowed to vary in (1, 2]), the claimed
independence is not completely proved. What is actually proved is the independence
of the spaces from resolutions of unity which, in addiction, satisfy the hypothesis of
the proposition.
At this point, we are able to fulfill the desire described in the beginning of this
subsection. As a consequence of Proposition 2.2.29, we derive a characterization of
the spaces Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn) in terms of the so-called local means. The
name is due to the compact support conditions of the auxiliary functions here used.
Namely, let N ∈ N0 be given. Then we choose two functions k0, k ∈ S(Rn) satisfying
supp k0 ⊂ dQ0,0 and k̂0(0) 6= 0, (2.2.23)
supp k ⊂ dQ0,0 and k̂(x) 6= 0 if 0 < |x| < ε, (2.2.24)
for some ε > 0 and a suitable d > 0, and
(Dβk̂)(0) = 0 if 0 ≤ |β| < N. (2.2.25)
Here Q0,0 denotes the cube centered at the origin and with side length equals 1 and
dQ0,0 is the dilation of Q0,0 by the factor d, which means that it is concentric with
Q0,0 and with side length d. We set kν(x) := 2
νnk(2νx), for ν ∈ N.
Corollary 2.2.31. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and p, q ∈ P log(Rn). Furthermore,
let N ∈ N0 with N > α2 and let k0, k ∈ S(Rn) be defined as above.
(i) For all f ∈ S ′(Rn) we have
‖f | Bwp(·),q(·)(Rn)‖ ∼ ‖(wν(kν ∗ f))ν∈N0 | `q(·)(Lp(·)(Rn))‖.
(ii) If p+, q+ <∞, then for all f ∈ S ′(Rn) we have
‖f | Fwp(·),q(·)(Rn)‖ ∼ ‖(wν(kν ∗ f))ν∈N0 | Lp(·)(`q(·)(Rn))‖.
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Proof. We start by showing that such a choice for k0 and k is possible. We follow
[49, 2.4.6]. It is clear the existence of k0, k
0 ∈ S(Rn) with
supp k0, k
0 ⊂ dQ0,0, k̂0(0) 6= 0 and k̂0(0) 6= 0.
Then we define the iterated Laplacian
k(y) := 4Mk0(y) =
( n∑
ν=1
∂2
∂y2ν
)M
k0(y), y ∈ Rn,
where M ∈ N0 is at our disposal. It follows then that
k̂(ξ) =
(
−
n∑
ν=1
|ξν |2
)M
k̂0(y),
which in turn implies
(Dβk̂)(0) = 0 if 0 ≤ |β| < 2M.
Therefore, choosing M such that 2M ≥ N , condition (2.2.25) is fulfilled as well as
condition (2.2.24), for a small enough ε > 0.
Now, Proposition 2.2.29 with ψ := k and ψ0 := k0 leads directly to the desired
outcome. 
Remark 2.2.32. Commonly this result is expressed using the notation introduced in
[49]. Namely, for a distribution f ∈ S ′(Rn) the corresponding local means are defined
by
k(t, f)(x) :=
∫
Rn
k(y)f(x+ ty) dy = t−n
∫
Rn
k
(
y − x
t
)
f(y) dy, x ∈ Rn, t > 0.
The convolution products in the norms are then replaced by the quantities
k0(1, f) and k(2
−ν , f), ν ∈ N.
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The function spaces Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn) are isomorphic to sequence spaces.
The results underlying are characterizations of this spaces by different means, such
as atoms (smooth or non-smooth), molecules or wavelets. Although these building
blocks can have different properties, the main idea remains the same: to decompose a
function f ∈ Bwp(·),q(·)(Rn) or f ∈ Fwp(·),q(·)(Rn) as a linear combination of these elements
as follows:
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m, (3.0.1)
where (aν,m)ν∈N0,m∈Zn are the building blocks and (λν,m)ν∈N0,m∈Zn are elements of a
certain sequence space. The importance of these characterizations relates to the fact
that we can work with the (in general, easier to deal with) sequence spaces rather than
the function spaces.
We devote this chapter to the characterization with smooth atoms, which is one of
the main tools throughout this work.
While for the Triebel-Lizorkin spaces Fwp(·),q(·)(Rn) the result can be found in [28],
the corresponding result for the Besov spaces Bwp(·),q(·)(Rn) was only recently proved
in [3], along with a detailed study of the convergence of the series (3.0.1). These
statements represent generalizations of the corresponding results previously proved
for the scale of functions spaces with variable smoothness and integrability. Namely,
the atomic decomposition theorem for Besov spaces B
s(·)
p(·),q(·)(R
n) proved in [13] and
for Triebel-Lizorkin spaces F
s(·)
p(·),q(·)(R
n) shown in [12].
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It is not our aim to give a deep exposition on this subject here. For that reason,
we opt to leave out some proofs which can be easily found in the literature. We make
sure to provide appropriate references.
At first, we shall introduce some notation. We denote by Qν,m a cube in Rn with
sides parallel to the axes of coordinates, centered at 2−νm = (2−νm1 . . . , 2−νmn) and
with side length 2−ν , where m = (m1, . . . ,mn) ∈ Zn and ν ∈ N0. If Q is a cube in Rn
and r > 0 then r Q is the cube in Rn concentric with Q and with side length r times
the side length of Q. By χν,m we denote the characteristic function of the cube Qν,m,
defined by
χν,m(x) = χQν,m(x) =
{
1 if x ∈ Qν,m
0 if x /∈ Qν,m .
Moreover, for p, q ∈ P(Rn) we put
σp,q := n
(
1
min(1, p−, q−)
− 1
)
and σp := σp,p.
3.1 Smooth atoms
We define now smooth atoms, which are the building blocks for smooth atomic
decompositions. For K ∈ N0, we denote by CK(Rn) the set of all K-times continuously
differentiable functions f : Rn → C equipped with the norm
‖f | CK(Rn)‖ = max
|β|≤K
sup
x∈Rn
|Dβf(x)|. (3.1.2)
Definition 3.1.1. Let K,L ∈ N0 and let d > 1. A K-times continuously differentiable
complex-valued function a ∈ CK(Rn) is called a smooth [K,L]-atom centered at Qν,m,
for all ν ∈ N0 and m ∈ Zn, if
supp a ⊂ dQν,m, (3.1.3)
|Dβa(x)| ≤ 2|β|ν for |β| ≤ K (3.1.4)
and ∫
Rn
xβa(x)dx = 0 for 0 ≤ |β| < L and ν ≥ 1. (3.1.5)
Remark 3.1.2. (a) If an atom a is centered at Qν,m, i.e., if it fulfills (3.1.3), then
we denote it by aν,m. The constant d > 1 in that condition appears only to allow
some controlled overlapping of the supports of the atoms aν,m at level ν.
(b) Note that condition (3.1.4) is equivalent to
‖a(2−ν ·) | CK(Rn)‖ ≤ 1.
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(c) Regarding the moment conditions (3.1.5), one can also reformulate it as follows:
(Dβaˆ)(0) = 0 if 0 ≤ |β| < L.
We see then that aˆ(ξ) is required to have a sufficiently strong decay at the origin.
If L = 0 or ν = 0 then we are in the situation where no moment conditions (3.1.5)
are required.
3.2 Sequence spaces
We shall now introduce the sequence spaces bwp(·),q(·)(Rn) and fwp(·),q(·)(Rn), whose use
will become clearer later on.
Definition 3.2.1. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and p, q ∈ P(Rn).
(i) The sequence space bwp(·),q(·)(Rn) consists of those complex-valued sequences
λ = (λν,m)ν∈N0,m∈Zn such that
‖λ | bwp(·),q(·)(Rn)‖ :=
∥∥∥( ∑
m∈Zn
|λν,m|wν(2−νm)χν,m
)
ν∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥
is finite.
(ii) If p+ < ∞, then the sequence space fwp(·),q(·)(Rn) consists of those complex-valued
sequences λ = (λν,m)ν∈N0,m∈Zn such that
‖λ | fwp(·),q(·)(Rn)‖ :=
∥∥∥( ∑
m∈Zn
|λν,m|wν(2−νm)χν,m
)
ν∈N0
| Lp(·)(`q(·)(Rn))
∥∥∥
is finite.
Remark 3.2.2. The sets bwp(·),q(·)(Rn) and fwp(·),q(·)(Rn) are quasi-normed spaces when
equipped with the quasi-norms just defined. Moreover, due to the properties of the class
Wαα1,α2(Rn), an equivalent quasi-norm is obtained if one replaces wν(2−νm) by wν(·).
More precisely, Definition 2.2.16(i) gives, for x ∈ Qν,m, the following estimate:
wν(2
−νm) ≤ cwν(x)(1 + 2ν |2−νm− x|)α ≤ cwν(x)(1 + 2ν2−ν)α . wν(x).
Actually, one can also replace wν(2
−νm) by
1
|Qν,m|
∫
Qν,m
wν(x) dx
and, nevertheless, the spaces bwp(·),q(·)(Rn) and fwp(·),q(·)(Rn) do not change.
The next lemma shows that we get equivalent quasi-norms if we shift a bit around
the cubes Qν,m.
39
3 Smooth atomic decomposition
Lemma 3.2.3. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn), p, q ∈ P log(Rn). Let d, ε > 0
and let (Eν,m)ν∈N0,m∈Zn be a collection of measurable sets with Eν,m ⊂ dQν,m and
|Eν,m| ≥ ε |Qν,m|, for all ν ∈ N0 and m ∈ Zn.
(i) Then
‖λ | bwp(·),q(·)(Rn)‖ ∼
∥∥∥( ∑
m∈Zn
|λν,m|wν(2−νm)χEν,m
)
ν∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥.
(ii) If p+, q+ <∞, then
‖λ | fwp(·),q(·)(Rn)‖ ∼
∥∥∥( ∑
m∈Zn
|λν,m|wν(2−νm)χEν,m
)
ν∈N0
| Lp(·)(`q(·)(Rn))
∥∥∥.
Proof. We will present the proof of (i) since the other case follows similarly. Starting
with the inequality ”≤”, let 0 < r < min(1, p−). We express the norm as
‖λ | bwp(·),q(·)(Rn)‖ =
∥∥∥( ∑
m∈Zn
|λν,m|wν(2−νm)χν,m
)
ν∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥
=
∥∥∥( ∑
m∈Zn
|λν,m|wν(2−νm)χν,m
)r
ν∈N0
| ` q(·)
r
(L p(·)
r
(Rn))
∥∥∥ 1r
=
∥∥∥( ∑
m∈Zn
|λν,m|rwrν(2−νm)χν,m
)
ν∈N0
| ` q(·)
r
(L p(·)
r
(Rn))
∥∥∥ 1r (3.2.6)
since the sum has only one non-zero term for a fixed x ∈ Rn. Now, for each R > 0,
we use the estimate χν,m ≤ c ην,R ∗ χEν,m for all ν ∈ N0 and m ∈ Zn. Choosing
R > n+ clog(1/q), we use Lemma 2.2.12 to derive the following:
‖λ | bwp(·),q(·)(Rn)‖ ≤ c
∥∥∥( ∑
m∈Zn
|λν,m|rwrν(2−νm)ην,R ∗ χEν,m
)
ν∈N0
| ` q(·)
r
(L p(·)
r
(Rn))
∥∥∥ 1r
= c
∥∥∥(ην,R ∗ ( ∑
m∈Zn
|λν,m|rwrν(2−νm)χEν,m
))
ν∈N0
| ` q(·)
r
(L p(·)
r
(Rn))
∥∥∥ 1r
≤ c′
∥∥∥( ∑
m∈Zn
|λν,m|rwrν(2−νm)χEν,m
)
ν∈N0
| ` q(·)
r
(L p(·)
r
(Rn))
∥∥∥ 1r
∼
∥∥∥( ∑
m∈Zn
|λν,m|wν(2−νm)χEν,m
)
ν∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥.
The other direction follows by the same arguments since, for fixed R > 0,
χEν,m ≤ c ην,R ∗ χν,m for all ν ∈ N0 and m ∈ Zn.
Concerning the proof of (ii), one only needs to use Lemma 2.2.13 instead of Lemma
2.2.12. 
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3.3 Atomic decomposition
Before stating the main result of this chapter, we shall prove the convergence of the
series (3.0.1), which is ensured by the required properties of the atoms involved as
well as λ ∈ bwp(·),q(·)(Rn) or λ ∈ fwp(·),q(·)(Rn). Note that, since the atoms have compact
support, at each level ν ∈ N0, the sum over m ∈ Zn in (3.0.1) is, in fact, finite. More
precisely, we have the following result, which goes back to [37, Lemma 1.19].
Lemma 3.3.1. Fix d ≥ 1 and ν ∈ N0. Then any x ∈ Rn belongs to at most N cubes
dQν,m, m ∈ Zn, where N is independent of ν and m (it depends only on d and on the
dimension n).
Proof. For x ∈ Rn, there surely exists an m ∈ Zn such that x ∈ Qν,m, which means
that
|xi − 2−νmi| ≤ 2−ν−1, i = 1, ..., n.
Assume now that x ∈ dQν,m′ , for some m′ ∈ Zn with m 6= m′. Then
|xi − 2−νm′i| ≤ d 2−ν−1, i = 1, ..., n
also holds. Thus, we get that
|mi −m′i| ≤
d+ 1
2
, i = 1, ..., n,
which indicates that m′ belongs to the cube with center at m and side length d + 1.
The number of possible choices for m′ is then N = ([d] + 1)n, where [d] denotes the
largest integer not greater than d. 
Proposition 3.3.2. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and p ∈ P log(Rn). Let also
d > 1 and K,L ∈ N0 be such that L > σp − α1. Moreover, let (aν,m)ν∈N0,m∈Zn be
smooth [K,L]-atoms. If λ ∈ bwp(·),∞(Rn), then
∞∑
ν=0
∑
m∈Zn
λν,maν,m (3.3.7)
converges in S ′(Rn).
Proof. As noted before, for a fixed ν ∈ N0, only a finite number of atoms will play
a role in (3.3.7). For this reason, the convergence of (3.3.7) in S ′(Rn) reduces to the
existence of
lim
Γ→∞
Γ∑
ν=0
( ∑
m∈Zn
λν,maν,m
)
,
where we don’t need to care about the convergence of the inner sum.
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Let ϕ ∈ S(Rn). By the moment conditions (3.1.5), for fixed ν ∈ N0 we get∫
Rn
∑
m∈Zn
λν,maν,m(x)ϕ(x) dx
=
∫
Rn
∑
m∈Zn
λν,maν,m(x)
(
ϕ(x)−
∑
|γ|<L
Dγϕ(2νm)
γ!
(x− 2−νm)γ
)〈x〉κ
〈x〉κ dx,
where κ > 0 is at our disposal. We use Taylor expansion of ϕ up to the order L with
respect to the points 2νm and, with ξ lying on the line segment joining x and 2νm,
we get
ϕ(x) =
∑
|γ|<L
Dγϕ(2νm)
γ!
(x− 2−νm)γ +
∑
|γ|=L
Dγϕ(ξ)
γ!
(x− 2−νm)γ.
Since the atoms aν,m are supported in the cubes Qν,m, then we concentrate only on
x ∈ dQν,m, from which we have |x− 2−νm| . 2−ν and also 〈x〉κ ∼ 〈ξ〉κ.
By the properties of the class Wαα1,α2(Rn) we also have
2−να1wν(2−νm)(1 + 2ν |x− 2−νm|)α(1 + |x|)α & 2−να1wν(x)(1 + |x|)α & 1,
where the implicit constants are independent of x ∈ Rn, ν ∈ N0 andm ∈ Zn. Moreover,
for every ν ∈ N0 and m ∈ Zn, using (2.2.9) the following estimate holds true:
|λν,m|wν(2−νm)|2−
n
p− . λν,m|wν(2−νm)‖χν,m | Lp(·)(Rn)‖ ≤ ‖λ | bwp(·),∞(Rn)‖.
Hence, we estimate∣∣∣∣ ∫
Rn
∑
m∈Zn
λν,maν,m(y)ϕ(x) dx
∣∣∣∣
.
∫
Rn
∑
m∈Zn
|λν,m|〈x〉κ
∑
|γ|=L
|Dγϕ(ξ)|
γ!
2−νL2−να1wν(2−νm)
· (1 + 2ν |x− 2−νm|)α (1 + |x|)
α
〈x〉κ χν,m(x) dx
. 2−ν(L+α1−
n
p− ) sup
ξ∈Rn
〈ξ〉κ
∑
|γ|=L
|Dγϕ(ξ)|
γ!
· ‖λ | bwp(·),∞(Rn)‖
·
∫
Rn
∑
m∈Zn
(1 + 2ν |x− 2−νm|)α(1 + |x|)α−κχν,m(x) dx
. 2−ν(L+α1−
n
p−−n)‖ϕ‖κ,L · ‖λ | bwp(·),∞(Rn)‖
∑
m∈Zn
(1 + |2νm|)α−κ.
Note that, choosing κ such that κ− α > n, we have∑
m∈Zn
(1 + |2−νm|)α−κ <∞.
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Therefore, since we are assuming L > σp− α1 and λ ∈ bwp(·),∞(Rn), the desired conver-
gence is obtained.

Remark 3.3.3. We have proved the result for λ ∈ bwp(·),∞(Rn). Nevertheless, the
embeddings from Corollary 4.1.4 ensure that the convergence of the series (3.3.7)
in S ′(Rn) is also true whenever λ ∈ bwp(·),q(·)(Rn), or λ ∈ fwp(·),q(·)(Rn) provided that
p+, q+ <∞.
We present now atomic decomposition statements for the functions spaces
Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn). At first, we state that, under appropriate assumptions
on K and L, if λ belongs to a certain sequence space, then the distribution represented
by (3.3.7) belongs to the corresponding function space.
Theorem 3.3.4. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn), p, q ∈ P log(Rn) and d > 1.
(i) Let K,L ∈ N0 be such that
K > α2 and L > σp − α1 + clog(1/q)
and (aν,m)ν∈N0,m∈Zn be smooth [K,L]-atoms centered at Qν,m. If λ ∈ bwp(·),q(·)(Rn),
then
f :=
∞∑
ν=0
∑
m∈Zn
λν,maν,m, convergence in S ′(Rn), (3.3.8)
is an element of Bwp(·),q(·)(Rn) and there exists c > 0 such that
‖f | Bwp(·),q(·)(Rn)‖ ≤ c ‖λ | bwp(·),q(·)(Rn)‖,
for all such atoms and all such λ.
(ii) Let p+, q+ <∞, K,L ∈ N0 be such that
K > α2 and L > σp,q − α1
and (aν,m)ν∈N0,m∈Zn be smooth [K,L]-atoms centered at Qν,m. If λ ∈ fwp(·),q(·)(Rn),
then (3.3.8) is an element of Fwp(·),q(·)(Rn) and there exists c > 0 such that
‖f | Fwp(·),q(·)(Rn)‖ ≤ c ‖λ | fwp(·),q(·)(Rn)‖,
for all such atoms and all such λ.
Remark 3.3.5. (a) This result is a particular case of [3, Theorem 4.9], where a
proof involving molecules (instead of atoms) was exposed. It is carried out fol-
lowing the same structure as in [28], where the corresponding results for the
spaces Fwp(·),q(·)(Rn) and Bwp(·),q(Rn) were proved. However, some adaptations on
the auxiliary results are needed in order to incorporate the more complicated case
of Besov spaces with q variable.
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(b) Actually, according to [3, Theorem 5.1], the convergence of the (outer) sum in
(3.3.8) holds also in the spaces Awp(·),q(·)(Rn), with A ∈ {B,F}, if q+ < ∞.
Moreover, if both exponents p and q are bounded, the overall convergence to f is
also valid in Awp(·),q(·)(Rn).
The next theorem states the other direction of the atomic decomposition. Namely
that every distribution f ∈ Bwp(·),q(·)(Rn) or f ∈ Fwp(·),q(·)(Rn) can be decomposed as a
linear combination of smooth [K,L]-atoms.
Theorem 3.3.6. Let d > 1 and K,L ∈ N0.
(i) For any f ∈ S ′(Rn), there exist λ(f) := (λν,m)ν∈N0,m∈Zn ⊂ C and smooth [K,L]-
atoms (aν,m)ν∈N0,m∈Zn centered at Qν,m such that
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m, (3.3.9)
where the inner sum is taken pointwisely and the outer sum converges in S ′(Rn).
(ii) If, moreover, f belongs to some space Awp(·),q(·)(Rn), with A ∈ {B,F}, for some
w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and p, q ∈ P log(Rn) (with p+, q+ < ∞ if A = F ),
then both sums above converge in S ′(Rn) and
‖λ | awp(·),q(·)(Rn)‖ ≤ c ‖f | Awp(·),q(·)(Rn)‖,
with a ∈ {b, f} and where the constant c > 0 is universal for all such f .
Remark 3.3.7. (a) The proof of the second part of this result for the spaces
Fwp(·),q(·)(Rn) goes back to [28, Corollary 5.6]. Regarding the B-case and part (i),
we refer to [3, Theorem 4.12].
(b) This result states an interesting fact that it is not usually mentioned in the litera-
ture. It claims that any f ∈ S ′(Rn) admits a representation by atoms as in (3.3.9),
where the choice of K,L and d is completely independent of the parameters p, q
and w. Therefore, we can take, in particular, L = 0 and get a decomposition by
atoms with no moment conditions required.
(c) Moreover, we also highlight that the space Bwp(·),q(·)(Rn) or Fwp(·),q(·)(Rn) where
f ∈ S ′(Rn) might belong to does not play a role in the construction of (3.3.9).
The atomic decomposition is then the same for each given f ∈ S ′(Rn).
Combining the previous results, we come to the main statement of this chapter.
Corollary 3.3.8. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn), p, q ∈ P log(Rn) and d > 1.
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(i) Let K,L ∈ N0 with
K > α2 and L > σp − α1 + clog(1/q)
be fixed. Then every f ∈ S ′(Rn) belongs to Bwp(·),q(·)(Rn) if, and only if, it can be
represented as
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m, convergence being in S ′(Rn), (3.3.10)
for (aν,m)ν∈N0,m∈Zn smooth [K,L]-atoms centered at Qν,m and λ ∈ bwp(·),q(·)(Rn).
Moreover,
‖f | Bwp(·),q(·)(Rn)‖ ∼ inf ‖λ | bwp(·),q(·)(Rn)‖,
where the infimum is taken over all possible representations of f.
(ii) Let p+, q+ <∞ and K,L ∈ N0 with
K > α2 and L > σp,q − α1
be fixed. Then every f ∈ S ′(Rn) belongs to Fwp(·),q(·)(Rn) if, and only if, it can be
represented as
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m, convergence being in S ′(Rn), (3.3.11)
for (aν,m)ν∈N0,m∈Zn smooth [K,L]-atoms centered at Qν,m and λ ∈ fwp(·),q(·)(Rn).
Moreover,
‖f | Fwp(·),q(·)(Rn)‖ ∼ inf ‖λ | fwp(·),q(·)(Rn)‖,
where the infimum is taken over all possible representations of f.
Remark 3.3.9. As stated before, it was proved in [13] the atomic decomposition the-
orem for the spaces B
s(·)
p(·),q(·)(R
n). Comparing to the result we just presented, we point
out two significantly differences. Firstly, Corollary 3.3.8(i) is more general in the
sense of holding for every p, q ∈ P log(Rn), in contrast with the result in [13], where the
additional assumption q+ <∞ appears. On the other hand, we require here a stronger
condition on the parameter L, while in [13] the author only needs
L > σp − α1 − 1.
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Our aim in this chapter is to study several types of embeddings for the scale of
2-microlocal Besov and Triebel-Lizorkin spaces with variable integrability.
While the first part is devoted to some general but useful embeddings, in the second
section we study Sobolev type embeddings. As the reader may have noticed, we made
use of this kind of embedding (for the sequence spaces bwp(·),q(·)(Rn)) in the proof of
Proposition 3.3.2. This will not be the only occasion. In fact, in the next chapters
we will take advantage of such embeddings to prove important results, such as related
to traces. Finally, we establish Jawerth and Franke embeddings, which exhibit a fine
connection between Besov and Triebel-Lizorkin spaces.
We highlight that most of the results here are obtained, via atomic decompositions,
as corollaries of the corresponding embeddings for the sequence spaces bwp(·),q(·)(Rn) and
fwp(·),q(·)(Rn).
Given two (quasi-) Banach spaces X and Y , we say that X is continuously em-
bedded in Y , and write X ↪→ Y , if X ⊆ Y and there is a constant c > 0 such that
‖a | Y ‖ ≤ c ‖a | X‖, for all a ∈ X.
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4.1 General embeddings
We start by presenting a general embedding for variable Lebesgue spaces, which was
proved in [12, Proposition 6.5].
Theorem 4.1.1. Let p0, p1 ∈ P log(Rn) with p+0 , p+1 < ∞. If p0(x) ≥ p1(x) for all
x ∈ Rn, and (p0)∞ = (p1)∞, then
Lp0(·)(Rn) ↪→ Lp1(·)(Rn). (4.1.1)
Remark 4.1.2. Recall that if p ∈ P log(Rn) with p+ < ∞, then p ∈ C log(Rn) and
the value p∞ stands for the limit of the function p at infinity. Therefore, the previous
result says that, as long as we assume that the index p stays constant at infinity, we
have that the spaces Lp(·)(Rn) are decreasing in the index p, alike the constant case.
Regarding the mixed sequence spaces Lp(·)(`q(·)(Rn)) and `q(·)(Lp(·)(Rn)), we can
prove some basic embeddings.
Lemma 4.1.3. Let p, q, q0.q1 ∈ P(Rn).
(i) If q0 ≤ q1, then
Lp(·)(`q0(·)(Rn)) ↪→ Lp(·)(`q1(·)(Rn))
and
`q0(·)(Lp(·)(Rn)) ↪→ `q1(·)(Lp(·)(Rn)).
(ii) If p+, q+ <∞, then
`min(p(·),q(·))(Lp(·)(Rn)) ↪→ Lp(·)(`q(·)(Rn)) ↪→ `max(p(·),q(·))(Lp(·)(Rn)).
Proof. Step 1. We start by proving (i). Assume that q0 ≤ q1. The first embedding in
(i) is an easy consequence of the embedding between the sequence spaces `q0(·) ↪→ `q1(·).
Regarding the second embedding, we note that λ
1
q0(·) ≤ λ 1q1(·) when λ ≤ 1. Then, by
definition of the modulars, it follows that
%`q0(·)(Lp(·))
( 1
µ
(fν)ν∈N0
)
≥ %`q1(·)(Lp(·))
( 1
µ
(fν)ν∈N0
)
,
for every µ > 0. This implies that
‖(fν)ν∈N0 | `q1(·)(Lp(·)(Rn))‖ ≤ ‖(fν)ν∈N0 | `q0(·)(Lp(·)(Rn))‖
and the embedding is proved.
Step 2. Let us prove now the embeddings in (ii). To prove the first embedding, let
r(x) := min(p(x), q(x)), for x ∈ Rn. We assume that %`r(·)(Lp(·))
(
(fν)ν∈N0
) ≤ 1 and
prove that %p(·)(‖fν | `q(·)‖) ≤ c. Since ‖ · | `q(·)‖ ≤ ‖ · | `r(·)‖, we obtain
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%p(·)(‖fν | `q(·)‖) ≤ %p(·)(‖fν | `r(·)‖)
=
∫
Rn
( ∞∑
ν=0
|fν |r(x)
) p(x)
r(x)
dx = % p(·)
r(·)
( ∞∑
ν=0
|fν |r(·)
)
.
Now, since r(·) ≤ p(·), we can prove the boundedness of the right-hand side by
proving the boundedness of the corresponding norm. Therefore, it follows from the
triangle inequality that∥∥∥ ∞∑
ν=0
|fν |r(·) | L p(·)
r(·)
(Rn)
∥∥∥ ≤ ∞∑
ν=0
∥∥|fν |r(·) | L p(·)
r(·)
(Rn)
∥∥ = %`r(·)(Lp(·))((fν)ν∈N0) ≤ 1.
For the second embedding, we use a similar argument with s(x) := max(p(x), q(x)),
for x ∈ Rn. Hence, we assume that %p(·)(‖fν | `q(·)‖) ≤ 1 and show that
%`s(·)(Lp(·))
(
(fν)ν∈N0
) ≤ c. Note that, since p(·) ≤ s(·), a reverse triangle inequality
holds:
%`s(·)(Lp(·))
(
(fν)ν∈N0
)
=
∞∑
ν=0
∥∥|fν |s(·) | L p(·)
s(·)
(Rn)
∥∥ ≤ ∥∥∥ ∞∑
ν=0
|fν |s(·) | L p(·)
s(·)
(Rn)
∥∥∥
=
∥∥∥‖fν | `s(·)‖s(·) | L p(·)
s(·)
(Rn)
∥∥∥.
Since p(·)/s(·) is bounded, the right-hand side is bounded if, and only if, the corre-
sponding modular is bounded. In fact,
% p(·)
s(·)
(‖fν | `s(·)‖s(·)) =
∫
Rn
‖fν | `s(x)‖p(x) dx ≤ %p(·)(‖fν | `q(·)‖) ≤ 1,
which finishes the proof. 
As an immediate consequence of the previous result and the definition of the spaces,
we get the corresponding embeddings for the sequence spaces bwp(·),q(·)(Rn) and
fwp(·),q(·)(Rn), as well as for the function spaces Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn).
Corollary 4.1.4. Let p, q, q0.q1 ∈ P(Rn) and w = (wν)ν∈N0 ∈ Wαα1,α2(Rn).
(i) If q0 ≤ q1, then
bwp(·),q0(·)(R
n) ↪→ bwp(·),q1(·)(Rn)
and, if p+ <∞, then it also holds
fwp(·),q0(·)(R
n) ↪→ fwp(·),q1(·)(Rn).
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(i) If p+, q+ <∞, then
bwp(·),min(p(·),q(·))(Rn) ↪→ fwp(·),q(·)(Rn) ↪→ bwp(·),max(p(·),q(·))(Rn).
Corollary 4.1.5. Let p, q, q0.q1 ∈ P(Rn) and w = (wν)ν∈N0 ∈ Wαα1,α2(Rn).
(i) If q0 ≤ q1, then
Bwp(·),q0(·)(R
n) ↪→ Bwp(·),q1(·)(Rn)
and, if p+, q+0 , q
+
1 <∞, then it also holds
Fwp(·),q0(·)(R
n) ↪→ Fwp(·),q1(·)(Rn).
(ii) If p+, q+ <∞, then
Bwp(·),min(p(·),q(·))(Rn) ↪→ Fwp(·),q(·)(Rn) ↪→ Bwp(·),max(p(·),q(·))(Rn).
In particular, Bwp(·),p(·)(Rn) = Fwp(·),p(·)(Rn).
With the next result we complete the study of elementary embeddings for the se-
quence spaces bwp(·),q(·)(Rn) and fwp(·),q(·)(Rn).
Theorem 4.1.6. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn), % = (%ν)ν∈N0 ∈ Wββ1,β2(Rn) and
p, q0, q1 ∈ P log(Rn).
(i) If q0 ≤ q1 and wν(x)
%ν(x)
≤ c for all ν ∈ N0 and x ∈ Rn, then
b%p(·),q0(·)(R
n) ↪→ bwp(·),q1(·)(Rn). (4.1.2)
Additionally, if p+ <∞, then
f%p(·),q0(·)(R
n) ↪→ fwp(·),q1(·)(Rn). (4.1.3)
(ii) If
wν(x)
%ν(x)
≤ c 2−νε for all ν ∈ N0, x ∈ Rn, and some ε > 0, then
b%p(·),q0(·)(R
n) ↪→ bwp(·),q1(·)(Rn). (4.1.4)
Additionally, if p+ <∞, then
f%p(·),q0(·)(R
n) ↪→ fwp(·),q1(·)(Rn). (4.1.5)
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Proof. Step 1. Part (i) is a direct consequence of Lemma 4.1.3(i) and the fact that
‖f | Lp(·)(Rn)‖ ≤ c ‖g | Lp(·)(Rn)‖ if f(x) ≤ c g(x) a.e. x ∈ Rn. We present only the
proof of (4.1.3) since the other embedding can be proved in a similar way.
Let λ = (λν,m)ν∈N0,m∈Zn ∈ f%p(·),q0(·)(Rn). Then, the desired embedding follows from
the following estimates:
‖λ | fwp(·),q1(·)(Rn)‖ =
∥∥∥( ∑
m∈Zn
|λν,m|wν(2−νm)χν,m
)
ν∈N0
| Lp(·)(`q1(·)(Rn))
∥∥∥
≤
∥∥∥( ∑
m∈Zn
|λν,m|wν(2−νm)χν,m
)
ν∈N0
| Lp(·)(`q0(·)(Rn))
∥∥∥
.
∥∥∥( ∑
m∈Zn
|λν,m|%ν(2−νm)χν,m
)
ν∈N0
| Lp(·)(`q0(·)(Rn))
∥∥∥
= ‖λ | f%p(·),q0(·)(Rn)‖.
Step 2. Regarding (ii), we can reduce the problem to the case of constant exponents
q0, q1 ∈ (0,∞), due to
a%p(·),q0(·)(R
n) ↪→ a%
p(·),q+0
(Rn) and aw
p(·),q−1
(Rn) ↪→ awp(·),q1(·)(Rn)
for a ∈ {b, f}. Consequently, we consider λ = (λν,m)ν∈N0,m∈Zn ∈ a%p(·),q+0 (R
n) and prove
that
‖λ | aw
p(·),q−1
(Rn)‖ . ‖λ | a%
p(·),q+0
(Rn)‖,
for a ∈ {b, f}. In this way, for the embedding (4.1.4) we have
‖λ | bw
p(·),q−1
(Rn)‖ =
( ∞∑
ν=0
∥∥∥ ∑
m∈Zn
|λν,m|wν(2−νm)χν,m | Lp(·)(Rn)
∥∥∥q−1 )1/q−1
.
( ∞∑
ν=0
2−νεq
−
1
∥∥∥ ∑
m∈Zn
|λν,m|%ν(2−νm)χν,m | Lp(·)(Rn)
∥∥∥q−1 )1/q−1
≤ sup
ν∈N0
∥∥∥ ∑
m∈Zn
|λν,m|%ν(2−νm)χν,m | Lp(·)(Rn)
∥∥∥ · ( ∞∑
ν=0
2−νεq
−
1
)1/q−1
. ‖λ | b%p(·),∞(Rn)‖.
Using (i), we then get
b%
p(·),q+0
(Rn) ↪→ b%p(·),∞(Rn) ↪→ bwp(·),q−1 (R
n).
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As for the case a = f , we see that
‖λ | fw
p(·),q−1
(Rn)‖ =
∥∥∥( ∞∑
ν=0
( ∑
m∈Zn
|λν,m|wν(2−νm)χν,m
)q−1 )1/q−1 | Lp(·)(Rn)∥∥∥
.
∥∥∥( ∞∑
ν=0
( ∑
m∈Zn
|λν,m|%ν(2−νm)2−νεχν,m
)q−1 )1/q−1 | Lp(·)(Rn)∥∥∥
=
∥∥∥( ∞∑
ν=0
2−νεq
−
1
( ∑
m∈Zn
|λν,m|%ν(2−νm)χν,m
)q−1 )1/q−1 | Lp(·)(Rn)∥∥∥.
Making use of `u ↪→ `v if u ≤ v, we have( ∞∑
ν=0
2−νεq
−
1
( ∑
m∈Zn
|λν,m|%ν(2−νm)χν,m
)q−1 )1/q−1
≤
( ∞∑
ν=0
2−2ενq
−
1
)1/2q−1 · ( ∞∑
ν=0
∣∣∣ ∑
m∈Zn
|λν,m|%ν(2−νm)χν,m
∣∣∣2q−1 )1/2q−1
=
∥∥∥(2−νε)
ν∈N0
| `2q−1
∥∥∥ · ∥∥∥( ∑
m∈Zn
|λν,m|%ν(2−νm)χν,m
)
ν∈N0
| `2q−1
∥∥∥
.
∥∥∥( ∑
m∈Zn
|λν,m|%ν(2−νm)χν,m
)
ν∈N0
| `q−1
∥∥∥.
Using again that ‖f | Lp(·)(Rn)‖ ≤ c ‖g | Lp(·)(Rn)‖ if f(x) ≤ c g(x), a.e. x ∈ Rn, and
part (i), we conclude that
‖λ | fw
p(·),q−1
(Rn)‖ ≤ c ‖λ | f%
p(·),q−1
(Rn)‖ ≤ ‖λ | f%
p(·),q+0
(Rn)‖.

At this point, we may use the atomic decomposition results stated in the previous
Chapter to derive the same type of embeddings for the function spaces Bwp(·),q(·)(Rn)
and Fwp(·),q(·)(Rn).
Corollary 4.1.7. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn), % = (%ν)ν∈N0 ∈ Wββ1,β2(Rn) and
p, q0, q1 ∈ P log(Rn).
(i) If q0 ≤ q1 and wν(x)
%ν(x)
≤ c for all ν ∈ N0 and x ∈ Rn, then
B%p(·),q0(·)(R
n) ↪→ Bwp(·),q1(·)(Rn).
Additionally, if p+, q+1 <∞, then
F %p(·),q0(·)(R
n) ↪→ Fwp(·),q1(·)(Rn).
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(ii) If
wν(x)
%ν(x)
≤ c 2−νε for all ν ∈ N0 and x ∈ Rn, and some ε > 0, then
B%p(·),q0(·)(R
n) ↪→ Bwp(·),q1(·)(Rn).
Additionally, if p+, q+0 , q
+
1 <∞, then
F %p(·),q0(·)(R
n) ↪→ Fwp(·),q1(·)(Rn).
Proof. We choose to prove only the embedding involving the B-spaces from part (i),
since all others will follow similarly. Let d > 1 and consider K,L ∈ N0 such that
K > α2 and L > σp − α1 + clog(1/q).
By Theorem 3.3.6, each f ∈ B%p(·),q0(·)(Rn) can be written as
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m (convergence in S ′(Rn))
with
‖λ(f) | b%p(·),q0(·)(Rn)‖ ≤ c ‖f | B
%
p(·),q0(·)(R
n)‖, (4.1.6)
where c > 0 does not depend on f and (aν,m)ν∈N0,m∈Zn are smooth [K,L]-atoms. From
Theorem 4.1.6(i), we know that
‖λ(f) | bwp(·),q1(·)(Rn)‖ ≤ c′ ‖λ(f) | b%p(·),q0(·)(Rn)‖, (4.1.7)
with c′ > 0 independent of λ(f). Due to our choice of K and L, we can use now the
other direction of the atomic characterization for Besov spaces stated in Theorem 3.3.4
and conclude not only that f also belongs to Bwp(·),q1(·)(R
n), but also that the following
inequality holds
‖f | Bwp(·),q1(·)(Rn)‖ ≤ c′′ ‖λ(f) | bwp(·),p1(·)(Rn)‖, (4.1.8)
with c′′ > 0 independent of f . Then, the combination of (4.1.6)-(4.1.8) gives us the
desired estimate. 
Remark 4.1.8. A slightly different version of this result was proved in [2]. Due to
the different tools used there, the parameters p, q0 and q1 are required to belong only to
P(Rn), instead of P log(Rn).
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4.2 Sobolev embeddings
Our first aim here is to present a Sobolev type embedding for the sequence spaces
bwp(·),q(·)(Rn) and fwp(·),q(·)(Rn). As before, by the atomic decomposition results from the
previous chapter, we will then be able to extend the result for the 2-microlocal spaces
Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn). To prove the Sobolev embedding for bwp(·),q(·)(Rn), we will
need the following auxiliary lemma, which is a kind of generalization of the Nikolskii’s
inequality and can be found in [3, Proposition 6.2].
Lemma 4.2.1. Let p0, p1 ∈ P log(Rn) with p0 ≤ p1, and 1q ∈ C logloc (Rn) with q− < ∞.
Let also (wν)ν∈N0 be a sequence of functions satisfying
0 < wν(x) ≤ cwν(y)(1 + 2ν |x− y|)α for all ν ∈ N0 and x, y ∈ Rn,
for some α ≥ 0. Then, there exists c0 ∈ (0, 1] such that
inf
{
µν > 0 : %p1(·)
(
c0
∑
m∈Zn λν,mwνχν,m
µ
1
q(·)
ν
)
≤ 1
}
≤ inf
{
µν > 0 : %p0(·)
(∑
m∈Zn λν,m2
ν( n
p0(·)−
n
p1(·) )wνχν,m
µ
1
q(·)
ν
)
≤ 1
}
+ 2−ν ,
for all ν ∈ N0 and all (λν,m)ν∈N0,m∈Zn ⊂ C, provided that the infimum on the right-hand
side is at most 1.
Theorem 4.2.2. Let w1 = (w1ν)ν∈N0 ∈ Wαα1,α2(Rn), p0, p1 ∈ P log(Rn) with p0 ≤ p1
and
w0ν(x)
w1ν(x)
= 2
ν
(
n
p0(x)
− n
p1(x)
)
for all x ∈ Rn and ν ∈ N0.
(i) Let 1
q
∈ C logloc (Rn). Then
bw
0
p0(·),q(·)(R
n) ↪→ bw1p1(·),q(·)(Rn).
(ii) Let q ∈ P(Rn) with q(x) = ∞ for all x ∈ Rn or q(x) < ∞ for all x ∈ Rn. If
p+1 <∞, then
fw
0
p0(·),q(·)(R
n) ↪→ fw1p1(·),q(·)(Rn).
Proof. Step 1. We prove part (i). Let λ = (λν,m)ν∈N0,m∈Zn ∈ bw0p0(·),q(·)(Rn). We aim
to show that
‖λ | bw1p1(·),q(·)(Rn)‖ . ‖λ | bw
0
p0(·),q(·)(R
n)‖.
For that we assume that ‖λ | bw0p0(·),q(·)(Rn)‖ ≤ 1, which by the unit ball property from
(2.2.12) is equivalent to
%`q(·)(Lp0(·))
(( ∑
m∈Zn
λν,mw
0
ν(2
−νm)χν,m
)
ν∈N0
)
≤ 1,
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and prove that ‖λ | bw1p1(·),q(·)(Rn)‖ ≤ C, for some constant C > 0. By Lemma 2.2.8, we
need to estimate the corresponding modular. Thus, using Lemma 4.2.1 with c0 ∈ (0, 1],
we get
%`q(·)(Lp1(·))
((
c0
∑
m∈Zn
λν,mw
1
ν(2
−νm)χν,m
)
ν∈N0
)
≤ %`q(·)(Lp0(·))
(( ∑
m∈Zn
λν,mw
0
ν(2
−νm)χν,m
)
ν∈N0
)
+
∞∑
ν=0
2−ν
≤ 1 + 1
1− 2−1 = 3.
Therefore, we obtain
‖λ | bw1p1(·),q(·)(Rn)‖ ≤ 3
1
q− c−0 1,
which concludes the proof.
Step 2. The proof of (ii) can be carried out similarly as the proof of [57, Theorem 3.1],
which corresponds to the Sobolev embedding for the spaces f
s(·)
p(·),q(·)(R
n). For that
reason, we only point out the main differences of having an admissible weight sequence
w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) replacing the function s.
At first consider q(x) =∞, for all x ∈ Rn. Setting
h(x) = sup
ν∈N0,m∈Zn
w0ν(2
−νm)|λν,m|χν,m(x), x ∈ Rn,
then, for every x ∈ Qν,m, we have w0ν(2−νm)|λν,m| ≤ h(x), which in turn leads to
|λν,m| ≤ 1
w0ν(2
−νm)
inf
y∈Qν,m
h(y).
Using this notation,
‖λ | fw0p0(·),∞(Rn)‖ = ‖h | Lp0(·)(Rn)‖.
Then,
‖λ | fw1p1(·),∞(Rn)‖ = ‖ sup
ν∈N0,m∈Zn
w1ν(2
−νm)|λν,m|χν,m | Lp1(·)(Rn)‖
≤
∥∥∥ sup
ν∈N0,m∈Zn
2
ν
(
n
p0(2
−νm)−
n
p1(2
−νm)
)(
inf
y∈Qν,m
h(y)
)
χν,m | Lp1(·)(Rn)
∥∥∥.
With these simple calculations, we reached the same position as in [57] and thus the
remaining can be proved in the same way. 
Remark 4.2.3. Note that the assumptions in the theorem imply that also w0 is an
admissible weight sequence. Namely, by Remark 2.2.18 and Example 2.2.21, we know
that w0 ∈ Wββ1,β2(Rn) with
β = α+n
(
clog
( 1
p1
)
+ clog
( 1
p0
))
, β1 = α1 +n
( 1
p+0
− 1
p−1
)
, β2 = α2 +n
( 1
p−0
− 1
p+1
)
.
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We are now able to derive the Sobolev embeddings for variable function spaces
as a direct consequence of the relation between sequence and function spaces from
Corollary 3.3.8. By reason of analogy with the proof of Corollary 4.1.7, we skip now
the proof.
Corollary 4.2.4. Let w1 = (w1ν)ν∈N0 ∈ Wαα1,α2(Rn), p0, p1, q ∈ P log(Rn) with p0 ≤ p1
and
w0ν(x)
w1ν(x)
= 2
ν
(
n
p0(x)
− n
p1(x)
)
for all x ∈ Rn and ν ∈ N0.
(i) Then
Bw
0
p0(·),q(·)(R
n) ↪→ Bw1p1(·),q(·)(Rn).
(ii) Additionally, if p+1 , q
+ <∞, then
Fw
0
p0(·),q(·)(R
n) ↪→ Fw1p1(·),q(·)(Rn).
Corollary 4.2.5. Let w0 = (w0ν)ν∈N0 ∈ Wαα1,α2, w1 = (w1ν)ν∈N0 ∈ Wββ1,β2 and
p0, p1, q0, q1 ∈ P log(Rn) with
1 ≤ w
0
ν(x)
w1ν(x)
= 2
ν
(
n
p0(x)
− n
p1(x)
+ε(x)
)
for all x ∈ Rn and ν ∈ N0.
(i) If ε− > 0, then
Bw
0
p0(·),q0(·)(R
n) ↪→ Bw1p1(·),q1(·)(Rn).
(ii) If ε− > 0 and p+1 , q
+
0 , q
+
1 <∞, then
Fw
0
p0(·),q0(·)(R
n) ↪→ Fw1p1(·),q1(·)(Rn).
Proof. Once again, since the proofs of these two embeddings are quite similar, we
choose to present part (ii). Let wεν(x) := w
1
ν(x)2
ν ε(x) for all x ∈ Rn and ν ∈ N0. By
Corollaries 4.1.7(i) and 4.2.4, we have
Fw
0
p0(·),q0(·)(R
n) ↪→ Fw0p0(·),∞(Rn) ↪→ Fw
ε
p1(·),∞(R
n). (4.2.9)
Moreover, since ε− > 0, Corollary 4.1.7(ii) gives
Fw
ε
p1(·),∞(R
n) ↪→ Fw1p1(·),q1(·)(Rn),
which, together with (4.2.9), completes the proof. 
We now make use of the Sobolev embedding for Bwp(·),q(·)(Rn) from Corollary 4.2.4
as well as the corresponding embeddings for 2-microlocal Besov spaces with constant
integrability B%p,q, from [26, Theorem 2.32], to derive the next result. A different proof
can also be made using the lifting operator, as presented in [2, Theorem 5.4].
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Theorem 4.2.6. Let w = (wν)ν∈N0 ∈ Wαα1,α2 and p, q ∈ P log(Rn). Then
S(Rn) ↪→ Bwp(·),q(·)(Rn) ↪→ S ′(Rn), (4.2.10)
and, for p+, q+ <∞,
S(Rn) ↪→ Fwp(·),q(·)(Rn) ↪→ S ′(Rn). (4.2.11)
Furthermore, for p+, q+ <∞, S(Rn) is dense in Bwp(·),q(·)(Rn) as well as in Fwp(·),q(·)(Rn).
Proof. Step 1. We start by proving the embeddings (4.2.10). The right-hand side
follows from the chain of embeddings
Bwp(·),q(·)(Rn) ↪→ Bw˜p(·),q+(Rn) ↪→ B%p+,q+(Rn) ↪→ S ′(Rn), (4.2.12)
where we have used Corollaries 4.1.7 and 4.2.4 with the admissible weight sequences
w˜ = (w˜ν)ν∈N0 and % = (%ν)ν∈N0 given by
w˜ν(x) := 2
να1(1 + 2ν |x|)−α, x ∈ Rn, ν ∈ N0,
and
%ν(x) := w˜ν(x)2
−ν
(
n
p(x)
− n
p+
)
, x ∈ Rn, ν ∈ N0.
The left-hand side can be proved similarly. If we consider the admissible weight se-
quences w˜ = (w˜ν)ν∈N0 and % = (%ν)ν∈N0 defined by
w˜ν(x) := 2
να2(1 + 2ν |x|)α, x ∈ Rn, ν ∈ N0,
and
%ν(x) := w˜ν(x)2
−ν
(
n
p(x)
− n
p−
)
, x ∈ Rn, ν ∈ N0,
then Corollaries 4.1.7 and 4.2.4 take us to the classical Besov spaces, where it is known
that the Schwartz space is continuously embedded in. More precisely, we have
S(Rn) ↪→ B%p−,q−(Rn) ↪→ Bw˜p(·),q−(Rn) ↪→ Bwp(·),q(·)(Rn),
from which we conclude the proof.
Regarding the embeddings (4.2.11), they are an immediate consequence of the cor-
responding chain of embeddings for Besov spaces (4.2.10), together with Lemma 4.1.5.
Namely,
S(Rn) ↪→ Bwp(·),min{p(·),q(·)}(Rn) ↪→ Fwp(·),q(·)(Rn) ↪→ Bwp(·),max{p(·),q(·)}(Rn) ↪→ S ′(Rn).
Step 2. As far as the density is concerned, two different proofs can be carried out.
Beside the classical arguments as in [48, Theorem 2.3.3], we refer also to [3, Corol-
lary 5.2] for a proof using the convergence of the atomic decomposition
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m
with aν,m ∈ S(Rn) in the spaces themselves, as pointed out in Remark 3.3.5. 
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4.3 Jawerth embedding
The Jawerth embedding goes back to Jawerth in [25], who has considered the scales
of classical Besov and Triebel-Lizorkin spaces Bsp,q(Rn) and F sp,q(Rn). The interesting
fact here is that, unlike in the case of Sobolev embeddings, no conditions on the
parameter q are necessary.
Here we extend this result for the scale of 2-microlocal spaces with variable integra-
bility using different techniques from the original proof (which was based on interpo-
lation theory). We rely on the atomic characterization from the previous chapter and,
once again, work exclusively with the corresponding sequence spaces.
Theorem 4.3.1. Let w1 = (w1ν)ν∈N0 ∈ Wαα1,α2(Rn) and p0, p1, q ∈ P log(Rn) with
p+0 <∞. Let
inf
x∈Rn
(
1
p0(x)
− 1
p1(x)
)
> 0
and
1 <
w0ν(x)
w1ν(x)
= 2
ν
(
n
p0(x)
− n
p1(x)
)
for all x ∈ Rn and ν ∈ N0. (4.3.13)
Then
fw
0
p0(·),q(·)(R
n) ↪→ bw1p1(·),p0(·)(Rn). (4.3.14)
Proof. Let us set
ε′ = inf
x∈Rn
(
1
p0(x)
− 1
p1(x)
)
> 0.
Then, for every x ∈ Rn,
p1(x)
p0(x)
− 1 = p1(x)
( 1
p0(x)
− 1
p1(x)
)
≥ p1(x)ε′ ≥ p−1 ε′.
Putting ε =
p−1 ε
′
2
> 0, we get for every x ∈ Rn
p0(x) < (1 + ε)p0(x) < p1(x). (4.3.15)
By this, we get the following Sobolev embedding
bw˜(1+ε)p0(·),p0(·)(R
n) ↪→ bw1p1(·),p0(·)(Rn),
for w˜ = (w˜ν)ν∈N0 defined as
w˜ν(x) := 2
ν
(
n
(1+ε)p0(x)
− n
p1(x)
)
w1ν(x) = 2
ν
(
n
(1+ε)p0(x)
− n
p0(x)
)
w0ν(x)
= 2
−νn
p0(x)
ε
1+εw0ν(x), x ∈ Rn, ν ∈ N0.
The proof of (4.3.14) will be then the result of the following chain of embeddings
fw
0
p0(·),q(·)(R
n) ↪→ fw0p0(·),∞(Rn) ↪→ bw˜(1+ε)p0(·),p0(·)(Rn) ↪→ bw
1
p1(·),p0(·)(R
n). (4.3.16)
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where the first embedding is an elementary statement about the monotonicity of
f -spaces in the summability index q. Hence, it remains to prove the second em-
bedding in (4.3.16), which is actually a special case of (4.3.14) with q = ∞ and
p1(·) = (1 + ε)p0(·). This is equivalent to prove that
‖λ | bw˜(1+ε)p0(·),p0(·)(Rn)‖ ≤ C ‖λ | fw
0
p0(·),∞(R
n)‖, (4.3.17)
for some constant C > 0 and λ = (λν,m)ν∈N0,m∈Zn .
Let us put
h(x) = sup
ν∈N0,m∈Zn
w0ν(2
−νm)|λν,m|χν,m(x), x ∈ Rn.
Then for every x ∈ Qν,m we have w0ν(2−νm)|λν,m| ≤ h(x) and
|λν,m| ≤ 1
w0ν(2
−νm)
inf
y∈Qν,m
h(y).
Using this notation,
‖λ|fw0p0(·),∞(Rn)‖ = ‖h | Lp0(·)(Rn)‖
and (4.3.17) reads as
‖λ | bw˜(1+ε)p0(·),p0(·)(Rn)‖ ≤ C ‖h | Lp0(·)(Rn)‖.
We assume that ‖h | Lp0(·)(Rn)‖ ≤ 1, i.e.∫
Rn
h(x)p0(x) dx ≤ 1, (4.3.18)
and need to prove that
‖λ | bw˜(1+ε)p0(·),p0(·)(Rn)‖ ≤ C.
We will show that by finding C > 0 such that
%`p0(·)(L(1+ε)p0(·))
(( 1
C
∑
m∈Zn
2
−νn
p0(2
−νm)
ε
1+εw0ν(2
−νm)|λν,m|χν,m
)
ν∈N0
)
≤ 1,
i.e.
∞∑
ν=0
∥∥∥ 1
Cp0(·)
( ∑
m∈Zn
2
−νn
p0(2
−νm)
ε
1+εw0ν(2
−νm)|λν,m|χν,m
)p0(·) | L1+ε(Rn)∥∥∥ ≤ 1.
Due to 0 < p−0 ≤ p+0 <∞, this is in turn equivalent to
∞∑
ν=0
∥∥∥( ∑
m∈Zn
2
−νn
p0(2
−νm)
ε
1+εw0ν(2
−νm)|λν,m|χν,m
)p0(·) | L1+ε(Rn)∥∥∥ ≤ C
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with possibly a different value of C > 0. To show this, we write
∞∑
ν=0
∥∥∥∑
m∈Zn
2
−νn
p0(2
−νm)
ε
1+ε
p0(·)(
w0ν(2
−νm)
)p0(·)|λν,m|p0(·)χν,m | L1+ε(Rn)∥∥∥
≤
∞∑
ν=0
∥∥∥∑
m∈Zn
2
−νn ε
1+ε
p0(·)
p0(2
−νm)
(
inf
y∈Qν,m
h(y)
)p0(·)
χν,m | L1+ε(Rn)
∥∥∥
=
∞∑
ν=0
{∑
m∈Zn
∫
Qν,m
2
−νnε p0(x)
p0(2
−νm)
(
inf
y∈Qν,m
h(y)
)(1+ε)p0(x)
dx
} 1
1+ε
.
We use the regularity of p0 to obtain for x ∈ Qν,m
2
−νn p0(x)
p0(2
−νm) =
[
2
ν
p0(x)
p0(2
−νm)
]−n
=
[
2
νp0(x)[
1
p0(2
−νm)−
1
p0(x)
] · 2ν
]−n
= 2−νn
[
2
ν[ 1
p0(2
−νm)−
1
p0(x)
]
]−np0(x) ≤ 2−νnc−np0(x) ≤ c′2−νn.
So, it is enough to prove
∞∑
ν=0
2−νn
ε
1+ε
{∑
m∈Zn
∫
Qν,m
h(1+ε)p0(x)ν,m dx
} 1
1+ε ≤ C, (4.3.19)
where we denote
hν,m = inf
y∈Qν,m
h(y).
We split the left-hand side of (4.3.19) into
∞∑
ν=0
2−νn
ε
1+ε
{∑
m∈Zn
∫
Qν,m
h(1+ε)p0(x)ν,m dx
} 1
1+ε
≤
∞∑
ν=0
2−νn
ε
1+ε
{ ∑
{m:hν,m≤1}
∫
Qν,m
h(1+ε)p0(x)ν,m dx
} 1
1+ε
+
∞∑
ν=0
2−νn
ε
1+ε
{ ∑
{m:hν,m>1}
∫
Qν,m
h(1+ε)p0(x)ν,m dx
} 1
1+ε
= I + II.
The first term can be estimated by (4.3.18)
I ≤
∞∑
ν=0
2−νn
ε
1+ε
{ ∑
{m:hν,m≤1}
∫
Qν,m
hp0(x)ν,m dx
} 1
1+ε
≤
∞∑
ν=0
2−νn
ε
1+ε
{∫
Rn
h(x)p0(x)dx
} 1
1+ε ≤ c.
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To estimate II, we make first a couple of observations. Let hν,m ≥ 1, then
1 ≥
∫
Rn
h(x)p0(x)dx ≥
∫
Qν,m
h(x)p0(x)dx ≥
∫
Qν,m
hp0(x)ν,m dx ≥ |Qν,m|hp
−
0
ν,m = 2
−νnhp
−
0
ν,m
and we get
1 ≤ hν,m ≤ 2νn/p−0 .
Hence there is an 0 ≤ α ≤ 1 such that hν,m = 2ανn/p−0 . Since p+0 < ∞, we know that
1/p0 ∈ C logloc (Rn) implies p0 ∈ C logloc (Rn) and thus we can use its regularity. Hence, there
is a constant c > 1 such that for any x, y ∈ Qν,m it holds c−1 ≤ 2ν(p0(x)−p0(y)) ≤ c and
therefore
c−αn/p
−
0 ≤ 2
αn
p−0
ν(p0(x)−p0(y))
= h(p0(x)−p0(y))ν,m ≤ cαn/p
−
0 ≤ cn/p−0 . (4.3.20)
If we also denote pν,m = infy∈Qν,m p0(y), we obtain
hp0(x)ν,m = h
p0(x)−pν,m
ν,m · hpν,mν,m ≤ Chpν,mν,m ≤ C inf
y∈Qν,m
(
h(y)p0(y)
)
.
The last fact we shall use is that
∞∑
ν=0
2−νn
ε
1+ε
{∑
m∈Zn
∫
Qν,m
( inf
y∈Qν,m
ϕ(y))1+εdx
} 1
1+ε ≤ c‖ϕ | L1(Rn)‖ (4.3.21)
for each non-negative ϕ ∈ L1(Rn). The proof follows easily using the technique of
non-increasing rearrangement, but since we do not want to introduce this notion here,
we refer to [21] for a comprehensive explanation.
We then apply (4.3.21) with ϕ(y) = h(y)p0(y) to estimate II
II =
∞∑
ν=0
2−νn
ε
1+ε
{ ∑
{m:hν,m>1}
∫
Qν,m
h(1+ε)p0(x)ν,m dx
} 1
1+ε
.
∞∑
ν=0
2−νn
ε
1+ε
{ ∑
{m:hν,m>1}
∫
Qν,m
( inf
y∈Qν,m
h(y)p0(y))1+εdx
} 1
1+ε
.
∞∑
ν=0
2−νn
ε
1+ε
{∑
m∈Zn
∫
Qν,m
( inf
y∈Qν,m
h(y)p0(y))1+εdx
} 1
1+ε
.
∫
Rn
h(y)p0(y)dy ≤ 1
and finish the proof. 
Using the correspondence of sequence and function spaces from Theorems 3.3.4 and
3.3.6 we obtain the Jawerth embedding for the variable function spaces, similarly as
we came to the embeddings in Corollary 4.1.7. The difference here is that we need to
use the atomic decompositions on both B and F -spaces.
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Corollary 4.3.2. Let w1 = (w1ν)ν∈N0 ∈ Wαα1,α2(Rn) and p0, p1, q ∈ P log(Rn) with
p+0 , q
+ <∞. Let
inf
x∈Rn
(
1
p0(x)
− 1
p1(x)
)
> 0
and
1 <
w0ν(x)
w1ν(x)
= 2
ν
(
n
p0(x)
− n
p1(x)
)
for all x ∈ Rn and ν ∈ N0. (4.3.22)
Then
Fw
0
p0(·),q(·)(R
n) ↪→ Bw1p1(·),p0(·)(Rn).
Proof. Firstly we recall that, as stated in Remark 4.2.3, w0 is also an admissible
weight sequence belonging to W ββ1,β2(R
n).
Consider d > 1 and K,L ∈ N0 such that
K > β2 and L > σp1 − α1 + clog(1/p0).
We know from Theorem 3.3.6 that we can express each f ∈ Fw0p0(·),q(·)(Rn) by
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m (convergence in S ′(Rn))
with
‖λ(f) | fw0p0(·),q(·)(Rn)‖ ≤ c ‖f | Fw
0
p0(·),q(·)(R
n)‖, (4.3.23)
where c > 0 does not depend on f and (aν,m)ν∈N0,m∈Zn are smooth [K,L]-atoms. We
apply now the Jaweth embedding from Theorem 4.3.1, obtaining
‖λ(f) | bw1p1(·),p0(·)(Rn)‖ ≤ c′ ‖λ(f) | fw
0
p0(·),q(·)(R
n)‖, (4.3.24)
with c′ > 0 independent of λ(f). We make use now of the atomic characterization for
Besov spaces stated in Theorem 3.3.4. Our choice of K and L allows us to conclude
that f also belongs to Bw
1
p1(·),p0(·)(R
n) and that the inequality
‖f | Bw1p1(·),p0(·)(Rn)‖ ≤ c′′ ‖λ(f) | bw
1
p1(·),p0(·)(R
n)‖ (4.3.25)
holds, again with c′′ > 0 independent of f . The sought embedding is a consequence of
combining the estimates (4.3.23)-(4.3.25). 
4.4 Franke embedding
The first statement on this type of embedding was proved in [16] by Franke for the
spaces Bsp,q(Rn) and F sp,q(Rn), by means of interpolation theory. Later a new proof
was presented in [56], where the author transferred the problem from the function
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spaces to the sequence spaces and used duality as well as the concept of non-increasing
rearrangement to obtain the Franke embedding. However, interpolation theory and
duality can both be avoided as well, as shown recently in [21].
In the variable exponent setting we have to avoid duality arguments. Therefore, we
proceed so that we will end up in the constant exponent case.
Theorem 4.4.1. Let w1 = (w1ν)ν∈N0 ∈ Wαα1,α2(Rn) and p0, p1, q ∈ P log(Rn) with
p+1 <∞. Let
inf
x∈Rn
(
1
p0(x)
− 1
p1(x)
)
> 0
and
1 <
w0ν(x)
w1ν(x)
= 2
ν
(
n
p0(x)
− n
p1(x)
)
for all x ∈ Rn and ν ∈ N0. (4.4.26)
Then
bw
0
p0(·),p1(·)(R
n) ↪→ fw1p1(·),q(·)(Rn).
Proof. Elementary embeddings between f -spaces allow one to set for all x ∈ Rn
q(x) =
1
r
p1(x), with r > 1 chosen big enough.
So it suffices to prove the embedding
bw
0
p0(·),p1(·)(R
n) ↪→ fw1
p1(·), 1r p1(·)
(Rn). (4.4.27)
Similarly to (4.3.15), p0(·) < p1(·) are again well separated and we may find ε > 0
with
p1(x) > (1− ε)p1(x) > p0(x), x ∈ Rn.
By the Sobolev embedding from Theorem 4.2.2 we obtain
bw
0
p0(·),p1(·)(R
n) ↪→ bw˜(1−ε)p1(·),p1(·)(Rn)
for w˜ = (w˜ν)ν∈N0 defined as
w˜ν(x) := 2
−ν
(
n
p0(x)
− n
(1−ε)p1(x)
)
w0ν(x) = 2
−ν
(
n
p1(x)
− n
(1−ε)p1(x)
)
w1ν(x)
= 2
νn
p1(x)
ε
1−εw1ν(x), x ∈ Rn, ν ∈ N0.
Hence, instead of (4.4.27) we show
bw˜(1−ε)p1(·),p1(·)(R
n) ↪→ fw1
p1(·), 1r p1(·)
(Rn). (4.4.28)
We assume that ‖λ | bw˜(1−ε)p1(·),p1(·)(Rn)‖ ≤ 1. Since p+1 <∞, this is equivalent to
∞∑
ν=0
∥∥∥∑
m∈Zn
|λν,m|p1(·)2νn ε1−ε
(
w1ν(2
−νm)
)p1(·)χν,m | L1−ε(Rn)∥∥∥ ≤ 1
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or even
∞∑
ν=0
2νn
ε
1−ε
(∫
Rn
∑
m∈Zn
(|λν,m|w1ν(2−νm))(1−ε)p1(x)χν,m(x)dx) 11−ε ≤ 1. (4.4.29)
This implies that for every ν ∈ N0 we have the inequality∑
m∈Zn
∫
Qν,m
|αν,m|(1−ε)p1(x)dx ≤ 2−νnε, (4.4.30)
where we denoted
αν,m = λν,mw
1
ν(2
−νm).
Our aim is to prove that ‖λ | fw1
p1(·), 1r p1(·)
(Rn)‖ ≤ C. By definition, it suffices to find
C > 0 such that ∥∥∥( ∞∑
ν=0
∑
m∈Zn
|αν,m|
p1(·)
r χν,m
) r
p1(·) | Lp1(·)(Rn)
∥∥∥ ≤ C,
or, equivalently, ∫
Rn
1
Cp1(x)
( ∞∑
ν=0
∑
m∈Zn
|αν,m|
p1(x)
r χν,m(x)
)r
dx ≤ 1.
Finally, due to the restriction 0 < p−1 ≤ p+1 <∞, it is enough to show∥∥∥ ∞∑
ν=0
∑
m∈Zn
|αν,m|
p1(·)
r χν,m | Lr(Rn)
∥∥∥ ≤ C, (4.4.31)
with possibly a different value of C > 0. We have∥∥∥ ∞∑
ν=0
∑
m∈Zn
|αν,m|
p1(·)
r χν,m | Lr(Rn)
∥∥∥
≤
∥∥∥ ∞∑
ν=0
∑
{m: |αν,m|≤1}
|αν,m|
p1(·)
r χν,m | Lr(Rn)
∥∥∥
+
∥∥∥ ∞∑
ν=0
∑
{m: |αν,m|>1}
|αν,m|
p1(·)
r χν,m | Lr(Rn)
∥∥∥ = I + II.
The estimate of I follows by (4.4.30)
I ≤
∞∑
ν=0
( ∑
{m: |αν,m|≤1}
∫
Qν,m
|αν,m|p1(x)dx
) 1
r
≤
∞∑
ν=0
( ∑
{m: |αν,m|≤1}
∫
Qν,m
|αν,m|(1−ε)p1(x)dx
) 1
r
≤
∞∑
ν=0
2−νnε
1
r ≤ c.
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To estimate II, we observe that (4.4.30) implies for every ν ∈ N0 and m ∈ Zn with
|αν,m| > 1
2−νnε ≥
∫
Qν,m
|αν,m|(1−ε)p1(x)dx ≥ 2−νn|αν,m|(1−ε)p−1
and therefore
1 ≤ |αν,m| ≤ 2
νn 1
p−1 .
Similarly to (4.3.20), for every x ∈ Qν,m we have |αν,m|p1(x) ∼ |αν,m|pν,m , where pν,m is
the value of p1 in the middle of Qν,m. Hence, we get that (4.4.29) implies
∞∑
ν=0
2νn
ε
1−ε
(
2−νn
∑
{m: |αν,m|>1}
|αν,m|(1−ε)pν,m
) 1
1−ε ≤ c, (4.4.32)
or, equivalently,
∞∑
ν=0
2−νn
( ∑
{m: |αν,m|>1}
|αν,m|(1−ε)pν,m
) 1
1−ε ≤ c. (4.4.33)
To estimate the second term II it is therefore sufficient to show that∥∥∥ ∞∑
ν=0
∑
{m: |αν,m|>1}
|αν,m|pν,m/rχν,m|Lr(Rn)
∥∥∥ ≤ C. (4.4.34)
To obtain (4.4.34) from (4.4.33), we employ the constant-index case from, for instance,
[21, Theorem 3.4]. Indeed, we put βν,m = |αν,m|pν,m/r if |αν,m| > 1 and zero otherwise
and get∥∥∥ ∞∑
ν=0
∑
{m: |αν,m|>1}
|αν,m|pν,m/rχν,m|Lr(Rn)
∥∥∥ = ∥∥∥ ∞∑
ν=0
∑
m∈Zn
|βν,m|χν,m|Lr(Rn)
∥∥∥
= ‖β | f 0r,1(Rn)‖ . ‖β | b
nε
r(1−ε)
(1−ε)r,r(R
n)‖
=
{ ∞∑
ν=0
2
νnε
(1−ε)r r
(∑
m∈Zn
2−νnβ(1−ε)rν,m
) r
(1−ε)r
}1/r
=
{ ∞∑
ν=0
2−νn
( ∑
{m: |αν,m|>1}
|αν,m|(1−ε)pν,m
) 1
1−ε
}1/r
≤ c1/r.

Likewise the previous section, we transfer the Franke embedding from the sequence
spaces awp(·),q(·)(Rn) to the corresponding function spaces Awp(·),q(·)(Rn) by means of the
atomic decompositions. Due to the similarity between this proof and the proof of
Corollary 4.3.2, we leave it out now.
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Corollary 4.4.2. Let w1 ∈ Wαα1,α2(Rn) and p0, p1, q ∈ P log(Rn) with p+1 , q+ <∞. Let
inf
x∈Rn
(
1
p0(x)
− 1
p1(x)
)
> 0
and
1 <
w0ν(x)
w1ν(x)
= 2
ν
(
n
p0(x)
− n
p1(x)
)
for all x ∈ Rn and ν ∈ N0. (4.4.35)
Then
Bw
0
p0(·),p1(·)(R
n) ↪→ Fw1p1(·),q(·)(Rn).
4.5 A remark on a lifting operator
In [21] the embeddings of Franke and Jawerth were proved for the scale of Besov
and Triebel-Lizorkin spaces with variable smoothness and integrability B
s(·)
p(·),q(·)(R
n)
and F
s(·)
p(·),q(·)(R
n). In order to simplify the notation in the proofs, a lifting operator
between sequence spaces was there defined. Due to a matter of notation, we do not
need this tool here. But for the sake of completeness, we expose the corresponding
results adjusted to the scale of 2-microlocal sequence spaces.
Given a σ ∈ C logloc (Rn), the lifting operator Iσ(·) is defined by
(Iσ(·)λ)ν,m = 2νσ(2
−νm)λν,m, ν ∈ N0, m ∈ Zn,
for a sequence (λν,m)ν∈N0,m∈Zn ∈ C.
Lemma 4.5.1. Let w ∈ Wαα1,α2(Rn), p, q ∈ P log(Rn) and let σ ∈ C logloc (Rn). Then Iσ(·)
is an isomorphism (i.e. bounded linear operator with bounded inverse) of bwp(·),q(·)(Rn)
onto bw˜p(·),q(·)(Rn) and, if p+ <∞, also of fwp(·),q(·)(Rn) onto f w˜p(·),q(·)(Rn), where
w˜ :=
(
2−νσ(·)wν
)
ν∈N0 , ν ∈ N0. (4.5.36)
Note that we have here a variable lift σ(·) ∈ C logloc (Rn), which leads us to an iso-
morphism between the sequence spaces. At this point, one could also ask for such
a lifting operator on the functions spaces Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn). Since the
decomposition of the spaces Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn) by means of wavelets gives
an isomorphism between sequence and function spaces, it seems reasonable to build a
lifting operator based on it. We try to clarify our idea without giving much details.
The wavelet decomposition of Fwp(·),q(·)(Rn) was proved in [28] as well as of the spaces
Bwp(·),q(Rn). For the more general spaces Bwp(·),q(·)(Rn), a similar proof should follow from
the molecular decomposition of these spaces, stated in [3]. By this decomposition, we
have that
D : f 7→ λν,m(f) = 2ν n2 〈f,Ψν,m〉 , ν ∈ N0,m ∈ Zn,
66
4.5 A remark on a lifting operator
is an isomorphism between Awp(·),q(·)(Rn) and awp(·),q(·)(Rn), where A = B and a = b, or
A = F and a = f . Therefore, we can build the following diagram
Awp(·),q(·)(Rn) //
D

Aw˜p(·),q(·)(Rn)
awp(·),q(·)(Rn) Iσ(·)
// aw˜p(·),q(·)(Rn).
S
OO
From this one sees the possibility of defining a variable lifting operator on the function
spaces by
I˜σ(·) = D ◦ Iσ(·) ◦ S,
where
S : λ = (λν,m)ν∈N0,m∈Zn 7→
∑
ν∈N0
∑
m∈Zn
λν,m2
−ν n
2 Ψν,m.
This operator gives then an isomorphism from Awp(·),q(·)(Rn) onto Aw˜p(·),q(·)(Rn), with
A ∈ {B,F} and w˜ as in (4.5.36), and it is a first attempt to establish a variable lifting
operator between the functions spaces of Besov and Triebel-Lizorkin type.
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We devote this chapter to the study of traces on hyperplanes of 2-microlocal Besov
and Triebel-Lizorkin spaces with variable integrability. The atomic decomposition
theory from Chapter 3 plays here a crucial role when it comes to prove our main
results.
In order to give a detailed survey on what happens in each case, we study separately
the traces of Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn). Despite the fact that in both cases the
obtained results are very similar, the proofs have to be carefully adapted according to
the definition of each space. In the end, we also study a limiting case, which extend
partially the corresponding classical results. But initially we make some considerations
regarding the definition of this operator.
5.1 Preliminary considerations
Assume that n ≥ 2. If x = (x1, ..., xn) ∈ Rn put x′ = (x1, ..., xn−1) ∈ Rn−1. We shall
be concerned with the trace of f ∈ Awp(·),q(·)(Rn), with A ∈ {B,F}, on the hyperplane
{(x′, 0) : x′ ∈ Rn−1} of Rn, interpreted as Rn−1.
If f is a smooth function, e.g. f ∈ S(Rn), it makes sense to take the pointwise trace
(Tr Rn−1f)(x
′) ≡ (Tr f)(x′) := f(x′, 0), x′ ∈ Rn−1.
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Suppose that for some space Awp(·),q(·)(Rn) with max(p+, q+) < ∞, there exists a con-
stant c > 0 such that
‖Trϕ | Aw˜p˜(·),q˜(·)(Rn−1)‖ ≤ c ‖ϕ | Awp(·),q(·)(Rn)‖, for all ϕ ∈ S(Rn). (5.1.1)
According to Theorem 4.2.6, if max(p+, q+) <∞, then S(Rn) is dense in Awp(·),q(·)(Rn)
and consequently the definition of Tr on the whole space Awp(·),q(·)(Rn) is a matter
of completion. We detail: take g ∈ Awp(·),q(·)(Rn); then we know that there is a
sequence (gn)n∈N0 in S(Rn) which converges to g in Awp(·),q(·)(Rn). Since (gn)n∈N0
is a Cauchy sequence in the complete space Awp(·),q(·)(Rn), it follows by (5.1.1) that
(Tr gn)n∈N0 is a Cauchy sequence in the complete space A
w˜
p˜(·),q˜(·)(Rn−1). Therefore, there
is f ∈ Aw˜p˜(·),q˜(·)(Rn−1) such that (Tr gn)n∈N0 converges to f in Aw˜p˜(·),q˜(·)(Rn−1). We set
Tr g := f . We show that this definition makes sense. If (hn)n∈N0 is another sequence
in S(Rn) which converges to g in Awp(·),q(·)(Rn), we have
‖Trhn − f | Aw˜p˜(·),q˜(·)(Rn−1)‖ ≤
≤ c1 ‖Trhn − Tr gn | Aw˜p˜(·),q˜(·)(Rn−1)‖+ c1 ‖Tr gn − f | Aw˜p˜(·),q˜(·)(Rn−1)‖
≤ c2 ‖hn − gn | Awp(·),q(·)(Rn)‖+ c1 ‖Tr gn − f | Aw˜p˜(·),q˜(·)(Rn−1)‖
≤ c3 ‖hn − g | Awp(·),q(·)(Rn)‖+ c3 ‖gn − g | Awp(·),q(·)(Rn)‖
+ c1 ‖Tr gn − f | Aw˜p˜(·),q˜(·)(Rn−1)‖ (5.1.2)
Since the right-hand side of (5.1.2) converges to zero as n goes to infinity, we have
that limn→∞Trhn = f in Aw˜p˜(·),q˜(·)(Rn−1), which proves that the above definition for
the trace in Awp(·),q(·)(Rn) makes sense.
In this way, any g ∈ Awp(·),q(·)(Rn) has a (uniquely determined) trace denoted by
Tr g ∈ Aw˜p˜(·),q˜(·)(Rn−1) and
Tr : Awp(·),q(·)(Rn)→ Aw˜p˜(·),q˜(·)(Rn−1)
is a linear and bounded (trace) operator. The statement
Aw˜p˜(·),q˜(·)(Rn−1) = TrAwp(·),q(·)(Rn)
should be understood in the sense that any f ∈ Aw˜p˜(·),q˜(·)(Rn−1) is the trace on Rn−1 of
some g ∈ Awp(·),q(·)(Rn) and ‖f | Aw˜p˜(·),q˜(·)(Rn−1)‖ is equivalent to
inf
{‖g | Awp(·),q(·)(Rn)‖ : Tr g = f}.
5.2 The trace problem in Bwp(·),q(·)(R
n)
Proposition 5.2.1. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn), p1, p2, q1, q2 ∈ P log(Rn) with
p+1 , p
+
2 , q
+
1 , q
+
2 <∞. If p1(·) = p2(·) and q1(·) = q2(·) in the upper or lower half space,
then
TrBwp1(·),q1(·)(R
n) = TrBwp2(·),q2(·)(R
n).
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Proof. Assume without loss of generality that p1(·) = p2(·) and q1(·) = q2(·) in the
upper half space, i.e., in Rn+ := {x = (x′, xn) ∈ Rn−1 × R : xn ≥ 0}.
Let f ∈ Bwp1(·),q1(·)(Rn). Let d > 1 and K,L ∈ N0 with K > α2 and
L > σp2 − α1 + clog(1/q2) be fixed. By Theorem 3.3.6, f can be represented by
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m,
where (aν,m)ν∈N0,m∈Zn are smooth [K,L]-atoms centered at Qν,m and
‖λ | bwp1(·),q1(·)(Rn)‖ . ‖f | Bwp1(·),q1(·)(Rn)‖.
Let A := {Qν,m : dQν,m ∩ Rn−1 6= ∅}. If Qν,m ∈ A is contained in the upper half
space, then we write Qν,m ∈ A+. Furthermore, in the case that Qν,m ∩ Rn−1 6= ∅ we
write Qν,m ∈ A0, otherwise Qν,m ∈ A−.
Now define
f˜ =
∞∑
ν=0
∑
m∈Zn
λ˜ν,maν,m, (5.2.3)
where
λ˜ν,m :=
{
λν,m if Qν,m ∈ A,
0 otherwise .
Since all the atoms (aν,m)ν∈N0,m∈Zn of f whose support intersects Rn−1 are included
in f˜ , we have Tr f˜ = Tr f . Now we have to prove that, in fact, f˜ ∈ Bwp2(·),q2(·)(Rn).
By Theorem 3.3.4, it is sufficient to check that λ˜ ∈ bwp2(·),q2(·)(Rn) or, equivalently, that
‖λ˜ | bwp2(·),q2(·)(Rn)‖ <∞.
Note that in (5.2.3), in the sum over m = (m′,mn) with m′ ∈ Zn−1 and mn ∈ Z, we
only sum over finitely many mn. If we set
I(ν,m′) := {mn ∈ Z : dQν,m ∩ Rn−1 6= ∅},
then we have
mn ∈ I(ν,m′) if, and only if, 0 ∈
(
2−νmn − d2−ν−1, 2−νmn + d2−ν−1
)
.
But this yields
mn ∈ I(ν,m′) if, and only if, 0 ∈
(
mn − d
2
,mn +
d
2
)
,
which proves that the index set I := I(ν,m′) = {−N, . . . , N} is in fact independent
of ν and m′.
Now, in order to apply Lemma 3.2.3, we wish to construct suitable measurable sets
Eν,m, with m = (m
′,mn) ∈ Zn−1 × Z and ν ∈ N0, such that
Eν,m ⊂ dQν,m, and |Eν,m| ∼ |Qν,m|, (5.2.4)
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Moreover, since we know that p1(·) = p2(·) and q1(·) = q2(·) in Rn+, we require also
Eν,m ⊂ Rn+. (5.2.5)
If Qν,m ∈ A+, we can put
Eν,m := Qν,m.
If Qν,m ∈ A0, i.e., mn = 0, put
Eν,(m′,0) := {x ∈ Qν,(m′,0) : 0 < xn < 2−ν−1},
whereas for Qν,m ∈ A− we set
Eν,m := dQν,m ∩ Rn+.
Clearly, by construction, the conditions (5.2.4) and (5.2.5) are satisfied. In particular,
we have |Eν,m| ≥ ε |Qν,m| for some 0 < ε ≤ (−N + d/2). Hence, we calculate
‖λ˜ | bwp2(·),q2(·)(Rn)‖ =
∥∥∥ ∑
m=(m′,mn)∈Zn−1×I
|λ˜ν,m|wν(2−νm)χν,m | `q2(·)(Lp2(·)(Rn))
∥∥∥
∼
∥∥∥ ∑
m=(m′,mn)∈Zn−1×I
|λ˜ν,m|wν(2−νm)χEν,m | `q2(·)(Lp2(·)(Rn))
∥∥∥
.
∥∥∥ ∑
m=(m′,mn)∈Zn−1×I
|λ˜ν,m|wν(2−νm)χEν,m | `q1(·)(Lp1(·)(Rn))
∥∥∥
. ‖λ | bwp1(·),q1(·)(Rn)‖
. ‖f | Bwp1(·),q1(·)(Rn)‖
where in the second and fourth steps we used Lemma 3.2.3, and in the third step we
used our assumptions. 
A consequence of the previous result is the independence of the trace space from
the last coordinate xn of p and q, as stated in the next result.
Corollary 5.2.2. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn), p1, p2, q1, q2 ∈ P log(Rn) with
p+1 , p
+
2 , q
+
1 , q
+
2 < ∞. If p1(·) = p2(·) and q1(·) = q2(·) in {(x′, xn) ∈ Rn : xn = 0},
then
TrBwp1(·),q1(·)(R
n) = TrBwp2(·),q2(·)(R
n).
Proof. Let p˜ := min(p1, p2) and for i = 1, 2 we define p˜i to be equal to pi on the
upper half space and to be equal to p˜ on the lower half space. In the same way, define
also q˜ and q˜i, for i = 1, 2. Applying Proposition 5.2.1 four times, we obtain
TrBwp1(·),q1(·)(R
n) = TrBwp˜1(·),q˜1(·)(R
n) = TrBwp˜(·),q˜(·)(Rn)
= TrBwp˜2(·),q˜2(·)(R
n) = TrBwp2(·),q2(·)(R
n),
which proves the result. 
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The following lemma will be needed to justify the assertion in the main result.
Lemma 5.2.3. Let n ≥ 2, p ∈ P log(Rn) and w = (wν)ν∈N0 ∈ Wαα1,α2(Rn). Then
w˜ = (w˜ν)ν∈N0 defined by
w˜ν(x
′) := wν(x′, 0)2
−ν 1
p(x′,0) , x′ ∈ Rn−1, ν ∈ N0 (5.2.6)
belongs to W α˜α˜1,α˜2(Rn−1) for α˜ := α + clog( 1p(·,0)), α˜1 := α1 − 1p− and α˜2 := α2 − 1p+ ,
where clog(g) is the constant from the local condition in Definition 2.2.5.
Proof. Since w = (wν)ν∈N0 ∈ Wαα1,α2(Rn), then we clearly have
(wν(x
′, 0))ν∈N0 ∈ Wαα1,α2(Rn−1). On the other hand, p ∈ P log(Rn) implies that
1/p ∈ C logloc (Rn). Then by Example 2.2.21 we get that(
2
ν 1
p(x′,0)
)
ν∈N0
∈ Wββ1,β2(Rn) with β = clog
(
1
p(·, 0)
)
, β1 =
1
p+
and β2 =
1
p−
.
In order to conclude the proof, we use simple properties of the admissible weight
sequences, namely the inversion and product properties, according to Remark 2.2.18.
We then have (
2
−ν 1
p(x′,0)
)
ν∈N0
∈ Wclog(
1
p(·,0) )
− 1
p− ,−
1
p+
(Rn)
and, finally,
(w˜ν)ν∈N0 =
(
wν(x
′, 0)2−ν
1
p(x′,0)
)
ν∈N0
∈ Wα+clog(
1
p(·,0) )
α1− 1p− ,α2−
1
p+
(Rn).

Theorem 5.2.4. We assume n ≥ 2, p, q ∈ P log(Rn) with p+, q+ < ∞ and
w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) with
α1 − 1
p−
> (n− 1)
(
1
min(1, p−)
− 1
)
+ clog(1/q). (5.2.7)
Let p˜, q˜ and w˜ = (w˜ν)ν∈N0 be defined on Rn−1 by
p˜(x′) := p(x′, 0), q˜(x′) := q(x′, 0) and w˜ν(x′) := wν(x′, 0)2
−ν 1
p˜(x′) , x′ ∈ Rn−1.
Then
TrBwp(·),q(·)(Rn) = Bw˜p˜(·),q˜(·)(Rn−1).
Proof. Recall that by Corollary 5.2.2 we have that the trace is independent of the
n-th coordinate xn of p and q. Hence, without loss of generality we can assume that
p(x) = p(x′, xn) = p(x′, 0) and q(x) = q(x′, xn) = q(x′, 0), for all
x = (x′, xn) ∈ Rn−1 × R.
73
5 Traces
Step 1. In this first step we shall prove that TrBwp(·),q(·)(Rn) ⊂ Bw˜p˜(·),q˜(·)(Rn−1). Ac-
cording to the explanation at the beginning of this chapter, we have to prove that
‖Tr f | Bw˜p˜(·)(Rn−1)‖ ≤ c ‖f | Bwp(·),q(·)(Rn)‖, for f ∈ S(Rn).
Let f ∈ S(Rn). Since f ∈ Bwp(·),q(·)(Rn), by Theorem 3.3.6 we can write
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m (5.2.8)
for suitable smooth [K,L]-atoms (aν,m)ν∈N0,m∈Zn with
‖λ | bwp(·),q(·)(Rn)‖ . ‖f | Bwp(·),q(·)(Rn)‖. Note that K,L ∈ N0 are at our disposal.
As shown in the proof of Proposition 5.2.1, there is a finite set I ⊂ Z such that
dQν,m ∩ {(x′, xn) ∈ Rn : xn = 0} 6= ∅ ⇔ mn ∈ I
for ν ∈ N0 and m = (m′,mn) ∈ Zn, where the set I is independent of ν and m.
We remark that since f ∈ S(Rn) it follows from the optimal atomic decomposition
that the convergence in (5.2.8) is not only in S ′(Rn) but also pointwise. Thus
(Tr f)(x′) = f(x′, 0) =
∞∑
ν=0
∑
m∈Zn
λν,maν,m(x
′, 0)
=
∞∑
ν=0
∑
m′∈Zn−1
∑
mn∈I
λν,(m′,mn)aν,(m′,mn)(x
′, 0)
=
∞∑
ν=0
∑
m′∈Zn−1
ην,m′bν,m′(x
′), (5.2.9)
where
bν,m′(x
′) :=

∑
mn∈I λν,(m′,mn)aν,(m′,mn)(x
′, 0)∑
mn∈I |λν,(m′,mn)|
if
∑
mn∈I |λν,(m′,mn)| 6= 0,
0 otherwise,
and
ην,m′ :=
∑
mn∈I
|λν,(m′,mn)|, ν ∈ N0,m′ ∈ Zn−1.
We check that bν,m′ represent suitable smooth atoms on Rn−1 according to Definition
3.1.1, for each ν ∈ N0 and m′ ∈ Zn−1. Note that, by condition (5.2.7), no moment
conditions are required for the atoms representing a function in Bw˜p˜(·),q˜(·)(Rn−1), which
means that we can take L = 0. Thus bν,m′ are again C
K(Rn−1) functions that satisfy
supp bν,m′ ⊂
( ⋃
mn∈I
dQν,(m′,mn)
)
∩ Rn−1 = dQ′ν,m′ ,
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where Q′ν,m′ is the projection of Qν,m on Rn−1. Furthermore,
|Dα′bν,m′(x′)| ≤
∣∣∑
mn∈I λν,mD
(α′,0)aν,m(x
′, 0)
∣∣∑
mn∈I |λν,m|
≤ 2
ν|α′|∑
mn∈I |λν,m|∑
mn∈I |λν,m|
= 2ν|α
′|
for |α′| ≤ K,and thus the functions (bν,m′)m′∈Zn−1,ν∈N0 are indeed smooth [K, 0]-atoms.
Concerning the parameter K, we will require now K > 1/p−, so that we can apply
Theorem 3.3.4. Then for the new coefficients η = (ην,m′)ν∈N0,m′∈Zn−1 , we obtain
‖Tr f | Bw˜p˜(·),q˜(·)(Rn−1)‖ . ‖η | bw˜p˜(·),q˜(·)(Rn−1)‖
=
∥∥∥( ∑
m′∈Zn−1
|ην,m′|w˜ν(2−νm′, 0)χν,m′
)
ν∈N0
| `q˜(·)(Lp˜(·)(Rn−1))
∥∥∥
.
∥∥∥( ∑
m′∈Zn−1
∑
mn∈I
|λν,(m′,mn)|wν(2−ν(m′,mn))2−ν
1
p(·,0)χν,m′
)
ν∈N0
| `q˜(·)(Lp˜(·)(Rn−1))
∥∥∥
.
∥∥∥( ∑
m∈Zn
|λν,m|wν(2−νm)2−ν
1
p(·,0)χν,m′
)
ν∈N0
| `q˜(·)(Lp˜(·)(Rn−1))
∥∥∥, (5.2.10)
where we have used the properties of w. Now, we take the modular and prove that
%`q˜(·)(Lp˜(·))
(( ∑
m∈Zn
|λν,m|wν(2−νm)2−ν
1
p(x′,0)χν,m′
)
ν∈N0
)
. %`q(·)(Lp(·))
(( ∑
m∈Zn
|λν,m|wν(2−νm)χν,m
)
ν∈N0
)
, (5.2.11)
which, due to q+ <∞, is equivalent to prove
∞∑
ν=0
∥∥∥∣∣ ∑
m∈Zn
|λν,m|wν(2−νm)2−ν
1
p(·,0)χν,m′
∣∣q˜(·) | L p˜(·)
q˜(·)
(Rn−1)
∥∥∥
.
∞∑
ν=0
∥∥∥∣∣ ∑
m∈Zn
|λν,m|wν(2−νm)χν,m
∣∣q(·) | L p(·)
q(·)
(Rn)
∥∥∥.
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Since ∫
Rn−1
∣∣∣( ∑
m∈Zn
|λν,m|wν(2−νm′, 0)2−ν
1
p(2−νm)χν,m′(x
′)
∣∣∣p(x′,0)dx′
.
∫
Rn−1
∣∣∣ ∑
m∈Zn
|λν,m|wν(2−νm)χν,m′(x′)
∣∣∣p(x′,0)2−ν dx′
∼
∫
Rn−1
∣∣∣ ∑
m∈Zn
|λν,m|wν(2−νm)χν,m′(x′)
∣∣∣p(x′,0) ∫
R
χν,mn(xn) dxn dx
′
∼
∫
Rn
∣∣∣ ∑
m∈Zn
|λν,m|wν(2−νm)χν,m(x′, xn)
∣∣∣p(x′,0) d(x′, xn)
=
∫
Rn
∣∣∣ ∑
m∈Zn
|λν,m|wν(2−νm)χν,m(x)
∣∣∣p(x) dx,
then (5.2.11) follows, which, in this particular case, implies the same estimate for
the corresponding norms, with a possible different implicit constant. Therefore, from
(5.2.10) we obtain the desired estimate:
‖Tr f | Bw˜p˜(·),q˜(·)(Rn−1)‖ . ‖λ | bwp(·),q(·)(Rn)‖ . ‖f | Bwp(·),q(·)(Rn)‖.
We have then proved the inclusion for f being a Schwartz function on Rn. Relying
on the denseness of S(Rn) in Bwp(·),q(·)(Rn) and arguing as in the beginning of the
chapter, we conclude that the it also holds for f ∈ Bwp(·),q(·)(Rn).
Step 2. Now we prove that Bw˜p˜(·),q˜(·)(Rn−1) ⊂ TrBwp(·),q(·)(Rn). Let
g ∈ S(Rn−1) ⊂ Bw˜p˜(·),q˜(·)(Rn−1). Then again by Theorem 3.3.6 we have
g =
∞∑
ν=0
∑
m′∈Zn−1
ην,m′bν,m′
for suitable smooth [K,L]-atoms (bν,m′)ν∈N0,m′∈Zn−1 , for K,L ∈ N0, and
‖η | bw˜p˜(·),q˜(·)(Rn−1)‖ . ‖g | Bw˜p˜(·),q˜(·)(Rn−1)‖. Define
f(x′, xn) :=
∞∑
ν=0
∑
m′∈Zn−1
∞∑
mn=0
δ0,mnην,m′bν,m′(x
′)bν,mn(xn)
=
∞∑
ν=0
∑
m∈Zn
τν,maν,m(x
′, xn), (5.2.12)
with τν,m := δ0,mnην,m′ , where δ0,mn is the Kronecker symbol, and
aν,m(x
′, xn) := bν,m′(x′)bν,mn(xn), where bν,mn is a convenient smooth [K,L]-atom on
R such that bν,mn(0) = 1. Obviously, by construction, Tr f = g. Moreover, Theorem
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3.3.4 gives us
‖f | Bwp(·),q(·)(Rn)‖ ≤
∥∥∥( ∑
m∈Zn
|τν,m|wν(2−νm)χν,m
)
ν∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥
=
∥∥∥( ∑
(m′,0)∈Zn−1×Z
|ην,m′|wν(2−νm′, 0)χν,(m′,0)
)
ν∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥.
Considering the modular, the aim is to prove that
%`q(·)(Lp(·))
(( ∑
(m′,0)∈Zn−1×Z
|ην,m′|wν(2−νm′, 0)χν,(m′,0)
)
ν∈N0
)
. %`q˜(·)(Lp˜(·))
(( ∑
m′∈Zn−1
|ην,m′ |w˜ν(2−νm′)χν,m′
)
ν∈N0
)
, (5.2.13)
or even, since q+ <∞,
∞∑
ν=0
∥∥∥∣∣ ∑
(m′,0)∈Zn−1×Z
|ην,m′|wν(2−νm′, 0)χν,(m′,0)
∣∣q(·) | L p(·)
q(·)
(Rn)
∥∥∥
.
∞∑
ν=0
∥∥∥∣∣ ∑
m′∈Zn−1
|ην,m′|w˜ν(2−νm′)χν,m′
∣∣q˜(·) | L p˜(·)
q˜(·)
(Rn−1)
∥∥∥.
Now, ∫
Rn
∣∣∣ ∑
(m′,0)∈Zn−1×Z
|ην,m′|wν(2−νm′, 0)χν,(m′,0)(x′, xn)
∣∣∣p(x′,xn) dx
=
∫
Rn
∣∣∣ ∑
(m′,0)∈Zn−1×Z
|ην,m′ |wν(2−νm′, 0)χν,(m′,0)(x′, xn)
∣∣∣p(x′,0) dx
=
∫
Rn
∣∣∣ ∑
m′∈Zn−1
|ην,m′ |w˜ν(2−νm′)2ν
1
p(2−νm′,0)χν,(m′,0)(x
′, xn)
∣∣∣p(x′,0) dx
.
∫
Rn
∣∣∣ ∑
m′∈Zn−1
|ην,m′ |w˜ν(2−νm′)2ν
1
p(x′,0)χν,(m′,0)(x
′, xn)
∣∣∣p(x′,0) dx
∼
∫
Rn−1
∫
R
∣∣∣ ∑
m′∈Zn−1
|ην,m′ |w˜ν(2−νm′)χν,m′(x′)
∣∣∣p(x′,0)2νχν,0(xn) dxn dx′
∼
∫
Rn−1
∣∣∣ ∑
m′∈Zn−1
|ην,m′ |w˜ν(2−νm′)χν,m′(x′)
∣∣∣p(x′,0) ∫
R
2νχν,0(xn) dxn dx
′
=
∫
Rn−1
∣∣∣ ∑
m′∈Zn−1
|ην,m′|w˜ν(2−νm′)χν,m′(x′)
∣∣∣p(x′,0) dx′ (5.2.14)
where in the third step we use the regularity of p to obtain, for (x′, 0) ∈ Qν,(m′,0),
2
ν 1
p(x′,0) = 2
ν
[
1
p(x′,0)− 1p(2−νm′,0)
]
2
ν 1
p(2−νm′,0) . 2ν
1
p(2−νm′,0) . (5.2.15)
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Therefore, (5.2.13) and (5.2.14) yield
‖f | Bwp(·),q(·)(Rn)‖ . ‖η | bw˜p˜(·),q˜(·)(Rn−1)‖ . ‖g | Bw˜p˜(·),q˜(·)(Rn−1)‖.
Using again a density argument, we finish the proof. 
5.3 The trace problem in Fwp(·),q(·)(R
n)
We study now the trace of Triebel-Lizorkin spaces Fwp(·),q(·)(Rn). The first result is
similarly to Proposition 5.2.1. However, in this case we can go further and show that
the trace space does not really depend on the secondary index of integration. We adapt
the proof in [12, Lemma 7.2], where an analogous assertion was stated for F
s(·)
p(·),q(·)(R
n).
Proposition 5.3.1. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn), p1, p2, q1 ∈ P log(Rn) with
p+1 , p
+
2 , q
+
1 < ∞ and let q2 ∈ (0,∞) be constant. If p1(x) ≤ p2(x) for all x ∈ Rn
and p1(·) = p2(·) in the upper or lower half space, then
TrFwp1(·),q1(·)(R
n) = TrFwp2(·),q2(R
n).
Proof. Assume without loss of generality that p1(·) = p2(·) in the upper half space,
i.e., in Rn+ := {x = (x′, xn) ∈ Rn : xn ≥ 0}.
Let f ∈ Fwp1(·),q1(·)(Rn). We define r0 = min(q2, q−1 ) and r1 = max(q2, q+1 ). Since
r0 ≤ q1(·) ≤ r1 and r0 ≤ q2 ≤ r1, it follows from Theorem 4.1.1 and Corollary 4.1.7
that
TrFwp2(·),r0(R
n) ↪→ TrFwp1(·),q1(·)(Rn) ↪→ TrFwp1(·),r1(Rn)
and
TrFwp2(·),r0(R
n) ↪→ TrFwp2(·),q2(Rn) ↪→ TrFwp1(·),r1(Rn).
We complete the proof by showing that TrFwp1(·),r1(R
n) ↪→ TrFwp2(·),r0(Rn).
Let f ∈ Fwp1(·),r1(Rn). Let d > 1, K,L ∈ N0 with K > α2 and L > σp2,r0 − α1 be
fixed. By Theorem 3.3.6, f can be represented by
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m,
where (aν,m)ν∈N0,m∈Zn are smooth [K,L]-atoms centered at Qν,m and
‖λ | fwp1(·),r1(Rn)‖ . ‖f | Fwp1(·),r1(Rn)‖.
Let A := {Qν,m : dQν,m ∩ Rn−1 6= ∅}. If Qν,m ∈ A is contained in the upper half
space, then we write Qν,m ∈ A+. Furthermore, in the case that Qν,m ∩ Rn−1 6= ∅ we
write Qν,m ∈ A0, otherwise Qν,m ∈ A−.
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Now define
f˜ =
∞∑
ν=0
∑
m∈Zn
λ˜ν,maν,m, (5.3.16)
where
λ˜ν,m :=
{
λν,m if Qν,m ∈ A,
0 otherwise .
Since all the atoms (aν,m)ν∈N0,m∈Zn of f whose support intersects Rn−1 are included
in f˜ , we have Tr f˜ = Tr f . Now we have to prove that, in fact, f˜ ∈ Fwp2(·),r0(Rn). By
Theorem 3.3.4, it is sufficient to check that ‖λ˜ | fwp2(·),r0(Rn)‖ <∞.
As before, in the sum over m = (m′,mn) in (5.3.16) with m′ ∈ Zn−1 and mn ∈ Z, we
only sum over finitely many mn ∈ I(ν,m′), where the index set is actually independent
of ν and m′ (see the proof of Proposition 5.2.1 for details).
Analogously to the case of Besov spaces Bwp(·),q(·)(Rn), we will define sets Eν,m, for
ν ∈ N0,m ∈ Zn, which satisfy the conditions of Lemma 3.2.3. Besides those conditions,
it is of great importance to have here, for fixed mn ∈ I, pairwise disjoint sets Eν,(m′,mn)
for all ν ∈ N0 and m′ ∈ Zn−1 in order to complete the proof. Therefore, if Qν,m ∈ A+,
we can put
Eν,m := {x ∈ Qν,m : 0 < xn −mn < 2−ν−1}.
If Qν,m ∈ A0, i.e., mn = 0, put
Eν,(m′,0) := {x ∈ Qν,(m′,0) : 2−ν−2 < xn < 2−ν−1},
whereas for Qν,m ∈ A− we set
Eν,m :=
{
x = (x′, xn) ∈ dQν,m :
x′ ∈ Qν,m and 2
−νmn + d 2−ν−1
2
< xn < 2
−νmn + d 2−ν−1
}
.
By construction, we are in the position of applying Lemma 3.2.3 and, moreover, for
fixed mn ∈ I, the sets Eν,(m′,mn) are pairwise disjoint for all ν ∈ N0 and m′ ∈ Zn−1.
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Hence, we calculate
‖λ˜ | fwp2(·),r0(Rn)‖ =
∥∥∥( ∞∑
ν=0
∑
m=(m′,mn)∈Zn−1×I
|λ˜ν,m|r0wr0ν (2−νm)χν,m
)1/r0 | Lp2(·)(Rn)∥∥∥
∼
∥∥∥( ∞∑
ν=0
∑
m=(m′,mn)∈Zn−1×I
|λ˜ν,m|r0wr0ν (2−νm)χEν,m
)1/r0 | Lp2(·)(Rn)∥∥∥
.
∑
mn∈I
∥∥∥( ∞∑
ν=0
∑
m′∈Zn−1
|λ˜ν,m|r0wr0ν (2−νm)χEν,m
)1/r0 | Lp2(·)(Rn)∥∥∥
∼
∑
mn∈I
∥∥∥( ∞∑
ν=0
∑
m′∈Zn−1
|λν,m|r1wr1ν (2−νm)χEν,m
)1/r1 | Lp2(·)(Rn)∥∥∥
∼
∥∥∥( ∞∑
ν=0
∑
m=(m′,mn)∈Zn−1×I
|λν,m|r1wr1ν (2−νm)χEν,m
)1/r1 | Lp1(·)(Rn)∥∥∥
∼ ‖λ | fwp1(·),r1(Rn)‖ . ‖f | Fwp1(·),r1(Rn)‖
where in the second and sixth steps we used Lemma 3.2.3, and in the fifth step we
used the fact that p1(·) = p2(·) in the upper half space. In the fourth step we replaced
r0 by r1, which can be done since the functions χEν,m have disjoint supports for fixed
mn ∈ I. 
Remark 5.3.2. Based on this proposition, we will frequently consider the integrability
parameters p and q to coincide. In that case, for the sake of simplify the notation, we
will write Fwp(·)(Rn) in place of Fwp(·),p(·)(Rn) (similarly for the corresponding sequence
spaces).
The next result shows that, in fact, the trace space depends only on the values of
the indices at the boundary, as should be expected.
Corollary 5.3.3. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and p1, p2, q1 ∈ P log(Rn) with
p+1 , p
+
2 , q
+
1 <∞. If p1(·) = p2(·) in {(x′, xn) ∈ Rn : xn = 0}, then
TrFwp1(·),q1(·)(R
n) = TrFwp2(·)(R
n).
Proof. By Proposition 5.3.1, we conclude that TrFwp1(·),q1(·)(R
n) is independent of
q1(·). Therefore, we can assume that q1(·) = p1(·) and we write
TrFwp1(·),q1(·)(R
n) = TrFwp1(·)(R
n).
Let p˜ := min(p1, p2) and for i = 1, 2 we define p˜i to be equal to pi on the upper half
space and to be equal to p˜ on the lower half space. Applying Proposition 5.3.1 four
times, we obtain
TrFwp1(·)(R
n) = TrFwp˜1(·)(R
n) = TrFwp˜(·)(Rn) = TrFwp˜2(·)(R
n) = TrFwp2(·)(R
n),
which proves the result. 
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The main result of this section reads then as follows.
Theorem 5.3.4. We assume n ≥ 2, p, q ∈ P log(Rn) with p+, q+ < ∞ and
w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) with
α1 − 1
p−
> (n− 1)
(
1
min(1, p−)
− 1
)
. (5.3.17)
Let p˜ and w˜ = (w˜ν)ν∈N0 be defined on Rn−1 by
p˜(x′) := p(x′, 0) and w˜ν(x′) := wν(x′, 0)2
−ν 1
p˜(x′) , x′ ∈ Rn−1.
Then
TrFwp(·),q(·)(Rn) = F w˜p˜(·)(Rn−1).
Proof. Once again, since by Corollary 5.3.3 the trace is independent of the n-th
coordinate xn of p, we will consider, without loss of generality, p(x) = p(x
′, xn) =
p(x′, 0), for x = (x′, xn) ∈ Rn−1 × R.
We will proceed as in the proof of the corresponding result for Bwp(·),q(·)(Rn), stated in
Theorem 5.2.4. Namely, we will prove that both inclusions hold for a Schwartz function
f and use the denseness of S(Rn) in Fwp(·),q(·)(Rn) to complete the proof. Furthermore,
we will use the same constructions regarding atomic decompositions.
Step 1. In this step we shall prove that TrFwp(·)(Rn) ⊂ F w˜p˜(·)(Rn−1). For that we will
consider f ∈ S(Rn) and show that
‖Tr f | F w˜p˜(·)(Rn−1)‖ ≤ c ‖f | Fwp(·)(Rn)‖
holds. Since f ∈ Fwp(·)(Rn), by Theorem 3.3.6 we can write
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m (5.3.18)
for suitable smooth [K,L]-atoms (aν,m)ν∈N0,m∈Zn and with
‖λ | fwp(·)(Rn)‖ . ‖f | Fwp(·)(Rn)‖. Following the proof of Theorem 5.2.4, Tr f can
be represented by a linear combination of smooth [K, 0]-atoms as in (5.2.9). Note
that, in this case, the coefficients η = (ην,m′)ν∈N0,m′∈Zn−1 belong to the sequence space
f w˜p˜(·)(Rn−1). Therefore, Theorem 3.3.4 gives
‖Tr f | F w˜p˜(·)(Rn−1)‖ . ‖η | f w˜p˜(·)(Rn−1)‖
=
∥∥∥( ∞∑
ν=0
∑
m′∈Zn−1
|ην,m′ |p˜(·)w˜p˜(·)ν (2−νm′, 0)χν,m′
)1/p˜(·)
| Lp˜(·)(Rn−1)
∥∥∥. (5.3.19)
81
5 Traces
Now∫
Rn−1
∞∑
ν=0
∑
m′∈Zn−1
|ην,m′|p(x′,0)
[
wν(2
−νm′, 0)2−ν
1
p(2−νm′,0)
]p(x′,0)
χν,m′(x
′)dx′
≤
∞∑
ν=0
∑
m′∈Zn−1
∫
Rn−1
( ∑
mn∈I
|λν,(m′,mn)|
)p(x′,0)
wp(x
′,0)
ν (2
−νm′, 0)2−ν
p(x′,0)
p(2−νm′,0)χν,m′(x
′) dx′
.
∞∑
ν=0
∑
m′∈Zn−1
∑
mn∈I
∫
Rn−1
|λν,(m′,mn)|p(x
′,0)wp(x
′,0)
ν (2
−νm′, 2−νmn)2−νχν,m′(x′)dx′
≤
∞∑
ν=0
∑
m∈Zn
∫
Rn−1
∫
R
|λν,m|p(x′,0)wp(x′,0)ν (2−νm)χν,m′(x′)χν,mn(xn) dxn dx′
∼
∫
Rn
∞∑
ν=0
∑
m∈Zn
|λν,m|p(x)wp(x)ν (2−νm)χν,m(x) dx,
where the second step is due to the estimate
2
−ν p(x′,0)
p(2−νm′,0) = 2
−νp(x′,0)
[
1
p(2−νm′,0)−
1
p(x′,0)
]
2−ν ≤ c−p(x′,0)2−ν . 2−ν (5.3.20)
for (x′, 0) ∈ Qν,(m′,0), since p ∈ P log(Rn). Thus, from (5.3.19) we get
‖Tr f | F w˜p˜(·)(Rn−1)‖ . ‖λ | fwp(·)(Rn)‖ . ‖f | Fwp(·)(Rn)‖. (5.3.21)
A density argument as in the beginning of the chapter gives the inclusion also for
f ∈ Fwp(·)(Rn).
Step 2. Now we prove that F w˜p˜(·)(Rn−1) ⊂ TrFwp(·)(Rn). For that let us consider
g ∈ S(Rn−1) ⊂ F w˜p˜(·)(Rn−1). Then, by Theorem 3.3.6
g =
∞∑
ν=0
∑
m′∈Zn−1
ην,m′bν,m′
for suitable smooth [K,L]-atoms (bν,m′)ν∈N0,m′∈Zn−1 and with
‖η | f w˜p˜(·)(Rn−1)‖ . ‖g | F w˜p˜(·)(Rn−1)‖. We use again the same construction as in
the proof of Theorem 5.2.4. Namely, we define
f(x′, xn) :=
∞∑
ν=0
∑
m′∈Zn−1
∞∑
mn=0
δ0,mnην,m′bν,m′(x
′)bν,mn(xn) =
∞∑
ν=0
∑
m∈Zn
τν,maν,m(x
′, xn),
with τν,m := δ0,mnην,m′ , where δ0,mn is the Kronecker symbol, and
aν,m(x
′, xn) := bν,m′(x′)bν,mn(xn), where bν,mn is a convenient smooth [K,L]-atom on
R such that bν,mn(0) = 1. Therefore, Tr f = g and, by Theorem 3.3.4, we have
‖f | Fwp(·)(Rn)‖ .
∥∥∥( ∞∑
ν=0
∑
m∈Zn
|τν,m|p(·)wν(2−νm)p(·) χν,m
)1/p(·)
| Lp(·)(Rn)
∥∥∥.
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Considering the modular, we obtain∫
Rn
∣∣∣( ∞∑
ν=0
∑
m∈Zn
|δ0,mnην,m′ |p(x)wp(x)ν (2−νm)χν,m(x)
)1/p(x)∣∣∣p(x) dx
=
∫
Rn
∞∑
ν=0
∑
m′∈Zn−1
|ην,m′ |p(x)wp(x)ν (2−νm′, 0)χν,(m′,0)(x) dx
=
∞∑
ν=0
∑
m′∈Zn−1
∫
Rn
|ην,m′ |p(x′,0)
[
w˜ν(2
−νm′)2ν
1
p(2−νm′,0)
]p(x′,0)
χν,(m′,0)(x
′, xn) dx
.
∞∑
ν=0
∑
m′∈Zn−1
∫
Rn
|ην,m′ |p(x′,0)w˜p(x′,0)ν (2−νm′)2νχν,(m′,0)(x′, xn) dx
∼
∞∑
ν=0
∑
m′∈Zn−1
2ν
∫
Rn−1
∫
R
|ην,m′ |p(x′,0)w˜p(x′,0)ν (2−νm′)χν,m′(x′)χν,0(xn) dxn dx′
∼
∞∑
ν=0
∑
m′∈Zn−1
∫
Rn−1
|ην,m′ |p˜(x′)w˜p˜(x′)ν (2−νm′)χν,m′(x′)
∫
R
2νχν,0(xn) dxn dx
′
=
∫
Rn−1
∣∣∣ ∞∑
ν=0
∑
m′∈Zn−1
|ην,m′ |w˜ν(2−νm′)χν,m′(x′)
∣∣∣p˜(x′) dx′
where the fourth step comes from an estimate similar to (5.3.20). Coming back to the
norms, we conclude that
‖f | Fwp(·)(Rn)‖ . ‖η | f w˜p˜(·)(Rn−1)‖ . ‖g | F w˜p˜(·)(Rn−1)‖ = ‖Tr f | F w˜p˜(·)(Rn−1)‖
for g ∈ S(Rn−1). The link to g ∈ F w˜p˜(·)(Rn−1) is again made by a density argument. 
5.4 Limiting case
It is well known that, for the classical Besov space, it holds
TrB1/pp,q (Rn) = Lp(Rn−1) for 0 < p <∞ and 0 < q ≤ min(1, p),
such as, for the classical Triebel-Lizorkin space, it holds
TrF 1/pp,q (Rn) = Lp(Rn−1) for 0 < p ≤ 1 and 0 < q <∞.
In this section, our aim is to extend these results for the case of variable exponents.
However, since the Lebesgue space with variable exponent Lp(·)(Rn) is not invariant by
translation, one can not use the same techniques as used in the classical case (see [17,
Theorem 5.1]). Therefore, the results in this section only extend the classical results
partially.
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Due to Example 2.2.21, we know that the 2-microlocal spaces with variable inte-
grability are connected with the spaces of variable smoothness and integrability as
follows:
Bwp(·),q(·)(Rn) = B
s(·)
p(·),q(·)(R
n) and Fwp(·),q(·)(Rn) = F
s(·)
p(·),q(·)(R
n)
if wν(x) = 2
νs(x), for all ν ∈ N0 and x ∈ Rn, with s ∈ C logloc (Rn). In this way, we shall
be concerned with the particular case of wν(x) = 2
ν 1
p(x) for all x ∈ Rn and ν ∈ N0.
Moreover, we will rely once again on a density argument as explained in the beginning
of this chapter.
Theorem 5.4.1. Let p, q ∈ P log(Rn) with p+ < ∞, and 0 < q+ ≤ min(1, p−). Let p˜
be defined on Rn−1 by p˜(x′) := p(x′, 0). Then
TrB
1/p(·)
p(·),q(·)(R
n) ⊂ Lp˜(·)(Rn−1). (5.4.22)
Proof. Notice that Corollary 5.2.2 also holds in this case and so, without loss of
generality, we can assume that p(x) = p(x′, xn) = p(x′, 0), for x = (x′, xn) ∈ Rn−1×R.
Let f ∈ S(Rn). Since f ∈ B1/p(·)p(·),q(·)(Rn), by Theorem 3.3.6 we can write
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m
for suitable smooth [K,L]-atoms (aν,m)ν∈N0,m∈Zn and with
‖λ | b1/p(·)p(·),q(·)(Rn)‖ . ‖f | B1/p(·)p(·),q(·)(Rn)‖.
It is sufficient to prove that ‖Tr f | Lp˜(·)(Rn−1)‖ is bounded for any f ∈ S(Rn) such
that ‖λ | b1/p(·)p(·),q(·)(Rn)‖ ≤ 1. Therefore, assume that ‖λ | b1/p(·)p(·),q(·)(Rn)‖ ≤ 1, which by
(2.2.12) is equivalent to
∞∑
ν=0
∥∥∥ ∑
m∈Zn
|λν,m|q(·)2ν
q(·)
p(·)χν,m | L p(·)
q(·)
(Rn)
∥∥∥ ≤ 1,
and prove that ‖Tr f | Lp˜(·)(Rn−1)‖ ≤ C or, equivalently,
‖(C−1 Tr f)q˜(·) | L p˜(·)
q˜(·)
(Rn−1)‖ ≤ 1
with q˜(x′) := q(x′, 0), for x′ ∈ Rn−1. Note that, from the definition of the trace, we
have the following representation:
(Tr f)(x′) := f(x′, 0) =
∞∑
ν=0
∑
m∈Zn
λν,maν,m(x
′, 0).
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Putting m = (m′,mn) ∈ Zn−1 × Z, for all ν ∈ N0, we calculate∫
Rn−1
∣∣∣ ∑
m∈Zn
λν,maν,m(x
′, 0)
∣∣∣p(x′,0)dx′
.
∫
Rn−1
∣∣∣ ∑
m∈Zn
|λν,m|2ν
1
p(2−νm′,0) 2
−ν 1
p(2−νm′,0)χν,m′(x
′)
∣∣∣p(x′,0)dx′
.
∫
Rn−1
∣∣∣ ∑
m∈Zn
|λν,m|2ν
1
p(2−νm′,0)χν,m′(x
′)
∣∣∣p(x′,0)2−νdx′
=
∫
Rn−1
∣∣∣ ∑
m∈Zn
|λν,m|2ν
1
p(2−νm′,0)χν,m′(x
′)
∣∣∣p(x′,0) ∫
R
χν,mn(xn) dxn dx
′
∼
∫
Rn
∣∣∣ ∑
m∈Zn
|λν,m|2ν
1
p(2−νm′,0)χν,m(x)
∣∣∣p(x′,0)dx
=
∫
Rn
∣∣∣ ∑
m∈Zn
|λν,m|2ν
1
p(2−νm)χν,m(x)
∣∣∣p(x)dx
= %p(·)(gν), (5.4.23)
where gν(x) :=
∑
m∈Zn
|λν,m|2ν
1
p(2−νm)χν,m(x), for x ∈ Rn, and the second step is due to
the regularity of p. Now, noting that
%p(·)(h) = % p(·)
q(·)
(|h|q(·)), (5.4.24)
we have
‖(C−1 Tr f)q˜(·) | L p˜(·)
q˜(·)
(Rn−1)‖
=
∥∥∥ C−q˜(·)∣∣ ∞∑
ν=0
∑
m∈Zn
λν,maν,m(·, 0)
∣∣q˜(·) | L p˜(·)
q˜(·)
(Rn−1)
∥∥∥
≤
∞∑
ν=0
max(C−q
−
, C−q
+
)
∥∥∥∣∣ ∑
m∈Zn
λν,maν,m(·, 0)
∣∣q˜(·) | L p˜(·)
q˜(·)
(Rn−1)
∥∥∥
.
∞∑
ν=0
∥∥∥ ∑
m∈Zn
|λν,m|q(·)2ν
q(·)
p(2−νm)χν,m | L p(·)
q(·)
(Rn)
∥∥∥
. 1,
where the second step holds since q ≤ min(1, p−), the third follows from (5.4.23) and
the last follows from our assumption. We have then concluded the proof. 
Theorem 5.4.2. Let p, q ∈ P log(Rn) with p+ ≤ 1. Let p˜ be defined on Rn−1 by
p˜(x′) := p(x′, 0). Then
TrF
1/p(·)
p(·),q(·)(R
n) ⊂ Lp˜(·)(Rn−1).
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Proof. From Corollary 5.3.3, we can assume that q(·) = p(·) and write
TrF
1/p(·)
p(·),q(·)(R
n) = TrF
1/p(·)
p(·) (R
n).
Let f ∈ S(Rn). Since f ∈ F 1/p(·)p(·) (Rn), by Theorem 3.3.6 we can write
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m (5.4.25)
for suitable smooth [K,L]-atoms (aν,m)ν∈N0,m∈Zn and with
‖λ | f 1/p(·)p(·) (Rn)‖ . ‖f | F 1/p(·)p(·) (Rn)‖.
Assuming that ‖λ | f 1/p(·)p(·) (Rn)‖ ≤ 1, we will prove that ‖Tr f | Lp˜(·)(Rn−1)‖ is
bounded, which is equivalent to prove that the (n−1)-dimensional modular %˜p˜(·)(Tr f)
is bounded.
In this way, we calculate
%˜p˜(·)(Tr f) =
∫
Rn−1
∣∣∣ ∞∑
ν=0
∑
m∈Zn
λν,maν,m(x
′, 0)
∣∣∣p˜(x′) dx′
≤
∫
Rn−1
∞∑
ν=0
∣∣∣ ∑
m∈Zn
λν,maν,m(x
′, 0)
∣∣∣p˜(x′) dx′
.
∫
Rn
∞∑
ν=0
∣∣∣ ∑
m∈Zn
|λν,m|2ν
1
p(2−νm)χν,m(x)
∣∣∣p(x) dx
=
∫
Rn
∞∑
ν=0
|gν |p(x) dx
= %p(·)
(‖(gν)ν∈N0 | `p(·)‖), (5.4.26)
with gν(x) :=
∑
m∈Zn
|λν,m|2ν
1
p(2−νm)χν,m(x), for x ∈ Rn and ν ∈ N0. Here, the second
step holds because p+ ≤ 1 and the third comes from (5.4.23). Now, let r ≤ p−. Note
that
‖λ | f 1/p(·)p(·) (Rn)‖ ≤ 1 if, and only if, ‖(c−r grν)ν∈N0 | L p(·)
r
(` p(·)
r
(Rn))‖1/r ≤ 1,
for some constant c > 0 (coming from the regularity of p), which in turns implies that∥∥c−r ‖(gν)ν∈N0 | `p(·)‖r | L p(·)
r
(Rn)
∥∥ ≤ 1.
Then, by the unit-ball property (2.2.4) we conclude that
% p(·)
r
(
c−r ‖(gν)ν∈N0 | `p(·)‖r
) ≤ 1,
which is equivalent to
%p(·)
(‖(gν)ν∈N0 | `p(·)‖) ≤ c,
for a possible different value of c > 0. Using this inequality in (5.4.26), we get that
%˜p˜(·)(Tr f) is bounded, as wished. 
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Non-smooth atomic decomposition
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In this chapter we aim to generalize the atomic decomposition theorems from Chap-
ter 3 for 2-microlocal Besov and Triebel-Lizorkin spaces Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn).
The idea is to replace the smooth atoms by more general ones (meaning weaker as-
sumptions), which we will call non-smooth atoms, and show that nevertheless we keep
all the crucial information when comparing to the corresponding smooth atomic de-
compositions stated in Corollary 3.3.8. The characterization of these spaces via local
means stated in Corollary 2.2.31 constitutes here the main tool, as we will see that
the local means can also be understood as non-smooth atoms.
As corollaries of the atomic representation theorem with these more general atoms,
we are able to prove key theorems on pointwise multipliers and diffeomorphisms for
the spaces Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn). The benefit of working with the non-smooth
atoms is entirely related with the fact that the weaker conditions of these functions
are better preserved by multiplication or superposition.
Furthermore, the non-smooth atomic decomposition will also be the basis for char-
acterizing intrinsically the spaces on the class of regular domains. We postpone to the
next chapter a detailed and comprehensive investigation of this subject.
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6.1 Non-smooth atoms
At first we define the Ho¨lder space Cs(Rn) which we will use later. If s ∈ R, then
there are uniquely determined bsc− ∈ Z and {s}+ ∈ (0, 1] with s = bsc− + {s}+.
Definition 6.1.1. Let s > 0. Then the Ho¨lder space with index s is defined as
Cs(Rn) =
{
f ∈ Cbsc−(Rn) : ‖f | Cs(Rn)‖ <∞
}
with
‖f | Cs(Rn)‖ := ‖f | Cbsc−(Rn)‖+
∑
|α|=bsc−
sup
x,y∈Rn,x6=y
|Dαf(x)−Dαf(y)|
|x− y|{s}+ .
If s = 0, then we set C0(Rn) = L∞(Rn).
We present now the concept of non-smooth atoms, slightly adapted from [44] to our
scale. Note that the usual parameters K and L are now non-negative real numbers
instead of natural numbers.
Definition 6.1.2. Let K,L ≥ 0, d > 1 and c > 0. A function a : Rn → R is called a
non-smooth [K,L]-atom centered at Qν,m, for all ν ∈ N0 and m ∈ Zn, if
supp a ⊂ dQν,m, (6.1.1)
‖a(2−ν ·) | CK(Rn)‖ ≤ c (6.1.2)
and for every ψ ∈ CL(Rn) it holds∣∣∣ ∫
dQν,m
ψ(x)a(x)dx
∣∣∣ ≤ c 2−ν(L+n)‖ψ | CL(Rn)‖. (6.1.3)
Remark 6.1.3. (a) As in the smooth case, if L = 0, then condition (6.1.3) can be
ignored since it follows from (6.1.1) and (6.1.2) with K = 0. If K = 0, then by
Definition 6.1.1 we only require a to be suitable bounded.
(b) The modification of (6.1.2) here was suggested in [52] (with some minor adjust-
ments) and one can see that the usual formulation (3.1.4) in Definition 3.1.1 fol-
lows from this one if K is a natural number, since, in that case,
CK(Rn) ↪→ CK(Rn).
(c) Regarding condition (6.1.3), the modification here was suggested by Skrzypczak in
[46] for natural numbers L + 1 (replacing CL(Rn) by CL(Rn)). Here, as in [44],
we extended this definition to general positive numbers L. Furthermore, condition
(6.1.3) can be derived from (3.1.5) when L ∈ N using a Taylor expansion, which
means that here we are considering a more general condition.
(d) Note that both conditions (6.1.2) and (6.1.3) are ordered in K and L, i.e. the
conditions are stricter for increasing K and L. Moreover, remarks (b) and (c)
above allow us to conclude that any smooth [K,L]-atom is also a non-smooth
[K,L]-atom when K,L ∈ N0.
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6.2 Helpful lemmas
Before presenting the main theorem of this section, we provide some technical lem-
mas which will be useful later on. The first result is an adaptation of [44, Lemma 3.8]
and it shows that local means are related to non-smooth [K,L]-atoms.
Lemma 6.2.1. Let j ∈ N0. If kj = 2jnk(2j·) is a local mean as in Corollary 2.2.31,
then 2−jnkj is a non-smooth [K,L]-atom centered at Qj,0, for arbitrary large K > 0
and for L ≤ N + 1 with N from (2.2.25).
Proof. For j = 0 there is nothing to prove, since (6.1.3) follows from the support
condition (6.1.1) and the boundedness condition included in (6.1.2). Then we consider
j ∈ N.
The support condition (6.1.1) follows from the compact support of k with a suitable
d > 0.
As far as condition (6.1.2) is concerned, we have for K > 0
‖kj(2−j·) | CK(Rn)‖ = 2jn‖k | CK(Rn)‖ ≤ c 2jn
since k is arbitrarily often differentiable. When K = 0 the L∞(Rn)-condition follows
trivially.
In order to show the general moment condition (6.1.3) for j ∈ N and L > 0, we make
use of the moment conditions (2.2.25). Let ψ ∈ CL(Rn). We expand the bLc-times
continuously differentiable function ψ into its Taylor series of order bLc − 1. Then
there exists a θ ∈ (0, 1) with
ψ(x) =
∑
|β|≤bLc−1
1
β!
Dβψ(0) · xβ +
∑
|β|=bLc
1
β!
Dβψ(θx) · xβ.
Therefore∣∣∣∣ψ(x)− ∑
|β|≤bLc
1
β!
Dβψ(0) · xβ
∣∣∣∣ = ∣∣∣∣ ∑
|β|=bLc
1
β!
(
Dβψ(θx)−Dβψ(0))xβ∣∣∣∣
. ‖ψ | CL(Rn)‖ · |x|L.
Now we use the moment conditions (2.2.25) for kj considering bLc < N . Then we can
insert the polynomial terms of order |β| ≤ bLc into the integral and obtain∣∣∣∣ ∫
dQj,0
ψ(x)kj(x) dx
∣∣∣∣ = ∣∣∣∣ ∫
dQj,0
(
ψ(x)−
∑
|β|≤bLc
1
β!
Dβψ(0) · xβ
)
kj(x) dx
∣∣∣∣
. ‖ψ | CL(Rn)‖
∫
dQj,0
|x|L · |kj(x)| dx
. 2−jL‖ψ | CL(Rn)‖.
Hence 2−jnkj fulfills condition (6.1.3). Note that the constants in the inequalities are
independent of j ∈ N0. 
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The result we just proved gives us the knowledge that not only aν,m but also kj
can be understood as atoms in the sense of Definition 6.1.2. In this way, we can use
estimates of the type (6.1.2) and (6.1.3) in both functions and obtain the following
estimates.
Lemma 6.2.2. Let j ∈ N0, kj = 2jnk(2j·) be a local mean as in Corollary 2.2.31 and
let (aν,m)ν∈N0,m∈Zn be non-smooth [K,L]-atoms. Then∣∣∣∣ ∫
Rn
kj(y)aν,m(x− y) dy
∣∣∣∣ ≤ c 2−(j−ν)Kχ(cQν,m)(x), for j ≥ ν
and ∣∣∣∣ ∫
Rn
kj(x− y)aν,m(y) dy
∣∣∣∣ ≤ c 2−(ν−j)(L+n)χ(c 2ν−jQν,m)(x), for j < ν,
for all x ∈ Rn.
Proof. Step 1. We start by the case j ≥ ν. At first, we transform the integral having
in mind the form of the derivative condition of aν,m, cf. (6.1.2):∫
Rn
kj(y)aν,m(x− y) dy =
∫
Rn
kj−ν(y)aν,m(x− 2−νy) dy.
Since j ≥ ν, this integral vanishes for x /∈ cQν,m for a suitable c > 0. Then, we
concentrate on x ∈ cQν,m. By Lemma 6.2.1, the function
2−(j−ν)nkj−ν
is a non-smooth [M,N ]-atom centered at Qj−ν,0 for M arbitrarily large and N from
condition (2.2.25), hence N may also be arbitrarily large, but fixed. Now we will use
(6.1.3) for kj−ν and (6.1.2) for aν,m. Hence, with ψ = aν,m(x − 2−νy) and N ≥ K we
get ∣∣∣∣ ∫
Rn
kj(y)aν,m(x− y) dy
∣∣∣∣ = 2(j−ν)n∣∣∣∣ ∫
Rn
2−(j−ν)nkj−ν(y)aν,m(x− 2−νy) dy
∣∣∣∣
. 2(j−ν)n2−(j−ν)(N+n)‖aν,m(x− 2−ν ·) | CN(Rn)‖
≤ 2−(j−ν)K‖aν,m(2−ν ·) | CK(Rn)‖
. 2−(j−ν)Kχ(cQν,m)(x).
Note that this inequality is certainly also true for x /∈ cQν,m.
Step 2. Now, let j < ν. We start with∫
Rn
kj(x− y)aν,m(y) dy =
∫
Rn
k(2jx− y)aν,m(2−jy) dy.
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Similarly as before, this integral vanishes for x /∈ c 2ν−jQν,m. Therefore, we concentrate
on x ∈ c 2ν−jQν,m. In this case, aν,m(2−j·) is a non-smooth [K,L]-atom centered at
Qν−j,m while k is a non-smooth [M,N ]-atom centered at Q0,0. We interchange now
the roles of kj and aν,m as follows: considering M ≥ L, we start by using (6.1.3) for
aν,m and then we apply (6.1.2) for k. We get∣∣∣∣∫
Rn
kj(x− y)aν,m(y) dy
∣∣∣∣ = ∣∣∣∣∫
Rn
k(2jx− y)aν,m(2−jy) dy
∣∣∣∣
. 2−(ν−j)(L+n)‖k(2jx− ·) | CM(Rn)‖
= 2−(ν−j)(L+n)‖k | CL(Rn)‖
. 2−(ν−j)(L+n)χ(c 2ν−jQν,m)(x).
As before, this inequality remains true if x /∈ c 2ν−jQν,m. 
6.3 A more general atomic representation theorem
In this section we shall prove the more general atomic decomposition theorem, that
we will do by following the approach of the proof of [44, Theorem 3.12]. But first we
establish the convergence of the atomic series in S ′(Rn).
Proposition 6.3.1. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and p, q ∈ P log(Rn). Let
K,L ≥ 0 with K > α2 and L > σp − α1. Then
∞∑
ν=0
∑
m∈Zn
λν,maν,m (6.3.4)
converges unconditionally in S ′(Rn), where aν,m are non-smooth [K,L]-atoms located
at Qν,m and λ ∈ bwp(·),∞(Rn).
Proof. Let ϕ ∈ S(Rn) and assume that λ = (λν,m)ν∈N0,m∈Zn ∈ bwp(·),∞(Rn). From
conditions (6.1.1) and (6.1.3) we obtain∣∣∣∣ ∫
Rn
∑
m∈Zn
λν,maν,m(x)ϕ(x)dx
∣∣∣∣
≤ c 2−ν(L+n)
∑
m∈Zn
|λν,m| · ‖ϕ(·)ψ(2ν · −m) | CL(Rn)‖, (6.3.5)
where ψ ∈ C∞(Rn), ψ(x) = 1 for x ∈ dQ0,0 and supp ψ ⊂ (d + 1)Q0,0. Since
ϕ ∈ S(Rn), we can estimate the norm in (6.3.5) from above in the following way:
‖ϕ(·)ψ(2ν · −m) | CL(Rn)‖ ≤ CM (1 + |2−νm|)−M ∼ CM (1 + |y|)−M , y ∈ Qν,m,
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where M ∈ N0 is at our disposal and CM does not depend on ν and m. By the
properties of the class Wαα1,α2(Rn) we also have
2−να1wν(2−νm)(1 + 2ν |x− 2−νm|)α(1 + |x|)α & 2−να1wν(x)(1 + |x|)α & 1,
where the implicit constants are independent of x ∈ Rn, ν ∈ N0 andm ∈ Zn. Moreover,
for every ν ∈ N0 and m ∈ Zn, using (2.2.9) the following estimate holds true:
|λν,m|wν(2−νm)|2−
n
p− . λν,m|wν(2−νm)‖χν,m | Lp(·)(Rn)‖ ≤ ‖λ | bwp(·),∞(Rn)‖.
Combining everything, (6.3.5) becomes∣∣∣∣ ∫
Rn
∑
m∈Zn
λν,maν,m(x)ϕ(x)dx
∣∣∣∣
. 2−ν(L+n+α1)
∑
m∈Zn
|λν,m|wν(2−νm)(1 + |x|)α−M(1 + 2ν |x− 2−νm|)αχν,m(x)
. 2−ν(L+n+α1−
n
p− )
∑
m∈Zn
|λν,m|wν(2−νm)‖χν,m | Lp(·)(Rn)‖(1 + |2−νm|)α−M
. 2−ν(L+α1−σp)‖λ | bwp(·),∞(Rn)‖
∑
m∈Zn
(1 + |2−νm|)α−M
where in the second step we made use of x ∈ dQν,m. Since L > σp−α1, λ ∈ bwp(·),∞(Rn)
and ∑
m∈Zn
(1 + |2−νm|)α−M <∞
if we choose M − α > n, then we attain the desired convergence. 
Remark 6.3.2. In accordance with Corollary 4.1.4, and alike Proposition 3.3.2, the
previous result is ensured for λ ∈ bwp(·),q(·)(Rn) or, assuming p+, q+ < ∞, also for
λ ∈ fwp(·),q(·)(Rn).
We are finally in the position of stating the atomic decomposition result, which
constitutes the main result of this chapter.
Theorem 6.3.3. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and p, q ∈ P log(Rn).
(i) Let K,L ≥ 0 with
K > α2 and L > σp − α1 + clog(1/q).
Then f ∈ S ′(Rn) belongs to Bwp(·),q(·)(Rn) if, and only if, it can be represented as
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m, convergence being in S ′(Rn), (6.3.6)
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for (aν,m)ν∈N0,m∈Zn non-smooth [K,L]-atoms according to Definition 6.1.2 and
λ ∈ bwp(·),q(·)(Rn). Moreover,
‖f | Bwp(·),q(·)(Rn)‖ ∼ inf ‖λ | bwp(·),q(·)(Rn)‖,
where the infimum is taken over all possible representations of f .
(ii) Let K,L ≥ 0 with
K > α2 and L > σp,q − α1.
If p+, q+ < ∞, then f ∈ S ′(Rn) belongs to Fwp(·),q(·)(Rn) if, and only if, it can be
represented as
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m, convergence being in S ′(Rn),
for (aν,m)ν∈N0,m∈Zn non-smooth [K,L]-atoms according to Definition 6.1.2 and
λ ∈ fwp(·),q(·)(Rn). Moreover,
‖f | Fwp(·),q(·)(Rn)‖ ∼ inf ‖λ | fwp(·),q(·)(Rn)‖,
where the infimum is taken over all possible representations of f .
Proof. As things go very similar for both B and F -spaces, we confine to the proof
of part (i). There are two directions we shall prove.
Step 1. Assume that f ∈ Bwp(·),q(·)(Rn) is given. Then we know from Theorem 3.3.6
that f can be decomposed via smooth [K ′, L′]-atoms according to Definition 3.1.1,
with K ′, L′ ∈ N0. Since CK′(Rn) ⊂ CK′(Rn), then condition (6.1.2) is satisfied for
K ≤ K ′. Moreover, being generalizations of the classical moment conditions (3.1.5)
and ordered in L, the conditions (6.1.3) are also fulfilled, whenever L ≤ L′.
Therefore, every smooth [K ′, L′]-atom is a non-smooth [K,L]-atom in the sense of
Definition 6.1.2 for K ≤ K ′ and L ≤ L′. This shows clearly that we find a decomposi-
tion for f ∈ Bwp(·),q(·)(Rn) in terms of the general atoms we introduced in this chapter.
As far as the norm estimate is concerned, it comes directly from Theorem 3.3.6.
Step 2. We will now focus on the other direction, which is the essential part of the
proof. We need to show that, even with weaker conditions on the atoms, we still get
an element of Bwp(·),q(·)(Rn) when considering a linear combination of these non-smooth
atoms. For this, we will use the equivalent characterization by local means given in
Corollary 2.2.31. As usual, we divide the following summation into two parts:
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m =
j∑
ν=0
∑
m∈Zn
λν,maν,m +
∞∑
ν=j+1
∑
m∈Zn
λν,maν,m = fj + f
j.
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Then, we have by Corollary 2.2.31
‖f | Bwp(·),q(·)(Rn)‖ . ‖(fj)j∈N0 | Bwp(·),q(·)(Rn)‖+ ‖(f j)j∈N0 | Bwp(·),q(·)(Rn)‖
∼ ‖(wj(kj ∗ fj))j∈N0 | `q(·)(Lp(·)(Rn))‖
+ ‖(wj(kj ∗ f j))j∈N0 | `q(·)(Lp(·)(Rn))‖
= I + II.
In both parts of the summation, the crucial part is the estimation of∣∣∣∣ ∫
Rn
kj(y)aν,m(x− y) dy
∣∣∣∣,
which we have done in Lemma 6.2.2.
Let us first consider the case j ≥ ν. Then, Lemma 6.2.2 gives∣∣∣∣∫
Rn
kj(y)aν,m(x− y) dy
∣∣∣∣ ≤ c 2−(j−ν)Kχ(cQν,m)(x),
and from the properties of the weight sequence in Definition 2.2.16 we also have
wj(x) . 2(j−ν)α2wν(2−νm)(1 + 2ν |x− 2−νm|)α.
Putting both together, we come to
|(kj ∗ fj)(x)wj(x)| ≤ c
j∑
ν=0
∑
m∈Zn
|λν,m|2−(j−ν)(K−α2)wν(2−νm)χ(cQν,m)(x),
where we have used that |x − 2−νm| . 2−ν for x ∈ cQν,m. Further, using Lemma
2.2.14 with δ = K − α2 > 0 we get
I .
∥∥∥( j∑
ν=0
2−(j−ν)(K−α2)
∑
m∈Zn
|λν,m|wν(2−νm)χ(cQν,m)
)
j∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥
.
∥∥∥( ∑
m∈Zn
|λν,m|wν(2−νm)χ(cQν,m)
)
ν∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥
= ‖λ | bwp(·),q(·)(Rn)‖.
Now, let j < ν. Resorting again on Lemma 6.2.2, we have∣∣∣∣∫
Rn
kj(x− y)aν,m(y) dy
∣∣∣∣ ≤ c 2−(ν−j)(L+n)χ(c 2ν−jQν,m)(x)
and using the properties of the weight sequence again, we get
wj(x) . 2−(ν−j)α1wν(2−νm)(1 + 2j|x− 2−νm|)α,
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with the implicit constant independent of x ∈ Rn, ν, j ∈ N0 and m ∈ Zn. Note that
the following assertion is true: for every x ∈ Rn and every M > 0, there exist a
constant C > 0 such that
χ(c 2ν−jQν,m)(x) ≤ C (1 + 2j|x− 2−νm|)−M .
Combining the last three estimates, we obtain
|(kj∗f j)(x)wj(x)|
.
∞∑
ν=j+1
∑
m∈Zn
|λν,m|2−(ν−j)(L+n+α1)wν(2−νm)(1 + 2j|x− 2−νm|)α−M .
Now, let 0 < t ≤ min(1, p−). Applying Lemma 2.2.11 with M − α > 0 we get
II .
∥∥∥( ∞∑
ν=j+1
∑
m∈Zn
|λν,m|2−(ν−j)(L+n+α1)wν(2−νm)·
· (1 + 2j|x− 2−νm|)α−M
)
j∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥
.
∥∥∥∥( ∞∑
ν=j+1
2−(ν−j)δ·
·
[
ην,(M−α)t ∗
( ∑
m∈Zn
|λν,m|twtν(2−νm)χν,m
)]1/t)
j∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥∥,
where we use the notation δ := L+n+α1−M+α. Now we apply, once again, Lemma
2.2.14, assuming δ > 0, and obtain
II .
∥∥∥∥([ην,(M−α)t ∗ ( ∑
m∈Zn
|λν,m|twtν(2−νm)χν,m
)]1/t)
ν∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥∥
=
∥∥∥∥(ην,(M−α)t ∗ ( ∑
m∈Zn
|λν,m|twtν(2−νm)χν,m
))
ν∈N0
| ` q(·)
t
(L p(·)
t
(Rn))
∥∥∥∥1/t.
Since t ≤ p−, we can use Lemma 2.2.13 in order to get the desired estimate. Namely,
assuming M − α > n
t
+ clog(1/q), we come to the conclusion
II .
∥∥∥( ∑
m∈Zn
|λν,m|twtν(2−νm)χν,m
)
ν∈N0
| ` q(·)
t
(L p(·)
t
(Rn))
∥∥∥1/t
=
∥∥∥( ∑
m∈Zn
|λν,m|wν(2−νm)χν,m
)
ν∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥
= ‖λ | bwp(·),q(·)(Rn)‖.
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We add a last remark: in the F -case, we do the same estimates as above, use again
Lemma 2.2.14 and apply, instead of Lemma 2.2.13, Lemma 2.2.12 for L p(·)
t
(` q(·)
t
) with
t < min(1, p−, q−) and R = (M − α)t > n. 
Remark 6.3.4. In the previous proof, we applied Lemma 6.2.2, for which we as-
sumed that the local means kj satisfy conditions (2.2.23)-(2.2.25), namely, that they
are arbitrarily often differentiable and fulfill as many moment conditions as we want.
However, a careful look into the proof of that lemma shows that we do not use the
specific structure kj = 2
jnk(2j·). What is, in fact, needed is the existence of constants
c and C such that, for all j ∈ N0, it holds
supp kj ⊂ cQj,0, (6.3.7)
‖kj(2−j·) | CM(Rn)‖ ≤ C 2jn (6.3.8)
with M ≥ L, and for all ψ ∈ CN(Rn)∣∣∣ ∫
cQj,0
ψ(x)kj(x) dx
∣∣∣ ≤ C 2−jN‖ψ | CN(Rn)‖ (6.3.9)
with N ≥ K. These considerations lead us to a kind of local means characterization,
simply as a corollary of the previous result, without any further effort.
Corollary 6.3.5. Let w = (wj)j∈N0 ∈ Wαα1,α2(Rn) and p, q ∈ P log(Rn). Assume that
the local means kj satisfy conditions (6.3.7)-(6.3.9), for all j ∈ N0.
(i) Let M,N ≥ 0 with N > α2 and M > σp − α1 + clog(1/q). Then
‖f | Bwp(·),q(·)(Rn)‖k := ‖(wj(kj ∗ f))j∈N0 | `q(·)(Lp(·)(Rn))‖ . ‖f | Bwp(·),q(·)(Rn)‖
for all f ∈ Bwp(·),q(·)(Rn).
(ii) Let M,N ≥ 0 with N > α2 and M > σp,q − α1. If p+, q+ <∞, then
‖f | Fwp(·),q(·)(Rn)‖k := ‖(wj(kj ∗ f))j∈N0 | Lp(·)(`q(·)(Rn))‖ . ‖f | Fwp(·),q(·)(Rn)‖
for all f ∈ Fwp(·),q(·)(Rn).
Proof. Let us prove part (i) and, due to the similarities, leave the second part out.
This result follows mainly by the proof of the previous theorem, where the crucial
steps can be found. Let f ∈ Bwp(·),q(·)(Rn) be given. By Theorem 6.3.3 we can have the
following representation
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m (6.3.10)
where (aν,m)ν∈N0,m∈Zn are non-smooth [N,M ]-atoms located at Qν,m, and
‖f | Bwp(·),q(·)(Rn)‖ ∼ ‖λ | bwp(·),q(·)(Rn)‖.
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Before proceeding to the norm estimate, we have to justify the dual pairing of kj and
f , with kj satisfying conditions (6.3.7)-(6.3.9). From the proof of Proposition 6.3.1,
we see that
∞∑
ν=0
∑
m∈Zn
∣∣∣ ∫
Rn
λν,maν,m(x)ϕ(x) dx
∣∣∣ . ∞∑
ν=0
2−ν(M+n)
∑
m∈Zn
|λν,m|‖ϕ | CM−ε(Rn)‖
. ‖λ | bwp(·),∞(Rn)‖ · ‖ϕ | CM−ε(Rn)‖ (6.3.11)
for ϕ ∈ CM(Rn) with compact support and assuming M − ε ≥ 0 and
M − ε > σp − α1 + clog(1/q) (this choice is possible because we are assuming M
to be strictly bigger than σp − α1 + clog(1/q)). Here, the implicit constant depends
on the support of ϕ. Note that the local means kj are covered by this choice of the
functions ϕ.
We would like to recall that the convergence in (6.3.10) should be understood as
f = lim
Γ→∞
Γ∑
ν=0
αν , with αν =
∑
m∈Zn
λν,maν,m, ν = 0, ...,Γ.
By (6.3.11) this series is absolutely convergent in S ′(Rn) and the dual pairing of f
and ϕ will be given by∫
Rn
f(x)ϕ(x) dx = lim
Γ→∞
Γ∑
ν=0
∫
Rn
αν(x)ϕ(x) dx. (6.3.12)
We still have to show that this limit is independent of the atomic decomposition we
choose for f , which we will do by using the denseness of C∞(Rn) in CM(Rn) with
respect to the norm of CM−ε(Rn).
We consider first an arbitrary ϕ ∈ S(Rn). We know from Proposition 6.3.1 that the
convergence
f = lim
Γ→∞
Γ∑
ν=0
βν , with βν =
∑
m∈Zn
µν,mbν,m, ν = 0, ...,Γ,
is in S ′(Rn). Therefore, by definition of a tempered distribution, the following holds:
lim
Γ→∞
Γ∑
ν=0
∫
Rn
βν(x)ϕ(x) dx =
∫
Rn
f(x)ϕ(x) dx.
Now, we take ϕ ∈ CM(Rn) with compact support. Since C∞(Rn) is dense in
CM(Rn) with respect to the norm of CM−ε(Rn), we know that there exists a sequence
(ϕj)j∈N0 ∈ C∞(Rn) such that
‖ϕj − ϕ | CM−ε(Rn)‖ → 0 if j →∞.
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Then ∣∣∣∣ ∫
Rn
lim
Γ→∞
Γ∑
ν=0
βν(x)ϕ(x)− f(x)ϕ(x) dx
∣∣∣∣
.
∣∣∣∣ ∫
Rn
lim
Γ→∞
Γ∑
ν=0
βν(x)ϕ(x)− lim
Γ→∞
Γ∑
ν=0
αν(x)ϕ(x) dx
∣∣∣∣
+
∣∣∣∣ ∫
Rn
lim
Γ→∞
Γ∑
ν=0
αν(x)ϕ(x)− f(x)ϕ(x) dx
∣∣∣∣
.
∣∣∣∣ ∫
Rn
lim
Γ→∞
Γ∑
ν=0
(
βν(x)− αν(x)
)(
ϕ(x)− ϕj(x)
)
dx
∣∣∣∣
+
∣∣∣∣ ∫
Rn
lim
Γ→∞
Γ∑
ν=0
(
βν(x)− αν(x)
)
ϕj(x) dx
∣∣∣∣,
where we have used (6.3.12) in the second step. Now, the second term in the right-
hand side is zero because ϕj ∈ C∞(Rn). Since ϕ−ϕj ∈ CM(Rn) has compact support,
we use now (6.3.11) and obtain∣∣∣∣ ∫
Rn
lim
Γ→∞
Γ∑
ν=0
βν(x)ϕ(x)− f(x)ϕ(x) dx
∣∣∣∣
.
(‖µ | bwp(·),∞(Rn)‖+ ‖λ | bwp(·),∞(Rn)‖)‖ϕ− ϕj | CM−ε(Rn)‖,
which goes to zero as j goes to ∞. Thus we have the desired convergence and we can
write
(f ∗ kj)(x) =
∞∑
ν=0
∑
m∈Zn
λν,m(aν,m ∗ kj)(x)
for all x ∈ Rn.
As far as the norm estimate is concerned, it is, in fact, a direct consequence of the
previous proof, due to the comments in the previous remark. 
Remark 6.3.6. The density of C∞(Rn) in CM(Rn) with respect to the norm of
CM−ε(Rn) can be seen retreating to some properties of the classical Besov spaces
Bsp,q(Rn). Namely, we have the following chain of embeddings
CM(Rn) ↪→ BM∞,∞(Rn) ↪→ BM−ε∞,q (Rn) ↪→ BM−ε∞,∞(Rn) = CM−ε(Rn)
for M − ε /∈ N0, and we also know that C∞(Rn) is dense in Bsp,q(Rn) if q <∞.
We detail: let ϕ ∈ CM(Rn). Thus there exists a sequence (ϕν)ν∈N0 ∈ C∞(Rn) such
that
‖ϕν − ϕ | BM−ε∞,q (Rn)‖ → 0 if ν →∞.
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Therefore, we obtain
‖ϕν − ϕ | CM−ε(Rn)‖ . ‖ϕν − ϕ | BM−ε∞,q (Rn)‖ → 0 if ν →∞,
which means that we can find a sequence (ϕν)ν∈N0 ∈ C∞(Rn) that approximates the
function ϕ ∈ CM(Rn) with respect to the norm of CM−ε(Rn). The density is then
shown.
6.4 Pointwise multipliers
Let ϕ be a bounded function on Rn. The question is under which conditions the
mapping
Pϕ : f 7→ ϕ · f
makes sense and generates a bounded operator in a given space Bwp(·),q(·)(Rn) or
Fwp(·),q(·)(Rn).
For the classical spaces Bsp,q(Rn) and F sp,q(Rn), Triebel studied this problem in [49,
Section 4.2], where two different approaches were followed: via atoms and via local
means. The first idea of taking an atomic decomposition of f required the non-
existence of moment conditions of type (3.1.5), since those are, in general, destroyed
by multiplication with ϕ. A more general result was afterwards obtained using local
means. A good overview on pointwise multipliers in constant exponent spaces Bsp,q(Rn)
and F sp,q(Rn) can be found in [43, Chapter 4].
Recently, Scharf has shown in [44] that it is possible to get a very general result
on pointwise multipliers using atomic decomposition but now with the non-smooth
atoms.
Our aim in this section is to extend this result for variable exponent spaces
Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn). Following [44], we take an atomic decomposition of
f as in Theorem 6.3.3, multiply it by ϕ and prove that the resulting sum is still a sum
of non-smooth atoms.
We start by referring two helpful results. The first lemma claims that the Ho¨lder
space is indeed a multiplication algebra.
Lemma 6.4.1 ([44, Lemma 4.2]). Let s ≥ 0. There exists a constant c > 0 such that
for all f, g ∈ Cs(Rn), the product f · g belongs to Cs(Rn) and it holds
‖f · g | Cs(Rn)‖ ≤ c ‖f | Cs(Rn)‖ · ‖g | Cs(Rn)‖.
The next result shows that the product of a non-smooth [K,L]-atom with a function
ϕ ∈ Cρ(Rn) is still a non-smooth [K,L]-atom. It is basically as a slight normalization
of [44, Lemma 4.3].
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Lemma 6.4.2. There exists a constant c with the following property: for all ν ∈ N0,
m ∈ Zn, all non-smooth [K,L]-atoms aν,m with support in dQν,m and all ϕ ∈ Cρ(Rn)
with ρ ≥ max(K,L), the product
c ‖ϕ | Cρ(Rn)‖−1 · ϕ · aν,m
is a non-smooth [K,L]-atom with support in dQν,m.
Proof. We must prove that the product
c ‖ϕ | Cρ(Rn)‖−1 · ϕ · aν,m
satisfies conditions (6.1.1)-(6.1.3). The support condition follows from the support of
the non-smooth [K,L]-atoms aν,m. Regarding the condition (6.1.2), Lemma 6.4.1 gives
(for K > 0)
‖(ϕ · aν,m)(2−ν ·) | CK(Rn)‖ ≤ c ‖ϕ(2−ν ·) | CK(Rn)‖ · ‖aν,m(2−ν ·) | CK(Rn)‖
≤ c′ ‖ϕ | Cρ(Rn)‖.
The last condition to prove is the preservation of the general moment conditions (6.1.3).
As before, we can assume L > 0. By the assumptions, there exists a constant C > 0
such that for every ψ ∈ CL(Rn) it holds∣∣∣∣ ∫
dQν,m
ψ(x)a(x)dx
∣∣∣∣ ≤ C 2−ν(L+n)‖ψ | CL(Rn)‖.
We use this inequality but for ψ · ϕ and, together with Lemma 6.4.1, we come to∣∣∣∣ ∫
dQν,m
ψ(x)
(
ϕ(x) · a(x))dx∣∣∣∣ = ∣∣∣∣ ∫
dQν,m
(
ψ(x) · ϕ(x))a(x)dx∣∣∣∣
≤ C 2−ν(L+n)‖ψ · ϕ | CL(Rn)‖
≤ C ′ 2−ν(L+n)‖ψ | CL(Rn)‖ · ‖ϕ | Cρ(Rn)‖
≤ C ′′ 2−ν(L+n)‖ψ | CL(Rn)‖.
Hence the lemma is proved. 
We are now in the position of proving the main result.
Theorem 6.4.3. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and p, q ∈ P log(Rn).
(i) Let ρ > max (α2, σp − α1 + clog(1/q)). Then there exists a positive number c such
that
‖ϕ · f | Bwp(·),q(·)(Rn)‖ ≤ c ‖ϕ | Cρ(Rn)‖ · ‖f | Bwp(·),q(·)(Rn)‖
for all ϕ ∈ Cρ(Rn) and all f ∈ Bwp(·),q(·)(Rn).
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(ii) Let p+, q+ <∞ and ρ > max(α2, σp,q − α1). Then there exists a positive number
c such that
‖ϕ · f | Fwp(·),q(·)(Rn)‖ ≤ c ‖ϕ | Cρ(Rn)‖ · ‖f | Fwp(·),q(·)(Rn)‖
for all ϕ ∈ Cρ(Rn) and all f ∈ Fwp(·),q(·)(Rn).
Proof. We will prove (i), since (ii) follows similarly. Let f ∈ Bwp(·),q(·)(Rn). By Theo-
rem 6.3.3, there exist λ = (λν,m)ν∈N0,m∈Zn ∈ bwp(·),q(·)(Rn) and non-smooth
[K,L]-atoms (aν,m)ν∈N0,m∈Zn such that f can be represented as
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m
and
‖λ | bwp(·),q(·)(Rn)‖ . ‖f | Bwp(·),q(·)(Rn)‖,
where the implicit constant is independent of f . By Lemma 6.4.2 we know that
ϕ · f = ‖ϕ | Cρ(Rn)‖
∞∑
ν=0
∑
m∈Zn
λν,m
(‖ϕ | Cρ(Rn)‖−1 · ϕ · aν,m)
=
∞∑
ν=0
∑
m∈Zn
µν,m
(‖ϕ | Cρ(Rn)‖−1 · ϕ · aν,m)
is still a linear combination of non-smooth [K,L]-atoms, with coefficients
µν,m := ‖ϕ | Cρ(Rn)‖λν,m in bwp(·),q(·)(Rn), which means that we obtained a non-smooth
atomic decomposition for the product ϕ · f . Using now the other direction of the
Theorem 6.3.3, we conclude that ϕ · f belongs to Bwp(·),q(·)(Rn) and it holds
‖ϕ · f | Bwp(·),q(·)(Rn)‖ . ‖ϕ | Cρ(Rn)‖ · ‖λ | bwp(·),q(·)(Rn)‖
. ‖ϕ | Cρ(Rn)‖ · ‖f | Bwp(·),q(·)(Rn)‖,
as desired. 
Remark 6.4.4. In the previous proof, we have assumed that the product ϕ · f makes
sense, for f ∈ Bwp(·),q(·)(Rn) and ϕ ∈ Cρ(Rn). Now we justify this assumption.
Combining Lemma 6.4.2 and Proposition 6.3.1, we know that
∞∑
ν=0
∑
m∈Zn
λν,m
(
aν,m · ϕ
)
(6.4.13)
converges unconditionally in S ′(Rn). Moreover, the limit belongs to Bwp(·),q(·)(Rn) when-
ever f belongs to Bwp(·),q(·)(Rn). We can then define the product of ϕ and f as this limit
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as soon as we show that two different atomic decompositions for f lead to that same
limit. To this end we will argue similarly as in the proof of Corollary 6.3.5, resorting
to the same density argument.
Let ϕ ∈ C∞(Rn). Then the multiplication by ϕ is a continuous operator mapping
S ′(Rn) to S ′(Rn), and thus the series (6.4.13) converges to ϕ · f independently of the
choice of the atomic decomposition we consider for f . Furthermore, adopting the same
steps as in the previous proof, we get
‖ϕ · f | Bwp(·),q(·)(Rn)‖ . ‖ϕ | Cρ(Rn)‖ · ‖f | Bwp(·),q(·)(Rn)‖
for all f ∈ Bwp(·),q(·)(Rn) and ϕ ∈ C∞(Rn).
Now we consider an arbitrary ϕ ∈ Cρ(Rn). We know that
‖ϕ∗ · f | Bwp(·),q(·)(Rn)‖ . ‖ϕ∗ | Cρ−ε(Rn)‖ · ‖f | Bwp(·),q(·)(Rn)‖
for ϕ∗ ∈ C∞(Rn), ρ ≥ max(K,L) and ε small enough. Then, since C∞(Rn) is dense in
Cρ(Rn) with respect to the norm of Cρ−ε(Rn), we can argue as in the proof of Corollary
6.3.5 and get the uniqueness of the product. Moreover, as desired, we still have
‖ϕ · f | Bwp(·),q(·)(Rn)‖ . ‖ϕ | Cρ−ε(Rn)‖ · ‖f | Bwp(·),q(·)(Rn)‖
. ‖ϕ | Cρ(Rn)‖ · ‖f | Bwp(·),q(·)(Rn)‖.
6.5 Diffeomorphisms
The aim of this section is to study the behavior of the mapping
Dϕ : f → f(ϕ(·)),
where f belongs either to Bwp(·),q(·)(Rn) or Fwp(·),q(·)(Rn) and ϕ : Rn → Rn is a suitable
smooth map. Desirably one would deal with this problem analogously to the point-
wise multiplier problem in the previous section. This means to start with an atomic
decomposition of f and compose it with ϕ, which leads us to functions of the form
aν,m ◦ ϕ originated from the atoms aν,m.
For the classical spaces Bsp,q(Rn) and F sp,q(Rn) this was studied by Triebel in [49],
using a smooth atomic decomposition. However, since the moment conditions of type
(3.1.5) are, in general, destroyed by this operator, a new restriction had to be imposed.
Later in [44] this limitation was overcome and a more general result was established,
this time with the help of non-smooth [K,L]-atoms. This significant improvement was
possible due to the better behavior of the moment conditions of type (6.1.3), as we
will see shortly.
Besides the advantages of considering non-smooth atoms when dealing with the
operator Dϕ, we still have a significant difficulty related with the support of the atoms.
In fact, when composed with ϕ, different atoms can be associated with the same cube
Qν,m, which is not allowed in Theorem 6.3.3.
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In the scale of variable exponents, the situation is even more delicate compared to
the case of constant exponents. In order to guarantee the boundedness of the operator
Dϕ, we have to ensure that all the players p, q and w are well-behaving with respect
to the function ϕ.
Definition 6.5.1. Let ρ ≥ 1.
(i) Let ρ = 1. We say that the map ϕ : Rn → Rn is a 1-diffeomorphism if ϕ is a
bi-Lipschitz map, i.e. that there are constants c1, c2 > 0 such that
c1 ≤ |ϕ(x)− ϕ(y)||x− y| ≤ c2 (6.5.14)
for all x, y ∈ Rn with 0 < |x− y| ≤ 1.
(ii) Let ρ > 1. We say that the one-to-one map ϕ : Rn → Rn is a ρ-diffeomorphism
if the components ϕi of ϕ(x) = (ϕ1(x), ...ϕn(x)) have classical derivatives up to
order bρc with ∂ϕi
∂xj
∈ Cρ−1(Rn) for all i, j ∈ {1, ..., n} and if | det J(ϕ)(x)| ≥ c for
some c > 0 and all x ∈ Rn. Here J(ϕ)(x) stands for the Jacobian matrix of ϕ at
the point x ∈ Rn.
The next results go back to [44] as well as the corresponding proofs. For that reason,
we omit them here.
Lemma 6.5.2 ([44, Lemma 4.10]). Let ρ ≥ 1.
(i) If ϕ is a 1-diffeomorphism, then ϕ is bijective and ϕ−1 is a 1-diffeomorphism too.
(ii) Let ρ > 1. If ϕ is a ρ-diffeomorphism, then its inverse ϕ−1 is a ρ-diffeomorphism
as well.
(iii) If ϕ is a ρ-diffeomorphism, then ϕ is a ρ′-diffeomorphism for 1 ≤ ρ′ ≤ ρ. Hence
ϕ is a bi-Lipschitz map.
Remark 6.5.3. In Definition 6.5.1, we assume (6.5.14) for all x, y ∈ Rn with
0 < |x − y| ≤ 1. But, in fact, we can also assume (6.5.14) for all x, y ∈ Rn with
0 < |x− y| < c for some constant c > 0 or even for all x, y ∈ Rn with x 6= y. While it
is easy to observe that we still have an upper bound in those cases, for the lower bound
it is not so obvious. Actually, it comes from the use of the previous lemma, namely
that ϕ is bijective and its inverse ϕ−1 is still a bi-Lipschitz map, which means that
there exist C1, C2 > 0 such that
C1 ≤ |ϕ
−1(x)− ϕ−1(y)|
|x− y| ≤ C2.
The upper bound C2 is the key to obtain the desired lower bound for ϕ.
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Lemma 6.5.4 ([44, Lemma 4.11]). Let ϕ be a ρ-diffeomorphism and let max(1, s) ≤ ρ.
Then there exists a constant C depending on ρ such that for all f ∈ Cs(Rn) it holds
‖f ◦ ϕ | Cs(Rn)‖ ≤ Cϕ ‖f | Cs(Rn)‖.
Remark 6.5.5. To prove the previous result, one has to employ the chain rule as well
as the Leibniz rule. As noted in [44], the constant Cϕ will then depend on
n∑
i=1
n∑
j=1
∥∥∥∂ϕi
∂xj
| Cρ−1(Rn)
∥∥∥.
If one has a sequence of functions (ϕm)m∈N with
sup
m∈N
n∑
i=1
n∑
j=1
∥∥∥∂ϕmi
∂xj
| Cρ−1(Rn)
∥∥∥ <∞,
then there exists, in this case, a universal constant C with C ≥ Cϕm, i.e. for all m ∈ N
it holds
‖f ◦ ϕm | Cs(Rn)‖ ≤ C ‖f | Cs(Rn)‖.
Now we go on with the main assertion of this section.
Theorem 6.5.6. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn), p, q ∈ P log(Rn) and ρ ≥ 1.
(i) Let ρ > max (α2, 1 + σp − α1 + clog(1/q)). If ϕ is a ρ-diffeomorphism, then there
exists a constant c such that
‖f ◦ ϕ | Bwp(·),q(·)(Rn)‖ ≤ c ‖f | Bwp(·),q(·)(Rn)‖
for all f ∈ Bwp(·),q(·)(Rn), provided that
(p ◦ ϕ)(x) = p(x), (q ◦ ϕ)(x) = q(x) and wν(x) . (wν ◦ ϕ)(x)
for all x ∈ Rn and ν ∈ N0.
(ii) Let p+, q+ < ∞ and ρ > max(α2, 1 + σp,q − α1). Then there exists a positive
number c such that
‖f ◦ ϕ | Fwp(·),q(·)(Rn)‖ ≤ c ‖f | Fwp(·),q(·)(Rn)‖
for all f ∈ Fwp(·),q(·)(Rn), provided that
(p ◦ ϕ)(x) = p(x), (q ◦ ϕ)(x) = q(x) and wν(x) . (wν ◦ ϕ)(x)
for all x ∈ Rn and ν ∈ N0.
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Proof. We will prove (ii) this time. Let ϕ be a ρ-diffeomorphism and let
f ∈ Fwp(·),q(·)(Rn). By Theorem 6.3.3, f can be decomposed via non-smooth
[K,L]-atoms (aν,m)ν∈N0,m∈Zn as
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m,
where λ = (λν,m)ν∈N0,m∈Zn ∈ fwp(·),q(·)(Rn) and its norm is estimated as follows
‖λ | fwp(·),q(·)(Rn)‖ ≤ c ‖f | Fwp(·),q(·)(Rn)‖, (6.5.15)
with the constant c independent of f ∈ Fwp(·),q(·)(Rn). Then, we have to study the
function
(f ◦ ϕ) =
∞∑
ν=0
∑
m∈Zn
λν,m(aν,m ◦ ϕ),
namely, to check whether the properties of the atoms aν,m are maintained by a su-
perposition with the diffeomorphism ϕ. For that, we will follow [44, Theorem 4.16].
Step 1. We start by taking a closer look at the centers and supports of the atoms.
For each ν ∈ N0, define Mν = {x ∈ Rn : x = 2−νm,m ∈ Zn}. By Lemma 6.5.2 there
exists a constant c2 > 0 with
|x− y| ≤ c2|ϕ−1(x)− ϕ−1(y)|. (6.5.16)
Since we have |2−νm− 2−νm′| ≥ c 2−ν for m 6= m′, then we get
2−ν . |2−νm− 2−νm′| ≤ c2 |ϕ−1(2−νm)− ϕ−1(2−νm′)|.
By a volume argument, it follows that there is a constant M ∼ cn2 such that
|ϕ−1(Mν) ∩Qν,m| = ]{x ∈Mν : ϕ−1(x) ∈ Qν,m} ≤M
for all ν ∈ N0,m ∈ Zn. Hence we can take the atomic decomposition of f and split it
into M disjunct sums, i.e.
f =
M∑
j=1
∞∑
ν=0
∑
m∈Mν,j
λν,maν,m,
with
M⋃
j=1
Mν,j = Zn and Mν,j ∩Mν,j′ = ∅ for j 6= j′,
so that for all ν ∈ N0,m ∈ Zn and j ∈ {1, ...,M},
|{m′ ∈ Zn : m′ ∈Mν,j and ϕ−1(2−νm′) ∈ Qν,m}| ≤ 1. (6.5.17)
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This means that in each Mν,j there is no more than one m
′ ∈ Zn such that
ϕ−1(2−νm′) ∈ Qν,m. Therefore, at most one function aν,m′ ◦ ϕ is located at the cube
Qν,m for each of the M sums.
From the support condition of aν,m, we conclude that
supp (aν,m ◦ ϕ) ⊂ ϕ−1(dQν,m).
Applying Lemma 6.5.2, there is a c1 > 0 with
|ϕ−1(x)− ϕ−1(y)| ≤ 1
c1
|x− y|.
In particular,
|ϕ−1(x)− ϕ−1(2−νm)| ≤ 1
c1
|x− 2−νm| ≤ 1
c1
d 2−ν , x ∈ dQν,m,
that is,
ϕ−1(dQν,m) ⊂ d
c1
B2−ν
(
ϕ−1(2−νm)
)
,
where Br(x0) = {x ∈ Rn : |x − x0| ≤ r}. Hence, together with (6.5.17), it follows
that there is a constant d′ depending on c1 such that, for evey ν ∈ N0 and every
j ∈ {1, ...,M}, there is an injective map Φν,j : Mν,j → Zn with
supp (aν,m ◦ ϕ) ⊂ d′Qν,Φν,j(m) (6.5.18)
for all m ∈ Mν,j. In other words, for each m ∈ Mν,j, the function Φν,j(m) gives
the corresponding m′ ∈ Zn such that ϕ−1(2−νm) ∈ Qν,m′ . Here the constant d′ does
not depend on ν or m. We have then the support condition (6.1.1) for the functions
(aν,m ◦ ϕ)ν∈N0,m∈Zn .
We will now take a look at the derivative condition (6.1.2) and the moment con-
ditions (6.1.3). Assume ρ ≥ max(K,L + 1). Moreover, let Tν(x) := 2−νx and
Jν(ϕ) = T−1ν ◦ ϕ ◦ Tν . Then
‖(aν,m ◦ ϕ)(2−ν ·) | CK(Rn)‖ = ‖aν,m ◦ ϕ ◦ Tν | CK(Rn)‖
= ‖aν,m ◦ Tν ◦ Jν(ϕ) | CK(Rn)‖.
By a dilation argument for the Ho¨lder spaces Cρ−1(Rn) with ρ ≥ 1, it holds∥∥∥∂(Jν(ϕ))i
∂xj
| Cρ−1(Rn)
∥∥∥ ≤ ∥∥∥∂ϕi
∂xj
| Cρ−1(Rn)
∥∥∥
for all i, j ∈ {1, ..., n} and ν ∈ N0. Hence, by Lemma 6.5.4 and Remark 6.5.5, we find
a constant C, independent of ν and m such that
‖(aν,m ◦ ϕ)(2−ν ·) | CK(Rn)‖ = ‖aν,m ◦ Tν ◦ Jν(ϕ) | CK(Rn)‖
≤ C ‖aν,m(2−ν ·) | CK(Rn)‖.
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The derivative condition is then shown. Regarding the conditions (6.1.3) of aν,m ◦ ϕ,
note that, if ρ = 1, by our choice of ρ, we can take L = 0 and hence no moment
conditions are needed, which means that there is nothing to prove. This choice is only
possible when α1 > σp,q and α2 < 1. Therefore, consider ρ > 1. Since ϕ and ϕ
−1 are
differentiable, we get∣∣∣∣ ∫
d′Qν,Φν,j(m)
ψ(x) · aν,m(ϕ(x)) dx
∣∣∣∣ = ∣∣∣∣ ∫
ϕ−1(dQν,m)
ψ(x) · aν,m(ϕ(x)) dx
∣∣∣∣
=
∣∣∣∣ ∫
dQν,m
ψ
(
ϕ−1(y)
) · aν,m(y) · | det J(ϕ−1)(y)| dy∣∣∣∣
. 2−ν(L+n)‖| det J(ϕ−1)(y)| · (ψ ◦ ϕ−1) | CL(Rn)‖
. 2−ν(L+n)‖ψ ◦ ϕ−1 | CL(Rn)‖
. 2−ν(L+n)‖ψ | CL(Rn)‖,
where in the third step we have used the moment condition of aν,m itself, and Lemma
6.5.4 in the last one. In the fourth step we used
det J(ϕ−1) ∈ CL(Rn)
since ϕ is a ρ-diffeomorphism with % ≥ L + 1. Moreover, the sign of det J(ϕ−1) is
constant.
We have then proved that the functions aν,m ◦ ϕ are still non-smooth [K, L]-atoms
centered at Qν,Φν,j(m), for m ∈Mν,j and ν ∈ N0 and thus
fj ◦ ϕ :=
∞∑
ν=0
∑
m∈Mν,j
λν,m(aν,m ◦ ϕ)
is a non-smooth atomic decomposition of the function fj ◦ ϕ.
Step 2. We will now look at the sequence space norms, in order to finish the proof.
By (6.5.18) and Theorem 6.3.3, we know not only that f ◦ ϕ ∈ Fwp(·),q(·)(Rn) but also
that
‖f ◦ ϕ | Fwp(·),q(·)(Rn)‖
.
∥∥∥( ∞∑
ν=0
∑
m∈Mν,j
|λν,m|q(·)wν(2−νΦν,j(m))q(·)χν,Φν,j(m)
)1/q(·)
| Lp(·)(Rn)
∥∥∥.
In order to make use of the estimate (6.5.15), we aim to transfer the previous norm into
the usual sequence space norm. To this end, we note that, since ϕ−1(2νm) ∈ Qν,Φν,j(m)
and ϕ−1 is also a ρ-diffeomorphism, we have
Qν,Φν,j(m) ⊂ ϕ−1(cQν,m)
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with c depending on c2 from (6.5.16) but not on ν nor m. Moreover, from the properties
of the admissible weight sequence w we have
wν(2
−νΦν,j(m)) . wν(ϕ−1(2−νm))
(
1 + 2ν |2−νΦν,j(m)− ϕ−1(2−νm)|
)α
≤ wν(ϕ−1(2−νm))(1 + 1)α
. wν(ϕ−1(2−νm)).
Hence, we obtain
‖f ◦ ϕ | Fwp(·),q(·)(Rn)‖
.
∥∥∥( ∞∑
ν=0
∑
m∈Mν,j
|λν,m|q(·)wν(ϕ−1(2−νm))q(·)χν,m(ϕ(·))
)1/q(·)
| Lp(·)(Rn)
∥∥∥.
Note that, due to Lemma 3.2.3, one can replace the characteristic function of cQν,m
by the characteristic function of Qν,m getting an equivalent norm. We proceed by
estimating the modular as follows:∫
Rn
∣∣∣ ∞∑
ν=0
∑
m∈Mν,j
|λν,m|q(x)wν(ϕ−1(2−νm))q(x)χν,m(ϕ(x))
∣∣∣p(x)/q(x) dx
=
∫
Rn
∣∣∣ ∞∑
ν=0
∑
m∈Mν,j
|λν,m|q(ϕ−1(x))wν(ϕ−1(2−νm))q(ϕ−1(x))χν,m(x)
∣∣∣ p(ϕ−1(x))q(ϕ−1(x)) ·
· | det J(ϕ−1)(x)| dx
∼
∫
Rn
∣∣∣ ∞∑
ν=0
∑
m∈Mν,j
|λν,m|q(x)wν(2−νm)q(x)χν,m(x)
∣∣∣p(x)/q(x) dx
≤
∫
Rn
∣∣∣ ∞∑
ν=0
∑
m∈Zn
|λν,m|q(x)wν(2−νm)q(x)χν,m(x)
∣∣∣p(x)/q(x) dx,
using our assumptions on the parameter p, q and w. Therefore, we get
‖f ◦ ϕ | Fwp(·),q(·)(Rn)‖ .
∥∥∥( ∞∑
ν=0
∑
m∈Zn
|λν,m|q(·)wν(2−νm)q(·)χν,m
)1/q(·)
| Lp(·)(Rn)
∥∥∥
= ‖λ | fwp(·),q(·)(Rn)‖
. ‖f | Fwp(·),q(·)(Rn)‖.

Remark 6.5.7. As in the previous chapter, we still have to justify that f ◦ ϕ makes
sense for f ∈ Fwp(·),q(·)(Rn) (similarly for f ∈ Bwp(·),q(·)(Rn)) and ϕ being a ρ-diffeomorphism,
with ρ ≥ 1. From the previous proof and Proposition 6.3.1, we have that
∞∑
ν=0
∑
m∈Zn
λν,m
(
aν,m ◦ ϕ
)
(6.5.19)
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converges unconditionally in S ′(Rn), where
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m in S ′(Rn).
Moreover, if f ∈ Fwp(·),q(·)(Rn), then the limit also belongs to Fwp(·),q(·)(Rn).
Now, we aim to define the superposition of f and ϕ as this limit, which will be
possible after showing that it is independent of the atomic decomposition we choose for
f . Let ψ ∈ S(Rn) with compact support be given. Then
∞∑
ν=0
∑
m∈Zn
∣∣∣ ∫
Rn
λν,m
(
aν,m ◦ ϕ
)
(x)ψ(x) dx
∣∣∣
=
∞∑
ν=0
∑
m∈Zn
∣∣∣ ∫
Rn
λν,maν,m(x)
[
ψ
(
ϕ−1(x)
) · | det J(ϕ−1)(x)|] dx∣∣∣
makes sense according to (6.3.11), since by Lemma 6.5.4 the function ψ
(
ϕ−1(x)
) ·
| det(Jϕ−1)(x)| belongs to CM(Rn) for a suitable M > 0 with M > σp,q − α1 and has
compact support. By the considerations in the proof of Corollary 6.3.5, we know that
this integral limit does not depend on the choice of the atomic decomposition for f ,
and wherefore the same is valid for the limit in (6.5.19) in S ′(Rn).
Remark 6.5.8. Although the conditions on p, q and w in the previous theorem are
quite strong, they are not impracticable. We give an example of functions p and w
satisfying the conditions of the theorem, for a particular ρ-diffeomorphism ϕ.
For simplicity, consider n = 2. Concerning the ρ-diffeomorphism, we will consider
the rotation operator given by
ϕpi
2
(x, y) := (y,−x),
which rotates counterclockwise a vector (x, y) ∈ R2 by an angle θ = pi
2
. Consider now
the function
p(x, y) = (1− x2 − y2) · χB1(0)(x, y) + 1
where B1(0) stands for the unit ball centered at the origin. Then, we have p ∈ P log(Rn)
and invariance under ϕpi
2
:
(p ◦ ϕpi
2
)(x, y) = p(y,−x) = (1− y2 − (−x)2) · χB1(0)(y,−x) + 1 = p(x, y)
for all (x, y) ∈ R2. For the index q, the same example is allowed. Regarding the
admissible weight sequence w = (wν)ν∈N0, note that the condition
wν(x, y) . (wν ◦ ϕpi
2
)(x, y)
in this case reads as
wν(x, y) . wν(y,−x),
which is always true due to Definition 2.2.16(i). Therefore, we are not asked to have
here anything more than an admissible weight sequence simply satisfying the conditions
from the definition.
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In this chapter we aim to define the 2-microlocal Besov and Triebel-Lizorkin spaces
with variable integrability Bwp(·),q(·)(Ω) and F
w
p(·),q(·)(Ω) intrinsically on the class of reg-
ular domains Ω.
As explained before, in [52] the authors suggested the change in the definition of the
atoms, namely, in the second condition, in view of obtaining an intrinsic characteriza-
tion of the classical Besov and Triebel-Lizorkin spaces on some kind of domains. As
we have proved an atomic decomposition of Bwp(·),q(·)(Rn) and Fwp(·),q(·)(Rn) using these
more general atoms (that we called non-smooth atoms), we will follow the procedures
of [52] in order to derive the desired characterization of the spaces.
We shall do a slight modification on the definition of the cubes used so far, which
will be useful later on to define cubes on domains. Let b > 0 be given, ν ∈ N0 and
m = (m1, . . . ,mn) ∈ Zn. From now on, Qν,m denotes a cube in Rn with sides parallel
to the axes of coordinates, with side length 2−ν , but now centered at xν,m ∈ Rn with
|xν,m − 2−νm| ≤ b 2−ν . (7.0.1)
This condition gives us more freedom in choosing the center xν,m of each cube Qν,m.
Instead of setting xν,m = 2−νm as before, now we can shift the cube Qν,m around the
point 2−νm in a range of, at most, b 2−ν .
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In the sequel, we always implicitly assume that d > 0 (from the supports of the
atoms) is chosen in dependence on b such that for all choices of ν ∈ N0 and all choices
of xν,m in (7.0.1) ⋃
m∈Zn
dQν,m = Rn. (7.0.2)
7.1 Definitions
An open connected set in Rn is called a domain. As usual, D(Ω) = C∞0 (Ω) stands
for the set of infinitely often differentiable functions with compact support in Ω and
D′(Ω) denotes its dual space of all complex distributions on the domain Ω in Rn.
The restriction of g ∈ S ′(Rn) to Ω is denoted by g|Ω and is considered as an element
of D′(Ω). Hence,
(g|Ω)(ϕ) = g(ϕ), for ϕ ∈ D(Ω).
Definition 7.1.1. Let Ω be a domain in Rn. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and
p, q ∈ P log(Rn).
(i) The space Bwp(·),q(·)(Ω) is the collection of all f ∈ D′(Ω) such that there exists a
g ∈ Bwp(·),q(·)(Rn) with g|Ω = f . Furthermore,
‖f | Bwp(·),q(·)(Ω)‖ = inf ‖g | Bwp(·),q(·)(Rn)‖ (7.1.3)
where the infimum is taken over all g ∈ Bp(·),q(·)(Rn) with g|Ω = f .
(ii) For p+, q+ <∞, the space Fwp(·),q(·)(Ω) is the collection of all f ∈ D′(Ω) such that
there exists a g ∈ Fwp(·),q(·)(Rn) with g|Ω = f . Furthermore,
‖f | Fwp(·),q(·)(Ω)‖ = inf ‖g | Fwp(·),q(·)(Rn)‖ (7.1.4)
where the infimum is taken over all g ∈ Fwp(·),q(·)(Rn) with g|Ω = f .
Remark 7.1.2. We would like to make a note on the class P log(Rn). Although we
are defining the spaces on a domain Ω, we have required the exponents p and q to be
defined on the whole space Rn. In fact, we could also have considered P log(Ω), mean-
ing p, q ∈ P(Ω) with 1/p, 1/q ∈ C log(Ω), without changing the fundamental properties
of the exponents. We justify this assertion. It is easily observable that, by defini-
tion of the class, we can always restrict any exponent p ∈ P log(Rn) to a domain Ω.
More interesting is the fact that, according to [11, Proposition 4.1.7], any exponent
p ∈ P log(Ω) can always be extended to Rn, keeping all the values p−, p+ and clog(p)
(also p∞ if Ω is unbounded).
Therefore, we can either use P log(Rn) or P log(Ω), without meaning different classes
of variable exponents.
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Definition 7.1.3. Let MR(n) (minimally regular) be the collection of all bounded
domains Ω in Rn with
Ω = int(Ω), (7.1.5)
that means, Ω coincides with the interior of its closure Ω.
Remark 7.1.4. For more details regarding these domains, we refer to [52, Sec-
tion 3.1].
7.2 Regular domains
We describe now the type of domains we are interested in. Let ∂Ω = Ω \ Ω denote
the boundary of Ω.
Definition 7.2.1. (i) Let IR(n) (interior regular) be the collection of all domains
Ω ∈ MR(n) for which one finds a positive number c such that for any cube Q
centered at ∂Ω with side-length less than or equal 1,
|Q ∩ Ω| ≥ c |Q|. (7.2.6)
(ii) Let ER(n) (exterior regular) be the collection of all domains Ω ∈ MR(n) for
which one finds a positive number c such that any cube Q centered at ∂Ω with
side-length l less than or equal 1, there exists a subcube Qe with side-length cl and
Qe ⊂ Q ∩ (Rn \ Ω). (7.2.7)
(iii) Let
R(n) = IR(n) ∩ ER(n) (7.2.8)
be the collection of all domains Ω ∈ MR(n) which are both interior and exterior
regular.
Remark 7.2.2. (a) Analogously to ER(n), let Ω ∈ MR(n) be a domain for which
one finds a positive number c such that for any cube Q centered at ∂Ω with side-
length l less than or equal 1, there exists a subcube Qi with side length cl and
Qi ⊂ Q ∩ Ω. (7.2.9)
Then we have Ω ∈ IR(n). However, although this condition is quite natural in
order to have Ω ∈ IR(n), there are domains Ω ∈ IR(n) for which (7.2.9) is not
true. If one takes out of a square in R2 infinitely many smaller squares such that
one obtains a carpet-like domain, then it might happen that (7.2.9) is violated but
not (7.2.6).
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(b) Regarding specific (non-smooth) domains connected with these definitions, we
mention that if Ω ∈MR(n) is a so called (, δ)-domain, then it belongs to IR(n).
In particular, any connected bounded Lipschitz domain is an interior regular do-
main. For more details, we refer [52]. Moreover, in [22] the authors considered
domains satisfying the measure density condition, which actually coincide with
our definition of interior regular domain.
(c) Similar but not identical to this class of domains is the class of thick domains,
namely, E-thick and I-thick. See [51] for a better understanding.
7.3 Atoms on domains
We always assume Ω ∈MR(n).
Definition 7.3.1. Let s > 0 and Ω ∈ MR(n). Then Cs(Ω) consists of all complex-
valued continuous functions f on Ω with the following two properties:
(i) f has classical derivatives Dαf in Ω for |α| ≤ bsc− and there exist continuous
functions fα on Ω which coincide with D
αf on Ω;
(ii) the norm defined by
‖f | Cs(Ω)‖ :=
∑
|α|≤bsc−
sup
x∈Ω
|Dαf(x)|+
∑
|α|=bsc−
sup
x,y∈Ω,x6=y
|f(x)− f(y)|
|x− y|{s}+
is finite.
In order to introduce atoms on domains Ω ∈MR(n) we rely as before on the cubes
Qν,m. In addition to what we already have in the beginning of this chapter, we may
assume that the centers xν,m of the cubes Qν,m with dQν,m ∩ ∂Ω 6= ∅ are located at
∂Ω. In this sense we call Qν,m
an interior cube if dQν,m ⊂ Ω, ν ∈ N0,m ∈ Zn, (7.3.10)
and
a boundary cube if xν,m ∈ ∂Ω, ν ∈ N0,m ∈ Zn. (7.3.11)
Other cubes are not of interest for us. Let, for brevity,
Ων = {x ∈ Rn : 2−νx ∈ Ω}, ν ∈ N0. (7.3.12)
We are now ready to introduce atoms on domains.
Definition 7.3.2. Let Ω ∈MR(n), d > 1 and c > 0.
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(i) Let K,L ≥ 0. A function a : Ω→ R is called an interior non-smooth [K,L]-atom
in Ω if
supp a ⊂ dQν,m, for some interior cube Qν,m, (7.3.13)
‖a(2−ν ·) | CK(Ων)‖ ≤ c (7.3.14)
and for every ψ ∈ CL(Rn) it holds∣∣∣ ∫
dQν,m
ψ(x)a(x)dx
∣∣∣ ≤ c 2−ν(L+n)‖ψ | CL(Rn)‖, (7.3.15)
for ν ∈ N0 and m ∈ Zn.
(ii) Let K ≥ 0. A function a : Ω → R is called a boundary non-smooth [K, 0]-atom
in Ω if
supp a ⊂ Ω ∩ dQν,m, for some boundary cube Qν,m (7.3.16)
and
‖a(2−ν ·) | CK(Ων)‖ ≤ c, (7.3.17)
for ν ∈ N0 and m ∈ Zn.
Remark 7.3.3. The above part (i) is the natural counterpart of Definition 6.1.2.
As for part (ii), no conditions of type (7.3.15) are required for boundary non-smooth
atoms.
7.4 Atomic domains
We start this section by introducing the counterparts of the sequence spaces bwp(·),q(·)
and fwp(·),q(·) from Definition 3.2.1. Let Ω ∈ MR(n) and let Qν,m, with ν ∈ N0 and
m ∈ Zn, be the dyadic cubes defined before, where we are only interested in interior
and boundary cubes described in (7.3.10) and (7.3.11), respectively. Let
λ = {λν,m : λν,m ∈ C, ν ∈ N0,m ∈ Zn, Qν,m interior or boundary cube}. (7.4.18)
Furthermore,
∑
m∈Zn
ν,Ω means that, for fixed ν ∈ N0, the sum is taken over those m ∈ Zn
for which Qν,m is an interior or boundary cube.
Definition 7.4.1. Let Ω ∈MR(n), w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and p, q ∈ P(Rn).
(i) The sequence space bwp(·),q(·)(Ω) consists of all complex-valued sequences
λ = (λν,m)ν∈N0,m∈Zn given by (7.4.18) such that
‖λ | bwp(·),q(·)(Ω)‖ :=
∥∥∥( ∑
m∈Zn
ν,Ω |λν,m|wν(2−νm)χν,m
)
ν∈N0
| `q(·)(Lp(·)(Ω))
∥∥∥
is finite.
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(ii) If p+, q+ < ∞, then the sequence space fwp(·),q(·)(Ω) consists of all complex-valued
sequences λ = (λν,m)ν∈N0,m∈Zn given by (7.4.18) such that
‖λ | fwp(·),q(·))(Ω)‖ :=
∥∥∥( ∑
m∈Zn
ν,Ω |λν,m|wν(2−νm)χν,m
)
ν∈N0
| Lp(·)(`q(·)(Ω))
∥∥∥
is finite.
Next we are interested in the counterpart of Theorem 6.3.3. Regarding the question
whether the corresponding series converges, we convert it now in a definition of domains
having this property. The conditions which appear in this definition are the natural
restrictions on the parameters K and L that we already have in Theorem 6.3.3. This
justifies to take over this knowledge to the situation we consider now.
Definition 7.4.2. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and p, q ∈ P log(Rn).
(i) Let K,L ≥ 0 with K > α2 and L > σp − α1 + clog(1/q). Then Atom(Bwp(·),q(·))n
(atomic Bwp(·),q(·)-domain) denotes the collection of all domains Ω ∈ MR(n) such
that, for all choices of K and L,
∞∑
ν=0
∑
m∈Zn
ν,Ω λν,maν,m, λ ∈ bwp(·),q(·)(Ω), (7.4.19)
converges in D′(Ω) to an element of Bwp(·),q(·)(Ω), where (aν,m)ν∈N0,m∈Zn are interior
non-smooth [K,L]-atoms, or boundary non-smooth [K, 0]-atoms.
(ii) Let K,L ≥ 0 with K > α2 and L > σp,q−α1. If p+, q+ <∞, then Atom(Fwp(·),q(·))n
(atomic Fwp(·),q(·)-domain) denotes the collection of all domains Ω ∈ MR(n) such
that, for all choices of K and L,
∞∑
ν=0
∑
m∈Zn
ν,Ω λν,maν,m, λ ∈ fwp(·),q(·)(Ω), (7.4.20)
converges in D′(Ω) to an element of Fwp(·),q(·)(Ω), where (aν,m)ν∈N0,m∈Zn are interior
non-smooth [K,L]-atoms, or boundary non-smooth [K, 0]-atoms.
7.5 Atomic characterizations
Before stating our main results, we present two lemmas which will be useful in the
sequel. In fact, they state exactly what was already proved in Lemma 3.3.1 and Lemma
3.2.3. However, since we are considering in this chapter a slightly different definition
of the cubes, the proofs have to undergo minor changes.
Lemma 7.5.1. Fix ν ∈ N0 and let b and d be as before. Then any x ∈ Rn belongs to
at most N cubes dQν,m,m ∈ Zn, where N is independent of ν and m (it only depends
on b, d and on the dimension n).
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Proof. Let x ∈ Rn. By (7.0.2) there surely exists m ∈ Zn such that x ∈ dQν,m,
which means that
|xi − xν,mi | ≤ d 2−ν−1, i = 1, ..., n,
or equivalently, by (7.0.1), that
|2νxi −mi| ≤ b+ d
2
, i = 1, ..., n.
Assume that x ∈ dQν,m′ for some m′ ∈ Zn with m′ 6= m. Similarly as before, we
get that
|2νxi −m′i| ≤ b+
d
2
, i = 1, ..., n.
This gives
|mi −m′i| ≤ 2b+ d, i = 1, ..., n,
which means that m′ belongs to the cube centered at m and with side length 2(2b+d).
The number of such m′ ∈ Zn is N = 2n[2b+ d]n, where [a] denotes the integer part of
a. 
Remark 7.5.2. As we can see in comparison with the proof of Lemma 3.3.1, the
number of dilated cubes where each x ∈ Rn is contained increased as we give more
freedom to choose the center of each cube. However, the crucial point is that we
still have a finite number of such cubes, which will be determinant to prove the other
auxiliary result.
For the next lemma, due to the similarities with the proof of Lemma 3.2.3, we
will skip the proof here. We would like to highlight that, in fact, the only difference
between both proofs occurs in (3.2.6), where the last ”=” should be replaced by ”≤”,
by means of the previous lemma.
Lemma 7.5.3. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn), p, q ∈ P log(Rn). Let d, ε > 0
and let (Eν,m)ν∈N0,m∈Zn be a collection of measurable sets with Eν,m ⊂ dQν,m and
|Eν,m| ≥ ε |Qν,m|, for all ν ∈ N0 and m ∈ Zn.
(i) Then
‖λ | bwp(·),q(·)(Rn)‖ ∼
∥∥∥( ∑
m∈Zn
|λν,m|wν(2−νm)χEν,m
)
ν∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥.
(ii) If p+, q+ <∞, then
‖λ | fwp(·),q(·)(Rn)‖ ∼
∥∥∥( ∑
m∈Zn
|λν,m|wν(2−νm)χEν,m
)
ν∈N0
| Lp(·)(`q(·)(Rn))
∥∥∥.
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If one wishes to extend boundary non-smooth atoms in the sense of Definition
7.3.2(ii) from Ω to Rn, according to Definition 6.1.2, then the conditions of type (6.1.3)
cause some trouble. So we start by avoiding this problem stating a result where L = 0
can be considered. For the interior non-smooth atoms, we keep all the conditions.
Theorem 7.5.4. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and p, q ∈ P log(Rn).
(i) Let α1 > σp + clog(1/q). Then
Atom(Bwp(·),q(·))
n ⊃ IR(n). (7.5.21)
Let K,L ≥ 0 with K > α2 and Ω ∈ IR(n). Then f ∈ D′(Ω) belongs to Bwp(·),q(·)(Ω)
if, and only if, it can be represented as
f =
∞∑
ν=0
∑
m∈Zn
ν,Ω λν,maν,m, convergence being in D′(Ω), (7.5.22)
in the sense of Definition 7.4.2 with λ = (λν,m)ν∈N0,m∈Zn ∈ bwp(·),q(·)(Ω) and
(aν,m)ν∈N0,m∈Zn are interior non-smooth [K,L]-atoms, or boundary non-smooth
[K, 0]-atoms. Moreover,
‖f | Bwp(·),q(·)(Ω)‖ ∼ inf ‖λ | bwp(·),q(·)(Ω)‖,
where the infimum is taken over all possible representations of f .
(ii) Let α1 > σp,q and p
+, q+ <∞. Then
Atom(Fwp(·),q(·))
n ⊃ IR(n). (7.5.23)
Let K,L ≥ 0 with K > α2 and Ω ∈ IR(n). Then f ∈ D′(Ω) belongs to Fwp(·),q(·)(Ω)
if, and only if, it can be represented as
f =
∞∑
ν=0
∑
m∈Zn
ν,Ω λν,maν,m, convergence being in D′(Ω), (7.5.24)
in the sense of Definition 7.4.2 with λ = (λν,m)ν∈N0,m∈Zn ∈ fwp(·),q(·)(Ω) and
(aν,m)ν∈N0,m∈Zn are interior non-smooth [K,L]-atoms, or boundary non-smooth
[K, 0]-atoms. Moreover,
‖f | Fwp(·),q(·)(Ω)‖ ∼ inf ‖λ | fwp(·),q(·)(Ω)‖,
where the infimum is taken over all possible representations of f .
Proof. We only prove part (i), since part (ii) follows similarly. Let Ω ∈ IR(n).
Step 1. First we want to show that the series (7.5.22) converges in D′(Ω). For this
purpose we extend each atom aν,m individually from Ω to Rn. We follow the proof of
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[52, Theorem 3.5], which relies on Whitney’s extension method, according to [47], pp.
170-180. Note that only the boundary atoms in the sense of Definition 7.3.2(ii) are of
interest. Let Ek be the linear extension operator constructed in [47], p. 177, formula
(18). By Theorem 4 on the same page, E[σ] generates a linear extension operator
E[σ](Ω) : Cσ(Ω)→ Cσ(Rn),
with a bound being independent of Ω. Let Dc be the dilation operator on Rn,
Dc : f(x) 7→ f(cx), c > 0.
Then, it follows from the explicit construction of E[σ] that
E[σ](Ω) = D2ν ◦ E[σ](Ων) ◦D2−ν , ν ∈ N0.
Let ψ be a C∞(Rn) cut-off function with
supp ψ ⊂ 2dQ and ψ(x) = 1 if x ∈ dQ,
where Q is the unit cube centered at the origin and d has the same meaning as
in Definition 7.3.2(ii). We apply the operator E[σ](Ω) to the boundary non-smooth
[K, 0]-atom aν,m and put
bν,m(x) = ψ(2
ν(x− xν,m))(E[σ](Ω)aν,m)(x), x ∈ Rn.
In this way, we get new non-smooth atoms bν,m on Rn in the sense of Definition 6.1.2,
with L = 0 and after replacing d by 2d. Then the counterpart of (7.5.22) is given by
∞∑
ν=0
∑
m∈Zn
µν,mbν,m, x ∈ Rn, µ ∈ bwp(·),q(·)(Rn), (7.5.25)
with µν,m = bν,m(x) = 0 if Qν,m is an ”exterior” cube and µν,m = λν,m otherwise. Now,
Theorem 6.3.3 allows one to conclude that the series (7.5.25) converges in S ′(Rn) and
its limit, that we denote by g, belongs to Bwp(·),q(·)(Rn). Hence, its restriction (7.4.19)
to Ω converges in D′(Ω) and, by Definition 7.1.1, its limit belongs to Bwp(·),q(·)(Ω). Thus
the proof of (7.5.21) is complete.
Step 2. Let us prove now the remaining part of (i). By the above argument, any
f ∈ D′(Ω) given by (7.5.22) with λ ∈ bwp(·),q(·)(Ω) belongs to Bwp(·),q(·)(Ω). Conversely,
by Definition 7.1.1 and Theorem 6.3.3, any f ∈ Bwp(·),q(·)(Ω) can be represented as
in (7.5.22). Regarding the equivalence of quasi-norms, it will follow directly from
Definition 7.1.1 and Theorem 6.3.3, aside the fact that
‖µ | bwp(·),q(·)(Rn)‖ ≤ c ‖λ | bwp(·),q(·)(Ω)‖, (7.5.26)
with λ and µ as before. We prove now inequality (7.5.26). Let Qν,m be a boundary
cube with center xν,m ∈ ∂Ω. Since Ω ∈ IR(n), we can find  > 0 such that
|Qν,m ∩ Ω| ≥  |Qν,m|.
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Denote by Eν,m := Qν,m ∩ Ω. By Lemma 7.5.3, we have
‖µ | bwp(·),q(·)(Rn)‖ =
∥∥∥( ∑
m∈Zn
|µν,m|wν(2−νm)χν,m
)
ν∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥
=
∥∥∥( ∑
m∈Zn
ν,Ω |λν,m|wν(2−νm)χν,m
)
ν∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥
∼
∥∥∥( ∑
m∈Zn
ν,Ω |λν,m|wν(2−νm)χEν,m
)
ν∈N0
| `q(·)(Lp(·)(Rn))
∥∥∥
∼
∥∥∥( ∑
m∈Zn
ν,Ω |λν,m|wν(2−νm)χν,m
)
ν∈N0
| `q(·)(Lp(·)(Ω))
∥∥∥
= ‖λ | bwp(·),q(·)(Ω)‖.
The proof is then finished due to the estimates
‖f | Bwp(·),q(·)(Ω)‖ . ‖g | Bwp(·),q(·)(Rn)‖ . ‖µ | bwp(·),q(·)(Rn)‖ . ‖λ | bwp(·),q(·)(Ω)‖.

Remark 7.5.5. (a) In the case of constant exponents, [52, Theorem 3.5] shows that
one only needs Ω ∈ MR(n) for Bsp,q(Ω), whereas for F sp,q(Ω) one requires
Ω ∈ IR(n). This supports the well known fact that the spaces of B-type are
structurally simpler than the spaces of F -type.
For the variable exponent spaces, which are the subject we consider here, this
situation changes. To prove inequality (7.5.26), we are required to assume that
Ω ∈ IR(n) also in the case of Bwp(·),q(·)(Ω).
(b) Another significant difference from the classical case is the proof of inequality
(7.5.26). For this purpose, in [52] the authors used the Hardy-Littlewood maximal
operator. Instead, we base our proof on Lemma 7.5.3, which comes out through
the convolution inequalities stated in Lemmas 2.2.12 and 2.2.13.
We have the result where no conditions of type (7.3.15) are required. When in case
of needing such conditions, the Whitney’s extension method has to be complemented
by a special method which creates moment conditions on Rn\Ω. For this purpose, we
need the additional assumption Ω ∈ ER(n), as we will present in the next result.
Theorem 7.5.6. Let w = (wν)ν∈N0 ∈ Wαα1,α2(Rn) and p, q ∈ P log(Rn).
(i) Then
Atom(Bwp(·),q(·))
n ⊃ R(n). (7.5.27)
Let K,L ≥ 0 with K > α2 and L > σp − α1 + clog(1/q) and consider Ω ∈ R(n).
Then f ∈ D′(Ω) belongs to Bwp(·),q(·)(Ω) if, and only if, it can be represented as
f =
∞∑
ν=0
∑
m∈Zn
ν,Ω λν,maν,m, convergence being in D′(Ω), (7.5.28)
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7.5 Atomic characterizations
in the sense of Definition 7.4.2 with λ = (λν,m)ν∈N0,m∈Zn ∈ bwp(·),q(·)(Ω) and
(aν,m)ν∈N0,m∈Zn are interior non-smooth [K,L]-atoms, or boundary non-smooth
[K, 0]-atoms. Moreover,
‖f | Bwp(·),q(·)(Ω)‖ ∼ inf ‖λ | bwp(·),q(·)(Ω)‖,
where the infimum is taken over all possible representations of f .
(ii) Let p+, q+ <∞. Then
Atom(Fwp(·),q(·))
n ⊃ R(n). (7.5.29)
Let K,L ≥ 0 with K > α2 and L > σp,q − α1 and consider Ω ∈ R(n). Then
f ∈ D′(Rn) belongs to Fwp(·),q(·)(Ω) if, and only if, it can be represented as
f =
∞∑
ν=0
∑
m∈Zn
ν,Ω λν,maν,m, convergence being in D′(Ω), (7.5.30)
in the sense of Definition 7.4.2 with λ = (λν,m)ν∈N0,m∈Zn ∈ fwp(·),q(·)(Ω) and
(aν,m)ν∈N0,m∈Zn are interior non-smooth [K,L]-atoms, or boundary non-smooth
[K, 0]-atoms. Moreover,
‖f | Fwp(·),q(·)(Ω)‖ ∼ inf ‖λ | fwp(·),q(·)(Ω)‖,
where the infimum is taken over all possible representations of f .
Remark 7.5.7. (a) The proof of this result follows in the same way as the proof
of [52, Theorem 3.6], and for that reason we do not present it here. The most
important step is the construction of extended non-smooth atoms on Rn according
to Definition 6.1.2, now satisfying conditions of type (6.1.3). The remaining part
of the proof is based on the same techniques as used in the proof of the previous
result.
(b) Note that the construction in [52] ensures moment conditions of the type∫
xβa(x) dx = 0, for |β| < L and ν ≥ 1.
Since these conditions are more restrictive than the conditions we use here (as
stated in Remark 6.1.3), the new atoms on Rn are also non-smooth atoms in the
sense of Definition 6.1.2.
(c) Unlike what would be expected, in our results we have considered f ∈ D′(Ω) instead
of the restriction of S ′(Rn) to Ω. Note that, by [29, Proposition 2], the space S ′(Ω)
can be characterized as follows: f ∈ S ′(Ω) if, and only if, there exists g ∈ S ′(Rn)
such that g|Ω = f . Since we define our spaces Bwp(·),q(·)(Ω) and Fwp(·),q(·)(Ω) also by
restriction, then they are also subsets of S ′(Ω), and therefore there is no further
restriction when considering f ∈ D′(Ω).
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7 Function spaces on domains
Remark 7.5.8. In this chapter we have given an intrinsic characterization of the
2-microlocal Besov and Triebel-Lizorkin spaces with variable integrability on the general
class of minimally regular domains Ω. As a matter of completeness, we would like to
mention that the same subject was already studied for the particular case of special
Lipchitz domains in [29]. This class of domains consists of all open sets Ω ⊂ Rn with
n ≥ 2 such that
Ω = {(x′, xn) ∈ Rn−1 × R : xn > ω(x′)}
where ω : Rn−1 → R is a Lipschitz continuous function, i.e. there exists a constant
A > 0 such that
|ω(x′)− ω(y′)| ≤ A |x′ − y′|, for all x′, y′ ∈ Rn−1.
As usual, the spaces Bwp(·),q(·)(Ω) and F
w
p(·),q(·)(Ω) are also defined by restrictions of the
corresponding spaces on Rn, but the approach followed by the author is quite different
from what we have done here. Using local means and also the Peetre maximal operator,
two distinct intrinsic characterizations of the spaces are obtained. Simultaneously, a
linear and bounded extension operator on Bwp(·),q(·)(Ω) and F
w
p(·),q(·)(Ω) is defined, which,
in fact, turns to be universal.
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