The spectral representation of the Wiener-Hopf operator K with kernel 1 π sinc is given determining explicitly the Hilbert space isomorphism, which transforms K into the multiplication operator by the identity on L 2 (0, 1). Several related integral operators are studied. A close relationship of K to the finite Hilbert transformation is revealed yielding the spectral representation of the latter. This is of particular interest as it concerns a general feature of self-adjoint Wiener-Hopf operators [15] .
Introduction
We study the integral operator K on L 2 (R + ), R + := {x ∈ R : x > 0} given by x for x ∈ R \ {0}, sinc(0) = 0 (also called sampling function or slit function) frequently arises in signal processing and the theory of Fourier transforms. It equals j 0 , which is the zeroth order spherical Bessel function of the first kind. K is an operator of Wiener-Hopf type. It is not singular as sinc is continuous at 0. A well-known method to achieve the concrete spectral representation of the operator requires the solution of the corresponding homogeneous integral equation (2.1). The original Wiener-Hopf method [1] does not apply as 1 π sinc(x) exp(λ|x|), x ∈ R is not square integrable for any λ > 0. Since the kernel 1 π sinc is not even integrable and the symbol 1 [−1,1] = √ 2πF −1 1 π sinc is not continuous, more general theories as Krein [2] , Talenti [3, Teorema 3.1.2, 3.1.3] do not apply, either. However, as we will see, one may successfully introduce the factor exp(−ε| · |), ε > 0 to ensure the exponential decay of the kernel, and study the limit ε → 0. An alternative approach to the spectral representation of K applies the theory by Rosenblum [4] by turning to an isomorphic Toeplitz operator, see sec. 3.2 for details.
We came across K when analyzing the causal localization for a Weyl fermion. In sec. 3.1 it is shown that the localization operator for the unit ball is Hilbert space isomorphic to the countably infinite orthogonal sum of copies of K. In the course of the proof some useful formulae concerning the Bessel functions of the first kind and the related Hankel transformations are deduced. -Exploiting the Hilbert space isomorphisms transforming Wiener-Hopf operators into Toeplitz operators (13) we obtain in sec. 3.2 the spectral representation of the Toeplitz operators for the indicator functions of the arcs on the unit circle, already derived in [4] . The integral transformations effecting the spectral representation are studied in (15) , (3.10) . They map bases of known orthonormal functions onto each other. -Particularly interesting is the close relationship of K to the finite Hilbert transformation revealed in sec. 3.3 , which allows to deduce the spectral representation of the latter [14] . In [15] it is shown that generally a natural isometry exists transforming a self-adjoint Wiener-Hopf operator into a singular integral operator of the well-studied class of Hilbert transformation type operators. a generalized eigenfunction or spectral function of the respective Wiener-Hopf operator for the generalized eigenvalue or spectral value s. For the kernel 1 π sinc we will show that every s ∈]0, 1[ is a spectral value and find the corresponding spectral functions q s . Moreover, these are shown to give rise to the kernel q :]0, 1[×R + → C, q(s, x) := n(s)q s (x) for the normalizing factor n(s) = i π (2s) −1/2 such that the integral operator (V h)(x) := l. i. m. ↑1 ↓0 q(s, x)h(s) d s determines a Hilbert space isomorphism from L 2 (0, 1) onto L 2 (R + ) diagonalizing K, i.e.,
Hence the spectrum of K is [0, 1], it is simple, and K is absolutely continuous. As known, the latter property have all bounded self-adjoint Wiener-Hopf operators.
First properties of K
F denotes the Fourier transformation on
For any κ ∈ L ∞ (R) let M (κ) denote the multiplication operator by κ on L 2 (R), which is normal and bounded with norm κ ∞ . We use the projection P + : L 2 (R) → L 2 (R + ), P + f (x) := f (x) and its adjoint, the injection P * + : L 2 (R + ) → L 2 (R), P * + g(x) = g(x) if x > 0 and = 0 otherwise. Note P * + P + = M (1 R+ ) and P + P * + = I L 2 (R+) .
(1) Definition. Let κ ∈ L ∞ (R). Then the bounded operator
Obviously, W κ ≤ κ ∞ , and W κ is self-adjoint for real κ with the spectrum contained in [ess-inf κ, ess-sup κ]. Actually, as known, the spectrum equals this interval.
(2) Lemma. Consider the two cases
In either case the operator C(k)
In case (a) the integral exists for every x ∈ R and determines a continuous function bounded by k 2 f 2 .
In the cases treated in (2) the Wiener-Hopf operator W κ is the trace on the subspace L 2 (R + ) of the convolution operator C(k) on L 2 (R) and hence has kernel k. We apply now (2)(a).
with its spectrum contained in [0, 1]. Note 1 π sinc 2 = π −1/2 . For g ∈ L 2 (R + ) the right hand side of (1.1) exists for every x ∈ R and Kg ∈ L 2 (R + ) is bounded continuous with Kg 2 ≤ g 2 and Kg ∞ ≤ π −1/2 g 2 .
An auxiliary Wiener-Hopf operator
For ε > 0 introduce the Wiener-Hopf operator W κε with kernel
As k ε vanishes exponentially at infinity the Wiener-Hopf method [7, 11.17 ] applies and yields a spectral function of W κǫ for every value s ∈]0, 1[. Then the limit ε → 0 results in a family q s , s ∈]0, 1[ of functions, which in (7) are shown to be spectral functions of K.
Following [7, 11.17 ] consider the symbol κ ε (w) = ∞ −∞ e i wy k ε (y) d y for complex w := u + i v, |v| < ε:
In view of the spectrum of K (see (3) ) restrict at once s ∈ ]0, 1[. For ε > 0 sufficiently small, i.e., ε < cot( π 2 s), the function to be factorized 1 − 1 s κ ε has exactly two zeros, namely at ± u ε,s for u ε,s := 1 − ε 2 + 2ε cot(πs) 1/2 , which are real and simple. Put the cut of ln along the negative real axis. By the factor R ε,s (w) := w 2 +ε 2
the product S ε,s := (1 − 1 s κ ε )R ε,s has no zeros in the strip {|v| < ε} and the variation of ln • S ε,s along the strip is zero. Let
is a spectral function of W κǫ for the spectral value s ∈]0, 1[ (and q ε,s (x) = 0 for x < 0). Moreover, within the set of locally integrable functions being O(e cx ) for some c < ε as x → ∞, q ε,s is unique up to a complex constant (depending on s). Indeed, in case of even kernel a possible polynomial, by which Q ε,s has to be multiplied, has degree not exceeding n 2 − 1 with n the number of zeros, see [1, Theorem XVI in Paley, Wiener].
The limit
and accordingly we put
One easily verifies that Q s is holomorphic on C \ [−1, 1] without zeros, has a cut along [−1, 1] and a singularity at 1 and −1, and that
Finally, for b > 0 and x ∈ R \ {0} define q ± s (x) ∈ C by the Cauchy integral
Remark on the factorization
Note that (2.6) yields the factorization
for every s ∈]0, 1[, where by (2.4) Q − s and 1/Q + s is the limit of a holomorphic function on the lower and upper half-plane, respectively. Such a factorization of 1 − 1 s κ is at the core of the method for solving (2.1) by Wiener and Hopf and generalized by Krein. In general it is available, if e.g. κ is holomorphic in a strip around the real axis and uniformly square integrable on lines parallel to the real axis (see e.g. [7, 11. 17 Lemma]), or more generally if κ is α-Hölder continuous (0 < α < 1) [ 
Spectral functions of K
We are going to show that q s := q + s | R+ are spectral functions of K. We start from their definition (2.8) and forget about their origin in sec. 2.2. For the proof and the ensuing results it is convenient to consider also the functions q − s . Recall s ∈ ]0, 1[ and that ln denotes the principal branch of the logarithm. 
as A → ∞ uniformly with respect to x and s in any compact subset of R \ {0} and ]0, 1[, respectively
Proof. We prove the assertions for q + s . The results for q − s follow quite analogously. Put I(x, s,
Now let x < 0 and consider the contours L 1 , . . . , L 4 shown in Fig. 1 .
Then
-The estimates show that the limit I(x, s, A) → 0 for A → ∞ occurs uniformly with respect to x and s if x ≤ −δ and δ ≤ s < 1 for some δ > 0.
(ii) Let x > 0. By holomorphy the integrals of e − i x(·) Q s along L and L ′ are equal for every A > 1. Hence by the same kind of estimations as used in the proof of (i) one obtains I(x, s, A)
-Note that the limit occurs uniformly with respect to x and s, for x in a compact set
Since the singularities at ±1 are integrable, the integrals along L ±,ε vanish if ε → 0.
By (2.6) this yields the result.
(iii) Let A > 1. Reasoning as in the proof of (i) one has (2π
. Remember the uniformity of the limit of I(x, s, A) for A → ∞ in (i) and (ii). This implies the result.
(iv) From (i) and (ii) and due to (2.5) one gets |q
Theorem 74] the results (iii) and (2.7) imply q + s ∈ L p (R) for p > 2.
(5) Corollary. q ± s | R± has an entire extension.
Proof. Recall (4)(ii) and (2.7). Hence by the Paley-Wiener theorem the Fourier-Laplace transform of
Proof. It suffices to consider the case q + s . Let k equal sinc or more generally any k ∈ ∩ p>1 L p (R), as e.g.
The latter implies rp ′′ > 2. Thus by (4)(iv) the right hand side of Hölder's inequality is finite. This implies the first part of the assertion.
Let
whence the second part of the assertion.
We turn to the main result of this section. Recall q s = q + s | R+ (see (2.8) ).
Hence q s is a spectral function of K for the spectral value s.
Proof. By (4)(i) and (6) the integral exists for every x > 0. By (4) 
Obviously, k := 1 π sinc ∈ L 3/2 (R). Because of (4)(iii) the Fourier transform of Q + s according to [ 
Actually equality holds for all x > 0 since both sides are continuous functions of x by (5) and (6).
Hilbert space isomorphism associated with spectral functions of K
As we will prove in (9), the spectral functions q s of K multiplied by the normalization constants n(s) := i π (2s) −1/2 gives rise to a kernel q for an integral operator, which determines an Hilbert space isomorphism V from L 2 (0, 1) onto L 2 (R + ). The following definition considers both cases
By (4)(ii) one has more explicitly
. Note that q + and q − are real.
Proof. The Hilbert space transformations all arise from change of variable and are easily checked. See sec. 2.1 for the projection P + and define P − analogously.
It follows from (4)
e. by dominated convergence. Recall (4)(i) and that q + is real. Then this proves W + = P * + V + . In the same way one proves
It remains to verify the integral representation for V −1 + and similarly that for V −1 − . By the foregoing result on W one has the formula V −1
(1 − u 2 ) −1/2 G A (u) d u by the new variable u := (1 − e y )(1 + e y ) −1 . Now, Fubini's theorem obviously applies and, doing first the integral on u, one obtains at (8)(i). Finally perform the limit in the mean for A → ∞ on both sides. See also (3.10) for a determining property of V + .
Spectral representation of K
In the following put V := V + . Proof. Let h ∈ L 2 (0, 1) vanish outside some interval [α, 1 − α] ⊂]0, 1[. The set of these functions is dense in L 2 (0, 1). By (3), (9), the proof of (9), and (4)(i) one has KV h = P
Recall that q + is real. By (2.5) Fubini's theorem applies so that by (4)(ii) KV h (x) = 1 0 q + (s, x) s h(s) d s for almost all x > 0. Hence V −1 K V h (s) = s h(s) a.e. by (9) . The result extends to all h ∈ L 2 (0, 1) by continuity.
So K is Hilbert space isomorphic to the multiplication operator M (id [0, 1] ) by the identity id [0,1] on L 2 (0, 1):
Recall the spectral theorem (see e.g. [8, 12. 23 Theorem]) for a self-adjoint operator A, by which there exists a unique spectral measure, i.e., a projection valued measure E A on the Borel sets of R, satisfying
3 Some Operators related to K
Causal localization operator
We came across K (1.1) when analyzing the causal localization for a Weyl fermion, namely the localization operator T χ,η (B) for the unit ball B = {x ∈ R 3 : |x| ≤ 1}, see (11) . One recalls that, as shown in [ 
Here D (1/2) is the identity representation of SU (2) and B p ∈ SU (2) the helicity cross section satisfying |p|B p e 3 = p, p ∈ R 3 . Note B p = B p/|p| for p = 0. In the sequel identify L 2 (R 3 ) by p = s w with L 2 ρ (R + ) ⊗ L 2 ω (S 2 ), d ρ(s) := 4πs 2 d s, ω the normalized rotational invariant measure on the sphere S 2 . Moreover consider the Hilbert space isomorphism
Recall that by the Peter-Weyl theorem the functions w → (2j + 1) 1/2 D (j) mm ′ (B −1 w ), for j ∈ |m| + N 0 and m ′ ∈ {−j, −j + 1, . . . , j − 1, j}, form an ONB for L 2 ω (S 2 ). The orthogonal projection onto the subspace determined by fixed j is given by
Finally by [10, 7.14.2 (32)] for i ∈ {0, 1} the functions s → (4n + 2i + 1) 1/2 s −1/2 J 2n+i+ 1 2 (s), n ∈ N 0 form an ONS in L 2 (R + ). Let P (2n + i + 1 2 ) denote the orthogonal projection onto the one-dimensional subspace spanned by each of these functions.
i.e., T m is Hilbert space isomorphic to the countably infinite orthogonal sum of copies of K. More precisely,
, which is unitarily equivalent to K.
Proof. The ingredients for the proof are
The first (i) is easily checked. For (ii) see Gegenbauer's addition theorem [10, 7.15(30) ] for ν = 1/2. Item (iii) is [10, 10.8(36)] for α = 0, β = 1, since P l = P (0,0) l . As to (iv) one recalls that the matrix elements D 
. Formula (ii) yields the special case 2/π = ∞ l=0 (2l + 1)F l (x, x), whence ∞ l=0 (2l + 1)|F l (rs, rs ′ )| ≤ 2/π independent of r, s, s ′ . Hence summation and integrations may be interchanged. Doing first the integral for ω one obtains
Here M (1 [0,1] ) denotes the multiplication operator in L 2 (R + ).
The latter follows evaluating (rt) 1/2 1 0 s J j (rs) J j (st) d s for j = l + 1/2 and j = l + 3/2 by [10, 7.14.1(8) ]. Note that (r − t)k l+1/2 (r, t) is bounded on R + × R + due to [10, 7.2(2) ] for small and [10, 7.13.1(3)] for large variable s of s 1/2 J l+1/2 (s). So by [11, Theorem 6.17 .1] the operator K l+1/2 is absolutely continuous. Now (12)(i),(iii) will show K = K −1/2 and
which is a a finite-dimensional perturbation of K. Hence by [11, Theorem 6.20 .1] all δC j δ −1 = K l+1/2 are unitarily equivalent to K.
Recall that H −1/2 = F c and H 1/2 = F s are the involutory Fourier cosine and Fourier sine transformation.
(12) Lemma. Let n ∈ N 0 , i ∈ {0, 1}. Then
Proof. (i) is the special case K −1/2 = K of (3.2) for l = −1 as k −1/2 (r, t) = 1 π sinc(r − t). As to (ii) specialize the formula (ii) in the proof of (11) to the case of parallel and antiparallel p, p ′ . Note P l (1) = 1, P l (−1) = (−1) l . One obtains
(for F l see the proof of (11)). This is (ii) for the kernels of the relative integral operators.
For the proof of (iii) we first deduce the formula
valid for ν, z, a, b ∈ C, ab = 0, n, n ′ ∈ Z, n ≤ n ′ using the relation
which follows from [10, 7.2.8(54),(55),(56)] as 2ν
. Now, to the left hand side of (α) apply the product rule of differentiation and subsequently use (β). In (α) choose n = 0, n ′ = n − 1 + i, ν = 3/2 − i, a = r, b = t, z = s. Integrate (α) with respect to s ∈ [0, 1] and note J ν (0) = 0 for ν ∈ R + according to [10, 7.2.1(2) ]. One obtains the formula (iii) for the kernels of the relative integral operators.
Toeplitz operators isomorphic to K
Using well-known transformations like that indicated in [12, chap. 9] (cf. also [13, sec. 4] ) we obtain in (3.6) Toeplitz operators, which are Hilbert space isomorphic to K, and in (3.7) their spectral representation. The latter has been already derived in [4] for the corresponding discrete Wiener-Hopf operators. In (15) the integral transformation effecting the spectral representation is shown to map the standard basis of the Hardy space onto the orthonormal basis (3.8) related to the Meixner-Pollaczek polynomials by a change of variable.
Toeplitz operators
Let T ⊂ C denote the unit circle endowed with the normalized Lebesgue measure. The Hardy space H 2 (T) is the closed subspace of L 2 (T) with orthonormal basis e n , n ∈ N 0 , where e n (z) := z n . Let Q + : L 2 (T) → H 2 (T) be the orthogonal projection. The adjoint Q * + is the inclusion H 2 (T) ֒→ L 2 (T). Then for any ω ∈ L ∞ (T) consider the multiplication operator M (ω) by ω in L 2 (T) and define the Toeplitz operator
T
in H 2 (T). Occasionally we write T (ω) instead of T ω .
Hilbert space isomorphisms transforming Wiener-Hopf operators into Toeplitz operators
The for κ ∈ L ∞ (R).
Recall that P := P * + P + = M (1 [0,∞[ ) is the orthogonal projection in L 2 (R) with range L 2 (R + ). Similarly Q := Q * + Q + is the orthogonal projection in L 2 (T) with range H 2 (T). As to (13) see [12, 9. 1(e), (f), 9.2(d), 9.5(e)] regarding U = − i X −1 for α = π, d = i.
(13) Theorem. Let Im d > 0. Then X −1 QX = F −1 P F holds and X + :
Proof. Put f n := X −1 e n for n ∈ Z. Then X −1 QXf n equals f n if n ≥ 0 and is 0 for n < 0. We are going to show that F f n vanishes on ] − ∞, 0[ for n ≥ 0 and vanishes on ]0, ∞[ for n < 0, thus implying the first part of the assertion. Note f n (x) = C x+d χ(x) n with C constant. Hence F f n (x) equals the Cauchy integral C(2π) −1/2 ∞ −∞ e − i xy 1 y+d χ(y) n d y, which after a linear change of variable becomes C ′ ∞ −∞ e − i δxy 1 y+i y−i y+i n d y with δ := Im d > 0 and C ′ := (2π) −1/2 e i(nα+xγ) , γ := Re d. Note that for n ≥ 0 there are no residues in the upper half-plane and that for n < 0 there are none in the lower-half plane. For x < 0 the integral can be evaluated closing the path along the real line from −A to A by the half-circle in the upper half-plane and performing the limit A → ∞. Similarly for x > 0 one closes the path by the half-circle in the lower half-plane. So the result holds by the residue theorem. Hence one has QXF −1 = XF −1 P , whence X * + X + = I L 2 (R+) , X + X * + = I H 2 (T and the last part of the assertion.
Recall that l q (x) := (1 − q) −1 exp − 1 2 1+q 1−q x = ∞ n=0 l n (x)q n , |q| < 1 is the generating function of the Laguerre functions l n , n ≥ 0, which form an orthonormal basis in L 2 (R + ). Similarly e q (z) := 1 1−qz generates the standard basis (e n ) n≥0 of H 2 (T).
As to (14) cf. [13, sec. 4, iv) ] regarding X + for α = 0, d = i 2 .
(14) Lemma. Consider X in (3.5) for Im d > 0. If α = 0, d = i 2 one has X + l n = e n , n ≥ 0. Generally
, where the subscript 0 denotes the case α = 0, d = i 2 . Therefore X + l n = Q + XF −1 P * + l n = Q + XX −1 0 e n , n ≥ 0, whence the result. Recall the Hilbert space isomorphism V = V + in (9) providing the spectral representation of K (2.12). Then obviously the Hilbert space isomorphism Y := X + V : L 2 (0, 1) → H 2 (T) yields the spectral representation
Toeplitz operators isomorphic to K and their spectral representations
For n ∈ N 0 let h n :]0, 1[→ R As to (15) cf. the result in [4, Example 3] .
Use the abbreviation y := 1 2π ln 1 s − 1 and put t(u) := ln 1−u 1+u . Then by (2.10), (2.11) , and due to (4) 
Now we evaluate (⋆) for h = e q . We treat the case α = 0. For the general case simply substitute q with q e i α . Put δ := tan β 2 > 0 and C(s)
Perform the change of variable t = t(u). Consider the special case α = 0 and tan β 2 = 1 2 . Then (15) yields by (14) V −1 l n = h n (3.10) and, more precisely,
One obtains Y
∞ 0 q + (s, x) l n (x) d x = h n (s) ∀ s ∈]0, 1[, n ∈ N 0 .
Finite Hilbert transformation
The following consideration show a close relationship between K and the finite Hilbert transformation on [−1, 1].
Hilbert transformation
The spectral representation of the finite Hilbert transformation on
(in the sense of the principal value at x) is given in [14] . See also [11, Theorem 6.20 
where 
Spectral analysis of H [−1,1]
We are going to derive the spectral analysis of H [−1,1] from the foregoing analysis of K, comprising the spectral representation (3.12), which is shown in (16) .
The relation (a), (b) is not accidental and as shown in [15] Here n(s) √ s = i( √ 2 πs) −1 is the unique (up to a phase) normalization constant such that Q(s, x) := Q s (x) is the kernel for a Hilbert space isomorphism W : L 2 (0, 1) → L 2 (−1, 1) satisfying 
Covariance under real fractional linear transformations
One starts from the following simple observation. Recall that H denotes the Hilbert transformation. . Then F is a unitary representation of SL(2, R) in L 2 (R) commuting with H. Let F ′ denote the subrepresentation of F F F −1 according to (17). One has the covariance
Proof. The result follows by elementary computations. Verify F A H = HF A and M (A·κ) = F A M (κ)F −1 A , and apply (17).
In particular W (1 J ) for J a bounded or semi-bounded interval is unitarily equivalent to K by some F ′ A . For instance A := 1 Here Γ : L 2 (R + ) → L 2 (0, 1), (Γg)(t) := (πt) −1/2 g − 1 π ln(t) is the Hilbert space isomorphism due to the change of variable γ(t) := − 1 π ln(t).
Proof. For (α) see (3.14) . As to (β), check (Γ −1 k)(x) = √ π e −πx/2 k(e −πx ) and that Γ −1 H [0,1] Γ equals the Wiener-Hopf operator with the indicated kernel. Then its symbol − tanh(x) is the principal value of exp(i xy) 2 i sinh(πy/2) d y at y = 0, which is evaluated calculating the residues. We use these results in an obvious way to relate explicitly K to several other operators. Note that 2K − I = W σ with σ(x) = 1 if |x| ≤ 1 and = −1 otherwise. 
