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SPATIAL REALISATIONS OF KMS STATES
ON THE C∗-ALGEBRAS OF HIGHER-RANK GRAPHS
ASTRID AN HUEF, SOORAN KANG, AND IAIN RAEBURN
Abstract. Several authors have recently been studying the equilibrium or KMS states
on the Toeplitz algebras of finite higher-rank graphs. For graphs of rank one (that
is, for ordinary directed graphs), there is a natural dynamics obtained by lifting the
gauge action of the circle to an action of the real line. The algebras of higher-rank
graphs carry a gauge action of a higher-dimensional torus, and there are many potential
dynamics arising from different embeddings of the real line in the torus. Previous results
show that there is nonetheless a “preferred dynamics” for which the system exhibits a
particularly satisfactory phase transition, and that the unique KMS state at the critical
inverse temperature can then be implemented by intregrating vector states against a
measure on the infinite path space of the graph. Here we obtain a similar description
of the KMS state at the critical inverse temperature for other dynamics. Our spatial
implementation is given by integrating against a measure on a space of paths which are
infinite in some directions but finite in others. Our results are sharpest for the algebras
of rank-two graphs.
1. Introduction
There has recently been renewed interest in the KMS states of dynamical systems
associated to directed graphs [15, 10, 12, 4] and their higher-rank analogues [33, 34, 11, 13].
For systems based on the Toeplitz algebra of the graph, there is a simplex of KMSβ states
at each inverse temperature β larger than a critical value βc; under additional hypotheses
on the graph, this simplex collapses to a single KMS state at inverse temperature βc. This
last state often factors through a state of the graph algebra of the graph, which is then
the only KMS state of the graph algebra.
Both the Toeplitz algebra and graph algebra of a directed graph E carry a natural
gauge action of the circle T which lifts via t 7→ eit to a natural dynamics, and the results
in [15, 10, 12] are about this dynamics for finite E (more general dynamics have been
studied in [7, 4, 14], for example). The critical inverse temperature βc is given in terms
of the spectral radius ρ(A) of the vertex matrix A of the graph by βc = ln ρ(A) (this goes
back to [6]).
For a higher-rank graph Λ of rank k, the gauge action is an action of the k-torus Tk,
and to get a dynamics we have to choose an embedding of the real line R in Tk. The
graph Λ has k vertex matrices {Aj : 1 ≤ j ≤ k}, and if the embedding is given by t 7→ e
itr
for some r ∈ (0,∞)k, the critical inverse temperature is βc = maxj{r
−1
j ln ρ(Aj)}. For
β > βc, the dynamics on the Toeplitz algebra again admits a simplex of KMSβ states
[11, Theorem 6.1]. At β = βc it matters what r is. The best results in [11] and [13]
concern a preferred dynamics in which r =
(
ln ρ(A1), . . . , ln ρ(Ak)
)
, and for which we
have βc = 1 = r
−1
j ln ρ(Aj) for all j. Under strong irreducibility hypotheses on the graph,
there is then a unique KMS1 state on the Toeplitz algebra and on the graph algebra [11,
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Theorem 7.2]; for more general graphs, uniqueness requires aperiodicity of the graph [13,
Corollary 10.3].
Graph and Toeplitz algebras have large commutative subalgebras D generated by range
projections, and we expect, both from previous studies [7, 19, 18] and from general results
in [21], that KMS states should be given by integrating vector states against measures on
the spectrum ofD. For β > βc, this is indeed the case: the KMSβ states are constructed in
[11, §6] as weighted sums of vector states in the Toeplitz representation on the finite-path
space, and the weights give atomic measures with the required property (see Remark 4.3).
For the preferred dynamics, where βc = 1, Proposition 10.2 of [13] describes a measure
on the infinite-path space such that the KMS1 state is an integral of vector states for the
infinite-path representation, and indeed that result was needed in [13] to prove existence
for periodic graphs. So finding such measures seems an interesting and potentially useful
enterprise. In this paper we construct suitable measures for other dynamics, in which
βc = r
−1
j ln ρ(Aj) for some but not all j.
Suppose that Λ is a finite k-graph. The finite-path space is just Λ itself in the discrete
topology. The infinite-path space Λ∞ consists of functors x from a model graph based
on Nk into Λ [17, §2], and has a compact Hausdorff topology (because Λ is finite). Both
path spaces sit naturally in the spectrum of D, but they are not all of it by any means:
there are many ways to go to infinity in Nk, and Λ∞ is the part of the boundary in which
we have gone to infinity in every direction. We will focus on K := {j : r−1j ln ρ(Aj) = βc},
and our measures will live on the part of the boundary where we have gone to infinity
in the directions in K, and not in the others. We work with some concretely defined
semi-infinite path spaces, instead of working explicitly inside the spectrum of D.
We begin with a section on preliminary material. We briefly review facts about KMS
states and results from Perron-Frobenius theory that we later rely on. We then set
out our conventions for higher-rank graphs and their vertex matrices, and discuss the
Toeplitz-Cuntz-Krieger algebra and C∗-algebra of a higher-rank graph. At the end of
§2.4, we discuss the dynamics αr which we will be using throughout the paper. In §3 we
investigate the full path space WΛ of a higher-rank graph Λ, building on the recent work
of Webster [31]. In particular, we discuss the semi-infinite path spaces, and realisations of
certain subsets as inverse limits which we will use to build measures. We then discuss the
semi-infinite path representations that we use in our spatial realisations of KMS states.
We begin our analysis of KMS states in §4 by looking at KMSβ states on Toeplitz alge-
bras above the critical inverse temperature. The main analysis of these states remains that
of [11, Theorem 6.1], but we make some minor improvements to the general results. Then
in Remarks 4.3 and 4.4 we motivate our later analysis by describing a spatial realisation
for β > βc, and examining why it breaks down at β = βc. Our main results are formulated
in Theorem 5.1, and most of §5 is devoted to its proof. In §6, we consider another spatial
construction of KMS states which works when the set K = {j : r−1j ln ρ(Aj) = βc} is a
singleton, and in particular for any non-preferred dynamics on the Toeplitz algebra of a
2-graph. This is itself of some interest, since many of the most interesting examples of
higher-rank graph algebras are those of 2-graphs [5, 22, 23].
For the preferred dynamics, the KMS states on the Toeplitz algebra at critical inverse
temperatures factor through the quotient map onto the graph algebra. Our KMS states
factor through the quotient which imposes the Cuntz-Krieger relations for degrees in NK
(Proposition 4.2). This quotient looks rather like the relative graph algebras of Muhly
and Tomforde [20], but not at first sight like the relative higher-rank graph algebras of
Sims [29]. In Appendix A, we confirm that it is one of Sims’ relative algebras. In our final
Appendix B, we reconcile our results with Neshveyev’s general machine for computing
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KMS states on groupoid algebras [21]. Unfortunately, to do this we need an appropriate
groupoid model for the Toeplitz algebras, and this does not seem to be explicitly available
in the literature. So we provide one here, by adapting results of Yeend [35], and then
show that our measure is the quasi-invariant measure predicted by Neshveyev’s theorem.
2. Background material
2.1. KMS states. Suppose that (A, α) is a dynamical system consisting of an action α
of R on a C∗-algebra A. As in [2, 25], we say that a ∈ A is analytic for α if the function
t 7→ αt(a) extends to an analytic function z 7→ αz(a) on C (and then that extension is
automatically unique). A state φ on A is a KMS state with inverse temperature β (or a
KMSβ state) of (A, α) if
φ(ab) = φ(bαiβ(a))
for all analytic elements a, b. Proposition 8.12.3 of [25] implies that it suffices to check
the KMS condition on a set of analytic elements which span a dense subspace of A. In
this paper, we are only interested in KMSβ states with inverse temperature β ∈ (0,∞).
The following simple lemma will be handy when we want to normalise our dynamics.
It says that changing the unit of time does not affect the behaviour of the system in any
material way.
Lemma 2.1. Suppose that α : R→ AutA is an action of R on a C∗-algebra A and that
φ is a KMSβ state of (A, α). Let d ∈ (0,∞) and define α
′ : R→ AutA by α′t = αtd. Then
φ is a KMSd−1β state of (A, α
′).
2.2. The Perron-Frobenius theorem. Let X be a finite set. A matrix A ∈ MX(C) is
irreducible if for all v, w ∈ X there exists n ∈ N such that An(v, w) 6= 0. We say that a
matrix is positive (non-negative) if all its entries are positive (non-negative).
Let A ∈ MX([0,∞)) be an irreducible non-negative matrix. The Perron-Frobenius
theorem says that the spectral radius ρ(A) of A is an eigenvalue of A with a 1-dimensional
eigenspace and a positive eigenvector (see, for example, [30, Theoren 1.5]). We call the
unique positive eigenvector with eigenvalue ρ(A) and unit 1-norm the unimodular Perron-
Frobenius eigenvector of A. A vector ǫ ∈ [0,∞)X is subinvariant for A and t ∈ R if
Aǫ ≤ tǫ. The subinvariance theorem [30, Theorem 1.6] says that if a vector ǫ ∈ [0,∞)X
is subinvariant for A and a positive real number t, then all the entries of ǫ are positive
and t ≥ ρ(A); moreover, t = ρ(A) if and only if Aǫ = tǫ.
2.3. Higher-rank graphs and their vertex matrices. Let k ∈ N with k ≥ 1. We
write e1, . . . , ek for the generators of Nk and ni for the ith coordinate of n ∈ (N ∪ {∞})k.
For m,n ∈ (N ∪ {∞})k we write m ≤ n if and only if mi ≤ ni for 1 ≤ i ≤ k.
Let Λ be a k-graph with vertex set Λ0 and degree functor d : Λ → Nk, as in [17]. We
say that Λ is finite if Λn := d−1(n) is finite for all n ∈ Nk. Except in the appendices,
we consider only finite k-graphs in this paper. For v, w ∈ Λ0 and n ∈ Nk, we write, for
example,
vΛ := {λ ∈ Λ : r(λ) = v} and vΛnw := {λ ∈ Λn : r(λ) = v, s(λ) = w}.
We say that Λ has no sources if vΛn 6= ∅ for every v ∈ Λ0 and n ∈ Nk.
Example 2.2. Let Ω0k := N
k, Ωk := {(p, q) ∈ Nk × Nk : p ≤ q}, define r, s : Ωk → Ω0k
by r(p, q) := p and s(p, q) := q, define composition by (p, q)(q, r) = (p, r), and define
d : Ωk → Nk by d(p, q) := q − p. Then Ωk is a k-graph with no sources.
For n ∈ (N ∪ {∞})k we denote by Ωk,n the subgraph {(p, q) ∈ Nk × Nk : q ≤ n} of Ωk.
4 AN HUEF, KANG, AND RAEBURN
For 1 ≤ i ≤ k, let Ai be the the matrix in MΛ0(N) with entries Ai(v, w) = |vΛ
eiw|; we
call the Ai the vertex matrices of Λ. Since (AiAj)(v, w) = |vΛ
ei+ejw|, the factorisation
property of Λ implies that AiAj = AjAi, and we define
An :=
k∏
i=1
Anii for n ∈ N
k.
We say that Λ is coordinatewise irreducible if vertex matrix Ai is irreducible for 1 ≤ i ≤ k.
If Λ is coordinatewise irreducible, then [11, Lemma 2.1] implies that the unimodular
Perron-Frobenius eigenvectors of the Ai are all equal, and we call it the common Perron-
Frobenius eigenvector of Λ. We write ρ(Λ) for the vector
(
ρ(A1), . . . , ρ(Ak)
)
.
We visualise k-graphs as coloured graphs, by choosing k different colours c1, . . . , ck, and
viewing paths in Λei as edges of colour ci. (See [26, Chapter 10] for a discussion of how
this relates to the factorisation property, and [9, §3] for details of the relationship between
a k-graph and its underlying coloured graph.) When k = 2, we view edges in Λe1 as blue,
and edges in Λe2 as red.
2.4. The Toeplitz-Cuntz-Krieger C∗-algebra of a k-graph. Let Λ be a finite k-
graph with no sources. For µ, ν ∈ Λ, we write Λmin(µ, ν) for the set of (η, ζ) in Λ×Λ such
that µη = νζ and d(µη) = d(µ) ∨ d(ν). As in [11, 27], a Toeplitz-Cuntz-Krieger Λ-family
consists of partial isometries {Tλ : λ ∈ Λ} such that
(T1) {Tv : v ∈ Λ
0} are mutually orthogonal projections;
(T2) TλTµ = Tλµ whenever s(λ) = r(µ);
(T3) T ∗λTλ = Ts(λ) for all λ ∈ Λ;
(T4) for all v ∈ Λ0 and n ∈ Nk, we have
Tv ≥
∑
λ∈vΛn
TλT
∗
λ ;
(T5) for all µ, ν ∈ Λ, we have
T ∗µTν =
∑
(η,ζ)∈Λmin(µ,ν)
TηT
∗
ζ ,
where by convention the sum over the empty set is 0.
A Toeplitz-Cuntz-Krieger Λ-family is a Cuntz-Krieger Λ-family if in addition we have
(CK) Tv =
∑
λ∈vΛn TλT
∗
λ for all v ∈ Λ
0 and n ∈ Nk.
The Toeplitz algebra T C∗(Λ) of a k-graph Λ is generated by a universal Toeplitz-Cuntz-
Krieger Λ-family {tλ : λ ∈ Λ}, and the standard arguments show that
T C∗(Λ) = span
{
tµt
∗
ν : µ, ν ∈ Λ
}
.
The Cuntz-Krieger algebra C∗(Λ) is the quotient of T C∗(Λ) by the ideal generated by{
tv −
∑
λ∈vΛn
tλt
∗
λ : v ∈ Λ, n ∈ N
k
}
.
The universal property gives a gauge action γ of Tk on T C∗(Λ) such that γz(tλ) = zd(λ)tλ
(using multi-index notation, so that zn =
∏k
i=1 z
ni
i for z = (z1, . . . , zk) ∈ T
k and n ∈ Zk).
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3. Semi-infinite path spaces
Let Λ be a finite k-graph, let n ∈ Nk and consider the graph Ωk,n of Example 2.2.
Then each λ ∈ Λn gives a functor xλ : Ωk,n → Λ, as follows. Take p ≤ q ≤ n, use
the factorisation property to see that there are unique paths λ′ ∈ Λp, λ′′ ∈ Λq−p and
λ′′′ ∈ Λn−q such that λ = λ′λ′′λ′′′, and then define xλ(p, q) := λ(p, q) := λ
′′. The map
λ 7→ xλ is a bijection from Λ
n := d−1(n) onto the set of degree-preserving functors from
Ωk,n to Λ. We use this bijection to identify the two sets, and this identification motivates
the definitions of infinite and semi-infinite paths.
Now let n ∈ (N∪{∞})k. Then we denote by Λn the set of k-graph morphisms from Ωk,n
to Λ. (When n ∈ Nk we had already identified the set of k-graph morphisms from Ωk,n to
Λ with Λn := d−1(n) in the paragraph above.) We write d(x) = n whenever x ∈ Λn. As
usual, we write Λ∞ for the infinite-path space Λ∞,...,∞ and call its elements infinite paths.
We consider the path space
WΛ :=
⋃
n∈(N∪{∞})k
Λn.
For each λ ∈ Λ and finite subset G of s(λ)Λ we write
(3.1) Z(λ) := {x ∈ WΛ : x(0, d(λ)) = λ} and Z(λ \G) := Z(λ) \
(⋃
α∈GZ(λα)
)
.
Theorems 3.1 and 3.2 of [31] show that the Z(λ \ G) form a basis for a locally compact
Hausdorff topology on WΛ (see also [24, §2] and [8, §3]). Webster shows in the proof of
[31, Theorem 3.2] that Z(v) is compact for v ∈ Λ0. Since Λ is finite, WΛ =
⋃
v∈Λ0 Z(v) is
compact. Then we also have:
Lemma 3.1. Let λ ∈ Λ and G be a finite subset of s(λ)Λ. Then Z(λ \G) is compact in
WΛ.
Proof. Since Z(r(λ)) is compact, it suffices to show Z(λ) and Z(λ \ G) are closed. Let
{xn} ⊂ Z(λ) and xn → x. Then xn = λyn for yn ∈ Z(s(λ)). Since Z(s(λ)) is compact,
there is a convergent subsequence yni → y ∈ Z(s(λ)). Now it is easy to see that xni =
λyni → λy. Since WΛ is Hausdorff, x = λy and Z(λ) is closed.
Similarly, let {xn} ⊂ Z(λ \ G) and xn → x. Then xn ∈ Z(λ). Since WΛ is compact,
Z(λ) is closed, and then x ∈ Z(λ). Suppose, by way of contradiction, that x ∈ Z(λα)
for some α ∈ G. Since Z(λα) is open, we have xn ∈ Z(λα) eventually, a contradiction.
Hence Z(λ \G) is closed. 
We consider a nonempty subset K of {1, . . . , k}, and set J := {1, . . . , k} \K. We view
Nk as NJ × NK , and for n ∈ (N ∪ {∞})k, we write n = (nJ , nK) where nJ ∈ (N ∪ {∞})J
and nK ∈ (N ∪ {∞})K. For m ∈ NJ , we define
Λm,∞K :=
{
x ∈ WΛ : d(x)J = m and d(x)K =∞K
}
and ∂KΛ :=
⋃
m∈NJΛ
m,∞K .
We call elements of ∂KΛ semi-infinite paths.
For m ∈ NJ and n ≤ p ∈ NK , we define rn,p : Λm,p → Λm,n by rn,p(λ) = λ(0, (m,n)).
Then the factorisation property implies that for n ≤ p ≤ q ∈ NK we have rn,p ◦ rp,q = rn,q.
So when we view the finite sets Λm,n as topological spaces with the discrete topology,
{Λm,n, rn,p} is an inverse system of compact Hausdorff spaces. Then the inverse limit
lim←−n∈NKΛ
m,n
is a compact Hausdorff space, which we can realise concretely as the subspace of the
product
∏
n∈NK Λ
m,n consisting of the elements {λn}n∈NK satisfying rn,p(λ
p) = λn for
n ≤ p.
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Proposition 3.2. Let m ∈ NJ . For each {λn} ∈ lim←−n∈NK Λ
m,n there is a path xλ ∈ Λm,∞K
such that xλ(0, (m,n)) = λn for all n ∈ NK, and then φ : {λn} 7→ xλ is a homeomorphism
of lim←−n∈NK Λ
m,n onto the subset Λm,∞K of WΛ. In particular, Λ
m,∞K is compact Hausdorff.
For the proof, we need a lemma.
Lemma 3.3. The cylinder sets {Z(λ) ∩ Λm,∞K : λ ∈ Λ, d(λ)J = m} are a basis for the
relative topology on Λm,∞K ⊂ WΛ.
Proof. Suppose that x ∈ Λm,∞K and Z(τ \G) is a basic open neighbourhood of x in WΛ
— in other words, τ ∈ Λ, G is a finite subset of s(τ)Λ, and
x ∈ Z(τ \G) = Z(τ) \
(⋃
α∈GZ(τα)
)
.
We have to find λ ∈ Λ such that d(λ)J = m, x ∈ Z(λ) and
(3.2) Z(λ) ∩ Λm,∞K ⊂ Z(τ) \
(⋃
α∈GZ(τα)
)
.
We note first that x ∈ Z(τ) implies that d(τ)J ≤ m. Next, we observe that
Λm,∞K ∩ Z(τα) 6= ∅ =⇒ d(τα)J ≤ m.
Now we take
n =
(∨
α∈G, d(τα)J≤m
d(τα)K
)
∨ d(τ)K .
Then since x /∈ Z(τα) for all α ∈ G, we have
x ∈ Z(x(0, (m,n))) ∩ Λm,∞K ⊂ Z(τ) \
(⋃
α∈GZ(τα)
)
,
as required. 
Proof of Proposition 3.2. The existence of xλ is established as in [17, Remarks 2.2] (which
covers the case J = ∅). The factorisation property implies that for every x ∈ Λm,∞K ,
{λn} = {x(0, (m,n))} belongs to lim
←−n∈NK
Λm,n, and that x 7→ {x(0, (m,n))} is a set-
theoretic inverse for φ.
Let σ ∈ Λ such that d(σ)J = m. Then φ
−1(Z(σ)) is the intersection of lim
←−n∈NK
Λm,n
with the product set{
{µn} ∈
∏
n∈NK
Λm,n : µn = σ(0, (m,n)) for n ≤ d(σ)K
}
,
and is therefore open in lim
←−n∈NK
Λm,n. Since {Z(σ) ∩ Λm,∞K : d(σ)J = m} is a basis for
the topology on Λm,∞K by Lemma 3.3, it follows that φ is continuous. Since the inverse
limit is compact and WΛ is Hausdorff [31, Theorem 3.2], φ is a homeomorphism onto its
range Λm,∞K . Since lim←−n∈NK Λ
m,n is compact so is Λm,∞K . 
Next we build a Toeplitz-Cuntz-Krieger Λ-family {Tλ : λ ∈ Λ} on ℓ
2(∂KΛ), and then the
universal property of T C∗(Λ) gives a representation πT : T C
∗(Λ) → B(ℓ2(∂KΛ)). Since
πT depends on the partition {1, . . . , k} = J ⊔K, we denote it by π
K , and we call it the
semi-infinite path representation for K. We prove that πK factors through the quotient
of T C∗(Λ) by the ideal IK generated by{
tv −
∑
e∈vΛei
tet
∗
e : v ∈ Λ
0, i ∈ K
}
.
Remark 3.4. The quotient T C∗(Λ)/IK is an interesting example of the relative Cuntz-
Krieger algebras C∗(Λ; E) of [29, §3], and πK is one of the boundary-path representations
in that paper. Since this last observation can only be directed to those familiar with [29],
we have put the details in Appendix A.
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Proposition 3.5. Let Λ be a finite k-graph with no sources. Let J ⊔K be a nontrivial
partition of {1, . . . , k}. Let {ξm,x : m ∈ NJ , x ∈ Λm,∞K} be the usual orthonormal basis of
point masses in
ℓ2(∂KΛ) =
⊕
m∈NJ
ℓ2(Λm,∞K).
For λ ∈ Λ, let Tλ be the operator on ℓ
2(∂KΛ) such that
Tλξm,x =
{
ξm+d(λ)J ,λx if s(λ) = r(x)
0 otherwise.
Then {Tλ : λ ∈ Λ} is a Toeplitz-Cuntz-Krieger Λ-family such that∑
e∈vΛei
TeT
∗
e = Tv for v ∈ Λ
0 and i ∈ K.
Proof. Let λ ∈ Λ. Then the adjoint T ∗λ is characterised by
T ∗λξm,x =
{
ξm−d(λ)J ,x(d(λ),∞) if x(0, d(λ)) = λ and m ≥ d(λ)J
0 otherwise.
Now it is easy to see that TλT
∗
λTλ = Tλ, so Tλ is a partial isometry. Let v, w ∈ Λ
0. Then
Tv is the projection onto span{ξm,x : x ∈ ∂
KΛ, r(x) = v}, and TvTw = 0 unless v = w.
Thus {Tv : v ∈ Λ
0} is a set of mutually orthogonal projections, and we have proved (T1).
For (T2), fix λ, µ ∈ Λ with s(λ) = r(µ). Then
TλTµξm,x =
{
Tλξm+d(µ)J ,µx if s(µ) = r(x)
0 otherwise
=
{
ξm+d(µ)J+d(λ)J ,λµx if s(µ) = r(x)
0 otherwise
= Tλµξm,x,
since d(λ)J + d(µ)J = d(λµ)J . To see (T3), take λ ∈ Λ. Then
T ∗λTλξm,x =
{
T ∗λξm+d(λ)J ,λx if s(λ) = r(x)
0 otherwise
=
{
ξm,x if s(λ) = r(x)
0 otherwise
= Ts(λ)ξm,x.
We want to use (T5) to prove (T4), so we next establish (T5). Let µ, ν ∈ Λ and
ξm,x, ξn,y ∈ ℓ
2(∂KΛ). We will show that
(3.3) (T ∗µTνξm,x | ξn,y) =
( ∑
(η,ζ)∈Λmin(µ,ν)
TηT
∗
ζ ξm,x
∣∣ ξn,y).
We consider three cases. First, suppose that Λmin(µ, ν) = ∅. Then µx 6= νy and
(T ∗µTνξm,x | ξn,y) = (Tνξm,x | Tµξn,y) = (ξm+d(ν)J ,νx | ξn+d(µ)J ,µy) = 0.
The empty sum on the right-hand-side of (3.3) is by definition zero, and hence (3.3) holds
in this first case.
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Second, suppose that Λmin(µ, ν) 6= ∅ and (T ∗µTνξm,x | ξn,y) 6= 0. Then
0 6= (T ∗µTνξm,x | ξn,y) = (Tνξm,x | Tµξn,y) = (ξm+d(ν)J ,νx | ξn+d(µ)J ,µy).
Thus ξm+d(ν)J ,νx = ξn+d(µ)J ,µy and (T
∗
µTνξm,x | ξn,y) = 1. To see that( ∑
(η,ζ)∈Λmin(µ,ν)
TηT
∗
ζ ξm,x | ξn,y
)
= 1,
we will find (σ, τ) ∈ Λmin(µ, ν) such that (TσT
∗
τ ξm,x | ξn,y) = 1; this suffices because
then T ∗ζ ξm,x = 0 and T
∗
η ξn,y = 0 for every other (η, ζ) ∈ Λ
min(µ, ν). Since ξm+d(ν)J ,νx =
ξn+d(µ)J ,µy, we have
m+ d(ν)J = n+ d(µ)J , νx = µy, r(x) = s(ν) and r(y) = s(µ).
Let σ = y(0, d(µ) ∨ d(ν)− d(µ)) and τ = x(0, d(µ) ∨ d(ν)− d(ν)). Then
µσ = (µy)(0, d(µ) ∨ d(ν)) = (νx)(0, d(µ) ∨ d(ν)) = ντ.
So (σ, τ) ∈ Λmin(µ, ν). Then x = τx′ and y = σy′ for some x′, y′. But ντx′ = νx = µy =
µσy′ and ντ = µσ, so x′ = y′. Also m + d(ν)J = n + d(µ)J and ντ = µσ imply that
m− d(τ)J = n− d(σ)J . So we have
(TσT
∗
τ ξm,x | ξn,y) = (T
∗
τ ξm,x | T
∗
σ ξn,y)
= (ξm−d(τ)J ,x(d(τ),∞) | ξn−d(σ)J ,y(d(σ),∞))
= (ξm−d(τ)J ,x′ | ξn−d(σ)J ,y′) = 1,
as required.
Third, suppose that Λmin(µ, ν) 6= ∅ and (T ∗µTνξm,x | ξn,y) = 0. We argue by con-
tradiction. Suppose that the right-hand-side of (3.3) is not zero. Then there exists
(σ, τ) ∈ Λmin(µ, ν) such that (TσT
∗
τ ξm,x | ξn,y) 6= 0. This implies that
0 6= (T ∗τ ξm,x | T
∗
σ ξn,y) = (ξm−d(τ)J ,x(d(τ),∞) | ξn−d(σ)J ,y(d(σ),∞)).
So ξm−d(τ)J ,x(d(τ),∞) = ξn−d(σ)J ,y(d(σ),∞), m − d(τ)J = n − d(σ)J , and there exists a semi-
infinite path x′ such that x = τx′ and y = σx′. Since µσ = ντ , we get νx = ντx′ =
µσx′ = µy. Also m − d(τ)J = n − d(σ)J implies that m+ d(ν)J = n + d(µ)J . Therefore
(ξm+d(ν)J ,νx | ξn+d(µ)J ,µy) = 1, which contradicts (T
∗
µTνξm,x | ξn,y) = 0. Thus we have
proved our third case, and we have verified that (T5) holds.
To see (T4), let v ∈ Λ0 and n ∈ Nk. Let λ, µ ∈ vΛn such that λ 6= µ. Since λ and µ
have the same degree they cannot have a common extension, and hence Λmin(λ, µ) = ∅.
Then (T5) forces Tλ(T
∗
λTµ)T
∗
µ = 0. By (T2), TvTλT
∗
λ = TλT
∗
λ , that is, Tv ≥ TλT
∗
λ . Thus
Tv ≥
∑
λ∈vΛn TλT
∗
λ which is (T4). We have now shown that {Tλ : λ ∈ Λ} is a Toeplitz-
Cuntz-Krieger Λ-family.
Finally, let v ∈ Λ0, i ∈ K and x ∈ ∂KΛ. Let e ∈ vΛei. If r(x) 6= v, then TeT
∗
e ξm,x =
0 = Tvξm,x, and hence (
∑
f∈vΛei TfT
∗
f )ξm,x = 0 = Tvξm,x. So suppose r(x) = v. Since
d(e)J = 0,
TeT
∗
e ξm,x =
{
Teξm,x(d(e),∞) if x(0, ei) = e
0 otherwise
=
{
ξm,x if x(0, ei) = e
0 otherwise.
Since d(x)i = ∞ we have TeT
∗
e ξm,x = ξm,x for exactly one edge e = x(0, ei), and hence(∑
f∈vΛei TfT
∗
f
)
ξm,x = Tvξm,x. Thus
∑
f∈vΛei TfT
∗
f = Tv, and we are done. 
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4. KMS states on Toeplitz algebras
For r ∈ (0,∞)k, define αr : R→ Aut T C∗(Λ) in terms of the gauge action by αrt = γeitr .
Then for µ, ν ∈ Λ,
αrt (tµt
∗
ν) = e
itr·(d(µ)−d(ν))tµt
∗
ν
is the restriction of the analytic function z 7→ eizr·(d(µ)−d(ν))tµt
∗
ν . Thus to see that a state
is a KMSβ state for (T C
∗(Λ), αr), it suffices to check the KMS condition on pairs of
elements of the form tµt
∗
ν .
The following result is an improvement on [11, Corollary 4.3], which requires Λ to be
coordinatewise irreducible.
Proposition 4.1. Let Λ be a finite k-graph with no sources, and suppose that all the
coordinate graphs (Λ0,Λei, r, s) have cycles. Let r ∈ (0,∞)k and β ∈ [0,∞). If there is a
KMSβ state of (T C
∗(Λ), αr), then βri ≥ ln ρ(Ai) for 1 ≤ i ≤ k.
Proof. Suppose that φ is a KMSβ state of (T C
∗(Λ), αr), and fix i. Since (Λ0,Λei, r, s)
is not a cycle, there is a strongly connected component C of this coordinate graph such
that the C × C block AC of Ai has ρ(AC) = ρ(Ai) > 0. (To see this, consider a Seneta
decomposition of Ai, as described in [12, §2.3].) Then AC is irreducible, and the directed
graph EC = (Λ
0, CΛeiC, r, s) is strongly connected with vertex matrix AC . The set
{tv : v ∈ C} ∪ {te : e ∈ CΛ
eiC} is a Toeplitz-Cuntz-Krieger EC-family in T C
∗(Λ), and
hence there is a homomorphism π of T C∗(EC) into T C
∗(Λ) such that π(se) = te for all
e ∈ CΛeiC. This homomorphism is equivariant for the action α studied in [10] and the
action α′ on T C∗(Λ) defined by α′t = α
r
r−1i t
. Lemma 2.1 implies that φ is a KMSriβ state
of (T C∗(Λ), α′). Thus π ◦ φ is a KMSriβ state of (T C
∗(EC), α), and since EC is strongly
connected, it follows from [10, Theorem 4.3(c)] that riβ ≥ ln ρ(AC) = ln ρ(Ai). 
When β is strictly larger than all the numbers r−1i ln ρ(Ai), Theorem 6.1 of [11] gives
a (|Λ0| − 1)-dimensional simplex of KMSβ states of (T C
∗(Λ), αr). When β is strictly less
than any of the r−1i ln ρ(Ai), Proposition 4.1 implies that there are no KMSβ states at all.
So the behaviour of the KMSβ states changes dramatically as the inverse temperature β
passes through the value
βc := max
i
{r−1i ln ρ(Ai)};
we call βc the critical inverse temperature. In this paper, we are interested in what happens
at β = βc.
Recall from Lemma 2.1 that scaling the time t does not effectively change the behaviour
of KMS states. So in our case, replacing the vector r by a scalar multiple will not change
things significantly. We choose to use the unique multiple that has
(4.1) βc = max
i
{r−1i ln ρ(Ai)} = 1,
and then we are interested in the KMS1 states. To emphasise: even if we forget to say
so locally, the restriction (4.1) is in force throughout the rest of the paper. Thus we
have ri = ln ρ(Ai) for i in some nonempty subset K of {1, . . . , k}, and ri > ln ρ(Ai) for
i ∈ J := {1, . . . , k} \K. For the preferred dynamics studied in [11, §7] and [13], we have
K = {1, . . . , k}, but here we are thinking primarily about the case where K is a proper
subset of {1, . . . , k}.
Proposition 4.2. Suppose that Λ is a finite k-graph with no sources, and that r ∈ (0,∞)k.
We suppose that ri ≥ ln ρ(Ai) for all i, and that
(4.2) K :=
{
i ∈ {1, . . . , k} : ri = ln ρ(Ai)
}
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is nonempty.
(a) There exist KMS1 states of (T C
∗(Λ), αr).
(b) Every KMS1 state of (T C
∗(Λ), αr) factors through the ideal generated by{
tv −
∑
e∈vΛei
tet
∗
e : v ∈ Λ
0, i ∈ K,Ai is irreducible
}
.
(c) Suppose that the coordinates of r are rationally independent and that there exists
i ∈ K such that Ai is irreducible. Let κ be the unimodular Perron-Frobenius
eigenvector of Ai. Then there is a unique KMS1 state φ of (T C
∗(Λ), αr), and
φ(tµt
∗
ν) = δµ,νe
−r·d(µ)κs(µ) for µ, ν ∈ Λ.
Proof. Choose a decreasing sequence {βn} ⊂ (1,∞) such that βn → 1. Since βn > 1 ≥
r−1i ln ρ(Ai) for all i, [11, Theorem 6.1] implies that there is at least one KMSβn state φn
of (T C∗(Λ), αr). Since the state space of T C∗(Λ) is weak∗ compact, we may assume by
passing to a subsequence that φn → φ. Then φ is a KMS1 state of (T C
∗(Λ), αr) by [2,
Proposition 5.3.23]. This gives (a).
For (b), suppose i ∈ K and Ai is irreducible. Let φ be a KMS1 state, and for v ∈ Λ
0,
set mφv = φ(tv). Then [11, Proposition 4.1] implies that m
φ ∈ [0, 1]Λ
0
is a probability
measure on Λ0 such that (1−e−riAi)m
φ ≥ 0. Since ri = ln ρ(Ai), we get Aim
φ ≤ erimφ =
ρ(Ai)m
φ. Since Ai is irreducible and ρ(Ai) is the Perron-Frobenius eigenvalue of Ai, the
subinvariance theorem [30, Theorem 1.6] implies that Aim
φ = ρ(Ai)m
φ. Thus mφ is the
unimodular Perron-Frobenius eigenvector of Ai. Now
φ
( ∑
e∈vΛei
tet
∗
e
)
=
∑
e∈vΛei
e−riφ(ts(e)) = ρ(Ai)
−1
∑
w∈Λ0
|vΛeiw|φ(tw)
= ρ(Ai)
−1(Aim
φ)v = m
φ
v = φ(tv),
and (b) follows from the general lemma [10, Lemma 2.2].
For (c), suppose φ and ψ are KMS1 states. Let i ∈ K such that Ai is irreducible. The
argument of (b) then implies that mφ = mψ is the unimodular Perron-Frobenius eigen-
vector κ of Ai. Since r has rationally independent coordinates, [11, Proposition 3.1(b)]
says that for all µ, ν ∈ Λ, we have
φ(tµt
∗
ν) = δµ,νe
−r·d(µ)φ(ts(µ)) = δµ,νe
−r·d(µ)κs(µ) = ψ(tµt
∗
ν),
which implies that φ = ψ. 
Remark 4.3. Above the critical inverse temperature, it is quite easy to find a spatial
implementation of the sort we seek using the calculations in [11]. To see this, suppose
that Λ is a finite k-graph with no sources and β > βc = 1. Let (T,Q) be the path
representation of Λ on ℓ2(Λ) described at the end of [11, §2.2], and πT,Q the corresponding
representation of T C∗(Λ). Write {hλ : λ ∈ Λ} for the usual orthonormal basis of ℓ
2(Λ).
Then [11, Theorem 6.1] describes the KMSβ states of (T C
∗(Λ), αr), as follows: associated
to each ǫ ∈ [0,∞)Λ
0
satisfying a constraint ǫ · y = 1, there is a KMSβ state φǫ such that
φǫ(a) =
∑
λ∈Λ
(πT,Q(a)hλ | hλ)e
−βr·d(λ)ǫs(λ).
(See [11, page 279], where the weight e−βr·d(λ)ǫs(λ) was denoted ∆λ.) We now define a
measure νβ on Λ by νβ({λ}) = e
−βr·d(λ)ǫs(λ). Since φǫ(1) = 1, νβ is a probability measure,
and then
(4.3) φǫ(a) =
∫
Λ
(πT,Q(a)hλ | hλ) dνβ(λ).
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Remark 4.4. The spatial realisation (4.3) breaks down at β = βc. We illustrate the
problems by considering the case k = 1. For this brief discussion, we resume the notation
of [10], where the dynamics is normalised to give βc = ln ρ(A). As β decreases to βc, the
factor e−β|λ| converges to ρ(A)−|λ|, so at first sight the measures νβ converge. However,
the constraint ǫ · y = 1 involves the vector y of [10, Theorem 3.1(a)], which depends on
β. In particular, the ǫ which is a multiple of the point mass δv is y
−1
v δv. The argument in
the first paragraph of the proof of [10, Theorem 3.1(a)], and in particular the calculation
(3.2), shows that the convergence of the series defining yv is equivalent to that of the
series
∑∞
n=0 e
−βnAn. But this series does not converge for β = ln ρ(A): if it did, it would
give an inverse for 1 − ρ(A)−1A, which is not invertible because ρ(A) is an eigenvalue of
A (by Perron-Frobenius theory1). So there is no multiple of δv to which we can apply [10,
Theorem 3.1(b)].
Geometrically, the simplex Σβ shrinks towards the origin as β → βc, and hence the
measures νβ satisfy νβ({λ})→ 0 for each fixed λ. So as β → βc, the mass distribution of
the probability measure νβ is spreading out.
We can still get a KMSβc state of T C
∗(E) by taking limits of KMSβ states as β → βc+,
but this state is not spatially realisable on ℓ2(E∗). Indeed, if A is irreducible, this state
factors through the quotient map T C∗(E) → C∗(E) [10, Theorem 4.3], and the usual
faithful representation of C∗(E) is on the infinite-path space ℓ2(E∞). (The case k = 1
is different from k > 1: the spectrum of the commutative subalgebra D discussed in the
introduction is E∗ ∪ E∞ [32].)
5. A spatial realisation of a KMS state
We summarise our main results as follows. The map Φγ appearing in (5.3) is the
expectation of T C∗(Λ) onto the fixed-point algebra T C∗(Λ)γ obtained by averaging over
the gauge action γ of Tk.
Theorem 5.1. Let Λ be a finite coordinatewise-irreducible k-graph with no sources, and
let κ be the common unimodular Perron-Frobenius eigenvector of the vertex matrices Ai.
Let J ⊔K be a nontrivial partition of {1, . . . , k}, and suppose that r ∈ (0,∞)k satisfies
rj > ln ρ(Aj) for j ∈ J and ri = ln ρ(Ai) for i ∈ K.
Set CJ :=
∏
j∈J(1− e
−rjρ(Aj)).
(a) For each m ∈ NJ there is a measure νm on Λm,∞K such that, for n ∈ NK and
λ ∈ Λm,n,
(5.1) νm(Z(λ) ∩ Λm,∞K) = e−r·d(λ)CJκs(λ) = e
−r·(m,n)CJκs(λ).
(b) Let m ∈ NJ , n ∈ NK and λ ∈ Λm,n. Then
(5.2)
∑
l∈NJ
νl(Z(λ) ∩ Λl,∞K) =
∑
l≥m
νl(Z(λ) ∩ Λl,∞K) = e−r·d(λ)κs(λ).
(c) Let πK : T C∗(Λ) → B(ℓ2(∂KΛ)) be the semi-infinite path representation of §3.
Then there is a bounded functional φ on T C∗(Λ) such that
(5.3) φ(a) :=
∑
m∈NJ
∫
(πK(Φγ(a))ξm,x | ξm,x) dν
m(x) for a ≥ 0,
and φ is a KMS1 state of (T C
∗(Λ), αr) satisfying
(5.4) φ(tσt
∗
τ ) = δσ,τe
−r·d(σ)κs(σ) for σ, τ ∈ Λ.
1Applied to an irreducible block of A if A is not itself irreducible.
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The state φ factors through the quotient by the ideal generated by{
tv −
∑
e∈vΛei
tet
∗
e : v ∈ Λ
0, i ∈ K
}
,
and we have φ(tv −
∑
e∈vΛej tet
∗
e) 6= 0 for all j ∈ J and v ∈ Λ
0.
(d) If r has rationally independent coordinates, then the state φ of (c) is the only
KMS1 state of (T C
∗(Λ), αr).
Before we start the proof of Theorem 5.1, we prove a couple of lemmas. The next lemma
describes a standard construction of measures on inverse limits. It is a mild generalisation
of [1, Lemma 6.1] (where the partially ordered set is N and the measures are probability
measures), and the proof given there carries over.
Lemma 5.2. Let I be a directed partially ordered set with smallest element 0. For i, j ∈ I
let Xi be a compact space and rij : Xj → Xi be a surjection. Let (X∞, πi) be the inverse
limit of the system ({Xi}, {rij})i,j∈I. Suppose that we have Borel measures µi on Xi such
that µ0 is finite and∫
(f ◦ rij) dµj =
∫
f dµi for i ≤ j and f ∈ C(Xi).
Then there is a unique finite Borel measure µ on X∞ such that∫
f ◦ πi dµ =
∫
f dµi for f ∈ C(Xi).
Lemma 5.3. Let Λ be a finite k-graph with no sources and J⊔K be a nontrivial partition
of {1, . . . , k}. Let πK be the semi-infinite path representation of T C∗(Λ) from §3. Let
σ, τ ∈ Λ and m ∈ NJ . Then for x ∈ Λm,∞K , we have(
πK(tσt
∗
τ )ξm,x | ξm,x
)
= δd(τ)J ,d(σ)JχZ(τ)∩Z(σ)∩Λm,∞K (x).
Let f : ∂KΛ → R be the function defined by f(x) = (πK(tσt∗τ )ξm,x | ξm,x) for x ∈ Λ
m,∞K .
Then f is Borel and its restriction to Λm,∞K is continuous.
Proof. Let x ∈ Λm,∞K . Then
(πK(tσt
∗
τ )ξm,x | ξm,x) = (T
∗
τ ξm,x | T
∗
σ ξm,x)
= (ξm−d(τ)J ,x(d(τ),∞) | ξm−d(σ)J ,x(d(σ),∞))
=
{
1 if d(τ)J = d(σ)J and x ∈ Z(τ) ∩ Z(σ) ∩ Λ
m,∞K
0 otherwise.
= δd(τ)J ,d(σ)JχZ(τ)∩Z(σ)∩Λm,∞K (x).
So either f = 0 or f is the characteristic function of the Borel set Z(τ) ∩Z(σ) ∩ ∂KΛ. In
either case, f is Borel.
By Proposition 3.2, Λm,∞K is compact. Since Z(τ) ∩ Z(σ) is compact and open in
WΛ by Lemma 3.1, its intersection with the compact set Λ
m,∞K is compact and open in
Λm,∞K . So the restriction of f to Λm,∞K is continuous. 
Proof of Theorem 5.1. We construct the measure νm using Lemma 5.2. For n ∈ NK , we
give Λm,n the discrete topology, and let νm,n be the measure on Λm,n such that
νm,n({λ}) = e−r·(m,n)CJκs(λ) for λ ∈ Λ
m,n.
For p, n ∈ NK such that p ≥ n, we define rn,p : Λm,p → Λm,n by rn,p(λ) = λ(0, (m,n));
since Λ has no sources, each rn,p is a surjection.
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We claim that
∫
f ◦ rn,p dν
m,p =
∫
f dνm,n for all f ∈ C(Λm,n). Since the characteristic
functions of singletons span C(Λm,n), it suffices to consider f = χ{λ}. A quick calculation
shows that
χ{λ} ◦ rn,p =
∑
α∈s(λ)Λ0,p−n
χ{λα},
and hence∫
χ{λ} ◦ rn,p dν
m,p =
∑
α∈s(λ)Λ0,p−n
νm,p({λα})(5.5)
= e−r·(m,p)CJ
∑
w∈Λ0
A(0,p−n)(s(λ), w)κw
= e−r·(m,p)CJρ(Λ)
(0,p−n)κs(λ)
= e−r·(m,p)er·(0,p−n)CJκs(λ) (since e
ri = ρ(Ai) for i ∈ K)
= e−r·(m,n)CJκs(λ)
=
∫
χ{λ} dν
m,n,
as claimed.
Since Λm,0 is finite, νm,0 is trivially a finite measure, and Lemma 5.2 gives a unique
measure νm on Λm,∞K such that, for λ ∈ Λm,n,
νm(Z(λ) ∩ Λm,∞K) =
∫
χ{λ} ◦ πn dν
m =
∫
χ{λ} dν
m,n
= νm,n({λ}) = e−r·d(λ)CJκs(λ),
and we have proved (a).
For (b), we fix m ∈ NJ , n ∈ NK and λ ∈ Λm,n. We first observe that for l ∈ NJ , we
have
Z(λ) ∩ Λl,∞K 6= ∅ =⇒ l ≥ m in NJ ,
and this immediately implies the first equality in (5.2). So we suppose that l ≥ m in NJ .
Then repeating the first few steps in the calculation (5.5) gives
νl(Z(λ) ∩ Λl,∞K) =
∑
α∈s(λ)Λl−m,0
νl(Z(λα) ∩ Λl,∞K)(5.6)
= e−r·(l,n)CJ
(
A(l−m,0)κ
)
s(λ)
= e−r·(l,n)CJρ(Λ)
(l−m,0)κs(λ).
Summing over l ∈ NJ , writing l = m+ p and remembering that e−rjρ(Aj) < 1 for j ∈ J
gives ∑
l∈NJ
νl(Z(λ) ∩ Λl,∞K) = e−r·(m,n)CJ
( ∑
p∈NJ
e−r·(p,0)ρ(Λ)(p,0)
)
κs(λ)
= e−r·d(λ)CJ
(∏
j∈J
(1− e−rjρ(Aj))
−1
)
κs(λ)
= e−r·d(λ)κs(λ).
This gives (b).
14 AN HUEF, KANG, AND RAEBURN
For (c), we consider a ∈ T C∗(Λ). Lemma 5.3 implies that x 7→ (πK(a)ξm,x | ξm,x) is
continuous on Λm,∞K , so the integrals make sense, and we next have to show that the
sum on the right-hand side of (5.3) converges absolutely. For m ∈ NJ we compute
νm(Λm,∞K) =
∑
λ∈Λm,0
νm(Z(λ) ∩ Λm,∞K)
using (5.6) with l = m as well as the techniques of (5.6), finding that
νm(Λm,∞K) = e−r·(m,0)ρ(Λ)(m,0)CJ .
Since j ∈ J implies 1 > e−rjrho(Aj) we get
∑
m∈NJ e
−r·(m,0)ρ(Λ)(m,0)CJ = 1. Since the
integrands all have absolute value at most ‖a‖, the series in (5.3) converges absolutely,
with sum at most ‖a‖. So there is a functional φ satisfying (5.3), and this functional has
norm at most one. For a ≥ 0 all the summands in (5.3) are non-negative, and hence φ is
positive. Equation (5.2) implies that φ(1) = 1, and hence φ is a state.
Next we show that φ satisfies (5.4). Fix σ ∈ Λ and x ∈ Λm,∞K . If m ≥ d(σ)J , then
Lemma 5.3 gives
(πK(tσt
∗
σ)ξm,x | ξm,x) = χZ(σ)∩Λm,∞K (x);
otherwise, it is 0. Thus (b) gives half of (5.4):
φ(tσt
∗
σ) =
∑
m≥d(σ)J
νm(Z(σ) ∩ Λm,∞K) = e−r·d(σ)κs(σ).
Now take a pair σ, τ ∈ Λ. If d(σ) 6= d(τ), then Φγ(tσt
∗
τ ) = 0 and φ(tσt
∗
τ ) = 0. So suppose
that d(σ) = d(τ), σ 6= τ and φ(tσt
∗
τ ) 6= 0. Then there exists m ∈ N
J and x ∈ Λm,∞K such
that (
πK(tσt
∗
τ )ξm,x | ξm,x
)
=
(
πK(tτ )
∗ξm,x | π
K(tσ)
∗ξm,x
)
6= 0.
But then there exists y such that x = σy = τy and σ = x(0, d(σ)) = x(0, d(τ)) = τ . This
gives the other half of (5.4).
In view of (5.4), it follows from [11, Proposition 3.1(b)] that φ is a KMS1 state and
hence that φ is a KMS1 state of (T C
∗(Λ), α). Since Λ is coordinatewise irreducible, all the
Ai are irreducible, and with K = {i}, Proposition 4.2(b) implies that φ factors through
the ideal generated by {tv −
∑
e∈vΛei tet
∗
e : v ∈ Λ
0}.
To complete the proof of part (c), we take v ∈ Λ0 and j ∈ J , and consider the value of
φ on the projection tv −
∑
e∈vΛej tet
∗
e. We compute, using (5.2) and (5.4),
φ
(
tv −
∑
e∈vΛej
tet
∗
e
)
= φ(tv)−
∑
e∈vΛej
φ(tet
∗
e)
=
∑
m∈NJ
νm(Z(v) ∩ Λm,∞K)−
∑
e∈vΛej
∑
m≥ej
νm(Z(e) ∩ Λm,∞K )
=
∑
m∈NJ ,mj=0
νm(Z(v) ∩ Λm,∞K) +
∑
m∈NJ ,m≥ej
νm(Z(v) ∩ Λm,∞K)
−
∑
e∈vΛej
∑
m≥ej
νm(Z(e) ∩ Λm,∞K)
=
∑
m∈NJ ,mj=0
νm(Z(v) ∩ Λm,∞K)
≥ ν0(Z(v) ∩ Λ0,∞K)
= CJκv by (5.1).
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Since κ is the common Perron-Frobenius eigenvector for the Ai, it has positive entries,
and (c) follows.
Item (d) follows from Proposition 4.2(c). 
Corollary 5.4. Let φ be the KMS1 state of (T C
∗(Λ), αr) from Theorem 5.1(c). Then
there is a probability measure µ on ∂KΛ =
⋃
m∈NJ Λ
m,∞K such that
(5.7) φ(a) =
∫ (
πK(Φγ(a))ξm,x | ξm,x
)
dµ(x) for a ∈ T C∗(Λ).
In particular, for σ ∈ Λm,n we have
(5.8) φ(tσt
∗
σ) = µ(Z(σ) ∩ ∂
KΛ).
Proof. By Theorem 5.1(a), for m ∈ NJ we have finite Borel measures νm on Λm,∞K which
we can view as measures on ∂KΛ =
⋃
m∈NJ Λ
m,∞K with support in Λm,∞K . Then by
Theorem 5.1(b) we have∑
m∈NJ
νm(∂KΛ) =
∑
m∈NJ
νm(Λm,∞K) =
∑
m∈NJ
∑
v∈Λ0
νm(Z(v) ∩ Λm,∞K)(5.9)
=
∑
v∈Λ0
∑
m∈NJ
νm(Z(v) ∩ Λm,∞K) (by Tonelli’s Theorem)
=
∑
v∈Λ0
κv = 1.
Since we are viewing the νm as measures on ∂KΛ, they define the functionals on C(∂KΛ)
with norm ‖νm‖ = νm(∂KΛ). Thus (5.9) implies that the series
∑
m∈NJ ν
m converges in
C(∂KΛ)∗ to a positive functional on C(∂KΛ) of norm 1, which by the Riesz representation
theorem is given by a probability measure µ on ∂KΛ. Then for f ∈ C(∂KΛ), we have
(5.10)
∫
f dµ =
∑
m∈NJ
∫
f dνm.
Let σ, τ ∈ Λ. Then Lemma 5.3 shows that x 7→ (πK(tσt
∗
τ )ξm,x | ξm,x) is Borel on ∂
KΛ, and
hence it is µ-measurable. Then (5.10) and the formula for φ in (5.3) give∫ (
πK(tσt
∗
τ )ξm,x | ξm,x
)
dµ(x) =
∑
m∈NJ
∫ (
πK(tσt
∗
τ )ξm,x | ξm,x
)
dνm(x) = φ(tσt
∗
τ ).
Now (5.7) follows by continuity and (5.8) follows by taking σ = τ . 
Remark 5.5. Our proof uses that K is not all of {1, . . . , k}, so that J is nonempty. A
similar result for the case J = ∅ is proved in [13, Proposition 10.2]. However, it is easier
to construct the measure when J = ∅, because then we can view Λ∞ as the inverse limit
lim
←−n∈Nk
Λn of the finite path spaces (see the proof of [13, Proposition 8.1]). Note that [13,
Proposition 10.2] applies to a broader class of graphs.
Remark 5.6. Theorem 7.1 of [13] says that the KMS1 state is unique if and only if the
graph is aperiodic. At least for graphs with one vertex, the “rationally independent”
hypothesis in Theorem 5.1(d) is linked to aperiodicity. If Λ has one vertex, N1 blue edges
and N2 red edges, and if lnN1/ lnN2 is irrational, then Λ is aperiodic [5, Corollary 3.2].
However, even if lnN1/ lnN2 is rational, then Λ can be aperiodic. There is a detailed
discussion of this question in [5], and a necessary and sufficient condition is described in
[5, Theorem 3.1]. (The proof of this in [5] is algebraic: when |Λ0| = 1, the path space Λ
is a semigroup, and one can study the graph by studying the algebraic properties of this
semigroup. There is an alternative graph-based proof in the appendix to [3].)
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6. Better results for 2-graphs
The formula (5.3) for the KMS state φ in Theorem 5.1 involves the expectation Φγ onto
the core T C∗(Λ)γ. It did not appear in the corresponding formula in [13, Proposition 10.2],
so one naturally wonders whether it is necessary here. We have been able to answer this
when |K| = 1: formula (6.2) implies that ψ is the state φ of Theorem 5.1. (Of course,
this is the only nontrivial possibility for K when k = 2.) For |K| ≥ 2, the state ψ is
not necessarily supported on the diagonal span{tλt
∗
λ}, and hence need not be the state in
Theorem 5.1 (see Remark 6.2).
Proposition 6.1. Resume the notation of Theorem 5.1, and suppose in addition that
K = {i} and that the directed graph (Λ0,Λei, r, s) is not a cycle. Then there is a bounded
functional ψ on T C∗(Λ) such that
(6.1) ψ(a) :=
∑
m∈NJ
∫
Λm,∞K
(
πK(a)ξm,x | ξm,x
)
dνm(x) for a ≥ 0,
and ψ is a KMS1 state of (T C
∗(Λ), αr) satisfying
(6.2) ψ(tσt
∗
τ ) = δσ,τe
−r·d(σ)κs(σ) for σ, τ ∈ Λ.
The state ψ factors through the quotient by the ideal generated by tv −
∑
e∈vΛei tet
∗
e, and
we have ψ
(
tv −
∑
e∈vΛej tet
∗
e
)
6= 0 for all j ∈ J and v ∈ Λ0.
Proof. The first two paragraphs of the proof of Theorem 5.1(c) apply almost verbatim.
For the other half of (6.2), we fix τ 6= σ ∈ Λ, and aim to get an estimate for ψ(tσt
∗
τ ). First
we have to look at the integrands. For a of the form tσt
∗
τ they all take only the values 0
and 1. We need to fix m and look at the semi-infinite paths x ∈ Λm,∞K such that(
πK(tσt
∗
τ )ξm,x | ξm,x
)
=
(
ξm−d(τ)J ,x(d(τ),∞) | ξm−d(σ)J ,x(d(σ),∞)
)
= 1.
If x is such a path, then d(τ)J = d(σ)J ≤ m, and there is a semi-infinite path y such that
x = τy = σy. Say d(τ) = (d(τ)J , n) and d(σ) = (d(τ)J , p) for some n, p ∈ NK . We cannot
have p = n, because then d(τ) = d(σ) and σy = τy imply σ = τ . Since |K| = 1, NK ∼= N
is totally ordered, so we may suppose that p > n (otherwise swap p and n). Then σy = τy
implies that σ(0, (d(τ)J , n)) = τ . So σy = τλy where λ = σ((d(τ)J , n), (d(τ)J , p)).
Thus y = λy, and y = λλy. By induction we have y = λNy for all N ≥ 1, and
x ∈ Z(τλN ) ∩ Λm,∞K for all N ≥ 1. Thus{
x ∈ Λm,∞K :
(
πK(tσt
∗
τ )ξm,x | ξm,x
)
= 1
}
⊂
⋂∞
N=1Z(τλ
N ) ∩ Λm,∞K ,
and we can estimate
ψ(tσt
∗
τ ) =
∑
m∈NJ
νm
({
x ∈ Λm,∞K : (πK(tσt
∗
τ )ξm,x | ξm,x) = 1
})
(6.3)
≤
∑
m≥d(τ)J
νm
(⋂∞
N=1Z(τλ
N) ∩ Λm,∞K
)
=
∑
m≥d(τ)J
lim
N→∞
νm(Z(τλN) ∩ Λm,∞K).
Of course, we want to pull the limit through the infinite sum. So we note that
Z(τλN ) ∩ Λm,∞K =
⋃
µ∈s(λ)Λm−d(τ)J ,0
Z(τλNµ) ∩ Λm,∞K .
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Then using (5.1) we get
νl(Z(τλN) ∩ Λm,∞K) =
∑
µ∈s(λ)Λm−d(τ)J ,0
νm(Z(τλNµ) ∩ Λm,∞K)
=
∑
µ∈s(λ)Λm−d(τ)J ,0
e−r·d(τλ
Nµ)CJκs(µ)
= e−r·(m,n+N(p−n))CJ
∑
w∈Λ0
A(m−d(τ)J ,0)(s(λ), w)κw
= e−r·(m,n+N(p−n))CJ
(
A(m−d(τ)J ,0)κ
)
s(λ)
= e−r·(m,n+N(p−n))CJρ(Λ)
(m−d(τ)J ,0)κs(λ)
= e−(r−ln ρ(Λ))·(m,0)ρ(Λ)−(d(τ)J ,n+N(p−n))CJκs(λ)
since eri = ρ(Ai) for i ∈ K
≤ e−(r−ln ρ(Λ))·(m,0)CJκs(λ) since ρ(Ai) ≥ 1.
Since rj > ln ρ(Aj) for j ∈ J , the series
∑
m∈NJ e
−(r−ln ρ(Λ))·(m,0) converges. Thus the
dominated convergence theorem and (6.3) imply that
(6.4) ψ(tσt
∗
τ ) ≤ lim
N→∞
∑
m∈NJ
νm(Z(τλN ) ∩ Λm,∞K).
Equation (5.2) implies that the sum on the right-hand side of (6.4) is∑
m∈NJ
νm(Z(τλN) ∩ Λm,∞K) = e−r·(d(τ)J ,n+N(p−n))κs(λ),
and this goes to 0 as N → ∞ because p − n > 0 and (for the i such that K = {i})
ri = ρ(Ai) > 1 because (Λ
0,Λei, r, s) is not a cycle. Thus (6.4) implies that ψ(tσt
∗
τ ) = 0,
and this completes the proof of (6.2).
Now the last two paragraphs in the proof of Theorem 5.1(c) carry over to this situation.

Remark 6.2. The formula (6.1) defines a state ψ on T C∗(Λ) for every K with |K| ≥ 1.
The formula (6.2) says that when |K| = 1, this state is supported on the diagonal D :=
span{TσT
∗
σ : σ ∈ Λ}. We claim that this is not necessarily the case if |K| ≥ 2. To see
this, suppose that |K| ≥ 2 and that the graph ΛK := (Λ0, d−1(NK), r, s) is periodic. We
write {tKλ } for the universal Toeplitz-Cuntz-Krieger family in T C
∗(ΛK). Then
{TK := tµ : µ ∈ Λ
K}
is a Toeplitz-Cuntz-Krieger ΛK-family in T C∗(Λ), and hence gives a homomorphism
πTK : T C
∗(ΛK) → T C∗(Λ) such that πTK (t
K
λ ) = tλ. We are going to use the results
of [13] to compute the values of the KMS state ψ on elements of the form πTK (t
K
λ (t
K
µ )
∗)
for µ, ν ∈ ΛK .
So suppose λ, µ ∈ ΛK (so that d(λ)J = d(µ)J = 0). By (6.1), our state satisfies
(6.5) ψ ◦ πTK (t
K
λ (t
K
µ )
∗) =
∑
m∈NJ
∫
Λm,∞K
(
TλT
∗
µξm,x | ξm,x
)
dνm(x).
For each x ∈ Λm,∞K , the vector TλT
∗
µξm,x is either a basis element or 0. Thus the
integrands on the right-hand side of (6.5) are all non-negative. Thus we have
ψ ◦ πTK (t
K
λ (t
K
µ )
∗) ≥
∫
Λ0,∞K
(
TλT
∗
µξ0,x | ξ0,x
)
dν0(x) ≥ 0.
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Recall that CJ :=
∏
j∈J(1− e
rjρ(Aj)). Then, because d(λ)J = 0, the formula (5.1) shows
that the measure ν0 satisfies
(6.6) ν0(Z(λ) ∩ Λ0,∞) = e−r·d(λ)CJκs(λ) = ρ(Λ
K)−d(λ)KCJκs(λ).
Now we compare our formula for ψ with that of the state in [13, Proposition 10.2] for
the preferred dynamics on the graph ΛK . Since ΛK has vertex matrices {Ai : i ∈ K},
Λ and ΛK have the same unimodular Perron-Frobenius eigenvector. The model graph
Ω|K| for infinite paths in Λ
K sits inside the model graph Ωk,(0,∞K) for paths in Λ
0,∞K , and
the map x 7→ x|Ω|K| is a homeomorphism h of Λ
0,∞K onto (ΛK)∞. The homeomorphism
h carries the set Z(λ) ∩ Λ0,∞K into the cylinder set Z(λ) ⊂ (ΛK)∞. Comparing (6.6)
with the formula (8.3) for M in [13] shows that ν0 is the measure CJh∗M pulled over
from (ΛK)∞. The underlying bijection of (ΛK)∞ onto Λ0,∞K gives a unitary isomorphism
V of ℓ2((ΛK)∞) onto the summand H0 := ℓ
2(Λ0,∞K) of ℓ2(∂K(Λ)) =
⊕
m∈NJ ℓ
2(Λm,∞K).
This isomorphism V maps the usual basis {hx} for ℓ
2((ΛK)∞) into the basis {ξ0,x}, and
intertwines the usual infinite-path representation (denoted πS in [13, §10]) and πTK |H0 .
Thus
ψ(tλt
∗
µ) = ψ ◦ πTK (t
K
λ (t
K
µ )
∗) ≥
∫
Λ0,∞K
(
TλT
∗
µξ0,x | ξ0,x
)
dν0(x)(6.7)
= CJ
∫
(ΛK)∞
(
πS(tλt
∗
µ)hx | hx
)
dM(x),
which is, modulo the nonzero scalar CJ , the formula for the KMS1 state of (T C
∗(ΛK), αr)
in [13, Proposition 10.2], which we will denote here by ψK .
One of the main points made in [13, §10] was that, when d(λ) − d(µ) belongs to the
periodicity group Per(ΛK), the state ψK does not vanish on tKλ (t
K
µ )
∗. Hence our estimate
(6.7) shows that ψ(tλt
∗
µ) does not vanish either. This settles the claim we made above.
7. 2-graphs with a single vertex
Here we illustrate our results by applying them to a 2-graph with a single vertex.
Such graphs were first studied by Kribs and Power [16], and their C∗-algebras have been
extensively studied by Davidson and Yang [5, 33, 34]. Yang in particular has made a
convincing case that these C∗-algebras should be viewed as higher-rank anaologues of the
Cuntz algebras, and share many of their properties.
We suppose that Λ is a 2-graph with one vertex, N1 > 0 blue edges and N2 > 0 red
edges. Such graphs are always coordinatewise irreducible, and their spectral radii are
lnN1 and lnN2. Our conventions at (4.1) say that the dynamics is given by a vector
r ∈ (0,∞)2 such that r−1i ln ρ(Ai) = 1 for one i ∈ {1, 2} and r
−1
j ln ρ(Aj) ≥ 1 for j 6= i.
We may as well suppose that r−12 ln ρ(A2) = 1 and r
−1
1 ln ρ(A1) ≥ 1 (otherwise swap the
colours).
We first consider inverse temperatures β satisfying β > 1. Then we have βri > lnNi
for both i, and [11, Theorem 6.1] implies that there is a single KMSβ state. By [11, (6.2)],
the vector y is the real number given by
yv =
∞∑
n=0
e−β(r1,lnN2)·n|Λn|
=
∞∑
n=0
e−βr1n1N−βn22 N
n1
1 N
n2
2
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=
( ∞∑
n1=0
(N1e
−βr1)n1
)( ∞∑
n2=0
(N1−β2 )
n2
)
=
(
1−N1e
−βr1
)−1(
1−N1−β2
)−1
.
So Σβ = {y
−1
v } and mv = (1 − e
−βr1N1)
−1(1 − N1−β2 )
−1y−1v , which is 1. (And which is a
nice reality check, since mv is supposed to be φǫ(pv), which is 1, because pv is the identity
of T C∗(Λ).) The single KMSβ state is given by
φǫ(tµt
∗
ν) = δµ,νe
−r1βd(µ)1N
−βd(µ)2
2 .
The measure νβ on Λ implementing this (see Remark 4.3) satisfies
νβ({λ}) = e
−r1βd(λ)1N
−βd(λ)2
2
(
1−N1e
−βr1
)(
1−N1−β2
)
.
Next we suppose that r−11 lnN1 = r
−1
2 lnN2 = 1 and consider β = 1. Then K =
{1, 2} and αr is the preferred dynamics studied in [11]. The common unimodular Perron-
Frobenius eigenvector of the vertex matrices is κ = 1, and hence the argument in the first
paragraph of the proof of [11, Theorem 7.2] gives a KMS1 state φ of (T C
∗(Λ), αr) such
that
φ(tµt
∗
ν) = δµ,νN
−d(µ)1
1 N
−d(µ)2
2
(as observed in Remark 7.3 of [11]). The measure M implementing this state in [13,
Proposition 10.2] satisfies
M(Z(λ)) = N
−d(λ)1
1 N
−d(λ)2
2
(see [13, Proposition 8.1]). We do not need rational independence of r1 = lnN1 and
r2 lnN2 to get existence of the KMS1 state φ (as observed in Remark 7.3 of [11]), but
we do need it to deduce from [11, Theorem 7.2] that this is the only KMS1 state of
(T C∗(Λ), αr), and that it factors through a state of C∗(Λ). However, we now know from
Theorem 7.1 of [13] that there is a unique KMS1 state if and only if Λ is aperiodic, and
rational dependence is only a sufficient condition for that (see Remark 5.6).
Finally, suppose that r−11 lnN1 < r
−1
2 lnN2 = 1 and β = 1. Since |K| = {2} has a single
element, Theorem 5.1 gives us a KMS1 state φ of (C
∗(Λ), αr) satisfying
φ(tµt
∗
ν) = δµ,νe
−r1d(µ)1N
−d(µ)2
2 .
Since Λ0 = {v}, Theorem 5.1(c) implies that φ factors through the quotient by the
ideal generated by the single element tv −
∑
e∈Λe2 tet
∗
e. The measure µ giving the spatial
realisation of φ in Corollary 5.4 is supported on the semi-infinite path space ∂{2}(Λ), and
there is given by
µ(Z(λ) ∩ ∂{2}Λ) = e−r1d(µ)1N−d(µ)22 .
If r−11 lnN2 is irrational, then Theorem 5.1(d) implies that φ is the only KMS1 state. If
r−11 lnN2 is rational, then we have no information. It seems unlikely that the uniqueness is
still connected with the periodicity of the graph Λ: periodicity requires that lnN2/ lnN1
is rational, which seems quite unrelated to rationality of r−11 lnN2.
Appendix A. Relative graph algebras
When E is a row-finite graph and V is a subset of E0 which contains no sources, the
relative graph algebra C∗(E, V ) is the quotient of T C∗(E) by the ideal generated by{
tv −
∑
e∈vE1
tet
∗
e : v ∈ V
}
.
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These were introduced by Muhly and Tomforde [20] as a tractable family of relative
Cuntz-Pimsner algebras: indeed, each C∗(E, V ) is isomorphic to the graph algebra of a
graph obtained by adding an extra vertex v′ for each v ∈ E0\V and an edge e′ from v′ to
v for each e ∈ vE1 [20, Theorem 3.7].
The algebra in Proposition 3.5 looks like a relative graph algebra, but it doesn’t at
first sight look much like the relative graph algebras of Sims [29]. This is mostly because
he was interested primarily in extending theory to cover the finitely aligned higher-rank
graphs of [28], and adjusting constructions and definitions to accommodate them is a
complicated business. For the graphs of interest to us, things simplify, and it is quite easy
to see that our algebra is indeed a relative graph algebra in his sense (Proposition A.2).
It is trickier to see that our semi-infinite path representation is one of his boundary-
path representations (Proposition A.4), but the calculation might provide an instructive
example for anyone interested in the satiation process of [29].
We discuss a row-finite k-graph Λ with no sources. We add the notation
MCE(λ, µ) = {σ ∈ Λ : d(σ) = d(λ) ∨ d(µ) and σ has the form σ = λα = µβ};
thus (α, β) ∈ Λmin(λ, µ) if and only if (λα, µβ) ∈ MCE(λ, µ). A subset E of Λ is finite
exhaustive if it is finite, if there is a vertex v (denoted r(E)) such that E ⊂ vΛ, and if
for every µ ∈ vΛ, there exists λ ∈ E such that MCE(µ, λ) is nonempty. Notice that any
finite subset of vΛ containing a finite exhaustive set F is itself finite exhaustive, and that
any set of the form {λ(0, nλ) : λ ∈ F, nλ ≤ d(λ)} is finite exhaustive. For the graphs we
are considering, each vΛei is finite exhaustive.
Sims’ constructions use collections F of finite exhaustive sets. For each such F , the
relative Cuntz-Krieger algebra C∗(Λ;F) is the quotient of T C∗(Λ) by the ideal generated
by
(A.1)
{∏
λ∈E
(qr(E) − tλt
∗
λ) : E ∈ F
}
.
When we take the quotient of T C∗(Λ) by the relations (A.1), we impose other relations of
the same form. The main point made in [29] is that these relations are those corresponding
to finite exhaustive sets in the “satiation” of F , which we helpfully define as the smallest
satiated set (of finite exhaustive sets) that contains F . The concept of satiated set is
described in Definition 4.1 of [29]; that the satiation has the required properties is the
content of [29, Corollary 5.6] and the uniqueness theorems in [29, §6].
Remark A.1. The definition of a Toeplitz-Cuntz-Krieger family in [29] is sufficiently dif-
ferent from the one in [27, 11] (and ours in §2.4) that one might want to be reassured that
these papers are all about the same algebras. The projections Tv in [29] are denoted by
Qv in [27, 11], and then the relations (T1), (T2) and (T5) in §2.4 are the same as (TCK1),
(TCK2) and (TCK3) in [29, §3]. It may appear that (T3) and (T4) are additional re-
lations, but this is not so. The relation (T3) is subsumed in (TCK3) by interpreting
Λmin(λ, λ) as {s(λ)}. Similarly, by interpreting empty sums in (TCK3) as 0, we find that
T ∗λTµ = δλ,µTs(µ), and hence {TλT
∗
λ : d(λ) = n} is a set of mutually orthogonal projections.
From (TCK2) we deduce that if r(λ) = v then
Tv(TλT
∗
λ ) = TvλT
∗
λ = TλT
∗
λ = TλTvλ∗ = (TλT
∗
λ )Tv,
and hence Tv ≥ TλT
∗
λ (by [26, Proposition A.1], for example). Since MCE(λ, µ) =
MCE(µ, λ), the relation (TCK3) also implies that for any λ and µ in Λ we have
(TλT
∗
λ )(TµT
∗
µ) = Tλ
( ∑
(α,β)∈Λmin(λ,µ)
TαT
∗
β
)
Tµ =
∑
σ∈MCE(λ,µ)
TσT
∗
σ = (TµT
∗
µ)(TλT
∗
λ ).
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Now the orthogonality of the TλT
∗
λ implies that
Tv ≥
∑
λ∈vΛn
TλT
∗
λ ,
which is (T4).
Proposition A.2. Let Λ be a row-finite k-graph with no sources. Suppose that J ⊔K is
a partition of {1, . . . , k} and
(A.2) E =
{
vΛei : v ∈ Λ0 and i ∈ K
}
.
Then C∗(Λ; E) is the quotient of T C∗(Λ) by the ideal generated by{
tv −
∑
e∈vΛei
tet
∗
e : v ∈ Λ
0 and i ∈ K
}
.
Proof. Since tv ≥ tet
∗
e for e ∈ vΛ
ei and (tet
∗
e)(tf t
∗
f ) = 0 for e 6= f in vΛ
ei (by (T4) or by
Remark A.1 if you prefer the definitions in [29]), we have∏
e∈vΛei
(tv − tet
∗
e) = tv −
∑
e∈vΛei
tet
∗
e,
and the result follows. 
In [29, §4], Sims constructs a family of representations of his relative graph algebras,
and this construction requires that we work with satiated collections of finite exhaustive
sets. So to apply his construction to the algebra of Proposition A.2 we need to identify
the satiation of the set E in (A.2).
Proposition A.3. Let Λ be a row-finite k-graph with no sources. Let J⊔K be a partition
of {1, . . . , k} and E as in (A.2). Then the satiation E of E consists of the sets which contain
a finite exhaustive subset lying in d−1(NK).
Proof. We denote by F the collection of finite subsets G of Λ such that G ⊂ vΛ for some
v ∈ Λ0, and such that G contains a finite exhaustive subset of d−1(NK). Then we need
to prove that F = E . First we show that F is satiated by verifying the axioms (S1–4) of
[29, Definition 4.1].
Axiom (S1) is clear. For (S2), we take G ∈ F , µ ∈ r(G)Λ \ GΛ, and write d(µ) =
(m,n) ∈ NJ ×NK . Choose a finite exhaustive subset F of G lying in d−1(NK); by (S1) it
suffices to show that
Ext(µ, F ) :=
{
α ∈ r(F )Λ : there are λ ∈ F , β ∈ Λ such that (α, β) ∈ Λmin(µ, λ)
}
is in F , because Ext(µ,G) is larger. Suppose λ ∈ F and (α, β) ∈ Λmin(µ, λ). Then
d(µ) ∨ d(λ) =
(
m,max(n, d(λ))
)
. If n ≥ d(λ), then α = s(µ) trivally has degree in NK ;
if n ≤ d(λ), then d(α) = (0, n − d(λ)) ∈ NK . Since Ext(µ, F ) is finite exhaustive [29,
Lemma 2.3], we have Ext(µ, F ) ∈ F . Thus F has property (S2).
For (S3), it again suffices to consider F ∈ F ∩ d−1(NK). Then any set{
λ(0, nλ) : λ ∈ F, nλ 6= 0, nλ ≤ d(λ)
}
of initial segments is finite exhaustive and lies in F , as required. Next we check (S4),
which involves choosing a subset G′ of G and replacing each λ ∈ G′ with a set of the form
λGλ where Gλ ⊂ s(λ)Λ is finite exhaustive. By (S1) it suffices to work with G and all Gλ
contained in d−1(NK). But then the new set (G\G′) ∪
(⋃
λ∈G′ λGλ
)
is in d−1(NK). We
have now shown that F is satiated.
For i ∈ K, the sets vΛei are finite exhaustive and lie in F , so E ⊂ F . To see that
E = F , we take a satiated set G containing E , and show that F ⊂ G. Take G ∈ F .
22 AN HUEF, KANG, AND RAEBURN
Then for each i ∈ K, the set r(G)Λei belongs to G. Thus by (S2) and (S4), so does the
set
⋃
e∈r(G)Λei eExt(e, G). For each µ ∈ Ext(e, G) either eµ is in G or eµ has the form
λf for some λ ∈ G with d(λ) ∧ ei = 0 and f ∈ s(λ)Λ
ei. Now removing all such f from
λf ∈ r(G)Λei gives us G back, and by (S3) gives us another element of the satiated set
G. Thus G ∈ G. 
Now Corollary 5.6 of [29] implies that C∗(Λ; E) = C∗(Λ; E) = C∗(Λ;F). Thus C∗(Λ; E)
has an F -compatible boundary-path representation as in [29, Lemma 4.6].
Proposition A.4. The set ∂(Λ;F) of F-compatible boundary paths is the same as the
set ∂KΛ, and the semi-infinite path representation is the F-compatible boundary-path rep-
resentation of Sims in [29].
Proof. Suppose x : Ωk,m → Λ is in ∂(Λ;F). The collection F contains every vΛ
ei with
i ∈ K. We can apply the definition of boundary path in [29, Definition 4.3] with n = m
and E = vΛei only if m+ ei ≤ m. Hence mi =∞ for all i ∈ K, and ∂(Λ;F) ⊂ ∂
KΛ.
Conversely, suppose x ∈ Λp,∞K for some p ∈ NJ , that n ≤ (p,∞K) and that G ∈ F
has r(G) = x(n). Then G contains a finite exhaustive set F lying in d−1(NK), and there
exists λ ∈ F with λ = x(n, n+ d(λ)). Hence x is an F -compatible boundary path.
Since ℓ2(∂(Λ;F)) = ℓ2(∂KΛ), the formula in Definition 4.5 of [29] shows that the
boundary-path family SF on ℓ
2(∂(Λ;F)) is the family in Proposition 3.5. 
Appendix B. A groupoid model for the Toeplitz algebra of a
higher-rank graph
In [21], Neshveyev studies KMS states of C∗-algebras of e´tale groupoids with dynamics
arising from continuous R-valued cocycles on the groupoids. Both the Toeplitz algebra
and the Cuntz-Krieger algebra of a k-graph admit such groupoid models. Here we claim
that the measure µ constructed in Corollary 5.4 is the measure on the unit space of the
groupoid of the Toeplitz algebra predicted by [21, Theorem 1.3].
The groupoid of the Toeplitz algebra of a k-graph. We start by using Yeend’s
work [35] to show that there is a groupoid model for the Toeplitz algebra of a k-graph2.
With the exception of the two appendices, we have worked with finite k-graphs only. Here
we consider a row-finite k-graph since the extra generality does not cause any technical
problems and may be of independent interest.
Let Λ be a row-finite k-graph. By Theorems 3.1 and 3.2 of [31], the collection of Z(λ\G)
defined at (3.1) form a basis for a locally compact Hausdorff topology on the path space
WΛ. For x ∈ WΛ and n ≤ d(x), we define σ
n(x) ∈ Λd(x)−n by σn(x)(p, q) = x(p+n, q+n);
this gives a partially defined shift map σ on WΛ. The set
G := {(x, p− q, y) : x, y ∈ WΛ, p ≤ d(x), q ≤ d(y) and σ
p(x) = σq(y)}
is a groupoid with range and source maps r(x, g, y) = (x, 0, x) and s(x, g, y) = (y, 0, y),
partially defined multiplication (x, g, y)(y, h, z) = (x, g + h, z) and inverses (x, g, y)−1 =
(y,−g, x).
For λ, η ∈ Λ with s(λ) = s(η), we define
Z(λ ∗ η) = {(x, d(λ)− d(η), y) ∈ G : x ∈ Z(λ), y ∈ Z(η) and σd(λ)(x) = σd(η)(y)}.
For finite G ⊂ s(λ)Λ, we set
Z(λ ∗ η \G) = Z(λ ∗ η) \
(⋃
τ∈G Z(λτ ∗ ητ)
)
.
2There is an alternative groupoid model based on an inverse-semigroup action in [8].
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We identify the unit space G(0) withWΛ via (x, 0, x) 7→ x. The corresponding identification
of C0(WΛ) with C0(G
0) sends χZ(λ) to χZ(λ∗λ)
The following proposition follows from Yeend’s results for topological higher-rank graphs
[35].
Proposition B.1. Let Λ be a row-finite k-graph. The sets Z(λ ∗ η \ G) form a basis of
compact open sets for a locally compact second-countable Hausdorff topology on G under
which it is an e´tale topological groupoid. The set Λ∞ is a closed G-invariant subset of
G(0). There is an isomorphism π : T C∗(Λ) → C∗(G) such that π(tλ) = χZ(λ∗s(λ)), and π
restricts to an isomorphism of span{tλt
∗
λ : λ ∈ Λ} onto C0(G
0).
Let q∞ : C
∗(G) → C∗(G|Λ∞) be the quotient map induced by restriction of functions.
Then q∞ ◦ π factors through an isomorphism π˜ : C
∗(Λ)→ C∗(G|Λ∞).
Proof. Since Λ is row-finite, it is finitely aligned as in [28]. Thus, as a topological k-graph
with the discrete topology, it is compactly aligned by [35, Remark 2.4]. By Proposition 3.6
of [35], the sets Z(λ ∗ η \G) form a basis for a second-countable Hausdorff topology on G.
Since Λ is compactly aligned, it follows from [35, Proposition 3.15] that the Z(λ ∗ η) are
compact, and then that the topology is locally compact. The closed subsets Z(λ∗η\G) ⊂
Z(λ ∗ η) are therefore also compact. By [35, Theorem 3.16], G is an e´tale topological
groupoid.
To see that Λ∞ is closed, we show that the complement is open. Let x ∈ WΛ \ Λ
∞.
Choose n ∈ Nk such that ni > d(x)i for some i. Since Λ is row-finite, x(0)Λ
n is finite and
Z(x(0) \ x(0)Λn) ⊂WΛ \ Λ
∞ is an open neighbourhood of x. Thus Λ∞ is closed.
To see that Λ∞ is G-invariant, let x ∈ Λ∞. Then
r(s−1({x})) =
{
y ∈ WΛ : there are m,n ∈ N
k with m ≤ d(y) and σm(y) = σn(x)
}
.
But each such σm(y) = σn(x) is in Λ∞, and hence y ∈ Λ∞ as well. Thus r(s−1({x})) ⊂ Λ∞,
and so Λ∞ is G-invariant.
A straightforward calculation shows that {χZ(λ∗s(λ)) : λ ∈ Λ} is a Toeplitz-Cuntz-
Krieger Λ-family. Thus there is a homomorphism π : T C∗(Λ)→ C∗(G) such that π(tλ) =
χZ(λ∗s(λ)). It is easy to verify that π(tλt
∗
λ) = χZ(λ).
Each
χZ(λ∗η\G) = π
(
tλ
(∏
τ∈G
(ts(λ) − tτ t
∗
τ )
)
t∗η
)
belongs to the range of π, so the Stone-Weierstrass theorem implies that π has dense range
and hence is surjective. Since G is e´tale, C0(G
0) embeds in C∗(G). Thus each π(tv) = χZ(v)
is nonzero, and for a finite G ⊂ vΛ \ {v}, we have
π
(∏
λ∈G
(tv − tλt
∗
λ)
)
= χZ(v\G) 6= 0.
Now [27, Theorem 8.1], applied to the product system EΛ of graphs as defined in [27,
Example 3.1], implies that π is injective. Thus π : T C∗(Λ)→ C∗(G) is an isomorphism.
For v ∈ Λ0 and n ∈ Nk, we have q∞ ◦π(tv−
∑
λ∈vΛn tλt
∗
λ) = χZ(v\vΛn)∩Λ∞ = 0. So q∞ ◦π
factors through a homomorphism π˜ : C∗(Λ) → C∗(G|Λ∞) such that π˜(sλ) is the charac-
teristic function χZ(λ,s(λ)). This is precisely the homomorphism of [17, Corollary 3.5(i)],
and hence is an isomorphism. 
The measure of Corollary 5.4 and Neshveyev’s theorem. Let r ∈ (0,∞)k. There
is a locally constant cocycle c : G → R given by c(x, n, y) = r · n. This cocycle induces
a dynamics αc : R → AutC∗(G) such that αct(f)(x, n, y) = e
itc(x,n,y)f(x, n, y) for f ∈
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Cc(G). The isomorphism π : T C
∗(Λ)→ C∗(G) of Proposition B.1 intertwines αc and the
dynamics αr we have been using.
For x ∈ G(0), write Gxx for the stability subgroup {(x, n, x) ∈ G : n ∈ Z
k} and Gx
for the subset {(y, n, x) ∈ G : y ∈ WΛ, n ∈ Zk} of G. Theorem 1.3 of [21] describes
the KMS1 states of (C
∗(G), αc) in terms of pairs (µ′, ψ) consisting of a quasi-invariant
probability measure µ′ on G(0) with Radon-Nikodym cocycle e−c and a µ′-measurable
field ψ = (ψx)x∈G(0) of states ψx : C
∗(Gxx)→ C such that for µ
′-almost all x ∈ G0 we have
ψx(ug) = ψr(h)(uhgh−1) for all g ∈ G
x
x and h ∈ Gx.
Now let φ be the KMS1 state of T C
∗(Λ) from Theorem 5.1(c) and µ the measure from
Corollary 5.4. By [21, Theorem 1.3], φ ◦ π−1 is implemented by a unique pair (µ′, ψ) as
above. Burrowing into the proof of [21, Theorem 1.1] shows that µ′ is the measure on G(0)
implementing the functional φ ◦ π−1|C(G(0)). For λ ∈ Λ we have
µ′(Z(λ)) = φ ◦ π−1(χZ(λ)) = φ(tλt
∗
λ) = µ(Z(λ))
by (5.8). Thus µ′ is the extension to WΛ of the measure µ on ∂
KΛ.
Henceforth we view µ as a measure on WΛ, and then Lemma B.2 applies to this µ. The
lemma says that the quasi-invariance of the measure µ has consequences for the dynamics
αr and forces it to have support in ∂KΛ where K = {l : rl = ln ρ(Al)}.
Lemma B.2. Suppose that Λ is a finite coordinatewise irreducible k-graph. Suppose that
µ is a nonzero quasi-invariant probability measure on G(0) = WΛ with Radon-Nikodym
cocycle e−c.
(a) Then r ≥ ln ρ(Λ) := (ln ρ(A1), . . . , ln ρ(Ak)).
(b) Let l ∈ {1, . . . , k}. If µ
(⋃
{n:nl=∞}
Λn) 6= 0, then rl = ln ρ(Al). In particular, if
µ(Λ∞) 6= 0 then r = ln ρ(Λ).
Proof. Let v ∈ Λ0 and λ ∈ vΛei. Then Z(λ) ⊂ Z(v). Since Z(λ ∗ s(λ)) is a bisection of G
with r
(
Z(λ ∗ s(λ))
)
= Z(λ) and s
(
Z(λ ∗ s(λ))
)
= Z(s(λ)), the quasi-invariance of µ gives
µ(Z(λ)) = e−d(λ)·rµ(Z(s(λ))) = e−riµ(Z(s(λ))).
Let i ∈ {1, . . . , k}. Then
µ(Z(v)) ≥ µ
(⊔
w∈Λ0
⊔
λ∈vΛeiwZ(λ)
)
=
∑
w∈Λ0
∑
λ∈vΛeiw µ(Z(λ))
=
∑
w∈Λ0
e−riAi(v, w)µ(Z(w)).(B.1)
Set m+ := (µ(Z(v))) ∈ [0,∞)Λ
0
. Then (B.1) says that m+ satisfies erim+ ≥ Aim
+.
Since m+ ∈ [0,∞)Λ
0
is nonzero and Ai is irreducible, the subinvariance theorem [30,
Theorem 1.6] implies that eri ≥ ρ(Ai). Thus r ≥ ln ρ(Λ), giving (a).
For (b), suppose that X :=
⋃
{n:nl=∞}
Λn has nonzero measure. Set
m :=
(
µ(Z(v) ∩X)
)
v∈Λ0
.
Since µ(X) 6= 0, there exists u ∈ Λ0 such that mu > 0, and hence m 	 0. Let v ∈ Λ0.
Since x ∈ Z(v) ∩X implies d(x)l =∞ we have
µ(Z(v) ∩X) = µ
(⊔
w∈Λ0
⊔
λ∈vΛelwZ(λ) ∩X
)
=
∑
w∈Λ0 e
−rlAl(v, w)µ(Z(w)∩X).
Thus erlm = Alm. By definition of spectral radius, e
rl ≤ ρ(Al). Now (a) gives e
rl = ρ(Al)
and rl = ln ρ(Al).
Next observe that Λ∞ =
⋂
i
(⋃
ni=∞
Λn
)
. If rl > ln ρ(Al) then µ
(⋃
nl=∞
Λn) = 0, and
hence µ(Λ∞) = 0 as well. This gives (b). 
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