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Introduction
If you want to know the value of a security, use the price of another
security that is as similar to it as possible. All the rest is modeling.
Emmanuel Derman
En paraphrasant la celebre formule d’Emmanuel Derman, donne´e en e´pigraphe, on peut dire que pour
valoriser un produit complexe, il faut tout d’abord trouver des actifs liquides qui lui ressemblent, et dont les
prix sont cote´s sur le marche´ et fiables. Ensuite, l’approche le plus souvent utilise´e consiste a` choisir un mode`le,
dont les parame`tres seront estime´s sur les prix des produits liquides (calibration proprement dite). Ce mode`le
calibre´ peut maintenant eˆtre utilise´ pour valoriser le produit liquide. Diffe´rents mode`les vont, a priori, donner
des prix diffe´rents, et on peut legitimement se demander, quelles sont les bornes impose´es sur le prix du produit
exotique uniquement par l’absence d’arbitrage. Bien que pour certains produits, on peut obtenir ces bornes en
ne faisant pas ou tre`s peu d’hypothe`ses sur le mode`le, voir par exemple la section sur les swaps de variance,
pour la plupart de pay-offs cela s’ave`re impossible. En pratique, on utilise donc presque toujours un mode`le
pour faire le lien entre les prix des options liquides et celui du produit exotique. Le cours de caliration est
donc avant tout un cours de diffe´rents mode`les utilise´s dans le marche´ de produits de´rive´s. Dans ces notes, on
decouvrira avant tout les mode`les de volatilite´ (volatilite´ locale, volatilite´ stochastique), mais aussi les mode`les
prenant en compte le risque de saut (processus de Le´vy).
La calibration utilise les prix d’options cote´es sur le marche´. On va donc comprendre le fonctionnement des
marche´s et les me´thodes de cotation. Les prix cote´s sont repre´sente´s sous la forme d’une smile de volatilite´; un
cours de calibration est donc un cours de mode´lisation de smile.
Du point de vue the´orique, le proble`me de calibration, c’est-a`-dire, reconstruction des parame`tres du mode`le
a` partir des observations de prix est un proble`me inverse mal pose´. Inverse car dans tout mode`le on sait
facilement re´soudre le proble`me de pricing d’options europe´ennes (sinon ce mode`le ne sera jamais utilise´), et
pour la calibration on cherche a` inverser ce processus. Mal pose´ car cette inversion est tre`s souvent instable,
et conduit a` l’amplification des erreurs de donne´es dans la solution. On aura donc besoin de la the´orie de
proble`mes inverses mal pose´s. Mathe´matiquement, un proble`me inverse mal pose´ consiste a` re´soudre l’e´quation
Tx = y, (1)
ou` T est un ope´rateur (line´aire ou non) dont l’inverse T−1 n’est pas continu. Typiquement, y est le vecteur de
donne´es observe´es sur le marche´ et x est le vecteur des parame`tres du mode`le qu’on cherche a` calibrer. Dans
(1), T−1 peut eˆtre connu explicitement, ou` peut eˆtre calcule´ ite´rativement en minimisant ‖Tx − y‖2, ceci ne
change rien a` la nature mal pose´ du proble`me. Si le proble`me est mal pose´ une petite erreur sur les donne´es
(y) peut conduire a` une tre`s grande erreur sur la solution (x), rendant impossible toute re´solution en utilisant
les donne´es observe´es (car les observations contient toujours un certain bruit). La the´orie de re´gularisation de
proble`mes inverses mal pose´s [29] ne permet pas de transformer un proble`me mal pose´ en un proble`me bien
pose´, il y aura toujours une perte de pre´cision, mais elle permet de re´cupe´rer le maximum d’information sur x
a` partir de y de fac¸on stable.
En statistique on cherche souvent a` re´soudre un proble`me similaire, par exemple, celui d’estimer x dans
Tx = y
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a` partir d’une observation bruite´e y˜ = y + ε. La diffe´rence est qu’en statistique on conside`re les observations
comme des variables ale´atoires, qui contient toujours un niveau de bruit assez important, et on cherche a`
construire des estimateurs convergents lorsque le nombre d’observations tend vers l’infini. Cela n’a pas de sens
de “calibrer” les observations, le crite`re e´tant la qualite´ d’estimation du parame`tre inconnu.
En calibration, on regarde les prix observe´s sur le marche´ comme les ’vrais prix’. Ils peuvent contenir un
peu de bruit, a` cause des fourchettes bid-ask, mais on cherche a` les calibrer avec une grande pre´cision, sinon
on nous arbitre. Nous ne pouvons pas faire tendre le nombre d’observations vers l’infini, car il est fixe´ par le
marche´, la limite qui a un sens c’est la limite “niveau de bruit d’observation tend vers ze´ro”, ce qui correspond
a` un marche´ tre`s liquide.
Les me´thodes nume´riques dont on a souvent besoin en calibration et qu’on e´tudiera dans ce cours sont
• Me´thodes de pricing permettant de calculer les prix de plusieurs options en meˆme temps (me´thodes
d’arbres, EDP forward, me´thodes de transforme´e de Fourier).
• Me´thodes de re´gularisation (pour la re´solution stable de proble`mes inverses mal pose´s).
• Me´thodes d’optimisation (algorithmes classiques, optimisation par Monte Carlo).
Finalement, last but not least, l’objectif de ce cours est d’apprendre comment choisir un mode`le adapte´ a` un
produit donne´ et une me´thode de calibration adapte´ a` ce mode`le. Le choix du mode`le ne peut pas s’effectuer
dans l’absolu, car il n’existe pas de mode`le qui prendrait en compte tous les risques de tous les produits qu’on
peut imaginer. Pour diffe´rents produits, diffe´rents risques sont importants, et on va choisir le mode`le qui prend
en compte ces risques et en neglige d’autres, qui sont juge´s peu importants pour le produit en question.
Le choix d’un mode`le et d’une me´thode de calibration en vue de calculer le prix d’un produit exotique
s’effectue alors autour des trois questions fondamentales:
Risque de mode`le. Il s’agit de de´terminer, dans quelle mesure le prix final du produit exotique est explique´
par le mode`le utilise´, et dans quelle mesure il est explique´ par les prix des instruments de calibration utilise´s.
Ide´alement, le prix d’un exotique doit eˆtre comple`tement de´termine´ par les instruments de calibration et ne doit
pas avoir une de´pendance importante par rapport au mode`le utilise´. Si tel n’est pas le cas, on parle du risque
de mode`le. Par exemple, si on utilise un mode`le calibre´ aux options europe´ennes d’e´che´ance T pour valoriser
un autre pay-off europe´en ayant la meˆme e´che´ance T , le risque du mode`le est petit. Si, au contraire, on utilise
le meˆme mode`le et les meˆmes produits de calibration pour valoriser un produit “path-dependent”, le risque du
mode`le sera plus grand.
Le risque du mode`le est en grande partie de´termine´ par les instruments de calibration utilise´s: pour le
diminuer il faut choisir des instruments de calibration naturels pour le produit exotique en question, (exemple:
swaptions co-terminales pour valoriser une swaption bermude´enne) et il faut que l’ensemble d’instruments de
calibration soit suffisamment complet.
Ade´quation du mode`le choisi aux instruments de calibration. Ici, on cherche a` re´pondre a` la question
suivante: est-ce que le mode`le est suffisamment riche pour bien reproduire les prix de tous les instruments de
calibration? Parfois, on a cette proprie´te´ par construction, dans d’autres situations on n’a pas cette proprie´te´
a priori, et il faut ve´rifier a posteriori qu’elle est satisfaite avec une pre´cision suffisante.
Validite´ et stabilite´ de l’algorithme de calibration. En plus d’eˆtre mathe´matiquement correct, l’algorithme
de calibration utilise´ doit eˆtre nume´riquement stable, c’est-a`-dire, les petits changements des prix des instru-
ments de calibration ne doivent pas conduire a` des grands changements au niveau des parame`tres calibre´s. Par
exemple, si l’algorithme fait intervenir une minimisation nume´rique, la fonctionnelle a` minimiser doit eˆtre con-
vexe ou en tout cas ne doit pas avoir de minimums locaux, qui conduisent souvent a` des instabilite´s nume´riques.
Chapitre 1
Les marche´s de produits de´rive´s
1.1 Historique
Le premier marche´ d’options moderne est apparu en 1973 — c’e´tait le CBOE (Chicago Board of Options
Exchange). Remarquons (sans pre´tendre qu’il y a un lien entre les deux e´ve`nements) que le ce´le`bre article
de Fisher Black et Myron Scholes “The pricing of options and corporate liabilities” a e´te´ publie´ dans la meˆme
anne´e. De l’autre coˆte´ de l’Atlantique, le premier marche´ d’options a e´te´ cre´e´ a` Londres en 1978 (London Traded
Option Exchange aujourd’hui devenu LIFFE qui fait maintenant partie du groupe Euronext). En France, le
MONEP (Marche´ d’Options NEgotiables de Paris) a ouvert ces portes en 1987.
1.2 Fonctionnement des marche´s d’options
Le roˆle des marche´s organise´s d’options est tout d’abord d’assurer la liquidite´ des options, c’est-a`-dire, la
cotation permanente et l’existence d’un prix unique pour une option donne´e. Deuxie`mement, l’existence de
marche´s organise´s simplifie la gestion des contrats optionnels en e´liminant le risque de contrepartie, car la
contrepartie unique de tous les contrats sur un marche´ organise´ est la chambre de compensation de la bourse.
Les diffe´rents participants des marche´s d’options sont
• Les brokers (courtiers) qui exe´cutent les ordres des investisseurs;
• Les market makers (teneurs de marche´) qui risquent leur propre capital et assurent la liquidite´ du marche´.
Les spe´cialistes affichent en permanence les prix sur les options les plus liquides. Les contrepartistes
re´pondent aux demandes de prix.
• La chambre de compensation qui sert a` e´liminer le risque de contrepartie. Elle peut demander (et demande)
aux vendeurs d’options le versement des appels de marge.
1.3 Diffe´rents types de sous-jacents
Les options sont e´crites sur
• Actions (CBOE: 1332 actions, MONEP: 67 actions)
• Indices (CAC40, S&P500, indices sectoriels...)
• Taux de change (PHLX)
• Obligations ou swaps
• Futures sur marchandises (commodity): cacao, cafe´, sucre, ble´ mais aussi des matie`res premie`res, l’e´lectricite´
etc.
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Figure 1.1: Exemple de cotation (les options les plus liquides sur l’indice S&P 500). Ask = le prix auquel vous
pouvez acheter l’option en question. Bid = le prix auquel vous pouvez le vendre.
Les marche´s les plus liquides sont ceux d’options sur indices. Ce sont aussi des marche´s ou` on a le plus besoin
d’une calibration pre´cise (car les fourchettes bid–ask sont e´troites) et ou` on a le maximum de donne´es disponibles
(par exemple, sur CBOE on trouve plus de 500 options de 8 maturite´s diffe´rentes allant de quelques jours a`
deux ans sur l’indice S&P 500).
1.4 Les options europe´ennes
Les options europe´ennes et ame´ricaines sont des options les plus liquides, leurs prix sont connus et peuvent
donc eˆtre utilise´s comme entre´es des algorithmes de calibration. Les options sur indices sont typiquement
europe´ennes.
Pour les options europe´ennes l’exercice est possible uniquement a` la maturite´ T ; le payoff ne de´pend que du
prix de sous-jacent a` la date finale.
Call: HT = (ST −K)+ Put: HT = (K − ST )+
Terminologie
• K : strike (prix d’exercice).
• Une option est a` la monnaie a` la date t si a` cette date K = St.
• Une option est dans la monnaie: si elle devait expirer aujourd’hui son pay-off serait positif.
• La valeur intrinse`que d’une option est la quantite´ d’argent qu’elle rapporterait si elle devait expirer
aujourd’hui (la valeur du pay-off aujourd’hui).
• La valeur temps d’une option est e´gale a` son prix moins sa valeur intrinse`que.
Les options les plus liquides sont les options a` la monnaie (ATM) et, dans une moindre mesure, les options hors
de la monnaie (OTM).
Un exemple de feuille de prix d’options europe´ennes est donne sur fig. 1.1.
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Proprie´te´s des prix de calls/puts Toutes les proprie´te´s ci-dessous de´coulent de l’absence d’opportunite´s
d’arbitrage sur les marche´s d’options (si on suppose que le prix d’achat co¨ıncide avec le prix de vente).
• Parite´ call-put
Call(T,K)− Put(T,K) = St −KB(t, T ),
ou` B(t, T ) est le prix a` l’instant t d’un ze´ro-coupon de maturite´ T (une obligation qui paie une unite´
d’argent a` la maturite´ et ne verse pas de coupon). Si la courbe des taux est plate au niveau r, B(t, T ) =
e−r(T−t). En conse´quence de la parite´ call-put, on obtient les bornes suivantes pour les prix de calls /
puts:
(St −K)+ < (St −KB(t, T ))+ ≤ Call(T,K) ≤ St. (1.1)
(KB(t, T )− St)+ ≤ Put(T,K) ≤ KB(t, T ). (1.2)
La valeur temps d’une option Call sur un actif ne versant pas de dividende est donc toujours positive.
• Le prix d’une option call est de´croissant par rapport au strike (et le prix d’une put est croissant)
K1 ≤ K2 ⇒ Call(T,K1) ≥ Call(T,K2).
Cette proprie´te´ de´coule de l’existence de la strate´gie call spread qui consiste a` acheter une call de strike
K1 et a` vendre une call de strike K2. Comme cette strate´gie a un pay-off positif, son prix doit eˆtre positif.
• Les prix des calls/puts sont convexes par rapport au strike. Cette proprie´te´ correspond a` la strate´gie
butterfly qui consiste a` acheter une call de strike K1, vendre deux calls de strike (K1 +K2)/2 et acheter
une call de strike K2. On ve´rifie que cette strate´gie a e´galement un pay-off positif dans tous les e´tats de
la nature ce qui implique la convexite´.
• Le prix d’une option est croissant avec la maturite´: T1 ≤ T2 implique Call(T1,K) ≤ Call(T2,K). Cette
proprie´te´ correspond a` la strate´gie calendar spread: acheter une call de maturite´ T2 et vendre une call de
meˆme strike de maturite´ T1.
Cas d’un sous-jacent versant des dividendes Pour des options sur un sous-jacent versant des dividendes
la relation de parite´ call-put est modifie´e. A la maturite´ nous avons toujours
CallT (T,K)− PutT (T,K) = ST −K,
cependant pour percevoir ce flux a` la maturite´, il n’est pas ne´cessaire d’investir St − B(t, T )K a` la date t. Si
l’action verse des dividendes discre`tes connues D1, . . . , DN aux dates t1, . . . , tn, alors en achetant une action et
en empruntant
N∑
i=1
DiB(t, ti) +KB(t, T )
a` la banque a` la date t, on aura le flux ST −K a` la date T . La parite´ call-put devient donc
Callt(T,K)− Putt(T,K) = St −
N∑
i=1
DiB(t, ti)−KB(t, T ).
Pour les indices contenant plusieurs actions, on utilise un ge´ne´ral l’approximation de taux de dividende continu,
i.e., on suppose que l’indice St verse en continu une dividende e´gale a` qStdt. Dans ce cas il est facile de voir que
pour s’assurer le flux ST a` la maturite´, on doit investir le montant StD(t, T ) a` la date t, ou` D(t, T ) = e
−q(T−t).
La parite´ call-put devient donc
Callt(T,K)− Putt(T,K) = StD(t, T )−KB(t, T ).
La de´rivation des bornes analogues a` (1.1)–(1.2) est laisse´e en exercice.
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1.5 Les options ame´ricaines
Pour les options ame´ricaines, l’exercice est possible a` toute date t avant la maturite´ T ou a` la maturite´. Le
prix d’une option ame´ricaine est donc en ge´ne´ral supe´rieur au prix de l’option europe´enne correspondante. La
diffe´rence entre les deux prix s’appelle la prime d’exercice anticipe´e. Dans le cas particulier de l’option call
ame´ricaine sur un actif ne versant pas de dividende, comme la valeur temps est toujours positive, il n’est jamais
optimal d’exercer l’option avant la maturite´, et donc, le prix de l’option ame´ricaine est e´gal au prix de l’option
europe´enne.
1.6 Les options exotiques
• Options a` barrie`re: le paiement a lieu (n’a pas lieu) si le sous-jacent a de´passe´ un niveau contractuel (la
barrie`re) avant cette date. Exemple (up and out call)
HT = (ST −K)+1MT<B , ou` MT = max
t≤u≤T
Su
- Moins che`re que la call standard
• Options asiatiques: le payoff de´pend de la valeur moyenne de sous-jacent pendant la vie de l’option (pour
empeˆcher la manipulation des prix):
HT =
(
1
T − t
∫ T
t
Sudu−K
)+
• Options multi-sousjacent: sur un panier d’actions, un panier de taux de change etc.
HT =
(
n∑
i=1
wiS
i
T −K
)+
• Les options forward start. Le strike d’une telle option est de´termine´ a` une date future selon une re`gle
spe´cifie´, par exemple, le pay-off peut eˆtre
HT = (ST −mST0)+,
ou` T0 < T est une date future et m est un nombre fixe´ dans le contrat (moneyness de l’option).
• Les options cliquets. Une option cliquet peut eˆtre vu comme une se´quence d’options forward start, avec
des dates de de´part de plus en plus e´loigne´es. Par exemple le pay-off d’une telle option de maturite´ T = 1
an peut eˆtre donne´ par
12∑
i=1
max(0, ri), ri = S i
12
− S i−1
12
.
Cette option permet alors de re´cupe´rer l’ensemble des performances positives d’un indice de re´fe´rence sans
en subir des performances ne´gatives.
Partie I
Mode`les
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Chapitre 2
Le mode`le de Black et Scholes et la
couverture en delta
2.1 Le mode`le de Black et Scholes
Les hypothe`ses du mode`le de Black-Scholes:
• Marche´s efficients:
– Pas de couˆts de transaction
– Pas de restrictions sur le volume de transactions
– Pas d’opportunite´ d’arbitrage
• Les rendements du sous-jacent sont gaussiens, stationnaires et inde´pendants:
dSt
St
= µdt+ σdWt
• Le placement a` la banque est sans risque et le taux d’inte´reˆt r est constant.
2.1.1 Portefeuille autofinanc¸ant
De´finition 1. Une strate´gie autofinanc¸ante est une strate´gie dont la valeur n’est pas modifie´ par l’ajout ou`
retrait du cash.
Soit δt le nombre d’actions dans le portefeuille, Bt le solde du compte associe´ au portefeuille et Vt la valeur
du portefeuille a` l’instant t: Vt = δtSt + Bt. En temps discret (e.g., si le trading a` lieu uniquement aux dates
(ti)
N
i=1), la condition d’autofinancement s’e´crit:
Bti− + δti−Sti = Bti + δtiSti
⇒ er(ti−ti−1)Bti−1 + δti−1Sti = Bti + δtiSti
Vti − Vti−1 = (er(ti−ti−1) − 1)Bti−1 + δti−1(Sti − Sti−1)
= (er(ti−ti−1) − 1)(Vti−1 − δti−1Sti−1) + δti−1(Sti − Sti−1)
En passant a` la limite ∆t→ 0, on trouve
dVt = (Vt − δtSt)rdt+ δtdSt
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Supposons que Vt = C(t, St) pour une fonction re´gulie`re C(t, S). Alors dVt = dC(t, St) et la formule d’Itoˆ
implique:
dC(t, St) =
∂C
∂t
dt+
∂C
∂S
dSt +
1
2
∂2C
∂S2
d〈S〉t
= σSt
∂C
∂S
dWt +
(
∂C
∂t
+ µSt
∂C
∂S
+
1
2
σ2S2t
∂2C
∂S2
)
dt
Pour que dVt = dC(t, St), ne´cessairement
δt =
∂C(t, St)
∂S
rC(t, S) =
∂C
∂t
+ rS
∂C
∂S
+
1
2
σ2S2
∂2C
∂S2
(2.1)
Si une fonction quelconque C(t, S) satisfait (2.1), le portefeuille avec δt =
∂C
∂S et Bt = C(t, St) − δtSt est
autofinanc¸ant. Par absence d’arbitrage, ceci implique que le prix d’une option de payoff h(ST ) est donne´ par
l’unique solution de (2.1) avec condition finale C(T, S) = h(S).
2.1.2 Evaluation risque-neutre
Sous la probabilite´ historique P ,
dSt
St
= µdt+ σdWt.
Soit Q une probabilite´ e´quivalente a` P de´finie par:
dQ
dP
∣∣
Ft = exp
(
−µ− r
σ
Wt − (µ− r)
2
2σ2
t
)
Alors par le the´ore`me de Girsanov Wˆt :=Wt +
µ−r
σ t est un mouvement Brownien sous Q et
dSt
St
= rdt+ σdWˆt.
Posons C˜(t, St) := e
−r(T−t)EQ[h(ST )|St]. Alors e−rtC˜(t, St) est une Q-martingale. Une application de la
formule d’Itoˆ donne
ertd(e−rtC˜) =
(
−rC˜ + ∂C˜
∂t
+ rSt
∂C˜
∂S
+
1
2
σ2S2t
∂2C˜
∂S2
)
dt+ σSt
∂C˜
∂S
dWˆt,
ce qui montre que C˜ est une solution de (2.1). De l’unicite´ de solution on de´duit que le prix d’une option de
payoff h(ST ), solution de (2.1), dans le mode`le de Black et Scholes est donne´ par
C(t, St) = e
−r(T−t)EQ[h(Ster(T−t)−
1
2σ
2(T−t)+σWˆT−t)|St] (2.2)
Ceci est un cas particulier du ce´le`bre the´ore`me fondamental de valorisation des actifs financiers: [38, 21]
qui dit que le marche´ est sans opportunite´ d’arbitrage si et seulement s’il existe une probabilite´ Q (probabilite´
risque-neutre), e´quivalente a` la probabilite´ historique P tel que les prix actualise´s de tous les actifs sont des
martingales.
2.1.3 Formule de Black et Scholes
Pour une option Call europe´enne h(ST ) = (ST − K)+, et (2.2) devient (le calcul de l’espe´rance est laisse´ au
lecteur)
⇒ Call(t, St, T,K) = e−r(T−t)EQ[(Ster(T−t)− 12σ2(T−t)+σWˆT−t −K)+|St]
= StN(d1)−Ke−r(T−t)N(d2) (2.3)
avec d1 =
1
σ
√
T − t log
(
St
Ke−r(T−t)
)
+
1
2
σ
√
T − t, d2 = d1 − σ
√
T − t.
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Pour couvrir une Call Europe´enne de maturite´ T et prix d’exercice K, il faut donc
• Acheter δt = ∂Call(t,St,T,K)∂S ≡ N(d1) actions
• Placer Bt = Call(t, St, T,K)− δtSt a` la banque
La formule de Black-Scholes est vraie dans le cadre plus ge´ne´ral ou` S est la valeur d’un portefeuille autofi-
nanc¸ant quelconque. Par conse´quent, dans la situation ou` le sous-jacent n’est pas un portefeuille autofinanc¸ant
(si c’est un taux d’inte´reˆt ou` une action versant des dividendes), pour e´tablir la formule de pricing d’un call, il
faut calculer la valeur Vt du portefeuille autofinanc¸ant qui est e´gal au sous-jacent a` l’eche´ance, et remplacer St
par Vt partout dans la formule (2.3). La sections suivante de´veloppe cette approche dans le cas d’options sur
un actif versant des dividendes.
2.1.4 Option sur un actif versant des dividendes
Pour les actions, on utilise en ge´ne´ral les pre´visions de dividendes calcule´es par les analystes financiers et publie´es
par les fournisseurs de donne´es. Pour les indices, e´tant donne´ que le nombre d’actions est typiquement e´leve´ et
ils paient des dividendes quasiment en continu, on utilise ge´ne´ralement l’approximation de taux de dividende
continu, qui consiste a` dire que le montant de dividende paye´ entre t et t + dt est e´gal a` qStdt. Si Y est un
portefeuille autofinanc¸ant contenant δt actions, alors
dYt = δtdSt + qδtStdt.
D’un autre coˆte´, la formule d’Itoˆ donne (puisque δ est croissant et donc a variation finie)
dYt = δtdSt + Stdδt.
Ceci implique dδt = qδtdt et donc δt = δ0e
qt: un portefeuille autofinanc¸ant qui contient e−qt actions a` l’instant
t = 0, va contenir exactement une action a` l’instant t. La formule de Black-Scholes est alors vraie dans sa forme
habituelle pour le processus Yt et si on la re´e´crit en terme de St, elle devient
Call(t, St, T,K) = Ste
−q(T−t)N(d1)−Ke−r(T−t)N(d2) (2.4)
avec d1,2 =
1
σ
√
T − t log
(
Ste
−q(T−t)
Ke−r(T−t)
)
± 1
2
σ
√
T − t, (2.5)
autrement dit, nous avons remplace´ St par Ste
−q(T−t) partout dans la formule.
2.1.5 Exemples de couverture en delta
Figure 2.1 montre deux exemples d’e´volution de portefeuille de couverture et de l’option qu’on cherche a` re´pliquer
dans le mode`le de Black-Scholes avec rebalancement tre`s fre´quent (8 fois par jour) du portefeuille de couverture.
De fac¸on ge´ne´rale, a` la fin de chaque trajectoire, le delta est e´gale soit a` 0 si l’option termine hors de la monnaie
soit a` 1 si l’option termine dans la monnaie.
Figure 2.2 montre l’effet d’un fre´quence de rebalancement moins e´leve´e: a` gauche, le portefeuille est recalcule´
une fois par jour et a` droite la couverture reste statique pendant toute la pe´riode (2 mois), ce qui conduit a` une
grande erreur de re´plication.
Enfin, figure 2.3 montre que meˆme en cas de rebalancement quasi-continu, un saut dans le prix ne peut pas
eˆtre pris en compte par la couverture en delta et conduit a` une erreur de re´plication.
2.1.6 Analyse de l’erreur de couverture
Dans cette section nous nous mettons dans le cas r = 0 (il est toujours possible de se ramener a` cette situation en
travaillant avec des quantite´s actualise´es). Nous supposons que le rebalancement de portefeuille de couverture
a` lieu aux instants ih, i = 1, 2, . . . . Son e´volution s’e´crit alors
dVt =
∂C(h[t/h], Sh[t/h])
∂S
dSt,
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Figure 2.1: Rebalancement continu du portefeuille de couverture (8 fois par jour). Gauche: P&L final = −0.05.
Droite: P&L final = 0.08.
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Figure 2.2: Gauche: rebalancement journalier, P&L final = 0.18. Droite: couverture statique en delta,
P&L final = 0.44.
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Figure 2.3: Effet d’un saut sur la strate´gie de couverture. Rebalancement continu. P&L final = 1.10. Taille du
saut : 7%.
ou` [x] de´note la partie entie`re de x. D’un autre cote´, l’e´volution du prix de l’option est
dCt =
∂C(t, St)
∂S
dSt.
Pour l’erreur de couverture εt ≡ Ct − Vt nous avons alors
dεt =
(
∂C(t, St)
∂S
− ∂C(h[t/h], Sh[t/h])
∂S
)
dSt.
Puisque ∂C∂S est borne´ (dans le cas d’une option erupe´enne), (εt) est une Q-martingale d’espe´rance nulle. Intro-
duisons l’erreur de couverture renormalise´e ε∗t =
1√
h
εt. Il est alors facile de de´montrer que E[(ε
∗
T )
2] converge
vers une limite bien de´finie (voir aussi [58]).
Proposition 1. Supposons que le prix de l’action suit le mode`le Black-Scholes avec r = 0, et que le pay-off de
l’option est tel que ∂C∂S est borne´. Alors
lim
h→0
EQ[(ε∗T )
2] = EQ
[
1
2
∫ T
0
(
∂2C(t, St)
∂S2
)2
S4t σ
4dt
]
de`s que l’espe´rance dans la partie droite est finie.
Preuve. Dans cette de´monstration, E denote l’espe´rance sous la probabilite´ risque-neutre EQ. Soit δt =
∂C(t,St)
∂S ,
φ(t) = h[t/h] et ψ(t) = h+ φ(t). En utilisant la bornitude de δ, par isome´trie d’Itoˆ on a:
E[(ε∗T )
2] =
1
h
E
[∫ T
0
(δt − δφ(t))2σ2S2t dt
]
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En utilisant l’inte´gration par parties entre φ(t) et ψ(t) puis la formule d’Itoˆ ceci devient
E[(ε∗T )
2] =
σ2
h
E
[∫ T
0
(ψ(t)− t)d ((δt − δφ(t))2S2t )
]
=
2σ2
h
E
[∫ T
0
(ψ(t)− t)(δt − δφ(t))S2t dδt
]
+
2σ2
h
E
[∫ T
0
(ψ(t)− t)(δt − δφ(t))2StdSt
]
+
σ2
h
E
[∫ T
0
(ψ(t)− t)S4t
(
∂2C(t, St)
∂S2
)2
σ2dt
]
+
σ2
h
E
[∫ T
0
(ψ(t)− t)(δt − δφ(t))2S2t σ2dt
]
+
4σ2
h
E
[∫ T
0
(ψ(t)− t)(δt − δφ(t))S3t σ2
∂2C(t, St)
∂S2
dt
]
(2.6)
En utilisant le fait que 0 ≤ ψ(t)−th ≤ 1, que δt est borne´ et δφ(t) → δt quand h→ 0, et le the´ore`me de convergence
domine´e, nous obtenons imme´diatement que les deux termes sur la dernie`re ligne ci-dessus convergent vers 0
lorsque h→ 0. De plus, pour toute fonction inte´grable mesurable f ,∫ T
0
ψ(t)− t
h
f(t)dt→ 1
2
∫ T
0
f(t)dt.
Avec le the´ore`me de convergence domine´e, ceci donne
σ4
h
E
[∫ T
0
(ψ(t)− t)S4t
(
∂2C(t, St)
∂S2
)2
dt
]
→ σ
4
2
E
[∫ T
0
S4t
(
∂2C(t, St)
∂S2
)2
dt
]
lorsque h→ 0. Il reste a` traiter les deux termes de la 2e`me ligne de (2.6). Pour le 2e`me de ces termes, on a
∣∣∣∣∣2σ
2
h
E
[∫ T
0
(ψ(t)− t)(δt − δφ(t))2StdSt
]∣∣∣∣∣ ≤ 2σ
2
h
E

(∫ T
0
(ψ(t)− t)(δt − δφ(t))2StdSt
)2
1
2
=
2σ2
h
E
[∫ T
0
(ψ(t)− t)2(δt − δφ(t))4S4t σ2dt
] 1
2
≤ 2σ4E
[∫ T
0
(δt − δφ(t))4S4t dt
] 1
2
→ 0
par le the´ore`me de convergence domine´e. Passons au 1er terme. En utilisant la formule d’Itoˆ et l’e´quation de
Black-Scholes, on obtient
dδt =
∂2C
∂S2
dSt +
∂2C
∂∂S∂t
dt+
1
2
S2t σ
2 ∂
3C
∂S3
dt =
∂2C
∂S2
dSt − ∂
2C
∂S2
σ2Stdt.
On a donc∣∣∣∣∣2σ
2
h
E
[∫ T
0
(ψ(t)− t)(δt − δφ(t))S2t dδt
]∣∣∣∣∣
≤ 2σ
4
h
E
[∫ T
0
(ψ(t)− t)|δt − δφ(t)|S3t
∣∣∣∣∂2C∂S2
∣∣∣∣ dt
]
+
2σ2
h
E
[(∫ T
0
(ψ(t)− t)(δt − δφ(t))S2t
∂2C
∂S2
dSt
)] 1
2
≤ 2σ4E
[∫ T
0
|δt − δφ(t)|S3t
∣∣∣∣∂2C∂S2
∣∣∣∣ dt
]
+
2σ4
h
E
[∫ T
0
(ψ(t)− t)2(δt − δφ(t))2S4t
(
∂2C
∂S2
)2
dt
] 1
2
→ 0,
en utilisant convergence domine´e une dernie`re fois.
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Figure 2.4: Gauche: gamma Black-Scholes d’une option call pour maturite´s diffe´rentes. Droite: histogrammes
de l’erreur de couverture pour diffe´rentes fre´quences de re´balancement.
Exercice 1. En utilisant la forme explicite du gamma Black-Scholes
∂2C(t, S)
∂S2
=
n(d1)
Sσ
√
T − t ,
montrer que le re´sultat pre´cedent s’applique au cas d’une option call.
On peut e´galement de´montrer [39] que le processus (ε∗t ) converge en distribution vers un processus bien
identifie´:
(ε∗t )
d−−−→
h→0
1√
2
(∫ t
0
∂2C(u, Su)
∂S2
σ2S2udW
′
u
)
,
ou` W ′ est un mouvement Brownien inde´pendant de W . Ces deux re´sultats ont plusieurs implications impor-
tantes:
• L’erreur de couverture est proportionnelle a` la racine du pas de temps √h. Pour diviser l’erreur par 2
il faut donc re´balancer le portefeuille 4 fois plus souvent. Ce phe´nome`ne est illustre´ par le graphique de
gauche de fig. 2.4.
• L’erreur de couverture est centre´e et inde´pendante de la direction du mouvement du sous-jacent.
• L’erreur de couverture est d’autant plus grande que le gamma de l’option ∂2C∂S2 est grande. Le gamma Black-
Scholes d’une option call est trace´e sur le graphique de droite de fig. 2.4 pour des maturite´s diffe´rentes.
On voit que les options les plus difficiles a` couvrir sont les options ATM proches de l’expiration.
2.1.7 Couverture en gamma
Nous avons vu que pour re´duire l’erreur de couverture due a` la discre´tisation il faut diminuer le gamma du
portefeuille. Un moyen de construire un portefeuille gamma-neutre est de rajouter une option ou un autre actif
suffisamment liquide dont le gamma compense celui de l’option qu’on cherche a` couvrir. Le prix de cet actif de
couverture sera note´ par C0.
Supposons que le portefeuille de couverture contient δt actions et γt actifs C0, ou`
γt =
∂2C
∂S2
/
∂2C0
∂S2
, δt =
∂C
∂S
− ∂C0
∂S
∂2C
∂S2
/
∂2C0
∂S2
.
20 PETER TANKOV
−20 −15 −10 −5 0 5 10 15 20 25 30
−1
0
1
2
3
4
5
6
7
8
Delta hedging
Delta−gamma hedging
Figure 2.5: Sensibilite´ des positions couvertes en delta-gamma et en delta aux changements du prix de sous-
jacent.
Implication du mode`le Accepte´e par les praticiens?
– Le risque d’une option peut eˆtre comple`tement e´limine´
par une position en actions.
Non, car le re´balancement continu est impossible et le
mode`le est misspecifie´
– La quantite´ d’actions a` acheter pour couvrir une op-
tion est δt =
∂C
∂S
Oui, c’est la strate´gie la plus fondamentale
– Le parame`tre fondamental caracte´risant une option
est sa volatilite´ σ
Oui, les volatilite´s des options sont souvent cote´es avec
leur prix
– La volatilite´ est la meˆme pour toutes les options sur le
meˆme sous-jacent et e´gale a` l’e´cart type du sous-jacent.
Non, la volatilite´ est calcule´e se´pare´ment pour chaque
option
Table 2.1: Attitude des praticiens vis a` vis la formule de Black-Scholes.
Il est facile de voir que le gamma et le delta de ce portefeuille co¨ıncident avec le gamma et le delta de l’option
C que l’on cherche a` couvrir. Fig. 2.5 montre qu’un portefeuille couvert en gamma-delta reste insensible aux
mouvements du sous-jacent d’ampleur beaucoup plus grande que le portefeuille couvert en delta seulement.
2.2 L’utilisation du mode`le de Black-Scholes dans les marche´s d’options
Le mode`le de Black-Scholes reste l’outil fondamental des traders d’options qui se rendent toutefois bien compte
des nombreuses inconsistances de ce mode`le et de l’impossibilite´ de l’appliquer tel quel aux marche´s d’options.
Ce mode`le est utilise´ comme une approximation de premier ordre au fonctionnement des marche´s, et il est
ensuite corrige´ avec des nombreuses outils et techniques de trading. L’attitude des praticiens vis a` vis le mode`le
de Black-Scholes est grossie`rement re´sume´e par le tableau 2.1.
2.2.1 La couverture en delta comme une strate´gie de trading
La notion de couverture en delta pre´conise´e par le mode`le de Black-Scholes est tellement assimile´e par les
marche´s que l’ensemble d’une option europe´enne et la couverture en delta associe´e constitue une strate´gie
reconnue par les bourses (par exemple, LIFFE propose pas moins de 10 strate´gies ’pret-a`-porter’ delta-neutres).
Pour comprendre l’inte´reˆt de la couverture en delta, e´crivons le de´veloppement limite´ au premier ordre de la
valeur d’un portefeuille couvert en delta (sans supposer le re´balancement continu).
C(t+∆t, St+∆t)− C(t, St)− ∂C(t, St)
∂S
∆St ≈ ∂C(t, St)
∂t
∆t+
1
2
∂2C(t, St)
∂S2
(∆St)
2. (2.7)
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Figure 2.6: Gauche: la variation de la valeur d’une option couvert en delta apre`s un changement du prix de
sous-jacent de ∆S. Droite: prix Black-Scholes d’une option en fonction de sa volatilite´ implicite.
Graphique 2.6 trace la valeur de (2.7) en fonction de ∆S. Il est clair que cette strate´gie peut eˆtre utilise´ par un
trader qui anticipe une hausse de volatilite´ ou un saut de valeur de sous-jacent.
2.2.2 Robustesse de la formule de Black-Scholes
La formule de Black-Scholes est souvent utilise´e dans le marche´ meˆme pour les actifs dont la volatilite´ n’est pas
constante ni meˆme de´terministe. Cette pratique est partiellement justifie´e par la proprie´te´ connue sous le nom
de “robustesse de la formule de Black-Scholes”: meˆme si la vraie volatilite´ du sous-jacent est stochastique, la
formule de Black-Scholes peut eˆtre utilise´ pour calculer les bornes supe´rieures / infe´rieures du prix, pourvu que
la volatilite´ constante utilise´e majore / minore la vraie volatilite´.
Supposons que le prix d’action suit
dSt
St
= µdt+ σtdWt,
ou` σt est un processus stochastique, et que l’agent calcule son portefeuille de couverture en utilisant la formule
Black-Scholes avec volatilite´ constante Σ. L’e´volution du portefeuille de l’agent est
dVt = rVtdt+∆BS(t, St)(dSt − rStdt), V0 = CBS(0, S0).
L’erreur finale de couverture est donne´e par la diffe´rence entre VT et le payoff de l’option:
εT = VT −HT = VT − CBS(T, ST ).
En appliquant la formule d’Itoˆ on a alors
dCBS(t, St) =
(
∂CBS
∂t
+
1
2
∂2CBS
∂S2
σ2tS
2
t
)
dt+
∂CBS
∂S
dSt,
mais CBS(t, S) en tant qu’une fonction satisfait l’EDP de Black-Scholes:
∂CBS
∂t
+
1
2
Σ2S2
∂2CBS
∂S2
= r
(
CBS − S ∂CBS
∂S
)
.
En rassemblant les trois e´quations, on trouve
εT = VT −HT = 1
2
erT
∫ T
0
e−rt
∂2CBS
∂S2
(Σ2 − σ2t )S2t dt.
Si Σ ≥ σt p.s., nous avons VT ≥ HT p.s.: le portefeuille de couverture Black-Scholes domine le prix de l’option
et donc, le prix Black-Scholes domine le vrai prix.
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2.3 La volatilite´ implicite
Dans le mode`le de Black et Scholes l’unique parame`tre inobservable est la volatilite´. Le mode`le peut donc eˆtre
calibre´ a` partir d’un seul prix d’option car la fonction de prix Black-Scholes est strictement croissante en la
volatilite´. On a
lim
σ↓0
CBS(σ) = (St −Ke−r(T−t))+ lim
σ↑∞
CBS(σ) = St (2.8)
∂CBS
∂σ
= Sn(d1)
√
T − t (2.9)
∂2CBS
∂σ2
=
Sn(d1)
√
T − t
σ
{
log2m
σ2(T − t) −
σ2(T − t)
4
}
, (2.10)
ou` m = St
Ke−r(T−t) est le moneyness de l’option. L’e´quation (2.10) montre que la fonction σ 7→ CBS(σ) est
convexe sur l’intervalle (0,
√
2| logm|
T−t ) et concave sur (
√
2| logm|
T−t ,∞). Ceci implique que l’e´quation CBS(σ) = C
pour
(St −Ke−r(T−t))+ < C < St
peut eˆtre re´solu par la me´thode de Newton en utilisant l’algorithme suivant:
σ0 =
√
2| logm|
T − t
σn+1 = σn +
C − CBS(σn)
∂CBS
∂σ (σn)
car la se´rie (σn) ≥ 0 sera monotone. En pratique, lorsque C est trop proche des bornes d’arbitrage, la de´rive´e
∂CBS
∂σ (σn) devient trop petite, ce qui peut conduire a` des instabilite´s nume´riques. Dans ce cas il est pre´fe´rable
d’utiliser la me´thode de bissection. La solution I(C) de l’e´quation CBS(σ) = C, ou` C est le prix d’une option
europe´enne observe´ sur le marche´ s’appelle la volatilite´ implicite de cette option. Le mode`le de Black-Scholes
implique que la volatilite´ implicite de toutes les options sur le meˆme sous-jacent doit eˆtre la meˆme, et e´gale a`
la volatilite´ historique (e´cart type des rendements annualise´) du sous-jacent. Cependant, lorsqu’on calcule I a`
partir de prix de diffe´rentes options observe´s sur le marche´, on constate que
• La volatilite´ implicite est toujours supe´rieure a` la volatilite´ du sous-jacent.
• Les volatilite´s implicites de diffe´rentes options sur le meˆme sous-jacent de´pendent de leur strikes et ma-
turite´s.
Le graphique gauche du fig. 2.3 trace les volatilite´s implicites des options sur l’indice S&P 500 en fonction de
leur strike et maturite´ observe´s le 23 janvier 2006. On constate que
• Pour presque tous le strikes, la volatilite´ implicite de´croˆıt en fonction de strike (phe´nome`ne de skew).
• Pour des tre`s grands strikes on observe parfois une le´ge`re remonte´e de la volatilite´ implicite (phe´nome`ne
du smile).
• Les phe´nome`nes de smile et skew sont le plus prononce´s pour les options de courte maturite´; la courbe de
volatilite´ implicite en fonction de strike s’aplatit pour les grandes maturite´s.
La diffe´rence entre la volatilite´ implicite et la volatilite´ historique du sous-jacent peut s’expliquer par le
fait que la couverture d’une option est plus che`re en re´alite´ que dans le mode`le de Black-Scholes, a` cause, en
particulier, des frais de transaction et de la ne´cessite´ de couvrir les sources de risque non pris en compte par
ce mode`le (e.g. le risque de volatilite´). Le phe´nome`ne de skew est duˆ au fait que le mode`le de Black-Scholes
sous-estime la probabilite´ d’un krach boursier ou d’un grand mouvement de prix en ge´ne´ral. Le traders corrigent
cette probabilite´ en augmentant les volatilite´s implicites des options loin de la monnaie. Finalement, le smile
peut eˆtre explique´ par les primes de liquidite´ qui sont plus e´leve´es pour les options loin de la monnaie. Le
graphique droit du fig. 2.3 montre que les volatilite´s implicites des options loin de la monnaie sont presque
exclusivement explique´es par les prix Bid (d’achat) qui ont des primes plus e´leve´s pour ces options a` cause
d’une offre moins importante.
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2.3.1 Roˆle de la volatilite´ implicite dans les marche´s d’options
La volatilite´ implicite est tre`s utilise´e pour le calcul des ratios de couverture des options europe´ennes. Pour
toute option, inde´pendamment du mode`le utilise´ on peut e´crire:
C(t, St) = C
BS(t, St, I),
ou` I est la volatilite´ implicite de cette option. Si la volatilite´ implicite ne de´pend pas du St mais seulement du
strike et du temps, on pourrait e´crire
∂C(t, St)
∂S
=
∂CBS(t, St)
∂S
,
le delta de l’option est donc e´gal a` son delta Black-Scholes. L’absence de de´pendance de la volatilite´ implicite
par rapport au sous-jacent a e´te´ appele´e le re´gime sticky strike par Derman [22]. En re´alite´ cette condition est
rarement ve´rifie´, et le changement de I avec le sous-jacent doit eˆtre pris en compte:
∂C(t, St)
∂S
=
∂CBS(t, St)
∂S
+
∂CBS
∂I
∂I
∂S
. (2.11)
Cette divergence entre le delta d’une option et son delta Black-Scholes est souvent traite´ comme un nouveau
source de risque, risque de vega1. Il est souvent ge´re´ en rendant le portefeuille vega-neutre. Pour un portefeuille
d’options europe´ennes ceci signifie que la somme des de´rive´es de chaque option par rapport a` sa volatilite´
implicite doit eˆtre nulle
∑N
k=1
∂CBS
∂σ |σ=Ik = 0. Si maintenant on suppose que les volatilite´s implicites des
diffe´rents strikes et maturite´s varient de la meˆme fac¸on avec le sous-jacent — ∂I∂S ne de´pend pas de K – le risque
duˆ au changement de volatilite´ implicite sera totalement couvert.
Une autre approche pour la prise en compte du deuxie`me terme dans (2.11) consiste a` modifier le delta
d’une option en faisant des hypothe`ses approprie´s sur l’e´volution du smile avec le sous-jacent. Par exemple,
dans le re´gime sticky delta ou sticky moneyness de Derman, on suppose que la volatilite´ implicite de´pend du
ratio K/S mais pas de ces deux variables se´pare´ment. En posant I = I(K/S), on a alors
∂C
∂S
=
∂CBS
∂S
− ∂C
BS
∂I
K
S2
I ′.
Comme en ge´ne´ral la volatilite´ de´croˆıt avec le strike (pour les options proches de la monnaie), l’hypothe`se de
sticky delta implique ∂C∂S >
∂CBS
∂S : le delta d’une option est supe´rieur a` son delta Black-Scholes.
1Vega n’est pas une lettre grecque mais simplement un joli nom pour la de´rive´e du prix Black-Scholes par rapport a` la volatilite´
implicite ou plus ge´ne´ralement la de´rive´e du prix d’une option par rapport a` la volatilite´ ∂C
∂σ
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Exercice 1. On suppose que le profil (smile) de volatilite´ implicite pour les options pre`s de la monnaie est
de´croissant avec le strike, et qu’a` la monnaie, ∂I∂K = −0.002. Calculer ∂C∂S pour une option Call europe´enne a` la
monnaie dans l’hypothe`se sticky delta. Les valeurs de parame`tres sont S0 = 100, σ = 0.2, T = 1, r = 0. Pour
le calcul nume´rique on peut se servir de l’approximation suivante, valable lorsque S0 est proche de Ke
−rT :
CallBS(S0,K, T ) ≈ S0
(
1
2
+
σ
√
T
5
)
−Ke−rT
(
1
2
− σ
√
T
5
)
.
Combien d’actions faut-il acheter ou vendre pour couvrir 100 options?
2.3.2 Prise en compte des dividendes dans le calcul de la volatilite´ implicite
Si on utilise la formule de Black-Scholes (2.3) pour le calcul de la volatilite´ implicite, pour certains indices (e.g.
le DAX) on obtient des re´sultats raisonnables, mais pour d’autres (CAC 40 ou S&P 500) on obtient des valeurs
aberrantes (trop petites), surtout pour des grandes maturite´s. Ceci est duˆ a` la diffe´rence des me´thodes de
calcul des indices: le DAX est un indice de performance, il peut eˆtre vu comme un portefeuille autofinanc¸ant
d’actions dans lequel les dividendes paye´s par les actions sont imme´diatement re´investis, ou encore comme une
grosse action ne payant pas de dividende. En revanche, CAC 40, S&P 500 etc. sont les indices dits composites,
c’est-a`-dire, leur valeur est tout le temps e´gale a` la moyenne ponde´re´e des prix des constituants. Si les titres
constituant un tel indice paient des dividendes, ceci diminue leur valeur et la valeur de l’indice.
La formule (2.4) implique que la relation de parite´ Call-Put pour les indices comme CAC 40 prend la forme
Call(S0, T,K)− Put(S0, T,K) = S0e−qT −Ke−rT ,
ce qui permet d’estimer la valeur de q par une re´gression line´aire de
log{Calli − Puti +Kie−riTi}
sur Ti. La volatilite´ implicite peut alors eˆtre calcule´e en inversant la formule (2.4).
2.4 Comple´ment: formule de Garman-Kohlhagen et cotation d’options
sur taux de change
Si le sous-jacent de l’option est un taux de change Xt, alors la valeur d’un portefeuille autofinanc¸ant qui rapporte
XT a` l’e´cheance de l’option T est e´gale au prix d’un ze´ro-coupon e´tranger converti en monnaie domestique,
donc, dans le cas de taux de´terministes,
Vt = e
− ∫ T
t
rfs dsXt,
ou` rf est le taux court e´tranger. La formule de Black-Scholes, qui est alors connue sous le nom de formule de
Garman-Kohlhagen [32], prend la forme
Call(t,Xt, T,K) = Xte
− ∫ T
t
rfs dsN(d1)−Ke−
∫ T
t
rsdsN(d2) (2.12)
avec d1,2 =
1
σ
√
T − t log
(
Xte
− ∫ T
t
rfs ds
Ke−
∫ T
t
rsds
)
± 1
2
σ
√
T − t, (2.13)
La cotation d’options sur taux de change est sensiblement diffe´rente de celles sur actions et indices: alors
que dans les marche´s equity, on affiche les prix de calls et de puts en fonction de leur prix d’exercice, pour les
options FX on affiche la volatilite´ implicite a` la monnaie (ATM vol) ainsi que la volatilite´ implicite des montages
butterfly (qui represente la convexite´ du smile de volatilite´) ou risk-reversal (qui represente la pente du smile) en
fonction de leur delta (fig. 2.7). L’utilisation du delta, du volatilite´ implicite, et des montages qui correspondent
aux principaux facteurs de risque associe´s au smile de volatilite´ permet de rendre l’affichage plus stable dans le
temps et plus lisible pour les traders.
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Figure 2.7: Une page Bloomberg avec les cotations des options sur taux de change.
26 PETER TANKOV
-
6
?Risk reversal
?
Butterfly
6
25D (Call)-25D (Put) 50D
0 10 20 30 40 50 60 70 80 90 100
5.7
5.8
5.9
6.0
6.1
6.2
6.3
6.4
Figure 2.8: A gauche: representation graphique des Butterfly et Risk Reversal. A droite: smile de volatilite´
pour les options sur EUR/USD de maturite´ 3 mois.
Cotation en delta Le delta de l’option dans le mode`le de Garman-Kolhagen est
e−
∫ T
0
rft dtN(d1), d1 =
1
σ
√
T
log
(
X0e
− ∫ T
0
rft dt
Ke−
∫ T
0
rtdt
)
+
1
2
σ
√
T ,
ou` X0 est le taux de change courant, mais pour la cotation on utilise N(d1) pour que le “delta” soit compris
exactement entre 0 et 1 pour toutes les maturite´s. Il y a donc une bijection entre le delta de l’option et son
stike. L’option “50∆” correspond a` N(d1) = 0.5 ⇐⇒ d1 = 0 et a le strike
K50∆ = X0e
∫ T
0
(rt−rft +σ
2
2 )dt.
De meˆme, pour une option “x∆” on a
Kx∆ = X0e
∫ T
0
(rt−rft +σ
2
2 )dte−σ
√
TN−1(x).
Risk reversal et butterfly Les “volatilite´s” du risk-reversal et du butterfly ne sont pas en fait des volatilite´s
mais simplement les mesures de la pente et de la convexite´ du smile respectivement. Il sont calcule´s a` partir de
volatilite´s des calls et des puts hors la monnaie avec les formules suivantes:
BB25∆ =
σ25∆c + σ−25∆p
2
− σ50∆, RR25∆ = σ25∆c − σ−25∆p
Ces formules sont illustre´es sur le graphique de gauche de fig. 2.8. Pour reconstituer le smile de volatilite´
implicite, on peut recalculer les volatilite´s des options call et put hors la monnaie:
σ25∆c = BB25∆ + σ50∆ +
RR25∆
2
, σ−25∆p = BB25∆ + σ50∆ − RR25∆
2
,
puis les interpoler avec une me´thode d’interpolation convenable. Remarquons que le butterfly est toujours
positif, mais le risk reversal peut changer de signe sur le FX, contrairement aux marche´s d’actions, ou` il est
presque toujours ne´gatif.
Chapitre 3
Les mode`les a` volatilite´ locale et la
diffusion implicite
3.1 Mode`les a` volatilite´ locale
Dans la section 2.3 nous avons vu que le mode`le de Black-Scholes a` volatilite´ constante ne peut pas reproduire
l’ensemble des prix d’options observe´s sur le marche´ pour un sous-jacent donne´, car leur volatilite´ implicite
varie en fonction du strike et de la maturite´. Pour prendre en compte le smile du marche´ tout un restant dans
le cadre markovien et complet (un seul facteur de risque) une solution naturelle est de mode´liser la volatilite´
comme une fonction de´terministe du temps et de la valeur du sous-jacent:
dSt
St
= µtdt+ σ(t, St)dWt, (3.1)
dBt
Bt
= rtdt.
Dans ces e´quations, le taux d’inte´reˆt rt peut aussi de´pendre de t et de St, et la de´rive µt peut eˆtre un processus
pre´visible ge´ne´ral car on va s’en de´barrasser graˆce a` l’e´valuation risque neutre. Un exemple de mode`le de ce
type bien e´tudie´ dans la litte´rature est donne´ par le mode`le CEV (Constant Elasticity of Variance) de [18], qui
sera analyse´ en de´tail a` la fin de cette section. Dans ce mode`le, la volatilite´ est une fonction puissance du niveau
de sous-jacent:
dSt
St
= µtdt+
σ0
S1−α
dWt (3.2)
Le mode`le de Black-Scholes et le mode`le gaussien sont des cas particuliers de cette e´quation avec α = 1 et α = 0
respectivement.
Par le meˆme argument d’autofinancement que dans le mode`le Black-Scholes (voir section 2.1), le prix d’une
option qui paie h(ST ) a` l’instant T satisfait
rtC(t, S) =
∂C
∂t
+ rtS
∂C
∂S
+
1
2
σ(t, S)2S2
∂2C
∂S2
, C(T, S) = h(S),
et le portefeuille autofinanc¸ant de couverture contient δt =
∂C(t,St)
∂S actions et Bt = C(t, St) − δtSt en cash.
L’e´quation de pricing garde alors la meˆme forme que dans le mode`le de Black-Scholes mais on ne peut plus en
de´duire une formule explicite car la volatilite´ de´pend maintenant du sous-jacent.
Par analogie exacte au mode`le de Black-Scholes, le mode`le de volatilite´ locale correspond a` un marche´
complet (le seul facteur de risque est le sous-jacent) et l’unique probabilite´ risque-neutre (si elle existe) est
donne´e par
dQ
dP
|Ft = exp
(
−
∫ t
0
µs − rs
σs
dWs −
∫ t
0
(µs − rs)2
2σ2s
ds
)
. (3.3)
27
28 PETER TANKOV
Sous cette probabilite´,
dSt
St
= rtdt+ σ(t, St)dW
Q
t . (3.4)
Pour assurer l’existence de la probabilite´ risque-neutre, il faut alors de´montrer que (3.3) est bien une martingale.
Supposons qu’il existe un processus de prime de risque λt tel que µt = rt + λtσt et
E[e
1
2
∫ T
0
λ2sds] <∞.
Par exemple, il suffit que λ soit borne´e. Alors le crite`re de Novikov (the´ore`me 8 de l’annexe) garantit que
dQ
dP
|Ft = exp
(
−
∫ t
0
λsdWs − 1
2
∫ t
0
λ2sds
)
est une martingale uniforme´ment inte´grable et la probabilite´ risque-neutre Q est bien de´finie. Sous cette
probabilite´,
dSt
St
= rtdt+ σ(t, St)dWˆt et C(t, S) = E
Q[e−
∫ T
t
rsdsh(ST )|St = S]
Soulignons bien que cette probabilite´ risque-neutre est unique, c’est-a`-dire, elle est comple`tement de´termine´
une fois qu’on a estime´ le mode`le historique (3.1). Les prix d’options sont donc e´galement comple`tement
de´termine´s, et il n’est pas possible de calibrer le mode`le aux prix d’options cote´es sur le marche´. Pour cette
raison, en pratique, le mode`le de volatilite´ locale n’est pas estime´ a` partir des donne´es historiques mais utilise´
directement dans sa forme risque-neutre (3.4) et calibre´ aux prix d’options cote´es.
Mode`le CEV Le mode`le CEV (3.2) fournit un exemple simple et non-trivial d’un mode`le a` volatilite´ locale.
Plac¸ons-nous sous la probabilite´ risque-neutre, et supposons que le prix forward du sous-jacent Ft = e
r(T−t)St
suit le mode`le CEV:
dFt = σ0F
α
t dWt, 0 < α ≤ 1 (3.5)
La valeur 0 est une barrie`re absorbante, si Ft = 0 pour un t, Fs ≡ 0 pour tout s ≥ t. La contrainte 0 < α ≤ 1
est impose´e puisqu’on peut demontrer que pour α > 1, (Ft) est une martingale locale stricte, c’est-a`-dire,
pas une vraie martingale, ce qui peut conduire, par exemple, a` la violation de la parite´ Call-Put et d’autres
inconvenients. Montrons que pour 0 < α ≤ 1, l’e´quation (3.5) de´finit une vraie martingale de carre´ inte´grable
sur [0, T ] pour tout T <∞. Pour cela il est suffisant de voir que
E {[F ]T } = E
{
σ20
∫ T
0
F 2αt dt
}
<∞. (3.6)
Soit τn = inf{t : Ft ≥ n}. FT∧τn est alors de carre´ integrable, et on a, pour 0 < α ≤ 1,
E[F 2τn∧T ] = σ
2
0E
[∫ τn∧T
0
F 2αt dt
]
≤ σ20E
[∫ τn∧T
0
(1 + F 2t )dt
]
≤ σ20E
[∫ T
0
(1 + F 2t∧τn)dt
]
Par le lemme de Gronwall on a alors
σ20E
[∫ τn∧T
0
F 2αt dt
]
= E[F 2τn∧T ] ≤ σ20Teσ
2
0T ,
d’ou` (3.6) est de´duit par convergence monotone.
La forme de la volatilite´ implicite du mode`le CEV est connue graˆce a` l’approximation asymptotique de
Hagan et Woodward [37]:
σimp(K,T ) =
σ0
F 1−αm
{
1 +
(1− α)(2 + α)
24
(
F0 −K
Fm
)2
+
(1− α)2
24
σ20T
F 2−2αm
+ . . .
}
, Fm =
1
2
(F0 +K).
Au premier ordre, on a donc σimp(K,T ) ≈ σ0
F 1−αm
: la volatilite´ implicite a la meˆme forme que la volatilite´ locale
mais avec une pente a` la monnaie 2 fois plus petite.
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q
Sˆti
Figure 3.1: Arbre trinomial.
3.2 Arbre trinomial de pricing
Dans cette section, pour simplifier l’expose´, on pose rt ≡ r pour tout t. Une premie`re me´thode pour calculer
nume´riquement les prix des options dans un mode`le a` volatilite´ locale consiste a` approcher la diffusion en temps
continu S par une chaˆıne de Markov (un arbre) Sˆti , i = 0, . . . , N , ti = t0 + i∆t, en utilisant un re´sultat de
convergence (the´ore`me 9 de l’annexe) des chaˆınes de Markov vers les diffusions. Dans un arbre binomial de´fini
par
Sˆti+1 =
{
uSˆti , q
dSˆti , 1− q
la probabilite´ risque-neutre de transition q est fixe´e par la condition de martingale: qu + (1 − q)d = 1 + r∆t.
Pour tenir compte du fait que la volatilite´ est variable, on devrait alors faire varier les parame`tres u et d en
fonction de la position du noeud dans l’arbre [54], mais ceci conduit a` des difficulte´s d’imple´mentation (difficile
par exemple d’obtenir un arbre recombinant). Ce proble`me ne se pose pas si on utilise un arbre trinomial :
Sˆti+1 =


uSˆti , p
(1 + r∆t)Sˆti , 1− p− q,
dSˆti , q
Pour la convergence vers le processus continu (voir the´ore`me 9) on impose:
E[Sˆti+1 |Sˆti ] = (1 + r∆t)Sˆti (arbre risque-neutre)
Var[Sˆti+1 |Sˆti ] = Sˆ2tiσ2(ti, Sˆti)∆t
Dans un arbre trinomial on peut donc fixer u et d (le squelette de l’arbre) librement et choisir les probabilite´s de
transition p(ti, Sˆti) et q(ti, Sˆti) pour satisfaire les e´quations ci-dessus. Un calcul rapide laisse´ au lecteur montre
qu’il faut prendre
p(ti, Sˆti) =
σ(ti, Sˆti)
2∆t
(u− d)(u− 1− r∆t) q(ti, Sˆti) =
σ(ti, Sˆti)
2∆t
(u− d)(1 + r∆t− d) (3.7)
Pour que l’arbre soit recombinant (un arbre est dit recombinant si le nombre de noeuds dans chaque tranche
croit line´airement avec temps, comme sur le dessin 3.1, et non pas exponentiellement), on pose ud = (1+ r∆t)2.
L’arbre n’admet pas d’opportunite´ d’arbitrage si toutes les probabilite´s de transition sont positives, et pour
cela il suffit que p + q ≤ 1 dans chaque noeud de l’arbre. Ceci est toujours vrai si le pas de temps ∆t est
suffisamment petit en comparaison avec le pas d’espace (a` comparer avec la condition CFL de stabilite´ d’un
sche´ma de diffe´rences finies explicite). Par exemple, p+ q ≤ 1 si la condition suivante est respecte´e (les de´tails
du calcul sont laisse´s au lecteur):
1 + r∆t− d > σ(ti, Sˆti)
√
∆t.
30 PETER TANKOV
XXXXXXXXXXXXXXXX






















t
t
t
t
tt
t
t
t



















XXXXXXXX



XXXXXXXX
71.4
84.7
100.6
119.4
141.8
100
119.1
100.3
84.5
0.12
0.14
0.14
0.16
0.16
0.19
0.14
0.16
Figure 3.2: Exemple d’un arbre trinomial
Pour que cette ine´galite´ soit toujours ve´rifie´e, on peut poser
d = 1 + r∆t− σ¯
√
∆t,
ou` σ¯ est une constante qui satisfait σ¯ > σ(t, S) dans tous les noeuds de l’arbre. Cette constante n’est pas
toujours facile a` trouver si σ(t, S) n’est pas borne´e. Pour contourner cette difficulte´, il suffit de choisir σ¯ assez
grand et remplacer le mode`le initial par le mode`le
dSt
St
= rtdt+min(σ¯, σ(t, St))dWt.
L’arbre construit a` partir de cette diffusion sera toujours sans opportunite´ d’arbitrage, au prix de travailler dans
un mode`le le´ge`rement diffe´rent.
Evaluation backward des prix d’options dans un arbre trinomial Pour calculer le prix d’une option
call europe´en sur un arbre, l’algorithme standard peut eˆtre employe´:
• A la date finale, les prix sont donne´s par: C(tN , S) = (S −K)+.
• A toute date ti pour i < N , les prix dans tous les noeuds de l’arbre sont calcule´s a` partir des prix a` la
date ti+1 par l’e´valuation risque-neutre:
C(ti, S) =
1
1 + r∆t
{pC(ti+1, uS) + qC(ti+1, dS) + (1− p− q)C(ti+1, (1 + r∆t)S)}.
Exemple 1 (Mode`le CEV). Prenons l’exemple du mode`le CEV (3.2). Avec les parame`tres S0 = 100, α = 0.5,
σ0 = 3, r = 0.03, N = 2, ∆t = 0.1 et σ¯ = 0.5, on trouve d ≈ 0.845, et u ≈ 1.191, ce qui correspond a` l’arbre
de la figure 3.2. Les prix d’une option call de strike K = 100 dans les diffe´rents noeuds de l’arbre, obtenus par
l’e´valuation backward, sont montre´s sur fig. 3.3. En ite´rant la proce´dure pour plusieurs strikes (avec un arbre
plus grand et les donne´es le´ge`rement diffe´rentes), on trouve un comportement de volatilite´ implicite trace´ sur
fig. 3.4, qui montre que les mode`les a` volatilite´ locale reproduisent bien le phe´nome`ne de skew de volatilite´.
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Figure 3.3: Exemple d’e´valuation (prix d’une option call dans chaque noeud de l’arbre avec les donne´es de
l’exemple 1.)
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Figure 3.4: Skew (profil de´croissant) de volatilite´ dans le mode`le CEV avec σ = 0.3, α = 0.5, S0 = 1 et T = 1
32 PETER TANKOV
XXXXXXXXXXXXXXXX






















t
t
t
t
tt
t
t
t



















XXXXXXXX



XXXXXXXX
S02
S12
S22
S32
S42
S00
S21
S11
S01
Figure 3.5: Nume´rotation des noeuds
3.3 Arbres implicites
Dans la section pre´ce´dente, on a vu comment calculer les prix des options europe´ennes dans un arbre trinomial
a` partir des probabilite´s risque-neutres de transition. En re´alite´, les options europe´ennes sont souvent cote´es
sur le marche´, et au lieu de calculer leurs prix, on les utilise comme donne´es d’entre´e pour le pricing des options
exotiques. Dans ce cas, on a besoin de construire un arbre trinomial qui soit en accord avec les prix observe´s
sur le marche´ pour les options europe´ennes.
Un arbre trinomial correspond en ge´ne´ral a` un marche´ incomplet (a` chaque noeud, il y a trois possibilite´s
d’e´volution du sous-jacent, et sur le marche´ il n’y a que deux actifs). De plus, il existent plusieurs probabilite´s
risque-neutres qui reproduisent les prix d’un ensemble donne´ d’options europe´ennes. Mais le mode`le trinomial
re´combinant a une proprie´te´ qui nous facilite la vie: si on suppose que sur le marche´ on observe les prix des
options call ayant comme strike et maturite´ les coordonne´es t et S de tous les noeuds de l’arbre, alors il existe
une seule probabilite´ risque-neutre, qui reproduit ces prix et sous laquelle le mode`le reste markovien. On peut
expliquer ce phe´nome`ne intuitivement comme suit: dans un arbre re´combinant markovien, les probabilite´s de
transition ne peuvent de´pendre que de la position du noeud dans l’arbre, elles ne peuvent pas de´pendre de la
trajectoire que le processus du prix a emprunte´ pour arriver a` ce noeud. On a donc un degre´ de liberte´ par
noeud car il y a deux probabilite´s p et q et une seule condition (risque-neutralite´) pour les de´terminer, et la
connaissance d’un prix d’option par noeud permet de de´terminer cette probabilite´ de fac¸on unique.
Dans cette section, on verra, comment construire les probabilite´s de transition dans cet unique arbre trinomial
markovien a` partir des prix d’options cote´es. Cet arbre s’appelle alors l’arbre implicite. Les arbres binomiaux
implicites (ou` on calibre les positions des noeuds) ont e´te´ de´veloppe´s par Derman et Kani [23] et Rubinstein
[54] et les arbres trinomiaux implicites par Derman et Kani [24].
Arbre trinomial implicite Dans ce qui suit, on notera par Smn le m-ie`me noeud de n-ie`me ge´ne´ration d’un
arbre trinomial (la n-ie`me ge´ne´ration correspond a` l’instant tn = n∆t) pour n = 0, . . . , N , m = 0, . . . , 2n. La
nume´rotation des noeuds est montre´ sur fig. 3.5.
On a comme donne´es les prix aujourd’hui des calls C(tn, S
m
n ) de maturite´s tn, n = 1, . . . , N , et pour chaque
maturite´ tn ayant comme strikes les noeuds S
0
n, . . . , S
2n
n , et on cherche a` calculer les probabilite´s de transition
pmn et q
m
n associe´es a` chaque noeud.
La condition de risque-neutralite´ implique:
pmn S
m+2
n+1 + (1− pmn − qmn )Sm+1n+1 + qmn Smn+1 = (1 + r∆t)Smn . (3.8)
Pour un noeud Smn de l’arbre, introduisons l’actif d’Arrow-Debreu, qui paie 1 dollar a` l’instant tn si le processus
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de prix se trouve dans le noeud Smn . Le prix de cet actif est
λmn =
1
(1 + r∆t)n
P [Sˆn = S
m
n ].
En utilisant les actifs d’Arrow-Debreu, on peut e´crire le prix d’une call de maturite´ tn+1 et strike S
m+1
n+1 comme
C(tn+1, S
m+1
n+1 ) =
1
(1 + r∆t)n+1
E[(Sˆtn+1 − Sm+1n+1 )+]
=
1
(1 + r∆t)n+1
E{E[(Sˆtn+1 − Sm+1n+1 )+|Sˆn]}
=
1
1 + r∆t
2n∑
j=0
λjnE[(Sˆtn+1 − Sm+1n+1 )+|Sˆn]
=
1
1 + r∆t
2n∑
j=0
λjn{pjn(Sj+2n+1 − Sm+1n+1 )+ + (1− pjn − qjn)(Sj+1n+1 − Sm+1n+1 )+
+ qjn(S
j
n+1 − Sm+1n+1 )+}
=
1
1 + r∆t

λmn pmn (Sm+2n+1 − Sm+1n+1 ) +
2n∑
j=m+1
λjnE[Sˆn+1 − Sm+1n+1 |Sˆn = Sjn]


=
1
1 + r∆t

λmn pmn (Sm+2n+1 − Sm+1n+1 ) +
2n∑
j=m+1
λjn((1 + r∆t)S
j
n − Sm+1n+1 )


d’ou`
pmn =
(1 + r∆t)C(tn+1, S
m+1
n+1 )−
∑2n
j=m+1 λ
j
n((1 + r∆t)S
j
n − Sm+1n+1 )
λmn (S
m+2
n+1 − Sm+1n+1 )
.
La probabilite´ qmn correspondante peut eˆtre calcule´e a` partir de la condition de risque-neutralite´ (3.8), et les
prix d’Arrow-Debreu sont calcule´s a` partir des probabilite´s de transition et des prix d’Arrow-Debreu de l’e´tape
pre´ce´dente:
λin+1 =
1
1 + r∆t
(λi−2n p
i−2
n + λ
i−1
n (1− pi−1n − qi−1n ) + λinqin).
Au final, nous avons obtenu un algorithme de calcul forward :
Algorithme de calcul:
Initialiser: λ00 = 1.
Pour n = 0 . . . N − 1:
Calculer pin et q
i
n, i = 0, . . . , 2n
Calculer λin+1, i = 0, . . . , 2n+ 2
Exemple 2. Supposons que la volatilite´ implicite observe´e est de la forme I(K) = 0.15 × 100K pour toutes
maturite´s (la monnaie est a` 100). Ceci nous permet de calculer les prix de toutes les options dont on a besoin.
Les parame`tres de l’arbre sont T = 1, N = 2 et u = 1.2. Les probabilite´s de transition (en petits caracte`res) et
les prix d’Arrow-Debreu de l’arbre implicite sont montre´s sur fig. 3.6.
Malgre´ l’attractivite´ the´orique de la me´thode, son imple´mentation met en lumie`re plusieurs difficulte´s.
Premie`rement, comme les prix d’options ne sont pas observe´s pour tous les noeuds de l’arbre, ils doivent eˆtre
interpole´s et le re´sultat final est tre`s sensible a` la me´thode d’interpolation ainsi qu’au choix des noeuds de
l’arbre. Ensuite, meˆme si les donne´es d’entre´e ne contiennent pas d’opportunite´s d’arbitrage, les probabilite´s
de transition peuvent eˆtre ne´gatives (ou bien p+ q > 1), ce qui conduit a` des opportunite´s d’arbitrage dans les
re´sultats du calcul. Il peut eˆtre assez difficile de trouver une structure de l’arbre qui donne des probabilite´s de
transition positives. Pour re´soudre ce deuxie`me proble`me, dans la section suivante on pre´sentera une me´thode
permettant de construire un processus de diffusion risque-neutre de`s que l’ensemble de prix observe´s ne pre´sente
pas d’opportunite´ d’arbitrage.
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Figure 3.6: Arbre implicite avec les probabilite´s de transition (en petits caracte`res) et les prix Arrow-Debreu;
voir exemple 2.
3.4 Diffusion implicite de Dupire
Rappelons que dans un mode`le de volatilite´ locale le prix d’une option qui paie h(ST ) a` l’instant T satisfait
rtC(t, S) =
∂C
∂t
+ rtS
∂C
∂S
+
1
2
σ(t, S)2S2
∂2C
∂S2
, C(T, S) = h(S). (3.9)
Ceci est une e´quation backward, car on lui associe une condition terminale et l’e´quation se re´sout sur l’intervalle
[t, T ] dans la direction T → t. Cette e´quation est satisfaite par le prix de toute option europe´enne, pas
ne´cessairement call ou put. Elle permet de calculer le prix d’une option en fonction de la date d’observation t
et de la valeur actuelle du sous-jacent St.
Notre objectif maintenant est de trouver une fonction de volatilite´ locale σ(t, S) qui reproduit, a` une date
donne´e, les prix observe´s des calls pour tous les strikes et toutes les maturite´s. Equation (3.9) ne permet pas
de reconstruire la volatilite´ locale en e´crivant
σ2(t, S) =
rC − ∂C∂t − rS ∂C∂S
1
2S
2 ∂2C
∂S2
,
car a` une date donne´e, les valeurs de t et S sont fixe´es, et on ne peut pas calculer les de´rive´es partielles. La
solution a` ce proble`me a e´te´ donne´e par Bruno Dupire [27] qui a propose´ une me´thode pour calculer σ(t, S) a`
partir d’une observation des prix d’options (pour tous strikes et maturite´s) a` une date donne´e. Il a de´montre´
que dans un mode`le a` volatilite´ locale, les prix de calls C(t, St, T,K) ve´rifient l’e´quation forward (avec condition
initiale):
∂C
∂T
=
1
2
σ2(T,K)K2
∂2C
∂K2
− rK ∂C
∂K
, C(t, St, t,K) = (St −K)+
Cette e´quation s’applique uniquement aux prix des options Call, qui sont cette fois conside´re´s comme fonctions
du strike K et de la maturite´ T . Comme a` une date donne´ on peut observer les prix d’options de plusieurs
strikes et maturite´s, cette e´quation peut eˆtre utilise´e pour recalculer la fonction de volatilite´ σ(·, ·) a` partir des
prix d’options. Ce re´sultat implique que dans un mode`le de volatilite´ locale, la fonction de volatilite´ σ peut eˆtre
retrouve´e de fac¸on unique avec:
σ(T,K) =
√
2
∂C
∂T + rK
∂C
∂K
K2 ∂
2C
∂K2
(3.10)
Comme on l’a de´ja` observe´ dans le cas des arbres implicites, le fait qu’on puisse retrouver de fac¸on unique un
processus markovien continu a` partir des prix d’options europe´ennes n’implique pas qu’il n’y a pas d’autres
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mode`les (non markoviens ou non continus) qui e´valuent les options europe´ennes de la meˆme fac¸on. La connais-
sance des prix des options euro de´termine les distributions marginales du processus, mais la loi du processus ne
se limite pas a` ces distributions marginales.
The´ore`me 1. Soit (St)t0≤t une solution de l’EDS
dSt
St
= rdt+ σ(t, St)dWt, St0 = S0.
Supposons que
1. St est de carre´ inte´grable:
E
[∫ T
t0
S2t dt
]
<∞, ∀T
2. Pour chaque t > t0, la variable ale´atoire St a une densite´ p(t, x), continue sur (t0,∞)× (0,∞).
3. Le coefficient de diffusion σ(t, x) est continu sur (t0,∞)× (0,∞).
Alors la fonction de prix d’une option call
C(T,K) = e−r(T−t0)E[(ST −K)+].
satisfait l’e´quation de Dupire
∂C
∂T
=
1
2
σ2(T,K)K2
∂2C
∂K2
− rK ∂C
∂K
, (T,K) ∈ [t0,∞)× [0,∞) (3.11)
avec condition initiale C(t0,K) = (S0 −K)+.
Preuve. La de´monstration repose sur l’application de la formule d’Itoˆ a` la semimartingale e−rt(St − K)+.
Puisque la fonction f(x) = x+ n’est pas C2, la formule d’Itoˆ classique ne s’applique pas directement. Une
solution possible [28] consiste a` utiliser la formule de Meyer-Itoˆ pour les fonctions convexes [52]. Ici, nous
adoptons une autre approche qui consiste a` re´gulariser f en introduisant la fonction
fε(x) =
(x+ ε/2)2
2ε
1−ε/2≤x≤ε/2 + x1x>ε/2.
Il est clair que fε est 2 fois diffe´rentiable et diffe´rente de f seulement si |x| < ε/2. De plus, on a
f ′ε(x) =
x+ ε/2
ε
1−ε/2≤x≤ε/2 + 1x>ε/2, f ′′ε (x) =
1
ε
1−ε/2≤x≤ε/2.
L’application de la formule d’Itoˆ standard a` e−rtfε(St −K) entre T et T + θ donne
e−r(T+θ)fε(ST+θ −K)− e−rT fε(ST −K) = −r
∫ T+θ
T
e−rtfε(St −K)dt
+
∫ T+θ
T
e−rtf ′ε(St −K)dSt +
1
2
∫ T+θ
T
e−rtf ′′ε (St −K)σ2(t, St)S2t dt. (3.12)
En prenant l’espe´rance de chaque terme dans (3.12) sous l’hypothe`se 1 ci-dessus, on trouve
e−r(T+θ)E[fε(ST+θ −K)]− e−rTE[fε(ST −K)] = −r
∫ T+θ
T
e−rtE[fε(St −K)]dt
+
∫ T+θ
T
e−rtE[f ′ε(St −K)St]rdt
+
1
2
∫ T+θ
T
e−rt
1
ε
∫ ε/2
−ε/2
(K + x)2σ2(t,K + x)p(t,K + x)dt, (3.13)
36 PETER TANKOV
En utilisant l’hypothe`se 2 ci-dessus, on peut passer a` la limite ε→ 0:
C(T + θ,K)− C(T,K)
= −r
∫ T+θ
T
C(t,K)dt+ r
∫ T+θ
T
e−rtE[St1St≥K ]dt
+
1
2
∫ T+θ
T
e−rtσ2(t,K)K2p(t,K)dt
= rK
∫ T+θ
T
e−rtP [St ≥ K]dt+ 1
2
∫ T+θ
T
e−rtσ2(t,K)K2p(t,K)dt.
En divisant les deux parties par θ et en passant a` la limite θ → 0, ceci donne
∂C
∂T
= rKe−rTP [ST ≥ K] + 1
2
e−rTσ2(T,K)K2p(T,K).
Finalement, en observant que
e−rTP [ST ≥ K] = − ∂C
∂K
et e−rT p(T,K) =
∂2C
∂K2
,
on trouve l’e´quation de Dupire.
Mode`le a` volatilite´ locale comme projection markovienne Soit (St)t0≤t un processus d’Itoˆ ge´ne´ral de
la forme
dSt
St
= rdt+ σtdWt, St0 = S0
avec σt ale´atoire, et supposons que σ
2(t, x) = E[σ2t |St = x] ve´rifie les hypothe`ses du the´ore`me ci-dessus.
En suivant la preuve e´tape par e´tape, il est facile de se convaincre que les prix des options dans le mode`le
associe´ a` (St) ve´rifient l’e´quation de Dupire avec volatilite´ σ(t, x). Autrement dit, la fonction de volatilite´
σ2(t, x) = E[σ2t |St = x] de´finit une diffusion markovienne qui a les meˆmes prix d’options europe´ennes et donc
les meˆmes lois marginales que (St). Cette diffusion s’appelle la projection markovienne de (St).
Vision EDP de la formule de Dupire La formule de Dupire peut eˆtre vue comme une conse´quence de
l’e´quation Fokker-Planck pour la densite´ du processus. Soit µt(S) la densite´ de St. Alors, sous des hypothe`ses
de re´gularite´ qu’on ne de´taille pas ici,
∂µt
∂t
− 1
2
∂2
∂S2
(
σ2S2µt
)
+
∂
∂S
(rSµt) = 0, µ0(S) = δS0(S) (3.14)
Cette e´quation s’appelle l’e´quation de Fokker-Planck ou l’e´quation forward de Kolmogorov pour le processus
(St). Remarquons tout de meˆme que les hypothe`ses ne´cessaires pour ce re´sultat sont bien plus fortes que celles
du the´ore`me 1: par exemple, ici on a besoin que la densite´ soit C2.
Les prix des calls s’obtiennent en inte´grant la densite´ risque-neutre deux fois:
Call(0, S0, T,K) = e
−rT
∫ ∞
K
dS
∫ ∞
S
dS′µT (S′)
Pour retrouver l’e´quation de Dupire, on inte`gre donc l’e´quation de Fokker-Planck (3.14) deux fois terme par
terme et multiplie par e−rT :
• Premier terme:
e−rT
∫ ∞
K
dS
∫ ∞
S
dS′
∂µT (S
′)
∂T
= e−rT
∂
∂T
(erTC(T,K)) = rC(T,K) +
∂C
∂T
.
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• Deuxie`me terme:
−e−rT
∫ ∞
K
dS
∫ ∞
S
dS′
1
2
∂2
∂S2
(σ2S′2µt(S′)) = −1
2
σ2(T,K)K2µT (K)e
−rT
= −1
2
σ2(T,K)K2
∂2C
∂K2
.
• Troisie`me terme:
e−rT
∫ ∞
K
dS
∫ ∞
S
dS′
∂
∂S′
(rS′µT (S′)) = −e−rT
∫ ∞
K
rSµT (S)dS
= −
∫ ∞
K
rS
∂2C
∂K2
dS = r
∫ ∞
K
∂C
∂K
dS + rK
∂C
∂K
= rK
∂C
∂K
− rC(T,K).
En rassemblant les trois termes, on trouve (3.11).
The´ore`me 1 permet de retrouver le coefficient de volatilite´ a` partir d’un ensemble complet de prix de calls
a` une date donne´e, si on sait que ces prix proviennent d’un mode`le de volatilite´ locale. Il ne permet pas
directement de re´pondre a` la question suivante: e´tant donne´ un syste`me de prix de calls (C(T,K))T≥0,K≥0,
est-ce qu’il existe un mode`le de diffusion continu permettant de reproduire ces prix? Pour appliquer la formule
de Dupire (3.11) on a besoin au moins de supposer ∂
2C
∂K2 > 0 et
∂C
∂T + rK
∂C
∂K ≥ 0. Ces contraintes correspondent
aux contraintes d’arbitrage de positivite´ d’un butterfly spread et d’un calendar spread respectivement (voir
section 1.4). Cependant, il se peut que meˆme si la volatilite´ σ(t, S) existe, elle ne conduit pas a` un processus
de Markov qui satisfait les trois hypothe`ses du the´ore`me 1. Le re´sultat suivant donne une condition suffisante
sous laquelle un processus de diffusion a une densite´.
Proposition 2 (the´ore`me 2.3.1 dans [51]). Soit (Xt, t ∈ [0, T ]) la solution d’une EDS
dXt = µ(t,Xt)dt+ σ(t,Xt)dWt.
ou` les coefficients sont globalement Lipschitz et de croissance sous-line´aire, et soit
S = inf{t > 0 :
∫ t
0
1σ(s,Xs)>0ds > 0} ∧ T.
Alors, pour tout 0 < t ≤ T , la loi de Xt conditionnellement a` {t > S} est absolument continu par rapport a` la
mesure de Lebesgue.
Par exemple, si σ(0, X0) > 0, le processus a une densite´.
Exemple 3. Figure 3.7 montre les re´sultats d’application de la formule de Dupire aux donne´es artificielles
(gauche) et aux prix re´els d’options sur l’indice S&P 500. Alors que sur les donne´es simule´es, la formule de
Dupire permet de retrouver un surface de volatilite´ locale qui paraˆıt cohe´rent, la performance pour les donne´es
re´elles n’est pas satisfaisante pour plusieurs raisons:
• Les prix de marche´ ne sont pas connus pour tous les strikes et toutes les maturite´s. Ils doivent donc eˆtre
interpole´s et le re´sultat final sera tre`s sensible a` la me´thode d’interpolation utilise´e.
• Duˆ a` la ne´cessite´ de calculer la deuxie`me de´rive´e de la fonction de prix d’option C(T,K), les petites
erreurs de donne´es conduisent a` des tre`s grands erreurs sur la solution (proble`me mal pose´). On reviendra
sur ce point dans chapitre 6.
Lien entre volatilite´ locale et volatilite´ implicite La formule de Dupire (3.11) peut eˆtre re´e´crite en terme
de volatilite´s implicites du marche´, en observant que pour toute option on a
C(T,K) = CBS(T,K, I(T,K)),
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Figure 3.7: Exemple de diffusion implicite. Gauche: donne´es artificielles: la volatilite´ implicite est de la forme
I(K) = 0.15× 100K pour toutes maturite´s (S0 = 100). Droite: donne´es d’options sur S&P 500, interpolation par
splines.
ou` CBS(T,K, σ) de´note la formule Black-Scholes pour le prix d’une call de volatilite´ σ et I(T,K) est la volatilite´
implicite observe´e pour maturite´ T et strike K. En substituant cette expression dans (3.11), on trouve
σ2(T,K) = 2
∂CBS
∂T +
∂CBS
∂σ
∂I
∂T + rK
(
∂CBS
∂K +
∂CBS
∂σ
∂I
∂K
)
K2
(
∂2CBS
∂K2 + 2
∂2CBS
∂K∂σ
∂I
∂K +
∂2CBS
∂σ2
(
∂I
∂K
)2
+ ∂C
BS
∂σ
∂2I
∂K2
)
=
I
T + 2
∂I
∂T + 2rK
∂I
∂K
K2
(
1
K2IT + 2
d1
KI
√
T
∂I
∂K +
d1d2
I
(
∂I
∂K
)2
+ ∂
2I
∂K2
) , (3.15)
avec la notation habituelle
d1,2 =
log
(
S
Ke−rT
)± 12I2T
I
√
T
.
Dans un premier temps supposons que la volatilite´ implicite ne de´pend pas de strike (absence de smile). Dans
ce cas la volatilite´ locale ne de´pend pas non plus de strike et la formule (3.15) se re´duit a`
σ2(T ) = I2(T ) + 2I(T )T
∂I
∂T
,
d’ou`
I2(T ) =
∫ T
0
σ2(s)ds
T
,
la volatilite´ implicite est donc e´gale a` la moyenne quadratique de la volatilite´ locale sur la dure´e de vie de
l’option. Ce re´sultat peut eˆtre partiellement ge´ne´ralise´ au cas ou` la volatilite´ de´pend de strike [33].
Pour continuer l’e´tude de l’e´quation (3.15), on fera un changement de variable pour passer du strike K au
log-moneyness x = log(S/K) + rT , avec I(T,K) = I˜(T, x). L’e´quation (3.15) devient alors
2I˜T
∂I˜
∂T
+ I˜2 − σ2
(
1− x
I˜
∂I˜
∂x
)2
− σ2I˜T ∂
2I˜
∂x2
+
1
4
σ2I˜2T 2
(
∂I˜
∂x
)2
= 0.
En supposant que I et ses de´rive´es restent finis lorsque T → 0, on a, dans cette limite,
I˜2(0, x) = σ2(0, x)
(
1− x
I˜
∂I˜
∂x
)2
.
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Cette e´quation diffe´rentielle se re´sout explicitement:
I(0, x) =
{∫ 1
0
dy
σ(0, xy)
}−1
. (3.16)
Nous avons donc de´montre´ que, dans la limite de tre`s courte maturite´, la volatilite´ implicite est e´gale a` la
moyenne harmonique des volatilite´s locales, un re´sultat e´tabli par Berestycki et Busca [6]. Lorsque la volatilite´
locale σ(0, x) est diffe´rentiable en x = 0, e´quation (3.16) permet de de´montrer que (le calcul est laisse´ au lecteur)
∂I˜(0, 0)
∂x
=
1
2
∂σ(0, 0)
∂x
,
la pente a` la monnaie de la volatilite´ locale est e´gale, pour les courtes maturite´s, a` 2 fois la pente a` la monnaie
de la volatilite´ implicite.
Re´sume´ des principaux points critiques du mode`le de volatilite´ locale et de l’approche de Dupire
• La surface de volatilite´ locale obtenue par la formule de Dupire est tre`s sensible a` la me´thode d’interpolation
des donne´es
• Le seul facteur de risque est le sous-jacent; impossible de prendre en compte le risque de volatilite´
• La surface de volatilite´ locale calibre´e n’est pas stable au cours de temps
• La dynamique de volatilite´ pre´conise´e par le mode`le ne correspond pas a` celle observe´e sur le marche´
• Calibration ne peut pas eˆtre effectue´ de fac¸on cohe´rente avec l’estimation historique (marche´ complet)
Exercices pour ce chapitre
Exercice 2 (Pas vraiment un exercice mais un proble`me difficile). Donner un exemple de processus qui n’est
pas une diffusion markovienne continue, et pour lequel la formule de Dupire permet de construire une diffusion
markovienne continue qui donne les meˆmes prix des options europe´ennes.
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Chapitre 4
Les mode`les a` volatilite´ stochastique
En observant les trajectoires de volatilite´ (fig. 4.1), on comprend imme´diatement que ce processus n’est pas
a` 100% corre´le´ avec le sous-jacent et que donc cela a un sens de mode´liser la volatilite´ comme un processus
stochastique a` part entie`re, sans se limiter a` des fonctions de´terministes de sous-jacent. Cette classe de mode`les
est connue sous le nom de mode`les a` volatilite´ stochastique. Ils ont comme avantage de non seulement expliquer
le phe´nome`ne de smile (ce qu’on peut faire de´ja` dans les mode`les a` volatilite´ locale) mais aussi conduire a` une
dynamique re´aliste pour le prix et la surface de volatilite´ implicite.
Une approche possible est de mode´liser la volatilite´ σt par une diffusion continue (solution d’une EDS), mais
on peut aussi envisager des processus de Markov discontinus, par exemple, un processus qui ne prend que deux
valeurs σ1 (volatilite´ basse) et σ2 (volatilite´ haute). Le mode`le de processus de diffusion, auquel on se limite
ici, a un avantage de faciliter l’introduction d’une corre´lation instantane´e −1 ≤ ρ ≤ 1 entre le sous-jacent et la
volatilite´:
dSt
St
= µtdt+ σtdWt (4.1)
dσt = atdt+ btdW
′
t , d〈W,W ′〉t = ρdt (4.2)
Les coefficients at et bt sont choisis pour que la volatilite´ σt soit un processus stochastique positif. Souvent,
on impose e´galement la condition de stationnarite´ (retour a` la moyenne). Figure 4.2 montre une trajectoire
possible du sous-jacent et du processus de volatilite´.
Le mode`le (4.2) correspond en ge´ne´ral a` un marche´ incomplet: le risque de volatilite´ (risque de vega) ne
peut pas eˆtre e´limine´ par une strate´gie de trading en actions seulement. Cependant, on n’a ici que deux facteurs
de risque (W et W ′), ce qui fait que le risque de vega est comple`tement e´limine´ par une strate´gie de couverture
utilisant des actions et un autre actif risque´ liquide (par exemple, une option).
4.1 Equations de pricing et de couverture
Dans cette section on se place dans un cadre markovien:
dSt
St
= µtdt+ σtdWt (4.3)
dσt = atdt+ btdW
′
t , d〈W,W ′〉t = ρdt (4.4)
dBt
Bt
= rdt,
ou` at = a(t, σt, St), bt = b(t, σt, St). En pre´sence de deux sources de risque on aura besoin de deux actifs risque´s
pour la couverture. On supposera donc qu’il existe un actif liquide cote´ au prix
C0t = C
0(t, σt, St).
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Figure 4.1: Haut: l’indice VIX (volatilite´ des options sur S&P 500). Bas: cours de l’indice S&P 500
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Figure 4.2: Prix de l’action (gauche) et trajectoires de volatilite´ dans un mode`le a` volatilite´ stochastique.
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ou` la fonction de´terministe C0(t, σ, S) est connue et satisfait ∂C
0(t,σ,S)
∂σ > 0 pour tout t, σ, S (dans ce cas on
dit que l’actif C0 comple`te le marche´). De plus on aura besoin de l’hypothe`se −1 < ρ < 1 et de toutes les
hypothe`ses techniques sur l’existence et re´gularite´ des solutions des EDS (4.3)–(4.4) que l’on ne donne pas ici,
mais qui sont de´taille´es dans [53].
Soit Vt la valeur du portefeuille autofinanc¸ant contenant δt actions et ωt unite´s de C
0. Par la condition
d’autofinancement et la formule d’Itoˆ,
dVt = (Vt − δtSt − ωtC0t )rdt+ δtdSt + ωtdC0t
= (Vt − δtSt − ωtC0t )rdt
+ (δt + ωt
∂C0
∂S
)dSt + ωt
∂C0
∂σ
dσt + ωtLtC0dt (4.5)
avec Lt = ∂
∂t
+
1
2
S2t σ
2
t
∂2
∂S2
+
1
2
b2t
∂2
∂σ2
+ Stσtbtρ
∂2
∂S∂σ
Essayons de trouver une strate´gie autofinanc¸ante qui re´plique une fonction de´terministe C (qui donnera le
prix de l’option a` couvrir par la suite): Vt = C(t, σt, St). En appliquant la formule d’Itoˆ, on trouve:
dVt = LtCdt+ ∂C
∂S
dSt +
∂C
∂σ
dσt,
et pour l’e´galite´ entre cette expression et (4.5), les ratios de couverture et la fonction C doivent satisfaire
ωt =
∂C/∂σ
∂C0/∂σ
(4.6)
δt =
∂C
∂S
− ωt ∂C
0
∂S
(4.7)
LtC − rC + rSt ∂C
∂S
=
∂C
∂σ
LtC0 − rC0 + rSt ∂C0∂S
∂C0/∂σ
(4.8)
Le deuxie`me facteur a` droite ne de´pend pas de l’option qu’on cherche a` couvrir, mais seulement de l’actif
“universel” qu’on a choisi initialement pour la couverture. Soit
λ(t, σ, S) = −LtC
0 − rC0 + rS ∂C0∂S
∂C0/∂σ
Nous avons de´montre´ par re´plication que le prix d’une option europe´enne de payoff h(ST ) satisfait:
LtC − rC + rS ∂C
∂S
+ λ(t, σ, S)
∂C
∂σ
= 0, C(T, σ, S) = h(S) (4.9)
avec Lt = ∂
∂t
+
1
2
S2σ2
∂2
∂S2
+
1
2
b2t
∂2
∂σ2
+ Sσbtρ
∂2
∂S∂σ
C’est la ge´ne´ralisation de l’e´quation de Black-Scholes aux mode`les de volatilite´ stochastique. La couverture avec
des actions et des actifs risque´s d’un autre type avec des ratios (4.6)–(4.7) s’appelle la couverture en delta-vega
(risque de vega = risque de volatilite´). Graphique 4.3 illustre la performance de cette strate´gie dans le mode`le
de Heston (voir ci-dessus) en comparant dynamiquement la valeur de l’option avec le portefeuille de couverture
correspondant. On voit qu’effectivement, la couverture avec deux actifs e´limine comple`tement le risque.
Evaluation risque-neutre L’EDP de pricing (4.9) est une e´quation en 3 dimensions qui n’est pas toujours
facile a` re´soudre. Il serait plus satisfaisant d’exprimer le prix d’une option europe´enne dans un mode`le de
volatilite´ stochastique comme espe´rance, pour le calculer, par exemple, avec une me´thode de Monte Carlo. Les
prix des actifs cote´s sont des espe´rances actualise´s de leurs flux terminaux sous la probabilite´ risque-neutre, sous
laquelle toute option satisfait
dCt = rCtdt+martingale.
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Figure 4.3: Couverture en vega. Gauche: couverture en delta seulement dans un marche´ a` volatilite´ stochastique.
Droite: couverture en delta-vega.
Or, en utilisant la formule d’Itoˆ et (4.6)–(4.8), on trouve
dCt = rCtdt+
∂C
∂S
(dSt − rStdt) + ∂C
∂σ
(dσt − λtdt),
donc, sous la probabilite´ risque-neutre Q on aura
dSt
St
= rdt+ σtdW˜t
dσt = λtdt+ btdW˜
′
t ,
ou` W˜ et W˜ ′ sont Q-mouvements browniens avec d〈W˜ , W˜ ′〉t = ρdt. La “fonction universelle” λ, que nous avons
rencontre´ pour la premie`re fois dans l’e´quation de pricing (4.9) joue donc le roˆle de la de´rive de volatilite´ sous
la probabilite´ risque-neutre.
Sous Q, le prix d’une option europe´enne de payoff h satisfait
C(t, σ, S) = E[e−r(T−t)h(ST )|σt = σ, St = S]
Sous la condition σt > 0 et bt > 0, le mode`le (4.3)-(4.4) peut eˆtre re´e´crit
dSt
St
= (r + βtσt)dt+ σtdWt
dσt = (λt + φtbt)dt+ btdW
′
t ,
Le coefficient βt qui permet de passer de la probabilite´ risque-neutre a` la probabilite´ historique est tradition-
nellement appele´ la prime de risque. Par analogie, on appelle souvent φt la prime de risque de volatilite´.
Exercice 3. Sous l’hypothe`se que les primes de risque βt et φt sont borne´es, montrer comment on peut
construire la probabilite´ risque-neutre Q a` l’aide du the´ore`me de Girsanov.
Remarque 1. Une diffe´rence fondamentale entre βt et φt est que βt est facile a` estimer comme
µt−r
σt
alors
que pour estimer φt on devrait estimer λt a` partir de donne´es historiques, ce qui n’est en ge´ne´ral pas possible.
Une solution consiste a` spe´cifier une forme parame´trique pour λt qui sera calibre´e directement sous la proba-
bilite´ risque-neutre, aux prix d’options cote´s sur le marche´. On reviendra sur ce point dans la discussion des
parame´trisations de volatilite´ stochastique.
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4.2 Comportement asymptotique de volatilite´ implicite
Cas de volatilite´ de volatilite´ petite Dans cette section, supposons pour simplifier que la volatilite´ est
inde´pendante du mouvement brownien W qui dirige le sous-jacent. On notera
VT =
∫ T
0
σ2t dt
la variance inte´gre´e. Graˆce a` l’inde´pendance, en inse´rant l’espe´rance conditionnelle par rapport a` la trajectoire
de la volatilite´, on trouve que le prix d’une option europe´enne ve´rifie
Call(T,K) = E[CallBS(T,K,
√
VT /T )] = E[CallBS(T,K, VT )],
ou` on a pose´ CallBS(T,K, V ) := CallBS(T,K,
√
V/T ), ∀V > 0. Supposons maintenant que VT est proche de
E[VT ], c’est-a`-dire, VarVT ≪ E[VT ]2. Par une de´composition en se´rie de Taylor de la fonction CallBS , autour
du point E[VT ], on trouve
Call(T,K) ≈ CallBS(T,K,E[VT ]) + 1
2
VarVT
∂2
∂V 2
CallBS(T,K,E[VT ]), (4.10)
ou`
∂2
∂V 2
CallBS(T,K, V ) =
Sn(d1)
4V 3/2
{
m2
V
− V
4
− 1
}
, m = log
S
Ke−rT
.
Par ailleurs, lorsque δσ ≪ σ,
CallBS(T,K, σ + δσ) ≈ CallBS(T,K, σ) + δσ ∂CallBS(T,K, σ)
∂σ
.
En comparant ces deux de´veloppements, on trouve que la volatilite´ implicite I(T,K) ve´rifie
I(T,K) ≈
√
E[VT /T ] +
1
2
VarVT
∂2
∂V 2CallBS(T,K,E[VT ])
∂
∂σCallBS(T,K,
√
E[VT /T ])
,
=
√
E[VT /T ] +
1
8T 1/2E[VT ]3/2
VarVT
{
m2
E[VT ]
− E[VT ]
4
− 1
}
. (4.11)
Cas d’une option proche de l’eche´ance Pour analyser le comportement de la volatilite´ implicite pour les
options de courte maturite´ en utilisant les re´sultats du paragraphe pre´cedent, il faut connaitre les proprie´te´s
de E[VT ] et VarVT lorsque T → 0. Supposons que le processus de la variance instantane´e vt = σ2t suit l’EDS
homoge`ne
dvt = α(vt)dt+ β(vt)dW
′
t ,
ou` le mouvement brownien W ′ est toujours suppose´ inde´pendant de W . Les fonctions α et β sont re´gulie`res et
ve´rifient les hypothe`ses ne´cessaires pour l’existence d’une solution forte. Soit
u(t, v) = E
[∫ T
t
vsds|vt = v
]
.
Le processus
Mt = E
[∫ T
0
vsds
∣∣∣∣∣Ft
]
=
∫ t
0
vsds+ u(t, vt)
est alors une martingale, ce qui implique (formule d’Itoˆ) que u ve´rifie l’e´quation
∂u
∂t
+ α(v)
∂u
∂v
+
1
2
β2(v)
∂2u
∂v2
+ v = 0, u(T, v) ≡ 0. (4.12)
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On cherche a` obtenir un de´veloppement de u en puissances de T − t. Puisque la condition terminale et les
coefficients sont re´gulie`res (et la condition terminale est nulle),
u(t, v) = (T − t)u1(v) + (T − t)
2
2
u2(v) +O((T − t)3).
En substituant cette expression dans l’EDP (4.12), par identification des termes avec la meˆme puissance de
(T − t), on trouve u1(v) = v et u2(v) = α(v), d’ou` finalement
E[VT ] = u(0, v0) = v0T +
α(v0)T
2
2
+O(T 3).
Le calcul de VarVT suit la meˆme logique. Soit
u¯(t, v) = E

(∫ T
t
vsds
)2∣∣∣∣∣vt = v

 .
Le processus
M¯t = E

(∫ T
0
vsds
)2∣∣∣∣∣Ft

 = u¯(t, vt) +
(∫ t
0
vsds
)2
+ 2u(t, vt)
∫ t
0
vsds
est alors une martingale. En appliquant la formule d’Itoˆ, on trouve
dM¯t =
(
∂u¯
∂t
+ α(v)
∂u¯
∂v
+
1
2
β2(v)
∂2u¯
∂v2
)
dt+
∂u¯
∂v
β(v)dW ′t
+ 2
[(
vt +
∂u
∂t
+ α(v)
∂u
∂v
+
1
2
β2(v)
∂2u
∂v2
)
dt+
∂u
∂v
β(v)dW ′t
] ∫ t
0
vsds+ 2vu(t, v)dt
=
(
∂u¯
∂t
+ α(v)
∂u¯
∂v
+
1
2
β2(v)
∂2u¯
∂v2
+ 2vu(t, v)
)
dt+
(
∂u¯
∂v
β(v) + 2
∂u
∂v
β(v)
∫ t
0
vsds
)
dW ′t ,
ce qui implique que u¯ doit ve´rifier l’EDP
∂u¯
∂t
+ α(v)
∂u¯
∂v
+
1
2
β2(v)
∂2u¯
∂v2
+ 2vu(t, v) = 0, u¯(T, v) ≡ 0. (4.13)
Comme avant, posons
u¯(t, v) = (T − t)u¯1(v) + (T − t)
2
2
u¯2(v) +
(T − t)3
3
u¯3(v) +O(T
4).
La substitution de cette forme dans (4.13) donne
u¯1(v) = 0, u¯2(v) = 2v
2 et u¯3(v) = 3vα(v) + β
2(v),
d’ou`
E[V 2T ] = v
2
0T
2 + (v0α(v0) + β
2(v0)/3)T
3 +O(T 4) et VarVT =
1
3
β2(v0)T
3 +O(T 4).
L’hypothe`se VarVT ≪ E[VT ]2, qui assure la validite´ de l’approximation (4.10) est donc respecte´e lorsque T est
petit. Si de plus, l’option est proche de la monnaie (|m| ≪ 1), on peut substituer les expressions pour E[VT ] et
VarVT dans (4.11), ce qui donne
I(T,K) ≈ √v0 + β
2(v0)
24v
5/2
0
m2 +
{
α(v0)
4
√
v0
− β
2(v0)
24v
3/2
0
− β
2(v0)α(v0)
48v
7/2
0
m2
}
T.
En particulier, pour m = 0, la volatilite´ implicite a` la monnaie forward ve´rifie
IATMF (T ) ≈ √v0 +
{
α(v0)
4
√
v0
− β
2(v0)
24v
3/2
0
}
T,
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ce qui implique que la volatilite´ instantane´e est la limite quand T → 0 de la volatilite´ implicite a` la monnaie
forward. Pour T = 0 et m non nul (mais petit),
I(T = 0,K) ≈ √v0 + β
2(v0)
24v
5/2
0
m2,
la volatilite´ implicite en T = 0 a localement une forme parabolique en m, centre´e en m = 0. Ceci permet de
calculer la convexite´ du smile aux courtes maturite´s:
lim
T→0
∂2I
∂m2
|m=0 = β
2(v0)
12v
5/2
0
.
Des re´sultats de ce type ont des applications en calibration, puisqu’ils relient directement des quantite´s observ-
ables aux parame`tres du mode`le.
La forme localement syme´trique de la volatilite´ implicite est une conse´quence de l’hypothe`se de l’inde´pendance
des mouvements browniens du sous-jacent et volatilite´ (ρ = 0). Dans le cas ρ 6= 0, des re´sultats similaires ont
e´te´ obtenus par Medvedev et Scaillet [50]. Ces auteurs mode´lisent directement la volatilite´ σt et non la variance
instantane´e:
dσt = a(σt)dt+ b(σt)dW
′
t , d〈W,W ′〉t = ρdt.
Ceci correspond a` prendre α(v) = b2(
√
v)+2a(
√
v)
√
v et β(v) = 2b(
√
v)
√
v dans notre formulation. L’hypothe`se
que m doit eˆtre proche de ze´ro est interprete´e en introduisant le moneyness renormalise´ z = m
σ0
√
T
et supposant
que z reste fini losque T → 0. Avec les me´thodes de de´veloppement en se´rie pour les EDP, similaires a` celles
qu’on vient de voir dans un cadre plus simple, Medvedev et Scaillet montrent alors que
I(T, z) = σ0 + I1(σ0, z)
√
T + I2(σ0, z)T +O(T
√
T )
avec
I1(σ, z) =
ρb(σ)z
2
et
I2(σ, z) =
1
6
{
b2(σ)(1− ρ2)
σ
+ ρ2b(σ)b′(σ)
}
z2 +
a(σ)
2
+
ρσb(σ)
4
+
ρ2b2(σ)
24σ
+
b2(σ)
12σ
− ρ
2b(σ)b′(σ)
6
.
Cette formule permet de calculer le skew et la convexite´ a` la monnaie pour courtes maturite´s dans le cas ρ 6= 0:
lim
T→0
∂I
∂m
|m=0 = ρb(σ0)
2σ0
=
ρβ(v0)
4v0
,
lim
T→0
∂2I
∂m2
|m=0 = 1
3σ20
{
b2(σ0)(1− ρ2)
σ0
+ ρ2b(σ0)b
′(σ0)
}
=
β2(v0)(1− 2ρ2)
12v
5/2
0
+
ρ2β(v0)β
′(v0)
6v
3/2
0
.
La formule de Roger Lee pour les strikes extreˆmes Dans cette section, qui n’est pas limite´e aux
mode`les a` volatilite´ stochastique, on montre que la condition d’absence d’arbitrage impose des contraintes sur
la croissance de la volatilite´ implicite pour les tre`s grands et les tre`s petits strikes. Ces re´sultats ont e´te´ e´tablis
par Roger Lee [45] et ge´ne´ralise´s dans [31].
Soit k = log Ke
−rT
S le log strike. On fixe l’e´che´ance T et denote par I(k) la volatilite´ implicite d’une option
d’e´che´ance T et log-strike k, et par cBS(k, σ) le prix Black-Scholes de cette option, si la volatilite´ est e´gale a` σ.
Dans tout mode`le sans arbitrage, on a alors,
lim sup
k→+∞
I2(k)T
k
≤ 2. (4.14)
Pour de´montrer cette ine´galite´ il suffit de voir qu’il existe k∗ <∞ tel que pour tout k > k∗,
cBS(k, I(k)) < cBS
(
k,
√
2k
T
)
.
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Or,
lim
k→∞
cBS(k, I(k)) = 0
par convergence domine´e, alors que
lim
k→∞
cBS
(
k,
√
2k
T
)
= lim
k→∞
S
{
N(0)− ekN(−
√
2k)
}
=
S
2
par le re`gle de l’Hopital.
Le re´sultat plus ge´ne´ral de Roger Lee e´tablit le lien entre la valeur de lim supk→+∞
I2(k)T
k et le nombre des
moments finis du processus de prix ST . Dans un premier temps on va e´tudier le comportement du prix d’un
call. Soit E[Sp+1T ] <∞ pour p > 0. Il est facile de voir que pour tout S > 0,
S −K ≤ S
p+1
p+ 1
(
p
p+ 1
)p
1
Kp
et donc (S −K)+ ≤ S
p+1
p+ 1
(
p
p+ 1
)p
1
Kp
En prenant l’espe´rance actualise´e de chaque cote´,
C(K) ≤ e−rT E[S
p+1]
p+ 1
(
p
p+ 1
)p
1
Kp
et donc
C(K) = O(K−p), K →∞ (4.15)
Avec (4.14) et (4.15), on a finalement
The´ore`me 2 (Roger Lee).
(i) Soit
p˜ = sup{p : E[S1+pT ] <∞} et βR = lim sup
k→+∞
I2(k)T
k
.
Alors βR ∈ [0, 2] et
p˜ =
1
2βR
+
βR
8
− 1
2
.
(ii) Soit
q˜ = sup{q : E[S−qT ] <∞} et βL = lim sup
k→−∞
I2(k)T
|k| .
Alors βL ∈ [0, 2] et
q˜ =
1
2βL
+
βL
8
− 1
2
.
Preuve. Nous donnerons ici seulement une ide´e de la preuve de la premie`re partie du the´ore`me, qui permet
de comprendre comment apparait le lien entre le nombre de moments finis et le comportement de la volatilite´
implicite. Le lecteur peut consulter [45] pour la preuve comple`te. Soit f±(β) := 1β +
β
4 ± 1. Alors,
cBS(k,
√
βk/T ) = S(N(−
√
f−(β)k)− ekN(−
√
f+(β)k)). (4.16)
En remarquant que
lim
x→−∞
N(−x)
|x|−1n(x) = 1,
on montre facilement que
cBS(k,
√
βk/T ) ∼ C e
−f−(β)k/2
√
k
(4.17)
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Figure 4.4: Comportement asymptotique du smile dans le mode`le de Heston pour les valeurs extreˆmes du strike.
Les parame`tres sont: ρ = −0.5, v0 = θ = 0.04, δ = 0.5 et k = 2, temps jusqu’a` maturite´: T = 50 jours.
lorsque k →∞, ou` C est une constante. Soit p < p˜. On a alors en utilisant (4.15):
cBS(k, I(k))
cBS(k,
√
βk/T )
= O(e−(p−f−(β)/2)k
√
k).
Ceci montre que p˜ > f−(β)2 implique βR ≤ β, et puisque la fonction f−(β) est decroissante, que p˜ ≤ f−(βR)/2.
Le re´sultat de Roger Lee montre que le carre´ de la volatilite´, en fonction du log-strike, est asymptotiquement
line´aire. Ce type de comportement est illustre´ sur le graphique 4.4.
4.3 Estimation de volatilite´
Dans la section pre´ce´dente nous avons vu qu’en the´orie, dans un mode`le a` volatilite´ stochastique avec 2 facteurs
de risque, toute option est re´plique´ par un portefeuille contenant des actions et un actif risque´ additionnel. En
re´alite´, pour calculer les ratios de couverture (4.6) et (4.7) et le prix de l’option, il faut connaˆıtre la volatilite´
instantane´e σt qui n’est pas directement observable. On peut approcher σt par la volatilite´ moyenne sur une
pe´riode de longueur T , qui est estimable a` partir de donne´es historiques, mais
• La variance de l’estimateur de volatilite´ moyenne de´croˆıt avec T
• Le biais de l’approximation de σt par la volatilite´ moyenne croit avec T
En ge´ne´ral, meˆme avec des donne´es haute fre´quence, on ne peut connaˆıtre σt qu’avec une pre´cision de 10% au
mieux, ce qui introduit un risque supple´mentaire (risque de mode`le) dans la procedure de couverture. Dans
cette section on se propose de regarder les me´thodes d’estimation de volatilite´ moyenne a` partir de donne´es
historiques.
Estimateurs de variance re´alise´e Soit (St) un processus de prix avec volatilite´ stochastique:
dSt
St
= µtdt+ σtdWt.
Alors
d logSt =
(
µt − σ
2
t
2
)
dt+ σtdWt (4.18)
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et la variation quadratique de logSt satisfait
〈logS〉t =
∫ t
0
σ2sds.
D’un autre´ cote´, la variation quadratique d’une se´mimartingale est de´finie par
〈X〉t = lim
N→∞
N∑
i=1
(X i
N t
−X i−1
N t
)2,
ou` la convergence a lieu presque suˆrement. Avec la notation
r(t, h) ≡ log St+h
St
pour le log-rendement du processus de prix, on a donc
∫ t
0
σ2sds = lim
N→∞
N∑
i=1
r
(
i− 1
N
t,
t
N
)2
.
Ceci sugge`re qu’on peut estimer la variance inte´gre´e
∫ t
0
σ2sds par la variance re´alise´e
V RNt ≡
N∑
i=1
r
(
i− 1
N
t,
t
N
)2
.
Pour analyser le comportement de cet estimateur, on fera deux hypothe`ses simplificatrices:
• La volatilite´ (σt) est inde´pendante du mouvement brownien qui dirige le sous-jacent (Wt).
• La de´rive µt est de´terministe.
Ces hypothe`ses ne sont pas ne´cessaires, pour voir comment on peut s’en affranchir, cf. [2].
On e´crira Eσ pour l’espe´rance conditionnelle par rapport a` la trajectoire de volatilite´. Sous cette espe´rance
conditionnelle,
Ri ≡ r
(
i− 1
N
t,
t
N
)
est une variable ale´atoire Gaussienne de variance et espe´rance
vi =
∫ i
N t
i−1
N t
σ2sds et mi =
∫ i
N t
i−1
N t
(µs − σ2s/2)ds
respectivement, et les variables Ri et Rj sont inde´pendantes pour tout i 6= j.
Dans un premier temps, on analyse le biais de l’estimateur de variance re´alise´e. Un calcul direct montre
Eσ[V RNt ] =
N∑
i=1
Eσ[R2i ] =
N∑
i=1
(vi +m
2
i )
≈
∫ t
0
σ2sds+
t
N
∫ t
0
(µs − σ2s/2)2ds,
le biais de l’estimateur est donc de l’ordre de O(t/N). Pour la variance conditionnelle de l’estimateur on a
Varσ[V RNt ] =
N∑
i=1
Eσ[(R2i − vi −m2i )2] =
N∑
i=1
(2v2i + 4vim
2
i )
≈ 2t
N
∫ t
0
σ4sds+
4t2
N2
∫ t
0
σ2s(µs − σ2s/2)2ds.
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Figure 4.5: Estimateur de variance re´alise´e. Graphique de gauche: donne´es simule´es. Graphique de droite:
donne´es re´elles. Haut: taux de change DM/USD. Bas: volatilite´ moyenne journalie`re, estime´e sur les donne´es
de fre´quence 5 min.
Le terme dominant dans l’erreur de l’estimateur est donc duˆ a` la variance et l’e´cart type de l’erreur est, au
premier ordre, e´gal a` √
2t
N
∫ t
0
σ4sds.
Ceci s’explique par le fait que l’estimateur de variance re´alise´e est un estimateur comple`tement non-parame´trique,
il ne ne´cessite aucune hypothe`se sur le mode`le et n’introduit donc presque pas de biais mais au prix d’une vari-
ance assez e´leve´e.
Exemple 4. Soit t = 1 jour, N = 100 (une donne´e toutes les 5 minutes). Alors pour un niveau moyen de
volatilite´ de 10%, on a
2t
N
∫ t
0
σ4sds ∼ 5× 10−6,
ce qui correspond a` une erreur relative de 15%. D’un autre cote´, l’e´cart type typique de la volatilite´ instantane´e
sur 1 jour est de 5 × 10−3 (parame`tres de l’article de Heston [40]). La pre´cision relative de l’estimation de la
volatilite´ instantane´e par l’estimateur de variance re´alise´e est donc, dans ce cas de 16%.
L’estimation de volatilite´ par variance re´alise´e est illustre´e par fig. 4.5. A gauche, sur les donne´es simule´es,
on compare l’estimateur de variance re´alise´e sur 1 jour avec la volatilite´ instantane´e et la volatilite´ moyenne
sur 1 jour, c’est-a`-dire
√
1
t
∫ t
0
σ2sds. On voit qu’ici, l’e´cart entre la volatilite´ instantane´e et la volatilite´ moyenne
est petit, mais l’estimateur de variance re´alise´e introduit beaucoup de bruit. Sur le graphique de droite, on
applique le meˆme estimateur avec des feneˆtres d’un jour et de deux jours aux donne´es re´elles. Ici e´galement,
l’importante diffe´rence entre les estimateurs pour les deux feneˆtres montre que l’estimateur de variance re´alise´e
introduit beaucoup de bruit dans le re´sultat final.
Estimation de volatilite´ avec un mode`le ARCH auxiliaire Cette me´thode d’estimation de volatilite´
introduit un lissage supple´mentaire, ce qui permet de diminuer la variance de l’estimateur, au prix d’un biais
plus grand. On se place dans le cadre d’un mode`le discret a` volatilite´ stochastique:
Ri = µi + σiεi. (4.19)
Ici, {εi} est une suite de variables ale´atoires adapte´e a` une filtration discre`te {Ft} et telle que pour tout i, εi+1
est inde´pendant de Fi et de loi N(0, 1). Les suites {µi} et {σi} sont suppose´es {Ft}-pre´visibles (ceci revient a`
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dire que σi et µi sont Fi−1-mesurables). Dans ce cas, le rendement continu r((i − 1)h, h) a la meˆme loi pour
tout i que le rendement discret Ri = µi + σiεi.
Remarque 2. Sous l’hypothe`se de de´rive de´terministe et volatilite´ inde´pendante du sous-jacent, le mode`le
continu (4.18) observe´ avec fre´quence h peut eˆtre re´e´crit sous cette forme, en prenant une suite {εi} de variables
inde´pendantes de loi N(0, 1), et en posant
Ft := σ{ε1, . . . , εt} ∨ σ{σs : s ≤ (t+ 1)h}.
µi =
∫ ih
(i−1)h
(µs − σ2s/2)ds, σi =
√∫ ih
(i−1)h
σ2sds.
Dans le mode`le (4.19),
σ2i = E[(Ri − µi)2|Fi−1].
Ceci conduit a` l’ide´e d’approcher σ2i par une moyenne mobile des carre´es des observations pre´ce´dentes
σ2i ≈ ω + α1(Ri−1 − µi−1)2 + · · ·+ αn(Ri−n − µi−n)2. (4.20)
Cette me´thode peut donc eˆtre conside´re´ comme une ge´ne´ralisation de l’estimateur de variance re´alise´e. D’un
autre cote´, il existe une classe de mode`les e´conome´triques de volatilite´, ou` elle a exactement la forme (4.20). Il
s’agit de mode`les de type ARCH (autoregressive conditional heteroscedasticity) [30]. Dans un mode`le ARCH(n),
on suppose que le processus de rendements discrets est de´crit par (4.19), avec une volatilite´ donne´e par
σ2i = ω + α1(Ri−1 − µi−1)2 + · · ·+ αn(Ri−n − µi−n)2. (4.21)
Les moyennes µi peuvent eˆtre constantes ou inte´grer une e´ventuelle saisonnalite´.
Dans ce mode`le tout l’ale´a provient donc de la suite {εi}, et il n’y a pas de facteurs de risque cache´s ce qui
facilite l’estimation. Pour estimer un mode`le ARCH(n), on peut dans un premier temps utiliser la me´thode de
maximum de vraisemblance pour de´duire les parame`tres ω, α1,. . . ,αn puis filtrer la volatilite´ avec l’e´quation
(4.21). Par exemple, dans le mode`le ARCH(1) avec µi ≡ µ la densite´ jointe de (R1, . . . , RT ) satisfait
p(R1, . . . , RT |θ) = p(RT |RT−1, θ) . . . p(R2|R1, θ)p(R1),
ou` θ = (µ, ω, α1) est le vecteur des parame`tres inconnus et
p(Ri|Ri−1, θ) = 1
σi
√
2π
exp
(
− (Ri − µ)
2
2σ2i
)
=
1√
2π(ω + α1(Ri−1 − µ)2)
exp
(
− (Ri − µ)
2
2(ω + α1(Ri−1 − µ)2
)
.
La densite´ p(R1) peut eˆtre Gaussienne avec une valeur de volatilite´ fixe´e a` priori. Les parame`tres (µ, ω, α1)
peuvent donc eˆtre estime´s avec
θˆ = argmax
θ
log p(R1, . . . , RT |θ) = argmax
θ
(
−
T∑
i=1
log σi −
T∑
i=1
(Ri − µ)2
2σ2i
)
.
Pour construire un estimateur fiable de volatilite´ avec un mode`le ARCH auxiliaire, on est oblige´ de choisir
n suffisamment grand et donc d’estimer beaucoup de parame`tres. Pour une description plus parcimonieuse, les
mode`les GARCH (generalized ARCH) ont e´te´ propose´s [7], qui permettent a` la volatilite´ σi de de´pendre non
seulement des rendements passe´s mais aussi des valeurs passe´es de volatilite´ elle-meˆme. Le mode`le GARCH(m,n)
a donc la forme
σ2t = ω +
n∑
i=1
αi(Rt−i − µt−i)2 +
m∑
j=1
βjσ
2
t−j .
L’avantage de cette approche est que pour obtenir des bons re´sultats on a rarement besoin d’aller au-dela` de
GARCH(1,1).
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Figure 4.6: Estimation de volatilite´ avec un mode`le GARCH(1,1) auxiliaire.
Pour estimer la volatilite´ dans un mode`le a` volatilite´ stochastique, une me´thode possible consiste donc a`
substituer la volatilite´ stochastique par une volatilite´ de type ARCH ou GARCH. En le faisant, on, introduit
un biais duˆ au fait qu’on n’utilise pas le bon mode`le, mais en vue de l’e´quation (4.20) on peut espe´rer avoir une
approximation a` la vraie volatilite´. Graphique 4.6 montre la performance de l’estimateur fonde´ sur un mode`le
GARCH(1,1) auxiliaire sur les meˆmes donne´es qui ont e´te´ utilise´es pour tester l’estimateur de variance re´alise´e
(fig. 4.5). On voit que maintenant, l’estimateur contient beaucoup moins de bruit, mais que la volatilite´ estime´e
est parfois diffe´rente de la vraie volatilite´ en raison d’un lissage inde´sirable par le mode`le GARCH.
Estimation de la volatilite´ instantane´e avec volatilite´ implicite Des re´sultats de la section pre´cedente
il ressort que la volatilite´ implicite´ a` la monnaie forward (et la volatilite´ implicite a` la monnaie) converge vers
la volatilite´ instantane´e
√
v0 pour les petites maturite´s:
IATM (T ) =
√
v0 +O(
√
T ) (cas ge´ne´ral)
IATM (T ) =
√
v0 +O(T ) (ρ = 0).
Dans les marche´s liquides, on peut donc estimer la volatilite´ implicite simplement en interpolant la volatilite´
implicite a` la monnaie. Les formules de la section pre´cedente permettent d’analyser l’erreur d’une telle approx-
imation.
4.4 Swaps de variance
Les swaps de variance sont des actifs contingents qui permettent de prendre des positions sur la volatilite´
(variance) de sous-jacent. Un swap de variance a un pay-off a` l’e´che´ance e´gal a`
HT =
NA
n
n∑
i=1
(
log
Si
Si−1
)2
−Nσ2K ,
ou`
• A = 250 est le nombre moyen de jours ouvre´s dans l’anne´e;
• N est le nominal du contral;
• n represente le nombre de jours ouvre´s jusqu’a l’e´che´ance T ;
• σK est la volatilite´ ’strike’.
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En d’autres mots, un swap de variance permet d’echanger un montant fixe Nσ2K contre un flux ale´atoire e´gal a`
la variance re´alise´e du sous-jacent.
Dans un mode`le a` trajectoires continues, un swap de variance peut eˆtre replique´ par un portefeuille statique
contenant des options europe´ennes et un portefeuille dynamique contenant le sous-jacent [11]. Pour simplifier
le traitement, on va approcher la somme dans le pay-off de produit par une inte´grale:
HT = N
{
1
T
∫ T
0
σ2sds− σ2K
}
.
Supposons que le sous-jacent S est de´crit par
dSt
St
= µtdt+ σtdWt,
ou` µt et σt sont deux processus stochastiques. La formule d’Itoˆ donne alors
1
2
∫ T
0
σ2sds =
∫ T
0
dSt
St
− log ST
S0
. (4.22)
Pour repliquer la variance inte´gre´e, il suffit alors de repliquer les deux termes dans la partie droite.
Soit Vt la valeur du portefeuille qui replique
∫ T
0
dSt
St
et soit Q une probabilite´ risque-neutre. On a alors
Vt = e
−r(T−t)E
[∫ T
0
dSt
St
|Ft
]
= e−r(T−t)
{∫ t
0
dSs
Ss
+ r(T − t)
}
d’ou` on deduit
dVt = r(Vt − δtSt)dt+ δtdSt avec δt = e
−r(T−t)
St
.
Le premier terme de la partie droite de (4.22) peut donc eˆtre replique´ par un portefeuille autofinanc¸ant consistant
a` investir e−r(T−t) en actions et ayant la valeur initiale V0 = rTe−rT .
Le deuxie`me terme dans la partie droite de (4.22) (le log-contrat) peut eˆtre replique´ par un portefeuille
statique de calls et puts. Soit f une fonction C2. Alors il est facile de demontrer que pour tous F, x positifs,
f(x) = f(F ) + f ′(F )(x− F ) +
∫ F
0
f ′′(K)(K − x)+dK +
∫ ∞
F
f ′′(K)(x−K)+dK.
Pour calculer le prix d’une option europe´enne d’e´che´ance T et de pay-off f(ST ), on pose F = S0e
rT et calcule
l’espe´rance de e−rT f(ST ) sous la probabilite´ risque-neutre:
Prix = e−rT f(F ) +
∫ F
0
f ′′(K)P (T,K)dK +
∫ ∞
F
f ′′(K)C(T,K)dK,
ou` P (T,K) est le prix d’un put et C(T,K) le prix d’un call d’e´che´ance T et strike K. En particulier, pour le
log-contrat f(x) = log xS0 , on trouve
Prix = e−rT rT −
∫ F
0
P (T,K)
K2
dK −
∫ ∞
F
C(T,K)
K2
dK.
En rajoutant ceci au prix du portefeuille de replication pour le premier terme de (4.22), on trouve que le prix
du portefeuille de replication pour 12
∫ T
0
σ2sds est e´gal a`∫ F
0
P (T,K)
K2
dK +
∫ ∞
F
C(T,K)
K2
dK.
Finalement, le σK qui annule la valeur du swap de variance satisfait
e−rTσ2K =
2
T
∫ F
0
P (T,K)
K2
dK +
2
T
∫ ∞
F
C(T,K)
K2
dK.
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L’indice VIX VIX est l’indice de volatilite´ d’options sur S&P 500, publie´ par CBOE. Entre 1993 et 2003,
cet indice e´tait calcule´ comme la moyenne des volatilite´s implicites de 8 options les plus liquides, mais en 2003
la me´thodologie a e´te´ change´, et le nouvel indice est calcule´ en prenant en compte toutes les options par la
formule (4.4). Le rapport publie´ sur le site de CBOE (faites un recherche google sur “vix white paper”) donne
la nouvelle formule: on calcule
V IX2T =
2erT
T
∑
i
∆Ki
K2i
Qi(Ki)− 1
T
[
F
K0
− 1
]2
,
pour les deux e´che´ances les plus courtes T1 et T2, ou`
• Qi est le prix de l’option (call ou put) qui est hors de la monnaie pour le strike Ki;
• F est le forward calcule´ par la parite´ call-put;
• K0 est le plus grand strike qui est plus petit que le forward;
• ∆Ki est l’intervalle entre les strikes.
Le troisie`me terme est un terme de correction:
2
T
∫ F
0
P (T,K)
K2
dK +
2
T
∫ ∞
F
C(T,K)
K2
=
2
T
∫ K0
0
P (T,K)
K2
dK +
2
T
∫ ∞
K0
C(T,K)
K2
dK +
2
T
∫ F
K0
P (K)− C(K)
K2
dK
≈ 2
T
∫ K0
0
P (T,K)
K2
dK +
2
T
∫ ∞
K0
C(T,K)
K2
dK − e
−rT
T
(F −K0)2
K20
.
Pour calculer l’indice VIX, on fait une interpolation line´aire entre V IXT1 et V IXT2 pour arriver a` une maturite´
de 30 jours.
4.5 Parame´trisation de Heston
Dans sa version risque-neutre, le mode`le de Heston [40] a la forme:
dSt
St
= rdt+ σtdWt
dσ2t = k(θ − σ2t )dt+ δσtdW ′t , d〈W,W ′〉t = ρdt
ou` encore dvt = k(θ − vt)dt+ δ√vtdW ′t avec vt = σ2t
Le processus de la variance vt est connu sous le nom de processus racine carre´e. Il a e´te´ introduit par Cox,
Ingersoll et Ross [19] pour mode´liser le taux d’inte´reˆt court. Ce processus reste positif et retourne a` la moyenne θ
avec vitesse caracte´ristique k. Le parame`tre δ joue le roˆle de volatilite´ de volatilite´. Le comportement dynamique
du processus de´pend des grandeurs relatives des parame`tres: si 2kθδ2 > 1, le processus ne touche jamais ze´ro;
dans le cas contraire il peut toucher ze´ro et re´fle´chir. Dans cette dernie`re situation, on rencontre des difficulte´s
de simulation de ce processus: puisque la fonction f(x) =
√
x n’est pas Lipschitz en ze´ro, le sche´ma d’Euler
vt+∆t = v(t) + k(θ − vt)∆t+ δ√vt∆W ′t
converge tre`s lentement. De plus, meˆme si le processus continu reste toujours positif, le processus discre´tise´
peut devenir ne´gatif. Cette difficulte´ est ge´ne´ralement e´vite´e en remplac¸ant
√
vt par
√|vt| ou √v+t , mais ceci
ne re´sout pas le proble`me de convergence. Pour voir comment ame´liorer la convergence avec un sche´ma d’ordre
e´leve´, voir [33, 35]. Il existe e´galement des algorithmes de simulation exacte (sans discre´tisation) — voir [9] —
mais ils ne sont pas toujours les plus rapides.
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Pour mieux comprendre les proprie´te´s du mode`le, on peut re´e´crire le processus racine carre´e comme
vt = θ + e
−kt(v0 − θ) + δ
∫ t
0
e−k(t−s)
√
vsdW
′
s.
Dans cette forme on voit imme´diatement que le processus “oublie” sa valeur initiale et retourne vers la moyenne
θ exponentiellement vite avec vitesse k. La moyenne du processus est
E[vt] = e
−kt(v0 − θ) + θ
et la variance
Var[vt] =
δ2θ
2k
+
δ2(v0 − θ)
k
e−kt +
δ2(θ − 2v0)
2k
e−2kt.
Si t est petit,
Var[vt] = v0δ
2t,
ce qui explique le terme “volatilite´ de volatilite´”.
Remarquons au passage que
1
T
E
[∫ T
0
vtdt
]
= θ + (v0 − θ)1− e
−kT
kT
,
ce qui permet de calculer facilement le prix d’un swap de variance.
Les parame`tres dans l’article original de Heston [40] sont k = 2, θ = 0.01, δ = 0.1 et v0 = 0.01. Pour
ces valeurs, l’e´cart type de variance sur un jour (T = 4 · 10−3) est de ≈ 6 · 10−4. Si on remplace la variance
instantane´e par la variance inte´gre´e sur 1 jour, on fait donc une erreur relative de 6%.
Exercice 4. Calculer la variance de la variance moyenne VarIT dans le mode`le de Heston. Montrer que
VarIT ∼ O(T ) quand T → 0.
Valorisation d’options europe´ennes Section 5.8 de´crit une me´thode rapide pour calculer les prix des
options europe´ennes dans un mode`le ou` on connaˆıt explicitement la fonction caracte´ristique du log-prix. Le
mode`le de Heston appartient a` la classe de mode`les dits affines [25, 26], et pour tous les mode`les dans cette
classe, la fonction caracte´ristique est connue. Ici on explique la me´thode de calcul pour le mode`le de Heston
seulement.
Le log-prix Xt est de´fini par St = S0e
rt+Xt ou` le taux d’inte´reˆt a e´te´ introduit pour simplifier les calculs par
la suite. Le processus (Xt) satisfait l’EDS
dXt = −1
2
σ2t dt+ σtdWt
Par le lemme d’Itoˆ, la fonction caracte´ristique conditionnelle de XT ,
f(t, v, x) = E[eiuXT |Xt = x, vt = v],
satisfait:
v
2
∂2f
∂x2
+ ρδv
∂2f
∂x∂v
+
δ2v
2
∂2f
∂v2
− v
2
∂f
∂x
+ k(θ − v)∂f
∂v
+
∂f
∂t
= 0,
avec condition finale f(T, v, x) = eiux.
Cherchons la solution sous la forme :
f(t, v, x) = Φ(t, v)eiux. (4.23)
Alors l’e´quation devient:
δ2v
2
∂2Φ
∂v2
+ (iuρδv + k(θ − v))∂Φ
∂v
− v
2
(u2 + iu)Φ +
∂Φ
∂t
= 0,
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avec condition finale Φ(T, v) = 1. Graˆce a` la structure affine des coefficients, on devine encore une fois la forme
de la solution:
Φ(t, v) = exp{θC(T − t) + vD(T − t)}. (4.24)
L’e´quation se de´compose alors en 2 e´quations diffe´rentielles ordinaires:
D′(t) =
δ2
2
D2 + (iuρδ − k)D − u
2 + iu
2
, D(0) = 0 (4.25)
C ′(t) = kD, C(0) = 0 (4.26)
Ces EDO pour C et D ont des solutions explicites:
D(t) = − u
2 + iu
γ coth γt2 + k − iρδu
, (4.27)
C(t) =
kt(k − iρδu− γ)
δ2
− 2k
δ2
ln
(
1
2
(1 + e−γt) +
k − iρδu
2γ
(1− e−γt)
)
, (4.28)
ou` γ =
√
δ2(u2 + iu) + (k − iρδu)2. Finalement, en rassemblant e´quations (4.23)–(4.24), on trouve la fonction
caracte´ristique non-conditionnelle de (Xt):
E[eiuXT ] = eθC(T )+v0D(T ).
Remarque 3. L’e´criture (4.23)–(4.24) des facteurs C et D de la fonction caracte´ristique de Heston est “opti-
mise´e” pour les calculs nume´riques: l’expression sous le signe de logarithme n’explose pas pour u grand, et reste
dans le domaine de continuite´ de la fonction log (la fonction de logarithme complexe dans la plupart des bib-
liothe`ques nume´riques a une discontinuite´ sur le demi-axe (−∞, 0]). Voir [46] pour une discussion approfondie
de ce proble`me
Explosions des moments dans le mode`le de Heston L’analyse de´taille´e des e´quations (4.25) et (4.26)
[42] montre que E[euXT ] (et donc E[SuT ]) est fini si et seulement si T < T
∗(u), ou`
T ∗(u) =


+∞, ∆(u) ≥ 0
2√−∆
(
arctan
√−∆(u)
ρδu− k + π1ρδu−k<0
)
, ∆(u) < 0,
where ∆(u) = (k − uρδ)2 − δ2(u2 − u).
Cela a comme conse´quence que les prix de certaines options dont le pay-off n’est pas a` croissance sous-line´aire
(de telles options existent en particulier dans le domaine de taux d’inte´reˆt) peuvent exploser dans le mode`le de
Heston. Cette formule donne par ailleurs le moyen de calculer les asymptotiques de la volatilite´ implicite pour
les valeurs extreˆmes de strike dans le mode`le de Heston (voir the´ore`me 2), mais les formules qu’on obtient ne
sont pas tre`s explicites.
Volatilite´ implicite dans le mode`le de Heston Les quatre graphiques de fig. 4.7 illustrent le roˆle de
diffe´rents parame`tres du mode`le de Heston pour la description du smile de volatilite´ implicite. On voit que
les trois parame`tres v0, ρ et δ de´terminent respectivement le niveau, la pente et la convexite´ du smile a` une
maturite´ donne´e, alors que θ et k jouent sur la structure par terme de volatilite´ implicite. Graphique 4.8 montre
une surface typique de volatilite´ implicite dans le mode`le de Heston.
En utilisant les re´sultats de Medvedev et Scailler (voir section 4.2), on peut calculer les asymptotiques de
skew et de la convexite´ de la volatilite´ implicite dans le mode`le de Heston:
lim
T→0
∂I(T,m)
∂m
|m=0 = ρδ
2σ0
; lim
T→0
∂2I(T,m)
∂m2
|m=0 = δ
2(1− ρ2)
3σ30
;
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Figure 4.7: Influence de diffe´rents parame`tres du mode`le de Heston sur le comportement de la volatilite´ implicite.
En haut a` gauche: influence de la corre´lation. En haut a` droite: influence de k et θ sur la structure par terme.
En bas a` gauche: influence du niveau initial de volatilite´ v0. En bas a` droite: influence la volatilite´ de volatilite´
δ.
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Figure 4.8: Surface de volatilite´ implicite dans le mode`le de Heston.
Calibration du mode`le de Heston Dans cette dernie`re section on pre´sente un e´tude de cas de calibration
du mode`le de Heston aux donne´es re´elles. Nous avons pris les prix de cloˆture des calls et puts sur l’indice S&P
500 (source: Datastream). Le taux de dividende a e´te´ estime´ avec la parite´ call-put a` la monnaie. Seulement les
options hors de la monnaie avec prix > $0.25 utilise´es et la calibration a e´te´ effectue´e par moindres carre´es avec
points de de´part diffe´rents pour e´viter de tomber dans un minimum local. Les re´sultats sont repre´sente´s sur les
trois graphiques du fig. 4.9. On voit que le mode`le reproduit correctement la pente de la volatilite´ implicite aux
grandes maturite´s (meˆme pour plusieurs maturite´s en meˆme temps), mais n’arrive pas a` expliquer la convexite´
aux tre`s courtes maturite´s. Ceci est du au fait que sur une e´chelle de temps courte la volatilite´ ne peut pas
changer de manie`re significative, et le mode`le se comporte comme le mode`le Black-Scholes.
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Figure 4.9: Calibration du mode`le de Heston aux donne´es de marche´. En haut a` gauche: Maturite´ 188 jours: le
mode`le reproduit correctement le skew du marche´ aux longues maturite´s. En haut a` droite: Maturite´ 8 jours:
le smile aux courtes maturite´s n’est pas calibre´ correctement. En bas: Calibration simultane´e a` 2 maturite´s: la
structure par terme est mode´lise´e correctement.
Chapitre 5
Les mode`les avec sauts
Dans ce chapitre, on conside`re les processus stochastiques avec sauts, c’est-a`-dire, les processus dont les tra-
jectoires peuvent avoir des discontinuite´s. Cependant, on leur imposera une certaine structure: pour de´finir la
notion meˆme d’un saut, il faut que les limites a` gauche et a` droite existent en tout point:
Xt− := lim
s↑t
Xs, Xt+ := lim
s↓t
Xs
doivent exister pour tout t. Le saut au point t est alors de´fini par ∆Xt = Xt+ −Xt−. La valeur en t peut eˆtre
e´gale a` Xt− (processus ca`gla`d pour continu a` gauche, limite a` droite) ou a` Xt+ (ca`dla`g pour continu a` droite,
limite a` gauche). La plupart de processus dans ce chapitre seront des processus ca`dla`g.
5.1 Introduction aux processus de Le´vy
Les processus de Le´vy forment une classe de processus avec sauts qui est a` la fois suffisamment simple pour
e´tudier et en meˆme temps assez riche pour les applications ou en tout cas pour eˆtre utilise´ comme brique de
base pour construire des mode`les plus re´alistes.
De´finition 2. Un processus stochastique X est un processus de Le´vy s’il est ca`dla`g, satisfait X0 = 0 et posse`de
les deux proprie´te´s suivantes:
• Accroissements inde´pendants;
• Accroissements stationnaires;
De ces deux proprie´te´s decoulent notamment
• Continuite´ en probabilite´: ∀ε, lims→0 P [|Xs+t −Xt| > ε] = 0.
• Absence de sauts aux temps fixes: ∀t, P [Xt− = Xt] = 1.
Les processus de Le´vy sont essentiellement des processus avec sauts, car on peut de´montrer que tout processus
de Le´vy continu est un mouvement Brownien avec drift.
Proposition 3. Soit X un processus de Le´vy continu. Alors il existent γ ∈ Rd et une matrice syme´trique
definie positive A tels que
Xt = γt+Wt,
avec W un mouvement Brownien de matrice de variance-covariance A.
Preuve. Ce re´sultat est une conse´quence directe du the´ore`me de limite centrale de Feller-Le´vy mais il est
important pour la compre´hension des processus de Le´vy, on donnera donc une ide´e de preuve (dans le cas
unidimensionnel).
Il suffit de demontrer que X1 suit la loi gaussienne, le reste est une conse´quence de l’inde´pendance et
stationnarite´ des accroissements.
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Etape 1 Soit ξkn := X k
n
−X k−1
n
. La continuite´ de X implique
lim
n
P [sup
k
|ξkn| > ε] = 0,
pour tout ε. Posons an = P [|ξ1n| > ε]. Puisque
P [sup
k
|ξkn| > ε] = 1− (1− P [|ξ1n| > ε])n,
on a lim
n
(1− an)n = 1, d’ou` lim
n
n log(1− an) = 0. Or n log(1− an) ≤ −nan ≤ 0. Nous avons donc
lim
n
nP [|X 1
n
| > ε] = 0 (5.1)
Etape 2 En utilisant l’inde´pendance et la stationnarite´ des accroissements, on de´montre
lim
n
nE[cosX 1
n
− 1] = 1
2
{logEeiX1 + logEe−iX1} := −A; (5.2)
lim
n
nE[sinX 1
n
] =
1
2i
{logEeiX1 − logEe−iX1} := γ. (5.3)
Etape 3 Les e´quations (5.1) and (5.2) permettent de de´montrer que pour toute fonction f telle que f(x) =
o(|x|2) dans un voisinage de 0, limn nE[f(X 1
n
)] = 0 ce qui implique pour tout ε > 0
lim
n
nE[X 1
n
1|X 1
n
|≤ε] = γ, (5.4)
lim
n
nE[X21
n
1|X 1
n
|≤ε] = A, (5.5)
lim
n
nE[|X 1
n
|31|X 1
n
|≤ε] = 0. (5.6)
(5.7)
Etape 4 En rassemblant les diffe´rentes estimations, on a finalement
logE[eiuX1 ] = n logE[e
iuX 1
n 1X 1
n
≤ε] + o(1)
= n log{1 + iuE[X 1
n
1X 1
n
≤ε]− u
2
2
E[X21
n
1X 1
n
≤ε] + o(1/n)}+ o(1)
= iuγ − Au
2
2
+ o(1) −−−−→
n→∞
iuγ − Au
2
2
ou` o(1) signifie une quantite´ qui tend vers 0 lorsque n→∞.
L’autre exemple fondamental d’un processus de Le´vy est le processus de Poisson.
Le processus de Poisson
De´finition 3. Soit (τi)i≥1 une suite de v.a. exponentielles de parame`tre λ et soit Tn =
∑n
i=1 τi. Alors le
processus
Nt =
∑
n≥1
1t≥Tn (5.8)
est appelle´ le processus de Poisson de parame`tre λ
Proposition 4 (Proprie´te´s du processus de Poisson).
1. Pour tout t ≥ 0, la somme dans (5.8) est finie p.s.
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2. Les trajectoires de N sont constantes par morceaux avec des sauts de taille 1 seulement.
3. Les trajectoires sont ca`dla`g.
4. ∀t > 0, Nt− = Nt avec probabilite´ 1.
5. ∀t > 0, Nt suit une loi de Poisson de parame`tre λt:
P [Nt = n] = e
−λt (λt)
n
n!
6. La fonction caracte´ristique du processus de Poisson est
E[eiuNt ] = exp{λt(eiu − 1)}.
7. Le processus de Poisson est un processus de Le´vy.
Le processus de Poisson compte les e´ve´nements dont les temps d’attente sont des variables exponentielles
inde´pendantes. Dans un cadre plus ge´ne´ral, on parle d’un processus de comptage.
De´finition 4. Soit (Tn) une suite de temps avec Tn →∞ p.s. Alors le processus
Nt =
∑
n≥1
1t≥Tn
est appelle´ un processus de comptage.
Autrement dit, un processus de comptage est un processus croissant constant par morceaux, avec sauts de
taille 1 et p.s. fini.
Un premier pas vers la caracte´risation d’un processus de Le´vy est de caracte´riser les processus de Le´vy de
comptage.
Proposition 5. Soit (Nt) un processus de Le´vy et un processus de comptage. Alors (Nt) est un processus de
Poisson.
Preuve. La preuve repose sur la caracte´risation de la distribution exponentielle par la proprie´te´ d’absence de
memoire: si pour une variable ale´atoire T on a
P [T > t+ s|T > t] = P [T > s]
pour tout t, s > 0 alors T est une v.a. exponentielle.
Soit T1 le 1er temps de saut du processus N . L’inde´pendance et la stationnarite´ des accroissements donnent:
P [T1 > t+ s|T1 > t] = P [Nt+s = 0|Nt = 0]
= P [Nt+s −Nt = 0|Nt = 0] = P [Ns = 0] = P [T1 > s],
le premier temps de saut T1 est donc une variable exponentielle.
Maintenant, il suffit de demontrer que le processus (XT1+t −XT1)t≥0 est inde´pendant du XT1 et a la meˆme
loi que (Xt)t≥0. Soit f(t) := E[eiuXt ]. Alors l’inde´pendance et la stationnarite´ des accroissements entrainent
que f(t+s) = f(t)f(s) etMt :=
eiuXt
f(t) est une martingale. Soit T
n
1 := n∧T1. Alors par application du the´ore`me
d’arreˆt de Doob,
E[e
iu(XTn1 +t
−XTn1 )+ivT
n
1 ] = E
[
f(Tn1 + t)
f(Tn1 )
eivT
n
1
]
= E[eiuXt ]E[eivT
n
1 ].
Pour terminer la preuve, il reste alors a` appliquer le the´ore`me de convergence domine´e.
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Processus de Poisson compose´ Le processus de Poisson en lui-meˆme n’est pas utilise´ pour mode´liser les
cours d’actifs, car la condition que la taille de sauts est toujours e´gale a` 1 est trop contraignante, mais il sert
comme brique de base pour construire des mode`les plus riches.
De´finition 5 (Processus de Poisson compose´). Le processus de Poisson compose´ avec intensite´ des sauts λ et
distribution de la taille des sauts µ est un processus stochastique (Xt)t≥0 de´fini par
Xt =
Nt∑
i=1
Yi,
ou` {Yi}i≥1 est une suite de v.a. inde´pendantes de loi µ et N est un processus de Poisson standard d’intensite´
λ inde´pendant de {Yi}i≥1.
En d’autres mots, un processus de Poisson compose´ est un processus constant par morceaux qui saute aux
instants de sauts d’un processus de Poisson standard, et dont les tailles de sauts sont des variables i.i.d. d’une
loi donne´e.
Proposition 6 (Proprie´te´s du processus de Poisson compose´). Soit (Xt)t≥0 un processus de Poisson compose´
d’intensite´ des sauts λ et de loi des sauts µ. Alors X est un processus de Le´vy constant par morceaux et sa
fonction caracte´ristique est donne´e par
E[eiuXt ] = exp
{
tλ
∫
R
(eiux − 1)µ(dx)
}
.
Exemple 5 (Mode`le de Merton). Le mode`le de Merton (1976) est l’une des premie`res applications de processus
avec sauts en mode´lisation financie`re. Dans ce mode`le, pour prendre en compte les discontinuite´s dans les cours
d’actions, on rajoute des sauts gaussiens au logarithme du prix:
St = S0e
rt+Xt , Xt = γt+ σWt +
Nt∑
i=1
Yi, Yi ∼ N(µ, δ2) inde´pendants.
L’avantage de cette mode´lisation est d’avoir une representation en se´rie pour la densite´ de probabilite´ du log-prix
(et pour les prix d’options europe´ennes):
pt(x) = e
−λt
∞∑
k=0
(λt)k exp
{
− (x−γt−kµ)22(σ2t+kδ2)
}
k!
√
2π(σ2t+ kδ2)
.
Mesures ale´atoires de Poisson La notion de mesure ale´atoire de Poisson est centrale pour toute la the´orie;
elle nous permettra de donner la description comple`te des trajectoires d’un processus de Le´vy.
De´finition 6 (Mesure ale´atoire). Soit (Ω, P,F) un espace de probabilite´ et (E, E) un espace mesurable. Alors
M : Ω× E → R est une mesure ale´atoire si
• Pour chaque ω ∈ Ω, M(ω, ·) est une mesure sur E .
• Pour chaque A ∈ E , M(·, A) est mesurable.
De´finition 7 (Mesure ale´atoire de Poisson). Soit (Ω, P,F) un espace de probabilite´, (E, E) un espace mesurable
et µ une mesure sur (E, E). Alors M : Ω× E → R est une mesure ale´atoire de Poisson d’intensite´ µ si
• Pour tout A ∈ E avec µ(A) <∞, M(A) suit la loi de Poisson d’intensite´ E[M(A)] = µ(A).
• Pour tous A1, . . . An disjoints, M(A1), . . . ,M(An) sont inde´pendants.
En particulier, la mesure ale´atoire de Poisson est une mesure ale´atoire positive aux valeurs entie`res. Elle peut
eˆtre construite comme la mesure de comptage d’un nuage de points comme le montre la proposition suivante.
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Proposition 7. Soit µ une mesure σ-finie sur un sous-ensemble mesurable E de Rd. Alors il existe une mesure
de Poisson sur E d’intensite´ µ.
Preuve. Supposons dans un premier temps que µ(E) <∞. Soit {Xi}i≥1 une suite de v.a. inde´pendantes telles
que P [Xi ∈ A] = µ(A)µ(E) , ∀i et ∀A ∈ B(E), et soit M(E) une v.a. de Poisson d’intensite´ µ(E) inde´pendante de
{Xi}i≥1. Il est alors facile de demontrer que la mesure ale´atoire M de´finie par
M(A) :=
M(E)∑
i=1
1A(Xi), ∀A ∈ B(E),
est une mesure ale´atoire de Poisson sur E d’intensite´ µ.
Si maintenant µ(E) = ∞, il suffit de prendre une suite d’ensembles mesurables disjoints {Ei}i≥1 telle que
µ(Ei) < ∞, ∀i et
⋃
iEi = E, construire une mesure de Poisson Mi sur chaque Ei avec la procedure de´crite
ci-dessus et poser
M(A) :=
∞∑
i=1
Mi(A), ∀A ∈ B(E).
Corollaire 1 (Formule exponentielle). Soit M une mesure ale´atoire de Poisson sur (E, E) d’intensite´ µ, B ∈ E
et f une fonction mesurable avec
∫
B
|ef(x) − 1|µ(dx) <∞. Alors
E
[
e
∫
B
f(x)M(dx)
]
= exp
[∫
B
(ef(x) − 1)µ(dx)
]
.
De´finition 8 (Mesure de sauts). Soit X un processus ca`dla`g aux valeurs dans Rd. La mesure de sauts de X
est une mesure ale´atoire sur B([0,∞)× Rd) de´finie par
JX(A) = #{t : ∆Xt 6= 0 and (t,∆Xt) ∈ A}.
La mesure de sauts d’un ensemble de type [s, t] × A compte le nombre de sauts de X entre s et t dont les
tailles tombent dans A. Pour un processus de comptage, comme la taille de saut est toujours e´gale a` 1, la
mesure de sauts est une mesure ale´atoire sur [0,∞) simplement.
Proposition 8. Soit X un processus de Poisson d’intensite´ λ. Alors JX est une mesure ale´atoire de Poisson
sur [0,∞) d’intensite´ λ× dt.
Le re´sultat peut-eˆtre le plus important de la the´orie de processus de Le´vy est que la mesure de sauts d’un
processus de Le´vy ge´ne´ral est e´galement une mesure ale´atoire de Poisson.
Exercice 5. Soit X et Y deux processus de Le´vy inde´pendants. A partir de la de´finition, de´montrer que X+Y
est un processus de Le´vy.
Exercice 6. Demontrer que la proprie´te´ d’absence de me´moire caracte´rise la loi exponentielle: si une variable
ale´atoire T satisfait
∀t, s > 0, P [T > t+ s|T > t] = P [T > s]
alors soit T ≡ 0 soit T suit la loi exponentielle.
Exercice 7. De´montrer la proprie´te´ 7 du processus de Poisson (si N est un processus de Poisson alors il est
un processus de Le´vy).
Exercice 8. Demontrer que si N et N ′ sont deux processus de Poisson inde´pendants de parame`tres λ et λ′
alors N +N ′ est un processus de Poisson de parame`tre λ+ λ′.
Exercice 9. Soit X un processus de Poisson compose´, avec la loi de sauts µ. Etablir que
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• E[|Xt|] <∞ si et seulement si
∫
R
|x|f(dx) et dans ce cas
E[Xt] = λt
∫
R
xf(dx).
• E[|Xt|2] <∞ si et seulement si
∫
R
x2f(dx) et dans ce cas
Var[Xt] = λt
∫
R
x2f(dx).
• E[eXt ] <∞ si et seulement si ∫
R
exf(dx) et dans ce cas
E[eXt ] = exp
(
λt
∫
R
(ex − 1)f(dx)
)
.
Exercice 10. Ici il s’agit de demontrer que pour construire une mesure de Poisson sur R, il faut prendre deux
processus de Poisson et faire partir un vers +∞ et l’autre vers −∞.
Soit N et N ′ deux processus de Poisson d’intensite´ λ, et soit M une mesure ale´atoire de´finie par
M(A) = #{t > 0 : t ∈ A,∆Nt = 1}+#{t > 0 : −t ∈ A,∆N ′t = 1}.
Montrer que M est une mesure ale´atoire de Poisson d’intensite´ λ.
5.2 Structure des trajectoires d’un processus de Le´vy
De´finition 9 (Mesure de Le´vy). Soit X un processus de Le´vy a` valeurs dans Rd. Alors la mesure ν de´finie par
ν(A) = E[#{t ∈ [0, 1] : ∆Xt 6= 0 et ∆Xt ∈ A}], A ∈ B(Rd)
est appelle´e la mesure de Le´vy de X.
The´ore`me 3 (De´composition de Le´vy-Itoˆ). Soit X un processus de Le´vy a` valeurs dans Rd de mesure de Le´vy
ν. Alors
1. Sa mesure de sauts JX est une mesure ale´atoire de Poisson sur [0,∞)× Rd d’intensite´ dt× ν.
2. Sa mesure de Le´vy satisfait,
∫
Rd
(‖x‖2 ∧ 1)ν(dx) <∞.
3. Il existent γ ∈ Rd et un mouvement Brownien d-dimensionnel B de matrice de covariance A tels que
Xt = γt+Bt +Nt +Mt, ou` (5.9)
Nt =
∫
|x|>1,s∈[0,t]
xJX(ds× dx) and
Mt =
∫
0<|x|≤1,s∈[0,t]
x{JX(ds× dx)− ν(dx)ds}
≡
∫
0<|x|≤1,s∈[0,t]
xJ˜X(ds× dx).
Les trois termes sont inde´pendants et la convergence dans le dernier terme est presque sure et uniforme en t
sur les compactes.
Le triplet (A, ν, γ) est appelle´ le triplet caracte´ristique du processus X. La demonstration est fonde´e sur le
lemme suivant:
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Lemme 1. Soit (X,Y ) un processus de Le´vy 2-dimensionnel tel que Y est constant par morceaux et ∆Xt∆Yt = 0
pour tout t p.s. Alors X et Y sont inde´pendants.
Preuve. En vue de l’inde´pendance et la stationnarite´ des accroissements, il suffit de demontrer que X1 et Y1 sont
inde´pendants. Soit Mt =
eiuXt
E[eiuXt ]
et Nt =
eiuYt
E[eiuYt ]
. Alors M et N sont martingales sur [0, 1]. De l’inde´pendance
et stationnarite´ des accroissements on de´duit que pour tout processus de Le´vy Z,
E[eiuZt ] = E[eiuZ1 ]t et E[eiuZ1 ] 6= 0, ∀u.
Ceci implique queM est borne´. Par proposition 5, le nombre de sauts de Y sur [0, 1] est une variable de Poisson.
N est donc a` variation inte´grable sur cette intervalle. Par la proprie´te´ de martingale et convergence domine´e
on a finalement
E[M1N1]− 1 = E
[
n∑
i=1
(Mi/n −M(i−1)/n)(Ni/n −N(i−1)/n)
]
→ E

 ∑
0≤t≤1
∆Mt∆Nt

 = 0,
ce qui implique E[eiuX1+ivY1 ] = E[eiuX1 ]E[eivY1 ].
Preuve du the´ore`me 3.
Partie 1 Soit A ∈ B(Rd) avec 0 /∈ A¯. Alors NAt = #{s ≤ t : ∆Xs ∈ A} est un processus de comptage et
un processus de Le´vy, donc, par proposition 5, un processus de Poisson, ce qui implique que JX([t1, t2] × A)
suit la loi de Poisson d’intensite´ (t2 − t1)ν(A) et que JX([t1, t2] × A) est inde´pendant de JX([s1, s2] × A) si
t2 ≤ s1. Prenons maintenant deux ensembles A et B disjoints. Par lemme 1, NA et NB sont inde´pendants, ce
qui montre que JX([s1, s2]×A) et JX([t1, t2]×B) le sont aussi, pour tous s1, s2, t1, t2.
Partie 2 De la partie pre´cedente, on de´duit que ν(A) <∞ de`s que 0 /∈ A¯. Il reste a` demontrer que∫
‖x‖≤δ
‖x‖2ν(dx) <∞
pour un δ > 0. Soit
Xεt =
1≥|∆Xs|>ǫ∑
0≤s≤t
∆Xs =
∫
ε<|x|≤1,s∈[0,t]
xJX(ds× dx)
et Rεt = Xt−Xεt . Comme (Xεt , Rεt ) est un processus de Le´vy, lemme 1 implique que Xεt et Rεt sont inde´pendants.
De plus, E[ei〈u,Xt〉] > 0 pour tout t, u. Ceci implique
E[eiuXt ] = E[eiuR
ε
t ]E[eiuX
ε
t ].
Donc, E[eiuX
ε
t ] est borne´ infe´rieurement par un nombre positif inde´pendant de ε. Par la formule exponentielle,
ceci equivaut a` ∣∣∣exp
{
t
∫
|x|≥ε
(eiux − 1)ν(dx)
}∣∣∣ ≥ C > 0,
ce qui implique
∫
|x|≥ε(1 − cos(ux))ν(dx) ≤ C˜ < ∞. Puisque ce re´sultat est vrai pour tout u, la preuve de la
partie 2 est termine´e.
Partie 3 Notons tout d’abord que le processus M est bien de´fini graˆce a` la compensation des petits sauts et
au fait que la mesure de Le´vy integre ‖x‖2 pres de ze´ro: en introduisant le processus
Mεt =
∫
ε≤‖x‖<1,s∈[0,t]
xJ˜X(ds× dx),
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on obtient que pour ε1 < ε2,
E[(Mε1t −Mε2t )2] = t
∫
ε2≤‖x‖<ε1
x2ν(dx)
et donc, puisque l’espace L2 est complet, que pour chaque t, Mεt converge en L
2 lorsque ε→ 0. En appliquant
l’ine´galite´ de Doob, on montre que la convergence est uniforme en t sur les intervalles compactes. Le processus
X −N −M est donc un processus de Le´vy continu inde´pendant de N et M en vertu du lemme 1. On conclut
en appliquant proposition 3.
Corollaire 2 (Le´vy-Khintchine representation). Soit X un processus de Le´vy de triplet caracte´ristique (A, ν, γ).
Sa fonction caracte´ristique est donne´e par
E[eiuXt ] = exp
{
t
(
iγu− Au
2
2
+
∫
R
(eiux − 1− iux1|x|≤1)ν(dx)
)}
, (5.10)
Preuve. En utilisant le the´ore`me pre´cedent et la formule exponentielle, on a
E[eiu(γt+Bt+Nt+M
ε
t )] = exp
{
t
(
iγu− Au
2
2
+
∫
|x|≥ε
(eiux − 1− iux1|x|≤1)ν(dx)
)}
,
et le the´ore`me de convergence domine´e permet de conclure.
Le processus variance gamma L’un des exemples les plus simples de processus de Le´vy avec intensite´
infinie de sauts est le processus gamma, un processus aux accroissements inde´pendants et stationnaires tel que
pour tout t, la loi pt de Xt est la loi gamma de parame`tres λ et ct:
pt(x) =
λct
Γ(ct)
xct−1e−λx.
Le processus gamma est un processus de Le´vy croissant dont la fonction caracte`ristique a une forme tre`s simple
E[eiuXt ] = (1− iu/λ)−ct .
On de´montre facilement que la mesure de Le´vy du processus gamma a une densite´ donne´e par
ν(x) =
ce−λx
x
1x>0. (5.11)
A partir du processus gamma, on peut construire un mode`le avec sauts tre`s populaire: le processus variance
gamma [49, 47], qui est obtenu en changeant l’echelle de temps d’un mouvement brownien avec drift par un
processus gamma:
Yt = µXt + σBXt .
L’utilisation de Yt pour mode´liser le logarithme du prix d’action est habituellement justifie´e en disant que le
prix suit un mouvement Brownien ge´ometrique sur une e´chelle de temps stochastique donne´e par le processus
gamma [34]. Le processus variance gamma est un autre exemple du processus de Le´vy avec intensite´ infinie de
sauts, et sa fonction caracte´ristique est donne´e par
E[eiuYt ] =
(
1 +
κσ2u2
2
− iµκu
)−κt
.
Le parame`tres ont l’interpre´tation intuitive suivante: σ est un parame`tre d’e´chelle, µ est le parame`tre d’asyme´trie
(skewness) et κ est responsable pour le kurtosis du processus (e´paisseur des queues de la densite´).
Exercice 11. Soit X un processus de Le´vy avec triplet caracte´ristique (A, ν, γ). Calculez la probabilite´ que X
aura au moins un saut ne´gatif de taille supe´rieure a` ε > 0 sur l’intervalle [0, T ].
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Exercice 12. Soit X un processus de Le´vy avec la mesure de Le´vy de la forme ν(dx) = λν0(dx), ou` ν0 n’a pas
d’atomes et satisfait ν0(R) =∞. Pour tout n ∈ N, kn > 0 est la solution de
∫∞
kn
ν0(dx) = n. Pour T fixe´, quelle
est la loi de la variable ale´atoire
An = #{t ≤ T : ∆Xt ∈ [kn+1, kn]}.
Utiliser ce re´sultat pour proposer une me´thode d’estimation de λ a` partir de l’observation d’une trajectoire de
X, en supposant que ν0 est connu.
Exercice 13. Soit X un processus de Le´vy avec sans composante de diffusion et avec une mesure de Le´vy ν
qui satisfait
∫
R
|x|ν(dx) <∞. A l’aide de la de´composition de Le´vy-Itoˆ, montrer que les trajectoires de X sont
p.s. a` variation finie (on dit qu’une fonction est a` variation finie si elle peut eˆtre represente´e comme diffe´rence
de deux fonctions croissantes).
Exercice 14. Demontrer que la mesure de Le´vy du processus gamma est donne´e par l’e´quation (5.11). Mon-
trer que le processus variance gamma peut eˆtre repre´sente´ comme une diffe´rence de deux processus gamma
inde´pendants, et en deduire la forme de la mesure de Le´vy du processus variance gamma.
5.3 Mode`les exponentielle-Le´vy
Pour assurer la positivite´ des prix, on mode´lise souvent les cours d’actions comme exponentielles des processus
de Le´vy:
St = S0e
rt+Xt . (5.12)
Le mode`le (5.12) n’admet pas d’opportunite´ d’arbitrage s’il existe une probabilite´ historique Q e´quivalente a` P
telle que eX est une Q-martingale. Si le triplet caracte´ristique de X sous Q est (AQ, νQ, γQ), alors la condition
de martingale s’e´crit
γ +
A
2
+
∫
R
(ex − 1− x1|x|≤1)νQ(dx) = 0.
Pour appliquer les mode`les (5.12) a` l’e´valuation d’options, il faut donc e´tablir l’existence d’une probabilite´
martingale e´quivalente, et pour cela nous avons besoin de re´pondre a` la question suivante:
• Etant donne´s 2 processus de Le´vy (X,P ) et (X,Q), avec triplets caracte´ristiques (AP , νP , γP ) et (AQ, νQ, γQ),
comment de´terminer si les probabilite´s P et Q sont e´quivalentes?
Dans le cas continu (si νP ≡ νQ ≡ 0), on sait que la condition ne´cessaire et suffisante est AP = AQ > 0. Pour
les processus de Poisson compose´s, la solution est facile:
Proposition 9. Soit (X,P ) et (X,Q) deux processus de Poisson compose´s de mesures de Le´vy νP et νQ. Alors
P ∼ Q sur [0, T ] si et seulement si νP ∼ νQ et dans ce cas,
dQ
dP
|FT = exp

T (λP − λQ) + ∑
s≤T :∆Xs 6=0
φ(∆Xs)

 := exp(ZT ), (5.13)
ou` λP := νP (R), λQ = νQ(R) et φ = log dν
Q
dνP
.
Preuve. Supposons dans un premier temps que νQ ∼ νP . Il est clair alors que Z est un processus de Le´vy dont
l’intensite´ de sauts est e´gale a` λP . De plus,
T (λP − λQ) + T
∫
νZ(dx)(ex − 1) = 0
montre que eZ est une martingale et donc un changement de probabilite´. Soit une probabilite´ Q∗ e´quivalente
a` P de´finie par
dQ∗
dP
|FT = exp(ZT ).
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Sois la probabilite´ Q, X est un processus de Le´vy puisque Z l’est sous P . On calcule la fonction caracte´ristique
de X sous Q∗:
EQ
∗
[eiuXt ] = EP [eiuXteZt ] = et(λ
P−λQ) exp
(
t
∫
(eiu(x+φ(x)) − 1)νP (dx)
)
= exp
(
t
∫
(eiux − 1)νQ(dx)
)
.
Donc, la mesure de Le´vy de X sous Q∗ est e´gale a` νQ, ce qui implique que Q∗ co¨ıncide avec Q et donc Q ∼ P .
Si, au contraire, νQ n’est pas e´quivalent a` νP , il existe A ⊂ R tel que soit νQ(A) > 0 et νP (A) = 0 soit
νQ(A) = 0 et νP (A) > 0. Supposons pour fixer les ide´es qu’on est dans le premier cas. Alors l’evenement “il y
a au moins un saut de X dans [0, T ] dont la taille tombe dans A” a probabilite´ nulle sous P et non-nulle sous
Q, ce qui veut dire que Q n’est pas equivalente a` P .
Le re´sultat pre´cedent montre que dans le contexte de processus de Poisson on peut changer librement
l’intensite´ de chaque taille de saut, mais on ne peut pas completement enlever les sauts d’une taille donne´e ni
rajouter des sauts d’une taille qui e´tait absente sous la probabilite´ originale. Contrairement a` ce qui se passe
dans le cas du mouvement brownien, on ne peut pas non plus changer le drift du processus, car il peut eˆtre
observe´ de manie`re presque sure a` partir d’une seule trajectoire.
Lorsque l’intensite´ de sauts est infinie, exercice 12 sugge`re que des contraintes supple´mentaires sur la taille
des petits sauts sont a` respecter. Le the´ore`me suivant de [55], reproduit ici sans preuve, donne des conditions
ne´cessaires et suffisantes.
The´ore`me 4. Soient (X,P ) et (X,Q) processus de Le´vy avec triplets caracte´ristiques (AP , νP , γP ) et (AQ, νQ, γQ).
Alors P ∼ Q sur [0, T ] pour tout T si et seulement si
1. Les coefficients de diffusion verifient AQ = AP := A.
2. Les mesures de Le´vy verifient νQ ∼ νP avec la fonction φ := log dνQ
dνP
qui satisfait∫
(eφ/2 − 1)2νP (dx) <∞.
3. Il existe β ∈ R avec
γQ = γP +
∫
|x|≤1
(eφ − 1)νP (dx) + βA. (5.14)
Cette dernie`re condition est une contrainte seulement si A = 0.
On peut enfin analyser l’existence d’opportunite´s d’arbitrage dans les mode`les exponentielle-Le´vy. La propo-
sition suivante montre que ces mode`les ne sont “presque jamais” arbitrables.
Proposition 10. Soit (X,P ) un processus de Le´vy de triplet caracte´ristique (A, ν, γ). Il existe une probabilite´
Q ∼ P telle que eX est une Q-martingale si et seulement si X n’est pas p.s. croissant ni p.s. decroissant.
Preuve. La partie “seulement si” est quasi-triviale, on se concentre sur la partie “si”.
Si A > 0, on peut obtenir une probabilite´ e´quivalente par un simple changement de drift. On suppose donc
sans perte de ge´ne´ralite´ que A = 0. De plus on peut supposer que
∫
|x|≥1 e
θxν(dx) < ∞ pour tout θ car sinon
on peut commencer par un changement de probabilite´ e´quivalente avec νQ = e−x
2
ν.
Pour un θ ∈ R, soit νQ = eθxν et γQ = γ + ∫|x|≤1(eθx − 1)ν(dx) et soit (X,Q) un processus de Le´vy de
triplet caracte´ristique (0, νQ, γQ). Alors par le the´ore`me pre´cedent, Q ∼ P . Pour demontrer qu’il existe une
probabilite´ martingale e´quivalente, il faut trouver un θ tel que
γQ +
∫
(ex − 1− x1|x|≤1)νQ(dx) = 0,
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ce qui est e´quivalent a`
f(θ) := γ +
∫
(eθ(x+1) − eθx − x1x≤1)ν(dx) = 0.
La fonction f(θ) est croissante de de´rive´e
f ′(θ) =
∫
xeθx(ex − 1)ν(dx) ≥ 0.
Si ν((−∞, 0)) > 0 et ν((0,∞)) > 0, la de´rive´e f ′ est borne´e infe´rieurement par
min
(∫ 0
−∞
x(ex − 1)ν(dx),
∫ ∞
0
x(ex − 1)ν(dx)
)
ce qui implique que dans ce cas f(θ) = 0 a une solution. Supposons donc pour fixer les ide´es que ν((−∞, 0)) = 0.
Dans ce cas
lim
θ→+∞
f(θ) = +∞
et
lim
θ→−∞
f(θ) = lim
θ→−∞
{γ +
∫ 1
0
x(eθx − 1)}.
Lorsque
∫ 1
0
xν(dx) = ∞ (processus a` variation infinie), cette limite vaut −∞ et donc f(θ) = 0 a une solution.
Dans le cas contraire, cette limite vaut
γ −
∫ 1
0
xν(dx),
et f(θ) = 0 a une solution seulement si γ − ∫ 1
0
xν(dx) < 0, c’est-a`-dire, le drift du processus doit eˆtre ne´gatif.
Comme on a suppose´ que les sauts sont positifs, ceci implique que X ne doit pas eˆtre croissant. De la meˆme
manie`re, on montre qu’il ne doit pas non plus eˆtre de´croissant.
Exercice 15. Soit (X,P ) un processus de Le´vy avec triplet caracte´ristique (A, ν, γ), et soit Q une mesure de
probabilite´ de´finie par
dQ
dP
|Ft =
eθXt
E[eθXt ]
pour un θ ∈ R tel que E[eθXt ] <∞. Calculer le triplet caracte´ristique de X sous Q.
Exercice 16.
• Soit X un processus de Le´vy et soit f : R → (0,∞). Quelle condition doit-on imposer sur la fonction f
pour que la somme ∑
t∈[0,1]:∆Xt 6=0
f(∆Xt)
soit convergente p.s.?
• Soit (X,P ) un processus de Le´vy de mesure de Le´vy 1|x|1+α et (X,Q) un processus de Le´vy de mesure de
Le´vy 1|x|1+α′ (avec α > 0 et α
′ > 0). Montrer, en utilisant la question pre´cedente, que P ∼ Q implique
α = α′. Verifier votre re´sultat a` l’aide du the´ore`me 4.
5.4 Bases du calcul stochastique pour les processus avec sauts
Integrands et integrateurs L’application principale de l’integrale stochastique en finance est la repre´sentation
d’un portefeuille autofinanc¸ant: en l’absence de taux d’inte´reˆt, lorsque le prix de l’actif risque´ est un processus
aux trajectoires continues S et la quantite´ de l’actif est φ, la valeur du portefeuille est
VT =
∫ T
0
φtdSt
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On voudrait que cette relation soit aussi vraie en pre´sence de sauts, mais quelle sont les proprie´te´s naturelles
a` imposer sur S et φ? Le processus S doit eˆtre continu a` droite car les sauts dans les prix arrivent de fac¸on
inattendue. La strate´gie de couverture φt, au contraire, est fonde´ sur les observations du gerant du portefeuille
avant date t; elle doit donc eˆtre continue a` gauche. Une illustration est donne´e par l’exemple suivant: supposons
que le prix d’un actif est de´crit par St = λt−Nt, ou` Nt est un processus de Poisson d’intensite´ λ, et soit T le
temps du premier saut de N . Si on pouvait choisir la strate´gie ca`dla`g φt = 1[0,T )(t), consistant a vendre l’actif
juste avant le saut, on aurait une opportunite´ d’arbitrage car
Vt =
∫ t
0
φtdSt = λt ∧ T.
Avec la strate´gie ca`gla`d φt = 1[0,T ](t), on a
Vt =
∫ t
0
φtdSt = λt ∧ T −Nt∧T ,
ce qui est d’espe´rance nulle. Il est donc naturel de considerer les inte´grands qui sont adapte´s et continus a`
gauche. La forme la plus simple (et la seule re´alisable en pratique) d’une strate´gie de portefeuille est celle ou` le
portefeuille n’est rebalance´ qu’un nombre fini de fois. On de´finit alors un processus pre´visible simple par
φt = φ01t=0 +
n∑
i=0
φi1(Ti,Ti+1](t), (5.15)
ou` T0 = 0, (Ti)i≥0 est une suite de temps d’arreˆt et pour chaque i, φi est FTi-mesurable et borne´. L’espace de
processus pre´visibles simples sera note´ par S.
Pour les processus pre´visibles simples, on de´finit l’inte´grale stochastique par
∫ t
0
φsdSs :=
n∑
i=0
φi(STi+1∧t − STi∧t) (5.16)
Pour un processus ge´ne´ral adapte´ et continu a` gauche, l’inte´grale stochastique est de´fini avec une extension par
continuite´, en utilisant la topologie de convergence en probabilite´ uniformement sur le compactes (ucp): on dit
que la suite (Xn) de processus converge vers X en probabilite´ uniformement sur le compactes si, pour tout t,
(Xn−X)∗t converge vers 0 en probabilite´, ou` Z∗t := sup0≤s≤t |Zs|. On note par Sucp l’espace S avec la topologie
de convergence ucp, et par Lucp et Ducp l’espace de processus adapte´s continus, respectivement, a` gauche et
a` droite, avec cette meˆme topologie. Il est alors possible de de´montrer que l’espace Sucp est dense dans Lucp,
et d’associer a` la topologie ucp une me´trique sur Ducp, pour laquelle cette espace sera complet. Pour effectuer
une extension par continuite´ de l’ope´rateur d’inte´gration stochastique de´fini par (5.16) de Sucp vers Lucp, il faut
que cet ope´rateur soit un ope´rateur continu de Sucp vers Ducp. Or, cela de´pend de l’inte´grateur S, et on va se
limiter justement aux inte´grateurs pour lesquels ceci est vrai.
De´finition 10. Un processus S ∈ D est une semimartingale si l’ope´rateur d’inte´gration stochastique de´fini par
(5.16) est un ope´rateur continu de Sucp vers Ducp.
Tout processus ca`dla`g adapte´ et de variation finie sur les compactes est une se´mimartingale. Ceci est une
conse´quence de
sup
0≤t≤T
∣∣∣∣
∫ t
0
φsdSs
∣∣∣∣ ≤ VarT0 (S) sup
0≤t≤T
φt,
ou` VarT0 (S) signifie la variation totale de S sur [0, T ]. Une martingale ca`dla`g de carre´e inte´grable est une
se´mimartingale. En effet, pour un processus pre´visible simple φ de la forme (5.15), et une martingale de carre´e
inte´grable M ,
∫ ·
0
φtdMt est e´galement une martingale et
E
(∫ T
0
φtdMt
)2
≤ sup
0≤t≤T,ω∈Ω
φ2tE[M
2
T ].
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Soit maintenant (φn) une suite de processus pre´visibles simples telle que φn → 0 in ucp. Alors, en utilisant
l’ine´galite´ de Chebychev et l’ine´galite´ de Doob, on obtient
P
[(∫ ·
0
φnt dMt
)∗
> ε
]
≤ P
[(∫ ·
0
φnt 1|φnt |≤CdMt
)∗
> ε
]
+ P [(φn)∗ > C]
≤ 4C
2E[M2T ]
ε2
+ P [(φn)∗ > C]→ 0,
parce que qu’on peut rendre le premier terme arbitrairement petit en choisissant C petit et le deuxie`me en
choisissant n grand.
Puisque les termes γt et Nt dans la de´composition de Le´vy-Itoˆ sont de variation finie, et les termes Bt et
Mt sont des martingales de carre´e inte´grable, on concluˆt que tout processus de Le´vy est une se´mimartingale.
Un re´sultat tre`s profond de la the´orie des processus [52] est que toute se´mimartingale est la somme d’un
processus de variation finie et une martingale locale. La notion de martingale locale e´tend la notion de martin-
gale: un processus (Xt) est une martingale locale s’il existe une suite de temps d’arreˆt {Ti}i≥1 telle que Ti →∞
quand i→∞ et pour chaque i, (XTi∧t) est une martingale.
Inte´grales stochastiques par rapport aux mesures de Poisson Dans la section pre´cedente nous avons
de´ja` rencontre´, dans la de´composition de Le´vy-Itoˆ, les inte´grales des fonctions de´terministes par rapport aux
mesures de Poisson et mesures de Poisson compense´es. Dans cette section nous allons ge´ne´raliser cette inte´grale
aux fonctions stochastiques.
Soit M une mesure ale´atoire de Poisson sur [0, T ] × R d’intensite´ µ. L’intensite´ µ est suppose´e σ-finie: il
existe une suite Un ↑ R avec µ([0, t] × Un) < ∞ pour tout t. Typiquement, M est la mesure de sauts d’un
processus de Le´vy. On voudrait de´finir l’inte´grale de M ou de sa version compense´e par rapport a` une fonction
pre´visible φ : Ω× [0, T ]× R→ R, c’est-a`-dire, une fonction qui satisfait:
(i) Pour tout t, (ω, x) 7→ φ(ω, t, x) est Ft × B(R)-mesurable.
(ii) Pour tous (ω, x) t 7→ φ(ω, t, x) est continue a` gauche.
On va de´finir l’inte´grale stochastique de φ par rapport a` M dans deux situations diffe´rentes:
Cas 1: φ satisfait ∫ T
0
∫
R
|φ(t, y)|M(dt× dy) <∞ p.s.
Dans ce cas, on de´finit l’inte´grale stochastique de φ par rapport a` M =
∑
δ(Ti,yi) via la somme absolument
convergente ∫ t
0
∫
R
φ(t, y)M(dt× dy) :=
∑
i:Ti≤t
φ(Ti, yi).
Cas 2: φ est de carre´e integrable, c’est-a`-dire, il satisfait
E
∫ T
0
∫
R
φ2(t, y)µ(dt× dy) <∞
Dans ce cas, la construction est plus complique´e, et il faut utiliser la the´orie L2 et l’extension par continuite´.
On de´finit des fonctions pre´visibles simples φ : Ω× [0, T ]× R→ R par
φ(t, y) =
m∑
j=1
φ0j1t=01Aj (y) +
n∑
i=1
m∑
j=1
φij1(Ti,Ti+1](t)1Aj (y),
ou` T0 = 0, (Ti)i≥1 est une suite de temps d’arreˆt, pour tout j, Aj ∈ B(R) tel que µ([0, t]×Aj) <∞ pour tout t,
et pour chaque i et j, φij est borne´ et FTi -mesurable. L’inte´grale stochastique d’une fonction pre´visible simple
par rapport a` M est de´fini par∫ t
0
∫
R
φ(t, y)M(dt× dy) :=
∑
i:Ti≤t
φ(Ti, yi) ≡
n,m∑
i,j=1
φijM((Ti ∧ t, Ti+1 ∧ t]×Aj)
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De fac¸on similaire, on peut de´finir l’inte´grale par rapport a` la mesure de Poisson compense´e M˜ =M − µ:
∫ t
0
∫
R
φ(t, y)M˜(dt× dy) :=
n,m∑
i,j=1
φij {M((Ti ∧ t, Ti+1 ∧ t]×Aj)− µ((Ti ∧ t, Ti+1 ∧ t]×Aj)}
On peut de´montrer que ce dernier processus est une martingale et satisfait la “relation d’isome´trie”:
E[X2T ] = E
∫ T
0
∫
R
φ2(t, y)µ(dt× dy).
Cette relation d’isome´trie permet d’e´teindre la notion de l’inte´grale stochastique par rapport a` une mesure de
Poisson compense´e a` toute fonction pre´visible φ de carre´e inte´grable. Ensuite, en utilisant la procedure de
localisation, on peut e´teindre cette de´finition de l’inte´grale stochastique a` toute fonction φ, adapte´e et continu
a` gauche en t, mesurable en y telle que le processus
At :=
∫ t
0
∫
R
φ2(s, y)µ(ds× dy)
est localement inte´grable.
La notion de l’inte´grale stochastique par rapport a` une mesure ale´atoire de Poisson est plus ge´ne´rale que
celle de l’inte´grale par rapport a` un processus de Poisson: si S est un processus de Le´vy constant par morceaux,
on a ∫ T
0
φtdSt =
∑
φt∆St =
∫ T
0
∫
R
φtyJS(dt× dy),
i.e., l’inte´grale par rapport a` un processus s’e´crit comme l’inte´grale par rapport a` une mesure d’une fonction
bien particulie`re.
L’inte´grale stochastique par rapport a` une mesure de Poisson nous permettra de de´finir une nouvelle classe de
processus, qui ge´ne´ralise la classe de processus de Le´vy tout en gardant une structure facilement compre´hensible;
plusieurs auteurs appellent cette classe processus de Le´vy-Itoˆ. Rappellons qu’un processus de Le´vy satisfait
(avec un petit changement de notation)
Xt = µt+ σWt +
∫ t
0
∫
|x|>1
xM(ds× dx) +
∫ t
0
∫
|x|≤1
xM˜(ds× dx),
ou` M est une mesure de Poisson d’intensite´ dt× ν. Pour un processus de Le´vy-Itoˆ, on autorise des coefficients
non-constants et meˆme ale´atoires:
Xt =
∫ t
0
µsds+
∫ t
0
σsdWs +
∫ t
0
∫
|x|>1
γs(x)M(ds× dx) +
∫ t
0
∫
|x|≤1
γs(x)M˜(ds× dx), (5.17)
ou` µ et σ sont des processus adapte´s localement borne´s et γt(x) est une fonction ale´atoire adapte´e et continu a`
gauche en t, mesurable en x, telle que le processus:∫
|x|≤1
γ2t (x)ν(dx)
est localement borne´.
L’avantage de cette classe consiste en des nouvelles proprie´te´s de stabilite´: si (Xt) est un processus de Le´vy-
Itoˆ, alors pour une fonction f ∈ C2, (f(Xt)) est e´galement un processus de Le´vy-Itoˆ; une proprie´te´ que les
processus de Le´vy ne possedent pas.
Lorsque
∫
|x|>1 |γt(x)|ν(dx) est aussi localement borne´, le processus X peut eˆtre de´compose´ en une partie
’martingale’ et une partie ’drift’:
Xt =
∫ t
0
(µs +
∫
|x|>1
γt(x)ν(dx))ds+
∫ t
0
σsdWs +
∫ t
0
∫
R
γs(x)M˜(ds× dx),
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et dans le cas purement martingale souvent rencontre´ dans les applications,
Xt =
∫ t
0
σsdWs +
∫ t
0
∫
R
γs(x)M˜(ds× dx), (5.18)
et on a la relation d’isome´trie
E[X2T ] = E
[∫ T
0
σ2t dt
]
+ E
[∫ T
0
∫
R
γ2t (x)ν(dx)dt
]
. (5.19)
Formule de changement de variable pour les processus de Le´vy-Itoˆ En l’absence de sauts, la formule
de changement de variable (formule d’Itoˆ) pour une fonction f ∈ C2 prend la forme
f(XT ) = f(X0) +
∫ T
0
f ′(Xt)dXt +
1
2
∫ T
0
f ′′(Xt)σ2t dt.
Quand le processus n’a qu’un nombre fini de sauts sur [0, T ], on peut e´crire Xt := X
c
t +
∑
s≤t∆Xs et appliquer
la meˆme formule entre les sauts:
f(XT ) = f(X0) +
∫ T
0
f ′(Xt)dXct +
1
2
∫ T
0
f ′′(Xt)σ2t dt+
∑
t≤T :∆Xt 6=0
{f(Xt)− f(Xt−)}.
Quand les sauts sont en nombre infini, la dernie`re somme peut diverger, mais on a toujours
f(XT ) = f(X0) +
∫ T
0
f ′(Xt−)dXt +
1
2
∫ T
0
f ′′(Xt)σ2t dt
+
∑
t≤T :∆Xt 6=0
{f(Xt)− f(Xt−)− f ′(Xt−)∆Xt}. (5.20)
Pour faire apparaˆıtre la de´composition (5.17) et montrer que la classe de processus de Le´vy-Itoˆ est stable par
transformations avec des fonctions C2, on re´e´crit l’expression ci-dessus:
f(XT ) = f(X0) +
∫ T
0
{µtf ′(Xt) + 1
2
σ2t f
′′(Xt)
+
∫
|x|≤1
(f(Xt + γt(x))− f(Xt)− γt(x)f ′(Xt))ν(dx)}dt
+
∫ T
0
f ′(Xt)σtdWt +
∫ T
0
∫
|x|≤1
(f(Xt− + γt(x))− f(Xt−))M˜(dt× dx)
+
∫ T
0
∫
|x|>1
(f(Xt− + γt(x))− f(Xt−))M(dt× dx)
Exercice 17. Demontrer que pour un processus pre´visible simple φ de la forme (5.15), et une martingale de
carre´e inte´grable M ,
∫ ·
0
φtdMt est e´galement une martingale et
E
(∫ T
0
φtdMt
)2
≤ sup
0≤t≤T,ω∈Ω
φ2tE[M
2
T ].
Indication: utiliser le the´ore`me d’arreˆt de Doob. Soit (Xt) une martingale par rapport a` la filtration (Ft) et
soit S et T temps d’arreˆt borne´s avec S ≤ T p.s. Alors
E[XT |FS ] = XS , p.s.
76 PETER TANKOV
Exercice 18. La variation quadratique ou “crochet droit” d’une se´mimartingale peut eˆtre de´finie par
[X]t := X
2
t −X20 − 2
∫ t
0
Xs−dXs.
• Calculer la variation quadratique pour un processus de Le´vy-Itoˆ ge´ne´ral, pour un processus de Le´vy et
pour le processus de Poisson.
• Montrer que si X est un processus de Le´vy-Itoˆ tel que [X]t ≡ t et X est une martingale alors X est un
mouvement brownien standard.
Exercice 19. Soit X un processus de Le´vy-Itoˆ de la forme (5.17) avec coefficients µ, σ et γ de´terministes et
borne´s. En appliquant la formule de changement de variable (5.20) a` la fonction f(x) = eiux, montrer que la
fonction caracte´ristique de XT peut eˆtre obtenue par une formule de Le´vy-Khintchine ge´ne´ralise´e.
Exercice 20. Soit X un processus de Le´vy-Itoˆ de la forme (5.17) tel que
µt +
σ2t
2
+
∫
R
(eγt(x) − 1− γt(x)1|x|≤1)ν(dx) = 0
p.s. pour tout t. En appliquant la formule de changement de variable (5.20), montrer que eXt s’e´crit sous la
forme (5.18) avec les coefficients a` pre´ciser.
En supposant que σt et
∫
R
(eγt(x) − 1)2ν(dx) sont borne´s p.s. par une constante C, montrer, en utilisant la
relation d’isome´trie (5.19) et le lemme de Gronwall, que (eXt) est une martingale de carre´ inte´grable.
Indication: utiliser le lemme de Gronwall. Soit φ une fonction positive localement borne´e sur R+ telle que
φ(t) ≤ a+ b
∫ t
0
φ(s)ds
pour tout t et deux constantes a et b ≥ 0. Alors φ(t) ≤ aebt.
5.5 Exponentielle stochastique d’un processus avec sauts
Proposition 11 (Exponentielle stochastique). Soit (X)t≥0 un processus de Le´vy-Itoˆ de coefficient de volatilite´
σ. Il existe un unique processus ca`dla`g (Z)t≥0 tel que
dZt = Zt−dXt Z0 = 1. (5.21)
Z est explicitement donne´ par:
Zt = e
Xt− 12
∫ t
0
σ2sds
∏
0≤s≤t
(1 + ∆Xs)e
−∆Xs . (5.22)
Preuve. Soit
Vt =
∏
0≤s≤t;∆Xs 6=0
(1 + ∆Xs)e
−∆Xs .
La premie`re e´tape est de montrer que ce processus existe et est de variation finie. On de´compose V comme un
produit de deux termes: Vt = V
′
t V
′′
t , ou`
V ′t =
∏
0≤s≤t
|∆Xs|≤1/2
(1 + ∆Xs)e
−∆Xs et V ′′t =
∏
0≤s≤t
|∆Xs|>1/2
(1 + ∆Xs)e
−∆Xs .
V ′′ pour tout t est un produit d’un nombre fini de facteurs, donc, il n’y a pas de proble`mes de convergence. V ′
est positif et on peut prendre son logarithme.
lnV ′t =
∑
0≤s≤t;|∆Xs|≤1/2
(ln(1 + ∆Xs)−∆Xs).
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Chaque terme de la somme satisfait
0 > ln(1 + ∆Xs)−∆Xs > −∆X2s .
La se´rie est donc de´croissante et borne´e infe´rieurement par −∑0≤s≤t∆X2s , ce qui est fini pour tout processus de
Le´vy-Itoˆ. Donc, (lnV ′t ) existe et est un processus de´croissant. Ceci implique que (Vt) existe et a des trajectoires
de variation finie.
La deuxie`me e´tape est d’appliquer la formule d’Itoˆ a` la fonction Zt ≡ f(t,Xt, Vt) ≡ eXt− 12
∫ t
0
σ2sdsVt, ce qui
donne
dZt = −σ
2
s
2
eXt−−
1
2
∫ t
0
σ2sdsVt−dt+ eXt−−
1
2
∫ t
0
σ2sdsVt−dXt + eXt−−
1
2
∫ t
0
σ2sdsdVt
+
σ2s
2
eXt−−
1
2
∫ t
0
σ2sdsVt−dt+ eXt−
1
2
∫ t
0
σ2sdsVt − eXt−− 12
∫ t
0
σ2sdsVt−
− eXt−− 12
∫ t
0
σ2sdsVt−∆Xt − eXt−− 12
∫ t
0
σ2sds∆Vt.
Puisque V est un processus de saut pur,
dVt ≡ ∆Vt = Vt−(e−∆Xt(1 + ∆Xt)− 1).
En substituant cela dans l’e´galite´ pre´cedente et en rassemblant les termes, on trouve (5.21).
Pour comprendre pourquoi la solution est unique, observons que si (Z
(1)
t ) et (Z
(2)
t ) verifient l’e´quation (5.21),
alors leur diffe´rence Z˜t = Z
(1)
t − Z(2)t ve´rifie la meˆme e´quation avec condition initiale Z˜0 = 0. De la forme de
cette e´quation il est clair que si la solution devient nulle a` un point donne´, elle reste nulle.
Le processus Z est appelle´ exponentielle stochastique ou exponentielle de Dole´ans-Dade de X note´ par
Z = E(X).
Relation entre exponentielle ordinaire et exponentielle stochastique Il est clair que l’exponentielle
ordinaire et l’exponentielle stochastique d’un processus sont deux processus stochastiques diffe´rents. Par exem-
ple, contrairement a` l’exponentielle ordinaire eXt qui est manifestement positive, l’exponentielle stochastique
Z = E(X) n’est pas ne´cessairement positive. Il est facile de voir que l’exponentielle stochastique de X reste
positive si tous les sauts de X sont plus grands que −1, ce qui revient a` dire (pour un processus de Le´vy) que
la mesure de Le´vy satisfait ν((−∞,−1]) = 0.
Il est donc naturel de demander, lequel de deux processus convient mieux pour construire des mode`les
financiers. Le re´sultat suivant, duˆ a` Goll et Kallsen [36] montre que les deux approches sont e´quivalents: les
deux ope´rations correspondent a` la meˆme classe de processus positifs.
Proposition 12 (Relation entre exponentielles ordinaires et stochastiques).
1. Soit (Xt)t≥0 un processus de Le´vy de triplet caracte´ristique (σ2, ν, γ) et Z = E(X) son exponentielle
stochastique. Si Z > 0 p.s. alors il existe un autre processus de Le´vy (Lt)t≥0 de triplet caracte´ristique
(σ2L, νL, γL) tel que Zt = e
Lt ou`
Lt = lnZt = Xt − σ
2t
2
+
∑
0≤s≤t
{
ln(1 + ∆Xs)−∆Xs
}
. (5.23)
σL = σ,
νL(A) = ν({x : ln(1 + x) ∈ A}) =
∫
1A(ln(1 + x))ν(dx), (5.24)
γL = γ − σ
2
2
+
∫
ν(dx)
{
ln(1 + x)1[−1,1](ln(1 + x))− x1[−1,1](x)
}
.
2. Soit (Lt)t≥0 un processus de Le´vy de triplet caracte´ristique (σ2L, νL, γL) et St = expLt son exponentielle.
Il existe un autre processus de Le´vy (Xt)t≥0 tel que St est l’exponentielle stochastique de X: S = E(X) ou`
Xt = Lt +
σ2t
2
+
∑
0≤s≤t
{
e∆Ls − 1−∆Ls
}
. (5.25)
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Le triplet (σ2, ν, γ) de X est donne´ par:
σ = σL,
ν(A) = νL({x : ex − 1 ∈ A}) =
∫
1A(e
x − 1)νL(dx), (5.26)
γ = γL +
σ2L
2
+
∫
νL(dx)
{
(ex − 1)1[−1,1](ex − 1)− x1[−1,1](x)
}
.
Preuve. 1. La condition Z > 0 p.s. est e´quivalente a` ∆Xs > −1 pour tout s p.s., ce qui permet de prendre
le logarithme. Dans la preuve de proposition 11 nous avons vu que la somme
∑
0≤s≤t
{
ln(1 + ∆Xs) − ∆Xs
}
converge vers un processus de variation finie. Il est alors clair que L est un processus de Le´vy et que σL = σ.
De plus, ∆Ls = ln(1 + ∆Xs) pour tout s. Ceci implique
JL([0, t]×A) =
∫
[0,t]×R
1A(ln(1 + x))JX(ds dx)
et donc νL(A) =
∫
1A(ln(1+x))ν(dx). Il reste a` calculer γL. En substituant la de´composition de Le´vy-Itoˆ pour
(Lt) et (Xt) dans (5.23), on obtient
γLt− γt+ σ
2t
2
+
∫
s∈[0,t],|x|≤1
xJ˜L(ds dx) +
∫
s∈[0,t],|x|>1
xJL(ds dx)
−
∫
s∈[0,t],|x|≤1
xJ˜X(ds dx)−
∫
s∈[0,t],|x|>1
xJX(ds dx)
−
∑
0≤s≤t
{
ln(1 + ∆Xs)−∆Xs
}
= 0.
En observant que
∫
s∈[0,t],|x|≤1
x(JX(ds dx)− JL(ds dx))
=
∑
0≤s≤t
(
∆Xs1[−1,1](∆Xs)− ln(1 + ∆Xs)1[−1,1](ln(1 + ∆Xs))
)
converge, on peut se´parer l’expression ci-dessus en une partie ’sauts’ et une partie ’drift’, donc chacune doit
eˆtre e´gale a` ze´ro. Pour la partie drift on obtient:
γL − γ + σ
2
2
−
∫ 1
−1
{xνL(dx)− xν(dx)} = 0,
ce qui donne la formule pour γL apre`s un changement de variable.
2. Les sauts de St sont donne´s par ∆St = St−(exp(∆Lt)−1). SiX est un processus de Le´vy tel que S = E(X)
alors puisque dSt = St−dXt on a ∆St = St−∆Xt et donc ∆Xt = exp(∆Lt) − 1 et ν est donne´ par (5.26). En
particulier ∆Xt > −1 p.s. et il est facile a` ve´rifier que ln E(X) est un processus de Le´vy avec les meˆmes
caracte´ristiques que L seulement si les caracte´ristiques de X sont donne´es par (5.26). Inversement, si X est un
processus de Le´vy avec caracte´ristiques donne´es par (5.26), (5.22) permet de ve´rifier que E(X) = expLt.
En vu de ce re´sultat, et du fait que les formules qui font intervenir l’exponentielle ordinaire sont plus lisibles,
cette dernie`re est plus souvent utilise´e pour construire les mode`les de prix. Cependant, dans certaines situations
comme le montre l’exemple suivant, l’exponentielle stochastique est mieux adapte´e.
Strate´gie CPPI avec sauts La strate´gie CPPI est une strate´gie d’assurance de portefeuille permettant (en
the´orie) de maintenir la valeur du portefeuille au-dessus d’un seuil donne´ tout en profitant d’une evolution
favorable de la bourse.
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Pour fixer les ide´es, nous supposerons que l’investisseur souhaite garantir le capital N a` l’e´che´ance T (N peut
eˆtre plus grand ou plus petit que l’investissement initial). Pour cela il doit maintenir la valeur du portefeuille
Vt au-dessus du plancher Bt a` chaque date, ou` Bt est e´gal au prix du ze´ro-coupon de nominal N et d’e´che´ance
T . La difference Ct = Vt − Bt est appelle´e le coussin. La strate´gie CPPI consiste alors a` utiliser l’algorithme
suivant:
• A chaque date t, si Vt > Bt, investir mCt en l’actif risque´, ou` m > 1 est le multiplicateur de la strate´gie,
et le reste en ze´ro-coupons d’e´che´ance T .
• Si Vt ≤ Bt, investir tout en ze´ro-coupons d’e´che´ance T .
Si le prix de l’actif risque´ S est un processus aux trajectoires continues, le portefeuille reste toujours au-dessus
du plancher, et l’e´volution du coussin est donne´e par
dCt
Ct
= m
dSt
St
+ (1−m)rdt,
ou` r est le taux d’inte´reˆt. Dans le mode`le de Black-Scholes,
dSt
St
= µdt+ σdWt,
cette e´quation se re´sout explicitement et on obtient la valeur finale du portefeuille
VT = N + (V0 −Ne−rT ) exp
(
rT +m(µ− r)T +mσWT − m
2σ2T
2
)
.
L’espe´rance du gain est donc
E[VT ] = N + (V0 −Ne−rT ) exp (rT +m(µ− r)T ) .
Si µ > r, on arrive a` un paradoxe apparent: il n’y a pas de risque, et l’espe´rance du gain peut eˆtre rendu aussi
grande que l’on souhaite en choisissant un multiplicateur suffisamment e´leve´. Ce paradoxe se re´sout facilement
en introduisant les sauts dans les trajectoires du prix car dans ce cas, en augmentant le multiplicateur on
augmente aussi la probabilite´ de perte.
Soit
dSt
St−
= rdt+ dZt,
ou` Zt est un processus de Le´vy, et soit τ = inf{t : Vt ≤ Bt} la premie`re date ou` le portefeuille passe au-dessous
du coussin (on peut avoir τ =∞). Alors avant la date τ , le coussin satisfait
dCt
Ct−
= mdZt + rdt,
et le coussin actualise´ C∗t :=
Ct
ert est donc donne´ par
C∗t = E(mZ)t, t < τ.
Apre`s la date τ , tout le portefeuille est investi en ze´ro coupons et le coussin actualise´ reste constant. On a donc
C∗t = E(mZ)t∧τ .
La perte a lieu si, a` un instant t ≤ T , C∗t ≤ 0, ce qui peut arriver si et seulement si Z a un saut dans [0, T ] dont
la taille est infe´rieure a` −1/m. On obtient donc (voir exercice 11)
P [∃t ∈ [0, T ] : Vt ≤ Bt] = 1− exp
(
−T
∫ −1/m
−∞
ν(dx)
)
.
Exercice 21. Montrer que si X et Y sont deux processus de Le´vy et Y est de saut pur alors
E(X)E(Y ) = E(X + Y +
∑
∆X∆Y )
Exercice 22 (Proprie´te´ de martingale de l’exponentielle stochastique). Soit X un processus de Le´vy et une
martingale. Montrer que E(X) est e´galement une martingale.
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Indication: De´composer X en une somme d’un processus de Poisson compose´ et d’un processus de Le´vy X ′
tel que |∆X ′| < 1. Utiliser proposition 12 et l’exercice pre´cedent.
5.6 Couverture dans les mode`les avec sauts
Introduction Le proble`me de couverture se pose typiquement du point de vue du vendeur d’options (banque)
qui voudrait minimiser son risque a` maturite´; pour cela il essaie de repliquer le pay-off Y de l’option avec
un portefeuille autofinanc¸ant VT = V0 +
∫ T
0
φtdSt. Le prix de l’option est alors calcule´ comme le couˆt de
sa couverture plus une provision pour le risque residuel (s’il y en a) plus la marge commerciale. Dans le
mode`le Black-Scholes, qui correspond a` un marche´ complet, une replication parfaite est obtenu avec la strate´gie
φt =
∂C
∂S (t, St) (couverture en delta).
Dans un marche´ incomplet, la replication exacte n’est pas possible et le proble`me de couverture devient
un proble`me d’approximation du pay-off de l’option par le portefeuille de couverture. Pour faire face a` ce
proble`me, les praticiens calculent et neutralisent les sensibilite´s du portefeuille par rapport aux facteurs de
risque additionnels (e.g. risque de volatilite´ ou risque de grands sauts).
Delta =
∂C(t,Xt)
∂x
: petites variations; couverture avec des actions
Gamma =
∂2C(t,Xt)
∂x2
: grandes variations; couverture avec des options liquides
De manie`re plus syste´matique on peut essayer d’optimiser la strate´gie de couverture en controˆlant l’erreur
residuelle.
• La couverture par maximisation d’utilite´ consiste a` chercher la strate´gie de couverture qui maximise
l’utilite´ terminale du vendeur de l’option
max
φ
E
[
U(c+
∫ T
0
φtdXt − Y )
]
(U croissante concave).
Un inconvenient de cette approche est qu’elle correspond a` une re`gle de pricing et couverture non-line´aire:
la couverture pour un portefeuille contenant une option A et une option B ne co¨ıncide pas avec la couverture
de A plus la couverture de B.
• La couverture quadratique donne, quant a` elle, un ratio de couverture line´aire. Elle consiste a` minimiser
la distance L2 entre le pay-off et la valeur terminale du portefeuille de couverture:
min
φ
E
(
c+
∫ T
0
φtdXt − Y
)2
Le portefeuille de couverture optimal (s’il existe) est la projection L2 de Y sur le sous-espace (lineaire)
d’actifs replicables. Par contre, elle penalise les gains et les pertes de la meˆme fac¸on.
Dans la suite de cette section on va se concentrer sur la couverture quadratique. De plus, on supposera que
les prix de tous les actifs sont des martingales. Ceci simplifie considerablement le calcul et donne une bonne
approximation: la prise en compte du drift du processus ne modifie pas la strate´gie de couverture dans un
marche´ complet et me`ne a une correction de 2e`me ordre dans un marche´ incomplet.
Le mode`le On supposera que les prix de m actifs cote´s Xt ∈ Rm sont des processus de Le´vy-Itoˆ martingales
Xt = X0 +
∫ t
0
σsdWs +
∫ t
0
∫
R
γs(z)J˜(ds× dz),
ou`
• W est un mouvement Brownien d-dimensionnel.
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• J est une mesure ale´atoire de Poisson d’intensite´ dt× ν.
• σ et γ: sont des processus ca`dla`g adapte´s qui remplissent les conditions d’inte´grabilite´:
‖γs(z)‖2 ≤ ρ(z)As with
∫
ρ(z)ν(dz) <∞
E
∫ T
0
(‖σs‖2 +As)ds <∞
Le pay-off de l’option Y est de carre´ inte´grable: E[Y 2] <∞ et on supposera que la martingale
Yt = E[Y |Ft]
admet une representation de type Le´vy-Itoˆ.
Yt = Y0 +
∫ t
0
σ0sdWt +
∫ t
0
∫
R
γ0s (z)J˜(ds× dz)
Exemple 6. Le sous-jacent suit un mode`le exp-Le´vy Xt = X0e
Zt , ce qui implique
Xt = X0 +
∫ t
0
σXsdWs +
∫
[0,t]×R
Xs−(ez − 1)J˜(ds× dz),
et l’actif a` couvrir est une option europe´enne
C(t, x) = E[H(X
(t,x)
T )]
dC(t,Xt) =
∂C(t,Xt)
∂X
σXtdWt
+
∫
R
(C(t,Xt−ez)− C(t,Xt−))dJ˜(ds× dz).
Le ratio optimal de couverture L’erreur de couverture est de´finie par
ǫT (c, φ) = c+
∫ T
0
φtdXt − Y
= c− E[Y ] +
∫ T
0
(φtσt − σ0t )dWt +
∫
[0,T ]×R
(φtγt(z)− γ0t (z))J˜(dt× dz).
Une strate´gie admissible est une strate´gie φ telle que
∫ ·
0
φtdXt est une martingale de carre´e inte´grable. Le
ratio optimal de couverture (cˆ, φˆ) est la solution de
E[ǫT (cˆ, φˆ)
2] = inf
(c,φ)
E[(ǫT (c, φ))
2].
Pour re´soudre ce proble`me d’optimisation, on commence par remarquer que cˆ doit eˆtre e´gal a` E[Y ] car
E[(ǫT (c, φ))
2] = (c− E[Y ])2 + E
(
E[Y ]− Y +
∫ T
0
φtdXt
)2
.
Ensuite, on utilise la relation d’isome´trie pour les processus de Le´vy-Ito.
E[ǫ(cˆ, φ)2T ] =
∫ T
0
dtE‖φtσt − σ0t ‖2
+
∫ T
0
dt
∫
ν(dz)E(φtγt(z)− γ0t (z))2
ce qui est minimise´ par
φˆt =M
−1
t
(
σ0t σ
∗
t +
∫
R
ν(dz)γ0t (z)γt(z)
∗
)
,
si Mt = σtσ
∗
t +
∫
R
ν(dz)γt(z)γt(z)
∗ est non-singulie`re.
82 PETER TANKOV
Couverture avec des actions dans un mode`le exp-Le´vy
dXt = XtσdWt +
∫
R
Xt−(ez − 1)dJ˜(dt× dz),
Yt = C(t,Xt)
Le ratio optimal de couverture est donne´ par
φoptt =
σ2 ∂C∂X (t,Xt) +
1
Xt
∫
ν(dz)(ez − 1)[C(t,Xtez)− C(t,Xt)]
σ2 +
∫
(ez − 1)2ν(dz)
L’erreur de couverture s’annule si pour presque tout t, ∃k:
(σXt
∂C
∂X
, (C(t,Xte
z)− C(t,Xt))z∈supp ν) = k(σXt, (Xt(ez − 1))z∈supp ν)
Ceci se produit dans les deux cas suivants:
• Mouvement brownien: ν = 0.
• Processus de Poisson: σ = 0, ν = δx0(x).
Dans tous les autres cas, le marche´ est incomplet.
Couverture en delta vs. couverture optimale Quelle est la distance entre la couverture en delta et la
couverture optimale? Si le processus sous-jacent a une composante de diffusion et les sauts sont petits, alors
φt =
∂C
∂X
+
Xt
2Σ2
∂2C
∂X2
∫
ν(dz)(ez − 1)3.
ou`
Σ2 = σ2 +
∫
(ez − 1)2ν(dz).
La couverture optimale apparait alors comme une petite correction (voir fig. 5.1), qui est souvent ne´gative sur
les marche´s d’options car les sauts sont ne´gatifs. On re´duit le ratio de couverture en anticipant les sauts ne´gatifs
dans les prix d’actions. Pour les processus de saut pur tel que le mode`le variance gamma, la correction peut
eˆtre grande car ∂
2C
∂X2 peut ne pas eˆtre de´fini (voir fig. 5.2).
En terme d’erreur de couverture, si les sauts sont petits, la couverture en delta marche bien et sa performance
est proche de l’optimale. Cette situation est illustre´e sur le graphique de gauche de fig. 5.3. En revanche, si
la composante de sauts est forte, la strate´gie optimale est clairement supe´rieure a` la couverture en delta, mais
l’erreur residuelle est assez importante pour les deux strate´gies (fig. 5.3, graphique de droite). Dans ce dernier
cas, la performace peut eˆtre ame´liore´e en ajoutant des options liquides dans le portefeuille de couverture (fig.
5.4).
Exercice 23 (Couverture dans un mode`le base´ sur l’exponentielle stochastique). Calculer le ratio optimal
de couverture (avec actions) dans un mode`le ou` le sous-jacent est donne´ par l’exponentielle stochastique d’un
processus de Le´vy: St = S0E(X)t.
Exercice 24 (Ratios de couverture dans le mode`le diffusion + Poisson). On suppose que le sous-jacent est
de´crit par
St = S0 exp(µt+ σWt − δNt),
ou` N est un processus de Poisson compose´ d’intensite´ λ.
• Calculer le ratio optimal pour la couverture d’une option europe´enne (dont le prix sera note´ par C) avec
des actions et une autre option europe´enne (dont le prix sera note´ par C0).
• Montrer que dans ce cas la replication est exacte.
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Figure 5.1: La diffe´rence entre la couverture en delta et la couverture optimale dans le mode`le de Kou (diffusion
plus sauts positif et ne´gatifs distribue´s selon la loi exponentielle). Gauche : parame`tres estime´s sur les donne´es
de marche´. Droite: tous les sauts sont ne´gatifs.
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Figure 5.2: La diffe´rence entre la couverture en delta et la couverture optimale dans le mode`le variance gamma.
Gauche : parame`tres estime´s sur les donne´es de marche´, e´che´ance T = 1 mois. Droite la taille moyenne de saut
est de 7%, e´che´ance T = 2 jours.
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Figure 5.3: Histogrammes de l’erreur pour la couverture d’un put Europe´en hors-la-monnaie (K = 90%, T = 1
an). Gauche: mode`le de Kou, parame`tres estime´s sur les donne´es Microsoft. Droite: mode`le de Kou, grands
sauts ne´gatifs peu fre´quents (taille moyenne de sauts 10%. )
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Figure 5.4: Pour reduire l’erreur de couverture en pre´sence de grands sauts, des options liquides peuvent eˆtre
utilise´es pour la couverture. Le graphique montre l’histogramme de l’erreur pour la couverture d’un put europe´en
hors la monnaie (strike K = 90%) avec des actions et un call europe´en (strike K = 110%).
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Figure 5.5: Le prix du put europe´en dans le mode`le de Merton pour trois choix de parame`tres. Les autres
parame`tres sont K = 1, T = 1, r = 0.
• Montrer que lorsque δ → 0, on retrouve les formules de couverture delta-gamma
γt =
∂2C
∂S2
/
∂2C0
∂S2
(nombre d’options C0)
∆t =
∂C
∂S
− γt ∂C0
∂S
(nombre d’actions)
5.7 Valorisation d’options dans les mode`les exp-Le´vy
Me´thodes de transforme´e de Fourier pour les options europe´ennes Dans les mode`les exp-Le´vy, les
prix d’options europe´ennes peuvent eˆtre calcule´s avec la me´thode de transforme´e de Fourier de´crite dans la
section suivante. Cette me´thode s’applique a` tous les mode`les ou` la fonction caracte´ristique du log-prix est
connue ou facile a` calculer. C’est le cas par exemple pour les mode`les exp-Le´vy mais aussi pour une classe plus
ge´ne´ral de processus affines [25, 26], qui contient en particulier le mode`le de Bates dont on parlera a` la fin de
ce chapitre. Le graphique 5.5 trace les prix d’une option put en fonction du strike dans le mode`le de Merton
avec parame`tres diffe´rents.
Equations inte´gro-diffe´rentielles pour les options exotiques Pour certaines options dont le pay-off
de´pend de la trajectoire emprunte´e par le processus de prix, telles que les options a` barrie`re, le prix peut eˆtre
exprime´ comme solution d’une e´quation similaire a` l’e´quation de Black-Scholes
∂C
∂t
+
1
2
σ2S2
∂2C
∂S2
= rC − rS ∂C
∂S
.
Soit X un processus de Le´vy tel que eX est une martingale sous la probabilite´ Q (probabilite´ risque-neutre)
et le prix de sous-jacent est donne´ par St = S0e
rt+Xt . Alors, le prix a` l’instant t d’une option europe´enne
Pt = e
−r(T−t)E[(ST −K)+|Ft]
peut eˆtre exprime´e comme fonction de´terministe de t et St: Pt = P (t, St) et de plus e
−rtP (t, St) est une
martingale.
De manie`re similaire, pour une option up-and-out on a
PBt = e
−r(T−t)E[(ST −K)+1max0≤s≤T Ss<B |Ft].
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Le processus e−rtPBt est donc une martingale. Soit maintenant P
B(t, S) une fonction de´terministe de´finie par
PB(t, S) = e−r(T−t)E[g(ST∧τt)|St = S],
ou` g(S) = (S −K)+1S<B et τt = inf{s ≥ t : Xs ≥ B}. Alors, PBt = PB(t, St) si la barrie`re n’a pas encore e´te´
atteinte.
Sous l’hypothe`se que eX est une martingale, la dynamique de S s’e´crit
dSt = rStdt+ StσdWt +
∫
R
St−(ex − 1)J˜X(dt× dx),
ou` JX est la mesure de sauts compense´e de X et σ sa volatilite´. Prenons alors une fonction suffisamment
re´gulie`re P˜ (t, St). En appliquant la formule d’Itoˆ a` cette fonction, on trouve alors
dP˜ (t, St) =
{
∂P˜
∂t
+ rS
∂P˜
∂S
+
1
2
S2t σ
2 ∂
2P˜
∂S2
+
∫
R
(
P˜ (t, Ste
x)− P˜ (t, St)− St(ex − 1)∂P˜
∂S
)
ν(dx)
}
+
∂P˜
∂S
σStdWt +
∫
R
(P˜ (t, Ste
x)− P˜ (t, St))J˜X(dt× dx).
Nous pouvons alors e´noncer la proposition suivante (les re´sultats de ce genre sont souvent appelle´s the´ore`mes
de verification).
Proposition 13. Soit P (t, S) une fonction 1 fois de´rivable en t et 2 fois de´rivable en S avec la de´rive´e ∂P∂S
borne´e, qui satisfait l’e´quation
∂P
∂t
+
1
2
S2σ2
∂2P
∂S2
+
∫
R
(
P (t, Sex)− P (t, S)− S(ex − 1)∂P
∂S
)
ν(dx) = rP − rS ∂P
∂S
avec la condition terminale P (T, S) = (S − K)+. Alors le prix a` l’instant t d’une option call europe´enne
d’e´che´ance T et de strike K est donne´ par P (t, St).
Le prix d’une option europe´enne dans un mode`le avec sauts re´sout alors une e´quation similaire a` l’EDP
Black-Scholes, mais qui contient un terme de correction de´pendant de la mesure de sauts. Les e´quations de
ce type s’appellent e´quations inte´gro-diffe´rentielles. Il reste alors a` demontrer que l’e´quation ci-dessus admet
des solutions regulie`res, et pour les options europe´ennes c’est un exercice relativement facile [16]. On pourrait
formellement demontrer que le prix d’une option up-and-out avec la barrie`re B re´sout la meˆme e´quation avec
la condition supple´mentaire PB(t, S) = 0 pour S ≥ B, mais dans ce cas le proble`me de re´gularite´ est vraiment
difficile, et on est oblige´ de recourir aux solutions faibles au sens de viscosite´ [16].
Exercice 25 (Options forward start). Les options forward start sont les options dont le strike est de´termine´ a`
une date future selon une re`gle spe´cifique, par exemple,
HT = (ST −mST0)+, (1)
ou` T0 < T est une date future et m est un nombre fixe´ dans le contrat (moneyness de l’option). On se place
dans un mode`le exponentielle Le´vy sous la probabilite´ risque-neutre:
St = S0e
rt+Xt ,
ou` (Xt) est un processus de Le´vy, et on suppose que les prix des options Europe´ennes de tous les strikes et
toutes les maturite´s sont observables sur le marche´.
1. Calculer (exprimer a` partir des prix des europe´ens) le prix a` l’instant t = 0 d’une option forward start
avec pay-off donne´ par (1).
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2. Une option cliquet (se´quence d’options forward start) a un pay-off de
12∑
i=1
max(0, ri), ri = S i
12
− S i−1
12
.
Calculer le prix a` l’instant t = 0 de cette option. Est-ce que le re´sultat vous paraˆıt re´aliste? Conclure sur
la pertinence des mode`les exponentielle-Le´vy pour le pricing des options cliquets.
5.8 Me´thode de transforme´e de Fourier pour la valorisation d’options
europe´ennes
Let {Xt}t≥0 be a stochastic process on (Ω,F , P ) such that eXt is a martingale. In order to compute the price
of a call option
C(K) = e−rTE[(S0erT+XT −K)+] = S0E
[(
eXT − Ke
−rT
S0
)+]
:= S0E
[(
eXT − ek)+] ,
we would like to express its Fourier transform in adjusted log strike k := log Ke
−rT
S0
in terms of the characteristic
function ΦT (v) of XT and then find the prices for a range of strikes by Fourier inversion. However we cannot
do this directly because C as function of k is not integrable (it tends to a positive constant as k → −∞). The
key idea is to instead compute the Fourier transform of the time value of the option (which we also renormalize
to get rid of S0), that is, the function
zT (k) = E[(e
XT − ek)+]− (1− ek)+. (5.27)
Proposition 14. Let {Xt}t≥0 be a stochastic process on (Ω,F , P ) such that eXt is a martingale and
E[e(1+α)Xt ] <∞ ∀t (5.28)
for some α > 0. Then the Fourier transform of the time value of a call option is given by:
ζT (v) :=
∫ +∞
−∞
eivkzT (k)dk =
ΦT (v − i)− 1
iv(1 + iv)
(5.29)
The option prices can be found by inverting the Fourier transform:
C(K) = (S0 −Ke−rT )+ + S0
2π
∫ +∞
−∞
e−iv log(Ke
−rT /S0)ΦT (v − i)− 1
iv(1 + iv)
.
Remarque 4. Since typically ΦT (z)→ 0 as ℜz →∞, ζT (v) will behave like |v|−2 at infinity which means that
the truncation error in the numerical evaluation of the inverse Fourier transform will be large. The reason of
such a slow convergence is that the time value (5.27) is not smooth; therefore its Fourier transform does not
decay sufficiently fast at infinity. For most models the convergence can be improved by replacing the time value
with a smooth function of strike. Namely, instead of subtracting the intrinsic value of the option (which is
non-differentiable) from its price, we suggest to subtract the Black-Scholes call price with a non-zero volatility
(which is a smooth function). The resulting function will be both integrable and smooth. Suppose that the
hypothesis of the above proposition is satisfied and denote
z˜T (k) = E[(e
XT − ek)+]− 1
S0
cΣBS(k),
where cΣBS(k) is the Black-Scholes price of a call option with volatility Σ and log-strike k for the same underlying
value and the same interest rate. The above proposition implies that the Fourier transform of z˜T (k), denoted
by ζ˜T (v), satisfies
ζ˜T (v) =
ΦT (v − i)− ΦΣT (v − i)
iv(1 + iv)
, (5.30)
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where ΦΣT (v) = exp(−Σ
2T
2 (v
2+ iv)). Since for most models found in the literature (except variance gamma) the
characteristic function decays faster than every power of its argument at infinity, this means that the expression
(5.30) will also decay faster than every power of v as ℜv →∞, and the integral in the inverse Fourier transform
will converge very fast for every Σ > 0. The option prices can be found via
C(K) = CallΣBS(K) +
S0
2π
∫ +∞
−∞
e−iv log(Ke
−rT /S0)ΦT (v − i)− ΦΣT (v − i)
iv(1 + iv)
.
Proof of Proposition 14. First, we note that since the discounted price process is a martingale, we can write
zT (k) =
∫ ∞
−∞
µT (dx)(e
x − ek)(1k≤x − 1k≤0),
where µT is the probability distribution of XT . Condition (5.28) enables us to compute ζT (v) by interchanging
integrals:
ζT (v) =
∫ ∞
−∞
dk
∫ ∞
−∞
µT (dx)e
ivk(ex − ek)(1k≤x − 1k≤0)
=
∫ ∞
−∞
µT (dx)
∫ 0
x
eivk(ek − ex)dk
=
∫ ∞
−∞
µT (dx)
{
(1− ex)
iv + 1
− e
x
iv(iv + 1)
+
e(iv+1)x
iv(iv + 1)
}
The first term in braces disappears due to the martingale condition and the other two, after computing the
integrals, yield (5.29).
Numerical Fourier inversion. Option prices can be computed by evaluating numerically the inverse Fourier
transform of ζ˜T :
z˜T (k) =
1
2π
∫ +∞
−∞
e−ivk ζ˜T (v)dv (5.31)
This integral can be efficiently computed using the Fast Fourier transform, an algoritm due to Cooley and Tukey
[17] which allows to compute F0, . . . , FN−1, given by,
Fn =
N−1∑
k=0
fke
−2πink/N , n = 0 . . . N − 1,
using only O(N lnN) operations.
To approximate option prices, we truncate and discretize the integral (5.31) as follows:
1
2π
∫ ∞
−∞
e−ivk ζ˜T (v)dv =
1
2π
∫ A/2
−A/2
e−ivk ζ˜T (v)dv + εT =
A
2πN
N−1∑
m=0
wmζ˜T (vm)e
−ikvm + εT + εD, (5.32)
where εT is the truncation error, εD is the discretization error, vm = −A/2 + m∆, ∆ = A/(N − 1) is the
discretization step and wm are weights, corresponding to the chosen integration rule (for instance, for the
trapezoidal rule w0 = wN−1 = 1/2 and all other weights are equal to 1). Now, setting kn = k0 + 2πnN∆ we see
that the sum in the last term becomes a discrete Fourier transform:
A
2πN
eiknA/2
N−1∑
m=0
wme
−ik0vmf(km)e−2πinm/N
The FFT algorithm allows to compute z˜T and therefore option prices for the log strikes kn = k0+
2πn
N∆ . The log
strikes are thus equidistant with the step d satisfying
d∆ =
2π
N
.
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Figure 5.6: Left: implied volatilities of options on S&P 500 index as a function of their strikes and maturities.
Right: implied volatilities as a function of strike for different values of the mean jump size in Merton jump
diffusion model. Other parameters: volatility σ = 0.2, jump intensity λ = 1, jump standard deviation δ = 0.05,
option maturity T = 1 month.
Typically, k0 is chosen so that the grid is centered around the money, ∆ is fixed to keep the discretization
error low, and N is adjusted to keep the truncation error low and have a sufficiently small step between strikes
(increasing N reduces the truncation error and the distance between consecutive strikes at the same time). The
option prices for the strikes not on the grid must be computed by interpolation. It should be noted that the
FFT method should only be used when option prices for many strikes must be computed simultaneously (such
as for calibration). If only a small number of strikes is needed, integration methods with variable step size
usually have a better performance.
5.9 Calibration de mode`les exp-Le´vy
In the Black-Scholes setting, the only model parameter to choose is the volatility σ, originally defined as the
annualized standard deviation of logarithmic stock returns. The notion of model calibration does not exist,
since after observing a trajectory of the stock price, the pricing model is completely defined. On the other hand,
since the pricing model is defined by a single volatility parameter, this parameter can be reconstructed from a
single option price (by inverting the Black-Scholes formula). This value is known as the implied volatility of
this option.
If the real markets obeyed the Black-Scholes model, the implied volatility of all options written on the same
underlying would be the same and equal to the standard deviation of returns of this underlying. However,
empirical studies show that this is not the case: implied volatilities of options on the same underlying depend
on their strikes and maturities (figure 5.6, left graph).
Jump-diffusion models provide an explanation of the implied volatility smile phenomenon since in these
models the implied volatility is both different from the historical volatility and changes as a function of strike
and maturity. Figure 5.6, right graph shows possible implied volatility patterns (as a function of strike) in the
Merton jump-diffusion model.
The results of calibration of the Merton model to S&P index options are presented in figure 5.7. The
calibration was carried out separately for each maturity using the routine [5] from Premia software. In this
program, the vector of unknown parameters θ is found by minimizing numerically the squared norm of the
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Figure 5.7: Calibration of Merton jump-diffusion model to market data separately for each maturity. Top left:
maturity 1 month. Bottom left: maturity 5 months. Top right: maturity 1.5 years. Bottom right: maturity 3
years.
difference between market and model prices:
θ∗ = arg inf ‖P obs − P θ‖2 ≡ arg inf
N∑
i=1
wi(P
obs
i − P θ(Ti,Ki))2, (5.33)
where P obs denotes the prices observed in the market and P θ(Ti,Ki) is the Merton model price computed for
parameter vector θ, maturity Ti and strike Ki. Here, the weights wi :=
1
(P obsi )
2 were chosen to ensure that all
terms in the minimization functional are of the same order of magnitude. The model prices were computed
simultaneously for all strikes present in the data using the FFT-based algorithm described in section 5.8. The
functional in (5.33) was then minimized using a quasi-newton method (LBFGS-B described in [10]). In the case
of Merton model, the calibration functional is sufficiently well behaved, and can be minimized using this convex
optimization algorithm. In more complex jump-diffusion models, in particular, when no parametric shape of
the Le´vy measure is assumed, a penalty term must be added to the distance functional in (5.33) to ensure
convergence and stability. This procedure is described in detail in [14, 15, 57].
The calibration for each individual maturity is quite good, however, although the options of different matu-
rities correspond to the same trading day and the same underlying, the parameter values for each maturity are
different, as seen from table 5.1. In particular, the behavior for short (1 to 5 months) and long (1 to 3 years)
maturities is qualitatively different, and for longer maturities the mean jump size tends to increase while the
jump intensity decreases with the length of the holding period.
Figure 5.8 shows the result of simultaneous calibration of Merton model to options of 4 different maturities,
ranging from 1 month to 3 years. As we see, the calibration error is much bigger than in figure 5.7. This
happens because for processes with independent and stationary increments (and the log-price in Merton model
is an example of such process), the law of the entire process is completely determined by its law at any given time
t (this follows from the Le´vy-Khintchine formula — equation 5.10). If we have calibrated the model parameters
for a single maturity T , this fixes completely the risk-neutral stock price distribution for all other maturities.
A special kind of maturity dependence is therefore hard-wired into every Le´vy jump diffusion model, and table
5.1 shows that it does not always correspond to the term structures of market option prices.
To calibrate a jump-diffusion model to options of several maturities at the same time, the model must have
a sufficient number of degrees of freedom to reproduce different term structures. This is possible for example in
the Bates model (5.34), where the smile for short maturities is explained by the presence of jumps whereas the
smile for longer maturities and the term structure of implied volatility is taken into account using the stochastic
volatility process. Figure 5.9 shows the calibration of the Bates model to the same data set as above. As we
see, the calibration quality has improved and is now almost as good as when each maturity was calibrated
separately. The calibration was once again carried out using the tool [5] from Premia.
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Figure 5.8: Calibration of Merton jump-diffusion model simultaneously to 4 maturities. Calibrated parameter
values: σ = 9.0%, λ = 0.39, jump mean −0.12 and jump standard deviation 0.15. Top left: maturity 1 month.
Bottom left: maturity 5 months. Top right: maturity 1.5 years. Bottom right: maturity 3 years.
Maturity σ λ jump mean jump std. dev.
1 month 9.5% 0.097 −1.00 0.71
2 months 9.3% 0.086 −0.99 0.63
5 months 10.8% 0.050 −0.59 0.41
11 months 7.1% 0.70 −0.13 0.11
17 months 8.2% 0.29 −0.25 0.12
23 months 8.2% 0.26 −0.27 0.15
35 months 8.8% 0.16 −0.38 0.19
Table 5.1: Calibrated Merton model parameters for different times to maturity.
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Figure 5.9: Calibration of the Bates stochastic volatility jump-diffusion model simultaneously to 4 maturities.
Top left: maturity 1 month. Bottom left: maturity 5 months. Top right: maturity 1.5 years. Bottom right:
maturity 3 years. Calibrated parameters (see equation (5.34)): initial volatility
√
V0 = 12.4%, rate of volatility
mean reversion ξ = 3.72, long-run volatility
√
η = 11.8%, volatility of volatility θ = 0.501, correlation ρ =
−48.8%, jump intensity λ = 0.038, mean jump size −1.14, jump standard deviation 0.73.
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Figure 5.10: Top: Market implied volatility surface. Bottom left: implied volatility surface in an exponential
Le´vy model, calibrated to market prices of the first maturity. Bottom right: implied volatility surface in an
exponential Le´vy model, calibrated to market prices of the last maturity.
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Figure 5.11: Implied volatility of at the money European options on CAC40 index.
5.10 Limites et extensions des processus de Le´vy
Despite the fact that Le´vy processes reproduce the implied volatility smile for a single maturity quite well,
when it comes to calibrating several maturities at the same time, the calibration by Le´vy processes becomes
much less precise. This is clearly seen from the three graphs of Figure 5.10. The top graph shows the market
implied volatilities for four maturities and different strikes. The bottom left graphs depicts implied volatilities,
computed in an exponential Le´vy model calibrated using a nonparametric algorithm to the first maturity present
in the market data. One can see that while the calibration quality is acceptable for the first maturity, it quickly
deteriorates as the time to maturity increases: the smile in an exponential Le´vy model flattens too fast. The
same effect can be observed in the bottom right graph: here, the model was calibrated to the last maturity,
present in the data. As a result, the calibration quality is poor for the first maturity: the smile in an exponential
Le´vy model is more pronounced and its shape does not resemble that of the market.
It is difficult to calibrate an exponential Le´vy model to options of several maturities because due to inde-
pendence and stationarity of their increments, Le´vy processes have a very rigid term structure of cumulants.
In particular, the skewness of a Le´vy process is proportional to the inverse square root of time and the excess
kurtosis is inversely proportional to time [48]. A number of empirical studies have compared the term structure
of skewness and kurtosis implied in market option prices to the skewness and kurtosis of Le´vy processes. Bates
[4], after an empirical study of implicit kurtosis in $/DM exchange rate options concludes that “while implicit
excess kurtosis does tend to increase as option maturity shrinks, . . . , the magnitude of maturity effects is not
as large as predicted [by a Le´vy model]”. For stock index options, Madan and Konikov [48] report even more
surprising results: both implied skewness and kurtosis actually decrease as the length of the holding period
becomes smaller. It should be mentioned, however, that implied skewness/kurtosis cannot be computed from a
finite number of option prices with high precision.
A second major difficulty arising while trying to calibrate an exponential Le´vy model is the time evolution
of the smile. Exponential Le´vy models belong to the class of so called “sticky moneyness” models, meaning
that in an exponential Le´vy model, the implied volatility of an option with given moneyness (strike price to
spot ratio) does not depend on time. This can be seen from the following simple argument. In an exponential
Le´vy model Q, the implied volatility σ of a call option with moneyness m, expiring in τ years, satisfies:
e−rτEQ[(Sterτ+Xτ −mSt)+|Ft] = e−rτE[(Sterτ+σWτ−σ
2
2 τ −mSt)+|Ft]
Due to the independent increments property, St cancels out and we obtain an equation for the implied volatility
σ which does not contain t or St. Therefore, in an exp-Le´vy model this implied volatility does not depend on
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date t or stock price St. This means that once the smile has been calibrated for a given date t, its shape is fixed
for all future dates. Whether or not this is true in real markets can be tested in a model-free way by looking at
the implied volatility of at the money options with the same maturity for different dates. Figure 5.11 depicts
the behavior of implied volatility of two at the money options on the CAC40 index, expiring in 30 and 450 days.
Since the maturities of available options are different for different dates, to obtain the implied volatility of an
option with fixed maturity T for each date, we have taken two maturities, present in the data, closest to T from
above and below: T1 ≤ T and T2 > T . The implied volatility Σ(T ) of the hypothetical option with maturity T
was then interpolated using the following formula:
Σ2(T ) = Σ2(T1)
T2 − T
T1 − T +Σ
2(T2)
T − T1
T2 − T1 .
As we have seen, in an exponential Le´vy model the implied volatility of an option which is at the money and
has fixed maturity must not depend on time or stock price. Figure 5.11 shows that in reality this is not so:
both graphs are rapidly varying random functions.
This simple test shows that real markets do not have the “sticky moneyness” property: arrival of new
information can alter the form of the smile. The exponential Le´vy models are therefore “not random enough”
to account for the time evolution of the smile. Moreover, models based on additive processes, that is, time-
inhomogeneous processes with independent increments, although they perform well in calibrating the term
structure of implied volatilities for a given date [13], are not likely to describe the time evolution of the smile
correctly since in these models the future form of the smile is still a deterministic function of its present shape
[13]. To describe the time evolution of the smile in a consistent manner, one may need to introduce additional
stochastic factors (e.g. stochastic volatility).
Several models combining jumps and stochastic volatility appeared in the literature. In the Bates [3] model,
one of the most popular examples of the class, an independent jump component is added to the Heston stochastic
volatility model:
dXt = µdt+
√
VtdW
X
t + dZt, St = S0e
Xt , (5.34)
dVt = ξ(η − Vt)dt+ θ
√
VtdW
V
t , d〈WV ,WX〉t = ρdt,
where Z is a compound Poisson process with Gaussian jumps. Although Xt is no longer a Le´vy process, its
characteristic function is known in closed form [13, chapter 15] and the pricing and calibration procedures are
similar to those used for Le´vy processes.
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Chapitre 6
Re´gularisation des proble`mes mal pose´s
6.1 Introduction
Ce chapitre commence la deuxie`me partie de ce polycopie´, ou` au lieu d’e´tudier des mode`les particuliers, on
regarde le proble`me de calibration en ge´ne´ral, pour comprendre, dans quelles conditions et avec quelles me´thodes
il peut eˆtre re´solu. Du point de vue mathe´matique, les diffe´rents proble`mes de calibration rencontre´s en finance
sont souvent des exemples de proble`mes inverses mal pose´s. Dans ce chapitre nous alons e´tudier ces proble`mes
dans un cadre abstrait, pour pouvoir traiter les applications en calibration de mode`les dans les chapitres suivants.
Proble`mes directs et proble`mes inverses La distinction entre un proble`me direct et un proble`me inverse
n’est pas facile a` de´finir. On pourrait dire qu’un proble`me direct consiste a` de´terminer l’effet a` partir de sa
cause:
• En physique: de´terminer la tempe´rature future a` partir de la tempe´rature initiale et de conductivite´
thermique
• En finance: calculer les prix des options a` partir du prix initial du sous-jacent et de la loi d’e´volution (e.g.
volatilite´)
Dans un proble`me inverse, au contraire, on cherche a` identifier la cause d’un effet observe´:
• En physique: identifier la conductivite´ thermique a` partir de la tempe´rature finale
• En finance: identifier la loi d’e´volution du sous-jacent a` partir des prix d’options
Les proble`mes inverses sont beaucoup plus difficiles a` re´soudre que les proble`mes directs correspondants car ils
sont pour la plupart mal pose´s.
Proble`mes bien pose´s et mal pose´s Un proble`me bien pose´ peut eˆtre intuitivement de´fini comme un
proble`me ayant les trois proprie´te´s suivantes (cette de´finition est due a` Hadamard):
• Pour toutes donne´es admissibles, une solution existe.
• Pour toutes donne´es admissibles, elle est unique.
• La solution de´pend continuˆment des donne´es.
Pour rendre cette de´finition rigoureuse, on aura besoin de pre´ciser la signification du mot ’admissible’ ainsi que
la topologie utilise´e pour de´finir la continuite´. Notons cependant qu’une forme de continuite´ est absolument
ne´cessaire car les observations (mesures d’une quantite´ physique ou des observation des prix) contiennent tou-
jours un certain niveau de bruit ou d’erreur, et en absence de continuite´, la solution calcule´e pour ces donne´es
bruite´es peut eˆtre tre`s loin de la vraie solution.
L’exemple suivant montre les difficulte´s typiques qu’on peut rencontrer quand on cherche a` re´soudre un
proble`me qui n’est pas bien pose´.
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Figure 6.1: Gauche: les donne´es exactes et bruite´es. Droite: la de´rive´e exacte de f et la de´rive´e approche´e de
fδ avec h = 0.03.
Exemple 7 (Calcul de la de´rive´e). Supposons qu’on cherche a` calculer la de´rive´e f ′(x) d’une fonction f(x) a`
partir d’une observation bruite´e fδ(x), telle que |f(x) − fδ(x)| < δ pour tout x. La fonction f est suppose´e
diffe´rentiable mais sur l’observation bruite´e aucune hypothe`se n’est impose´e. Pour calculer la de´rive´e on pourrait
utiliser l’approximation suivante:
f ′(x) ≈ f
δ(x+ h)− fδ(x− h)
2h
Pour approcher la de´rive´e avec une grande pre´cision, on devrait prendre h→ 0. Cependant, si h est trop petit,
les erreurs de donne´es seront amplifie´es:
f(x+ h)− f(x− h)
2h
− f
δ(x+ h)− fδ(x− h)
2h
∼ O
(
δ
h
)
Ceci est une indication que le proble`me de diffe´rentiation est un proble`me mal pose´. Pour diminuer l’erreur
due aux donne´es bruite´es, on peut augmenter h, mais cela introduit une erreur de discre´tisation. Si on sait que
|f ′′′(x)| ≤ C alors
f(x+ h)− f(x− h)
2h
− f ′(x) ≈ h
2C
12
L’erreur totale ε(h) = h
2C
12 +
δ
h atteint son minimum pour
hopt =
(
6δ
C
)1/3
, ε(hopt) ∼ δ2/3
Conclusions:
• Dans un proble`me mal pose´ les erreurs d’observation sont amplifie´es dans la solution de fac¸on incontroˆlable.
• Information a priori sur la solution (ici, la borne sur f ′′′) et le niveau d’erreur (ici, la valeur de δ) peut
eˆtre utilise´e pour approcher la solution de fac¸on stable.
• Une amplification d’erreurs est ine´vitable: la pre´cision de l’approximation de la solution est toujours moins
bonne que la pre´cision des donne´es d’entre´e.
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Figure 6.2: Gauche: Erreur totale (donne´es + discre´tisation) en fonction de pas de discre´tisation h. Droite: la
de´rive´e exacte de f et la de´rive´e approche´e de fδ avec hopt = 0.39.
6.2 Proble`mes mal pose´s line´aires
Dans cette section on se place dans le cadre restreint de proble`mes inverses mal pose´s line´aires pour pouvoir
de´finir rigoureusement un proble`me mal pose´ et e´tudier les techniques de re´gularisation de tels proble`mes.
Soit X et Y deux espaces de Hilbert et T : X → Y un ope´rateur line´aire continu (rappelons que pour les
ope´rateurs line´aires la continuite´ est e´quivalente a` la bornitude). On note R(T ) l’image de T , N (T ) le noyau
de T et T ∗ l’ope´rateur adjoint.
Le proble`me direct consiste a calculer Tx pour un x donne´, et du fait de la continuite´ de T ce proble`me est
bien pose´. Le proble`me inverse consiste a` re´soudre l’e´quation
Tx = y
et ce proble`me peut eˆtre mal pose´ pour trois raisons suivantes:
1. Non-existence de solution: y /∈ R(T ).
2. Manque d’unicite´: T n’est pas inversible, i.e., N (T ) 6= {0}.
3. Manque de continuite´ par rapport aux donne´es: T−1 existe mais n’est pas continu.
En dimension fini (Rd) tout ope´rateur line´aire est continu, et tout proble`me line´aire admettant une unique
solution est bien pose´, la question 3 ne se pose donc pas.
L’exemple suivant montre que ceci n’est plus vrai en dimension infini.
Exemple 8. Soit X = Y = L2([−1, 1]) et T l’ope´rateur d’inte´gration
Tf(z) =
∫ z
−1
f(x)dx, T−1 =
d
dx
.
On montre facilement que l’ope´rateur T est borne´ et donc continu. Cependant, si on pose fn =
√
n(1 −
n|x|)1|x|≤ 1n , alors ‖fn‖2 =
2
3 mais ‖T−1fn‖2 = 2n2. Donc, T−1 n’est pas borne´, ce qui implique que la
diffe´rentiation est un proble`me mal pose´.
La me´thode de moindres carre´es Lorsque y /∈ R(T ), en dimension fini, l’existence peut toujours eˆtre
obtenue en passant a` la formulation au sens de moindres carre´es.
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De´finition 11. x est une solution moindres carre´es de Tx = y si
‖Tx− y‖ = inf{‖Tz − y‖, z ∈ X}
Proposition 15. Une solution au sens de moindres carre´es du proble`me Tx = y existe si et seulement si
y ∈ R(T )⊕R(T )⊥. Dans ce cas elle est caracte´rise´e par l’e´quation normale de Gauss:
T ∗Tx = T ∗y. (6.1)
Remarque 5. En dimension fini et plus ge´ne´ralement si R(T ) est ferme´, on a R(T ) ⊕ R(T )⊥ = Y: tout
proble`me line´aire a une solution au sens de moindres carre´es.
Preuve. La partie “si”. Dans ce le cas ou` y ∈ R(T )⊕R(T )⊥, on peut trouver une de´composition y = y1 + y2
avec y1 ∈ R(T ) et y2 ∈ R(T )⊥. Alors
‖Tx− y‖2 = ‖Tx− y1‖2 + ‖y2‖2
et le minimum est atteint si Tx = y1 ce qui a toujours une solution. De plus, Tx = y1 implique Tx−y ∈ R(T )⊥
et donc z∗T ∗(Tx− y) = 0 pour tout z ∈ X , d’ou` l’e´quation (6.1).
La partie “seulement si”. Par line´arite´ et continuite´ du produit scalaire, R(T )⊥ est toujours un sous-espace
line´aire ferme´ de Y. Supposons que y /∈ R(T ) ⊕ R(T )⊥ et notons par y2 la projection orthogonale de y sur
R(T )⊥. Alors y − y2 appartient a` R(T ) mais non a` R(T ). Ceci implique que
inf
x
‖Tx− y + y2‖2 = 0,
mais il n’existe pas de x pour lequel ‖Tx − y + y2‖2 = 0, donc, le proble`me n’a pas de solution au sens de
moindres carre´s.
En dimension infini si R(T ) n’est pas ferme´, le proble`me Tx = y peut ne pas avoir de solutions au sens de
moindres carre´es, comme le montre l’exemple suivant.
Exemple 9. Pour l’ope´rateur d’inte´gration de´fini dans l’exemple (8), R(T )⊥ = {0}. En effet, une fonction
g ∈ L2([−1, 1]) appartient a` R(T )⊥ si et seulement si pour toute fonction f ∈ L2([−1, 1]),
∫ 1
−1
dxg(x)
∫ x
−1
f(y)dy = 0.
Moyennant une inte´gration par parties ceci est e´quivalent a`
∫ 1
−1
dxf(x)
∫ 1
x
g(y)dy = 0.
Comme ceci doit eˆtre vrai pour toute f , on en de´duit
∫ 1
x
g(y)dy = 0 pour tout x et donc g ≡ 0. Ceci montre
que R(T )⊕R(T )⊥ co¨ıncide avec R(T ) (ensemble de fonctions diffe´rentiables) et ne co¨ıncide pas avec Y.
Unicite´ de solution Pour s’assurer de l’unicite´ de solution, on impose un crite`re supple´mentaire: dans le cas
line´aire on s’inte´resse souvent a` la solution moindres carre´es de norme minimale:
x† = arg inf{‖z‖, z est une solution m. c. de Tz = y}
Proposition 16. La solution moindres carre´es de norme minimale x†, aussi appele´e meilleure solution ap-
proche´e existe et est unique si et seulement si y ∈ R(T )⊕R(T )⊥. Elle est caracte´rise´e par:
T ∗Tx† = T ∗y, x† ∈ N (T )⊥. (6.2)
L’application y 7→ x† est un ope´rateur line´aire qui s’appelle l’inverse ge´ne´ralise´e de T , parfois note´e T †.
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Preuve. Par de´finition, la solution moindres carre´es de norme minimale ne peut exister que si une solution
moindres carre´es existe. On peut donc supposer sans perte de ge´ne´ralite´ que y ∈ R(T )⊕R(T )⊥.
Commenc¸ons par de´montrer (6.2). Supposons que x† 6= N (T )⊥. Comme l’ope´rateur T est suppose´ continu,
N(T ) est un sous-espace line´aire ferme´ de X et on peut donc trouver une de´composition x† = x†1 + x†2 avec
x†1 ∈ N (T ) et x†2 ∈ N (T )⊥. Le vecteur x†2 est aussi une solution moindres carre´es et sa norme est infe´rieure a`
celle de x†.
Pour montrer l’existence, notons que pour toute solution moindres carre´es x, sa projection sur N (T )⊥
satisfait (6.2).
Pour l’unicite´, supposons qu’il existe deux solutions x et x′ de (6.2). Alors, la diffe´rence x − x′ satisfait.
x− x′ ∈ N(T )⊥ et T ∗T (x− x′) = 0 d’ou` x− x′ ∈ N(T ), ce qui implique x = x′.
La line´arite´ de l’application y → x† de´coule directement de la caracte´risation (6.2).
En dimension finie, comme tout ope´rateur line´aire, l’inverse ge´ne´ralise´e T † est continu et re´sout donc
comple`tement un proble`me inverse mal pose´ line´aire. En dimension infinie, elle est unique mais peut ne pas
eˆtre continue par rapport a` y.
Exemple 10. Pour l’ope´rateur d’inte´gration de´fini dans l’exemple 8, comme R(T )⊥ = {0}, l’inverse ge´ne´ralise´e
existe seulement pour y ∈ R(T ) et co¨ıncide donc avec l’inverse habituelle (ope´rateur de diffe´rentiation), qui
n’est pas continue.
Exercice 26. On cherche a` re´soudre l’e´quation
AX = E (6.3)
avec
A =


ε 0 0
ε 1 1
ε −1 −1

 E =


1
1
0

 et X ∈ R3
1. Cette e´quation, a-t-elle une solution au sens strict? Calculer l’ensemble de ces solutions au sens de
moindres carre´s. Calculer la solution moindres carre´s de norme minimale et l’inverse ge´ne´ralise´e A†.
2. Quelle sera la solution moindres carre´s de norme minimale si on remplace E par
Eδ =


1 + δ
1
0


Que peut-on dire sur la stabilite´ de calcul lorsque ε→ 0.
6.3 Re´gularisation de proble`mes mal pose´s
Supposons qu’on cherche a` approcher de manie`re stable la solution x† = T †y d’un proble`me mal pose´ en
utilisant les donne´es bruite´es yδ telles que ‖y − yδ‖ ≤ δ. En dimension finie, il suffit de prendre x†δ = T †yδ,
et par continuite´ on aura x†δ → x† lorsque δ → 0. En dimension infini, quand T † n’est pas continu, T †yδ peut
eˆtre tre`s loin de T †y. Dans ce cas, une solution stable peut eˆtre obtenu avec la me´thode de re´gularisation qui
consiste a` remplacer l’ope´rateur discontinu T † par une famille d’ope´rateurs (line´aires ou non) continus {Rα}α>0
tels que
Rα(δ)y
δ → x† lorsque δ → 0
pour un re`gle de choix α(δ) a` pre´ciser. L’approximation a` la solution x† en pre´sence du bruit de donne´es est
alors donne´e non pas par T †yδ mais par xαδ = Rα(δ)y
δ.
Etant donne´ qu’en dimension finie tout proble`me est bien pose´, la me´thode de re´gularisation la plus simple
consiste a discre´tiser le proble`me initial pour se ramener au cadre fini-dimensionnel. Cette approche a e´te´
employe´ dans l’exemple 7 ou` le roˆle du parame`tre α e´tait joue´ par le pas de discre´tisation h. Cette me´thode
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est connue sous le nom de re´gularisation par projection (sur un espace fini-dimensionnel). Cependant, bien que
chaque proble`me fini-dimensionnel est bien pose´, lorsque le niveau de bruit δ tend vers ze´ro, pour approcher
la vraie solution avec de plus en plus de pre´cision, on est souvent oblige´ d’augmenter la dimension de l’espace
fini-dimensionnel de discre´tisation, et cette augmentation de dimension peut empeˆcher la convergence de la
solution discre´tise´e vers la vraie solution continu. Dans ce cas, on doit combiner la re´gularisation par projection
avec d’autres me´thodes de re´gularisation inde´pendantes de la dimension. Une telle me´thode fait l’objet de la
section suivante.
6.4 Re´gularisation de Tikhonov pour les proble`mes line´aires
La re´gularisation de Tikhonov est une me´thode tre`s ge´ne´rale pour la re´gularisation de proble`mes inverses mal
pose´s line´aires et non-line´aires dans les espaces de Hilbert et Banach mais ici on ne conside`re que le cas line´aire.
La me´thode consiste a` poser
Rαy
δ := arg inf
z
{‖Tz − yδ‖2 + α‖z‖2}. (6.4)
Le terme de moindres carre´es est ainsi pe´nalise´ par la norme ‖z‖2 pour ame´liorer la stabilite´ de la solution. Le
parame`tre de re´gularisation α de´termine le compromis entre la pre´cision et la stabilite´:
• La valeur de α de´pend du niveau d’erreur δ dans les donne´es: quand les donne´es sont peu fiables, α doit
eˆtre grand.
• Pour tout α > 0 le proble`me re´gularise´ est bien pose´.
• Pour tout α > 0 il y a une perte de pre´cision par rapport a` la solution moindres carre´es.
• Le parame`tre α doit eˆtre choisi tel que lorsque δ → 0, la solution re´gularise´e converge vers T †y.
En e´crivant la condition du premier ordre pour le proble`me de minimisation (6.4), on obtient directement
xδα ≡ Rαyδ = (T ∗T + αI)−1T ∗yδ. (6.5)
Le re´sultat suivant montre que l’approche de Tikhonov permet effectivement de re´gulariser un proble`me mal
pose´ dans le sens de la de´finition donne´e plus haut. Pour simplifier l’expose´, nous supposons que le proble`me
inverse admet une unique solution pour la donne´e non-bruite´e y (mais pas ne´cessairement pour la donne´e bruite´e
yδ) et nous nous concentrons sur la question de continuite´.
The´ore`me 5. Supposons que y est tel qu’il existe une unique solution x† du proble`me Tx = y.
(i) Pour tout α > 0, l’ope´rateur Rα de la re´gularisation de Tikhonov est un ope´rateur line´aire continu.
(ii) Si α(δ) est choisi tel que
lim
δ↓0
α(δ) = 0 et lim
δ↓0
δ2
α(δ)
= 0, (6.6)
alors
lim
δ↓0
‖xδα(δ) − x†‖ = 0.
(iii) Si de plus x† ∈ R(T ∗T ) alors la vitesse de convergence asymptotique maximale est atteinte pour α(δ) =
Cδ2/3, dans quel cas on a
‖xδα(δ) − x†‖ = O(δ2/3).
Remarque 6. Pour l’ope´rateur d’inte´gration de´fini dans l’exemple 8, la condition x† ∈ T ∗T est e´quivalente a`
dire que les donne´es non-bruite´es y sont 3 fois diffe´rentiables, donc, c’est la meˆme hypothe`se qu’on a impose´
dans l’exemple 7, et ceci n’est pas surprenant qu’on obtient la meˆme vitesse de convergence δ2/3.
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Preuve. (i) Pour tout z ∈ Y, on a
‖T ∗z‖2 = ‖(T ∗T + αI)(T ∗T + αI)−1T ∗z‖2 = α2‖(T ∗T + αI)−1T ∗z‖2
+ ‖T ∗T (T ∗T + αI)−1T ∗z‖2 + 2α‖T (T ∗T + αI)−1T ∗z‖2, (6.7)
d’ou` ‖Rαz‖ ≤ 1α‖T ∗z‖, ce qui de´montre´ la continuite´ de Rα (puisque T est borne´).
(ii) Par l’ine´galite´ du triangle,
‖xδα − x†‖ ≤ ‖xδα − xα‖+ ‖xα − x†‖, (6.8)
ou` xα = (T
∗T + αI)−1T ∗y. Par analogie aux proble`mes d’estimation en statistique, le premier terme dans
la partie droite peut eˆtre vu comme ’variance’ et le deuxie`me comme ’biais’. On verra que le premier terme
est de´croissant en δ et croissant en α et que le deuxie`me terme est de´croissant en α. La valeur optimale de α
permettra ainsi d’atteindre un compromis entre ces deux termes.
Pour estimer le premier terme on utilisera le fait que pour toute fonction continue f ,
f(T ∗T )T ∗ = T ∗f(TT ∗). (6.9)
Cette e´galite´ est e´vidente pour les fonctions de type xn et donc pour les polynoˆmes, et on peut l’e´tendre a`
toute fonction continue en l’approchant par une suite de polynoˆmes. En utilisant cette e´galite´ pour la fonction
f(x) = 1x+α ,
‖xδα − xα‖2 = ‖T ∗(TT ∗ + αI)−1(yδ − y)‖2
= 〈TT ∗(TT ∗ + αI)−1(yδ − y), (TT ∗ + αI)−1(yδ − y)〉
≤ 〈(yδ − y), (TT ∗ + αI)−1(yδ − y)〉
≤ δ2‖(TT ∗ + αI)−1‖ ≤ δ
2
α
,
parce que ‖(TT ∗ + αI)−1‖ ≤ 1α par le meˆme argument qui a e´te´ utilise´ dans la premie`re partie de cette
de´monstration. Ainsi, sous la condition (6.6), le premier terme dans (6.8) converge vers ze´ro.
Le deuxie`me terme dans (6.8) peut eˆtre re´e´crit comme
‖xα − x†‖ = ‖(T ∗T + αI)−1T ∗y − (T ∗T + αI)−1(T ∗T + αI)x†‖
= ‖α(T ∗T + αI)−1x†‖ (6.10)
Pour de´montrer sa convergence vers 0, on supposera pour simplifier l’expose´ que l’ope´rateur T ∗T a un spectre
discret {λi}∞i=1, mais les meˆmes re´sultats peuvent eˆtre obtenu pour les ope´rateurs dont le spectre est continu.1
Comme pour tout ope´rateur auto-adjoint dans un espace de Hilbert, les vecteurs propres {vi}∞i=1 associe´s aux
valeurs propres {λi}∞i=1 forment une base orthonorme´e de X . En plus T ∗T est de´fini positif, ce qui implique
λi ≥ 0 pour tout i, mais comme on a suppose´ que la solution x† est unique, N (T ∗T ) = {0} et donc λi > 0 pour
tout i. Soit {xi}∞i=1 la de´composition de x† dans la base {vi}∞i=1. En utilisant (6.10), on a
‖xα − x†‖2 =
∞∑
i=1
α2x2i
(λi + α)2
.
Puisque
∑∞
i=1 x
2
i = ‖x†‖2 <∞, pour tout ε > 0, on peut trouver n ∈ N tel que
∞∑
i=n
α2x2i
(λi + α)2
<
∞∑
i=n
x2i ≤
ε
2
.
D’un autre coˆte´, pour tout i,
α2x2i
(λi + α)2
<
α2x2i
λ2i
,
1Tous les ope´rateurs compacts, notamment les ope´rateurs inte´grales avec noyau dans L2(X ,X ) ont un spectre discret.
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et on peut donc trouver α0 tel que pour tout α < α0,
n−1∑
i=1
α2x2i
(λi + α)2
<
ε
2
.
Ceci montre la convergence du deuxie`me terme dans (6.8) vers ze´ro sous la condition (6.6).
(iii) Soit x† = T ∗Tz pour un z ∈ X . Alors en utilisant (6.10), on a
‖xα − x†‖ = α‖(T ∗T + αI)−1T ∗Tz‖ ≤ α‖z‖,
d’ou`
‖xδα − x†‖ ≤
δ√
α
+ Cα.
pour une constante C > 0. On en de´duit imme´diatement la valeur asymptotiquement optimale de α(δ) ainsi
que la vitesse de convergence associe´e.
Exemple 11 (Re´gularisation de Tikhonov pour l’ope´rateur de diffe´rentiation). Pour re´gulariser le proble`me de
diffe´rentiation d’une fonction g ∈ L2([−1, 1]) suivant l’approche de Tikhonov, on devrait re´soudre le proble`me
suivant:
g = arg inf
f∈L2([−1,1])
{‖Tf − g‖22 + α‖f‖22},
ou` T est l’ope´rateur d’inte´gration de´fini dans l’exemple 8. Il est plus simple de rechercher la fonction u = Tf
au lieu de f et minimiser ainsi
J(u) = {‖u− g‖22 + α‖u′‖22}.
sous la contrainte u(−1) = 0. La condition de 1er ordre pour ce proble`me est
dJ(u+ εh)
dε
|ε=0 = 0
pour toute fonction test h avec h(−1) = 0. Ceci implique∫ 1
−1
h(x)(u(x)− g(x))dx−
∫ 1
−1
h(x)u′′(x)dx+ αh(1)u′(1) = 0.
La fonction u est donc solution de
αu′′(x)− u(x) = −g(x) (6.11)
avec conditions aux bords u(−1) = 0 et u′(1) = 0. La forme ge´ne´rale de la solution de (6.11) est
u(x) = u0(x) +Ae
−x/√α +Bex/
√
α,
ou` u0 est une solution particulie`re de (6.11). On montre par diffe´rentiation qu’une forme possible de u0 est
u0(x) =
∫ 1
−1
g(z)
2
√
α
e
− |x−z|√
α dz.
En imposant les conditions aux bords, on trouve
u(x) =
∫ 1
−1
g(z)√
α
sinh
(
x+z√
α
)
+ e2/
√
α sinh
(
x−z√
α
)
e2/
√
α + e−2/
√
α
+
∫ 1
−1
g(z)
2
√
α
e
− |x−z|√
α dz.
Finalement, en revenant a` f = u′, on a
f(x) =
∫ 1
−1
g(z)
α
cosh
(
x+z√
α
)
+ e2/
√
α cosh
(
x−z√
α
)
e2/
√
α + e−2/
√
α
+
∫ 1
−1
g(z)
α
e
− |x−z|√
α sign(x− z)dz.
Le premier terme est duˆ aux conditions aux bords; il disparaˆıtrait si au lieu de [−1, 1] on travaillait sur un
intervalle infini. Le terme important est le deuxie`me terme: il montre que la re´gularisation de Tikhonov pour
l’ope´rateur de diffe´rentiation consiste a` lisser la fonction a` de´river avec un noyau exponentiel et appliquer
l’ope´rateur au re´sultat.
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Exercice 27. On se place dans le cadre de l’exercice 26.
1. Calculer la solution de ce proble`me pour la donne´e Eδ en utilisant la re´gularisation de Tikhonov avec
parame`tre de re´gularisation α donne´e par
Xδα = arg inf
X
{‖AX − Eδ‖2 + α‖X‖2}
pour un α > 0 fixe´, que peut-on dire sur la stabilite´ de calcul lorsque ε→ 0.
2. Supposons que α(δ) est choisi tel que α(δ)→ 0 quand δ → 0. Montrer que Xδα(δ) → X† lorsque δ → 0, ou`
X† est la solution de norme minimale de (B.1). Pourquoi, dans ce cas on n’a pas besoin d’imposer une
condition supple´mentaire (voir le cours) sur α(δ) pour avoir la convergence?
Choix du parame`tre de re´gularisation Les me´thodes a priori utilisent l’information sur le niveau d’erreur
δ et sur l’ope´rateur T ou sur la (re´gularite´ de) solution. Par exemple, si on sait que x† ∈ R(T ∗T ), on peut
poser α = δ
2
3 (me´thode asymptotiquement optimal) .
Les me´thodes a posteriori: utilisent aussi les donne´es yδ. La me´thode a posteriori la plus utilise´e est connue
sous le nom du principe de discre´pance (divergence). La fonction de discre´pance d’un proble`me mal pose´ pour
une donne´e yδ fixe´e est de´finie par
ε(α) = ‖Txδα − yδ‖, (6.12)
ou` xδα est donne´ par (6.5). Le principe consiste alors a` choisir α maximal pour la discre´pance est encore
acceptable, i.e., le´ge`rement supe´rieure a` l’erreur de donne´es.
αopt = max{α : ε(α) = cδ},
ou` c > 1 est une constante proche de 1. On est oblige´ de prendre une constante strictement supe´rieure a` 1 pour
s’assurer que α est toujours positif. Le re´sultat suivant montre que cette proce´dure est bien de´finie (si δ ≥ ‖yδ‖
il faut prendre α =∞ ce qui correspond a` xδα = 0).
Proposition 17. La fonction de discre´pance (6.12) est une fonction croissante continue qui satisfait
lim
α↓0
ε(α) ≤ δ lim
α↑∞
ε(α) = ‖yδ‖
Preuve. En utilisant l’identite´ (6.9), on obtient facilement
ε(α) = α‖(TT ∗ + αI)−1yδ‖,
d’ou` la continuite´ et l’e´galite´ limα↑∞ ε(α) = ‖yδ‖. D’un autre coˆte´,
ε(α) ≤ α‖(TT ∗ + αI)−1(y − yδ)‖+ ‖Txα − y‖.
La norme du premier terme est infe´rieure a` δ, et dans la preuve du the´ore`me 5 nous avons vu que ‖xα−x†‖ → 0
lorsque α→ 0 d’ou` ‖Txα − y‖ → 0.
La re´gularisation de Tikhonov avec le parame`tre α choisi selon le principe de discre´pance converge toujours et
permet d’atteindre la vitesse optimale si x† satisfait des conditions de re´gularite´ ne´cessaires, e.g. si x† ∈ R(T ∗T )
alors la vitesse est la meˆme que dans the´ore`me 5. Le grand avantage du principe de discre´pance est que la
connaissance de la re´gularite´ de x† n’est pas ne´cessaire pour le choix de parame`tre α.
6.5 Re´gularisation du proble`me de reconstruction de la courbe de
taux d’inte´reˆt
La courbe de taux ze´ro-coupons Le taux ze´ro-coupon R(T ) de maturite´ T (vu de 0) est de´fini par
B(0, T ) = e−TR(T ),
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ou` B(0, T ) est le prix en 0 d’un ze´ro-coupon (obligation qui paie 1 euro en T ).
Les ze´ro-coupon ne sont pas cote´s, mais les taux LIBOR, les taux swap et les prix d’obligations permettent
de les calculer pour 20-30 e´che´ances allant d’un jour (taux EONIA) a` 30 ans. En particulier, les courbes de taux
ze´ro-coupon sont disponibles chez les fournisseurs de donne´es tels que Bloomberg ou Datastream. Cependant,
il est souvent ne´cessaire de connaˆıtre les taux ze´ro pour les dates qui ne sont pas pre´sentes dans les donne´es de
marche´. On doit alors re´soudre le proble`me suivant:
Partant des taux ze´ro R1, . . . , RN , correspondant aux
e´che´ances T1, . . . , TN , trouver R(T ) pour tout T .
(ZC)
Une alternative consiste a` utiliser directement les prix des obligations et les taux swap, sans passer par les prix
de ze´ro-coupons. De fac¸on ge´ne´rale, le prix d’une obligation de nominal N versant des coupons ci, i = 1, . . . ,K
aux dates T1, . . . , TK est donne´ par
P =
K∑
i=1
ciB(Ti) +NB(TK).
Notant Pi le prix de i-ie`me obligation et C
i
j son payoff a` la date Tj (coupon ou remboursement de nominal), le
proble`me de reconstruction de la courbe de taux s’e´crit sous la forme
Trouver B(T ) pour tout T sous contrainte
K∑
j=1
CijB(Tj) = Pi, i = 1, . . . , N,
ou` N est le nombre total d’obligations.
(OBLIG)
L’information sur les taux swap peut aussi s’e´crire sous cette forme. Dans la suite, pour simplifier l’expose´, on
se limitera au proble`me de reconstruction de la courbe de taux sous la forme (ZC ). Les principaux objectifs
d’une me´thode de reconstruction de la courbe de taux sont les suivantes:
• Re´gularite´ de la courbe de taux ze´ro-coupon et de la courbe de taux forward instantane´s f(T ) donne´e par
f(T ) = (TR(T ))′.
• Pre´cision: en ge´ne´ral on demande que les e´carts entre les donne´es de marche´ et la courbe interpole´e
n’exce`dent pas un point de base ou un niveau similaire.
• Stabilite´ des re´sultats par rapport aux perturbations des donne´es.
6.5.1 Me´thodes classiques
Me´thodes classiques d’interpolation. Une me´thode simple pour re´soudre le proble`me (ZC ) consiste a`
interpoler les points de marche´ par une me´thode classique d’interpolation, par exemple, par splines cubiques.
La me´thode de splines cubiques consiste a` interpoler les donne´es R1, . . . , RN connues aux points T1 < · · · < TN
par une courbe R(T ) telle que
• R(T ) est un polynoˆme de degre´ 3 sur [Ti, Ti+1], i = 1, . . . , N − 1
• R′′ est continu sur [T1, TN ];
• R′′(T1) = R′′(TN ) = 0 (un spline cubique qui satisfait cette dernie`re condition s’appelle spline cubique
naturel).
Comme on voit sur la figure 6.3, graphique de gauche, les me´thodes classiques d’interpolation ne permettent
pas de construire des courbes ze´ro et forward de re´gularite´ suffisante.
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Me´thodes parame´triques. Dans les me´thodes parame´triques on choisit une forme fonctionnelle parame´trique
pour la courbe de taux forward ou pour la courbe de taux ze´ro: R(T ) = Rθ(T ) ou` θ est le vecteur de parame`tres.
Le parame`tres sont ensuite calibre´s par la me´thode de moindres carre´es:
θ∗ = arg inf
θ
N∑
i=1
(Ri −Rθ(Ti))2.
Les exemples le plus couramment utilise´s de cette approche sont la me´thode de Nelson-Siegel ou` on e´crit la
courbe de taux forward sous la forme
fNS(t) = θ0 + θ1e
−t/τ1 + θ2
t
τ1
e−t/τ1
et la me´thode de Swensson ou`
fS(t) = θ0 + θ1e
−t/τ1 + θ2
t
τ1
e−t/τ1 + θ3
t
τ2
e−t/τ2 .
Notons que ceci implique pour le mode`le de Nelson-Siegel
RNS(t) = θ0 + θ1
τ1
t
(1− e−t/τ1)− θ2e−t/τ1 + θ2 τ1
t
(1− e−t/τ1)
et pour le mode`le de Swensson
RS(t) = θ0 + θ1
τ1
t
(1− e−t/τ1)− θ2e−t/τ1 + θ2 τ1
t
(1− e−t/τ1)
− θ3e−t/τ2 + θ3 τ2
t
(1− e−t/τ2).
Dans les deux mode`les, la courbe de taux ze´ro a donc la forme
R(t) =
M∑
j=0
θjαj(t, τ),
ou` le vecteur τ contient les parame`tres ’non-line´aires’. Les valeurs de θ0, . . . , θM peuvent dont eˆtre calcule´s
analytiquement: si on note Aij(τ) = αj(Ti, τ) et R le vecteur de donne´es de marche´, on a, pour τ fixe´,
argmin
θ
‖R−A(τ)θ‖2 = (A(τ)∗A(τ))−1A(τ)∗R.
min
θ
‖R−A(τ)θ‖2 = R∗R−R∗A(τ)(A(τ)∗A(τ))−1A(τ)∗R.
Les valeurs optimales de parame`tres τ et θ sont donc donne´es par
τopt = arg sup
τ
R∗A(τ)(A(τ)∗A(τ))−1A(τ)∗R,
θopt = (A∗(τopt)A(τopt))−1A∗(τopt)R.
Dans le mode`le de Nelson-Siegel, on doit ainsi re´soudre nume´riquement seulement un proble`me de minimisation
unidimensionnel.
La figure 6.3, graphique de droite, montre que la pre´cision de me´thodes parame´triques peut parfois se re´ve´ler
insuffisante.
6.5.2 Me´thode de re´gularisation
Dans cette section nous e´tudions une me´thode non-parame´trique de reconstruction de la courbe de taux d’inte´reˆt,
inspire´e de la re´gularisation de Tikhonov et propose´ dans un document de travail par H. Berestycki et J. Busca.
L’ide´e principale consiste a` introduire un terme de lissage de la courbe:
R∗ = arg inf
R
{
N∑
i=1
(R(Ti)−Ri)2 + α
∫ T
0
(tR′′(t))2dt
}
(6.13)
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Figure 6.3: Gauche: courbe forward calcule´e avec taux ze´ro-coupon interpole´s. Droite courbe ze´ro-coupon
obtenue par la me´thode de Nelson Siegel. L’e´cart maximal est de 9 points.
Ici, α est un parame`tre de re´glage qui de´termine le compromis entre la pre´cision (α petit) et la re´gularite´ de la
courbe (α grand).2
Techniquement, le deuxie`me terme dans la fonctionnelle ci-dessus n’est pas une norme, mais pour N ≥ 2 le
proble`me (6.13) peut eˆtre re´e´crit pour se ramener au cadre de re´gularisation de Tikhonov:
R∗ = R1 + (RN −R1) T − T1
TN − T1 + arg infR˜ J˜(R˜)
avec J˜(R˜) =
N−1∑
i=2
(R˜(Ti)− R˜i)2
+ (R˜(T1))
2 + (R˜(TN ))
2 + α
∫ T
0
(tR˜′′(t))2dt
=
N−1∑
i=2
(R˜(Ti)− R˜i)2 + α‖R˜‖2
ou` R˜i = Ri −R1 − (RN −R1) T − T1
TN − T1
et ‖R‖ :=
√
1
α
(R(T1))2 +
1
α
(R(TN ))2 +
∫ T
0
(tR′′(t))2dt
Il est facile de ve´rifier que ‖R‖ a toutes les proprie´te´s de la norme:
1. Positivite´: ‖R‖ ≥ 0 et ‖R‖ = 0 si et seulement si R ≡ 0.
2. Homoge´ne´ite´: ‖kR‖ = |k| ‖R‖ pour tout k ∈ R.
3. Ine´galite´ de triangle: ‖R1 +R2‖ ≤ ‖R1‖+ ‖R2‖ (en utilisant Cauchy-Schwartz pour la norme L2).
On est ramene´ au cas de´ja` e´tudie´ de re´gularisation de Tikhonov ce qui implique l’existence de solution et la
stabilite´ pour le proble`me (6.13).
2Cette approche est en effet e´quivalente a` l’utilisation des splines de lissage: on peut de´montrer que la solution optimale est
donne´ par un polynoˆme d’ordre 3 par morceaux. La grande diffe´rence avec les splines cubiques conside´re´s auparavant est que
maintenant la courbe R(T ) ne passe pas par les points de marche´, mais on peut re´gler la qualite´ de calibration en jouant sur le
parame`tre α, ce qui permet de trouver un e´quilibre entre pre´cision et stabilite´. Dans la suite on n’explorera pas cette piste car nous
sommes plutoˆt inte´resse´s par le lien de ce proble`me avec re´gularisation de Tikhonov qu’avec splines. De plus, l’interpre´tation de
splines de lissage disparaˆıt lorsque le proble`me est conside´re´ sous forme (OBLIG), alors que l’approche de Tikhonov reste valable.
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Imple´mentation nume´rique Pour re´soudre ce proble`me nume´riquement, il est discre´tise´ sur une grille
{xi}Mi=1 plus fine que la grille initiale {Ti}Ni=1, c’est-a`-dire, chaque point de l’ancienne grille est aussi un point
de la nouvelle grille. Soit R¯ = {R¯i}Mi=1 un vecteur de valeurs de R sur la nouvelle grille, i.e., R¯i = R(xi) Le
premier terme dans (6.13) est alors approche´ par
‖SR¯−R‖2,
ou` S est la matrice N ×M de´finie par Snm = 1 si xm = Tn et Snm = 0 sinon. La de´rive´e R′′ sera calcule´e avec
l’approximation suivante aux points x2, . . . , xM−1:
R′′(xi) ≈ R′′i =
Ri−1(xi − xi+1)−Ri(xi−1 − xi+1) +Ri+1(xi−1 − xi)
2(xi−1 − xi)(xi − xi+1)(xi−1 − xi+1)
et l’inte´grale dans (6.13) sera approche´ par la me´thode de rectangles sur l’intervalle [T1+T22 ,
TN−1+TN
2 ]:
∫ TN
T1
(tR′′(t))2dt ≈
M∑
i=2
(xiR
′′
i )
2xi−1 + xi+1
2
= ‖LR¯‖2,
ou` L est une matrice M − 2×M de´finie par
Li,i =
xi+1
2(xi+1 − xi)(xi+2 − xi)
√
xi + xi+2
2
Li,i+1 = − xi+1
2(xi+1 − xi)(xi+2 − xi+1)
√
xi + xi+2
2
Li,i+2 =
xi+1
2(xi+2 − xi+1)(xi+2 − xi)
√
xi + xi+2
2
La fonctionnelle a` minimiser devient alors
Jdisc(R¯) = ‖SR¯−R‖2 + α‖LR¯‖2
et le re´sultat est solution de
(S∗S + αL∗L)R¯ = S∗R. (6.14)
Remarquons que
• S∗S est une matrice M ×M diagonale avec [S∗S]ii = 1 si xi appartient a` l’ancienne grille et 0 sinon.
• S∗R est un vecteur de dimension M , tel que [S∗R]i = Rj si xi = Tj et ze´ro sinon.
• La matrice L∗L est donne´e par la formule
[L∗L]ij =
M−2∑
k=1
LkiLkj
Les courbes ze´ro et forward calcule´es sont montre´es sur fig. 6.4. On remarque qu’a` la fois la pre´cision de
calibration et la stabilite´ des courbes ze´ro et forward sont meilleures dans ce cas que pour les deux me´thodes
classiques de fig. 6.3.
Pour choisir α de fac¸on optimale, on utilise le principe de discre´pance: on augmente α pour ame´liorer la
stabilite´ tant que le niveau d’erreur reste acceptable.
α 0.01 0.1 1 10
max |R(Ti)−Ri| 0.0035 0.0088 0.0247 0.0588
La valeur optimale pour un niveau d’erreur infe´rieur a` 1bp est donc entre α = 0.1 et α = 1.
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Figure 6.4: Gauche: courbes de taux ze´ro-coupon pour diffe´rentes valeurs du parame`tre de re´gularisation.
Droite: courbes de taux forward correspondantes.
Chapitre 7
Re´gularisation de proble`mes de
calibration I: proble`mes line´aires
7.1 Reconstruction de la densite´ risque-neutre
Dans cette section on se place dans un marche´ a` une pe´riode: t0 = 0, t1 = T ou` sont cote´s les actifs suivants:
• Un actif sans risque Bt: B0 = 1, BT = erT
• Un actif risque´ S, S0 = 1, ST a` la densite´ p(x)
• Des options europe´ennes sur S de maturite´ T
Le the´ore`me fondamental de valorisation des actifs implique qu’il existe une densite´ risque-neutre (e´galement
appele´e densite´ des prix d’e´tats ou SPD pour state price density): une densite´ qT ∼ pT telle que
e−rT
∫
xqT (x)dx = 1.
Le prix d’une option de payoff h satisfait
C0 = e
−rT
∫
h(x)qT (x)dx.
Formule de Breeden-Litzenberger Pour une option call, la fonction payoff est h(x) = (x −K)+. On en
de´duit
Ccall(K) = e
−rT
∫ ∞
K
(x−K)qT (x)dx
qT (K) = e
rTC ′′call(K)
La deuxie`me formule est connue sous le nom de formule de Breeden-Litzenberger [8]. Pour calculer q avec cette
formule, il faut connaˆıtre les prix des calls pour toute valeur de strike. Or, ces prix sont connus seulement pour un
ensemble fini de valeurs deK et a` une fourchette bid-ask pre`s. Pour appliquer la formule de Breeden-Litzenberger
aux donne´es de marche´ on doit donc interpoler les prix des options mais le proble`me de diffe´rentiation e´tant mal
pose´, le re´sultat sera tre`s sensible aux erreurs de donne´es et a` la me´thode d’interpolation. Figure 7.1 montre le
re´sultat d’application de cette formule aux prix d’options interpole´s (par splines cubiques): on observe clairement
l’amplification des erreurs de donne´es dans la solution.
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Figure 7.1: Formule de Breeden-Litzenberger avec interpolation par splines cubiques. Les erreurs dans les
donne´es sont amplifie´es dans la solution.
7.1.1 Application de la re´gularisation de Tikhonov a` la reconstruction de la SPD
Pour de´terminer la densite´ risque-neutre q, on cherchera a` re´gulariser l’e´quation∫
hi(x)qT (x)dx = Ci, hi(x) = e
−rT (x−Ki)+, i = 1, . . . , N
Avec les fonction pay-off non-borne´es, la fonctionnelle q 7→ ∫ hi(x)d(x)dx n’est pas borne´e et la the´orie du
chapitre pre´ce`dent ne s’applique donc pas. Pour se ramener au cadre e´tudie´ auparavant, on remplacera les calls
par les contrats butterfly (papillon) dont le payoff est a` support compact
Hbuti =
x−Ki
Ki+1 −Ki 1Ki<x≤Ki+1 +
Ki+2 − x
Ki+2 −Ki+1 1Ki+1<x≤Ki+2 , h
but
i = e
−rTHbuti .
Le prix de non-arbitrage d’un contrat butterfly peut se calculer a` partir des prix de marche´ des options call:
Cbuti =
Ci+2 − Ci+1
Ki+2 −Ki+1 −
Ci+1 − Ci
Ki+1 −Ki .
Le proble`me initial se re´e´crit alors sous la forme1∫
hbuti (x)qT (x)dx = C
but
i , i = 1, . . . , N
et on peut maintenant appliquer la re´gularisation de Tikhonov. Suivant la the´orie ge´ne´rale, on cherche a`
minimiser la fonctionnelle
J(q) =
1
α
N∑
i=1
(∫
hbuti (x)q(x)dx− Cbuti
)2
+
∫
q2(x)dx.
En utilisant l’identite´ e´le´mentaire b
2
α = supλ(2bλ− αλ2), le proble`me se transforme en
inf
q
sup
λ∈RN
{
−α‖λ‖2 + 2
N∑
i=1
λi
(∫
hbuti (x)q(x)dx− Cbuti
)
+
∫
q2(x)dx
}
. (7.1)
1Pour construire N prix de contrats butterfly on a en effet besoin de N+2 prix de calls; ce proble`me peut eˆtre re´solu en ajoutant
deux donne´es fictives avec prix nuls et strikes suffisamment e´leve´s.
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Figure 7.2: Reconstruction de qT avec et sans re´gularisation
Soit
V (λ) = inf
q
{
−α‖λ‖2 + 2
N∑
i=1
λi
(∫
hbuti (x)q(x)dx− Cbuti
)
+
∫
q2(x)dx
}
. (7.2)
On peut de´montrer que si V (λ) admet un minimum unique λ∗ ou` elle est diffe´rentiable, alors il n’y a pas de
saut de dualite´ et on peut interchanger le inf et le sup dans (7.1). Le inf dans (7.2) est atteint par q(x) =
−∑Ni=1 λihbuti (x) d’ou`
V (λ) = −α‖λ‖2 − 2
N∑
i=1
λiC
but
i −
N∑
i,j=1
λiλj
∫
hbuti (x)h
but
j (x)dx
= −α‖λ‖2 − 2λ⊥Cbut − λ⊥Hλ.
ou` H est une matrice tridiagonale tre`s simple a` calculer:
Hi,i = e
−2rT Ki+2 −Ki
3
, Hi,i+1 = Hi+1,i = e
−2rT Ki+2 −Ki+1
6
.
On voit que V (λ) est une forme quadratique avec une matrice strictement positive. Elle admet donc un minimum
unique ou` elle est diffe´rentiable ce qui implique que le minimum de J(q) est atteint par
q(x) = −
N∑
i=1
λ∗i h
but
i (x) avec λ
∗ = −(H + αI)−1Cbut
Le re´sultat de l’application de cette formule aux donne´es d’options est montre´ sur le graphique 7.2. Pour choisir
le parame`tre de re´gularisation α on utilise le principe de discre´pance qui consiste a` prendre α maximal pour
lequel l’erreur peut encore eˆtre tole´re´e. Si ce seuil d’erreur est fixe´ a` 0.01 le tableau suivant montre que α
optimal se trouve entre 1 et 10.
α 1 10 100
Err. 0.005 0.039 0.139
Re´gularisation avec projection Un lecteur attentif remarquera que la fonction obtenu repre´sente´e sur le
graphique 7.2 prend des valeurs ne´gatives et n’est pas forcement d’inte´grale e´gale a` 1 car nous avons re´gularise´
la formule de Breeden-Litzenberger sans imposer que qT soit une densite´.
114 PETER TANKOV
5000 5200 5400 5600 5800 6000 6200 6400 6600 6800 7000
0
0.5
1
1.5
2
2.5
3
3.5
x 10−3
α=0
α=100
Figure 7.3: Re´gularisation de Tikhonov avec projection: re´sultats nume´riques.
Pour reconstruire la densite´ risque-neutre, il faut imposer les contraintes q ≥ 0, ∫ q(x)dx = 1 et e−rT ∫ xq(x)dx =
S0. Soit C l’ensemble convexe ferme´ de´crit par ces contraintes. Une me´thode consiste a` projeter la re´gularise´e
de Tikhonov qα sur cet ensemble a` la fin du calcul.
qCα = PCqα = arg inf
p∈C
∫
(p(x)− qα(x))2dx,
d’ou` on trouve, par la me´thode de multiplicateurs de Lagrange:
qCα = max(0, qα(x)− λ− µe−rTx)
avec
(λ, µ) = arg inf
∫
((qα(x)− λ− µe−rTx) ∨ 0)2dx+ λ+ µS0.
Ce deuxie`me proble`me de minimisation (en deux dimensions) doit eˆtre re´solu nume´riquement. Le re´sultat de
calcul (ou` on a impose´ seulement la contrainte de positivite´ et la contrainte d’inte´grale e´gale a` 1 mais non la
contrainte de martingale) est montre sur le graphique 7.3.
Re´gularisation entropique Une autre me´thode pour imposer la positivite´ de la densite´ consiste a` choisir
une re´gularisation adapte´e. Pour re´gulariser une densite´ on utilise souvent l’entropie relative (distance de
Kullback-Leibler) de q par rapport a` une mesure a` priori p de´finie par
I(q|p) =
∫
log
(
dq
dp
)
dq
dp
dp
La mesure p refle`te notre connaissance a` priori sur la solution. La fonctionnelle a` minimiser s’e´crit alors
J(q) = α−1
N∑
i=1
(∫
hbuti q(x)dx− Cbuti
)2
+
∫
log
(
dq
dp
)
dq
dp
dp
Nous ne sommes plus dans le cadre de re´gularisation de Tikhonov (l’entropie n’est pas une norme) mais on peut
toujours de´montrer la convergence de cette me´thode sous certaines conditions — voir [29]. La minimisation de
J(q) sous la contrainte de masse q(R) = 1 donne
q(dx) =
exp
(−2∑λihbuti )∫
dp exp
(−2∑λihbuti )p(dx)
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Figure 7.4: Re´gularisation entropique: re´sultats nume´riques.
avec
λ = arg inf 2
N∑
i=1
λiC
but
i + α‖λ‖2 + log
(∫
dpe−2
∑
λih
but
i
)
.
On doit donc re´soudre un proble`me de minimisation convexe N -dimensionnel (un multiplicateur de Lagrange
par prix d’option). Le re´sultat de calcul (avec une mesure a priori gaussienne) est repre´sente´ sur le graphique
7.4. Pour plus de de´tails sur la re´gularisation entropique pour la reconstruction de la densite´ risque-neutre voir
[1, 56].
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Chapitre 8
Re´gularisation de proble`mes de
calibration II: proble`mes non-line´aires
8.1 Re´gularisation de Tikhonov pour les proble`mes non-line´aires
Dans le cas de proble`mes mal pose´s line´aires de type Tx = y, les e´tapes de re´solution sont les suivantes:
1. Pour qu’une solution existe (au moins en dimension finie), on utilise la me´thode de moindres carre´es:
‖Tx− y‖ → min!
2. Pour que la solution soit unique, on passe a` la solution de norme minimale (SNM) qui minimise ‖x‖ sur
l’ensemble des solutions au sens de moindres carre´es.
3. Pour que la solution soit continue par rapport aux donne´es, on applique la me´thode de re´gularisation de
Tikhonov:
‖Tx− y‖2 + α‖x‖2 → min!
La me´thode de Tikhonov admet une solution explicite
xα = (T
∗T + αI)−1T ∗y,
qui converge vers la SNM lorsque le niveau d’erreur → 0, si le parame`tre de re´gularisation α(δ) est choisi
correctement.
Dans le cas d’un proble`me non-line´aire f(x) = y certaines de ces conclusions ne seront plus vraies:
1. La solution au sens de moindres carre´es de´finie par
‖f(x)− y‖ → min!
peut ne pas exister meˆme en dimension finie (voir Fig. 8.1).
2. La solution de norme minimale doit eˆtre remplace´e par x0-solution de norme minimale qui minimise
‖x0−x‖ sur l’ensemble des solutions au sens de moindres carre´es, ou` x0 est une valeur de re´fe´rence. Cette
solution n’est pas, en ge´ne´ral, unique.
3. La re´gularisation de Tikhonov:
‖f(x)− y‖2 + α‖x− x0‖2 → min!
assure l’existence, la continuite´ et, pour α grand, l’unicite´.
Cette fois, la me´thode de Tikhonov n’admet pas de solution explicite, mais les solutions re´gularise´es convergent
toujours vers l’une des SNM lorsque le niveau d’erreur diminue vers ze´ro, si α(δ) est choisi de fac¸on approprie´e.
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Figure 8.1: Meˆme en dimension fini, ‖f(x) − y‖2 peut eˆtre non-convexe. Les graphiques illustrent la forme de
la fonctionnelle a` minimiser dans diffe´rents proble`mes de calibration.
Roˆle de re´gularisation: existence Toutes les solutions de
inf{‖f(x)− y‖2 + α‖x− x0‖2}
appartiennent a` l’ensemble
‖x− x0‖ ≤ 1
α
‖f(x0)− y‖
En dimension finie cet ensemble est compact, et pour avoir une solution il suffit que f soit continu. En dimension
infinie les hypothe`ses plus fines sont ne´cessaires: il faut que f soit faiblement continu.
Roˆle de re´gularisation: continuite´ La de´finition de continuite´ change en pre´sence de solutions multiples:
soient deux se´quences {xk} et {yk} avec yk → yδ et xk la solution du proble`me re´gularise´ avec donne´e yk. Alors
• Il existe une sous-suite convergente de {xk}.
• La limite de toute sous-suite convergente de {xk} est une solution du proble`me re´gularise´ avec donne´e yδ.
Interpretation: si la donne´e y est proche de y∗, alors chaque solution avec donne´e y sera proche d’une des
solutions avec donne´e y∗.
Roˆle de re´gularisation: unicite´ pour α grand Dans le cas ou` f est une fonction R→ R,
∂2
∂x2
{‖f(x)− y‖2 + α‖x− x0‖2} = 2{f ′2(x) + (f(x)− y)f ′′(x) + α}
Si f et ses de´rive´es sont borne´es, ‖f(x)− y‖2 + α‖x− x0‖2 est convexe pour α suffisamment grand.
En dimension grande ou infinie on rencontre aussi ce phe´nome`ne; le proble`me re´gularise´ est plus facile a`
re´soudre par une me´thode de gradient que le proble`me initial.
8.2 Re´gularisation du proble`me de calcul de la volatilite´ locale
Dans les mode`les de volatilite´ locale
dSt
St
= rdt+ σ(t, St)dWt
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les prix d’options satisfont l’e´quation backward de pricing:
∂C
∂t
+ rS
∂C
∂S
+
1
2
σ2(t, S)S2
∂2C
∂S2
= rC, C(T, S, T,K) = (S −K)+
Cette e´quation de´finit l’ope´rateur de pricing σ(∗, ∗) 7→ C(∗, ∗). Cependant, l’ope´ration inverse qui consiste a`
reconstruire σ(t, S) pour tout t, S a` partir d’un nombre fini de prix CM (Ti,Ki), i = 1 . . . N , est un proble`me
mal pose´.
Re´gularisation de Tikhonov Lagnado et Osher [44], Crepey [20] et d’autres auteurs ont utilise´ la me´thode
de Tikhonov pour re´gulariser le proble`me de calibration de la surface de volatilite´ locale. Plus pre´cisement, ces
auteurs proposent de minimiser la fonctionnelle
J(σ) ≡
N∑
i=1
wi(C(Ti,Ki, σ)− CM (Ti,Ki))2 + α‖∇σ‖22, (8.1)
‖∇σ‖22 ≡
∫ Kmax
Kmin
dK
∫ Tmax
Tmin
dT
{(
∂σ
∂K
)2
+
(
∂σ
∂T
)2}
. (8.2)
Techniquement, ‖∇σ‖2 n’est pas une norme. Pour se ramener au cadre de re´gularisation de Tikhonov, on
pourrait prendre
J(σ) ≡
N∑
i=1
wi(C(Ti,Ki, σ)− CM (Ti,Ki))2 + α‖σ‖2H1
ou` ‖σ‖2H1 ≡ ‖∇σ‖22 +
∫ Kmax
Kmin
∫ Tmax
Tmin
σ2(T,K)dT dK
mais, empiriquement, cela n’ame´liore pas la re´gularisation.
Pour minimiser (8.1), on peut utiliser, par exemple, un algorithme de descente de gradient (ou la me´thode
de gradient conjugue´ — voir chapitre 9):
• Discre´tiser σ sur une grille espace-temps;
• Choisir une surface initiale σ(0), par exemple, constante;
• Evaluer le gradient de J(σ) au point σ(0) et calculer la direction de descente λ(0);
• Re´soudre le proble`me de minimisation unidimensionnelle
h∗ = arg inf
h
J(σ(0) + hλ(0));
• Poser σ(1) := σ(0) + h∗λ(0) et passer a` l’ite´ration suivante.
Pour mettre en place cet algorithme, une e´tape essentielle est de calculer le gradient de J . Le gradient
grad J(σ)(t, S) est de´fini par:
〈grad J(σ), δσ〉 = δJ(σ) ≡ lim
ε→0
J(σ + εδσ)− J(σ)
ε
pour toute fonction test δσ.
Pour le deuxie`me terme dans (8.1), l’inte´gration par parties donne
δ‖∇σ‖22 = −2
∫ Kmax
Kmin
dK
∫ Tmax
Tmin
dT
{
∂2σ
∂K2
+
∂2σ
∂T 2
}
δσ,
d’ou`
grad ‖∇σ‖22 = −2
(
∂2σ
∂K2
+
∂2σ
∂T 2
)
.
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Le premier terme (note´ par J1) est plus difficile. On a
δJ1(σ) = 2
N∑
i=1
wi(C(Ti,Ki, σ)− CM (Ti,Ki))δC(Ti,Ki, σ)
=
〈
2
N∑
i=1
wi(C(Ti,Ki, σ)− CM (Ti,Ki))δ(Ti,Ki)(T,K), δC(T,K, σ)
〉
,
ou` le produit scalaire est ici de´fini par
〈f, g〉 =
∫ T¯
0
∫ ∞
0
fgdKdT
avec T¯ l’horizon du temps maximal. La fonction C(T,K, σ) satisfait l’EDP de Dupire
∂C
∂T
=
1
2
σ2(T,K)K2
∂2C
∂K2
− rK ∂C
∂K
, C(t,K) = (St −K)+,
d’ou`
∂δC
∂T
=
1
2
σ2(T,K)K2
∂2δC
∂K2
− rK ∂δC
∂K
+ σδσK2
∂2C
∂K2
,
ce qu’on peut e´crire
LδC = σδσK2 ∂
2C
∂K2
, L = ∂
∂T
− 1
2
σ2(T,K)K2
∂2
∂K2
+ rK
∂
∂K
.
Soit G une fonction qui satisfait
L∗G = 2
N∑
i=1
wi(C(Ti,Ki, σ)− CM (Ti,Ki))δ(Ti,Ki)(T,K), G(T¯ ,K) = 0, (8.3)
ou` L∗ est l’ope´rateur adjoint
L∗f = − ∂f
∂T
− 1
2
∂2
∂K2
(σ2(T,K)K2f)− ∂
∂K
(rKf).
Alors
〈L∗G, δC(∗, ∗, σ)〉 = 〈G,LδC(∗, ∗, σ)〉 = 〈GσK2 ∂
2C
∂K2
, δσ〉,
ce qui implique
grad J1(σ) = σK
2 ∂
2C
∂K2
G.
Re´solution du proble`me adjoint Soit
F (T,K) =
∫ K
0
dK ′
∫ K′
0
dxG(T, x).
Alors l’e´quation (8.3) devient
− ∂F
∂T
− 1
2
σ2K2
∂2F
∂K2
− rK ∂F
∂K
+ rF
= 2
N∑
i=1
wi(C(Ti,Ki, σ)− CM (Ti,Ki))(K −Ki)+δTi(T ) (8.4)
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et
grad J1(σ) = σK
2 ∂
2C
∂K2
∂2F
∂K2
.
L’e´quation (8.4) est l’e´quation Black-Scholes standard entre les dates de maturite´ des options, et aux maturite´s,
on a
F (Ti+,K)− F (Ti−,K) = 2
∑
j:Tj=Ti
wi(C(Tj ,Kj , σ)− CM (Tj ,Kj))(K −Kj)+.
Cette e´quation se re´sout par morceaux entre les dates de maturite´.
Imple´mentation nume´rique Principe: calculer le gradient exact du proble`me discre´tise´ plutoˆt que le gradi-
ent approche´ du proble`me continu. Pour l’imple´mentation nume´rique, la volatilite´ locale σ doit eˆtre discre´tise´e
suivant l’une des me´thodes propose´es dans la litte´rature:
• Diffe´rences finies: Lagnado et Osher [44].
• Arbre trinomial: Crepey [20].
Le proble`me est ensuite re´solu par la me´thode de descente de gradient dans l’espace de surfaces de volatilite´
discre´tise´es.
Points faibles de la me´thode
• La fonctionnelle a` minimiser J(σ) n’est pas, en ge´ne´ral, convexe.
• La dimension du proble`me de minimisation est tre`s grande (le nombre de noeuds dans l’arbre: 103÷ 104).
• La re´gularisation est la meˆme (‖∇σ‖) dans les re´gions ou` la volatilite´ a` beaucoup d’influence sur les prix
et dans les re´gions ou` cette influence est tre`s petite (la` ou` le processus de prix a peu de chances d’arriver).
Repre´sentation de volatilite´ par splines Pour re´duire la dimension du proble`me d’optimisation, plusieurs
auteurs ont propose de re´presenter la volatilite´ par splines: [41, 12].
Splines cubiques: me´thode d’interpolation d’une fonction f(x) dont les valeurs fi sont connues en un nombre
fini de points x0, . . . , xn.
f(x) = aix
3 + bix
2 + cix+ di pour x ∈ [xi−1, xi]
f ∈ C2([x0, xn])
Les coefficients du spline sont calcule´s a` partir des e´quations suivantes:
aix
3
i−1 + bix
2
i−1 + cixi−1 + di = fi−1, i = 1 . . . n
aix
3
i + bix
2
i + cixi + di = fi, i = 1 . . . n
3aix
2
i + 2bixi + ci = 3ai+1x
2
i + 2bi+1xi + ci+1, i = 1 . . . n− 1
(continuite´ de f ′)
6aixi + 2bi = 6ai+1xi + 2bi+1, i = 1 . . . n− 1
(continuite´ de f ′′)
Il restent alors deux degre´s de liberte´ pour completement fixer les coefficients. Pour le spline cubique naturel,
on prend f ′′(x0) = f ′′(xn) = 0. Ce spline est la fonction qui minimise
∫ xn
x0
(f ′′)2dx parmi toutes les fonctions
qui passent par les points (xi, fi)
n
i=0.
Dans l’approche de Jackson, Suli et Howison [41], σ(t, S) est suppose´e 2 fois continuˆment diffe´rentiable en
S et continue en t:
• Pour chaque t fixe´, σ(t, S) est une spline cubique avec noeuds S0 . . . SP .
• Pour chaque p = 0, . . . , P , σ(t, Sp) est line´aire par morceaux avec noeuds t0, . . . , tQ
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• La volatilite´ est comple´tement de´termine´ par la matrice de coefficients (Σpq)q=0...Qp=0...P , ou` Σpq = σ(tq, Sp).
Pour re´soudre le proble`me de calibration, on minimise la fonctionnelle
J(Σ) =
N∑
i=1
wi(C(Ti,Ki,Σ)− CM (Ti,Ki))2
+ c1
∑
p,q
σ2S(Sp, tq)
(P + 1)(Q+ 1)
+ c2
∑
p,q;q 6=Q
σ2t (Sp, tq+)
(P + 1)Q
Une discre´tisation par diffe´rences finies ou e´le´ments finis est toujours ne´cessaire pour calculer les prix d’options
mais la dimension du proble`me de minimisation est re´duite.
Chapitre 9
Me´thodes nume´riques pour la
calibration de mode`les
9.1 Algorithmes d’optimisation
9.1.1 Optimisation: rappels the´oriques
Soit H un espace de Hilbert, J : H → R et K ⊆ H. On dit que u∗ ∈ K est un minimum global de J sur K si
∀u ∈ K, J(u∗) ≤ J(u).
u∗ ∈ K est un minimum local de J sur K s’il existe δ > 0 tel que ‖u∗ − u‖ ≤ δ implique J(u∗) ≤ J(u).
Une fonction J : H → R est semicontinue infe´rieurement (sci) si pour toute suite {un}∞n=1 telle que limun =
u,
J(u) ≤ lim inf J(un)
On rappelle qu’un ensemble K ⊆ H est un compact (plus pre´cisement, K est sequentiellement compact) si a`
partir de toute suite {un}∞n=1 ⊆ K on peut extraire une sous-suite {unk}∞k=1 ⊆ K telle que limunk ∈ K. Un
ensemble K ⊂ Rn est compact si et seulement s’il est ferme´ et borne´. Ceci n’est plus vrai en dimension infini.
The´ore`me 6. Soit J une fonction sci et K un ensemble compact. Alors J admet un minumum global sur K.
Corollaire 3 (existence de minimum dans Rn). Soit K un ferme´ de Rn et J : K → R une fonction sci “infinie
a` l’infini”:
lim
n
J(un) =∞ si lim
n
‖un‖ → ∞
Alors J admet un minimum global sur K.
Fonctions convexes Un ensemble K est convexe si ∀u, v ∈ K ∀θ ∈ [0, 1],
θu+ (1− θ)v ∈ K
Soit K un ensemble convexe. Une fonction J : K → R est convexe si ∀u, v ∈ K ∀θ ∈ [0, 1],
J(θu+ (1− θ)v) ≤ θJ(u) + (1− θ)J(v)
On dit que J est strictement convexe si l’ine´galite´ est stricte de`s que u 6= v et θ ∈ (0, 1).
The´ore`me 7 (Minimisation d’une fonction convexe). Soit K ⊆ H un ensemble convexe ferme´ et soit J : K → R
une fonction convexe sci “infinie a` l’infini”:
lim
n
J(un) =∞ si lim
n
‖un‖ → ∞
Alors J admet un minimum global sur K. Si J est strictement convexe, le minimum est unique.
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9.1.2 Proble`mes d’optimisation en finance
Les diffe´rents proble`mes d’optimisation en finance ne´cessitent des algorithmes diffe´rents:
1. Programmation line´aire:
inf〈a, x〉 s. c. Bx ≥ b
Exemple: optimisation de rendement de portefeuille sous contraintes de trading. Solution: me´thode de
simplexe.
2. Programmation quadratique:
inf〈Ax, x〉 s. c. Bx ≥ b
Exemple: minimisation de la variance de portefeuille sous contraintes de rendement et de trading.
3. Minimisation d’une fonction convexe (ou presque) et diffe´rentiable. Exemple: proble`mes de calibration
re´gularise´s. Solution: me´thodes de gradient, gradient conjugue´ ou quasi-newton.
4. Minimisation d’une fonction non convexe et/ou non diffe´rentiable. Exemple: proble`mes de calibration
sans re´gularisation. Solution possible: algorithmes e´volutionnaires.
Dans cet section on se concentre sur les me´thodes de minimisation des fonctions convexes.
9.1.3 Minimisation de fonctions convexes
Dans cette section, on e´tudie les algorithmes permettant de minimiser une fonction convexe J : Rn → R.
• Les me´thodes de descente consistent a` faire deplacer un point dans l’espace de recherche
• Dans les algorithmes a` pas optimal, a` l’ite´ration n, une direction de descente pn est choisie puis on re´sout
un proble`me de minimisation unidimensionnelle:
un+1 = un + λ∗pn, λ∗ = arg inf
λ∈R
J(un + λpn)
• Si J n’est pas convexe, ces algorithmes trouvent un minimum local.
Un algorithme d’optimisation unidimensionnelle est donc un brique de base pour presque tous les me´thodes
multidimensionnelles.
Optimisation unidimensionnelle Les algorithmes de minimisation unidimensionnelle s’inspirent des me´thodes
de solution d’e´quations: bissection, me´thode de Newton ou combinaison de deux. Pour de´marrer, ces algo-
rithmes ne´cessitent le plus souvent que le minimum soit de´ja` localise´: il faut trouver 3 nombres a < b < c tels
que f(b) < f(a) et f(b) < f(c). L’algorithme “golden section search”, analogue a` la bissection, procede ensuite
par ite´rations successives:
• Choisir un point x, soit dans (an, bn) soit dans (bn, cn). Supposons pour fixer les ide´es que x ∈ (bn, cn).
• Si f(bn) < f(x), poser
(an+1, bn+1, cn+1) = (an, bn, x);
sinon poser
(an+1, bn+1, cn+1) = (bn, x, cn).
Le fonctionnement de cet algorithme est represente´ graphiquement sur la fig. 9.1. La re`gle optimale pour le
choix de x consiste a` prendre
x = bn + w(cn − bn), si cn − bn > bn − an
x = bn − w(bn − an), sinon,
ou`
w =
3−√5
2
≈ 0.382
est le ’nombre d’or’.
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Figure 9.1: L’algorithme “golden section search” pour la recherche de minumum en une dimension.
Algorithme de relaxation La me´thode la plus intuitive pour minimiser une fonction J : Rn → R consiste
a` la minimiser successivement suivant chaque dimension. Pour calculer l’ite´ration ui+1 a` partir de ui, on pose,
ui+11 = arg infu
J(u, ui2, . . . , u
i
n)
ui+12 = arg infu
J(ui+11 , u, u
i
3, . . . , u
i
n)
. . .
ui+1n = arg inf
u
J(ui+11 , . . . , u
i+1
n−1, u)
Figure 9.2, graphique de gauche, montre le fonctionnement de cet algorithme pour la fonction
f(x, y) = (x+ y)2 +
1
20
(x− y)2.
On voit que la performance peut eˆtre ame´liore´e en choisissant bien la direction de descente.
Algorithme de gradient a` pas optimal Dans cet algorithme, on cherche a` aller toujours dans la direction
de decroissance la plus rapide de la fonction J . Pour calculer l’ite´ration ui+1 a` partir de ui, on pose,
ui+1 = ui − λiJ ′(ui)
ou` λi = arg inf
λ∈R
J(ui − λJ ′(ui))
Comme le montre fig. 9.2, graphique de droite, il n’est pas toujour judicieux de choisir la direction de descente
la plus rapide!
Algorithme de gradient conjugue´ L’algorithme de gradient conjugue´ choisit la meuilleure direction en
tenant compte non seulement de l’endroit ou` l’on se trouve, mais aussi de toutes les directions que l’on avait
choisies auparavant. Supposons dans un premier temps:
J(u) =
1
2
(Au, u)− (b, u)
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Figure 9.2: Gauche: Algorithme de relaxation (minimisation successive suivant chaque dimension). Droite:
Algorithme de gradient a` pas optimal. Les ellipses sur chaque graphique sont les lignes de niveau de la fonction
a` minimiser.
Dans ce contexte la me´thode de gradient s’e´crit:
un+1 = arg inf
u∈un+L(J ′(un))
J(u)
La me´thode de gradient conjugue´ propose:
un+1 = arg inf
u∈un+L(J ′(u0),...,J ′(un))
J(u)
La condition de 1er ordre implique:
∀n, 〈J ′(un), J ′(uk)〉 = 0 ∀k < n
Soit pn := un+1 − un le n-ie`me pas de l’algorithme. Alors
〈Apn, J ′(uk)〉 = 0 ∀k < n
Ceci implique que Apn ∈ L(J ′(u0), . . . , J ′(un−1))⊥ et donc
〈Apn, pk〉 = 0 ∀k < n (9.1)
Les vecteurs (pk)1≤k≤n sont dits conjugue´s par rapport a` A.
Pour chaque n, il existe x ∈ L(J ′(u0), . . . , J ′(un−1)) tel que
pn = αJ ′(un) + x
La relation de conjugaison (9.1) implique que pour tout k < n− 1, 〈Ax, pk〉 = 0 et donc x ∼ pn−1. Il existent
alors zn, kn ∈ R et λn ∈ R avec
pn = λnzn et zn = J ′(un) + knzn−1
La relation (9.1) donne a` nouveau: 〈zn, Azn−1〉 = 0 et
kn = −〈J
′(un), Azn−1〉
〈zn−1, Azn−1〉 =
‖J ′(un)‖2
‖J ′(un−1)‖2
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Figure 9.3: Gauche: me´thode de gradient conjugue´. Droite: me´thode de gradient avec projection.
Version finale de l’algorithme:
Initialisation: u0, z0 = J ′(u0)
un+1 = un + λzn
ou` λ = arg inf
λ∈R
J(un + λzn)
zn+1 = J ′(un+1) +
‖J ′(un+1)‖2
‖J ′(un)‖2 z
n
L’algorithme permet de minimiser une forme quadratique N -dimensionnelle en N ite´rations (voir fig. 9.3,
graphique de gauche). Il est aussi efficace pour des fonctions convexes ge´ne´rales.
Me´thodes de type Newton Dans les me´thodes de type Newton, on utilise non seulement le gradient de J
mais aussi sa matrice Hessienne J ′′. Pour calculer l’ite´ration ui+1 a` partir de ui, on e´crit un de´veloppement de
J autour de ui:
J(u) ≈ J(ui) + J ′(ui)(u− ui) + 1
2
(u− ui)∗J ′′(ui)(u− ui)
Cette expression est minimale pour
u = ui − {J ′′(ui)}−1J ′(ui)
La me´thode de Newton consiste a` poser
ui+1 = ui − {J ′′(ui)}−1J ′(ui)
Avantages des me´thodes de type Newton
• Minimisation d’une forme quadratique en une ite´ration.
• Convergence quadratique pre`s de minimum.
Les de´fauts
• Le calcul et l’inversion de J ′′ est ne´cessaire.
• La performance est mauvaise si J ′′ n’est pas de´finie positive ou si J ne ressemble pas a` une forme quadra-
tique.
Solution: me´thodes quasi-Newton (e.g. BFGS): a` chaque ite´ration, on utilise J ′ pour mettre a` jour une approx-
imation de J ′′ qui reste toujours de´finie positive.
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Optimisation sous contraintes On cherche a` re´soudre
inf
u∈K
J(u),
ou`K est typiquement un ensemble convexe ferme´. En cas de contraintes d’e´galite, on essaie, si possible de passer
aux variables inde´pendantes ou introduire les multiplicateurs de Lagrange. En cas de contraintes d’ine´galite´:
me´thodes de projection ou pe´nalisation de contraintes.
Me´thode de gradient avec projection L’algorithme de gradient a` pas optimal avec projection consiste a`
projetter la solution sur l’ensemble admissible apre`s chaque ite´ration de la me´thode de gradient. Pour calculer
l’ite´ration ui+1 a` partir de ui, on pose,
ui+1 = PK(u
i − λiJ ′(ui)),
ou` λi = arg inf
λ∈R
J(ui − λJ ′(ui)).
Si l’ensemble K est un rectangle
K = [a1, b1] . . . [an, bn],
l’ope´rateur de projection a la forme particulie`rement simple:
[PKu]i = min(bi,max(ai, ui)).
Figure 9.3, graphique de droite, illustre le fonctionnement de cet algorithme pour l’ensemble de contraintes
K = {(x, y) : y ≤ −0.5}.
Me´thodes de pe´nalisation de contraintes Soit K de la forme
K = {u : Fi(u) ≤ 0, i = 1, . . .M}
avec les fonctions Fi convexes et continues. La me´thode de pe´nalisation de contraintes consiste a` remplacer le
proble`me initial par un nouveau proble`me sans contraintes et avec une fonction d’objectif modifie´e:
uε = arg inf
v∈Rn
(
J(v) +
1
ε
M∑
i=1
max(Fi(v), 0)
)
.
Le proble`me penalise´ reste alors convexe et on peut de´montrer que
lim
ε→0
uε = arg inf
v∈K
J(v).
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Appendix A
Quelques rappels sur le calcul
stochastique et les processus de
Markov
The´ore`me 8 (Crite`re de Novikov). Soit M une martingale locale continue et supposons que
E[e
1
2 〈M〉∞ ] <∞
Alors E(M) := (eMt− 12 〈M〉t)t≥0 est une martingale uniformement inte´grable.
Approximation d’un processus de diffusion par une chaˆıne de Markov Soit X une diffusion markovi-
enne:
dXt = µ(Xt)dt+ σ(Xt)dWt,
ou` W est un mouvement standard, et pour tout h > 0, soit {Xhn}n≥1 une chaˆıne de Markov. On dit que la
famille de chaˆınes de Markov {Xhn}h>0n≥1 est localement consistante avec X si elle satisfait les conditions suivantes:
E[∆Xhn |Xhn ] = µ(Xhn)h+ o(h),
Var [∆Xhn |Xhn ] = a(Xhn)h+ o(h),
sup
n,ω
|∆Xhn | h→0−→ 0,
ou` on utilise la notation ∆Xhn := X
h
n+1 −Xhn et a(x) = σ(x)σ(x)⊥.
The´ore`me 9 (Approximation par chaˆıne de Markov, [43]). Soit σ et µ continus et borne´s et soit {Xhn}h>0n≥1 une
famille de chaˆınes de Markov faiblement consistante avec X. Alors le processus interpole´ de´fini par
X˜ht = X
h
[t/h]
converge faiblement vers une diffusion markovienne avec de´rive µ et coefficient de diffusion σ.
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Appendix B
Examens des anne´es pre´cedentes
B.1 Master Mode´lisation Ale´atoire, examen du 27 avril 2006
Exercice 1 (Proble`mes inverses mal pose´s; 6 points). On cherche a` re´soudre l’e´quation
AX = E (B.1)
avec
A =


ε 0 0
ε 1 1
ε −1 −1

 E =


1
1
0

 et X ∈ R3
1. Cette e´quation, a-t-elle une solution au sens strict? Calculer l’ensemble de ces solutions au sens de
moindres carre´s. Calculer la solution moindres carre´s de norme minimale.
2. Quelle sera la solution moindres carre´s de norme minimale si on remplace E par
Eδ =


1 + δ
1
0


Que peut-on dire sur la stabilite´ de calcul lorsque ε→ 0.
3. Calculer la solution de ce proble`me pour la donne´e Eδ en utilisant la re´gularisation de Tikhonov avec
parame`tre de re´gularisation α donne´e par
Xδα = arg inf
X
{‖AX − Eδ‖2 + α‖X‖2}
pour un α > 0 fixe´, que peut-on dire sur la stabilite´ de calcul lorsque ε→ 0.
4. Supposons que α(δ) est choisi tel que α(δ)→ 0 quand δ → 0. Montrer que Xδα(δ) → X† lorsque δ → 0, ou`
X† est la solution de norme minimale de (B.1). Pourquoi, dans ce cas on n’a pas besoin d’imposer une
condition supple´mentaire (voir le cours) sur α(δ) pour avoir la convergence?
Exercice 2 (Arbres trinomiaux implicites; 5 points). Dans cet exercice on conside`re un arbre trinomial a` deux
pe´riodes de structure suivante (les prix de l’action S dans les noeuds sont indique´s sur l’arbre):
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Sur ce marche´, les prix d’options suivants ont e´te´ observe´s:
• Un call de strike K = 4 et maturite´ T = 1 cote a` 1.2.
• Un call de K = 2 et T = 2 cote a` 2.36.
• Un call de K = 4 et T = 2 cote a` 1.3.
• Un call de K = 8 et T = 2 cote a` 0.48.
1. En supposant que le taux d’inte´reˆt est e´gal a` ze´ro et en utilisant la me´thode de´crite dans le cours, calculer
les probabilite´s de transition dans cet arbre (12 probabilite´s au total).
2. Utiliser ces probabilite´s de transition pour calculer le prix d’une option Call up–and–out avec une barrie`re
a` B = 6 (la valeur de l’option est ze´ro a` maturite´ si la barrie`re a e´te´ franchi pendant la vie de l’option),
de strike K = 2 et maturite´ T = 2.
Proble`me 1 (9 points). Dans un marche´ financier soumis au de´faut il existent deux actifs risque´s:
• Une action S dont l’e´volution du prix est de´crit par
dSt
St
= µdt+ σdWt, t < τ, St = 0, t ≥ τ, (B.2)
ou` τ est l’instant du de´faut.
• Un ze´ro-coupon B soumis au de´faut de maturite´ T . A la maturite´, le prix de ce ze´ro-coupon vaut 1 si
τ > T et ze´ro sinon. A n’importe quelle date le prix de ce ze´ro-coupon est une fonction uniquement du
temps et de la valeur de l’action note´e par B(t, S).
Il existe e´galement un compte bancaire sans risque dont le taux d’inte´reˆt est constant et e´gal a` r.
Premie`re partie Dans un premier temps on cherche a` de´montrer qu’une option europe´enne sur S peut eˆtre
couvert par une portefeuille contenant des actions, des ze´ro-coupons risque´s et l’actif sans risque.
1. Soit Vt la valeur du portefeuille autofinanc¸ant contenant du cash, δt actions et ωt unite´s de B. Ecrire
l’expression pour dVt.
2. On conside`re maintenant une option sur S qui paie h(S) a` la date T (maturite´). Soit C(t, S) le prix de
cet option a` une date t < T . On cherche a` construire un portefeuille autofinanc¸ant dont la valeur re´plique
C(t, St). En utilisant le fait que dC(t, St) = dVt avant le de´faut et que ∆C(t, St) = ∆Vt a` l’instant du
de´faut, de´terminer δt, ωt et l’e´quation satisfaite par C(t, S).
3. Montrer que l’e´quation pour C(t, S) peut s’e´crire sous la forme
LC − rC + rS ∂C∂S
C(t, S)− C(t, 0)− S ∂C∂S
=
LB − rB + rS ∂B∂S
B(t, S)− S ∂B∂S
:= λ(t, S), (B.3)
ou` LC = ∂C∂t +
1
2S
2σ2 ∂
2C
∂S2 .
4. Rappeler l’e´quation de Black-Scholes. Montrer que l’e´quation (B.3) est une e´quation de Black-Scholes
avec un terme source et avec un taux d’inte´reˆt modifie´, a` de´finir.
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Deuxie`me partie Dans cette partie on suppose que λ(t, S) = λ est une constante.
1. Montrer que par un changement de variable on peut ramener l’e´quation (B.3) a` une e´quation de Black-
Scholes sans terme source, c’est-a`-dire, montrer qu’on peut toujours trouver une de´composition C(t, S) =
C˜(t, S) + f(t) telle que C˜ satisfait l’e´quation de Black-Scholes sans terme source, ou` f est une fonction a`
de´finir.
2. En utilisant le re´sultat pre´ce´dent, donner une formule explicite pour la solution de (B.3) dans le cas des
options call et put europe´ennes.
3. Calculer e´galement le prix B(t, S) du ze´ro-coupon soumis au de´faut. En de´duire que λ est toujours positif.
4. Montrer que dans ce mode`le en pre´sence de possibilite´ de de´faut, les options call sont toujours plus chers
que dans le mode`le Black-Scholes standard.
5. Montrer que le prix d’une option europe´enne de payoff h(ST ) peut s’e´crire comme l’espe´rance actualise´e
de h(ST ) sous la probabilite´ Q sous laquelle
dSt
St
= (r + λ)dt+ σdWQt , t < τ, St = 0, t ≥ τ,
ou`WQ est un Q-mouvement Brownien et τ est une variable exponentielle inde´pendante deW de parame`tre
λ.
B.2 Master Mode´lisation Ale´atoire, examen du 10 mai 2007
Exercice 1 (Arbre trinomial, 6 points). Dans un marche´ incomplet sans arbitrage, le prix de certains actifs
n’est pas unique, mais on peut toujours calculer les bornes d’arbitrage sur leur prix, donne´es par
inf
Q∈Q
EQ[X] ≤ π(X) ≤ sup
Q∈Q
EQ[X],
ou` Q est l’ensemble de toutes les probabilite´s risque-neutres sur le marche´, X la valeur terminale de l’actif,
π(X) son prix a` l’instant initial, et le taux d’inte´reˆt est suppose´ nul. Dans cet exercice on calculera les bornes
d’arbitrage pour le prix d’une option dans un marche´ trinomial.
On se place dans un premier temps dans un mode`le trinomial a` 1 pe´riode: un marche´ contenant un actif
sans risque B avec B0 ≡ B1 et un actif risque´ S ou` S1 peut prendre les valeurs {dS0, S0, uS0}, d < 1 < u. On
note f la fonction pay-off de l’option qui est suppose´e convexe comme c’est le cas pour les calls et les puts.
1. De´crire l’ensemble des probabilite´s risque-neutres dans ce marche´; montrer que cet ensemble peut eˆtre
parame´tre´ par la probabilite´ p de transition S0 → uS0.
2. Montrer que l’espe´rance E[f(S1)] est une fonction croissante de p. En de´duire les bornes d’arbitrage
infQ∈QEQ[f(S1)] et supQ∈QE
Q[f(S1)].
3. Montrer que les deux bornes sont des fonctions convexes de S0 et que chaque borne peut s’e´crire comme
le prix d’une option de pay-off f dans un mode`le plus simple qui constitue un cas particulier de´ge´ne´re´ du
mode`le trinomial.
On se place maintenant dans un mode`le trinomial a` T pe´riodes.
4. Calculer les bornes d’arbitrage infQ∈QEQ[f(ST )] et supQ∈QE
Q[f(ST )]. Pour la borne supe´rieure, la
solution ne sera pas comple`tement explicite, il s’agit de donner la me´thode de calcul.
Indication: utiliser la convexite´ et les espe´rances conditionnelles emboˆıte´es pour se ramener au cas traite´
dans 1.
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Exercice 2 (Options forward start, 5 points). Les options forward start sont les options dont le strike est
de´termine´ a` une date future selon une re`gle spe´cifique, par exemple,
HT = (ST −mST0)+, (1)
ou` T0 < T est une date future et m est un nombre fixe´ dans le contrat (moneyness de l’option). On se place
dans un mode`le exponentielle Le´vy sous la probabilite´ risque-neutre:
St = S0e
rt+Xt ,
ou` (Xt) est un processus de Le´vy, et on suppose que les prix des options Europe´ennes de tous les strikes et
toutes les maturite´s sont observables sur le marche´.
1. Calculer (exprimer a` partir des prix des europe´ens) le prix a` l’instant t = 0 d’une option forward start
avec pay-off donne´ par (1).
Indication: utiliser l’inde´pendance et la stationnarite´ des accroissements d’un processus de Le´vy.
2. Une option cliquet (se´quence d’options forward start) a un pay-off de
12∑
i=1
max(0, ri), ri = S i
12
− S i−1
12
.
Calculer le prix a` l’instant t = 0 de cette option. Est-ce que le re´sultat vous paraˆıt re´aliste? Conclure sur
la pertinence des mode`les exponentielle-Le´vy pour le pricing des options cliquets.
Exercice 3 (Couverture dans un mode`le exp-Le´vy, 6 points). On se place dans un mode`le exponentielle Le´vy
sous la probabilite´ martingale et en l’absence de taux d’inte´reˆt:
St = S0e
Xt ,
ou` (Xt) est un processus de Le´vy de la forme
Xt = γt+ σWt + aNt,
avec W un mouvement Brownien et N un processus de Poisson standard d’intensite´ λ.
1. Calculer la valeur de γ pour laquelle (eXt) devient une martingale.
On souhaite de´montrer que dans ce mode`le on peut couvrir parfaitement une option europe´enne de pay-off
HT avec une strate´gie dynamique de trading en actions et une autre option, de pay-off H
0
T . On note par
C0(t, St) = E[H
0
T |Ft] le prix de l’option de couverture et par C(t, St) = E[HT |Ft] le prix de l’option qu’on
cherche a` couvrir.
2 Ecrire la dynamique de C(t, St) et C
0(t, St) et celle d’un portefeuille autofinanc¸ant contenant δt actions
et ωt unite´s de l’option C
0. La valeur initiale du portefeuille est e´gale a` C(0, S0) = E[HT ].
3 En utilisant la relation d’isome´trie pour les inte´grales stochastiques, calculer l’espe´rance du carre´ de l’erreur
de couverture (diffe´rence entre le portefeuille de couverture et HT ). Montrer qu’il est possible de choisir
des processus (δt) et (ωt) pour annuler l’erreur de couverture. De quelle condition sur C
0 avez-vous besoin?
4 Montrer que lorsque la taille du saut a est petite, les ratios de couverture sont proches de ratios delta-
gamma obtenus dans le mode`le Black-Scholes.
Exercice 4 (Swap de volatilite´, 7 points). On se place dans un mode`le a` volatilite´ stochastique sous la proba-
bilite´ risque-neutre et avec taux d’inte´reˆt nul. La dynamique du sous-jacent s’e´crit
dSt
St
= σtdWt.
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En introduisant le processus du log-prix Xt = log(St/S0), on a
〈X〉t =
∫ t
0
σ2sds.
Le swap de volatilite´ est un contrat d’e´change de la volatilite´ re´alise´e d’un actif sur une pe´riode contre un somme
fixe. Dans l’approximation continue, le pay-off d’un swap de volatilite´ s’e´crit
(
1
T
∫ T
0
σ2sds
)1/2
− σvol,
ou` σvol est une valeur spe´cifie´e dans le contrat. Il est rappele´ que le pay-off du swap de variance, traite´ en cours,
est donne´ par
1
T
∫ T
0
σ2sds− σ2var,
Calculer le taux de swap de volatilite´ signifie trouver σvol qui annule la valeur du swap a` l’instant t = 0.
Vous pouvez imposer les hypothe`ses d’inte´grabilite´ que vous trouvez ne´cessaires, a` condition qu’elles soient
clairement identifie´es dans votre solution.
1. Montrer que le pay-off d’un swap de volatilite´ est majore´ par le pay-off du swap de variance sur le meˆme
sous-jacent plus une constante. En utilisant ce re´sultat, donner une borne supe´rieure pour le taux du
swap de volatilite´ σvol en fonction du taux du swap de variance σvar et le portefeuille de surreplication
correspondant.
Dans la suite de l’exercice on suppose de plus que la volatilite´ (σt) est inde´pendante du mouvement brownien
(Wt).
2. Ecrire la dynamique de X et montrer que, sous l’hypothe`se d’inde´pendance ci-dessus,
E[eλ〈X〉t ] = E[e
(
1
2−
√
1
4+2λ
)
Xt ], ∀λ ∈ C.
3. On rappelle la repre´sentation suivante pour la fonction racine:
√
q =
1
2
√
π
∫ ∞
0
1− e−sq
s3/2
ds, q ≥ 0.
Utiliser cette repre´sentation pour montrer que E[〈X〉1/2T ] = E[h(ST /S0)] avec h une fonction de´terministe
donne´e par
h(x) =
1
2
√
π
∫ ∞
0
1− Re[e
(
1
2−
√
1
4−2s
)
log x
]
s3/2
ds.
En de´duire une me´thode pour calculer le taux de swap de volatilite´ a` partir de la densite´ risque-neutre
q(·).
Pour la suite de l’exercice on se place dans le cadre du mode`le de Heston vu en cours, avec parame`tres k = 1,
θ = 0.01, δ = 0.1 ρ = 0 et v0 = 0.01.
4. Calculer le taux de swap de variance d’e´che´ance 3 mois, et la borne supe´rieure pour le taux de swap de
volatilite´ (que vous avez obtenu en question 1 ci-dessus).
5. Calculer une approximation pour le taux de swap de volatilite´, en utilisant une “correction de convexite´”:
de´composition de la fonction
√
x en se´rie de Taylor jusqu’a` l’ordre 2 autour du point E[〈X〉T ].
Indication pour le calcul de variance de 〈X〉T vous pouvez supposer que T est petit.
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B.3 Master Mode´lisation Ale´atoire, examen du 14 mai 2008
Exercice 1 (Corridor variance swaps). Un corridor variance swap est une modification du variance swap ou`
la variance du sous-jacent est comptabilise´ pour le calcul du pay-off seulement lorsque le sous-jacent se trouve
entre les bornes K1 et K2. Le pay-off (dans l’approximation continue) est ainsi donne´ par
HT =
1
T
∫ T
0
σ2t 1[K1,K2](St)dt− σ2K ,
ou` σK est la valeur contractuelle de volatilite´. Dans cet exercice on suppose que le processus de prix S est
continu et que le taux d’inte´reˆt est nul.
1. En appliquant la formule d’Itoˆ a` f(St), montrer qu’il est possible, en choisissant une fonction f adapte´e,
de repre´senter le pay-off d’un corridor variance swap comme la somme d’une fonction de ST et d’une
inte´grale stochastique par rapport a` St.
2. En de´duire une me´thode de re´plication du corridor variance swap avec un portefeuille statique d’options
europe´ennes et une strate´gie dynamique de trading en l’actif sous-jacent. Calculer e´galement σK qui
annule la valeur du swap.
Exercice 2 (Arbres implicites). On conside`re un mode`le discret a` trois pe´riodes avec possibilite´ de de´faut,
dont la structure est repre´sente´e sur le graphique suivant. Les nume´ros des noeuds sont indique´s sur l’arbre.
Les prix du sous-jacent dans les noeuds sont S0 = S
0
1 = S
0
2 = S
0
3 = 80, S
1
1 = 100, S
1
2 = 120 et S
1
3 = 140.
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On supposera le taux d’inte´reˆt nul dans tout l’exercice. Dans la premie`re partie, on conside`re que le
processus S est markovien, c’est-a`-dire, les probabilite´s de transition de´pendent seulement du noeud, mais pas
de la trajectoire emprunte´e pour arriver a` ce noeud (comme dans le cours).
Les probabilite´s de transition entre les diffe´rents noeuds sont note´es pmn (vers le haut) et q
m
n (vers le bas)
avec n et m les indices du noeud correspondant.
1. A partir de la condition de non-arbitrage (S martingale), de´terminer les probabilite´s p11, p
2
1, q
1
1 , q
2
1 et
les contraintes sur les probabilite´s p0, q0, p
0
1, q
0
1 , p
0
2, q
0
2 . Combien reste-t-il de degre´s de liberte´ dans ce
mode`le?
2. Les options suivantes sont cote´es a` la date T = 0:
• Un Call a` la monnaie d’e´che´ance T = 1, au prix de 12.
• Un Call a` la monnaie d’e´che´ance T = 2, au prix de 15.
• Un Call a` la monnaie d’e´che´ance T = 3, au prix de 20.25.
De´terminer les probabilite´s p0, q0, p
1
1, q
1
1 , p
1
2, q
1
2 .
3. Utiliser les probabilite´s de transition pour calculer le prix d’une option Put de strike K = 90 d’e´che´ance
T = 3 avec une barrie`re de´sactivante a` 100.
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Maintenant, on ne supposera plus le processus S markovien, c’est-a`-dire, les probabilite´s de transition a`
partir d’un noeud peuvent de´pendre du chemin que le processus de prix a emprunte´ pour arriver a` ce noeud.
4. Montrer, a` partir de la condition d’absence d’arbitrage, que pour tous les noeuds sauf S02 , les probabilite´s
de transition sont inde´pendantes de trajectoire et ont la meˆme valeur que dans la 1e`re partie de l’exercice.
5. On notera par pˆ02 et p¯
0
2 la valeur de la probabilite´ p
0
2 dans le cas ou le processus de prix a emprunte´,
respectivement, une trajectoire haussie`re ou plate pour arriver au noeud S02 . En utilisant la connaissance
du prix du Call a` la monnaie d’e´che´ance T = 3, de´montrer que 24pˆ02 + 11p¯
0
2 = 7. Combien de degre´s de
liberte´ reste-t-il dans le mode`le?
6. Exprimer le prix d’une option Put de strike K = 90 d’e´che´ance T = 3 avec une barrie`re de´sactivante a`
100 en fonction de pˆ02 et p¯
0
2. En de´duire les bornes de non-arbitrage pour le prix de cette option.
Exercice 3 (Crash notes). Une “crash note” est une option exotique permettant de se couvrir contre le risque
d’une forte chute quasi-instantane´e du sous-jacent. Dans cet exercice on conside`re une variante de ce produit
appele´e “daily cliquet put spread”. Les caracte´ristiques de cette option sont l’e´che´ance T , les deux niveaux de
strike K1 < K2 < 1 et la valeur nominale N . On note par Rt le rendement instantane´
1 du sous-jacent Rt =
St
St−
et par τ la premie`re date a laquelle ce rendement est infe´rieur a` K2:
τ = inf{t : Rt ≤ K2}.
Le pay-off du produit est de´fini comme suit:
• Si Rt > K2 pour tout t ≤ T , le pay-off est nul.
• Sinon, l’acheteur rec¸oit a` la date τ le montant N(K2 −Rτ )+ −N(K1 −Rτ)+ et le produit s’arreˆte.
Pour l’e´tude de ce produit, on se dans le cadre d’un mode`le exponentielle-Le´vy risque-neutre: St = S0e
Xt ,
ou` X est un processus de Le´vy de triplet caracte´ristique (σ2, ν, γ) tel que St est une martingale. Le taux
d’inte´reˆt est suppose´ nul.
1. Exprimer le pay-off du produit en fonction des variables τ et ∆Xτ .
2. Montrer que τ et ∆Xτ sont inde´pendants, et donner les lois de ces deux variables.
3. En de´duire le prix du daily cliquet (en fonction de la mesure de Le´vy ν de X). Quel est le delta de ce
produit?
4. Calculer le prix du daily cliquet dans le mode`le de Kou, ou` la mesure de Le´vy a une densite´
ν(x) = c+e
−x/η+1x>0 + c−ex/η−1x<0.
5. Donner la repre´sentation du pay-off du daily cliquet comme l’inte´grale d’une fonction a` pre´ciser par rapport
a` la mesure ale´atoire de Poisson de X, JX(ds× dz).
6. En de´duire une repre´sentation de martingale pour le prix Ct du daily cliquet en fonction de temps t
(autrement dit, il faut repre´senter le prix comme une constante + inte´grale par rapport a` la mesure
ale´atoire compense´e de X, J˜X(ds× dz)).
7. En de´duire le ratio de couverture optimal quadratique pour le daily cliquet. En comparant ce ratio au
delta du produit, conclure sur l’applicabilite´ de la couverture en delta en pre´sence de sauts.
1En re´alite´ on prend plutoˆt le rendement journalier, d’ou` le nom daily cliquet, mais dans ce proble`me on utilise le rendement
instantane´ pour simplifier le traitement.
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B.4 Master Mode´lisation Ale´atoire, examen du 7 mai 2009
Exercice 1 (Options sur variance). Dans cet exercice, St est un processus de prix d’action de dynamique
dSt
St
= µtdt+ σtdWt,
ou` σ est un processus stochastique. La variance inte´gre´e de Xt := logSt est note´e par
Vt =
∫ t
0
σ2sds,
et τQ est le 1er instant ou` la variance atteint une valeur donne´e : τQ = inf{t : Vt = Q}.
Dans tout l’exercice le taux d’inte´reˆt est suppose´ nul.
Premie`re partie. Dans cette partie de l’exercice on cherche a` calculer le prix et la strate´gie de re´plication
du “Perpetual timer option” dont le pay-off a` l’instant τQ est donne´ par f(SτQ) avec f une fonction de´terministe.
1. Soit h(t, y) une fonction C1,2. Appliquez la formule d’Itoˆ a` h(Vt, St).
2. Montrer que si h ve´rifie l’EDP de Black-Scholes avec volatilite´ constante e´gale a` 1, h(Q,SτQ) s’e´crit comme
une inte´grale stochastique par rapport a` dS.
3. Donner une condition terminale que h doit ve´rifier pour que cette inte´grale puisse s’interpre´ter comme un
portefeuille de re´plication du “perpetual timer option”.
4. Donner une repre´sentation de h comme inte´grale par rapport a` la densite´ gaussienne.
5. En de´duire la strate´gie de re´plication et la formule de prix d’un “perpetual timer option”.
Deuxie`me partie. Maintenant on cherche une me´thode de sous-re´plication pour une option call sur variance
re´alise´e, de pay-off (VT −Q)+ a` l’instant T .
6. Soit λ une fonction convexe C2 ve´rifiant λ′′ ≤ 2/y2. En appliquant la formule d’Itoˆ a` λ(ST ), donnez une
strate´gie de sous-re´plication de la variance VT avec une option europe´enne dont le pay-off est a` pre´ciser
et un portefeuille dynamique d’actions.
7. Montrer que si τQ ≤ T alors a` l’instant τQ le proble`me de sous-re´plication du payoff (VT − Q)+ devient
e´quivalent au proble`me de sous-re´plication d’un swap de variance (de strike nul). En utilisant la question
6., donner une strate´gie de sous-re´plication pour ce swap de variance avec une option europe´enne et un
portefeille dynamique d’actions (donner la composition du portefeuille a` partir de l’instant τQ et le prix
du portefeuille a` l’instant τQ).
8. Toujours dans le cas τQ ≤ T , en utilisant la question 5., donner une strate´gie de sous-re´plication pour le
call sur variance re´alise´e sur [0, T ] et le prix de cette strate´gie en 0 (toujours avec une option europe´enne
et un portefeuille dynamique d’actions).
9. Montrer que cette strate´gie reste une strate´gie de sous-re´plication meˆme si τQ > T .
10. En utilisant l’inte´gration par parties, re´e´crire la borne infe´rieure pour le prix d’une option sur variance
re´alise´e comme une inte´grale de la forme
∫∞
0
λ′′(y){. . .}dy.
11. En de´duire la fonction λ¯ qui maximise la borne infe´rieure (sous les contraintes de convexite´ et λ′′(y) ≤
2/y2).
Exercice 2 (Valorisation d’options de courte maturite´). On se place dans le cadre d’un mode`le exponentielle-
Le´vy
St = e
Xt ,
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ou` X est un processus de Le´vy d’intensite´ finie de sauts, c’est-a`-dire de la forme
Xt = bt+ σWt +
Nt∑
k=1
Yi,
sous la probabilite´ risque-neutre Q, ou` N est un processus de Poisson standard et (Yi) sont des variables i.i.d.
La mesure de Le´vy de X est note´e par ν. Le taux d’inte´reˆt est suppose´ nul. On e´tudie le comportement du
prix d’une option Put europe´enne sur S de strike K < 1 (hors la monnaie) et de maturite´ T , donne´ par
P (T,K) = E[(K − ST )+],
lorsque T → 0.
Les quatre questions sont inde´pendantes
1. Calculer la valeur de b pour laquelle S est une martingale.
2. De´montrer que
lim
t→0
1
t
E[(K − ebt+σWt)+] = 0.
Vous pouvez par exemple appliquer la re`gle de l’Hoˆpital.
3. Montrer que
lim
t→0
E[(K − ebt+σWt+Y1)+] = E[(K − eY1)+].
4. En conditionnant l’espe´rance par rapport a` Nt et en utilisant les deux re´sultats ci-dessus, de´montrer que
lim
T→0
1
T
P (T,K) =
∫
R
(K − ex)+ν(dx).
B.5 Master Probabilite´s et Finance, examen du 27 mars 2009
Mode`le a` volatilite´ stochastique de Barndorff-Nielsen and Shephard
Premie`re question On conside`re la dynamique suivante pour la volatilite´:
dσ2t = −kσ2t dt+ dZt, (B.4)
ou` Z est un processus de Poisson compose´ d’intensite´ λ, dont les sauts ont une distribution exponentielle de
densite´ exponentielle f(z) = ηe−ηz1z>0. On note vt = σ2t .
1. En appliquant la formule d’Itoˆ a` ektvt, re´soudre l’e´quation (B.4).
2. Calculer la fonction caracte´ristique φt(u) = E[e
iuZt ] et la transforme´e de Laplace Lt(u) = E[e
−uZt ] de Zt.
3. Calculer
E
[
e−
∫ T
0
f(s)dZs
]
pour une fonction continue borne´e positive f . Indication: commencer par considerer une fonction f
constante par morceaux puis passer a` la limite.
4. En de´duire la transforme´e de Laplace de σ2t et IT :=
∫ T
0
σ2sds.
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Deuxie`me question On conside`re maintenant le mode`le du comportement d’un actif financier
dSt = StσtdWt, (B.5)
ou` σ est donne´e par l’e´quation (B.4) etW est un mouvement brownien standard sous la probabilite´ risque-neutre
Q, inde´pendant de Z. Le taux d’inte´reˆt est nul.
1. En utilisant la formule d’Itoˆ, de´duire l’EDS satisfaite par Xt := logSt.
2. Montrer que XT a la meˆme loi qu’un mouvement Brownien avec drift, change´ de temps par un processus
a` pre´ciser. En utilisant l’inde´pendance entre Z et W et le point 4 de la premie`re question, calculer la
fonction caracte´ristique de XT .
3. En de´duire les indices d’explosion de moments (pour T fixe´)
p˜ = sup{p : E[S1+pT ] <∞} et q˜ = sup{q : E[S−qT ] <∞}
4. Calculer les asymptotiques de la volatilite´ implicite pour T fixe´ et K grand/petit.
Troisie`me question (inde´pendante des deux premie`res) Dans cette question on s’inte´resse a` la couver-
ture d’une option europe´enne dans le mode`le (B.5).
1. Le marche´, est-il complet? Peut-on construire un portefeuille de replication parfaite en utilisant une action
et un autre actif liquide? Justifier votre re´ponse.
2. On conside`re la couverture approche´e utilisant uniquement les actions.
• Ecrire la dynamique du prix Ct d’une option europe´enne, en conside´rant que Ct est une fonction
de´terministe de St et vt. On exprimera Ct comme integrale stochastique par rapport a` W et a` la
mesure ale´atoire de Poisson de Z, note´e par JZ .
• Ecrire la dynamique d’un portefeuille autofinanc¸ant.
• Calculer E[ε2T ] par isome´trie d’Itoˆ, ou` εT est l’erreur de couverture.
• Calculer la strate´gie de couverture quadratique optimale; montrer qu’elle coincide avec la strate´gie
de couverture en delta et expliquer ce re´sultat.
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