Abstract: We present new valid inequalities for 0-1 programming problems that work in similar ways to well known cover inequalities. Discussion and analysis of these cuts is followed by their revision and use in integer programming as a new generation of cuts that excludes not only portions of polyhedra containing noninteger points, also parts with some integer points that have been explored in search of an optimal solution. Our computational experimentations demonstrate that this new approach has significant potential for solving large scale integer programming problems.
, for j = 1, ..., n.
m and n are the number of constraints and decision variables respectively.
We do not assume any restrictions on the signs and integrality or nonintegrality of the parameters c j , a ij and b i .
The next section consists of the description and the generation method of the inequalities together with the proof of validity. The preliminary numerical experiments are discussed in Section 3. Conclusions and comments follow in Section 4.
The New Cut
Consider the problem (IP) and let X LP = (x 1 , .., x n ) denote a solution to the linear programming (LP) relaxation of this problem. Also let S p = {j | x j > 0} in X LP and solve the following problem: 
The following inequality is obviously valid:
Also, this inequality is valid for all possible values x j such that j ∈ S p in any solution of the LP relaxation for any objective function. Moreover, the inequality is valid in the form, 
for any integer solution of the problem for any objective function. In fact, this last inequality may be an effective cut to make some noninteger solutions infeasible. However, its use can be limited to very few instances and it becomes ineffective very soon in a cutting plane framework. It may even be useless if z 0 is integer valued or z z = ⎢ ⎥ ⎣ ⎦ for example), such that the valid inequality will fail to eliminate X LP . We can try a few more things before giving up and starting branching. The most obvious thing to do is to play around the partition of N into S 1 and S 2 . We have tried two strategies with partial success. First one is to move few variables from S 2 to S 1 picking those with values close to 1. Second strategy is to eliminate some variables in S 2 from consideration, i.e., not including them in the valid inequalities, or in the objective function of problem (P2). We may end up with effective cuts as a result of these changes. Second strategy and its variations seem to be working better in our preliminary experimentations.
We report results comparing the efficiency of these new cuts with that of the cover inequalities in a cutting plane framework on a set of hard multidimensional knapsack problems described by Beasley [5] . Note that, the new cuts may be used for the traveling salesman problem, set packing or covering problems, and other NP-Hard problems with 0-1 constraint matrices as well, without any adaptation of the inequality given in Eqn.(11). This is an extra feature of the new cut over the capability of ordinary cover inequalities.
Although the comparison mentioned above indicates superior efficiency of the cardinality cuts over the cover inequalities, we have discovered that their functionality and efficiency may be further enhanced by slightly changing their definition and using them in a novel algorithmic approach. This leads to some significant improvements for the solution of large scale 0-1 integer programming problems. The next section reports these developments.
Redefinition, optimization and aggregation of the cardinality cuts
The inequality given by Eqn.(11) is a lifted version of that given by Eqn. (6) . We take a further step in this
direction and obtain what might be called the overlifted version of Eqn.(11), because lifting is done for the purpose of eliminating a certain set of feasible integer solutions from the solution space.
Let's consider the following revised version of (P2) defined by equations (7)- (10):
{0,1}
The optimal solution of this problem is a feasible solution for (IP). Also, ZINT LB = z 3 + 1 j j S c ∈ ∑ is a lower bound for the optmal objective function value of (IP). We call the following version of the cardinality cut the optimized cardinality cut:
Then, we state and prove the following proposition: 
Then the equality given in Eqn. (18) takes the following form:
After solving P4 with this constraint, the inequality of the optimized cardinality cut given in Eqn. (20) becomes:
The solution time of P4 is reduced as expected by using Eqn. This led to a further refinement of the approach and use of an unconventional way of aggregation of these cuts.
Consider two unidentical cuts; Cut1 and Cut2 represented by the two inequalities given below:
Cut1:
Cut2:
and Cut3 which is a combination of Cut1 and Cut2 as described below:
Cut3:
where:
, and . 
f are true by definition. Note that a variable fixed at 1 for solving P4 with Eqn.(21) in generating Cut 1, may be set at 0 in case of Cut 2, assigning this variable to the set of free (not fixed) variables for defining Cut 3.This means Cut3 alone makes a larger subset of feasible solutions of P1infeasible than Cut1 and Cut2 combined, and proves the claim. ■ Proposition 3 enables us to throw away Cut1 and Cut2, and solve P1 with only Cut3 added, and obtain a better upperbound as a result. Note that the aggregation can be repeated recursively for any number of times as long as and are not both empty. This gives us the opportunity to solve P1, define Cut1, then add Cut1 to P1 and re-solve, define Cut2, aggregate Cut1 and Cut2 to obtain Cut3, then replace Cut1 by Cut3, and re-solve P1, define Cut4 and aggregate it with Cut3 to obtain Cut5 which replaces Cut3, and so on until defining Cut(K), at which point we solve P4 to obtain an integer incumbent solution. Once this is done, Cut(K) becomes a permanent constraint of P1, we restart the process by solving P1 and defining Cut1 again.The basic advantage of this approach is to keep the number of added cuts low while obtaining significant reductions of the upperbound and keeping the number of variables of P4 under control. This approach seems to have significant potential value and will be discussed in more detail, including a formal algorithmic description, in Section 4. 
Comparison of Cardinality Cuts with Cover Inequalities:
We have used a subset of the multidimensional 0-1 knapsack test problems provided by Chu and Beasley [7] . These problems are inherently difficult, much like but not exactly the same with the market share problems presented by Cornuejols and Dawande [1] .The table below displays the results for the set of first 5 problems from 7 categories of test problems.
The experiments have been carried out on a 2.6GHz, 2xAMD Opteron server running Linux with 2 GB RAM.
The generation of the cardinality cuts has been embedded into the branch-and-cut framework of CPLEX Table 1 below. We report the results associated with the root node of the branch-and-cut tree only. In the table below, columns under CPLEX give performance data for cover inequalities, and columns under CC give the data related to cardinality cuts. INITIAL is the objective function value of the LP relaxation, and "improved" is the same bound after addition of cuts.
"improvement" is equal to INITIAL -"improved". Columns Cover Cuts and Cuts display the number of cuts generated by the two methods. LB is the best lower bound obtained for each problem from solutions of P2. GAP is equal to (improvement)/(INITIAL-LB).
We have devised a simple greedy heuristic to find effective cardinality cuts for the purpose of testing the cuts on these 0-1 programming problems as given below:
The Heuristic Algorithm:
Step 1: Solve P1 and define S 1 and S f and S 0 . If S f = φ, stop. The solution is integer optimal.
Otherwise let x 1 j for j∈ S f denote the value of the j th variable in the LP relaxation.
Step 2: Solve P2. Let x 2 j for j∈ S f denote the value of the j th variable in this solution..
Step 3 : Compute 
Some results with TSP problems:
We have also solved a few problems from the library of TSP problems from the following web page: TSPLIB (http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/) in our experiments. We have implemented the following simple algorithm: 0. Set INC = +∞ as the value of the incumbent tour. The solutions to P1 and P4 were obtained using CPLEX version 8.0.1 on the same server. Table 3 . Solution times for some TSPLIB problems Our attempts to solve larger problems were not successful due to excessive solution times for the subproblem P4.
Problem

Experiments with the Multidimentional Knapsack Problems
The cutting plane algorithm used to solve the multidimentional knapsack problems in this subsection uses the aggregated cardinality cut given in Eqn.(25). An outline of the algorithm is as follows:
0. Set INC = -∞ as the value of the incumbent solution, k=0, and assign a value to the aggregation frequency 1 K 100. Implementation of this algorithm on the Chu and Beasley (1998) problems gave the results listed in Table 4 below. We have used K=30,50,50 for problems with 100, 250 and 500 variables correspondingly. Table 4 . Solution times in CPU seconds for some ORLIB problems
The data in Table 4 . displays the time performance of the algorithm described at the beginning of this subsection (http://people.brunel.ac.uk/~mastjjb/jeb/info.html).
These problems are specially designed to be difficult to solve by branch and cut methods. Correlation between the objective function and the constraints, and the tightness of the constraints are the basic design parameters.
These parameters have different settings to create problems with varying difficulty. For more details, the web address given above may be seen.
In two cases (mknapcb3_30, mknapcb5_1) CPLEX stopped giving " out of memory" message without identifying the optimal solution.
The next set of experiments are carried out on relatively larger problems we have generated using our own pseudo random number generator. Multidimentional 0-1 knapsack problems were generated in the range of 1,000-20,000 variables and 25-100 constraints. The objective function coefficients are uniformly distributed integers between 0 and 500, the constraint coefficients are also uniform random numbers between 0 and 100.
Right hand side constants are obtained by multiplying the sum of the constraint coefficients corresponding to the constraint in question multiplied by a uniform random number between 0.1 and 0.90, and rounded to the nearest integer. Table 5 below displays the time performance of the algorithm given at the beginnig of this subsection together with time performance of CPLEX on ten relatively large problems generated as described above. The first column of the table shows the dimensions of problems. Second column is the cpu times for the algorithm that uses aggregared cardinality cuts, and the third column that of CPLEX. CPLEX stopped without finding the optimal solution with a "out of memory" message for the problems marked with stars in the Table 5 . Solution times for randomly generated large problems.
Conclusions and Comments
In this paper, the description and the proofs of validity of cardinality cuts are given in three stages. The first stage introduces the cut in its most crude form that may be considered as an integer rounding procedure. The computational experiments presented in section 3 provide evidence that these cuts may be more effective than cover cuts: the main force in "cut" part of the branch-and-cut routines.
The second stage is the optimization of cardinality cuts through integer programming. Solving relatively small subproblems by integer programming allowed the definition and use of a new generation of cuts that can cut off parts of the underlying polyhedron containing integer solutions that are not optimal. These cuts were used to solve a small set of TSP test problems from the literature. Very promissing computational results are displayed in Table 3 .
The third stage describes the development of the aggregated cardinality cut that can be used to solve considerably large problems by means of solving relatively small subproblems a few times by integer programming and adding an aggregated cut to the main problem after solving each subproblem. The last problem with 20,000 variables in Table 5 , for example, was solved by solving a 0-1 integer program with 242 variables and adding a single cut to the original problem. This may be an extreme case, although the number of cuts added never exceeded ten in any of the test problems in Table 5 .
Main feature of the approach is the use of the information obtained from the solution of the subproblem P4. The solution provides a potential incumbents and a cardinality cut that separates all solutions of this subproblem from the polyhedron representing the solution space of the original problem. The speed of reduction of the upper bound on the value of the optimal solution is remarkable especially in the case of aggregated version of the cuts.
The methods used in this study to solve TSP and multidimentional knapsack problems are quite universal.
They can be used for any problem that can be formulated as a 0-1 linear integer programming problem. To name a few: set covering, assignment problems with side constraints, scheduling and routing problems, graph coloring, maximum clique are among examples. The approach outlined above may be tailored easily to solve these problems.
Although the computational results presented in this study give strong indication that the methods proposed will expand the limits on sizes of problems solvable by integer programming, there is still need for more experiments.Trying different types of problems and the improving the performance of the methods are further research areas.
