Abstract. The pricing of collateralized debt obligations and other basket credit derivatives is contingent upon (i) a realistic modeling of the firms' default times and the correlation between them, and (ii) efficient computational methods for computing the portfolio loss distribution from the individual firms' default time distributions. Factor models, a widelyused class of pricing models, are computationally tractable despite the large dimension of the pricing problem, thus satisfying issue (ii), but to have any hope of calibrating CDO data, numerically intense versions of these models are required. We revisit the intensity-based modeling setup for basket credit derivatives and, with the aforementioned issues in mind, we propose improvements (a) via incorporating fast mean-reverting stochastic volatility in the default intensity processes, and (b) by considering homogeneous groups within the original set of firms. This can be thought of as a hybrid of top-down and bottom-up approaches. We present a calibration example, and discuss the relative performance of the framework.
Introduction
Portfolio credit derivatives have attracted considerable attention over the last decade among institutional investors due to the high demand for products that extract high yields from the default risk of firms. Multi-name credit derivatives, and in particular collateralized debt obligations (CDOs), provide a complex synthesis of risks associated with default events. The difficulty in the valuation of such financial derivatives is not only because of the large number of firms involved and the heterogeneity among their credit qualities, but also from the fact that the firms' default events often seem to exhibit significant and time-varying correlation.
There is already a large literature on CDOs concerning their financial purpose and the mathematical models used to determine their value. We present here an extension to the current methodology for correlating default intensities in an attempt to price CDOs and variants of this type. The pricing of multi-name credit derivatives requires (i) realistic modeling of the firms' default times and the correlation between them, and (ii) efficient computational methods for computing the portfolio loss distribution. Dynamic factor models, a widely-used class of pricing models in the literature, can be computationally tractable despite the large dimension of the pricing problem, thus satisfying issue (ii), but to have any hope of calibrating CDO data, numerically intense versions of these models have to be implemented.
In the approach we analyze here, we start from intensity-based models for default risk, and with the aforementioned issues in mind, we propose improvements (a) via incorporating fast mean-reverting stochastic volatility in the default intensity processes, and (b) by breaking the original set of firms into homogeneous groups.
The most widely-used framework for single-name default modeling is the intensity-based setup, in which the arrival of default of a firm is described by the first jump of a Cox process (or doubly-stochastic Poisson process). We refer to Lando (2004) for background and references. Extensions of this dynamic framework to multi-name credit derivatives were proposed by Duffie and Gârleanu (2001) , and more recently by Mortensen (2006) in the class of common factor models. We elaborate on this in the next section. Other approaches for pricing basket credit derivatives, such as Markov chain models were studied by Backhaus (2004, 2006) , Di Graziano and Rogers (2006) and Bielecki et al. (2006) . have proposed a stochastic volatility structural model for CDO valuation.
Let us also note that the aforementioned models are part of the bottom-up framework of multi-name credit derivatives pricing models, since we build the loss distribution from the distributions of the default times of the individual firms. On the contrary, top-down models describe directly the dynamics of the loss distribution of the portfolio without explicit specification of the constituent single name behaviors. The latter class of models are investigated by Errais et al. (2007) and Arnsdorf and Halperin (2007) , among others. The model we propose here can be viewed as intermediate between these approaches.
In what follows, we give a brief guided tour of factor models, introduce our homogeneous group structure and explain the computational benefits.
1.1. Review of Common Factor Models. We begin with a cautionary remark. Due to the sudden emergence of research papers on credit risk, and the simultaneous contribution of multiple authors on a specific subject, there is no set terminology for all pricing frameworks. The very term 'factor model' is used by various authors with different definitions, and sometimes it is meant to convey the idea of mixture (as in Frey and McNeil, 2003) or other times simply all models with certain independence assumptions (see Andersen and Sidenius, 2005) . We adopt the latter and revisit their properties below.
Factor models have been used for at least a decade, with the technical reports of Credit Suisse First Boston (1997) and Gupton et al. (1997) , where the notions of systematic and idiosyncratic credit risks were introduced. Loosely speaking, factor models assume that a firm's probability of default depends on two components: firm-specific (also known as idiosyncratic), and market-wide (referred to also as systematic). Additionally, the conditional default events of any two firms in the portfolio, given the systematic factors, are independent. These two assumptions are important in obtaining computationally tractable pricing expressions, as we see below.
Factor models can be separated into static models or dynamic models. Static models map the single-name default times to the joint distribution of default times using a copula. The most popular choice is the Gaussian copula introduced by Li (2000) , and we refer to Schönbucher (2003) and Hull and White (2004) for details. Extensions of this method were suggested in Andersen and Sidenius (2004) to incorporate random loss-given-default, and a multidimensional common systematic factor. In a more recent article, Andersen (2006) summarizes most of the copula-based factor models and concludes on their general equivalence.
On the other hand, dynamic models can provide the portfolio loss distribution process either from the single-name loss processes (bottom-up), without the need for an ad-hoc interdependence relation such as copulas, or by direct specification (top-down). As is usually the case in the bottom-up approach, we choose intensity-based models for the single-name default time process and we decompose the default intensity process into the sum of two other independent processes: idiosyncratic and systematic components. We put this in more concrete terms next.
1.2. Modeling Setup and Examples. Let (Ω, H, P) be a probability space, and suppose there are n Cox processes N i = (N i t ) ≥0 with non-negative (and non-trivial) intensity processes
Here, P is the risk-neutral pricing measure reflected by market prices of credit derivatives. We are not interested in the historical measure for our valuation problem. The process N i is dubbed the default process to denote that the first arrival from it signifies the default of firm i, for every i = 1, . . . , n. We define τ i to be the time of default of firm i, or τ i := inf{t > 0 : N i t > 0}. Then, if we define the filtration
which describes the history of the default intensity process of the ith firm, the default time τ i satisfies
We define the loss process L = (L t ) t≥0 by
which counts the number of defaulted firms until time t. The path t → L t starts from zero, is right-continuous, and it increases only by jumps of unit size (because there cannot be simultaneous defaults).
As we show in Section 3.1, the pricing of portfolio derivatives amounts to specifying the probability law of the process L, which we refer to as the loss distribution. We give some examples below of choices for the intensity processes and the resulting loss distributions to enhance our intuition about the loss process.
Example 1.1 (Deterministic and identical). If every default intensity process is deterministic (but time-dependent) and is equal to each other, i.e., we have λ 1 t ≡ · · · ≡ λ n t ≡ λ(t), the loss distribution is obviously binomial, with mass function m → P{L t = m} given by
, m = 0, . . . , n. (1.1) Example 1.2 (Independent and identically distributed). If the default intensity processes are independent and identically distributed, the loss distribution remains binomial, but the mass function now becomes
where the process λ = (λ t ) t≥0 is equal in distribution to the independent and identically distributed intensity processes λ 1 , . . . , λ n .
Example 1.3 (Independent). If the default intensity processes are independent but not necessarily identically distributed, the time-t loss distribution (P n (m)) m=0,...,n , can be built up by first selecting an arbitrary ordering of the firms. Then, let P k (m) be the probability of m defaults from the pool of k firms (k = 1, . . . , n) which can be calculated recursively via
for k = 1, . . . , n − 1, and
where p k is the probability the kth firm defaults by time t, or
This is the recursion algorithm suggested by Andersen et al. (2003) and Hull and White (2004) for the computation of the loss distribution. Notice that the distribution (P n (m)) m=0,...,n is always the same, regardless of the ordering of firms that is used for this recursion algorithm (but (P k (m)) m=0,...,k , k < n do not have to be).
Example 1.4 (Identical). If there is a common intensity process driving all Cox processes, i.e., there is λ = (λ t ) t≥0 with λ 1 t = · · · = λ n t = λ t a.s., the conditional loss distribution given the path of the common intensity (λ s ) s≤t is binomial as argued in (1.1). This implies then that Of course, the loss distribution is no longer binomial in general.
The assumption of independent default intensities as illustrated in Example 1.2 simplifies the computation of the loss distribution to the computation of a Laplace transform of the integrated intensity process. On the other hand, the situation described in Example 1.4 is simplistic as well, but, as a starting point for a more complicated approach, it is far from the unrealistic binomial case of Example 1.2. The computation of the loss distribution in the common intensity process of Example 1.4 may also be reduced to the computation of the Laplace transform of the integrated intensity process if we rewrite the probability in (1.2) as
Summations of this type where the terms have alternating signs are known as Euler-Maclaurin sums. As n increases, the evaluation of these sums becomes computationally intensive due to round-off numerical errors committed by subtracting large numbers that differ only in trailing decimals. Even though there exist efficient algorithms for accurate numerical computation of these summations, it is necessary to limit the number of firms in the portfolio, n, by 30.
(Also, there is a numerical error generated by the multiplication of large binomial coefficients with the small Laplace transform terms.) Obviously, this is a disadvantage considering that the typical size of the name pool is 125 (for the CDX and iTraxx indices) and up to 600 for bespoke CDOs.
Example 1.5 (Common Factor). The default intensity process λ i of firm i, i = 1, . . . , n, is decomposed into an idiosyncratic and a systematic component:
where X i and Z are positive and independent processes, and c 1 , . . . , c n are positive numbers. The processes X 1 , . . . , X n are independent, as well. With these assumptions, the marketwide behavior of default risk influences all firms increasingly with its c-coefficient, while there is also a firm-specific component to every firm's default time. The name-to-name correlation is imposed only through the dependence of each λ i on the market factor Z. Let us define U = (U t ) t≥0 to be the integrated systematic process, i.e., U t = t 0 Z s ds. When the processes X 1 , . . . , X n have the same law, the loss process is computed with the binomial distribution of Example 1.2, after conditioning on the path of the common process Z. This leads to
When the processes X 1 , . . . , X n do not, necessarily, have the same law (but are still independent), the conditional loss distribution is computed according to Example 1.3. Usual stochastic processes considered for the dynamics of X 1 , . . . , X n and Z are affine diffusions or affine jump-diffusions so that their integrated versions have closed-form, or nearly-closedform, expressions for the Laplace transforms required. This methodology was originally suggested by Duffie and Gârleanu (2001) , and it was later extended by Mortensen (2006) for a parsimonious calibration of the model.
Homogeneous Groups and Multiscale Stochastic Volatility Default Intensities
In this section, we detail our framework which comprises the partitioning of the firms into groups, and allowing for stochastic volatility in the firms' default intensity processes.
2.1. Homogeneous Group Structure. The two modeling situations that are described in Examples 1.2 and 1.4 are intuitively at opposite extremes. We take advantage of their computational efficiencies by breaking the large number of firms into a smaller number of groups and by linking the default intensities across the groups by a common factor. Assumption 2.1. There are k homogeneous groups of firms (k < n), and each of the n firms belongs in one group only. We denote by n i the number of firms in the ith group, i = 1, . . . , k.
Assumption 2.2. Within each group, the firms share a common intensity of default, therefore given a default from the group each (remaining) firm within that group is equally likely to be the defaulted one.
Let L i = (L i t ) t≥0 be the loss process corresponding to the firms of group i, i = 1, . . . , k, and obviously the total loss process L = L 1 + · · · + L k . For i = 1, . . . , n, we redefine λ i = (λ i t ) t≥0 to denote the default intensity process shared by the firms of group i.
Assumption 2.3. The default intensity process shared by all firms of the homogeneous group i, λ i = (λ i t ) t≥0 is given by λ
The idiosyncratic factors X 1 , . . . , X k are independent from each other and independent of the systematic factor Z. The processes X 1 , . . . , X k and Z are non-negative almost surely, and the parameters c 1 , . . . , c k are positive constants.
Assumptions 2.1 and 2.2 were also adopted by Frey and Backhaus (2004) in the context of a mean-field interaction model.
In our setup, the default times of the firms within a given group are heavily correlated since they share identical intensities, and the loss distributions of different groups are correlated through the common factor Z. As we shall see in the calibration section, the presence of the systematic factor enhances enormously the capability of the model to capture the data.
We define the integrated common factor U by
Then, the conditional mass function of the loss in the ith group is given by:
for m = 0, . . . , n i . The conditional distribution of the entire portfolio is then given by the convolution
where m = 0, . . . , n. (Recall also that for every i = 1, . . . , k, P{L i t = m | U t = v} = 0, for m ∈ {0, . . . , n i }.) The numerical computation of the nested sums is very intensive due to the large number of firms, n, and number of groups, k. Instead, we compute the conditional distribution of L t given U t from the distributions of L 1 t , . . . , L k t by inverting the conditional generating function:
A popular inversion method of the left-hand size of (2.4) is the fast Fourier transform (FFT) method which we use here and explain in Appendix A.2.
From (2.2) we see that we need to compute the Laplace transform of the integrated idiosyncratic component X i of the intensity process λ i . The class of affine continuous stochastic processes yield closed-form expressions for such expectations. We discuss such models and important extensions in the next section. Finally, the portfolio loss distribution is computed from
In Section 2.2, we describe our stochastic volatility default intensity process, and an asymptotic expansion, along the lines of Cotton et al. (2004) for interest rate derivatives, that leads to analytic approximations for the group loss distributions. CDOs have a complicated structure which we describe in Section 3.1, and we offer a calibration example from standardized index data in Section 3.2. The final Section 4 concludes and discusses areas for further research.
2.2. Stochastic Volatility in the Default Intensity Process. Volatility models are common in the fixed income literature, paralleling their equity counterparts. Stochastic volatility extensions on LIBOR and other interest-rate models have been suggested for pricing, and we refer to Musiela and Rutkowski (2007) for details. A different class of stochastic volatility models offer asymptotic approximations for the pricing functions for stochastic volatility driven by fast mean-reverting processes. Such models were studied in Fouque et al. (2000) for equity derivatives, and Cotton et al. (2004) for interest-rate derivatives. Here, we extend the latter framework of stochastic volatility models to the default intensity process.
Modeling the default intensity processes in a Cox process setup with a single-scale diffusion process was found to be inadequate in producing appropriate loss distributions to capture real data (see Duffie and Gârleanu, 2001; Mortensen, 2006) . In particular, the market-implied loss distribution exhibits longer tails than the ones corresponding to diffusion processes. Adding jumps yields satisfactory results. As we argue below, the introduction of stochastic volatility in the asymptotic approximation is enough to allow for a heavier tail in the loss distribution, which offsets the need for jump characteristics, and maintains closed-form expressions (up to multiscale asymptotic approximations) for the conditional loss distribution.
In a previous work (Papageorgiou and Sircar, 2007) we presented related asymptotic approximations for the prices of single name credit derivatives such as defaultable bonds, options on defaultable bonds, and credit default swaps using multiscale intensity models.
2.2.1. Fast Mean-Reverting Stochastic Volatility. Let us fix a group i (i = 1, . . . , k). The model for the two components of the default intensity process in (2.1) is described by the system of stochastic differential equations:
Here, W i and W Y i are Wiener processes such that
Due to the factor model Assumption 2.3 the Wiener process W Z is independent of W i and W Y i . The idiosyncratic intensity process X i is a square-root diffusion process with stochastic volatility; it is a mean-reverting process with rate of mean reversion α i , and level of mean reversionx i . The diffusion coefficient is driven by another mean-reverting process Y i via a function f i which we assume to be positive and bounded in order to (i) have strong solutions to (2.6), and (ii) to satisfy certain growth conditions needed for the proof of the approximation theorem later. The condition 2α ixi > f i (·) 2 is sufficient for X i to remain strictly positive, and the justification follows the one from the constant volatility case (see Feller, 1951) .
Notice the presence of the small positive number ε in (2.7) which makes Y i a fast meanreverting process (because then 1/ε is large). Furthermore, we choose to correlate X i and Y i not only through their Wiener processes, but also from the presence of X i in (2.7). We do so in this specific way to construct closed form approximations for the Laplace transforms of the integrated X i process. The systematic component, Z, is modeled as a square-root diffusion with constant volatility σ z .
Asymptotic Approximation.
We start with the Laplace transform of T t X i s ds that is used to compute the conditional (on the common factor Z) group loss distribution and then the total loss portfolio loss distribution in Section 2.3. In what follows we simplify the notation for the processes involved and instead of X i and Y i we write X and Y , respectively. The stochastic differential equations (2.6) and (2.7) remain the same with the appropriate drop of the index i.
We construct an approximation to the type of expectation in expression (2.2):
The function u satisfies the partial differential equation (PDE) Lu(t, T, x, y; m) = 0, t < T, x ∈ R + , y ∈ R, (2.9)
Recall that in the absence of stochastic volatility, that is, f (y) ≡ σ > 0, the expression for u in (2.8) is given by
where A and B satisfy the ordinary differential equations (ODEs):
Using the initial condition A(0) = 1 and B(0) = 0 we have the solutions to these ODEs:
2m(e γs − 1) (α + γ)(e γs − 1) + 2γ , (2.12)
For more on the affine characterization of SDEs and their resulting Laplace transforms, we refer to Brigo and Mercurio (2006) .
Initially, we are interested in an expansion of the form
where each term u 0 , u 1 , . . . is independent of ε. We will describe the sense of convergence as ε ↓ 0 in Theorem 2.5.
We plug (2.14) into the left-hand size of (2.9) and since x > 0, the 1/ε terms yield the ODE L 0 u 0 = 0. We choose u 0 not to depend on y, i.e., u 0 (t, T, x, y; m) = u 0 (t, T, x; m), since all other solutions grow unreasonably as |y| → ∞ (see Fouque et al., 2003) . Similarly, the 1/ √ ε terms of the expansion of (2.9) yield a similar ODE: L 0 u 1 = 0, after recognizing that L 1 takes a derivative in y, which makes L 1 u 0 = 0 because u 0 does not depend on y. Therefore, we choose u 1 not to depend on y, or u 1 (t, T, x, y; m) = u 1 (t, T, x; m).
The ε 0 terms of the expansion of (2.9) yield the ODE
and since u 1 does not depend on y it simplifies to
This ODE is a Poisson equation in u 2 with respect to y, and in order for it to have a solution the right-hand size of (2.15) needs to satisfy the Fredholm alternative (or centering condition):
Here the angle brackets · denote integration with respect to the invariant distribution of the process that has L 0 as its infinitesimal generator-namely an Ornstein-Uhlenbeck process, which has the Gaussian distribution with meanȳ and variance ν 2 .
Since x is strictly positive and u 0 was chosen not to depend on y the centering condition (2.16) leads to the PDE problem
where
As we noted in (2.10) this PDE paired with the terminal condition u 0 (T, T, x; m) = 1, has solution
where A and B were defined in (2.11) and (2.12) after replacing the term σ 2 with σ 2 .
For the expression of the u 1 term, we rewrite (2.15) as
Then we set ϕ to be a solution of the ODE
The √ ε terms of the expanded (2.9) yield the Poisson equation in y for u 3
the centering condition of which is
because x > 0. Since we chose u 1 to be independent of y, and by using the ODE (2.19) for u 2 we rewrite the centering condition as
where the operator A is given by
Finally, because of the definition of ϕ in (2.20), the right-hand side of (2.22) becomes
By introducing the notationũ 1 := √ ε u 1 , letting V 1 := √ ε ρν f ϕ / √ 2, and observing from (2.18) that ∂ 3 u 0 /∂x 3 = −B 3 u 0 , we write the following PDE problem forũ 1 stemming from the PDE (2.22)
To solve the PDE (2.23) we take advantage of the fact that u 0 satisfies the similar problem (2.17). Hence, we make the ansatz
and we get the ODEs for D 1 and D 2 by separating in (2.23) the x-terms and the terms independent of x: (2.27) where A and γ were defined in (2.11) and (2.13) (replacing σ 2 by σ 2 ). The solution of (2.26) for D 2 is given by
where B was defined in (2.12) and h(s) := (α + γ)(e γs − 1) + 2γ.
The approximation of u as defined in (2.8) up to terms of order ε is denoted by u ε and is given by
with A and B defined in (2.11) and (2.12) with σ 2 replacing σ 2 .
Remark 2.4. Notice that the asymptotic approximation for u up to terms of order ε does not depend on the current level of the fast mean-reverting process Y , i.e., on Y t = y. Instead, the parameters of the process Y appear only in the definition of the parameter V 1 , which we will call an aggregate parameter.
2.2.3. Accuracy of the Approximation. Regarding the order of approximation, we state the asymptotic behavior of u ε as ε → 0 in the following theorem.
Theorem 2.5. For fixed 0 < t < T , fixed x, y ∈ R, m = 1, 2, . . ., and for every ε ≤ 1, there exists a positive constant c < ∞ that depends on (t, x, y) but not on ε such that
where u is defined in (2.8) and u ε in (2.29).
Proof. Recall the defining problem for the u 2 term in (2.19), and let us define the higher order term u 3 of the asymptotic expansion (2.14) via the PDE problem
This PDE is derived from the order √ ε terms of the expansion of the PDE (2.9) by (2.14) and the centering condition (2.21).
Let us define now the higher order approximation to u:
u ε (t, T, x, y; m) := u ε (t, T, x; m) + ε u 2 (t, T, x, y; m) + ε 3/2 u 3 (t, T, x, y; m), and we form the error term Q(t, T, x, y) := u ε (t, T, x, y; m) − u(t, T, x, y; m).
Notice that Q satisfies the PDE
since u satisfies the defining PDE problem (2.9), and u 0 , u 1 , u 2 , and u 3 are defined by the equations (2.17), (2.22), (2.19), and (2.30) respectively. Observe furthermore that
Then the probabilistic equivalent of the error term Q that satisfies (2.31) is
Since the function f was assumed to be positive and bounded we can choose ϕ in (2.20) to be growing at most linearly in |y|. This is an important property of solutions of Poisson equations, and we refer to Lemma 4.3 of Fouque et al. (2003) for a detailed proof. The process X remains strictly positive at all times under our assumptions on f i , α i ,x i , and so the discounting term exp{− T t X s ds} is always between zero and one. We showed in (2.24) that u 1 depends on x not only through its discounting term exp{−Bx} but also through a simple multiplicative relation. It can be easily shown (a matter of algebraic computations in the defining PDEs (2.19) and (2.30)) that the higher order terms u 2 and u 3 also depend on x through the discounting term exp{−Bx} and a polynomial fashion, that is, they can be expressed as
Therefore, u 0 , u 1 , u 2 , and u 3 can be bounded by smooth functions of x. Notice now that the right-hand side expressions of the defining Poisson equations for the higher order terms u 2 and u 3 in (2.19) and (2.30) grow at most linearly in |y| because either of their dependence on ϕ, or the fact that they are ODEs in y. Therefore, we can choose u 2 and u 3 as well to grow at most linearly in |y|. This shows that Q 1 and G grow at most linearly in |y|, are bounded by smooth functions of x, and that Q 1 is bounded by a smooth function of time t as an ODE in y. (The term G does not depend on t.)
Then we have by the triangle inequality (and suppressing the notation at places)
for some constants c 1 , c 2 , which depend on the parameters, but not on ε. This completes the proof.
2.2.4. Positivity Preserving Asymptotic Approximation. The asymptotic approximation u ε in (2.29) may become negative for certain values of the aggregate parameter and large maturity T . Of course, this is normal due to the type of the approximation, but it is a disadvantage nonetheless. To account for this problem, we follow , and we instead assume a multiplicative asymptotic perturbation for u in (2.8) of the form u ε (t, T, x, y; m) =û 0 (t, T, x, y; m)[1 + tanh( √ εû 1 (t, T, x, y; m))].
The termsû 0 andû 1 are defined so that u ε (t, T, x; m) =ū ε (t, T, x, y; m),
i.e., u 0 + √ ε u 1 =û 0 (1 + √ εû 1 ), which yields the new approximation for u:
This expression remains positive for all values of V 1 and every time t ≤ T , by construction. Note also that the functions D 1 and D 2 as defined in (2.27) and (2.28) are directly proportional to V 1 .
The approximation of u byū ε is of the same order as by u ε as given in Theorem 2.5. Notice that for small x we have tanh(x) ≈ x − x 3 /3 which then gives for fixed t, T, x, m the following approximationū
Finally, we have
where we used Theorem 2.5.
Summary and Effects of Stochastic Volatility on Loss Distributions.
Using the asymptotic approximationū ε as given in (2.32) for u (defined in (2.8)) we provide an approximation for the conditional probability loss density of a group via (2.2), or
The functions D i 1 and D i 2 are defined in (2.27) and (2.28) respectively, modified appropriately to reflect the use of the parameters from the processes X i and Y i (in place of the generic parameters of X and Y ). Note also that X i 0 = x i . The total portfolio conditional loss distribution is obtained from the numerical inversion of the conditional generating function (2.4), while the distribution of U t is taken from the numerical inversion of its characteristic function. Both numerical inversions are done using the fast Fourier transform algorithm. Even though the generating function inversion procedure seems more complicated than the convolution computation (2.3), it is dramatically faster, on the order of 50 times for five equally-sized homogeneous groups of 25 firms per group. See Appendix A for more. Finally, the loss distribution is obtained from the numerical evaluation of the integral (2.5).
Remark 2.6. We remark that the recursion algorithm proposed by Andersen et al. (2003) and Hull and White (2004) (illustrated in Example 1.3) is not applicable here because the grouping does not simply reduce the problem to the sum of conditionally independent Bernoulli random variables. Therefore, we need to use inversion of the generating function to obtain the conditional loss distribution of the sum of the random variables L 1 t , . . . , L k t , given the integrated systematic factor U t . Figure 2 .1 exhibits the effect of the stochastic volatility approximation on the probability loss distribution of a group of n i = 20 firms with identical default intensity processes X i as given in (2.6) and stochastic volatility process (f i (Y i t )) t≥0 and systematic intensity process Z. The parameters used are listed in the caption of the figure. Notice that the stochastic volatility correction allows for the mass of the distribution to be shifted to the right, which is vital for the calibration of the model to market data.
The presence of stochastic volatility in our approximation is also present in the loss process for the entire portfolio as shown in Figure 2 .2 which shows the probability mass function m → P{L t = m} from the formula (2.5) with five equal-sized groups (k = 5) of 25 firms (n 1 = · · · = n 5 = 25) for a total of 125. Notice again the mass-shift in the density function compared to the constant volatility case (no correction). The presence of five independent groups results into a lower peak and thicker tail of the density function. This feature allows the model to fit real data very adequately as we will see in the fitting results of Section 3.2. 3. CDOs and Calibration to CDX Data 3.1. CDO Mechanics. We are interested in pricing the tranches of a CDO. Let K 1 and K 2 be the attachment and detachment points of a tranche, or in other words, the endpoints of the range of percentage losses the contract is providing insurance for. The Dow Jones standardized indices CDX and iTraxx have five benchmark tranches, the attachment and detachment points of which are given in Table 3 .1. The first tranche is referred to as equity, since it is the riskiest and requires the highest premium. The last tranche is called senior and in almost all cases it is of very high credit quality. Finally, the three intermediate tranches are called mezzanine tranches. Obviously, the insurance premia are decreasing across the tranches, with the equity tranche having the largest premium, and the senior tranche the smallest.
The tranche loss function [K 1 ,K 2 ] with attachment and detachment points K 1 and K 2 is defined as 
0% 3% 3% 7% 7% 10% 10% 15% 15% 30% iTraxx 0% 3% 3% 6% 6% 9% 9% 12% 12% 22%
We assume that each firm has the same notional amount in the portfolio, which without loss of generality we take to be $1/n. We also assume a deterministic recovery δ ∈ [0, 1), that is, the loss to the portfolio from each default is $(1 − δ)/n. Then the portfolio loss at time t is given by
There are two counterparties in a CDO agreement. The protection buyer (usually institutional investors) of the [K 1 , K 2 ] tranche enters into the contract and purchases insurance against any losses between K 1 % and K 2 % of the total notional of the portfolio over the time period [0, T ]. The protection buyer makes M periodic payments at times t 1 < t 2 < · · · < t M = T , which for the case of CDX and iTraxx are quarterly, i.e., t 1 = 0.25, t 2 = 0.5, and so on. The protection seller (usually an investment bank or the originator of the original pool of securitized assets) receives the payments, and in return will compensate the protection buyer as agreed. Hence, the pricing of the tranches of a CDO is the specification of the constant coupon rate the protection buyer will pay to the protection seller on every payment due date. This coupon for the mezzanine and senior tranches (but not equity) is given by (see Lando, 2004 , for the CDS case which is easily adaptible to CDO spreads)
For the equity tranche it is standard to assume that there is an up-front fee in the inception of the contract paid to the protection seller by the protection buyer plus a fixed running premium s of 500 basis points (bps) or 5% of the tranche notional K 2 − K 1 = K 2 . Therefore if we define the up-front fee as the fraction s eq of K 2 , we have
3.2. Dow Jones CDX Fitting. To exhibit the implementation of the combination of stochastic volatility default intensity models with the homogeneous group structure, we fit the five-year Dow Jones CDX index tranche spreads.
The Dow Jones CDX is a credit default swap (CDS) index introduced in 2003, and is composed of 125 equally-weighted North American corporations of investment grade credit rating. The firm-components are chosen from seven financial market sectors, and the index is interpreted as the average insurance premium required for protection against the default of an investment-grade company within five years. (There are also seven-and ten-year versions of the index but the five-year CDX quotes are the most liquid.) In order for the index to reflect the most up-to-date corporate representation, and reflect accurately the credit risk environment, the composition of the index is re-examined frequently and firms are added or removed according to certain eligibility criteria. In particular, a new CDX series is introduced every six months on March 20 and September 20 of each year (or the next business day if the pre-specified day is on a weekend, or a holiday as designated by the New York Stock Exchange).
We perform a calibration and give analytic details on the tranche prices of the Series 7 Dow Jones CDX index (ticker symbol DJ.CDX.NA.IG.7) for October 31, 2006 as shown in the first two rows of Table 3 .3. Also, for comparison purposes, we provide the fitting results on the Series 4 CDX index for August 23, 2004 (which are not calibrated to real market data, though) and compare it against the results of Mortensen (2006).
Let us note that the credit quality of the CDX index has been improving with every new series that is introduced, as shown from the spread data in the first two rows of the Tables 3.3 and 3.5. As a result, both the overall level of the tranche spreads and their bid/ask spreads are decreasing, and for this reason we choose to illustrate the calibration results for both credit environments that are roughly two years apart.
3.3. Calibration Method. We apply the homogeneous group structure framework to assign the 125 components of the CDX index into separate groups that will describe the credit quality of the portfolio in more detail. We choose seven groups of firms with their sizes listed on the titles of the plots of Figure 3 .1. The first group is comprised of the 8 firms with the smallest 5-year CDS spreads, the second group has the 10 firms with the next smallest spreads, and so on. Figure 3 .1 gives the breakdown of the 125 firms into the seven groups according to their 5-year CDS spread. The last two groups (groups 6 and 7) represent the above average credit-risk firms (when compared to the overall average of the CDX index), whereas the remaining firms are classified into five groups with relatively small default-risk. The default intensity processes λ 1 , . . . , λ 7 as given in (2.1) for the seven homogeneous groups will have term structure given by the average 1-, 3-, 5-, 7-, and 10-year CDS spreads of the firms within each group. These term structures on October 31, 2006 are given in Figure 3 .2.
Since the default intensity process λ i is decomposed into an idiosyncratic, X i , and a systematic risk factor, Z, we will calibrate the common market-risk factor against the CDX index spread, i.e., the coupon that is paid for protection against the entire index (or the 0-100% tranche). The term structure is plotted in Figure 3 .2 (dashed line). Notice that it is available only in 3-, 5-, 7-, and 10-year quotes. Assuming a piecewise constant hazard rate, we construct the survival term structure for each of the groups and the CDX index. The term structure is given in Table 3 .2, and notice that groups 6 and 7 are considerably riskier than the rest consistent with the average CDS There are 46 free parameters in the loss distribution expressions: α 1 , . . . , α 7 , σ 2 1 , . . . , σ 2 7 , x 0,1 , . . . , x 0,7 ,x 1 , . . . ,x 7 , V 1,1 , . . . , V 1,7 , c 1 , . . . , c 7 , α z , σ 2 z , z 0 ,z, and only five tranche spreads, so our model is, obviously, over-parameterized. As ill-conditioned as this might look, it is rather a typical situation when a rich modeling framework is used for the pricing of basket credit derivatives. For instance, the total number of parameters to be estimated in the model proposed by Mortensen (2006) is 6 + 7n (before making the dimension reduction by considering equal parameters among the processes for different firms).
As such, this is not a disadvantage of the proposed setup because we explicitly allow for separate dynamics within each homogeneous group. Fundamentally, this is an improvement over the case where each underlying firm in the pool of the 125 names would have its own dynamics. By separating firms of similar credit risk (as measured by their 5-year CDS spread) and modeling their aggregate credit risk within their homogeneous group we obtain more accurate estimates of their default probabilities rather than assuming the existence of a unique specification of each firm's credit risk.
The calibration exercise is especially sensitive to the method used for backing out the estimates of the model's parameters from the market data. From the survival curves of Table 3 .2 we estimate the long-run levelsx 1 , . . . ,x 7 of the seven intensity processes by dividing the 10-year hazard rate with the size of the group, i.e., x i = λ i 10 /n i . This is because in the ith homogeneous group the "average" default intensity curve t → λ i t represents the default intensity of the first default time τ among the n i firms, thus the survival probability described by the survival curve is
We estimate the long-run level of the common intensity factor,z, from the 5-year hazard rate of Table 3 .2, and with this we estimate the "correlation" parameters c 1 , . . . , c 7 of the idiosyncratic and market factors by c i = x i / z. Such an estimator assigns large values to the higher default-risk groups because high-risk firms are more correlated to the overall state of the economy.
The starting values of the default intensity processes, x 0,1 , . . . , x 0,7 , z 0 , are set equal to the estimated 1-year hazard rate. Since there is no data point for the 1-year quote of the CDX index, we linearly extrapolate from the 3-and 5-year quotes of the hazard rate. Ideally, we would like to obtain the estimates of the starting values x 0,1 , . . . , x 0,7 from the relationship λ i 1 /n i = x 0,i + c i z 0 , but this is not feasible for the present dataset, as some of the resulting estimates are either too small, or even zero. We fit the tranches with the remaining parameters, after setting the recovery rate, δ, equal to 0.35, and the risk-free interest rate, r, equal to 0.05. The results of the fitting are shown in Table 3 .3 and the parameters used are listed in Table 3 Table 3 .3 we see that the proposed setup with seven homogeneous groups and the calibrated parameters shown in Table 3 .4 fits the equity and the three mezzanine tranches very well, each within one bid/ask spread deviation or less. The senior tranche (15-30%) is underpriced; the model computes a premium of less than one tenth of a basis point for protection against losses in that range, while the market quote was 3.43 basis points. Considering the bid/ask spread of one basis point, this deviation is rather large. Past results regarding CDO pricing with intensity-based models (see Duffie and Gârleanu, 2001; Mortensen, 2006) have indicated that pure-diffusion models for the default intensity process are not able to generate loss distributions with the market-implied characteristics. This characteristic is simply the longer tails required for the probability mass function of L t resulting from high-correlation situations.
However, we find that this remark applies only marginally to the present framework. Indeed, if that was the case the other tranches would have been considerably mispriced as well, since this is exactly the behavior of a pure-diffusion model as Mortensen (2006) notes in the calibration example (early peaks and thin tails of the loss distribution). Furthermore, the presence of the stochastic volatility correction term in the Laplace transform, required for the computation of the conditional probability mass function, introduces additional control over the probability density of the mid-range number of losses, but does not affect the probability of a small number of defaults.
The most important feature of the proposed framework is the categorization of the portfolio of firms into groups with homogeneous characteristics. As aggregate as it seems, modeling the firms' default intensities as a single process as long as they belong in the same homogeneous group is more accurate, in terms of analyzing the overall credit risk of the portfolio, compared to some other pricing methodologies that are used in practice.
In applications of factor models to the pricing of CDOs, the inevitable simplifying assumption (or, compromise) is to consider that all firms' idiosyncratic components of the default intensity processes are, statistically, the same. This is done by setting all, or almost all, the parameters equal to each other and thus using the common ones to fit the tranche spreads to the market observed. The reason for this is to reduce the number of free parameters available for calibration, and hopefully use an optimization program for the minimization of an error measure.
The credit quality of the 125 firm-constituents of the Dow Jones CDX index, as measured by their 5-year CDS spread, can vary considerably (see top panel of Figure 3 .1 for an example on October 31, 2006) and they should not be considered homogeneous. Dealer quotes for the tranches of CDX or iTraxx are, almost exclusively, computed by models having the assumption of a single idiosyncratic component among all the 125 processes. This mollifies the effect very high-risk firms have on the portfolio loss distribution, thus attributing the overall default risk evenly among all the firms, or, worse, to the systematic factor component of the default intensity. In turn, this attributes a larger-than-real weight of the default probabilities to the common market factor, which overestimates the probability of many defaults, which consequently prices the senior tranche very highly.
Therefore, the overly-simplistic assumption of extreme homogeneity of the idiosyncratic components of the default intensity explains, partially, the large premia of senior and supersenior tranches (i.e., the 15-30% and 30-100% tranches for CDX and the 12-22% and 22-100% tranches for iTraxx) we see in data. This is in accordance with Duffie and Gârleanu (2001) where, even though the asymmetrical information of the underlying assets is alleviated by the tranching of losses, there is still a considerable liquidity premium for the virtually improbable losses. This premium associated with the senior and super senior tranches is exogenous to the default premium dictated by pricing models. Sircar and Zariphopoulou (2006) reach the same conclusion via an alternative pricing approach using utility valuation.
We stress the fact that the breakdown of the 125 names in seven groups of variant credit risk explains the tranche spreads very closely, and is offered for the pricing of CDOs, and particularly bespoke CDOs, where a more inhomogeneous pool of firms (including speculative grade firms) is usually used.
We perform, also, a fitting example on the Dow Jones CDX tranches from August 23, 2004, and compare against the fitting of Mortensen (2006) . The results are given in Table 3 .5 and the parameters are listed in Table 3 .6. Let us note that Mortensen (2006) uses the U.S. swap curve for the default-free interest rate, instead of our constant r = 0.05, but keeps δ = 0.35. It is not surprising that the model of homogeneous groups with stochastic volatility fits the equity and mezzanine tranches considerably better than all the other models, since it has many more free parameters that govern the dynamics. However, even after an exhaustive survey of the model's free parameters, the senior tranche remains underpriced which attests to the aforementioned argument of the existence of an additional premium included in the senior tranche spread.
3.5. Effect of The Parameters on The Tranches. Even though there are many more parameters in the present modeling setup than other frequently used models, there are general heuristic interpretations for all of them which makes the calibration of the model feasible. We list below the effect of the parameters on the tranche spreads, and the general rules that are derived from them:
Number of groups and group size, n i : The number of groups and the number of firms per group are directly associated with the thickness of the tail of the loss distribution. Due to the required computation of the conditional probability mass function (2.33) for every group, we limit the size of each group to less than or equal to 30, in order to avoid the large numerical error that is inherited from the Euler-Maclaurin alternating sum. Therefore, we require at least five homogeneous groups for a 125-firm portfolio such as the pools of the CDX and iTraxx indices. In practice, we need around seven groups, at least one of which needs to have large variance and large positive V 1 parameter in order to extend the tail of the distribution.
Average volatility, σ 2 i : As with a regular square-root diffusion process, the larger the volatility coefficient, the wider the loss distribution is spread. V 1,i parameter: The effect of the fast mean-reverting stochastic volatility aggregate parameter is to move mass within the loss distribution and alter its tail. Notice that in the calibrated results both positive and negative values of the aggregate parameter are required to control the middle part of the portfolio mass function efficiently. (See also Figure 2 .1 for the effect of the aggregate parameter on the single-group loss distribution.) Systematic factor parameter, c i : The systematic factor correlation parameter expresses the dependence of the group default intensity on the common market-wide intensity process, Z = (Z t ) t≥0 . Large values of c i dampen the effect of the idiosyncratic default component and increase the default intensity.
The effect of the remaining parameters α i ,x i , x 0,i is intuitive. For the calibration procedure we perform the following steps iteratively:
(1) We choose an allocation of the 125 firms in the seven groups, with the last two groups having the largest size (which also represent the highest risk firms). (2) Once the parametersx 1 , . . . ,x 7 , x 0,1 , . . . , x 0,7 , c 1 , . . . , c 7 have been estimated, (3) we assign large enough values to the stochastic volatility approximation aggregate parameters V 1,1 , . . . , V 1,7 to bring the model spreads within 3 bid/ask spreads from the data quotes, and then (4) we change the remaining parameters α 1 , . . . , α 7 , σ 2 1 , σ 2 7 to improve the fit, and return to step 1, if needed.
Conclusions
We present a new method for the computation of the loss distribution for a large pool of firms which is necessary for the pricing of CDOs and variants of this type.
In particular, we introduce two practical implementations for the derivation of the loss distribution in a common factor model framework. Firstly, we allow for the categorization of the firms into groups of identical default intensity processes. This describes the granularity of the overall credit risk of the portfolio in more detail as we argued in Section 3.4.
Secondly, we offer an asymptotic approximation for the loss distribution by incorporating a fast mean-reverting stochastic volatility process in the default intensity process. We do so in order to produce a similar effect on the loss distribution as do the jump-diffusion models of Duffie and Gârleanu (2001) and Mortensen (2006) -namely shift the mass of the loss distribution towards the right. However, unlike the aforementioned sources, the asymptotic approximation terms are given in closed form, thus reducing considerably the computational burden associated with the final Fourier transforms.
There are several practical issues plaguing the calibration of CDO models, and even though the suggested seven-group model for the Dow Jones CDX index calibration is overparameterized, the proposed fitting methodology points to the right direction. For instance, rarely are complete data regarding the 125 firm constituents of the CDX index available. The homogeneous group assumption mitigates the incomplete CDS term structure a considerable amount of the firms have, and instead allows for an "average" and representative CDS term structure to be allocated to each of the groups. Furthermore, the calibration of the model is data-driven: the parameters that are most responsible for fitting the equity and the first two mezzanine tranches spreads are estimated from data, namelyx 1 , . . . ,x k , x 0,1 , . . . , x 0,k , and c 1 , . . . , c k . The aggregate stochastic volatility parameters V 1,1 , . . . , V 1,k are especially important for raising the tail of the loss distribution, and thus fitting the last mezzanine and (maybe) senior tranches. The remaining free parameters of the model that are shown in Tables 3.4 and 3.6 are secondary in their selection and can be chosen usually within a few iterations of the above calibration algorithm.
Let us note also that once a model has been calibrated against a set of data, such as the CDX index, the fitted parameters may be used for the pricing of other derivatives that use the same parameter information, such as CDOs or bespoke CDOs. In particular, if the firm pool of a CDO has common constituents as the CDX index firm pool, then with appropriate groupings we can use the fitted parameters from the processes of the CDX index as estimates for the parameters for the default intensity processes of their CDO counterparts.
Additionally, most of the proposed pricing models in existence make simplifying assumptions regarding the idiosyncratic components of the default intensity process of each firm, usually by making the idiosyncratic parts of these processes have the same parameters, in order to reduce the number of parameters that need to be estimated from data. As shown in Mortensen (2006) , this leads to the overestimation of the importance of the systematic component in the default intensity, and subsequently to the mispricing of tranches, and especially the senior one. The homogeneous group setup illustrates the consistent overpricing of the senior tranches, and indicates the existence of a large liquidity premium.
The model presented can be seen also as being between the top-down and the bottom-up credit pricing frameworks, since the single-name components are treated only as aggregate inputs in the specification of the loss distribution. The focus of present problems in multiname credit derivatives seems to be shifting towards the pricing of options on CDOs and other exotic derivatives. This involves more elaborate characterization of the joint distribution of default times, and not just the convolution of the marginal conditional loss distribution given the systematic factor that we used above. The methodology to address the pricing and hedging of these complex derivatives is still largely in development-mainly using top-down models-and it remains to be seen how well the present bottom-up models will integrate with it.
