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a b s t r a c t
We introduce a new kind of cyclotomy over a cartesian product R
of finitely many finite fields, which generalizes the classical cases
of only one or two fields. We describe the orbits corresponding to
this cyclotomy and, to a great extent, we determine the arithmetic
corresponding to these orbits in the group ring ZR, i.e. given three
orbits A, B and C , we study howmany ways there are of expressing
an element of C as a sum of two elements of A and B. In particular,
we obtain the cyclotomic numbers in a variety of interesting cases.
We exhibit some applications of this cyclotomy to the construction
of combinatorial structures with nice groups of multipliers. More
precisely, we produce an infinite family of divisible difference sets
with new parameters, another family of relative difference sets,
as well as some infinite families and some sporadic examples of
partial difference sets. We also obtain both infinite families and a
sporadic construction of three-class association schemes.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The theory of cyclotomy dates back to Gauss and has a number of applications in number theory.
More recently, it has proved useful in more applied fields such as coding theory and cryptography.
The realm of combinatorics has also benefited from the use of cyclotomy, which can be applied for
example to the construction of difference sets. We refer the reader to the classical books by M. Hall Jr.
[9] and Storer [17] for an exposition.
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Initially, cyclotomy was developed over fields of prime order, but the same theory applies to finite
fields in general as well. Let F be a finite field with q elements. Then every choice of a primitive root θ
of F and a divisor e of q − 1 defines a cyclotomy over F , whose goal is to obtain the values of the so-
called cyclotomic numbers (i, j) for all 0 ≤ i, j ≤ e− 1. By definition, (i, j) is the number of solutions
(x, y) to the equation 1+ x = y, where x = θ i+se for some s and y = θ j+te for some t . In other words,
if we consider the subgroup H = 〈θ e〉 of F× and Ci = θ iH is the coset of θ i with respect to H , then
(i, j) is the number of solutions (x, y) to the equation 1+ x = ywith x ∈ Ci and y ∈ Cj.
The first attempt to extend cyclotomy to rings R other than fields was made by Whiteman in [21].
He deals with the case that R = Z/pqZ, where p and q are distinct odd primes, and takes e to be
precisely the greatest common divisor of p − 1 and q − 1, not an arbitrary divisor of it. The group
of units R× is not cyclic this time, but if we take an element g ∈ R× which is a primitive root when
considered both modulo p and modulo q, then the quotient of R× by the subgroup H = 〈g〉 is cyclic
of order e. Thus for some x the cosets of H can be written as Ci = xiH , i = 0, . . . , e− 1. This makes it
possible to define the cyclotomic numbers (i, j) as in the case of fields. Whiteman used this cyclotomy
in order to construct difference sets over Z/pqZ. In the above-mentioned book by Storer, this kind of
cyclotomy is presented in the more general situation that R = Fq × Fq′ is a cartesian product of two
fields of different odd characteristic. If θ and θ ′ are primitive roots for Fq and Fq′ , respectively, then
the cyclic subgroup H = 〈(θ, θ ′)〉 of R× yields a cyclic quotient of order e = gcd(q − 1, q′ − 1) and
we can proceed as in the previous cases. At the end of his book, Storer asks for a more general theory
of cyclotomy allowing e to be any divisor of gcd(q− 1, q′ − 1).
In [18] Storer himself indicates how to introduce cyclotomy in a cartesian product R = Fq1 ×· · ·×
Fqn of finite fields such that gcd(qk − 1, q` − 1) has the same value e for all k 6= `. If θk denotes a
primitive root of Fqk then the quotient group of R
× by H = 〈(θ1, . . . , θn)〉 is a direct product of n− 1
copies of the cyclic group of order e. For this reason, in this case the cosets of H are not indexed from
0 to e− 1, but with tuples (i1, . . . , in−1)with 0 ≤ ik ≤ e− 1. Thus we get cyclotomic numbers of the
type (i1, . . . , in−1; j1, . . . , jn−1). However, this general cyclotomy seems to have been treated in detail
only for the case that n = 3, see [19]. In [12] Kutzko developed the basics of a theory of cyclotomy
over finite rings in which every ideal is principal. As already revealed by the previous discussion, the
key is to choose a subgroup H (cyclic or not) of the group of units of R and consider the corresponding
cosets. For every pair of cosets σ and τ , we can define the cyclotomic number (σ , τ ) as the number of
solutions to the equation 1+ x = ywith x ∈ σ and y ∈ τ . If the quotient group R×/H is decomposed
as a direct product of cyclic groups, then we can define cyclotomic numbers with integer arguments,
as in the cases above.
In this paper we study a new kind of cyclotomy over a cartesian product R = Fq1 × · · · × Fqn .
Following the usage in the literature, we refer to this type of rings as Galois domains, even if they are
not domains in the usual algebraic sense. This cyclotomy, which we call standard cyclotomy, can be
introduced for every divisor e of gcd(q1− 1, . . . , qn− 1)without any restrictions on the cardinalities
of the fields. In order to define the standard cyclotomy, we choose a primitive root θk in Fqk for every
k = 1, . . . , n and then consider the subgroup
H = {(θ r11 , . . . , θ rnn ) |
n∑
k=1
rk ≡ 0 mod e}. (1)
The important fact about this subgroup is that, even if it is not cyclic, the corresponding quotient
group R×/H is cyclic of order e. For this reason, we can define the cyclotomic numbers (i, j) for
0 ≤ i, j ≤ e − 1, as in the classical cases of only one or two fields. As a matter of fact, the standard
cyclotomy coincides with the classical cyclotomy in these two particular cases. Just note that, for
R = Fq × Fq′ and e = gcd(q− 1, q′ − 1), the subgroup H in (1) is the same as 〈(θ, (θ ′)−1)〉.
We will show how standard cyclotomy can be applied to the construction of combinatorial
structures involving differences over aGalois domainR. Following the classical case,weuse as building
pieces of these objects some of the orbits of the action of H on R by multiplication. These orbits are of
two types: on the one hand, the cosets of the subgroup H in R×, and on the other hand, the cartesian
products of the form U1 × · · · × Un, where each Uk is either F×qk or {0}. Given three orbits A, B and
C , it is necessary for our purposes to know how many ways there are of expressing an element in
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C as a difference of two elements of A and B. As it turns out that −B is also an orbit, it suffices to
consider the samequestion for sums. In Section 2we shall provide a complete solution to this problem,
except when the three orbits are cosets of H , which is precisely the case of the cyclotomic numbers.
Nonetheless, under some restrictions on the Galois domain and on the choice of the primitive roots,
in Section 3 we are able to obtain all cyclotomic numbers for general e. These cyclotomies have only
three or four different cyclotomic numbers, a property which makes them suitable for combinatorial
applications. In particular, we obtain some uniform cyclotomies, a concept introduced and studied by
Baumert et al. in [3] in the case of a single field (the definition is given in Section 3). All this information
is then applied in Section 4 in order to construct examples of a number of combinatorial structures.
More precisely, we give an example of a family of divisible difference sets with new parameters, and
another family of relative difference sets, whose parameters are not new but its construction is. Also,
some infinite families and sporadic examples of partial difference sets and three-class association
schemes are found. In some caseswe obtain new parameters: see Proposition 4.3 for partial difference
sets and Propositions 4.12 and 4.13 for three-class association schemes.
An important tool, both theoretical and practical, in the study of combinatorial structures related
to differences in a group, is the existence of multipliers. These are automorphisms of the group that
are also automorphisms of the corresponding incidence structure. It is important and desirable to
obtain structures with big groups ofmultipliers, which adds algebraic properties and symmetry to the
combinatorial structures. Remarkably, this is the case for the divisible, relative and partial difference
sets of Section 4, since all elements of the subgroup H of the standard cyclotomy are multipliers.
2. General theory
Let R = Fq1 × · · · × Fqn be a Galois domain (thus q1, . . . , qn are prime powers) and let X ={1, . . . , n}. For every k ∈ X we choose a primitive root θk in Fqk . Let e be a common divisor of all the
qk−1 for k ∈ X , and let us write qk−1 = efk. Then the following subgroup of themultiplicative group
R× is well defined:
H = {(θ r11 , . . . , θ rnn ) |
n∑
k=1
rk ≡ 0 mod e}.
Note that H depends not only on e, but also on the choice of the primitive roots. Since H is the kernel
of the homomorphism ϕ: (θ r11 , . . . , θ
rn
n ) 7→
∑n
k=1 rk mod e from R× onto Z/eZ, it follows that the
index of H in R× is precisely e. We keep all this notation for the remainder of the paper.
Themultiplicative subgroupH acts bymultiplication on the additive group of R, and our first result
describes the corresponding orbits. In its proof, the following factwill be helpful: if S is a proper subset
of X and we choose arbitrary elements xk ∈ F×qk for k ∈ S, then there is a tuple in H having these
elements at the positions k ∈ S. Indeed, if we write xk = θ rkk for k ∈ S, it is obvious that we can choose
values rk for k 6∈ S in such a way that∑nk=1 rk ≡ 0 mod e.
Proposition 2.1. The orbits of R under the action of H are the following subsets:
(i) Ci = {(θ r11 , . . . , θ rnn ) |
∑n
k=1 rk ≡ i mod e}, for all 0 ≤ i ≤ e− 1.
(ii) FS = {(x1, . . . , xn) ∈ R | xk 6= 0 for k ∈ S and xk = 0 for k 6∈ S}, for all S X. In other words,
FS = U1 × · · · × Un, where Uk = F×qk if k ∈ S and Uk = {0} otherwise.
Moreover,
|Ci| =
∏
k∈X
(qk − 1)
e
and |FS | =
∏
k∈S
(qk − 1).
Proof. The orbits lying in R× are simply the cosets of H in R×, and these are exactly the subsets Ci
in part (i). (Note that Ci is the inverse image of the residue class of i under the above-mentioned
homomorphism ϕ.) As for the orbits outside R×, note first that all elements in FS are in the same
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orbit: if (x1, . . . , xn), (y1, . . . , yn) ∈ FS then, as explained above, we can find an element in H having
x−1k yk at the positions k ∈ S. On the other hand, since the property of having the zero value at one
specific position remains unchanged under the action of H , if S 6= T then it is not possible for two
elements from FS and FT to lie in the same orbit. 
Note that the definition of Ci in (i) can be applied to an arbitrary integer i, not necessarily restricted
to the range [0, e−1], but it does not yield anymore new orbits, since Ci = Cj if i ≡ j mod e. Anyway,
sometimes it may be helpful to use arbitrary indices for an easier writing of our results. Also, we will
usually write Fi instead of F{i}.
We define the standard cyclotomy of order e with respect to the primitive roots θ1, . . . , θn as the
partition of R into orbits of the action ofH , together with the labeling of the cosets ofH by the integers
i = 0, . . . , e−1which is given by the notation Ci in Proposition 2.1(i). Note that different choices of the
primitive rootsmay yield the same subgroupH , but a different labeling of the cosets, and consequently
a different cyclotomy. This is the case in the following definition.
Definition 2.2. Given a standard cyclotomy of order e over a Galois domain corresponding to
primitive roots of unity θ1, . . . , θn, its inverse cyclotomy is the cyclotomy of order e defined by
θ−11 , . . . , θ−1n .
The following concept will play a fundamental role in the next sections.
Definition 2.3. Let two standard cyclotomies of the same order e be given over the Galois domains
R and R′, defined by primitive roots of unity θ1, . . . , θn and θ ′1, . . . , θ ′m, respectively. Then the
product cyclotomy of the two is the cyclotomy over R × R′ of order e and primitive roots of unity
θ1, . . . , θn, θ
′
1, . . . , θ
′
m. This generalizes obviously to the product of more than two cyclotomies.
With this terminology, any standard cyclotomy is a product of classical cyclotomies, defined over a
single field. At this point, it is relevant tomake the following remark. LetH ,H ′ andH ′′ be the subgroups
corresponding to the cyclotomies over R, R′ and R × R′ in the previous definition. Then, since the
quotient (R × R′)×/(H × H ′) ∼= Z/eZ × Z/eZ is only cyclic for e = 1, it is not generally true that
H ′′ = H×H ′. More importantly, it is not possible to determine H ′′ from themere knowledge of H and
H ′, and it is necessary to know the roots of unity θ1, . . . , θn, θ ′1, . . . , θ ′m. This can be seen, for example,
by considering over R × R the product of a cyclotomy with itself and the product with its inverse.
These cyclotomies have usually a different subgroup associated, even if the original subgroups are the
same. This situation explains why we have included in the definition of cyclotomy also the labeling of
the cosets of H , which does suffice to determine the product cyclotomy, and not only the partition of
R (which only amounts to the knowledge of H).
If A is a subset of R and u ∈ R, we put as usual uA = {ux | x ∈ A}. For the particular choice of
u = (−1, . . . ,−1), we write this subset as −A. In the next corollary we see that the orbits of R are
closed under this operation.
Corollary 2.4. If A is one of the orbits of R under the action of H, then uA is also an orbit. Indeed:
(i) If u ∈ Cj for some j then uFS = FS and uCi = Ci+j. In particular −FS = FS and−Ci = Ci+r , where r is
determined by the condition that (−1, . . . ,−1) ∈ Cr . More precisely, if Y denotes the set of indices
k ∈ X for which qk is odd, then
r =

0, if
∑
k∈Y
fk is even,
e/2, if
∑
k∈Y
fk is odd.
(ii) If u ∈ FT then uFS = FS∩T and uCi = FT .
Proof. Everything is straightforward, except for the value of r . Note that if θ is a primitive root
of a finite field Fq then the equality −1 = θ q(q−1)/2 holds, no matter q is odd or even. Hence
r ≡∑k∈X qk(qk − 1)/2 ≡∑k∈Y efk/2(mod e). 
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Hereafter, we will use the letter r to denote the index of the cyclotomic class which contains the
tuple (−1, . . . ,−1), as in the statement of the previous corollary.
As already mentioned in the introduction, we need to know how many solutions a ∈ A and b ∈ B
the equation x = a−b has. In fact, since−B is also an orbit by the previous corollary, we can consider
instead the problem of finding solutions to the equation x = a+ b.
A convenient way of dealing with this problem is to work in the group ringZR associated to (R,+).
It may be somewhat confusing that we have two additive operations in this group ring, instead of the
usual situation of one additive operation and onemultiplicative operation. For this reason, we use the
symbol ∗ to denote the operation in ZR that plays the role of multiplication. Thus for x, y ∈ R, x ∗ y
is the sum of x and y in R (but this is not equal to the sum of x and y in ZR!), and in general the ‘‘star
product’’ of two elements of ZR is calculated by the formula(∑
x∈R
αxx
)
∗
(∑
x∈R
βxx
)
=
∑
x∈R
(∑
a+b=x
αaβb
)
x. (2)
Suppose now we are given an element x ∈ R and two orbits A and B. We can consider any subset of
R as an element of ZR, by identifying it with the formal sum of its elements. In particular, we may
assume that A, B ∈ ZR and then formula (2) yields that the number of solutions to x = a + b with
a ∈ A and b ∈ B is simply the coefficient of x when we expand A ∗ B in terms of the canonical basis
R of ZR. In fact, this number does not really depend on x but on the orbit in which x lies, as the next
proposition shows.
Proposition 2.5. Let A, B and C be three orbits of R. Then the number of solutions a ∈ A and b ∈ B to the
equation a + b = c, with c ∈ C fixed, is independent of the choice of c. The same result holds if we fix
a ∈ A or b ∈ B.
Proof. Let c ′ be any other element of C . Then we can write c ′ = uc for some u ∈ C0, and a+ b = c if
and only if ua+ ub = c ′. Now the result follows, since multiplication by u is a bijection on both A and
B, according to Corollary 2.4. 
Thus we can write
A ∗ B =
∑
C orbit of R
α(A, B, C) C
for some non-negative integers α(A, B, C). As a consequence, the orbits of any standard cyclotomy
induce a Schur ring, by considering the additive subgroup they span inside the group ring ZR.
Schur rings are of great interest in combinatorics, since they can be used to construct combinatorial
structures, such as association schemes and partial difference sets. (See, for instance, [1,13].)
Since the orbits of R are indexed by integers 0 ≤ i ≤ e− 1 or proper subsets S of X , we will usually
write these indices as arguments of α instead of the orbits themselves. For instance, we will write
α(i, j, S) instead of α(Ci, Cj, FS). Next we collect some basic properties of α.
Proposition 2.6. For any three orbits A, B and C of R, the following properties hold:
(i) α(B, A, C) = α(A, B, C).
(ii) α(B, C, A) = |C ||A| α(A,−B, C).
(iii) α(uA, uB, uC) = α(A, B, C) for all u ∈ R×.
(iv) Let a be any element of A, and denote by N the number of b ∈ B such that a + b ∈ C. (Note that N
is independent of the choice of a by the previous proposition.) Then
α(A, B, C) = N |A||C | .
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Proof. Property (i) is obvious. Let us define
β(A, B, C) = #{(a, b, c) ∈ A× B× C | a+ b = c}.
It follows from Proposition 2.5 that
N |A| = β(A, B, C) = |C |α(A, B, C) (3)
and (iv) holds. On the other hand, it is clear that β(B, C, A) = β(A,−B, C) and hence |A|α(B, C, A) =
|C |α(A,−B, C), by the second equality of (3). Thus we get (ii). Finally, if u ∈ R× then a+ b = c if and
only if ua+ ub = uc and (iii) follows. 
As a consequence of these simple properties, in order to determine α(A, B, C) for all orbits A, B and
C , it suffices to know the values α(i, j, k), α(i, j, S), α(S, T , i) and α(S, T ,U), for 0 ≤ i, j, k ≤ e−1 and
S, T ,U X . In this section we give all these values, except for the α(i, j, k), which are studied in the
next section. Note also that part (iii) of the previous proposition, together with Corollary 2.4, implies
that α(i, j, S) = α(0, j− i, S) and that α(i, j, k) = α(0, j− i, k− i).
Proposition 2.7. Let S, T and U be proper subsets of X and let i ∈ {0, . . . , e− 1}. Then
α(S, T , i) =
{ ∏
k∈S∩T
(qk − 2), if S ∪ T = X,
0, otherwise,
and
α(S, T ,U) =

∏
k∈S∩T∩U
(qk − 2)
∏
k∈(S∩T )rU
(qk − 1),
if (S ∪ T ) r (S ∩ T ) ⊆ U ⊆ S ∪ T ,
0, otherwise.
Proof. Let us choose a fixed element a = (a1, . . . , an) in the orbit FS . According to Proposition 2.6, we
need the number of tuples b ∈ FT such that a+ b lies in Ci or FU . Let us write Ni or NU , respectively, to
denote this number.
Now it follows from Corollary 2.4 and Proposition 2.6 that α(S, T , i) = α(S, T , j) and thus Ni = Nj
for all 0 ≤ i, j ≤ e− 1. Let us write FX to denote R×. (This is consistent with the definition of FS when
S is a proper subset of X , but note that FX is not an orbit unless e = 1.) If we write accordingly NX to
denote the number of tuples b ∈ FT such that a+ b ∈ FX , then Ni = NX/e for all i = 0, . . . , e− 1.
Thus our problem is to calculate NU for any (not necessarily proper) subset U of X . Let b =
(b1, . . . , bn) be an arbitrary element of FT , and let us determine when a + b ∈ FU . Since ak + bk = 0
for k 6∈ S ∪ T and ak + bk 6= 0 for k ∈ (S ∪ T ) r (S ∩ T ), it follows that NU = 0 unless
(S ∪ T )r (S ∩ T ) ⊆ U ⊆ S ∪ T . Suppose next that U satisfies this condition. In this case a+ b ∈ FU if
and only if ak + bk 6= 0 for k ∈ S ∩ T ∩ U and ak + bk = 0 for k ∈ (S ∩ T ) r U . Thus the coordinates
bk of b have to fulfill the following conditions in order to get both b ∈ FT and a+ b ∈ FU :
(i) bk = 0, if k 6∈ T .
(ii) bk = −ak, if k ∈ (S ∩ T ) r U .
(iii) bk can be any value in F×qk , apart from−ak, if k ∈ S ∩ T ∩ U .
(iv) bk can be any value in F×qk , if k ∈ T r S.
Hence we conclude that
NU =
∏
k∈S∩T∩U
(qk − 2)
∏
k∈TrS
(qk − 1),
and the result follows. 
In order to obtain α(i, j, S)we need a couple of lemmas.
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Lemma 2.8. Let T be a proper subset of X and, for every k ∈ T , let us choose elements ak ∈ F×qk . Then for
every 0 ≤ i ≤ e− 1, the number of tuples in Ci which have the values ak at the positions k ∈ T is∏
k6∈T
(qk − 1)
e
.
Proof. For every 0 ≤ i ≤ e−1, letΩi be the set of tuples in Ciwhich have the values ak at the positions
in T . LetΩ be the (disjoint) union of all theΩi. Since a tuple inΩ may have any non-zero entry at the
positions outside T , it is clear that
|Ω| =
∏
k6∈T
(qk − 1). (4)
Since T is a proper subset of X , we can choose an index k outside T . Now for any i and j, we consider
the map
(x1, . . . , xk, . . . , xn) 7→ (x1, . . . , θ j−ik xk, . . . , xn)
that simply changes the kth coordinate of a tuple by multiplying it by θ j−ik . It is clear that this map
induces a bijection betweenΩi andΩj, and consequently |Ωi| = |Ωj| for all i, j. Hence |Ωi| = |Ω|/e
for all i and the result follows from (4). 
Before proceeding, we define the delta symbol δi of the cyclotomy:
δi =
{
1, if i = r ,
0, otherwise.
Thus δi = 1 if and only if (−1, . . . ,−1) ∈ Ci.
The delta symbol will arise in the formula for the α(i, j, S), and the reason for this lies in the
following lemma. In its proof, we will make use of the identity∏
k∈X
(xk + yk) =
∑
T⊆X
∏
k∈T
xk
∏
k6∈T
yk, (5)
which is valid in any commutative ring and is a direct consequence of the distributive law.
Lemma 2.9. For any 0 ≤ i ≤ e − 1, the number of tuples (b1, . . . , bn) ∈ Ci such that the sum
(1, . . . , 1)+ (b1, . . . , bn) does not have any zero components is∏
k∈X
(qk − 2)− (−1)n
e
+ (−1)nδi.
Proof. Let Mi be the number of tuples in Ci for which the sum (1, . . . , 1) + (b1, . . . , bn) does have
some zero components. Then the number we want is |Ci| −Mi. We can write
Mi =
∑
∅6=T⊆X
(−1)|T |−1Mi,T ,
whereMi,T is the number of tuples in Ci for which the sum (1, . . . , 1)+ (b1, . . . , bn) has zero at all the
positions in T . In other words,Mi,T is the number of tuples in Ci which have−1 at the positions in T .
If T 6= X it follows from the previous lemma thatMi,T = (∏k6∈T (qk− 1))/e. On the contrary,Mi,X = 1
or 0, accordingly as (−1, . . . ,−1) ∈ Ci or not. In other words,Mi,X = δi. Consequently
Mi =
∑
∅6=T X
(−1)|T |−1
∏
k6∈T
(qk − 1)
e
+ (−1)n−1δi
=
∑
∅6=T⊆X
(−1)|T |−1
∏
k6∈T
(qk − 1)
e
− (−1)
n−1
e
+ (−1)n−1δi
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and
|Ci| −Mi =
∏
k∈X
(qk − 1)
e
+
∑
∅6=T⊆X
(−1)|T |
∏
k6∈T
(qk − 1)
e
− (−1)
n
e
+ (−1)nδi
=
∑
T⊆X
(−1)|T |
∏
k6∈T
(qk − 1)
e
− (−1)
n
e
+ (−1)nδi
=
∏
k∈X
(qk − 2)− (−1)n
e
+ (−1)nδi,
where in the last equality we have used the identity given just before the lemma. This proves the
desired result. 
Proposition 2.10. Let S be a proper subset of X of cardinality s. Then
α(i, j, S) =
∏
k6∈S
(qk − 1)
e

∏
k∈S
(qk − 2)− (−1)s
e
+ (−1)sδj−i
 .
Proof. Since α(i, j, S) = α(0, j − i, S), it suffices to prove the claim for the expressions of the
type α(0, i, S). According to Proposition 2.6, we only need to calculate the number N of tuples
(b1, . . . , bn) ∈ Ci such that (1, . . . , 1) + (b1, . . . , bn) ∈ FS . Observe that the condition (1, . . . , 1) +
(b1, . . . , bn) ∈ FS means, on the one hand, that bk must take the value−1 for k 6∈ S and, on the other
hand, that if we restrict the tuples to the positions in S then (1, . . . , 1) + (bk | k ∈ S) does not have
any zero components. By applying Lemma 2.9 in the Galois domain R′ = ∏k∈S Fqk , we get that the
value of N is∏
k∈S
(qk − 2)− (−1)s
e
+ (−1)sδ′i′ ,
where δ′ denotes the δ symbol over R′ and i′ = i − ∑k6∈S qk(qk − 1)/2. (Note that the tuple
(bk | k ∈ S) ∈ R′ is in the orbit Ci′ of R′.) Since
δ′i′ =
{
1, if i′ ≡
∑
k∈S
qk(qk − 1)/2 mod e,
0, otherwise,
we conclude that δ′i′ = δi and the result follows. 
3. Some special cyclotomies
The work in the preceding section reduces the calculation of all values α(A, B, C) to the case of
those of the form α(i, j, k). Since α(i, j, k) = α(0, j − i, k − i), it suffices to get an expression for
all the α(0, i, j) which, following the convention of the classical cases over one or two fields, will be
denoted by (i, j) and will be called the cyclotomic numbers of the corresponding cyclotomy. According
to Proposition 2.6, (i, j) coincides with the number of solutions b ∈ Ci, c ∈ Cj to the equation
(1, . . . , 1)+ b = c .
The calculation of the cyclotomic numbers is not an easy task in general, even in the classical case.
In this section, we obtain the cyclotomic numbers for some special product cyclotomies. In all cases,
we obtain a small set of values for the cyclotomic numbers, which makes these cyclotomies suitable
for combinatorial applications.
To begin with, and following ideas of the classical case, we give some identities involving
cyclotomic numbers. The first of them is an easy consequence of Proposition 2.6.
1528 G.A. Fernández-Alcober et al. / European Journal of Combinatorics 31 (2010) 1520–1538
Proposition 3.1. (i) (i, j) = (−i, j− i).
(ii) (i, j) = (j+ r, i+ r).
Proposition 3.2.
∑e−1
j=0 (i, j) = (−1)n(δi + M˙), where
M˙ =
n∏
k=1
(2− qk)− 1
e
.
Proof. Since (i, j) is the number of tuples b ∈ Ci such that (1, . . . , 1) + b ∈ Cj, the sum we want to
calculate is simply the number of b ∈ Ci for which (1, . . . , 1) + b has all coordinates different from
zero. Now the result follows from Lemma 2.9. 
As in the classical case, for the calculation of the cyclotomic numbers, it is convenient to introduce
periods and Stickelberger–Gauss sums. For each k ∈ {1, . . . , n}, let pk be the characteristic of the field
Fqk and choose a complex root of unity ξk of order pk. Then we define the periods ηi to be
ηi =
∑
(x1,...,xn)∈Ci
ξ
T1(x1)
1 . . . ξ
Tn(xn)
n , for i = 0, . . . , e− 1,
where Tk is the trace map corresponding to the extension Fqk/Fpk . Now, for any complex eth root of
unity β , we define the Stickelberger–Gauss sum H(β) by means of
H(β) =
q1−2∑
i1=0
· · ·
qn−2∑
in=0
ξ
T1(θ
i1
1 )
1 . . . ξ
Tn(θ
in
n )
n β
i1+···+in =
e−1∑
i=0
ηiβ
i.
Since for any d > 1 the sum of all dth roots of unity is zero, we have the following inversion formula
expressing the periods ηi in terms of the Stickelberger–Gauss sums:
eηi =
∑
β
H(β)β−i, (6)
where the sum runs over all complex eth roots of unity.
It is clear that these generalized Stickelberger–Gauss sums satisfy the following multiplicative
property: if we decompose the Galois domain R as a cartesian product, say R = R1 × R2, and we
view the cyclotomy over R as a product of cyclotomies over R1 and R2, then H(β) = H1(β)H2(β).
(Here H , H1 and H2 are the Stickelberger–Gauss sums over R, R1 and R2, respectively.) In particular,
if Hk denotes the classical Stickelberger–Gauss sums over Fqk , then H(β) = H1(β) . . .Hn(β). As a
consequence, H(1) = (−1)n.
Lemma 3.3. For every i and j,
ηiηj =
∑
S X
α(i, j, S)(−1)|S| +
e−1∑
k=0
(j− i, k− i)ηk.
Proof. We have that
ηiηj =
∑
(x1,...,xn)∈Ci
∑
(y1,...,yn)∈Cj
ξ
T1(x1+y1)
1 . . . ξ
Tn(xn+yn)
n
=
∑
A
α(i, j, A)
∑
(z1,...,zn)∈A
ξ
T1(z1)
1 . . . ξ
Tn(zn)
n ,
where the sum runs over all orbits A of R. Since the sum corresponding to an orbit of the type FS is
clearly equal to (−1)|S|, the result follows. 
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Proposition 3.4. Let β 6= 1 be a complex eth root of unity. Then
H(β)H(β−1) = q1 · · · qnβr .
Proof. By using themultiplicative property ofH , this is a direct consequence of the case n = 1, which
is well known (see, for instance, Eq. 5 in [3]). 
Proposition 3.5. Let β be a complex primitive eth root of unity, and let u, v be integers such that
u 6≡ 0(mod e), v 6≡ 0(mod e) and u+ v 6≡ 0(mod e). Then:
(i) H(βu) H(βv) = R(u, v) H(βu+v), where
R(u, v) =
e−1∑
i=0
e−1∑
j=0
(i, j)βviβ−(u+v)j.
(ii) R(u, v) R(−u,−v) = q1 · · · qn.
Proof. The product H(βu)H(βv) can be developed with the help of Lemma 3.3. By using the
expression given in Proposition 2.10 for the α(i, j, S) and identity (5), we obtain easily the result in (i).
In order to prove (ii), multiply together the expression in (i) corresponding to βu, βv with the one
corresponding to β−u, β−v , and then use Proposition 3.4. 
Nowweare in a position to calculate the cyclotomic numbers for some special product cyclotomies.
Recall that in the classical case of one field, we say that a cyclotomy is uniform (see [3]) provided
that (i, 0) = (0, i) = (i, i) for all i 6= 0 and all the remaining (i, j) 6= (0, 0) are equal. This definition
extends obviously to our setting. In particular, in a uniform cyclotomy there are only three possible
different values of the cyclotomic numbers, namely A = (0, 0), B = (0, 1) and C = (1, 2). In fact, this
only makes sense if e ≥ 3, and we should consider e = 1 and e = 2 as degenerate cases, where only
A, or A and B, appear. First of all, we prove that A, B and C can be easily obtained from the knowledge
of the fields in the Galois domain R and the value of e. We need the following lemma.
Lemma 3.6. If R is a Galois domain equipped with a uniform standard cyclotomy then r = 0.
Proof. Let us suppose, by way of contradiction, that r = e/2 (which implies that e is even and all
the qk are odd). Now, by Proposition 3.1, part (ii), we have that (0, 0) = (r, r). Since the cyclotomy is
uniform, it follows that M˙ = (−1)n∑e−1j=0 (0, j) = (−1)neB ≡ 0(mod e). On the other hand,
M˙ =
n∏
k=1
(2− qk)− 1
e
=
n∏
k=1
(1− efk)− 1
e
≡ −
n∑
k=1
fk(mod e),
and hence
∑n
k=1 fk ≡ 0(mod e). This is a contradiction, since the assumption r = e/2 implies that∑n
k=1 fk is odd, according to Corollary 2.4(i). 
Proposition 3.7. Let R = Fq1 ×· · ·×Fqn be a Galois domain equipped with a standard cyclotomy. Then:
(i) If e = 1 the cyclotomy is always uniform and A = (−1)n(1+ M˙).
(ii) If e = 2 the cyclotomy is uniform if and only if f1+· · ·+ fn is even, in which case A = (−1)n(1+ M˙2 )
and B = (−1)n M˙2 .
(iii) If e ≥ 3 and the cyclotomy is uniform, then A, B and C are the unique solution to the system
A+ (e− 1)B = (−1)n(1+ M˙)
2B+ (e− 2)C = (−1)nM˙
(A− 3B+ 2C)2 = q1 . . . qn
A− 3B+ 2C ≡ (−1)n(mod e).
(7)
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Proof. The cyclotomy is trivially uniform if e = 1. If e = 2 then all qk are odd, and consequently
f1 + · · · + fn is even if and only if r = 0. This is a necessary condition for the cyclotomy to be uniform
by Lemma 3.6, and it is also sufficient by Proposition 3.1.
Now we calculate the cyclotomic numbers provided that the cyclotomy is uniform. For the proof
to be complete, we have to see that the first equation in (7) holds for e ≥ 1, the second for e ≥ 2, and
the last two for e ≥ 3. (Note that the solution to (7) is unique for e ≥ 3, since the fourth equation
determines which of the two square roots of q1 . . . qn has to be taken as A − 3B + 2C .) The first two
equations follow at once from Proposition 3.2. On the other hand, by Proposition 3.5(i), we have
R(1, 1) =
e−1∑
i=0
e−1∑
j=0
(i, j)β i−2j = A+ B
e−1∑
i=1
β i + B
e−1∑
j=1
β−2j + B
e−1∑
k=1
β−k + C
e−1∑
i, j = 1
i 6= j
β i−2j.
If we add and subtract the necessary terms so that all sums run from 0 to e− 1, it follows that
R(1, 1) = A− 3B+ 2C + (B− C)
e−1∑
i=0
β i + (B− C)
e−1∑
j=0
β−2j + (B− C)
e−1∑
k=0
β−k
+ C
e−1∑
i,j=0
β i−2j.
Since β 6= 1 is a complex root of unity whose order divides e, we conclude that R(1, 1) = A−3B+2C .
Now, R(−1,−1) is the complex conjugate of R(1, 1), so Proposition 3.5(ii) yields that (A−3B+2C)2 =
q1 . . . qn. Finally, the fourth equation follows immediately by reducing the first two onesmodulo e and
subtracting them. 
Another interesting consequence of Lemma 3.6 is the following proposition. This can be used in
the last section to see that a permutation of the indices of the cyclotomic cosets Ci, when applied to
some combinatorial structures, provides a structure of the same type.
Proposition 3.8. Let R be a Galois domain equipped with a uniform standard cyclotomy, and let S be the
Schur ring defined by the orbits of this cyclotomy. Then, every automorphism of the additive group of S
which fixes the orbits FS and permutes the cyclotomic classes Ci is an automorphism of the ring S.
Proof. Let ϕ be an automorphism of (S,+) as in the statement of the proposition. The orbits of the
cyclotomy form a Z-basis of the Schur ring S, and by using that the cyclotomy is uniform, it is routine
to check that ϕ preserves the structure constants of the ring corresponding to this basis. 
Now theproblem is:which among the standard cyclotomies are uniform? In [3], Baumert et al. gave
a full answer to this question in the case of one field, and one could naively conjecture that a standard
cyclotomy over R = Fq1 × · · · × Fqn is uniform if and only if the underlying cyclotomies over the
fields Fqk are uniform. As a consequence of Corollary 3.12, this is a sufficient condition, but the next
proposition shows that it is far from being necessary. As a matter of fact, it is possible to construct
uniform standard cyclotomies out of any cyclotomy that we choose over one (or more) fields, by
making the product with the corresponding inverse cyclotomy. Thus the variety of uniform standard
cyclotomies seems to be much wider than in the classical case. For this reason, we have not made
any attempts at giving a complete classification of these cyclotomies and have contented ourselves
with describing some cases which turn out to have interesting applications in the construction of
combinatorial structures.
Proposition 3.9. Let R = Fq1 × · · · × Fqn be a Galois domain, and consider an arbitrary standard
cyclotomy over R of order e. Then the product of this cyclotomy with its inverse is a uniform cyclotomy
of order e over R× R. More precisely,
A = D+ (2− 3e)(D− 1)+ eM˙
e2
, B = (2− e)(D− 1)+ eM˙
e2
, and
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C = 2(D− 1)+ eM˙
e2
,
where D = q1 . . . qn and M˙ has its usual value, corresponding in this case to the cyclotomy over R× R.
Proof. Let H , H1 and H2 denote the Stickelberger–Gauss sums for the product cyclotomy over R× R,
the original cyclotomy over R, and the inverse cyclotomy of this, respectively. From themultiplicative
property of H and Proposition 3.4, it follows that
H(β) = H1(β)H2(β) = H1(β)H1(β−1) = Dβr
for every non-trivial complex eth root of unity β , where D = q1 . . . qn and r is determined by the
condition that (−1, . . . ,−1) lies in the rth cyclotomic class in the original cyclotomy over R. In the
remainder of the proof, all cyclotomic classes, periods, delta symbol, etc. will refer to the product
cyclotomy over R× R. Observe that, since we are taking on R× R the product of a cyclotomy with its
inverse, the tuple (−1, . . . ,−1) ∈ R × R lies in the cyclotomic class C0: after all, if −1 = θ rii then
−1 = (θ−1i )−ri . Hence the delta symbol for the product cyclotomy is given by
δi =
{
1, if i = 0,
0, otherwise. (8)
If we sum over all complex eth roots of unity (including 1), it follows from (6) that
eηi =
∑
β
H(β)β−i = 1+
∑
β 6=1
H(β)β−i = 1+ D
∑
β 6=1
βr−i.
Hence all periods except ηr have the same value:
ηr = 1+ (e− 1)De and ηi =
1− D
e
, for all i 6= r . (9)
We now consider the following relation, given in Lemma 3.3:
ηiηj =
∑
S X
α(i, j, S)(−1)|S| +
e−1∑
k=0
(j− i, k− i)ηk,
where X = {1, 2, . . . , 2n}. If we use the expression given in Proposition 2.10 for the α(i, j, S) and
formula (5), the first sum above equals
1
e
(
δj−i − 1e
)
(D2 − 1)− M˙
e
.
On the other hand, from (9) and Proposition 3.2 it follows that the second sum equals
1− D
e
(δj−i + M˙)+ D(j− i, r − i).
By making the change u = j− i and v = r − i, we deduce that
D(u, v) = ηr−vηr+u−v + De M˙ +
1
e2
(D2 − 1)− 1
e
δu(D2 − D).
According to (8) and (9), all the quantities in this expression are already known, and then a simple
case-by-case analysis yields the result. 
Of course, the values of A, B and C given in the last proposition could also be obtained from
Proposition 3.7, but only after knowing that the cyclotomy is uniform.
Corollary 3.10. Let q be a prime power and let e be a divisor of q − 1. Then the product cyclotomy of a
cyclotomy of order e over Fq with its inverse is uniform, and the corresponding cyclotomic numbers are
A = f 2 + (e− 3)f + 1, B = f 2 − f , and C = f 2, where f = (q− 1)/e.
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Next we describe the cyclotomic numbers when we take the product of a uniform cyclotomy with
any other standard cyclotomy. If we have a cyclotomy over a Galois domain R = R1 × R2, we denote
by ( , )1 and ( , )2 the cyclotomic numbers in R1 and R2, respectively.
Proposition 3.11. Let R1 be a Galois domain equipped with a uniform standard cyclotomy and let R2 be
another Galois domain, with an arbitrary standard cyclotomy. Then the cyclotomic numbers for the product
cyclotomy over R = R1 × R2 are given by
(i, j) = (A− 3B+ 2C)(i, j)2 + (−1)n(B− C)(δi + δj+r + δj−i+r + 3M˙)+ (−1)nC(1+ eM˙),
where A, B and C correspond to R1, and n, δ, r and M˙ correspond to R2.
Proof. Clearly, we have (i, j) = ∑e−1u,v=0 (u, v)1(i − u, j − v)2. Now we argue as in the proof of
Proposition 3.7: we gather together all summands with the same value of (u, v)1, and then we add
and subtract the necessary terms so that all sums run from 0 to e− 1. This way we get
(i, j) = (A− 3B+ 2C)(i, j)2 + (B− C)
e−1∑
v=0
(i, j− v)2 + (B− C)
e−1∑
u=0
(i− u, j)2
+ (B− C)
e−1∑
u=0
(i− u, j− u)2 + C
e−1∑
u,v=0
(i− u, j− v)2.
Next, by using Proposition 3.1, we modify the sums depending on one variable with the purpose that
the variable appears only in the second component of the cyclotomic numbers. Thus
(i, j) = (A− 3B+ 2C)(i, j)2 + (B− C)
e−1∑
v=0
(i, j− v)2 + (B− C)
e−1∑
u=0
(j+ r, i− u+ r)2
+ (B− C)
e−1∑
u=0
(j− i+ r, u− i+ r)2 + C
e−1∑
u,v=0
(i− u, j− v)2.
Finally, Proposition 3.2 yields that
(i, j) = (A− 3B+ 2C)(i, j)2 + (B− C)(−1)n(δi + M˙)+ (B− C)(−1)n(δj+r + M˙)
+ (B− C)(−1)n(δj−i+r + M˙)+ C
e−1∑
u=0
(−1)n(δi−u + M˙)
= (A− 3B+ 2C)(i, j)2 + (B− C)(−1)n(δi + δj+r + δj−i+r + 3M˙)+ C(−1)n(1+ eM˙),
as desired. 
In the following corollaries we give a couple of interesting particular cases of the previous
proposition. We omit the proofs, since they reduce to a straightforward case-by-case analysis.
Corollary 3.12. The product of any two uniform standard cyclotomies is again uniform.
The cyclotomy that we obtain in the next corollary is not necessarily uniform, but has at most four
different values, which againmakes it useful for the applications in Section 4.We say that a cyclotomy
over a Galois domain R is trivial if the subgroup H used for its definition is the trivial subgroup. This
is tantamount to saying that the orbits in R× reduce to singletons. Note that a standard cyclotomy is
trivial if and only if R = Fq consists of a single field and e = q − 1 or if R = Fn2 for arbitrary n and
e = 1.
Corollary 3.13. Let q and q′ be two prime powers such that q − 1 | q′ − 1, and consider a standard
cyclotomy over Fq′ × Fq′ × Fq, where the cyclotomies in the two copies of Fq′ are inverse of each other
and the cyclotomy over Fq is trivial. Let e = q − 1 be the order of this cyclotomy, f = (q′ − 1)/e, and θ
the primitive root of unity defining the cyclotomy over Fq. Then:
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(i) We have r = 0 or r 6= 0 accordingly as q is even or odd.
(ii) If q is even then (0, 0) = (e− 1)f 2, and if q is odd then (0, 0) = (r, 0) = (r, r) = (e− 1)f 2 − f .
(iii) Regardless of the parity of q, the remaining cyclotomic numbers are
(i, 0) = (i, i) = (r, i) = (e− 1)f 2 − 2f , for i 6= 0, r,
and, for i 6= r, j 6= 0 and i 6= j,
(i, j) =
{
(e− 1)f 2 + (e− 3)f + 1, if 1+ θ i = θ j,
(e− 1)f 2 − 3f , otherwise.
4. Applications to the construction of combinatorial structures
In this section we give several examples of how our new cyclotomy can be used in order to obtain
combinatorial structures. More precisely, we construct an infinite family of divisible difference sets
and an infinite family of relative difference sets. We also obtain some infinite families and sporadic
examples of both partial difference sets and three-class association schemes.
Recall that a subsetD of an additively written group G is called a divisible difference set with respect
to a subgroup K if the elements in each of the subsetsGrK and Kr{0} can be decomposed in the same
number of ways as a difference of two distinct elements of D. It is customary to use the letters λ and
µ, respectively, for the number of such decompositions. This concept was introduced by Jungnickel in
[10]. A relative difference set is a divisible difference set for which µ = 0. In this case, the subgroup K
is usually called the forbidden subgroup.
We begin by providing an infinite family of divisible difference sets with new parameters.
Proposition 4.1. Let q be an odd prime power such that 3q − 2 is also a prime power, and consider a
standard cyclotomy of order e = q−1 over R = F3q−2×F3q−2×Fq as in the statement of Corollary 3.13.
Then D = F1 ∪ F2 ∪ F3 ∪ C0 is a divisible difference set in R with respect to the subgroup {0} ∪ F3, with
λ = 9q− 10 and µ = q− 2.
Proof. We only need to express the product D ∗ (−D) in the group ring ZR as a combination of the
orbits FS and Ci. By Corollary 2.4 we have that −D = F1 ∪ F2 ∪ F3 ∪ Ce/2, hence it suffices to use
the pertinent results from Section 2 and Corollary 3.13, which give all values α(A, B, C) for any three
orbits in this cyclotomy. 
The next proposition can be proved in a similar fashion.
Proposition 4.2. Let q be a prime power, and consider a cyclotomy over R = Fq × Fq × Fq of order
e = q − 1 as in the statement of Corollary 3.13. Then D = {0} ∪ F1 ∪ F2 ∪ C0 is a relative difference set
in R with respect to the subgroup {0} ∪ F3, with λ = q.
Relative difference sets covering the parameters in Proposition 4.2 can be found in Corollary 2.2.11
of Pott’s book [14]. However, as far as we know, our construction is new.
A strong multiplier of a divisible difference set (and, in particular, of a relative difference set) D in
a group G with respect to a subgroup K is an automorphism τ of the group satisfying τ(K) = K and
τ(D) = D. It is easy to see that in the two previous propositions the elements of the multiplicative
subgroup H = C0 of R× are strong multipliers when acting by multiplication on the additive group of
R. Thus, these structures admit H as a group of strong multipliers.
A subset D of an additive group G is called a partial difference set if the differences between distinct
elements of D give the same number of times all the non-zero elements of D and the same number of
times all the non-zero elements ofGrD. It is customary to useλ andµ, respectively, for these numbers,
k for the cardinality of D, and v for the order of the group G. We then say that D is a (v, k, λ, µ)-partial
difference set. In what follows, we construct some partial difference sets by taking a set D that is a
union of non-zero orbits in an appropriate Galois domain R. The strategy of proof is to developD∗(−D)
in ZR and check that it equals |D|{0} + λD+ µ(R r D r {0}). The cyclotomies that we use are either
uniform or of the type of Corollary 3.13, and we have −D = D in all of our constructions. We omit
these routine calculations.
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Proposition 4.3. Let q be a prime power and let n be an odd positive integer. Then, for any standard
cyclotomy of order e = q + 1 over R = Fqn−1 × Fqn+1 , the union D = F1 ∪ C0 is a partial difference set
with v = q2n, k = q(qn−1− 1)(qn+ 1)/(q+ 1), λ = q(q2n−1− qn+1− qn+ 2 qn−1− 2 q− 3)/(q+ 1)2,
µ = q(qn−1 − 1)(qn + 1)/(q+ 1)2.
Proof. The cyclotomies of order e in Fqn−1 and Fqn+1 are uniform by Theorem 4 in [3], and hence the
cyclotomy in R is also uniform by Corollary 3.12. 
The parameters corresponding to this construction are new for most values of q and n. For q = 3
and n = 3, we obtain a partial difference set with v = 729, k = 168, λ = 27 and µ = 42. A two-
weight code that originates a partial difference set with these parameters was found by Gulliver in [8]
and later by Bierbrauer in [4] and by Kohnert in [11]. Also, for q = 2 and n = 5 we get the parameters
v = 1024, k = 330, λ = 98 and µ = 110, which again have been obtained from a two-weight code,
in this case by Dissett in [7] and later by Kohnert in [11].
The form of the parameters in Proposition 4.3 is similar to the ones obtained by Brouwer et al. in
Theorem 2 of [5], but they do not coincide. The construction of [5] is based on uniform cyclotomy in
one field, whereas in Proposition 4.3 we use uniform cyclotomy in a product of two distinct fields.
Proposition 4.4. Let q be such that both q and q − 2 are prime powers, and consider a cyclotomy over
R = Fq×Fq×F(q−2)2 of order e = q−1, where the cyclotomies in the first two factors are inverse of each
other. ThenD = F{1,2}∪F3∪C0 is a partial difference setwith v = q2(q−2)2, k = (q−1)(q2−2q−1), λ =
2q2 − 7q+ 4 and µ = (q− 1)(q− 2).
Proof. The cyclotomy in Fq × Fq is uniform by Corollary 3.10, and the cyclotomy of order q− 1 over
F(q−2)2 is uniform by Theorem 4 in [3]. Hence the cyclotomy in R is also uniform. 
The partial difference sets in the previous proposition are of Latin square type, that is, of the form
v = m2, k = r(m− 1), λ = m+ r2 − 3r and µ = r2 − r .
Proposition 4.5. Let q = 2n, and consider a cyclotomy over R = Fq×Fq×Fq of order e = q−1, where
the cyclotomies in the first two factors are inverse of each other. Then D = F1 ∪ F2 ∪ F3 ∪ C0 is a partial
difference set with v = 23n, k = (2n − 1)(2n + 2), λ = 2n − 2 and µ = 2n + 2.
Proof. Use Corollary 3.13. 
The previous partial difference sets have the same parameters as those obtained from hyperovals
in PG(2, 2n).
Proposition 4.6. Let q be a prime power. Then, for any standard cyclotomy of order e = q − 1 over
R = Fq2 × Fq2 × Fq2 , the union D = F1 ∪ F2 ∪ F3 ∪ C0 is a partial difference set if and only if q = 2 or if
q ≥ 3 and the following conditions hold:
(0, 0) = q4 + q3 − 7q− 2, (0, i) = q4 + 2q3 − 2q2 − 9q− 4, for all i = 1, . . . , e− 1.
In this case, v = q6, k = (q+2)(q2−q+1)(q2−1),λ = q4+q3−q−2 andµ = (q−1)(q+2)(q2+q−1).
It follows from Proposition 3.7 that the conditions above hold if the cyclotomy over R is uniform
(and, in particular, if each of the cyclotomies overFq2 is uniform). Hence,D is a partial difference set for
q = 3 and q = 4. An exhaustive search with all choices of primitive roots shows that those conditions
do not hold for q = 5, 7, 8. We conjecture that they do not hold for any q ≥ 5. The parameters for
q = 2 are well known and, in fact, correspond to an ordinary difference set. The parameters for q = 3
are v = 729, k = 280, λ = 103 and µ = 110, and they were first found by De Resmini in [16]. The
parameters for q = 4 are v = 4096, k = 1170, λ = 314 and µ = 342, and were found by De Resmini
and Migliori in [15]. Later, two-weight codes that produce partial difference sets with these two sets
of parameters were given by Kohnert in [11]. It seems an interesting problem to find partial different
sets for general qwith the parameters of the previous proposition with non-cyclotomic methods.
The next five propositions provide some more families of partial difference sets, and they can be
easily proved by using the results from Section 2 and Proposition 3.9. In all of them, we consider a
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Galois domain R = Fq×Fq with an arbitrary standard cyclotomy of order e, and we put f = (q−1)/e.
The partial difference sets are given inside R×R, takenwith the uniform product cyclotomy described
in Proposition 3.9, which combines the cyclotomy of R and its inverse. Also, we use the following
notation: if S ⊆ {1, . . . , n}, then TS = ∪∅6=U⊆S FU .
Proposition 4.7. If f = 1, then A ∪ C0 is a partial difference set with v = q4 for the following values of
A, k, λ and µ:
(i) A = F{1,3} ∪ F{2,4}, k = (q+ 1)(q− 1)2, λ = 2q2 − 5q+ 4, µ = (q− 1)(q− 2).
(ii) A = F{1,3} ∪ F{2,4} ∪ T{1,4}, k = q(q2 − 1), λ = q(2q− 3), µ = q(q− 1).
(iii) A = F{1,3} ∪ F{2,4} ∪ T{1,4} ∪ T{2,3}, k = (q− 1)(q+ 1)2, λ = 2q2 − q− 2, µ = q(q+ 1).
Proposition 4.8. If f = 1, then A∪ C0 ∪ C1 is a partial difference set with v = q4 for the following values
of A, k, λ and µ:
(i) A = F{1,3}∪F{1,4}∪F{2,3}∪F{2,4}, k = 2(q+1)(q−1)2, λ = 5q2−14q+10, µ = 2(q−1)(2q−3).
(ii) A = F{1,3} ∪ F{1,4} ∪ F{2,3} ∪ F{2,4} ∪ T{1,2}, k = (q2 − 1)(2q − 1), λ = 5q2 − 10q + 4, µ =
2(q− 1)(2q− 1).
(iii) A = F{1,3}∪ F{1,4}∪ F{2,3}∪ F{2,4}∪T{1,2}∪T{3,4}, k = 2q(q2−1), λ = q(5q−6), µ = 2q(2q−1).
Proposition 4.9. If f = 2, then A ∪ C0 is a partial difference set with v = q4 for the following values of
A, k, λ and µ:
(i) A = F{1,3}∪F{1,4}∪F{2,3}∪F{2,4}, k = 2(q+1)(q−1)2, λ = 5q2−14q+10, µ = 2(q−1)(2q−3).
(ii) A = F{1,3} ∪ F{1,4} ∪ F{2,3} ∪ F{2,4} ∪ T{1,2}, k = (q2 − 1)(2q − 1), λ = 5q2 − 10q + 4, µ =
2(2q− 1)(q− 1).
(iii) A = F{1,3}∪ F{1,4}∪ F{2,3}∪ F{2,4}∪T{1,2}∪T{3,4}, k = 2q(q2−1), λ = q(5q−6), µ = 2q(2q−1).
Proposition 4.10. If f = 1, then F{1,2} ∪ F{1,3} ∪ F{1,4} ∪ F{2,3} ∪ F{2,4} ∪ F{3,4} ∪ C0 ∪ C1 ∪ C2 is a
(q4, 3(q+ 1)(q− 1)2, (5q− 6)(2q− 3), 3(q− 1)(3q− 4))-partial difference set.
Proposition 4.11. If f = 3, then F{1,2} ∪ F{1,3} ∪ F{1,4} ∪ F{2,3} ∪ F{2,4} ∪ F{3,4} ∪ C0 is a (q4, 3(q+ 1)(q−
1)2, (5q− 6)(2q− 3), 3(q− 1)(3q− 4))-partial difference set.
Observe that all the partial difference sets of the five previous propositions are of Latin square
type. Also, by applying Proposition 3.8, it follows that we also obtain partial difference sets in
Propositions 4.8 and 4.10 if we replace C0, C1 and C2 by any other cyclotomic cosets. As a consequence,
the partial difference sets of Propositions 4.9 and 4.11 are particular cases of those given in
Propositions 4.8 and 4.10, respectively. Indeed, for every divisor k of q − 1, a cyclotomic coset for
a standard cyclotomy with f = k is the union of k cyclotomic cosets for the cyclotomy with f = 1
corresponding to the same choice of the primitive roots of unity.
Amultiplier of a partial difference set D in a group G is an automorphism τ of the group satisfying
τ(D) = D. It can be easily seen that all the constructions of partial difference sets that we have
obtained admit the multiplicative subgroup H of R× as a group of multipliers.
A symmetric association schemewith s classes is a pair (X,R), whereR = {R0, . . . , Rs} is a partition
of X2 that satisfies:
1. R0 = {(x, x) | x ∈ X}.
2. For every i = 0, . . . , n, we have {(y, x) | (x, y) ∈ Ri} = Ri.
3. For every i, j, k = 0, . . . , n, there exists a non-negative integer pki,j such that |{z ∈ X | (x, z) ∈
Ri, (z, y) ∈ Rj}| = pki,j whenever (x, y) ∈ Rk.
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The relations Ri are known as associate classes. The numbers pki,j are called the intersection numbers
of the association scheme, and the matrices L0, . . . , Ls defined by (Li)k,j = pki,j are the intersection
matrices.
One of the methods for the construction of association schemes is to consider an abelian group G
and a partition {D0, . . . ,Ds} of G such that D0 = {0} and−Di = Di for all i. This partition induces a set
of relations R = {R0, . . . , Rs}, where (x, y) ∈ Ri if x − y ∈ Di. Then, the pair (G,R) is an association
scheme if and only if
Di ∗ Dj =
s∑
k=0
pki,j Dk (10)
holds in the group ring ZG for 0 ≤ i, j ≤ s, for some non-negative integers pki,j (in other words, the
Di generate a Schur ring). This kind of association schemes are known as abelian-group schemes in the
literature, and the partition {D0, . . . ,Ds} is called a blueprint for G (see [2]). In fact, it is easy to see
that, for (G,R) to be an association scheme, it suffices to check (10) for the range 1 ≤ i, j ≤ s− 1. For
this reason, we refer to {D1, . . . ,Ds−1} as a basic blueprint of the association scheme.
The connection of standard cyclotomy with association schemes comes from the formula
A ∗ B =
∑
C orbit of R
α(A, B, C) C,
obtained in Section 2, which shows that the orbits of the cyclotomy are a blueprint for an abelian-
group scheme in the additive group of the Galois domain, with the α(A, B, C) as intersection numbers.
Obviously, this construction generalizes the classical cyclotomic scheme over one field. Also, the
Hamming scheme H(n, q) can be obtained as a group scheme from standard cyclotomy. This can be
seen by choosing n fields of the same cardinality q and e = 1, and then merging all the orbits FS for all
S of the same size (equivalently, merging the corresponding relations). As a matter of fact, merging is
a usual procedure to construct new association schemes from old. This is especially helpful in order
to find association schemes with few classes, which are often more interesting.
In the rest of the paper, we concentrate on three-class association schemes. Themain reference for
this type of schemes is the work [20] by Van Dam. In the following propositions, we present several
three-class association schemeswhich are obtained bymerging orbits in the standard cyclotomy. They
can be proved similarly to Proposition 4.3. Note that the intersection matrices Li are given only for
i ≥ 1, and after having deleted the first row and the first column, since the information omitted is
then easy to calculate.
Proposition 4.12. Let q be a prime power and let n be an odd positive integer. Then, for any standard
cyclotomy of order e = q + 1 over R = Fqn−1 × Fqn+1 , the sets D1 = F1 ∪ C0 and D2 = F2 form a basic
blueprint of a three-class association scheme with intersection matrices
L1 =

q(q2 n−1 − qn+1 − qn + 2 qn−1 − 2 q− 3)
(q+ 1)2
qn+1 − 1
q+ 1
q
(
q2 n − qn+1 − qn−1 + 1)
(q+ 1)2
q(qn−1 − 1)(qn + 1)
(q+ 1)2 0
q2(qn−1 − 1)(qn + 1)
(q+ 1)2
q(qn−1 − 1)(qn + 1)
(q+ 1)2
q(qn + 1)
q+ 1
q(qn + 1)(qn − 2q− 1)
(q+ 1)2

,
L2 =

qn+1 − 1
q+ 1 0
q
(
qn+1 − 1)
q+ 1
0 qn+1 − 2 0
q(qn + 1)
q+ 1 0
qn+2 − 2 q− 1
q+ 1
 ,
and
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L3 =

q
(
q2 n − qn+1 − qn−1 + 1)
(q+ 1)2
q
(
qn+1 − 1)
q+ 1
q
(
q2 n+1 − 2 qn+2 − qn+1 − qn + 2 q+ 1)
(q+ 1)2
q2(qn−1 − 1)(qn + 1)
(q+ 1)2 0
q(q2 n+1 − qn+2 − 2 qn − qn−1 + 2 q+ 1)
(q+ 1)2
q(qn + 1)(qn − 2q− 1)
(q+ 1)2
qn+2 − 2 q− 1
q+ 1
q(q2 n+1 − 2 qn+2 − qn − qn−1 + 4 q+ 3)
(q+ 1)2

.
Proposition 4.13. Let q be a prime power and let n be an odd positive integer. Then, for any standard
cyclotomy of order e = q + 1 over R = Fqn−1 × Fqn+1 , the sets D1 = F1 and D2 = C0 form a basic
blueprint of a three-class association scheme with intersection matrices
L1 =

qn−1 − 2 0 0
0
qn−1 − q− 2
q+ 1
qn + 1
q+ 1
0
qn−1 − 1
q+ 1
q
(
qn−1 − 1)
q+ 1
 ,
L2 =

0
q2 n − qn+2 − 2 qn+1 − qn−1 + q+ 2
(q+ 1)2
(qn + 1)(qn+1 − 1)
(q+ 1)2
qn−1 − q− 2
q+ 1
q2 n − qn+2 − qn+1 − 2 qn−1 + 3 q+ 4
(q+ 1)2
(qn + 1)(qn+1 − q− 2)
(q+ 1)2
qn−1 − 1
q+ 1
q2 n − qn+1 − qn − 2 qn−1 + q+ 2
(q+ 1)2
q
(
q2 n − qn+1 − qn−1 + 1)
(q+ 1)2

,
and L3 =

0
(qn + 1)(qn+1 − 1)
(q+ 1)2
q(qn + 1)(qn+1 − 1)
(q+ 1)2
qn + 1
q+ 1
(qn + 1)(qn+1 − q− 2)
(q+ 1)2
q(qn + 1)(qn+1 − 1)
(q+ 1)2
q
(
qn−1 − 1)
q+ 1
q
(
q2 n − qn+1 − qn−1 + 1)
(q+ 1)2
q2 n+2 + 2 qn+2 − qn+1 − qn − 3 q− 2
(q+ 1)2

.
To the best of our knowledge, the parameters of the association schemes in Propositions 4.12 and
4.13 are new. Observe also that the set D1 in Proposition 4.12 coincides with the partial difference
set D of Proposition 4.3, and that we are using the same cyclotomy over Fqn−1 × Fqn+1 in both cases.
Something similar occurs in Proposition 4.13, where the last block of the blueprint (which is omitted
in the basic blueprint) is the same as the ‘complementary’ partial difference set R r ({0} ∪ D). Thus,
we may say that the previous two propositions add structure to the partial difference set found in
Proposition 4.3.
Proposition 4.14. Let q = 2n, and consider a cyclotomy over R = Fq × Fq × Fq of order e = q − 1,
where the cyclotomies in the first two factors are inverse of each other. Then D1 = F1, D2 = F2 ∪ F3 ∪ C0
is a basic blueprint of a three-class association scheme with intersection matrices
L1 =
[2n − 2 0 0
0 0 2n − 1
0 1 2n − 2
]
, L2 =
[0 0 4n − 1
0 2n − 2 4n − 2n
1 2n 4n − 2n − 2
]
and
L3 =
[ 0 4n − 1 8n − 2 · 4n − 2n + 2
2n − 1 4n − 2n 8n − 2 · 4n − 2n + 2
2n − 2 4n − 2n − 2 8n − 2 · 4n − 2n + 4
]
.
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Proof. Use Corollary 3.13. 
Proposition 4.15. Consider a cyclotomy over R = F4 × F4 × F4 of order 3, where the cyclotomies of the
first two factors are inverse of each other. Then D1 = F{1,2} ∪ F{1,3} ∪ F{2,3}, D2 = F1 ∪ F2 ∪ F3 ∪ C0 is a
basic blueprint of a three-class association scheme with intersection matrices
L1 =
[10 8 8
12 9 6
12 6 9
]
, L2 =
[8 6 4
9 2 6
6 6 6
]
, and L3 =
[8 4 6
6 6 6
9 6 2
]
.
Proof. Use Corollary 3.13. 
An association scheme is called amorphic if any merging of its relations gives again an association
scheme. In the particular case of a three-class association scheme, this simply means that all its
relations are strongly regular graphs. Then the parameters of these graphs are all of positive Latin
square type, or all of negative Latin square type, i.e. of the form v = m2, k = r(m+1),λ = −m+r2+3r
andµ = r2+ r . (See [20, Theorem 4.1].) A compilation of all known amorphic three-class association
schemes with up to 100 vertices is given in Appendix A of [20], and it turns out that most of them are
of positive type. The interesting fact about the association scheme in the last proposition is that it is
amorphic of negative type. Note, however, that an amorphic three-class association scheme with the
same parameters has been constructed previously by De Caen and Van Dam in [6].
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