Abstract-In this paper, a novel multi-color feature selection method is proposed for person re-identification. Firstly, multi-color features, which consisting of HSV, LAB, RGB and nRnG color features, were extracted and concatenated into a whole feature vector. Then the D-optimal Partial Least Squares feature selection method was adopted to select an optimal feature subset that could minimize the variance of the regression model. Finally, an asymmetric distance model for similarity matching was utilized to observe distinctive features from a different perspective. Experimental results show that rank 1 performance of the proposed method were 48.67%, 63.12% and 65.04% respectively on the VIPeR, Prid_450s and CUHK01 databases, which have achieved stateof-art performances.
INTRODUCTION
Person re-identification (Re-ID) plays a key role in security management applications and has received increasing attention in recent years. Its goal is to identify a person (probe sample), captured by one or more cameras, while using a gallery of known candidates captured from a different camera. Pedestrian appearance can be easily obstructed by clothing, occlusion and perspective. The recognition rate is also affected by low video image resolution and light conversion, thus Re-ID still is a challenging task. Yang et al [1] proposed a novel descriptor to identify pedestrian salient color features, and had obtained good performance in addressing the problem of Re-ID. Previously, Re-ID could not sufficiently distinguish persons when they wear similarly colored cloth. Thus, a common strategy was widely applied that color and textural features should be combined to compensate each other.
Partial Least Squares is a regression technique, and is widely used for high dimensional datasets. D-Optimal Partial Least Squares are well-distributed in the important areas of the image, and it is used to select an optimal feature subset that could minimize the variance of the regression model. In this paper, a multiple feature selection method with D-optimal partial least squares is proposed for person re-identification. The proposed method takes the feature fusion and color feature model into account and makes full use of feature selection to obtain effective information for a single-shot Re-ID. The overview of the proposed person reidentification method is illustrated in Fig. 1 .The rest of this paper is organized as follows. Section 2 presents the exiting person re-identification methods. Section 3 introduces the proposed multi-color features and D-optimal Partial Least Squares feature selection methods. Section 4 presents a comparison of the performances of the proposed approach with other existing methods. Section 5 concludes this paper.
II. RELATED WORKS
In the video surveillance environment, pedestrian appearance needs to be extracted and represented easily in a short period. Appearance-based methods assume that it was possible to simultaneously extract robust and distinctive features from different camera acquisition conditions, which is unfeasible in practice. Liao et al. [2] proposed an effective feature representation called Local Maximal Occurrence (LOMO), which could maximize the horizontal occurrence of local features to provide stable characteristics of viewpoint changes. Matsukawa et al. [3] presented a novel region descriptor, named "Gaussian of Gaussian" (GOG), to extract a set of multiple hierarchical Gaussian pixel features. Shi et al. [4] extracted the 11-dimensional color descriptor for each small block and aggregated these color descriptors into the global vector by the BoW (Big-of-Word) model. Liu et al. [5] proposed two coupled dictionaries that were related to different cameras. These were used to learn to extract robust features from different views. Karanam et al. [6] proposed a new method which was different from Liu; in which only one dictionary was specifically trained to have viewpoint invariant. Afterwards the importance of features could be computed by applying a fixed statistical model or adaptively from subsets of similar individuals and random forests. Convolutional Neural Network (CNN) has been widely used in various fields, but due to the lack of sufficient labels to train samples for person re-identification, the performance of CNN is not superior to traditional ones on small datasets.
Feature selection techniques consist of two methods: feature subset evaluation and individual feature ranking, the latter is more suitable to apply in person re-identification. In high-dimensional feature descriptors, the combination of multiple cues can capture subtle characteristics and benefit performance of Re-ID; however, some machine learning methods, such as the well-known Rank-SVM [7] and KISSME [8] . PLS [9] was another ideal method for dimension reduction, regression, and classification problems, and had the advantage of finding distinctive projections for intra-class information. It also had good performance in single-shot scenario. Prates and Schölkopf et al. [10] proposed Kernel PCA to nonlinearly map highdimensional feature space. Raphael et al. [11] proposed Kernel Hierarchical PCA (KHPCA) to capture high-order correlation between input variables during learning projections to a common subspace that tackles dimensional reduction. Raphael et al. [12] proposed the Cross-View Kernel feature algorithm to find a low-dimensional common space to maximize similarity of captured images.
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III. PROPOSED APPROACH
A. Multi-Color Features
Feature representation is an important issue for person re-identification, and features from an ideal person image should be sufficiently invariant against viewing changes from different cameras. In this paper, HSV, LAB, RGB and nRnG color features were used to observe pedestrian images. RGB is a color benchmark in the color space. HSV and LAB are both typically used to describe color and brightness characteristics which can be generated from RGB. HSV is a more intuitive expression of the color and brightness of objects, which could better deal with image discrepancy caused by lighting issues. LAB expression range is wider than RGB, and observes all colors that is visible to the human eye. Its descriptive method is not related to perspective and equipment, so it can better handle the color discrepancy caused by different devices. RGB needs to be converted to XYZ and then converted to LAB by XYZ. nRnG takes the average of the R channels and G channels which are effective to reduce lighting effects, defined as:
= /( + + ), = /( + + ). A person consists of four parts: a head, an upper body, legs and feet. The upper body and legs can be uniformly divided into three layers respectively. The color information of the head and feet are insufficient. In order to capture more effective appearance information, each image is uniformly divided into seven overlapping layers. The first layer combines the head and the first layer of upper body, the last layer combines the feet and the last layer of leg. Other overlapping layers systematically combine the bottom part of upper layer and highest part of next layer. Each layer extracts HSV, LAB, RGB and nRnG color information, then different color features merge in each layer separately. Finally those color characteristics are cascaded into a whole multi-color feature vector.
B. D-Optimal Partial Least Squares
1) Partial Least Squares
PLS is a method that can both extract features and regression, which is used for high-dimensional data whose number of samples is far fewer than the number of features [13] . The linear PLS model can be expressed as: W as shown in n (6). ' T XW =
original image segmentation RGB HSV LAB nRnG concatenated feature Fig. 2 The process of multi-color feature extraction NIPALS [14] and SIMPLS [15] are the two most commonly used algorithms to obtain the PLS model, and the relationship between two is given by (6) , in which ' W is as follows:
As a result, the linear regression of PLS can be expressed as:
2) D-Optimal PLS
Let τ represent a feature indices subset of the set { } 1, 2, 3, , p  containing exactly k elements. The matrix X τ of feature subset is expressed as:
where Γ is a selected k-column matrix from p features, which contains a single entry in a row indexed by one element inτ and zero elsewhere. ( )
By substituting for Y from (10) in (11), the mean of PLS estimate is given by: Thus the covariance of τ α  is given by: 
where
Since the squared prediction error is directly proportional to cov( ) 
While eigval () is the eigenvalues of a matrix, the matrices After obtaining multi-color features from HSV, LAB, RGB and nRnG color space, D-optimal Partial Least Squares are applied for selecting the optimal feature subset that could minimize the variance of the regression model.
IV. EXPERIMENTS AND ANALYSIS
A. Datasets and Evaluation Protocol
VIPeR dataset [16] . VIPeR dataset contains 632 pairs of pedestrians, captured by two cameras in an outdoor environment, and all images are scaled to 128 48 × . The VIPeR database is one of the most challenging databases in person re-identification because it includes a variety of challenges such as lighting, perspective and posture, and is usually used in supervised and unsupervised person reidentification. Prid_450s database [17] . Prid_450s database is also available outdoors by two cameras as VIPeR, but its images are more realistic. It contains 450 pairs of pedestrians, each image taken from different cameras. CUHK01 database [18] . CUHK01 database was taken by two cameras in the campus, each pedestrian has two images under each camera. It contains 971 pairs of pedestrians, and the size of each image is 160 60 × . Experimental Setup. Similar to other works in recent literature, the data were tested an average of 10 times at random under the same size of training and testing subsets to obtain more stable results. Considering reidentification as a ranking problem, the performance is measured in Cumulative Matching Characteristic (CMC) curves. Since all databases evaluation protocols are consistent with ADMCV [19] in the experiments, half of the people are randomly selected every time to form a training set, leaving half of them to form a test set. The experiment used a single-shot to evaluate, meaning each pedestrian only has one image under each camera. The dimensionality of whole feature vector was 27622 and the dimensionality of selecting was set as d=100.
B. Experimental Results and Analysis
We will first compare the proposed method with ADMCV [19] , including add and not add feature selection method on VIPeR, Prid_450s and CUHK01 datasets respectively. Its rank 1 performance is shown in table 1. It's clear that the proposed method without D-PLS is better than ADMCV. Also ADMCV plus D-PLS is actually worse than proposed method. The result is that the method of multicolor features can extract more effective appearance information, and D-optimal Partial Least Squares feature selection can improve rank recognition rate. Having compared the proposed method with ADMCV [19] , LOMO [2] , MFFIML [20] , SCNCD [1] , VGAC [21] , and ScalMatch [22] respectively on VIPeR dataset, it is evident from Table 2 and Fig. 3 that the proposed D-optimal PLS always surpasses the aforementioned methods with a clear margin in the Re-ID performance. ADMCV [19] exacted RGB, HSV, YCbCr, LAB and YIQ five color features and 16 Gabor texture filters from each image which was then divided into 18 layers; VGAC [21] was based on the characteristics of the middle layer to cite the vertical global apparent constraints, and the characteristics that vertical appearance information from different images from the same person was similar to solve as an intra-class problem. The proposed method could extract more color characteristics information, and had higher recognition rate, and D-optimal PLS was adopted to reduce dimensionality and select a more effective feature set. This suggests that our D-optimal PLS self-adaptive modeling is superior to conventional adaptive for Re-ID. We evaluated the generality of D-optimal PLS instantiated by integrating different learning methods on Prid_450s dataset. Six popular state-of-the-art methods were considered: ADMCV [19] , Semantic [4] , SCNCD [1] , KHPCA [11] , MKSSL [23] and KISSME [8] . It is clearly illustrated in Fig.4 that our proposed method, which incorporated different color features, achieved better Re-ID result than other methods. The Re-ID results are reported in Table 3 showing that the rank 1 of the proposed method is 63.12%, which is nearly 6% higher than ADMCV [19] . Also the recognition rates of rank 1 to rank 20 are significantly higher than other methods. Experimental results show that compared to other methods, the proposed method has certain advantages and flexibility in the feature extraction model. The proposed method was compared with ADMCV [19] , MFFIML [20] , Metric Ensemble [24] , GOG [11] , LOMO [2] and MKSSL [23] respectively in CUHK01 dataset, the result is illustrated in Fig 5 that the recognition rate of the proposed method was significantly higher than state-of-the-art methods. Table 4 shows that the rank 1 of the proposed method is 65.04%, and the value of rank 1 to rank 5 is higher than that of ADMCV [19] and other state-of-theart methods. It is shown that the proposed method attribute this improvement to the better representation from multiple feature fusion and selection, which proves that the experimental method had a relatively good recognition effect. 
V. CONCLUSION
In this work, we tackled the Re-ID problem using multicolor features with the D-optimal partial least squares feature selection method. To the best of our knowledge, this is the first time that D-optimal partial least squares has been employed to solve the Re-ID problem. After concatenating HSV, LAB, RGB and nRnG color space, D-optimal partial least squares were utilized to select an optimal feature subset.
Comparing with the state-of-the-art methods, the experimental results verify the superiority and advantages of our proposed method based on three challenging person reidentification benchmarks.
