We review developments in the understanding of cycle-to-cycle variability in internal combustion engines, with a focus on spark-ignited and premixed combustion conditions. Much of the research on cyclic variability has focused on stochastic aspects, that is, features that can be modeled as inherently random with no short-term predictability. In some cases, models of this type appear to work very well at describing experimental observations, but the lack of predictability limits control options. Also, even when the statistical properties of the stochastic variations are known, it can be very difficult to discern their underlying physical causes and thus mitigate them. Some recent studies have demonstrated that under some conditions, cyclic combustion variations can have a relatively high degree of low-dimensional deterministic structure, which implies some degree of predictability and potential for real-time control. These deterministic effects are typically more pronounced near critical stability limits (e.g. near tipping points associated with ignition or flame propagation) such during highly dilute fueling or near the onset of homogeneous charge compression ignition. We review recent progress in experimental and analytical characterization of cyclic variability where low-dimensional, deterministic effects have been observed. We describe some theories about the sources of these dynamical features and discuss prospects for interactive control and improved engine designs. Taken as a whole, the research summarized here implies that the deterministic component of cyclic variability will become a pivotal issue (and potential opportunity) as engine manufacturers strive to meet aggressive emissions and fuel economy regulations in the coming decades.
Introduction and background
As worldwide fuel economy and emissions standards become increasingly stringent, internal combustion engine design and operation are rapidly evolving to meet current and future targets. This trend is particularly strong for light-duty gasoline-type engines, where the past two decades have seen not just evolutionary refinement in engine technologies but also the development of new combustion modes, such as homogeneous charge compression ignition (HCCI) and highly dilute spark ignition (SI) combustion. The stable operating envelope for these strategies is limited to only a portion of the engine map due to high levels of cyclic variability at some operating conditions. Cyclic variability has been observed since the earliest scientific studies of internal combustion engines. Clerk 1 noted that the full-cycle indicator diagrams of successive cycles of a gas engine exhibited significant variations in combustion, which he attributed to variations in fueling. Cyclic variability was occasionally studied but not considered a serious concern throughout the next century until measurement systems became capable of recording many consecutive engine cycles. Patterson 2 was one of the first to highlight the importance of cyclic variability and how it might be approached with modern data acquisition and computational techniques.
Throughout the 1970s and 1980s, cyclic variability was studied parametrically to discern the causes, and the statistical aspects of cyclic variability were characterized using normal linear statistics on a time-averaged basis. While these statistics gave insight into parametric effects such as charge motion or spark variability, only a few studies attempted to correlate combustion quality from one cycle to the next using time-series analysis. Barton et al. 3 calculated statistical moments and classified the behavior they saw as Gaussian-distributed, and they also found no statistically significant degree of cycle-to-cycle autocorrelation. Belmont et al., 4 however, looking at leaner fueling conditions, found a significant level of anti-correlation in combustion quality from one cycle to the next.
The predominant understanding of cyclic variability in the 1980s to the mid-1990s was that cycle-to-cycle variations were inherently stochastic in nature. As such, there could be no predictability or prospect for control of cyclic variability (CV) except for parametric changes in operating conditions. This understanding was evident in the first two major literature surveys of cyclic variability-Young 5 and Ozdor et al. 6 -in which no significant deterministic effects were noted. As subsequent studies were to demonstrate, the lack of observable determinism was, in part, due to the nature of the experimental conditions investigated, which tended to be dominated by operating conditions far from unstable combustion limits, such as at stoichiometric, homogeneous-charge, low-dilution conditions. Concurrent with the advances in computerized engine measurement and data analysis, new paradigms were emerging in the understanding of complex, nonlinear dynamical systems. In many complex nonlinear systems, the occurrence of bifurcations, tipping points, and deterministic chaos suggested that behavior previously thought to be random could actually have a hidden structure. One groundbreaking early example of this new understanding was the simple nonlinear model proposed by Lorenz 7 to explain the complex ''chaotic'' behavior of fluid convection in response to thermal gradients. Lorenz's example demonstrated that such systems can appear to be stochastic but in fact are still deterministic. Even though they are deterministic, however, their long-term evolution is exponentially sensitive to the initial conditions. This sensitivity makes detailed long-term predictions impossible, but it is still possible to make reasonably good short-term predictions, even in the presence of measurement error and external perturbations.
To begin a discussion of determinism in engine combustion, it is important to state precisely what we mean by the term ''deterministic.'' For our purpose here, we use the term to indicate a system that follows explicit laws of cause and effect, such that if we know precisely what the initial conditions are, we can predict the state of the system at any time in the future. A pendulum clock is an example of a deterministic system, as knowledge of its state at a given instant provides knowledge of all future measurements (in perfect operation). The state of random or stochastic systems, on the other hand, can only be predicted in a probabilistic sense (i.e. based on a probability distribution). Flipping an unbiased coin and rolling unbiased dice are examples of a simple random system. At least in macroscopic (nonquantum) systems, we expect that all behaviors are ultimately governed by the laws of Newtonian physics and are thus, in principle, predictable. However, real systems have a very large number of degrees of freedom (high dimensionality), and there is always some degree of uncertainty in initial conditions (e.g. due to external noise or measurement error). Thus, even deterministic systems can be expected to exhibit, to varying degrees, a mixture of deterministic and stochastic features. Thus, for our purposes, ''deterministic'' means there is at least some short-term predictability in the system's observed behavior.
Systems with significant nonlinearities can appear to be random because of their exponential sensitivity to initial conditions. Over the last three decades, there have been a huge number of experimental systems (some involving combustion) shown to exhibit the complex behavior predicted by nonlinear system theory including bifurcations and deterministic chaos. 8 The latter can appear random but are still deterministic, exhibit some type of global structure, and are bounded. As noted above, the presence of determinism makes it possible to use feedback control to stabilize or otherwise change chaotic behavior. 9 More recently, it has been recognized that many real-world systems have more degrees of freedom (e.g. associated with spatial as well as temporal changes) than can be represented by low-dimensional models. However, they can still exhibit global emergent features that can be treated by another branch of nonlinear science referred to as complexity theory. 10 We suggest here that complexity theory may offer the best general approach for understanding cyclic combustion variations in engines.
With this new understanding of nonlinear systems, engine researchers began to consider nonlinear processes in combustion that might explain cyclic variability. One of the first models along these lines was that of Kantor, 11 who developed a simple discrete combustion map that included residual gas temperature as a mechanism for nonlinear coupling from one cycle to the next. Daily 12 also suggested that this residualtemperature effect could result in periodic or chaotic combustion oscillations, under certain conditions. The above models prompted other experimental investigators to look for features of deterministic chaos in SI engine combustion. A key question was how to reliably discern deterministic effects in engine measurements, and some of the concepts originating from nonlinear dynamical systems theory were adopted in this process. Early examples of this effort were Martin et al., 13 Stevens et al., 14 and Finney et al., 15 who identified and characterized deterministic features in experimental engine data, particularly with lean fueling. The former noted the presence of both prior-cycle (e.g. residual gas) effects and same-cycle effects influencing cyclic variability and the shift in dominance of the effects depending on fueling. 13 Additionally, Chew et al. 16 reported experimental observations of prior-cycle effects and proposed that the observed dynamics were stimulated by intake-runner oscillations.
Daw et al. 17 followed on the work of Kantor and Daily in proposing that the primary mechanism for deterministic oscillations in dilute combustion was the highly nonlinear impact of residual gases left behind from a previous cycle on the combustion rate in a succeeding cycle. For this effect to be significant, they argued that the nominal in-cylinder charge dilution level had to be close to the dilute flammability limit. Under these conditions, small changes in the charge composition can have a very large nonlinear impact on combustion. In contrast to Kantor and Daily, they suggested that the residual gas composition, more than temperature, was the most important factor. This model matched an experimental study which documented such fluctuations over a range of equivalence ratios, with increased ''memory'' with leaner fueling. 18 The general trends predicted by this model were subsequently shown to be consistent with many experimental observations for a range of engines operating both with lean fueling and high exhaust gas recirculation (EGR) dilution. [19] [20] [21] [22] [23] [24] [25] Taken all together, the evidence from the previous two decades indicates that both stochastic and deterministic features can be observed experimentally, depending on the particular operating conditions one chooses to consider. Key factors are the level of charge dilution and the amount of residual gas present. For stoichiometric fueling, and with little externally imposed charge dilution and small levels of residual gas, cycle-to-cycle variations generally appear to be stochastic. That is, knowing the combustion intensity variation in one engine cycle does not help predict variations in the intensity in an ensuing cycle because the dynamics are dominated by many factors (e.g. gas mixing). By the Central Limit Theorem, all these factors tend to combine to produce a Gaussian-distributed behavior.
However, as dilution increases and/or residual gas levels rise, deterministic features can start to become apparent as flame speeds fluctuate in response to small changes in the initial charge conditions at ignition. Ultimately, as conditions become sufficiently dilute, the residual gas effects are large enough to cause alternating misfires followed by excessive high-energy burns, as some of the unburned fuel is added to the subsequent cycle. This pattern is often referred to as ''rebound'' and follows a characteristic and somewhat predictable pattern, even though it continues to be disturbed by the stochastic variations affecting system dynamics. With sufficiently high dilution, the residual-driven instabilities become dominant as the combustion transitions into extremely complex oscillations that have features resembling deterministic chaos.
Early studies of deterministic chaos in mathematical models seemed to imply that it might be impossible to control their behavior. However, Ott et al. 26 proved that, at least for ideal mathematical models, it was theoretically possible to use small feedback perturbations to suppress their oscillations. Subsequently, Ditto et al. 27 used the methods proposed by Ott et al. to demonstrate the first experimental control of a chaotic flexing beam, thus proving that control of real-world chaotic systems is indeed possible. This inspired engine researchers to try similar methods with ideal nonlinear engine models 28 and later with experimental engines 29, 30 operating under highly lean fueling conditions. The feedback control schemes used for engines relied on adjusting the spark timing or injected fuel mass from cycle to cycle based on the combustion state of prior cycles. Because the stochastic background and measurement error (noise) increased prediction uncertainty, this type of control was able to significantly reduce but not entirely eliminate the lean-limit cyclic variability.
Advanced combustion strategies developed since the 1990s often exhibit some of the characteristics of the nonlinear dynamics observed in simple dilute combustion, including both HCCI 31 and spark-assisted homogeneous charge compression ignition (SA-HCCI) [32] [33] [34] combustion modes, as well as spark ignition homogeneous charge compression ignition (SI-HCCI) mode transitions. 35, 36 Researchers have begun applying various predictive feedback control schemes based on these dynamics in an attempt to stabilize SI-HCCI mode transitions. 37, 38 Additional low-temperature combustion (LTC) strategies including reactivity controlled compression ignition (RCCI) and premixed charge compression ignition (PCCI) are also driven by physics that are very sensitive to initial charge composition and/or temperature, and they are thus also likely to exhibit some degree of deterministic behavior. Increased understanding of the nature and cause of deterministic features in these systems is important for both design and control. Such understanding is important for extending the range of advanced combustion modes beyond their current boundaries by exploiting the predictable aspects of their underlying physics.
In the subsequent discussion, we are most concerned with a high-level review of selected examples where deterministic dynamics can be an important factor in engine combustion. We do not intend this to be an exhaustive treatment of all possible deterministic aspects of engine combustion. We also specifically restrict our scope to gasoline-type or premixed-charge engines, as the nature of cyclic variability in diesel (diffusion-flame) engines is generally different. In doing this, we seek to place spark-ignited engine combustion dynamics in the larger context of general dynamical system theory. Thus, we use concepts, terminology, and methodologies from this larger body of information to describe and explain the observed behavior of model and experimental engines. Once we have established the parallels between engines and nonlinear dynamical systems, we consider how these parallels might lead to opportunities for new engine control strategies to mitigate the effects of cyclic variability. We finish with a discussion of anticipated directions of future research and development.
Characterization of engine dynamics
The combustion dynamics of engines can be characterized in a variety of ways depending on the specific measurements available. Typically, measurements are categorized in terms of their time scale, and for engines, they are usually indexed to the engine crank angle or individual cycle. Fast measurements (e.g. in-cylinder pressure or heat release rate) are typically resolved in terms of crank angle, providing detailed temporal information about combustion events; these measurements with high intracycle temporal resolution are termed ''continuous.'' Cycle-resolved measurements such as peak pressure, indicated mean effective pressure (IMEP), and total heat release (hereafter referred to simply as ''heat release,'' differentiated from heat release rate), on the other hand, provide fewer details, but they can provide useful global measures of combustion performance for large numbers of cycles; these measurements are termed ''discrete.'' Whether treated as continuous or discrete, a set of successive measurements ordered in time forms a time series, and modern data-acquisition systems can typically record both subcrank angle-resolved and cycle-resolved measurements from many thousands of consecutive engine cycles from multiple cylinders. This provides immense opportunities for statistical and time-series analysis that were not widely possible even in the recent past.
Many traditional time-series analysis methods have been applied to the analysis of engine measurements. These include Fourier analysis and autocorrelation. 3, 4 While these methods are useful in revealing time-averaged, linear dynamic features, nonlinear time-series tools such as mutual information and time asymmetry can reveal additional features (e.g. information transfer) not visible with traditional measures. 39 Another widely used method for characterizing cycle-resolved engine combustion measurements is the return map, where successive measurements separated by a fixed number of cycles (delay pairs) are plotted against each other. 17, 19, [23] [24] [25] [40] [41] [42] [43] The resulting aggregate plot of all time-series delay pairs forms the return map, which can reveal any low-dimensional relationship between two successive combustion events. In most cases, the preferred delay interval is one engine cycle, so that next-cycle correlation is most apparent. Figure 1 shows a sequence of time series and their resultant first return maps, with 50 records plotted for time series and 10,000 records plotted in the return maps; some explanation follows. Periodic time series, either a linear cycle or nonlinear limit cycle, occupies a single fixed point on the unity diagonal, as each record equals the previous. With added noise, the single point expands to a region around the noise-free fixed point; with zero-mean additive Gaussian noise, the region resembles a ''shotgun blast'' of circular extent with normal probabilities radially outward from the center (as seen in frames (a) and (b) in the figure) . A purely stochastic signal is space-filling within the return map. A deterministic signal exhibits some structure within the return map, and significant deviations from the fixedpoint region (e.g. as with engine misfires, as seen in frames (c) and (d) in the figure) follow a characteristic return sequence to the fixed-point region (see below). Some care must be exercised, however, when visually inspecting return maps, as skewed distributions can produce ordered structures, even without temporal correlations; converting the data to quantiles and applying simple statistical tests can produce an objective measure of the return map structure. 24 Systems with deterministic nonlinear dynamics follow patterns that are predictable in the short term but not long term. These patterns can be obscured by the presence of noise, as many metrics lose sensitivity in the presence of noise. One particularly useful method is symbolization, 19, 23, 40, [43] [44] [45] [46] which is a coarse-graining technique that reduces a high-resolution signal to a small number of ''letters'' in the ''alphabet,'' and short sequences of consecutive letters are grouped to form ''words'' (signatures of dynamical patterns). Sensitivity can be controlled by choosing the size of the alphabet n and the length of the words L; the total number of unique patterns or sequences is N = n L . Figure 2 shows the method of partitioning time-series measurements into symbols and construction of the words and conversion to decimal codes, as well as a frequency histogram of the resulting symbolic patterns (referred to as a symbol-sequence histogram (SSH); refer to Figure 1 ). Partitioning is typically chosen according to two common schemes: equiprobable, in which the partitions are adjusted so that the frequency of each converted symbol is the same, and equispatial, in which the partitions are fixed based on defined intervals of the signal range. The different partitioning schemes can reveal different patterns in the data; for instance, rare events such as misfires are often highlighted more with equispatial than equiprobable partitioning. 47 Symbolization is an efficient technique to find patterns within complicated signals and can form the basis for effective characterization and control. 40, 42, 45, 48 SSHs of time series with no temporally correlated structure uniformly have expected sequence frequencies of 1/N, with deviations from that expected value caused by finite-sample effects or slight episodes of structured dynamics. Deterministic patterns result in structured SSHs (i.e. not ''flat''). Examples of SSH structure differences are seen in Figure 1 , with panels (a) and (b) representing roughly unstructured data and panels (c) and (d) exhibiting increasing levels of structure, which is also seen in their corresponding time series and return maps. On the SSH plots, the symbolization is n = 8 and L = 2, and the equiprobable level of 1/64 = 0.015625 is bounded on either side by 95% empirical confidence intervals; 45, 47 symbolic patterns outside of these bounds represent a degree of determinism, either in greater or lesser than expected frequency. The onset of deterministic instabilities becomes pronounced starting with the 21% EGR case, with the emergence of sequence 7, which represents a partial burn or misfire (symbol 0) followed by a largest-level combustion event (symbol 7), labeled as 0-7 in the figure. The patterns for the 34% EGR case are especially dominated by sequence 7; the inverse pattern, sequence 56, or a largest-level combustion event (symbol 7) followed by a misfire (symbol 0), labeled as 7-0 in the figure, does not have a remarkable sequence of occurrence-this temporal asymmetry is a telling feature of the dominant dynamics. 49, 50 The apparent periodicity in the 34% EGR SSH occurs because every eight sequence indices (because n = 8) represent a different starting symbol in the two-step sequence (L = 2), and the second symbol in the sequence occurs with different probabilities. Essentially, the SSH is encoding the shape of the return map, quantifying the dense and the sparse areas (according to the equiprobable partitioning) based on the relative frequencies of each symbol sequence.
Histogram structure is often quantified with a metric based on the Shannon entropy. 19, 23, 39, 40, 42, 45 The modified Shannon entropy that has been used in analysis of engine data takes the form Figure 1 . Onset of instabilities as seen in total heat release time series, return maps, and symbol-sequence histograms (see later in text) with increasing EGR levels of (a) 0%, (b) 14%, (c) 21%, and (d) 34% (data from Kaul et al. 44 ). All plots are on the same scale.
where p i are the normalized frequencies of occurrences of sequence i (where each unique sequence is a bin) in the SSH, N is the total number of bins in the SSH, and n seq is the total number of p i . 0; the logarithm can be any base. With appropriate normalization, this modified Shannon entropy varies from 0 (representing a noise-free, deterministic signal) to 1 (representing a purely stochastic signal). Tracking this metric with parametric changes is an effective way to quantify the transition into the onset of deterministic instabilities, such as occurs with engine dynamics with varying dilution levels. Figure 3 shows this transition with increasing dilution levels for two base stoichiometric fueling ratios as measured with the modified Shannon entropy. In this example, the total heat release time series for each fueling stoichiometry and residual levels were symbolized to produce SSHs using a binary alphabet (n = 2) and a word length (L) of 6, for 2 6 = 64 unique sequences; from each SSH, the modified Shannon entropy H SM is calculated, as above. The leaner fueling case starts out at a lower entropy value, as its combustion is closer to the unstable tipping point, and both fueling cases become more organized, with lower entropy, as the unstable combustion patterns become more dominant with increasing dilution. Symbolic spectrograms can be created by plotting the code of the symbolic word over time, much like a time-frequency Fourier spectrogram. When words are formed using simultaneous measurements from several signal sources, for instance from multiple engine cylinders, the resulting symbol synchrogram can highlight episodes of synchronized behavior among multiple cylinders. 46, 47 Figure 4 shows two such synchrograms, one without persistent intercylinder correlation and the other with persistent intercylinder correlation in which the cylinders are synchronized. Some incidental correlation can occur by chance, but some causes of persistent intercylinder coupling include manifold dynamics, both with acoustic oscillations in intake and exhaust, and with fueling feedback in external EGR loops. 47 While the cylinders are not perfectly synchronized, their long episodes of correlation could be a concern for engine roughness control.
Other techniques have been used to characterize the temporal structure of engine measurement time series. Quantitative recurrence plots are mappings that show periodic structures over a range of timescales 41, 51, 52 and can be used to identify major structural features in discrete data. Likewise, wavelet spectral analysis has been applied to long time series of discrete measurements to identify, on a time-frequency basis, episodes of organized patterns in the time series. 36, [53] [54] [55] [56] In the wavelet spectrum, some patterns persist over hundreds of engine cycles at nominally stable conditions, showing long-term structure in the engine dynamics, especially coupled with its control systems and environment, in ways not normally seen using methods that favor short timescales. An example wavelet spectrum is seen in Figure 5 ; this spectrum is like a Fourier spectrogram, which is a time-frequency-power representation, but wavelet functions instead of sinusoidal functions are used as the basis. In this example, persistent structure is seen over very long timescales, so long that they most likely correspond more to the effects of long-term system variations such as temperature changes or slow chemical reservoir oscillations and less on internal cylinder feedback mechanisms.
Using a feature of nonlinear dynamical systems that certain metrics differ when comparing a signal in normal and in reverse order, evaluation of this time irreversibility can help distinguish between models or data that properly capture the time-irreversible dynamical patterns. 42, 49, 50 While stochastic transformations of linear processes can produce patterns that mimic a deterministic chaotic system, they are time-reversible and thus cannot explain the time-irreversible dynamics seen in experimental data from nonlinear systems in the unstable regime.
Other techniques such as phase-space reconstruction by time-delay embedding 57, 58 have been used to characterize the complicated structure of crank angle-resolved pressure trajectories to discern the nature of combustion evolution within a cycle. 16, 25 Time-delay embedding allows the construction of a surrogate of a system phase space using just a single observable. Instead of directly measuring a state variable and its time derivatives, groupings of time-delayed measurements from a single measurement, such as a cylinder pressure trace, form the reconstructed space basis. An example phasespace trajectory is seen in Figure 6 , which shows 100 consecutive cycles of cylinder pressure traces; the data have been filtered with a singular value decomposition transformation to maximize variance in each dimension to enhance visibility. 59 Portions of the engine cycle which vary little from cycle to cycle, such as exhaust, intake, and compression strokes, are tightly grouped, and the cyclic variability is visible in the power stroke, as seen in the trajectory. The embedding process increases the effective dimensionality of the data over a univariate time series, and the reconstructed trajectory can be characterized with certain statistics or metrics. The metrics used have included estimates of the degree of signal complexity using correlation integrals to estimate correlation dimension, 21, 60 structural features of the trajectory using a Poincare´surface of section, 16, 25 and measures of predictability using Kolmogorov entropy. 15 
Physical mechanisms
As noted above, many experimental engine studies have demonstrated that combustion variability increases in a characteristic way as charge dilution with excess air or recirculated exhaust gases increases. [19] [20] [21] [22] [23] [24] [25] Charge stratification and other strategies can exacerbate this trend. 61 The most stable condition occurs near stoichiometric fueling where no additional diluent is added. At this condition, cycle-resolved combustion measurements appear to cluster around a noisy fixed point on a return map. The average combustion efficiency is typically high, with little variation from one cycle to the next. Statistically, cycle-averaged measures such as IMEP or total heat release appear to be Gaussian-distributed with small variance, and predictions of future combustion variations based on the past are usually not accurate. Figure 1 shows a progression of increasing instability with increasing EGR, as seen in time series, return maps, and SSHs; a similar progression is seen with lean fueling. Deterministically unstable combustion results in increasing deviation from Gaussian-distributed data, producing characteristic features in the return maps and SSHs.
With increasing dilution, reductions in the rate of combustion reactions lead to increasing chances for quenching and flameout. Some recent studies of the dilute ignition and quenching have demonstrated that the general behavior appears to be consistent with percolation theory. 62, 63 Percolation theory describes chainpropagation phenomena in extended media, such as disease spread, forest fires, and chemical reaction fronts, and the resulting global behavior dependent on factors such as geometry and reactive-agent concentration. Percolation is a factor in phase transitions in disordered media, and a key feature is a critical transition point beyond which propagation ceases, as continuous clusters of agents become isolated local clusters, and this has implications for dilute combustion. Interestingly, these features of percolation theory appear to be consistent with the chain-reaction model postulated by Wiebe to derive his widely used combustion rate trajectory function for engines. 64 This connection with percolation theory also suggests that the onset of partial burns and misfires with dilution might be treated as a type of critical transition. 65 This transition sequence is visible in the bifurcation diagram depicted in Figure 7 . In this diagram, measures (e.g. total heat release) of hundreds of engine cycles at a single parameter setting (e.g. equivalence ratio) are plotted, and the variation in this scatter plot with changes in the parameter shows regimes of stable and unstable combustion. 20, 39, 43 The term ''bifurcation'' refers to a point where the system dynamics undergoes a marked change, such as from a noisy fixed point (f = 0.76) to a bistable condition (f = 0.71), where misfires lead to rebound cycles with heat releases much more than expected because of unburned fuel in the residual gases. The exact mechanism for the onset of instabilities as the parameter approaches the bifurcation point has been described in various ways, including an intermittency route where the time between misfires follows a power-law distribution as a function of the dilution parameter. 66 Whatever mechanism is involved in flame extinction, incomplete combustion in a given cycle produces fuelrich exhaust gas with the potential to stimulate combustion in successive cycles if it is recycled, either internally or externally. This feedback effect naturally results in anti-correlated oscillatory behavior. This behavior is visible in return maps as a sequence of walk-out to walk-in steps around a fixed point. Because it involves a significant degree of cycle-to-cycle predictability, knowledge of this pattern can potentially be exploited for cycle-resolved interactive control.
The above mechanisms can also be present when HCCI combustion is assisted by spark ignition (SA-HCCI). These engines are typically already operating at very high dilution levels, and thus their combustion reactions are extremely sensitive to small changes in charge chemistry and temperature induced by residual gases. As a result, a wide range of dynamical instabilities have been observed in such engines. 31, [33] [34] [35] [36] Figure 8 illustrates an example return map of total heat release for an SA-HCCI engine, where the distinct combustion modes of SI-only, HCCI-only, and SA-HCCI lie in distinct regions of the space; there is some overlap of regions in this two-dimensional (2D) projection. The characteristic flow from one regime to the other on the map makes interactive control attractive, 32, 37 so that HCCI combustion can be better stabilized and HCCI can be used over a wider range of engine operation. Experimental return maps may be averaged to approximate the underlying, noise-free mapping functions. 67, 68 As discussed above, simple map-based models have been used to help elucidate many of the global features associated with cyclic variability under conditions of high dilution. 17, 67 These low-dimensional models typically lump all spatial variations into a single volume and simplify the physics to simple global relationships. While the map-based models, or low-dimensional models, computationally run fast and give first-order explanations of observed physics, their space-and time-averaged nature means that they lose some information that might be important for understanding other root causes of factors in CV.
More recently, computational fluid dynamics (CFD) models have been employed to resolve additional details about the mechanisms of cyclic variability. These simulations, most often employing large-eddy simulation (LES), have included highly resolved spatial and temporal resolutions of the in-cylinder flow, temperature, and concentration fields as well as detailed chemical kinetics and fluid turbulence. [69] [70] [71] [72] The simulation strategies have included serial simulation of multiple consecutive engine cycles (including the exhaust and intake strokes), thereby including the presence and properties of in-cylinder residual gases. Because of the long clock time required for a singlecycle simulation, typically only 25-100 consecutive engine cycles have been simulated. Additionally, because these simulations have focused primarily on stoichiometric fueling with low dilution, the resulting cycle-to-cycle combustion dynamics do not exhibit the large oscillations occurring in highly dilute combustion. Nevertheless, results from these studies indicate that cycle-to-cycle residual gas feedback still occurs, not only in the form of composition and temperature fluctuations, but from variations in the residual gas momentum, which can affect mixing in subsequent cycles. 72 For observing the long-term dynamics closer to the global extinction point, an alternate approach to long serial CFD simulations has been proposed. 73 In this method, many single-cycle realizations of CFD simulations span a defined parameter and feedback space, and the single-cycle mapping of inputs to outputs is generated using uncertainty quantification techniques. The resulting low-dimensional mapping model may then be used to simulate thousands or more of consecutive cycles nearly instantly to observe the longterm instabilities, to within the specified accuracy of the model generation.
Future trends
New combustion strategies such as HCCI, PCCI, RCCI, and LTC typically involve sufficient charge dilution that they will exhibit and be limited by cyclic variability. To allow full utilization of these modes across their entire operating range, a better understanding of the underlying physics and the mechanisms of cyclic variability will be desired. Interactive modelbased control can effectively extend the operating range closer to unstable boundaries.
For instance, there has been considerable recent development in modeling and controlling HCCI combustion in practical systems. Early work focused on describing transitions from unstable to stable to high-CV HCCI combustion, and an important insight was to describe these dynamics with low-order nonlinear models. 74 This knowledge was used in a practical vehicle demonstration to predict unstable or high-CV regions and avoid them in vehicle operation. 75 With this basic understanding, numerical control strategies were developed for interactive control of HCCI combustion dynamics. 76 Experimental control using simple discrete gain switching was then demonstrated. 77, 78 Numerical nonlinear controllers have been developed and exercised in simulation, 79, 80 and most recently, model-based control of experimental engines has been documented. 48, 81 Work continues to extend diagnostic capabilities, with prospect for control, even into highly unstable HCCI operation. 82 Other combustion regimes besides HCCI can benefit from similar approaches.
As performance and emission requirements continue to tighten, more on-board instrumentation for diagnostics and control can be expected. While these can be somewhat high speed, the success thus far and future prospects for symbolization-based measurement and control can lessen the bit-resolution requirements for sensors, along with production costs. Because symbolization is an effective strategy amidst high noise levels, sequences (i.e. dynamical patterns) indicative of deterministic memory effects can be targeted.
Over the past two decades, nonlinear dynamical system theory has progressed to recognize the role of complex systems. Complex systems have multiple interacting agents or subsystems, each with independent dynamical rules governing their individual behavior but which incorporate feedback from other interacting agents or subsystems. As a collective, these systems can exhibit organized behavior in ways not anticipated by designers. In vehicular systems, understanding the interaction of the engine, the control systems, the vehicular systems, and the driver could prove a fruitful area for further optimization while meeting performance and regulatory requirements.
Summary
In the internal combustion engines of interest in this review, the historical record shows that both stochastic and deterministic effects on cyclic variability are always present. Depending on the conditions studied, the literature has two sets of distinct data and conclusions, and both explanations can be correct. Stochastic variations are always present, but deterministic features (i.e. cycleto-cycle memory) tend to be visible only when operation is near some type of global transition point (tipping point) and when heat, mass, or momentum feedback opportunities are significant (e.g. with high residual gas or EGR). Thus, it should not be surprising that studies where combustion was far from extinction (e.g. not dilute) and/or involving no significant feedback of species or heat would not be able to detect significant levels of determinism. Both physical mechanisms can be important over wide ranges of operation in modern engines, so it is always important when evaluating or planning experimental studies of CV to recognize how close the operation is to a tipping point and also what the opportunities are for feedback. Fortunately, progress in identifying and characterizing determinism in engine dynamics over the past few decades affords the opportunity to control the engine dynamics to mitigate CV effects. In the short term, coarse-graining techniques such as symbolization and low-dimensional modeling hold promise for on-board, real-time interactive control, but practice will increase sophistication of these tools. As engine operation is increasingly pushed into less stable combustion regimes to meet aggressive emissions and performance targets, increased understanding and complexity of control strategies will be expected or required. Feedback control to exploit deterministic effects near unstable boundaries should be an integral part of engine and vehicle design in coming years.
