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Abstract
We proposein this papernew redundancy-basedsolutionsto
avoidrobotjoint limits of a manipulator. Weusea control scheme
basedon thetaskfunctionapproach. We first recall theclassical
gradientprojectionapproach andwethenpresenta far more ef-
ficientmethodthat relieson the iterativecomputationof motion
that doesnot affect the taskachievementandensurestheavoid-
anceproblem. We apply this new methodin a visual servoing
applicationandwedemonstrateon variousreal experimentsthe
validity of theapproach.
1 Intr oduction
Within areactivecontext, planningarobottrajectoryis notal-
wayspossible.If thecontrollaw computesamotionthatexceeds
therobotjoint limits, thespecifiedtaskwill notbeachieved.Con-
trol laws taking into accountthe region of spacelocatedin the
vicinity of thesejoint limits have thusto beconsidered.
In orderto avoid joint limits, ChangandDubey [1] have pro-
poseda methodbasedona weightedleastnormsolutionfor a re-
dundantrobot.Thismethoddoesnottry to maximizethedistance
of the joints from their limits but it dampensany motion in their
direction. Thus, it avoids unnecessaryself-motionandoscilla-
tions.Anotherapproachhasbeenusedby NelsonandKhosla[7]
andappliedto visualservoing. It consistsin minimizinganobjec-
tive functionwhich realizesacompromisebetweenthemaintask
andtheavoidanceof joint limits. Duringtheexecutionof thetask,
the manipulatormovesaway from its joint limits andsingulari-
ties.However, suchmotionscanproduceimportantperturbations
in thevisualservoingsincethey aregenerallynotcompatiblewith
thespecifiedtask. Anotherapproachknown asGradientProjec-
tion Method (e.g., [5, 8]) usesrobot redundancy and hasbeen
widely usedto solve joint limits problems.It reliesontheevalua-
tion of acostfunctionseenasaperformancecriterionfunctionof
the joints position. Thegradientof this function,projectedonto
the null spaceof the main taskJacobian,is usedto producethe
motionnecessaryto minimizeasfaraspossiblethespecifiedcost
function. Themain advantageof this methodwrt. [7, 1] is that,
thanksto thechoiceof adequateprojectionoperator, thejoint lim-
its avoidanceprocesshasno effectonthemaintask:avoidanceis
performedundertheconstraintthatthemaintaskis realized.
In this paperwe first recall how the gradientprojectionap-
proachcanbeusedto avoid joint limits [8, 6]. Unfortunately, it
appearsthatthesuccessof this methodrelieson aparameter(the
amplitudeof thesecondarytaskwrt. themaintask)thathasto be
preciselytunedin orderto ensurethejoint avoidanceprocess.We
show that, if badlychosen,the taskmay fail. We thereforepro-
poseanoriginal andfar moreefficient solutionto thejoint limits
avoidanceproblem.It consistsin generatingautomaticallycam-
eramotionscompatiblewith themaintaskby iteratively solving
asystemof linearequations.Theadvantageof thismethodis that
it ensuresto stopany motion thatmovesthe robot in theneigh-
borhoodof its joint limits.
To validateour approach,we apply the proposedmethodto
a visual servoing problem. Visual servoing [4, 3, 2] is a closed
loop reactingto imagedata.As in thegeneralcase,if thecontrol
law computesa motionthatexceedsa joint limit, visualservoing
fails. This specificproblemhasbeenalreadyconsideredin the
literature[7, 6]. In a previouspaper[6], we consideredanexten-
sionof theGradientProjectionMethod. In this paper, we apply
theproposedframework to a vision-basedpositioningtask.
Thenext sectionof thispaperrecallstheapproachesproposed
in [6] to avoid joint limits. In Section3 we presentthe original
iterativemethod.In Section4 wequicklypresenthevisualservo-
ing frameworkandwegive,in Section5, realexperimentalresults
dealingwith positioningtasks.Theseresultshave beenobtained
usinganeye-in-handsystemcomposedof a cameramountedon
theend-efectorof a six d.o.f. robot.
2 Avoiding joint limits using task function
approach
A robotic taskcanbeseenastheregulationto zeroof a task
function[8] definedby:	 	
 	 	  (1)
where  	 is themaintaskto beachievedthat induces indepen-
dentconstraintson the  robotjoints (with   ).
   is asecondarytask.   	 and      	  	 aretwo projectionoperatorswhichguar-
anteethat the cameramotion due to the secondarytask is
compatiblewith theconstraintsinvolvedby  	 .  	 "!$#%!$&
is the (') full rank Jacobianmatrix of task  	 . Each
columnof      	  	 belongsto Ker  	 , whichmeansthat
therealizationof thesecondarytaskwill have no effect on
themaintask(  	*+   	  	, .-*/01 ). However, if
errorsareintroducedin  	 , 2   	  	 no moreexactly be-
longsto Ker  	 , whichwill induceperturbationson  	 due
to the secondarytask. Let us finally note that, if  	 con-
strainsall the  degreesof freedomof themanipulator(i.e.,   ) , we have +   	  	 3- . It is thusimpossiblein
thatcaseto considerany secondarytask.  is ascalarwhichsetstheamplitudeof thecontrollaw due
to the secondarytask. Tuning this scalarhasproved to be
a non trivial issue. We will seelatter on how to consider
efficiently thisproblem.
To make  decreasesexponentiallyand then behaves like a
first orderdecoupledsystem,we get:456 87  9   	  	 ;: <:>= (2)
where: 45 is thejoint velocitygivenasinput to therobotcontroller; 7 is theproportionalcoefficient involvedin theexponential
decreaseof  ;
The most classicalway to solve the joint limits avoidance
problemis to definethesecondarytaskasthegradientof a cost
function ?>@ (    !,A$B!$& ). This costfunctionmustreachits max-
imal value neara joint limits and its gradientmustbe equalto
zerowhenthecostfunction reachesits minimal value[8]. Sev-
eral cost functions ? @ which reflect this desiredbehavior have
beenpresentedin [8, 1, 6]. We briefly recall the mostefficient
costfunctionproposedin [6].
Activation thresholdsof the secondarytask are definedbyC5DFEHGJI and C5KD ELNM suchthat:C5 DFEOGFI P5 DFEHGJI 
QR 5 D EOLNM  5 DJEHGFI C5 D ELNM S5 D ELNM 9QR 5 D EOLTM  5 DFEOGFI  (3)
where -  Q VUXW;Y (typically, Q Z-*[ U ). The costfunction is
thusgivenby (seeFigure1):? @  UY \] DJ^`_ a bD5D EOLTM  5KDFEOGFI (4)
where a Ddc 5 D  C5 D EOLTM if 5 DHe C5 D ELNM5KD  C5DFEHGJI if 5D  C5KDFEOGFI- else (5)
andcomponentsof  and !$#+f!g take theform:
  D ihjjk jjl
 & GnmHo& G EOLTM  & G EOLNM m & G EHGFI  if 5KD e C5KD EOLNM & GpmHo& G EHGFI  & G EOLNM m & G EHGFI  if 5KD  C5KDJEHGFI- else / :  D:>= P-
(6)
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Figure1: Evolutionof thecostfunctionwrt. joint position
This costfunctionis similar to theTsai’smanipulabilitymea-
sureusedin [7]. It is however moresimplesinceit directly sets
the activation thresholdswith Q . Let us finally note that, in all
cases,  and !#+f!g arecontinuous,which will ensurea continu-
ouscontrollaw.
Theparameter (seeequation(1)) thatsetstheamplitudeof
thecontrol law dueto thesecondarytaskis very important. In-
deed,aspointedout in [1], if  is toosmall,thechangein thecon-
figuration will occur when     will becomelarge
wrt. theprimarytask. It maybetoo lateandmayproducesome
overshootin theeffector velocity. If  is too large, it will result
in someoscillations.Therefore is usuallysetbasedon trial and
errors.We now proposea simplenew solutionto this important
problem.
Tuning the influenceof the secondarytask Thesimplest
solutionto thisproblemis tocomputeautomaticallytheminimum
value of  to stop any motion on the axis the closestfrom its
joint limits (if it is in the critical area). We first determinethe
componentof theprimarytask  	 thatmovestherobottowardits
joints limits. This canbe doneby performinga predictionstep.
Assumingthattherobot is locatedin 5  =  , if we do not consider
asecondarytask,position 5  = 
 U  is givenby:5  = 
 U  P5  = 
 45K = S5  = )7 	  	  = (7)
If at leastone of the axes is in the critical area,the goal is to
choosethecomponent for which $  = 
 U  is theclosestfrom
thejoint limits andto compute in orderto stopany motionon
this component(i.e., 5   = 
 U 2 5   =  - ). Using (2), the
constraint5  .- is equivalentto   - andusing(1) leads
to compute as:      	  	      	  	    
Theconsideredjoint is stoppedbut it doesnotmoveawayits joint
limits. The cost function   asdefinedin (4) is in fact useless.
Furthermore,it doesnot ensurethatanotheraxisdoesnot move
towardits joint limits. Wethereforeproposein thenext sectiona
new redundancy-basedapproachto copewith theseproblems.
3 A newapproach:
Iterati vecomputation of adequatemotions
As seenin theprevioussection,agoodsolutionto achieve the
avoidancetask is to cut any motion on axes that are in critical
areaor that moves the robot toward it. Consideringthat 5  is
oneof theseaxes,we have to computea velocity
45  - . In the
previousparagraph,weconsideredsuchaconditionbut theresult
was to computethe minimum valueof  (for all the axes) that
ensuresthis task. It shouldbemoreinterestingto computesuch
a gainon eachaxis. As describedbelow, theproposedapproach
to achieve this goal relies on the resolutionof a linear system.
Anotherdrawbackof thepreviousapproachis that,thanksto the
new computedcontrol law, otheraxes may enterin the critical
area.In thenew framework, this canbehandledby applyingthe
samealgorithmiteratively.
A generaltaskfunction that usesredundancy canbe defined
by1: 	 	2
 \,] DJ^`_ DpD (8)
where  P< Ker 	     .S \;DJ^`_  D  pD definesmotions that try to ensurethat therobotwill neverencounterits joints limits. Within thisterm:
–  is a basisof Ker  	 of dimension'  (this in-
suresthat thesemotionshave no effect on the main
task).
–  is avectorof gainsthatwill beautomaticallycom-puted.
Considerthataxis 5  is in critical situation(i.e., 5   C5  EHGFI
or
C5  EOLNM  5  ). We determinevector  in order to stop themotionon axis  : 5  3- (or 45  ¡- ). Fromequation(8), for
eachaxisin critical situationweobtain:\;] D{^_H D  D  3¢ 	 	$£  (9)
If we now considerthe ¤ axesin critical situation,we candefine
from equation(9) a linearsystem¥  3¦ where¥ is of dimen-sion ¤9'  while ¦ and  areof dimension  . We have threepossiblecases:
when ¤ e   , we have moreaxesin critical situationthan
redundantaxes. Of coursein that case,the total efficiency
of themethodcannotbeensured.
when ¤  K , thereis only onesolutionbut the problem
canbesolved.
when¤§  , thesystemfeaturesmultiple solutions.
In any case,a solution is given by ©¨  ¥  ¦ where ¥  isobtainedusingaSingularValuesDecomposition.
Let usconsidermoredeeplythe lastconfiguration(¤¡ ).
If vector ©¨ is computedas ©¨  ¥  ¦ , any motion on the ¤axesin critical situationarestopped.However, with theresulting
controllaw: 45ª 87« 	  	
 \;] D{^_` ¨D pD¬ (10)
1If ­ is amatrix,wenote ­ ND its ® th columnand ­ D{ its ® th row.
otheraxesmayenterin thecritical area.This undesiredsituation
canbehandled.Indeedwhen ¤SK , the linearsystemfeatures
multiplesolutions.©¨ canin factbechosenas: ¨  ¥ H¦ 
 \°¯] ± ^_K² ± +,³´ ¥  ¥   ± (11)
where³µ ¥  ¥ is abasisof Ker ¥ and  _ S Ker ¥ . The
new motionsinvolvedby
 ± ² ± ³  ¥  ¥   ± arebuilt in thekernelof theconstraint(i.e., projectedonto thenull spaceof the
constraint,theresultinghave thereforestill no effect on themain
task).Replacing¨ by its valuedefinedin (11),weget:45  87¢   	  	 (12)
 \,] DJ^`_ « ¥ H¦ 
 \¶¯] ± ^`_K² ± ³· ¥  ¥   ± ¬ D pD¸¹
To determinethe vector ² , like in the previous case,we build alinearsystemconsideringthat 45  .- for all the ¤>º axes 5  that
will enterthe undesiredareaaccordingto the prediction. After
somerewriting, eachline of thesystemis givenby:\¶¯] ± ^`_ ² ± \,] DJ^`_ +,³´ ¥  ¥  D ±   D  · 	  	,  (13)¼» \;] D{^_  ¥  ¦  D  pD½ 
As in thepreviouscase,therearethreepossiblecaseregarding
the dimensionof ² . Here again, ¤ new axes may enter in thecritical areaaccordingto the new control value computedwith
the appropriatevector  ¨ and ² . Thereforethis last processisrepeatediteratively (andcanberepeatedaslongas¤ 
 ¤ º 
 ¤ º º 
[[[ ¾  ).
Remark: Let usnotethattheresultingcontrol law is not con-
tinuous.Even if, in practice,thedynamicof therobotsmoothes
the velocity, copingwith this issueis oneof the perspective of
thiswork.
Moving away fr om the joint limits. Thepresentedframe-
work providesacompletesolutionto ensurethat,if asolutionex-
ists,the joints in critical situationwill not encountertheir limits.
It couldalsobeinteresting,like in theprevioussection,to gener-
atea motion thatmovesthe joint away from its limits. This can
be simply achieved by introducinga cost function (asproposed
in equation(4)) within equation(8) thatbecomes:¿	  	2
S 	  	,  
 \,] DJ^`_ DpD (14)
Thenew linearsystemto besolvedis thengivenby:\;] D{^_  D   D  3¢ 	  	 
¿   	  	    £  (15)
4 Application to visual servoing
Weappliedtheproposedmethodto animage-basedvisualser-
voingproblem.Let usdenoteÀ thesetof selectedvisualfeatures
usedin thevisualservoing task.To ensuretheconvergenceof À
to its desiredvalue ÀÁ , we needto know the interactionmatrix
(or imageJacobian)ÂÃÄ definedby theclassicalequation[2] :4À  Â ÃÄHÅ Æ (16)
where
4À is thetimevariationof À dueto thecameramotion Å Æ .
Controllaws in visualservoing aregenerallyexpressedin the
operationalspace(i.e., in thecameraframe),andthencomputed
in thearticularspaceusingtherobot inverseJacobian.However,
in orderto combinea visualservoing with theavoidanceof joint
limits, we have to directly expressthecontrollaw in thearticular
space.Indeed,manipulatorjoint limits aredefinedin this space.
This leadsto thedefinitionof anew interactionmatrix suchthat:4À PÇ Ä 45 (17)
Sincewehave Å·Æ ¿  5 È5 , where  5  is nothingbut therobot
Jacobian,we simplyobtain:Ç Ä  Â ÃÄ   5  (18)
If É visualfeaturesareselected,thedimensionof Ç Ä is É'6 . If
thevisualfeaturesareindependent,therank  of Ç Ä is equaltoÉ , otherwiseÉ e  . Thevision-basedtask  _ is thendefinedby: 	 3Ê  À  À Á  (19)
where ÀÁ is thedesiredvalueof theselectedvisual features,À
is their currentvalue(measuredfrom theimageat eachiteration
of thecontrol law), and Ê , calledcombinationmatrix, hasto be
chosensuchthat  	 ¡Ê Ç Ä is full rankalongthedesiredtrajec-
tory 5KË  =  . It canbedefinedas Êd  Ç  ÄOÌ Ä ^ ÄÍ , where 
is afull rank 'Î matrixsuchthatKer  = Ker Ç Ä (see[8][2]
for moredetails). If Ç Ä is full rank  , we canset  ZÇ Ä ,
then Êd  and  	 ÏÇ Ä is a full rank Ð' matrix. If rank of Ç Ä is lessthan É , we have  	   Ç Ä Ç Ä which is also
a full rank 'ª matrix.
Wethencanusetheframework presentedin theprevioussec-
tions.
5 Experimental results
All thejoint limits avoidanceapproachespresentedin thispa-
perhavebeenimplementedonanexperimentaltestbedcomposed
of aCCDcameramountedon theendeffectorof asix degreesof
freedomcartesianrobot. The implementationof thecontrol law
aswell asthe imageprocessingrunson an Ultra SPARC. Each
iterationis donein 100ms.
Positioning task. Thespecifiedvisual taskconsistsin a gaz-
ing task. If À  ÒÑ /nÓ  describesthe positionin the imageof
the projectionof the centerof gravity of an object, the goal is
to observe this objectat the centerof the image: ÀÁ   -/p-  .
In thepresentedexperiments,the initial robotpositionis located
in the vicinity of threejoint limits ( 5`_ , 5 b , 5KÔ ) while 5Õ is lo-
catednearthethresholdÖ5 Õ×EHGJI . If nonestrategy is usedto avoid
joint limits, thevisual taskfails. On all theplots, joint positions
arenormalizedbetween[-1;1], where-1 and1 representhejoint
limits.
Gradient Projection Approach. Weperformedasetof ex-
perimentsusingthecostfunctiondefinedin Section3 with vari-
ousvalueof the  coefficient. Thegoalis reachedwith  e -*[ U .
If  is too large(e.g.,   Y ), it resultsin oscillationandtoo im-
portantmotions. If  is too small (typically  -[ -;Ø ), themo-
tion generatedby themaintaskin thedirectionof thejoint limits
is notenoughcompensatedby thesecondarytask.As pointedout
in [1], tuning  is thereforeperformedbasedon trial anderror.
Thissolutionis notacceptable.
Fig. 2 depictsresultsobtainedusingtheapproachproposedin
Section2.  is automaticallycomputed.Motion on axis 5 _ has
beenstoppedsinceit is theclosestfrom its joint limit.
Results with the iterati ve approach. The following re-
sultsdealwith variousexperimentsconsideringor not the iter-
ative process(i.e., the iterative evaluationof the vector ² ) andincludingor nota costfunction   .
To considerthe behavior of our algorithm,we show on Fig-
ure3 thebehavior of theroboton the5thaxis.Thethreshold
C5 is
-0.93.Onthefirst plot ’no iteration’ the ² vectoris notestimatedusingtheiterative approachandno costfunctionhasbeenadded
in (8). Thecomputedmotionmovesaxis 5 Õ towardits joint limit
until it crossesthethreshold.Then,sinceit is in thecritical area, ¨ is computedin order to stop any motion on this axis. Onthe secondplot ’no iter with cost function’, a cost function has
beenadded(asdefinedin equation(4)). As in thepreviouscase,
therobotcrossesthethresholdwhich increasesthecostfunction.
This resultsin a motion in the oppositedirection. Oncein the
safearea,the cost function is null andmotion is againdirected
toward the joint limit. This predictablebehavior resultsin oscil-
lationsaroundthethreshold.In bothcases,themotionsproduced
to avoid other joint limits ( 5 _ and 5 b ) have generatedan unde-
siredbehavior: axis 5 Õ thatwasnot in thecritical areaentersthis
area.Let usnotethatsucha behavior canbealsoobservedwhen
weconsidera gradientprojectionapproach.
Theiterative methodhasbeenbuilt to copewith this problem
ascanbeseenon plot ’iterationsand ’iterationswith costfunc-
tion’. In that case ¨ is computedin orderto avoid that a newaxis movestoward the threshold. In fact whenpredictionscon-
sidering ² d- show that 5 Õ will enterin the critical area(justafter iteration55), anothersolutionis proposed.As explainedin
the previous section,this adequatenew solution is proposedby
computingiteratively motionin thekernelof theconstraints.As
canbeenseen,themotionon 5 Õ allows therobotnot to enterthe
critical area(plot ’iterations). Themotionis evendirectedon the
oppositedirectionif acostfunctionis considered(plot ’iterations
with costfunction’).
Thefull behavior of asimilarexperimentconsideringtheiter-
ative approachis reportedon Figure4 (without  ) and5 (with ). Behavior is quitesimilar exceptdealingwith themotionon
theaxes 5 _ and 5 Ô thatarein thecritical areaat thebeginningof
theexperimentandthat areonly stoppedin thefirst casewhile,
in thesecondcasethey movesaway towardthethreshold.
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Figure2: Gradientprojectionapproachwith automatictuningof scalar (a)errorsÀ  ÀÁ , (b) costfunction ? @ , (c) evolutionof scalar , (d) joint position 5 _ , 5 b , 5 Ô , (e) joint position 5KÙ , 5 Õ , 5Ú , (f) imagetrajectory
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Figure3: Behavior of the5thaxisof themanipulatorconsideringvariousmethodswith theiterativeapproach( (b) is aclose
up of (a) ).
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Figure4: Iterativeapproachwith   S- in (8). (a) errors À  À Á , (b) joint position 5H_ , 5 b , 5KÔ , (c) joint position 5 Ù , 5Õ , 5 Ú
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Figure5: Iterativeapproachconsideringacostfunction   in (8). (a)errorsÀ  ÀÁ , (b) costfunctions(c) joint position 5`_ , 5 b , 5Ô , (d)
joint position 5Ù , 5 Õ , 5KÚ
6 Conclusion
Wehave proposedanoriginalmethodto avoid thejoint limits
of a manipulator. It consistsin generatingautomaticallycamera
motionscompatiblewith the main task by iteratively solving a
systemof linear equations.This new approachis far more ef-
ficient than the classicalgradientprojectionmethod. It avoids
unnecessarymotions,andunlike gradientprojectionmethods,it
guaranteesthejoint limits avoidance:anaxisin critical areawill
be at leaststoppedandeven moved outsidethis area. For axes
outsidecritical area,it ensuresthat they will never enter it (if
sucha solutiondoesexist). We have demonstratedon real ex-
perimentswithin a visualservoing context thevalidity of our ap-
proach. Let us finally notethat this new approachmay be used
for otherproblemswheregradientprojectionapproachareclassi-
cally used,suchasobstacleavoidance[8].
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