Abstract This study focuses on the potential improvement of environmental variables modelling by using linear state-space models, as an improvement of the linear regression model, and by incorporating a constructed hydro-meteorological covariate. The Kalman filter predictors allow to obtain accurate predictions of calibration factors for both seasonal and hydro-meteorological components. This methodology can be used to analyze the water quality behaviour by minimizing the effect of the hydrological conditions. This idea is illustrated based on a rather extended data set relative to the River Ave basin (Portugal) that consists mainly of monthly measurements of dissolved oxygen concentration in a network of water quality monitoring sites. The hydro-meteorological factor is constructed for each monitoring site based on monthly precipitation estimates obtained by means of a rain gauge network associated with stochastic interpolation (kriging). A linear state-space model is fitted for each homogeneous group (obtained by clustering techniques) of water monitoring sites. The adjustment of linear state-space models is performed by using distribution-free estimators developed in a separate section.
Introduction
The administration of hydrologic resources has been deserving a special prominence in the context of domestic and international politics in order to solve the complexity and the uncertainty of the problems associated with a worldwide and local scale of sustainable administration (environmental, social, and economical) of natural water resources.
The river basin, which is the primordial unity of water resources planning and management, is usually submitted to pressures and changes due to human activities. At a river basin scale there is a need to establish a methodology for systematic data monitoring, for the characterization of surface water quality and for the correct analysis of collected data (Vega et al 1998) . Surface water quality monitoring has as its main objective the characterization of water resources, as well as the monitoring of its space-time evolution in order to achieve an appropriate administration.
A river is a system comprising both the main course and its tributaries, carrying the one-way flow of a significant load of matter in dissolved and particulate phases from both natural and anthropogenic sources (Shrestha and Kazama 2007) . This study focuses on a rather extended data set relative to the River Ave's basin in Northwest Portugal and consists mainly of monthly measurements of physical-chemical and microbiological variables in a network of water quality monitoring sites and of monthly precipitation in a rain gauge network of meteorological monitoring sites. The River Ave's hydrological basin has an approximate area of 1,400 km 2 (from its source in Serra da Cabreira to its mouth in Vila do Conde), it's 101 km in length and its average flow at the mouth is of about 40 m 3 / s. Its main adjacent streams are the River Este (flowing from the north) and the Rivers Selho and Vizela (from the south). In the last 30 years, the River Ave's hydrological basin, with the exception of its upstream areas, has been subjected to a growing rhythm of untreated effluents discharges from industrial activities, namely from the textile sector strongly implanted in this region. All this situation is instrumental for the water quality deterioration, resulting in inappropriate water for several uses: human consumption, industrial use, recreational uses, fishing and irrigation, thus posing a serious danger for public health (Oliveira et al 2005) . The River Ave differs from the other northern region rivers not only because of its high pollution levels but also due to the large space-time variability of pollutants concentration. The water quality measurements failed to comply with the objectives of minimum quality for surface waters prescribed by the Portuguese legislation. The Central Administration, through the Regional Directory for the Northern Environment and Natural Resources (DRAN) and the Institute of Water (INAG) monthly monitored the surface water quality along the River Ave and its main streams since 1988 by means of a monitoring net encompassing 20 water monitoring sites that in 1998 was redimensioned in order to comply with the new legislation. This network has been constantly restructured since 2007, in order to implement its chemical status monitoring (2007) and, more recently, its ecological status monitoring (2009), as stipulated by the Water Framework Directive (Machado et al. 2010) .
Multivariate statistical analysis has been widely applied in water quality assessment and sources apportionment of water over the last years (Wunderlin et al. 2001; Simeonov et al. 2003; Shrestha and Kazama 2007) . In several works, multivariate statistical analyses are applied to sets of water quality variables, usually quantitative analytical data consisting of physico-chemical variables. If the goal is to investigate water quality evaluation in its time-space variations as in Helena et al. (2000) , or the natural and anthropogenic origins of contaminants in surface or ground water as in Ato et al. (2010) , the most suitable and applied approach is the principal components analysis (Liu et al. 2003; Lischeid 2009; Varol and Sen 2009) . In some practical studies, there is data available from a group of sample sites, usually water monitoring sites, which is useful to perform several statistical methodologies: for instance, correlation analysis parametric and non-parametric tests (Elhatip et al. 2008) .
When a predict model is needed, the linear regression has been the most applied approach (e.g. Gonçalves and Alpuim 2011; Renwick et al. 2009 ). However, statistical models with fixed effects are unlikely to yield a good predictive accuracy, particularly in situations where the predictor and predictand relationship changes over time (Kokic et al. 2011 ). This issue has been previously acknowledged in environmental data: Costa and Alpuim (2011) consider state-space models in the calibration of radar precipitation measures and Charles et al. (2004) and Greene et al. (2008) have taken hidden Markov Chain models to represent an evolving climate system in statistical downscaling. Costa and Gonçalves (2011) proposed a methodology which combines the analysis of a set of sample sites-which were obtained by means of clustering procedures-with the adjustment of predict regression models and state-space models, in particular considering trends and seasonal components. However, it was demonstrated that state-space models improved the predictions accuracy in comparison with the linear regression models.
In this study, a linear state-space model is proposed for modelling continuous physical and chemical monitoring data. The model was applied to dissolved oxygen concentrations levels (DO) (mg/l) in eight monitoring sites in the River Ave's basin over a 12-year period (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) . Adequate dissolved oxygen is necessary for good water quality and it is one of the most important variables in the assessment of river water quality and pollution grade.
The proposed methodology starts by using a multivariate statistical approach-cluster analysis (CA)-to classify the water quality monitoring sites into homogeneous spacetime groups based on the DO quality variable which was selected and considered relevant to characterize the water quality. In a recent work, Costa and Gonçalves (2011) show that a set of water quality monitoring sites can be modelled by applying cluster techniques that minimize the number of models.
One of the problems faced by meteorologists and hydrologists that study spatial rainfall patterns is the interpolation of data from irregularly spaced rain gauges in order to determine mean area rainfalls or to characterize rainfall variability within a region or catchment (Dirks et al. 1998; Ciach and Krajewski 2006) . Many hydrological and ecological studies recognize the importance of characterizing the time-space variability of precipitation in a geographical area (Goodrich et al. 1995) , for it is essential to estimate the hydrological balance. Water quality in a given location is the reflex of the dominant conditions in the source basin of that location, namely the hydro-meteorological factors. The behaviour of the space-time quality variable is associated with the flow variation (variable dilution effect), which in turn is generally related to the seasonal rainfall variation.
We present the problem of area precipitation measurement in order to estimate a hydro-meteorological factor that will be used in the modelling of the surface water quality of river basins, particularly for the dissolved oxygen variable. A hydro-meteorological factor is constructed for each quality monitoring site (totalling eight sites) based on the analysis of the space-time behaviour of the precipitation (monthly total) observed in a rain gauge network constituted by a total of 19 meteorological sites located in the area of the River Ave's basin, between 1931 and 2009. A geostatistical approach and ordinary kriging method was chosen with the main goal of identifying models which estimate monthly average rainfall in a sub-basin associated with a water quality monitoring site where there are no observed values. Through stochastic interpolation (kriging) it is estimated the mean area rainfall during each month in the area of influence of each water quality monitoring site: this covariate will integrate a hydro-meteorological component that is crucial in any water quality modelling process.
Finally, for each cluster, a linear state-space model was fitted to modelling the DO concentration quality variable by taking into account the seasonal variation throughout the year and the estimated hydro-meteorological factor. The results demonstrate the effectiveness and advantages of modelling water quality variables according to this approach, allowing to identify two different components as a seasonal and a hydro-meteorological factor.
Data set description
Northern Environment and Natural Resources (DRAN) and the Institute of Water (INAG) monthly monitor surface water quality along the River Ave and its main adjacent streams with a net of monitoring sites that comprises more than 23 variables to assess river water quality: industry, domestic wastewater, agriculture, wastewater treatment plants. In total, eight water monitoring sites are considered in this study: five located in the River Ave's mainstreamCantela˜es (CANT), Taipas (TAI), Riba d'Ave (RAV), Santo Tirso (STI), and Ponte Trofa (PTR)-and Gola˜es (GOL), Ferro (FER), and Vizela Santo Adria˜o(VSA) in the adjacent stream River Vizela. These eight monitoring sites result from the restructuring of the water quality monitoring network in 1998, which implied the closure of other previous sites, and so the data set reports to the period between May 1998 and December 2009. Table 1 summarizes basic statistics for the monthly measurements of the DO water quality variable at the eight monitoring sites during the above-mentioned period.
DO concentration is an important indicator since most aquatic fauna and flora need oxygen to survive. The river system both produces and consumes oxygen. If more oxygen is consumed than it is produced, dissolved oxygen levels decline and some sensitive animals and plants could disappear. DO is measured in milligrams per liter (mg/l). mg/l is the amount of oxygen in a liter of water and it is the same as ''parts per million'' or ppm. Dissolved oxygen concentration is probably the most important factor in assessing the health of a water body, but other factors outside the water managers direct control also determine a water body's health to a variable extent. Organic pollution is the most common type of pollution in this basin and, consequently, a frequent problem is a deficit of DO concentration. This problem is aggravated by the existence of a sequence of small dams in the River Ave and in its main adjacent rivers (Costa and Gonçalves 2011) .
Cluster analysis
Taking into account previous works based on hydrological river basins (Shresta and Kazama 2007; Costa and Gonçalves 2011), a CA was performed for grouping monitoring sites with similar water quality characteristics in time, based on the DO concentration levels. Furthermore, this type of analysis allows reducing the number of models in the modelling process.
CA is a group of multivariate techniques whose primary purpose is to assemble objects based on their characteristics. Hierarchical agglomerative clustering is the most common approach, providing intuitive similarity relationships between any given sample and the entire data set, and is typically illustrated by a dendrogram (McKenna 2003) . In this study, hierarchical agglomerative CA was performed on the raw data set by means of Ward's method. Ward's method uses a variance approach to evaluate the distances between clusters, in an attempt to minimize the sum of squares (SS) of any two clusters that can be formed at each step. As these types of algorithms operate on dissimilarities, our first task is to build a dissimilarity matrix based on some measure of dissimilarity that can be applied to any two monitoring sites i and j. In this case, the main problem is that, for all locations, there are no observations for all months under study. Therefore, let us consider x it the value of the DO quality variable measured at location i in time t. The Euclidean distance at this time instant between sites i and j is given by the expression
We use the dissimilarity measure that corresponds to the average of this distance over all months t where there is observed value of the DO quality variable with measurements in the two sites, i.e.
where M ij is the set of all months with DO measured in both sites i and j. Hence, this dissimilarity measure is simply a variant of the average Euclidian distance adjusted to our situation, where the number of sampled sites differs on a monthly basis. This methodology was based on the previous work of Gonçalves and Alpuim (2011) . The monitoring sites dendrogram obtained by means of Ward's method is shown in Fig. 1 . It has a cophenetic correlation coefficient of 0.85 (i.e., the correlation between the actual dissimilarities as recorded in the original dissimilarity matrix, and the dissimilarities which can be found in the dendrogram).
Two well-differentiated clusters were observed and the results confirm previous knowledge about the effluents discharge according to the economic activities located along the River Ave's basin. Also, the effects of these discharges in water quality vary according to natural and geographical/economical reasons. Cluster I is composed by monitoring sites CANT, TAI, GOL, FER, and VSA. There is a set of locations which have the best water quality indicators (the highest values obtained from the DO concentration), including sites situated upstream the Rivers Ave and Vizela (CANT corresponds to the source of River Ave); these monitoring sites receive pollution mostly from domestic wastewater and from agricultural and manure discharges. In Cluster II, comprised of the three monitoring sites RAV, STI, and PTR located in the River Ave near the most polluted area of the Ponte Trofa and Santo Tirso Municipalities, there is a growing urban population and a high concentration of industrial activity, and it is also where the Ave receives similarly polluted waters from its adjacent rivers (Selho and Vizela), and, consequently, these sites present the worst water quality.
The results of CA confirm the expected behaviour of space-time dynamics of DO concentration observed in the eight monitoring sites.
The hydro-meteorological factor
A hydro-meteorological factor is constructed and will be used as a covariate in the modelling process. This covariate will integrate a hydro-meteorological component that is recognized as crucial in any water quality modelling process. One covariate is constructed for each water monitoring site based on the estimate of the monthly mean precipitation of its influence region. Figure 2 shows the region corresponding to the River Ave's hydrological basin (approximately 1,400 km 2 ), which is discretized in 368 points (each point corresponding to cell centers of 2 9 2 km, and the 19 meteorological stations located in this hydrological basin.
The data is available under Cartesian (X, Y) co-ordinates [X-distance to meridian (km) and Y-distance to the perpendicular (km)] coincident with those of the military maps under a 1/25,000 scale. The River Ave's hydrological basin is situated between the co-ordinates X = 147 km to east, X = 209 km to west, Y = 475 km to south and Y = 521 km to north. The adopted measuring unit is the millimeter (mm). The average density of each monitoring site is of about one site for every 73 km 2 , which the World Meteorological Organization considers enough to rigorously define the space-time rainfall variability in this kind of temperate-climate region, and to define the average precipitation values occurred in the basin. In the Northwest of Portugal summer is dry and winter is mild with plenty of rain. So, the highest levels of precipitation take place between October and March: this represents 75 % of the yearly precipitation. Firstly, for each water monitoring site, the monthly mean area precipitation was computed in its influence region based on the average point prediction. Our main goal is to identify models which estimate monthly average rainfall in places where there are no observed values (in the monitoring points of water quality), with the help of the rainfall spatial distribution in other locations, from a set of rain gauges. Due to the large rainfall space-time variability, the precise evaluation, in real time, of mean area estimates poses a difficult problem. To accomplish this, we propose a kriging stochastic methodology. In general, geostatistical methods are statistical techniques developed to interpolate spatially autocorrelated variables, where the spatial coordinates may either identify geographical location or a position in a generic two-dimensional space. Goovaerts (2000) compared seven techniques used to map monthly data for the Algarve region in Southern Portugal and concluded that geostatistical kriging methods are better than traditional simple techniques (Thiessen, inverse square distance, regression). In particular, kriging is a method for optimizing the estimation, under certain conditions, of a quantity that is distributed in space and measured at a network of points (Journel and Huijbregts 1978; De Marsily 1986; Isaaks and Srivastava 1989; Rossi et al. 1992; Chokmain and Ouarda 2004) . Figure 3 shows the River Ave's hydrological basin with the influence areas delineated, and this methodology overlaps the areas of the 20 hydrological sub-basins (linked to the 20 water quality sampling sites). In this context, the influence regions of each water monitoring site were defined by the INAG (Portuguese Institute of Water) technicians and they are corroborated by the region's topography and the land's drainage dynamics. We defined a neighbourhood around each water quality monitoring site in order to estimate monthly measurements of rainfall averages in the area to finally apply a stochastic interpolation method: kriging. Although the study of the 20 subbasins of water quality monitoring points has been performed, we only present the sub-basin of River Ave associated to the eight water monitoring sites studied in this work: CANT, TAI, GOL, FER, VSA, RAV, STI, and PTR. Considering that A i is the area of a sub-basin, the A i , i = 1,…, 8, region was regularly discretized by a set of given points: CANT 8, TAI 29, GOL 13, FER 29, VSA 15, RAV 7, STI 5, and PTR 32.
Kriging
A geostatistical approach/ordinary kriging method was chosen with the main goal of identifying models which estimate monthly average rainfall in a sub-basin associated with a given water quality monitoring site where there are no observed values (Nicolau and Rodrigues 2000) . These estimates are based on rain gauges located in their respective drainage areas. We considered that the values of precipitation recorded throughout time are approximate replicas of the same process, which is valid if the temporal correlation is weak. For this reason, in this study, the observed values of precipitation throughout the years were separated according to the twelve months of the year. For every month of the year, the spatial continuity of precipitation was analyzed to take into account the temporal component (the several months observed between 1931 and 2009).
The modelling of rainfall for each month (1931-2009) reduces significantly the well-known right skewed of this type of data. No-transformation of rainfall data was also considered in several works, for instance in Mirás-Avalos et al. (2007) , in which is performed ordinary kriging for mapping monthly rainfall data in Galicia (NW Spain), close to River Ave's hydrological basin (NW Portugal).
One objective of spatial data analysis is to predict the value Z(s 0 ) of an observation at an unsampled site s 0 from the data Zðs 1 Þ; . . .; Zðs n Þ at the sampled sites s 1 ; . . .; s n : kriging is perhaps the most popular approach to spatial prediction (Cressie 1989; Rathbun 1998) . In kriging, in our case, the spatial interpolation is obtained by a linear combination of the observed values of the 19 known points s j (meteorological stations), j = 1,…, 19 and Z t ðs 0 Þ ¼ P 19 j¼1 k j Z t ðs j Þ; t ¼ 1; 2; . . .; T (months). If we would like to have monthly measurements, Z t (s), at any given location s in a certain area A (in particular, in our case, a sub-basin area A i , i = 1,…,20 associated to the 20 water quality monitoring sites), we could obtain the monthly mean area precipitation through the integral
where the integral is in the mean square sense and |A| stands for the area of A. The kriging estimator evaluates this integral as a linear combination of the measurements of the 19 available monitoring sites,
with the coefficients vector of k ¼ ðk A;1 ; k A;2 ; . . .; k A;19 Þ T satisfying the relation P j=1 19 k A,j = 1. The method used for the calculation of the empirical semivariogram is the method of moments (Matheron 1963) , modified for a random space-time process Zðs; tÞ : s 2 IR 2 ; t ¼ 1; . . .; T: The process, in our case, will be a random spatial process ZðsÞ : s 2 IR 2 which is isotropic and second-order stationary. The sampling processes are Z t ðs i Þ : i ¼ 1; . . .; n; t ¼ 1; . . .; T; i.e. data collected at n point locations on A (n = 19 meteorological monitoring points) in the region considered in IR 2 , for T equally spaced time instants (T months). The semivariogram is obtained by averaging the several empirical semivariograms for each time instant, a procedure that corresponds to considering the space-time process as a collection of T independent temporal replicates of a purely spatial process ZðsÞ : s 2 A; in which case the purely spatial semivariogramĉ Z ðhÞ characterizes all the space-time variability. Under such hypothesis, two realizations corresponding to two different but close time instants may differ substantially, since they Fig. 3 The limits of the hydrological basins as defined by the water quality monitoring sites (WMS) are independent, although their spatial variability pattern remains the same (Kyriakidis and Journel 1999; Severino and Alpuim 2005) . This is a usual mode of estimating the semivariogram in meteorological applications. Henceforth, the final estimator, the empirical semivariogram, is given bŷ
with NðhjlÞ ¼ ði; jÞ : ks i À s j k À khk l; 1 i j n and jNðhjlÞj ¼ #NðhjlÞ:
The models of spatial continuity (a model for each of the 12 months of the year), as were inferred from the monthly precipitation values, assume the hypothesis of homogeneity of the processes in the region under study (for a certain fixed time t * ). Under this hypothesis, two observations in the same location but in different times are independent and the spatial variability pattern remains the same. The empirical semivariograms of the 12 months were obtained by using the estimator defined in (1). For each month, the empirical semivariograms were calculated for the tolerance l in order to define the sets N(h) and, therefore, the number of data pairs that are needed to estimateĉ Z ðh j lÞ: The only case presented here is the most efficient model using l = 3 km tolerance. For instance, of the 12 months of the year it is only presented the semivariogram corresponding to the month of June (Table 2 shows the resulting estimates of the empirical semivariogram for this month). The least squares adjustments to several stationary models have been performed with an additional condition, enforcing the adjusted variances (the models sill value) to be equal to the empirical variance, since this is known to be the best estimator. The semivariogram model that has best performed has been the Gaussian with a nugget effect, for June in particular, as shown in Table 3 . The graphical representation of the semivariogram model is shown in Fig. 4 ; h 6 ¼ 0
In order to assess the quality of the semivariogram fitting, we performed a cross-validation procedure as follows: we selected a given rain gauge monitoring site at, say, s 0 , based on data from the other 18 sites, then we fitted new semivariograms and estimated the ordinary kriging (point) to obtain point estimates of Z t (s 0 ) across time, and finally we evaluated the corresponding residuals [differences between estimated and true values of Z t (s 0 )]. This procedure was repeated for each of the 19 monitoring sites.
As mentioned above, the area A i of the sub-basin associated to Golães was discretized by a set of 13 points in the region A i included in the area A of the River Ave's hydrological basin. The estimator of the mean area precipitationẐ t Ã ðA i Þ is a linear combination of the values observed in the rain gauge monitoring sites which influence the total drained area in month t * that is,Ẑ t Ã ðA i Þ ¼ P 19 j¼1 k A i ;j Z t Ã ðs j Þ; and the value of ordinary kriging estimation error variance is r ok 2 = 397.891. Table 4 shows the mean area precipitation estimates for the water monitoring site of Golães for the month of June, during the specific period of 1998-2009 that is relevant for this study.
Hydro-meteorological factor computation
The precipitation amount of the sub-basin A i associated to the water monitoring site i, with i = 1, 2,…, 8 in month t is estimated by p
where a i is the sub-basin's area in km 2 . For re-scale purposes, it is considered the proportional value p t (i) = p t *(i) 9 10 -3 . This construction reflects that larger areas have larger amounts of drained precipitation. On the other hand, if the goal is to obtain a prediction model for DO concentration in a month t, the hydro-meteorological factor should not incorporate the precipitation amount of the current month, but only the past information. Indeed, the precipitation effect on the river flow not only depends on the recent rainfall but also on the previous months rainfall.
Thus, it is considered a hydro-meteorological factor based on the precipitation amount of the sub-basin in time t -1 and t -2. For simplicity, for each time t and for cluster i is taken a convex linear combination of the values p t-1 (i) and p t-2 (i) . Moreover, in order to attenuate extremes values, it is taken the logarithm of the convex linear combination, i.e.,
The constant k 1 was found by numerically maximizing the linear correlation coefficient between the hydrometeorological factor and the DO concentration variable. This procedure indicated the value k 1 = 0.7. Thus, the hydro-meteorological factor is taken as follows, On the one hand, the linear state-space model may be considered a standard linear regression model whose coefficients may vary over time. On the other hand, the proposed model provides the possibility of identifying and separating two structural components that are significant to explain the temporal evolution of a water quality variable. This approach is illustrated with the DO concentration in a hydrological basin with homogenous groups of water monitoring sites.
Suppose there are measures of the water quality variable at time points t = 1, 2,…,T and the river basin has k clusters of sample sites where cluster i has k i water monitoring sites, with i = 1, 2, .., k. The observation equation for clusters i is: The state process {b t } follows a stationary VAR(1) according to Eq. 4, the state equation, with a mean given by the 2 9 1 vector l. To secure the stationarity of the state equation, it is assumed that the eigenvalues of the autoregressive matrix U are inside the unit circle, i.e., jk i ðUÞj\1 forall k i such that jU À k i Ij ¼ 0 and e t is a white noise vector with covariance matrix Eð 0 Þ ¼ R : Furthermore, the noises e and e are serially uncorrelated, i.e., Eðe t 0 r Þ ¼ 0 for all t and r.
The LSS model consists of Eqs. 3-4 and comprises a simplified formulation of a regression model with varying coefficients (Pagan 1980; Leybourne 2006) which includes a seasonal component. Indeed, the seasonal component could be included by adding new states in the vector state as in Bengtsson and Cavanaugh (2008) . However, this approach considerably increases the complexity of the model and the matrices computations, and so the benefits are unclear. Moreover, the LSS model considered in this work enables to separate two sources of variability: one based on meteorological conditions and another on a structural component which is supposed to be more stable over time. This formulation reveals the temporal dynamic of these two factors, allowing a monthly monitoring of the water quality variable evolution. For simplicity, the seasonal coefficients s t for each cluster are taken as known and equal to the monthly means of observations. Usually, time series modelling takes into account, beyond seasonality, a trend component, which may be linear or otherwise. Nevertheless, the DO concentration does not present a strong trend over time, although in some water monitoring sites, mainly in more polluted clusters, there seems to be a slight linear trend. However, statespace approach is able to accommodate this behaviour because it can be interpreted as a local linear model. Indeed, the state-space model associated with the Kalman filter produces predictions of slopes in a real-time procedure, at each time, for covariates. Considering the seasonal coefficients as covariates, if there exists a trend, even weak, it is expected that the Kalman filter predictions of its slope come to be greater or lower than one. Thus, Kalman filter predictions allow signaling and monitoring possible changes in the structure evolution.
Moreover, it is known that meteorological conditions may interfere with water quality variables. Thus, the incorporation of the hydro-meteorological factor in the modelling process may contribute to separate this factor from a structural component associated with other factors, such as industries activity or an improved treatment of industrial waters. The LSS model may be an efficient realtime procedure of water quality monitoring by analyzing these two components separately.
For modelling purposes, it is necessary to predict states at each time t. As states are unobservable variables, their predictions are obtained by means of the Kalman filter algorithm (Harvey 1996) . Assuming that parameters of a state-space model are known, the Kalman filter recursions give the best linear predictors to filter, forecast, and smooth the prediction of vector of states.
Let b b tjtÀ1 represent the predictor of b t based on the information up to time t -1 and let P tjtÀ1 be its mean square error (MSE). As the orthogonal projection is a linear estimator, the predictor for the next variable, Y t ; is given by
when, at time t, Y t is available, the prediction error or innovation,
; is used to update the estimate of Y t through the equation
where K t is called the Kalman gain matrix and is given by
Furthermore, the MSE of the update predictor b b tjt verifies the relationship P tjt ¼ P tjtÀ1 À K t A t P tjtÀ1 : In turn, at time t, the forecast for the state vector b tþ1 is given by the
Parameters estimation
The vector of unknown parameters H ¼ l; U; R e ; R must be estimated from the data. In many applications, the statespace models parameters are estimated by maximum Gaussian likelihood via the Newton-Raphson method (Harvey 1996) or, more often, by the EM algorithm (Shumway and Stoffer 1982) . However, environmental data may deviate from Gaussian distribution and these methods may lead to poor estimates, as it is recognized by Anagnostou and Krajewski (1998) in the context of precipitation data. Even in cases where Gaussian distribution of errors is reasonable, the use of numerical methods to maximize the log-likelihood function may be a difficult and complex task. This problem may occur because the loglikelihood function may be a complex shape with possible multiple critical points, and in these cases numerical iterative methods could not converge. In this paper, parameters are estimated by distributionfree estimators based on the generalized method of moments. Costa and Alpuim (2010) proposed consistent distribution-free estimators for univariate state-space models which in this work are generalized to a multivariate type of model (3)-(4). Costa and Alpuim (2010) show, by using Monte Carlo studies, that the Gaussian maximum likelihood estimation produces a low rate of estimates within the space parameter in comparison to distributionfree estimators, mainly when the sample size is small. This result is a very relevant property from the practical point of view and has thus motivated its generalization. Additionally, the missing values are not a problem to the proposed estimators because they depend only on the lags between observations. More details of the distribution-free estimators construction are presented in the Appendix.
Firstly, it is considered models of type (3)- (4) where the vector of states has the same dimension of the vector of the observations: for instance, 2, i.e., models with two water monitoring sites. The mean vector l can be easily estimated by the method of moments:
The autoregressive matrix U is estimated by the covariance structure of process (A À1 t Y t ) based on the autocovariance function of the process b t by
where
The choice of ' U was discussed in the original paper and is used in this paper as well. Particularly, it is suggested to take ' U ¼ 45; 80; 60; 50 according to sample dimensions n = 50, 100, 200, 500. As the data set has samples of dimension 140, it is considered ' U ¼ 80:
The state noise covariance matrix is based on relation R b ¼ URU 0 þ R e that is valid in a VAR (1) stationary process, where R b is the covariance matrix of the vector of states. To estimate R it is considered the estimator
where matrix D Ã 1 is obtained from the matrix b
summing up its two and three columns. This estimator results from (13) considering k U ¼ 1; following the suggestion of Costa and Alpuim (2010) . The observation noise covariance matrix R e is based on sample MSE of the process fA À1 t Y t g; i.e., C 0 : Defining C 0 as
the estimator of R e is given by
and with the adjustment to the covariance matrix's symmetry, similar to R (see the development in the Appendix). For Cluster I, the least polluted, it is possible to fit ten models, as this cluster has five water monitoring sites.
Because within a cluster its elements are basically different due to the dimension of their influence area, it is considered pairs of sites with the greatest differences in their influence area, namely: Cantela˜es-Ferro, Cantela˜es-Taipas, TaipasGola˜es, and Vizela Santo Adria˜o-Taipas. For Cluster II, the most polluted cluster, and by adopting the same methodology, two models are fitted to pairs Riba d'Ave-Santo Tirso and Santo Tirso-Ponte Trofa. When for one parameter there is more than one estimate, it is considered their average. Table 5 presents the parameters estimates for the two clusters. As expected, the expected mean value of seasonality coefficient is approximately one. The expected mean value of time varying coefficient of the hydrometeorological factor varies around zero in Cluster II and -0.73 in Cluster I. As it be will shown further on, the DO concentration is less dependent on meteorological conditions in Cluster I than in Cluster II. Indeed, the calibration factor with a mean value of -0.73 tends to decrease the effect of rainy months that do not correspond to a significant improvement in water quality in the upstream water monitoring sites. Moreover, in more polluted sites a mean of zero in calibration factor of h t allows incorporating a precipitation impact on the water quality, maybe for the dilution of pollutants.
Both autoregressive matrices l for Clusters I and II have the eigenvalues inside of unit circle that confirm the state process's stationarity. In Cluster I the covariance estimate is negative, while in Cluster II that estimate is positive. The variance estimates of the calibration factor of the hydrometeorological covariates in Cluster I is greater than in Cluster II. This indicates that the hydro-meteorological factor has more variability in Cluster I, which can be interpreted as a less explicative covariate in comparison to Cluster II. Relatively to the individual variances r 2 , the estimation procedure shows that the higher DO concentration variability not imputed to both seasonal and hydrometeorological components is present in sites STI and RAV, both in Cluster II.
Model's adjustment
Parameters estimates and the Kalman filter algorithm allow obtaining the predicted values for DO concentration and Fig. 6 shows observed values and one-step predictions of two sites in each cluster. One-step predictions fit good to the data, as it is illustrated in the same figure. Table 6 shows the coefficients of determination (the square of the linear correlation coefficient) between observed values of DO concentration and one-step predictions and filtered predictions of DO concentration. It is very important to assess the adjustment of filtered predictions b Y tjt ¼ A t b b tjt because one of the contributions of the proposed model is its ability to separate a structural component that accommodates a global behaviour (as the seasonality) from another component associated to hydrometeorological conditions, represented in the hydro-meteorological covariate, which must be filtered in order to obtain the best linear predictions. In the prediction point of view, models fit good with coefficients of determination between R 2 = 0.46 and R 2 = 0.62, and the best results are achieved in water monitoring sites that are more polluted. Filtered predictions produce coefficients of determination between R 2 = 0.80 and R 2 = 0.92, which is a very good adjustment that will allow the analysis of the model components.
The main advantage of state-space models is to allow obtaining more accurate filtered predictions than the usual linear models by using the Kalman filter recursions. Indeed, linear models were adjusted to both clusters data by incorporating the seasonal and the hydro-meteorological covariates, which produce RMSE of predictions similar to the RMSE of the one-step predictions of SSM. For Cluster I, the linear model produces a RMSE of predictions of 0.84, whereas one-step predictions using the SSM produces a RMSE of 0.75. Moreover, in Cluster II the linear model predictions have a RMSE of 1.25, whereas the one-step predictions of SSM have a RMSE of 1.25. However, as mentioned before, when the filtered predictions are considered, the adjustment improves significantly since the coefficient of determination increases to values close to 1. Thus, these results show the advantages of the application of the Kalman filter equations in order to improve the predictions accuracy.
In addition, the model validation should also be assessed by means of residuals analysis. Indeed, autocorrelation and partial autocorrelation functions plots (Fig. 7) indicate no statistically significant serial correlation of standardized residuals, thus suggesting that any serial correlation in the data was adequately accounted for by the LSS models.
The two components included in the model (3)- (4) can be predicted by filtering the calibration factors b h,t and b s,t . Indeed, the minimum mean square linear estimator of b t based on observations up to and including time t is the Figure 8 represents filtered predictions for the analyzed period. As expected, the more polluted cluster (Cluster II) is more affected by hydro-meteorological conditions because its calibration factor has higher values than Cluster I. Moreover, as expected by parameters estimates in Table 5 , there is a different relationship between seasonal and hydro-meteorological factors in the two clusters. Indeed, in the less polluted cluster (Cluster I) calibration factors have a negative linear correlation, while in Cluster II (the more polluted) calibration factors have a positive linear correlation. As in Cluster I, the precipitation amount has a lower impact on the DO concentration, and so it is reasonable to expect that the model tends to minimize the effect of a significant hydro-meteorological factor 
Conclusions
The analysis present in this paper allows to conclude that the hydro-meteorological factor constructed on the basis of the precipitation measure in River Ave's basin improved the prediction accuracy. Besides, the linear state-space models, associated with the Kalman filter procedure, allow to distinguish the impact of the hydro-meteorological conditions from a structural component which can incorporate exogenous factors with repercussion on the water quality variable behaviour. This modelling approach can effectively integrate these different components, and their impacts can be measured and monitored. This methodology could be further developed to better fulfil other applications requirements: for instance, other water quality variables, exogenous variables or components. Linear state-space models have a potential to outperform the usual linear regression model in terms of its ability to incorporate the temporal dynamic inherent to the water quality monitoring procedure. For instance, this approach could be used to assess water quality evolution, namely in change point detection. Indeed, the analysis of calibration factors of the structural component, such as the seasonality, could detect important changes in the water quality variability and thus attenuate the effects of the hydro-meteorological conditions.
In the parameters estimation of state-space models were performed distribution-free estimators developed from the original work by Costa and Alpuim (2010) . However, in that work it was proposed a distribution-free estimator for state-space models with univariate observations. Thus, a straightforward generalization of these estimators is presented in order to allow their application to a class of multivariate state-space models that largely covers the present work's needs.
To estimate the unknown parameters in the model 
it is assumed a set of observations Y n ¼ ðY 1 ; Y 2 ; . . .; Y n Þ; and regular matrices of known constants H 1 ; H 2 ; . . .; H n are available. The mean vector l can be easily estimated by the method of moments, i.e., b l ¼ n
As variables Y t are not stationary, we are not under the usual conditions of the consistency of generalized method of moments. Thus, it is necessary to establish additional conditions to guarantee this consistency. By construction, the estimator b l of the mean vector is unbiased, so we can guarantee its consistency by proving that varðb lÞ ! 0 when n ! þ1; and thus establishing sufficient conditions. Covariance matrix of b l is given by
Applying the Kronecker product and the operator vec, we get
Under the stationarity conditions of process {b t } the first parcel is an O p , seeing that P þ1 k¼À1 CðkÞ\1; (e.g., Hamilton 1994, p. 279). To guarantee that
it is sufficient to admit the additional condition |h t,(i,j) -1 | \ c for all t ¼ 1; 2; ::; i; j ¼ 1; 2; . . .; m and for some positive constant c, where h t,(i,j) -1 represents the (i, j) element of H t -1 matrix.
The autoregressive matrix U is estimated by means of covariance structure of process H À1 t Y t : We see that
In a VAR(1) process, the relation C k ¼ UC kÀ1 is valid, for k = 1, 2, .... Thus, we proposed the autoregressive matrix estimator b U based on the least squares method of these equations by taking k ¼ 1; 2; . . .; ' U : Thus, we have
By construction, the autoregressive matrix estimator is consistent, since b C k is a consistent estimator of C k : Whereas we have proposed a consistent estimator to l; we consider that the mean vector l is known. To analyse the consistency of b C k we have
Under the previously established condition, the last three parcels converge in probability to a null matrix. Indeed, by defining the second parcel as A ¼ ½A ij i;j¼1;2;...;m and, with some algebraic manipulation, we have These results allow us to conclude that if |h t,(i,j) -1 | \ c, the estimator b C k is consistent to C; when we replace the mean vector l by a consistent estimator.
Distribution-free estimators to noise variances
The estimation of covariance matrices of errors terms e t and e t is an important and difficult step at the same time. At times, the recursive procedures applied to the obtained Gaussian likelihood estimates diverge or produce nonpositive semidefined matrices. Sometimes, these problems occur when the initial solution is not as close to estimates as necessary. We propose an estimator to R e based on covariance structure of a VAR(1) stationary process.
We know that the relation R b ¼ URU 0 þ R e is valid in a VAR(1) stationary process, or by applying the Kronecker product and the operator vec
By applying the vec operator to the equation C k ¼ UC kÀ1 ; with k ¼ 1; 2; . . .; we have: The estimator for R e is constructed via the least squares method applied to equations
with k ¼ 1; 2; . . .; ' e : Thus, we obtained the estimator
The consistency of b R e is guaranteed under the same conditions of the consistency of b D k : As we have seen, a sufficient condition for this is |h t,(i,j) -1 | \ c. In order to estimate the covariance matrix R e ; we defined
Therefore, we had the expectation
By applying the vec operator, and with some algebraic manipulation, we got
As the matrix R e is symmetric, it is necessary to adopt the same procedure as in the estimation of R e : Thus, we estimated the m ? m(m -1)/2 elements of the covariance matrix.
If we have a consistent estimator to R b ; for example given by the proposed estimators to U and R e ; the consistency of b R e boils down to the limit of variance of each element of vecð!Þ ¼ nvecð b WÞ 0 ½ P n t¼1 ðH For simplicity, we adopt b t,i -l i = b t,i * . If we take in account that the states b t are uncorrelated to noise e s for all t and s, the previous expression can be decomposed into four parcels. The first parcel has the form In order for this parcel to be an O p , it is sufficient to admit the additional regularity conditions, such as cov(b t,i b t,j, b s,i b t,j ) for all t and s, that do not depend on time.
The cross terms have a similar structure. For example, the first term can be computed by, So, if we admit that the elements of matrix H
À1
t are limited as c 1 \ |h t,(i,j) -1 | \ c 2 , where c 1 and c 2 are positive constants, it follows that this term is an O p . In addition to these conditions on h t,(i,j) -1 , if we ensure that the vector of error e t is stationary of fourth-order, then we conclude that the last parcel of variance of the (i, j) element of ! is an O p , too.
Thus, under the additional stationarity conditions of fourth-order on the vector of disturbances and the above restrictions on the elements of the matrices H À1 t ; the proposed distribution-free estimator to R e is consistent.
