We study discrete random walks on the NFSFT and provide new methods to calculate the analytic solutions of the MFPT for any pair of nodes, the MTT for any target node and MDT for any source node. Further more, using the MTT and the MDT as the measures of trapping efficiency and diffusion efficiency respectively, we compare the trapping efficiency and diffusion efficiency for any two nodes of NFSFT and find the best (or worst) trapping sites and the best (or worst) diffusion sites. Our results show that: the two hubs of NFSFT is the best trapping site, but it is also the worst diffusion site, the nodes which are the farthest nodes from the two hubs are the worst trapping sites, but they are also the best diffusion sites. Comparing the maximum and minimum of MTT and MDT, we found that the ratio between the maximum and minimum of MTT grows logarithmically with network order, but the ratio between the maximum and minimum of MTT is almost equal to 1. These results implie that the trap's position has great effect on the trapping efficiency, but the position of source node almost has no effect on diffusion efficiency. We also conducted numerical simulation to test the results we have derived, the results we derived are consistent with those obtained by numerical simulation.
Introduction
The problem of diffusion and trapping is part of the general problem for random walks. The range of applicability and of physical interest is enormous [1] [2] [3] [4] [5] . Because many materials encountered in nature exhibit fractal scaling [6] [7] [8] [9] and many problems in physics and chemistry are related to random walks on fractal structures [10, 11] , random walks on fractal media have attracted a lot of interest in the past few years [12] [13] [14] [15] [16] [17] .
The quantity we are interested in is the trapping time or mean first-passage time (MFPT), which is the expected number of steps to hit the target node(or trap) for the first time, for a walker starting from a source node. Locating the target node at one special node and average the MFPTs over all the source nodes, we get mean trapping time(MTT) for the special node. Locating the source node at one special node and the average the MFPTs over all the target nodes, we obtain mean diffusing time(MDT) for the special node. Both the MTT and MDT have different value for different nodes and they can be used as the measures of trapping efficiency and diffusion efficiency respectively. Comparing the MTT and MDT among all the network nodes, we can find the effects of node position on the trapping efficiency and diffusion efficiency. The nodes which have the minimum MTT (or the maximum MTT) are best (or worst) trapping sites and the nodes which have the minimum MDT (or maximum MDT) are the best (or worst) diffusion sites .
It is difficult to derive exact analytic solutions for MFPT on general fractal media, not to mention MTT and MDT. But for deterministic fractals(or network), it can be exactly studied. In the past several years, a lot of endeavors have been devoted to studying MFPT on different deterministic fractals(or networks) [17] [18] [19] [20] [21] [22] [23] . The MTT for some special nodes were obtained for different deterministic fractals(or networks) such as Sierpinski gaskets [19] , Apollonian network [24] , pseudofractal scale-free web [25] , deterministic scalefree graph [26] and some special trees [27] [28] [29] [30] [31] . The MDT for some special nodes were obtained for exponential treelike networks [32] , scale-free Koch networks [33] and deterministic scale-free graph [34] . There were also some works focusing on global mean first-passage time (GMFPT), i.e., the average of MFPTs over all pairs of nodes, these results were obtain for some special trees [28-30, 35, 36] and dual Sierpinski gaskets [37] .
However, the results of MTT and MDT which were obtained are only restricted to some special nodes for the above networks and we can not compare trapping efficiency and diffusing efficiency among all the network nodes. It is still difficult to deriving the analytic solutions of the MTT for any target node(or trap) and the MDT for any source node in these networks. It is also difficult to deriving the analytic solutions of MFPT for any pair of nodes.
As for the recursive non-fractal scale-free trees(NFSFT), the MTT for the hub node and the GMFPT had been obtained [38] . The MTT for some lowgeneration nodes can also be derived due to the methods of Ref. [39] . But the analytic calculations of MFPT for any pair of nodes, the MTT for any target node and the MDT for any source node were still unresolved.
In this paper, we study unbiased discrete random walks on the NFSFT, at each time step, the particle (walker), starting from its current location, moves to any of its nearest neighbors with equal probability. Based on the self-similar structure of NFSFT and the relations between random walks and electrical networks [40, 41] , we first provide new methods to derive analytic solutions of the MFPT for any pair of nodes, the MTT for any target node and MDT for any starting node, and then calculate the MTT and MDT for some special nodes of NFSFT, the result of MTT for the hubs is consistent with those derived in Ref. [38] , the other results which has never obtained in elsewhere are consistent with those obtained by numerical simulation we conducted.
Further more, using the MTT and the MDT as the measures of trapping efficiency and diffusion efficiency respectively, we compare the trapping efficiency and diffusion efficiency for any two nodes of NFSFT and find the best ( or worst) trapping sites and the best (or worst) diffusing sites. Our results show that: the two hubs of NFSFT is the best trapping site, but it is also the worst diffusing site, the nodes which are the farthest nodes from the two hubs are the worst trapping sites, but they are also the best diffusion sites. Comparing the maximum and minimum of MTT and MDT, we found that the ratio between the maximum and minimum of MTT grows logarithmically with network order, but the ratio between the maximum and minimum of MTT is almost equal to 1. Thus the trap's position has great effect on the trapping efficiency, but the position of starting node almost has no effect on diffusion efficiency. The methods we present can also be used on other self-similar trees.
The network model and some notions
The recursive non-fractal scale-free trees(NFSFT) we considered can be constructed iteratively [42] . For convenience, we call the times of iterations as the generation of the NFSFT and denote by G(t) the NFSFT of generation t. For t = 0, G(0) is an edge connecting two nodes. For t > 0, G(t) is obtained from G(t − 1) : for each of the existing edges in G(t − 1), we introduce 2m (m is a positive integer) new nodes; half of them are connected to one end of the edge, and half of them are linked to the other end. That is, G(t) is obtained from G(t − 1) via replacing every edge in G(t − 1) by the cluster on the right-hand side of the arrow in Figure 1 . The construction of the third generation NFSFT for the particular case of m = 1 is shown in Figure 2 . The network family exhibits some striking properties of real-life systems, such as scale free [42, 43] and small-world properities [8, 44, 45] . In addition, they are non-fractal [6] [7] [8] . According to its construction, one can easy obtain the total number of edges for G(t) is E t = (2m + 1) t and the total number of nodes for G(t) satisfies [38, 42] 
For convenience, we classify the nodes of G(t) into different levels. Nodes, which are generated during the k-th iterations, are said to belong to level k in this paper. For example, in the third generation NFSFT with m = 1, which is shown in Figure 2 , the levels information of its nodes were shown as follows: nodes represented by solid square belong to level 0. Nodes represented by solid circle belong to level 1. Nodes represented by hollow square belong to level 2. Nodes represented by hollow circle belong to level 3. For any node x of level k, there is a unique path (V 0 , V 1 , V 2 , ..., V n , x), (n ≤ k − 1) from the nearest node of level 0 to node x. We call {V 0 , V 1 , V 2 , ..., V n } the ancestors of node x and V n the parent of node x. Thus the two nodes of level 0 are the common ancestors of all other nodes, or all other nodes are the descendant nodes of the two nodes of level 0. In this paper, we label the node of level k by the sequence {i 0 , i 1 , i 2 , ..., i n , k}, where i j is the level of node V j , it is easy to know that i 0 = 0 and 0 < i 1 < i 2 < ... < i n < k . Although different nodes may have the same labels, nodes with the same label have the same properties base on the self-similar structure of NFSFT. For example, in the third generation NFSFT shown in Figure 2 , the four nodes represented by red hollow circle were all labeled as {0, 1, 3}. According to our method, for any node labeled as {i 0 , i 1 , i 2 , ..., i n }, its parent is labeled as {i 0 , i 1 , i 2 , ..., i n−1 }, its ancestors are labeled as {i
The NFSFT G(t) can also be constructed by another method which is shown in Figure 3 : the NFSFT G(t) is composed of 2m + 1 copies, called subunit, of G(t − 1) which are connected to one another at its two hubs (nodes with the highest degree). We also classify the subunits of G(t) into different levels and let Λ k denote the subunit of level k(k ≥ 0). In this paper, G(t) is said to be subunit of level 0. For any k ≥ 0, Λ k is composed of 2m + 1 subunits of level k + 1. Thus, any edge of G(t) is a subunit of level t and Λ k is a copy of NFSFT with generation t − k. 
, and connected to one another at its two hubs A and B.
Formulation of the problem
In this paper, we study discrete-time random walks on FSFT G(t). At each step, the walker moves from its current location to any of its nearest neighbors with equal probability. The quantity we are interested in is mean first-passage time (MFPT), which is the expected number of steps to hit the target node(or trap) for the first time, for a walker starting from a source node.
Let F (x, y) denote the MFPT from nodes x to y in NFSFT G(t) and Ω denote the node set of G(t), the sum
is called the commute time and the MFPT can be expressed in term of commute times [40] .
where
is the stationary distribution for random walks on the NFSFT .
If we view the networks under consideration as electrical networks by consid-ering each edge to be a unit resistor and let Ψ xy denote the effective resistance between two nodes x and y in the electrical networks, we have [40] k(x, y) = 2E t Ψ xy (3) where E t is the total numbers of edges of G(t). Since the NFSFT we studied are trees, the effective resistance between any two nodes is exactly the shortestpath length between the two nodes. Hence
where L xy denote the shortest path length between node x to node y. Thus
Substituting k(x, y) with Eq. (5) in Eq. (2), we obtain
Thus we can derive the MFPT F (x, y) for any two nodes x and y because we can calculate u∈G(t) π(u)L xu for any node x in NFSFT. The detail methods will be shown in Sec.4.
If we average the MFPTs over all the starting nodes and all target nodes, we obtain MTT and MDT. That is to say, if we define
T y is just the mean trapping time(MTT) for target node y and D x is just mean diffusing time(MDT) for starting node x. Let
Substituting F (x, y) with Eq. (6) in Eqs. (7) and (8), we obtain
Hence, if we can calculate Σ and S x , W x for any node x, we can obtain MTT and MDT for any node x. Although it is difficult to calculate these quantities for general tree, we presented methods for calculating these quantities for NFSFT based on its self-similar structure. Therefore, we can calculating MTT and MDT for any node.
Methods for calculating MTT and MDT
We first present detailed methods for calculating S x , Σ and W x , and then calculating MFPT, MTT and MDT for some special nodes to explain our methods.
Detailed methods for calculating S x and W x
According to the method in Sec.2, any node x of NFSFT can be labeled by a sequence of nodes level information
Although different nodes may have the same labels, nodes with the same label have the same S x and W x base on the Self-similar structure of NFSFT. Thus we can use this sequence to represent "x"in symbol "S x "and "W x ". For example, for nodes x of level 0, they can be written as S {0} and W {0} . For the four nodes represented by red hollow circle, they can be written as S {0,1,3} and W {0,1,3} .
First, we calculate S {0} and W {0} . In order to tell the difference of S {0} (and W {0} ) for NFSFT of different generation t, let S 
For the right side of the equation, the first item represents the summation of shortest path length between node A and nodes in the subunit G i (t)(i = 1, 2, · · · , m), the second item represents the summation of shortest path length between node A and nodes in the subunit G 0 (t), the third item represents the summation of shortest path length between node A and nodes in the subunit
A + 2m(2m + 1)
Similarity
Now, we calculate S x and W x for node x of any level. According to the method presented in Sec.2, x can be labeled as {0, i 1 , i 2 , ..., i n }, 0 < i 1 < i 2 < ... < i n ≤ t, its parent, denoted by p, can only be labeled as {0, i 1 , i 2 , ..., i n−1 }. We will derive the recursion relation between S {0,i 1 ,i 2 ,...,in} and S {0,i 1 ,i 2 ,...,i n−1 } . Note that node x of level i n and its parent p are just two hubs of one subunit of level i n which is a copy of G(t − i n ). The total numbers of nodes of this subunit is N t−in , half of them are the descendant nodes of node x. There is an edge between x and p, node x and its descendant nodes connected with other nodes of the NFSFT by node p. Let Ω de denote the set of the descendant nodes of node x, we have Ω = Ω de Ω de . For any node y ∈ Ω de , L xy = L py − 1, for any node y ∈ Ω de , L xy = L py + 1. Thus
Using Eq. (17) repeatedly, we obtain
Using Eq.(19) repeatedly, we obtain
Thus, For any node x labeled as {0, i 1 , i 2 , ..., i n }, we can exactly calculate S x and W x due to Eqs. (15), (16), (18) and (20).
Exact calculation of
is just the summation of S x for end nodes of any edges of G(t). For convenience, we label the two hubs of subunit Λ k as A k , B k . Because any edge of G(t) is a subunit of level t, its two end nodes is also its two hubs labeled as A t , B t . Let
We have
For the right side of the equation, the second summation is run over all the subunits of level t, the first summation is just add the two entries of Λt S
together.
In order to calculate Λt S (t) , we label the subunit Λ k by a sequence {i 1 , i 2 , ..., i k }, where i j labels its position in the corresponding subunit Λ j−1 . We assigning i k = 0 for the central one, i k = 1, 2, ..., m for the m subunits containing hub A k−1 , i k = m + 1, m + 2, ..., 2m for the m subunits containing hub B k−1 . Figure 4 shows the construction of Λ k−1 and the relation between the value of i k and the location of subunit Λ k in Λ k−1 : all subunit Λ k are represented by an edge, the one represented by blue edge are the subunit Λ k corresponding to value of i k = 0, 1, 2, · · · , 2m + 1. We also build mapping between hubs of Λ k−1 and hubs of Λ k : hub labeled as
Note that the label sequence of B k is ended with k(Because B k is a node of level k), according to Eq.(17)
Eqs.(23) can also be rewritten as
Similarly, one can define matrices M i k and V k i k such that equation (25) holds for i k = 0, 1, · · · , 2m.
and
Using equation (25) repeatedly, we obtain
Because any subunit of level t is in one to one correspondence with a path {i 1 , · · · , i t }, let {i 1 , · · · , i t } run over all the possible values and calcute {i 1 ,···,it} S (t) , the summation of the two entries of {i 1 ,···,it} S (t) is just equal to u∈Ω (d u S u ). Making use of the following identity 
we have
Thus {i 1 ,···,it}
Substituting M i with Eq. (26), (27) and (28) in Eq. (31), and orthogonal decomposing M tot , we obtain
Therefore,
Substituting V i with with Eq. (26), (27) and (28) in Eq. (32), we get
Inserting Eqs. (30), (38) , (39) into Eq.(34), calculating the summation of the two entries of {i 1 ,···,it} S (t) , and denoting the summation by Sum, we obtain Sum = 2 tm(2m + 1)
Since u∈Ω (d u S u ) = Sum and E t = (2m + 1) t , therefore,
Examples
According to the methods presented in Sec.4.1 and Sec.4.2, we can calculate Σ and S x , W x for any node x of G(t). We don't intend to calculate these quantities for every node of G(t) because the total number of nodes increasing rapidly with the growth of t. As shown in Sec.2, any node x of NFSFT can be labeled by a sequence of nodes level information {0, i 1 , i 2 , ..., i n }, 0 < i 1 < i 2 < ... < i n ≤ t. In order to explain our methods, we calculate the MTT or MDT for nodes of level 0 labeled as {0} (i.e., A, B in Figure 3 ) and nodes of level k labeled as {0, 1, 2, · · · , k}(1 ≤ k ≤ t), which are the farthest nodes from node labeled as {0} among all nodes of level k. Similar to Sec.4.1, we use the label sequence to represent x in symbol "T x "and "D x ".
For nodes of level 0, inserting Eqs. (15 ), (16 ) and (41 ) into Eq. (12) and Eq. (13), we obtain the MTT and MDT for nodes labeled as {0}.
These result of T {0} is consistent with those derived in Ref. [38] .
For nodes of level k(1 ≤ k ≤ t), we only study the nodes labeled as {0, 1, 2, · · · , k}, which are the farthest nodes from node labeled as {0} among all nodes of level k. According to Eqs. (18) and (20), we get
Thus
We also conducted numerical simulation to test the results we have just derived, the results just derived are consistent with those obtained by numerical simulation.
Analysis of trapping efficiency and diffusion efficiency for random walks on NFSFT
Using the MTT and the MDT as the measure of trapping efficiency and diffusion efficiency respectively, we compare the trapping efficiency and diffusion efficiency for any two nodes of NFSFT and obtain the following results.
Theorem 1 For any two nodes x and y of NFSFT, They can be labeled as {0, i 1 , i 2 , ..., i nx } and {0, j 1 , j 2 , ..., j ny } respectively,
• if n x > n y , we have
The proof of Theorem.1 was provided in Sec.A. Using Theorem.1, we found
Results shows: nodes labeled as {0} which is the two hubs of NFSFT, have minimum MTT and maximum MDT, hence they are the best trapping site and worst diffusion site. Nodes labeled as {0, 1, 2, ..., t}, which is the farthest nodes from hubs, have maximum MTT and minimum MDT, therefore they are the worst trapping sites and best diffusing sites.
Let k = t in Eqs. (47) and (48),we obtain T {0,1,2,...,t} and D {0,1,2,...,t} . Comparing T {0,1,2,...,t} with T {0} shown in Eq. (42), we have
where N t is the total number of nodes for NFSFT. Eq.(49) shows that the ratio between the maximum and minimum of MTT grows logarithmically with network order , thus the trap's position has great effect on the trapping efficiency.
Comparing D {0,1,2,...,t} with D {0} shown in Eq. (43), we obtain
which shows that the difference between maximum and minimum of MDT is quite small, thus the position of starting node almost has no effect on diffusion efficiency.
Conclusion
In this paper,we study unbiased discrete random walks on NFSFT. First, we provided general methods for calculating the mean trapping time(MTT) for any target node and the mean diffusing time(MDT) for any source node, and then we gave some examples to explain our methods. Finally, using the MTT and the MDT as the measures of trapping efficiency and diffusion efficiency respectively, we compare the trapping efficiency and diffusion efficiency for any two nodes of NFSFT and find the best ( or worst) trapping sites and the best ( or worst) diffusing sites. Our results show that: the two hubs of NFSFT is the best trapping site, but it is also the worst diffusing site, the nodes which are the farthest nodes from the two hubs are the worst trapping sites, but they are also the best diffusion sites. Comparing the maximum and minimum of MTT and MDT, we found that the maximum and minimum of MTT have great difference, but the difference between maximum and minimum of MDT is quite small, thus the trap's position has great effect on the trapping efficiency, but the position of starting node almost has no effect on diffusion efficiency. The methods we present can also be used on other self-similar trees.
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A Proof of Theorem.1
For any two nodes x and y labeled as {0, i 1 , i 2 , ..., i nx } and {0, j 1 , j 2 , ..., j ny } respectively, we have According to Eqs. (12) , (18), (20), we have
and Case I. If n x > n y , then n x − n y ≥ 1. Note that t ≥ n x > n y ≥ 1, we obtain T {0,i 1 ,i 2 ,...,in x } − T {0,j 1 ,j 2 ,...,jn y } = 2(n x − n y )(2m + 1) t − 2 If i l = j l holds for l = 1, 2, · · · , n x , it is easy to obtain T {0,i 1 ,i 2 ,...,in x } − T {0,j 1 ,j 2 ,...,jn y } = 0 D {0,i 1 ,i 2 ,...,in x } − D {0,j 1 ,j 2 ,...,jn y } = 0 If there is a positive integer k 0 (1 ≤ k 0 ≤ n x ), such that i l = j l holds for l = 1, 2, · · · , k 0 − 1, but i k 0 = j k 0 . It can be further divided into 2 case.
• If i k 0 > j k 0 , we have 
