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Abstract. We show the sharp global well posedness for the Cauchy problem for the cubic
(quartic) non-elliptic derivative Schro¨dinger equations with small rough data in modulation
spaces Ms2,1(R
n) for n > 3 (n = 2). In 2D cubic case, using the Gabor frame, we get some
time-global dispersive estimates for the Schro¨dinger semi-group in anisotropic Lebesgue spaces,
which include a time-global maximal function estimate in the space L2x1L
∞
x2,t. By resorting
to the smooth effect estimate together with the dispersive estimates in anisotropic Lebesgue
spaces, we show that the cubic hyperbolic derivative NLS in 2D has a unique global solution if
the initial data in Feichtinger-Segal algebra or in weighted Sobolev spaces are sufficiently small.
2010 Mathematics Subject Classifications. 35 Q 55, 42 B 35, 42 B 37.
Key words. Non-elliptic derivative Schro¨dinger equation; Gabor frame; modulation spaces;
well posedness; ill posedness.
1 Introduction
In this paper we consider the Cauchy problem for the derivative nonlinear Schro¨dinger
equation (DNLS):
iut −∆±u = F (u, u¯,∇u,∇u¯), u(0, x) = u0(x), (1.1)
where ∆± = ε1∂
2
x1 + ...+ εn∂
2
xn , εi ∈ {1, −1} for i = 1, ..., n, ∇u = (ux1 , ..., uxn),
F (z) = F (z1, ..., z2n+2) =
∑
m+16|β|<∞
cβz
β , m > 2, cβ ∈ C (1.2)
and |cβ| 6 C |β| for β = (β1, ..., β2n+2). A special case of (1.1) is the following
iut −∆±u = −→λ · ∇(|u|2κu) + µ|u|2νu, u(0, x) = u0(x), (1.3)
~λ ∈ Cn, µ ∈ C and κ, ν ∈ N. It is known that (1.3) (κ = 1) arises from the strongly
interacting many-body systems near criticality as recently described in terms of nonlinear
dynamics [5, 9, 35], where anisotropic interactions are manifested by the presence of the
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non-elliptic case, as well as additional residual terms which involve cross derivatives of the
independent variables. Another typical example is the Schro¨dinger map equation
iut −∆±u = 2u¯
1 + |u|2 (ε1u
2
x1 + ...+ εnu
2
xn), u(0, x) = u0(x), (1.4)
which is an equivalent form of the non-elliptic Schro¨dinger map
st = s×∆±s, s(0, x) = s0(x). (1.5)
where s = (s1, s2, s3), s : R × Rn → S2 is a real valued map of (t, x1, ..., xn). Indeed, if u
satisfies (1.4), taking
s =
(
2Re u
1 + |u|2 ,
2Im u
1 + |u|2 ,
1− |u|2
1 + |u|2
)
,
we see that s is the solution of (1.5). Conversely, taking u as the stereographic projection
of s defined by
u =
s1 + is2
1 + s3
,
we see that (1.5) reduces to (1.4). A large amount of work has been devoted to the
study of the elliptic Schro¨dinger map initial value problem (∆± = ∆) together with their
generalizations [1, 8, 26, 32, 39, 42].
If there is no condition on initial data, it is easy to give a finite-time blow up solution
of the derivative NLS and in the non-elliptic case, all of the blow up points can constitute
a curve, see Appendix C.
For the general equation (1.1) in the elliptic case with nonlinearity (1.2), the local
and global well posedness were studied in [4, 22, 23, 27, 29]. When the nonlinear term F
satisfies an energy structure condition Re∂F/∂(∇u) = 0 and the initial data are sufficiently
smooth in weighted Sobolev spaces, Klainerman [22], Shatah [29] and Klainerman and
Ponce [23] obtained the global existence of (1.1) in all spatial dimensions. Chihara [4]
considered the initial data in sufficiently smooth weighted Sobolev spaces and removed
the energy structure condition Re∂F/∂(∇u) = 0 for n > 3 and only assume that cubic
terms F1(z) in F (z) is modulation homogeneous (i.e., F1(e
iθz) = eiθF1(z)) for n = 2.
Ozawa and Zhai [27] was able to consider the initial data in Hs with s > n/2 + 2, n > 3
and Re∂F/∂(∇u) = ∇(θ(|u|2)) for some real valued function θ ∈ C2 with θ(0) = 0.
In the non-elliptic case, the smooth effect estimates seem to be useful tools for the well
posedness of (1.1) with nonlinearity (1.2). Roughly speaking, this method relies upon the
dispersive structure for the Schro¨dinger semi-group and the energy structure conditions
for the nonlinear terms are not necessary for the local well posedness and for the global
well posedness with small data. By setting up the local smooth effects for the solutions of
the linear Schro¨dinger equation, Kenig, Ponce and Vega [19, 20] were able to deal with the
non-elliptical case and they established the local well posedness of Eq. (1.1) in Hs with
s≫ n/2. The global existence and scattering of solutions of (1.1) and (1.2) with small data
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in modulation spaces M
5/2
2,1 (so in H
s with s > n/2 + 5/2, n > 3) were recently obtained
in [39]. Moreover, the results in [39] contains non-elliptic Schro¨dinger map equation as a
special case if n > 3.
In this paper we study the global well posedness of solutions of (1.3), and (1.1) and
(1.2), we show that (1.3) in modulation spaces M s2,1 has a critical index s = 1/2κ for
which (1.3) is globally well posed for small data if s > 1/2κ and ill posed if s < 1/2κ,
κ > 1 for n > 3, κ > 2 for n = 2 respectively. Similarly, (1.1) with nonlinearity (1.2)
in modulation spaces M s2,1 has a critical index s = 1 + 1/m for which it is globally well
posed with small data if s > 1 + 1/m and ill posed if s < 1 + 1/m, m > 2 for n > 3,
m > 3 for n = 2 respectively. In 2D case with m = 2, and 1D case with m = 3, we
show that (1.1) with nonlinearity (1.2) is globally well posed for the small Cauchy data in
Feichtinger-Segal’s algebraM21,1. On the basis of the Gabor frame expression for the initial
data, we will establish a class of linear estimates in anisotropic Lebesgue spaces, these
estimates together with the smooth effect estimates for the linear Schro¨dinger equation
(cf. [6, 19, 20, 25, 30, 39, 41]) and frequency-uniform decomposition techniques yield the
existence and uniqueness of global solutions for small initial data.
1.1 Notation
In the sequel C, Ci will denote universal positive constants which can be different at each
appearance. x . y for x, y > 0 means that x 6 Cy, and x ∼ y stands for x . y and y . x;
x∨y = max(x, y). For any p ∈ [1,∞], p′ denotes the dual number of p, i.e., 1/p+1/p′ = 1.
Let S be Schwartz space and S ′ be its dual space. All of the function spaces used in
this paper are subspaces of S ′. We will use the Lebesgue spaces Lp := Lp(Rn) with the
norm ‖ · ‖p := ‖ · ‖Lp , the function spaces LqtLpx and LpxLqt for which the norms are defined
by:
‖f‖LqtLpx =
∥∥∥‖f‖Lpx(Rn)∥∥∥Lqt (R) , ‖f‖LpxLqt =
∥∥∥‖f‖Lqt (R)∥∥∥Lpx(Rn) .
We denote by Lp1xiL
p2
(xj)j 6=i,t
for (xj)j 6=i = (x1, ..., xi−1, xi+1, ..., xn) and L
p1
x1L
p2
x¯,t for x¯ =
(x2, ..., xn) the anisotropic Lebesgue space for which the following norm is finite:
‖f‖Lp1xiLp2(xj)j 6=i,t =
∥∥∥‖f‖Lp2
(xj)j 6=i,t
(Rn)
∥∥∥
L
p1
xi
(R)
, ‖f‖Lp1x1Lp2x¯,t =
∥∥∥‖f‖Lp2x¯,t(Rn)∥∥∥Lp1x1 (R). (1.6)
Let F (F−1) be the (inverse) Fourier transform. We will write Dsxi = (−∂2xi)s/2 =
F
−1
ξi
|ξi|sFxi denotes the partial Rieze potential in the xi direction. The homogeneous
Sobolev space H˙s is defined by (−∆)−s/2L2, Hs = L2 ∩ H˙s. Recall that the weighted
Sobolev space Hs,b(Rn) is defined by
‖u‖Hs,b = ‖〈x〉bF−1〈ξ〉sFu‖2.
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Let {σk}k∈Zn be a smooth cut-off function sequence satisfying
suppσ0 ⊂ [−1, 1]n, σk = σ(· − k),
∑
k∈Zn
σk(ξ) ≡ 1. (1.7)
We know that if {ηk}k∈Z satisfies (1.7) for n = 1, then we see that
σk(ξ) = ηk1(ξ1)...ηkn(ξn), k = (k1, ..., kn) (1.8)
satisfies (1.7). We can define the frequency-uniform decomposition operators k as:
k := F
−1σkF , k ∈ Zn, (1.9)
and we write
‖f‖Msp,q(Rn) =
(∑
k∈Zn
〈k〉sq‖kf‖qLp(Rn)
)1/q
, (1.10)
which is said to be a modulation space. Modulation spaces M sp,q were introduced by
Feichtinger with the following equivalent norm (cf. [13, 14])
‖f‖Msp,q =
(∫
Rn
(∫
Rn
|Vgf(x, ω)|pdx
)q/p
〈ω〉sqdω
)1/q
, (1.11)
where, for a given window function g ∈ S , Vg is the short-time Fourier transform:
Vgf(x, ω) =
∫
Rn
e−itωg(t− x)f(t)dt.
The behavior of the Schro¨dinger semi-group in modulation spaces are rather different from
those in Lebesgue spaces. Indeed, it was shown in [3, 36, 37] that
‖eit∆±u0‖Msp,q . (1 + |t|)|n(1/2−1/p)|‖u0‖Msp,q , 1 6 p, q 6∞, s ∈ R,
‖eit∆±u0‖Msp,q . (1 + |t|)−n(1/2−1/p)‖u0‖Msp′,q , p > 2, 1/p + 1/p
′ = 1, q > 1, s ∈ R,
which means that Schro¨dinger semi-group is bounded in anyM sp,q and satisfies a truncated
decay from M sp′,q to M
s
p,q. It is known that Schro¨dinger semi-group in Lebesgue spaces L
p
is bounded if and only if p = 2 and the truncated decay from Lp
′
to Lp does not holds.
Considering the inclusions between modulation and Sobolev spaces, we have (cf. [31,
38])
Hn/2+s+ ⊂M s2,1 ⊂ Hs (sharp inclusions).
From scaling point of view, we see that the critical Sobolev space of (1.3) in the case
µ = 0, n > 2 is Hn/2−1/2κ. If we can solve (1.3) in M s2,1 with s < n/2 − 1/2κ, which
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contains a class of data in L2 \Hn/2−1/2κ, then there is a class of Hn/2−1/2κ supercritical
data such that (1.3) is well posed.
The spaceM s1,1 with s > 0, so called Feichtinger algebra (or Feichtinger-Segal algebra),
is one of the most important modulation spaces which enjoys the following interesting
property ([10, 11]): F (F−1) : M01,1(R
n) → M01,1(Rn) is an isometric mapping. On the
other hand, it is known that Bs+n1,1 (R
n) ⊂ M s1,1(Rn) ⊂ Bs1,1(Rn) are sharp inclusions (cf.
[31, 34, 38])1. M01,1 can be regarded as an analogue of Schwartz space which preserves
Fourier transform but has little smoothness.
1.2 Main results
For convenience, we write for n > 2,
‖u‖sm =
n∑
i=1
∑
k∈Zn, |ki|>20∨maxj 6=i |kj |
〈ki〉1/2+1/m‖ku‖L∞xiL2(xj)j 6=i,t , (1.12)
‖u‖max =
n∑
i=1
∑
k∈Zn
‖ku‖LmxiL∞(xj )j 6=i,t , (1.13)
‖u‖str =
∑
k∈Z2
〈k〉1/m‖ku‖L∞t L2x ∩Lm+2x,t . (1.14)
We denote ‖u‖Υ∩Γ = ‖u‖Υ + ‖u‖Γ.
Theorem 1.1 Let n > 2, κ, ν ∈ N, κ > 2 for n = 2. Suppose that u0 ∈ M1/2κ2,1 and there
exists a suitably small δ > 0 such that ‖u0‖M1/2κ2,1 6 δ. Then (1.3) has a unique solution
u ∈ C(R,M1/2κ2,1 ) ∩X1/2κ, where
X1/2κ =
{
u ∈ S ′ : ‖u‖sm∩max∩ str . δ} , m = 2κ. (1.15)
Moreover, if s < 1/2κ, then (1.3) with µ = 0 is ill-posed in the sense that the solution
map u0 → u is not C2κ+1 from M s2,1 to C([0, T ];M s2,1) for any T > 0.
Theorem 1.2 Let n > 3, m > 2. Suppose that u0 ∈ M1+1/m2,1 and there exists a
suitably small δ > 0 such that ‖u0‖M1+1/m2,1 6 δ. Then (1.1) has a unique solution
u ∈ C(R,M1+1/m2,1 ) ∩X1+1/m, where
X1+1/m =
u ∈ S ′ : ∑
α=0,1
n∑
ℓ=1
‖∂αxℓu‖sm∩max∩ str . δ
 . (1.16)
Moreover, if s < 1 + 1/m and F = |∂x1u|m∂x1u, m ∈ 2N, then (1.1) is ill-posed in the
sense that the solution map u0 → u is not Cm+1 from M s2,1 to C([0, T ];M s2,1) for any
T > 0.
1Bsp,q denotes Besov space.
5
Theorems 1.1 and 1.2 also hold in 1D in the cases κ > 2 and m > 4, respectively for
the well posedness with small data in M1/2κ and M
1+1/m
2,1 for (1.3) and (1.1); cf. [38]. For
cubic case in 2D, we need more regularity for the initial data. First, we need the following
semi-norms:
‖u‖sm2 =
∑
k∈Z2, |k1|>|k2|∨20
〈k1〉3/2‖ku‖L∞x1L2x2,t
+
∑
k∈Z2, |k2|>|k1|∨20
〈k2〉3/2‖ku‖L∞x2L2x1,t , (1.17)
‖u‖max =
∑
k∈Z2
(
‖ku‖L2x1L∞x2,t + ‖ku‖L2x2L∞x1,t
)
, (1.18)
‖u‖ant =
∑
k∈Z2
(
‖ku‖L2x1L4x2,t + ‖ku‖L2x2L4x1,t
)
, (1.19)
‖u‖str2 =
∑
k∈Z2
〈k〉‖ku‖L∞t L2x ∩L4x,t , ‖u‖
gstr =
∑
k∈Z2
‖ku‖L3x,t . (1.20)
The regularity of ‖ · ‖sm2 and ‖u‖str2 is higher than that of ‖ · ‖sm and ‖u‖str.
Theorem 1.3 Let n = 2, m = 2. Let u0 ∈ M21,1 and there exists a suitably small
δ > 0 such that ‖u0‖M21,1 6 δ. Then (1.1) with nonlinearity (1.2) has a unique solution
u ∈ C(R,M22,1) ∩ Cloc(R,M3/21,1 ) ∩ Y , where
Y =
u ∈ S ′ : ∑
α=0,1
∑
i=1,2
‖∂αxiu‖sm2∩max∩ ant∩ str2∩ gstr . δ
 . (1.21)
In particular, if u0 ∈ Hs,b and ‖u0‖Hs,b 6 δ with s > 3 and b > 1, then the result holds.
Corollary 1.4 Let n = 2, s0 = (s1(0), s2(0), s3(0)) ∈ S2 with s1(0), s2(0) ∈ M21,1 and
there exists a suitably small δ > 0 such that ‖si(0)‖M21,1 6 δ for i = 1, 2. Then (1.5) has a
unique solution s = (s1, s2, s3) ∈ S2 with s1, s2, |s3| − 1 ∈ C(R,M22,1)∩Cloc(R,M3/21,1 )∩X,
where X is as in (1.21).
Theorem 1.5 Let n = 1, m = 3. Assume that u0 ∈ M11/61,1 and there exists a small
δ > 0 such that ‖u0‖M11/61,1 6 δ. Then (1.1) with nonlinearity (1.2) has a unique solution
u ∈ C(R,M11/62,1 ) ∩ Cloc(R,M4/31,1 ) ∩ Z, where
Z =
u ∈ S ′ : ∑
α=0,1
‖∂αxu‖sm1∩max1∩ ant1∩ str1∩ gstr1 . δ
 (1.22)
and
‖u‖sm1 =
∑
k∈Z, |k|>20
〈k〉4/3‖ku‖L∞x L2t ,
6
‖u‖max1 =
∑
k∈Z
‖ku‖L3xL∞t , ‖u‖ant1 =
∑
k∈Z
‖ku‖L3xL6t ,
‖u‖str1 =
∑
k∈Z
〈k〉5/6‖ku‖L∞t L2x ∩L6x,t , ‖u‖
gstr1 =
∑
k∈Z
‖ku‖L4x,t .
1.3 Strategy of the proof
We now sketch our ideas in the proof for the main results in the 2D cubic case. We consider
the following equivalent integral equation,
u(t) = S(t)u0 − i
∫ t
0
S(t− τ)F (u(τ))dτ, S(t) := eit,  = ∂2x1 − ∂2x2 , (1.23)
where we assume for simply that F (u) = ∂x1(|u|2u). By following the smooth effects in 1D
as in Kenig-Ponce-Vega [19], the global smooth effects for the solutions of the Schro¨dinger
equation in 2D were essentially obtained by Linares and Ponce [25],
‖D1/2x1 S(t)φ‖L∞x1L2x2,t(R1+2) . ‖φ‖L2(R2),∥∥∥∥∂x1 ∫ t
0
S(t− τ)F (τ)dτ
∥∥∥∥
L∞x1L
2
x2,t
(R3)
. ‖F‖L1x1L2x2,t(R3).
The second estimate from L1x1L
2
x2,t to L
∞
x1L
2
x2,t has absorbed one order derivative, which
enables us dealing with the derivative in the nonlinearity F = ∂x1(|u|2u). By Ho¨lder’s
inequality,
‖|u|2u‖L1x1L2x2,t 6 ‖u‖L∞x1L2x2,t‖u‖
2
L2x1L
∞
x2,t
. (1.24)
So, one needs at least to estimate ‖u‖L2x1L∞x2,t . According to the integral equation, we need
to show that ‖S(t)u0‖L2x1L∞x2,t is bounded. Following [18], it was shown in [39] that
‖kS(t)u0‖Lpx1L∞x2,t(R1+2) . 〈k〉
1/p‖ku0‖L2(R2), ∀ p > 2. (1.25)
When p = 2, there is a logarithmic divergence and we can not obtain the time-global
estimate. To overcome this difficulty, we will use the Gabor frame. Roughly speak-
ing, any function u0 in L
2 and in any modulation space can be expressed in the form∑
k,l∈Z2 ckle
ikxe−|x−l|
2/2, it follows that
S(t)u0 =
∑
k,l∈Z2
ckle
ikxeit(k
2
1−k
2
2)
2∏
j=1
e
−
|x1−l1+2tk1|
2
2(1−2it)
−
|x2−l2−2tk2|
2
2(1+2it)
(1 + 4t2)1/2
. (1.26)
We can get the following time-global estimates
‖kS(t)u0‖L2x1L∞x2,t(R1+2) . 〈k〉
1/2‖ku0‖L1(R2), (1.27)
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‖k
∫
S(t− τ)f(τ)dτ‖L2x1L∞x2,t(R1+2) . 〈k〉
1/2‖kf‖L1x,t(R1+2). (1.28)
Noticing that ‖ku‖2 6 ‖ku‖1 and comparing (1.27) with (1.25), we see that there is a
loss of spatial index in (1.27) and (1.28). According to (1.28), one need to bound (after
ignoring the frequency localization and spatial regularity index)
‖∂x1(|u|2u)‖L1x,t(R1+2) 6 ‖ux1‖L∞x1L2x2,t‖u‖
2
L2x1L
4
x2,t
. (1.29)
In another way,
‖∂x1(|u|2u)‖L1x,t(R1+2) 6 ‖ux1‖L3x,t‖u‖
2
L3x,t
. (1.30)
(1.29) is beneficial to the higher frequency part and (1.30) is useful for the lower frequency
part. In summary, L∞x1L
2
x2,t is used for absorbing the derivative in nonlinearity. For the
lower frequency part, L∞x1L
2
x2,t is a bad space and we use the Strichartz space L
4
x,t∩L∞t L2x
as a substitution. L2x1L
∞
x2,t is a maximal function space arising from the nonlinear estimate
(1.24). In order to get a time-global estimate for the Schro¨dinger semi-group in L2x1L
∞
x2,t,
an intermediate space L1x,t is introduced. Finally, the anisotropic space L
2
x1L
4
x2,t and the
generalized Strichartz space L3x,t is employed for the nonlinear estimates in L
1
x,t.
2 Linear estimates via Gabor frame
Gabor frame is of importance in the time-frequency theory, its discrete form enable us to
get an exact expression for the solution of the free Schro¨dinger equation, see below (2.2).
Indeed, Cordero, Nicola and Rodino [7] calculated e−it∆(eiαkxe−β|x−l|
2
). The advantage
of the Gabor frame expression is that it has no singularity at t = 0 and easier to calculate
than the following form
e−it∆u0 = ct
−n/2
∫
eic|x−y|
2/4tu0(y)dy.
In this section, we always denote |ξ|2± =
∑n
j=1 εjξ
2
j , where εj ∈ {1,−1} is arbitrary. For
any x ∈ Rn, we write x¯ = (x2, ..., xn).
S(t) = F−1e−it|ξ|
2
±F , A f(t, x) =
∫ t
0
S(t− τ)f(τ, x)dτ. (2.1)
Proposition 2.1 (Gabor frame expression) Let s ∈ R, 1 6 p, q <∞, u0 ∈M sp,q and
u0(x) =
∑
k,l∈Zn
ckle
ikxe−
|x−l|2
2 .
Then we have
S(t)u0 =
∑
k,l∈Zn
ckle
ikxeit|k|
2
±
n∏
j=1
e
−
|xj−lj+2tεjkj |
2
2(1−2iεjt)
(1− 2iεjt)1/2
. (2.2)
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Proof. In view of
êikxf = f̂(· − k), ̂f(· − l) = e−ilξ f̂ , ̂e−|x|2/2 = e−|·|2/2,
we see that
û0(ξ) =
∑
k,l∈Zn
ckle
ilke−ilξe−
|ξ−k|2
2 .
It follows that
S(t)u0 =
∑
k,l∈Zn
ckle
ilk
F
−1
(
eit|ξ|
2
±e−ilξe−
|ξ−k|2
2
)
.
In view of
F
−1(f(· − k)) = eikxF−1f, F−1(e−ilξf) = (F−1f)(· − l),
we see that
S(t)u0 =
∑
k,l∈Zn
ckle
ixk
[
F
−1
(
eit|ξ+k|
2
±e−
|ξ|2
2
)]
(x− l)
=
∑
k,l∈Zn
ckle
ixkeit|k|
2
±
n∏
j=1
[
F
−1
ξj
(
eitεjξ
2
j e−
ξ2j
2
)]
(xj − lj + 2tεjkj). (2.3)
Using the fact that F−1e−cξ
2
1/2 = c−1/2e−x
2
1/2c, we immediately have the result, as desired.

Proposition 2.2 Let n > 1 and 1 6 r, p, p¯ 6 ∞. Assume that one of the following
alternative conditions holds:
n
(
1
r
− 1
2
− 1
p¯
)
>
1
p
, r 6 p, or (2.4)
n
(
1
r
− 1
2
− 1
p¯
)
=
1
p
, r < p <∞. (2.5)
Then we have
‖S(t)u0‖Lpx1Lp¯x¯,t(R1+n) . ‖u0‖M1/p+1−1/rr,1 . (2.6)
‖A f‖Lpx1Lp¯x¯,t(R1+n) . ‖f‖L1(R, M1/p+1−1/rr,1 (Rn)). (2.7)
Proof. Let u0 =
∑
k,l∈Zn ckle
ikxe−|x−l|
2/2. By Proposition 2.1,
‖S(t)u0‖Lpx1Lp¯x¯,t 6
∥∥∥∥∥∥
∑
k,l∈Zn
|ckl|(1 + |t|)−n/2
n∏
j=1
e
−
|xj−lj+2tεjkj |
2
2(1+4t2)
∥∥∥∥∥∥
Lpx1L
p¯
x¯,t
6
∑
k∈Zn
∥∥∥∥∥∥∥
∑
l1∈Z
〈t〉−n/2e−
|x1−l1+2tε1k1|
2
2(1+4t2)
∥∥∥∥∥∥
∑
l¯∈Zn−1
|ckl|
n∏
j=2
e
−
|xj−lj+2tεjkj |
2
2(1+4t2)
∥∥∥∥∥∥
Lp¯x¯
∥∥∥∥∥∥∥
Lpx1L
p¯
t
. (2.8)
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Applying the fact that supx>0〈x〉N/ex <∞ for any N > 0, we have∥∥∥∥∥∥
∑
l¯∈Zn−1
|ckl|
n∏
j=2
e
−
|xj−lj+2tεjkj |
2
2(1+4t2)
∥∥∥∥∥∥
Lp¯x¯
.
∥∥∥∥∥∥
∑
l¯∈Zn−1
|ckl|
n∏
j=2
〈 |xj − lj + 2tεjkj |
1 + |t|
〉−2∥∥∥∥∥∥
Lp¯x¯
. (2.9)
In view of Lemma B.1 we have (see Appendix)∥∥∥∥∥∥
∑
l¯∈Zn−1
|ckl|
n∏
j=2
e
−
|xj−lj+2tεjkj |
2
2(1+4t2)
∥∥∥∥∥∥
Lp¯x¯
. 〈t〉(n−1)/r′+(n−1)/p¯
 ∑
l¯∈Zn−1
|ckl|r
1/r . (2.10)
It follows from (2.8) and (2.10) that
‖S(t)u0‖Lpx1Lp¯x¯,t
.
∑
k∈Zn
∥∥∥∥∥∥∥
∑
l1∈Z
〈t〉−n2+n−1r′ +n−1p¯
 ∑
l¯∈Zn−1
|ckl|r
1/r e− |x1−l1+2tε1k1|22(1+4t2)
∥∥∥∥∥∥∥
Lpx1L
p¯
t
=
∑
k∈Zn, k1 6=0
∥∥∥∥∥∥∥
∑
l1∈Z
〈t〉−n2+n−1r′ +n−1p¯
 ∑
l¯∈Zn−1
|ckl|r
1/r e− |x1−l1+2tε1k1|22(1+4t2)
∥∥∥∥∥∥∥
Lpx1L
p¯
t
+
∑
k∈Zn, k1=0
∥∥∥∥∥∥∥
∑
l1∈Z
〈t〉−n2+n−1r′ +n−1p¯
 ∑
l¯∈Zn−1
|ckl|r
1/r e− |x1−l1|22(1+4t2)
∥∥∥∥∥∥∥
Lpx1L
p¯
t
:= Ahi +Alo (2.11)
We consider the estimate of Ahi.
Ahi .
3∑
s=1
∑
k∈Zn, k1 6=0
∥∥∥∥∥∥∥
∑
l1∈Z
〈t〉−n2+n−1r′ +n−1p¯
 ∑
l¯∈Zn−1
|ckl|r
1/r e− |x1−l1+2tε1k1|22(1+4t2) χDs
∥∥∥∥∥∥∥
Lpx1L
p¯
t
:= Υ1 +Υ2 +Υ3, (2.12)
where we denote
D1 = {(x1, t) : |x1 − l1| > 4|tk1|},
D2 = {(x1, t) : |x1 − l1| < |tk1|},
D3 = {(x1, t) : |tk1| 6 |x1 − l1| 6 4|tk1|}.
We now estimate Υ1. Usingt supx>0〈x〉θ/ex <∞ for any θ > 0, we have
Υ1 .
∑
k∈Zn, k1 6=0
∥∥∥∥∥∥∥
∑
l1∈Z
〈t〉−n2+n−1r′ +n−1p¯
 ∑
l¯∈Zn−1
|ckl|r
1/r e− |x1−l1|28(1+4t2)χD1
∥∥∥∥∥∥∥
Lpx1L
p¯
t
10
.
∑
k∈Zn, k1 6=0
∥∥∥∥∥∥∥
∑
l1∈Z
〈x1 − l1〉−
n
2
+n−1
r′
+n−1
p¯
 ∑
l¯∈Zn−1
|ckl|r
1/r χD1
∥∥∥∥∥∥∥
Lpx1L
p¯
t
.
∑
k∈Zn, k1 6=0
∥∥∥∥∥∥∥
∑
l1∈Z
〈x1 − l1〉−
n
2
+n−1
r′
+n
p¯
 ∑
l¯∈Zn−1
|ckl|r
1/r
∥∥∥∥∥∥∥
Lpx1
. (2.13)
By Lemma B.1 and (2.13), we have
Υ1 .
∑
k∈Zn
(∑
l∈Zn
|ckl|r
)1/r
.
Noticing that |t| ∼ |x1 − l1|/|k1| in D3, we have
Υ3 .
∑
k∈Zn, k1 6=0
∥∥∥∥∥∥∥
∑
l1∈Z
〈
x1 − l1
|k1|
〉−n
2
+n−1
r′
+n−1
p¯
 ∑
l¯∈Zn−1
|ckl|r
1/r χD3
∥∥∥∥∥∥∥
Lpx1L
p¯
t
.
∑
k∈Zn, k1 6=0
∥∥∥∥∥∥∥
∑
l1∈Z
〈
x1 − l1
|k1|
〉−n
2
+n−1
r′
+n
p¯
 ∑
l¯∈Zn−1
|ckl|r
1/r
∥∥∥∥∥∥∥
Lpx1
. (2.14)
By Lemma B.1, we have
Υ3 .
∑
k∈Zn
〈k1〉
1
r′
+ 1
p
(∑
l∈Zn
|ckl|r
)1/r
. (2.15)
For the estimate of Υ2, we have
Υ2 .
∑
k∈Zn, k1 6=0
∥∥∥∥∥∥∥
∑
l1∈Z
〈t〉−n2+n−1r′ +n−1p¯
 ∑
l¯∈Zn−1
|ckl|r
1/r χD2
∥∥∥∥∥∥∥
Lpx1L
p¯
t
.
∑
k∈Zn, k1 6=0
∥∥∥∥∥∥∥
∑
l1∈Z
〈
x1 − l1
|k1|
〉−n
2
+n−1
r′
+n
p¯
 ∑
l¯∈Zn−1
|ckl|r
1/r
∥∥∥∥∥∥∥
Lpx1
. (2.16)
By Lemma B.1, we see that Υ2 has the same upper bound as Υ3 in (2.15). Collecting the
estimates of Υ1, Υ2 and Υ3, we have the desired estimate.
We consider the estimate of Alo. We have
Alo .
2∑
s=1
∑
k∈Zn, k1=0
∥∥∥∥∥∥∥
∑
l1∈Z
〈t〉−n2+n−1r′ +n−1p¯
 ∑
l¯∈Zn−1
|ckl|r
1/r e− |x1−l1|22(1+4t2)χEs
∥∥∥∥∥∥∥
Lpx1L
p¯
t
11
:= Ξ1 + Ξ2, (2.17)
where we denote
E1 = {(x1, t) : |x1 − l1| > |t|},
E2 = {(x1, t) : |x1 − l1| 6 |t|}.
Applying the fact supx>0〈x〉θ/ex <∞, we have
Ξ1 .
∑
k∈Zn, k1=0
∥∥∥∥∥∥∥
∑
l1∈Z
〈x1 − l1〉−
n
2
+n−1
r′
+n−1
p¯
 ∑
l¯∈Zn−1
|ckl|r
1/r χE1
∥∥∥∥∥∥∥
Lpx1L
p¯
t
.
∑
k∈Zn, k1=0
∥∥∥∥∥∥∥
∑
l1∈Z
〈x1 − l1〉−
n
2
+n−1
r′
+n
p¯
 ∑
l¯∈Zn−1
|ckl|r
1/r
∥∥∥∥∥∥∥
Lpx1
. (2.18)
By Lemma B.1, we have
Ξ1 .
∑
k¯∈Zn−1
(∑
l∈Zn
|c(0,k¯)l|r
)1/r
.
Analogous to the estimate of Υ2, we can show that Ξ2 has the same upper bound as Ξ1.

Let us observe an endpoint case r = 1. We have
Corollary 2.3 Let n > 1, 1 6 p, p¯ 6 ∞. Assume one of the following alternative
conditions holds:
n
(
1
2
− 1
p¯
)
>
1
p
; or
n
(
1
2
− 1
p¯
)
=
1
p
, 1 < p <∞.
Then we have
‖S(t)u0‖Lpx1Lp¯x¯,t(R1+n) . ‖u0‖M1/p1,1 . (2.19)
‖A f‖Lpx1Lp¯x¯,t(R1+n) . ‖f‖L1(R, M1/p1,1 (Rn)). (2.20)
3 Linear estimates with k-decomposition
Corollary 3.1 (L1-anisotropic estimates) Let n > 1, 1 6 p, p¯ 6 ∞. Assume one of the
following alternative conditions holds:
n
(
1
2
− 1
p¯
)
>
1
p
; or
12
n(
1
2
− 1
p¯
)
=
1
p
, 1 < p <∞.
Then we have
‖kS(t)u0‖Lpx1Lp¯x¯,t(R1+n) . 〈k〉
1/p‖ku0‖L1(Rn), (3.1)
‖kA f‖Lpx1Lp¯x¯,t(R1+n) . 〈k〉
1/p‖kf‖L1x,t(Rn+1). (3.2)
In particular, we have for n = 2,
max
q=4,∞
‖kS(t)u0‖L2x1Lqx2,t(R1+2) . 〈k〉
1/2‖ku0‖L1(R2), (3.3)
max
q=4,∞
‖kA f‖L2x1Lqx2,t(R1+2) . 〈k〉
1/2‖kf‖L1x,t(Rn+1). (3.4)
‖kS(t)u0‖L3x,t(R1+2) . 〈k〉
1/3‖ku0‖L1(R2), (3.5)
‖kA f‖L3x,t(R1+2) . 〈k〉
1/3‖kf‖L1x,t(Rn+1). (3.6)
Proof. By Proposition 2.3, we have
‖kS(t)u0‖Lpx1Lp¯x¯,t(R1+n) . ‖ku0‖M1/p1,1 . (3.7)
By definition and k : L
r → Lr2,
‖ku0‖M1/p1,1 6
∑
|l|∞61
〈k + l〉1/p‖k+lku0‖1 . 〈k〉1/p‖ku0‖1,
which implies the result, as desired. 
Proposition 3.2 (Smooth effects, [25, 39]) For any k = (k1, . . . , kn) ∈ Zn, we have
‖D1/2x1 kS(t)u0‖L∞x1L2x¯,t . ‖ku0‖2, (3.8)
‖∂x1kA f‖L∞x1L2x¯,t . ‖kf‖L1x1L2x¯,t . (3.9)
Proposition 3.3 (Strichartz estimates, [37, 39]) Let 4/n 6 p <∞. We have
‖kS(t)u0‖L2+pt,x ∩L∞t L2x(R1+n) . ‖ku0‖L2(Rn), (3.10)
‖kA f‖L∞t L2x ∩L2+pt,x (R1+n) . ‖kf‖L(2+p)/(1+p)t,x (R1+n). (3.11)
Proposition 3.4 (Interaction estimates, [39]) Let 4/n 6 p <∞. We have
(1) Smooth-Strichartz estimates
‖k∂x1A f‖L∞t L2x ∩L2+pt,x (R1+n) . 〈k1〉
1/2‖kf‖L1x1L2x¯,t(R1+n),
2|l|∞ = max(|l1|, ..., |ln|) for l = (l1, ..., ln) ∈ Z
n.
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(2) Strichartz-smooth estimates
‖kA ∂x1f‖L∞x1L2x¯,t(R1+n) . 〈k1〉
1/2‖kf‖L(2+p)/(1+p)t,x (R1+n),
(3) Strichartz-maximal estimates
‖k∂xiA f‖Lqx1L∞x¯,t . 〈ki〉〈k1〉
1/q‖kf‖L(2+p)/(1+p)x,t , 2 6 q 6∞,
(4) Smooth-maximal estimates
‖k∂xiA f‖Lqx1L∞x¯,t . 〈ki〉
1/2〈k1〉1/q‖kf‖L1xiL2(xj)j 6=i,t , 2 < q 6∞.
Proposition 3.5 (L2-anisotropic estimates) Let n > 1, 2 6 q, q¯ 6 ∞. Assume one of
the following alternative conditions holds:
n
(
1
2
− 2
q¯
)
>
2
q
; or
n
(
1
2
− 2
q¯
)
=
2
q
, 2 < q <∞.
Then we have
‖kS(t)u0‖Lqx1Lq¯x¯,t(R1+n) . 〈k1〉
1/q‖ku0‖2, (3.12)
‖kA f‖Lqx1Lq¯x¯,t(R1+n) . 〈k〉
1/q‖kf‖L1tL2x((Rn+1). (3.13)
Proof. By duality, it suffices to show that∫
R
(kS(t)u0, φ(t))dt . 〈k1〉1/q‖ku0‖2‖φ‖Lq′x1Lq¯′x¯,t . (3.14)
It is easy to see that∫
R
(kS(t)u0, φ(t))dt . 〈k1〉1/q‖ku0‖2
∑
|l|∞61
∥∥∥∥k+l ∫ S(−t)φ(t)dt∥∥∥∥
2
. (3.15)
We have ∥∥∥∥k ∫ S(−t)φ(t)dt∥∥∥∥2
2
6 ‖φ‖
Lq
′
x1
Lq¯
′
x¯,t
∥∥∥∥k ∫ S(t− s)φ(s)ds∥∥∥∥
Lqx1L
q¯
x¯,t
. (3.16)
Let us observe that
k
∫
S(t− s)φ(s)ds = (F−1eit|ξ|2±ηk(ξ)) ∗ φ,
where ∗ denotes the convolution on x and t. Applying Young’s inequality, we obtain that∥∥∥∥k ∫ S(t− s)φ(s)ds∥∥∥∥
Lqx1L
q¯
x¯,t
.
∥∥∥F−1eit|ξ|2±ηk(ξ)∥∥∥
L
q/2
x1
L
q¯/2
x¯,t
‖φ‖
Lq
′
x1
Lq¯
′
x¯,t
. (3.17)
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Hence, if we can show that
‖F−1eit|ξ|2±σk(ξ)‖Lq/2x1 Lq¯/2x¯,t . 〈k1〉
2/q, (3.18)
then the result follows. Indeed, in view of Corollary 2.3,
‖F−1eit|ξ|2±σk(ξ)|Lq/2x1 Lq¯/2x¯,t . 〈k1〉
2/q‖F−1σk‖1 . 〈k1〉2/q. 
Following some idea as in Bejenaru, Ionescu, Kenig and Tataru’s [1], we have
Proposition 3.6 Suppose that the conditions of Proposition 3.5 are satisfied. Then for
|k1| > 20, we have
‖kA f‖Lqx1Lq¯x¯,t(R1+n) . 〈k1〉
1/q−1/2‖kf‖L1x1L2x¯,t((Rn+1). (3.19)
Proof. Denote
u = cF−1τ,ξ
1
|ξ|2± − τ
Ft,xf. (3.20)
We can assume that |ξ|2± = ξ21 + ε2ξ22 + ...+ εnξnn := ξ21 + |ξ¯|2±. Denote
E = {(τ, ξ¯) ∈ Rn : |ξ¯|2± − τ < 0}. (3.21)
Let σk(ξ) = ηk1(ξ1)...ηkn(ξn) be as in (1.7) and (1.8). We can assume that k1 > 0. We
have
ku = c
∫
R1+n
eitτ eixξ
|ξ|2± − τ
̂kf(τ, ξ)dξdτ
= c
∫
R×E
∑
|ℓ1|610
ηk1+ℓ1
(√
τ − |ξ¯|2±
)
eitτ eixξ
|ξ|2± − τ
̂kf(τ, ξ)dξdτ
+ c
∫
R×E
∑
|ℓ1|>10
ηk1+ℓ1
(√
τ − |ξ¯|2±
)
eitτ eixξ
|ξ|2± − τ
̂kf(τ, ξ)dξdτ
+ c
∫
R×(Rn\E)
eitτ eixξ
|ξ|2± − τ
̂kf(τ, ξ)dξdτ
:= I + II + III. (3.22)
Let f̂(y1)(τ, ξ¯) be the Fourier transform of f(t, y1, y¯) with respect to t and y¯. Using the
almost orthogonal property of k, we have
I = c
∑
|ℓ¯|∞61, |ℓ1|610
∫
R
∫
E
ei(tτ+x¯ξ¯)σk¯+ℓ¯(ξ¯)ηk1+ℓ1
(√
τ − |ξ¯|2±
)
̂kf(y1)(τ, ξ¯)
×
(∫
R
ei(x1−y1)ξ1
ξ21 + |ξ¯|2± − τ
dξ1
)
dξ¯dτdy1. (3.23)
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For any a > 0, one has that∫
R
eix1ξ1
ξ21 − a2
dξ1 =
sgn(x1)
2a
(eix1a − e−ix1a). (3.24)
Applying (3.24) and changing the variable, the norm in Lqx1L
q¯
x¯,t of the right hand side of
(3.23) can be reduced to the following estimate
Γ :=
∥∥∥∥∫
R
sgn(x1 − y1)
(
F
−1eit|ξ|
2
±σk¯(ξ¯)ηk1 (ξ1) ̂kf(y1)(|ξ|2±, ξ¯)
)
(x1 − y1, x¯)dy1
∥∥∥∥
Lqx1L
q¯
x¯,t
.
∫
R
∥∥∥(F−1eit|ξ|2±σk¯(ξ¯)ηk1 (ξ1) ̂kf(y1)(|ξ|2±, ξ¯)) (x1 − y1, x¯)∥∥∥
Lqx1L
q¯
x¯,t
dy1. (3.25)
Applying Proposition 3.5, we have
Γ .
∫
R
〈k1〉1/q
∥∥∥χ[k1−1,k1+1](ξ1)̂kf(y1)(|ξ|2±, ξ¯)∥∥∥
L2
dy1
. 〈k1〉1/q−1/2
∫
R
‖(kf)(t, y1, y¯)‖L2y¯,t dy1. (3.26)
Next, we consider the estimate of II. We have
II = c
∑
|ℓ|∞61, |j1|>10
∫
R
∫
E
ei(tτ+x¯ξ¯)σk¯+ℓ¯(ξ¯)ηk1+j1
(√
τ − |ξ¯|2±
)
̂kf(y1)(τ, ξ¯)
×
(∫
R
ei(x1−y1)ξ1ηk1+ℓ1(ξ1)
ξ21 + |ξ¯|2± − τ
dξ1
)
dξ¯dτdy1. (3.27)
Integrating by part, we see that∣∣∣∣∫
R
eix1ξ1ηk1+ℓ1(ξ1)
ξ21 − s
dξ1
∣∣∣∣ . 11 + |x1| max|ξ1−k1|61 1|ξ21 − s| := K(x1, s). (3.28)
Using ‖Ff‖q¯ . ‖f‖q¯′ , one has that
‖II‖Lqx1Lq¯x¯,t
.
∑
|ℓ|∞61
∫
R
∥∥∥∥∥∥σk¯+ℓ¯
∑
|j1|>10
ηk1+j1(
√
s)̂kf(y1)(s+ |ξ¯|2±, ξ¯)K(x1 − y1, s)
∥∥∥∥∥∥
Lqx1L
q¯′
ξ¯,s>0
dy1
.
∑
|ℓ|∞61
∫
R
∥∥∥∥∥∥σk¯+ℓ¯
∑
|j1|>10
ηk1+j1(
√
s)̂kf(y1)(s+ |ξ¯|2±, ξ¯)[(|k1| ± 1)2 − s]−1
∥∥∥∥∥∥
Lq¯
′
ξ¯,s>0
dy1
. 〈k1〉−1/2−1/q
∫
R
‖kf‖L2x¯,t dy1. (3.29)
Since
A f = u− c
∫
R
S(t− s)sgn(s)f(s)ds,
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and the dual estimate argument implies that (see [39])∥∥∥∥k ∫
R
S(t− s)sgn(s)f(s)ds
∥∥∥∥
Lqx1L
q¯
x¯,t
. 〈k1〉−1/2+1/q‖kf‖L1x1L2x¯,t .
The result follows. 
Let us recall that for q > 2, Proposition 3.6 was obtained in [39] by using the standard
dual estimate argument. However, in order to get the sharp global well posedness result
of (1.1) with the nonlinearity (1.2), the result in the case q = 2 is of importance.
Proposition 3.7 Let 1 6 p 6 ∞. Then kS(t) : Lp → Lp is uniformly bounded. More
precisely,
‖kS(t)u0‖Lp . (1 + |t|n/2)‖ku0‖Lp (3.30)
uniformly holds for all k ∈ Zn.
Proof. See [3, 36].
4 Proof of Theorems 1.1 and 1.2
Proposition 3.6 is crucial for us to reach the critical space M
1/2κ
2,1 and M
1+1/m
2,1 for m =
2κ = 2 in Theorems 1.1 and 1.2, respectively. For convenience, we write
‖u‖smi =
∑
k∈Zn, |ki|>20∨maxj 6=i |kj |
〈ki〉1/2+1/m‖ku‖L∞xiL2(xj)j 6=i,t , (4.1)
‖u‖maxi =
∑
k∈Zn
‖ku‖LmxiL∞(xj)j 6=i,t , (4.2)
‖u‖str =
∑
k∈Z2
〈k〉1/m‖ku‖L∞t L2x ∩Lm+2x,t . (4.3)
For simplicity, we assume that µ = 0. When µ 6= 0, |u|2νu can be handled by only using
the Strichartz space. We consider the mapping
T : u(t)→ S(t)u0 − iA ~λ · ∇(|u|2κu). (4.4)
Lemma 4.1 We have for any k = (k1, ..., kn) with |k1| > |k2| ∨ 20 and 1 6 p, q 6∞,
‖∂αx2kf‖Lqx1Lpx¯,t . ‖∂x1kf‖Lqx1Lpx¯,t , α = 0, 1. (4.5)
In particular, one has that ‖∂αx2u‖sm1 . ‖∂x1u‖sm1 , α = 0, 1.
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Proof. By the almost orthogonality of k and noticing that |k1| > |k2| ∨ 20, we have
‖∂x2kf‖Lqx1Lpx¯,t .
∑
|l|∞61
∥∥∥∥F−1 (ξ2ξ1σk+l
)∥∥∥∥
1
‖∂x1ku‖Lqx1Lpx¯,t
. ‖∂x1ku‖Lqx1Lpx2,t , (4.6)
which implies the result, as desired. 
Lemma 4.2 For any k, k(s) ∈ Zn, k(s) = (k(s)1 , ..., k(s)n ), we have ku¯ = (−1)n−ku, and
k(k(1)u1...k(r)ur) = 0
if |ki − k(1)i − ...− k(r)i | > r + 1, i = 1, ..., n.
Proof. See [37].
Lemma 4.3 Let m = 2κ with κ ∈ N. We have
‖T u‖smi . ‖u0‖M1/2κ2,1 + ‖u‖
sm(‖u‖max)2κ + (‖u‖str)2κ+1 (4.7)
Proof. It suffices to bound ‖T u‖sm1 . Applying the 1/2-order smoothness of S(t) and
Lemma 4.1,
‖T u‖sm1 . ‖u0‖M1/2κ2,1 + ‖∂x1A (|u|
2κu)‖sm1 . (4.8)
For convenience, we write
A
λ,i
lo =
{
(k(1), ..., k(λ)) ∈ (Zn)λ : max
16s6λ
|k(s)i | < 20
}
,
A
λ,i
hi =
{
(k(1), ..., k(λ)) ∈ (Zn)λ : max
16s6λ
|k(s)i | > 20
}
(4.9)
for k(s) = (k
(s)
1 , ..., k
(s)
n ). Since ku¯ = −ku, we will make no distinction between u
and u¯ and write the nonlinearity as ~λ · ∇u2κ+1. Applying the smoothness of A and the
Strichartz-smoothness estimate,
‖∂x1A (u2κ+1)‖sm1
.
∑
k∈Zn, |k1|>20∨maxj 6=1 |kj |
〈k1〉1/2+1/2κ‖∂x1kA (u2κ+1)‖L∞x1L2x¯,t
.
∑
A
2κ+1,1
hi
∑
k∈Zn, |k1|>20∨maxj 6=1 |kj|
〈k1〉1/2+1/2κ ‖∂x1Ak (k(1)u...k(2κ+1)u)‖L∞x1L2x¯,t
+
∑
A
2κ+1,1
lo
∑
k∈Zn, |k1|>20∨maxj 6=1 |kj |
〈k1〉1/2+1/2κ ‖∂x1Ak (k(1)u...k(2κ+1)u)‖L∞x1L2x¯,t
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.
∑
A
2κ+1,1
hi
∑
k∈Zn, |k1|>20∨maxj 6=1 |kj|
〈k1〉1/2+1/2κ ‖k (k(1)u...k(2κ+1)u)‖L1x1L2x¯,t
+
∑
A
2κ+1,1
lo
∑
k∈Zn, |k1|>20∨maxj 6=1 |kj |
〈k1〉1+1/2κ ‖k (k(1)u...k(2κ+1)u)‖L2(κ+1)/(2κ+1)x,t
:= I + II. (4.10)
Using Lemma 4.2, we see that in I and II, the summation on k ∈ Zn is finitely many and
we have the the following restriction on k ∈ Zn in I and II:
|k − k(1) − ...− k(2κ+1)|∞ 6 2κ+ 2. (4.11)
So, |k1| 6 4(κ+ 1)maxs |k(s)1 |. We separate the estimate of I into several steps.
Step 1. We assume that |k(2)1 | = maxs |k(s)1 |.
Case a. |k(2)1 | = maxλ=1,...,n |k(2)λ |. Applying the smooth effect of A and (4.11), we
have
I .
∑
A
2κ+1,1
hi
〈k(2)1 〉1/2+1/2κ ‖k (k(1)u...k(2κ+1)u)‖L1x1L2x¯,t
.
∑
k(2)∈Zn
〈k(2)1 〉1/2+1/2κ‖k(2)u‖L∞x1L2x¯,t
∏
s 6=2
∑
k(s)∈Zn
‖k(s)u‖L2κx1L∞x¯,t
. ‖u‖sm(‖u‖max)2κ. (4.12)
Case b. |k(2)2 | = maxs=1,...,n |k(2)s |. We have 〈k1〉 . 〈k(2)1 〉 6 〈k(2)2 〉 and
‖k(1)u...k(2κ+1)u‖L1x1L2x¯,t 6 ‖k(1)u...k(κ+1)u‖L2x,t
2κ+1∏
s=κ+2
‖k(s)u‖L2κx1L∞x¯,t
. ‖k(2)u‖L∞x2L2(xj)j 6=2,t
κ+1∏
s=1,s 6=2
‖k(s)u‖L2κx2L∞(xj)j 6=2,t
×
2κ+1∏
s=κ+2
‖k(s)u‖L2κx1L∞x¯,t . (4.13)
Hence, noticing that 20 6 |k(2)1 | 6 |k(2)2 |, we have
I . ‖u‖sm(‖u‖max)2κ. (4.14)
Case c. If |k(2)i | = maxs=1,...,n |k(2)s | for some i > 2, then we can repeat the above proof
to get the conclusion.
Step 2. We assume that |k(i)1 | = maxs |k(s)1 | for some i 6= 2. The estimate of I is the
same as in Step 1.
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Now we estimate II. In view of the Strichartz-smoothness estimate and (4.11), we
have
II .
∑
A
2κ+1,1
lo
‖k(1)u...k(2κ+1)‖L(2κ+2)/(2κ+1)x,t . (‖u‖
str)2κ+1. (4.15)
Collecting (4.12), (4.14) and (4.15), we have the result, as desired. 
Lemma 4.4 Let m = 2κ with κ ∈ N. We have
‖T u‖max . ‖u0‖M1/2κ2,1 + ‖u‖
sm(‖u‖max)2κ + (‖u‖str)2κ+1 (4.16)
Proof. By symmetry of ‖ · ‖max it suffices to bound ‖T u‖max1 . Applying the maximal
function estimate of S(t), one has that
‖T u‖max1 . ‖u0‖M1/2κ2,1 +
n∑
i=1
‖∂xiA (u2κ+1)‖max1 . (4.17)
We divide the proof into the following two steps.
Step 1. κ = 1. We have
‖∂xiA (u3)‖max1 .
∑
A
3,i
hi
∑
k∈Zn
‖∂xiAk (k(1)uk(2)uk(3)u)‖L2x1L∞x¯,t
+
∑
A
3,i
lo
∑
k∈Zn
‖∂xiAk (k(1)uk(2)uk(3)u)‖L2x1L∞x¯,t
:= I + II. (4.18)
In view of Proposition 3.6 and (4.11),
I .
∑
A
3,i
hi
〈
max
λ=1,2,3
|k(λ)i |
〉
‖k(1)uk(2)uk(3)u‖L1x1L2x¯,t . (4.19)
Assume that |k(s)i | = |k(1)i | ∨ |k(2)i | ∨ |k(3)i |. By Ho¨lder’s inequality,
‖k(1)uk(2)uk(3)u‖L1x1L2x¯,t 6 ‖k(r)u‖L2x1L∞x¯,t ‖k(s)uk(q)u‖L2x,t , (4.20)
where r, s, q ∈ {1, 2, 3} are different from each other. We can further assume that |k(s)i0 | =
max16λ6n |k(s)λ |. Hence,
‖k(1)u...k(3)u‖L1x1L2x¯,t 6 ‖k(r)u‖L2x1L∞x¯,t ‖k(s)u‖L∞xi0L2(xj)j 6=i0 ,t
‖k(q)u‖L2xi0L∞(xj)j 6=i0 ,t
.
(4.21)
Noticing that 20 6 |k(s)i | 6 |k(s)i0 |, we have
I . ‖u‖sm(‖u‖max)2. (4.22)
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Using the Strichartz-maximal estimate,
II .
∑
A
3,i
lo
‖k(1)u...k(3)‖L4/3x,t . (‖u‖
str)3. (4.23)
Step 2. κ > 2. Using Lemma 4.1,
‖∂xiA (u2κ+1)‖max1 .
∑
k∈Zn
‖∂xikA (u2κ+1)‖L2κx1L∞x¯,t
.
∑
k∈Zn,|k1|=maxj 6=1 |kj|
‖∂x1kA (u2κ+1)‖L2κx1L∞x¯,t
+ ...+
∑
k∈Zn,|kn|=maxj 6=1 |kj |
‖∂xnkA (u2κ+1)‖L2κx1L∞x¯,t
:= Γ1 + ...+ Γn. (4.24)
We estimate Γ2 for instance. By Proposition 3.4, we have
Γ2 .
∑
A
2κ+1,2
hi
∑
k∈Zn, |k2|=maxj 6=1 |kj |
〈k2〉1/2+1/2κ ‖k (k(1)u...k(2κ+1)u)‖L1xiL2(xj)j 6=i,t
+
∑
A
2κ+1,2
lo
∑
k∈Zn, |k2|=maxj 6=1 |kj |
〈k2〉1+1/2κ ‖k (k(1)u...k(2κ+1)u)‖L2(κ+1)/(2κ+1)x,t
:= Γ21 + Γ22. (4.25)
So, using the same way as in the above, we have
Γ21 . ‖u‖sm(‖u‖max)2κ, Γ22 . (‖u‖str)2κ+1. (4.26)
The other terms Γi can be estimated in an analogous way and the details are omitted.

Lemma 4.5 Let m = 2κ with κ ∈ N. We have
‖T u‖str . ‖u0‖M1/2κ2,1 + ‖u‖
sm(‖u‖max)2κ + (‖u‖str)2κ+1 (4.27)
Proof. By Strichartz estimate, we have
‖T u‖str . ‖u0‖M1/2κ2,1 +
n∑
i=1
‖∂xiA u2κ+1‖str. (4.28)
It suffices to bound ‖∂x1A u2κ+1‖str. In view of the Strichartz and smooth-Strichartz
estimates,
‖∂x1A u2κ+1‖str .
∑
k∈Zn
〈k1〉1/2+1/2κ
∑
A
2κ+1,1
hi
‖k (k(1)u...k(2κ+1)u) ‖L1x1L2x¯,t
+
∑
k∈Zn
〈k1〉1+1/2κ
∑
A
2κ+1,1
lo
‖k (k(1)u...k(2κ+1)u) ‖L2(1+κ)/(1+2κ)t,x . (4.29)
Repeating the argument as in Lemma 4.3, we obtain the result and the details are omitted.

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5 Cubic nonlinearity in 2D
Now we split the (semi-)norms in different directions.
‖u‖sm21 =
∑
k∈Z2, |k1|>|k2|∨20
〈k1〉3/2‖ku‖L∞x1L2x2,t , (5.1)
‖u‖sm22 =
∑
k∈Z2, |k2|>|k1|∨20
〈k2〉3/2‖ku‖L∞x2L2x1,t ; (5.2)
‖u‖max1 =
∑
k∈Z2
‖ku‖L2x1L∞x2,t, ‖u‖
max
2 =
∑
k∈Z2
‖ku‖L2x2L∞x1,t ; (5.3)
‖u‖ant1 =
∑
k∈Z2
‖ku‖L2x1L4x2,t, ‖u‖
ant
2 =
∑
k∈Z2
‖ku‖L2x2L4x1,t ; (5.4)
We see that
‖u‖sm2 = ‖u‖sm21 + ‖u‖sm22 , ‖u‖max = ‖u‖max1 + ‖u‖max2 , ‖u‖ant = ‖u‖ant1 + ‖u‖ant2 .
Due to ku¯ = (−1)n−ku, we can assume that
F (u, u¯,∇u,∇u¯) = F (u,∇u) =
∞∑
j=3
∑
κ+ν1+ν2=j
Cκν1ν2u
κuν1x1u
ν2
x2 :=
∞∑
j=3
Fj(u,∇u).
We define the following
D =
u : ∑
α=0,1
∑
i=1,2
‖∂αxiu‖sm2∩max∩ ant∩ str2∩ gstr 6 δ
 , (5.5)
and for any u, v ∈ D,
d(u, v) =
∑
α=0,1
∑
i=1,2
‖∂αxi(u− v)‖sm2∩max∩ ant∩ str2∩ gstr. (5.6)
We consider the following mapping T in (D, d),
T : u→ S(t)u0 − i
∞∑
j=3
∫ t
0
S(t− τ)Fj(u(τ),∇u(τ))dτ, (5.7)
By Lemma 4.1,
Lemma 5.1 We have∑
i=1,2
∑
α=0,1
‖∂αxiu‖sm2 . ‖∂x1u‖sm21 + ‖∂x2u‖sm22 . (5.8)
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Using Lemma 5.1, we have∑
α=0,1
∑
i=1,2
‖∂αxiT u‖sm2 . ‖∂x1T u‖sm21 + ‖∂x2T u‖sm22 .
Lemma 5.2 Let u ∈ D. Then we have
‖∂x1T u‖sm21 + ‖∂x2T u‖sm22 . ‖u0‖M22,1 +
∞∑
j=3
Cjδj .
Proof. First, we estimate ‖∂x1T u‖sm21 .
‖∂x1T u‖sm21 6 ‖∂x1S(t)u0‖sm21 +
∞∑
j=3
‖∂x1A Fj(u,∇u)‖sm21 .
By Proposition 3.2,
‖∂x1S(t)u0‖sm21 .
∑
k∈Z2, |k1|>|k2|∨20
〈k1〉2‖ku0‖2 6 ‖u0‖M22,1 .
For convenience, we write
A
λ,i
lo =
{
(k(1), ..., k(λ)) ∈ (Z2)λ : max
16s6λ
|k(s)i | < 20
}
,
A
λ,i
hi =
{
(k(1), ..., k(λ)) ∈ (Z2)λ : max
16s6λ
|k(s)i | > 20
}
, (5.9)
where k(s) = (k
(s)
1 , k
(s)
2 ). Let us write v1 = ... = vκ = u, vκ+1 = ... = vκ+ν1 = ux1 and
vκ+ν1+1 = ... = vκ+ν1+ν2 = ux2 ,
Fj(u,∇u) = v1...vκ+|ν|, |ν| = ν1 + ν2.
We see that for κ+ |ν| = j,
‖∂x1A (v1...vκ+|ν|)‖sm21
.
∑
A
j,1
lo
+
∑
A
j,1
hi
 ∑
k∈Z2, |k1|>|k2|∨20
〈k1〉3/2
∥∥∥∥∥∂x1Ak
(
j∏
s=1
k(s)vs
)∥∥∥∥∥
L∞x1L
2
x2,t
:= I + II. (5.10)
By Proposition 3.4, Ho¨lder’s inequality and Lemma 4.2,
I .
∑
A
j,1
lo
∑
k∈Z2, |k1|>|k2|∨20
〈k1〉2
∥∥∥∥∥k
(
j∏
s=1
k(s)vs
)∥∥∥∥∥
L
4/3
x,t
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.
∑
A
j,1
lo
∑
k∈Z2, |k1|>|k2|∨20
〈k1〉2
j−3∏
s=1
‖k(s)vs‖L∞x,t
j∏
s=j−2
‖k(s)vs‖L4x,t
×
∏
i=1,2
χ(
|ki−k
(1)
i −...−k
(j)
i |6j+1
). (5.11)
Noticing that there are at most O(j) non-zero terms in the summation
∑
k∈Z2, |k1|>|k2|∨20
and |k1| 6 Cj in (5.11), we easily see that
I . Cj
∑
A
j,1
lo
‖k(s)vs‖L∞x,t
j∏
s=j−2
‖k(s)vs‖L4x,t . C
j(‖u‖str2)j . (5.12)
For convenience, we further write
A
λ,i
ℓ,hi =
{
(k(1), ..., k(λ)) ∈ Aλ,ihi : k(ℓ)i = max16s6λ |k
(s)
i |
}
, ℓ = 1, ..., λ. (5.13)
By Proposition 3.2,
II .
∑
A
j,1
1,hi
+...+
∑
A
j,1
j,hi
 ∑
k∈Z2, |k1|>|k2|∨20
〈k1〉3/2
∥∥∥∥∥k
(
j∏
s=1
k(s)vs
)∥∥∥∥∥
L1x1L
2
x2,t
:= II1 + ...+ IIj. (5.14)
The estimates for II1, ..., IIj are similar and it suffices to estimate IIj−2. If |k(j−2)1 | =
max16s6j |k(s)1 |, by Ho¨lder’s inequality and Lemma 4.2, we have
‖k (k(1)v1...k(j)vj)‖L1x1L2x2,t
6
j−3∏
s=1
‖k(s)vs‖L∞x,t‖k(j−1)vj−1‖L2x1L∞x2,t‖k(j−2)vj−2k(j)vj‖L2x,t
×
∏
i=1,2
χ(
|ki−k
(1)
i −...−k
(j)
i |6j+1
). (5.15)
In (5.15), if |k(j−2)1 | > |k(j−2)2 |, by Ho¨lder’s inequality,
‖k(j−2)vj−2k(j)vj‖L2x,t 6 ‖k(j−2)vj−2‖L∞x1L2x2,t‖k(j)vj‖L2x1L∞x2,t ; (5.16)
and if |k(j−2)2 | > |k(j−2)1 |, by Ho¨lder’s inequality,
‖k(j−2)vj−2k(j)vj‖L2x,t 6 ‖k(j−2)vj−2‖L∞x2L2x1,t‖k(j)vj‖L2x2L∞x1,t . (5.17)
We see that in IIj−2, there are at most Cj non-zeor terms in the summation
∑
k∈Z2, |k1|>|k2|∨20
and |k1| 6 Cj(|k(j−2)1 | ∨ |k(j−2)2 |) if k(1), ..., k(j) ∈ Aj,1hi , it follows that
IIj−2 . C
j
(
j−3∏
s=1
‖vs‖str2
)
‖vj−2‖sm2‖vj−1‖max‖vj‖max (5.18)
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So, we have
‖∂x1A (v1...vκ+|ν|)‖sm21 . Cjδj (5.19)
holds for any u ∈ D. 
Lemma 5.3 Let u ∈ D. Then we have∑
α=0,1
∑
i=1,2
‖∂αxiT u‖max∩ ant . ‖u0‖M21,1 +
∞∑
j=3
Cjδj .
Proof. We have∑
α=0,1
∑
i=1,2
‖∂αxiT u‖max∩ ant
6
∑
α=0,1
∑
i=1,2
‖∂αxiS(t)u0‖max∩ ant +
∞∑
j=3
∑
α=0,1
∑
i=1,2
‖∂αxiA Fj(u,∇u)‖max∩ ant
By Corollary 3.1, we have for α = 0, 1 and i = 1, 2,
‖∂αxiS(t)u0‖max∩ ant1 6
∑
k∈Z2
max
p=∞,4
‖∂αxikS(t)u0‖L2x1Lpx2,t
.
∑
k∈Z2
〈k1〉1/2〈ki〉‖ku0‖1 6 ‖u0‖M21,1 .
Again, in view of Corollary 3.1,∑
α=0,1
∑
i=1,2
‖∂αxiA (v1...vj)‖max∩ ant1
6
∑
α=0,1
∑
i=1,2
∑
k∈Z2
‖∂αxikA (v1...vj)‖L2x1L4x2,t∩L2x1L∞x2,t
6
∑
k∈Z2,|k1|>|k2|
∑
k(1),...,k(j)∈Z2
〈k1〉3/2 ‖k (k(1)v1...k(j)vj)‖L1x,t
+
∑
k∈Z2,|k2|>|k1|
∑
k(1),...,k(j)∈Z2
〈k2〉3/2 ‖k (k(1)v1...k(j)vj)‖L1x,t
:= Υ1 +Υ2. (5.20)
We now estimate Υ1. We have
Υ1 6
∑
k∈Z2,|k1|>|k2|
∑
A
j,1
lo
〈k1〉3/2 ‖k (k(1)v1...k(j)vj)‖L1x,t
+
∑
k∈Z2,|k1|>|k2|
∑
A
j,1
hi
〈k1〉3/2 ‖k (k(1)v1...k(j)vj)‖L1x,t
:= Υ11 +Υ12. (5.21)
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By Ho¨lder’s inequality and Lemma 4.2,
Υ11 6 C
j
∑
k(1),...,k(j)∈Z2
j−3∏
s=1
‖k(s)vs‖L∞x,t
j∏
s=j−2
‖k(s)vs‖L3x,t
. Cj
(
j−3∏
s=1
‖vs‖str2
) j∏
s=j−2
‖vs‖gstr
 . (5.22)
In order to bound Υ12, we further decompose A
j,1
hi . We have
Υ12 6
j∑
ℓ=1
∑
k∈Z2,|k1|>|k2|
∑
A
j,1
ℓ,hi
〈k1〉3/2
∥∥∥∥∥k
(
j∏
s=1
k(s)vs
)∥∥∥∥∥
L1x,t
:=
j∑
ℓ=1
Υ12,ℓ. (5.23)
The estimates of Υ12,ℓ for ℓ = 1, ..., j are similar and we only need to estimate Υ12,1. By
Ho¨lder’s inequality and Lemma 4.2,
Υ12,1 . C
j
∑
A
j,1
1,hi
〈k(1)1 〉3/2 ×
j−2∏
s=2
‖k(s)vs‖L∞x,t‖k(1)v1k(j−1)vj−1k(j)vj‖L1x,t
. Cj
∑
A
j,1
1,hi, |k
(1)
1 |>|k
(1)
2 |
〈k(1)1 〉3/2
j−2∏
s=2
‖k(s)vs‖L∞x,t‖k(1)v1‖L∞x1L2x2,t
× ‖k(j−1)vj−1‖L2x1L4x2,t‖k(j)vj‖L2x1L4x2,t
+ Cj
∑
A
j,1
1,hi, |k
(1)
1 |<|k
(1)
2 |
〈k(1)2 〉3/2
j−2∏
s=2
‖k(s)vs‖L∞x,t‖k(1)v1‖L∞x2L2x1,t
× ‖k(j−1)vj−1‖L2x2L4x1,t‖k(j)vj‖L2x2L4x1,t
. Cj‖v1‖sm2
(
j−2∏
s=2
‖vs‖str2
)
j∏
s=j−1
‖vs‖ant. (5.24)
Analogous to Υ12,1, we have
Υ12,ℓ . C
jδj . (5.25)
Using the same way as in the estimates of Υ1, we can obtain that
Υ2 . C
jδj . (5.26)
The result follows. 
Lemma 5.4 Let u ∈ D. Then we have∑
α=0,1
∑
i=1,2
‖∂αxiT u‖gstr . ‖u0‖M21,1 +
∞∑
j=3
Cjδj .
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Proof. We have∑
α=0,1
∑
i=1,2
‖∂αxiT u‖gstr 6
∑
α=0,1
∑
i=1,2
‖∂αxiS(t)u0‖gstr +
∞∑
j=3
∑
α=0,1
∑
i=1,2
‖∂αxiA Fj(u,∇u)‖gstr.
By Corollary 3.1, we have for α = 0, 1 and i = 1, 2,
‖∂αxiS(t)u0‖gstr .
∑
k∈Z2
〈k1〉1/3〈ki〉‖ku0‖1 6 ‖u0‖M21,1 .
Again, in view of Corollary 3.1,∑
α=0,1
∑
i=1,2
‖∂αxiA (v1...vj)‖gstr 6
∑
k∈Z2, |k1|>|k2|
〈k1〉4/3‖k(v1...vj)‖L1x,t
+
∑
k∈Z2, |k2|>|k1|
〈k2〉4/3‖k(v1...vj)‖L1x,t
6 Υ1 +Υ2, (5.27)
where Υ1 and Υ2 are the same as in (5.20). So,one can repeat the proof of Lemma 5.3 to
obtain the result. 
Lemma 5.5 Let u ∈ D. Then we have
∑
α=0,1
∑
i=1,2
‖∂αxiT u‖str2 . ‖u0‖M21,1 +
∞∑
j=3
Cjδj .
Proof. We have∑
α=0,1
∑
i=1,2
‖∂αxiT u‖str 6
∑
α=0,1
∑
i=1,2
‖∂αxiS(t)u0‖str2 +
∞∑
j=3
∑
α=0,1
∑
i=1,2
‖∂αxiA Fj(u,∇u)‖str.
By Corollary 3.1, we have for α = 0, 1 and i = 1, 2,
‖∂αxiS(t)u0‖str2 .
∑
k∈Z2
〈k〉〈ki〉‖ku0‖2 6 ‖u0‖M22,1 6 ‖u0‖M21,1 .
In view of Proposition 3.3, Lemma 4.2 and Ho¨lder’s inequality,
‖A (v1...vj)‖str2 6
∑
k∈Z2
〈k〉‖k(v1...vj)‖L4/3x,t
. Cj
∑
k(1),...,k(j)∈Z2
∑
k∈Z2
〈|k(1)| ∨ ... ∨ |k(j)|〉
∥∥∥∥∥k
(
j∏
s=1
k(s)vs
)∥∥∥∥∥
L
4/3
x,t
. Cj
∑
k(1),...,k(j)∈Z2
〈|k(1)| ∨ ... ∨ |k(j)|〉
j∏
s=1
‖k(s)vs‖L∞x,t∩L4x,t
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. Cj
j∏
s=1
‖vs‖str2. (5.28)
Next, we estimate∑
i=1,2
‖∂xiA (v1...vj)‖str2 .
∑
|k|640
‖kA (v1...vj)‖L∞t L2x ∩L4x,t
+
∑
|k|>40
〈k〉
∑
i=1,2
‖k∂xiA (v1...vj)‖L∞t L2x ∩L4x,t
:= Γ1 + Γ2. (5.29)
Using the same way as in (5.28), Γ1 can be estimated in an analogous way as above. Now
we consider the estimate of Γ2. It follows from Lemma 4.1 that
Γ2 .
∞∑
j=0
∑
k∈Z2, |k1|>|k2|∨20
〈k1〉‖k∂x1A (v1...vj)‖L∞t L2x ∩L4x,t
+
∞∑
j=0
∑
k∈Z2, |k2|>|k1|∨20
〈k2〉‖k∂x2A (v1...vj)‖L∞t L2x ∩L4x,t
:= Γ21 + Γ22. (5.30)
We have
Γ22 .
∑
A
j,2
lo
+
∑
A
j,2
hi
 ∑
k∈Z2, |k2|>|k1|∨20
〈k2〉
∥∥∥∥∥∂x2Ak
(
j∏
s=1
k(s)vs
)∥∥∥∥∥
L∞t L
2
x∩L
4
x,t
:= Γ22,1 + Γ22,2. (5.31)
By Proposition 3.3,
Γ22,1 .
∑
A
j,2
lo
∑
k∈Z2, |k2|>|k1|∨20
〈k2〉2
∥∥∥∥∥k
(
j∏
s=1
k(s)vs
)∥∥∥∥∥
L
4/3
x,t
. (5.32)
Then we can use the same way as in (5.11)–(5.12) to obtain that
Γ22,1 . C
j
j∏
s=1
‖vs‖str2. (5.33)
By Proposition 3.4,
Γ22,2 .
∑
A
j,2
hi
∑
k∈Z2, |k2|>|k1|∨20
〈k2〉3/2
∥∥∥∥∥k
(
j∏
s=1
k(s)vs
)∥∥∥∥∥
L1x2L
2
x1,t
, (5.34)
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which reduces to the estimate of II as in (5.10) and we have
Γ22,2 . C
jδj . (5.35)
Analogous to Γ22,2, Γ22,1 can be bounded by the right hand side of (5.35). 
Proof of Theorem 1.3. By Lemmas 5.2, 5.3, 5.4 and 5.5, we immediately have for
any u ∈ D, ∑
α=0,1
∑
i=1,2
‖∂αxiT u‖sm2∩max∩ ant∩ str2∩ gstr . ‖u0‖M21,1 + δ
3. (5.36)
Similarly, for any u, v ∈ D,
d(u, v) . δ2d(u, v). (5.37)
Following a standard contraction mapping argument, we obtain that (1.4) has a unique
solution u ∈ C(R,M22,1) ∩X.
Finally, it suffices to show that u ∈ Cloc(R,M3/21,1 ). Let T > 0 be arbitrary. By
Proposition 3.7,
‖u‖
C([−T,T ];M
3/2
1,1 )
. 〈T 〉‖u0‖M3/21,1 + 〈T 〉
∫ T
−T
‖F (u(τ))‖
M
3/2
1,1
dτ
. 〈T 〉‖u0‖M3/21,1 + 〈T 〉
∑
k∈Z2
〈k〉3/2‖kF (u(τ))‖L1x,t , (5.38)
which reduces to the estimate as in Lemma 5.3 if we treat T > 0 as a fixed number. 
6 Quartic nonlinearity in 1D
By Corollary 3.1,
‖kS(t)u0‖L3xL∞t (R1+1) . 〈k〉1/3‖ku0‖L1(R), (6.1)
‖kA f‖L3xL∞t (R1+1) . 〈k〉1/3‖kf‖L1x,t(R1+1). (6.2)
‖kS(t)u0‖L3xL6t (R1+1) . 〈k〉
1/3‖ku0‖L1(R), (6.3)
‖kA f‖L3xL6t (R1+1) . 〈k〉
1/3‖kf‖L1x,t(R1+1). (6.4)
‖kS(t)u0‖L4x,t(R1+1) . 〈k〉
1/4‖ku0‖L1(R), (6.5)
‖kA f‖L4x,t(R1+1) . 〈k〉
1/4‖kf‖L1x,t(R1+1). (6.6)
So, using the same way as in the proof of Theorem 1.3, one can prove the result of Theorem
1.5 and the details are omitted.
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7 On hyperbolic Schro¨dinger map
In this section we prove our Corollary 1.4.
Lemma 7.1 Let κ > 0, s1, s2 ∈ Mκr,1 with r ∈ [1,∞] and s = (s1, s2, s3) ∈ S2. Suppose
that ‖si‖Mκr,1 6 η ≪ 1 for i = 1, 2. Then we have |s3|− 1 ∈Mκr,1 and ‖|s3|− 1‖Mκr,1 6 C0η.
Proof. It is known that Mκr,1 ⊂ L∞ is a Banach algebra, we see that ‖si‖L∞ ≪ 1 for
i = 1, 2. In view of Taylor’s expansion we have
|s3| − 1 =
√
1− s21 − s22 − 1
=
∞∑
n=1
(−1)n
n !
(s21∂x + s
2
2∂y)
n
√
1 + x+ y
∣∣
(0,0)
=
∞∑
n=1
(−1)n
n !
n∑
j=0
Cjns
2j
1 s
2(n−j)
2
n−1∏
λ=0
(
1
2
− λ). (7.1)
In view of the algebra property of Mκr,1,
‖|s3| − 1‖Mκr,1 6
∞∑
n=1
n∑
j=0
Cjn‖s2j1 s2(n−j)2 ‖Mκr,1
6
∞∑
n=1
n∑
j=0
CjnC
2n‖s1‖2jMκr,1 ‖s2‖
2(n−j)
Mκr,1
6
∞∑
n=1
n∑
j=0
CjnC
2nη2n := C0η, (7.2)
the result follows. 
Lemma 7.2 Let κ > 0, s1, s2 ∈ Mκr,1 with r ∈ [1,∞] and s = (s1, s2, s3) ∈ S2. Suppose
that ‖si‖Mκr,1 6 η ≪ 1 for i = 1, 2. Then we have u0 := (s1 + is2)/(1 + s3) ∈ Mκr,1 and
‖u0‖Mκr,1 6 C1η.
Proof. We may assume that s3 > 0. Taking s˜3 = s3 − 1, we have u0 := (s1 + is2)/2(1 +
s˜3/2). Let us observe that
s1 + is2
2(1 + s˜3/2)
= (s1 + is2)
∞∑
j=0
(−1)j
(
s˜3
2
)j
. (7.3)
Using the algebra property on Mκr,1, analogous to Lemma 7.1, we can obtain the result, as
desired. 
By Lemmas 7.1 and 7.2, we see that u0 = (s1(0) + is2(0))/(1 + s3(0)) ∈ M21,1 is
small enough if s1(0), s2(0) ∈ M21,1 with s0 = (s1(0), s2(0), s3(0)) ∈ S2 are sufficiently
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small. Hence, in view of Theorem 1.3, we obtain that (1.4) has a unique solution u ∈
C(R,M22,1) ∩ C(R,M3/21,1 ) ∩X. Taking
s =
(
2Re u
1 + |u|2 ,
2Im u
1 + |u|2 ,
|u|2 − 1
1 + |u|2
)
and applying the same way as in Lemmas 7.1 and 7.2, we have
s1, s2, |s3| − 1 ∈ C(R,M22,1) ∩ C(R,M3/21,1 ).
Finally, we show that s1, s2, |s3| − 1 ∈ X and we need the following
Lemma 7.3 We have for x¯ = (x2, ..., xn),∑
k∈Zn
〈k〉s‖k(u1...uN )‖Lpx1Lqx¯,t
6 CN
N∑
i=1
 ∑
k(i)∈Zn
〈k(i)〉s‖kui‖Lpx1Lqx¯,t
 ∏
j 6=i, 16j6N
 ∑
k(j)∈Zn
〈k(j)〉s‖k(j)uj‖L∞x,t
 . (7.4)
Proof. The result was essentially obtained in [37]. 
By Taylor’s expansion
s1 =
∞∑
j=0
(−1)j |u|2j2Reu,
∂x1s1 = 2Reux1 +
∞∑
j=1
(−1)j |u|2j2Reux1 +
∞∑
j=1
(−1)jj|u|2j−22Reu∂x1 |u|2.
By Lemmas 7.3 and 4.2, we have∑
α=0,1
∑
i=1,2
‖∂αxis1‖max∩ str2∩ gstr∩ ant . δ.
Finally, it suffices to estimate ‖∂αxis1‖sm2, say, we bound ‖∂x1s1‖sm21 . We have
‖∂x1s1‖sm21 6 4‖ux1‖sm21 +
∞∑
j=1
‖|u|2j2Reux1‖sm21 +
∞∑
j=1
j‖|u|2j−22Reu∂x1 |u|2‖sm21 . (7.5)
We estimate
‖|u|2j2Reux1‖sm21 .
∑
k∈Z2, |k1|>|k2|∨20
 ∑
k(1),...,k(j−2)∈Aj−2,1lo
+
∑
k(1),...,k(j)∈Aj−2,1hi
 〈k1〉3/2
×
∥∥∥∥∥∥k
 j∏
s=1
k(s)u
2j∏
s=j+1
k(s) u¯k(j−2)Reux1
∥∥∥∥∥∥
L∞x1L
2
x2,t
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:= Λlo +Λhi. (7.6)
Using the fact
‖kf‖L∞x1L2x2,t 6 ‖kf‖L2x2,tL∞x1 6 ‖k‖L2x,t ,
and in view of Lemma 4.2 and Ho¨lder’s inequality, we have
Λlo . C
j
∑
k(1),...,k(j−2)∈Z2
2j∏
s=3
‖k(s)u‖L∞x,t‖k(j−2)ux1‖L4x,t‖k(1)u‖L4x,t‖k(2)u‖L4x,t
. Cj‖ux1‖str2(‖u‖str2)2j . (7.7)
Again, Lemma 4.2 and Ho¨lder’s inequality yield
Λhi . C
j(‖ux1‖sm2(‖u‖str2)2j + ‖u‖sm2‖ux1‖str2(‖u‖str2)2j−1). (7.8)
Collecting the estimates as in the above, we obtain that
‖|u|2j2Reux1‖sm21 .
∞∑
j=1
Cjδj−2 . δ3. (7.9)
So, we have shown ‖∂αxis1‖sm2 . δ. Similarly, we have the desired estimates for s2 and
|s3| − 1. This finishes the proof of Corollary 1.4.
8 Initial data in weighted Sobolev spaces
If we can show that Hs+b,b(R2) ⊂ M s1,1(R2) for any b > 1, then we get an exact proof of
Corollaries ??.
Proposition 8.1 Let s ∈ R, b > n/2. We have Hs+b,b(Rn) ⊂M s1,1(Rn).
Proof. It suffices to consider the case s = 0. We have
‖f‖M01,1 .
(∑
k∈Zn
〈k〉−2b
)1/2
‖f‖Mb1,2 . ‖f‖Mb1,2 .
For any b˜ > n/2, using similar way as in Lemma 4.1,
‖kf‖1 .
∑
|l|∞61
‖F−1(σk+l〈ξ〉−b)‖1‖F−1σk〈k〉bFf‖1
. 〈k〉−b‖σk〈ξ〉bf̂‖H b˜ . (8.1)
It follows that
‖f‖Mb1,2 6
(∑
k∈Zn
‖σk〈ξ〉bf̂‖2H b˜
)1/2
. (8.2)
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If b˜ ∈ N, we see that
‖σkĝ‖H b˜ .
∑
|α|6b˜
‖∂αĝ‖L2([k−1,k+1]n).
Hence, (∑
k∈Zn
‖σk ĝ‖2H b˜
)1/2
.
∑
|α|6b˜
‖∂αĝ‖2 ∼ ‖〈x〉b˜g‖2. (8.3)
Considering the map T : g → {σk ĝ : k ∈ Zn}, (8.3) implies that T : L2(Rn : 〈x〉b˜dx) →
ℓ2(H b˜(Rn)) is bounded for any b˜ ∈ N ∪ {0}. For any b > n/2, we can choose b˜ > b with
b˜ ∈ N. In view of the real interpolation theory, we can interpolate ℓ2(Hb(Rn)) between
ℓ2(L2(Rn)) and ℓ2(H b˜(Rn)) and show that(∑
k∈Zn
‖σk ĝ‖2Hb
)1/2
.
∑
|α|6b˜
‖∂αĝ‖2 ∼ ‖〈x〉bg‖2. (8.4)
Taking g = F−1〈ξ〉bFf , we have from (8.2) and (8.4) that
‖f‖Mb1,2 . ‖〈x〉
b
F
−1〈ξ〉bFf‖2.
Hence, we have ‖f‖M01,1 . ‖f‖Hb,b . 
9 Ill-posedness
In this section we apply the idea as in [2] to show that
iut −∆±u = −→λ · ∇(|u|2κu), u(0, x) = u0(x) (9.1)
is ill-posed in M s2,1 if s < 1/2κ. We can assume that the first coordinate of
−→
λ is not 0.
Let ϕ : Rn → [0, 1] be a smooth function with supp ϕ ⊂ {ξ ∈ Rn : |ξ| 6 1} and ϕ(ξ) = 1
for ξ ∈ {ξ ∈ Rn : |ξ| 6 1/2}. Put for 0 < ε≪ 1,
û0,N =
1
N s
(
ϕ
(
ε−1(ξ1 −N)
)
+ ϕ
(
ε−1(ξ1 +N)
))
ϕ
(
ε−1ξ2
)
...ϕ
(
ε−1ξn
)
:=
1
N s
(h+N + h
−
N ).
In order to show that the solution map u0 → u is not C2κ+1, it suffices to prove that
sup
t∈[0,T ]
∥∥∥A (−→λ 1 · ∇(|u|2κu))∥∥∥
Ms2,1
. ‖u‖2κ+1Ms2,1
does not hold for v = S(t)u0,N if N ≫ 1. It is easy to see that
‖u0,N‖Ms2,1 ∼ε 1.
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Let us write
A (
−→
λ 1 · ∇(|v|2κv)) := cA ∂x1(|v|2κv) +R(t, x) := M(t, x) +R(t, x).
From the argument below we will see that M(t, x) contributes the main part. Denote
ξ = (ξ(1), ..., ξ(2κ+1)) for ξ(j) ∈ Rn. We have
M̂ (t, ξ(2κ+1)) = eit|ξ
(2κ+1)|2±ξ
(2κ+1)
1
∫
R2κn
eitP (ξ) − 1
P (ξ)
û0,N (ξ
(1))...û0,N (ξ
(2κ))×
û0,N (ξ
(2κ+1) − ξ(1) − ...− ξ(2κ))dξ, (9.2)
where
P (ξ) =−
κ∑
j=1
|ξ(j)|2± − |ξ(2κ+1)|2± +
2κ∑
j=κ+1
|ξ(j)|2± + |ξ(2κ+1) − ξ(1) − ...− ξ(2κ)|2±
:=P (ξ¯)−
κ∑
j=1
|ξ(j)1 |2 − |ξ(2κ+1)1 |2 +
2κ∑
j=κ+1
|ξ(j)1 |2 + |ξ(2κ+1)1 − ξ(1)1 − ...− ξ(2κ)1 |2
and ξ¯ = (ξ¯(1), ..., ξ¯(2κ+1)) for ξ¯(j) = (ξ
(j)
2 , ..., ξ
(j)
n ). We can further write
M̂(t, ξ(2κ+1)) =
1
N s(2κ+1)
eit|ξ
(2κ+1)|2±ξ
(2κ+1)
1
∫
R2κn
eitP (ξ) − 1
P (ξ)
h+N (ξ
(1))...h+N (ξ
(κ))×
h−N (ξ
(κ+1))...h−N (ξ
(2κ))h−N (ξ
(2κ+1) − ξ(1) − ...− ξ(2κ))dξ
+
1
N s(2κ+1)
eit|ξ
(2κ+1)|2±ξ
(2κ+1)
1
∫
R2κn
eitP (ξ) − 1
P (ξ)
h−N (ξ
(1))...h−N (ξ
(κ))×
h+N (ξ
(κ+1))...h+N (ξ
(2κ))h+N (ξ
(2κ+1) − ξ(1) − ...− ξ(2κ))dξ + M̂R(t, ξ(2κ+1))
:= M̂1(t, ξ
(2κ+1)) + M̂2(t, ξ
(2κ+1)) + M̂R(t, ξ
(2κ+1)). (9.3)
For convenience, we write for λ = (λ1, ..., λ2κ+1), λj = +,−,
Aλ = supp h
λ1
N (ξ
(1))...hλ2κN (ξ
(2κ))h
λ2κ+1
N (ξ
(2κ+1) − ξ(1) − ...− ξ(2κ)).
We estimate M̂1(t, ξ
(2κ+1)). By changing variables ξ
(j)
1 = ηj + N for j = 1, ..., κ and
ξ
(j)
1 = ηj −N for j = κ+ 1, ..., 2κ + 1, one sees that
P (ξ) = O(ε) in Aλ
for λ1 = ... = λκ = +, λκ+1 = ... = λ2κ+1 = −. Hence, for some ε1 > 0,
|M̂1(t, ξ(2κ+1))χ[−N−ε1,−N+ε1]×[−ε1,ε1]n−1 | & N1−s(2κ+1), t ∈ [T/2, T ].
The estimate of M̂2(t, ξ
(2κ+1)) is analogous to M̂1(t, ξ
(2κ+1)). So, we have
‖M1(t) +M2(t)‖Ms2,1 & N1−2κs, N ≫ 1, t ∈ [T/2, T ].
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Let us assume that M̂R is the summation of M̂Rλ. In the following we show that either
‖MRλ‖Ms2,1 ≪ N1−2κs,
or the support set of M̂Rλ is disjoint with suppM̂1 ∪ suppM̂2. We divide the estimate of
M̂Rλ(t, ξ
(2κ+1)) into the following three cases.
Case 1. We consider the case ξ
(1)
1 + ...+ ξ
(2κ)
1 = O(ε) in Aλ. For example, we estimate
M̂R1(t, ξ
(2κ+1)) =
ξ
(2κ+1)
1
N s(2κ+1)
eit|ξ
(2κ+1)|2±
∫
R2κn
eitP (ξ) − 1
P (ξ)
h−N (ξ
(1))h+N (ξ
(2))...h+N (ξ
(κ+1))×
h−N (ξ
(κ+2))...h−N (ξ
(2κ))h−N (ξ
(2κ+1) − ξ(1) − ...− ξ(2κ))dξ. (9.4)
Making a change of variables ξ
(j)
1 = ηj + N for j = 2, ..., κ + 1 and ξ
(j)
1 = ηj − N for
j = 1, κ+ 2, ..., 2κ + 1, we see that
P (ξ) = 2N(η1 + ηκ+1) +O(ε) in Aλ.
By considering |η1 + ηκ+1| 6 1/
√
N and |η1 + ηκ+1| > 1/
√
N in R2κn, we see that
|M̂R1(t, ξ(2κ+1))| . N1/2−s(2κ+1), t ∈ [0, T ].
Noticing that suppM̂R1 ⊂ [−N − 1/2,−N + 1/2]× [−1/2, 1/2]n−1 for 0 < ε≪ 1, we have
‖MR1‖Ms2,1 . N1/2−2κs, t ∈ [0, T ].
Case 2. We consider the case ξ
(1)
1 + ...+ ξ
(2κ)
1 = ±2N +O(ε) in Aλ. Say, we estimate
M̂R2(t, ξ
(2κ+1)) =
1
N s(2κ+1)
eit|ξ
(2κ+1)|2±ξ
(2κ+1)
1
∫
R2κn
eitP (ξ) − 1
P (ξ)
h+N (ξ
(1))...h+N (ξ
(κ+1))×
h−N (ξ
(κ+2))...h−N (ξ
(2κ))h−N (ξ
(2κ+1) − ξ(1) − ...− ξ(2κ))dξ. (9.5)
Changing variables ξ
(j)
1 = ηj + N for j = 1, ..., κ + 1, 2κ + 1 and ξ
(j)
1 = ηj − N for
j = κ+ 2, ..., 2κ, we have
P (ξ) = 4N(ηκ+1 + η2κ+1) +O(ε) in Aλ
Similarly as in Case 1, we have
‖MR2‖Ms2,1 . N1/2−2κs, t ∈ [0, T ].
Case 3. We consider the case ξ
(1)
1 + ...+ ξ
(2κ)
1 = ±2kN +O(ε) in Aλ with k > 2. We easily
see that the support sets of M̂Rλ in this case never overlap with the support sets of M̂1
and M̂2.
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Consider the following problem
iut −∆±u = |∂x1u|2κ∂x1u, u(0, x) = u0(x). (9.6)
Taking v = ∂x1u, we see that v satisfies
ivt −∆±v = ∂x1(|v|2κv), v(0, x) = v0(x). (9.7)
Using the same way as in the above, one sees that (9.6) is ill-posed in M s2,1 if s < 1+1/2κ.
Remark. From the proof above we see that
ivt −∆v = µ|v|2νv, v(0, x) = v0(x) (9.8)
is ill posed inM s2,1 if s < 0, i.e., the solution map is not C
2ν+1 fromM s2,1 into C([0, T ];M
s
2,1)
for any s < 0 and T > 0. This implies that the well posed results in M02,1 for NLS (9.8)
obtained in [36, 37] are also sharp with respect the spatial regularity index.
A Gabor frame
We collect some results used in this paper for the Gabor frame, see for instance, Gro¨chenig
[13]. Gabor frame is a fundamental tool in the theory of time-frequency analysis, which
was first proposed by Gabor [12] in 1946. A system {ej : j ∈ J} in a Hilbert space H is
said to be a frame if there exists two positive constant A,B > 0 such that for all f ∈ H,
A‖f‖ 6
∑
j∈J
|〈f, ej〉|2
1/2 6 B‖f‖.
For convenience, we write Txf(y) = f(y− x), Mξf(y) = eiy·ξf(y), Tx is a translation by x
and Mξ is a modulation by ξ. Let g ∈ L2(Rn) and α, β > 0. If
G(g, α, β) := {TαlMβkg : k, l ∈ Zn}
is a frame in L2, then it is said to be a Gabor frame in L2.
Proposition A.1 Let G(g, α, β) be a Gabor frame in L2. Then any f ∈ L2 has an
expansion
f =
∑
k,l∈Zn
cklTαlMβkg.
Moreover, ‖f‖2 ∼ ‖(ckl)‖ℓ2 .
Unfortunately, the generalization of Gabor frame in Lp with p 6= 2 is not available and
the Gabor expansion only holds for the case p = 2. However, Proposition A.1 also holds
for modulation spaces M sp,q with 1 6 p, q <∞:
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Proposition A.2 Let G(g, α, β) be a Gabor frame in L2. Then any f ∈ M sp,q has an
expansion
f =
∑
k,l∈Zn
cklTαlMβkg.
Moreover, ‖f‖Msp,q ∼ ‖(ckl)‖msp,q , where
‖(ckl)‖msp,q =
∑
k
〈k〉sq
(∑
l
|ckl|p
)q/p1/q .
A basic example of the Gabor frame is {eikxe−|x−l|2/2 : k, l ∈ Zn}.
B Function-sequence convolution
Considering the Gabor frame expression for the solutions of linear Schro¨dinger equations,
we need to treat the convolution on variables x ∈ Rn and l ∈ Zn. Since x and l belong to
different measure spaces, we can not directly use Young’s and Hardy-Littlewood-Sobolev’s
inequalities. So, we need the following
Lemma B.1 Let 1 6 p, r 6 ∞. Assume that θ > 0, θ > 1/r′ + 1/p with p > r, or
θ = 1/r′ + 1/p ∈ (0, 1) and 1 < p <∞. Then we have for any b, c ∈ R with |c| > 1,∥∥∥∥∥∑
l∈Z
|al|
(
1 +
|x− l + b|
|c|
)−θ∥∥∥∥∥
Lpx
. 〈c〉1/p+1/r′‖(al)‖ℓr . (B.1)
Proof. For convenience, we denote by [x] the integer part of x ∈ R. We have
∑
l∈Z
|al|
(
1 +
|x− l + b|
|c|
)−θ
=
∑
l∈Z
∫ l+1
l
|al|
(
1 +
|x− l + b|
|c|
)−θ
dy
=
 ∑
l>[x+b]+2
+
∑
l6[x+b]−1
∫ l+1
l
|al|
(
1 +
|x− l + b|
|c|
)−θ
dy
+
[x+b]+1∑
l=[x+b]
∫ l+1
l
|al|
(
1 +
|x+ b− l|
|c|
)−θ
dy. (B.2)
Noticing that |x− l + b| > |x− y + b+ 1| for any y ∈ [l, l + 1), l > [x+ b] + 2, we have
∑
l>[x+b]+2
∫ l+1
l
|al|
(
1 +
|x− l + b|
|c|
)−θ
dy
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6
∑
l>[x+b]+2
∫ l+1
l
|al|
(
1 +
|x− y + b+ 1|
|c|
)−θ
dy
6
∫
R
(
1 +
|x− y + b+ 1|
|c|
)−θ∑
l∈Z
|al|χ[l,l+1)(y)dy. (B.3)
Similarly,
∑
l6[x+b]−1
∫ l+1
l
(
1 +
|x− l + b|
|c|
)−θ
|al|dy
6
∫
R
(
1 +
|x− y + b|
|c|
)−θ∑
l∈Z
|al|χ[l,l+1)(y)dy, (B.4)
and noticing that |c| > 1, for l = [x+ b], [x+ b] + 1 one has that∫ l+1
l
(
1 +
|x+ b− l|
|c|
)−θ
|al|dy
6 4θ
∫
R
(
1 +
|x− y + b|
|c|
)−θ
|al|χ[l,l+1)(y)dy
6 4θ
∫
R
(
1 +
|x− y + b|
|c|
)−θ∑
l∈Z
|al|χ[l,l+1)(y)dy. (B.5)
Applying Young’s inequality in the case θ > 1/r′ + 1/p, we have∥∥∥∥∥
∫
R
(
1 +
|x− y + b|
|c|
)−θ∑
l∈Z
|al|χ[l,l+1)(y)dy
∥∥∥∥∥
Lpx
. ‖(1 + | · |/|c|)−θ‖Lpr′/(p+r′)
∥∥∥∥∥∑
l∈Z
|al|χ[l,l+1)
∥∥∥∥∥
Lr
. 〈c〉1/r′+1/p
∥∥∥∥∥∑
l∈Z
|al|χ[l,l+1)
∥∥∥∥∥
Lr
. (B.6)
Using Hardy-Littlewood-Sobolev’s inequality in the case θ = 1/r′ + 1/p, we also have the
result, as desired. 
We note that the hidden constant in the right hand side of (B.1) is independent of
b, c ∈ R with |c| > 1.
C Blow up solution of (1.4) in 2D
Guo and Yang [16] found a class of solutions of the 2D Schro¨dinger map equation in the
elliptic case, which contain a blow up solution for (1.4) in 2D elliptic case. We can easily
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generalize their result to 2D hyperbolic case of (1.4). Let 〈t〉 = (1 + t2)1/2 and
s1 = − t〈t〉 , s2 =
1
〈t〉 sin
x21 − x22
4〈t〉 , s3 =
1
〈t〉 cos
x21 − x22
4〈t〉 .
One easily sees that s = (s1, s2, s3) satisfies
st = s×s,  = ∂2x1 − ∂2x2 .
Indeed, noticing that s1 = 0, it suffices to show ∂ts1∂ts2
∂ts3
 =
 s2s3 − s3s2−s1s3
s1s2
 .
By a simple calculation, we see that
s2 =
1
〈t〉2 cos
(x21 − x22)
4〈t〉 −
(x21 − x22)
4〈t〉3 sin
(x21 − x22)
4〈t〉 ,
s3 = − 1〈t〉2 sin
(x21 − x22)
4〈t〉 −
(x21 − x22)
4〈t〉3 cos
(x21 − x22)
4〈t〉 .
Moreover, by an easy calculation to ∂tsi, we easily find that s is a solution. In view of the
stereographic projection, we immediately have
Proposition C.1
u(t, x) =
−t+ i sin (x21−x22)4〈t〉
〈t〉+ cos (x21−x22)4〈t〉
is a solution of
iut −u = 2u¯
1 + |u|2 (u
2
x1 − u2x2), (C.1)
which blows up at t = 0.
Proof. It suffices to show that u blows up at t = 0. Indeed,
u(0, x) =
sin
(x21−x
2
2)
4
1 + cos
(x21−x
2
2)
4
,
one of the blow up curves is x21 − x22 = 4π. 
Replacing t by t− T , we have a bow up solution at t = T :
u(t, x) =
T − t+ i sin (x21−x22)4〈t−T 〉
〈t− T 〉+ cos (x21−x22)4〈t−T 〉
,
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Since the solution has no decay as |x| → ∞, it does not belong to any Sobolev or modu-
lation spaces.
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