Abstract. In this paper, we study the dynamics of the Potts-Bethe mapping associated with the p−adic q−state Potts model over the Cayley tree of order three. Namely, we establish the regularity of the Potts-Bethe mapping for the case p ≡ 2 (mod 3) with p ≥ 5.
Introduction
The effective method for investigation of phase transitions in statistical mechanics is to study the distribution of zeros of the grand partition function which is considered as a function of a complex magnetic field. In 1952, Lee and Yang, in their famous papers (see [18, 51] ), proved the circle theorem which states that the zeros of the grand partition function of Ising ferromagnet lie on the unit circle in the complex magnetic plane (Lee-Yang zeros). They proposed a mechanism for the occurrence of phase transitions in the thermodynamic limit and showed that the distribution of the zeros of a model determines its critical behavior. In 1964, Fisher, in his paper [9] , initiated the study of partition function zeros in the complex temperature plane (Fisher zeros) . These methods are then extended to other type of interactions and found a wide range of applications [2, 3, 11, 19, 20, 21, 38, 43] . The density of Lee-Yang zeros of the grand partition function of the Ising model can be determined experimentally from the field dependence of the isothermal magnetization data (see [4] ). The fractal structure of Fisher zeros in q−state Potts model (which is a multi-state generalization of the Ising model) on the diamond lattice was obtained by Derrida, de Seze and Itzykson [7] . They showed that the Fisher zeros in hierarchical lattice models are just the Julia set corresponding to the renormalization group transformation. Bosco and Goulard Rosa [5] (see also [24] ) calculated the fractal dimension of the Julia set associated with the Lee-Yang zeros of the ferromagnetic Ising Model on the Cayley tree. By means of the dynamical system approach, Monroe, in series of papers [21, 22, 23, 25, 26] , studied the Julia set, the period doubling cascades, and the chaos behavior of the Potts-Bethe mapping associated with the q−state Potts model on the Bethe lattice (the Cayley tree).
The p−adic counterpart of the theory of Gibbs measures on Cayley trees has been also initiated in the papers [10, 32, 33] . The existence of p−adic Gibbs measures as well as the phase transition for some p−adic lattice models were established in [27, 28, 29, 35, 36, 41] . Recently [42, 47, 48] , all translation-invariant p−adic Gibbs measures of the p−adic Potts model on the Cayley tree of order two and three were described by studying allocation of roots of quadratic and cubic equations over some domains of the p−adic fields. However, in the p−adic case, due to lack of the convex structure of the set of p−adic (quasi) Gibbs measures, it was quite difficult to constitute a phase transition with some features of the set of p−adic (quasi) Gibbs measures. The rigorous mathematical foundation of the theory of Gibbs measures on Cayley trees was presented in the book [39] (for survey see [40] ).
Unlike the real case [17] , the set of p−adic Gibbs measures of p−adic lattice models on the Cayley tree has a complex structure in a sense that it is strongly tied up with a Diophantine problem over the p−adic numbers fields. The rise of the order of the Cayley tree makes difficult to study the corresponding Diophantine problem over the p−adic numbers fields. In general, because of different topological structures, the same Diophantine problem may have different solutions from the field of p−adic numbers to the field of real numbers. The most frequently asked question is whether a root of a polynomial equation belongs to domains
To the best of our knowledge, the little attention was given to this problem in the literature. Recently, this problem was studied for monomial equations [34] , quadratic equations [47] , depressed cubic equations for primes p > 3 in [30, 31, 50] and for primes p = 2, 3 in [44, 45, 46] and bi-quadratic equations [49] .
In this paper, we study the dynamics of the Potts-Bethe mapping associated with the p−adic q−state Potts model on the Cayley tree of order three. The paper is organized as follows. In Section 2, we first recall some basic concepts and notions in p−adic statistical mechanics. In Section 3, we show that the description of all translation invariant p−adic Gibbs measures can lead to the investigation of fixed points of the Potts-Bethe mapping in some domains of Q p . Finally, in Section 4, we show regularity of the Potts-Bethe mapping for the case p ≡ 2 (mod 3). The case p ≡ 1 (mod 3) would be studied elsewhere. Throughout this paper, we always assume that p ≥ 5 unless otherwise mentioned.
2. Preliminaries 2.1. The p−adic numbers For a fixed prime p, the field Q p of p−adic numbers is a completion of the rational numbers Q with respect to the non-Archimedean norm | · | p : Q → R given by
The number k is called a p−order of x and it is denoted by ord p (x) = k.
Any p−adic number x ∈ Q p can be uniquely represented in the canonical form
We respectively denote the set of all p−adic integers and p−adic units of Q p by
Any nonzero p−adic number x ∈ Q p has the unique representation x = x * |x|p , where x * ∈ Z * p (see [6, 16] ). We set B(a, r) = {x ∈ Q p : |x − a| p < r} for a ∈ Q p and r > 0. The p-adic logarithm log p (·) : B(1, 1) → B(0, 1) is defined as follows
The p-adic exponential exp p (·) :
). Then we have that
2.2. The p−adic measure Let (X, B) be a measurable space, where B is an algebra of subsets X. A function µ : B → Q p is said to be a p-adic measure if for any
A p−adic measure is called a probability measure if µ(X) = 1. A p−adic probability measure µ is called bounded if sup{|µ(A)| p : A ∈ B} < ∞. The boundedness condition of p−adic measures provides an integration theory. The reader may refer to [12, 13, 15] for more detailed information about p−adic measures.
The Cayley tree
be a semi-infinite Cayley tree of order k ≥ 1 with the root x 0 (whose each vertex has exactly k + 1 edges except for the root x 0 which has k edges). Let V be a set of vertices and L be a set of edges. The vertices x and y are called nearest neighbors, denoted by l = x, y , if there exists an edge l ∈ L connecting them. A collection of the pairs x, x 1 , · · · , x d−1 , y is called a path between vertices x and y. The distance d(x, y) between x, y ∈ V on the Cayley tree is the length of the shortest path between x and y. Let
The set of direct successors of x is defined by
We now introduce a coordinate structure in V . Every vertex x = x 0 has the coordinate (i 1 , · · · , i n ) where i m ∈ {1, . . . , k}, 1 ≤ m ≤ n and the vertex x 0 has the coordinate (∅). More precisely, the symbol (∅) constitutes level 0 and the sites i 1 , . . . , i n form level n of the lattice. In this case, for any x ∈ V, x = (i 1 , · · · , i n ) we have that
here (x, i) means that (i 1 , · · · , i n , i). Let us define a binary operation • : V × V → V as follows: for any two elements x = (i 1 , · · · , i n ) and y = (j 1 , · · · , j m ) we define
is a noncommutative semigroup with a unit x 0 . Now, we can define a translation
The p−adic Potts model
Let Φ = {1, 2, · · · , q} be a finite set. A configuration (resp. a finite volume configuration, a boundary configuration) is a function σ : V → Φ (resp. σ n : V n → Φ, σ (n) : W n → Φ). We denote by Ω (resp. Ω Vn , Ω Wn ) a set of all configurations (resp. all finite volume configurations, all boundary configurations). For given configurations σ n−1 ∈ Ω V n−1 and σ (n) ∈ Ω Wn , we define their concatenation to be a finite volume configuration σ n−1 ∨ σ (n) ∈ Ω Vn such that
The Hamiltonian of a p−adic Potts model with the spin value set Φ = {1, 2, · · · q} on the finite volume configuration is defined as follows
for all σ n ∈ Ω Vn and n ∈ N where J ∈ B(0, p −1/(p−1) ) is a coupling constant, x, y stands for nearest neighbor vertices, and δ is Kronecker's symbol.
The p−adic Gibbs measure
Let us present a construction of a p−adic Gibbs measure of the p−adic Potts model with q−spin values. We define a p−adic measure µ
: Ω Vn → Q p associated with a boundary functioñ
for all σ n ∈ Ω Vn , n ∈ N where exp p (·) :
is a partition function defined by
for all n ∈ N. We always assume thath(x) ∈ B(0, p −1/(p−1) ) ×q for any x ∈ V. The p−adic measures (2.1) are called compatible if one has that
for all σ n−1 ∈ Ω V n−1 and n ∈ N. Due to the Kolmogorov extension theorem of the p−adic measures (2.1) (see [10, 13] ), there exists a unique p−adic measure µh : Ω → Q p such that
This uniquely extended measure µh : Ω → Q p is called a p−adic Gibbs measure. The following theorem describes the condition on the boundary functionh : V → Q q p in which the compatibility condition (2.2) is satisfied.
Theorem 2.2 ([32, 33]). Leth
be a given boundary function
be a function defined as h
x for all i = 1, q − 1. Then the p−adic probability distributions µ
where S(x) is the set of direct successors of x and the function F :
, θ = exp p (J).
The translation-invariant p−adic Gibbs measure
A p−adic Gibbs measure is translation-invariant if and only if the boundary functionh : V → Q q p is constant, i.e.,h(x) =h for any x ∈ V. In this case, the condition (2.3) takes the form h = kF(h) or equivalently
such that z i = exp p (h i ) for any i = 1, q − 1. In this case, we write z = exp p (h). Hence, we obtain from the last system of equations
Consequently, we have the following result. In what follows, we always assume that θ = 1.
In the cases k = 2, 3 the description of all TIpGMs were given in the papers [42, 48] .
Translation Invariant p−adic Gibbs Measures
The following theorem describes all TIpGMs of the Potts model with q spin values on the Cayley tree of order three.
Theorem 3.1 (Descriptions of TIpGMs, [48] ). There exists a TIpGM µh : Ω → Q p associated with a boundary functionh = (h 1 , · · · ,h q ) if and only ifh j = log p (hz j ) for all j = 1, q − 1 and h q = log p (h) where h ∈ E p is any p−adic number and z = (z 1 , · · · z q−1 ) ∈ E q−1 p is defined either one of the following form (A) z = (1, · · · , 1) ; (B) z = (z, · · · , z) where z ∈ E p \ {1} is a root of the following cubic equation
is a root of the following cubic equation
∈ E p \ {1} and z 2 ∈ E p \ {1} is a root of the following cubic equation
∈ E p \ {1} and z 1 ∈ E p \ {1} is a root of the following cubic equation
(iii) If θ = 1−q and m 1 = m 2 = m 3 +1 then either z 1 ∈ E p \{1} or z 2 ∈ E p \{1} is any p−adic number so that the second one is a root of the cubic equation (z 1 + z 2 + 1) 3 = 27z 1 z 2 .
Dynamics of the Potts-Bethe mapping
It follows from Theorems 2.3 and 3.1, in order to find TIpGM, we have to find all fixed points of the Potts-Bethe mapping f θ,q,k : Q p → Q p defined as
where θ ∈ E p and q, k ∈ N such that θ = 1, θ = 1 − q. Therefore, we are aiming to study the dynamics of the Potts-Bethe mapping. It is well defined on the set Dom{f θ,q,k } := Q p \ {x (∞) } where x (∞) := 2 − θ − q.
Throughout this paper, we always assume that |θ − 1| p < 1, |q| p < 1. This assumption is necessary to have non-unique translation invariant p−adic Gibbs measures. The dynamics of the Potts-Bethe mapping for the cases k = 1 and k = 2 were studied in [8] and [37] , respectively. In this paper, we study the case k = 3 with p ≡ 2 (mod 3). The case p ≡ 1 (mod 3) would be studied elsewhere.
Let f θ,q,3 : Dom{f θ,q,3 } → Q p be the Potts-Bethe mapping
where Dom{f θ,q,3 } := Q p \ {x (∞) } and x (∞) := 2 − θ − q.
The Fixed Point Set
Let Fix{f θ,q,3 } := {x ∈ Q p : f θ,q,3 (x) = x} be a set of all fixed points of the Potts-Bethe mapping. It is clear that x (0) := 1 ∈ Fix{f θ,q,3 }. Moreover, it follows from f θ,q,3 (x) − 1 = x − 1 that
Therefore, any other fixed point x = x (0) is a root of the following cubic equation
We introduce a new variable y :=
x−1+q θ−1 + 1. The cubic equation (4.3) can be written with respect to y as follows
Let us find all possible roots of the cubic equation (4.4) whenever θ = 1, θ = 1 − q. 
Proof. We first show that if the cubic equation (4.4) has any root in the p−adic field Q p then it must lies in the set Z p . Suppose the contrary, i.e. the cubic equation (4.4) has a root y such that |y| p > 1. Since p ≥ 5 and y 3 = (1 + θ + θ 2 )y 2 + (2θ + 1)(1 − θ − q)y + (1 − θ − q) 2 , we obtain that
It is a contradiction. Therefore, any root of the cubic equation must lie in the set Z p . We refer to [48] for the detailed study of the general cubic equation over Z p .
Let 
Since p ≡ 2 (mod 3) and −3 is a quadratic non-residue modulo p, there does not exist √ δ 1 . Therefore, the cubic equation (4.4) does not have any roots over Z p \ Z * p (see Theorem 5.1 (A)(iv ), [48] ). Consequently, the cubic equation (4.4) has a unique root y (1) = 3 + y 
Since |B| p = |A| 2 p and |C| p < |A| 3 p , the cubic equation (4.5) has a unique root z (see Theorem 5.1 F, [48] . Indeed, we already proved it with respect to the variable y above) such |z| p = 
Proof. Due to Proposition 4.1, we have that
It means that y (1) = 3 + y
m p m + · · · . We can rewrite the cubic equation (4.4) as follows
Since |θ − 1| p < |q| p < 1, we have that
It follows from (4.6) that
Therefore, we get y The proof follows from Proposition 4.1.
The Local Behavior of The Fixed Points
We study the local behavior of the fixed points of the Potts-Bethe mapping (4.2) . In what follows, we assume |θ − 1| p < |q| p < 1. Let λ = d dx f θ,q,3 (x) where x is a fixed point of the Potts-Bethe mapping. Recall (see [1, 14] ) that a fixed point x is called attracting if 0 ≤ |λ| p < 1, indifferent if |λ| p = 1 and repelling if |λ| p > 1. θ,q,3 (x) for n ∈ N. We assume that p ≥ 5, |θ − 1| p < |q| p < 1, and p ≡ 2 (mod 3).
