Abstract. Naive Bayes is a well-known and studied algorithm both in statistics and machine learning. Bayesian learning algorithms represent each concept with a single probabilistic summary. This paper presents a variant of the Naive Bayes method, in which the original training set is augmented in the following fashion: Leave-One-Out procedure is applied over the training set, and incorrectly classified instances according to Naive Bayes model are duplicated. The augmented dataset is used to induce the model. The motivation behind this idea is that giving more importance to hard instances (in this case, duplicating them) might contribute to make the model more accurate over that subset of the instance space. We have tested this algorithm over 41 UCI datasets. The results suggest that the chance of obtaining a significant better performance than with the original Naive Bayes approach are much greater than the opposite.
Introduction
In the supervised learning task (Mitchell, 1997) , the main goal is to induce a classification model from a given training database for which we know the labeling of every sample. Existing paradigms come from the world of the Artificial Intelligence and are grouped in the family of Machine Learning (ML). The goal of supervised learning is to predict the class labels of examples that have not been seen; for this purpose a subset of cases are left out of the model construction and constitute the so called test database. The trainingtest division of the whole database is performed more than once for a number of random partitions in order to show the soundness and generalization capabilities of the induced classifiers.
The Naive Bayes algorithm is one of the oldest and most well-known machine learning approaches (Minsky, 1961) . To make the probability based classification computation feasible, Naive Bayes assume independence among the variables, in a naive fashion. Such assumption in real problems is certainly a simplistic one.
But, despite this objection, Naive Bayes works rather well when tested on actual databases, particularly when combined with some attribute selection procedure.
On the other hand, many lines of research have dealt with the task of editing the training set in order to achieve better results. We could include in that family, for example:
-Prototype selection. Techniques have been developed to select a subset of the whole set of instances while maintaining accuracy. Widely used as a computational load improvement in Nearest Neighbors methods (Dasarathy, 1991) . -Attribute selection (John et al., 1994; Inza et al., 2000 Inza et al., , 2001 Sierra et al., 2001 ). Detection of irrelevant or redundant attributes can lead to better results in accuracy as well as in computational load. -Bagging (Breiman, 1996) . Building models over different subsamples of a unique database and then combining the different outcomes, typically by voting, has shown to be a useful way of improving accuracy with respect to the base model. -Boosting (Freund and Schapire, 1997) . Instead of making subsampling as in bagging, the whole dataset is used to induce several classifiers in an iterative manner. The difference among each execution is that misclassified instances in N th step, will have a greater weight in (N + 1)th step, in order to make the algorithm focus on hard instances. The final outcome of the algorithm is the result of a voting among all the previously built models.
In this paper a new variant of the Naive Bayes algorithm is presented and tested. An edition of the training set is made, in the following fashion: first, Leave-One-Out procedure is applied over the training set, and incorrectly classified instances according to Naive Bayes model are duplicated. The set built adding the duplicated instances to the original training set is used to induce the model. This procedure can be also viewed as a way of auto-boosting where hard instances are given more importance (duplicating them in the training set) in order to make the algorithm focus on the instance subset that has turned to be more difficult to correctly classify. Experimental results have been obtained using all the UCI datasets of medium size (from 100 to 1000 cases), and show that the presented paradigm significantly outperforms standard Naive-Bayes.
The rest of the paper is organized as follows. Section 2 describes the Naive Bayes classifier In section 3 related work about Naive Bayes modifications and improvements is presented. The new proposed approach is presented in section 4 and results obtained are shown in section 5. Final section is dedicated to conclusions and points out the future work.
Naive Bayes
Given a database of cases consisting of a set of predictor variables X 1 , X 2 , · · · , X n and a special variable Y which value must be predicted, being each of the N cases in the form
and being, without lost of generality, Y = y 1 , Y = y 2 , · · · , Y = y m the m possible values the class variable can take (the m categories considered in the classification problem), theoretically, Bayes' rule minimizes error by selecting the class y j with the largest posterior probability for a given example X of the form X =< X 1 = x 1 , X 2 = x 2 , · · · , X n = x n >, as indicated below:
Since X is a composition of n discrete values, one can expand this expression to:
where P (X 1 = x 1 , ..., X n = x n |Y = y j ) is the conditional probability of the instance X given the class y j ; P (Y = y j ) is the a priori probability that one will observe class y j ; P (X) is the prior probability of observing the instance X. All these parameters are estimated from the training set. However, a direct application of these rules is difficult due to the lack of sufficient data in the training set to reliably obtain all the conditional probabilities needed by the model. One simple form of the previous model has been studied (Minsky, 1961) that assumes independence of the observations of feature variables X 1 , X 2 , ..., X n given the class variable Y , which allows us to use the next equality
where P (X i = x i |Y = y j ) is the probability of an instance of class y j having the observed attribute value x i . In the core of this paradigm there is an assumption of independence between the occurrence of features values, that is not true in many tasks; however, it is empirically demonstrated that this paradigm gives good results in many real domains, typically in medical tasks. A review of the health of Naive Bayes method at its fortieth birthday can be found in (Lewis, 1998) .
Related work
Some techniques have been developed to improve the performance of the Naive Bayes classifier. Some of them apply different Naive Bayes classifiers to different regions of the input space. Among them:
-Langley developed the recursive Naive Bayes (Langley, 1993) , an algorithm that recursively constructs a hierarchy of probabilistic concept descriptions. According to the author the results are mixed and inconclusive, but interesting enough to recommend closer examination.
-Kohavi presented the Naive Bayes tree (Kohavi, 1996) , a hybrid algorithm. It generates a regular univariate decision tree, but the leaves contain a Naive Bayes classifier built from the examples that fall at this node. The approach retains the interpretability of Naive Bayes and decision trees, while resulting in classifiers that frequently outperform both constituents, especially in large datasets.
Other approaches have focused on building new attributes that reflect interdependencies between original attributes. For example:
-Kononenko described the semi Naive Bayes classifier (Kononenko, 1991) .
He attempted to join pairs of attributes, making a cross-product attribute, based on statistical tests for independence. The experimental evaluation was inconclusive. -Pazzani devised the constructive Bayesian classifier (Pazzani, 1996) . It employs a wrapper model to find the best Cartesian product attributes from existing nominal attributes, considering deletion of existing attributes. It has been shown to improve the Naive Bayes classifier.
Other works focus in minimizing a quadratic loss function instead of a 0-1 loss function as usual. For example:
-Gama presented an algorithm that iteratively update the contingency tables in order to improve the probability class distribution associated with each training example (Gama, 2002) . Experimental evaluation shows minor but consistent gains in accuracy.
Proposed approach
In boosting techniques, a distribution or set of weights over the training set is maintained. On each execution, the weights of incorrectly classified examples are increased so that the base learner is forced to focus on the hard examples in the training set. A good description of boosting can be found in (Freund and Schapire, 1999) . Following the idea of focusing in the hard examples, we have investigated if it is possible to auto-boost a simple and well-known algorithm, as Naive Bayes. Our approach, Edited Naive Bayes, works as follows:
-Leave-One-Out cross-validation is performed over the training set using the Naive Bayes algorithm -Incorrectly classified instances are duplicated -Naive Bayes algorithm is executed, for the test cases, estimating the probabilities over the augmented database A graphical representation of the process can be viewed in Figure 1 . The pseudocode of this approach is shown in Figure 2 Let us note that this approach is equivalent to duplicate the weight of incorrectly classified instances, according to LOO cross-validation with Naive Bayes. begin EDITED NAIVE BAYES Let T be the training set Perform Leave-One-Out cross-validation over T using Naive Bayes Let M is(T ) be the set of misclassified instances in the previous step
Augmented(T ) = T ∪ M is(T ) (duplication of the misclassified instances)
Create a model M using Naive Bayes over Augmented(T ) Classify the test cases using M end EDITED NAIVE BAYES
Fig. 2. The pseudocode of Edited Naive Bayes
In this manner, the core of this new approach consists of inflating the training database adding the instances misclassified by the Naive Bayes algorithm, and then execute again Naive Bayes over the new database obtained. It has to be said that this approach increases the computational cost only in the model induction phase, while the classification costs are similar as in the original Naive Bayes paradigm.
Experimental Results
Our aim has been to test this algorithm over a high number of the well-known UCI repository databases (Blake and Merz, 1998) . To do so, we have selected all the databases of medium size (between 100 and 1000 instances) among those converted to the MLC ++ (Kohavi et al., 1997) format, and located in this public repository: [http://www.sgi.com/tech/mlc/db/] This amounts to 59 databases, from which we have selected one of each family of problems. For example, we have chosen monk1 and not monk1-cross, monk1-full or monk1-org. After this final selection, we were left with the 41 databases shown in Table 1 . In order to give a real perspective of applied methods, we have performed five times a 10-Fold Cross-validation (Stone, 1974) in all experiments (50 different data-test evaluation for each dataset). In each of the five times, all databases have been randomly partitioned into ten sets. One of these sets has been hold out as a test set and the other nine have been joined together to build the training set over which the experiment is performed. This procedure has been repeated ten times, one for each subset. Obviously all the validation files used have been always the same for the two algorithms: Naive Bayes and our approach, Edited Naive Bayes. We have made use of the MLC ++ libraries to perform Leave-One-Out cross-validation, 10-fold cross-validation as well as the Naive Bayes classification algorithm. The MLC ++ outcome has been the basis to edit the original training set and this edited training set has been presented again to MLC ++ .
In Table 1 the characteristics of the 41 databases along with the results of the experiments are shown. The error rates under the label Naive Bayes are the mean and the standard deviation of the fifty executions (five times 10-fold crossvalidation) of the experiment using Naive Bayes. Likewise, the error rates under the label Edited Naive Bayes are those corresponding to Edited Naive Bayes over the same data. In boldface is shown the best result for each database. An arrow pointing upwards (↑) means the method labeling that column outperforms the other significantly under a confidence level of 95% according to Wilcoxon signed rank test (Wilcoxon, 1945) . For example, Naive Bayes outperforms Edited Naive Bayes on Anneal database while Edited Naive Bayes outperforms Naive Bayes on Australian database.
From Table 1 , we can extract the following conclusions:
-In 22 out of 41 databases, the average error rate of Edited Naive Bayes is lower than with Naive Bayes, while in 14 databases Naive Bayes outperforms Edited Naive Bayes. -In 14 out of 41 databases that difference is significative in favor of Edited Naive Bayes and in 8 cases is significative against our algorithm.
In Table 2 and 3 are summarized these data.
When restricted to problems with just two classes, the comparison between the two algorithms yields better figures for Edited Naive Bayes. In this case, the rate of wins-losses of Edited Naive Bayes against Naive Bayes is 19-6 from a total of 26 databases, while the number of these wins which are significative is 12-5.
This improvement when restricted to two-classes databases, can be noticed more graphically when comparing the entries for Glass and Glass2 in Table  1 . Glass2 is a subset of Glass where the seven original classes have been put together in just two different classes. The results for Glass are better (but not significantly) for the original Naive Bayes, while in the case of Glass2 Edited Naive Bayes outperforms Naive Bayes significantly.
We have performed another statistical test, now regarding the number of times one algorithm defeats the other when run over the same database. Thus, we can see each of the executions of the five times 10-fold cross-validation as a match and record the number of matches an algorithm defeats the other. If this is done for every database, it is possible to check again these results according to Wilcoxon test, and obtain the following results: over the 41 databases, the difference is significative for a confidence level of 68%, while when applied to the 26 two-classes databases, that confidence level raises to 90%. 
Conclusions and Further Work
In this paper a modification of Naive Bayes is presented. The main idea is to augment the training test duplicating the incorrectly classified cases according to Naive Bayes when performing Leave-One-Out cross-validation.
The experimental results support the idea that such edition of the training set can lead to good results, frequently outperforming Naive Bayes. In a number of cases these results are significant according to Wilcoxon signed rank test. Such results seems to be improved when applied to two-classes problems.
Further work involves a characterization of the databases for which this procedure performs better, as well as other more elaborated ways of editing the training set. For example, not just duplicating the misclassified instances, but repeating them other number of times. More complex joint probability distributions in form of Bayesian networks structures are also to be tested with this database edition new idea, as well as new combinations of the proposed model with some standard paradigms (Lazkano and Sierra, 2003) .
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