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ABSTRACT
Transcription factors (TFs) regulate gene expression
by binding to specific binding sites (TFBSs) in gene
promoters. TFBS motifs may contain one or more
variable positions. Although the prevailing assump-
tion is that nucleotide variants at such positions are
functionally equivalent, there is increasing evidence
that such variants play a role in regulation of gene
expression. In this article, we propose a method for
studying the relationship between the expression
of target genes and nucleotide variants in TFBS
motifs at a genome-wide scale in Saccharomyces
cerevisiae, especially the combinatorial effects of
variants at two positions. Our analysis shows that
nucleotide variations in more than one-third of
variable positions and in 20% of dependent
position pairs are highly correlated to gene expres-
sion. We define such positions as ‘functional’.
However, some positions are only functional as
dependent pairs, but not individually. In addition, a
significant proportion of the functional positions
have been well conserved across all yeast-related
species studied. We also find that some positions
require the presence of co-occurring TFs, while
others maintain their functionality in the absence
of a co-occurring TF. Our analysis supports the
importance of nucleotide variants at variable
positions of TFBSs in gene regulation.
INTRODUCTION
Gene expression is regulated by the interaction between
transcription factors (TFs) and their binding sites
(TFBSs). TFBSs are known to be short (5–20 bases) and
may contain invariant and variable positions. It is believed
that nucleotide substitutions at invariant positions usually
result in binding site loss, while substitutions at variable
positions have little or no eﬀect on the TF recognition
of the site (1,2). Thus, nucleotide variants at variable
positions are commonly considered to be functionally
equivalent. A number of TFBS scanning methods (3–6)
are based on this assumption and use position weight
matrices (PWMs) (7) to represent the binding nature
or speciﬁcities of the nucleotide distribution in TFBSs.
The components of PWMs give the probability of
observing a particular sequence in a collection of known
sites, where each position contributes independently to the
total binding energy.
Recent advances in the ﬁeld of transcriptional regula-
tion have given us insight into the role of variable
positions in gene regulation as well as in evolution
(2,8–12). Moses et al. (2) found that the rate of evolution
in TFBSs varies with the positions, suggesting that some
positions are under stronger functional constraints than
others. Recently, Michal et al. (11) estimated the func-
tional outcome of substituting nucleotides across
putative binding sites and found that speciﬁc nucleotide
substitutions might have a harsher eﬀect on the binding
aﬃnity. In addition, Rest,J.S. et al. (personal commu-
nication) showed that many nucleotide variants at
variable positions in TFBSs exhibit diﬀerential expression
patterns. Most models assess the functionality of individ-
ual variable positions by proﬁling binding sites. However,
the role of the combination of variable positions in bio-
logical processes is still unclear, although positional
dependency (at both variable and invariant positions)
has been demonstrated (13–16). These studies have
resulted in the formation of better matrix models to
assess the dependence among positions from available
experimental data, and thereby gain a deeper understand-
ing of the underlying TF-DNA-binding mechanisms. The
ﬁndings motivated us to conduct a more comprehensive
analysis to assess the impact of nucleotide variation at
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to further study the eﬀects of combinatorial positions.
Previous studies (17–19) indicated that nucleotides
occurring at diﬀerent frequencies in a genome diﬀer in
their binding aﬃnities with a TF and genes with diﬀerent
variants fall into diﬀerent functional categories. Thus, the
variants at the same position may have diﬀerent eﬀects of
gene expression under diﬀerent conditions. In the present
work, we integrated the annotations of TFBSs and
microarray expression data in Saccharomyces cerevisiae
to study the relationship between variable positions and
gene expression. For this purpose, we examined each
variable position to assess its functionality. A variable
position in a TFBS motif was considered functional if
the expression patterns of target genes with diﬀerent
nucleotides in that position were signiﬁcantly diﬀerent
(Rest,J.S. et al., personal communication). We extended
this strategy to determine whether a combination of two
variable positions that are jointly correlated with the
expression of target genes (i.e. dependent position pairs).
Our analysis indicates that nucleotide variants at more
than one-third of variable positions are functional (i.e.,
highly correlated to gene expression). In addition, more
than 20% of dependent position pairs show a signiﬁcant
eﬀect on gene expression patterns.
MATERIALS AND METHODS
Figure 1 shows the model used to infer the functionality of
variable positions. The analysis involved four steps. First,
the target genes and the binding motif consensus of each
TF in S. cerevisiae were downloaded from the MYBS
database (http://cg1.iis.sinica.edu.tw/ mybs/) (20) and
the variable positions in each consensus were identiﬁed.
Second, the target genes were separated into groups based
on the nucleotides at those positions. Third, the degree of
co-expression was quantiﬁed. Finally, the Kolmogorov-
Smirnov (KS) test was applied to determine whether the
gene expression of two groups was signiﬁcantly diﬀerent.
Collecting TFBSs
The TFBSs in the S. cerevisiae genome were also
downloaded from the MYBS database (20), which
integrates an array of experimentally veriﬁed and pre-
dicted PWMs that correspond to 183 TFs. The database
allows users to identify TFBSs by using DNA-binding
aﬃnity data and phylogenetic footprinting data from
eight related yeast species. We used the following two
criteria to collect TFBSs in the promoter region of each
gene: (i) if a TFBS exists in the promoter region of the
gene in S. cerevisiae, the TFBS should be conserved in at
least two of the other seven yeast species; and (ii) the
p-value of the corresponding TF ChIP-chip experiment
for the gene should be  0.01.
Because MYBS integrates both experimental and pre-
dicted motifs from several databases, there can be more
than one binding motif consensus for a TF. Therefore, for
each TF with more than one consensus, a universal con-
sensus was determined by taking the part of each consen-
sus that was common to the entire consensus of the TF.
To avoid ambiguity, a gene was excluded in the analysis if
the TFBS motif occurred more than once in the promoter
region of the gene and the sequences of the occurrences
were diﬀerent. After the above steps, the reﬁned dataset
consisted of 71 TFs.
The variable positions in a consensus were determined
according to the following criterion. For each position in a
consensus, we calculated the frequency of each nucleotide
(i.e. the number of target genes containing that nucleotide
in the position). Though it is customary to use informa-
tion content (IC) cutoﬀ to decide whether a position
is variable, in our work, for calculation purposes a
position was deﬁned as variable if at least two nucleotides
were each found more than ﬁve times in the total number
of occurrences. This is a limitation imposed by the KS test
statistic in our method (see the following paragraph). The
71 TFs in our reﬁned dataset contained 632 positions.
As binding motifs of 47 TFs lacked variable positions,
we omitted them from our analysis. The remaining 24
TFs (with 213 positions) contained 75 variable positions
(Table 1).
Identifying functional variable positions in TFBSs
For TF  , we grouped its target genes according to their
nucleotides at a variable position p in its consensus. The
target genes with nucleotide b (A, C, G, or T) at position p
formed group b and the remaining genes constituted
group :b (Figure 1b). We used this grouping strategy to
determine whether the nucleotide b relates to a particular
pattern in gene expression. If the nucleotide variant at a
variable position contained A, T, C and G, we further
assessed whether a combination of two nucleotides
relates to a particular pattern in gene expression.
The degree of co-expression of any group of genes in a
condition was quantiﬁed by calculating the distribution of
the pairwise Pearson correlation coeﬃcients for all genes
in the group [Figure 1(d)]. In a pair of genes, if any of the
data for a condition was missing, we only used data that
was present for both genes to compute the similarities
under the constraint that the proportion of calculated
observations in each condition was >65%.
To determine whether the degree of co-expression in
one group was signiﬁcantly higher than that in another
group, we applied the one-sided Kolmogorov-Smirnov
(KS) test, a non-parametric and distribution free statistical
method. The hypotheses H0: Fb ¼ F:b and H1: Fb <st F:b
were tested using the one-sided KS test, where F denotes
the distribution function of the co-expression levels of
genes in a speciﬁc group. If H0 is rejected, Fb <st F:b,
which means that the co-expression levels in group b are
‘stochastically greater’ than the co-expression levels in
group :b. In addition, we used the false discovery rate
(FDR) (21) to compute the q-value in order to determine
the balance between the numbers of true and false
positives. If a position had at least one nucleotide with
a q-value  0.05, it was deemed a functional variable
position.
To ﬁnd the dependent relationships between two
variable positions, we extended the individual position
model to consider two variable positions simultaneously.
6992 Nucleic Acids Research, 2009,Vol.37, No. 21For two variable positions, pi and pj, the target genes with
nucleotide bi at pi and nucleotide bj at pj were collected to
form the bibj group, and the remaining genes formed the
:bibj group [Figure 1(c)]. Then, based on the two groups,
we deduced whether positions pi and pj had an inter-
dependent relationship that related to the diﬀerence in
their gene expression.
Before measuring the diﬀerence in gene co-expression
between two groups, we applied the  
2-test to determine
the dependency between two variable positions. Let n(b,i)
be the number of target genes with nucleotide b at position
pi, and let N be the total number of target genes. The
probability of the occurrence of nucleotide b is
Pb ,pi ðÞ ¼
nb ,pi ðÞ
N
:
In addition, let n(bi,b j,p i,p j) be the number of target genes
with nucleotides bi at position pi and nucleotides bj at
position pj. Then, the  
2 statistic is deﬁned as
X2 ¼
X
bibj
nb i,bj,pi,pj
  
  Pb i,pi ðÞ   Pb j,pj
  
  N
   2
Pb i,pi ðÞ   Pb j,pj
  
  N
,
where n(bi,bj,pi,pj) is the observed value and
Pb i,i ðÞ   Pb j,j
  
  N is the expected (theoretical) frequency
asserted by the null hypothesis. We use this test to verify
the hypothesis H0: Pb i,bj,pi,pj
  
¼ Pb i,pi ðÞ   Pb j,pj
  
.I fH0
is rejected, there is reason to believe that these two
variable positions are interdependent. The criterion for a
combination of two variable positions to be dependent is
that the p-value derived by the  
2-test must be  0.05.
Correction for multiple testing was not applied at this
stage, because it could reduce the number of potential
position pairs for further analysis and because we later
applied the correction when measuring the diﬀerence in
gene co-expression. The latter procedure would eﬀectively
exclude false positives that might have been included
in the set of dependent variable positions detected by the
 
2-test.
Microarray data
From the 25 expression datasets of S. cerevisiae, available
in the Stanford Microarray Database (SMD, http://
genome-www5.stanford.edu/) (22), we downloaded the
datasets with at least seven time points; we empirically
determined that a dataset should have at least seven
time points for a reliable estimation of the Pearson corre-
lation coeﬃcients. Ten expression datasets satisﬁed this
criterion. Each dataset corresponded to a particular bio-
logical function. In the glucose dataset (23), we only used
the experiments related to galactose limitation and
transcriptional response. The functions of the other nine
datasets are as follows: glucT2 (24) relates to the physical
responses in glucose-limited cultures; calcium (25) is an
experiment that adds Ca
2+ to yeast; mec1 (26) investigates
the relationship between DNA damage responses and
Mec1 in yeast; fkh (27) probes the role of Fkh1 and
Fkh2 in the regulation of the cell cycle; snf (28) deals
with Snf2 and Swi1 in both rich and minimal media;
alpha and cdc15 (29) are experiments in which alpha is
obtained from cells treated with alpha-factor transiently,
and cdc15 is collected from a cdc15-2 temperature sensi-
tive mutant that resumes growth after release from heat
shock; sporulation (30) is related to yeast meiosis and
spore formation; and diauxic (31) investigates the gene
expression accompanying the diauxic shift. In addition,
we used the MA lowess (32) and quantile (33) normaliza-
tion methods to reduce the systematic biases within each
microarray, as well as the intensity-dependent eﬀects and
biases between microarray data.
Determining potential co-occurring TFs
For each TF  , we also investigated whether there was
another TF   that was associated in the same target
genes more often than random expectation, and could
therefore be a potential co-occurring TF. This is estimated
by calculating whether N12/N is greater than the random
expectation (N1/N) (N2/N), where N1 is the total number
of target genes of TF  ; N2 is the total number of target
genes of TF  ; N12 is the number of target genes of both
TFs   and  ; and N is the total number of genes in the
S. cerevisiae genome. Under random association, the joint
probability of N12/N should be equal to the product of
Figure 1. Flowchart of the proposed method: (a) the TFBSs were
downloaded from MYBS (using PHO4 as an example); (b) the target
genes are grouped into two groups, b and :b, according to the
nucleotide at a certain variable position; (c) the target genes are
grouped into two groups (bibj and :bibj) by considering dependent
position pairs; (d) the Pearson correlation coeﬃcient for any two
genes in the same group was calculated; and (e) the KS test was used
to determine whether the degrees of co-expression between two groups
are signiﬁcantly diﬀerent.
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correspond to the random variables of row and column
factors in the contingency table. If N12/N is signiﬁcantly
greater than (N1/N) (N2/N), then there is a positive asso-
ciation. The pairs of TFs whose binding sites overlapped
in more than 60% of their target genes were not consid-
ered. Our criterion for detecting potential co-occurring
TFs was nominal, because using a stringent criterion
would reduce their number for further statistical analysis.
Association between variable positions and
co-occurring TFs
For each variable position p in the binding motif consen-
sus of TF  , we studied whether the nucleotide variations
at position p were signiﬁcantly associated with the
co-occurrence of TF  . For this purpose, we constructed
a contingency table (Figure 2). Each of the target genes of
TF   is grouped according to the nucleotide at position p
(column) and with/without the co-occurring TF   (row).
Fisher’s exact test (34) was used to examine the associa-
tion between the row and the column variables. The null
hypothesis is that the nucleotide frequencies at position p
are independent of the occurrence of TF  . If the p-value
is signiﬁcantly small, it means that, at position p in the
consensus binding motif of TF  , there is a statistically
diﬀerent nucleotide preference when TF   co-occurs,
compared to that without the co-occurrence of TF  .
We also determined the FDR (21) by computing the
q-value in order to correct for possible false positives
from multiple tests. If the q-value of a position is  0.05,
we consider that it has a signiﬁcant association with the
co-occurring TF  .
Conservation of variable position and position pairs
For each TF that had a predicted functional variable
position (or position pairs), we collected the TFBSs in
the promoters of its putative target genes and their
ortholog genes in seven related species of S. cerevisiae
from MYBS (20). We formed two groups: one for func-
tional variable position/position-pair, which contained the
ortholog genes that had TFBSs and our predicted
nucleotide variant (or combination of two nucleotides)
at these variable positions in the promoters of S. cerevisiae
and called them the functional group. The other group
(non-functional group) corresponds to functional
variable positions/position-pairs, but lacked our predicted
nucleotides at these positions.
We then calculated the proportion of a nucleotide
variant at the functional variable position/position-pair
that is conserved in the functional group in the following
manner. We computed the ratio of the number of target
genes from the functional group with the total number of
target genes with the TFBS in the promoter that contains
the nucleotide variant. We calculated the proportion of
variable positions/position-pairs for the non-functional
group in a similar manner, using the target genes from
the non-functional counterpart.
To examine whether the conserved proportion of the
functional group was higher than that of non-functional
group, the one-sided Wilcoxon Signed-Rank test was
performed. The null hypothesis was that the proportion
of nucleotide variants that are conserved in the non-
functional group is greater than or equal to the proportion
in the functional group.
In addition, we performed the one-sided two-sample
proportion test (35) to determine the precise signiﬁcance
of the proportion of a nucleotide variant in functional
variable positions/position-pairs that are conserved. This
was done with a cutoﬀ of Z-score at the 0.01 critical value
from the standard normal distribution table. The null
hypothesis was that the proportion of a nucleotide
variant of functional variable positions/position-pairs in
the functional group and the proportion of a nucleotide
variant in the non-functional group are equal. Next, we
calculated the standard error of diﬀerences between the
two proportions. If zero lies within the one-sided conﬁ-
dence interval at Z0.01, the null hypothesis cannot be
rejected, implying there is no statistical diﬀerence in the
two proportions.
RESULTS AND DISCUSSION
Individual variable positions in TFBS motifs that are
functional
To determine whether individual variable positions have a
signiﬁcant inﬂuence on the expression proﬁle, we compiled
a dataset comprising of 24 binding motifs (with 213
positions) with 75 variable positions (Tables 1 and S1).
Furthermore, 28 variable positions in 13 binding motifs
met our criteria for the KS test and were identiﬁed as func-
tional in at least one condition (Table 1; see also Figure 3).
Eight TFs, namely FHL1, HAP1, HAP4, INO2, STB1,
SUM1, SWI4 and UME6, were found to have only one
functional variable position in their TFBS motifs. The
remaining TFs had more than one variable position that
satisﬁed our criteria of functionality, e.g. the number of
Figure 2. Fisher’s exact test for the association between co-occurring
TFs and variable positions of a given TF. Here, Xij represents the
number of target genes of TF a with nucleotide i (A, T, C or G) at
the predicted functional variable position in the TFBS and with/
without (j=0 or 1, respectively) co-occurring TF  . Ni, where i=1,
2, 3, 4, indicates the number of target genes whose TFBSs contain
nucleotide i (A, T, C or G) at their functional variable positions. K1
indicates the number of target genes containing the TFBSs of TF   and
TF   in their upstream or promoter region. K2 represents the frequency
of target genes that only contain the TFBS of TF  . M is the total
number of target genes used. The exact probability of observing the
particular arrangement of the target genes of TF   was calculated by
the hypergeometric distribution
Q2
i¼1 Ki!
Q4
j¼1 Nj!=M!
Q2
i¼1
Q4
j¼1 Xij!.
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CIN5, MCM1, RAP1 and SWI6 are 8, 5, 2, 2 and 3, respec-
tively. The substantial proportion of TFs with functional
variable positions was consistent with the results of
previous studies on regulatory rules in binding site
variants (Rest,J.S. et al., personal communication) (13).
This suggests that diﬀerent nucleotides at a variable
position in a TFBS motif are not functionally equivalent.
Due to the unavailability of biological experiments
dealing with variable positions in TFBS motifs, it is diﬃ-
cult to verify the correctness of functional variable
positions predicted from our analysis. Here, we tried to
validate the biological relevance of these 13 TFs to the
conditions used in the microarray experiments by
comparing our results with those reported in previous
studies. The functionality of most TFs is consistent with
the results from past experiments. For example, it is
known that ABF1 is functional as a DNA replicating
factor in mitotic and meiotic cell cycle progression,
chromatin restructuring, fermentation, respiration,
sporulation and gene silencing (36–38). We found that
ABF1 was functional in almost all the experimental
conditions in our analysis (Figure 3). Similarly, consistent
with the results reported in ref. (39), we found that the
functionality of UME6 is demonstrated in conditions
related to galactose limitation.
Functional variants that are condition dependent
A closer inspection of the functional variable positions
under diﬀerent conditions (Figure 3) revealed the follow-
ing interesting pattern. Of the 28 positions that met our
criteria for the KS test, 13 were transiently activated per-
tinent to one speciﬁc condition, while the others were
involved in diﬀerent biological conditions. For example,
we found that all the variable positions in the CIN5 motif
were only functional in the calcium condition; and some
TFBS motifs were only functional at particular positions,
e.g. FHL1, HAP4, INO2, STB1, SUM1, SWI4 and
UME6. Interestingly, for some positions, we could infer
that diﬀerent nucleotides were functional under diﬀerent
conditions. In Figure 3, position 3 in the TFBS motif
of HAP1 with nucleotide ‘T’ is functional in the alpha
condition, but with nucleotide ‘G’, it is functional in the
diauxic condition. Similarly, positions 4, 5 and 6 in the
TFBS motif of SWI6 with nucleotide ‘A’ are functional
under conditions glucose and cdc15. Such behavior is also
evident in the TFBS motifs of ABF1, MCM1 and RAP1.
In addition, at some positions, more than one nucleo-
tide formed a functional group. For example, ABF1,
which is a multi-functional TF, is known to be functional
in galactose metabolism (40). However, according to our
results, positions 6 and 9 of the ABF1 motif are also func-
tional with the nucleotide ‘AT’ in this role. We also found
that ‘AT’ at position 9 and ‘AG’ at position 10 in the
ABF1 motif, as well as ‘AT’ at position 6 in the RAP1
motif, were functional in cell-cycle related conditions
(alpha and cdc15). These results indicate that variable
positions deﬁnitely play a role in gene regulation.
Comparison with another study
We compared our results with a recent study of indi-
vidual position variants by (Rest,J.S. et al., personal
Table 1. Information on the studied TFs
TF Positions Variable positions Individual-position Deg-pair Dependence Dependent-position pairs
ABF1 13 8 8 28 10 10
CAD1 10 1 0     
CIN5 10 6 5 15 11 0
DIG1 8 1 0     
FHL1 10 2 1 1 1 0
FKH1 8 2 0 1 0 0
FKH2 8 2 0 1 0 0
HAP1 11 11 1 55 27 8
HAP4 8 2 1 1 1 0
INO2 9 4 1 6 3 0
MCM1 10 6 2 15 5 3
RAP1 9 6 2 15 3 2
REB1 7 1 0     
RLM1 10 1 0     
SKN7 10 1 0     
STB1 9 1 1     
STE12 8 1 0     
SUM1 9 5 1 10 4 0
SWI4 7 3 1 3 1 1
SWI6 6 4 3 6 6 6
TYE7 8 1 0     
UME6 9 4 1 6 2 2
YAP1 7 1 0     
YDR026C 9 1 0     
Total 213 75 28 163 74 32
Positions: the length of the consensus of a TFBS; Variable positions: the number of variable positions; Individual-position: the number of positions
that are functional (see ‘Materials and Methods’ section); Deg-pair: the number of variable position pairs; Dependence: the number of variable
position pairs that are dependent (passed the  
2-test); Dependent-position pairs: the number of variable position pairs that are functional (see
‘Materials and Methods’ section).
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position variants in S. cerevisiae. Their analysis was
based on a regulatory circuit that has genes with a single
TFBS in the promoter. Approximately 29% of their TFBS
motifs had individual functional variants. In terms of the
overall percentage of functional individual position
variants, our results are close to theirs. In addition, a
number of TFBS motifs e.g. ABF1, MCM1, SUM1,
RAP1, CIN5 and SWI4 considered in both studies have
common functional variable positions ( 60%). For
example, positions 6, 8 and 9 in ABF1 as well as
position 2 in SWI4 were considered functional in both
studies.
There are some diﬀerences between the results of the
two studies. For example, according to our analysis,
both positions 4 and 8 in MCM1 are functional with
nucleotide ‘A’, but were not found in their study.
Another area of disagreement relates to the TFBS motif
of REB1. In their analysis, position 9 with nucleotide
‘G’ is considered functional in the TFBS motif of REB1,
but we did not detect this functionality. However, REB1-
binding sites are known to contain few functional
variants, which is indicative of selection pressure at
variable positions (41). Such diﬀerences could be in part
due to the fact that the expression datasets used were dif-
ferent between the two studies; Aﬀymetrix and cDNA
microarray data were used in the work of Rest et al.,
whereas only the cDNA microarray data from the
Stanford Microarray Database were used in our study.
Another possible reason is that the two studies used dif-
ferent consensus conﬁgurations.
Our study of inferring the functionality of individual
functional variable positions was inspired by the work of
Rest et al. However, Rest et al.’s work dealt with the evo-
lutionary signiﬁcance of variable positions among the
Saccharomyces sensu stricto species, while we did not
study evolutionary aspects in detail, but we used the con-
servation of functional positions to support our results.
Moreover, we extended the study to infer the functionality
of position pairs in TFBS motifs (see the following
sections), where we tried to predict the co-occurring TFs
that work synergistically. This second part is totally new.
Functionality of variable position pairs
We extended our study to include dependent variable
position pairs and assessed their functionality. For this
Figure 3. Overview of the results with individual functional positions: ‘TFBS’ lists the TFs with variable positions in their TFBS motifs. ‘Positions’
shows the functional positions in our study. ‘b group’ represents the nucleotide at a functional variable position considered functionally signiﬁcant.
The abbreviations at the top of the table correspond to diﬀerent microarray conditions: G1 (glucose), G2 (glucT2), Ca (calcium), M (mec1), F (fkh),
Sn (snf), A (alpha), Cd (cdc15), Sp (sporulation) and D (diauxic). In this ﬁgure, the positions that satisfy our criteria (see ‘Materials and Methods’
section) are shown in grey.
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2-test to determine whether the
nucleotides distributed between two positions were depen-
dent. We identiﬁed 163 variable position pairs, 74 of which
met the criteria discussed in the ‘Materials and Methods’
section. The KS test was then applied to the 74 pairs and
yielded 32 functional position pairs. Our results suggest
that  43% of dependent position pairs (20% of all
variable position pairs) have functional meaning under
diﬀerent conditions (Tables 1 and 2).
To further investigate the functionality of the dependent
variable position pairs, we examined them under diﬀerent
experimental conditions (Table 2) and found that some
were dependent and functional in several TFBS motifs.
Some motifs were only functional in one condition, i.e.
UME6 in the glucose condition and SWI4 in the cdc15
condition. In the remaining TFBS motifs, the variable
position pairs were functional in more than one condition
and some had more than one functional position pair.
The position pair (3, 5) of HAP1 was found to be func-
tional in both the calcium and alpha conditions. In the
RAP1 motif, dependent position pairs (2, 7) and (5, 6)
with corresponding nucleotides (C, A) and (A, T) were
found to be functional in conditions glucT2 and cdc15,
respectively (Table 2 and Figure S1). Moreover, the
condition-speciﬁcity demonstrated by position pairs in
our results conﬁrms the ﬁndings of previous biological
experiments. Although there is no direct evidence of the
contribution of our detected position pairs in these
experiments, the functionality of a TF in speciﬁc
conditions could be explained by the role of variable
positions in TF-DNA interactions. For example, SWI4
is responsible for binding to the SWI4-6-dependent cell
cycle box (SCB) (42). The position pair (2, 4) with corre-
sponding nucleotides (A, G) in the SWI4 motif is
identiﬁed as functional in condition cdc15. Another
example is HAP1, which acts as repressor in the gene
encoding function related to respiration and oxidative
damage (43). In our work, position pair (2, 8) with (C,
T) in the HAP1 motif is considered functional in the
diauxic condition, which is consistent with the function
attributed to HAP1 in previous experiments (44,45).
Moreover, we found that several position pairs in HAP1
were functional under experimental conditions related
to the cell cycle, which is consistent with previous
ﬁndings (46).
Higher order combination of variable positions can
be more informative
It is possible that some of the functional position pairs
in TFBSs could be integrated to infer the functionality
of higher order combinatorial positions. For example,
all the possible pairs for positions 1, 4, 5 and 6 in SWI6
are listed in Table 2. By considering these pairs, we can
infer that the position combination (1, 4, 5, 6) in the SWI6
motif may play a role in regulating its target genes. Here,
diﬀerent nucleotide combinations (A, A, A, A) and (G, A,
A, A) are found to be functional in conditions glucose and
cdc15, respectively. This could mean that position 1 with
an ‘A’ in the quadruplet (A, A, A, A) has a higher prob-
ability of regulating genes in the glucose condition, and
position 1 with a ‘G’ in (G, A, A, A) might be signiﬁcant
in cell cycle related conditions. Similar cases can be found
in other TFBSs, e.g. positions 5, 6 and 7 in MCM1. These
results indicate that higher order combinatorial positions
might play a role in the regulatory mechanism; thus, the
issue warrants further investigation.
Relationships between individual functional positions
and position pairs
In our results, 13 TFs contain functional individual
positions and seven have functional variable position
pairs. The latter can be classiﬁed into the following three
categories (Table 2): (i) both positions in a pair are func-
tional individually and in combination; (ii) both positions
in a pair are functional only as a combination; and (iii)
one position in the pair was functional individually but
the other position was not. The numbers of position
Table 2. Functional-dependent variable position pairs
TFBS (i, j)( bi, bj,C )
ABF1 (1, 9)1 (A, A, Ca), (A, G, Sn)*, (G, G, Sp), (G, G, D)*
(4, 6)1 (A, C, G1), (A, A, Ca), (A, T, A), (A, T, Sp)*
(4, 7)1 (A, A, Ca)
(4, 9)1 (A, A, Ca), (A, G, Sp)
(4, 10)1 (A, C, G1), (A, C, Ca), (A, G, Sn)
(6, 7)1 (G, C, G1), (A, T, Ca), (G, T, Sn)
(6, 8)1 (T, T, G1), (T, C, A)*, (C, A, A), (T, T, A)*
(6, 10)1 (C, C, G1), (T, C, Ca)
(8, 10)1 (T, G, G1), (T,G, G2), (T,C, Ca), (T, G, M)*,
(T, G, F), (T, T, Cd)
(9, 10)1 (A, C, Ca), (T, C, A), (C, A, Sp)
HAP1 (1, 3)3 (G, T, A)
(2, 3)3 (G, A, Cd)
(2, 8)2 (C, T, D)
(3, 5)3 (T, T, Ca), (T, T, A)
(3, 6)3 (T, T, A)
(3, 9)3 (T, C, A)
(3, 10)3 (T, G, A)
(3, 11)3 (A, G, Cd)
MCM1 (5, 6)2 (T, T, Cd), (T, T, D)
(5, 7)2 (T, T, Cd)
(6, 7)2 (T, T, Cd)
RAP1 (2, 7)3 (C, A, G2)
(5, 6)3 (A, T, Cd)
SWI4 (2, 4)3 (A, G, Cd)
SWI6 (1, 4)3 (A, A, G1), (G, A, Cd)
(1, 5)3 (A, A, G1), (G, A, Cd)
(1, 6)3 (A, A, G1), (G, A, Cd)
(4, 5)1 (A, A, G1), (A, A, Cd)
(4, 6)1 (A, A, G1), (A, A, Cd)
(5, 6)1 (A, A, G1), (A, A, Cd)
UME6 (2, 7)2 (G, C, G1)
(7, 8)3 (C, C, G1)
In this table, i and j denote, respectively, the ﬁrst and second positions
of a variable position pair; and in (bi,bj,C), bi and bj are the nucleotides
at positions i and j, respectively; and C corresponds to the following
microarray conditions: G1 (glucose), G2 (glucT2), Ca (calcium), M
(mec1), F (fkh),S n( snf), A (alpha), Cd (cdc15), Sp (sporulation), and
D( diauxic). Subscripts 1–3, respectively, denote the position pairs in
Category 1 (functional individually and in combination), Category 2
(only functional as combinations) and Category 3 (one position was
functional individually but the other position was not). The superscript
asterist indicates position pairs in Category 1 that are only functional
as a combination under speciﬁc conditions.
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Categories 2 and 3 indicate that some positions were only
functional as a pair but not individually. Moreover,
although positions in Category 1 are functional individu-
ally and in combination, some variants in these positions
were found to be functional in combination under some
conditions that were not detected when considered indi-
vidually (see the six nucleotide variant pairs indicated by
asterisk in Table 2). For example, ABF1 was found to be
functional at the position pair (1, 9) with the correspond-
ing nucleotides (A, G) in the snf condition (27,37,47).
Category two contained ﬁve position pairs that
were non-functional individually, but formed functional
position pairs in combination with one another. For
example, MCM1, a member of the MADS box family, is
known to be active in diverse cellular processes, such as
transcriptional regulation and sequence speciﬁc DNA
binding; hence, its binding site is well characterized
(48,49). According to our analysis, in cell cycle-related
experiments, MCM1 is functional at (5, 6), (5, 7) and
(6, 7), and all the corresponding nucleotides at these
position pairs are (T, T). However, individual positions
in any of these three position pairs are non-functional.
There are also positions that are functional individu-
ally, but they have no signiﬁcance as position pairs.
For example, the SUM1-binding site with the ‘C’
nucleotide at position 7 is functional in the sporulation
stage of the yeast cell cycle, and is also detected in the
glucose condition (23) at this position. However, the pair
was not found to be functional, probably because the
unavailability of pairs of variable positions that satisfy
our criteria for functionality and dependency (see
‘Materials and Methods’ section).
Interestingly, position pairs with the nucleotides (A, A)
and (T, T) occurred more frequently than the other groups
(Table 4). Furthermore, in our results for individual func-
tional variants, the ‘A’ and ‘T’ nucleotide groups occurred
most frequently. These results are consistent with the
ﬁndings reported in ref. (11), which demonstrated the
positional functional importance of TFBSs by performing
an in silico experiment on single nucleotide substitutions.
The results in ref. (11) indicate that substitutions of
binding sites between A and T and vice versa are
involved in fewer cases of binding site loss. In addition,
occurrences of the combination of ‘C’ and ‘G’ nucleotides
at two dependent variable positions were infrequent. The
results also suggest that substitutions between G and C
might have a stronger eﬀect on gene expression patterns,
leading to more cases of binding site loss, which partially
agrees with our results.
Conservation of functional variable positions
Positions with functional constraints are probably under
purifying selection and therefore, they might have under-
gone fewer substitutions (2). It is also known from the
work of Kotelnikova et al. (50) that in bacteria not so
frequently occurring nucleotides can be evolutionary
stable and subjected to fewer substitutions in comparison
to the number of neutral substitutions. To further verify
the reliability of our results, we considered the
evolutionary conservation of our predicted functional
positions in all seven related species of S. cerevisiae in
MYBS (20). For this, we calculated the proportion for
each nucleotide variant at functional variable position/
position-pair that is conserved in the functional group
and the corresponding proportion in the non-functional
group (see ‘Materials and Methods’ section). The signiﬁ-
cant result (P-value=9 10
 6) of one-sided Wilcoxon
Signed-Rank test showed that the conserved proportions
in the functional group are stochastically greater than that
in the non-functional group.
To examine the signiﬁcance of each nucleotide variant
corresponding to variable position/position-pair in the
functional group, we performed a one-sided two-sample
proportion test (35). In general, the proportion of a
nucleotide variant at functional variable position/
position-pair that is conserved in the functional group
was higher than the proportion in the non-functional
group. Table S2 shows the proportion of functional
position pairs and the pairs of nucleotide bases conserved
between the orthologs (the proportions of individual
positions are not shown). Approximately 40% of these
combinations were found to be conserved in orthologs
of S. cerevisiae. Among the seven TFBSs with functional
Table 3. Relationships between co-occurring TFs and functional
variable positions
TFBS Position Less-preferred More-preferred Co-TF
ABF1 4 A G MBP1
6 A TYE7
7 T CBF1
8T G REB1
9 C INO2
10 G CBF1
C HAP1
CIN5 3 T A MBP1
T A PUT3
T A SWI4
T A SWI6
4 C MBP1
C PUT3
C SWI4
C SWI6
8T A MBP1
T A PUT3
T A SWI4
T A SWI6
FHL1 8 A G RAP1
MCM1 8 T RPN4
RAP1 6 A RPN4
7 C INO2
T SUM1
SWI6 4 A C MBP1
5 A G MBP1
6 A T MBP1
Functional positional variants in TFBS motifs that are associated with
co-occurring TFs are listed. ‘TFBS’ corresponds to TFs with individual
functional variable positions. ‘Position’ is the list of individual func-
tional variable positions. ‘Less-preferred’ and ‘More-preferred’ corres-
pond to nucleotide variants that are signiﬁcantly and non-signiﬁcantly
associated with co-occurring TFs. ‘Co-TF’ is the list of co-occurring
TFs for each TF listed in the ﬁrst column of the table. The nucleotides
that matched our predictions in the ‘More-preferred’ category are
shown in bold font.
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position pairs conserved and two exhibited conservation
between orthologs at  55% of the predicted position
pairs. Thus, the position-pairs detected from our
analysis appear to be under purifying selection and have
not evolved neutrally.
Supporting evidence from TF-DNA complex structures
To check the biological consistency of our results, we
analyzed the crystal structure data of TF-DNA com-
plexes. For example, HAP1 is an asymmetric homodi-
meric DNA-binding protein, where asymmetric
dimerization helps in orienting HAP1 to identify the
speciﬁc DNA-binding site (51). HAP1 contains a
ZN2Cys6 cluster domain that binds to DNA sequences
at two DNA half sites with either an inverted
50-CGG(NN)CCG-30 orientation or an everted
50-CCG(NN)CGG-30 orientation. The nucleotides
detected by our analysis at the dependent position pairs
(2, 8) with the corresponding nucleotides (C, T) interact
with Lys-71 and Arg-57; and the nucleotide G at position
3 interacts individually with Lys-71. In addition, it is
known that the position pairs (5, 6), (5, 7) and (6, 7) in
MCM1 can form hydrogen bonds with MCM1 monomer
residues (52). In the case of the RAP1–DNA complex, the
two-domain protein binds to DNA in a tandem orienta-
tion (53). The nucleotide bases at the binding site inter-
acted in the RAP1–DNA crystal structure, which matched
our results. At the position pair (2, 7) with nucleotide
combination (C, A), ‘C’ interacted with Ser-594 of the
C-terminal tail and ‘A’ interacted with Arg-544 and Phe-
449 in domain 2. Meanwhile, for the position pair (5, 6),
interactions were observed for the residues Tyr-592 of
C-terminal tail and Thr-578 in domain 2. Next, for the
three TFs HAP1, MCM1 and RAP1, we calculated the
functional ratio, i.e. the ratio of the number of functional
variable positions in their consensus motifs that also had
interactions in their respective crystal structures to the
total number of nucleotide-amino acid interactions in
the corresponding crystal structures (Table S3). The func-
tional ratios were high. Of course, it is possible that
some or all of the functional positions predicted by our
method do not have such interactions. Nevertheless, these
crystallographic observations, though small due to the
unavailability of TF–DNA complex structures for most
TFs, do support the functionality of dependent position
pairs detected by our method.
Relationship between functional variable positions and
co-occurring TFs
We also considered the possible relationship between the
co-occurring TFs and our predicted functional variable
positions. Although most in silico studies of gene regula-
tion focus on the interaction between a TF and its binding
site, other factors are also involved in this process, e.g.
co-factors bound to the TF or interaction with other
co-occurring TFs. We focused on the latter and tried to
determine the association between co-occurring TFs and
our predicted functional variable positions. First, we
identiﬁed potential co-occurring TFs for all the variable
positions in each of the 13 TFs with individual functional
nucleotide variants listed in Figure 3. To be consistent with
the study of the relationship between variable positions
and gene expression, the target genes of each TF were
also constrained by the criteria for the ChIP-chip p-value
and phylogenetic criteria. The latter requires that each
TFBS should be conserved in at least two yeast-related
species. We further examined the relationship between
co-occurring TFs and the nucleotide composition at these
variable positions using Fisher’s exact test (34). TFs were
classiﬁed into two categories. The ﬁrst contained the
TFBSs (ABF1, CIN5 and RAP1) whose nucleotide
variants preferred to be associated with one or more co-
occurring TFs and matched our results (shown in Figure
3). The second contained TFBSs (others) whose
nucleotides preferred to be associated with co-occurring
TFs that diﬀered from our predictions (Table 3). Figure
S2 shows the results of Fisher’s exact test.
We repeated the above experiment, but excluded the
criteria for the ChIP-chip P-values (results not shown).
This was done because a ChIP-chip P-value of 0.01 or
less might constrain the set of TFBSs that we selected
for our analysis. However, there was no signiﬁcant
change in their association with co-occurring TFs. This
suggested the possibility that, in an experimental condi-
tion, the variable positions of the TFBSs in category one
could be functional only in the presence of a co-occurring
TF, while those in category two could probably maintain
their functionality in the absence of a co-occurring TF.
Variable positions with lower IC can be functional
It was proposed that invariant positions with high IC tend
to be important in gene regulation (54). To analyze the
relationship between IC and functionality of a variable
position, we calculated the ICs of all the functional
positions (both variable positions and position pairs)
from our analysis using the method described
by Wasserman et al. (55). We determined the number
of functional variable positions that had IC <1 bit of
Table 4. The frequency of each group of nucleotide variations
Nucleotide Frequency (bi,b j) Frequency
A 19 (A, A) 13
AC 7 (A, C) 4
AG 8 (A, G) 5
AT 13 (A, T) 4
C 15 (C, A) 3
G 13 (C, C) 2
T 16 (C, T) 1
(G, A) 4
(G, C) 2
(G, G) 2
(G, T) 2
(T, C) 5
(T, G) 5
(T, T) 7
‘Nucleotide’ represents the individual nucleotide types A, T, G and C;
bi and bj are the nucleotides that form functional-dependent pairs
(bi,bj); ‘Frequency’ denotes the frequency of the ‘Nucleotide’ and
nucleotide pairs (bi,bj).
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bit of information (category 2). As shown in Figure S3, for
the 28 variable positions that are functional individually,
14 of them were in the category 1 and the remaining posi-
tions were in the category 2. Among the 32 functional
position pairs, 13 had both the positions in the category
1 and 19 belonged to both categories. Also, 20 positions in
the category 1 were highly variable or truly degenerate (i.e.
all the four nucleotides represent at least to some degree).
Furthermore, the TFBSs of STB1, SWI4, SWI6, UME6,
INO2 and FHL1 lacked any highly variable positions that
were also functional, while the TFBSs of the other TFs
had one or more functional highly variable positions.
Previous studies have shown that diﬀerent rates of
nucleotide substitution at binding sites can be associated
with functionality of the TFBSs (56,57). Analysis of the
eﬀect of purifying selection on both variable and invariant
positions among the yeast species is an ongoing work and
has not been described here in detail.
CONCLUSION
In this study, we have assessed the impact of nucleotide
variation at variable positions of TFBSs on gene expres-
sion. This is a challenging problem because of incomplete
TFBS annotation and the noise inherent in gene
expression. To address the problem, we proposed a
novel method that infers the functionality of nucleotide
variations at the variable positions of TFBSs, as well
as their combinatorial eﬀects on gene expression.
Interestingly, we found a substantial proportion of TFs
with functional position variants, contradicting the pre-
vailing assumption that nucleotides in variable positions
are functionally equivalent. We also found that functional
variants are condition dependent, and that many depen-
dent position pairs have a signiﬁcant impact on gene
expression patterns. Our results are consistent with the
available experimental data and TF–DNA complex
crystal structure analysis. Finally, our ﬁndings suggest
that, in yeast, nucleotide variants at the variable positions
of TFBSs contribute to variation in gene expression.
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