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TROPICAL SPECTRAL THEORY OF TENSORS
EMMANUEL TSUKERMAN
Abstract. We introduce and study tropical eigenpairs of tensors, a generalization of the tropical spectral
theory of matrices. We show the existence and uniqueness of an eigenvalue. We associate to a tensor
a directed hypergraph and define a new type of cycle on a hypergraph, which we call an H-cycle. The
eigenvalue of a tensor turns out to be equal to the minimal normalized weighted length of H-cycles of the
associated hypergraph. We show that the eigenvalue can be computed efficiently via a linear program.
Finally, we suggest possible directions of research.
1. Background
A tensor of order m and rank n is an array A = (ai1···im) of elements of a field K (which we shall take to
be R or R = R ∪ {∞}), where 1 ≤ i1, . . . , im ≤ n. In ordinary arithmetic, given x ∈ R
n, we define
(Axm−1)i :=
n∑
i2,...,im=1
aii2···imxi2 · · ·xim .
An H-eigenpair [Qi05] of a tensor is defined as follows. Define x[m−1] = (xm−1i )i. Then an H-eigenpair is
a pair (x, λ) ∈ Pn−1 × R such that
Axm−1 = λx[m−1].
Let A be a n× n matrix with entries in the tropical semiring (R,⊕,⊙). An eigenvalue of A is a number
λ such that
A⊙ v = λ⊙ v.
The nature of tropical eigenpairs is understood in the setting of matrices ([ST13],[Tra14]) but a survey of
the literature shows no prior research on tropical eigenpairs of tensors.
Definition 1.1. A tropical H-eigenpair for a tensor (ai1···im) ∈ R
nm of order m and rank n is a pair
(x, λ) ∈ Rn/R(1, 1, . . . , 1)× R such that
n⊕
i2,...,im=1
aii2···im ⊙ xi2 ⊙ · · · ⊙ xim = λ⊙ x
m−1
i , i = 1, 2, . . . , n.(1)
We call x a tropical H-eigenvector and λ a tropical H-eigenvalue.
In the classical setting, several other definitions of eigenpairs of tensors exist. For instance, an E-eigenpair
is defined via the condition
Axm−1 = λx.
We define the tropicalization here in an analogous manner. In this paper, we focus on H-eigenpairs and
only discuss E-eigenpairs for purposes of comparison.
We take ⊕ to be min throughout.
Example 1.2. Take n = 2 and m = 3. Then a tropical H-eigenpair (x, λ) satisfies
(2)
min{a111 + 2x1, a112 + x1 + x2, a121 + x2 + x1, a122 + 2x2} = λ+ 2x1
min{a211 + 2x1, a212 + x1 + x2, a221 + x2 + x1, a222 + 2x2} = λ+ 2x2.
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Without loss of generality, we will assume from now on that all tensors are symmetric in their last m− 1
coordinates. That is,
ai1i2···im = ai1iσ(2)···iσ(m))
for all permutations σ of {2, . . . ,m}. This is because only the smallest element in each orbit plays a role in
the eigenproblem.
Example 1.3. Take n = 3 and m = 3. Then a tropical H-eigenpair (x, λ) satisfies
(3)
min{a111 + 2x1, a112 + x1 + x2, a113 + x1 + x3, a122 + 2x2, a123 + x2 + x3, a133 + 2x3} = λ+ 2x1
min{a211 + 2x1, a212 + x1 + x2, a213 + x1 + x3, a222 + 2x2, a223 + x2 + x3, a233 + 2x3} = λ+ 2x2
min{a311 + 2x1, a312 + x1 + x2, a313 + x1 + x3, a322 + 2x2, a323 + x2 + x3, a333 + 2x3} = λ+ 2x3.
2. Main Results
We show that
Theorem 2.1. A tensor A ∈ Rn
m
has a unique tropical H-eigenvalue λ(A) ∈ R.
The result is all the more striking when compared with the situation of E-eigenpairs. Experimentally, in
5000 runs of randomly generated symmetric 3× 3× 3-tensors, we obtained the following distribution on the
number of tropical E-eigenpairs (from 0 eigenpairs to 7): [0, 4007, 7, 950, 0, 6, 1, 29].
Uniqueness and existence for tropical H-eigenpairs can be extended to the case when A ∈ R
nm
under
suitable technical assumptions:
Theorem 2.2. Let A ∈ R
nm
and assume that for each i = 1, 2, . . . , n, the sets
Si := {{i
(i)
2 , . . . , i
(i)
m } : aii(i)2 ···i
(i)
m
6=∞}
are nonempty and mutually equal. Then A has a unique tropical H-eigenvalue λ(A) ∈ R.
Surprisingly, it turns out that the H-eigenvalue is a solution to a much simpler problem given by a linear
program which can be interpreted as merely requiring that λ(A) be a subeigenvalue. This turns out to be a
consequence of a special property of the H-cycle polytope (to be defined later).
Theorem 2.3. Assume the hypotheses of Theorem 2.2. The solution to the linear program
(4)
maximize λ
subject to ai1i2···im + xi2 + . . .+ xim ≥ λ+ (m− 1)xi1 , ∀(i1, i2, . . . , im) ∈ [n]
m
is equal to the H-eigenvalue of A. Dually, the H-eigenvalue of A is given by
(5)
minimize
∑
(i1,i2,...,im)∈[n]m
ai1i2···imyi1i2···im
subject to
∑
(i1,i2,...,im)∈[n]m
yi1i2···im((m− 1)ei1 − ei2 − . . .− eim) = 0∑
(i1,i2,...,im)∈[n]m
yi1i2···im = 1
yi1i2···im ≥ 0.
For matrices (m = 2), the dual problem has the interpretation of giving the minimal normalized length
of any directed cycle in the weighted directed graph associated to the matrix A. Motivated by this, we
associate to a tensor A a weighted F -hypergraph.
We summarize the relevant notions concerning directed hypergraphs (for more on directed hypergraphs,
see [AFF01, GLPN93]). For us, a directed hypergraphH will be a pair (V, E) where V is a set of nodes and E ,
the set of hyperedges, consists of pairs of multisets of nodes. An F-hyperedge is a hyperedge e = (T (e), H(E))
such that |T (e)| = 1. An F-hypergraph is a directed hypergraph whose edges are F-hyperedges.
Definition 2.4. Given a tensor A of order m and rank n, we associate to it a weighted F-hypergraph
E(A) := {(i1, {i2, i3, . . . , im}) : ij ∈ [n] ∀j = 1, 2, . . . ,m}
whose vertices are V (A) := [n], hyperarcs are E(A) := {(i1, {i2, i3, . . . , im}) : ij ∈ [n] ∀j = 1, 2, . . . ,m} and
weights are given by W (A)((i1, {i2, . . . , im}) = ai1i2···im .
Our study of H-eigenpairs motivates us to define the following type of cycle for an F-hypergraph whose
hyperarc heads are of the same size.
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Definition 2.5. Let H = (V, E) be an F-hypergraph. An H-cycle in H is sequence
{(v
i
(1)
1
, {v
i
(1)
2
, . . . , v
i
(1)
m
}), (v
i
(2)
1
, {v
i
(2)
2
, . . . , v
i
(2)
m
}), . . . , (v
i
(r)
1
, {v
i
(r)
2
, . . . , v
i
(r)
m
})}
of hyperedges, such that the following combinatorial condition holds:
r∑
j=1
(m− 1)e
i
(j)
1
− e
i
(j)
2
− . . .− e
i
(j)
m
= 0.
We note that any tight cycle is also an H-cycle.
In this language, λ(A) is equal to the minimal normalized weighted length of any H-cycle of H(A).
Finally, we introduce and study the H-cycle polytope, which is the feasible set of the linear program (4).
Definition 2.6. The H-cycle Polytope Hn,m is the polytope in R
nm defined by the inequalities


∑
(i1,i2,...,im)∈[n]m
yi1i2···im((m− 1)ei1 − ei2 − . . .− eim) = 0∑
(i1,i2,...,im)∈[n]m
yi1i2···im = 1
yi1i2···im ≥ 0.
The Fundamental H-cycles are the vertices of Hn,m.
The H-cycle polytope is a generalization of the normalized cycle polytope [Tra14] but turns out to be
more complicated for m > 2. For instance, the vertices are no longer normalized characteristic functions of
subsets of the edges (see Example 5.1). Nevertheless, we show that it has the following nice property, which
explains Theorem 2.3.
Theorem 2.7. Let y ∈ Rn
m
be a vertex of the H-cycle polytope Hn,m. Then y has at most one nonzero
entry of the form yji2···im for each j = 1, 2, . . . , n. There exist vertices with n nonzero entries.
3. H-eigenvalues of Tensors
Our setup is that of Theorem 2.2:
Restatement of Theorem 2.2. Let A ∈ R
nm
and assume that for each i = 1, 2, . . . , n, the sets
Si := {{i
(i)
2 , . . . , i
(i)
m } : aii(i)2 ···i
(i)
m
6=∞}
are nonempty and mutually equal. Then A has a unique tropical H-eigenvalue λ(A) ∈ R.
We begin by proving uniqueness of the H-eigenvalue. The main tool for the proof is to use Gordan’s
Theorem [BL06, Theorem 2.2.1] which states that for a matrix M
either ∃x ∈ Rn+ \ {0} such that Mx = 0, or ∃y ∈ R
n such that M ty > 0.
The main idea in the proof is to perform Gaussian elimination using only additions of positive scalar multiples
of rows.
Proposition 3.1. Let λ be a tropical H-eigenvalue of the tensor A = (ai1···im). For all (i1, i2, . . . , im) ∈ [n]
m,
define the column vector
vi1···im := −(m− 1)ei1 + ei2 + . . .+ eim
and let M be the matrix whose columns are vi1···im . Then
(6) λ =


minimize
∑
i1···im
ai1···imci1···im
subject to Mc = 0
1tc = 1
c ≥ 0.


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Proof. Let x = (x1, . . . , xn)
t. If λ is an H-eigenvalue, then we can write
λ = a
ii
(i)
2 ···i
(i)
m
+ xtv
ii
(i)
2 ···i
(i)
m
, i = 1, 2, . . . , n,
for a
ii
(i)
2 ···i
(i)
m
∈ R. We show that there exists c ≥ 0, c 6= 0, such that
n∑
i=1
civii(i)2 ···i
(i)
m
= 0.(7)
Form the matrix W whose columns are v
ii
(i)
2 ···i
(i)
m
. We would like to show that there exists c ∈ Rn+ \ {0} such
that Wc = 0. Applying Gordan’s Theorem, we will show that the alternative ∃y ∈ Rn such that W ty > 0
leads to a contradiction. We do so as follows. If W t has a zero row, then we are done. So assume otherwise.
We show that we can bring the matrix W t to row echelon form using the operation of adding to a row a
positive scalar multiple of another row. This preserves the positivity condition. Since W t is not of full rank
(the sum of columns adds to zero), this will prove the claim.
Observe that an entry ofW t is negative if and only if it lies along the diagonal. Let ri = (ri1, ri2, . . . , rin), i =
1, 2, . . . , n denote the rows of V t. We may add positive scalar multiples of r1 to all the remaining rows so as
to zero out ri1 for each i ≥ 2. In doing so, either: the (2, 2) entry of W
t remains negative, or the second row
of W t is now zero. To see why this is so, note that the sum of entries of r2 must be zero, while the entries
(2, 3), . . . , (2, n) are nonnegative. We proceed in this manner, adding a positive multiple of ri to ri+1 until
W t has reached row echelon form. The existence of c ≥ 0, c 6= 0 satisfying (7) now follows.
We then have
n∑
i=1
ciλ =
n∑
i=1
ciaii(i)2 ···i
(i)
m
+
n∑
i=1
cix
tv
ii
(i)
2 ···i
(i)
m
=
n∑
i=1
ciaii(i)2 ···i
(i)
m
,
so that
λ ≥


minimize
∑
i1···im
ai1···imci1···im
subject to Mc = 0
1tc = 1
c ≥ 0

 .
Conversely, from (1), we have
λ ≤ ai1···im + x
tvi1···im
for every choice of indices. Suppose that c ∈ kerM, c ≥ 0 and 1tc = 1. Then, in particular,∑
i1···im
ci1···imvi1···im = 0.
Since c ≥ 0,
(
∑
i1···im
ci1···im)λ(A) ≤
∑
i1···im
ci1···imai1···im +
∑
i1···im
ci1···imx
tvi1···im =
∑
i1···im
ci1···imai1···im .
It follows that
λ ≤ min
c∈kerM
c≥0,1tc=1
∑
i1···im
ci1···imai1···im .
✷
Next we show the existence of an H-eigenpair. The idea of the proof is to consider a tropical analogue of
the proof of the Perron-Frobenius Theorem. For a reference on the Perron-Frobenius Theory of tensors, see
[CPZ08].
For the proof of existence, we will be needing the following lemma, which implies that in tropical arith-
metic, the ratio of two polynomials with the same support is bounded.
Lemma 3.2. Let ci, di, Ai ∈ R for 1 ≤ i ≤ k. Then
min
i
ci − di ≤ min
i
{ci +Ai} −min
i
{di +Ai} ≤ max
i
ci − di.
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Proof. Suppose that
min
i
{ci +Ai} = ci + pi(x), min
i
{di +Ai} = dj + pj(x).(8)
By (8), ci +Ai ≤ cj +Aj and dj +Aj ≤ di +Ai. Therefore
min
i
{ci +Ai} −min
i
{di +Ai} = ci − dj +Ai −Aj ≤ cj − dj ,
and similarly ci − dj +Ai −Aj ≥ ci − di. ✷
Proposition 3.3. For any tensor A satisfying the hypotheses of Theorem 2.2, there exists a tropical H-
eigenpair.
Proof. Let S := Si. Define F : TP
n−1 → TPn−1 by
F (x)i =
⊕
{i2,...,im}∈S
aii2···im ⊙ xi2 ⊙ · · · ⊙ xim
m− 1
.
Using the equivalence relation on TPn−1, we can view this map as a map F : Rn−1 → Rn−1 by
F (x1, x2, . . . , xn−1)i =
⊕
{i2,...,im}∈S
aii2···im ⊙ xi2 ⊙ · · · ⊙ xim −
⊕
{i2,...,im}∈S
ani2···im ⊙ xi2 ⊙ · · · ⊙ xim
m− 1
for 1 ≤ i ≤ n− 1. By Lemma 3.2, each coordinate of F is bounded. Thus F is a continuous mapping of a
convex set of Rn−1 into a bounded closed subset of Rn−1, and consequently has a fixed point. This condition
translates to having, for each 1 ≤ i ≤ n− 1,
⊕
{i2,...,im}∈S
aii2···im ⊙ xi2 ⊙ · · · ⊙ xim =
⊕
{i2,...,im}∈S
ani2···im ⊙ xi2 ⊙ · · · ⊙ xim + (m− 1)xi,
i.e., the existence of an H-eigenpair (here xn is normalized to zero). ✷
Remark 3.4. The proof of existence can be easily adopted to tropical E-eigenpairs; one simply replaces the
function
F (x)i =
⊕
{i2,...,im}∈S
aii2···im ⊙ xi2 ⊙ · · · ⊙ xim
m− 1
with
F (x)i =
⊕
{i2,...,im}∈S
aii2···im ⊙ xi2 ⊙ · · · ⊙ xim .
Next we show that the H-eigenvalue of a tensor can be computed via a linear program.
Restatement of Theorem 2.3. Assume the hypotheses of Theorem 2.2. The solution to the linear
program
(9)
maximize λ
subject to ai1i2···im + xi2 + . . .+ xim ≥ λ+ (m− 1)xi1 , ∀(i1, i2, . . . , im) ∈ [n]
m
is equal to the H-eigenvalue of A. Dually, the H-eigenvalue of A is given by
(10)
minimize
∑
(i1,i2,...,im)∈[n]m
ai1i2···imyi1i2···im
subject to
∑
(i1,i2,...,im)∈[n]m
yi1i2···im((m− 1)ei1 − ei2 − . . .− eim) = 0∑
(i1,i2,...,im)∈[n]m
yi1i2···im = 1
yi1i2···im ≥ 0.
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Proof. The dual problem to (9) is
(11)
minimize
∑
(i1,i2,...,im)∈[n]m
ai1i2···imyi1i2···im
subject to
∑
(i1,i2,...,im)∈[n]m
yi1i2···im((m− 1)ei1 − ei2 − . . .− eim) = 0∑
(i1,i2,...,im)∈[n]m
yi1i2···im = 1
yi1i2···im ≥ 0.
The primal problem is feasible, since we can take xi = 0 ∀i ∈ [n] and λ = min(i1,i2,...,im)∈[n]m ai1i2···im . The
problems (6) and (10) are identical, hence feasible, and so the result follows by Proposition 3.1. ✷
For matrices (m = 2), the dual problem has the interpretation of giving the minimal normalized length
of any directed cycle in the weighted directed graph associated to the matrix A. Motivated by this, we
associate to a tensor A a weighted directed hypergraph. Now follows a brief summary of the relevant notions
concerning directed hypergraphs (for more on directed hypergraphs, see [AFF01, GLPN93]).
For us, a directed hypergraphH will be a pair (V, E) where V is a set of nodes and E , the set of hyperedges,
consists of pairs of multisets of nodes. An F-hyperedge is a hyperedge e = (T (e), H(E)) such that |T (e)| = 1.
An F-hypergraph is a directed hypergraph whose edges are F-hyperedges.
Restatement of Definition 2.4. Given a tensor A of order m and rank n, we associate to it a weighted
F-hypergraph H(A) = (V (A), E(A),W (A)) whose vertices are V (A) := [n], hyperarcs are
E(A) := {(i1, {i2, i3, . . . , im}) : ij ∈ [n] ∀j = 1, 2, . . . ,m}
and weights are given by W (A)((i1, {i2, . . . , im}) = ai1i2···im .
The linear program (5) motivates us to define the following type of cycle.
Restatement of Definition 2.5. Let H = (V, E) be an F-hypergraph. An H-cycle in H is sequence
{(v
i
(1)
1
, v
i
(1)
2
, . . . , v
i
(1)
m
), (v
i
(2)
1
, v
i
(2)
2
, . . . , v
i
(2)
m
), . . . , (v
i
(r)
1
, v
i
(r)
2
, . . . , v
i
(r)
m
)}
of hyperedges, such that the following combinatorial condition holds:
r∑
j=1
(m− 1)e
i
(j)
1
− e
i
(j)
2
− . . .− e
i
(j)
m
= 0.
Recall that a tight cycle in a hypergraph is a sequence of edges of the form
{(v1, v2, . . . , vk), (v2, v3, . . . , vk+1), . . . , (vr−k+1, . . . , vr−1, vr), (vr−k+2, . . . , vr, v1), . . . , (vr, v1, . . . , vk−1)},
with the vertices not necessarily distinct. Any tight cycle is also an H-cycle. Indeed, considering indices
modulo r,
r∑
j=1
(m−1)evj−evj+1− . . .−evj+m−1 = (m−1)(ev1+ . . .+evr)−(ev1 + . . .+ evr)− . . .− (ev1 + . . .+ evr)︸ ︷︷ ︸
m-1 times
= 0.
In this language, (5) shows that λ(A) is equal to the minimal normalized weighted length of any H-cycle
of H(A).
4. H-eigenvalues of Symmetric Tensors
In this section, we specialize the results of section 3 to symmetric tensors.
Proposition 4.1. For a symmetric tensor A ∈ Rn
m
,
λ(A) = min
i1i2···im
ai1i2···im .
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Proof. Consider the system (4) for an H-eigenpair. Set ∆i,j = xi − xj . In this notation, we have
ai1i2···im +∆i2,i1 +∆i3,i1 + . . .+∆im,i1 ≥ λ(A) ∀i1, . . . , im ∈ [n].
In particular, for every σ ∈ Sm, we have
λ(A) ≤ aiσ(1)iσ(2) ···iσ(m) +∆iσ(2) ,iσ(1) +∆iσ(3) ,iσ(1) + . . .+∆iσ(m) ,iσ(1) .
Summing such inequalities over Sm and using the symmetry of A shows that λ(A) ≤ mini1i2···im ai1i2···im .
Taking xi = 0 ∀i = 1, 2, . . . , n in (4) and λ = mini1i2···im ai1i2···im yields the result. ✷
Proposition 4.2. Suppose that A is a symmetric tensor with minimum entries ai1i2···im having the same
set of indices I = {i1, i2, . . . , im}. If x is an eigenvector of A, then
(1) xi = xj for each i, j ∈ I.
(2) xi ≤ xj for each i ∈ I and j 6∈ I.
Proof. Let xk = minl xl. For some choice of indices k2, . . . , km,
akk2···km +∆k2,k +∆k3,k + . . .+∆km,k = λ.
By choice of k, ∆k,kl ≥ 0 for l = 2, 3, . . . ,m. By Proposition 4.1, we must have ∆k,kl = 0 for each l. Since
λ(A) is equal to the minimum entry of A, akk2···km is a minimum element. Since a minimum element aj1···jm
has indices I, {k, k2, . . . , km} = I. This shows (1). Part (2) follows from k ∈ I, xk being minimal and part
(1). ✷
5. H-cycle Polytope
Restatement of Definition 2.6. The H-cycle Polytope Hn,m is the polytope in R
nm defined by the
inequalities 

∑
(i1,i2,...,im)∈[n]m
yi1i2···im((m− 1)ei1 − ei2 − . . .− eim) = 0∑
(i1,i2,...,im)∈[n]m
yi1i2···im = 1
yi1i2···im ≥ 0.
In view of (5), we can interpret tensors as linear functionals on the H-cycle polytope.
The H-cycle polytope is a generalization of the normalized cycle polytope [Tra14] but turns out to be
more complicated for m > 2. For instance, the vertices are no longer normalized characteristic functions
of subsets of the edges, as the following example shows. Nevertheless, we will show that it has some nice
properties.
Example 5.1. Consider the tensor whose entries are all zero except for a132 = a213 = a322 = −1. Taking
y132 =
2
9
, y213 =
4
9
, y322 =
3
9
, yijk = 0 for all remaining indices(12)
we see that the dual problem (5) attains a value of −1. The primal problem (4) also has a feasible point
attaining the value −1: we take λ = −1 and xi = 0 for each i. It is easy to check that (12) is a vertex (not
only a face) of the H-cycle polytope.
The following result shows that the coordinate vectors of the vertices of the H-cycle polytope have some
nice structure.
Restatement of Theorem 2.7. Let y ∈ Rn
m
be a vertex of the H-cycle polytope Hn,m. Then y has at
most one nonzero entry of the form yji2···im for each j = 1, 2, . . . , n. There exist vertices with n nonzero
entries.
8 EMMANUEL TSUKERMAN
Proof. Let y be a vertex of Hn,m. Take a linear functional A = (ai1i2···am) whose restriction to Hn,m is
minimized on, and only on, y. This minimum value is equal to λ∗, the solution to the linear program (5).
By Theorem 2.3, the value λ(A) is attained by a tropical H-eigenvector of the tensor A. From the proof of
Proposition 3.1, we see that the tropical H-eigenvector λ can be written as
λ =
n∑
i=1
ciaii(i)2 ···i
(i)
m
, c ∈ Hn,m.
It follows that y
ii
(i)
2 ···i
(i)
m
= ci and the remaining entries of y are zero.
Next we show that a vertex with n nonzero entries exists. Consider the (one-sided) infinite sequence
s = {1, 2, . . . , n}.
We take y to have an entry of 1
n
at position (sj , sj+1, . . . , sj+m) for j = 1, 2, . . . , n, and zero otherwise. We
also take the linear functional A to have entries of −1 at these positions and zeros otherwise. To see that
y ∈ Hn,m, write sj = j − n⌊
j−1
n
⌋. Then
∑
(i1,i2,...,im)∈[n]m
yi1i2···im((m− 1)ei1 − ei2 − . . .− eim)
=
n∑
j=1
1
n
((m− 1)ej−n⌊ j−1
n
⌋ − ej+1−n⌊ j
n
⌋ − . . .− ej+m−n⌊ j+m−1
n
⌋)
=
1
n
((m− 1)(e1 + . . .+ en)− (e1 + . . .+ en)− . . .− (e1 + . . .+ en)) = 0.
The dual problem (5) takes on the value −1. The primal problem (4) has a solution λ = −1, xi = 0 ∀i. This
shows that y lies on a face of Hn,m. To see that it is a vertex, note that by the rearrangement inequality,
any other minimizer must have support contained in the support of y. We show that the matrix W whose
columns are (m−1)ej−n⌊ j−1
n
⌋−ej+1−n⌊ j
n
⌋− . . .−ej+m−n⌊ j+m−1
n
⌋, j = 1, 2, . . . , n, has rank n−1. This implies
that the kernel is 1-dimensional, so that y is indeed a vertex. Write m = an+ r, 1 ≤ r ≤ n. The matrix W
is the circulant matrix whose first row is (a− (m− 1))et1 + (a+ 1)e
t
2 + . . .+ (a+ 1)e
t
r + ae
t
r+1 + . . .+ ae
t
n).
The associated polynomial is
f(x) = a− (m− 1) + (a+ 1)x+ . . .+ (a+ 1)xr−1 + axr + . . .+ axn
= a− (m− 1) + x+ . . .+ xr−1 + a(x+ . . .+ xn−1).
It is known that the rank of a circulant matrix is equal to n− d, where d is the degree of gcd(f(x), xn − 1)
[Ing56]. We show that the only common root to both polynomials is x = 1. We have
f(1) = a− (m− 1) + r − 1 + a(n− 1) = 0.
Let ξ 6= 1 be an nth root of unity. Then
f(ξ) = −m+ 1 + ξ + . . .+ ξr−1 =
1− ξr
1− ξ
−m.
We see that f(ξ) 6= 0 for m ≥ 2. ✷
Corollary 5.2. Let sj = j − n⌊
j−1
n
⌋. The cycle whose edges are
{(s1, s2, . . . , s1+m), (s2, s3, . . . , s2+m), . . . , (sn, sn+1, . . . , sn+m)}
is a vertex of the H-cycle polytope Hn,m.
Proof. This is a consequence of the proof of Theorem 2.7. ✷
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6. Future Directions
One direction deserving of study is the theory of the H-eigenvectors of a tensor. For non-generic tensors,
there may be infinitely many nonequivalent H-eigenvectors. However, for generic tensors, one expects a
unique H-eigenpair.
Another direction of study is properties of the H-cycle polytope. For instance, as a start it would be of
interest to understand the set of vertices better: its cardinality and characteristics. Next one may study the
facial structure more generally.
It is also of interest to understand the relationship between the classical H-eigenpairs of a tensor and the
tropical ones. For instance, to which classical H-eigenpairs do tropical ones lift.
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