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Ž .Let B, v be a Bernstein algebra over a field of zero characteristic and
ŽÇ ÇB s eF q U q Z a Peirce decomposition. Regular algebras that is Bernsteine e
2 . Ž 2 .algebras in which U Z s Z s 0 and exclusive algebras U s 0 satisfyinge e e e
U Z s 0 will be considered. Generators of the ideal of polynomial identities fore e
these two classes of Bernstein algebras will be given. Q 1998 Academic Press
1. INTRODUCTION
Ž .Let A be an algebra over a field F and let f x , . . . , x be a polynomial1 n
Žin absolutely free variables x , . . . , x , i.e., an element of a free non-1 n
. ² : w xassociative algebra F X with an infinite set of free generators X 11 .
Ž .We call f an identity of A, if f a , . . . , a s 0 for any a , . . . , a g A.1 n 1 n
Ž . ² :The set of all identities T A : F X of an algebra A is a fully
² :characteristic ideal of the algebra F X , i.e., it is an ideal invariant under
² :any algebra endomorphism of F X ; we also call it a T-ideal. A subset
Ž . Ž .S : T A is said to be a set of generators of identities of A if T A is the
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minimal T-ideal containing S. This means that any identity f of A is a
consequence of identities in S, i.e., f can be obtained consequently from S
by means of replacing of variables with polynomials, multiplication by
polynomials and linear combination. A minimal set of generators is called
a base of identities of A.
Let B be a commutative algebra and let v be a nontrivial homomor-
Ž .phism from B to the ground field F. Then the pair B, v is called a baric
Ž w x. Ž .algebra see 9 . If the baric algebra satisfies the baric identity
2 22 2x s x v x , 1Ž . Ž . Ž .
it is said to be a Bernstein algebra. Polynomial identities as additional
finiteness conditions are useful in various subclasses of baric algebras, in
Ž w x.particular, in Bernstein algebras see 2, 3, 1 .
In this paper we will describe polynomial identities of a Bernstein
Ž . Ž .algebra B, v of dimension F 3 in terms of generators of T B over a
field of characteristic zero.
Ž w x.It is known e.g., 6, 9 that a Bernstein algebra has an idempotent e and
Ç Ça Peirce decomposition relative to e, B s eF q U q Z , where U s x ge e e
1< 4  < 4ker v ex s x , Z s x g ker v ex s 0 , and the following relations hold:e2
U 2 ; Z , U Z ; U , Z 2 ; U . 2Ž .e e e e e e e
Since the field F is infinite, any T-ideal is homogeneous, and, therefore,
we may assume that F is algebraically closed. It is easy to prove that the
Çonly non-associative Bernstein algebra of dimension two is B s Fe q Fu,2
where e s e2, eu s 1r2u and u2 s 0. In the preliminary section we will
Ž .get a set of generators of T B and recall some results about irreducible2
linear representations of the symmetric group which will be useful in the
next sections.
Ž .A Bernstein algebra B, v is said to be regular if for any x g B
x 2 y s xyv x . 3Ž . Ž .
In terms of the Peirce decomposition this means that
U Z s Z 2 s 0e e e
for some idempotent e g B. A basic example is the zygotic algebra
Ž . w xM , v for simple Mendelian inheritance 9 . This algebra is three dimen-3
12 2Çsional M s Fe q Fu q Fz and multiplication table e s e, eu s u, u s3 2
z. In the third section we will prove that any regular Bernstein algebra
Ž .satisfies all identities of M and find a finite list of generators of T M .3 3
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The final section is devoted to identities of a subclass of Bernstein
algebras M defined by the conditions
U Z s U 2 s 0. 4Ž .e e e
We will prove that any such a Bernstein algebra satisfies all identities of a
Ž . Ž 2Ç Çthree dimensional algebra B , v B s Fe q Fu q Fz, u s uz s 0,3 3
2 . Ž .z s u and we will give a list of generators of T B . The class M is3
contained in the exceptional Bernstein algebras which are Bernstein
algebras such that U 2 s 0. Note that there is an example of an exceptionale
w xBernstein algebra which has no a finite base of identities 1 .
w xSimilar results in other classes of algebras were obtained in 7, 8 .
2. PRELIMINARY RESULTS
Recall that all algebras in this paper are commutative, i.e., satisfying the
identity
xy s yx . 5Ž .
Ž . Ž . Ž .Denote by x, y, z the associator xy z y x yz , then in any commuta-
tive algebra the following identities hold
x , y , z s y z , y , x , 6Ž . Ž . Ž .
x , y , z q y , z , x q z , x , y s 0. 7Ž . Ž . Ž . Ž .
We start with identities of the algebra B s Fe q Fu.2
Ž . Ž .THEOREM 2.1. The ideal of identities T B is generated by 5 and2
x , yt , s s 2 x , y , s t , 8Ž . Ž . Ž .
x , y , st s x , y , s t q x , y , t s, 9Ž . Ž . Ž . Ž .
x , y , r ? ts s 2 x , y , r t ? s. 10Ž . Ž . Ž .
Ž .Proof. Notice that 8]10 are multilinear, hence, it suffices to check
them for the base elements e, u. For example, notice that since u2 s 0, if
we substitute two or more variables by u in any polynomial, it is zero, and
Ž . Ž . Ž .if x s s, then x, y, s t s x, yt, s s 0. Hence in 8 the only possible
Ž . Ž .nonzero substitution has tsyse, but x, y, s gFu, so 2 x, e, s es
Ž . Ž .x, e, s and 8 holds. In a similar way one may prove the other identities.
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If we consider the quotient of the commutative free algebra by the ideal
generated by the associators, we get an associative algebra, so any multilin-
Ž . ² : Ž .ear polynomial f s f x , . . . , x g F X modulo 5 has the form1 n
a x R ??? R q b u , ¤ , w R ??? R , 11Ž . Ž .Ý1 x x i i i i a b2 n i i
i
where R is the right multiplication operator, a , b g F and u , ¤ , w ,x i i i ii
² : Ž . Ž . Ž .a , . . . , b are monomials in variables in X . Thanks to 6 , 7 , and 9 wei i
Ž .may assume that u , ¤ , w g X ; also, by means of 10 we may reducei i i
Ž . Ž .degree of a . Moreover, from 10 and 5 it follows thati
x , y , z t ? s s x , y , z s ? t , 12Ž . Ž . Ž .
Ž . Ž .thus, by 8 and 12
1
x , y , z R ??? R R R s x , yR ??? R , z R RŽ . Ž .u u ¤ w u u ¤ wi1 i 1 i2
1
s x , yR ??? R , z R RŽ .u u w ¤i 1 i2
s x , y , z R ??? R R R .Ž . u u w ¤1 i
Then we may permute variables outside the associator, hence, we may
replace all a , . . . , b by variables and put them in order.i i
Ž . Ž .Notice that by 5 and 8
x , y , s t s x , t , s y 13Ž . Ž . Ž .
Ž .  4 Ž .By 13 , we can include x in u , ¤ , w for each i; moreover, by 7 ,1 i i i
 4  4x g u , w , hence, x also lies in u , ¤ , w . Finally, in the summand1 i i 2 i i i
x , x , x R ??? R R ??? RŽ .1 i 2 x x x x3 iy1 iq1 n
Ž .we can permute x and x modulo 13 , hence, f is equal toi 3
a x R ??? R q b x , x , x R ??? RŽ .1 x x 1 3 2 x x2 n 4 n
n
q b x , x , x R ??? R R ??? R .Ž .Ý i 1 2 i x x x x3 iy1 iq1 n
is3
Let x s e for all i, then f s a e and, hence, a s 0. Next, if we puti
ny1x s u for a fixed i G 3 and x s e for each j / i, then f s 1r2 b u, so,i j i
b s 0 for all i G 3. Finally, the substitution x s u and x s e for j G 2i 1 j
yields b s 0 and the theorem is proved.
BERNAD ET AL.668
Ž .Let f s f x , . . . , x be an identity of an algebra A, then for any1 n
permutation s g S the polynomialn
s f x , . . . , x [ f x , . . . , xŽ . Ž . Ž .1 n s Ž1. s Žn.
is also an identity of A. Hence, the S -submodule generated by f lies inn
Ž .T A , can be decomposed into direct sum of irreducible submodules, and
Ž w x.their structure can be described by means of Young diagrams e.g. 4 .
Ž .A partition of a natural n g N is a sequence n , . . . , n , where n G1 k i
k Ž .n and Ý n s n. A Young tableau associated to the n , . . . , n is aiq1 is1 i 1 k
figure consisting of cells, where the i-th row has n cells. If we distributei
the numbers 1, . . . , n into the cells in some way, we get a Young diagram
Ž .D*. Let P Q be the subgroup of elements in S which leaveD* D* n
Ž .invariant all rows columns of D*. We assign to a Yong diagram D* an
w xelement of the group algebra F Sn
q
e s y1 pq. 14Ž . Ž .ÝD*
pgP , qgQD* D*
w x w x w xIt is known 4 that F S e is a minimal left ideal of F S and,n D* n
therefore, an irreducible S -module. Also, any irreducible S -module hasn n
such a form.
3. IDENTITIES OF REGULAR BERNSTEIN ALGEBRAS
In this section we describe identities of regular Bernstein algebras. Let
us denote N the variety of algebras generated by regular Bernstein
algebras.
THEOREM 3.1. Any regular Bernstein algebra satisfies all identities of M .3
Ž .Proof. Take a B, v g N and consider a Peirce decomposition B s
Fe q U q Z , where Z 2 s U Z s 0. Suppose that there is a multilineare e e e e
Ž . Ž . Ž .f s f x , . . . , x g T M _ T B . Hence, for some x , . . . , x g B we1 n 3 1 n
Ž .have f x , . . . , x / 0, hence, we may assume that B is generated by e1 n
Ž .and x , i s 1, . . . , n; in particular, dim B - ‘.i
Notice that any subspace Z : Z is an ideal of B and BrZ is a regulare
Ž .Bernstein algebra. Let dim Z s n, take subspaces Z , . . . , Z of Z ofe 1 n e
codimension 1 and F n Z s 0. Then B is isomorphic to a subdirectis1 i
Ž Ž ..product of Bernstein algebras B [ BrZ where dim Z B s 1.i i e i
Ž . n Ž . Ž .Notice that T B s F T B , hence, f f T B for some i, and weis1 i i
may assume that dim Z s 1, Z s Fz. Choose a base of U : u , . . . , u ,e e e 1 m
Ž .u u s a z; the matrix L s mat a is symmetric, hence, we may changei j i j i j
the base of U and reduce L to the diagonal form, i.e., u u s d a z,e i j i j i
where d is the Kronecker symbol and, since F is algebraically closed,i j
 4a s 1 or a s 0. Also, since f is multilinear, x g e, z, u , . . . , u . Ob-i i i 1 m
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 4 Žserve that there is u such that x g e, z, u for all i s 1, . . . , n in otherj i j
 4case, x g e, z, u , u and any evaluation of a polynomial with two differ-i j h
.ent elements u , u is zero, since u u s 0 . If a / 0, then Fe q Fu q Fzj h j h i j
is isomorphic to M ; for a s 0 the f is also an identity of M .3 i 3
Ž .Let T N be the set of identities which hold in any regular Bernstein
Ž . Ž . Ž . w xalgebra, then T N s T M . From 3 and 10 it follows that N satisfies3
the Jordan identity
x 2 y x s x 2 yx . 15Ž . Ž .Ž .
Ž .Now we will find generators of T N .
Ž . Ž . Ž .THEOREM 3.2. Any identity of N and M is a consequence of 5 , 15 ,3
and the following identities:
x , y , z 2 t s 2 x , y , z z ? t , 16Ž . Ž .Ž .
x , y , z t ? r s x , t , z y ? r , 17Ž . Ž . Ž .
x , x , y2 s 2 x , y , y x , 18Ž . Ž .Ž .
x , y , z t q t , y , x z q z , y , t x s 0. 19Ž . Ž . Ž . Ž .
We will break down the proof in several steps.
Ž .LEMMA 3.3. Let f s f x , x , x , x , . . . , x be a multilinear polynomial1 2 3 4 n
skew-symmetric with respect to the pairs x , x and x , x . Then fx g1 2 3 4 nq1
Ž .T M .3
Ž .Also, if f is skew-symmetric with respect to x , x , x , then f g T M .1 2 3 3
Proof. Let x , . . . , x be elements in M . We will show that f s1 n 3
Ž .f x , . . . , x belongs to the subspace Z of M . The polynomial f is1 n 3
multilinear, so we may assume that x , . . . , x are elements of the base1 n
e, u, z of M . Since f is skew-symmetric in x , x and x , x , and UZ q3 1 2 3 4
2Z s 0, the f is not equal to 0 only for x s e, x s u, x s e, x s u, and1 2 3 4
Ž .x s e, j G 5. Hence, f g Z and since M Z s 0, we get fx g T M .j 3 nq1 3
The second statement can be proven in the same way.
Ž .LEMMA 3.4. The identities 16]19 hold in any regular Bernstein algebra.
Also, the identities
x , s, z y t ? r y x , s, z t y ? r s 0, 20Ž . Ž . Ž .
x , y , z R 2 R y 2 x , y , z R2R s 0 21Ž . Ž . Ž .t s t s
Ž . Ž . Ž .are consequences of 5 , 15 , and 16]19 .
Ž . Ž .Proof. The polynomial x, y, z t y x, t, z y is skew-symmetric with
Ž . Ž .respect to x, z and y, t, hence, by Lemma 3.3, 17 holds in N. Next, 19 is
skew-symmetric in x, z, t, hence, by Lemma 3.3, it is also an identity of
regular algebras.
Ž 2 . Ž . 2 Ž 2 . Ž .Notice that x, x, y s 1r2 xyv xy y 1r2 y v x and x, y, y x s
Ž . Ž . 2 Ž 2 . Ž . Ž .1r4 xy v xy y 1r4 y v x , by 3 . This yields 18 .
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Ž .The complete linearization of 3 is equal to
2 x ? yz s xzv y q xyv z ; 22Ž . Ž . Ž .
hence,
2 x , y , z s 2 xy z y 2 x yz s yzv x y yxv zŽ . Ž . Ž . Ž . Ž .
and
12 2 2x , y , z t s yz v x y yxv z tŽ . Ž .Ž . Ž .2
1 1s yzv x y yxv z tv z s x , y , z tv zŽ . Ž . Ž . Ž . Ž .2 2
ŽŽ .. Ž .in M . On the other hand, v x, y, z s 0, hence, modulo 223
22 1x , y , z z ? t s x , y , z tv z ,Ž . Ž . Ž .2
Ž .therefore, 16 is valid in N.
Ž w x.Next, in any Jordan algebra e.g., 11, p. 67
x , yz , t s x , y , t z q x , z , t y , 23Ž . Ž . Ž . Ž .
Ž .hence, modulo 17 ,
1x , y , z s ? t s x , ys, z t . 24Ž . Ž . Ž .2
Ž .w x w xDenote f s x , x , x R , R R , where a, b is the commutator ab y1 2 3 x x x4 5 6
Ž .ba, then f s 0 is identity 20 . We will show that e f s 0 is a conse-D*
Ž . Ž . Ž .quence of 5 , 15 , and 16]19 for any Young diagram D*.
First, let f be the polynomial f alternated in variables x , x , x . If1 i j k
 4  4 Ž . w x Ž .1, 2, 3 s i, j, k , then f s 0 follows from 7 . Since a R , R s b, a, c1 b c
Ž . Ž .in any commutative algebra, by 24 and 19 , we may assume that among
 4 Ž .i, j, k there are two indexes in 1, 2, 3 , moreover, by 7 , i s 1, j s 3.
Ž . Ž . Ž . Ž .Hence, by 24 , f is equal to x , u, x x q x , u, x x q x , u, x x1 1 3 k 3 k 1 k 1 3
multiplied by a number of variables, where u is polynomial. Hence, in this
Ž .case, f s 0 follows from 19 .1
Ž .So, we may assume that D* is associated with a partition n , n and,1 2
therefore, f is symmetric with respect to variables with indexes in each1
line. Hence, f s 0 is a linearization of an identity f s 0 in two variables,1 2
Ž .w x Ž .w xi.e., f s y, x, x R , R R or f s y, x, x R , R R . Then2 y x x 2 y x y
f s y , y , x , x , x x s y , yx ? x , x y y , yx 2 , x xŽ . Ž .Ž . Ž .Ž .2
24 162 2 2s 2 y , yx , x x y y , x , x y x s y , yx , x x y 2 y , x , x y ? xŽ . Ž . Ž . Ž .Ž .
24 16 242 2 2s y , yx , x x y y , x , x x y ? x s y , yx , x x y 2 y , x , x y ? x s 0.Ž .Ž . Ž . Ž .
Ž .w xIn the same way we get the identity y, x, x R , R R s 0.y x y
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Ž . Ž . Ž .Finally, modulo 16 , 19 , and 20 we have
19 2 2
2x , y , z R R s y t , y , x R R y z , y , t R RŽ . Ž . Ž .t s z s x s
16
s y 2 t , y , x R R R y 2 z , y , t R R RŽ . Ž .t z s t x s
20
s y 2 t , y , x R R R y 2 z , y , t R R RŽ . Ž .z t s x t s
19 2s 2 x , y , z R R .Ž . t s
Proof of Theorem 3.2. Let I be the T-ideal defined by identities
Ž . Ž .15]21 and suppose that f s f x , . . . , x be a multilinear identity of M1 n 3
such that f f I. As we have seen in Theorem 2.1, f belongs to the T-ideal
Ž .generated by x , x , x .1 2 3
Ž .First, we will show that if deg f G 5, then we may assume that f is
equal to a linear combination of polynomials of the form
h s x , x , x R ??? R , 25Ž . Ž .i j k u u1 l
where u , . . . , u are monomials. Notice that if we have a monomial of the1 l
form
u , ¤ , w R , 26Ž . Ž .a
Ž . Ž .by 7 and 16 , we may consider u, ¤ , w are variables, and so, a monomial
Ž . Ž . Ž . Ž .u, ¤ , w with deg ¤ G 2 is of the form 26 by 23 . Thus, if two elements
 4 Ž .of u, ¤ , w have degree greater than one, we may assume that u, ¤ , w is
Ž .of the form 25 . Then, let us suppose that we have a monomial g s
Ž . Ž .x, y, w , where x, y g X. If deg w G 3, i.e., w s pq ? r, then
g s x , y , pq r q x y , pq, r y xy , pq, r q x , y pq , r ,Ž . Ž . Ž . Ž .Ž .
Ž . Ž .hence, g is of the form 26 by 23 . So we have showed that if f is a
Ž .polynomial, deg f G 5, then f is a linear combination of monomials of
Ž . Ž .the form 25 . By 21 , u can be replaced by a variable. Moreover, thanks1
Ž . Ž . Ž .to 24 , this is valid for any u , j F l y 1. Finally, by means of 24 , 16 ,j
Ž . Ž . Ž .and 19 one can replace u also by a variable. Also, modulo 24 and 20l
we may permute u , . . . , u .1 ly1
Now, let
h s sgn s h x , x , x , . . . ;Ž . Ž .Ý1 s Ž1. s Ž2. s Ž3.
sgS3
Ž . Ž . Ž .if u s x where r ) 3, then h s 0 thanks to 24 , 20 , and 19 . So wel r 1
may assume that u s x . If i, j, k ) 3, then the identity h s 0 followsl 3 1
Ž . Ž . wfrom 20 . So, x s x and, by 19 we get x s x this is evident fori 1 j 3
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Ž . Ž .xdeg h s 5, otherwise, we also use 24 . Hence, in this case, the identity
Ž . Ž .h s 0 follows from 24 and 19 .1
Ž .Next, if deg h G 6 and h is alternated with respect to three pairs of1
Ž .variables, then the identity h s 0 follows from 20 . Hence, if D* is a1
Young diagram which has a column of height G 3 or at least three
columns of height G 2, then the polynomial e h lies in I.D*
Now, consider the S -module generated by f ; it is decomposed into then
direct sum of irreducible ones generated by e f. Since f f I, there is D*D*
such that g s e f f I and, by the statement proved above, D has notD*
more than two lines and the second line has not more than 2 cells. Hence,
g is a linearization of the polynomial f obtained from f by replacement1
Ž .two or less variables with y and the other ones with x.
Ž . n Ž .If deg f s 0, then f s a x and, therefore, a s 0. Let deg f s 1,y 1 1 y 1
ny1 Ž . ny3hence, f s a yR q b y, x, x R . For x s e s y, x s e, y s u, we1 x x
Ž . Ž .have a s b s 0. Finally, if deg f s 2, then, by 17 ,y 1
f s a y2Rny2 q b y , y , x Rny3 q g y , x , x Rny4R ;Ž . Ž .1 x x x y
linearization in y yields
f s 2a y y Rny2 q b y , y , x Rny3 q b y , y , x Rny3Ž . Ž .2 1 2 x 1 2 x 2 1 x
q g y , x , x Rny4R q g y , x , x Rny4R ;Ž . Ž .1 x y 2 x y2 1
since f s 0 at y s y s x s e; y s y s u, x s e; and y s u, y s x s2 1 2 1 2 1 2
e, we get a homogeneous nondegenerate system of linear equations with
respect to a , b , g , hence, f g I.2
Ž .So, we have proved the theorem for deg f G 5. Let f be a polynomial
of degree four. Notice that any polynomial g of degree four alternating in
Ž . Ž .three variables is a consequence of 7 and 19 . Actually, g is a sum of
Ž . Ž .monomials of the form x, y, z t or x, y, zt . In the first case, if it
Ž .alternates in x, y, z, then it is a consequence of 7 , and if it alternates in
Ž . Ž .x, y, t or y, z, t , it is a consequence of 19 . In the second one, it has to
Ž . Ž . Ž .alternate in x, y, z or x, y, t by the commutative law. By 7 and 23
Ž . Ž . Ž . Ž .x, y, zt y y, x, zt s x, z, y t q x, t, y z, therefore, since it alternates
in x, y, z, we may reduce it to the first case.
So we may assume that f is the linearization of a polynomial g with
Ž . Ž . Ž . Ž . Ž .deg g s 3 and deg g s 1, or deg g s deg g s 2. If deg g sx y x y x
Ž . Ž . Ž .deg g s 2, then by 18 and 15y
g s a x , x , y y q a y , y , x x ,Ž . Ž .1 2
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Ž .but if x s e, y s u, then 1r4a s 0, and so, a s 0. If deg g s 3 and1 2 x
Ž .deg g s 1, theny
g s a x , x , y x q a x 2 , x , y .Ž . Ž .1 2
Ž . Ž 2 . Ž .By 18 , x , x, y s 2 x, x, y x, so a s a s 0, and the theorem is proved.1 2
4. EXCEPTIONAL BERNSTEIN ALGEBRAS
In this section we will describe identities of the subclass of Bernstein
algebras M.
Ç Ç 2Let B s Fe q Fu q Fc be the algebra with multiplication e s e, eu s3
2 Ž . Ž . Ž .1r2u, c s u and weight homomorphism v e s 1, v u s v c s 0. It is
Ž .evident that B g M. As in the case of regular algebras Theorem 3.1 one3
Ž . Ž .can prove that T M s T B .3
The main result of this section is the following theorem.
Ž .THEOREM 4.1. Any identity of M is a consequence of 5 and the
following identities
x , y , s t q t , y , x s q s, y , t x s 0, 27Ž . Ž . Ž . Ž .
x , yt , r s s x , ys, r t , 28Ž . Ž . Ž .
x , yt ? r , s s 2 x , yt , s r , 29Ž . Ž . Ž .
x , y , r ts s 2 x , y , r t ? s, 30Ž . Ž . Ž . Ž .
3 x , x 2 , x 2 s 2 x , x , x 2 x , 31Ž . Ž . Ž .
x , x , x x y x , x , x x y x , x , x x q x , x , x xŽ . Ž . Ž . Ž .1 3 2 4 2 3 1 4 1 4 2 3 2 4 1 3
s 3 x , x , x x y 3 x , x , x x , 32Ž . Ž . Ž .1 3 2 4 1 4 2 3
2 x , s, y r 2 q x , r 2 , y s s x , s, r 2 y y y , s, r 2 x . 33Ž . Ž .Ž . Ž . Ž .
LEMMA 4.2. The algebra B satisfies the identities3
2 22 2 2 22 x y s x v y q y v x , 34Ž . Ž . Ž .
2 x , y , s t s x , y , s v t , 35Ž . Ž . Ž . Ž .
2 x , ys, t s ys tv x y xv t . 36Ž . Ž . Ž . Ž .Ž .
Ž . Ž . Ž .Proof. The baric identity 2 xy s xv y q yv x holds in B , v ; since2
2 Ž .B ( B , we have 34 .3 2
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2 Ž . Ž . 2Next, U s U Z s 0, i.e., ker v U s 0, and x, y, z g ker v l B se e e e 3
Ž . Ž . Ž . Ž .U hence, 2 x, y, z e s x, y, z and x, y, z ker v s 0; so, 2 x, y, z t se
Ž . Ž .x, y, z v t .
Ž .Finally, let us check 36 ; since ys g Fe q Fu, we may assume that
2x, t g B , hence, x s e, t s u or x s u, t s e.3
Ž .LEMMA 4.3. The algebra B satisfies identities 27]33 .3
Ž . Ž .Proof. By 36 and 35
Ž . Ž .36 35
x , yt , r s y x , ys, r t s 1r2 t , y , s rv x y xv r s 0,Ž . Ž . Ž . Ž . Ž .Ž .
Ž .so, 28 holds.
Ž .Notice that, if f is skew-symmetric in three variables, then f g T B3
Ž . Ž .  4 Ž .cf. Lemma 3.3 , this yields 27 . Next if r g u, c , then x, yt ? r, s s 0 s
Ž . 2 Ž . Ž .Ç2 x, yt, s r. Hence, since yt g B s Fe q Fu, we get 29 . Identity 303
Ž .follows from 35 :
2 x , y , r t ? s s 1r2 x , y , r v t v s s x , y , r ts .Ž . Ž . Ž . Ž . Ž . Ž .
Ž . Ž .Now, let us check 31 ; if x s e q lu q bc, then v x s 1 and
x 2 s e q l q b 2 u ,Ž .
x 2 x s e q l q b 2r2 u ,Ž .
x 2 x x s e q l q b 2r4 u ,Ž . Ž .
32 2 2 2 2x x x s 1r2 x xv x q x v x s e q l q 3r4b u.Ž . Ž . Ž . Ž .Ž .
Hence,
22 2 2 2 2 2 2 2x , x , x s x x x y x x s x x x y x x s br4u ,Ž . Ž . Ž . Ž .
22 2 2 2 2x , x , x x s x y x x x x s x y x x x xŽ . Ž . Ž . Ž .Ž .ž /
s 3r4b ux s 3r8b u.Ž .
Ž . Ž .Hence, 31 holds for any v x s 1 and, therefore, for any x g B .3
Ž .  4  4Notice that 32 is skew-symmetric in x , x and x , x , hence if we1 2 3 4
give the same value to three variables, it is zero. Then one of the variables
of each pair of skew-symmetric variables is equal to c and the other one to
e. In any case, it easy to prove that it is zero.
Ž .It is easy to check that 33 is an identity of B . So, this holds for values2
of variables in B2 , B . If more than two variables take values in Fc, then3 2
we get 0. The additional nontrivial cases are x s s g Fc, y s s g Fc or
r g Fc, and it is easy to check them.
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Ž . Ž . Ž .PROPOSITION 4.4. Let I be the T-ideal defined by 5 and 27 ] 33 . Then
the following identities hold modulo I:
x , ys, t y y , xs, t q y , xt , s y x , yt , s s 0, 37Ž . Ž . Ž . Ž . Ž .
x , ys, t q t , yx , s q s, yt , x s 0, 38Ž . Ž . Ž . Ž .
x , y , r t ? s s x , y , r s ? t , 39Ž . Ž . Ž .
x , y , z r , s, t s 0, 40Ž . Ž . Ž .
x , z 2 , yt 2 y y , z 2 , xt 2 s 3 x , z 2 , y t 2 , 41Ž .Ž . Ž . Ž .
x , y , x y q x , y2 , x s x , y , yx y x , y , yx , 42Ž . Ž . Ž . Ž .Ž .1 2 1 2 1 2 2 1
3 2x , y , x y q x , y , yx y x , y , yx yŽ . Ž . Ž .Ž .1 2 1 2 2 12
s x , y , y2 x y x , y , y2 x , 43Ž .Ž . Ž .1 2 2 1
x , x , x ? x y y x , x , x ? x y y x , x , x ? x yŽ . Ž . Ž .1 3 2 4 2 3 1 4 1 4 2 3
q x , x , x ? x yŽ .2 4 1 3
s 2 x , x , x x y y 2 x , x , x x y , 44Ž . Ž . Ž . Ž . Ž .1 3 2 4 1 4 2 3
x , x y , x x y x , x y , x x y x , x y , x x q x , x y , x xŽ . Ž . Ž . Ž .1 3 2 4 2 3 1 4 1 4 2 3 2 4 1 3
s x , x , x x y y x , x , x x y . 45Ž . Ž . Ž . Ž . Ž .1 3 2 4 1 4 2 3
Ž .Proof. Expand identity 37 :
ys x ? t y ys t ? x y xs y ? t q xs t ? y q xt y ? s y xt s ? yŽ . Ž . Ž . Ž . Ž . Ž .
y yt x ? s q yt s ? xŽ . Ž .
s y , s, x t q t , y , s x q s, x , t y q x , t , y sŽ . Ž . Ž . Ž .
Ž .27
s y x , s, t y y t , s, y x q t , y , s x q s, x , t y q x , t , y sŽ . Ž . Ž . Ž . Ž .
Ž . Ž .7 27
s y , t , s x q s, t , x y q x , t , y s s 0.Ž . Ž . Ž .
Ž . Ž . Ž .In a similar way we obtain 38 from 27 . Next, 39 is a consequence of
Ž . Ž . Ž 2 . 2 Ž 2 . 2 Ž . Ž .30 and 5 . Notice that x, z , y t s x, t , y z by 30 and 28 . There-
2 Ž . Ž .fore, if we put s s t in 33 , we will get 41 .
Ž . Ž .Let us prove 40 . By 30 ,
x , y , z r , s, t s x , y , z rs ? t y x , y , z r ? stŽ . Ž . Ž . Ž . Ž . Ž .
s 2 x , y , z rs ? t y 2 x , y , z st ? rŽ . Ž . Ž . Ž .
s 4 x , y , z s ? r ? t y 4 x , y , z s ? t ? r .Ž . Ž .
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On the other hand,
Ž .27
x , y , z r , s, t s y x , y , z , s, r t y t , s, x , y , z rŽ . Ž . Ž . Ž .Ž . Ž .
s y x , y , z s ? r ? t q x , y , z sr ? tŽ . Ž . Ž .
y x , y , z ts ? r q x , y , z s ? t ? rŽ . Ž . Ž .
Ž .30
s x , y , z s ? r ? t y x , y , z s ? t ? r .Ž . Ž .
Ž .Then, it follows 40 .
Ž .By 38 ,
x , y2 , x s y x , yx , y y y , yx , xŽ . Ž .Ž .1 2 2 1 2 1
Ž .hence, by Jacobi identity 7 ,
x , y2 , x y x , y , yx y x , y , yxŽ . Ž .Ž .Ž .1 2 1 2 2 1
s y yx , x , y q yx , x , y s y x , y , x y ,Ž . Ž . Ž .1 2 2 1 1 2
Ž .this yields 42 .
Ž .Thanks to 42 ,
3 2x , y , x y q x , y , yx y x , y , yx yŽ . Ž . Ž .Ž .1 2 1 2 2 12
3 2 2s x , y , x y q x , y , x y ? y q x , y , x yŽ . Ž . Ž .1 2 1 2 1 22
Ž . Ž .30 33
2 2 2 2s 2 x , y , x y q x , y , x y s x , y , y x y x , y , y x .Ž . Ž . Ž . Ž .1 2 1 2 1 2 2 1
Ž .So, 43 is also proved.
Ž .By 33 ,
x , x , x y ? x y x , x , x y ? xŽ . Ž .1 3 4 2 2 3 4 1
s 2 x , x , x x y q x , x y , x x .Ž . Ž . Ž .1 3 2 4 1 4 2 3
Hence,
x , x , x y ? x y x , x , x y ? x y x , x , x y ? xŽ . Ž . Ž .1 3 4 2 2 3 4 1 1 4 3 2
q x , x , x y ? xŽ .2 4 3 1
s 2 x , x , x x y q x , x y , x x y 2 x , x , x x yŽ . Ž . Ž . Ž . Ž .1 3 2 4 1 4 2 3 1 4 2 3
y x , x y , x x .Ž .1 3 2 4
Ž . Ž . Ž .On the other hand, x , x y, x x y x , x y, x x s 0 by 28 , hence,1 4 2 3 1 3 2 4
Ž .we have 44 .
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Ž .From the linearized form of 42 it follows that
x , x y , x x y x , x y , x xŽ . Ž .1 3 2 4 2 3 1 4
s y x , x , x ? x y q x , x , x ? x yŽ . Ž .1 4 2 3 2 4 1 3
q x , x y , x x q x , x , x x y q 2 x , x y ? x , x .Ž . Ž . Ž . Ž .1 3 2 4 1 4 2 3 1 3 4 2
therefore, we have
x , x y , x x y x , x y , x x y x , x y , x x q x , x y , x xŽ . Ž . Ž . Ž .1 3 2 4 2 3 1 4 1 4 2 3 2 4 1 3
s y x , x , x ? x y q x , x , x ? x y q x , x , x ? x yŽ . Ž . Ž .1 4 2 3 2 4 1 3 1 3 2 4
y x , x , x ? x y q x , x y , x x y x , x y , x xŽ . Ž . Ž .2 3 1 4 1 3 2 4 1 4 2 3
q x , x , x x y y x , x , x x yŽ . Ž . Ž . Ž .1 4 2 3 1 3 2 4
q 2 x , x y ? x , x y 2 x , x y ? x , x .Ž . Ž .1 3 4 2 1 4 3 2
Ž Ž . . Ž .Notice that x, a, b, c , y s 0 by identity 39 , hence,
2 x , x y ? x , x y 2 x , x y ? x , x s 0.Ž . Ž .1 3 4 2 1 4 3 2
Ž . Ž . Ž . Ž .Also, x , x y, x x y x , x y, x x s 0 by 28 . So, by 44 ,1 3 2 4 1 4 2 3
x , x y , x x y x , x y , x x y x , x y , x x q x , x y , x xŽ . Ž . Ž . Ž .1 3 2 4 2 3 1 4 1 4 2 3 2 4 1 3
s 2 x , x , x x y y 2 x , x , x x y q x , x , x x yŽ . Ž . Ž . Ž . Ž . Ž .1 3 2 4 1 4 2 3 1 4 2 3
y x , x , x x y .Ž . Ž .1 3 2 4
Ž .Thus, 45 holds in B .3
Ž .LEMMA 4.5. Modulo I any multilinear polynomial f s f x , . . . , x is a1 n
linear combination of
Ž .p1 x R ??? R ,1 x x2 n
Ž . Ž . Ž . Ž . Ž .p2 a, b, c R ??? R , where deg a F 1, deg b F 2, deg c F 3,x xi i1 k
and i - ??? - i .1 k
²Ž .Proof. Obviously, modulo the associator ideal Dsidl a, b, c N a, b, cg
² :: Ž .F X , f is equal to p1 multiplied by a g F. Next, in an element of D,
Ž .a, b, c R ??? R , monomials ¤ commute. Actually, it is sufficient to¤ ¤ j1 k
prove that ¤ and ¤ commute;iy1 i
Ž .30
ia, b , c R ??? R R ??? R s 1r2 a, b , c ¤ ¤ ??? ¤ ¤ ??? RŽ . Ž . Ž .Ž .¤ ¤ ¤ ¤ 1 2 iy1 i ¤1 iy1 i k k
Ž .40
is 1r2 a, b , c ¤ ¤ ??? ¤ ¤ ??? RŽ . Ž .Ž . 1 2 i iy1 ¤ k
Ž .30
s a, b , c R ??? R R ??? R .Ž . ¤ ¤ ¤ ¤1 i iy1 k
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Ž .Hence, by 30 , a polynomial of D is a linear combination of elements of
Ž . Ž .the form p2 being a, b, c arbitrary monomials. Applying 29 and the
Ž . Ž . Ž . Ž .Jacobi identity 7 we get deg a , deg b F 2. Moreover, by 37 , we may
Ž . Ž .reduce deg a to 1. Actually, if deg b s 1, then it is done. Let us suppose
Ž .deg b s 2, b s ys,
Ž .37
a, b , c s a, ys, c s y , as, c y y , ac, s q a, yc, sŽ . Ž . Ž . Ž . Ž .
Ž .29
s 2 y , a, c s y 2 y , c, s a q 2 a, c, s y.Ž . Ž . Ž .
Ž .Finally, let us suppose deg c G 4. If c s px ? x , theni j
a, b , px ? x s a, b , p x x q a, b , p , x , xŽ . Ž .Ž . Ž . Ž .i j i j i j
s a, b , p x x q p , x , x ab y p , x , x b ? a,Ž . Ž . Ž . Ž .Ž .i j i j i j
Ž . Ž .hence, we may assume that c s pq, where deg p , deg q G 2. Hence,
Ž . Ž . Ž .modulo 33 , a, b, pq y p, b, aq is a linear combination of polynomials
Ž .of the form p2 , where the degree of the associator is less than in the
Ž .given one. Hence, we may pass to a polynomial of the form p2 , where
Ž .the associator is p, b, aq , and we may repeat the previous steps. The
lemma is proved.
Ž .Proof of Theorem 4.1. Let I be the T-ideal defined by identities 5 and
Ž . Ž .27 ] 33 . We will show that any f f I is not equal to zero for appropriate
values of variables in B .3
Ž .First, let f be a symmetric polynomial in all variables, deg f s n.
Ž .We will prove that any polynomial f s f x f I is not an identity of B .3
By Lemma 4.5, f is a linear combination of
x , x k , x m R ny kymy1 , k F 2, 2 F m F 3.Ž . x
Ž .By 31 ,
3 y , x 2 , x 2 q 2 x , xy , x 2 q 2 x , x 2 , yxŽ . Ž . Ž .Ž .
s 2 y , x , x 2 x q x , y , x 2 x q 2 x , x , xy x q x , x , x 2 y ,Ž . Ž .Ž . Ž .Ž .
Ž 2 .hence, y s x
6 x , x 2 , x 2 x s y6 x , xx2 , x 2 q 2 x , x 2 , x 2 x q 4 x , x , xx2 xŽ . Ž . Ž . Ž .
q 2 x , x , x 2 x 2Ž .
Ž .29
2 2 2 2 2s y 10 x , x , x x q 4 x , x , xx x q 2 x , x , x x .Ž . Ž . Ž .
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Ž .For k s 2, m s 2 we may use again 31 . So, k s 1 and m s 2 or m s 3,
i.e.,
f s a x , x , x 2 x q b x , x , xx2 Rny5 q g xRny1.Ž . Ž .Ž . x x
One may substitute x s e q lu q b z and check that f / 0 for certain
l, b.
So we have proved Theorem 4.1 for symmetric polynomials. Let us
Ž .consider now the general case. Let f s f x , . . . , x f I be a multilinear1 n
 4identity of A. Since Ý s f g I, there are i, j g 1, . . . , n and t g Ss g S nn
Ž . Ž . Ž .such that t f y ij t f f I. Up to notations, t s id, ij s 12 .
Ž .LEMMA 4.6. Modulo I the polynomial g s f y 12 f is a linear combina-
tion of polynomials
Ž . Ž . Ž .i x , b, x E, where deg b F 2;1 2
Ž . wŽ . Ž .xii x , b, cx y x , b, cx E, where E is a product of right opera-1 2 2 1
Ž . Ž . Ž . Ž .tors R , deg b F 2 and deg c F 1, or deg b s 1 and deg c F 2.x i
Ž . Ž .Proof. We may assume that f has the form p2 . First, by 39 , one of
Ž . Ž .the variables x , x x say , occurs in a, b, c . If x lies outside, then1 2 1 2
Ž . Ž .either a s x or c depends on x . If f s x , b, c x E, by 271 1 1 2
g s x , b , c x E y x , b , c x E s x , b , x cE.Ž . Ž . Ž .1 2 2 1 1 2
Ž . Ž . Ž .Now, f s a, b, px x E or f s a, b, yx ? z x E. If f s a, b, px x E,1 2 1 2 1 2
Ž .by 27
f s y x , b , a px E y px , b , x aE.Ž . Ž . Ž .2 1 1 2
Ž . Ž .Therefore, by 30 and 27
g s y2 x , b , a x ? pE q 2 x , b , a x ? pEŽ . Ž .2 1 1 2
y px , b , x aE q px , b , x aEŽ . Ž .1 2 2 1
s 2 x , b , x a ? pE y px , b , x aE q px , b , x aE.Ž . Ž . Ž .1 2 1 2 2 1
Ž .Notice that if f s a, b, yx ? z x E, then1 2
f s a, b , yz x x E q a, b , x , y , z x E,Ž . Ž .Ž . Ž .1 2 1 2
so we can reduce it to the previous cases.
Ž . Ž . Ž . Ž .Thus, we have the form ii , where deg b , deg c F 2. If deg b s 2 and
Ž . Ž .deg c s 2, then we apply 41 .
Now, let g be as in the last lemma. We may assume that all variables
Ž .in g, except x , x , are symmetric, and so, g s g x , x , y or there are1 2 1 2
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Ž . Ž . Ž . Ž .two skew-symmetric variables say x , x . If g s g x , x , y , by 42 ] 43 ,3 4 1 2
Ž . ny3 ŽŽ .g is a linear combination of x , y, x R and x , y, yx y1 2 y 1 2
Ž .. ny4 Ž .x , y, yx R . By 42 ,2 1 y
g s a x , y , x Rny3 q x , y2 , x Rny4 ;Ž . Ž .1 2 y 1 2 y
replacing x s e q z s y, x s e, g / 0.1 2
Ž .So, we may assume that g s g x , x , x , x , . . . is skew-symmetric in1 2 3 4
x , x and x , x . Let us prove that g is equal to1 2 3 4
a x , x , x x y x , x , x x R ??? R . 46Ž . Ž . Ž .Ž .1 3 2 4 1 4 2 3 x x5 n
Ž .Actually, if degree of g is equal 4, then we apply identity 32 . If
Ž .deg g G 5, by Lemma 4.6, g is a linear combination of polynomials of the
Ž .following form E is a product of operators R :x j
Ž .Ž .1. x , x , x x y E;1 3 2 4
Ž .2. x , x y, x x E;1 3 2 4
Ž .3. x , x , x ? x y E;1 3 2 4
Ž 2 .4. x , y , x x x E;1 2 4 3
Ž 2 .5. x , x , y x x E;1 3 2 4
Ž .6. x , y, x ? x z x E.1 2 4 3
Ž . Ž . Ž . Ž . Ž . Ž .Notice that 1 , 2 , and 3 are of the form 46 by 44 ] 45 . In the fourth
Ž 2 . Ž . Ž .case we have x , y , x x x E s x , yx , x x yE by identity 28 .1 2 4 3 1 3 2 4
Next,
x , x , y2 x x E y x , x , y2 x x EŽ . Ž .1 3 2 4 2 3 1 4
s 2 x , y2 , x x x E q x , x , x y2 x EŽ .Ž .1 2 3 4 1 3 2 4
Ž .by 33 , so it is reduced to 1 and 4.
Finally,
x , y , x ? x z x E y x , y , x ? x z x EŽ . Ž .1 2 4 3 2 1 4 3
Ž .33
s 2 x , x , x x y E q x , x y , x x E.Ž . Ž . Ž .1 3 2 4 1 4 2 3
Ž . Ž . Ž .But x , x y, x x E s x , x y, x x E by 28 , hence, since g is skew-1 4 2 3 1 3 2 4
symmetric in x , x , the last term is zero.3 4
Ž .Letting x s x s e, x s x s z, and x s ??? s x s e in 46 , we get1 3 2 4 5 n
ny4g s a1r2 u / 0.
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