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IMPLEMENTATION AND COMPARISON OF




Trajectory tracking is an integral component of most approaches to robot motion
planning. There are a variety of techniques that have been developed over the years.
However, without clear guidance in the literature, users are often left to guess what
algorithm may work best for them. In this thesis, we quantitatively compare three
trajectory tracking controllers for a differential drive wheeled robot: Linear Quadratic
Regulator, Model Predictive Control and Sliding Mode Control. We compare the
performance of these controllers through the metrics of tracking error, control energy,
and rate of convergence. Through both simulations and experiments, our results
show that LQR and MPC outperform SMC. In addition, SMC is difficult to tune
and less robust than the other two. While LQR and MPC have similar performance.
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In recent years, advances in robot technology, algorithms, and control, have led to
robots becoming commonplace in many areas of modern life. Example applications
include package delivery [Krivic and Piater, 2019], minimally invasive surgery [Feng
et al., 2012] and nuclear waste handling [Burrell et al., 2016]. One of the keys to
this success is the hierarchical control approach that is at the heart of most motion
planning schemes. Under this approach, the high-level control is supposed to figure
out “what to do” for robots, while the low-level control part is aimed at “how to
do it”. In this thesis, we focus on the low-level trajectory-tracking controller of this
hierarchical approach. The trajectory tracking problem is a fundamental area of study
because, in most cases, we need robots to move along a desired trajectory.
An overview of trajectory tracking techniques can be found in [Lee and Kim, 2017]
and [Gan et al., 2017]. Broadly speaking, controllers for low level tracking can be di-
vided into linear and nonlinear categories. Some specific examples of linear control are
Linear Quadratic Regulator (LQR) [Kim et al., 2011], optimal preview control [Sharp,
2011] and Model Predictive Control (MPC) [Song et al., 2015]. From this category,
we choose to focus on LQR and MPC. We choose LQR because it is a simple algo-
rithm to implement and has been shown to be robust in practice. We choose MPC to
overcome one of the main shortcoming of LQR, namely its inability to handle input
constraints. Both LQR and MPC are linearized approaches and both seek to opti-
mize a quadratic cost of the state and the control energy used. In [Li et al., 2014], an
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LQR-based trajectory tracking control was proposed for automatic guided vehicles
based on the linearization of the nonlinear kinematics. In [Yang et al., 1998], MPC
was applied to the problem of mobile robot trajectory tracking. It also proposed a
study regarding computational effort.
From the category of nonlinear control, we choose Sliding Mode Control (SMC) [Tagne
et al., 2013], [Yang and Kim, 1999]. This control algorithm uses the nonlinear model of
the system directly, rather than linearizing around a trajectory, and at least theoreti-
cally has advantages such as fast response and good transient performance. However,
SMC can not handle input constraints such as bounds in the motors speed.
As surveys such as [Lee and Kim, 2017] and [Gan et al., 2017] show, there are many
different approaches to the problem of trajectory tracking. Despite this, there are few
results in the literature that directly compare different algorithms against each other.
A few notable examples are [Charib and Mammar, 2004] where H∞, adaptive fuzzy
and PID controllers are compared, and [Soudbakhsh and Eskandarian, 2012] where
linear quadratic methods and sliding model control are considered. Various kinematic-
based algorithms were compared in [Dominguez and Martinet, 2016]. However, these
comparisons were only based on simulations. In this thesis, we compare LQR, MPC
and SMC through simulations in MATLAB and ROS as well as experiments on a real
robot. These three controllers can be thought of as representatives of unconstrained
linear control, constrained linear control, and direct nonlinear control. In addition,
we focus on a differential drive robot as a stand-in for many wheeled robot dynamics.




The LQR problem is aimed at minimizing a quadratic cost function which weights the
sum of the energy of the error and control input. The paper [Li et al., 2014] proposed
a LQR-based trajectory tracking control for automatic guided vehicles based on the
linearization of the nonlinear kinematics. Another literature involving LQR is [Kim
et al., 2011] as mentioned above. This paper presented a control strategy for high-
speed autonomous vehicles as an active safety procedure. The longitudinal dynamics
of the vehicle were controlled using the inverse dynamics of the vehicle powertrain
model and the lateral dynamics were controlled using linear quadratic regulator.
As another kind of intelligent control, MPC is an ideal way to reflect robot kinematics
and dynamics constraints in optimal control. The paper [Song et al., 2015] dealt with
the longitudinal and lateral control of an automotive vehicle within the framework
of fully automated guidance. The automated steering strategy was based on model
predictive control. [Yang et al., 1998] used MPC as a trajectory tracking controller
and included a study regarding the computational effort of the method. However, the
linearized model can only be valid for points near the reference trajectory which also
applies to LQR.
Different from above two methods, SMC in [Yang and Kim, 1999] does not require the
linearization of dynamics that is necessary for both LQR and MPC. Another litera-
ture [Tagne et al., 2013] presented a vehicle lateral controller for autonomous vehicle
based on a higher-order sliding mode control which takes advantage of the robustness
of sliding mode controller against nonlinearities and parametric uncertainties in the
model while reducing chattering. Therefore, it applies to more real-world systems.
However, SMC cannot handle input constraints such as bounds in the motors speed.
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1.2 Contribution of The Thesis
In practice, a robotics researcher needs to select a good controller for their research.
This selection depends on specific conditions. This thesis provides both the framework
as well as specific results to help guide that choice. These results are supported by
simulations in Matlab and ROS as well as with experiments on a real robot.
1.3 Organization of The Thesis
This thesis is organized as follow: Chapter 2 will introduce related background. It
includes the robot model that we used in this thesis, and a high-level description
of the three control algorithms we use, namely LQR, MPC, and SMC. Controller
design and evaluation metrics will be described in Chapter 3. This chapter gives the
details about the error model and its linearization, as well as the calculation of the
feedforward velocity to ensure tracking of the desired reference trajectory. It describes
the design and tuning of the controllers as well as the metrics of performance and
test conditions considered in this work. Chapter 4 presents the simulation results
using both MATLAB and ROS. MATLAB allows for easy coding but uses a very
basic model of the robot. This allows us to verify that everything works as expected
and helps establish the comparison between the controllers under ideal settings. We
then move to the ROS simulation which captures the dynamics of robots in a more
physical way. In Chapter 5, we move to experimental results using physical robots in




In this chapter, we first introduce the differential drive robot model that we use. Then
we briefly review the structure of LQR, MPC and SMC.
2.1 Differential Drive Robot
The robot used in this thesis is a differential drive robot which means that it has
two parallel, independently actuated wheels. Consider a two dimensional robot with
state X(t) = [x(t), y(t), θ(t)]T describing the position of the center of the robot and
its orientation relative to a global coordinate system at instant t as illustrated in





v cos θv sin θ
ω
 , (2.1)
where the control inputs are the linear and angular velocities, v and ω. Note that our
results could easily be extended to dynamic models of the robot; choosing a kinematic
model allows us to focus better on the controllers.
The main feature of a differential drive robot is that it has two parallel actuated









Figure 2·1: Robot frame, parameters, and reference trajectory
where L is the distance between the two wheels and R is the radius of each wheel.
Since the wheels are often driven by DC motors, speed limits need to be considered
due to battery voltage limits. For simplicity, we assume the two wheels are the same
with symmetric constraints given by
|φ̇left,right| ≤ φ̇max. (2.3)
2.2 Control Algorithms
2.2.1 Linear Quadratic Regulator
The Linear Quadratic Regulator (LQR) is an efficient technique that is commonly
used to design controllers for complex systems. In discrete time, the general idea is




(x(k)TQx(k) + u(k)TRu(k)), (2.4)
subject to the system dynamics
x(k + 1) = A(k)x(k) +B(k)u(k). (2.5)
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The x represents the state that we want control. As will be seen below, in this thesis
the state is the error between current robot state [x, y, θ]T and the desired trajectory.
Matrices A and B will be described in the following chapter. This controller is entirely
defined by the choice of weighting factors Q and R in (2.5). Choosing a large Q means
that we want state x to converge to zero as fast as possible while choosing a large R
means that we want to minimize the control energy.
2.2.2 Model Predictive Control
Model Predictive Control solves an optimization problem at each time that considers
the predicted future system behavior to yield an optimal control sequence. The cost
function in MPC (2.6) is similar to (2.4) in LQR with the only difference being that




(x(k)TQx(k) + u(k)TRu(k)). (2.6)
The MPC controller is defined by the choice of horizon N and metrics Q and R.
In MPC’s optimization, the solver also take into consideration constraints in the
following form which can be obtained from (2.2)-(2.4).
Su ≤ b. (2.7)
The details on this constraint in the context of the error dynamics will be described
in the next chapter.
2.2.3 Sliding Mode Control
Unlike the previous two algorithms, Sliding Mode Control is a nonlinear controller,
which means that it does not require that the dynamics be linearized. The basic idea
of SMC is designing controls that steer the states to stay on a “sliding surface”; on
8
that surface the state converges to the desired values.
For a nonlinear dynamic system given by
x(k + 1) = f(x(k)) +B(x(k))u(k), (2.8)
the sliding surface can be described as a function of the state given by
s = g(x(k)). (2.9)
Taking the time derivative of (2.9) and choosing a function h(·) such that under the
dynamics
ṡ = −h(s) (2.10)
guarantees that the sliding state converges to zero.
Design of the function h(·) and verification of stability is typically done using a







Controller Design and Evaluation Metrics
In this chapter, we introduce the error model and its linearization that we used
to design controllers. Details of the three control algorithms will also shown here.
Finally, we will give our evaluation methods including evaluation metrics and test
conditions.
3.1 Error Model and Linearization
The trajectory tracking problem can be defined as controlling a robot to follow a




, t ∈ [0, T ]. The error between the





 cos θr sin θr 0− sin θr cos θr 0
0 0 1
 (Xr −X). (3.1)





vr cos(eθ)− v + eyωvr sin(eθ)− exω
ωr − ω
 . (3.2)
Define the inputs to be v(t) = vf (t) + vb(t) and ω(t) = ωf (t) + ωb(t). The role of
the feedforward components vf and ωf are to keep the robot following the trajectory
assuming zero tracking error. To achieve this, set
vf (t) = vr(t) cos(e3), ωf (t) = ωr(t). (3.3)
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Substituting (3.1) in (3.2) and linearizing around the reference trajectory with the
desired tracking error e = [0, 0, 0]T and feedback input ub = [vb, ωb]
T = [0, 0]T , yields
ė =









Since our controllers will be implemented on physical robots, we need a discrete time
model. Using a simple Euler approximation, we get
e(k + 1) = A(k)e(k) +B(k)ub(k), (3.5)
where
A(k) =













needed to maintain perfect trajectory tracking are
given by













where b defines the motion direction with b = 0 moving the robot forwards and b = 1
moving it backwards.
3.3 Linear Quadratic Regulator






subject to the system dynamics (3.5). The solution is given by the feedback control
law
ub(k) = −Ke(k), (3.9)
where the gain matrix K can be obtained by the solution of the discrete time Riccati
equation
P = ATPA− (ATPB)(BTPB +R)−1(BTPA) +Q, (3.10a)
K = (BTPB +R)−1(BTPA). (3.10b)
This controller is entirely defined by the choice of weighting factors Q and R. Since
we want a comparison in terms of a specific set of metrics, it is important to first
tune Q and R to achieve best performance with respect to these metrics.
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3.4 Model Predictive Control
For MPC, we follow the approach in [?]. From (3.6), the error dynamics over a
horizon N from time k are




[L(k, h, i)ub(k + h− 1|k)], i ∈ [0, N ],
(3.11)
where N is the prediction horizon, the notation (m|n) indicates the predicted value
of the state at the instant m based on information up to n, and
Λ(k, α, β) =

∏β
j=αA(k + j), α ≤ β,
I3×3, α > β,
(3.12a)
L(k, h, i) = Λ(k, h, i− 1)B(k). (3.12b)
The cost function of MPC is similar to (3.8) with the only difference being that the
optimization is over the finite horizon N rather than the infinite horizon. To solve
the optimization problem, we transform the system into a Quadratic Program (QP)












ub(k +N − 1|k)
 . (3.13)
Then,
E(k) = Φ(k)e(k) +G(k)Ub(k), (3.14)
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Λ(k, 0, N − 1)
 , (3.15a)
G(k) =
L(k, 1, 1) · · · 0... . . . ...
L(k, 1, N) · · · L(k,N,N)
 . (3.15b)


















Recall that the feedforward term uf is already given. Rewriting (3.16) then yields
Sub ≤ b− Suf (3.17)
where ub is the feedback law we are after. Therefore, the controller should satisfy the
constraint
Sub(k + i|k) ≤ bb(k + i), i ∈ [0, N − 1], (3.18)
where
bb(k) = b− Suf (k). (3.19)
Through one last manipulation, we define
S̄Ub ≤ b̄(k), (3.20)
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where
S̄(k) = diag(S, · · · , S) ∈ R4N × R2N , (3.21a)
b̄(k) =
[
bb(k) · · · bb(k +N − 1)
]T ∈ R4N . (3.21b)
Define
Er = [er]N ∈ R3N , (3.22a)
F (k) = Φ(k)e(k), (3.22b)
Q̄ = diag(Q, · · · , Q) ∈ R3N × R3N , (3.22c)
R̄ = diag(R, · · · , R) ∈ R2N × R2N . (3.22d)




UTb H(k)Ub + f(k)
TUb, (3.23)
where
H(k) = 2(G(k)T Q̄G(k) + R̄), (3.24a)
f(k) = 2Gn(k)
TF (k), (3.24b)
Gn(k) = Q̄G(k). (3.24c)






UTb H(k)Ub + f(k)
TUb
)
subject to S̄Ub ≤ b̄(k).
After solving, we apply the first step, ub(k|k) and repeat.
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The MPC controller is defined by a choice of horizon N and weighting matrices Q
and R. We take N as large as possible given computational limitations and then tune
Q and R to achieve the best performance with respect to the metrics described in
Sec. 3.6.
3.5 Sliding Mode Control
Our SMC controller is designed based on [?]. Since SMC needs no linearization, (3.4)
is used directly to design the controller. There are two sliding surfaces. The first is
given by
s1 = eθ + sgn
∗(eθ)|ey|, (3.25a)
⇒ ṡ1 = ėθ + sgn∗(eθey)ėy, (3.25b)
= ωr − ω + sgn∗(eθey)(vr sin eθ − ωex), (3.25c)
where sgn∗(·) function returns -1 if its input is negative and 1 if it is not. To slide













This law guarantees s1 will converge to zero which means that the sum of eθ and
sgn∗(eθ)|ey| will converge to zero. Since the signs of both these terms are the same,
if their sum equals zero then eθ and sgn
∗(eθ)|ey| each equal zero.
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To determine the input v, define the second sliding surface
s2 = ėx + λex = 0. (3.28)
Using (3.4) this yields
0 = vr cos eθ − v + ωey + λex, (3.29a)
⇒ v = vr cos eθ + ωey + λex. (3.29b)
We next establish stability of this control law.
Proposition 1. Under the control law given by (3.27) and (3.29b), e(·) is asymptot-
ically stable.
Proof. Consider first the sliding surface s2. The control law ensures s2 ≡ 0 which in
turn implies that ex goes to zero asymptotically.











Since δ is positive,
s21
|s1|+δ ≥ 0, and V̇ < 0 except when s1 = 0. Thus the control law
ensures s1 goes to zero asymptotically. As discussed above this also ensures eθ and
sgn∗(eθ)|ey| are also asymptotically stable.
This controller is defined by the parameters k, λ and δ. We choose k and λ small to
ensure smooth changes in the state and then tune δ to achieve the best performance
with respect to the metrics described in next section.
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3.6 Evaluation Merics
The performance of controller needs to be evaluated by five aspects: average tracking
error, cost, steady error, convergence rate and sensitivity to parameters.
3.6.1 Average Tracking Error
Average tracking error captures the mean error over the entire trajectory tracking









The cost metric is intended to capture the total control energy used to achieve the
reference in a way that does not depend explicitly on the specific controller parameter




3.6.3 Steady Error and Convergence Rate





where t0 is the initial time, tS is the time of convergence, defined by the time at which
the error changes less than a given threshold in one time step, and eS is the error at
that time. For the simulations, which were noise-free, the threshold was set to 10−3
units.
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3.6.4 Robustness of controller parameters
The previous four metrics are all quantitative. It is also important to consider how
robust the controller performance is to different conditions or whether retuning is
needed for every situation. We will evaluate this by considering performance on
different reference trajectories.
3.7 Evaluation Conditions
In this thesis, three different types of reference trajectories are considered to test
the controller performances. In each case, the trajectories were chosen such that the
necessary robot speed was within the capabilities of the physical robot used in Ch.
5. The first is a simple line, defined by
xr = 0.02t, yr = 0.04t. (3.35)
The second is a Lissajous curve, representing a smooth but complex path,
xr = 2 sin 0.02t, yr = 2 sin 0.04t. (3.36)




0.1t, t ≤ 20,




0, t ≤ 20,





In this chapter, we will introduce details about simulation using both MATLAB and
ROS, including environment settings and results.
4.1 Simulation in MATLAB
MATLAB allows for easy coding because of its various toolbox and built-in functions.
It can allow us to verify that designed controllers can work as expected and look for
preliminary comparisons.
4.1.1 Simulation Setting
We first tested the performance of the controllers through simulation as it is easier
to tune controller parameters and rapidly test different scenarios in this setting. The
proposed controllers were implemented using built-in functions in MATLAB, includ-
ing dlqr for discrete time LQR and the optimization solver quadprog for MPC. To
model our physical robot, we set the physical parameters to
R = 0.036 m, L = 0.275 m, φmax = 9.5 rad/s, T = 1/30 s.
The speed limitations were enforced in the simulation by thresholding the controller
commands at the bounds. Each controller was tuned heuristically to achieve good
performance on each curve. The final parameters are shown in Table 4.1.
20








Line diag(1,100,1) diag(0.01,0.01) 40
Lissajous diag(1,100,1) diag(0.01,0.01) 20
Triangle diag(1,100,1) diag(0.01,0.01) 40
SMC
k λ δ
Line 0.1 10 0.958
Lissajous 0.1 10 0.2447
Triangle 1 1 0.001
4.1.2 Simulation Result
Fig. 4·1 and 4·2 show the simulation results for line trajectory in Matlab. The black
dashed line represents the reference trajectory while the red, magenta and blue line
show the resulting trajectories using the LQR, MPC and SMC controllers, respec-
tively, from the initial position marked as a red star. MPC can approach the reference
trajectory very quickly, therefore it had the least average tracking error. However,
its cost was higher than LQR, which had the second least tracking error. SMC ap-
proached the reference trajectory slowly, leading to the largest error. The wheel
speed of all three controllers hit the constraint in this simulation. Of course, only
MPC accounts for these constraints so under that controller, the wheels are following
the actual commands. For both LQR and SMC, these bounds are enforced in the
simulation, but not recognized by the controller. Thus, the wheel speeds differed from
the commanded values and theoretical results on stability and performance no longer
apply. Despite this, the vehicle behaved reasonably during this initial transient and
once on the trajectory, the errors were small enough that the speed limits were not
21
encountered.
Fig. 4·3 and 4·4 show the simulation results for Lissajous trajectory in Matlab. As
with the line trajectory simulation, MPC approached the reference trajectory fast and
had the least average error. Although LQR had higher cost than MPC, its cost was
least among all three controllers. SMC still had the largest error. As with the line
trajectory, during the initial transient while approaching the trajectory, both LQR
and SMC hit the wheel speed constraints.
Fig. 4·5 and 4·6 show the simulation results for following the triangle trajectory
in Matlab. Both MPC and LQR responded in essentially the same way as with
the other two trajectories, indicating that there is some level of robustness to their
response to different types of trajectories. SMC, however, clearly performed quite
poorly. The selection of parameters in SMC was a compromise between cost and
entire tracking performance. The results in Fig. 4·5 and 4·6 are using the parameter
values in Table 4.1 which clearly led to poor transient performance. The behavior in
Fig. 4·5 can be explained by the wheel speed shown in Fig. 4·6. The robot tended
to turn to the desired orientation as fast as possible which led to over-turning at the
beginning, and then the SMC controller tried to fix it so that both two wheels had
opposite tendency in speed changes. This led to the fluctuation in Fig. 4·6. After
converging to the reference trajectory, the robot would wriggle around the reference
trajectory to keep tracking the trajectory generally. The performance, of course,
depends heavily on the controller gains and through manual tuning, we can get the
behavior shown in Fig. 4·7 and 4·8. However, the control cost under these gains was
extremely high (over 105) with other metrics shown as SMC∗ in Table. 4.2.
In conclusion, based on simulations in Matlab, MPC and LQR have similar perfor-
mance and the choice of which one to choose is not entirely clear. MPC has a larger
cost but a smaller error and, of course, allows for the constraints to be handled in the
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controller itself; however it is more complicated to implement than the simple LQR.
SMC always had the largest average tracking error.
Table 4.2: Simulation Result in MATLAB
eA (m) Cost eS (mm) Rate (m/s)
Line
LQR 0.880 5.538 0.022 0.006
MPC 0.505 25.166 0.0008 0.006
SMC 1.6624 2.710 0.49 0.007
Lissajous
LQR 0.111 5.302 0.001 0.0013
MPC 0.080 22.765 0.0004 0.0013
SMC 0.179 2.513 0.999 0.0015
Triangle
LQR 1.082 163.721 0.013 0.01
MPC 0.769 168.381 0.0001 0.01
SMC 7.847 15847.3 0.224 0.001
SMC∗ 1.885 5.4×105 0.001 0.02
Figure 4·1: Simulation result for line trajectory in MATLAB
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Figure 4·2: Wheel speeds for line trajectory in MATLAB
Figure 4·3: Simulation result for Lissajous trajectory in MATLAB
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Figure 4·4: Wheel speeds for Lissajous trajectory in MATLAB
Figure 4·5: Simulation result for triangle trajectory in MATLAB
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Figure 4·6: Wheel speeds for triangle trajectory in MATLAB
Figure 4·7: Result of tracking triangle trajectory for SMC with high
cost
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Figure 4·8: Wheel speeds of tracking triangle trajectory for SMC with
high cost
4.2 Simulation in ROS
After simulation in MATLAB, we moved to ROS simulation which captures the dy-
namics of robots in a more physical way.
4.2.1 Simulation Setting
The robot model we used in ROS simulation is the same as real robot we used in
experiments. We used Python to implement the controllers and to do the calculations.
Then we published these velocity command to Gazebo Simulation to move the robot.
The parameters in each controller were kept the same as in MATLAB.
4.2.2 Simulation Result
Fig. 4·9 - 4·11 show the simulation results for tracking the line trajectory in ROS. The
black line represents the reference trajectory while the red line shows the resulting
trajectories using each controller. The simulation results were similar as in Matlab.
MPC can approach the reference trajectory very quickly, therefore it had least average
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tracking error. However, its cost was higher than LQR, which had the second least
tracking error. For SMC, it approached the reference trajectory slowly which yielded
the largest error.
Fig. 4·12 - 4·14 show the simulation results for Lissajous trajectory in ROS. Still
similar as simulations in Matlab, MPC approached the reference trajectory fast and
had the least average error. Although LQR had higher average error than MPC, its
cost was least among all three controllers. SMC still had largest error.
Fig. 4·15 - 4·17 show the simulation results for triangle trajectory in ROS. Due to the
fact that measurement noise was included in the system, the performance of SMC
controller was worse than in Matlab. As in the Matlab simulations, the main issue
is the competing goals of matching the heading direction with turning toward the
trajectory. Due to the low wheel speed constraints, the robot moved slowly toward
the reference trajectory after turning at the corner.
Table 4.3 show the data results in ROS. The NaN entries in the table indicate that
the SMC controller did not converge to a steady state error over the courses of the
simulation.
Figure 4·9: Simulation result for LQR with line trajectory in ROS
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Figure 4·10: Simulation result for MPC with line trajectory in ROS
Figure 4·11: Simulation result for SMC with line trajectory in ROS
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Figure 4·12: Simulation result for LQR with Lissajous trajectory in
ROS
Figure 4·13: Simulation result for MPC with Lissajous trajectory in
ROS
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Figure 4·14: Simulation result for SMC with Lissajous trajectory in
ROS
Figure 4·15: Simulation result for LQR with triangle trajectory in
ROS
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Figure 4·16: Simulation result for MPC with triangle trajectory in
ROS
Figure 4·17: Simulation result for SMC with triangle trajectory in
ROS
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Table 4.3: Simulation Result in ROS
eA (m) Cost eS (mm) Rate (m/s)
Line
LQR 0.8866 0.798 0.3 0.024
MPC 0.48 2.33 0.21 0.026
SMC 2.23 39.1 NaN NaN
Lissajous
LQR 0.21 1.08 0.13 0.033
MPC 0.07 8.44 0.11 0.078
SMC 1.82 49.35 NaN NaN
Triangle
LQR 1.13 66.26 0.16 0.017
MPC 0.14 90.4 0.12 0.017




In this chapter, we implement our controller on a real robots in a laboratory environ-
ment. Under this condition, the entire control system will be affected by noise and
therefore will have performance worse than seen in the simulations.
5.1 Experimental Setting
To test the algorithms on physical hardware, we used an iCREATE2 robot moving
in a large experimental arena (see Fig. 5·1) equipped with an Optitrack system to
provide robot localization with cm accuracy.
Figure 5·1: Experimental area
For each controller and each condition, we ran 10 experiments to gather some statistics
on performance. Due to the presence of noise, we slightly modified the steady state






e(k − i+ 1) (5.1)
and then using this in place of e. That is, the settling time was defined by the time at
which 〈e〉 changed less than a given threshold and es as the value of 〈e〉 at this time.
For these experiments, we took NA = 15 and set the threshold to 2× 10−2 units.
5.2 Experiment Results
The results are shown in Table 5.1. The NaN entries indicate that in the Lissajous
setting the SMC controller did not converge to a steady state error over the course
of the experiment. The results are similar to the simulation studies and once again
indicate that SMC had the worst overall performance. As with the simulations, the
choice between LQR and MPC comes down to whether it is felt to be important to
explicitly handle the system constraints.
Table 5.1: Experimental Result
eA (m) Cost es (m) Rate (m/s)
Line
LQR 1.67± 0.27 0.76± 0.05 0.019 ± 0.0004 0.18 ± 0.03
MPC 1.24± 0.23 5.41± 0.22 0.018 ± 0.0007 0.2 ± 0.01
SMC 3.06± 0.54 493.38± 29.4 NaN NaN
Lissajous
LQR 1.13± 0.3 18.99± 2.63 0.019 ± 0.001 0.33 ± 0.06
MPC 0.53± 0.005 42.04± 7.68 0.018 ± 0.0007 0.73 ± 0.05
SMC 5.4± 0.4 1284.97± 29.42 NaN NaN
Triangle
LQR 2.55± 0.38 84.74± 1.41 0.016± 0.004 0.12
MPC 0.9± 0.03 183.72± 15.48 0.013±0.007 0.12
SMC 3.25± 0.12 230.35± 3.91 0.019 ± 0.0007 0.096±0.01
The experimental trajectories closest to the mean performance are shown in Fig. 5·2
- 5·10 where each controller is shown separately to give the best visualization. Both
LQR and MPC have very similar performance as with the simulations, highlight-
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ing the fact that these controllers are quite robust to real-world concerns such as
mismatched model parameters, observation and actuation noise, and other features.
SMC was also similar to the simulations but, if anything, performed even more poorly
than in the ideal setting of the simulations. Thus, not only is SMC challenging to
implement, difficult to tune, and more costly, it is also clearly less robust than the
other controllers.
Figure 5·2: Experimental result for LQR with line trajectory
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Figure 5·3: Experimental result for MPC with line trajectory
Figure 5·4: Experimental result for SMC with line trajectory
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Figure 5·5: Experimental result for LQR with Lissajous trajectory
Figure 5·6: Experimental result for MPC with Lissajous trajectory
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Figure 5·7: Experimental result for SMC with Lissajous trajectory
Figure 5·8: Experimental result for LQR with triangle trajectory
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Figure 5·9: Experimental result for MPC with triangle trajectory





Mainly based on results of experiment on real robot, we can make the following
conclusion.
For the case when the reference trajectory is smooth, both LQR and MPC controller
perform well with similar convergence rate. MPC has least average error because
noise has less effect on that controller, but the corresponding cost is higher than
LQR. SMC is the worst performer with both the largest error and the highest cost.
When the reference trajectory has a sharp turn, both LQR and MPC can return to
the reference fast after turning at the sharp edge. MPC also has the least average
tracking error but higher cost than LQR. SMC can approach the reference very slowly
so that it has largest error and cost.
In summary, both LQR and MPC have good performance while SMC does not. Based
on these results, LQR is a reasonable choice if simplicity or low control cost is your
goal while MPC should be selected if accuracy or concerns about constraints are
paramount.
6.2 Summary of the thesis and future work
This thesis presented work comparing three different trajectory tracking controllers,
namely LQR, MPC, and SMC, under three different tracking conditions. Both simu-
41
lation results in MATLAB and ROS and experiment results on a real robot support
our conclusions that SMC is a poor choice while both LQR and SMC perform well.
However, controllers proposed in this thesis did not explicitly consider the effect of
noise. While the experiments showed the feasibility of the controllers under real-world
conditions, a more detailed study of the robustness with respect to both sensor and
actuator noise would be useful. Another aspect that should be considered for future
work is testing the performance of each controller when the desired velocity along the
trajectory is much closer to the speed bounds of the robot; it is likely that LQR will
perform poorly under these conditions while MPC, with its explicit consideration of
those bounds, will remain effective.
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