1. Introduction. In this announcement we abstract and preview a theory recently developed by the author for applying Newton's method to constrained problems in infinite-dimensional normed linear spaces. The proofs of these results and a detailed account of the theory will appear elsewhere (see 
X 2 are finite-dimensional. However when X x and X 2 are infinite-dimensional this approach is no more than a formal restatement of (1.1) and seldom, if ever, does this approach lead to the construction or implementation of usable algorithms.
Examples of problems which are naturally of the form (1.2) and not of the form (1.1) are the Euler-Lagrange equation and the Euler-Poisson equation from the calculus of variations. In these cases M is a space of polynomials. In §6 our general theory is applied to the Euler-Poisson equations.
2. Normalization of problem (1.2) . Many of the operators we use in the construction of a particular normalization will depend on a point x e X, However the majority of the analysis will be performed with this variable held fixed; hence its role is primarily that of an index. For this reason we write P x (or S x or T x or T x ) to denote this dependence on x. We use the notation (a^) to denote a matrix and (a*) to denote a column vector.
Suppose The following proposition shows us how to construct an equivalent problem satisfying condition (iii) of (2.1). PROPOSITION 
The following two statements are equivalent: (i) Q(x)eM; (ii) Q(X)EM, where Û=D R Q and Û=N(D) + D R {M). Moreover, in (ii) the dimension of M is equal to m.
The following proposition suggests a method for normalizing problem (1.1). PROPOSITION 
Suppose D R (x) is any linear right inverse for Q'(x) and the dimension of the null space ofQ'(x) is equal to m. Then problem (1.1) can be put in the form of problem (2.1) by replacing Q(y) by D R (x)Q(y) 9 choosing T oe to be the identity map on X x and letting M~N(Q'(x)).
5. Applications to ordinary differential equations. Consider the second order ordinary differential equation with generalized boundary conditions 
(a,b)-*C(a,b) and D R :C(a, b)-+C 2 (a,b) are given by Z>(x)=x" and D B (x)(t)=ƒ*ƒ; x(r) dr ds.
If (5.1) is the standard two-point boundary value problem i.e., ô t (x)= x(a) and ô 2 (x)=x(b) 9 then the following normalization has been given by Antosiewicz and analyzed in terms of Newton's method (see [1] ) : 
(a, b) are given by D(x)=x" and D R (x)(t)=$* a g(t, s)x{x) ds with g(t, s) given by (5.4).
A well-known method for solving problem (5.1) is the so-called method of quasi-linearization and superposition, i.e., we obtain the solution of the linearized version of (5.1), as a linear combination of the solutions of various canonical initial value problems. It is a well-known result in the theory of Lagrange multipliers that under mild regularity conditions any solution of problem (7.1) must also be a solution of 
