In order to overcome the defects of Shuffled Frog Leaping Algorithm (SFLA) such as nonuniform initial population, slow searching speed in the late evolution and easily trapping into local extremum, a new Shuffled Frog Leaping Algorithm based on mutation operator and population diversity is proposed in this paper. The algorithm has overcome the disadvantage mentioned above. The algorithm efficiency is improved. The experimental results indicate that the algorithm is feasible and show a good performance.
Introduction
The Shuffled Frog Leaping Algorithm (SFLA) is proposed by Eusuff and Lansey for solving combinatorial optimization problem in 2003. The algorithm is based on swarm intelligence heuristic computing technology, which has a highly efficient computing performance and good global search capability. The population is made of frogs which can communicate with each other. Each frog can be a meme vehicle. The frog population evolves by population communication. The original algorithm has some advantages such as simple steps, a few parameters, fast speed and easy realization. However, some disadvantages are also existed in the original algorithm, such as nonuniform initial population, slow convergent rate, limitations in local searching ability and adaptive ability and premature convergence.
Mutation operator is proposed in paper [2] , but it does not take the influence of the population iterations into consideration. Population polymorphism is proposed in paper [4] , but the population updating is not adaptive. Neighborhood orthogonal operator is proposed in paper [7] . The common defect is that individuals do not have interaction. They do not have social information sharing and the group wisdom is divided. The probability to get the optimal solution is low. Therefore, an improved algorithm is proposed in this paper. Firstly, in the population initialization process, the population should be reasonably divided. This way can make population be various. Secondly, in the evolution process, the population is divided into two parts which are searching population and competing population. Searching population can improve the searching ability. The searching space is bigger than before and the better frogs can be found. The competing population can improve the developing ability. The Mutation operator is added to competing population. Mutation operator depends on the fitness variance and the optimal solution at present.
The variation action improves the ability to jump out of local optimal solution. And it produces some new genotypes. The population has more models than before. It can avoid to sanking into local optimal solution and enhance the ability to find the optimal solution. The information sharing between the searching population and the competing population can increase the algorithm efficiency.
Shuffled Frog-Leaping Algorithm (SFLA)
The algorithm regard each frog as a solution. The population consists of a lot of frogs which has the same structure. In the feasible range, a group of solutions are produced by random functions. The population is divided into a lot of parts. Each part has a local searching. With the local searching going on, the population evolutes. And every part shares information. The SFLA is described as follows:
The initial population is composed by frogs which quantity is F . One solution can be indicated as j (1 ≤ j ≤ F ). Where, S is the dimension.
(2) Population division
The fitness of the solution is calculated and sorted. And then record the solution which has the best fitness as the best solution. The population is divided into F child population which child population has n solutions F = m * n. The first solution is put into the child population, The second solution is put into the second child population, the m solution is put into the m child population. Do this until all of the solution is put into the child population. The best and the worst solution are indicated. X g is the best solution. X b and X w is the best and worst solution in each child population.
(3) Local searching
Local exploration is carried out in parallel in each child population. The worst frog in each child population is updated according to the following rule:
where D i is the moving step; rand () a random number between (0, 1); D max and D min are the maximum and minimum allowed change in a frogs position. If X new w is better than the original worst performance, X W is replaced by X new w . Otherwise, the global best frog is used instead of X b to carry out the above updating strategy. If there is still no improvement, a feasible solution to replace X w is generated. The process continues for a pre-defined number of iterations within each child population. Then, all frogs are shuffled for global information exchange. Local exploration and global shuffling alternate until a pre-defined convergence criterion is satisfied.
(4) Hybrid operation Mix all of the child population and sort the population. Divide the population. Do this repeatedly until meet the end conditions.
SFLA have advantages such as simple structure, less control parameters and simple realizing. But the population is produced by random functions. The initial population is not uniform, so it decreases the population's diversity and the population searching ability. In the local searching process, it only update the worst solution without updating the best solution. It has a bad influence on the algorithm's convergence speed and solving precsion. When updating the worst solution, it does not take iterations into consideration. So the later convergence speed is slow and local meticulous searching ability is not good.
An Improved Shuffled Frog Leaping Algorithm
Basing on the limitations of the original algorithm, this paper proposes a new algorithm. The population is separated into two parts which are searching population and competing population. In the searching population, the optimal solution is saved and the second best solution is updated. In the competing population, the mutation operator is imported to add the genotype. In the step updating process, the number of iterations is introduced to update step formula to adapt step changing.
Population Initialization
The original algorithm uses random function to initialize population. The way leads to nonuniform initialization population, and sank into local extreme easily. The initialization is improved in this paper to make population uniform. The procedure is shown in Fig. 1. (1) The solution space is evenly divided into p parts.
(2) In each parts of the solution space, an individual is generated randomly.
This way makes the population be both uniform and random. It can improve optimization efficiency and can jump out of local optimal solution. 
Searching Population
In the searching evolution process, the second best solution updating is added in the new algorithm. Along with the evolution, the optimal solution sanks into local optimum easily. So developing a new possible solution is important. The second best solution is the potential best solution. After evolution operation, both the best solution and the second solution are updated in the new algorithm. The second best solution is changed by the simplex method. With the simplex method searching, the second best solution is improved. Using the improved solution to replace the second solution, the local searching ability is improved. The procedure is shown in Fig. 2 . Simplex method makes a great influence on the steps. Considering the solution space making smaller in the evolution process, steps should change with iterative process. As the simple method has a large amount of calculation, an individual is chosen in each generation.
Competing Population
Mutation operator is added in the original population and it acts on the individuals which have a low convergence degree. This action improves the convergence speed of the whole population. To represent the convergence degree of the population, the population fitness variance is defined as follows:
where f is normalizing factor which is used to limit δ 2 , f i is the fitness value of the individual, f avg is the average fitness of the population, n is the quantity of the population, δ 2 is the convergence degree of the population. The smaller the δ 2 is, the stronger the convergence is. When δ 2 is bigger, the population is in random search. To confirm the size of mutation probability, mutation operator is defined as follows:
where g best is global optimal solution, f d is theory optimal value, the size of δ 2 relates to Practical problems, p h is mutation probability. The mutation action of g best adds random disturbance.
g Best−h is g best value of h dimension, θ is Random variables meeting Gaussian distribution (0, 1).
Updating Steps
Aiming at the problem of the bad adaptability to the change of searching space, let
where ω n [i] is the adaptive Compressibility factor of the frog in n generation. Each frog has a different compressibility factor. high w and low w represent the biggest and the smallest compressibility factor. f itness n,i is the fitness of the I frog in n generation. f it worst n and f it best n are the biggest and the smallest of the n generation. The change of the compressibility relates to the its fitness. So, the steps updating formula (1) in search process is changed as follows:
Algorithm's Flow
ASFLA improves in population initialization, local search and step updating. The algorithm flow chart is shown in Fig. 3 . Comparing with the original algorithm, the new algorithm can make the population more uniform, more polymorphism and more adaptive.
Experiments and Results Analysis

Experiments Design
To verify the availability of the ASFLA, the optimization effect is tested in both SFLA and ASFLA. The experiments are divided into two parts: fixed evolution algebra and fixed convergence precision. The parameters are given in Table 1 . 
The Results
(1) Fixed evolution algebra: The SFLA and ASFLA are carried on each function for 20 times.
The results are given in Table 2 . For the Complex, ASFLA has a preference of indifference to SFLA. The average is improved in ASFLA in Rosenbrock, Rastrigin, Griewank and Schaf f er, For the SineEnvelope, Levy and Sphere, ASFLA has a better performance in looking for the optimum and its average is better than SFLA.
(2) Fixed convergence precision:convergence precision is shown in Table 3 . The results for the algorithm is given in Table 4 . Success rate= accuracy reached times/total times. To avoid the algorithm sinking in local optimal solution, the test set the max times 1000. The condition that the algorithm is carried for 1000 times, the optimal solution is not found is defined as failed. From the results, the success ratio of the ASFLA is higher than the SFLA. 
