Introduction
In the last decades the research has been focused on improving the performance of organic material and on developing low-cost manufacturing techniques. Among organic materials, the electroactive polymers (EAPs) are the object of interest because of their capability of transforming electrical energy into mechanical, and vice versa [1] .
The device modeled in this paper consists of a polymer-polymer composite strip working as vibrating electromechanic transducer. More specifically, it is an all organic device and represents the direct descendent of IPMCs (ionic polymer metal composites): IP 2 Cs are manufactured through a polymerization of PEDOT:PSS on a ionic polymer membrane [2] . The completely polymeric nature of IP 2 Cs maintains the electro-mechanical coupling capability, a low required voltage, high compliance, lightness, softness of IPMCs and eventually requires simpler production procedures and lower production [3] . Various modelling approaches have been proposed in literature to simulate the working principle of IPMC and IP 2 C [4-11]. More specifically, black box modelling is computationally faster and simpler, and it can be easily integrated in a high-level models. Neural Networks and wavelet Neural Networks are privileged candidates for black box methods [12, 13] . They are been proven to be powerful tools for modeling nonlinear systems, using numerical data.
The purpose of this paper is the implementation of a novel model for a IP 2 C actuator using the Neural Network modeling with possible applications of the vibrating system in humidity sensing systems. More specifically, this work was focused on the investigation of IP 2 C dynamic behavior in the frequency domain, where the effect of humidity is considered in the modeling [14, 15] . In order to develop a model with different values of humidity, a set of experimental data has been acquired. Then three different Neural Network models, i.e. Feed-Forward Neural Network (FFNN), Radial-Basis Neural Network (RBNN) and Recurrent Neural Network (RNN) are developed. Finally, models are compared in terms of their performance.
Experimental Setup and Working Principle
The device modeled in this paper consisted of an IP 2 C strip working as a vibrating electro-mechanical transducers. The transducer was used in the cantilever configuration: the IP 2 C strip was pinned at one end and it bended when an electrical stimulus was applied across its thickness.
Three different regions can be identified in the IP 2 C structure: the central zone consisting of an fluorocarbon membrane, Nafion ® 117, of thickness 180μm produced by Dupont and distributed by Sigma-Aldrich Group [16] ;the surface electrodes made of PEDOT:PSS; the metal contacts made of copper of a thickness of a thickness of 10μm; they are not, as a matter of fact, part of IP 2 Cs, but they are required. When an external voltage is applied across the thickness of the device, mobile cations (H + ) will move toward the cathode. Moreover, if a hydrated sample is considered, the cations will carry water molecules (here referred to as the solvent) with them. The cathode area will expand while the anode area will shrink. If the tip of the IP 2 C strip is free the polymer will bend toward the anode. The dynamic behavior of an IP 2 C transducer is affected by the relative humidity, for such reason the measurement surveys were performed into a chamber realized ad-hoc with the aim to control the relative humidity and to measure the environmental temperature. The experimental setup is shown in Fig. 1a .A swept sine-wave with a peak to peak amplitude of 4V and a variable frequency in the range between 1Hz to 45Hz (V in ) was generated by a signal generator and fed into the IP 2 C device through a conditioning circuit, by the copper contacts, which also allows measuring the absorbed current (I in ) over time. The tip displacement δ was measured using a distance laser sensor. The humidity range was [40% -90%]. a b
The obtain results are summarized in Fig.1b where the frequency response of the IP 2 C as a function of both input frequency and working environment relative humidity is reported. The figure shows that the amplitude of the resonance peak increases with the humidity increasing while the corresponding resonance frequency decreases. 
Neural Network
A Neural Network is an information processing paradigm that is inspired by the biological nervous systems. It is composed of a large number of highly interconnected processing elements (neurons) working usually in layers to solve specific problems. In this paper, three different Neural Network models have been investigated. FFNN was the first and arguably most simple type of artificial neural network devised. In this network information flows is only forward. From the input nodes data go through the hidden nodes and to the output nodes. There are no cycles or loops in the network. Assuming a three layer neural network with n input nodes ,m nodes in the hidden layer, and one node in the output layer. Then the overall response function f(x) has the following form (eq.1):
where , is the activation function, and is the input weight vector belonging to -th hidden node [13] .
A RBNN is a typical three-layer feed forward network that consists of an input layer, a hidden layer with a nonlinear Radial Basis activation function, and an output layer [17] . The input can be modeled as a vector of real numbers . The output of the network is then a scalar function of the input vector and is given by eq. 2:
where m is the number of nodes in the hidden layer, and are the centroid and smoothing factor of the -th radial basis function, and is the connecting weight of the -th hidden node to the linear output node. In this paper, the Gaussian function was used as the radial basis function Φ(.) (eq.3):
where β is the real constant. A RNN are dynamical systems with temporal state representations [18] . They are computationally powerful, and can be used in many temporal processing models and applications. In this type of Neural Networks, the feedback connections between neurons are allowed. The recurrent networks, locally, are designed with dynamic neuron models which contain inner feedbacks.
Results
Data acquired in experiments have been used to identify the model. More specifically, 70% of the data were used for the training phase, while 30% of the date is used for the model validation. The frequency and the relative humidity are used as inputs and the frequency response as output. (see Fig1b) . We evaluate the performance of Neural Network using FFNN, RBNN, and RNN structures.
Firstly, a FFNN model has been implemented. After a trial and error procedure, it was found that the best working network had one hidden layer with 37 neuron activation functions and a linear output layer. The best network presented a mean square error of 0.535e-4 and the epoch number of 411. We also develop an RBNN model, where a neural network with 100 hidden nodes give the best result. The resulting mean squared error in this case is 0.00395. Finally, a Neural Network model with the recurrent architecture has been implemented. The best RNN had one hidden layer with 45 neurons with a sigmoidal activation function, furthermore to improve the training delay of one sampling time has been used. The mean squared error is 0.628e-4 and the epoch is 1000. The implemented models have been compared by using the mean square error, the hidden neuron numbers, the epoch numbers and the correlation coefficient (cc) between the measured IP 2 C frequency response and the network approximation. Figure 4 shows the comparison and the error between experimental and simulated data obtained using the FFNN. a b Fig. 4 : a) Comparison and b) error between experimental and simulated displacement using FFNN.
Conclusions
In this paper, three different neural network models for IP 2 C, have been developed and compared in terms of Mean Squared Error number of hidden neuron, number of the epochs, and the Correlation Coefficient between acquired IP 2 C frequency response and corresponding approximations. FFNN had a better performance than RBNN and RNN in modeling of IP 2 C actuator in the frequency domain. The FFNN model was able to reproduce measured data in a more consistent way, and to represent the IP 2 C frequency behavior with a smaller number of hidden neurons and other fewer training epochs. 
