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12 SUR LES COURBES DE BRODY DANS P
n(C)
Bernardo Freitas Paulo Da Costa et Julien Duval1
Abstract. We investigate Brody curves in the projective space from the point of
view of Nevanlinna theory. In particular we show that Brody curves in P 1(C) have
no defect whenever of order > 1.
0. Introduction.
Ce travail porte sur la the´orie de Nevanlinna des courbes de Brody dans Pn(C).
Une courbe de Brody dans une varie´te´ compacte complexeX est une courbe entie`re
non constante de de´rive´e borne´e. L’inte´reˆt de ces courbes provient du lemme de
Brody (voir [7]). Il affirme que toute suite divergente de disques holomorphes dans
X produit par renormalisation une courbe de Brody. Ainsi toute varie´te´ compacte
complexe non hyperbolique au sens de Kobayashi contient de telles courbes.
Commenc¸ons par P 1(C). Soit f : C → P 1(C) une courbe entie`re. La the´orie
de Nevanlinna [9] compare la croissance de f avec la re´partition de ses pre´images.
La croissance de f se mesure par l’indicatrice
T (r) =
∫ r
0
(∫
Dt
f∗ω
)
dt
t
ou` Dt est le disque de centre 0 et de rayon t dans C et ω la forme de Fubini-
Study normalise´e de P 1(C). L’ordre de f est lim sup log Tlog r . Si a est dans P
1(C),
la re´partition de ses pre´images se traduit par la fonction de comptage (avec mul-
tiplicite´s)
Na(r) =
∫ r
0
card(f−1(a) ∩Dt)
dt
t
.
Quand f est une courbe de Brody, f∗ω reste borne´e et T = O(r2). En particulier
f est d’ordre au plus 2. Notre point de de´part est le re´sultat de Clunie et Hayman
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[2] montrant qu’une courbe de Brody de P 1(C) e´vitant un point a une croissance
plus faible : T = O(r). Elle est d’ordre au plus 1. On peut le voir comme un
analogue du the´ore`me de Picard qui dit qu’une courbe entie`re e´vitant 3 points est
constante. Il est alors naturel d’espe´rer une version pour les courbes de Brody
du second the´ore`me fondamental de la the´orie de Nevanlinna. Celui-ci quantifie
Picard en affirmant que les impacts d’une courbe entie`re sur q points distincts
croissent au moins comme (q − 2)T . Voici notre re´sultat pour les courbes de
Brody.
The´ore`me 1. Soit f une courbe de Brody dans P 1(C). Alors T = Na + O(r)
pour tout a dans P 1(C).
Donc si f croˆıt suffisamment elle est re´gulie`re au sens ou` la re´partition de ses
pre´images suit son indicatrice de croissance. Elle se rapproche des prototypes
de courbes de Brody d’ordre 2 que sont les fonctions elliptiques. Pre´cisons ceci.
Soit δa = lim inf(1 −
Na
T
) le de´faut de f en a. Le second the´ore`me principal de
Nevanlinna donne une majoration par 2 de la somme des de´fauts. Dans le cas des
courbes de Brody d’ordre > 1 on a mieux.
Corollaire. Soit f une courbe de Brody dans P 1(C) d’ordre > 1. Alors elle est
sans de´faut, δa = 0 pour tout a dans P
1(C).
Passons a` la dimension supe´rieure. Soit f : C→ Pn(C) une courbe entie`re. On
de´finit comme plus haut son indicatrice de croissance T et la fonction de comptage
NH des impacts de f sur un hyperplan H ne contenant pas f(C). Une courbe
de Brody est encore d’ordre au plus 2 mais pour les courbes de Brody e´vitant n
hyperplans en position ge´ne´rale Eremenko [3] a montre´ l’analogue du re´sultat de
Clunie et Hayman : elles sont d’ordre au plus 1. De plus il y a beaucoup de courbes
de Brody d’ordre > 1 (meˆme 2) e´vitant n−1 hyperplans en position ge´ne´rale. On
peut s’inte´resser a` leur distribution des valeurs. Voici notre re´sultat en dimension
supe´rieure.
The´ore`me 2. Soit f : C→ Pn(C) une courbe de Brody e´vitant n− 1 hyperplans
en position ge´ne´rale. Soit H un hyperplan en position ge´ne´rale par rapport aux
pre´ce´dents et ne contenant pas f(C). Alors T = NH +O(r).
Par exemple, soit f une courbe de Brody de P 2(C) d’ordre > 1 e´vitant une
droite. Alors elle est sans de´faut sur toutes les autres droites ne la contenant pas.
Pour une courbe de Brody quelconque dans Pn(C) on s’attend a` un second
the´ore`me de la forme (q−n+1)T ≤
∑
NHi +O(r) si les Hi sont q hyperplans en
position ge´ne´rale. Nous obtenons dans cette direction un re´sultat plus faible avec
un reste en o(r2).
The´ore`me 3. Soit f : C → Pn(C) une courbe de Brody et Hi q hyperplans en
position ge´ne´rale ne contenant pas f(C). Alors (q − n+ 1)T ≤
∑
NHi + o(r
2)
Il implique la formule suivante des de´fauts pour les courbes de Brody de crois-
sance maximale.
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Corollaire. Soit f une courbe de Brody dans Pn(C) de croissance maximale
(lim sup T
r2
> 0) et Hi des hyperplans en position ge´ne´rale ne contenant pas f(C).
Alors
∑
δHi ≤ n− 1.
Notons que la the´orie de Cartan (voir [7]) donne une somme des de´fauts majore´e
par n + 1 pour des courbes arbitraires (non de´ge´ne´re´es) de Pn(C). Comme dans
P 1(C) on obtient un gain de 2 pour les courbes de Brody.
La de´monstration de ces re´sultats repose sur une re´duction a` des lemmes de
potentiel et s’inspire des travaux d’Eremenko et de ses collaborateurs [3],[1],[4].
1. Les the´ore`mes 1 et 2.
a) Lemmes de potentiel.
Dans ce paragraphe la meˆme lettre C peut de´signer des constantes universelles
diffe´rentes. Si d est un disque du plan de rayon ρ, λd est le disque concentrique
de rayon λρ. Les inte´grales sur des arcs de cercle s’entendent pour la mesure de
Lebesgue normalise´e du cercle. Pour faire court, un arc de d de rayon ≥ ρ est
la trace sur d d’un cercle du plan de rayon ≥ ρ. Les fonctions surharmoniques
sont suppose´s continues (avec e´ventuellement des poˆles) jusqu’au bord des disques.
Notre re´fe´rence de base pour le potentiel est [11].
Commenc¸ons par une estime´e uniforme due a` Eremenko [3] et proche du lemme
de Hopf.
Lemme 1. Soit u une fonction surharmonique ≥ 0 sur 2d, ou` d est un disque de
rayon ρ. On suppose u harmonique sur 3d2 et nulle en un point z au bord de 2d
ou` elle est diffe´rentiable. Alors Maxd u ≤ Cρ |∇u(z)|.
De´monstration. On se rame`ne par homothe´tie et translation au disque 2D, ou`
D est le disque unite´. Soit m = MinD u et M = MaxD u. Par le principe du
minimum on a u ≥ me ou` e est la fonction extre´male relative de D par rapport
a` 2D (valant 1 sur D, 0 au bord de 2D et harmonique entre). Comme u et e
s’annulent en z on a |∇u(z)| ≥ m |∇e(z)|. Ceci conclut puisque M et m sont
comparables par les ine´galite´s de Harnack.
Sans hypothe`se d’harmonicite´ on peut ne´anmoins estimer l’inte´grale de u sur
des arcs de cercle assez grands.
Lemme 2. Soit u une fonction surharmonique ≥ 0 sur 2d, ou` d est un disque de
rayon ρ. On suppose u nulle en un point z au bord de 2d ou` elle est diffe´rentiable.
On se donne un arc γ de d de rayon ≥ ρ. Alors
∮
γ
u ≤ Cρ |∇u(z)|.
De´monstration. On se rame`ne a` 2D. Soit g la solution du proble`me de Dirichlet
nulle au bord de 2D avec ∆g = ∆u sur 3D2 . Autrement dit g = −
∫
3D
2
gt∆u(t) ou`
gt est la fonction de Green surharmonique de 2D avec poˆle en t. Par construction
u− g est ≥ 0 au bord de 2D, surharmonique, donc ≥ 0 sur 2D par le principe du
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minimum. Comme elle s’annule en z on a |∇g(z)| ≤ |∇u(z)|. Par ailleurs u − g
est harmonique sur 3D2 . Par le lemme 1 on a u ≤ g + C |∇u(z)| sur D. Donc∮
γ
u ≤
∫
3D
2
(
∮
γ
gt)(−∆u) + C |∇u(z)| en inte´grant. On va estimer l’inte´grale I de
droite. Remarquons d’abord que
∮
γ
gt de´pend continuˆment de t et du cercle. Elle
tend de plus vers ze´ro quand le rayon du cercle tend vers l’infini (on calcule des
moyennes). On en de´duit par compacite´ que
∮
γ
gt ≤ C. Par ailleurs |∇gt(z)| ≥
1
C
quand t parcourt 3D2 . Donc I ≤ C
∫
3D
2
|∇gt(z)| (−∆u) = C |∇g(z)| ≤ C |∇u(z)|
ce qui conclut.
Dans ce qui pre´ce`de on peut remplacer le gradient par une inte´grale sur un arc
de cercle centre´ au bord. On obtient ainsi un re´sultat de transfert d’estime´es sur
des arcs de cercles que le lecteur pourra ve´rifier de la meˆme manie`re. Il sera utile
pour la dimension supe´rieure.
Lemme 3. Soit u une fonction surharmonique ≥ 0 sur 2d, ou` d est un disque de
rayon ρ, et d′ un disque centre´ en un point du bord de 2d de rayon ρ′ ≤ 2ρ. On
pose γ′ = 2d ∩ ∂d′. Alors pour tout arc γ de d de rayon ≥ ρ on a
∮
γ
u ≤ C ρ
ρ′
∮
γ′
u.
Toujours pour la dimension supe´rieure il est important d’avoir un re´sultat
d’oubli d’une fonction harmonique dans nos estime´es sur des arcs de cercles.
Lemme 4. Soient u et h deux fonctions ≥ 0 respectivement surharmonique et
harmonique sur 2d, ou` d est un disque de rayon ρ. On suppose que u ≤ h au
centre de d. On note m = supΓ
∮
γ
Min(u, h) et M = supΓ˜
∮
γ
u, ou` Γ (resp. Γ˜)
est l’ensemble des arcs de d de rayon ≥ ρ (resp. ≥ ρ
2
). Alors M ≤ Cm.
De´monstration. On se rame`ne a` 2D. Le point cle´ est le fait suivant.
Fait. Soit v surharmonique ≥ 0 sur 2D. Alors MinD v ≤ supΓ
∮
γ
v et supΓ˜
∮
γ
v ≤
CMinD v.
Admettons ce fait pour l’instant. Voici comment on conclut. En prenant v =
Min(u, h) dans la premie`re ine´galite´ on obtient un point z deD avec Min(u, h)(z) ≤
m, soit u(z) ≤ m ou h(z) ≤ m. Dans le premier cas on obtient directement
l’estime´e voulue en posant v = u dans la deuxie`me ine´galite´. Dans le second cas
on a h(0) ≤ C m par les ine´galite´s de Harnack. Comme par hypothe`se h(0) ≥ u(0)
on conclut de la meˆme manie`re.
Montrons maintenant ce fait. La premie`re ine´galite´ s’obtient en prenant γ =
∂D. Pour la deuxie`me on suit la de´marche du lemme 2. On de´finit g de la
meˆme manie`re. On suppose le minimum de v sur D atteint en z. Par les
ine´galite´s de Harnack on a v ≤ g + Cv(z) sur D. Donc par inte´gration
∮
γ
v ≤∫
3D
2
(
∮
γ
gt)(−∆v) +C v(z). D’ou`
∮
γ
v ≤ C[−∆v( 3D2 ) + v(z)] puisque les inte´grales∮
γ
gt sont borne´es pour γ dans Γ˜. Reste a` estimer la masse de −∆v par v(z).
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Soit φ un automorphisme de 2D envoyant 0 sur z. Notons que φ−1( 3D2 ) reste
dans un disque fixe D′ plus petit que 2D. Il suffit d’estimer la masse du lapla-
cien de w = v ◦ φ sur D′ par sa valeur au centre. Soit χ une fonction plateau
valant 1 sur D′ et a` support compact dans 2D. On a −∆w(D′) ≤ −
∫
D
χ∆w =
−
∫
D
w∆χdxdy ≤ C
∫
D
w dxdy ≤ Cw(0) par l’ine´galite´ de la moyenne.
b) Le the´ore`me 1.
On suit l’approche d’Eremenko [3] pour le the´ore`me de Clunie et Hayman.
Soit f une courbe de Brody dans P 1(C). Elle s’e´crit (f1 : f2) en coordonne´es
homoge`nes avec fi entie`res sans ze´ro commun. On pose ui = log |fi|. L’indicatrice
de la courbe est T =
∮
r
Max(u1, u2) (a` un O(1) pre`s). Ici l’indice r de´signe la
moyenne sur le cercle γr centre´ a` l’origine de rayon r. Le caracte`re Brody de la
courbe se traduit par le fait que |∇u1 − ∇u2| est borne´ sur le lieu (u1 = u2) [3].
Celui-ci n’est pas vide si f n’est pas constante. On se donne maintenant un point
de P 1(C), par exemple (1 : 0). Sa fonction de comptage est N =
∮
r
u2. Comparons
ces deux inte´grales. On va le faire localement graˆce au lemme 2. Fixons un point
de γr ou` u1 > u2. Soit 2d le disque maximal centre´ en ce point contenu dans
(u1 > u2). Son bord touche (u1 = u2). Par le lemme 2 applique´ a` u1 − u2, on en
de´duit que
∮
γ
(u1 − u2) = O(ρ) ou` γ de´signe la partie de γr dans d et ρ le rayon
de d (controˆle´ par r). Par un lemme de recouvrement classique (voir [8]) on peut
trouver un nombre de´nombrable de tels disques dk recouvrant γr ∩ (u1 > u2) tels
que les dk
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soient disjoints. Il s’ensuit que
∑
ρk = O(r). En sommant les estime´es
locales on a donc
∮
r
(u1 − u2)
+ = O(r) soit
∮
r
Max(u1, u2) =
∮
r
u2 +O(r).
c) Le the´ore`me 2.
Soit f une courbe de Brody dans Pn(C). Comme plus haut on peut l’e´crire
(f1 : ... : fn+1) en coordonne´es homoge`nes avec fi entie`res sans ze´ro commun. On
pose ui = log |fi|. L’indicatrice de la courbe est T =
∮
r
Max(u1, ..., un+1). Son
caracte`re Brody se traduit par le fait que |∇ui −∇uj | est borne´ sur le lieu (ui =
uj = Max(u1, ..., un+1)) [3]. On suppose la courbe non de´ge´ne´re´e, i.e. non contenue
dans un hyperplan, et e´vitant n− 1 hyperplans en position ge´ne´rale que l’on peut
prendre comme les hyperplans de coordonne´es interme´diaires. Donc u2, ..., un sont
harmoniques. Enfin on choisit un autre hyperplan en position ge´ne´rale par rapport
a` ces n − 1 hyperplans, par exemple le dernier hyperplan de coordonne´es. Sa
fonction de comptage est N =
∮
r
un+1. On veut comparer N et T . On raisonne par
re´currence. Posons u∗k = Max(uk, ..., un+1). Noter que T =
∮
r
u∗1 et N =
∮
r
u∗n+1.
L’hypothe`se de re´currence se compose de l’estime´e de T en fonction de u∗k et
d’estime´es locales dans l’esprit du lemme 2.
(Hk) 1) T =
∮
r
u∗k +O(r).
2) Pour tout z, ou bien u∗k(z) = u
∗
1(z), ou bien il existe i < k et un disque
d centre´ en z de rayon ρ = O(|z|) tel que 2d ⊂ (u∗k < ui) et
∮
γ
(ui − u
∗
k) = O(ρ)
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pour tout arc γ de d de rayon ≥ ρ.
La conclusion voulue est l’estime´e 1) de (Hn+1). (H1) est tautologique. Mon-
trons que (Hk) implique (Hk+1). Commenc¸ons par le 2).
Supposons d’abord que u∗k+1(z) ≥ uk(z). Si u
∗
k+1(z) < u
∗
1(z) alors u
∗
k(z) <
u∗1(z) et par hypothe`se il existe i < k et d centre´ en z de rayon ρ avec 2d ⊂ (u
∗
k < ui)
et
∮
γ
(ui − u
∗
k) = O(ρ). Par le lemme d’oubli (lemme 4) on a une conclusion du
meˆme type en remplac¸ant u∗k par u
∗
k+1, ce qui conclut.
Sinon on a u∗k+1(z) < uk(z). Soit 2d le disque maximal centre´ en z contenu
dans (u∗k+1 < uk). Le rayon ρ de d est controˆle´ par |z| puisque le lieu (u
∗
k+1 = uk)
est non vide (sans quoi f serait de´ge´ne´re´e). Au bord de 2d on a un point z′ dans
(u∗k+1 = uk).
Supposons que u∗k(z
′) = u∗1(z
′). On ve´rifie qu’alors u∗k+1 est diffe´rentiable en z
′
et |∇u∗k+1−∇uk|(z
′) est controˆle´ par la constante de Brody initiale. Autrement dit
(u1, ..., uk, u
∗
k+1) se comporte comme les coordonne´es logarithmiques d’une courbe
de Brody de P k(C). Par le lemme 2 applique´ a` uk − u
∗
k+1 on obtient l’estime´e
voulue.
Sinon on a u∗k(z
′) < u∗1(z
′). Par hypothe`se il existe i < k et d′ centre´ en z′ de
rayon ρ′ avec 2d′ ⊂ (u∗k < ui) et
∮
γ′
(ui−u
∗
k) = O(ρ
′) pour tout arc γ′ de d′ de rayon
≥ ρ′. Par le lemme d’oubli (lemme 4) on a la meˆme conclusion en remplac¸ant u∗k
par u∗k+1 et avec γ
′ de rayon ≥ ρ
′
2 . A fortiori
∮
γ′
(uk−u
∗
k+1)
+ = O(ρ′). Maintenant
ou bien d′ ne contient pas 2d (ρ′ < 4ρ) et l’estime´e pre´ce´dente se transfe`re a` d.
En prenant γ′ = 2d ∩ ∂ d
′
2 dans le lemme 3 on obtient
∮
γ
(uk − u
∗
k+1) = O(ρ) . Ou
bien d′ contient 2d. Le disque d′ contient alors un disque d′′ centre´ en z de rayon
ρ′′ ≥ ρ
′
2
. On a directement par restriction
∮
γ′′
(ui − u
∗
k+1) = O(ρ
′′) pour tout arc
γ′′ de d′′ de rayon ≥ ρ′′ (et donc
∮
γ′′
(uk − u
∗
k+1)
+ = O(ρ′′)).
Montrons maintenant le 1). Remarquons que l’on vient de voir l’alternative
suivante pour un point z de γr. Ou bien u
∗
k+1(z) ≥ uk(z), ou bien il existe un
disque d centre´ en z de rayon ρ tel que
∮
γr∩d
(uk − u
∗
k+1)
+ = O(ρ). Par le lemme
de recouvrement (voir plus haut) on obtient que
∮
r
(uk − u
∗
k+1)
+ = O(r). D’ou`∮
r
u∗k =
∮
r
u∗k+1 +O(r) ce qui conclut.
2. Le the´ore`me 3.
Il repose sur une technique de renormalisation due a` Eremenko (voir [3],[4]).
On va montrer un second the´ore`me non inte´gre´ sous la forme
(q − n+ 1) a(r) ≤
∑
nHi(r) + o(r
2).
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Ici a(r) = aire(f(Dr)) et nHi(r) =card(f
−1(Hi) ∩Dr) (avec multiplicite´s). Cela
entraˆıne directement le the´ore`me 3 par inte´gration.
Soit (li = 0) l’e´quation de l’hyperplan Hi. On pose ui = log |li ◦ f | et u =
1
2 log
∑
|fi|
2 (ou` f = (f1 : ... : fn+1) comme plus haut). Noter que ∆u est borne´
puisque f est Brody. On veut voir que
lim sup
1
r2
[(q − n+ 1)∆u(Dr)−
∑
∆ui(Dr)] ≤ 0.
Autrement dit soit (rk) une suite de rayons telle que
1
r2
k
[(q − n+ 1)∆u(Drk)−∑
∆ui(Drk)] converge. Il faut voir que sa limite est ne´gative ou nulle. Pour
cela on note λk l’homothe´tie du plan de rapport rk et on regarde la suite de
fonctions 1
r2
k
(u − hk) ◦ λk ou` hk est la plus petite majorante harmonique de u
sur D2rk . On obtient des fonctions sousharmoniques ≤ 0 sur 2D. Par compacite´
(voir [6]), ou bien cette suite tend localement uniforme´ment vers −∞, ou bien
quitte a` extraire elle converge dans L1loc vers une fonction sousharmonique v. Le
premier cas est exclu ici. En effet hk(0) =
∮
2rk
u = O(r2k) puisque f est Brody, donc
1
r2
k
(u(0)−hk(0)) reste borne´. On proce`de de meˆme pour les fonctions
1
r2
k
(ui−hk)◦λk
et on note vi la limite correspondante.
Pour I ⊂ {1, ..., q} on note uI = Max I ui et vI = Max I vi. Si card(I) ≥ n+ 1
on a u = uI + O(1) par position ge´ne´rale, donc v = vI . En fait v = vI de`s
que card(I) = n. En effet soit γ un cercle dans 2D. Par le meˆme argument que
pour le the´ore`me 1 (voir aussi l’hypothe`se de re´currence (H2)) on a
∮
λk(γ)
uI′ =∮
λk(γ)
uI + O(rk) quand I ⊂ I
′ ⊂ {1, ..., q} avec card(I) = n et card(I ′) = n + 1.
A` la limite
∮
γ
vI′ =
∮
γ
vI . Ceci e´tant valable pour tout cercle, en faisant tendre
leur rayon vers ze´ro on obtient bien vI′ = vI . Autrement dit en tout point de 2D
au moins q − n+ 1 fonctions vi co¨ıncident avec v.
Pour conclure on va appliquer le lemme de potentiel suivant.
Lemme 5. Soit w une fonction δ-sousharmonique sci ≥ 0 sur 2D telle que ∆w
soit L∞ sur (w = 0). Alors ∆w = 0 sur (w = 0).
Une fonction δ-sousharmonique est la diffe´rence de deux fonctions soushar-
moniques et sci signifie semicontinue infe´rieurement.
Admettons ce re´sultat pour l’instant. Soit w = v − vi. Elle est bien δ-
sousharmonique ≥ 0 sur 2D et sci. En effet comme ∆u est borne´e on a la meˆme
borne uniforme pour le laplacien de 1
r2
k
(u−hk)◦λk donc ∆v est L
∞. Par re´gularite´
elliptique du laplacien, v est un peu moins que C2 donc continue et w est sci. De
plus ∆w est L∞ sur (w = 0). En effet par le lemme de Grishin ([5],[4]) on a
∆w ≥ 0 sur (w = 0). Donc, toujours sur (w = 0), ∆v ≥ ∆vi et ∆vi est L
∞. On
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peut donc appliquer le lemme et on obtient que ∆v = ∆vi sur (v = vi). Main-
tenant, puisqu’au moins q − n+ 1 fonctions vi co¨ıncident avec v en chaque point,
on a (q − n+ 1)∆v ≤
∑
∆vi partout.
Traduisons ceci avant la limite. Donnons-nous ǫ > 0 et χ ≥ 0 une fonction
plateau sur (1− ǫ)D a` support dans D. Pour k assez grand on a
(q − n+ 1)
∫
χ∆(u ◦ λk) ≤
∑∫
χ∆(ui ◦ λk) + ǫ r
2
k.
Donc (q−n+1) a(rk(1−ǫ)) ≤
∑
nHi(rk)+ǫ r
2
k. Comme f est Brody il s’ensuit
que 1
r2
k
[(q− n+ 1) a(rk)−
∑
nHi(rk)] ≤ C ǫ ou` C est une constante ne de´pendant
que de q, n et la constante de Brody de f . On conclut en faisant tendre ǫ vers 0.
Terminons par la de´monstration du lemme 5. Elle suit celle du lemme 2 dans [4].
Par une re´duction analogue on se rame`ne au cas ou` (w = 0) = ∂(2D)∪K avec K
compact dans
◦
2D. Dans une composante connexe U du comple´mentaire de K on a
donc w =
∫
U
gt∆w(t). Ici gt est la fonction de Green sousharmonique sur U avec
poˆle en t. On la prolonge par 0 en une fonction δ-sousharmonique du plan. On a
∆ gt = δt−ωt ou` ωt est la mesure harmonique sur ∂U par rapport a` t. En sommant
sur les composantes w =
∑ ∫
U
gt∆w(t) et ∆w =
∑
[1U∆w−
∫
U
ωt∆w(t)]. Donc
1K ∆w = −1K
∑ ∫
U
ωt∆w(t). Or dans chaque U les mesures ωt sont absolument
continues entre elles et porte´es par un bore´lien de mesure de Lebesgue nulle [10].
C’est donc aussi le cas pour 1K ∆w. Mais par hypothe`se 1K ∆w est absolument
continue par rapport a` la mesure de Lebesgue. Elle est donc nulle.
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