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Abstract—The coupled tensor decomposition aims to reveal
the latent data structure which may share common factors. As
a quantum inspired representation for tensors, the recently pro-
posed tensor ring decomposition shows powerful representational
ability. Using this decomposition, a novel non-convex model using
the coupled tensor ring Frobenius norm is proposed in this paper.
We also provide an excess risk bound for this model, which
shows improvement compared with the recent coupled nuclear
norm method. The model is solved by the block coordinate
descent which only involves solving a series of quadratic forms
constructed by the sampling pattern, thus it leads to efficient
optimization. The proposed algorithm is validated on synthetic
data and real-world data, which demonstrates the superiority
over the existing coupled completion methods.
Index Terms—tensor ring, coupled tensor completion, alternat-
ing least squares, excess risk bound, permutational Rademacher
complexity
I. INTRODUCTION
Tensor is a multi-dimensional array and able to model the
interaction between different modes in high-dimensional data.
Analogous to singular value decomposition (SVD), tensor
decomposition seeks an optimal form of tensor representation
which results in a set of smaller and simpler components.
Tensor completion recoveries the missing entries based on
low-rank assumptions that are induced by different form of
tensor decompositions. The completion methods are mainly
divided into two categories. One is the convex method which
is based on optimizing the low-rank inducing norms, the other
one is the non-convex method which is based on optimizing
the latent factors given pre-defined tensor rank. Tensor com-
pletion is applicable in many fields, such as signal processing
[1]–[5], link prediction [6]–[8], recommendation system [9]–
[14], bioinformatics [15]–[19], chemometrics [20], [21] and
computer vision [22]–[31].
Sometimes the acquired data are not individual but share
a part of information, and it can be regarded as a joint data
where each individual provides the side information for the
others. This may happen when several tensors share one or
more dimensions, and we call them coupled tensors (see
Figure 1). An advantage of modeling the data structure as
coupled tensors is each tensor can obtain information from
others and share information with others. The decomposition
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for coupled tensors can be considered as a joint factorization,
which simultaneously decomposes the tensors by sharing the
low-rank property. The coupled tensor completion exploits
the sharing low-rank structures to impute the missing entries
in coupled tensors. Existing methods [32]–[35] for coupled
tensor completion are based on CANDECOMP/PARAFAC
(CP) decomposition, a generalization of SVD, which factorizes
a D-order tensor into a linear combination of D rank-1
tensors, resulting in DIR parameters, provided that I is each
dimensional size and R is the CP-rank.
Fig. 1: Illustration of information sharing between three cou-
pled tensors, through mode 1.
The recently proposed tensor ring (TR) decomposition rep-
resents a D-order tensor with cyclically contracted 3-order
tensor factors of size R× I ×R by using the matrix product
state expression (see Fig. 2(a)), resulting in DIR2 parameters,
where [R, . . . , R] is the TR rank. The TR decomposition
allows a cyclical shift of TR factors due to the nature of trace
operator (see the detail in Section II-B), thus reordering tensor
dimension makes no difference to the result. As a quantum
inspired decomposition, the TR representation is shown to
outperform CP and TK representations due to its powerful
representation ability [31], [36], [37]. Though the TR rank is a
vector, assuming all components has a same value is validated
to be effective [37], which alleviates the burden of tuning many
parameters.
In this paper, we focus on utilizing coupled TR decompo-
sition for coupled tensor completion, and to the best of our
knowledge, this is the first attempt to use TR decomposition
for coupled tensor completion. The difference between the
novelty of this paper and [37] is the derivation of closed form
of sub-problems, which is crucial to the efficient optimization
of the coupled TR factors. The proposed algorithm alternately
solves a series of quadratic forms consisting of the latent
factors. In optimization of the coupled TR factors, the value of
its Hessian matrix is a mixture of the each individual Hessian
matrix. The computation of each Hessian matrix depends
on the sampling pattern, which may lead to a necessary
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(a) A graphical representation of
the TR decomposition for a 6-
order tensor.
(b) A graphical representation
of the coupled TR decomposi-
tion, where the first 3 modes are
shared.
Fig. 2: Illustration of the coupled TR decomposition.
probabilistic condition for the sampling lower bound. We
also analyze the computational and storage complexity. We
then derive an excess risk bound using a recently proposed
permutational Rademacher complexity, which shows that for
coupled tensors, each can be recovered with a lower sampling
rate that is below the sampling lower bound. The number
of samples that can be reduced depends on the number of
coupled dimensions. The proposed algorithm is evaluated on
the synthetic data to verify the theory and compared with the
coupled matrix-tensor factorization (CMFT) method [32]–[34]
and the coupled nuclear norm (CNN) method [38] on real-
world data to test its empirical performance. The result of
numerical experiments show significant performance improve-
ment in coupled data completion.
The remainder of this paper is arranged as follows. In
Section II, we introduce basic notations and preliminaries
of tensor, TR decomposition and its relevant operations. In
Section III, we state the coupled TR completion problem and
propose our algorithm, along with the algorithmic complexity.
We also provide an excess risk bound for the coupled TR F-
norm model. In Section IV, we perform a series of numerical
experiments to compared the proposed method with the ex-
isting ones. Finally we conclude our work in Section V. The
proof details of corresponding theories are shown in Appendix.
II. NOTATIONS AND PRELIMINARIES
A. Notations
Throughout the paper, a scaler, a vector, a matrix and a
tensor are denoted by a normal letter, a boldfaced lower-case
letter, a boldfaced upper-case letter and a calligraphic letter,
respectively. For instance, a D-order tensor is denoted as X ∈
RI1×···×ID , where Id is the dimensional size corresponding to
mode-d, d = 1, . . . , D.
The Frobenius norm of X is defined as the squared root of
the inner product of twofold tensors:
‖X‖F =
√
〈X ,X〉 =
√√√√ I1∑
i1=1
· · ·
ID∑
iD=1
x2i1···iD . (1)
Projection operator PΩ (·) projects a tensor onto the support
(observation) set Ω, where
Ω := {(i1, . . . , iD) | if entry (i1, . . . , iD) is observed} (2)
For example, the formulation for a D-order tensor X is
PΩ (X )i1···iD =
{
xi1···iD (i1, . . . , iD) ∈ Ω
0 (i1, . . . , iD) /∈ Ω
. (3)
The Hadamard product ~ is an element-wise product. For
D-order tensors X and Y , the representation is
(X ~ Y)i1···iD = xi1···iD · yi1···iD . (4)
The d-shifting K-unfolding yields a matrix X{d,K} ∈
RId×Jd by permuting X with order [d, . . . ,D, 1, . . . , d− 1]
and unfolding along its first K dimensions, where Jd =∏D
n=1, n 6=d In.
B. Preliminaries of tensor ring decomposition
This section introduces the TR decomposition. Supposing
the tensor X has size I1 × · · · × ID. The non-canonical TR
decomposition factorizes X into D cyclically contracted 3-
order tensors with the formulation [39]
X (i1, . . . , iD) = tr
(
U (1) (:, i1, :) · · · U (D) (:, iD, :)
)
, (5)
where U (d) ∈ RRd×Id×Rd+1 .
Reference [40] mentions two methods for TR decomposi-
tion. The first method is based on the density matrix renor-
malization group [41]. It firstly reshapes X into X{1,1} and
applies SVD to derive X{1,1} = UΣV. It then reshapes U
as the first TR factor and applies SVD to ΣV. The algorithm
is accomplished by performing D − 1 SVDs. This method
does not need the per-defined TR rank and performs fast. The
second method alternatively optimizes one of the TR factors
while keeping the others fixed. Repeatedly performing the
optimization until the relative change ‖X k−X k−1‖/‖X k−1‖
or the relative error ‖X k − X0‖/‖X0‖ drops below a certain
pre-defined threshold. This method requires a pre-defined
TR rank which affects the performance and performs slowly
compared with the first method.
III. COUPLED TENSOR RING COMPLETION ALGORITHM
We use R to represent the tensor ring computation (with-
out any subscript) or itself (with subscript annotating the
index) and assume the first L TR factors of R1 and
R2 are coupled. Operator R (·) means the TR contraction
which yields a tensor given a set of TR factors. Supposing
{U} = {U (1), . . . ,U (D1)} are the TR factors of R1, and
{V} = {V(1), . . . ,V(D2)} are the TR factors of R2. Assuming
R ({U}) ∈ RI1×···×ID1 and R ({V}) ∈ RI′1×···×I′D2 . Then
the model for coupled TR completion is
min
{U},{V}
1
2
‖PΩ1 (R ({U}))− PΩ1 (T1)‖22+
1
2
‖PΩ2 (R ({V}))− PΩ2 (T2)‖22
s. t. U (l) (1 : Γl, :, 1 : Γl+1) = V(l) (1 : Γl, :, 1 : Γl+1)
l = 1, . . . , L,
(6)
where Γl ∈ [1,min {Rl, R′l}], l = 1, . . . , L are the coupled
distances, in which [R1, . . . , RD1 ] and [R
′
1, . . . , R
′
D2 ] are the
TR ranks of R ({U}) and R ({V}), respectively.
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At last, we emphasize that the coupled tensor ring model
proposed in [42] is specific to the hyperspectral image super-
resolution, which is different from ours in terms of model and
algorithm.
A. Algorithm
To solve problem (6), we use the block coordinate descent
method [43]. Specifically, this method alternately optimizes
the block variable U (d1) (or V(d2)) while keeping others fixed,
thus the problem (6) is decomposed into D1 + D2 − L sub-
problems.
1) Update of the uncoupled factors of R1: we rewrite
problem (6) as
min
U(d)
d=L+1,...,D1
1
2
‖PΩ1 (R ({U}))− PΩ1 (T1)‖22 (7)
and substitute W1 ~ (·) for PΩ1 (·). Let Ad ∈ RId×RdRd+1 ,
Bd ∈ RRdRd+1×Jd and Cd ∈ RId×Jd be the unfoldings
of U (d), Bd and T1, respectively, where Bd is computed by
contracting all the D1 TR factors of R1 except the d-th factor.
Then the problem (7) is converted into
min
Ad, d=L+1,...,D1
1
2
‖W{d,1} ~AdBd −W1{d,1} ~Cd‖2F.
(8)
Defining w(d)id = W{d,1} (id, :) and a permutation matrix
P
(d)
id
= eS(d)id
∈ RI 6=d×‖w
(d)
id
‖0 , where ek is a vector of length
I6=d =
∏D1
t=1 It/Id whose values are all zero but one in the
k-th entry, k ∈ S(d)id and S
(d)
id
=
{
jd|w(d)id (jd) = 1
}
.
Note that the d-th sub-problem in (8) can be divided into Id
sub-sub-problems, in which the row vectors a(d)id = Ad (id, :)
are treated as the block variables. Reformulating the id-th sub-
sub-problem in the quadratic form and calculating its first-
order derivative, we have the optimal solution of the form
a
(d)∗
id
= −g(d)id H
(d)†
id
, (9)
where † is the Moore-Penrose pseudoinverse andH
(d)
id
= B
(d)
id
B
(d)T
id
, g
(d)
id
= −c(d)id B
(d)T
id
c
(d)
id
= c
(d)
id
P
(d)
id
, B
(d)
id
= B(d)P
(d)
id
.
The TR factor U (d) is optimized by performing (9) Id times
to solve the d-th sub-problem of (8). Then the uncoupled TR
factors of R1 are updated by optimizing all D1 − L factors.
2) Update of the uncoupled factors of R2: This optimiza-
tion is similar to the update of uncoupled TR factors of R1
and can refer to (9), hence we skip the deduction and just give
the solution as
a′(d)
∗
i′d − g′
(d)
i′dH
′(d)†
i′d , (10)
where H′(d)i′d = B
′(d)
i′dB
′(d)
T
i′d , g
′(d)
i′d = −c′
(d)
i′dB
′T
d , z
(d)
i′d =
c′
(d)
i′d c
′(d)
T
i′d , and the symbols with superscript
′ means the
corresponding terms derived from computation of R2 .
3) Update of the coupled factors of R1 and R2: we rewrite
the problem (6) as
min
U(l),V(l)
d=1,...,L
1
2
‖PΩ1 (R ({U}))− PΩ1 (T1)‖22+
1
2
‖PΩ2 (R ({V}))− PΩ2 (T2)‖22
s. t. U (d) (1 : Γd, :, 1 : Γd+1) =
V(d) (1 : Γd, :, 1 : Γd+1) , d = 1, . . . , L.
(11)
Let A′d ∈ RI′d×RdRd+1 be the unfolding of V(d), C′d ∈
RI′d×J′d be the {d, 1} unfolding of T2 and W ′ be the tensor
form of PΩ2 . Let
Cd = {1, . . . ,Γd+1, Rd+1 + 1, . . . , Rd+1 + Γd+1,
. . . ,
ΓdRd+1 + 1, . . . ,ΓdRd+1 + Γd+1}, d = 1, . . . , L,
C′d = {1, . . . ,Γd+1, R′d+1 + 1, . . . , R′d+1 + Γd+1,
. . . ,
ΓdR
′
d+1 + 1, . . . ,ΓdR
′
d+1 + Γd+1}, d = 1, . . . , L.
We reformulate (11) as
min
Ad,A
′
d
d=1,...,L
1
2
‖W{d,1} ~AdBd −W{d,1} ~Cd‖2F+
1
2
‖W′{d,1} ~A′dB′d −W′{d,1} ~C′d‖2F
s. t. Ad (:,Cd) = A′d (:,C′d) , d = 1, . . . , L,
(12)
where the index sets Cd ∈ RΓdΓd+1 and C′d ∈ RΓdΓd+1 indi-
cate which columns are coupled in Ad and A′d, respectively.
Following the analysis in optimization (8), we consider
the id-th sub-sub-problem of the d-th sub-problem of (12).
Defining
α
(d)
id
, Ad (id,Cd) = A′d (id,C′d)
β
(d)
id
, Ad (id, {1, . . . , RdRd+1} \Cd)
γ
(d)
id
, A′d (id, {1, . . . , R′dR′d+1} \C′d)
,
then Ad (id, :) =
[
α
(d)
id
,β
(d)
id
]
PTd and A
′
d (id, :) =[
α
(d)
id
,γ
(d)
id
]
P′Td , where Pd =
[
eCd , e{1,...,RdRd+1}\Cd
]
and
P′d =
[
eC′d , e{1,...,R′dR′d+1}\C′d
]
are permutation matrices.
Accordingly, we have the problem
min
α
(d)
id
,β
(d)
id
,γ
(d)
id
1
2
‖w(d)id ~
[
α
(d)
id
,β
(d)
id
]
PTd Bd −w(d)id ~ c
(d)
id
‖22
+
1
2
‖w′(d)id ~
[
α
(d)
id
,γ
(d)
id
]
P′Td B
′
d −w′(d)id ~ c′
(d)
id
‖22.
(13)
Let H˜(d)id = P
T
d H
(d)
id
Pd and H˜′
(d)
id
= P′Td H
′(d)
id
P′d. Defin-
ing
H˜
(d)
id
,
[
H˜
(d)11
id
H˜
(d)12
id
H˜
(d)21
id
H˜
(d)22
id
]
, H˜′
(d)
id
,
[
H˜′
(d)11
id
H˜′
(d)12
id
H˜′
(d)21
id
H˜′
(d)22
id
]
,
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such that
H˜
(d)11
id
∈ RΓdΓd+1×ΓdΓd+1 ,
H˜
(d)12
id
∈ RΓdΓd+1×RdRd+1−ΓdΓd+1 ,
H˜
(d)21
id
∈ RRdRd+1−ΓdΓd+1×ΓdΓd+1 ,
H˜
(d)22
id
∈ RRdRd+1−ΓdΓd+1×RdRd+1−ΓdΓd+1
and the similar sizes hold for H˜′
(d)11
id
, H˜′
(d)12
id
, H˜′
(d)21
id
and
H˜′
(d)22
id
. Defining
g
(d)
id
, −c(d)id B
(d)T
id
Pd =
[
ξ
(d)
id
,η
(d)
id
]
g′(d)id , −c′
(d)
id
B′
(d)T
id
P′d =
[
ξ′(d)id ,η
′(d)
id
]
such that ξ(d)id , ξ
′(d)
id
∈ RΓdΓd+1 , η(d)id ∈ RRdRd+1−ΓdΓd+1 and
η′(d)id ∈ RR
′
dR
′
d+1−ΓdΓd+1 .
We then deduce the solution (see Appendix A for detail) as[
α
(d)
id
,β
(d)
id
,γ
(d)
id
]∗
= arg min
α
(d)
id
,β
(d)
id
γ
(d)
id
1
2
[
α
(d)
id
,β
(d)
id
,γ
(d)
id
]
Ĥ
(d)
id
[
α
(d)
id
,β
(d)
id
,γ
(d)
id
]T
+
[
α
(d)
id
,β
(d)
id
,γ
(d)
id
] [
ξ
(d)
id
+ ξ′(d)id ,η
(d)
id
,η′(d)id
]T
+
1
2
z
(d)
id
+
1
2
z′(d)id
=− ĝ(d)id Ĥ
(d)†
id
, (14)
where ĝ(d)id =
[
ξ
(d)
id
+ ξ′(d)id ,η
(d)
id
,η′(d)id
]
and the Hessian
matrix is
Ĥ
(d)
id
= H˜
(d)11
id
+ H˜′
(d)11
id
H˜
(d)12
id
+ H˜
(d)21T
id
H˜′
(d)12
id
+ H˜′
(d)21T
id
H˜
(d)21
id
+ H˜
(d)12T
id
H˜
(d)22
id
0
H˜′
(d)21
id
+ H˜′
(d)12T
id
0 H˜′
(d)22
id
 .
The algorithm for coupled tensor completion via low-rank
tensor ring is outlined in Algorithm 1.
Note this algorithm can be easily extend to the case where
more than two tensor rings are coupled, in which only the
scheme for updating the coupled components is changed. We
have the Hessian matrix defined in the form of block matrix
Ĥ
(d)
id
{1, 1} =
N∑
n=1
H˜(n)
(d)11
id
, Ĥid {n, n} = H˜(n)
(d)22
id
(n = 2, . . . , N) ,
Ĥ
(d)
id
{1, n} = Ĥid {n, 1}T = H˜(n)
(d)12
id
+ H˜(n)
(d)21T
id
(n = 2, . . . , N) ,
Ĥ
(d)
id
{m,n} = 0 (m 6= n, m 6= 1, n 6= 1)
and ĝ(d)id =
[∑N
n=1 ξ
(n)(d)
id
,η
(d)
id
,η(N)
(d)
id
]
, where H˜(n)
(d)
id
=
Algorithm 1 Alternating least squares for coupled tensor ring
completion (CTRC)
Input: Two zero-filled tensors T1 and T2, two binary tensors
W1 and W2, the maximal # iterations K
Output: Two recovered tensors X and Y , two sets of TR
factors {U} and {V}
1: Apply Algorithm 1 to initialize {U} and {V}
2: for k = 1 to K do
3: Update the uncoupled TR factors of R1 according to
(9)
4: Update the uncoupled TR factors of R2 according to
(10)
5: Update the coupled TR factors of R1 and R2 according
to (14)
6: Update X = R ({U}), Y = R ({V})
7: if converged then
8: break
9: end if
10: end for
11: return X , Y , {U}, {V}
P
(n)T
d H
(n)
id
P
(n)
d and
g˜(n)
(d)
id
= −c˜(n)
(d)
id
B
(n)T
d P
(n)
d =
[
ξ(n)
(d)
id
,η(n)
(d)
id
]
.
B. Computational Complexity
Assuming all the tensors X1, . . . , XN have a same size
I1×. . .×ID and a same TR rank [R, . . . , R]. The computation
of Hessian matrix H(d)id costs O
(
SR×R4∏Dk=1, k 6=d Id) =
O
(
mR4/Id
)
, where SR is the sampling rate. Thus updating
the d-th TR factor costs O
(
mR4
)
and one iteration of CTRC
costs O
(
mNDR4
)
.
The computation of H(d)
†
id
costs O
(
R6
)
and updating the
d-th TR factor costs O
(
IdR
6
)
. Hence one iteration of CTRC
costs O
(
NR6
∑D
d=1 Id
)
.
The total computational cost of one iteration of CTRC is
max
{
O
(
mNDR4
)
, O
(
NR6
∑D
d=1 Id
)}
= O
(
mNDR4
)
.
C. Excess Risk Bound
We define l¯T (·, ·) as the average of the perfect square
trinomial l (·, ·) computed on a finite training set T. For
concise expression of average test error, we use notation
l¯T ({X ,Y} , {T1, T2}) to denote the average training error over
T, where we simply refer to T ⊆ Ω as the union of T1 ⊆ Ω1
and T1 ⊆ Ω2. Similarly, we can define l¯S (X ,Y) as the average
test error measured by l (·, ·) over S ⊆ Ω⊥. As in [44], we
assume that |Si| = |Ti| for any i ∈ {1, 2}.
Given an assumption that X = R ({U}) with TR
rank [R, . . . , R] and each TR factor is a indepen-
dent Gaussian random tensor with zero mean and vari-
ance of σ2, we can define a hypothesis class H ,{X ,Y | U (d) ∼ N (0, σ2) ,V(d) ∼ N (0, σ2)}. Without loss
of generality, we assume l (·, ·) is L-Lipschitz continuous since
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the F-norms of two tensors are centralized with overwhelming
probability.
By leveraging the recently proposed permutational
Rademacher complexity [44], the following theorem
characterizes the excess risk of coupled TR completion.
Theorem 1. Under the hypothesis H mentioned before, the
excess risk of the coupled TR completion (6) is bounded as
l¯S ({X ,Y} , {T1, T2})− l¯T ({X ,Y} , {T1, T2}) ≤
Λ
(
1 +
2√
2pi |T| − 2
)
(2σ)
D1
2√|T1|
ΓD1
(
IR2+1
2
)
ΓD1
(
IR2
2
) ·
D2+1−LFD1−L
(
− 12 , IR
2
2 ,...,
IR2
2
1−IR2
2 ,...,
1−IR2
2
∣∣∣∣∣ (−1)D1+1−L |T1| (2σ)D2|T2| (2σ)D1
)
+√
2 |T ∪ S| ln (1/δ)
(|T ∪ S| − 1/2)2 (15)
for D1 ≥ D2 and
l¯S ({X ,Y} , {T1, T2})− l¯T ({X ,Y} , {T1, T2}) ≤
Λ
(
1 +
2√
2pi |T| − 2
)
σD22
D2
2√|T2|
ΓD2
(
IR2+1
2
)
ΓD2
(
IR2
2
) ·
D1+1−LFD2−L
(
− 12 , IR
2
2 ,...,
IR2
2
1−IR2
2 ,...,
1−IR2
2
∣∣∣∣∣ (−1)D2+1−L |T2| (2σ)D1|T1| (2σ)D2
)
+√
2 |T ∪ S| ln (1/δ)
(|T ∪ S| − 1/2)2 (16)
for D2 ≥ D1 respectively with probability at least 1 − δ.
Moreover, with the same probability, the excess risk of each
individual TR completion is bounded by
Λ
(
1 +
2√
2pi |Tn| − 2
)
(2σ)
Dn
2√|Tn|
ΓDn
(
IR2+1
2
)
ΓDn
(
IR2
2
) +√
2 |Tn ∪ Sn| ln (1/δ)
(|Tn ∪ Sn| − 1/2)2
, n = 1, 2. (17)
Theorem 1 reports a phenomenon that the risk bound of
coupled completion can be much lower than that of individual
completion. Notice that these expressions are multiplicative, it
suffices to illustrate the relationship by comparing each term.
The term
√|T| in the denominator is larger than each single
part. Note that the hypergeometric function approximates to
1 if the input argument approximates to 0. Supposing that
D1 ≥ D2 without loss of generality, then this function can
yield a number close to 1 by choosing |T1| and |T2| such that
|T1| is enough less than |T2|. Thus the risk bound (15) or (16)
is less than the sum of the bounds (17).
To discuss the effect of these parameters on the risk bound,
note that E
[√
X
]
≤√E [X], a supremum of the risk bound
(follows from Appendix B) is given by
Λ
(
1 +
2√
2pi |T| − 2
)
(2σ)
Dn
2
ΓL
(
IR2+1
2
)
ΓL
(
IR2
2
)
√
(σIR2)
D1−L
|T1| +
(σIR2)
D2−L
|T1| .
Therefore increasing |T1| or |T2| or both are beneficial to the
recovery performance, but the increments of I , R, D1 and D2
are unfavorable. To examine the effect of L, let f (L) be the
above term, then
f ′ (L) =
1
2
f (L)
[
ln
(
2
Γ2
(
k+1
2
)
Γ2
(
k
2
) )− ln (k)] ,
where k = IR2. Since for a Chi distributed variable X with
degree of freedom k we have E2 [X] ≤ E [X2], and hence
f ′ (L) < 0. This means increasing the number of coupled
dimensions improves the recovery performance.
This coupled completion can also be comprehended
from the viewpoint of mutual information I (X ;Y) =∫∫
p (X ,Y) ln p(X ,Y)p(X )p(Y)dXdY . The two tensor rings have no
mutual information if they are not coupled, thus they cannot
help each other’s recovery. On the other hand, this term
becomes the differential entropy H (X ) if they are totally
coupled, meanwhile, the amount of information reaches the
maximum which results in the best recovery performance.
The information transfer consists in the summation of the
Hessian matrices in Algorithm 1 since the amplitude ratio of
the matrices is |T1| / |T2|.
As a comparison, the bound of our coupled F-norm is on
the order of ID/2 which is lower than the bound in [38],
i.e., O
(
I(D+1)/2 lnD−1/2 (I)
)
by considering bounding the
nuclear norm of the coupled tensor.
IV. NUMERICAL EXPERIMENT
In this section, the proposed algorithm is evaluated on two
kinds of datasets, i.e., synthetic data and real-world data. The
synthetic data is employed to verify the theory. To test the
empirical performance of the proposed CTRC, the CTRC
along with other three algorithms are benchmarked on real-
world data, including the coupled nuclear norm minimization
for coupled tensor completion (CNN) [38], advanced coupled
matrix and tensor factorization (ACMTF) [33], [34] structured
data fusion by nonlinear least squares (SDF) [35]. The low
rank tensor completion via alternating least square (TR-ALS)
[37] is also compared as a baseline since it can be regarded
as the individual tensor ring completion.
The root of mean square error (RMSE) defined as RMSE =
‖Xˆ − X‖F/
√|X | is used as the completion score, where
X is the ground truth and Xˆ is the estimate of X . We
use computational CPU time (in seconds) as a measure of
algorithmic complexity.
The sampling rate (SR) is defined as the ratio of the number
of samples to the total number of the elements of tensor X ,
which is denoted as SR = |Ω|/|X |. For fair comparison, the
parameters in each algorithm are tuned to give optimal perfor-
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mance. For the proposed CTRC algorithm, one of the stop cri-
teria is that the relative change RC = ‖Xk−Xk−1‖F/‖Xk−1‖F
is less than a tolerance that is set to 1 × 10−8. We set the
maximal number of iterations K = 200 in experiments on
synthetic data and K = 100 in experiments on real-world
data.
All the experiments are conducted in MATLAB 9.7.0 on a
computer with a 2.8GHz CPU of Intel Core i7 and a 16GB
RAM.
A. Synthetic Data
In this section, we test our algorithm on randomly generated
completion problem. We generate two tensors of the same
size 20 × 20 × 20 × 20 using the TR decomposition (5), in
which the TR factors are randomly sampled from the stan-
dard normal distribution, i.e., U (d) (rd, id, rd+1) ∼ N (0, 1),
V(d) (rd, id, rd+1) ∼ N (0, 1), d = 1, . . . , 4. Then we couple
two tensor rings by setting U (d) = V(d), d = 1, . . . , 3. Next,
we compute the tensors T1 and T2 according to these factors.
We run our algorithm to plot the phase transition on TR rank
versus sampling rate of tensor T1 under different settings of
sampling rate of tensor T2 and the number of coupled TR
factors. The sampling rate of T1 ranges from 0.005 to 0.1
with interval 0.005, and the sampling rate of T2 ranges from
0.05 to 0.2 with interval 0.05. The TR rank varies from 2 to
8, and the number of coupled TR factors is 1, 2 and 3.
Fig. 3 reports the result. The Dimc in the figure represents
the number of the coupled TR factors, and SR1 and SR2
represent the sampling rates of T1 and T2, respectively. In
phase transition, the white patch means a successful recovery
whose RMSE is less than 1×10−6, and the black patch means
a failure The successful area increases when sampling rate
of T2 or the number of the coupled TR factors increases.
This is because the first tensor ring can learn information
from the second one with increasing sampling rate or the
number of coupled factors, though the recovery of T1 is
beyond its sampling limit. Numerically, the magnitude of the
singular values of Hessian matrix H˜′id is SR2/SR1 times the
magnitude of the singular values of H˜id , hence the H˜′id is
dominated in the updating scheme.
B. The UCLAF Data
In this section, the user-centered collaborative location and
activity filtering (UCLAF) data [45] is used for benchmark. It
comprises 164 users’ GPS trajectories based on their partial
168 locations and 5 activity annotations. In the experiment,
we only use the link activity, i.e., only entry greater than 0 is
set to 1. Then we remove users with no data, which results in
a sparse tensor of size 144×168×5. The user-location matrix
which has size 144×168 is coupled with this tensor as a side
information. We randomly pick 50% samples form the tensor
and the matrix independently. For each algorithm we conduct
10 experiments for avoiding fortuitous result.
Fig. 4 shows the average completion result versus tensor
rank derived by five algorithms, in which the completion score
is measured by RMSE. The label “TR” means the individual
tensor ring completion method which is a baseline for com-
paring with the coupled tensor ring completion method. From
the result, the coupled completion method performs better than
the individual one. The proposed CTRC shows lower RMSEs
in both user-loc-act tensor completion and user-loc matrix
completion, which illustrates that the coupled TR’s F-norm
can lead to better performance compared with other coupled
norms.
C. The SW-NIR Data
A dataset consists of a set of short-wave near-infrared (SW-
NIR) spectrum [46] measured on an HP diode array spectrom-
eter is used in this section’s experiment. It is used to trace the
influence of the temperature on vibrational spectrum and the
consequences for the predictive ability of multivariate calibra-
tion models. The spectrum of 19 mixtures of ethanol, water
and isopropanol and the spectrum of the pure compounds are
recorded in a 1 cm cuvette at different temperatures, i.e., 30,
40, 50, 60 and 70 degrees Celsius. We stack each spectrum
recorded at different temperatures in the third dimension and
forms a tensor of size 512 × 22 × 5. The coupled matrix is
derived by stack the temperature records in a similar way,
which results in a matrix of size 22× 5. We randomly choose
50% entries form the tensor and the matrix independently.
For each algorithm we conduct 10 experiments for avoiding
accident.
Fig. 5 reports the completion result. It can be seen that
the proposed CTRC generates the lowest RMSE for both the
spectrum tensor and the temperature matrix when TR rank is
2. The performance deteriorates when the TR rank becomes
larger, which may implies the overfitting problem [37]. The
individual TR completion method performs worse than the
coupled one, which indicates the effectiveness of our method.
D. The Visual/Infrared Images
The dataset called “Reek” [47] is used in this section’s
experiment, which consists of a visual image and its infrared
copy. This dataset is shown in Fig. 6, where the left figure
is a RGB image and the right one is an infrared image.
Both of them are compressed with resolution 240× 320 since
the original size is too large to conduct the experiment. We
randomly select 50% entries form each image and run each
algorithm 10 times independently for assuring fairness.
It can be seen from Fig. 7 that the CTRC yields lower
RMSE than other coupled completion methods, though the
uncoupled completion method produces a same RMSE, which
demonstrates the lack of latent coupled structure of this
dataset.
V. CONCLUSION
This paper investigates the coupled tensor completion via
tensor ring decomposition and propose a non-convex algorithm
which can be fast solved by alternating minimization. We also
provides an excess risk bound which implies the sampling
complexity can be reduced to below the theoretical bound.
The proposed method assumes a strongly coupled relationship
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(a) The phase transition of an individual completion. (b) The phase transition on TR rank versus sampling rate of
tensor T1 with various sampling rates of tensor T2 and the
numbers of coupled TR factors.
Fig. 3: The exact recovery result of randomly generated data with random sampling.
(a) RMSE (b) CPU time (s)
Fig. 4: The completion result of the UCLAF data derived by five algorithms. The panel (a) is the RMSE comparison and the
panel (b) is the elapsed CPU time.
(a) RMSE (b) CPU time (s)
Fig. 5: The completion result of the SW-NIR data derived by five algorithms. The panel (a) is the RMSE comparison and the
panel (b) is the elapsed CPU time.
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Fig. 6: Display of the Reek data. The left figure is the RGB
image and the right one is its infrared observation.
which may be strict for practical application. The experiments
show that the coupled tensor ring structure can improve the
completion performance.
APPENDIX A
OPTIMIZATION ON COUPLED TR FACTORS OF R1 AND R2
To solve problem (13), we calculate the second-order partial
derivatives of the objective function with respect to α(d)id , β
(d)
id
,
γ
(d)
id
, respectively. We write the objective function as
f
(d)
id
=
1
2
[
α
(d)
id
,β
(d)
id
]
H˜
(d)
id
[
α
(d)
id
,β
(d)
id
]T
−[
α
(d)
id
,β
(d)
id
]
PTd Bdc
(d)T
id
+
1
2
c
(d)
id
c
(d)T
id
+
1
2
[
α
(d)
id
,γ
(d)
id
]
H˜′
(d)
id
[
α
(d)
id
,γ
(d)
id
]T
−[
α
(d)
id
,γ
(d)
id
]
P′Td B′dc′
(d)T
id
+
1
2
c′
(d)
id
c′
(d)T
id
,
then there is
∂fid
∂α
(d)
id
=
∂
∂α
(d)
id
{
1
2
α
(d)
id
(
H˜
(d)11
id
+ H˜′
(d)11
id
)
α
(d)T
id
+
α
(d)
id
[
β
(d)
id
(
H˜
(d)21
id
+ H˜
(d)12T
id
)
+ γ
(d)
id
(
H˜′
(d)21
id
+
H˜′
(d)12T
id
)
+ ξ
(d)
id
+ ξ′(d)id
]T
+
1
2
β
(d)
id
H˜
(d)22
id
β
(d)T
id
+
1
2
γ
(d)
id
H˜′
(d)22
id
γ
(d)T
id
+ β
(d)
id
η
(d)T
id
+ γ
(d)
id
η′(d)
T
id
+
1
2
z
(d)
id
+
1
2
z′(d)id
}
=α
(d)
id
(
H˜
(d)11
id
+ H˜′
(d)11
id
)
+ %
(d)
id
,
where
%
(d)
id
=β
(d)
id
(
H˜
(d)21
id
+ H˜
(d)12T
id
)
+ γ
(d)
id
(
H˜′
(d)21
id
+ H˜′
(d)12T
id
)
+ ξ
(d)
id
+ ξ′(d)id .
Thus we have
∂2fid
∂α
(d)2
id
= H˜
(d)11
id
+ H˜′
(d)11
id
∂2fid
∂α
(d)
id
∂β
(d)
id
= H˜
(d)12
id
+ H˜
(d)21T
id
∂2fid
∂α
(d)
id
∂γ
(d)
id
= H˜′
(d)12
id
+ H˜′
(d)21T
id
. (18)
Then we deduce
∂fid
∂β
(d)
id
=
∂
∂β
(d)
id
{
1
2
β
(d)
id
H˜
(d)22
id
β
(d)T
id
+ β
(d)
id
[
α
(d)
id
(
H˜
(d)12
id
+H˜
(d)21T
id
)
+ η
(d)
id
]T
+
1
2
γ
(d)
id
H˜′
(d)22
id
γ
(d)T
id
+
γ
(d)
id
[
α
(d)
id
(
H˜′
(d)12
id
+ H˜′
(d)21T
id
)
+ η′(d)id
]T
+
1
2
α
(d)
id
(
H˜
(d)11
id
+ H˜′
(d)11
id
)
α
(d)T
id
+
α
(d)
id
(
ξ
(d)
id
+ ξ′(d)id
)T
+
1
2
z
(d)
id
+
1
2
z′(d)id
}
=β
(d)
id
H˜
(d)22
id
+ ϑ
(d)
id
,
where ϑ(d)id = α
(d)
id
(
H˜
(d)12
id
+ H˜
(d)21T
id
)
+ η
(d)
id
. Hence there
is
∂2fid
∂β
(d)2
id
= H˜
(d)22
id
,
∂2fid
∂β
(d)
id
∂α
(d)
id
= H˜
(d)21
id
+ H˜12
T
id
∂2fid
∂β
(d)
id
∂γ
(d)
id
= 0
. (19)
Similarly, we derive
∂2fid
∂γ′(d)
2
id
= H˜′
(d)22
id
,
∂2fid
∂γ
(d)
id
∂α
(d)
id
= H˜′
(d)21
id
+ H˜′
(d)12T
id
∂2fid
∂γ
(d)
id
∂β
(d)
id
= 0
.
(20)
Incorporating (18) – (20), we derive the Hessian matrix
Ĥid = H˜
(d)11
id
+ H˜′
(d)11
id
H˜
(d)12
id
+ H˜
(d)21T
id
H˜′
(d)12
id
+ H˜′
(d)21T
id
H˜
(d)21
id
+ H˜
(d)12T
id
H˜
(d)22
id
0
H˜′
(d)21
id
+ H˜′
(d)12T
id
0 H˜′
(d)22
id
 .
APPENDIX B
PROOF OF THEOREM 1
A. The expectation of a linear combination of products of
independent variables
Supposing Xi, i = 1, . . . ,m and Yj , j = 1, . . . , n
are the independent Gamma variables with a same shape
parameter k/2 and a scale parameter 2σ, where σ is
the standard deviation of all elements of each TR factor.
It follows that the density function of Xi is p (xi) =
x
k/2−1
i exp (−xi/2σ) / (2σ)k/2 Γ (k/2), where Γ (·) is the
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RMSE CPU time (s)
Fig. 7: The completion result of the SW-NIR data derived by five algorithms. The panel (a) is the RMSE comparison and the
panel (b) is the elapsed CPU time.
Gamma function. We assume 0 < α < 1 and 0 < β < 1, then
the expectation of
√
α
∏m
i=1Xi + β
∏n
j=1 Yj is given by the
multiple integral∫ +∞
0
· · ·
∫ +∞
0
√√√√α m∏
i=1
xi + β
n∏
j=1
yj
m∏
i=1
p (xi)
n∏
j=1
p (yj)
dx1 · · · dxmdy1 · · · dyn.
The calculation of this integral is done with the help of the
method of brackets, which expands a definite integral evalu-
ating over the half line [0,+∞) as a series consisting of the
brackets. For example, the notation 〈a〉 stands for the divergent
integral
∫ +∞
0
xa−1dx. The indicator φn , (−1)n /Γ (n+ 1)
will be used in the series expressions when applying the
method of brackets. The Pochhammer symbols defined as
(b)n ,= Γ (n+ b) /Γ (b) is a systematic procedure in the
simplification of the series. An exponential function exp (−x)
can be represented as
∑
n φnx
n in the framework of the
method of brackets. Another useful rule is that a multinomial
(x1 + · · ·+ xm)a is expanded as
∑
{n} φ{n}x
n1
1 · · ·xnmm 〈n1+
· · ·+ nm − a〉/Γ (−a).
We start with the two rules, slinging out the terms that
do not contain the integral variables, merging the remained
terms and substituting the integral with brackets, the integral
is transformed into
(2σ)
− (m+n)k2
Γ
(− 12)Γm+n (k2 )
+∞∑
w1,w2=0
φw1w2α
w1βw2〈w1 + w2 − 1
2
〉
m∏
i=1
n∏
j=1
∑
pi
∑
qj
φpiqj
(2σ)
pi+qj
〈pi + w1 + k
2
〉〈qj + w2 + k
2
〉.
To continue, we choose w1 and w2 as free variables and
eliminate the other brackets. The result shown below follows
from the rule that the value assigned to
∑
n φnf (n) 〈cn+d〉 is
f (n∗) Γ (−n∗) / |c|, where n∗ is obtained from the vanishing
of the bracket.
1
Γ
(− 12)Γm+n (k2 )
+∞∑
w1,w2=0
φw1w2 [α (2σ)
m
]
w1 [β (2σ)
n
]
w2
Γm
(
w1 +
k
2
)
Γn
(
w2 +
k
2
)
〈w1 + w2 − 1
2
〉
The matrix of coefficients left has rank 1, thus it produces
two series as candidates for the values of the integral, one
per free variable. The simplified formulation derives from
the Pochhammer symbols and the transformation (b)−n =
(−1)n / (1− b)n which can be proved by repeatedly using the
recurrence relation Γ (x) = Γ (x+ 1) /x = (x− 1) Γ (x− 1).
The final result is obtained by introducing the hypergeometric
function pFq (······|·).
1) Case 1: The variable w1 is free. Thus Plugging w∗2 =
1/2− w1 into the rule gives
T1 =√
β (2σ)
nΓ
n
(
k+1
2
)
Γn
(
k
2
) m+1Fn(− 12 , k2 ,..., k21−k
2 ,...,
1−k
2
| (−1)
n+1
α (2σ)
m
β (2σ)
n
)
.
2) Case 2: The variable w2 is free. Then Plugging w∗1 =
1/2− w2 into the rule yields
T2 =√
α (2σ)
mΓ
m
(
k+1
2
)
Γm
(
k
2
) n+1Fm(− 12 , k2 ,..., k21−k
2 ,...,
1−k
2
| (−1)
m+1
β (2σ)
n
α (2σ)
m
)
.
Which of the two expressions is used depends on the
convergence condition of the hypergeometric function. The
first one is employed if n ≥ m, otherwise the second one is
considered.
B. Bounding the expectation of the F-norm of two coupled
tensors
Without loss of generality, supposing X and Y are D1-
order and D2-order tensors coupled on their first L modes,
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with a same TR rank and a dimensional size. To calculate
E
√
α ‖X‖2F + β ‖Y‖2F, we first note that ‖·‖F is submulti-
plicative, thus
E
√
α ‖X‖2F + β ‖Y‖2F
≤E
L∏
l=1
∥∥∥U (l)∥∥∥
F
√√√√α D1∏
d1=L+1
∥∥U (d1)∥∥2
F
+ β
D2∏
d2=L+1
∥∥V(d2)∥∥2
F
=
√
α (2σ)
D1
2
ΓD1
(
k+1
2
)
ΓD1
(
k
2
) ·
D2+1−LFD1−L
(
− 12 , k2 ,..., k2
1−k
2 ,...,
1−k
2
∣∣∣∣∣ (−1)D1+1−L β (2σ)D2α (2σ)D1
)
(21)
holds for D1 ≥ D2 and
E
√
α ‖X‖2F + β ‖Y‖2F
≤
√
β (2σ)
D2
2
ΓD2
(
k+1
2
)
ΓD2
(
k
2
) ·
D1+1−LFD2−L
(
− 12 , k2 ,..., k2
1−k
2 ,...,
1−k
2
∣∣∣∣∣ (−1)D2+1−L α (2σ)D1β (2σ)D2
)
(22)
holds for D2 ≥ D1.
C. Bounding the excess risk
A subset xm1 containing m1 = |S1 ∪ T1| elements is
sampled uniformly without replacement from vec (X ). We
concatenate xm1 and ym2 as a vector zm , [xm1 ; ym2 ] where
m = |S ∪ T|.
where
Qˆm,n
(
l¯T, zm
)
= E
zn
[
sup
X ,Y∈H
l¯T (zk, tk)− l¯T (zn, tn)
]
,
where zn, n ∈ {1, . . . ,m− 1} is a random subset of zm
containing n elements sampled uniformly without replacement
and zk , zm\zn.
Under the hypothesis H mentioned before, let m =
2n = |T1 ∪ T2|, then the expectation of the permutational
Rademacher complexity is bounded as
E
zm
[
Qˆm,m/2
(
l¯T, zm
)]
≤ E
zm
{(
1 +
2√
2pi |T| − 2
)
E
ε
[
sup
X ,Y∈H
2
|T|ε
TlT (zm, tm)
]}
≤ E
zm
{
Λ
(
1 +
2√
2pi |T| − 2
)
2
|T|Eε
[
sup
X ,Y∈H
εTzm
]}
≤Λ
(
1 +
2√
2pi |T| − 2
)
2
|T| Eε,zm
[
sup
X ,Y∈H
‖ε‖F ‖zm‖F
]
=Λ
(
1 +
2√
2pi |T| − 2
)
2√|T| Ezm
[
sup
X ,Y∈H
‖zm‖F
]
=Λ
(
1 +
2√
2pi |T| − 2
)
2√|T| Em+ 1
m∑
i=0
1(|T1∪S1|
i
)(|T2∪S2|
m−i
)
∑
z
(1)
m ⊆T1∪S1
∑
z
(2)
m ⊆T2∪S2
√ ∑
xj∈z(1)m
x2j +
∑
xj∈z(2)m
y2k
≤Λ
(
1 +
2√
2pi |T| − 2
)
2√|T| 1m+ 1
E
m∑
i=0
√√√√(|T1∪S1|−1i−1 )(|T1∪S1|
i
) ‖xT1∪S1‖22 +
(|T2∪S2|−1
m−i−1
)(|T2∪S2|
m−i
) ‖yT2∪S2‖22
=
√
2Λ
(
1 +
2√
2pi |T| − 2
)
E
√
‖xT1∪S1‖22
|T1 ∪ S1| +
‖yT2∪S2‖22
|T2 ∪ S2|
≤Λ
(
1 +
2√
2pi |T| − 2
)
E
√
‖X‖2F
|T1| +
‖Y‖2F
|T2| ,
where the first inequality follows from the Theorem 3 in [44],
the second inequality is a result of Rademacher contraction,
the third inequality comes from the Hlder’s inequality, the forth
inequality is a consequence of arithmetic mean-quadratic mean
inequality. Due to the hypothesis H, the final bounds can be
derived by plugging (21) and (22) with α = 1/ |T1| and β =
1/ |T2|.
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