: Optical-reflection type 3D Augmented Reality Mirror prototypes: (a) glasses-free 8-view 3D AR mirror, (b)-(d) headtracked stereoscopic 3D AR mirror supporting hand gesture interaction (button selection and virtual character).
INTRODUCTION
Mirrors show our real world in reflection. While physical mirrors simply show what is in the real-world scene, with help of digital technology, we can also alter the reality reflected in the mirror. Prior research explored various visualisation and interaction techniques for applying the concept of mirrors to Augmented Reality (AR) displays, referred to as augmented mirrors or AR mirrors [Vera et al. 2011] . Video-reflection type AR mirrors use a video camera to capture the real-world environment, and show the captured image on the display to mimic a mirror in a virtual way [Eisert et al. 2008; Lee et al. 2017; Vera et al. 2011] . In comparison, optical-reflection type AR mirrors use a half-silvered mirror attached in front of the display, showing an optical reflection of the real-world space blended with the digital image shown on the display [Fujinami et al. 2005; Sato et al. 2009 ].
Despite providing a more realistic reflection of the real world, optical-reflective AR mirrors suffer from mismatch in the perceived depth between the optical reflection of the real-world environment and the digital image shown on the display, which becomes more obvious when showing virtual images near to the user's body. In this research, we apply 3D visualisation techniques to optical reflection-based AR mirror displays (see Figure 1 ) to mitigate this issue, providing correct depth perception of the digitally augmented optical reflection of the real world. Compared to prior work [Martinez Plasencia et al. 2014 ] which focused on augmenting physical objects in exhibition cabinets made up of a half-mirror and display, we focus on applying 3D visualisation to augmenting the physical space where the user is.
3D AUGMENTED MIRROR -CONCEPT
The image of the physical environment reflected in the mirror shows the real-world space in an inverted way. Due to this, AR mirror displays have a unique configuration for how depth of objects could be perceived mentally by the users. Typical 3D displays need to show 3D objects popping out of the display with negative parallax (which has limited range and can cause discomfort) to make them appear closer to the user. In comparison, optical-reflection type AR mirror displays reflect the image of the user and her real-world surroundings into the space behind the mirror with positive parallax. This gives an interesting configuration where virtual objects could be visualized with positive parallax to appear near the user's body.
We hypothesize that the users of an AR mirror display would perceive the virtual objects that are visualized close to the optical reflection of their body as if they are placed near the user's actual body in the physical space. Figure 2 illustrates this concept showing the mentally reflected virtual object perceived by the user as if it is close to her physical body, although the computer rendered virtual object is actually visualized near the optical reflection of the user's body that appears behind the mirror display surface. Gesture interaction is one of the main interaction techniques used in AR mirror displays. Among various gestures, hovering is widely accepted by the users as a gesture for selection in AR mirror displays. This approach works well in video-reflection type AR mirrors as the image of the user's hand is shown on the same display surface as the virtual user interface (UI) elements (e.g., buttons). However when interacting with an optical-reflection type 2D AR mirror display, users can easily encounter a problem of disparity in depth between the reflection of user's hand and the virtual object displayed on the display surface. Applying 3D visualisation to AR mirror can help overcome this problem by showing virtual UI elements at the correct depth where the optical reflection of the user is shown in the mirror.
PROTOTYPE IMPLEMENTATION
As a proof of concept, we implemented two prototype 3D AR mirrors. The first prototype used a glasses-free multi-view 3D display, while the second prototype used a shutter glasses based stereoscopic 3D display with integrated head tracking and gesture interaction.
To build our first prototype, we integrated a multi-view 3D display (Exceptional 3D 28-inch 4K resolution 8-view slanted lenticular display) with a custom built half-slivered mirror. To visualise the 3D scene, the system renders a special format image that combines multiple view images into a multi-view autostereoscopic image matching the lenticular pattern. We used the Unity 3D v2017.x game engine on a Windows 10 PC to develop the prototype software, setting up a scene that implements the multi-view 3D rendering process using a custom-built Cg shader. Figure 1(a) shows a simple multi-view 3D scene with animated red virtual spheres visualised on our prototype multi-view 3D AR mirror.
To support interaction on a larger screen, we also developed a second prototype using a 3D TV (55-inch 3D TV Sony 55X9300D) and a pair of LCD shutter glasses (TDG-BT500A). In AR mirror displays, it is important to visualise 3D objects registered to the physical environment reflected in the mirror so that the users would correctly perceive the virtual objects augmented in 3D space and interact with them using motion gestures. We applied head-tracked off-axis stereo projection for correct registration of 3D image using a Microsoft Kinect v1 sensor for tracking user's head and body motion which also supported gesture interaction. Figure 1(b)-(d) show 3D stereoscopic visualisation on our second prototype AR mirror display. To demonstrate the potential of using gesture interaction with 3D AR mirror displays, we implemented a sample application with button selection (Figure 1(b) ) and a virtual character following the user's hand (Figure 1(c)-(d) ). The user can freely move around the space in front of the 3D AR mirror as the virtual butterfly follows the user's hand in the mirror reflected 3D space. We envision such virtual characters could be used as UI agents for engaging and guiding user interaction [Lee et al. 2017 ].
CONCLUSION
We applied 3D visualisation to optical-reflection type AR mirror displays to provide correct depth perception. As a proof of concept, we developed two prototype systems, one with a multi-view 3D monitor, and another with a head-tracked stereoscopic 3D TV with shutter glasses. For future work, we plan to further investigate motion gesture based interaction on 3D AR mirror displays and conduct a formal user evaluation.
