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Properties of Certain Symmetric Stable Distributions* 
GRADY MILLER 
U.S. Army Materiel Systems Analysis Activity, Aberdeen Proving Ground, Maryland 
Communicated by E. Lukacs 
Necessary and sufficient conditions are presented for jointly symmetric stable 
random vectors to be independent and for a regression involving symmetric 
stable random variables to be linear. The notion of n-fold dependence is intro- 
duced for symmetric stable random variables, and under this condition we 
determine all monomials in such random variables for which moments exist. 
1. INTRODUCTION 
A probability distribution TV on the Bore1 subsets B of Euclidean n-space Rn 
is symmetric if p(B) = ~(-23) for all B E W. Our concern is with symmetric 
stable distributions on Rn, whose characteristic functions (ch.f.‘s) have an 
especially simple representation [5, Corollary 2.1, p. 2641: a map $: Rn -+ R is 
the ch.f. of a symmetric stable distribution on Rfl if and only if it can be written 
in the form 
#J(Y) = exp I-I, I(4 r>l” dr(JW) 
for every y E Rn, where 0 < (Y < 2 and r is a finite symmetric measure on the 
Bore1 subsets of the unit sphere S = {x E Rn : 11 x 11 = 1). 
The parameter (y. is uniquely determined, and we refer to the distribution as 
being a-stable. The case 01 = 2 is the familiar multivariate normal distribution. 
For 0 < 01 < 2, the symmetric measure r is uniquely determined [4, Lemma 1, 
p. 361, and Paulauskas [S, p. 357] calls it the spectral measure of the symmetric 
or-stable (S&) distribution (or ch.f.). Whenever the distribution of a random 
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vector (& ,..., &J is a SC& measure on R”, we shall refer to & ,..., 5, as jointly SarS 
random variables. 
The objective of this paper is to characterize properties of certain SorS distribu- 
tions in terms of their spectral measures. Section 2 characterizes independent 
random vectors, Section 3 provides a necessary and sufficient condition for 
linear regression, and Section 4 establishes a simple condition for monomials 
involving jointly SC& random variables to have finite absolute moments. 
2. INDEPENDENCE 
The question of how to characterize the independence of jointly SolS random 
variables has been essentially answered by Schilder [9, Theorem 5.1, p. 4181 and 
Paulauskas [8, Proposition 4, p. 3671. Both of their results can be deduced from 
the following theorem, which has a more comprehensive proof. 
THEOREM 2.1. Let (I ,..., 6, , Q ,..., q,, be join@ SC& random variables 
with 0 < 01 < 2 and spectral measure r m the Bore1 subsets of the unit sphere S in 
lym+n. Then (& ,. . . , 5,) and (Q ,..., q,) are independent if and only if 
~~(~,~)~~:~E:~,Y~R~,II~III~Y~~ #O>=O. 
The proof is based on the following lemma which is motivated by a similar 
result in [4, Lemma 1, p. 361. 
Fix i and j such that 1 < i < m and 1 < j < n. Define the u-finite measure p 
on the Bore1 subsets of (0, co) by p(b) = s++~) ds, define 8: (0, co) x Rm+@ --t 
R”‘+” by 8(s, x) = sx, and define T: Rm+” -+ Rm+n by T(x, ,..., x, , y1 ,..., y,J = 
(ur ,..., u, , wr ,..., w,) where ui = xi, w, = yi , and uk = wr = 0 if k # i and 
1 # j. Let v = PT-l and G = (p x v)B-l. Choose four real numbers hi , hi , hi, 
h; such that 
f(4 = c (2 - cos h,v, - cos h;v,) > 0 
k=i.i 
whenever vi # 0 or vuj # 0. 
LEMMA 2.2. The function #: P+n + R dejined by 
#(Y> = Js I YPi + YjYj Ia dr(x, Y) 
uniquely determines the measure f  (v) dG(v) on R”+n. 
Proof. Notice that 
$4) = JRm+. KY, (Xl YDI” dv(x, Y> 
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for all I E Rm+n and that for all .a E R 
Thus, 
1 2 /a joa (1 - cos s) p(ds) = jn‘ (1 - cos 2s) p(A). 
#(Y) jam (1 - cos s) p(A) = j (1 - cos<r, v)) dG(er) 
p+?i 
for every Y E Rm+n. Let & = (... 0 . . . . hi ,... 0 . ..) and Si = (... 0 . . . . hj ,... 0 . ..). 
where the coordinates hi and hi are in the ith and (m + j)th positions, respec- 
tively. Then for every r E Rm+n the function # determines 
Q 1 j [(I - cos(r + Sk ,v>) + (1 - cos<r - 6, , 21)) k=i.j Rm+" 
- 2(1 - cos(r, v})] dG(o) 
= 
s 
cos<r, v) 1 (1 - cos h,v,) dG(o) 
R”Z+n k=i,i 
= 
s 
&Cr,o> 
,;j (’ - 
cos h,v,) dG(v) 
pl+% 
since G is a symmetric measure. Thus 4 determines the value of 
s 
ei<r,u>f(v) dG(v) for every r E Rm+n. 
p+n 
Sincef(v) dG(er) is a finite measure on R nz+n, the result follows from the unique- 
ness of the Fourier transform. 1 
Proof of Theorem 2.1. If the condition holds, then clearly 
s I r1‘% + 
**. + rmx, + ~m+,Y, + ‘.* + ~m+mYn I= W% Y) 
s 
for every r E Rm+n, and independence follows from the factorization of the 
joint ch.f. 
Conversely, if the random vectors (h ,..., 5,) and (or ,..., QJ are independent, 
then & and qj are independent for all i,i satisfying 1 < i < m, 1 <j < tl. The 
ch.f. of (fi , Q) therefore factors, so that for every real ri and Y,, , 
I s / riXi + ym+jYj Ia dT(xY Y) = I ‘i Ia j, I Xi Ia dr(x, Y> 
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Consider the measure I’,, on S placing mass 4s 1 xi Ia dI’(x, y) on (... 0 . . . , 1,. . . 0 . ..) 
and on (... 0 . . . . - 1, . . . 0 . ..). where the 1 and -1 are the ith coordinates; 
placing mass *J 1 yj Ia dr(x, y) on (... 0 . . . . I,... 0 . ..) and on (... 0 . . . . - l,... 0 . ..). 
where the 1 and -1 are the jth coordinates; and placing zero mass on the 
remainder of S. Then clearly 
for all yi , Y~+~ . Let V, = P&P1 and G, = (p x Q-1. Define 
B = {wER~+~z viVm+j # 0} 
and observe that 
m 
= 
ss 0 
R~+” X(2iYjzO)(x9 Y)ftsx9 ‘Y) dvO(xY Y) Ads) = O 
since vo{(x, y) E R”+“: x,yf # 0} = I’,{& y) E S: xiy3 # 0} = 0. By (1) and 
Lemma 2.2,f(w) dG(w) andf(o) ~G,(v) must agree on B. Hence 
so that 
for some so > 0. Becausef(s,,x, soy) > 0 on {xiy, # 01, we get that 
o = v{(x,~)ER~+? xiyj # O} = r{(x, y) E s: xiyj f 0). 
Since this equation holds for all i, i satisfying 1 < i < n, 1 < i < n, it follows 
that 
w? Y) E s: II x II II Y II z o> = 0. I 
For a family of jointly SorS random variables, the proof of Theorem 2.1 shows 
that independence is equivalent to pairwise independence. 
683/S/3-2 
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3. REGRESSION 
Let o , fl ,..., 5, be jointly S&I random variables with 1 < a < 2 and spectral 
measure l? For a SC& distribution on R it is well known that the moments of order 
p < 0: exist, and it is therefore meaningful to investigate conditions on r 
necessary and sufficient for &‘(&, 1 5; ,..., [,) to be a linear function of tr ,..., 5, . 
We shall use the following general condition for linear regression that is proved 
similarly to a related result due to Lukacs and Laha [6, Theorem 6.1 .l]. 
THEOREM 3.1. Let & , 5, ,..., .& be random variables having$rst moments and 
with joint ch.f. 4. Then 
q&J I El >.“, 6,) = alSl + ... + 42% a-s. 
if and only if for all r, ,..., Y, , . 
I f  Z is a covariance matrix, then exp(-( y’Z’y)+} is a SarS ch.f. [S, p. 3591, and 
multivariate distributions with ch.f.‘s of this form are called E-sub-Gaussian 
[I, p. 2511. Using Theorem 3.1 it is easy to check that the regression is always 
linear in the a-sub-Gaussian case and that the regression coefficients are the 
same as for a multivariate normal distribution with covariance matrix .Z. 
Theorem 3.1 has the following corollary for the particular case of a SC& 
distribution, a: > 1. (When raising a number u to a power p we shall use the 
convention (u)” = 1 24 I* sign(u).) 
COROLLARY 3.2. If &, , & ,..., fw are jointly SorS with spectral measure r on 
the unit sphere S in Rn+l, then 
if and only iffor all r1 ,..., r, , 
s s (x0 - alxl - *** - UnX,)(ycl + *** + Y&c,)-1 r(dx) = 0. 
This corollary may be used to check that the regression is nonlinear for many 
choices of I’. I f  the regression is linear, then it is clear that the coefficients 
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al ,..., a, are uniquely determined by r if and only if 5, ,..., 5, are linearly 
independent elements in the space of integrable random variables. For each 
choice of r = (yl ,..., Y,) the condition of Corollary 3.2 provides a linear equation 
involving the uj’s, but it is not known in general what n choices of Y  will provide n 
linearly independent equations which can be solved for the aj’s. The case n = 2, 
however, is easily solved by the next corollary. 
If (7, 4) is a SaS vector with spectral measure r, we define the cooariution C,,, 
of 7 with 5 as 
Under certain circumstances, covariation plays an analogous role for S&l 
random variables to covariance for the Gaussian case. 
COROLLARY 3.3. lf [,, , [r , 6s are jointly SC& and ;f 
then a, and a2 satisfy 
where Cij is the covariation of fi with [j . Moreover, Eqs. (2) &q~ely determine U, 
and a2 if and only if neither .$I TWY tz is a multiple of the other. 
Proof. If the regression is linear, then Eqs. (2) follow immediately from the 
condition of Corollary 3.2 by taking Y, = 1, y2 = 0 and Y, = 0, y2 = 1. These 
equations have a unique solution unless 
C&2, = G,C,l 3 
i.e., 
which implies that x1 = AX, a-e. [r] for some h E R by Holder’s inequality, hence 
f1 = At2 a.s. 1 
Kanter has shown that the regression is linear when S(& 1 [r ,..., E,) and 
f 1 ,-**, [, are jointly SC& [3, p. 21 ( a condition for which criteria are not known) 
and when 5, ,..., 5, are independent random variables [2, Theorem 3.41. This 
352 GRADY MILLER 
latter result can also be obtained as an immediate consequence of Corollary 3.2 
and Theorem 2.1. 
COROLLARY 3.4. If to, tl ,..., f, are jointly SaS random variables and if 
5 1 ,.**, 5, are independent and nondegenerate, then 
qto I & 7..., 6,) = alEl + .** + alah a.s., 
and the coeJicients ak are given by 
where C,,, is the covariation of &, with fk and C,, is the covariation of & 
with itself. 
We now obtain a condition for linear regression by applying to Corollary 3.2 
the methods used in Lemma 2.2. Although the resulting condition appears 
surprisingly involved, we have not achieved any further simplification. 
Define T: Rn+l + R*+l by T( ya, yI ,..., yn) = (0, yr ,..., y,J, define 8: (0, co) x 
S + Rn+l by e(s, x) = sx, and define the u-finite measure p on (0, 00) by p(ds) = 
ds/s”. Let f  (x) = x,, - alxl - . .. - a,x, , and define a finite signed measure v 
on S by v(dx) = f(x) r(dx). Let G be the measure on Rn+l defined by G = 
(p x v)0-l, and let B be the a-field of subsets 
(R x B: B is a Bore1 subset of R” - (O,..., 0)) 
of R x [R” - (Op..., 0)l. 
THEOREM 3.5. Let .$,, [I ,..., 5, be jointly &S variables, 1 < (Y < 2, with 
spectralmeasurel7 Then&(&, / fI ,..,, [,) = aJI + ... + a,,[,, a.s. ifandonlyifG 
is the zero measure on 9. 
Proof. Assume that kp(& 1 6, ,..., 5,) = aIf + *.= + a,,.$,, a.s. Then by 
Corollary 3.2, 
s sf(z)((r, TX))+l r(dx) = 0 
for all r E R”+l. Note that for any z E R, 
(z)*-l /f sin s p(ds) = Irn sin(zs) p(h). 
0 
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Taking z = (Y, TX) in this latter equation, it follows that for all Y E R*+l, 
0 = Jsf(x)((r, ?%))a-l T(dx) irn sin s p(A) 
= I sin(r, w) GT-l(dw). (3) p+l 
Let h, ,..., h, be any real numbers, and let 6, = (0, h, 0 ,..., 0), 6, = 
(0, 0, h, , 0 ,..., 0) ,..., a,, = (0 ,..., 0, A,). Then for every r E Rn+l 
0 = 4 f / [2 sin(r, w} - sin(r + ai , w) - sin(r - 6, , w)] GT-I(&) 
j=l A’+’ 
= I sin(r, w) f (1 - cos h,wj) GT-l(dw). P+l j-1 
We can choose 111 ,..., h, and hi ,..., h; 
CL (1 - 
such that either Cy=, (1 - cos hjwi) or 
cos hjwj) is nonzero for every 
w~{(w~,w~,...,w,)~R~+~: w12 + -1. + wn2 > O}. 
Let g(w) = Cj”=i (2 - cos hjwj - cos hiwj). Then for every Y E Rn+l, 
s R”+l sin(r, w) g(w) GT-l(dw) = 0. 
Now it is easy to see that g(w) GT-l(dw) d e fi nes a finite signed measure on Rn+l 
which is antisymmetric in the sense that 
I-, g(w) GF(dw) = -J‘, g(w) GT-l(dw) 
for every Bore1 subset B of R"+l. Thus for every Y E Rn+l, 
s 
d"~"' g(w) GF(dw) = 0. 
R"M 
It follows by the uniqueness of the Fourier transform that g(w) GT-l(dw) is the 
zero measure on Rn+l. Hence GT-1 is the zero measure on {(wO , w1 ,..., w,) E Rn+l: 
012 + -*- + 0 n2 > 0). Thus for every Bore1 set B C R" - (O,..., 0), G(R x B) = 
GT-l(R x B) = 0. Therefore G is the zero measure on $9, 
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For the converse, note that sin(r, Tvj is a 9-measurable function on 
R x [R” - (O,..., 0)] for every Y E R ni-l. Thus if G is the zero mesure on 8, then 
s 
sin(r, Tvj G(du) = 0 
p+1 
for every r E Rn+l. The linearity of the regression now follows from Eq. (3) and 
Corollary 3.2. 1 
Besides the a-sub-Gaussian case, other examples can be found where the 
regression is linear but the conditional variables are not independent [7, 
pp. 24-271. 
4. MOMENTS 
It is known that if 5 is a S& random variable and p > 0, then 8 1 t IP < co if 
and only if p < o(. We consider here the problem of determining the positive 
numbers p, ,..., p, for which 
when & ,..., 5, are jointly SC& random variables. Clearly if they are independent, 
the necessary and sufficient condition is 0 < pi < LY, i = l,..., n. I f  n = 2 and 
& and 6, are dependent, we show that (4) is equivalent to 0 < p, + pa < (Y 
(Corollary 4.5). For general n the necessary and sufficient condition on the pi’s is 
the same, 
O<Pls- .‘. + p, < ff 
provided the SC& distribution in Rn satisfies a condition which we shall call n-fold 
dependence (Theorem 4.4). 
Jointly S& random variables & ,..., 5, with spectral measure r are called 
n-fold dependent if 
l-(x E s: x1 .** x, # O} > 0. 
This condition will often be satisfied and in fact fails to hold only when r is 
supported by a rather particular region of S having (n - 1)-dimensional 
Lebesgue measure zero. It is clear from Theorem 2.1 that 2-fold dependence is 
equivalent to dependence, but that for n 3 3, n-fold dependence is stronger 
than dependence (i.e., nonindependence). In Lemma 4.3 we prove an interesting 
characterization of n-fold dependence. 
We shall begin with a condition for finite moments in terms of a real-valued 
(not necessarily SC&) ch.f. This theorem extends a special case of a theorem due to 
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Wolfe [lo, Theorem 2, p. 8621 to a multivariate distribution and is proved by 
likewise extending the method of Wolfe’s proof. 
THEOREM 4.1. Let [r ,..., En be random variables with real-valued joint ch.f. $ 
and suppose that 0 <p, < 2 for k = l,..., rz. Then S(l [I 1111 ..* 1 &, I’n) < 00 if 
and only if for some E > 0, 
Jo< -*- s,’ 12”-1 [l - jr &... 0 . . . . 22, ,... 0 *..)I 
+ 2n-2 4(... 0 . ..) 22, ,... 0 . . . . (-1)“’ 22, )... 0 . ..) 
&k 
C1”(O.l) 
- . . . + (-1) c W%, (--1p 2% ,***, 
c~.....c,-lqO,l) 
(5) 
Proof. We shall use the following elementary trigonometric identity: 
2a*-1 sin2 zr sin2 aa mm* sin2 x, = 2”-l 1 - f cos 22k 
k=l 1 
n-1 
+ c (-1)“+lp-l-i c 
i-1 kO<kl<*.*<kf 
c,.*~~.oiqo,l} 
23ko + i (-1)“’ &,, 
j=l 
Thus if p is the measure induced on R” by (5, ,..., [,), then the integral (5) can 
be written as 
22n-1 1’ --a 1’ 1 sin2 rIzl sin2 rgz2 *a* sin2 r,z,, dp(rl ,..., r,) 
0 0 Rm 
X 
dz, dz, 0.. dz, 
$+‘l++P, . . . ‘$+l), 
= 22%-l J” 
R- 
1 rl I91 1 r2 1% a.* I rn ID* J’“” se. S’“” sin2y, ..a Sin2y, 
0 0 
x 4, --a 4n 
Yl 
l+Dl . . . yl+P, d& ,..., rd. 
A 
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&@ckncy. If the condition of the theorem holds, then 
x dy, ... dm 
Yl 
1+q . . . 1+X$& 
Y, 
x dy, .*- dm 
Yl 
1+2J1 . . . 1+p* 
Y,  
44~~ ,...> rn) -=c a, 
so that 
s 
1 Yl p **. 1 r, IBn dp(rl ,..., r,) < 00. 
R" 
Necessity. The integral (5) is less than or equal to 
2s”-lj ~r,~‘1~~~~r,I~~d~(~~,...,~n)jmsinzy,~~~~jmsin2y,~, 
R" 0 1 0 n 
which is finite if JR,, 1 r, IV1 1.. I r,, 19n d&r, ,..., r,) < 00. a 
If the condition of the theorem holds and if we let E increase to infinity, then 
the integral (5) converges to 
and we therefore get an expression for S(l .$i ] R **a I 6, IPn) in terms of the 
ch.f. 4. 
For the analysis that follows we shall transform the rectangular coordinate 
system used in (5) to another coordinate system in Rfi that is the familiar spherical 
coordinate system ifn = 3. The details of this transformation are indicated in the 
following lemma. 
LEMMA 4.2. Condition (5) of Theorem 4.1 can be expressed as 
2”-1 - 2n-1 c +(... 0 . . . . 2w,(8) ,... 0 . ..) 
k=l 
+ 2n-2 c +(... 0 . . . . 2Vj(0) ,... 0 . . . . (-l)‘l 2~k(e),.- 0 a*-) 
ick 
C1"(W> 
dr 
X 
de, de, **- de,-, 
yl+Pl+“‘+Pn n-1 
gl [(sin ek)i+xf-qcOS ek)i+%+l] < O” 
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for sm E > 0, where 8 = (0, ,..., On-,) and 
n-1 
~~(8) = n sin ok , 
k=l 
n-1 
r2(0) = cos O1 jJ sin ek , 
k=2 
n-1 
rs(e) = cos e2 n sin ok ,..., r,(e) = cos en-1 . 
k=s 
Proof. Transform the region of integration of the integral in (5) as follows: 
2, = nl(s), + = rt-,(e),..., 
is P--l nE:i 
z, = rr,&e). The Jacobian of this transformation 
sin Ic-Wk , and the lemma follows by straightforward substitution. m 
LEMMA 4.3. Let I’ be a finite symmetric measure on the Bore1 subsets of the 
unitsphmeSinR”andsupposethat0<~<2.ThmlJx~S:x,*~~x,#0}>0 
if and ody if 
2n-1 k$l s, 1 3kt.k Ia r(h) - 2r”-2 c 
Sk 
s, 1 XjYj + (--1)‘l xkrk I” r(dx) 
C1qO.l} 
+ 2”-3 C I, I XiTi + (--lIcl XjYj + (-1)‘” Xdk Ia F(U!X) 
i<j<k 
C1.CZE(O,l) 
+ .*. + (-I)“-1 
c J Iv,+ (-1)c1r2x2 
c,*....c,-l’(O.l} s 
+ *** + (-l)“n-’ r,x, I= T(dx) > 0 (6) 
for all choices of r, ,..., r, such that r, *a. I, # 0. 
Proof. Similarly to what has been done before, define the u-finite measure p 
on (0, 00) by p(h) = s- u+~) ds, define 8: (0, co) x S+ Rn by e(s, x) = SX, and 
let G = (p x r)B-l. Multiplying the left-hand side of inequality (6) by 
sr (1 - cos s) p(k), we obtain 
2n-1 i [l - cos rkDk] - 2=-a Ek [1 - co+& + (-11% Yk~kll 
k=l 
~,%u) 
+ 2n-3 C [l - COS(TiWi + (-1)” YjWj + (-1)“’ rkVk>] 
i<j<k 
C1*Ca”{O.l} 
+ -a* + (-l)n-1 c [l - cos(rra, + (-1)c’ rsw, 
Cl I.... cn-lf{oJ) 
+ -*a + (-l)“*-’ I&, 111 GW 
= p-1 J I O” (1 - IZES:21...2,#0) 0 cos r,sx,) --* (1 - cos Y,SX~) p(h) F(dx), 
for all choices of r, ,..., r, such that Y, a.- r, # 0. 
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It is then clear that (6) implies that r{x E S: xi ... x, # 0} > 0. Conversely, 
for every x E S such that xi +.. x*, # 0 and every r E Rn such that ri ... rrr + 0, 
s 
m(l - cos YISX1) *a* (I - cos Y&Y,) p(ds) > 0, 
0 
so that F{x E S: xi ... X, # 0) > 0 clearly implies (6). 1 
It should be pointed out that the condition of Lemma 4.3 is not changed if we 
require inequality (6) to hold for only one choice of r, ,..., Y, such that rl ... Y, # 0, 
and it is also clear that the direction of inequality (6) is never reversed. 
We now apply Theorem 4.1 to SaS random variables. 
THEOREM 4.4. Let 4, ,..., 5, be n-fold dependent jointly SorS random variables 
with spectral measure r and 0 < oi < 2. Then for positive numbers p, ,..., p, we 
have &‘(I tI 191 ... 1 fn IPa) < 00 if and only ifp, + ... + p, < a. 
Proof. Combining Theorem 4.1 and Lemma 4.2 and using the particular 
form of the ch.f. 4, we have that &(I 5, 1~1 ... ) 4, ID*) < co if and only if 
(‘2 . . . ly2( j P-1 - F1 k$l exp [ -2a~m Is I rk(fQ.xk Ia F(dx)] 
+ F2 2 exp [--29” S, I y9eh + (-1)“’ Yk(Qk la Qw] 
c,qw 
+ *** + C-1)” c exp [-2”~. S, I ~I~~)~1 + (- 1)“’ r,P!x, 
O1,*...Cn--l'(OJ) 
+ ... + (-l)++’ r,(fqx, /a r(dx)] 1 
dr 
X 
doI de, -* * de,-, 
yl+Pl+“‘+P, n-1 (00 
cl bin 'k> 1+~~4%(cos Bk)l+%+l] 
for some c > 0. It is apparent from inspection of the development of this integral 
in Theorem 4.1 that the only region where convergence to a finite limit is in 
question is for points where Y is small. At Y = 0 the factor of the integrand in 
braces reduces to 
2'+l-- 2n-1 ('f) + 2n-2 (;) 2 -2"-3 (922 + . . . + (w-1)" 2~1-1 
= F-l [l - (;) + (9 - (;) + -9. + (-l)%] = 27+‘(1 - 1)” = 0. 
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We now differentiate this factor in braces to assess the rate of convergence to 
zero as I -+ 0. The resulting partial derivative with respect to r is 
a2”rQ-1 [-2+l $I J, 1 rk(8)xk Ia F(dx) +(... 0 . . . . 2rr,(B+.. 0 . ..) 
+ 2n-2 c 
j<k 
c,e{o*l) 
X c#J(... 0 ,.., 2rrj(B) ,.,. 0 . . . . (--I)“’ 2yrk(0) ,... 0 . ..)I 
+ ..a f (-1)” c 
Ii I mx, + t-w 49X2 cl....'C,~,E(O,l) s 
+ es. + (-I)+ r,(B)x, (01 &IX) #(2rr,(tl), (-1)“’ 2~,(0),..., 
(- l)Q 2rr.(B))]] . 
From the common factor r”-l in this derivative it is evident that the factor of 
the integrand in braces is of order O(P) as Y + 0. But it is possible that the con- 
vergence to zero with r is even faster if the other factor in the derivative converges 
to zero as I -+ 0. However, at r = 0 this other factor in brackets is 
-zn-’ i j j rk(e)Xk (= r(dx) + zn-’ 
k=l s 
c / 1 rj(e)xj + (-1)“’ rk(8)Xk lw r(h) 
j<k s 
C1"(O.l) 
which is nonzero for all 0 = (0, ,..., 0,-J E (0, jp)+l by Lemma 4.3 since the 
functional values rk(0) are nonzero for such f3 (Lemma 4.2). 
It is clear from Fubini’s theorem that if the integral is finite, then the factor of 
the integrand in braces is integrable over (0,~) with respect to the measure 
&pw*- +% Since this factor of the integrand is of order S(ra) and of no smaller 
order as Y -+ 0, if the integral is finite, then p, + ... + p, < (Y. 
The sufficiency of the condition p, + ... + p, < a is clear, since by Holder’s 
inequality, 
The following corollary was conjectured by Holger Rootzen and is an imme- 
diate consequence of Theorem 4.4 for the case n = 2 and Theorem 2.1. 
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COROLLARY 4.5. Let .$I and t2 be dependent jointly SarS random variables, 
0 < a < 2, and let p1 > 0 andp, > 0 be given. Then &(I & ID1 1 5, jpp) < 00 if 
and only if p, t p, < cy. 
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