This paper extends the Hicksian definition of complementarity to settings outside of the standard consumer problem. Using the structure of perturbed utility models, we show how to identify complementarity using variation in observable characteristics. This does not require price variation. We propose a derivative ratio as a measure of the degree of complementarity, which can be estimated with standard instrumental variables techniques. Turning to specific settings we show (i) the assumption of no income effects is not needed to identify complementarity in the analysis of Gentzkow [2007] and (ii) complementarity is ruled out by many, but not all, discrete choice models.
Introduction
The classical definition of complementarity labels two goods complements if the crossprice elasticity of compensated demand is negative (Hicks and Allen [1934] ). Despite the importance of complementarity, there are many examples where this definition does not apply. This could occur either because prices do not vary (Gentzkow [2007] ) or the setting is outside of the standard consumer problem. For example, "Are exercise and sleep complements or substitutes?" is not a precise question. We extend the Hicksian definition to answer this question using non-price characteristic variation. Our definition is based on comparative statics and can be used for prediction. For example, if exercise and sleep are identified as complements for an individual, this suggests building bicycle paths will induce that person to sleep more.
We propose a model-based definition of complementarity that preserves key features of the Hicksian definition of complementarity. First, our definition uses alternative-specific characteristics to identify complementarity. In the Hicksian case these must be prices. Second, our definition is symmetric. Perturbed utility models (McFadden and Fosgerau [2012] ) are a class of models with just enough structure to ensure these properties. These models generate conditional means (or "average quantities") that satisfy ErY | X xs argmax yB ķ j1 y j v j px j q Dpyq,
where k is the number of alternatives and y is a k-dimensional vector of quantities of each alternative. An "alternative" is general and may constitute a specific time activity such as exercise. Each alternative has a vector of characteristics associated with it, and these are collected in the observable random variable X pX 1 , . . . , Gentzkow [2007] uses accessibility to the internet as a characteristic of online news. The collection of functions v pv 1 , . . . , v k q encodes how characteristics affect the desirability of each alternative. Let D be an extended real-valued function and B R k be a compact, convex set that is interpreted as a budget.
Instead of variation in prices, we use variation in v (due to changes in x) to define and identify complementarity. This requires alternative-specific characteristics that shift the value of one alternative relative to the others. Our approach thus follows Gentzkow [2007] . Our primitive definition of complementarity is that if v j increases (due to a change in x j ) and the th component of ErY | X xs increases, then goods j and are local complements.
The definition is formally stated in terms of partial derivatives. Thus, our definition is local and preserves the comparative statics features of the Hicksian definiton.
We show how to identify complementarity even when v is not known a priori. This is possible by checking the sign of derivative ratios such as fErY j | X xs fx ,q y fErY | X xs fx ,q
and their discrete counterparts. This uses variation in x ,q , which is the q-th characteristic specific to alternative . The derivative ratio is positive exactly when goods j and are local complements according to our primitive definition. When conditional means are linear, derivative ratios can be estimated using standard linear instrumental variables methods.
We apply and analyze our definition of complementarity in two settings. First, we study the bundles model of Gentzkow [2007] , in which ErY | X xs is the average quantity of k different goods purchased. We show that the assumption of no income effects is unnecessary to identify whether goods are complements or substitutes. For perturbed utility models, a derivative ratio like (2) identifies not only the sign of Hicksian substitution effects, but also the ratio of cross-and own-price substitution effects. Thus, our definition of complementarity formally extends the Hicksian definition.
Next, we turn to the setting of discrete choice. Now we interpret ErY | X xs as a vector of conditional choice probabilities. While perturbed utility models allow complementarity, there are special cases that rule it out. Additive random utility models are one important class that rules out complementarity. Complementarity is also ruled out in the additive perturbed utility models proposed by Fudenberg, Iijima, and Strzalecki [2015] . More broadly, violations of regularity from the random utility hypothesis are a form of complementarity (Block and Marschak [1960] ). 1 Therefore, complementarity is a qualitative feature that can be used to sort among models of discrete choice.
While we focus attention on the bundles and discrete choice settings, perturbed utility models can be used in other settings. For example, ErY | X xs can represent conditional probabilities of choosing an action in a game theoretic context, average time spent on k different activities, and so forth. The wide range of applicability of our analysis is highlighted by Theorem 1, which shows that the structure of the perturbed utility model is implied by a large class of latent utility models. This allows us to accommodate certain forms of unobserved heterogeneity or measurement error. This result may be of independent interest since it shows that the the structure of the perturbed utility model aggregates.
The literature on complementarity is large. Samuelson [1974] provides a comprehensive survey of alternative definitions of complementarity in the standard consumer problem. Gentzkow [2007] pioneers the use of non-price characteristics to identify complementarity. Complementing the focus of this paper, Manzini, Mariotti, andÜlkü [2015] study complementarity when there is no characteristic variation in a model free setting.
Focusing on settings that admit a lattice structure such as certain firm or game-theoretic problems, a large literature relates complementarity with shape restrictions such as supermodularity (Topkis [1978] , Vives [1990] , Milgrom and Shannon [1994] , Athey and Stern [1998] ). We depart from this literature in two directions: we focus on local definitions of complementarity; and we define complements based on comparative statics of the model. In the context of the standard consumer problem, the relationship between supermodularity of the utility function and a comparative statics definition of complementarity has been discussed in Samuelson [1974] and Chambers and Echenique [2009] .
The rest of this paper is organized as follows. Section 2.1 presents a preview of our analysis by showing how (non-price) characteristic variation can identify complementarity in the standard consumer problem. Section 2.2 shows how measurement error and unobservable heterogeneity can be accommodated in our setup. Section 3 presents our primitive definition of complementarity and shows how to identify whether goods are complements or substitutes using characteristic variation. Section 4 studies the bundles model of Gentzkow [2007] . Section 5 studies complementarity in a discrete choice setting. Section 6 summarizes the analysis.
Perturbed Utility Models
Perturbed utility models provide a framework to maintain important features of Hicksian complementarity. We illustrate this in an example. This example motivates our analysis of complementarity and provides a direct link to Hicksian complementarity.
Relation to Hicksian Complementarity
In this section, we specialize the perturbed utility model to a variant of the standard consumer problem. Suppose a consumer chooses y to maximize
This functional form allows alternative-specific characteristics to enter the utility function.
Characteristics x are fixed and the agent chooses quantities to maximize utility. Let y ¦ j denote Marshallian demand for good j and suppose y ¦ j ¡ 0 for all j. We write y ¦ j instead of ErY j | X xs for notational convenience. Let h ¦ j be the associated Hicksian demand function for good j.
2 Appendix A shows that the derivative of Marshallian demand with respect to characteristics is just a scaled version of the substitution effect:
where λ ¦ is the marginal utility of income. Note that the scale term involves only alternative . We can cancel out the unobservable scale to obtain the following result. 
In particular, by the law of compensated demand,
Even without price or income variation, we can still recover the sign of the Hicksian measure of complementarity.
4 This is possible due to additive separability of U py; xq and the fact that changes in characteristics do not affect the budget set. In our subsequent analysis, a derivative ratio of conditional expectations will similarly be used to identify complementarity.
For some intuition behind (5) and Proposition 1, note that the expenditure minimiza-2 All dependence on parameters is left implicit. See Appendix A for more details. 3 While DR is related to the Hicks-Allen definition of complementarity, this is a good opportunity to note that to our knowledge, neither of the authors of the present paper is related to Roy G. D. Allen. 4 Note that using the Slutsky Equation, (5) allows for partial recoverability of income effects using characteristic variation. This is not assumption-free since it relies on the form of the utility function.
tion problem simply finds a supporting hyperplane to the upper contour set of a utility function. The price derivatives of Hicksian demand are characterized by pivoting this supporting hyperplane, whose slope is determined by prices, around the upper contour set. Even without price or income variation, we can "reproduce" this same pivoting with characteristic variation provided the characteristics enter as in (3).
A Latent Utility Foundation
We now return to the general setting. We show that the restrictions of the perturbed utility models arise from a class of latent utility models. This illustrates that the structure of perturbed utility models is preserved even under certain forms of heterogeneity or measurement error. Allowing unobservable heterogeneity is essential for the practical measurement of complementarity, as emphasized in Athey and Stern [1998] and Gentzkow [2007] .
Consider the utility function
where ε is a random variable of possibly infinite-dimension and captures unobservable heterogeneity. HereD is an unknown, extended real-valued function. The set B is a budget that does not depend on unobservables. Note this assumption is mild sinceD can take on value ¡V.
We comment on some key aspects of this utility function. Importantly, observable characteristics X do not enterD. To relax this assumption, we can allow a subvector of X to enterD and condition analysis on a fixed value of those observables. It is necessary for our anlaysis that at least one characteristic does not enterD. A second key assumption is that ε enters the utility specification separably from X. This assumption is needed for our aggregation result (Theorem 1).
To fix ideas, we present an example. Example 1 (Bundles). This example considers a bundles model studied in Gentzkow [2007] and Fox and Lazzati [2015] . For simplicitly, we consider a model with two goods in which a consumer can buy between 0 and 1 unit of each good. The consumption vector y py 1 , y 2 q obtains utility U py; X, ε, ηq j ¤2 y j v j pX j q D py, ε, ηq, whereD py, ε, ηq y 1 ε 1 y 2 ε 2 η ¤ ∆1py 1 1, y 2 1q and B r0, 1s 2 . Here, both ε and η are latent random variables. ∆ is a parameter.
Let Y ¦ pX, εq be a measurable maximizer of U py; X, εq subject to the budget constraint y B. where Y is the set of measurable functions from supppεq to B. ii. Define the Social Surplus Function (McFadden [1978] )
Then
Gpxq max
5 Sufficient conditions for existence of a measurable Y ¦ pX, εq are given in Appendix B. 6 D is taken to be ¡V if there is no Y Y such that ErY pεqs y. D is always finite when evaluated at ErY ¦ pX, εq | X xs.
7 The support of a random variable Z is the smallest closed set K such that P pZ Kq 1.
Theorem 1 demonstrates the link between the latent utility and representative agent formulations.
8 It shows how restrictions on conditional means arise without specifying the distribution of latent variables. Specifically, this aggregation result occurs regardless of correlation or other types of dependence of ε. While we explicitly characterize howD and the distribution of ε induce a function D for a representative agent, obtaining analytical results for D appears challenging in general.
We now require an additional assumption. This will be used to establish that our definition of complementarity is symmetric.
Assumption 1 (Index Sufficiency). If vpxq vpxq, then ErY | X xs ErY | X xs.
Assumption 1 states that ErY | X xs depends on x only through vpxq. Assumption 1 is automatically satisfied if the argmax of (1) 
Under Assumption 1 and the conditions of Theorem 1, f v Gpxq is nonempty and satisfies
Proof. This Corollary follows from McFadden and Fosgerau [2012] Theorem 1.
Note that we are not assuming we know ErY | vs, just stating properties of it. Part piq is a form of Roy's Identity, and may be seen as a generalization of the Williams-DalyZachary Theorem in the discrete choice literature (see e.g. McFadden [1981] ). When v is the identity mapping and f v Gpxq is a singleton, part piq states that the conditional mean vector is the Jacobian of G at x. In this case, part piiq follows for the same reason the Slutsky matrix is symmetric: the Jacobian of ErY | vs is the Hessian of a convex function. Note that Corollary 1 holds for general compact budget sets as emphasized in McFadden and Fosgerau [2012] . Our measurement of complementarity will not require (or use) knowledge of B.
When this budget set is known a priori, additional shape restrictions on D can potentially be used to try to separate alternative notions of "true complementarity" due to preferences from those due to the shape of the constraint set.
9 This important distinction is left for future work.
Measuring Complementarity
We now propose formal definitions of complementarity measures. Each measure is rooted in the standard Hicksian definition. Only some of these measures can be recovered from data without knowledge of the functions v. We first present differential measures and then discrete measures.
Differential Measures of Complementarity
We maintain Assumption 1 so that we can write ErY | vs ErY | vpXq vs for simplicity. In addition we assume differentiability.
Definition 1. Goods j and are local complements at v if
and substitutes if
We will show how to identify whether goods are local complements using data, but first we consider some alternative measures of complementarity that are stated only in terms of ErY | vs. We call CD the cross-derivative measure due to the similarity with cross-price elasticities. Note that by Corollary 1, CD j, pvq CD ,j pvq.
When the function v is not known a priori, we cannot directly identify CD j, pvq from data. We thus propose two alternative measures of complementarity. Our preferred measure is the derivative ratio (DR) measure
which can heuristically be thought of as a ratio of indirect effect to direct effect. We also introduce
which we call the CM measure to emphasize this as a comovement measure. This measure is superficially related to measures such as CovpY j , Y | vq, but the interpretation is fundamentally different. CovpY j , Y | vq can be positive in a way that is unrelated to the comparative statics measure CM . We explore this further in Section 4.
It can be shown that under Assumption 2, fErY |vs fv ¥ 0. This ensures that the denominator of DR has a known sign.
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Assumption 3 (Index Relevance). fErY |vs fv $ 0.
Assumption 3 formalizes that there must be a direct effect due to a change in v .
11
Proposition 2. Under Assumptions 1-3, sign pCD j, pvqq signpCM j, pvqq signpDR j, pvqq.
The proof of this proposition is simple and is omitted. Proposition 2 demonstrates that once we can link the measures to observables we can test the sign of any of the three measures. While CM and DR are not necessarily symmetric in magnitude with respect to j and , they are symmetric in sign.
We are interested not only in defining and testing complementarity but also a measure of complementarity with cardinal meaning. For this purpose, DR conveys the most useful information when v is not known a priori. This is because DR is scale free, while CD and CM are not invariant to monotonic transformations of v.
12 In fact, DR j, pvq can be identified directly from the data under an additional assumption.
10 See Lemma C.1 in the Appendix.
Of course it is possible that ErY | vs is differentiable and strictly increasing in v and yet the derivative is 0.
12 It is clear from the definition of perturbed utility models that v is not identified up to scale when D is not known, since we can multiply the right hand side of (1) without affecting the argmax set. Moreover, when the only variation in the data is in characteristics for a single good, say, , then it can be shown that v can at best only be identified up to a monotonic transformation without further restrictions.
Assumption 4 (Characteristic Relevance). There exists a characteristic q for alternative such that fvpxq{fx ,q $ 0.
Together with Assumption 3, this is a relevance assumption for x ,q . Relying on Assumptions 1-4, we have
This equation holds with j and j $ . By dividing two such equations we obtain fErY j | X xs fx ,q y fErY | X xs fx ,q DR j, pvpxqq.
Recall that we used the same derivative ratio to identify Hicksian complementarity in Section 2.1.
Because the characteristics of alternative enter the perturbed utility models only through the index function v , (16) is the same value for any q such that fvpxq{fx ,q $ 0. In other words, derivatives taken with respect to different characteristics will identify the same measure of complementarity. Thus, if one learns the derivative ratio by using characteristic variation in x ,q , then we obtain the same ratio for x ,r for any other characteristic r.
Proposition 3. Under Assumptions 1-4, DR j, pvq is identified from data. When ErY | X xs is linear in x, DR j, pvpxqq can be estimated by linear instrumental variables. See Appendix G for details. The sign of CM is also directly recoverable from data by
We will use a related comovement measure for our discrete measures of complementarity.
Discrete Measures of Complementarity
We extend our analysis to a discrete setting for two reasons. First, the support of characteristics, denoted supppXq, may be discrete. Second, we may wish to test a hypothesis involving non-local variation such as that goods are everywhere complements (over the support of X).
We focus on complementarity between goods j and . We make use of the following definition, which implicitly depends on j and .
Definition 2 (Comparability). Let x,x supppXq. Then x px 1 , . . . , x k q andx px 1 , . . . ,x k q are comparable if they differ only with respect to components corresponding to x j or x but not both.
We introduce a discrete version of the CM measure,
We use this measure rather than a discrete analogue of the derivative ratio to avoid division by 0. We propose the following definition of complementarity (relative to a point x) for discrete changes.
Definition 3. Goods j and are complements at x supppXq if for every vector x that is comparable to x, DCM j, px, xq ¥ 0.
13
We say they are substitutes at x if the opposite inequality holds.
We show this definition is consistent with the differentiable analysis. 
Our definition of complementarity is relative to a single vector x. 14 There are of course alternative definitions. One approach would be to label the goods complements at x if the above inequality holds for every x that is comparable to x in a specific neighborhood. This would provide a local discrete definition of complementarity.
We now compare our definition with some previous notions involving covariances and conditional covariances.
Proposition 5. Let S supppXq and suppose any two elements of S are comparable.
15 Let x S be arbitrary.
13 This paper studies complementarity and substitutability in terms of population-level data. See Kaplan [2015] for tests of the hypothesis H 0 : DCM j, px, xq ¥ 0.
14 Two goods can be neither complements nor substitutes at x according to our definition. 15 The conditioning set S is similar to sets used in Proposition 2 of De Paula and Tang [2012] .
i. If goods j and are complements at x, then
ii. If goods j and are substitutes at x, then
Proposition 5 clarifies how (an implication of) our definition of complementarity differs from alternative approaches that associate complementarity with the sign of CovpY j , Y q or CovpY j , Y | Xq.
Bundles Model
We now revisit Example 1. Using Theorem 1, we may integrate out the latent variables and study complementarity in terms of ErY | X xs. This is just a vector of average quantitites of goods 1 and 2. Our definition of complementarity agrees with that of Gentzkow [2007] at this level of aggregation. Proposition 1 shows that if we embed this example in the standard consumer problem, we can identify complementarity without assuming no income effects.
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We now relate supermodularity ofD in the latent utility model with our definition of complementarity. Supermodularity has been used in this setting by Fox and Lazzati [2015] .
Definition 4.Dpy, ε, ηq is supermodular in y at pε, ηq if Dpp1, 1q, ε, ηq D pp0, 0q, ε, ηq ¥Dpp1, 0q, ε, ηq D pp0, 1q, ε, ηq.
(19)
Dpy, ε, ηq is submodular in y at pε, ηq if the opposite inequality holds.
We sayD is supermodular (resp. submodular) if it is supermodular (resp. submodular) for almost every pε, ηq. It is clear thatD is supermodular if and only if η ¤ ∆ ¥ 0 almost surely.
In the following result, DR 1,2 denotes the derivative ratio of the conditional means.
Proposition 6. Suppose pε, ηq and X are independent, ε | η has a density with respect to Lebesgue measure, and Erηs 1.
i. IfD is supermodular, then DR 1,2 pvpxqq ¥ 0 for every x at which it is defined, and for any comparable vectors x,x, DCM 1,2 px,xq ¥ 0. ii. IfD is submodular, then DR 1,2 pvpxqq ¤ 0 for every x at which it is defined, and for any comparable vectors x,x, DCM 1,2 px,xq ¤ 0.
Fox and Lazzati [2015] show how to identify whether goods are substitutes or complements under an additional assumption. They partition X j pZ j , W j q and assume v j pX j q Z j ṽ j pW j q for someṽ j . They show that variation in Z j identifies the sign of ∆. In addition to separability, this assumes a priori knowledge that Z j enters monotonically in v j pX j q. We highlight that we do not need a priori knowledge of how a characteristic enters v j to identify the sign of ∆. This complements the work of Fox and Lazzati [2015] , whose focus is instead on identification of all aspects of the model.
We close this example by contrasting our measures of complementarity with CovpY 1 , Y 2 | X xq. Our conclusion essentially agrees with results in Athey and Stern [1998] that conditional covariance may contain little or no information about complementarity. In particular, conditional covariance of choices may capture only the covariance of unobservables.
Proposition 7. Assume ∆ 0, vpxq is the zero vector in R k , and that pε 1 , ε 2 q|X x is normally distributed with mean 0. Then
Discrete Choice
When making a single discrete choice, it is natural to label all goods substitutes since only one good is chosen. We will instead focus on a higher level of aggregation than a single discrete choice. Specifically, we focus on complementarity in terms of conditional choice probabilities. One reason to consider complementarity at this level of aggregation is that complementarity is ruled out by many existing discrete choice models.
We make a slight change of notation and write
where Y j is an indicator for whether good j is purchased. The vector of conditional choice probabilities is denoted ErY | X xs. The budget is now the probability simplex ∆ k ty R k |°k j1 y k 1 , y j ¥ 0 dju. Following the literature, we place a negative in front of C so that it may be interpreted as a cost to perfect optimization.
An important special case of this model is the class of additive random utility models, which includes familiar examples such as logit and probit. It is easy to see that these models do not allow complementarity. Example 2 (Additive Random Utility Models). Suppose alternative j has conditional indirect utility v j px j q ε j , and an individual chooses an alternative that maximizes utility. LettingDpy, εq ¡°k j1 y k ε k , Theorem 1 shows these models fit into our framework when ε pε 1 , . . . , ε k q is independent of X pX 1 , . . . , X k q.
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Perturbed utility models have been used to model costly optimization, 18 mistakes, rational inattention, 19 and ambiguity aversion arising from not knowing the true utility (or characteristics) of an alternative. Many existing models impose that C is additively separable. For example, Fudenberg, Iijima, and Strzalecki [2015] introduce the model with general additively separable C functions such as Cpyq °k j1 cpy j q. Matejka and McKay [2014] . 20 Fudenberg, Iijima, and Strzalecki [2015] also study alternative C functions that are not covered here. 21 Strict convexity is mild and is "almost" equivalent to assuming a unique maximizer as shown in (Allen and Rehbeck [2016] ). °k j1 c j py j q. Then for each pair of alternatives j, and comparable vectors x,x, DCM j, px,xq 0.
A related result is shown in Feng et al. [2015] .
We now relate the shape of C with the DR measure of complementarity. Shape restrictions such as supermodularity have been related with a global notion of complementarity in other settings (Topkis [1978] , Milgrom and Shannon [1994] ). Without a change of variables, we find that the relationship between the shape of C and complementarity involves a number of cross derivatives of C.
For simplicity, suppose there are 3 alternatives. We write y ¦ j instead of ErY j | X xs for notational convenience. Under regularity conditions, Appendix F shows that DR 2,1 pvpxqq is given by DR 2,1 pvpxqq ¡C 3,3 py ¦ q C 2,3 py ¦ q ¡ C 1,2 py ¦ q C 1,3 py ¦ q C 2,2 py ¦ q C 3,3 py ¦ q ¡ 2C 2,3 py ¦ q
. Subscripts on C denote mixed partial derivatives. The denominator of DR 2,1 pvpxqq is strictly positive under our regularity conditions, so the sign of DR 2,1 pvpxqq is determined by ¡C 3,3 py ¦ q C 2,3 py ¦ q ¡ C 1,2 py ¦ q C 1,3 py ¦ q.
The sign of this sum is not determined by supermodularity of C.
22

Perturbed Nested Logit
We consider an example that generalizes the standard nested logit model. We show that the nested logit probability formula is sometimes an additive random utility model, but is always a perturbed utility model. The parameters for which the model is not an additive random utility model are precisely the parameters that admit complementarity. We also show that a logarithmic version of DR identifies nesting parameters in the model. To define this model, we partition the alternatives t1, . . . , ku into nests A 1 , A 2 , . . . , A M .
22 Under differentiability, supermodularity of the utility function requires C j, pyq ¥ 0 for j $ . Note that C j, pyq ¥ 0 is neither necessary nor sufficient for DR j, pvpxqq ¡ 0. 
Now assign to each nest
The first fraction is the probability of choosing j conditional on choosing the nest A m .
The second fraction is the probability of choosing the nest A m . We see that η m 1 for m 1, . . . , M corresponds to the standard logit formula. The following result builds on results in Fosgerau and de Palma [2015] .
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Proposition 9. If η m ¡ 0 for m 1, . . . , M , then C defined in (21) generates the probabilities defined in (22). In particular, the nested logit formula is a perturbed utility model even when it is not an additive random utility model.
When η m ¡ 1 for some nest m, it is known that (22) can be inconsistent with random utility maximization (see Train [2009] for discussion and references). We show that the inconsistency with random utility maximization occurs precisely when complementarity is allowed. To that end, let j and belong to the same nest A m . We then obtain lnpy ¦ j pxqq
If v were a known function, η m could be recovered by varying x in this expression, holding x j fixed. We must instead deal with the case of an unknown function v . Let x ,q be a characteristic of alternative that is excluded from the characteristics of good j. Assuming differentiability and that f lnpy ¦ pxqq{fx ,q $ 0,
23 Fosgerau and de Palma [2015] consider the same cost function in the context of market shares and show the equivalence with nested logit. They formally require nesting parameters to be in the interval p0, 1s. See their paper for a comprehensive analysis of "flexible entropy" models, which are a subclass of perturbed utility models.
This equation 24 shows that a derivative ratio directly identifies η m since all other terms on the right hand side of (23) are identified. Moreover, only local information is needed to determine these nesting parameters, not full identification of v.
Equation (23) is strictly positive, indicating complementarity, whenever
Note that this requires η m ¡ 1. 25 We provide a possible interpretation of complementarity.
If a nest is not typically noticed by the individual (think:°r Am y ¦ r pxq small), then making an alternative in the nest more attractive could make it more likely the individual notices other alternatives in the nest. This could result in the individual choosing those items more often due to this complementarity.
If η m ¡ 1, then complementarity occurs when°r Am y ¦ r pxq is close to 0. When v can take on arbitrarily large and small values, we can always ensure that the sum of these probabilities is sufficiently small. This yields the following result.
Proposition 10. Assume vpsupppXqq R k and for every x there is an alternative and a characteristic q such that f lnpy ¦ pxqq{fx ,q $ 0, and f lnpy ¦ j pxqq{fx ,q exists. If 1 η m , j, A m , and there exists s A m , then there exists a characteristic vector x such that f lnpy ¦ j pxqq{fx ,q f lnpy ¦ pxqq{fx ,q ¡ 0.
Conclusion
This paper extends the definition of Hicksian complementarity to a wide variety of settings. Using the perturbed utility model, we provide a primitive definition of complementarity and show how to identify complementarity using characteristic variation. This definition agrees with the Hicksian definition and we show how to identify the sign of Hicksian substitution effects without price variation. The study of complementarity is important for reasons beyond just documenting whether two goods are substitutes or complements. We show that "no complementarity" is a testable implication of a large class of discrete choice models.
24 See Appendix F.1 for derivation. The sign of this derivative ratio (with logs) is the same as the sign of DR j, pvpxqq.
25 Whenever η m ¡ 2 for m 1, . . . , k and there are two distinct nests with at least two alternatives, the weak inequality version of (24) must be satisfied for at least one nest m. Thus for any value of x, there are always two goods that are local complements.
Measures of complementarity can also be used for identification of structural parameters. For example, a logarithmic version of the derivative ratio (DR) measure of complementarity identifies nesting parameters in nested logit. We also relate our definition of complementarity with the concept of supermodularity. Complementarity and supermodularity are consistent in a bundles setting, but do not agree in the discrete choice setting.
Appendix A Proofs for Section 2.1
In this section, we examine comparative statics with respect to characteristic variation and prove Proposition 1. We assume that we are evaluating demand functions at an interior point. Throughout the remainder of this section, assumptions on differentiability are left implicit in the analysis. Consider the Lagrangian given by the standard consumer problem Lpy, λ, µq
µ j y j with λ ¥ 0 and µ j ¥ 0. The first order conditions at an interior point yield
Let the function for Marshallian Demand of good j be denoted y ¦ j y ¦ j pp, x, Iq and the Lagrange multiplier at the maximum be denoted λ ¦ λ ¦ pp, x, Iq. Assume y ¦ is a regular maximizer. 26 We suppress dependence on parameters throughout the analysis for convenience. Examining the total derivative with respect to p and applying Cramer's rule, we can write the Slutsky Equation
where H r,c is the submatrix of H which removes row r and column c. Moreover, let h ¦ j h ¦ j pp, x, uq be the Hicksian demand function for good j. Similarly, we can examine the change in Marshallian demand when there is a change in characteristic q of alternative (x ,q ). Differentiating the first order conditions and applying Cramer's rule yields
We can rewrite this as a scaled version of the Hicksian substitution term,
Thus,
To obtain an additional result, one can substitute equation (25) into the Slutsky Equation and rearrange to obtain
is the cross-price elasticity of demand for alternative j with respect to p , 
Appendix B Proof of Theorem 1
We first provide a set of sufficient conditions onD, marginal utility shifters v j , and budgets B such that argmax yB U py; X, εq admits a measurable selection, where U is defined in (7). Recall that y R k and let B R k be the Borel σ-algebra induced by the Euclidean metric.
Let ε : Ω ε Ñ E be a random variable defined from the probability space pΩ ε , F ε , P ε q to the measure space pE, Eq. Let X : Ω X Ñ pR d q k be a random variable from the probability space pΩ X , F X , P X q to the measurable space ppR
Note that the projection of X in the j-th component is a random variable to pR
Assumption B.1. We assumeD, marginal utility shifters v, and budget B satisfy the following:
iii. Let B R n be a nonempty, compact, and convex budget 
SinceDpy, εq does not depend on X and X u ε, we may extendD to be B R k pB pR d q k Eqmeasurable.
28 Similarly, each g j py, Xq does not depend on ε and X u ε, so we may extend g j to be B R k pB pR d q k Eq-measurable. Therefore, U py; X, εq °k j1 y j v j pX j q D py, εq is B R k pB pR d q k Eq-measurable since it is a sum of measurable functions. Moreover, for all pX, εq pR
Lastly from (iii) of Assumption B.1, the assumptions of Corollary 2.21 and Lemma 27R : R t¡V, Vu denotes the extended reals.
28 We suppress dependence ofD on X for convenience. White [1992] are satisfied so for any probability measure P The assumption that B does not depend on ε can be relaxed using conditions from Stinchcombe and White [1992] .
in Stinchcombe and
Assumption B.2. ErDpY ¦ pX, εq, εq | X xs exists and is finite.
Assumption B.2 is a high level condition that is easily checked in many examples. In additive random utility models, a sufficient condition is that ε has finite mean and is independent of X. Because we maintain the assumption that B is compact and convex, Assumption B.2 implies that Gpxq is finite.
Proof of Theorem 1. Fix x supppXq. Let Y x denote the set of measurable functions from supppεq to B. We include the subscript x only for ease of exposition, but note that Y x is defined with no reference to x. Under Assumption B.2, Gpxq is finite. Using the definition 29 F P is the completion of a σ-field F with respect to the probability measure P . 
sup We have by definition that,
Let X andX be independent. Then,
Using independence of X andX, we see the left hand side of (36) is equal to
Note that we used that
which follows from the fact that X andX are independent and identically distributed. This proves the first statement of the proposition. The second statement follows from analogous arguments.
If instead v 1 px 1 q v 1 px 1 q, then the opposite inequalities hold. Finally, if v 1 px 1 q v 1 px 1 q, then ErY | X xs ErY | X xs because ε | η has a density with respect to Lebesgue measure (so that utility ties occur with probability 0 and the argmax set of the perturbed utility model is a singleton). Thus we establish that regardless of the sign of v 1 px 1 q ¡ v 1 px 1 q,
From this we obtain that DR 2,1 pxq ¥ 0 when it exists. The case η ¤ ∆ ¤ 0 almost surely is proven by similar arguments.
Proof of Proposition 7.
Finally, note P pε 1 ¥ 0, ε 2 ¥ 0q ¡ 1{4 if and only if Covpε 1 , ε 2 | X xq ¡ 0.
Suppose for the purpose of contradiction that y ¦ We now characterize complementarity for an arbitrary number of goods. The Lagrangian is given by
for λ R and µ j ¥ 0. We assume that Cpyq Cpy 1 , . . . , y k q is a twice continuously differentiable strictly convex function and v j p¤q are continuously differentiable functions in x j . We define C j p¤q as the partial derivative with respect to the j-th component. Similarly, C j, p¤q f 2 fy j fy Cp¤q. Lastly, assume that the solution y ¦ is at a point on the relative interior of the simplex. We consider changes in choice probabilities when there is a change in the q-th characteristic of good (denoted x ,q ).
Consider the optimization of (38) at an interior point. In this case, µ j 0 for every j so that first order conditions are given by
Define the optimal probability of choosing object j by y ¦ j y ¦ j px 1 , . . . , x n q and the Lagrange multiplier as λ ¦ λ ¦ px 1 , . . . , x k q. Assume y ¦ is a regular maximizer. We suppress dependence on the characteristics for convenience. We focus on a change in x 1,q . Similar to the standard consumer problem, we examine the total differential with respect to the characteristic x 1,q . This gives the system of equations, . Let H r,c be the submatrix of H which removes row r and column c. 
F.1 Nested Logit Derivations
Proof of Proposition 9. Note that 0 η m for m 1, . . . , M ensures we have an interior solution. To see this, recall v j px j q is finite for each j. Suppose for the purpose of contradiction that y ¦ j 0, y ¦ k $ 0. A differential shift in probability from y ¦ k to y ¦ j decreases Cpy ¦ q at rate V, so this cannot be a maximizer.
Let mpjq denote the nest of alternative j. For simplicity, write v j : v j px j q for j 1, . . . , k. The first order conditions of the Lagrangian for arbitrary y ¦ j are given by,
where λ is the Lagrange multiplier on the probability simplex constraint. .
By exponentiating, we see that the ratio of y ¦ j {y ¦ coincides exactly with that of y ¦ j pxq{y ¦ pxq generated according to (22) . Since the solution to our constrained maximization problem is determined uniquely by ratios of probabilities, this completes the proof.
Derivation of Equation (23) Treating X 1 as a instrument for Y 1 , β can be estimated by standard instrumental variables methods. When there are 3 or more alternatives or more than 1 instrument, this analysis is more complicated. One reason is that the perturbed utility model allows conditional means that are linear in covariates, but it places certain restrictions on the parameters. Thus, a model-constent estimation approach would require enforcing these parameter restrictions.
For a non-linear generalization of the preceeding analysis, now consider the reduced form.
Y 2 gpf pX 1ε 1 Y 1 f pX 1 q ε 2 , where we assume Erε j | X 1 s 0 for j 1, 2 and again interpret X 1 as a characteristic specific to alternative 1.
31 Then provided the derivatives exist and f I ¡ 0, we have that fErY 2 |X 1 x 1 s fx 1 fErY 1 |X 1 x 1 s fx 1 g I pfpX 1 qqf I pX 1 q f I pX 1 q g I pfpX 1 qq, so that complementarity is determined by the sign of g I .
