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Re´sume´
Dans un contexte de changement climatique, de nombreuses e´tudes portent sur l’observation
de plusieurs parame`tres physiques tels que la tempe´rature du sol, la ve´ge´tation ou le contenu
en eau du sol. L’humidite´ du sol fait partie des traceurs observe´s pour surveiller l’e´volution du
cycle hydrologique sur Terre. Les satellites d’observation de la Terre contribuent a` re´pondre a`
ce besoin. Parmi eux, la premie`re mission a` avoir e´te´ spe´cialement conc¸ue pour l’observation de
l’humidite´ des sols a` l’e´chelle globale a e´te´ la mission SMOS (Soil Moisture and Ocean Salinity)
lance´e le 2 Novembre 2009.
La premie`re partie de ma the`se a porte´ sur la validation du produit d’humidite´ SMOS a`
l’e´chelle locale puis a` l’e´chelle globale. Pour l’e´chelle locale, une comparaison entre des humidite´s
retrouve´es a` partir d’observations satellite (SMOS, AMSR-E, Advanced Microwave Scanning
Radiometer, et ASCAT, Advanced Scatterometer), des humidite´s mode´lise´es (ECMWF, Euro-
pean Centre for Medium range Weather Forecast) et des humidite´s mesure´es sur quatre bassins
versants test aux Etats-Unis. Dans un second temps, le produit d’humidite´ SMOS est e´value´ a`
l’e´chelle globale en utilisant la me´thode statistique de la triple collocation pour l’anne´e 2010. La
carte globale de l’erreur SMOS est ensuite relie´e a` diffe´rents parame`tres comme la texture du sol
(sable, argile), la couverture du sol (foreˆt, lacs,...) ainsi que la probabilite´ moyenne d’occurrence
d’interfe´rence en utilisant les me´thodes ANOVA (Analysis of Variance) et CART (Classification
and Regression Tree).
Par la suite, le produit d’humidite´ SMOS a e´te´ replace´ dans un contexte historique. Il
existe de´ja` un historique de l’humidite´ des sols depuis 1978 a` l’e´chelle globale de´rive´ a` partir
de nombreuses observations par satellites mais pre´sente des discontinuite´s au changement de
capteur notamment. Deux me´thodes statistiques sont pre´sente´es afin de relier les humidite´s
SMOS et AMSR-E sur les quatre sites test aux E´tats-Unis : le CDF matching (Cumulative
Density Function) et les copules. L’anne´e 2010 a e´te´ utilise´e comme re´fe´rence pour la calibration
de ces deux mode`les et des historiques homoge`nes de 2003 a` 2010 ont pu eˆtre ainsi cre´e´s.
Enfin la dernie`re partie reviendra sur l’algorithme de SMOS et sur ses innovations par
rapport a` ceux de´ja` existants. Pour cela, un algorithme plus simple (faisant plusieurs hypothe`ses
de de´part et ne prenant pas en compte l’he´te´roge´ne´ite´ de la surface observe´e) est mis en place
et adapte´ aux acquisitions multi-angulaires de SMOS. Une comparaison entre les humidite´s
retrouve´es avec ce mode`le simplifie´ et celles de SMOS permettra de mieux comprendre les
ame´liorations que SMOS est capable de fournir.
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Abstract
In a climate change context, many studies are dealing with the observation of numerous
physical parameters such as the soil temperature, the vegetation or the soil water content. The
soil moisture is one of the observed variables for monitoring the evolution of the water cycle
on Earth. Satellites help to meet this need. Among them, the first spatial mission specially
designed for soil moisture monitoring at the global scale is the SMOS (Soil Moisture and Ocean
Salinity) mission launched on November 2, 2009.
The first part of this thesis deals with the validation of the SMOS soil moisture product
at the local scale and then at the global scale. A comparison between soil moistures retrieved
from satellite observations (SMOS, AMSR-E, Advanced Microwave Scanning Radiometer, and
ASCAT, Advanced Scatterometer), modeled soil moistures (ECMWF, European Centre for Me-
dium range Weather Forecast) and mesurements is realized over four watersheds in the U.S. In
a second phase, the SMOS soil moisture product is evaluated at the global scale by using the
triple collocation method for 2010 data. The global SMOS error map is then linked to different
parameters such as the soil texture (sand, clay), the soil cover (forest, lake,...) and also the mean
occurrence probability of interferences by using the methods of ANOVA (Analysis Of Variance)
and CART (Classification And Regression Tree).
Thereafter, the SMOS soil moisture product is put into a temporal context. It already exists
a long time series of soil moisture from 1978 at the global scale, derived from many satellite
observations. Unfortunately, discontinuities occur when sensors change. Two statistical methods
are presented in order to link the SMOS and the AMSR-E soil moisture datasets over the four
watersheds : CDF matching (Cumulative Density Function) and the copulas. 2010 is used as the
reference year for the calibration of these two statistical models and homogeneous time series
are then created from 2003 to 2010.
Finally, the last part comes back to the SMOS algorithm and to his innovations compared
to the already existing algorithms. A simpler algorithm (making some assumptions and not
considering the heterogeneity of the observed area) has been implemented and adapted to the
L-band multi-angular SMOS observations. A comparison between the retrieved soil moisture
from this simple algorithm and the SMOS product has allowed us to better understand the
improvements that SMOS is capable of and how to improve the SMOS product.
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Chapitre1
Introduction ge´ne´rale
Dans un contexte de changement climatique, de nombreuses e´tudes portent sur l’observation
de plusieurs parame`tres physiques tels que la tempe´rature du sol, la ve´ge´tation ou le contenu en
eau du sol. L’humidite´ du sol fait partie des traceurs observe´s pour surveiller l’e´volution du cycle
hydrologique sur Terre. De nombreux travaux pre´disent une augmentation de la tempe´rature
de la surface terrestre mais il n’y a aucune certitude concernant un possible ralentissement ou
acce´le´ration du cycle de l’eau. Le besoin d’observer pour mieux pre´dire se fait de plus en plus
vital pour une meilleure gestion des ressources naturelles.
Les satellites d’observation de la Terre contribuent a` re´pondre a` ce besoin. Parmi eux, la
premie`re mission a` avoir e´te´ spe´cialement conc¸ue pour l’observation de l’humidite´ des sols a`
l’e´chelle globale est la mission SMOS (Soil Moisture and Ocean Salinity). Durant ma the`se, j’ai
utilise´, controˆle´ la qualite´ et valide´ les donne´es d’humidite´ SMOS sur plusieurs sites test ainsi
qu’a` l’e´chelle globale. Le plan de ce manuscrit et de mes travaux est pre´sente´ a` la fin de ce
chapitre.
1
2 Introduction ge´ne´rale
1.1 Contexte
1.1.1 Le changement climatique
Plus personne n’ignore la proble´matique du changement climatique et de nombreuses e´tudes
portent sur son observation et sa pre´diction, d’autant plus qu’il est fort probable que ce soit
lie´ a` l’activite´ humaine a` travers le rejet croissant des gaz a` effet de serre. Ces changements
climatiques se traduisent dans un premier temps par une e´le´vation de la tempe´rature de la
surface du sol, par une augmentation de la hauteur moyenne des oce´ans ou encore par une
de´sertification de certaines re´gions (IPCC - Intergovernmental Panel on Climate Change, 2007).
Alors que l’eau est un composant essentiel de la vie sur Terre, l’impact du de´re`glement climatique
sur les ressources en eau de la Terre n’est pas encore pre´cise´ment de´termine´ (fig. 1.1).
Afin d’observer ces changements climatiques, il y a un besoin e´vident d’une observation conti-
nue et globale de certains parame`tres physiques tels que la tempe´rature du sol, la ve´ge´tation,
la salinite´ des oce´ans ou le stock d’eau douce. Pour cela, le GCOS (Global Climate Obser-
ving System) a re´pertorie´ 50 variables climatiques essentielles re´parties en trois domaines (at-
mosphe´rique, oce´anique et terrestre) sur lesquels les recherches et l’observation sont primordiales
pour mesurer et pre´dire les divers changements a` l’e´chelle globale et re´gionale. L’humidite´ du
sol, ou le contenu en eau du sol, fait partie de ces variables a` surveiller pour suivre l’e´volution
du cycle hydrologique sur les terres e´merge´es (World Meteorological Organization et al., 2010).
L’eau sur Terre n’est pas uniquement expose´e au bouleversement climatique car se pose
e´galement la question de l’e´volution de sa demande avec une augmentation constante de la
population mondiale ainsi qu’un accroissement des infrastructures. Pour eˆtre en mesure de
prendre les meilleures de´cisions politiques qui soient adapte´es a` une gestion durable, un suivi
local et re´gional de la ressource en eau douce est indispensable.
Les satellites contribuent a` l’observation du changement climatique, de l’e´volution du cycle
de l’eau et plus particulie`rement de l’humidite´ des sols depuis plus de trois de´cennies maintenant.
1.1.2 L’eau sur Terre
1.1.2.1 Quelle quantite´ d’eau y a-t-il sur Terre ?
La surface terrestre est majoritairement compose´e d’eau, environ 70% de sa surface en est
recouverte. L’eau existe e´galement dans l’air sous forme de vapeur, d’eau liquide et de glace
ainsi que dans le sol en tant qu’eau souterraine. La re´serve totale en eau sur la plane`te est
de 1.400.000.000 km3. Tous les ans, 119.000 km3 d’eau tombent sur les terres sous forme de
pre´cipitations alors que 74.200 km3 d’eau s’e´vaporent dans l’atmosphe`re par le phe´nome`ne
d’e´vapo-transpiration du sol et de la ve´ge´tation. Sur les oce´ans et les lacs, 450.000 km3 d’eau
tombent chaque anne´e et 502.800 km3 s’e´vaporent (Outwater, 1997).
Il est estime´ a` 2.200 km3 la quantite´ d’eau douce qui s’e´coule dans les sols alors que 135.000
km3 d’eau sont stocke´s sous diverses formes : dans l’atmosphe`re sous forme de vapeur, dans les
sols sous forme d’humidite´, dans les lacs, les mare´cages, les rivie`res ou la ve´ge´tation sous forme
d’eau liquide. Les eaux souterraines et l’eau douce stocke´e repre´sentent une ressource disponible
en eau douce contrairement a` l’eau douce stocke´e dans les glaciers et les calottes glaciaires situe´s
principalement aux poˆles et au Groenland qui n’est pas disponible alors qu’elle repre´sente 69.5%
de l’eau douce totale de la Terre (Outwater, 1997).
1.1.2.2 Qu’est ce qu’une quantite´ d’eau dans le sol ?
Le sol est un milieu qui stocke et laisse circuler l’eau. Une couche superficielle de terre
typique (les quelques premiers centime`tres voire une dizaine de centime`tres sous la surface)
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Figure 1.1 – Impact du changement climatique sur les ressources en eau d’un bassin versant,
source web : Ressources Naturelles Canada (2008).
se de´compose en plusieurs e´le´ments : environ 45% de son volume est occupe´ par de la matie`re
mine´rale (particules du sol), 5% par des re´sidus organiques (matie`re produite par les eˆtre vivants,
ve´ge´taux ou animaux), le reste e´tant de l’espace occupe´ soit par l’eau soit par l’air. La quantite´
et la taille de ces espaces (ou pores) sont de´termine´es par la texture, la densite´ et la structure
du sol (Scherer et al., 1996).
L’eau dans le sol est pre´sente de deux fac¸ons : autour des particules du sol ou dans les
pores. L’eau des pores peut eˆtre repre´sente´e sous deux formes : l’eau gravitationnelle et l’eau
capillaire. L’eau gravitationnelle circule en ge´ne´ral vers le bas duˆ a` la force gravitationnelle.
L’eau capillaire est la plus importante pour la croissance des plantes puisque c’est celle qui reste
accroche´e aux particules de terre contre la force de gravite´ et qui est donc susceptible d’eˆtre
capte´e par les racines (figure 1.2). Quand l’eau s’infiltre dans le sol, les pores se remplissent.
Au fur et a` mesure que les pores se remplissent, l’eau se de´place par gravite´ et capillarite´.
L’eau continue de se de´placer vers le bas jusqu’a` ce qu’un e´quilibre soit atteint entre les forces
gravitationnelles et capillaires (Scherer et al., 1996).
Le terme humidite´ du sol correspond au contenu en eau pre´sent dans le sol. Il est exprime´ la
plupart du temps de fac¸on volume´trique (m3/m3) en prenant le rapport entre le volume occupe´
par l’eau et le volume total. Ses valeurs vont de 0 (pas d’eau dans le sol - sol tre`s aride) jusqu’a`
la porosite´ qui est une valeur spe´cifique a` chaque sol. La porosite´ est la fraction de volume
occupe´e par les pores. Une humidite´ volume´trique ne peut de´passer la porosite´ puisqu’elle ne
peut occuper plus de volume que le volume libre. On parle alors de saturation du sol qui peut
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Figure 1.2 – Sche´ma d’une plante qui se nourrit en eau graˆce a` ses racines et l’eau autour des
particules du sol, source web : Levaray (2004).
eˆtre atteint lors de fortes pluies notamment sur les premiers centime`tres de terre sous la surface.
1.1.3 Importance de l’humidite´ du sol dans le cycle global de l’eau
1.1.3.1 Le cycle de l’eau
L’eau est pre´sente sous diffe´rentes formes sur Terre. L’e´nergie solaire est le moteur de la
transformation et du transport de cette eau a` travers tous ses e´tats. Le cycle de l’eau est le
parcours de l’eau sur les terres, dans les oce´ans et dans l’atmosphe`re (figure 1.3). L’eau est
d’abord naturellement pre´sente dans les oce´ans. Sous l’effet du soleil, l’eau pre´sente a` la surface
s’e´vapore et peut former par la suite de minuscules gouttelettes de glace puis des nuages. Avec
le vent, ces nuages se de´placent au dessus des terres. Soumise a` des processus de condensation et
d’agre´gation a` l’inte´rieur de ces nuages, les gouttelettes deviennent trop lourdes pour demeurer
en suspension dans l’atmosphe`re et redescendent au sol par pre´cipitation. Les grandes surfaces
d’eau comme les mers, les oce´ans, les lacs ne sont pas les seules sources d’eau. Il existe aussi le
phe´nome`ne d’e´vapo-transpiration des sols et des ve´ge´taux. Le sol et les plantes sont compose´s
en partie d’eau en surface mais aussi a` l’inte´rieur. L’eau pre´sente en surface est soumise a`
e´vaporation et l’eau interne peut e´galement eˆtre transpire´e.
L’eau ainsi venue du ciel est ensuite infiltre´e dans le sol. Lors de cette infiltration, une certaine
quantite´ est stocke´e autour des particules du sol, une autre partie ruisselle a` la surface du sol
et le reste se de´place vers des zones plus profondes jusqu’a` atteindre une nappe phre´atique qui
peut de´boucher par la suite a` la cre´ation d’un cours d’eau. Ces cours d’eau reviennent ensuite
a` la mer et le cycle peut ensuite se re´pe´ter.
1.1.3.2 Le roˆle de l’humidite´ du sol dans le cycle de l’eau
L’humidite´ du sol ne repre´sente qu’une infime partie de l’eau dans le cycle de l’eau. Ici nous
de´signons l’humidite´ par le contenu en eau du sol sur les quelques centime`tres ou me`tres tout
au plus pendant la phase d’infiltration. Cependant cette phase reste cruciale pour la croissance
des plantes. Si la mesure de cette infiltration est correcte alors on est en mesure de calculer
le volume d’eau disponible pour la croissance de la ve´ge´tation ou des cultures. L’enjeu le plus
important est de pouvoir quantifier l’eau disponible pour satisfaire la croissance des diffe´rentes
cultures et de pouvoir ainsi la maˆıtriser. L’irrigation de´pend essentiellement de cette quantite´
d’eau disponible dans les sols. Si les quantite´s sont insuffisantes alors il faut maˆıtriser l’irrigation.
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Figure 1.3 – Sche´ma simplifie´ du cycle de l’eau, source web : Ste´phanoise des Eaux (2007).
1.1.3.3 Mesurer l’humidite´ du sol
Mesurer le contenu en eau du sol peut eˆtre re´alise´ de plusieurs fac¸ons : par pre´le`vement ou
par mesure instrumentale.
La mesure par pre´le`vement consiste a` pre´lever un volume connu de sol qui est de suite pese´
puis se´che´ dans un four spe´cialise´ et enfin pese´ une seconde fois. La diffe´rence de masse corres-
pond a` l’eau e´vapore´e et contenue initialement dans le volume de terre pre´leve´. Connaissant la
densite´ volumique de l’eau il est facile de retrouver le volume initial d’eau. Le contenu en eau
du pre´le`vement est alors simplement le rapport entre ces deux volumes.
La mesure du contenu en eau peut e´galement eˆtre re´alise´e a` l’aide de sondes (capacitives ou
re´sistives ou utilisant la mesure de re´flectome´trie dans le domaine temporel (TDR), (Cosh et al.,
2005, Evett et al., 2006). On peut ainsi utiliser un instrument comme la Theta Probe (figure
1.4). Cet instrument mesure en re´alite´ un champ e´lectrique. La relation entre ce champ mesure´
et l’humidite´ du sol est quasiment line´aire meˆme s’il de´pend fortement de la composition du
sol. Une droite d’e´talonnage est donc re´alise´e pour chaque type de sol afin de faire correspondre
chaque mesure (en mV) a` une valeur d’humidite´.
Ces deux me´thodes de mesure restent manuelles et doivent eˆtre re´alise´es par un ope´rateur.
L’instrument peut cependant eˆtre relie´ a` une centrale d’acquisition, ce qui permet de mesurer
en continu l’humidite´ du sol. Ces stations sont tre`s utiles pour observer le cycle journalier de
cette variable. Souvent ce cycle est tre`s prononce´ et les mesures d’humidite´ varient fortement
temporellement ainsi que spatialement. En effet il n’est pas rare d’observer de grandes diffe´rences
dans les mesures dans un rayon d’un me`tre, ce qui rend sa mesure d’autant plus complexe et
pose la question de repre´sentativite´ des mesures in situ. De nombreuses campagnes de mesures
sont organise´es pour comprendre ces diffe´rences a` l’aide de pre´le`vements et d’instruments.
Pour une e´tude a` l’e´chelle du globe, ces me´thodes se re´ve`lent laborieuses et impossibles a`
mettre en œuvre. Il faudrait beaucoup de temps et d’e´quipements pour mener a` bien ce type
d’e´tude. C’est pour cela que les satellites d’observation de la Terre sont indispensables pour
observer et e´tudier les variables environnementales a` l’e´chelle globale.
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Figure 1.4 – Theta Probe : instrument permettant de calculer l’humidite´ du sol a` travers la
mesure de la constante die´lectrique du sol.
1.1.4 Les satellites a` l’e´chelle globale
De nombreux satellites ont e´te´ lance´s depuis 1960 pour observer la Terre. Le premier satel-
lite ope´rationnel se nommait TIROS-1 (Television InfraRed Observation Satellite lance´ par la
NASA) avec comme objectif l’observation de la couverture nuageuse. Malgre´ sa courte dure´e
de vie (78 jours), de nombreuses photos et vide´os de la Terre ont pu eˆtre transmises aux
me´te´orologues ame´ricains afin d’ame´liorer leurs pre´dictions. La de´monstration de la faisabilite´
d’un tel satellite et de l’utilite´ de ses images fut un succe`s.
Les premiers satellites de´die´s a` l’observation de la Terre n’utilisaient que quelques bandes
de fre´quence pour acque´rir des informations. La gamme de fre´quence observe´e est tre`s large et
chaque bande de fre´quence correspond a` une utilisation particulie`re. La te´le´de´tection est la me-
sure de l’e´nergie e´mise ou re´fle´chie par tout corps, a` la surface de la Terre ou dans l’atmosphe`re.
Cette mesure est caracte´rise´e par une longueur d’onde et une puissance. Les capteurs embarque´s
a` bord des satellites mesurent la quantite´ d’e´nergie que leur apporte ce rayonnement dans un
angle de vue instantane´ et a` une fre´quence donne´e.
Les ondes qui composent le spectre e´lectromagne´tique (figure 1.5) ne peuvent eˆtre utilise´es
pour l’observation de la surface de la Terre que dans des gammes du spectre (feneˆtres) dans
lesquelles l’atmosphe`re n’interfe`re pas excessivement. Si le passage d’une onde a` travers l’at-
mosphe`re est trop alte´re´, aucune information utilisable pour la surface ne pourra eˆtre retire´e de
cette acquisition. Il existe plusieurs feneˆtres exploitables pour l’observation de la Terre :
– la gamme du visible : zone qui comprend la gamme des longueurs d’onde correspondant a`
la vision humaine (0.4− 0.7 µm) et celle du proche infrarouge (0.7− 1.1 µm), la source du
rayonnement est la lumie`re re´fle´chie du soleil (rayonnement solaire allant de 0.4 a` 2 µm),
il est donc uniquement possible d’acque´rir des informations en journe´e et lorsqu’il n’y a
aucun nuage.
– le domaine de l’infrarouge thermique : zone qui s’e´tend de 7 a` 25 µm. Ce rayonnement
transfe`re la chaleur de l’objet observe´ et sa longueur d’onde d’e´mission maximale est
fonction de sa tempe´rature. Ce transfert de chaleur peut eˆtre capte´ de jour comme de nuit
car il est e´mis naturellement et n’a pas besoin de l’e´clairement du soleil a` condition qu’il
n’y ait pas de nuage.
– le domaine micro-onde : zone qui correspond a` une gamme de longueur d’onde de 25 µm
a` 300 mm.
En utilisant le domaine micro-onde du spectre e´lectromagne´tique, on observe des phe´nome`nes
qui sont comple´mentaires de ceux observe´s dans les fre´quences plus e´leve´es. En effet, les inter-
actions micro-ondes sont en ge´ne´ral gouverne´es par des parame`tres physiques diffe´rents de ceux
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Figure 1.5 – Spectre e´lectromagne´tique, source web : NASA (2008).
qui sont observe´s dans d’autres bandes spectrales.
Par exemple, la quantite´ d’e´nergie micro-onde rayonne´e par une feuille verte est relie´e a`
sa taille, sa forme et son contenu en eau plutoˆt que son contenu en chlorophylle (”verdure”
qui est observable dans le visible). Les faibles fre´quences micro-ondes ont d’autres avantages :
elles ne sont pas alte´re´es par les nuages et elles peuvent e´galement pe´ne´trer les premiers cen-
time`tres du sol (jusqu’a` quelques me`tres dans des circonstances tre`s particulie`res). A contrario,
les plus grandes fre´quences micro-ondes permettent d’observer l’eau dans les nuages (pour les
pre´cipitations). Les micro-ondes sont naturellement e´mises par la nature, il n’est donc pas
ne´cessaire de posse´der une source e´mettrice et il est ainsi possible d’observer la Terre meˆme
de nuit, on parle alors d’observation passive. A contrario, il est possible d’observer la Terre de
manie`re active, c’est a` dire que l’instrument d’observation posse`de sa propre source e´mettrice
et mesure sa re´flexion, on parle alors de te´le´de´tection hyperfre´quence active ou radar.
Il existe e´galement des de´sagre´ments dans l’utilisation des micro-ondes. Le proble`me le plus
important se situe au niveau de la technique lors de la conception de l’instrument qui va acque´rir
les informations. En effet, le diame`tre de l’antenne est proportionnel a` la longueur d’onde a`
re´solution constante. Pour une meˆme re´solution instrumentale, le diame`tre d’une antenne en
micro-onde serait the´oriquement 10.000 fois plus grande qu’une antenne en visible (optique)
puisque la longueur d’onde passe de 1 µm a` 1 cm, ce qui correspondrait a` une antenne de
plusieurs me`tres de diame`tre. Meˆme s’il est possible de construire de telles antennes sur Terre,
il est cependant techniquement difficile d’envoyer de telles structures en orbite pour observer la
Terre. La technique de l’interfe´rome´trie a alors e´te´ de´veloppe´e et cela a permis par la suite de
re´duire la taille de l’instrument a` envoyer en orbite et a ainsi donne´ naissance au concept du
satellite SMOS (Soil Moisture and Ocean Salinity, Kerr et al. (2001)). La mission SMAP (Soil
Moisture Active Passive, O’Neill et al. (2010)) rele`vera le de´fi d’envoyer en orbite une structure
de plusieurs me`tres de diame`tre avec la forme d’un parasol en 2014.
Le tableau suivant donne une correspondance entre les fre´quences et les longueurs d’onde
dans le domaine des micro-ondes. La gamme de fre´quence a e´te´ de´coupe´e en plusieurs parties
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et chaque section correspond a` une lettre :
Bande Fre´quence Longueur d’onde Bande Fre´quence Longueur d’onde
L 1-2 GHz 30-15 cm Q 33-50 GHz 9.1-6 mm
S 2-4 GHz 15-7.5 cm U 40-60 GHz 7.5-5 mm
C 4-8 GHz 7.5-3.75 cm V 50-75 GHz 6-4 mm
X 8-12 GHz 3.75-2.5 cm E 50-90 GHz 6-3.3 mm
Ku 12-18 GHz 2.5-1.6 cm W 75-110 GHz 4-2.7 mm
K 18-26.5 GHz 16.6-11.3 mm D 110-170 GHz 2.7-1.8 mm
Ka 26.5-40 GHz 11.3-7.5 mm
Bien que de nombreux satellites ont de´ja` permis d’estimer l’humidite´ des sols depuis la fin des
anne´es 1970, SMOS est le premier satellite a` avoir e´te´ spe´cialement conc¸u pour l’humidite´ des
terres e´merge´es, en utilisant la fre´quence d’acquisition la plus adapte´e a` l’observation de cette
variable : 1.4 GHz (Kerr et al., 2001, 2010). Il embarque un radiome`tre interfe´rome´trique qui
mesure la cohe´rence entre les 69 antennes place´es sur les trois bras du satellite. Cette technique
permet d’acque´rir des informations a` diffe´rents angles d’incidence. Cette multi-angularite´ permet
de diffe´rencier les effets de la ve´ge´tation des effets dus a` l’humidite´ sur le signal acquis.
1.2 Objectifs de la the`se
Le premier objectif de cette the`se est de re´aliser une e´valuation du produit d’humidite´ SMOS
a` plusieurs e´chelles : locale, re´gionale et globale. Afin de mieux comprendre ce qu’apporte ce
nouveau produit d’humidite´, il sera compare´ a` d’autres bases de donne´es de´ja` existantes. En
effet, la mission SMOS apporte une nouvelle technologie et de nouveaux concepts, notamment
algorithmiques, qui ont besoin d’eˆtre teste´s et valide´s.
Il existe de nombreux jeux de donne´es d’humidite´ de´rive´s a` partir d’observations de satel-
lites, de mesures au sol ou de mode`les me´te´orologiques mais ils ne sont pas toujours utilisables
ensemble en raison de leurs dynamiques et de leurs niveaux moyens d’humidite´ trop diffe´rents.
Pour une e´tude climatique qui doit s’appuyer sur de longues pe´riodes temporelles, il est essentiel
de pouvoir reconstruire un historique homoge`ne et cohe´rent a` partir de tous ces produits d’hu-
midite´ disponibles. Re´pondre a` cette proble´matique constituera le deuxie`me objectif de cette
the`se.
Enfin le troisie`me objectif est de proposer un mode`le simple s’appuyant sur ce qui existait
avant que le satellite SMOS ne soit lance´. En effet, l’algorithme permettant de retrouver l’hu-
midite´ a` partir des acquisitions SMOS est plus complexe que ses pre´de´cesseurs. Dans le cadre
d’une homoge´ne´isation des produits d’humidite´, une mode`le simple et unique est ne´cessaire.
1.3 Structure de la the`se
Tout d’abord, des notions fondamentales de te´le´de´tection micro-onde sont pre´sente´es dans
le chapitre suivant, accompagne´es d’une description de la mission SMOS. SMOS est un concept
novateur et a besoin d’eˆtre valide´ afin de pouvoir eˆtre utilise´ dans le futur par la communaute´
scientifique dans des mode`les hydrologiques plus larges voire dans des mode`les de pre´dictions
me´te´orologiques.
Mon travail de the`se s’est divise´ en trois majeures parties (fig. 1.6). La premie`re phase de
ce travail porte sur l’aspect de validation des donne´es SMOS.
L’e´valuation du produit SMOS a e´te´ re´alise´e dans un premier temps a` une e´chelle locale ou`
les donne´es ont e´te´ compare´es a` des mesures d’humidite´ effectue´es sur quatre bassins versants
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aux E´tats-Unis (chapitre 3). Dans un deuxie`me temps, les donne´es SMOS ont e´te´ compare´es a`
d’autres donne´es satellites et donne´es de mode`les a` l’e´chelle mondiale afin d’identifier les zones
d’accord et de de´saccord entre tous ces jeux de donne´es (chapitre 4). Cette e´tude a e´galement
permis d’identifier les principales sources d’erreurs a` l’e´chelle globale et continentale.
Apre`s cette phase d’e´valuation, les donne´es SMOS ont e´te´ replace´es dans un contexte his-
torique. La deuxie`me grande partie de la the`se pre´sente ainsi deux me´thodes statistiques (le
CDF matching et les copules) pour la construction de longues se´ries temporelles homoge`nes
d’humidite´ des sols (chapitre 5).
Enfin la troisie`me partie reviendra sur l’algorithme de SMOS et sur ses innovations par rap-
port a` ceux de´ja` existants. Pour cela, un algorithme plus simple (faisant plusieurs hypothe`ses
de de´part et ne prenant pas en compte l’he´te´roge´ne´ite´ de la surface observe´e) est mis en place
et adapte´ aux acquisitions multi-angulaires de SMOS. Une comparaison entre les humidite´s re-
trouve´es par ce mode`le simplifie´ et par SMOS permettra de mieux comprendre les ame´liorations
que SMOS est capable de fournir ainsi que celles qui pourraient lui eˆtre applique´es (chapitre 6).
Dans le dernier chapitre, une conclusion et des perspectives sur mes travaux de the`se sont
pre´sente´es.
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Figure 1.6 – Organisation de la the`se et du manuscrit.
Chapitre2
La te´le´de´tection et la mission SMOS
Dans ce chapitre est pre´sente´e tout d’abord une courte introduction a` la the´orie du si-
gnal micro-onde : qu’est ce qu’une onde ? comment la mesure-t-on depuis l’espace ? comment
retrouver l’humidite´ des sols a` partir de ces signaux observe´s ?
La mission SMOS (Soil Moisture and Ocean Salinity) est la premie`re mission spe´cialement
conc¸ue pour observer l’humidite´ des sols a` l’e´chelle globale. Le satellite a e´te´ lance´ le 2 Novembre
2009 depuis la base russe de Plesetsk. Le radiome`tre embarque´ acquiert des informations a` la
fre´quence la plus ade´quate pour l’observation de cette variable : 1.4 GHz. De plus ces informa-
tions sont multi-angulaires, entre 0˚et 55˚.
Au dela` de la nouveaute´ conceptuelle, SMOS apporte un algorithme novateur pour retrouver
l’humidite´ et le contenu en eau de la ve´ge´tation a` travers la prise en compte de l’he´te´roge´ne´ite´
de la sce`ne observe´e. Les algorithmes de´ja` existants ne prenaient en compte qu’un seul angle
d’acquisition et conside´raient que l’inte´gralite´ du champ de vue du satellite e´tait homoge`ne a`
la surface. SMOS propose de de´couper les sce`nes observe´es en plusieurs cate´gories : ve´ge´tation
basse, foreˆt, zone humide, eau libre, eau sale´e, sol aride, glace, milieu urbain, sol enneige´ et
sol gele´. Cette division permet ainsi de ne retrouver l’humidite´ que sur les fractions d’inte´reˆt
(ve´ge´tation basse et foreˆt) tandis que la contribution des autres fractions est estime´e a` travers
plusieurs mode`les bien spe´cifiques.
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Figure 2.1 – Onde e´lectromagne´tique avec son champ e´lectrique E et son champ magne´tique B,
source web : Bioinformatics (2002).
2.1 The´orie du signal micro-onde
2.1.1 Qu’est ce qu’une onde e´lectromagne´tique ?
Il existe deux grands types d’ondes en physique : l’onde me´canique et l’onde e´lectroma-
gne´tique. Une onde me´canique est le de´placement d’une perturbation dans la matie`re (ex : le
son a` travers l’air, un tremblement de terre, une vague sur la mer). Ces ondes me´caniques ne
peuvent se propager que dans la matie`re (ex : il n’y a pas de son dans l’espace). Les ondes
e´lectromagne´tiques peuvent, quant a` elles, se de´placer dans le vide (comme la lumie`re qui
provient du Soleil) et dans la matie`re (la lumie`re passe a` travers une vitre).
Toutes les ondes sont des de´placements d’e´nergie. Cependant, les ondes me´caniques et
e´lectromagne´tiques diffe`rent quant au type de de´placement de cette e´nergie. Les ondes me´ca-
niques mettent en mouvement leur support et l’e´nergie est transmise par ce mouvement alors
que les ondes e´lectromagne´tiques n’interagissent pas me´caniquement avec leur environnement.
Il existe en physique plusieurs types de champs. Le champ de pesanteur terrestre est un
champ de force ressenti par chaque petite masse unitaire pre´sente sur Terre. On peut de´finir
de tels champs pour toutes les forces qui agissent a` distance, et notamment les forces de type
e´lectromagne´tique comme le magne´tisme : on aura par exemple un champ magne´tique tout
autour d’un aimant, parce que chaque particule environnante dote´e d’un moment magne´tique
ressent la force produite par cet aimant. La variation du champ e´lectrique en un point en-
traˆıne celle du champ magne´tique associe´ (si une boussole est place´e pre`s d’un fil parcouru par
un courant e´lectrique, l’aiguille tourne le´ge`rement), c’est pour cela que l’on parle de champ
e´lectromagne´tique.
Une onde e´lectromagne´tique est une vibration de ce champ e´lectromagne´tique. La modifica-
tion de la valeur du champ e´lectrique E entraˆıne une modification de celle du champ magne´tique
B et vice-versa (fig. 2.1). Finalement, les champs e´lectrique et magne´tique changent de valeur al-
ternativement et l’e´nergie utilise´e pour cre´er la premie`re variation du champ e´lectromagne´tique
est transporte´e a` chaque variation successive. Une onde e´lectromagne´tique est donc la propaga-
tion de variations (ou signal) graˆce a` un champ e´lectrique et un champ magne´tique qui vibrent
ensemble.
Une onde est caracte´rise´e par deux parame`tres inde´pendants : sa longueur d’onde (ou sa
fre´quence) et sa vitesse de propagation. La longueur d’onde λ est la distance (mesure´e en
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Figure 2.2 – De´finition des polarisations verticales et horizontales : V dans le plan perpendi-
culaire au plan d’incidence et H dans le plan paralle`le a` la surface de la Terre (ATBD, 2010).
me`tre) entre deux oscillations successives, ou entre deux points de l’onde qui sont dans le meˆme
e´tat de mouvement. La fre´quence (mesure´e en hertz - Hz) est le nombre de perturbations ou
d’oscillations qui passent en un endroit donne´ en une seconde. L’inverse de la fre´quence, appele´e
pe´riode, est le temps (mesure´ en secondes) ne´cessaire pour que l’onde parcourt un cycle. Dans
le cas d’une onde e´lectromagne´tique, la vitesse de propagation dans le vide est e´gale a` la vitesse
de la lumie`re dans le vide : 3 · 108 m/s.
Une onde e´lectromagne´tique est donc un transfert d’e´nergie. Tout corps ayant une tempe´-
rature supe´rieure a` 0 kelvin (-273.15˚C) e´met un rayonnement e´lectromagne´tique appele´ e´gale-
ment rayonnement thermique ou rayonnement du corps gris. Le corps noir est un objet ide´al qui
absorberait toute l’e´nergie e´lectromagne´tique qu’il recevrait, sans en re´fle´chir ni en transmettre.
La lumie`re e´tant un rayonnement e´lectromagne´tique, elle est absorbe´e totalement et l’objet
devrait donc apparaˆıtre noir, d’ou` son nom.
En te´le´de´tection, l’onde e´lectromagne´tique se de´compose en deux vecteurs orthogonaux entre
eux et orthogonaux a` la direction de propagation qui sont appele´s polarisation verticale et
polarisation horizontale (fig. 2.1). Par convention, la polarisation verticale est celle contenue
dans le plan perpendiculaire au plan d’incidence ou d’observation et qui contient la direction
de propagation, et la polarisation horizontale est contenue dans le plan paralle`le a` la surface de
la Terre (fig. 2.2).
2.1.2 Comment cela se mesure-t-il ?
Il existe deux types d’instruments micro-ondes : passifs et actifs. Les capteurs passifs, ou
radiome`tres, mesurent l’e´nergie micro-onde qui est e´mise par e´mission thermique ou re´fle´chie par
la surface de la Terre et l’atmosphe`re. Une fine se´lection de la fre´quence d’observation permet
de mesurer les contributions de l’atmosphe`re, du sol, de la glace ou de la pluie. Les radiome`tres
utilise´s pour mesurer les e´missions atmosphe´riques sont plus particulie`rement appele´s sondeurs
micro-ondes (quand il donnent un profil de l’atmosphe`re) ou imageurs.
Les capteurs actifs, comme les syste`mes radar, ge´ne`rent leur propre illumination en trans-
mettant des impulsions d’ondes micro-ondes puis en utilisant un syste`me re´cepteur pour mesurer
le signal re´fle´chi (ou diffuse´) par la zone d’inte´reˆt vise´e. Si l’objectif de la mission est l’e´tude
de la surface terrestre, ces instruments utilisent essentiellement des fre´quences infe´rieures a` 10
GHz ou` l’atmosphe`re devient quasiment invisible (comme de´ja` montre´ sur la figure 1.5).
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Une partie du domaine micro-onde permet d’observer la Terre a` travers les nuages (ide´al
pour observer des re´gions perpe´tuellement couvertes par les nuages, comme par exemple, les
re´gions tropicales humides). Elles permettent e´galement l’observation de jour comme de nuit,
ce qui offre l’opportunite´ d’obtenir une couverture continue par les instruments micro-ondes
embarque´s sur satellites.
2.1.2.1 Les imageurs micro-ondes passifs
L’observation de la Terre par micro-onde passive offre une repre´sentation unique de sa
surface et de l’atmosphe`re qui l’entoure. Les mesures sont en effet sensibles aux variations
du contenu en eau de l’atmosphe`re, de la tempe´rature de la surface terrestre, de sa rugosite´,
salinite´ et teneur en eau. Les trois derniers parame`tres sont d’autant plus inte´ressants qu’ils
ne peuvent eˆtre observe´s dans aucune autre gamme de fre´quence. Les capteurs actifs peuvent
e´galement observer ces variables mais ils sont en ge´ne´ral plus volumineux et ne´cessitent plus de
puissance pour fonctionner et transmettre un plus gros volume de donne´es (Woodhouse, 2006).
Les satellites avec des imageurs micro-ondes passifs (ou radiome`tres imageurs) repre´sentent
donc un bon compromis concernant la masse et la puissance, qui repre´sentent des points clefs
lors du financement d’un lancement de satellite. L’impact minime de la couverture nuageuse et
des ae´rosols repre´sente un grand avantage pour une partie de la re´gion micro-onde.
Le de´fi dans l’utilisation des micro-ondes passives se situe au niveau de la re´solution d’ob-
servation puisque les longueurs d’onde sont grandes par rapport a` la taille des antennes. Pour
des syste`mes embarque´s a` bord de satellite, la re´solution est de plusieurs dizaines de kilome`tres,
ce qui limite l’utilisation de ces observations aux e´chelles re´gionales et globales.
2.1.2.2 Les capteurs micro-ondes actifs
Comme les imageurs micro-ondes passifs, les capteurs micro-ondes actifs sont sensibles aux
variations de rugosite´, salinite´ et teneur en eau. Cependant, la technologie utilise´e n’est pas la
meˆme puisque l’instrument ge´ne`re lui meˆme sa propre source d’illumination qu’il va envoyer en
direction de la Terre pour ensuite mesurer l’e´cho de cette onde qui a e´te´ re´fle´chi et dissipe´ par
la surface. L’e´tude de cet e´cho repre´sente une information supple´mentaire puisque le temps de
re´ponse est enregistre´, ce qui permet d’estimer la distance qui se´pare l’instrument de sa cible
(me´thode utilise´e pour re´aliser des mode`les topographiques de surface). De plus, cet e´cho revient
avec une variation d’intensite´ et de polarisation par rapport au signal pre´alablement envoye´.
Ces variations correspondent a` des variations des parame`tres physiques de la surface observe´e.
Les instruments se focalisant sur l’e´tude des de´lais des e´chos sont appele´s altime`tres alors que
ceux qui e´tudient les variations en intensite´ et polarisation sont des diffusiome`tres.
On peut e´galement noter l’existence des radars a` synthe`se d’ouverture (SAR) qui permettent
d’ame´liorer grandement la re´solution sans augmenter la taille des antennes. En effet, le faisceau
est conc¸u pour eˆtre plus large et pour que les empreintes successives de l’instrument se che-
vauchent. Chaque point est observe´ plusieurs fois et en combinant les diffe´rents empreintes, il
est possible de synthe´tiser une antenne plus grande (Woodhouse, 2006).
Mis a` part les syste`mes SAR, les syste`mes actifs micro-ondes ont les meˆmes limitations que
les capteurs passifs en terme de re´solution, les grandes longueurs d’onde sont automatiquement
associe´es a` de grandes antennes avec des re´solutions de l’ordre de quelques kilome`tres. Les
donne´es sont alors plus particulie`rement utilise´es pour les e´tudes a` l’e´chelle re´gionale ou globale.
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2.1.3 Comment retrouver l’humidite´ du sol a` partir d’un signal ?
Les rayonnements e´lectromagne´tiques observe´s et mesure´s par les instruments passifs sont en
fait relie´s a` des notions de brillance et de tempe´rature. Ce sont les variations de ces tempe´ratures
qui permettent au final de retrouver des valeurs de parame`tres physiques tels que l’humidite´ du
sol.
2.1.3.1 Notion de tempe´rature de brillance pour les micro-ondes passives
Pour quantifier le rayonnement e´lectromagne´tique qu’e´met un objet ou une sce`ne, on de´finit
la notion de brillance ou de luminance qui repre´sente la quantite´ d’e´nergie par unite´ de sur-
face e´mise a` une fre´quence donne´e (Ulaby et al., 1986). Pour cela la loi de Planck de´finit
mathe´matiquement la brillance de la manie`re suivante :
Iν =
2hν3
c2
1
ehν/kT − 1 (2.1)
avec :
I la brillance ou luminance (W · s/(m2 · sr))
ν la fre´quence (Hz)
h la constante de Planck (6.63 · 10−34W · s2)
c la vitesse de la lumie`re (3 · 108m/s)
k la constante de Boltzmann (1.38 · 10−23W · s/K)
T la tempe´rature du corps noir (K)
Cette loi peut eˆtre simplifie´e avec l’hypothe`se qu’aux faibles fre´quences et avec des hautes
tempe´ratures, on a hν << kT (loi de Rayleigh-Jeans) qui de´finit la brillance I proportionnelle
a` la tempe´rature T :
Iν =
2ν2k
c2
T (2.2)
Le corps noir est un concept ide´al ou` l’objet absorbe et e´met toute l’e´nergie e´lectroma-
gne´tique rec¸ue. La brillance d’un corps noir Icn pour une largeur de bande ∆ν a` une tempe´rature
T est de´finie par :
Icn = Iν ·∆ν = 2ν
2k
c2
T∆ν (2.3)
Il n’existe pas de tel objet en re´alite´. On parle alors de corps gris qui pre´sente des pertes
par rapport au corps noir (leur capacite´ a` absorber et a` e´mettre est infe´rieure a` celle d’un corps
noir). On de´finit la brillance d’un corps gris Icg a` une tempe´rature T pour une largeur de bande
∆ν de la meˆme manie`re que pour le corps noir :
Icg =
2ν2k
c2
TB∆ν (2.4)
avec TB la tempe´rature de brillance du corps gris qui est toujours infe´rieure a` la tempe´rature
T (pour un corps noir TB = T ). TB est la tempe´rature qu’aurait un corps noir s’il rayonnait la
meˆme e´nergie que le corps gris (sans les pertes). On peut de´finir alors l’e´missivite´ e qui est le
rapport entre ces deux tempe´ratures et qui est toujours infe´rieur ou e´gal a` 1 :
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Figure 2.3 – Sensibilite´ de la tempe´rature de brillance a` la biomasse, a` l’eau liquide dans les
nuages, a` l’eau dans l’atmosphe`re, a` l’humidite´ du sol et a` la rugosite´ de surface en fonction de
la fre´quence (Kerr, 1996).
e =
Icg
Icn
=
TB
T
(2.5)
En re´alite´, la tempe´rature de brillance et l’e´missivite´ de´pendent de la direction d’e´mission
ou d’observation, mais aussi de plusieurs parame`tres physiques.
2.1.3.2 Retrouver l’humidite´ a` partir des tempe´ratures de brillance
Les tempe´ratures de brillance mesure´es par les radiome`tres sont en re´alite´ le re´sultat des
conditions de la surface observe´e (en mettant de coˆte´ l’aspect directionnel de la tempe´rature
de brillance). Le rayonnement e´lectromagne´tique ne sera en effet pas le meˆme au dessus d’un
de´sert, d’une foreˆt ou d’une plaine agricole. C’est cette diffe´rence qui permet de retrouver
certains parame`tres de la surface. De plus, la fre´quence d’observation est tre`s importante car
la sensibilite´ du rayonnement ou de la tempe´rature de brillance varie selon les parame`tres et la
fre´quence.
La figure 2.3 montre la sensibilite´ de la tempe´rature de brillance en fonction de la fre´quence
pour chacun des parame`tres biophysiques suivants : la biomasse (ve´ge´tation), l’eau liquide conte-
nue dans les nuages, l’eau dans l’atmosphe`re, l’humidite´ du sol et la rugosite´ de la surface. On
peut ainsi identifier les fre´quences les plus adapte´es pour l’observation de chaque variable : en
dessous de 3 GHz pour l’humidite´ du sol, 13 GHz pour la biomasse, 22 GHz pour le contenu en
eau de l’atmosphe`re, et au dela` de 35 GHz pour le contenu en eau liquide des nuages et pour la
rugosite´.
Cependant, meˆme si une fre´quence est la plus adapte´e pour l’observation d’un parame`tre,
cela ne veut pas dire que l’e´volution de la tempe´rature de brillance est entie`rement due a`
l’e´volution de ce parame`tre. A 22 GHz, la tempe´rature de brillance est tre`s sensible a` la va-
peur d’eau dans l’atmosphe`re mais elle reste e´galement sensible a` tous les autres parame`tres.
Ne´anmoins, si on connait ou si on sait estimer tous les parame`tres sauf un, il suffit alors de
se´lectionner la fre´quence ade´quate.
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(a) Lancement SMOS (b) Satellite SMOS (c) Capteurs
Figure 2.4 – Le satellite SMOS lors du lancement a` Plesetsk le 2 Novembre 2009 (a) avec une
repre´sentation du satellite en orbite (b) ainsi qu’une vue de´taille´e d’un receveur (c) qui permet
de capter les ondes e´lectromagne´tiques e´mises par la Terre. Images ESA.
A des fre´quences infe´rieures a` 3 GHz, la tempe´rature de brillance est majoritairement in-
fluence´e par la salinite´ des eaux et a` l’humidite´ des sols mais elle reste cependant sensible a` la
ve´ge´tation. Si on sait estimer l’effet de la ve´ge´tation sur le rayonnement e´mis, alors on pourra
retrouver l’humidite´ du sol. De plus la bande L (1-2 GHz) est une bande prote´ge´e et re´serve´e
pour une utilisation strictement scientifique. Cependant, cette protection n’est pas toujours
respecte´e dans certaines parties du monde, notamment en Asie.
2.2 La mission SMOS
La mission SMOS (Soil Moisture and Ocean Salinity, Kerr et al. (2010)) fait partie des Mis-
sions d’Opportunite´s d’Exploration de la Terre mene´es par l’Agence Spatiale Europe´enne (ESA)
et a e´te´ lance´e le 2 Novembre 2009. Le premier objectif de la mission SMOS est l’observation
globale de l’humidite´ des sols et de la salinite´ des oce´ans. Le lancement a e´te´ effectue´ depuis la
base de Plesetsk dans le Nord de la Russie (figure 2.4(a)).
Les objectifs scientifiques de cette mission sont (1) de mesurer l’humidite´ des sols avec
une pre´cision de 0.04 m3/m3 (correspondant aux premiers centime`tres sous la surface) et une
re´solution spatiale de moins de 50 km avec une couverture globale tous les trois jours, (2) de
fournir des cartes de salinite´ globales de l’eau en surface des oce´ans a` une pre´cision de 0.1 PSU
(Practical Salinity Unit) avec une re´solution spatiale de 200 km tous les dix jours (1 psu = 1g
de sel par kg d’eau de mer).
Le satellite SMOS suit une orbite circulaire he´liosynchrone (le satellite repasse au dessus
d’un point donne´ de la Terre toujours a` la meˆme heure) a` 755 km d’altitude. Dans sa trajec-
toire ascendante (du Sud vers le Nord), le satellite passe l’e´quateur a` 6h et dans sa trajectoire
descendante (du Nord vers le Sud) a` 18h. Cette mission a e´te´ programme´e pour un minimum
de trois ans avec une possible extension de deux ans.
2.2.1 L’instrument
L’instrument SMOS est compose´ d’un radiome`tre pour micro-ondes passives (1.41 GHz)
constitue´ d’une structure centrale et de trois bras (figure 2.4(b)). Il est incline´ a` 32.5˚par
rapport au nadir (i.e. direction situe´e directement en dessous du satellite) pour garantir une
gamme d’angle d’incidence de 0˚a` 55˚sur Terre.
Le principe de cet instrument repose sur un ensemble de 69 re´cepteurs (ou antennes e´le´men-
taires) qui sont re´partis re´gulie`rement sur les trois bras du satellite. La corre´lation entre le signal
de sortie de tous les couples de re´cepteurs donne un estimateur de la fonction de visibilite´. Ces
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(a) Snapshot 1
(b) Snapshot 2
(c) Snapshot 3
Figure 2.5 – Donne´es SMOS de niveau 1 organise´es par images acquises par le radiome`tre
appele´es snapshots. Un point (indique´ en rouge) est donc vu a` plusieurs reprises par les capteurs
a` diffe´rents angles d’incidence.
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(a) Profil angulaire TB (plan antenne) (b) Profil angulaire TB (plan terrestre)
Figure 2.6 – Donne´es SMOS de niveau 1c : tempe´ratures de brillance TB dans le re´fe´rentielles
de l’antenne (a - polarisations X et Y) auxquelles il faut appliquer une rotation pour les obtenir
dans le re´fe´rentiel terrestre (b - polarisations Horizontale et Verticale).
fonctions de visibilite´ sont ensuite transmises au sol ou` une ope´ration (pseudo transforme´e de
Fourier inverse) est effectue´e afin de reconstruire l’image des tempe´ratures de brillance corres-
pondant a` la sce`ne observe´e (Anterrieu & Khazaal, 2008). Cette me´thode de corre´lation entre
les signaux est appele´e interfe´rome´trie.
L’interfe´rome´trie permet e´galement d’obtenir des observations avec une meilleure re´solution
qu’avec des antennes circulaires. Pour une re´solution e´quivalente, une antenne circulaire de 9 m
aurait e´te´ ne´cessaire, ce qui ne convient pas en terme de poids et de taille pour un lancement
satellite. Chaque bras du satellite SMOS mesure 4 m de longueur pour 25 cm de large. Pour le
lancement, ces bras ont e´te´ replie´s puis de´ploye´s une fois la mise en orbite effectue´e.
2.2.2 Les donne´es SMOS
SMOS ge´ne`re plusieurs niveaux de donne´es, correspondant a` plusieurs niveaux de traite-
ment. Le niveau 0 (L0) repre´sente les donne´es brutes provenant de l’instrument. Le niveau
1 est de´coupe´ en trois sous-niveaux de traitement. Le niveau 1a (L1a) contient les visibilite´s
(corre´lations entre les receveurs), le niveau 1b (L1b) est le re´sultat de la reconstruction de
l’image a` partir des visibilite´s : les tempe´ratures de brillance dans le plan de l’antenne ; chaque
image prise par l’instrument est appele´e snapshot. Les donne´es L1b ont organise´es par snapshot
(figure 2.5). Enfin le niveau 1c (L1c) est une re´organisation ge´ographique du niveau 1b qui
permet d’obtenir pour chaque point toutes les tempe´ratures de brillance acquises a` diffe´rents
angles d’incidence (appele´ profil angulaire). Ces tempe´ratures de brillance sont stocke´es par
demi-orbite et sont encore dans le re´fe´rentiel de l’antenne (figure 2.6(a)). Une ope´ration est
donc ne´cessaire pour projeter ces donne´es du plan de l’antenne au plan terrestre (correction
des effets dus au passage des ondes e´lectromagne´tiques dans la ionosphe`re et a` l’attitude du
satellite, figure 2.6(b)).
Le niveau 2 (L2) repre´sente le passage a` l’humidite´ du sol ou a` la salinite´ des oce´ans. Les
algorithmes sont applique´s aux donne´es L1c (tempe´ratures de brillance aux diffe´rents angles
d’incidence) et utilisent les diffe´rences ou signatures angulaires pour retrouver ces variables.
Des donne´es auxiliaires sont e´galement utilise´es pour connaitre l’e´tat et l’occupation des sols,
par exemple une zone enneige´e ou une zone a` fort relief. Ces donne´es sont stocke´es par demi-
orbite. L’historique des versions du produit d’humidite´ de niveau 2 est pre´sente´ en annexe G (en
anglais). Le produit d’humidite´ de niveau 2 est une humidite´ instantane´e et pour un point donne´,
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Figure 2.7 – Mode`le de transfert radiatif avec les diffe´rentes contributions de l’atmosphe`re, de
la ve´ge´tation et du sol. Le radiome`tre SMOS observe la somme de ces contributions et afin de
retrouver l’humidite´ du sol, il faut pouvoir estimer certaines de ces contributions.
une humidite´ devrait eˆtre retrouve´e au moins tous les trois jours si les conditions algorithmiques
et physiques sont re´unies.
Le niveau 3 (L3) est une globalisation du niveau 2. Des cartes globales sont ainsi ge´ne´re´es
tous les 3 jours. Le niveau 4 (L4) est une combinaison des donne´es SMOS avec des donne´es
exte´rieures, permettant d’aboutir a` une nouvelle connaissance : l’humidite´ en zone racinaire
(1 me`tre de profondeur), pre´vention de risques naturels (feu, inondation, se´cheresse) ou encore
l’e´paisseur de la glace.
2.2.3 L’algorithme d’inversion des donne´es SMOS
L’innovation de la mission SMOS se situe en premier lieu dans l’observation de la Terre
d’une fac¸on multi-angulaire et dans une gamme de fre´quence encore jamais explore´e a` l’e´chelle
globale. Le radiome`tre embarque´ sur SMOS retranscrit des tempe´ratures de brillance acquises
a` divers angles d’incidence. Ces profils angulaires de tempe´ratures sont ensuite compare´s au
mode`le L-MEB (L-band Microwave Emission of the Biosphere, Wigneron et al. (2007)) afin de
retrouver l’humidite´ sur chaque point de la grille (Kerr et al., 2012, ATBD, 2010). On appelle
ce proce´de´ inversion de l’humidite´.
Le mode`le L-MEB est base´ sur un mode`le de transfert radiatif qui comporte trois sources
d’e´mission de signal : l’atmosphe`re, la ve´ge´tation et le sol (fig. 2.7). Le signal acquis par SMOS
provient ainsi (6) de l’atmosphe`re, (5) de la ve´ge´tation, (4) du sol, (3) du rayonnement galactique
traversant l’atmosphe`re et la ve´ge´tation re´fle´chi par le sol, (2) de l’atmosphe`re traversant la
ve´ge´tation puis re´fle´chie par le sol et (1) de la ve´ge´tation re´fle´chie par le sol (fig. 2.7). Pour
retrouver l’humidite´ du sol et parfois l’opacite´ de la ve´ge´tation, il faut eˆtre en mesure de bien
estimer les autres parame`tres atmosphe´riques, l’occupation du sol ou encore la texture du sol qui
donnera les capacite´s d’e´mission et de re´flexion du sol. Avec ces e´le´ments auxiliaires, le mode`le
L-MEB est capable de simuler des tempe´ratures de brillance pour tous les angles d’incidence.
L’humidite´ du sol et l’e´paisseur optique de la ve´ge´tation sont retrouve´es de telle fac¸on que la
diffe´rence entre les tempe´ratures de brillance acquises par SMOS et simule´es par L-MEB soit
la plus faible possible.
Une autre innovation qu’apporte le produit SMOS se situe dans l’algorithme lui meˆme.
Les algorithmes de´ja` existants posent une hypothe`se tre`s forte concernant le champ de vue
de l’instrument : toute sce`ne observe´e est suppose´e homoge`ne (fig. 2.8(b)). Cela veut dire que
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(a) Champ de vue de SMOS (b) Champ de vue conside´re´ par les an-
ciens satellites
Figure 2.8 – Diffe´rences entre les conside´rations de SMOS et des satellites comme ASMR-
E concernant leurs champs de vue : SMOS prend en compte l’he´te´roge´ne´ite´ de la surface en
fractionnant le champ de vue et y applique une ponde´ration correspondant au diagramme
d’antenne alors que les satellites comme AMSR-E conside´rent une surface homoge`ne.
meˆme si cette zone est constitue´e de foreˆts, de plaines agricoles et de villes, ces e´le´ments ne sont
pas diffe´rencie´s et ne sont pas traite´s diffe´remment. Or avec un re´solution instrumentale de 50
km, c’est une hypothe`se tre`s forte qui peut conduire a` des approximations tre`s importantes,
notamment dans les zones de transition (coˆtes ou foreˆts).
Dans l’algorithme de SMOS, chaque sce`ne observe´e est analyse´e afin d’identifier les diffe´rents
types d’occupation des sols (fig. 2.8(a)). Pour chaque cate´gorie, un ensemble de parame`tres est
de´fini et il est ainsi possible d’identifier les contributions correspondantes a` chacune de ces
cate´gories et de ne retrouver l’humidite´ que sur la partie ou` il est inte´ressant d’avoir cette
information (l’humidite´ des sols n’a pas de sens dans une zone urbaine ou sur des mare´cages).
Lorsque le radiome`tre regarde dans une direction, ou vise un point, il n’est pas seulement
influence´ par ce point, il est e´galement influence´ par ce qui entoure ce point. Pour cela, une
surface carre´e de 123 × 123 km2 (appele´e surface de travail qui correspond a` la surface maxi-
male observe´e par l’instrument) est de´finie autour de chaque point ou` l’on souhaite retrouver
l’humidite´. La base de donne´es d’occupation des sols ECOCLIMAP (Masson et al., 2003) est
ensuite utilise´e afin d’identifier la composition de cette surface de travail. ECOCLIMAP a une
re´solution de 30” d’arc (un peu moins d’1 km a` l’e´quateur) et est compose´e de 256 types d’oc-
cupation. Ces 256 classes ont e´te´ regroupe´es en 8 classes plus ge´ne´rales sur une grille moins
fine (pour des raisons de temps de calcul, environ 4km de re´solution) : ve´ge´tation basse, foreˆt,
zone humide, eau libre, eau sale´e, sol aride, glace et milieu urbain. Ainsi, une carte globale de
l’occupation des sols est disponible comprenant 8 classes agglome´re´es. Un exemple du bassin
de la Garonne est pre´sente´ en figure 2.9. Il est important de noter que cette base de donne´es
ECOCLIMAP est fixe et n’e´volue pas au cours des saisons. Elle n’est donc peut eˆtre pas exacte
a` un temps t pre´cis.
Afin de mieux repre´senter ce qui est re´ellement vu par le radiome`tre, une fonction de poids
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est applique´e a` la surface de travail. Cette fonction de poids de´pend de l’angle d’incidence et
de la position du point conside´re´ dans le champ de vue de l’instrument. Ainsi il est possible
de de´terminer les fractions que repre´sente chaque cate´gorie pre´sente dans le champ de vue de
l’instrument et d’en de´duire leur contribution au signal. L’humidite´ n’est retrouve´e que sur les
zones a` ve´ge´tation basse et les foreˆts. Les contributions au signal des autres cate´gories (zone
humide, eau libre, eau sale´e, sol aride, glace et milieu urbain) sont estime´es graˆce a` des mode`les
et des parame`tres spe´cifiques.
Prenons un exemple : une sce`ne est constitue´e de 75% de ve´ge´tation basse, 20% de zone
humide et 5% de villes, et pour retrouver l’humidite´ sur la zone a` faible ve´ge´tation, il faut
d’abord estimer la contribution au signal des deux autres cate´gories (en utilisant leurs mode`les
respectifs) afin de retrouver la part de la tempe´rature de brillance acquise qui correspond a`
la zone a` faible ve´ge´tation. Une fois les contributions identifie´es, il est possible de retrouver
l’humidite´ du sol a` faible ve´ge´tation. De l’eau libre, comme un fleuve, aura tendance a` diminuer
la tempe´rature de brillance. Ce proce´de´ permet ainsi de prendre en compte l’he´te´roge´ne´ite´ de
l’occupation des sols. Les diffe´rents mode`les des diffe´rentes classes d’occupation des sols sont
de´taille´s dans l’ATBD (Algorithm Theoretical Basis Document) de niveau 2 de SMOS (ATBD,
2010).
Il existe cependant des limites a` cette inversion de l’humidite´ du sol, notamment sur les zones
a` forte ve´ge´tation. Par exemple les foreˆts e´quatoriales humides sont tre`s complexes puisqu’elles
repre´sentent une couche e´paisse de ve´ge´tation et le signal observe´ par l’instrument provient
essentiellement de cette couche de ve´ge´tation et le sol est quasiment invisible. En revanche,
il est parfois possible de retrouver l’humidite´ sur des foreˆts moins denses telles que les foreˆts
bore´ales a` pins ou arbres a` aiguilles. La mode´lisation de la litie`re pre´sente sous-bois est e´galement
importante dans la mode´lisation de la contribution de la foreˆt comme le souligne les travaux de
Bircher et al. (2012).
Le chapitre 6 de´taille comment l’humidite´ est retrouve´e a` partir des profils angulaires des
tempe´ratures de brillance et comment l’humidite´ et la ve´ge´tation influent sur les observations.
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(a) Zone de travail repre´sente´e par les 256 classes d’ECOCLIMAP
(b) Zone de travail repre´sente´e avec les 8 classes
ge´ne´riques
(c) Zone de travail a` basse re´solution
Figure 2.9 – Exemple d’une zone de travail repre´sente´e (a) a` travers 30 classes ECOCLIMAP
(il en existe 256 en tout) a` une re´solution de 30” d’arc ; (b) les classes ECOCLIMAP ont e´te´
regroupe´es en 8 classes ge´ne´riques : basse ve´ge´tation (FNO), foreˆt (FFO), zone humide (FWL),
eau pure (FWP), eau sale´e (FWS), zone aride (FEB), glace (FEI) et zone urbaine (FEU) ; (c)
les 8 classes ge´ne´riques a` une re´solution de 4km.
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Chapitre3
E´valuation du produit SMOS a` l’e´chelle
locale
Dans le cadre de la validation des donne´es d’humidite´ de la mission SMOS (Soil Moisture
and Ocean Salinity), une comparaison entre trois jeux de donne´es satellite, mode`le et terrain est
mene´e sur quatre bassins versants test aux Etats-Unis. Quatre produits d’humidite´ sont com-
pare´s en 2010 avec des mesures d’humidite´ effectue´es par des re´seaux de stations me´te´orologiques
qui ont de´ja` e´te´ utilise´s pour la validation et la calibration des donne´es du satellite AMSR-E
(Advanced Microwave Scanning Radiometer).
Les re´sultats de cette comparaison montrent que les humidite´s retrouve´es par SMOS sont
plus proches des mesures terrain avec une faible erreur totale (RMSE) de 0.052 m3/m3 pour le
matin et de 0.073 m3/m3 pour l’apre`s-midi, ce qui repre´sente une ame´lioration d’un facteur 2 a`
3 compare´ aux autres produits d’humidite´ existants. Le produit ECMWF (European Center for
Medium range Weather Forecasting) est tre`s bien corre´le´ avec les mesures terrain mais a un biais
constant entre 0.1 et 0.2 m3/m3 sur les quatre sites test. Le produit VUA (Vrije University of
Amsterdam) donne des re´sultats satisfaisants mais pre´sente un biais variant avec les saisons qui
est corre´le´ avec le de´veloppement de la ve´ge´tation et la tempe´rature du sol. L’indice d’humidite´
ASCAT (Advanced Scatterometer) est tre`s bruite´ et instable sur les quatre bassins versants.
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3.1 Introduction
3.1.1 Objectifs et de´fis
Lors de la mise a` disposition d’un nouveau jeu de donne´es, une phase de validation doit
tout d’abord eˆtre respecte´e afin d’e´valuer au mieux ce nouveau produit : identifier ses forces,
ses faiblesses et les comparer aux produits de´ja` existants. Dans un premier temps, on utilise
des donne´es provenant de stations me´te´orologiques e´quipe´es de sondes qui mesurent l’humidite´
contenue dans le sol et qui sont ge´ne´ralement dispose´es dans les 5 a` 7 premiers centime`tres sous
la surface du sol. Ainsi les humidite´s de´duites des observations du satellite SMOS peuvent eˆtre
compare´es aux mesures de ces stations.
Cependant, lors de cette comparaison, plusieurs de´fis sont a` relever :
i Pour les radiome`tres a` micro-ondes passives, la taille de la zone observe´e ou couverte par le
satellite (footprint en anglais ou empreinte au sol en franc¸ais) n’est pas pre´cise´ment connue
et n’est que rarement prise en compte. Les diagrammes d’antenne, qui ont e´te´ de´finis lors
de la fabrication de l’instrument, permettent d’estimer d’ou` provient la majorite´ du signal
(au moins 50% en terme de puissance de signal rec¸u).
ii La plupart des radiome`tres, et d’autant plus SMOS qui observe avec plusieurs angles d’in-
cidence avec 69 antennes e´le´mentaires, observe une surface qui n’est pas un cercle, mais
plutoˆt une ellipse (intersection du coˆne d’observation et de la Terre conside´re´e sphe´rique) et
lorsque le satellite observe cette meˆme zone quelques jours plus tard, il ne l’observera pas de
la meˆme manie`re ou a` travers une ellipse diffe´rente. Par conse´quent la forme de l’empreinte
e´volue lors du passage du satellite. De ce fait, un re´seau de stations mesurant l’humidite´ du
sol ne peut eˆtre conc¸u ide´alement pour tous les passages de chaque satellite.
iii L’e´paisseur de sol qui contribue au signal varie avec la fre´quence d’observation (plus la
fre´quence est e´leve´e, moins l’e´paisseur est importante) et avec la valeur d’humidite´ elle-meˆme
(plus le sol est sec, plus l’e´paisseur est importante). Ainsi, a` 1.4 GHz quand le sol est sec,
les observations satellites peuvent eˆtre repre´sentatives de plusieurs dizaines de centime`tres
sous la surface du sol (cas d’un sol tre`s sableux) alors qu’a` 6 GHz quand le sol est humide,
elles ne repre´sentent finalement que les tout premiers centime`tres voire moins.
iv Puisque les empreintes au sol en micro-onde passive mesurent des dizaines de kilome`tres
(jusqu’a` plus de 100 km si l’angle d’observation est e´leve´), les surfaces observe´es peuvent
eˆtre tre`s he´te´roge`nes en terme de texture et d’occupation des sols (foreˆts, cultures, zones
urbaines,...), une valeur unique d’humidite´ ne peut pas eˆtre repre´sentative d’une surface
entie`re. Cela peut conduire a` de grandes diffe´rences lors des comparaisons.
v La variabilite´ de l’humidite´ est naturellement tre`s forte. Il n’est pas rare d’observer des
diffe´rences de l’ordre de 50% dans un rayon d’un me`tre ou dans une meˆme journe´e et il est
donc re´ellement difficile de repre´senter une surface de plusieurs kilome`tres.
L’objectif de ce chapitre est de valider les donne´es d’humidite´ SMOS sur un re´seau de stations
me´te´orologiques qui repre´sente au mieux le champ de vue du satellite et qui soit repre´sentatif
de plusieurs e´cosyste`mes afin de tester les performances de SMOS sous diffe´rentes conditions
climatiques. Dans un premier temps, diffe´rents produits d’humidite´ retrouve´s a` partir d’obser-
vations satellite et de mode`le auxquels les produits SMOS sont compare´s sont pre´sente´s, suivi
d’une description des quatre bassins versants test aux E´tats-Unis sur lesquels se de´roule cette
e´tude. La section 3.3 pre´sente les re´sultats de cette comparaison entre les diffe´rents produits
d’humidite´ et les mesures releve´es par les stations me´te´orologiques. La dernie`re section pre´sente
les conclusions et les perspectives de la phase d’e´valuation et de validation des donne´es SMOS
a` l’e´chelle locale.
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3.1.2 Donne´es satellites
3.1.2.1 L’instrument AMSR-E
Figure 3.1 – Le satellite Aqua.
L’Advanced Microwave Scanning Radiometer –
Earth observing system (AMSR-E, Kawanishi et al.
(2003)) fut lance´ en Juin 2002 a` bord du satel-
lite Aqua et cessa de fonctionner en Octobre 2011.
Ce radiome`tre observait la Terre avec un angle
d’incidence unique d’environ 55 ◦ a` 6 fre´quences
diffe´rentes : 6.9, 10.7, 18.7, 23.8, 36.5 et 89.0 GHz
(polarisations horizontale et verticale). Les heures
de passage a` l’e´quateur e´taient de 01:30 (heure so-
laire locale, HSL) pour l’orbite descendante et de
13:30 (HSL) pour l’orbite ascendante.
De nombreux produits d’humidite´ du sol utilisant les observations d’AMSR-E sont dispo-
nibles. Le produit officiel est le produit NSIDC (National Snow and Ice Data Center, Njoku
et al. (2003)). Plusieurs e´tudes ont de´ja` montre´ que le produit officiel n’est pas en mesure de
reproduire les faibles valeurs d’humidite´ et a une tre`s faible dynamique (Gruhier et al., 2008,
Rudiger et al., 2009, Draper et al., 2009, Gruhier et al., 2010, Chaurasia et al., 2011). Parmi les
autres produits d’humidite´ d’AMSR-E, l’algorithme de Vrije Universiteit Amsterdam (VUA,
Owe et al. (2001)) retrouve l’humidite´ du sol et l’e´paisseur optique de la ve´ge´tation a` partir des
fre´quences 6.9 et 10.7 GHz (cette dernie`re e´tant utilise´e lorsque 6.9 GHz est inutilisable a` cause
des interfe´rences) ainsi que la tempe´rature de surface avec la fre´quence 36.5 GHz. Les produits
(L3 version 3 Grid) repre´sentent les humidite´s instantane´es et sont disponibles sur une grille
0.25◦ × 0.25◦, uniquement pour les orbites descendantes (01:30). La qualite´ de ces donne´es a e´te´
controˆle´e au pre´alable et les estimations errone´es dues a` des reliefs trop importants (montagnes),
a` des conditions extreˆmes (inondations ou neige) ont e´te´ retire´es avant leur distribution.
A cette fre´quence, on peut estimer que l’humidite´ retrouve´e est repre´sentative des deux
premiers centime`tres du sol. La Terre est entie`rement observe´e tous les 2-3 jours.
3.1.2.2 L’instrument ASCAT
Figure 3.2 – L’instrument ASCAT.
L’Advanced Scatterometer (ASCAT, Figa-
Saldana et al. (2002)) a e´te´ lance´ a` bord du satel-
lite MetOp-A en Octobre 2006. Cet instrument en-
voie des ondes e´lectromagne´tiques a` une fre´quence
de 5.3 GHz et mesure l’onde e´lectromagne´tique
re´fle´chie par la surface terrestre. Il rentre donc dans
la cate´gorie des instruments actifs. Il est compose´
de six faisceaux, trois de chaque coˆte´ du satellite
avec des angles azimutaux de 45◦, 90◦ et 135◦, avec
des angles d’incidence de 25◦ a` 64◦et ge´ne`re ainsi
deux fauche´es de 550 km de large chacune avec une
re´solution spatiale de 50 km. Les produits d’hu-
midite´ sont e´chantillonne´s avec une re´solution de
25km et sont des produits instantane´s. Les heures
de passage a` l’e´quateur sont de 21:30 (HSL) pour
l’orbite ascendante et de 09:30 (HSL) pour l’orbite descendante. L’algorithme de´veloppe´ a` l’Uni-
versite´ Technique de Vienne en Autriche (Wagner et al., 1999), fournit un indice d’humidite´ du
sol qui varie entre 0 (sec) et 1 (sature´ en eau) et qui n’a pas d’unite´. Cet indice n’est pas line´aire
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car la valeur 1 ne correspond pas tout le temps a` la meˆme quantite´ volumique d’eau contenue
dans le sol puisque le volume de saturation de´pend majoritairement de la composition de ce
sol (sable, argile). ASCAT fait suite au scatterome`tre d’ERS 1 et 2 (European Remote-Sensing
Satellite) lance´s en 1991 et 1995 et les indices d’humidite´ d’ASCAT ont e´te´ pre´alablement ca-
libre´s entre le minimum et le maximum de l’humidite´ observe´e par la se´rie ERS pour chaque
pixel entre les anne´es 1992 et 2007. Ils sont repre´sentatifs des deux premiers centime`tres du sol.
L’inte´gralite´ de la surface terrestre est observe´e tous les 5 jours.
3.1.3 Donne´es du mode`le ECMWF
Le centre europe´en me´te´orologique ECMWF (centre europe´en de pre´visions me´te´orologiques
a` moyen terme) produit de fac¸on ope´rationnelle des pre´visions me´te´orologiques globales a` moyen
terme et dans ce proce´de´, il produit des cartes globales des variables environnementales qui
ont permis d’arriver a` ces pre´dictions. Parmi ces variables, on trouve l’humidite´ du sol (des 7
premiers centime`tres sous la surface), la tempe´rature du sol, la tempe´rature de l’air ou encore
l’e´paisseur de la couche neigeuse.
L’algorithme SMOS utilise des donne´es exte´rieures pour initialiser certaines variables du
mode`le et pour estimer la contribution au signal de certaines parties de la surface observe´e. Les
donne´es ECMWF sont utilise´es comme donne´es d’entre´e de l’algorithme SMOS. Pour cela, un
produit interne ECMWF a e´te´ cre´e´ pour repre´senter au mieux ces variables a` la re´solution et
surtout a` l’heure de passage du satellite SMOS (interpolations spatiales et temporelles). Dans
cette e´tude, ce produit interne a e´te´ utilise´. Leur re´solution native est de 0.225◦ toutes les trois
heures.
3.2 Pre´sentation des quatre bassins versants tests aux Etats-
Unis
Base´ sur les diffe´rents enjeux e´nume´re´s pre´ce´demment, un re´seau de stations de´veloppe´ sur
quatre bassins versants (ou zones ge´ographiques) aux E´tats-Unis a e´te´ conc¸u pour la validation
des donne´es AMSR-E sur les crite`res suivants (Jackson et al., 2010) :
– plusieurs stations sont positionne´es a` l’inte´rieur d’un footprint et doivent couvrir sa taille
moyenne (25-50 km),
– les re´seaux couvrent une large varie´te´ de ve´ge´tations et de conditions climatiques,
– les instruments utilise´s sont les meˆmes pour toutes les stations,
– les mesures sont effectue´es a` 5 cm pour toutes les stations, et
– au moins une mesure par heure est effectue´e (pour pouvoir eˆtre compare´e ensuite a` l’heure
de passage du satellite la plus proche).
Dans ce cadre, quatre bassins versants aux E´tats-Unis ont e´te´ se´lectionne´s et instrumentalise´s
par l’Agricultural Research Service (ARS) depuis 2002 : Walnut Gulch en Arizona, Little Wa-
shita dans l’Oklahoma, Little River en Ge´orgie et Reynolds Creek dans l’Idaho. Ils repre´sentent
diffe´rents types de climat (de semi-aride a` humide) et diffe´rents types d’occupation du sol
(cultures, foreˆts, ...). Le tableau 3.1 re´capitule les caracte´ristiques de chaque bassin versant et
la figure 3.3 montre leurs localisations et les occupations des sols.
Depuis 2002, des sondes d’humidite´ et de tempe´rature ont acquis des donne´es sur ces 4 bas-
sins versants. Les donne´es terrain, fournies par l’e´quipe en charge a` l’USDA, sont des moyennes
de toutes les sondes situe´es sur chaque bassin versant. Ce n’est pas une moyenne arithme´tique
mais une moyenne ponde´re´e par des coefficients provenant de l’application d’un polygone de
Thiessen qui permet de prendre en compte notamment les distances entre chaque station et de
leur repre´sentativite´ (Jackson et al., 2010). Ce jeux de donne´es a e´te´ distribue´ pour la pe´riode
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(a) Reynolds Creek (b) Little Washita
(c) Les 4 bassins versants aux E´tats-Unis
(d) Walnut Gulch (e) Little River
Figure 3.3 – Les quatre bassins versants tests pour comparer les donne´es SMOS aux Etats-
Unis. Pour chaque bassin versant, une repre´sentation de l’occupation du sol est fournie par
ECOCLIMAP (FTM : topographie mode´re´e, FTS : topographie forte, FEU : zone urbaine,
FEI : glace, FEB : zone aride, FWS : eau sale´e, FWP : eau douce, FWL : zone humide, FFO :
foreˆt et FNO : zone de ve´ge´tation basse)
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Bassin versant
Nb.
stations
Climat
Pre´cip.
annuelles (mm)
Topographie Sol
Walnut Gulch 14 semi-aride 320 vallonne´ paˆturages
Little Washita 8 subhumide 750 vallonne´ paˆturages/ble´
Little River 8 humide 1200 plat cultures/foreˆts
Reynolds Creek 15 aride 500 montagneux paˆturages
Tableau 3.1 – Caracte´ristiques des quatre bassins versants : le nombre de stations qui me-
surent l’humidite´, le climat, les pre´cipitations annuelles, la topographie et le type majoritaire
d’utilisation du sol (Jackson et al., 2010).
2002-2011 et duˆ a` une grande re´organisation du re´seau en 2005 et 2006, seulement un nombre
limite´ de sondes a e´te´ retenu. Meˆme si dans ce chapitre seules les donne´es 2010 sont utilise´es,
uniquement les donne´es provenant des stations juge´es fiables sur la pe´riode de temps 2002-2011
ont e´te´ fournies par l’e´quipe de l’USDA.
De plus, plusieurs sondes ont e´te´ e´carte´es de la moyenne a` cause de leur performance faible
ou douteuse selon les crite`res suivants : (1) les sondes avec des indisponibilite´s temporelles n’ont
pas e´te´ utilise´es et seules les stations avec des mesures continues ont e´te´ prises en compte ; (2) les
sondes ont e´te´ calibre´es et ve´rifie´es pendant une campagne de terrain et celles qui n’e´taient pas
en accord avec les mesures re´alise´es lors de cette campagne ont e´te´ e´limine´es ; (3) une analyse
temporelle de stabilite´ a e´te´ re´alise´e avec toutes les mesures terrain et les sondes juge´es trop
diffe´rentes (moyenne trop e´leve´e ou trop grande variabilite´) ont e´te´ retire´es ; (4) les sondes ne
re´pondant pas correctement visuellement aux e´ve`nements pluvieux n’ont pas e´te´ distribue´es.
Cette e´tape de filtrage des stations a e´te´ re´alise´e en amont par l’e´quipe de l’USDA (Jackson
et al., 2010). L’humidite´ et la tempe´rature du sol ont e´te´ mesure´es toutes les 30 minutes sur
tous les sites sauf sur Reynolds Creek ou` les mesures ont e´te´ effectue´es toutes les heures.
3.2.1 Walnut Gulch
Figure 3.4 – Walnut Gulch, (Jackson
et al., 2010).
Walnut Gulch (WG, fig. 1.4) est situe´ dans le
Sud-Est de l’Arizona, e´tat situe´ dans le Sud-Ouest
des E´tats-Unis. La majeure partie de ce bassin
versant est recouverte d’arbustes et d’herbes du
de´sert, ce qui est typique de cette re´gion semi-aride.
La tempe´rature annuelle moyenne est de 17.6 ◦C et
les pre´cipitations annuelles s’e´le`vent a` 320 mm (les
deux tiers provenant des orages en fin d’e´te´). Les
premiers centime`tres du sol sont constitue´s a` 60 %
de gravier. Le sol est majoritairement occupe´ par
des paˆturages.
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3.2.2 Little Washita
Figure 3.5 – Little Washita, (Jackson
et al., 2010).
Little Washita (LW, fig. 1.5) se situe dans le
Sud-Ouest de l’e´tat d’Oklahoma au Sud de la
re´gion des Grandes Plaines aux E´tats-Unis. Dote´
d’un climat subhumide (climat entre aride et hu-
mide), les pre´cipitations annuelles sont de 750 mm,
principalement pendant les saisons du printemps et
d’automne. Le relief est mode´re´ment vallonne´ avec
un de´nivele´ maximum de 200 m. Le sol est majo-
ritairement occupe´ par des cultures et des pre´s et
pre´sente de grandes disparite´s en terme de texture
(sable, argile).
3.2.3 Little River
Figure 3.6 – Little River, (Jackson et al.,
2010).
Little River (LR, fig. 1.6) est localise´ dans le
Sud de l’e´tat de Ge´orgie, au Sud-Est des E´tats-
Unis. Avec des pre´cipitations annuelles de 1200
mm, le climat est conside´re´ comme humide. Ce
bassin versant est typique de cette re´gion appele´e
l’Atlantic Coastal Plain, ou` il existe tre`s peu de re-
lief et ou` l’oce´an se situe a` moins de 100 km et ou`
les sols peuvent devenir rapidement mare´cageux duˆ
a` cette proximite´ avec l’oce´an. Approximativement
35 % du bassin versant est recouvert de foreˆts, 40 %
de cultures et 20 % de pre´s, le reste repre´sentant
des zones inonde´es (mare´cages) et des zones ur-
baines.
3.2.4 Reynolds Creek
Figure 3.7 – Reynolds Creek, (Jackson
et al., 2010).
Reynolds Creek (RC, fig. 1.7) est situe´ dans
une re´gion montagneuse, appele´e les Rocheuses,
au Sud-Ouest de l’Idaho, e´tat dans le Nord-Ouest
des E´tats-Unis. Le relief de ce bassin versant y est
e´leve´ avec un de´nivele´ maximum de 1000 m, en-
gendrant ainsi plusieurs types de climat, de sol et
de ve´ge´tation. Le climat est conside´re´ comme semi-
aride avec des pre´cipitations annuelles de 500 mm.
Dans la partie situe´e en haute altitude, 75 % de ces
pre´cipitations sont en re´alite´ des chutes de neige
alors que la neige ne repre´sente que 25 % a` basse
altitude.
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3.3 E´valuation des donne´es SMOS avec les donne´es terrain et
d’autres produits d’humidite´
3.3.1 Pre´sentation des donne´es
Les produits d’humidite´ SMOS de niveau 2 version 4 sont compare´s aux humidite´s VUA
d’AMSR-E de niveau 3 version 3 Grid, aux indices d’humidite´ ASCAT de niveau 2 distribue´s
par Eumetsat a` 25 km et aux humidite´s du mode`le ECMWF, produit de pre´vision interne a`
l’algorithme SMOS interpole´ spatialement et temporellement.
Dans cette e´tude, des informations supple´mentaires concernant la ve´ge´tation et la pre´sence
de neige ont e´te´ ne´cessaires a` l’analyse. En tant qu’indicateur de la quantite´ de ve´ge´tation
pre´sente sur chaque bassin versant, l’indice de surface foliaire (ou LAI) de ECOCLIMAP a
e´te´ utilise´. Le LAI est de´fini comme la moitie´ de la surface foliaire totale par unite´ de surface
au sol (Chen & Black, 1992), prenant une valeur nulle pour un sol entie`rement nu et pouvant
de´passer parfois 10 pour des foreˆts tre`s denses. Ce produit est disponible tous les 10 jours avec
une re´solution native de 1 km. L’indice LAI de ECOCLIMAP est un produit auxiliaire dans
l’algorithme SMOS et il a e´te´ agre´ge´ a` 4 km pour correspondre a` la re´solution de la surface de
travail (de´finie pre´ce´demment en section 2.2.3, Kerr et al. (2012)). C’est ce produit auxiliaire
qui a e´te´ utilise´ dans cette e´tude. Concernant la ve´ge´tation, puisqu’aucune mesure sur le terrain
n’a e´te´ re´alise´e, une moyenne des LAI des pixels de chaque bassin versant a e´te´ utilise´e comme
re´fe´rence.
La variable ECMWF de la couverture neigeuse a e´galement e´te´ utilise´e afin d’identifier les
jours ou` il y a eu des e´ve`nements neigeux. La couverture neigeuse repre´sente la quantite´ de
neige en cm pre´sente a` la surface du sol.
3.3.2 Pre´-traitement des donne´es
Dans un premier temps, les produits VUA et ASCAT ont e´te´ interpole´s sur la grille SMOS
puis dans un second temps, tous les produits ont e´te´ moyenne´s suivant le meˆme principe que les
moyennes de mesures terrain par station. Ainsi toutes les moyennes peuvent eˆtre e´quitablement
compare´es. Toujours dans cet esprit d’e´galite´, les comparaisons ont e´te´ effectue´es uniquement
sur les jours en commun qui ne comportaient aucun e´ve`nement de neige ou de gel pour les 5 jeux
de donne´es : SMOS, ECMWF, VUA, ASCAT et les mesures terrain. A cause d’un changement
dans le mode`le ECMWF en Novembre 2010, les statistiques ne tiennent pas compte des donne´es
apre`s cette date et ne seront donc repre´sentatives que de la pe´riode 1er Janvier - 9 Novembre
2010.
Apre`s cette e´tape de filtrage, le nombre de jours en commun disponibles est de 48/57/44/50
pour la comparaison du matin sur les bassins WG/LW/LR/RC et de 61/72/50/70 pour l’apre`s-
midi. Plus de dates sont disponibles dans l’apre`s-midi puisque le jeu de donne´es VUA n’est
disponible que le matin, ce qui retire une contrainte supple´mentaire d’un produit satellite pour
l’apre`s-midi. Les e´ve`nements neigeux ont e´te´ identifie´s graˆce a` la variable ECMWF : quand la
couverture neigeuse e´tait supe´rieure a` 0 cm, les donne´es de ce jour n’e´taient pas conside´re´es.
Les e´ve`nements de gel ont e´te´ de´tecte´s avec la tempe´rature du sol mesure´e sur chaque bassin
versant : lorsqu’elle e´tait infe´rieure a` -3˚C, le sol e´tait conside´re´ gele´ et les donne´es n’ont pas
e´te´ utilise´es.
3.3.3 Me´thodologie
Les comparaisons ont e´te´ effectue´es sur l’anne´e 2010, couvrant ainsi les 4 saisons. Le coef-
ficient de corre´lation (R), l’erreur standard d’estimation entre les produits d’humidite´ des sols
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et les donne´es terrain (SEE), le biais et l’erreur globale (RMSE) ont e´te´ calcule´s pour chaque
bassin versant avec les mesures terrain les plus proches des temps de passage des satellites
(6h/18h pour SMOS et ECMWF, 1h30 pour VUA et 10h/20h pour ASCAT). La corre´lation
mesure l’intensite´ d’une possible relation line´aire entre deux jeux de donne´es. La SEE mesure la
diffe´rence de variabilite´ entre deux jeux de donne´es, si SEE=0 alors les deux jeux ont la meˆme
variabilite´ sans prendre en compte les possibles biais existants. Le biais est la diffe´rence des
moyennes des deux jeux de donne´es teste´s. Le RMSE prend en compte le biais et la diffe´rence
en variabilite´.
R =
∑
(xi − x¯)(yi − y¯)√∑
(xi − x¯)2
√∑
(yi − y¯)2
(3.1)
SEE2 =
1
N
∑
((xi − yi)− (x¯− y¯))2 (3.2)
biais2 = (x¯− y¯)2 (3.3)
RMSE2 =
∑
(xi − yi)2
N
(3.4)
RMSE2 = SEE2 + biais2 (3.5)
E´tant donne´ le faible nombre de jours disponibles communs a` tous les produits d’humidite´
(entre 44 et 72) pour un calcul statistique, des intervalles de confiance a` 95% ont e´te´ calcule´s
en comple´ment des coefficients de corre´lation R et des erreurs SEE. En effet, plus le nombre de
points est faible, plus l’intervalle de confiance sera large et moins il sera facile de conclure. Le
de´tail the´orique du calcul des intervalles de confiance est pre´sente´ en annexe A.1. Ces statistiques
s’accompagnent e´galement d’un parame`tre valeur p qui repre´sente la probabilite´ de commettre
une erreur. Si cette valeur p est supe´rieure a` un seuil de 5% alors on dit que la mesure statistique
associe´e n’est pas significative et elle ne sera pas prise en compte dans l’analyse.
Le produit ASCAT est un indice d’humidite´ variant entre 0 et 1 et ne donne pas de valeur vo-
lume´trique de l’humidite´ dans le sol. Pour cela, il doit eˆtre traite´ se´pare´ment des autres produits
d’humidite´. Il existe plusieurs choix pour le rendre comparable aux autres jeux de donne´es : (1)
redimensionner le produit ASCAT line´airement entre le minimum et le maximum des donne´es
terrain ; (2) redimensionner le produit ASCAT statistiquement par CDF (Cumulative Density
Function) matching avec les donne´es terrain (me´thode statistique qui fait correspondre les dis-
tributions statistiques de deux jeux de donne´es). Ces deux approches sont aborde´es dans les
sections suivantes.
3.3.4 Comparaison avec redimensionnement line´aire du produit ASCAT
3.3.4.1 Walnut Gulch
Walnut Gulch (WG) est le site le plus sec de cette e´tude. Les mesures d’humidite´ ne de´passent
que rarement les 0.10 m3/m3 (fig. 3.8). Concernant les statistiques du matin, SMOS a obtenu
les meilleurs re´sultats avec un tre`s bon coefficient de corre´lation (R=0.90, tab. 3.2 et fig. 3.13)
associe´ au biais le plus bas (0.015 m3/m3) et a` l’erreur globale la plus faible (0.048 m3/m3)
par rapport aux autres jeux de donne´es teste´s. Pour les statistiques de l’apre`s-midi, SMOS et
ECMWF sont tre`s proches et significativement meilleurs que ASCAT en terme de corre´lation
(0.73 et 0.75) mais SMOS pre´sente un biais bien plus faible (0.017 m3/m3 contre 0.165 m3/m3
pour ECMWF). Sur ce bassin versant, le produit d’humidite´ SMOS divise le biais d’un facteur
8 et l’erreur globale d’un facteur 3 compare´ aux produits ECMWF, VUA et ASCAT tout en
gardant un niveau de corre´lation e´quivalent voire meilleur.
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En s’inte´ressant de plus pre`s a` la tendance saisonnie`re, on remarque que les donne´es SMOS
tendent a` sous-estimer l’humidite´ pendant la saison se`che (Mars-Juillet) et donnent de meilleures
performances pendant l’hiver (Octobre-De´cembre). Cependant, tous les e´ve`nements pluvieux
ont e´te´ correctement identifie´s et retranscrits dans la se´rie temporelle de SMOS. La version 4
des produits d’humidite´ SMOS utilise´e dans cette e´tude a e´te´ produite avec des e´talonnages
diffe´rents de tempe´ratures de brillance acquises, ce qui pourrait expliquer une ame´lioration
du biais au fil de l’anne´e 2010. Cet artefact devrait disparaˆıtre avec la version 5 qui utilisera
un e´talonnage unique des tempe´ratures de brillance. Cependant, les tempe´ratures de brillance
avant Avril 2010 resteront d’une qualite´ moyenne puisque l’instrument a subi des changements
notables durant la phase de recette en vol de Novembre 2009 a` Avril 2010.
Le produit ECMWF obtient le biais le plus fort avec les donne´es terrain (fig. 3.8 et fig.
3.12). Ne´anmoins, ECMWF est plus proche des mesures d’humidite´ apre`s mi-Novembre quand
le changement de syste`me de mode´lisation a e´te´ ope´re´ et qui avait pour but de diminuer les
biais sur les surfaces se`ches. Apre`s mi-Novembre, le biais ECMWF devient plus faible que celui
de VUA. Le produit ECMWF suit correctement la dynamique de l’humidite´ du sol. La majeure
partie du biais d’ECMWF provient de ce niveau de saturation bas de l’humidite´ dont le niveau
se situe autour de 0.20 m3/m3 avant la mi-Novembre puis autour de 0.12 m3/m3 apre`s.
D’apre`s la fig. 3.8, les donne´es VUA sont plus proches des donne´es terrain en tout de´but
d’e´te´, en Juin, lorsque le sol est tre`s sec (moins de 0.1 m3/m3), que la tempe´rature est tre`s
e´leve´e et qu’il n’y a pas eu de pluie depuis plusieurs semaines. Le biais VUA le plus e´leve´ (0.15
m3/m3) se situe en hiver, Octobre-Fe´vrier, lorsque la ve´ge´tation et la tempe´rature sont au plus
bas.
La se´rie temporelle d’ASCAT se re´ve`le eˆtre tre`s bruite´e et meˆme si les e´ve`nements de pluie
sont apparents (les valeurs les plus hautes sur la fig. 3.12), la saison se`che n’est pas bien de´crite
quand l’humidite´ du sol est basse et stable. Les observations micro-ondes actives sont tre`s
sensibles a` la rugosite´ de surface et Walnut Gulch est compose´ en majorite´ de sols sableux
avec une quantite´ importante de graviers. Ces caracte´ristiques du sol font que la rugosite´ est
importante et peut engendrer de mauvais re´sultats quand on regarde avec un syste`me micro-
onde actif (une observation dans l’actif e´tant beaucoup plus sensible a` la rugosite´ de surface
que dans le passif).
3.3.4.2 Little Washita
Le bassin versant de Little Washita (LW) a la plus large gamme de valeurs mesure´es d’hu-
midite´ (de 0.1 a` 0.3 m3/m3, fig. 3.9). Plusieurs jours ont duˆ eˆtre e´carte´s de l’analyse en Janvier-
Fe´vrier a` cause des e´ve`nements neigeux et de gel du sol. Concernant les re´sultats du matin,
SMOS et ECMWF ont obtenu de meilleurs coefficients de corre´lation que VUA et ASCAT mais
ne sont pas significativement meilleurs car leurs intervalles de confiance se chevauchent, donc
on ne peut pas affirmer clairement quel jeu de donne´es a obtenu la meilleure corre´lation avec
les donne´es mesure´es sur le terrain. Avec un biais de 0.014 m3/m3 (tab. 3.2 et fig. 3.13) et
une erreur globale de 0.049 m3/m3, le produit SMOS est le plus proche des donne´es terrain.
Concernant l’apre`s-midi, aucun produit ne peut eˆtre identifie´ comme le meilleur en terme de
corre´lation (0.62 pour SMOS, 0.71 pour ECMWF et 0.60 pour ASCAT). Cependant, SMOS ne
pre´sente quasiment aucun biais (0.001 m3/m3). Pour ce bassin versant, SMOS a divise´ la biais
d’un facteur 8 et l’erreur globale d’un facteur 2 par rapport aux autres jeux de donne´es pour
une corre´lation e´quivalente.
La figure 3.9 montre que les produits SMOS, VUA et ECMWF de´crivent correctement la
dynamique de l’humidite´ re´pondant bien aux diffe´rents e´ve`nements pluvieux, sauf au de´but de
l’anne´e (Janvier-Avril) lorsque des pluies faibles et conse´cutives se sont produites impliquant
des valeurs d’humidite´ plus disperse´es pour SMOS et VUA. Les pluies de Mai, Juin et Juillet
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Figure 3.8 – Se´rie temporelle de l’humidite´ du sol (SM ) du matin sur Walnut Gulch retrouve´e
par SMOS, ECMWF, VUA et les donne´es terrain (1er panneau) ; humidite´ du sol line´airement
normalise´e d’ASCAT (rescaled SM ) et les donne´es terrain (2e`me panneau) ; les donne´es de
ve´ge´tation LAI d’ECOCLIMAP ainsi que l’e´paisseur de neige d’ECMWF avec la tempe´rature
mesure´e au sol (snow depth et soil temperature). Les jours de neige et de gel sont indique´s en
ombres bleues sur le panneau du bas.
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Figure 3.9 – Se´rie temporelle de l’humidite´ du sol (SM ) du matin sur Little Washita vue
par SMOS, ECMWF, VUA et les donne´es terrain (1er panneau) ; humidite´ du sol line´airement
normalise´s d’ASCAT (rescaled SM ) et les donne´es terrain (2e`me panneau) ; les donne´es de
ve´ge´tation LAI d’ECOCLIMAP ainsi que l’e´paisseur de neige d’ECMWF avec la tempe´rature
mesure´e au sol (snow depth et soil temperature). Les jours de neige et de gel sont indique´s en
ombres bleues sur le panneau du bas.
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sont particulie`rement bien reproduites par SMOS et ECMWF avec des phases de ressuyage
clairement identifiables. Cependant, on peut noter que tre`s souvent, la premie`re valeur d’humi-
dite´ retrouve´e par SMOS apre`s un e´ve`nement pluvieux est sur-estime´e. La bande L e´tant tre`s
sensible a` l’eau et il est possible que lorsqu’il pleut, des flaques se forment sur le sol et que
l’humidite´ retrouve´e par SMOS soit ainsi sur-estime´e.
Le produit ECMWF pre´sente de tre`s bons re´sultats en corre´lation (0.84 pour le matin et
0.71 pour l’apre`s-midi, tab. 3.2) mais il se retrouve pe´nalise´ par son biais tout au long de l’anne´e
(environ 0.10 m3/m3) qui peut eˆtre clairement identifie´ sur la figure 3.12 et qui provoque de
fortes valeurs de RMSE.
Le produit VUA montre un biais variable avec les saisons : plus de 0.2 m3/m3 en Janvier-
Fe´vrier et quasi nul en Juin-Juillet. Comme observe´ pour Walnut Gulch, le biais le plus faible
est observe´ lorsque la ve´ge´tation et la tempe´rature de surface sont a` leur maximum. Pendant
cette pe´riode d’e´te´, les donne´es VUA e´taient plus proches des mesures terrain que les donne´es
ECMWF. Ce biais non stable empeˆche le produit VUA d’avoir une bonne corre´lation sur l’anne´e.
Sans ce biais, la dynamique de l’humidite´ du sol avec les diffe´rents e´ve`nements pluvieux est
respecte´e.
Comme remarque´ sur Walnut Gulch, l’indice d’humidite´ d’ASCAT est encore tre`s bruite´
sur Little Washita. Cependant le produit ASCAT s’ame´liore sur les pe´riodes Fe´vrier-Juin et
Novembre-De´cembre. Pendant la saison se`che d’e´te´, ASCAT montre un biais en Juillet-Aouˆt
(fig. 3.9).
3.3.4.3 Little River
Little River (LR) est le site avec la plus haute fre´quence d’e´ve`nements pluvieux n’impliquant
ainsi que de tre`s faibles variations de l’humidite´ du sol (fig. 3.10). Concernant les statistiques
du matin, tous les produits sont e´quivalents en terme de corre´lation (autour de 0.68), sauf pour
ASCAT dont la corre´lation est de 0.22. Cependant, cette valeur n’est pas statistiquement signi-
ficative car sa valeur p associe´e (0.15) est supe´rieure au niveau de confiance de 0.05 (ou 5%).
Pour cette raison, cette statistique n’est pas montre´e sur la fig. 3.13. Le produit SMOS a cepen-
dant le biais le plus faible (0.042 m3/m3) et l’erreur globale la plus faible (0.057 m3/m3). Pour
l’apre`s-midi, meˆme si l’intervalle de confiance du coefficient de corre´lation de SMOS chevauche
le´ge`rement celui d’ECMWF, on peut supposer que le produit ECMWF a la meilleure corre´lation
avec une valeur de 0.84. SMOS reste tout de meˆme le produit le plus proche des donne´es avec
un biais de 0.091 m3/m3 et une erreur globale de 0.112 m3/m3. Sur ce bassin versant, SMOS a
divise´ le biais d’un facteur 3 et l’erreur globale d’un facteur 2 mais n’a cependant pas re´ussi a`
garder un niveau de corre´lation e´quivalent au produit ECMWF.
En observant l’e´volution de la se´rie temporelle de l’humidite´ des sols sur la fig. 3.10, on
peut voir que les petits e´ve`nements pluvieux successifs de la premie`re moitie´ de l’anne´e ont
e´te´ observe´s avec beaucoup de difficulte´ par les produits satellite (SMOS, VUA et ASCAT),
ce qui a eu pour conse´quence une dispersion des valeurs d’humidite´ de ces produits autour des
mesures terrain. A partir de Septembre, lorsque les pluies se sont faites plus espace´es, SMOS se
rapproche des mesures in situ mais Little River est le bassin versant ou` SMOS est le plus e´loigne´
de ces objectifs de mission en terme d’erreur. Pour rappel, un des objectifs de la mission SMOS
est de mesurer l’humidite´ des sols avec une pre´cision de 0.04 m3/m3. Cependant, Little River
est le site le plus he´te´roge`ne en terme d’occupation des sols avec beaucoup de foreˆts et de zones
humides dont les contributions au signal doivent eˆtre estime´es afin de ne retrouver l’humidite´
que sur les zones a` faible ve´ge´tation. Cette e´tape est tre`s de´licate puisqu’elle fait intervenir des
donne´es auxiliaires exte´rieures qui ajoutent des incertitudes non ne´gligeables.
Le produit ECMWF pre´sente encore un biais haut et stable tout au long de l’anne´e (0.26
m3/m3) mais il continue a` tre`s bien mode´liser la dynamique de l’humidite´, ainsi que tous les
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Figure 3.10 – Se´rie temporelle de l’humidite´ du sol (SM ) du matin sur Little River vue par
SMOS, ECMWF, VUA et les donne´es terrain (1er panneau) ; humidite´ du sol line´airement
normalise´s d’ASCAT (rescaled SM ) et les donne´es terrain (2e`me panneau) ; les donne´es de
ve´ge´tation LAI d’ECOCLIMAP ainsi que l’e´paisseur de neige d’ECMWF avec la tempe´rature
mesure´e au sol (snow depth et soil temperature). Les jours de neige et de gel sont indique´s en
ombres bleues sur le panneau du bas.
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e´ve`nements pluvieux contrairement aux produits satellite. Ne´anmoins, les gammes de valeur
d’humidite´ de´crites pendant ces pluies sont beaucoup trop larges compare´es aux donne´es terrain :
0.20 m3/m3 pour ECMWF contre 0.05 m3/m3 pour les mesures terrain. Les mois de Septembre
et Octobre en sont de tre`s bons exemples.
Le produit VUA pre´sente e´galement un biais tre`s fort sur Little River : de 0.16 a` 0.30 m3/m3.
Comme pour les pre´ce´dents bassins versants, le biais est plus faible en e´te´ lorsque la ve´ge´tation
et la tempe´rature ont atteint leur maximum.
Les humidite´s d’ASCAT refle`tent relativement bien la dynamique de l’humidite´ pour les
mois de Mars a` Juin mais plus du tout apre`s Juin ou` les donne´es deviennent bruite´es et ne
suivent plus l’e´volution des donne´es terrain. En effet, les mesures terrain diminuent en Juin et
Juillet alors que les donne´es ASCAT augmentent. Ceci est repre´sente´ par un large nuage de
points sur la fig. 3.12 quand les donne´es ASCAT sont compare´es aux mesures terrain. La valeur
de corre´lation n’est donc pas statistiquement repre´sentative de ce nuage de points.
3.3.4.4 Reynolds Creek
Le bassin versant de Reynolds Creek est situe´ dans une re´gion montagneuse des Rocheuses.
Ce site repre´sente un ensemble de conditions tre`s difficiles pour les satellites a` cause de sa
topographie (qui peut alte´rer la reconstruction de l’image et l’inversion, Mialon et al. (2008))
mais e´galement a` cause des nombreuses chutes de neige et des phe´nome`nes de gel du sol tre`s
fre´quents (fig. 3.11). Concernant les re´sultats de la comparaison du matin, tous les produits sont
e´quivalents en terme de corre´lation et de biais absolus : SMOS sous-estime l’humidite´ alors que
ECMWF et ASCAT la sur-estime. Les valeurs d’erreur globale sont tre`s basses pour ECMWF
et VUA qui re´alisent ici leurs meilleures performances en terme de RMSE (0.077 m3/m3 et
0.087 m3/m3 respectivement). Pour les re´sultats de l’apre`s-midi, la corre´lation d’ECMWF est
la meilleure (0.81) compare´e a` SMOS et ASCAT. SMOS a cependant le biais le plus faible
(0.012 m3/m3) mais obtient une erreur globale comparable a` celle d’ECMWF (autour de 0.065
m3/m3). A l’exception du de´but de l’anne´e, l’e´volution temporelle ge´ne´rale de tous les produits
est assez satisfaisante compte tenu de la complexite´ de ce bassin versant.
Reynolds Creek est le seul site ou` SMOS sous-estime l’humidite´ mesure´e sur le terrain (fig.
3.11). Cependant, si on regarde la pe´riode sans neige ni gel du sol (Avril-Octobre), SMOS semble
retrouver l’humidite´ proprement avec un biais bien moindre que pendant l’hiver. Cela peut eˆtre
explique´ par le fait que, lorsque le sol est gele´, la constante die´lectrique diminue et le sol apparait
comme e´tant sec (Matzler, 1994). La neige se`che est quant a` elle, suppose´e eˆtre transparente en
bande L (Armstrong, 1999).
Le biais d’ECMWF est plus faible sur Reynolds Creek que sur les autres bassins versants,
et plus spe´cialement pendant le printemps et l’automne. Cependant, pendant l’e´te´, ECMWF
semble atteindre un niveau d’humidite´ minimum puisque ses valeurs se stabilisent autour de 0.2
m3/m3 alors que les donne´es terrain indiquent 0.05 m3/m3 (fig. 3.11 et 3.12).
L’e´volution de l’humidite´ VUA se re´ve`le eˆtre tre`s bruite´e en Mai-Juin, ce qui pourrait eˆtre duˆ
a` la croissance de la ve´ge´tation car les bandes C et X y sont tre`s sensibles, beaucoup plus qu’en
bande L. Mais entre Juin et Octobre, lorsque la ve´ge´tation se stabilise et que la tempe´rature
est la plus e´leve´e, le produit VUA retranscrit tre`s bien la dynamique des mesures d’humidite´
avec un biais quasi nul.
Apre`s le dernier e´ve`nement neigeux en Mars, le produit ASCAT suit plutoˆt correctement
l’e´volution de l’humidite´ et obtient un bon coefficient de corre´lation (0.70).
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Figure 3.11 – Se´rie temporelle de l’humidite´ du sol (SM ) du matin sur Reynolds Creek vue
par SMOS, ECMWF, VUA et les donne´es terrain (1er panneau) ; humidite´ du sol line´airement
normalise´s d’ASCAT (rescaled SM ) et les donne´es terrain (2e`me panneau) ; les donne´es de
ve´ge´tation LAI d’ECOCLIMAP ainsi que l’e´paisseur de neige d’ECMWF avec la tempe´rature
mesure´e au sol (snow depth et soil temperature). Les jours de neige et de gel sont indique´s en
ombres bleues sur le panneau du bas.
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Figure 3.12 – Comparaison des humidite´s des sols retrouve´es par SMOS, ECMWF, VUA
et ASCAT normalise´ avec les donne´es d’humidite´ mesure´es sur les quatre bassins versants en
2010 (matin uniquement). (*) de´note un re´sultat statistique non significatif avec une valeur p
supe´rieure a` 0.05.
3.3.4.5 Diffe´rences entre les re´sultats du matin et de l’apre`s-midi
Les performances statistiques de l’apre`s-midi (tab. 3.2 et fig. 3.13) montrent une moins
bonne corre´lation et une plus grande dispersion que le matin pour les produits satellite SMOS
et ASCAT. Le coefficient de corre´lation de SMOS est en moyenne de 0.80 pour le matin pour
une erreur d’estimation SEE de 0.043 m3/m3 alors que la moyenne de l’apre`s-midi pour la
corre´lation est de 0.65 pour une erreur de 0.061 m3/m3. Concernant ASCAT, sa corre´lation du
matin est en moyenne de 0.67 contre 0.49 pour l’apre`s-midi (les re´sultats de Little River n’ont
pas e´te´ pris en compte car ils n’e´taient pas statistiquement significatifs). Il existe plusieurs
explications possibles a` cette diffe´rence de performance.
Le signal rec¸u par l’instrument SMOS est suppose´ provenir des 2 a` 5 premiers centime`tres
du sol, largement conditionne´ par les proprie´te´s du sol et les conditions d’humidite´ (plus profond
pour un sol sableux et sec, plus en surface pour un sol argileux et humide). A 6:00h, lorsque le sol
est en quasi-e´quilibre thermique, les observations de SMOS peuvent eˆtre compare´es avec une plus
grande confiance aux mesures terrain d’humidite´ a` 5 cm. A 18:00h, le sol n’est plus en e´quilibre
et a emmagasine´ beaucoup de chaleur durant la journe´e et si SMOS ne rec¸oit que du signal des
3 premiers centime`tres, les diffe´rences avec les mesures terrain a` 5 cm seront bien plus grandes a`
18:00h qu’a` 6:00h. Jackson (1980) recommande en effet d’utiliser des mesures terrain du matin
lorsqu’elles sont compare´es a` des observations satellites pour e´viter ce de´couplage pendant la
journe´e a` cause du sol qui n’est plus en e´quilibre. Ces meˆmes arguments sont e´galement valables
pour les re´sultats d’ASCAT a` 10:00 et 22:00. Ces re´sultats sont d’ailleurs en accord avec ceux
Albergel et al..
Une autre explication possible pour ces diffe´rences entre les re´sultats du matin et de l’apre`s-
midi est lie´e a` la mode´lisation de la tempe´rature de surface dans les algorithmes. L’hypothe`se
ge´ne´rale est de supposer que la tempe´rature de la ve´ge´tation est e´gale a` la tempe´rature du sol.
Cette affirmation est plutoˆt vraie la nuit et le matin mais pendant la journe´e, la tempe´rature
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(a) Correlation (b) Erreur standard d’estimation
(c) Biais (d) Erreur globale
Figure 3.13 – Statistiques sur les comparaisons entre les produits d’humidite´ des sols de SMOS,
ECMWF, VUA et les produits ASCAT normalise´s line´airement avec les humidite´s mesure´es sur
les quatre bassins versants tests. Les 4 sous figures correspondent au coefficient de corre´lation
R (a), l’erreur d’estimation SEE (b), le biais (c) et l’erreur globale RMSE (d). Les donne´es du
matin (AM) et de l’apre`s-midi (PM) ont e´te´ traite´es se´pare´ment et les intervalles de confiance
a` 95% sont indique´s pour R et SEE.
Walnut Gulch Little Washita Little River Reynolds Creek
Matin 0.09% 0.00% 0.38% 2.23%
Apre`s-midi 0.37% 0.38% 0.82% 0.36%
Tableau 3.3 – Probabilite´ d’occurrence de RFI (Radio Frequency Interference) en 2010 sur les
quatre bassins versants test le matin et l’apre`s-midi (ATBD, 2010)
.
de la ve´ge´tation est cense´e eˆtre plus proche de la tempe´rature de l’air que de la tempe´rature du
sol, plus spe´cialement lorsque les tempe´ratures sont tre`s e´leve´es ou tre`s faibles. Cette hypothe`se
de tempe´ratures de ve´ge´tation et de sol e´gales peut ainsi mener a` des humidite´s retrouve´es a`
partir de donne´es satellite moins pre´cises l’apre`s-midi que le matin.
Concernant les re´sultats de SMOS plus spe´cifiquement, une dernie`re possibilite´ pourrait
eˆtre la pre´sence de RFI (Radio Frequency Interference) qui sont des interfe´rences e´mises dans
la bande L par l’homme au sol (te´le´-transmission, radio, communications,...). A partir des
cartes de probabilite´ de contamination, qui ont e´te´ calcule´es a` partir des polarisations croise´es
(ATBD, 2010), il est possible de calculer les probabilite´s d’occurrence des RFI sur chaque bassin
versant le matin et l’apre`s-midi (tab. 3.3). A l’exception de Reynolds Creek, les probabilite´s
de contamination RFI sont plus e´leve´es l’apre`s-midi que le matin meˆme si elles restent tre`s
faibles en comparaison d’autres re´gions comme l’Asie ou` plus de la moitie´ des acquisitions sont
contamine´es. La diffe´rence de probabilite´ de RFI entre le matin et l’apre`s-midi peut expliquer
ainsi partiellement les diffe´rences de performance de SMOS.
3.3.5 Comparaison par redimensionnement statistique du produit ASCAT
Dans la section pre´ce´dente, les donne´es ASCAT ont e´te´ line´airement redimensionne´es entre
les minimum et maximum des mesures terrain. Cette me´thode peut paraˆıtre arbitraire du fait
de sa line´arite´ entre deux extreˆmes. Dans cette partie, un redimensionnement par une me´thode
statistique est propose´e. Il s’agit alors de faire correspondre les deux distributions statistiques
44 E´valuation du produit SMOS a` l’e´chelle locale
Figure 3.14 – Distributions cumule´es des jeux de donne´es ASCAT et des mesures terrain sur
les quatre bassins versants pour 2010.
AM PM
R IC R IC
WG 0.58 0.35-0.74 0.45 0.22-0.63
LW 0.72 0.57-0.83 0.60 0.42-0.73
LR 0.22 * 0.35 0.08-0.57
RC 0.70 0.53-0.82 0.53 0.34-0.68
Tableau 3.4 – Re´sultats statistiques (corre´lation R et intervalles de confiance IC) pour les
donne´es ASCAT normalise´es statistiquement avec les mesures terrain de 2010 (* : non significatif
statistiquement, valeur p ≥ 0.05).
dans le but de respecter la distribution des valeurs d’humidite´ dans une certaine gamme.
Dans un premier temps, les distributions statistiques sont calcule´es pour le jeu de donne´es
ASCAT et pour les mesures terrain sur chaque bassin versant (fig. 3.14). Une distribution
cumule´e, ou cumulative density function (cdf) en anglais, repre´sente le pourcentage de donne´es
qui sont infe´rieures a` une valeur. Prenons l’exemple de Little Washita (LW) sur la figure 3.14, on
lit que 50% des donne´es ASCAT ont une valeur infe´rieure a` 0.5 alors que 50% des mesures terrain
ont une valeur infe´rieure a` 0.2 m3/m3. On remarque d’ailleurs la diffe´rence de distribution entre
ASCAT et les mesures terrain. Faire correspondre ces distributions revient a` avoir les meˆmes
pourcentages de donne´es qui sont infe´rieurs aux meˆmes valeurs seuils (fig. 3.14).
Une fois cette transformation re´alise´e, les nouvelles se´ries temporelles des indices d’humidite´
d’ASCAT peuvent eˆtre compare´es aux mesures terrain (fig 3.15) et les coefficients de corre´lation
ont e´te´ calcule´s de la meˆme manie`re que pre´ce´demment ainsi que les intervalles de confiance
associe´s (tab. 3.4). Ces nouveaux coefficients sont tre`s proches voire identiques a` ceux calcule´s
lors de la normalisation line´aire indiquant que la normalisation statistique n’apporte aucun
e´le´ment supple´mentaire a` l’analyse de´ja` mene´e.
3.3.6 De´pendance d’AMSR-E a` la saisonnalite´
Les biais indique´s dans le tableau 3.2 et la figure 3.13 sont des valeurs moyennes sur l’anne´e
2010. Les biais des produits SMOS et ECMWF sont constants tout au long de l’anne´e mais le
biais du produit VUA varie avec les saisons. Sur trois des quatre bassins versants, la tendance
est identique : un biais tre`s re´duit en e´te´ et un biais conse´quent en hiver (figs. 3.8, 3.9, 3.10 et
3.11).
Le produit d’humidite´ VUA est retrouve´ a` partir des tempe´ratures de brillance d’AMSR-E
a` 6.9 GHz et 10.7 GHz (l’une ou l’autre fre´quence est utilise´e en fonction des RFI pre´sents
ou non). A ces fre´quences, les observations sont beaucoup plus sensibles a` la ve´ge´tation que
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(a) Walnut Gulch
(b) Little Washita
(c) Little River
(d) Reynolds Creek
Figure 3.15 – Se´rie temporelle de l’humidite´ du sol d’ASCAT normalise´e statistiquement avec
les mesures terrain sur les quatre bassins versants en 2010.
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la bande L de SMOS (fig. 2.3, p.16). A cause de cette grande sensibilite´ a` la ve´ge´tation, une
comparaison directe entre le bias de VUA et le LAI est montre´e en fig. 3.16. Comme toute
tempe´rature de brillance, les acquisitions d’AMSR-E sont e´galement sensibles a` la tempe´rature
de surface, donc ce parame`tre physique a e´galement e´te´ compare´ au biais sur la fig. 3.16.
Le produit LAI d’ECOCLIMAP a e´te´ utilise´ et n’est disponible que tous les dix jours alors
que la tempe´rature du sol a e´te´ mesure´e chaque jour par les stations terrain. Quand la corre´lation
est statistiquement significative, une re´gression line´aire est re´alise´e et un intervalle de confiance
a` 95% sur le coefficient de corre´lation a e´te´ calcule´. Ces intervalles sont naturellement assez
larges pour la comparaison avec le LAI a` cause du faible nombre de points pour 2010 (entre 23
et 32).
D’apre`s la figure 3.16, le biais du produit VUA diminue lorsque le LAI et la tempe´rature
du sol augmentent. Le LAI et la tempe´rature du sol peuvent eˆtre deux parame`tres physique-
ment tre`s corre´le´s donc il est naturel de retrouver la meˆme tendance quand on les compare
a` une meˆme variable. La de´pendance ne´gative au LAI est un re´sultat surprenant car si les
fre´quences d’AMSR-E utilise´es sont plus sensibles a` la ve´ge´tation, l’humidite´ du sol devrait eˆtre
correctement retrouve´e lorsqu’il n’y a pas ou tre`s peu de ve´ge´tation. Or, cette e´tude montre le
contraire. Cela signifierait alors que l’algorithme de VUA ne corrige pas correctement l’effet de
la ve´ge´tation. En de´but d’e´te´ lorsque la ve´ge´tation est la plus de´veloppe´e, le biais est tre`s bas
montrant ainsi que la ve´ge´tation a bien e´te´ corrige´e. Au contraire, en hiver lorsqu’il n’y a plus
beaucoup de ve´ge´tation, le biais est bien plus e´leve´ (fig. 3.9 par exemple). Dans l’algorithme
de VUA, l’e´paisseur optique de la ve´ge´tation, qui repre´sente la quantite´ de signal absorbe´ par
la ve´ge´tation, est calcule´e a` partir du rapport de polarisation (diffe´rence entre les polarisations
verticale et horizontale divise´e par leur somme, Antoon et al., 2005). On peut supposer qu’une
seule observation a` un seul angle d’incidence ne contient pas assez d’information pour retrouver
a` la fois l’humidite´ et l’e´paisseur optique de la ve´ge´tation.
La tempe´rature du sol est calcule´e a` partir de la tempe´rature de brillance acquise a` 36
GHz en polarisation verticale a` travers une relation line´aire empirique (Holmes et al., 2009).
L’erreur standard d’estimation de mode`le empirique a e´te´ trouve´e autour de 3.5 K pour une
surface a` faible ve´ge´tation (Holmes et al., 2009). Cependant, s’il y avait un biais constant dans
la tempe´rature du sol calcule´e, cela n’impacterait pas la de´pendance saisonnie`re du biais. En
modifiant le niveau moyen de la tempe´rature du sol, cela ne fait que modifier le niveau moyen
de l’humidite´ retrouve´e mais ne modifie en rien l’e´volution du biais au fil des saisons.
3.3.7 Sensibilite´ de VUA
Afin de de´terminer plus pre´cise´ment la de´pendance saisonnie`re du biais du produit VUA,
une e´tude de sensibilite´ portant sur un ensemble de tempe´ratures de brillance a e´te´ mene´e. En
effet, l’algorithme VUA ou LPRM prend en entre´e les tempe´ratures de brillance d’AMSR-E a`
6.9 et 10.7 GHz pour retrouver l’humidite´ du sol ainsi que la fre´quence 36.9 GHz pour calculer
la tempe´rature efficace du sol qui est utilise´e pour calculer cette humidite´.
Pour cette e´tude, les tempe´ratures de brillance a` 6 GHz et 36 GHz d’AMSR-E ont e´te´
extraites afin de retrouver l’humidite´, l’e´paisseur optique de la ve´ge´tation et la tempe´rature du
sol avec l’algorithme de VUA. Le centre du bassin versant de Little Washita a e´te´ choisi pour
cet exemple. Les se´ries temporelles des tempe´ratures de brillance, du rapport de polarisation
sont montre´es sur la figure 3.17 et les parame`tres retrouve´s par l’algorithme VUA sont compare´s
aux donne´es terrain d’humidite´ et de tempe´rature et au LAI ECOCLIMAP. Les donne´es terrain
repre´sentent des moyennes de stations et elles sont compare´es a` un seul pixel d’AMSR-E, ce
qui peut repre´senter une source d’erreur mais le but de cette e´tude est avant tout d’identifier
l’influence de la ve´ge´tation et de la tempe´rature du sol sur les valeurs des parame`tres retrouve´s
de VUA.
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Figure 3.16 – Comparaison entre le biais du produit VUA et la ve´ge´tation (LAI) et la
tempe´rature de surface (Ts). Le biais est anti-corre´le´ au LAI et a` la tempe´rature du sol. Aucune
re´gression n’a e´te´ re´alise´e sur Reynolds Creek car elle n’e´tait pas statistiquement significative.
R est le coefficient de corre´lation, [.] est son intervalle de confiance a` 95% et N est le nombre de
points.
En comparant les humidite´s retrouve´es par VUA et les donne´es terrain, on retrouve ce biais
qui varie au fil des saisons : plus important en hiver qu’en e´te´ alors que la ve´ge´tation est la plus
dense (exemple en fig. 3.10). Les comparaisons concernant la ve´ge´tation et la tempe´rature du
sol soule`vent plusieurs interrogations :
– l’e´paisseur optique retrouve´e par l’algorithme VUA ne comporte aucun signe de saison-
nalite´ alors que l’indice LAI d’ECOCLIMAP en indique clairement un. Ce parame`tre
est retrouve´ a` l’aide du rapport de polarisation a` 6 GHz dans l’algorithme et ce rap-
port n’indique pas de saisonnalite´ non plus. L’e´paisseur optique de la ve´ge´tation peut elle
re´ellement eˆtre retrouve´e en utilisant le rapport de polarisation a` cette fre´quence ?
– la tempe´rature du sol est clairement sur-estime´e d’un peu plus de 10 K. En revanche, cette
sur-estimation est constante tout au long de l’anne´e et la dynamique de la tempe´rature
du sol est tre`s bien retranscrite ici. Est ce qu’un biais constant dans la mode´lisation de la
tempe´rature du sol peut influer sur le biais saisonnal de l’humidite´ ?
Pour re´pondre a` ces questions, deux tests ont e´te´ re´alise´s en divisant par 2 l’e´paisseur
optique et en appliquant un biais a` la tempe´rature du sol mode´lise´e pour identifier les effets sur
l’humidite´ finale retrouve´e par l’algorithme VUA. Initialement, 10K devaient eˆtre retranche´s
a` la tempe´rature du sol mais plus aucune valeur d’humidite´ n’e´tait retrouve´e. Souhaitant voir
l’effet d’un biais constant, le test a e´te´ mene´ en ajoutant un biais de 10K a` la tempe´rature du
sol.
Le premier test sur la ve´ge´tation consiste a` diviser par 2 l’e´paisseur optique de la ve´ge´tation
apre`s qu’elle ait e´te´ calcule´e avec le rapport de polarisation. En diminuant donc l’effet de la
ve´ge´tation, on remarque une diminution ge´ne´rale du niveau de l’humidite´ retrouve´e sur la figure
3.18(a). Originellement, le biais e´tait plus fort en hiver qu’en e´te´. Cela voudrait dire alors que
l’effet de la ve´ge´tation est sur-estime´e pendant l’hiver et qu’il faudrait diminuer l’e´paisseur
optique de la ve´ge´tation.
Le second test concerne la mode´lisation de la tempe´rature du sol ou` 10K ont e´te´ ajoute´s a`
la tempe´rature mode´lise´e avec la fre´quence 36 GHz. En augmentant la tempe´rature du sol, on
constate une augmentation ge´ne´rale de l’humidite´ du sol (fig. 3.18(b)). Remarquant que le biais
entre la tempe´rature mode´lise´e et la tempe´rature mesure´e est stable tout au long de l’anne´e,
modifier le niveau ge´ne´ral de la tempe´rature n’a comme incidence qu’une modification du niveau
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Figure 3.17 – Tempe´ratures de brillance AMSR-E (Tb 6 GHz et 36 GHz), rapport de polarisa-
tion (RP) a` 6 GHz (diffe´rence des polarisations divise´e par leur somme), humidite´ des sols (sm)
retrouve´e par VUA et mesure´e sur le site de Little Washita, e´paisseur optique de la ve´ge´tation
(tau) retrouve´e par VUA et LAI d’ECOCLIMAP, tempe´rature du sol (T) retrouve´e par VUA
et mesure´e sur le site.
ge´ne´ral de l’humidite´ et ne re´sout pas le proble`me du biais saisonnier.
La piste d’un proble`me de mode´lisation de la ve´ge´tation est donc l’axe privile´gie´ pour une
future ame´lioration de l’algorithme VUA. Il est fort possible que le rapport de polarisation
d’un seul angle ne contienne pas assez d’information pour retrouver les valeurs d’humidite´ et
de ve´ge´tation en meˆme temps. Le chapitre 6 tentera de re´pondre a` ce proble`me en adaptant
l’algorithme VUA aux observations multi-angulaires de SMOS.
3.4 Aperc¸u des produits de ve´ge´tation SMOS sur les bassins
versants tests
L’algorithme de SMOS retrouve l’humidite´ a` partir des observations multi-angulaires du ra-
diome`tre mais e´galement l’e´paisseur optique de la ve´ge´tation qui repre´sente la quantite´ de signal
absorbe´e par la couche de ve´ge´tation en raison de son contenu en eau. L’humidite´ et l’e´paisseur
optique sont optimise´es en meˆme temps et meˆme si l’algorithme permet de ne retrouver que
l’un ou l’autre, dans la plupart des cas ces deux variables sont retrouve´es conjointement. Une
densification de la ve´ge´tation re´sulte en une augmentation de l’e´paisseur optique qui a pour
conse´quence de diminuer l’e´cart entre les polarisations horizontales et verticales et rend plus
complexe le fait de retrouver l’humidite´.
Des se´ries temporelles de l’e´paisseur optique de la ve´ge´tation TAU peuvent ainsi eˆtre trace´es
de la meˆme manie`re que pour l’humidite´ des sols sur les quatre bassins versants tests. Il a de´ja`
e´te´ montre´ lors de plusieurs e´tudes (Jackson et al. (2012)) que cette variable est tre`s bruite´e et
qu’elle n’est pas utilisable pour des e´tudes sur la ve´ge´tation telle quelle. Pour cela, Hornbuckle
(2012) propose d’effectuer un lissage temporel qui consiste a` moyenner TAU sur une feneˆtre
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(a) Test ve´ge´tation (b) Test tempe´rature
Figure 3.18 – Tests de sensibilite´ de l’algorithme VUA sur l’effet de la ve´ge´tation (a) et de la
tempe´rature du sol (b).
glissante de quelques jours afin de re´duire le bruit de cette variable. Les se´ries temporelles de
TAU et du TAU lisse´ sur 20 jours sont pre´sente´es sur les figures 3.19, et 3.20. Les indices de
ve´ge´tation LAI d’ECOCLIMAP ont e´galement e´te´ ajoute´s afin d’avoir une re´fe´rence et une
comparaison n’ayant pas de donne´es terrain concernant la couverture de la ve´ge´tation sur les
sites tests.
En lissant l’e´paisseur optique de la ve´ge´tation sur 20 jours, une dynamique semble se dessiner,
notamment sur Little Washita (fig. 3.19(b)). Ces se´ries temporelles de la ve´ge´tation ne sont pas
utilisables pour le moment car elles sont encore trop bruite´es mais un premier lissage laisse
apparaˆıtre des tendances qui sont encourageantes. Le niveau 2 de SMOS optimise a` la fois
l’humidite´ des sols et l’e´paisseur optique de la ve´ge´tation et tre`s souvent, le bruit de mesure lors
des acquisitions des tempe´ratures de brillance sont reporte´es sur la seconde variable optimise´e,
i.e. l’e´paisseur optique. Ces re´sultats mettent en avant un re´el besoin de mieux mode´liser cette
couche de ve´ge´tation qui impacte e´galement la valeur d’humidite´ retrouve´e.
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(a) Walnut Gulch
(b) Little Washita
Figure 3.19 – Se´rie temporelle en 2010 de l’e´paisseur optique de la ve´ge´tation retrouve´e
par SMOS puis lisse´e sur 20 jours et accompagne´e du LAI d’ECOCLIMAP afin de compa-
rer l’e´volution de la ve´ge´tation sur Walnut Gulch et Little Washita.
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(a) Little River
(b) Reynolds Creek
Figure 3.20 – Se´rie temporelle en 2010 de l’e´paisseur optique de la ve´ge´tation retrouve´e
par SMOS puis lisse´e sur 20 jours et accompagne´e du LAI d’ECOCLIMAP afin de compa-
rer l’e´volution de la ve´ge´tation sur Little River et Reynolds Creek.
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3.5 Conclusions et perspectives
Cette e´tude a e´te´ mene´e dans le cadre des travaux de validation des produits d’humidite´
SMOS. Les donne´es SMOS ont e´te´ compare´es a` des mesures terrain et a` d’autres produits
d’humidite´ retrouve´e a` partir d’observations satellite et de mode`le. Les donne´es SMOS, VUA,
ECMWF et ASCAT ont e´te´ inter-compare´es sur quatre bassins versants aux Etats-Unis couvrant
une large varie´te´ de climats et de caracte´ristiques du sol.
Sur les quatre sites test, aucun produit n’a obtenu une corre´lation significativement meilleure
que les autres. Puisque cette e´tude ne couvrait que l’anne´e 2010, seulement 44 a` 72 dates
communes a` tous les jeux de donne´es ont e´te´ utilise´es pour calculer les statistiques, ce qui s’est
traduit par de larges intervalles de confiance et par une quasi-e´quivalence de toutes les valeurs
de corre´lation calcule´es. Les mesures statistiques utilise´es pour diffe´rencier les quatre jeux de
donne´es ont e´te´ l’erreur standard d’estimation (SEE), le biais et l’erreur globale (RMSE). La
relation entre ces trois mesures est rappele´e : SEE2 + biais2 = RMSE2.
Sur la majorite´ des sites test, ECMWF a obtenu une SEE significativement plus basse
(0.038 m3/m3 en moyenne) que SMOS et VUA (0.052 m3/m3 et 0.061 m3/m3 en moyenne),
ce qui repre´sente un ensemble de donne´es moins disperse´ que les autres autour des mesures
terrain. La dynamique de l’humidite´ ECMWF e´tait tre`s proche de celle mesure´e par les stations
installe´es sur les bassins versants avec des e´ve`nements pluvieux clairement identifiables ainsi
que les pe´riodes de drainage. Cependant, SMOS a nettement obtenu le biais le plus faible avec
une moyenne de 0.029 m3/m3 alors que ECMWF a obtenu un biais moyen de 0.150 m3/m3
et VUA de 0.115 m3/m3. SMOS a e´galement obtenu l’erreur globale la plus faible sur tous les
sites sauf Reynolds Creek. L’erreur globale de SMOS e´tait de 0.062 m3/m3 contre 0.156 m3/m3
pour AMSR-E et 0.130 m3/m3 pour VUA. Bien que l’objectif de la mission SMOS, qui est de
retrouver l’humidite´ avec une pre´cision de 0.04 m3/m3, ne soit pas atteint sur ces quatre bassins
versants en 2010, SMOS a ame´liore´ l’erreur totale d’un facteur 2 au minimum en moyenne pour
une corre´lation e´quivalente aux autres produits d’humidite´.
Pour tous les sites, excepte´ Little River l’apre`s-midi, l’erreur standard d’estimation de SMOS
e´tait plus importante que le biais alors que c’e´tait l’oppose´ pour les autres produits d’humidite´.
Cela signifie que les diffe´rences dans la variabilite´ des se´ries temporelles de SMOS avec les
mesures terrain sont plus importantes que le biais a` long terme. L’assertion contraire est vraie
pour les produits ECMWF et VUA.
L’analyse des se´ries temporelles a re´ve´le´ un biais constant dans le jeu de donne´es ECMWF :
0.17 / 0.10 / 0.26 / 0.07 m3/m3 pour les bassins versants WG / LW / LR / RC. Meˆme apre`s
la mi-Novembre 2010, quand le mode`le de surface fut modifie´, ce biais e´tait encore pre´sent sur
tous les sites mais avait le´ge`rement diminue´ sur Walnut Gulch. Malgre´ de tre`s bons coefficients
de corre´lation, ce niveau minimum d’humidite´ est un obstacle majeur a` l’utilisation des donne´es
ECMWF en absolu sur ces quatre sites. Le produit VUA a pre´sente´ e´galement un biais mais qui
n’e´tait pas constant et paraissait e´voluer avec les saisons. Le biais e´tait plus grand en hiver quand
la ve´ge´tation e´tait la moins de´veloppe´e et quand la tempe´rature e´tait a` son minimum et le biais
e´tait quasi nul quand la ve´ge´tation e´tait la plus de´veloppe´e et quand la tempe´rature e´tait a` son
maximum. L’e´volution saisonnie`re est suppose´e eˆtre lie´e a` la ve´ge´tation a` cause des fre´quences
utilise´es d’AMSR-E dans l’algorithme VUA (6.9 GHz et 10.7 GHz) qui sont plus sensibles a` la
couche de ve´ge´tation que SMOS a` 1.4 GHz. Cependant il n’est pas exclu que ce biais provienne
d’une mode´lisation non pre´cise de la tempe´rature du sol dans VUA qui est effectue´e en utilisant
la fre´quence 36 GHz d’AMSR-E. Les observations mono-angulaires d’AMSR-E ne comportent
peut eˆtre pas assez d’information pour retrouver a` la fois l’humidite´ du sol et l’e´paisseur optique
de la ve´ge´tation. L’indice d’humidite´ ASCAT e´tait tre`s bruite´ compare´ aux autres produits et
en de´pit de la bonne observation de quelques e´ve`nements pluvieux, la dynamique et l’e´volution
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globale de l’humidite´ n’e´taient pas bien repre´sente´es par ASCAT sur les quatre bassins versants.
La comparaison des performances statistiques des diffe´rents produits entre le matin et
l’apre`s-midi ont re´ve´le´ que le mode`le ECMWF ne pre´sentait aucune diffe´rence alors que les
produits satellite SMOS et ASCAT ont montre´ des diffe´rences importantes : R = 0.80 / 0.65,
SEE = 0.043 / 0.061 m3/m3, biais = 0.027 / 0.030 m3/m3, RMSE = 0.052 / 0.073 m3/m3 pour
SMOS et R = 0.67 / 0.49 pour ASCAT (matin / apre`s-midi en moyenne sur les quatre sites).
Ces diffe´rences de performance peuvent eˆtre explique´es par le quasi-e´quilibre thermique du sol
le matin qui rend tout a` fait comparable des observations satellites des 2-3 premiers centime`tres
du sol avec des mesures terrain a` 5 cm. En revanche l’apre`s-midi, le sol n’est plus en e´quilibre
et comparer des observations satellite avec des mesures terrain a` des profondeurs diffe´rentes
n’est plus aussi correct que pour le matin. Une autre explication porterait sur la mode´lisation
des tempe´ratures du sol et de la ve´ge´tation dans les algorithmes. Elles sont suppose´es e´gales et
cette hypothe`se n’est plus vraie l’apre`s-midi ou` la tempe´rature de la ve´ge´tation est attendue plus
proche de la tempe´rature de l’air que de la tempe´rature du sol. Concernant les diffe´rences de
performance du produit SMOS, une dernie`re explication possible est la pre´sence d’interfe´rences.
Les probabilite´s d’occurrence ont e´te´ plus e´leve´es l’apre`s-midi en 2010 sur tous les sites sauf
Reynolds Creek.
La normalisation des donne´es ASCAT a e´te´ effectue´e dans un premier temps line´airement
puis de manie`re statistique en faisant correspondre sa distribution statistique avec celle des
mesures terrain. Statistiquement, les normalisations line´aires et statistiques ont obtenu des
re´sultats e´quivalents. Malgre´ ces normalisations, les donne´es ASCAT restaient plus bruite´es.
Les re´sultats de cette e´tude ont abouti a` un article qui a e´te´ soumis pour la premie`re fois
en Aouˆt 2011 au journal Remote Sensing of Environment se nommant Comparison between
SMOS and other satellite and model forecast soil moisture products and validation over four
watersheds in the US. Les auteurs de cet article sont Delphine J. Leroux, Yann H. Kerr, A.
Al Bitar, Claire Gruhier (CESBIO, Toulouse), Rajat Bindlish, Thomas J. Jackson (USDA,
Beltsville, Etats-Unis), Be´atrice Berthelot (Magellium, Toulouse), Gauthier Portet (Telespazio,
Toulouse).
J’ai e´galement participe´ a` plusieurs autres travaux de validation des donne´es SMOS dont
les conclusions sont semblables a` celles pre´sente´es dans cette e´tude :
– Evaluation of SMOS soil moisture products over continental US using the SCAN/SNOTEL
network accepte´ dans le journal IEEE Transactions on Geoscience and Remote Sensing
et e´crit par Al Bitar A., Leroux D.J., Kerr Y.H., Merlin O., Richaume P., Sahoo A. et
Wood E.F.
– Validation of Soil Moisture and Ocean Salinity (SMOS) soil moisture over watershed
networks in the U.S. accepte´ dans le journal IEEE Transactions on Geoscience and Remote
Sensing et e´crit par Jackson T.J., Bindlish R., Cosh M., Zhao T., Starks P., Bosch D.,
Seyfried M., Moran S., Kerr Y.H. et Leroux D.J.
– An initial assessment of SMOS derived soil moisture over the continental United States
accepte´ dans le journal IEEE Journal of Selected Topics in Applied Earth Observations
and Remote Sensing et e´crit par Pan M., Sahoo A.K., Wood E.F., Al Bitar A., Leroux
D.J. et Kerr Y.H.
– The SMOS soil moisture retrieval algorithm accepte´ dans le journal IEEE Transactions
on Geoscience and Remote Sensing et e´crit par Kerr Y.H., Waldteufel P., Richaume P.,
Mahmoodi A., Wigneron J.-P., Ferrazzoli P., Al Bitar A., Cabot F., Leroux D.J., Mialon
A. et Delwart S.
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Chapitre4
Validation des donne´es SMOS a` l’e´chelle
globale et sources possibles des erreurs SMOS
La mission SMOS (Soil Moisture and Ocean Salinity) produit des donne´es depuis maintenant
plus de deux ans et dans le cadre du processus de validation de ces donne´es, comparer ce nouveau
jeu de donne´es d’humidite´ aux produits de´ja` existants est maintenant possible a` l’e´chelle globale.
Dans ce chapitre, le produit d’humidite´ SMOS (v400) est e´value´ a` l’e´chelle globale en utilisant
la me´thode de la triple collocation pour l’anne´e 2010. Cette me´thode statistique est base´e
sur la comparaison de trois jeux de donne´es et produit des cartes globales d’erreur en inter-
comparant statistiquement les variations temporelles de ces trois jeux de donne´es. Cette me´thode
a e´te´ applique´e aux produits d’humidite´ suivants : SMOS, AMSR-E/VUA (Vrije University
of Amsterdam), AMSR-E/NSIDC (National Snow and Ice Data Center), ASCAT (Advanced
Scatterometer) et ECMWF (European Center for Medium range Weather Forecasting). Les
erreurs produites par la triple collocation ne sont pas des erreurs absolues mais relatives au
choix des trois jeux de donne´es. Cependant, cette e´tude montre que la structure spatiale des
erreurs SMOS sont inde´pendantes de ce choix et soulignent les meˆmes re´gions du globe ou` les
erreurs SMOS sont les plus faibles et les plus e´leve´es.
Cette carte globale de l’erreur SMOS est ensuite relie´e a` diffe´rents parame`tres biophysiques
comme la texture du sol (quantite´s de sable et d’argile), la couverture du sol (foreˆt, lacs,...)
ainsi que la probabilite´ moyenne d’occurrence des interfe´rences en 2010. A l’e´chelle globale, la
fraction de foreˆt vue par le radiome`tre a la plus grande influence sur l’erreur SMOS (pre`s de
57%) alors que les interfe´rences ne repre´sentaient finalement que 1.7% selon l’analyse de la va-
riance (ANOVA) effectue´e a` partir d’un mode`le de re´gression line´aire multiple. Ces pourcentages
d’influence e´voluent significativement suivant les continents et de nombreuses diffe´rences sont a`
noter : la texture du sol a la plus grande influence en Europe alors que ce sont les interfe´rences
sur le continent asiatique. Enfin une classification a permis d’isoler des ensembles de parame`tres
avec des valeurs seuils qui me`nent aux erreurs les plus fortes et les plus faibles.
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4.1 Introduction
4.1.1 Quelle me´thode pour une e´tude globale ?
De nombreuses e´tudes ont e´te´ re´alise´es ou sont en cours pour la validation des donne´es
SMOS (Al Bitar et al., 2012, Bircher et al., 2012, Gherboudj et al., 2012, Parrens et al., 2011,
Peischl et al., 2009, Schlenz et al., 2012). La plupart porte sur une comparaison des donne´es
d’humidite´ SMOS avec des mesures re´alise´es sur le terrain ou avec des observations re´alise´es
lors de campagnes ae´roporte´es.
Al Bitar et al. (2012) a utilise´ un re´seau de stations situe´ en Ame´rique du Nord appele´ SCAN
(Soil Climate Analysis Network) et le re´seau SNOTEL (Snowpack Telemetry) pour comparer
les donne´es d’humidite´ SMOS avec les mesures re´alise´es par ces stations me´te´orologiques. Cette
e´tude portait sur 238 stations et montre que le produit SMOS retrouve tre`s bien la dynamique
des mesures terrain mais qu’il a tendance a` sous-estimer l’humidite´.
Jackson et al. (2012) a e´tudie´ l’humidite´ et l’e´paisseur optique de la ve´ge´tation de SMOS
sur les quatre bassins versants aux Etats-Unis de´crits dans le chapitre pre´ce´dent. Ils ont conclu
que SMOS avait presque re´ussi son objectif de pre´cision concernant l’humidite´ avec une erreur
globale sur la comparaison du matin de 0.043 m3/m3 et de 0.047 m3/m3 pour l’apre`s-midi alors
que l’e´paisseur optique de la ve´ge´tation n’est pas bien retrouve´e et est trop bruite´e pour pouvoir
eˆtre utilise´e dans une analyse de la ve´ge´tation.
Il existe bien d’autres e´tudes de validation des donne´es SMOS encore en cours notamment
sur un bassin versant du Danube en Allemagne (Schlenz et al., 2012), au Danemark (Bircher
et al., 2012), en Chine, au Tibet, en Australie (Peischl et al., 2009) et en France (Parrens et al.,
2011).
Toutes ces e´tudes s’appuient donc sur une comparaison des donne´es SMOS avec une ou
plusieurs stations. Mais aussi nombreuses que sont ces stations, on ne peut ge´ne´ralement pas
conclure pour la globalite´ du produit SMOS car chaque site ou` ont e´te´ effectue´es les mesures,
est tre`s spe´cifique avec un type de sol, une occupation du sol et un climat qui lui sont propres.
De plus il est toujours difficile de comparer une observation satellite qui a une re´solution de
plusieurs kilome`tres avec une mesure ponctuelle d’une station.
Pour e´valuer un jeu de donne´es a` l’e´chelle globale, il faut alors le comparer a` un jeu de
donne´es similaire. Comparer SMOS et AMSR-E par exemple, permettrait d’identifier leurs
diffe´rences, leur biais qui pourraient e´ventuellement e´voluer dans le temps, mais il serait im-
possible de conclure sur la qualite´ de ces produits. Pour cela, un troisie`me jeu de donne´es est
introduit. On peut alors supposer que si deux des trois produits constatent une augmentation
de l’humidite´ des sols et pas le troisie`me alors ce dernier sera conside´re´ comme moins fiable car
il n’est pas en accord avec la majorite´.
Pour quantifier et spatialiser cette fiabilite´, une me´thode statistique est ne´cessaire pour
re´aliser cette e´tude a` l’e´chelle globale. La me´thode utilise´e est la triple collocation (Stoffelen,
1998) et permet de comparer trois jeux de donne´es afin d’identifier leur biais et leurs erreurs sur
l’ensemble du globe. La triple collocation est une me´thode base´e sur les anomalies temporelles
et on parlera donc d’erreur variable. La partie biais de l’erreur n’est pas prise en compte par
cette me´thode.
4.1.2 Objectifs
Les deux objectifs de cette e´tude sont d’e´valuer la pre´cision relative du produit d’humidite´ de
SMOS compare´ a` d’autres jeux de donne´es globaux d’humidite´ pour en de´duire une spatialisation
des erreurs relatives de SMOS et ensuite de relier cette erreur a` des parame`tres physiques.
Pour cela, la me´thode de triple collocation est applique´e aux produits satellite SMOS,
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Figure 4.1 – Humidite´ des sols (m3/m3) retrouve´e par SMOS le 15 Septembre 2010 a` 6:00h,
heure solaire locale.
AMSR-E (VUA et NSIDC), ASCAT et au produit du mode`le ECMWF pour l’anne´e 2010.
Dans un second temps, une analyse de la variance permettra d’identifier les possibles sources
des erreurs SMOS a` l’e´chelle globale puis continentale.
4.1.3 Jeux de donne´es utilise´s
Les donne´es ont e´te´ pre´sente´es en de´tails dans le chapitre pre´ce´dent et uniquement un bref
re´sume´ des produits utilise´s est donne´ dans cette partie.
SMOS observe la Terre a` divers angles d’incidence, de 0˚a` 55˚et c’est cette e´volution
angulaire des tempe´ratures de brillance acquises qui permet de retrouver l’humidite´ du sol et
l’e´paisseur optique de la ve´ge´tation. Avec son radiome`tre en bande L, le signal SMOS repre´sente
les 2 a` 5 premiers centime`tres du sol. Ces donne´es sont disponibles sur la grille ISEA-4h9 dont
les nœuds sont tous espace´s de 15 km. Dans cette partie, la version 4 de ces produits est utilise´e.
Deux produits de´rive´s des observations d’AMSR-E sont teste´s dans cette e´tude : le produit
NSIDC et le produit VUA. Le premier produit est celui distribue´ par le NSIDC (National Snow
and Ice Data Center) et est obtenu a` partir des fre´quences 10.7 GHz et 18.7 GHz (Njoku et al.,
2003). Cet algorithme e´tait initialement pre´vu pour la fre´quence 6.9 GHz mais a` cause d’une
trop grande quantite´ d’interfe´rence, cette fre´quence n’a pas pu eˆtre utilise´e. L’humidite´ du sol
et l’e´paisseur optique de la ve´ge´tation sont distribue´es sur une grille re´gulie`re de 25 km (Njoku,
2004). Dans cette partie, le produit Level 3 DailyLand V6 est utilise´.
Le produit VUA (Vrije University of Amsterdam) est base´ sur un mode`le de transfert radiatif
qui utilise les bandes C et X d’AMSR-E (la bande X est seulement utilise´e lorsque la bande C
est trop contamine´e par les interfe´rences) et qui permet de retrouver l’humidite´ et l’e´paisseur
optique de la ve´ge´tation ainsi que la tempe´rature du sol graˆce a` l’utilisation de la fre´quence
36.5 GHz d’AMSR-E. Le produit Level 3 AMSR-E v03 Grid est utilise´ et est disponible sur une
grille de 0.25˚. En bande C, le signal provient essentiellement des 2 premiers centime`tres du
sol alors qu’en bande X on estime que seul l’e´tat de surface est observe´.
ASCAT est le seul produit de cet e´tude a` eˆtre base´ sur des observations actives en bande
C. Un indice d’humidite´ entre 0 et 1 est retrouve´ en utilisant l’algorithme de l’Universite´ de
Vienne (Wagner et al., 1999, Naeimi et al., 2009) qui permet de corriger l’effet de la ve´ge´tation
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Figure 4.2 – Humidite´ des sols (m3/m3) retrouve´e par NSIDC a` partir des observations
d’AMSR-E le 15 Septembre 2010 a` 1:30h, heure solaire locale.
qui est important a` cette fre´quence. Comme les produits AMSR-E pre´ce´dents, on estime que le
signal est repre´sentatif des 2 premiers centime`tres du sol. Les donne´es Level 2 ASCAT utilise´es
sont distribue´es a` deux re´solutions (50 km et 25 km) et la re´solution choisie pour cette e´tude
est de 25 km.
Le produit humidite´ du mode`le ECMWF utilise´ dans cette partie est le produit qui sert de
donne´e auxiliaire a` l’algorithme SMOS et qui a donc e´te´ interpole´ spatialement et temporelle-
ment pour les besoins de cet algorithme. C’est un produit pre´visionnel qui estime l’humidite´
(parmi beaucoup d’autres parame`tres) entre 3 et 15 heures en avance et ceci toutes les 3 heures
(3:00h, 6:00h, 9:00h, etc). Le produit ECMWF repre´sente l’humidite´ des 7 premiers centime`tres
du sol.
Seules les donne´es du matin sont utilise´es : 1:30h pour les deux produits AMSR-E, 6:00h
pour SMOS et ECMWF et 9:30h pour le produit ASCAT.
La journe´e du 15 Septembre 2010 illustre pour chaque jeu de donne´es, le produit d’humidite´
des sols a` l’e´chelle globale (figs. 4.1-4.5).
4.2 Distribution spatiale de l’erreur variable SMOS a` l’e´chelle
globale
4.2.1 Me´thode de triple collocation
4.2.1.1 Principe
Puisque les mesures terrain ne sont pas re´alisables a` l’e´chelle globale, il est essentiel d’utiliser
des me´thodes statistiques pour comparer plusieurs jeux de donne´es entre eux sur le globe. La
triple collocation est une me´thode statistique qui compare trois jeux de donne´es et produit
des cartes des erreurs relatives de chaque ensemble de donne´es par rapport aux autres. Cette
me´thode a de´ja` e´te´ utilise´e dans plusieurs domaines environnementaux : les vents a` la surface
de mer (Stoffelen, 1998, Guilfen et al., 2001, Caires & Sterl, 2003), la hauteur des vagues en mer
(Caires & Sterl, 2003, Janssen et al., 2007), l’humidite´ des sols (Dorigo et al., 2010, Miralles
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Figure 4.3 – Humidite´ des sols (m3/m3) retrouve´e par VUA a` partir des observations d’AMSR-
E le 15 Septembre 2010 a` 1:30h, heure solaire locale.
et al., 2010). Plus re´cemment, la triple collocation a e´te´ applique´e aux donne´es d’humidite´
SMOS et a` d’autres produits d’humidite´ de satellites actifs et de mode`les sur une zone d’e´tude
dans le Sud Ouest de la France (Parrens et al., 2011). A partir des 40 a` 72 dates communes en
2010, il a e´te´ conclu que les humidite´s retrouve´es a` partir du capteur actif ASCAT donnaient
de meilleurs re´sultats sur cette re´gion avec une erreur relative de 0.031 m3/m3 alors que SMOS
obtenait une erreur relative de 0.045 m3/m3. 72 dates conside´re´es repre´sentent cependant peu
de donne´es lorsque des statistiques sont calcule´es.
4.2.1.2 The´orie
Comme dans les e´tudes de Stoffelen (1998) et de Dorigo et al. (2010), l’approche propose´e
ici est une relation line´aire entre les trois jeux de donne´es θi et la ve´rite´ suppose´e θ a` l’aide
d’un terme de biais ri et d’un facteur d’e´chelle si. La me´thode de triple collocation consiste a`
estimer les erreurs εi. Ces erreurs sont relatives a` la ve´rite´ suppose´e θ et sont inter-comparables
puisqu’elles sont relatives a` la meˆme quantite´. Cependant, en aucun cas ces erreurs sont des
erreurs absolues et ne peuvent eˆtre analyse´es a` l’exte´rieur du triplet conside´re´. Un jeu de donne´es
est arbitrairement choisi comme re´fe´rence de telle fac¸on que r1 = 0 et s1 = 1. Ce choix de
re´fe´rence n’influe pas sur les re´sultats dans le sens ou` il ne sert que d’espace de projection
pour les re´sultats. Choisir une autre re´fe´rence aurait comme seule conse´quence de changer la
gamme des re´sultats finaux. Ainsi, on conside`re que θ a la meˆme distribution que θ1 mais il est
important de remarquer que θ1 n’est pas la ve´rite´ a` cause du terme d’erreur ε1 qui subsiste :

θ = r1 + s1θ1 + ε1
θ = r2 + s2θ2 + ε2
θ = r3 + s3θ3 + ε3
⇒

θ = θ1 + ε1
θ = r2 + s2θ2 + ε2
θ = r3 + s3θ3 + ε3
(4.1)
En prenant la moyenne sur l’anne´e (< . >) et en supposant que les erreurs εi ont une
moyenne nulle, les expressions suivantes sont trouve´es pour la moyenne de la ve´rite´ suppose´e :
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Figure 4.4 – Indice d’humidite´ des sols retrouve´ par ASCAT le 15 Septembre 2010 a` 9:30h,
heure solaire locale.

< θ > = < θ1 >
< θ > = r2 + s2 < θ2 >
< θ > = r3 + s3 < θ3 >
(4.2)
On de´finit θ′1 comme l’anomalie du jeu de donne´es i par : θ′i = θi− < θi >. En effectuant la
soustraction de l’e´quation (4.1) avec l’e´quation (4.2), les termes de biais ri disparaissent :

θ′ = θ′1+ ε1
θ′ = s2θ′2+ ε2
θ′ = s3θ′3+ ε3
(4.3)
Puis en multipliant les lignes entre elles, trois expressions de θ′2 sont obtenues :

θ′2 = s2θ′1θ
′
2+ s2θ
′
2ε1+ θ
′
1ε2+ ε1ε2
θ′2 = s3θ′1θ
′
3+ s3θ
′
3ε1+ θ
′
1ε3+ ε1ε3
θ′2 = s2s3θ′2θ
′
3+ s2θ
′
2ε3+ s3θ
′
3ε2+ ε2ε3
(4.4)
Les anomalies θ′i sont suppose´es eˆtre inde´pendantes des erreurs des autres jeux de donne´es
εi et parce que les valeurs moyennes des variables θ
′
i et εi sont nulles (θ
′
i est l’anomalie a` la
moyenne et εi est un bruit additif de moyenne nulle), on obtient finalement < θ
′
iεi >= 0.
En prenant les moyennes de chaque ligne de l’e´quation (4.4), on a :

< θ′2 > = s2 < θ′1θ
′
2 >
< θ′2 > = s3 < θ′1θ
′
3 >
< θ′2 > = s2s3 < θ′2θ
′
3 >
(4.5)
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Figure 4.5 – Humidite´ des sols (m3/m3) retrouve´e par le mode`le ECMWF le 15 Septembre
2010 a` 6:00h, heure solaire locale.
Et en combinant les lignes, on peut retrouver les facteurs d’e´chelle et la moyenne de la ve´rite´
suppose´e au carre´ :

s2 = < θ
′
1θ
′
3 >/ < θ
′
2θ
′
3 >
s3 = < θ
′
1θ
′
2 >/ < θ
′
2θ
′
3 >
< θ′2 > = < θ′1θ
′
2 > < θ
′
1θ
′
3 > / < θ
′
2θ
′
3 >
(4.6)
En manipulant les e´quations (4.2), on retrouve les expressions des termes de biais :{
r2 =< θ1 > −s2 < θ2 >
r3 =< θ1 > −s3 < θ3 >
(4.7)
En e´levant au carre´ l’e´quation (4.3), en prenant sa moyenne et en remplac¸ant les termes
de pente et de biais par leurs expressions de´finies par les e´quations (4.6) et (4.7), on obtient
finalement les erreurs relatives moyennes suivantes :

< ε21 > =
< θ′1θ′2 >< θ′1θ′3 >
< θ′2θ′3 >
− < θ′21 >
< ε22 > =
< θ′1θ′2 >< θ′1θ′3 >
< θ′2θ′3 >
− < θ
′
1θ
′
3 >
2
< θ′2θ′3 >2
< θ′22 >
< ε23 > =
< θ′1θ′2 >< θ′1θ′3 >
< θ′2θ′3 >
− < θ
′
1θ
′
2 >
2
< θ′2θ′3 >2
< θ′23 >
(4.8)
Avec l’e´quation (4.8), il est ainsi possible de calculer les erreurs relatives en utilisant des
e´le´ments connus : les anomalies de chaque jeu de donne´es par rapport a` leur moyenne respective.
Puisque les erreurs εi ont des moyennes nulles, les quantite´s < ε
2
i > peuvent eˆtre interpre´te´es
comme leurs variances. Le jeu de donne´es avec la variance d’erreur la plus faible est alors
conside´re´ comme le plus pre´cis des trois jeux de donne´es teste´s. Le choix du jeu de donne´es de
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re´fe´rence (la premie`re ligne dans les e´quations) modifie les valeurs des erreurs relatives puisque
l’espace de projection de ces erreurs change, mais il ne change pas la structure des erreurs :
si le jeu de donne´es n◦2 obtient de mauvais re´sultats en Afrique compare´ aux deux autres, il
obtiendra de mauvais re´sultats meˆme en e´tant choisi comme re´fe´rence, mais avec des valeurs
d’erreur diffe´rentes. Il est vraiment essentiel de comprendre que ces erreurs sont relatives au
choix des trois jeux de donne´es et au choix de la re´fe´rence et elles ne peuvent pas eˆtre compare´es
a` des erreurs trouve´es a` partir d’un autre triplet.
4.2.2 Conditions d’application et me´thodologie
La triple collocation est une me´thode base´e sur les statistiques et ces statistiques n’ont
de sens que si elles sont applique´es a` un grand nombre de points. Dans le chapitre pre´ce´dent
lorsque plusieurs produits d’humidite´ ont e´te´ inter-compare´s avec des mesures terrain, seulement
quelques dizaines de points e´taient disponibles, ce qui a engendre´ des intervalles de confiance
tre`s larges sur les coefficients de corre´lation. S’il y avait eu deux ou trois fois plus de points, ces
intervalles de confiance auraient e´te´ nettement re´duits et cela aurait donne´ beaucoup plus de
poids ou de valeur aux re´sultats statistiques obtenus. Scipal et al. (2010) ont de´termine´ qu’un
minimum de 100 points est ne´cessaire pour appliquer la me´thode de la triple collocation.
Dans cette e´tude, des produits d’humidite´ retrouve´s a` partir de donne´es satellite et de
mode`le sont compare´s sur l’anne´e 2010 et en combinant les trois diffe´rentes orbites et fauche´es,
le minimum des 100 dates communes n’est pas atteint. Pour re´soudre ce proble`me, les donne´es
des six plus proches voisins (qui sont distants de 15 km chacun d’un point central de la grille
ISEA) sont utilise´es comme si elles e´taient les donne´es du point central (fig. 4.6(a)). Sachant
que (1) la grille est hexagonale, (2) la distance entre les points de la grille est de 15 km et (3) la
re´solution des instruments embarque´s sur les satellites est d’environ 40 km (bandes L, C ou X),
il est suppose´ que l’erreur introduite en conside´rant les six plus proches voisins est infe´rieure a`
l’erreur introduite par l’utilisation de moins de 100 dates communes par nœud de grille.
L’exemple propose´ sur la figure 4.6 repre´sente le nombre de dates en commun en Australie
en 2010 entre les jeux de donne´es SMOS, VUA et ECMWF. Le nombre de dates communes
de´passe rarement la limite requise de 100 (fig. 4.6(b)). En prenant en compte les dates communes
des six plus proches voisins, tous espace´s de 15 km, constituant ainsi un disque de diame`tre 30
km, seules les surfaces coˆtie`res ne de´passent pas les 100 dates communes (fig. 4.6(c)) et partout
ailleurs sur ce continent, le nombre de dates disponibles oscille entre 100 et 800. Enfin, si un
disque de diame`tre de 60 km e´tait conside´re´, ce qui correspondrait a` prendre en compte les
18 proches voisins sur une grille hexagonale de 15 km, tout le continent serait admissible pour
appliquer la me´thode de triple collocation (fig. 4.6(d)). Compte tenu des caracte´ristiques des
radiome`tres conside´re´s dont la re´solution est de l’ordre de 30 km, il a e´te´ choisi de conside´rer
seulement les six plus proches voisins. Cependant la triple collocation ne sera pas applique´e
sur toutes les surfaces continentales puisque cette limite des 100 dates communes ne sera pas
remplie partout.
Le biais e´tant conside´re´ comme une plus grande de´viation, il est important d’utiliser des
produits d’humidite´ non biaise´s entre eux quand on applique la triple collocation. Dans cette
e´tude, la triple collocation est applique´e aux anomalies des produits par rapport a` leur moyenne.
Il n’existe donc aucun biais entre les produits car les anomalies ont une moyenne nulle.
Les erreurs sont suppose´es avoir une moyenne nulle et eˆtre mutuellement inde´pendantes de
telle fac¸on que leur covariance est nulle (< εiεj >= 0). Autrement, il serait ne´cessaire d’ajou-
ter un terme de cross-corre´lation qui devrait eˆtre estime´. Afin d’e´viter ce cas de de´pendance
entre les erreurs, les jeux de donne´es teste´s sont pre´cautionneusement choisis : les produits
d’humidite´ retrouve´s a` partir des meˆmes observations satellite (AMSR-E NSIDC et VUA) ne
seront pas utilise´s en meˆme temps alors que les produits utilisant des observations et des algo-
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(a) les 6 plus proches
voisins
(b) Nombre de dates communes
(c) Avec les 6 plus proches voisins
(diame`tre de 30 km)
(d) Avec les 18 plus proches voisins
(diame`tre de 60 km)
Figure 4.6 – La grille de SMOS est une grille hexagonale ou` tous les points sont espace´s de
15 km (a). Exemple de l’Australie en 2010 avec les dates communes entre SMOS, VUA et
ECMWF (b), puis en conside´rant les 6 plus proches voisins dans un rayon maximum de 30 km
(c), et des 18 plus proches voisins dans un rayon maximum de 60 km.
rithmes diffe´rents pour retrouver l’humidite´ peuvent eˆtre compare´s ensemble. Pour ces raisons,
la me´thode de triple collocation a e´te´ applique´e sur les triplets suivants : (SMOS - AMSR-
E(VUA) - ECMWF), (SMOS - AMSR-E(NSDIC) - ASCAT) et (SMOS - AMSR-E(VUA) -
ASCAT). Pour chacun de ces triplets, le produit d’humidite´ SMOS est conside´re´ comme la
re´fe´rence.
La me´thode de triple collocation peut eˆtre re´sume´e en quatre e´tapes :
1. calculer les anomalies pour chaque point de la grille pour les trois jeux de donne´es choisis,
2. calculer les facteurs d’e´chelle avec l’e´quation (4.6),
3. calculer les biais avec l’e´quation (4.7), et
4. calculer les variances moyennes des erreurs avec l’e´quation (4.8).
Les cartes d’erreur pre´sente´es dans la section suivante sont des cartes des variances moyennes
des erreurs. Connaissant le nombre de dates communes qui a e´te´ utilise´ pour calculer ces va-
riances, il est possible de calculer l’intervalle de confiance associe´ a` chaque variance d’erreur (voir
annexe A.3). Ces intervalles de confiance permettent ainsi de connaˆıtre quel jeu de donne´es ob-
tient significativement l’erreur la plus faible : borne supe´rieure infe´rieure aux bornes infe´rieures
des deux autres jeux de donne´es.
De manie`re plus ge´ne´rale, la me´thode de triple collocation se concentre sur les erreurs tem-
porelles de chaque jeu de donne´es (calcul des anomalies temporelles par rapport a` la moyenne
annuelle). Cette me´thode permet donc d’identifier des erreurs temporelles et non spatiales. Cette
diffe´rence pourrait favoriser les produits d’humidite´ qui ont e´te´ calcule´s a` partir de me´thode
de type detection change comme ASCAT. L’algorithme du produit d’humidite´ ASCAT utilise
les valeurs d’humidite´ des dernie`res de´cennies et compare les nouvelles observations avec ces
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valeurs afin de de´tecter un changement et ainsi de´river une indice d’humidite´.
4.2.3 Re´sultats
Dans cette section, les re´sultats suivants sont pre´sente´s : les cartes globales des erreurs
relatives de chaque ensemble de donne´es teste´, les cartes de biais entre ces jeux de donne´es et
les cartes des facteurs d’e´chelle issus de la me´thode de triple collocation. Les zones en blanc sur
ces cartes sont les re´gions ou` le nombre minimum de dates communes de 100 pour appliquer la
triple collocation n’est pas atteint et ou` aucune e´tude n’a e´te´ re´alise´e pour l’anne´e 2010.
4.2.3.1 SMOS / AMSR-E(VUA) / ECMWF
La figure 4.7 montre les cartes d’erreurs des jeux de donne´es SMOS, VUA et ECMWF. Au
total, la triple collocation a e´te´ applique´e sur 302 474 points avec ce triplet.
SMOS a obtenu la plus faible erreur sur 17% des points (dont 10% significativement) alors
que VUA est le meilleur sur 44% (dont 25% significativement) et ECMWF sur 39% (dont 19%
significativement). Les erreurs SMOS les plus e´leve´es se situent a` l’Est des Etats-Unis, au Nord
de l’Ame´rique du Nord, en Europe, en Inde et a` l’Est de l’Asie. Ses meilleures performances sont
localise´es a` l’Ouest des Etats-Unis, au Nord de l’Afrique, au Moyen-Orient, dans le centre de
l’Asie et en Australie. ECMWF donne de tre`s bons re´sultats en Europe, en Ame´rique du Sud,
au centre des Etats-Unis et en Inde alors que les meilleurs re´sultats de VUA couvrent l’Ouest
des Etats-Unis, certaines re´gions d’Afrique, en Asie et sur l’Ouest de l’Australie.
Il y a de nombreuses ressemblances dans les erreurs des deux produits d’humidite´ satellite.
Les zones ou` les erreurs sont faibles et ou` elles sont e´leve´es sont tre`s similaires. SMOS et
VUA n’ont pas de bons re´sultats dans les hautes latitudes, en Afrique centrale, a` l’Est des
Etats-Unis, sur les foreˆts d’Ame´rique du Sud ou encore en Asie du Sud-Est. Cela pourrait
s’expliquer par le fait que ces re´gions sont diffe´rentes et leur mode´lisation en est plus complexe.
Les re´gions en haute latitude sont souvent compose´es de lacs et de grandes e´tendues d’eau, ce
qui influence fortement le signal e´mis. Meˆme si une mode´lisation spe´cifique est de´die´e a` cette
pre´sence d’eau libre, cela repre´sente tout de meˆme une large proportion du signal et retrouver
l’humidite´ sur les terres e´merge´es devient moins pre´cis. Les zones a` forte densite´ de foreˆts sont
e´galement complique´es pour un instrument embarque´ sur un satellite. En effet, en bande L,
C ou X, le signal rec¸u par le radiome`tre vient essentiellement des premiers centime`tres du sol
et lorsque la ve´ge´tation est dense, le signal rec¸u ne vient probablement pas du tout du sol et
cela est tre`s complique´ a` mode´liser. En Asie, une forte pre´sence d’interfe´rences radio-fre´quences
(ou RFI) perturbent le signal, faisant augmenter artificiellement les tempe´ratures de brillance
mesure´es par les radiome`tres pouvant atteindre plusieurs milliers de kelvin. Ces mesures sont
alors ininterpre´tables ou alors mal interpre´te´es par le mode`le qui retrouve des valeurs d’humidite´
tre`s faibles.
Le mode`le ECMWF se de´marque par sa diffe´rence avec les produits d’humidite´ satellite :
l’Inde, l’Afrique centrale ou encore l’Europe sont globalement bien mode´lise´s avec une erreur
plus faible. Les re´gions en haute latitude restent cependant difficilement retranscrites avec des
erreurs e´leve´es, meˆme avec le mode`le ECMWF.
Les facteurs d’e´chelle si sont calcule´s a` partir des moyennes croise´es des anomalies (Eq.
4.6). Ils repre´sentent les facteurs par lesquels il faudrait multiplier les jeux de donne´es pour
qu’ils aient la meˆme dynamique d’humidite´, ou la meˆme gamme de valeurs d’humidite´, que la
re´fe´rence SMOS dans les trois cas. S’il n’existait aucun biais entre deux jeux de donne´es, ce
facteur d’e´chelle serait le ratio de leurs moyennes. Ces facteurs d’e´chelle sont expose´s sur la
figure 4.8.
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(a) Erreur SMOS
(b) Erreur VUA
(c) Erreur ECMWF
(d) Meilleur jeu de donne´es
Figure 4.7 – Erreurs relatives de SMOS, VUA et ECMWF pre´sente´es a` l’e´chelle globale et
issues de la triple collocation applique´e en 2010 sur SMOS-VUA-ECMWF. Le meilleur jeu de
donne´es est celui dont l’erreur est significativement la plus basse.
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(a) Biais VUA
(b) Biais ECMWF
(c) Facteur d’e´chelle VUA
(d) Facteur d’e´chelle ECMWF
Figure 4.8 – Biais et facteurs d’e´chelle de VUA et d’ECMWF par rapport a` SMOS, calcule´s a`
partir des e´quations (4.6) et (4.7).
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Concernant le facteur d’e´chelle de VUA, on ne remarque pas de forme spatiale particulie`re,
seulement des regroupements par taˆches, excepte´ en Europe et en Asie centrale ou` une ligne
traversant ces continents semblent se dessiner avec une valeur supe´rieure a` 1 de´notant une plus
petite dynamique de la part de VUA par rapport a` SMOS. VUA pre´sente cependant une plus
grande dynamique que SMOS dans les re´gions a` haute latitude et dans l’Est de l’Australie.
Les facteurs d’e´chelle d’ECMWF par rapport a` SMOS ne suivent pas non plus de distribution
spatiale particulie`re. On remarque cependant moins de valeurs e´leve´es que pour le produit VUA.
Apre`s que les facteurs d’e´chelle aient e´te´ de´termine´s, les biais sont calcule´s (Eq. 4.7) en
soustrayant la moyenne des humidite´s de SMOS avec celle des humidite´s d’un second produit
corrige´ de son facteur d’e´chelle. Les biais de VUA et d’ECMWF sont montre´s sur la figure
4.8. Le biais VUA est quasiment totalement positif avec des valeurs autour de 0.5 m3/m3 aux
hautes latitudes. Ce biais e´leve´ est tre`s certainement duˆ au facteur d’e´chelle qui est tre`s faible
dans ces re´gions. Les biais sont plus hauts sur l’Europe, l’Ame´rique du Sud et l’Afrique centrale
alors qu’ils sont quasi nuls en Afrique du Nord, au moyen Orient et dans l’Ouest de l’Australie,
re´gions plutoˆt de´sertiques avec tre`s peu de ve´ge´tation.
Le biais ECMWF est plus homoge`ne dans sa distribution spatiale meˆme s’il reste plus e´leve´
dans les hautes latitudes et moins e´leve´ dans les re´gions de´sertiques e´galement. Excepte´ la petite
re´gion a` l’extreˆme Est de la Chine, le biais du produit ECMWF est positif apre`s correction du
facteur d’e´chelle comme le biais de VUA.
4.2.3.2 SMOS / AMSR-E(NSIDC) / ASCAT
Les cartes d’erreur des produits SMOS, NSIDC et ASCAT sont pre´sente´s sur la figure 4.9.
La triple collocation a e´te´ applique´e sur 247 798 points, ce qui repre´sente une diminution de
20% de la surface e´tudie´e qui est duˆ au fait que dans ce triplet, trois produits d’humidite´ de´rive´s
d’observations satellites sont compare´s alors que pre´ce´demment deux produits satellite et un
produit mode`le e´taient compare´s. Le mode`le ECMWF retrouve l’humidite´ partout et n’a pas
de proble`me de largeur de fauche´e alors qu’ASCAT e´tant un satellite, le nombre de points
disponibles pour la comparaison est moins e´leve´.
SMOS fournit des erreurs plus basses sur 21% des points (dont 14% significativement) contre
35% (dont 7% significativement) pour NSIDC et 44% (dont 19% significativement) pour AS-
CAT. Avec ce triplet, on remarque que les produits ASCAT et NSIDC sont les meilleurs mais
finalement pas de manie`re significative compare´s au produit SMOS. Les meilleures performances
de SMOS se situent en Afrique du Nord, au Moyen-Orient, a` l’Ouest des Etats-Unis et a` l’Ouest
de l’Australie, ce qui correspond aux zones de pre´dilection de SMOS avec le triplet pre´ce´dent. En
revanche, SMOS obtient une forte erreur en Europe, a` l’Est de l’Ame´rique du Sud, en Afrique
centrale et dans les re´gions aux hautes latitudes. Le produit NSIDC obtient des erreurs tre`s
e´leve´es quasiment partout sauf en Afrique du Nord sur le de´sert du Sahara. Quant aux erreurs
ASCAT, elles sont plus distribue´es et ne sont pas plus e´leve´es aux hautes latitudes. Elles res-
tent cependant fortes aux Etats-Unis, en Europe et en Australie. On peut noter e´galement que
l’erreur est plus forte dans la zone de transition en Afrique ou` les foreˆts sont peu denses entre
le de´sert aride du Sahara et les re´gions chaudes et humides pre`s de l’e´quateur ou` les foreˆts sont
tre`s denses.
La carte de facteur d’e´chelle du produit NSIDC (fig. 4.10) montre des valeurs extreˆmement
faibles et infe´rieures a` 1. Cela veut dire que le produit NSIDC utilise une gamme de valeurs
d’humidite´ beaucoup plus large que SMOS et qu’un facteur d’e´chelle tre`s petit est ne´cessaire
pour faire correspondre ces largeurs de gamme. Si SMOS de´crit une humidite´ entre 0.1 et 0.2
m3/m3 et que dans un meˆme temps NSDIC donne des valeurs entre 0.2 et 0.4 m3/m3 un facteur
d’e´chelle de 0.5 est ne´cessaire pour que les deux largeurs de gammes se correspondent. Ces
facteurs d’e´chelle tre`s faibles de´notent donc un sur-dynamisme du produit NSIDC par rapport
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(a) Erreur SMOS
(b) Erreur NSIDC
(c) Erreur ASCAT
(d) Meilleur jeu de donne´es
Figure 4.9 – Erreurs relatives de SMOS, NSDIC et ASCAT pre´sente´es a` l’e´chelle globale et
issues de la triple collocation applique´e en 2010 sur SMOS-NSIDC-ASCAT. Le meilleur jeu de
donne´es est celui dont l’erreur est significativement la plus basse.
Distribution spatiale de l’erreur variable SMOS a` l’e´chelle globale 69
(a) Biais NSIDC
(b) Biais ASCAT
(c) Facteur d’e´chelle NSIDC
(d) Facteur d’e´chelle ASCAT
Figure 4.10 – Biais et facteurs d’e´chelle de NSIDC et d’ASCAT par rapport a` SMOS, calcule´s
a` partir des e´quations (4.6) et (4.7).
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au produit SMOS. ASCAT en revanche pre´sente une distribution spatiale du facteur d’e´chelle
inte´ressante avec soit une valeur tre`s e´leve´e, soit une valeur tre`s faible mais pas de valeur
interme´diaire. On peut constater ainsi qu’en Europe, en Afrique du Nord, au moyen Orient, les
facteurs d’e´chelle sont tre`s bas et qu’en Asie centrale, en Afrique centrale, en Ame´rique du Sud,
ils sont tre`s e´leve´s.
Le biais entre SMOS et NSIDC est tre`s stable partout sur le globe (entre 0 et 0.1 m3/m3).
Il est quasi nul sur les re´gions a` faible ve´ge´tation : Afrique du Nord, moyen Orient, Australie.
Le biais ASCAT e´volue beaucoup plus et atteint 0.5 m3/m3 sur les re´gions aux hautes latitudes
mais reste faible partout ailleurs malgre´ quelques hausses en Australie notamment.
4.2.3.3 SMOS / AMSR-E(VUA) / ASCAT
La figure 4.11 montre les cartes des erreurs SMOS, VUA et ASCAT ou` la triple colloca-
tion a e´te´ applique´e sur 210 368 points au total. Moins de points sont disponibles qu’avec le
triplet pre´ce´dent alors que seul le produit NSIDC a e´te´ remplace´ par le produit VUA. Meˆme
si ces deux produits utilisent les meˆmes observations d’AMSR-E pour retrouver l’humidite´,
leurs algorithmes sont tre`s diffe´rents et VUA retrouve moins souvent une valeur d’humidite´ que
NSIDC.
SMOS posse`de une erreur plus faible sur 21% des points (dont 12% significativement) alors
que VUA a une meilleure performance sur 34% (15% significativement) et ASCAT sur 45% (dont
19% significativement). Avec ce triplet, on peut noter que les trois produits sont e´quivalents
car ils obtiennent a` peu pre`s le meˆme nombre de points ou` ils sont significativement meilleurs.
Comme cela a e´te´ le cas pre´ce´demment, SMOS obtient de meilleurs re´sultats en Afrique du
Nord, au moyen Orient, a` l’Ouest des Etats-Unis, en Asie centrale et en Australie ; et a de
moins bonnes performances en Europe, sur les re´gions aux hautes latitudes, en Asie, en Afrique
centrale. Le produit VUA pre´sente de faibles erreurs en Afrique du Nord, en Asie centrale et
a` l’Ouest des Etats-Unis et a de moins bonnes performances a` l’Est des Etats-Unis, en Europe
au Sud de l’Ame´rique du Sud et en Australie. La carte des erreurs ASCAT est relativement
homoge`ne sauf aux Etats-Unis et au Sud de l’Ame´rique du Sud ou` les erreurs sont plus e´leve´es.
La carte du facteur d’e´chelle du produit VUA par rapport a` SMOS (fig. 4.12) ne suit pas
particulie`rement de forme spatiale inte´ressante. On peut noter tout de meˆme l’homoge´ne´ite´
de ce facteur sur l’Australie qui oscille autour de 1 alors que partout ailleurs, il e´volue tre`s
rapidement spatialement. Le facteur d’e´chelle ASCAT ressemble a` celui du triplet pre´ce´dent
avec des valeurs qui sont soit tre`s e´leve´es, soit tre`s faibles. Les valeurs hautes se trouvent sur
toute l’Europe et l’Asie centrale, sur les Etats-Unis, l’Ame´rique du Sud et l’Afrique centrale
alors que les valeurs basses sont sur l’Afrique du Nord et le moyen Orient ou` il n’y a quasiment
aucune ve´ge´tation.
Concernant les cartes de biais (fig. 4.12), on retrouve ce biais positif de 0.5 m3/m3 sur les
hautes latitudes aussi bien pour VUA que pour ASCAT. Le biais VUA reste ne´anmoins assez
stable et bas apre`s une zone de transition avec ces re´gions a` haute latitude. Le biais ASCAT
n’est pas aussi homoge`ne et peut beaucoup varier spatialement.
4.2.3.4 Distribution spatiale de l’erreur variable de SMOS
Le calcul de l’erreur globale SMOS a` travers la triple collocation a e´te´ effectue´ en comparant
le produit SMOS a` d’autres produits satellite et mode`le. Les trois essais de triple collocation
sur trois triplets diffe´rents concordent quant a` la distribution de l’erreur SMOS montrant de
meilleures performances en Ame´rique du Nord, en Afrique du Nord, au Moyen-Orient, en Asie
centrale et en Australie. En ge´ne´ral, SMOS donne de meilleurs re´sultats en Ame´rique du Nord,
dans l’ouest de l’Asie et en Australie. Ces re´gions en particulier n’ont pas de source majeure
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(a) Erreur SMOS
(b) Erreur VUA
(c) Erreur ASCAT
(d) Meilleur jeu de donne´es
Figure 4.11 – Erreurs relatives de SMOS, VUA et ASCAT pre´sente´es a` l’e´chelle globale et
issues de la triple collocation applique´e en 2010 sur SMOS-VUA-ASCAT. Le meilleur jeu de
donne´es est celui dont l’erreur est significativement la plus basse.
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(a) Biais VUA
(b) Biais ASCAT
(c) Facteur d’e´chelle VUA
(d) Facteur d’e´chelle ASCAT
Figure 4.12 – Les biais et facteurs d’e´chelle de VUA et d’ASCAT par rapport a` SMOS. Ils ont
e´te´ calcule´s a` partir des e´quations (4.6) et (4.7).
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identifie´e qui brouillerait le signal rec¸u par l’instrument SMOS, ce qui pourrait eˆtre une expli-
cation de cette localisation.
Bien que les erreurs des trois triplets pre´ce´dents aient e´te´ calcule´es avec le meˆme jeu de
donne´es de re´fe´rence, elles ne peuvent pas eˆtre compare´es car les dates communes ne sont pas
les meˆmes pour trois triplets. En revanche, leurs distributions spatiales sont tre`s similaires sur
les trois cartes d’erreur SMOS ainsi ge´ne´re´es (fig. 4.7, 4.9 et 4.11). Les re´gions ou` SMOS donne
de bons re´sultats sont identiques pour les trois triplets teste´s. On pouvait s’interroger sur la
possible corre´lation entre les erreurs SMOS et les erreurs ECMWF (les donne´es ECMWF sont
utilise´es dans l’algorithme SMOS donc si ECMWF pre´sente une erreur, elle va se propager) mais
les cartes d’erreur montrent bien que la distribution ge´ne´rale de l’erreur SMOS est la meˆme pour
les trois triplets. Ainsi, ces cartes d’erreur peuvent eˆtre utilise´es pour comprendre quelles sont
les sources de ces erreurs et re´pondre a` ce type de question : pourquoi SMOS a une erreur
plus faible en Australie qu’en Europe ? Il n’existe pas de re´ponse directe mais tre`s certainement
qu’un ensemble de circonstances a amene´ l’algorithme SMOS a` retrouver une humidite´ plus ou
moins pre´cise : comme la texture du sol, l’occupation du sol ou la pre´sence d’interfe´rences.
4.3 Analyse re´gionale et globale de l’erreur variable de SMOS
La distribution spatiale a` l’e´chelle globale des erreurs variables de SMOS a e´te´ de´termine´e par
triple collocation. A l’aide de deux me´thodes statistiques base´es sur l’analyse de la variance et sur
une classification, ces erreurs vont eˆtre relie´es a` des parame`tres physiques ou algorithmiques.
L’analyse de la variance permettra de de´terminer quel parame`tre est responsable de quelle
proportion d’erreur et la classification permettra de mettre en avant des ensembles de valeurs
de ces parame`tres qui conduisent a` de tre`s fortes ou de tre`s faibles erreurs. Ces parame`tres
pouvant varier fortement re´gionalement, une e´tude globale et continentale est mene´e.
4.3.1 Pre´sentation des parame`tres physiques et algorithmiques possiblement
lie´s a` l’erreur variable de SMOS
Afin de retrouver les principales sources des erreurs SMOS, les parame`tres ge´ophysiques
suivants ont e´te´ e´tudie´s :
– le pourcentage de sable dans le sol (% sable),
– le pourcentage d’argile (% argile),
– la probabilite´ d’occurrence d’interfe´rences en 2010 (RFI),
– la fraction de foreˆt vue par l’instrument SMOS (FFO),
– la fraction de zone humide (FWL),
– la fraction d’eau pure (FWP),
– la fraction d’eau sale´e (FWS),
– la fraction de sol nu ou aride (FEB),
– la fraction de glace (FEI) et
– la fraction de zone urbaine (FEU).
Ce sont les fractions que l’instrument SMOS est suppose´ voir et elles ont e´te´ de´termine´es par
les classes ECOCLIMAP et peuvent ne pas correspondre a` la re´alite´ mais c’est pour l’instant
la meilleure estimation disponible a` l’e´chelle globale de ce que voit l’instrument. La fraction de
ve´ge´tation basse n’a pas e´te´ ajoute´e a` l’e´tude car elle correspond a` une combinaison d’autres
fractions (leur somme est e´gale a` 1) et si elle avait e´te´ ajoute´e, elle serait devenue un parame`tre
de contrainte. Le but de cette e´tude est avant tout de trouver les ensembles de parame`tres qui
de´te´riorent les performances de SMOS et les zones a` faible ve´ge´tation n’en font pas partie. De
plus, les parame`tres de gel et de neige n’ont pas e´te´ pris en compte car ce sont des parame`tres
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Figure 4.13 – Me´diane (trait rouge), 1er et 3e`me quartile (boˆıte bleue) de chaque parame`tre
e´tudie´ a` l’e´chelle globale et continentale en 2010 (a` l’exception des fraction d’eau sale´e et de
glace car elles e´taient nulles ou tre`s proches de 0 pour tous les continents). L’erreur SMOS est
issue de la triple collocation entre SMOS, VUA et ECMWF.
qui e´voluent dans le temps et les erreurs SMOS sont ici fixes pour l’anne´e 2010 donc elles doivent
eˆtre compare´es a` des e´le´ments fixes tels que l’occupation du sol. Une probabilite´ d’occurrence
comme les RFI aurait pu eˆtre envisage´e pour les e´ve`nements de neige et de gel.
La carte des erreurs SMOS retrouve´es a` partir du triplet SMOS - VUA - ECMWF est choisie
pour cette e´tude car c’est le triplet qui comporte le plus de points et qui couvre donc plus de
surface. Il est ainsi plus repre´sentatif.
Les valeurs moyennes et les e´cart-types de l’erreur variable de SMOS et des parame`tres
e´tudie´s ont e´te´ calcule´s pour l’anne´e 2010 et sont montre´s en figure 4.13. Comme pre´ce´demment
remarque´ sur la carte des erreurs SMOS (fig. 4.7), l’Afrique du Nord et l’Australie sont les
deux continents ou` l’erreur SMOS est la plus faible : 0.040 m3/m3 et 0.043 m3/m3. L’erreur est
cependant plus homoge`ne en Australie avec un e´cart-type plus faible (0.015 m3/m3).
Le pourcentage d’argile est relativement stable sur tous les continents (autour de 24%).
L’Ame´rique du Sud est le continent ou` ce parame`tre est le plus he´te´roge`ne avec un grand
e´cart-type de 10% alors que l’Asie de l’Est est la plus homoge`ne avec un e´cart-type de 5%.
Le pourcentage de sable est bien plus he´te´roge`ne que l’argile. Les sols d’Afrique du Sud et
d’Australie sont ceux ou` le taux de sable est le plus e´leve´ (55.9% et 55.6%) alors que l’Asie
de l’Est est encore la re´gion la plus he´te´roge`ne avec un e´cart-type de 9%. Les interfe´rences
radio-fre´quences n’affectent pas tous les continents de manie`re e´gale. Alors que l’Australie,
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Tableau 4.1 – Coefficients de corre´lation de la re´gression line´aire multiple a` l’e´chelle globale puis
continentale.
Global
Am. Am.
Europe
Af. Af. Asie Asie
Australie
Nord Sud Nord Sud Cent. Est
Rtot 0.455 0.425 0.470 0.540 0.387 0.606 0.523 0.451 0.610
l’Ame´rique et l’Afrique du Sud ne sont quasiment pas concerne´s, l’Europe, l’Afrique du Nord et
l’Asie sont hautement contamine´s par ces interfe´rences. De plus, ces statistiques ne concernent
que les points ou` une valeur d’humidite´ a e´te´ retrouve´e et il existe un tre`s grand nombre
de points ou` les interfe´rences sont tellement fortes qu’aucune valeur d’humidite´ ne peut eˆtre
retrouve´e. Si on avait conside´re´ ces points, les statistiques concernant les interfe´rences auraient
e´te´ bien plus e´leve´es. La fraction de foreˆt estime´e par ECOCLIMAP (et que l’on suppose vue par
l’instrument SMOS) est tre`s he´te´roge`ne, plus spe´cialement en Afrique du Nord et en Australie.
Les autres fractions ne repre´sentent pas une grande proportion de ce qui est vu par le radiome`tre.
Cependant, il peut eˆtre note´ qu’il y a plus de zones humides en Europe et en Asie de l’Est, plus
d’eau libre en Ame´rique du Nord, plus de sol nu ou aride en Afrique du Nord et plus de zones
urbaines en Europe et en Ame´rique du Nord.
4.3.2 Analyse de la variance (ANOVA)
4.3.2.1 Principe et the´orie
L’analyse de la variance (ANOVA) est une me´thode statistique s’appuyant sur les e´volutions
de la variance de chaque parame`tre qui permet de de´terminer quel parame`tre est responsable de
quelle proportion d’erreur. Plus pre´cise´ment, cette me´thode e´tudie la relation entre une variable
Y et plusieurs variables explicatives X1, X2, · · · , Xn. Cette me´thode n’est repre´sentative que de
la forme line´aire suivante (ou` δ est le terme d’erreur qui reste non explique´) :
Y = α0 + α1X1 + α2X2 + · · ·+ αnXn + δ (4.9)
< ε2smos > = αo + αclayXclay + αsandXsand + αRFIXRFI +
αFFOXFFO + αFWLXFWL + αFWPXFWP + αFWSXFWS + (4.10)
αFEBXFEB + αFEIXFEI + αFEUXFEU + δ
Si les variables explicatives n’ont pas la meˆme unite´ que la variable a` expliquer Y , ce qui
est le cas dans cette e´tude, il est absolument ne´cessaire de normaliser chaque variable avant
de l’utiliser dans cette relation line´aire. Autrement, cette e´quation n’a pas de sens. Tous les
parame`tres α sont ensuite calcule´s avec la me´thode classique des moindres carre´s.
L’ANOVA est une me´thode statistique utilise´e pour e´tudier la modification de la moyenne
d’une variable selon l’influence d’une ou de plusieurs variables explicatives. Les coefficients αi
sont alors les fractions de variance de Y explique´es par les variables Xi. Dans cette e´tude, on
cherche a` expliquer la distribution de l’erreur variable de SMOS a` l’aide de plusieurs parame`tres
et on dira qu’un parame`tre a une influence positive lorsque son coefficient α est ne´gatif, i.e. une
augmentation de la valeur de ce parame`tre entraˆıne une diminution de l’erreur.
4.3.2.2 Re´sultats
Puisque l’on dispose de dix variables explicatives X et afin de ne garder que les variables
qui expliquent re´ellement Y , les variables expliquant moins d’1% de la variance de l’erreur
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Tableau 4.2 – Pourcentages de la variance de l’erreur SMOS explique´s par chaque variable
explicative : pourcentages de sable et d’argile, probabilite´ moyenne de RFI sur 2010 (RFI),
fraction de foreˆt (FFO), fraction de zone humide (FWL), fraction d’eau libre (FWP), fraction
d’eau sale´e (FWS), fraction de sol aride (FEB), fraction de surface gele´e (FEI) et fraction de
zone urbaine (FEU).
% %
RFI FFO FWL FWP FWS FEB FEI FEU
sable argile
Global 22.2 0.1 1.7 56.8 7.2 3.3 2.4 2.0 0.1 4.2
Am. Nord 7.8 2.6 0.6 66.9 3.5 4.0 4.5 2.5 0.6 7.0
Am. Sud 39.3 1.4 6.2 42.8 0.1 4.8 2.5 1.2 0.1 1.6
Europe 3.5 42.7 24.4 7.9 9.3 2.4 4.2 0.2 0.2 5.2
Af. Nord 2.3 14.7 18.1 50.2 3.4 4.7 1.2 0.1 - 5.3
Af. Sud 8.1 37.9 2.8 48.2 0.6 1.4 0.3 0.5 - 0.2
Asia cent. 0.8 5.3 47.0 34.7 3.1 3.4 4.7 0.3 0.2 0.5
Asia Est 9.2 29.7 15.6 9.7 15.8 2.9 3.4 13.2 0.0 0.5
Australie 52.5 1.9 11.8 29.5 0.2 2.4 1.3 0.3 - 0.1
SMOS d’apre`s l’ANOVA sont retire´es du mode`le de re´gression. Les coefficients de corre´lations
du mode`le de re´gression line´aire sont indique´s dans le tableau 4.1. Les valeurs de corre´lation
peuvent paraˆıtre faibles mais ils sont suffisants compte tenu du nombre de variables explicatives
pour poursuivre l’analyse.
L’influence de chaque parame`tre explicatif sur la variance de l’erreur SMOS est pre´sente´e
sous forme de diagramme sur la figure 4.14 et les proportions exactes sont indique´es dans le
tableau 4.2.
A l’e´chelle globale, la re´gression line´aire multiple suivie de l’ANOVA montre que plus de la
moitie´ (57%) de la variation de l’erreur SMOS est due a` la variation de la fraction de foreˆt, avec
une influence ne´gative, c’est a` dire que plus le radiome`tre voit de la foreˆt, plus l’erreur SMOS
est grande. La deuxie`me variable explicative la plus importante est le pourcentage de sable dans
le sol, repre´sentant 22% de la variation de l’erreur SMOS avec une influence ne´gative e´galement.
Le troisie`me parame`tre le plus influent est la fraction de zones humides avec 7% en ne´gatif. En
plus de repre´senter 86% de l’erreur SMOS, il est important de noter que si l’un de ces trois
parame`tres est mal estime´ cela aura un impact non ne´gligeable sur l’erreur SMOS finale.
Les RFI n’ont pas une grande influence a` l’e´chelle globale sur l’erreur SMOS (moins de 2%).
Cependant, son influence peut eˆtre tre`s grande a` l’e´chelle re´gionale.
La seule influence positive a` l’e´chelle globale est la fraction de sol nu ou aride (FEB), i.e.,
plus il y a de sol nu, moins l’erreur est grande. Ces re´sultats e´taient globalement attendus
puisque les fractions d’eau, de zones humides, de zones urbaines ou de foreˆt perturbent le signal
et rendent plus complique´e la mode´lisation de l’humidite´ du sol sur les zones conside´re´es.
A l’e´chelle continentale, de nombreuses diffe´rences peuvent eˆtre identifie´es. La fraction de
foreˆt (FFO) qui est le facteur le plus influent a` l’e´chelle globale, est toujours la plus influente sur
la majorite´ des continents mais son influence ne repre´sente que 10% en Europe et Asie de l’Est
alors qu’elle repre´sente au moins 30% sur les autres continents. Il est possible que le mode`le de
foreˆt imple´mente´ dans l’algorithme SMOS soit plus adapte´ aux foreˆts europe´ennes.
Sur l’Ame´rique du Nord, la fraction de foreˆt repre´sente 67% de la variation de l’erreur
SMOS. En effet, les erreurs SMOS ont e´te´ identifie´es comme e´tant plus importantes sur les
hautes latitudes et ce sont sur ces re´gions que les foreˆts se densifient (fig. 4.7). Les deuxie`me
et troisie`me parame`tres les plus influents sont la fraction de zone urbaine et le pourcentage
de sable dans le sol avec 8% et 7% respectivement. Sur ce continent, l’influence positive du
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Figure 4.14 – Influence de chaque parame`tre sur l’erreur SMOS a` l’e´chelle globale et conti-
nentale : pourcentage de sable et d’argile (% sand, % clay), probabilite´ moyenne d’occurrence
de RFI en 2010 (RFI), fraction de foreˆt (FFO), fraction de zone humide (FWL), fraction d’eau
pure (FWP), fraction d’eau sale´e (FWS), fraction de sol nu ou aride (FEB) et la fraction de
zone urbaine (FEU). Une part de diagramme de´tache´e repre´sente une influence ne´gative et une
part attache´e une influence positive.
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sable sur l’erreur SMOS est un re´sultat plutoˆt inattendu. Cette influence positive du sable est
e´galement retrouve´e en Europe et en Ame´rique du Sud.
En Ame´rique du Sud, le pourcentage de sable et la fraction de foreˆt ont quasiment la meˆme
proportion d’influence avec 39% et 43%. Ainsi, la texture du sol joue un roˆle majeur dans
l’erreur SMOS sur ce continent. La texture du sol a e´galement une grande influence en Europe
(46%), en Afrique du Sud (46%), en Asie de l’Est (39%) et en Australie (54%). Cependant,
cette influence de la texture n’est pas toujours repre´sente´e de la meˆme manie`re : par l’argile
avec une influence positive en Europe (43%) et Asie de l’Est (30%), avec une influence ne´gative
en Afrique du Sud (38%). Le sable a une influence ne´gative en Australie (53%) et positive en
Ame´rique du Sud (39%). A l’e´chelle globale, l’influence de la texture du sol est repre´sente´e par
le sable ne´gativement (22%).
Les RFI influencent l’erreur SMOS plus significativement en Asie centrale (47%), en Europe
(24%), en Afrique du Nord (18%) et en Asie de l’Est (16%). Pour l’Asie de l’Est, ces statistiques
auraient pu eˆtre bien plus e´leve´es si on avait e´galement pris en compte le nombre de points
tellement affecte´s par les RFI qu’aucune valeur d’humidite´ n’a pu eˆtre retrouve´e. Sur les trois
autres continents cite´s, les RFI ne sont clairement pas ne´gligeables, plus spe´cialement au centre
de l’Asie ou` les interfe´rences sont le premier facteur d’influence.
L’influence de la foreˆt en Australie peut paraitre surprenant sur un continent qui ne posse`de
pas de grande foreˆt dense comme l’Afrique. Cependant, les erreurs SMOS sont tre`s faibles en
Australie sauf pre`s des coˆtes (fig. 4.7) ou` se situent les foreˆts les plus denses.
4.3.3 Classification des erreurs
Apre`s avoir de´termine´ les principales sources des erreurs variables de SMOS avec une
re´gression line´aire multiple, une classification de ces erreurs permet de pre´dire une erreur
moyenne en fonction d’un ensemble de valeurs des diffe´rents parame`tres. Ainsi il est possible de
mettre en e´vidence des ensembles de valeurs qui conduisent a` de tre`s fortes ou de tre`s faibles
erreurs. La me´thode utilise´e dans cette partie est le CART (Classification And Regression Tree,
Breiman et al. (1984)). La premie`re e´tape de cette me´thode est de cre´er des classes dont les
valeurs des erreurs soient les moins disperse´es. La seconde e´tape consiste de fac¸on graphique
a` construire un arbre de de´cision (ou de re´gression) qui explique comment ces classes ont e´te´
construites.
4.3.3.1 Principe et the´orie
Le principal objectif de la classification est de re´sumer et de pre´dire une variable par un en-
semble de parame`tres explicatifs. La classification se re´alise re´cursivement en examinant chaque
parame`tre et chaque valeur seuil possible afin de cre´er les classes les plus homoge`nes possibles
(les valeurs contenues dans ces classes sont donc de moins en moins disperse´es). Dans notre cas,
on essaie de cre´er des groupes rassemblant des valeurs des parame`tres explicatifs (texture du
sol, fraction de foreˆt, interfe´rences,...) qui correspondent a` un niveau e´quivalent d’erreur SMOS.
Soient xi un parame`tre explicatif et sj une valeur de ce parame`tre, alors le de´coupage xi < sj
et xi ≥ sj divise le jeu de donne´es en deux ensembles disjoints que l’on peut appeler partitions
ou classes. Les partitions continuent d’eˆtre cre´e´es jusqu’a` ce qu’un certain niveau d’homoge´ne´ite´
dans toutes les classes cre´e´es soit atteint.
L’homoge´ne´ite´ a` l’inte´rieur d’une classe est repre´sente´e par l’index de Gini I (Gini, 1912)
qui mesure la dispersions des donne´es contenues dans une classe. Si on de´note les classes par k
(k = 1, · · · , C, ou` C est le nombre total de classes), alors l’index de Gini de la partition A est
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de´fini par :
I(A) = 1−
C∑
k=1
p2k (4.11)
ou` pk est la fraction des observations qui appartiennent a` la classe k a` l’inte´rieur de la partition A.
I = 0 repre´sente la parfaite homoge´ne´ite´ ou` seulement une classe est pre´sente dans la partition
alors que I = (C − 1)/C repre´sente l’he´te´roge´ne´ite´ comple`te ou` toutes les classes apparaissent
e´quitablement dans la partition.
Si la somme des indices de Gini des deux possibles partitions est infe´rieure a` l’indice de
la partition a` de´couper, c’est que l’homoge´ne´ite´ a e´te´ ame´liore´e et on accepte le de´coupage.
Afin d’e´viter de trop partitionner et finalement de ne capturer que du bruit (sur-apprentissage),
l’arbre de de´coupage ainsi forme´ est e´lague´. Le niveau d’e´lagage est controˆle´ par le parame`tre de
complexite´ (cp). Tout de´coupage qui n’ame´liore pas le taux de variance explique´e d’un facteur cp
n’est pas re´alise´. Ce taux de variance explique´e est repre´sente´ par le coefficient de de´termination
qui est le carre´ du coefficient de corre´lation (R2). Ainsi, du temps de calcul est e´conomise´ puisque
les de´coupages qui n’en valent pas la peine ne sont pas effectue´s. Dans cette e´tude, le coefficient
de complexite´ cp est fixe´ arbitrairement a` 0.01 aussi bien a` l’e´chelle globale que continentale
pour que les re´sultats restent comparables.
4.3.3.2 Re´sultats
4.3.3.2.1 A l’e´chelle globale. Un arbre de re´gression a e´te´ ge´ne´re´ pour la Terre entie`re
et se termine avec 6 feuilles (fig. 4.15). Ces feuilles repre´sentent la fin de plusieurs de´cisions
menant ainsi a` une valeur moyenne de l’erreur SMOS. Cinq de´cisions ont e´te´ ope´re´es et ont e´te´
conside´re´es comme les plus discriminantes pour diviser le jeu de donne´es global par l’algorithme
CART. Les de´cisions menant a` l’erreur SMOS la plus faible (0.031 m3/m3) ont e´te´ : pas de
pre´sence de foreˆt dans le champ de vue du radiome`tre ni d’eau libre (FFO= 0 et FWP= 0). Ces
deux parame`tres accompagne´s de leur valeur seuil ont diffe´rencie´ au mieux le jeu de donne´es.
Au contraire, les de´cisions menant a` l’erreur SMOS la plus forte ont e´te´ : FFO> 0 et RFI≥ 0.07.
Si une foreˆt est de´tecte´e dans le champ de vue du radiome`tre et que la probabilite´ d’interfe´rence
est supe´rieure a` 7% en moyenne alors l’erreur moyenne SMOS est de 0.070 m3/m3.
Le premier de´coupage est extreˆmement discriminant en terme de valeur moyenne de l’erreur
puisque s’il n’y a pas de foreˆt, l’erreur moyenne est de 0.037 m3/m3 alors que s’il y a de la
foreˆt l’erreur moyenne s’e´le`ve a` 0.058 m3/m3. La de´cision vraie concerne un tiers de points
alors que la de´cision faux rassemble les deux tiers des points. En pre´sence de foreˆt, la deuxie`me
de´cision porte sur la pre´sence d’interfe´rence. Une valeur seuil de 7% correspond a` une probabilite´
d’occurrence moyenne sur 2010. Si un point a e´te´ affecte´ par les interfe´rences moins de 7% dans
ses observations, la de´cision suivante concerne encore la pre´sence de foreˆt mais cette fois ci avec
une valeur seuil plus e´leve´e de 0.15, i.e., 15% du champ de vue du radiome`tre est couvert de
foreˆt. Si cette condition est vraie, alors une dernie`re de´cision concernant la pre´sence ou non de
zone humide se pre´sente. Cette dernie`re de´cision n’est cependant pas ne´gligeable puisque si elle
est vraie, l’erreur moyenne est de 0.048 m3/m3 contre 0.066 m3/m3 si elle est fausse.
Les deux analyses (ANOVA et CART) ont donne´ des re´sultats comple´mentaires. L’ANOVA
a calcule´ la part de la variance de l’erreur SMOS qui est explique´e par chaque parame`tre. Le
CART a de´termine´ par quelle variable avec quelle valeur seuil, le jeu de donne´es des erreurs
SMOS pouvait eˆtre de´coupe´ afin que chaque sous-ensemble puisse eˆtre le plus homoge`ne possible
et qu’il soit explicable diffe´remment. Cela a cre´e´ une liste de de´cisions et l’erreur moyenne SMOS
de´pend de ces de´cisions. Meˆme si certaines variables explicatives n’ont pas un impact important
dans l’ANOVA, elles peuvent avoir une tre`s grande influence sur le de´coupage du jeu de donne´es
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Figure 4.15 – Arbre de re´gression de l’erreur SMOS a` l’e´chelle globale. Dans les rectangles sont
inscrites les conditions de de´coupage, ainsi que l’erreur moyenne de l’erreur avant la de´cision
et le nombre et/ou le pourcentage de points qui sont concerne´s. Si la condition est remplie,
alors la branche vrai de l’arbre est suivie. La fin de chaque branche se termine par une feuille
repre´sente´e par un cercle avec la valeur moyenne de l’erreur SMOS (en m3/m3) et le nombre de
points.
des erreurs SMOS. Par exemple, a` l’e´chelle globale, les RFI n’expliquent que 1.7% de la variance
de l’erreur SMOS d’apre`s l’ANOVA alors que c’est le deuxie`me plus important parame`tre dans
l’arbre de de´cision qui me`ne a` l’erreur la plus e´leve´e d’apre`s le CART.
4.3.3.2.2 A l’e´chelle continentale. Des arbres de re´gression comme celui de la figure 4.15
ont e´te´ ge´ne´re´s pour chaque continent (annexe B). Les de´cisions menant aux valeurs moyennes
les plus faibles et les plus e´leve´es de l’erreur SMOS sont re´sume´es dans le tableau 4.3. Le CART
est stoppe´ de la meˆme manie`re que pre´ce´demment a` l’aide du parame`tre de complexite´ qui
est toujours fixe´ a` 0.01. La fraction de foreˆt (FFO) est implique´e dans toutes les de´cisions
continentales et cette fraction est dans la plupart des cas la premie`re variable a` eˆtre utilise´e
pour diviser le jeux de donne´es.
L’Afrique du Nord, l’Afrique du Sud et l’Australie sont les trois continents ou` la dernie`re
branche a mene´ aux erreurs moyennes SMOS les plus faibles. En Afrique du Nord, plus de 50%
des points ve´rifient les conditions FFO= 0, FEU= 0 et FWP= 0 et obtiennent ainsi une erreur
SMOS de 0.026 m3/m3 en moyenne. En Afrique du Sud, 17% des points ve´rifient la simple
de´cision FFO= 0 pour une erreur moyenne de 0.031 m3/m3. Enfin en Australie, 40% des points
satisfont les conditions FF0= 0 et %argile< 19.1 pour une erreur moyenne de 0.033 m3/m3.
L’Asie de l’Est et l’Asie centrale sont les deux re´gions que le CART a identifie´ comme
Conclusions et perspectives 81
Tableau 4.3 – Valeurs des parame`tres qui me`nent a` l’erreur SMOS la plus faible et la plus e´leve´e
pendant le processus de classification. Les parame`tres sont indique´s dans l’ordre d’apparition
dans l’arbre de re´gression et les erreurs moyennes SMOS sont entre parenthe`ses.
Erreur SMOS % Erreur SMOS %
la plus faible points la plus e´leve´e points
Global
FFO= 0, FWP= 0
21.8
FFO> 0, RFI≥ 0.07
16.3
(0.031) (0.070)
Am. du Nord
FFO= 0, FWP= 0
12.1
FFO > 0, %argile≥ 20.4
17.2
(0.037) (0.067)
Am. du Sud
FFO= 0, RFI< 6.10−3,
23.9
FFO> 0, %sable< 44,
11.8%sable≥ 40, FEU= 0 FWP> 0
(0.043) (0.070)
Europe
FFO= 0, RFI< 0.16,
8.9
FFO> 0, RFI≥ 0.06
56.3FWL= 0, FEU= 0
(0.038) (0.068)
Af. du Nord
FFO= 0, FEU= 0,
50.6
FFO> 0
22.1FWP= 0
(0.026) (0.064)
Af. du Sud
FFO= 0
16.7
FFO≥ 0.32, %argile< 17.4
18.7
(0.031) (0.068)
Asie centrale
RFI< 0.11, FFO= 0
24.0
RFI≥ 0.11, FFO> 0
30.6
(0.038) (0.076)
Asie de l’Est
RFI< 0.20, FFO= 0
10.0
RFI≥ 0.20, %argile≥ 22.2
20.6FWL= 0
(0.049) (0.080)
Australie
FFO= 0, %argile< 19.1
39.7
FFO≥ 0.24
8.6
(0.033) (0.061)
e´tant celles menant aux erreurs les plus e´leve´es en moyenne. Sur l’Asie de l’Est, les conditions
RFI≥ 0.20 et %argile≥ 22.2 sont remplies par 21% des points pour une erreur SMOS moyenne
de 0.080 m3/m3. En Asie centrale, 31% des points ve´rifient les conditions RFI≥ 0.11 et FFO> 0
pour une erreur moyenne de 0.76 m3/m3.
On peut remarquer que la classification pour l’Ame´rique du Sud est cohe´rente avec les
re´sultats de l’ANOVA sur ce continent. Sur cette re´gion, le sable avait une influence positive, il
est donc normal de retrouver ici que l’erreur la plus basse est obtenue quand le sol en contient
au moins 40%.
4.4 Conclusions et perspectives
Le produit d’humidite´ SMOS est disponible depuis le 12 Janvier 2010. Dans cette e´tude, la
premie`re anne´e de donne´es a e´te´ utilise´e pour e´valuer la structure de l’erreur variable de SMOS
a` l’e´chelle globale. Afin d’y parvenir, la me´thode de la triple collocation a e´te´ applique´e a` SMOS
et d’autres jeux de donne´es d’humidite´ qui couvraient l’ensemble du globe e´galement : AMSR-
E(VUA), AMSR-E(NSIDC), ASCAT et le mode`le ECMWF. Les cartes d’erreur ont montre´ que
SMOS donne de meilleurs re´sultats (i.e., des erreurs variables plus faibles) que les autres jeux
de donne´es sur une partie de l’Ame´rique du Nord, en Australie et dans l’Ouest de l’Asie.
La me´thode de triple collocation ne tient pas compte de l’erreur de biais des produits teste´s,
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ce qui avantage les produits d’humidite´ de´rive´s a` partir d’algorithme de´tectant les changements
de niveaux d’humidite´. D’apre`s les re´sultats du chapitre pre´ce´dent, l’essentiel de l’erreur SMOS
se situe dans la variance alors que les autres produits pre´sentent un grand biais. Or la triple col-
location ne va traiter que la partie variables des produits d’humidite´ (utilisation des anomalies),
ce qui explique des re´sultats en de´faveur de SMOS.
Bien que les erreurs issues de la triple collocation applique´e a` un triplet ne peuvent pas
eˆtre compare´es a` des erreurs issues d’un autre triplet, la structure spatiale de l’erreur SMOS
a` l’e´chelle globale est la meˆme pour tous les triplets teste´s : erreurs e´leve´es en Asie de l’Est
et du Sud, en Europe et sur les zones a` forte ve´ge´tation (Amazonie, Afrique centrale, extreˆme
Nord de l’Ame´rique) et des erreurs faibles en Afrique du Nord, la pointe Sud de l’Afrique, dans
l’ouest de l’Asie, en Australie et sur une partie de l’Ame´rique du Nord. En obtenant des cartes
d’erreur similaires, on peut supposer que la triple collocation est une me´thode robuste au choix
du triplet.
Le deuxie`me objectif de ce chapitre e´tait de relier les valeurs et la structure des erreurs
variables de SMOS a` des parame`tres physiques comme la texture du sol (pourcentages de sable
et d’argile), la probabilite´ d’occurrence d’interfe´rences (RFI) et l’occupation du sol telle que
de´fini par ECOCLIMAP (fractions de foreˆt, de zone humide, d’eau libre, d’eau sale´e, de sol nu
ou aride, de glace et de zone urbaine vues par le radiome`tre). Une re´gression line´aire multiple
visant a` expliquer l’erreur variable de SMOS line´airement par ces parame`tres a e´te´ re´alise´e sur
chaque continent ainsi qu’a` l’e´chelle globale. Une analyse de la variance (ANOVA) a de´termine´
par la suite la proportion de variance de l’erreur qu’explique chaque parame`tre.
A l’e´chelle globale, la fraction de foreˆt explique la plupart de la variance de l’erreur SMOS
(57%) suivi de la texture du sol avec le pourcentage de sable (22%). Plus le radiome`tre voit de la
foreˆt ou du sol contenant beaucoup de sable, plus l’erreur SMOS sur l’humidite´ est grande. Ces
proportions varient grandement suivant les continents. En Europe, la proportion de variance
explique´e par la texture est de 46% suivie par les interfe´rences avec 24% alors qu’en Ame´rique
du Nord, la fraction de foreˆt expliquait 67% de la variance totale. Il est important de noter
aussi qu’une grande proportion correspond e´galement au besoin d’une grande pre´cision. Prenons
l’exemple de l’Australie ou` le pourcentage de sable explique 52% de la variance de l’erreur SMOS,
si ce parame`tre est mal e´value´ au de´part et n’est pas pre´cis, cela aura un impact important
sur l’erreur SMOS puisque plus de la moitie´ de la variance de cette erreur est explique´e par
la variance de la texture du sol. Par conse´quent, des cartes tre`s pre´cises de la texture et de
l’occupation du sol sont ne´cessaires a` l’e´chelle globale.
La pre´sence d’interfe´rence est un grand proble`me qu’il ne faut pas sous-estimer car elle a un
se´rieux impact sur les valeurs d’humidite´ retrouve´es par SMOS. Meˆme si la proportion explique´e
par les RFI de la variance de l’erreur est faible a` l’e´chelle globale, son influence est tre`s grande
en Asie, en Europe et en Afrique du Nord. De plus, les re´gions du globe les plus affecte´es par ces
RFI n’ont pas d’humidite´ retrouve´e car les observations sont bien trop pollue´es pour pouvoir
retirer une quelconque information biophysique. Si le nombre de points ou` l’humidite´ ne peut
pas eˆtre retrouve´e a` cause des interfe´rences avait e´te´ pris en compte, l’influence des RFI aurait
e´te´ bien plus grande.
Afin d’identifier le groupe de parame`tres qui me`ne aux erreurs les plus faibles et aux erreurs
les plus e´leve´es, une classification et un arbre de re´gression (CART) ont e´te´ re´alise´s sur les
re´sultats de chaque continent ainsi qu’a` l’e´chelle globale. A l’e´chelle globale, et pour la plupart
de continents, la fraction de foreˆt vue par le radiome`tre est le premier parame`tre a` eˆtre utilise´
pour diviser le jeu de donne´es. Sauf en Ame´rique du Sud, la valeur seuil de la fraction de foreˆt
est tre`s basse (max. 0.07) donc meˆme une tre`s petite fraction de foreˆt peut mener a` une valeur
tre`s e´leve´e de l’erreur SMOS. Dans l’ouest de l’Asie et en Asie de l’Est, les RFI sont le premier
parame`tre qui permet de faire la premie`re division. Ces deux re´gions sont extreˆmement affecte´es
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par les interfe´rences.
Dans cette e´tude, les parame`tres qui e´voluent avec le temps n’ont pas e´te´ pris en compte
comme la pre´sence de gel ou de neige et peuvent jouer un roˆle majeur dans l’explication de
l’erreur SMOS, essentiellement sur les re´gions aux hautes latitudes. Puisque l’algorithme SMOS
utilise les valeurs ECMWF pour estimer les contributions des diffe´rentes classes de couverture
du sol, il est possible que ECMWF influence les humidite´s retrouve´es par SMOS et que les
anomalies de ces deux jeux de donne´es soient corre´le´es. Ceci peut poser un proble`me lors de la
triple collocation car si les deux anomalies sont corre´le´es il faut ajouter un terme lors du calcul
de la covariance qui n’est pas facile a` estimer. Cependant, les re´sultats globaux et les structures
spatiales de l’erreur sont tre`s similaires pour les trois triplets donc l’analyse finale de l’erreur
SMOS reste inchange´e.
Un point qui n’a pas e´te´ couvert par cette e´tude est l’influence de l’uniformite´ ou de la
non-uniformite´ de la surface observe´e sur l’humidite´ retrouve´e. En effet, une sce`ne contenant
20% de foreˆt et 80% de ve´ge´tation basse peut eˆtre perc¸ue diffe´remment si la foreˆt est regroupe´e
ou si elle est disperse´e dans le champ de vue de l’instrument. Il est cependant attendu que si la
sce`ne est tre`s he´te´roge`ne avec plusieurs classes repre´sente´es, les contributions de chaque classe
doivent eˆtre estime´es et cela introduit d’autant plus d’erreur et d’incertitude dans l’humidite´
retrouve´e.
A partir des re´sultats de cette e´tude, plusieurs perspectives peuvent eˆtre envisage´es concer-
nant l’ame´lioration de l’algorithme SMOS. La variation de la fraction de foreˆt explique plus
de la moitie´ de la variance de l’erreur a` l’e´chelle globale et deux conse´quences sont a` pre´voir :
l’utilisation d’une carte plus pre´cise de l’occupation du sol (pas ne´cessairement au point de
vue de la re´solution mais plutoˆt au niveau de la pre´cision de la mesure) et une re´vision de la
parame´trisation du mode`le de la foreˆt qui permet de mode´liser sa contribution au signal. Le
deuxie`me parame`tre le plus important est la texture du sol et une ame´lioration future pour les
humidite´s SMOS serait d’utiliser une carte plus pre´cise en terme de re´solution plutoˆt que d’uti-
liser une carte grossie`re comme c’est le cas aujourd’hui dans l’algorithme SMOS. Cependant, la
texture ne joue pas un roˆle uniforme dans toutes les re´gions du monde. Le sable a une influence
ne´gative en Afrique, en Asie et en Australie alors qu’il a une influence positive en Ame´rique et
en Europe. Pour les re´gions ou` le sable joue un roˆle ne´gatif, l’utilisation du mode`le de constante
die´lectrique de Mironov (Mironov & Fomin, 2009) devrait ame´liorer les re´sultats. SMOS utilise
actuellement le mode`le de Dobson (Dobson et al., 1985) mais une nouvelle version du processeur
(v5.6) est parue avec l’imple´mentation du mode`le de Mironov par de´faut, le mode`le de Dobson
devenant une option. Les re´sultats confirment le besoin d’avoir le choix entre ces deux mode`les
de´pendant du type de sol. De plus, un retraitement des tempe´ratures de brillance acquises par
SMOS avec une calibration unique sur 2 ans a e´te´ re´alise´e, ce qui devrait ame´liorer la stabilite´
des valeurs d’humidite´ tout au long de ces deux anne´es.
L’e´tude mene´e dans ce chapitre s’est concre´tise´e sous forme d’un article soumis au journal
Remote Sensing of Environment le 7 Mars 2012 appele´ Spatial distribution and possible source
of SMOS errors at the global scale et e´crit par Delphine J. Leroux, Yann H. Kerr, Philippe
Richaume et Re´my Fieuzal (CESBIO, Toulouse). J’ai e´galement pu pre´senter ces travaux sous
la forme d’un oral aux IGARSS (International Geoscience And Remote Sensing Symposium,
Vancouver, Canada) en 2011 et d’un poster au SMOS Workshop (Arles, France) en 2011.
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Chapitre5
Construction d’un historique de l’humidite´
du sol a` partir de SMOS
L’humidite´ des sols joue un roˆle important dans le cycle hydrologique car elle contribue
directement aux transferts d’eau entre le sol et l’atmosphe`re. L’impact du de´re`glement clima-
tique sur le cycle de l’eau est encore inconnu : ralentissement ou acce´le´ration. Ce type d’e´tude
climatique requiert de longues se´ries temporelles stables qui permettent d’observer l’e´volution
d’une variable en particulier.
Depuis 1978, de nombreux satellites ont permis d’observer la Terre dans sa globalite´ et ainsi
retrouver l’humidite´ a` sa surface ces trente dernie`res anne´es. Malgre´ la valeur inestimable de cet
historique, cette longue se´rie temporelle de l’humidite´ n’est pas utilisable a` cause des nombreux
sauts de valeurs lors des changements de capteurs. Lorsque deux satellites ont des dure´es de vie
qui se chevauchent, il est alors possible d’e´tablir un lien entre leurs produits d’humidite´.
Dans ce chapitre, deux me´thodes statistiques sont pre´sente´es afin de relier les humidite´s
SMOS (Soil Moisture and Ocean Salinity) et AMSR-E (Advanced Microwave Scanning Radio-
meter) sur les quatre sites test aux E´tats-Unis pre´sente´s dans le chapitre 3. Le CDF matching
(Cumulative Density Function) et les copules sont deux me´thodes base´es sur la meˆme the´orie
statistique mais le CDF matching suppose que les deux se´ries temporelles a` homoge´ne´iser sont
ordonne´es de la meˆme fac¸on alors que les copules ne posent pas cette hypothe`se.
L’anne´e 2010 est utilise´e comme re´fe´rence afin de calibrer les deux mode`les statistiques.
Une se´rie temporelle homoge`ne est ainsi ge´ne´re´e pour chaque site test de 2003 a` 2010 qui est
finalement valide´e avec des mesures terrain d’humidite´.
Le CDF matching et la me´thode des copules gardent le meˆme niveau de corre´lation que les
humidite´s originales d’AMSR-E mais diminuent l’erreur par rapport aux mesures terrain. La
me´thode des copules apporte cependant une diminution de 25% en moyenne en terme d’erreur
par rapport au CDF matching sur la longue se´rie temporelle de 2003 a` 2010.
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5.1 Introduction
5.1.1 Etat de l’art
L’humidite´ du sol joue un roˆle majeur dans les transferts d’eau et d’e´nergie entre le sol et
l’atmosphe`re. L’humidite´ est e´galement une variable d’entre´e pour les mode`les de surface qui
permettent de mode´liser la fraction e´vaporative a` la surface du sol et l’infiltration dans la zone
racinaire. Pour une meilleure gestion de l’eau dans l’agriculture, l’information d’humidite´ est
essentielle aussi bien a` l’e´chelle locale que re´gionale. A l’e´chelle globale, l’humidite´ du sol est
une information tre`s utile pour la pre´vision me´te´orologique (Drusch, 2007), l’e´tude du chan-
gement climatique (Douville & Chauvin, 2000) et l’observation et la pre´diction d’e´ve`nements
extreˆmes comme les inondations ou les se´cheresses. La gestion de l’eau est une proble´matique
tre`s importante d’autant plus que la population ne cesse de croˆıtre (Prigent et al., 2012).
Graˆce a` leur couverture globale et leur haute re´pe´titivite´, les satellites sont d’une grande
valeur et leurs informations sont de plus en plus utilise´es. De longues se´ries temporelles base´es sur
ces informations satellite sont ainsi profitables pour l’analyse du climat en ge´ne´ral. L’utilisation
des observations acquises par les satellites de la ge´ne´ration pre´ce´dente implique cependant la
re´solution de certains proble`mes. Certains concepts ont e´te´ de´veloppe´s pour retrouver l’humidite´
a` partir de fre´quences plus e´leve´es que celles de SMOS puisque cela repre´sentait la seule option
jusqu’a` maintenant. Parmi les satellites pre´ce´dents, on trouve SMMR (Scanning Multichannel
Microwave Radiometer, 1978-1987, Njoku et al. (1980), Owe et al. (2001)), SSM/I (Special
Sensor Microwave/Imager, 1987-, Barrett et al. (1988), Owe et al. (2001)), AMSR-E (Advanced
Microwave Scanning Radiometer-Earth observation system, 2002-2011, Owe et al. (2001), Njoku
et al. (2003), Kawanishi et al. (2003)), WindSat (2003-, Gaiser et al. (2004), Li et al. (2010b))
et ASCAT (Advanced Scatterometer, 2006-, Figa-Saldana et al. (2002), Naeimi et al. (2009)).
Bien que leurs plus basses fre´quences (5-20 GHz) ne soient pas les plus adapte´es pour retrouver
l’humidite´ a` cause de leur grande sensibilite´ a` la ve´ge´tation et aux conditions atmosphe´riques,
les informations contenues dans leurs acquisitions sont cruciales et repre´sentent tout de meˆme
un historique de donne´es de 1978 a` nos jours (fig. 5.1).
Les applications environnementales comme l’assimilation de donne´es ou l’e´tude du chan-
gement climatique ont besoin cependant d’historiques stables dans la dure´e. Or les produits
d’humidite´ cite´s pre´ce´demment sont retrouve´s a` partir d’instruments diffe´rents avec des algo-
rithmes diffe´rents, et cela re´sulte en une se´rie temporelle de l’humidite´ non homoge`ne et instable.
La figure 5.2 repre´sentant l’historique de l’humidite´ dans le de´sert du Namib en Afrique est un
exemple (donne´es SMMR, SSM/I, AMSR-E, ASCAT et SMOS). Cette non-homoge´ne´ite´ pour-
rait eˆtre interpre´te´ comme un biais dans un processus d’assimilation de donne´es. Pour e´viter ce
proble`me, ces diffe´rents produits ont besoin d’eˆtre modifie´s pour corriger les biais existants et
les variations d’amplitude entre les jeux de donne´es.
Plusieurs e´tudes ont de´ja` e´te´ mene´es sur l’homoge´ne´isation de se´ries temporelles. Vincent
et al. (2002) ont de´veloppe´ une me´thode pour harmoniser des se´ries temporelles de tempe´ratures
qui comportaient des sauts ou des variations trop brusques. La premie`re e´tape e´tait de de´terminer
si la se´rie e´tait homoge`ne en comparant ses anomalies (par rapport a` la moyenne temporelle) a`
celles d’un historique re´fe´rence. L’identification des sauts et de leurs amplitudes a e´te´ re´alise´e en
appliquant successivement un mode`le line´aire avec diffe´rentes valeurs d’amplitude et le meilleur
ajustement e´tait celui qui obtenait la plus petite somme des erreurs au carre´. Des se´ries tem-
porelles homoge`nes de tempe´rature et de pre´cipitation ont e´te´ de´veloppe´es par Begert et al.
(2005) en utilisant des me´thodes statistiques pour de´tecter des potentielles in-homoge´ne´ite´s.
Encore une fois, une se´rie temporelle de re´fe´rence e´tait ne´cessaire pour de´tecter et calculer
l’amplitude de ces sauts. Picard & Fily (2006) ont propose´ une me´thode pour simuler des se´ries
temporelles homoge`nes de la fonte cumule´e de la surface en Antarctique. L’utilisation d’obser-
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Figure 5.1 – Repre´sentation temporelle de quelques satellites qui ont pre´ce´de´ ou qui vont suivre
la mission SMOS pour retrouver l’humidite´ des sols a` l’e´chelle globale : SMMR (Scanning Multi-
channel Microwave Radiometer, 1978-1987), SSM/I (Special Sensor Microwave/Imager, 1987-,
satellites F8 a` F15), AMSR-E (Advanced Microwave Scanning Radiometer-Earth observation
system, 2002-2011), ERS-ASCAT (Advanced Scattermoter, 2006-), SMOS (Soil Moisture and
Ocean Salinity, 2009-), Aquarius (2011-), SMAP (Soil Moisture Active Passive, pre´vu en 2014).
Les bandes de fre´quence et les heures de passage sont e´galement indique´es pour chaque mission
spatiale.
vations provenant de diffe´rents satellites a e´te´ le plus grand de´fi dans cette e´tude. La correction
de l’effet de l’heure d’observation a e´te´ effectue´e en deux e´tapes. Une fonction sinuso¨ıdale de
pe´riode 24h a d’abord e´te´ ajuste´e aux observations puis une interpolation optimale pour raffiner
le mode`le de premie`re hypothe`se pour le forcer a` eˆtre plus pre`s des observations, quitte a` se
de´tacher du mode`le sinuso¨ıdal de de´part, afin d’obtenir une incertitude faible autour des heures
d’observation et une incertitude forte quand il n’y pas d’observation.
Faire correspondre les distributions statistiques (ou CDF matching) est une me´thode de´ja`
utilise´e dans de nombreuses e´tudes pour construire des se´ries temporelles homoge`nes. Reichle
& Koster (2004), Choi & Jacobs (2008) ont fait correspondre des humidite´s retrouve´es a` partir
d’observations satellites avec des donne´es de mode`le, Li et al. (2010a) ont corrige´ les biais
des produits de pre´cipitation et de tempe´rature retrouve´s a` partir de diffe´rents mode`les. Le
CDF matching a e´galement e´te´ utilise´ comme e´tape pre´liminaire pour l’assimilation de donne´es
(Drusch et al., 2005) et pour produire des longues se´ries temporelles d’humidite´ (Liu et al.,
2009, 2011).
Au cours des dernie`res anne´es, une nouvelle me´thode base´e sur l’utilisation de fonctions
statistiques appele´es copules a e´te´ de´veloppe´e (Nelsen, 1998). La fonction copule sert a` relier
des distributions statistiques entre elles. Il est ainsi possible de de´river des distributions bi-
varie´es en ne faisant aucune hypothe`se concernant la nature des distributions : elles ne sont
pas obligatoirement normales ou du meˆme type et il n’est pas ne´cessaire que les variables soient
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Figure 5.2 – Se´rie temporelle de l’humidite´ des sols dans le de´sert du Namib en utilisant les
observations des satellites SMMR, SSM/I, AMSR-E, ASCAT et SMOS (en m3/m3).
inde´pendantes.Le principal avantage de la me´thode des copules est de pouvoir relier toute forme
de distribution (Singh & Strupczewski, 2007). La premie`re vulgarisation et de´mocratisation des
fonctions copules a e´te´ e´crite par Nelsen (1998). Il pre´senta plusieurs me´thodes pour la construc-
tion de ces fonctions et discuta de leur roˆle dans la mode´lisation de la de´pendance entre plusieurs
variables. Depuis, les copules ont e´te´ utilise´es dans de nombreux domaines dont une majorite´
des applications dans le domaine de la finance (Frees & Valdez, 1998, Armstrong, Trivedi &
Zimmer, 2005, Arnold, 2006, Hafner & Reznikova, 2010).
En hydrologie, plusieurs applications ont commence´ a` voir le jour. Genest & Favre (2007)
ont liste´ les me´thodes existantes pour de´tecter et e´valuer la de´pendance entre plusieurs jeux
de donne´es a` travers les copules de manie`re analytique et graphique, et ont pre´sente´ plusieurs
me´thodes pour choisir la famille de copules qui s’adapte le mieux aux jeux de donne´es utilise´s
ainsi que pour l’estimation des parame`tres associe´s au choix de famille. Favre et al. (2004) ont
applique´ la me´thode des copules a` des de´bits et des volumes d’eau mesure´s sur deux bassins
versants afin d’e´tudier leur de´pendance, Salvadori & de Michele (2007) aux se´ries temporelles
de tempeˆtes et de pre´cipitations, Dupuis (2007) aux volumes et temps de parcours des flux
lents de deux rivie`res, Zhang & Singh (2007) aux fre´quences d’e´ve`nements pluvieux, Serinaldi &
Grimaldi (2007) aux fre´quences d’inondation et Laux et al. (2011) aux donne´es de pre´cipitation.
Gao et al. (2007) ont e´galement utilise´ les copules comme e´tape pre´liminaire dans un processus
d’assimilation de donne´es afin de normaliser les variables d’entre´e.
Ce type d’analyse statistique (analyse statistique jointe) a de´ja` e´te´ utilise´ lorsque les donne´es
d’humidite´ proviennent de diffe´rents syste`mes d’observation, comme par exemple dans les tra-
vaux de Reichle & Koster (2004) ou` des humidite´s de surface retrouve´es a` partir d’observations
AMSR-E sont compare´es a` des humidite´s a` 10 cm retrouve´es a` partir d’un mode`le de surface.
Il existe plusieurs autres e´tudes utilisant les statistiques jointes sur des variables qui ne sont
pas physiquement lie´es mais ou` leur relation statistique peut eˆtre utile (de Michele & Salvadori,
2003).
5.1.2 Objectif
Pour e´tudier le climat a` travers les se´ries temporelles d’humidite´ du sol a` l’e´chelle globale,
il est ne´cessaire d’utiliser des donne´es satellite ou des sorties de mode`les me´te´orologiques. Les
valeurs d’humidite´ ont e´te´ retrouve´es avec la me´thode de Owe et al. (2001) a` partir d’observa-
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Tableau 5.1 – Coefficient de corre´lation (R) entre les mesures terrain d’humidite´ a` 1:30h et
6:00h sur les quatre bassins versants test en 2010 (Walnut Gulch, Little Washita, Little River
et Reynolds Creek) avec son intervalle de confiance a` 95%. N est le nombre de dates communes
disponibles en 2010.
Walnut Gulch Little Washita Little River Reynolds Creek
R N R N R N R N
0.96
365
0.97
365
0.95
365
0.99
328
(0.95-0.97) (0.96-0.98) (0.94-0.96) (0.99-0.99)
tions provenant de diffe´rents satellites et bien que leurs fre´quences d’utilisations ne soient pas
toutes ade´quates pour retrouver l’humidite´ du sol, cette se´rie temporelle n’en reste pas moins
inte´ressante a` e´tudier. Cependant on remarque des sauts et des changements de dynamique
dans la se´rie temporelle lors des changements de capteur essentiellement. Le plus grand saut se
trouve au passage de SMMR et de SSM/I (1987, fig. 5.2) alors que des dynamiques inverse´es
sont visibles sur la pe´riode de recouvrement entre SSM/I et AMSR-E : SSM/I observe une hu-
midite´ plus e´leve´e en hiver alors qu’ASMR-E observe le contraire (2002-2008, fig. 5.2). A travers
cet exemple, on peut comprendre l’utilite´ et la ne´cessite´ de reconstruire des se´ries temporelles
homoge`nes de l’humidite´ en s’appuyant sur les historiques de´ja` existants.
Le but de ce chapitre est d’estimer pour toute la pe´riode d’AMSR-E (2003-2010) ce qu’aurait
mesure´ SMOS dans le but de construire une longue se´rie temporelle d’humidite´ homoge`ne
de 2003 a` nos jours. De cette fac¸on, cette longue se´rie temporelle serait utilisable dans des
applications telles que le suivi des se´cheresses qui est base´ sur les centiles statistiques. Pour
cela, la premie`re e´tape est de comprendre le lien et l’inter-de´pendance entre les donne´es SMOS
et AMSR-E sur leur pe´riode commune. L’anne´e 2010 servira de re´fe´rence et d’apprentissage
pour la reconstruction des anne´es pre´ce´dentes.
Cependant, comparer et faire correspondre les observations d’AMSR-E acquises a` 1:30h en
bande C/X avec celles de SMOS acquises a` 6:00h en bande L soule`vent quelques interrogations
sur la faisabilite´ : (1) les temps de passage sont diffe´rents et des e´ve`nements pluvieux peuvent
se produire entre les deux acquisitions, (2) les fre´quences d’observations sont diffe´rentes donc
les profondeurs de pe´ne´tration du signal ne sont pas e´quivalentes. Les prochains paragraphes
tentent de re´pondre a` ces remarques.
5.1.3 Diffe´rences de temps et de fre´quence d’acquisition
L’impact statistique des pluies qui pourraient intervenir entre 1:30h et 6:00h serait une dimi-
nution de la corre´lation entre les deux variables d’humidite´ que l’on souhaite relier, i.e. AMSR-E
et SMOS. Si cette corre´lation est suffisamment e´leve´e, une relation peut eˆtre e´tablie pour es-
timer une valeur SMOS a` partir d’une observation AMSR-E. Les mesures d’humidite´ re´alise´es
sur le terrain a` 1:30h et 6:00h des quatre bassins versants test ont e´te´ statistiquement analyse´es
afin de de´terminer si les pluies qui auraient pu intervenir entre ces heures ont eu un impact sur
le coefficient de corre´lation (tab. 5.1). Les donne´es de pre´cipitation sur ces sites test n’e´tant pas
disponibles, les mesures d’humidite´ ont e´te´ utilise´es. Tous les coefficients de corre´lation se si-
tuent entre 0.95 et 0.99 et on peut donc supposer dans ce cas que les pre´cipitations n’affecteront
pas significativement l’analyse.
L’impact de la diffe´rence de fre´quence d’observation entre SMOS et AMSR-E est faible
dans la majorite´ des situations. La fre´quence AMSR-E la plus e´leve´e utilise´e dans ce chapitre
(10.7 GHz) se traduit par une profondeur d’e´mission plus superficielle que pour les observations
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Figure 5.3 – Principe du CDF matching ou` l’e´galite´ des probabilite´s est impose´e. Pour une
valeur x donne´e, trouver la valeur y telles que les fonctions de re´partitions soient e´gales :
GY (y) = FX(x) ou y = G
−1
Y (FX(x)).
SMOS (1.4 GHz), mais quand bien meˆme les valeurs d’humidite´ sont diffe´rentes, leurs valeurs
relatives sont similaires, soit humide ou sec. La corre´lation entre deux variables n’est base´e
que sur leurs valeurs relatives (avec leur se´rie temporelle individuelle) et pas sur leurs valeurs
absolues. Dans le cas des copules, la corre´lation est base´e sur le rang occupe´ par chaque valeur
donc cette diffe´rence de fre´quence d’observations n’aura que tre`s peu d’impact.
Si les deux profondeurs d’e´mission devaient eˆtre accorde´es, il faudrait mettre en place une
relation qui permettrait de relier les mesures d’humidite´ a` 5 cm a` celles effectue´e a` 1 cm. Un tel
mode`le introduirait cependant une incertitude significative tre`s difficile a` estimer compte tenu
de la variabilite´ (spatiale et en profondeur) des proprie´te´s du sol dont les proprie´te´s de se´chage
et de ressuyage sont diffe´rentes. Si les donne´es SMOS (ou ASMR-E) devaient eˆtre ajuste´es a` la
profondeur d’e´mission d’AMSR-E (ou SMOS) par assimilation de donne´es dans un mode`le de
surface par exemple, alors le jeu de donne´es entier devrait eˆtre ajuste´ en inse´rant une incertitude
due a` cette e´tape supple´mentaire. Il y aura donc une discordance entre le passe´ et le futur, peu
importe quelle variable est adapte´e a` l’autre. La seule approche cohe´rente dans le temps est de
traiter les donne´es d’origine.
L’assimilation de donne´es pourrait ne´anmoins re´soudre ces diffe´rences de temps de passage et
de fre´quence mais cela impliquerait d’ajouter de l’incertitude impossible a` estimer pre´cise´ment.
Cela impliquerait e´galement l’utilisation de jeux de donne´es de pre´cipitations ainsi que des
donne´es me´te´orologiques qui ajouteraient encore de l’incertitude au traitement. L’assimilation
de donne´es peut eˆtre vue comme une approche concurrente aux me´thodes statistiques pour la
construction d’un historique homoge`ne de l’humidite´ des sols.
5.2 Me´thodes statistiques pour cre´er une se´rie temporelle ho-
moge`ne
Deux me´thodes statistiques sont pre´sente´es et utilise´es pour cre´er une se´rie temporelle ho-
moge`ne de l’humidite´ des sols. Le CDF (Cumulative Density Function) matching a de´ja` e´te´ uti-
lise´ a` plusieurs reprises dans d’autres travaux pour fusionner deux se´ries temporelles (Reichle &
Koster, 2004, Liu et al., 2009, 2011) alors que la me´thode des copules n’a e´te´ que tre`s re´cemment
utilise´e pour des e´tudes de variables environnementales.
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Figure 5.4 – Exemple d’application du CDF (Cumulative Density Function) matching. La
se´rie temporelle bleue est ramene´e au niveau de la se´rie rouge en faisant correspondre leur
distributions statistiques.
5.2.1 CDF matching
La fonction de re´partition (ou cumulative density function en anglais, CDF) est la probabilite´
qu’une variable ale´atoire X prenne une valeur infe´rieure ou e´gale a` une valeur donne´e x :
FX(x) = Pr[X ≤ x] (5.1)
ou` FX est la fonction de re´partition de la variable ale´atoire X. Si on conside`re deux se´ries
temporelles, le CDF matching consiste a` faire correspondre les fonctions de re´partition des
deux variables ale´atoires en imposant l’e´galite´ de leurs probabilite´s (fig. 5.3). La me´thodologie
suivante a e´te´ applique´e :
1. calculer les fonctions de re´partitions des deux ensembles de donne´es X et Y : FX et GY ,
2. pour chaque valeur x de l’ensemble X, trouver la valeur y dans Y telle que GY (y) = FX(x).
Concre`tement, la figure 5.4 repre´sente un exemple tre`s simple ou` le but est de ramener
la se´rie temporelle bleue au niveau de la se´rie rouge. Dans un premier temps, on calcule les
fonctions de re´partitions de chaque se´rie puis, pour chaque point bleu x, on trouve la probabilite´
u qui lui correspond. Pour trouver son e´quivalent dans la se´rie rouge, on part graphiquement a`
l’horizontal depuis la valeur u jusqu’a` arriver a` une valeur rouge v (ce qui correspond a` u = v,
fig. 5.4 du milieu). On re´pe`te cette e´tape pour chaque point bleu et on peut ainsi reconstituer
la se´rie temporelle bleue au niveau de la se´rie rouge (fig. 5.4 de droite).
Cependant, l’hypothe`se que les probabilite´s FX(x) et GY (y) peuvent eˆtre mises a` e´galite´
n’est jamais ve´rifie´e puisque cela correspondrait a` deux se´ries de valeurs range´es dans le meˆme
ordre, c’est a` dire que l’ordre chronologique de chaque jeu de donne´es serait identique : la valeur
la plus faible de X aurait e´te´ observe´e a` la meˆme date que la plus faible valeur de Y , les 2e`me
valeurs les plus faibles de X et de Y auraient e´te´ e´galement observe´es a` la meˆme date et ainsi de
suite. Une meˆme organisation des donne´es (ou une meˆme chronologie) justifierait de poser u = v.
Or la plupart du temps, les deux ordres chronologiques de X et de Y ne sont pas identiques
et lorsque l’on compare les deux fonctions de re´partitions, elles sont tre`s disperse´es comme
sur la figure 5.5. La me´thode des copules permet de mode´liser cette dispersion qui contient de
l’information relatant la de´pendance entre ces deux variables. Dans le reste de l’e´tude, on de´finit
les variables U et V pour repre´senter FX(x) et GY (y). U et V sont les jeux ou ensembles de
donne´es alors que u et v sont des valeurs de ces ensembles.
5.2.2 Me´thode des copules
La the´orie des copules est un outil tre`s utile et puissant pour mode´liser la structure de
de´pendance entre deux ensembles de variables ale´atoires. Comme le CDF matching, les co-
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Figure 5.5 – Exemple de comparaison des fonctions de re´partition (CDF) de SMOS et d’AMSR-
E/VUA ou` les probabilite´s sont tre`s disperse´es et ou` l’hypothe`se de les e´galiser avec un CDF
matching ferait perdre de l’information.
pules se´parent le comportement marginal ou extreˆme des variables ale´atoires de la structure de
de´pendance en utilisant les fonctions de re´partitions. En revanche, au lieu d’e´galiser les proba-
bilite´s u et v en faisant correspondre exactement les fonctions de re´partitions, les variables U et
V sont compare´es et analyse´es. La fonction copule sert de liaison entre les deux variables, d’ou`
son nom.
5.2.2.1 The´orie ge´ne´rale
Une copule est une fonction qui ge´ne`re une fonction de re´partition ou distribution multivarie´e
a` partir de plusieurs autres fonctions de re´partitions. Soient deux variables ale´atoires X et Y
avec leur fonction de re´partition respective FX et GY , alors le the´ore`me de Sklar formule :
HXY (x, y) = CXY (FX(x), GY (y)) (5.2)
= CXY (u, v) (5.3)
= Pr[X ≤ x, Y ≤ y] (5.4)
ou` HXY est la fonction de re´partition jointe de X et Y et CXY la fonction de copule associe´e.
Il est alors possible d’en de´duire les distributions conditionnelles HXY (y | x), i.e. la fonction de
re´partition jointe sachant x, en utilisant les de´rive´es partielles. Soit u = FX(x) et v = GY (y)
alors HXY (y | x) ou CV |U sont de´finies par :
CV |U =
∂C(u, v)
∂u
(5.5)
Schweizer & Wolff (1981) ont e´tabli que la fonction copule permet de rendre compte n’im-
porte quelle forme de de´pendance entre deux variables. Ils re´ussissent a` de´montrer qu’aucune
transformation des variables X et Y n’affectera leurs variables associe´es U et V . Ainsi la fac¸on
dont les variables Xet Y e´voluent ensemble est obligatoirement capture´e par la copule, quelle
que soit l’e´chelle a` laquelle chaque variable est mesure´e.
5.2.2.2 Familles de copules
Il existe de nombreuses familles de copules qui ont chacune des proprie´te´s diffe´rentes. La
forme de la dispersion entre U et V va de´terminer le choix de la famille qu’il faudra utiliser. La
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largeur de la dispersion est ensuite controˆle´e par un seul parame`tre θ. La plupart des de´finitions
qui vont suivre sont base´es sur les travaux de (Nelsen, 1998).
La famille de copules qui permet de mode´liser l’inde´pendance entre deux variables est le
produit :
C(u, v) = u · v (5.6)
Une copule Archime´dienne est de´finie par :
C(u, v) = φ−1(φ(u) + φ(v)) (5.7)
ou` φ est la fonction ge´ne´ratrice qui va de [0, 1] a` (0,∞) et satisfait trois conditions : φ(1) = 0,
φ strictement de´croissante et φ convexe.
Les copules elliptiques ont des distributions avec des contours elliptiques. L’avantage prin-
cipal des distributions elliptiques est que le niveau de corre´lation entre les variables peut eˆtre
spe´cifie´. En revanche, les copules elliptiques sont contraintes d’avoir une syme´trie radiale.
Dans cette e´tude, 9 familles de copules ont e´te´ teste´es : le produit ou inde´pendance, Clay-
ton, Frank, Gumbel, Farlie-Gumbel-Moregenstern (FGM), Ali-Mikhail-Haq (AMH), Arch12 (la
12e`me copule pre´sente´e dans (Nelsen, 1998)), Arch 14 (la 14e`me copule pre´sente´e dans (Nelsen,
1998)) et la copule Gaussienne. Ces copules ont e´te´ choisies par rapport a` ce qui existe de´ja`
dans la litte´rature. Nelsen (1998) en a liste´ beaucoup plus et de nouvelles familles ont e´te´ cre´e´es
depuis. Cependant un tri a e´te´ effectue´ de telle fac¸on que chaque copule teste´e soit suffisamment
diffe´rente des autres pour qu’elle soit reconnaissable. Ces 9 copules sont de´crites dans le tableau
5.2 et la figure 5.6 et ont chacune leurs propres caracte´ristiques dont en voici quelques unes :
– Clayton : de´pendance tre`s forte a` gauche et relativement faible a` droite (i.e., U et V sont
fortement lie´es dans les valeurs faibles alors qu’elles ne le sont pas dans les valeurs fortes),
– Frank : la de´pendance est syme´trique des deux coˆte´s mais elle est faible sur les extreˆmes
et forte au centre,
– Gumbel : de´pendance tre`s forte a` droite et relativement faible a` gauche (l’inverse de
Clayton),
– FGM : copule utile quand la de´pendance entre U et V est modeste en amplitude,
– Gaussienne : copule tre`s flexible puisqu’elle permet une de´pendance positive et ne´gative.
Hafner & Reznikova (2010) ont de´veloppe´ une me´thode qui introduit le temps dans les
formules des copules afin de cre´er des copules ayant une dynamique temporelle. Dans cette
e´tude, le temps n’a pas e´te´ introduit dans les formules analytiques mais l’anne´e de re´fe´rence
2010 a e´te´ divise´e en quatre saisons afin de pourvoir identifier des changements de comportement
saisonniers : Jan-Fev (De´cembre 2009 non disponible), Mar-Avr-Mai, Juin-Juil-Aou et Sep-Oct-
Nov.
5.2.2.3 Comment choisir la famille la plus ade´quate aux donne´es
Puisque les copules se´parent les distributions marginales des structures de de´pendance, la
copule la plus approprie´e pour une application particulie`re est celle qui capture le mieux les
caracte´ristiques des donne´es (Trivedi & Zimmer, 2005). Dupuis (2007) a examine´ les effets
d’une mauvaise spe´cification et souligna les dangers d’un mauvais choix de famille de copules.
La me´thode de choix de la famille de copules est donc une e´tape qu’il est important de ne
pas ne´gliger. La me´thode la plus utilise´e est celle propose´e par Genest & Rivest (1993) mais
elle ne concerne que les copules Archime´diennes. D’autres me´thodes ont e´te´ de´veloppe´es pour
comparer tout type de copules (Fermanian, 2005, Genest et al., 2006, Genest & Re´millard, 2008,
Berg, 2009). Genest et al. (2009) et Berg (2009) ont inter-compare´ certaines de ces me´thodes et
ont conclu qu’il n’existait pas encore de me´thode universelle et que certaines de ces proce´dures
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Tableau 5.2 – Les neuf copules teste´es dans cette e´tude : de´finition, intervalle du parame`tre θ
et famille.
Copule Cθ(u, v) θ ∈ Family
Independance u · v - -
Clayton (u−θ + v−θ − 1)−1/θ (0,∞) Archime´dienne
Frank −1θ ln
(
1 + (e
−θu−1)(e−θv−1)
e−θ−1
)
(−∞,∞)/0 Archime´dienne
Gumbel exp
(
− ((− lnu)θ + (− ln v)θ)1/θ) [1,∞) Archime´dienne
FGM uv + θuv(1− u)(1− v) [−1, 1] Elliptique
AMH uv1−θ(1−u)(1−v) [−1, 1] Archime´dienne
Arch12
(
1 +
(
(u−1 − 1)θ + (v−1 − 1)θ)1/θ)−1 [1,∞) Archime´dienne
Arch14
(
1 +
(
(u−1/θ − 1)θ + (v−1/θ − 1)θ)1/θ)−1/θ [1,∞) Archime´dienne
Gaussian
∫ φ−1(u)
−∞
∫ φ−1(v)
−∞ exp
(
2θsω−s2−ω2
2(1−θ2)
)
2pi
√
1−θ2 [−1, 1] Elliptique
e´taient meilleures pour de´tecter certaines formes de de´pendance mais jamais pour toutes les
situations.
La me´thode de se´lection applique´e dans cette e´tude est celle propose´e par Huard et al.
(2006) qui est base´e sur une approche Baye´sienne ou` tout type de copule peut eˆtre teste´. Cette
me´thode ne fonctionne pas parfaitement dans certaines situations si la corre´lation est tre`s faible
ou si le nombre de points teste´s n’est pas suffisant mais elle a l’avantage d’eˆtre une me´thode
tre`s rapide compare´e aux autres cite´es pre´ce´demment.
La me´thode de Huard est base´e sur le the´ore`me de Baye pour tester si les donne´es ont
pu eˆtre ge´ne´re´es par une copule donne´e. Soient Cl la le`me copule teste´e (l = 1, · · · , Q ou` Q
est le nombre total de copules teste´es) et D les donne´es compose´es de n paires mutuellement
inde´pendantes de quantiles (ui, vi) avec i = 1, · · · , n. L’hypothe`se Hl est teste´e : les donne´es
D ont e´te´ ge´ne´re´es par la copule Cl. Le the´ore`me de Baye est applique´ pour chaque famille de
copule l :
Pr[Hl | D, I] = Pr[D | Hl, I] · Pr[Hl | I]
Pr[D | I] (5.8)
ou` I repre´sente toute information utile supple´mentaire qui peut aider au choix de la famille ;
Pr[D | Hl, I] est la vraisemblance ; Pr[Hl | I] est le probabilite´ a priori (prior) que ce soit bien
cette copule et Pr[D | I] est la constante de normalisation. La copule choisie est celle avec la
plus grande probabilite´ Pr[Hl | D, I] (Huard et al., 2006).
5.2.2.4 Approche utilise´e pour simuler des donne´es
La clef pour ge´ne´rer des simulations a` partir d’une fonction de copule est de comprendre
qu’une copule est une distribution jointe et qu’elle obe´it donc aux meˆmes re`gles. Une distri-
bution jointe est une probabilite´ qu’une premie`re variable ale´atoire soit infe´rieure ou e´gale a`
une premie`re valeur et qu’une seconde variable ale´atoire soit infe´rieure ou e´gale a` une seconde
valeur dans le meˆme temps. Cette probabilite´ est e´galement une variable ale´atoire suivant une
distribution uniforme U sur (0,1).
HXY (x, y) = Pr[X ≤ x, Y ≤ y] = p ∼ U(0, 1) (5.9)
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(a) Inde´pendance (b) Clayton - θ = 5 (c) Frank - θ = 5
(d) Gumbel - θ = 5 (e) FGM - θ = 0.8 (f) AMH - θ = 0.8
(g) Arch12 - θ = 5 (h) Arch14 - θ = 5 (i) Gaussienne - θ = 0.8
Figure 5.6 – Repre´sentations des neuf copules teste´es dans cette e´tude montrant leurs ca-
racte´ristiques sous forme de nuages de points (abscisses : CDF de la 1e`re variable ; ordonne´es :
CDF de la 2e`me variable).
CUV (u, v) = Pr[U ≤ u, V ≤ v] = q ∼ U(0, 1) (5.10)
Une copule conditionnelle CV |U est la probabilite´ que la variable ale´atoire V ait une valeur
infe´rieure ou e´gale a` v sachant que U est e´gale a` la valeur u.
CV |U (u, v) = Pr[V ≤ v | U = u] = t ∼ U(0, 1) (5.11)
Simuler une variable uniforme t est donc ne´cessaire pour pouvoir ge´ne´rer des simulations de
copules. Pour retrouver V | U , la fonction CV |U a besoin d’eˆtre inverse´e telle que v = C−1V |U (t)
ou bien que l’e´quation CV |U (v) = t soit re´solue nume´riquement. Pour chaque valeur de t, une
valeur pour v est retrouve´e. L’approche suivante a donc e´te´ utilise´e pour simuler des donne´es a`
partir d’une fonction copule :
– calculer FX et GY des deux jeux de donne´es originaux X et Y avec l’e´quation (5.1)
– choisir la copule C la plus approprie´e aux donne´es en appliquant la me´thode de Huard
puis ajuster le parame`tre θ afin d’eˆtre le plus proche des donne´es,
– calculer la copule conditionnelle CV |U avec l’e´quation (5.5),
– ge´ne´rer 1000 simulations de la variable t ∼ U(0, 1),
– calculer v = C−1V |U (t) et y = G
−1
Y (v), et
– calculer la moyenne et l’e´cart-type a` partir des 1000 simulations.
Puisque la me´thode des copules est une me´thode statistique, il est ne´cessaire de ge´ne´rer un
nombre suffisant de simulations. Dans la litte´rature, il n’est pas pre´cise´ le nombre minimum
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Figure 5.7 – Exemple d’application de la me´thode des copules. La se´rie temporelle bleue est
ramene´e au niveau de la se´rie rouge en faisant correspondre leur distributions statistiques.
de simulations qui ame`ne a` des re´sultats cohe´rents donc il a e´te´ choisi arbitrairement de cal-
culer 1000 simulations. Avec ce nombre e´leve´ de simulations, la moyenne est statistiquement
repre´sentative et significative et peut eˆtre calcule´e avec un intervalle de confiance re´duit.
Un autre avantage de la me´thode des copules est qu’il est possible de calculer la marge
d’erreur associe´e a` la moyenne. Avec les 1000 simulations, on est en mesure de calculer l’e´cart-
type des simulations et donc de donner une barre d’erreur aux re´sultats.
5.2.2.5 Exemple simple d’application
Reprenons l’exemple pre´ce´dent ou` le but e´tait de ramener la se´rie temporelle bleue au
niveau de la se´rie rouge (fig. 5.7). La premie`re e´tape est identique a` celle du CDF matching
puisqu’elle consiste a` calculer les fonctions de re´partition de chaque variable. On applique ensuite
la me´thode de Huard qui nous indique la famille de copules qui est la plus probable d’avoir pu
ge´ne´rer de telles donne´es. Le parame`tre θ est ensuite ajuste´ aux donne´es et on est en mesure de
calculer la de´rive´e, analytiquement ou nume´riquement, de cette copule. Pour chaque point bleu x
de la se´rie temporelle, on obtient une probabilite´ u sur la distribution bleue. Graˆce aux copules,
pour chaque probabilite´ u, on ge´ne`re 1000 simulations de probabilite´ v sur la distribution rouge
qui correspondent ensuite a` 1000 simulations y. Pour re´sumer, chaque valeur bleue x correspond
a` ce stade a` 1000 valeurs rouges y. Une moyenne et un e´cart-type sont alors calcule´s pour ces
simulations de telle fac¸on que la se´rie temporelle bleue est ramene´e au niveau de la se´rie rouge
avec un e´cart-type associe´.
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5.2.3 Me´thodologie ge´ne´rale
Pour les me´thodes du CDF matching et des copules, les donne´es de l’anne´e 2010 ont e´te´
utilise´es comme re´fe´rence afin de calculer les distributions statistiques des humidite´s AMSR-
E/VUA et SMOS. Les deux approches ont alors e´te´ calibre´es avec 2010 puis applique´es aux
anne´es pre´ce´dentes. Il est e´vident qu’utiliser seulement une anne´e pour la calibration peut en-
traˆıner des dysfonctionnements, notamment si l’anne´e 2010 ne couvre pas une gamme d’humidite´
suffisante par rapport aux anne´es pre´ce´dentes.
La premie`re e´tape a e´te´ d’interpoler les humidite´s AMSR-E/VUA sur la grille de SMOS afin
que les deux produits puissent eˆtre compare´s sur la meˆme grille. Afin d’avoir assez de points
pour calculer des statistiques fiables, les deux me´thodes ont e´te´ applique´es aux points contenus
dans une re´gion de 1˚×1˚(un peu plus de 50 points) autour des bassins versants tests pre´sente´s
dans les chapitres pre´ce´dents : Walnut Gulch (WG), Little Washita (LW), Little River (LR) et
Reynolds Creek (RC). Seules les acquisitions du matin ont e´te´ utilise´es dans cette e´tude : 1:30h
pour AMSR-E/VUA et 6:00h pour SMOS (matin).
L’anne´e de calibration a e´te´ divise´e en quatre saisons : De´cembre-Janvier-Fe´vrier, Mars-
Avril-Mai, Juin-Juillet-Aouˆt et Septembre-Octobre-Novembre. Cette division a e´te´ re´alise´e afin
de mieux identifier la dynamique saisonnie`re qui peut eˆtre tre`s diffe´rente a` diffe´rents moments
de l’anne´e, notamment dans les zones agricoles. Avec cette division, il n’y avait pas assez de
points disponibles pendant la pe´riode d’hiver pour calculer des statistiques fiables donc aucune
estimation n’a e´te´ re´alise´e durant cette pe´riode pour aucune des deux me´thodes. Dans la suite
de ce chapitre, VUA repre´sentera le produit d’humidite´ AMSR-E/VUA.
5.3 Se´ries temporelles homoge`nes d’humidite´ sur les quatre bas-
sins versants tests aux USA
L’anne´e 2010 est utilise´e pour calculer les distributions statistiques des produits d’humidite´
de SMOS et de VUA pour les deux me´thodes teste´es : les CDF matching et les copules. Des
valeurs d’humidite´ sont estime´es en utilisant la distribution conditionnelle, conditionne´es par
les valeurs de VUA. Les simulations des copules permettent d’avoir un ensemble de valeurs que
l’on repre´sente ici par leur moyenne et leur e´cart-type. Le CDF matching ne fournit qu’une seule
valeur d’humidite´ sans incertitude associe´e. La se´rie temporelle ainsi ge´ne´re´e sera donc homoge`ne
dans le temps sous l’hypothe`se que les humidite´s VUA et que les tempe´ratures de brillances
AMSR-E soient temporellement cohe´rentes (pas de biais interne). Ces se´ries temporelles sont
ensuite compare´es aux mesures d’humidite´ du sol sur les quatre bassins versants test.
5.3.1 Application sur l’anne´e 2010 des deux me´thodes
Les donne´es de 2010, qui est l’anne´e commune entre SMOS et VUA, ont e´te´ utilise´es pour
calculer les distributions statistiques des deux variables. Les me´thodes de CDF matching et des
copules ont ensuite e´te´ applique´es et ont produit des estimations d’humidite´ diffe´rentes. Sur la
figure 5.8, les donne´es d’origine SMOS et VUA sont repre´sente´es par le nuage de points bleus
avec les simulations par CDF matching en vert et par copules en violet. L’e´cart-type calcule´ a`
partir des simulations des copules peut eˆtre interpre´te´ comme l’incertitude de ces simulations ou
comme un indicateur de qualite´. Cette incertitude ne peut pas eˆtre fournie par le CDF matching
qui ne simule qu’une seule valeur et non un ensemble.
Sur le site de Walnut Gulch (WG), pendant la pe´riode Mars-Avril-Mai (MAM), il n’y a pas
de diffe´rence notable entre les deux simulations, elles restent tre`s proches des donne´es d’origine.
Cependant pendant les saisons Juin-Juillet-Aouˆt (JJA) et Septembre-Octobre-Novembre (SON),
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Figure 5.8 – Diffe´rences de simulations des humidite´s (SM en m3/m3) entre le CDF matching
et la me´thode des copules. Les donne´es d’origine sont en points bleus, les donne´es simule´es par
CDF matching en vert et celles simule´es par copules en rouge. L’incertitude de la me´thode des
copules est indique´e en ombre rouge. Chaque ligne correspond a` un site test et chaque colonne
a` une saison de l’anne´e.
des diffe´rences apparaissent pour les hautes valeurs d’humidite´ ou` le CDF matching produit des
valeurs plus hautes que celles simule´es par copules. Le meˆme phe´nome`ne est visible durant toutes
les saisons sur les trois autres sites, Little Washita (LW), Little River (LR) et Reynolds Creek
(RC). Des diffe´rences sont e´galement visibles dans les faibles valeurs d’humidite´ sur LW, LR et
RC (MAM) ou` les copules ge´ne`rent de plus grandes valeurs d’humidite´ que le CDF matching.
Les e´cart-types ont e´galement e´te´ calcule´s a` partir des simulations des copules (fig. 5.8).
Cette incertitude est directement relie´e a` la largeur du nuage de points de la copule qui est en
re´alite´ controˆle´e par le parame`tre θ. Une valeur e´leve´e de l’incertitude correspond a` un nuage
de points plus large, signifiant que les deux variables sont faiblement lie´es, alors qu’une faible
incertitude correspond a` un lien fort entre les variables.
Les diffe´rences de simulations peuvent e´galement eˆtre observe´es dans les se´ries temporelles
de 2010 (fig. 5.9 et tab. 5.3). Compare´es aux donne´es VUA d’origine, les humidite´s simule´es
sont proches du niveau de SMOS et comparables aux mesures terrain. Le biais qui existait entre
SMOS et VUA a e´te´ correctement corrige´ par les deux me´thodes.
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Sur Walnut Gulch, les simulations par CDF matching et par copules ne sont pas tre`s
diffe´rentes a` part en e´te´ (fig. 5.9(a)) ou` les simulations par CDF matching sont plus hautes,
notamment apre`s un e´ve`nement pluvieux (exemple du mois d’Aouˆt). En conside´rant l’anne´e
entie`re, les deux me´thodes ame´liorent les statistiques d’origine du produit VUA. Le coefficient
de corre´lation ne change pas significativement (R=0.79 pour VUA et R=0.79/0.82 pour les
copules/CDF matching) mais l’erreur totale RMSE est grandement ame´liore´e passant de 0.139
m3/m3 (VUA original) a` 0.054 m3/m3 avec le CDF matching et 0.043 m3/m3 avec les copules,
ce qui repre´sente une ame´lioration d’un facteur 3.
Sur le bassin versant de Little Washita, les simulations re´pondent tre`s bien aux diffe´rents
e´ve`nements pluvieux successifs tout au long de l’anne´e et ont une tre`s bonne dynamique dans la
phase de de´croissance apre`s une pluie. Les simulations des deux premiers mois (Mars-Avril, fig.
5.9(b)) sont un peu plus bruite´es et cela impacte les statistiques avec une corre´lation de 0.55/0.57
et une erreur de 0.057/0.075 m3/m3 pour les copules/CDF matching. Les deux autres saisons
donnent de tre`s bons re´sultats statistiques (tab. 5.3). Quand on conside`re l’anne´e entie`re, la
corre´lation a e´te´ grandement ame´liore´e : R=0.59 pour les donne´es VUA d’origine et R=0.71/0.71
pour les simulations par copules/CDF matching. L’erreur RMSE a e´te´ quant a` elle re´duite
d’un facteur 3 avec RMSE=0.148 m3/m3 pour VUA et RMSE=0.043/0.059 m3/m3 pour les
copules/CDF matching.
Little River est le site avec la plus grande fre´quence de pluies meˆme si elles ne sont que
de faible amplitude. Ces e´ve`nements pluvieux successifs ne sont pas bien retranscrits par les
simulations, plus spe´cialement pendant l’automne ou` les deux simulations ne montrent que de
faibles variations d’amplitude (fig. 5.9(c)), ce qui a entraˆıne´ de tre`s mauvais re´sultats statistiques
(R=0.17/0.16 pour les copules/CDF matching). Malheureusement, meˆme si les pluies ont e´te´
capture´es par SMOS et VUA, aucune pluie n’a e´te´ simultane´ment capture´e par ces deux produits
d’origine. De ce fait, les relations e´tablies entre SMOS et VUA ne peuvent pas retranscrire
correctement ces e´ve`nements. Il y a sur ce site un proble`me de repre´sentativite´. Les simulations
ne peuvent donc eˆtre repre´sentatives que des pe´riodes se`ches. On peut noter e´galement que
les statistiques de VUA ne sont de´ja` pas tre`s bonnes pendant la pe´riode se`che de Septembre
a` Novembre avec R=0.37 et RMSE=0.174 m3/m3 . Durant la saison du printemps, l’humidite´
SMOS est sur-estime´e, ce qui a pour conse´quence de sur-estimer l’humidite´ dans les simulations
des deux me´thodes compare´es aux mesures terrain.
Reynolds Creek est situe´ dans une re´gion montagneuse et subit donc de nombreuses chutes
de neige et de gels des sols. De ce fait, les humidite´s retrouve´es par satellites ne sont pas compa-
rables avec les mesures terrain avant fin Mai. Apre`s cette pe´riode, les simulations retranscrivent
pre´cise´ment l’e´volution de l’humidite´ et ame´liorent les statistiques d’origine et plus spe´cialement
l’erreur, RMSE=0.099 m3/m3 pour VUA et RMSE=0.059/0.067 m3/m3 pour les simulations
par copules/CDF matching. Il faut tout de meˆme noter que la variabilite´ spatiale des donne´es
terrain est grande sur ce site (fig. 5.9(d)).
5.3.2 Application aux donne´es 2003-2010
L’humidite´ de 2003 a` 2010 est simule´e a` partir des valeurs retrouve´es par VUA en utilisant
la me´thode des copules et le CDF matching, toutes deux calibre´es avec les donne´es de l’anne´e
2010. La figure 5.10 et le tableau 5.4 pre´sentent ces se´ries temporelles homoge`nes et les statis-
tiques associe´es (R et RMSE) entre les donne´es d’origine VUA, les simulation par copules, les
simulations par CDF matching et les mesures terrain.
Walnut Gulch est le site le plus sec de cette e´tude et n’a eu que tre`s peu d’e´ve`nements
pluvieux entre 2003 et 2010. Les quelques pluies sont cependant bien de´crites par les simulations
meˆme si elles sont parfois largement sur-estime´es par le CDF matching. Des artefacts sont
visibles aux limites des saisons au de´but des anne´es 2006 et 2008. Le coefficient de corre´lation
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(a) Walnut Gulch
(b) Little Washita
(c) Little River
(d) Reynolds Creek
Figure 5.9 – Simulations pour l’anne´e 2010 : SMOS, VUA, humidite´s simule´es par CDF mat-
ching et copules et les mesures terrain sur les quatre bassins versants. Puisque les donne´es
terrain sont des moyennes de plusieurs stations, leur e´cart-type est repre´sente´ en ombre noire
montrant ainsi la variabilite´ spatiale a` l’inte´rieur de chaque bassin versant.
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Tableau 5.3 – Re´sultats statistiques des simulations des copules et du CDF matching. Ces
simulations sont compare´es aux mesures terrain d’humidite´ en 2010 divise´es en 4 saisons : Mars-
Avril-Mai (MAM), Juin-Juillet-Aouˆt (JJA), Septembre-Octobre-Novembre (SON), mais il n’y
avait pas assez de donne´es disponibles pour la saison d’hiver. Les re´sultats significativement
meilleurs sont indique´s en gras et les RMSE sont en m3/m3.
SMOS VUA Copules CDF matching #
R RMSE R RMSE Fam(θ) R RMSE R RMSE dts
WG
MAM 0.80 0.032 0.82 0.125
Gumbel
0.89 0.020 0.87 0.031 43
(2.18)
JJA 0.86 0.053 0.86 0.126
Clayton
0.76 0.076 0.81 0.090 45
(2.63)
SON 0.64 0.029 0.79 0.133
Frank
0.64 0.012 0.53 0.029 42
(3.13)
total 0.84 0.040 0.79 0.139 - 0.79 0.043 0.82 0.054 130
LW
MAM 0.70 0.068 0.48 0.166
Frank
0.55 0.057 0.57 0.075 44
(4.40)
JJA 0.85 0.037 0.58 0.085
Gumbel
0.77 0.042 0.76 0.050 44
(1.66)
SON 0.80 0.041 0.80 0.122
Frank
0.75 0.023 0.72 0.048 46
(3.61)
total 0.78 0.049 0.59 0.148 - 0.71 0.043 0.71 0.059 134
LR
MAM 0.77 0.080 0.54 0.175
Frank
0.59 0.063 0.58 0.067 39
(2.82)
JJA 0.57 0.053 0.67 0.131
Frank
0.65 0.034 0.66 0.033 40
0 (2.00)
SON 0.59 0.032 0.37 0.174
FGM
0.17 0.033 0.16 0.037 39
(0.31)
total 0.74 0.060 0.65 0.178 - 0.51 0.045 0.59 0.048 118
RC
MAM 0.14 0.097 0.11 0.096
Frank
0.26 0.089 0.27 0.105 47
(3.10)
JJA 0.63 0.055 0.81 0.070
Gumbel
0.84 0.047 0.83 0.052 42
(1.81)
SON 0.14 0.070 0.52 0.144
Frank
0.34 0.056 0.29 0.066 39
(6.30)
total 0.55 0.081 0.73 0.099 - 0.80 0.059 0.70 0.067 128
102 Construction d’un historique de l’humidite´ du sol a` partir de SMOS
est globalement meilleur avec le CDF matching alors que l’erreur est divise´e par au moins 2
avec les simulations par copules.
La sur-estimation des e´ve`nements pluvieux par le CDF matching peut aussi eˆtre trouve´e
sur le site de Little Washita. L’e´volution temporelle de l’humidite´ est cependant bien redessine´e
par les deux me´thodes. Sur ce site, le CDF matching sur-estime les hautes humidite´s alors
qu’elle sous-estime les faibles humidite´s, signifiant que le CDF matching reproduit l’humidite´
avec une amplitude bien plus grande que les mesures terrain et que les simulations par copules.
Cela se refle`te dans les valeurs des erreurs du CDF matching, RMSE=0.079 m3/m3 alors que
les simulations par copules obtiennent une RMSE de 0.066 m3/m3 (RMSE des donne´es VUA
d’origine : 0.160 m3/m3).
Little River est le site avec le plus grand nombre d’e´ve`nements pluvieux et cette haute
fre´quence de pluie n’est pas capture´e proprement pendant la saison d’automne 2010. Ce manque
se retranscrit donc sur toute la se´rie temporelle de 2003 a` 2010 ou` les simulations sont comple`-
tement plates et sans aucune dynamique durant les saisons d’automne. De plus, puisque SMOS
sur-estime l’humidite´ pendant le printemps 2010, les deux me´thodes statistiques ont ce meˆme
comportement. Bien que la tendance ge´ne´rale des simulations soit correcte, la dynamique n’est
pas bien repre´sente´e et cela se traduit par de mauvaises performances statistiques avec des
coefficients de corre´lation parfois ne´gatifs (2004, 2007, tab. 5.4).
Reynolds Creek est un site complique´ a` plusieurs niveaux : le climat, avec beaucoup de
chutes de neige et de gel, et la topographie car ce site est situe´ dans les montagnes. Cependant,
les re´sultats statistiques sont ame´liore´s par les simulations par copules avec une erreur totale
quasiment divise´e par 2 : RMSE=0.099 m3/m3 pour les donne´es d’origine VUA et 0.056/0.062
m3/m3 pour les copules/CDF matching.
5.4 De´veloppements pour e´tendre ces me´thodes a` l’e´chelle glo-
bale
Afin d’e´tendre cette me´thodologie a` l’e´chelle globale, une e´tude sur le possible lien entre
l’occupation des sols et le choix de la famille de copules a e´te´ mene´e. Les re´sultats qui suivent
sont des re´sultats pre´liminaires et ne´cessiteraient d’eˆtre approfondis.
Dans cette optique de lien possible entre l’occupation du sol et le choix de la famille de
copules entre SMOS et VUA, certaines zones homoge`nes ont e´te´ se´lectionne´es afin de s’affranchir
de l’he´te´roge´ne´ite´ qui pourrait introduire du bruit. Des zones de prairies et de cultures ont ainsi
e´te´ se´lectionne´es (min. 80%) au centre et au Nord des E´tats-Unis (figs. 5.11 et 5.12). Les
humidite´s SMOS et VUA ont e´te´ collecte´es sur ces points puis la me´thode de Huard a e´te´
applique´e pour choisir la famille de copules la plus adapte´e. Cette me´thode fournit e´galement
les poids associe´s a` chaque famille teste´e et celle qui obtient le plus grand poids est celle qui
est choisie. Cependant, le poids de le famille se´lectionne´e pour repre´senter les donne´es n’est
pas tout le temps de 1 (valeur maximale) et il peut subsister des doutes. Sur la figure 5.12, on
identifie clairement les zones de transition entre les choix avec ce poids qui diminue aux limites
des zones couvrant un meˆme choix.
Concernant les zones de prairies, la famille de copules Frank a e´te´ la plus choisie. Elle
repre´sente une de´pendance forte pour les valeurs mode´re´es et faible pour les valeurs faibles et
fortes (fig. 5.6(c), p.95). La deuxie`me copule la plus repre´sente´e est Gumbel qui traduit une forte
de´pendance dans les valeurs e´leve´es et une faible de´pendance pour les petites valeurs d’humidite´.
Meˆme si pour le moment, aucune explication a` ce de´coupage n’a e´te´ clairement identifie´e, les
familles de copules n’ont pas e´te´ choisies ale´atoirement et forment des regroupements et des
structures spatiales qui doivent eˆtre relie´es a` des comportements des humidite´s (SMOS et VUA)
bien distincts. Une autre piste pourrait eˆtre celle de la texture du sol.
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(a) Walnut Gulch
(b) Little Washita
(c) Little River
(d) Reynolds Creek
Figure 5.10 – Se´ries temporelles homoge`nes des humidite´s des sols (SM en m3/m3) simule´es
par CDF matching (vert) et par copules (violet) de 2003 a` 2010. Les mesures terrain sur les 4
bassins versants sont indique´es en noir alors que les donne´es VUA d’origine sont en gris. L’hiver
ne faisant pas partie de l’e´tude, aucun simulation n’a e´te´ re´alise´e sur cette saison.
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Tableau 5.4 – Re´sultats staistiques de la comparaison entre les se´ries temporelles simule´es de
l’humidite´ de 2003 a` 2010. L’historique d’origine est repre´sente´ par VUA. Les re´sultats signifi-
cativement meilleurs sont indique´s en gras et les RMSE sont en m3/m3.
(a) Walnut Gulch
2003 2004 2005 2006 2007 2008 2009 2010 Total
VUA
R 0.70 0.76 0.82 0.66 0.81 0.68 0.65 0.79 0.73
RMSE 0.129 0.141 0.146 0.133 0.147 0.138 0.129 0.139 0.138
Cop.
R 0.62 0.55 0.82 0.64 0.81 0.75 0.76 0.79 0.69
RMSE 0.059 0.059 0.059 0.060 0.054 0.053 0.060 0.043 0.057
CDF
R 0.73 0.62 0.88 0.72 0.89 0.75 0.79 0.82 0.74
RMSE 0.070 0.074 0.071 0.073 0.067 0.067 0.077 0.054 0.071
(b) Little Washita
2003 2004 2005 2006 2007 2008 2009 2010 Total
VUA
R 0.56 0.71 0.48 0.67 0.32 0.42 0.52 0.58 0.55
RMSE 0.163 0.149 0.187 0.149 0.173 0.158 0.149 0.149 0.160
Cop.
R 0.56 0.47 0.19 0.62 0.41 0.64 0.58 0.71 0.47
RMSE 0.071 0.064 0.088 0.077 0.060 0.056 0.051 0.044 0.066
CDF
R 0.59 0.60 0.34 0.63 0.49 0.61 0.53 0.71 0.51
RMSE 0.083 0.070 0.101 0.092 0.069 0.076 0.069 0.059 0.079
(c) Little River
2003 2004 2005 2006 2007 2008 2009 2010 Total
VUA
R 0.51 0.60 0.46 0.75 0.64 0.70 0.49 0.65 0.58
RMSE 0.171 0.148 0.181 0.185 0.180 0.166 0.187 0.178 0.174
Cop.
R 0.54 -0.48 0.73 0.01 -0.14 0.20 0.43 0.51 0.19
RMSE 0.042 0.079 0.036 0.069 0.081 0.054 0.047 0.045 0.059
CDF
R 0.68 -0.16 0.72 0.28 0.18 0.50 0.55 0.59 0.37
RMSE 0.044 0.080 0.042 0.070 0.085 0.050 0.048 0.048 0.061
(d) Reynolds Creek
2003 2004 2005 2006 2007 2008 2009 2010 Total
VUA
R 0.78 0.76 0.74 0.80 0.84 0.69 0.78 0.73 0.77
RMSE 0.093 0.085 0.110 0.099 0.102 0.106 0.099 0.099 0.099
Cop.
R 0.53 0.78 0.70 0.68 0.72 0.75 0.72 0.80 0.69
RMSE 0.065 0.045 0.065 0.060 0.051 0.047 0.052 0.059 0.056
CDF
R 0.42 0.69 0.65 0.63 0.70 0.65 0.71 0.70 0.63
RMSE 0.073 0.051 0.070 0.063 0.055 0.056 0.056 0.067 0.062
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(a) Prairies - choix de la famille
(b) Prairies - poids du choix
Figure 5.11 – Choix de la famille de copules la plus adapte´e (a) pour faire un lien entre les
humidite´s SMOS et VUA sur les zones de prairies pour les mois d’Avril, Mai et Juin. La me´thode
de Huard fournit e´galement un coefficient de poids (b) permettant de juger ce choix : 1 pour
une certitude, 0 quand le choix est tre`s incertain.
Pour les zones de cultures, Gumbel a e´te´ la copule la plus choisie suivie de la copule de
Clayton. Ces deux copules repre´sentent des structures de de´pendance oppose´es puisque Gumbel
mode´lise une forte de´pendance des hautes valeurs (fig. 5.6(d), p.95) alors que Clayton mode´lise
une forte de´pendance des faibles valeurs d’humidite´ (fig. 5.6(b)). De la meˆme manie`re que pour
les prairies, on observe clairement des formes spatiales ou` le choix de la famille est le meˆme.
Une cause pourrait eˆtre les diffe´rents stades de croissance dans lesquels se trouvent les cultures
observe´es.
5.5 Conclusions
Le principal objectif de ce chapitre e´tait de proposer une nouvelle me´thode pour ge´ne´rer
une longue se´rie temporelle de l’humidite´ des sols de 2003 a` 2010 a` partir de deux produits
d’humidite´.
Dans ce but, deux outils statistiques ont e´te´ utilise´s et teste´s sur quatre bassins versants
aux E´tats-Unis : le CDF matching et la me´thode des copules. En utilisant le CDF matching,
l’hypothe`se pose´e est que les deux jeux de donne´es sont ordonne´s de la meˆme manie`re (meˆme
chronologie) alors que les copules ne ne´cessitent pas cette hypothe`se. Les deux jeux de donne´es
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(a) Cultures - choix de la famille
(b) Cultures - poids du choix
Figure 5.12 – Choix de la famille de copules la plus adapte´e (a) pour faire un lien entre
les humidite´s SMOS et VUA sur les zones de cultures pour les mois d’Octobre, Novembre et
De´cembre. La me´thode de Huard fournit e´galement un coefficient de poids (b) permettant de
juger ce choix : 1 pour une certitude, 0 que le choix n’est pas suˆr du tout.
d’origine, SMOS et AMSR-E/VUA, e´taient disponibles conjointement durant l’anne´e 2010, donc
cette anne´e 2010 a e´te´ utilise´e comme re´fe´rence par les deux me´thodes statistiques, ce qui a
permis de calculer les distributions de chaque variable afin d’appliquer ensuite ces me´thodes
aux anne´es pre´ce´dentes. La nouveaute´ de l’approche re´side dans son application : e´tablir une
relation statistique entre les humidite´s de VUA et de SMOS afin d’estimer des e´quivalents SMOS
pendant la pe´riode d’existence de VUA.
La premie`re analyse des simulations en 2010 a montre´ que les humidite´s simule´es e´taient
similaires aux humidite´s de SMOS et reproduisaient la dynamique de SMOS sauf sur Little
River ou` de nombreux e´ve`nements pluvieux se sont produits. Cette haute fre´quence de pluies a
e´te´ interpre´te´e statistiquement comme du bruit et de ce fait, les simulations ne de´crivaient pas
correctement l’e´volution temporelle de l’humidite´ sur ce site. Reynolds Creek e´tait e´galement
un site complique´ a` cause de sa topographie et de ses conditions climatiques saisonnie`res comme
la neige et le gel des sols. Les humidite´s retrouve´es a` partir d’observations de satellites n’e´taient
pas capables de reproduire pre´cise´ment la dynamique de l’humidite´ comme dessine´e par les
mesures terrain et par conse´quent, les simulations ont e´choue´. Cependant, l’erreur totale des
simulations par copules a e´te´ re´duite d’un facteur 2. Les humidite´s de Walnut Gulch et Little
Washita e´taient tre`s bien reproduits par les simulations et l’utilisation des copules a permis
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d’ame´liorer l’erreur totale d’un facteur 3 tout en obtenant un niveau de corre´lation e´quivalent
aux simulations par CDF matching.
Des se´ries temporelles de 2003 a` 2010 ont e´te´ simule´es et compare´es aux mesures terrain sur
les quatre bassins versants. Sur Little River, les humidite´s simule´es en 2010 avait une dynamique
faible et cela est reste´ le cas pour la se´rie temporelle entie`re, ce qui s’est traduit par des re´sultats
statistiques assez mauvais en terme de corre´lation, meˆme si l’erreur totale a e´te´ divise´e par 3.
Pour les trois autres sites, le coefficient de corre´lation a e´te´ le´ge`rement de´grade´ compare´ au jeu
de donne´es originales VUA, mais l’erreur totale a e´te´ ame´liore´e d’un facteur 2 a` 3. En ge´ne´ral,
le CDF matching a fourni de meilleures corre´lations alors que les copules de plus basses erreurs
tout en restant tre`s proches des valeurs de corre´lation du CDF matching.
En conclusion plus ge´ne´rale, le CDF matching donne de bons re´sultats mais ne prend pas en
compte la structure de la de´pendance entre les deux jeux de donne´es d’origine (une de´pendance
chronologique est suppose´e) alors que les copules permettent de mode´liser cette structure. A
travers le choix de la famille et du parame`tre θ (qui controˆle la largeur du nuage de points), il
est possible de mode´liser toute sorte de structure, de la de´pendance parfaite (CDF matching)
a` l’inde´pendance comple`te en passant par une de´pendance uniquement des fortes ou des faibles
valeurs. Pour ces raisons, les copules fournissent de meilleurs re´sultats que le CDF matching
aux valeurs extreˆmes : tre`s basses ou tre`s hautes, comme apre`s une pluie par exemple.
Les copules peuvent e´galement estimer l’incertitude de ses simulations qui peut eˆtre in-
terpre´te´e comme un indicateur de qualite´ des simulations. Graˆce a` la me´thode de Huard, il est
tre`s rapide de choisir la famille de copules qui se rapproche le plus des donne´es ainsi que son pa-
rame`tre associe´ puisque cette me´thode est base´e sur une approche Baye´sienne. Les 1000 simula-
tions sont en revanche longues, d’autant plus lorsqu’il est ne´cessaire de re´soudre nume´riquement
l’e´quation avec la copule conditionnelle. Ne´anmoins, ces simulations repre´sentent un avantage
certain puisqu’il est alors possible de calculer leur moyenne et leur e´cart-type qui sert d’indica-
teur d’incertitude. Ces incertitudes sont appre´cie´es dans des mode`les d’assimilation de donne´es.
Les limitations sont les meˆmes pour les deux me´thodes statistiques pre´sente´es dans ce cha-
pitre et pour toutes les me´thodes en ge´ne´ral qui utilisent une anne´e comme re´fe´rence pour leur
calibration : seule la dynamique de l’anne´e de re´fe´rence peut eˆtre reproduite. Cela signifie que si
un e´ve`nement extreˆme se produit dans les anne´es pre´ce´dentes et qu’il n’est pas repre´sente´ dans
l’anne´e de re´fe´rence (se´cheresse exceptionnelle ou inondation) alors cet e´ve`nement sera peut
eˆtre mal repre´sente´ par ces me´thodes. Dans cette e´tude, le cas de Little River en est l’exemple
durant la saison d’automne.
Dans le but d’ame´liorer cette me´thodologie, appliquer une feneˆtre temporelle glissante de
trois mois au lieu de de´couper l’anne´e en saisons permettrait de s’affranchir des proble`mes de
transition entre les saisons. Une autre solution serait d’introduire le temps dans les formules
de copules mais le niveau de complexite´ dans la manipulation de ces fonctions deviendrait trop
important, plus spe´cialement pour les copules conditionnelles.
Le but final serait de pouvoir construire une se´rie temporelle de l’humidite´ des sols a` l’e´chelle
globale. Pour cela il faut perse´ve´rer dans l’e´tude du choix de copules en fonction du type de sol,
de la couverture du sol ou de tout autre parame`tre physique, ce qui permettrait de s’affranchir
de la phase du choix de la famille de copules a` partir des donne´es d’origine.
Cette e´tude a e´te´ mene´e en collaboration avec le Professeur Eric Wood de l’universite´ de
Princeton aux Etats-Unis et a abouti a` un article qui a e´te´ soumis en Janvier 2012 au journal
IEEE Transactions on Geoscience and Remote Sensing se nommant An approach to construc-
ting a homogeneous time series of soil moisture using SMOS. Les auteurs de cet article sont
Delphine J. Leroux, Yann H. Kerr (CESBIO, Toulouse), Eric F. Wood, Alok Sahoo (Universite´
de Princeton, E´tats-Unis), Rajat Bindlish et Tom J. Jackson (USDA, Beltsville, E´tats-Unis).
J’ai e´galement pu pre´senter cette e´tude sous forme d’oral a` la confe´rence des IGARSS (Interna-
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tional Geoscience And Remote Sensing Symposium, Vancouver, Canada) en 2011 et sous forme
de posters a` RAQRS (Recent Advances in Quantitative Remote Sensing, Valence, Espagne) en
2010 et SPAT (Spatial Statistics, Enschede, Pays-Bas) en 2011.
Chapitre6
Cre´ation d’un algorithme simplifie´ SMOS
De nombreuses observations provenant de diffe´rents satellites ont de´ja` permis d’estimer l’hu-
midite´ a` l’e´chelle globale. Parmi les mode´lisations existantes, le mode`le LPRM (Land Parameter
Retrieval Model, Owe et al. (2001)) a e´te´ applique´ aux acquisitions des satellites SMMR, SSM/I,
AMSR-E et a ainsi pu fournir un historique de l’humidite´ des sols des trente dernie`res anne´es.
Depuis son lancement en Novembre 2009, le satellite SMOS fait maintenant partie de cette se´rie
de satellites qui permettent de retrouver l’humidite´ et il est important d’inclure ces nouvelles
acquisitions dans cet historique.
Dans la premie`re partie de chapitre, une description de´taille´e du mode`le LPRM est re´alise´e
afin de bien comprendre les e´le´ments essentiels et les enjeux de l’adaptation de ce mode`le aux
acquisitions multi-angulaires en bande L de SMOS. Les diffe´rentes phases de cette adaptation
et les options envisage´es sont ensuite de´crites. Enfin toutes les approches sont teste´es sur deux
parties d’orbite aux E´tats-Unis et en Australie pour e´tudier la distribution spatiale des humidite´s
retrouve´es et sur l’anne´e 2010 sur les bassins versants de Little Washita et de Walnut Gulch
pour couvrir l’aspect temporel.
Le mode`le LPRM adapte´ avec les optimisations de l’humidite´ et de l’albe´do ainsi que l’intro-
duction de la de´pendance de la rugosite´ a` l’humidite´ du sol est le mode`le qui fournit les valeurs
d’humidite´ les plus proches des mesures terrain et des humidite´s SMOS.
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6.1 Introduction
6.1.1 Contexte
SMOS (Soil Moisture and Ocean Salinity) est la premie`re mission satellite entie`rement
conc¸ue pour retrouver l’humidite´ des sols sur les terres e´merge´es (Kerr et al., 2001, 2010).
Plusieurs aspects novateurs ont e´te´ introduits dans cette mission, au niveau de la technique
d’acquisition aussi bien que dans la me´thode d’inversion de l’humidite´. On parle d’inversion car
le signal acquis est utilise´ pour retrouver un parame`tre qui a contribue´ a` ce signal.
Un des aspects novateurs de la mission SMOS porte sur la me´thode pour retrouver l’humidite´
des sols ou` la diversite´ de la surface observe´e est prise en compte. En effet, le radiome`tre
a une re´solution de 40 km mais le signal observe´ par l’instrument provient en re´alite´ d’une
zone bien plus large. Pour tenir compte de cette zone d’influence, une fonction de ponde´ration
(qui de´pend du diagramme d’antenne et de l’angle d’incidence) est applique´e. Pour prendre en
compte la diversite´ de la surface, une zone de travail ou working area (pre´sente´e au chapitre
2) est de´finie autour de chaque point. Cette zone de travail est ensuite fragmente´e en plusieurs
classes d’occupation des sols (foreˆt, ve´ge´tation, ville, eau douce, sol aride, glace, eau sale´e, zone
humide) (ATBD, 2010) qui sont de´finies par ECOCLIMAP (Masson et al., 2003). Afin de ne
retrouver l’humidite´ que sur les surfaces ou` cela a du sens (foreˆt, ve´ge´tation), la contribution au
signal des autres fractions est estime´e a` l’aide de donne´es exte´rieures comme ECMWF (European
Center for Medium range Weather Forecast) par exemple. Il est alors possible de retrouver les
informations d’humidite´ et de ve´ge´tation uniquement sur les fractions d’inte´reˆt.
Cette prise en compte de la diversite´ de la zone observe´e a e´te´ re´alise´e pour la premie`re
fois avec la mission SMOS. Auparavant, les humidite´s telles que celles retrouve´es a` partir des
observations du radiome`tre AMSR-E (Advanced Microwave Scanning Radiometer Earth) ou du
radar ASCAT (Advanced Scatterometer) sont retrouve´es a` partir de la totalite´ du signal acquis,
comme si la surface observe´e e´tait uniforme (fig. 2.8, p. 21). De plus, aucun satellite n’avait
encore fait d’acquisition multi-angulaire dans cette bande de fre´quence.
Dans un contexte d’e´tude climatique, des historiques homoge`nes sont requis et l’utilisation
d’un algorithme unique serait une premie`re e´tape.
6.1.2 Objectifs
Il existe un historique de l’humidite´ des trente dernie`res anne´es, recre´e´ par l’universite´ d’Am-
sterdam, Pays-Bas. L’algorithme LPRM (Land Parameter Retrieval Model, Owe et al. (2001)) a
e´te´ utilise´ pour cet historique et a e´te´ adapte´ pour retrouver l’humidite´ de surface et l’e´paisseur
optique de la ve´ge´tation a` partir d’acquisitions micro-ondes. Cette se´rie temporelle est compose´e
de plusieurs capteurs : SMMR (Scanning Multi-channel Microwave Radiometer), la se´ries des
SMM/I (Special Sensor Microwave/Imager), TRMM-TMI (Tropical Rainfall Measuring Mis-
sion - Microwave Imager) et AMSR-E. Cet algorithme s’appuie sur la bande C de SMMR et
d’AMSR-E, la bande X de SMMR, de TRMM et d’AMSR-E et la bande Ka de SSM/I. La figure
2.3 montre bien que ces fre´quences ne sont pas les plus adapte´es pour retrouver l’humidite´ mais
elles e´taient les seules disponibles jusqu’au lancement de SMOS en 2009.
L’objectif de ce chapitre est d’adapter l’algorithme LPRM aux acquisitions multi-angulaires
de SMOS en bande L afin d’inclure les acquisitions SMOS dans cette longue se´rie temporelle de
l’humidite´. Pour cela, il faut re´utiliser le meˆme algorithme. La premie`re e´tape est donc l’adapta-
tion de cet algorithme a` travers la calibration de certaines constantes ainsi que la modification
de l’optimisation afin de prendre en compte tous les angles. L’e´tape suivante est de valider spa-
tialement et temporellement ce nouveau produit d’humidite´. Il sera ainsi possible de comparer
les variations spatiales et temporelles avec les produits d’humidite´ de SMOS et d’AMSR-E. Pour
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Figure 6.1 – Sche´ma des contributions au signal observe´ par le radiome`tre en orbite avec trois
couches : le sol (e´missivite´ eg, re´flectivite´ rg , tempe´rature effective du sol Tg), la ve´ge´tation
(e´paisseur optique τ , tempe´rature Tc, albedo ω) et l’atmosphe`re (e´paisseur optique de l’at-
mosphe`re τ , e´mission de l’atmosphe`re TBatm, e´mission cosmique TBsky).
cela, plusieurs orbites ont e´te´ se´lectionne´es en Ame´rique du Nord et en Australie pour tester la
distribution spatiale de l’humidite´ alors que les quatre sites test aux E´tats-Unis ont e´te´ utilise´s
pour observer l’aspect temporel.
L’humidite´ est la variable que l’on souhaite observer et l’e´paisseur optique de la ve´ge´tation
(qui correspond au ratio du signal qui a e´te´ absorbe´ par la ve´ge´tation) est tre`s souvent in-
connu. Les algorithmes SMOS et LPRM permettent de retrouver ce parame`tre. Sous certaines
conditions, SMOS utilise une me´thode d’optimisation afin de retrouver a` la fois l’humidite´ et
l’e´paisseur optique. LPRM utilise le rapport de polarisation pour estimer l’e´paisseur optique et
une optimisation permet de retrouver l’humidite´ du sol. Le terme d’optimisation de´finit ici un
processus ite´ratif qui consiste a` trouver des valeurs de parame`tres telles que la diffe´rence entre
le signal observe´ et le mode`le de l’algorithme soit la plus faible possible. Il sera donc e´galement
possible de comparer les e´paisseurs optiques retrouve´es avec l’algorithme LPRM adapte´ aux
acquisitions SMOS avec les e´paisseurs optiques originales de SMOS et d’AMSR-E.
6.2 Mode`le de transfert radiatif
6.2.1 Mode`le de transfert radiatif a` base de couches
Dans cette partie est pre´sente´ le mode`le qui permet de relier le signal acquis par un ra-
diome`tre embarque´ sur satellite et certains parame`tres physiques du sol, de la ve´ge´tation et de
l’atmosphe`re (fig. 6.1). La the´orie de transfert radiatif est pre´sente´e plus en de´tails dans Ulaby
et al. (1986).
6.2.1.1 Mode`le de transfert radiatif a` trois couches
Un satellite en orbite quasi-polaire se situe a` une altitude d’environ 800 km. Les satellites
comme SMOS et AMSR-E embarquent a` leur bord des radiome`tres qui captent de manie`re
passive le rayonnement micro-onde naturel qu’e´met la Terre. Puisque tout objet qui posse`de
une tempe´rature supe´rieure a` 0 K e´met des ondes dans le domaine des micro-ondes, le sol,
la ve´ge´tation et l’atmosphe`re contribuent au signal observe´ par les radiome`tres. Lorsqu’un
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capteur acquiert un signal, il est mode´lise´ par une somme de multiples contributions qui sont
ge´ne´ralement regroupe´es comme suit (fig. 6.1) :
– atmosphe`re (6 sur la fig. 6.1),
– ve´ge´tation passant a` travers l’atmosphe`re (5),
– sol passant a` travers la ve´ge´tation puis l’atmosphe`re (4),
– ve´ge´tation re´fle´chie par le sol puis traversant la ve´ge´tation et l’atmosphe`re (1),
– atmosphe`re traversant la ve´ge´tation, re´fle´chie par le sol puis traversant la ve´ge´tation et
l’atmosphe`re (2),
– rayonnement cosmique traversant l’atmosphe`re et la ve´ge´tation puis re´fle´chie par le sol et
repassant a` travers la ve´ge´tation et l’atmosphe`re (3).
La re´flexion sur la ve´ge´tation est tre`s souvent ne´glige´e ainsi que les re´flexions multiples dans la
canope´e (ATBD, 2010).
Plusieurs parame`tres permettent de retranscrire ces phases de traverse´e et de rebond :
– atmosphe`re : τatm est l’e´paisseur optique de l’atmosphe`re (coefficient d’atte´nuation),
– ve´ge´tation : τc est l’e´paisseur optique de la ve´ge´tation (coefficient d’atte´nuation), ω est l’al-
bedo (coefficient de diffusion), on de´finit la transmissivite´ de la ve´ge´tation Γc = exp(−τc),
– sol : eg est le coefficient d’e´missivite´ du sol, rg est le coefficient de re´flectivite´ du sol.
Il est ainsi possible de retranscrire ces contributions sous forme d’e´quations :
1. e´mission descendante de la couche de ve´ge´tation
Tc · (1− ω) · (1− exp(−τc)) · rg · exp(−τc) · exp(−τatm) (6.1)
2. e´mission descendante de l’atmosphe`re
TBatm · exp(−τc) · rg · exp(−τc) · exp(−τatm) (6.2)
3. e´mission galactique
TBsky · exp(−τatm) · exp(−τc) · rg · exp(−τc) · exp(−τatm) (6.3)
4. e´mission de la surface du sol
eg ·Tg · exp(−τc) · exp(−τatm) (6.4)
5. e´mission ascendante de la couche de ve´ge´tation
Tc · (1− ω) · (1− exp(−τc)) · exp(−τatm) (6.5)
6. e´mission ascendante de l’atmosphe`re
TBatm (6.6)
TBatm est l’e´mission de l’atmosphe`re, TBsky est le rayonnement galactique, Tc est la tempe´-
rature de la ve´ge´tation et Tg est la tempe´rature effective du sol. Tg n’est pas la tempe´rature de
la surface du sol car une couche d’e´paisseur variant avec la fre´quence d’observation participe au
signal observe´ par le radiome`tre. La tempe´rature dite effective tient compte de cette e´paisseur
ou profondeur de pe´ne´tration.
La tempe´rature de brillance acquise par le radiome`tre est la somme de ces contributions
dont les e´quations pre´ce´dentes sont des approximations. Cette tempe´rature de brillance est bi-
polarise´e avec une polarisation horizontale (h) et une polarisation verticale (v). L’e´missivite´ eg,
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Figure 6.2 – Influence de l’humidite´ sur le profil angulaire des tempe´ratures de brillance si-
mule´es en bande L (mode`le LPRM, Owe et al. (2001)). L’humidite´ a tendance a` diminuer les
tempe´ratures de brillance mais cette diffe´rence s’atte´nue avec l’angle d’observation.
la re´flectivite´ rg, l’albedo ω et l’e´paisseur optique de la ve´ge´tation τc sont e´galement polarise´s.
Si l’indice p repre´sente la polarisation alors la tempe´rature de brillance peut s’e´crire (diffusion
a` l’ordre 0) :
TB(p) =TBatm + exp(−τatm) · [TBatm + TBsky · exp(−τatm)] · rg(p) · exp(−2τc(p))
+ exp(−τatm) · [eg(p) ·Tg · exp(−τc(p))
+ Tc · (1− ω(p)) · (1− exp(−τc(p))) · (1 + rg(p) · exp(−τc(p)))] (6.7)
Cette expression de la tempe´rature de brillance, qui correspond au rayonnement acquis par
un radiome`tre sur orbite, est la base du mode`le LPRM et de l’algorithme imple´mente´ pour
retrouver l’humidite´ SMOS. Cependant, SMOS pre´sente plusieurs mode`les de ce genre pour
chacune de ses classes d’occupation des sols afin d’estimer leurs contributions au plus juste.
Dans le mode`le LPRM, la diversite´ du champ de vue n’est pas prise en compte et l’e´quation
(6.7) est cense´e repre´senter l’ensemble de la surface observe´e. Il est important de remarquer
que la tempe´rature de brillance ainsi exprime´e dans l’e´quation (6.7) de´pend e´galement et tre`s
fortement de l’angle d’observation θ.
6.2.1.2 Constante die´lectrique du sol
La premie`re e´tape est de calculer la constante die´lectrique du sol qui est une proprie´te´
physique de´crivant la re´ponse de la surface observe´e a` un champ e´lectrique. Les technologies
micro-ondes se basent alors sur le large contraste qui existe entre la constante die´lectrique de
l’eau (ε ∼ 80) et celle d’un sol sec (ε ∼ 4) a` 1.4 GHz. Les proprie´te´s die´lectriques d’un me´lange
sol-eau (ε ∼ 4-40) impactent l’e´mission micro-onde naturelle de ce sol (Schmugge, 1985).
La constante die´lectrique est un nombre complexe. Sa partie re´elle ε′ est de´termine´e par
les caracte´ristiques de propagation de l’e´nergie dans le sol, alors que sa partie imaginaire ε′′
repre´sente les pertes d’e´nergie. Le sol e´tant un me´lange d’air, d’eau et de diffe´rentes particules,
sa constante die´lectrique est une combinaison des constantes die´lectriques de chacun de ses
composants. Elle est influence´e par la texture du sol, sa porosite´, sa salinite´, sa tempe´rature
(tre`s peu) et la fre´quence d’observation. Il existe plusieurs mode`les de constante die´lectrique
et parmi eux, on trouve le mode`le de Wang-Schmugge (Wang & Schmugge, 1980), de Dobson
(Dobson et al., 1985) ou de Mironov (Mironov et al., 2004). Ces trois mode`les de constante
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Figure 6.3 – Diffe´rence de mode´lisation de la constante die´lectrique pour un sol d’humidite´ 0.15
m3/m3 compose´ de 10% de sable et 50% d’argile en utilisant les mode`les de Wang-Schmugge,
Dobson et Mironov.
die´lectrique sont de´crits en annexe C et un exemple de diffe´rence de mode´lisation est pre´sente´
en figure 6.3.
L’humidite´ du sol influe beaucoup sur la constante die´lectrique et donc sur les tempe´ratures
de brillance acquises par un radiome`tre. La figure 6.2 montre l’impact de l’humidite´ du sol sur le
profil angulaire de la tempe´rature de brillance simule´e en polarisation verticale et horizontale. Un
sol humide aura une tempe´rature de brillance en ge´ne´rale plus faible qu’un sol sec. Cependant
cette diffe´rence est moins visible dans les grands angles en polarisation verticale. De plus la
valeur maximale de la tempe´rature de brillance verticale se trouve pour un angle plus e´leve´
alors que la valeur minimale de la polarisation horizontale se situe a` un angle plus petit.
6.2.1.3 Re´flectivite´ du sol
L’humidite´ de surface influe sur l’e´missivite´ du sol et e´galement sur sa re´flectivite´. Les lois
de Fresnel (Ulaby et al., 1986) permettent de calculer la re´flectivite´ d’une surface lisse r en
fonction de l’angle d’observation θ et de la constante die´lectrique du sol k ou ε :
rH(θ) =
∣∣∣∣∣cos θ −
√
k − sin2 θ
cos θ +
√
k − sin2 θ
∣∣∣∣∣
2
(6.8)
rV (θ) =
∣∣∣∣∣k cos θ −
√
k − sin2 θ
k cos θ +
√
k − sin2 θ
∣∣∣∣∣
2
(6.9)
Ces e´quations permettent de caracte´riser un sol lisse. En re´alite´, la surface observe´e est rugueuse
et il faut prendre en compte la rugosite´ du sol.
6.2.1.4 Rugosite´
La rugosite´ de surface augmente l’e´missivite´ due a` la diffusion d’une plus grande surface
d’e´mission (Schmugge, 1985). La rugosite´ diminue e´galement la sensibilite´ de l’e´missivite´ aux
variations de l’humidite´ du sol, re´duisant ainsi l’e´cart entre l’e´missivite´ d’un sol sec et d’un sol
mouille´ (Wigneron et al., 2011). Il existe plusieurs mode`les reliant l’e´missivite´ e et la rugosite´
h, par exemple celui de Choudhury et al. (1979) qui est de´crit par :
e(p)(θ) = 1− r(p) · exp(−h · cos2 θ) (6.10)
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(a) Influence de la rugosite´ (b) Influence du parame`tre de me´lange de polari-
sation
Figure 6.4 – Influence de la rugosite´ et du parame`tre de me´lange de polarisation sur le profil
angulaire de la tempe´rature de brillance simule´e en bande L (mode`le LPRM, Owe et al. (2001)).
Une augmentation de la rugosite´ aura tendance a` augmenter la tempe´rature de brillance. Le
parame`tre de me´lange de polarisations rapproche les polarisations verticales et horizontales de
la tempe´rature de brillance.
avec h le parame`tre de rugosite´ qui est relie´ a` la variation de hauteur quadratique moyenne
et a` la longueur de corre´lation ; θ l’angle d’incidence d’observation ; r la re´flectivite´ d’un sol
lisse calcule´ avec les e´quations (6.9) ; p la polarisation (V ou H). De nombreux mode`les ont
e´te´ de´veloppe´s pour la rugosite´ de surface incluant des parame`tres de me´lange de polarisations
(Wigneron et al., 1993a, Wang & Choudhury, 1981, Escorihuela et al., 2007) :
e(p)(θ) = 1− ((1−Q) · r(p) +Q · r(p¯)) · exp(−h(SM) · cosNp θ) (6.11)
avec p la polarisation (V ou H), p¯ la polarisation comple´mentaire (H ou V), Q le parame`tre de
me´lange ou de couplage des polarisations et Np le parame`tre d’ajustement de la de´pendance de
la rugosite´ a` l’angle θ.
Des valeurs moyennes de rugosite´ repre´sentant l’inte´gralite´ d’un champ de vue d’un satellite
(40-50 km pour SMOS ou AMSR-E) sont clairement difficiles a` estimer. De plus la majorite´ des
e´tudes mene´es sur la rugosite´ a e´te´ mene´e a` une e´chelle locale avec des radiome`tres installe´s sur
site (Escorihuela et al., 2007, Wigneron et al., 2011).
Les parame`tres de rugosite´ et de me´lange influent sur la tempe´rature de brillance acquise par
un radiome`tre embarque´ sur satellite. La figure 6.4 montre leurs influences sur le profil angulaire
de tempe´rature de brillance en bande L. Une augmentation de la rugosite´ h fait augmenter la
surface d’e´mission du sol, ce qui se traduit par une e´le´vation de la tempe´rature de brillance aux
faibles angles. Cette diffe´rence s’estompe en polarisation verticale dans les grands angles alors
qu’elle est toujours visible en polarisation horizontale. Le parame`tre de me´lange de polarisation
Q rapproche les polarisations verticale et horizontale.
6.2.1.5 Effets de la ve´ge´tation
Les effets de la ve´ge´tation sur l’e´mission micro-onde telle qu’elle est mesure´e par satellite sont
doubles : (1) la ve´ge´tation absorbe ou diffuse les radiations issues du sol et (2) la ve´ge´tation e´met
e´galement sa propre e´nergie micro-onde. Sous une ve´ge´tation tre`s dense de type e´quatoriale, le
rayonnement du sol se retrouve fortement atte´nue´ et le signal acquis par le radiome`tre proviendra
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(a) Influence de l’e´paisseur optique de la
ve´ge´tation
(b) Influence de l’albedo
Figure 6.5 – Influence de la ve´ge´tation sur le profil angulaire de la tempe´rature de brillance
simule´e en bande L (mode`le LPRM, Owe et al. (2001)). Plus l’e´paisseur optique τ est e´leve´e,
plus la tempe´rature de brillance au nadir est e´leve´e et plus la diffe´rence de polarisation diminue.
L’albe´do abaisse le niveau moyen des tempe´ratures de brillance, comme une translation verticale
de tout le profil.
essentiellement de la ve´ge´tation et non du sol (Ferrazzoli & Guerriero, 1996). L’ampleur de
cette absorption du signal par la ve´ge´tation de´pend de sa composition, de son contenu en eau
ou encore de la fre´quence d’observation (fig. 2.3, p. 16). La bande L (1.4 GHz) est la bande de
fre´quence la plus adapte´e pour retrouver l’humidite´ des sols mais les bandes C et X (6 et 10
GHz) ont e´te´ utilise´es dans le passe´ pour retrouver cette variable. Parce que ces bandes sont
sujettes a` l’absorption et a` la diffusion de la couche de ve´ge´tation, il faut retirer au signal acquis
la contribution de la ve´ge´tation pour pouvoir retrouver l’humidite´.
Plusieurs mode`les ont e´te´ de´veloppe´s pour prendre en compte l’influence de la ve´ge´tation
avec des mode`les line´aires empiriques (Choudhury et al., 1987, Ahmed, 1995) et des mode`les
plus physiques (Mo et al., 1982, Jackson et al., 1982, Jackson & O’Neill, 1990, Kerr & Njoku,
1990, Owe et al., 1992, Wigneron et al., 1995, Njoku & Li, 1999). L’e´paisseur optique de la
ve´ge´tation τc est lie´e a` sa densite´ et pour des fre´quences d’observation infe´rieures a` 10 GHz, elle
peut s’exprimer comme une fonction line´aire de son contenu en eau (Jackson et al., 1982, Kerr
& Njoku, 1990, Wigneron et al., 1993b). Dans la litte´rature, on peut trouver des valeurs de τc
qui sont infe´rieures a` 1.3 en bande C et a` 0.4 en bande L pour diffe´rents couverts ve´ge´taux avec
un contenu en eau stable autour de 3 kg/m3 (Mo et al., 1982, Pampaloni & Paloscia, 1986).
Des calculs the´oriques montrent que la sensibilite´ du signal aux variations de l’e´missivite´ du sol
diminue lorsque l’e´paisseur optique de la ve´ge´tation augmente (Schmugge, 1985).
L’albedo ω de´crit la diffusion par la ve´ge´tation. Il est fonction de la ge´ome´trie des plantes
(orientation) et peut eˆtre calcule´ analytiquement (Wegmuller et al., 1995). Cependant des me-
sures expe´rimentales ont trouve´ que pour certaines cultures, l’albedo variait entre 0.04 et 0.13
(Kirdiashev et al., 1979, Mo et al., 1982, Brunfeldt & Ulaby, 1984, Pampaloni & Paloscia, 1986,
Becker & Choudhury, 1988, Van de Griend & Owe, 1994, Wigneron et al., 1995, Wegmuller et al.,
1995, Kerr et al., 2012). Hormis une estimation de 0.05 sur une re´gion semi-aride d’Afrique (Be-
cker & Choudhury, 1988), peu de valeurs ont e´te´ retrouve´es sur des espaces naturels.
Il existe des preuves expe´rimentales que l’e´paisseur optique de la ve´ge´tation et l’albedo sont
polarise´s. Cependant ces diffe´rences ne sont observables que sur des e´le´ments de ve´ge´tation
qui manifestent une orientation pre´fe´rentielle telles que les tiges verticales des herbes hautes
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ou du ma¨ıs (Kirdiashev et al., 1979, Wigneron et al., 1995, Wegmuller et al., 1995). Au nadir
(angle d’incidence nul), ces tiges ne sont plus visibles mais lorsque l’angle d’incidence augmente,
l’orientation des tiges est de plus en plus visible, ce qui entraˆıne un effet plus important sur
les e´missions verticales. Mais a` l’e´chelle d’un champ de vue d’un satellite avec une re´solution
de quelques dizaines de kilome`tres, la ve´ge´tation n’a pas d’orientation privile´gie´e. De ce fait,
l’e´paisseur optique et l’albe´do sont suppose´s non polarise´s : τcv = τch et ωv = ωh.
Ces deux parame`tres de la ve´ge´tation influent sur le profil angulaire de la tempe´rature de
brillance. La figure 6.5 montre l’influence de l’e´paisseur optique et de l’albe´do sur la tempe´rature
de brillance en bande L. L’e´paisseur optique a tendance a` augmenter le niveau des tempe´ratures
de brillance tout en rapprochant les deux polarisations (Prigent et al., 1997). L’effet de τ est
surtout visible pour la polarisation horizontale qui devient inde´pendante de l’angle. L’albe´do ω
fait baisser la tempe´rature de brillance, comme si une translation verticale avait e´te´ applique´e
a` l’ensemble du profil angulaire.
6.2.1.6 Tempe´rature effective
Il a de´ja` e´te´ de´montre´ que la tempe´rature de brillance a` 37 GHz en polarisation verticale
est hautement corre´le´e a` la tempe´rature de surface (Basist et al., 1998, Owe & Van de Griend,
2001). Cette approche a e´te´ valide´e dans (Owe et al., 2001) en comparant les tempe´ratures de
surface mode´lise´es avec les acquisitions du satellite TRMM (Tropical Rainfall Mapping Mission)
et celles mesure´es sur le re´seau d’observation d’Oklahoma Mesonet aux E´tats-Unis (Brock et al.,
1995).
Les mesures de tempe´rature de brillance quantifient l’intensite´ du rayonnement micro-
onde de la surface observe´e. Avec l’approximation de Rayleigh-Jeans dans le domaine micro-
onde, l’e´nergie e´mise par le sol est proportionnelle a` la tempe´rature thermodynamique. La
tempe´rature de brillance du sol peut ainsi s’exprimer comme une fonction de l’e´missivite´ e et
de la tempe´rature effective du sol Teff :
TBsol(p) = e(p) ·Teff (6.12)
Toute la couche du sol contribue a` l’e´mission thermique du sol. L’intensite´ nette a` la surface
du sol est une superposition des intensite´s e´mises a` diffe´rentes profondeurs du sol (Choudhury
et al., 1982). La formulation the´orique de la tempe´rature effective demande une connaissance
du profil vertical de la tempe´rature du sol. Pour estimer Teff avec le minimum d’information
sur le profil du sol, de nombreuses parame´trisations ont e´te´ de´veloppe´es a` partir : de l’infra-
rouge thermique (Wigneron et al., 1993b), de la tempe´rature de l’air (Van de Griend & Owe,
1994), de la tempe´rature de brillance a` 37 GHz (Owe et al., 2001). Mais cette approximation est
seulement valide a` des fre´quences supe´rieures a` 10 GHz alors qu’aux fre´quences moins e´leve´es,
la profondeur de pe´ne´tration est plus grande et des tempe´ratures plus profondes influencent
cette tempe´rature effective (Choudhury et al., 1982).
Pour prendre en compte les effets du profil de la tempe´rature du sol, Choudhury et al.
(1982) ont propose´ une parame´trisation de Teff comme une fonction line´aire de la tempe´rature
du sol a` deux profondeurs. Wigneron et al. (2001) proposent une ame´lioration en prenant en
compte l’influence de l’humidite´ sur l’e´paisseur de la couche de sol contribuant au signal : plus
le sol est sec, plus profonde est la couche qui contribue. Holmes et al. (2006) ont propose´ une
nouvelle parame´trisation de Teff base´e sur la relation entre l’atte´nuation de l’e´nergie e´mise et
la constante die´lectrique de la surface du sol. Les diffe´rents mode`les sont pre´sente´s en annexe
D.
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Figure 6.6 – Sche´ma de l’algorithme LPRM (Land Parameter Retrieval Model) en 5 phases :
calcul de la constante die´lectrique, calcul de la re´flectivite´ du sol, prise en compte de la rugosite´
du sol, influence de la ve´ge´tation puis mode´lisation du transfert radiatif afin de mode´liser une
tempe´rature de brillance qui est ensuite compare´e a` la tempe´rature acquise par satellite. L’hu-
midite´ du sol retrouve´e est celle qui minimise l’e´cart entre ces deux tempe´ratures de brillance.
Les fle`ches verticales repre´sentent les entre´es alors que les fle`ches verticales des parame`tres.
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6.2.2 Le mode`le LPRM et les adaptations pour les acquisitions SMOS
Le mode`le LPRM a e´te´ conc¸u pour retrouver l’humidite´ des sols en utilisant les tempe´ratures
de brillance acquises par les satellites AMSR-E, TRMM, SSM/I ou encore SMMR. Ces satellites
observaient ou continuent d’observer la Terre avec un angle fixe a` des fre´quences en bande C,
X ou encore Ka. Le sche´ma en figure 6.6 repre´sente l’algorithme original LPRM. Il se compose
de cinq modules qui ont e´te´ de´crits pre´ce´demment : constante die´lectrique, re´flectivite´ de la
surface lisse, rugosite´ pour surface rugueuse, ve´ge´tation et enfin mode`le de transfert radiatif.
Ces cinq e´tapes permettent de mode´liser une tempe´rature de brillance qui est ensuite compare´e
a` la tempe´rature de brillance acquise par le radiome`tre. L’humidite´ du sol est modifie´e (entre´e
situe´e en haut de la figure 6.6) jusqu’a` ce que la diffe´rence entre les tempe´ratures de brillance
mode´lise´es et observe´es soit a` son minimum (diffe´rence ponde´re´e par la pre´cision des mesures) :
min
∑
i
(
TBV obs(θi)− TBV simu(θi)
RAV (θi)
)2
+
∑
j
(
TBHobs(θi)− TBHsimu(θj)
RAH(θj)
)2 (6.13)
avec i, j le nombre d’acquisitions en polarisation horizontale et verticale respectivement ; RA la
pre´cision des mesures de tempe´rature de brillance TB en K.
Les acquisitions du radiome`tre embarque´ sur le satellite SMOS sont diffe´rentes de celles
acquises par AMSR-E par exemple. Ces acquisitions sont en bande L et sont multi-angulaires.
Ces caracte´ristiques demandent une re´elle adaptation de l’algorithme LPRM. de Jeu et al. (2009)
ont mene´ une e´tude avec les donne´es terrain de la campagne NAFE’05 re´alise´e en Australie en
2005 (Panciera et al., 2008). Ce jeu de donne´es regroupe des mesures de l’humidite´ du sol a`
5 cm de profondeur avec des observations ae´roporte´es en bande L avec un angle d’incidence
variant entre 2˚et 44˚.
Originellement, le mode`le LPRM fixait le parame`tre de rugosite´ h a` 0.09 en bande C et
a` 0.18 en bande X. Escorihuela et al. (2007), Panciera et al. (2009) ont de´ja` montre´ que le
parame`tre de rugosite´ en bande L n’e´tait pas constant et pouvait eˆtre relie´ a` l’humidite´. Sur
le jeu de donne´es NAFE’05, de Jeu et al. (2009) ont trouve´ que la rugosite´ de surface avait
une forte relation avec a` la fois l’humidite´ et l’angle d’incidence. L’expression suivante avait e´te´
propose´e pour leur terrain spe´cifique :
h = 0.4− SM · θ1.5 (6.14)
De plus, l’albe´do de la ve´ge´tation avait e´te´ fixe´e a` 0 (en bande L, l’albedo est conside´re´e
comme tre`s faible, Wigneron et al. (2004)) ainsi que le coefficient de me´lange de polarisation :
ω = 0 (6.15)
Q = 0 (6.16)
Pour l’adaptation du mode`le LPRM a` la bande L, ces propositions ont e´te´ garde´es mais
certains tests ont e´te´ re´alise´s en optimisant h et ω pour voir si ces mode´lisations re´alise´es sur
des surfaces en Australie sont valides sur d’autres surfaces plus humides.
L’e´paisseur optique de la ve´ge´tation τ est retrouve´e dans le LPRM en utilisant le rapport
de polarisation (Meesters et al., 2005) :
RP (θ) =
TBV (θ)− TBH(θ)
TBV (θ) + TBH(θ)
(6.17)
Pour chaque angle observe´, un rapport de polarisation est calcule´ et une valeur de τ est re-
trouve´e. Les de´tails de ce calcul sont donne´s en annexe E. Pour des tempe´ratures de brillance
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Tableau 6.1 – Modifications apporte´es au mode`le LPRM pour son adaptation aux acquisitions
multi-angulaires en bande L de SMOS.
LPRM LPRM adapte´ a` SMOS
mono-angulaire
multi-angulaire ⇒ optimisation des
parame`tres sur tout le profil angulaire
(θ > 25 ˚)
bandes C et X
bande L (parame´trisation propose´e par
de Jeu et al. (2009))
tempe´rature effective du sol avec la
tempe´rature de brillance a` 37 GHz
tempe´rature effective du sol avec le
mode`le de Wigneron et al. (2001)
humidite´ SM optimise´e humidite´ SM optimise´e
multi-angulaires, un rapport de polarisation est obtenu pour chaque angle. Malgre´ la division
de l’e´paisseur optique par le cosinus de l’angle d’observation, qui est cense´ enlever toute liaison
avec l’angle d’incidence, la valeur obtenue n’est pas stable le long du profil (du simple au triple)
certainement a` cause des imperfections dans la mesure et des imperfections du mode`le : e´tendue
de la zone observe´e diffe´rente pour chaque angle (qui fait varier la proportion sol/ve´ge´tation
observe´e), interfe´rences, etc. De ce fait, dans le mode`le LPRM adapte´ a` SMOS, le τ moyen a
e´te´ pris en compte. Une autre version de ce mode`le a e´te´ teste´ en optimisant l’e´paisseur op-
tique de la ve´ge´tation. Les tempe´ratures de brillance acquises par SMOS aux petits angles sont
tre`s bruite´es et pour s’assurer que le rapport de polarisation est strictement positif, seules les
tempe´ratures de brillances acquises avec un angle supe´rieur a` 25˚sont utilise´es.
LPRM utilise le mode`le de Wang-Schmugge pour calculer la constante die´lectrique. Le pro-
duit d’humidite´ SMOS utilise´ ici (v400) a e´te´ retrouve´ en utilisant le mode`le de Dobson. Ces
deux mode`les ont e´te´ imple´mente´s dans l’adaptation du LPRM a` SMOS.
La tempe´rature effective est originellement calcule´e a` partir des tempe´ratures de brillances
a` 37 GHz dans le LPRM. Puisque SMOS n’acquiert pas d’information a` cette fre´quence, la
mode´lisation de la tempe´rature par Wigneron et al. (2001) a e´te´ utilise´e. Les tempe´ratures de
surface STL1 (Soil Temperature Layer 1 : 0-7 cm) et les tempe´ratures profondes STL3 (Soil
Temperature Layer 3 : 28 cm-1 m) du mode`le ECMWF ont e´te´ utilise´es pour calculer cette
tempe´rature effective. Les de´tails sont donne´s en annexe D.
Les tableaux 6.1 et 6.2 re´sument les modifications apporte´es au mode`le LPRM pour son
adaptation aux acquisitions multi-angulaires en bande L de SMOS ainsi que les diffe´rentes
options teste´es dans les prochains paragraphes : mode`les A a` H.
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Tableau 6.2 – Options teste´es pour l’adaptation du LPRM aux acquisitions multi-angulaires
en bande L de SMOS concernant le mode`le de constante die´lectrique, l’albe´do et la rugosite´
(mode`les A a` H). RP pour rapport de polarisation, Eq. 6.16.
LPRM
A B C D E F G H
original
Epaisseur RP × × × × × × ×
optique de RP lisse´ ×
la ve´ge´tation RP ite´ratif ×
Mode`le de Wang & Schmugge (1980) × × × × × × ×
constante Dobson et al. (1985) × × × ×
die´lectrique Mironov et al. (2004) × × × ×
ω=0.06 ×
Albe´do ω=0 × × × × × ×
ω optimise´ × ×
h=0.09,Q=0.115 (bande C) ×
h=0.18,Q=0.127 (bande X)
Rugosite´ h=0,Q=0 × × × × × ×
h optimise´, Q=0 ×
h(SM), Q=0 ×
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6.3 Comparaison du mode`le simplifie´ avec le mode`le complexe
SMOS
6.3.1 Parame´trisation du mode`le (mode`les A, B et C)
6.3.1.1 Profils angulaires de tempe´ratures de brillance
La premie`re e´tape est d’adapter simplement certains parame`tres pour la bande L et de
prendre en compte la multi-angularite´ des observations. L’humidite´ retrouve´e est celle qui
re´duit au maximum la somme des e´carts entre les tempe´ratures de brillance mode´lise´es et
les tempe´ratures de brillance observe´es.
La difficulte´ des mode`les A, B et C se situe dans le calcul de l’e´paisseur de la ve´ge´tation.
En effet, τ de´pend du rapport de polarisation et de l’humidite´ SM, ce qui signifie qu’une valeur
de τ est retrouve´e pour chaque valeur de SM teste´e et pour chaque angle d’observation. Or
ce mode`le de transfert radiatif avait comme hypothe`se que l’e´paisseur optique n’avait pas de
de´pendance angulaire. De plus, le profil angulaire des tempe´ratures de brillance mode´lise´es n’est
pas continu sur la gamme d’angles observe´s si τ varie avec l’angle (figs. 6.7 (a) et 6.8(a)).
Deux exemples d’application de cette premie`re version du mode`le sont donne´s pour un profil
de tempe´ratures de brillance propre (fig. 6.7, ou` TBV > TBH) et pour un profil bruite´ plus
difficile a` interpre´ter (fig. 6.8). Ces deux profils de tempe´ratures observe´es correspondent au
meˆme point mais a` deux dates diffe´rentes. Les caracte´ristiques du sol sont suppose´es stables
avec un pourcentage de sable de 40%, 20% d’argile avec une densite´ de 1.3 g/cm3.
A travers ces deux exemples, on observe que le profil de tempe´ratures de brillance (TB)
mode´lise´ n’est pas re´gulier et est plus proche des observations (figs. 6.7(a), 6.8(a)). Cela est
possible si la valeur du parame`tre τ est diffe´rente pour chaque angle. L’e´paisseur optique de la
ve´ge´tation sur les figures 6.7(e) et 6.8(e) varie en effet avec l’angle d’observation. Cependant,
on peut noter que τ varie beaucoup plus dans le cas du profil plus bruite´ alors qu’on remarque
une certaine stabilite´ dans le cas propre apre`s 40˚d’incidence. τ est diffe´rent a` chaque angle
d’incidence car ce parame`tre de´pend de l’inverse du rapport de polarisation (cf. annexe E).
Les rapports de polarisation sont montre´s en figures 6.7(c) et 6.8(c). Quand le profil des
TB mesure´es est propre, le rapport de polarisation varie quasiment line´airement avec l’angle
d’incidence. En revanche, il peut devenir chaotique et parfois ne´gatif avec un profil plus bruite´
(fig. 6.8(c)), ce qui rend difficile le calcul de l’e´paisseur optique de la ve´ge´tation. Pour re´soudre
le proble`me de de´pendance a` l’angle ou de stabilite´ du parame`tre τ , une re´gression line´aire du
rapport de polarisation par rapport a` l’angle est propose´e (figs. 6.7(d) et 6.8(d)).
En effectuant une re´gression line´aire sur le rapport de polarisation, on effectue un lissage
des tempe´ratures de brillance (figs. 6.7(d) et 6.8(d)). Les TB mode´lise´es sont maintenant plus
re´gulie`res et lisse´es meˆme si elles sont moins proches des TB observe´es (figs. 6.7(b) et 6.8(b)).
L’e´paisseur optique retrouve´e a` partir du profil propre est stable sur toute la gamme d’angles
observe´s (fig. 6.7(f)). En revanche, la re´gression du rapport de polarisation ne suffit pas a` la
stabilisation de τ en cas de profil bruite´ (fig. 6.8(f)). Meˆme si τ devient une fonction continue
de l’angle, ce parame`tre n’est pas stable et croˆıt avec l’angle.
Une troisie`me possibilite´ d’application de ce mode`le est de l’utiliser de manie`re ite´rative.
La phase d’initialisation permet de retrouver une humidite´ optimise´e avec τ moyen associe´
(moyenne arithme´tique sur la gamme d’angles observe´s), comme re´alise´ pre´ce´demment, puis se
poursuit par plusieurs ite´rations en fixant tour a` tour l’humidite´ et l’e´paisseur optique pour
retrouver l’autre parame`tre jusqu’a` obtenir un couple de valeurs stables pour SM et τ . Puisque
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(a) Profil angulaire propre de tempe´rature
de brillance
(b) Profil angulaire propre de tempe´rature
de brillance
(c) Profil angulaire du rapport de polarisa-
tion
(d) Profil angulaire du rapport de polarisa-
tion
(e) Profil angulaire de l’e´paisseur optique
de la ve´ge´tation
(f) Profil angulaire de l’e´paisseur optique de
la ve´ge´tation
(g) Profil angulaire propre de tempe´rature
de brillance
Figure 6.7 – Comportement du mode`le LPRM sur un profil angulaire de tempe´rature de
brillance propre. La colonne de gauche (a,c,e) correspond au mode`le original, la colonne de
droite (b,d,f) au mode`le avec le rapport de polarisation lisse´. Le panneau du bas (g) correspond
au mode`le ite´ratif. Les TB observe´es SMOS ainsi que les TB mode´lise´es sont en (a,b,g), le
rapport de polarisation par rapport a` l’angle en (c,d) et l’e´paisseur optique de la ve´ge´tation
pour chaque angle d’observation en (e,f).
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(a) Profil angulaire plus bruite´ de
tempe´rature de brillance
(b) Profil angulaire plus bruite´ de
tempe´rature de brillance
(c) Profil angulaire du rapport de polarisa-
tion
(d) Profil angulaire du rapport de polarisa-
tion
(e) Profil angulaire de l’e´paisseur optique
de la ve´ge´tation
(f) Profil angulaire de l’e´paisseur optique
de la ve´ge´tation
(g) Profil angulaire plus bruite´ de
tempe´rature de brillance
Figure 6.8 – Comportement du mode`le LPRM sur un profil angulaire de tempe´rature de
brillance bruite´. La colonne de gauche (a,c,e) correspond au mode`le original, la colonne de
droite (b,d,f) au mode`le avec le rapport de polarisation lisse´. Le panneau du bas (g) correspond
au mode`le ite´ratif. Les TB observe´es SMOS ainsi que les TB mode´lise´es sont en (a,b,g), le
rapport de polarisation par rapport a` l’angle en (c,d) et l’e´paisseur optique de la ve´ge´tation
pour chaque angle d’observation en (e,f).
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τ de´pend de l’humidite´ SM, la de´cision d’arreˆter le processus d’ite´rations se fait sur le parame`tre
d’humidite´. Sur le profil propre, deux ite´rations ont e´te´ ne´cessaires (fig. 6.7(g)) et la diffe´rence
avec l’application pre´ce´dente (re´gression du rapport de polarisation) est essentiellement visible
sur la mode´lisation des TB horizontales qui est dans ce cas plus courbe´e que la pre´ce´dente. Sur
le profil plus bruite´, quatre ite´rations ont e´te´ ne´cessaires et de nombreuses diffe´rences sont a`
noter, notamment la courbure des TB mode´lise´es.
Ces trois approches montrent des possibilite´s de mode´lisation diffe´rentes et repre´sentent
e´galement trois couples de valeurs d’humidite´ et d’e´paisseur optique. Pour les profils propres et
bruite´s, voici les valeurs des parame`tres retrouve´s :
Mode`le Profil propre Profil bruite´
Original SM = 0.29 τ = 0.26 SM = 0.10 τ = 0.22
RP lisse´ SM = 0.29 τ = 0.25 SM = 0.08 τ = 0.11
Ite´ratif SM = 0.30 τ = 0.26 SM = 0.18 τ = 0.30
A travers ces valeurs retrouve´es, on remarque que pour le profil propre, l’approche choisie
n’a que peu d’impact sur les re´sultats alors que pour le profil plus bruite´, ce choix influence
grandement les valeurs de SM et de τ (SM varie du simple au double). La premie`re approche
n’est pas correcte physiquement car le parame`tre de ve´ge´tation oscille avec l’angle d’observation.
La seconde approche a tendance a` trop lisser les tempe´ratures de brillance dans le cas d’un profil
plus bruite´ car le rapport de polarisation varie beaucoup. La troisie`me approche semble donc
la plus correcte.
Cette section pre´sentait deux exemples de profils angulaires de tempe´ratures de brillance.
Les deux prochaines sections exposent l’aspect spatial sur des parties d’orbite aux E´tats-Unis et
en Australie, puis l’aspect temporel sur deux bassins versants aux E´tats-Unis : Little Washita
et Walnut Gulch (pre´sente´s au chapitre 3).
6.3.1.2 Variation spatiale
L’aspect spatial est e´tudie´ dans cette section a` travers deux exemples aux E´tats-Unis et en
Australie. Ces deux re´gions ont e´te´ se´lectionne´es car elles sont peu affecte´es par les interfe´rences
en bande L. Les dates d’e´tude ont e´te´ choisies de telle fac¸on qu’un e´ve`nement pluvieux soit
visible : 16 Septembre 2010 pour les E´tats-Unis et le 17 Septembre 2010 pour l’Australie.
Les trois approches du mode`le LPRM ont e´te´ applique´es aux deux parties d’orbite se´lection-
ne´es : LPRM basique, LPRM avec le rapport de polarisation (RP) lisse´ et le LPRM ite´ratif.
Pour comparaison, les produits d’humidite´ SMOS sont e´galement pre´sente´s (fig. 6.9).
Les distributions spatiales des trois approches sont tre`s proches. La pluie au centre et a` l’Est
de la fauche´e est correctement retranscrite par ces trois options. On observe e´galement les zones
de transition en vert entre les sols secs en jaune et les sols humides en bleu (fig. 6.9 (a), (b)
et (c) aux E´tats-Unis et (e), (f) et (g) en Australie). La diffe´rence la plus importante se situe
au niveau du nombre de points ou` l’humidite´ est retrouve´e et valide : les points ou` la valeur
d’humidite´ retrouve´e atteint une borne (0 ou 0.6 m3/m3) ne sont pas valides.
nb. de points LPRM basique re´gression du RP LPRM ite´ratif Total
E´tats-Unis 9104 6923 8433 9889
Australie 10051 8319 10068 10761
La me´thode utilisant la re´gression du RP retrouve beaucoup moins de points avec environ
75% des points alors que le LPRM basique et ite´ratif retrouvent une valeur d’humidite´ valide
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(a) USA - LPRM basique (b) USA - RP lisse´
(c) USA - LPRM ite´ratif (d) USA - SMOS
(e) Australie - LPRM ba-
sique
(f) Australie - RP lisse´
(g) Australie - LPRM
ite´ratif
(h) Australie - SMOS
Figure 6.9 – Repre´sentations spatiales des humidite´s retrouve´es avec les trois approches LPRM
avec celles de SMOS sur les Etats-Unis (16/09/2010) et sur l’Australie(16/09/2010) : (a,e)
LPRM basique, (b,f) LPRM avec le rapport de polarisation (RP) lisse´, (c,g) LPRM ite´ratif et
(d,h) SMOS.
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(a) USA - LPRM ba-
sique
(b) USA - RP lisse´ (c) USA - LPRM
ite´ratif
(d) USA - statistiques
(e) Australie - LPRM
basique
(f) Australie - RP lisse´ (g) Australie - LPRM
ite´ratif
(h) Australie - statis-
tiques
Figure 6.10 – Comparaison des trois approches d’application du mode`le LPRM avec le produit
d’humidite´ SMOS sur deux parties d’orbites aux E´tats-Unis et en Australie : (a,d) LPRM
basique, (b,e) LPRM avec le rapport de polarisation (RP) lisse´ et (c,f) LPRM ite´ratif.
sur environ 90% des points. On peut e´galement noter une augmentation des valeurs d’humidite´
retrouve´es par le LPRM ite´ratif par rapport aux deux autres me´thodes (visible sur les E´tats-
Unis, fig. 6.9 (c)).
Les humidite´s retrouve´es par le LPRM ont e´galement e´te´ compare´es au produit d’humidite´
SMOS (fig. 6.10). Les trois approches du mode`le LPRM retrouvent des valeurs d’humidite´ plus
e´leve´es que le produit SMOS avec un biais moyen de 0.11 m3/m3 pour le LPRM basique, 0.11
m3/m3 avec le RP lisse´ et 0.13 m3/m3 pour le LPRM ite´ratif. Les trois me´thodes ont une
corre´lation e´quivalente avec SMOS, autour de 0.63 sur les Etats-Unis et de 0.75 sur l’Australie.
On peut e´galement noter la forte dispersion des nuages de points qui pourrait s’expliquer par
la non-prise en compte de l’he´te´roge´ne´ite´ de la surface par le LPRM contrairement au produit
SMOS.
En conclusion, les distributions spatiales des trois approches sont tre`s similaires et les valeurs
d’humidite´ retrouve´es sont toutes supe´rieures a` celles retrouve´es par SMOS. Les LPRM basique
et ite´ratif retrouvent une valeur d’humidite´ valide sur plus de points et le LPRM ite´ratif a
tendance a` retrouver des valeurs plus e´leve´es.
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(a) LW - LPRM basique (b) WG - LPRM basique
(c) LW - RP lisse´ (d) WG - RP lisse´
(e) LW - LPRM ite´ratif (f) WG - LPRM ite´ratif
Figure 6.11 – Repre´sentations temporelles des humidite´s retrouve´es avec les trois approches du
mode`le LPRM sur Little Washita (LW) et Walnut Gulch (WG) en 2010 : (a,b) LPRM basique,
(c,d) LPRM avec rapport de polarisation (RP) lisse´ et (e,f) LPRM ite´ratif.
6.3.1.3 Variation temporelle
L’aspect temporel est e´tudie´ dans cette section a` l’aide de deux bassins versants aux Etats-
Unis tout au long de l’anne´e 2010 : Little Washita, site subhumide avec de nombreux e´ve`nements
pluvieux et Walnut Gulch, site semi-aride avec tre`s peu de pluies.
Les trois approches du mode`le LPRM ont e´te´ applique´es aux deux se´ries temporelles : LPRM
basique, LPRM avec le rapport de polarisation (RP) lisse´ et le LPRM ite´ratif. Pour comparaison,
les produits d’humidite´ SMOS et les humidite´s mesure´es sur le terrain sont e´galement pre´sente´s.
Les humidite´s retrouve´es par les trois me´thodes paraissent disperse´es. En effet, sur Little
Washita pendant la pe´riode se`che en Aouˆt, l’humidite´ mesure´e est stable autour de 0.10 m3/m3
(fig. 6.11 (a), (c) et (e)). Les humidite´s retrouve´es sont surestime´es sur toute l’anne´e et ne sont
pas stables mais disperse´es. Cependant, les valeurs du LPRM basique retranscrivent bien les
e´ve`nements pluvieux avec des valeurs hautes retrouve´es suivies de phases de de´croissance (pluies
de Mai, Juin, Juillet par exemple). Les autres approches donnent e´galement des valeurs tre`s
disperse´es et la dynamique de l’humidite´ est plus difficile a` reconnaˆıtre.
Sur Walnut Gulch, les humidite´s retrouve´es sont e´galement tre`s disperse´es (fig. 6.11 (b), (d)
et (f)). Les faibles pluies en hiver puis en e´te´ sont bien capte´es mais sont largement surestime´es.
La pe´riode se`che d’Avril a` Juillet n’est pas bien retranscrite puisque l’humidite´ retrouve´e n’est
pas stable. De plus, peu de points sont retrouve´s sur cette pe´riode : 19 avec le LPRM basique,
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(a) LW - LPRM ba-
sique
(b) LW - RP lisse´ (c) LW - LPRM
ite´ratif
(d) LW - statistiques
(e) WG - LPRM ba-
sique
(f) WG - RP lisse´ (g) WG - LPRM
ite´ratif
(h) WG - statistiques
Figure 6.12 – Comparaison des humidite´s retrouve´es par les trois approches du mode`le LPRM
avec les humidite´s mesure´es sur Little Washita (LW) et Walnut Gulch (WG) : (a,e) LPRM
basique, (b,f) LPRM avec rapport de polarisation (RP) lisse´ et (c,g) LPRM ite´ratif. Les statis-
tiques sont pre´sente´es en (d,h).
18 avec le LPRM avec le RP lisse´ et 23 avec le LPRM ite´ratif. Cela peut eˆtre duˆ au mode`le de
constante die´lectrique utilise´ par le LPRM (Wang-Schmugge) qui n’est peut eˆtre pas ade´quate
pour les faibles valeurs d’humidite´.
Les comparaisons avec les mesures effectue´es sur le terrain (fig. 6.12) montrent bien les biais
constate´s sur les se´ries temporelles. Sur Little Washita, le biais est de 0.11 m3/m3 pour le LPRM
basique, 0.13 m3/m3 pour le LPRM avec le RP lisse´ et 0.16 m3/m3 pour le LPRM ite´ratif. Le
niveau de corre´lation est nettement plus faible pour le LPRM ite´ratif (R=0.56) alors que le
LPRM basique a une corre´lation de 0.76 et le LPRM avec le RP lisse´ de 0.71.
Sur Walnut Gulch, le biais est d’une autre nature puisque les faibles valeurs d’humidite´ sont
bien mode´lise´es alors que de plus grands e´carts existent pour les valeurs plus e´leve´es. Avec un
niveau de corre´lation e´quivalent (autour de 0.83), le LPRM basique pre´sente le plus faible biais
avec 0.06 m3/m3 contre 0.08 m3/m3 pour le LPRM avec RP lisse´ et 0.09 m3/m3 pour le LPRM
ite´ratif.
En conclusion les distributions spatiales des trois approches du LPRM sur les deux fauche´es
teste´es sont tre`s similaires. Sur l’aspect temporel a` travers deux se´ries de mesures terrain, le
LPRM basique semble fournir des humidite´s plus proches des mesures releve´es sur le terrain.
Cependant, les humidite´s retrouve´es sont surestime´es et plus spe´cialement durant les e´ve`nements
pluvieux. Cette surestimation peut provenir du mode`le de constante die´lectrique utilise´ dans le
LPRM.
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(a) USA - LPRM Wang-Schmugge (b) USA - LPRM Dobson
(c) USA - LPRM Mironov (d) USA - SMOS (Dobson)
(e) Australie - LPRM
Wang-Schmugge
(f) Australie - LPRM
Dobson
(g) Australie - LPRM Mi-
ronov
(h) Australie - SMOS
(Dobson)
Figure 6.13 – Repre´sentations spatiales des humidite´s retrouve´es a` partir des trois mode`les
de constante die´lectrique avec le produit d’humidite´ SMOS sur deux parties d’orbites aux
E´tats-Unis (16/09/2010) et en Australie (16/09/2010) : (a,e) LPRM avec le mode`le de Wang-
Schmugge, (b,f) LPRM avec le mode`le de Dobson, (c,g) LPRM avec le mode`le de Mironov et
(d,h) SMOS avec le mode`le de Dobson.
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(a) USA - LPRM
Wang-Schmugge
(b) USA - LPRM
Dobson
(c) USA - LPRM Mi-
ronov
(d) USA - statistiques
(e) Australie - LPRM
Wang-Schmugge
(f) Australie - LPRM
Dobson
(g) Australie - LPRM
Mironov
(h) Australie - statis-
tiques
Figure 6.14 – Comparaison des humidite´s retrouve´es avec le LPRM et les trois mode`les de
constante die´lectrique avec celles de SMOS sur les Etats-Unis et sur l’Australie : (a,d) mode`le
de Wang-Schmugge, (b,e) mode`le de Dobson et (c,f) mode`le de Mironov.
6.3.2 Comparaison de trois mode`les de constante die´lectrique (mode`les A,
D et E)
Dans cette section, trois mode`les de constante die´lectrique sont e´tudie´s : Wang-Schmugge
(utilise´ dans le LPRM, Wang & Schmugge (1980)), Dobson (utilise´ pour le produit d’humidite´
SMOS, Dobson et al. (1985)) et Mironov (imple´mente´ dans le prototype d’inversion des humi-
dite´s SMOS, Mironov et al. (2004)). Ces trois mode`les ont e´te´ teste´s avec le LPRM basique de
la section pre´ce´dente.
6.3.2.1 Variation spatiale
Les distributions spatiales sont encore une fois tre`s similaires avec un nombre de points
valides quaisment identique (environ 95% des points disponibles). Les points ou` l’humidite´
retrouve´e n’est pas valide sont situe´s dans une zone tre`s humide.
Aussi bien sur l’exemple des E´tats-Unis que sur l’Australie, le mode`le de constante die´lectri-
que de Dobson asse`che les valeurs d’humidite´ alors que le mode`le de Mironov asse`che un peu
moins par rapport au mode`le de Wang-Schmugge (fig. 6.13).
Le niveau de corre´lation est e´quivalent pour les trois mode`les de constante die´lectrique,
autour de 0.64 sur les E´tats-Unis et de 0.76 en Australie. Les faibles valeurs d’humidite´ sont
plutoˆt bien corre´le´es avec celles de SMOS, notamment en Australie alors que les hautes valeurs
sont plus e´leve´es avec le LPRM qu’avec SMOS, peu importe le mode`le de constante die´lectrique.
Avec un biais de 0.08 m3/m3 sur les Etats-Unis et de 0.05 m3/m3 sur l’Australie (fig. 6.14),
le mode`le de Dobson est celui qui produit des humidite´s les plus proches de celles de SMOS. Ce
re´sultat est logique puisque l’humidite´ SMOS est produite avec le mode`le de Dobson.
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(a) LW - Wang-Schmugge (b) WG - Wang-Schmugge
(c) LW - Dobson (d) WG - Dobson
(e) LW - Mironov (f) WG - Mironov
Figure 6.15 – Repre´sentations temporelles des humidite´s retrouve´es avec le LPRM et trois
mode`les de constante die´lectrique sur Little Washita (LW) et Walnut Gulch (WG) en 2010 :
(a,b) Wang-Schmugge, (c,d) Dobson et (e,f) Mironov.
6.3.2.2 Variation temporelle
Le mode`le de constante die´lectrique Wang-Schmugge est celui utilise´ par le LPRM basique
donc les se´ries temporelles pre´sente´es sont identiques a` celles de la section pre´ce´dente (fig. 6.15
(a) et (b)). Avec le mode`le de Dobson (fig. 6.15 (c) et (d)), on observe une diminution des
valeurs faibles de l’humidite´, notamment sur la pe´riode se`che de Little Washita (LW) en Aouˆt
et de Walnut Gulch (WG) en Avril-Juillet. En revanche, les surestimations lors des e´ve`nements
pluvieux sont encore pre´sentes. Le mode`le de Mironov se situe entre Wang-Schmugge et Dobson
en terme de biais. Sur l’exemple de WG, Mironov mode´lise bien la pe´riode se`che d’Avril a` Juillet
mais surestime celle d’Octobre a` De´cembre.
Le niveau de corre´lation est e´quivalent pour les trois mode`les de constante die´lectrique :
autour de 0.77 pour LW et de 0.84 pour WG (fig. 6.16). En revanche, les biais et les erreurs
sont diffe´rents puisque Dobson est plus proche des mesures terrain avec un biais de 0.07 m3/m3
sur LW (contre 0.09 et 0.11 m3/m3 pour Mironov et Wang-Schmugge) et de 0.03 m3/m3 sur
WG (contre 0.06 et 0.06 m3/m3 pour Mironov et Wang-Schmugge). Comme pre´ce´demment, le
biais est de nature diffe´rente sur LW et WG puisqu’il est constant sur LW alors que les faibles
humidite´s mode´lise´es sont tre`s proches des mesures et s’e´loignent dans les hautes valeurs sur
WG.
La comparaison de ces trois mode`les de constante die´lectrique montrent que les distribution
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(a) LW - Wang-
Schmugge
(b) LW - Dobson (c) LW - Mironov (d) LW - statistiques
(e) WG - Wang-
Schmugge
(f) WG - Dobson (g) WG - Mironov (h) WG - statistiques
Figure 6.16 – Comparaison des humidite´s retrouve´es par le mode`le LPRM et trois mode`les de
constante die´lectrique sur Little Washita (LW) et Walnut Gulch (WG) : (a,e) Wang-Schmugge,
(b,f) Dobson et (c,g) Mironov. Les statistiques sont pre´sente´es en (d,h).
spatiales sont une nouvelle fois tre`s proches. Cependant le mode`le de constante die´lectrique de
Dobson se de´tache car il permet de mode´liser des humidite´s beaucoup plus proches des mesures
terrain. Les e´ve`nements pluvieux sont tout de meˆme encore surestime´s peu importe le mode`le
de constante die´lectrique utilise´.
Dans la prochaine section, d’autres options du mode`le LPRM sont explore´es afin de se
rapprocher encore des mesures terrain.
6.3.3 Optimisation d’autres parame`tres : albe´do et rugosite´ (mode`les F, G
et H)
Lors de l’adaptation du LPRM aux observations multi-angulaires en bande L de SMOS,
plusieurs hypothe`ses ont e´te´ pose´es. Concernant la ve´ge´tation, il a e´te´ suppose´ qu’en bande L,
il n’y avait aucune diffusion, i.e., ω = 0. Il a e´te´ e´galement suppose´ que la rugosite´ n’affectait
pas le signal e´mis par la surface du sol, i.e., h=0. Dans cette section, ces deux hypothe`ses sont
remises en question afin de mieux comprendre quels impacts ces deux parame`tres de ve´ge´tation
et de rugosite´ ont re´ellement sur les tempe´ratures de brillance mode´lise´es et sur les valeurs
d’humidite´ retrouve´es.
6.3.3.1 Mode`le F : albe´do optimise´ et rugosite´ nulle
Dans cette partie, le parame`tre d’albe´do ω n’est plus fixe´ a` 0 mais est optimise´ de la meˆme
manie`re que l’humidite´ du sol SM. Il s’agit donc de trouver le couple de valeurs (SM,ω) qui
re´duira au maximum l’e´cart entre les TB observe´es et les TB mode´lise´es. La gamme de valeurs
possibles pour SM est toujours de 0 a` 0.6 m3/m3 et la gamme de ω de 0 a` 1.
Les trois mode`les de constante die´lectrique (Wang-Schmugge, Dobson et Mironov vus dans
la section pre´ce´dente) sont conserve´s ici pour mieux comprendre l’impact de ces changements
sur l’humidite´ retrouve´e. La distribution spatiale de l’humidite´ est toujours e´tudie´e sur deux
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(a) USA - LPRM Wang-Schmugge -
ω libre
(b) USA - LPRM Dobson - ω libre
(c) USA - LPRM Mironov - ω libre (d) USA - SMOS (Dobson)
(e) Australie - LPRM
Wang-Schmugge - ω libre
(f) Australie - LPRM
Dobson - ω libre
(g) Australie - LPRM Mi-
ronov - ω libre
(h) Australie - SMOS
(Dobson)
Figure 6.17 – Repre´sentations spatiales des humidite´s retrouve´es a` partir des trois mode`les de
constante die´lectrique en libe´rant le parame`tre d’albe´do ω avec le produit d’humidite´ SMOS sur
deux parties d’orbites aux E´tats-Unis (16/09/2010) et en Australie (16/09/2010) : (a,e) LPRM
avec le mode`le de Wang-Schmugge, (b,f) LPRM avec le mode`le de Dobson, (c,g) LPRM avec le
mode`le de Mironov et (d,h) SMOS avec le mode`le de Dobson.
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parties d’orbite aux E´tats-Unis (16/09/2010) et en Australie (17/09/2010) alors que l’aspect
temporel est e´tudie´ a` travers les exemples de Little Washita et de Walnut Gulch en 2010.
En libe´rant la parame`tre d’albe´do ω, les humidite´s retrouve´es sont plus faibles (fig. 6.17)
que lorsque ω e´tait fixe´ a` 0 (fig. 6.13). Les humidite´s ainsi retrouve´es sont plus proches de celles
de SMOS. De plus on observe la meˆme distribution spatiale de l’humidite´.
Les trois mode`les de constante die´lectrique ame`nent a` retrouver des humidite´s plus faibles
que celles de SMOS (fig. 6.18, biais ne´gatifs) mais le mode`le de Dobson est celui qui fournit les
valeurs les plus faibles (biais de -0.07 m3/m3 sur les E´tats-Unis et de -0.04 m3/m3 sur l’Austra-
lie). En revanche, les mode`les de Wang-Schmugge et de Mironov sont proches statistiquement.
On peut remarquer que le mode`le de Mironov permet de retrouver une valeur de SM sur un
plus grand nombre de points surtout sur les faibles valeurs d’humidite´ (+15% sur les E´tats-Unis
et +30% sur l’Australie par rapport a` Wang-Schmugge).
Les valeurs de ω optimise´es en utilisant ces trois mode`les de constante die´lectrique sont
proches (voir annexe F.1, fig. F.1). Sur les E´tats-Unis, l’albe´do est e´leve´ avec des valeurs entre
0.1 et 0.3 et des pics supe´rieurs a` 0.4. Sur l’Australie, les formes spatiales suivent celles de
l’humidite´ avec de fortes valeurs au centre et plus faibles autour. Sur les deux bassins versants,
les valeurs de l’albe´do sont disperse´es tout au long de l’anne´e 2010. Sur Little Washita, ω est e´leve´
en de´but d’anne´e (autour de 0.2) puis baisse en Juillet-Aouˆt (autour de 0.1) et finit par osciller
entre 0.1 et 0.2. Sur Walnut Gulch, on peut apercevoir une tendance ou une e´volution plus
nette de ce parame`tre avec un niveau stable autour de 0.08 et deux augmentations en Fe´vrier
et Aouˆt jusqu’a` 0.25. Dans l’algorithme qui permet de retrouver les humidite´s de SMOS, ω est
fixe´ a` 0 pour les zones dites nominales (ve´ge´tation basse) et a` 0.08 sur les foreˆts (ATBD, 2010).
Les valeurs de ω retrouve´es dans cette e´tude sont bien plus e´leve´es que celles utilise´es pour les
humidite´s SMOS mais elles montrent un certain dynamisme spatial et temporel que SMOS ne
prend pas en compte alors que cela impacte grandement les humidite´s retrouve´es.
Ces trois mode`les ont e´galement e´te´ teste´s sur les se´ries temporelles de Little Washita (LW)
et de Walnut Gulch (WG) en 2010 (fig. 6.19). Les humidite´s retrouve´es sont bien infe´rieures
a` celles retrouve´es avec ω=0 (fig. 6.15) notamment lors des e´ve`nements pluvieux ou` il n’y a
plus de surestimation automatique. Les mode`les de Wang-Schmugge et de Mironov donnent des
humidite´s tre`s proches des mesures : biais de -0.04 m3/m3 et -0.05 m3/m3 sur LW et de 0.005
m3/m3 et 0.002 m3/m3 sur WG, fig. 6.20) ; alors que le mode`le de Dobson sous-estime bien plus
les humidite´s : biais de -0.07 m3/m3 sur LW et de -0.02 m3/m3 sur WG. Cependant, les trois
mode`les de constante die´lectrique suivent la dynamique temporelle de l’humidite´ mesure´e sur
ces deux bassins versants.
Le mode`le de Mironov permet encore une fois de retrouver une valeur de l’humidite´ sur un
plus grand nombre de dates. Ce n’est pas clairement le cas sur LW mais sur WG, 50% de dates
en plus sont retrouve´es par rapport au mode`le de Wang-Schmugge. Walnut Gulch est un site
plus aride et plus sableux que Little Washita (Jackson et al., 2010) et il n’est pas surprenant
de voir que Mironov se comporte mieux que les mode`les de Wang-Schmugge ou de Dobson sous
ces conditions.
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(a) USA - LPRM
Wang-Schmugge - ω
libre
(b) USA - LPRM
Dobson - ω libre
(c) USA - LPRM Mi-
ronov - ω libre
(d) USA - statistiques
- ω libre
(e) Australie - LPRM
Wang-Schmugge - ω
libre
(f) Australie - LPRM
Dobson - ω libre
(g) Australie - LPRM
Mironov - ω libre
(h) Australie - statis-
tiques - ω libre
Figure 6.18 – Comparaison des humidite´s retrouve´es avec le LPRM et les trois mode`les de
constante die´lectrique en libe´rant le parame`tre d’albe´do ω avec celles de SMOS sur les Etats-
Unis et sur l’Australie : (a,d) mode`le de Wang-Schmugge, (b,e) mode`le de Dobson et (c,f)
mode`le de Mironov.
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(a) LW - Wang-Schmugge - ω libre (b) WG - Wang-Schmugge - ω libre
(c) LW - Dobson - ω libre (d) WG - Dobson - ω libre
(e) LW - Mironov - ω libre (f) WG - Mironov - ω libre
Figure 6.19 – Repre´sentations temporelles des humidite´s retrouve´es avec le LPRM et trois
mode`les de constante die´lectrique en libe´rant le parame`tre d’albe´do ω sur Little Washita (LW)
et Walnut Gulch (WG) en 2010 : (a,b) Wang-Schmugge, (c,d) Dobson et (e,f) Mironov.
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(a) LW - Wang-
Schmugge - ω libre
(b) LW - Dobson - ω
libre
(c) LW - Mironov - ω
libre
(d) LW - statistiques -
ω libre
(e) WG - Wang-
Schmugge - ω libre
(f) WG - Dobson - ω
libre
(g) WG - Mironov - ω
libre
(h) WG - statistiques -
ω libre
Figure 6.20 – Comparaison des humidite´s retrouve´es par le mode`le LPRM et trois mode`les
de constante die´lectrique en libe´rant le parame`tre d’albe´do ω sur Little Washita (LW) et Wal-
nut Gulch (WG) : (a,e) Wang-Schmugge, (b,f) Dobson et (c,g) Mironov. Les statistiques sont
pre´sente´es en (d,h).
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6.3.3.2 Mode`le G : rugosite´ optimise´e et albe´do nul
Si la rugosite´ du sol joue un roˆle important a` petite e´chelle, la rugosite´ est tre`s souvent
ne´glige´e lorsque l’on traite des informations satellite, d’ou` l’hypothe`se h=0. Dans cette partie,
l’albe´do ω est fixe´ a` 0 et le parame`tre de rugosite´ est optimise´. Comme pre´ce´demment, deux
parame`tres du LPRM sont maintenant a` optimiser : SM et h. La gamme de valeurs pour
l’humidite´ reste la meˆme (0-0.6 m3/m3) et la rugosite´ est a` optimiser entre 0 et1.
Les re´sultats de cette e´tude (non montre´s sous forme de figures) ont montre´ qu’en fixant ω
a` 0, la rugosite´ optimise´e e´tait toujours a` 0 et que les re´sultats statistiques sont tre`s proches de
ceux du cas : ω=0 et h=0. Ces re´sultats ont e´te´ les meˆmes pour les E´tats-Unis, l’Australie et
les deux bassins versants Little Washita et Walnut Gulch.
Pour un albe´do nul, la meilleure valeur pour la rugosite´ est donc 0. Cependant, plusieurs
e´tudes montrent que la rugosite´, meˆme a` l’e´chelle d’un champ de vue de satellite, n’est pas
ne´gligeable et varie avec l’humidite´ du sol SM (Escorihuela et al., 2007, Panciera et al., 2009).
6.3.3.3 Mode`le H : albe´do optimise´ et de´pendance de la rugosite´ a` l’humidite´ de
surface
Dans cette section, l’albe´do ω redevient un parame`tre a` optimiser et la rugosite´ est fonction
de l’humidite´ du sol. Plusieurs mode´lisations ont e´te´ de´veloppe´es (Escorihuela et al., 2007,
Panciera et al., 2009, ATBD, 2010) et celle propose´e par de Jeu et al. (2009) ou` h de´pend de
l’angle et de l’humidite´ est teste´e dans cette partie :
h = 0.4− SM · θ1.5 (6.18)
Cette mode´lisation a e´te´ de´duite a` partir du jeu de donne´es NAFE’05 (Panciera et al., 2008) qui
regroupe des mesures sur le terrain ainsi que des observations ae´roporte´es sur un bassin versant
au Sud-Est de l’Australie. Il faut noter que ces mesures ont e´te´ re´alise´es dans des conditions
semi-arides et que cette mode´lisation n’est peut eˆtre pas adapte´e pour des zones plus tempe´re´es.
Comme dans les deux sections pre´ce´dentes, deux parame`tres sont a` optimiser ici : l’humidite´
SM (entre 0 et 0.6 m3/m3) et l’albe´do ω (entre 0 et 1). La rugosite´ de´pendant maintenant de
l’angle d’observation, celle montre´e sur les figures en annexes F.2 est la valeur mode´lise´e a` 42.5˚.
En introduisant une de´pendance de la rugosite´ a` l’humidite´ du sol, les humidite´s retrouve´es
(fig. 6.21) sont un peu plus e´leve´es que lorsque la rugosite´ e´tait ne´glige´e (fig. 6.17). Lorsque la
rugosite´ augmente, les tempe´ratures de brillance sont plus e´leve´es (fig. 6.4 (a)) et si h est fixe´,
cette augmentation des tempe´ratures se traduit par une diminution de l’humidite´ (fig. 6.2). Sur
les E´tats-Unis et l’Australie, le LPRM avec le mode`le de Dobson est tre`s proche de ce que produit
SMOS avec un biais de -0.02 m3/m3 sur les E´tats-Unis et de -0.005 m3/m3 sur l’Australie avec
un nombre de points valides tre`s proche de celui de Mironov (fig. 6.22). Les trois mode`les sont en
ge´ne´ral tre`s proches des humidite´s SMOS sur les faibles valeurs d’humidite´ (0-0.2 m3/m3) puis
donnent des valeurs plus faibles que celles de SMOS sur les e´ve`nements pluvieux par exemple.
Ceci est confirme´ par les humidite´s retrouve´es sur les deux sites test aux E´tats-Unis (fig.
6.23) ou` les humidite´s SMOS sont syste´matiquement plus e´leve´es lors des e´ve`nements pluvieux
alors que le LPRM reste plus proche des mesures terrain. Sur LW, le mode`le de Wang-Schmugge
de´livre des humidite´s plus proches des mesures avec un biais de -0.003 m3/m3, alors que sur
WG, le mode`le de Mironov est le plus proche avec un biais de 0.001 m3/m3. Mironov est un
mode`le connu pour mieux fonctionner sur les sols sableux que mode`les de Wang-Schmugge et
de Dobson.
Les albe´dos retrouve´s avec cette version du LPRM sont quasiment identiques a` ceux re-
trouve´s en ne´gligeant la rugosite´ (voir annexes F.1 et F.2). Quant a` la rugosite´, elle e´volue
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(a) USA - LPRM Wang-Schmugge -
ω libre et h(SM)
(b) USA - LPRM Dobson - ω libre et
h(SM)
(c) USA - LPRM Mironov - ω libre et
h(SM)
(d) USA - SMOS (Dobson)
(e) Australie - LPRM
Wang-Schmugge - ω libre
et h(SM)
(f) Australie - LPRM
Dobson - ω libre et h(SM)
(g) Australie - LPRM Mi-
ronov - ω libre et h(SM)
(h) Australie - SMOS
(Dobson)
Figure 6.21 – Repre´sentations spatiales des humidite´s retrouve´es a` partir des trois mode`les de
constante die´lectrique en libe´rant le parame`tre d’albe´do ω avec une de´pendance de la rugosite´
a` l’humidite´ du sol avec le produit d’humidite´ SMOS sur deux parties d’orbites aux E´tats-Unis
(16/09/2010) et en Australie (16/09/2010) : (a,e) LPRM avec le mode`le de Wang-Schmugge,
(b,f) LPRM avec le mode`le de Dobson, (c,g) LPRM avec le mode`le de Mironov et (d,h) SMOS
avec le mode`le de Dobson.
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(a) USA - LPRM
Wang-Schmugge - ω
libre et h(SM)
(b) USA - LPRM
Dobson - ω libre et
h(SM)
(c) USA - LPRM Mi-
ronov - ω libre et
h(SM)
(d) USA - statistiques
- ω libre
(e) Australie - LPRM
Wang-Schmugge - ω
libre et h(SM)
(f) Australie - LPRM
Dobson - ω libre et
h(SM)
(g) Australie - LPRM
Mironov - ω libre et
h(SM)
(h) Australie - statis-
tiques - ω libre
Figure 6.22 – Comparaison des humidite´s retrouve´es avec le LPRM et les trois mode`les de
constante die´lectrique en libe´rant le parame`tre d’albe´do ω avec une de´pendance de la rugosite´
a` l’humidite´ du sol avec celles de SMOS sur les Etats-Unis et sur l’Australie : (a,d) mode`le de
Wang-Schmugge, (b,e) mode`le de Dobson et (c,f) mode`le de Mironov.
entre 0.2 et 0.4 (0.4 e´tant la limite supe´rieure du mode`le utilise´ pour une humidite´ nulle). La
re´partition spatiale est fortement lie´e a` celle de l’humidite´ a` cause du mode`le de rugosite´ utilise´.
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(a) LW - Wang-Schmugge - ω libre et h(SM) (b) WG - Wang-Schmugge - ω libre et h(SM)
(c) LW - Dobson - ω libre et h(SM) (d) WG - Dobson - ω libre et h(SM)
(e) LW - Mironov - ω libre et h(SM) (f) WG - Mironov - ω libr et h(SM)
Figure 6.23 – Repre´sentations temporelles des humidite´s retrouve´es avec le LPRM et trois
mode`les de constante die´lectrique en libe´rant le parame`tre d’albe´do ω avec une de´pendance de
la rugosite´ a` l’humidite´ du sol sur Little Washita (LW) et Walnut Gulch (WG) en 2010 : (a,b)
Wang-Schmugge, (c,d) Dobson et (e,f) Mironov.
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(a) LW - Wang-
Schmugge - ω libre et
h(SM)
(b) LW - Dobson - ω
libre et h(SM)
(c) LW - Mironov - ω
libre et h(SM)
(d) LW - statistiques -
ω libre et h(SM)
(e) WG - Wang-
Schmugge - ω libre et
h(SM)
(f) WG - Dobson - ω
libre et h(SM)
(g) WG - Mironov - ω
libre et h(SM)
(h) WG - statistiques -
ω libre et h(SM)
Figure 6.24 – Comparaison des humidite´s retrouve´es par le mode`le LPRM et trois mode`les de
constante die´lectrique en libe´rant le parame`tre d’albe´do ω avec une de´pendance de la rugosite´
a` l’humidite´ du sol sur Little Washita (LW) et Walnut Gulch (WG) : (a,e) Wang-Schmugge,
(b,f) Dobson et (c,g) Mironov. Les statistiques sont pre´sente´es en (d,h).
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6.3.4 Comparaison des e´paisseurs optiques de la ve´ge´tation
L’algorithme LPRM retrouve l’humidite´ du sol mais aussi l’e´paisseur optique de la ve´ge´tation.
Ce parame`tre n’est en revanche pas optimise´ comme l’humidite´ mais est retrouve´ en fonction du
rapport de polarisation, de l’angle d’observation et des caracte´ristiques du sol dont l’humidite´.
Pour rappel, l’humidite´ et l’e´paisseur optique de la ve´ge´tation de SMOS sont retrouve´es par
optimisation.
Les e´paisseurs optiques τ retrouve´es par 5 options du mode`le LPRM sont compare´es par la
suite sur les E´tats-Unis et l’Australie :
– (a) LPRM avec Wang-Schmugge, ω = 0 et h=0 (LPRM basique),
– (b) LPRM avec le rapport de polarisation (RP) lisse´,
– (c) LPRM ite´ratif,
– (d) LPRM avec Wang-Schmugge, ω libre et h=0, et
– (e) LPRM avec Wang-Schmugge, ω libre et h fonction de l’humidite´ SM.
Ces e´paisseurs optiques retrouve´es sont compare´es a` celles inverse´es par SMOS et a` des cartes
de ve´ge´tation existantes (figs. 6.25 et 6.26).
Au fur et a` mesure des tests effectue´s avec le LPRM, l’e´paisseur optique a diminue´ en terme
de valeur. Seul le LPRM utilise´ avec le RP lisse´ ne permettait pas de retrouver une valeur sur
tous les points disponibles. Le LPRM basique et ite´ratif sont tre`s proches. On peut d’ailleurs
observer au Nord des E´tats-Unis le fleuve Missouri traversant la fauche´e d’Ouest en Est avec
une e´paisseur optique proche de 0.
Une premie`re diminution du τ moyen est visible lorsque le parame`tre d’albe´do ω est libe´re´,
surtout au Sud des E´tats-Unis et de l’Australie. Mais c’est surtout lors de l’introduction de la
de´pendance de la rugosite´ a` l’humidite´ que le τ moyen a vraiment diminue´. Ceci peut s’expliquer
en observant les profils de tempe´ratures de brillance sur les figures 6.4 et 6.5 : les valeurs de SM
et donc de τ e´taient artificiellement modifie´es pour pouvoir compenser les effets de l’albe´do (qui
e´tait fixe´ a` 0 puis libe´re´) et de la rugosite´ (qui e´tait fixe´e a` 0 puis libe´re´e) sur les tempe´ratures
de brillance.
Aux E´tats-Unis, on peut ainsi retrouver quelques structure de ve´ge´tation avec les plaines
au Nord et au centre avec une e´paisseur optique plus faible alors qu’au Sud de la fauche´e, il y a
de plus en plus d’arbres et de foreˆts et cela se traduit par une augmentation de la valeur de τ .
En Australie, on peut e´galement retrouver certaines structures avec une foreˆt dense au Nord
et un peu au centre, entoure´e de de´sert alors qu’au Sud on retrouve cette foreˆt pre`s des coˆtes.
Ces re´sultats et comparaisons ne sont qu’une premie`re e´tape dans l’analyse de l’e´paisseur
optique de la ve´ge´tation. Une des me´thodes de validation serait de comparer ces re´sultats a`
l’indice NDVI.
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(a) USA - LPRM Wang-Schmugge (b) USA - LPRM Wang-Schmugge - RP
lisse´
(c) USA - LPRM Wang-Schmugge -
ite´ratif
(d) USA - LPRM Wang-Schmugge - ω
libre et h=0
(e) USA - LPRM Wang-Schmugge - ω
libre et h fonction de SM
(f) USA - SMOS (Dobson)
(g) USA - carte de la ve´ge´tation - source web :
University of Kansas (1966)
Figure 6.25 – Repre´sentations spatiales des e´paisseurs optiques de la ve´ge´tation retrouve´es.
146 Cre´ation d’un algorithme simplifie´ SMOS
(a) Aus - LPRM Wang-
Schmugge
(b) Aus - LPRM Wang-
Schmugge - RP lisse´
(c) Aus - LPRM Wang-
Schmugge - ite´ratif
(d) Aus - LPRM Wang-
Schmugge - ω libre et h=0
(e) Aus - LPRM Wang-
Schmugge - ω libre et h
fonction de SM
(f) Aus - SMOS (Dobson)
(g) Aus - carte de la ve´ge´tation - source
web : Australian Government (2006)
Figure 6.26 – Repre´sentations spatiales des e´paisseurs optiques de la ve´ge´tation retrouve´es.
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6.4 Conclusions
Dans cette e´tude, le mode`le simplifie´ LPRM (Land Parameter Retrieval Model, Owe et al.
(2001)) pour retrouver l’humidite´ a e´te´ adapte´ pour l’utilisation des observations multi-angulaires
en bande L de SMOS. Auparavant, ce mode`le avait e´te´ utilise´ avec les acquisitions de SMMR
(Scanning Multichannel Microwave Radiometer), SSM/I (Special Sensor Microwave/Imager),
TRMM (Tropical Rainfall Measuring Mission) ou encore AMSR-E (Advanced Microwave Scan-
ning Radiometer - Earth observation system). Avec un algorithme unique, un historique de
l’humidite´ a` l’e´chelle globale avait e´te´ construit de 1978 a` 2011 (arreˆt d’AMSR-E, Owe et al.
(2001)). Dans cet esprit de continuite´, il e´tait important de pouvoir adapter ce mode`le aux
nouvelles acquisitions re´alise´es par le radiome`tre du satellite SMOS.
SMOS est la premie`re mission a` observer la Terre en bande L en vue de retrouver l’humidite´
des sols. La premie`re e´tape a donc e´te´ d’adapter les valeurs des diffe´rents parame`tres a` la bande
L. L’e´tude de de Jeu et al. (2009) sur le jeu de donne´es NAFE(05 re´colte´es en zone semi-aride
en Australie a e´te´ utilise´e comme point de de´part avec des propositions de valeurs pour l’albe´do
et la rugosite´ qui ont e´te´ utilise´es dans ce travail.
La deuxie`me e´tape a e´te´ d’inte´grer l’aspect multi-angulaire. En effet, le LPRM a e´te´ ori-
ginellement conc¸u pour ne traiter que des donne´es mono-angulaires. Cette multi-angularite´ a
donc e´te´ introduite dans le processus d’optimisation qui est maintenant re´alise´ sur le profil an-
gulaire entier et non plus sur un seul angle. La valeur d’humidite´ retrouve´e est celle qui re´duit
au maximum la somme des diffe´rences entre les tempe´ratures de brillance (TB) mode´lise´es et
observe´es.
L’analyse des profils angulaires des TB mode´lise´es a re´ve´le´ une limite concernant la manie`re
de calculer l’e´paisseur optique τ de la ve´ge´tation. Dans le LPRM original, τ est calcule´ pour
chaque angle a` partir du rapport de polarisation (RP) et de la valeur d’humidite´ SM. Cela
se traduit par un profil angulaire des TB mode´lise´es discontinu. Deux approches ont alors e´te´
teste´es pour re´tablir la continuite´ des TB : lisser le RP par rapport a` l’angle d’observation et
retrouver le couple de valeurs (SM,τ) ite´rativement. Ces trois approches donnent des re´sultats
e´quivalents sur des profils angulaires de TB non bruite´s mais s’ave`rent tre`s diffe´rentes sur des
profils plus bruite´s avec des valeurs d’humidite´ retrouve´es pouvant doubler. Le mode`le original
a e´te´ garde´ pour la suite de l’e´tude.
Le second point d’inte´reˆt de ce travail porte sur le choix du mode`le de constante die´lectrique.
Trois mode`les ont e´te´ teste´s : Wang & Schmugge (1980), Dobson et al. (1985) et Mironov
et al. (2004). Le mode`le de Wang-Schmugge est imple´mente´ dans le LPRM original alors que
le mode`le de Dobson est utilise´ dans le niveau 2 de SMOS (v400) qui permet de retrouver
l’humidite´ et le mode`le de Mironov est imple´mente´ dans le nouveau prototype de SMOS. Les
trois mode`les surestiment l’humidite´ par rapport a` SMOS et aux mesures terrain, notamment
lors des e´ve`nements pluvieux. Le mode`le de Dobson est cependant le mode`le qui a permis de se
rapprocher le plus des mesures terrain.
La dernie`re partie de cette e´tude s’est penche´e sur la libe´ration des parame`tres de rugosite´
h et d’albe´do ω. Originellement, ces parame`tres sont fixes dans le LPRM. La libe´ration de
la rugosite´ n’a pas apporte´ d’ame´lioration puisque h convergeait quasiment partout et tout le
temps vers 0. La libe´ration et l’optimisation du parame`tre ω ont permis de retrouver des valeurs
d’humidite´ plus basses qui se rapprochent des humidite´s SMOS et des mesures terrain, voire
qui les sous-estiment. L’introduction de la de´pendance de la rugosite´ a` l’humidite´ a permis de
retrouver les valeurs d’humidite´ les plus proches des mesures terrain confirmant une nouvelle
fois cette de´pendance (Escorihuela et al., 2007, Saleh et al., 2009).
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Cette e´tude sur un algorithme plus simple que celui utilise´ pour le niveau 2 de SMOS permet
de mettre en avant plusieurs axes de recherche futurs :
– inte´reˆt d’avoir le choix entre plusieurs mode`les de constante die´lectrique : Wang-Schmugge
et Dobson e´taient parfois tre`s proches mais Mironov peut apporter une nouvelle mode´lisa-
tion plus avantageuse notamment sur les sols tre`s secs et sableux ou` plus de valeurs
d’humidite´ valides sont retrouve´es,
– libe´ration de l’albe´do ω : dans cette e´tude, la re´partition spatiale de ω lors de son opti-
misation n’e´tait pas ale´atoire et suivant certaines formes spatiales et un des futurs axes
d’ame´lioration du niveau 2 de SMOS serait de de´finir une valeur de ω pour chaque type
de ve´ge´tation,
– l’introduction de la de´pendance de la rugosite´ h a` l’humidite´ SM a re´ellement permis
d’ame´liorer l’algorithme simplifie´. SMOS le fait de´ja` et son mode`le peut encore eˆtre
ame´liore´.
Cet algorithme simplifie´ reste encore a` ame´liorer mais pourrait eˆtre imple´mente´ dans le
niveau 2 de SMOS comme phase d’initialisation, aussi bien pour l’humidite´ SM que pour
l’e´paisseur optique de la ve´ge´tation τ . La deuxie`me possibilite´ serait de l’utiliser comme deuxie`me
algorithme si l’algorithme SMOS ne convergeait pas, et en ne tenant donc plus compte de
l’he´te´roge´ne´ite´ de la surface observe´e.
Une autre e´tude possible serait de quantifier l’apport du multi-angulaire. Il s’agirait de ne
garder qu’un seul angle (a` de´terminer) et d’utiliser cet algorithme afin de retrouver l’humidite´ du
sol et l’e´paisseur optique de la ve´ge´tation si possible, et de comparer ces inversions avec celles des
observations multi-angulaires. Ainsi on pourrait de´terminer les avantages et les inconve´nients
(si le profile angulaire est tre`s bruite´ par exemple) d’optimiser sur une gamme entie`re d’angles
d’observation.
Chapitre7
Conclusions ge´ne´rales
L’eau est un e´le´ment essentiel de la vie sur Terre et avec le re´chauffement climatique qui ne
cesse de s’acce´le´rer, son futur repre´sente une grande source d’interrogation et d’inquie´tude. Les
changements climatiques ont commence´ a` se manifester par une augmentation de la tempe´rature
du sol, une e´le´vation du niveau moyen des oce´ans ou encore par une de´sertification de certaines
re´gions (IPCC - Intergovernmental Panel on Climate Change, 2007). L’impact de ce de´re`glement
sur le cycle de l’eau reste encore inconnu. Afin d’observer ces changements climatiques, le GCOS
(Global Climate Observing System) a se´lectionne´ 50 variables climatiques essentielles (World
Meteorological Organization et al., 2010). L’humidite´ du sol, ou contenu en eau du sol, fait
partie des variables a` surveiller pour suivre l’e´volution du cycle hydrologique sur les terres
e´merge´es. L’humidite´ du sol ne de´crit qu’une infime partie du cycle de l’eau. Cette variable
reste cependant tre`s importante puisqu’elle repre´sente l’eau disponible pour la croissance de la
ve´ge´tation et des cultures. L’enjeu le plus important est donc de bien quantifier et ge´rer cette
re´serve d’eau.
De nombreux satellites ont de´ja` permis de retrouver l’humidite´ des sols a` l’e´chelle globale
dont AMSR-E (Advanced Microwave Scanning Radiometer-Earth observation system, 2002-
2011) ou ASCAT (Advanced Scattermoter, 2006-). De toutes les missions spatiales de´ja` lance´es,
aucune n’avait e´te´ spe´cialement conc¸ue pour retrouver l’humidite´ des sols et leurs instruments
ope´raient tous a` des fre´quences supe´rieures a` 6 GHz. La mission SMOS (Soil Moisture and
Ocean Salinity, Kerr et al. (2001)) est donc la premie`re mission spatiale qui permet de retrou-
ver l’humidite´ en observant la Terre a` la fre´quence ide´ale pour cette variable : 1.4 GHz (Kerr
et al., 2001, 2010). Meˆme si les satellites pre´ce´dents n’utilisaient pas cette fre´quence optimale,
cette se´rie temporelle d’informations reste d’une grande valeur.
SMOS embarque a` son bord un radiome`tre interfe´rome`tre compose´ de 69 antennes dispose´es
sur trois bras. Ce dispositif permet d’observer pour la premie`re fois la Terre en bande L sous
de multiples angles (de 0˚a` 55˚). Au dela` de la nouveaute´ conceptuelle, SMOS apporte un
algorithme novateur pour retrouver l’humidite´ et l’e´paisseur optique de la ve´ge´tation a` travers
la prise en compte de l’he´te´roge´ne´ite´ de la sce`ne observe´e. Un des objectifs de cette mission est
d’estimer l’humidite´ avec une pre´cision de 0.04 m3/m3 en couvrant le globe tous les trois jours.
L’historique de l’humidite´ des sols des trente dernie`res anne´es est donc disponible a` travers
les observations des satellites micro-ondes et la mission SMOS vient s’ajouter a` cette se´rie
de satellites. Dans un contexte de changement climatique, il est primordial d’avoir acce`s a` de
longues se´ries temporelles des variables physiques d’inte´reˆt afin d’e´tudier leur e´volution a` travers
le temps. Cet historique de l’humidite´ n’est cependant pas utilisable pour des e´tudes climatiques
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car elle pre´sente de nombreuses discontinuite´s lors des changement de capteurs notamment ou`
des sauts voire des dynamiques oppose´es apparaissent. Il est donc indispensable d’harmoniser
ces se´ries temporelles d’humidite´ afin qu’elles puissent eˆtre utilisables ensemble.
Les objectifs de cette the`se sont multiples : (1) validation des donne´es SMOS aussi bien
a` l’e´chelle locale qu’a` l’e´chelle globale, (2) e´tude statistique globale permettant d’identifier les
sources des erreurs des produits d’humidite´ SMOS, (3) proposition d’une nouvelle me´thode sta-
tistique permettant l’homoge´ne´isation temporelle de plusieurs produits d’humidite´, (4) cre´ation
d’un mode`le simplifie´ pour retrouver l’humidite´ a` partir des acquisitions SMOS.
Re´sultats
La premie`re partie de cette the`se a e´te´ consacre´e a` la validation du produit d’humidite´
SMOS a` l’e´chelle locale dans un premier temps puis a` l’e´chelle globale. Quatre bassins versants
ont e´te´ se´lectionne´s aux E´tats-Unis pour la premie`re phase de validation : Walnut Gulch, Little
Washita, Little River et Reynolds Creek. Ces quatre sites test sont tous e´quipe´s d’un re´seau de
stations qui mesurent l’humidite´ a` 5 cm de profondeur. Ces re´seaux ont e´te´ conc¸us initialement
pour la validation des observations AMSR-E. Ils sont donc adapte´s a` la taille d’un champ de
vue de satellite.
Une comparaison de plusieurs produits d’humidite´ a e´te´ re´alise´e sur ces bassins versants :
SMOS, AMSR-E avec l’algorithme de VUA (Vrije Universiteit Amsterdam, Owe et al. (2001)),
ASCAT et le mode`le ECMWF (centre europe´en de pre´visions me´te´orologiques a` moyen terme).
Aucun produit n’a obtenu une corre´lation significativement meilleure qu’un autre. En revanche,
l’humidite´ retrouve´e par le mode`le ECMWF est la moins disperse´e mais pre´sente un biais
non ne´gligeable et constant. L’indice d’humidite´ d’ASCAT est tre`s disperse´ et ne repre´sente
quasiment aucune dynamique compare´ aux mesures terrain. Le produit d’humidite´ d’AMSR-
E/VUA a une bonne dynamique mais pre´sente un biais variable selon les saisons que l’on
suppose eˆtre relie´ a` la ve´ge´tation. L’humidite´ SMOS est le meilleur produit en terme d’erreur
avec 0.052 m3/m3 en moyenne pour les orbites du matin et 0.073 m3/m3 pour l’apre`s-midi.
Meˆme si SMOS n’atteint pas l’objectif initial de pre´cision (0.04 m3/m3), ce nouveau produit
ame´liore d’un facteur 2 minimum l’erreur par rapport aux autres produits d’humidite´ teste´s
avec une corre´lation e´quivalente.
La validation locale est une premie`re e´tape dans une phase d’e´valuation puisque les sites
teste´s sont bien trop spe´cifiques a` des re´gions et des climats particuliers pour pouvoir dessiner
une conclusion ge´ne´rale. La deuxie`me e´tape est la validation a` l’e´chelle globale. La me´thode
statistique de triple collocation a e´te´ applique´e aux produits d’humidite´ suivants sur 2010 :
AMSR-E (VUA), AMSR-E (NSIDC), ASCAT, ECMWF et SMOS. Cette me´thode ne permet
pas d’obtenir des erreurs absolues mais des cartes d’erreurs relatives au choix des trois jeux de
donne´es auxquels la me´thode est applique´e. Les humidite´s SMOS ont e´te´ compare´es tour a` tour
a` deux autres produits parmi ceux cite´s plus haut.
Il a e´te´ possible d’identifier les re´gions du monde ou` SMOS avait les plus faibles erreurs et
celles ou` les erreurs e´taient plus e´leve´es. L’Ame´rique du Nord, l’Australie et l’ouest de l’Asie
sont les re´gions ou` SMOS obtient de meilleurs re´sultats que les autres produits d’humidite´. Afin
d’analyser et de comprendre ces cartes d’erreur, les me´thodes statistiques ANOVA (analyse de
la variance) et CART (classification et arbre de re´gression) ont e´te´ utilise´es afin d’identifier
les sources de ces erreurs parmi les parame`tres suivants : probabilite´ d’occurrence des RFI
(interfe´rences) en 2010, texture du sol (pourcentages de sable et d’argile), fraction de foreˆt
observe´e par le radiome`tre, fraction de zone humide, fraction d’eau libre, fraction d’eau sale´e,
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fraction de sol nu, fraction de glace et fraction de zone urbaine.
A l’e´chelle globale, la fraction de foreˆt vue par le radiome`tre explique la majeure partie de la
variance de l’erreur SMOS (57%) suivi de la texture du sol (22%). Plus le radiome`tre voit de la
foreˆt, plus l’erreur est grande. Ces proportions varient grandement selon les continents. Lorsque
la fraction de foreˆt explique 67% de l’erreur en Ame´rique du Nord, les interfe´rences expliques
47% de l’erreur en Asie centrale. La classification des erreurs a e´galement mis en avant le roˆle
de la foreˆt avec des valeurs seuil tre`s faibles (maximum de 7% de foreˆt visible dans le champ
de vue de l’instrument). Meˆme une tre`s petite fraction de foreˆt observe´e par le radiome`tre peut
donc mener a` une valeur tre`s e´leve´e de l’erreur SMOS.
Le produit d’humidite´ SMOS a ensuite e´te´ replace´ dans un contexte plus temporel. De
nombreux satellites ont de´ja` permis de retrouver l’humidite´ des sols a` l’e´chelle globale depuis
1978 et SMOS fait maintenant partie de cette se´rie de satellites. L’historique de l’humidite´ des
sols des trente dernie`re anne´es cre´e´ par l’Universite´ d’Amsterdam (Owe et al., 2001) comporte
de nombreuses discontinuite´s, notamment lors des changements de capteurs. Deux me´thodes
statistiques sont propose´es pour homoge´ne´iser des se´ries temporelles : le CDF matching (Cu-
mulative Density Function) et les copules. Ces deux me´thodes ont e´te´ applique´es aux humidite´s
retrouve´es par AMSR-E (VUA) et SMOS afin de cre´er une se´rie temporelle continue de 2003 a`
2010 en utilisant SMOS comme re´fe´rence. L’anne´e 2010 a e´te´ utilise´e comme anne´e de re´fe´rence
afin de calibrer les deux mode`les statistiques.
Une se´rie temporelle a ainsi e´te´ ge´ne´re´e pour chaque site test de 2003 a` 2010. Par rapport
aux mesures terrain, le CDF matching et les copules gardent le meˆme niveau de corre´lation
que les humidite´s originales d’AMSR-E mais diminuent l’erreur. Le CDF matching donne de
bons re´sultats mais ne prend pas en compte la structure de de´pendance entre les produits
d’origine alors que les copules permettent de mode´liser cette structure. Les copules fournissent
donc de meilleurs re´sultats que le CDF matching aux valeurs extreˆmes, comme apre`s une pluie
par exemple. La me´thode des copules apporte une diminution de 25% en moyenne en terme
d’erreur par rapport au CDF matching sur la longue se´rie temporelle de 2003 a` 2010. Les
copules ont e´galement l’avantage d’estimer l’incertitude des humidite´s retrouve´es, ce qui est tre`s
appre´cie´ dans des mode`les d’assimilation de donne´es. Les limitations sont les meˆmes pour les
deux me´thodes : seule la dynamique de l’anne´e de re´fe´rence est prise en compte. Si un e´ve`nement
exceptionnel se produit une autre anne´e alors il sera mal retranscrit par ces me´thodes.
La dernie`re partie de cette the`se a e´te´ consacre´e a` l’adaptation de l’algorithme VUA (qui a
de´ja` permis de ge´ne´rer le grand historique de l’humidite´, Owe et al. (2001)) aux observations
multi-angulaires en bande L de SMOS. Toujours dans cet esprit de continuite´, il est important
d’incorporer SMOS dans cette se´rie en utilisant le meˆme algorithme pour retrouver l’humidite´
des sols. Les humidite´s retrouve´es par VUA sont sensiblement diffe´rentes de celles de SMOS
puisque l’he´te´roge´ne´ite´ de la surface observe´e n’est pas prise en compte par l’algorithme de
VUA.
La premie`re e´tape a e´te´ d’adapter les valeurs de certains parame`tres du mode`le a` la bande
L (de Jeu et al., 2009). La seconde e´tape a e´te´ la prise en compte de la multi-angularite´ des ob-
servations SMOS. Jusqu’a` maintenant, les informations traite´es par l’algorithme e´taient mono-
angulaires. Une optimisation sur l’inte´gralite´ du profil angulaire a ainsi e´te´ mise en place. Les hu-
midite´s retrouve´es pre´sentaient des formes spatiales et des dynamiques temporelles tre`s proches
de celles de SMOS et des mesures terrain mais avaient e´galement un fort biais (plus de 0.1
m3/m3).
De nouvelles approches ont e´te´ propose´es concernant la mode´lisation de la constante di-
e´lectriques, l’albe´do et la rugosite´. Originellement, le mode`le de VUA utilise la mode`le de
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constante die´lectrique de Wang & Schmugge (1980). Les mode`les de Dobson et al. (1985) (uti-
lise´ jusque maintenant par SMOS) et de Mironov et al. (2004) (tre`s prochainement utilise´ par
SMOS) ont e´te´ imple´mente´s et teste´s. Le mode`le de Mironov permet de retrouver une valeur
d’humidite´ sur plus de points, notamment dans les zones se`ches et sableuses ou` le contenu
en eau du sol est tre`s faible. Le parame`tre d’albe´do e´tait initialement fixe´ a` 0 puis a e´te´ op-
timise´ dans un second temps. Cela a entraˆıne´ une diminution globale des valeurs d’humidite´
retrouve´es, diminuant ainsi le biais constate´ auparavant. Le parame`tre de rugosite´ e´tait fixe´
a` 0 et une de´pendance a` l’humidite´ et a` l’angle d’observation a e´te´ introduite. Cette nouvelle
parame´trisation a e´galement permis de re´duire le biais jusqu’a` obtenir des erreurs tre`s faibles
du meˆme ordre que celles de SMOS compare´ aux mesures terrain.
Perspectives
La phase de validation des humidite´s SMOS a montre´ le potentiel de ce nouveau produit et
a e´galement permis de mettre en avant plusieurs axes de recherche.
Les humidite´s retrouve´es par SMOS sont tre`s proches des mesures terrain avec des biais
tre`s faibles et pour se rapprocher de l’objectif de pre´cision de 0.04 m3/m3, il est ne´cessaire de
diminuer la dispersion des valeurs d’humidite´. L’un des axes d’ame´lioration serait une meilleure
mode´lisation de la couche de ve´ge´tation qui ge´ne`rerait une e´paisseur optique moins bruite´e.
L’ame´lioration du mode`le de la foreˆt est un point capital pour l’algorithme de niveau 2 qui prend
en compte l’he´te´roge´ne´ite´ des surfaces observe´es. Ce point fait partie des priorite´s et est l’objet
de recherches plus approfondies par les e´quipes italiennes de Paolo Ferrazzoli a` l’universite´ Tor
Vergata de Rome. Il est envisage´ dans un futur proche que des cartes de textures plus pre´cises
soient utilise´es dans le niveau 2 de SMOS. Ces cartes de textures seront re´gionales et fournies
par les agences locales.
Un point qui n’a pas e´te´ couvert par la validation globale est l’influence de l’uniformite´
de la surface observe´e sur l’humidite´ retrouve´e. Une sce`ne contenant 20% de foreˆt et 80% de
ve´ge´tation basse peut eˆtre perc¸ue diffe´remment si la foreˆt est regroupe´e ou disperse´e dans le
champ de vue de l’instrument. Pour mener a` bien cette e´tude, il faudrait d’abord de´finir un
indice d’homoge´ne´ite´ avec plusieurs valeurs seuils et cette taˆche, qui doit eˆtre re´alise´e en amont,
n’est pas simple.
Les me´thodes statistiques propose´es pour homoge´ne´iser l’historique de l’humidite´ des sols
prenaient en compte la saisonnalite´ de cette variable en de´coupant l’anne´e en quatre saison. Les
me´thodes avaient ensuite e´te´ applique´es inde´pendamment sur chacune des saisons, ce qui pouvait
cre´er des discontinuite´s au changement de saison. Utiliser une feneˆtre glissante de 90 jours
permettrait de s’affranchir de ces proble`mes de transition. Une autre solution serait d’introduire
le temps dans les formules des copules.
Les deux me´thodes propose´es ont e´te´ teste´es et valide´es sur quatre sites aux E´tats-Unis
et la prochaine e´tape serait de les utiliser a` l’e´chelle globale. Le CDF matching peut rapide-
ment eˆtre imple´mente´ mais la me´thode des copules demanderait une phase de travail en amont
supple´mentaire. En effet, le choix de la famille de copules, qui caracte´rise le lien entre les se´ries
temporelles, doit eˆtre re´alise´ pour chaque point, ce qui rend cette me´thode quasi-empirique.
Comme de´ja` amorce´ a` la fin du chapitre 5, il faudrait pouvoir relier le choix de la famille de
copules a` certaines caracte´ristiques du sol (texture ou occupation).
De plus l’objectif a` long terme de cette e´tude est de cre´er un historique homoge`ne de l’humi-
dite´ du sol de 1978 a` nos jours en s’appuyant sur les observations SMOS. Dans cette e´tude, seule
la relation entre AMSR-E et SMOS a e´te´ e´tudie´e. La prochaine e´tape serait donc d’appliquer
ces me´thodes statistiques aux pre´ce´dents satellites afin de comple´ter la se´rie temporelle.
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L’adaptation de l’algorithme de VUA reste encore a` ame´liorer, notamment la me´thode de
calcul de l’e´paisseur optique de la ve´ge´tation avec des observations multi-angulaires, ou encore la
relation entre la rugosite´ et l’humidite´ de surface. Cependant cet algorithme simple pourrait eˆtre
imple´mente´ dans le niveau 2 de SMOS comme phase d’initialisation, aussi bien pour l’humidite´
que pour la ve´ge´tation. Il pourrait e´galement eˆtre utilise´ comme deuxie`me algorithme si celui de
SMOS ne convergeait pas. Cette partie soule`ve e´galement des interrogations concernant l’albe´do
dont une valeur constante n’est peut eˆtre pas adapte´e. De plus amples e´tudes seraient ne´cessaires
pour fixer des valeurs d’albe´do diffe´rentes suivant les types de sols.
L’objectif de cette partie e´tait e´galement d’incorporer les observations de SMOS dans la
longue se´rie temporelle de l’humidite´ ge´ne´re´e par l’algorithme de VUA. Dans le futur, il faudrait
e´tudier la relation entre ce nouveau produit d’humidite´ et ceux d’AMSR-E. Le CDF matching
et la me´thode des copules permettraient ainsi de re´aliser un historique de l’humidite´ entie`rement
homoge`ne avec l’utilisation d’un algorithme unique.
De nouvelles missions spatiales sont en cours ou vont bientoˆt de´marrer pour continuer l’his-
torique de l’humidite´ des sols. On peut citer la mission Aquarius lance´e en Juin 2011 ainsi que
SMAP (Soil Moisture Active Passive) dont le lancement est pre´vu en Octobre 2014. Toutes les
e´tudes mene´es et les me´thodes de´veloppe´es lors de ce doctorat pourront eˆtre re´utilise´es pour la
validation et la mise en commun de ces futurs produits d’humidite´.
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AnnexeA
Intervalle de confiance
A.1 Intervalle de confiance pour une population a` distribution
normale
L’intervalle de confiance est le plus facilement de´termine´ pour une population a` distribution
normale (en forme de cloche) dont on cherche a` de´terminer la moyenne x¯. Si N est la taille
de l’e´chantillon X et que σ(X) est son e´cart-type alors on estime a` 68% la probabilite´ que la
moyenne se situe dans l’intervalle suivant :[
x¯− σ(X)√
N
; x¯+
σ(X)√
N
]
(A.1)
et on l’estime a` 95% pour l’intervalle :[
x¯− 2σ(X)√
N
; x¯+ 2
σ(X)√
N
]
(A.2)
A.2 Intervalle de confiance pour un coefficient de corre´lation
La distribution du coefficient de corre´lation n’e´tant pas normale, il faut trouver un moyen
de transformer cette variable afin de la normaliser. Pour cela on utilise la transformation dite
de Fisher :
z =
1
2
ln
(
1 +R
1−R
)
(A.3)
La nouvelle variable z ainsi cre´e´e est approximativement normale avec une moyenne de 1/2 ln(1+
R/1 − R) et un e´cart-type de 1/√N − 3 (si la distribution originale de X est normale). La
transformation inverse est donne´e par :
R =
exp(2z)− 1
exp(2z) + 1
(A.4)
L’intervalle de confiance pour un coefficient de corre´lation est calcule´ suivant la proce´dure
suivante :
1. Calcul du coefficient de corre´lation R de l’e´chantillon,
2. Transformation de R en z avec l’e´quation (A.3),
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3. Utilisation d’une table pour trouver la valeur de z′ pour laquelle le niveau de confiance
est respecte´ (http ://stattrek.com/online-calculator/normal.aspx ). Pour un intervalle de
confiance a` 95%, on a z′ = 1.960,
4. Calcul de l’e´cart-type σ(z) = 1/
√
N − 3,
5. Limite infe´rieure = z − z′ × σ(z),
6. Limite supe´rieure = z + z′ × σ(z),
7. Passage des limites infe´rieure et supe´rieure de z vers R avec l’e´quation (A.4).
A.3 Intervalle de confiance pour un e´cart-type
Dans un premier temps, il faut de´finir l’estimateur sans biais de la variance (carre´ de l’e´cart-
type) :
s2 =
1
N − 1
N∑
i=1
(xi − x¯)2 (A.5)
Ceci est la de´finition de l’estimateur sans biais de la variance. Il existe un autre estimateur ou`
N − 1 est remplace´ par N mais il comporte un biais. L’utilisation de N − 1 au lieu de N est
connue sous le nom de correction de Bessel. De plus, (N − 1) correspond au nombre de degre´
de liberte´ du vecteur des re´sidus (x1 − x¯, ..., xN − x¯).
Le the´ore`me de Cochran montre que la variable (N − 1)s2/σ2 suit une loi de χ2 a` N − 1
degre´s de liberte´. Ce re´sultat est fondamental puisqu’il va permettre de calculer les bornes de
l’intervalle de confiance de l’e´cart-type avec :
√
(N − 1)s2
χ2right
≤ σ ≤
√
(N − 1)s2
χ2left
(A.6)
Les valeurs χ2right et χ
2
left sont trouve´es a` partir de tables pre´de´finies a` 2 entre´es (comme
par exemple http ://people.richland.edu/james/lecture/m170/tbl-chi.html ou en plus interactif
http ://alain.pichereau.pagesperso-orange.fr/chi2test.html, section 4-2) :
1. le niveau de confiance : pour avoir un intervalle de confiance a` 95%, le niveau de confiance
α est de 0.05,
2. la taille de l’e´chantillon N .
Ainsi on de´finit :
χ2right = χ
2(α/2, N − 1) (A.7)
χ2left = χ
2(1− α/2, N − 1) (A.8)
AnnexeB
Arbres de re´gression pour chaque continent
Des cartes des erreurs SMOS de 2010 ont e´te´ de´rive´es a` partir de la me´thode de triple
collocation au chapitre 4. Cette e´tude a e´te´ mene´e a` l’e´chelle globale puis continentale. Ces
erreurs ont pu eˆtre compare´es a` d’autres parame`tres physiques et algorithmiques : fraction
vue par le radiome`tre de foreˆt (FFO), de zone humide (FWL), d’eau pure (FWP), d’eau sale´e
(FWS), de sol aride (FEB), de glace (FEI), de zone urbaine (FEU), probabilite´ d’interfe´rence
(RFI).
La me´thode de classification CART (Classification and Regression Tree) a e´te´ utilise´e pour
de´finir des arbres de de´cision a` l’e´chelle globale puis par continent. Cela permet de pre´dire
une erreur moyenne en fonction d’un ensemble de valeurs de diffe´rents parame`tres. Ainsi il est
possible de mettre en e´vidence des ensembles de valeurs qui conduisent a` de tre`s fortes ou de
tre`s faibles erreurs SMOS.
L’arbre de de´cision a` l’e´chelle globale est en figure 4.15, p. 80.
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(a) Ame´rique du Nord
(b) Ame´rique du Sud
Figure B.1 – Arbre de re´gression de l’erreur SMOS a` l’e´chelle continentale. Dans les rectangles
sont inscrits les conditions de de´coupage, ainsi que l’erreur moyenne de l’erreur avant la de´cision
et le nombre de points qui sont concerne´s. Si la condition est remplie, alors la branche vraie de
l’arbre est suivie. La fin de chaque branche se termine par une feuille repre´sente´e par un cercle
avec la valeur moyenne de l’erreur SMOS (en m3/m3) et le nombre de points.
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(c) Europe
(d) Afrique du Nord
Figure B.1 – Arbre de re´gression de l’erreur SMOS a` l’e´chelle continentale. Dans les rectangles
sont inscrits les conditions de de´coupage, ainsi que l’erreur moyenne de l’erreur avant la de´cision
et le nombre de points qui sont concerne´s. Si la condition est remplie, alors la branche vraie de
l’arbre est suivie. La fin de chaque branche se termine par une feuille repre´sente´e par un cercle
avec la valeur moyenne de l’erreur SMOS (en m3/m3) et le nombre de points.
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(e) Afrique du Sud
(f) Asie centrale
Figure B.1 – Arbre de re´gression de l’erreur SMOS a` l’e´chelle continentale. Dans les rectangles
sont inscrits les conditions de de´coupage, ainsi que l’erreur moyenne de l’erreur avant la de´cision
et le nombre de points qui sont concerne´s. Si la condition est remplie, alors la branche vraie de
l’arbre est suivie. La fin de chaque branche se termine par une feuille repre´sente´e par un cercle
avec la valeur moyenne de l’erreur SMOS (en m3/m3) et le nombre de points.
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(g) Asie de l’Est
(h) Australie
Figure B.1 – Arbre de re´gression de l’erreur SMOS a` l’e´chelle continentale. Dans les rectangles
sont inscrits les conditions de de´coupage, ainsi que l’erreur moyenne de l’erreur avant la de´cision
et le nombre de points qui sont concerne´s. Si la condition est remplie, alors la branche vraie de
l’arbre est suivie. La fin de chaque branche se termine par une feuille repre´sente´e par un cercle
avec la valeur moyenne de l’erreur SMOS (en m3/m3) et le nombre de points.
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AnnexeC
Mode`les de constante die´lectrique du sol
C.1 Mode`le de Wang-Schmugge (Wang & Schmugge, 1980)
Pour la suite de cette section, voici la liste des parame`tres utilise´s :
k : constante die´lectrique du sol
SM : humidite´ du sol [m3/m3]
P : porosite´ du sol sec [-]
γ : parame`tre empirique [-]
SMt : humidite´ de transition [m
3/m3]
ka, kw, kr, ki : constantes die´lectriques de l’air, de l’eau, de la roche et de la glace [-]
kx : constante die´lectrique de l’eau absorbe´e initialement
La constante die´lectrique k d’un me´lange sol-eau est de´crit par :
SM ≤ SMt ⇒ k = SM · kx + (P − SM) · ka + (1− P ) · kr
kx = ki + (kw − ki) ·SM/SMt · γ (C.1)
SM > SMt ⇒ k = SMt · kx + (SM − SMt) · kw + (P − SM) · ka + (1− P ) · kr
kx = ki + (kw − ki) · γ (C.2)
L’humidite´ de transition SMt est de´finie comme la quantite´ d’humidite´ a` laquelle la phase
d’eau libre commence a` dominer le me´lange sol-eau :
SMt = 0.49 ·WP + 0.165 (C.3)
avec WP le point de fle´trissement, wilting point en anglais, en m3/m3. Lorsque cette valeur
n’est pas connue, elle peut eˆtre de´termine´e par :
WP = 0.06774− 0.00064 ·SABLE + 0.004778 ·ARGILE (C.4)
avec SABLE et ARGILE les pourcentages de sable et d’argile contenus dans un sol sec.
Le parame`tre empirique γ est de´fini par :
γ = −0.57 ·WP + 0.481 (C.5)
Les constantes die´lectriques de l’air, de la roche et de la glace sont connues :
ka = 1 (C.6)
kr = 5.5− 0.2i (C.7)
ki = 3.2− 0.1i (C.8)
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La constante die´lectrique de l’eau est donne´e par l’e´quation de Debye :
kw = kw∞ +
kw0 − kw∞
1 + (2pitwf)i
(C.9)
avec kw∞ la limite en fre´quence haute de la constante die´lectrique de l’eau pure (∼ 4.9), kw0 la
constante die´lectrique statique de l’eau pure, tw le temps de relaxation de l’eau pure en s et f
la fre´quence d’observation en Hz.
La constante die´lectrique statique et le temps de relaxation de l’eau pure sont de´finis par :
kw0 = 88.045− 0.4147 ·T + 6.295 · 10−4 ·T 2 +
1.075 · 10−5 ·T 3 (C.10)
2pitw = 1.1109 · 10−10 − 3.824 · 10−12 ·T + 6.938 · 10−14 ·T 2
−5.096 · 10−16 ·T 3 (C.11)
avec T la tempe´rature effective de la couche du sol e´mettrice en ˚C.
C.2 Mode`le empirique de Dobson (Dobson et al., 1985) avec
modification de (Peplinski et al., 1995) pour la bande L
Pour la suite de cette section, voici la liste des parame`tres utilise´s :
k : constante die´lectrique du sol
ρ : densite´ du sol qui est fonction de sa texture [g/cm3]
ρS : densite´ des particules du sol, ρS = 2.664 g/cm
3
kpa : constante die´lectrique des particules du sol, kpa ≈ 4.7
α : parame`tre fixe´ a` 0.65
β : β′ − iβ′′ est une fonction complexe de´rive´e empiriquement de la texture du sol,
Peplinski et al. (1995)
SM : humidite´ du sol [m3/m3]
kw : k
′
w − ik′′w est la constante die´lectrique de l’eau libre dans le sol
(Dobson et al., 1985) proposent une expression pour la constante die´lectrique d’un me´lange
sol-eau :
k =
(
1 +
ρ
ρS
(kαpa − 1) + SMβ
′ · k′αw − SM
)1/α
− i
(
SMβ
′′ · k′′αw
)1/α
(C.12)
(Peplinski et al., 1995) ont exprime´ les coefficients β′ et β′′ en fonction des fractions de sable
(S) et d’argile (A) que contiennent le sol :
β′ = 1.2748− 0.519 ·S − 0.152 ·A (C.13)
β′′ = 1.33797− 0.603 ·S − 0.166 ·A (C.14)
La constante die´lectrique de l’eau a e´te´ pre´sente´e dans la section pre´ce´dente.
Le mode`le de Dobson est un mode`le de constant die´lectrique tre`s utilise´ mais pre´sente des
faiblesses bien identifie´es sur les sols secs et plus particulie`rement sur les sols sableux. Les sols
sableux ont tendance a` eˆtre vus plus froids ce qui abaisse l’humidite´ du sol.
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C.3 Mode`le semi-empirique de Mironov (Mironov et al., 2004)
Le mode`le de constante die´lectrique de Mironov est base´ sur l’indice de re´fraction du sol.
Il a besoin de moins d’entre´es que le mode`le de Dobson. Voici la liste des parame`tres utilise´s :
k : constante die´lectrique du sol
η : indice de re´fraction
κ : coefficient d’atte´nuation normalise´
La constante die´lectrique k est de´compose´e en partie re´elle k′ et partie imaginaire k′′ :
k′ = η2 − κ2 (C.15)
k′′ = 2η ·κ (C.16)
L’indice de re´fraction η et le coefficient de re´fraction κ sont calcule´s a` partir de nombreux
parame`tres de´pendant de la fre´quence, du contenu en argile, de l’humidite´, etc. Les formules
sont nombreuses et sont de´taille´es dans (Mironov et al., 2004).
166 Mode`les de constante die´lectrique du sol
AnnexeD
Mode´lisations de la tempe´rature efficace
D.1 The´orie
La tempe´rature efficace est the´oriquement une somme ou une inte´gration de la tempe´rature
du sol sur sa profondeur :
Teff =
∫ ∞
0
Ts(z) ·W (z) ·dz (D.1)
avec Ts(z) la tempe´rature thermodynamique du sol a` la profondeur z et W (z) la fonction de
ponde´ration qui est de´termine´e par :
W (z) = α(z) · exp
(
−
∫ z
0
α(z′) · dz′
)
(D.2)
avec α(z) le coefficient d’atte´nuation de´fini par :
α(z) =
4pi
λ
· k
′′(z)
2
√
k′(z)
(D.3)
avec λ la longueur d’onde d’observation, k′(z) et k′′(z) les parties re´elles et imaginaires de la
constante die´lectrique du sol a` la profondeur z.
D.2 Mode`le de Choudhury
Le mode`le de Choudhury (Choudhury et al., 1982) ont propose´ une parame´trisation de Teff
comme une fonction line´aire de la tempe´rature du sol a` deux profondeurs :
Teff = Tdeep − C · (Tdeep − Tsurf ) (D.4)
avec Tdeep la tempe´rature du sol a` une profondeur entre 50 et 100 cm, Tsurf la tempe´rature du
sol a` sa surface et C une constante de´pendant de la longueur d’onde d’observation : C = 0.802
pour λ = 2.8 cm et C = 0.084 pour λ = 49 cm.
Choudhury et al. (1982) ont montre´ que la relation Teff = Tsurf (C=1) n’est pas valide
pour des fre´quences infe´rieures a` 10 GHz.
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D.3 Mode`le de Wigneron
Wigneron et al. (2001) proposent une ame´lioration en prenant en compte l’influence de
l’humidite´ sur l’e´paisseur de la couche de sol contribuant au signal : plus le sol est sec, plus
profonde est la couche qui contribue.
Teff = Tdeep − C(SMsurf ) · (Tdeep − Tsurf ) (D.5)
avec Tdeep la tempe´rature du sol a` une profondeur entre 50 et 100 cm, Tsurf la tempe´rature du
sol a` sa surface et C une constante de´pendant de l’humidite´ de surface SMsurf :
C(SMsurf ) =
(
SMsurf
SM0
)b
(D.6)
avec SM0 et b des parame`tres ajuste´s pour chaque type de ve´ge´tation.
D.4 Mode`le de Holmes
Holmes et al. (2006) ont propose´ une nouvelle parame´trisation de Teff base´e sur la relation
entre l’atte´nuation de l’e´nergie e´mise et la constante die´lectrique de la surface du sol :
Teff = Tdeep − C(k) · (Tdeep − Tsurf ) (D.7)
avec Tdeep la tempe´rature du sol a` une profondeur entre 50 et 100 cm, Tsurf la tempe´rature du
sol a` sa surface et C une constante de´pendant de la constante die´lectrique k du sol :
C(k) =
(
k′′/k′
k0
)b
(D.8)
avec k′ et k′′ les parties re´elles et imaginaires de la constante die´lectrique du sol, k0 et b des
parame`tres ajuste´s pour chaque type de ve´ge´tation.
AnnexeE
Retrouver l’e´paisseur optique de la ve´ge´tation
a` partir des tempe´ratures de brillance
Pour la suite de cette section, voici la liste des parame`tres utilise´s :
TBV , TBH : tempe´ratures de brillance en polarisation verticale ou horizontale [K]
T : tempe´rature du sol et de la ve´ge´tation (Teff ≈ Tsol ≈ Tvegetation) [K]
eV , eH : e´missivite´ du sol en polarisation verticale ou horizontale [-]
Γ : transmissivite´ de la ve´ge´tation [-]
ω : albe´do [-]
RP : rapport de polarisation des tempe´ratures de brillance [-]
τ : e´paisseur optique de la ve´ge´tation [-]
θ : angle d’incidence [rad]
k : constante die´lectrique du sol avec k′ et k′′ ses parties re´elles et imaginaires.
(Meesters et al., 2005) ont propose´ une formule analytique de l’e´paisseur optique de la
ve´ge´tation a` partir du rapport de polarisation des tempe´ratures de brillance. Les e´quations du
transfert radiatif qui sont la base de l’analyse ne tiennent pas compte des effets de l’atmosphe`re :
TBV = T · eV ·Γ + (1− Γ) ·T · (1− ω) + (1− eV ) · (1− ω) ·T · (1− Γ) ·Γ (E.1)
TBH = T · eH ·Γ + (1− Γ) ·T · (1− ω) + (1− eH) · (1− ω) ·T · (1− Γ) ·Γ (E.2)
Le rapport de polarisation est de´fini comme suit :
RP =
TBV − TBH
TBV + TBH
(E.3)
Si on injecte le mode`le de transfert radiatif dans l’expression du rapport de polarisation, on
obtient :
1
RP
=
eV + eH
eV − eH +
2(1− ω)(1− Γ2)
(ωΓ + (1− ω)Γ2)(eV − eH) (E.4)
Cette dernie`re e´quation revient en re´alite´ a` re´soudre une e´quation du second degre´ :[
1
2
(
eV − eH
PR
− (eV + eH)
)
+ 1
]
Γ2 +
[
1
2
ω
1− ω
(
eV − eH
PR
− (eV + eH)
)]
Γ− 1 = 0 (E.5)
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On pose :
a =
1
2
(
eV − eH
PR
− (eV + eH)
)
(E.6)
d =
1
2
ω
1− ω (E.7)
En re´solvant cette e´quation du second degre´, une expression pour la transmissivite´ Γ de la
ve´ge´tation est obtenue :
1
Γ
= a · d+
√
(a · d)2 + a+ 1 (E.8)
L’e´paisseur optique et la transmissivite´ de la ve´ge´tation sont relie´es par une expression
exponentielle : Γ = exp(−τ/ cos θ) avec θ l’angle d’incidence. De ce fait on obtient l’expression
finale de l’e´paisseur optique :
τ = cos θ · ln
(
a · d+
√
(a · d)2 + a+ 1
)
(E.9)
AnnexeF
E´tude du parame`tre d’albe´do optimise´ avec
une rugosite´ de´pendante ou non de
l’humidite´ du sol
F.1 Albe´do optimise´
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(a) USA - LPRM Wang-Schmugge - ω
libre
(b) Australie - LPRM
Wang-Schmugge - ω libre
(c) USA - LPRM Dobson - ω libre (d) Australie - LPRM Dob-
son - ω libre
(e) USA - LPRM Mironov - ω libre (f) Australie - LPRM Miro-
nov - ω libre
Figure F.1 – Repre´sentations spatiales de l’albe´do ω optimise´e avec les trois mode`les de
constante die´lectrique en libe´rant le parame`tre d’albe´do ω sur deux parties d’orbites aux
E´tats-Unis (16/09/2010) et en Australie (16/09/2010) : (a,b) LPRM avec le mode`le de Wang-
Schmugge, (c,d) LPRM avec le mode`le de Dobson, (e,f) LPRM avec le mode`le de Mironov.
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(a) LW - Wang-Schmugge - ω libre (b) WG - Wang-Schmugge - ω libre
(c) LW - Dobson - ω libre (d) WG - Dobson - ω libre
(e) LW - Mironov - ω libre (f) WG - Mironov - ω libre
Figure F.2 – Repre´sentations temporelles des albe´dos retrouve´s avec le LPRM et trois mode`les
de constante die´lectrique en libe´rant le parame`tre d’albe´do ω sur Little Washita (LW) et Walnut
Gulch (WG) en 2010 : (a,b) Wang-Schmugge, (c,d) Dobson et (e,f) Mironov.
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F.2 Albe´do optimise´ avec la rugosite´ de´pendante de l’humidite´
du sol
(a) USA - LPRM Wang-Schmugge - ω
libre et h(SM)
(b) Australie - LPRM
Wang-Schmugge - ω libre
et h(SM)
(c) USA - LPRM Dobson - ω libre et
h(SM)
(d) Australie - LPRM Dob-
son - ω libre et h(SM)
(e) USA - LPRM Mironov - ω libre et
h(SM)
(f) Australie - LPRM Miro-
nov - ω libre et h(SM)
Figure F.3 – Repre´sentations spatiales de l’albe´do ω retrouve´ a` partir des trois mode`les de
constante die´lectrique en libe´rant ω avec une de´pendance de la rugosite´ a` l’humidite´ du sol
avec le produit d’humidite´ SMOS sur deux parties d’orbites aux E´tats-Unis (16/09/2010) et en
Australie (16/09/2010) : (a,b) LPRM avec le mode`le de Wang-Schmugge, (c,d) LPRM avec le
mode`le de Dobson, (e,f) LPRM avec le mode`le de Mironov.
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(a) USA - LPRM Wang-Schmugge - ω
libre et h(SM)
(b) Australie - LPRM
Wang-Schmugge - ω libre
et h(SM)
(c) USA - LPRM Dobson - ω libre et
h(SM)
(d) Australie - LPRM Dob-
son - ω libre et h(SM)
(e) USA - LPRM Mironov - ω libre et
h(SM)
(f) Australie - LPRM Miro-
nov - ω libre et h(SM)
Figure F.4 – Repre´sentations spatiales de la rugosite´ a` 42.5˚retrouve´e a` partir des trois mode`les
de constante die´lectrique en libe´rant le parame`tre d’albe´do ω avec une de´pendance de la rugosite´
a` l’humidite´ du sol avec le produit d’humidite´ SMOS sur deux parties d’orbites aux E´tats-Unis
(16/09/2010) et en Australie (16/09/2010) : (a,b) LPRM avec le mode`le de Wang-Schmugge,
(c,d) LPRM avec le mode`le de Dobson, (e,f) LPRM avec le mode`le de Mironov.
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(a) LW - Wang-Schmugge - ω libre et h(SM) (b) WG - Wang-Schmugge - ω libre et h(SM)
(c) LW - Dobson - ω libre et h(SM) (d) WG - Dobson - ω libre et h(SM)
(e) LW - Mironov - ω libre et h(SM) (f) WG - Mironov - ω libr et h(SM)e
Figure F.5 – Repre´sentations temporelles des albe´dos retrouve´s avec le LPRM et trois mode`les
de constante die´lectrique en libe´rant le parame`tre d’albe´do ω avec une de´pendance de la rugosite´
a` l’humidite´ du sol sur Little Washita (LW) et Walnut Gulch (WG) en 2010 : (a,b) Wang-
Schmugge, (c,d) Dobson et (e,f) Mironov.
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(a) LW - Wang-Schmugge - ω libre et h(SM) (b) WG - Wang-Schmugge - ω libre et h(SM)
(c) LW - Dobson - ω libre et h(SM) (d) WG - Dobson - ω libre et h(SM)
(e) LW - Mironov - ω libre et h(SM) (f) WG - Mironov - ω libr et h(SM)e
Figure F.6 – Repre´sentations temporelles des rugosite´s a` 42.5˚retrouve´es avec le LPRM et
trois mode`les de constante die´lectrique en libe´rant le parame`tre d’albe´do ω avec une de´pendance
de la rugosite´ a` l’humidite´ du sol sur Little Washita (LW) et Walnut Gulch (WG) en 2010 :
(a,b) Wang-Schmugge, (c,d) Dobson et (e,f) Mironov.
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AnnexeG
Historique des versions du produit
d’humidite´ SMOS de niveau 2
Les informations concernant les changements de version proviennent du site internet de la
compagnie Array qui de´veloppe les processeurs de l’algorithme de niveau 2 SMOS de fac¸on
ope´rationnelle. Ces informations peuvent eˆtre trouve´es a` l’adresse suivante :
http ://smos.array.ca/c/document library/get file ?uuid=5ab03a16-c226-49e2-9d2d-
80fef6a9614e&groupId=11352 .
L2SM
processor
version
Updates
Deployment at
DPGS
v3.05 - Commissioning version Jan 28, 2010
v3.06 - Commissioning version 20100214T201707
v3.07 - Commissioning version 20100303T082453
v3.08
- New convention in L1c for Faraday rotation, from
surface to antenna
20100707T045941
- Resetting of retrieved geophysical parameters and
associated DQX to -999 when retrieval fails
- Correction for the computation of forest Tau under
snow condition
v3.09
- Updated code to deal with a bug related to DQX=0
in AUX DGGTFO, AUX DGGTLV, AUX DGGROU
20100809T060522
- C RFI adjusted so its value is always ¿=1
- Corrected reporting of the causes of the retrieval fai-
lures under certain conditions
- Fixed minor inconsistencies between SMUDP and
SMDAP
- Updated code to improve the reporting and initiali-
zation of several values in the SMUDP and SMDAP
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L2SM
processor
version
Updates
Deployment at
DPGS
v4.00
- Updated ADFs (AUX DFFLMX, AUX CNFSMx,
AUX LANDCL)
Never deployed,
superseded by
v4.01
- Added pseudo dual retrieval capability, or the so cal-
led ”dual-in-full” allowing the processor to filter out
cross polarization data from the retrieval process due
to the present errors
- Implemented a new formulation for forest retrievals
- Updated formulation of the quality index GQX to
use Chi 2 instead of Chi 2 P
- Made several enhancements to SMDAP to aid ana-
lysis
- Suppressing the so called ”rich retrievals”
- Enabling retrievals of Tau over areas with very low
vegetation
- Updated the processor due to changes in
AUX ECMWF to allow scaling of SM parameter
through CDF matching coefficients
- Added EE CFI 3.7.3 and support for IERS Bulletin
B
- Included L1 RFI flag summaries in SMUDP
- Fixed a bug related to Cardiod retrieval over water
- Made improvements in the source and binary distri-
bution of the code
v4.01
- Fixed a bug due to ”poorly conditioned matrix” lea-
ding to segmentation fault
20110517T211748
- DSR Size in SMUDP header corrected from 200 to
220
v5.00
- Aligned with the Post Processor (data-driven vs time
driven)
20111019T140444
- Dynamic RFI detection based on target surface tem-
perature/emissivity
- RFI probability per DGG node reported in the
SMUDP
- Retrieves SM over moderate topography
- Increased acceptance range of SM to allow measure-
ment of extreme cases
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L2SM
processor
version
Updates
Deployment at
DPGS
v5.01
- Functionally equivalent to v5.00 but adds multi-
thread capability with number of threads being a
configurable parameter
Never deployed
but used for
2011 reprocessing
campaign
- Processing time significantly reduced even when a
single thread is used
- Fixed a bug where residuals in SMDAP did not
match SMUDP values in case of retrieval failures
v5.50
- Added the capability to use Mironov dielectric model
in addition to Dobson and allows selection of dielectric
model using two switches contained in AUX CNFSMx
Never deployed,
superseded by
v5.51
– Dielectric Model Type = 0/1 (Dobson/Mironov)
– Dielectric Model Sub Type = 0/1 (Stan-
dard/Symmetric)
where (Dobson/Standard) is equivalent to the opera-
tion of L2SM v5.00
v5.51
Fixed a bug causing failure at latitudes outside [-89˚,
+89˚]
20120423T083517
Afin de distribuer des produits d’humidite´ cohe´rents, plusieurs campagnes de retraitement
des donne´es ont e´te´ effectue´es. La dernie`re disponible permet d’avoir des humidite´s en v5.51
depuis le 10 Janvier 2010 jusqu’a` nos jours.
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