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EIGENVALUES OF NON-SELFADJOINT OPERATORS: A
COMPARISON OF TWO APPROACHES
MICHAEL DEMUTH, MARCEL HANSMANN, AND GUY KATRIEL
Abstract. The central problem we consider is the distribution of eigenval-
ues of closed linear operators which are not selfadjoint, with a focus on those
operators which are obtained as perturbations of selfadjoint linear operators.
Two methods are explained and elaborated. One approach uses complex anal-
ysis to study a holomorphic function whose zeros can be identified with the
eigenvalues of the linear operator. The second method is an operator theoretic
approach involving the numerical range. General results obtained by the two
methods are derived and compared. Applications to non-selfadjoint Jacobi
and Schro¨dinger operators are considered. Some possible directions for future
research are discussed.
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1. Introduction
The importance of eigenvalues and eigenvectors is clear to every student of math-
ematics, science or engineering. As a simple example, consider a linear dynamical
system which is described by an equation of the form
ut = Lu, (1.1)
where u(t) is an element in a linear space X and L a linear operator in X . If we can
find an eigenpair v ∈ X , λ ∈ C with Lv = λv, then we have solved (1.1) with the
initial condition u(0) = v: u(t) = eλtv. If we can find a whole basis of eigenvectors,
we have solved (1.1) for any initial condition u(0) = u0 by decomposing u0 with
respect to this basis. So the knowledge of the eigenvalues of L (or more generally,
the analysis of its spectrum) is essential for the understanding of the corresponding
system.
The spectral analysis of linear operators has a quite long history, as everybody
interested in the field is probably aware of. Still, we think that it can be worthwhile
to begin this introduction with a short historical survey, which will also help to put
the present article in its proper perspective. The origins of spectral analysis can
be traced back at least as far as the work of D’Alembert and Euler (1740-50’s)
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on vibrating strings, where eigenvalues correspond to frequencies of vibration, and
eigenvectors correspond to modes of vibration. When the vibrating string’s density
and tension is not uniform, the eigenvalue problem involved becomes much more
challenging, and an early landmark of spectral theory is Sturm and Liouville’s
(1836-1837) analysis of general one-dimensional problems on bounded intervals,
showing the existence of an infinite sequence of eigenvalues. This naturally gave
rise to questions about corresponding results for differential operators on higher-
dimensional domains, with the typical problem being the eigenvalues of the Lapla-
cian on a bounded domain with Dirichlet boundary conditions. The existence of
the first eigenvalue for this problem was obtained by Schwartz (1885), and of the
the second eigenvalue by Picard (1893), and it was Poincare´ (1894) who obtained
existence of all eigenvalues and their basic properties. Inspired by Poincare´s work,
Fredholm (1903) undertook the study of the spectral theory of integral operators.
Hilbert (1904-1910), generalizing the work of Fredholm, introduced the ideas of
quadratic forms on infinite dimensional linear spaces and of completely continuous
forms (compact operators in current terminology). He also realized that spectral
analysis cannot be performed in terms of eigenvalues alone, developing the notion
of continuous spectrum, which was prefigured in Wirtinger’s (1897) work on Hill’s
equation. Weyl’s (1908) work on integral equations on unbounded intervals fur-
ther stresses the importance of the continuous spectrum. The advent of quantum
mechanics, formulated axiomatically by von Neumann (1927), who was the first
to introduce the notion of an abstract Hilbert space, brought selfadjoint operators
into the forefront of interest. Kato’s [30] rigorous proof of the selfadjointness of
physically relevant Schro¨dinger operators was a starting point for the mathemati-
cal study of particular operators. In the context of quantum mechanics, eigenvalues
have special significance, as they correspond to discrete energy levels, and thus form
the basis for the quantization phenomenon, which in the pre-Schro¨dinger quantum
theory had to be postulated a-priori. In recent years, non-selfadjoint operators are
also becoming increasingly important in the study of quantum mechanical systems,
as they arise naturally in, e.g., the optical model of nuclear scattering or the study
of the behavior of unstable lasers (see [8] and references therein).
As this brief sketch1 of some highlights of the (early) history of spectral theory
shows, eigenvalues, eigenvectors, and the spectrum provide an endless source of
fascination for both mathematicians and physicists. At the most general level
one may ask, given a class C of linear operators (which in our case will always
operate in a Hilbert space), what can be said about the spectrum of operators
L ∈ C? Of course, the more restricted is the class of operators considered the more
we can say, and the techniques available for studying different classes C can vary
enormously. For example, an important part of the work of Hilbert is a theory of
selfadjoint compact operators, which in particular characterizes their spectrum as
an infinite sequence of real eigenvalues. Motivated by various applications, this class
of operators can be restricted or broadened to yield other classes worth studying.
For example, the study of eigenvalues of the Dirichlet problem in a bounded domain
is a restriction of the class of compact selfadjoint eigenvalue problems, which yields
a rich theory relating the eigenvalues to the geometrical properties of the domain
in question. As far as broadening the class of operators goes, one can consider
selfadjoint operators which are not compact, leading to a vast domain of study
which is of great importance to a variety of areas of application, perhaps the most
prominent being quantum mechanics. One can also consider compact operators
which are not selfadjoint (and which might act in general Banach spaces), leading
1The interested reader can find much more information (and detailed references) in Mawhin’s
account [36] on the origins of spectral analysis.
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to a field of research in which natural sub-classes of the class of compact operators
are defined and their sets of eigenvalues are studied (see e.g. the classical works of
Gohberg and Krein [20] or Pietsch [37]).
One may also lift both the assumption of selfadjointness and that of compact-
ness. However, some restriction on the class of operators considered must be made
in order to be able to say anything nontrivial about the spectrum. The classes
of operators that we will be considering here are those that arise by perturbing
bounded or unbounded (in most cases selfadjoint) operators with no isolated eigen-
values by operators which are (relatively) compact, for example operators of the
form A = A0 +M , where A0 is a bounded operator with spectrum σ(A0) = [a, b]
and M is a compact operator in a certain Schatten class. More precisely, we will
be interested in the isolated eigenvalues of such operators A and in their rate of
accumulation to the essential spectrum [a, b]. We will study this rate by analyzing
eigenvalue moments of the form
∑
λ∈σd(A)
(dist(λ, [a, b]))p, p > 0, (1.2)
where σd(A) is the set of discrete eigenvalues, and by bounding these moments in
terms of the Schatten norm of the perturbation M .
It is well known that the summation of two ‘simple’ operators can generate
an operator whose spectrum is quite difficult to understand, even in case that
both operators are selfadjoint. In our case, at least one of the operators will be
non-selfadjoint, so the huge toolbox of the selfadjoint theory (containing, e.g., the
spectral theorem, the decomposition of the spectrum into its various parts or the
variational characterization of the eigenvalues) will not be available. This will make
the problem even more demanding and also indicates that we cannot expect to ob-
tain as much information on the spectrum as in the selfadjoint case. At this point
we cannot resist quoting E. B. Davies, who in the preface of his book [8] on the
spectral theory of non-selfadjoint operators described the differences between the
selfadjoint and the non-selfadjoint theory: ”Studying non-selfadjoint operators is
like being a vet rather than a doctor: one has to acquire a much wider range of
knowledge, and to accept that one cannot expect to have as high a rate of success
when confronted with particular cases”.
In our previous work, which we review in this paper, we have developed and explored
two quite different approaches to obtain results on the distribution of eigenvalues of
non-selfadjoint operators. One approach, which has also benefitted from (and relies
heavily on) some related work of Borichev, Golinskii and Kupin [5], involves the
construction of a holomorphic function whose zeros coincide with the eigenvalues
of the operator of interest (the ‘perturbation determinant’) and the study of these
zeros by employing results of complex analysis. The second is an operator-theoretic
approach using the concept of numerical range. One of our main aims in this paper
is to present these two methods side by side, and to examine the advantages of each
of them in terms of the results they yield. We shall see that each of these methods
has certain advantages over the other.
The plan of this paper is as follows. In Chapter 2 we recall fundamental concepts
and results of functional analysis and operator theory that will be used. In Chapter
3 we discuss results on zeros of complex functions that will later be used to obtain
results on eigenvalues. In particular, we begin this chapter with a short explanation
why results from complex analysis can be used to obtain estimates on eigenvalue
moments of the form (1.2) in the first place. Next, in Chapter 4, we develop the
4 M. DEMUTH, M. HANSMANN, AND G. KATRIEL
complex-analysis approach to obtaining results on eigenvalues of perturbed opera-
tors, obtaining results of varying degrees of generality for Schatten-class perturba-
tions of selfadjoint bounded operators and for relatively-Schatten perturbations of
non-negative operators. A second, independent, approach to obtaining eigenvalue
estimates via operator-theoretic arguments is exposed in Chapter 5, and applied to
the same classes of operators. In Chapter 6 we carry out a detailed comparison of
the results obtained by the two approaches in the context of Schatten-perturbations
of bounded selfadjoint operators. In Chapter 7 we turn to applications of the results
obtained in Chapter 4 and 5 to some concrete classes of operators, which allows us
to further compare the results obtained by the two approaches in these specific con-
texts. We obtain results on the eigenvalues of Jacobi operators and of Schro¨dinger
operators with complex potentials. These case-studies also give us the opportunity
to compare the results obtained by our methods to results which have been ob-
tained by other researchers using different methods. These comparisons give rise
to some conjectures and open questions which we believe could stimulate further
research. Some further directions of ongoing work related to the work discussed in
this paper, and issues that we believe are interesting to address, are discussed in
Chapter 8.
2. Preliminaries
In this chapter we will introduce and review some basic concepts of operator
and spectral theory, restricting ourselves to those aspects of the theory which are
relevant in the later parts of this work. We will also use this chapter to set our
notation and terminology. As general references let us mention the monographs
of Davies [8], Gohberg, Goldberg and Kaashoek [18], Gohberg and Krein [19] and
Kato [32].
2.1. The spectrum of linear operators. Let H denote a complex separable
Hilbert space and let Z be a linear operator in H. The domain, range and kernel
of Z are denoted by Dom(Z), Ran(Z) and Ker(Z), respectively . We say that Z is
an operator on H if Dom(Z) = H. The algebra of all bounded operators on H is
denoted by B(H). Similarly, C(H) denotes the class of all closed operators in H.
In the following we assume that Z is a closed operator in H. The resolvent set
of Z is defined as
ρ(Z) := {λ ∈ C : λ− Z is invertible in B(H)}2 (2.1.1)
and for λ ∈ ρ(Z) we define
RZ(λ) := (λ− Z)−1. (2.1.2)
The complement of ρ(Z) in C, denoted by σ(Z), is called the spectrum of Z. Note
that ρ(Z) is an open and σ(Z) is a closed subset of C. We say that λ ∈ σ(Z) is an
eigenvalue of Z if Ker(λ− Z) is nontrivial.
The extended resolvent set of Z is defined as
ρˆ(Z) :=
{
ρ(Z) ∪ {∞}, if Z ∈ B(H)
ρ(Z), if Z /∈ B(H). (2.1.3)
In particular, if Z ∈ B(H) we regard ρˆ(Z) as a subset of the extended complex plane
Cˆ = C ∪ {∞}. Setting RZ(∞) := 0 if Z ∈ B(H), the operator-valued function
RZ : λ 7→ RZ(λ),
2Note that here and elsewhere in the text, we use λ − Z as a shorthand for λI − Z where I
denotes the identity operator on H.
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called the resolvent of Z, is analytic on ρˆ(Z). Moreover, for every λ ∈ ρˆ(Z) the
resolvent satisfies the inequality ‖RZ(λ)‖ ≥ dist(λ, σ(Z))−1, where ‖.‖ denotes the
norm of B(H)3 and we agree that 1/∞ := 0. Actually, if Z is a normal operator
(that is, an operator commuting with its adjoint) then the spectral theorem implies
that
‖RZ(λ)‖ = dist(λ, σ(Z))−1, λ ∈ ρˆ(Z). (2.1.4)
If λ ∈ σ(Z) is an isolated point of the spectrum, we define the Riesz projection
of Z with respect to λ by
PZ(λ) :=
1
2πi
∫
γ
RZ(µ)dµ, (2.1.5)
where the contour γ is a counterclockwise oriented circle centered at λ, with suffi-
ciently small radius (excluding the rest of σ(Z)). We recall that a subspaceM ⊂ H
is called Z-invariant if Z(M ∩ Dom(Z)) ⊂ M . In this case, Z|M denotes the re-
striction of Z to M ∩Dom(Z) and the range of Z|M is a subspace of M .
Proposition 2.1.1 (see, e.g., [18], p.326). Let Z ∈ C(H) and let λ ∈ σ(Z) be
isolated. If P = PZ(λ) is defined as above, then the following holds:
(i) P is a projection, i.e., P 2 = P .
(ii) Ran(P ) and Ker(P ) are Z-invariant.
(iii) Ran(P ) ⊂ Dom(Z) and Z|Ran(P ) is bounded.
(iv) σ(Z|Ran(P )) = {λ} and σ(Z|Ker(P )) = σ(Z) \ {λ}.
We say that λ0 ∈ σ(Z) is a discrete eigenvalue if λ0 is an isolated point of σ(Z)
and P = PZ(λ0) is of finite rank (in the literature these eigenvalues are also referred
to as ”eigenvalues of finite type”). Note that in this case λ0 is indeed an eigenvalue
of Z since {λ0} = σ(Z|Ran(P )) and Ran(P ) is Z-invariant and finite-dimensional.
The positive integer
mZ(λ0) := Rank(PZ(λ0)) (2.1.6)
is called the algebraic multiplicity of λ0 with respect to Z. It has to be distinguished
from the geometric multiplicity, which is defined as the dimension of the eigenspace
Ker(λ0 − Z) (and so can be smaller than the algebraic multiplicity).
Convention 2.1.2. In this article only algebraic multiplicities will be considered
and we will use the term ”multiplicity” as a synonym for ”algebraic multiplicity”.
The discrete spectrum of Z is now defined as
σd(Z) := {λ ∈ σ(Z) : λ is a discrete eigenvalue of Z}. (2.1.7)
We recall that a linear operator Z0 ∈ C(H) is a Fredholm operator if it has
closed range and both its kernel and cokernel are finite-dimensional. Equivalently,
if Z0 ∈ C(H) is densely defined, then Z0 is Fredholm if it has closed range and
both Ker(Z0) and Ker(Z
∗
0 ) are finite-dimensional. The essential spectrum of Z is
defined as
σess(Z) := {λ ∈ C : λ− Z is not a Fredholm operator }.4 (2.1.8)
Note that σess(Z) ⊂ σ(Z) and that σess(Z) is a closed set.
For later purposes we will need the following result about the spectrum of the
resolvent of Z .
3We will use the same symbol to denote the norm on H.
4For a discussion of various alternative (non-equivalent) definitions of the essential spectrum
we refer to [11]. We note that all reasonable definitions coincide in the selfadjoint case.
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Proposition 2.1.3 ([12], p.243 and p.247, and [8], p.331). Suppose that Z ∈ C(H)
with ρ(Z) 6= ∅. If a ∈ ρ(Z), then
σ(RZ (a)) \ {0} = {(a− λ)−1 : λ ∈ σ(Z)}.
The same identity holds when, on both sides, σ is replaced by σess and σd, respec-
tively. More precisely, λ0 is an isolated point of σ(Z) if and only if (a − λ0)−1 is
an isolated point of σ(RZ(a)) and in this case
PZ(λ0) = PRZ (a)((a− λ0)−1).
In particular, the algebraic multiplicities of λ0 ∈ σd(Z) and (a−λ0)−1 ∈ σd(RZ(a))
coincide.
Remark 2.1.4. We note that 0 ∈ σ(RZ(a)) if and only if Z /∈ B(H). Moreover, if
Z ∈ C(H) is densely defined, then
0 ∈ σ(RZ(a)) ⇔ 0 ∈ σess(RZ(a)).
The following proposition shows that the essential and the discrete spectrum of
a linear operator are disjoint.
Proposition 2.1.5. If Z ∈ C(H) and λ is an isolated point of σ(Z), then λ ∈
σess(Z) if and only if Rank(PZ(λ)) =∞. In particular,
σess(Z) ∩ σd(Z) = ∅.
Proof. For Z ∈ B(H) a proof can be found in [8], p.122. The unbounded case can
be reduced to the bounded case by means of Proposition 2.1.3. 
While the spectrum of a selfadjoint operator Z can always be decomposed as
σ(Z) = σess(Z) ∪˙ σd(Z), (2.1.9)
where the symbol ∪˙ denotes a disjoint union, the same need not be true in the non-
selfadjoint case. For instance, considering the shift operator (Zf)(n) = f(n + 1)
acting on l2(N), we have σess(Z) = {z ∈ C : |z| = 1} and σ(Z) = {z ∈ C : |z| ≤ 1},
while σd(Z) = ∅, see [32], p.237-238. The following result gives a suitable criterion
for the discreteness of the spectrum in the complement of σess(Z).
Proposition 2.1.6 ([18], p.373). Let Z ∈ C(H) and let Ω ⊂ C \ σess(Z) be open
and connected. If Ω ∩ ρ(Z) 6= ∅, then σ(Z) ∩ Ω ⊂ σd(Z).
Hence, if Ω is a (maximal connected) component of C \ σess(Z), then either
(i) Ω ⊂ σ(Z) (in particular, Ω ∩ σd(Z) = ∅), or
(ii) Ω ∩ ρ(Z) 6= ∅ and Ω ∩ σ(Z) consists of an at most countable sequence of
discrete eigenvalues which can accumulate at σess(Z) only.
A direct consequence of Proposition 2.1.6 is
Corollary 2.1.7. Let Z ∈ C(H) with σess(Z) ⊂ R and assume that there are points
of ρ(Z) in both the upper and lower half-planes. Then σ(Z) = σess(Z) ∪˙ σd(Z).
We conclude this section with some remarks on the numerical range of a linear
operator and its relation to the spectrum, see [23], [32] for extensive accounts on
this topic. The numerical range of Z ∈ C(H) is defined as
Num(Z) := {〈Zf, f〉 : f ∈ Dom(Z), ‖f‖ = 1}. (2.1.10)
It was shown by Hausdorff and Toeplitz (see, e.g., [8] Theorem 9.3.1) that the
numerical range is always a convex subset of C. Furthermore, if the complement of
the closure of the numerical range is connected and contains at least one point of
the resolvent set of Z, then σ(Z) ⊂ Num(Z) and
‖RZ(a)‖ ≤ 1/ dist(a,Num(Z)), a ∈ C \Num(Z). (2.1.11)
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Clearly, if Z ∈ B(H) then Num(Z) ⊂ {λ : |λ| ≤ ‖Z‖}. Moreover, if Z is normal
then the closure of Num(Z) coincides with the convex hull of σ(Z), i.e. the smallest
convex set containing σ(Z).
2.2. Schatten classes and determinants. An operator K ∈ B(H) is called
compact if it is the norm limit of finite rank operators. The class of all compact
operators forms a two-sided ideal in B(H), which we denote by S∞(H). The non-
zero elements of the spectrum ofK ∈ S∞(H) are discrete eigenvalues. In particular,
the only possible accumulation point of the spectrum is 0, and 0 itself may or may
not belong to the spectrum. More precisely, if H is infinite-dimensional, as will be
the case in most of the applications below, then σess(K) = {0}.
For every K ∈ S∞(H) we can find (not necessarily complete) orthonormal sets
{φn} and {ψn} in H, and a set of positive numbers {sn(K)} with s1(K) ≥ s2(K) ≥
. . . > 0, such that
Kf =
∑
n
sn(K)〈f, ψn〉φn, f ∈ H. (2.2.1)
Here the numbers sn(K) are called the singular values of K. They are precisely
the eigenvalues of |K| := √K∗K, in non-increasing order.
The Schatten class of order p (with p ∈ (0,∞)), denoted by Sp(H), consists of
all compact operators on H whose singular values are p-summable, i.e.
K ∈ Sp(H) :⇔ {sn(K)} ∈ lp(N). (2.2.2)
We remark that Sp(H) is a linear subspace of S∞(H) for every p > 0 and for
p ≥ 1 we can make it into a complete normed space by setting
‖K‖Sp := ‖{sn(K)}‖lp . (2.2.3)
Note that for 0 < p < 1 this definition provides only a quasi-norm. For consistency
we set ‖K‖S∞ := ‖K‖.
For 0 < p < q ≤ ∞ we have the (strict) inclusion Sp(H) ⊂ Sq(H) and
‖K‖Sq ≤ ‖K‖Sp . (2.2.4)
Similar to the class of compact operators, Sp(H) is a two-sided ideal in the
algebra B(H) and for K ∈ Sp(H) and B ∈ B(H) we have
‖KB‖Sp ≤ ‖K‖Sp‖B‖ and ‖BK‖Sp ≤ ‖B‖‖K‖Sp. (2.2.5)
Moreover, if K ∈ Sp(H) then K∗ ∈ Sp(H) and ‖K∗‖Sp = ‖K‖Sp .
The following estimate is a Schatten class analog of Ho¨lder’s inequality (see [19],
p.88): Let K1 ∈ Sp(H) and K2 ∈ Sq(H) where 0 < p, q ≤ ∞. Then K1K2 ∈ Sr(H),
where r−1 = p−1 + q−1, and
‖K1K2‖Sr ≤ ‖K1‖Sp‖K2‖Sq .
While the singular values of a selfadjoint operator are just the absolute values of
its eigenvalues, in general the eigenvalues and singular values need not be related.
However, we have the following result of Weyl.
Proposition 2.2.1. Let K ∈ Sp(H), where 0 < p < ∞, and let λ1, λ2, . . . denote
its sequence of nonzero eigenvalues (counted according to their multiplicity). Then∑
n
|λn|p ≤
∑
n
sn(K)
p. (2.2.6)
In the remaining part of this section we will introduce the notion of an infinite
determinant. To this end, let K ∈ Sn(H), where n ∈ N, and let λ1, λ2, . . . denote
its sequence of nonzero eigenvalues, counted according to their multiplicity and
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enumerated according to decreasing absolute value. The n-regularized determinant
of I −K, where I denotes the identity operator on H, is
detn(I −K) :=


∏
k∈N(1 − λk), if n = 1∏
k∈N
[
(1− λk) exp
(∑n−1
j=1
λjk
j
)]
, if n ≥ 2. (2.2.7)
Here the convergence of the products on the right-hand side follows from (2.2.6).
It is clear from the definition that I−K is invertible if and only if detn(I−K) 6= 0.
Moreover, detn(I) = 1. Since the nonzero eigenvalues of K1K2 and K2K1 coincide
(K1,K2 ∈ B(H)) we have
detn(I −K1K2) = detn(I −K2K1) (2.2.8)
if both K1K2,K2K1 ∈ Sn(H).
The regularized determinant detn(I−K) is a continuous function of K. If Ω ⊂ Cˆ
is open and K(λ) ∈ Sn(H) depends holomorphically on λ ∈ Ω, then detn(I−K(λ))
is holomorphic on Ω. For a proof of both results we refer to [42].
We can define the perturbation determinant for non-integer valued Schatten
classes as well: Since Sp(H) ⊂ S⌈p⌉(H) where ⌈p⌉ = min{n ∈ N : n ≥ p}, the
⌈p⌉-regularized determinant of I −K,K ∈ Sp(H), is well defined, and so the above
results can still be applied. Moreover, this determinant can be estimated in terms of
the pth Schatten norm of K (see [10], [42], [17] ): If K ∈ Sp(H), where 0 < p <∞,
then
|det⌈p⌉(I −K)| ≤ exp
(
Γp‖K‖pSp
)
, (2.2.9)
where Γp is some positive constant.
2.3. Perturbation theory. The aim of perturbation theory is to obtain infor-
mation about the spectrum of some operator Z by showing that it is close, in a
suitable sense, to an operator Z0 whose spectrum is already known. In this case
one can hope that some of the spectral characteristics of Z0 are inherited by Z. For
instance, the classical Weyl theorem (see Theorem 2.3.4 below) implies the validity
of the following result (also sometimes called Weyl’s Theorem).
Proposition 2.3.1. Let Z,Z0 ∈ C(H) with ρ(Z) ∩ ρ(Z0) 6= ∅. If the resolvent
difference RZ(a) − RZ0(a) is compact for some a ∈ ρ(Z) ∩ ρ(Z0), then σess(Z) =
σess(Z0).
Remark 2.3.2. If RZ(a) − RZ0(a) is compact for some a ∈ ρ(Z) ∩ ρ(Z0), then the
same is true for every a ∈ ρ(Z)∩ρ(Z0). This is a consequence of the Hilbert-identity
RZ(b)−RZ0(b) = (a− Z)RZ(b)(RZ(a)−RZ0(a))(a − Z0)RZ0(b),
valid for a, b ∈ ρ(Z) ∩ ρ(Z0).
Combining Proposition 2.3.1 and Corollary 2.1.7 we obtain the following result
for perturbations of selfadjoint operators.
Corollary 2.3.3. Let Z,Z0 ∈ C(H) and let Z0 be selfadjoint. Suppose that there are
points of ρ(Z) in both the upper and lower half-planes. If RZ(a)−RZ0(a) ∈ S∞(H)
for some a ∈ ρ(Z) ∩ ρ(Z0), then σess(Z) = σess(Z0) ⊂ R and
σ(Z) = σess(Z0) ∪˙ σd(Z). (2.3.1)
In the following we will study perturbations of the form Z = Z0+M , understood
as the usual operator sum defined on Dom(Z0) ∩ Dom(M). More precisely, we
assume that Z0 ∈ C(H) has non-empty resolvent set and that M is a relatively
bounded perturbation of Z0, i.e. Dom(Z0) ⊂ Dom(M) and there exist r, s ≥ 0 such
that
‖Mf‖ ≤ r‖f‖+ s‖Z0f‖
EIGENVALUES OF NON-SELFADJOINT OPERATORS 9
for all f ∈ Dom(Z0). The infimum of all constants s for which a corresponding r
exists such that the last inequality holds is called the Z0-bound ofM . The operator
Z is closed if the Z0-bound of M is smaller one. Note that M is Z0-bounded if
and only if Dom(Z0) ⊂ Dom(M) and MRZ0(a) ∈ B(H) for some a ∈ ρ(Z0), and
the Z0-bound is not larger than infa∈ρ(Z0) ‖MRZ0(a)‖. The operator M is called
Z0-compact if Dom(Z0) ⊂ Dom(M) and MRZ0(a) ∈ S∞(H) for some a ∈ ρ(Z0).
Every Z0-compact operator is Z0-bounded and the corresponding Z0-bound is 0.
Moreover, if M is Z0-compact and Z0 is Fredholm, then also Z0 +M is Fredholm
(see, e.g., [32], p.238). The last implication is the main ingredient in the proof of
Weyl’s theorem:
Theorem 2.3.4. Let Z = Z0 +M where Z0 ∈ C(H) and M is Z0-compact. Then
σess(Z) = σess(Z0).
Remark 2.3.5. As noted above, Weyl’s theorem and Proposition 2.1.3 show the
validity of Proposition 2.3.1.
If Z0 is selfadjoint and M is Z0-compact, then ρ(Z) has values in the upper
and lower half-plane (see [8], p.326). Moreover, if a ∈ ρ(Z) ∩ ρ(Z0), then RZ(a)−
RZ0(a) ∈ S∞(H) as a consequence of the second resolvent identity
RZ(a)−RZ0(a) = RZ(a)MRZ0(a). (2.3.2)
So Corollary 2.3.3 implies that σess(Z) = σess(Z0) and σ(Z) = σess(Z0) ∪˙ σd(Z).
2.4. Perturbation determinants. We have seen in the last section that the es-
sential spectrum is stable under (relatively) compact perturbations. In this section,
we will have a look at the discrete spectrum and construct a holomorphic function
whose zeros coincide with the discrete eigenvalues of the corresponding operator.
Throughout we make the following assumption.
Assumption 2.4.1. Z0 and Z are closed densely defined operators in H such that
(i) ρ(Z0) ∩ ρ(Z) 6= ∅.
(ii) RZ(b)−RZ0(b) ∈ Sp(H) for some b ∈ ρ(Z0) ∩ ρ(Z) and some fixed p > 0.
(iii) σ(Z) ∩ ρ(Z0) = σd(Z).
Remark 2.4.2. By Proposition 2.3.3, assumption (iii) follows from assumption (ii) if
Z0 is selfadjoint with σd(Z0) = ∅ and if there exist points of ρ(Z) in both the upper
and lower half-planes. If Z0 and Z are bounded operators on H then the second
resolvent identity implies that assumption (ii) is equivalent to Z − Z0 ∈ Sp(H).
We begin with the case when Z0, Z ∈ B(H): Then for λ0 ∈ ρ(Z0) we have
(λ0 − Z)RZ0(λ0) = I − (Z − Z0)RZ0(λ0),
so λ0 ∈ ρ(Z) if and only if I − (Z − Z0)RZ0(λ0) is invertible. As we know from
Section 2.2, this operator is invertible if and only if
det⌈p⌉(I − (Z − Z0)RZ0(λ0)) 6= 0.
By Assumption 2.4.1 we have σ(Z) ∩ ρ(Z0) = σd(Z), so we have shown that
λ0 ∈ σd(Z) if and only if λ0 is a zero of the analytic function
dZ,Z0∞ : ρˆ(Z0)→ C, dZ,Z0∞ (λ) := det⌈p⌉(I − (Z − Z0)RZ0(λ)). (2.4.1)
For later purposes we note that dZ,Z0∞ (∞) = 1.
Next, we consider the general case: Let a ∈ ρ(Z0) ∩ ρ(Z) where Z0, Z satisfy
Assumption 2.4.1. Then Proposition 2.1.3 and its accompanying remark show that
σd(RZ(a)) = σ(RZ (a)) ∩ ρ(RZ0(a)),
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so we can apply the previous discussion to the operators RZ0(a) and RZ(a), i.e.
the function
d
RZ(a),RZ0(a)∞ (.) = det⌈p⌉(I − [RZ(a)− RZ0(a)][(.) −RZ0(a)]−1) (2.4.2)
is well defined and analytic on ρˆ(RZ0(a)). Moreover, since λ ∈ ρˆ(Z0) if and only
if (a − λ)−1 ∈ ρˆ(RZ0(a)) (which is again a consequence of Proposition 2.1.3 and
Remark 2.1.4), we see that the function
dZ,Z0a (λ) := d
RZ(a),RZ0(a)∞ ((a− λ)−1) (2.4.3)
is analytic on ρˆ(Z0) and
dZ,Z0a (λ) = 0 ⇔ (a− λ)−1 ∈ σd(RZ(a)) ⇔ λ ∈ σd(Z).
Note that, as above, we have dZ,Z0a (a) = d
RZ(a),RZ0 (a)∞ (∞) = 1.
We summarize the previous discussion in the following proposition.
Proposition 2.4.3. Let a ∈ ρˆ(Z0) ∩ ρˆ(Z), where Z,Z0 satisfy Assumption 2.4.1,
and let da = d
Z,Z0
a : ρˆ(Z0) → C be defined by (2.4.1) if a = ∞ and by (2.4.3) if
a 6= ∞, respectively. Then da is analytic, da(a) = 1 and λ ∈ σd(Z) if and only if
da(λ) = 0.
We call the function da = d
Z,Z0
a the pth perturbation determinant of Z by Z0
(the p-dependence of da is neglected in our notation). Without proof we note that
the algebraic multiplicity of λ0 ∈ σd(Z) coincides with the order of λ0 as a zero of
da, see [24], p.20-22.
Remark 2.4.4. Our definition of perturbation determinants is an extension of the
standard one (which coincides with the function d∞), see, e.g., [20] and [44].
We conclude this section with some estimates.
Proposition 2.4.5. Let a ∈ ρ(Z0) ∩ ρ(Z), where Z,Z0 satisfy Assumption 2.4.1,
and let da : ρˆ(Z0)→ C be defined as above. Then, for λ 6= a,
|da(λ)| ≤ exp
(
Γp‖[RZ(a)−RZ0(a)][(a− λ)−1 −RZ0(a)]−1‖pSp
)
, (2.4.4)
where Γp was introduced in estimate (2.2.9).
Proof. Apply estimate (2.2.9). 
Proposition 2.4.6. Let Z,Z0 ∈ B(H) satisfy Assumption 2.4.1. Then for λ ∈
ρˆ(Z0) we have
|d∞(λ)| ≤ exp
(
Γp‖(Z − Z0)RZ0(λ)‖pSp
)
. (2.4.5)
If, in addition, Z − Z0 = M1M2 where M1,M2 are bounded operators on H such
that M2RZ0(a)M1 ∈ Sp(H) for every a ∈ ρ(Z0), then for λ ∈ ρˆ(Z0) we have
|d∞(λ)| ≤ exp
(
Γp‖M2RZ0(λ)M1‖pSp
)
. (2.4.6)
Proof. Estimate (2.4.6) is a consequence of estimate (2.2.9), the definition of d∞
and the identity
det⌈p⌉(I−(Z−Z0)RZ0(λ)) = det⌈p⌉(I−M1M2RZ0(λ)) = det⌈p⌉(I−M2RZ0(λ)M1),
which follows from (2.2.8). Estimate (2.4.5) follows immediately from the definition
of d∞ and estimate (2.2.9). 
Remark 2.4.7. While the non-zero eigenvalues of M1M2RZ0(a) and M2RZ0(a)M1
coincide, the same need not be true for their singular values. In particular, while
(Z−Z0)RZ0(a) ∈ Sp(H) is automatically satisfied if Z,Z0 ∈ B(H) satisfy Assump-
tion 2.4.1, in general this need not imply that M2RZ0(a)M1 ∈ Sp(H) as well.
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3. Zeros of holomorphic functions
In this chapter we discuss results on the distribution of zeros of holomorphic
functions, which will subsequently be applied to the holomorphic functions defined
by perturbation determinants to obtain results on the distribution of eigenvalues for
certain classes of operators. We begin with a motivating discussion in Section 3.1,
introducing the class of functions on the unit disk which will be our special focus
of study. In Section 3.2 we consider results that can be obtained using the classical
Jensen identity. In Section 3.3 we present the recent results of Borichev, Golinskii
and Kupin and show that, for the class of functions that we are interested in, they
yield more information than provided by the application of the Jensen identity.
3.1. Motivation: the complex analysis method for studying eigenvalues.
We have seen in Section 2.4 that the discrete spectrum of a linear operator Z satisfy-
ing Assumption 2.4.1 coincides with the zero set of the corresponding perturbation
determinant, which is a holomorphic function defined on the resolvent set of the
‘unperturbed’ operator Z0. Moreover, we have a bound on the absolute value of
this holomorphic function in the form of Propositions 2.4.5 and 2.4.6. Thus, general
results providing information about the zeros of holomorphic functions satisfying
certain bounds may be exploited to obtain information about the eigenvalues of
the operator Z. This observation is the basis of the following complex-analysis
approach to studying eigenvalues.
As an example, we consider the following situation: Z0 ∈ B(H) is assumed to
be a selfadjoint operator with
σ(Z0) = σess(Z0) = [a, b], (3.1.1)
where a < b, and
Z = Z0 +M,
where M ∈ Sp(H) for some fixed p > 0. Given these assumptions, the spectrum
of Z can differ from the spectrum of Z0 by an at most countable set of discrete
eigenvalues, whose points of accumulation are contained in the interval [a, b]. More-
over, σd(Z) is precisely the zero set of the pth perturbation determinant d = d
Z,Z0∞
defined by
d : Cˆ \ [a, b]→ C, d(λ) = det⌈p⌉(I −MRZ0(λ)).
It should therefore be possible to obtain further information on the distribution of
the eigenvalues of Z by studying the analytic function d, in particular, by taking
advantage of the estimate provided on d in Proposition 2.4.6, i.e.,
log |d(λ)| ≤ Γp‖MRZ0(λ)‖pSp , λ ∈ C \ [a, b], (3.1.2)
as well as the fact that d(∞) = 1. Note that the right-hand side of (3.1.2) is finite
for any λ ∈ Cˆ \ [a, b], but as λ approaches [a, b] it can ‘explode’. A simple way
to estimate the right-hand side of (3.1.2) from above and thus to obtain a more
concrete estimate, is to use the identity
‖RZ0(λ)‖ = [dist(λ, σ(Z0))]−1, (3.1.3)
which is valid since Z0 is selfadjoint, and the inequality (2.2.5) to obtain
log |d(λ)| ≤
Γp‖M‖pSp
dist(λ, σ(Z0))p
. (3.1.4)
The inequality (3.1.4) is the best that we can obtain at a general level, that is
without imposing any further restrictions on the operators Z0 and M . However,
as we shall show in Chapter 7.1, for concrete operators it is possible to obtain
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better inequalities by a more precise analysis of the Sp-norm of MRZ0(λ). These
inequalities will take the general form
log |d(λ)| ≤ C
dist(λ, σ(Z0))α
′ dist(λ, a)β
′
1 dist(λ, b)β
′
2
, (3.1.5)
where α′ and β′1, β
′
2 are some non-negative parameters with α
′+ β′1+ β
′
2 = p. Note
that (3.1.5) can be stronger than (3.1.4) in the sense that the growth of log |d(λ)|
as λ approaches a point ζ ∈ (a, b) is estimated from above by O(|λ− ζ|−α′ ), which
can be smaller than the O(|λ − ζ|−p) bound given by (3.1.4) (since α′ < p if
β′1 + β
′
2 > 0). A similar remark applies to λ approaching one of the endpoints
a, b (since, e.g., α′ + β′1 < p if β
′
2 > 0). As we shall see, such differences are very
significant in terms of the estimates on eigenvalues that are obtained.
The question then becomes how to use inequalities of the type (3.1.4), (3.1.5) to
deduce information about the zeros of the holomorphic function d(λ). The study
of zeros of holomorphic functions is, of course, a major theme in complex analysis.
Since the holomorphic functions d(λ) which we will be looking at will be defined on
domains that are conformally equivalent to the open unit disk D, we are specifically
interested in results about zeros of functions h ∈ H(D), the class of holomorphic
functions in the unit disk. Indeed, if Ω ⊂ Cˆ is a domain which is conformally
equivalent to the unit disk, we choose a conformal map φ : D → Ω so that the
study of the zeros of the holomorphic function d : Ω→ C is converted to the study
of the zeros of the function h = d ◦ φ : D → C, where, denoting by Z(h) the set of
zeros of a holomorphic function h, we have
Z(d|Ω) = φ(Z(h)).
We can also choose the conformal mapping φ so that φ(0) =∞, which implies that
h(0) = 1.
This conversion involves two steps which require some effort:
(i) Inequalities of the type (3.1.4) and (3.1.5) must be translated into inequalities
on the function h ∈ H(D). (ii) Results obtained about the zeros of h, lying in the
unit disk, must be translated into results about the zeros of d.
Regarding step (i), it turns out that inequalities of the form (3.1.5), and gener-
alizations of it, are converted into inequalities of the form
log |h(w)| ≤ K|w|
γ
(1− |w|)α∏Nj=1 |w − ξj |βj , w ∈ D, (3.1.6)
where ξj ∈ T := ∂D and the parameters in (3.1.6) are determined by those appear-
ing in the inequality bounding d(λ) and by properties of the conformal mapping
φ. Note that this inequality restricts the growth of |h(w)| as |w| → 1 differently
according to whether or not w approaches one of the ‘special’ points ξj . Since
functions obeying (3.1.6) play an important role in our work, it is convenient to
have a special notation for this class of functions. First, let us set
(TN )∗ := {(ξ1, . . . , ξN ) ∈ TN : ξi 6= ξj , 1 ≤ i < j ≤ N}, N ∈ N. (3.1.7)
Definition 3.1.1. Let α, γ,K ∈ R+ := [0,∞). For N ∈ N let ~β = (β1, . . . , βN ) ∈
RN+ and
~ξ = (ξ1, . . . , ξN ) ∈ (TN )∗. The class of all functions h ∈ H(D) satis-
fying h(0) = 1 and obeying (3.1.6) (for this choice of parameters) is denoted by
M(α, ~β, γ, ~ξ,K). Moreover, we set M(α,K) = M(α,~0, 0, ~ξ,K) where ~ξ ∈ TN is
arbitrary, that is functions satisfying
log |h(w)| ≤ K
(1− |w|)α , w ∈ D.
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Remark 3.1.2. Throughout this chapter, whenever speaking of M(α, ~β, γ, ~ξ,K) we
will always implicitly assume that the parameters are chosen as indicated in the
previous definition.
Remark 3.1.3. We have the inclusions
M(α, ~β, γ, ~ξ,K) ⊂ M(α′, ~β, γ′, ~ξ,K ′)
if α ≤ α′, γ ≥ γ′ and K ≤ K ′, and
M(α, ~β, γ, ~ξ,K) ⊂M(α, ~β′, γ, ~ξ,K · 2
∑N
j=1 β
′
j)
if βj ≤ β′j for 1 ≤ j ≤ N .
Thus, our aim is to understand what information on the set of zeros of h is implied
by the assumption h ∈ M(α, ~β, γ, ~ξ,K). This information will then be translated
back into information about the set of zeros of the perturbation determinant d(λ),
that is about the eigenvalues of Z.
3.2. Zeros of holomorphic functions in the unit disk: Jensen’s identity.
The zero set of a (non-trivial) function h ∈ H(D) is of course discrete, with possible
accumulation points on the boundary T. In other words, Z(h) is either finite, or it
can be written as Z(h) = {wk}∞k=1, where |wk| is increasing, and
lim
k→∞
(1− |wk|) = 0. (3.2.1)
While in this generality nothing more can be said about Z(h), the situation changes
drastically if we restrict the growth of |h(z)| as z approaches the boundary of the
unit disk. A basic result which allows to make a connection between the boundary
growth of a function h ∈ H(D) and the distribution of its zeros is Jensen’s identity
(see [39], p.308). Denoting the number of zeros (counting multiplicities) of h in the
disk Dr = {w ∈ C : |w| ≤ r} by N(h, r), this result reads as follows.
Lemma 3.2.1. Let h ∈ H(D) with |h(0)| = 1. Then for r ∈ (0, 1) we have∫ r
0
N(h, s)
s
ds =
∑
w∈Z(h),|w|≤r
log
∣∣∣ r
w
∣∣∣= 1
2π
∫ 2π
0
log |h(reiθ)| dθ. (3.2.2)
Note that the left equality is immediate, while the right equality is the real
content of the result.
As a simple application of Jensen’s identity, consider the case in which h ∈
H∞(D), the class of functions bounded in the unit disk, with ‖h‖∞ denoting
the supremum. Then the right-hand side of (3.2.2) is bounded from above by
log(‖h‖∞), so that we can take the limit r → 1− (noting that the left-hand side
increases with r) and obtain∑
w∈Z(h)
log
∣∣∣∣ 1w
∣∣∣∣ ≤ log(‖h‖∞).
We may also bound the left-hand side of this inequality from below, using log |w| ≤
|w| − 1, to obtain ∑
w∈Z(h)
(1− |w|) ≤ log(‖h‖∞). (3.2.3)
Obviously the convergence of the sum in (3.2.3), known as the Blaschke sum, is
a much stricter condition on the sequence of zeros than (3.2.1). However, the
functions h arising in the applications we make to the perturbation determinant
will generally not be bounded, so the Blaschke condition (3.2.3) cannot be applied.
We will now assume that h ∈ M = M(α, ~β, γ, ~ξ,K) and derive estimates on the
zeros of h, by using Jensen’s identity in a more careful way.
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We will use the following proposition, derived from Jensen’s identity. For that
purpose we denote the support of a function f : (a, b) ⊂ R→ R by supp(f), i.e.,
supp(f) = {x ∈ (a, b) : f(x) 6= 0}.
Moreover, by f+ = max(f, 0) and f− = −min(f, 0) we denote the positive and
negative parts of f , respectively (note that we will use the same notation for the
positive and negative parts of a real number as well). In addition, we denote
the class of all twice-differentiable functions on (a, b) whose second derivative is
continuous by C2(a, b).
Proposition 3.2.2. Let ϕ ∈ C2(0, 1) be non-negative and non-increasing, and
suppose that limr→1 ϕ(r) = limr→1 ϕ′(r) = 0, supp ([rϕ′(r)]′)− ⊂ [0, 1) and
sup
0<r<1
([rϕ′(r)]′)− <∞.
If h ∈ H(D), with |h(0)| = 1, then∑
w∈Z(h)
ϕ(|w|) = 1
2π
∫ 1
0
dr [rϕ′(r)]′
∫ 2π
0
dθ log |h(reiθ)|.5 (3.2.4)
Remark 3.2.3. We are mainly interested in the choice ϕ(r) = (1− r)q , with q > 1;
other possible choices are ϕ(r) = (− log(r))q and ϕ(r) = (r−1 − r)q , respectively.
Proof of Proposition 3.2.2. Let 0 < r < 1. We restate Jensen’s identity:∫ r
0
ds
N(h, s)
s
=
1
2π
∫ 2π
0
dθ log |h(reiθ)|. (3.2.5)
Multiplying both sides of (3.2.5) by [rϕ′(r)]′ and integrating with respect to r leads
to
1
2π
∫ 1
0
dr [rϕ′(r)]′
∫ 2π
0
dθ log |h(reiθ)|
=
∫ 1
0
dr [rϕ′(r)]′
∫ r
0
ds
N(h, s)
s
(⋆)
=
∫ 1
0
ds
N(h, s)
s
∫ 1
s
dr [rϕ′(r)]′
= −
∫ 1
0
ds ϕ′(s)N(h, s) =
∫ ∞
0
dt
[
d
dt
ϕ(e−t)
]
N(h, e−t). (3.2.6)
The application of Fubini’s theorem in (⋆) is justified by the assumptions made on
ϕ. We can reformulate the right-hand side of the last equation as follows∫ ∞
0
dt
[
d
dt
ϕ(e−t)
]
N(h, e−t) =
∫ ∞
0
dt
∑
w∈Z(h),|w|<e−t
[
d
dt
ϕ(e−t)
]
=
∑
w∈Z(h)
∫ − log |w|
0
dt
[
d
dt
ϕ(e−t)
]
=
∑
w∈Z(h)
ϕ(|w|).
The last equation together with (3.2.6) yields the result. 
We can now derive a Blaschke-type result on the zeros of a function h ∈M (see
Definition 3.1.1). In the result below, C(α, ~β, ~ξ, τ) denotes a constant depending
only on the parameters α, ~β, ~ξ, τ , which can in principle be made explicit but would
yield expressions too unwieldy to be of much use. As usual, when such a constant
appears in two equations, or even on two lines of the same equations, it may take
different values, but we do take care to always indicate the parameters on which
the constant depends.
5Of course, both sides of (3.2.4) may be (simultaneously) divergent.
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Theorem 3.2.4. Let h ∈M(α, ~β, 0, ~ξ,K). Then for every τ > 0 we have∑
w∈Z(h)
(1− |w|)1+α+maxj(βj−1)++τ ≤ C(α, ~β, ~ξ, τ)K. (3.2.7)
Proof. For q > 1 let ϕ(r) = (1− r)q . Since
[rϕ′(r)]′ = q(1− r)q−2(rq − 1)
we obtain from Proposition 3.2.2 and our assumptions, using that
∫ 2π
0 log |h(reiθ)|dθ
is non-negative,∑
w∈Z(h)
(1− |w|)q = q
2π
∫ 1
0
dr
(rq − 1)
(1 − r)2−q
∫ 2π
0
dθ log |h(reiθ)|
≤ q
2π
∫ 1
1/q
dr
(rq − 1)
(1 − r)2−q
∫ 2π
0
dθ log |h(reiθ)|
≤ Kq(q − 1)
2π
∫ 1
1/q
dr
1
(1 − r)2−q+α
∫ 2π
0
dθ∏N
j=1 |reiθ − ξj |βj
≤ KC(
~β, ~ξ)q(q − 1)
2π
N∑
j=1
∫ 1
1/q
dr
1
(1 − r)2−q+α
∫ 2π
0
dθ
|reiθ − ξj |βj . (3.2.8)
Standard calculations show that, as r → 1−
∫ 2π
0
dθ
|reiθ − ξ|β =


O
(
1
(1−r)β−1
)
, if β > 1,
O (− log(1− r)) , if β = 1,
O (1) , if β < 1.
(3.2.9)
Therefore integrals on the right-hand side of (3.2.8) will be finite whenever q >
1 + α+maxj(βj − 1)+, and the result follows. 
3.3. A theorem of Borichev, Golinskii and Kupin. A different inequality on
the zeros of h ∈M(α, ~β, 0, ~ξ,K) was proved by Borichev, Golinskii and Kupin [5].
Theorem 3.3.1. Let h ∈ M(α, ~β, 0, ~ξ,K), where ~ξ = (ξ1, . . . , ξN ) ∈ (TN )∗ and
~β = (β1, . . . , βN ) ∈ RN+ . Then for every τ > 0 the following holds: If α > 0 then∑
w∈Z(h)
(1− |w|)α+1+τ
N∏
j=1
|w − ξj |(βj−1+τ)+ ≤ C(α, ~β, ~ξ, τ)K. (3.3.1)
Furthermore, if α = 0 then
∑
w∈Z(h)
(1 − |w|)
N∏
j=1
|w − ξj |(βj−1+τ)+ ≤ C(~β, ~ξ, τ)K. (3.3.2)
To see the advantage of (3.3.1) over (3.2.7), consider a convergent subsequence
{wk}∞k=1 ⊂ Z(h). The limit point ξ satisfies |ξ| = 1, and (3.2.7) ensures that the
sum ∞∑
k=1
(1− |wk|)η <∞ (3.3.3)
whenever
η > 1 + α+max
j
(βj − 1)+. (3.3.4)
As for (3.3.1), it gives us different information according to whether ξ = ξj for
some 1 ≤ j ≤ N or whether ξ ∈ ∂D is a ‘generic’ point. For sequences {wk}∞k=1
converging to generic points (ξ 6= ξj) the product term in (3.3.1) will be bounded
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from below by a positive constant along the sequence, so that we can conclude that
(3.3.3) will hold whenever η > α + 1, obviously a less restrictive condition than
that provided by (3.3.4), except in the case when βj ≤ 1 for all j, in which the two
conditions are the same. When ξ = ξj∗ for some 1 ≤ j∗ ≤ N , the summands in
(3.3.1) will be bounded from below by a positive constant multiple of
(1− |wk|)α+1+τ |wk − ξj∗ |(βj∗−1+τ)+ ≥ (1− |wk|)α+1+τ+(βj∗−1+τ)+ .
Therefore, if βj∗ > 1, (3.3.1) implies that (3.3.3) will hold whenever η > α+1+βj∗ ,
a less restrictive condition than (3.3.4) since it does not involve the maximum of
all βj ’s. If βj∗ < 1, (3.3.1) implies that (3.3.3) will hold whenever η > α + 1, also
a less restrictive condition except in the case where all βj < 1 for all 1 ≤ j ≤ N , in
which it is the same condition.
We thus see that the Theorem of Borichev, Golinskii and Kupin [5] provides
sharper information about the asymptotic distribution of the zeros than Theorem
3.2.4. Therefore, in our applications, Theorem 3.3.1 will provide more precise infor-
mation about the distribution of eigenvalues, and it is this result which will be used.
It should be noted that, unlike Theorem 3.2.4, the proof of Theorem 3.3.1 is not
an application of Jensen’s identity, and requires less elementary function-theoretic
arguments.
Remark 3.3.2. We should also note that Theorem 3.3.1 has been generalized in
several ways: to subharmonic functions on the unit disk [13], and to holomorphic
functions on more general domains [22], [14]. We will return to this topic in Chapter
8.
In the following, however, we will make one improvement to Theorem 3.3.1,
which is useful when considering applications to eigenvalue estimates. We consider
functions h ∈M(α, ~β, γ, ~ξ,K) with γ > 0, which have the property that
log |h(w)| = O(|w|γ ), as |w| → 0.
Of course these functions are included in M(α, ~β, 0, ~ξ,K), so that Theorem 3.3.1
holds for them. We will show that, for this class of functions, the sum on the
left-hand side of (3.3.1) can be replaced by
∑
w∈Z(h)
(1− |w|)α+1+τ
|w|x
N∏
j=1
|w − ξj |(βj−1+τ)+ (3.3.5)
for a suitable choice of x = x(γ) > 0. It should be noted that since we always
assume h(0) = 1, the zeros of h will always be bounded away from 0, so that (3.3.1)
implies that the sum (3.3.5) is finite. The point, however, is to obtain a bound on
this sum which is linear in K, like the bound in Theorem 3.3.1. This linearity is
important in the applications.
We first estimate the counting function N(h, r) for small r > 0.
Lemma 3.3.3. Let h ∈M(α, ~β, γ, ~ξ,K). Then for r ∈ (0, 12 ] we have
N(h, r) ≤ C(α, ~β, ~ξ)Krγ . (3.3.6)
Proof. Let 0 < r < s < 1. Then,
N(h, r) =
1
log( sr )
∫ s
r
N(h, r)
t
dt ≤ 1
log( sr )
∫ s
r
N(h, t)
t
dt ≤ 1
log( sr )
∫ s
0
N(h, t)
t
dt.
Jensen’s identity and our assumptions on h thus imply that
N(h, r) ≤ 1
log( sr )
1
2π
∫ 2π
0
log |h(seiθ)|dθ ≤ 1
log( sr )
Ksγ
(1− s)α
1
2π
∫ 2π
0
N∏
j=1
1
|seiθ − ξj |βj dθ.
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Choosing s = 32r (i.e., s ≤ 34 ) concludes the proof. 
The information offered by the previous lemma can immediately be applied to
obtain the following result.
Lemma 3.3.4. Let h ∈M(α, ~β, γ, ~ξ,K). Then for every ε > 0 we have
∑
w∈Z(h),|w|≤12
1
|w|(γ−ε)+ ≤ C(α,
~β, γ, ~ξ, ε)K. (3.3.7)
Proof. For γ ≤ ε the left-hand side of (3.3.7) is equal to N(h, 1/2), so in view of
Lemma 3.3.3 we only need to consider the case γ > ε. In this case, we can rewrite
the sum in (3.3.7) as follows:
∑
w∈Z(h),|w|≤12
1
|w|γ−ε = (γ − ε)
∑
w∈Z(h),|w|≤12
∫ 1
|w|
0
dt tγ−1−ε
= (γ − ε)
[∫ 2
0
dt tγ−1−εN(h, 1/2) +
∫ ∞
2
dt tγ−1−εN(h, t−1)
]
.
Using Lemma 3.3.3 and the fact that γ > ε we conclude that∫ 2
0
dt tγ−1−εN(h, 1/2) ≤ C(α, ~β, γ, ~ξ, ε)K.
Similarly, using that ε > 0, Lemma 3.3.3 implies that∫ ∞
2
dt tγ−1−εN(h, t−1) ≤ C(α, ~β, ~ξ)K
∫ ∞
2
dt t−1−ε
≤ C(α, ~β, γ, ~ξ, ε)K.
This concludes the proof. 
The next theorem (which first appeared in [27]) combines the previous lemma with
Theorem 3.2.4 to provide the desired bound on the sum in (3.3.5).
Theorem 3.3.5. Let h ∈ M(α, ~β, γ, ~ξ,K), where ~ξ = (ξ1, . . . , ξN ) ∈ (TN )∗ and
~β = (β1, . . . , βN ) ∈ RN+ . Then for every ε, τ > 0 the following holds: If α > 0 then
∑
w∈Z(h)
(1− |w|)α+1+τ
|w|(γ−ε)+
N∏
j=1
|w − ξj |(βj−1+τ)+ ≤ C(α, ~β, γ, ~ξ, ε, τ)K. (3.3.8)
Furthermore, if α = 0 then
∑
w∈Z(h)
(1− |w|)
|w|(γ−ε)+
N∏
j=1
|w − ξj |(βj−1+τ)+ ≤ C(~β, γ, ~ξ, ε, τ)K. (3.3.9)
Proof. Since the sum on the left-hand side of (3.3.8) is bounded from above by
∑
w∈Z(h),|w|≤12
1
|w|(γ−ε)+ + C(γ, ε)
∑
w∈Z(h),|w|>12
(1− |w|)α+1+τ
N∏
j=1
|w − ξj |(βj−1+τ)+ ,
we see that the proof of (3.3.8) is an immediate consequence of estimate (3.3.1) and
Lemma 3.3.4. The proof of (3.3.9) is analogous starting from estimate (3.3.2). 
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4. Eigenvalue estimates via the complex analysis approach
Applying the results obtained in the previous two chapters we derive estimates on
the discrete spectrum of linear operators satisfying Assumption 2.4.1. In particular,
we present precise estimates on the discrete spectrum of perturbations of bounded
and non-negative selfadjoint operators, respectively. Some of the material in this
section is taken from [24].
4.1. Bounded operators - a general result. Throughout this section we make
the following
Assumption 4.1.1. Z0 and Z are bounded operators in H, satisfying
(i) M = Z − Z0 ∈ Sp(H) for some p > 0.
(ii) σd(Z) = σ(Z) ∩ ρ(Z0).
(iii) M1 and M2 are two fixed bounded operators on H such that M = M1M2
and M2RZ0(a)M1 ∈ Sp(H) for every a ∈ ρˆ(Z0).
(iv) ρˆ(Z0) is conformally equivalent to the unit disk, that is there exists a (nec-
essarily unique) mapping φ : D→ ρˆ(Z0) with φ(0) =∞.
Remark 4.1.2. We note that, if assumption (i) holds, assumption (iii) will automat-
ically hold if we take M1 = I,M2 = M . However, sometimes other factorizations
of M will yield stronger results, and for an arbitrary factorization M = M1M2 it
is not true that (i) implies (iii).
As we have seen in Section 2.4, the perturbation determinant
d = dZ,Z0∞ : ρˆ(Z0)→ C, dZ,Z0∞ (λ) = det⌈p⌉(I − (Z − Z0)RZ0(λ))
has the property that its zero set coincides with the discrete spectrum of Z, and
d(∞) = 1. We recall that, by (2.2.8),
det⌈p⌉(I − (Z − Z0)RZ0(λ)) = det⌈p⌉(I −M2RZ0(λ)M1),
and estimate (2.4.6) showed that for λ ∈ ρˆ(Z0) we have
|d(λ)| ≤ exp
(
Γp‖M2RZ0(λ)M1‖pSp
)
, (4.1.1)
where the constant Γp was introduced in (2.2.9). Thus if we can show that, for
suitable parameters K,α, ξj , βj,
‖M2RZ0(φ(w))M1‖pSp ≤
K|w|γ
(1 − |w|)α∏Nj=1 |w − ξj |βj , w ∈ D, (4.1.2)
then we obtain
log |(d ◦ φ)(w)| ≤ ΓpK|w|
γ
(1− |w|)α∏Nj=1 |w − ξj |βj .
In other words, d ◦φ ∈M(α, ~β, γ, ~ξ,ΓpK). Therefore Theorem 3.3.5 can be applied
to d ◦ φ and in this way we obtain the following result.
Proposition 4.1.3. Suppose (4.1.2) holds, where α, βj , γ,K are non-negative and
ξj ∈ T. Then for every ε, τ > 0 the following holds: If α > 0 then
∑
λ∈σd(Z)
(1 − |φ−1(λ)|)α+1+τ
|φ−1(λ)|(γ−ε)+
N∏
j=1
|φ−1(λ)− ξj |(βj−1+τ)+ ≤ CK, (4.1.3)
where C = C(α, ~β, γ, ~ξ, ε, τ, p) and each eigenvalue is counted according to its mul-
tiplicity. Moreover, if α = 0 then the same inequality holds with α+ 1+ τ replaced
by 1.
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Remark 4.1.4. It remains an interesting open question whether (4.1.3) is still valid
when τ = 0 and ε = 0, respectively. At the moment, even for the specific choices
of Z0 considered below, we are neither able to answer the corresponding question
in the affirmative nor to provide a suitable counterexample.
Convention 4.1.5. In the remaining parts of this article, let us agree that whenever
a sum involving eigenvalues is considered, each eigenvalue is counted according to
its (algebraic) multiplicity.
The previous result is very general but not very enlightening. To obtain useful
information using Proposition 4.1.3 we need to do two things:
• Obtain estimates of the form (4.1.2) for the operator of interest.
• Obtain estimates from below on the sum on the left-hand side of (4.1.3)
in terms of simple functions of the eigenvalues, so as to obtain interesting
information on the eigenvalues.
Carrying out both of these steps requires us to impose restrictions on the spec-
trum of the unperturbed operator Z0, thus enabling us to express the mapping φ
explicitly. In the next subsection we will concentrate on the case that Z0 is self-
adjoint, so that its spectrum is real. There are, however, various other options for
treating various classes of operators. We now demonstrate one of them.
Example 4.1.6. Let Z0 ∈ B(H) be normal. Assume that σ(Z0) = σess(Z0) = D,
and let Z = Z0 + M where M ∈ Sp(H) (so with the notation above we have
Z − Z0 = M1M2, where M1 = I and M2 = M). Note that σd(Z) = σ(Z) ∩ Dc by
Proposition 2.1.6. A conformal map φ : D→ ρˆ(Z0), mapping 0 onto ∞, is given by
φ(w) = w−1, and we have M2RZ0(w
−1)M1 = MRZ0(w
−1). The spectral theorem
for normal operators implies that
‖RZ0(w−1)‖ = dist(w−1,T)−1 = |w|(1 − |w|)−1,
so we obtain
‖MRZ0(φ(w))‖pSp ≤ ‖M‖
p
Sp
|w|p(1 − |w|)−p, w ∈ D.
Hence, applying Proposition 4.1.3 with α = γ = p, ~β = ~0 and K = ‖M‖p
Sp
, we
conclude that for τ ∈ (0, p) (choosing ε = τ)∑
λ∈σd(Z)
(|λ| − 1)p+1+τ
|λ|1+2τ =
∑
λ∈σd(Z)
(1− |φ−1(λ)|)p+1+τ
|φ−1(λ)|p−τ ≤ C(p, τ)‖M‖
p
Sp
.
Remark 4.1.7. Actually, we will show below that the estimate in the previous ex-
ample can be improved considerably using our alternative approach to eigenvalue
estimates (see Example 5.2.4).
4.2. Perturbations of bounded selfadjoint operators. Throughout this sec-
tion we assume that A0 ∈ B(H) is selfadjoint with σ(A0) = [a, b],6 where a < b,
and that M = M1M2 ∈ Sp(H) for some p > 0, where M1 and M2 are bounded
operators on H satisfying
M2RA0(λ)M1 ∈ Sp(H), λ ∈ ρˆ(A0). (4.2.1)
In particular, A0 and A = A0+M satisfy Assumption 2.4.1 by Remark 2.4.2 (with
Z0 = A0 and Z = A, respectively), and we have
σ(A) = [a, b] ∪˙ σd(A).
6In this section we are changing notation from Z0 to A0 (and from Z to A), the reason being
the specific choice we make for the spectrum of A0. A similar remark will apply in Section 4.4.
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Let us define a conformal map φ1 : D→ Cˆ \ [a, b], mapping 0 onto ∞, by setting
φ1(w) =
b− a
4
(w + w−1 + 2) + a, w ∈ D. (4.2.2)
To adapt Proposition 4.1.3 to the present context we will need the following ele-
mentary but crucial inequalities, see Lemma 7 in [27].
Lemma 4.2.1. For w ∈ D let φ1(w) be defined by (4.2.2). Then
b− a
8
|w2 − 1|(1− |w|)
|w| ≤ dist(φ1(w), [a, b]) ≤
(b− a)(1 +√2)
8
|w2 − 1|(1− |w|)
|w| .
In the following, we derive estimates on σd(A) given the assumption that for every
λ ∈ C \ [a, b] we have
‖M2RA0(λ)M1‖pSp ≤ K
|λ− a|β |λ− b|β
dist(λ, [a, b])α
, (4.2.3)
where α,K ∈ R+, β ∈ R and α > 2β. Of course, one could imagine different
assumptions on the norm ofM2RA0(λ)M1, e.g., a different behavior at the boundary
points a and b, but the choice above is sufficiently general for the applications we
have in mind.
Theorem 4.2.2. With the assumptions and notations from above, suppose that
M2RA0(λ)M1 satisfies estimate (4.2.3) for every λ ∈ C \ [a, b]. Let τ ∈ (0, 1) and
define
η1 = α+ 1 + τ,
η2 = (α− 2β − 1 + τ)+. (4.2.4)
Then the following holds: If α > 0 then∑
λ∈σd(A)
dist(λ, [a, b])η1
(|b − λ||a− λ|) η1−η22
≤ C(α, β, τ, p)(b − a)η2−α+2βK. (4.2.5)
Moreover, if α = 0 then the same inequality holds with η1 replaced by 1.
Proof. We consider the case α > 0 only. As above, let
λ = φ1(w) =
b− a
4
(w + w−1 + 2) + a, w ∈ D.
Then a short computation shows that
|a− λ| = b− a
4
|w + 1|2
|w| and |b− λ| =
b− a
4
|w − 1|2
|w| . (4.2.6)
Using the last two identities and Lemma 4.2.1, the assumption in (4.2.3) can be
rewritten as
‖M2RA0(λ)M1‖pSp ≤
C(α, β)K
(b − a)α−2β
|w|α−2β
(1− |w|)α|w2 − 1|α−2β . (4.2.7)
Let ε, τ > 0 and let η1, η2 be defined by (4.2.4). Then Proposition 4.1.3 implies
that ∑
λ∈σd(A)
(1− |φ−11 (λ)|)η1
|φ−11 (λ)|(α−2β−ε)+
|(φ−11 (λ))2 − 1|η2 ≤
C(α, β, ε, τ, p)K
(b− a)α−2β . (4.2.8)
Restricting τ to the interval (0, 1) and setting ε = 1− τ , the last inequality can be
rewritten as∑
λ∈σd(A)
(1 − |φ−11 (λ)|)η1
|φ−11 (λ)|η2
|(φ−11 (λ))2 − 1|η2 ≤
C(α, β, τ, p)K
(b − a)α−2β . (4.2.9)
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By (4.2.6) we have
|(φ−11 (λ))2 − 1| =
4
b− a |φ
−1
1 (λ)|(|λ − a||λ− b|)1/2, (4.2.10)
and by Lemma 4.2.1, we obtain
(1 − |φ−11 (λ)|) ≥
8
(1 +
√
2)(b − a)
|φ−11 (λ)| dist(λ, [a, b])
|(φ−11 (λ))2 − 1|
=
2
(1 +
√
2)
dist(λ, [a, b])
(|λ − a||λ− b|)1/2 . (4.2.11)
Inserting (4.2.11) and (4.2.10) into (4.2.9) concludes the proof. 
Remark 4.2.3. The left- and right-hand sides of (4.2.11) are actually equivalent
(meaning that the same inequality, with another constant, holds in the other direc-
tion as well), so no essential information gets lost in this estimate.
Remark 4.2.4. A nice way to illustrate the consequences of the finiteness of the sum
in (4.2.5) is to consider sequences {λk} of isolated eigenvalues of A converging to
some λ∗ ∈ [a, b]. Taking a subsequence, we can suppose that one of the following
options holds:
(i.a) λ∗ = a and Re(λk) ≤ a. (i.b) λ∗ = b and Re(λk) ≥ b.
(ii.a) λ∗ = a and Re(λk) > a. (ii.b) λ∗ = b and Re(λk) < b.
(iii) λ∗ ∈ (a, b).
It is sufficient to consider the cases (i.a), (ii.a) and (iii) only. In case (i.a), since
dist(λk, [a, b]) = |λk−a|, (4.2.5) implies the finiteness of
∑
k |λk−a|(η1+η2)/2 showing
that any such sequence must converge to a sufficiently fast. Similarly, in case (ii.a),
(4.2.5) implies the finiteness of
∑
k
| Im(λk)|η1
|λk−a|(η1−η2)/2 . Finally, in case (iii), we obtain
the finiteness of
∑
k | Im(λk)|η1 , showing that the sequence must converge to the
real line sufficiently fast.
Theorem 4.2.2 still relies on a quantitative estimate on the Sp-norm of the operator
M2RA0(λ)M1. In particular applications, one wants to choose the decomposition
M =M1M2 so as to obtain an estimate on M2RA0(λ)M1 as strong as possible (we
will indicate this process when considering Jacobi operators in Chapter 7.1). Let
us note, however, that we can always take the ‘trivial’ decomposition M1 = I and
M2 =M , and use the bound
‖MRA0(λ)‖pSp ≤ ‖M‖
p
Sp
‖RA0(λ)‖p ≤
‖M‖p
Sp
dist(λ, [a, b])p
,
so that we obtain the following estimates.
Corollary 4.2.5. Let A0 ∈ B(H) be selfadjoint with σ(A0) = [a, b] and let A =
A0 +M where M ∈ Sp(H). Then for τ ∈ (0, 1) the following holds: If p ≥ 1 − τ
then ∑
λ∈σd(A)
dist(λ, [a, b])p+1+τ
|b− λ||a− λ| ≤ C(p, τ)(b − a)
−1+τ‖M‖p
Sp
. (4.2.12)
Moreover, if 0 < p < 1− τ then∑
λ∈σd(A)
(
dist(λ, [a, b])
|b− λ|1/2|a− λ|1/2
)p+1+τ
≤ C(p, τ)(b − a)−p‖M‖p
Sp
. (4.2.13)
Proof. Apply Theorem 4.2.2 with M1 = I, M2 = M , K = ‖M‖pSp , α = p and
β = 0. 
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Remark 4.2.6. In view of estimate (4.2.13), we should mention that in general it is
not possible to infer the finiteness of the sum∑
λ∈σd(A0+M)
(
dist(λ, [a, b])
|b− λ|1/2|a− λ|1/2
)γ
, where γ < 1, (4.2.14)
from the mere assumption that M ∈ Sp(H) for some p > 0. Indeed, if A0 is the free
Jacobi operator, then for every γ < 1 we can construct a rank one perturbation M
such that the sum in (4.2.14) diverges, see Appendix C in [24].
Remark 4.2.7. We note that a slightly weaker version of the previous theorem has
first been obtained by Borichev, Golinskii and Kupin [5] in the context of Jacobi
operators. They used Theorem 3.3.1 instead of Theorem 3.3.5 in its derivation,
which resulted in a constant on the right-hand side depending on the operator A
in some unspecified way.
We will return to Corollary 4.2.5 in Chapter 6, where we will compare it with
some related results obtained via our alternative approach to eigenvalues estimates,
which will be described in Chapter 5.
4.3. Unbounded operators - a general result. We are now interested in ap-
plying similar considerations to the study of eigenvalues of unbounded operators.
Throughout this section we make the following
Assumption 4.3.1. Z0 and Z are operators in H satisfying
(i) Z,Z0 ∈ C(H) are densely defined with ρ(Z0) ∩ ρ(Z) 6= ∅.
(ii) RZ(b)−RZ0(b) ∈ Sp(H) for some b ∈ ρ(Z0) ∩ ρ(Z) and some p > 0.
(iii) σd(Z) = σ(Z) ∩ ρ(Z0).
(iv) ρ(Z0) is conformally equivalent to the unit disk. More precisely, there exists
a conformal mapping ψ : D → ρ(Z0) with ψ(0) = a, where a is some fixed
element of ρ(Z0) ∩ ρ(Z).
The analysis of the discrete spectrum of Z is quite similar to the analysis made in
Section 4.1, with the only difference that the discrete spectrum of Z now coincides
with the zero set of the perturbation determinant
dZ,Z0a : ρ(Z0)→ C, dZ,Z0a (λ) = det⌈p⌉(I−[RZ(a)−RZ0(a)][(a−λ)−1−RZ0(a)]−1),
compare Section 2.4. In particular, we can use the same line of reasoning as in
Section 4.1 to obtain the following result.
Proposition 4.3.2. Suppose that for some non-negative constants K,α, βj , γ and
some ξj ∈ T we have for every w ∈ D
‖[RZ(a)−RZ0(a)][(a− ψ(w))
−1 −RZ0(a)]
−1‖p
Sp
≤
K|w|γ
(1− |w|)α
∏N
j=1 |w − ξj |
βj
. (4.3.1)
Then for every ε, τ > 0 the following holds: If α > 0 then
∑
λ∈σd(Z)
(1− |ψ−1(λ)|)α+1+τ
|ψ−1(λ)|(γ−ε)+
N∏
j=1
|ψ−1(λ) − ξj |(βj−1+τ)+ ≤ C(α, ~β, γ, ~ξ, ε, τ, p)K.
Moreover, if α = 0 then the same inequality holds with α+ 1 + τ replaced by 1.
Remark 4.3.3. If Z = Z0+M where M is Z0-compact, then we can use the second
resolvent identity (2.3.2) to obtain
[RZ(a)−RZ0(a)][(a − ψ(w))−1 −RZ0(a)]−1 = (a− ψ(w))RZ (a)MRZ0(ψ(w)),
so in order to satisfy the conditions of the last proposition we need a good control
of the Sp-norm of MRZ0(ψ(w)). We will return to this topic in the next section.
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We can obtain a more “explicit” version of Proposition 4.3.2 using Koebe’s distor-
tion theorem, see [38], page 9.
Theorem 4.3.4. Let ϕ : D→ ϕ(D) be conformal. Then
1
4
|ϕ′(w)|(1 − |w|) ≤ dist(ϕ(w), ∂ϕ(D)) ≤ 2|ϕ′(w)|(1 − |w|) (4.3.2)
for w ∈ D.
Corollary 4.3.5. Suppose that (4.3.1) is satisfied for some non-negative constants
K,α, βj , γ and some ξj ∈ T. Then for every ε, τ > 0 the following holds: If α > 0
then ∑
λ∈σd(Z)
(dist(λ, ∂σ(Z0))|(ψ−1)′(λ)|)α+1+τ
|ψ−1(λ)|(γ−ε)+
N∏
j=1
|ψ−1(λ)− ξj |(βj−1+τ)+ ≤ CK,
(4.3.3)
where C = C(α, ~β, γ, ~ξ, ε, τ, p). Moreover, if α = 0 then the same inequality holds
with α+ 1 + τ replaced by 1.
Proof. Use Proposition 4.3.2 and the fact that, by Koebe’s distortion theorem, for
λ ∈ ρ(Z0) = ψ(D) we have
4 dist(λ, ∂ρ(Z0)) ≥ (1 − |ψ−1(λ)|)|ψ′(ψ−1(λ))| ≥ 1
2
dist(λ, ∂ρ(Z0)).
Now note that ∂ρ(Z0) = ∂σ(Z0). 
4.4. Perturbations of non-negative operators. In this section we assume that
H0 is a selfadjoint operator in H with σ(H0) = [0,∞), and H ∈ C(H) is densely
defined with
RH(u)−RH0(u) ∈ Sp(H) (4.4.1)
for some u ∈ ρ(H0) ∩ ρ(H) (which we assume to be non-empty) and some fixed
p ∈ (0,∞). In particular, by Remark 2.4.2, H0 and H satisfy Assumption 2.4.1
(with Z0 = H0 and Z = H , respectively) and we have
σ(H) = [0,∞) ∪˙ σd(H).
Remark 4.4.1. Given the above assumptions we could use Corollary 4.3.5 to derive
a quite explicit estimate on the discrete eigenvalues of H in terms of the Sp-norm of
RH(u) − RH0(u), see [24] Theorem 3.3.1. However, we decided against presenting
this estimate in this review since it is weaker than an analogous estimate we can
obtain using our alternative approach to eigenvalue estimates (see Theorem 5.3.1).
Actually, in the following we will restrict ourselves to a less general but much
simpler situation: We will assume that H = H0 +M where M is H0-compact and
MRH0(u) ∈ Sp(H) for some (and hence all) u ∈ ρ(H0). Moreover, we will assume
that there exists ω ≤ 0 such that
{λ : Re(λ) < ω} ⊂ ρ(H) (4.4.2)
and that there exists C0(ω) > 0 such that for every λ with Re(λ) < ω we have
‖RH(λ)‖ ≤ C0(ω)|Re(λ)− ω| . (4.4.3)
Remark 4.4.2. The existence of some ω with the above properties is actually implied
by the H0-compactness of M (see, e.g., the discussion in [24] Section 3.3). If the
operator H is m-sectorial with vertex γ ≤ 0, then we can choose ω = γ and
C0(ω) = 1. For instance, the Schro¨dinger operators considered in Chapter 7.2 will
be m-sectorial.
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Now let us fix some a < ω and choose b > 0 such that a = −b2. For later
purposes let us note that a conformal mapping ψ1 of D onto C\ [0,∞), which maps
0 onto a, is given by
ψ1(w) = a
(
1 + w
1− w
)2
, ψ−11 (λ) =
√−λ− b√−λ+ b . (4.4.4)
Here the square root is chosen such that Re(
√−λ) > 0 for λ ∈ C \ [0,∞). In
particular, we note that ψ1(−1) = 0 and ψ1(1) =∞.
In the following, we will derive a first estimate on σd(H) (which will not use
estimate (4.4.3)) given the quantitative assumption that for every λ ∈ C \ [0,∞)
we have
‖RH(a)MRH0(λ)‖pSp ≤
K|λ|β
dist(λ, [0,∞))α , (4.4.5)
where α,K are non-negative and β ∈ R (note that the values of the constants might
also depend on the choice of a).
Theorem 4.4.3. With the assumptions and notation from above, assume that the
operator RH(a)MRH0(λ) satisfies assumption (4.4.5). Let ε, τ > 0 and define
η1 = α+ 1 + τ,
η2 = ((α− 2β)+ − 1 + τ)+,
η3 = ((2p− 3α+ 2β)+ − 1 + τ)+,
η4 = (p− ε)+.
(4.4.6)
Then the following holds: If α > 0 then
∑
λ∈σd(H)
dist(λ, [0,∞))η1
|λ| η1−η22 (|λ|+ |a|)η1−η4+ η2+η32 |λ− a|η4
≤ C|a|−( η1+η32 −p+α−β)K, (4.4.7)
where C = C(α, β, p, ε, τ). Furthermore, if α = 0 then the same inequality holds
with η1 replaced by 1.
Remark 4.4.4. The parameter η1+η32 −p+α−β is positive, as a short computation
shows.
Proof of Theorem 4.4.3. We consider the case α > 0 only. Let λ = ψ1(w) =
a(1+w1−w )
2 and note that
ψ1(w) − a = 4aw
(1 − w)2 .
Together with assumption (4.4.5), the last identity implies that
|ψ1(w) − a|p‖RH(a)MRH0(ψ1(w))‖pSp ≤
4p|a|p|w|p
|1− w|2p
K|ψ1(w)|β
dist(ψ1(w), [0,∞))α . (4.4.8)
Since ψ′1(w) =
4a(1+w)
(1−w)3 , we obtain from Theorem 4.3.4 that
dist(ψ1(w), [0,∞)) ≥ |a| |1 + w|(1 − |w|)|1− w|3 .
Using this inequality and the definition of ψ1 we see that the right-hand side of
(4.4.8) is bounded from above by
4pK|a|p−α+β|w|p
(1− |w|)α|1 + w|α−2β |1− w|2p−3α+2β .
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Applying Corollary 4.3.5, taking Remark 4.3.3 into account, we thus obtain that
for ε, τ > 0,∑
λ∈σd(H)
| dist(λ, [0,∞))(ψ−11 )′(λ)|η1
|ψ−11 (λ)|η4
|ψ−11 (λ) + 1|η2 |ψ−11 (λ)− 1|η3 ≤ C|a|p−α+βK,
(4.4.9)
where C = C(α, β, p, ε, τ). Recall that ψ−11 (λ) =
√−λ−b√−λ+b where b =
√−a. Since
(ψ−11 )
′(λ) =
−b√−λ(√−λ+ b)2
and
ψ−11 (λ)− 1 =
−2b√−λ+ b , ψ
−1
1 (λ) + 1 =
2
√−λ√−λ+ b ,
estimate (4.4.9) implies that∑
λ∈σd(H)
dist(λ, [0,∞))η1
|λ| η1−η22 |√−λ+ b|2η1+η2+η3−η4 |√−λ− b|η4
≤ C|a|p−α+β− η1+η32 K.
We conclude the proof by noting that
|√−λ− b| = |λ− a||√−λ+ b|
and
|√−λ+ b| ≤ (|λ|1/2 + b) ≤ 2(|λ|+ |a|)1/2.

Remark 4.4.5. Analogous to our discussion in Remark 4.2.4, let us consider the
consequences of estimate (4.4.7) on the discrete spectrum of H in a little more
detail. To this end, let {λk} be a sequence of isolated eigenvalues of H converging
to some λ∗ ∈ [0,∞). Taking a subsequence, we can suppose that one of the following
options holds:
(i) λ∗ = 0 and Re(λk) ≤ 0 (ii) λ∗ = 0 and Re(λk) > 0 (iii) λ∗ > 0.
In case (i), since dist(λk, [0,∞)) = |λk|, (4.4.7) implies the finiteness of∑
k
|λk|(η1+η2)/2,
so any such sequence must converge to 0 sufficiently fast. Similarly, in case (ii),
(4.4.7) implies the finiteness of
∑
k | Im(λk)|η1 |λk|−(η1−η2)/2, and in case (iii) we
obtain the finiteness of
∑
k | Im(λk)|η1 , which shows that any such sequence must
converge to the real line sufficiently fast. Estimate (4.4.7) also provides infor-
mation about divergent sequences of eigenvalues. For example, if {λk} is an
infinite sequence of eigenvalues which stays bounded away from [0,∞), that is,
dist(λk, [0,∞)) ≥ δ for some δ > 0 and all k, then (4.4.7) implies that∑
k
1
|λk|(3η1+η3)/2 <∞,
which shows that the sequence {λk} must diverge to infinity sufficiently fast.
Estimate (4.4.7) provides us with a family of inequalities parameterized by a < ω.
By considering an average of all these inequalities, i.e., by multiplying both sides of
(4.4.7) with an a-dependent weight and integrating with respect to a, it is possible
to extract some more information on σd(H). Of course, in this context, we have to
be aware that the constants and parameters on the right-hand side of (4.4.7) may
still depend on a. We can use the estimate (4.4.3) to get rid of this dependence.
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Theorem 4.4.6. Let ω ≤ 0 and C0 = C0(ω) > 0 be chosen as in (4.4.2) and
(4.4.3), respectively, and assume that for all λ ∈ C \ [0,∞) we have
‖MRH0(λ)‖pSp ≤
K|λ|β
dist(λ, [0,∞))α , (4.4.10)
where K ≥ 0, α > 0 and β ∈ R. Let τ > 0 and define
η0 = −α+ β + τ,
η1 = α+ 1 + τ,
η2 = ((α− 2β)+ − 1 + τ)+.
(4.4.11)
Then the following holds: If ω < 0 then∑
λ∈σd(H)
dist(λ, [0,∞))η1
|λ| η1−η22 (|λ|+ |ω|)η0+ η1+η22
≤ CC
p
0K
|ω|τ . (4.4.12)
If ω = 0 then for s > 0∑
λ∈σd(H),|λ|>s
dist(λ, [0,∞))η1
|λ|β+1+2τ +
∑
λ∈σd(H),|λ|≤s
dist(λ, [0,∞))η1
|λ|β+1s2τ ≤ C
Cp0K
sτ
.
(4.4.13)
In both cases, C = C(α, β, p, τ). Moreover, if α = 0 then in (4.4.12) and (4.4.13)
we can replace η1 by 1.
Proof. By (4.4.3) we have, for a < ω, ‖RH(a)‖ ≤ C0|a− ω|−1, so (4.4.10) implies
that
‖RH(a)MRH0(λ)‖pSp ≤
Cp0K
|a− ω|p
|λ|β
dist(λ, [0,∞))α . (4.4.14)
For ε, τ > 0, let ηj , where j = 1, . . . , 4, be defined by (4.4.6). Then Theorem 4.4.3
implies that∑
λ∈σd(H)
dist(λ, [0,∞))η1
|λ| η1−η22 (|λ|+ |a|)η1−η4+ η2+η32 |λ− a|η4
≤ C
p
0C(α, β, p, ε, τ)K
|a| η1+η32 −p+α−β |a− ω|p
.
Setting ε = τ and using that |λ− a| ≤ (|λ|+ |a|) the last inequality implies that
∑
λ∈σd(H)
dist(λ, [0,∞))η1
|λ| η1−η22 (|λ| + |a|)η1+ η2+η32
≤ C
p
0C(α, β, p, τ)K
|a| η1+η32 −p+α−β |a− ω|p
. (4.4.15)
To simplify notation, we set r = |a|(> |ω|), C = C(α, β, p, τ),
ϕ1 =
η1 + η3
2
− p+ α− β and ϕ2 = η1 + η2 + η3
2
.
Note that ϕ1, ϕ2 > 0. Now let us introduce some constant s = s(ω). More precisely,
we choose s = 0 if |ω| > 0 and s > 0 if ω = 0. Then we can rewrite (4.4.15) as
follows ∑
λ∈σd(H)
dist(λ, [0,∞))η1rϕ1−1+τ (r − |ω|)p
|λ| η1−η22 (|λ| + r)ϕ2(s+ r)2τ
≤ C
p
0CK
r1−τ (s+ r)2τ
. (4.4.16)
Next, we integrate both sides of the last inequality with respect to r ∈ (|ω|,∞).
We obtain for the right-hand side∫ ∞
|ω|
dr
r1−τ (s+ r)2τ
=
{
1
τ |ω|τ , |ω| > 0 and s = 0
C(τ)
sτ , ω = 0 and s > 0.
EIGENVALUES OF NON-SELFADJOINT OPERATORS 27
Integrating the left-hand side of (4.4.16), interchanging sum and integral, it follows
that ∫ ∞
|ω|
dr

 ∑
λ∈σd(H)
dist(λ, [0,∞))η1rϕ1−1+τ (r − |ω|)p
|λ| η1−η22 (|λ|+ r)ϕ2(s+ r)2τ


=
∑
λ∈σd(H)
dist(λ, [0,∞))η1
|λ| η1−η22
∫ ∞
|ω|
dr
(r − |ω|)prϕ1−1+τ
(|λ|+ r)ϕ2(s+ r)2τ . (4.4.18)
We note that the finiteness of (4.4.18) is a consequence of (4.4.17) and (4.4.16).
Substituting t = r−|ω||λ|+|ω| , we obtain for the integral in (4.4.18):∫ ∞
|ω|
dr
(r − |ω|)prϕ1−1+τ
(|λ|+ r)ϕ2 (s+ r)2τ
=
1
(|λ|+ |ω|)ϕ2−1−p
∫ ∞
0
dt
tp[(|λ|+ |ω|)t+ |ω|]ϕ1−1+τ
(t+ 1)ϕ2 [(|λ| + |ω|)t+ |ω|+ s]2τ
≥ 1
(|λ|+ |ω|)ϕ2−ϕ1−p−τ
∫ ∞
0
dt
tp+ϕ1−1+τ
(t+ 1)ϕ2 [(|λ|+ |ω|)t+ |ω|+ s]2τ
≥ C(α, β, p, τ)
(|λ|+ |ω|)ϕ2−ϕ1−p−τ max(|λ|+ |ω|, s+ |ω|)2τ . (4.4.19)
It remains to put together the information contained in (4.4.16)-(4.4.19) and to
evaluate the constants (for instance, ϕ2 − ϕ1 − p− τ = η1+η22 + η0 − 2τ). 
5. Eigenvalue estimates - an operator theoretic approach
In this chapter we will present our second approach for studying the distribution
of eigenvalues of non-selfadjoint operators, based on material from [25]. As com-
pared to the complex analysis method this approach is quite elementary but, as we
will see, still strong enough to improve upon some features of the former method.
5.1. Kato’s theorem. The estimate we are going to present in Section 5.2 will be
a variant of the following classical estimate of Kato.
Theorem 5.1.1 ([31]). Let Z,Z0 ∈ B(H) be selfadjoint and assume that Z −Z0 ∈
Sp(H) for some p ≥ 1. Then there exist extended enumerations {zj} and {z0j } of
the discrete spectra of Z and Z0, respectively, such that∑
j
|zj − z0j |p ≤ ‖Z − Z0‖pSp . (5.1.1)
Here an extended enumeration of the discrete spectrum is a sequence which
contains all discrete eigenvalues, counting multiplicity, and which in addition might
contain boundary points of the essential spectrum. An immediate consequence of
Kato’s theorem is
Corollary 5.1.2. Let Z,Z0 ∈ B(H) be selfadjoint and assume that Z−Z0 ∈ Sp(H)
for some p ≥ 1. Then ∑
λ∈σd(Z)
dist(λ, σ(Z0))
p ≤ ‖Z − Z0‖pSp . (5.1.2)
As it stands, Kato’s theorem (and its corollary) need not be correct if (at least)
one of the operators is non-selfadjoint. Indeed, even in the finite-dimensional case
it can fail drastically.
28 M. DEMUTH, M. HANSMANN, AND G. KATRIEL
Example 5.1.3. Let H = C2 and for a > 0 define
Z0 =
(
0 1
0 0
)
, Z =
(
0 1
a 0
)
.
Then σd(Z0) = {0}, σd(Z) = {
√
a,−√a}, ‖Z − Z0‖pSp = ap and∑
λ∈σd(Z)
dist(λ, σd(Z0))
p = 2ap/2.
Here for small a the quotient of left- and right-hand side in (5.1.2) can become
arbitrarily large.
On the other hand, Kato’s theorem is known to remain correct if Z0, Z and
Z−Z0 are normal [2] or if Z0, Z and Z−Z0 are unitary [4], provided a multiplicative
constant π/2 is added to the right-hand side. Inequality (5.1.2) remains valid if Z0
and Z (but not necessarily Z − Z0) are normal, but only if p ≥ 2 [6]. Moreover,
the slightly weaker estimate∑
λ∈σd(Z)
dist(λ, σ(Z0))
p ≤ Cp‖Z − Z0‖pSp , (5.1.3)
where the constant Cp is independent of Z0 and Z, holds provided that Z0 is
selfadjoint and Z is normal [3].
The case of most interest to us is the case where Z0 is selfadjoint (and its spec-
trum is an interval) and Z is arbitrary. In the next section we will show that in
this case inequality (5.1.2) does indeed remain correct. As we will see, this will be
a simple corollary of a much more general estimate.
Remark 5.1.4. Recently it has been shown [26] that for p > 1 estimate (5.1.3)
remains valid if Z0 is selfadjoint and Z is arbitrary, even without the additional
assumption that σ(Z0) is an interval. We will come back to this result in Chapter
8.
5.2. An eigenvalue estimate involving the numerical range. The following
theorem provides an estimate on the eigenvalues of Z given the mere assumption
that Z − Z0 is in Sp(H). In particular, it does not require that Z0 is selfadjoint,
normal or something alike.
Theorem 5.2.1 ([25]). Let Z0, Z ∈ B(H) and assume that Z − Z0 ∈ Sp(H) for
some p ≥ 1. Then ∑
λ∈σd(Z)
dist(λ,Num(Z0))
p ≤ ‖Z − Z0‖pSp . (5.2.1)
The proof of this theorem will be given below.
Remark 5.2.2. It is interesting to observe that estimate (5.2.1) remains valid for
p ∈ (0, 1) if Z0 and Z are selfadjoint. This is in contrast to Kato’s theorem, which
will not be correct in this case. We refer to [25] for a proof of these statements.
Since the closure of the numerical range of a normal operator coincides with the
convex hull of its spectrum, the following corollary is immediate.
Corollary 5.2.3. Let Z0, Z ∈ B(H) and assume that Z − Z0 ∈ Sp(H) for some
p ≥ 1. Moreover, let Z0 be normal and assume that σ(Z0) is convex. Then∑
λ∈σd(Z)
dist(λ, σ(Z0))
p ≤ ‖Z − Z0‖pSp . (5.2.2)
In particular, as mentioned above, this corollary applies if Z0 is selfadjoint and
the spectrum of Z0 is an interval.
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Example 5.2.4. Let us take a second look at Example 4.1.6, where Z0 ∈ B(H)
was normal with σ(Z0) = σess(Z0) = D and Z = Z0+M with M ∈ Sp(H) for some
p ≥ 1 (in particular, σd(Z) ⊂ Dc). The previous corollary then implies that∑
λ∈σd(Z)
(|λ| − 1)p ≤ ‖M‖p
Sp
,
which is stronger than the corresponding estimate obtained in Example 4.1.6 via the
complex analysis approach.
Remark 5.2.5. A version of Corollary 5.2.3 for unbounded operators will be provided
in Section 5.3.
The proof of Theorem 5.2.1 relies on the following characterization of Schatten-
p-norms, see [43] Proposition 2.6.
Lemma 5.2.6. Let K ∈ Sp(H), where p ≥ 1. Then
‖K‖p
Sp
= sup
{ei},{fi}
{∑
i
|〈Kei, fi〉|p
}
,
where the supremum is taken with respect to arbitrary orthonormal sequences {ei}
and {fi} in H.
Proof of Theorem 5.2.1. Let Λ = {λ1, . . . , λn} be an arbitrary finite subset of σd(Z)
and let
PZ(Λ) = PZ(λ1) + . . .+ PZ(λn)
be the corresponding Riesz-Projection. Then N := Rank(PZ(Λ)) is the sum of the
(algebraic) multiplicities of the λi’s and, invoking Schur’s lemma, we can find an
orthonormal basis {e1, . . . , eN} of Ran(PZ(Λ)) such that
Zei = zi1e1 + zi2e2 + . . .+ ziiei i = 1, . . . , N, (5.2.3)
where the zii’s are the eigenvalues in Λ, counted according to their multiplicity
(in other words, the finite-dimensional operator Z|Ran(PZ(Λ)) has upper-triangular
form). Applying Lemma 5.2.6 to this particular sequence {ei} we obtain
‖Z − Z0‖pSp ≥
N∑
i=1
|〈(Z − Z0)ei, ei〉|p =
N∑
i=1
|〈Zei, ei〉 − 〈Z0ei, ei〉|p.
But 〈Zei, ei〉 = zii and 〈Z0ei, ei〉 ∈ Num(Z0), so the previous estimate implies that∑
λ∈Λ
dist(λ,Num(Z0))
p ≤ ‖Z − Z0‖pSp ,
where each eigenvalue is counted according to its multiplicity. Noting that the
right-hand side is independent of Λ concludes the proof of Theorem 5.2.1. 
Remark 5.2.7. The method of proof of Theorem 5.2.1 can also be used to recover
another recent result about the distribution of eigenvalues of non-selfadjoint oper-
ators, by Bruneau and Ouhabaz [7, Theorem 1]. Let H be an m-sectorial operator
in H with the associated sesquilinear form h(u, v) and let Re(H) denote the real
part of H , i.e. the selfadjoint operator associated to the form 1/2(h(u, v)+h(v, u)).
For simplicity, let us suppose that Dom(H) ⊂ Dom(Re(H)). Then, assuming that
the negative part Re(H)− of Re(H) is in Sp(H), we obtain as above that
N∑
i=1
|〈Re(H)ei, ei〉 − 〈Re(H)+ei, ei〉|p ≤ ‖Re(H)−‖pSp ,
where {ei} is a Schur Basis corresponding to a finite number of eigenvalues (λi)Ni=1
of H with Re(λi) < 0. Since 〈Re(H)ei, ei〉 = Re(λi) and 〈Re(H)+ei, ei〉 ≥ 0
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this estimate implies that
∑N
i=1 |Re(λi)|p ≤ ‖Re(H)−‖pSp and so we arrive at the
estimate ∑
λ∈σd(H),Re(λ)<0
|Re(λ)|p ≤ ‖Re(H)−‖pSp , (5.2.4)
the result of Bruneau and Ouhabaz.
5.3. Perturbations of non-negative operators. With the help of resolvents we
can transfer the eigenvalue estimates of the previous section to unbounded oper-
ators. To make things simple, we will only study perturbations of non-negative
operators.
Theorem 5.3.1. Let H0 ∈ C(H) be selfadjoint with σ(H0) ⊂ [0,∞). Let H ∈ C(H)
and assume that a ∈ ρ(H) ∩ (−∞, 0). If RH(a)−RH0(a) ∈ Sp(H) for some p ≥ 1,
then ∑
λ∈σd(H)
dist(λ, [0,∞))p
|λ+ a|p(|λ| + |a|)p ≤ 8
p‖RH(a)−RH0(a)‖pSp . (5.3.1)
Remark 5.3.2. If we restrict the sum on the left-hand side of (5.3.1) to eigenvalues
in the right half-plane, then the estimate remains valid without the additional
constant 8p on the right-hand side, see [25, Theorem 3.1].
Proof. Applying Corollary 5.2.3 to Z = RH(a) and Z0 = RH0(a) we obtain∑
µ∈σd(RH(a))
dist(µ, σ(RH0 (a)))
p ≤ ‖RH(a)−RH0(a)‖pSp .
The spectral mapping theorem and the assumption σ(H0) ⊂ [0,∞) imply that
σ(RH0 (a)) ⊂ [a−1, 0], so applying the spectral mapping theorem again we obtain∑
λ∈σd(H)
dist((a− λ)−1, [a−1, 0])p ≤ ‖RH(a)−RH0(a)‖pSp .
All that remains is to observe that
dist
(
(a− λ)−1, [a−1, 0]) ≥ 1
8
dist(λ, [0,∞))
|λ+ a|(|λ|+ |a|) ,
see the proof of Theorem 3.3.1 in [24]. 
In applications to, for instance, Schro¨dinger operators, estimates on the Schatten
norm on the right-hand side of (5.3.1) will take a particular form, namely, we will
have that
‖RH(a)−RH0(a)‖pSp ≤ C0|a|−α(|a| − |ω|)−β
for some constants α, β ≥ 0, C0 > 0, ω < 0 and every a ∈ (−∞, ω) (compare this
with (4.4.5) and (4.4.10)). Note that α, β and C0 may depend on p but not on a. In
particular, in this case Theorem 5.3.1 provides us with a whole family of estimates
(i.e. one estimate for every a < −ω) and we can take advantage of this fact by
taking a suitable average of all these estimates, similar to what we have done in
the derivation of Theorem 4.4.6. This is the content of the next theorem.
Theorem 5.3.3. Let H0 ∈ C(H) be selfadjoint with σ(H0) ⊂ [0,∞) and let H ∈
C(H) with (−∞, ω) ⊂ ρ(H) for some ω ≤ 0. Suppose that for some p ≥ 1 there
exist α, β ≥ 0 and C0 > 0 such that for every a < ω we have
‖RH(a)−RH0(a)‖pSp ≤ C0|a|−α(|a| − |ω|)−β . (5.3.2)
Then for every τ > 0 the following holds: If ω < 0 then∑
λ∈σd(H)
dist(λ, [0,∞))p
(|λ|+ |ω|)−α−β+2p+τ ≤ C0C(α, β, τ, p)|ω|
−τ . (5.3.3)
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If ω = 0 then for s > 0∑
λ∈σd(H),|λ|>s
dist(λ, [0,∞))p
|λ|−α−β+2p+τ +
∑
λ∈σd(H),|λ|≤s
dist(λ, [0,∞))p
|λ|−α−β+2p−τs2τ ≤ C0s
−τC(α, β, τ, p).
(5.3.4)
Proof. From Theorem 5.3.1 and our assumption we obtain∑
λ∈σd(H)
dist(λ, [0,∞))p
|λ+ a|p(|λ| + |a|)p ≤ 8
pC0|a|−α(|a| − |ω|)−β,
which we can rewrite as (also using the triangle inequality |a+ λ| ≤ |a|+ |λ|)∑
λ∈σd(H)
dist(λ, [0,∞))p|a|α−1+τ (|a| − |ω|)β
(|λ|+ |a|)2p(s+ |a|)2τ ≤ 8
pC0|a|−1+τ (s+ |a|)−2τ ,
where we choose s = 0 if |ω| > 0 and s > 0 if ω = 0. Integrating with respect to
r := |a| we obtain∑
λ∈σd(H)
dist(λ, [0,∞))p
∫ ∞
|ω|
dr
rα−1+τ (r − |ω|)β
(|λ|+ r)2p(s+ r)2τ ≤ C08
p
∫ ∞
|ω|
dr
1
r1−τ (s+ r)2τ
.
As in the proof of Theorem 4.4.6 we can estimate the integral on the left from below
by
C(α, β, p, τ)
(|λ| + |ω|)−α−β+2p−τ max(|λ| + |ω|, s+ |ω|)2τ ,
and the integral on the right is equal to{
1
τ |ω|τ , |ω| > 0 and s = 0
C(τ)
sτ , ω = 0 and s > 0.
Putting everything together concludes the proof. 
6. Comparing the two approaches
Above we have developed two quite different approaches for obtaining inequalities
involving the eigenvalues of non-selfadjoint operators. One is based on applying
complex-analysis theorems on the distribution of zeros to perturbation determinants
(Chapter 4), and the other relies on direct operator-theoretic arguments involving
the numerical range (Chapter 5). We now wish to compare the results obtained
by the two methods, in order to understand the strengths and limitations of each
approach.
We consider only the case in which A0 is a bounded self-adjoint operator, with
σ(A0) = [a, b], and A = A0 + M , where M ∈ Sp(H). Corollary 4.2.5, obtained
using the complex-analysis approach, tells us that, when p ≥ 1 and for any τ > 0
we have ∑
λ∈σd(A)
dist(λ, [a, b])p+1+τ
|λ− b||λ− a| ≤ C(p, τ)(b − a)
−1+τ‖M‖p
Sp
(6.1)
and that when p < 1, and 0 < τ < 1− p,
∑
λ∈σd(A)
(
dist(λ, [a, b])
|b− λ|1/2|a− λ|1/2
)p+1+τ
≤ C(p, τ)(b − a)−p‖M‖p
Sp
. (6.2)
Corollary 5.2.3, obtained using the numerical range approach, tells us that∑
λ∈σd(A)
dist(λ, [a, b])p ≤ ‖M‖p
Sp
. (6.3)
32 M. DEMUTH, M. HANSMANN, AND G. KATRIEL
Clearly a good feature of (6.3), as opposed to (6.1), is the absence of a constant
C on the right-hand side. An optimal value of the constant C(p, τ) in (6.1) is
not known, and though explicit upper bounds for such an optimal value could be
extracted by making all the estimates used in its derivation explicit, the resulting
expression would be complicated, and there is little reason to expect that it would
yield a sharp result.
We now compare the information that can be deduced from these inequalities
regarding the asymptotic behavior of sequences of eigenvalues.
(i) Assume first that p ≥ 1. To begin with consider a sequence of eigenvalues
{λk} with λk → λ∗ ∈ (a, b) as k → ∞. Then |λk − a| and |λk − b| are bounded
from below by some positive constant, hence we conclude from (6.1) that the sum∑∞
k=1 dist(λk, [a, b])
p+1+τ is finite, for any τ > 0. However, (6.3) implies the finite-
ness of
∑∞
k=1 dist(λk, [a, b])
p, obviously a stronger result.
If we consider a sequence {λk} with λk → a, then (6.1) implies
∞∑
k=1
dist(λk, [a, b])
p+1+τ
|a− λk| <∞,
for any τ > 0. However, since |λk − a| ≥ dist(λk, [a, b]), so that
dist(λk, [a, b])
p ≥ dist(λk, [a, b])
p+1
|λk − a|
(6.3) implies the stronger result
∞∑
k=1
dist(λk, [a, b])
p+1
|λk − a| <∞.
Thus, we have established the superiority of (6.3) over (6.1).
(ii) Let us examine the case 0 < p < 1, 0 < τ < 1 − p. Corollary 5.2.3 is not
valid for p < 1, but we can use the fact that Sp(H) ⊂ S1(H) to conclude that∑
λ∈σd(A)
dist(λ, [a, b]) ≤ ‖M‖S1. (6.4)
Considering a sequence {λk} of eigenvalues with λk → λ∗ ∈ (a, b) as k →∞, (6.2)
implies
∑∞
k=1 dist(λk, [a, b])
p+1+τ <∞, which is weaker than the result
∞∑
k=1
dist(λk, [a, b]) <∞
implied by (6.4).
However, considering a sequence {λk} of eigenvalues with λk → a as k → ∞,
(6.2) gives
∞∑
k=1
(dist(λk, [a, b])
|λk − a| 12
)p+1+τ
<∞. (6.5)
This result does not follow from (6.4). To see this, take a real sequence with λk < a,
so that |λk − a| = dist(λk, [a, b]). Then (6.5) becomes
∞∑
k=1
dist(λk, [a, b])
1
2 (p+1+τ) <∞,
which is stronger than the result given by (6.4) since p+ τ < 1 implies that 12 (p+
1 + τ) < 1.
Summing up, we have seen that in nearly all cases Corollary 5.2.3, proved by
the numerical range approach, provides sharper information on the asymptotics
of eigenvalue sequences than provided by Corollary 4.2.5, proved by the complex
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analysis approach, the sole exception being the case p < 1 when considering a
sequence of eigenvalues converging to an edge of the essential spectrum.
This, however, is not the end of the story. Corollary 4.2.5 which we have been
discussing, is only the simplest result that we can obtain using the complex anal-
ysis approach. We recall that Theorem 4.2.2, which provides inequalities on the
eigenvalues assuming an estimate on the quantity ‖M2RA0(λ)M1‖pSp , whereM1,M2
are a pair of operators with M1M2 = M . Corollary 4.2.5 was obtained by taking
M1 = I,M2 = M . As we shall see in Chapter 7.1, in an application to Jacobi op-
erators, by choosing a different decomposition M = M1M2 one may use Theorem
4.2.2 to obtain stronger results than those provided by Corollaries 4.2.5 and 5.2.3.
We may thus conclude that if one is considering a general bounded operator of
the form A = A0 +M , with A0 selfadjoint, σ(A0) = [a, b], and M ∈ Sp(H), p ≥ 1,
and the only quantitative information available is a bound on the norm ‖M‖Sp ,
then the best estimate on the discrete spectrum of A is provided by the numerical
range method. If, however, one is dealing with specific classes of operators of the
above form which have a special structure which allows to perform an appropriate
decomposition M = M1M2 and estimate ‖M2RA0(λ)M1‖pSp , one can sometimes
obtain stronger results using the complex analysis approach (Theorem 4.2.2).
Remark. What has been said in the last paragraph applies also to the case of
unbounded operators, as we will see in our discussion of Schro¨dinger operators in
Chapter 7.2.
7. Applications
In this chapter we will finally apply our abstract estimates to some more concrete
situations. Namely, we will analyze the discrete eigenvalues of bounded Jacobi
operators on l2(Z) and of unbounded Schro¨dinger operators in L2(Rd), respectively.
7.1. Jacobi operators. In this section, which is based on [27], we apply our gen-
eral results on bounded non-selfadjoint perturbations of selfadjoint operators to
obtain estimates on the discrete spectrum of complex Jacobi operators.
The spectral theory of Jacobi operators is a classical subject with many beautiful
results, though by far the majority of results relate to selfadjoint Jacobi operators.
Using our results, we are able to obtain new estimates on the eigenvalues of non-
selfadjoint Jacobi operators which are nearly as strong as those which have been
obtained in the selfadjoint case. The techniques, however, are very different, as
previous results for the selfadjoint case have been obtained by methods which rely
very strongly on the selfadjointness. This example thus gives a striking illustration
of the utility of our general results in studying a concrete class of operators.
Another interesting feature of these results is that they provide an example in
which the results proved by means of the complex-analysis approach of Chapter
4 are (in many respects) stronger than those we can obtain at present using the
operator-theoretic approach of Chapter 5. This is in contrast with the case of ‘gen-
eral’ operators, for which, as we have discussed above, the operator-theory approach
provides results which are usually stronger.
Given three bounded complex sequences {ak}k∈Z, {bk}k∈Z and {ck}k∈Z, we define
the associated (complex) Jacobi operator J = J(ak, bk, ck) : l
2(Z) → l2(Z) as
follows:
(Ju)(k) = ak−1u(k − 1) + bku(k) + cku(k + 1), u ∈ l2(Z). (7.1.1)
It is easy to see that J is a bounded operator on l2(Z) with
‖J‖ ≤ sup
k
|ak|+ sup
k
|bk|+ sup
k
|ck|.
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Moreover, with respect to the standard basis {δk}k∈Z of l2(Z), i.e., δk(j) = 0 if
j 6= k and δk(k) = 1, J can be represented by the two-sided infinite tridiagonal
matrix 

. . .
. . .
. . .
a−1 b0 c0
a0 b1 c1
a1 b2 c2
. . .
. . .
. . .


.
In view of this representation it is also customary to refer to J as a Jacobi matrix.
Example 7.1.1. The discrete Laplace operator on l2(Z) coincides with the Jacobi
operator J(1,−2, 1). Similarly, the Jacobi operator J(−1, 2 + dk,−1) (dk ∈ C)
describes a discrete Schro¨dinger operator.
In the following, we will focus on Jacobi operators which are perturbations of the
free Jacobi operator J0 = J(1, 0, 1), i.e.,
(J0u)(k) = u(k − 1) + u(k + 1), u ∈ l2(Z). (7.1.2)
More precisely, if J = J(ak, bk, ck) is defined as above, then throughout this section
we assume that J − J0 is compact.
Proposition 7.1.2. The operator J − J0 is compact if and only if
lim
|k|→∞
ak = lim|k|→∞
ck = 1 and lim|k|→∞
bk = 0. (7.1.3)
Proof. It is easy to see that J − J0 is a norm limit of finite rank operators, and
hence compact, if (7.1.3) is satisfied. On the other hand, if J − J0 is compact then
it maps weakly convergent zero-sequences into norm convergent zero-sequences. In
particular,
‖(J − J0)δk‖2l2 = |ak − 1|2 + |bk|2 + |ck−1 − 1|2
|k|→∞−→ 0
as desired. 
Let F : l2(Z)→ L2(0, 2π) denote the Fourier transform, i.e.,
(Fu)(θ) =
1√
2π
∑
k∈Z
eikθuk.
Then for u ∈ l2(Z) and θ ∈ [0, 2π) we have
(FJ0u)(θ) = 2 cos(θ)(Fu)(θ), (7.1.4)
as a short computation shows. In particular, we see that J0 is unitarily equivalent
to the operator of multiplication by the function 2 cos(θ) on L2(0, 2π), and so the
spectrum of J0 coincides with the interval [−2, 2]. Consequently, the compactness
of J − J0 implies that
σ(J) = [−2, 2] ∪˙ σd(J),
i.e., the isolated eigenvalues of J are situated in C \ [−2, 2] and can accumulate on
[−2, 2] only.
Our aim is to derive estimates on σd(J) given the stronger assumption that
J − J0 ∈ Sp (for simplicity, in this section we set Sp = Sp(l2(Z)). To this end, let
us define a sequence v = {vk}k∈Z by setting
vk = max
(
|ak−1 − 1|, |ak − 1|, |bk|, |ck−1 − 1|, |ck − 1|
)
. (7.1.5)
Clearly, the compactness of J−J0 is equivalent to vk converging to 0. Moreover, for
p ≥ 1 we will show in Lemma 7.1.3 below that J − J0 ∈ Sp if and only if v ∈ lp(Z),
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and the Sp-norm of J − J0 and the lp-norm of v are equivalent. If p ∈ (0, 1), then
the Sp-norm of J − J0 and the lp-norm of v are still equivalent in the diagonal case
when ak = ck ≡ 1. In general, however, we only obtain a one-sided estimate.
Lemma 7.1.3 ([27], Lemma 8). Let p > 0. Then
‖J − J0‖Sp ≤ 3‖v‖lp . (7.1.6)
Moreover, if p ≥ 1 then
6−1/p‖v‖lp ≤ ‖J − J0‖Sp . (7.1.7)
From the above estimate and Corollary 4.2.5 we obtain
Theorem 7.1.4. Let τ ∈ (0, 1). If p ≥ 1− τ then∑
λ∈σd(J)
dist(λ, [−2, 2])p+1+τ
|λ2 − 4| ≤ C(τ, p)‖v‖
p
lp
. (7.1.8)
Moreover, if p ∈ (0, 1− τ) then∑
λ∈σd(J)
(
dist(λ, [−2, 2])
|λ2 − 4|1/2
)p+1+τ
≤ C(τ, p)‖v‖plp . (7.1.9)
Remark 7.1.5. A slightly weaker version of the previous theorem has first been
obtained by Golinskii, Borichev and Kupin, compare Remark 4.2.7.
In addition, Corollary 5.2.3 implies
Theorem 7.1.6. If p ≥ 1 then∑
λ∈σd(J)
dist(λ, [−2, 2])p ≤ ‖v‖plp . (7.1.10)
As was already discussed in Chapter 6, the result of Theorem 7.1.6 is stronger
than that of Theorem 7.1.4 in the case p ≥ 1. However, we now show that both
of these results can be considerably improved, when p ≥ 1, by a more refined
application of Theorem 4.2.2. The following theorem is our main result on the
discrete eigenvalues of Jacobi operators. Its proof will be presented below.
Theorem 7.1.7. Let τ ∈ (0, 1). If v ∈ lp(Z), where p > 1, then∑
λ∈σd(J)
dist(λ, [−2, 2])p+τ
|λ2 − 4|1/2 ≤ C(p, τ)‖v‖
p
lp . (7.1.11)
Furthermore, if v ∈ l1(Z) then∑
λ∈σd(J)
dist(λ, [−2, 2])1+τ
|λ2 − 4| 12+ τ4 ≤ C(τ)‖v‖l1 . (7.1.12)
Let us compare the previous theorem with Theorem 7.1.4 and 7.1.6, respectively.
To begin, we note that a direct calculation shows that for τ > 0, λ ∈ C \ [−2, 2]
and p > 1 we have
dist(λ, [−2, 2])p+1+τ
|λ2 − 4| ≤
dist(λ, [−2, 2])p+τ
|λ2 − 4|1/2 .
Moreover, if λ ∈ C \ [−2, 2] and |λ| ≤ ‖J‖, then
dist(λ, [−2, 2])2+τ
|λ2 − 4| ≤ C(τ, ‖J‖)
dist(λ, [−2, 2])1+τ
|λ2 − 4| 12+ τ4 .
Hence, inequalities (7.1.11) and (7.1.12) provide more information on the discrete
spectrum of J than inequality (7.1.8), i.e., Theorem 7.1.7 is stronger than Theorem
7.1.4.
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The advantage of Theorem 7.1.7 over Theorem 7.1.6 can be seen by considering
sequences of eigenvalues {λk} converging to an endpoint of the spectrum. If λk → 2
as k →∞, Theorem 7.1.6 implies the convergence of the sum∑∞k=1 |λk−2|p, while
Theorem 7.1.7 implies the convergence of the sum
∑∞
k=1 |λk − 2|p−
1
2+τ , which is
strictly stronger when τ < 12 .
It should be noted, however, that Theorem 7.1.7 does not subsume Theorem
7.1.6, since for sequences λk → (−2, 2), Theorem 7.1.7 only implies the conver-
gence of
∑∞
k=1 |λk − 2|p+τ for any τ > 0, which is weaker than the convergence of∑∞
k=1 |λk − 2|p given by Theorem 7.1.6.
Problem 7.1.8. In view of the previous discussion it is natural to conjecture that a
result implying both Theorem 7.1.6 and 7.1.7 is true, namely the inequality obtained
by setting τ = 0 in (7.1.11):∑
λ∈σd(J)
dist(λ, [−2, 2])p
|λ2 − 4|1/2 ≤ C(p)‖v‖
p
lp . (7.1.13)
However, we have not been able to prove such a result, and it remains an open
question. We note here that in the case of selfadjoint J , (7.1.13) was proved by
Hundertmark and Simon [29]. It was then partly extended to the non-selfadjoint
case by Golinskii and Kupin [21], who considered eigenvalues outside a diamond-
shaped region avoiding the interval [−2, 2]. We can therefore consider Theorem 7.1.7
as a near-generalization of the results of Hundertmark and Simon (and Golinskii
and Kupin), and it would be interesting to understand whether the gap between our
result (with τ > 0) and their results (τ = 0) can be closed for general non-selfadjoint
Jacobi operators.
Proof of Theorem 7.1.7. Some of the technical results needed will be quoted with-
out proofs, for which we will refer to [27].
Let the multiplication operator Mv ∈ B(l2(Z)) be defined by Mvδk = vkδk,
where the sequence v = {vk} was defined in (7.1.5). Furthermore, we define the
operator U ∈ B(l2(Z)) by setting
Uδk = u
−
k δk−1 + u
0
kδk + u
+
k δk+1,
where (using the convention that 00 = 1)
u−k =
ck−1 − 1√
vk−1vk
, u0k =
bk
vk
and u+k =
ak − 1√
vk+1vk
.
It is then easily checked that
J − J0 =Mv1/2UMv1/2 , (7.1.14)
where v1/2 = {v1/2k }. Moreover, the definition of {vk} implies that
|u−k | ≤ 1, |u0k| ≤ 1 and |u+k | ≤ 1,
showing that ‖U‖ ≤ 3.
We intend to prove Theorem 7.1.7 by an application of Theorem 4.2.2. Since we
have seen above that J − J0 = Mv1/2UMv1/2 , we will apply that theorem choosing
(with the notation of that theorem) M1 = Mv1/2 and M2 = UMv1/2 , and so we
need an appropriate bound on the Schatten norm of UMv1/2RJ0(λ)Mv1/2 .
Lemma 7.1.9. Let v ∈ lp(Z), where p ≥ 1. Then the following holds: if p > 1
then
‖UMv1/2RJ0(λ)Mv1/2‖pSp ≤
C(p)‖v‖plp
dist(λ, [−2, 2])p−1|λ2 − 4|1/2 . (7.1.15)
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Furthermore, if v ∈ l1(Z), then for every ε ∈ (0, 1) we have
‖UMv1/2RJ0(λ)Mv1/2‖S1 ≤
C(ε)‖v‖l1
dist(λ, [−2, 2])ε|λ2 − 4|(1−ε)/2 . (7.1.16)
The proof of Lemma 7.1.9 will be given below. First, let us continue with the
proof of Theorem 7.1.7. To this end, let us assume that v ∈ lp(Z) and let us
fix τ ∈ (0, 1). Considering the case p > 1 first, we obtain from (7.1.15) and
Theorem 4.2.2, with α = p− 1, β = −1/2 and K = C(p)‖v‖plp , i.e., η1 = p+ τ and
η2 = p− 1 + τ , ∑
λ∈σd(J)
dist(λ, [−2, 2])p+τ
|λ2 − 4|1/2 ≤ C(p, τ)‖v‖
p
lp .
Similarly, if p = 1, then we obtain from (7.1.16) and Theorem 4.2.2 that, for
ε ∈ (0, 1) and τ˜ ∈ (0, 1),
∑
λ∈σd(J)
dist(λ, [−2, 2])1+ε+τ˜
|λ2 − 4|(1+ε)/2 ≤ C(τ˜ , ε)‖v‖l1 .
Choosing ε = τ˜ = τ/2 concludes the proof of Theorem 7.1.7. 
It remains to prove Lemma 7.1.9. In the following, let v ∈ lp(Z) where p ≥ 1.
To begin, we recall (see (7.1.4)) that
(FJ0f)(θ) = 2 cos(θ)(Ff)(θ), f ∈ l2(Z), θ ∈ [0, 2π),
where F denotes the Fourier transform. Consequently, for λ ∈ C \ [−2, 2] we have
RJ0(λ) = F
−1MgλF,
whereMgλ ∈ B(L2(0, 2π)) is the operator of multiplication by the bounded function
gλ(θ) = (λ− 2 cos(θ))−1, θ ∈ [0, 2π). (7.1.17)
Since gλ = |gλ|1/2· gλ|gλ| ·|gλ|1/2, we can define the unitary operator T = F−1Mgλ/|gλ|F
to obtain the identity
‖UMv1/2RJ0(λ)Mv1/2‖pSp = ‖UMv1/2F−1M|gλ|1/2FTF−1M|gλ|1/2FMv1/2‖
p
Sp
.
Using Ho¨lder’s inequality for Schatten norms (see Section 2.2), and recalling that
‖U‖ ≤ 3, we thus obtain
‖UMv1/2RJ0(λ)Mv1/2‖pSp ≤ 3p‖Mv1/2F−1M|gλ|1/2F‖
p
S2p
‖F−1M|gλ|1/2FMv1/2‖pS2p
= 3p‖Mv1/2F−1M|gλ|1/2F‖2pS2p . (7.1.18)
For the last identity we used the selfadjointness of the bounded operatorsMv1/2 and
F−1M|gλ|1/2F and the fact that the Schatten norm of an operator and its adjoint
coincide.
To derive an estimate on the Schatten norm on the right-hand side of (7.1.18), we
will use the following lemma (see [27], Lemma 10). Here, as above, Mu ∈ B(l2(Z))
and Mh ∈ B(L2(0, 2π)) denote the operators of multiplication by a sequence u =
{um} ∈ l∞(Z) and a function h ∈ L∞(0, 2π), respectively.
Lemma 7.1.10. Let q ≥ 2 and suppose that u = {um} ∈ lq(Z) and h ∈ L∞(0, 2π).
Then
‖MuF−1MhF‖Sq ≤ (2π)−1/q‖u‖lq‖h‖Lq . (7.1.19)
Remark 7.1.11. For operators on L2(Rd) an analogous result is well-known, see
Lemma 7.2.8 below.
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Since p ≥ 1 (and so 2p ≥ 2), the previous lemma and (7.1.18) imply that
‖UMv1/2RJ0(λ)Mv1/2‖pSp ≤ C(p)‖Mv1/2F−1M|gλ|1/2F‖
2p
S2p
≤ C(p)‖v‖plp‖gλ‖pLp .
(7.1.20)
The proof of Lemma 7.1.9 is completed by an application of the following result
([27], Lemma 9).
Lemma 7.1.12. Let λ ∈ C \ [−2, 2] and let gλ : [0, 2π)→ C be defined by (7.1.17).
Then the following holds: If p > 1 then
‖gλ‖pLp ≤
C(p)
dist(λ, [−2, 2])p−1|λ2 − 4|1/2 . (7.1.21)
Furthermore, for every 0 < ε < 1 we have
‖gλ‖L1 ≤ C(ε)
dist(λ, [−2, 2])ε|λ2 − 4|(1−ε)/2 . (7.1.22)
Remark 7.1.13. In this section we have finally seen why it was advantageous to
formulate Theorem 4.2.2 in terms of estimates onM2RA0(λ)M1 (see (4.2.3)) instead
of estimates on MRA0(λ) (where A = A0 + M = A0 + M1M2). Without this
decomposition the estimates in Theorem 7.1.7 could have been proved for p ≥ 2
only, due to the restriction to such p’s in Lemma 7.1.10.
7.2. Schro¨dinger operators. In the following we consider Schro¨dinger operators
H = −∆+ V in L2(Rd), where V ∈ Lp(Rd) is a complex-valued potential with
p ≥ 1, if d = 1
p > 1, if d = 2
p ≥ d2 , if d ≥ 3.
(7.2.1)
More precisely, H is the unique m-sectorial operator associated to the closed,
densely defined, sectorial form
E(f, g) = 〈∇f,∇g〉+ 〈V f, g〉, Dom(E) = W 1,2(Rd).
In particular, there exists ω ≤ 0 and θ ∈ [0, π2 ) such that
σ(H) ⊂ Num(H) ⊂ {λ : | arg(λ− ω)| ≤ θ} (7.2.2)
and so (2.1.11) implies that
‖RH(λ)‖ ≤ |Re(λ) − ω|−1, Re(λ) < ω. (7.2.3)
Remark 7.2.1. We note that for V ∈ Lp(Rd) with p ≥ 2 if d ≤ 3 and p > d/2 if
d ≥ 4 the multiplication operator MV , defined as
(MV f)(x) = V (x)f(x), Dom(MV ) = {f ∈ L2 : V f ∈ L2},
is relatively compact with respect to −∆ (see Lemma 7.2.9), so in this case the
operatorH coincides with the usual operator sum −∆+MV defined on Dom(−∆) =
W 2,2(Rd). Here, as usual, −∆ is defined via the Fourier transform F on L2, i.e.
−∆ = F−1M|k|2F .
It can be shown that the resolvent difference (−a−H)−1 − (−a+∆)−1 is com-
pact for a > 0 sufficiently large, so Corollary 2.3.3 implies that the spectrum of
H consists of [0,∞) = σ(−∆) and a possible additional set of discrete eigenvalues
which can accumulate at [0,∞) only. A classical result in the study of these iso-
lated eigenvalues for selfadjoint Schro¨dinger operators are the Lieb-Thirring (L-T)
inequalities, which state that for V = V ∈ Lp(Rd) with p satisfying (7.2.1) one has∑
λ∈σd(H),λ<0
|λ|p− d2 ≤ C(p, d)‖V−‖pLp , (7.2.4)
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where V− = −min(V, 0) denotes the negative part of V . These inequalities were
a major tool in Lieb and Thirring’s proof of the stability of matter [35] and the
search for the optimal constants C(p, d) remains an active field of current research.
We refer to [34, 28] for more information on these topics.
In recent times, starting with work of Abramov, Aslanyan and Davies [1], there
has also been an increasing interest in analogs of the L-T-inequalities for non-
selfadjoint Schro¨dinger operators. For instance, Frank, Laptev, Lieb and Seiringer
[16] considered the eigenvalues in sectors avoiding the positive half-line. By reduc-
tion to a selfadjoint problem (essentially doing what was sketched in Remark 5.2.7)
they showed that for p ≥ d/2 + 1 and χ > 0∑
λ∈σd(H),| Im(λ)|≥χRe(λ)
|λ|p− d2 ≤ C(p, d)
(
1 +
2
χ
)p
‖Re(V )− + i Im(V )‖pLp . (7.2.5)
Remark 7.2.2. By a suitable integration of inequality (7.2.5) one can obtain an
estimate on all discrete eigenvalues of H , see Corollary 3 in [9]. We will not discuss
this result in this review.
Concerning eigenvalues accumulating to [0,∞) Laptev and Safronov [33] proved
the following result: If Re(V ) ≥ 0 and V ∈ Lp(Rd) for p ≥ 1 if d = 1 and p > d2 if
d ≥ 2 then ∑
λ∈σd(H),Re(λ)≥0
( | Im(λ)|
|λ+ 1|2 + 1
)p
≤ C(p, d)‖ Im(V )‖pLp . (7.2.6)
Finally, let us also mention the recent work of Frank [15], which provides conditions
for the boundedness of the eigenvalues of H outside [0,∞), and the related works
of Safronov [40, 41].
Now let us have a look at what kind of L-T-inequalities we can obtain from
Theorem 4.4.6 and 5.3.3, respectively, and how these inequalities will compare to
each other and to the inequalities (7.2.5) and (7.2.6). We note that the results to
follow can be regarded as refinements of our earlier work [9] (see also [24]).
We start with an application of Theorem 4.4.6, where we require the stronger
assumption that MV is (−∆)-compact (see Remark 7.2.1 above).
Theorem 7.2.3. Let H = −∆+V be defined as above and let ω ≤ 0 be as defined
in (7.2.2). We assume that V ∈ Lp(Rd) with p ≥ 2 if d ≤ 3 and p > d/2 if d > 4.
Then for τ ∈ (0, 1) the following holds: (i) If ω < 0 and p ≥ d− τ then∑
λ∈σd(H)
dist(λ, [0,∞))p+τ
|λ| d2 (|λ|+ |ω|)2τ ≤ C(d, p, τ)|ω|
−τ‖V ‖pLp . (7.2.7)
(ii) If ω < 0 and p < d− τ then∑
λ∈σd(H)
dist(λ, [0,∞))p+τ
|λ| p+τ2 (|λ|+ |ω|) d−p+3τ2
≤ C(d, p, τ)|ω|−τ‖V ‖pLp . (7.2.8)
(iii) If ω = 0 then for s > 0
∑
λ∈σd(H),|λ|>s
dist(λ, [0,∞))p+τ
|λ|
d
2
+2τ
+
∑
λ∈σd(H),|λ|≤s
dist(λ, [0,∞))p+τ
|λ|
d
2 s2τ
≤ C(d, p, τ )s−τ‖V ‖pLp .
(7.2.9)
Before presenting the proof of Theorem 7.2.3 let us consider what can be obtained
by applying Theorem 5.3.3 in the present context. Here, as compared to Theorem
7.2.3, we don’t need the relative compactness of MV but can (almost) stick to the
more general assumption (7.2.1). However, now we require that Re(V ) ≥ ω for
some ω ≤ 0, which was not necessary in the previous result.
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Remark 7.2.4. Note that Re(V ) ≥ ω is a sufficient but not a necessary condition
for Num(H) being a subset of {λ : Re(λ) ≥ ω}.
Theorem 7.2.5. Let H = −∆ + V be defined as above, where we assume that
V ∈ Lp(Rd) with p ≥ 1 if d = 1 and p > d/2 if d ≥ 2. In addition, we assume that
Re(V ) ≥ ω for ω ≤ 0. Then for τ > 0 the following holds: (i) If ω < 0 then∑
λ∈σd(H)
dist(λ, [0,∞))p
(|λ|+ |ω|) d2+τ ≤ C(d, p, τ)|ω|
−τ‖Re(V )− + i Im(V )‖pLp . (7.2.10)
(ii) If ω = 0 then for s > 0
∑
λ∈σd(H),|λ|>s
dist(λ, [0,∞))p
|λ|
d
2
+τ
+
∑
λ∈σd(H),|λ|≤s
dist(λ, [0,∞))p
|λ|
d
2
−τs2τ
≤ Cs−τ‖Re(V )−+i Im(V )‖
p
Lp ,
(7.2.11)
where C = C(d, p, τ).
As the reader might already have guessed, the comparison of the estimates ob-
tained in the previous two theorems and the estimates (7.2.5) and (7.2.6) is a quite
complex task, requiring the analysis of a variety of different cases. However, we
think it is better not to be too pedantic here, and so will restrict ourselves to a
broad sketch of what is going on.
The first thing that is apparent is that the previous two theorems provide esti-
mates which are not restricted to certain subsets of eigenvalues, as was the case with
the estimates (7.2.5) and (7.2.6). Concerning the Lp-assumptions on V , Theorem
7.2.5 and estimate (7.2.6) are less restrictive than the other two results; on the other
hand, both Theorem 7.2.5 and estimate (7.2.6) require an additional assumption
on the real part of the potential. Concerning the right-hand sides of the inequali-
ties, estimate (7.2.5) stands out, since it is the only estimate which depends on H
only through the Lp-norm of the potential V , all other estimates also depending
on ω = ω(H). Whether this ω-dependence is indeed necessary if one is considering
all eigenvalues of H , not restricting oneself to eigenvalues outside sectors, is one
among the many open questions on this topic.
Concerning the amount of information on the discrete eigenvalues that can be
obtained from the different results, one has to distinguish between sequences of
eigenvalues converging to some point in (0,∞) and to 0, respectively, quite similarly
to the case of Jacobi operators where we also had to distinguish between interior
and boundary points of the essential spectrum. Suffice it to say that here, as in
the Jacobi case, Theorem 7.2.3 (to be obtained via the complex analysis approach)
is weaker than Theorem 7.2.5 (to be obtained via the operator-theory approach)
concerning sequences of eigenvalues converging to some interior point of the essential
spectrum [0,∞), whereas each of the results can be stronger than the other if one
is considering eigenvalues converging to the boundary point 0, depending on the
parameters involved.
Problem 7.2.6. All of the above results seem to suggest that the most natural
generalization of the selfadjoint L-T-inequalities to the non-selfadjoint setting would
be an estimate of the form∑
λ∈σd(H)
dist(λ, [0,∞))p
|λ| d2 ≤ C(p, d)‖V ‖
p
Lp , (7.2.12)
with p satisfying Assumption (7.2.1) (this is particularly true of the above estimates
in case that ω = 0, just formally set τ = 0). The validity or falsehood of estimate
(7.2.12), without any additional assumptions on V , can justly be regarded as one
of the major open problems in this field.
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It remains to present the proofs of Theorem 7.2.3 and Theorem 7.2.5. Both will
rely on estimates on the Sp-norm of operators of the form MW (λ + ∆)
−1. Since
(λ+∆)−1 = F−1MkλF , where
kλ(x) = (λ− |x|2)−1, x ∈ Rd, (7.2.13)
as in the case of Jacobi operators this estimate will be reduced to an estimate on
the Lp-norm of the bounded function kλ. We will need the following three lemmas.
Lemma 7.2.7. Let d ≥ 1. Then for λ ∈ C \ [0,∞) and kλ as defined in (7.2.13)
the following holds: If p > max(d/2, 1) then
‖kλ‖pLp ≤ C(p, d)
|λ| d2−1
dist(λ, [0,∞))p−1 . (7.2.14)
Proof. For the elementary but quite lengthy proof we refer to [24], page 103. 
The next result has already been hinted at in the study of Jacobi operators (see
Lemma 7.1.10). See Simon [43], Theorem 4.1, for a proof.
Lemma 7.2.8. Let f, g ∈ Lp(Rd) where p ≥ 2. Then the operator MfF−1MgF is
in Sp(L
2(Rd)) and
‖MfF−1MgF‖pSp ≤ (2π)−d‖f‖
p
Lp‖g‖pLp.
Combining the previous two lemmas, we obtain a bound on the Sp-norm of
MW (λ+∆)
−1.
Lemma 7.2.9. Let W ∈ Lp(Rd) where p ≥ 2 if d ≤ 3 and p > d/2 if d ≥ 4. Then
for λ ∈ C \ [0,∞) we have
‖MW (λ+∆)−1‖pSp ≤ C(p, d)‖W‖
p
Lp
|λ| d2−1
dist(λ, [0,∞))p−1 . (7.2.15)
We are now prepared for the
Proof of Theorem 7.2.3. We apply Theorem 4.4.6 with H = −∆+MV and H0 =
−∆, taking estimate (7.2.3) into account. With the notation of that theorem we
obtain from the previous lemma that α = p − 1, β = d2 − 1, C0 = 1 and K =
C(p, d)‖V ‖pLp . All that remains is to compute the constants η0, η1 and η2 appearing
in Theorem 4.4.6, treating the cases p ≥ d− τ and p < d− τ separately (and noting
that by assumption τ ∈ (0, 1)). 
The proof of Theorem 7.2.5 is a little more involved.
Proof of Theorem 7.2.5. First of all we note that using an approximation argument
it is sufficient to prove the theorem assuming that V ∈ L∞0 (Rd), the bounded
functions with compact support, see [25, Lemma 5.4] for more details. In particular,
in this case H = −∆+MV since MV is (−∆)-compact.
So in the following let V ∈ L∞0 (Rd) with Re(V ) ≥ ω (ω ≤ 0) and let H =
−∆ +MV and H0 = −∆ +MRe(V )+ . We are going to show that for a < ω and
p ≥ 1 if d = 1 or p > d2 if d ≥ 2 we have
‖RH(a)−RH0(a)‖pSp ≤ C(p, d)
1
|a|p− d2 (|a| − |ω|)p ‖Re(V )− + i Im(V )‖
p
p. (7.2.16)
If this is done an application of Theorem 5.3.3 will conclude the proof.
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As a first step in the proof of (7.2.16) we use the second resolvent identity to
rewrite the resolvent difference as
RH(a)−RH0(a)
= (a−H)−1(−a−∆)1/2(−a−∆)−1/2M|W |1/2Msign(W )
M|W |1/2(−a−∆)−1/2(−a−∆)1/2(a−H0)−1,
where W = −Re(V )− + i Im(V ) and sign(W ) = W/|W |. Note that −∆ − a ≥
−a ≥ 0. We will show below that (−a − ∆)1/2(a − H0)−1 is bounded on L2(Rd)
with
‖(−a−∆)1/2(a−H0)−1‖ ≤ |a|−1/2. (7.2.17)
Moreover, we will show that for the closure of (a+H)−1(a−∆)1/2, initially defined
on Dom((−∆)1/2) =W 1,2(Rd), we have
‖(a−H)−1(−a−∆)1/2‖ ≤ |a|
1/2
|a| − |ω| . (7.2.18)
Hence, using Ho¨lder’s inequality for Schatten norms, the unitarity of Msign(W ) and
the fact that the Schatten norm of an operator and its adjoint coincide we obtain
‖RH(a)−RH0(a)‖pSp
≤ (|a| − |ω|)−p‖(−a−∆)−1/2M|W |1/2Msign(W )M|W |1/2(−a−∆)−1/2‖pSp
≤ (|a| − |ω|)−p‖M|W |1/2(−a−∆)−1/2‖2pS2p . (7.2.19)
Since p ≥ 1 and p > d/2 we can then apply Lemma 7.2.8 and Lemma 7.2.7 to
obtain
‖M|W |1/2(−a−∆)−1/2‖2pS2p = ‖M|W |1/2F−1|ka|1/2F‖
2p
S2p
≤ (2π)−d‖W‖pLp‖ka‖pLp ≤ C(p, d)‖W‖pLp |a|d/2−p. (7.2.20)
Remark 7.2.10. The validity of the last estimate for p = 1 and d = 1 (which is not
contained in Lemma 7.2.7) is easily established.
The estimates (7.2.19) and (7.2.20) show the validity of (7.2.16). It remains to
prove (7.2.17) and (7.2.18). To prove (7.2.18), let f ∈ L2(Rd) with ‖f‖ = 1. Then
‖(−a−∆)1/2(a−H∗)−1f‖2
= −〈f, (a−H∗)−1f〉 − 〈V (a−H∗)−1f, (a−H∗)−1f〉.
Since Re(V ) ≥ ω we obtain
‖(−a−∆)1/2(a−H∗)−1f‖2
= −Re(〈f, (a−H∗)−1f〉)− Re(〈V (a−H∗)−1f, (a−H∗)−1f〉)
≤ −Re(〈f, (a−H∗)−1f〉) + |ω|‖(a−H∗)−1f‖2
≤ ‖(a−H∗)−1‖+ |ω|‖(a−H∗)−1‖2
≤ 1
dist(a,Num(H∗))
+
|ω|
dist(a,Num(H∗))2
≤ 1|a| − |ω| +
|ω|
(|a| − |ω|)2 =
|a|
(|a| − |ω|)2 . (7.2.21)
But (7.2.21) implies (7.2.18) since
(a−H)−1(−a−∆)1/2 = [(−a−∆)1/2(a−H∗)−1]∗.
The proof of (7.2.17) is similar (and even simpler) and is therefore omitted. 
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8. An outlook
In this final section we would like to present a short list of possible extensions of
the results discussed in this paper, and of some open problems connected to these
results which we think might be worthwhile to pursue.
(1) The majority of results in this paper dealt with non-selfadjoint perturba-
tions of selfadjoint operators, with a particular emphasis on the case where
the spectrum of the unperturbed operator is an interval. This choice of
operators was sufficient for the applications we had in mind, but there
are also two more intrinsic reasons for this restriction. Namely, in this
case the closure of the numerical range and the spectrum of the unper-
turbed operator coincide, which was necessary for a suitable application of
the operator-theoretic approach. Moreover, given this restriction the (ex-
tended) resolvent set of the unperturbed operator is conformally equivalent
to the unit disk, which was important for the complex analysis approach.
Recent developments suggest that the restriction to such operators is not
really necessary and that both our methods can be applied in a much wider
context. Concerning the operator-theory approach this is a consequence
of the fact that estimate (5.1.3) remains valid (for p > 1) for arbitrary
perturbations of selfadjoint operators (see [26]), without any restriction
on the spectrum of the selfadjoint operator (i.e. it does not need to be an
interval). Concerning the complex analysis approach it follows from the fact
that our main tool, the result of Borichev, Golinskii and Kupin (Theorem
3.3.1) has been generalized to functions acting on finitely connected [22]
and more general domains [14]. These new results will allow to analyze a
variety of interesting operators (like, e.g., periodic Schro¨dinger operators
perturbed by complex potentials), and they also lead to the question of the
ultimate limits of applicability of our methods.
(2) We have seen that neither of the two methods for studying eigenvalues
developed in this paper subsumes the other, in the sense that each method
allows us to prove some results which cannot, at least at the present stage of
our knowledge, be obtained from the other. One may thus wonder whether
there is some ‘higher’ viewpoint from which one could obtain all the results
which are derived by the two methods. Since our two methods seem to rely
on different ideas, it is not at all clear what such a generalized approach
would look like.
(3) In Chapter 7 we have applied our results to Jacobi and Schro¨dinger oper-
ators. Many opportunities exist for applying the results to other concrete
classes of operators, e.g. Jacobi-type operators in higher dimensions, sys-
tems of partial differential equations, composition operators and so on.
Each application might involve its own technical challenges, which might
be interesting in themselves.
(4) Many questions remain as to the optimality or sharpness of our results.
Such questions are, of course, relative to the precise class of operators con-
sidered, and we refer particularly to Problem 7.1.8 regarding Jacobi op-
erators and to Problem 7.2.6 regarding Schro¨dinger operators. Moreover
the question of optimality can be understood in two senses. In the nar-
row sense, for a particular inequality we want to know that it cannot be
strengthened with respect to the values of the exponents appearing in it.
To obtain this it is sufficient to construct a single operator for which the
distribution of eigenvalues is exactly as implied by the inequality, and no
better. In a wider (and much more difficult) sense, one would like to know
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whether some inequalities completely characterize the possible set of eigen-
values of operators of a particular class of operators. To show this, one
must construct, for each set of complex numbers satisfying the inequality,
an operator in the relevant class which has precisely this set of eigenvalues
- that is solve an inverse problem. Techniques for constructing operators of
certain classes with explicitly known spectrum would thus be very valuable.
(5) Another direction which should be interesting and challenging is the gen-
eralization of results of the type considered here to operators on Banach
spaces. The notions of Schatten-class perturbations, of infinite determi-
nants and of the numerical range, which are all central for us, have gen-
eralizations to Banach spaces, so that one can hope that at least some of
our results can be generalized. This might lead to further information on
concrete classes of operators.
(6) It should be mentioned that in spectral theory and its applications, the
distribution of eigenvalues is only one aspect of interest, and one would
also like to learn about the corresponding eigenvectors. In the case of
non-selfadjoint operators, the eigenvectors are not orthogonal, and we do
not have the spectral theorem which ensures that the Hilbert space is a
direct sum of subspaces corresponding to the discrete and the essential
spectrum. We would like to know more about the eigenvectors and the
subspace generated by them.
(7) A related direction somewhat removed from our work, but with which po-
tential connections could be made, is the numerical computation of eigen-
values of operators of the type that have been considered here. How should
one go about in obtaining approximations of eigenvalues of non-selfadjoint
operators which are relatively compact perturbations of an operator with
essential spectrum, and can some of the ideas used in our investigations
(e.g. the perturbation determinant and complex analysis) be of use in the
development of effective algorithms and/or in their analysis?
List of important symbols
(.)± - positive and negative part of a function/number
〈., .〉 - scalar product
B(H) - bounded linear operators on H
C(H) - closed linear operators in H
Cˆ - extended complex plane
D - unit disk in the complex plane
da, d
Z,Z0
a , d∞, d
Z,Z0∞ - perturbation determinant (Section 2.4)
Dom(.) - domain of an operator/form
(−∆) - Laplace operator in L2(Rd)
H - a complex separable Hilbert space
H(D) - holomorphic functions in the unit disk
Ker(.) - kernel of a linear operator
MV ,Mv - operator of multiplication by V, v in L
2(Rd), l2(Z)
M,M(α, ~β, γ, ~ξ,K) - subclass of H(D) (see Definition 3.1.1)
N(h, r) - number of zeros of h ∈ H(D) in closed disk of radius r
‖.‖Sp - Schatten-p-norm
Num(.) - numerical range of a linear operator
PZ , PZ(λ) - Riesz projection
Ran(.) - range of a linear operator
Rank(.) - rank of a linear operator
RZ(λ) = (λ− Z)−1 - the resolvent
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R+ - the interval [0,∞)
ρ(.), ρˆ(.) - (extended) resolvent set of a linear operator
S∞(H) - compact linear operators on H
Sp(H) - Schatten class of order p
σ(.), σd(.), σess(.)- spectrum (discrete, essential) of a linear operator
T - unit circle in the complex plane
(TN )∗ - subset of TN (see Definition 3.1.7)
∪˙ - a disjoint union
Z(.) - zero set of a function
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