ABSTRACT The user requirements in the future wireless networks are heterogeneous. The resource allocation and user association are crucial factors to meet user requirements and save energy. In this paper, the optimization of resource allocation and user association problem in both low data and high data requirement scenario is studied. In the low data requirement scenario, a network energy consumption minimization problem which considering the signal-to-interference-plus-noise ratio coverage constraints and jointly determines the optimal density of micro base stations (mBSs) and the optimal association bias is formulated. The closed-form solution of the optimal mBSs density and association bias is derived, respectively. Optimal association bias grows like O(λ −(α/2) u ) as a function of user density λ u (α is path loss factor) and the optimal density of mBSs is a linearly monotone increasing function of the user density. In the high data requirement scenario, a rate coverage maximization problem by adjusting the bandwidth allocation and user association are investigated. The relationship between bandwidth allocation and user association bias is obtained and a dynamic gradient iterative algorithm is used to solve the maximization problem. Simulation results verify the relevant derivations and demonstrate the user density and requirement have an important influence on the optimal resource allocation and optimal association bias.
With the exponentially growing number of mobile devices, it causes a heavy demand of user requirements in wireless networks and it is becoming more and more difficult for a network to meet the user requirements. To solve this problem, the heterogeneous networks which have lower power consumption micro base stations (mBSs) are deployed to provide high data rates [1] . However, meeting the demand of data traffic will cause an increase in power consumption and raise both economic and ecological concerns. The studies show that BSs consume about 60%-80% energy and the energy saving problem has caused more and more concern [2] . At the same time, user traffic types are many and varied [3] . In order to meet the user demands and reduce the energy consumption, many important strategies like BS sleeping, bandwidth allocation, and user association were proposed.
BSs sleeping strategy is an important way to deal with the energy saving problem in HetNets. When the load of the system is light, some mBSs can be switched off and users are served by the active BSs. Stochastic geometry is an important tool in network performance analysis. The spatial location of BSs is modeled by a Poisson Point Process (PPP) [4] [5] [6] . In [7] , the stochastic geometry tools have been used to investigate the sleep mechanisms and the results show that the sleep mode enhances the energy efficiency. Reference [8] demonstrates that the maximal energy efficiency can be achieved by the optimized BS deployment. The results of [9] show that the sleeping strategy can not only save energy but also improve the quality of radio links.
The power consumption model of BS is nearly a linear function of the traffics and the energy consumption of MBSs is larger than that of the mBSs [10] . Therefore, another way to address the energy saving problem is to offload the traffic of macro BSs (MBS) to micro BSs (mBSs). In [11] , the resource partitioning and user association have been considered in HetNets and the network performance expression is derived. On this basis, [12] formulates the network energy minimization problem and determines the optimal user association and resource partitioning. Although the optimal solutions have been found in this paper, the specific expression of optimal user association is not given.
In order to meet the high data requirements, bandwidth allocation strategy was frequently used in heterogeneous networks [13] . In [14] , a partial bandwidth reuse scheme was used to improve network performance. In this scheme, micro BSs were allowed to reuse partial system bandwidth for reducing the interference. Cao et al. [15] derived a closed form limit of the optimal partial bandwidth reuse based on the asymptotic analysis of signal-to-interference-plus-noise ratio (SINR) coverage. A channel allocation mechanism was presented to increase revenue by accommodating more users and cater to their preferences in [16] . Liu et al. [17] investigated joint user association and spectrum allocation to improve spectral efficiency for massive MIMO with fullduplex backhauls. A binary variable was used to indicate the user association. The authors found that user association and spectrum allocation play important roles in the network optimization, but the energy efficiency is not considered.
The previous works don't consider the heterogeneous of user requirements. In this paper, the user association is embedded with the resource allocation for both low-data requirement and high-data requirement scenarios. In the low data requirement scenario, energy consumption is used as the performance metric. Different from the previous work [18] which introduce additional BSs to maintain the coverage, our proposed method preserve the coverage performance through adjusts association bias after switching off some mBSs. In the high data requirement scenario, the performance metric is rate coverage. Different from the previous work [11] , which respectively gives the impact of bandwidth allocation and user association, we formulate a rate coverage maximization problem which jointly optimizes bandwidth allocation and user association. Therefore, the contributions of this paper are summarized as follows:
1) Based on the PPP model and orthogonal frequency reuse of MBSs and mBSs, the SINR coverage of network is derived and the upper bound and lower bound of SINR coverage in heterogeneous networks are derived. 2) In the low data requirement scenario, the closed-form solution of the optimal mBSs density and association bias is derived, respectively. Optimal association bias grows like O λ
as a function of user density λ u and the optimal density of mBSs is a linearly monotone increasing function of the user density.
3) In the high data requirement scenario, the relationship between bandwidth allocation and user association bias is obtained and a low computational complexity algorithm is developed to find the optimal values. The change patterns of the optimal bandwidth allocation fraction and the optimal user association bias is demonstrated, respectively. The rest of this paper is organized as follows. In Section II, we describe the network layout, the strategic of user association and power consumption model of BS. In Section III, the upper bound and lower bound of SINR coverage are derived. In Section IV, the energy saving problem is studied in the low data requirement scenario and the rate coverage problem is studied in the high data requirement scenario in Section V. Monte Carlo simulations and numerical results will be shown in Section VI. Finally, Section VII concludes the paper. 
II. SYSTEM MODEL
In this paper, we consider the downlink transmission in a two-tier heterogeneous network as shown in Fig. 1 . The locations of macro BSs (MBSs) and micro BSs (mBSs) are modeled as independent homogeneous Poisson Point Processes (PPPs) k with density λ k , where k = 1 for macro BSs and k = 2 for micro BSs. The users are spatially distributed according to a homogeneous PPP u with density λ u . The channel fading K x is assumed to follow exponential distribution (Rayleigh fading), i.e. K x ∼ exp (1) . We assume that all the mBSs can change their coverage by adjusting the user association bias θ . Users compare the biased received signal power from mBSs P 2 θ X 2 −α with real received power from MBSs P 1 X 1 −α , then it will associate to the bigger one.
We define as the set of users which are served by the same type of BSs and it can be written as follow:
where X k (k ∈ {1, 2}) is the distance between a user and it's nearest BS of k th tier. α is the path loss exponent. The orthogonal frequency reuse is applied in this model and we assume that the bandwidth of MBSs is βW and the bandwidth of mBS is (1 − β) W , where W is the total system bandwidth. All the users have the same request rates.
The linear power consumption model of BS can be built as follow:
where P 0 k is the static power expenditure, p,k is the slope of the load dependent power consumption. P k is the transmit power for each user. n is the number of users which is served by BS. P max k is the maximum transmit power and M is the maximal number of users which can be served by a BS.
III. THE UPPER BOUND AND LOWER BOUND OF SINR COVERAGE
The downlink signal-to-interference-plus-noise ratio (SINR) of users which served by k th tier BSs can be expressed as:
Let A 1 and A 2 denote the probability that a user associate with MBS and mBS. Using the definition of user allocation and following the proof of Lemma 1 in [8] with the proper changes, A 1 and A 2 can be obtained and can be simplified as follows:
Following the proof of Lemma 2 in [11] and with the proper changes, the probability distribution functions (PDFs) of X k can be expressed as:
The conditional SINR coverage is defined as the probability that the received SINR is larger than a threshold τ and can be obtained by:
Lemma 1: The SINR coverage of MBS users and mBS users can be given by:
where
Proof: Using the SINR expression of (3),
where (a) follows the channel fading power K x ∼ exp (1), and (b) follows the independence of interference I k and (c) follows the definition of Laplace transform. Following the proof of [18] , the Laplace transform of interference can be given by
Z k is the lower bound on distance of the closest interference in k th tier. It can be given by
the Laplace transform can be simplified as
Substituting (5) ( or (6)), (10) , (13) into (7) , the SINR coverage expressions given in lemma 1 can be obtained.
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With noise ignored, σ 2 → 0, the SINR coverage of MBS users and mBS users can be simplified as
The average SINR coverage of network is S = A 1 S 1 + A 2 S 2 . Therefore, the average network SINR coverage can be simplified as
Theorem 1: The average SINR coverage of network S is dependent on the term
α and when 
. (16) when dS dv = 0, v = 1 can be obtained and then the upper bound of SINR coverage can be obtained. When all mBSs are switched off (i.e. λ 2 → 0) or the density of mBSs is very large (i.e. λ 2 → ∞), the two tier heterogeneous network can be seen as a homogeneous network. We can get the lower bound of SINR coverage.
IV. LOW DATA REQUIREMENT SCENARIO
In the low data requirement scenario, the main businesses of users are voice services. In order to improve the network energy efficiency, we can reduce the energy consumption through mBSs sleeping and users offloading. Therefore, we design the optimal mBSs density and CRE bias to minimize network energy consumption. The problem is formulated as:
Where the first constraint is the minimum value constraint of SINR coverage of the network, while η is the SINR coverage threshold. The range of η can be obtained from Theorem. 1. The last two constraints are the maximum value constraints of MBS users n 1 and mBS users n 2 . E net is the energy consumption and can be expressed as:
Using the network SINR coverage in the first constraint, this constraint can be rewrited as:
and a = (F(τ ) + 1). Using the result that the mean user number is n k = 1 + 1.28
A k when user locations are modeled as PPPs [11] . The last two constraints can be expressed as:
We assume the number of MBSs is large enough that users can be served when all the mBSs are switched off. So, the last constraint can be ignored. The problem can be equivalent to:
This problem is a nonlinear programming problem. So, we use Karush-Kuhn-Tucker (KKT) conditions to solve it. Two new Lagrange multipliers (k 1 , k 2 ) are introduced and the Lagrange function is defined as
Now we can calculate the first partial derivatives of (λ 2 , θ, k 1 , k 2 ) in (24), as shown at the top of the next page. The KKT conditions are
In our system, λ 2 > 0 and θ > 0. Therefore, ∂L ∂λ 2 = 0 and
and
. Therefore, we only need to discuss the following 4 cases.
In this case, from
), the optimal density of mBSs and CRE bias can be expressed as:
The constraint is
Proof: By solving equations ∂L ∂k 2 = 0 and
and θ opt can be obtained. In this case, the Lagrange multipliers (k 1 , k 2 ) must be greater than zero. Obviously, k 2 > 0. Thus, we try to discuss whether k 1 > 0. The denominator of k 1 is greater than zero and the proof is given as follow. . Using the result of theorem 1, inequation (27) can be proved.
From the above, in order to ensure k 1 > 0, the numerator of k 1 must be greater than zero. The range of the mBSs density can be obtained and the proof is given as follow.
Compared with the equation (26), the constraint can be derived.
Theorem 3: When
), the optimal density of mBSs and CRE bias can be derived as
Proof: By solving equations . Thus, in order to ensure k 1 > 0, the numerator of k 1 must be smaller than zero. The range of the mBSs density can be derived and the proof is given as follow.
Compared with the equation (29), the constraint can be derived.
B. Case 2 (k
In this case, 
. On the other hand, from
. Finally, we get that P 0 2 + p,2 P 2 = (M − 1) p,1 P 1 − p,2 P 2 but the optimal density of mBSs and CRE bias cannot be solved in this case.
D. Case 4 (k
In this case, Using the theoretical result. Therefore, there isn't have an optimal density of mBSs and CRE bias in this case.
After discussing the four cases, we find that the optimal solution only exists in case one and we can get the optimal energy saving mechanism base on Eq.(26) and Eq.(29). An important observation from the above optimal solution is the optimal density of mBSs grows linearly as the user density and the optimal CRE bias grows like O λ − α 2 u as a function of the user density.
V. HIGH DATA REQUIREMENT SCENARIO
In high data requirement scenario, the main businesses of users are multimedia services. In order to meet user requirement, all BSs should be active. We can promote the throughput allocate bandwidth and users offloading. Therefore, we design the optimal bandwidth and CRE bias to maximize the network average rate coverage. Following Shannon's equation, the bandwidth that a user required is:
The maximum number of users which can be served by BS is: N =
Where r is the user's request rate. Following the proof of SINR coverage and with the proper changes, the rate coverage of MBS can be given by:
The rate coverage of mBS is
A k is the average number of users served by MBSs (k = 1) or mBSs (k = 2) when users locations are modeled as PPPs.
Therefore, the average rate coverage of network is
With noise ignored, σ 2 → 0,the network average rate coverage can be simplified as:
The rate coverage maximization problem is formulated as:
where the first constraint is the bandwidth allocation constraint and the last constraint is the CRE bias constraint. The average user number N k is a positive integer and 0 < θ < ∞.
Therefore, the minimal CRE bias is θ min =
and the maximal CRE bias is θ max = W (1−β) << 1. Following the theorem that arctan (x) ≈ x and 2 x − 1 ≈ x, when x less than one. The rate coverage can be simplified as
when R (β) = 0, the first partial derivatives R (β) of β can be calculated and the suboptimal solution can be obtained. The suboptimal solution of bandwidth allocation is
where v =
Algorithm 1 The Dynamic Gradient Iterative Algorithm
Initialize the maximum tolerance ε and the maximum number of iterations L max , respectively. Set β 0 = 0, θ 0 = θ min , auxiliary variables θ = 0 and iteration index n = 1. 4: repeat {Main Loop} 5: Obtain the optimal β * n−1 by equation (38) with the input {θ n−1 }.
6:
Obtain a θ by Algorithm 2 with the input θ n−1 , β * n−1 .
7:
θ n = θ n−1 + θ . Obtain the suboptimal solution β * n by equation(38) with the input {θ n }. .
CONVERGENCE=TRUE.
10:
end if 11 :
The first derivatives R (θ ) of θ can be calculated but the suboptimal solution of CRE bias cannot be solved directly. Therefore, a Dynamic Gradient Iterative Algorithm is proposed to solve the maximization problem. In each iteration, an auxiliary value θ can be obtained through algorithm 2, which ensure the increment of the rate coverage. Since the rate coverage in (37) is bounded, the convergence of algorithm 1 and 2 can be ensured. If the increment of rate coverage is less than a predefined threshold ε, the iteration of Algorithm 1 will end and if there is no appropriate condition in algorithm 1, the iteration will not end. So, the output (β * , θ * ) is a locally optimal solution. 
end if. 8 :
CONVERGENCE = TRUE. 10: else χ = 2χ 11: end if. 12: until CONVERGENCE = TRUE.
VI. NUMERICAL RESULTS AND DISCUSSION
In this section, some Monte-Carlo simulation results are provided to corroborate the theoretical analysis. We assume the density of users is λ u = 10 −4 m −2 , the density of MBSs is λ 1 = 10 −6 m −2 and the maximal number of users which can be served by a BS at the same time is M = 100. The total system bandwidth is W = 1MHZ . For power model, we set P 0 1 = 130W , P 0 2 = 56W , p,1 = 4.7, p,2 = 2.6, P max 1 = 20W and P max 1 = 6.3W [5] . When all the constraints are considered and following the theoretical derivation of our paper, the optimal CRE bias and the optimal density of micro BSs can be obtained.
The optimal CRE bias has been shown in Fig. 3 as a function of the number of users ranging from 50 to 90 with different coverage threshold. It can be observed from the figure that the CRE bias is a monotone decreasing function of the number of users which is due to the fact that with the increase of users, mBS CRE bias must be reduced in order to keep the service capacity of mBS. The larger coverage threshold is, the smaller optimal CRE bias can be achieved. It is due to that users aren't access in the BSs which have the largest signal power in our model. In order to ensure the coverage, more users must be severed by MBS and the CRE bias should be reduced. In Fig. 4 , the optimal density of mBSs is shown as a function of the density of users with different coverage threshold η. As can be observed from the figure, the optimal density of mBSs is a linearly monotone increasing function of the number of users. When the number of users increases, more mBSs are switched on to make sure all users can be served. With the decrease of the mBSs, the interference of mBSs tier is reduced. The performance of the network is promoted. Therefore, the larger value of η is, the smaller optimal density of mBSs can be achieved. The simulation result matches the theoretical result well and it corroborates the accuracy of our theoretical analysis. The green line in the figure indicates the variation tendency of the optimal θ . We find that the values of β have a great influence on the rate coverage and there is an optimal combination θ opt , β opt which can maximize the rate coverage. 6 shows the performances of Algorithm 1 for different initial settings in two-tier HetNets. Three curves monotonically increase with respect to the iteration number and finally converge to the black dashed line which is on behalf of the upper bound of the rate coverage. The different initial settings of θ 0 have little effect on the convergence rate of algorithm 1.
In Fig. 7 , the optimal CRE bias has been shown as a function of the number of mBSs with different user request rates. With the increase of mBSs, users which served by mBS can have higher received rate. So, the optimal CRE bias is an increasing function of the number of mBSs. When users which have high request rate must access to MBS. Therefore, the larger request rate is, the smaller optimal CRE bias can be achieved. With the increase of mBS, mBSs have the closer distance to users and users which access to mBS can have stronger received signal. So, the larger request rate is, the bigger optimal CRE bias can be achieved. When the density of mBS is large enough, the optimal CRE bias will stay unchanged. Fig. 8 shows the optimal bandwidth allocation factor as the function of the number of mBSs with different user request rate. With the increase of mBSs, more users are served by mBSs. More bandwidths allocated to mBSs can improve the network rate coverage. Therefore, β opt is a decreasing function of the number of mBSs. In this paper, users have the same request rate. So, user request rate has little impact on β opt .
VII. CONCLUSIONS
In this paper, we investigated the impact of resource allocation and user association for user requirement in heterogeneous networks. In the low data requirement scenario, the closed-form expressions of the optimal density of mBSs and the optimal association bias were firstly derived which minimize the network energy consumption. The optimal association bias grows like O λ − α 2 u as a function of user density λ u and the optimal density of mBSs was a linearly monotone increasing function of the user density. In the high data requirement scenario, a rate coverage maximization problem which jointly determines the optimal bandwidth allocation and the optimal association bias was formulated. The relationship between bandwidth allocation and association bias was obtained and a Dynamic Gradient Iterative Algorithm was proposed to solve the maximization problem. Simulation results verified our theoretical analysis and confirmed the influence of user density and requirement to optimal resource allocation and optimal association. The conclusions in this paper can provide references for meet user requirements and save energy in the advanced 5G network. 
