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Abstract
We describe an accurate and scalable implementa-
tion for the computation of molecular nuclear mag-
netic resonance shieldings, J -couplings, and mag-
netizabilities within nonrelativistic semilocal density
functional theory, based on numeric atom-centered
orbital (NAO) basis sets. We compare the conver-
gence to the basis set limit for two established types
of NAO basis sets, called NAO-VCC-nZ and FHI-
aims-09, to several established Gaussian-type basis
sets. The basis set limit is reached faster for the NAO
basis sets than for standard correlation consistent
Gaussian-type basis sets (cc-pVnZ, aug-cc-pVnZ, cc-
pCVnZ, aug-cc-pCVnZ). For shieldings, the conver-
gence properties and accuracy of the NAO-VCC-nZ
basis sets are similar to Jensen’s polarization consis-
tent (pc) basis sets optimized for shieldings (pcS-n).
For J -couplings, we develop a new type of NAO ba-
sis set (NAO-J-n) by augmenting the NAO-VCC-nZ
basis sets with tight s-functions from Jensen’s pcJ-n
basis sets, which are optimized for J -couplings. We
find the convergence of the NAO-J-n to be similar to
the pcJ-n basis sets. Large scale applicability of the
implementation is demonstrated for shieldings and J -
couplings in a system of over 1,000 atoms.
1 Introduction
Nuclear magnetic resonance (NMR) spectroscopy is
one of the most widely used experimental tech-
niques for probing the structure and dynamics
of materials, reactions and morphology. It has
found widespread application in chemistry, medicine
and geophysics [1],[2],[3],[4],[5],[6],[7],[8],[9]. The
NMR chemical shifts and the indirect dipole-
dipole couplings (J -couplings) are highly sensitive
to the electronic structure and can serve as ac-
curate probes of the local chemical environment
[10],[11]. Due to the often empirical nature of in-
terpreting experimental NMR data, first-principles
calculations, particularly density functional theory
(DFT) ones, are widely used to help assign the
chemical shifts and J -couplings to specific nuclei
[12],[13],[14],[15],[16],[17],[18],[19],[20],[21]. Addition-
ally, first-principles derived NMR parameters may
serve as fundamental input to model Hamiltonian
descriptions [22],[23],[24] of the statistical mechan-
ics and time evolution of nuclear spin systems, as
probed, for instance, in magnetic resonance imaging
techniques.
One of the most important numerical factors influ-
encing the accuracy of calculated NMR parameters is
the quality of the quantum-mechanical basis set, es-
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pecially in the region near the nucleus. All-electron
implementations, which treat the potential in this re-
gion without a priori approximations, exist for sev-
eral widely used basis set types such as Gaussian type
orbitals (GTOs) [25],[26],[15],[27],[28], linearized aug-
mented plane waves (LAPW) [29], Slater-type or-
bitals (STOs) [30],[31], and wavelets [32]. Close to
all-electron accuracy has also been reported with pro-
jector augmented waves (PAW) [33],[20],[34] and ul-
trasoft pseudopotentials [35].
The purpose of the present work is to investigate
the use of numeric atom-centered orbitals (NAOs)
[36],[37],[38],[39],[40] as all-electron basis sets for
three magnetic response properties: NMR shielding
tensors (and chemical shifts), magnetizabilities, and
J -couplings. NAO basis functions can be expressed
in the form
φi(r) = Ylm(Ω)
ui(|r −Ri|)
|r −Ri| (1)
in terms of the spherical harmonics Ylm, where l and
m are the angular momentum quantum numbers, and
the radial functions ui(r), where i indexes different
atoms, radial functions, and angular momenta l. r is
the position vector, Ri is the origin of the basis func-
tion i, and Ω is the angular part of the position vector
referenced to Ri. The radial functions ui(r) are nu-
merically tabulated and evaluated as cubic splines;
therefore, their shape is fully flexible. Importantly,
the correct shape close to the nucleus can be cap-
tured with high accuracy for the density functional
employed in a specific simulation.
We compare the performance of NAO basis sets to
several Gaussian type basis sets that are well estab-
lished in the community. In particular, we test three
types of NAO basis sets, referred to as “FHI-aims-09”
[36], NAO-VCC-nZ [37], and NAO-J-n (introduced in
the present work), against a group of GTO basis sets:
cc-pVnZ [41], aug-cc-pVnZ [42], cc-pCVnZ and aug-
cc-pCVnZ [43], (aug-)pc-n [44], (aug-)pcS-n [45], and
(aug-)pcJ-n [46]. The main attributes of each basis
set are summarized in Table 1 and are described in
more detail in the following.
The FHI-aims-09 basis sets are general-purpose ba-
sis sets that were created for DFT-based total-energy
calculations, covering 102 chemical elements. For
each chemical element, they are grouped into tiers,
or levels, of basis functions, leading to a series of
basis sets of increasing accuracy. In order to con-
struct this basis set library, successive basis func-
tions were selected by minimizing the total energies of
non-spinpolarized symmetric dimers using hydrogen-
like, cation-like, or atom-like functions with a vari-
able confinement potential (see Ref. [36] for details).
Those functions that led to the largest decrease in
the total energies were added to the basis set. By
convention, each FHI-aims-09 basis set includes the
occupied core and valence functions of spherical free
atoms as the “minimal basis.” A “tier 1” basis set
retains this minimal basis and adds a set of addi-
tional basis functions. A “tier 2” basis set adds a
second “tier” of basis functions to the tier 1 basis
set, and so on. The FHI-aims-09 basis sets have
proven to be accurate basis sets for ground state all-
electron calculations [47]. Accuracy on the order of
a few meV/atom or better for the total energy was
demonstrated in reference to multiresolution wavelets
[48]. However, only the DFT total energy was con-
sidered in the construction of the FHI-aims-09 basis
sets. The response of the density to external per-
turbations was not specifically considered. Thus, it
is not a priori clear how well they will capture sec-
ond order properties such as the magnetic response
parameters.
The valence-correlation consistent NAO-VCC-nZ
[37] basis sets for elements H-Ar (1-18) were con-
structed with a similar strategy as Dunning’s [41]
GTO cc-pVnZ basis sets. They were designed to cap-
ture the density response of the valence electrons of
small molecules systematically and were shown to be
accurate for total energy calculations that contain ex-
plicit sums over unoccupied states (e.g., second-order
Møller-Plesset theory [49] or the random-phase ap-
proximation [50],[51]). Thus, they are expected to be
accurate for quantities such as the paramagnetic con-
tribution to a magnetic property, which also involves
sums over unoccupied states.
In this work, we introduce a new group of hybrid
basis sets, “NAO-J-n”, which are designed specifically
for J -couplings. They combine the NAO-VCC-nZ
with highly localized Gaussian s-type functions taken
from Jensen’s pcJ-n basis sets [46] (see below), which
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Table 1: Basis sets tested in this work. “Type” refers to either numeric atom centered orbitals (NAOs) or
Gaussian type orbitals (GTOs). To characterize the size of different basis sets, Nb is the number of basis
functions averaged over the basis size of isolated B, Si, C, P, N, S, O, and Al atoms (not all basis sets are
available for the other elements).Nb = (NB + NSi + NC + NP + NN + NS + NO + NAl)/8, where NX is
the basis size of element X. Nmb and N
M
b are the minimum and maximum Nb values for the given basis set
type.
Basis set Type Levels Nmb –N
M
b Target
FHI-aims-09 [36] NAO 1,2,3,4 21–86 General purpose DFT
NAO-VCC-nZ [37] NAO 2,3,4,5 23–100 General purpose with focus on sums over unoccupied
states for perturbation theory (RPA or MP2)
NAO-J-n NAO 2,3,4,5 27–105 J -couplings
cc-pVnZ [41] GTO D,T,Q,5,6 16–142 General purpose
aug-cc-pVnZ [42] GTO D,T,Q,5,6 25–191 General purpose and specifically electron affinities
cc-pCVnZ [43] GTO D,T,Q,5,6 23–253 General purpose with focus on core states
aug-cc-pCVnZ [43] GTO D,T,Q,5 32–199 General purpose with focus on core states
pc-n [44] GTO 0,1,2,3,4 11–107 General purpose
aug-pc-n [44] GTO 0,1,2,3,4 15–143 General purpose
pcS-n [45] GTO 0,1,2,3,4 11–122 Shieldings
aug-pcS-n [45] GTO 0,1,2,3,4 15–158 Shieldings
pcJ-n [46] GTO 0,1,2,3,4 15–130 J -couplings
aug-pcJ-n [46] GTO 0,1,2,3,4 19–177 J -couplings
were optimized for J -couplings.
For comparison and reference values, we consider
the following GTO basis sets. The cc-pVnZ basis sets
are general-purpose basis sets, first proposed by Dun-
ning [41], and designed by successively constructing
levels of basis functions by minimizing the total ener-
gies of isolated atoms relative to multiconfiguration
self-consistent-field calculations. The aug-cc-pVnZ
[42] basis sets add long ranged functions, so-called
augmentation functions, to the cc-pVnZ basis sets.
They were originally developed by targeting electron
affinities specifically, but are more generally expected
to increase the accuracy of calculations of weakly
bound and excited states. The cc-pCVnZ and aug-cc-
pCVnZ basis sets add additional Gaussian functions
to better capture the correlation effects of the core
electrons [43].
We also investigate another class of GTOs —
the general-purpose polarization consistent (pc-n and
aug-pc-n) basis sets developed by Jensen [44] and
their respective optimized versions for shieldings and
J-couplings. The pc-n basis sets were built by suc-
cessively adding polarization functions to a minimal
set, but used a different construction strategy than
the cc-pVnZ basis sets. Instead of focusing on min-
imizing the energy of isolated atoms, the pc-n basis
sets target the total Hartree-Fock energy of molecu-
lar systems. Building on top of the pc-n basis sets,
the pcS-n [45] and pcJ-n [46] basis sets were devel-
oped, which are optimized for NMR shieldings and
J -couplings, respectively. The pcS-n and pcJ-n basis
sets perform very well for their respective purposes
and members of these basis sets serve as the point of
reference in our work.
In this paper, we present an implementation of the
nonrelativistic formalism of NMR shieldings, magne-
tizability, and J -couplings, applicable to molecules
in semilocal DFT, in the NAO based all-electron
code FHI-aims [36],[50],[52],[53]. For magnetizabil-
ities, the NAOs show faster convergence than any of
the tested GTO basis sets. For shieldings, the NAOs
are on par with the pcS basis sets. For J -couplings,
3
the convergence of the new NAO-J-n basis sets is sim-
ilar to the pcJ-n basis sets. For larger molecules,
we also comment on the numerical stability of all in-
vestigated quantities related to ill-conditioning [54]
as the basis set size increases towards the basis set
limit. For the NAO basis sets and systems investi-
gated here, we do not observe stability issues, but
ill-conditioning appears to limit the accuracy reach-
able with the larger “augmented” GTO basis sets for
large systems.
Finally, we demonstrate the applicability of our im-
plementation for large scale systems by calculating
shieldings and J -couplings in a test system of 1,052
atoms. The test system is a DNA segment that was
used by the authors of Ref. [28] in a past validation
of an NMR implementation.
2 Implementation
2.1 Definitions
The NMR chemical shielding tensor is defined as the
proportionality between an external magnetic field B
and the induced magnetic field Bind at the position
of a nucleus:
←→σ A = −Bind(RA)/B, (2)
where ↔ is the tensor notation. The ratio of in-
duced and external fields is not necessarily linear in
the definition of σA, but all experimentally available
magnetic fields are sufficiently small that the relation
can be considered linear to very good accuracy. The
chemical shielding tensor can be identified with the
second derivative of the total energy with respect to
the applied magnetic field B and a nuclear magnetic
moment µA [55]:
←→σ A = ∂
2E
∂B∂µA
∣∣∣∣
B=0;µA=0
, (3)
where µA is placed at the position of the NMR active
nucleus. The energy expression in Eq. (3) does not
contain the classical Zeeman term [55].
In a typical NMR experiment, the measured quan-
tities are the Larmor frequencies of the compound of
interest, ν, and that of a reference compound, νref.
These define the chemical shift, which is equivalent
to the difference of chemical shieldings:
δA =
ν − νref
νref
' σref − σA. (4)
Thus, two separate calculations (one for the reference
and one for the compound of interest) are generally
required when comparing computational predictions
to experimentally obtained chemical shifts.
The magnetizability tensor is defined as the pro-
portionality between an external magnetic field and
the induced magnetic moment of the electronic sub-
system of a molecule:
←→
ξ = mind(B)/B. (5)
Like shieldings, it may be identified with a second
energy derivative:
←→
ξ = − ∂
2E
∂B2
∣∣∣∣
B=0
. (6)
For a closed shell molecule, it describes the lowest or-
der response of the electronic system to an external
field. A related macroscopic property, the magnetic
susceptibility←→χ M , is connected to the magnetizabil-
ity via the relation
←→χ M = µ0n˜←→ξ , (7)
where n˜ is the density of molecules (number of in-
duced magnetic dipoles per unit volume) and µ0 is the
vacuum permeability. Finite magnetic susceptibility
of the sample can distort the uniformity of the ex-
ternal magnetic field, which can affect the resolution
and peak positions of the NMR spectrum (in partic-
ular, it is partly responsible for the residual dipolar
couplings) [56].
The indirect spin-spin coupling tensor,
←→
J AB , de-
scribes the interaction between two nuclear spins, and
it is mediated by the surrounding electron cloud. In
other words,
←→
J AB is defined as the difference be-
tween the total spin-spin coupling tensor and the clas-
4
sical dipole-dipole tensor. It may be evaluated as
←→
J AB =
1
h
∂2E
∂IA∂IB
∣∣∣∣
IA=IB=0
=h
γA
2pi
γB
2pi
∂2E
∂µA∂µB
∣∣∣∣
µA=µB=0
,
(8)
where IX , γX , and µX are the spin, gyromagnetic
ratio, and the magnetic moment of nucleus X.
2.2 Gauge-including atomic orbital
shieldings and magnetizabilities
Our starting point for taking the energy derivatives
(3) and (6) is the total energy expression of nonrela-
tivistic Kohn-Sham DFT [57],[58]:
E[n(r)] =Ts[n(r)] +
∫
Vext(r)n(r) dr
+
1
2
∫
n(r)n(r′)
|r − r′| drdr
′
+ Exc[n(r)] + Enuc-nuc.
(9)
n(r) = n↑(r) + n↓(r) is the electron density, derived
from the Kohn-Sham effective single-particle orbitals
ψi,σ in both spin channels σ (σ = ↑ or ↓), and Ts[n(r)]
is the associated single-particle kinetic energy. Vext
is the electron-nucleus potential, Enuc-nuc is the in-
ternuclear repulsion, and Exc[n(r)] is the exchange-
correlation energy. The spin densities are
nσ(r) =
occ∑
i
|ψσ,i(r)|2. (10)
(Our current implementation assumes integer occu-
pation of the orbitals, i.e., fractional orbital occupa-
tions such as in metallic systems are not yet sup-
ported.) The associated single-particle Hamiltonian
to construct the orbitals and thus the density is
H0 =
1
2
p2 + Vext + VH + Vxc, (11)
where p = −i∇ is the momentum operator, VH is the
Hartree potential, and Vxc is the exchange-correlation
(xc) potential,
Vxc =
δ
δn
Exc[n(r)]. (12)
In semilocal DFT, the exchange-correlation energy
has the form
Exc[n] =
∫
n(r)xc[n](r) dr, (13)
where the exchange-correlation energy density
xc[n](r) is an explicit function of the density, its gra-
dients, and/or other local quantities derived from the
Kohn-Sham orbitals (and thus, effectively, a function
of r). Specifically, in the local (spin) density approx-
imation, L(S)DA,
xc[n](r) = 
LSDA
xc (n↑(r), n↓(r)). (14)
In a generalized gradient approximation (GGA),
xc[n](r) = 
GGA
xc (n↑, n↓, |∇n↑|, |∇n↓|). (15)
In practice, the magnetic perturbations are intro-
duced via Eq. (11) and the minimal coupling substi-
tution,
p→ p+A, (16)
where A is the magnetic vector potential. This yields
the full Hamiltonian
H = H0 + pA+
1
2
A2. (17)
In the presence of an external magnetic field and an
NMR active nucleus, the vector potential may be
taken to assume the form
A =
1
2
B × (r −R0) + α2µA × rA
r3A
, (18)
where r is the position vector, R0 is the gauge origin,
rA = r − RA is the position vector relative to the
nucleus A, and α is the fine structure constant.
The gauge origin is arbitrary and in principle
should not influence any observables. In practical
calculations, with a finite basis set, some magnetic
properties show a strong dependence on the gauge
origin and exhibit poor convergence unless a gauge-
invariant formalism is used. This trend arises from
the two terms making up the shielding tensor, the
paramagnetic and diamagnetic part, which converge
at different rates because the former contains a sum
over unoccupied states while the latter does not [59].
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The same logic holds for the magnetizability. We fol-
low the standard approach of gauge-including atomic
orbitals (GIAOs) [60], where each basis function φn
is equipped with a phase factor of the form
φGIAOn (r) = e
−iAnrφn(r) = e−
i
2 (Rn×r)Bφn(r),
(19)
where An = 12B × (r −Rn) is the vector potential
with the gauge origin shifted to the origin of the basis
function n, which is at Rn. GIAOs are approximate
solutions to a one-electron system that has been per-
turbed by an external field, which motivates their use
as basis functions in magnetic response calculations.
The matrix elements of the Kohn-Sham Hamiltonian
then become
〈φGIAOm |H|φGIAOn 〉
= 〈φm|e i2 (Rm×r)BHe− i2 (Rn×r)B|φn〉
= 〈φm|e i2 (Rmn×r)B
[
H0 + pAn +
1
2
A2n
]
|φn〉 ,
(20)
where Rmn = Rm −Rn and where A has been re-
placed by An, i.e., the dependence on the gauge ori-
gin has been eliminated.
With GIAOs and rewriting Eq. (9) in terms of the
eigenvalues of H, 〈ψGIAOm |H|ψGIAOm 〉, the total energy
in (3) and (6) is
E =
occ∑
m
〈ψGIAOm |H|ψGIAOm 〉
− 1
2
∫
nGIAO(r)nGIAO(r′)
|r − r′| drdr
′
−
∫
nGIAO(r)vxc(n
GIAO(r))dr
+ Exc[n
GIAO] + Enuc-nuc,
(21)
where
nGIAO(r) =
occ∑
n
|ψGIAOn (r)|2 (22)
is the total density,
ψGIAOn (r) =
∑
i
Cinφ
GIAO
i (r) (23)
are the molecular orbitals and C the molecular or-
bital coefficients.
If the basis functions were independent of the per-
turbation, taking the total energy derivatives would
be fairly straightforward. With GIAOs, however,
we must use the general equation for mixed second
derivatives of the total energy [61]. Using the nota-
tion
fM ≡ ∂f
∂M
; fMN ≡ ∂
2f
∂M∂N
(24)
for first and second derivatives, the second energy
derivative is
EMN =
occ∑
m
∑
ij
CimH
MN
ij Cjm
+
occ∑
m
∑
ij
2ReCNim
(
HMij − SMij m
)
Cjm
−
occ∑
m
∑
ij
CimS
MN
ij Cjmm
−
occ∑
mn
∑
ij
CimS
M
ij CjmNmn.
(25)
C are the unperturbed molecular orbital coefficients,
ψn(r) =
∑
i
Cinφi(r), (26)
and CN are the first-order orbital coefficients,
ψNn (r) =
∑
i
CNinφi(r). (27)
ψNn are the first-order orbitals, HMij and HMNij are
the first and second derivatives of the Hamiltonian
matrix elements, SMij and SMNij are the first and sec-
ond derivatives of the overlap matrix elements, m
are the unperturbed eigenvalues, and
Mmn = 〈ψm|HM |ψn〉 − m + n
2
〈ψm|SM |ψn〉 .
(28)
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In the case of GIAOs, derivatives of the overlap ma-
trix elements are
SBij =
i
2
〈φi|Rij × r|φj〉 ,
SBBij =−
1
4
〈φi|(Rij × r)(Rij × r)T |φj〉 .
(29)
The first-order orbital coefficients are obtained
from density functional perturbation theory (DFPT)
[30],[62], where the basic ansatz is that quantities
such as the electron density may be written as a per-
turbation series in terms of a perturbation λ:
n = n(0) + λn(1) + λ2n(2) + . . . (30)
We define the perturbed molecular coefficients CM
as
CMin =
∑
k
CikUkn (31)
in terms of the unperturbed coefficients C and the
U -matrices, where
Umn = −1
2
∑
ij
CimS
M
ij Cjn (32)
if mn is an occupied-occupied or unoccupied-
unoccupied pair, and
Umn =
∑
ij
CimH
M
ij Cjn − CimSMij Cjnn
n − m (33)
otherwise.
In the case of shieldings, the perturbationsM and
N are taken to be the nuclear magnetic moment µA
and the magnetic fieldB. Because the basis functions
do not explicitly depend on the magnetic moment,
SµA = SBµA = 0, the perturbed overlap matrices
vanish in Eq. (25). In the case of magnetizability,
both M and N correspond to the B perturbation
and nothing vanishes in Eq. (25).
Using Eq. (20) for the Hamiltonian matrix ele-
ments, with the vector potential given by Eq. (18),
we can take the derivatives necessary for evaluating
the second total energy derivative, Eq. (25):
HBmn =
i
2
〈φm | (Rmn × r)H0 − rn ×∇ |φn〉
+ 〈φm|V BGGA|φn〉 ,
HBµAmn =
α2
2
〈
φm
∣∣∣∣ (Rmn × r)(rA ×∇)Tr3A
∣∣∣∣φn〉
+
α2
2
〈
φm
∣∣∣∣ rArn − rArTnr3A
∣∣∣∣φn〉 ,
HµAmn =− iα2
〈
φm
∣∣∣∣ rA ×∇r3A
∣∣∣∣φn〉 ,
HBBmn =
1
4
〈
φm
∣∣ 2(Rmn × r)(rn ×∇)T ∣∣φn〉
+
1
4
〈
φm
∣∣ r2n − rnrTn ∣∣φn〉
− 1
4
〈
φm
∣∣ (Rmn × r)(Rmn × r)THLDA ∣∣φn〉
+
〈
φm
∣∣V BBGGA ∣∣φn〉 .
(34)
In Eq. (25), terms containing second-order opera-
tors such as HBµA or HBB are usually called the
diamagnetic contribution of the magnetic property.
These require computing expectation values between
the unperturbed orbitals. The rest is called the para-
magnetic contribution, which requires computing ex-
pectation values between unperturbed and perturbed
orbitals. The paramagnetic and diamagnetic contri-
butions are sometimes defined differently by various
authors [26],[30],[31]. This distinction has no physical
consequences as long as their sum is invariant. The
matrix elements as shown in Eqs. (34) are grouped
simply to make the computation as efficient as possi-
ble.
With a GGA functional, the first B derivative of
7
the gradient part of the xc-functional is [14]
〈φm|V BGGA,α|φn〉 =
i
2
∫
dr∇(φmφn)
× (Rmn × r)
(
2
∂Exc
∂γαα
∇nα + ∂Exc
∂γαβ
∇nβ
)
+
i
2
∫
dr φmφn
×
[
2
∂Exc
∂γαα
(Rmn ×∇nα) + ∂Exc
∂γαβ
(Rmn ×∇nβ)
]
.
(35)
The second B derivative is
〈φm|V BBGGA,α|φn〉 = −
1
2
∫
dr φmφn
×Rmn ×
(
2
∂Exc
∂γαα
∇nα + ∂Exc
∂γαβ
∇nβ
)
(Rmn × r)T
− 1
4
∫
dr∇(φmφn)
×(Rmn×r)(Rmn×r)T
(
2
∂Exc
∂γαα
∇nα + ∂Exc
∂γαβ
∇nβ
)
(36)
for spin channel α (for spin population ↑ or ↓). In
the LDA, the V BGGA and V
BB
GGA terms vanish.
With a hybrid density functional, i.e. if a por-
tion of exact exchange were included in the exchange-
correlation energy, the GIAO formalism would lead
to additional terms [25]. This would require further
modifications to the resolution of identity technique
that is used to evaluate the 4-center integrals in FHI-
aims [50],[53]. The complication is that with GIAOs,
the 4-center integrals would have a contribution from
the position vector in the integrand. In this study,
Hartree-Fock and hybrid functionals are therefore not
considered.
In contrast to J -couplings (see below), which in-
volve real-valued perturbations, the perturbations
considered for shieldings and magnetizabilities are
purely imaginary. For imaginary perturbations there
is no first-order density and no first-order response
from the Hartree or exchange-correlation potentials
that would otherwise need to be computed self-
consistently [27]. Because the perturbations are
imaginary, there is also no first-order density and
first-order Hartree potential even for open-shell sys-
tems. Thus, our implementation of shieldings and
magnetizabilities covers both closed and open-shell
systems.
2.3 J -couplings
J -couplings are derived within the same formalism
as above by taking the M and N perturbations as
magnetic moments µA and µB . The vector potential
now only includes contributions from the two mag-
netic moments:
A = α2
(
µA × rA
r3A
+
µB × rB
r3B
)
. (37)
Because the GIAOs need not be used for J -couplings,
all first and higher order derivatives of the overlap
matrix vanish. It is then straightforward to take the
first and second derivatives that enter Eq. (25) [27]:
HFCµAmn =
8piα2
3
φm(RA)Sˆφn(RA), (38)
HPSOµAmn =− iα2
〈
φm
∣∣∣∣ rA ×∇r3A
∣∣∣∣φn〉 , (39)
HSDµAmn =α
2
〈
φm
∣∣∣∣∣ 3(SˆrA)rAr5A − Sˆr3A
∣∣∣∣∣φn
〉
, (40)
HµA,µBmn =α
4
〈
φm
∣∣∣∣ rArB − rBrTAr3Ar3B
∣∣∣∣φn〉 , (41)
where Sˆ is the spin operator. The four terms that
make up J -couplings are the following. The Fermi
contact (FC) term, which is evaluated at a single
point at the nucleus of interest, generally makes up
the bulk of the J -coupling. The other terms, which
represent less localized coupling mechanisms, are the
paramagnetic spin-orbit (PSO), which usually comes
after FC in terms of magnitude, and the spin-dipole
(SD) and diamagnetic spin-orbit terms. The SD
term, in particular, is computationally most demand-
ing because of the scalar product SˆrA. It is often very
small, but can be considerable in some systems. Be-
cause it is difficult to say a priori in which systems
it plays a role [27], it can never be simply omitted.
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In contrast to the imaginary operators used in the
calculation of ←→σ A and ←→ξ , the FC and the SD oper-
ators represent real-valued perturbations, which give
rise to a nonzero first-order electron density. This
produces a first-order response of the xc-potential,
which itself is a functional of the first-order density
nµA(r) =
occ∑
m
∑
ij
φi(r)
[
CimC
µA∗
jm + C
µA
im Cjm
]
φj(r).
(42)
The U matrix, defined by Eq. (31), is now given by
Umn =
∑
ij
CimH
µA
ij Cjn + CimV
µA
xc;ij [n
µA ]Cjn
n − m , (43)
where the first-order xc-potential V µAxc;ij depends on
the first-order density. The xc-kernel matrix elements
needed for V µAxc;ij are computed using procedures from
the LibXC library [63] and the full expressions are
shown in the Appendix. Thus, the DFPT cycle,
which consists of Eqs. (31), (43), and (42), must now
be performed self-consistently.
In case of an open-shell system, Eq. (43) contains
an additional term from the first-order Hartree po-
tential,
Umn → Umn +
∑
ij
CimV
µA
H;ij [n
µA ]Cjn
n − m ,
V µAH;ij [n
µA ] =
∫
nµA(r′)φi(r)φj(r)
r − r′ dr,
(44)
which is also included in our implementation.
2.4 Numeric atom-centered orbitals
A detailed overview of numeric atom-centered or-
bitals, as implemented in FHI-aims, is available in
Ref. [36]. The magnetic response properties can be
implemented into that framework without major ob-
stacles.
All integration routines are based on the partition-
ing of unity [38],[64]. Each integral is divided into
atom-centered pieces according to∫
φm(r)Oˆφn(r) dr
=
∑
A
∫
pA(r)φm(r)Oˆφn(r) dr, (45)
where Oˆ is a general operator and the sum is over
the atom-centered partition functions pA(r), defined
such that
∑
pA(r) = 1 at all grid points. The parti-
tion functions determine the weights of grid points
in the single-atom integrands, which are all inte-
grated on their own atom-centered grids. The grid
points are distributed on spherical shells around each
nucleus at certain radii r(s) (in the simplest case,
s = 1, . . . , Nr). The radial grids r(s) are determined
by three parameters. Two parameters define a basic
radial grid, given by the radius of the outermost shell,
router, and the number of points, Nr [65]:
r(s) = router
log{1− [s/(Nr + 1)]2}
log{1− [Nr/(Nr + 1)]2} . (46)
The density of this basic grid can be increased
by a third parameter (radial_multiplier), plac-
ing additional points at integer fractions of the
original grid, e.g., at s = 1/2, . . . , Nr + 1/2 for
radial_multiplier=2, and similar for other inte-
ger values (see appendix of Ref. [37] for an illustra-
tion). The angular distribution of the grid points
distributed on each radial shell is determined by a
modified Lebedev algorithm [66]. The number of an-
gular grid points per shell increases with increasing
radius r(s).
Furthermore, with confining potential techniques
[39],[67],[68],[69],[70],[71],[72],[73], the radial func-
tions can be chosen to be strictly localized within
a given cutoff radius [36], which allows the otherwise
most expensive parts of the calculations — integrals,
charge density updates, and, for hybrid density func-
tionals, the exchange operator — to scale linearly
with system size (O(N) scaling). This is relevant
for NMR, which often deals with large-scale systems
such as biomolecules [23]. In FHI-aims, this confine-
ment radius is a configurable parameter. By default,
the extent of a radial function is limited to 5 Å (6 Å)
for “light” (“tight”) settings for most elements.
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With NAOs, it is natural to parallelize the integra-
tions over grid points. In FHI-aims, efficient paral-
lelization is achieved by dividing the global grid into
localized subsets (“batches”) of grid points
hmn =
Nbatches∑
batch
hbatchmn ,
hbatchmn =
∑
r in batch
w(r)φm(r)hˆφn(r),
(47)
as detailed in Ref. [52]. w(r) are the integration
weights, which include both radial and angular inte-
gration weights and the partition functions [36]. Gen-
erally, each batch contains a few hundred grid points.
Because all basis functions can be constructed so that
they go to zero beyond a cutoff radius, only a certain
number of nonzero functions needs to be considered
within each batch. As the system size is increased,
the number of basis functions relevant to each batch
reaches a plateau. This leads to O(N) scaling of all
integrations for sufficiently extended systems, where
N is some measure of the system size such as the
number of atoms.
Within each batch, the matrix elements hbatchmn are
evaluated by first applying the given operator to a
basis function on each grid point, hˆφn(r), and then
multiplying with φm(r) using a BLAS (basic linear
algebra subroutines) level 3 routine for allmn. BLAS
level 3 are matrix-matrix multiplication type opera-
tions and thus very efficient. A complication arises
with the GIAO integrals due to the Rmn factors,
which make the operators hˆbatch [HˆM and HˆMN
in Eq.(25)] dependent on both sides of the expec-
tation value. Efficient matrix-matrix multiplications
can still be performed if the Rmn factors are taken
out of the integrals and later multiplied with the re-
sult elementwise. For integrals such as the first-order
overlap matrix,
SBmn =
i
2
Rmn × 〈φm|r|φn〉 , (48)
the working memory usage for the matrix elements
is increased by approximately three times compared
to the case where GIAOs are not used due to the re-
quirement of keeping all directions of the position op-
erator in memory. Integrals such as the second-order
overlap matrix, which contain two cross products of
Rmn, may be rewritten as
SBBmn =
1
4
Rmn × 〈φm|rrT |φn〉 ×Rmn, (49)
and require approximately 9 times as much memory,
because all components of the rrT tensor must be
available before taking the cross products. This is
seen by explicitly writing out, e.g., the diagonal com-
ponents of a tensor
←→
X = R×←→H ×R:
X11 =R2(H32R3 −H33R2)−R3(H22R3 −H23R2),
X22 =R3(H13R1 −H11R3)−R1(H33R1 −H31R3),
X33 =R1(H21R2 −H22R1)−R2(H11R2 −H12R1).
(50)
Other than a larger prefactor, memory usage still
scales as O(N) with system size and can easily be
controlled with the number of compute tasks on suf-
ficiently large parallel machines.
3 Results and discussion
3.1 Test cases and numerical choices
In section 3, we present basis set convergence studies
for the different NMR parameters — chemical shield-
ings (and shifts), magnetizabilities, and J -couplings.
We compare the isotropic value or trace of all ten-
sorial quantities. All calculations were performed in
the PBE parameterization of exchange and correla-
tion. We consider the FHI-aims-09, NAO-VCC-nZ,
NAO-J-n, and the GTO-based (aug-)cc-pVnZ, (aug-
)cc-pCVnZ, (aug-)pc-n, (aug-)pcS-n, and pcJ-n basis
sets. Since GTOs are special cases of the generic form
of Eq. (1), they are readily available in FHI-aims and
can be compared to the NAOs using the exact same
numerical framework.
For the basis set convergence study, we use a test
set of 25 molecules, shown in Fig. 1. The test set
of molecules covers a wide range of different chemi-
cal bonding types and contains most elements of H
through Cl in the periodic table. Before calculating
the NMR parameters, all geometries were optimized
using the PBE functional [74] with a van der Waals
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H2O Li2O HFCO H2C2O Al(OH)3
BeF2 MgCl2 MgF2 BCl3 SiF4
NaCH3 LiCH3 Be(CH3)2 NH3 C6H6
H2SO4 SO2−4 B2H6 CH3NO2 Al2Cl6
H3PO4 PClF2 CF4 CFCl3 TMS
Figure 1: Test set of molecules for the magnetic re-
sponse calculations. The coloring scheme is as fol-
lows: H: white, C: grey, N: blue, O: red, F: dark
green, Li/Be/Na/Mg: purple, B: pink, Al: light
brown, Si: tan, P: orange, S: yellow, Cl: bright
green. Molecules that were used only for shield-
ings and magnetizabilities but not for J -couplings
are Be(CH3)2, BeF2, Li2O, LiCH3, MgCl2, MgF2,
and NaCH3. TMS stands for tetramethylsilane. Ge-
ometries used for all calculations are found in the
Supporting Information.
Figure 2: PTC molecule. Shown are sites for which
the chemical shieldings were calculated.
correction [75] and the FHI-aims-09 tier 2 basis sets.
We calculated an overall number of 57 shieldings, 46
J -couplings, and 24 magnetizabilities for different el-
ements (see SI, Figs. S1–S93 and Tables S1–S75, for
details about geometries and convergence studies for
the magnetic properties). The implementation was
also tested for open-shell systems. Exemplary results
for shieldings and J-couplings of NO2 can be found in
the Supporting Information (Figs. S113 and S114).
In addition to the set of small molecules, we
test the applicability of our implementation to three
larger systems:
First, the 4-(2-Phenylethynyl)pyridine (PEP)
molecule, shown as an inset in the relevant Figure,
Fig. 6.
Second, the transition metal complex
[IrH2(IMes)(PEP)3]+ (IMes = 1,3-bis(2,4,6-
trimethylphenyl)imidazole-2-ylidene), shown in
Fig. 2, with sites for which shieldings are calculated
marked in red. This molecule is one example of a
polarization transfer catalyst (PTC) species in para-
hydrogen based hyperpolarization [76] and is thus
of practical importance [77],[78]. The compound
contains 119 atoms, including one heavy element
(Ir) necessitating use of the scalar-relativistic atomic
ZORA approximation as defined in Eqs. (55) and
(56) of Ref. [36]. The resulting relativistic density
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Figure 3: Geometry of the DNA segment. The shield-
ing constant was calculated for atom 35 (C). The J -
coupling constant was calculated between atoms 29
and 35 (H and C).
and orbitals were used for the calculation of the
magnetizability and chemical shieldings in the
nonrelativistic formalism (we only consider chemical
shieldings related to the light elements in the PTC,
not involving the Ir atom directly).
Third, the largest molecule in our study is a DNA
segment consisting of 16 base pairs with a total of
1052 atoms (Fig. 3). The geometry is the same as
that used by C. Ochsenfeld’s group in Ref. [28].
For the calculation of shieldings, magnetizabilities
and J -couplings we first evaluated the grid settings
required to obtain high-accuracy numerical results.
To that end, we uniformly increased the number of
radial grid shells using the radial_multiplier pa-
rameter as described in Sec. 2.4. In principle, it would
be possible to devise a more efficient radial grid that
only increases the density of grid shells near the nu-
cleus, but we did not pursue that approach in this
work.
For shieldings and magnetizabilities calculated
using the FHI-aims-09 and NAO-VCC-nZ basis
sets, we generally find the default “tight” set-
tings for integration grids established in Ref. [36],
radial_multiplier=2, to be sufficient. An ex-
ception is the NAO-VCC-5Z basis set of sul-
fur in the calculation of shieldings, for which
radial_multiplier=3 was used. The integration
of tight primitive GTOs near the nucleus requires
denser grids than the default grids that integrate
NAOs with high accuracy [37]. For the correlation
consistent GTO basis sets, we used radial integra-
tion grids with radial_multiplier=6. Finally, for
J -couplings calculated using the NAO-J-n and pcJ-
n basis sets, we employed radial_multiplier=8.
This is due to the inclusion of tight Gaussian s func-
tions in the basis sets designed for J-couplings.
To facilitate a comparison of different basis sets
over a set of test of compounds it is convenient to
introduce the mean average error (MAE) of the cal-
culated property X (X = magnetizability, chemical
shielding/shift, J -coupling) defined as
MAER(B) =
N∑
i
|Xi(B)−Xi(R)|
N
, (51)
where Xi(B) is the value of the property correspond-
ing to a single calculation (e.g., shielding constant of
a specific atom) obtained with basis set B, Xi(R) is
the reference value obtained with basis set R, and N
is the total number of calculations for that property
(for most molecules, more than one shielding or J-
coupling are calculated and included in the averages).
The MAE describes the absolute mean deviation from
reference values and thus represents a hard estimate
of the basis set error. Relative errors, such as the
relative position of two peaks in an NMR spectrum,
could be less than what is suggested by the MAE.
In the figures given below, the MAE is plotted
as a function of the basis set size. For individual
molecules, the “basis set size” is a well defined quan-
tity for each investigated basis set. However, when
averages are taken over multiple molecules in a test
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set, the “basis set size” depends on each molecule and
is no longer a uniquely defined metric. We therefore
resort to the following quantity to represent the “aver-
age basis set size” (average number of basis functions
per molecule in a test set, Nave) for data that are
averaged over groups of molecules:
Nave =
Nmolecules∑
i
N i/Nmolecules, (52)
where N i is the number of basis functions for
molecule i and the sum is over all molecules in the
test set.
3.2 Chemical shieldings and shifts
In Fig. 4, we investigate the convergence of calculated
chemical shieldings for the broader set of compounds
introduced in Fig. 1 as a function of basis set size
and basis set type. The MAE of NMR shieldings is
shown for different NAO and GTO basis sets, using
the uncontracted aug-pcS-4 (u-aug-pcS-4) basis [45]
as reference.
In the small averaged basis set size region (up to
about 200 basis functions per molecule on average),
the general-purpose FHI-aims-09 and NAO-VCC-nZ
show similar performance as the aug-pcS-n basis sets,
which were optimized for shieldings. The GTO cor-
relation consistent basis sets show a larger deviation
from the reference basis sets. As the basis set size
approaches the converged limit, the (aug-)cc-pVnZ
and (aug-)cc-pCVnZ basis sets exhibit slower con-
vergence with basis set size than the NAO-VCC-nZ
or FHI-aims-09 basis sets, which remain close to the
(aug)-pcS-n basis sets to below 1 ppm accuracy. For
even smaller deviations, the exact MAE may reflect
some bias towards the aug-pcS-n basis sets, because
the uncontracted aug-pcS-4 basis set from the same
series serves as reference.
It is also evident that the FHI-aims-09 basis sets
at the tier 3 level show a deviation from smooth con-
vergence, while tier 2 and tier 4 on their own would
otherwise show a consistent trend. This behavior re-
flects fluctuations in a number of the test systems at
the tier 3 level, e.g., H2O (Fig. S3) and NH3 (Fig.
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Figure 4: Mean average errors of DFT-PBE calcu-
lated shieldings for the test set of molecules shown in
Fig. 1, using the u-aug-pcS-4 basis set as a reference.
The levels shown for each basis set are the same as
in Table 1.
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S62). In these cases, it is possible to trace the fluc-
tuation to the shape of specific basis functions in the
tier 3 basis sets of O and N. Evidently, the response of
the electronic system to the external perturbation is
not adequately captured when these basis functions
are included on their own, an issue that is alleviated
by further enlarging the basis set at the tier 4 level.
Overall, Fig. 4 implies that the NAO-VCC-nZ ba-
sis sets are better suited for systematic convergence
studies of shieldings, which is consistent with their
initial construction targeting unoccupied-state sums
in perturbation theory (Table 1 and Ref. [37]).
In Figure 5, we next inspect the basis set con-
vergence of chemical shifts for the same systems, a
key quantity of interest in liquid state NMR meth-
ods. The chemical shift scale [see Eq. (4)] is de-
fined by taking the shielding constant of a nucleus
relative to a reference compound, which defines the
“zero-ppm” shift for that nucleus. As reference com-
pounds we use tetramethylsilane (TMS) (for 13C, 1H,
and 29Si), CH3NO2 (15N), SO2−4 (
33S), H3PO4 (31P),
H2O (17O) and CFCl3 (19F). The MAE of the chem-
ical shifts are therefore affected by the respective er-
rors of calculated shieldings for the reference com-
pounds and for the test set. Chemical shieldings also
depend on the solvent, but for the present purpose,
solvent effects were neglected and the chemical shifts
are calculated for rigid molecules in isolation.
As for the shieldings, we find that the NAO-VCC-
nZ basis sets again exhibit good convergence behav-
ior. Both the MAE of chemical shieldings and shifts
have the same magnitude for a given basis set qual-
ity, indicating that these basis sets yield good stabil-
ity and reliability. To obtain 1 ppm accuracy for the
chemical shifts, the largest NAO basis sets are needed
(NAO-VCC-nZ with n = 4 and n = 5, or FHI-aims-
09 tier 4), which is a considerable expense. The more
affordable FHI-aims-09 tier 2 and NAO-VCC-3Z ba-
sis sets yield approximately 3 ppm and 2 ppm, respec-
tively. As in Fig. 4, the tier 3 level of the FHI-aims-09
basis sets does not follow the same systematic trend
as the other basis sets in this series. In fact, the
choice of reference compounds (particularly the H2O
molecule) affects the behavior of tier 3. Finally, the
GTO correlation consistent basis sets converge most
slowly. Once again, for results very close to the ba-
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Figure 5: Mean average errors of chemical shifts (de-
viations from the values obtained with the u-aug-pcS-
4 basis sets) for the test set of molecules shown in
Fig. 1. Calculations were performed with the PBE
functional. The levels shown for each basis set are
the same as in Table 1.
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Figure 6: Convergence of the carbon shielding con-
stant in PEP using the PBE functional. The levels
shown for each basis set are the same as in Table 1.
The aug-pcS-n’ designation indicates the aug-pcS-n
basis sets, but after removal of any eigenvectors of the
system overlap matrix with eigenvalues below 10−5
from the basis set.
sis set limit, the MAE could be biased towards the
(aug)-pcS basis set series, since the selected reference
is the largest uncontracted version of the same basis
sets.
3.3 Influence of system size on basis
set convergence for shieldings
Next, we investigate the influence of system size on
basis set convergence for shieldings. We first com-
pare the chemical shielding of the acetylene C atom
(Fig. 6) in the PEP molecule, where the basis set size
for the PEP molecule is an order of magnitude larger
than for molecules in the test set of Fig. 1. In Fig. 6,
the correlation consistent basis sets were not consid-
ered since they were already shown to be less accurate
compared to the other basis sets for a similar basis set
size in Fig. 4. The FHI-aims-09 basis sets converge
rapidly, reaching the same value obtained with the
other basis sets at the tier 2 level. The NAO-VCC-
nZ basis sets show very good accuracy (0.5 ppm) for
n = 2 and remain essentially at the converged value
for n = 3, 4, 5.
One observation of note is that the aug-pcS-n basis
set shows a minor deviation from the common con-
verged value for the shielding constant at the highest
n. Specifically, for the aug-pcS-4 basis set (Fig. 6,
filled square on the far right) the obtained value
slightly overshoots the consensus value of the other
basis sets. As we show next, this overshooting is likely
a consequence of basis set ill-conditioning [79], that
is, a mutual interdependence of basis functions, where
upon increase in system and basis set size the basis
functions may become almost linearly dependent on
each other. This near-linear dependence is reflected
by very small eigenvalues of the system overlap ma-
trix S and will eventually lead to numerical inaccu-
racies due to the truncation errors imposed by the
fixed numerical precision (here, double precision) of
current computers.
In Table 2, we inspect the eigenvalues of the PEP
overlap matrix for four different basis set types. We
see that the smallest eigenvalues in the aug-pcS-n ba-
sis sets are significantly smaller than those of the FHI-
aims-09, NAO-VCC-nZ, or pcS-n basis sets. This is
largely due to the presence of extended, diffuse aug-
mentation functions in the aug-pcS basis sets [28]. If
no eigenfunctions and eigenvalues are discarded this
leads to numerical inaccuracies that are enough to
influence the value of the shielding constant, as ex-
emplified by aug-pcS-4 in Fig. 6. The problem can be
partially mitigated by discarding eigenvectors of the
overlap matrix that correspond to eigenvalues smaller
than a certain threshold. For a threshold of 10−5,
the result is shown as aug-pcS-n’ in Fig. 6, indicat-
ing somewhat better numerical stability. However,
as system sizes grow larger, discarding overlap ma-
trix eigenvectors from the basis in this fashion intro-
duces inaccuracies of its own, thus ultimately limiting
the numerical precision that can be reached in a cal-
culation [80],[81]. We note that no such threshold
was applied to any molecule in the test set of small
molecules.
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Table 2: Lowest eigenvalues in the overlap matrix
for different basis sets. Nbasis is the number of basis
functions for the basis set in the PEP molecule and L
is the level of the basis set. minλS is the respective
minimum value in the overlap matrix.
L Nbasis minλS L Nbasis minλS
FHI-aims-09 NAO-VCC-nZ
1 241 1.1× 10−3 2Z 320 1.7× 10−4
2 681 7.0× 10−5 3Z 625 1.5× 10−5
3 1049 7.5× 10−6 4Z 1119 2.6× 10−6
4 1399 7.5× 10−7 5Z 1848 4.4× 10−7
pcS-n aug-pcS-n
0 144 6.0× 10−3 0 209 6.8× 10−6
1 283 4.3× 10−4 1 445 8.0× 10−7
2 588 7.7× 10−5 2 893 1.2× 10−9
3 1328 1.8× 10−6 3 1822 5.6× 10−11
4 2219 6.9× 10−9 4 2948 1.9× 10−12
In Fig. 7, we next present results for a yet
larger system, the PTC molecule. In PTC, the
ill-conditioning problem is significantly more severe
than in the PEP molecule, as demonstrated by the
overlap matrix elements in Table 3. Inclusion of aug-
mentation functions leads to extremely small eigen-
values in the overlap matrix. In some cases the dif-
ference between augmented and non-augmented ver-
sions is several orders of magnitude. As a result, the
calculations become inaccurate upon basis set size in-
crease and we were unable to compute the shieldings
for some of the augmented GTO basis sets. Conse-
quently, the shieldings shown in Fig. 7 were obtained
with GTO basis sets that were reduced by discarding
any eigenfunctions of the overlap matrix that corre-
sponded to eigenvalues smaller than 10−5 in the over-
lap matrix. That threshold was applied to the cc-
pCVnZ, aug-cc-pCVnZ, pcS-n, and aug-pcS-n, but
not the FHI-aims-09 and NAO-VCC-nZ basis sets.
We see that even with the basis reduction technique,
in the present implementation some of the augmented
GTO basis sets did not yield results that are fully nu-
merically stable due to severe ill-conditioning. Using
the full basis sets (not shown) either had no effect or
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Figure 7: Convergence of the chemical shieldings of
the PTC molecule (Fig. 2). Calculations were per-
formed using the PBE functional. The levels shown
for each basis set are the same as in Table 1 with
the following exceptions: cc-pCVnZ: D–5, aug-cc-
pCVnZ: D–Q, aug-pcS-n: 0–3. The augmented basis
sets only employed eigenvectors of the system overlap
matrix with eigenvalues greater than 10−5.
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Table 3: Lowest eigenvalues of the overlap matrix
for the PTC molecule. Nbasis is the number of basis
functions for the basis set in the PTC molecule and
L is the level of the basis set. minλS is the respective
minimum value in the overlap matrix.
L Nbasis minλS L Nbasis minλS
FHI-aims-09 NAO-VCC-nZ
1 1240 6.4× 10−4 2 1618 1.6× 10−4
2 3395 7.3× 10−5 3 3135 1.5× 10−5
3 5283 4.7× 10−6 4 5608 2.0× 10−6
4 6908 6.3× 10−7 5 9273 2.7× 10−7
pcS-n aug-pcS-n
0 756 4.6× 10−3 0 1069 1.0× 10−6
1 1435 2.4× 10−4 1 2232 3.5× 10−8
2 2952 2.2× 10−5 2 4469 3.5× 10−10
3 6612 3.7× 10−7 3 9085 2.1× 10−13
4 11074 1.2× 10−9 4 14739 1.4× 10−14
cc-pCVnZ aug-cc-pCVnZ
D 1500 5.2× 10−5 D 2297 1.7× 10−7
T 3602 9.3× 10−6 T 5119 1.6× 10−8
Q 7115 1.3× 10−6 Q 9588 1.3× 10−9
5 12405 1.1× 10−7 5 16070 7.8× 10−11
6 19838 3.3× 10−8
increased the numerical problems for the cc-pCVnZ,
aug-cc-pCVnZ, pcS-n, and aug-pcS-n basis sets.
Overall, the NAO (FHI-aims-09 tiers 1,2,4 and
NAO-VCC-nZ) basis sets show similar convergence
behavior as the polarization consistent basis sets for
small molecules for the calculation of chemical shield-
ings and shifts. The correlation consistent basis sets
lead to the slowest convergence in most cases. For
larger systems, the NAO basis sets are numerically
more stable than the GTO basis sets, especially with
augmentation functions, in that they suffer less from
basis set ill-conditioning.
3.4 Magnetizabilities
The reference values for estimating the magnetizabil-
ity errors were determined using the aug-pc-4 basis
sets [44]. Uncontraction of the basis sets does not lead
to any noticeable improvement. This is expected be-
cause the extra flexibility in the core region should
not benefit the magnetization across the molecule
as much as the chemical shieldings. It is seen from
the MAE of magnetizability (Fig. 8) that the FHI-
aims-09 basis sets converge the fastest, followed by
the NAO-VCC-nZ, aug-pc-n, and aug-cc-pVnZ basis
sets. The MAEs could again be biased towards the
larger (aug)-pc-n basis sets due to the chosen refer-
ence.
Regarding the medium-scale PTC molecule, we en-
countered similar issues as for the chemical shield-
ings. Due to ill-conditioning problems, we were un-
able to obtain converged results with the aug-cc-
pVnZ or the aug-pc-n basis sets. Even the pc-n ba-
sis sets do not appear to converge to the exact same
magnetizability as the NAO basis sets, as is demon-
strated in Fig. 9. The magnetizabilities were obtained
with the full pc-n basis sets. Reducing the basis set
size as was done for shieldings did not help here and
the numerical errors actually increased (not shown).
The NAO basis sets do not suffer as much from ill-
conditioning as the augmented GTO basis sets and
seem to approach a consistent basis set limit.
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with the following exception, pc-n: 0–3.
3.5 J -couplings
We next examine the convergence of J -couplings
with basis set size and choice. In previous studies
of some of the GTO (aug-cc-pVnZ, cc-pCVnZ, pc-
n) basis set types, the convergence of J -couplings
with basis set size was shown to be somewhat erratic
[82],[46]. These basis sets are therefore not consid-
ered here. For the example of the 17O-1H J -coupling
of Al(OH)3, Fig. 10 shows that the plain FHI-aims-
09 and NAO-VCC-nZ basis sets (called “unamended”
in the figure) are affected by the same erratic behav-
ior. The reason is primarily due to the Fermi con-
tact term, whose matrix are evaluated using a single
point at the nucleus [Eq. (38)], which requires ex-
treme flexibility of the basis sets in the core region.
In other words, for a highly localized perturbation
near the nucleus, the standard basis sets do not have
enough variational freedom to accurately describe the
first-order response. The portion of the Hilbert space
spanned by a standard general-purpose basis set may
be sufficient to accurately yield the zero-order or-
bitals for computing, e.g., the ground state energy,
but insufficient to yield accurate first-order orbitals.
Often a solution is to increase the flexibility of the
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Figure 10: Basis set convergence of the 17O-1H J -
coupling of Al(OH)3 using the NAO and GTO ba-
sis sets. “Unamended” FHI-aims-09 or NAO-VCC-
nZ means that the additional near-nuclear Gaussian
s-type primitive functions from the pc-J basis sets
were not used.
basis sets by uncontracting and increasing the num-
ber of orbitals (by adding, most importantly, tight s
functions). Following this recipe, Jensen developed
the pcJ-n basis sets [46], which we take as refer-
ence for J -couplings in this work. Fig. 10 demon-
strates that the 17O-1H J -coupling, calculated using
the pcJ-n basis sets, exhibits smooth numerical con-
vergence to the basis set limit. For the NAOs there is
no immediate analogue to uncontraction. To achieve
added flexibility, we therefore take the innermost s-
type GTOs from the uncontracted pcJ-n basis sets
and use them to augment the NAO-VCC-nZ basis
sets, resulting in what we call the “NAO-J-n” basis
sets. The number of these additional functions was
empirically determined for each element. Four tight
s-type GTOs for H, B, F, Al, Si, P, S, Cl, six for C
and N, and seven for O are sufficient to achieve the
numerical convergence properties outlined below.
In Fig. 10, smooth convergence to the basis set
limit is recovered for the 17O-1H J -coupling when
using the NAO-J-n basis sets. A second example,
the 13C-13C J -coupling in the larger PEP molecule
as shown in Fig. 11, corroborates the systematic and
similar convergence behavior of the pcJ-n and NAO-
J-n basis sets for J-couplings. Although we did not
pursue a broader comparison to experimental refer-
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coupling of PEP using the NAO-J-n and the GTO
pcJ-n basis sets.
ence data in this study, it is reassuring that the con-
verged DFT-PBE value of 192Hz agrees reasonably
well with the experimental value of 185Hz [83]. We
also attempted to add tight s-type primitive GTOs to
the FHI-aims-09 basis sets to see if a similar conver-
gence improvement would result. However, the NAO-
J-n basis sets remained superior and we therefore re-
strict the remaining discussion to this approach.
Table 4 lists all pairs of atoms for which the J-
couplings were calculated. Figure 12 shows the mean
average deviations of 46 J -couplings (listed in Ta-
ble 4) as a function of basis set size and type for the
NAO-J-n and the GTO pcJ-n basis sets, using the
large pcJ-4 basis sets as a reference. Just like for
shieldings and magnetizabilities, it is possible that
the use of pcJ-4 as a reference introduces a slight
bias in favor of the other pcJ basis sets (particularly
pcJ-3). In any case, numerical convergence to less
than 1 Hz on average is demonstrated for both the
NAO-J-n and the GTO pcJ-n basis sets.
We also attempted to conduct the same conver-
gence studies for the larger aug-pcJ-n basis sets.
However, we found that basis set ill-conditioning al-
ready led to numerical problems for the test set of
small molecules. In particular, the DFPT cycle be-
came unstable for some systems. In these tests, the
aug-pcJ-n basis sets were not reduced by discard-
ing eigenfunctions of the overlap matrix that corre-
sponded to small eigenvalues in the overlap matrix.
While it is possible that this reduction would have
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Table 4: Test set of molecules and atom pairs for
which J -couplings were calculated and averaged over
in Fig. 12.
Molecule Selected atom pair(s)
Al2Cl6: Al-Cl, Al-Al
Al(OH)3: Al-O, Al-H, O-H
B2H6: B-B, B-H
BCl3: B-Cl, Cl-Cl
C6H6: C-C, C-H, H-H
CF4: C-F, F-F
CFCl3: C-F, C-Cl, Cl-Cl
CH3NO2: C-N, N-O, O-O
H2C2O: C-C, C-O 2J(C-O)
H2O: O-H, H-H
H2SO4: S-O1, S-O2, S-H
H3PO4: P-O1, P-O2, P-H
HFCO: C-F, C-O, F-O
NH3: N-H, H-H
PClF2: P-F, P-Cl, F-F
SiF4: Si-F, F-F
SO2−4 : S-O, O-O
TMS: Si-C
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Figure 12: Mean average error of calculated J -
couplings, averaged over the 46 J -couplings listed in
Table 4, using the values obtained with the pcJ-4 ba-
sis set as a reference. Detailed convergence studies
are shown in the Supporting Information (Figs. S74–
S91).
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Table 5: Convergence study of the selected C atom
shielding constant in the DNA segment (see Fig. 3).
Calculations were performed with the PBE den-
sity functional. The NAO-VCC-2Z, NAO-VCC-3Z,
NAO-VCC-4Z, FHI-aims-09 based “light”, or “tight”
basis sets were used on all atoms in the calculations.
Basis set Basis size σC
NAO-VCC-2Z 14 972 96.0 ppm
NAO-VCC-3Z 28 930 97.6 ppm
NAO-VCC-4Z 51 672 97.2 ppm
Light 11 230 99.4 ppm
Tight 31 380 96.9 ppm
remedied the numerical convergence problems, we did
not pursue the aug-pcJ-n further in this study.
3.6 Larger scale calculations
We finally describe and validate how shieldings and
J -couplings can be computed efficiently for very large
systems. For some scenarios, it is sufficient to obtain
shieldings and J -couplings only for a limited number
of atoms and atom pairs in an otherwise much larger
system. For example, this is the case when aiming to
describe the essential nuclear spin physics near the
center of a polarization transfer catalyst as shown in
Fig. 2.
As a simple example, we calculate a specific atom’s
carbon shielding constant and a specific atom pair’s
CH J -coupling constant in the DNA segment shown
in Fig. 3. In Table 5, we show results for the C shield-
ing. Here, “light” refers to FHI-aims-09 with the min-
imal basis and the s, p, and d basis functions of tier 1,
and relatively sparse numerical grids. “Tight” refers
to FHI-aims-09 with tier 1 and, depending on the
element, all or some of the tier 2 basis functions,
and tighter settings for the numerical grids. (Full
specifics of the light/tight basis functions for light el-
ements are given in Ref. [84]). According to Table 5,
the shielding constant is essentially converged at the
NAO-VCC-3Z basis set or FHI-aims-09:tight. This
degree of basis set convergence is somewhat better
than indicated by the MAE for small molecules in
Fig. 4. At this point, errors introduced by the overall
Table 6: Convergence study of the CH J -coupling
constant in the DNA segment (see Fig. 3 for posi-
tions). In all calculations, the NAO-J-5 basis set was
placed at the C and H atoms. The other atoms used
basis sets from the NAO-VCC-nZ series or FHI-aims-
09:light/tight.
Basis set Basis size JCH
NAO-VCC-2Z/NAO-J-5 15 108 145.66Hz
NAO-VCC-3Z/NAO-J-5 29 041 145.07Hz
NAO-VCC-4Z/NAO-J-5 51 742 144.98Hz
Light/NAO-J-5 11 373 145.46Hz
Tight/NAO-J-5 31 488 145.24Hz
approximations made at this level of theory (vibra-
tions, solvent effects, etc.) are expected to be larger
or comparable to the basis set error.
For the J -coupling calculation, we demonstrate
a “hybrid” basis set approach in Table 6, using a
relatively simple general-purpose basis set for most
atoms while reserving a high-accuracy, computa-
tionally more expensive basis set only for the spe-
cific atoms for which shieldings and/or J -couplings
are required. Specifically, we placed the largest J-
optimized basis sets, the NAO-J-5, on the two C/H
atoms of interest, and the NAO-VCC-nZ or FHI-
aims-09 basis sets on other atoms. Interestingly, Ta-
ble 6 shows that the J -coupling constant converges al-
ready with the NAO-VCC-2Z/NAO-J-5 or FHI-aims-
09:light/NAO-J-5 basis set, i.e., using the smallest
members of the NAO-VCC-nZ or FHI-aims-09 series.
Comparing the basis set sizes between Tables 5 and
6, we note that the sizes have increased only slightly
due the inclusion of the NAO-J-5 basis sets. Thus,
the calculations are relatively cheap if only a few J -
couplings are required.
4 Conclusions
In this paper, we discuss the computational for-
malism for and basis set convergence of calculated
NMR chemical shieldings, magnetizabilities, and
J -couplings, using numeric atom-centered orbitals
(NAOs) as basis functions. The NAO basis sets are
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designed to be scalable to large systems at high nu-
merical accuracy for total energy calculations, mo-
tivating their use for magnetic response properties
aimed at large molecules. We assess two types of
general-purpose NAO basis sets: FHI-aims-09 [36]
and NAO-VCC-nZ [37]. For magnetizabilities, the
NAO basis sets exhibit faster convergence to the ba-
sis set limit than several commonly used GTO basis
sets. For shieldings, the NAO-VCC-nZ perform bet-
ter than the correlation consistent GTO basis sets
and they are on par with the polarization consistent
basis sets optimized for shieldings, pcS-n [45]. The
calculation of J -couplings is known to be challeng-
ing, primarily due to the Fermi contact term, which
requires the basis sets to be flexible near the atomic
nucleus. We follow the successful recipe of Jensen’s
pcJ-n [46] basis sets, by adding the same tight s or-
bitals used in the pcJ-n basis sets to the NAO-VCC-
nZ basis sets. The resulting new basis sets, called
NAO-J-n, are shown to be accurate and have similar
convergence properties as the pcJ-n basis sets.
We summarize the suitability of the NAO basis sets
considered in this work for magnetic response calcu-
lations as follows:
• For shieldings, the mean average errors are lower
for the NAO-VCC-nZ than the FHI-aims-09 ba-
sis sets. For high-accuracy shielding calcula-
tions, we therefore recommend the NAO-VCC-
4Z or 5Z basis sets. Furthermore, a test calcu-
lation for a large scale molecule (the 1,052 atom
DNA segment in Table 5) indicates that in sys-
tems closer to a condensed-phase environment,
smaller basis sets may additionally benefit from
the overall increased density of basis functions in
the system.
• Magnetizabilities convergence quickly using both
the NAO-VCC-nZ and FHI-aims-09 basis sets,
the latter exhibiting slightly faster convergence.
• For J -couplings, the NAO-J-n basis sets show
good convergence and accuracy that is compa-
rable with the pcJ-n basis sets [46] down to ap-
proximately 1 Hz. As demonstrated in Table 6,
it is sufficient to place a dense NAO-J-n basis
set on the atoms of interest and cheaper basis
sets on the rest. We recommend the NAO-J-4 or
NAO-J-5 basis sets for accurate calculations of
J -couplings.
• Unlike for shieldings or for magnetizabilities, the
J -coupling calculations should use a dense radial
integration grid near the nucleus of interest. In
our present implementation in FHI-aims, this is
only possible by increasing the number of radial
grid shells uniformly for the entire atom of inter-
est (approximately four times the number of grid
shells required for a normal total-energy calcu-
lation using FHI-aims’ “tight” species defaults).
Future work on the grids may help reduce this
requirement by restricting the denser integration
grids only to the region near the nucleus.
• Finally, in practical calculations, the NAO ba-
sis sets assessed here seem to suffer somewhat
less from possible basis set ill-conditioning prob-
lems than the “augmented” GTO basis set types
(when assessed within the exact same numerical
framework). Due to the rather stringent basis set
size requirements for shieldings and J-couplings,
this is an issue that will tend to arise in larger
systems such as the PTC molecule tested in this
study.
Overall, this paper lays the ground work to place the
otherwise very promising NAO basis sets in the con-
text of the established GTO basis sets in the litera-
ture for NMR. This shows that, for light elements, the
NAO basis sets can be used essentially on par with
the best available reference basis sets of which we are
aware, Jensen’s pcS-n and pcJ-n basis sets. Beyond
the present work, we expect that our new implemen-
tation and benchmarks (which are here available and
documented) will also serve as the foundation for im-
portant further developments, such as improved nu-
merical representations of the atomic part of the mag-
netic response near the nucleus.
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Appendix
GGA exchange-correlation kernel
Given a GGA exchange-correlation energy as a func-
tional of the spin densities and the spin density gra-
dients,
Exc ≡ Exc[nα, nβ ,∇nα,∇nβ ], (53)
the exchange-correlation potential, for the spin chan-
nel α, can be written as
Vxc,α(r) =
δExc
δnα
+
δExc
δ∇nα∇
=
∂Exc
∂nα
+ 2
∂Exc
∂γαα
∇nα∇+ ∂Exc
∂γαβ
∇nβ∇,
γσσ′ =∇nσ∇nσ′ .
(54)
Before finding the second derivative of Exc, it is con-
venient to first express the unperturbed matrix ele-
ments of the xc-potential in terms of the scalar and
vectorial parts, u(0)α and v
(0)
α :
〈φi |Vxc,α |φj〉 =
∫
u(0)α Ωij(r) dr
+
∫
v(0)α ∇Ωij(r) dr,
u(0)α =
∂Exc
∂nα
,
v(0)α = 2
∂Exc
∂γαα
∇nα + ∂Exc
∂γαβ
∇nβ ,
Ωij(r) = φi(r)φj(r).
(55)
The matrix elements of the first-order xc-potential
are then given by
V
(1)
xc;ij =
〈
φi
∣∣∣∣∣∂Vxc,α∂nα n(1)α + ∂Vxc,α∂nβ n(1)β
+
∑
σσ′
∂Vxc,α
∂γσσ′
∇nσ∇n(1)σ′
∣∣∣∣∣φj
〉
=
∫
u(1)α Ωij(r) dr +
∫
v(1)α ∇Ωij(r) dr,
(56)
where, for spin channel α,
u(1)α =E
(αα)
xc n
(1)
α + E
(αβ)
xc n
(1)
β +
∑
σσ′
E(α,σσ
′)
xc γ
(1)
σσ′ ,
v(1)α =2
∑
σ
E(σ,αα)xc ∇nαn(1)σ +
∑
σ
E(σ,αβ)xc ∇nβn(1)σ
+ 2
∑
σσ′
E(αα,σσ
′)
xc ∇nαγ(1)σσ′
+
∑
σσ′
E(αβ,σσ
′)
xc ∇nβγ(1)σσ′
+ 2E(αα)xc ∇n(1)α + E(αβ)xc ∇n(1)β .
(57)
The short-hand notation for the energy derivatives is
E(σ1σ2)xc =
∂Exc
∂γσ1σ2
; E(σ1,σ2σ3)xc =
∂2Exc
∂nσ1∂γσ2σ3
E(σ1σ2,σ3σ4)xc =
∂2Exc
∂γσ1σ2∂γσ3σ4
.
(58)
First-order density and density gradient are evalu-
ated according to
n(1)(r) =
∑
ij
φi(r)n
(1)
ij φj(r),
∇n(1)(r)
=
∑
ij
[∇φi(r)n(1)ij φj(r) + φi(r)n(1)ij ∇φj(r)].
(59)
If the perturbation behind the first-order density is a
magnetic moment, then V (1)xc;ij = V
µA
xc;ij as in Eq. (43).
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The expressions shown here are applicable in a
spin-polarized calculation using an LDA or a GGA
functional. In LDA, all the gradient containing terms
vanish. In case of J -couplings, if the unperturbed
electronic structure is not spin-polarized, the expres-
sions simplify somewhat and the cost of calculation of
the matrix elements V (1)xc;ij reduces by up to a factor
of one half. The reason is that, even though we start
with a non-spin-polarized system, the first-order den-
sity is always spin-polarized. This is in contrast to,
e.g., phonons by DFPT, where a non-spin-polarized
system remains non-spin-polarized after switching on
the perturbation and the calculation of the matrix
elements is significantly cheaper than in the spin-
polarized case.
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