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Face aux limites de la littérature internationale sur les disparités environnementales de prévalence 
d’obésité (focus sur le lieu de résidence, etc.) et considérant le manque d’études empiriques 
réalisées en France, nous nous sommes intéressés tout d’abord aux relations entre, d’une part, les 
caractéristiques des environnements résidentiels et professionnels et le secteur d’activité 
économique et, d’autre part, deux indicateurs d’excès de graisse corporelle : l’indice de masse 
grasse (IMG) et le pourcentage de masse grasse (%MG). Ensuite, nous avons comparé les effets 
des secteurs d’activité économique sur plusieurs facteurs de risque cardiovasculaire. Finalement, 
à l’aide d’une étude longitudinale, nous avons évalué les liens entre les variables socio-
économiques et l’évolution des paramètres anthropométriques chez les participants de l’Étude 
RECORD. Parallèlement à l’étude de ces relations, notre objectif méthodologique était d’explorer 
les biais d’attrition liés aux données manquantes dans les études longitudinales. 
Dans la première partie de ce travail, les données de 4331 participants de l'Étude 
RECORD, géolocalisés à leur résidence et à leur lieu de travail, ont été analysées. La 
composition corporelle a été évaluée par pèse personne à impédance bioélectrique. Des 
régressions linéaires multiniveaux ont été utilisées pour étudier les déterminants de l’IMG et du 
%MG. Les résultats montrent qu’après ajustement, chez les hommes, l’IMG et le %MG 
augmentaient indépendamment à mesure que la densité de population et le niveau d'éducation du 
quartier de résidence diminuaient. Chez les femmes, le niveau d'éducation résidentiel était lié 
négativement au %MG. Chez les hommes, un IMG et un %MG plus faibles étaient observés chez 
les participants qui travaillent dans les secteurs de la construction et des 
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transports/communications par rapport à ceux travaillant dans le secteur de l'éducation. Pour les 
femmes, l’IMG était plus élevé chez les personnes travaillant dans le secteur de l’administration 
publique et le secteur de la santé et du travail social que dans le secteur des transports et des 
communications. Une longue distance domicile-travail était associée à un IMG plus élevé chez 
les femmes. De plus, nous avons pu montrer que l'Indice de Masse Corporelle (IMC) ne 
permettait pas de saisir pleinement les effets des secteurs d’activité économique sur la masse 
grasse. 
Dans une seconde partie, les données de 4360 participants de l'Étude RECORD ayant un 
travail ont été analysées. Dix facteurs de risque cardiovasculaire ont été évalués : IMC, le tour de 
taille, la pression artérielle systolique (PAS) et diastolique (PAD), la pression pulsée, le 
cholestérol total, la glycémie, le cholestérol des lipoprotéines de haute densité (HDL), le 
cholestérol des lipoprotéines de basse densité (LDL), et la fréquence cardiaque au repos. Des 
modèles de régression linéaire multiniveaux stratifiés par sexe et ajustés sur les caractéristiques 
sociodémographiques individuelles et résidentielles ont été estimés. Les résultats de ces analyses 
montrent que, chez les hommes, le secteur de la santé et du travail social était le secteur le plus 
protecteur pour l'IMC, le tour de taille et la glycémie (tandis que le secteur de la construction et le 
secteur des transports et des communications avaient tendance à être les plus défavorables pour 
ces facteurs de risques). Le secteur de la santé et du travail social était également associé à un 
taux de cholestérol HDL plus élevé chez les hommes. Cependant, à l’opposé des résultats pour 
l’IMC et le cholesterol, les hommes qui travaillent dans le secteur de la santé et du travail social 
avaient les niveaux de pression sanguine systolique et de pression pulsée les plus élevés. En ce 
qui concerne les femmes, celles qui travaillent dans le secteur de la santé et du travail social 
avaient un IMC et un tour de taille plus élevés ainsi que des pressions systolique et diastolique 
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plus élevées. Le secteur du commerce et de la réparation de véhicules, le secteur des transports et 
des communications et le secteur des services collectifs, sociaux et personnels étaient associés à 
un profil plus favorable pour ces facteurs de risque chez les femmes. Au total, il n’existait pas de 
secteurs d’activité uniformément associés à un surcroît de risque chez les hommes et chez les 
femmes pour l’ensemble ou la plupart des facteurs de risques examinés. 
Finalement, dans la troisième partie de ce travail, nous avons utilisé les données 
longitudinales de l'Étude de cohorte RECORD comprenant deux vagues (N = 3693 participants, 
taux de rétention = 51%). Nos premières analyses ont étudié l’effet du niveau d’éducation 
individuel sur le changement d’IMC. Parallèlement, d’un point de vue méthodologique, afin 
d’évaluer l’ampleur du biais d'attrition, différents scénarios d'attrition ont été simulés en générant 
des données manquantes sur la variable dépendante (changement d'IMC) selon les mécanismes 
manquant au hasard (Missing At Random, MAR) et manquant non au hasard (Missing Not At 
Random, MNAR]). Les analyses des cas complet (Complete Case Analyses, CCA), la 
pondération par l’inverse de probabilité (Inverse Probability Weighting, IPW) et l’imputation 
multiple (Multiple Imputation, MI) ont été évaluées afin de voir leur capacité à tenir compte du 
biais d'attrition. Lors des simulations, les estimations finales ont été calculées à partir de 200 
répliques de nos scénarios d'attrition. Nos résultats montrent que quand aucune observation 
manquante n’a été ajoutée à celles déjà présentes dans les données observées, un faible niveau 
d’éducation est associé à un changement d’IMC plus important pour les trois méthodes (CCA, 
IPW et MI). De plus nous montrons qu’à ce stade, la correction avait peu d'impact. Lors de la 
génération supplémentaire de données manquantes sur la variable dépendante suivant un 
mécanisme d’attrition MAR, le biais augmentait avec le niveau d'attrition lorsque les analyses 
étaient conduites avec les méthodes CCA ou MI. La méthode statistique IPW semblait 
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correctement gérer le biais d'attrition. Finalement, ni MI ni IPW ne semblaient pouvoir surmonter 
le biais introduit par des données manquantes sur la variable dépendante quand le mécanisme 
d’attrition était MNAR. 
Pour conclure, nous avons pu par ces travaux empiriques mettre en évidence des effets 
des caractéristiques individuelles, de l’environnement résidentiel, et des secteurs d’activité 
économique sur l’accumulation de la masse grasse corporelle ainsi que sur les facteurs de risque 
cardiovasculaire. En ce qui concerne le volet méthodologique de ce travail, d’une part nous avons 
été en mesure de tenir compte dans les analyses de l’environnement géographique de résidence 
communément pris en compte. D’autre part, nous démarquant d’une littérature sur les 
déterminants sociaux de l’obésité essentiellement transversale, nous montrons que selon le 
mécanisme des données manquantes, les méthodes statistiques communément utilisées ne 
permettent pas de contourner les biais potentiels induits par l’attrition dans les analyses 
longitudinales. 
Mots clés : Environnements géographiques de vie, secteur d’activité économique, masse grasse, 
facteur de risque cardiovasculaire, système d’information géographique, biais d’attrition, 
méthodes statistiques. 
 




 Given the limits of the international literature on the environmental disparities in obesity 
prevalence (focused on the residential neighborhood) and considering the lack of empirical 
studies conducted in France, we were interested in the relations between, on the one hand, the 
characteristics of residential and professional neighborhood characteritics and the work economic 
sector, and on the other hand, two body fat indicators: the Fat Mass Index (FMI) and the 
percentage of Fat Mass (%FM). Then we compared the effects of the work economic sectors on 
several cardiovascular risk factors. Finally using a longitudinal study, we evaluated the links 
between socioeconomic variables and the evolution of the anthropometric parameters among 
participants of the RECORD Study. Simultaneously, our methodological objective was to explore 
the attrition biases due to missing data in longitudinal studies. 
In the first part of this work, data of 4331 participants from the RECORD Study, localized 
at their residence and at their workplace, were analyzed. Body composition was assessed using 
bioelectrical impedance analyzer. Multilevel regression analyses were used to study the 
determinants of FMI and %FM. Results showed that, after adjustment, in men, the FMI and the 
%FM increase independently while the residential neighborhood population density and 
education level decrease. For the women, education level was negatively associated with the 
%FM. For the men, a weaker FMI and %FM were observed on participants working in the 
construction and in the communication/transports sectors compared to those working in the 
education sector. For the women the FMI was higher for those working in the public and in the 
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health and social sectors rather than those working in the transport and communication sector. A 
long home-work distance was associated with a high FMI for women. Moreover we showed that 
the BMI was not able to fully capture the effects of the work economic sectors on the fat mass. 
            In a second part, data of 4360 employed participants from the RECORD survey have been 
analyzed. Ten cardiovascular risk factors were assessed: body mass index (BMI), waist 
circumference, systolic and diastolic blood pressure (BP), pulse pressure, total cholesterol, 
glycaemia, high-density lipoprotein (HDL) cholesterol, low-density lipoprotein (LDL) 
cholesterol, and resting heart rate. Multilevel linear regression models stratified by sex and 
adjusted for individual and neighborhood sociodemographic characteristics were estimated. 
Results shown that among men, the Health and social work sector was found to be the most 
protective sector for BMI, waist circumference, and glycaemia (while the Construction sector and 
the Transport and communications sector tended to be unfavorable for these outcomes). The 
Health and social work sector was also associated with a higher HDL cholesterol among men. 
However, men working in the Health and social work sector showed the highest systolic BP and 
pulse pressure. Women working in the Health and social work sector had the highest BMI, the 
largest waist circumference, and the most elevated systolic and diastolic BP. The Commercial 
and repair of vehicles sector, the Transport and communication sector, and the Collective, social, 
and personal services sector were associated with a more favorable profile for these risk factors 
among women. In conclusion, there were no work economic sectors associated with an increase 
risks for both women and men for all or most of the examined risk factors. 
Finally, in the third part of this work, we used longitudinal data from the first and second 
waves of the French RECORD Cohort Study (N = 3,693 participants, retention rate = 51%). Our 
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first analyses studied the effect of the individual education level on the change in BMI. After 
analyzing attrition bias in the observed data, different scenarios of attrition were simulated by 
generating additional missing data in BMI at the follow-up under Missing At Random (MAR) 
and Missing Not At Random (MNAR) mechanisms. Complete Case Analyses (CCA), Inverse 
Probability Weighting (IPW), and Multiple Imputation (MI) analyses were assessed in their 
ability to account for attrition bias. In the simulation part, the final estimates were derived from 
200 replications of our scenarios of attrition. Our results shown that when no missing 
observations were added to those already present in the data, a negative association was found 
between individual education and the change in BMI, in CCA as well as with IPW and MI (the 
correction had little impact). When generating additional observations with unobserved follow-up 
outcomes under a MAR pattern, the bias increased with the attrition level when the analyses were 
based on CCA or MI. IPW correctly handled the attrition bias. MI and IPW were not useful to 
overcome the bias introduced by missing outcome data under MNAR.  
To conclude, we could by those empirical works highlight the effect of the individual and 
the residential characteristics, and the work economic sectors on the accumulation of body fat as 
well as on cardiovascular risk factors. Regarding the methodological part of this work, firstly we 
were able to take into account in the analysis the residential geographical environment commonly 
considered. Secondly, differentiating us from the transversal literature on the social determinants 
of obesity, we show that depending on the missing data mechanism, the statistical methods 
commonly used can not circumvent the potential bias introduced by attrition in longitudinal 
analyses. 
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 Conformément aux attentes de l’école doctorale, la structure de ce mémoire de thèse a été faite 
sous la forme d’une « thèse sur articles ».  
Ce mémoire commence par une introduction générale qui structure notre thématique de recherche 
selon un état de l’art concernant la définition et les causes de l’obésité ainsi que les recherche 
basées sur les effets des environnements sur l’obésité. Cette introduction se termine par la 
description des objectifs de ce travail de thèse. 
Le deuxième chapitre décrit les principaux éléments méthodologiques qui composent notre base 
de données ainsi que les méthodes statistiques mises en œuvre dans le cadre de ce travail. 
Les troisième, quatrième et cinquième chapitres sont consacrés aux travaux empiriques menés 
dans le cadre de cette thèse. Ces chapitres commencent chacun par une présentation synthétique 
de l’article, suivie du texte intégral. Le premier article, présenté dans le troisième chapitre, a été 
publié dans la revue Annals of Epidemiology. Le deuxième article, présenté dans le quatrième 
chapitre, a été publié dans la revue BMC Public Health et le troisième article, présenté dans le 
cinquième chapitre, a été soumis à la revue Epidemiology. 
Le sixième chapitre est consacré à une discussion générale qui reprend l’ensemble des résultats 
obtenus dans le cadre de ce travail et les compare à la littérature existante.  
Enfin, ce mémoire de thèse se termine par une partie générale qui conclu et suggère des 
perspectives pour de futures recherches. 
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CHAPITRE I -  INTRODUCTION  
 
I.1. L’obésité - définition et contexte général  
L’obésité est définie comme une accumulation anormale ou excessive de graisse corporelle 
(tissus adipeux), qui représente un risque pour la santé (1). L’obésité résulte d’un déséquilibre dû 
au fonctionnement du corps humain entre les apports énergétiques (ou énergie des entrées) et 
l’énergie dépensée (ou énergie des sorties) d’un individu (2). L’obésité peut être catégorisée de 
source endogène (troubles métaboliques, génétiques ou endocriniens) et/ou exogène (bilan 
énergétique positif) (3, 4). Les conséquences d’un déséquilibre du bilan énergétique peuvent être 
un accroissement des réserves stockées sous forme de triglycérides dans le tissu graisseux qui 
entraine de nombreuses complications avec des conséquences somatiques, psychologiques, 
sociales et un retentissement sur la qualité de vie des personnes concernées (5, 6). En effet, la 
masse grasse est associée à un certain nombre de comorbidités (7, 8) telles que les maladies 
cardiovasculaires (8), l’hypertension (8), le diabète de type 2 (8), les maladies respiratoires (8) et 
certains cancers (8).  
Avant le 19
e
 siècle, chez les hommes, l’accroissement excessif de graisse corporelle et la 
forte corpulence étaient signes de bonne santé et de bonheur tant qu’elles ne dépassaient pas 
l’incapacité physique à réaliser des activités de tous les jours telles que, par exemple, celle de 
monter à cheval. Cependant, chez la femme la « normalité » corporelle, liée à la beauté, a 
toujours été recherchée ; pour le haut du corps à la Renaissance et sur l’ensemble du corps au 
début de l’ère industrielle (9). Par conséquent, l’impact de l’obésité sur la qualité de vie n’a pas 
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été largement envisagé avant le 19
e
 siècle. Ce n’est qu’au 20e siècle qu’une préoccupation de 
Santé publique concernant l’obésité est née (10). Par la suite, il a fallu attendre les années 1970, 
d’abord aux États-Unis, pour voir apparaître les premières études épidémiologiques portant sur 
l’obésité qui reconnaissent que l’accumulation de graisse corporelle est un problème sanitaire 
(11-13). Compte tenu du développement croissant et global du phénomène (14), en 1997, par le 
biais de l’Indice de Masse Corporelle (IMC), l’Organisation Mondiale de la Santé (OMS) a 
reconnu le surpoids et l’obésité (IMC ≥ 25 et IMC ≥ 30, respectivement) comme une maladie et a 
défini celle-ci comme : « une accumulation anormale ou excessive de graisse corporelle qui peut 
nuire à la santé » (15). Depuis une dizaine d’années, l’obésité n’a cessé de croître dans la plupart 
des pays développés et en voie de développement (16-19). Ce phénomène a conduit l’OMS à 
caractériser l’obésité comme un enjeu majeur de Santé publique et à qualifier d’épidémie 
l’augmentation de la prévalence de l’obésité et des problèmes de surpoids (15). Cela classe cette 
épidémie comme la première de l’histoire de l’humanité causée par une maladie non infectieuse 
(20). En 2014, l’OMS associe l’obésité et le surpoids à 3,4 millions de décès d’adultes par année 
(44% liés au diabète, 23% aux cardiopathies ischémiques et de 7 à 41% à certains cancers) 
plaçant ainsi cette maladie au cinquième rang des facteurs de risque de décès au niveau mondial 
(1). 
Situation de l’obésité dans le monde1 
Depuis des dizaines d’années, partout dans le monde, on observe un développement épidémique 
de l’obésité (15). A titre d’exemple, la figure 1 montre l’évolution de l’obésité aux États-Unis sur 
une période de 20 ans. En 1990, 10 à 15% de la population des États-Unis était obèse. Dix ans 
                                                 
1
 Mesuré par l’Indice de Masse Corporelle (IMC) 
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après, la prévalence de l’obésité était au moins de 20% pour la moitié des états des États-Unis. 
Finalement en 2013, les trois quarts des états ont une prévalence de l’obésité supérieure à 25% 
(21, 22).  
 
Figure 1 : Evolution de l’obésité (IMC ≥ 30) aux États-Unis dans la population adulte entre 1990 
et 2013 (22) 
Plusieurs études montrent que la progression de l’obésité aux États-Unis est représentative 
et transposable à l’ensemble des pays du monde (mis à part le Japon et la Finlande où la 
prévalence reste stable) avec pour seule différence un décalage temporel (15, 23-26). En Europe, 
la moyenne de la prévalence de l’obésité adulte est de 16,6%. La Hongrie, le Royaume-Uni, 
l’Irlande, Malte et le Luxembourg sont les Etats les plus fortement touchés par cette épidémie, 
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avec plus de 22% de la population obèse à l’âge adulte. Les pourcentages d’adultes obèses les 
plus bas sont observés en Roumanie (7,9%), en Italie (10,3%) et au Pays-Bas (11,4%) (27-29). 
Situation de l’obésité en France2 
En 2012, la France se situe en dessous de la moyenne européenne avec une prévalence de 
l’obésité de 15% et du surpoids de 32,2% chez les adultes de plus de 18 ans (30). L’enquête 
épidémiologique nationale sur le surpoids et l’obésité (ObEpi) mise en place en 1997 sur une 
base trisannuelle montre que, depuis une quinzaine d’années, l’obésité en France est en forte 
augmentation (30). En effet, en 1997, l’étude Obépi mettait en évidence une prévalence de 
l’obésité de 8,5% chez les adultes de plus de 18 ans. Depuis, les cinq études successives ont 
révélé une augmentation graduelle de la prévalence de l’obésité, soit 10,1% en 2000 ; 11,9% en 
2003 ; 13,1% en 2006 ; 14,5% en 2009 pour finalement atteindre 15% en 2012 soit une 
augmentation moyenne trisannuelle de 1,3 point de pourcentage (30). Cette augmentation 
concerne également l’obésité dite sévère (IMC ≥ 35) : en 1997 elle était de 1,5% pour atteindre 
4,3% en 2012 (30). En 15 ans, la prévalence de l’obésité chez les adultes de plus de 18 ans a 
augmenté de façon relative de 76% passant de 3,56 à 6,92 millions d’individus obèses. Le tour de 
taille moyen a quant à lui augmenté de 5,3 cm et le poids moyen de 3,6 kg (30). La distribution 
de l’obésité est différente selon l’âge et le sexe. La prévalence de l’obésité chez les femmes est 
globalement supérieure (15,7%) à la prévalence chez les hommes (14,3%). Cette supériorité est 
d’autant plus marquée chez les femmes de 45 à 54 ans : 17,5% contre 14,5% pour les hommes de 
45 à 54 ans (30). S’agissant des enfants, une étude portant sur les 7 à 9 ans constate une 
stabilisation de la prévalence de l’obésité en France depuis 2007 (31). 
                                                 
2
 Mesuré par l’Indice de Masse Corporelle (IMC) 
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I.2. Mesures de l’obésité  
L’obésité est une maladie chronique, multifactorielle et complexe. Afin d’agir sur cette maladie, 
le diagnostic et le traitement de l’obésité sont des enjeux majeurs de Santé publique (32, 33). 
Dans ce contexte, afin de mesurer l’excès de masse grasse corporelle, des méthodes de mesures 
anthropométriques telles que l’Indice de Masse Corporelle (IMC), ont été développées. Devant 
certaines limites liées à cet indice (que nous verrons plus tard), d’autres indicateurs permettent de 
prendre en compte le corps humain de façon plus fine lors de la mesure de l’obésité (34).  
I.2.1 - Mesures anthropométriques 
Afin de comparer les mesures individuelles aux valeurs de référence, la masse grasse est souvent 
mesurée de façon indirecte à l’aide de 4 variables communément disponibles et facilement 
obtenues, à savoir le poids, la taille, le tour de taille et le tour de hanches. 
Le poids et la taille sont nécessaires pour calculer l’IMC d’un individu. En effet, l’IMC 
correspond au poids (kg) divisé par la taille (m) au carré. Il permet de calculer rapidement et 
facilement la corpulence et donc, de manière indirecte, l’importance de la masse grasse dans le 
corps. L’utilisation de l’IMC est simple et pratique à mettre en place au niveau de la population. 
C’est pourquoi, malgré de nombreuses critiques (35, 36), sa mesure est devenue la référence 
internationale dans la pratique clinique et dans les études épidémiologiques portant sur l’obésité. 
L’OMS fixe des recommandations concernant les seuils des états pondéraux à partir de cet indice. 
En ce qui concerne l’excès de poids, le surpoids est défini par un IMC compris entre 25 et 29.9, 
l’obésité par un IMC supérieur ou égal à 30 et l’obésité morbide par un IMC supérieur ou égal à 
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40 (15, 35). Néanmoins, certaines études démontrent qu’une norme de l’IMC à 24 kg/m² chez la 
femme et de 28 kg/m² chez l’homme serait plus adaptée pour estimer l’obésité (37). De 
nombreuses études épidémiologiques montrent une relation entre l’IMC et la mortalité, toutes 
causes confondues. En effet, les personnes avec un IMC plus élevé meurent plus jeunes que les 
personnes de poids moyen (26, 38, 39). En ce qui concerne la morbidité, l’augmentation de 
l’IMC est associée à des pathologies cardiovasculaires (8), cancéreuses (40) et endocriniennes 
(41). 
Les mesures du tour de taille et du tour de hanche permettent d’évaluer l’accumulation de 
masse grasse de façon spécifique au niveau abdominal. De nombreuses études montrent que, 
indépendamment de la quantité globale de graisse corporelle, l’accumulation de graisse 
abdominale est associée à une prévalence accrue de maladies cardiaques et métaboliques (30, 35). 
La mesure du tour de taille est un estimateur facile à mettre en œuvre pour la détection de la 
masse grasse abdominale, car il est une mesure unique (35, 42, 43). Cette mesure permet aussi 
d’identifier les variations entre les taux de masse grasse qui existent entre individus. Par exemple, 
indépendamment de l’accumulation de masse grasse totale, les hommes ont en moyenne deux 
fois plus de graisse abdominale que les femmes non-ménopausées (44, 45). 
I.2.2 - Mesures d’adiposité 
En plus de ces mesures anthropométriques, il existe des outils pour de mesurer la masse grasse de 
façon plus directe. Ces méthodes sont particulièrement utiles lorsque l’on s’intéresse aux 
déterminants de l’obésité. Les sujets obèses pourront alors être caractérisés selon leur 
composition corporelle et la répartition des graisses corporelles (45). En effet, la répartition des 
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graisses est un facteur de risque de maladie aussi important que l’excès de masse grasse en soi 
(45). 
Composition corporelle 
L’étude de la composition corporelle est une analyse du corps humain qui le modélise en 
compartiments. Différents modèles définissent et mesurent les compartiments de façons 
distinctes (46, 47). Le Modèle anatomique (i) est le modèle le plus ancien. Il sépare le corps selon 
le type de tissus (musculaires, adipeux, organiques, etc.) afin de permettre la compréhension de 
l’organisation spatiale et l’interconnexion des différents constituants du corps. Le Modèle 
biochimique (ii) sépare les composants de l’organisme en fonction de leurs propriétés chimiques : 
eau, lipides (carbone), protéines (azote), os (calcium, phosphore), potassium (quasi uniquement 
intracellulaire) et sodium (extracellulaire). La limite de ce modèle est liée au manque de données 
biochimiques directes sur la composition corporelle de l’organisme humain. Le Modèle 
physiologique (iii) permet d’introduire la notion de compartiments (deux ou trois selon la 
méthode) qui regroupent des composants corporels liés entre eux selon leurs fonctions, 
indépendamment de leurs localisations anatomiques et de leurs natures chimiques. La 
modélisation complète du corps humain est définie par deux types de compartiments, les 
compartiments hydriques (divisés en deux catégories : intracellulaire et extracellulaire, composés 
de liquide corporel et représentant entre 43 et 59% du poids corporel pour un homme et entre 50 
et 70% pour une femme) et les compartiments tissulaires (46).  
Les compartiments hydriques et tissulaires sont essentiellement définis selon 2 modes de 
représentation : le modèle à 2 compartiments et le modèle à 3 compartiments. Le modèle à 2 
compartiments considère le corps comme étant composé de masse grasse et de masse non grasse 
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(appelée aussi masse maigre). La masse grasse correspond à la quantité totale de graisse 
corporelle (triglycérides stockés dans les adipocytes) répartie dans l’organisme. Ce compartiment 
est dépourvu d’eau. Il représente environ 15% du poids de l’homme jeune et 23% du poids de la 
femme jeune. Il faut le distinguer de la masse non grasse. La masse non grasse correspond à la 
masse totale de la peau, des os, des muscles, des organes et des liquides du corps humain. La 
masse non grasse est essentiellement constituée d’eau (46). En plus de la masse grasse, le modèle 
à 3 compartiments subdivise la masse non grasse en deux parties : La masse cellulaire active 
(MCA) qui correspond à la masse squelettique et à la masse protéinique du corps ; le volume 
d’eau extracellulaire qui correspond à la masse hydrique facilement échangeable par le corps 
humain (46). 
Mesure par bio-impédancemétrie 
Les mesures d’impédancemétrie bioélectrique (bio-impédancemétrie) utilisent le modèle 
physiologique de la composition corporelle. Ces mesures ont été initialement proposées par le Dr 
Thomasset en 1962 et étaient préconisées pour la mesure des secteurs liquidiens de l’organisme 
(48). Les mesures de bio-impédancemétrie sont simples, rapides, peu coûteuses et non invasives 
mais difficiles à mettre en place d’un point de vue populationnel. Ces méthodes consistent à 
évaluer et mesurer les propriétés électriques à l’intérieur d’un milieu biologique tel que le corps 
humain. Ces méthodes sont basées sur la capacité des tissus hydratés à conduire l’énergie 
électrique (49). Au travers d’électrodes, on fait passer un courant alternatif de faible intensité. Le 
courant passera d’abord dans les compartiments où la conductivité électrique est plus élevée, tels 
que les compartiments hydriques (eau, électrolytes) et ensuite dans les compartiments plus 
isolants (membranes cellulaires, graisse, peau). Le résultat de la résistance de ces tissus au 
courant alternatif correspondra à l’impédance. Un individu avec une plus grande masse 
| CHAPITRE I -  INTRODUCTION 30 
 
graisseuse aura une plus grande résistance, donc une impédance plus importante qu’une personne 
qui a plus de muscles, tissus qui contiennent plus d’eau (46). 
Les Pèse-Personnes Impédancemètres (PPI) ont fait leur apparition dans le commerce 
depuis quelques années, ce qui rend les mesures de bio-impédancemétrie accessibles au grand 
public. Dans le cas des PPI présents dans le commerce, les électrodes sont placées sous les pieds 
et le courant électrique ne parcourt que les jambes et le bas du tronc. Les mesures obtenues sont 
ensuite extrapolées au corps entier. Ces mesures de PPI donnent des valeurs des compartiments 
tissulaires (2 compartiments : masse grasse - masse maigre). Certaines donnent aussi la valeur de 
la masse hydrique du corps (50). Les mesures des taux de masse grasse et de masse maigre sont 
souvent exprimées en pourcentage afin de pouvoir les comparer avec les valeurs médicales ou 
diététiques (50). Outre le pourcentage de masse grasse, des indicateurs tels que l’Indice de Masse 
Grasse (IMG) et l’Indice de Masse Maigre (IMM) permettent de prendre en compte la répartition 
interne des masses corporelles. Ces indicateurs correspondent au poids de la masse grasse ou de 
la masse maigre (en kilogramme) divisé par la taille au carré (en mètres) pour l’IMG ou l’IMM 
respectivement. Le total de ces deux indicateurs correspond à l’IMC. Par conséquent, ils 
permettent une décomposition de l’IMC. 
Les normes définissant une mesure et un seuil de l’obésité selon le taux de masse grasse 
sont mal définies dans la population générale. En effet, un rapport de 1995 de l’OMS évalue que 
l’obésité correspond à un taux de masse grasse supérieur à 25% pour les hommes et 35% pour les 
femmes (14). En revanche, ce rapport ne propose aucune recommandation en ce qui concerne les 
critères de pourcentage de graisse corporelle pour le diagnostic de l'obésité car il se base sur une 
étude suédoise qui évalue une moyenne de pourcentage de masse grasse chez l’homme et chez la 
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femme âgés de 45 à 49 ans (51). Néanmoins, cette évaluation de l’OMS est devenue une norme 
pour plusieurs auteurs (52-57). En 2004, Basdevant et al. ont défini, pour une population 
caucasienne, l’obésité médicale comme une accumulation excessive de masse grasse dépassant 
25% du poids corporel pour les hommes et 30% pour les femmes (35). 
Bio-impédancemétrie pour contourner certaines limites de l’IMC 
L’utilisation de l’IMC est simple et pratique à mettre en place d’un point de vue populationnel. 
De plus, l’utilisation de l’IMC joue un rôle majeur dans la surveillance mondiale de l’épidémie 
d’obésité croissante. Malgré tout, cet indice fait l’objet de nombreuses critiques. En effet, l’IMC 
fournit des informations essentiellement sur la corpulence corporelle en fonction du poids et de la 
taille de l’individu. Il ne renseigne pas sur les raisons de l’excès de poids (dû à une augmentation 
de la masse grasse ou à la perte de masse maigre) tandis que le lien critique avec une maladie 
métabolique est reconnu comme étant l’excès de masse grasse. L’IMC ne tient pas compte de la 
composition corporelle contrairement aux indicateurs de mesure de la masse grasse tels que 
l’IMG ou l’IMM, qui permettent donc de contourner certaines limites de l’IMC (37, 50). En effet, 
l’IMC sous-estime significativement la prévalence de l’obésité. La sous-estimation de l’obésité 
est plus prononcée chez les femmes et devient plus fréquente avec l’augmentation en âge (58, 
59). D’un autre côté, l’IMC peut tendre à classer les individus avec un haut niveau de masse 
musculaire comme étant en surpoids ou obèse (60).  
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I.3. Déterminants de l’obésité  
Les causes du déséquilibre entre l’apport et la dépense énergétique sont complexes et multiples 
(61). Au-delà de l’aspect individuel, de nombreux facteurs environnementaux sont impliqués 
dans l’occurrence et le développement de l’obésité (2). Depuis une quarantaine d’années de 
recherches sur le sujet dans des domaines variés tels que la médecine, l’économie, la psychologie, 
la géographie de la santé, la sociologie, etc., de nombreux déterminants ont été identifiés comme 
affectant directement ou indirectement l’obésité. Par exemple, Ritenbaugh et Kumanyika ont 
développé en 1999 une « toile causale de l’obésité » (figure 2) afin de mieux comprendre les 
interactions complexes entre les différents facteurs causaux de l’obésité par niveaux 
d’organisation sociale (62).  
 
Figure 2 : Toile causale de l’obésité (“Web of causal obesity”) (62) 
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 De même, lors d’une recherche prospective conduite en 2007, le gouvernement britannique a 
identifié plus de 100 variables influençant l’obésité (annexe 1) (63). Les principaux déterminants 
de l’obésité, qui s’agencent les uns aux autres, constituent un ensemble d’interactions d’effets sur 
l’obésité à un temps donné. Ils se situent à un niveau individuel (mutation génétique, variation 
sociodémographiques et comportementales) et à un niveau environnemental (milieux de vie). De 
plus, comme le montre la figure 2, le travail (en temps qu’emploi ou « labour » et organisation 
sociale ou « work ») est associé à l’obésité. Cependant, peu d’études ont exploré le lien entre les 
secteurs d’activité économique et l’obésité (64-66).  
I.3.1 - Niveau individuel 
 Génétique 
De nombreuses études ont montré que la génétique avait une responsabilité importante dans la 
survenue et le développement de l’obésité (67). Dans un premier temps, la prise en compte de la 
dimension génétique a été favorisée par la reconnaissance scientifique de l’agrégation familiale 
de l’obésité : 7 personnes obèses sur 10 ont un parent obèse (68-70). Cette observation est 
incomplète car, outre les gènes, une famille partage également des habitudes alimentaires et un 
contexte socio-économique. Dans un second temps, le rôle de la variabilité génétique dans 
l’expression de l’obésité a été mis en évidence par, d’une part, la concordance « quasi-parfaite » 
d’IMC de jumeaux monozygotes ayant vécu dans deux familles différentes (71-73) et, d’autre 
part, par la découverte, en 2007, du gène FTO (74) puis, en 2014, du gène IRX3, tous deux liés et 
associés à la prise de poids (75). Ces études montrent que les individus pour lesquels le gène FTO 
est surexprimé auraient un risque entre 30 et 70% supérieur d’être obèses. Grâce à ces récentes 
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découvertes, la génétique aide à mieux comprendre l’obésité (76). De plus, le facteur génétique 
constitue une susceptibilité et agit en lien avec l’interaction gène-environnement (26). 
 Variation sociodémographiques  
De nombreuses études et revues de littérature ont regardé les liens entre les variations 
sociodémographiques individuelles et l’obésité. Les variations individuelles démographiques 
(âge, sexe),  sociales (niveau d’éducation, statut matrimonial) et économiques (revenu du foyer, 
salaire) affectent l’obésité en influençant ses facteurs déterminants. Ces études montrent que la 
prévalence de l’obésité augmente avec l’âge (jusqu’à 60-65 ans), que cette maladie est plus 
fréquente chez les femmes et que les individus avec un faible niveau d’instruction sont les plus 
obèses (30, 77, 78). Dans le même sens, dans de nombreuses études, la prévalence de l’obésité est 
plus élevée chez les individus avec les revenus les plus bas (30, 79-83).  
 Comportement 
L’obésité se développe principalement via deux types de comportement : un excès d’apport 
alimentaire (et/ou une augmentation de l’alimentation grasse et sucrée) et une insuffisance de la 
dépense énergétique due à un manque d’activité physique (26). Les excès d’apports alimentaires 
sont variables d’un individu à l’autre et la notion de bilan énergétique positif est individuelle et 
non-normative (26). Néanmoins, certaines études montrent qu’une alimentation plus grasse et 
plus sucrée ou la fréquentation de restaurants de restauration rapide favorisent la prise de poids et 
l’occurrence de l’obésité (84). De plus, le manque d’activité physique est associée à une 
augmentation de la prévalence de l’obésité (85). En ce qui concerne la baisse de la dépense 
énergétique, l’OMS constate l’impact des changements dans les modes de transports (l’utilisation 
de la voiture au détriment de la marche) et dans les activités de loisirs (jouer aux jeux vidéo ou 
| CHAPITRE I -  INTRODUCTION 35 
 
regarder la télévision à la place de pratiquer un sport) (86). Cependant, les associations entre une 
alimentation grasse et l’obésité d’un individu sont bien plus évidentes quand l’activité physique 
de celui-ci est faible (87). De plus, les études constatent que les comportements individuels 
associées aux variables socio-économiques tels les niveaux d’éducation, le revenu du foyer, etc. 
sont liés à un sur-risque de la prévalence de l’obésité. En effet, de nombreuses études montrent 
que ce sont les classes sociales les plus défavorisées qui utilisent leur temps de loisirs de façon 
sédentaire (88-91) et qui fréquentent le plus les services de restauration rapide et les 
supermarchés discount (92, 93).  
I.3.2 - Niveau environnemental  
Les différents milieux de vie 
L’environnement est défini comme étant, d’une part, « le milieu dans lequel l'individu et/ou le 
groupe évoluent, ce milieu incluant l'air, l'eau, le sol, leurs interfaces, les ressources naturelles, la 
faune, la flore, les champignons, les microbes et les êtres humains, les écosystèmes et la 
biosphère ». Il peut également être défini, d’un point de vue plus sociétal, comme le « milieu 
physique, construit, naturel et humain dans lequel un individu et/ou un groupe (une famille, un 
quartier, une société, une collectivité, une entreprise, une administration, etc.) fonctionnent ; 
incluant l’air, l’eau, le sol, le sous-sol, la faune, la flore, les autres organismes vivants, les êtres 
humains et leurs interrelations » (94). La deuxième définition de cette encyclopédie scientifique 
sous-entend l’individu au centre de l’environnement physique, construit, naturel et humain. Dans 
ce sens, on peut parler du « milieu de vie ». 
L’étude des expositions liées à l’environnement, en tant que milieu de vie pour les 
individus qui y vivent ou qui le fréquentent, implique de déterminer les caractéristiques de cet 
| CHAPITRE I -  INTRODUCTION 36 
 
environnement susceptibles d’influencer ces individus ou ces groupes. Les expositions 
environnementales peuvent agir, soit par la proximité des individus et leurs interactions entre eux, 
soit par les opportunités proposées à ces individus d’atteindre leur potentiel de santé maximum. 
C’est pourquoi, en épidémiologie, tenant compte de la mobilité individuelle, l’étude des 
caractéristiques environnementales basée sur les lieux les plus fréquentés quotidiennement est 
importante. Certains chercheurs affirment que trois principaux types d’environnements sont : les 
environnements de résidence, de travail et de loisirs (95, 96). Analyser l’individu dans son 
environnement résidentiel ainsi que dans son environnement professionnel permet de le situer 
dans son environnement physique et social. Il apparaît important de considérer ces 
environnements séparément car ils semblent potentiellement différents, et en plus, ils permettent 
aux individus un développement personnel et professionnel où plusieurs activités quotidiennes 
peuvent être menées. Malgré ce constat, une très large majorité des études qui analysent les liens 
entre l’environnement et l’obésité s’est focalisée sur les environnements résidentiels (97). Ces 
études ne considèrent pas les caractéristiques associées au lieu de travail et ne permettent donc 
pas de prendre en compte, entre autres, l’environnement géographique professionnel d’une part, 
et les conditions de travail d’autre part. Il s’agit d’une limite que cette thèse tente de surmonter en 
considérant au-delà des environnements résidentiels, les environnements professionnels. 
Les différentes dimensions de l’environnement 
Les caractéristiques socio-économiques de l’environnement 
Depuis les années 80-90, l’impact des caractéristiques du milieu de vie sur l’obésité et sur la 
santé en général a été largement étudié (96, 98-100). Les caractéristiques socio-économiques du 
milieu de vie (revenu, niveau d’instruction, etc.) émergent des caractéristiques individuelles des 
habitants qui partagent un territoire. Ces caractéristiques environnementales peuvent être 
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associées à des problèmes de santé indépendamment des caractéristiques individuelles qui les 
composent (101). Dans le cas de l’obésité, en contrôlant sur les caractéristiques individuelles 
démographiques, sociales et économiques, il apparaît que la prévalence de l’obésité est plus 
importante dans les environnements socio-économiquement défavorisés (82, 83, 102). En effet, 
un environnement socio-économiquement défavorisé peut influencer la prise de poids selon 
plusieurs mécanismes (103, 104). Par exemple, les populations vivant dans des quartiers 
défavorisés sont plus exposées aux nuisances environnementales (perception d’insécurité, 
manque d’infrastructures piétonnières, esthétique du quartier) qui découragent la pratique d’une 
activité physique régulière (101, 105). Ces populations sont également plus enclines à 
consommer une alimentation plus grasse (101) et à un mode de vie stressant, moins sain et elles 
sont plus exposées aux maladies causées par l’obésité (diabète et hypertension) du fait de lacunes 
dans la connaissance des risques liés à l’obésité (101). Néanmoins, des analyses séparées entre 
les hommes et les femmes montrent des forces d’associations entre un environnement socio-
économiquement défavorisé et l’obésité différentes selon le sexe. Par exemple, la défavorisation 
du quartier peut être associée à une prévalence de l’obésité plus élevée chez les femmes (106, 
107). 
Les caractéristiques physiques de l’environnement 
L’environnement physique se définit par la nature de ses différentes composantes et par la notion 
de proximité. Une distinction utile concerne les composantes naturelles et construites de 
l’environnement physique. Les composantes naturelles ne sont pas directement produites par 
l'homme, mais peuvent être modifiées par l’activité humaine (108). Dans cette conceptualisation, 
l'environnement construit fait référence, entre autres, aux caractéristiques du bâti et à la densité et 
à la diversité des activités. De nombreuses études montrent qu’il existe une influence du milieu 
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physique sur la prévalence de l’obésité (97, 109). Les caractéristiques du bâti font référence aux 
parcs, aux espaces publics, aux bâtiments (habitations, écoles, commerces, etc.) et aux 
infrastructures de transport (rues, pistes cyclables, etc.). Plusieurs études ont montré que les 
caractéristiques du bâti jouent un rôle dans la pratique d’une activité physique et donc, peuvent 
avoir un impact sur l’obésité par l’influence qu’elles ont sur l’activité physique (110, 111). La 
présence de parcs, de trottoirs et de rues bien éclairées sont des facteurs environnementaux 
protecteurs par rapport à l’obésité car ils jouent sur le comportement et incitent les résidents à 
marcher plus et à avoir un niveau d’activité physique plus élevé (111-116). D’autres facteurs 
péjoratifs dans la relation environnement/obésité incluent un faible niveau de « marchabilité » du 
réseau de rues alentour (117). La densité fait référence à la mesure d’une caractéristique 
environnementale dans un espace donné, par exemple au niveau du quartier, à un moment donné. 
Les indicateurs de densité les plus utilisés sont la densité de population et la densité de 
destinations correspondant à un nombre d’individus ou à un nombre de destinations dans une aire 
déterminée, tels que le nombre d’habitants ou de destinations par km². Les études montrent 
qu’une faible densité de population ou une faible densité de destinations est associée à une 
prévalence élevée de l’obésité (118-120). La diversité des activités correspond à l’aménagement 
spatial de l’utilisation du sol. L’indicateur le plus utilisé est la mixité de l’utilisation du sol (109). 
Une plus grande diversité des activités est associée à une augmentation de l’utilisation des modes 
de transport actifs (vélo, marche, etc.) (100) et à une diminution de la prévalence de l’obésité 
(115, 121, 122). En revanche, l’absence de transports en commun, un manque d’équipements 
sportifs à proximité (123), la présence d’une grande proportion de restaurants de restauration 
rapide (124), l’absence de magasins vendant des fruits et des légumes frais, et un mauvais accès à 
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des supermarchés vendant des produits conformes aux recommandations nutritionnelles (125) 
sont des facteurs de risque de l’obésité. 
Etude en milieu français 
Dans le contexte français, l’étude Obépi montre que la prévalence d’obésité chez les adultes de 
plus de 18 ans ne cesse d’augmenter (30). Cette étude met à jour des inégalités géographiques de 
santé, par région ou même par quartier. En effet, malgré une augmentation globale de la 
prévalence d’obésité sur le territoire français, il y a une certaine hétérogénéité géographique dans 
cette évolution. Par exemple, de 1997 à 2012,  les zones ayant subi les plus fortes hausses sont : 
la Champagne-Ardenne  avec une augmentation de plus de 145%, la Franche Compté avec une 
augmentation de 144%, l’Alsace avec une augmentation de 108% et la Région Parisienne avec 
une augmentation de 100,5%.  De plus, l’étude Obépi montre que la prévalence d’obésité a 
augmenté en France de façon plus soutenue chez les inactifs, les ouvriers et les employés que 
chez les cadres (30).  De ce fait, l’observation d’un accroissement de la ségrégation sociale des 
populations dans l’espace (126) et la progression actuelle de l’épidémie d’obésité en France 
conduit à des disparités importantes entre les quartiers socialement favorisés et défavorisés.  
La modification de l’environnement peut aussi jouer un rôle majeur dans la progression 
de la prévalence d’obésité (127). En effet, des étude françaises ont préalablement mis en évidence 
des caractéristiques contextuelles relatives à l’environnement socio-économique, à 
l’environnement physique, à l’environnement de services et à l’environnement d’interaction 
sociale qui permettent d’expliquer les disparités de prévalence d’obésité entre les quartiers 
favorisés et dévavorisés. Une étude de 2011, réalisée dans la Région Parisienne, sur une 
population adulte âgée de 30 à 79 ans, montre qu’un faible niveau d’éducation de la population 
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habitant dans le quartier de résidence était associé à un taux d’IMC ou de tour de taille plus élevé. 
Ces associations étaient plus fortes chez les femmes (128). De plus, une étude montre que même 
après ajustement sur les caractéristiques socio-économiques individuelles et du quartier, l’IMC 
ainsi que le tour de taille étaient négativement associés avec les caractéristiques physiques et de 
services de l’environnement (tels que la proportion de surface construite, la densité de magasin de 
fruits et légumes, et les restaurants) (129). Dans un même sens, une étude conduite en Région 
Parisienne montre que les participants âgés de 30 à 79 ans, faisant leurs courses dans les 
supermarchés « hard discount » et dans les supermarchés dont la zone de chalandise comprend 
les quartiers résidentiels avec les plus faibles niveaux d’éducation avaient un IMC ainsi qu’un 
tour de taille plus élevé (d’autant plus si les individus avaient un faible niveau d'éducation) (93). 
Ces études sont cohérentes avec les résultats d’une étude concernant les enfants qui montre que la 
probabilité d’être en surpoids était plus élevée chez les enfants vivant dans un environnement où 
l’accessibilité spatiale aux installations urbaines d’activité physique et aux magasins 
d’alimentation générale était plus faible (mais seulement chez les enfants d’ouvriers). Aucune 
relation n’a été trouvée concernant le surpoids et les infrastructures naturelles d’activité physique 
ou les restaurants issus de la restauration rapide (130). D’autres facteurs environnementaux, tel 
que le bâti, favorisent les déséquilibres entre les quartiers favorisés et défavorisés. En effet, une 
étude française conduite en 2012 montre que les individus résidant dans un environnement avec 
une forte répartition d’accessibilité spatiale aux espaces verts, aux installations de proximité et 
avec une forte concentration de piste cyclable étaient plus susceptibles de marcher et de faire du 
vélo. Par contre, l’IMC des individus n’était pas pour autant plus bas chez les individus résidant 
dans ces types de quartiers (113).  
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I.3.3 - Niveau des secteurs d’activité économique 
Variabilité des expositions selon les secteurs d’activité économique 
L’enquête « Conditions de Travail » de 1978 de la Direction de l’Animation de la Recherche, des 
Études et des Statistiques (DARES) du ministère du travail marque le début des enquêtes sur les 
conditions de travail en France. Depuis, en complément de l’enquête « Travail-Emploi » de 
l’Institut National de la Statistique et des Études Economiques (INSEE), l’enquête « Conditions 
de Travail » est répétée tous les 7 ans, la dernière édition datant de 2013. Dès 1978, cette enquête 
s’est basée sur le postulat d’une inégalité des expositions au travail en fonction des catégories 
socio-professionnelles et des secteurs d’activité économique. L’enjeu de cette enquête est de 
connaître les différentes expositions des travailleurs sur le plan socio-professionnel et par 
secteurs d’activité susceptibles de porter atteinte à la santé physique des travailleurs (131, 132). A 
partir de 1984, les enquêtes ont évolué et se sont ouvertes aux troubles psychiques professionnels 
avec des indicateurs tels que la latitude dans les décisions, la demande psychologique et charge 
de travail mentale, le soutient avec les supérieurs et la tension avec les collègues, etc. Cette 
évolution est liée à la prise en considération en Santé publique des risques psychosociaux liés au 
travail. En France, en parallèle à ces travaux, d’autres études ont comparé les expositions 
professionnelles par secteurs d’activité (133, 134). Finalement, en 2013, la DARES a fait une 
nouvelle enquête spécifiquement sur les expositions liées aux risques professionnels selon les 
secteurs d’activité économique (135). Selon les contraintes spécifiques qui leur sont liées, les 
expositions d’ordre physiques, psychosociales et comportementales varient fortement d’un 
secteur à l’autre (135). Cette étude montre que les contraintes physiques intenses concernent 
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principalement le secteur de la construction et le secteur de l’agriculture. L’exposition aux 
produits chimiques est plus fréquente chez les employés des secteurs de l’industrie et de 
l’agriculture. Les agressions sur le lieu de travail touchent principalement les employés de 
l’éducation, de la fonction publique et du commerce et des transports. En ce qui concerne les 
horaires atypiques de travail, les secteurs de la fonction publique hospitalière et du commerce et 
des transports sont les plus touchés (135). L’exposition au bruit est plus présente dans les secteurs 
de l’industrie, de l’agriculture et de la construction (131, 133). De plus, le niveau de stress est 
plus élevée dans le secteur de l’éducation, de la santé et de l’agriculture (135). Des différences 
comportementales entre les secteurs sont aussi observées. En effet, les études de Lauzeville et al. 
en 2009 et de Goffette en 2012 montrent des disparités de comportements par secteurs d’activité 
économique (136, 137). Les proportions de fumeurs sont plus importantes dans les secteurs de 
l’hôtellerie et de la construction. En ce qui concerne l’alcool et les drogues, les personnes 
travaillant dans le secteur de l’hôtellerie et de la restauration en sont les plus grands 
consommateurs. Le secteur des arts et des spectacles présente la plus grande consommation de 
cannabis et le taux d’ivresse par année le plus élevé. Les profils de consommateurs sont souvent 
homogènes (138), c’est-à-dire que lorsqu’un secteur présente une surconsommation par rapport à 
la moyenne pour un type de produit, il y a de fortes chances pour que la consommation soit 
supérieure à la moyenne pour les autres produits étudiés (et inversement pour la sous-
consommation). Pour dresser un profil de consommateur de substances psychoactives par 
secteurs d’activité économique en fonction des résultats de cette étude, chez les hommes, le 
secteur de la construction se distingue par une surconsommation de substances psychoactives très 
nette et, dans une moindre mesure, les secteurs de l’hébergement et de l’art et du spectacle. Le 
secteur le plus « protégé » est l’administration publique et la défense. Pour les femmes, les 
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secteurs les plus touchés par la consommation de substances psychoactives sont les secteurs de 
l’hébergement et de l’administration publique. De ce fait, le comportement du travailleur peut 
révéler une attitude générale vis-à-vis du risque spécifique par secteurs d’activité économique. 
 Liens entre expositions professionnelles et risque sanitaire 
La littérature épidémiologique sur les effets des facteurs physiques, psychosociaux, 
comportementaux et des expositions professionnelles liées aux statuts socio-économiques sur 
l’obésité et les maladies cardiovasculaires est abondante (139-145). En revanche, très peu 
d’études se sont intéressées aux relations entre les secteurs d’activité économique et l’obésité 
ainsi que les facteurs de risque cardiovasculaire associés. Pourtant, dans les pays industrialisés où 
les secteurs d’activité économique sont comparables, de fortes différences de mortalité sont 
observées (146, 147). Par exemple, la mortalité entre secteurs par cancer serait explicable, pour 
un tiers, par les expositions professionnelles (148). De plus, il apparaît que les expositions 
physiques, psychologiques et comportementales liées au secteur d’activité économique peuvent 
constituer des éléments médiateurs de la relation entre les secteurs d’activité économique et 
l’obésité ainsi que des maladies cardiovasculaires. Par exemple, de nombreuses études établissent 
un lien entre la contrainte physique (rythme d’horaire décalé, travail de nuit) (149), psychosociale 
(stress au travail) (150) et comportementale (alimentaire, consommation d’alcool) (151) et des 
prévalences élevées de l’obésité et de comorbidités cardiovasculaires. Plus spécifiquement, des 
études ont montré des associations entre des facteurs psychosociaux liés aux activités 
professionnelles (stress, manque de soutien social, heure de travail décalée, …) et l’obésité (152) 
mais aussi avec les maladies cardiovasculaires telles que l’hypertension, l’athérosclérose, l'angine 
de poitrine, les maladies coronariennes, les accidents vasculaires cérébraux ainsi que le 
développement d’un diabète (132). Cependant, dans le contexte français, il n’existe pas de 
| CHAPITRE I -  INTRODUCTION 44 
 
données permettant d’estimer le véritable impact des secteurs d’activité économique sur l’obésité 
et les facteurs de risque cardiovasculaire. En effet, les statistiques sur les atteintes de santé dues 
au travail, compilées par la Caisse Nationale d’Assurance Maladie des Travailleurs Salariés 
(CNAMTS), des travailleurs salariés (soit le régime général de la Sécurité Sociale) ne décrivent 
que les accidents du travail et les maladies reconnues et indemnisées (132, 146).  
 
I.4. Analyses transversales et longitudinales des déterminants de l’obésité 
I.4.1 – Schémas d’analyses utilisés 
De nombreuses études ont analysé les liens entre les déterminants socio-économiques individuels 
et l’obésité (80-82), mais la plupart de ces études ont utilisé un schéma d’analyse transversal (82). 
La limite du schéma d’analyse transversal vient du fait qu’il ne permet pas de déterminer la 
direction des effets causaux impliqués dans les associations. Les études longitudinales issues de 
grandes cohortes, telles que la National Health and Nutrition Examination Surveys (NHAES), la 
Framingham Heart Study (FHS), ou en France l’Etude Prospective Parisienne (EPP), sont 
importantes en épidémiologie car elles permettent de suivre une population dans le temps en 
prenant des mesures de santé de façon répétées. L’évolution des mesures dans le temps permettra 
de déterminer de façon plus fiable si l’association est liée à un effet causal.  
Dès 1989, les résultats d’une revue de littérature de Sobal and Stunkard basée uniquement 
sur des études transversales montrent que l’obésité est liée au statut socio-économique. Ils 
montraient l’existence de relation directe entre le statut socio-économique et l’obésité dans les 
pays en voie de développement. Les hommes, les femmes et les enfants avec un niveau du statut 
| CHAPITRE I -  INTRODUCTION 45 
 
socio-économique élevé avaient une plus grande probabilité d’être obèse que ceux avec un faible 
niveau de statut socio-économique. Par contre, dans les pays développés, une relation inverse 
était trouvée entre le statut socio-économique et l’obésité pour les femmes (153). Depuis cette 
publication, considérant l’augmentation rapide de la prévalence de l’obésité mondiale, les 
relations entre le statut socio-économique et l’obésité ont changé (80). En effet, les études 
transversales de 1988 à 2004 montrent que la tendance générale des résultats, tant pour les 
hommes que pour les femmes, allait vers une augmentation des associations positives ainsi 
qu’une diminution des associations négatives entre le statut socio-économique et l’obésité dans 
les pays ayant des niveaux élevés de développement socio-économique et dans les pays à moyen 
et bas niveaux de développement socio-économique, respectivement. (81). De plus, ces études 
montrent que les associations entre le statut socio-économique et l’obésité variaient en fonction 
de l’indicateur étudié. Par exemple, un faible niveau de statut socio-économique associé à une 
corpulence plus élevé chez les femmes des pays développés était plus fréquent avec les 
indicateurs du niveau d’éducation et de la profession (81). Malgré l’importance de ces résultats, 
la limite la plus importante de ces études est qu’elles ne représentent une population qu’à un 
moment donné dans le temps et ne permettent pas d’étudier le changement de poids au fil du 
temps.  
Considérant ces limites, Mujahid et al, étudient les associations entre le statut socio-
économique et l’IMC de manière transversale et longitudinale chez 13167 sujets (âgés de 45 à 64 
ans) d’ethnie noire et blanche. Les résultats de cette étude montrent que le niveau socio-
économique individuel et du quartier sont indépendamment et inversement associés à un niveau 
élevé d’IMC à l’inclusion, chez les femmes. Chez les hommes blancs l’IMC à l’inclusion était 
négativement associé avec le revenu, tandis que chez les hommes noirs il était positivement 
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associé avec l’éducation et le revenu. En ce qui concerne l’évolution de l’IMC au cours du temps, 
les résultats de cette étude montrent que l’IMC augmentait indépendamment du sexe et de 
l’ethnie. L’augmentation de l’IMC n’était pas associée au niveau socio-économique chez les 
hommes blancs tandis que chez les hommes noirs, les augmentations d’IMC étaient plus 
prononcées chez les personnes avec un statut socio-économique plus élevé (82). Les résultats 
d’études longitudinales entre le niveau du statut socio-économique et le gain de poids montraient 
des associations inverses relativement constantes entre la profession et le gain de poids pour les 
hommes et les femmes dans les pays développés, chez les personnes non-noires. De plus, chez les 
enfants, l’augmentation de l’adiposité était aussi associée à un niveau de statut socio-économique 
plus faible (154, 155). Mais les études longitudinales sur les facteurs socio-économiques et le 
changement d’IMC ne rapportent pas toujours des résultats cohérents. Quand le statut socio-
économique était évalué par le niveau d’éducation, les associations étaient moins constantes mais 
permettaient néanmoins de confirmer la tendance d’une relation inverse entre le statut socio-
économique et le gain de poids. Par contre, quand le revenu était utilisé comme indicateur de 
statut socio-économique, les relations n’étaient pas liées à une augmentation de la corpulence 
corporelle (80, 154, 156-158). 
I.4.2 – Données manquantes 
Une limite de ces études longitudinales vient de la temporalité liée au schéma d’étude. En effet, 
les mesures devant s’effectuer sur le même individu lors de différentes vagues d’étude (parfois 
plusieurs années entre chaque vague), certains peuvent être perdus de vue. La mesure ne peut 
alors plus être faite et on se retrouve avec des données manquantes. L’attrition correspond aux 
situations selon lesquelles lors d’une étude prospective les individus quittent le suivi de l’étude 
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avant son terme prévu (159) et où, les données ne sont plus disponibles. Le biais dû au 
phénomène d’attrition correspond à une erreur systématique induite par la différence entre les 
participants des différentes vagues résultant de la perte au cours du suivi (160). Le risque du biais 
lié aux données manquantes dépend de la raison pour laquelle la donnée est manquante. En 1987, 
Little et Rubin, décrivent le mécanisme des données manquantes selon trois types de 
combinaison possibles (161) : 1) manquantes complètement au hasard (« Missing Completely At 
Random », MCAR), dans ce cas, les résultats ne seront pas biaisés car lors des analyses, les 
données manquantes ne sont alors pas différentes des données non-manquantes ; 2) manquantes 
au hasard (« Missing At Random », MAR), où toutes les différences systématiques entre les 
valeurs manquantes et les valeurs observées peuvent s’expliquer par des différences dans les 
données observées. Dans ce cas, le fait de prendre en compte des valeurs qui causent les données 
manquantes dans les analyses permettra d’obtenir des résultats non-biaisés ; 3) manquantes pas 
au hasard (« Missing Not At Random », MNAR) où dans ce cas, les données manquantes 
dépendent d’un évènement que le chercheur n’a pas mesuré. De ce fait, même après la prise en 
compte des données observées, une différence systématique demeure entre les données 
manquantes et les données observées. Le mécanisme de donnée manquante MNAR est aussi 
appelé « inaccessible », car la cause des données manquantes ne pourra pas être pris en compte 
lors des analyses et le biais d’attrition ne pourra pas être contourné (162). De plus, du fait que les 
données soient manquantes, il n’est pas possible de déterminer avec certitude si le mécanisme est 
MAR ou MNAR, car il s’agit seulement d’une hypothèse (163). 
De plus, malgré l’impact des données manquantes dans les résultats, la grande majorité 
des études longitudinales ne prennent pas en considération le problème potentiel du biais 
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d’attrition dans les analyses statistiques (82, 164) alors que les données manquantes sont 
fréquentes et souvent inévitables dans les études épidémiologiques (165, 166). 
     




L’objectif général de ce travail était, à l’aide d’études transversales et longitudinales, d’évaluer 
les relations entre les environnements géographiques de vie et l’excès de poids et de graisse 
corporelle et de risque cardiovasculaire. En parallèle, d’un point de vue méthodologique, nous 
avons cherché à tenir compte de l’environnement géographique de travail en plus de 
l’environnement de résidence, et nous avons évalué l’impact des données manquantes dans les 
analyses longitudinales.   
Les objectifs spécifiques de ce travail de thèse étaient les suivants : 
- Dans un premier temps, nous avons examiné les associations entre, d’une part, les 
facteurs individuels sociodémographiques, les caractéristiques des quartiers résidentiels et 
professionnels, et le secteur d’activité économique des participants et, d’autre part, la 
masse grasse évaluée par bio-impédancemétrie. Nous avons également examiné si l'IMC 
permet de saisir pleinement les effets sociaux et environnementaux sur la graisse 
corporelle. 
- Dans un second temps, nous avons estimé et comparé les associations entre les secteurs 
d’activité économique et un large panel de facteurs de risques cardiovasculaire.  
- Enfin, dans un troisième temps, à l’aide d’une étude longitudinale, nous nous sommes 
intéressés aux déterminants de l’évolution des paramètres anthropométriques chez les 
participants de la cohorte RECORD. Ensuite, d’un point de vue méthodologique, basé sur 
ces données observées et à l’aide d’une étude de simulation, nous avons évalué l’impact 
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des données manquantes dans les analyses longitudinales et comparé différentes méthodes 
d’analyses qui permettent de prendre en compte ces données manquantes. 
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CHAPITRE II - METHODES 
 
II.1.  Étude RECORD : contexte et objectifs 
Dans le contexte français où les inégalités sociales ont un niveau considéré comme intermédiaire, 
les répercussions qu’elles engendrent sur l’état de santé des populations vont en augmentant3. 
Depuis les deux dernières décennies, ces disparités, qui traduisent une séparation sociale dans 
l’espace, se sont également accentuées entre les communes des régions françaises. C’est le cas, 
tout particulièrement, pour la région Île-de-France
4
, qui sert de cadre aux présents travaux. En 
effet, bien que cette région soit la plus riche de France, elle est aussi celle où les inégalités socio-
environnementales sont les plus marquées (167).  
L’Étude RECORD est issue d’une collaboration entre l’UMR-S 1136 et le Centre 
d’Investigations Préventives et Cliniques (IPC). Elle a été conçue à partir du contexte découlant 
de diverses études conduites en Amérique du Nord et en Europe du Nord consacrées aux 
disparités sociales et aux influences des environnements géographiques de vie sur la santé (168, 
169)  ainsi que du constat du manque d’études sur le sujet en France ajouté à la situation 
croissante des inégalités sociales franciliennes. Son objectif principal est d’étudier les disparités 
géographiques de santé qui existent au sein de la région Île-de-France, avec un intérêt particulier 
pour les différences observées entre quartiers favorisés et quartiers défavorisés (170). 
                                                 
3
 Niveau intermédiaire par rapport à des pays comme le Japon, niveau d’inégalité faible et le Brésil, niveau fort. 
4
 L’Ile-de-France, ou la région parisienne, représente 2,8% du territoire de la France et compte près de 11,9 millions 
d'habitants, soit environ 18 % de la population française. 
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Concernant les problématiques sanitaires, l’Étude RECORD s’intéresse principalement 
aux maladies cardiovasculaires et à leurs facteurs de risque comportementaux, cliniques et 
biologiques (142) (tels que l’obésité (128), l’hypertension artérielle (171), l’activité physique 
(172), etc.). Elle vise à étudier également les comportements de recours aux soins des personnes, 
en matière de traitement des facteurs de risque cardiovasculaire tels que l’hypertension. Enfin, 
au-delà de la description des disparités de santé entre quartiers, l’objectif central de l’étude est de 
comprendre par quels mécanismes les environnements géographiques de vie influencent la santé.    
 
II.2. Territoire d’étude et population 
L’Étude RECORD est une étude de cohorte qui comporte deux vagues de collectes de données ; 
une première vague de 2007 à 2008 et une deuxième vague de 2011 à 2014. 
Les 7290 participants de la première vague de l’Étude RECORD ont été recrutés entre 
mars 2007 et février 2008 dans le cadre des Examens Périodiques de Santé de la Sécurité Sociale 
dans quatre sites du Centre IPC de la région Île-de-France localisés à Paris, Argenteuil, Trappes 
et Mantes-la-Jolie (Figure 3).  
Le découpage du territoire de l’Étude RECORD pour la sélection des communes 
participantes a été fait à partir des codes postaux renseignés dans la base de données du Centre 
IPC. Avant le début de l’étude, en 2006, afin d’assurer de larges disparités socio-économiques 
entre les communes à retenir dans l’étude, une présélection de codes postaux de résidence a été 
effectuée à partir des listes des personnes venues au Centre IPC. La sélection a  pris en compte, 
selon le recensement 1999, les codes postaux de plus de 15 000 habitants qui avaient fourni la 
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majorité des effectifs de patients au Centre IPC en 2006. Les localités avec les revenus médians 
les plus faibles ont été surreprésentées.  
 
Figure 3. Localisation des 112 communes sélectionnées dans l’Étude RECORD et des 4 sites du 
Centre IPC participant au recrutement. 
 
L’échantillon des communes sélectionnées est très diversifié. Il comprend aussi bien des 
communes défavorisées (par exemple, Sarcelle, Mantes-la-Jolie) que des communes favorisées 
(par exemple, Versailles, Neuilly-sur-Seine), ainsi que des communes fortement urbanisées et des 
territoires moins urbanisés. Au final, pour garantir une disparité des environnements 
géographiques de vie, 112 communes comprenant 1915 quartiers correspondant au découpage 
géographique infra-communal IRIS
5
 défini par l’INSEE et caractérisés par une grande diversité 
sociale et territoriale, ont été sélectionnées (figure 3). La sélection des participants s’est donc 
faite selon trois critères spécifiques : 1) l’âge des participants devait se situer entre 30 et 79 ans 
                                                 
5
 « Ilots Regroupés pour l'Information Statistique » correspond à découpage, infra-communal, qui constitue une 
partition des communes en "quartiers" dont la population est de l'ordre de 2 000 habitants. 
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au moment de l’examen ; 2) les participants devaient résider dans l’une des 112 communes 
sélectionnées a priori ; 3) les participants devaient être en mesure de répondre par eux-mêmes 
(ou avec une aide minimale) au questionnaire de l’étude proposé en langue française. Lorsque 
que les individus utilisant les services du Centre IPC remplissaient ces trois conditions, il leur 
était proposé de participer à l’Étude RECORD. 10,9% ont été exclus du fait de leur incapacité à 
répondre à un questionnaire auto-administré en français. Au final, 83,6% des personnes invitées à 
participer à l’étude ont complété le protocole de collecte de données. Les enquêteurs de l’étude 
ont reçu une formation spécifique pour expliquer au mieux le principe de l’étude aux participants 
sélectionnés. Toutes les personnes qui ont accepté de participer ont signé un formulaire de 
consentement.  
Dans le cadre de la seconde vague de l’Étude RECORD qui a débuté en février 2011, 
l’ensemble des participants ont été invités à un second examen de santé au centre IPC de février 
2011 à décembre 2014. 51% des participants vus en 2007 – 2008 ont été ré-enquêtés dans la 
seconde vague de l’étude au 31 mars 2013 soit 3746 participants pris en compte dans la présente 
thèse. 
 
II.3. Les données collectées 
II.3.1 - Les données individuelles 
Lors des passages des participants au Centre IPC, de nombreuses données biologiques, 
médicales, socio-administratives, comportementales et psychologiques ont été collectées. Les 
données cliniques et biologiques ont été recueillies lors des examens de la première et de la 
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deuxième vagues de l’Étude RECORD. Ces examens comprenaient un bilan biologique6, des 
mesures de tension artérielle, un électrocardiogramme, la spirométrie, un examen dentaire, un 
visio-test, des mesures anthropométriques (poids, taille, tour de hanche, tour de taille) et des 
mesures d’impédancemétrie (seulement lors des examens de la première vague de l’étude). 
D’autres données ont été obtenues à partir de questionnaires, comme le niveau d’activité 
physique pratiqué, les expositions professionnelles de façon très succinte, la consommation 
d'alcool et de tabac, les antécédents personnels et familiaux, l’état de santé actuel et les 
traitements médicaux prescrits, le statut d'emploi, la profession, le niveau d'études, le type de 
couverture sociale, le statut d'occupation du logement, le nombre d'enfants, la présence de 
difficultés financières, les problèmes d'accès aux soins, les activités récréatives, le soutien social, 
etc.  
Les participants, par la suite, ont répondu à un questionnaire spécifique à l'Étude 
RECORD concernant leur statut socio-économique, leurs connaissances sur la santé 
cardiovasculaire, leurs perceptions et leurs attitudes par rapport à la santé, leur niveau d’activité 
physique et le vécu au sein de leur quartier (attachement au quartier, sentiment d'appartenance, 
opinions au sujet du quartier, réputation du quartier, insertion sociale au sein du quartier, activités 
associatives, confiance-méfiance et hostilité-bienveillance par rapport aux voisins, soutien social 
de la part du voisinage, impact du quartier sur le bien-être psychologique). L'ensemble du 
protocole de recueil de données a été approuvé au préalable par la Commission Nationale de 
l’Informatique et des Libertés (CNIL). 
                                                 
6
 Bilan réalisé après 12 heures de jeûne et comprenant les mesures suivantes : hémogramme, urée, créatininémie, 
glycémie, potassium, cholestérolémie, triglycérides, aspartate aminotransférase (ASAT), gamma glutamyl 
transferases (GT), albuminurie, glycosurie, hématurie, etc. 
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II.3.2 - Informations sur le lieu de travail des participants RECORD 
L'information sur le lieu de travail a été fournie par la Caisse Nationale d'Assurance Vieillesse 
(CNAV). Les fichiers administratifs reçus de la CNAV indiquaient l'employeur (ou les 
employeurs, avec un maximum de trois) de chaque participant par année, avec les numéros 
d'établissements correspondants. Les données ne nous permettaient pas de connaitre la date de 
début ou de fin de contrat durant l’année de recrutement. En conséquence, les données ne nous 
permettaient pas de confirmer avec certitude que le participant était toujours ou déjà employé au 
cours de l’année du recrutement. Pour chaque année, nous n’avons retenu que l'employeur 
principal, qui était celui dont les participants avaient reçu le salaire le plus important. Afin de 
nous assurer de ne considérer que les lieux de travail où le participant travaillait (ou avait 
travaillé) au moment du recrutement, nous avons attribué à chaque individu l’établissement 
principal de travail de l'année précédant son inclusion dans l'Étude RECORD.  
Nous avons ensuite géocodé le lieu de travail en utilisant notamment la base de données 
d’entreprises SIRENE (Système Informatique pour le Répertoire des Entreprises et de leurs 
Établissements) fournie par l’Institut National de la Statistique et des Études Economiques 
(INSEE). Cela nous a permis d’apparier les coordonnées spatiales du lieu de travail à une partie 
de notre population d'étude. Dans la première vague de l’étude, pour un total de 4536 participants 
travaillants pour lesquels un établissement de travail avait été identifié, nous avons pu faire 
correspondre les coordonnées du lieu de travail de 3837 participants. Pour 254 autres participants, 
les lieux de travail ont été géocodés en utilisant Google Maps en fonction des adresses trouvées 
dans les annuaires d’entreprises disponibles sur Internet. Les lieux de travail de respectivement 
238 et 123 participants ont été géocodés au niveau de la zone IRIS et à la commune. Enfin, 84 
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participants pour lesquels le lieu de travail ne pouvait être trouvé et 124 participants pour lesquels 
le lieu de travail était situé en dehors de la région Île-de-France ont été exclus. Au final, les 
données sur le lieu de travail étaient disponibles pour 4331 participants de la vague 1 de la 
cohorte RECORD.  
II.3.3 - Secteurs d’activité économique et catégories légales des établissements 
Par le biais des données de la CNAV et des codes d’identification des établissements de travail 
des participants, les secteurs d’activité économique et les catégories légales des établissements 
ont été récupérés. Les 17 niveaux d’activité économique de la Nomenclature des Activités 
Française (NAF) de 2003 ont été utilisés. Nous avons utilisé la nomenclature de 2003 qui 
constituait la nomenclature des activités au moment de l’inclusion des participants dans l’étude. 
Parmi ces 17 niveaux d’activité, 11 étaient représentés dans notre échantillon : 1) Industrie 
manufacturière ; 2) Construction ; 3) Commerce, réparations automobiles et d'articles, 
domestiques ; 4) Hôtels et restaurants ; 5) Transports et communications ; 6) Activités 
financières ; 7) Immobilier, location et services aux entreprises ; 8) Administration publique ; 9) 
Education ; 10) Santé et action sociale et 11) Services collectifs, sociaux et personnels. Les 
secteurs suivants étaient donc exclus de nos échantillons : Agriculture, chasse, sylviculture ; 
Pêche, aquaculture, services annexes ; Industries extractives ; Production et distribution 
d’électricité, de gaz et d’eau ; Activités de ménage ; Activités extraterritoriales. Il est important 
de souligner que, premièrement, les secteurs d’activité économique ont été assignés au niveau de 
l’établissement ou du lieu de travail (établissement en tant qu’entité économique située à un 
endroit déterminé et subordonné à une autorité unique) plutôt qu’au niveau plus large de 
l’entreprise. Deuxièmement, les sites de travail sont classifiés selon la principale activité 
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économique de l’établissement. A titre d’exemple, les services de nettoyage ou les services 
administratifs intégrés dans un établissement du secteur de la construction sont classés comme 
faisant partie du secteur de la construction. Troisièmement, le secteur d’activité économique est 
indépendant de la catégorie socio-professionnelle de la personne. De ce fait, chaque secteur 
d’activité économique comprend des personnes de différentes classes socio-professionnelles (par 
exemple : des ouvriers, des employés, des professions intermédiaires et des cadres). 
Les bases de données de l’INSEE et de la CNAV nous ont aussi permis de distinguer le 
secteur privé et le secteur public.  
II.3.4 - Les données environnementales 
 Recueil des données environnementales 
Les données environnementales ont été obtenues auprès des partenaires de l’Étude RECORD, 
notamment l’INSEE, l’Institut d’Aménagement et d’Urbanisme (IAU) d’Île-de-France et 
l’Institut Géographique National (IGN). A partir des bases de données environnementales 
obtenues auprès de ces organismes, des variables contextuelles rapportées aux adresses 
résidentielles et professionnelles (pour celles disponibles) des participants ont pu être constituées.  
En utilisant les bases de données géographiques de l’Insee, l'ensemble des adresses 
résidentielles a été géocodé à l’aide de l'application GEOLOC. L'avantage de cette application 
réside dans le fait qu'elle permet d'attribuer les adresses à des zonages de types « pâtés de 
maisons » ou « petits quartiers » (îlots et IRIS) de façon beaucoup plus fiable que les procédures 
classiques de géocodage qui attribuent directement des coordonnées spatiales aux adresses. En 
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plus de ces codes de zone, l'application GEOLOC attribue aussi aux adresses un code 
correspondant à la voie et des coordonnées spatiales (x, y).  
A partir de cette localisation précise des participants et à l’aide des différentes sources de 
données environnementales appariées, il est possible d’analyser les associations entre le quartier 
résidentiel et/ou l’environnement géographique du lieu de travail (voir procédure de géocodage 
ci-dessus) et l’obésité et les maladies cardiovasculaires.  
Construction des variables environnementales 
Presque toutes les variables environnementales ont été obtenues à l’aide d’un logiciel SIG 
(Système d’Information Géographique). Le SIG est un outil qui permet de relier des données 
géographiques spatialement référencées à une base de données permettant de faire des analyses 
sur ces données (173, 174). Dans le cadre de cette étude, nous avons utilisé le SIG ArcGIS 10. A 
l’aide de ce logiciel, nous avons pu définir les quartiers de résidence et de travail des participants 
de l’Étude RECORD et combiner les données environnementales venant de différentes bases de 
données afin d’obtenir les mesures d’expositions appropriées pour chaque dimension 
environnementale traitée.  
Différentes zones géographiques à différentes échèles autour des lieux de résidence et des 
lieux de travail des participants ont été déterminées. En utilisant les coordonnées (x, y) de chaque 
adresse résidentielle ainsi que de chaque lieu de travail, nous avons pu créer autour de ces 
adresses une zone tampon (« buffer ») avec un rayon tenant compte du réseau de rues (175), 
allant de 500m à 2000m. Des variables environnementales ont ensuite été calculées au sein de ces 
zones tampons. Ces variables nous ont permis, par la suite, de conduire des analyses de 
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sensibilité pour comparer les associations observées en utilisant des zones tampons de différentes 
tailles. 
L’ensemble de ces mesures environnementales construites dans des zones tampons est 
basé sur la notion de quartier proche, où sont regroupées les expositions avec lesquelles nous 
sommes en contact fréquent. De ce fait, dans chaque quartier, les expositions environnementales, 
parce qu’égo-centrées, peuvent varier selon les individus. C’est une approche qui veut identifier 
le plus fidèlement possible les expositions potentielles auxquelles les individus sont soumis au 
sein de leur environnement résidentiel ou professionnel en considérant, au centre, les 
coordonnées exactes du lieu de résidence ou du lieu de travail et les déplacements dans cette 
zone. Cette approche par zone tampon diffère de l’utilisation de découpages géographiques 
prédéterminés, comme les zonages administratifs (par exemple, le découpage en communes, en 
TRIRIS
7
 ou en IRIS), pour lesquels la mesure de l’exposition environnementale est moins 
performante car celle-ci reste la même pour deux personnes qui habitent à des endroits différents 
d’un même TRIRIS (l’un habitant par exemple au centre et l’autre près de la frontière de l’unité 
de zonage). Celui qui habite à la frontière aura plus de chance d’être également exposé à l’unité 
de zonage adjacente (176).  
Afin de créer une typologie relative au niveau d’urbanicité des quartiers résidentiels et 
professionnels (qui renvoie au niveau de densité de l’espace urbain), nous avons eu recours à des 
méthodes statistiques d’analyse par grappes (« cluster analysis ») basées sur quatre variables de 
densité (la densité de population
8
, la densité de destinations
9, la densité d’intersections de rues10 
                                                 
7
 Un TRIRIS est une zone géographique intra-communale définie par l’INSEE qui correspond au regroupement de 
trois IRIS. 
8
 Correspond au nombre d’habitants par km² présents dans la zone tampon basée sur le réseau de rues 
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et le ratio de l’aire de la zone tampon basée sur le réseau de rues sur l’aire de la zone tampon 
circulaire
11
). Ces analyses ont été faites séparément pour le quartier résidentiel et le quartier 
professionnel. Nous avons utilisé la méthode dite hiérarchique de Ward qui sélectionne d’abord 
chaque observation multidimensionnelle comme étant une seule grappe (niveau individuel), puis 
fusionne successivement les deux prochaines grappes les plus proches en terme de distance 
euclidienne jusqu'à ce qu’il n’y ait plus qu'une seule grappe, qui regroupe toutes les observations 
(177). Le nombre final de grappe a été choisi afin de sélectionner les quartiers les plus contrasté 
entre eux ou plus de la moitié des variations des variables ont été prise en compte (r > 0,5). 
 
II.4. Analyses statistiques 
La principale question de recherche de cette thèse est de comprendre certains mécanismes qui 
expliquent l’augmentation de la prévalence de l’obésité et de facteurs de risque cardiovasculaire 
chez certains groupes d’une population donnée. Plus spécifiquement, il s’agit de quantifier et 
d’interpréter les disparités socio-spatiales d’excès de graisse corporelle en tenant compte à la fois 
des caractéristiques socio-économiques individuelles, de l’environnement de résidence et du lieu 
de travail, et du secteur d’activité économique de travail. Ensuite, nous appréhendons et 
comparons les relations entre ces secteurs d’activité économique et différents facteurs de risque 
cardiovasculaire. Finalement, nous évaluons les déterminants de l’évolution des paramètres 
anthropométriques au cours du temps et l’importance des valeurs manquantes dans les 
                                                                                                                                                              
9
 Correspond au nombre de lieux d’activités auxquels un individu peut se rendre (lieux administratifs, magasins 
public/privé, lieux de divertissement, etc.) présents dans la zone tampon basée sur le réseau de rues 
10
 Correspond au nombre d’intersections (d’au moins 3 route) dans la zone tampon basée sur le réseau de rues 
11
 Correspond au ratio de l’aire de la zone tampon basée sur le réseau de rues sur l’aire de la zone tampon circulaire. 
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analyses. Du fait de l’identification multicritère de la population étudiée au cours de cette thèse, 
nous avons choisi d’utiliser des modèles de régression linéaire, de type multiniveaux car ceux-ci 
permettent de prendre en considération la structure hiérarchique de nos données (participants 
résidant au sein des mêmes zones). Les modèles multiniveaux fournissent des outils utiles à la 
description et à l’estimation des effets de l’environnement sur la santé des individus. Les 
estimations des forces d’associations et leurs écarts-types au moyen de ces modèles permettent de 
prendre en compte la corrélation intra-zone de la variable dépendante étudiée. De plus, la prise en 
compte de la corrélation intra-zone de la variable dépendante peut être utile pour l’interprétation 
des associations entre les facteurs environnementaux et les variables dépendantes (178, 179). 
Dans le cadre de nos analyses, nous avons estimé des modèles multiniveaux dans lesquels les 
individus étaient groupés par TRIRIS. Nos modèles ont été estimés à partir du maximum de 
vraisemblance. 
Toutes nos variables dépendantes, à savoir, dans un premier temps, le pourcentage de 
masse grasse (%MG), l’indice de masse grasse (IMG), dans un second temps, l’indice de masse 
corporelle (IMC), le tour de taille (TT), la pression systolique (PAS) et diastolique (PAD), la 
pression pulsée (PP), le taux de cholestérol total, de glycémie, et le rythme cardiaque au repos et 
dans un troisième temps, le changement d’IMC entre la vague 1 et 2, ont été analysées sous 
forme de variables continues. Plusieurs raisons ont motivé ce choix. En effet, d’un point de vue 
méthodologique, choisir des variables dépendantes continues permet de prendre en compte toutes 
les variations existant dans les données et pas seulement les variations autour des seuils généraux 
établis par l’OMS. De plus, d’un point de vue statistique, l’estimation des modèles multiniveaux 
avec des variables réponses continues permet une meilleure appréciation des variances inter et 
intra-zone.  
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Lors de nos analyses, nos modèles ont été ajustés sur plusieurs variables 
sociodémographiques individuelles ainsi que sur plusieurs variables démographiques et socio-
économiques des quartiers. Nous détaillons ces variables dans les prochains chapitres consacrés 
aux articles empiriques. Afin de voir l’impact des choix des variables sur nos analyses, notre 
stratégie comportait à chaque fois plusieurs étapes : 1) La variance inter-quartier des variables de 
santé a été déterminée en ajustant nos modèles seulement sur l’âge et le sexe. 2) Ensuite, nous 
avons estimé les modèles en ajoutant des caractéristiques individuelles. Ces variables 
individuelles ont été forcées dans tous les modèles pour permettre une comparaison entre les 
modèles estimés pour les différentes variables dépendantes. 3) Finalement, pour compléter les 
modèles d’analyse, dans notre premier article, nous avons testé nos différentes variables 
contextuelles. Nous avons d’abord introduit ces variables une à une dans nos modèles de base, 
puis avons testé simultanément celles que nous avions retenues afin de converger vers un modèle 
ne retenant que les variables contextuelles indépendamment associées à chaque variable réponse 
(modèle parcimonieux). Dans notre deuxième article, afin de faciliter la comparaison entre les 
différents facteurs de risque cardiovasculaire, nous avons utilisé un modèle d’analyse unique, 
préalablement sélectionné, répété pour chaque variable de santé. Finalement, dans notre troisième 
article, des modèles linéaires simples, ajustés sur l’âge et le sexe, ont été utilisés afin d’estimer le 
lien entre le niveau d’éducation individuel et l’évolution de l’IMC dans le temps entre la vague 1 
et 2. Par la suite, afin de gérer les données manquantes dans nos analyses et de comparer 
différentes approches, nous avons utilisé les trois méthodes de gestion des données manquantes 
les plus communément mobilisées (180, 181). Premièrement, la méthode des cas complet 
(Complete Case Analyses, CCA) qui consiste à simplement exclure les individus avec des 
données manquantes a été utilisée. Deuxièmement, la pondération par la probabilité inverse 
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(Inverse Probability Weighting, IPW) qui pondère les cas complets par la probabilité inverse 
d'être un cas complet a été testée. Troisièmement, nous avons eu recours à la methode par 
imputation multiple (Multiple Imputation, MI) qui utilise les données sur tous les sujets (y 
compris ceux avec des données manquantes) afin de créer un certain nombre de jeux de données 
imputées en générant plusieurs valeurs imputées pour chaque donnée manquante. Chaque jeu de 
données imputées est analysé séparément, et leurs estimations sont combinées en utilisant les 
règles de Rubin  de 1987 (182). 
Toutes nos analyses statistiques ont été réalisées à l’aide du logiciel SAS 9.3 et du logiciel 
R. Le critère d’information d’Akaike (AIC) a permis de comparer les modèles estimés au 
maximum de vraisemblance sous SAS. Plus l’AIC est petit, plus l’adéquation du modèle aux 
données pénalisée par le nombre de paramètres est satisfaisante.  
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CHAPITRE III - Relations entre les caractéristiques 
environnementales résidentielles et professionnelles, les 
secteurs d’activité économique et la masse grasse   
 
III.1. Présentation de l’article 
Dans ce chapitre, nous présentons un travail visant à mieux comprendre les relations qui existent, 
au-delà des caractéristiques socio-économiques individuelles, entre les différents aspects de 
l’environnement de résidence, de l’environnement professionnel, et les secteurs d’activité 
économique et l’obésité appréhendée par des indicateurs de masse grasse. De nombreuses études 
ont analysé les relations entre les caractéristiques environnementales résidentielles et l’obésité 
mesurée par l’IMC. En revanche, très peu d’études ont tenu compte de l’environnement autour du 
lieu de travail dans ces relations et quasiment aucune n’a étudié simultanément les associations 
entre ces deux environnements géographiques (résidence et travail) et l’obésité. De plus l’IMC, 
qui est l’indicateur de l’obésité systématiquement utilisé dans ces études, comporte de 
nombreuses limites.  
L’objectif de notre article était d'examiner les associations entre, d'une part, les facteurs 
individuels sociodémographiques, les caractéristiques du quartier résidentiel et du quartier autour 
du lieu travail (y compris la distance domicile-travail), et le secteur d’activité économique des 
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participants et, d'autre part, la masse grasse (MG) évaluée par l'Indice de Masse Grasse (IMG) et 
le pourcentage de masse grasse (%MG).  
L’intérêt du travail était d’appréhender des caractéristiques environnementales différentes 
qui influencent la situation pondérale et qui renvoient, au-delà du quartier de résidence, à des 
circonstances de vie associées au lieu de travail, c’est-à-dire à l’environnement géographique du 
lieu de travail, mais aussi aux conditions de travail. Dans le cadre de cette étude, dans un premier 
temps, l’établissement de travail des participants a été identifié et géolocalisé à partir de la base 
de données de la Caisse Nationale d’Assurance Vieillesse (CNAV). Des facteurs 
environnementaux ont ensuite été pris en compte dans des zones de 1km de rayon tenant compte 
du réseau de rues centrées sur le domicile et sur le lieu de travail. Dans un second temps, les 
données de la CNAV nous ont permis (sans connaitre le détail de l’activité quotidienne) 
d’identifier le secteur d’activité économique [référencé par la Nomenclature des Activités 
Française (NAF)] de l’établissement de travail pour chaque participant. 
 Afin d’étudier ces phénomènes et de démêler les effets des différentes dimensions de 
l’environnement, du fait des corrélations élevées observées entre les variables, nous avons 
construit, avec la méthode d’analyses par grappes, une typologie sur le degré d’urbanicité du 
quartier de résidence et de travail. Une subdivision en quatre grappes a été faite, représentant les 
types de quartiers les plus contrastés entre eux et qui peuvent prendre en compte plus de la moitié 
des variations des variables de quartiers sélectionnées. Par la suite, lors de nos analyses 
statistiques, nous avons estimé des modèles incluant les variables sociodémographiques 
individuelles qui étaient associées avec l’IMG et le %MG (i). L’âge, le niveau d’éducation 
individuel, le niveau d’éducation parental, le stress financier, le statut matrimonial et l’indice de 
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développement humain (IDH) ont servi de base pour tester les caractéristiques environnementales 
(ii). Les secteurs d’activité économique ont ensuite été introduits dans les modèles (iii). Des 
interactions d’effets ont été testées entre le niveau d’éducation individuel et le secteur d’activité 
économique (iv). Nous avons également testé les associations entre la distance résidence-travail 
et l’IMG et le %MG (v). Finalement, les modèles ont été ajustés sur l’IMC pour voir si la masse 
grasse était différemment associée avec les facteurs sociaux et environnementaux que l’IMC (vi). 
Du fait de la morphologie différente entre hommes et femmes, toutes les analyses ont été 
stratifiées sur le sexe. 
 Les résultats obtenus dans le cadre de ces analyses ont montré que, au-delà des 
caractéristiques sociodémographiques individuelles, le quartier résidentiel, les secteurs d’activité 
économique et la distance résidence – travail étaient indépendamment associés avec l’IMG et le 
%MG. Chez les hommes, le niveau d'éducation et la densité de population dans le quartier 
résidentiel étaient indépendamment associés à l’IMG et au %MG. L’IMG et le %MG 
augmentaient avec la baisse du niveau d'éducation et de densité de population dans le quartier 
résidentiel. La densité de population résidentielle était plus fortement associée à l'IMG et au 
%MG que les autres variables de densité. Chez les hommes, aucune autre variable résidentielle 
n’était indépendamment associée à la masse grasse. En ce qui concerne les secteurs d’activité 
économique, après ajustement sur les variables individuelles et résidentielles, l’IMG et/ou le 
%MG étaient particulièrement élevés chez les hommes qui travaillent dans la construction et dans 
les secteurs du transport et de la communication et, dans une moindre mesure, parmi ceux qui 
travaillent dans les secteurs de l'industrie manufacturière ; de l'immobilier, de la location et des 
services aux entreprises ; de la réparation et du commerce de véhicules automobiles et de moto ; 
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et des activités financières par rapport à ceux qui travaillent dans le secteur de l'éducation. 
Aucune interaction d'effet n'a été observée entre le niveau d'éducation et le secteur d’activité 
économique. La distance domicile-travail n’était associée ni avec l’IMG, ni avec le %MG. Après 
ajustement sur l'IMC, il y avait persistance des associations entre les secteurs d’activité 
économique et l’IMG et le %MG. Aucune variable environnementale professionnelle n’était 
associée à l’IMG ni au %MG. 
 Les femmes vivant dans des quartiers avec un faible niveau d'éducation avaient un %MG 
plus élevé chez les femmes, le niveau d'éducation du quartier résidentiel était associé avec l’IMG 
avant ajustement sur la distance domicile-travail, mais pas après. Aucune autre variable 
résidentielle n’était liée à la masse grasse. Les secteurs d’activité économique n'étaient pas été 
associés au %MG chez les femmes. Cependant, comparativement aux femmes travaillant dans le 
secteur des transports et des communications, celles qui travaillent dans le secteur du travail 
social et de la santé avaient un IMG plus élevé. Celles qui travaillent dans l’administration 
publique tendaient aussi à avoir un IMG plus élevé. Il n'y avait pas d'interaction d'effets entre les 
niveaux d’éducation individuels et les secteurs d’activité économique chez les femmes. Le degré 
d'urbanisation dans le quartier résidentiel ou dans le quartier du lieu de travail n’était pas associé 
à l’IMG ni au %MG. Une relation dose-réponse a été observée entre la distance domicile-travail 
et l’IMG chez les femmes: plus les femmes vivent près de leur lieu de travail, moins l’IMG était 
élevé. 
En conclusion, par les associations mise en évidence, cette étude empirique montre 
l’intérêt de prendre en considération l’environnement résidentiel ainsi que les secteurs d’activité 
économique en plus des caractéristiques sociodémographiques individuelles afin d’appréhender 
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les disparités de poids et d’excès de graisses corporelles, et de rendre possible une analyse 
multicritère des populations à risque. De plus, cette étude suggère que la composition corporelle 
évaluée par l’IMG et le %MG, en plus de l’IMC, permet de saisir de façon plus fine les effets des 
secteurs d’activité économique sur la présence de graisses corporelles, puisque des effets des 
secteurs d’activité sur la masse grasse ont été identifiés à corpulence donnée.  
 
La suite de ce chapitre présente l’intégralité de l’article publié dans la revue Annals of 
Epidemiology 
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III.2. Article intégral 
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Appendix 1. Working participants with information on their workplace 
Administrative files from CNAV (National Old Age Insurance System) and Insee (French 
National Institute of Statistics and Economic Studies) were used to assess and geocode 
participants’ workplaces. First, we identified the establishment of work based on the CNAV 
database of occupational careers. The file received from CNAV indicated the employer (or 
employers, with a maximum of 3) of each participant for each year, with the corresponding 
establishment identification codes. The file did not provide information on the dates of beginning 
and end of the contracts during the year. The data therefore did not allow us to confirm for sure 
that the participant was employed, nor with which employer he/she was employed (if several 
employer were reported), at the exact date of enrollment in the study. We retained for every year 
only the main employer, which was the one from which the participant received the most 
important salary. To be sure to only consider workplaces where the participant was already 
working (or had worked) at the time of recruitment in the study (and thus avoid reverse causality 
problems), we assigned to each individual the main work establishment of the year preceding 
his/her inclusion in the study.  
We then used databases of facilities or companies from Insee (Permanent Database of 
Facilities, SIRENE register) or Trade Dimension to geocode the workplaces. These databases 
allowed us to retrieve the spatial coordinates of the workplace of the participants. For the 4536 
participants for whom a work establishment was identified, we were able to retrieve in these 
databases the coordinates of the workplace of 3837 participants (geocoding at the workplace 
address). For 254 other participants, the workplace was geocoded using Google Maps based on 
addresses found in company directories available on the internet. The workplace of respectively 
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238 and 123 participants was geocoded at the centroid of the corresponding census block group 
neighborhood or at the centroid of the corresponding municipality. Eighty-four participants for 
whom the workplace could not be identified or located and 124 participants for whom the 
workplace was located outside the Paris Ile-de-France region were excluded from the analyses.  
Overall, a workplace was geocoded for 4331 participants residing and working in the Ile-
de-France region. After excluding participants with missing information on fat mass, 4078 
participants were included in the analyses. They were living in 645 census tract neighborhoods 
(defined by Insee by grouping three census block group neighborhoods) (183). These census 
tracts comprised an average of 6.3 participants. The study protocol was approved by the French 
Data Protection Authority. 
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Appendix 2. Description of the residential neighborhood urbanicity degree variable determined 
from cluster analysis 









High density  
(n=1085)
 
 Mean Rank Mean Rank Mean Rank Mean Rank 
Density of population 
per km² 
5101 1 10376 2 13707 3 32917 4 
Density of destinations 105.6 1 258.2 2 442.1 3 1882.5 4 
Density of 3-way street 
intersections per km² 
113.3 1 178.0 3 159.2 2 27.0 4 
Ratio of areas of street 
network to circular 
buffers 
0.47 1 0.48 2 0.59 3 0.04 4 
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Appendix 3. Description of the workplace neighborhood urbanicity degree variable determined 
from cluster analysis 









High density  
(n=665)
 
 Mean Rank Mean Rank Mean Rank Mean Rank 
Density of population 
per km² 
3074 1 12850 2 29147 4 15198 3 
Density of destinations 56.9 1 411.5 2 1871.7 3 3660.6 4 
Density of 3-way street 
intersections per km² 
95.1 1 179.3 2 181.9 3 202.8 4 
Ratio of areas of street 
network to circular 
buffers 
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Appendix 4. Average FMI and %FM among men and women according to selected 
individual and contextual characteristics in selected participants from the RECORD Cohort 
Study 

















5.95 (2.53) 22.33 (6.05) 525 8.13 (3.74) 31.42 (8.16) 
60–79 240 6.32 (2.16) 23.57 (5.79) 115 8.61 (3.61) 32.84 (8.16) 




5.31 (2.09) 20.49 (5.62) 390 6.72 (2.94) 28.16 (7.63) 
Mid-high 782 5.84 (2.51) 21.86 (5.62) 404 7.38 (3.30) 29.69 (8.16) 
Mid-low 591 6.12 (2.71) 22.64 (7.10) 253 8.74 (4.12) 32.50 (8.77) 
Low 191 6.04 (2.64) 22.34 (6.61) 96 9.81 (4.30) 34.53 (8.25) 
Residential education 
level  
      
High 839 5.38 (2.20) 20.74 (5.84) 318 7.14 (3.56) 28.98 (8.41) 
Mid-high 786 5.46 (2.17) 20.93 (5.87) 302 7.04 (2.97) 29.02 (7.99) 
Mid-low 637 5.61 (2.39) 21.24 (6.38) 278 7.80 (3.70) 30.43 (8.22) 
Low 661  6.35 (2.77) 23.09 (6.83) 275 8.99 (3.98) 33.09 (8.34) 
Residential density of 
population 
      
High 757  5.17 (2.13) 20.10 (5.88) 315  7.09 (3.51) 28.80 (8.47) 
Mid-high 795 5.68 (2.40) 21.46 (6.23) 316 7.59 (3.81) 29.74 (8.96) 
Mid-low 729 5.88 (2.56) 21.99 (6.57) 270 8.03 (3.54) 31.23 (8.00) 
Low 642  6.02 (2.43) 22.35 (6.14) 254 8.18 (3.53) 31.66 (7.61) 
Work economic sector         
   Manufacturing 
industry 
364 5.59  (2.22) 21.38 (5.84) 100 7.19  (3.34) 29.15  (7.81) 
   Construction 154 6.63  (2.82) 23.78 (6.59) 7 6.91  (3.11) 29.08  (8.61) 
   Commercial, repair of 
motor vehicles and 
motorcycles 
335 5.80  (2.43) 21.87 (6.45) 139 7.58  (3.41) 30.24  (8.57) 
   Hotels and restaurants 165 5.56  (2.24) 21.16 (6.16) 52 9.12  (4.12) 33.25  (9.20) 
   Transport and 
communications 
187 6.04  (6.04) 22.17 (7.24) 59 6.69  (2.79) 28.23  (7.77) 
   Financial activities  293 5.71  (2.49) 21.18 (5.88) 106 7.61 (3.31) 30.34  (7.57) 
   Real estate, renting, 
and business 
services 
873 5.71  (2.49) 21.46 (6.35) 333 7.25  (3.48) 29.18  (8.39) 
   Public administration 49 5.32  (2.19) 20.26 (5.97) 48 8.81  (3.76) 32.68  (6.86) 
   Education 70 5.07  (1.83) 19.75 (5.42) 52 8.27  (4.07) 31.60  (8.48) 
   Health and social 
work 
63 5.38  (2.56) 20.50 (6.54) 91 9.41  (4.41) 33.79  (8.70) 
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   Collective, social, and 
personal services 
320 5.59  (2.22) 20.36 (5.56) 137 7.32  (3.48) 29.45  (8.52) 
Legal status of the 
company 
      
Private 2664 5.71 (2.42) 21.54 (6.28) 914 7.46 (3.49) 29.74 (8.34) 
Public 259 5.28 (2.25) 20.30 (6.06) 241 8.56 (3.98) 32.18 (8.29) 
1




Mean (SD) in %. 
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Appendix 5. Beta coefficients and 95% confidence intervals for the associations with the 





β (95% IC)2 
Women 
β (95% IC)2 
Age (vs. 30–44)   
    45–59  0.24 (0.17, 0.31) 0.25 (0.12, 0.38) 
    60–79 0.40 (0.27, 0.53) 0.42 (0.20, 0.63) 




    Medium-high education 0.13 (0.05, 0.22) 0.01 (-0.14, 0.16) 
    Medium-low education 0.22 (0.12, 0.32) 0.02 (-0.17, 0.20) 
    Low education  0.10 (-0.05, 0.25) -0.01 (-0.27, 0.25) 
Parental education (vs. high education)    
    Intermediate education 0.06 (-0.02, 0.14) 0.04 (-0.11, 0.19) 
    Low education  0.09 (-0.00, 0.19) -0.09 (-0.27, 0.08) 
Perceived financial strain 0.06 (-0.04, 0.16) 0.04 (-0.11, 0.19) 
Living alone (vs. as a couple) 0.01 (-0.07, 0.09) – 
Human Development Index of country 
of birth (vs. high development) 
  
    Middle – -0.07 (-0.24, 0.10) 
    Low – 0.41 (0.15, 0.68) 
Residential education level (vs. high)   
    Mid-high -0.06 (-0.15, 0.02) – 
    Mid-low -0.08 (-0.18, 0.01) – 
    Low 0.00 (-0.11, 0.11) – 




    Mid-high 0.03 (-0.05, 0.13) – 
    Mid-low 0.08 (0.00, 0.18) – 
    Low 0.04 (-0.06, 0.14) – 
Work economic sector    
   Manufacturing industry 0.38 (0.14, 0.61) -0.15 (-0.48, 0.18) 
   Construction 0.40 (0.14, 0.67) 0.17 (-0.62, 0.95) 
 Commercial, repair of motor 
vehicles and motorcycles 
0.37 (0.13, 0.61) 0.03 (-0.28, 0.34) 
   Hotels and restaurants 0.28 (0.02, 0.53) -0.06 (-0.45, 0.33) 
   Transport and communications 0.37 (0.12, 0.62) REF 
   Financial activities  0.32 (0.08, 0.55) -0.07 (-0.39, 0.26) 
   Real estate, renting, and business 
services 
0.38 (0.15, 0.60) -0.12 (-0.40, 0.16) 
   Public administration 0.02 (-0.31, 0.36) -0.32 (-0.71, 0.07) 
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   Education REF -0.08 (-0.47, 0.31) 
   Health and social work 0.32 (0.01, 0.63) -0.09 (-0.44, 0.25) 
   Collective, social, and personal 
services 
0.37 (0.13, 0.61) -0.02 (-0.33, 0.29) 
Home – work distance (vs. low)   
  Medium-low  -0.03 (-0.13; 0.20) 
  Medium-high  0.09 (-0.08; 0.26) 
  High  0.11 (-0.13; 0.20) 
BMI 0.61 (0.60, 0.62) 0.71 (0.70, 0.73) 
1 Models were adjusted for all the individual and contextual variables that were independently 
associated with the outcome. 
2 β: beta coefficients; 95% CI: 95% confidence interval. 
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Appendix 6. Beta coefficients and 95% confidence intervals for the associations with the 





β (95% IC)2 
Women 
β (95% IC)2 
Age (vs. 30–44)   
    45–59  1.15 (0.90, 1.41) 1.27 (0.71, 1.83) 
    60–79 1.91 (1.45, 2.37) 2.05 (1.10, 2.99) 
Individual education (vs. high education)   
    Medium-high education 0.43 (0.12, 0.73) 0.14 (-0.50, 0.79) 
    Medium-low education 0.68 (0.32, 1.05) 0.02 (-0.76, 0.81) 
    Low education  0.26 (-0.28, 0.80) -0.07 (-1.14, 1.00) 
Living alone (vs. as a couple) -0.11 (-0.40, 0.17) – 
Parental education (vs. high education)    
    Intermediate education 0.18 (-0.11, 0.48) – 
    Low education  0.36 (0.00, 0.71) – 
Perceived financial strain – 0.11 (-0.55, 0.78) 
Human Development Index of country of 
birth (vs. high development) 
  
    Middle – -0.13 (-0.89, 0.63) 
    Low – 1.63 (0.48, 2.79) 
Residential education level (vs. high)   
    Mid-high -0.18 (-0.51, 0.15) 0.15 (-0.56, 0.86) 
    Mid-low -0.29 (0.65, 0.07) -0.17 (-0.92, 0.57) 
    Low -0.05 (-0.47, 0.36) 0.27 (-0.53, 1.07) 
Residential density of population (vs. high)   
    Mid-high 0.18 (-0.15, 0.52) – 
    Mid-low 0.37 (-0.00, 0.75) –  
    Low 0.25 (-0.13, 0.63) –  
Work economic sector   – 
   Manufacturing industry 1.29 (0.45, 2.14) –  
   Construction 1.29 (0.34, 2.23) – 
 Commercial, repair of motor vehicles 
and motorcycles 
1.33 (0.48, 2.18) 
– 
   Hotels and restaurants 0.99 (0.06, 1.92) – 
   Transport and communications 1.10 (0.19, 2.00) – 
   Financial activities  1.04 (0.18, 1.90) – 
   Real estate, renting, and business services 1.19 (0.39, 2.00) – 
   Public administration 0.01 (-1.19, 1.21) – 
   Education REF  – 
   Health and social work 0.82 (-0.30, 1.94) – 
   Collective, social, and personal services 1.26 (0.40, 2.11) – 
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BMI 1.44 (1.41, 1.47) 1.42 (1.37, 1.48) 
1 
Models were adjusted for all the individual and contextual variables that were independently 
associated with the outcome. 
2 β, beta coefficient; 95% CI, 95% confidence interval. 
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β (95% IC)2 
%FM
 
β (95% IC)2 
FMI
 
β (95% IC)2 
%FM
 
β (95% IC)2 
Medium-high -0.29 (-0.53, -0.05) -0.85  (-1.46 -0.24) -0.56  (-1.16, 0.03) -1.34  (-2.73, 0.05) 
Medium-low -0.45 (-0.69, -0.21) -1.10  (-1.72, -0.48) -0.67  (-1.25, -0.09) -1.75  (-3.12, -0.38) 
low -0.32 (-0.57, -0.07) -0.73  (-1.37, -0.09) -0.85  (-1.43, -0.28) -1.96  (-3.30, -0.62) 
1 
Models were adjust for all individual variables  
2 β, beta coefficient; 95% CI, 95% confidence interval 
 




CHAPITRE IV - Relations entre les secteurs d’activité économique 
et les facteurs de risque cardiovasculaire 
 
IV.1. Présentation de l’article 
Nous avons, dans ce chapitre, réalisé une étude afin de mieux comprendre les déterminants des 
facteurs de risque cardiovasculaire. Cet article fait suite à l’article précédent qui se focalisait 
exclusivement sur la mesure des liens entre l’obésité et les différents secteurs d’activité 
économique des participants. En ce qui concerne les disparités de santé en milieu professionnel, 
très peu d'études se sont intéressées aux secteurs d’activité économique. Pourtant, étudier les 
secteurs d’activité économique, même à une échelle large, nous apparait d’une grande utilité, car 
il est prouvé que la prévalence d’expositions (facteurs psychosociaux, pénibilité du travail, bruit, 
rythme, demande physique, consommation de tabac et d’alcool, etc.)  varie d'un secteur à l'autre. 
Ce travail, présenté dans l’article qui suit, est fondé sur l'idée, qu’en plus d’une littérature 
florissante sur les relations entre les expositions professionnelles spécifiques et la santé, il est 
pertinent d'examiner les disparités de santé par secteurs d’activités économique..  
En épidémiologie sociale, il est fréquent d’examiner des causes qui sont distantes des 
phénomènes de santé étudiés, avec une distinction entre les déterminants dits en amont (par 
exemple, la classe sociale, les secteurs d’activité économique, etc.) et les déterminants de 
médiation, en aval, qui sont plus proches des phénomènes de santé. Considérer les secteurs 
d’activité économique, en plus des catégories socio-professionnelles ainsi que d'autres grandes 




caractéristiques populationnelles, peut être utile pour identifier des populations en mauvaise santé 
sur lesquelles cibler les interventions et les efforts de prévention. De plus, l'intérêt opérationnel 
de l’utilisation des secteurs d’activité économique pour cibler les interventions est également lié 
au fait que cette information est souvent rapportée et disponible dans de nombreuses bases de 
données. Enfin, les secteurs d’activité économique sont également liés à des capacités 
d’interventions concrètes, à travers les services de la médecine du travail, représentée dans 
chaque entreprise. Dans l'ensemble, la documentation des relations entre les secteurs d’activité 
économique et les facteurs de risque cardiovasculaire apparait comme potentiellement importante 
dans le but de cibler des interventions de Santé publique. L’objectif de cette étude a donc été 
d’estimer et de comparer, chez les hommes et chez les femmes, au-delà des caractéristiques 
sociodémographiques individuelles et des caractéristiques de l’environnement résidentiel, les 
associations entre les secteurs d’activité économique et un large panel de facteurs de risque 
cardiovasculaire.   
Pour répondre à cet objectif, les relations entre 11 secteurs d’activité économique et 10 
facteurs de risque cardiovasculaire ont été estimées. Afin d’établir un profil des facteurs de risque 
cardiovasculaire, 10 variables réponses ont été examinées dans cette étude soit : des indicateurs 
anthropométriques (indice de masse corporelle [IMC] et tour de taille), des indicateurs de 
pression sanguine (pression artérielle systolique [PAS] et diastolique [PAD] et pression pulsée), 
des indicateurs lipidiques (taux de cholestérol total, taux de lipoprotéine de haute densité [HDL] 
et taux de lipoprotéine de faible densité [LDL]), le taux de glycémie et la fréquence cardiaque au 
repos.  A partir de la base de données de la CNAV et de la base SIRENE de l’INSEE nous avons 
été en mesure d’identifier les secteurs d’activité économique de chaque participant. 11 des 17 




niveaux de la Nomenclature des Activités Française (NAF) de 2003 étaient représentés dans notre 
échantillon : Santé et travail social ; Industrie manufacturière ; Construction ; Commerce, 
réparations automobile ; Hôtels et restaurants ; Transports et communications ; Activités 
financières ; Immobilier, location et services aux entreprises ; Administration publique ; 
Education ; et Services collectifs, sociaux et personnels.  
Notre stratégie analytique a été d’estimer des modèles de régression linéaire multiniveau 
avec un effet aléatoire au niveau des zones infra-communales TRIRIS pour tenir compte de la 
corrélation intra-quartier dans les facteurs de risque cardiovasculaire examinés. Compte tenu des 
différences dans la profession et dans les profils cardiovasculaires entre les femmes et les 
hommes, toutes nos analyses ont été stratifiées par sexe. Afin d’estimer et de pouvoir comparer 
les relations entre les secteurs d’activité économique et les facteurs de risque cardiovasculaire, 
toutes nos analyses ont été ajustées sur les mêmes variables sociodémographiques individuelles 
(âge, niveau d’éducation individuel, profession, revenu du foyer, statut matrimonial, stress 
financier) ainsi que sur le niveau d'éducation du quartier. Les modèles pour les indicateurs de 
pression sanguine ont également été ajustés sur l’utilisation de médicaments antihypertenseurs.  
Dans le cadre de ces analyses, les résultats obtenus ont montré qu’outre certaines 
caractéristiques sociodémographiques individuelles et résidentielles, des associations étaient 
présentes entre les secteurs d’activité économique et certains  facteurs de risque cardiovasculaire 
(mais pas tous).  
En ce qui concerne les indicateurs anthropométriques, les hommes travaillant dans le 
secteur de la construction et dans le secteur des transports et des communications avaient un IMC 




plus élevé et avaient tendance à avoir un plus grand tour de taille. A l'inverse, les hommes 
travaillant dans le secteur de la santé et du travail social (groupe de référence) et dans le secteur 
des services collectifs, sociaux et personnels, ont un IMC et un tour de taille plus faibles. Pour les 
femmes, les associations entre les variables anthropométriques et les secteurs d’activité 
économique étaient étonnamment différentes. Les femmes qui travaillent dans le secteur de la 
Santé et du travail social avaient le plus grand (et non le plus faible) IMC et tour de taille. 
Contrairement aux hommes, les femmes travaillant dans le secteur du transport et de la 
communication avaient parmi les plus bas niveaux d'IMC et de tour de taille. Concernant les 
indicateurs de pression sanguine, les hommes et les femmes travaillant dans le secteur de la santé 
et du travail social avaient les niveaux de PAS les plus hauts. A l'inverse, les hommes et les 
femmes travaillant dans le secteur des services collectifs, sociaux et personnels avaient des 
niveaux de PAS relativement faibles. Les hommes travaillant dans le secteur des hôtels et des 
restaurants avaient également un taux relativement faible de PAS. Aucune association n'a été 
documentée entre les secteurs d’activité économique et la PAD chez les hommes. Chez les 
femmes, un certain nombre de secteurs d’activité économique (notamment le commerce, la 
réparation de véhicules ; les services collectifs, sociaux et personnels ; les transports et 
communications ; et l’immobilier, la location et les services aux entreprises) étaient associés à un 
niveau de PAD inférieur à celui des femmes travaillant dans le secteur de la santé et du travail 
social.  
Pour les indicateurs lipidiques, les secteurs d’activité économique n'étaient pas associés au 
cholestérol total ou au cholestérol LDL chez les hommes et les femmes. En revanche, les 
hommes travaillant dans le secteur de la Santé et du travail social avaient le taux de cholestérol 




HDL le plus élevé, tandis que les plus faibles taux de cholestérol HDL étaient observés chez les 
hommes travaillant dans le secteur des hôtels et des restaurants et dans le secteur de l'éducation. 
Aucune association n'a été trouvée avec le taux de glycémie chez les femmes. Chez les hommes, 
ceux qui travaillent dans le secteur des transports et des communications et dans le secteur des 
hôtels et des restaurants avaient les niveaux les plus élevés de glycémie, tandis que ceux qui 
travaillent dans le secteur de la santé et du travail social avaient le niveau le plus bas. En ce qui 
concerne la fréquence cardiaque au repos, aucune association n'a été documentée avec les 
secteurs d’activité économique chez les hommes. Chez les femmes, seulement celles travaillant 
dans le secteur des hôtels et des restaurants et dans le secteur des services collectifs, sociaux et 
personnels avaient une fréquence cardiaque au repos plus faible.  
En conclusion, les résultats de cette étude suggèrent que les secteurs économiques de 
travail contribuent à façonner les paramètres métaboliques et cardiovasculaires, même après 
ajustement sur les caractéristiques sociodémographiques individuelles et résidentielles. Toutefois, 
les associations variaient selon le facteur de risque examiné ainsi qu’entre les hommes et les 
femmes. Dans l'ensemble, même si notre étude n'a pas tenu compte des caractéristiques 
spécifiques des environnements de travail, l'examen des relations entre les principaux secteurs 
économiques de travail et un large panel de facteurs de risque cardiovasculaire demeure utile, en 
plus de la prise en compte des caractéristiques individuelles et résidentielles, pour déterminer les 
profils des populations à cibler pour les interventions de Santé publique et les efforts de 
prévention.  
La suite de ce chapitre présente l’intégralité de l’article publié dans la revue BMC Public 
Health. 




IV.2. Article intégral 








































Additional Table 1. Tabulation of socioeconomic status by work economic sectors: % of participants in each category after excluding participants with missing 
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Living alone 41 11 21 26 33 26 7 30 49 37 32 
Perceived financial strain 32 10 16 18 31 13 28 18 36 26 16 
Antihypertensive medication use 10 6 8 5 5 6 7 5 14 6 4 
Educational level of local residents 
   Low 
   Medium-low 
   Medium-high 




































































 Men Women Men Women 
 β      (95% CI) β     (95% CI) β    (95% CI) β      (95% CI) 
Age (vs. 30 to 44)     
    45 to 59  0.77  0.51 – 1.03 0.91  0.36 – 1.46 3.77  3.01 – 4.53 2.62  1.32 – 3.92 
    60 to 79 1.21  0.74 – 1.68 1.97  1.04 – 2.90 5.87  4.51 – 7.24 5.66  3.47 – 7.85 
Individual education (vs. high education)     
    Medium-high education 0.50  0.17 – 0.83 0.18  -0.51 – 0.87 1.22  0.26 – 2.18 0.36  -1.26 – 1.99 
    Medium-low education 0.61  0.20 – 1.02 1.36  0.53 – 2.20 1.98  0.79 – 3.17 3.09  1.12 – 5.06 
    Low education  0.56  -0.02 – 1.15 2.68  1.53 – 3.83 0.92  -0.79 – 2.64 5.05  2.35 – 7.75 
Household income (vs. high income)     
    Medium-high income -0.13  -0.48 – 0.22 0.17   -0.63 – 0.97 -0.18  -1.21 – 0.84 0.17  -1.72 – 2.05 
    Medium-low income -0.32  -0.69 – 0.05 0.96  0.15 – 1.78 -0.58  -1.67 – 0.51 1.49  -0.42 – 3.40 
    Low income  -0.66  -1.11 – -0.22 0.62  -0.26 – 1.50 -0.98  -2.27 – 0.31 1.31  -0.76 – 3.38 
Perceived financial strain 0.51  0.13 – 0.90 1.11  0.43 – 1.78 1.03  -0.09 – 2.15 2.59  0.99 – 4.18 
Living alone (vs. as a couple) -0.92  -1.22 – -0.62 -0.20  -0.73 – 0.33 -2.13  -3.01 – -1.25 -0.92  -2.17 – 0.32 




Occupational status (vs. high white-collar)     
    Intermediate   -0.20  -0.74 – 0.33 -0.05  -1.16 – 1.06 -0.98  -2.53 – 0.58 -0.77  -3.39 – 1.85 
    Low-white collar 0.09  -0.28 – 0.46 -0.32  -1.03 – 0.38 -0.08  -1.16 – 1.01 -0.22  -1.87 – 1.43 
    Blue-collar -0.45  -0.93 – 0.02 -0.14  -1.41 – 1.13 -2.08  -3.46 – -0.71 -0.53  -3.52 – 2.46 
Residential education level (vs. high)     
    Medium-high 0.13  -0.20 – 0.47 -0.15  -0.87 – 0.57 -0.31  -1.29 – 0.68 -0.54  -2.24 – 1.16 
    Medium-low 0.26  -0.10 – 0.63 0.34  -0.41 – 1.09 0.28  -0.78 – 1.35 0.14  -1.64 – 1.91 
    Low 1.01  0.62 – 1.39 1.78  0.98 – 2.58 1.55  0.43 – 2.67 3.59  1.70 – 5.48 
Note. CI, confidence interval; BMI, Body Mass Index. 
 
  












 Men Women Men Women Men Women 
 β   (95% IC) β     (95% IC) β     (95% IC) β     (95% IC) β     (95% IC) β     (95% IC) 
Age (vs. 30 to 44)       
    45 to 59  5.26  4.16 – 6.35 7.86  5.80 – 9.93 5.26  4.51 – 6.00 2.89  1.66 – 4.14 0.03  -0.68 – 0.74 4.96  3.57 – 6.36 
    60 to 79 10.02  8.04 – 11.99 14.06  10.56 – 17.57 5.67  4.32 – 7.01 4.86  2.76 – 6.97 4.34  3.05 – 5.63 9.20  6.83 – 11.56 
Individual education (vs. 
high education) 
      
    Medium-high education 1.34  -0.03 – 2.71 -0.20  -2.78 – 2.37 0.87  -0.05 – 1.81 -0.40  -1.95 – 1.14 0.48  -0.41 – 1.37 0.19  -1.54 – 1.93 
    Medium-low education 3.02  1.32 – 4.73 2.26  -0.86 – 5.39 1.33  0.18 – 2.49 0.86  -1.01 – 2.74 1.73  0.62 – 2.84 1.40  -0.70 – 3.51 
    Low education  2.83  0.364 – 5.29 3.76  -0.50 – 8.01 0.60  -1.07 – 2.27 2.64  0.09 – 5.20 2.21  0.60 – 3.82 1.11  -1.76 – 3.98 
Household income (vs. 
high income) 
      
    Medium-high income -1.74  -3.20 – -0.27 -1.41  -4.40 – 1.58 -0.41  -1.41 – 0.57 -0.22  -2.02 – 1.57 -1.37  -2.32 – -0.41 -1.18  -3.20 – 0.83 
    Medium-low income 0.08  -1.48 – 1.64 0.06  -2.96 – 3.07 0.16  -0.90 – 1.22 1.06  -0.74 – 2.87 -0.15  -1.17 – 0.87 -1.00  -3.04 – 1.02 
    Low income  0.38  -1.47 – 2.23 -0.41  -3.69 – 2.88 0.69  -0.57 – 1.94 0.24  -1.72 – 2.21 -0.39  -1.60 – 0.81 -0.65  -2.87 – 1.56 
Perceived financial -0.84  -2.45 – 0.76 0.77  -1.75 – 3.29 -0.02  -1.11 – 1.07 -0.50  -2.01 – 1.01 -0.82  -1.86 – 0.23 1.27  -0.43 – 2.97 





Living alone (vs. as a 
couple) 
-0.26  -1.51 – 0.99 1.12  -0.85 – 3.08 -0.11  -0.97 – 0.74 0.97  -0.21 – 2.14 -0.17  -0.99 – 0.64 0.15  -1.17 – 1.47 
Occupational status (vs. 
white-collar) 
      
    Intermediate 0.21  -2.02 – 2.43 1.71  -2.41 – 5.83 0.02  -1.48 – 1.53 1.33  -1.13 – 3.81 0.19  -1.25 – 1.64 0.37  -2.40 – 3.15 
    Low-white collar -0.03  -1.58 – 1.52 1.62  -1.00 – 4.24 -0.94  -1.99 – 0.11 1.02  -0.55 – 2.59  0.94  -0.07 – 1.96 0.60  -1.16 – 2.37 
    Blue-collar -0.00  -1.97 – 1.96 6.54  1.82 – 11.27 -0.45  -1.79 – 0.88 3.67  0.83 – 6.51 0.56  -0.72 – 1.85 2.87  -0.31 – 6.06 
Antihypertensive 
medication 
10.47  8.04 – 12.89 12.86  9.12 – 16.60 5.22  3.58 – 6.87 7.25  5.01 – 9.49 5.22  3.64 – 6.79 5.61  3.09 – 8.13 
Residential education 
level (vs. high) 
      
    Medium-high 1.73  0.31 – 3.15 -1.84  -4.52 – 0.83 1.07  0.12 – 2.02 -1.21  -2.82 – 0.39 0.69  -0.21 – 1.61 -0.63  -2.43 – 1.17 
    Medium -low 1.83  0.30 – 3.35 -0.93  -3.73 – 1.86 0.60  -0.42 – 1.63 -0.68  -2.36 – 0.99 1.28  0.30 – 2.27 -0.25  -2.13 – 1.63 
    Low 2.41  0.80 – 4.02 0.64  -2.34 – 3.61 1.46  0.37 – 2.54 1.49  -0.29 – 3.27 0.93  -0.10 – 1.97 -0.85  -2.86 – 1.15 
Note. SBP, diastolic blood pressure; DBP, systolic blood pressure; CI, confidence interval. 
  












 Men Women Men Women Men Women 
 β   (95% IC) β     (95% IC) β     (95% IC) β     (95% IC) β     (95% IC) β     (95% IC) 
Age (vs. 30 to 44)       
    45 to 59  11.37  8.37 – 14.37 25.15  20.72 – 29.59 8.90  6.27 – 11.52 19.63  15.67 – 23.58 0.94  0.04 – 1.84 3.88  2.28 – 5.49 
    60 to 79 9.78  4.26 – 15.30 37.44  29.98 – 44.91 5.94  1.11 – 10.77 29.57  22.90 – 36.24 3.02  1.36 – 4.68 5.10  2.39 – 7.80 
Individual education (vs. 
high education) 
      
    Medium-high education 5.17  1.38 – 8.97 5.83  0.30 – 11.37 4.15  0.83 – 7.47 5.66  0.72 – 10.61 -1.00  -2.14 – 0.13 -1.48  -3.48 – 0.52 
    Medium-low education 6.97  2.28 – 11.66 5.63  -1.08 – 12.34 3.97  -0.13 – 8.07 7.05  1.06 – 13.05 0.27  -1.13 – 1.68 -3.50  -5.93 – -1.07 
    Low education  2.13  -4.59 – 8.87 1.74  -7.47 – 10.96 1.26  -4.67 – 7.19 4.98  -3.24 – 13.21 -0.80  -2.83 – 1.23 -5.60  -8.94 – -2.26 
Household income (vs. 
high income) 
      
    Medium-high income -0.10  -4.15 – 3.95 -2.62  -9.05 – 3.80 0.17  -3.37 – 3.71 -0.40  -6.12 – 5.32 0.61  -0.60 – 1.83 -1.69  -4.01 – 0.63 
    Medium-low income -0.47  -4.81 – 3.86 -2.91  -9.43 – 3.59 -0.57  -4.36 – 3.22 -0.40  -6.21 – 5.40 -0.03  -1.34 – 1.26 -1.73  -4.09 – 0.62 




    Low income  -2.62  -7.74 – 2.49 -4.38  -11.47 – 2.71 2.97  -7.45 – 1.50 -0.84  -7.16 – 5.49 -0.39  -1.92 – 1.14 -2.86  -5.42 – -0.29 
Perceived financial 
strain 
-2.90  -7.34 – 1.52 1.87  -3.64 – 7.38 -2.05  -5.94 – 1.83 2.87  -2.04 – 7.79 -2.29  -3.62 – -0.96 -2.10  -4.09 – -0.10 
Living alone (vs. as a 
couple) 
-4.10  -7.56 – -0.63 -1.44  -5.69 – 2.81 -3.99  -7.02 – -0.96 -2.48  -6.28 – 1.31 0.60  -0.44 – 1.64 0.71  -0.83 – 2.25 
Occupational status (vs. 
white-collar) 
      
    Intermediate -2.29  -8.42 – 3.83 -1.49  -10.34 – 7.36 -0.31  -5.67 – 5.03 -3.61  -11.49 – 4.26 0.32  -1.51 – 2.16 1.29  -1.89 – 4.49 
    Low-white collar -1.26  -5.56 – 3.03 -3.66  -9.32 – 1.99 -1.33  -5.09 – 2.43 -4.10  -9.14 – 0.94 0.23  -1.06 – 1.52 0.34  -1.70 – 2.39 
    Blue-collar -2.71  -8.13 – 2.71 2.18  -8.03 – 12.40 -2.69  -7.44 – 2.04 -0.13  -9.26 – 9.00 1.80  0.17 – 3.43 2.63  -1.07 – 6.34 
Residential education 
level (vs. high) 
      
    Medium-high 1.95  -1.93 – 5.85 -1.08  -6.92 – 4.75 1.94  -1.46 – 5.35 -0.12  -5.25 – 5.01 -0.24  -1.43 – 0.94 -0.69  -2.77 – 1.39 
    Medium -low -0.83  -5.04 – 3.37 -2.81  -8.94 – 3.31 0.22  -3.47 – 3.91 -0.62  -6.03 – 4.77 -0.73  -2.01 – 0.55 -1.37  -3.57 – 0.81 
    Low -3.72  -8.17 – 0.71 -2.86  -9.33 – 3.60 -1.18  -5.07 – 2.70 -0.13  -5.83 – 5.58 -1.63  -2.98 – -0.28 -2.54  -4.86 – -0.23 
Note. LDL, low-density lipoprotein; HDL, high-density lipoprotein; CI, confidence interval. 
 
  




Additional file 5 Associations between individual and neighborhood sociodemographic variables and glycaemia and resting heart rate among men 
and women. 
 Glycaemia Resting heart rate
 
 Men Women Men Women 
 β      (95% CI) β     (95% CI) β    (95% CI) β      (95% CI) 
Age (vs. 30 to 44)     
    45 to 59  5.00  3.97 – 6.04 4.75  3.07 – 6.44 1.15  0.40 – 1.91 -0.37  -1.54 – 0.78 
    60 to 79 7.24  5.33 – 9.14 7.83  5.00 – 10.66 1.73  0.38 – 3.09 -0.05  -2.01 – 1.89 
Individual education (vs. high education)     
    Medium-high education 0.31  -0.99 – 1.62 -0.44  -2.55 – 1.65 1.14  0.19 – 2.09 -0.27  -1.73 – 1.19 
    Medium-low education 1.29  -0.32 – 2.91 -0.23  -2.78 – 2.31 1.64  0.46 – 2.81 -0.97  -2.74 – 0.79 
    Low education  0.75  -1.57 – 3.08 -0.63  -4.13 – 2.86 0.19  -1.50 – 1.90 1.54  -0.89 – 3.98 
Household income (vs. high income)     
    Medium-high income -1.27  -2.67 – 0.12 -2.62  -5.05 – -0.19 -0.12  -1.13 – 0.89 -1.36  -3.04 – 0.33 
    Medium-low income -1.07  -2.57 – 0.42 -1.95  -4.43 – 0.53 0.80  -0.27 – 1.89 -0.80  -2.51 – 0.90 
    Low income  -1.68  -3.45 – 0.08 -2.26  -4.96 – 0.43 2.59  1.31 – 3.87 0.68  -1.17 – 2.53 
Perceived financial strain 0.21  -1.31 – 1.74 -0.63  -4.13 – 2.86 0.04  -1.07 – 1.15 -0.86  -2.29 – 0.57 
Living alone (vs. as a couple) -1.36  -2.55 – -0.16 0.24  -1.37 – 1.86 0.57  -0.29 – 1.44 -0.27  -1.39 – 0.84 




Occupational status (vs. high white-collar)     
    Intermediate   -0.16  -2.27 – 1.94 2.49  -0.88 – 5.86 0.29  -1.25 – 1.83 1.13  -1.19 – 3.46 
    Low-white collar -1.76  -3.24 – -0.28 3.05  0.90 – 5.19 -0.82  -1.89 – 0.25 1.70  0.21 – 3.18 
    Blue-collar -0.10  -1.96 – 1.77 4.69  0.81 – 8.58 0.45  -0.91 – 1.81 4.70  2.01 – 7.40 
Residential education level (vs. high)     
    Medium-high 0.59  -0.80 – 1.98 -0.88  -3.07 – 1.30 0.14  -0.85 – 1.14 0.19  -1.32 – 1.70 
    Medium-low 0.81  -0.69 – 2.31 -2.91  -5.22 – -0.61 0.89  -0.18 – 1.97 1.14  -0.44 – 2.73 
    Low 0.02  -1.55 – 1.60 -1.73  -4.16 – 0.69 1.13  0.01 – 2.26 2.28  0.59 – 3.97 
Note. CI, confidence interval. 
 






Additional file 6 Associations between working in the secondary rather than in the tertiary sector 
and cardiovascular risk factors estimated from multilevel regression models among men and 
women* 
 β           (95% CI) 
Cardiovascular risk factors Men Women 
BMI 
          
 
0.14  -0.18 – 0.47 -0.50  -1.38 – 0.37 
Waist circumference 
 








0.77  -0.14 – 1.68 
 





-0.12  -0.99 – 0.76 0.69  -1.49 – 2.88 
 
Total cholesterol 
            
3.65  -0.08 – 7.39 
 
-1.48  -8.38 – 5.42 
Glycemia 
 
-0.29  -1.58 – 1.00 0.36  -2.26 – 2.99 
HDL cholesterol 
 
0.84  -0.27 – 1.95 -1.56  -7.70 – 4.58 
LDL cholesterol 
 
2.63  -0.63 – 5.91 -1.76  -7.91 – 4.39 
Resting heart rate  -0.20  -1.13 – 0.73 -0.64  -2.47 – 1.18 
*Model were adjusted for age, education, income, perceived financial strain, occupational status, 
and neighborhood level of education. Models for SBP, DBP, and pulse pressure were further 
adjusted for antihypertensive medication use. 
Note. CI, confidence interval; BMI, body mass index; SBP, systolic blood pressure; DBP, diastolic 
blood pressure; HDL, high-density lipoprotein; LDL, low-density lipoprotein. 
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CHAPITRE V - Les biais d’attrition dans la relation entre le niveau 
d’éducation et le changement d’IMC : étude longitudinale et étude 
de simulation 
 
V.1. Présentation de l’article 
A l’aide d’une étude longitudinale, dans ce chapitre, nous examinons, dans un premier temps, 
dans quelle mesure le niveau d’éducation individuel influe sur l’évolution des paramètres 
anthropométriques et la présence de biais d’attrition dans les données observées. Dans un second 
temps, par une étude de simulation permettant d’amplifier le phénomène d’attrition, nous 
évaluons le biais potentiel sur les résultats selon différents mécanismes d’attrition et différentes 
méthodes statistiques prenant en compte ces données manquantes.  
En effet, de nombreuses études ont montré une association entre un faible statut socio-
économique individuel et un poids corporel élevé. Ces résultats sont basés essentiellement sur des 
études transversales. De plus, une large majorité des études longitudinales n'a pas abordé la 
question du biais potentiel dû à l'attrition sélective. Dans les études épidémiologiques, les 
données manquantes sont fréquentes, inévitables peuvent compromettre la validité des résultats. 
Le biais introduit par les données manquantes dépend directement de la cause de ces données 
manquantes. Les données manquantes sont catégorisées selon 3 types de mécanisme : 1) 
« Missing Completely At Random » (MCAR) : qui signifie que les données manquantes ne sont 
pas différentes des données non manquantes. 2) « Missing At Random » (MAR) : dans ce cas, les 
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différences systématiques entre les valeurs manquantes et les valeurs observées peuvent être 
expliquées par des différences dans les données observées. 3) « Missing Not At Random » 
(MNAR) : les données manquantes dépendent d'un événement que le chercheur n'a pas mesuré. 
Dans cette catégorisation, le mécanisme MNAR de données manquantes est aussi 
appelé  « inaccessible » tandis que MCAR et MAR sont appelés « accessibles » car les causes des 
données manquantes peuvent être prises en compte. 
Après l’analyse de l’effet du niveau d’éducation sur le changement d’IMC dans les 
données observées, notre objectif était, à l’aide d’une étude de simulation basée sur les données 
empiriques, d’étudier l'efficacité de trois approches statistiques communément utilisées pour 
traiter les données manquantes à savoir l’analyses des cas complet (Complete Case 
Analyses, CCA), la pondération par l’inverse de probabilité (Inverse Probability Weighting, 
IPW) et l’imputation multiple (Multiple Imputation, MI). L’étude de simulation avait pour but 
d’augmenter le biais d’attrition selon sept scénarios d’attrition d’intensité différente afin 
d’évaluer l’importance du biais introduit dans l’association entre le niveau d'éducation individuel 
et le changement d'IMC, en suivant les mécanismes de données manquantes MAR et MNAR. 
Pour répondre à cet objectif, les relations entre le niveau d’éducation individuel et le 
changement d’IMC entre la vague 1 et la vague 2 ont été estimées à partir de notre échantillon 
sans donnée manquante.  
Dans notre stratégie analytique, une étude de simulation excluant les valeurs de la variable 
réponse (changement d’IMC) pour certaines observations a été réalisée, basée sur les données 
complètes observées de 3693 individus avec une mesure d’IMC à la vague 1 et à la vague  2 de 
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l’Étude RECORD. Des bases de données incomplètes ont ainsi été générées. Chaque base de 
données incomplètes a été aléatoirement dérivée en simulant la valeur de la variable dépendante 
comme étant manquante suivant deux modèles MAR et un modèle MNAR (voir le Graphe 
Acyclique Orienté en appendice de l’article 3) en augmentant le niveau d’attrition d’un scénario à 
l’autre. Pour chaque modèle, 7 scenarios de niveau d’attrition ont été évalués en augmentant à 
chaque fois la relation entre 2 variables préalablement choisies et le risque d’être manquant au 
suivi (Odd Ratio augmenté de 1 à 4 par intervalle de 0.5). Afin d’éviter les effets de la variabilité 
d’échantillonnage, 200 bases de données incomplètes ont été générées pour chaque scenario 
d’attrition. Les covariables des modèles d’exclusion ont été sélectionnées à partir d’études 
précédentes qui ont analysé l’impact du statut socio-économique individuel et résidentiel sur le 
poids corporel. Sur la base de ces observations, deux types de mécanisme MAR ont été créés : le 
fait que la valeur du changement d’IMC soit manquante dépend 1) à la fois du niveau d’éducation 
du quartier et du niveau d’éducation individuel et 2) de l’IMC à l’inclusion et du niveau 
d’éducation individuel. Le troisième modèle est basé sur un mécanisme d’attrition MNAR. Dans 
ce cas, le fait que le changement d’IMC soit manquant dépend du niveau d’éducation individuel 
et du changement d’IMC lui-même. 
Des régressions linéaires ont été utilisées pour estimer les associations entre le niveau 
d’éducation individuel et le changement d’IMC. Toutes les analyses des différents modèles ont 
été ajustées sur l’âge et le sexe. Tout d’abord, CCA, IPW et MI ont été appliqués à l’échantillon 
complet (N=7172 pour MI, N=3693 pour IPW et N=3693 pour CCA). Ensuite ces méthodes ont 
été appliquées aux bases de données simulées par ajout des données manquantes. La médiane des 
200 simulations a été utilisée pour définir l’estimation finale des associations et les 2.5ème et 
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 percentiles ont été utilisés pour représenter l’incertitude dans ces estimations. Nous ne 
pouvions pas évaluer exactement la performance des trois approches en relation avec l’attrition 
observée car la vraie estimation des associations entre le niveau d’éducation individuel et le 
changement d’IMC n’était pas connu. Néanmoins, en ce qui concerne nos simulations, 
l’estimation obtenue à partir de la base de données complète (N=3693) a été considérée comme 
étant la vraie estimation dans le but d’évaluer les méthodes.  
En ce qui concerne les résultats pour le premier mécanisme d’attrition, résultant de l'effet 
du niveau d'éducation individuel et de l’éducation du quartier sur la participation à la deuxième 
vague (modèle MAR), l’association inverse entre le niveau d'éducation individuel et le 
changement d'IMC à été retrouvée pour toutes les méthodes et tous les scénarios d’attrition. 
L'augmentation de l'attrition n’entraînait pas une augmentation du biais. L'incertitude dans les 
estimations a augmenté pour toutes les méthodes d’analyse avec l'augmentation de l'attrition. Le 
second mécanisme de simulation d’attrition résulte des effets du niveau d’éducation individuel et 
de l’IMC au recrutement sur la participation à la deuxième vague (modèle MAR). Avec 
l'augmentation des niveaux d'attrition, le biais introduit par les données manquantes avait 
tendance à augmenter et ne pouvait pas être corrigé par la méthode d’analyse des cas complets 
(CCA) ni par l’imputation multiple (MI). La méthode de la pondération par l’inverse de 
probabilité (IPW) semblait être la seule des trois méthodes d’analyse à pouvoir gérer 
correctement le biais introduit par les données manquantes MAR. En raison de la perte de 
données, l'incertitude des estimations augmentait avec le niveau d'attrition pour les trois 
méthodes d’analyse. Enfin, pour le troisième mécanisme d'attrition, le fait que la valeur du 
changement de l'IMC soit manquante dépendaient du niveau d’éducation individuel et du 
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changement d’IMC lui-même (modèle MNAR). On observe que le biais introduit par les valeurs 
manquantes était plus grand que pour les deux mécanismes d’attrition précédents et augmentait 
rapidement avec l’augmentation du niveau d'attrition pour chacune des trois méthodes d’analyse 
(CCA, MI, IPW). Ni IPW ni MI ne permettaient de contrôler le biais d’attrition. 
En conclusion, les résultats de cette étude suggèrent que, lorsque les données sont 
manquantes seulement sur la variable dépendante, MI n’est pas en mesure de corriger le biais 
introduit par un modèle d’attrition MAR. Ainsi, bien que MI soit la méthode la plus couramment 
préconisée pour gérer les données manquantes dans les études de cohorte, cette approche ne 
devrait pas être utilisé dans ces circonstances particulières (variable dépendante manquante sous 
un modèle MAR) car elle n’est pas plus performante que CCA et peut même être pire. Lorsque 
les données sont manquantes suivant le mécanisme MNAR, ce qui n’est pas improbable, aucune 
des méthodes testées dans cet article ne peut corriger le biais induit par l'attrition. Ces résultats 
sont particulièrement préoccupants, car nous avons constaté que l'ampleur du biais d’attrition 
augmente beaucoup plus rapidement avec le niveau d’attrition suivant un mécanisme MNAR. 
Dans l'ensemble, ces résultats soulignent donc la nécessité de consacrer plus d'efforts pendant la 
conception des études à prévoir une collecte d'informations sur les causes d'abandon afin 
d’essayer au mieux de connaitre le mécanisme d'attrition impliqué. 
 
La suite de ce chapitre présente l’intégralité de l’article qui suit a été soumis à une revue. 
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Introduction: Longitudinal studies have shown that low individual and neighborhood 
socioeconomic status (SES) are associated with high body weight. However, most of the few 
longitudinal studies available did not address the issue of the potential bias due to selective 
attrition. Using empirical data, this article examined the performance of the 3 common 
approaches to handle missing data by increasingly introducing attrition biases, through a 
manipulation of the data, in the association between individual education and the change in body 
mass index (BMI). 
Methods: We used longitudinal data from the first and second waves of the French RECORD 
Cohort Study (N = 3,693 participants, retention rate = 51%). After analyzing attrition bias in the 
observed data, different scenarios of attrition were simulated by generating additional missing 
data in BMI at the follow-up under Missing At Random (MAR) and Missing Not At Random 
(MNAR) mechanisms (with, in this application, the probability of having an observed outcome 
respectively independent of or dependent on the outcome). Complete Case Analyses (CCA), 
Inverse Probability Weighting (IPW), and Multiple Imputation (MI) analyses were assessed in 
their ability to account for attrition bias. In the simulation part, the final estimates were derived 
from 200 replications of our scenarios of attrition.  
Results: When no missing observations were added to those already present in the data, a 
negative association was found between individual education and the change in BMI, in CCA as 
well as with IPW and MI (the correction had little impact). When generating additional 
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observations with unobserved follow-up outcomes under a MAR pattern, the bias increased with 
the attrition level when the analyses were based on CCA or MI. IPW correctly handled the 
attrition bias. MI and IPW were not useful to overcome the bias introduced by missing outcome 
data under MNAR.  
Conclusion: MI is the widely advocated method to handle missing data in cohort studies, but 
when data are missing only for the outcome (loss of follow-up), MI does not do better than CCA, 
even under MAR. When the data are missing under MNAR, none of the methods examined can 
fix the attrition bias. These results are consistent with the recommendation that more effort is 
needed during the design phase to understand the attrition mechanisms by collecting information 
on the reasons for dropout. 
 
Keywords: Attrition bias; Individual education; Body Mass Index; Inverse Probability 
Weighting; Multiple Imputation  
| CHAPITRE V - Les biais d’attrition dans la relation entre le niveau d’éducation et le 




Many studies have shown that low individual and neighborhood socioeconomic status (SES) are 
associated with high body weight and fat [1-7]. Those findings are mostly based on cross-
sectional studies [3]. Moreover, the large majority of studies with a longitudinal design did not 
address potential biases due to selective attrition [3, 8]. The potential of missing data to 
compromise the validity of research results has often been overlooked [9, 10]. The risk of bias 
due to missing data depends on the cause of missing data. Little and Rubin [9, 11] describe three 
categories of missing data mechanisms: “Missing Completely At Random” (MCAR),  i.e., 
missing cases are not different than non-missing cases; “Missing At Random” (MAR), i.e., any 
systematic differences between the missing values and the observed values can be explained by 
differences in observed data; “Missing Not At Random” (MNAR), i.e., the probability of 
missingness depends on an event that the researcher has not measured, for example on the true 
value of the missing data. Unfortunately, because the distribution of missing data is only an 
assumption, it is impossible to determine with certainty whether the data are MAR or MNAR 
[12-14]. 
Three common statistical approaches for analyzing datasets with missing data are: Complete 
Case Analysis (CCA), Inverse Probability Weighting (IPW), and Multiple Imputation (MI) [15, 
16]. The most common approach is CCA [16]. In a review of 262 studies published in 2010 in 
three leading journals, Eekhout et al. found that 81% of these studies used CCA [8]. The method 
simply excludes individuals with missing data. CCA is usually the default method in statistical 
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packages [15]. Inferences based on estimations obtained from CCA are valid when data are 
MCAR because complete cases are a representative subsample of the sample [9, 17]. However, 
estimates of such analyses may be biased if the excluded individuals are systematically different 
from those included (MAR or MNAR) [9, 13, 14, 16].  
IPW [18] is one of the methods used to mitigate certain attrition biases. In this method complete 
cases are weighted by the inverse probability of being a complete case [16]. This method is 
typically implemented when a MAR pattern is assumed. IPW does not model the distribution of 
the partially observed variables, but models the determinants of missingness [15, 16]. However, 
in general, it has been suggested that IPW is less efficient than MI [15]. 
MI [17, 19] uses data on all subjects (including those with missing data). This method creates a 
number of imputed datasets by generating multiple imputed values for each missing data. Each 
imputed dataset is analyzed separately, and their estimates are combined using Rubin’s rules 
(1987) [15, 19]. MI yields correct estimators if the imputation model is correctly specified and 
the data are MAR [20]. Generally, in the case of missing explanatory covariates, MI is more 
efficient than CCA and IPW since MI uses a model for the joint distribution of the data [20] and 
uses the observed data from incomplete cases and potentially also from auxiliary variables. This 
has led to the wide use of MI [9, 15, 20, 21]. 
Using empirical data, this article examines the performance of 3 common approaches to handle 
missing data, first by investigating the observed attrition in our data and second by artificially 
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introducing increasing selection biases in the association between individual education level and 
change in BMI following MAR and MNAR missing data mechanisms. 
METHODS 
Study population 
Data from the first and second waves of the RECORD Cohort Study (www.record-study.org) 
were used for longitudinal analyses. During the first wave, as described elsewhere [22-24], 7,290 
participants aged 30-79 years at their inclusion were recruited without a priori sampling in 2007-
2008 during free preventive medical checkups conducted by the Centre d’Investigation 
Préventive et Clinique in the Paris metropolitan area. As an a priori eligibility criterion, only 
participants residing in 10 (out of 20) administrative districts of Paris or in 111 other 
municipalities in the region were selected.  
In the first wave, 83% of the eligible participants at the health centers agreed to participate, 
completed the data collection, and were geocoded using their residential address. During the 
second wave, 3,746 participants were reexamined between 2011 and 2013. The overall revisit 
rate at wave two was 51%. The French Data Protection Authority approved the study protocol. 
After excluding participants with missing values for Body Mass Index (BMI) in the first wave, 
the sample comprised 7,172 participants (this sample was used to investigate attrition in the 
observed sample). After excluding participants with missing BMI in both the first and second 
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waves, the sample size was of 3,693 participants (this sample was used to simulate attrition in our 
data). 
Longitudinal changes in BMI 
BMI (kg/m²) [25] was calculated at each wave, using height (measured with a wall mounted 
stadiometer) and weight (measured with calibrated scales) recorded by a nurse [26]. This allowed 
us to compute the longitudinal change in BMI from baseline to follow-up. 
Individual sociodemographic variables 
The following baseline sociodemographic characteristics were included in the analyses: age (in 
years), sex, and personal education coded into two classes (higher secondary school and above, 
corresponding to 68% of the sample, or not). 
Neighborhood socioeconomic variable 
The socioeconomic status of the neighborhood was assessed with the educational level of 
residents (percentage of residents with >2 University years). The variable was computed within a 
street network buffer with a radius of 1000m centered on the participants’ residences. ArcInfo 10 
and its Network analyst were used to derive such buffers based on street network data from the 
National Geographic Institute. Neighborhood education was used as a continuous variable. 
Statistical Analysis 
Definition of simulated datasets to investigate attrition bias 
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After investigating attrition bias in the observed data, we defined additional datasets based on the 
observed complete cases in the first and second wave of the cohort (n=3,693). These additional 
datasets were incomplete datasets that were generated from the complete dataset by randomly 
simulating the outcome value (BMI in the second wave, thus change in BMI) to be missing based 
on two MAR and one MNAR missing mechanisms (see Directed Acyclic Graph in Appendix 1), 
and for each mechanism of attrition under seven scenarios of attrition level. The attrition rate was 
defined on the basis of the risk of having missing data at follow up. For each mechanism of 
attrition, seven scenarios of attrition level were examined, each time increasing the relation 
between 2 chosen variables (depending on the mechanism of attrition, see below) and the risk of 
having missing data in wave 2. The 7 scenarios were defined on the basis of odds ratio [OR] 
ranging from 1.0 to 4.0 (increasing by 0.5) for these associations with missingness (Table 1, see 
the footnote for a description of the units of variables). To circumvent random sampling 
variability, 200 such incomplete datasets were generated for each mechanism and for each 
scenario of attrition level.  
We selected two determinants of attrition for each of the three mechanisms of attrition. Previous 
studies have shown that low individual education and low neighborhood education were 
associated with a higher BMI or a higher change in BMI and that a higher BMI at baseline was 
associated with a higher change in BMI [1-4, 7]. Moreover, as shown with a regression model 
reported in Appendix 2, these three baseline characteristics were independent ly associated with 
the fact of having a follow-up BMI measurement in the RECORD Study: the odds of 
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participating in wave 2 were higher at high individual education and at high neighborhood 
education levels and among participants who were not obese at baseline (Appendix 2). Based on 
these observations, two types of MAR mechanisms were generated: (1) missingness in the 
outcome was set to be conditional on both individual education level and neighborhood education 
and (2) missingness was set to be conditional on both individual education and baseline BMI. 
The probability for the change in BMI to be set to missing (1) among low individual education 
level and low neighborhood education level participants and (2) among high baseline BMI and 
low individual education participants increased gradually from one scenario of attrition level to 
the other. 
For the third mechanism of attrition (MNAR), missingness in the outcome depended both on the 
individual education level and on the outcome itself (change in BMI), with the probability of 
missing among low individual education and high BMI change participants increasing gradually 
from one scenario of attrition level to the other. 
Analytic methods to handle missing data 
The three methods below were first applied to the observed dataset and second to the simulated 
datasets. 
In CCA, only subjects with an observed value for the outcome were included in the analysis.  
With IPW, the contribution of the complete cases to the estimation was weighted by the inverse 
of their probability of being a complete case. We modeled the probability of being followed in 
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the second wave as a logistic function of the following predictors: age, sex, individual education, 
and residential neighborhood education for the first mechanism of attrition; age, sex, individual 
education, and baseline BMI for the second mechanism of attrition; and age, sex, and individual 
education for the third mechanism of attrition (considering that the change of BMI was 
inaccessible to the researchers when missing).  
With MI, a small number of imputed datasets (3 to 5) is sufficient [11, 13, 27]. We created five 
imputed datasets based on linear regression with change in BMI as the outcome. The covariates 
used in these imputation models for the three mechanisms of attrition were the same than those 
listed above for the models for the probability of follow-up in IPW. Multiple imputation (by 
chained equations) was carried out in R using the mi package [28]. 
Analyses 
For these three statistical approaches, a linear model was used to estimate the association between 
individual education and the change in BMI. All the analyses were adjusted for age and gender. 
First, CCA, IPW, and MI were applied to the observed dataset (N = 7,172 for MI and N = 3,693 
for CCA and IPW) (Table 2). Second, these methods were applied to the simulated datasets 
generated from the database of complete cases (N = 3,693 for MI and N < 3,693 for CCA and 
IPW). The median of the coefficient over the 200 simulated datasets was used as the final 
estimate. The uncertainty in this estimate was assessed with the 2.5th and 97.5th percentiles over 
the simulated datasets.  
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We could not exactly assess the performance of the three approaches in relation to the observed 
attrition, because the true estimate of the association between individual education and change in 
BMI was unknown. Regarding the simulation, the estimate in the sample of 3,693 participants 
was considered to be the true estimate for the purpose of evaluating the methods. To determine 
the performance of the three methods, we compared the estimate yielded by each analytical 
approach with each mechanism of attrition under each scenario of attrition level with the estimate 




In our sample of 7,172 participants, median BMI at baseline was 25.0 (interdecile range: 20.7, 
30.7). In the sample of 3,693 complete cases, the median change in BMI was 0.1 (interdecile 
range: -1.4, 1.9). 
In the CCA (N = 3,693), after adjustment for age and gender, the change in BMI was lower for 
participants with a high compared to a low educational level [-0.26, 95% confidence interval 
(CI): -0.36, -0.15]. As shown in Table 2, IPW and MI also yielded a comparable negative 
association between individual education and change in BMI. The final estimate was relatively 
similar whatever the correction method (IPW or MI) and whatever the covariates used in 
correction models (to define inverse probability weights and to perform imputation). 
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The results of the analyses in the simulated datasets based on three mechanisms of attrition under 
seven different scenarios of attrition level (OR = 1.0 to 4) are shown in Figures 1 to 3. The three 
graphs represent, for each mechanism of attrition respectively, the median of the estimated 




 percentiles as measures of uncertainty (over 200 
realizations of each scenario) with each of the three analytic methods. The horizontal thick line 
represent the coefficient from the analysis without missing data (N = 3,693), assumed to 
represent the true coefficient of reference for the simulation work. 
First attrition mechanism 
The first attrition mechanism was grounded on the effect of individual education and 
neighborhood education on participation in the second wave. Figure 1 shows an inverse 
association between the individual education level and the change in BMI after adjustment for 
age and sex, with all methods and under all scenarios of attrition level. Increasing attrition did not 
result in an increase in bias, as the gap between the true coefficient and the coefficient from the 
CCA did not widen with increasing attrition. The uncertainty in the estimates increased for all 
analytic methods with increasing attrition bias. 
Second attrition mechanism 
The second simulated mechanism of attrition resulted from the effects of individual education 
and baseline BMI on attrition (MAR pattern). As shown in Figure 2, the gap between the true 
coefficient and the CCA coefficient increased weakly but regularly (from -0.26 to -0.25) as a 
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result of the simulated bias. MI could not correct the bias, and was on the opposite associated 
with a stronger bias than the CCA itself.  
Analyses with IPW handled correctly the small bias introduced by the increasing level of 
attrition. The IPW estimates for the seven scenarios of attrition level were close from the 
horizontal reference line (coefficient equal to -0.26 whatever the degree of attrition).  However, 
due to the loss of data, the uncertainty in the estimates increased with the level of attrition for all 
three analytic methods, especially with IPW.   
Third attrition mechanism 
With the third attrition mechanism, information of BMI change was missing following a MNAR 
mechanism based on individual education and the change in BMI itself. As shown in Figure 3, 
the bias with this MNAR mechanism of attrition was greater than for the two previous 
mechanisms of attrition. For example, the coefficient for the association between individual 
education and the change in BMI changed from -0.25 to -0.07 under the seven scenarios of 
attrition level. Neither IPW nor MI could correct this attrition bias. The increase in the 
uncertainty of the estimates with increasing attrition was smaller than that observed with the first 
and second mechanisms of attrition. 
 
DISCUSSION 
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Previous studies have reported that BMI or body fat increased with decreasing individual and 
neighborhood socioeconomic levels [1, 2, 7, 29]. The majority of those studies were cross-
sectional [3]. To our knowledge, the present study is the first to rely on a simulation approach 
based on longitudinal observed data in order to test the ability of statistical methods to correct an 
attrition bias due to missing information in the outcome at the follow-up. Different missing data 
mechanisms (including MAR and MNAR patterns) and various scenarios of attrition level were 
considered. Based on simulations grounded on observed data, we assessed the performance of 
three statistical approaches to handle this bias.  
Main findings 
Observed dataset 
Our findings indicate that in the overall sample participants with a high education level had a 
weaker increase in BMI over the follow-up. Our analyses based on IPW and MI provide 
indication that MAR mechanisms of attrition based on effects of individual education, 
neighborhood education, and baseline BMI on participation in the study are unlikely to affect the 
direction and even the strength of the association. This is likely because there were only weak 
effects of individual education, neighborhood education, and baseline BMI on participation in the 
second wave were weak, and weak effects of neighborhood education and baseline BMI on the 
change in BMI. Unfortunately, we could not determine whether a MNAR pattern of attrition, e.g., 
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related to an influence of the magnitude of change in BMI on participation, was present in the 
data. 
Simulation work: first and second attrition mechanisms (MAR) 
There was evidence of a modest attrition bias for the coefficient of interest especially for one of 
the two MAR mechanisms of attrition examined (the one specifying an effect baseline BMI on 
participation). A likely explanation for this is that the effect of baseline BMI on the change in 
BMI was stronger than the effect of neighborhood education on the change in BMI involved in 
the other MAR attrition mechanism examined (the correlation between neighborhood education 
and change in BMI was 0.06 while the correlation between baseline BMI and change in BMI was 
0.09). The comparison of Figure 1 with Figure 2 shows that the attrition bias was in the opposite 
direction in these two cases, which is attributable to the fact that the covariate that was used as a 
determinant of the attrition rate was associated in the opposite direction with the change in BMI 
(see Directed Acyclic Graph in Appendix 1).  
It should be noted that the bias was very small even when a strong selective attrition was 
simulated in the data. These results emphasize that, even in a presence of a very strong selective 
attrition, the bias for the association of interest will remain of small magnitude if the correlation 
between the covariates influencing study dropout and the outcome is weak.  
In this example with missing data only in the dependent variable, only IPW was able to correct 
the weak attrition bias. On the opposite, there was evidence that MI could not correct and even 
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amplified the observed bias, which is consistent with comparable studies [30, 31]. In practice, MI 
is the most commonly advocated and employed method to handle missing data [9, 15]. Our 
results show that MI should be used carefully. When data are missing in the dependent variable 
only and that a MAR pattern applies, MI cannot correct the attrition bias even if the imputation 
model is correct. Moreover, we show that, in specific case, MI can be worse than a simple CCA. 
This result is consistent with previous methodological articles. Alison et al. and Von Hippel et al. 
showed that if there is no missing data in the independent variables and if there are no strongly 
correlated auxiliary predictors, then there is no additional information in the imputed values. In 
that case, MI would tend to add needless noise to the estimates [32, 33]. Von Hipple et al. and 
Kullback et al. showed that observations with an imputed outcome contain no information about 
the regression of Y on X and so the log-likelihood for these observations is exactly zero [32, 34]. 
In this case, using MI is equivalent to performing a CCA with listwise deletion of observations 
with a missing outcome, while the imputation of missing outcome values adds noise to these 
estimates. 
Like our results showed, IPW does not have the same problem. Our simulation study suggests 
that a potential MAR attrition bias would have been corrected by IPW. IPW is based on a 
participation model and does not impute values for variables with missing data. Differently, IPW 
adjusts the contribution of subjects followed until study completion in order to represent subjects 
who were lost to follow-up [13, 16]. IPW weights complete cases on the basis of a model for the 
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probability of being a complete case. Therefore, IPW relies only on the information from 
complete cases in the regression analysis itself [16, 18, 20].  
Overall, with the MAR pattern involved, MI was unsuccessful to correct the bias because it relied 
on the poorly informative knowledge available to predict the level of the outcome based on 
covariates. On the opposite, IPW was more successful in addressing the bias in the data by 
relying on the available knowledge on the determinants of missingness to reweight the available 
observations in the analyses. 
Simulation work: third attrition mechanism (MNAR) 
With this MNAR missingness mechanism, the magnitude of bias increased rapidly with 
increasing attrition level. With this MNAR pattern, statistical methods such as IPW and MI were 
not useful to overcome the bias. The uncertainty in the coefficient of interest increased only 
slightly with increasing attrition level. Comparable to other studies [31], the increase in 
confidence intervals was smaller for this MNAR pattern than for the MAR simulated samples. 
These results are important for the epidemiological practice because MNAR represents a realistic 
assumption in many cases [35]. Our results emphasize that relying on IPW or MI with an 
incorrect assumption of MAR mechanism (when MNAR in fact actually applies) results in biased 
estimates that cannot be corrected with these statistical methods. 
The magnitude of bias depended heavily on the missingness mechanism involved. Therefore, 
since it is not possible to determine whether a MAR or MNAR pattern applies on the basis of the 
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available data, it is important that researchers devote efforts and resources to describe and 
investigate the potential causes of the study dropout [36]. An option is to collect data that can be 
used to explore the possible attrition mechanisms. As several studies have suggested, a safe 
option is to test the assumption in a sensitivity analysis that the observed attrition arises from a 
MNAR mechanism [15, 31, 35, 37]. In our study, the hypothesized MNAR mechanism was 
found to bias the association of interest towards the null; thus, under the hypothesis of a MNAR 
pattern in our observed data, the true association would be stronger (more negative) than the one 
that was reported. 
Strengths and limitations 
Regarding study strengths, first, unlike previous longitudinal studies on individual education and 
change in BMI, we attempted to address attrition biases, comparing three statistical methods to 
handle missing data. Second, our study was based on observed longitudinal data from the 
RECORD Cohort Study. We used the available knowledge on the determinants of attrition in this 
cohort to create scenarios of attrition corresponding to realistic situations occurring in practice, 
allowing us to compare statistical methods to handle missing data in “real life scenarios”. Third, 
in this simulation study, three different (including two MAR and one MNAR) missingness 
mechanisms of attrition bias were explored. Four, to reduce the impact of sampling variability on 
the examination of these scenarios, 200 samples were drawn and analyzed for each attrition 
scenario.   
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Regarding limitations, a first shortcoming of the work is related to the recruitment of the study 
sample. Our convenience sample, recruited in preventive healthcare centers, was not 
representative of the Paris Ile-de-France region [23]. However, a large panel of municipalities 
from the region was a priori selected to ensure the presence in the sample of people from all 
socioeconomic backgrounds. Second, for the sake of simplicity and pedagogy, a small number of 
covariates was introduced in our statistical models, leading to a simplified examination of the 
relationships between the study variables. While introducing other covariates might have 
improved the model for the weight in IPW and the imputation model in MI in our analysis of the 
observed data, the reduced number of covariates was not an issue in the simulations since the 
attrition mechanisms were controlled.  
 
Conclusion 
In conclusion, the results of this study suggest that, when data are missing only in the outcome, 
MI may not be able to correct the bias introduced by a MAR pattern of attrition. Thus, although 
MI is the most commonly advocated method to handle missing data in cohort studies, it should 
not be used in these particular circumstances (outcome missingness under a MAR pattern) where 
it does not do better and can even do worse than CCA. When the data are missing under MNAR, 
which is probably extremely common, none of the methods tested in our article can fix the 
attrition bias. This is of particular concern because we found that the magnitude of bias increased 
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much faster with attrition level under MNAR than under MAR. Overall, these results therefore 
emphasize the need to devote more effort during the design phase to plan the collection of 
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Table 1. Number of observations with a missing outcome at the follow-up for each mechanism of 

















education, change in 
BMI) 
OR = 1.0* 67 67 67 
OR = 1.5 141 141 140 
OR = 2.0 248 246 244 
OR = 2.5 385 374 370 
OR = 3.0 536 520 509 
OR = 3.5 686 661 654 
OR = 4.0 831 803 795 
* The OR refers to a multiplicative coefficient for the odds of having a missing outcome in wave 2 for having a 
low rather than a high individual education level (binary variable), for a 2-standard deviation decrease in the 
proportion of high educated residents in the neighborhood, and for a 2-standard deviation increase in baseline 
BMI (a 2-standard deviation was chosen to mimic the effect of a binary variable with approximately half of the 
population in each group). The distribution of the standardized baseline BMI and standardized change in BMI 
were shifted towards the positive, so as to have a minimum value equal to 0, yielding the minimal (and non-
negative) probability of attrition when these recoded variables were equal to 0. The distribution of standardized 
neighborhood education was shifted towards the negative, so as to have a maximum value equal to 0, yielding 
(due to a negative coefficient in our model) the minimal probability of attrition when this recoded variable was 
equal to 0 (i.e., when neighborhood education was the highest) and an increase in the odds of attrition with more 
negative. The model to define the probability of attrition for each participant was a logistic model with an 
intercept equal to –4. 
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Table 2. Associations between individual education (high vs. low) and change in BMI (adjusted for age 
and gender) corrected from the observed attrition bias through IPW and MI, with different covariates 
entered in the model to define inverse probability weights or to perform the multiple imputation  
 Covariates in the weight model or imputation model 
 Age and sex Age, sex, and 
neighborhood education 
Age, sex, and, baseline 
BMI 
 β (95% CI) β (95% CI) β (95% CI) 
IPW (N = 3,693) -0.25 (-0.36 ; -0.14) -0.25 (-0.35 ; -0.14) -0.25 (-0.36 ; -0.14) 
MI (N = 7,172) -0.24 (-0.33 ; -0.14) -0.26 (-0.43 ; -0.09) -0.28 (-0.39 ; -0.15) 
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FIGURE 1. Associations between individual education and change in BMI in simulated datasets 
based on the first attrition mechanism (MAR, individual education, neighborhood education) 
under seven scenarios of attrition level 
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FIGURE 2. Associations between individual education and change in BMI in simulated datasets 
based on the second attrition mechanism (MAR, individual education, baseline BMI) under seven 
scenarios of attrition level 
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FIGURE 3. Associations between individual education and change in BMI in simulated datasets 
based on the third attrition mechanism (MNAR, individual education, change in BMI) under 
seven scenarios of attrition level 
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Appendix Figures 1A to 1C represent the different attrition biases that were introduced with the 
three mechanisms of attrition examined.  
Appendix Figures 1A and 1B represent an attrition bias following a Missing At Random (MAR) 
mechanism on the effect of individual education on change in BMI. If participants drop out from 
the study, the change in BMI cannot be mesured (censored) [Participation (P) =0]. Participants 
with a high level of neighborhood education or a low baseline BMI (respectively in the first and 
second MAR patterns) and participants with high individual level of education are more likely to 
participate in the second wave. The attrition bias in the estimate of interest is introduced by 
conditioning on participation (P = 1), which is a common effect of the variable of interest 
(individual education) and a covariate that also influences the change in BMI [neighborhood 
education (Appendix Figure 1A) or baseline BMI (Appendix Figure 1B)]. 
Figure 1C represents the attrition bias following a Missing Not At Random (MNAR) mechanism 
on the effect of individual education on change of BMI. Invidual education and change in BMI 
are causes of non-participation in the second wave (P = 0). Participants with a high individual 
education level and a lower increase in BMI are more likely to participate. The MNAR attrition 
bias in the estimate of interest is introduced by conditioning on participation (P = 1), which is 
caused by both the explanatory variable of interest and the outcome. 
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Appendix Figure 1A. First mechanism of attrition examined, related to a MAR pattern based on 
individual education and neighborhood education effects on participation  
 
 
Appendix Figure 1B. Second mechanism of attrition examined, related to a MAR pattern based 
on individual education and baseline BMI effects on participation 
- 
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Appendix Figure 1C. Third mechanism of attrition examined, related to a MNAR pattern based 
on individual education and change in BMI effects on participation 
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Appendix Table 1. Logistic model for the determinants of participation in wave 2 (N = 7,172) 
 Participation in wave 2 
β (SD) 
Low individual education (vs. high)  -0.069  (0.013)*** 
Body Mass Index in wave 1 
   Obese (vs. normal weight) 
 
-0.067  (0.018)** 
Neighborhood proportion of high educated* 0.098  (0.043)* 
*While the two other explanatory variables were coded as categorical variables, neighborhood 
education was expressed as a continuous variable comprised between 0 and 1. 
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CHAPITRE VI - DISCUSSION  
 
Dans ce chapitre, nous discutons du travail accompli, en passant en revue les principaux résultats 
obtenus et les principales limites rencontrées dans le cadre de cette thèse. De façon plus large, 
nous discutons ces résultats dans une perspective globale de Santé publique. 
 
VI.1. Les principaux résultats 
Au vu des principaux résultats de cette thèse, nous avons pu constater que dans l’Étude de 
cohorte RECORD, il existe des associations entre l’environnement du quartier résidentiel, les 
secteurs d’activité économique, la distance domicile-travail et la masse grasse et/ou les facteurs 
de risque cardiovasculaire. Nous avons aussi pu constater qu’il existait une association entre le 
niveau d’éducation et l’évolution de l’IMC. 
Les résultats de notre première étude empirique montrent que le quartier résidentiel, les 
secteurs d’activité économique et la distance entre le domicile et le travail étaient 
indépendamment associés à l’Indice de masse grasse (IMG) et au pourcentage de masse grasse 
(%MG) après ajustement sur les variables socio-économiques individuelles. Ces résultats sont 
cohérent avec les nombreuses études antérieures qui ont rapporté : 1) une augmentation de l'IMC 
ou du tour de taille avec la diminution de niveau socio-économique quartier de résidence (184) ; 
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2) des prévalences du surpoids et de l'obésité évalués par l’IMC plus élevées chez les individus 
travaillant dans le commerce, les industries, ou le transport ainsi que chez les juristes et les cadres 
supérieurs même après ajustement sur l'âge, le sexe et l'éducation (185, 186) ; 3) des associations 
inverses entre le fait de marcher ou de faire du vélo pour se rendre au travail et le surpoids ou 
l'obésité (121).  
En effet, au travers de notre première étude, nous avons pu observer que les hommes ainsi 
que les femmes vivant dans les quartiers à faible niveau d’éducation avaient des niveaux de 
graisse corporelle (IMG et %MG) plus élevés. De plus, après ajustement sur le niveau 
d'éducation du quartier de résidence, une faible densité de population dans les quartiers 
résidentiels était associée à un IMG et un %MG plus élevés chez les hommes ceci peut être 
expliqué par le fait qu’une faible densité est un facteur contextuel qui influence la marche à pied 
par le développement d’environnement plus propice à la marche. En effet, des indicateurs de 
densité tels que la densité de population ou la densité de destination sont positivement associé à 
la marche (187, 188). En ce qui concerne les associations entre les secteurs d’activité économique 
et la masse grasse, après ajustement sur les variables socio-économiques individuelles et les 
variables résidentielles, l’IMG et/ou le %MG étaient plus élevés chez les hommes travaillant dans 
le secteur de la construction ; des transports et des communications ; de l'industrie 
manufacturière ; du commerce et de la réparation de véhicules ; de l’immobilier et de la location 
et des services aux entreprises que chez les hommes travaillant dans le secteur de l'éducation. 
Différemment, chez les femmes, celles travaillant dans le secteur du travail social et de la santé 
avaient un IMG plus élevé que celles du secteur des transports et des communications. Malgré 
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qu’aucune étude publiée n’ait évalué les différences de masse grasse entre les secteurs d’activité 
économiques, des pistes d’explications peuvent être avancées. Proper et al, 2006, propose qu’une 
des causes des disparités d'IMC entre les secteurs d’activité économique pourrait se trouver dans 
les différences d'activité physique liée au travail (189). Aucune association n’a été trouvée entre 
les secteurs économiques de travail et le %MG chez les femmes, ce qui pourrait être attribuable, 
entre autres, au fait que l’IMG évalue l'obésité de façon relativement précise, mais que le %MG, 
tel l'IMC (mais moins que lui) sous-estime l'obésité (190). Par ailleurs, les associations 
persistaient entre les secteurs d’activité économique et l’IMG ou le %MG après ajustement sur 
l'IMC chez les hommes. Nos résultats suggèrent que la composition corporelle évaluée avec 
l’IMG et le %MG nous permet de recueillir des informations sur les déterminants de la graisse 
corporelle qui ne pouvait pas être captées par l'IMC car cet indicateur ne permet pas d'évaluer 
pleinement les effets sociaux et contextuels sur la graisse corporelle. Ces résultats confirment 
ceux de l’étude de Rosemond et al. (191) qui a constaté que l'obésité (évalué par IMC) et l'obésité 
centrale (évaluée par le rapport taille-hanche) étaient différemment liées aux facteurs 
professionnels et sociaux. Malgré tout, comme le montre une étude de 1997, qui évalue le lien 
entre la masse grasse mais aussi la masse maigre et la mortalité, le fait que nos associations 
persistent après ajustement sur l’IMC pourrait également être attribuable à la masse maigre (192). 
Finalement, en ce qui concerne la distance domicile-travail, les résultats de notre étude montrent 
qu’une longue distance domicile-travail était associée à un taux de masse grasse plus élevé, mais 
seulement chez les femmes et uniquement avec l’IMG (qui peut à nouveau mieux saisir les 
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différences véritables en matière de masse grasse). Cette constatation est cohérente avec 
l'utilisation des modes de transport motorisés pour de longues distances domicile-travail.  
Après avoir montré que les inégalités liées aux caractéristiques environnementales et aux 
secteurs d’activité économique peuvent être un déterminant dans la prévalence d’obésité, notre 
objectif suivant a été d’étudier les relations entre les secteurs d’activité économique et plupart des 
facteurs de risque cardiovasculaire. Afin d’évaluer la contribution de ces secteurs professionnels 
dans le cumul de facteurs de risque cardiovasculaire, nos analyses ont été ajustées sur les 
caractéristiques socio-économiques individuelles et résidentielles. Nous avons trouvé des 
associations entre les secteurs d’activité économique et certains facteurs de risque 
cardiovasculaire. Les motifs de ces disparités étaient différents chez les hommes et les femmes 
suivant le facteur de risque étudié. Certaines des disparités entre les secteurs économiques de 
travail peuvent être dues à des différences dans l'apport énergétique total ou la dépense d'énergie. 
Les résultats d’une étude passée montrent que l'apport énergétique, comme une explication 
possible aux disparités observées, peut varier dans une large mesure entre les secteurs d’activité 
économique (193). Par ailleurs, du fait que le travail est un contributeur majeur à l'activité 
physique quotidienne totale (189), une autre hypothèse peut être que les différences dans les 
niveaux d'activité physique entre les secteurs d’activité économique contribuent aux disparités 
observées dans les facteurs de risque cardiovasculaire. Cependant, nous n’avons pas validé 
empiriquement ces hypothèses, puisque par exemple, les hommes travaillant dans le secteur de la 
construction avaient l’IMC et le tour de taille les plus élevés. Ces résultats confirment ceux d’une 
étude précédente qui a trouvé que, contrairement à l'activité physique de loisir, l'activité physique 
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au travail n’avait pas d’effet protecteur en ce qui concerne les facteurs de risque cardiovasculaire, 
y compris ceux liés à l'excès de poids (194). 
Finalement, afin d’étudier les déterminants de l’évolution des paramètres 
anthropométriques chez les participants de l’Étude RECORD et de progresser dans 
l’identification d’effets causaux, nous avons analysé les données de manière longitudinale. En 
effet, de nombreuses études ont rapporté que l'IMC ou la graisse corporelle augmentaient avec la 
baisse du niveau socio-économique individuel et du quartier (80, 81, 184). Cependant, la grande 
majorité de ces études sont transversales (82). De plus, au vu des données manquantes présentes 
dans notre méthode, nous avons testé la capacité de méthodes statistiques à corriger le biais 
d'attrition. Nous avons simulé divers mécanismes de données manquantes (deux mécanismes 
MAR et un mécanisme MNAR) et différents scénarios de niveau d'attrition. Les résultats 
concernant les données observées (c’est à dire sans simulation de données manquantes) montrent 
que l’IMC augmentait plus chez les participants avec un niveau d'éducation individuel faible de 
façon quasi équivalente pour les 3 méthodes analytiques. En effet, depuis de nombreuses années 
l’effet de l’éducation sur la prise de poids est bien connu (153). Un faible niveau d’éducation peut 
être en relation avec une faible connaissance en matière de santé ce qui aura pour effet une plus 
grande difficulté à acquérir des aliments plus couteux et moins énergétiques tels que les fruits, les 
légumes, les céréales, etc. De plus, ces personnes auront tendance à avoir moins de temps de 
loisir qu’ils peuvent consacrer à un exercice récréatif (15, 153). Enfin, les personnes avec un 
niveau d’éducation plus faibles auront aussi tendance à moins pouvoir résister aux 
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environnements obésogènes car ils ont moins de flexibilité dans leurs choix alimentaires et dans 
leurs activités de loisir (195). 
En ce qui concerne le mécanisme MAR (modèles 1 et 2), les résultats de notre étude de 
simulation ont montré peu de différence entre les estimations à partir des données complètes et 
celles avec de faibles niveaux d'attrition. Avec l'augmentation des niveaux d'attrition, le biais 
introduit par les données manquantes avait tendance à augmenter et ne pouvait pas être corrigé 
par la méthode d’analyse des cas complets (CCA) et l’imputation multiple (MI). La méthode de 
la pondération par l’inverse de probabilité (IPW) était la seule des trois méthodes statistiques à 
pouvoir gérer le biais introduit par les données manquantes correctement. Comme dans d’autres 
études, (196, 197) ces résultats suggèrent que, lorsque les données manquantes sont seulement 
sur la variable dépendante, ni MI ni CCA ne peuvent être utiles pour corriger le biais d'attrition. 
En ce qui concerne le biais introduit avec le mécanisme MNAR, on observe que ce biais 
augmentait rapidement avec le niveau d'attrition pour chacune des trois méthodes statistiques 
(CCA, MI, IPW). Ces résultats sont importants en termes de méthodes d’analyse 
épidémiologique car la littérature montre que l’hypothèse la plus raisonnable et réaliste dans les 
mécanismes des données manquantes est MNAR (198) et nos résultats montrent qu’aucune de 
ces 3 méthodes ne peut contourner le biais introduit par MNAR et que ces approches donnent des 
estimations biaisées des associations étudiées. C’est pourquoi il est important de décrire les 
causes potentielles d'abandon (199) en amont des analyses afin de décrire le mécanisme de 
données manquantes. Nos résultats ont montré que MI doit être utilisé avec précaution. Lorsque 
les données sont manquantes uniquement sur la variable dépendante, alors MI ne peut pas 
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corriger le biais d'attrition même si le modèle d'imputation est correctement spécifié et si le 
mécanisme de données manquantes est MAR. Ce résultat est cohérent avec des articles 
méthodologiques précédents. En effet, Alison et al. et Hippel et al. ont montré que si les données 
manquantes sont essentiellement sur la variable dépendante et qu’il n'y a pas de prédicteurs 
auxiliaires fortement corrélés à celle-ci dans le modèle d’imputation, alors aucune information 
supplémentaire n’est apportée dans les valeurs imputées sous MI (200, 201). En revanche, IPW 
n'a pas ce problème car IPW est basé sur un modèle de participation et n’impute pas de nouvelles 
valeurs pour les données manquantes (dépendantes ou indépendantes). En effet, IPW ajuste la 
contribution des sujets présents dans l’étude pour représenter les sujets perdus de vue (181, 202). 
IPW pondère les cas complets en s’appuyant sur un modèle de la probabilité d’être un cas 
complet basé sur des valeurs observées, donc IPW n’utilise que des informations sur les cas 
complets (181, 203, 204). 
En résumé, ces résultats enrichissent nos connaissances sur les déterminants individuels et 
contextuels des problèmes d’excès de poids et de graisse corporelle dans la région Ile de France.   
 
VI.2. Limites 
Malgré les précautions méthodologiques que nous avons prises et l’atout considérable que 
représentent les données de la cohorte RECORD, certaines limites demeurent aux différentes 
étapes de ce travail. 
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La première limite concerne la représentativité de l’échantillon sélectionné dans la base de 
données de l’Étude RECORD. Cet échantillon ne représente pas directement la population d’Ile-
de-France. Cette non représentativité est explicable par la méthode de recrutement des 
participants au Centre IPC sans randomisation préalable en population générale ; par les 
exclusions résultant de l’incapacité de certaines personnes à répondre aux questionnaires ; et par 
le refus de participation à l’étude (205). Cependant, afin de garantir un échantillon représentant 
un large panel de profils socio-économiques, un grand nombre de municipalités de la région Ile-
de-France ont été sélectionnées a priori.  
Concernant les analyses, des biais de mesures associés aux mesures d’exposition 
environnementale dues à la mobilité des individus au cours du temps peuvent exister. En effet, les 
analyses considèrent essentiellement l’environnement dans lequel l’individu résidait ou travaillait 
au moment de l’étude, sans s’intéresser aux caractéristiques des environnements précédemment 
fréquentés. De ce fait, les caractéristiques environnementales prise en compte peuvent renvoyer à 
des périodes d’exposition plus ou moins longue selon les individus. De plus, la notion de quartier 
n’a pas été définie géographiquement par l’individu lui-même. 
Une autre limite vient du fait le lieu de travail et le secteur d’activité ont été récupérés par 
appariement d’informations administratives. Nous ne pouvons pas être certains que ces individus 
étaient toujours employés à ce lieu de travail ou dans ce secteur d’activité économique au 
moment du recrutement. En ce qui concerne les secteurs d’activité économique, cette limite est 
probablement mineure car il peut être attendu qu’un participant qui change de travail restera dans 
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le même secteur d’activité économique. De plus, même si un individu avait changé de secteur 
d’activité économique ou s’était arrêté de travailler au moment de l’étude, il aurait tout de même 
été exposé au secteur d’activité économique pris en compte l'année précédant son recrutement 
dans l'étude. 
Finalement, une limite non négligeable qui concerne non seulement ce travail de thèse 
mais aussi la plupart des études épidémiologiques qui évaluent le lien entre l’environnement et 
l’obésité porte sur le phénomène de migration sélective (97). Ce phénomène se définit par le fait 
que des personnes avec des caractéristiques individuelles spécifiques emménagent 
(volontairement ou non) dans des quartiers qui possèdent aussi des caractéristiques spécifiques 
(95). Du fait du manque de données sur les déménagements des participants, nous ne pouvons pas 
contourner cette limite, si ce n’est par un bon ajustement des modèles au niveau individuel.   
 
VI. 3. Intérêts des travaux réalisés 
La gravité de l’épidémie mondiale d’obésité ainsi que ses coûts économiques, sociaux et 
sanitaires sont communément établis. En effet, en 2008, 1,4 milliards d’adultes étaient en 
surpoids et plus de 500 millions obèses. La prévalence d’obésité a doublé de 1980 à 2008 et 
l’OMS estime à 3,3 milliards le nombre de personnes en surpoids d’ici 2030. L’obésité touche 
également les individus dès le plus jeune âge : en 2013, 42 millions d’enfants de moins de 5 ans 
dans le monde étaient en surpoids (86). Au niveau mondial, toutes causes confondues, chaque 
année 3.4 millions d’individus meurent chaque année. Parmi ces décès, 2,8 millions au moins 
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sont attribuables aux conséquences du surpoids ou de l’obésité (diabète, cardiopathies 
ischémiques, cancers), ce qui classe l’obésité comme premier facteur de mortalité mondiale (86). 
Mais l’obésité n’est pas qu’un problème de Santé publique : en 2014, le coût économique lié à 
l’épidémie d’obésité dans le monde était évalué à plus de 2000 milliards de dollars par an, ce qui 
la place largement devant l’alcoolisme ou les accidents de la route (206). D’où l’intérêt d’étudier, 
à l’aide de nouveaux indicateurs, les relations entre les facteurs individuels, professionnels, 
environnementaux, etc. et l’obésité et les facteurs de risque cardiovasculaire afin de définir les 
profils multiniveaux de l’excès de poids et de risque cardiovasculaire.  
En lien avec les perspectives de l’OMS qui sont une approche d’étude multisectorielle, 
multidisciplinaire et populationnelle de l’obésité (86), les résultats de ce travail de thèse, 
pourraient contribuer à l’élaboration de nouvelles stratégies de politique publique. Par exemple, 
décrire les disparités de prévalence de facteurs de risque cardiovasculaire ou de l’obésité en 
fonction du secteur d’activité économique, de la profession et des caractéristiques 
environnementales du lieu de travail peut donner lieu à des stratégies d’intervention 
potentiellement efficaces notamment via la médecine du travail. En effet, la médecine du travail 
constitue un pivot d’intervention qui peut permettre des approches spécifiques par secteur 
d’activité. Il semble alors envisageable de cibler certaines catégories socio-professionnelles de 
certains secteurs d’activité via la médecine du travail. D’autre part, nos études tenant compte des 
environnements géographiques résidentiels et professionnels permettront d’affiner le ciblage 
territorial des interventions visant à lutter contre l’épidémie d’obésité. De plus, d’un point de vue 
méthodologique, parmi les différents outils utilisés cette thèse montre les limites des méthodes 
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statistiques qui permettent de prendre en compte les données manquantes lors d’études 
longitudinales. Les analyses conduites durant cette thèse pourront aider les futures études 
longitudinales à prendre en compte les risques de biais systématiques inhérents aux données 
manquantes lors des analyses. 
Au total, nos résultats mettent en évidence (à l’aide d’indicateurs de composition 
corporelle et anthropométriques) des associations entre les caractéristiques socio-économiques 
individuelles, les environnements géographiques résidentiels, et les secteurs d’activité 
économique et l’obésité ainsi que les facteurs de risque cardiovasculaire. D’autre part, ils 
soulignent l’importance de prendre en considération les biais d’attrition pouvant intervenir dans 
les études longitudinales. Ces réflexions sont des outils nouveaux pour les débats et les actions de 
Santé publiques actuels.  
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CONCLUSION ET PERSPECTIVES  
 
Ce travail de thèse visait à apporter de nouveaux éléments dans la compréhension des voies par 
lesquelles les environnements géographiques de vie et le milieu professionnel pourraient 
influencer la prise de poids et le risque cardiovasculaire. Ce travail poursuivait également 
différents objectifs méthodologiques, notamment d’évaluer le lien entre les valeurs manquantes et 
les biais d’attrition dans les associations longitudinales.  
Afin de répondre à notre question de recherche, nous avons tout d’abord cherché à évaluer 
les associations entre d’une part les facteurs individuels sociodémographiques, les 
caractéristiques des quartiers résidentiels et professionnels, et les secteurs d’activité économique 
des participants et d’autre part, la masse grasse à l’aide d’indicateurs d’adiposité. Ce travail nous 
a permis de mettre en évidence comme attendu que l’environnement socio-économique ainsi que 
le secteur d’activité économique influençaient la prise de poids. De plus, ce travail a permis de 
démontrer que l’IMC, à la différence d’indicateurs d’adiposité, ne permettait pas de saisir 
pleinement les effets des caractéristiques environnementales et des secteurs d’activité 
économique sur l’accumulation de graisse corporelle. Une hypothèse à tester pour l’avenir 
pourrait être d’examiner si l’environnement géographique autour du lieu de travail influe sur 
divers comportements de santé (par exemple alimentation) au-delà du l’environnement de 
résidence. Ces résultats montrent également l’intérêt qu’il pourrait y avoir à réaliser à partir de 
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données française une étude des déterminants contextuels de l’évolution de la masse grasse avec 
une période de suivi plus longue. 
Ensuite, au vu des inégalités observées en matière d’accumulation de graisse corporelle 
selon les secteurs d’activité économique, notre objectif a été de comparer les disparités entre 
secteur d’activité pour un large panel de facteurs de risque cardiovasculaire. Notre objectif était 
de tester l’hypothèse selon laquelle un secteur d’activité économique pourrait cumuler un sur-
risque pour différents facteurs de risque cardiovasculaire. Ce travail révèle des disparités face aux 
différents facteurs de risque cardiovasculaire selon ces secteurs d’activité chez les hommes et 
chez les femmes. Suite à ce travail, il sera intéressant d’étudier les inégalités professionnelles 
face au risque cardiovasculaire en testant des modèles qui tiennent compte à la fois des secteurs 
d’activité économique et d’un ensemble de variables reflétant les conditions de travail. 
Enfin, nous avons cherché à tester l’influence du niveau d’instruction individuel sur 
l’évolution des graisses corporelles à l’aide d’une étude longitudinale. D’un point de vue 
méthodologique, notre objectif a été de montrer l’impact du biais d’attrition et de tester les 
méthodes statistiques utilisées pour prendre en compte ce biais dans les études longitudinales. Ce 
travail a montré que le niveau d’éducation individuel était négativement associé au changement 
d’IMC. Par ailleurs, ce travail a permis de révéler l’influence de certains motifs de données 
manquantes sur les associations et l’utilité de certaines méthodes statistiques sous certains 
scénarios d’attritions pour contourner ce biais.  
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L’originalité et les forces de ce travail sont dues à plusieurs facteurs : la taille de 
l’échantillon, les indicateurs de composition corporelle utilisés pour évaluer l’obésité, les mesures 
des facteurs environnementaux dans différents lieux de vies (résidentiel et professionnel), la 
construction d’indicateurs environnementaux au moyen de système d’information géographique 
ou de méthodes statistiques (analyses de grappes), la prise en compte au niveau populationnel des 
secteurs d’activité économique et la comparaison de méthodes statistiques adaptées aux données 
longitudinales observées. A notre connaissance, aucune étude n’a regardé à l’aide de l’ensemble 
de ces méthodologies l’excès de poids corporel et les problèmes cardiovasculaires. 
Ce travail a permis de conclure d’une part, à l’existence d’effets non négligeables des 
caractéristiques individuelles, de l’environnement résidentiel et des secteurs d’activité 
économique sur l’accumulation de masse grasse, le changement de corpulence ainsi que sur les 
facteurs de risque cardiovasculaire ; et d’autre part de prendre en compte l’impact des données 
manquantes dans les analyses longitudinales.  
  
 





Annexe 1 : Obesity system map (63).
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